BAO extractor: bias and redshift space effects
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Abstract. We study a new procedure to measure the sound horizon scale via Baryonic Acoustic Oscillations (BAO). Instead of fitting the measured power spectrum (PS) to a theoretical model containing the cosmological informations and all the nonlinear effects, we define a procedure to project out (or to “extract”) the oscillating component from a given nonlinear PS. We show that the BAO scale extracted in this way is extremely robust and, moreover, can be reproduced by simple theoretical models at any redshift. By using N-body simulations, we discuss the effect of the nonlinear evolution of the matter field, of redshift space distortions and of scale-dependent halo bias, showing that all these effects can be reproduced with sub-percent accuracy. We give a one-parameter theoretical model based on a simple (IR) modification of 1-loop perturbation theory, which reproduces the BAO scale from measurements of halo clustering in redshift space at better than 0.1% level and does not need any external UV input, such as coefficients measured from N-body simulations.
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1 Introduction

BAO as a cosmological standard ruler is firmly established as one of the main observables for present and future surveys [1, 2]. The relevant information contained in the linear power spectrum (PS) of dark matter (DM), namely the comoving sound horizon, can be deformed by a number of nonlinear effects [3]: the nonlinear evolution of the DM density and velocity fields, redshift space distortions, scale dependent galaxy (halo) bias. All these effects, if not properly taken into account, can hinder the possibility of testing cosmological models against future data, which will bring the PS with an accuracy at the percent level, or below.

Various theoretical approaches have been proposed in the past to attack this problem. The standard approach, which can fully take into account all the nonlinear physics listed above, is N-body simulations. Besides that, in an attempt to design a flexible and numerically less expensive tool, many different approaches have been investigated in the past, mainly building upon standard cosmological perturbation theory (SPT) [4] and improving it by including the effect of large (IR) bulk matter flows [5–13], and by giving a more accurate description of mode-coupling with short (UV) scales [14–20].

As shown in [20] the reliability of the computed PS can be extended to a maximum wavenumber which increases by a factor up to $\sim 3(6)$ with respect to 1-loop SPT at redshift $z = 0(1)$, at the expense of introducing one extra parameter (at each redshift) to take into account UV effects.

The BAO damping in the PS is due mainly to the random displacement of the galaxies from their original location, by an average of $\sim 6\text{ Mpc/h}$. Reconstruction techniques have been developed [21–26] to undo the effect of these bulk motions and get back a correlation
function closer to the linear one, and have been successfully applied to real data (see for instance [27]). The effectiveness of these techniques, which are based essentially on the Zel’dovich approximation or on variants of it, can be seen as a proof, \textit{a posteriori}, that the physics of the BAO peak degradation is well understood and under control [28].

In ref. [20] we proposed a new approach to the extraction of the BAO scale from data, and to the theoretical computation of the related observable. Instead of processing the linear PS to add up all the nonlinear effects and then to fit it to the fully nonlinear PS obtained from observation, we identified a procedure, which we call the “BAO extractor” (defined in eq. (2.1)), to project out from the nonlinear PS the oscillating part, containing the BAO information. As we showed in [20], the nonlinear evolution of the extracted PS is basically insensitive to the UV effects, while the damping of the oscillations caused by IR flows can be successfully reproduced by a very simple, and theoretically well grounded, analytical procedure. As a result, the time evolution of the extracted BAO’s can be followed, at all cosmological epochs down to \( z = 0 \), with subpercent accuracy and with very fast and flexible numerical tools.

The analysis of [20] was limited to the DM field in real space. In this paper we extend it to include the effects of redshift space distortions (RSD) and scale-dependent halo bias. In general, the theoretical approaches to these two classes of nonlinear effects are more problematic than for the nonlinear evolution of the DM field. In redshift space, the Fingers of God (FoG) effect, due to virialized motions inside DM halos, cannot be studied in approaches based on the single stream approximation, and therefore one has to resort to a phenomenological modeling. Halo bias, on the other hand, cannot be described entirely in terms of local functions of the DM density field and, again, its description is poorly managed by a SPT approach and by its more straightforward extensions. Therefore, a crucial test of the BAO extractor proposal is the assessment of its robustness against RSD and halo bias effects.

We find that the largest nonlinear effect on the extracted BAO scale is given by the evolution of the DM field, which is above 1 % at \( z = 0 \). However, as we already showed in [20] and confirm here on more quantitative grounds, this effect can be reproduced by a very simple theoretical model which is basically given by 1-loop SPT plus a resummation of the IR bulk flows (see eq. (3.1)). The inclusion of UV effects as discussed in [20] leads to a further improvement of the BAO scale and of the full PS shape. The other two effects considered in this paper, RSD and bias, are both subpercent level effects to the BAO scale, which are accurately reproduced by our model. Remarkably, all these results are obtained without the need to introduce any nuisance parameter. For comparison, the standard approach to BAO measurements, consists in fitting the full PS with a multi-parametric model (with typically 8 parameters) and fitting functions to separate the oscillating component of the PS. We also discuss the improvement of our results by including extra parameters to model the nonlinear effects, finding that while it does improve the fit to the full PS, it leads to at most a moderate gain in the extracted BAO scale.

As a result, our procedure typically leads to a reduced theoretical systematic error on the measured BAO scale. In the concrete example discussed in this paper the reduction amounts at a factor of order 4-5, but in general it depends on the concrete set of data to which the two procedures are applied. These results are relevant in light of the forecasted statistical precision of future surveys, such as DESI and EUCLID, which will reach subpercent BAO measurements.

The nonlinear evolution of BAO and the related issue of the robustness of the acoustic scale have been investigated in the past. The effect of IR flows was already identified as
the main physical effect to be taken into account (see for instance \cite{3, 23, 28, 29}). In this paper, we explore this issue from the point of view of our BAO extractor procedure, aiming at illustrating its advantages both on the theoretical and on the observational sides.

The plan of the paper is the following. In section 2 we introduce the procedure to extract the BAO scale from a PS, and the likelihood function to quantify the agreement between the scale obtained in different schemes (or between a given theoretical scheme and the data). In section 3 we introduce a simple model that can reproduce with sub-percent accuracy the BAO scale of halos in redshift space. The model improves over 1-loop SPT by resumming the effect of IR bulk flows, and it does not require to extract any UV parameter from simulations. The robustness of this method against short-scale effects such as the nonlinear evolution of the dark matter field, redshift space distortions, and halo bias is studied in section 4. In section 5 we present our conclusions. This is followed by four appendices where we, respectively, summarize the TRG method that we use to reproduce the nonlinear evolution of dark matter, perform the resummation of the IR bulk flows in real and redshift space, present some details on the N-body simulations used in this work, and investigate the effect of nondiagonal terms in the PS covariance relevant to our simulations, showing that they are negligible.

2 BAO extractor: definition

For any given power spectrum $P(k)$ we define \cite{20}

$$R[P](k; \Delta, n) \equiv \frac{\int_{-\Delta}^{\Delta} dx x^{2n} \left(1 - \frac{P(k-x, k_s)}{P(k)}\right)}{\int_{-\Delta}^{\Delta} dx x^{2n} (1 - \cos(2\pi x))},$$

(2.1)

where the BAO wavenumber is given by $k_s \equiv 2\pi/r_s$, with $r_s$ the comoving sound horizon, computed using, for the assumed cosmological model, eq. (6) of \cite{30}. In this expression we integrate around each value of the comoving momentum $k$ in an interval given by twice the “range” parameter $\Delta$ times the BAO wavenumber.

The operation (2.1) is similar to the moving average method, common in other fields to discern smooth background and rapid oscillations, and has the effect of “extracting” the oscillating part of the PS from the smooth one. In \cite{20} we showed how the oscillating PS projected out in this way to a large extent evolves independently under nonlinear effects.

We also verified that the operation $R[P]$, once applied to theoretical power spectra, is very weakly dependent on the parameter $n$. This parameter might be relevant in analyzing real data, in the case in which the experimental error varies significantly within each interval $[k - k_{bao}\Delta, k + k_{bao}\Delta]$. In the analyses performed in this work we fix $n = 0$ and will indicate $R[P](k; \Delta, n = 0)$ with $R[P](k; \Delta)$.

LSS power spectra comprise of a smooth broadband ("no-wiggle") component, plus a smaller ("wiggly") component due to the BAO oscillations,

$$P(k) = P^{nw}(k) + P^w(k) \simeq P^{nw}(k) \left[1 + A(k) \sin(k r_{bao})\right],$$

(2.2)

where $A(k)$ is a smooth modulating function which damps the oscillations beyond the Silk scale. While $r_s$ is the BAO scale of the assumed (reference) cosmological model, which is needed to define the extractor (eq. (2.1)) and the various theoretical formula, as for example, eq. (3.1), $r_{bao}$ is the true scale of the BAO oscillations in data. Different computational techniques reproduce the $P^{nw}(k)$ with different accuracy, and for instance a percent accuracy
at \( k \gtrsim \Omega (0.1 \, \text{h/Mpc}) \) requires going beyond standard perturbation theory, and accounting for UV effects through methods such as Coarse Grained Perturbation Theory \([15, 17]\) or the Effective Field Theory of LSS \([14, 16]\).

Inserting (2.2) in (2.1) for \( k \Delta \ll k \) gives \([20]\)

\[
R[P](k; \Delta) = I \left( \frac{r_{\text{bao}}}{r_s}; \Delta \right) \frac{P^w(k)}{P(k)} + O \left( \frac{1}{(kr_s)^2} \right),
\]  

(2.3)

where the scale independent quantity \( I(\beta; \Delta,n) \) is given by

\[
I(\beta; \Delta) = \int_{-1}^{1} \frac{dx}{\Delta} \frac{1 - \cos (2\pi \beta x)}{(1 - \cos (2\pi x))},
\]

(2.4)

and \( I(1; \Delta) = 1 \). Notice that the quantity \( k_s \) (and therefore \( r_s \)) enters only to set the appropriate units of the interval over which the integral in (2.1) has to be taken. It does not affect the scale of the oscillations of \( R[P] \) such as those in figure 1, which is given by the \( r_{\text{bao}} \) contained in \( P^w(k) \) (see eq. (2.2)). Choosing \( r_s \neq r_{\text{bao}} \) only affects — typically very mildly— the amplitude of the oscillations (see figure 4 of \([20]\)).

As shown in \([20]\) and in the present work, the scale of the oscillation that emerges from \( R[P] \), is very weakly sensitive to the details of the smooth \( P^m_{\text{nw}}(k) \) component. This allows to extract the BAO scale from the data, and to compare it with theory, in a way which is very insensitive to the UV physics. Details on how this comparison is performed are given below, see eq. (2.9).

The expression (2.1) is suitable for an input continuous power spectrum as given by theory. Assume we have instead binned data with momentum / PS value / error on the PS given by \( \{k_n, P_n, \Delta P_n\} \). From the data we can construct the estimator \([20]\)

\[
\hat{R}[P](k_m; \Delta) = \frac{\sum_{l=-L_m(\Delta)}^{L_m(\Delta)} \left( 1 - \frac{P_{n+l}}{P_m} \right)}{\sum_{l=-L_m(\Delta)}^{L_m(\Delta)} [1 - \cos (r_s (k_{m+l} - k_m))]} ,
\]

(2.5)

where the value of the maximum \( |l| \) in the sum, \( L_m(\Delta) \), is chosen such that

\[
|k_{m+l} - k_m| \leq k_s \Delta \quad \text{for} \quad |l| \leq L_m(\Delta) .
\]

(2.6)

Under the assumption of uncorrelated errors for the PS across different bins, the covariance matrix of the estimator is given by

\[
C_{n,m}(\Delta) = \langle \hat{R}[P](k_n; \Delta) \hat{R}[P](k_m; \Delta) \rangle - \langle \hat{R}[P](k_n; \Delta) \rangle \langle \hat{R}[P](k_m; \Delta) \rangle
\]

\[
= D_n^{-1} D_m^{-1} \sum_{l=-L_m(\Delta)}^{L_m(\Delta)} \sum_{l'=-L_m(\Delta)}^{L_m(\Delta)} \frac{P_{m+l} P_{n+l'}}{P_m P_n} \left( \frac{\text{cov}_{m,n}^P}{P_m P_n} + \frac{\text{cov}_{m+l,n+l'}^P}{P_{m+l} P_{n+l'}} \right) - \frac{\text{cov}_{m+l,n}^P}{P_{m+l} P_n} - \frac{\text{cov}_{m,n+l'}^P}{P_m P_{n+l'}},
\]

(2.7)

where

\[
D_n = \sum_{i=-L_n(\Delta)}^{L_n(\Delta)} \left( 1 - \cos (r_s (k_{n+i} - k_n)) \right) ,
\]

(2.8)

and \( \text{cov}_{mn}^P \) is the covariance matrix for the PS.
Figure 1. The extractor $R[P](k; \Delta)$ applied to the DM PS in real space computed from N-body simulations (grey area), from linear theory (blue, dashed), 1-loop SPT (black, dash-dotted), and TRG (red, obtained from eq. (4.1)), at redshift $z = 1$ (upper panel) and at $z = 0$ (lower panel). The grey area for the N-body results corresponds to the diagonal entries of eq. (2.7) and using the 1σ error on the PS for each bin. For visualisation purposes, the same quantity $R[P^0_{nw}](k)$, where $P^0_{nw}$ is the smooth component of the linear PS, has been subtracted from all the different $R[P](k)$.

In the rest of this paper, when considering different PS’s $P_a$, we will plot the subtracted quantities $\tilde{R}[P_a] - \tilde{R}[P^0_{nw}]$, where $\tilde{R}[P^0_{nw}]$ obtained by applying the procedure (2.5) to the smooth linear PS $P^0_{nw}$, defined as explained in A. This subtraction largely removes the smooth $O(1/(kr^2))$ contribution to eq. (2.3). However, in our analyses, we always consider the unsubtracted $\tilde{R}[P_a]$’s. Moreover, in the following, we will indicate the estimator $\tilde{R}[P_a](k_m; \Delta)$ simply as $R[P_a](k; \Delta)$.

We plot in figure 1 the result of the extraction procedure applied to different approximations of the DM PS in the BAO range of scales, namely, linear theory, 1-loop SPT, improvements to 1-loop SPT discussed in the next two sections, and N-body simulations. This plot will be further discussed in subsection 4.1.

Besides damping the oscillations with respect to linear theory, nonlinearities also modify the BAO scale, an effect which can crucially hinder the possibility of using BAO’s as a cosmic ruler [31] (although, as we mentioned before, this effect can be reduced by reconstruction
techniques). In order to quantify this effect we define a likelihood function as

$$\chi^2_\alpha(\alpha) = \sum_{n,m=n_{\text{min}}}^{n_{\text{max}}} \delta R[P_a](k_n; \alpha, \Delta) C^{-1}_{n,m}(\Delta) \delta R[P_a](k_m; \alpha, \Delta),$$  \hspace{1cm} (2.9)

where

$$\delta R[P_a](k_n; \alpha, \Delta) \equiv R[P_a](k_n/\alpha; \Delta) - R[P_{\text{data}}](k_n; \Delta),$$  \hspace{1cm} (2.10)

$P_a$ the model PS as obtained in a given approximation, while $P_{\text{data}}$ is the measured one, and $C^{-1}_{n,m}(\Delta)$ is the inverse of the matrix given in eq. (2.7), computed using the experimental errors on the data PS. The sum is taken over the momenta $k_n$ in which there are BAO oscillations (see figure 1), typically in the range

$$0.025 \text{ h Mpc}^{-1} < k_n < 0.3 \text{ h Mpc}^{-1},$$  \hspace{1cm} (2.11)

where the upper end is limited by the goodness of the $\chi^2_\alpha(\alpha)$ value, and therefore varies for the different models/approximations. For those models providing a good fit up to higher momenta, the $\chi^2_\alpha(\alpha)$ curve is narrower and therefore gives tighter constraints on the extracted BAO scale.

In the following, we use the diagonal entries of the covariance matrix for the extractor, eq. (2.7), to indicate the $1\sigma$ errors on the extracted $R[P]$ functions in plots such as those in figure (1), while we use the full matrix to evaluate the various $\chi^2_\alpha(\alpha)$. As for the covariance matrix for the PS from N-body simulations, $\text{cov}_{m,n}^{P}$, we will estimate its diagonal terms from the scattering of $|\delta k|^2$ with k's inside each k bin, while we will neglect the nondiagonal terms. In D we will investigate the impact of the non-diagonal terms on our analyses, showing that they are negligible.

### 3 A simple model for the extraction of the BAO scale

In this section we present a simple procedure to extract the BAO scale from a given $P_{\text{data}}$. We will use, as data, the halo PS in redshift space (see C for technical details on our simulations and halo catalogs). The impact of the different types of nonlinear effects on $R[P]$, and the performance of different approximation methods in dealing with them will be discussed in the next sections.

Our model PS is given by

$$P_{\text{model}}(k, \mu; A) = e^{-Ak^2}P_{\text{res}}(k, \mu),$$  \hspace{1cm} (3.1)

with

$$P_{\text{res}}(k, \mu) = P^{\text{nu},rs,0}(k, \mu) + \Delta P^{\text{nu},rs,1}\text{-loop}(k, \mu) + P^{w,rs,0}(k, \mu) e^{-k^2\Xi^w(\mu; r_s)},$$  \hspace{1cm} (3.2)

where $P^{\text{nu},rs,0}(k, \mu)$ and $P^{w,rs,0}(k, \mu)$ are the smooth and "wiggly" components of the linear PS for DM in the Kaiser approximation, namely,

$$P^{a,rs,0}(k, \mu) = (1 + \mu^2 f)^2 P^{a,0}(k),$$  \hspace{1cm} (3.3)
with $a = w, nw$. The 1-loop correction in the improved Kaiser approximation is given by

$$
\Delta P^{nw,rs,1\text{-loop}}(k, \mu) = \Delta P_{\delta\delta}^{nw,1\text{-loop}}(k) + 2\mu^2 f \Delta P_{\delta\theta}^{nw,1\text{-loop}}(k) + \mu^4 f^2 \Delta P_{\theta\theta}^{nw,1\text{-loop}}(k), \quad (3.4)
$$

with $\Delta P_{\delta\delta}^{nw,1\text{-loop}}(k)$, etc, the different components of the real space 1-loop PS [4] for the density contrast $\delta$ or the velocity divergence $\theta$ computed from the linear smooth one.

The resummation of the effect of IR random velocity flows at all orders in SPT is implemented by exponentiating

$$
\Xi^s(\mu; r_s) = (1 + f\mu^2(2 + f)) \Xi(r_s)
$$

$$
+ f\mu^2(\mu^2 - 1) \frac{1}{2\pi^2} \int dq P^{nw,0}(q) j_2(q r_s), \quad (3.5)
$$

with

$$
\Xi(r_s) = \frac{1}{6\pi^2} \int dq P^{nw,0}(q; z) (1 - j_0(q r_s) + 2j_2(q r_s)), \quad (3.6)
$$

see A and [20], where details of the resummation procedure are discussed.

Multipoles can be computed from $P_{\text{res}}(k, \mu)$ as usual, by taking the integrals

$$
P_{\text{model},l}(k; A) = \frac{2l + 1}{2} \int_{-1}^{1} d\mu P_{\text{model}}(k, \mu; A) P_l(\mu), \quad (3.7)
$$

where $P_l(\mu)$ is the Legendre polynomial of order $l$. In what follows we will only consider the monopole ($l = 0$).

The only free parameter in eq. (3.2) is the constant $A$ at the exponent, which, as we will see, can be treated as a nuisance parameter to marginalize over the scale dependence of halo bias and on redshift space effects not captured by the (improved) Kaiser approximation encoded in $P_{\text{res}}(k, \mu)$, such as FoG. In [32–34], a scale-dependent halo bias given by a constant plus a quadratic term in $k$ was predicted by the peaks model, which can be seen as a truncated Taylor expansion of the model used here. Notice that since the definition of $R[P]$, eq. (2.5), is insensitive to the PS normalization, a constant bias parameter would drop off the analysis, so we do not need to introduce it. Moreover, in order to fully capture the unaccounted redshift effects such as FoG, a $\mu$-dependent function should be introduced (FOG should scale as something like $\exp(-f^2\sigma_s^2 k^2 \mu^2)$), see for instance [35]. However, in this paper we only consider the monopole, therefore we decided to minimize the number of extra functions and incorporate both bias and RSD in the single parameter $A$.

To fix $A$ we use the full monopole power spectra $P_{\text{model},0}$ and $P_{\text{halo},0}$. We take the ratios between the two, and look for the value $A$ which minimizes its scale dependence at low $k$’s. Then we compute (2.9) as a function of the parameter $A$ with $P_0 = P_{\text{model},0}(k, A)$ and $P_{\text{data}} = P_{\text{halo},0}(k)$. The result is shown in figure 2, where we show the function $\chi^2(\alpha) - \chi^2(\alpha_{\min})$ obtained by this procedure. We also show the effect of removing the parameter $A$ by setting it to zero in (3.1). As we see, the simple model considered here captures the correct BAO scale at better than the 0.1% level both at $z = 0$ and at $z = 1$, moreover the 1$\sigma$ confidence level corresponds to 0.16% (0.14%) at $z = 0$ ($z = 1$). Setting the exponential prefactor to unity ($A = 0$), still reproduces the BAO scale at subpercent level, but with a reduced precision, especially at $z = 1$, where the effect of halo bias is larger, see section 4.3.

For comparison, we also plot (brown solid line) the $\chi^2$ obtained by a different procedure, which resembles more closely the standard one employed, for instance, in [27]. In this case,
the model PS is fit directly to the full \( P_{\text{data}} \) PS, instead of considering the \( R[P] \) operation, therefore, more parameters are needed to model the broadband feature. Following [27], we consider a model PS given by the 8–parameter function:

\[
P_{\text{fit}} (k; \alpha) = P_{\text{smooth}} (k) \left\{ 1 + \left[ O_{\text{linear}} \left( \frac{k}{\alpha} \right) - 1 \right] e^{-\frac{k^2 \Sigma_{nl}^2}{2}} \right\},
\]

(3.8)

where the oscillatory component is obtained from the ratio between the total linear and smooth linear power spectrum\(^1\)

\[
O_{\text{linear}} \left( k \right) \equiv \frac{P_{0} (k)}{P_{0,nw} (k)},
\]

(3.9)

while the smooth component is given by

\[
P_{\text{smooth}} (k) \equiv B_{P}^2 P_{0,nw} (k) + A_1 k + A_2 + \frac{A_3}{k} + \frac{A_4}{k^2} + \frac{A_5}{k^3} .
\]

(3.10)

where the parameters \( A_1, \ldots, 5 \) and \( B_{P} \) marginalise over broad-band effects including redshift-space distortions and scale-dependent bias. Notice that, unlike our \( \Xi \) function of eq. (3.5), now also the exponential damping containing \( \Sigma_{nl} \) in (3.8) is treated as a nuisance parameter. To quantify the precision with which this procedure can reproduce the BAO scale, we fit

\(^1\) In [27] the smooth PS is derived using the fitting formula of [30] instead of the procedure described in A. This difference does not change things appreciably.
$P_{\text{halo}}$ with the expression (3.8), fixing $\alpha = 1$ and finding the best fit values for the remaining 7 parameters \{$\Sigma_{\text{nl}}, B_P, A_1, A_2, A_3, A_4, A_5$\}. With these values fixed,\(^2\) we then compute the likelihood

$$\chi^2_{\text{fit}}(\alpha) = \sum_n \frac{(P_{\text{fit}}(k_n, \alpha) - P_{\text{halo}}(k_n))^2}{(\Delta P_{\text{halo}}(k_n))^2}, \ (3.11)$$

as a function of $\alpha$.

As seen from the figure, both methods are able to return the BAO scale at the subpercent level, as a best fit and are in mutual agreement within 1\(\sigma\). The advantage of the $R[P]$ method appears when looking at the width of the likelihood intervals, which, for these “data”, is reduced with respect to the method based on (3.8): it gives a 1\(\sigma\) error on $\alpha$ of 0.16\% (0.14\%) at $z = 0$ ($z = 1$) against 1.4\% (1\%) by the “standard” procedure.

4 Nonlinear effects on $R[P]$

In this section we discuss the sensitivity of the function $R[P](k; \Delta)$ to various nonlinear effects.

4.1 Nonlinear evolution of the DM field

Assuming that N-body simulations fully account for DM nonlinearities on the scales of interest for this paper, we discuss how different approximations affect the $R[P]$ operation and the extraction of the BAO scale from it. Besides linear theory and 1-loop SPT, we will consider the TRG result of [20], which can be cast, in real space, in the form

$$P_{\text{TRG}}(k) = P_{\text{model}}(k; \mu = 0, A = 0) + \Delta P_{\text{nw,TRG}}(k), \ (4.1)$$

where $P_{\text{model}}$ has been defined in (3.1). $\Delta P_{\text{nw,TRG}}(k) \equiv D(z)^2 \Delta P_{11}^{\text{nw}}(k; \eta)$ is the UV correction ($\eta \equiv \log D(z)$, ($D(0) = 1$)), where $\Delta P_{11}^{\text{nw}}(k; \eta)$ solves the TRG system discussed in [20], which encodes the difference between the correct UV behavior, extracted from simulations, and the one of 1-loop SPT added (see A for a discussion, and ref. [20] for full details).

To see how well the nonlinear broadband shape of the PS is reproduced, in figure 3 we plot the ratios of the different approximations to N-body simulations.

In comparison with 1-loop SPT, the UV effects encoded in the TRG corrections increase the $k$-range in which the results agree to better than 1\% with simulations from $k \sim 0.06$ (0.1) h\(^{-1}\) Mpc to $k \sim 0.14$ (0.42) h\(^{-1}\) Mpc at $z = 0$ ($z = 1$). On the other hand, the effect of the resummation of the random motions is seen by comparing the red and the green lines, which are obtained by setting $\Xi^{rs}(0; r_s) = 0$ in (4.1), and by replacing $\Delta P_{\text{nw,1-loop}}(k)$ with the full 1-loop correction, $\Delta P_{1\text{-loop}}(k)$.

To focus the discussion on the BAO’s, we plot in figure 1, the result of the extraction procedure applied to the different approximations discussed above. For all the approaches we have used the same binning in $k$, and the grey band corresponds to the estimated 1\(\sigma\) statistical error on the N-body PS, evaluated using the diagonal entries of eq. (2.7). We see that the TRG approach reproduces the BAO damping quite well over the full range of wavenumbers.

To quantify the effect of the nonlinear DM evolution on the BAO scale we define a likelihood function, in analogy to (2.9), in which the role of $P_{\text{data}}$ is played by the N-body

\(^2\)We checked that the procedure is converging, in the sense that by fixing the initial $\alpha$ to a slightly different ($\pm 1\%$) value and extracting the corresponding parameters gives very similar $\chi^2$ curves.
DM PS, and the covariance matrix is obtained from the statistical errors on the N-body PS, while $\bar{P}_a$ is obtained in linear theory, 1-loop SPT, and in the TRG approach.

The results are plot in figure 4. The nonlinearities encoded in the N-body simulations shift the BAO scale towards smaller scales by $\sim 0.8\%$ ($0.4\%$) at $z = 0$ ($z = 1$) with respect to the linear theory PS. The 1-loop SPT approximation, on the other hand, gives a much better fit both at $z = 0$ and at $z = 1$, mainly thanks to the fact that it reproduces the lower peaks well. It is a remarkable result, as the 1-loop approximation is generally considered a poor tool for the description of the nonlinear PS in the BAO range of scales. This is of course true, but is mainly related to the broadband part of the PS. As far as the oscillating component extracted by the $R[P]$ procedure is concerned, the 1-loop result performs very well. This is fully in line with the previous study by ref. [37], where it was shown that the BAO scale is robust against the 1-loop SPT correction when the smooth broadband is removed appropriately. We will see, however, that it is not the case in redshift space.

On the other hand, the TRG result (red lines) reproduces the nonlinear shift at better than 0.2\% level both at $z = 0$ and than 0.1\% at $z = 1$. Given that the computational cost for this approach is the same needed for the 1-loop PS, the gain represented by it at low redshifts is clear.

---

Figure 3. Ratios of the nonlinear PS obtained with the different approximations described in the text after eq. (4.1) to the N-body ones.

---

$^3$To get an analytic insight on this effect see [31]. Reconstruction techniques are also able to remove the BAO shift, see for instance [23].
4.2 Redshift space distortions

The effect of redshift space distortions on the extracted BAO is given in figure 5, where we plot the results for the DM field as obtained in N-body simulations both in real and in redshift space (in the latter case we consider the monopole PS). The effect on the extracted $\alpha$ parameter is given in figure 6, where we have used again eq. (2.9), with $P_a$ being the monopole PS in redshift space and $P_{\text{data}}$ the N-body PS in real space. In other words, we try to fit the real space $R[P]$ from the redshift space one. As a result, the extracted BAO scale is rescaled by $\sim 0.5\%$, at $z = 1$ and by $\sim 0.7\%$ at $z = 0$, but the fit rapidly gets poorer by including higher wavenumbers. The question is whether one can improve this extraction by applying the TRG approach to redshift space.

The extension of eq. (4.1) to redshift space is (see B)

$$
P^\text{TRG,rs}(k,\mu) = P_{\text{model}}(k; \mu, A = 0) + \Delta P_{nw,rs,\text{TRG}}(k, \mu),$$

where

$$
\Delta P_{nw,rs,\text{TRG}}(k, \mu) = D(z)^2 \left[ \Delta P_{11,\text{TRG}}^{nw}(k, \mu; \eta) + 2\mu^2 f \Delta P_{12,\text{TRG}}^{nw}(k, \mu; \eta) + \mu^4 f^2 \Delta P_{22,\text{TRG}}^{nw}(k, \mu; \eta) \right],
$$

where $\Delta P_{ab}^{nw,\text{TRG}}$ ($a, b = 1, 2$) are, again, computed using the TRG equations of [20].
Figure 5. Comparison between the $R[P]$’s for the Nbody PS in real and in redshift space (monopole) at $z = 1$ and at $z = 0$.

Figure 6. $\chi^2$ of the shift $\alpha$ between the real and redshift space PS for DM from N-body simulations.

The performance of eq. (4.2) in reproducing the broadband shape of the nonlinear PS in redshift space is much worse than for its real space counterpart, as we can see comparing the red dashed lines of figure 7 to the red solid ones in figure 3. It still improves somehow with respect to the 1-loop result, however, it deviates from the N-body result by more than one percent already for $k \gtrsim 0.05$ h Mpc$^{-1}$. The reason for the poor performance of eq. (4.2), is the absence of any term accounting for the so-called FoG effect. It can be included in a purely phenomenological way by multiplying the full eq. (4.2) by a scale-dependent function, which
Figure 7. Ratios of the nonlinear (monopole) PS in redshift space obtained with the different approximations described in the text at $z = 1$ and at $z = 0$.

In this case we take of the exponential form, $e^{-A k^2}$. Notice that, in general, the FoG modelling depends on the line of sight direction, $\mu$, however, since we are considering only the monopole, we just restrict ourselves to a purely phenomenological, scale dependent, function. In this case the fit on the full PS clearly improves, as illustrated by the red solid lines in figure 7.

As far as BAO’s are concerned, the FoG-corrected TRG gives a very good fit to the N-body $R[P]$ over all the relevant range of scales, while the TRG without FoG correction clearly performs better than linear theory and 1-loop SPT, at least for the lower peaks, see figure 8. To be more quantitative, we define a new likelihood function, analogous to eq. (2.9), in which the role of $P_{\text{data}}$ is taken by the redshift space (monopole) PS from N-body simulations. As we see from figure 9, the inclusion of the FoG correction on the TRG result reproduces the N-body BAO scale at the 0.1% level, in line with its real space counterparts (see figure 4), while without FoG correction it still performs at better than the percent level.

4.3 Halo bias

We now study the effect of halo bias on the function $R[P]$. We focus our discussion on halos of mass $M > 10^{13} M_\odot$ identified in the N-body simulations described in C, where we also plot the bias, that is the ratio between the halo and DM PS’s, for the complete halo catalog and for its partition in different mass bins, see figure 12. We also list, in table 2, best fit values for a model bias function given by $(b_0 + b_1 k^2)^2$. As the $R[P]$ operation is insensitive
to a constant bias, we consider in this section, as we did in section 3, a single parameter model for the halo, again of the exponential form, $e^{-Ak^2}$. More refined models can of course be tested but as we will see, this one already provides a very good fit.

The different PS give the $R[P]$’s plotted in figure 10. The green band is obtained from the total halo PS, while the DM PS from N-body simulations is given by the black lines: the dashed ones are obtained from the unbiased PS, while the solid ones are from the one multiplied by $e^{-Ak^2}$, with $A$ fit from the total halo PS bias. The red lines are obtained by the TRG approximation, again unbiased (dashed) and biased (solid).

Then, taking the halo PS (with the corresponding errors) as $P_{\text{data}}$ in eq. (2.9), we study the shift in the BAO scale derived by modeling it using the different procedures. The results are given in figure 11. The dashed curves show that the effect of bias is $O(0.5\%)$ both at $z = 0$ and at $z = 1$, although opposite in sign. Notice, again, that what counts here is the scale dependence of the bias, which is in magnitude roughly the same at the two different redshifts. The bias can be entirely taken into account by our simple exponential function, and the TRG results practically coincide with the N-body ones. Similar results are obtained in redshift space, as one can infer also by looking at figure 2.
Figure 9. $\chi^2$ as a function of the shift parameter $\alpha$ for different DM approaches vs N-body in redshift space.

5 Conclusions

In this work we studied and further developed the estimator $R[P]$ introduced in ref. [20] to extract the BAO scale from a power spectrum $P$. We showed that the estimator is extremely robust against various physical effects. The estimator is mostly sensitive to the nonlinear evolution of the DM field, which causes a rescaling of the BAO scale of $\sim 1\%$. Redshift space distortions beyond the (improved) Kaiser approximation and halo bias affect the $R[P]$ extraction only at the sub-percent level at all redshifts, as indicated, respectively, by figures 6 and 11, and can be taken into account by simple fitting functions, such as the $e^{-Ak^2}$ one considered in this paper. Once the parameter $A$ is fitted to the broadband shape of the PS measured from real data, the extraction of the BAO scale from the $R[P]$ projector is a parameter-free procedure.

We studied how the nonlinear evolution of the DM field can be taken into account in SPT and in the TRG approach described in [20], which improves over 1-loop SPT by including the effect of large scale motions and by correcting the short-scale behavior via the addition of effective coefficients, measured from numerical simulations. As seen in figure 3, in comparison to 1-loop SPT, the short-scale corrections significantly improve the reproduction of the broadband shape of the PS, and are therefore relevant when the latter matters, as, for instance, in studying the effect of massive neutrinos [38–40]. However, their impact on the BAO scale is greatly alleviated. This proves that the extraction of the BAO scale is to a large extent independent of UV effects, so that expensive simulations (required to either solve the dark matter dynamics, or to compute effective coefficients) are not needed. The

---

4Further improvement is required to accurately reproduce the effects of the FoG in redshift space. Improving over the existing phenomenological approaches requires going beyond the single stream approximation.
Figure 10. The extractor $R[P](k; \Delta)$ applied to the PS of all halos with mass $> 10^{13} M_\odot$ (green band). The black dashd lines are obtained from the DM PS from N-body simulations, while the red dashed lines are obtained from the TRG. The corresponding solid lines are obtained by multiplying the PS by $e^{-A k^2}$, with $A$ fitted from the smooth component.

The main improvement of the TRG method over 1-loop SPT as far as BAO are concerned is in the resummation of the effect of large scale modes, which provides an accurate accounting of the oscillating structure of $R[P]$ over all scales and at all redshifts, see figure 1. The exponential damping term accounting for such effects in the TRG approach can be immediately computed with a 1-dimensional integral of the linear PS.

We compared our extraction procedure to the standard approach to the BAO scale measurements, which involves a multi-parameter fit to the full PS and makes use of fitting functions for the smooth linear PS. Beside having considerably fewer parameters (or not at all), our approach, when applied to the halo catalog considered in this paper, reduces the error on the extracted scale by a factor $\sim 4.7$ ($\sim 3.6$) at redshift $z = 0$ ($z = 1$), as shown in figure 2.

In principle, the procedure can be applied to the reconstructed PS, obtained after the long range displacements have been undone [21, 23–26, 31]: therefore it is not an alternative to reconstruction, but rather, it provides a parameter independent procedure to extract BAO information from reconstructed data. We plan to investigate this possibility in a forthcoming work.

In summary, the BAO extracting procedure outlined in section 2, and the simple model introduced in section 3 allow to compute the BAO scale at sub-percent accuracy, at all redshifts, including bias and redshift space distortions effects. This procedure is extremely fast, and no more computationally expensive than 1-loop (SPT). Moreover, contrary to the standard procedure, it does not require a multi-parameter fit of the data to account for the broadband shape of the PS, which is largely filtered out by the extractor.
Figure 11. $\chi^2$ as a function of the shift parameter $\alpha$ for DM (from N-body and TRG) vs. halos with $M > 10^{13} M_\odot$.
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A TRG

Here we summarize the Time Renormalization Group (TRG) system of equations for the PS derived in [20] and used in this work. The PS comprises of two parts: a smooth broadband (“no-wiggle”) component $P_{nw}$, and a smaller (“wiggle”) part $P_w$ that contains the BAO oscillations. We consider two separate equations for the two components. As a starting point we separate the linear power spectrum in a smooth plus an oscillatory component, $P^0 = P^0_{nw} + P^0_w$. To achieve this, we notice that the oscillatory part is of the form $P^0_w = \tilde{P}(k) \sin(k r_{bao})$, where $\tilde{P}(k)$ is a smooth function, and the scale $r_{bao}$ can be estimated, for any given cosmology, through eq. (6) of [30]. We construct $P^0_{nw}$ by evaluating the PS at the nodes of $\sin(k r_{bao})$ and by interpolating in a smooth way between these values.

We then use $P^0_{nw}$ to compute the one-loop SPT correction $\Delta P^{1\text{-loop},nw}$. 
SPT fails to accurately reproduce the PS at scales \( k \gtrsim 0.1 \, h \, \text{Mpc}^{-1} \). This is due both to UV effects that go beyond the single stream approximation, and to IR effects, such as large scales bulk flow. As discussed in [20], UV effects mostly impact the smooth component \( P_{nw} \), and can be accounted for by including additional terms in the TRG evolution equation for the PS. These terms can be evaluated through N-body simulations [15, 17, 20]. While this correction considerably improves the PS at \( k \gtrsim 0.1 \, h \, \text{Mpc}^{-1} \), it does not affect the BAO oscillation scale extracted from \( R[P] \) [20]. We demonstrate this in section 3, where we show that the scale extracted from the halo catalog from our numerical simulations is in excellent agreement with that extracted from a theoretical PS obtained without this UV terms.

On the contrary, IR bulk flows decrease the coherency of the BAO oscillations, and need to be included in order to accurately reproduce the oscillatory behavior of \( P_{w} \). These effects can be resummed in an exponential (scale-dependent) suppression of the oscillatory term, given by the last term of eq. (3.2). While this result case derived in [20] on the basis on the consistency relations between the power spectrum and the squeezed bispectrum (the soft mode of which is a IR bulk flow) [41], in B we provide an alternative proof that can be more immediately extended to redshift space.

### B IR resummation

In this appendix we study how IR bulk flows resum to the exponential term in eq. (3.2) of the main text. This effect of the IR modes on the oscillatory part of the PS was derived in real space in [20]. We rederive this result using a Lagrangian formulation, that can be easily extended to redshift space.

We consider a large set of particles, and we split their velocities in long ("l") and short ("sh") wavelength components, treating the former in linear theory (the splitting can be done, for instance, by computing the average velocity of the particles contained in a “large” volume, and splitting the velocity of each particle in that volume as the average plus a residual). We denote as \( f \) the phase space distribution of the particles and as \( f_{sh} \) the distribution that the particles would have if their position was not changed by the long wavelength velocity. The two distributions are related by

\[
 f (x, p^l, p^{sh}, \eta) = \int d^3y f_{sh} (y, p^l, p^{sh}, \eta) \delta_D (y - x + \frac{p^l}{amHf}), \quad (B.1)
\]

where \( x \) and \( y \) are spatial coordinates, \( \delta_D \) the Dirac-delta function, and where the comoving momentum of the particles is related to their velocity by the non relativistic expression \( v^l = \frac{p^l}{am} \) (where \( a \) is the scale factor and \( m \) the mass of the particles). Integrating the distribution function over the momentum gives the particle number density

\[
 n (x, \eta) = \bar{n} (1 + \delta(x, \eta)) = \int d^3p^l d^3p^{sh} f (x, p^l, p^{sh}, \eta), \quad (B.2)
\]

where \( \bar{n} \) is the average number density, and \( \delta (x) \) the density contrast. By Fourier transforming this relation, and using eq. (B.1), we can write

\[
 (2\pi)^3 \delta_{D}(k) + \delta(k, \eta) = \bar{n}^{-1} \int d^3yd^3p^l d^3p^{sh} e^{-ik \cdot y} e^{-i \frac{k^l p^l}{amHf}} f_{sh}(y, p^l, p^{sh}, \eta)
\]

\[
 = \int d^3y e^{-ik \cdot y} (1 + \delta_{sh}(y, \eta)) e^{-i \frac{k^l p^l}{amHf} + \ldots}, \quad (B.3)
\]
where the second line has been obtained by expanding the exponent in the first line around $p^i = 0$, where $\delta_{sh}$ is defined from $f_{sh}$ as in eq. (B.2), where $b_i$ is the first moment
\[
(1 + \delta_{sh}(y, \eta)) v^i(y, \eta) = n^{-1} \int d^3p^i d^3p^{sh} \frac{p^i}{am} f_{sh}(y, p^i, p^{sh}, \eta),
\]  
and where the ellipsis includes the higher moments that we disregard. From (B.3) we obtain the effect of the long wavelength modes on the PS
\[
P(k) = \int d^3r e^{-i k r} \left( (1+\delta_{sh}(r/2, \eta))(1+\delta_{sh}(-r/2, \eta)) e^{-i \frac{k \cdot [v^i(r/2)-v^i(-r/2)]}{\eta}} \right)
\]
\[
\simeq \int d^3r e^{-i k r} \langle (1+\delta_{sh}(r/2, \eta))(1+\delta_{sh}(-r/2, \eta)) \rangle e^{-\int^\Lambda \frac{d^3 q}{(2\pi)^3} \frac{(k \cdot q)^2}{q^3} (1-\cos(q \cdot r)) P^0(q) }. \tag{B.5}
\]
To obtain the second line, we have treated $v^i$ as linear, gaussian, and uncorrelated with $\delta_{sh}$. The cut-off $\Lambda$ is introduced as a reminder that only IR modes contribute to $v^i$.\footnote{The dependence of the results on the cut-off $\Lambda(k)$ has been discussed in [20], where it has been showed that, as long as a $\Lambda$CDM linear PS is considered, omitting the cut-off still provides a numerically accurate description of the IR resummation. For this reason we also set $\Lambda(k) = \infty$ in our computations, and we omit the $k$-dependence from the argument of $\Xi$.}

If we consider the oscillating component of the PS, namely,
\[
P_{sh}^w(k) \equiv \int d^3r e^{-i k r} \langle (1+\delta_{sh}^w(r/2, \eta))(1+\delta_{sh}^w(-r/2, \eta)) \rangle = \tilde{P}(k) \sin(k r_{bao}), \tag{B.6}
\]
eq (B.5) gives a simple result. We insert this expression into (B.5), and we expand the exponential term
\[
P_{sh}^w(k) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int d^3r e^{-i k r} \int \frac{d^3p}{(2\pi)^3} e^{ip \cdot r} \tilde{P}(p) \sin(p r_{bao}) \times
\]
\[
\int^\Lambda \frac{d^3 q_1}{(2\pi)^3} \frac{(k \cdot q_1)^2}{q_1^3} P^0(q_1) (1-\cos(q_1 \cdot r)) \cdots \int^\Lambda \frac{d^3 q_n}{(2\pi)^3} \frac{(k \cdot q_n)^2}{q_n^3} P^0(q_n) (1-\cos(q_n \cdot r)).
\]
Let us focus on the $n = 1$ term. Integrating over $r$ introduces a series of $\delta_{D}$ functions, that can be used in the integral over $p$, to give
\[
- \int \frac{d^3q_1}{(2\pi)^3} P^0(q_1) \frac{(k \cdot q_1)^2}{q_1^3} \left\{ \tilde{P}(k) \sin(k r_{BAO}) - \sum_{r_{j1}=\pm} \frac{1}{2} \tilde{P}(|k+r_{1}q_1|) \sin(|k+r_{1}q_1| r_{BAO}) \right\}
\]
\[
\simeq - \int \frac{d^3q_1}{(2\pi)^3} P^0(q_1) \frac{(k \cdot q_1)^2}{q_1^3} \tilde{P}(k) \sin(k r_{BAO}) \left[ 1-\cos(q_1 \cdot k r_{BAO}) \right], \tag{B.8}
\]
where the second line has been obtained by expanding the term in parenthesis in the first line in the limit of $q_1 \ll k$ (which is appropriate, as we are considering the effect of IR modes). A direct inspection of the $n = 2, 3, \ldots \,$ terms show that the integral $\int d^3r d^3p$ integration produces an expression that can be simplified analogously to (B.8) (one can expand recursively over the $q_i$ momenta). This leads to
\[
P_{sh}^w(k) \simeq P_{sh}^w(k) \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left[ k^2 \Xi(r_{bao}) \right]^n = e^{-k^2 \Xi(r_{bao})} P_{sh}^w(k), \tag{B.9}
\]
where
\[ \Xi(r) = \frac{1}{k^2} \int_{\Lambda} \frac{d^3 q}{(2\pi)^3} \frac{(k \cdot q)^2}{q_1} P^0(q) \left(1 - \cos(q \cdot k_{bao})\right) \]
\[ = \frac{1}{6\pi^2} \int_{\Lambda} dq P^0(q)(1 - j_0(qr) + 2j_2(qr)). \] (B.10)

This computation can be readily extended to redshift space. In this case, the relation (B.3) is modified into
\[ (2\pi)^3 \delta_D(k) + \delta_s(k) = \int d^3 y e^{-ik \cdot y} e^{-ik \cdot y} (1 + \delta_{s,sh}(y)) e^{-\frac{k^2 y}{2\pi}} - \frac{k^2 y}{2\pi} + \cdots, \] (B.11)
where \( \delta_s \) is the density contrast in redshift space, and the \( z \)-direction is orient along the line of sight. Starting from this expression, and repeating the same steps done to obtain (B.9) now leads to
\[ P_w^s(k, \mu) = e^{-k^2 \Xi(r, \mu)} P_w^{s,sh}(k), \] (B.12)
where
\[ \Xi(r, \mu) \equiv (1 + f \mu^2(2 + f))\Xi(r) + f^2 \mu^2(\mu^2 - 1) \frac{1}{2\pi^2} \int_{\Lambda} dq P^0(q) j_2(qr), \] (B.13)
and \( P_w^{s,sh}(k) \) is the oscillatory part of the PS obtained from the \( \delta_{s,sh}(y) \) field.

C N-body simulations

We employ a set of N-body simulations created using the public GADGET-2 code [42]. The data consisted in cubic boxes of comoving side length \( L_{\text{box}} = 2048 h^{-1} \) Mpc and 2048\(^3\) particles. The cosmological parameters follow those of the Planck 2015 results [43], and are reported in table 1.

The initial condition were created at redshift \( z=29.4 \) using the generator developed in [44] and parallelized in [45]. The particles were displaced from a uniform grid using second order Lagrangian perturbation theory (2LPT) [46, 47]. The initial redshift is somewhat lower than the values commonly used in literature, but it has been in shown that a higher starting redshift does not improve the result [48].

We employed the method by Angulo and Pontzen [49] to suppress cosmic variance. It consists in running two simulations which have initial conditions with the same magnitude, but opposite phase and then taking the average of the PS obtained from them. In this work we used the data collected at redshift \( z = 1.10911 \) (in the rest of the paper just indicated with \( z = 1 \)) and \( z = 0 \). In D we discuss in detail how the diagonal elements of the covariance matrix from our simulations have been measured, and compute the nondiagonal ones in perturbation theory, showing that their effects on our analyses is negligible.

From the data we constructed a halo catalog using the ROCKSTAR halo finder [50] which is based on an adaptive algorithm for refining friend-of-friend groups of particles looking at their six-dimensional phase space distribution. ROCKSTAR also keeps track of the time evolution to improve the consistency of the hierarchy of substructures throughout the evolution. In our work we kept halos more massive than \( 10^{13} \) solar masses. Using the Cloud-in-Cell interpolation we constructed the density contrast field for the Dark Matter and Dark
Table 1. Cosmological parameters.

| Mass range | $z = 0$ | $z = 1$ |
|------------|--------|--------|
| $M_{\text{halo}} \geq 10^{13} M_\odot$ (All masses) | $N_{\text{halos}}$ | $b_0$ | $b_1$ | $N_{\text{halos}}$ | $b_0$ | $b_1$ |
| $1.0 \times 10^{13} M_\odot \leq M_{\text{halo}} \leq 1.5 \times 10^{13} M_\odot$ | 3890690 | 1.387 | -0.848 | 1763542 | 2.839 | 4.976 |
| $1.5 \times 10^{13} M_\odot \leq M_{\text{halo}} \leq 3.0 \times 10^{13} M_\odot$ | 1338222 | 1.145 | 0.510 | 796154 | 2.425 | 4.242 |
| $3.0 \times 10^{13} M_\odot \leq M_{\text{halo}} \leq 5.0 \times 10^{13} M_\odot$ | 1370335 | 1.293 | -0.226 | 665216 | 2.844 | 5.953 |
| $M_{\text{halo}} \geq 5.0 \times 10^{13} M_\odot$ | 547274 | 1.497 | -1.204 | 191029 | 3.555 | 8.608 |

Table 2. The table shows the number of halos in our Nbody simulation for $z = 0$ and $z = 1$, averaged over realizations and divided in different bins according to their mass. The other columns refer to the parameters for the halo PS, where we used $P_{\text{halo}}(k) = (b_0 + b_1 k^2)^2 P_{\text{Nbody}}(k)$ as the scale dependence bias function (the coefficient $b_1$ is given in units of $h^{-2} \text{Mpc}^2$).

Figure 12. Bias for each halo bin and for the total halos of $M > 10^{13} M_\odot$ in our simulations. The solid lines are the ratio between the halo and the matter power spectra. The dashed lines is the scale dependent bias $(b_0 + b_1 k^2)^2$, with the coefficients chosen so to match the ratio at $k = 0.05 h/\text{Mpc}$ and at $k = 0.1 h/\text{Mpc}$. As we study in section 4.3, obtaining a good bias function at these scales allows for a very good extraction of the BAO oscillation pattern.

Matter Halos, both in real space and in redshift space (using the distant observer approximation). From these we then calculate the relevant PS after moving to Fourier space, via FFT.

At this point we can estimate the effect of bias on the nonlinear PS. In figure 12 we plot the ratio between the halo density PS and the underlying DM PS at redshift $z = 0$ and $z = 1$, divided in mass bins. The number of halos in each bin is shown in table 2.

We use $P_{\text{halo}}(k) = (b_0 + b_1 k^2)^2 P_{\text{DM}}(k)$ as the scale-dependent model for the halo bias. Although it does not fit well the data at all scales, we verified that in order to extract the BAO it is sufficient to fit just the largest scales. To this end, we obtain the coefficients $b_0$ and $b_1$ by imposing that the bias function reproduces the ratio between the halo and matter PS at $k = 0.05 \text{ h Mpc}^{-1}$ and at $k = 0.1 \text{ h Mpc}^{-1}$. The resulting coefficients are listed in table 2, and the performance of the fitting functions are of the same quality than those shown in figure 12, which have been obtained by using an exponential function $e^{-Ak^2}$.
D Covariance matrix of the power spectrum from N-body simulations in the Angulo-Pontzen method

In the analyses presented in this paper, we ignore the off-diagonal components of the covariance matrix for the PS, while the diagonal part is estimated from the scatter of $|\delta_k|^2$ for $\vec{k}$'s in each of the $k$ bins. In this appendix we discuss the covariance matrix for the PS obtained in the Angulo-Pontzen method [49] and compute the effects of its nondiagonal entries using PT and with a new set of simulations.

We start from the definition of covariance matrix for the PS. Given a realization, we can define a PS estimator in the momentum bin $k_m$ as [51] (note that our $(2\pi)^3$ convention is different from that paper)

$$\hat{P}_m = \frac{1}{V} \int_{k_m} d^3k \frac{d^3k'}{V_s(k_m)} \delta_k \delta_{-k},$$

where the integral is made over a momentum shell centered at $k_m$, $V_s(k_m) = 4\pi k_m^2 \delta k_m$, with $\delta k_m$ the width of the $m$'th bin, and $V$ is the volume of the simulation/survey. Moreover, we have $(2\pi)^3 \delta D(0) = V$.

Then, by considering an ensemble of realizations, we define the covariance matrix as

$$\text{cov}^P_{mn} = \langle \hat{P}_m \hat{P}_n \rangle - \langle \hat{P}_m \rangle \langle \hat{P}_n \rangle = \frac{(2\pi)^3}{V} \left[ \frac{2P^2_m}{V_s(k_m)} \delta_{mn} + \frac{1}{(2\pi)^3} \bar{T}_{mn} \right],$$

where $P_m = \langle \hat{P}_m \rangle$ is the average of the PS among the realizations and $\bar{T}_{mn}$ is the bin-averaged trispectrum

$$\bar{T}_{mn} = \int_{k_m} \frac{d^3k}{V_s(k_m)} \int_{k_n} \frac{d^3k'}{V_s(k_n)} T(k, -k, k', -k'),$$

$$= \frac{1}{2} \frac{k_m^2 k_n^2 \delta k_m \delta k_n}{k^2 \delta k_m \delta k_n} \int_{k_m} k^2 dk \int_{k_n} k^2 dk' \int_{-1}^1 d\cos \theta \tilde{T}(k, k', \cos \theta),$$

where in the last line we have used rotational invariance. At the third line of (D.2) we have defined $\delta P_m = \hat{P}_m - P_m$.

In the Angulo-Pontzen method [49], hereafter “AP method”, the linear density field (the initial condition for the simulation) is not sampled from a gaussian distribution but is set as follows,

$$\delta^{(0)}_k = \sqrt{VP^0(k)} e^{i\theta_k},$$

where $\theta_k = -\theta_{-k}$ is drawn with uniform probability between 0 and $2\pi$.\(^6\) The ensemble expectation values of the linear fields in the AP distribution are zero for any product of odd

---

\(^6\)The PDF leading to (D.4) is $P_{AP}(|\delta^{(0)}_k|, \theta_k) = (2\pi)^{-1} \delta_D \left(|\delta^{(0)}_k| - \sqrt{VP^0(k)}\right)$, while for the gaussian distribution it is $P_{Gauss}(|\delta^{(0)}_k|, \theta_k) = |\delta^{(0)}_k|/(\pi VP^0(k)) \exp \left(-|\delta^{(0)}_k|^2/VP^0(k)\right)$. 

---
fields, while for the even ones we have

\[
\langle \delta_k^{(0)} \delta_k^{(0)} \rangle_{AP} = V \sqrt{P_0(k') P_0(k')} \langle e^{i(\theta_k + \theta_{k'})} \rangle_{AP} = (2\pi)^3 P_0(k) \delta_{k,-k'},
\]

\[
\langle \delta_k^{(0)} \delta_k^{(0)} \delta_{k'}^{(0)} \rangle_{AP} = V^2 \sqrt{P_0(k') P_0(k''')} \langle e^{i(\theta_k + \theta_{k'} + \theta_{k''}')} \rangle_{AP},
\]

\[
= (2\pi)^6 \left( \delta_{k,-k} \delta_{k',-k''} P_0(k) P_0(k') + \delta_{k,-k'} \delta_{k',-k''} P_0(k) P_0(k'') \right)
\]

\[
+ \delta_{k,-k''} \delta_{k',-k'''} P_0(k) P_0(k'') - (2\pi)^9 \frac{V}{P_0(k)} \frac{V}{P_0(k)}
\]

\[
\times \left( \delta_{k,k'} \delta_{k,-k''} \delta_{k',-k'''} + \delta_{k,k''} \delta_{k',-k'''} \delta_{k,-k''} + \delta_{k,k''} \delta_{k',-k''} \delta_{k,-k'''} \right),
\]

\[
\ldots \tag{D.5}
\]

While the two-point correlator is the same as for the gaussian distribution, for the four-point one the AP distribution gives the extra contribution at the last line, which represents the violat of Wick’s theorem due to the non-gaussianity of the AP PDF (notice that our results differs by a factor 2 with respect to eq. (10) in [49]).

This contribution is exactly what sets to zero the \(O(P_0(k)^2)\) contributions to the covariance of the PS,

\[
\text{cov}_{AP,mm} = \langle \hat{P}_m \hat{P}_n \rangle_{AP} - \langle \hat{P}_m \rangle_{AP} \langle \hat{P}_n \rangle_{AP}
\]

\[
= \frac{1}{V} \int_{k_m} \int_{k_m} \frac{d^3 k}{V_s(k_m)} \langle \hat{P}_m \hat{P}_n \rangle_{AP} - \langle \hat{P}_m \rangle_{AP} \langle \hat{P}_n \rangle_{AP}
\]

\[
= O((P_0(k))^3). \tag{D.6}
\]

Using the compact formalism for the vertices and fields (that is \(\delta_k = e^{\eta \varphi_{1,k}} - \theta / \mathcal{H} f = e^\nu \varphi_{2,k}, \) with \(\eta = \log D_+\)), we rewrite (D.6) as

\[
\text{cov}_{AP,mm} = \frac{e^{4 \eta}}{V^2} \int_{k_m} \int_{k_m} \frac{d^3 k}{V_s(k_m)} \langle \hat{P}_m \hat{P}_n \rangle_{AP} - \langle \hat{P}_m \rangle_{AP} \langle \hat{P}_n \rangle_{AP}
\]

\[
= \langle \varphi_{1,k} \varphi_{1,-k} \rangle_{AP} \langle \varphi_{1,k} \varphi_{1,-k} \rangle_{AP}.
\]

As we have seen, the quantity inside parentheses vanishes at lowest PT order \(O((P_0)^2)\). At \(O((P_0)^3)\), the first term in parentheses has the following contributions

\[
\langle \varphi_{1,k} \varphi_{1,-k} \varphi_{1,k} \varphi_{1,-k} \rangle_{AP} \rightarrow \langle 1100 \rangle_{AP} + \langle 1010 \rangle_{AP} + \langle 1001 \rangle_{AP} + \langle 0110 \rangle_{AP} + \langle 0101 \rangle_{AP} + \langle 0011 \rangle_{AP} + \langle 0020 \rangle_{AP} + \langle 0002 \rangle_{AP},
\]

where the “1” and the “2” stand for

\[
\text{“1”} \rightarrow \varphi_{a,k}^{(1)} = e^{\eta} \varphi_{a,k}^{(1)} I_{k,q_1,q_2} \gamma_{q_1,q_2} \varphi_{a,k}^{(0)} \varphi_{a,k}^{(0)},
\]

\[
\text{“2”} \rightarrow \varphi_{a,k}^{(2)} = 2 e^{2 \eta} \varphi_{a,k}^{(2)} I_{k,q_1,q_2} \gamma_{q_1,q_2} \varphi_{a,k}^{(0)} \varphi_{a,k}^{(0)},
\]

\[
\text{(D.9)}
\]

respectively, where we have set the linear field in the linear growing mode, \(\varphi_{a,k}^{(0)} = \varphi_{a,k}^{(0)} u_a\) (with \(u_1 = u_2 = 1\)), and

\[
g_{ab} = \frac{1}{n} \left( \begin{array}{cc} 3/5 & 2/5 \\ 3/5 & 2/5 \end{array} \right) + \frac{2}{5+2n} \left( \begin{array}{cc} 2/5 & -2/5 \\ -2/5 & 3/5 \end{array} \right).
\]

\[
\text{ (D.10)}
\]
The subtracted part contributes with
\[
\langle \varphi_{1,k}\varphi_{1,-k}\rangle_{AP}\langle \varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP} \rightarrow \langle 11\rangle_{AP}(00)_{AP} + \langle 00\rangle_{AP}(11)_{AP} + 2\langle 20\rangle_{AP}(00)_{AP} + 2\langle 00\rangle_{AP}(20)_{AP}.
\]

Now, taking into account that for “$AP^\prime$” expectation values (differently from gaussian ones) the following relations hold
\[
\langle 1100\rangle_{AP} = \langle 11\rangle_{AP}(00)_{AP}, \quad \langle 0011\rangle_{AP} = \langle 00\rangle_{AP}(11)_{AP}, \quad \langle 2000\rangle_{AP} = \langle 20\rangle_{AP}(00)_{AP},
\]
whse have that the surviving contributions are
\[
\left(\langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP} - \langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP}\right)
\]
\[
= \langle 1010\rangle_{AP} + \langle 0110\rangle_{AP} + \langle 1010\rangle_{AP} + O((P^0)^4)
\]
\[
= \langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP} + \langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP}
\]
\[
+ \langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP} + \langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP} + O((P^0)^4).
\]

The non-vanishing contributions to the first term are given explicitly by
\[
\langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP}
\]
\[
= e^{2\eta}g_{1a}g_{1b}I_{k,q_1,q_2}I_{k',p_1,p_2}\tilde{\gamma}_a(q_1,q_2)\tilde{\gamma}_b(p_1,p_2)
\]
\[
\times \langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP},
\]
\[
e^{2\eta}(2\pi)^3g_{1a}g_{1b}\int d^3q_1d^3q_2d^3p_1d^3p_2\tilde{\gamma}_a(q_1,q_2)\tilde{\gamma}_b(p_1,p_2)P^0(k)P^0(q_1)P^0(q_2)
\]
\[
\times \delta_D(k-p_1-p_2)\delta_D(k'-p_1-p_2)
\]
\[
\times \left\{\delta_D(q_1+q_2)\delta_D(q_2+p_1)\delta_D(q_1+p_2)\delta_D(q_1+q_2+p_1)
\right.
\]
\[
- \frac{(2\pi)^3}{V}\delta_D(q_1+p_1)\delta_D(q_2+p_2)\delta_D(q_1-q_2)
\]
\[
\left. + \delta_D(q_1-k')\delta_D(q_2+p_1)\delta_D(-k+p_2)\delta_D(q_2+p_1-q_2)\right\},
\]
where the subtracted term at the second line of the last equation comes from the difference between the “$AP^\prime$” averaging and the gaussian one, see eq. (D.5), and we have defined $\tilde{\gamma}_a(q_1,q_2) \equiv \gamma_{abc}(q_1,q_2)u_a u_b$. Working out the delta functions and using $(2\pi)^3\delta_D(0) = V$ we get
\[
\langle \varphi_{1,k}\varphi_{1,-k}\varphi_{1,k'}\varphi_{1,-k'}\rangle_{AP} = (2\pi)^3e^{-4\eta}D(k+k')\left[V P^0(k)\Delta P_{22}(k) - 4P^0(k)(P^0(k/2))^2\right]
\]
\[
+ 4e^{-4\eta}V F_2(k',k-k')F_2(k,k'-k)P^0(k)P^0(k')P^0(|k-k'|),
\]
\[\text{(D.15)}\]
Figure 13. The diagonal entries of the PS covariance matrix as obtained in the standard method with gaussian initial conditions (black solid) and in the AP method, as measured from N-body simulations in the “Fixed” approach (red-solid) and in the “Fixed-and-Paired” one (blue solid). We also show the estimate from the scattering of $|\delta_k|^2$ for $k$’s in each of the $k$ bins (purple-dashed) and from the analytic result of eq. (D.16) (red-dashed).

where we have used $F_2(k', k - k') = g_{1a}^{(1)} \tilde{a}(k', k - k')$, and $\Delta P_{22}(k)$ is the “22” contribution to the 1-loop PS $^4$. Summing up the four contributions we finally have

$$
cov_{AP, mn}^P = \frac{(2\pi)^3}{V} \left[ \left( 4 \frac{P^0(k)\Delta P_{22}(k)}{V s(k_m)} - 16 \frac{P^0(k)(P^0(k/2))^2}{V V_s(k_m)} \right) \delta_{mn} + \frac{1}{(2\pi)^3} T_{mn}^{AP} \right]
$$

(D.16)

where

$$
T_{mn}^{AP} \equiv 8 \int_{k_m} \frac{d^3k}{V_s(k_m)} \int_{k_n} \frac{d^3k'}{V_s(k_n)} \left( F_2(k', k - k') F_2(k, k' - k) \frac{P^0(k)P^0(k')P^0(|k - k'|)}{V^2 V_s^2(k_m) V_s^2(k_n)} \right) + (k' \rightarrow -k')
$$

(D.17)

As we see, the diagonal contribution to the covariance matrix is only $O((P^0)^3)$ and is therefore suppressed with respect to that obtained in the standard method with gaussian initial conditions.

This is shown explicitly in figure 13, where we see that our analytic computation reproduces, at small $k$’s, the result of the measurement of the covariance matrix from the scattering of $|\delta_k|^2$ for $k$’s in each of the $k$ bins.

We also plot the results obtained via N-body simulations by performing 100 AP pairs (i.e., 200 simulations) with the same simulation parameters except a much smaller number of particles $256^3$. We analyse the simulated data only at $z = 0$ for the matter field. These simulations allow us to estimate the covariance matrix including the non-diagonal entries both for the paired and unpaired cases. While the resolution is much poorer and the number of realizations might be small for the estimation of the covariance matrix, this new set of simulations would be helpful to check the expectations from the analytical argument at least qualitatively. In figure 13 we confirm the suppression of the variance for the AP simulations on large scales compared with that from Gaussian initial conditions. The fixed-and-paired
method is especially efficient to reduce the variance on scales \( k \lesssim 0.1 \text{hMpc}^{-1} \). On smaller scales, this approaches to the half of the fixed case. This shows that the cancellation is no longer effective, and the variance is reduced simply because we have doubled the number of Fourier mode by using two simulations. The covariance eventually exceeds the Gaussian value on smaller scales, where we see that the paring no longer helps. We also see that the analytic result compares rather well with the numerical one for the fixed method for \( k \lesssim 0.1 \text{hMpc}^{-1} \).

In figure 14 we show the full covariance matrix as measured in simulations, the non-diagonal entries \( \text{cov}(k, k') \) for some fixed value of one of the two momenta, and the cross-correlation coefficient, \( \text{cov}(k, k')/\sqrt{\text{cov}(k, k) \text{cov}(k', k')} \), to see the relative importance of the

\[ \text{cov}(k, k')(k' = 0.1 \text{hMpc}) \]

\[ \text{cov}(k, k')(k' = 0.2 \text{hMpc}) \]

\[ \text{cov}(k, k')(k' = 0.3 \text{hMpc}) \]
Figure 15. The effect of the non-diagonal entries of the covariance matrix for the PS on the fitting procedures discussed in the paper. We compare the extractors from N-Body simulations and from the TRG for DM at $z = 0$. To compute the red lines we estimated, as in the rest of the paper, the diagonal entries of the PS covariance matrix from the scattering of $|\delta k|^2$ inside each momentum bin. In the continuous red line we added the effect of non-diagonal entries computed analytically using eq. (D.16). The blue lines are derived using the PS covariance measured from simulations. The general trend looks very similar in the two cases, and we confirm that the numerical and the analytical results agree at large scales.

Finally, we added the non-diagonal entries of the PS covariance matrix in the covariance matrix for the extractor, eq. (2.7), to see their impact on our $\chi^2$ analyses. This is shown in figure 15, where we show, by comparison, the effect of including these terms when fitting the TRG PS to the one extracted from the simulations for DM at $z = 0$. As anticipated, the effect of the non-diagonal terms is to all extents negligible, and therefore we only considered the diagonal covariance matrix for the PS in the paper. Notice that, coherently with what we have done in the rest of the paper, we have used the non-diagonal entries of the PS covariance matrix for the “fixed” method (both in the analytical and in the numerical determinations), which as seen in figures 13, 14, gives a conservative estimate of the covariance of our AP simulations obtained with the fixed-and-paired method.
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