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Abstract

We show that every Weyl module for a current algebra has a filtration whose successive quotients are isomorphic to Demazure modules, and that the path model for a tensor product of level zero fundamental representations is isomorphic to a disjoint union of Demazure crystals. Moreover, we show that the Demazure modules appearing in these two objects coincide exactly. Though these results have been previously known in the simply laced case, they are new in the non-simply laced case.

1 Introduction

In this article, we study finite-dimensional representations of a current algebra, crystals for a quantum affine algebra, and connections between them. First, we begin with an introduction of the results concerning finite-dimensional representations of a current algebra. Let $g$ be a complex simple Lie algebra. The study of representations of its current algebra $Cg = g \otimes \mathbb{C}[t]$, together with that of the loop algebra $g \otimes \mathbb{C}[t,t^{-1}]$, has been the subjects of many articles. For example, see [1, 3, 4, 5, 6, 7, 8, 10].

Among finite-dimensional $Cg$-modules, Weyl modules are especially important. The notion of a Weyl module was originally introduced in [6] for a loop algebra as a module having some universal property, and defined similarly for a current algebra in [4]. We denote by $W(\lambda)$ the Weyl module for $Cg$ associated with $\lambda \in P^+$, where $P^+$ is the set of dominant integral weights of $g$. $W(\lambda)$ has a natural $\mathbb{Z}$-grading. In order to study its $\mathbb{Z}$-graded structure, we consider $W(\lambda)$ as a $Cg_d(= Cg \oplus Cd)$-module in this article, where $d$ is the degree operator.

There is another important class of finite-dimensional $Cg$-modules, Weyl modules for a current algebra, crystals for a quantum affine algebra, and connections between them. First, we begin with an introduction of the results concerning finite-dimensional representations of a current algebra. Let $g$ be a complex simple Lie algebra. The study of representations of its current algebra $Cg = g \otimes \mathbb{C}[t]$, together with that of the loop algebra $g \otimes \mathbb{C}[t,t^{-1}]$, has been the subjects of many articles. For example, see [1, 3, 4, 5, 6, 7, 8, 10].

Among finite-dimensional $Cg$-modules, Weyl modules are especially important. The notion of a Weyl module was originally introduced in [6] for a loop algebra as a module having some universal property, and defined similarly for a current algebra in [4]. We denote by $W(\lambda)$ the Weyl module for $Cg$ associated with $\lambda \in P^+$, where $P^+$ is the set of dominant integral weights of $g$. $W(\lambda)$ has a natural $\mathbb{Z}$-grading. In order to study its $\mathbb{Z}$-graded structure, we consider $W(\lambda)$ as a $Cg_d(= Cg \oplus Cd)$-module in this article, where $d$ is the degree operator.

As stated in [10], a similar result does not hold any longer in this case.
One of the aims in this article is to generalize the above result in the non-simply laced case. To state our result, we prepare some notation. Assume that \( g \) is non-simply laced, fix a Cartan subalgebra \( h \) of \( g \), and let \( \Delta \subset h^* \) be the root system of \( g \). We denote by \( \Delta^{sh} \) the root subsystem of \( \Delta \) generated by short simple roots, and by \( g^{sh} \) the simple Lie subalgebra corresponding to \( \Delta^{sh} \). Put \( h^{sh} = h \cap g^{sh} \), which is a Cartan subalgebra of \( g^{sh} \), and \( g^{sh}_d = g^{sh} \otimes \mathbb{C}[\ell] \oplus Cd \).

Denote by \( \mathcal{P}_+ \subset \mathfrak{h}^* \) the set of dominant integral weights of \( g^{sh} \), and by \( D^{sh}(\ell, \nu)[m] \) \((\ell \in \mathbb{Z}_{>0}, \nu \in \mathcal{P}_+, m \in \mathbb{Z})\) Demazure modules for \( g^{sh}_d \). We define a positive integer \( r \) by

\[
  r = \begin{cases} 
    2 & \text{if } g \text{ is of type } B_n, C_n \text{ or } F_4, \\
    3 & \text{if } g \text{ is of type } G_2. 
  \end{cases}
\]

For \( \lambda \in P^+ \), denote by \( \lambda \in \mathcal{P}_+ \) the image of \( \lambda \) under the canonical projection \( h^* \rightarrow (h^{sh})^* \). By the Joseph’s result in [13], \( D^{sh}(1, \lambda)[0] \) has a \( Cg^{sh}_d \)-module filtration \( 0 = D_0 \subset D_1 \subset \cdots \subset D_k = D^{sh}(1, \lambda)[0] \) such that each subquotient \( D_i/D_{i-1} \) is isomorphic to \( D^{sh}(r, \nu_i)[m_i] \) for some \( \nu_i \in \mathcal{P}_+ \) and \( m_i \in \mathbb{Z}_{\geq 0} \). Define a linear map \( i_{ab} : (h^{sh})^* \rightarrow h^* \) by \( \alpha \mapsto \alpha \) for \( \alpha \in \Delta^{sh} \), and put \( \lambda' = \lambda - i_{ab}(\lambda) \), \( \mu_i = i_{ab}(\nu_i) + \lambda' \) for each \( 1 \leq i \leq k \). Then the following theorem is proved (Theorem 2.3):

**Theorem A.** The Weyl module \( W(\lambda) \) has a \( Cg_{sh} \)-module filtration \( 0 = W_0 \subset W_1 \subset \cdots \subset W_k = W(\lambda) \) such that each subquotient \( W_i/W_{i-1} \) is isomorphic to the Demazure module \( D(1, \mu_i)[m_i] \).

When a Weyl module is isomorphic to a Demazure module, the successive quotient of a trivial filtration is of course isomorphic to a Demazure module. Hence this is a kind of generalization of the result in the simply laced case.

It should be remarked that, although the statement of Theorem A is purely that concerning modules of a current algebra, we need some results on crystals to prove this theorem. To be more precise, though we can show without using any crystal theory that the Weyl module has a filtration such that each successive quotient is an homomorphic image of the Demazure module, we need to apply some results on crystals to verify that they are in fact isomorphic.

Some corollaries concerning Weyl modules for non-simply laced \( g \) are obtained from Theorem A, which have already been proved in the simply laced case (for \( g = \mathfrak{sl}_n \) in [3], and for general simply laced \( g \) in [10]). First, the following corollary is obtained (Corollary 9.3 (i)):

**Corollary A.** Let \( \lambda = \sum_i \lambda_i \varpi_i \in P^+ \), where \( \varpi_i \) denote the fundamental weights of \( g \). Then we have

\[
  \dim W(\lambda) = \prod_i (\dim W(\varpi_i))^{\lambda_i}.
\]

By the same way as [4] or [10], the dimension conjecture of Weyl modules for a loop algebra, which was conjectured (and proved for \( g = \mathfrak{sl}_2 \) in [6]), is deduced from Corollary A. It should be remarked that the dimension conjecture for general \( g \) also can be proved using the global basis theory. (This was pointed out by Hiraku Nakajima. The proof is not written in any literature, but a brief sketch of this proof can be found in the introduction of [10].) Our approach is quite different from this proof.

The second corollary is as follows (Corollary 9.3 (ii)):
Corollary B. Let \( \lambda \in P_+ \), and \( \lambda_1, \ldots, \lambda_\ell \in P_+ \), a sequence of elements satisfying \( \lambda = \lambda_1 + \cdots + \lambda_\ell \). For arbitrary pairwise distinct complex numbers \( c_1, \ldots, c_\ell \), we have

\[
W(\lambda) \cong W(\lambda_1)_{c_1} \ast \cdots \ast W(\lambda_\ell)_{c_\ell},
\]

where \( \ast \) denotes the fusion product introduced in \cite{8}, and \( c_1, \ldots, c_\ell \) are parameters used to define the fusion product.

Note that this corollary implies that the fusion product of Weyl modules is associative and independent of the parameters \( c_1, \ldots, c_\ell \). This statement was conjectured in \cite{8} for more general modules for \( \mathfrak{g} \). We introduce our results on crystals. Let \( U_q(\widehat{\mathfrak{g}}) \) be the quantum affine algebra associated with \( \widehat{\mathfrak{g}} \), and \( U'_q(\widehat{\mathfrak{g}}) \) the one without the degree operator. Let \( \lambda \in \widehat{\mathfrak{g}} \) be a level zero weight that is dominant integral for \( \mathfrak{g} \). Put \( \bar{\lambda} = \lambda / \delta \) where \( \delta = \text{indivisible null root} \). By projecting \( B_0(\lambda) \) to \( \mathbb{R} \otimes \mathbb{Z} \bar{\lambda} \), a finite \( U'_q(\widehat{\mathfrak{g}}) \)-crystal \( B(\lambda)_{\bar{\lambda}} \) is obtained, and Naito and Sagaki verified in \cite{30, 31} that this \( B(\lambda)_{\bar{\lambda}} \) is isomorphic to the tensor product of the crystal bases of level zero fundamental \( U'_q(\widehat{\mathfrak{g}}) \)-representations introduced by Kashiwara in \cite{22}. Note that elements of \( B(\lambda)_{\bar{\lambda}} \) have only \( \bar{\lambda} \)-weights by definition. In this article, we define \( \bar{\lambda} \)-weights on these elements using the degree function introduced in \cite{33}. These \( \bar{\lambda} \)-weights are important for stating our theorem stated below.

Demazure modules have counterparts in the crystal theory. Let \( V_q(\Lambda) \) be the irreducible highest weight \( U_q(\widehat{\mathfrak{g}}) \)-module of highest weight \( \Lambda \) and \( \mathcal{B}(\Lambda) \) its crystal basis. Similarly as the classical case, a quantized version of a Demazure module is defined as a submodule of \( V_q(\Lambda) \). For each Demazure module, Kashiwara defined in \cite{20} a subset of \( \mathcal{B}(\Lambda) \) called a Demazure crystal, and proved that there exist strong connections between a Demazure module and the corresponding Demazure crystal (for example, the character of a Demazure module coincides with the weight sum of the Demazure crystal). We denote by \( \mathcal{B}(\ell, \lambda)[m] \) the Demazure crystal corresponding to \( (\text{the quantized version of}) \mathcal{D}(\ell, \lambda)[m] \).

Now let us state our second main theorem (Theorem B). Assume \( \mathfrak{g} \) is non-simply laced, and let \( \mu_i \in P_+ \) and \( m_i \in \mathbb{Z}_{\geq 0} \) \((1 \leq i \leq k)\) be the elements defined just above Theorem A. We denote by \( b_\Lambda \) the highest weight element of \( \mathcal{B}(\Lambda) \), and by \( \Lambda_0 \) the fundamental weight of \( \widehat{\mathfrak{g}} \) associated with the additional node of the extended Dynkin diagram of \( \mathfrak{g} \).

Theorem B. \( B(\Lambda_0) \otimes \mathcal{B}(\lambda)_{\bar{\lambda}} \) is isomorphic to a \( U'_q(\widehat{\mathfrak{g}}) \)-crystal to the direct sum of crystal bases of irreducible highest weight \( U_q(\widehat{\mathfrak{g}}) \)-modules. Moreover, the restriction of the given isomorphism on \( b_\Lambda \otimes \mathcal{B}(\lambda)_{\bar{\lambda}} \) preserves the \( \mathcal{P} \)-weights, and maps \( b_\Lambda \otimes \mathcal{B}(\lambda)_{\bar{\lambda}} \) onto \( \prod_{1 \leq i \leq k} \mathcal{B}(1, \mu_i)[m_i] \).

Note that this theorem is a generalization of the following statement proved in \cite{19}: if \( \mathfrak{g} \) is simply laced, the crystal graph of \( b_\Lambda \otimes \mathcal{B}(\lambda)_{\bar{\lambda}} \) coincides with the graph of \( \mathcal{B}(1, \lambda)[0] \). We remark that, similarly as Theorem A, we need not only results on crystals but also some results on Weyl modules to show Theorem B.
In order to prove Theorem B, we show the following proposition in advance (Corollary 6.8 and Proposition 7.6):

**Proposition.** Let $\Lambda$ be an arbitrary dominant integral weight of $\hat{\mathfrak{g}}$.
(i) $B(\Lambda) \otimes B_0(\lambda)$ is isomorphic as a $U_q(\hat{\mathfrak{g}})$-crystal to a direct sum of the crystal bases of irreducible highest weight $U_q(\hat{\mathfrak{g}})$-modules.
(ii) The isomorphism given in (i) maps the subset $b_\Lambda \otimes B_0(\lambda)$ onto a disjoint union of some Demazure crystals.

Since it is known that, at least in some cases, $B_0(\lambda)$ is related to the crystal basis of some level zero extremal weight $U_q(\hat{\mathfrak{g}})$-module ([31, 32]), this proposition itself seems important and interesting.

As seen from Theorem A and B, the Weyl module $W(\lambda)$ and the crystal $B(\lambda)$ have some connections. In particular, the following theorem is proved (Theorem 9.2):

**Theorem C.** For $\lambda \in P^+$, we have

$$ch_{\hat{\mathfrak{g}}} W(\lambda) = \sum_{\eta \in B(\lambda)} e(\text{wt}_{\hat{\mathfrak{g}}}(\eta)).$$

From our theorems, some connections are found between a Weyl module and polynomials defined in the crystal theory. Let $W_q(\varpi_i)$ denote the level-zero fundamental $U_q(\hat{\mathfrak{g}})$-representation and $B(W_q(\varpi_i))$ its crystal basis. Let $i = (i_1, \ldots, i_\ell)$ be a sequence of indices of simple roots of $\mathfrak{g}$, and put

$$W_i = W_q(\varpi_{i_1}) \otimes \cdots \otimes W_q(\varpi_{i_\ell}), \quad B_i = B(W_q(\varpi_{i_1})) \otimes \cdots \otimes B(W_q(\varpi_{i_\ell})).$$

For each $\mu \in P^+$, the fermionic form $M(W_i, \mu, q)$ and the classically restricted one-dimensional sum $X(B_i, \mu, q)$ are defined as [14, 13]. Using the results of Di Francesco and Kedem in [7], Naito and Sagaki in [33] and ours, the following corollary is shown (Corollary 9.6), which implies a special case of the $X = M$ conjecture presented in [14, 13]:

**Corollary C.** We have

$$M(W_i, \mu, q) = q^{-D^{\text{ext}}_i} X(B_i, \mu, q) = [W(\lambda) : V_\mu]_{q^{-1}},$$

where $D^{\text{ext}}_i$ denotes a certain constant defined in [33], $V_\mu$ denotes the irreducible $\mathfrak{g}$-module of highest weight $\mu$ and $[W(\lambda) : V_\mu]_q$ denotes the $\mathbb{Z}$-graded multiplicity of $V_\mu$ in $W(\lambda)$.

In [4], the authors proved that the $\mathbb{Z}$-graded multiplicity of $W(\lambda)$ is equal to a Kostka polynomial when $\mathfrak{g} = \mathfrak{sl}_n$. Since fermionic forms and classically restricted one-dimensional sums are known to coincide with Kostka polynomials in this case, the above corollary is a generalization of their result.

The plan of this article is as follows. In Section 2, we fix basic notation used in the article. In Section 3, we review some results on finite-dimensional representations of a current algebra, almost of which have already been known. Section 4 is the main part in the first half of this article. We give defining relations of a Demazure module of level 1, and show using this defining relations
the existence of a filtration on a Weyl module whose successive quotients are homomorphic images of Demazure modules.

In Section 5, we review the theory of path models. In Section 6, we show that \( \mathcal{B}(\Lambda) \otimes \mathbb{B}_0(\Lambda) \) is isomorphic to a direct sum of the crystal bases of highest weight modules, and in Section 7 that the image of \( b_\Lambda \otimes \mathbb{B}(\Lambda) \) under this isomorphism is a disjoint union of Demazure crystals. In the final part of Section 7, we also show that \( \mathcal{B}(\Lambda) \otimes \mathbb{B}(\Lambda)_{cl} \) has similar properties. From this, we see in particular that \( b_{\Lambda_0} \otimes \mathbb{B}(\Lambda)_{cl} \) decomposes to a disjoint union of some Demazure crystals. In Section 8, we study this decomposition of \( b_{\Lambda_0} \otimes \mathbb{B}(\Lambda)_{cl} \) in more detail.

Finally in Section 9, we show the Theorem A, B and C, and Corollary A, B and C.

Index of notation

We provide for the reader’s convenience a brief index of the notation which is used repeatedly in this paper:

Section 2: \( g, h, b, \Delta, \Delta_\pm, \Pi, \alpha, \iota, \theta, \alpha^\vee, \mathfrak{g}_\alpha, e_\alpha, f_\alpha, f_i, n_\pm, (, ), \nu, Q, Q_\pm, w_i, P, P_+, W, s_\alpha, s_i, w_0, r, V_q(\lambda), \hat{g}, K, d, \hat{b}, \hat{n}_\pm, \hat{b}, \hat{\Delta}, \hat{\delta}, \hat{I}, \hat{\Lambda}, \hat{P}, \hat{P}_+, \hat{W}, \mathfrak{C}_g, \mathfrak{C}_{\mathfrak{g}_0}, \mathfrak{h}_\mathfrak{d}, \Pi^1, \Pi^1_{sh}, \Delta^1, \Delta^1_{sh}, Q^1_{sh}, Q^1_{sh}, W^1_{sh}, \hat{h}^{sh}, \hat{g}^{sh}, w^1_{sh}, \hat{w}^{sh}, C_{\mathfrak{g}^{sh}}, C_{\mathfrak{g}_0^{sh}}, \mathfrak{h}_d^{sh}, \mathfrak{h}^+_d, \mathfrak{P}, \mathfrak{P}_+, U_q(\hat{g}), U_q(\hat{g}), U_q(\hat{g}), U_q(\hat{g}), M_\Lambda, \chi_H, \chi_{H'}, \lambda_H'.

Subsection 3.1: \( W(\lambda) \).
Subsection 3.2: \( V(\Lambda), V_w(\Lambda), \mathcal{D}(\ell, \lambda)[m], \mathcal{D}(\ell, \lambda) \).
Subsection 3.3: \( W_{d_\Lambda} \ast \cdots \ast W_{d_\Lambda} \).
Subsection 4.1: \( M_\Lambda \).
Subsection 4.2: \( V_q(\lambda), V_q(\mathfrak{g}_0)(\lambda), \leq, (M : \mathcal{D}(\ell, \lambda)[m]) \).
Subsection 4.4: \( \mathcal{D}^{sh}(\ell, \nu)[m], \leq \in \mathbb{Z}[\mathfrak{h}_d^{sh}] \).
Subsection 5.1: \( [a, b], \mathbb{P}, (\mu, \sigma), H^\pm, m^\pm, \mathfrak{p}_{int}, e_i, f_i, 0, \nu, c_i, S_i, S_{\mathfrak{w}}, \pi_1, \pi_2, \mathbb{B}_1 \ast \mathbb{B}_2 \).
Subsection 5.2: \( C(b), \pi_\Lambda, \mathbb{B}_0(\lambda), \mathcal{B}(\Lambda), b_\Lambda, \hat{P}_{cl}, \mathfrak{p}_{cl}, \eta, c_l, \pi(\nu), \mathcal{B}(\lambda)_{cl}, W_q(\pi), B(W_q(\pi)) \).
Subsection 5.3: \( \iota(\pi), \iota(\eta), d_\Lambda, i_{cl}, \pi_\eta, \text{Deg}(\eta), \nu_\mathfrak{p} \).
Subsection 6.1: \( \hat{W}_d \).
Subsection 6.2: \( \mathbb{B}_0(\lambda)^\Lambda \).
Subsection 7.1: \( F_{l}(\mathcal{C}), F_{l}(\mathcal{C}), \mathcal{B}_w(\Lambda) \).
Subsection 7.2: \( \hat{I}_\mathfrak{a} \).
Subsection 7.3: \( \mathbb{B}(\lambda)^\mathfrak{a} \).
Subsection 8.1: \( \mathcal{B}(\ell, \lambda)[m], \kappa \).
Subsection 8.2: \( \mathfrak{g}^{sh}, \mathfrak{g}_0^{sh}, \mathfrak{g}_0^{sh}, \mathfrak{W}^{sh}, \hat{P}^{sh}, P^{sh}, p_{\mathfrak{p}_{int}}, e_i^{sh}, f_i^{sh}, H^{sh,\pi}, m_i^{sh,\pi}, \mathbb{B}_0^{sh}(\lambda) \).

2 Notation and elementary lemmas

Let \( \mathfrak{g} \) be a complex simple Lie algebra. Fix a Cartan subalgebra \( \mathfrak{h} \) and a Borel subalgebra \( \mathfrak{b} \supseteq \mathfrak{h} \) of \( \mathfrak{g} \). Let \( \Delta \subseteq \mathfrak{b}^* \) denote the root system of \( \mathfrak{g} \) and \( \Delta_+ \) (resp. \( \Delta_- \)) the set of positive roots (resp. negative roots) corresponding to \( \mathfrak{b} \). Denote by \( \Pi = \{ \alpha_1, \ldots, \alpha_n \} \) the set of simple roots and by \( I = \{ 1, \ldots, n \} \) its index set.

Let \( \theta \) be the highest root of \( \Delta \). For \( \alpha = \sum \alpha_i n_i \alpha_i \in \Delta \), we define the height of
by \( \text{ht } \alpha = \sum n_i \), and denote the coroot of \( \alpha \) by \( \alpha^\vee \in \mathfrak{h} \). Let \( Q = \sum \mathbb{Z} \alpha_i \) be the root lattice of \( \mathfrak{g} \) and \( Q_+ = \sum \mathbb{Z}_{\geq 0} \alpha_i \subseteq Q \). We denote by \( \varpi_i \) the fundamental weight corresponding to \( \alpha_i \). Let \( P = \sum \mathbb{Z} \varpi_i \) be the weight lattice of \( \mathfrak{g} \). \( P_+ = \sum \mathbb{Z}_{\geq 0} \varpi_i \subseteq P \) the subset of dominant integral weights, and \( W \) the Weyl group of \( \mathfrak{g} \). For \( \alpha \in \Delta_+ \) we denote by \( s_\alpha \in W \) the reflection associated with \( \alpha \), and abbreviate \( s_i = s_{\alpha_i} \). We denote by \( w_0 \) the longest element of \( W \).

Denote the root space associated with \( \lambda \in P \) by \( \mathfrak{g}_\lambda \), and abbreviate \( \mathfrak{g}_\alpha \). We naturally consider \( \mathfrak{g}_\lambda \) as a \( \mathfrak{g} \)-module of highest weight \( \lambda \). The following lemma is well-known:

**Lemma 2.1.** Let \( v \in V_0(\lambda) \) be a highest weight vector. Then \( V_0(\lambda) \) is generated by \( v \) with the defining relations:

\[ n_+ v = 0, \quad h v = \langle \lambda, h \rangle v, \quad f_i^{\langle \lambda, \alpha_i^\vee \rangle + 1} v = 0 \]

for \( h \in \mathfrak{h} \) and \( i \in I \).

Let \( \widehat{\mathfrak{g}} \) be the non-twisted affine Lie algebra corresponding to the extended Dynkin diagram of \( \mathfrak{g} \):

\[ \widehat{\mathfrak{g}} = \mathfrak{g} \otimes \mathbb{C}[t, t^{-1}] \oplus \mathbb{C}K \oplus \mathbb{C}d, \]

where \( K \) denotes the canonical central element and \( d \) is the degree operator. The Lie bracket of \( \widehat{\mathfrak{g}} \) is given by

\[ \{x \otimes t^m + a_1 K + b_1 d, y \otimes t^n + a_2 K + b_2 d\} = [x, y] \otimes t^{m+n} + nb_1 y \otimes t^n - nb_2 x \otimes t^n + m\delta_{m,-n} (x, y) K. \]

We naturally consider \( \mathfrak{g} \) as a Lie subalgebra of \( \widehat{\mathfrak{g}} \). The Lie subalgebras \( \widehat{\mathfrak{h}}, \widehat{n}_+, \) and \( \widehat{\mathfrak{b}} \) of \( \widehat{\mathfrak{g}} \) are defined as follows:

\[ \widehat{\mathfrak{h}} = \mathfrak{h} \oplus \mathbb{C}K \oplus \mathbb{C}d, \quad \widehat{n}_+ = n \oplus \mathfrak{g} \otimes t \mathbb{C}[t], \quad \widehat{\mathfrak{b}} = \widehat{\mathfrak{h}} \oplus \widehat{n}_+. \]

Denote by \( \widehat{\Delta} \) the root system of \( \widehat{\mathfrak{g}} \). Considering \( \Delta \) naturally as a subset of \( \widehat{\Delta} \), we have \( \widehat{\Delta} = \{ \alpha + s \delta \mid \alpha \in \Delta, s \in \mathbb{Z} \} \cup \{ s \delta \mid s \in \mathbb{Z} \setminus \{0\} \} \), where \( \delta \in \mathfrak{h}^* \) is a
unique element satisfying $\langle \delta, h + CK \rangle = 0, \langle \delta, d \rangle = 1$. The set of simple roots of $\hat{\Delta}$ are denoted by $\hat{\Pi} = \{\alpha_0, \alpha_1, \ldots, \alpha_n\}$ where $\alpha_0 = \delta - \theta$. We denote by $\hat{I} = \{0, 1, \ldots, n\}$ its index set.

Let $\Lambda_0, \ldots, \Lambda_n \subseteq \hat{h}^*$ be the fundamental weights of $\hat{\mathfrak{g}}$, $\hat{P} = \sum_{i \in \hat{I}} \mathbb{Z}\Lambda_i + \mathbb{Z}\delta$ the weight lattice, and $\hat{P}_+ = \sum_{i \in \hat{I}} \mathbb{Z}_{\geq 0}\Lambda_i + \mathbb{Z}\delta \subseteq \hat{P}$ the subset of dominant integral weights. For $\Lambda \in \hat{P}$, the level of $\Lambda$ is defined by the integer $\langle \Lambda, K \rangle$. Let $\hat{W}$ be the Weyl group of $\hat{\mathfrak{g}}$ with simple reflections $s_i$ ($i \in \hat{I}$). We see $W$ naturally as a subgroup of $\hat{W}$. We denote the Bruhat order on $\hat{W}$ by $\preceq$.

Define Lie subalgebras of $\hat{\mathfrak{g}}$ by

$$C\mathfrak{g} = \mathfrak{g} \otimes \mathbb{C}[t] \subseteq \hat{\mathfrak{g}}, \quad C\mathfrak{g}_d = C\mathfrak{g} \oplus C d \subseteq \hat{\mathfrak{g}}.$$  

We write $\mathfrak{h}_d = \mathfrak{h} \oplus C d \subseteq \hat{\mathfrak{h}}$. We usually consider $\mathfrak{h}^*$ and $\mathfrak{h}^*_d$ as subspaces of $\hat{\mathfrak{h}}^*$ canonically. Note that under this identification $\varpi_i$ is an element of $\hat{\mathfrak{h}}^*$ satisfying

$$\langle \varpi_i, \alpha_j^\vee \rangle = \delta_{ij} \text{ for } j \in I, \quad \langle \varpi_i, CK \oplus C d \rangle = 0,$$

and $P$ is a subgroup of $\hat{P}$.

In this article, we need to consider the subset of $\Pi$ consisting of short simple roots:

$$\Pi^{sh} = \{\alpha_i \in \Pi \mid \alpha_i \text{ is short}\}.$$  

Note that $\Pi^{sh} = \emptyset$ if $\mathfrak{g}$ is simply laced. Let $I^{sh} = \{i \in I \mid \alpha_i \in \Pi^{sh}\}$ be its index set, and

$$\Delta^{sh} = \Delta \cap \sum_{i \in I^{sh}} \mathbb{Z}\alpha_i, \quad \Delta^{sh}_\pm = \Delta^{sh} \cap \Delta_\pm.$$  

Set

$$Q^{sh} = \sum_{i \in I^{sh}} \mathbb{Z}\alpha_i, \quad Q^{sh}_+ = \sum_{i \in I^{sh}} \mathbb{Z}_{\geq 0}\alpha_i, \quad \text{and } W^{sh} = \langle s_i \mid i \in I^{sh}\rangle \subseteq W.$$  

Later we need the following elementary lemma:

**Lemma 2.2.** If $\alpha \in \Delta_+ \setminus \Delta^{sh}_+$ and $w \in W^{sh}$, then $w\alpha \in \Delta_+ \setminus \Delta^{sh}_+$ holds.

**Proof.** It suffices to show the assertion for $w = s_k$ for $k \in I^{sh}$. If we write $\alpha = \sum_{i \in I^{sh}} n_i \alpha_i$, there exists some $j \in I \setminus I^{sh}$ such that $n_j > 0$. Since the coefficient of $s_k\alpha = \alpha - \langle \alpha, \alpha_j^\vee \rangle \alpha_k$ on $\alpha_j$ is $n_j > 0$, the assertion holds. \(\Box\)

Put $\mathfrak{h}^{sh} = \bigoplus_{i \in I^{sh}} \mathfrak{C}\alpha_i^\vee \subseteq \mathfrak{h}$, and denote the simple Lie subalgebra corresponding to $\Delta^{sh}$ by $\mathfrak{g}^{sh}$:

$$\mathfrak{g}^{sh} = \mathfrak{h}^{sh} \oplus \bigoplus_{\alpha \in \Delta^{sh}} \mathfrak{g}_\alpha.$$  

Let $n^{sh}_\pm = \bigoplus_{\alpha \in \Delta^{sh}_\pm} \mathfrak{g}_\alpha$. Note that the type of $\mathfrak{g}^{sh}$ is as follows:

$$\begin{cases} 
\{0\} & \text{if } \mathfrak{g} \text{ is simply laced,} \\
A_1 & \text{if } \mathfrak{g} \text{ is of type } B_n, G_2, \\
A_2 & \text{if } \mathfrak{g} \text{ is of type } F_4, \\
A_{n-1} & \text{if } \mathfrak{g} \text{ is of type } C_n.
\end{cases}$$  
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Let $\hat{\mathfrak{g}}^{sh}$ be the non-twisted affine Lie algebra corresponding to the extended Dynkin diagram of $\mathfrak{g}^{sh}$ (if $\mathfrak{g}$ is simply laced, set $\hat{\mathfrak{g}}^{sh} = CK \oplus Cd$). We consider $\hat{\mathfrak{g}}^{sh}$ naturally as a Lie subalgebra of $\hat{\mathfrak{g}}$. We denote

$$\mathcal{C}\hat{\mathfrak{g}}^{sh} = \mathfrak{g}^{sh} \otimes \mathbb{C}[t] \subseteq \hat{\mathfrak{g}}^{sh}, \quad \mathcal{C}\hat{\mathfrak{g}}^{sh}_d = \mathcal{C}\mathfrak{g}^{sh} \oplus Cd \subseteq \hat{\mathfrak{g}}^{sh},$$

and $\hat{\mathfrak{h}}^{sh} = \mathfrak{h}^{sh} \oplus CK \oplus Cd$, $\hat{\mathfrak{h}}^{sh}_d = \mathfrak{h}^{sh} \oplus Cd$.

Throughout this article, we denote by $X$ the image of $\lambda \in \hat{\mathfrak{h}}^\ast$ under the canonical projection $\hat{\mathfrak{h}}^\ast \rightarrow (\hat{\mathfrak{h}}^{sh})^\ast$. Let $i_{sh}$ denote the splitting $(\hat{\mathfrak{h}}^{sh})^\ast \rightarrow \hat{\mathfrak{h}}^\ast$ defined by

$$i_{sh}(\alpha_i) = \alpha_i \quad \text{for} \quad i \in I^{sh}, \quad i_{sh}(\Lambda_0) = \Lambda_0, \quad i_{sh}(\delta) = \delta.$$

We write

$$\mathcal{P} = \{ X \mid \lambda \in P \} = \sum_{i \in I^{sh}} \mathbb{Z} \omega_i, \quad \mathcal{P}_+ = \sum_{i \in I^{sh}} \mathbb{Z}_{\geq 0} \omega_i.$$

We denote by $U_q(\hat{\mathfrak{g}})$ the quantum affine algebra associated with $\hat{\mathfrak{g}}$ over $\mathbb{C}(q)$, and by $U_q'(\hat{\mathfrak{g}})$ the quantum affine algebra without the degree operator. Let $U_q(\hat{\mathfrak{g}}^{sh})$ and $U'_q(\hat{\mathfrak{g}}^{sh})$ denote the ones associated with $\hat{\mathfrak{g}}^{sh}$.

Let $H$ be one of the vector spaces $\hat{\mathfrak{h}}$, $\mathfrak{h}_d$, $\mathfrak{h}$, $\hat{\mathfrak{h}}^{sh}$, $\mathfrak{h}^{sh}$ and $\mathfrak{h}^{sh}$. For an $H$-module $M$ and $\lambda \in H^\ast$, we denote the weight space of weight $\lambda$ by

$$M_\lambda = \{ v \in M \mid h.v = (\lambda, h)v \text{ for } h \in H \},$$

and if $M = \bigoplus_{\lambda \in H^\ast} M_\lambda$, we say $M$ is an $H$-weight module. We denote the set of $H$-weights by $\text{wt}_H(M) = \{ \lambda \in H^\ast \mid M_\lambda = 0 \}$. If $M$ is a finite-dimensional $H$-weight module, we define its character by

$$\text{ch}_H M = \sum_{\lambda \in H^\ast} (\dim M_\lambda) e(\lambda),$$

where $e(\lambda)$ are basis of the group algebra $\mathbb{C}[H^\ast]$ with multiplication defined by $e(\lambda)e(\mu) = e(\lambda + \mu)$. For a subset $S \subseteq H^\ast$, we denote by $P_S$ the linear map $\mathbb{C}[H^\ast] \rightarrow \mathbb{C}[H^\ast]$ defined by

$$P_S(e(\lambda)) = \begin{cases} e(\lambda) & \text{if } \lambda \in S, \\ 0 & \text{if } \lambda \notin S. \end{cases}$$

The map $i_{sh} : (\hat{\mathfrak{h}}^{sh})^\ast \rightarrow \hat{\mathfrak{h}}^\ast$ induces naturally a linear map $\mathbb{C}[(\hat{\mathfrak{h}}^{sh})^\ast] \rightarrow \mathbb{C}[\hat{\mathfrak{h}}^\ast]$, which is also denoted by $i_{sh}$. The following lemma is used later:

**Lemma 2.3.** Let $\lambda \in \mathfrak{h}^\ast$. Assume that $M$ is a $\mathfrak{h}$-weight $\mathbb{C}\mathfrak{g}$-module generated by $v \in M_\lambda$ and $v$ is annihilated by $n_+ \otimes \mathbb{C}[t] \oplus \mathfrak{h} \otimes t\mathbb{C}[t]$. Then the subspace $W = U(\mathfrak{g}^{sh}).v$ satisfies

$$P_{\lambda - Q_{\mathfrak{h}}^{\mathfrak{h}}} \text{ch}_H M = \text{ch}_H W = e(\lambda - i_{sh}(\Lambda))i_{sh}\text{ch}_{\mathfrak{h}^{sh}} W.$$  \hspace{1cm} (2.2)

**Proof.** Put $n'_- = \sum_{\alpha \in \Delta_- \setminus \Delta^{sh}} \mathfrak{g}_\alpha$. Then we have $n_- = n^{sh} \oplus n'_-$, and

$$M = U(n_- \otimes \mathbb{C}[t]).v = U(n^{sh} \otimes \mathbb{C}[t]).v + U(n^{sh} \otimes \mathbb{C}[t])U(n'_- \otimes \mathbb{C}[t])_+.v = W + U(n^{sh} \otimes \mathbb{C}[t])U(n'_- \otimes \mathbb{C}[t])_+.v,$$
where $U(n'_+ \otimes \mathbb{C}[t])_+$ is the augmentation ideal. It is obvious that $\text{wt}_h(W) \subseteq \lambda - Q^\text{sh}_+$, and

$$\text{wt}_h \left( U(n^\text{sh}_+ \otimes \mathbb{C}[t])U(n'_+ \otimes \mathbb{C}[t])_+.v \right) \cap (\lambda - Q^\text{sh}_+) = \emptyset.$$ 

Hence the first equality of (2.2) holds. The second equality follows from the following fact which is easily checked: if $\mu \in \lambda - Q^\text{sh}_+$, then we have

$$\mu = \lambda - i_{\text{sh}}(\lambda - \mu) = i_{\text{sh}}(\mu) + (\lambda - i_{\text{sh}}(\lambda)).$$

\[\square\]

3 Weyl modules, Demazure modules and fusion product

3.1 Weyl modules

In this article, we study the following $\mathfrak{g}_d$-module:

**Definition 3.1.** For $\lambda \in P^+_+$, the $\mathfrak{g}_d$-module $W(\lambda)$ is defined by the module generated by an element $v$ with the relations:

$$n_+ \otimes \mathbb{C}[t].v = 0, \quad h \otimes t^s.v = \delta_{sh}(\lambda, h)v \text{ for } h \in \mathfrak{h}, s \in \mathbb{Z}_{\geq 0}, \quad d.v = 0,$$

and

$$f_i^{(\lambda, a_i^\vee) + 1}.v = 0 \quad \text{for } i \in I.$$

We call $W(\lambda)$ the Weyl module for $\mathfrak{g}_d$ associated with $\lambda \in P^+_+$.

**Remark 3.2.** It is easily seen that $W(\lambda)$ is also cyclic as a $\mathfrak{g}_d$-module and the defining relations of $W(\lambda)$ as a $\mathfrak{g}_d$-module are the ones in the above definition with the relation $d.v = 0$ removed. Hence the restriction of $W(\lambda)$ to $\mathfrak{g}$ is the Weyl module for $\mathfrak{g}$ introduced in [4, 10].

**Theorem 3.3 ([4 Theorem 1.2.2]).** For every $\lambda \in P^+_+$, the Weyl module $W(\lambda)$ is finite-dimensional. Moreover, every finite-dimensional $\mathfrak{g}_d$-module generated by an element $v$ satisfying the relations in (3.1) is a quotient of $W(\lambda)$.

3.2 Demazure modules

We denote by $V(\Lambda)$ the irreducible highest weight $\hat{\mathfrak{g}}$-module of highest weight $\Lambda \in \hat{P}^+_+$. Recall that for any $w \in \hat{W}$ we have $\text{dim } V(\Lambda)_w = 1$.

**Definition 3.4.** For $w \in \hat{W}$, the $\hat{\mathfrak{g}}$-module

$$V_w(\Lambda) = U(\hat{\mathfrak{g}}).V(\Lambda)_w = U(\hat{n}_+).V(\Lambda)_w$$

is called the Demazure submodule of $V(\Lambda)$ associated with $w$.

**Remark 3.5.** Note that $V_w(\Lambda) = V_{w'}(\Lambda)$ if $w\Lambda = w'\Lambda$. 
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In this article, we are mainly interested in the Demazure modules which are \( g \)-stable. Since \( f_i, V(\lambda)_{w\lambda} = 0 \) holds if and only if \( \langle w\lambda, \alpha_i^\vee \rangle \leq 0 \), we see that \( V_w(\lambda) \) is \( g \)-stable if and only if \( \langle w\lambda, \alpha_i^\vee \rangle \leq 0 \) for all \( i \), which is equivalent to that \( w\lambda \in -P_+ + \ell\Lambda_0 + \mathbb{Z}\delta \) where \( \ell \) is the level of \( \Lambda \). For the notational convenience, we use the following alternative notation: let \( \lambda \in P_+ \), \( \ell \in \mathbb{Z}_{\geq 0} \) and \( m \in \mathbb{Z} \). There exists a unique \( \Lambda \in \hat{P}_+ \) such that \( w_0\lambda + \ell\Lambda_0 + m\delta \in W\Lambda \). For an element \( w \in \hat{W} \) such that \( w\lambda = w_0\lambda + \ell\Lambda_0 + m\delta \), we write
\[
D(\ell, \lambda)[m] = V_w(\lambda),
\]
which is a \( C_{\ell,d} \oplus CK \)-module as stated above. We usually consider only the \( C_{\ell,d} \)-module structure of \( D(\ell, \lambda)[m] \). For every \( \Lambda \in \hat{P}_+ \) and \( m \in \mathbb{Z} \), we have \( V(\Lambda) \cong V(\Lambda + m\delta) \) as \( g \otimes \mathbb{C}[t, t^{-1}] \oplus CK \)-modules. Therefore the \( C_\ell \)-module structure of \( D(\ell, \lambda)[m] \) is independent of \( m \), and we denote this isomorphism class of \( C_\ell \)-modules simply by \( D(\ell, \lambda) \).

\begin{proposition}
(i) \( D(\ell, \lambda) \) is isomorphic as a \( C_\ell \)-module to the cyclic module generated by an element \( v \) with relations:

\[n_+ \otimes \mathbb{C}[t].v = 0, \ h \otimes t^s.v = \delta_{s0}(\lambda, h)v \text{ for } h \in \mathfrak{h}, s \in \mathbb{Z}_{\geq 0}, \quad (3.2)\]

and for \( \gamma \in \Delta_+ \) and \( s \in \mathbb{Z}_{\geq 0} \),

\[(f_{\gamma} \otimes t^s)^{k_{\gamma,s}+1}.v = 0 \text{ where } k_{\gamma,s} = \begin{cases} \max \{0, \langle \lambda, \gamma^\vee \rangle - \ell s \} & \text{if } \gamma \text{ is long}, \\ \max \{0, \langle \lambda, \gamma^\vee \rangle - r\ell s \} & \text{if } \gamma \text{ is short}, \end{cases} \quad (3.3)\]

where \( r \) is the number defined in (2.1).

(ii) \( D(\ell, \lambda)[m] \) is isomorphic as a \( C_{\ell,d} \)-module to the cyclic module generated by an element \( v \) with relations (3.2), (3.3) and \( d.v = mv \).

\end{proposition}

\begin{proof}
The assertion (ii) easily follows from (i). The assertion (i) can be proved by the same way as the proof of [10] Corollary 1 using

\[-\langle \lambda + \ell\Lambda_0 + m\delta, (\gamma - s\delta)\gamma^\vee \rangle = \langle \lambda + \ell\Lambda_0 + m\delta, \gamma^\vee - \frac{2s}{\langle \gamma, \gamma \rangle}K \rangle = \langle \lambda, \gamma^\vee \rangle - \frac{2s}{\langle \gamma, \gamma \rangle}. \]

\end{proof}

The following theorem is a reformulation of [10] Theorem 7 for our setting:

\begin{theorem}
Assume that \( g \) is simply laced. Then the Weyl module \( W(\lambda) \) is isomorphic to \( D(1, \lambda)[0] \) as a \( C_{\ell,d} \)-module.
\end{theorem}

\begin{proof}
Note that the notation \( "D(\ell, \lambda')" \) in [10] coincides with \( D(\ell, \ell\nu(\lambda')) \) in our notation. Since \( \nu(\lambda') = \lambda \) holds in the simply laced case, [10] Theorem 7 says that \( W(\lambda) \cong D(1, \lambda) \) as \( C_\ell \)-modules. Then \( W(\lambda) \cong D(1, \lambda)[0] \) as \( C_{\ell,d} \)-modules easily follows.
\end{proof}

Later, we need the following lemma:
Lemma 3.8. Assume that $\mathfrak{g}$ is of type $A_n$. Then for every $\ell \in \mathbb{Z}_{\geq 0}$ and $i \in I$, $D(\ell, w_i)$ is isomorphic to $V^\ell(\varpi_i)$ as a $\mathfrak{g}$-module.

Proof. Although this lemma can be shown directly from the definition, we shall prove this using Proposition 3.6. Since $\mathfrak{g}$ is of type $A_n$, we have $(\varpi_i, \gamma) = 0$ or 1 for all $\gamma \in \Delta_+$. From this and Proposition 3.6, the generator $v \in D(\ell, w_i)$ satisfies $f_\gamma \otimes t \mathbb{C}[t].v = 0$ for all $\gamma \in \Delta_+$, which implies

$$D(\ell, w_i) = U(\mathfrak{g}).v = U(\mathfrak{g}).v.$$ 

Since $v$ satisfies the defining relations of $V^\ell(\varpi_i)$ in Lemma 3.1, $D(\ell, w_i)$ is a $\mathfrak{g}$-module quotient of $V^\ell(\varpi_i)$. Since $D(\ell, w_i)$ is non-trivial, the assertion is proved.

3.3 Fusion product

We recall the definition of fusion products of $\mathcal{C}_\mathfrak{g}$-modules introduced in [8] and some facts on them. Let $W$ be a $\mathcal{C}_\mathfrak{g}$-module. For $a \in \mathbb{C}$, we define a $\mathcal{C}_\mathfrak{g}$-module $W_a$ by the pullback $\varphi^*_a W$, where $\varphi_a$ is an automorphism of $\mathcal{C}_\mathfrak{g}$ defined by $x \otimes t^a \mapsto x \otimes (t + a)^a$. $U(\mathcal{C}_\mathfrak{g})$ has a natural grading defined by

$$G^s(U(\mathcal{C}_\mathfrak{g})) = \{ X \in U(\mathcal{C}_\mathfrak{g}) \mid [d, X] = sX \},$$

from which we define a natural filtration on $U(\mathcal{C}_\mathfrak{g})$ by

$$F^s(U(\mathcal{C}_\mathfrak{g})) = \bigoplus_{p \leq s} G^p(U(\mathcal{C}_\mathfrak{g})).$$

Let now $W$ be a cyclic $\mathcal{C}_\mathfrak{g}$-module with a cyclic vector $w$. Let $W_s$ be the subspace $F^s(U(\mathcal{C}_\mathfrak{g})).w$ of $W$ for $s \geq -1$ (note that $W_{-1} = \{0\}$), and denote the associated $\mathcal{C}_\mathfrak{g}$-module by $\text{gr}(W)$:

$$\text{gr}(W) = \bigoplus_{s \geq 0} W_s/W_{s-1}.$$

Now we recall the definition of fusion products. Let $W_1, \ldots, W_k$ be $\mathbb{Z}$-graded cyclic finite-dimensional $\mathcal{C}_\mathfrak{g}$-modules with cyclic vectors $w_1, \ldots, w_k$, and $c_1, \ldots, c_k$ pairwise distinct complex numbers. As shown in [8], $W_{c_1} \otimes \cdots \otimes W_{c_k}$ is a cyclic $U(\mathcal{C}_\mathfrak{g})$-module generated by $w_1 \otimes \cdots \otimes w_k$.

Definition 3.9 ([8]). The $\mathcal{C}_\mathfrak{g}$-module

$$W_{c_1} \otimes \cdots \otimes W_{c_k} = \text{gr}(W_{c_1} \otimes \cdots \otimes W_{c_k})$$

is called the fusion product.

Remark 3.10. Put $X = W_{c_1} \otimes \cdots \otimes W_{c_k}$. By letting $d$ act on $X_s/X_{s-1}$ by a scalar $s$, we sometimes regard $W_{c_1} \otimes \cdots \otimes W_{c_k}$ as a $\mathcal{C}_{\mathfrak{g}, d}$-module.

Lemma 3.11. (i)

$$\text{ch}_b W_{c_1} \otimes \cdots \otimes W_{c_k} = \prod_{1 \leq i \leq k} \text{ch}_b W_{c_i}.$$ 

(ii) Let $\lambda_1, \ldots, \lambda_k \in P_+$ and $\lambda = \lambda_1 + \cdots + \lambda_k$. Then there exists a surjective $\mathcal{C}_{\mathfrak{g}, d}$-module homomorphism from $W(\lambda)$ to $D(1, \lambda_1) \otimes \cdots \otimes D(1, \lambda_k)_{c_d}$.

(iii) If $\mathfrak{g}$ is simply laced, the surjection in (ii) is an isomorphism.
Proof. Since $W_{c_1}^k \ast \cdots \ast W_{c_k}^k$ is isomorphic to $W^1 \otimes \cdots \otimes W^k$ as a $g$-module, the assertion (i) follows. The assertion (ii) is proved by the same way as the proof of [11, Lemma 5]. The assertion (iii) follows from Theorem 3.7 and [10, Theorem 8].

4 Filtrations on Weyl modules

4.1 Defining relations of Demazure modules

The goal of this section is to show that a Weyl module admits a filtration whose successive quotients are homomorphic images of Demazure modules. To do this, however, the defining relations of $D(\ell, \lambda)$ given in Proposition 3.6 are insufficient, and we need to reduce the relations in the case $\ell = 1$. Thus, we devote this and the next subsections to prove the following refined version of the defining relations for $D(1, \lambda)$:

**Proposition 4.1.** For $\lambda \in P_+$, $D(1, \lambda)$ is isomorphic as a $Cg$-module to the cyclic module generated by an element $v$ with the following relations:

(D1) $n_i \otimes C[t].v = 0$,

(D2) $h \otimes t^s.v = \delta_{\alpha_i}(\lambda, h)v$ for $h \in h, s \in \mathbb{Z}_{\geq 0}$,

(D3) $f^{(\lambda, \alpha_i)^{-1}}_{\lambda, \alpha_i^s}.v = 0$ for $i \in I$,

(D4) $(f_{\gamma} \otimes t^s)_{\max\{0, (\lambda, \gamma') - rs\} + 1}.v = 0$ for $\gamma \in \Delta^\perp, s \in \mathbb{Z}_{\geq 0}$.

This proposition obviously implies the following corollary:

**Corollary 4.2.** For $\lambda \in P_+$ and $m \in \mathbb{Z}$, $D(1, \lambda)[m]$ is isomorphic as a $Cg$-module to the cyclic module generated by an element $v$ with the relations (D1)–(D4) and $d.v = mv$.

If $g$ is simply laced, the relations in Proposition 4.1 are just the defining relations of the Weyl module $W(\lambda)$ (see Remark 3.2). Hence in this case, the proposition follows from Theorem 3.7. From now until the end of the proof of the proposition, we assume that $g$ is non-simply laced.

We denote by $M^\lambda$ the cyclic $Cg$-module generated by an element $v$ with the relations (D1)–(D4). By Proposition 3.6 to prove the above proposition we need to show that $v \in M^\lambda$ satisfies for all $\gamma \in \Delta^\perp$ and $s \in \mathbb{Z}_{\geq 0}$ that

\[(f_{\gamma} \otimes t^s)_{k_{\gamma, s}}.v = 0 \quad \text{where} \quad k_{\gamma, s} = \begin{cases} \max\{0, (\lambda, \gamma') - s\} & \text{if } \gamma \text{ is long,} \\ \max\{0, (\lambda, \gamma') - rs\} & \text{if } \gamma \text{ is short.} \end{cases} \tag{4.1} \]

By separating the proof into several cases, we shall prove the equation (4.1). First, the following case is elementary:

**Lemma 4.3.** For $\gamma \in \Delta^\perp$ and $s = 0$, (4.1) follows.

*Proof.* By (D1)–(D3), $U(g).v \subseteq M^\lambda$ is a $g$-module quotient of $V_\lambda(\lambda)$. Then the assertion follows from the representation theory of $s\ell_2$. \qed

The proof of the following case is similar to that of [10, Theorem 7]. We give it for completeness:

**Lemma 4.4.** If $\gamma$ is a long root, (4.1) follows for all $s \in \mathbb{Z}_{\geq 0}$.
Proof. Take a Lie subalgebra
\[ \mathfrak{sl}_2, \gamma = C e_\gamma \oplus C \gamma^\vee \oplus C f_\gamma \subseteq \mathfrak{g} \]
which is isomorphic to \( \mathfrak{sl}_2 \). Let \( \mathfrak{Csl}_2, \gamma = \mathfrak{sl}_2, \gamma \otimes \mathbb{C}[t] \), and \( N = U(\mathfrak{Csl}_2, \gamma).v \). Note that \( v \) satisfies the relations
\[ e_\gamma \otimes \mathbb{C}[t].v = 0, \quad \gamma^\vee \otimes t.s.v = \delta_0(\lambda, \gamma^\vee)v, \quad f_\gamma^{(\lambda, \gamma^\vee) + 1}.v = 0, \]
which are the defining relations of the Weyl module \( W_\gamma((\lambda, \gamma^\vee)) \) for \( \mathfrak{Csl}_2, \gamma \) (see Remark 3.2). Here we identify the weight lattice of \( \mathfrak{sl}_2, \gamma \) with \( \mathbb{Z} \). Therefore, \( N \) is a quotient of this module. By Theorem 3.7, \( W_\gamma((\lambda, \gamma^\vee)) \) is isomorphic to the Demazure module \( D_\gamma(1, (\lambda, \gamma^\vee)) \) for \( \mathfrak{Csl}_2, \gamma \). Hence \( v \) satisfies the defining relations of \( D_\gamma(1, (\lambda, \gamma^\vee)) \) in Proposition 3.6, which contain the relations
\[ (f_\gamma \otimes t^s) \max\{0, (\lambda, \gamma^\vee) - s\} + 1.v = 0 \]
for all \( s \in \mathbb{Z}_{\geq 0} \). The assertion is proved.

Before starting the proof of remaining cases, we prepare an elementary lemma:

**Lemma 4.5.** Assume that the rank of \( \mathfrak{g} \) is 2 with \( \Pi = \{ \alpha, \beta \} \). Let \( N \) be a \( \mathfrak{U}(n_-) \)-module, and assume that an element \( v \in N \) satisfies
\[ f_\alpha^{a+1}.v = 0, \quad f_\beta^{b+1}.v = 0 \]
for some \( a, b \in \mathbb{Z}_{\geq 0} \). Then for \( \gamma \in \Delta_+ \) such that \( \gamma^\vee = n_1\alpha^\vee + n_2\beta^\vee \), we have
\[ f_\gamma^{n_1a + n_2b + 1}.v = 0. \]
\[ (4.2) \]

**Proof.** Let \( \varpi_\alpha \) and \( \varpi_\beta \) denote the fundamental weights corresponding to \( \alpha \) and \( \beta \) respectively, and \( \mu = a\varpi_\alpha + b\varpi_\beta \). The following isomorphism as \( \mathfrak{U}(n_-) \)-modules is well-known:
\[ V_\mu(\mu) \cong \mathfrak{U}(n_-)/\mathfrak{U}(n_-)(Cf_\alpha^{a+1} + Cf_\beta^{b+1}). \]
Therefore, there exists a \( \mathfrak{U}(n_-) \)-module homomorphism from \( V_\mu(\mu) \) to \( N \) which maps a highest weight vector to \( v \). Since a highest weight vector of \( V_\mu(\mu) \) satisfies the relation \( (4.2) \), so does \( v \).

It remains to prove that the equation \( (4.1) \) follows for short \( \gamma \in \Delta_+ \). In the rest of this subsection, we shall prove that this statement is true if \( \mathfrak{g} \) is of type \( B_n, C_n \) or \( F_4 \), and \( G_2 \) case is proved in the next subsection. Note that \( r = 2 \) if \( \mathfrak{g} \) is of type \( B_n, C_n \) or \( F_4 \).

**Lemma 4.6.** Assume that \( \mathfrak{g} \) is of type \( B_n, C_n \) or \( F_4 \). If \( \gamma \in \Delta_+ \setminus \Delta^{sh}_+ \) is a short root, there exists a short root \( \alpha \in \Delta_+ \) and a long root \( \beta \in \Delta_+ \) such that \( \gamma = \alpha + \beta \).

**Proof.** We prove the assertion by induction on \( \text{ht} \gamma \). Put
\[ S = \{ \alpha \in \Delta_+ \mid \alpha \notin \Delta^{sh}_+, \alpha \text{ is short} \}, \]
and take arbitrary $\gamma \in S$. Since $\gamma \in \bigoplus_{i \in I} \mathbb{Z}_{\geq 0}\alpha_i$ and $(\gamma, \gamma) > 0$, there exists some $i \in I$ such that $(\gamma, \alpha_i) > 0$. Since $\gamma \notin \Pi^h$ and $\gamma$ is short, we have $\gamma \notin \Pi$ and in particular $\gamma \neq \alpha_i$. Then we have $(\gamma, \alpha_i^\vee) = 1$ since $\gamma$ is short, which implies $\gamma = s_i(\gamma) + \alpha_i$. Note that $s_i(\gamma)$ is a short root. If $\alpha_i$ is long, the assertion is proved. Assume that $\alpha_i \in \Pi^h$. Then we have $s_i(\gamma) \in S$ by Lemma 2.2 and by the induction hypothesis there exist short $\alpha \in \Delta_+$ and long $\beta \in \Delta_+$ such that $s_i(\gamma) = \alpha + \beta$. If $\alpha = \alpha_i$, then we have $\gamma = \beta + 2\alpha$, which contradicts that $\gamma$ is short. Hence we have $\alpha \neq \alpha_i$, which implies $s_i(\alpha) \in \Delta_+$. Now the lemma is proved since we have $\gamma = s_i(\alpha) + s_i(\beta)$.

Now, the following proposition completes the proof of Proposition 4.1 for $g$ of type $B_n, C_n$ or $F_4$:

**Proposition 4.7.** Assume that $g$ is of type $B_n, C_n$ or $F_4$. Then (4.1) follows for all short $\gamma \in \Delta_+$ and $s \in \mathbb{Z}_{\geq 0}$.

**Proof.** We have to show that

$$(f_\gamma \otimes t^s)^{\max(0, \langle \lambda, \gamma \rangle - 2s) + 1}v = 0. \quad (4.3)$$

We show this by induction on $ht \gamma$. If $ht \gamma = 1$, this trivially follows from (D4) since $\gamma \in \Pi^h$. Assume $ht \gamma > 1$. We may also assume that $\gamma \notin \Delta^h$. By Lemma 4.6 there exist short $\alpha \in \Delta_+$ and long $\beta \in \Delta_+$ such that $\gamma = \alpha + \beta$. Put $a = \langle \lambda, \alpha \rangle$, $b = \langle \lambda, \beta \rangle$, and

$$q = \min\{b, s\}, \quad p = s - q$$

for given $s \in \mathbb{Z}_{\geq 0}$. We have from the induction hypothesis that

$$(f_\alpha \otimes t^p)^{\max(0, a - 2p) + 1}v = 0, \quad (4.4)$$

and from Lemma 4.4 that

$$(f_\beta \otimes t^q)^{b - q + 1}v = 0. \quad (4.5)$$

It is easily checked that the root subsystem $(\mathbb{Z}\alpha + \mathbb{Z}\beta) \cap \Delta$ is the root system of type $B_2$ with basis $\{\alpha, \beta\}$. Hence the Lie subalgebra

$${\mathcal C}f_\alpha \otimes t^p + {\mathcal C}f_\beta \otimes t^q + {\mathcal C}f_\gamma \otimes t^{p+q} + {\mathcal C}f_{2\alpha + \beta} \otimes t^{2p+q} \subseteq {\mathcal C}g$$

is isomorphic to the nilradical of the Borel subalgebra of $so_5$. Since $\gamma^\vee = \alpha^\vee + 2\beta^\vee$, we have from Lemma 4.5 and 4.6 that

$$(f_\gamma \otimes t^{p+q})^{\max(0, a - 2p) + 2(b-q)+1}v = 0.$$  

It is easily seen that this is equivalent to (4.3), and the proposition is proved.

### 4.2 Proof of Proposition 4.1 for type $G_2$

In this subsection we assume $g$ is of type $G_2$, and denote by $\alpha$ the short simple root and by $\beta$ the long simple root. Note that

$$\Delta_+ = \{\alpha, \beta, \alpha + \beta, 2\alpha + \beta, 3\alpha + \beta, 3\alpha + 2\beta\}.$$  

Let $\varpi_\alpha, \varpi_\beta$ be the corresponding fundamental weights.

Since Lemma 4.6 is already proved, in order to complete the proof of Proposition 4.1 for $g$ it suffices to show the equation (4.1) for $\gamma = \alpha + \beta, 2\alpha + \beta$. The first one is easily proved:
Lemma 4.8. For $\gamma = \alpha + \beta$ and $s \in \mathbb{Z}_{\geq 0}$, (4.1) follows.

Proof. This proof is similar to the one given in Proposition 4.7 and we shall only give the sketch of it. Assume that $\lambda = a\varpi_\alpha + b\varpi_\beta$ with $a, b \in \mathbb{Z}_{\geq 0}$. Since $(\alpha + \beta)^\gamma = \alpha^\gamma + 3\beta^\gamma$, we have to show is that $v \in M^\lambda$ satisfies

$$\left(f_{\alpha + \beta} \otimes t^s\right)^{\max(0,a+3b-3s)+1}v = 0.$$  \hspace{1cm} (4.6)

Put $q = \min\{b, s\}$, $p = s - q$ for given $s \in \mathbb{Z}_{\geq 0}$. Since we have

$$\left(f_{\alpha} \otimes t^p\right)^{\max(0,a-3p)+1}v = 0 \quad \text{and} \quad \left(f_{\beta} \otimes t^q\right)^{b-q+1}v = 0,$$

it follows from Lemma 4.5 that

$$\left(f_{\alpha + \beta} \otimes (t^p + t^q)^{\max(0,a-3p)+3(b-q)+1}v = 0,$$

which is equivalent to (4.6).

It remains to prove (4.1) for $\gamma = 2\alpha + \beta$, which is a relatively troublesome task. Throughout the rest of this subsection, we abbreviate $X \otimes t^k$ as $X^t_k$ for $X \in \mathfrak{g}$ and $\max\{k_1, k_2\}$ as $\{k_1, k_2\}$ to simplify the notation.

For $a, b \in \mathbb{Z}_{\geq 0}$, we define a subspace $I_{a,b}$ of $U(\mathfrak{g})$ by

$$I_{a,b} = \mathfrak{n} + \mathcal{C}[t] + bt\mathcal{C}[t] + \mathcal{C}(\alpha^\gamma - a) + \mathcal{C}(\beta^\gamma - b) + \sum_{s \geq 0} \mathcal{C}(f_{a}t^s)^{(0,a-3s)+1} + \mathcal{C}(f_{\beta}^{b+1}).$$

Note that $U(\mathfrak{g})I_{a,b}$ is the left ideal generated by the relations in Proposition 4.1 with $\lambda = a\varpi_\alpha + b\varpi_\beta$. We shall prove the statement

$$\left(f_{2\alpha + \beta}t^s\right)^{\max(0,2a+3b-3s)+1} \in U(\mathfrak{g})I_{a,b}$$  \hspace{1cm} (4.7)

for all $a, b \in \mathbb{Z}_{\geq 0}$ and $s \in \mathbb{Z}_{\geq 0}$, which is equivalent to (4.1) with $\lambda = a\varpi_\alpha + b\varpi_\beta$ and $\gamma = 2\alpha + \beta$. In the course of the proof, we use repeatedly the fact that $X \in U(\mathfrak{g})$ annihilates $v \in M^\lambda$ if and only if $X \in U(\mathfrak{g})I_{a,b}$ without further comment.

Before starting the proof of (4.7), let us prepare two lemmas:

Lemma 4.9. For $s_1, s_2 \in \mathbb{Z}_{\geq 0}$, we have

$$\left(f_{2\alpha + \beta}t^{2s_1+s_2}\right)^{\max(0,a-3s_1)+3(0,b-s_2)+1} \in U(\mathfrak{g})I_{a,b}.$$ 

Proof. By Lemma 4.4, we have

$$\left(f_{\beta}t^{s_2}\right)^{\max(0,b-s_2)+1} \in U(\mathfrak{g})I_{a,b}.$$ 

Then since $\gamma = 2\alpha^\gamma + 3\beta^\gamma$, we have from Lemma 4.5 that

$$\left(f_{2\alpha + \beta}t^{2s_1+s_2}\right)^{\max(0,a-3s_1)+3(0,b-s_2)+1} \in U(\mathfrak{g})\left(\mathcal{C}(f_{a}t^{s_1})^{(0,a-3s_1)+1} + \mathcal{C}(f_{\beta}t^{s_2})^{(0,b-s_2)+1}\right) \subseteq U(\mathfrak{g})I_{a,b}.\]
Lemma 4.10. Let \( \{ e, h, f \} \) be the Chevalley basis of \( \mathfrak{sl}_2 \), \( a \in \mathbb{Z}_{\geq 0} \) and \( \ell \in \mathbb{Z}_{>0} \). Define a Lie subalgebra \( a \) of \( \mathcal{C}\mathfrak{sl}_2 = \mathfrak{sl}_2 \otimes \mathbb{C}[t] \) by
\[
a = et\mathbb{C}[t] + \mathbb{C}[h] + tf\mathbb{C}[t],
\]
and let \( I \) be a subspace of \( U(a) \) defined by
\[
I = et\mathbb{C}[t] + \mathbb{C}[h] + \mathbb{C}(h - a) + \sum_{s \geq 0} \mathbb{C}(ft^s)^{(0,a-\ell s)+1}.
\]
Then we have for all \( p \in \mathbb{Z}_{\geq 0} \) and \( s \in \mathbb{Z}_{\geq 0} \) that
\[
e^p(\mathbbm{f}t^s)^{(0,a-\ell s)+1} \in U(a)I + U(\mathcal{C}\mathfrak{sl}_2)c.
\]
Proof. By applying an involution of \( \mathcal{C}\mathfrak{sl}_2 \) defined by \( et^k \leftrightarrow ft^k \), \( ht^k \leftrightarrow -ht^k \), we see that the assertion of the lemma is equivalent to the following: if we put \( a' = ft\mathbb{C}[t] + \mathbb{C}[h] + e\mathbb{C}[t] \) and
\[
I' = ft\mathbb{C}[t] + \mathbb{C}[h] + \mathbb{C}(h + a) + \sum_{s \geq 0} \mathbb{C}(et^s)^{(0,a-\ell s)+1},
\]
then we have for all \( p \in \mathbb{Z}_{\geq 0} \) and \( s \in \mathbb{Z}_{\geq 0} \) that
\[
f^p(\mathbbm{e}t^s)^{(0,a-\ell s)+1} \in U(a')I' + U(\mathcal{C}\mathfrak{sl}_2)f.
\]
We shall prove this. Fix arbitrary \( p \) and \( s \). Since \( U(\mathcal{C}\mathfrak{sl}_2) = U(a') \oplus U(\mathcal{C}\mathfrak{sl}_2)f \), there exists \( X \in U(\mathcal{C}\mathfrak{sl}_2) \) such that
\[
f^p(\mathbbm{e}t^s)^{(0,a-\ell s)+1} - Xf \in U(a').
\]
Let \( V_w(\Lambda) \) be the \( \mathfrak{sl}_2 \)-Demazure module with \( w\Lambda = \ell \Lambda_0 - a\varpi_1 \), and \( v_{w,A} \) a nonzero vector in \( V_w(\Lambda)_{wA} \). By [10, Theorem 1], the annihilating ideal of \( v_{w,A} \) in \( U(a') \) is \( U(a')I' \). Since
\[
(f^p(\mathbbm{e}t^s)^{(0,a-\ell s)+1} - Xf).v_{w,A} = 0,
\]
this implies \( f^p(\mathbbm{e}t^s)^{(0,a-\ell s)+1} - Xf \in U(a')I' \). The assertion is proved.

We fix arbitrary \( b \in \mathbb{Z}_{\geq 0} \), and prove (1.7) for this \( b \) by induction on \( a \in \mathbb{Z}_{\geq 0} \). To begin the induction, we first prove (1.7) for \( a = 0, 1, 2 \).

(i) When \( a = 0 \), Lemma 4.9 with \( s_1 = 0, s_2 = s \) implies (1.7).

(ii) Assume \( a = 1 \). If \( s \leq b \), Lemma 4.9 with \( s_1 = 0, s_2 = s \) implies (1.7). If \( s \geq b + 2 \), Lemma 4.9 with \( s_1 = 1, s_2 = s - 2 \) implies (1.7). Let \( s = b + 1 \). By Lemma 4.4 and \( (\varpi_\alpha + b\varpi_\beta, (3\alpha + \beta)_+) = b + 1 \), we have
\[
f_{3\alpha + \beta}t^{b+1} \in U(\mathfrak{g})I_{1,b}.
\]
Then (1.7) follows since
\[
[e_\alpha, f_{3\alpha + \beta}t^{b+1}] = e_\alpha f_{3\alpha + \beta}t^{b+1} - f_{3\alpha + \beta}t^{b+1}e_\alpha \in U(\mathfrak{g})I_{1,b}.
\]

(iii) Assume \( a = 2 \). If \( s \neq b + 1 \), (1.7) is proved in the same way as in (ii). Let \( s = b + 1 \). By Lemma 4.4 and 4.8 we have
\[
(f_{3\alpha + \beta}t^{b+1})^2 \in U(\mathfrak{g})I_{2,b} \quad \text{and} \quad f_{\alpha + \beta}t^{b+1} \in U(\mathfrak{g})I_{2,b}.
\]
Then (4.7) follows from the following calculation:

\[ U(C\mathfrak{g}) I_{a,b} \ni e_\alpha^2 (f_{3a+\beta} t^{b+1})^2 = e_\alpha (f_{3a+\beta} t^{b+1})^2 e_\alpha + 2[e_\alpha, f_{3a+\beta} t^{b+1}]^2 + 2f_{3a+\beta} t^{b+1} [e_\alpha, f_{3a+\beta} t^{b+1}] e_\alpha + 2f_{3a+\beta} t^{b+1} \text{ad}(e_\alpha)^2 (f_{3a+\beta} t^{b+1}). \]

To proceed the induction we need to show that, if (4.7) holds for given \( a, b \in \mathbb{Z}_{\geq 0} \) and all \( s \in \mathbb{Z}_{\geq 0} \), then (4.7) with \( a + 3 \) also holds. To show this we shall prepare one lemma. Define Lie subalgebras \( a \) and \( a_0 \) of \( C\mathfrak{g} \) by

\[ a = n_+ \mathbb{C}[t] + \mathfrak{h} \mathbb{C}[t] + \sum_{\gamma \in \Delta^+} e_\gamma t^{\langle \gamma, \omega_\gamma \rangle} \mathbb{C}[t] \quad \text{and} \quad a_0 = \sum_{\gamma \in \Delta^+ \setminus \{\beta\}} e_\gamma t^k, \]

where \( \omega_\gamma \) is the fundamental coweight corresponding to \( \alpha \). Note that \( C\mathfrak{g} = a \oplus a_0 \). Let \( I'_{a,b} \) be a subspace of \( I_{a,b} \) defined by

\[ I'_{a,b} = I_{a,b} \cap U(a) \]
\[ = \sum_{\gamma \in \Delta^+} e_\gamma t^{\langle \gamma, \omega_\gamma \rangle} \mathbb{C}[t] + \mathfrak{h} t \mathbb{C}[t] + \mathbb{C}(\alpha^\vee - a) + \mathbb{C}(\beta^\vee - b) + \sum_{s \geq 0} \mathbb{C}(f_{a} t^s)^{(0,a-3s)+1} + \mathbb{C} f_{\beta}^{b+1}. \]

**Lemma 4.11.**

\[ U(C\mathfrak{g}) I_{a,b} \subseteq U(a) I'_{a,b} + U(C\mathfrak{g}) a_0. \]

**Proof.** Set \( I = I_{a,b}, \quad I' = I'_{a,b}, \quad J = U(a) I' + U(C\mathfrak{g}) a_0 \).

Since \( U(C\mathfrak{g}) = U(a) U(a_0) \) and \( U(a) J = J \), it suffices to show that \( U(a_0) I \subseteq J \).

First we prove that

\[ I_1 = n_+ \mathbb{C}[t] + \mathfrak{h} t \mathbb{C}[t] + \mathbb{C}(\alpha^\vee - a) + \mathbb{C}(\beta^\vee - b) \]

satisfies \( U(a_0) I_1 \subseteq J \), which is equivalent to that for any \( k \geq 0 \) and a sequence \( X_1, \ldots, X_k \) of vectors of \( a_0 \) we have \( X_1 \cdots X_k I_1 \subseteq J \). We prove a little stronger statement

\[ X_1 \cdots X_k I_1 \subseteq (I' \cap I_1) + U(C\mathfrak{g}) a_0 \quad (4.8) \]

by induction on \( k \). If \( k = 0 \), this follows since \( I_1 = (I' \cap I_1) \oplus a_0 \). We can easily check that

\[ \text{ad}(a_0) I_1 \subseteq n_+ \mathbb{C}[t] \subseteq (I' \cap I_1) \oplus a_0, \]

and hence if \( k > 0 \) we have

\[ X_1 \cdots X_k I_1 \subseteq X_1 \cdots X_{k-1} I_1 X_k + X_1 \cdots X_{k-1} (\text{ad}(X_k) I_1) \]
\[ \subseteq X_1 \cdots X_{k-1} I' \cap I_1 + U(C\mathfrak{g}) a_0. \]

This together with the induction hypothesis implies (4.8). \( U(a_0) I_1 \subseteq J \) is proved.
Next we prove \( U(a_0) f^{b+1}_\beta \subseteq J \). Since \( f^{b+1}_\beta \in I' \), it is enough to show \( U(a_0) + f^{b+1}_\beta \subseteq J \) where \( U(a_0)_+ \) denotes the augmentation ideal. The \( \mathfrak{h} \)-weight set of \( U(a_0) + f^{b+1}_\beta \) with respect to the adjoint action obviously satisfies

\[
\text{wt}_\mathfrak{h}(U(a_0) + f^{b+1}_\beta) \subseteq \mathbb{Z}_{>0} \alpha + \mathbb{Z} \beta. \tag{4.9}
\]

Since \( a_0 \oplus C f_\beta \) is a Lie subalgebra and \( U(a_0) \oplus C f_\beta) = C[f_\beta] \oplus C[f_\beta] U(a_0)_+ \), (4.9) implies by weight consideration that

\[
U(a_0) + f^{b+1}_\beta \subseteq C[f_\beta] U(a_0)_+ \subseteq J.
\]

The assertion is proved.

Set

\[
I_2 = \sum_{s \geq 0} C(f_a t^s)^{\{0, a-3s\} + 1}.
\]

Since \( I = I_1 + C f^{b+1}_\beta + I_2 \), to complete the proof of the lemma it suffices to show \( U(a_0) I_2 \subseteq J \). To do this we put

\[
a_0' = \sum_{\gamma \in \Delta_+ \setminus \{a, \beta\}} C e_\gamma t^\gamma,
\]

and prove \( U(a_0') I_2 \subseteq U(C g) I_1 \) first. Note that \( a_0 = a_0' \oplus C e_a \). The \( \mathfrak{h} \)-weight set of \( U(a_0') I_2 \) with respect to the adjoint action satisfies

\[
\text{wt}_\mathfrak{h}(U(a_0') + I_2) \subseteq Za + \mathbb{Z}_{>0} \beta. \tag{4.10}
\]

Put \( n_+^{(a)} = \sum_{\gamma \in \Delta_+ \setminus \{a\}} e_\gamma \). Since \( f_a C[t] \oplus n_+^{(a)} C[t] \) is a Lie subalgebra and

\[
U(f_a C[t] \oplus n_+^{(a)} C[t]) = U(f_a C[t]) \oplus U(f_a C[t]) U(n_+^{(a)} C[t])_+,
\]

(4.10) implies by weight consideration that

\[
U(a_0') I_2 \subseteq U(f_a C[t]) U(n_+^{(a)} C[t])_+ \subseteq U(C g) I_1.
\]

Then since Lemma 4.10 with \( \ell = 3 \) implies \( C[e_a] I_2 \subseteq J \), we have

\[
U(a_0) I_2 \subseteq C[e_a] I_2 + C[e_a] U(a_0') I_2 \subseteq J + U(C g) I_1 \subseteq J.
\]

The proof is complete. \( \square \)

Now we show the following proposition, which completes the proof of Proposition 4.1 for type \( G_2 \):

**Proposition 4.12.** (4.7) follows for all \( a, b \in \mathbb{Z}_{>0} \) and \( s \in \mathbb{Z}_{>0} \).

**Proof.** As stated above, it suffices to show that if (4.7) holds for given \( a, b \in \mathbb{Z}_{>0} \) and all \( s \in \mathbb{Z}_{>0} \), then we have

\[
(j_2 a + b t^s)^{\{0, 2(a+b) + 3b-3s\} + 1} \in U(C g) I_{a+b}
\]

(4.11)

for all \( s \in \mathbb{Z}_{>0} \).
Since $U(\mathcal{C}g) = U(a) \oplus U(\mathcal{C}g)\mathfrak{a}_0$, (4.7) and Lemma 4.11 imply
\[(f_{2a+\beta t^{s+1}})^{10,2a+3b+3(s+1)+1} \in U(\mathcal{C}g)I_{a,b} \cap U(a) \subseteq U(a)I_{a,b}^s \tag{4.12}\]
for all $s \in \mathbb{Z}_{\geq 0}$. Define a $\mathbb{C}$-linear map $\Phi : a \to U(\mathcal{C}g)$ by
\[
\Phi(e^t) = e^t, \quad \Phi(f^t) = f^t, \quad \Phi(\alpha^t) = \alpha^t - 3s\delta_{k0}. \quad \Phi(\beta^t) = \beta^t.
\]
It is easily checked that $\Phi$ satisfies $\Phi([\mathbb{C}[t] + \mathbb{C}[\alpha - (a+3)] + \mathbb{C}[\beta - b] + \sum_{s \geq 0} \mathbb{C}[f_\alpha t^{s+1}]) U(\mathcal{C}g)I_{a+3,b}$, and (4.11) is proved for $s = 0$. It remains to prove (4.11) for $s = 1$, that is,
\[
(f_{2a+\beta t^{s+1}})^{2a+3b+4} \in U(\mathcal{C}g)I_{a+3,b}.
\]
If $b \geq 1$, Lemma 4.11 with $s_1 = 0, s_2 = 1$ implies this. Assume $b = 0$ and put
\[
N = U(\mathcal{C}g)/U(\mathcal{C}g)I_{a+3,0}.
\]
We shall prove $(f_{2a+\beta t}^{2a+4}) \bar{1} = 0$, where $\bar{1} \in N$ denotes the image of 1. Since $N$ is a quotient of the Weyl module $W((a + 3)\varpi_{\alpha})$, it is finite-dimensional by Theorem 3.3. As the $\mathfrak{t}$-weight of $(f_{2a+\beta t})^{2a+4} \bar{1}$ is $-(a + 1)\varpi_{\alpha}$ and $\langle (2a + \beta)^+, -(a + 1)\varpi_{\alpha} \rangle = -(a + 2)$, it is enough to prove
\[
e^{2a+2}_\mathfrak{t} (f_{2a+\beta t})^{2a+4} \bar{1} = 0
\]
by the representation theory of $\mathfrak{sl}_2$. By [11 Lemma 7.1], we have
\[
e^{2a+2}_\mathfrak{t} (f_{2a+\beta t})^{2a+4} \bar{1} \in \sum_{s_1 + s_2 = 2a+4} \mathbb{C} f_{2a+\beta t^{s_1}} f_{2a+\beta t^{s_2}} \bar{1}.
\]
Using (4.11) for $s \geq 2$ which are already proved, we can see that the right hand side is $\{0\}$.

### 4.3 Quantized Demazure modules and Joseph’s results

The quantized version of Demazure modules also can be defined in a similar manner as the classical ones. For $\Lambda \in \hat{P}_+$, denote by $V_q(\Lambda)$ the irreducible highest weight $U_q(\mathfrak{g})$-module of highest weight $\Lambda$. Similarly as the classical case, we have $\dim V_q(\Lambda)_w = 1$ for all $w \in \hat{W}$. Denote by $U_q(\mathfrak{n}_+)$ the positive part of $U_q(\mathfrak{g})$. 
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Definition 4.13. We call \( V_{q,w}(\Lambda) = U_q(\hat{\mathfrak{n}}_+).V_q(\Lambda)w_\Lambda \) the quantized Demazure submodule of \( V_q(\Lambda) \) associated with \( w_\Lambda \).

Joseph posed in [16, §5.8] a question which asked if the tensor product of a one-dimensional Demazure module by an arbitrary Demazure module admits a filtration whose successive quotients are isomorphic to Demazure modules. Polo [34] and Mathieu [28] gave the positive answer to this question in the case of semisimple Lie algebras, and Joseph [18] himself gave the positive answer in the case of the quantized enveloping algebras associated with simply laced Kac-Moody Lie algebras. Here we briefly recall the Joseph’s result since we use it later. Although his result is applicable to any quantized enveloping algebras associated with simply laced Kac-Moody Lie algebras, we concentrate only on affine case here.

Let \( A = \mathbb{Z}[q, q^{-1}], \ U_q^Z(\hat{\mathfrak{n}}_+) \) and \( U_q^Z(\hat{\mathfrak{g}}) \) the \( A \)-forms of \( U_q(\hat{\mathfrak{n}}_+) \) and \( U_q(\hat{\mathfrak{g}}) \) respectively, and \( T \) the Cartan part of \( U_q(\hat{\mathfrak{g}}) \) (for the precise definitions, see [18, §2.2]). We denote by \( U_q^Z(\hat{\mathfrak{b}}) \) the subring of \( U_q^Z(\hat{\mathfrak{g}}) \) generated by \( U_q^Z(\hat{\mathfrak{n}}_+) \) and \( T \). For \( w \in \hat{W} \), let \( u_{w_\Lambda} \) be a nonzero element of weight \( w_\Lambda \) in \( V_q(\Lambda) \), and set

\[
V_{q,w}(\Lambda) = U_q^Z(\hat{\mathfrak{n}}_+).u_{w_\Lambda},
\]

which is obviously a \( U_q^Z(\hat{\mathfrak{b}}) \)-module. Taking the classical limit, we have

\[
\mathbb{C} \otimes_A V_{q,w}(\Lambda) \cong V_w(\Lambda),
\]

where \( A \) acts on \( \mathbb{C} \) by letting \( q \) act by 1. Joseph has proved the following theorem:

**Theorem 4.14** ([18 Theorem 5.22]). Assume that \( \mathfrak{g} \) is simply laced, and let \( \Lambda, \Lambda' \in \hat{P}_+ \), and \( w \in \hat{W} \). Then the \( U_q^Z(\hat{\mathfrak{b}}) \)-submodule \( u_\Lambda \otimes_A V_{q,w}(\Lambda') \) of \( V_q(\Lambda) \otimes_{\mathbb{C}(q)} V_q(\Lambda') \) has a \( U_q^Z(\hat{\mathfrak{b}}) \)-module filtration

\[
0 = Y_0 \subseteq Y_1 \subseteq \cdots \subseteq Y_k = u_\Lambda \otimes_A V_{q,w}(\Lambda')
\]

such that each subquotient \( Y_i/Y_{i-1} \) satisfies

\[
Y_i/Y_{i-1} \cong V_{q,y_i}(\Lambda^i) \text{ for some } \Lambda^i \in \hat{P}_+ \text{ and } y_i \in \hat{W}.
\]

**Remark 4.15.** (i) In [18 Theorem 5.22], a given Kac-Moody Lie algebra is assumed to be simply laced, and this assumption excludes the case where \( \hat{\mathfrak{g}} \) is of type \( A^{(1)}_1 \). In Joseph’s proof, however, this assumption is only used in [18 Lemma 3.14] to apply a positivity result of Lusztig. We can check that the proof of this positivity result in [27, §22.1.7] is also applicable to \( A^{(1)}_1 \) without any modification, and hence the above theorem is true for any simply laced \( \mathfrak{g} \).

(ii) [18 Theorem 5.22] claims only that the above filtration is a \( U_q^Z(\hat{\mathfrak{n}}_+) \)-module filtration. It is easily seen, however, that this is in fact a \( U_q^Z(\hat{\mathfrak{b}}) \)-module filtration since each \( Y_i \) is defined as an \( A \)-span of weight vectors ([18 §5.7]).

Taking the classical limit, the following result is obtained:
Corollary 4.16. Assume that $\mathfrak{g}$ is simply laced. For $\ell' > \ell$, $\mathcal{D}(\ell, \lambda)[m]$ has a $\mathcal{C}_{\mathfrak{g}_d}$-module filtration

$$0 = D_0 \subseteq D_1 \subseteq \cdots \subseteq D_k = \mathcal{D}(\ell, \lambda)[m]$$

such that each subquotient $D_i/D_{i-1}$ satisfies

$$D_i/D_{i-1} \cong \mathcal{D}(\ell', \mu_i)[m_i]$$

for some $\mu_i \in P_+$ and $m_i \in \mathbb{Z}_{\geq m}$.

Proof. We shall prove the assertion for $\ell' = \ell + 1$. The results for general $\ell'$ can be obtained by applying this case repeatedly. Take $\Lambda' \in \hat{P}_+$ and $w \in \hat{W}$ so that $w\Lambda' = w_0\lambda + \ell\Lambda_0 + m\delta$. By Theorem 4.14, $u_{\Lambda_0} \otimes V^\mathbb{Z}_{q,w}(\Lambda')$ has a $U_q(\hat{b})$-module filtration $0 = Y_0 \subseteq Y_1 \subseteq \cdots \subseteq Y_k = u_{\Lambda_0} \otimes V^\mathbb{Z}_{q,w}(\Lambda')$ such that

$$Y_i/Y_{i-1} \cong V^\mathbb{Z}_{q,y_i}(\Lambda')$$

for some $\Lambda' \in \hat{P}_+$ and $y_i \in \hat{W}$.

Put $D_i = \mathbb{C} \otimes_A Y_i$ for $0 \leq i \leq k$. Then we have

$$D_k = \mathbb{C} \otimes_A (u_{\Lambda_0} \otimes_A V^\mathbb{Z}_{q,w}(\Lambda')) = \mathbb{C}_{\Lambda_0} \otimes \mathbb{C} V_w(\Lambda') = \mathbb{C}_{\Lambda_0} \otimes \mathcal{D}(\ell, \lambda)[m],$$

where $\mathbb{C}_{\Lambda_0}$ denotes a 1-dimensional $\hat{b}$-module spanned by a vector of weight $\Lambda_0$ on which $\mathfrak{n}_+$ acts trivially. Since all $Y_i$ and $Y_i/Y_{i-1}$ are free $A$-modules (13 §5.7), $\mathbb{C}_{\Lambda_0} \otimes \mathcal{D}(\ell, \lambda)[m]$ has the following $\mathfrak{g}$-module filtration

$$0 = D_0 \subseteq D_1 \subseteq \cdots \subseteq D_k = \mathbb{C}_{\Lambda_0} \otimes \mathcal{D}(\ell, \lambda)[m],$$

and each successive quotient satisfies $D_i/D_{i-1} \cong V_q(\Lambda')$. Obviously each $\Lambda'$ is of level $\ell + 1$. By [13 Theorem 5.9], for each $1 \leq i \leq k$ there exists a $U_q(\hat{g})$-submodule $Z_i$ of $V_q(\Lambda) \otimes_{\mathbb{C}(q)} V_q(\Lambda')$ such that

$$Y_i = Z_i \cap (u_{\Lambda_0} \otimes_A V^\mathbb{Z}_{q,w}(\Lambda')).$$

Then since $\mathbb{C}_{\Lambda_0} \otimes \mathcal{D}(\ell, \lambda)[m]$ is a $(\mathcal{C}_{\mathfrak{g}_d} \oplus \mathbb{C}K)$-module we see that each $D_i$ is a $(\mathcal{C}_{\mathfrak{g}_d} \oplus \mathbb{C}K)$-module, and so is $D_i/D_{i-1}$. Hence each $D_i/D_{i-1}$ is isomorphic to $\mathcal{D}(\ell + 1, \mu_i)[m_i]$ for some $\mu_i \in P_+$ and $m_i \in \mathbb{Z}$. Each $m_i$ obviously satisfies $m_i \geq m$ since $\text{wt}_{\mathfrak{n}_+} \mathcal{D}(\ell, \lambda)[m] \in \lambda - Q_+ + \mathbb{Z}_{\geq m}\delta$. Now the assertion of corollary is proved by restricting these results to $\mathcal{C}_{\mathfrak{g}_d}$ since $\mathbb{C}_{\Lambda_0}$ is a trivial $\mathcal{C}_{\mathfrak{g}_d}$-module. \[\Box\]

We define a partial order $\preceq$ on $P_+ + \mathbb{Z}\delta$ by $\lambda_1 + m_1\delta \preceq \lambda_2 + m_2\delta$ if $\lambda_2 - \lambda_1 \in Q_+$ and $m_1 \geq m_2$. Since $\mathcal{D}(\ell, \lambda)[m]$ is $U(\mathfrak{n}_- \otimes \mathbb{C}[t])$-cyclic, $\lambda_1 + m_1\delta \in \text{wt}_{\mathfrak{n}_+} \mathcal{D}(\ell, \lambda)[m]$ implies $\lambda_1 + m_1\delta \preceq \lambda + m\delta$. From this we see that $\{\text{ch}_{\mathfrak{n}_+} \mathcal{D}(\ell, \lambda)[m] \mid \lambda \in P_+, m \in \mathbb{Z}\}$ are linearly independent for each $\ell \in \mathbb{Z}_{>0}$.

When a $\mathfrak{n}_d$-weight $\mathcal{C}_{\mathfrak{g}_d}$-module $M$ has a filtration $0 = D_0 \subseteq D_1 \subseteq \cdots \subseteq D_k = M$ such that

$$D_i/D_{i-1} \cong \mathcal{D}(\ell, \mu_i)[m_i]$$

for some $\mu_i \in P_+$ and $m_i \in \mathbb{Z}$ with fixed $\ell \in \mathbb{Z}_{>0}$, we define

$$(M : \mathcal{D}(\ell, \lambda)[m]) = \# \{i \mid D_i/D_{i-1} \cong \mathcal{D}(\ell, \lambda)[m]\},$$

which is independent of the choice of the filtration by the linearly independence of the characters.
4.4 Filtrations on the Weyl modules

Throughout this subsection, we assume that $\mathfrak{g}$ is non-simply laced. We denote by $\mathcal{D}^{\text{sh}}(\ell, \nu)$ the $\mathcal{C}_{\text{sh}}^{\mathfrak{g}}$-Demazure module and by $\mathcal{D}^{\text{sh}}(\ell, \nu)[m]$ the $\mathcal{C}_{\text{sh}}^{\mathfrak{g}}$-Demazure module for $\nu \in P_+, \ell \in \mathbb{Z}_{>0}$ and $m \in \mathbb{Z}$.

**Lemma 4.17.** Let $v$ be the generator of $W(\lambda)$ in Definition 3.1 and set $W = U(\mathcal{C}_{\text{sh}}^{\mathfrak{g}}) \cdot v \subseteq W^*$. Then $W$ is isomorphic to $\mathcal{D}^{\text{sh}}(1, \lambda)[0]$ as a $\mathcal{C}_{\text{sh}}^{\mathfrak{g}}$-module.

**Proof.** By Theorem 3.7, $\mathcal{D}^{\text{sh}}(1, \lambda)[0]$ is isomorphic to the $\mathcal{C}_{\text{sh}}^{\mathfrak{g}}$-Weyl module $W^*$ of $\mathfrak{g}$-modules. Hence there exists a surjective homomorphism $\varphi: \mathcal{D}^{\text{sh}}(1, \lambda)[0] \rightarrow W$ of $\mathcal{C}_{\text{sh}}^{\mathfrak{g}}$-modules by Theorem 3.7. We need to show that $\varphi$ is injective. In this proof, by $V(\mu)$ for $\mu \in P_+$ we denote the $\mathcal{C}_\text{sh}$-module obtained from $V(\mu)$ by letting $\mathfrak{g} \otimes \mathbb{C}[t] \oplus \mathcal{C} d$ act trivially. Write $\lambda = \sum_{i \in I} \lambda_i \omega_i$, and put $p = \sum_i \lambda_i$. Let $c_1, \ldots, c_p$ be pairwise distinct complex numbers, and define a $\mathcal{C}_\text{sh}$-module $W_1$ by

$$W_1 = V(\omega_1)_{c_1} \ast \cdots \ast V(\omega_n)_{c_{p-\lambda_n+1}} \ast \cdots \ast V(\omega_n)_{c_p},$$

where each $V(\omega_i)$ occurs $\lambda_i$ times. By the same way as [10] Lemma 5, we can show that there exists a surjective homomorphism $\psi: W(\lambda) \rightarrow W_1$ of $\mathfrak{g}$-modules. It suffices to show that the homomorphism $\psi \circ \varphi: \mathcal{D}^{\text{sh}}(1, \lambda)[0] \rightarrow W_1$ of $\mathcal{C}_{\text{sh}}^{\mathfrak{g}}$-modules is injective. By Lemma 2.3 and Lemma 3.11 (i), we have

$$\text{ch}_\mathfrak{g} (\text{Im} \psi \circ \varphi) = P_{\lambda-Q^+} \text{ch}_\mathfrak{g} W_1 = P_{\lambda-Q^+} \prod_{i \in I} \text{ch}_\mathfrak{g} V(\omega_i)^{\lambda_i},$$

and using $\text{wt}_\mathfrak{g} V(\omega_i) \subseteq \omega_i - Q_+$ we have

$$P_{\lambda-Q^+} \prod_{i \in I} \text{ch}_\mathfrak{g} V(\omega_i)^{\lambda_i} = \prod_{i \in I} (P_{\omega_i-Q^+} \text{ch}_\mathfrak{g} V(\omega_i))^{\lambda_i}.$$

We have from Lemma 2.3 that $P_{\omega_i-Q^+} \text{ch}_\mathfrak{g} V(\omega_i) = \text{ch}_\mathfrak{g} U(\mathfrak{g}^{\text{sh}}).v_i$, where $v_i$ is a nonzero highest weight vector, and we can easily see that

$$U(\mathfrak{g}^{\text{sh}}).v_i \cong V_{\mathfrak{g}^{\text{sh}}}((\omega_i)) = \begin{cases} V_{\mathfrak{g}^{\text{sh}}}(\omega_i) & \text{if } i \in I^{\text{sh}}, \\ V_{\mathfrak{g}^{\text{sh}}}(0) & \text{if } i \notin I^{\text{sh}} \end{cases},$$

as $\mathfrak{g}^{\text{sh}}$-modules. From these equations, we have

$$\dim (\text{Im} \psi \circ \varphi) = \prod_{i \in P^{\text{sh}}} \dim V_{\mathfrak{g}^{\text{sh}}}((\omega_i))^{\lambda_i}.$$
Let $\lambda \in P_+$. By Corollary 4.14, $D^{sh}(1, \lambda)[0]$ has a $C_{0,d}^{sh}$-module filtration $0 = D_0 \subseteq D_1 \subseteq \cdots \subseteq D_k = D^{sh}(1, \lambda)[0]$ such that
\[
D_i/D_{i-1} \cong D^{sh}(r, \nu_i)[m_i] \text{ for some } \nu_i \in \overline{\mathfrak{F}} + \text{ and } m_i \in \mathbb{Z}_{\geq 0}.
\]

Now we show the following proposition using this filtration, which is the main result of the first half of this article:

**Proposition 4.18.** Let $\mu_i = i_{sh}(\nu_i) + (\lambda - i_{sh}(\lambda))$ for each $1 \leq i \leq k$. Then the Weyl module $W(\lambda)$ has a $C_{0,d}^{sh}$-module filtration $0 = W_0 \subseteq W_1 \subseteq \cdots \subseteq W_k = W(\lambda)$ such that each subquotient $W_i/W_{i-1}$ is a quotient of $D(1, \mu_i)[m_i]$.

**Proof.** By Lemma 4.17, $W(\lambda) \supseteq W = U(C_{0,d}^{sh}).v$ has a $C_{0,d}^{sh}$-module filtration $0 = X_0 \subseteq X_1 \subseteq \cdots \subseteq X_k = W$ such that $X_i/X_{i-1} \cong D^{sh}(r, \nu_i)[m_i]$ for $1 \leq i \leq k$. For each $i$, take $x_i \in X_i$ so that the image under the homomorphism $X_i \to X_i/X_{i-1} \cong D^{sh}(r, \nu_i)[m_i]$ coincides with the generator in Proposition 3.6. We may assume that each $x_i$ is a $h^0_{sh}$-weight vector of weight $\nu_i + m_i\delta$. Then each $x_i$ satisfies
\[
\nu_i^{sh} \otimes \mathbb{C}[t].x_i \subseteq X_{i-1}, \quad h^{sh} \otimes t\mathbb{C}[t].x_i \subseteq X_{i-1}, \quad h.x_i = (\nu_i + m_i\delta, h)x_i \text{ for } h \in h^0_{sh},
\]
and
\[
(f_{\gamma} \otimes t^s)_{\max\{0, \langle \nu_i, \gamma \rangle - r\} + 1}x_i \in X_{i-1} \quad \text{for } \gamma \in \Delta^+ \text{ and } s \in \mathbb{Z}_{\geq 0}.
\]

Let us show first that each $x_i$ is a $h$-weight vector of weight $\mu_i$. Set $(h^{sh})^\perp = \{h \in h \mid (h, h_1) = 0 \text{ for } h_1 \in h^{sh}\}$, which obviously satisfies $h = h^{sh} \oplus (h^{sh})^\perp$ and $((h^{sh})^\perp, C_{0,d}^{sh}) = 0$. Then since $x_i \in U(C_{0,d}^{sh}).v$, we have
\[
h.x_i = \langle \lambda, h \rangle x_i \quad \text{for } h \in (h^{sh})^\perp.
\]

On the other hand, we can easily check from the definition of $i_{sh}$ that $(\mu_i, h) = \langle \lambda, h \rangle$ for $h \in (h^{sh})^\perp$ and $(\nu_i, h) = \langle \nu_i, h \rangle$ for $h \in h^{sh}$. Hence it is proved that each $x_i$ is a $h$-weight vector of weight $\mu_i$. Now set $W_i = U(C_{0,d}).X_i$ for each $i$, and let $\overline{\mathfrak{F}}_i$ be the image of $x_i$ under $W_i \to W_i/W_{i-1}$. Note that we have $W_k = W(\lambda)$ and
\[
U(C_{0,d}).x_i + W_{i-1} = U(C_{0,d}).(\mathbb{C}x_i + X_{i-1}) = U(C_{0,d}).X_i = W_i
\]
for each $i$. Hence to finish the proof, it suffices to show that each $\overline{\mathfrak{F}}_i$ satisfies the defining relations of $D(1, \mu_i)[m_i]$ in Corollary 4.14. From the relations which $x_i$ satisfies, we can see that $\overline{\mathfrak{F}}_i$ is a weight vector of weight $\mu_i + m_i\delta$ and satisfies (D4). In order to prove (D1), it suffices to show that
\[
e_{\gamma} \otimes t^s.x_i = 0 \quad \text{for } \gamma \in \Delta_+ \setminus \Delta^+ \text{ and } s \in \mathbb{Z}_{\geq 0}, \quad (4.13)
\]
which follows since the $h$-weight of $e_{\gamma} \otimes t^s.x_i$ is $\mu_i + \gamma = \lambda - Q^{sh}_+ + \gamma$ and hence $\mu_i + \gamma \not\in \lambda - Q_+$. Then (D3) follows since $W_i/W_{i-1}$ is finite-dimensional. To prove (D2), it suffices to show that
\[
(h^{sh})^\perp \otimes t\mathbb{C}[t].x_i = 0, \quad (4.14)
\]
which is easily checked since $x_i \in U(C_{0,d}^{sh}).v$ and $[(h^{sh})^\perp \otimes t\mathbb{C}[t], C_{0,d}^{sh}] = 0$. \qed
Remark 4.19. In Section 9 we show that the successive quotients of the given filtration on \( W(\lambda) \) are actually isomorphic to the Demazure modules.

For \( F_1, F_2 \in \mathbb{Z}[h^*_\lambda] \), we write \( F_1 \preceq F_2 \) if \( F_2 - F_1 \in \mathbb{Z}_{\geq 0}[h^*_\lambda] \). The above proposition implies the following corollary:

**Corollary 4.20.** Let \( \lambda \in P_+ \), and set \( \lambda' = \lambda - i_{sh}(\lambda) \). Then we have

\[
\operatorname{ch}_{b_d} W(\lambda) \leq \sum_{\nu \in P_+, m \in \mathbb{Z}_{\geq 0}} (\mathcal{D}^{sh}(1, \lambda)[0] : \mathcal{D}^{sh}(r, \nu)[m]) \operatorname{ch}_{b_d} \mathcal{D}(1, i_{sh}(\nu) + \lambda')[m].
\]

Before ending this section, let us prove the following lemma for later use:

**Lemma 4.21.** Let \( \lambda \in P_+, m \in \mathbb{Z} \), and set \( \lambda' = \lambda - i_{sh}(\lambda) \). Then we have

\[
P_{\lambda - Q^+_{zd} + Zd} \mathcal{D}(1, \lambda)[m] = e(\lambda') i_{sh} \operatorname{ch}_{b^h_d} \mathcal{D}^{sh}(r, \lambda)[m].
\]

**Proof.** Let \( \nu \) be the generator of \( \mathcal{D}(1, \lambda)[m] \) in Corollary 4.2 and set \( D' = \mathcal{U}(C g^h_d) \cdot \nu \). Similarly as Lemma 2.3 we have

\[
P_{\lambda - Q^+_{zd} + Zd} \mathcal{D}(1, \lambda)[m] = e(\lambda') i_{sh} \operatorname{ch}_{b^h_d} D'.
\]

We see from proposition 3.6 that \( D' \) is a quotient of \( \mathcal{D}^{sh}(r, \lambda)[m] \) as a \( C g^h_d \)-module. Hence we have

\[
P_{\lambda - Q^+_{zd} + Zd} \mathcal{D}(1, \lambda)[m] \leq e(\lambda') i_{sh} \operatorname{ch}_{b^h_d} \mathcal{D}^{sh}(r, \lambda)[m].
\]

In order to show the opposite inequality, it is enough to show in the case \( m = 0 \). Here we use the notation in the proof of Proposition 4.12. Similarly as 4.13 and 4.14, we can show for each \( 1 \leq i \leq k \) that

\[
e_{i} \otimes C[t]. X_i = 0 \quad \text{for} \quad \gamma \in \Delta_+ \setminus \Delta^{sh}_+ \quad \text{and} \quad (t_{\mathbb{h}^h}^{\mathbb{h}^h})^+ \otimes t \mathbb{C}[t]. X_i = 0,
\]

which implies

\[
W_i = U(C g_d). X_i = U(n'_- \otimes C[t]). X_i,
\]

where we set \( n'_- = \bigoplus_{\gamma \in \Delta_- \setminus \Delta^{sh}_-} g_{-\gamma} \). From this we have

\[
X_i \cap W_i = X_i \cap (U(n'_- \otimes C[t]). X_{i-1}) = X_{i-1},
\]

and hence it follows that

\[
W_i/W_{i-1} \cong U(C g^h_d)_+ \mathcal{F} = X_i/X_i \cap W_i = X_i/X_i \cong \mathcal{D}^{sh}(r, \nu_i)[m_i].
\]

Similarly as Lemma 2.3 we have

\[
P_{\lambda - Q^+_{zd} + Zd} W_i/W_{i-1} = \operatorname{ch}_{b_d} U(C g^h_d)_+ \mathcal{F} = e(\mu_i - i_{sh}(\mu_i)) i_{sh} \operatorname{ch}_{b^h_d} \mathcal{D}^{sh}(r, \nu_i)[m_i].
\]

Since \( W_i/W_{i-1} \) is a quotient of \( \mathcal{D}(1, \mu_1)[m_1] \) and \( \mu_i - i_{sh}(\mu_i) = \lambda - i_{sh}(\lambda) = \lambda' \), we have

\[
P_{\lambda - Q^+_{zd} + Zd} \mathcal{D}(1, \mu_i)[m_i] \geq e(\lambda') i_{sh} \operatorname{ch}_{b^h_d} \mathcal{D}^{sh}(r, \nu_i)[m_i].
\]
In particular, we have
\[ P_{\lambda - Q_{\mu} + Z \delta_{ch}} D(1, \lambda)[0] \geq e(\lambda')i_{sh} ch_{sh} D^{sh}(r, \lambda)[0] \]
since there exists some \( j \) such that \( \nu_j = \bar{\lambda} \) and \( m_j = 0 \), which is easily seen from the equation
\[ \sum_{1 \leq i \leq k} ch_{sh} D^{sh}(r, \nu_i)[m_i] = ch_{sh} D^{sh}(1, \bar{\lambda})[0]. \]

\[ \square \]

5 Path models

In this section, we review the theory of path models originally introduced by Littelmann [25, 26] (this theory can be applied to any Kac-Moody algebras, but we only state it for affine ones). We do not review the definition of (abstract) crystals, but refer the reader to [15, §4.5].

5.1 Definition of path models

For \( a, b \in \mathbb{R} \) with \( a < b \), we set \([a, b) = \{ t \in \mathbb{R} \mid a \leq t < b \}\). A path with weight in \( \hat{P} \) is, by definition, a piecewise linear, continuous map \( \pi: [0, 1] \to \hat{P} \) such that \( \pi(0) = 0, \pi(1) \in \hat{P} \). We denote by \( \mathcal{P} \) the set of all paths with weights in \( \hat{P} \). For \( \pi_1, \pi_2 \in \mathcal{P} \), define \( \pi_1 + \pi_2 \in \mathcal{P} \) by \( (\pi_1 + \pi_2)(t) = \pi_1(t) + \pi_2(t) \).

Remark 5.1. In [25] and [26], paths are considered modulo reparametrization. In this article, however, we do not do this since there is no need to do so. Indeed, it can be checked that all the results in [25] and [26] used in this article still hold in this setting.

Let \( \pi \in \mathbb{P} \). A pair \((\mu, \sigma)\) of a sequence \( \mu : \mu_1, \mu_2, \ldots, \mu_N \) of elements of \( \hat{h}_R^* \) and a sequence \( \sigma : 0 = \sigma_0 < \sigma_1 < \cdots < \sigma_N = 1 \) of real numbers is called an expression of \( \pi \) if the following equation holds:
\[ \pi(t) = \sum_{p=1}^{N-1} (\sigma_{p+1} - \sigma_p) \mu_p + (t - \sigma_{p-1}) \mu_p \quad \text{for} \quad t \in [\sigma_{p-1}, \sigma_p], \quad 1 \leq p \leq N. \]
In this case, we write \( \pi = (\mu, \sigma) \).

For \( \pi \in \mathbb{P} \) and \( i \in \hat{I} \), define \( H_i^\pi : [0, 1] \to \mathbb{R} \) and \( m_i^\pi \in \mathbb{R} \) by
\[ H_i^\pi(t) = \langle \pi(t), \alpha_i^\vee \rangle, \quad m_i^\pi = \min\{H_i^\pi(t) \mid t \in [0, 1]\}. \]
Denote by \( \mathbb{P}_\text{int} \) the subset of \( \mathbb{P} \) consisting of paths \( \pi \) such that for every \( i \in I \), all local minimums of \( H_i^\pi \) are integers.

Littelmann introduced root operators \( \tilde{e}_i, \tilde{f}_i \) \((i \in \hat{I})\) on \( \mathbb{P} \) in [25] and [26] (in these articles, they are denoted by \( e_\alpha, f_\alpha \)). Here for simplicity, we recall their actions only on elements of \( \mathbb{P}_\text{int} \), which are enough for this article since all the paths we consider below belong to \( \mathbb{P}_\text{int} \). For \( \pi \in \mathbb{P}_\text{int} \) and \( i \in \hat{I} \), we define \( \tilde{e}_i \pi \) as
follows: if $m_i^{-} = 0$, then $\hat{e}_i \pi = 0$ where 0 is an additional element corresponding to ‘0’ in the theory of crystals. If $m_i^{-} \leq -1$, then $\hat{e}_i \pi \in \mathbb{P}$ is given by

$$(\hat{e}_i \pi)(t) = \begin{cases} 
\pi(t) & \text{for } t \in [0, t_0], \\
\pi(t_0) + s_i(\pi(t) - \pi(t_0)) & \text{for } t \in [t_0, t_1], \\
\pi(t) + \alpha_i & \text{for } t \in [t_1, 1],
\end{cases}$$

where we set

$$t_0 = \min\{t \in [0, 1] \mid H_i^\pi(t) = m_i^\pi\},$$
$$t_1 = \max\{t \in [0, 1] \mid H_i^\pi(t) = m_i^\pi + 1\}.$$ 

Similarly, we define $\tilde{f}_i \pi \in \mathbb{P} \cup \{0\}$ as follows: if $H_i^\pi(1) = m_i^\pi$, then $\tilde{f}_i \pi = 0$. If $H_i^\pi(1) \geq m_i^\pi + 1$, then $\tilde{f}_i \pi$ is given by

$$(\tilde{f}_i \pi)(t) = \begin{cases} 
\pi(t) & \text{for } t \in [0, t_0], \\
\pi(t_0) + s_i(\pi(t) - \pi(t_0)) & \text{for } t \in [t_0, t_1], \\
\pi(t) - \alpha_i & \text{for } t \in [t_1, 1],
\end{cases}$$

where we set

$$t_0 = \max\{t \in [0, 1] \mid H_i^\pi(t) = m_i^\pi\},$$
$$t_1 = \min\{t \in [0, 1] \mid H_i^\pi(t) = m_i^\pi + 1\}.$$ 

We set $\text{wt}(\pi) = \pi(1) \in \hat{P}$ for $\pi \in \mathbb{P}_{\text{int}}$, and define $\varepsilon_i : \mathbb{P}_{\text{int}} \to \mathbb{Z}_{\geq 0}$ and $\varphi_i : \mathbb{P}_{\text{int}} \to \mathbb{Z}_{\geq 0}$ for $i \in \hat{I}$ by

$$\varepsilon_i(\pi) = \max\{k \in \mathbb{Z}_{\geq 0} \mid \hat{e}_k \pi \neq 0\}, \quad \varphi_i(\pi) = \max\{k \in \mathbb{Z}_{\geq 0} \mid \tilde{f}_k \pi \neq 0\}.$$ 

**Theorem 5.2** ([26 §2]). Let $\mathcal{B}$ be a subset of $\mathbb{P}_{\text{int}}$ such that $\hat{e}_i \mathcal{B} \subseteq \mathcal{B} \cup \{0\}$ and $\tilde{f}_i \mathcal{B} \subseteq \mathcal{B} \cup \{0\}$ for all $i \in \hat{I}$. Then $\mathcal{B}$, together with the root operators $\hat{e}_i, \tilde{f}_i$, for $i \in \hat{I}$ and the maps $\text{wt}, \varepsilon_i, \varphi_i$ for $i \in \hat{I}$, becomes a $U_q(\mathfrak{g})$-crystal ([15] Definition 4.5.1). Moreover we have

$$\varepsilon_i(\pi) = -m_i^\pi, \quad \varphi_i(\pi) = H_i^\pi(1) - m_i^\pi \quad \text{for } \pi \in \mathcal{B} \text{ and } i \in \hat{I}. \quad (5.1)$$

The following lemma is easily checked from the definition of the root operators.

**Lemma 5.3.** Let $\pi \in \mathbb{P}_{\text{int}}, i \in \hat{I}$, and $0 < u \leq 1$ a real number.

(i) If $\pi$ satisfies $H_i^\pi(t) \geq m_i^\pi + 1$ for all $t \in [0, u]$, then we have

$$\hat{e}_i \pi(t) = \pi(t) \quad \text{for all } t \in [0, u].$$

(ii) Let $M \in \mathbb{Z}_{\geq 0}$. If $\pi$ satisfies

$$\tilde{f}_i(\pi) \neq 0, \quad H_i^\pi(t) \geq -M \text{ for all } t \in [0, u], \quad \text{and} \quad H_i^\pi(u) = -M,$$

then we have

$$\tilde{f}_i \pi(t) = \pi(t) \quad \text{for all } t \in [0, u].$$
Assume that a subset $\mathcal{B} \subseteq \mathbb{P}_{\text{int}}$ satisfies the assumption of Theorem 5.2. For each $i \in \hat{I}$, we define $S_i : \mathcal{B} \to \mathcal{B}$ by

$$S_i(\pi) = \begin{cases} \tilde{f}_i \pi & \text{if } \ell = \langle \pi_1(\alpha^\vee_1) \rangle \geq 0, \\ \tilde{e}_i^{-1} \pi & \text{if } \ell = \langle \pi_1(\alpha^\vee_1) \rangle < 0. \end{cases}$$

**Theorem 5.4** ([26 Theorem 8.1]). The map $s_i \mapsto S_i$ on the simple reflections of $\tilde{W}$ extends to a unique group action of $\tilde{W}$ on $\mathcal{B}$: $w \mapsto S_w$.

**Lemma 5.5.** Let $\pi \in \mathcal{B}$ and $i \in \hat{I}$. If $H_{\pi}^*$ is non-decreasing or non-increasing, then $S_i(\pi)$ satisfies

$$S_i(\pi)(t) = s_i(\pi(t)) \quad \text{for all } t \in [0,1].$$

**Proof.** Assume that $H_{\pi}^*$ is non-decreasing. Then we have $\varphi_i(\pi) = H_{\pi}^*(1) \in \mathbb{Z}_{\geq 0}$ by [81]. Put $M = \varphi_i(\pi)$, and define $\sigma_k \in [0,1]$ for each $k \in \{0, \ldots, M\}$ by

$$\sigma_k = \max \{ t \in [0,1] \mid H_{\pi}^*(t) = k \}.$$ 

Then we have $0 \leq \sigma_0 < \sigma_1 < \cdots < \sigma_M = 1$, and we can show inductively from the definition of $\tilde{f}_i$ that

$$\tilde{f}_i^k \pi(t) = \begin{cases} s_i(\pi(t)) & \text{for } t \in [0, \sigma_k], \\ \pi(t) - k\alpha_i & \text{for } t \in [\sigma_k, 1]. \end{cases}$$

Hence $\tilde{f}_i^M \pi(t) = s_i(\pi(t))$ holds for all $t \in [0,1]$. When $H_{\pi}^*$ is non-increasing, the assertion is proved similarly.

We recall the definition of a concatenation of paths in $\mathbb{P}$ (cf. [26 §1]). For $\pi_1, \pi_2 \in \mathbb{P}$, we define their concatenation $\pi_1 * \pi_2 \in \mathbb{P}$ by

$$(\pi_1 * \pi_2)(t) = \begin{cases} \pi_1(2t) & \text{if } t \in [0, \frac{1}{2}], \\ \pi_1(1) + \pi_2(2t - 1) & \text{if } t \in [\frac{1}{2}, 1]. \end{cases}$$

It is obvious that if $\pi_1, \pi_2 \in \mathbb{P}_{\text{int}}$, then $\pi_1 * \pi_2 \in \mathbb{P}_{\text{int}}$. For the notational convenience, we set $0 * \pi = \pi * 0 = \pi$ for any $\pi \in \mathbb{P}$.

**Lemma 5.6** ([26 Lemma 2.7]). For $\pi_1, \pi_2 \in \mathbb{P}_{\text{int}}$ and $i \in \hat{I}$, we have

$$\tilde{e}_i(\pi_1 * \pi_2) = \begin{cases} (\tilde{e}_i \pi_1) * \pi_2 & \text{if } \varphi_i(\pi_1) \geq \varepsilon_i(\pi_2), \\ \pi_1 * (\tilde{e}_i \pi_2) & \text{if } \varphi_i(\pi_1) < \varepsilon_i(\pi_2), \end{cases}$$

and

$$\tilde{f}_i(\pi_1 * \pi_2) = \begin{cases} (\tilde{f}_i \pi_1) * \pi_2 & \text{if } \varphi_i(\pi_1) > \varepsilon_i(\pi_2), \\ \pi_1 * (\tilde{f}_i \pi_2) & \text{if } \varphi_i(\pi_1) \leq \varepsilon_i(\pi_2). \end{cases}$$

This lemma implies the following:

**Proposition 5.7.** Assume that two subsets $\mathcal{B}_1, \mathcal{B}_2$ of $\mathbb{P}_{\text{int}}$ satisfy the assumption of Theorem 5.2. Set

$$\mathcal{B}_1 * \mathcal{B}_2 = \{ \pi_1 * \pi_2 \mid \pi_1 \in \mathcal{B}_1, \pi_2 \in \mathcal{B}_2 \} \subseteq \mathbb{P}_{\text{int}}.$$ 

Then $\mathcal{B}_1 * \mathcal{B}_2$ also satisfies the assumption of Theorem 5.2, and $\mathcal{B}_1 * \mathcal{B}_2$ is isomorphic to $\mathcal{B}_1 \otimes \mathcal{B}_2$ as a $U_q(\mathfrak{gl})$-crystal (see [15, Definition 4.5.3] for a tensor product of crystals), where the isomorphism is given by $\pi_1 * \pi_2 \mapsto \pi_1 \otimes \pi_2$. 
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Lemma 5.8. Let \( \mathcal{B}_1, \mathcal{B}_2 \) be as in the above proposition, and let \( \pi_1, \pi_2 \in \mathcal{B}_1, \pi_2 \in \mathcal{B}_2 \). There exists some \( p \in \mathbb{Z}_{\geq 0} \) such that

\[
 e_i^{p+1}(\pi_1 \ast \pi_2) = (e_i \pi_1) \ast (e_i^{p} \pi_2) \quad \text{and} \quad e_i^{p} \pi_2 \neq 0.
\]

Proof. We can see from (5.2) that \( p = \max\{0, \varepsilon_i(\pi_2) - \varphi_i(\pi_1)\} \) satisfies the assertion.

5.2 Relations between crystal bases and path models

The crystal bases of \( U_q(\widehat{\mathfrak{g}}) \)-modules and \( U_q'(\widehat{\mathfrak{g}}) \)-modules are typical and very important examples of crystals (see [13, Chapter 4]). In this subsection, we review some realizations of crystal bases using path models.

We prepare some notation. For a \( \mathcal{B} \)-crystal \( B \) and an element \( b \in B \), we denote by \( C(b) \) the connected component of \( B \) containing \( b \), that is, the subset of \( B \) consisting of elements obtained from \( b \) by applying Kashiwara operators several times. Note that \( C(b) \) is a connected \( U_q(\widehat{\mathfrak{g}}) \)-crystal. For \( \lambda \in \widehat{P} \), denote by \( \pi_\lambda \) the straight line path \( \pi_\lambda(t) = t\lambda \), and write

\[
 \mathcal{B}_0(\lambda) = C(\pi_\lambda).
\]

It is known that \( \mathcal{B}_0(\lambda) \subseteq \mathcal{P}\) for all \( \lambda \in \widehat{P} \) ([24, Lemma 4.5 (d) and Corollary 2]). It is easily seen from the definition of the root operators that for any \( \pi = (\mu_1, \ldots, \mu_N; \varpi) \in \mathcal{B}_0(\lambda) \), we have \( \mu_j \in \widehat{W} \lambda \) for all \( 1 \leq j \leq N \).

It is well-known that the integrable highest weight \( U_q(\widehat{\mathfrak{g}}) \)-module \( V_\lambda(\Lambda) \) of highest weight \( \Lambda \in \widehat{P}_+ \) has a crystal basis, which we denote by \( B(\Lambda) \). Let \( b_\Lambda \) denote the highest weight element of \( B(\Lambda) \). From the construction of \( B(\Lambda) \) ([13, Chapter 5]), it follows that

\[
 B(\Lambda) = \{\tilde{f}_{i_1} \cdots \tilde{f}_{i_s} b_\Lambda \mid s \geq 0, i_k \in \tilde{I}\} \setminus \{0\}, \tag{5.4}
\]

and

\[
 \{b \in B(\Lambda) \mid \tilde{e}_i b = 0 \text{ for all } i \in \tilde{I}\} = \{b_\Lambda\}. \tag{5.5}
\]

Theorem 5.9. Let \( \Lambda \in \widehat{P}_+ \).

(i) ([24, §7]). If \( \pi \in \mathcal{P} \) satisfies \( m_\pi^i = 0 \) for all \( i \in \tilde{I} \) and \( \pi(1) = \Lambda \), then there exists a unique isomorphism of \( U_q(\widehat{\mathfrak{g}}) \)-crystals from \( C(\pi) \) to \( \mathcal{B}_0(\Lambda) \) which maps \( \pi \) to \( \pi_\Lambda \).

(ii) ([21], [17]). There exists a unique isomorphism of \( U_q(\widehat{\mathfrak{g}}) \)-crystals from \( \mathcal{B}_0(\Lambda) \) to \( B(\Lambda) \) which maps \( \pi_\Lambda \) to \( b_\Lambda \).

Corollary 5.10. If \( \pi \in \mathcal{P} \) satisfies \( m_\pi^i = 0 \) for all \( i \in \tilde{I} \) and \( \pi(1) = \Lambda \in \widehat{P}_+ \), then there exists a unique isomorphism of \( U_q(\widehat{\mathfrak{g}}) \)-crystals from \( C(\pi) \) to \( B(\Lambda) \) which maps \( \pi \) to \( b_\Lambda \).

Remark 5.11. It is known that \( \mathcal{B}_0(\Lambda) \) with \( \Lambda \in \widehat{P}_+ \) coincides with the set \( B(\Lambda) \) of all Lakshmibai-Seshadri paths (LS paths for short) of shape \( \Lambda \) ([23]). We do not recall the definition of LS paths here, since we do not need it in this article.

Let \( \widehat{P}_{\mathfrak{cl}} = \widehat{P}/\mathbb{Z}\delta \), and denote the canonical projection \( \widehat{P} \to \widehat{P}_{\mathfrak{cl}} \) by \( \mathfrak{cl} \). Note that \( \widehat{P}_{\mathfrak{cl}} \) is the weight lattice of \( U_q'(\widehat{\mathfrak{g}}) \). A path with weight in \( \widehat{P}_{\mathfrak{cl}} \) is a piecewise
linear, continuous map $\eta: [0, 1] \to \mathbb{R} \otimes \hat{\mathcal{P}}_\lambda$ such that $\eta(0) = 0$, $\eta(1) \in \hat{\mathcal{P}}_\lambda$.
Let $\mathcal{P}_\lambda$ denote the set consisting of paths with weights in $\hat{\mathcal{P}}_\lambda$. We define an expression of $\eta \in \mathcal{P}_\lambda$ similarly as that of a path with weight in $\hat{\mathcal{P}}$. For $\xi \in \mathcal{P}_\lambda$, denote by $\eta_\xi \in \mathcal{P}_\lambda$ the straight line path $\eta_\xi(t) = t\xi$.

For $\pi \in \hat{\mathcal{P}}$, $\text{cl}(\pi) \in \mathcal{P}_\lambda$ is defined by $\text{cl}(\pi)(t) = \text{cl}(\pi(t))$ for $t \in [0, 1]$. For $\lambda \in P_+ \subseteq \hat{\mathcal{P}}$, we define a subset $\mathcal{B}(\lambda) \subseteq \mathcal{P}_\lambda$ by

$$
\mathcal{B}(\lambda) = \{\text{cl}(\pi) \mid \pi \in \mathcal{B}_0(\lambda)\},
$$

which is known to be a finite set. Now we define a $U_q'(\hat{\mathcal{g}})$-crystal structure on $\mathcal{B}(\lambda)$. Define a weight map $\text{wt}: \mathcal{B}(\lambda) \to \hat{\mathcal{P}}_\lambda$ by $\text{wt}(\eta) = \text{wt}(\eta(1))$, root operators $\check{e}_i, \check{f}_i: \mathcal{B}(\lambda) \to \mathcal{B}(\lambda) \cup \{0\}$ for $i \in \hat{I}$ by

$$
\check{e}_i(\text{cl}(\pi)) = \text{cl}(\check{e}_i\pi), \quad \check{f}_i(\text{cl}(\pi)) = \text{cl}(\check{f}_i\pi),
$$

where $\text{cl}(0)$ is understood as $0$, and $\check{e}_i, \varphi_i: \mathcal{B}(\lambda) \to \mathbb{Z}_{\geq 0}$ for $i \in \hat{I}$ by $\check{e}_i(\text{cl}(\pi)) = \check{e}_i(\pi), \varphi_i(\text{cl}(\pi)) = \varphi_i(\pi)$. These maps are well-defined, and $\mathcal{B}(\lambda)$ together with these maps becomes a finite $U_q'(\hat{\mathcal{g}})$-crystal ($[31]$ §3.3).

**Remark 5.12.** For $\lambda \in P_+, \mathcal{B}_0(\lambda)$ does not necessarily coincide with the set $\mathcal{B}(\lambda)$ of all LS paths of shape $\lambda$. However, it is known that the set $\{\text{cl}(\pi) \mid \pi \in \mathcal{B}(\lambda)\}$ coincides with $\mathcal{B}(\lambda)$ defined above ($[22]$ Lemma 4.5 (1)). This is why we use the notation ‘$\mathcal{B}(\lambda)$’ in stead of ‘$\mathcal{B}_0(\lambda)$’.

In $[22]$ §5.2, Kashiwara introduced a finite-dimensional irreducible integrable $U_q'(\hat{\mathcal{g}})$-module $W_q(\varpi_i)$ for each $i \in \hat{I}$ called a level zero fundamental representation, and proved that it has a crystal basis. We denote the crystal basis of $W_q(\varpi_i)$ by $\mathcal{B}(W_q(\varpi_i))$. The following facts were verified by Naito and Sagaki:

**Theorem 5.13.** (i) ($[30]$ Theorem 3.2]). Let $\lambda = \sum_{i \in \hat{I}} \lambda_i \varpi_i \in P_+$. Then there exists a unique isomorphism of $U_q'(\hat{\mathcal{g}})$-crystals from $\mathcal{B}(\lambda) \otimes_{\mathcal{B}(\varpi_i)}$ (which does not depend on the choice of the ordering of the tensor factors up to isomorphism).

(ii) ([31] Corollary of Theorem 1]). For all $i \in \hat{I}$, $\mathcal{B}(\varpi_i) \subseteq \mathcal{B}(W_q(\varpi_i))$ is a $U_q'(\hat{\mathcal{g}})$-crystal.

**5.3 Degree function on $\mathcal{B}(\lambda)_{\mathcal{P}}$**

For $\pi = (\mu_1, \ldots, \mu_N; \underline{\nu}) \in \mathcal{P}$, we call $\mu_1 \in \mathbb{R} \otimes \mathcal{P}$ the initial direction of $\pi$ (which does not depend on the choice of an expression), and denote the initial direction of $\pi$ by $i(\pi)$. The initial direction of $\eta \in \mathcal{P}_\lambda$ is defined similarly, and denoted by $i(\eta) \in \mathbb{R} \otimes \mathcal{P}_\lambda$. Note that $i(\text{cl}(\pi)) = \text{cl}(i(\pi))$ holds.

For $\lambda \in P_+$, let $d_\lambda$ be the nonnegative integer satisfying

$$
\hat{W} \lambda \cap (\lambda + \mathbb{Z}\delta) = \lambda + d_\lambda \mathbb{Z}\delta.
$$

Then we have

$$
\hat{W} \lambda = W \lambda + d_\lambda \mathbb{Z}\delta. \tag{5.6}
$$

**Lemma 5.14.** Let $\lambda \in P_+$.

(i) For any $\pi \in \mathcal{B}_0(\lambda)$, we have $\text{wt}(\pi) \in \lambda - Q_+ + \mathbb{Z}\delta$.

(ii) For any $\eta \in \mathcal{B}(\lambda)_{\mathcal{P}}$, we have $\text{wt}(\eta) \in \text{cl}(\lambda - Q_+)$. 
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Proof. Let \((\mu_1, \ldots, \mu_N; \mathcal{Z})\) be an expression of \(\pi\). Since \(\mu_j \in W \lambda \subseteq W \lambda + Z \delta \subseteq \lambda - Q_+ + Z \delta\) for each \(j\), we have

\[
\text{wt}(\pi) = \sum_{p=1}^{N} (\sigma_p - \sigma_{p-1}) \mu_p \in \lambda - \sum_{i \in I} \mathbb{R}_{\geq 0} \alpha_i + R \delta.
\]

On the other hand, we have \(\text{wt}(\pi) \in \lambda + \sum_{i \in I} Z \alpha_i = \lambda + Q + Z \delta\) by the definition of \(\mathfrak{B}_0(\lambda)\). Hence (i) follows. The assertion (ii) obviously follows from (i).

**Lemma 5.15.** Let \(\eta \in \mathfrak{B}(\lambda)_{cl}\).

(i) For arbitrary \(\pi \in \mathfrak{B}_0(\lambda) \cap cl^{-1}(\eta)\), we have

\[
\mathfrak{B}_0(\lambda) \cap cl^{-1}(\eta) = \{ \pi + \pi_{sd_k} | k \in \mathbb{Z} \}.
\]

(ii) Assume \(\mu \in W \lambda\) satisfies \(cl(\mu) = \iota(\eta)\). Then there exists a unique element \(\pi' \in \mathfrak{B}_0(\lambda) \cap cl^{-1}(\eta)\) such that \(\iota(\pi') = \mu\).

**Proof.** The assertion (i) is just [30, Lemma 4.5]. Let us prove the assertion (ii). Let \(\pi\) be an arbitrary element of \(\mathfrak{B}_0(\lambda) \cap cl^{-1}(\eta)\). Since \(cl(\iota(\pi)) = cl(\mu)\) and \(\iota(\pi) \in W \lambda\), there exists some \(s \in \mathbb{Z}\) such that \(\iota(\pi) = \mu + s \delta\) by (5.6). Then by (i), \(\pi - \pi_{sd_k}\) is the unique element of \(\mathfrak{B}_0(\lambda) \cap cl^{-1}(\eta)\) whose initial direction is \(\mu\). The assertion is proved.

Now we recall the definition of the degree function on \(\mathfrak{B}(\lambda)_{cl}\) \((\lambda \in P_+\) introduced in [33]. Let \(i_{cl} : \tilde{P}_\lambda \to \hat{P}\) be the unique section of \(cl\) satisfying \(i_{cl}(\tilde{P}_\lambda) = P + Z \delta\). For \(\eta \in \mathfrak{B}(\lambda)_{cl}\), we denote by \(\pi_\eta\) the element in \(\mathfrak{B}_0(\lambda) \cap cl^{-1}(\eta)\) such that \(\iota(\pi_\eta) \in W \lambda\), which is unique by Lemma 5.15(ii), and define \(\text{Deg}(\eta) \in \mathbb{Z}\) by an integer satisfying

\[
\text{wt}(\pi_\eta) = i_{cl} \circ \text{wt}(\eta) - \delta \text{Deg}(\eta).
\]

We call \(\text{Deg}(\eta)\) the \textit{degree} of \(\eta\). By [33, Lemma 3.1.1], \(\text{Deg}(\eta) \leq 0\) follows for all \(\eta \in \mathfrak{B}(\lambda)_{cl}\).

**Remark 5.16.** The main theorem in [33] says that the degree function on \(\mathfrak{B}(\lambda)_{cl}\) where \(\lambda = \sum_{i \in I} \lambda_i \varpi_i\) can be identified with the energy function (see [13] on \(\bigotimes_{i \in I} B(W_q(\varpi)) \otimes W_i\) up to some constant through the isomorphism given in Theorem [5.13]

For \(\eta \in \mathfrak{B}(\lambda)_{cl}\), define

\[
\text{wt}_{\hat{P}}(\eta) = \text{wt}(\pi_\eta) = i_{cl} \circ \text{wt}(\eta) - \delta \text{Deg}(\eta) \in \hat{P}.
\]

We call \(\text{wt}_{\hat{P}}(\eta)\) the \(\hat{P}\)-weight of \(\eta\).

**Remark 5.17.** By the definition of \(\pi_\eta\), we have

\[
\{ \pi_\eta \ | \ \eta \in \mathfrak{B}(\lambda)_{cl} \} = \{ \pi \in \mathfrak{B}_0(\lambda) \ | \ \iota(\pi) \in P \}.
\]

Hence it follows that

\[
\sum_{\eta \in \mathfrak{B}(\lambda)_{cl}} e(\text{wt}_{\hat{P}}(\eta)) = \sum_{\eta \in \mathfrak{B}(\lambda)_{cl}} e(\text{wt}(\pi_\eta)) = \sum_{\pi \in \mathfrak{B}_0(\lambda)} e(\text{wt}(\pi)).
\]
Lemma 5.18. The following statements hold for every $\eta \in \mathcal{B}(\lambda)_{cl}$, where $\pi_0$ is understood as $0$.

(i) We have $\tilde{e}_i \pi_\eta = \pi_\tilde{e}_i \eta$ and $\tilde{f}_i \pi_\eta = \pi_{\tilde{f}_i} \eta$ for $i \in I$.

(ii) If $\tilde{e}_0 \eta \neq 0$, then we have $\tilde{f}_0 \pi_\eta = \pi_{\tilde{f}_0} \eta$.

Proof. (i) By the definition of the root operator, we have $\iota(\tilde{e}_i \pi_\eta) = \iota(\pi_\eta)$ or $\iota(\tilde{e}_i \pi_\eta) = s_i \iota(\pi_\eta)$. Hence $\iota(\tilde{e}_i \pi_\eta) \in W \lambda$ follows. Then since

$$\text{cl}(\tilde{e}_i \pi_\eta) = \tilde{e}_i \text{cl}(\pi_\eta) = \tilde{e}_i \eta,$$

$\tilde{e}_i \pi_\eta = \pi_\tilde{e}_i \eta$ holds by definition. The proof of $\tilde{f}_i \pi_\eta = \pi_{\tilde{f}_i} \eta$ is similar. (ii) If $\tilde{f}_0 \eta = 0$, (ii) follows since $\tilde{f}_0 \eta = \text{cl}(\tilde{f}_0 \pi_\eta)$. Assume $\tilde{f}_0 \eta \neq 0$, which also implies $\tilde{f}_0 \pi_\eta \neq 0$. Then it follows from the assumption and [25, Lemma 5.3] that

$$\iota(\tilde{f}_0 \pi_\eta) = \iota(\pi_\eta) \in W \lambda.$$

From this and $\text{cl}(\tilde{f}_0 \pi_\eta) = \tilde{f}_0 \eta$, $\tilde{f}_0 \pi_\eta = \pi_{\tilde{f}_0} \eta$ holds by definition. \qed

6 Decomposition of $\mathcal{B}(\Lambda) \otimes \mathcal{B}_0(\lambda)$

Throughout this section, we assume that $\Lambda \in \widehat{P}_+ \setminus \mathbb{Z} \delta$ and $\lambda \in P_+$. Our goal in this section is to show that $\mathcal{B}(\Lambda) \otimes \mathcal{B}_0(\lambda)$ is isomorphic to a direct sum of the crystal bases of integrable highest weight $U_q(\widehat{g})$-modules. This result is motivated by the tensor product rule in [26] (see also [12]).

6.1 Technical lemmas

Here we prepare several technical lemmas.

Lemma 6.1. Let $u$ be a real number such that $0 < u \leq 1$, and assume that $\pi \in \mathcal{B}_0(\lambda)$ satisfies

$$H^\pi_i(t) \geq -\langle \Lambda, \alpha_i^\vee \rangle \quad \text{for all } t \in [0, u], \; i \in \widehat{I}. \quad (6.1)$$

(i) For any $i \in \widehat{I}$ such that $\tilde{e}_i (\pi_\Lambda * \pi) \neq 0$, we have $\tilde{e}_i \pi \neq 0$ and

$$\tilde{e}_i \pi(t) = \pi(t) \quad \text{for all } t \in [0, u]. \quad (6.2)$$

(ii) For any sequence $i_1, \ldots, i_k$ of elements of $\widehat{I}$ such that $\tilde{e}_{i_1} \cdots \tilde{e}_{i_k} (\pi_\Lambda * \pi) \neq 0$, we have $\tilde{e}_{i_1} \cdots \tilde{e}_{i_k} \pi \neq 0$ and

$$\tilde{e}_{i_1} \cdots \tilde{e}_{i_k} \pi(t) = \pi(t) \quad \text{for all } t \in [0, u].$$

Proof. It suffices to show (i) only since (ii) follows inductively from (i). Since $\tilde{e}_i (\pi_\Lambda * \pi) \neq 0$ we have $m^\pi_i \alpha_i^\vee \leq -1$, which implies from the definition of the concatenation that $m^\pi_i \leq -\langle \Lambda, \alpha_i^\vee \rangle - 1$. Hence $\tilde{e}_i \pi \neq 0$ follows, and the Lemma 5.3 (i) together with the assumption (6.1) implies (6.2). \qed

Lemma 6.2. There exist a positive integer $N$ and a sequence of real numbers $\underline{\sigma} = 0 = \sigma_0 < \sigma_1 < \cdots < \sigma_N = 1$ such that any $\pi \in \mathcal{B}_0(\lambda)$ has a unique expression in the form $(\mu_1, \ldots, \mu_N; \underline{\sigma})$. 
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Proof. Since the set \( \{ \pi_\eta \mid \eta \in \mathcal{B}(\lambda)_{cl} \} \) is finite, it is easily seen that there exist a positive integer \( N \) and a sequence of real numbers \( \sigma : 0 = \sigma_0 < \sigma_1 < \cdots < \sigma_N = 1 \) such that for any \( \eta \in \mathcal{B}(\lambda)_{cl} \), \( \pi_\eta \) has an expression in the form \( (\mu_1, \ldots, \mu_N; \mathfrak{g}) \). Note that we have

\[
\mathcal{B}_0(\lambda) = \{ \pi_\eta + \pi_{kd, \delta} \mid \eta \in \mathcal{B}(\lambda)_{cl}, k \in \mathbb{Z} \}
\]

by Lemma 5.15 and

\[
(\mu_1, \ldots, \mu_N; \mathfrak{g}) + \pi_{kd, \delta} = (\mu_1 + kd, \delta, \ldots, \mu_N + kd, \delta; \mathfrak{g})
\]

Hence any \( \pi \in \mathcal{B}_0(\lambda) \) has an expression in the form \( (\mu_1, \ldots, \mu_N; \mathfrak{g}) \). Since the uniqueness is obvious, the assertion is proved.

If a sequence \( \mathfrak{g} : 0 = \sigma_0 < \cdots < \sigma_N = 1 \) satisfies the condition of this lemma, we say that \( \mathfrak{g} \) is **sufficiently fine** for \( \lambda \).

**Remark 6.3.** Assume that \( \mathfrak{g} \) is sufficiently fine for \( \lambda \). Then for any \( \pi \in \mathcal{B}_0(\lambda) \), it is obvious that the function \( H^\pi_i(t) \) is strictly increasing, strictly decreasing, or constant on each \([\sigma_p, \sigma_{p+1}]\).

**Lemma 6.4.** Assume that \( \mathfrak{g} : 0 = \sigma_0 < \cdots < \sigma_N = 1 \) is sufficiently fine for \( \lambda \). Then for any \( \pi \in \mathcal{B}_0(\lambda), i \in I \) and \( M \in \mathbb{Z}_{\geq 0} \), we have

\[
\max\{ u \in [0, 1] \mid H^\pi_i(t) \geq -M \text{ for all } t \in [0, u] \} \in \{ \sigma_0, \sigma_1, \ldots, \sigma_N \}.
\]

**Proof.** Set

\[
u_0 = \max\{ u \in [0, 1] \mid H^\pi_i(t) \geq -M \text{ for all } t \in [0, u] \},
\]

and assume that \( u_0 \notin \{ \sigma_0, \sigma_1, \ldots, \sigma_N \} \). Since \( m^\pi_i \geq -M \) implies \( u_0 = 1 = \sigma_N \), we have \( m^\pi_i \leq -M - 1 \). Let \( p \in \{ 0, \ldots, N - 1 \} \) be the number such that \( \sigma_p < u_0 < \sigma_{p+1} \). By the definition of \( u_0 \) and the assumption that \( \mathfrak{g} \) is sufficiently fine, we have that

\[
H^\pi_i(\sigma_p) > -M, \ H^\pi_i(u_0) = -M \text{ and } H^\pi_i(\sigma_{p+1}) < -M.
\]

Let \( q = -M - m^\pi_i \). We have from (5.1) that

\[
m^\pi_i \leq -M - 1 \text{ for } r < q \text{ and } m^\pi_i = -M.
\]

From this and \( H^\pi_i(t) \geq -M \) for all \( t \in [0, u_0] \), we can show inductively using Lemma 5.3 (i) that

\[
\tilde{e}^\pi_i(t) = \pi(t) \text{ for all } t \in [0, u_0].
\]

Hence we have \( H^\pi_i(\sigma_p) > -M \) and \( H^\pi_i(u_0) = -M \). On the other hand, we have \( H^\pi_i(\sigma_{p+1}) \geq -M \) since \( m^\pi_i = -M \), which contradicts the assumption that \( \mathfrak{g} \) is sufficiently fine. Hence the lemma follows.

For a subset \( J \) of \( \hat{I} \), we denote by \( \hat{W}_J \) the subgroup of \( \hat{W} \) generated by simple reflections \( \{ s_i \mid i \in J \} \). It is well-known that \( \hat{W}_J \) is finite if \( J \) is proper.
Lemma 6.5. Let $J$ be a proper subset of $\hat{I}$. Then for any $\pi \in B_0(\lambda)$, the set $\{\varepsilon_{i_1} \cdots \varepsilon_{i_s} \pi \mid s \geq 0, \ i_k \in J\} \setminus \{0\}$ is finite.

Proof. Assume that $\sigma : 0 = \sigma_0 < \cdots < \sigma_N = 1$ is sufficiently fine for $\lambda$, and let $(\mu_1, \ldots, \mu_N; \varpi)$ be the expression of $\pi$. By the definition of root operators and the sufficiently fineness of $\varpi$, it follows that

$$\{\varepsilon_{i_1} \cdots \varepsilon_{i_s} \pi \mid s \geq 0, \ i_k \in J\} \setminus \{0\} \subseteq \{(w_1 \mu_1, \ldots, w_N \mu_N; \varpi) \mid w_j \in \hat{W}_J\}.$$ 

Since $\hat{W}_J$ is a finite set so is the right hand side, which proves the assertion. □

Lemma 6.6. For any $\pi \in B_0(\lambda)$ and $u \in [0, 1]$, a subset $\{i \in \hat{I} \mid H_i^u(\pi) = -\langle \lambda, \alpha_i^\vee \rangle\}$ of $\hat{I}$ is proper.

Proof. Let $(\mu_1, \ldots, \mu_N; \varpi)$ be an expression of $\pi$. Recall that if $\sigma_{p-1} \leq u \leq \sigma_p$, we have

$$\pi(u) = \sum_{1 \leq \rho' \leq p-1} (\sigma_{\rho'} - \sigma_{\rho'-1}) \mu_{\rho'} + (u - \sigma_{\rho'-1}) \mu_{\rho'}.$$ 

Since $\mu_j \in \hat{W} \lambda = W \lambda + d_j \mathbb{Z} \delta, \langle \mu_j, K \rangle = 0$ holds for all $1 \leq j \leq s$. Hence $\langle \pi(u), K \rangle = 0$ holds. Then we have

$$\langle \pi(u) + \Lambda, K \rangle = \langle \Lambda, K \rangle > 0,$$

which implies $\langle \pi(u) + \Lambda, \alpha_i^\vee \rangle \neq 0$ for some $i \in \hat{I}$. The assertion is proved. □

6.2 Decomposition of $B(\Lambda) \otimes B_0(\lambda)$

Set $\mathbb{B}_0(\lambda)^{\Lambda} = \{\pi \in B_0(\lambda) \mid m_i^\pi \geq -\langle \Lambda, \alpha_i^\vee \rangle \text{ for all } i \in \hat{I}\}$.

Note that $\Lambda + \pi_0(1) \in \hat{P}_+$ if $\pi_0 \in \mathbb{B}_0(\lambda)^{\Lambda}$.

Proposition 6.7. We have

$$\mathbb{B}_0(\Lambda) \ast \mathbb{B}_0(\lambda) = \bigoplus_{\pi_0 \in \mathbb{B}_0(\lambda)^{\Lambda}} C(\pi_\Lambda \ast \pi_0).$$

Proof. If $\pi_0 \in \mathbb{B}_0(\lambda)^{\Lambda}$, $\pi_\Lambda \ast \pi_0$ satisfies $m_i^{\pi_\Lambda \ast \pi_0} = 0$ for all $i \in \hat{I}$, which implies by Corollary 4.10 that there exists an isomorphism $U^\vee(\mathfrak{m})$-crystals from $C(\pi_\Lambda \ast \pi_0)$ to $\mathcal{B}(\Lambda + \pi_0(1))$ that maps $\pi_\Lambda \ast \pi_0$ to $b_{\Lambda + \pi_0(1)}$. From this isomorphism and 5.35, we have that

$$\{\pi \in C(\pi_\Lambda \ast \pi_0) \mid \varepsilon_i \pi = 0 \text{ for all } i \in \hat{I}\} = \{\pi_\Lambda \ast \pi_0\},$$

which implies that a sum $\bigcup_{\pi_0 \in \mathbb{B}_0(\lambda)^{\Lambda}} C(\pi_\Lambda \ast \pi_0)$ is disjoint. Hence we have

$$\mathbb{B}_0(\Lambda) \ast \mathbb{B}_0(\lambda) \supseteq \bigoplus_{\pi_0 \in \mathbb{B}_0(\lambda)^{\Lambda}} C(\pi_\Lambda \ast \pi_0).$$

We need to show the opposite containment. By Lemma 5.3, we can see for arbitrary $\pi_1 \ast \pi_2 \in \mathbb{B}_0(\Lambda) \ast \mathbb{B}_0(\lambda)$ that there exists a sequence $j_1, \ldots, j_s$ of elements of $\hat{I}$ such that

$$\varepsilon_{j_1} \cdots \varepsilon_{j_s}(\pi_1 \ast \pi_2) = \pi_\Lambda \ast \pi'_2 \text{ for some } \pi'_2 \in \mathbb{B}_0(\lambda).$$
Hence to show the opposite containment, it suffices to show for any \( \pi_2 \in B_0(\lambda) \) that there exists a sequence \( i_1, \ldots, i_k \) of elements of \( \tilde{I} \) such that
\[
\hat{e}_{i_1} \cdots \hat{e}_{i_k} (\pi_\Lambda * \pi_2) = \pi_\Lambda * \pi_0 \quad \text{for some } \pi_0 \in B_0(\lambda)^\Lambda.
\]
Let \( \sigma : 0 = \sigma_0 < \sigma_1 < \cdots < \sigma_N = 1 \) be a sufficiently fine sequence for \( \lambda \). By Lemma 6.4, there exists some \( 0 \leq p_0 \leq N \) such that
\[
\sigma_{p_0} = \max \{ u \in [0,1] \mid \chi_i^\sigma(t) \geq -\langle \Lambda, \alpha_i^\vee \rangle \text{ for all } t \in [0,u], \ i \in \tilde{I} \}.
\]
We shall show the above assertion by the descending induction on \( p_0 \). If \( p_0 = N \), we have \( \pi_2 \in B_0(\lambda)^\Lambda \) and there is nothing to prove. Assume \( p_0 < N \), and set
\[
J = \{ i \in \tilde{I} \mid \chi_i^\sigma(\sigma_{p_0}) = -\langle \Lambda, \alpha_i^\vee \rangle \},
\]
which is a proper subset of \( \tilde{I} \) by Lemma 6.6. It obviously follows that
\[
\{ \hat{e}_{i_1} \cdots \hat{e}_{i_s} (\pi_\Lambda * \pi_2) \mid s \geq 0, i_k \in J \setminus \{ 0 \} \leq \pi_\Lambda * \{ \hat{e}_{i_1} \cdots \hat{e}_{i_s} \pi_2 \mid s \geq 0, i_k \in J \setminus \{ 0 \},
\]
and since the right hand side is a finite set by Lemma 6.3, so is the left hand side. Hence we can see by weight consideration that there exists \( \pi_\Lambda * \pi'_2 \in \{ \hat{e}_{i_1} \cdots \hat{e}_{i_s} (\pi_\Lambda * \pi_2) \mid s \geq 0, i_k \in J \} \setminus \{ 0 \} \)
such that
\[
\hat{e}_i (\pi_\Lambda * \pi'_2) = 0 \quad \text{for all } i \in J.
\]
Note that we have from Lemma 6.1 (ii) and the definition of \( p_0 \) that
\[
\pi'_2(t) = \pi_2(t) \quad \text{for all } t \in [0,\sigma_{p_0}].
\]
Let \( 0 \leq p'_0 \leq N \) be an integer such that
\[
\sigma_{p'_0} = \max \{ u \in [0,1] \mid \chi_i^\sigma(t) \geq -\langle \Lambda, \alpha_i^\vee \rangle \text{ for all } t \in [0,u], \ i \in \tilde{I} \}.
\]
We have \( m_{i_1} \pi_{\lambda * \pi'_2} = 0 \) for \( i \in J \) by (6.3), which implies that \( \chi_i^\sigma(t) \geq -\langle \Lambda, \alpha_i^\vee \rangle \) for all \( i \in J \) and \( t \in [0,1] \). On the other hand if \( i \in \tilde{I} \setminus J \), we have from (6.4) and the definition of \( J \) that
\[
\chi_i^\sigma(t) \geq -\langle \Lambda, \alpha_i^\vee \rangle \quad \text{for all } t \in [0,\sigma_{p_0}] \quad \text{and} \quad \chi_i^\sigma(\sigma_{p_0}) > -\langle \Lambda, \alpha_i^\vee \rangle.
\]
Hence we have \( p'_0 > p_0 \), which together with the induction hypothesis completes the proof of the assertion. Now the proposition is proved. \( \square \)

By Proposition 5.7, Theorem 5.9 and Corollary 5.10, the above proposition implies the following corollary. This is some sort of generalization of [12, Theorem 1.6] in which \( g = sl_{\ell+1} \) and \( \lambda = m \pi_1 \) are assumed, and [20, Theorem 4.3.2] in which \( g \) is general and \( \lambda \) is a minuscule fundamental weight.

**Corollary 6.8.** We have
\[
B(\Lambda) \otimes B_0(\lambda) \cong \bigoplus_{\pi_0 \in B_0(\lambda)^\Lambda} B\left( \Lambda + \pi_0(1) \right)
\]
as \( U_q(\mathfrak{g}) \)-crystals, where the given isomorphism maps \( b_\Lambda \otimes \pi_0 \) for each \( \pi_0 \in B_0(\lambda)^\Lambda \) to \( b_{\Lambda + \pi_0(1)} \in B(\Lambda + \pi_0(1)) \).
Lemma 6.9. Assume that $\sigma : 0 = \sigma_0 < \cdots < \sigma_N = 1$ is sufficiently fine for $\lambda$ and $\pi_2 \in \mathcal{B}(\lambda)$. Let $0 \leq p_0 \leq N$ be an integer such that
\[
\sigma_{p_0} = \max\{u \in [0, 1] \mid H^{\pi_2}_i(t) \geq -\langle \lambda, \alpha_i^\vee \rangle \text{ for all } t \in [0, u], i \in \hat{I}\},
\]
and assume $p_0 < N$. Let $J = \{i \in \hat{I} \mid H^{\pi_2}_i(p_0) = -\langle \lambda, \alpha_i^\vee \rangle\}$. Then there exists $\pi'_2 \in \mathcal{B}_0(\lambda)$ such that
\[
\pi \ast \pi'_2 \in \{\bar{e}_{i_1} \cdot \cdots \cdot \bar{e}_{i_s} (\pi \ast \pi_2) \mid s \geq 0, i_k \in J\} \setminus \{0\}
\]
and $p'_0 > p_0$, where $p'_0$ denotes the integer defined by
\[
\sigma_{p'_0} = \max\{u \in [0, 1] \mid H^{\pi'_2}_i(t) \geq -\langle \lambda, \alpha_i^\vee \rangle \text{ for all } t \in [0, u], i \in \hat{I}\}.
\]

7 Relations among Demazure crystals, $\mathcal{B}_0(\lambda)$ and $\mathcal{B}(\lambda)_{\text{cl}}$

7.1 Demazure crystals

For a $U_q(\mathfrak{g})$-crystal $\mathcal{B}$ and a subset $\mathcal{C} \subseteq \mathcal{B}$, we define a subset $\mathcal{F}_i\mathcal{C}$ of $\mathcal{B}$ for $i \in \hat{I}$ by
\[
\mathcal{F}_i\mathcal{C} = \{\bar{f}_ib \mid b \in \mathcal{C}, k \geq 0\} \setminus \{0\},
\]
and for a sequence $i : i_1, i_2, \ldots, i_m$ of elements of $\hat{I}$, we define $\mathcal{F}_i\mathcal{C}$ by
\[
\mathcal{F}_i\mathcal{C} = \mathcal{F}_{i_1}\mathcal{F}_{i_2} \cdots \mathcal{F}_{i_m}\mathcal{C}.
\]

For the notational convenience, we set $\mathcal{F}_b\mathcal{C} = \mathcal{C}$ and $\mathcal{F}_b = \mathcal{F}_i\{b\}$ for $b \in \mathcal{B}$.

Let $\Lambda \in \hat{P}_+, w \in \hat{W}$, and $w = i_1 \cdots i_m$ a reduced expression.

Proposition 7.1 ([20]). The subset
\[
\mathcal{B}_w(\Lambda) = \mathcal{F}_{i_1} \cdots \mathcal{F}_{i_m} \mathcal{B}_\Lambda \subseteq \mathcal{B}(\Lambda)
\]
is independent of the choice of the reduced expression.

Definition 7.2. We call $\mathcal{B}_w(\Lambda)$ the Demazure crystal associated with $\Lambda$ and $w$. (Note that $\mathcal{B}_w(\Lambda)$ does not have a $U_q(\mathfrak{g})$-crystal structure).

Demazure crystals are known to have the following properties:

Proposition 7.3 ([20]). (i) For any $i \in \hat{I}$, we have $\bar{e}_i\mathcal{B}_w(\Lambda) \subseteq \mathcal{B}_w(\Lambda) \cup \{0\}$.
(ii) We have
\[
\text{ch}_\mathfrak{h} V_w(\Lambda) = \sum_{b \in \mathcal{B}_w(\Lambda)} e(\text{wt}(b)).
\]

Lemma 7.4. (i) For any $i \in \hat{I}$ and $w \in \hat{W}$, we have
\[
\mathcal{F}_i\mathcal{B}_w(\Lambda) = \begin{cases} 
\mathcal{B}_{s_iw}(\Lambda) & \text{if } s_iw > w, \\
\mathcal{B}_w(\Lambda) & \text{if } s_iw < w.
\end{cases}
\]
(ii) For an arbitrary sequence $i : i_1, \ldots, i_m$ of elements of $\hat{I}$, there exists some $w \in \hat{W}$ such that $\mathcal{F}_i\mathcal{B}_\Lambda = \mathcal{B}_w(\Lambda)$. 

The assertion (ii) can be shown inductively from (i).

3.11, and hence (i) follows since

Assume

Since

Indeed if this is true, since

\[ \langle w, \alpha \rangle \leq 0 \]

for all \( i \in J \).

Proof. It suffices to show that there exists \( w \in \hat{W} \) satisfying

\[ \mathcal{F}_i b_\Lambda = B_w(\Lambda), \quad \text{and} \quad \langle w, \alpha \rangle \leq 0 \]

for all \( i \in J \).

Proposition 7.5. Let \( J \) be a proper subset of \( \hat{I} \), and \( \Lambda : i_1, \ldots, i_m \) a sequence of \( \hat{I} \). We assume that there exists some \( 1 \leq m' \leq m \) such that \( i_k \in J \) for all \( 1 \leq k \leq m' \) and \( s_{i_1} \cdots s_{i_m} \) is a reduced expression of the longest element of \( \hat{W}_J \).

Then there exists some element \( w \in \hat{W} \) satisfying

\[ \mathcal{F}_i b_\Lambda = B_w(\Lambda), \quad \text{and} \quad \langle w, \alpha \rangle \leq 0 \]

for all \( i \in J \).

Moreover, this Demazure crystal \( B_w(\Lambda) \) satisfies

\[ \mathcal{F}_i B_w(\Lambda) \subseteq B_w(\Lambda) \cup \{0\} \]

for all \( i \in J \).

Proof. It suffices to show that there exists \( w \in \hat{W} \) satisfying

\[ \mathcal{F}_i b_\Lambda = B_w(\Lambda), \quad \text{and} \quad s_i w < w \]

for all \( i \in J \).

Indeed if this is true, since \( s_i w < w \) if and only if \( w^{-1}\alpha_i \) is a negative root of \( \hat{\Delta} \)

\[ \langle w, \alpha \rangle = 0 \]

for all \( i \in J \), and (7.1) also follows from Lemma 7.4 (i). We shall show by the descending induction on \( k \) that there exists an element \( w_k \in \hat{W} \) for each \( 1 \leq k \leq m' + 1 \) satisfying the following two conditions: \( \mathcal{F}_{i_k, \ldots, i_m} b_\Lambda = B_{w_k}(\Lambda) \) holds, and \( w_k \) has a reduced expression in the form

\[ w_k = s_{i_k} \cdots s_{i_m} s_{i_1} \cdots s_{i_j} \quad \text{for some} \quad \ell \in \mathbb{Z}_{\geq 0}, \quad j, \ldots, j \in \hat{I} \]

Since \( w = w_1 \) satisfies (7.2), this completes the proof. The assertion for \( k = m' + 1 \) follows from Lemma 7.4 (ii) since the second condition is trivial in this case. Assume \( k \leq m' \). By the induction hypothesis, \( w_{k+1} \) has a reduced expression in the form

\[ w_{k+1} = s_{i_k} \cdots s_{i_m} s_{i_1} \cdots s_{i_j} \]

If \( s_{i_k} w_{k+1} > w_{k+1} \), then \( w_k = s_{i_k} w_{k+1} \) obviously satisfies the required conditions since we have

\[ \mathcal{F}_{i_k, \ldots, i_m} b_\Lambda = \mathcal{F}_{i_k} B_{w_{k+1}}(\Lambda) = B_{w_k}(\Lambda) \]

by Lemma 7.4 (i). Assume that \( s_{i_k} w_{k+1} < w_{k+1} \). Then by the exchange condition, there exists some \( k + 1 \leq p \leq m' \) such that

\[ s_{i_k} s_{i_{k+1}} \cdots s_{i_p} = s_{i_{k+1}} \cdots s_{i_p} \]

or there exists some \( 1 \leq q \leq k \) such that

\[ s_{i_k} s_{i_{k+1}} \cdots s_{i_m} s_{i_1} \cdots s_{i_j} = s_{i_{k+1}} \cdots s_{i_m} s_{i_1} \cdots s_{i_j} \]

However, the first case cannot occur since \( s_{i_1} \cdots s_{i_m} \) is reduced, and hence the second case occurs. Then

\[ w_{k+1} = s_{i_k} s_{i_{k+1}} \cdots s_{i_m} s_{i_1} \cdots s_{i_j} \]

is a reduced expression of \( w_{k+1} \). Since we have from Lemma 7.4 (i) that

\[ \mathcal{F}_{i_k, \ldots, i_m} b_\Lambda = \mathcal{F}_{i_k} B_{w_{k+1}}(\Lambda) = B_{w_{k+1}}(\Lambda), \]

\( w_k = w_{k+1} \) satisfies the required conditions, and the assertion is proved. \( \square \)
7.2 Demazure crystal decomposition of \( b_\Lambda \otimes B_0(\lambda) \)

Throughout the rest of this section, we assume that \( \Lambda \in \hat{P}_+ \setminus \mathbb{Z} \delta, \lambda \in P_+ \) and a sequence of real numbers \( \sigma : 0 = \sigma_0 < \cdots < \sigma_N = 1 \) is sufficiently fine for \( \lambda \). Denote by \( \hat{I}_\Lambda \) the proper subset of \( \hat{I} \) defined by

\[
\hat{I}_\Lambda = \{ i \in \hat{I} | \langle \Lambda, \alpha_i^\vee \rangle = 0 \}.
\]

This subsection is devoted to show the following proposition. The proof is carried out in the similar line as [24, Proposition 12].

**Proposition 7.6.** For each \( \pi_0 \in B_0(\lambda)^\Lambda \), there exists some \( w_{\pi_0} \in \hat{W} \) such that the image of a subset \( b_\Lambda \otimes B_0(\lambda) \) of \( \mathcal{B}(\lambda) \otimes B_0(\lambda) \) under the isomorphism given in Corollary 6.8 coincides with the disjoint union of the Demazure crystals

\[
\prod_{\pi_0 \in B_0(\lambda)^\Lambda} B_{w_{\pi_0}}(\Lambda + \pi_0(1)).
\]

Moreover, each \( w_{\pi_0} \) satisfies \( (w_{\pi_0}(\Lambda + \pi_0(1)), \alpha_i^\vee) \leq 0 \) for all \( i \in \hat{I}_\Lambda \).

**Lemma 7.7.** Let \( 0 < u \leq 1 \) be a real number, \( J \) a subset of \( \hat{I} \), and \( \pi \in B_0(\lambda) \) a path satisfying for all \( i \in J \) that

\[
H_i^\pi(t) \geq -\langle \Lambda, \alpha_i^\vee \rangle \quad \text{for all } t \in [0, u] \quad \text{and} \quad H_i^\pi(u) = -\langle \Lambda, \alpha_i^\vee \rangle. \tag{7.3}
\]

(i) For \( i \in J \) such that \( \bar{f}_i(\pi_\Lambda \ast \pi) \neq 0 \), we have

\[
\bar{f}_i(\pi_\Lambda \ast \pi) = \pi_\Lambda \ast \bar{f}_i \pi \quad \text{and} \quad \bar{f}_i \pi(t) = \pi(t) \quad \text{for all } t \in [0, u].
\]

(ii) For a sequence \( i_1, \ldots, i_s \) of elements of \( J \) such that \( \bar{f}_{i_1} \cdots \bar{f}_{i_s}(\pi_\Lambda \ast \pi) \neq 0 \), we have

\[
\bar{f}_{i_1} \cdots \bar{f}_{i_s}(\pi_\Lambda \ast \pi) = \pi_\Lambda \ast (\bar{f}_{i_1} \cdots \bar{f}_{i_s} \pi) \quad \text{and} \quad \bar{f}_{i_1} \cdots \bar{f}_{i_s} \pi(t) = \pi(t) \quad \text{for all } t \in [0, u].
\]

**Proof.** It suffices to show (i) only since (ii) can be proved inductively from this. We have from (5.1) and (7.3) that

\[
\varphi_i(\pi_\Lambda) = \langle \Lambda, \alpha_i^\vee \rangle \quad \text{and} \quad \varepsilon_i(\pi) = -m_i^\pi \geq \langle \Lambda, \alpha_i^\vee \rangle.
\]

Hence \( \bar{f}_i(\pi_\Lambda \ast \pi) = \pi_\Lambda \ast \bar{f}_i \pi \) follows by (5.3). From Lemma 5.3 (ii) and (7.3), \( \bar{f}_i \pi(t) = \pi(t) \) follows for all \( t \in [0, u] \), and (i) is proved. \( \square \)

For each \( \pi_0 \in B_0(\lambda)^\Lambda \), we define a sequence \( i_{\pi_0} \) of elements of \( \hat{I} \) as follows. For \( 0 \leq p \leq N - 1 \), set

\[
J^p = \{ i \in \hat{I} | H_i^{\pi_0}(\sigma_p) = -\langle \Lambda, \alpha_i^\vee \rangle \}.
\]

Note that \( J^p \) is a proper subset by Lemma 6.6 and hence \( \hat{W}_{J^p} \) is finite. When \( J^p \neq \emptyset \), fix a sequence \( \mathbf{i}^p : i_1^p, \ldots, i_{m_p}^p \) of elements of \( J^p \) so that \( s_{i_1^p} \cdots s_{i_{m_p}^p} \) is a reduced expression of the longest element of \( \hat{W}_{J^p} \). When \( J^p = \emptyset \) we set \( \mathbf{i}^p = \emptyset \). Then a sequence \( i_{\pi_0} \) is defined by \( \mathbf{i}^0, \mathbf{i}^1, \ldots, \mathbf{i}^{N-1} \). The following lemma is essential for the proof of Proposition 7.7.
Lemma 7.8. For \( \pi_0 \in B_0(\lambda)^A \), we have
\[
C(\pi_A * \pi_0) \cap (\pi_A * B_0(\lambda)) = F_{\pi_0}(\pi_A * \pi_0).
\]

Proof. For \( 0 \leq p \leq N \), set \( i^{\geq p} = i^p, i^{p+1}, \ldots, i^{N-1} \) and
\[
B_0(\lambda)^p = \{ \pi \in B_0(\lambda) \mid \pi(t) = \pi_0(t) \text{ for all } t \in [0, \sigma_p] \}.
\]

We shall show by the descending induction on \( p \) that
\[
C(\pi_A * \pi_0) \cap (\pi_A * B_0(\lambda)^p) = F_{i^{\geq p}}(\pi_A * \pi_0),
\]
which for \( p = 0 \) is the assertion of the lemma. If \( p = N \), there is nothing to prove. Assume \( p < N \). Since
\[
\pi_A * B_0(\lambda)^{p+1} \supseteq F_{i^{p+1}}(\pi_A * \pi_0)
\]
follows by the induction hypothesis, in order to show the containment \( \supseteq \) it suffices to show that
\[
\pi_A * B_0(\lambda)^p \supseteq F_{i^{p}}(\pi_A * B_0(\lambda)^{p+1}).
\]

Let \( \pi \in B_0(\lambda)^{p+1} \). Since \( H_{\pi}^p(t) = H_{\pi^{p+}}^p(t) \) for all \( t \in [0, \sigma_{p+1}] \) and \( i \in \tilde{I} \), we have for all \( i \in J^p \) that
\[
H_{\pi}^i(t) \geq -\langle \Lambda, \alpha_i^\gamma \rangle \quad \forall t \in [0, \sigma_p] \quad \text{and} \quad H_{\pi}^i(\sigma_p) = -\langle \Lambda, \alpha_i^\gamma \rangle.
\]

Hence for any sequence \( i_1, \ldots, i_s \) of elements of \( J^p \) satisfying \( \tilde{f}_{i_1} \cdots \tilde{f}_{i_s} (\pi_A * \pi) \neq 0 \), we have from Lemma 6.1 (ii) that
\[
\tilde{f}_{i_1} \cdots \tilde{f}_{i_s} (\pi_A * \pi) = \pi_A * (\tilde{f}_{i_1} \cdots \tilde{f}_{i_s} \pi)
\]
and
\[
\tilde{f}_{i_1} \cdots \tilde{f}_{i_s} \pi(t) = \pi(t) = \pi_0(t) \quad \forall t \in [0, \sigma_p],
\]
which implies \( \pi_A * B_0(\lambda)^p \supseteq F_{i^p}(\pi_A * \pi) \) as required. The containment \( \supseteq \) is proved.

Now we show the opposite containment \( \subseteq \). Suppose that \( \pi \in B_0(\lambda)^p \) satisfies \( \pi_A * \pi \in C(\pi_A * \pi_0) \), and define \( p_0 \in \{1, \ldots, N\} \) by an integer satisfying
\[
\sigma_{p_0} = \max \{ u \in [0,1] \mid H_{\pi}^u(t) \geq -\langle \Lambda, \alpha_i^\gamma \rangle \quad \forall t \in [0, u], \quad i \in \tilde{I} \}.
\]

Note that \( p_0 \geq p \) since \( \pi \in B_0(\lambda)^p \). Since there exists a sequence \( j_1, \ldots, j_\ell \) of elements of \( \tilde{I} \) such that
\[
\tilde{e}_{j_1} \cdots \tilde{e}_{j_\ell} (\pi_A * \pi) = \pi_A * (\tilde{e}_{j_1} \cdots \tilde{e}_{j_\ell} \pi) = \pi_A * \pi_0,
\]
we have from Lemma 6.1 (ii) that \( \pi_0(t) = \pi(t) \) for all \( t \in [0, \sigma_{p_0}] \). Hence \( \pi \in B_0(\lambda)^{p_0} \) follows. If \( p_0 > p \), we have from the induction hypothesis that
\[
\pi_A * \pi \in C(\pi_A * \pi_0) \cap (\pi_A * B_0(\lambda)^{p_0}) \subseteq F_{i^{\geq p_0}}(\pi_A * \pi_0) \subseteq F_{i^{\geq p}}(\pi_A * \pi_0).
\]

Assume that \( p_0 = p \). Then by Lemma 6.9 there exists \( \pi' \in B_0(\lambda) \) such that
\[
\pi_A * \pi' \in \{ \tilde{e}_{i_1} \cdots \tilde{e}_{i_s} (\pi_A * \pi) \mid s \geq 0, i_k \in J^p \} \setminus \{0\} \quad (7.4)
\]
and \( p'_0 > p \), where \( p'_0 \) is the integer satisfying

\[
\sigma_{p'_0} = \max \{ u \in [0, 1) \mid H^u_i(t) \geq -\langle \lambda, \alpha_i \rangle \text{ for all } t \in [0, u], i \in \tilde{I} \}.
\]

Similar argument as above shows that \( \pi' \in \mathbb{B}_0(\lambda)^{p'_0} \), and then

\[
\pi_\Lambda + \pi' \in \pi_\Lambda \ast \mathbb{B}_0(\lambda)^{p'_0} \subseteq F_{I_{1\geq p}'}(\pi_\Lambda * \pi_0) \subseteq F_{I_{1\geq p}}(\pi_\Lambda * \pi_0)
\]

follows by the induction hypothesis. By Proposition 7.5 and \( \pi_0 \), Similar argument as above shows that

\[
\tilde{f}_i F_{I_{1\geq p}}(\pi_\Lambda * \pi_0) \subseteq F_{I_{1\geq p}}(\pi_\Lambda * \pi_0) \cup \{0\}.
\]

Hence we have from (7.4) that

\[
\pi_\Lambda * \pi \in \{ \tilde{f}_{i_1} \cdots \tilde{f}_{i_s}(\pi_\Lambda * \pi') \mid s \geq 0, i_k \in J^p \} \setminus \{0\} \subseteq F_{I_{1\geq p}}(\pi_\Lambda * \pi_0),
\]

and the containment \( \subseteq \) is proved.

**Proof of Proposition 7.6.** For \( \pi_0 \in \mathbb{B}_0(\lambda)^{A} \), Lemma 7.8 implies that the image of \( C(b_\Lambda \otimes \pi_0) \cap (b_\Lambda \otimes \mathbb{B}_0(\lambda)) \) under the isomorphism given in Corollary 6.8 is \( F_{I_{1\geq p} b_{\Lambda + \pi_0(1)}} \). By Proposition 7.5 there exists an element \( w_{\pi_0} \in \check{W} \) satisfying

\[
F_{I_{1\geq p}} b_{\Lambda + \pi_0(1)} = \mathbb{B}_{w_{\pi_0}}(\Lambda + \pi_0(1)), \quad \text{and} \quad \langle w_{\pi_0}(\Lambda + \pi_0(1)), \alpha_i^\vee \rangle \leq 0 \quad \text{for all } i \in J^0 = \tilde{I}_\Lambda.
\]

Now the proposition follows since we have

\[
b_\Lambda \otimes \mathbb{B}_0(\lambda) = \coprod_{\pi_0 \in \mathbb{B}_0(\lambda)^{A}} C(b_\Lambda \otimes \pi_0) \cap (b_\Lambda \otimes \mathbb{B}_0(\lambda)).
\]

**Remark 7.9.** Let \( \mathcal{B} \) be a \( U_q(\widehat{\mathfrak{g}}) \)-crystal with a weight map \( wt: \mathcal{B} \to \check{P} \). Then we can regard \( \mathcal{B} \) naturally as a \( U'_q(\widehat{\mathfrak{g}}) \)-crystal by replacing the weight map with \( cl \circ wt: \mathcal{B} \to \check{P}_{cl} \).

Similarly as \( \mathbb{B}_0(\lambda)^{A} \), we define \( \mathbb{B}(\lambda)^{cl} \) by

\[
\mathbb{B}(\lambda)^{cl} = \{ \eta \in \mathbb{B}(\lambda)^{cl} \mid \langle \eta(t), \alpha_i^\vee \rangle \geq -\langle \Lambda, \alpha_i^\vee \rangle \text{ for all } t \in [0, 1], i \in \tilde{I} \}.
\]

It is easily checked that

\[
\mathbb{B}(\lambda)^{cl} = \coprod_{\eta_0 \in \mathbb{B}(\lambda)^{cl}} cl^{-1}(\eta_0) \cap \mathbb{B}_0(\lambda). \quad (7.5)
\]

Similarly as a \( U_q(\widehat{\mathfrak{g}}) \)-crystal, for a \( U'_q(\widehat{\mathfrak{g}}) \)-crystal \( \mathcal{B} \) and an element \( b \in \mathcal{B} \) we denote by \( C(b) \) the connected component of \( \mathcal{B} \) containing \( b \).
Lemma 7.10. Let \( \eta_0 \in B(\lambda)_{\cl}^\Lambda \). Then for any \( \pi_0 \in \cl^{-1}(\eta_0) \cap B_0(\lambda) \subseteq B_0(\lambda)^\Lambda \), the map \( \id \otimes \cl : B(\Lambda) \otimes B_0(\lambda) \to B(\Lambda) \otimes B(\lambda)_{\cl} \) induces an isomorphism of \( U'_q(\widehat{\mathfrak{g}}) \)-crystals from \( C(b_{\lambda} \otimes \pi_0) \) to \( C(b_{\lambda} \otimes \eta_0) \).

Proof. By the definition of \( \cl : \mathbb{P} \to \mathbb{P}_{\cl} \) in Subsection 5.2 we can see that \( \id \otimes \cl \) preserves \( \mathfrak{p}_{\cl} \)-weights, \( \tilde{e}_i, \tilde{f}_i \), and commutes with root operators. Hence it suffices to show that the induced map is bijective. The surjectivity is obvious.

Let us show the injectivity. Let \( b \otimes \eta \in C(b_{\lambda} \otimes \eta_0) \) with \( b \in B(\Lambda) \) and \( \eta \in B(\lambda)_{\cl} \), and take \( \pi_1, \pi_2 \in B_0(\lambda) \) such that

\[
b \otimes \pi_j \in C(b_{\lambda} \otimes \pi_0) \quad \text{and} \quad \cl(\pi_j) = \eta
\]

for \( j = 1, 2 \). By Lemma 5.13(i), there exists \( k \in \mathbb{Z} \) such that \( \pi_2 = \pi_1 + \pi_{\delta_{k, d}} \).

By \( C(b_{\lambda} \otimes \pi_0) \cong B(\Lambda + \pi_0(1)) \), there exists a sequence \( \tilde{e}_{i_1}, \ldots, \tilde{e}_{i_s} \) of elements of \( \tilde{I} \) such that \( \tilde{e}_{i_1} \cdots \tilde{e}_{i_s}(b \otimes \pi_1) = b_{\lambda} \otimes \pi_0 \), and then it is easily seen (cf. [11, Lemma 3.3.1]) that

\[
\tilde{e}_{i_1} \cdots \tilde{e}_{i_s}(b \otimes \pi_2) = \tilde{e}_{i_1} \cdots \tilde{e}_{i_s}(b \otimes (\pi_1 + \pi_{\delta_{k, d}})) = b_{\lambda} \otimes (\pi_0 + \pi_{\delta_{k, d}}).
\]

Hence \( b_{\lambda} \otimes (\pi_0 + \pi_{\delta_{k, d}}) \in C(b_{\lambda} \otimes \pi_0) \), which together with \( (5.5) \) implies \( k = 0 \).

Therefore we have \( \pi_1 = \pi_2 \), and the injectivity follows.

Recall that we have

\[
B(\Lambda) \otimes B_0(\lambda) = \bigoplus_{\pi_0 \in B_0(\lambda)^\Lambda} C(b_{\lambda} \otimes \pi_0)
\]

by Proposition 6.7. Applying \( \id \otimes \cl \) to this, we have from (7.5) that

\[
B(\Lambda) \otimes B(\lambda)_{\cl} = \bigoplus_{\eta_0 \in B(\lambda)_{\cl}^\Lambda} C(b_{\lambda} \otimes \eta_0). \quad (7.6)
\]

For each \( \eta_0 \in B(\lambda)_{\cl}^\Lambda \), fix an arbitrary \( \pi_{\eta_0} \in \cl^{-1}(\eta_0) \cap B_0(\lambda) \). Then the following proposition is obtained:

Proposition 7.11. (i) We have

\[
B(\Lambda) \otimes B(\lambda)_{\cl} \cong \bigoplus_{\eta_0 \in B(\lambda)_{\cl}^\Lambda} B(\Lambda + \pi_{\eta_0}(1))
\]

as \( U'_q(\widehat{\mathfrak{g}}) \)-crystals, where the given isomorphism maps each \( b_{\lambda} \otimes \eta_0 \in b_{\lambda} \otimes B(\lambda)_{\cl}^\Lambda \) to \( b_{\lambda} + \pi_{\eta_0}(1) \in B(\Lambda + \pi_{\eta_0}(1)) \).

(ii) Under the isomorphism given in (i), the image of the subset \( b_{\lambda} \otimes B(\lambda)_{\cl} \) coincides with the disjoint union of Demazure crystals

\[
\prod_{\eta_0 \in B(\lambda)_{\cl}^\Lambda} B_{w_{\eta_0}}(\Lambda + \pi_{\eta_0}(1)) \quad \text{for some} \quad w_{\eta_0} \in \tilde{W}.
\]

Moreover each \( w_{\eta_0} \) satisfies \( \langle w_{\eta_0}(\Lambda + \pi_{\eta_0}(1)), \alpha_i^+ \rangle \leq 0 \) for all \( i \in \tilde{I} \).

Proof. The assertion (i) follows from (7.6) since for each \( \eta_0 \in B(\lambda)_{\cl}^\Lambda \), we have from Lemma 7.10 and Corollary 6.8 that

\[
C(b_{\lambda} \otimes \eta_0) \cong C(b_{\lambda} \otimes \pi_{\eta_0}) \cong B(\Lambda + \pi_{\eta_0}(1))
\]

as \( U'_q(\widehat{\mathfrak{g}}) \)-crystals. The assertion (ii) also follows from these isomorphisms and Proposition 7.6. \( \square \)
8 Study on the decomposition of $b_{\Lambda_0} \otimes B(\lambda)_{cl}$

8.1 Preliminaries about the weight sum of $B(\lambda)_{cl}$

In the previous section, we have seen that $b_\Lambda \otimes B(\lambda)_{cl}$ coincides with the disjoint union of some Demazure crystals. In this section, we study in more detail this result with $\Lambda = \Lambda_0$.

First we prepare some notation. Let $\Lambda \in \hat{P}_+$ and $w \in \hat{W}$ be elements satisfying $w\Lambda = w_0\lambda + t\Lambda_0 + m\delta$ for some $\lambda \in P_+, t \in \mathbb{Z}_{>0}, m \in \mathbb{Z}$. Then we use the following notation which is compatible with that of modules:

$$B(\ell, \lambda)[m] = B_w(\Lambda).$$

Note that we have from Proposition 7.11 (ii) that

$$\text{ch}_S D(\ell, \lambda)[m] = \sum_{b \in B(\ell, \lambda)[m]} e(\text{wt}(b)).$$

Let $\Lambda \in P_+$ and $\eta_0 \in B(\Lambda)_{cl}^{\Lambda_0}$. Then $\pi_{\eta_0} \in \text{cl}^{-1}(\eta_0) \cap B_0(\Lambda)$ follows ($\pi_{\eta_0}$ is defined in Subsection 5.3). Hence from Proposition 7.11, we obtain an isomorphism

$$\kappa: B(\Lambda_0) \otimes B(\lambda)_{cl} \cong \bigoplus_{\eta_0 \in B(\Lambda)_{cl}^{\Lambda_0}} B(\Lambda_0 + \pi_{\eta_0}(1))$$

of $U_q(\widehat{g})$-crystals which satisfies $\kappa(b_{\Lambda_0} \otimes \eta_0) = b_{\Lambda_0 + \pi_{\eta_0}(1)}$ for all $\eta_0 \in B(\Lambda)_{cl}^{\Lambda_0}$.

**Lemma 8.1.** For each $\eta \in B(\lambda)_{cl}$, we have

$$\text{wt} \circ \kappa(b_{\Lambda_0} \otimes \eta) = \text{wt}(\pi_{\eta}) + \Lambda_0 = \text{wt}_{\hat{P}}(\eta) + \Lambda_0.$$

**Proof.** The second equality follows from the definition of the $\hat{P}$-weight of $\eta$. Let us show the first one. By (7.10), there exists some $\eta_0 \in B(\Lambda)_{cl}^{\Lambda_0}$ such that $b_{\Lambda_0} \otimes \eta \in C(b_{\Lambda_0} \otimes \eta_0)$. Recall that $\kappa$ is defined by the composition

$$C(b_{\Lambda_0} \otimes \eta_0) \rightarrow C(b_{\Lambda_0} \otimes \pi_{\eta_0}) \rightarrow B(\Lambda_0 + \pi_{\eta_0}(1)),$$

and the second isomorphism is of $U_q(\widehat{g})$-crystals. Hence it suffices to show that the first one, which we denote by $\kappa'$ here, satisfies $\kappa'(b_{\Lambda_0} \otimes \eta) = b_{\Lambda_0} \otimes \pi_{\eta}$. Let $i_1, \ldots, i_k$ be a sequence of elements of $\hat{I}$ such that

$$\tilde{f}_{i_1} \cdots \tilde{f}_{i_k}(b_{\Lambda_0} \otimes \eta_0) = b_{\Lambda_0} \otimes (\tilde{f}_{i_1} \cdots \tilde{f}_{i_k}\eta_0) = b_{\Lambda_0} \otimes \eta.$$

We show $\kappa'(b_{\Lambda_0} \otimes \eta) = b_{\Lambda_0} \otimes \pi_{\eta}$ by induction on $k$. If $k = 0$, there is nothing to prove. Assume $k > 0$. By the induction hypothesis, $\eta' = \tilde{f}_{i_1} \cdots \tilde{f}_{i_k}\eta_0$ satisfies $\kappa'(b_{\Lambda_0} \otimes \eta') = b_{\Lambda_0} \otimes \pi_{\eta'}$. Note that $\varepsilon_{i_1}(\eta') \geq \delta_{i_1,0}$ follows since $\tilde{f}_{i_1}(b_{\Lambda_0} \otimes \eta_0) = b_{\Lambda_0} \otimes \tilde{f}_{i_1}\eta$. Hence we have from Lemma 5.18 that

$$\kappa'(b_{\Lambda_0} \otimes \eta) = \kappa'(\tilde{f}_{i_1}(b_{\Lambda_0} \otimes \eta')) = \tilde{f}_{i_1}(b_{\Lambda_0} \otimes \pi_{\eta'}) = b_{\Lambda_0} \otimes \pi_{\eta}$$

as required. \qed

By Proposition 7.11 (ii), $\kappa(b_{\Lambda_0} \otimes B(\lambda)_{cl})$ is the disjoint union of some Demazure crystals in the form $B_{w_0}(\lambda')$ with $\lambda' \in \hat{P}_+$ of level 1 and $w \in \hat{W}$ satisfying $(w\Lambda', \alpha_i^\vee) \leq 0$ for all $i \in \hat{I}$, which can be written as $B(1, \mu)[n]$ for some $\mu \in P_+$ and $n \in \mathbb{Z}$. In conclusion, we have the following:
Proposition 8.2. Let $\lambda \in P_+$. Then there exist sequences $\mu_1, \ldots, \mu_\ell \in P_+$ and $n_1, \ldots, n_\ell \in \mathbb{Z}$ such that

$$\kappa(b_{\Lambda_0} \otimes B(\lambda)) = \bigsqcup_{1 \leq j \leq \ell} B(1, \mu_j)[n_j].$$

Moreover we have $\text{wt} \circ \kappa(b_{\Lambda_0} \otimes \eta) = \text{wt}_{\hat{P}}(\eta) + \Lambda_0$ for all $\eta \in B(\lambda)$.

Corollary 8.3.

$$\sum_{\eta \in B(\lambda)} e(\text{wt}_{\hat{P}}(\eta)) = \sum_{1 \leq j \leq \ell} \text{ch}_{\hat{P}}(1, \mu_j)[n_j].$$

If $g$ is simply laced, $\mu_j$’s and $n_j$’s in Corollary 8.3 are easily determined from a result in [10]:

Proposition 8.4. If $g$ is simply laced, then we have

$$\sum_{\eta \in B(\lambda)} e(\text{wt}_{\hat{P}}(\eta)) = \text{ch}_{\hat{P}}(1, \lambda)[0].$$

Proof. From [10] Proposition 3], we have $\kappa(b_{\Lambda_0} \otimes B(\lambda)) = B(1, \lambda)[n]$ for some $n \in \mathbb{Z}$. Since $\pi_{\eta(\lambda)} = \pi_{\lambda}$ follows by definition, we have

$$\text{wt} \circ \kappa(b_{\Lambda_0} \otimes \eta_{\delta(\lambda)}) = \lambda + \Lambda_0.$$

Hence $B(1, \lambda)[n]$ contains an element of weight $\lambda + \Lambda_0$, which forces $n = 0$. 

The decompositions being more complicated when $g$ is non-simply laced, it is hard to determine $\mu_j$’s and $n_j$’s by straightforward calculations for general $\lambda$. In the fundamental weight case, however, the following proposition is obtained using a result in [23] and Theorem 5.13:

Proposition 8.5. For general $g$ and each $i \in I$, we have

$$\sum_{\eta \in B(\omega_i)} e(\text{wt}_{\hat{P}}(\eta)) = \text{ch}_{\hat{P}}(1, \omega_i)[0].$$

Proof. Since $B(\omega_i)$ is isomorphic to $B(W_j(\omega_i))$ by Theorem 5.13 (ii), $\kappa(b_{\Lambda_0} \otimes B(\omega_i)) = B(1, \omega_i)[n]$ follows for some $n \in \mathbb{Z}$ by [23] Corollary 4.8. The rest of the proof is the same as that of Proposition 8.4.

Corollary 8.6. If $\lambda = \sum_{i \in I} \lambda_i \omega_i \in P_+$, then we have

$$\sum_{\eta \in B(\lambda)} e(\text{wt}_{\hat{P}}(\eta)) = \prod_{i \in I} \text{ch}_{\hat{P}}(1, \omega_i)^{\lambda_i},$$

where $p$ denotes the canonical projection $\hat{P}_{cl} \rightarrow P$.

Proof. From the above proposition, we have

$$\sum_{\eta \in B(\lambda)} e(p \circ \text{wt}(\eta)) = \text{ch}_{\hat{P}}(1, \omega_i)$$

for each $i \in I$. Then the assertion follows since $B(\lambda) \cong \bigotimes_{i \in I} B(\omega_i)^{\delta_i}$ by Theorem 5.13 (i).

From the next subsection, we begin to determine $\mu_j$’s and $n_j$’s in the non-simply laced case using Demazure crystals for $U_q(\hat{g})$. 


8.2 Path models for $U_q(\hat{g}^{sh})$

In the rest of this section we assume that $g$ is non-simply laced, and apply the theory of path models for $U_q(\hat{g}^{sh})$. Here we fix some notation used throughout the rest of this section.

Let $\theta^{sh}$ be the highest root in $\Delta^{sh}$ and $\alpha_0^{sh} = \delta - \theta^{sh} \in \hat{\Delta}$, which corresponds to a simple root of $\hat{g}^{sh}$. Note that $(\alpha_0^{sh})^\vee = rK - (\theta^{sh})^\vee$. Let $s_0^{sh} \in \hat{W}$ denote the reflection associated with $\alpha_0^{sh}$, and $\hat{W}^{sh}$ the subgroup of $\hat{W}$ generated by $\{s_0^{sh}\} \cup \{s_i \mid i \in I^{sh}\}$. Set $\hat{I}^{sh} = \{0\} \cup I^{sh}$, and

$$\hat{P}^{sh} = \sum_{i \in \hat{I}^{sh}} \mathbb{Z} \phi_i + r^{-1} \mathbb{Z} \Lambda_0 + \mathbb{Z} \delta \subseteq (\hat{h}^{sh})^*.$$ 

Note that $s_0^{sh}$ acts on $\hat{P}^{sh}$ by $s_0^{sh}(\nu) = \nu - (\nu, (\alpha_0^{sh})^\vee)\alpha_0^{sh}$ for $\nu \in \hat{P}^{sh}$, and $s_i$ for $i \in I^{sh}$ also acts similarly.

Let $P^{sh}$ be the set of paths with weights in $\hat{P}^{sh}$, and define $P^{sh}_{\text{int}}$ similarly as $P_{\text{int}}$. As described in Subsection 5.1, root operators associated with $i \in \hat{I}^{sh}$ are defined on $P^{sh}_{\text{int}}$ using the above actions of simple reflections. To distinguish them from $\hat{e}_i$ and $\hat{f}_i$, we denote them by $\hat{e}_i^{sh}$ and $\hat{f}_i^{sh}$ ($i \in \hat{I}^{sh}$). The maps $\text{wt}: P^{sh}_{\text{int}} \to \hat{P}^{sh}$ and $\varepsilon_i, \varphi_i : P^{sh}_{\text{int}} \to \mathbb{Z}_{\geq 0}$ for $i \in \hat{I}^{sh}$ are defined similarly. Then Theorem 5.2 implies the following:

**Proposition 8.7.** Let $B \subseteq P^{sh}_{\text{int}}$ be a subset such that $\hat{e}_i^{sh}B \subseteq B \cup \{0\}$ and $\hat{f}_i^{sh}B \subseteq B \cup \{0\}$ for all $i \in \hat{I}^{sh}$. Then $B$, together with the root operators $\hat{e}_i^{sh}, \hat{f}_i^{sh}$ for $i \in \hat{I}^{sh}$ and the maps $\text{wt}, \varepsilon_i, \varphi_i$ for $i \in \hat{I}^{sh}$, becomes a $U_q(\hat{g}^{sh})$-crystal.

Denote by $H_i^{sh,\pi} : [0,1] \to \mathbb{R}$ and $m_i^{sh,\pi} \in \mathbb{R}$ for $\pi \in P^{sh}$ and $i \in \hat{I}^{sh}$ the counterparts of $H_i^{\pi}$ and $m_i^{\pi}$ respectively. For $\nu \in \hat{P}^{sh}$, let $\pi_{\nu} \in P^{sh}_{\text{int}}$ denote the straight line path: $\pi_{\nu}(t) = t\nu$, and $\hat{R}_{0}^{sh}(\nu) \subseteq P^{sh}_{\text{int}}$ the connected component containing $\pi_{\nu}$, which is a $U_q(\hat{g}^{sh})$-crystal. Since $g^{sh}$ is simply laced, Proposition 8.4 and Remark 5.17 imply the following lemma:

**Lemma 8.8.** Let $\nu \in \hat{P}^{+}$. Then we have

$$\sum_{\pi \in \hat{R}_{0}^{sh}(\nu)} \varepsilon(\text{wt}(\pi)) = \text{ch}_{\hat{g}^{sh}} \hat{D}^{sh}(1, \nu)[0].$$

8.3 Identity on the weight sum of $\mathbb{B}(\lambda)_{cl}$

This subsection is devoted to the proof of the following proposition:

**Proposition 8.9.** Let $\lambda \in P^{+}$, and set $\lambda' = \lambda - i_{sh}^{sh}(\lambda)$. Then we have

$$\sum_{\eta \in \mathbb{B}(\lambda)_{cl}} \varepsilon(\text{wt}_P(\eta)) = c(\lambda)i_{sh}^{sh} \text{ch}_{\hat{g}^{sh}} \hat{D}^{sh}(1, \lambda)[0].$$

**Remark 8.10.** In the final part of this article, we shall prove that

$$\text{ch} \hat{W}(\lambda) = \sum_{\eta \in \mathbb{B}(\lambda)_{cl}} \varepsilon(\text{wt}_P(\eta)),$$

which is compatible with the above proposition, Lemma 4.17 and 2.3
First we prepare a technical lemma:

**Lemma 8.11.** There exist $\tau \in \hat{W}$ and $j \in I^{sh}$ satisfying the following two conditions:

(i) $\tau(\alpha_i) = \alpha^{sh}_0$,

(ii) $\tau$ has an expression $\tau = s_{i_1} \ldots s_{i_M}$ satisfying for all $1 \leq L \leq M$ that

$$s_{i_1} \ldots s_{i_L}^{-1}(\alpha_{i_L}) \notin \{\alpha + k\delta \mid \alpha \in \Delta^{sh}, k \in \mathbb{Z}\}. \quad (8.1)$$

**Proof.** For each type of $g$, we give $\tau \in \hat{W}$ with its expression and $j \in I^{sh}$ as follows, where we use the numbering of elements of $\hat{I}$ in [19 §4]:

- Type $B_{\ell}$: Let $\tau = s_{i_{\ell - 1}}s_{i_{\ell - 2}} \ldots s_{i_1}s_{i_0}s_1 \ldots s_{i_{\ell - 1}}$ and $j = \ell$.
  - In this case, $\alpha^{sh}_0 = \alpha_0 + \alpha_1 + 2\alpha_2 + 3\alpha_3 + \cdots + 2\alpha_{\ell - 1} + \alpha_{\ell}$.

- Type $C_{\ell}$: Let $\tau = s_{i_{\ell - 1}} \ldots s_{i_0}s_1$ and $j = 1$.
  - In this case, $\alpha^{sh}_0 = \alpha_0 + \alpha_1 + \cdots + \alpha_{\ell}$.

- Type $F_4$: Let $\tau = s_{i_{\ell - 1}} \ldots s_{i_1}s_0s_1$ and $j = 3$.
  - In this case, $\alpha^{sh}_0 = \alpha_0 + 2\alpha_1 + 3\alpha_2 + 3\alpha_3 + \alpha_4$.

- Type $G_2$: Let $\tau = s_1s_2s_0$ and $j = 2$.
  - In this case, $\alpha^{sh}_0 = \alpha_0 + 2\alpha_1 + 2\alpha_2$.

Though it is a little troublesome work, we can check directly that these elements actually satisfy the conditions (for informations of root systems, see [2] Ch. VI. §4 for example). Note that if $\alpha_{i_L}$ is a long root, the condition (8.1) is trivial since the right hand side consists of short roots. Using this fact, we can reduce a bit the amount of calculations.

Now let us begin the proof of the proposition. Denote by $\pi_\lambda'$ the straight line path: $\pi_\lambda'(t) = t\lambda'$. For $\pi \in \mathbb{B}_0^{sh}(\hat{\lambda})$, define maps $i_{sh}(\pi) : [0, 1] \to \mathbb{R} \otimes \hat{P}$ by $i_{sh}(\pi)(t) = i_{sh}(\pi(t))$, and $\varphi(\pi) : [0, 1] \to \mathbb{R} \otimes \hat{P}$ by $\varphi(\pi) = i_{sh}(\pi) + \pi_\lambda'$.

The following lemma is essential for the proof of the above proposition.

**Lemma 8.12.** We have $\varphi(\pi) \in \mathbb{B}_0(\lambda)$ for all $\pi \in \mathbb{B}_0^{sh}(\hat{\lambda})$.

It is easily seen that $\varphi(\pi_\lambda') = \pi_\lambda \in \mathbb{B}_0(\lambda)$. Hence by the definition of $\mathbb{B}_0^{sh}(\hat{\lambda})$, in order to prove this lemma it suffices to show the following:

**Lemma 8.13.** Assume that $\pi \in \mathbb{B}_0^{sh}(\hat{\lambda})$ satisfies $\varphi(\pi) \in \mathbb{B}_0(\lambda)$. Then for each $i \in \hat{I}^{sh}$, the following statements hold.

(i) If $\ell_i^{sh}\pi \neq 0$, then $\varphi(\ell_i^{sh}\pi) \in \mathbb{B}_0(\lambda)$.

(ii) If $f_i^{sh}\pi \neq 0$, then $\varphi(f_i^{sh}\pi) \in \mathbb{B}_0(\lambda)$.

**Proof.** Since the proof of (ii) is similar, we shall only prove (i).

Claim 1. For $w \in \hat{W}^{sh}$ and $\nu \in \hat{P}^{sh}$, we have $i_{sh}(w\nu) = w_{i_{sh}}(\nu)$.

It suffices to show the claim for $w = s_i$ ($i \in I^{sh}$) and $w = s_0^{sh}$. Let $i \in I^{sh}$. Since $\alpha_i^{\vee} \in \hat{b}^{sh}$, we have $(\nu, \alpha_i^{\vee}) = (i_{sh}(\nu), \alpha_i^{\vee})$, which together with $i_{sh}(\pi_i) = \alpha_i$, implies $i_{sh}(s_i\nu) = i_{sh}(s_i\nu)$. The claim for $w = s_0^{sh}$ is proved similarly.

Claim 2. We have $i_{sh}(\ell_i^{sh}\pi) = \overline{c}_i i_{sh}(\pi)$ for $i \in I^{sh}$ (though $i_{sh}(\pi)$ may not
belong to \( P \), \( \tilde{e}_i \iota_{sh}(\pi) \) is defined in the same way as in Subsection 5.3.

It follows that

\[
H_i^{\iota_{sh}}(\pi)(t) = \langle i_{sh}(\pi(t)), \alpha_i^\vee \rangle = \langle \pi(t), \alpha_i^\vee \rangle = H_i^{\iota_{sh}}(\pi)(t) \quad \text{for all } t \in [0, 1].
\]

Then the claim follows from the definition of the root operators and Claim 1.

Claim 3. If \( i \in I^{sh} \), then (i) follows.

Since \( \langle \lambda', \alpha_i^\vee \rangle = 0 \) follows, we have \( H_i^{\iota_{sh}}(\pi)(t) = H_i^{\iota_{sh}}(\lambda') \). From this and the definition of \( \tilde{e}_i \), we can check that

\[
\tilde{e}_i \iota_{sh}(\pi) + \pi_{\lambda'} = \tilde{e}_i \langle i_{sh}(\pi) + \pi_{\lambda'} \rangle = \tilde{e}_i \varphi(\pi).
\]

Now the claim follows since we have from Claim 2 that

\[
\varphi(\tilde{e}_i \iota_{sh}) = \tilde{e}_i \iota_{sh}(\pi) + \pi_{\lambda'} = \tilde{e}_i \iota_{sh}(\pi) + \pi_{\lambda'} = \tilde{e}_i \varphi(\pi) \in \mathbb{B}_0(\lambda).
\]

It remains to show the case \( i = 0 \). Let \( (\nu_1, \ldots, \nu_N; \underline{\sigma}) \) be an expression of \( \pi \), where \( \nu_i \in \tilde{W}^{sh} \). For each \( 1 \leq k \leq N \), there exist \( w_k \in W^{sh} \) and \( p_k \in \mathbb{Z} \) such that \( \nu_k = w_k \lambda + p_k \delta \) by (8.3).

Claim 4. We have \( \varphi(\pi) = (w_1 \lambda + p_1 \delta, \ldots, w_N \lambda + p_N \delta; \underline{\sigma}) \).

For each \( 1 \leq k \leq N \), we have from Claim 1 that

\[
i_{sh}(w_k \lambda + p_k \delta) + \lambda' = w_k i_{sh}(\lambda) + p_k \delta + \lambda' = w_k \iota_{sh}(\lambda + \lambda') + p_k \delta = w_k \lambda + p_k \delta,
\]

which implies the claim.

We set \( \mu_k = w_k \lambda + p_k \delta \) for \( 1 \leq k \leq N \). Put

\[
t_1 = \min\{ t \in [0, 1] | H_0^{sh}(\pi)(t) = m_0^{sh, \pi} \},
\]

\[
t_0 = \max\{ t \in [0, t_1] | H_0^{sh}(\pi)(t) = m_0^{sh, \pi} + 1 \}.
\]

By replacing \( \underline{\sigma} \) if necessary, we assume that \( t_0, t_1 \in \{ \sigma_0, \ldots, \sigma_N \} \). Let \( q_0, q_1 \in \{ 0, \ldots, N \} \) be the integers such that \( \sigma_{q_0} = t_0 \) and \( \sigma_{q_1} = t_1 \). Then by the definition of \( \tilde{e}_0^{sh} \) and the expression, we have

\[
\tilde{e}_0^{sh} = (\nu_1, \ldots, \nu_{q_0}, s_0^{sh} \nu_{q_0+1}, \ldots, s_0^{sh} \nu_{q_1}, \nu_{q_1+1}, \ldots, \nu_N; \underline{\sigma}).
\]

Since \( i_{sh}(s_0^{sh} \nu_k) + \lambda' = s_0^{sh} \iota_{sh}(\nu_k) + \lambda' = s_0^{sh} \mu_k \), we also have

\[
\varphi(\tilde{e}_0^{sh}) = (\mu_1, \ldots, \mu_{q_0}, s_0^{sh} \mu_{q_0+1}, \ldots, s_0^{sh} \mu_{q_1}, \mu_{q_1+1}, \ldots, \mu_N; \underline{\sigma}). \quad (8.2)
\]

Assume \( \tau \in \tilde{W} \), its expression \( \tau = s_{i_1} \cdots s_{i_M} \) and \( j \in I^{sh} \) satisfy the conditions in Lemma 8.11. In the sequel, we denote by \( w\pi' \) for \( w \in \tilde{W} \) and \( \pi' \in \mathbb{P} \) the path defined by \( w\pi'(t) = w(\pi'(t)) \).

Claim 5. We have

\[
S_{\tau^{-1}} \varphi(\pi) = \tau^{-1} \varphi(\pi) = (\tau^{-1} \mu_1, \ldots, \tau^{-1} \mu_N; \underline{\sigma})
\]
Hence by Claim 5 and the definition of the root operator, we have
\[ m = \langle \lambda, w_k^{-1} \tau_{L-1} \varphi \rangle. \]
Therefore the function \( H_\varphi \) which is equal to 
\[ \langle \tau_{L-1}^{-1} \varphi, \alpha_k^\vee \rangle = \langle \lambda, (w_k^{-1} \beta)^\vee \rangle. \quad (8.3) \]
By Lemma 2.2 if \( \beta \in \Delta_+ \setminus \Delta^{ab} \) we have \( w_k^{-1} \beta \in \Delta_+ \) for all \( 1 \leq k \leq N \), which implies the right hand side of (8.3) is nonnegative for all \( k \). On the other hand if \( \beta \in \Delta_- \setminus \Delta^{ab} \), we have \( w_k^{-1} \beta \in \Delta_- \) and hence it is nonpositive for all \( k \). Therefore the function \( H_\varphi \) of (8.3) is non-decreasing or non-increasing, and then Lemma 5.5 completes the proof of the assertion. The claim is proved.

Now the assertion (i) follows from the following claim:

**Claim 6.** We have \( \varphi(\tilde{\varphi}_0^{sh} \pi) = S_\varphi \tilde{e}_j S_{\tau^{-1}} \varphi(\pi) \in B_0(\lambda) \).

Since \( \varphi(\pi) = i_{sh}(\pi) + \pi_\lambda \) and \( \langle \lambda', (\alpha_0^{sh})^\vee \rangle = 0 \), we have from the condition (i) that
\[ H_j^{-1} \varphi(\pi)(t) = \langle \tau^{-1} \varphi(\pi)(t), \alpha_j^\vee \rangle = \langle \varphi(\pi)(t), (\alpha_0^{sh})^\vee \rangle = \langle \pi(t), (\alpha_0^{sh})^\vee \rangle = H_0^{sh} \pi(t) \quad \text{for all } t \in [0, 1], \]
which implies \( m_j^{-1} \varphi(\pi) = m_0^{sh, \pi} \). Then it follows that
\[ \min \{ t \in [0, 1] \mid H_j^{-1} \varphi(\pi) = m_j^{-1} \varphi(\pi) \} = t_1 = \sigma_{q_1} \quad \text{and} \quad \max \{ t \in [0, t_1] \mid H_j^{-1} \varphi(\pi) = m_j^{-1} \varphi(\pi) + 1 \} = t_0 = \sigma_{q_0}. \]
Hence by Claim 5 and the definition of the root operator, we have
\[ \tilde{e}_j S_{\tau^{-1}} \varphi(\pi) = \tilde{e}_j (\tau^{-1} \mu_1, \ldots, \tau^{-1} \mu_N; \underline{\sigma}) = (\tau^{-1} \mu_1, \ldots, \tau^{-1} \mu_{q_0}, \tau^{-1} \mu_{q_0+1}, \ldots, \tau^{-1} \mu_{q_1}, \tau^{-1} \mu_{q_1+1}, \ldots, \tau^{-1} \mu_N; \underline{\sigma}), \]
where the last equality follows from the condition (i). Then similarly as the proof of Claim 5, it is proved that
\[ S_\varphi \tilde{e}_j S_{\tau^{-1}} \varphi(\pi) = (\mu_1, \ldots, \mu_{q_0}, s_{0}^{sh} \mu_{q_0+1}, \ldots, s_0^{sh} \mu_{q_1}, \mu_{q_1+1}, \ldots, \mu_N; \underline{\sigma}), \]
which is equal to \( \varphi(\tilde{\varphi}_0^{sh} \pi) \) by (8.2).

By Lemma 8.8 we have
\[ \sum_{\pi \in B_0^{sh}(\lambda) \atop i(\pi) \in \mathcal{T}} e(\text{wt}(\pi)) = c_{h^{sh}_g} D^{sh}(1, \lambda)[0]. \]
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Since $\text{wt}(\varphi(\pi)) = i_{sh}(\pi)(1) + \lambda' = i_{sh}(\text{wt}(\pi)) + \lambda'$, this equality implies that

$$
\sum_{\pi \in \mathcal{B}_0(\lambda)} e(\text{wt}(\varphi(\pi))) = e(\lambda')i_{sh}c_{\mathcal{B}_0} D_{\lambda} (1, \overline{\lambda})[0].
$$

On the other hand, we have from Remark 5.17 that

$$
\sum_{\eta \in \mathcal{B}(\lambda), \lambda} e(\text{wt}(\varphi(\eta))) = \sum_{\pi' \in \mathcal{B}_0(\lambda)} e(\text{wt}(\varphi(\pi'))).
$$

Hence we see that the following lemma, together with the above equalities, gives the proof of Proposition 8.9.

**Lemma 8.14.** The map $\varphi$ induces a bijection

$$
\{ \pi' \in \mathcal{B}_0(\lambda) | \iota(\pi') \in P \} \sim \{ \pi \in \mathcal{B}_0(\lambda) | \iota(\pi) \in P, \text{wt}(\pi') \in \lambda - Q^h_+ + \mathbb{Z}\delta \}.
$$

**Proof.** It is seen from Lemma 8.12 that the image of the left hand side is contained in the right hand side, and the injectivity is obvious. Hence it suffices to show that these sets have the same number of elements. We have from Remark 5.17 that $\{ \pi' \in \mathcal{B}_0(\lambda) | \iota(\pi') \in P \} = \{ \pi \in \mathcal{B}_0(\lambda) | \iota(\pi) \in \mathcal{B}(\lambda)_{cl} \},$ which implies

$$
\# \{ \pi' \in \mathcal{B}_0(\lambda) | \iota(\pi') \in P, \text{wt}(\pi') \in \lambda - Q^h_+ + \mathbb{Z}\delta \} = \# \{ \eta \in \mathcal{B}(\lambda)_{cl} | \text{wt}(\eta) \in \text{cl}(\lambda - Q^h_+) \}.
$$

Write $\lambda = \sum_{i \in I} \lambda_i \omega_i$. By Corollary 8.6 we have

$$
\sum_{\eta \in \mathcal{B}(\lambda)_{cl}} e(p \circ \text{wt}(\eta)) = P_{\lambda - Q^h_+} \prod_{i \in I} \text{ch}_{\mathcal{D}(1, \omega_i)^{\lambda_i}}
$$

where $p: \overline{P}_{cl} \to P$ is the canonical projection, and then

$$
\sum_{\eta \in \mathcal{B}(\lambda)_{cl}} e(p \circ \text{wt}(\eta)) = \prod_{i \in I} \left( P_{\omega_i - Q^h_+} \text{ch}_{\mathcal{D}(1, \omega_i)^{\lambda_i}} \right).
$$

follows since $\text{wt}_h \mathcal{D}(1, \omega_i) \subseteq \omega_i - Q_+$. We have from Lemma 4.21 that

$$
P_{\omega_i - Q^h_+} \text{ch}_{\mathcal{D}(1, \omega_i)} = e(\omega_i - i_{sh}(\omega_i)) i_{sh} \text{ch}_{\mathcal{D}(r, \overline{\omega}_i)},
$$

and from Lemma 3.8 that

$$
\dim \mathcal{D}(r, \overline{\omega}_i) = \begin{cases} 
\dim V_{\mathcal{D}(r, \overline{\omega}_i)} & \text{if } i \in I^h, \\
1 & \text{if } i \notin I^h.
\end{cases}
$$

From these equations, we can see that

$$
\# \{ \pi' \in \mathcal{B}_0(\lambda) | \iota(\pi') \in P, \text{wt}(\pi') \in \lambda - Q^h_+ + \mathbb{Z}\delta \} = \prod_{i \in I^h} \dim V_{\mathcal{D}(r, \overline{\omega}_i)^{\lambda_i}}.
$$
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On the other hand, it follows that
\[
\#\{\pi \in \mathbb{B}_0^h(\lambda) \mid \iota(\pi) \in \mathcal{P}\} = \dim \mathcal{D}^{sh}(1, \lambda) = \prod_{i \in \mathcal{P}} \dim \mathcal{D}^{sh}(1, \varpi_i)^{\lambda_i} = \prod_{i \in \mathcal{P}} \dim V^{sh}(\varpi_i)^{\lambda_i},
\]
where the first equality follows from Lemma 5.8, the second one follows from [9, Theorem 1], and the last one follows from Lemma 5.8. Hence it is proved that the two sets have the same number of elements. The lemma is proved. \(\square\)

### 8.4 Lower bound for the weight sum of \(\mathbb{B}(\lambda)\)_cl

Let \(\lambda \in P_+\). Recall that, by Corollary \[1.15\] \(\mathcal{D}^{sh}(1, \lambda)[0]\) has a \(\mathfrak{g}_+^h\)-module filtration \(0 = D_0 \subseteq D_1 \subseteq \cdots \subseteq D_k = \mathcal{D}^{sh}(1, \lambda)[0]\) such that
\[
D_i/D_{i-1} \cong \mathcal{D}^{sh}(r, \nu_i)[m_i]
\]
for some \(\nu_i \in \mathcal{P}_+\) and \(m_i \in \mathbb{Z}_{\geq 0}\).

On the other hand by Corollary 8.3, there exist a sequence \(\mu_1, \ldots, \mu_\ell\) of elements of \(P_+\) and a sequence \(n_1, \ldots, n_\ell\) of integers such that
\[
\sum_{\eta \in \mathbb{B}(\lambda)_{cl}} e(\hat{\eta}) = \sum_{1 \leq j \leq \ell} \chi_{h_j} \mathcal{D}(1, \mu_j)[n_j]. \tag{8.4}
\]

Now we can state the main result in this section:

**Proposition 8.15.** Let \(\lambda' = \lambda - i_{sh}(\lambda)\). Then there exists a subset \(S\) of \(\{1, \ldots, \ell\}\) such that
\[
\{\mu_j + n_j \delta \mid j \in S\} = \{\{i_{sh}(\nu_i) + \lambda' + m_i \delta \mid 1 \leq i \leq k\}
\]
as multisets.

**Proof.** Define a subset \(S\) of \(\{1, \ldots, \ell\}\) by
\[
S = \{1 \leq j \leq \ell \mid \mu_j \in \lambda - Q_+^h\}.
\]
We shall prove that this \(S\) is the required subset. Let \(S^c = \{1, \ldots, \ell\} \setminus S\). Since \(\text{wt}_{\mathcal{P}} B(\lambda)_{cl} \subseteq \lambda - Q_+ + \mathbb{Z}_d\) by Lemma 5.14 (ii), we have from 8.3 that
\[
\mu_j \in (\lambda - Q_+) \setminus (\lambda - Q_+^h) \quad \text{for all } j \in S^c.
\]
From this, it is easily seen that
\[
P_{\lambda - Q_+^h + \mathbb{Z}_d \chi_{h_j}} \mathcal{D}(1, \mu_j)[n_j] = 0 \quad \text{if } j \in S^c.
\]
On the other hand if \(j \in S\), we easily see from Lemma 4.21 that
\[
P_{\lambda - Q_+^h + \mathbb{Z}_d \chi_{h_j}} \mathcal{D}(1, \mu_j)[n_j] = e(\mu_j - i_{sh}(\tau_j))i_{sh} \chi_{h_j} \mathcal{D}^{sh}(r, \tau_j)[n_j]
\]
\[
= e(\lambda') i_{sh} \chi_{h_j} \mathcal{D}^{sh}(r, \tau_j)[n_j].
\]
Hence by applying \(P_{\lambda - Q_+^h + \mathbb{Z}_d}\) to 8.4 and using Proposition 8.9 we obtain
\[
e(\lambda') i_{sh} \chi_{h_j} \mathcal{D}^{sh}(1, \lambda)[0] = e(\lambda') \sum_{j \in S} i_{sh} \chi_{h_j} \mathcal{D}^{sh}(r, \tau_j)[n_j].
\]
Note that we have
\[
\text{ch}_{\beta} D^{\text{sh}}(1, \lambda)[0] = \sum_{1 \leq i \leq k} \text{ch}_{\beta} D^{\text{sh}}(r, \nu_i)[m_i].
\]

Hence by the linearly independence of the characters of lever $r$ Demazure modules, it follows that \(\{\pi_j + n_j \delta \mid j \in S\} = \{\nu_i + m_i \delta \mid 1 \leq i \leq k\}\) as multisets. Since each $\mu_j$ belongs to $\lambda - Q^+_{\text{sh}}$, the proposition is proved.

**Corollary 8.16.** Let $\lambda \in P_+$, and set $\lambda' = \lambda - i_{\text{sh}}(\lambda)$. Then we have
\[
\sum_{\eta \in B(\lambda)_{\text{cl}}} e(\text{wt}_{\tilde{\rho}}(\eta)) \geq \sum_{\nu \in P_+, m \in \mathbb{Z}_{\geq 0}} (D^{\text{sh}}(1, \lambda)[0] : D^{\text{sh}}(r, \nu)[m]) \text{ch}_{\beta} D(1, i_{\text{sh}}(\nu) + \lambda')[m].
\]

### 9 Main theorems and corollaries

In order to prove our main theorems, we need the following lemma:

**Lemma 9.1.** For $\lambda \in P_+$, we have
\[
\dim W(\lambda) \geq \# B(\lambda)_{\text{cl}}.
\]

**Proof.** Write $\lambda = \sum_{i \in I} \lambda_i \varpi_i$. The inequality follows since
\[
\dim W(\lambda) \geq \prod_{i \in I} \dim D(1, \varpi_i)^{\lambda_i} = \prod_{i \in I} \# B(\varpi_i)_{\text{cl}}^{\lambda_i} = \# B(\lambda)_{\text{cl}},
\]
where the first inequality follows from Lemma 8.11(ii), the second equality from Proposition 8.5, and the third one from Theorem 5.13(i).

Now we state the main theorems in this article.

**Theorem 9.2.** For $\lambda \in P_+$, we have
\[
\text{ch}_{\beta} W(\lambda) = \sum_{\eta \in B(\lambda)_{\text{cl}}} e(\text{wt}_{\tilde{\rho}}(\eta)).
\]

Moreover, the both sides of this equality are equal to $\text{ch}_{\beta} D(1, \lambda)[0]$ if $g$ is simply laced, and are equal to
\[
\sum_{\nu \in P_+, m \in \mathbb{Z}_{\geq 0}} (D^{\text{sh}}(1, \lambda)[0] : D^{\text{sh}}(r, \nu)[m]) \text{ch}_{\beta} D(1, i_{\text{sh}}(\nu) + \lambda')[m]
\]
if $g$ is non-simply laced, where we set $\lambda' = \lambda - i_{\text{sh}}(\lambda)$.

**Proof.** If $g$ is simply laced, the assertion follows from Theorem 3.7 and Proposition 8.3. If $g$ is non-simply laced, it follows from Corollary 4.20, 8.10 and Lemma 9.1.
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Let $\lambda \in P_+$. When $\mathfrak{g}$ is non-simply laced, the Demazure module $D^{sh}(1, \lambda)[0]$ has a $\mathbb{C}g_{\text{sh}}$-module filtration $0 = D_0 \subseteq D_1 \subseteq \cdots \subseteq D_k = D^{sh}(1, \lambda)[0]$ such that

$$D_i/D_{i-1} \cong D^{sh}(r, \nu_i)[m_i]$$

for some $\nu_i \in \mathcal{P}_+$ and $m_i \in \mathbb{Z}_{\geq 0}$ by Corollary 4.16. Then for each $1 \leq i \leq k$, we set $\mu_i = i_{\text{sh}}(\nu_i) + (\lambda - i_{\text{sh}}(\lambda))$. When $\mathfrak{g}$ is simply laced, we set $k = 1$, $\mu_1 = \lambda$ and $m_1 = 0$. Now we obtain the following result on the structure of the Weyl module $W(\lambda)$:

**Theorem 9.3.** The Weyl module $W(\lambda)$ has a $\mathbb{C}g_{\text{d}}$-module filtration $0 = W_0 \subseteq W_1 \subseteq \cdots \subseteq W_k = W(\lambda)$ such that each subquotient $W_i/W_{i-1}$ is isomorphic to the Demazure module $D(1, \mu_i)[m_i]$. 

**Proof.** The assertion for simply laced $\mathfrak{g}$ is just Theorem 3.7. Proposition 4.18 together with Theorem 9.2 implies the assertion for non-simply laced $\mathfrak{g}$. 

Next we state the following theorem about the crystal $B(\lambda)_{\text{cl}}$:

**Theorem 9.4.** There exists an isomorphism

$$\kappa: B(\Lambda_0) \otimes B(\lambda)_{\text{cl}} \cong \bigoplus_{\nu \in B(\lambda)_{\text{cl}}} B(\Lambda_0 + \pi_{\nu}(1))$$

of $U'_q(\hat{\mathfrak{g}})$-crystals whose restriction to $b\Lambda_0 \otimes B(\lambda)_{\text{cl}}$ preserves the $\hat{P}$-weights, and we have

$$\kappa(b\Lambda_0 \otimes B(\lambda)_{\text{cl}}) = \prod_{1 \leq i \leq k} B(1, \mu_i)[m_i].$$

**Proof.** This follows from Proposition 8.2 and Theorem 9.2. 

Next we introduce some corollaries of our main theorems. The following corollary was previously shown for $\mathfrak{sl}_n$ in [4], and for simply laced $\mathfrak{g}$ in [10].

**Corollary 9.5.** Let $\lambda \in P_+$.

(i) If $\lambda = \sum_{i \in I} \lambda_i \varpi_i$, then

$$\dim W(\lambda) = \prod_{i \in I} \dim W(\varpi_i)^{\lambda_i}.$$ 

(ii) Let $\lambda_1, \ldots, \lambda_k \in P_+$ be elements satisfying $\lambda = \lambda_1 + \cdots + \lambda_k$. Then for arbitrary pairwise distinct complex numbers $c_1, \ldots, c_k$, we have

$$W(\lambda) \cong W(\lambda_1)_{c_1} \ast \cdots \ast W(\lambda_k)_{c_k}$$

as $\mathbb{C}g_{\text{d}}$-modules.

**Proof.** By Theorem 9.2 and Theorem 5.13 (i), we have

$$\dim W(\lambda) = \#B(\lambda)_{\text{cl}} = \prod_{i \in I} \#B(\varpi_i)_{\text{cl}}^{\lambda_i} = \prod_{i \in I} \dim W(\varpi_i)^{\lambda_i}.$$ 

Hence the assertion (i) follows. By the same way as [10] Lemma 5], we can show that there exists a surjective homomorphism from $W(\lambda)$ to $W(\lambda_1)_{c_1} \ast \cdots \ast W(\lambda_k)_{c_k}$. Since this is an isomorphism by (i), the assertion (ii) follows. 
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Before stating the next corollary, we prepare some notation. For a \( \mathcal{C}_\mathfrak{g}_\mathfrak{d} \)-module \( M \) and \( c \in \mathbb{C} \), we set \( M_c = \{ v \in M \mid d.v = cv \} \), which is obviously a \( \mathfrak{g} \)-module. For \( \mu \in P_+ \), we set
\[
[M : V_\varrho(\mu)]_q = \sum_{c \in \mathbb{C}} [M_c : V_\varrho(\mu)]q^c,
\]
where \([M_c : V_\varrho(\mu)]\) denotes the multiplicity of \( V_\varrho(\mu) \) in \( M_c \). Let \( i = (i_1, \ldots, i_\ell) \) be a sequence of elements of \( I \), and put
\[
W_i = W_q(\varpi_{i_1}) \otimes \cdots \otimes W_q(\varpi_{i_\ell}), \quad B_i = B(W_q(\varpi_{i_1})) \otimes \cdots \otimes B(W_q(\varpi_{i_\ell})).
\]

As stated in [33, §5.1], \( W_q(\varpi_i) \) is the Kirillov-Reshetikhin module \( W_s(i) \) (see [14, 13]) with \( s = 1 \). Hence for \( \mu \in P_+ \), we can define the fermionic form \( M(W_i, \mu, q) \) and the classically restricted one-dimensional sum \( X(B_i, \mu, q) \) as in [14] and [13].

For \( i \in I \), let \( KR(\varpi_i) \) denote the Kirillov-Reshetikhin module for \( \mathcal{C}_\mathfrak{g}_\mathfrak{d} \) associated with \( \varpi_i \), which was defined in [5] in terms of generators and relations. By comparing the defining relations, we can easily see that
\[
W(\varpi_i) \cong KR(\varpi_i).
\]

Note that we have for each \( i \in I \) that
\[
\dim KR(\varpi_i) = \dim W(\varpi_i) = #B(\varpi_i)_c = \dim W_q(\varpi_i)
\]
by Theorem 9.2 and 5.13 (ii). Then this equality implies, as shown in [7], that
\[
M(W_i, \mu, q) = [KR(\varpi_{i_1})]_{c_1} \ast \cdots \ast [KR(\varpi_{i_\ell})]_{c_\ell} : V_\varrho(\mu)]_{q^{-1}}
\]
for arbitrary pairwise distinct complex numbers \( c_1, \ldots, c_\ell \). Moreover by setting \( \lambda = \sum_{1 \leq j \leq \ell} c_j \varpi_{i_j} \), we have from (9.1) and Corollary 9.5 (ii) that
\[
W(\lambda) \cong KR(\varpi_{i_1})_{c_1} \ast \cdots \ast KR(\varpi_{i_\ell})_{c_\ell}.
\]

Hence we obtain the following equality:
\[
M(W_i, \mu, q) = [W(\lambda) : V_\varrho(\mu)]_{q^{-1}}.
\]

In [33] Corollary 5.1.1], the authors showed that
\[
\sum_{\eta \in B(\lambda)_c} q^{\text{Deg}(\eta)} = q^{-D_{\text{ext}}^i} X(B_i, \mu, q),
\]
where \( D_{\text{ext}}^i \) is a certain constant defined in [33, Subsection 4.1]. Combining these results with our theorems, we obtain the following corollary, which implies a special case of the so-called \( X = M \) conjecture (see [14, 13]):

**Corollary 9.6.** Let \( \lambda \in P_+ \), \( i = (i_1, \ldots, i_\ell) \) be a sequence of elements of \( I \) such that \( \lambda = \sum_{1 \leq j \leq \ell} \varpi_{i_j} \) and \( \mu \in P_+ \). Then we have
\[
M(W_i, \mu, q) = q^{-D_{\text{ext}}^i} X(B_i, \mu, q) = [W(\lambda) : V_\varrho(\mu)]_{q^{-1}}.
\]
Proof. From (9.2) and (9.3), it suffices to show the equality

\[
[W(\lambda) : V_\delta(\mu)]_{q}^{-1} = \sum_{\eta \in B(\lambda)_{cl}} q^{\text{Deg}(\eta)}.
\]

(9.4)

We obviously have

\[
\text{ch}_W W(\lambda) = \sum_{\nu \in P_+} [W(\lambda) : V_\delta(\nu)]_q \text{ch}_V V_\delta(\nu),
\]

where we identify \( e(\delta) = q \). On the other hand, since \( B(\lambda)_{cl} \) is isomorphic to the crystal basis of a finite-dimensional \( U'_q(\hat{g}) \)-module (in particular \( U_q(\hat{g}) \)-module) and \( \tilde{e}_j, \tilde{f}_j \) for \( j \in I \) preserve the degree function, we can see that

\[
\sum_{\eta \in B(\lambda)_{cl}} e(\text{wt}_P(\eta)) = \sum_{\nu \in P_+} \sum_{\eta \in B(\lambda)_{cl}} q^{-\text{Deg}(\eta)} \text{ch}_V V_\delta(\nu),
\]

where we identify \( e(\delta) = q \). Hence by Theorem 9.2 and the linearly independence of the characters of finite-dimensional irreducible \( \hat{g} \)-modules, (9.3) is proved.

Acknowledgements: The author is very grateful to his supervisor Hisayosi Matumoto for his constant encouragement and patient guidance. He is also grateful to R. Kodera, S. Naito, Y. Saito and V. Chari for their helpful comments on this work. He is supported by the Japan Society for the Promotion of Science Research Fellowships for Young Scientists.

References

[1] E. Ardonne and R. Kedem. Fusion products of Kirillov-Reshetikhin modules and fermionic multiplicity formulas. *J. Algebra*, 308(1):270–294, 2007.

[2] N. Bourbaki. *Lie groups and Lie algebras. Chapters 4–6*. Elements of Mathematics (Berlin). Springer-Verlag, Berlin, 2002. Translated from the 1968 French original by Andrew Pressley.

[3] V. Chari and J. Greenstein. Current algebras, highest weight categories and quivers. *Adv. Math.*, 216(2):811–840, 2007.

[4] V. Chari and S. Loktev. Weyl, Demazure and fusion modules for the current algebra of \( \mathfrak{sl}_{r+1} \). *Adv. Math.*, 207(2):928–960, 2006.

[5] V. Chari and A. Moura. The restricted Kirillov-Reshetikhin modules for the current and twisted current algebras. *Comm. Math. Phys.*, 266(2):431–454, 2006.

[6] V. Chari and A. Pressley. Weyl modules for classical and quantum affine algebras. *Represent. Theory*, 5:191–223 (electronic), 2001.
[7] P. Di Francesco and R. Kedem. Proof of the combinatorial Kirillov-Reshetikhin conjecture. *Int. Math. Res. Not. IMRN*, (7):Art. ID rnn006, 57, 2008.

[8] B. Feigin and S. Loktev. On generalized Kostka polynomials and the quantum Verlinde rule. In *Differential topology, infinite-dimensional Lie algebras, and applications*, volume 194 of *Amer. Math. Soc. Transl. Ser. 2*, pages 61–79. Amer. Math. Soc., Providence, RI, 1999.

[9] G. Fourier and P. Littelmann. Tensor product structure of affine Demazure modules and limit constructions. *Nagoya Math. J.*, 182:171–198, 2006.

[10] G. Fourier and P. Littelmann. Weyl modules, Demazure modules, KR-modules, crystals, fusion products and limit constructions. *Adv. Math.*, 211(2):566–593, 2007.

[11] H. Garland. The arithmetic theory of loop algebras. *J. Algebra*, 53(2):480–551, 1978.

[12] J. Greenstein. Littelmann’s path crystal and combinatorics of certain integrable $\widehat{\mathfrak{sl}}_{r+1}$ modules of level zero. *J. Algebra*, 269(1):347–372, 2003.

[13] G. Hatayama, A. Kuniba, M. Okado, T. Takagi, and Z. Tsuboi. Paths, crystals and fermionic formulae. In *MathPhys odyssey, 2001*, volume 23 of *Prog. Math. Phys.*, pages 205–272. Birkhäuser Boston, Boston, MA, 2002.

[14] G. Hatayama, A. Kuniba, M. Okado, T. Takagi, and Y. Yamada. Remarks on fermionic formula. In *Recent developments in quantum affine algebras and related topics (Raleigh, NC, 1998)*, volume 248 of *Contemp. Math.*, pages 243–291. Amer. Math. Soc., Providence, RI, 1999.

[15] J. Hong and S.-J. Kang. *Introduction to quantum groups and crystal bases*, volume 42 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, 2002.

[16] A. Joseph. On the Demazure character formula. *Ann. Sci. École Norm. Sup. (4)*, 18(3):389–419, 1985.

[17] A. Joseph. *Quantum groups and their primitive ideals*, volume 29 of *Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)]*. Springer-Verlag, Berlin, 1995.

[18] A. Joseph. Modules with a Demazure flag. In *Studies in Lie theory*, volume 243 of *Progr. Math.*, pages 131–169. Birkhäuser Boston, Boston, MA, 2006.

[19] V.G. Kac. *Infinite-dimensional Lie algebras*. Cambridge University Press, Cambridge, third edition, 1990.

[20] M. Kashiwara. The crystal base and Littelmann’s refined Demazure character formula. *Duke Math. J.*, 71(3):839–858, 1993.

[21] M. Kashiwara. Similarity of crystal bases. In *Lie algebras and their representations (Seoul, 1995)*, volume 194 of *Contemp. Math.*, pages 177–186. Amer. Math. Soc., Providence, RI, 1996.
[22] M. Kashiwara. On level-zero representations of quantized affine algebras. *Duke Math. J.*, 112(1):117–175, 2002.

[23] M. Kashiwara. Level zero fundamental representations over quantized affine algebras and Demazure modules. *Publ. Res. Inst. Math. Sci.*, 41(1):223–250, 2005.

[24] V. Lakshmibai, P. Littelmann, and P. Magyar. Standard monomial theory for Bott-Samelson varieties. *Compositio Math.*, 130(3):293–318, 2002.

[25] P. Littelmann. A Littlewood-Richardson rule for symmetrizable Kac-Moody algebras. *Invent. Math.*, 116(1-3):329–346, 1994.

[26] P. Littelmann. Paths and root operators in representation theory. *Ann. of Math. (2)*, 142(3):499–525, 1995.

[27] G. Lusztig. *Introduction to quantum groups*, volume 110 of *Progress in Mathematics*. Birkhäuser Boston Inc., Boston, MA, 1993.

[28] O. Mathieu. Filtrations of $B$-modules. *Duke Math. J.*, 59(2):421–442, 1989.

[29] S. Naito and D. Sagaki. Path model for a level zero extremal weight module over a quantum affine algebra. [math.QA/0210450v2](#).

[30] S. Naito and D. Sagaki. Crystal of Lakshmibai-Seshadri paths associated to an integral weight of level zero for an affine Lie algebra. *Int. Math. Res. Not.*, (14):815–840, 2005.

[31] S. Naito and D. Sagaki. Path model for a level-zero extremal weight module over a quantum affine algebra. II. *Adv. Math.*, 200(1):102–124, 2006.

[32] S. Naito and D. Sagaki. Crystal structure on the set of Lakshmibai-Seshadri paths of an arbitrary level-zero shape. *Proc. Lond. Math. Soc. (3)*, 96(3):582–622, 2008.

[33] S. Naito and D. Sagaki. Lakshmibai-Seshadri paths of level-zero shape and one-dimensional sums associated to level-zero fundamental representations. *Compos. Math.*, 144(6):1525–1556, 2008.

[34] P. Polo. Variétés de Schubert et excellentes filtrations. *Astérisque*, (173-174):10–11, 281–311, 1989. Orbites unipotentes et représentations, III.