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Nonparametric maximum likelihood estimators (MLEs) in inverse problems often have non-normal limit distributions, like Chernoff’s distribution. However, if one considers smooth functionals of the model, with corresponding functionals of the MLE, one gets normal limit distributions and faster rates of convergence. We demonstrate this for interval censoring models and a model for the incubation time of Covid-19. The usual approach in the latter models is to use parametric distributions, like Weibull and gamma distributions, which leads to inconsistent estimators. Smoothed bootstrap methods are discussed for choosing a bandwidth and constructing confidence intervals. The classical bootstrap, based on the nonparametric MLE itself, has been proved to be inconsistent in this situation.

1. Introduction. In the original treatment of classical statistical inverse problems such as the current status model it was assumed that the nonparametric maximum likelihood estimator (MLE) would converge as a process at \( \sqrt{n} \) rate and in particular would be “tight”. It was also conjectured that the pointwise limit distribution would be normal ([26], [30], [21]). But it was proved in [6] that, in contrast to the situation for right-censored data, the process is not tight, does not pointwise converge at \( \sqrt{n} \) rate, and that the actual pointwise limit distribution is also not normal, but in fact given by Chernoff’s distribution (see [5] and [20]). This fact was for example noticed in [33], who refer for the result to [19], where it is also given.

On the other hand, if we consider differentiable functionals of the MLE, we get normal limit distributions again. Theorem 3.1 on p. 183 of [32] gives necessary and sufficient conditions for a functional to be differentiable in a very general setting. This fundamental difference between the nonparametric MLE and smooth functionals of the MLE plays a key role in the present paper.

The current status model is the simplest of the models we are going to consider and about which we know the most. In the current status model we have independent nonnegative random variables \( X_1, X_2, \ldots \), with distribution function \( F_0 \) and independent random variables \( T_1, T_2, \ldots \) with distribution function \( G \). Moreover, the \( T_i \)'s and \( X_j \)'s are also independent. For a sample size \( n \), the data available to us are given by

\[
(T_1, \Delta_1), \ldots, (T_n, \Delta_n),
\]

where \( \Delta_i = 1_{\{X_i \leq T_i\}} \). Following usual customs in probability theory, we shall denote indicators like \( 1_{\{X_i \leq T_i\}} \) also by \( \{X_i \leq T_i\} \). A nonparametric MLE of the distribution function \( F_0 \) of the (hidden) random variables \( X_1, \ldots, X_n \) maximizes the log likelihood

\[
\sum_{i=1}^{n} \Delta_i \log F(T_i) + (1 - \Delta_i) \log \{1 - F(T_i)\}
\]
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over all distribution functions $F$ on $\mathbb{R}_+$. Note that the complete log likelihood would also involve the density of the observation times $T_i$, but this part of the likelihood factors out because of the independence condition.

The following result is proved in [6], but also in [19] and [18]. The latter reference will be our standard reference for results of this type.

**Theorem 1.** Let $t_0$ be such that $0 < F_0(t_0), G(t_0) < 1$, and let $F_0$ and $G$ be differentiable at $t_0$, with strictly positive derivatives $f_0(t_0)$ and $g(t_0)$, respectively. Furthermore, let $\hat F_n$ be the MLE of $F_0$. Then we have, as $n \to \infty$,

$$n^{1/3} \left\{ \hat F_n(t_0) - F_0(t_0) \right\} / \left\{ 4 F_0(t_0)(1 - F_0(t_0)) f_0(t_0)/g(t_0) \right\}^{1/3} \overset{D}{\to} Z,$$

where $\overset{D}{\to}$ denotes convergence in distribution, and where $Z$ is the last time where standard two-sided Brownian motion plus the parabola $y(t) = t^2$ reaches its minimum.

In this result we see the cube root rate of convergence and Chernoff’s limit distribution, alluded to above. The MLE can be computed in one step as the left-continuous slope of the greatest convex minorant of the so-called cusum diagram consisting of the point $(0, 0)$ and the points

$$\left( i/n, V_n(T_{(i)}) \right), \quad i = 1, \ldots, n,$$

where $T_{(i)}$ is the $i$th order statistic of observation times $T_1, \ldots, T_n$, and

$$V_n(t) = n^{-1} \sum_{i=1}^n \{ T_i \leq t \}, \quad t \geq 0,$$

see p. 68 of [18]. Here we assume that there are no ties in the observations $T_1, \ldots, T_n$, which will be true if the variables $T_i$ come from a continuous distribution.

If we assume smoothness (as we in fact do in Theorem 1), it seems more natural to use a continuous estimator of the distribution function, which is (for example) given by the smoothed maximum likelihood estimator (SMLE). This estimator is defined by first computing the ordinary nonparametric MLE $\hat F_n$ and then smoothing the MLE by a smoothing kernel. More specifically, define the SMLE $\hat F_{nh}(t)$ at points $t$ away from the boundary by

$$\hat F_{nh}(t) = \int IK_h(t - x) d\hat F_n(x), \quad IK_h(x) = IK(x/h),$$

where $IK$ is an integrated kernel, defined by

$$IK(x) = \int_{-\infty}^{x} K(y) dy,$$

and $K$ is a symmetric kernel of the usual kind, used in density estimation. Near the boundary we use the Schuster-type boundary correction, also used in Section 11.3 of [18] in the definition of the SMLE. We will assume that $K$ has support $[-1, 1]$. For this estimator we have the following result (Theorem 4.2 p. 365 in [17] and Theorem 11.10 in [18]):

**Theorem 2.** Let the distribution corresponding to $F_0$ have support $[0, M]$ and let $F_0$ have a continuous density $f_0$ staying away from zero on $[0, M]$. Furthermore, let $G$ have a density $g$ with a support that contains $[0, M]$ and let $g$ stay away from zero on $[0, M]$, with a bounded derivative $g'$. Finally, let $t$ be an interior point of $[0, M]$ such that $f_0$ has a
continuous derivative \( f'_0(t) \neq 0 \) at \( t \). Then, if \( h \sim cn^{-1/5} \) and the SMLE \( \tilde{F}_{n,h} \) is defined by (1.3),

\[
\frac{n^{2/5}}{2} \left\{ \tilde{F}_{n,h}(t) - F_0(t) \right\} \xrightarrow{D} N(\mu, \sigma^2),
\]

where

\[
\mu = \frac{1}{2} c^2 f'_0(t) \int u^2 K(u) \, du
\]

and

\[
\sigma^2 = \frac{F_0(t) \{1 - F_0(t)\}}{cg(t)} \int K(u)^2 \, du.
\]

Note the faster convergence in Theorem 2 compared to the convergence in Theorem 1 and also the asymptotic normality of the SMLE \( \tilde{F}_{n,h} \). A crucial difference between Theorem 1 and Theorem 2 is that a bandwidth is introduced in Theorem 2. So it is very important to have a procedure which gives a method for producing a good bandwidth.

Methods for choosing the bandwidth using subsampling are discussed in [17], [15], [13] and [14]. They were inspired by a method proposed in [22]. A method which does not use subsampling is suggested in [28] to estimate the locally optimal \( \tilde{h}_n(t) = \tilde{c}(t)n^{-1/5} \) by performing a smoothed bootstrap experiment, where we minimize over \( c > 0 \):

\[
B^{-1} \sum_{i=1}^{B} \left\{ \tilde{F}_{n,cn^{-1/5}}^*(t) - \tilde{F}_{n,cn^{-1/5}}(t) \right\}^2,
\]

over \( B \) bootstrap experiments, drawing samples of size \( n \) from the SMLE \( \tilde{F}_{n,cn^{-1/5}} \) for a “pilot bandwidth” \( c_0n^{-1/5} \). However, as noticed in an analogous procedure for ordinary density estimation in [23], this does not seem to lead to the choice of a bandwidth that is asymptotically equivalent to the optimal bandwidth.

We discuss this matter in Section 2, where we suggest to take a pilot bandwidth of order \( n^{-1/9} \). We then discuss the construction of pointwise confidence intervals, based on the SMLE. These intervals are considerably narrower than the intervals based on the MLE, as proposed in [2] and [28], and also behave better near the boundary (see, in particular, Figure 3).

We then apply the theory to a model for the distribution of the incubation time of Covid-19, which was the original motivation of this paper. We show that this model is equivalent to a special case of the so-called mixed case interval censoring model and prove the convergence in distribution of the nonparametric MLE to Chernoff’s distribution. This result is of the same type as a result proved for the MLE in the interval censoring, case 2, model in [8]. It is somewhat unfortunate that no other proofs of the latter result have been given since 1996 when this proof was published, since the proof is rather complicated.

Anticipating proofs of this type for the more general cases of interval censoring, a proof using the characterization of the MLE as a stationary point of the iterative convex minorant algorithm with random “self-induced” weights was given for the current status model in [19], section 5.1 of Part 2 (and previously in the Stanford lectures [7] which in fact coincide with Part 2 of [19]). An easier straightforward proof with non-random weights for the current status model which cannot be used to this end was sketched in the exercises of the same chapter in [19].
The process that characterizes the nonparametric MLE for the incubation time model is the nonnegative process $W_{n,F_n}$ given by

$$W_{n,F_n}(t) = \int_{\min(S_i) \leq s \leq \max(S_i - E_i)} \frac{1}{\tilde{F}_n(s) - \hat{F}_n(s - e)} d\mathbb{Q}_n(e, s)$$

$$\mathbb{Q}_n$$ is the empirical distribution of the incubation time data $(E_1, S_1), \ldots, (E_n, S_n)$, and where the $E_i$ and $S_i$ are the exposure times and the times of becoming symptomatic, respectively, see Lemma 2 in Section 5.

The key to the proof of the limit result for the nonparametric MLE is showing that for the asymptotics $\tilde{F}_n(s - e)$ can be replaced by $F_0(s - e)$ in the first term and $\hat{F}_n(s)$ can be replaced by $F_0(s)$ in the second term of (1.8), where $F_0$ is the distribution function of the incubation time. This proof heavily relies on smooth functional theory and properties of integral equations, and showing this is the hard part of the proof and something that is not needed at all in the proof of the limit result for the MLE in the current status model. In this way the proof becomes intimately connected with the other results on smooth functionals in the present paper. Because of the technical nature of these methods, we put the proofs in the supplementary material.

We then compare the behavior of smooth estimates, based on the nonparametric MLE, with the parametric estimates which are usually used in the epidemiological literature and which are inherently inconsistent, since there is no reason to assume the distribution of the incubation time to be of a particular parametric type.

2. Bandwidth selection. We consider observations of the form (1.1) under the conditions of Theorem 2. It is proved in [17] that, under the conditions of Theorem 4.2, the locally optimal bandwidth for the smoothed maximum likelihood estimator (SMLE) $\tilde{F}_{nh}(t)$ is given by

$$\tilde{h}_n = \tilde{c}(t)n^{-1/5},$$

where

$$\tilde{c}(t) = \left\{ \frac{F_0(t)}{g(t)} \int K(u)^2 du \right\}^{1/5} \left\{ \int \frac{f'_0(t)^2}{u^2} \left( \int u^2 K(u) du \right) \right\}^{-1/5}.$$

As discussed in Section 1, it is suggested in [28] to estimate the optimal $\tilde{h}_n(t) = \tilde{c}(t)n^{-1/5}$ by performing a smoothed bootstrap experiment, where we minimize (1.7) over $c > 0$, drawing samples of size $n$ from the SMLE $\tilde{F}_{nh,c_0n^{-1/5}}$ for a “pilot bandwidth” $h_0 = c_0n^{-1/5}$. We investigate the conditional variance + squared bias for the bootstrap samples:

$$E_n^* \left\{ \tilde{F}_{nh,c_0n^{-1/5}}(t) - \int IK_h(t - y) d\tilde{F}_{nh,c_0n^{-1/5}}(y) \right\}^2 + \left\{ \int IK_h(t - y) d\tilde{F}_{nh,c_0n^{-1/5}}(y) - \tilde{F}_{n,h_0}(t) \right\}^2,$$

where $E_n^*$ denotes the conditional expectation of the bootstrap sample, given $(T_1, \Delta_1), \ldots, (T_n, \Delta_n)$. Investigating the bias, we get:

$$\int IK_h(t - y) d\tilde{F}_{nh,c_0n^{-1/5}}(y) - \tilde{F}_{n,h_0}(t)$$

$$= \int \{IK_h(t - x) K_{h_0}(x - y) dx - IK_{h_0}(t - y) \} d\tilde{F}_n(y)$$
\[ \int \left\{ \int IK_h(t-x)K_{h_0}'(x-y)\,dx - K_{h_0}(t-y) \right\} \hat{F}_n(y)\,dy \]
\[ = \int \left\{ \int K_h(t-x)K_{h_0}(x-y)\,dx - K_{h_0}(t-y) \right\} \hat{F}_n(y)\,dy \]
\[ = \int K_h(t-x)\hat{F}_{n,h_0}(x)\,dx - \hat{F}_{n,h_0}(t), \]

where
\[ \hat{F}_{n,h_0}(x) = (K_{h_0} \ast \hat{F}_n)(x) = \int K_{h_0}(x-y)\hat{F}_n(y)\,dy. \]

and
\[ (2.1) \]
\[ K_h(u) = h^{-1}K(u/h). \]

Note:
\[ \int K_h(t-x)\hat{F}_{n,h_0}(x)\,dx - \hat{F}_{n,h_0}(t) = \int K_h(t-x) \left\{ \hat{F}_{n,h_0}(x) - \hat{F}_{n,h_0}(t) \right\} \,dx \]
\[ = \int K(u) \left\{ \hat{F}_{n,h_0}(t-hu) - \hat{F}_{n,h_0}(t) \right\} \,du \]
\[ = h\hat{F}_{n,h_0}'(t) \int uK(u)\,du + \frac{1}{2}h^2\hat{F}_{n,h_0}''(t) \int u^2K(u)\,du + o(h^2) \]
\[ = \frac{1}{2}h^2\hat{F}_{n,h_0}''(t) \int u^2K(u)\,du + o(h^2). \]

We have the following result.

**Lemma 1.** Let the conditions of Theorem 2 be satisfied for an interior point \( t \) of \([0, M]\). Moreover, let \( h_{n,0} \sim c_0n^{-1/9} \), as \( n \to \infty \). Then
\[ \hat{F}_{n,h_{n,0}}(t) \overset{p}{\to} f'_0(t), \quad n \to \infty. \]

The proof of Lemma is given in Section 12. The following corollary is immediate.

**Corollary 1.** Let the conditions of Theorem 2 be satisfied for an interior point \( t \) of \([0, M]\). Moreover, let \( h_n \sim cn^{-1/5} \) and \( h_{n,0} \sim c_0n^{-1/9} \), as \( n \to \infty \). Let \( \hat{F}_n \) be the nonparametric MLE. Then
\[ \int \left\{ IK_{h_n}(t-x)K_{h_{n,0}}(x-y)\,dx - IK_{h_{n,0}}(t-y) \right\} d\hat{F}_n(y) \sim \frac{1}{2}h_n^2f'_0(t) \int u^2K(u)\,du, \]

in probability.

So we lose in this way (asymptotically) the dependence on the pilot bandwidth \( h_{n,0} \). This suggests, as in [23], to take the pilot bandwidth \( h_{n,0} = c_0n^{-1/9} \) for some \( c_0 > 0 \) (taking the optimal order for a bandwidth for estimating the derivative \( f'_0 \)) instead of \( h_{n,0} = c_0n^{-1/5} \), and to minimize over \( h > 0 \)

\[ (2.2) \]
\[ B^{-1} \sum_{i=1}^{B} \left\{ \hat{F}^*_n(t) - \hat{F}_{n,h_{n,0}}(t) \right\}^2. \]
The minimizer \( \tilde{h}_n \) would, conditionally on sequences

\[
(T_i, \{X_i \leq T_i\}), \quad i = 1, 2, \ldots,
\]

asymptotically be given by

\[
\tilde{h}_n \sim \frac{g(t)^{-1} F_0(t) \{1 - F_0(t)\} \int K(u)^2 du}{\left\{ f_0(t)^2 \left( \int u^2 K(u) du \right)^2 \right\}^{1/5}} n^{-1/5}.
\]

A pilot bandwidth of the type \( h_{n,0} = c_0 n^{-1/5} \), as chosen in [28], will not give this result, since in that case the convergence of Lemma 1 does not hold. See also [29] for information on the order of the bandwidth needed in estimating the derivatives of densities, but note that, in view of the fact that we deal with inverse problems, the estimation of the distribution function is in our case comparable with the estimation of the density in ordinary density estimation, and so on; the estimation of the first derivative of the density is therefore comparable to the estimation of the second derivative in ordinary density estimation (which explains the bandwidth order \( n^{-1/9} \)).

Fig 1: The local bandwidth, selected by minimizing (2.2) (blue, solid), compared with the bandwidth, obtained by minimizing (2.3 (red, dashed), where the \( X_i \) are drawn from a truncated standard exponential distribution on \([0, 2]\) and the observations \( T_i \) from a Uniform distribution on \([0, 2]\). Sample size is \( n = 1000 \). The local bandwidths were computed on a grid of equidistant points 0.02, 0.04, . . .

An example is given in Figure 1, where the choice of the bandwidth based on (2.2), using 1000 bootstrap samples, is compared to the choice, based on minimizing

\[
N^{-1} \sum_{i=1}^{N} \left\{ \tilde{F}_{n,h}(t) - F_0(t) \right\}^2,
\]

computed for \( N = 1000 \) simulated samples of size \( n = 1000 \).
It is clear that we can compute in a similar way a globally asymptotically optimal bandwidth by a smoothed bootstrap experiment, in which case one replaces (2.2) by

\begin{equation}
B^{-1} \sum_{i=1}^{m} \left\{ \hat{F}_{n,h}(t_i) - \tilde{F}_{n,h}(t_i) \right\}^2,
\end{equation}

over a grid of points \( t_1, t_2, \ldots, t_m \). As noted in [15], if we select the bandwidth locally, we do not necessarily get a distribution function, the monotonicity can fail. For this reason we prefer a globally selected bandwidth, where we do not have this difficulty.

3. Confidence intervals for the current status model. For the current status model many different methods for constructing confidence intervals have been discussed in the literature. It has been proved that the ordinary bootstrap, resampling with replacement from \((T_1, \Delta_1), \ldots, (T_n, \Delta_n)\) and computing the MLE from the bootstrap samples \((T_1^*, \Delta_1^*), \ldots, (T_n^*, \Delta_n^*)\) is inconsistent. This was proved in [28]. Related results for the Grenander estimator were proved in [25].

It is suggested in [28] to base confidence intervals on the MLE \( \hat{F}_n \) by performing a smoothed bootstrap from the SMLE \( \bar{F}_{nh} \), and by basing the confidence intervals around the MLE \( \hat{F}_n \) on the fluctuation of \( \hat{F}_n(t) - \bar{F}_{nh}(t) \) in the bootstrap samples. But since we need the SMLE in this case, one could also consider bootstrap confidence intervals around the SMLE \( \tilde{F}_{nh} \). This is done in [13] and [15].

In [13] a classical bootstrap is considered, where we base the confidence intervals on the fluctuations around the SMLE \( \bar{F}_{nh}(t) \) of \( \hat{F}_{nh}(t) - \bar{F}_{nh}(t) \) in the bootstrap samples and resample with replacement from the sample \((T_1, \Delta_1), \ldots, (T_n, \Delta_n)\). In [15] a smoothed bootstrap is considered, where one bases the confidence intervals on the fluctuations of \( \hat{F}_{nh}(t) - \int IK_h(t-y) d\bar{F}_{nh}(t) \) around the SMLE \( \bar{F}_{nh}(t) \) in the (smoothed) bootstrap samples. In the latter case one keeps the observation times \( T_i \) fixed in the bootstrap samples and only varies the indicators \( \Delta_i \) in the bootstrap samples, which take values 1 or 0 with probabilities given by the SMLE \( \bar{F}_{nh} \).

Usually the performance of the bootstrap confidence intervals is best if one uses a pivot, obtained by “Studentization”, by dividing by the square root of an estimate of the variance, as is done in [15] and also in the \( \mathbb{R} \) package [14]. In each bootstrap sample we estimate the variance \( \sigma^2 \) defined by (1.6), apart from the factor \( cg(t) \), which drops out in the Studentized bootstrap procedure, by:

\begin{equation}
S_{nh}^*(t) = n^{-2} \sum_{i=1}^{n} K_h(t-T_i) \left( \Delta_i^* - \hat{F}_n^*(T_i) \right)^2.
\end{equation}

where \( \hat{F}_n^*(T_i) \) is the (non-smoothed) MLE in the bootstrap sample, and where \( \Delta_i^* \) is equal to 1 or 0 with probability \( \hat{F}_{nh,0}(T_i) \) and \( 1 - \hat{F}_{nh,0}(T_i) \), respectively. The variance estimate defined in (3.1) is inspired by the fact that the SMLE \( \bar{F}_{nh} \) is asymptotically equivalent to the toy estimator (“toy” because it is not a statistic we can actually compute on the basis of a sample alone),

\[ \hat{F}_{nh}^{toy}(t) = \int IK_h(t-x) dF_{0,x} + \frac{1}{n} \sum_{i=1}^{n} K_h(t-T_i) \{ \Delta_i - F_{0}(T_i) \} \],

which has sample variance

\[ S_{nh}(t) = \frac{1}{n^2} \sum_{i=1}^{n} K_h(t-T_i) \left( \Delta_i - F_{0}(T_i) \right)^2. \]
For the (smoothed) bootstrap confidence intervals we compute

\[
W_{nh}^*(t) = \frac{\tilde{F}_{nh}(t) - \int IK_h(t-u) d\tilde{F}_{n,h_0}(u)}{\sqrt{S_{nh}(t)}}.
\]

Let \( Q_{\alpha}^*(t) \) be the \( \alpha \)th quantile of \( B \) values of \( W_{nh}^*(t) \), where \( B \) is the number of bootstrap samples. Then the following bootstrap \( 1 - \alpha \) interval is suggested:

\[
[\tilde{F}_{nh}(t) - Q_{1-\alpha/2}^*(t) \sqrt{S_{nh}(t)}, \tilde{F}_{nh}(t) - Q_{\alpha/2}^*(t) \sqrt{S_{nh}(t)}],
\]

where \( S_{nh}(t) \) is the estimate in the original sample obtained by replacing \( \Delta_i^* - \hat{F}_n(T_i) \) in (3.1) by \( \Delta_i - \hat{F}_n(T_i) \). Note that we do not need an estimate of the density \( g \) in each of the observations \( T_i \) as a consequence of the fact that \( g(u) \) is close to \( g(t) \) for \( u \in [t-h, t+h] \).

Fig 2: (a): Confidence intervals obtained the method using (3.2) The red piecewise constant function is the nonparametric MLE, the black solid curve the SMLE, and the dashed blue curve is the real truncated exponential distribution function \( F_0 \). (b): confidence intervals, also for sample size \( n = 500 \) in the same model, using the method of [28], with a band-width \( 2n^{-1/5} \) for the SMLE from which the smoothed bootstrap samples are generated. The curves have the same meaning as in (a). (c): confidence intervals in the same model, using the method of [2], based on likelihood ratio tests. The red curve is the MLE and the dashed curve is \( F_0 \). Sample size is again \( n = 500 \) and the confidence intervals were evaluated on an equidistant grid of 100 points.

The confidence intervals obtained in this way, with \( h = 1.5 n^{-1/5} \) (chosen by a procedure based on (2.4)) and \( h_0 = 2n^{-1/9} \), are shown in Figure 2 for one such sample of size \( n = 500 \). We compare them with the intervals of the method in [28]. We also compare the results with the confidence intervals in [2], based on likelihood ratio tests and the asymptotic distribution of the likelihood ratio statistic, which is a modified Chernoff-type distribution. The jumps in the confidence intervals together with the jumps of the MLE in these methods are somewhat unpleasant in the case of a continuous distribution function, which is nevertheless an assumption of the methods of [2] and [28].

A comparison of the coverage percentages of the three methods is given in Figure 3. As can be seen, the methods based on the MLE itself from [2] and [28] do not perform very well near the boundary. R scripts for all these methods are given in [9].
4. A model for the incubation time of a disease. We consider the following model, used for estimating the distribution of the incubation time of a disease. In this model there is an infection time $U$, uniformly distributed on an interval $[0, E]$, where $E$ ("exposure time") has an absolutely continuous distribution function $F_E$ on an interval $[0, M_2]$, and where $U$ is uniform on $[0, E]$, conditionally on $E$. Moreover there is an incubation time $V$ with an absolutely continuous distribution $F_0$ on an interval $[0, M_1]$ and a time for getting symptomatic $S$, where $S = U + V$. We assume that $U$ and $V$ are independent, conditionally on $E$, and that $E$ and $V$ have continuous distributions. Our observations consist of the pairs $(E_i, S_i)$, $i = 1, \ldots, n$.

The model is for example considered in [27], [4], [1] and [11].

We define the (convolution) density $q_F$ by

$$q_F(e, s) = e^{-1} \{ F(s) - F(s - e) \} = e^{-1} \int_{u=(s-e)+}^{s} dF(u), \quad e > 0, \quad s \in [0, M_1 + M_2],$$

w.r.t. $\mu$, which is the product of the measure $dF_E$ of the exposure time $E$ and Lebesgue measure on $[0, M_1 + M_2]$, where $M_1 > 0$ is the upper bound for the incubation time and $M_2 > 0$ is the upper bound for the exposure time.

For estimating the distribution function $F_0$ of the incubation time, usually parametric distributions are used, like the Weibull, log-normal or gamma distribution. However, in [11] the nonparametric maximum likelihood estimator is used. The maximum likelihood estimator $\hat{F}_n$ maximizes the function

$$\ell(F) = n^{-1} \sum_{i=1}^{n} \log \left\{ F(S_i) - F(S_i - E_i) \right\} = \int \log \left\{ F(s) - F(s - e) \right\} dQ_n(e, s)$$

over all distribution functions $F$ on $\mathbb{R}$ which satisfy $F(x) = 0, \quad x \leq 0$, see [11]. Here $Q_n$ is the empirical distribution function of the pairs $(E_i, S_i), \quad i = 1, \ldots, n$.

One can compare the model with a model where the exposure time is degenerate at a fixed point. The simplest model of this type is the model for uniform deconvolution, where $E_i \equiv 1$, the distribution of the infection time is uniform on $[0, 1]$ and the distribution of the

Fig 3: The proportion of times the real values $F_0(t)$ $t = 0.02, 0.04, \ldots$ did not belong to the 95% confidence intervals in 1000 samples of size 500 in same model as above for (a) the method using (3.2), (b) the method of [28], where the bandwidth of the SMLE is $h = 2n^{-1/5}$, (c) the method of [2]. The proportions were evaluated on an equidistant grid of 100 points.
incubation time is an unknown distribution, also concentrated on $[0, 1]$. In this case the model is equivalent to the current status model, discussed in the preceding sections.

This equivalence is outlined in Exercise 2 of Section 2.3 of Part 2 of [19], p. 61, and also in Exercise 10.4 in [18]. The matter is further discussed in Section 10.1 of [18]. Introducing the indicators $\Delta_i$ by defining $\Delta_i = \{S_i \leq E_i\} = \{S_i \leq 1\}$, the log likelihood (divided by $n$) (4.2) can be written:

$$\ell(F) = n^{-1} \sum_{i=1}^{n} \{\Delta_i \log F(S_i) + (1 - \Delta_i) \log \{1 - F(S_i - 1)\}\}. \quad (4.3)$$

Following the path of this exercise, we have that the random variables $T_i$, defined by

$$T_i = \begin{cases} S_i, & \text{if } \Delta_i = 1, \\ S_i - 1, & \text{if } \Delta_i = 0, \end{cases} \quad (4.4)$$

are uniformly distributed on $[0, 1]$. This leads to the following result.

**Theorem 3.** Let the observations consist of the pairs $(E_i, S_i)$, where $E_i \equiv 1$ and $S_i = U_i + V_i$, where $U_i$ is uniform on $[0, 1]$ and the $V_i$ have a distribution function $F_0$, concentrated on $[0, 1]$. Moreover, let the random variables $T_i$ be defined by (4.4). Defining (conversely)

$$\Delta_{i1} = \{S_i = T_i\}, \quad \Delta_{i2} = \{S_i = T_i + 1\}$$

the model is equivalent to the current status model, where the $T_i$ are uniformly distributed on $[0, 1]$, and the log likelihood for the distribution function $F_0$ is given by

$$\sum_{i=1}^{n} \{\Delta_{i1} \log F(T_i) + \Delta_{i2} \log \{1 - F(T_i)\}\},$$

where $\Delta_{i1}$ is a Bernoulli random variable, with success probability $F_0(T_i)$, conditionally on $T_i$, and $\Delta_{i2} = 1 - \Delta_{i1}$.

**Proof.** It is easily checked that the random variables $T_i$ have a uniform distribution on $[0, 1]$. We have, for $t \in (0, 1)$:

$$\mathbb{P}\{T_i \in dt, \Delta_i = 1\} = F_0(t) \, dt,$$

and similarly

$$\mathbb{P}\{T_i \in dt, \Delta_i = 0\} = \{1 - F_0(t)\} \, dt$$

So the density of $(T_i, \Delta_i)$ w.r.t. Lebesgue measure times counting measure on $\{0, 1\}$ factors out into the uniform density of $T_i$ (which equals 1 on $(0, 1)$) and the probability that $\Delta_i$ equals 1 ($= F_0(t)$) or 0 ($= 1 - F_0(t)$).

However, even in this simple case where the exposure time $E$ has a degenerate distribution at the point 1, the situation becomes more complicated if the support of the distribution of $V$ (in our model the incubation time) is no longer contained in $[0, 1]$. This situation was discussed in [16] (see also Section 11.2.3.e of [31]), but we shall now go in a different direction and discuss the relation with interval censoring models. Suppose again that $E$ is degenerate at a point $e > 0$, and that the support of the incubation time distribution is $[0, M]$, where $M > e$. We now get:
Theorem 4. Let the observations consist of the pairs \((E_i, S_i)\), where \(E_i \equiv e \geq 0\) and let \(S_i = U_i + V_i\), where \(U_i\) is uniform on \([0, e]\) and the \(V_i\), independently of \(U_i\), have an absolutely continuous distribution function \(F_0\), concentrated on \([0, M]\), where \(M > e\). Moreover, let the random variables \(T_i\) be defined by
\[
T_i = S_i - je, \quad \text{if } S_i \in (je, (j + 1)e], \quad j = 0, 1, \ldots.
\]
Defining
\[
\Delta_{ij} = \{S_i = T_i + je\}, \quad j = 0, \ldots, m,
\]
where \(m\) is the smallest integer \(j\) such that \(F_0(T_i + je) = 1\), the model is equivalent to the interval censoring, case \(m\), model, where the log likelihood for the distribution function \(F_0\) is proportional to
\[
\sum_{i=1}^{n} \sum_{j=0}^{m} \Delta_{ij} \log \{F(T_i + je) - F(T_i + (j - 1)e)\},
\]
and where, conditionally on the \(T_i\), the indicators \(\Delta_{ij}\) have a multinomial \(M(1; p_{i1}, \ldots, p_{im})\) distribution, where
\[
p_{ij} = F_0(T_i + je) - F_0(T_i + (j - 1)e).
\]

Theorem 4 follows from the facts that we have:
\[
P\{S_i \in je + dt\} = e^{-1} \{F_0(t + je) - F_0(t + (j - 1)e)\} \, dt,
\]
and
\[
P\{T_i \in dt\} = P\{S_i - \lfloor S_i/E_i \rfloor E_i \in dt\}
= e^{-1} \sum_{j=0}^{m} \{F_0(t + je) - F_0(t + (j - 1)e)\} \, dt = e^{-1} \, dt, \quad t \in (0, e).
\]

For the general case, where we condition on values \(E_i\), which have a common absolutely continuous distribution function \(F_E\), we now get immediately:

Theorem 5. Let the observations consist of the pairs \((E_i, S_i)\), where \(E_i\) has an absolutely continuous distribution on an interval \([0, M_2]\). Let \(S_i = U_i + V_i\), where \(U_i\) and \(V_i\) are independent, conditionally on \(E_i\), where \(U_i\) is uniform on \([0, E_i]\) and \(V_i\) has an absolutely continuous distribution function \(F_0\), concentrated on an interval \([0, M_1]\). Moreover, let the random variables \(T_i\) be defined by
\[
T_i = S_i - jE_i, \quad \text{if } S_i \in (jE_i, (j + 1)E_i], \quad j = 0, 1, \ldots.
\]
Furthermore, let conversely the indicators \(\Delta_{ij}\) be defined by
\[
\Delta_{ij} = \{S_i = T_i + jE_i\}, \quad j = 0, 1, \ldots, m_i,
\]
where \(m_i\) is the smallest integer \(j\) such that \(F_0(T_i + jE_i) = 1\). Then, conditionally on the \(E_i\), the \(T_i = S_i - \lfloor S_i/E_i \rfloor E_i\) are uniformly distributed on \([0, E_i]\), and the model is equivalent to a mixed case interval censoring model, where the log likelihood for the distribution function \(F_0\) is proportional to
\[
\sum_{i=1}^{n} \sum_{j=0}^{m_i} \Delta_{ij} \log \{F(T_i + jE_i) - F(T_i + (j - 1)E_i)\},
\]
and where the \(\Delta_{ij}\) have a multinomial \(M(1; p_{i1}, \ldots, p_{im_i})\) distribution, conditionally on the \((T_i, E_i)\), where
\[
p_{ij} = F_0(T_i + jE_i) - F_0(T_i + (j - 1)E_i),
\]
5. Characterization of the nonparametric maximum likelihood estimator (MLE) for the incubation time distribution. Theorem 5 in Section 4 showed that the model for the incubation time distribution, with the exposure times $E_i$ and the times of becoming symptomatic $S_i$, is equivalent to the so-called mixed case interval censoring model, where the observation intervals for the $i$th variable are

$$(0, T_i), (T_i, T_i + E_i), (T_i + E_i, T_i + 2E_i), \ldots,$$

with $T_i = S_i - \lfloor S_i/E_i \rfloor E_i$, uniformly distributed on $[0, E_i)$, conditionally on $E_i$ and where the indicators $\Delta_{ij}$ have multinomial distributions, conditionally on $T_i$ and $E_i$.

Let $Q_n$ be the empirical distribution function of the pairs $(E_i, S_i)$. Then, for a distribution function $F$ on $\mathbb{R}$, which is zero on $(-\infty, 0]$, we define the process

$$W_{n,F}(t) = \int_{\min(S_i) \leq s \leq t} \frac{\{s : F(s) - F(s - e) > 0\}}{F(s) - F(s - e)} dQ_n(e,s) - \int_{\min(S_i) \leq s - e \leq t} \frac{\{s : F(s) - F(s - e) > 0\}}{F(s) - F(s - e)} dQ_n(e,s),$$

(5.1)

with $0/0 = 0$, where $Q_n$ is the empirical distribution of $(E_1, S_1), \ldots, (E_n, S_n)$.

Note that the MLE is only determined at the points $(S_i - E_i)_{+}$ and $S_i$. We therefore restrict the set of candidates for the MLE to discrete distribution functions which only have mass at these points. But because the likelihood for a distribution $F$ can be enlarged if $F$ has a point of mass at a point $S_i - E_i$ not coinciding with a point $S_j$, for $j \neq i$ by removing this mass to a point $S_j$, we can restrict the set of distribution functions to the set of discrete distribution functions, having mass at points $S_i$ only. We denote this set of distribution functions by $\mathcal{F}_n$.

The following lemma characterizes the MLE.

**Lemma 2.** Let $\mathcal{F}_n$ be the set of discrete distribution functions $F$, which only have mass at the points $S_i$. Then $\hat{F}_n \in \mathcal{F}_n$ maximizes

$$\ell(F) = \int \log \{F(s) - F(s - e)\} dQ_n(e,s)$$

(5.2)

over $F \in \mathcal{F}_n$ if and only if

(i) \[ \int_{u \in [t, \infty)} dW_{\hat{F}_n}(u) \leq 0, \quad t \geq 0, \]

(ii) \[ \int W_{n,F}(t-) \, d\hat{F}_n(t) = 0. \]

Moreover, $\hat{F}_n$ is uniquely determined at the points $S_i$ by (5.2) and (5.3).

The proof of Lemma 2 follows the steps of the proof of Proposition 1.3 of Part 2 of [19] and is therefore omitted. Note that condition (5.3) is condition (1.27) of Proposition 1.3 and obtained by integration by parts from that conditions.

A picture of the point process $\{(T_i, W_{\hat{F}_n}(T_i)), i = 1, 2, \ldots\}$ in a simulation of the incubation time distribution, for $T_i$ running through points $S_i$ and $S_i - E_i$ between the minimum of the $S_i$ and the maximum of the $S_i - E_i$, is given in Figure 4 for sample size $n = 100$.

The process $W_{n,\hat{F}_n}$ touches zero at points just to the left of points of mass of $\hat{F}_n$. This shift of one point is due to the fact that we need the left-continuous slope of the greatest convex minorant of the cusum diagram, but use right-continuous distribution functions.
Fig 4: The point process \( \{(T_i, W_n \hat{F}(T_i)), i = 1, 2, \ldots \} \) for points \( T_i \), running through points \( S_i \) and \( S_i - E_i \) between the minimum of the \( S_i \) and the maximum of the \( S_i - E_i \). Sample size \( n = 100 \). The data correspond to a truncated Weibull distribution for the incubation time distribution, used in simulations of the incubation time distribution. The points are connected by line segments.

As explained in [11], one can compute the MLE by the iterative convex minorant algorithm, where one computes iteratively the greatest convex minorant of the cusum diagram with points \((0, 0)\) and points

\[
\left( G_{n,F}(t), \int_{u \in [0,t]} F(u) \, dG_{n,F}(u) + W_{n,F}(t) \right),
\]

where the “weight process” \( G_{n,F} \) is defined by

\[
G_{n,F}(t) = \int_{\min(S_i) \leq s \leq \max(S_i - E_i)} \left\{ \frac{\{F(s) - F(s - e) > 0\}}{\{F(s) - F(s - e)\}^2} \right\} \, dQ_n(e,s) \\
+ \int_{\min(S_i) \leq s - e \leq \max(S_i - E_i)} \left\{ \frac{\{F(s) - F(s - e) > 0\}}{\{F(s) - F(s - e)\}^2} \right\} \, dQ_n(e,s),
\]

where \( F \) is the temporary estimate of the distribution function at an iteration. The MLE \( \hat{F}_n \) corresponds to a stationary point of this algorithm and is given by the left-continuous slope of the greatest convex minorant of the cusum diagram, see Figure 5. See [11] for further remarks on this algorithm.

We define the process \( V_n \) by

\[
V_n(t) = \int_{u \in [0,t]} \hat{F}_n(u) \, dG_n(u) + W_{n,\hat{F}_n}(t),
\]
Fig 5: The cusum diagram \( \{(G_n(T_i), V_n(T_i)), i = 1, 2, \ldots \} \), where \( T_i \) runs through the ordered points \((S_i - E_i)_i\) and \( S_i \) and \( V_n \) is defined by (5.6), together with its greatest convex minorant (red curve). Sample size \( n = 100 \).

where \( G_n = G_n,F_n \) is defined by (5.5) for \( F = F_n \). Thus \( F_n \) is obtained by taking the left-continuous slope of the “self-induced” cusum diagram, defined by \((0, 0)\) and points

\[
(G_n,F(t), V_n(t)), \quad t \geq 0.
\]

(5.7)

6. Consistency of the MLE. We have the following result.

THEOREM 6. Let \( F_0 \) have a strictly positive density \( f_0 \) on \((0, M_1)\), for some \( M_1 > 0 \). Furthermore, let \( F_E \) be zero on an interval \([0, \varepsilon]\), where \( 0 < \varepsilon < M_1 \) and have a strictly positive continuous density \( f_E \) on the interval \((\varepsilon, M_2)\). Let \( F_n \in \mathcal{F}_n \) be the MLE, where \( \mathcal{F}_n \) is the set of distribution functions with mass at the set of points \( S_i \). Then the MLE \( F_n \) converges almost surely to \( F_0 \) on \([0, M_1]\).

There are a lot of different ways to prove consistency, but we feel a preference for the elegant method in [24], which is used in the proof below.

PROOF. We start by observing that, by the fact that \( F_n \) is the MLE, we must have:

\[
\sum_{0}^{1} \int \frac{F_0(s) - F_0(s - e)}{F_n(s) - F_n(s - e)} dQ_n(e, s) \leq 1.
\]

The empirical probability measure \( Q_n \) converges weakly to the underlying measure \( Q_0 \) on a set of elements \( \omega \) which has probability one. Fixing an \( \omega \) we get by the Helly compactness theorem a subsequence \((F_{n_k})(\cdot; \omega)\) converging vaguely to a subdistribution function \( F_{\omega} \), for which we get the inequality:

\[
\sum_{0}^{1} \int e^{-1} \left\{ \int \frac{(F_0(s) - F_0(s - e))^2}{F(s) - F(s - e)} ds \right\} dF_{\omega}(e) \leq 1.
\]

(6.1)

The minimum of

\[
\int e^{-1} \left\{ \int \frac{(F_0(s) - F_0(s - e))^2}{G(s) - G(s - e)} ds \right\} dF_{\omega}(e)
\]

(6.2)
over subdistribution functions $G$ is attained by a nondegenerate distribution function $G$, since otherwise (6.2) could be made smaller by multiplying $G$ by a constant bigger than 1. This means that we may assume that the minimizer $G$ of (6.2) satisfies

\begin{equation}
(6.3) \quad \int e^{-1} \left\{ \int \left\{ G(s) - G(s - e) \right\} ds \right\} dF_E(e) = 1,
\end{equation}

Minimizing (6.2) under the condition (6.3) is the same as minimizing

\begin{equation}
\int e^{-1} \int \left\{ \frac{(F_0(s) - F_0(s - e))^2}{G(s) - G(s - e)} + G(s) - G(s - e) \right\} ds dF_E(e),
\end{equation}

without this condition, using a Lagrange multiplier argument (with Lagrange multiplier $\lambda = 1$).

For $s \in (0, \varepsilon]$ we have $F_0(s - e) = G(s - e) = 0$ for $e \geq \varepsilon$ and the minimum of

\[
\frac{F_0(s)^2}{x} + x, \quad x > 0,
\]

is attained by taking $x = F_0(s)$. If $F_0(s) > F_0(s - e) > 0$, we find that

\[
\frac{(F_0(s) - F_0(s - e))^2}{y - x} + y - x, \quad x \geq 0, y - x > 0,
\]

is minimized by taking $y - x = F_0(s) - F_0(x)$, but since the minimizing values on the interval $u \in (0, \varepsilon]$ are equal $F_0(u)$, we must have $G(s) = F_0(s)$ and $G(s - e) = F_0(x - e)$ for the minimizing function $G$.

So the minimum of (6.2) is equal to 1 and attained for $G = F_0$. This means that the limit $F$ the subsequence $(\hat{F}_{n_k})$ must be equal to $F_0$, since otherwise the left-hand side of (6.1) would be strictly bigger than 1. Since this holds for all subsequences $(\hat{F}_{n_k})$, the result now follows.

7. Asymptotic distribution of the MLE in the model for the incubation time. We have the following result for the non-smoothed MLE in the model for the incubation time, corresponding to Theorem 1 in the current status model.

**THEOREM 7.** Let $F_0$ have a continuous density $f_0$, staying away from zero on its support $[0, M_1]$, $M_1 > 0$, and let the exposure time $E$ have a continuous density $f_E \geq c > 0$ on its support $[\varepsilon, M_2]$, for some $c > 0$, with a bounded derivative on the interval $(\varepsilon, M_2)$. Let $\hat{F}_n \in F_n$ be the MLE, where the set of distribution functions $F_n$ has the same meaning as in Theorem 6. Then we have at a point $t_0 \in (0, M_1)$:

\begin{equation}
(7.1) \quad n^{1/3} \left\{ \hat{F}_n(t_0) - F_0(t_0) \right\} / (4f_0(t_0)/c_E)^{1/3} \xrightarrow{d} \arg\min \left\{ W(t) + t^2 \right\},
\end{equation}

where $W$ is two-sided Brownian motion on $\mathbb{R}$, originating from zero and where the constant $c_E$ is given by:

\begin{equation}
(7.2) \quad c_E = \int e^{-1} \left[ \frac{1}{F_0(t_0) - F_0(t_0 - e)} + \frac{1}{F_0(t_0 + e) - F_0(t_0)} \right] dF_E(e),
\end{equation}

The result shows that the limit distribution is again given by Chernoff’s distribution. The jump in difficulty of the proof in going from the corresponding result for the current status model to more general cases of interval censoring models (to which the model for the incubation time also can be reduced, as we showed in the preceding sections) is considerable.

The proof of Theorem 7 is given in the supplementary material, section B.
8. Confidence intervals in the incubation time model. We now construct confidence intervals for the distribution function in the same way as we did for the current status model, based on the SMLE. But for justifying these methods, we need a result, corresponding to Theorem 2 for the current status model.

The SMLE $\tilde{F}_{nh}$ is again defined by:

\[ \tilde{F}_{nh}(t) = \int IK((t - y)/h) d\hat{F}_n(y), \quad (8.1) \]

where $\hat{F}_n$ is the MLE and $IK$ is defined by (1.4).

We have the following result, analogous to Theorem 2 above for the current status model.

**Theorem 8.** Let the conditions of Theorem 7 be satisfied and let $h_n$ be a bandwidth such that $h_n \sim kn^{-1/5}$, as $n \to \infty$, for some $k > 0$. Moreover, let the density $f_0$ be differentiable at $t \in (0, M_1)$, where $f'_0(t) \neq 0$ and let $K_h$ be defined as in (2.1), for the symmetric kernel $K$ which is the derivative of $IK$. Finally, let the SMLE $\tilde{F}_{nh}$ be defined by (8.1). Then

\[ n^{2/5} \{ \tilde{F}_{n,h_n}(t) - F_0(t) \} \xrightarrow{d} N(\mu, \sigma^2), \quad (8.2) \]

where

\[ \mu = \frac{1}{2} k^2 f'_0(t) \int u^2 K(u) du, \quad (8.3) \]

and

\[ \sigma^2 = \lim_{n \to \infty} n^{-1/5} \int \phi_n(y) K_{h_n}(t - y) dy \]

where the function $\phi_n$ solves the equation

\[ \int_{e > 0} e^{-1} \left[ \frac{\phi(v + e) - \phi(v)}{F_0(v + e) - F_0(v)} - \frac{\phi(v) - \phi(v - e)}{F_0(v) - F_0(v - e)} \right] dF_E(e) = -K_{h_n}(t - v), \quad v \in (0, M_1). \quad (8.4) \]

The proof of this result is given in the supplementary material, Section C, but we here give the relation to the proof for the current status model. Let $Q_0$ be the probability measure of the $(T_i, \Delta_i)$ in the current status model. In [17] the key step is to write

\[ \int IK_h(t - u) d(\hat{F}_n - F_0)(u) = - \int \phi_n(u) \{ \delta - \hat{F}_n(u) \} dQ_0(u, \delta), \]

where

\[ \phi_n(u) = \frac{K_{h_n}(t - u)}{g(u)}, \]

and $g$ is the density of the observation times, see (4.2), p. 364, of [17]. We next show that

\[ - \int \phi_n(u) \{ \delta - \hat{F}_n(u) \} dQ_0(u, \delta) = \int \phi_n(u) \{ \delta - F_0(u) \} d(Q_n - Q_0)(u, \delta) + o_p \left( n^{-2/5} \right) \]

\[ = \int \phi_n(u) \{ \delta - F_0(u) \} d(Q_n - Q_0)(u, \delta) + o_p \left( n^{-2/5} \right), \]

to get the asymptotic normality result.
In Theorem 8 the function $\phi_n$ plays a similar role, but this time we do not have an explicit representation for it, we can only say that it is the solution of the integral equation (8.4). So we have to show that this solution exists and derive the result from its properties.

Assuming Theorem 8, we can construct confidence intervals, using the smoothed bootstrap and the interpretation as mixed interval censoring model. Analogously to the method of Section 3 in [28], we keep the $E_i$ and $T_i = S_i - \lfloor S_i/E_i \rfloor E_i$ fixed and sample the multinomial random vectors $(\Delta_i^*, \ldots, \Delta_i^*_{m_i})$ according to the probabilities given in Theorem 4, where we replace the distribution function $F_0$ by its estimate the SMLE $\tilde{F}_{nh}$. Note that the authors in [28] mention in their section 3.1 that the limiting distribution of the MLE is unknown, but that we give the limit distribution in our case in Theorem 7, under the conditions given there.

An example is given in Figure 6.

The construction of the 95% bootstrap confidence intervals figure 6 proceeded in the following way.

We took sample size $n = 500$. The (original) sample is $(E_1, S_1), \ldots, (E_n, S_n)$, where $E_i$ is uniform on $[0, 30]$ and $S_i = U_i + V_i$, where $U_i$ is uniform on $[0, E_i]$ and (independently, given $E_i$) $V_i$ has a Weibull distribution, truncated on $[0, 20]$, with distribution function

$$ x \mapsto F_{\alpha, \beta}(x) = \begin{cases} 0 & , x < 0, \\ \{1 - \exp(-\beta x^{-\alpha})\} / \{1 - \exp(-20 x^{-\alpha})\} & , x \in [0, 20], \\ 1 & , x > 20, \end{cases}$$

where $\alpha = 3.03514$ and $\beta = 0.002619$. These values were found in a study of 88 travelers from Wuhan in [11], if one tries to estimate the distribution of the incubation time by maximum likelihood, assuming that it has a Weibull distribution.

Defining $T_i = S_i - \lfloor S_i/E_i \rfloor E_i$, the multinomials $(\Delta_i^*, \ldots, \Delta_i^*_{m_i})$ were sampled according to the probabilities given in Theorem 4, where $F_0$ is replaced by $\tilde{F}_{nh}$. The bandwidth $h$ was
determined to be $h = 3.2$, using (2.4), over a grid of 100 equidistant points, using a pilot
bandwidth $h_0 = 5 \approx 10 n^{-1/9}$.

Our bootstrap sample consists of:

$$(E_1, S^*_1), \ldots, (E_n, S^*_n),$$

where

$$S^*_i = \sum_{j=0}^{m_i} \Delta^*_ij (T_i + j E_i),$$

and where $m_i$ is the smallest $j$ such that $\bar{F}_{nh}(T_i + j E_i) = 1$. We take here

$$\mathbb{P}^* \{ \Delta^*_ij = 1 \} = \bar{F}_{n,h_0}(T_i + j E_i) - \bar{F}_{n,h_0}(T_i + (j - 1) E_i), \quad j = 0, \ldots, m_i,$$

where $\mathbb{P}^*$ denotes the probabilities for the bootstrap sample, conditionally on $(T_1, E_1), \ldots, (T_n, E_n)$. Note that we keep the $E_i$ fixed, relieving us from the duty of estimating its distribu-
tion. For each bootstrap sample the MLE $\hat{F}^*_n$ and the SMLE $\bar{F}^*_nh$ were computed.

For Figure 6 (a) all 1000 values $\bar{F}_{nh}(t) - \int IK_h(t - y)d\bar{F}_{n,h_0}(y)$, and the per-
centiles $\bar{P}_{0.025}(t)$ and $\bar{P}_{0.975}(t)$ were determined. Note that we do not subtract
$\bar{F}_{nh}(t)$, but instead subtract the convolution of the kernel $IK_h$ with $d\bar{F}_{nh_0}$. This gives the bootstrap intervals:

$$\left[ \bar{F}_{nh}(t) - \bar{P}_{0.975}(t), \bar{F}_{nh}(t) - \bar{P}_{0.025}(t) \right].$$

For Figure 6 (b) all 1000 values $\bar{F}_{n}(t) - \bar{F}_{nh}(t)$, and the percentiles $P_{0.025}(t)$ and $P_{0.975}(t)$
were determined. This gives the bootstrap intervals:

$$\left[ \bar{F}_{n}(t) - P_{0.975}(t), \bar{F}_{n}(t) - P_{0.025}(t) \right].$$

9. Estimation of quantiles and comparison with parametric methods. We now illustrate the difference between the nonparametric approach and the approach using distributions
like the Weibul, log-normal, etc. for the incubation time distribution. This is shown for the problem of estimating the 95th percentile of the distribution. To this end we generated 1000
samples of size $n = 500$ and also size $n = 1000$, using the same Weibull distribution to gen-
orate the incubation time distribution as we used in Section 8 for constructing confidence intervals. This example is also given (for sample size $n = 500$) in [12].

In the Weibull approach to the problem, we maximize for $\alpha, \beta > 0$:

$$\sum_{i=1}^{n} \log \left\{ F_{\alpha,\beta}(S_i) - F_{\alpha,\beta}(S_i - E_i) \right\}, \quad (9.1)$$

where $F_{\alpha,\beta}$ is defined by (8.5). This gives a maximum likelihood estimate $F_{\hat{\alpha},\hat{\beta}}$ of the distribution function, where $(\hat{\alpha}, \hat{\beta})$ maximizes (9.1) over $(\alpha, \beta).$ The estimate of the 95th percentile is then defined by $F^{-1}_{\hat{\alpha},\hat{\beta}}(0.95)$, where $F^{-1}_{\hat{\alpha},\hat{\beta}}$ denotes the inverse function.

In the log-normal approach to the problem, we maximize for $\alpha \in \mathbb{R}$ and $\beta > 0$:

$$\sum_{i=1}^{n} \log \left\{ G_{\alpha,\beta}(S_i) - G_{\alpha,\beta}(S_i - E_i) \right\}, \quad (9.2)$$

where $G_{\alpha,\beta}$ is defined by

$$G_{\alpha,\beta}(x) = \Phi \left( (\log x - \alpha) / \beta \right), \quad (9.3)$$
for \( x > 0 \) (zero otherwise), where \( \beta > 0 \) and \( \Phi \) is the standard normal distribution function. The estimate of the percentile is then given by \( G^{-1}_{\hat{\alpha},\hat{\beta}}(0.95) \), where \((\hat{\alpha}, \hat{\beta})\) maximizes (9.2) over \((\alpha, \beta)\).

In the nonparametric maximum likelihood approach we simply maximize

\[
\sum_{i=1}^{n} \log \{ F(S_i) - F(S_i - E_i) \},
\]

over all distribution functions \( F \). This give the nonparametric MLE \( \hat{F}_n \), from which we compute the SMLE \( \hat{F}_{n,h} \) and the estimate of the 95th percentile \( \hat{F}_{n,h}^{-1}(0.95) \). The bandwidth \( h \) was chosen to be \( h_n = 6n^{-1/5} \) here. Note that, using the delta method, we find:

\[
n^2/5 \left\{ \hat{F}_{n,h}^{-1}(0.95) - F_{\alpha,\beta}^{-1}(0.95) \right\} = -n^{2/5} \left\{ \hat{F}_{n,h}(F_{\alpha,\beta}^{-1}(0.95)) - 0.95 \right\} \big/ f_{\alpha,\beta}(F_{0}^{-1}(0.95)) + o_p(1),
\]

where \( f_{\alpha,\beta} \) is the (truncated) Weibull density, corresponding to the distribution function \( F_{\alpha,\beta} \), defined by (8.5).

The results of this simulation for 1000 samples of size \( n = 500 \) are shown in the box plot Figure 7 and the corresponding picture for sample size \( n = 1000 \) in Figure 8.

Fig 7: Box plot of 95th percentile estimates for the nonparametric, Weibull and log-normal maximum likelihood estimators for 1000 samples of size \( n = 500 \). The incubation time data are generated from a Weibull distribution. The red line denotes the value of the true percentile.

The black line segments in the boxes are at the position of the median. Finally, the red line denotes the value of \( F_{\alpha,\beta}^{-1}(0.95) \approx 10.17716 \), where \((\alpha, \beta)\) are the parameters of the Weibull distribution. R scripts for all methods are given in the directory “simulations” of [10].

It can be seen that, since the incubation time data were generated from a Weibull distribution, the estimates of the quantiles assuming this distribution have indeed the smallest
variation. But the nonparametric estimates, not making the assumption that the distribution is of the Weibull type, are also pretty good, whereas the estimates, assuming a log-normal distribution are completely off (in fact, these estimate are inconsistent). The SMLE adapts to the underlying distribution and provides consistent estimates, using the consistency of the MLE itself, derived in Section 6 and the consistency of the SMLE, which can be deduced from this.

One sees that the uncertainty about what interest us, is not much larger when one only uses the nonparametric SMLE than when one assumes that the incubation time distribution is Weibull (which is the correct distribution in this simulation setting), but much larger when one assumes log-normal. While there is absolutely no scientific (medical) reason to “believe” Weibull, or to “believe” log-normal. They lead to completely different statistical inferences, hence could lead to completely different policy recommendations.

10. Other smooth functionals. The relation between the model for the incubation time distribution and the mixed case interval censoring model was discussed in Section 4. Smooth functionals for the simplified situation where the exposure time is degenerate at a point in situations where we do not have to deal with an extra bandwidth parameter were for example discussed in Section 10.1 of [18] and in Section 11.2.3.e of [31].

The first moment is the prototype of such a smooth functional, The asymptotic normality and $\sqrt{n}$ convergence of the estimate

$$\int x \, d\hat{F}_n(x)$$

where $\hat{F}_n$ is the nonparametric MLE was given for the current status model in [19], Theorem 5.5 of Part 2. The asymptotic variance is given by

$$\sigma^2 = \int \frac{F_0(t)(1 - F_0(t))}{g(t)} \, dt,$$
where \( g \) is the density of the observation times and \( F_0 \) the distribution function of the hidden estimate.

Similar results for more general cases of interval censoring are given in Chapter 10 of [18], but in those cases the expression for the asymptotic variance is coming from the solution of an integral equation and no longer explicit as in the case of the current status model. A similar situation holds for the model for the incubation time distribution.

We have the following asymptotic normality result for the estimate of the first moment, based on the nonparametric MLE \( \hat{F}_n \) for the incubation time model, if the support of the incubation time distribution is \([0, M_1]\):

\[
\sqrt{n} \left\{ \int x \, d\hat{F}_n(x) - \int x \, dF_0(x) \right\} \xrightarrow{D} N(0, \sigma^2),
\]

where \( N(0, \sigma^2) \) is a normal distribution with mean zero and variance

\[
\sigma^2 = -\int_0^{M_1} \phi_{F_0}(x) \, dx.
\]

and \( \phi_{F_0} \) is also the solution of the following equation in \( \phi \):

\[
\int_{e > 0} e^{-1} \left[ \frac{\phi(v + e) - \phi(v)}{F(v + e) - F(v)} - \frac{\phi(v) - \phi(v - e)}{F(v) - F(v - e)} \right] \, dF_E(e) = 1, \quad v \in [0, M_1].
\]

The distribution function \( F_E \) of the exposure time was again chosen to be the uniform distribution function on \([1, 30]\).

---

Fig 9: Box plot of estimation of the first moment of the incubation distribution for the nonparametric, Weibull and log-normal maximum likelihood estimators for 1000 samples of size \( n = 5000 \). The incubation time data are generated from a Weibull distribution. The red line denotes the value of the actual real first moment.

The derivation of this result is given in the supplementary material, Section D. The inconsistency of the estimate based on the log normal model is again clearly seen from the boxplot.
Figure 9. However, if we would have generated the incubation time distribution from a log normal distribution, the estimate based on the Weibull distribution would be inconsistent, so Figure 9 cannot be interpreted as showing the superiority of the Weibull distribution.

Examples of the behavior of the density estimate

$$\hat{f}_{nh}(t) = \int K_h(t - y) d\hat{F}_n(y),$$

which converges at rate $n^{2/7}$, where $h \sim cn^{-1/7}$, $c > 0$, are given in [11] and [12].

11. Conclusion. We discussed the convergence to Chernoff’s distribution for the non-parametric maximum likelihood estimator (MLE) in the current status model and the convergence to a normal distribution of the smoothed MLE (the SMLE), as proved in [17]. The latter result needs the choice of a bandwidth and we discussed the choice of a bandwidth using the smoothed bootstrap, using oversmoothing for generating the bootstrap samples in Section 2. The choice of a bandwidth, converging at a lower rate than the optimal bandwidth for generating the bootstrap samples, seems crucial in this procedure.

Next we discussed confidence intervals, and compared the confidence intervals based on the SMLE with confidence intervals, based on the MLE (but using the SMLE to generate smoothed bootstrap samples) in [28] and confidence intervals, proposed in [2], also based directly on the (restricted) MLE. Figures 2 and 3 give the typical behavior of the three methods. It has been proved that the ordinary bootstrap, just resampling the observations, is inconsistent for this model (see [28]).

We proved that the nonparametric MLE in an often used model for the incubation time distribution converges in distribution, after standardization, to Chernoff’s distribution. We also showed that the model is equivalent to the mixed case interval censoring model. The rate of convergence is cube root $n$, if $n$ is the sample size, under a separation condition for the exposure time. We also discussed (locally) differentiable functionals of the model, estimated by corresponding functionals of the nonparametric MLE, which converge after standardization to a normal distribution at faster rates, where the constants are given by the solution of an integral equation.

This provides an alternative for the parametric models that are usually applied in this context, estimating the incubation time distribution by, e.g., Weibull, gamma or log-normal distributions. If the parametric model is not right (there is in fact no scientific or medical reason to choose for Weibull, gamma, Erland, log-normal, etc., and one sees for this reason usually these distribution applied at the same time) the estimates are inconsistent if the chosen model does not hold, as we demonstrate in Sections 9 and 10.

As shown in Section 10, for parameters like the first moment, we do not have to choose a bandwidth parameter, while the behavior of the estimate based on the nonparametric MLE is competitive to the parametric estimates in this case, even if the model for the parametric estimate is right.

\(\mathbb{R}\) scripts for computing the estimates are given in [10].

12. Appendix.

PROOF OF LEMMA 1. We have:

$$\hat{F}_{n,h,0}''(t) - h_{n,0}^{-3} \int K_n'' \left( \frac{(t - y)}{h_{n,0}} \right) F_0(y) \, dy$$

$$= h_{n,0}^{-3} \int K_n'' \left( \frac{(t - y)}{h_{n,0}} \right) \left\{ \hat{F}_n(y) - F_0(y) \right\} \, dy,$$
and
\[
\int K'' \left( (t - y)/h_{n,0} \right) \left\{ \hat{F}_n(y) - F_0(y) \right\} dy \\
= \int \frac{K'' \left( (t - y)/h_{n,0} \right)}{g(y)} \left\{ \hat{F}_n(y) - F_0(y) \right\} dG(y) \\
= \int \frac{K'' \left( (t - y)/h_{n,0} \right)}{g(y)} \left\{ \hat{F}_n(y) - \delta \right\} dP_0(y, \delta),
\]
where \( G \) is the distribution function of the \( T_i \) and \( P_0 \) the probability measure of the pairs \((T_i, \Delta_i)\). We now define the function \( \psi_{t,h} \) by
\[
\psi_{t,h}(y) = \frac{K'' \left( (t - y)/h \right)}{h^3 g(y)}.
\]
Analogously to the development in Section 11.3 of [18], p. 332, we introduce a piecewise constant version \( \tilde{\psi}_{t,h} \) of \( \psi_{t,h} \) such that
\[
\tilde{\psi}_{t,h}(y) = \begin{cases}
\psi_{t,h}(\tau_i), & \text{if } F_0(y) > \hat{F}_n(\tau_i), \ u \in [\tau_i, \tau_{i+1}), \\
\psi_{t,h}(s), & \text{if } F_0(y) = \hat{F}_n(s), \ \text{for some } s \in [\tau_i, \tau_{i+1}), \\
\psi_{t,h}(\tau_{i+1}), & \text{if } F_0(y) < \hat{F}_n(\tau_i), \ u \in [\tau_i, \tau_{i+1}),
\end{cases}
\]
where the \( \tau_i \) are successive points of jump of \( \hat{F}_n \). So we can write:
\[
\int K'' \left( (t - y)/h_{n,0} \right) \left\{ \hat{F}_n(y) - F_0(y) \right\} dy = \int \frac{K'' \left( (t - y)/h_{n,0} \right)}{g(y)} \left\{ \hat{F}_n(y) - \delta \right\} dP_0(y, \delta)
\]
\[
= \int \psi_{n,h_{n,0}}(y) \left\{ \hat{F}_n(y) - \delta \right\} dP_0(y, \delta)
\]
\[
= \int \{ \psi_{n,h_{n,0}}(y) - \tilde{\psi}_{n,h_{n,0}}(y) \} \left\{ \hat{F}_n(y) - \delta \right\} dP_0(y, \delta) + \int \tilde{\psi}_{n,h_{n,0}}(y) \left\{ \hat{F}_n(y) - \delta \right\} dP_0(y, \delta)
\]
\[
= \int \{ \psi_{n,h_{n,0}}(y) - \tilde{\psi}_{n,h_{n,0}}(y) \} \left\{ \hat{F}_n(y) - \delta \right\} dP_0(y, \delta)
\]
\[
+ \int \tilde{\psi}_{n,h_{n,0}}(y) \left\{ \hat{F}_n(y) - \delta \right\} d(P_0 - P_n) (y, \delta),
\]
using the characterization of the MLE \( \hat{F}_n \) in the last step (see Section 11.3 of [18]). We now get:
\[
\int \{ \psi_{n,h_{n,0}}(y) - \tilde{\psi}_{n,h_{n,0}}(y) \} \left\{ \hat{F}_n(y) - \delta \right\} dP_0(y, \delta)
\]
\[
= O_p \left( h_{n,0}^{-4} n^{-2/3} \right) = O_p \left( n^{-2/3} \right),
\]
and
\[
\int \tilde{\psi}_{n,h_{n,0}}(y) \left\{ \hat{F}_n(y) - \delta \right\} d(P_0 - P_n) (y, \delta) = O_p \left( h_{n,0}^{-3/2} n^{-1/2} \right) = O_p \left( n^{-1/3} \right).
\]
So the conclusion is:
\[
\hat{F}_{n,h_{n,0}}(t) - h_{n,0}^{-3} \int K'' \left( (t - y)/h_{n,0} \right) F_0(y) dy = O_p \left( n^{-2/3} \right).
\]
But under the conditions of Theorem 2 we have:

\[ h_{n,0}^{-3} \int K''((t-y)/h_{n,0}) F_0(y) \, dy = f_0'(t) + o(1), \quad n \to \infty. \]

SUPPLEMENTARY MATERIAL

Section A
Score operators and adjoint equation.

Section B
Proof of Theorem 7.

Section C
Proof of Theorem 8.

Section D
Proof of (10.1)
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