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Abstract: Large-scale kites, flying high-force crosswind trajectories, have been proposed for wind power generation. A two phase operational cycle generates net positive power using a ground-based motor/generator. In the traction phase the kite flies a high-force trajectory while reeling out the generator-connected tethers. A low-force retraction phase reels in the tethers and returns the kite to the start of the cycle. Highly variable conditions and significant uncertainty in the dynamics pose challenges to autonomous, well-controlled flight. The control task is divided into trajectory generation and tracking components and the most uncertain parameters in the model are identified online. The control structure uses these parameters in a robust framework resulting in an experimentally verified adaptive control scheme.
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1. INTRODUCTION

Airborne Wind Energy (AWE) uses tethered flying vehicles to generate electrical power. The concept was first proposed by Loyd 1980 using a kite flown in a crosswind pattern. The idea only began to be exploited more widely after 2000. Early work in the area was carried out by Diehl (2001); Houska and Diehl (2006); Ockels (2001); Lansdorp and Ockels (2005); Canale et al. (2007); Fagiano (2009) and Breuer and Luchsinger (2010). More recently, many other researchers and start-up companies started contributing to the field. A related application is the use of kites for towing sea-going vessels (Erhard and Strauch (2013)). Several start-up companies have flown developmental prototypes but none have yet begun commercial-scale production.

Almost all AWE systems exploit the force generated in cross-wind flight in one of two ways. Airborne generation systems mount propeller-driven generators on the flying vehicle, with the most developed system being that by Makani (2018). These systems require a rigid wing for generator mounting and a conductive cable for transmitting the power to the ground.

A more common alternative is the use of tethered wings and ground-based generation via winched tethers. This configuration may use a soft kite or rigid wing and can be actuated directly from the ground. These systems are typically lower cost and lower risk which has made them popular with research groups and start-up companies. Schmehl (2018) gives descriptions of many such systems. Actuating the vehicle from the ground introduces additional control and estimation challenges which we discuss in this paper.

The modeling and control methods developed in Fagiano et al. (2014) and Zgraggen et al. (2015) form the basis for the work we present here. Rigid kites offer more flexibility in terms of on-board actuation and this can alleviate some of the uncertainty in the dynamics, as well as reducing the significant delay that comes from ground-based actuation. Our work on rigid kite control is summarised in Luchsinger et al. (2018). In this paper we focus on soft kites and in particular the modeling and online identification required to implement an adaptive control scheme capable of handling the significant uncertainties in the dynamics.

Section 2 describes the AWE system and a simple model of the kite dynamics. The control architecture is given in Section 3 and Section 4 describes the online identification of key model parameters required for control. The sensing options and estimation structure are described in Section 5 and experimental verification of adaptive kite control is presented in Section 6.

2. AIRBORNE WIND ENERGY SYSTEMS

2.1 Ground-based generation

The basic two-phase operational concept is illustrated in Figure 1. The kite has a lift force generating cross-section and this is the basis for power generation. During a reel-out phase the kite is repeatedly flown in a high force cross-wind figure-of-eight pattern and generates power by unreeling...
tethers connected to a generator. When the maximum reel-out of the tethers is reached a lower force trajectory is flown to allow the kite to be retracted with a significantly lower energy expenditure. A prototype system with a wing area of 6 m$^2$ has been able to generate an average power of approximately of approximately 330 W. (Zgraggen (2015)) over such a two-phase cycle. A start-up design (TwingTec (2018)) uses an optimised rigid-wing design to give an average power of 100 kW, with a wing span of 15 m.

The reel-out speed of the kite is slow compared to its velocity and so the kite can be considered as being constrained to fly on the surface of a sphere. The quarter-sphere downwind of the ground station is referred to as the wind window. Maximum power is extracted when the kite flies perpendicular to the wind and the power drops off as the kite heads towards the edges of the wind window. As the kite moves upward on the sphere the power drops as a result of the decreasing angle with respect to the wind velocity. However, increasing altitude typically leads to increasing wind velocity and greater power extraction. The optimal trade-off between these effects will depend on local wind conditions.

We will consider a two-line tethered kite with independent control of the length of each tether. The difference in tether length rolls the kite and provides a turning actuation. This is decoupled from the common reel-out of the tethers which is used to transfer force from the kite tethers to torque on the ground-based winch/generator. The tethers are connected to the kite via bridle lines, illustrated schematically in Figure 2. The bridle lines transmit the force from the kite to the tethers and their configuration determines the kite’s angle-of-attack and the lift (and drag) force relationship with respect to the apparent wind. In practice bridle lines may also connect at other points, particularly the leading and trailing edges of the kite. The kite may also have stiffening elements in order to create a lift-generating cross-section.
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The reel-out speed of the kite is slow compared to its velocity and so the kite can be considered as being constrained to fly on the surface of a sphere. The quarter-sphere downwind of the ground station is referred to as the wind window. Maximum power is extracted when the kite flies perpendicular to the wind and the power drops off as the kite heads towards the edges of the wind window. As the kite moves upward on the sphere the power drops as a result of the decreasing angle with respect to the wind velocity. However, increasing altitude typically leads to increasing wind velocity and greater power extraction. The optimal trade-off between these effects will depend on local wind conditions.
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where $F$ is the force, $S$ the lift and drag coefficients and $\gamma$ is the heading angle. In a flexible kite this is a difficult effect to model. The dominant aspects are a “steering gain”, $K_s$, and a delay, $\tau_s$. This, together with the basic kinematic relationships, leads to a simple unicycle model for the kite.

\[ \theta = \frac{\gamma}{r} \cos \gamma \quad (2) \]
\[ \phi = \frac{v_k}{r \cos \theta} \sin \gamma \quad (3) \]
\[ \dot{\gamma} = K_s u(t - \tau_s). \quad (4) \]

Similar kite steering models also appear in Erhard and Strauch (2013). Section 4 provides an experimental verification of this form of model.

The steering delay, $\tau_s$, comes from two sources. The first is the delay in actuating the kite via tether length changes. The tethers have non-negligible mass and drag force. These effects are complex and depend on tether length as well as kite velocity. Several authors have developed detailed models of these effects, but the dominant effect on the control is a delay that depends on tether length and kite velocity. The second source of delay arises from the kite position estimation procedure. The simplest kite configuration estimates kite position from tether angle and tether length measurements at the ground station. The tether dynamics also influence these measurements giving an analogous delay to the tether actuation case. Under typical operating conditions for a soft kite the total delay ranges between 0.5 and 1.0 seconds (Polzin et al. (2017)).

3. CONTROL SYSTEM ARCHITECTURE

A cascaded control architecture, illustrated in Figure 5, separates the system into trajectory generation and heading angle tracking components. Partitioning the control problem in this manner is also done in Erhard and Strauch (2013), Jehle and Schmehl (2014), and Fagiano et al. (2014). Uncertainty and variation in the steering parameters, $K_s$ and $\tau_s$, limit performance in both the heading angle tracking and guidance controller subsystems. In the traction phase the steering parameters are estimated twice per figure-of-eight cycle and used to ensure robust heading angle tracking performance as well as feasible $\gamma_{\text{ref}}$ guidance control. The choice of two estimates per cycle is a trade-off between having sufficient data for an accurate estimate and tracking a time-varying parameter. The control system has been described in more detail in Wood et al. (2017b).
they can be parametrised in terms of an ideal loopshape with a crossover frequency of $\omega$.

Although both course this also delays the closed-loop tracking response formulation makes it easy to modify the heading angle. The inner cascade loop tracks a specified heading angle, $\gamma_{ref}$, and effectively tune the control gains as a function of the operating conditions.

### 3.1 Heading angle tracking

The inner cascade loop tracks a specified heading angle reference $\gamma_{ref}$, using a Smith predictor structure. The advantage of this structure, illustrated in Figure 6, is that it can explicitly account for a delay in those cases where the delay limits the achievable performance. This explicit formulation makes it easy to modify the heading angle tracking controller as a function of the estimated delay.

The kite steering model in (4) is

$$\gamma = G_s(s)u = \frac{K_s}{s} e^{-\tau_s u}.$$

Although both $K_s$ and $\tau_s$ will be estimated in operation we expect that there will still be some error in these values due to the variations over the course of the traction cycle and variations in the kite dynamics. The estimates and associated bounds are,

$$K_s - \delta K_s < K_s < K_s + \delta K_s$$

and

$$\hat{\tau}_s - \delta \tau_s < \tau_s < \hat{\tau}_s + \delta \tau_s.$$  

As an integrator, choosing $C_{so}$ as a static gain provides an ideal loopshape with a crossover frequency of $\omega_c = \frac{K_s C_{so}}{\tau_s}$ rad/sec. The Smith predictor structure effectively delays the feedback comparison with the reference, $\gamma_{ref}$, to prevent the delay, $e^{-\tau_s u}$, from destabilising the loop. Of course this also delays the closed-loop tracking response by $\tau_s$ seconds.

Incorporating the control gain $C_{so}$ into the Smith predictor structure shown in Figure 6 (and using estimates for the gain and delay) gives the controller,

$$C_s(s) = \frac{C_{so}}{1 + \frac{C_{so} K_s}{\tau_s} (1 - e^{-\tau_s s})}.$$

It can be shown (see Wood et al. (2015a)) that if $C_{so}$ satisfies

$$C_{so} < \frac{\pi}{2 \hat{K}_s \delta \tau_s \sqrt{ \left(1 + \frac{\delta \tau_s}{K_s} \right)^2 + 1}},$$

then the closed-loop reference tracking system is stable for gains and delays that satisfy (5) and (6).

The limit on $C_{so}$ in (7) puts an upper bound on the bandwidth of the heading angle tracking controller. This limit, denoted by $\omega_{\gamma_{lim}}$, is used within the guidance controller (see Section 3.2) to ensure that the derivative of the heading angle reference to limit that commanded heading angle, $\gamma_{ref}$, can be tracked. The limit,

$$|\dot{\gamma}_{ref}| < \omega_{\gamma_{lim}},$$

is also used in the offline calculation of the nominal optimal trajectories described in Section 3.3.

### 3.2 Trajectory path guidance

The predictive guidance subsystem provides $\gamma_{ref}$ to the $\gamma$ tracking controller, $C_s(s)$. This must be done so that the $\gamma_{ref}$ trajectory can be followed by $C_s(s)$, even as the bandwidth of $C_s(s)$ varies as a function of the online estimates of $K_s$ and $\tau_s$. Our initial work Wood et al. (2015a)) achieved this via a precalculated series of $\gamma_{ref}$ trajectories, parametrised by the current $C_s(s)$ bandwidth limitation. Our current approach (see Wood et al. (2017a)) uses a Model Predictive Controller (MPC) to generate $\gamma_{ref}$. The problem is formulated as minimising a linear quadratic (LQ) cost based on the difference between the predicted trajectory, $\dot{\gamma}_{ref}$, and an optimal trajectory, $\dot{\gamma}_{opt}$. Section 3.3 outlines a method for the offline calculation of a family of optimal trajectories.

An important feature of the MPC formulation is that the prediction horizon is partitioned into two intervals. The first propagates the predicted kite position based on prior control actions as the actuation delay means that current control actions will have no effect on the kite over this portion of the horizon. The remainder of the horizon can be controlled and the kite is driven towards a power optimal figure-of-eight trajectory subject to constraints.

The problem formulation uses linearised dynamics (derived from (2) and (3)). The frequency band-limit on $\gamma_{ref}$ was implemented as a limit, (denoted $\omega_{\gamma_{lim}}$) on the derivative of the heading angle reference, $\dot{\gamma}_{ref}$. The magnitude of $\gamma_{ref}$ is also constrained to prevent the kite from being commanded to fly straight down. In the traction cycles the kite traverses edges of the figure-of-eight paths in an upward direction. As an additional safety feature a minimum altitude constraint is also enforced.

### 3.3 Optimal trajectories

An optimisation approach is used to calculate trajectories, $\gamma_{opt}$, for the traction phase. We are looking for a limit
cycle solution to the dynamics, (2)–(4), that maximises the tether force integrated over a single figure-of-eight trajectory with a period $T_p$. The problem is formulated as follows,

$$\max_{x(\cdot), u(\cdot), x_0, T_p} \frac{1}{T_p} \int_0^{T_p} F(x(t), u(t)) dt$$

subject to:

$$\forall t \in [0, T_p]:$$

$$\dot{x} = f(x(t), u(t))$$

$$\epsilon \leq x(t) \leq c$$

$$\bar{b} \leq u(t) \leq \tilde{b}$$

$$x(0) = x(T_p) = x_0.$$  

The dynamics of the state, $x(t) = [\theta(t) \phi(t) \gamma(t)]$ are given by $f(x(t), u(t))$ and also include the kite velocity approximation in (1). The minimum altitude, heading angle, and heading angle rate limits ($|\gamma_{\text{rel}}| < \omega_{\gamma_{\text{lim}}}$) are imposed as state constraints. The optimal heading angle trajectory, $\gamma_{\text{opt}}$, is calculated from the optimal $u(t)$ and $x(t)$.

The cost function, $F(x(t), u(t))$, is an estimate of the tether force exerted by the kite, neglecting any tether reel-out,

$$F(x, u) = \frac{\rho SCD}{2} \left(1 + \left(\frac{C_L}{CD} - \beta u^2\right)^2 \right)^{3/2} (\cos \theta \cos \phi v_w)^2.$$  

The $\beta u^2$ term models the loss of lift due to turning manoeuvres. A similar penalisation is used in Costello et al. (2015). Numerical solutions to a discretised version of this problem are calculated offline with the GPOPS-II MATLAB software (Patterson and Rao (2014)).

4. DELAY AND GAIN IDENTIFICATION

The steering model in (4) is obtained empirically, and discussed along with the data presented here in more detail in Wood et al. (2015b). Figure 7 illustrates the correlation between the steering input, $u(t)$, and the rate of change of heading angle, $\dot{\gamma}$. The data is sampled with a period of $T_s = 0.01$ sec. and has a duration of 80 seconds, representing approximately 13 figure-of-eight manoeuvres. The heading angle derivative is approximated from the data by $\dot{\gamma} \approx (\gamma(t_{k+1}) - \gamma(t_k))/T_s$. The value of $\gamma(t)$ used here comes from frame transformations of the output of an inertial measurement unit (IMU) flown onboard the kite. As the IMU includes a Kalman filter, the “measurement” of $\gamma(t)$ is actually a filtered estimate and so the $\dot{\gamma}$ approximation does not exhibit significant noise amplification.

The delayed input, $u(t - \tau_s)$, is plotted in Figure 7 for two different delays ($\tau_s = 0$ and $\tau_s = 0.66$ sec.). The heading angle derivative has a repeatable relationship with respect to the undelayed input, $u(t)$ but it is far from linear. The delay of $\tau_s = 0.66$ sec. gives a close to linear estimate, $\hat{K}_s$, for the steering gain. Figure 7 also highlights the region where $|\phi| < 0.17$ rad. as this represents the region of the wind window which dominates the power production. In this region the fit is very close.

The best estimates for $\hat{K}_s$ and $\hat{\tau}_s$ are defined by minimising the RMS error of the model fit,
measurement as an estimate of the velocity, \( v_w \), that the kite experiences.

A particularly simple form of estimator comes from a discrete integration of the estimated position state, \( \hat{\theta} \hat{\phi} \hat{r} \)^T. If the tethers are assumed to be straight then the tether angle and tether length measurements can be considered to be noisy measurement of the position state. If we further assume that the azimuth and elevation motions are decoupled we can create a simple integration model for the position state and its derivative. Assuming noise covariances on each of the measurements gives a simple steady-state Kalman filter. From the estimated derivative of the position state we can calculate and estimate, \( \hat{\gamma} \), of the kite heading angle, \( \gamma \). See Hesse et al. (2018) for a more complete derivation. This form of estimator is similar to that used in the experimental results presented in Section 6.

5.1 Sensor options

The assumption of straight tethers is not realistic, particularly during the retraction phase of the pumping cycle, and also during parts of the figure-of-eight traction phase. To address this problem we have investigated several other sensing options. These include:

**Inertial measurement unit (IMU).** We have flown kites with a Pixhawk Autopilot which is equipped with a Cortex M4 processor and several redundant sensors including a 3-axis accelerometer, 3-axis gyroscope, magnetometer, and barometer. Only the gyroscope measurements are used in our estimation systems.

**Vision sensing.** By mounting a wide-angle camera on the tether lead-out sheave the kite can be kept in the field of view of a vision sensing system. The camera is a GoPro HD Hero 2 video camera which can capture 1280x960 pixel video streams at 48 frames/second. This provides measurements of \( \theta \) and \( \phi \) that are not influenced by tether dynamics.

**Radio localisation.** Ultra-wide band time-of-flight radio sensors provide relative distance measurements over a range of several hundred metres and with an accuracy of less than 10 cm. This option has only been studied in simulation and so won’t be described further in this paper.

Note that we have not included GPS systems in our configurations. The smaller rigid wing kites can fly figure-of-eight trajectories in as little as 6 seconds. The turning rates involved in these manoeuvres make it infeasible to maintain a lock on GPS satellites.

The image processing required to give kite altitude and azimuth estimates at the camera frame rate is relatively complex and beyond the scope of this paper. See Hesse et al. (2018) for more complete details.

5.2 Dual-unicycle estimator

The additional sensors considered now give either direct angular rate (via the IMU) or direct position (via vision sensing) measurements for the kite. Unlike the tether angle measurements, these kite measurements are not affected by the tether dynamics. The main difficulty in the estimator design is in dealing with the fact that some measurements are affected by additional unmodeled dynamics. To overcome this we create a second kite model which we assume to be measured by the tether angle and length sensors. This second model is coupled to the kite model, which is measured by the vision and/or IMU sensors. The effect of the tether dynamics is then captured by the coupling of these models. We refer to this model as a dual-unicycle model. The motivation for this type of model comes from Marshall (2005).

The elevation and azimuth of second unicycle model are denoted by \( \theta^* \) and \( \phi^* \) respectively,

\[
\dot{\theta}^* = \frac{v^*_k}{r} \cos \gamma^*
\]

\[
\dot{\phi}^* = \frac{v^*_k}{r \cos \theta^*} \sin \gamma^*.
\]

This model is a function of two coupling variables, \( v^*_k \) and \( \gamma^* \) that are coupled to the kite velocity and heading via,

\[
v^*_k = v_k - v_{\text{offset}}
\]

\[
\gamma^* = \lambda \gamma(t - t_{\text{offset}})
\]

The offset variables \( v_{\text{offset}} \) and \( t_{\text{offset}} \) are estimated from data. This model is motivated by the experimental observation that the tether angles point to a location on the sphere that is moving more slowly and has a delay with respect to the kite. The parameter \( \lambda \approx 1 \) is needed to ensure that second unicycle also traces complete figures-of-eight.

In the dual-unicycle model structure the camera-based position measurements are treated as measurements of the kite position states \( \theta \) and \( \phi \). The angular rate measurements from the gyroscope are used to calculate a measurement of the kite heading angle \( \gamma \). However the tether angle measurements are considered as measurements of \( \theta^* \) and \( \phi^* \).

In all cases sensor noise of specified covariance is included in the measurement models. The gyroscope measurements are also assumed to have noise driven drift. The estimator used was an unscented Kalman filter (UKF) (van der Merwe et al. (2004)). A more complete description of the Kalman filter design is given in Polzin et al. (2017).

5.3 Estimator configurations

Several estimator and sensor configurations have been studied in flight tests. Table 1 lists the sensors and estimator models used for the various configurations. The simplest estimation structure considered uses tether angles, gyroscope measurements of the angular rates and a simple unicycle model. The most complex adds the camera-based position measurement and a dual-unicycle model.

A summary of the estimators’ performance is given in Table 2. The data is taken from 120 minutes of flight data. The errors are calculated with respect to the kite position determined on a post-processed image. The TA

| Name  | Process model   | Sensors                  |
|-------|-----------------|--------------------------|
| TA    | Unicycle        | tether angles            |
| CG    | Unicycle        | camera/gyro              |
| TCG   | Dual unicycle   | tether/camera/gyro        |

Table 1. Estimator configurations
Table 2. Estimator performance

| Name | \(\hat{\theta}\) error [deg.] | \(\hat{\phi}\) error [deg.] |
|------|-------------------------------|-------------------------------|
| TA   | 21                            | 4.1                           |
| CG   | 11                            | 0.7                           |
| TCG  | 9.7                           | 0.7                           |

Fig. 9. Estimator comparison in the azimuth/altitude frame from the point of view of the ground station. The three estimators are TA (blue), CG (green), and TCG (magenta). For comparison the camera image measurements are also shown (C, cyan). Camera measurements were lost at the right-hand side of the figure-of-eight trajectory.

The estimator has the worst performance because the tether angle measurements are assumed to be unbiased and this is clearly not the case. The addition of a camera-based sensor (in CG and TCG) significantly improves the performance of these estimators. When tether angles are included in the TCG estimator the use of the dual-unicycle process model implicitly allows for a bias in the tether angle measurements.

The estimators’ performance is also compared on a partial figure-of-eight trajectory in Figure 9. For comparison the projections onto the wind window (from the point of view of the ground-station) of the camera-based position measurements are also shown. The bias in the tether angle-based estimator (TA) is very large over most of the trajectory.

The same flight data is used in the \(\hat{\gamma}\) estimates shown in Figure 10. In the time domain the delay in the \(\hat{\gamma}\) estimate from the tether angle-based estimator configuration (TA) is clear.

The flight data in Figures 9 and 10 also contains a period where the camera loses track of the kite (grey-shaded area). Both the CG and TCG estimators accumulate bias due to the loss of the most effective sensor. The TCG model performs better in this circumstance as it is able to use information from the tether angles to maintain a better estimate.

Figure 11 illustrates the difference between tether angle measurements and the CG estimator on a frame from the camera sensor. The CG estimates are compared in the image plane to the projected tether angles. The kite is also visible confirming the accuracy of the CG estimator.

Fig. 10. Heading angle estimation performance. The three estimates show the performance of each estimator of \(\gamma\) as a function of time. The data corresponds to the figure-of-eight trajectory shown in Figure 9. The grey region indicates the part of the trajectory where the camera-based position measurement was lost.

Fig. 11. Comparison of the tether angle and camera-based position measurements. Overlaid on the image are the projected kite position, as estimated from tether angles (TA), and the last 20 estimates from the vision-based estimator (CG).

6. EXPERIMENTAL ADAPTIVE CONTROL

To illustrate the online identification and controller adaptation we present results from a tow test experiment performed on an airfield in Switzerland in December 2016. Further details on these experiments can be found in Wood et al. (2017b). The kite and winch system is towed behind a vehicle and with no ambient wind this allows us to create measurable wind conditions with respect to the kite. Figure 12 shows the experimental configuration.

The runway length limits the experiments to approximately 180 seconds of flight and a representative trajectory is illustrated in Figure 13. The ground station has a controller adjusting the tether lengths in response to a tether force measurement. This gives some change in tether length, \(r(t)\), over the duration of an experiment and so \(r(t)\) is also recorded.

The steering delay, \(\tau_s\), was up to 0.7 sec. and the controllable part of the MPC horizon was 0.3 sec. giving a total horizon of 1.0 sec.. This is a relatively small proportion of a single figure-of-eight trajectory (typically between 6 and 20 seconds in these experiments).
The estimates $\hat{K}_s$ and $\hat{\tau}_s$ are calculated with each of the two crossings of the centre of the wind window per figure-of-eight trajectory. For the controller bandwidth and $\gamma_{\text{ref}}$ trajectory band-limit calculation in (7) and (8) we assume a 20% uncertainty on $\hat{K}_s$ and $\hat{\tau}_s$.

Figure 14 shows the measured wind velocity, $v_w$, and tether length, $r(t)$, during the tow test experiment. The wind speed varies over a factor of two while the tether length varies between 80 and 100 metres. The resulting estimates of the delay, $\hat{\tau}_s$, and steering gain, $\hat{K}_s$, are also shown. The delay ranges between 0.6 and 0.85 seconds. During the 85 to 95 second interval there is a large increase in the tether length, $r(t)$, and the constant tether length model fit gives a bad estimate. This is detected in the analysis and flagged as an unreliable estimate. The estimate of the steering gain ranges from -1.5 to -6 and shows significant half-cycle to half-cycle variation.

The effect of the $\gamma_{\text{ref}}$ tracking band limitation is shown in Figure 15. The $|\gamma_{\text{ref}}|$ limit in (8) is shown together with the actual value of $|\gamma_{\text{ref}}|$. The $\gamma_{\text{ref}}$ reference trajectory derivative hits its limit at a significant number of time instances indicating that the adaptation gains are imposing meaningful limits on the steering trajectory.

7. DISCUSSION

Effectively flying power generating kites raises a variety of interesting questions for modeling, identification and control. There is a significant amount of uncertainty in the dynamics that arises primarily from the uncertain aerodynamic forces on the kite and this is particularly challenging in the lower cost soft-kite configurations. The problem is further compounded by significant variations in the wind characteristics. We have pursued a strategy of developing relatively simple models and identifying key parameters during flight operation. These are then used to adjust the controller gains, and to set constraints
on the optimisation problems that calculate the desired trajectories. Simple estimators, based on tether angles and tether length, can be used for the control. However the estimation performance is significantly improved by sensors, such as camera sensors, that are not affected by the dynamics of the tethers. Flight tests illustrate that the adaptive approach is feasible and there is clearly much more that can be done towards achieving the goal of robust flight performance in a wide range of wind conditions.
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