Pin to pin neutron flux reconstruction in a PWR reactor using support vector regression (SVR) technique
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Abstract. Coarse mesh nodal methods are widely used in the analysis of nuclear reactors. However, these methods provide only average values of the neutron fluxes. From a safety point of view, it is important to have an accurate analysis of the pin to pin flux distribution that nodal methods are not able to provide. Many articles have been published that make use of mathematical techniques to determine flux distributions. Most of these techniques use expansion functions to estimate these distributions. The expansion coefficients of these works are determined by conditions that take into account the average values of certain fluxes supplied by the nodal methods. There are also methods that employ analytical solutions of the neutron diffusion equation. This article presents a different approach for calculating the pin to pin neutron flux distribution for a PWR reactor. The developed method uses support vector regression (SVR) technique to determine this pin to pin neutron flux. The SVR technique uses average data computed with the Nodal Expansion Method (NEM) for learning purposes. A total of 70% of the computed data were used for training and 30% for validation, using multifold-cross-validation. Two fuel elements were removed from the training and validation sets, to test the method. Less than 2% errors were found when compared to the values obtained by the nodal expansion method (NEM), using a fine-mesh spatial discretization. We concluded that use of SVR to reconstruct pin to pin fluxes is another option, which will be of great value in fuel reload calculations, since the same parameters will be applied to all cycles, thus expediting calculations when compared to standard procedure calculations.

1 Introduction

The nodal expansion method (NEM) [1] is widely used in reactor physics calculations. This method divides the reactor core into well-defined volumes, called nodes (n), with cross sections of the order of the fuel element cross-sectional dimensions. NEM is only able to provide nodal average results, as the nodal average neutron fluxes (Φₙₑₓ), and if we are treating thermal reactors, usually two neutron groups are used. However, these values do not include detailed information of the neutron flux at each position of the fuel element, namely, the pin to pin neutron flux (Φₕᵣₑₓ(x, y)).

To overcome this problem, flux pin to pin reconstruction methods have been developed since the 1970s. The fundamental problem of reconstruction is precisely how to determine the pin to pin flux (Φₕᵣₑₓ(x, y)) from values of the nodal average fluxes determined by coarse mesh methods. Some of these methods use polynomial expansions, others use analytic solutions to determine Φₕᵣₑₓ(x, y). Therefore, flux reconstruction methods differ only on how to represent the function Φₕᵣₑₓ(x, y).

The central idea of flux reconstruction is the determination of a function to represent the flux distribution within a fuel element. For methods using polynomial flux expansions, the expansion constants are determined by known values of nodal (average) fluxes, total and partial currents and fluxes on the faces of the nodes. In some methods, even the values of fluxes at the node corners are used. Since these values are not generated by NEM, specific procedures have to be developed.

Examining in a more detailed way the problem of reconstruction, it can be concluded that all of these procedures make use of correlations between the average nodal fluxes, determined by coarse mesh nodal methods, and pin to pin neutron flux values. These parameters have to be determined in order to obtain important safety related variables, like hot channel factors. The problem is that directly obtaining pin to pin fluxes is a time-consuming procedure, which justifies the use of coarse mesh nodal methods in conjunction with reconstruction techniques.
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This article presents a different approach for calculating neutron flux pin to pin distribution for a PWR reactor. The method developed here uses support vector regression (SVR) technique to determine pin to pin neutron fluxes. We can summarize this procedure in the following way: For a set of entry points \((x_i, y_i)\), with \(x_i\) representing the values of the nodal fluxes and \(y_i\) representing the values of the pin to pin flux, reconstruction can be accomplished by using machine learning technique. Specifically, the machine learning technique employed in this work uses support vector regression (SVR), with statistical learning technique developed by Vapnik [2].

The reactor studied has 121 fuel elements in its core. NEM has given 1936 samples with 19 representations, i.e. average nodal flux, six total currents, six partial currents on node faces and six average face fluxes. With the SVR technique, we were able to compute pin fluxes, so that the error for the fuel elements tested were lower than 2%. Pessoa and Martinez [3] have found errors as large as 14%. In this work, a new procedure is proposed to reconstruct the detailed pin to pin flux distribution in a PWR reactor, and results obtained demonstrate the feasibility of the procedure.

2 Literature review

The work by Koebke and Wagner [4], in 1977, represented \(\phi_{1,\text{hom}}(x, y)\) by two-dimensional polynomials for two groups. This polynomial expansion is

\[
\phi_{1,\text{hom}}^n(x, y) = \sum_{i,j=0}^{4} c_{ij}^n x^i y^j; \quad g = 1, 2. \tag{1}
\]

The coefficients of this expansion are determined by using the values of the average nodal fluxes determined with the coarse mesh nodal method. In 1985, Koebke and Hetzel [5] used a polynomial expansion, according to equation (1), in order to characterize the fast flux \((g = 1)\), and a hyperbolic function expansion for the thermal flux \((g = 2)\).

\[
\phi_{2,\text{hom}}^n(x, y) = \phi_{1,\text{hom}}^n(x, y) \sum_{i,j=0}^{n} c_{ij}^n \eta_i(x) \eta_j(y),
\]

with \(c_{33,2}^n = c_{34,2}^n = c_{43,2}^n = c_{44,2}^n = 0\), \(\eta_0(\xi) = 1\), \(\eta_1(\xi) = \sin h(\alpha_n \xi)\), \(\eta_2(\xi) = \cos h(\alpha_n \xi)\), \(\eta_3(\xi) = \sin h(2\alpha_n \xi)\), \(\eta_4(\xi) = \cos h(2\alpha_n \xi)\), \(\xi = x, y, \alpha_n = \sqrt{\sum_{i=2}^{n} D_i^2}\), and \(h\) being the width of the fuel element.

Rempe et al. [6] also used polynomial expansions to determine the homogeneous distribution of fast neutron flux equation (1) and hyperbolic functions to represent the homogeneous distribution of thermal neutron flux. However, with a different approach than Koebke and Hetzel [5] for the first term expansion,

\[
\phi_{2,\text{hom}}^n(x, y) = \phi_{0,\text{hom}}^n(x, y) + \sum_{i,j=0}^{4} c_{ij}^n \eta_i(x) \eta_j(y).
\]

Recently, Pessoa and Martinez [3] represented the pin to pin flux by a fourth-order expansion with a two-dimensional axial leakage treatment, so that diffusion equation can be solved analytically. This solution is a sum of a particular solution of the non-homogeneous equation and the general solution of the homogeneous differential equation. The boundary conditions are the four-total current on the surfaces of the node and the four average fluxes in the node corners. According to Pessoa and Martinez [3], the larger errors occur in assemblies near baffle–reflector interfaces. One of the reasons pointed out there is that in the nuclear data generation for these assemblies resulted in important information being lost. Errors can be as large as 14.6% in those regions.

It is apparent from this discussion that flux reconstruction techniques are kind of an art, since there is no sound basis for choosing the flux form to be used. This has motivated investigating the use of techniques employing Artificial Intelligence (AI), which could be trained with real data, hoping to find smaller errors than in the literature. From the techniques available, we decided to exploit the SVR algorithm, of which a brief description follows.

The SV algorithm is a generalization of the algorithm developed by Vapnik and Lerner [7] in 1963 and Vapnik and Chervonenkis [8] in 1964. In the following years, Vapnik [2] continued to develop the technique that is characterized by statistical learning or VC theory. First, these algorithms were applied to classification problems. Currently, in addition to classification, the theory was extended to regression problems. The support vectors regression technique was applied to predict time series by Müller et al. [9] Drucker et al. [10] and Mattera and Haykin [11] in the late 1990s.

3 Support vectors regression (SVR)

Support vectors regression presents the principle of structural risk minimization, which considers the minimization of the upper limit of the generalization error [12]. The expected risk is defined as a function of the empirical risk, \(R_{\text{emp}}\), which measures the error rate in a training set for a number of finite and fixed observations of the problem:

\[
R_{\text{emp}} = \frac{1}{N} \sum_{i=1}^{N} L(y_i, f(x_i)). \tag{2}
\]

In equation (2), \(N\) is the number of points in the training set and \(L(x_i, f(x_i))\) is the loss function, assumed quadratic in this work:

\[
L = (y_i - f(x_i))^2.
\]

Thus, the \(L\) loss function corresponds, in our problem, to the difference between a target neutron flux and the estimated one. Moreover, the expected risk \(R_{\text{emp}}\) corresponds to the average error of the estimated neutron flux. Hence, higher values of \(R_{\text{emp}}\) means higher error and consequently higher risk of poor estimation of neutron fluxes.

Considering that we are looking for linear functions that relate the input data \(x_i\) to the desired values \(y_i\), through \(f(x_i) = w \cdot x_i + b\), with \(b \in \mathbb{R}\) and \(w \in \mathbb{X}\), where \(w \cdot x_i\) is the inner product in space \(\mathbb{X}\), the expected risk equation for
$N$ training samples is
\[ R_{\text{exp}} = R_{\text{emp}} + \frac{1}{2} \| w \|^2. \]  \hspace{1cm} (3)

The structural risk minimization was proposed by Vapnik et al. \[13\] and it consists of reducing the value on the right of equation (3) in order to obtain the smallest expected risk. The SVR attempts to find the function $f$ which relates the values $x_i$ to the values $y_i$, with a maximum deviation $\varepsilon$ for the training data. Therefore, a space is created where all points with acceptable errors are within the interval $[y_i - \varepsilon, y_i + \varepsilon]$. The SVR focuses on minimizing the second term of equation (6) such that the problem is to determine:
\[ \text{Min}_{w, b} \frac{1}{2} \| w \|^2, \]
subject to
\[ \begin{cases} y_i - w \cdot x_i - b \leq \varepsilon \\ -y_i + w \cdot x_i + b \leq \varepsilon. \end{cases} \]

Equation (3) does not take into account the results outside the range set by the choice of $\varepsilon$.

For the points outside this range to be considered, slack variables $\xi_i$ and $\xi_i^*$ are introduced into the optimization problem.
\[ \text{Min}_{w, b} \frac{1}{2} \| w \|^2 + C \left( \sum_{i=1}^{N} (\xi_i + \xi_i^*) \cdot \right), \]
subject to
\[ \begin{cases} y_i - w \cdot x_i - b \leq \varepsilon + \xi_i \\ -y_i + w \cdot x_i + b \leq \varepsilon + \xi_i^* \\ \xi_i, \xi_i^* \geq 0, \end{cases} \]

where $C$ is a constant to be chosen and determines the trade-off among $f$ and points $x_i$ with errors greater than $\varepsilon$. The choice of $C$ implies in determining $w$, which minimizes the slack variables. A loss function is used in this work to characterize the points outside $\varepsilon$, the $\varepsilon$-insensitive loss function, defined by equation (4):
\[ |\xi| = \begin{cases} 0, & \text{if } |\xi| \leq \varepsilon \\ |\xi|, & \text{otherwise.} \end{cases} \]  \hspace{1cm} (4)

This primal optimization problem is difficult due to the inequalities in the constraints equations. Therefore, a dual problem is developed as an easier alternative to solve the optimization problem. This transformation from primal to dual problem considers a Lagrangian function having Lagrange multipliers as dual variables for each constraint of the primal problem. The dual problem Lagrangian function is given by
\[ L = \frac{1}{2} \left[ \| w \|^2 + C \left( \sum_{i=1}^{N} (\xi_i + \xi_i^*) \right) - \sum_{i=1}^{N} (\eta_i^* \xi_i + \eta_i^* \xi_i^*) \right] - \sum_{i=1}^{N} \alpha_i (\varepsilon + \xi_i - y_i + w \cdot x_i + b) \]
\[ - \sum_{i=1}^{N} \alpha_i^* (\varepsilon^* + \xi_i^* - y_i + w \cdot x_i + b), \]  \hspace{1cm} (5)

where $\alpha_i, \alpha_i^*, \eta_i, \eta_i^*$ are Lagrange multipliers restricted to be $\leq 0$. Then, the problem becomes a problem of maximizing dual variables. On the other hand, the Lagrange function $L$ will be minimized by deriving it with respect to each primal variable and equating these derivatives to zero:
\[ \frac{\partial L}{\partial b} = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) = 0 \]  \hspace{1cm} (6)
\[ \frac{\partial L}{\partial w} = w - \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) x_i = 0 \]  \hspace{1cm} (7)
\[ \frac{\partial L}{\partial \xi_i} = C - \alpha_i - \eta_i = 0 \]  \hspace{1cm} (8)
\[ \frac{\partial L}{\partial \xi_i^*} = C - \alpha_i^* - \eta_i^* = 0. \]  \hspace{1cm} (9)

Substituting equations (6)–(9) in equation (5), we have the dual problem as
\[ \max \left\{ -\frac{1}{2} \sum_{j=1,N} (\alpha_i - \alpha_i^*) (\alpha_j - \alpha_j^*) (x_i \cdot x_j) \right\} \]
\[ -\varepsilon + \sum_{i=1}^{N} y_i (\alpha_i - \alpha_i^*) \right\}, \]
subject to $\sum_{i=1}^{N} (\alpha_i - \alpha_i^*) = 0$. \hspace{1cm} (10)

From equation (7), it can be seen that
\[ w = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) x_i, \]
which determines $f(x)$ as
\[ f(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) x_i + b. \]

Therefore, to determine $f$, it is not necessary to determine $w$, which is a primal variable. Lagrange multipliers are obtained from the dual problem. The Karush–Kuhn–Tucker (KKT) conditions are used to interact between primal and dual problems as follows:
\[ \alpha_i (\varepsilon + \xi_i - y_i + w \cdot x_i + b) = 0 \]  \hspace{1cm} (11)
\[ \alpha_i^* (\varepsilon^* + \xi_i^* - y_i + w \cdot x_i + b) = 0. \]  \hspace{1cm} (12)
Equations (11) and (12) establish the first complementary KKT condition, where the dual variables \( \alpha_i \) and \( \alpha_i^* \) are different from zero when

\[
|f(x_i) - y_i| \geq \varepsilon. \tag{13}
\]

From equation (13), it can be concluded that it is not necessary to use all points \( x_i \) to determine \( w \) but only those that make \( \alpha_i \) and \( \alpha_i^* \) greater than zero. These points are the so-called support vectors [14].

To calculate \( b \), the complementary KKT conditions are used with

\[
(C - \alpha_i)\xi_i = 0, \tag{14}
\]

\[
(C - \alpha_i^*)\xi_i^* = 0. \tag{15}
\]

Since \( \alpha_i \) and \( \alpha_i^* \) in equations (14) and (15) must be different from zero, it results that the slack variables must be equal to zero. Thus, \( b \) can be determined by taking the points where Lagrangian multipliers vary on the interval \( (0, C) \). Now using equations (11) and (12), we get

\[
b = \frac{1}{N} \sum_{i=1}^{N} (\alpha_i - \alpha_i^*)(\varepsilon - \xi_i) - w \cdot x_i.
\]

Now, define a kernel function

\[
K(x_i, y_i) = \varphi(x_i) \cdot \varphi(y_i), \quad \forall x_i, y_i \in X.
\]

Substituting this kernel function into the dual problem equations 15, we have

\[
\text{Max} \left\{ -\frac{1}{2} \sum_{i=1}^{N} (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*)K(x_i, x_j) - \varepsilon \right. \\
+ \sum_{i=1}^{N} y_i(\alpha_i - \alpha_i^*) \right\},
\]

subject to: \( \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) = 0, \quad \forall \alpha_i, \alpha_i^* \in [0, C] \).

Function \( f \) will now be determined by making

\[
w = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*)\varphi(x_i).
\]

And then

\[
f(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*)K(x_i, y_i) + b.
\]

Finally, the kernel function used in this work is the radial basis function (RBF) presented below:

\[
K(x_i, y_i) = \exp\left(-\gamma||x_i - y_i||^2\right).
\]

4 Application of SVR methodology to pin to pin flux reconstruction for a PWR nuclear reactor

The reactor studied in this work is a PWR reactor similar to Angra-1. This reactor has 121 (Fig. 1) 20 \( \times \) 20 cm fuel elements of 3.60 m height, set in a 16 \( \times \) 16 array (Fig. 2). Each element contains 256 pins distributed among nuclear fuel, burnable poison, water holes, etc. The fuel element nuclear parameters were homogenized, and the reactor was discretized using 20 \( \times \) 20 \( \times \) 20 cm nodes, totaling 1936 nodes: 121 nodes in \( x \)- and \( y \)-directions with 16 layers in the \( z \)-direction. These data are important for the nodal calculation with NEM. The nodes corresponding to lower and upper reflectors were discarded because they do not contribute to power generation.

4.1 Fundamental problem

NEM is applied to this discretized space in order to determine average values for fluxes and currents. In this process, as said earlier, the heterogeneity of information is lost, since NEM makes use of node homogenized cross sections. However, it is important for fuel cycle design and for safety reasons that pin to pin fluxes in every fuel element be determined for the whole core. Then, considering the average nodal flux values, total currents and partial fluxes at each face of the node, determined by NEM, which are input data for the SVR technique, one can obtain pin to pin neutron fluxes (representing the target data) in each of the 256 pins constituents of the fuel assembly. This study has focused on obtaining the thermal flux pin values, since the same procedure can be performed for the fast group. Therefore, from this point on, the \( \phi_{g\text{hom}}(x, y) \) shall be referred to as \( \phi_{\text{hom}}(x, y) \).

To determine the optimal values for the parameter \( C \), the penalty factor, and \( \gamma \), a parameter of the RBF kernel function, the learning process was attained through an automatic search process [12]. The training and validation sets were divided into a proportion of 70–30% for training and validation purposes, using the multifold-
cross-validation technique. After the learning process was done, the algorithm could use the pair \((C, \gamma)\) for reconstruction purposes.

The data were processed according to the normalization:

\[
x' = \frac{x - \min(X)}{\max(X) - \min(X)} \left(\text{New}_{\text{max}} - \text{New}_{\text{min}}\right) + \text{New}_{\text{min}},
\]

where \(x\) is a vector space \(X\) and \(\text{New}_{\text{max}}\) and \(\text{New}_{\text{min}}\) are chosen according to the purpose. In this work, the new range will be between \([-1, 1]\). The reference values for the pin fluxes were obtained from NEM, with a fine spatial discretization mesh, with dimensions on the order of the fuel rod size.

### 4.2 Methodology

First, the reconstruction of the pin to pin flux was done for two fuel rods, pin 01 and pin 170, in fuel assembly 01, as shown in Figures 1 and 2. Then, for a first test, one fuel element was removed for testing. Thus, a total of 120 sample fuel assemblies were available for training and validation purposes, with each instance containing a vector entry of order \([16 \times 19]\), because each instance has the values of the 16 fuel assembly layer divisions. Each example was correlated with 16 values of the pin to pin flux, one for each layer. So, for the test, a set of \([16 \times 19]\) was presented to the algorithm and the output was a vector of \([16 \times 1]\), regarding the neutron flux values at pin 01 of the element 01. It will be shown in Section 4.1 that determining a value for \(C\) and \(\gamma\) parameters to reconstruct the flux pin to pin for a complete fuel rod, at a given time, is not efficient. To solve this problem, we presented 16 pairs \((C, \gamma)\) for the algorithm, one pair for each layer.

To examine the new methodology of training/validation and testing, all data from two selected fuel elements were removed, the first near the side reflector, fuel element 53, and the second near the center of the reactor configuration, 87. The reconstruction was carried out for fuel element 53, but with a pair \((C, \gamma)\) for each pin layer. This was taken into consideration because it was found that for a given fuel element, the values of the pin to pin fluxes for each layer do not present large variations (Fig. 3).

Finally, the reconstruction for fuel element 87 was performed using the same parameters used to reconstruct the fluxes for fuel element 53. Equation (8) shows the calculation of the error \((\epsilon)\), where \(\phi_{\text{hom}}(x, y)\) is the pin flux determined by the algorithm and \(\phi_{\text{ref}, \text{NEM}}(x, y)\) is the neutron flux in the reference pin, that is, the one obtained with fine mesh NEM discretization. For the training error, we have chosen the maximum value of 0.001% and for validation, a maximum error of 0.01%.
Fig. 4. Comparison of the pin to pin reference fluxes and those estimated by the algorithm for pin 01 of assembly 01.

Fig. 5. Comparison of the pin to pin of reference fluxes and those estimated by the algorithm for pin 170 of assembly 01.

| Reference | Estimated |
|-----------|-----------|
| 0.188     | 0.192     |
| 0.194     | 0.197     |
| 0.200     | 0.202     |
| 0.202     | 0.204     |
| 0.204     | 0.206     |
| 0.206     | 0.208     |
| 0.208     | 0.210     |
| 0.210     | 0.212     |
| 0.212     | 0.214     |
| 0.214     | 0.216     |
| 0.216     | 0.218     |
| 0.218     | 0.220     |
| 0.220     | 0.222     |
| 0.222     | 0.224     |
| 0.224     | 0.226     |
| 0.226     | 0.228     |
| 0.228     | 0.230     |
| 0.230     | 0.232     |
| 0.232     | 0.234     |
| 0.234     | 0.236     |
| 0.236     | 0.238     |
| 0.238     | 0.240     |
| 0.240     | 0.242     |
| 0.242     | 0.244     |
| 0.244     | 0.246     |
| 0.246     | 0.248     |
| 0.248     | 0.250     |
| 0.250     | 0.252     |
| 0.252     | 0.254     |
| 0.254     | 0.256     |
| 0.256     | 0.258     |
| 0.258     | 0.260     |
| 0.260     | 0.262     |
| 0.262     | 0.264     |
| 0.264     | 0.266     |
| 0.266     | 0.268     |
| 0.268     | 0.270     |

Fig. 6. Comparing the reference to estimated fluxes by the algorithm, for each pin of the first layer of assembly 53.
5 Analysis of results

5.1 Reconstruction for two fuel rods using the same parameters of learning

Figure 4 shows the results obtained for pin 01 of the fuel assembly 01. The training and validation algorithms were performed taking as the target the value of pin number 01 for all fuel assemblies. After the training and validation, the algorithm found the optimum pair \((C, \gamma)\) for reconstruction of pin 01 flux of fuel assembly 01. Figure 4 shows that the algorithm obtained a 1.17% error in layer 8 for the pin flux. The same learning parameters for the reconstruction of the flux pin to pin 170 were used.

The differences between the reference fluxes and the predicted fluxes are larger for pin 170, as shown in Figure 5, with a maximum error of 1.3% in layer 3. This is because the same parameters used to estimate the flux of pin 01 were used for pin 170. This result makes clear that each pin has its specificity, and the optimal parameters for a pin do not necessarily apply to others.

5.2 Neutron flux pin to pin reconstruction for two elements

This time, two fuel elements were removed from the training and validation sets. The elements removed for the test were elements 53 and 87, according to Figure 1. Analyzing the first layer element 01 (Fig. 3), it can be seen that the pin to pin neutron fluxes do not have wide variations. The average is given by 0.198584 cm\(^{-2}\) s\(^{-1}\) and variance and standard deviation are, respectively, 0.000706.
As can be seen, the maximum error obtained is 1.29%, each node for each layer. At this point, an array with the pairs $(C, \gamma)$ was generated for each node for each layer.

Table 1 shows the maximum values of errors obtained, for all layers of assembly 53.

| Layer | Error (%) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
|-------|-----------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|
|       |           | 1.71 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 |
|       |           | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 |
|       |           | 0.01% | 0.02% | 0.03% | 0.04% | 0.05% | 0.06% | 0.07% | 0.08% | 0.09% | 0.10% | 0.11% | 0.12% | 0.13% | 0.14% | 0.15% | 0.16% | 0.17% |
|       |           | 0.85% | 0.86% | 0.87% | 0.88% | 0.89% | 0.90% | 0.91% | 0.92% | 0.93% | 0.94% | 0.95% | 0.96% | 0.97% | 0.98% | 0.99% | 1.00% | 1.01% |

Table 1 shows the maximum errors obtained for all layers of assembly 53.

Fig. 8. Ratios between maximum and average values of the pin to pin fluxes for assembly 87.

With these observations, a new approach to input data for the training and validation methods was performed. Input data were divided into 16 layers. So, at this point, an array with the pairs $(C, \gamma)$ was generated for each node for each layer.

Figure 6 shows the results for predicted values for the neutron fluxes in the first layer, assembly 53, which has been submitted to the training and validation algorithm. As can be seen, the maximum error obtained is 1.29%, according to equation (8). Recall that the fuel assemblies are surrounded by the side reflector of the reactor, which according to Pessoa and Martinez [3] is the most critical part of the reconstruction.

Figure 7 shows the reconstruction of the pin to pin fluxes for assembly 53. It also shows the ratio between the maximum and the average pin to pin fluxes, with a maximum of 1.76% error.

Table 1 shows the maximum values of errors obtained, according to equation (8), the distribution of neutrons by layers of all the pins 256 of assembly 53.
Figure 8 shows the comparison between the values obtained from the ratio between maximum and average flux value of the same pin. The comparison shows a maximum error of 1.27% for the 256 pins in assembly 87, using the same learning parameters to determine the pin to pin fluxes in assembly 53.

The computational time for the search of the optimal parameters of learning, with respect to training and validation procedures is very large, about 72h. However, with the optimal parameters defined, the algorithm provides the values of the pin to pin fluxes for each test fuel assembly in negligible time.

6 Conclusions

These results show that the machine learning technique using SVR is able to reconstruct the pin to pin fluxes. From the data of the first nuclear reactor cycle, the learning parameters can be determined. The search for optimal learning parameters takes a very large computational time, about 72h. However, the prediction, once these parameters are found, is very quick. Pessoa and Martinez [3] found error exceeding 14% in pin to pin flux reconstruction for the assembly surrounding the baffle/reflector. For assembly 53, which surrounds the baffle/reflector, the maximum error obtained by the technique presented in this work was 1.76 %. A direct application of this work is that the machine learning using SVR can be incorporated into reactor physics codes. The SVR could work in parallel with reactor physics codes for the data in real time and determine pin to pin neutron fluxes for subsequent cycles in a nuclear reactor, that is, in fuel reload calculations. After this, the system is able to determine the safety factors, which depend on these fluxes, in a very small computational time for future cycles of a nuclear reactor power.
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