Online adaptive basis construction for nonlinear model reduction through local error optimization
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Abstract

The accuracy of the reduced-order model (ROM) mainly depends on the selected basis. Therefore, it is essential to compute an appropriate basis with an efficient numerical procedure when applying ROM to nonlinear problems. In this paper, we propose an online adaptive basis technique to increase the quality of ROM while decreasing the computational costs in nonlinear problems. In the proposed method, the adaptive basis is defined by the low-rank update formulation, and two auxiliary vectors are set to implement this low-rank condition. To simultaneously tackle the issues of accuracy and the computational cost of the ROM basis, the auxiliary vectors are algebraically derived by optimizing a local residual operator. As a result, the reliability of ROM is significantly improved with a low computational cost because the error information can be contained without inverse operations of the full model dimension required in conventional approaches. The other feature of the proposed iterative algorithm is that the number of the initial incremental ROM basis could be varied, unlike in the typical online adaptive basis approaches. It may provide a fast and effective spanning process of the high-quality ROM subspace in the iteration step. A detailed derivation process of the proposed method is presented, and its performance is evaluated in various nonlinear numerical examples.
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1. Introduction
The projection-based reduced-order model (ROM) has become an essential tool to effectively solve a large and complex full-order model (FOM) [1-5]. In linear problems, various ROM techniques have been widely used to obtain a reliable basis and results. The excellent performances of the developed ROM have been verified in many engineering practices [6-8]. However, those ROM techniques are limited in representing nonlinear systems.

A proper orthogonal decomposition (POD) is a popular ROM method for nonlinear problems [9-12]. The orthonormal basis returned by the POD method can effectively compress interesting data in certain problems. Therefore, the POD method has been employed not only in the ROM approaches but also in many computational practices, such as neural networks [13-14].

However, if data corrected by the POD method are insufficient to represent important features of the problems, POD-based ROM may lead to untrustworthy results. To solve this problem, online adaptive basis techniques have been developed [15,17-18]. In these methods, the additional basis is newly obtained when ROM cannot satisfy an error tolerance during the online calculation stage. As a result, a modified subspace with the additional ROM basis becomes more appropriate for representing the nonlinear response at a certain step than the initial subspace. Thus, a reconstructed ROM can provide better solution accuracy [17-19]. Despite an excellent performance of existing online adaptive basis techniques, several challenges remain. For instance, adding an additional basis can improve the ROM quality because of an extended subspace of ROM [15-16]. However, a huge number of basis vectors may be required because the convergence rate from the ROM to FOM solutions depends not only on the number of basis vectors. A residual operator that represents the error information is used to solve the convergence rate problem [17-18]. This is because the additional basis obtained from the error term can directly reduce the differences between the ROM and FOM responses. Nevertheless, it may incur relatively high computational costs during the online process because some numerical procedures for the residual operator include inverse operations in the FOM dimension [15,20].

In this paper, we propose a new online adaptive basis technique to ensure computational efficiency when considering the error information. In the proposed method, the additional basis
is defined from the low-rank update formulation and its auxiliary vectors. These auxiliary vectors are algebraically derived from the optimal solutions of a local residual operator to reduce the calculation costs while including the error term. Moreover, to systematically guarantee the existence of the derived auxiliary vectors, we employ and transform the proven lemma that gives the conditions for reducing the Frobenius norm of the matrix (or vector) [19-20]. Importantly, the local residual operator can be constructed by freely selecting the components of the residual operator. Thus, the inverse operations of the full model dimension required in conventional approaches can be avoided in the suggested approach [15,17-18]. Consequently, the proposed method can have robust existence conditions and can significantly enhance the ROM accuracy with a low calculation cost. Furthermore, the provided algorithm can also be employed to quickly expand the high-quality ROM subspace. This is because the additional basis in the proposed method is implemented with a group of vectors using the low-rank update condition, unlike in the existing methods that return the additional basis as a vector.

The remainder of this paper is organized as follows. Section 2 reviews the problem setup for a nonlinear problem and the online adaptive basis technique. The proposed method is derived and explained in Section 3. Section 4 shows the performance of the proposed method in various nonlinear problems. Conclusions are given in Section 5.

2. Problem setup for the nonlinear problem and the online adaptive basis technique.

In this section, we formulate a nonlinear problem and its projection-based ROM. In addition, we review the POD method and the online adaptive basis procedure [9-11, 15-18].

2.1. Full-order model and its projection-based ROM

A parametrized nonlinear dynamic problem can be represented as follows [15-16]:

\[
\begin{align*}
\dot{x} &= f(x; \mu), \quad (1a) \\
x &\in \mathbb{R}^N, \quad f \in \mathbb{R}^N, \quad \mu \subset D \in \mathbb{R}^{N\mu}, \quad (1b)
\end{align*}
\]

where \( x \) indicates the solution, and \( f \) denotes the nonlinear expression. Input parameters and their parameter domain are expressed as \( \mu \) and \( D \), respectively. Superscripts \( N \) and \( N\mu \)
represent the dimensions of the solution and input parameters, respectively. In Eq. (1), the first-order differentiation of time for solution $x$ is defined as $\dot{x}$ (i.e., $\dot{x} := \frac{d}{dt} x$).

The nonlinear problem in Eq. (1) or its solver formulation can be written using a residual operator as follows:

$$r_k(x_k; \mu) = 0, \quad r_k: \mathbb{R}^N \times \mathbb{R}^{N_u} \rightarrow \mathbb{R}^N,$$  \hspace{1cm} (2)

where $r_k$ denotes the residual operator at iteration $k$. Notably, various states of the nonlinear problem or a discretized solver formulation can be represented using Eq. (2) [15-16]. For example, the nonlinear problem in Eq. (1) can be formulated using the residual operator $r_k$ as follows:

$$r_k = \dot{x}_k - f(x_k; \mu).$$  \hspace{1cm} (3)

Moreover, the implicit backward Euler method for Eq. (1) can be described in the residual operator form:

$$r_k = (x_k - x_{k-1}) - \Delta t \cdot f(x_k; \mu),$$  \hspace{1cm} (4)

where $\Delta t$ denotes the discretized time step. The residual operator $r_k$ in Eq. (2) is a more general form of that in Eq. (1), see Eqs. (1) to (4). Therefore, in this work, we use Eq. (2) instead of Eq. (1). To improve readability, Eq. (2) is called a full model.

The projection-based ROM for the full model in Eq. (2) is written as follows [4-8]:

$$W^T r_k(\hat{x}_k; \mu) = 0,$$  \hspace{1cm} (5a)

$$x_k \approx \hat{x}_k = \hat{x} + \Phi q_k,$$  \hspace{1cm} (5b)

$$W \in \mathbb{R}^{N \times n}, \quad \Phi \in \mathbb{R}^{N \times n}, \quad \hat{x} \in \mathbb{R}^N, \quad \dot{x} \in \mathbb{R}^N, \quad q_k \in \mathbb{R}^n,$$  \hspace{1cm} (5c)

where $W$ and $\Phi$ denote the left subspace and the trial basis for ROM, respectively. Moreover, $\hat{x}$ and $q$ in Eq. (5) indicate an approximated solution and the ROM solution, respectively. In
Eq. (5), the reference configuration (e.g., the initial guess) is expressed by $\bar{x}$. Superscript $n$ indicates the selected basis size $n$, which can be much smaller than the full model size $N$ (i.e., $n \ll N$). Thus, computational costs can be significantly reduced by using Eq. (5) instead of the full model in Eq. (2). Note that Eq. (5) is called Galerkin projection or Petrov–Galerkin projection, depending on the left subspace $W$ [21]. For instance, Galerkin projection for Eq. (5) is determined as

$$\Phi^T r_k(\bar{x} + \Phi q_k; \mu) = 0. \quad (6)$$

In the projection-based ROM, the trial basis $\Phi$ in Eqs. (5) and (6) can be freely taken by users. Nevertheless, the quality of ROM highly depends on the trial basis $\Phi$. Therefore, a selection of the trial basis $\Phi$ is an important issue in ROM. In linear problems, the trial basis $\Phi$ is usually chosen using the generalized eigenvalue problem of system matrices at the offline process [6-7]. This is because the linear model and its dynamic characteristics are invariant during the online calculation. However, because the nonlinear model and its properties may change in the online stage, the generalized eigenpairs obtained from the offline stage may not effectively explain the responses. For this reason, the POD method is employed to acquire the trial basis $\Phi$ in nonlinear problems [9-12]. In the next section, we briefly introduce the POD method.

### 2.2. Proper orthogonal decomposition (POD)

POD is a popular method to obtain the ROM basis in nonlinear problems. To compute the basis, the POD method requires a collection of solution vectors, called the snapshot matrix. The snapshot matrix can be constructed as follows [9-12]:

$$X = [x(\mu_1) \ldots x(\mu_M)], \quad X \in \mathbb{R}^{N \times M}, \quad (7)$$

where $X$ denotes the snapshot matrix, and superscript $M$ indicates the number of solutions in Eq. (7). The basis of POD method is computed from the snapshot matrix $X$. Thus, a selection of solutions has a significant impact to the POD-based ROM.

The POD method finds an orthonormal basis using the following minimization problem [9-12]:
\[
\min_{\boldsymbol{v}_1, \ldots, \boldsymbol{v}_p} \sum_{i=1}^{M} \left( \| \mathbf{x}(\boldsymbol{\mu}_i) - \sum_{j=1}^{p} (\mathbf{v}_j^T \mathbf{x}(\boldsymbol{\mu}_i)) \mathbf{v}_j \|_2 \right)^2,
\]
(8a)
\[
\mathbf{V} = [\mathbf{v}_1 \ldots \mathbf{v}_p] \in \mathbb{R}^{N \times p}, \quad \mathbf{V} \in \mathbb{R}^{N \times p},
\]
(8b)

where \( \mathbf{V} \) denotes the orthonormal basis acquired from the minimization problem in Eq. (8). Moreover, ||\cdot||_2 and superscript \( T \) represent a second norm and transpose operators of the matrix (or vector), respectively. The number of basis vectors in \( \mathbf{V} \) is shown as superscript \( p \).

As a result, the trial basis \( \mathbf{\Phi} \) of POD-based ROM is implemented by using basis \( \mathbf{V} \) in Eq. (8) as follows:

\[
\mathbf{\Phi} = [\mathbf{v}_1 \ldots \mathbf{v}_n] \in \mathbb{R}^{N \times n}, \quad n \leq p.
\]
(9)

The trial basis \( \mathbf{\Phi} \) in Eq. (9) has shown excellent performance in various nonlinear problems [9-14]. However, it is not easy to confirm that the constructed snapshot matrix \( \mathbf{X} \) sufficiently represents the required nonlinear problems. Importantly, if the snapshot matrix does not contain enough information, the reliability of POD-based ROM may significantly decrease in the online stage. To address the quality issue of the ROM basis, the online adaptive basis procedure has been developed [15,17-18], which is briefly discussed in the next section.

2.3. Online adaptive basis technique for solving nonlinear problems

In the online adaptive basis procedure, the trial basis \( \mathbf{\Phi} \) is recomputed when ROM does not converge during the online calculation. In particular, adding the other basis to the trial basis \( \mathbf{\Phi} \) can easily increase the accuracy of ROM. An extended result of the trial basis \( \mathbf{\Phi} \) can be written as follows:

\[
\mathbf{\Phi} \leftarrow [\mathbf{\Phi} \ \mathbf{\Psi}], \quad \mathbf{\Psi} \in \mathbb{R}^{N \times u},
\]
(10)

where \( \mathbf{\Psi} \) denotes an additional basis, and the size of \( \mathbf{\Psi} \) is represented by superscript \( u \). A subspace of the updated basis \( [\mathbf{\Phi} \ \mathbf{\Psi}] \) is expanded compared with the subspace of the trial basis \( \mathbf{\Phi} \) [17-18]. As a result, the updated basis \( [\mathbf{\Phi} \ \mathbf{\Psi}] \) can easily increase the fidelity of
ROM [15-16]. Thus, in this study, we focus on determining the additional basis \( \Psi \). Algorithm 1 describes the online adaptive basis technique using Galerkin projection in Eq. (6) [2, 14-16, 21]. Note that Algorithm 1 can be also applied to Petrov–Galerkin projection with the appropriate left subspaces \( W \) [21].

---

**Algorithm 1. Online adaptive basis technique using Galerkin projection**

| Input: | iteration \( k \), trial basis \( \Phi \), ROM solver tolerance \( \varepsilon_{ROM} \), and FOM solver tolerance \( \varepsilon_{FOM} \). |
|--------|--------------------------------------------------------------------------------------------------------------------------------|
| Output: | 1) Updated basis \( [\Phi \quad \Psi] \) and 2) ROM solution \( q_k \). |
| 1. Compute ROM solution \( q_k \) satisfying ROM solver tolerance \( \varepsilon_{ROM} \): | \[ \| \Phi^T r_k(\bar{x} + \Phi q_k; \mu) \|_2 \leq \varepsilon_{ROM} \]. |
| 2. Calculate FOM error \( \varepsilon \): | \[ \varepsilon = \| r_k(\bar{x} + \Phi q_k; \mu) \|_2 \]. |
| 3. If error \( \varepsilon \) in Step 2 does not converge (i.e., \( \varepsilon > \varepsilon_{FOM} \)) do | |
| 4. Take the additional basis \( \Psi \). | |
| 5. Construct the updated basis \( [\Phi \quad \Psi] \). | |
| 6. Replace the trial basis \( \Phi \) using the updated basis \( [\Phi \quad \Psi] \). | \( \Phi \leftarrow [\Phi \quad \Psi] \). |
| 7. Return to Step 1. | |
| 8. end if. | |

There are several ways to take the additional basis \( \Psi \). For example, if the trial basis \( \Phi \) is obtained using the POD basis in Eq. (9), the additional basis \( \Psi \) can be easily chosen as the remaining POD basis in Eq. (8) as follows:

\[
\Psi = [v_{n+1} \ldots v_{n+u}], \quad n + u \leq p. \quad (11)
\]

In this study, when the additional basis \( \Psi \) is determined using Eq. (11), it is called POD-ROM for convenience.

Researches of various nonlinear problems have confirmed that using the additional basis \( \Psi \) increases the ROM accuracy [15-18]. Nevertheless, the quality of the ROM basis does not
entirely depend on the number of basis vectors. Therefore, some improvements are required. For instance, if the updated basis in Algorithm 1 are derived without the error information, the differences between the ROM and FOM responses may not sufficiently decrease, even if the ROM subspace is expanded. To directly tackle the problem of differences during the online process, an effect of the error $\varepsilon$ and its optimal condition should be considered in the adaptive procedure [17-18]. In this study, we cover the Newton method and Galerkin projection to explicitly demonstrate the adaptive process that involves error information.

Using the Newton method, the residual operator $r_k$ in Eq. (2) can be written as follows:

\[
\begin{align*}
    r_k &= J_k \Phi q_k + F_k, \quad (12a) \\
    F_k &= F_k(\hat{x} + \Phi q_k; \mu), \quad J_k = J_k(\hat{x} + \Phi q_k; \mu), \quad (12b) \\
    F_k &\in \mathbb{R}^N, \quad J_k \in \mathbb{R}^{N \times N}, \quad (12c)
\end{align*}
\]

where $F_k$ and $J_k$ denote the nonlinear function and the Jacobian matrix in the Newton method, respectively. Algorithm 2 describes the online adaptive basis technique that considers the effect of the error $\varepsilon$ using the Newton method and Galerkin projection [17-18, 21].
Algorithm 2. Online adaptive basis technique for the Newton method and Galerkin projection that considers the error information.

Input: iteration $k$, trial basis $\Phi$, ROM solver tolerance $\varepsilon_{\text{ROM}}$, and FOM solver tolerance $\varepsilon_{\text{FOM}}$.

Output: 1) Updated basis $[\Phi \quad \Psi]$ and 2) ROM solution $q_k$.

1. Compute the ROM solution $q_k$ using the Newton method:
   \[ \|\Phi^T r_k\|_2 \leq \varepsilon_{\text{ROM}}, \quad r_k = J_k \Phi q_k + F_k. \]

2. Calculate the FOM error $\varepsilon$:
   \[ \varepsilon = \|r_k\|_2. \]

3. If error $\varepsilon$ in Step 2 does not converge (i.e., $\varepsilon > \varepsilon_{\text{FOM}}$) do

4. Choose the additional basis $\Psi$ to satisfy the following minimization problem:
   \[ \Psi = \arg\min_{\Psi} \left( \|J_k \Psi - r_k\|_F \right)^2. \]

5. Construct the updated basis $[\Phi \quad \Psi]$.

6. Replace basis $\Phi$ using the updated basis $[\Phi \quad \Psi]$:
   \[ \Phi \leftarrow [\Phi \quad \Psi]. \]

7. Return to Step 1.

8. end if

In Algorithm 2, $\|\cdot\|_F$ denotes the Frobenius norm operator of the matrix (or vector). Note that the thin-QR factorization can be applied in Algorithm 2 to make an orthonormal condition [20]. In addition, the initialization of the basis can be also used to limit the size of the updated basis $[\Phi \quad \Psi]$ [15-16].

The additional basis $\Psi$ calculated from Algorithm 2 can consider error $\varepsilon$. Thus, differences between the ROM and FOM responses can be immediately decreased [17-18]. However, in this case, Algorithm 2 requires the inverse operation at the FOM dimension. Therefore, the online process may incur huge computational costs [15, 20]. In this study, when the additional basis $\Psi$ is obtained using Algorithm 2, it is called F-ROM for convenience.

In order to take the error effect with efficient computational costs, we suggest a new adaptive procedure using the low-rank update formulation and an optimal condition of a local residual operator. The proposed method is derived and illustrated in the following section.
3. Proposed method for the online adaptive basis technique

The additional basis $\Psi$ in the proposed method is derived in a three-step process. First, when the additional basis $\Psi$ is required because of error $\varepsilon$ (Step 3 in Algorithm 1), a local residual operator is defined by selecting only a portion of the residual operator $r_k$. Second, two auxiliary vectors are derived by optimizing the local residual operator. Third, the additional basis $\Psi$ is calculated using the trial basis and the low-rank update formulation. Here, the low-rank condition is represented using auxiliary vectors at the second step. As a result, in the proposed method, the additional basis $\Psi$ can effectively compensate for the error effects without the inverse operation in the FOM dimension, described in Section 2.

To explicitly describe the proposed method, we employ the Newton method and Galerkin projection in this study. Importantly, the proposed approach can also be applied to other solvers and/or projections [1-2, 6-9, 21].

The local residual operator in the Newton method is determined using the Boolean matrix and residual operator $r_k$ as follows:

$$L_r = B_k^T r_k = B_k^T (J_k \Phi q_k + F_k),$$

$$L_r \in \mathbb{R}^{n_{sel}}, \quad B_k \in \mathbb{R}^{N \times n_{sel}},$$

where $L_r$ and $B_k$ denote the local residual operator and the Boolean matrix, respectively. The size of $L_r$ is represented by superscript $n_{sel}$. Here, $B_k$ is used to collect the components of the residual operator $r_k$. For example, if users want to obtain the first and third rows using $B_k \in \mathbb{R}^{3 \times 2}$, the Boolean matrix is constructed as $B_k = [e_1 \quad e_3]$, where $e_1 = [1 \quad 0 \quad 0]^T$ and $e_3 = [0 \quad 0 \quad 1]^T$. As the elements of the residual operator $r_k$ can be freely decided by users, the size of the local residual operator $L_r$ can be significantly reduced compared with the full model size (i.e., $n_{sel} \ll N$).
Unlike the existing approaches in Algorithm 2, the additional basis $Ψ$ is formulated using the trial basis $Φ$ and the low-rank update formulation. Thus, the proposed additional basis $Ψ$ is represented as follows:

$$Ψ = Φ + ξψ^T,$$  \hspace{1cm} (14a)

$$ξ ∈ \mathbb{R}^N, \ ψ ∈ \mathbb{R}^n,$$  \hspace{1cm} (14b)

where $ξ$ and $ψ$ denote the auxiliary vectors in the proposed method. Here, the rank of $ξψ^T$ is 1 because all vectors in $ξψ^T$ can be represented as $[ψ_1ξ \ \cdots \ ψ_nξ]$, where $ψ^T = [ψ_1 \ \cdots \ ψ_n]$. For this reason, the $ξψ^T$ form is called the low-rank update formulation.

In this work, the purpose of the additional basis $Ψ$ is to reduce the quantity of the local residual operator $L_r$. In addition, the quality of the additional basis $Ψ$ can be improved by considering the Jacobian matrix $J_k$ [17-18], as can be verified using conventional methods, see Step 4 in Algorithm 2. Therefore, we derive the additional basis $Ψ$ that decreases the norm of the local residual operator $L_r$ while reflecting the effects of the Jacobian matrix $J_k$. To explain this objective, Eqs. (13) and (14) are combined. Substituting Eq. (14) into the location of the trial basis $Φ$ in Eq. (13), the modified formulation of Eq. (13) is obtained as follows:

$$B^T_k(J_kΨq_k + F_k) = L_r + L_jξψ^Tq_k,$$  \hspace{1cm} (15a)

$$L_j = B^T_kJ_k, \ L_j \in \mathbb{R}^{n_{sel}×N},$$  \hspace{1cm} (15b)

where $L_j$ indicates the local Jacobian matrix. Note that the additional basis $Ψ$ in Eq. (15) can demonstrate the influence of Jacobian matrix $J_k$ using the local Jacobian matrix $L_j$.

Using Eq. (15), the aim of the proposed method can be explicitly written as follows:

$$\left(\left\|L_r + L_jξψ^Tq_k\right\|_F\right)^2 < (\left\|L_r\right\|_F)^2.$$  \hspace{1cm} (16)

Auxiliary vectors $ξ$ and $ψ$ in Eq. (16) should be obtained to calculate Eq. (14). However, the existence of these auxiliary vectors is not identified yet. Thus, it may be impossible to calculate
Eq. (14). To guarantee the presence of $\xi$ and $\psi$ in Eq. (16), we employ a previously proven lemma:

Lemma 1. Assume that $A \in \mathbb{R}^{a \times c}$ and $C \in \mathbb{R}^{b \times c}$ are arbitrary real matrices, and the rank of $C$ is the number of rows in $C$ (i.e., $\text{rank}(C) = b$). Then, there exist real variables $\alpha \in \mathbb{R}^a$ and $\beta \in \mathbb{R}^b$ with $(\|A + \alpha \beta^T C\|_F)^2 < (\|A\|_F)^2$ if and only if $\|AC^T\|_F > 0$.

Proof. See reference [19]. □

Lemma 1 represents the conditions when the Frobenius norm of the matrix (or vector) can be decreased. Nevertheless, Lemma 1 is not directly applicable to Eq. (16) because the rank of the ROM solution $q_k$ is not equal to the number of rows in $q_k$. Therefore, to employ Lemma 1, we firstly use the following equation:

$$L_r + \hat{\xi} \hat{\psi}^T d_k, \quad d_k = \|q_k\|_2,$$  \hspace{1cm} (17)

where $\hat{\xi}$ and $\hat{\psi}$ are the modified auxiliary variables, and $d_k$ denotes the magnitude of the ROM solution $q_k$. The minimization problem for Eq. (17) can be expressed as follows:

$$\tilde{\xi}, \tilde{\psi} = \arg\min_{\xi, \psi} \left(\|L_r + \tilde{\xi} \tilde{\psi}^T d_k\|_F\right)^2,$$  \hspace{1cm} (18a)

$$\left(\|L_r + \xi \psi^T d_k\|_F\right)^2 < (\|L_r\|_F)^2,$$  \hspace{1cm} (18b)

where $\tilde{\xi}$ and $\tilde{\psi}$ indicate the optimal solutions for the modified auxiliary variables $\hat{\xi}$ and $\hat{\psi}$, respectively. Here, we want to show that unlike Eq. (16), Lemma 1 can be applied to Eq. (18). Using Lemma 1, the following Lemma for Eq. (18) can be obtained:

Lemma 2. There exist two variables $\tilde{\xi}$ and $\tilde{\psi}$ with $\left(\|L_r + \tilde{\xi} \tilde{\psi}^T d_k\|_F\right)^2 < (\|L_r\|_F)^2$ unless all values of $L_r$ and $q_k$ are zero.

Proof. $A$ and $C$ in Lemma 1 can be replaced as follows:
\( A \rightarrow L_r, \ C \rightarrow d_k. \)

(19)

This is because \( A \) in Lemma 1 is the arbitrary real matrix. Moreover, \( d_k \) in Eq. (18) is a scalar value. Thus, the rank of \( d_k \) is equal to the row number in \( d_k \). As a result, \( d_k \) can fulfill the condition for \( C \) in Lemma 1.

Real variables \( \alpha \) and \( \beta \) in Lemma 1 require the matrix computation of the \( A + \alpha \beta^T C \) form. Thus, using Eqs. (18) and (19), \( \alpha \) and \( \beta \) can be changed to \( \tilde{\xi} \) and \( \tilde{\psi} \) as follows:

\[ \alpha \rightarrow \tilde{\xi}, \ \beta \rightarrow \tilde{\psi}. \]

(20)

The inequality condition \( \|AC^T\|_F > 0 \) in Lemma 1 can be rewritten by Eq. (19) as follows:

\[ \|d_kL_r\|_F = d_k\|L_r\|_F > 0 \rightarrow d_k > 0, \|L_r\|_F > 0. \]

(21)

Notably, conditions \( d_k > 0 \) and \( \|L_r\|_F > 0 \) are always satisfied unless all values of \( q_k \) and \( L_r \) are zero. Consequently, Lemma 2 can be proven using Lemma 1.

Based on Lemma 2, the gradients with respect to \( \tilde{\xi} \) and \( \tilde{\psi} \) are performed to derive the algebraic values of \( \tilde{\xi} \) and \( \tilde{\psi} \) in Eq. (18). As a result, the following formulations are required to calculate optimal solutions:

\[ d_kL_r\tilde{\psi} + \tilde{\xi} \left( d_k\|\tilde{\psi}\|_2 \right)^2 = 0, \]

(22a)

\[ d_kL_r^T\tilde{\xi} + \left( d_k\|\tilde{\xi}\|_2 \right)^2 \tilde{\psi} = 0, \]

(22b)

\[ \|\tilde{\psi}\|_F \neq 0, \|\tilde{\xi}\|_F \neq 0. \]

(22c)

It should be emphasized that Eq. (22c) is automatically fulfilled to ensure inequality \( \left( \|L_r + \tilde{\xi} \tilde{\psi}^T d_k \|_F \right)^2 < (\|L_r\|_F)^2 \) in Lemma 2. In addition, \( d_k \) in Eq. (22a) must not be zero in this derivation process, see Eq. (21). Consequently, the optimal value \( \tilde{\xi} \) in Eq. (22a) can be computed without contradictions as follows:
\[ \hat{\xi} = -\frac{1}{(d_k \| \tilde{\psi} \|_2)^2} d_k L_r \tilde{\psi}. \]  

(23)

Substituting Eq. (23) into Eq. (22b), the relationship for \( \tilde{\psi} \) is expressed as follows:

\[ L_r^T L_r \tilde{\psi} = \frac{(\| L_r \tilde{\psi} \|_2)^2}{(\| \tilde{\psi} \|_2)^2} \tilde{\psi}. \]  

(24)

To comply with Eqs. (22) and (24), the optimal solution \( \tilde{\psi} \) in Eq (24) should be an eigenvector in the following eigenvalue problem [19-20]:

\[ L_r^T L_r \tilde{w} = \lambda \tilde{w}, \]  

(25)

where \( \lambda \) and \( \tilde{w} \) denote the eigenvalue and eigenvector in Eq. (24), respectively. Note that a form of \( L_r^T L_r \) in Eq. (25) is a non-zero symmetric matrix because of \( \| L_r \|_F > 0 \), see Eq. (21). Therefore, \( \lambda \) and \( \tilde{w} \) in Eq. (25) are the real values, and eigenvalue \( \lambda \) is not zero. In addition, \( L_r^T L_r \) is the real scalar value because \( L_r \) in Eq. (25) is a vector. For these reasons, the optimal solution \( \tilde{\psi} \) in Eq. (24), which is also eigenvector \( \tilde{w} \) in Eq. (25), can be determined as follows:

\[ \tilde{\psi} = 1 \in \mathbb{R}^1. \]  

(26)

As a result, the optimal solution \( \hat{\xi} \) in Eq. (23) is decided by substituting Eq. (26) into Eq. (23):

\[ \hat{\xi} = -\frac{1}{(d_k)^2} d_k L_r. \]  

(27)

The obtained solutions in Eqs. (26) and (27) can minimize the Frobenius norm in Eq. (18). Nevertheless, \( \hat{\xi} \) and \( \tilde{\psi} \) are not auxiliary vectors \( \xi \) and \( \psi \) in Eq. (16). Thus, a relationship should be found between the optimal solutions in Eqs. (26) to (27) and auxiliary vectors in Eq. (16). For this reason, Lemma 3 is suggested.
Lemma 3. Assume that \( \|\mathbf{L}_r\|_F > 0 \) and \( d_k > 0 \). Then, \( \xi: = L_j^T (L_j L_j^T)^{-1} \tilde{\xi} \) and \( \psi: = \frac{1}{d_k} q_k \) can be the auxiliary vectors that assure \( \left( \|\mathbf{L}_r + L_j \xi \psi^T q_k\|_F \right)^2 < (\|\mathbf{L}_r\|_F)^2 \).

Proof. The assumed \( \xi \) and \( \psi \) in Lemma 3 are written as follows:

\[
\xi: = L_j^T (L_j L_j^T)^{-1} \tilde{\xi}, \quad \psi: = \frac{1}{d_k} q_k. \tag{28}
\]

The optimal solution \( \tilde{\psi} \) in Eq. (26) is 1. Thus, the assumed \( \psi \) in Eq. (28) can be modified using \( \tilde{\psi} \) as follows:

\[
\psi = \frac{1}{d_k} q_k = \frac{1}{d_k} q_k \tilde{\psi}. \tag{29}
\]

After substituting Eqs. (28) and (29) into Eq. (15), it is rewritten as

\[
\mathbf{L}_r + L_j \xi \psi^T q_k = \mathbf{L}_r + L_j L_j^T (L_j L_j^T)^{-1} \tilde{\xi} \tilde{\psi}^T \left( \frac{1}{d_k} q_k \right)^T d_k \frac{1}{d_k} q_k, \tag{30a}
\]

\[
\tilde{\psi} = \tilde{\psi}^T = 1 \in \mathbb{R}^1. \tag{30b}
\]

Here, the magnitude of the ROM solution \( q_k \) is \( \|q_k\|_2 = d_k \). Thus, \( \frac{1}{d_k} q_k \) is a normal vector of the ROM solution \( q_k \) (i.e., \( \left( \frac{1}{d_k} q_k \right)^T \left( \frac{1}{d_k} q_k \right) = 1 \)). Hence, Eq. (30) can be rewritten as follows:

\[
\mathbf{L}_r + L_j \xi \psi^T q_k = \mathbf{L}_r + \tilde{\xi} \tilde{\psi}^T d_k \tag{31}
\]

Note that \( \xi \) and \( \tilde{\psi} \) in Eq. (31) can minimize \( \left( \|\mathbf{L}_r + \tilde{\xi} \tilde{\psi}^T d_k\|_F \right)^2 \) under the assumption in Lemma 3, see Eqs. (21), (26), and (27). Therefore, the auxiliary vectors in Eq. (28) are the solutions in Lemma 3.

Consequently, the additional basis \( \Phi \) in the proposed method is computed by using Eqs. (14) and the relationship in Lemma 3 as follows:
\[
\Psi = \Phi + \xi \psi^T = \Phi - L_j^T (L_j L_j^T)^{-1} \frac{1}{(d_k)^2} d_k L_r \left( \frac{1}{d_k} q_k \right)^T = \Phi - \frac{1}{(d_k)^2} L_j^T (L_j L_j^T)^{-1} L_r q_k^T. \tag{32}
\]

Algorithm 3 describes the suggested adaptive procedure for the Newton method and Galerkin projection.

---

**Algorithm 3. Proposed online adaptive basis update procedure for the Newton method and Galerkin projection**

**Input:** iteration \( k \), trial basis \( \Psi \), ROM solver tolerance \( \epsilon_{\text{ROM}} \), FOM solver tolerance \( \epsilon_{\text{FOM}} \), the number of selection points \( n_{\text{sel}} \).

**Output:** 1) Updated basis \([ \Phi \quad \Psi ]\) and 2) ROM solution \( q_k \).

1. Compute the ROM solution \( q_k \) using the Newton method:
   \[
   \| \Phi^T r_k \|_2 \leq \epsilon_{\text{ROM}}, \quad r_k = J_k \Phi q_k + F_k.
   \]

2. Obtain the FOM error \( \epsilon \):
   \[
   \epsilon = \| r_k \|.
   \]

3. If error \( \epsilon \) in Step 2 does not converge (i.e., \( \epsilon > \epsilon_{\text{FOM}} \)) do
   
4. Select \( n_{\text{sel}} \) row locations and then construct a Boolean matrix \( B_k \) to construct the local Jacobian matrix and the local residual operator:
   \[
   B_k = [b_1 \ldots b_i \ldots b_{n_{\text{sel}}}], \quad b_i = e_m, \quad e_m = m\text{ -th canonical basis,}
   \]
   \[
i = 1 \ldots n_{\text{sel}},
   \]

5. Construct the local Jacobian matrix \( L_j \) and the local residual operator \( L_r \):
   \[
   L_j = B_k^T J_k, \quad L_r = B_k^T r_k.
   \]

6. Calculate magnitude \( d_k \) of the ROM solution \( q_k \):
   \[
   d_k = \| q_k \|_2.
   \]

7. Compute the additional basis \( \Psi \) using the following formulation:
   \[
   \Psi = \Phi - \frac{1}{(d_k)^2} L_j^T (L_j L_j^T)^{-1} L_r q_k^T.
   \]

8. Construct the updated basis \([ \Phi \quad \Psi ]\).

9. Replace basis \( \Phi \) using the updated basis \([ \Phi \quad \Psi ]\):
   \[
   \Phi \leftarrow [ \Phi \quad \Psi ].
   \]

10. Return to Step 1.

11. end if
Note that the thin-QR factorization and initialization technique can be also applied to Algorithm 3 by analogy with Algorithm 2.

The additional basis $\Psi$ in Algorithm 3 requires the assumption in Eq. (21). However, Lemma 2 confirms that Eq. (21) can be automatically ensured unless all values of $L_r$ and $q_k$ are zero. In addition, the local residual operator $L_r$ is determined by freely choosing the elements of the residual operator $r_k$. Hence, the assumption in Eq. (21) can be easily secured without complicated calculations.

Let us compare F-ROM with the proposed method. The proposed method applies inverse operations in $n_{sel}$ instead of using the full model dimension $N$. Hence, the computational cost is dramatically reduced compared with F-ROM. In addition, $L_I$ and $L_r$ in Algorithm 3 are elements of $J_k$ and $r_k$ in Algorithm 2, respectively. Thus, the proposed method does not require additional preparations other than the terms in F-ROM. Consequently, the proposed method provides an efficient calculation procedure while considering the error information. The other feature is that the proposed method can add a group of vectors to the additional basis $\Psi$, unlike in the conventional approaches in which $\Psi$ is computed as a vector [17-18]. This is because the proposed algorithm acquires the additional basis via the low-rank update formulation. Accordingly, the iterative scheme in Algorithm 3 can be utilized to quickly span the high-fidelity ROM subspace. In addition, the number of the initial incremental ROM basis can be flexibly chosen. The performance of the proposed method in various nonlinear problems is numerically evaluated in the following section.

4. Numerical examples

In this section, we use nonlinear examples to evaluate the performance of the proposed method. Three numerical examples are covered: a Bratu’s problem, a coupled viscous Burgers’ equation, and a heat transfer problem of a six-pole machine [22-26]. First, the Bratu’s problem is used to test the additional basis $\Psi$ of the proposed method. Next, the spanned ROM subspaces under a limited number of iterations are tested using the coupled viscous Burgers’ equation. The computational costs of F-ROM and the proposed method are compared using the six-pole machine problem. Here, the Newton method and Galerkin projection are employed to obtain
the numerical results. In this paper, the Boolean matrix $B_k$ in Algorithm 3 is determined by selecting $n_{sel}$ numbers in the order of magnitude of the residual operator $r_k$.

5.1. Bratu’s problem

Let us consider the Bratu’s problem, also known as the Liouville–Bratu–Gelfand problem. The Bratu’s problem is widely used to demonstrate physical phenomena, such as the chemical reactor theory, solid fuel ignition model, and nanoscale applications [22]. The two-dimensional Bratu’s problem is written as follows [22]:

$$\frac{\partial^2 u(x,y)}{\partial x^2} + \frac{\partial^2 u(x,y)}{\partial y^2} + \lambda e^u(x,y) = 0 \text{ for } \Omega = \{ (x,y) \in 0 \leq x \leq 1, 0 \leq y \leq 1 \} \subset \mathbb{R}^2,$$

(33a)

$$u(x, y) = 0 \text{ on } (x, y) \in \Gamma,$$

(33b)

where $x$ and $y$ denote the spatial coordinates. Moreover, the two-dimensional rectangular domain and its boundary are denoted as $\Omega$ and $\Gamma$, respectively. The positive real number $\lambda > 0$ represents the transition parameter in the Bratu’s problem. The partial differential operator is expressed as $\partial$. To obtain response $u(x, y)$ in Eq. (33), the finite difference method is employed [27]. Here, $x$ and $y$ are equally divided into 50 grids.

The response $u(x, y)$ in the Bratu’s problem can be divided into the following cases [22]:

$$u(x, y) = \begin{cases} 
\text{no solution} & (\lambda > \lambda_c) \\
\text{unique solution} & (\lambda = \lambda_c), \\
\text{two solutions (upper solution and lower solution)} & (\lambda < \lambda_c)
\end{cases}$$

(34)

Here, $\lambda_c = 6.808124223$ is the critical value of the transition parameter. In the Bratu’s problem, an initial condition $u^0(x, y)$ is determined as follows [22]:

$$u^0(x, y) = -2 \ln(2 - (1 + x - x^2)^a (1 + y - y^2)^a),$$

(35)

where the positive real number $\alpha > 0$ is a parameter that determines the type of the response $u(x, y)$ in Eq. (34). The positive numbers $\alpha$ for the lower and upper responses are chosen as
0.25 and 1.25, respectively. In addition, \( \alpha = 0.75 \) is selected to take the response \( u(x, y) \) at the critical transition value \( \lambda_c \) [22].

To obtain the POD basis, 1000 snapshots are collected at equal intervals in \( 0 < \lambda \leq 2 \). Next, 40 dominant vectors are selected among the POD basis vectors [9-12] to calculate the initial basis in POD-ROM and the proposed model. Here, the maximum number of modes is limited to 80, and the number of selection points \( n_{sel} \) is 40. The additional basis \( \Psi \) of POD-ROM is selected using the remaining POD vectors, see Eq. (11). The performance of ROM is evaluated at \( \lambda = 3, 5 \), and the critical transition value \( \lambda = 6.808124223 \).

Figs. 1, 2, and 3 represent the response fields for the full model. In addition, the differences between the full model and reduced models are also shown in Figs. 1, 2, and 3. An example procedure for the proposed method is presented in Fig. 4. These numerical results show that the proposed adaptive procedure can return high-accuracy responses, even if the initial basis cannot adequately explain the desired response fields.

5.2. Coupled viscous Burgers’ problem

The coupled viscous Burgers’ equation is widely used to describe various physics phenomena, such as wave propagation, vorticity transportation, and turbulence in hydrodynamics [23-24]. The two-dimensional coupled viscous Burgers’ problem is written as follows [23-24]:

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= Re \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right), \quad u = u(x, y, t), \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} &= Re \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right), \quad v = v(x, y, t), \\
\Omega &= \{(x, y) \in 0 \leq x \leq 1,0 \leq y \leq 1 \} \subset \mathbb{R}^2,
\end{align*}
\]  

(36a)

(36b)

(36c)

where \( t \) and \( Re \) denote the temporal coordinate and the Reynold’s number, respectively. Moreover, the velocities in \( x \) and \( y \) directions are denoted as \( u \) and \( v \), respectively. The numerical results are computed using the finite difference method [27]. Here, \( x \) and \( y \) are equally divided into 50 grids. In addition, the temporal coordinate \( t \) is \( 0 \leq t \leq 1 \) with a time step \( \Delta t = 0.001 \).
The initial and boundary conditions are determined from the following equations [23-24]:

\begin{align}
  u(x, y, t) &= \frac{3}{4} + \frac{1}{4(1+\exp((-4x+4y-t)/(32Re)))}, \\
  v(x, y, t) &= \frac{3}{4} - \frac{1}{4(1+\exp((-4x+4y-t)/(32Re)))},
\end{align}

(37a) (37b)

in which \textit{exp} denotes the exponential function operator.

To obtain the POD basis, 1000 snapshots are collected for the Reynold number \( Re = 50 \) and the temporal coordinate range \( 0 \leq t \leq 1 \). The initial basis is determined by the 5 dominant vectors among the POD basis vectors [9-12]. Moreover, the maximum mode number of POD-ROM is limited to 40, and the number of selection points \( n_{sel} \) is 120. In this numerical example, we want to show that the proposed method can span the high-fidelity ROM subspace faster than F-ROM. To achieve this purpose, Algorithms 2 and 3 are used only three times when the online adaptive procedure is required. The performance of ROM is evaluated at \( Re = 100 \) and \( Re = 1000 \).

Figs. 5 and 6 represent the response fields for the full model and the difference fields in \( Re = 100 \). Similarly to Figs. 5 and 6, Figs. 7 and 8 show the fields in \( Re = 1000 \). An example procedure for the proposed method is illustrated in Fig. 9. According to the numerical results, the proposed method can span the accurate ROM subspace quicker than F-ROM. This is because the additional basis \( \Psi \) of F-ROM is determined only as a vector and thus, the number of basis vectors may not be sufficient to explain nonlinear behavior [13]. However, unlike in the F-ROM approach, the additional basis \( \Psi \) of the proposed method can be selected as a group of vectors while considering the error information. Consequently, the proposed method can be utilized to quickly supplement the high-fidelity ROM subspace.

5.3. Heat transfer problem for the six-pole machine

The six-pole machine is a part of rotating machines, such as the DC motor [25]. In this numerical example, we focus on the stator among the components of the six-pole machine. The temperature fields of the six-pole machine are studied to evaluate the computational procedure
of the proposed method. Here, the temperature fields are numerically calculated by using the finite element method. Thus, the heat transfer problem can be formulated as follows \([25,28]\):

\[
\begin{align*}
C\dot{T} + KT &= Q, \\
C &= \int_V \rho c H^T H \, dV, \\
K &= \int_V B^T \begin{bmatrix} k_x & 0 & 0 \\ 0 & k_y & 0 \\ 0 & 0 & k_z \end{bmatrix} B \, dV,
\end{align*}
\]

in which \(\rho\), \(c\), \(k\), and \(V\) denote the density, specific heat capacity, thermal conductivity, and volume of an objective body, respectively. Vectors \(T\) and \(Q\) indicate the discretized temperature vector and thermal excitation, respectively. The gradient interpolation matrix and temperature interpolation matrix are expressed as \(B\) and \(H\), respectively. The material properties of the six-pole machine problem are selected as follows: density \(\rho = 500 \text{ kg/m}^3\), specific heat capacity \(c = 200 \text{ J/(kg\cdot K)}\), and thermal conductivity \(k_x = k_y = k_z = 303.15 + 0.3T \text{ W/(m-K)}\) \([25-26]\).

Fig. 10 shows the boundary positions, observation nodes, burst random excitations, and meshing results for the six-pole machine. Specifically, temperature values in \(\Gamma_T\) are maintained at 25 \(^\circ\)C, and the excitations are applied to \(\Gamma_F\). The evaluation points of ROM are nodes A and B. In this numerical example, the time range, time step, and initial temperature are set as \(0 \leq t \leq 12\), \(\Delta t = 0.002\), and \(T_0 = 25^\circ\text{C}\), respectively.

To obtain the POD basis, 6000 snapshots are collected using the burst excitation in \(0 \leq t \leq 12\). The burst conditions for the snapshots are different from the thermal excitations in Fig. 10 except for the initial excitation and the maximum amplitude. The initial basis is determined by the 40 dominant vectors among the POD basis vectors \([9-12]\). Moreover, the maximum mode number is set to 200. The number of selection points \(n_{sel}\) is 500. In this numerical example, the adaptive procedures are performed no more than 3 times.

Temperature results at nodes A and B are plotted in Fig. 11. In addition, Fig. 12 represents the temperature fields for the full model and difference temperature fields. The computational costs
of this experiment are listed in Table 1. Furthermore, normalized relationships between the costs, iteration steps, and accuracies are illustrated in Fig. 13. Unlike the F-ROM approach, the proposed method does not require inverse operations in the full model dimension to consider the error information. Therefore, the proposed method provides an effective computational procedure, as shown in Table 1 and Fig. 13.

6. Conclusion

This study introduced an effective online adaptive basis technique for the reduction of nonlinear models. The proposed method can provide a highly accurate adaptive basis using the low-rank update formulation and the optimization of the residual operator. In particular, the residual operator of the proposed method is defined in local domains. Thus, the adaptive basis can be obtained with a lower computational cost compared with the conventional approaches that used full-dimensional inverse operations. In addition, this study investigates the existence conditions for the basis to avoid contradictions in the derivation process of the proposed method. As a result, the problems of costs and/or the number of basis vectors that exist in conventional approaches can be well addressed using the proposed method and its robust conditions. The performance of the proposed method is clearly confirmed in well-constructed nonlinear numerical examples. Importantly, the key idea of the study is not limited to the Galerkin projection and/or Newton method. Hence, it can be applied to other nonlinear engineering fields (e.g., the partitioning method or multi-physics problem) with various projection techniques and/or numerical solvers.
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Fig. 1. Lower response fields and their differences in the Bratu’s problem ($\lambda \in \{3, 5\}$): (a) lower response fields of the full model and (b) differences of the lower response fields between the full model and reduced models.
Fig. 2. Upper response fields and their differences in the Bratu’s problem ($\lambda \in \{3, 5\}$): (a) upper response fields of the full model and (b) differences of the upper response fields between the full model and reduced models.
Fig. 3. Critical response field and its differences in the Bratu’s problem ($\lambda = 6.8083545$): (a) critical response field of the full model and (b) differences of the critical response fields between the full model and reduced models.
Fig. 4. Example of an application of the proposed method to the Bratu’s problem.
Fig. 5. $x$ direction velocity fields $u(x, y, t)$ and their differences in the coupled viscous Burgers’ equation (Reynold’s number = 100) : (a) velocity fields of the full model and (b) differences of the velocity fields between the full model and reduced models.
Fig. 6. $y$ direction velocity fields $v(x, y, t)$ and their differences in the coupled viscous Burgers’ equation (Reynold’s number = 100) : (a) velocity fields of the full model and (b) differences of the velocity fields between the full model and reduced models.
Fig. 7. $x$ direction velocity fields $u(x,y,t)$ and their differences in the coupled viscous Burgers’ equation (Reynold’s number = 1000) : (a) velocity fields of the full model and (b) differences of the velocity fields between the full model and reduced models.
Fig. 8. $y$ direction velocity fields $v(x, y, t)$ and their differences in the coupled viscous Burgers’ equation (Reynold’s number = 1000) : (a) velocity fields of the full model and (b) differences of the velocity fields between the full model and reduced models.
Fig. 9. Example of an application of the proposed method to the coupled viscous Burgers’ problem.
Fig. 10. Geometry, mesh result and thermal excitation conditions for the six-pole machine problem: (a) entire geometry and locations of $\Gamma_F$ and $\Gamma_T$, (b) mesh result and locations of the nodes and (c) thermal excitation data.
Fig. 11. Temperature results on nodes A and node B in the six pole machine problem: (a) temperature results on node A and (b) temperature results on node B.
Fig. 12. Temperature fields of the six-pole machine problem: (a) temperature fields of the full model and (b) differences of the temperature fields between the full and reduced models.
Fig. 13. Relationships between the normalized computational costs, application numbers of the adaptive procedure, and accuracies in the six-pole machine problem: (a) F-ROM and (b) proposed method.
| Selected model | Computational time [sec] |
|---------------|-------------------------|
| Full model    | 78461.96                |
| F-ROM         | 31120.74                |
| Proposed model| 9467.82                 |

Table. 1. Computational costs in the six-pole machine problem.