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Abstract

Grover’s algorithm is normally presented as a method of searching a database, however, it would be more accurately described as a method of identifying elements of an interval of the integers which satisfy some logical clause - an example might be identifying binary strings which correspond to the solutions of a Sudoku problem. In this paper we present the first method of performing a true database search using Grover’s search algorithm, by first creating a mapping from a set of indices in the range 0 : 2\(^n\) − 1 to a set of database elements, then applying the clause to these elements. We then demonstrate the feasibility of an attack against the Diffie-Hellman cryptosystem based on a Grover’s search of a database of candidate solutions generated via the number field sieve algorithm.

1 Introduction

Grover’s search algorithm [GSA] [1] is a quantum search algorithm suitable for unstructured databases capable of identifying the desired element of a database in \(O(\sqrt{N})\) operations for a database of size \(N\), a quadratic speedup over the analogous classical search which in general requires \(O(N)\) operations. However, GSA is subject to a range of constraints which need not be considered in the context of classical searches. For example, the ‘database’ (also called a search space in the following discussion) to be searched is comprised of an interval of binary numbers ranging in value from 0 to \(2^n − 1\), and is necessarily of this form for a search conducted on \(n\)-bit strings. Fixing \(m\) digits to be consistent across all strings is a strategy by which unwanted elements can be excluded from the search space, but this does not allow for arbitrary sets of strings to be generated. The result is that \(N\) and by extension the running time of GSA grows exponentially with the number of digits required to describe the binary strings being searched, such that the advantage offered by the quadratic speedup of the algorithm is lost. For this reason, illustrations of the applicability of GSA tend to focus on scenarios in which the search attempts to identify Boolean strings which satisfy some clause, where identifying these strings is known to be NP-hard. Examples include solving a sudoku [2] or the Hamiltonian cycle problem [3]. In problems of this sort, every element of the search space corresponds to a viable solution, meaning that no obviously redundant elements are included in the search space and that GSA is able to outperform a classical exhaustive search. A commonly cited use case of GSA is as a means of attack against the Diffie-Hellman [DH] public key cryptosystem [4], but the scaling of database with database element length means that GSA is not suitable for this use case or conceptually similar use cases, as modern protocols for the DH system are often implement 1024 or 2048 digit keys, producing a search space with \(2^{1024}\) or \(2^{2048}\) elements, substantially more than the \(\sim 2^{50}\) atoms comprising the planet Earth. Whilst classical attacks against the DH system utilise preprocessing techniques to rule out large segments of this space so that a more manageable exhaustive search can be conducted on what remains, to date no method of combining a quantum search with these techniques has been put forward. Methods by which quantum searches of classical databases may be conducted have been discussed in the past, for example approaches utilising interaction free measurement [5, 6], but these require the introduction of additional hardware components, the feasibility and manufacturing cost of which remain unknown. In this paper we present a method by which an arbitrary classical data set \(\{R_i\}\), containing \(|\{R_i\}|\) elements each comprised
of $n$ bits, may be converted into a form suitable for input into GSA without compromising the quadratic advantage offered by the algorithm or invoking the existence of specialised hardware, such that a complete search requires $O(n\sqrt{2^{\log(|\{|R_i\|\}|\log(|\{|R_i\|\}|)}})$ operations, an exponential speedup in the parameter $n$ over the unmodified search. The construction of a quantum circuit which utilises this method to mount an attack against the DH cryptosystem is then detailed, whilst a toy model of the attack simulated in IBM’s Qiskit is provided at [2].

1.1 An Overview of Grover’s Search Algorithm

Typically GSA is described as a quantum search algorithm suitable for unstructured databases with polynomial advantage over its classical analog, capable of identifying a desired element of a database in just $O(\sqrt{N})$ operations [3], which is provably within a constant factor of the optimal search of this type [8, 9].

The standard algorithm can be decomposed into three processes, which when taken together comprise a single iteration or round. The first is a Hadamard transform used to create a $n$ qubit superposition $|S\rangle$ of states $|z\rangle$ which represent integers from 0 to $2^n - 1$. The second is an oracle; a transformation $O(K)$ that applies a negative phase to any $|z\rangle$ which satisfy a logical clause $K$, which are the solution states denoted $|w\rangle$ during further discussion. The third is amplitude amplification, wherein a ‘diffuser’ is used to reflect all probability amplitudes $\alpha_i$ in the superposition about the mean probability amplitude $\langle \alpha \rangle$. The complete sequence has the effect of increasing the total probability amplitude associated with those states satisfying $K$, and the converse effect on those states which do not, which are denoted $|f\rangle$ during further discussion. Sufficient iterations will increase the probability of measuring some $|w\rangle$ close to 1. We explain each of these processes in more detail below.

1.1.1 The Hadamard Transform

The Hadamard transform performs for binary integers $x$ and $z$, up to an overall normalisation, the mapping

$$ |x\rangle \mapsto \sum_z (-1)^{z \cdot x} |z\rangle, \quad (1) $$

where $z \cdot x$ is understood to mean $\sum_i z_i x_i \pmod{2}$, with the subscript $i$ indicating the $i$’th digits of $z$ and $x$. Acting on the state $|x\rangle = |00...00\rangle$, which is an $n$ qubit representation of the number 0, we have

$$ |0\rangle \mapsto \sum_{z=0}^{2^n-1} (-1)^0 |z\rangle = \sum_{z=0}^{2^n-1} |z\rangle = |S\rangle. \quad (2) $$

This is now a uniform superposition $|S\rangle$ of states $|z\rangle$ representing binary integers between 0 and $2^n - 1$, and constitutes a search space containing both states of interest $|W\rangle = \sum_w \alpha_w |w\rangle$ and all other states $|S\rangle = \sum_f \alpha_f |f\rangle$. This can be understood in terms of Hadamard operations applied to individual qubits by observing that in the single qubit case, the mapping $|0\rangle \mapsto |0\rangle + |1\rangle$ is performed. Applying this operation to $n$ qubits on a given register then produces the tensor state $(|0\rangle + |1\rangle)^\otimes n$, which when expanded is a superposition of $2^n$ binary integers as expected. Note that fixing the $i$’th digit of each string present in the superposition by manually setting its value instead of applying a Hadamard transform reduces the size of the search space by a factor of 2, and consequently reduces the number of operations required to complete the search by a factor of $\sqrt{2}$. This approach allows for the search space to be distributed across several machines by assigning each machine a different value for the qubit to be fixed, effectively parallelising the search, but the performance gain associated with this strategy is poor [10].

Due to the linear nature of quantum operators, if a suitable operation is applied to a register containing this superposition then it will act on all $2^n$ states simultaneously, a situation which is sometimes described as quantum parallelism [11]. It should be emphasised that whilst this mechanism is one of the cornerstones of quantum advantage it is only loosely analogous to what is ordinarily meant by parallelism, where tasks and data are distributed between separate processors before being recombined to form an output. Rather, the information content of this superposition is intrinsic to the register on which it was generated; in general it cannot be copied to an external device due to the no-cloning theorem [12, 13], and cannot be acted upon by an external device due to the entanglement effects that would result.
1.1.2 The Phase Oracle

The oracle is a circuit structure which applies a negative phase to those elements of our search space that satisfy a chosen clause. The unitary operator corresponding to this operation is extremely simple. For example, in a solution space comprised of all 3-digit binary numbers, a phase oracle that ‘tags’ the state $|101\rangle$ is

$\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.$ \quad (3)

Shown in Figure 2 is a quantum circuit that implements this phase oracle, exploiting the so called ‘phase kickback’ effect \[14\] induced by applying a multi-controlled-NOT gate to an ancilla qubit in the state $|\rangle$. Since $|\rangle$ is an eigenstate of the NOT gate with eigenvalue $-1$, it is possible to factor this qubit out of all elements of the resulting superposition, ‘kicking back’ the negative phase onto those elements of the search space which satisfy the logical clause corresponding to the control pattern of the gate. If $|W\rangle$ indicates a superposition $\sum \alpha_w |w\rangle$ of $M$ ‘winning’ states that satisfy our clause, and $|S\rangle$ indicates a superposition $\sum \alpha_f |f\rangle$ of $N - M$ ‘failure’ states that do not satisfy our clause, the process is as shown in Equation 4:

$$\sum_w \alpha_w |w\rangle |\rangle - \sum_f \alpha_f |f\rangle |\rangle \rightarrow - \sum_w \alpha_w |w\rangle |\rangle - \sum_f \alpha_f |f\rangle |\rangle = (-\sum_w \alpha_w |w\rangle + \sum_f \alpha_f |f\rangle) |\rangle \quad (4)$$
Figure 2: A circuit which instantiates a phase oracle which assigns a negative phase to the state $|101\rangle$. The lowermost qubit is in the state $|\rangle = \frac{|0\rangle - |1\rangle}{\sqrt{2}}$, and is the target qubit of the multi-controlled-NOT gate controlled by the remaining qubits. A controlled-not gate maps a target qubit in one of the computational basis states to the alternate basis state. Acting on the state $|\rangle$ produces $|\rangle = \frac{|0\rangle - |1\rangle}{\sqrt{2}} = -|\rangle$. This ancilla qubit can now be factored out, leaving the phase of $-1$ on the element of the superposition responsible for triggering the NOT operation, in this case the state $|101\rangle$.

The phase oracle allows us to apply phases not just to states that can be referenced explicitly, but also to unknown states which we can reference in terms of some property, provided this property can be expressed as a logical clause. The phase oracle then represents an extremely useful primitive with which to distinguish elements of a solution space. Unfortunately, although this procedure modifies the phases associated with all states $|W\rangle$ in a single function call, the relative probabilities of each state remain unaltered by phase shifts of this sort, an issue addressed by the next step of the algorithm. It is useful to think of our initial superposition $|S\rangle$ of $N$ states containing $M$ solution states in terms of the trigonometric functions.

\[
|S\rangle = \sin(\theta) |W\rangle + \cos(\theta) |S'\rangle
= \sqrt{\frac{M}{N}} |W\rangle + \sqrt{\frac{N-M}{N}} |S'\rangle
\]  

(5)

Given this representation of our state, the phase oracle corresponds to a reflection of $|S\rangle$ about $|S'\rangle$ as shown in Figure 3 producing the state

\[
|S\rangle = -\sin(\theta) |W\rangle + \cos(\theta) |S'\rangle
= -\frac{1}{\sqrt{N}} |W\rangle + \sqrt{\frac{N-M}{N}} |S'\rangle.
\]  

(6)

Figure 3: The action of the phase oracle corresponds to a reflection of the system about the basis state $|S'\rangle$. 

\[
\left| \begin{array}{c} x_0 \\ x_1 \\ x_2 \\ - \end{array} \right|
\]
1.2 The Diffuser

Once a negative phase has been induced on all elements of $|W\rangle$ in our search space, the transformation $2|S\rangle\langle S| - I$ is applied. This transform has the effect of reflecting about the original superposition of states $|S\rangle$, or equivalently reflecting each probability amplitude $\alpha_i$ in the superposition about the mean probability amplitude $\langle\alpha\rangle$, as shown below. Both interpretations are useful when reasoning about the algorithm as a whole.

$$
(2|S\rangle\langle S| - I) \sum_k \langle\alpha\rangle |k\rangle
= (2|S\rangle\langle S| - I) \sum_k \alpha_k |k\rangle
= \sum_k 2\alpha_k |S\rangle\langle S| |k\rangle - \sum_k \alpha_k |k\rangle
= \sum_k 2\alpha_k \frac{1}{N} \sum_{i,j} |i\rangle\langle j| |k\rangle - \sum_k \alpha_k |k\rangle
= \sum_k \frac{2\alpha_k}{N} \sum_{i,j} |i\rangle \delta_{j,k} - \sum_k \alpha_k |k\rangle
= 2\langle\alpha\rangle \sum_k |k\rangle - \sum_k \alpha_k |k\rangle
= \sum_k (2\langle\alpha\rangle - \alpha_k) |k\rangle
= \sum_k (2\langle\alpha\rangle - \langle\alpha\rangle - \delta\alpha_k) |k\rangle
= \sum_k (\langle\alpha\rangle - \delta\alpha_k) |k\rangle.
$$

A circuit corresponding to this operation is given in Figure 4. Given that the mean probability amplitude has been lowered by the introduction of negative amplitudes by the phase oracle, any amplitudes which are above the mean will now be reduced by this reflection, whilst any amplitudes below the mean will be increased. The result is that the amplitudes associated with those states $|W\rangle$ which were tagged by the oracle are left substantially larger than those amplitudes associated with $|S'\rangle$.

The transform given here corresponds to a reflection about the initial superposition of states $|S\rangle$. Given that the product of two reflections is equivalent to a rotation, this series of operations corresponds to an incremental increase in the parameter $\theta$ in the expression $|S\rangle = \sin(\theta) |W\rangle + \cos(\theta) |S'\rangle$, moving the system closer to the desired state $|W\rangle$.

1.2.1 Computational Complexity

Each application of these operations will result in an increase in the probability associated with measuring one of the states of interest comprising $|W\rangle$. If the optimal number of rounds are carried out, the probability associated with measuring some element of $|W\rangle$ will increase close to 1. The question remains of how many rounds are optimal. Recall that the initial superposition of states may be thought of as being in the form

$$
|S\rangle = \sin(\theta) |W\rangle + \cos(\theta) |S'\rangle
= \sqrt{\frac{M}{N}} |W\rangle + \sqrt{\frac{N-M}{N}} |S'\rangle,
$$

and that the desired state is one in which the probability of a measurement on our register yielding an element of $|S'\rangle$ is zero, corresponding to

$$
|S_{\text{final}}\rangle = \sin(\pi/2) |W\rangle + \cos(\pi/2) |S'\rangle.
$$
Figure 4: The Diffuser circuit, comprised of a Hadamard transform, followed by the application of a Z-gate to each qubit, a Controlled-Z rotation, and finally another Hadamard transform. Note that the Controlled-Z rotation is conventionally shown without a target qubit, as it has no obvious direction of action.

Further, the trigonometric interpretation of the effect of a Grover iteration makes it clear that given $R$ iterations, the system is placed in the state

$$|s_R\rangle = \sin((2R + 1)\theta_0)|W\rangle + \cos((2R + 1)\theta_0)|S\rangle,$$

(10)

It follows that for $(2R + 1)\theta_0 = \pi/2$, the amplitude associated with $|W\rangle$ is maximised. Since $\sqrt{\frac{N}{M}} = \sin(\theta_0) \approx \theta_0$ for small $\theta_0$, this expression may be solved for $R$ to show that the optimal probability of success is achieved when the closest integer value to $\frac{\pi}{4}\sqrt{\frac{N}{M}}$ rounds are carried out, giving GSA $O(\sqrt{N})$ complexity.

This highlights a shortcoming of GSA: in order to represent $n$-bit binary strings, a search space with dimensionality $2^n$ is generated by the Hadamard transform, meaning that the optimal operation count grows exponentially with the number of bits required to describe the elements of the search space, regardless of what proportion of these elements which are known to be candidate solutions.
2 Method

An alternative approach to the one detailed in subsection 1.1 is to consider the elements of the search space generated by the Hadamard transform as an indexing set \( \{i\} \), each of which is to be mapped to an element of a data set \( \{R_i\} \) of arbitrary length strings. By proceeding in this way, dimension of the search space is fixed at \( 2^{\lfloor \log_2(|\{R_i\}|) \rfloor} \) independently of the number of digits required to describe the elements of \( \{R_i\} \). The problem is then to create a mapping between the indexing set and data set which does not interfere with the operation of the algorithm.

2.1 A Dictionary-Like Operator

Given an \( m \)-bit register, application of a Hadamard transform produces a superposition of \( 2^m \) states representing integers which may be thought of as indices \( \{i\} \) for a set \( \{R_i\} \) of at most \( 2^m \) \( n \)-bit binary strings. Using a second \( n \)-bit register to hold the states \( \{R_i\} \), the desired outcome is a mapping \( R \) as shown in Equation 11

\[
\sum_{\{i\}} |i\rangle |0\rangle \rightarrow \sum_{\{i\}} |i\rangle |R(i)\rangle = \sum_{\{i\}} |i\rangle |R_i\rangle
\]

at which point a clause can be applied to the elements of \( \{R_i\} \). Applying the inverse mapping will now reset the \( n \)-bit register containing the elements of \( \{R_i\} \) to the state \( |0\rangle \), allowing it to be factored out of the summation and for the diffuser to act on the \( m \)-bit index register alone. The operator \( R \) must uniquely determine each of \( R_i \) given the corresponding \( i \), and must require fewer than \( O(|\{R_i\}|) \) elementary operations to be implemented if any advantage over a classical unstructured search, which requires \( O(n \log(|\{R_i\}|)) \) operations, is to be retained.

A database comprised of \( M \approx 2^m \) data points each comprised of an \( n \)-bit string may be thought of as an \( M \) row by \( n \) column array, indexed by row using an \( m \)-bit string. This database can now either be described row-wisely as pairs of binary strings and associated indices, or column-wisely in terms of a set of Boolean expressions defined on the set of indices. As shown in Figure 6a, Boolean operators can be easily instantiated as quantum circuits, meaning that the column-wise representation can be used to construct a computationally efficient operator as described in Equation 11. Since this operator maps indices to data points in a fashion loosely analogous to the mapping between key-value pairs performed by a dictionary as used in classical computation, further discussion will refer to this operator as a dictionary operator.

For illustrative purposes, consider a reduced 7 bit search space \( \{0101000, 1000110, 1010110, 0110101\} \) to be instantiated on qubits \( a, b, c, d, e, f, \) and \( g \), and accompanying indexing set \( \{00, 01, 10, 11\} \) to be instantiated on two qubits \( \alpha \) and \( \beta \).

| \( \alpha \beta \) | a | b | c | d | e | f | g |
|---|---|---|---|---|---|---|---|
| 00 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 01 | 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| 10 | 1 | 0 | 1 | 0 | 1 | 1 | 0 |
| 11 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |

The columns of this table can be seen to correspond to the truth values of the logical operations \( \alpha \) XOR \( \beta \), \( \alpha \) XNOR \( \beta \), \( \beta \) XOR \( \alpha \) OR \( \beta \), \( \alpha \) OR \( \beta \), \( \alpha \) XOR \( \beta \), and \( \alpha \) AND \( \beta \). The circuit structure corresponding to this set of logical operations are shown in Figure 6b, where it can be seen that the dictionary operator requires only a single Boolean expression to be instantiated for each of the \( n \) bits required for the description of a string present in an arbitrary reduced search space \( \{R_i\} \). The complexity of these expressions will scale with \( |\{R_i\}| \), with the rate of growth for small \( |\{R_i\}| \) of size 8, 16, or 32 approximately logarithmic. This would suggest that a dictionary operator of the form described here has complexity of about \( O(n \log(|\{R_i\}|)) \).

It follows that a dictionary operator corresponding to the index-dataset pair \( \{00, 01, 10, 11\} \) and \( \{0101000, 1000110, 1010110, 0110101\} \) is of the form given in Figure 6b and that in general the construction of a dictionary operator is a matter of converting a truth table defined on the indexing set and a fixed digit of the strings comprising \( \{R_i\} \) to a minimal Boolean expression, then instantiating this expression on
the relevant qubits. Although this example is trivially simple, excellent algorithms have been developed to achieve near-optimal logic minimisation of this sort for truth tables with large numbers of input and output variables, such as the ESPRESSO heuristic logic minimiser [13, 16]. Alternative annealer based approaches have also been explored [17].

2.2 Integration with the Phase Oracle

Combining the dictionary operator $\mathcal{R}$ with the phase oracle component of GSA allows for a search to be conducted symbolically on the elements of the indexing set $\{i\}$ whilst the logical clause $K$ is applied to the corresponding elements of $\{R_i\}$. A completed search will then output the index associate with the whichever database element triggers the oracle. An example circuit acting on the 2-bit indexing set {00, 01, 10, 11} with a corresponding reduced 7-bit search space {0101000, 1000110, 1010110, 0110101} and clause selecting for the state $|1010110\rangle$ is given in Figure 6c.

Assuming that the elements of $\{R_i\}$ are $n$-bit strings, only $n \log(|\{R_i\}|)$ operations are required per oracle call in order to apply GSA to a database using this method, meaning that $\{R_i\}$ can be searched using about $O(n\sqrt{2^{\lceil\log(|\{R_i\}|)\rceil}\log(|\{R_i\}|)})$ operations. In the case of databases for which $n \ll 2^m$, this represents an exponential speedup in the parameter $n$ relative the $O(2^n)$ operations required for unmodified GSA.

3 Conclusion

The operating principles of Grover’s search algorithm were detailed with a view to illustrating the reason for the undesirable scaling of the required operation count of the algorithm with the length of the strings on which a search is to be conducted. A method for construction of a dictionary operator capable of encoding a classical database in a form which can be efficiently searched using GSA was then detailed. This method indicates that it is possible to act GSA on a classical database without compromising the quadratic advantage offered by the algorithm or appealing to notions of interaction free measurement.
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A Use Case: Attacking the Diffie Hellman Cryptosystem

Attacks conducted against the commonly used Diffie-Hellman public key cryptosystem are composed of a preprocessing stage in which a list of candidate solutions are produced using the number field sieve algorithm [18], followed by an exhaustive search of the elements of this list. The ability to act GSA on an arbitrary data set allows for its use during the exhaustive search component of the attack, potentially producing a quadratic speedup. A working model of this attack, simulated in IBM’s Qiskit, is available at [7]. A detailed overview of its constituent parts is given here.

A.1 The Diffie-Hellman Protocol

The Diffie Hellman protocol [19] exploits the properties of the discrete logarithm problem [20] to allow two parties to independently generate a private encryption key using information exchanged over public channels. The discrete logarithm problem is believed to fall into the non-deterministic polynomial [NP] class of computational complexity, meaning that whilst checking the validity of a candidate solution is a polynomial time computation, the process of finding solutions is significantly more involved. This is because the discrete logarithm is an example of a so-called one way function, a function $f : X \mapsto Y$ such that whilst computing $f(x) = y$ for $x \in X$ is straightforward, there is no known algorithm with which to compute the inverse mapping $f^{-1}(y)$. As a result, determining $f^{-1}(y)$ for a one way function is achieved by iterating through elements of $X$ and computing the corresponding $f(x)$ until the desired output is achieved, a process which runs in approximately $O(|X|)$ time. An alternative description might be that identifying solutions to
a one way function is a 'needle in a haystack' type problem. Placing the needle and recovering the needle after having having placed it is a straightforward process, but finding the needle without prior knowledge of its location requires a search of the entire haystack. In the case of DH, $X$ corresponds to the set of all integers suitable for use as a cryptographic key, and therefore $|X|$ is determined by the number of digits used to specify keys, so that the security provided by the DH protocol scales exponentially with the key length used. The basic outline of the Diffie-Hellman protocol is as follows:

1. Two parties, Alice and Bob, publicly agree to use modulus $p$ and base $g$. The base is chosen such that every number which is congruent to $g^x \mod p$ for some $x$.

2. Alice and Bob choose secret integers $a$ and $b$ respectively. An eavesdropper with access to either of these quantities is able to calculate the shared encryption key later on, therefore the entire purpose of the protocol is to ensure that $a$ and $b$ remain obscured.

3. Alice and Bob then calculate and exchange $A = g^a \mod p$ and $B = g^b \mod p$. Note that this process is computationally cheap, whilst performing the inverse operation to determine $a$ or $b$ given $A$ or $B$ is not.

4. Once these numbers have been exchanged, each party is able to independently calculate the quantity $S = A^b \mod p = B^a \mod p$.

The number $S$ is now known only to Alice and Bob and can be used as a private encryption key, even though all the information required to determine $S$ is in principle calculable from publicly exchanged information by inverting the equations $A = g^a \mod p$ or $B = g^b \mod p$ to determine either $a$ or $b$. The security of this protocol is therefore entirely dependent on the computational cost associated with performing this calculation: for an $n$ digit binary number, $O(2^n)$ candidate solutions must be checked before a solution is found.

In order to apply GSA to the problem of inverting the discrete logarithm it is necessary to integrate a quantum circuit capable of carrying out the associated computation, modular exponentiation [ME], into the phase oracle of subsubsection 1.1.2. The basic operating principles of a reversible modular exponentiation circuit were detailed by Vedral et al in [21]. The architecture is essentially the same as a classical modular exponentiation circuit, with the inclusion of additional control qubits to ensure that the algorithm is reversible, a fundamental requirement of any quantum algorithm. This is due to the unitary nature of quantum operations, as instantiating a quantum circuit $Q$ effectively consists of setting up a system with Hamiltonian $\hat{H}$ such that there is a correspondence between the forward time evolution of the system as determined by $e^{-i\hat{H}t}$ and the abstract operations comprising $Q$ [22]. This implies the existence of a unitary inverse $e^{i\hat{H}t}$ such that $e^{i\hat{H}t}e^{-i\hat{H}t} = e^{-i\hat{H}t}e^{i\hat{H}t} = I$, and as a result there must exist a $Q^{-1}$ that perfectly undoes the operations of $Q$. If this property is not satisfied, then $Q$ cannot be instantiated as a quantum circuit. Fortunately, modifying irreversible operations by the inclusion of a control qubit which indicates whether or not the operation has occurred allows for the embedding of irreversible non-unitary operations in unitary operators [23]. A detailed breakdown of the circuit designed by Vedral et al. is given here in order to demonstrate the additional complexity and operational constraints introduced by the modifications required to convert an irreversible algorithm to a reversible one. Other designs with various advantages and disadvantages have been proposed, such as 'wider' circuits which require fewer sequential operations to complete, and designs based on the quantum Fourier transform [24], but these approaches will not be considered here. The final circuit performs the mapping

$$|x\rangle |0\rangle \rightarrow |x\rangle |I^T \mod (M)|,$$

where the $I$ and $M$ are fixed values that determine the structure of the circuit, and $x$ is an input which may be chosen freely after circuit compilation. Note that the function argument is retained alongside its output. This will always be the case for a mapping which is not injective, as without a record of input no inverse mapping is possible.

### A.1.1 Ripple-Carry Addition

The most fundamental component of the circuit is a ripple-carry adder, comprised of one $n$ bit input register $x$ containing value $a$, one $n$ bit register $y$ containing value $b$, and an $n+1$ bit carry register $c$ initialised...
in the state $|0\rangle$. Carry values are first computed and stored in $c$ using applications of the circuit shown in Figure 7a. The Xor-type summation circuit shown in Figure 7b is then used to compute the appropriate output value in-place using input and carry values.

After computation of all $c_i$ is complete, each $b_i$ may be mapped in-place on register $y$ to $b_i' = a_i + b_i$, whilst also resetting each of the $c_i$ to 0. This resetting must be performed in order to allow for later computations to operate predictably when reusing these qubits. The complete ripple-adder is illustrated in Figure 7c. Note that the final element of the carry register is not reset to its initial value, and is considered as the $n + 1^{th}$ element of the $y$ register. All other carry qubits are reset in order to allow for reuse in subsequent operations, and can safely be ignored during further discussion. The complete control sequence having the effect of computing the sum of values on registers $x$ and $y$ in-place to register $y$ is hereafter referred to as $+_{x,y}$.

A.1.2 Modular Addition

Using the ripple-carry addition circuit $+_{a,b}$ illustrated in the previous section, a modular addition circuit can now be constructed. An additional register, $m$, is now required in order to represent a modulus, and must be initialised with $N = 2^n$ for an $n$-qubit $x$ register in the case of the circuit given here. In addition a single qubit initialised in the state 0 is required to store information needed for controlled operations. First, registers $x$ and $y$ are initialised in the states $a$ and $b$ respectively. The gate $+_{x,y}$ is used to compute the sum $a + b$ in-place on register $y$. At this point $+_{m,y}$ is applied, leaving register $y$ in the state $a + b - N$.

$$|a\rangle|a + b - N\rangle|N\rangle \xrightarrow{+_{x,y}} |a\rangle|a + b\rangle|N\rangle \xrightarrow{+_{-1,x,m}} |a\rangle|a + b - N\rangle|N\rangle. \quad (13)$$

The $n + 1^{th}$ qubit of the $y$ register is now either in the state $|0\rangle$, indicating that no overflow occurred as a result of the subtraction and that $a + b - N$ is positive, or the state $|1\rangle$, indicating that overflow has occurred and the state $a + b - N$ is negative. A series of Not gates controlled by this qubit can now be used to conditionally set register $m$ to $|0\rangle^{\otimes n}$, after which the operation $+_{x,m}$ will either map register $y$ to the value $a + b - N$ if $a + b - N$ is positive.

$$|a\rangle|a + b - N\rangle|N\rangle \xrightarrow{+_{x,m}} |a\rangle|a + b - N\rangle|0\rangle, \quad (14)$$

or $a + b$ otherwise

$$|a\rangle|a + b - N\rangle|N\rangle \xrightarrow{+_{x,m}} |a\rangle|a + b - N\rangle|N\rangle \xrightarrow{+_{x,m}} |a\rangle|a + b\rangle|N\rangle, \quad (15)$$

at which point the same sequence of controlled Not gates is used to reset the $m$ register to the state $|N\rangle$ for the positive case. Register $y$ is now left in the state $(a + b)mod(N)$, as desired. At this point care must be taken to reset the control qubit in a reversible fashion so that it is available for use in later computation. This is achieved through the operation $+_{-1,y}$, which performs the mapping

$$|a\rangle|a + b(mod N)\rangle|N\rangle \xrightarrow{+_{-1,y}} |a\rangle|a + b(mod N)\rangle|N\rangle, \quad (16)$$

leaving the $n + 1^{th}$ qubit of the $y$ register in a state of overflow which matches the previous overflow state. This information can be used as before to reset the control qubit, before returning the $y$ register to the desired output state using the operation $+_{x,y}$. The complete control sequence having the effect of computing the sum of values on registers $x$ and $y$ modulo $N$ in-place to register $y$ is hereafter referred to as $+_{x,y,N}$ and is illustrated in Figure 8a. Note that this design cannot work for values of $N$ less than $2^{n+1} - 1$ where $n$ is the number of qubits required for the description of $x$ or $y$, as the value of the carry bit after subtraction of $N$ ceases to be a reliable indicator of overflow.

A.1.3 Modular Multiplication

A controlled modular multiplier can now be constructed by chaining together modular addition operators, as given a constant $a$ and variable $x$ we have $ax = 2^0ax_0 + 2^1ax_1 + ... + 2^{n-1}ax_{n-1}$. Two registers, A and B are initialised in the state $|0\rangle$, whilst a third is used to store the state $x$, and one additional qubit is required for control of operations. A series of Toffoli gates controlled by $x_0$ and the control qubit are now used to
set A to the value \(2^{0}a\), which can be precomputed, after which a modular addition gate maps register B to \(2^{0}a \mod N\). Register A is then reset to \(|0\rangle\) using the same Toffoli gate sequence. Repeating this process for each of the \(x_i\) leaves register B in the state \(ax \mod N\) for a fixed \(a\) and arbitrary choice of \(x\). For reasons which will be covered in subsubsection A.1.4, in the event that the control cubit enters the circuit in the state \(|0\rangle\), then the circuit should instead leave register B in the state \(x\). To achieve this, a series of Toffoli gates with an inverted input applied to the control qubit are used to copy the state of the register containing \(x\) on to register B, as shown in Figure 8b. In further discussion this gate affecting a multiplication of variable \(x\) by a constant \(a\) modulo \(N\) will be referred to as \(\otimes_{a,N}\).

### A.1.4 Modular Exponentiation

A quantum circuit capable of computing \(a^x \mod N\) can now be constructed from the modular multiplication circuit just described, as \(a^x = a^{2^0 x_0} * a^{2^1 x_1} * ... * a^{2^n x_{n-1}}\), indicating that exponentiation can be affected through composition of multiplications. Two registers A and B are used as workspaces, whilst a third is used as an input register \(x\). Register A is first set to \(|1\rangle\), whilst B is set to \(|0\rangle\). For each digit of \(a\), a \(\otimes_{a^{2^i} \cdot N}\) gate controlled by the \(i^{th}\) digit of \(x\) is instantiated on registers A and B, followed by a by a swapping of the elements of each register and an instantiation of the inverse of the modular multiplication circuit for the multiplicative inverse of \(a^{2^i} \mod N\), \(\otimes_{-a^{2^i} \cdot N}\) gate controlled by the \(i^{th}\) digit of \(x\). The second controlled gate in this sequence serves to clear the B register of the value previously used as input on the A register, preparing it to receive further outputs. Note that if one of the \(x_i\) is zero, then \(\otimes_{a^{2^i} \cdot N}\) should perform multiplication by 1, which is ensured by the identity mapping performed by the final section of this gate as described in subsubsection A.1.3. The complete circuit is shown in Figure 9a. In further discussion this gate affecting exponentiation of a constant \(a\) to the variable power \(x\) modulo constant \(N\) will be referred to as \(\otimes_{a,N}\).

### A.2 Integration into Grover’s Search Algorithm

The ME circuit described here can be integrated into GSA by using the superposition of states generated by the Hadamard transform of subsubsection 1.1.1 as an indexing set to be mapped to the output of a preprocessing algorithm such as the number field sieve via a dictionary \(\mathcal{R}\), then using the register containing these states as input for the ME circuit. A phase oracle can then be used to identify those states in the superposition of ME output which correspond to the public value \(A\) or \(B\) as used in DH, and tag them with a negative phase. Applying the inverse ME circuit will now return these states to a their corresponding \(a\) or \(b\), at which point \(\mathcal{R}^{-1}\) is applied to unentangle the register holding the number field sieve output from the index register. Finally the diffuser is used to perform amplitude amplification on the index. The resulting circuit is shown in Figure 9b. Although the circuit described above is only capable of performing this computation for modulus \(p = 2^{n+1} - 1\), where \(n\) is the number of bits required to describe \(a\) or \(b\), there is no a priori reason to believe that a more general form of circuit cannot exist.

It follows that conducting this modified form of GSA on the output of a preprocessing algorithm such as the number field sieve is a strategy for the determination of Alice and Bob’s privately held keys \(a\) and \(b\) as described in subsection A.1, and a potential avenue of attack on the DH cryptosystem.
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(a) Logical Operators

(b) A Dictionary Operator

(c) Oracle Integration

Figure 6: (a) An array of quantum circuit structures corresponding to common logical operators. (b) A circuit corresponding to the dictionary operator $\mathcal{R}_{\alpha,\beta}$ for the index-dataset pair $\{00, 01, 10, 11\}$ defined on qubits $\alpha$ and $\beta$ and $\{0101000, 1000110, 1010110, 0110101\}$ defined on qubits $a$, $b$, $c$, $d$, $e$, $f$, and $g$. (c) A circuit for a 7-bit clause and database search to be conducted symbolically on a 2-bit indexing space.
(a) Carry Computation

(b) Sum Computation

(c) Composite Ripple-Carry Adder

Figure 7: (a) A circuit for the computation of carry digits when summing on two qubits plus a previously computed carry, denoted in later diagrams by \( C \). (b) A circuit for the computation of a sum on two qubits plus a previously computed carry qubit, denoted in later diagrams by \( S \). (c) A circuit for the computation of \( y' = x + y \), denoted in later diagrams by \( +_{x,y} \). An additional Controlled-Not gate is targeted from the lowermost \( x \) qubit to the lowermost \( y \) qubit in order to partially account for the operation of a \( C^{-1} \) without uncomputing the final carry bit.
Figure 8: (a) A circuit for the computation of \( y' = x + y \pmod{N} \), denoted in later diagrams by \( \bigoplus_{x,y,N} \). For convenience, colon subscript notation is used to denote interval slices, for example \( y_{i:k} \) indicates digits \( i \) to \( k \) inclusive of the value \( y \). (b) A circuit for the computation of \( ax \pmod{N} \), for fixed \( a \) and \( N = 2^n - 1 \), denoted in later diagrams by \( \otimes_{a,N} \). The \( \bigoplus \) block performs the mapping \( a \times x_{i-1} \pmod{N} \rightarrow a \times x_{0:i} \pmod{N} \), where \( a \times x_{0:i} \) is understood to mean \( \sum_{j=0}^{i} 2^j \times a \times x_j \).
Figure 9: (a) A circuit for the computation of $a^x \pmod{N}$ for fixed $a$ and $N$, denoted in later diagrams by $\otimes_{a,N}$. Note that the subscript $-a^{-i}$ denotes the multiplicative inverse of $a^i$ modulo $N$. (b) A circuit capable of solving $g^x \pmod{p} = A$ for fixed $A$ and $p$ as used in the Diffie-Hellman public key protocol, acting on a database of candidate solutions encoded in the dictionary operator $\mathcal{R}$. After the search space has been initialised by the Hadamard transform, an appropriate number of repetitions of the Iteration block will maximise the probability of measuring the state $|a\rangle$ on the input register, where $|a\rangle$ satisfies $g^a \pmod{p} = A$. 

(a) Modular Exponentiation Circuit

(b) Integration with GSA