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Abstract: While social robots bring new opportunities for education, they also come with moral challenges. Therefore, there is a need for moral guidelines for the responsible implementation of these robots. When developing such guidelines, it is important to include different stakeholder perspectives. Existing (qualitative) studies regarding these perspectives however mainly focus on single stakeholders. In this exploratory study, we examine and compare the attitudes of multiple stakeholders on the use of social robots in primary education, using a novel questionnaire that covers various aspects of moral issues mentioned in earlier studies. Furthermore, we also group the stakeholders based on similarities in attitudes and examine which socio-demographic characteristics influence these attitude types. Based on the results, we identify five distinct attitude profiles and show that the probability of belonging to a specific profile is affected by such characteristics as stakeholder type, age, education and income. Our results also indicate that social robots have the potential to be implemented in education in a morally responsible way that takes into account the attitudes of various stakeholders, although there are multiple moral issues that need to be addressed first. Finally, we present seven (practical) implications for a responsible application of social robots in education following from our results. These implications provide valuable insights into how social robots should be implemented.
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1. Introduction

The use of social robots in education has been subject to extensive moral debate. Their use in early education in particular (e.g., kindergarten and primary school) has raised several ethical issues, ranging from the impact of robots on the role of caregivers and teachers, to issues related to dehumanization, privacy and accountability [1–3].

Despite such moral concerns, social robots are increasingly introduced in primary education in the role of a tutor or teacher, and as a peer or a novice [4]. The aspect that sets social robots apart from other physical (educational) robots is that social robots are following social norms and have some form of autonomy [5]. These unique features and elements, combined with their physical embodiment, enable social robots to have the ability to improve cognitive (e.g., knowledge, comprehension, application, analysis, synthesis, and evaluation) and affective (e.g., the learner being attentive, receptive, responsive, reflective, or inquisitive) outcomes of children [4]. More specifically, the use of robots to teach children a broad range of topics is currently being trialed. These topics include first and second
language [6–10], sign language [11,12], imitation-specific tasks for children with autism spectrum disorder (ASD) [13], times tables [14], and dance [15,16].

As social robots are increasingly finding their way into regular education, it is important to critically examine the moral issues raised by an increasing number of scholars [1–4,17]. This is of particular importance given the fact that children are a vulnerable group and that primary education is currently facing a number of challenges, such as shrinking budgets, more diverse classrooms, and (as a consequence) increased teacher workload. Furthermore, according to a recent literature review, ethics in Child-Computer Interaction is an understudied field that should be given more attention [18]. The development of moral guidelines regarding the construction and implementation of social robots in primary education could ensure that the potential of social robots is being realized, while (moral) values in education are not undermined.

When developing such guidelines, it is important to include different stakeholder perspectives, as robots can impact both direct and indirect stakeholders, and the moral considerations of these groups can differ and even conflict [19,20]. Direct stakeholders are parties who directly interact with a system (in this case the social robot). Indirect stakeholders are those who are affected by the use of the social robots but are not in direct contact with it [21], such as, for example parents and government policymakers. A systematic literature review [22] showed that stakeholders other than teachers and children are largely overlooked in the existing literature. An exploratory qualitative study, which relied on focus group discussions with five different stakeholder groups, found both similar as well as conflicting views on how social robots should be used in education across the various stakeholder groups. It is worthwhile mentioning though that, due to its exploratory nature, a rather limited number of participants per stakeholder group took part in the discussions. Therefore, in this study, we conducted a large-scale quantitative analysis that allows us to more systematically examine stakeholder-driven differences and similarities in moral considerations about the use of social robots in education. In addition, we investigated whether differences could be further explained by varying socio-demographic characteristics, such as age, previous experience with robots, or education level.

This study contributes to the existing body of knowledge by focusing on and empirically examining a wide range of moral issues and values related to the use of robots in education that have been identified in existing literature. To this end, we developed a questionnaire that concerns moral issues regarding the use of social robots in education that are relevant for both direct and indirect stakeholders. Using this questionnaire, we aimed to answer the following three research questions: RQ (1) what are the attitudes of stakeholders on the moral issues related to social robots in education? RQ (2) how can the attitudes related to the moral issues be categorized? And RQ (3) what socio-demographic characteristics influence the attitudes of stakeholders on the moral issues related to social robots in education? The results of our study can be used to get a better understanding of the various perspectives on moral considerations related to the use of robots in education. This can provide a solid basis for the development of moral guidelines that respect and take into account the concerns of different stakeholders.

The remainder of the paper is structured as follows. The second section provides a brief overview of the existing literature on stakeholder attitudes regarding the use of social robots in education. Then, the third section describes the methodology used in our study and the fourth section summarizes the results obtained from the different analyses. Finally, the fifth section provides an in-depth discussion of the results, which includes an overview of the implications of the findings, and provides concluding remarks.

2. Theoretical Background

The literature available to date that relates to the attitudes of stakeholders on the moral impact of social robots in education is rather scarce. However, there is a considerable number of studies that focused on perceptions related to (social) robots both in general and in education specifically. One of the largest surveys conducted that is related to attitudes
towards the impact of robotics is the Special Eurobarometer 460 [23]. The survey was conducted in 2017 and the sample included a total of 27,901 EU citizens from 28 member states. The results show that overall robots are considered desirable for jobs that are too hard or too dangerous for people to perform. Furthermore, robots that help people to do their jobs and carry out daily tasks at home are also considered beneficial for society.

Although these results paint a promising picture regarding the acceptance of robots in society, some concerns related to the impact on jobs and the work performed were also mentioned. In particular, people indicated that they feel uncomfortable about the use of robots in specific situations (rather than in general), such as when providing services and companionship. Almost nine out of ten respondents considered careful management as a necessary requirement for the implementation of robots and artificial intelligence in society [23].

The results of the survey also show that various demographic characteristics, such as gender, age, education level, and social economic status (SES), influence individuals’ attitudes towards robots. Specifically, women, older people, individuals with lower education, and those experiencing financial stress, overall seem less likely to be positive about the use of robots [23].

While the Eurobarometer results reflect the attitudes of EU citizens in general, the literature on the impact of social robots in education to-date has mainly focused on the attitudes and perceptions of teachers and school children [22]. Multiple studies, conducted in different countries and cultures, found that overall children, including those with special needs (e.g., ASD), have a positive attitude towards social robots [6,24–27]. The stance of teachers seems somewhat more cautious than that of the pupils. Specifically, the idea of social robots being widely adopted in education was not met with enthusiasm by all teachers interviewed/surveyed.

Teachers in special education specifically have been shown to be highly skeptical towards the use of social robots in education; they considered the potential role of robots to be mainly mechanical and repetitive [28]. Furthermore, teachers in several countries voiced concerns related to the implications that the use of social robots can have on children’s development [1,29,30]. According to some, robots could have a dehumanizing effect on children [1], and children could become more socially isolated if they were to develop a social bond with a robot [29]. Some teachers also voiced concerns related to privacy, the role of the robot, the effects on children, and responsibility issues [1]. Furthermore, teachers were also concerned with the ability of the robot to properly recognize emotions through facial expressions, which they considered an important skill required for teaching [31]. Finally, they also expressed their concern about not having the necessary skills to control the robot, which could result in it not being used [31].

On the other hand though, some teachers have foreseen multiple roles for robots in education, such as the robot being a buddy, a friend, an assistant or a helper [31]. Other teachers have reported to see a potential in the robot’s ability to enhance and facilitate the educational process [32], promote learning beyond the classroom (e.g., learning at home) [33], reduce the anxiety of low-achieving students [34], and help and motivate students when learning complex or difficult topics [35,36]. The limited and often small-scale qualitative studies on the attitudes of other stakeholders, such as parents, government policymakers, and the robot industry, also do not give a consistent view on how social robots should be used in education. For example, according to a study conducted in Spain, parents appear to accept educational robots as mechanical tools, whereas Korean and Japanese parents have been reported to see robots as a potential friend for their children [37].

Given these mixed results and findings about the attitudes towards the use of social robots in education, and the reported need for moral considerations and guidelines, the current study took a more systematic approach. In addition to a quantitative analysis of a relatively large group of different stakeholder groups on their attitudes regarding moral
issues related to social robots in education, we also examined how these attitudes can be categorized, and how various socio-demographic factors may influence them.

3. Method

In this section, we discuss the data collection and sampling method, which includes a description of the questionnaire design. This is followed by the data analysis plan that provides an overview of the methods and models used in the statistical analyses.

3.1. Participants and Design

The data for the analysis were collected in Spring 2020 using the online survey software Qualtrics. Through purposeful sampling (a method in which participants are sampled based on certain traits or qualities that they possess [38]), we approached six stakeholder groups: (1) primary school teachers, (2) university students of education, (3) parents with primary school children, (4) educational policymakers/advisors working for the government, (5) primary school directors/management, and (6) employees of the robotic industry. These groups were approached via multiple online channels and were provided a link to the online questionnaire. The channels used included direct e-mails, messages on online forums and social media, as well as messages in newsletters of schools and professional organizations.

A total of 810 respondents started the questionnaire; however, following the data cleaning and preparation phase, 515 respondents were retained and included in the analyses. All collected data are available via the Open Science Framework (https://osf.io/a3jsv/). The data collected were cleaned, prepared, and analyzed using IBM SPSS Statistics (v24).

When cleaning the data and preparing them for analysis, we first dropped all respondents who did not complete the questionnaire, i.e., those who missed multiple items or stopped halfway ($n = 266$). Respondents who completed it in less than five minutes were also discarded ($n = 14$), given that it is not feasible to read the introduction and answer 69 statements in only 5 min. Furthermore, where possible, we also manually recoded the ‘Other’ stakeholder category into one of the remaining five categories, based on the respondents’ written text. An overview of the socio-demographic characteristics of the sample used for the analyses is shown in Table 1.

3.2. Materials and Methods

A schematic overview of the study’s methodology per research question is presented in Figure 1. The construction of the questionnaire and the scales is discussed below. The methods used to answer each of the research questions are discussed in more detail in the results section.

Figure 1. Study methodology per research question (RQ).
Table 1. Overview of the socio-demographic characteristics of the participants (n = 515).

| Socio-Demographic Characteristics | %     |
|----------------------------------|-------|
| **Age**                          |       |
| 18–26 years                      | 19%   |
| 26–35 years                      | 20%   |
| 36–45 years                      | 23%   |
| 46–55 years                      | 19%   |
| >55 years                        | 18%   |
| **Experience with robots**       |       |
| No                               | 77%   |
| Yes                              | 23%   |
| **Gender**                       |       |
| Male                             | 42%   |
| Female                           | 58%   |
| **Gross Income**                 |       |
| Low (<€2.816 p/m)                | 21%   |
| Middle (€2.816–€5.632 p/m)       | 51%   |
| High (>€5.632 p/m)               | 15%   |
| No answer                        | 12%   |
| **Highest finished education level** |       |
| Secondary school                 | 11%   |
| Vocational education (MBO)       | 11%   |
| University of Applied Sciences (HBO) | 45% |
| University of Science (WO)       | 33%   |
| **Stakeholder group**            |       |
| Parents with primary school children | 18% |
| Primary school teachers          | 12%   |
| Primary school directors/management | 12% |
| Government educational policymakers/advisors | 17% |
| Employees of the robotics industry | 10% |
| Students of education             | 17%   |
| Other                            | 12%   |

Construction of the Questionnaire

To develop our questionnaire, we first reviewed the literature and transcripts of a previous study, in which focus group sessions were held with various stakeholder groups about the moral considerations regarding social robots in education [39], to identify the relevant moral values and the underlying issues. As there are many definitions of morality in the literature, for this study, we take a broad notion of the concept. We define moral issues as any consideration about what is good or bad regarding social robots in education, thereby including considerations of what robots should and should not do, as well as perceived benefits and harms. On a higher level, these moral issues can be linked to moral values, which refer to “what a person or group of people consider important in life” [40].

In total, 294 passages from the literature [22,39] were coded and could be mapped to a list of 17 relevant moral values (shown in Table 2, below). For each value, multiple issues were formulated and each represented a key issue as reported in the literature and the focus group discussions. Based on these issues, we constructed multiple statements for each value. The statements, as a basis for the questionnaire, were drafted and reviewed by four researchers, after which they were reviewed by three independent experts. Finally, all initial items were pre-tested on clarity and reliability by distributing the preliminary questionnaire to 50 IT bachelor students. Based on the results of the pre-test, some of the questionnaire items were edited or omitted. The final questionnaire can be found in Table S1 online (https://osf.io/a3jsv/).
Table 2. Relevant moral values for social robots in education derived from previous research (see text).

| Values/Constructs       | Explanation/Example Issue                                                                                                                                 |
|-------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------|
| Accountability          | This value/construct is related to the effect robots have on who is accountable for the actions of robots and their effects. Someone accountable is obliged to accept the consequences of something. |
| Applicability           | This value/construct is related to how useful and versatile a robot is in education.                                                                          |
| Attachment              | This value/construct is related to the possibility that the child will get attached to the robot, and whether this is permitted/desirable.                       |
| Autonomy                | This value/construct is related to the effect that the robot has on a teacher's autonomy. Autonomy refers to the freedom of a teacher to make independent decisions. |
| Deception/Sincerity      | This value/construct is related to the robot's ability to make children believe something that is not true, such as pretend that the robot cares about a child or keeping information from children. |
| Flexibility             | This value/construct is related to how easy it is to move and transport the robot.                                                                              |
| Freedom from bias       | This value/construct is related to the possible bias of the robot, such as gender or racial biases.                                                         |
| Friendship              | This value/construct is related to the friendship that can develop between a child and a robot, and whether this is permitted/desirable.                    |
| Happiness               | This value/construct is related to the extent to which a robot provides pleasure/fun.                                                                        |
| Human contact           | This value/construct is related to the effects of a robot on human contact.                                                                                  |
| Privacy                 | This value/construct is related to the effect of the robot's ability to collect personal data on children, and if this data may be shared with others.         |
| Psychological welfare   | This value/construct is related to the influence of the robot on psychological/social aspects, such as a robot may act as a person of trust, or may comfort a child. |
| Responsibility          | This value/construct is related to the effect on teachers' responsibility for the robot. Someone responsible is obliged to take care of something.            |
| Safety                  | This value/construct is related to the physical safety of children when interacting with robots.                                                              |
| Security                | This value/construct is related to the IT security of the data that the robot collects.                                                                        |
| Trust                   | This value/construct is related to the trust that a child has in a robot, and whether this can be violated.                                                   |
| Usability               | This value/construct is related to the availability of the robot. Availability indicates the extent to which a robot is accessible to users.                |

In total, 69 items were derived that represent the issues of all 17 moral values. These 69 items were included in the final questionnaire as statements. Participants were asked to indicate their level of agreement with each statement on a six-point scale: strongly disagree (1), disagree (2), slightly disagree (3), slightly agree (4), agree (5), and strongly agree (6). A
6-point scale was chosen because it lacks a neutral point, therefore forcing people to decide their level of agreement with the statement [41]. The questionnaire items were balanced in positive and negative wording to prevent acquiescence bias. In the questionnaire, after answering all questions related to a specific moral value, respondents were given the possibility to further elaborate on their opinion in an open textbox.

The questionnaire started with a neutral introduction about robots in education to provide context to the participants. This was followed by a brief active consent procedure to participate in this study. Upon approval, the participants were first asked to answer several socio-demographic questions related to gender, age, income, educational level, years of working experience, number of children, number of children in primary education, experience with robots, and province of residence. Additionally, they were asked which stakeholder group they belong to, out of the following seven groups: (1) primary school teachers, (2) university students of education, (3) parents with primary school children, (4) educational policymakers/advisors working for the government, (5) primary school directors/management, and (6) employees of the robotic industry and (7) other, namely: (which was followed by an open text field).

3.3. Psychometric Analyses of the Scales

To analyse the results of the questionnaire, we first reversed the items, for which the statements had a negative (rather than a positive) formulation. Secondly, we ran a principal component analysis (PCA) to examine to which extent the 69 items measure the constructs/values regarding the use of social robots in education as intended. The Keiser-Meyer-Olkin measure of sampling adequacy (0.864) and the Bertlett’s test of sphericity \( p < 0.000 \) marked the data as suitable for PCA. To determine the valid number of constructs, we made use of the scree-test [42]. Additionally, to obtain clearer and more interpretable constructs, we rotated the solution using the Varimax rotation method. Then, we examined the obtained item loadings per extracted factor and removed items that were considered non-discriminatory. That is, items that loaded on multiple components and when the difference between at least two of these loadings was smaller than 0.2 were removed. Furthermore, we removed items that loaded less than 0.3 on all components. This was an iterative process. That is, each time weakly and cross-loading items were removed, we ran the PCA again (on the remaining items), using the Varimax rotation. We then selected the optimal number of components based on the scree-plot, inspected the item loadings once more, and removed non-discriminatory and weakly loading items. This process was repeated five times and eventually, we extracted six clear and interpretable components based on a total of 46 items representing 15 out of the 17 values (the items representing freedom from bias and responsibility were dropped during the process). It is worthwhile mentioning that, while one of the components (number 6) only contained two items, we decided to keep this component due to the specific content of these items and the fact that they represent a unique and interesting aspect of moral values with regards to the use of social robots in schools.

Next, we constructed six scales based on the PCA results. More specifically, for each scale we calculated the mean of all the items that loaded on the corresponding component. We also checked for the internal consistency (i.e., reliability) of the scales using Cronbach’s \( \alpha \) and obtained satisfactory results (ranging from \( \alpha = 0.679 \) to \( \alpha = 0.907 \)). The specific Cronbach’s \( \alpha \) per scale and loadings of the items included in the derived subscales, are summarized in Table S2 online (https://osf.io/a3jsv/).

Out of the six extracted scales, the first was labelled Social interaction and bonding, because items that related to attachment, friendship and psychological well-being were grouped under this component, and to a slightly lower degree also, human contact, and sincerity. The second component reflected happiness, availability and usability, and was therefore named Usefulness, availability and fun. The third component included relatively high loadings of accountability and also somewhat of IT safety and was therefore labelled Stable accountability and IT safety. Component four was labelled Sincerity and flexibility as
items related to sincerity and flexibility loaded relatively high on this component. The fifth component included items that reflected trust, physical safety, and data privacy and was therefore labelled *Trust, data also to parents without a teacher as the gatekeeper*. Finally, the sixth component included highly loading items on data privacy related to sharing data with third parties and was therefore labelled *Data share with third parties*. Table 3 provides a summary of the six scales.

| Scale | Label | Description | Items |
|-------|-------|-------------|-------|
| 1     | Social interaction and bonding | Social robots may socially interact and form social bonds with children, such as friendship bonds. They may be used to aid the psychological wellbeing of children, and for learning social skills. | 16 |
| 2     | Usefulness, availability and fun | Social robots are useful and fun for children and parents and improve the job satisfaction of teachers. They should be made widely available for schools. | 11 |
| 3     | Stable accountability and IT security | Social robots do not jeopardize the accountability structure in schools and can be used without an IT security certificate. | 6 |
| 4     | Sincerity and flexibility | A robot must be honest to children and keep promises made to children. Additionally, the robots need to be flexible (movable). | 5 |
| 5     | Trust, data also to parents without a teacher as the gatekeeper | A robot must keep secrets told to by a child, and not share them with the parents of teachers. Teachers are not gatekeepers of data, parents should have access to data. It is safe to let children interact with robots without supervision. | 6 |
| 6     | Data share with third parties | Data collected by the robot may be shared with third parties, such as government and robot companies to improve policies and products. | 2 |

4. Results

4.1. Stakeholder Perspectives

To answer RQ 1 (what are the attitudes of stakeholders on the moral issues related to social robots in education?), we ran a multivariate analysis of variance (MANOVA) to investigate whether attitudes and perceptions of moral issues regarding the use of social robots in education (estimated using the six scales) differ by stakeholder group. The results of the MANOVA analysis confirmed that there is a statistically significant difference in the attitudes regarding the use of social robots in schools based on stakeholder group ($p < 0.05$). Furthermore, as can be seen in Table 4, the results also show that the effect of stakeholder group was significant for all six scales, with the one exception of scale number 4 (‘Sincerity and Flexibility’), for which there were no significant differences. The per group means for all six scales are illustrated in Figure 2 below and the results of the post-hoc tests can be found in Table S3 online (https://osf.io/a3jsv/).
Table 4. The effects per scale including the significance level.

| Dependent Variable                                      | Type III Sum of Squares | df | Mean Square | F    | p     |
|---------------------------------------------------------|-------------------------|----|-------------|------|-------|
| Social interaction and bonding                          | 18.670                  | 6  | 3.112       | 4.417| <0.001|
| Usefulness, availability and fun                        | 11.632                  | 6  | 1.939       | 3.482| 0.002 |
| Stable accountability and IT safety                     | 8.653                   | 6  | 1.442       | 2.180| 0.044 |
| Sincerity and flexibility                               | 5.845                   | 6  | 0.974       | 1.641| 0.134 |
| Trust, data also to parents without teacher as gatekeeper| 36.956                  | 6  | 6.159       | 9.806| <0.001|
| Data sharing with third parties                         | 37.811                  | 6  | 6.302       | 4.032| 0.001 |

As can be seen in Figure 2, the scores for most scales differ among the six stakeholder groups. More specifically, on average, all stakeholder groups rank lowest on scale 6, reflecting ‘Data sharing with third parties’. Then, they also score low on scale 3 (i.e., Stable accountability and IT safety), except for teachers. Finally, they score in the middle on scale 1 (i.e., ‘Social interaction and bonding’). Compared to the aforementioned three scales, all stakeholder groups score higher on scale 2 (i.e., ‘Usefulness, availability and fun’), scale 5 (i.e., ‘Trust, data also to parents without a teacher as gatekeeper’), and on scale 4 (i.e., ‘Sincerity and flexibility’).

With regards to specific differences, the results of the post-hoc test confirm that:

- For scale 1 (Social interaction and bonding), the employees of the robotics industry score significantly higher than teachers and government policymakers.
• For scale 2 (Usefulness, availability and fun), the employees of the robotics industry score significantly higher than primary school directors/management and students of education.
• For scale 3 (Stable accountability and IT security), the employees of the robotics industry score significantly higher than government policymakers and students of education.
• For scale 4 (Sincerity and flexibility), there are no significant differences by group.
• For scale 5 (Trust, data also to parents without a teacher as the gatekeeper), teachers score significantly lower on this scale than all other groups. Additionally, government policymakers score significantly higher than parents with children in primary education, and students of education.
• For scale 6 (Data sharing with third parties), the robotics industry shows a significantly higher mean than primary school teachers, primary school directors, and students of education. Additionally, parents with children in primary education have a significantly higher mean than primary school director/management.

In summary, in relation to RQ1, there are significant differences with regards to the attitudes of stakeholders on the moral issues related to social robots in education. However, some similarities can also be found. Overall, the stakeholders seem most concerned about issues related to data sharing with third parties, the effect robots could have on the accountability system in schools, IT safety, and social interaction and bonding. What is more, the stakeholders also considered robots useful, fun, and objects that should be made widely available. They also considered it important that the robots are trustworthy and sincere towards children, and that the robot is flexible (movable).

4.2. Cluster Analysis

To answer RQ2 (How can the attitudes related to the moral issues be categorized?), we performed a cluster analysis on the six constructed scales (shown in Table 3) to identify groups among the respondents with regards to attitudes on moral issues related to the use of social robots in schools. Initially, we applied hierarchical clustering to the data using Ward’s method \[43\]. The agglomeration schedule, the dendrogram, and the icicle plot suggested a solution with two or four clusters. However, in both cases, one of the clusters contained almost all observations (504 and 510 respectively) and the remaining cluster(s) contained 5 observations or fewer. As clusters with such small sizes are very difficult (or even impossible) to work with, we decided to switch to a partition-based clustering, specifically k-means clustering \[44\]. In doing so, we considered multiple solutions with the number of clusters ranging from two to ten. Based on the plot of the within-cluster sum of squares against the number of clusters, we decided that the solutions with five and six clusters fit the data best. We then decided to only keep the solution with five clusters as this provided more clearly distinguishable and evenly sized clusters.

The results of the k-means cluster analysis with \(k = 5\) are shown in Table 5. In the table, a higher positive score indicates a positive or favourable attitude towards the construct that the scale represents or measures, while a higher negative score indicates a negative, unfavourable attitude towards it. For example, the relatively high score on scale 1 (Social interaction and bonding) of respondents belonging to cluster one, indicates that these respondents have a positive attitude towards robots having social interaction and allow for the robot to bond with children. The relatively high negative score on scale 4 (Sincerity and Flexibility), indicates that participants in this cluster consider robots inappropriate for social interaction and bonding.
Table 5. Final cluster centres per scales, including cluster size.

| Clusters                                      | Scales                        | Mean CI 1 Enthusiast (n = 135) | Mean CI 2 Practical (n = 87) | Mean CI 3 Troubled (n = 143) | Mean CI 4 Sceptic (n = 33) | Mean CI 5 Mindfully Positive (n = 117) | Overall Mean (N = 515) |
|-----------------------------------------------|-------------------------------|--------------------------------|------------------------------|-----------------------------|--------------------------|----------------------------------------|------------------------|
| 1 Social interaction and bonding              |                               | 3.70 (SD 0.66)                 | 2.60 (SD 0.67)                | 2.71 (SD 0.54)              | 1.73 (SD 0.52)           | 3.69 (SD 0.56)                         | 3.11 (SD 0.86)        |
| 2 Usefulness, availability and fun            |                               | 4.37 (SD 0.52)                 | 3.86 (SD 0.54)                | 3.69 (SD 0.56)              | 2.31 (SD 0.70)           | 4.31 (SD 0.54)                         | 3.95 (SD 0.76)        |
| 3 Stable accountability and IT safety         |                               | 2.97 (SD 0.72)                 | 2.85 (SD 0.67)                | 2.26 (SD 0.54)              | 2.39 (SD 1.54)           | 3.02 (SD 0.73)                         | 2.73 (SD 0.82)        |
| 4 Sincerity and flexibility                   |                               | 4.89 (SD 0.55)                 | 4.43 (SD 0.69)                | 5.07 (SD 0.44)              | 3.43 (SD 1.42)           | 4.82 (SD 0.65)                         | 4.75 (SD 0.77)        |
| 5 Trust, data also to parents without teacher as gatekeeper | | 4.33 (SD 0.67) | 3.43 (SD 0.65) | 4.34 (SD 0.78) | 5.11 (SD 0.89) | 4.60 (SD 0.65) | 4.29 (SD 0.83) |
| 6 Data sharing with third parties            |                               | 3.93 (SD 0.70)                 | 3.13 (SD 0.74)                | 1.41 (SD 0.55)              | 1.11 (SD 0.30)           | 1.57 (SD 0.57)                         | 2.38 (SD 1.27)        |

Based on their respective scores on the six scales considered (shown in Table 5), we named the identified clusters as follows: (1) Enthusiast, (2) Practical, (3) Troubled, (4) Sceptic, and (5) Mindfully Positive. The description of each cluster is provided below.

4.2.1. Enthusiast (Cluster 1)

Enthusiast (n = 135) show relatively positive attitudes towards the use of social robots in education. They consider the robots’ capacity for social interaction and bonding with children to be useful and safe. The results also indicate that they believe robots should be universally usable and fun. They have no strong opinions on the impact of social robots on IT security and accountability. In general, the Enthusiast also have no strong views on whether robots should be trustworthy and sincere to children, or flexible (movable). Finally, they consider data sharing with third parties (e.g., the government and robot industry) relatively non-problematic.

4.2.2. Practical (Cluster 2)

The Practical (n = 87) are shown to have no strong views about robots being universally usable or fun, or on the impact they might have on IT security and accountability. Similarly to the Enthusiast, they also consider data sharing with third parties to be non-problematic, although to a lesser extent. However, unlike those in cluster 1, they do consider social interaction and bonding with robots undesirable. This could imply that this group sees robots more as a technological tool, rather than as social actors. This could also explain why this group does not deem it necessary for robots to be trustworthy and sincere to children.

4.2.3. Troubled (Cluster 3)

The Troubled (n = 143) group refers to individuals with strong views against sharing data with third parties. Furthermore, respondents belonging to this cluster believe that robots should not be used for social interaction and they should not bond with children. They consider the robot disruptive to the stability of the schools’ accountability and IT security systems. With regards to sincerity and flexibility, they find it important that the robot is sincere to children and easy to move.
4.2.4. Sceptic (Cluster 4)

The Sceptic (n = 33) are the group with the least positive attitudes towards the use of social robots in education. They consider the robots’ capacity for social interaction and bonding with children inappropriate and potentially dangerous. Furthermore, they believe that robots should not be universally usable or fun. They also consider the impact of robots on IT security and the stability of the schools’ current accountability system worrisome. According to them, social robots should be trustworthy and should not pass on secrets told by children to others (e.g., teachers). Lastly, they consider it problematic to share data collected by the robot with third parties.

4.2.5. Mindfully Positive (Cluster 5)

The Mindfully Positive (n = 117), like the Enthusiast, are characterized by relatively positive attitudes towards robots. They consider social interaction and bonding to be non-problematic, they think robots are fun and should be made widely available, and they consider the impact on accountability and IT safety to be low. However, they are also cautious about and disapproving of the sharing of data with third parties. Finally, they think robots should be honest to children and not keep information away from them, and they also believe that secrets told by children to the robot should not be passed on.

In summary, in relation to RQ2, the attitudes related to moral issues regarding social robots in education can be categorized into five clusters. One cluster has strong positive attitudes (Enthusiast), while another cluster has strong negative attitudes towards social robots in education (Sceptic). The remaining three clusters do not have a strongly dismissive attitude toward the use of social robots in education, although they each have their own moral issues they consider relevant and important.

4.3. Descriptive Analysis of the Socio-Demographic Characteristics of Each Cluster

To answer RQ3 (which socio-demographic characteristics influence the attitudes of stakeholders on the moral issues related to social robots in education?), we first examined the distribution of stakeholders and socio-demographic characteristics across the five clusters and then conducted a logistic regression analysis (which is described in the following section).

The distributions of stakeholder group, age, gender, income, education, and experience with robots across the five clusters are summarized in Table 6; for each of the characteristics, the highest value across the five clusters is presented in bold and the lowest are italicized.

| Socio-Demographic Characteristics | CI 1 Enthusiast | CI 2 Practical | CI 3 Troubled | CI 4 Sceptic | CI 5 Mindfully Positive |
|-----------------------------------|-----------------|---------------|--------------|-------------|-------------------------|
| Stakeholder group                 | Cl 1 Enthusiast | Cl 2 Practical | Cl 3 Troubled | Cl 4 Sceptic | Cl 5 Mindfully Positive |
| Parents with primary school children | 22%             | 20%           | 11%          | 18%         | 20%                     |
| Primary school teachers           | 7%              | 28%           | 14%          | 9%          | 7%                      |
| School directors/management       | 10%             | 3%            | 18%          | 15%         | 14%                     |
| Government policymakers/advisors  | 15%             | 14%           | 17%          | 30%         | 20%                     |
| Employees of robotics industry     | 20%             | 6%            | 5%           | 6%          | 12%                     |
| Students of education              | 14%             | 18%           | 24%          | 18%         | 12%                     |
| Other                             | 12%             | 11%           | 10%          | 3%          | 16%                     |
| Experience with robots             | No              | 67%           | 82%          | 88%         | 69%                     |
|                                   | Yes             | 33%           | 18%          | 13%         | 31%                     |
| Gender                            | Male            | 45%           | 34%          | 48%         | 51%                     |
|                                   | Female          | 55%           | 66%          | 52%         | 49%                     |
| Income                            | Low (<€2.816 p/m) | 20%      | 24%          | 35%         | 22%                     |
|                                   | Middle (€2.816–€5.632 p/m) | 59%    | 66%          | 57%         | 52%                     |
|                                   | High (>€5.632 gross p/m) | 18%   | 14%          | 9%          | 26%                     |
| Highest finished education level  | Secondary school | 9%          | 12%          | 13%         | 9%                      |
|                                   | Vocational education (MBO) | 11%    | 8%           | 13%         | 9%                      |
|                                   | University of Applied Sciences (HBO) | 47% | 47%          | 53%         | 39%                     |
|                                   | University of Science (WO) | 32% | 23%          | 32%         | 22%                     |

Note. Bold print indicates the highest value across the five clusters, the lowest are italicized.
With regards to the distribution of stakeholder groups, primary school teachers are underrepresented in the clusters Enthusiast, Mindfully Positive, and Sceptic, whereas they are overrepresented in the cluster Practical. However, in the Practical cluster, the school directors/management and the employees of the robotics industry are underrepresented. The employees of the robotics industry are also less present in cluster Troubled and the cluster Sceptic. Finally, the respondents belonging to the government policymakers/advisors are clearly more represented in the cluster Sceptic, compared to the other clusters.

Concerning age, we found that older people (>55) are underrepresented in the cluster Enthusiast, compared to the other age categories. Furthermore, there is a relatively large group of people aged older than 46 in the cluster Sceptic, compared to the younger age-groups. Those above 46 years of age are also underrepresented in the cluster Practical.

Regarding experience with robots, respondents with a little to no experience seem to be overrepresented in the clusters Practical, Troubled, and Sceptic, compared to the other two clusters.

For gender, clusters Enthusiast, Sceptic, and Mindfully Positive have a good gender balance. However, in cluster Practical and Troubled, there are more female than male respondents.

Concerning income, no major differences were found except for two: people with a high income are more represented in the cluster Mindfully Positive and people with medium income are more represented in the cluster Troubled.

Regarding education level, there are fewer respondents with low or medium education (secondary school or vocational education) in the cluster Mindfully Positive compared to respondents with a university education.

In summary, answering RQ3, the descriptive analysis provided some insights into the distribution of socio-demographic characteristics within each of the five clusters considered. Most importantly, parents with primary school children and employees of the robotics industry were more often represented in the Enthusiast group, primary school teachers in the Practical group, students of education in the Troubled group, and government policymakers/advisors were more often in the Sceptic group.

### 4.4. Logistic Regression Analysis

To determine which of the socio-demographic characteristics significantly predict group membership, we conducted a logistic regression analysis. The regressions used cluster assignment as the dependent variable and assessed the effect of aforementioned socio-demographic characteristics on the probability of belonging to a certain cluster. More specifically, in this final step, we made use of five binary logistic regression models, wherein for each of the regressions the dependent variable was defined as belonging to a specific cluster, as opposed to belonging to any of the four remaining clusters. Table 7 provides an overview of the regression analysis results (where the logit regression coefficients were transformed to odds ratios, for further details see [45]).

#### 4.4.1. Cluster 1, Enthusiast

The results of the first regression analysis (DV: belonging to cluster one), suggest that teachers are significantly less likely to belong to cluster one (Enthusiast) compared to the other stakeholder groups (\( OR = 0.305, p < 0.05 \)). Furthermore, people who had experience with robots have a significantly higher likelihood of belonging to the Enthusiast cluster, compared to those with little to no experience (\( OR = 0.574, p < 0.05 \)).

#### 4.4.2. Cluster 2, Practical

The results of the second regression (DV: belonging to cluster two), suggest that being a teacher (as opposed to belonging to the ‘other’ stakeholder group) and having little to no experience with robots (compared to having experience) significantly increases the likelihood of belonging to cluster 2 (\( OR = 6.525, p < 0.01 \) and \( OR = 4.143, p < 0.01 \)). Furthermore, having Secondary school or Vocational education (MBO) as highest level of completed educa-
tion, significantly increases the likelihood of belonging to this group of Practicals compared to having a degree of a University of Science (WO) \((OR = 3.667 p < 0.05\) and \(OR = 2.792 p < 0.05\)).

### Table 7. Effect of socio-demographic characteristics on the probability of belonging to a specific cluster.

| Socio-Demographic Characteristics | CI 1 Enthusiast | CI 2 Practical | CI 3 Troubled | CI 4 Sceptic | CI 5 Mindfully Positive |
|-----------------------------------|-----------------|----------------|---------------|--------------|-------------------------|
| Stakeholder: Parents with children in primary school | 1.023           | 1.478          | 0.456         | 4.562        | 1.228                   |
| Stakeholder: Primary school teacher | 0.305 **        | 6.525 ***      | 1.076         | 1.416        | 0.497                   |
| Stakeholder: Primary school director/management | 0.581           | 0.423          | 1.865         | 3.092        | 1.210                   |
| Stakeholder: Government policymakers | 0.714           | 1.116          | 1.151         | 7.627 *      | 0.878                   |
| Stakeholder: Robot industry | 1.850           | 0.937          | 0.482         | 4.523        | 0.634                   |
| Stakeholder: Student of education | 0.846           | 1.182          | 2.720 **      | 3.013        | 0.322 **                |
| Age: 18–25 | 0.928           | 1.560          | 0.535         | 0.079 **     | 3.353 *                |
| Age: 26–35 years | 0.980           | 1.627          | 0.899         | 0.107 **     | 1.467                   |
| Age: 36–45 years | 0.988           | 1.331          | 0.963         | 0.502        | 1.001                   |
| Age: 46–55 years | 1.639           | 1.070          | 0.748         | 0.570        | 0.810                   |
| Experience with robots: Yes | 1.742 **        | 0.241 ***      | 1.040         | 0.682        | 1.253                   |
| Gender: Male | 0.770           | 1.076          | 1.026         | 1.431        | 1.155                   |
| Highest finished education: Secondary school | 0.953           | 3.667 **       | 0.878         | 2.552        | 0.433                   |
| Highest finished education: Vocational education (MBO) | 1.166           | 2.792 **       | 1.024         | 1.947        | 0.343 **                |
| Highest finished education: University of Applied Sciences (HBO) | 1.103           | 1.393          | 1.057         | 2.877 *      | 0.569 **                |
| Income: low | 0.853           | 0.538          | 1.627         | 27.864 ***   | 0.512                   |
| Income: medium | 0.959           | 0.528          | 2.624 **      | 4.174 *      | 0.475 **                |

Notes. (** = Sig. < 0.01; * Sig. < 0.05; * Sig. < 0.10). Ref. categories: Stakeholder group: Other, Age: >55; Experience with robots: No; Gender: Female; Highest finished education: University of Science (WO); Income: high.

#### 4.4.3. Cluster 3, Troubled

For cluster three, Troubled, the regression analysis showed that being a student of education (as opposed to belonging to the ‘other’ stakeholder), and having a medium (rather than high) income both increase the likelihood of belonging to the Troubled cluster \((OR = 0.720 p < 0.05\) and \(OR = 2.624 p < 0.05\)).

#### 4.4.4. Cluster 4, Sceptic

The probability of belonging to cluster four is shown to be significantly, positively affected by having a low income (as opposed to high) \((OR = 27.864 p < 0.01)\). Additionally, being under 35 significantly decreases the likelihood of belonging to this cluster, compared to being older than 55 \((age: 18–25 (OR = 0.079 p < 0.05)\) and age: 26–35 \((OR = 0.107 p < 0.05)\)). The results further suggest a trend, wherein government policymakers (rather than the ‘other’ stakeholder groups), individuals with an education at the level of University of Applied Sciences (HBO) (as opposed to those with a University of Science degree (WO)) and those with a medium income (compared to high income) are more likely to belong to the Sceptic cluster \((OR = 7.627 p < 0.1\) and \(OR = 2.877 p < 0.1\) and \(OR = 4.174 p \leq 0.1)\).

#### 4.4.5. Cluster 5, Mindfully Positive

The regression analysis revealed five significant results for cluster 5. Being 18–25 years of age (as opposed to older) significantly increased the likelihood of belonging to this cluster...
The probability of belonging to this cluster is shown to be significantly negatively affected by being a student of education (OR = 0.322 p < 0.05), having a vocational education (MBO) or university of Applied Sciences (HBO) education as highest education (compared to University of Science-WO) (OR = 0.343 p < 0.05 and OR = 0.569 p < 0.05). Lastly, having a medium income also had a negative effect on the likelihood of belonging to the Mindfully Positive cluster (compared to low or high income) (OR = 0.475 p < 0.05).

In summary, answering RQ3, the logistic regression analysis showed which socio-demographic characteristics influence the attitudes of stakeholders. With regards to stakeholder groups, teachers were significantly less likely to belong to the Enthusiast group, and significantly more likely to belong to the Practical group. Government policymakers/advisors show a trend for belonging to the Sceptic group. Other socio-demographic characteristics that significantly affected the probabilities of belonging to a specific cluster included age, experience with robots, education level, and income.

5. Discussion and Conclusions

This study aimed to examine and categorize the moral issues of stakeholders related to the use of social robots in primary education, and to examine the influence of various socio-demographic characteristics. To this end, we constructed a questionnaire that included items representing a comprehensive list of moral issues based on the relevant literature and earlier focus group sessions. Our results indicate that, although there are multiple issues that need to be addressed first, social robots have the potential to be implemented in education in a morally responsible way, while keeping in mind the attitudes of direct and indirect stakeholder on moral issues related to social robots in education.

Using psychometric analyses, we constructed six scales that measure attitudes regarding moral issues related to robots in education. Based on the content of the items, we labelled the scales as follows: (1) Social interaction and bonding, (2) Usefulness, availability and fun, (3) Stable accountability and IT safety, (4) Sincerity and flexibility, (5) Trust, data also to parents without a teacher as a gatekeeper, and (6) Data sharing with third parties. These scales cover 15 out of the 17 values that were extracted from the literature and focus group sessions (shown in Table 2). The construction of the six scales was based on the results of a Principle Component Analysis (PCA), which was conducted using the questionnaire responses regarding attitudes and opinions about social robots and their use in education. It is important to note that, given the exploratory nature of our study, our results do not provide a comprehensive overview of all the moral issues surrounding the topic, especially given the complex and multi-layered nature of these issues, that often also depend on specific wording. Nevertheless, our results do provide valuable insights into numerous moral issues related to social robots in education and they serve as a starting point for future research that aims to further investigate the moral issues related to implementing robots in education.

The scales constructed were used to measure the attitudes of the following six stakeholder groups: (1) parents with primary school children; (2) primary school teachers; (3) school directors/management; (4) government policymakers/advisors; (5) employees of the robotics industry, and (6) students of education. In this study, stakeholders were grouped based on their role (e.g., teacher, parent, or policymaker) and further based on their interactions with the robots (i.e., direct vs. in-direct). Alternatively, the stakeholders could also be divided based on their priorities and/or underlying interests. However, given the lack of literature on these aspects, we chose a division based on role and robot interaction. It is important to note that our division could result in a situation wherein stakeholders who belong to the same group have different opinions related to moral issues regarding the use of social robots in education. Therefore, further research focusing on these moral issues should also include an analysis of the interests and priorities of stakeholders, which could potentially lead to a more detailed and disaggregated division of stakeholders. Finally, as this is an exploratory study, future research should also test and assess the validity of the questionnaire used and the scales constructed.
In the following section, we will first discuss the results of our analysis in relation to the three research questions of this study: RQ (1) what are the attitudes of stakeholders on the moral issues related to social robots in education, RQ (2) how can the attitudes related to the moral issues be categorized, and RQ (3) what socio-demographic characteristics influence the attitudes of stakeholders on the moral issues related to social robots in education? Then, we will elaborate on the (practical) implications of our study for the application of social robots in primary education.

5.1. RQ1, Stakeholder Attitudes

In answering RQ1, we found both similarities and (significant) differences among stakeholder groups in terms of their attitudes regarding moral issues related to robots in education. Overall, stakeholders considered robots useful and fun, and expressed that robots should be made widely available for schools. Usefulness is shown to be strongly correlated with usage behavior [46]; therefore, the relatively high overall score on the scale that included usefulness appears promising for the actual use of social robots.

The stakeholders also showed relatively positive attitudes regarding the need for robots to be trustworthy and sincere towards children and keep promises made to children; they also acknowledged the need for the robot to be flexible (movable). The moral issues stakeholders seemed most concerned about were data sharing with third parties, the effect robots could have on the schools’ accountability systems and IT safety, and lastly, the social interaction and bonding of children with robots.

It is worthwhile mentioning that the employees of the robotics industry were relatively cautious about the data sharing aspect, although they were significantly less negative than primary school teachers, school directors/management, and students of education. Earlier research [47] reported that employees of the robotics industry believe that such data is valuable for the improvement of their products and services. Our results add to this literature by showing that, although the data can be seen as valuable, even the employees of the robots’ industry consider the sharing of data with third parties as potentially problematic. Teachers had significantly more negative attitudes related to the ideas of the robot being trustworthy, and the data being shared with parents without a teacher as gatekeeper than all other stakeholder groups. This could be explained by the finding that teachers view themselves as the gatekeepers of children’s data, as has been reported in previous studies [48].

All stakeholders consider social robots potentially disruptive for the schools’ accountability structures and are concerned about the impact of robots on IT security. Interestingly, stakeholders from the robot industry, representing the manufacturers of robots, were the group that considered robots to be the least disruptive for the schools’ accountability structure or IT security (significant difference compared to government policymakers, and students of education). This might be explained by the experience that employees of the robot industry have with robots as well as their technological knowledge. However, the difference could also be explained by a potential lack of insights about the school systems. With regards to social interaction and the bonding of children with robots, no strong positive or negative attitudes were found among the stakeholder groups. This could indicate a cautious, but not dismissive, attitude towards the idea of children socially interacting and bonding with robots.

5.2. RQ2, Five Types of Moral Attitudes towards Social Robots in Education

When answering RQ2, we found five types of attitudes on moral issues related to the use of social robots in education, which we labelled as follows: Enthusiast, Practical, Troubled, Sceptic, and Mindfully Positive.

The Enthusiast group represents the most positive attitude towards social robots, whilst the Sceptic group represents the most negative one. These two groups can also be found in the literature, where some stakeholders are strongly in favor of social robots [36], while others have highly negative associations [1,29,30].
The other three clusters show no strong dismissive attitudes towards social robots in education, although they each have their own moral issues that they consider relevant. The Practical group considers robots to be useful, but not for social interaction and bonding. The Troubled group has strong negative attitudes towards the sharing of data with third parties. Furthermore, the Troubled believe that robots should not be used for social interaction. They consider robots to be disruptive to the stability of the school’s accountability systems and their IT security. With regards to sincerity and flexibility, individuals belonging to the Troubled group deem it important that the robots be sincere to children and easy to move. In contrast, the Mindfully Positive consider social interaction and bonding with robots to be non-problematic, they think robots are fun and should be made widely available; they also consider the robots’ impact on accountability systems and IT safety to be low. However, they are skeptical about the sharing of data with third parties. Finally, they think robots should be honest to children and they should not keep information from them; they also believe that secrets told to the robot by the children should not be passed on.

5.3. RQ3, Which Socio-Demographic Characteristics Influence the Attitudes of Stakeholders

In answering RQ3, we found that several socio-demographic characteristics significantly predict the attitudes of respondents on the moral issues related to social robots in education.

With regards to the stakeholder groups, teachers were significantly less likely to belong to the Enthusiast group, while they were significantly more likely to belong to the Practical group. This finding seems to be in line with previous research, which indicates that some teachers consider robots more as tools than social actors [28]. This could be explained by the lack of experience with robots as 92% of all individuals in the Practical group, which was dominated by teachers, had no to little experience with robots. These attitudes have the potential to change once teachers become more exposed to robots; to illustrate, a study has shown that having been introduced to robots and informed about their abilities, teachers viewed them as harmless tools, much like hand puppets [48]. It might therefore be advisable, when deciding to use social robots in education, to first familiarize teachers with this technology and initially use robots only as tools. Then, once teachers are experienced with the use of robots as tools, these robots can potentially be used for social interaction as well. Another potential explanation could be related to the teachers’ lack of self-confidence regarding the basic knowledge needed to use social robots. These confidence issues are likely a result of the fact that the ICT proficiency of teachers appears to not keep up with rapid technological change and the opportunities it brings about in education [49]. Increasing familiarity with these new technologies, during workshops and/or small-scale lectures, can provide teachers with the necessary (basic) knowledge and consequently improve their self-confidence [50]. To ensure that the implementation of social robots in education is successful, it is also crucial to allow teachers to commit a significant amount of time to the integration of educational technologies in their teaching. The importance of this aspect stems from the fact that teachers who are early adopters of technology and who are given sufficient time to incorporate the technology in their teaching are shown to be more likely to adopt new technologies, even when they are complex [51].

Our analysis also revealed that government policymakers were most likely to belong to the Sceptic group. The members of this group find it problematic that data about children can easily be shared via the robots with third parties, such as the government. This is an interesting finding as earlier research [52] suggests that government policymakers have considered such data sharing to be a potential benefit of the use of social robots in education. The Sceptic cluster also had the least favorable attitude towards making robots widely available. This could be explained by the ability of policymakers to foresee the consequences of such a policy on a broader (national/regional) scale, compared to the other stakeholders.
Moreover, this group of government policymakers also contained the largest proportion of people aged 46 and above. Young people (18–35 years of age) were significantly less likely to belong to this Sceptic group. This is consistent with earlier research results showing that younger people are more accepting of robots than older people [23]. In contrast, students of education, despite being young, were significantly more likely to belong to the Troubled group and significantly less likely to belong to the Mindfully positive group, whereas in general, the youngest group (18–25 years of age) shows a trend towards belonging to the Mindfully positive group.

In line with previous research [23], we found that having experience with robots had a significant effect on the likelihood of belonging to the most positive group, the Enthusiast cluster. Other significant results were found for education level and income. Namely, people with low income were significantly more likely to belong to the Sceptic group, while people with medium income were more likely to belong to the Troubled group and less likely to belong to the Mindfully positive group. The negative attitude of people with low income is also found in the literature [23] and can be explained by concerns related to the robots not being universally accessible, as had been reported by parents [53]. Individuals with a University of Applied Science degree showed a trend of belonging to the Sceptic group and were significantly less likely to belong to the Mindfully positive group. This finding seems to contradict earlier research that reports a more positive attitude towards robots by those with higher education [23]. This could potentially be explained by the suggestion that respondents with higher education might be potentially more knowledgeable about the impact of social robots in education.

5.4. Implications for the Design and Implementation of Social Robots in (Primary) Education

Based on the results of our study, we can derive seven implications for future research and practice. Please note that this study was solely conducted in The Netherlands and that attitudes might differ among countries and cultures [37]. For worldwide implications, future research should explore the attitudes of stakeholders in different countries and cultures and examine how they differ depending on the country or cultural context considered.

A first implication of our results is that robots should be honest to children and keep promises made to them. In line with this, robots should keep secrets told to them by the child, and not share these with parents or teachers. A second implication is that social robots are overall considered useful and fun and should be made widely available for schools. Only a small group of sceptics have negative attitudes related to this. The skepticism might be explained by the implications this would have on a national or regional policy level, such as cost implications. If so, the attitudes of government policymakers (who are more likely to belong to this group of sceptics), might change when robots would first be made available at schools for experimental use only. Third, robots should not share data with third parties, such as the government or robotics companies and manufacturers that could use the data to improve their policies or products. Fourth, future research should examine the IT security risks and the impact on schools’ accountability systems of the use of social robots in schools, as this is a concern raised by many of the stakeholders. A fifth implication of our results is that the utilization of robots that socially interact with children and form social bonds with them should be approached with caution as many stakeholders, including teachers, have relatively negative attitudes towards this. Given that experience with robots increases the likelihood to have a more positive attitude to this issue, it is advisable to first familiarize stakeholders with social robots. This could be done by first using robots as tools rather than as social actors, which the vast majority of the survey participants is not opposed to. Sixth, schools in areas with lower economic status might expect more skeptical stakeholders, given that low income is a strong predictor of belonging to the Sceptic group. A seventh and last implication is that schools might turn to their younger employees first for the adoption of social robots, as they are less likely to belong to the Sceptic group.
The implications mentioned above provide valuable insights into how social robots should be implemented, while keeping in mind the considerations related to moral issues of direct and indirect stakeholders. This can be seen as a first step towards the creation of moral guidelines for the use of social robots. Future research should focus on translating these insights into more robust design and implementation requirements for the robotics industry and for schools, thereby ensuring they have the right tools to responsibly design and implement this new promising educational technology.
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