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Abstract—The principle of compressed sensing (CS) can be applied in a cryptosystem by providing the notion of security. In information-theoretic sense, it is known that a CS-based cryptosystem can be perfectly secure if it employs a random Gaussian sensing matrix updated at each encryption and its plaintext has constant energy. In this paper, we propose a new CS-based cryptosystem that employs a secret bipolar keystream and a public unitary matrix, which can be suitable for practical implementation by generating and renewing the keystream in a fast and efficient manner. We demonstrate that the sensing matrix is asymptotically Gaussian for a sufficiently large plaintext length, which guarantees a reliable CS decryption for a legitimate recipient. By means of probability metrics, we also show that the new CS-based cryptosystem can have the indistinguishability against an adversary, as long as the keystream is updated at each encryption and each plaintext has constant energy. Finally, we investigate how much the security of the new CS-based cryptosystem is sensitive to energy variation of plaintexts.

Index Terms—Compressed encryption, Hellinger distance, indistinguishability, linear feedback shift register (LFSR), probability metrics, self-shrinking generators, total variation distance.

I. INTRODUCTION

Compressed sensing (CS) [1]–[3] is to recover a sparse signal from the measurements that are believed to be incomplete. A signal $x \in \mathbb{R}^N$ is called $K$-sparse if it has at most $K$-nonzero entries, where $K \ll N$. A sparse signal is linearly measured by $y = \Phi x \in \mathbb{R}^M$, where $\Phi$ is an $M \times N$ sensing matrix with $M \ll N$. In CS theory, if $\Phi$ obeys the restricted isometry property (RIP) [1][4], a stable and robust reconstruction of $x$ can be guaranteed from the incomplete measurement $y$. The CS reconstruction is accomplished by solving an $l_1$-minimization problem with convex optimization or greedy algorithms [4]. With efficient measurement and stable reconstruction, the CS technique has been of interest in a variety of research fields, e.g., communications [5]–[7], sensor networks [8]–[10], image processing [11]–[13], radar [14], etc.

The CS principle can be applied in a cryptosystem for information security. A CS-based cryptosystem encrypts a plaintext through a CS measurement process, where the sensing matrix is kept secret. The ciphertext can then be decrypted through a CS reconstruction process by a legitimate recipient with the knowledge of the sensing matrix. In [15], Rachlin and Baron proved that a CS-based cryptosystem cannot be perfectly secure in itself, but might be computationally secure. Orsdenir et al. [16] showed that it is computationally secure against a key search technique via an algebraic approach. In [17], Bianchi et al. analyzed the security of a CS-based cryptosystem employing a random Gaussian sensing matrix updated at each encryption. Precisely, they showed that the cryptosystem with the one-time sensing random Gaussian matrix can be perfectly secure, as long as each plaintext has constant energy. A similar analysis has been made for a CS-based cryptosystem having a circulant sensing matrix for efficient CS processes [18][19]. In [20] and [21], wireless channel characteristics could be exploited for wireless security of CS-based cryptosystems. The CS technique can also be applied in database systems [22], where random noise has been intentionally added to CS measurements for differential privacy. In practice, a variety of CS-based cryptosystems concerning the security of multimedia, imaging, and smart grid data have been suggested in [23]–[29].

In this paper, we propose a new CS-based cryptosystem that employs a secret bipolar keystream and a public unitary matrix, which can be suitable for practical implementation by generating and renewing the keystream in a fast and efficient manner. The keystream generator, based on a linear feedback shift register (LFSR), plays a crucial role in the efficient implementation. We demonstrate that the entries of the sensing matrix are asymptotically Gaussian distributed if the plaintext length is sufficiently large. With the sensing matrix, it is obvious that the new CS-based cryptosystem, named as the asymptotically Gaussian one-time sensing (AG-OTS) cryptosystem, theoretically guarantees a stable and robust CS decryption for a legitimate recipient.

For security analysis, we study the indistinguishability [30] of the AG-OTS cryptosystem. The total variation (TV) distance [31][32] between probability distributions of ciphertexts conditioned on a pair of plaintexts is examined as a security measure for the indistinguishability, where the upper and lower bounds on the TV distance are developed by the Hellinger distance [33][34]. With the probability metrics, we examine the success probability of an adversary to distinguish a pair of potential plaintexts from a given ciphertext. By proving that the success probability of any kind of attack is at most that of a random guess, we demonstrate that the AG-OTS cryptosystem can have the indistinguishability, as long as each plaintext has constant energy. Therefore, the AG-OTS cryptosystem, if it has a normalization step before encryption for equalizing the plaintext energy, can be computationally secure.

Finally, we investigate how much the security of the AG-OTS cryptosystem is sensitive to energy variation of plaintexts. It is worth studying the energy sensitivity, since one might need to assign unequal energy for plaintexts in the presence of noise, depending on the reliability demands. As a consequence,
we develop sufficient conditions on the minimum energy ratio, the plaintext length, and the maximum plaintext-to-noise power ratio, respectively, to achieve the asymptotic indistinguishability of the AG-OTS cryptosystem having unequal plaintext energy. Since the analysis relies on the Gaussianity of the sensing matrix, the results of the energy sensitivity can also be applicable to the Gaussian one-time sensing (G-OTS) cryptosystem in [17].

This paper is organized as follows. In Section II, we propose a new CS-based cryptosystem employing a secret bipolar keystream, where the sensing matrix turns out to be asymptotically Gaussian. Also, we discuss an LFSR-based efficient keystream generator for the cryptosystem. Section III introduces the indistinguishability along with the probability metrics of total variation (TV) and Hellinger distances. For security analysis, Section IV studies the indistinguishability and the energy sensitivity of the new CS-based cryptosystem in the presence of noise. Section V presents numerical results to demonstrate the security of the new CS-based cryptosystem. Finally, concluding remarks will be given in Section VI.

Notations: A matrix (or a vector) is represented by a bold-face upper (or lower) case letter. $U^T$ and $|U|$ denote the transpose and the determinant of a matrix $U$, respectively. $U(k, t)$ is an entry of an $M \times N$ matrix $U$ in the $k$th row and the $t$th column, where $0 \leq k \leq M - 1$ and $0 \leq t \leq N - 1$. Also, $U(k, :)$ denotes the $k$th row vector of $U$, while $U(:, t)$ is the $t$th column vector of $U$. $\text{diag}(s)$ is a diagonal matrix whose diagonal entries are from a vector $s$. An identity matrix is denoted by $I$, where the dimension is determined in the context. $D$ denotes an $N \times N$ discrete-cosine transform (DCT) matrix, where $DD^T = D^T D = NI$. For an $N$-dimensional vector $x = (x_1, \cdots, x_N)^T \in \mathbb{R}^N$, the $l_p$-norm of $x$ is denoted by $||x||_p = \left( \sum_{k=1}^{N} |x_k|^p \right)^{\frac{1}{p}}$, where $1 \leq p < \infty$. If the context is clear, $||x||$ denotes the $l_2$-norm of $x$. A vector $n \sim \mathcal{N}(0, \sigma^2 I)$ is a Gaussian random vector with mean $0 = (0, \cdots, 0)^T$ and covariance $\sigma^2 I$. Finally, $\mathbb{E}[\cdot]$ denotes the average of a random vector or a random matrix.

II. SYSTEM MODEL

In [17], the authors presented the Gaussian one-time sensing (G-OTS) cryptosystem, where a random Gaussian sensing matrix is used only once for each encryption, and renewed for the next. In information-theoretic sense, they showed that if each plaintext has constant energy, the G-OTS cryptosystem can be perfectly secure, which implies the indistinguishability [30] that will be discussed in next section.

In practice, generating the Gaussian entries at each encryption may require high complexity and large memory for CS encryption and decryption. For efficient implementation, this section proposes a new CS-based cryptosystem in which the sensing matrix employs a bipolar keystream.

A. Asymptotically Gaussian Sensing Matrices

Definition 1: Let $U \in \mathbb{R}^{N \times N}$ be a public unitary matrix, i.e., $U^T U = UU^T = NI$, where each element of $U$ has the magnitude of $O(1)$. Let $S$ be a secret $M \times N$ matrix, where we assume that each element takes $\pm 1$ independently and uniformly at random. Then, a new CS-based cryptosystem has the sensing matrix of 

$$\Phi = \frac{1}{\sqrt{MN}}SU.$$

Theoretically, each element of $S$ can be taken from the random Bernoulli distribution. In practice, however, we consider a keystream generator of stream ciphers to generate it in a fast and efficient manner. Employing an efficient keystream generator allows us to construct and update $S$ at each encryption with low complexity and small memory. Since a keystream for a stream cipher is designed to have nice pseudorandomness properties [33], such as balance, large period, low autocorrelation, large linear complexity, etc., we assume that each entry of $S$ from the keystream takes $\pm 1$ independently and uniformly at random, which facilitates the reliability and security analysis of the new CS-based cryptosystem.

Theorem 1: In Definition 1 the elements of $\Phi$ follow the Gaussian distribution asymptotically for a sufficiently large $N$.

Proof: Each row of $\Phi$ is represented by

$$\Phi(k, :) = \frac{1}{\sqrt{MN}}S(k, :)U$$

$$= \sqrt{\frac{N}{M}} \cdot \frac{1}{\sqrt{N}} \text{diag}(S(k, :)) \frac{U}{\sqrt{N}}, \quad k = 1, \cdots, M$$

(1)

where $S(k, :)$ is the $k$th row vector of $S$, and $1 = (1, \cdots, 1)$ is all one row vector of length $N$, respectively. In $|U|$, $\frac{1}{\sqrt{N}}$ is a row of a unit-norm row matrix with absolute magnitude of all entries of $O\left(\frac{1}{\sqrt{N}}\right)$. Also, $\frac{U}{\sqrt{N}}$ is a unit-norm column matrix with the maximum absolute magnitude of entries of $o(1)$. With the structure, Theorem III.1 of [33] shows that the elements of $\Phi(k, :)$ are asymptotically Gaussian if $N$ is sufficiently large, which completes the proof.

The asymptotic Gaussianity of Theorem 1 also holds if the elements of $S$ are generated by an efficient keystream generator, under the assumption that each one takes $\pm 1$ independently and uniformly at random. The assumption will be validated by the numerical results of Section V.

B. Keystream Generation

For the secret matrix $S$ of Definition 1 we employ a keystream generator based on a linear feedback shift register (LFSR), to generate the elements in a fast and efficient manner. As an example, we introduce the self-shrinking generator (SSG) [33].

Definition 2: Assume that an $L$-stage LFSR generates a binary $m$-sequence of $a = (a_0, a_1, \cdots)$. With a clock-controlled operation, the self-shrinking generator outputs $b_t = a_{2t+1}$ if $a_{2t+1} = 1$, and discards $a_{2t+1} = 0$. Then, we obtain a bipolar keystream of $s = (s_0, s_1, \cdots)$, where $s_t = (-1)^b_t$ for $t = 0, 1, \cdots$, which will be arranged as the elements of $S$.

The SSG keystream generation requires a simple structure of an $L$-stage LFSR along with a clock-controlled operator.
Moreover, the SSG keystream possesses nice pseudorandomness properties \cite{33}, such as balance, large period, and large linear complexity. Meier and Staffelbach \cite{33} showed that the SSG keystream is balanced, and has the period of at least \(2^{L/2}\) and the linear complexity of at least \(2^{L/2-1}\), respectively. Although the SSG keystream generator is considered in this paper, any other LFSR-based keystream generator can also be applied for the new CS-based cryptosystem.

When each element of \(S\) is obtained by a keystream generator, the initial seed (or state) of the generator is essentially the key of the new CS-based cryptosystem. Therefore, the key should be kept secret between a sender and a legitimate recipient, while the structure of the keystream generator can be publicly known.

C. AG-OTS Cryptosystem

From Definition 1, the new CS-based cryptosystem encrypts a \(K\)-sparse plaintext \(x\) by producing a ciphertext \(y = \Phi x = \frac{1}{\sqrt{MN}}SUx\), where \(S\) is updated at each encryption. Under the presence of noise, a legitimate recipient and an adversary have a noisy ciphertext \(r = \Phi x + n\), where \(n \sim N(0, \sigma^2 I)\). As \(\Phi\) is asymptotically Gaussian and \(S\) is updated at each encryption, the new CS-based cryptosystem will be called the asymptotically Gaussian one-time sensing (AG-OTS) cryptosystem throughout this paper. Table II summarizes the symmetric-key AG-OTS cryptosystem proposed in this paper.

The reliability and stability of the AG-OTS cryptosystem for a legitimate recipient is straightforward from the RIP result \cite{30} of a random Gaussian matrix, under the fact that \(\Phi\) is Gaussian for a sufficiently large \(N\).

**Proposition 1:** \cite{30} For a legitimate recipient, if \(N\) is sufficiently large, the AG-OTS cryptosystem theoretically guarantees a stable and robust CS decryption with bounded errors of a \(K\)-sparse plaintext, as long as \(M = O(K \log(N/K))\).

III. SECURITY MEASURE

This section introduces a security measure of the indistinguishability of a CS-based cryptosystem. To examine the indistinguishability, we also discuss the probability metrics of total variation (TV) and Hellinger distances.

A. Indistinguishability

Assume that a cryptosystem produces a ciphertext by encrypting one of two possible plaintexts of the same length. Then, the cryptosystem is said to have the indistinguishability \cite{30}, if no adversary can determine in polynomial time which of the two plaintexts corresponds to the ciphertext, with probability significantly better than that of a random guess. In other words, if a cryptosystem has the indistinguishability, an adversary is unable to learn any partial information of the plaintext in polynomial time from a given ciphertext.

Table II describes the indistinguishability experiment \cite{30} in the presence of an eavesdropper, which will be used to investigate the indistinguishability of a CS-based cryptosystem in this paper.

\footnote{In general, \(x\) can be \(K\)-sparse in an arbitrary orthonormal basis \(\Psi\), i.e., \(x = \Psi \theta\) with \(||\theta||_0 \leq K\), where \(\Psi \neq \frac{1}{\sqrt{N}} U^T\). For simplicity, we assume \(\Psi = I\) in this paper.}

B. Total Variation (TV) and Hellinger Distances

In this paper, we make use of the total variation (TV) distance \cite{31} to evaluate the performance of an adversary in the indistinguishability experiment of Table II. In the experiment, let \(d_{TV}(p_1, p_2)\) be the TV distance between the probability distributions \(p_1 = \Pr(r|x_1)\) and \(p_2 = \Pr(r|x_2)\). Then, it is readily checked from \cite{32} that the probability that an adversary can successfully distinguish the plaintexts by any kind of test \(D\) is bounded by

\[
p_d \leq \frac{1}{2} + \frac{d_{TV}(p_1, p_2)}{2}
\]  

(2)

where \(d_{TV}(p_1, p_2) \in [0, 1]\). Therefore, if \(d_{TV}(p_1, p_2)\) is zero, the probability of success is at most that of a random guess, which leads to the indistinguishability \cite{30}.

Since computing \(d_{TV}(p_1, p_2)\) directly is difficult \cite{37}, we may employ an alternative distance metric to bound the TV distance. In particular, the Hellinger distance \cite{31}, denoted by \(d_{H}(p_1, p_2)\), is useful by giving both upper and lower bounds on the TV distance \cite{33}, i.e.,

\[
d_{H}^2(p_1, p_2) \leq d_{TV}(p_1, p_2) \leq d_{H}(p_1, p_2) \sqrt{2 - d_{H}^2(p_1, p_2)}
\]  

(3)

where \(d_{H}(p_1, p_2) \in [0, 1]\). Moreover, if a ciphertext \(r\) conditioned on \(x_h\), is a jointly Gaussian random vector with zero mean and the covariance matrix \(C_h\), where \(h = 1\) and \(2\), the Hellinger distance between the multivariate Gaussian distributions \(p_1\) and \(p_2\) is given by \cite{39}, \cite{40}.

\[
d_{H}(p_1, p_2) = \sqrt{1 - \frac{|C_1|^{+} \cdot |C_2|^{+}}{|C_3|^2}}
\]  

(4)

where \(C_3 = C_1 + C_2\). For the formal definitions and properties of the TV and the Hellinger distances, readers are referred to \cite{31}, \cite{32}, and \cite{37}.

Throughout this paper, we use (2) - (4) to examine the success probability of the indistinguishability experiment for the AG-OTS cryptosystem, by taking the Gaussian distributed ciphertexts into account.

IV. SECURITY ANALYSIS

In this section, we show that the AG-OTS cryptosystem can be indistinguishable, as long as each plaintext has constant energy. Moreover, we study how much the security of the AG-OTS cryptosystem is sensitive to energy variation of plaintexts.

A. Indistinguishability

Recall the indistinguishability experiment of Table II. Given a plaintext \(x_h\), \(E[r|x_h] = E[\Phi|x_h] + E[n] = \frac{1}{\sqrt{MN}} E[S] \cdot Ux_h\) from \(E[S] = 0\), where \(h = 1\) and \(2\). In the following, Lemma I derives the covariance matrix of \(r\) conditioned on \(x_h\), by exploiting the independency and the uniformity of the entries of \(S\).

**Lemma 1:** In the AG-OTS cryptosystem, the covariance matrix of \(r\) conditioned on \(x_h\) is given by

\[
C_h = E[rr^T|x_h] = \left(\frac{|x_h|^2}{M} + \sigma^2\right) I
\]  

(5)
Proof: Let \( \xi_h = U \mathbf{x}_h = (\xi_{h,1}, \cdots, \xi_{h,N})^T \) for \( h = 1 \) and \( 2 \), respectively, where \( ||\xi_h||^2 = N ||x_h||^2 \). Also, let \( s_k = S(:, k) \) and \( s_l = S(:, l) \) be the \( k \)th and the \( l \)th column vectors of \( S \), respectively. Since the elements of \( S \) and \( \mathbf{n} \) are independent to each other,

\[
C_h = \mathbb{E} \left[ \frac{1}{MN} \mathbf{S} \mathbf{U} \mathbf{x}_h \cdot \mathbf{x}_h^T \mathbf{U}^T \mathbf{S}^T | \mathbf{x}_h \right] + \mathbb{E} [\mathbf{m} \mathbf{m}^T] = \frac{1}{MN} \sum_{k=1}^{N} \sum_{l=1}^{N} \mathbb{E} [\xi_{h,k} \xi_{h,l}^T] + \sigma^2 \mathbf{I} \tag{6}
\]

where

\[
\mathbb{E} [s_k s_l^T] = \begin{cases} 
1, & \text{if } k = l, \\
0, & \text{if } k \neq l
\end{cases}
\]
as the entries of \( s_k \) and \( s_l \) take \( \pm 1 \) independently and uniformly at random. Thus, \( \Box \) yields

\[
C_h = \frac{1}{MN} \left( \sum_{k=1}^{N} ||\xi_{h,k}||^2 \right) \cdot \mathbf{I} + \sigma^2 \mathbf{I}
\]

which completes the proof. \( \Box \)

In Lemma\( \Box \) note that the derivation of covariance matrices does not rely on the asymptotic Gaussianity of \( \Phi \). Instead, the covariance matrices are non-asymptotic results, obtained by exploiting the independency and the uniformity of the elements of \( S \).

Using the covariance matrices of Lemma\( \Box \) we can develop upper and lower bounds on the TV distance in the AG-OTS cryptosystem, which is the main contribution of this paper.

**Theorem 2:** In the AG-OTS cryptosystem, assume that the plaintext length \( N \) is sufficiently large such that \( \Phi \) can be asymptotically Gaussian by Theorem 1. In the indistinguishability experiment, let \( d_{TV}(p_1, p_2) \) be the TV distance between probability distributions of ciphertexts conditioned on a pair of plaintexts in the AG-OTS cryptosystem. Let \( x_{\min} \) and \( x_{\max} \) be the plaintexts that have the minimum and maximum possible energies, respectively, where \( \gamma = \frac{||x_{\min}||^2}{||x_{\max}||^2} \) is the minimum energy ratio and \( \text{PNR}_{\max} = \frac{1}{\gamma + 1} \) is the maximum plaintext-to-noise power ratio, respectively, of the cryptosystem. Then, the worst-case lower and upper bounds on \( d_{TV}(p_1, p_2) \) are given by

\[
d_{TV, low} = 1 - \left( \frac{4 \gamma_e}{(\gamma_e + 1)^2} \right)^{4}, \\
d_{TV, up} = \sqrt{1 - \left( \frac{4 \gamma_e}{(\gamma_e + 1)^2} \right)^{4}},
\]

respectively, where

\[
\gamma_e = \frac{1 + \gamma \cdot \text{PNR}_{\max}}{1 + \text{PNR}_{\max}}.
\]

**Proof:** In the indistinguishability experiment of Table\( \Box \) let us consider a pair of plaintexts \( x_1 \) and \( x_2 \), where \( \text{PNR}_h = \frac{||x_h||^2}{MN} \) for \( h = 1 \) and \( 2 \). From the covariance matrices of Lemma\( \Box \)

\[
|C_h| = \left( \frac{||\xi_h||^2}{M} + \sigma^2 \right)^M = \sigma^{2M} \cdot (\text{PNR}_h + 1)^M
\]

for each \( h \). Obviously,

\[
|C_3| = \sigma^{2M} \cdot \left( \frac{\text{PNR}_1 + \text{PNR}_2 + 1}{2} \right)^M.
\]
In [4],
\[ \Gamma = \frac{|C_1|^{\frac{1}{2}} \cdot |C_2|^{\frac{1}{2}}}{|C_3|^{\frac{1}{2}}} = \left( \frac{(\text{PNR}_1 + 1)(\text{PNR}_2 + 1)}{(\text{PNR}_1 + \text{PNR}_2) + 1} \right)^{\frac{1}{2}} \]
\[ = \left( \frac{1 + \text{PNR}_1}{1 + \text{PNR}_2} \cdot \text{PNR}_2 \right) \]
where
\[ \gamma_e = \frac{1 + \text{PNR}_1}{1 + \text{PNR}_2} \cdot \text{PNR}_2 \]
and \( \gamma = \frac{||x_2||^2}{||x_1||^2} \). With \( d_{TV}(p_1, p_2) = \sqrt{1 - \Gamma} \), [3] yields the lower and upper bounds of the form of (7). Without loss of generality, we may assume \( ||x_1||^2 \leq ||x_2||^2 \), which yields \( 0 \leq \gamma \leq 1 \). As the lower and upper bounds turn out to be monotonically decreasing over \( \gamma \in [0, 1] \), we can redefine \( \gamma = \frac{||x_2||^2}{||x_1||^2} \) and \( \gamma_e = \frac{1 + \gamma \cdot \text{PNR}_1}{1 + \text{PNR}_2} \), \( 0 \leq \gamma_e \leq 1 \) with \( x_1 = x_{\text{min}} \) and \( x_2 = x_{\text{max}} \), to obtain the worst-case bounds, which completes the proof. \( \square \)

In (8), \( \gamma_e \) is a general definition of the energy ratio covering noisy cases, which will be called the effective energy ratio in this paper. For security analysis, we assume that both a legitimate recipient and an adversary have the same energy ratio \( \gamma \) and the same \( \text{PNR}_{\text{max}} \) in the AG-OTS cryptosystem.

Theorem 2 shows that the indistinguishability of the AG-OTS cryptosystem depends on the ciphertext length \( M \), the minimum energy ratio \( \gamma \), and the maximum plaintext-to-noise ratio \( \text{PNR}_{\text{max}} \), irrespective of the plaintext length \( N \) and the sparsity \( K \). In particular, if \( \gamma = \gamma_e = 1 \), the indistinguishability can be guaranteed for the AG-OTS cryptosystem, regardless of \( M \) and \( \text{PNR}_{\text{max}} \).

**Corollary 1:** If each plaintext has constant energy or \( \gamma = 1 \), the AG-OTS cryptosystem has the indistinguishability, since the success probability of the indistinguishability experiment is at most 0.5 from [2], thanks to \( d_{TV}(p_1, p_2) = 0 \) for \( d_{TV, \text{low}} = d_{TV, \text{up}} = 0 \).

In the AG-OTS cryptosystem, Corollary 1 ensures that no adversary can learn any partial information about the plaintext from a given ciphertext, as long as each plaintext has constant energy, which is also the case in the G-OTS cryptosystem of [17]. To achieve the indistinguishability, therefore, a normalization step for equalizing the plaintext energy is implicitly required before CS encryption in the AG-OTS cryptosystem of Table 1. Since it also offers a practical benefit from the efficient keystream generation, the AG-OTS cryptosystem can be a promising option for information security, by guaranteeing the indistinguishability, reliability, and efficiency in a CS framework.

**B. Energy Sensitivity**

Theorem 2 implies that the indistinguishability of the AG-OTS cryptosystem can be sensitive to the minimum energy ratio \( \gamma \). Figure 1 sketches the upper and lower bounds of (7) over \( \gamma \) at \( \text{PNR}_{\text{max}} = \infty \) in the noiseless AG-OTS cryptosystem. It indicates that the TV distance increases as \( \gamma \) gets away from 1. In particular, if \( M \) gets larger, the TV distance approaches to 1 more quickly as \( \gamma \) decreases. Such a behavior of the TV distance suggests that if \( \gamma \) is far less than 1, an adversary may be able to detect a correct plaintext in the indistinguishability experiment with a significantly high probability of success, which implies that the AG-OTS cryptosystem may not be indistinguishable.

In addition, Figure 2 shows the upper bounds of (7) over \( \gamma \) for various \( \text{PNR}_{\text{max}} \) in the noisy AG-OTS cryptosystem, where \( M = 64 \). In the figure, the bounds are sensitive to \( \gamma \) for each \( \text{PNR}_{\text{max}} \), as in the noiseless case of Figure 1. Moreover, the bound itself is smaller at less \( \text{PNR}_{\text{max}} \), which implies that an adversary may have a difficulty in distinguishing plaintexts at low \( \text{PNR}_{\text{max}} \) due to the low TV distance. As a result, it appears that the security of the AG-OTS cryptosystem would...
be more sensitive to the energy ratio \( \gamma \) at higher PNR\(_{\text{max}}\).

In summary, the AG-OTS cryptosystem may not be able to achieve the indistinguishability, unless each plaintext has constant energy. In what follows, we study how much the security of the AG-OTS cryptosystem is sensitive to energy variation of plaintexts. It is worth studying the energy sensitivity, since one might need to assign unequal energy for each plaintext in the presence of noise, depending on the reliability demands.

Theorems 3–5 present sufficient conditions for the minimum energy ratio \( \gamma \), the plaintext length \( N \), and the maximum plaintext-to-noise ratio PNR\(_{\text{max}}\), respectively, to guarantee the asymptotic indistinguishability for the AG-OTS cryptosystem.

**Theorem 3:** When \( M \) and PNR\(_{\text{max}}\) are given, let \( \varphi = (1 - 4\epsilon_N^2)^{-\frac{1}{2}} \) and \( \gamma_{e,\text{min}} = 2\varphi - 1 - 2\sqrt{\varphi(\varphi - 1)} \). If the minimum energy ratio \( \gamma \) satisfies

\[
\gamma \geq \gamma_{e,\text{min}} - (1 - \gamma_{e,\text{min}}) \cdot \text{PNR}\(_{\text{max}}\) = \gamma_{\text{min}},
\]

the success probability of the indistinguishability experiment is \( p_d \leq 0.5 + \epsilon_N \), where \( \epsilon_N \) vanishes as the plaintext length \( N \) increases. In other words, the AG-OTS cryptosystem is asymptotically indistinguishable for a sufficiently large \( N \), as long as \( \gamma \geq \gamma_{\text{min}} \) for given \( M \) and PNR\(_{\text{max}}\).

**Proof:** When \( M \) is given, we have \( \frac{4\gamma_{e,\text{min}}^2}{(\gamma_{e,\text{min}} + 1)^2} \geq (1 - 4\epsilon_N^2)^{\frac{1}{2}} \) from \( d_{TV,\text{up}} \leq 2\epsilon_N \). The inequality turns into \( \gamma_{e,\text{min}}^2 - 2(2\varphi - 1)\gamma_{e,\text{min}} + 1 \leq 0 \), which holds if \( \gamma \geq \gamma_{e,\text{min}} \), or equivalently if \( \gamma \geq \gamma_{\text{min}} \) is met, the success probability of the indistinguishability experiment is \( p_d \leq 0.5 + \epsilon_N \) by (2), which completes the proof. \( \square \)

In Theorem 3 \( \gamma_{\text{min}} \) is the minimum energy ratio required for the asymptotic indistinguishability of the AG-OTS cryptosystem. Figure 3 displays \( \gamma_{\text{min}} \) over \( M \) in the AG-OTS cryptosystem at PNR\(_{\text{max}}\) = 20 dB, where \( N = 512 \). In the figure, \( \gamma_{\text{min}} \) is sketched for various \( \epsilon_N = \frac{\log N}{\sqrt{N}} \).

\begin{center}
\textbf{Fig. 3.} Minimum energy ratio required for the asymptotic indistinguishability of the AG-OTS cryptosystem at PNR\(_{\text{max}}\) = 20 dB, where \( N = 512 \).
\end{center}

and \( \frac{1}{2} \). The figure reveals that the minimum energy ratio required for the asymptotic indistinguishability approaches to 1 as the ciphertext length \( M \) increases. In particular, if the AG-OTS cryptosystem allows larger energy variation for plaintexts, the asymptotic indistinguishability can be achieved at a lower rate over \( N \).

**Theorem 4:** When \( \gamma \) and PNR\(_{\text{max}}\) are given, let \( \gamma_{e} = 1 + \frac{1}{4\gamma\text{PNR}_{\text{max}}} \). Let \( C_{\gamma_{e}} = \log(\frac{4\gamma_{e}}{(\gamma_{e} + 1)^2}) \leq 0 \), where the equality holds if and only if \( \gamma = 1 \). If the ciphertext length \( M \) satisfies

\[
M \leq \frac{2}{C_{\gamma_{e}}} \log(1 - 4\epsilon_N^2) \triangleq M_{\text{max}},
\]

then \( p_d \leq 0.5 + \epsilon_N \), which implies that the AG-OTS cryptosystem is asymptotically indistinguishable for a sufficiently large \( N \), as long as \( M \leq M_{\text{max}} \) for given \( \gamma \) and PNR\(_{\text{max}}\).

**Proof:** When \( \gamma_{e} \) is given from \( \gamma \) and PNR\(_{\text{max}}\), the proof is similar to that of Theorem 3 from \( d_{TV,\text{up}} \leq 2\epsilon_N \). \( \square \)

Figure 4 depicts the maximum compression ratio \( \rho_{\text{max}} = \frac{M_{\text{max}}}{N} \) over \( N \) for the AG-OTS cryptosystem to be asymptotically indistinguishable at PNR\(_{\text{max}}\) = 20 dB with \( p_d \leq 0.5 + \epsilon_N \), where \( \epsilon_N = \frac{1}{N} \). We also sketch the minimum compression ratio \( \rho_{\text{min}} = \frac{2K\log(N/K)}{N} \) for reliable CS decryption\(^2\) from a random Gaussian sensing \( [41] \) with \( K = 8 \), to compare the requirements for the asymptotic indistinguishability and the reliability. Note that if \( \gamma = 1 \) or the plaintexts have constant energy, the indistinguishability can be achieved at any compression ratio. Meanwhile, if \( \gamma < 1 \), the compression ratio of the AG-OTS cryptosystem may be at most \( \rho_{\text{max}} \) for the asymptotic indistinguishability. In particular, if \( \rho_{\text{max}} < \rho_{\text{min}} \), the cryptosystem may not be valid at least in theory for the corresponding \( N \), since the indistinguishability cannot be compatible with the reliability. Thus, Figure 4 shows that if

\begin{center}
\textbf{Fig. 4.} Compression ratios for the asymptotic indistinguishability and the reliability of the AG-OTS cryptosystem at PNR\(_{\text{max}}\) = 20 dB, where \( K = 8 \).
\end{center}

\(^2\)This is a theoretical ratio in noiseless recovery.
\( \gamma = 0.98 \), the AG-OTS cryptosystem at \( \text{PNR}_{\text{max}} = 20 \ \text{dB} \) can achieve both reliability and security for the plaintexts of at most \( K = 8 \) nonzero entries only at the compression ratios of the achievable (shaded) region. It also shows that if \( \gamma \leq 0.96 \), the AG-OTS cryptosystem has no theoretically achievable region for \( N > 500 \), where the reliability and the indistinguishability cannot be guaranteed simultaneously.

In (10), note that
\[
\gamma_e = \gamma + \frac{1 - \gamma}{1 + \text{PNR}_{\text{max}}}
\]
where \( \gamma_e \geq \gamma \) for \( \gamma \in [0, 1] \). Since the upper bound of (10) is monotonically decreasing over \( \gamma_e \in [0, 1] \), (10) implies that the upper bound on the TV distance is lower in noisy case (\( \text{PNR}_{\text{max}} \ll \infty \)) than in noiseless case (\( \text{PNR}_{\text{max}} = \infty \)). Ultimately, it points out that the presence of noise improves the security of the AG-OTS cryptosystem by lowering the success probability of an adversary in the indistinguishability experiment. Moreover, one can increase \( \gamma_e \) by reducing \( \text{PNR}_{\text{max}} \) in (10) for a given \( \gamma \), which indicates that the AG-OTS cryptosystem will be more secure for less \( \text{PNR}_{\text{max}} \).

With given \( \gamma \) and \( M \), Theorem 5 presents the largest possible \( \text{PNR}_{\text{max}} \) to guarantee the asymptotic indistinguishability for the AG-OTS cryptosystem, where the proof is straightforward from \( \gamma_e \geq \gamma_{e, \text{min}} \) in (10).

**Theorem 5:** In the AG-OTS cryptosystem, assume that the minimum energy ratio is given as \( \gamma < \gamma_{e, \text{min}} \) for a given \( M \), where \( \gamma_{e, \text{min}} \) is the minimum effective energy ratio defined in Theorem 3. Then, the asymptotic indistinguishability can be achieved for a sufficiently large \( N \), if
\[
\text{PNR}_{\text{max}} \leq \frac{1 - \gamma_{e, \text{min}}}{\gamma_{e, \text{min}} - \gamma}.
\]

Note that if \( \gamma \geq \gamma_{e, \text{min}} \), the AG-OTS cryptosystem is asymptotically indistinguishable, regardless of \( \text{PNR}_{\text{max}} \), due to \( \gamma_e \geq \gamma \geq \gamma_{e, \text{min}} \). Figure 5 displays the upper bounds on \( \text{PNR}_{\text{max}} \) of Theorem 5 for various \( \gamma < \gamma_{e, \text{min}} \), where \( N = 512 \) and \( \epsilon_N = \frac{1}{\sqrt{N}} \). From (10), it is clear that if \( \text{PNR}_{\text{max}} \) is sufficiently high, \( \gamma_e \approx \gamma < \gamma_{e, \text{min}} \) from which the asymptotic indistinguishability cannot be achieved from Theorem 3. Figure 5 points out that we need to increase \( \gamma_e \) by reducing \( \text{PNR}_{\text{max}} \) below the upper bound for each given \( \gamma \), to achieve the asymptotic indistinguishability of the AG-OTS cryptosystem. However, it appears that the largest possible \( \text{PNR}_{\text{max}} \) is relatively low for a reliable CS decryption. For the AG-OTS cryptosystem, therefore, it is an important issue to keep the energy variation of plaintexts as low as possible.

In conclusion, it turned out that the security of the AG-OTS cryptosystem is highly sensitive to the energy ratio of plaintexts. The indistinguishability can be achieved only if all the plaintexts have equal and constant energy. Therefore, if the AG-OTS cryptosystem is to be indistinguishable non-asymptotically, it is essential that each plaintext should be normalized before CS encryption to have constant energy. By analyzing the energy sensitivity, we presented the sufficient conditions of Theorems 3 − 5 for the asymptotic indistinguishability of the AG-OTS cryptosystem with unequal plaintext energy. However, we found that even the asymptotic indistinguishability can be achieved only if the plaintexts have low energy variation for most \( M \), \( N \), and \( \text{PNR}_{\text{max}} \). As the analysis technique utilizes the result of Theorem 2 based on the Gaussianity of the sensing matrix, the energy sensitivity of this paper can also be valid for the G-OTS cryptosystem, which has never been discussed in [17].

V. **Numerical Results**

This section presents numerical results to demonstrate the indistinguishability and the energy sensitivity of the AG-OTS cryptosystem. In numerical experiments, each plaintext \( x \) has at most \( K \) nonzero entries, where the positions are chosen uniformly at random and the coefficients are taken from the Gaussian distribution. In CS encryption, \( \Phi = \frac{1}{\sqrt{MN}} \text{SU} \), where \( U = D \) is the discrete cosine transform (DCT) matrix. Each element of the secret matrix \( S \) is taken from a bipolar keystream obtained by the self-shrinking generator (SSG) with a 128-stage LFSR. For comparison, we test with \( S \) whose elements are taken from the random Bernoulli distribution. We assume that a ciphertext is available for both an adversary and a legitimate recipient with the same \( \text{PNR} = \frac{||x||^2}{MN} \). For CS decryption, the CoSaMP recovery algorithm [42] is employed for a legitimate recipient to decrypt each ciphertext with the knowledge of \( S \). Meanwhile, we assume that an adversary can attempt any kind of detection in polynomial time, to pass the indistinguishability experiment by distinguishing a pair of plaintexts from a given ciphertext.

Figure 6 displays the quantile-quantile (QQ) plots of the entries of total 100 matrices of \( \sqrt{N} \Phi \) in the AG-OTS cryptosystem, where \( N = 512 \) and \( M = 64 \). In Figure 6(a), each entry of \( S \) is taken from the random Bernoulli distribution taking \( \pm 1 \) independently and uniformly at random, while \( S \) of Figure 6(b) is from the bipolar SSG keystream. Since both QQ-plots are linear with slope 1, it appears that the entries
of $\sqrt{M} \Phi$ follow the normal distribution in both cases of $S$. The figure gives a numerical evidence that $\Phi$ of the AG-OTS cryptosystem is asymptotically Gaussian for a sufficiently large $N$, even if $S$ is generated in a pseudorandom fashion by the SSG.

Figure 7 illustrates the covariance matrices of $M \cdot E[rr^T|x]$ in the AG-OTS cryptosystem at PNR = 20 dB, where $N = 512$, $M = 64$, and $K = 8$. In the experiment, total 10000 matrices of $S$ have been tested for the average with $||x||^2 = 1$. In the figure, the dark areas indicate the off-diagonal entries of each covariance matrix having very small magnitudes less than $0.04$, whereas the white cells represent the diagonal components of significant values, determined by the plaintext energy and the noise variance. Figure 7 numerically confirms that the covariance analysis of Lemma 1 is valid for the AG-OTS cryptosystem, whether $S$ is a random Bernoulli matrix or a matrix from the SSG keystream.

Figure 8 displays the upper and lower bounds of Theorem 2 on the TV distance over $\gamma$ in the AG-OTS cryptosystem at PNR$_{\text{max}} = 20$ dB, where $N = 512$, $M = 64$, and $K = 8$. In the experiment, we computed the bounds of (3) using the covariance matrices obtained by testing total $10^6$ matrices of $S$, where each entry of $S$ is taken from the random Bernoulli distribution or the SSG keystream. In both cases of $S$, the figure shows that the bounds from the experiment are well matched to the theoretical results of Theorem 2. In summary, Figures 6-8 validate our assumption of the independency and the uniformity of the elements of $S$ from the SSG keystream through the numerical experiments.

Figure 9 displays the success probabilities over the ciphertext length $M$ in the AG-OTS cryptosystem at PNR$_{\text{max}} = 20$ dB, where $N = 512$. For an adversary, it sketches the upper bounds on the success probability of the indistinguishability experiment, obtained by (2) from the upper bound of Theorem 2. For comparison, we also sketch the empirical success probabilities of a legitimate recipient, where we tested total 10000 plaintexts each of which has at most $K = 8$ nonzero entries and the energy $||x||^2 = \alpha ||x_{\text{max}}||^2$ with $\alpha$ uniformly distributed in $[\gamma, 1]$. In CS encryption, each entry
observed that the decryption performance is similar to that of \( \hat{S} \).

The CS decryption of the secret matrix \( S \) in the AG-OTS cryptosystem at \( \text{PNR}_{\max} \) shows that if \( M = 512 \), \( N = 512 \), and \( K = 8 \). For a given \( x \), total \( 10^8 \) matrices of \( S \) have been tested.

![Success probabilities over \( M \) in the AG-OTS cryptosystem at \( \text{PNR}_{\max} = 20 \) dB, where \( N = 512 \).](image)

Fig. 9. Success probabilities over \( M \) in the AG-OTS cryptosystem at \( \text{PNR}_{\max} = 20 \) dB, where \( N = 512 \). For an adversary, the upper bounds on the success probability of the indistinguishability experiment are sketched.

![Upper and lower bounds on TV distance over \( \gamma \) in the AG-OTS cryptosystem at \( \text{PNR}_{\max} = 20 \) dB, where \( N = 512 \), \( M = 64 \), and \( K = 8 \).](image)

Fig. 8. Upper and lower bounds on TV distance over \( \gamma \) in the AG-OTS cryptosystem at \( \text{PNR}_{\max} = 20 \) dB, where \( N = 512 \), \( M = 64 \), and \( K = 8 \). For a given \( x \), total \( 10^8 \) matrices of \( S \) have been tested.

of the secret matrix \( S \) is from the SSG keystream, where we observed that the decryption performance is similar to that of \( S \) from the random Bernoulli distribution. The CS decryption is declared as a success if a decrypted plaintext \( \hat{x} \) achieves \( \frac{|x - \hat{x}|}{|x|} < 10^{-2} \). The figure shows that a legitimate recipient enjoys a reliable and stable CS decryption for a sufficiently large \( M \) at each \( \gamma \). Meanwhile, the upper bounds on the success probability of an adversary indicate that no detection test can be successful in the indistinguishability experiment with the probability more than the bounds. In particular, if \( \gamma = 1 \), no adversary can learn any information about the plaintext with the success probability higher than 0.5, which leads to the indistinguishability. However, if energy variation occurs in plaintexts with \( \gamma < 1 \), the figure reveals that an adversary may be able to distinguish the plaintexts in the experiment, with the probability higher than 0.5. It also shows that the success probability of an adversary becomes more significant as the minimum energy ratio \( \gamma \) decreases and the plaintext length \( M \) increases.

Figure 10 depicts the success probabilities over \( \text{PNR}_{\max} \) in the AG-OTS cryptosystem, where \( N = 512 \) and \( M = 64 \). For an adversary, the upper bounds on the success probability of the indistinguishability experiment are sketched.

![Success probabilities over \( \text{PNR}_{\max} \) in the AG-OTS cryptosystem, where \( N = 512 \) and \( M = 64 \).](image)

Fig. 10. Success probabilities over \( \text{PNR}_{\max} \) in the AG-OTS cryptosystem, where \( N = 512 \) and \( M = 64 \). For an adversary, the upper bounds on the success probability of the indistinguishability experiment are sketched.

VI. CONCLUSIONS

This paper has proposed a new CS-based cryptosystem, named as the AG-OTS cryptosystem, by employing a secret bipolar keystream and a public unitary matrix for efficient implementation in practice. We demonstrated that the elements of the sensing matrix are asymptotically Gaussian for a sufficiently large plaintext length, which guarantees a stable and robust CS decryption for a legitimate recipient. By means of the total variation (TV) and the Hellinger distances, we showed that the AG-OTS cryptosystem can have the indistinguishability against an adversary, as long as each plaintext
has constant energy. Therefore, it is essential that the AG-OTS cryptosystem should have a normalization step before CS encryption for equalizing the plaintext energy, which guarantees the computational security against any kind of polynomial time attack from an adversary. Finally, we found that the indistinguishability of the AG-OTS cryptosystem is highly sensitive to energy variation of plaintexts. To support the AG-OTS cryptosystem with unequal plaintext energy, we developed sufficient conditions on the minimum energy ratio, the plaintext length, and the maximum plaintext-to-noise power ratio, respectively, for the asymptotic indistinguishability. The results of the energy sensitivity can be directly applicable to the G-OTS cryptosystem of [17].

REFERENCES

[1] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52, no. 4, pp. 1289-1306, Apr. 2006.
[2] E. J. Candes, J. Romberg, and T. Tao, “Robust uncertainty principles: Exact signal reconstruction from highly incomplete frequency information,” IEEE Trans. Inf. Theory, vol. 52, no. 2, pp. 489-509, Feb. 2006.
[3] E. J. Candes and T. Tao, “Near-optimal signal recovery from random projections: Universal encoding strategies,” IEEE Trans. Inf. Theory, vol. 52, no. 12, pp. 5406-5425, Dec. 2006.
[4] Y. C. Eldar and G. Kutyniok, Compressed Sensing - Theory and Applications, Cambridge University Press, 2012.
[5] J. Tropp, J. N. Laska, M. Duarte, J. Romberg, and R. G. Baraniuk, “Beyond Nyquist: Efficient sampling of sparse bandlimited signals,” IEEE Trans. Inf. Theory, vol. 56, no. 1, pp. 520-544, Jan. 2010.
[6] M. Mishali and Y. C. Eldar, “From Theory to practice: Sub-Nyquist sampling of sparse wideband analog signals,” IEEE J. Select Top. Sig. Process., vol. 4, no. 2, pp. 375-391, 2010.
[7] J. Haupt, W. Bajwa, G. Raz, and R. Nowak, “Toeplitz compressed sensing matrices with applications to sparse channel estimation,” IEEE Trans. Inf. Theory, vol. 56, no. 11, pp. 5862-5875, Nov. 2010.
[8] M. F. Duarte, S. Sarvotham, D. Baron, M. B. Wakin, and R. G. Baraniuk, “Distributed compressed sensing of jointly sparse signals,” Asilomar Conf. on Signals, Systems and Computers, pp. 1537-1541, Pacific Grove, CA, USA, Nov. 2005.
[9] J. Haupt, W. Bajwa, M. Rabbat, and R. Nowak, “Compressed sensing for networked data,” IEEE Sig. Process. Mag., vol. 25, no. 2, pp. 92-101, Mar. 2008.
[10] C. Calone, D. Brunelli, and L. Benini, “Compressive sensing optimization for signal ensembles in WSNs,” IEEE Trans. Industrial Informatics, vol. 10, no. 1, pp. 382-392, Feb. 2014.
[11] M. Duarte, M. Davenport, D. Takhar, J. N. Laska, T. Sun, K. F. Kelly, and R. G. Baraniuk, “Single-pixel imaging via compressive sensing,” IEEE Sig. Process. Mag., vol. 25, no. 2, pp. 83-91, Mar. 2008.
[12] R. Marcia, Z. Harmany, and R. Willet, “Compressive coded aperture imaging,” Proc. RSI&TSPIE Symp. Elec. Imag.: Comp. Imag, San Jose, 2009.
[13] M. Lustig, D. Donoho, and J. Pauly, “Rapid MR imaging with compressed sensing and randomly under-sampled 3DFT trajectories,” Proc. Ann. Meeting of ISMRM, Seattle, 2006.
[14] S. Goginmeni and A. Nehorai, “Target estimation using sparse modeling for distributed MIMO radar,” IEEE Trans. Signal Process., vol. 59, no. 11, pp. 5315-5325, Nov. 2011.
[15] Y. Rachlin and D. Baron, “The secrecy of compressed sensing measurements,” in Proc. 46th Annu. Allerton Conf. Commun.Control, Comput., pp. 813-817, Sep. 2008.
[16] A. Orsdemir, H. O. Altun, G. Sharma, and M. F. Bocko, “On the security and robustness of encryption via compressed sensing,” in Proc. IEEE Military Commun. Conf. (MILCOM), pp. 1-7, Nov. 2008.
[17] T. Bianchi, V. Bioglio, and E. Magli, “On the security of random linear measurements,” in Proc. IEEE Int. Conf. Acoust. Speech Signal Process (ICASSP), pp. 3992-3996, May 2014.
[18] T. Bianchi and E. Magli, “Analysis of the security of compressed sensing with circulant matrices,” in Proc. IEEE Workshop on Inf. Forens. Security (WIFS), pp. 1-6, Dec. 2014.
[19] T. Bianchi, V. Bioglio, and E. Magli, “Analysis of one-time random projections for privacy preserving compressed sensing,” IEEE Trans. Inf. Forens. Security, vol. 11, no. 2, pp. 313-327, Feb. 2016.
[20] G. Reeves, N. Goela, N. Milosavljevic, and M. Gastpar, “A compressed sensing wire-tap channel,” in Proc. IEEE Inf. Theory Workshop (ITW), pp. 548-552, Oct. 2011.
[21] S. Agrawal and S. Vishwanath, “Secrecy using compressive sensing,” in Proc. IEEE Inf. Theory Workshop (ITW), pp. 563-567, Oct. 2011.
[22] Y. D. Li, Z. Zhang, M. Winslett, and Y. Yang, “Compressive mechanism: Utilizing sparse representation in differential privacy,” in Proc. 10th Annu. ACM Workshop Privacy Electron. Soc. (WPES), pp. 177-182, 2011.
[23] R. Dautov and G. R. Tsouri, “Establishing secure measurement matrix for compressed sensing using wireless physical layer security,” in Proc. Int. Conf. Comput. Netw. Commun., pp. 354-358, Jan. 2013.
[24] V. Cimberle, M. Mangia, F. Pareschi, R. Rovatti, and G. Setti, “Low complexity multiclass encryption by compressed sensing,” IEEE Trans. Signal Process., vol. 63, no. 9, pp. 2183-2195, May 2015.
[25] S. N. George and D. P. Pattathil, “A secure LFSR based random measurement matrix for compressive sensing,” Sens. Imag., vol. 15, no. 1, pp. 1-29, 2014.
[26] Y. Zhang, J. Zhou, F. Chen, L. Y. Zhang, K.-W. Wong, and X. He, “Embedding cryptographic features in compressive sensing,” Neurocomputing, vol. 205, pp. 472-480, 2016.
[27] H. Li, R. Mao, L. Lai, and R. Qui, “Compressed meter reading for delay-sensitive and secure load report in smart grid,” in Proc. IEEE SmartGridComm, Oct. 2010.
[28] J. Gao, X. Zhang, H. Liang, and X. Shen, “Joint encryption and compressed sensing in smart grid data transmission,” in Proc. IEEE GLOBECOM, Commun. Inf. Syst. Security Symp., pp. 662-667, Dec. 2014.
[29] Y. Zhang, L. Y. Zhang, J. Zhou, L. Liu, F. Chen, and X. He, “A review of compressive sensing in information security field,” IEEE Access, Special Section on Green Communications and Networking for 5G Wireless, vol. 4, pp. 2507-2519, 2016.
[30] J. Katz and Y. Lindell, Introduction to Modern Cryptography, 2nd Ed., Chapman & Hall/CRC, 2015.
[31] A. L. Gibbs and F. E. Su, “On choosing and bounding probability metrics,” International Statistical Review, vol. 70, no. 3, pp. 419-435, 2002.
[32] L. Le Cam, Asymptotic Methods in Statistical Decision Theory, Springer-Verlag, New York, 1986.
[33] S. W. Golomb and G. Gong, Signal Design for Good Correlation - for Wireless Communication, Cryptography and Radar. Cambridge University Press, 2005.
[34] T. T. Do, L. Gan, N. H. Nguyen, and T. D. Tran, “Fast and efficient compressive sensing using structurally random matrices,” IEEE Trans. Signal Process., 2015, pp. 3207-3220, Aug. 2015.
[35] W. Meier and O. Staffelbach, “The self-shrinking generator,” Advances in Cryptology-Eurocrypt ’94, Lecture Notes in Computer Science (LNCS), vol. 950, pp. 205-214, Springer-Verlag, 1995.
[36] M. Rudelson and R. Vershynin, “On sparse reconstruction from Fourier and Gaussian measurements,” Comm. Pure Appl. Math., vol. 61, no. 8, pp. 1025-1045, Aug. 2008.
[37] A. DasGupta, Asymptotic Theory of Statistics and Probability, Springer Science+Business Media LLC, 2008.
[38] A. Guentbouyina, S. Saha, and G. Schiebinger, “Sharp inequalities for f-divergences,” IEEE Trans. Inf. Theory, vol. 60, no. 1, pp. 104-121, Jan. 2014.
[39] T. Kailath, “The divergence and Bhattacharyya distance measures in signal selection,” IEEE Trans. Commun. Technol., vol. COM-15, no. 1, pp. 52-60, Feb. 1967.
[40] K. T. Abou-Moustafa and F. P. Ferrie, “A note on metric properties for some divergence measures: The Gaussian case,” JMLR: Asian Conference on Machine Learning, vol. 25, pp. 1-15, 2012.
[41] S. Foscart and H. Rauhut, A Mathematical Introduction to Compressive Sensing, Springer Science+Business Media, New York, 2013.
[42] D. Needell and J. A. Tropp, “CoSaMP: Iterative signal recovery from incomplete and inaccurate samples,” in Proc. IEEE Inf. Theory Workshop (ITW), pp. 3992-3996, Oct. 2011.