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Abstract—The increasing popularity of quadrotors has given rise to a class of predominantly vision-driven vehicles. This paper addresses the problem of perception-aware time optimal path parameterization for quadrotors. Although many different choices of perceptual modalities are available, the low weight and power budgets of quadrotor systems makes a camera ideal for on-board navigation and estimation algorithms. However, this does come with a set of challenges. The limited field of view of the camera can restrict the visibility of salient regions in the environment, which dictates the necessity to consider perception and planning jointly. The main contribution of this paper is an efficient time optimal path parametrization algorithm for quadrotors with limited field of view constraints. We show in a simulation study that a state-of-the-art controller can track planned trajectories, and we validate the proposed algorithm on a quadrotor platform in experiments.

I. INTRODUCTION

Rapid progress in autonomous aerial vehicles has secured their place in diverse applications, ranging from automated delivery, environmental monitoring, search and rescue to aerial cinematography. A substantial amount of research is being devoted towards enabling them to perform tasks more accurately, more robustly, at operational speeds without any human oversight. A key component to realizing such goals involves developing systems capable of simultaneously executing specified tasks while ensuring accuracy of future state estimates, obtained using solely percepts from on-board sensors. As an example, consider the task of the AlphaPilot challenge [1] (shown in Fig. [1]), which involved minimizing the time required by an autonomous quadcopter to complete a given racecourse.

In this paper, we deal with light weight quadrotor aerial vehicles equipped with an inertial measurement unit (IMU) and a camera. An IMU supplies measurements of acceleration and angular velocity, which yield accurate state estimates over short time scales. However, over long horizons, such estimates accrue large drift which can be significantly reduced by using the differential bearing to landmarks, visually salient regions in the environment, captured by the on-board camera.

A challenge of taking advantage of an on-board camera stems from its limited field of view and the underactuated nature of the quadrotor dynamics. Indeed, the four motors of the quadrotor can only exert thrust parallel to its body $z$ axis, implying its translational motion is intimately coupled with its orientation. In particular, a change in acceleration generally necessitates a change in attitude, and as a result, a change in the set of landmarks within field of view of the camera. The latter requirement imposes additional constraints on the trajectory planning task, which is already challenging due to the dimensionality of the state space of the quadrotor.

A pivotal work [2] demonstrated differential flatness [3] of quadrotor dynamics, allowing efficient trajectory planning in a lower dimensional space. [2] leverage this insight to design trajectories which visit a set of waypoints at given times by solving a constrained quadratic program, while [4] enhance the latter approach by considering an alternate parametrization which results in a more numerically robust algorithm. [5] sample a suitable family of trajectories, incorporating [2] to swiftly eliminate candidates which violate dynamic constraints. [6] perform search in a subspace of flat outputs to generate collision-free trajectories which minimize a linear combination of execution time and the magnitude of jerk.

However, none of the former approaches planned trajectories with perception constraints taken into account. [7] plan minimum time trajectories in differentially flat space while taking into account the full dynamics of the quadrotor as well as requiring a particular target be maintained in field of view of the on-board camera. The output of their algorithm is a locally optimal dynamically feasible trajectory. [8] plan trajectories which guide the quadrotor towards a fixed final position while minimizing the integral of the magnitude of the reprojection error of a desired set of landmarks during the execution of the path. [9] navigate the quadrotor between specified start and goal positions in an MPC framework, minimizing the speed and deviation of the projection of a particular point in the environment from the optical center of the on-board camera. [10] use differential flatness and optimize a combination of a co-visibility constraint which
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...
ensures the camera observes the change of bearing of a sufficient number of landmarks between consecutive keyframes, and the execution time of the trajectory.

In this paper, we consider the problem of minimizing the time required by a quadrotor to execute a given path, while maintaining a given set of landmarks within field of view of its on-board camera. Our motivation for studying this problem comes from an approximate, but efficient, motion planning strategy that involves splitting a trajectory planning task into a path planning phase in a lower dimensional space which ensures collision avoidance, followed by a time parametrization of that path which respects kinodynamic constraints of the quadrotor [11]. The contribution of this paper is an algorithm for the time optimal path parametrization problem for a quadrotor with field of view constraints, along with a derivation of the convexity such constraints induce in a suitable parametrization of the problem.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Coordinate Frame Conventions

We use \( \mathbf{p}^A \in \mathbb{R}^3 \) to denote the coordinates of an arbitrary point \( \mathbf{p} \in \mathbb{R}^3 \) with respect to frame \( A \), characterized by its origin \( \mathbf{O}_A \in \mathbb{R}^3 \) and orientation \( R_A \in SO(3) \). We define the transformation from frame \( A \) to frame \( B \) as an ordered pair \( (\mathbf{t}^A_B, R^A_B) \in \mathbb{R}^3 \times SO(3) \), satisfying \( \mathbf{t}^A_B = (R^A_B)^{-1}(\mathbf{O}_B - \mathbf{O}_A) \) and \( R^A_B = (R^A_B)^{-1}R_B \). In other words, \( \mathbf{t}^A_B \) and \( R^A_B \) represent the displacement from the origin of \( A \) to the origin of \( B \) and the orientation of axes of \( B \), with respect to axes of \( A \), respectively. The relationship \( \mathbf{p}^A = \mathbf{t}^A_B + R^A_B \mathbf{p}^B \) holds for an arbitrary point \( \mathbf{p} \in \mathbb{R}^3 \).

In this paper, we refer to three coordinate frames: \( W \), a fixed inertial world frame; \( B \), the frame attached to the body of the quadrotor (also referred to as the body frame); and finally, \( C \), the frame attached to the camera on board the quadrotor. We will assume the camera is rigidly attached to the quadrotor, and so the transformation \( (\mathbf{t}^W_C, R^W_C) \) will be fixed. As a result, \( (\mathbf{t}^W_B, R^W_B) \) will be a function of \( (\mathbf{t}^W_C, R^W_C) \).

B. Dynamics Model

The pose of the quadrotor is given by \( (\mathbf{x}^W_B, \mathbf{R}^W_B) \in \mathbb{R}^3 \times SO(3) \). Its state \( \mathbf{q} \) additionally contains \( \mathbf{v} \) and \( \omega \), the translational and angular velocity, respectively, and satisfies

\[
\begin{bmatrix}
\dot{X} \\
\dot{Y} \\
\dot{Z} \\
\dot{\omega}_x \\
\dot{\omega}_y \\
\dot{\omega}_z \\
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 & \mathbf{v} \\
0 & 0 & 0 & R^x_3 \\
-J^{-1} \omega \times J \omega & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{g} \\
R^3_1(\omega) \\
J^{-1} \\
\end{bmatrix}
+ \begin{bmatrix}
\mathbf{c} \\
\mathbf{e} \\
\end{bmatrix}
\text{effective input}
\]

where \( J \) is the mass-normalized moment of inertia with respect to the body frame of the quadrotor. The input of the system consists of four mass-normalized motor thrusts \( \mathbf{c} = [c_1 \ c_2 \ c_3 \ c_4]^T \), manifested through the resulting thrusts \( c_\tau \in \mathbb{R}^4 \), for suitable choices of \( k_L, k_M > 0 \). Typically, motors can only supply a finite interval of positive thrusts which we model with constraints \( c_{\min} \leq c_i \leq c_{\max} \) for all \( 1 \leq i \leq 4 \).

The differential flatness of the quadrotor [2] means that the trajectory of its states and inputs can be uniquely recovered from algebraic functions of a finite number of derivatives of trajectories of its position \( x \) and heading \( \psi \):

\[
\mathbf{q}(t) = \Phi \left( \left( \frac{d^n}{dt^n} x(t) \right)_{n=0,1,2,3,4}, \left( \frac{d^n}{dt^n} \psi(t) \right)_{n=0,1,2} \right)
\]

C. Perception Model

We model the on-board camera using the pinhole projection principle. A point with coordinates \( \mathbf{p}^C \), with \( \mathbf{p}^C_x \geq 0 \), is registered as a point \( \mathbf{p}^W \), provided it lies inside the region corresponding to the sensor array of the camera. Typically, the latter region is a rectangle, characterizing the horizontal and vertical extent of the field of view. In our case, we model the field of view as a symmetric circular cone consisting of points \( \mathbf{p}^C \) satisfying

\[
\mathbf{p}_L^C, \quad \frac{||[\mathbf{p}_1^C \mathbf{p}_2^C \mathbf{p}_3^C]^T||_2}{\mathbf{p}_F^C} \leq \tan \alpha,
\]

for some fixed angle \( \alpha \in (0, \pi) \). Depending on the choice of \( \alpha \), the latter relation can represent both conservative and relaxed characterizations of the field of view, in addition to inducing mathematical structure that can yield more efficient planning algorithms.

D. Problem Formulation

Assume we are given a smooth regular path \( (\gamma, \psi) : [0, S_{end}] \rightarrow \mathbb{R}^3 \times S^1 \), a set \( S = \{l_1, \ldots, l_n\} \) of stationary landmarks with known coordinates \( (\mathbf{W}_l^W \in \mathbb{R}^3 \times \mathbb{R}^3) \), and a map \( \mathcal{N} : [0, S_{end}] \rightarrow 2^S \) specifying the desired subset of landmarks the on-board camera should have within field of view at every point along the path. Additionally, assume we are given a trajectory \( \mathbf{n} : [0, S_{end}] \rightarrow S^1 \times [0, \pi] \) of unit vectors and angles, denoting constraints that the body \( z \) axis of the quadrotor should form an angle at most \( \beta(s) \) with vector \( \mathbf{n}(s) \) when its center of mass is located at position \( \gamma(s) \). For example, the latter requirement arises in planning trajectories in which the quadrotor, modeled as an oblate spheroid, has to pass through narrow gaps [12], [13]. Our problem consists of finding the shortest interval during which \( \gamma \) can be traversed subject to aforementioned requirements as well as the constraint that the resulting trajectory be dynamically feasible.

The objective is to find the minimum \( T > 0 \) for which there exists a sufficiently smooth, strictly increasing map \( s : [0, T] \rightarrow [0, S_{end}] \) so that trajectories of position and heading
of the quadrotor defined by \( x(t) = \gamma(s(t)) \) and \( \psi(t) = \psi(s(t)) \) for all \( t \in [0, T] \), respectively, induce a feasible trajectory. We define the set-valued map \( \Lambda: \mathbb{R}^3 \times SO(3) \to 2\mathbb{R}^3 \) denoting the field of view of the camera on-board the quadrotor when the latter is in a given pose. We solve Problem 1:

\[
\begin{align*}
\min \ T \\
\text{s.t. } & \exists s : [0, T] \to [0, S_{\text{end}}] \\
s(0) = 0, \ s(T) = S_{\text{end}} \\
s & \text{is strictly increasing} \\
& \text{twice differentiable} \\
& \text{for all } t \in [0, T] : \\
x(t) = \gamma(s(t)) \\
\begin{bmatrix}
q(t) \\
e(t)
\end{bmatrix} = \Phi \begin{bmatrix}
\frac{d^n}{dt^n} x(t) \\
\frac{d^n}{dt^n} \psi(t)
\end{bmatrix} \quad n \leq 4 \\
l_j \in \Lambda(t) \quad \forall l_j \in \mathcal{M}(s(t)) \\
0 \leq e(t) \leq c_{\text{max}}.
\end{align*}
\]

(4)

III. APPROACH

We assume the input to our algorithm is a regular, \( C^2 \) path of differentially flat outputs. Typically, such paths are represented as piecewise polynomial functions of an abstract real parameter \([2, 4]\), although any sufficiently smooth path whose derivatives can be queried easily would suffice. Our approach consists of three stages. First, we will obtain an optimal time parametrization for a quadrotor with point mass dynamics. Then we will smooth the resulting parametrization in a suitable way in order to proceed with a solution for the original problem.

We will start by solving the time optimal path parametrization problem for a point mass model of a quadrotor with bounded total thrust. A convenient reparametrization of this problem involves rephrasing it in terms of a new decision variable, the square speed profile \( h \). A convenient reparametrization of this problem for a point mass model of a quadrotor with dynamics. Then we will smooth the resulting parametrization in a suitable way in order to proceed with a solution for the original problem.

We will start by solving the time optimal path parametrization problem for a point mass model of a quadrotor with bounded total thrust. A convenient reparametrization of this problem involves rephrasing it in terms of a new decision variable, the square speed profile \( h \). A convenient reparametrization of this problem for a point mass model of a quadrotor with dynamics. Then we will smooth the resulting parametrization in a suitable way in order to proceed with a solution for the original problem.

\[
\begin{align*}
\text{min } & T \\
\text{s.t. } & \exists s : [0, T] \to [0, S_{\text{end}}] \\
s(0) = 0, \ s(T) = S_{\text{end}} \\
s & \text{is strictly increasing} \\
& \text{twice differentiable} \\
& \text{for all } t \in [0, T] : \\
x(t) = \gamma(s(t)) \\
\begin{bmatrix}
q(t) \\
e(t)
\end{bmatrix} = \Phi \begin{bmatrix}
\frac{d^n}{dt^n} x(t) \\
\frac{d^n}{dt^n} \psi(t)
\end{bmatrix} \quad n \leq 4 \\
l_j \in \Lambda(t) \quad \forall l_j \in \mathcal{M}(s(t)) \\
0 \leq e(t) \leq c_{\text{max}}.
\end{align*}
\]

In summary, the relations above show that various constraints on kinematics and attitude of the quadrotor, at any particular point \( s \) along the path, may be written in the form \( C(s, h(s), h'(s)) \leq 0 \) for an appropriate function \( C \) which is component-wise jointly convex in its second and third variables. This motivates the formulation of the following problem \([15]–[19]\), which will be solved in the first as well as third stage of the approach, for suitable choices of \( C \):

\[
\begin{align*}
\text{minimize} & \quad \int_a^b \frac{ds}{\sqrt{h(s)}} \\
\text{subject to} & \quad C(s, h(s), h'(s)) \leq 0, \forall s \in [a, b], \\
& \quad 0 \leq h(s) \leq B_\sigma(s), \ s \in [a, b].
\end{align*}
\]

Although the latter problem can be tackled by any generic convex optimization package, it possesses additional structure making it amenable to more efficient approaches \([17]–[19]\). One such algorithm \([17]\) recovers values of the optimal profile at a sequence of points \( 0 = s_0 < \cdots < s_n = S_{\text{end}} \).

The convexity of the problem implies that at an arbitrary discretization point \( s_i \), the sets of square speeds that can be extended to feasible profiles on \([s_i, S_{\text{end}}]\) and \([0, s_i]\) are both intervals. The algorithm leverages this insight to recover an asymptotically optimal solution \([20]\) consisting of upper endpoints of such intervals, obtained incrementally in a pair of sweeps through \((s_i)_{i=0}^n\), as detailed in stage one of Algorithms \([1]\) and \([2]\).

The output of the first stage of Algorithm \([1]\) yields an optimal square speed profile assuming the thrust vector of the drone as input. Thus, the optimum will be a piecewise continuous function, and (as a result) so will the trajectory of planned body \( z \) axes of the quadrotor. However, typical control algorithms assume the trajectory of orientations varies smoothly with time.

We overcome this challenge using the procedure Smoothen, which convoluses \( z_B(s) \), the computed piecewise continuous trajectory of body \( z \) axes (unit vectors directed along calculated inputs), with a Gaussian kernel of appropriate width. Concretely, the convolution of the trajectory \( z_B : [0, S_{\text{end}}] \to S^2 \) with a Gaussian kernel of width \( \sigma, f_\sigma(s) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{s^2}{2\sigma^2}} \), is defined via

\[
z_B(s) = \int_{-\infty}^{s} z_B(u) f_\sigma(s-u) du.
\]

The latter function is \( C^\infty \) with

\[
\frac{d^n}{ds^n} z_B(s) = \int_{-\infty}^{s} z_B(u) \frac{d^n}{ds^n} f_\sigma(s-u) du
\]

for all \( n \in \mathbb{N} \). We ensure a \( C^\infty \) estimate of the trajectory of (normalized) \( z \) axes by setting \( \tilde{z}_B(s) = \frac{z_B(s)}{\|z_B(s)\|_2} \) for all
Algorithm 1: Backward-Forward Algorithm

Data: \( D = (s_j^n)_{j=0}^n, (B_j(s_j))_{j=1}^n, (B_u(s_i))_{i=1}^n, \psi, \gamma' \)
Result: \((h_i)_{i=0}^n\)

for \( i = 0 \) to \( n \) do
  \( l_i = B_i(s_i), \ h_i = B_u(s_i) \)
  \( R(s_i), R'(s_i), R''(s_i) \leftarrow \text{null} \)
  for \( j \in M(s_i) \) do
    \( v_j(l_i) = v_j(l_i) - \gamma(s_i) \)
    \( \chi_j = d \sin \alpha + \cos \alpha \sqrt{||v_j||^2 - d^2 \sin^2 \alpha} \)
  end
end

for \( \text{stage} = 1, 2 \) do
  for \( i = n-1 \) to \( 0 \) do
    \( l_i, h_i = \text{Prop}(\text{stage}, \text{forward}, \psi(s_i), \gamma'(s_i), (v_j(s_i))_{j=1}^n, \chi_j(s_i), n_i, \beta_i, \gamma(s_i), l_i, h_i, l_i+1, h_i+1, R(s_i), R'(s_i), R''(s_i)) \)
    if \( \text{backward step infeasible} \)
      return infeasible
    end
  end
  for \( i = 0 \) to \( n-1 \) do
    \( l_i+1, h_i+1 = \text{Prop}(\text{stage}, \text{forward}, \psi(s_i), \gamma'(s_i), (v_j(s_i))_{j=1}^n, \chi_j(s_i), n_i, \beta_i, \gamma(s_i), l_i, h_i, l_i+1, h_i+1, R(s_i), R'(s_i), R''(s_i)) \)
    if \( \text{forward step infeasible} \)
      return infeasible
    end
  end
  if \( \text{stage} = 1 \)
    \( (R(s_i), R'(s_i), R''(s_i))_{i=0}^n \leftarrow \text{Smooth}(h_i)_{i=0}^n \)
    \( (\psi'(s_i), \psi''(s_i))_{i=0}^n, (\psi^+(s_i), \psi^-((s_i))_{i=0}^n) \)
  end
end

return \((h_i)_{i=0}^n\)

\( s \in [0, S_{end}] \). The smooth estimate of the optimal trajectory of body \( z \) axes, \( \bar{z}_B(s) \), together with specified heading vectors, \( \psi(s) \), uniquely defines a smooth trajectory of orientations \( R(\cdot) \) as well as their higher order derivatives \( R'(\cdot) \) and \( R''(\cdot) \).

At this stage, we face two hurdles: (i) due to the underactuated nature of quadrotor dynamics, the trajectory \( \bar{z}_B(\cdot) \) of smoothened \( z \) axes might not be realizable by any square speed profile, regardless of the range of thrusts the individual motors can exert; (ii) the algorithm has yet to account for the motor thrusts required to vary orientations of the quadrotor in the desired manner.

We begin by considering (i). Suppose \( \bar{z}_B(\cdot) \) is the trajectory of body \( z \) axes of the quadrotor. The equation for acceleration implies

\[
\bar{z}_B(s) \times \left( \frac{1}{2} \gamma'(s) h'(s) + \gamma'(s) h(s) - g \right) = 0
\]

which yields \( \bar{z}_B(s) \cdot (\gamma'(s) x(s) + \gamma'(s) h(s)) = \bar{z}_B(s) \cdot (g \times \gamma'(s)) \), as well as \( \bar{z}_B(s) \cdot (\gamma'(s) x(s) + \gamma'(s) h(s)) = 2 \bar{z}_B(s) \cdot (g \times \gamma'(s)) \) for all \( s \in [0, S_{end}] \). In particular, both the speed and acceleration of the quadrotor following a given path are fully determined by its body \( z \) axis. Thus, for every \( s \in [0, S_{end}] \), \( \bar{z}_B(s) \) must be parallel to a vector depending on \( \gamma(s), \gamma'(s) \) and \( \bar{z}_B(s) \). Since this constraint is not necessarily satisfied by \( \bar{z}_B(\cdot) \), the second round of the backward-forward algorithm includes a relaxation of the constraint in Equation 5, namely,

\[
\left\| \bar{z}_B(s) \times \left( \frac{1}{2} \gamma'(s) h'(s) + \gamma'(s) h(s) - g \right) \right\|_2 \leq \eta
\]

for some fixed (small) parameter \( \eta > 0 \).

(ii) stems from the fact that the first round of the backward-forward algorithm models the dynamics of the quadrotor as a point mass. However, the orientation of the quadrotor is important as it can only exert thrust along its body \( z \) axis.

We address the latter by assuming that the zeroth, first, and second derivatives of actual orientations are well approximated by quantities \( R(s), R'(s), \) and \( R''(s) \) computed by the smoothing procedure. We extend a derivation from

Algorithm 2: Propagation Procedure

Data: \( \text{stage}, \text{type}, \psi, \gamma', \gamma''((v_j(s_i))_{j=1}^n, (\chi_j(s_i))_{j=1}^n, n_i, \beta_i, \gamma(s_i), l_i, h_i, l_i+1, h_i+1 \)
Result: \( (l^*, h^*) \)

if \( \text{type} = \text{backward} \)
  \( t = [1 \ 0]^T \)
else
  \( t = [0 \ 1]^T \)
end

if \( \text{stage} = 1 \)
  \[
  \begin{bmatrix}
    I^* \\
    h^*
  \end{bmatrix} = \begin{bmatrix}
    \min & \max
  \end{bmatrix} \begin{bmatrix}
    [h \ h_i] t^T
  \end{bmatrix}
  \]
  \( s.t., c = \frac{1}{2} \gamma' h^2 + (\gamma'' - g) \)
  \( c \cdot (v_j(s_i) \times \psi(s_i)) \geq (\gamma_j(s_i)) ||\psi(s_i) \times c||_2 \forall j \in M \)
  \( c \cdot n \geq \cos \beta_i \ ||c||_2 \)
  \( ||c||_2 \leq c_{max} \)
  \( l_i+1 \leq h \leq h_{i+1}, \ l_i \leq h \leq h_{i} \)
else
  \[
  \begin{bmatrix}
    I^* \\
    h^*
  \end{bmatrix} = \begin{bmatrix}
    \min & \max
  \end{bmatrix} \begin{bmatrix}
    [h \ h_i] t^T
  \end{bmatrix}
  \]
  \( s.t., c = \frac{1}{2} \gamma' h^2 + (\gamma'' - g) \)
  \( c \cdot (v_j(s_i) \times \psi(s_i)) \geq (\gamma_j(s_i)) ||\psi(s_i) \times c||_2 \forall j \in M \)
  \( c \cdot n \geq \cos \beta_i \ ||c||_2 \)
  \( l_i+1 \leq h \leq h_{i+1}, \ l_i \leq h \leq h_{i} \)
end

return \( (l^*, h^*) \)
[21], which allow us to formulate bounds on thrust of individual motors as convex constraints on \( h \) and \( h' \). Defining \( \Gamma : [0, S_{end}] \rightarrow \mathbb{R}^3 \) via \( [\Gamma(s)]_x = R(s)^T R'(s) \) for all \( s \in [0, S_{end}] \), the equation for angular velocity yields
\[
R = R(s) [\omega]_x \\
\dot{R} = R'(s) \sqrt{h(s)}
\]
\Rightarrow [\omega]_x = R(s)^T R'(s) \sqrt{h(s)}
\Rightarrow \omega(s) = \Gamma(s) \sqrt{h(s)}
\Rightarrow \dot{\omega}(s) = \frac{1}{2} \Gamma''(s) h'(s) + \Gamma'(s) h(s),
\]
implying the total torque
\[
\tau(s) = J^{-1}((\omega \times J \omega + J \dot{\omega})
\]
\[
= (J^{-1} \Gamma(s) \times J \Gamma(s) + \Gamma'(s)) h(s) + \left(\frac{1}{2} J^{-1} \Gamma''(s)\right) h'(s)
\]
is a linear function of \( h \) and \( h' \). Finally, we recover the thrust
\[
c = (R(s)e_3) \cdot \left(\frac{1}{2} \gamma'(s) h'(s) + \gamma''(s) h(s) - g\right),
\]
an affine function of \( h \) and \( h' \). Putting this together, we get that the constraint that the motor thrusts lie in the range \([c_{min}, c_{max}]\) translates into the constraint \( c_{min} \leq F^{-1}[c] \leq c_{max} \), which is convex in \( h \), meaning the last stage of the approach can be dealt with effectively by stage two of Algorithms 1 and 2.

IV. CONVEXITY

In this Section, we will show that attitude requirements arising from collision avoidance constraints and perception objectives translate into convex constraints on the square speed profile. We will assume the setup of a forward facing camera with an axially symmetric conical field of view as described in Section II-C. Throughout this section we will use the relation for total thrust
\[
c(s) = \frac{1}{2} \gamma'(s) h'(s) + \gamma''(s) h(s) - g
\]
Note 1 Due to the closure of convex sets under arbitrary intersections, the following claim implies that the requirement that an arbitrary region of space belongs to the field of view of the camera on board the quadrotor at an arbitrary subset of points along the path, induces a convex constraint on the feasible square speed profile. This is particularly useful in scenarios where we require a set of different landmarks to be kept within field of view at all times.

Claim 1 Consider any fixed \( s \in [0, S_{end}] \), unit heading vector \( \psi \) lying in the world \( x - y \) plane, and stationary landmark with coordinates \( l^W \). The requirement that the landmark lies within field of view of the camera on board the quadrotor with position \( \gamma(s) \) and heading vector \( \psi \) induces a convex constraint on the square speed profile \( h \).

Proof: The assumption that the optical center of the on-board camera lies along the body \( x \) axis of the quadrotor implies \( p^c_W = \gamma(s) + d \mathbf{v}_B \) for a fixed \( d > 0 \). The requirement that \( l^W \) lies within field of view amounts to
\[
\alpha \geq \angle(l^W - p^c_W, \mathbf{x}_B) = \angle(l^W - \gamma(s) - d \mathbf{v}_B, \mathbf{x}_B)
\]
\[
(1) \equiv (l^W - \gamma(s) - d \mathbf{v}_B)^T \mathbf{x}_B \geq \cos \alpha \|l^W - \gamma(s) - d \mathbf{v}_B\|_2 \|\mathbf{x}_B\|_2
\]
\[
\frac{1}{d} (l^W - \gamma(s) - d \mathbf{v}_B)^T (d \mathbf{v}_B) \geq \cos \alpha \|l^W - \gamma(s) - d \mathbf{v}_B\|_2
\]
\[
\|l^W - \gamma(s)\|_2^2 - \|l^W - \gamma(s) - d \mathbf{v}_B\|_2^2 \geq 2d \cos \alpha \|l^W - \gamma(s) - d \mathbf{v}_B\|_2
\]
\[
\|l^W - \gamma(s)\|_2^2 - d^2 \sin^2 \alpha \geq (d^2 \sin^2 \alpha + d \cos \alpha)^2
\]
\[
\left\|l^W - \gamma(s) - d \mathbf{v}_B\right\|_2 \geq d \sin^2 \alpha + \cos \alpha \sqrt{\|l^W - \gamma(s)\|_2^2 - d^2 \sin^2 \alpha}
\]
\[
c(s)^T \left((l^W - \gamma(s)) \times \psi^T(s)\right) \geq \chi(s) \|l^W - \gamma(s)\|_2 \|\psi(s)\|_2,
\]
where \( \chi(s) := d \sin^2 \alpha + \cos \alpha \sqrt{\|l^W - \gamma(s)\|_2^2 - d^2 \sin^2 \alpha} \). Since \( c \) is an affine function of \( h \), the latter inequality induces a convex constraint on \( c \), and thus on \( h \).

Remark 1 Note that by redefining the heading, convexity continues to hold for an arbitrary on-board camera whose optical axis lies in the conic span of the body \( x \) and \( y \) axes of the quadrotor. Additionally, the convexity is preserved with a camera aligned with the body \( z \) axis of the quadrotor. This can be shown by a simple adaptation of the following claim.

Claim 2 Consider any fixed \( s \in [0, S_{end}] \), unit vector \( n \in \mathbb{R}^3 \), and angle \( \beta \in (0, \frac{\pi}{2}) \). The requirement that the angle between \( n \) and the body \( z \) axis of the quadrotor, located at \( \gamma(s) \), is no larger than \( \beta \) induces a convex constraint on the square speed profile \( h \).

Proof: The constraint translates into
\[
\beta \geq \angle(n, \mathbf{z}_B) \iff n^T \mathbf{z}_B \geq \cos \beta \|n\|_2 \|\mathbf{z}_B\|_2
\]
\[
\iff n^T c(s) \geq \cos \beta \|c(s)\|_2,
\]
which, as in the proof of Claim 1, induces a convex constraint on \( c \), and thus on \( h \).

V. EXPERIMENTS

We first present two experiments in simulation. The first experiment verifies that trajectories generated using our approach satisfy the field of view constraint. This can be seen in
Fig. 2: Experiments in simulation to validate the proposed approach.

(a) A sample trajectory generated by this method. The red arrows show the attitude of the camera and the sphere represents the target to keep in view.

(b) Trajectories generated using this approach. The sphere represents the target that is required to be kept in field of view.

(c) A comparison of the squared speed profile generated by a minimum snap optimization to our proposed method.

Fig. 3: Experiments on a real quadrotor to validate the proposed approach.

(a) A comparison of the square speed profile obtained from flight data to the profile computed by the proposed algorithm.

(b) Spiral trajectory (clockwise) followed by the quadrotor is shown. The blue sphere represents the desired target to be kept in field of view.

(c) Slalom trajectory followed by the quadrotor. The blue sphere represent the desired targets to keep in view.

VI. CONCLUSION

This paper considered the time optimal path parametrization problem for quadrotors with field of view constraints. We proposed an algorithm based on the insight that field of view requirements translate into convex constraints on the square speed profile. Future work will additionally involve optimization over headings, as well as consideration of alternate methods of recovering a smooth estimate of the trajectory of optimal orientations from the output of stage one of our approach.
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