Quantify the Non-Markovian Process with Intervening Projections in a Superconducting Processor
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A Markov assumption considers a physical system memoryless to simplify its dynamics. Whereas memory effect or the non-Markovian phenomenon is more general in nature. In the quantum regime, it is challenging to define or quantify the non-Markovianity because the measurement of a quantum system often interferes with it. We simulate the open quantum dynamics in a superconducting processor, then characterize and quantify the non-Markovian process. With the complete set of intervening projections and the final measurement of the qubit, a restricted process tensor can be determined to account for the qubit-environment interaction. We apply the process tensor to predict the quantum state with memory effect, yielding an average fidelity of 99.86% ± 1.1%. We further derive the Choi state of the rest process conditioned on history operations and quantify the non-Markovianity with a clear operational interpretation.

I. INTRODUCTION

Schrödinger equation can formulate the evolution of a quantum system whose state is isolated. A realistic quantum system is unavoidably coupled to environment, which typically contains many degrees of freedom and hard to characterize and control. The dynamics of this open quantum system sometimes can be simplified with a Markov assumption, such as in the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) master equation. It assumes that the environment is stationary and the system-environment interaction is weak and uncorrelated. Mathematically, a Markov evolution generated by the GKSL master equation is composed of a series of completely positive trace-preserving (CPTP) maps, which form a semi-group.

If the evolution of a quantum system depends not only on its instantaneous state but also on history, it is considered non-Markovian or has memory effects. The information of the process history can be stored somewhere and retrieved later to affect the system. The non-Markovian behavior in the quantum regime is challenging to define and quantify, mostly because that general measurements of a quantum system will unavoidably interfere with it. With the advance of quantum device and control apparatus, the revealing of the non-Markovian effects have been constantly reported. Previous studies of non-Markovianity mainly characterize the open dynamics with the final tomographic measurement, i.e. the observer only waits at the end of the stochastic process to measure the mixed quantum state, and the non-Markovianity is revealed by examining the state changes over a series of time steps. In general, there are two kinds of approaches to characterizing the non-Markovianity. One is to detect the information flow between the system and its environment. The other is to check the divisibility of the dynamical map.

Although previous experiments have shown evidence of the quantum non-Markovian process, there is no consensus on the quantification of memory effect. The observations also lack a clear causal structure. Here in this work, we apply an alternative method to characterize and quantify the non-Markovian process with intervening projective measurements or positive operator-valued measurements (POVMs). The projections are not only the final measurement but also active interrogations on each intermediate step of the process. This method is feasible because that projective measurements can be integrated as local operators in the tomographic process tensor framework. Experimentally, we design a three-time-step open quantum process in a superconducting processor, where standard two-qubit gates are selected to simulate the system-environment interaction. We implement arbitrary POVMs by using the field-programmable-gate-array (FPGA)-based fast measurement and control hardware and customized quantum instruction set architecture (ISA). The restricted process tensor is determined using a complete set of POVMs. The intervening projective measurements reveal the information of the instantaneous state, and at the same time refresh the system deterministically, from which we can compare the causal relation on different time steps.

Note that a process tensor has been experimentally determined with unitary gates on IBM’s cloud-based quantum processors. Their work traces the information flow between different stages of the process, and provides the lower bounding of the memory effect. Here since projective measurements destroy the system-environment
entanglement and steer the system into a definite pure state that is independent of its previous trajectories, we can check if there is a conditional dependence of the future dynamics on the past control operations. Consequently, we can directly determine whether a process is Markovian or non-Markovian in a finite number of experiments. With projective measurements providing complete information of the system during the process, we finally quantify the non-Markovian process in a smaller subset of time steps conditioned on earlier operations. Based on our experiment, we illustrate the operational interpretation of the non-Markovianity.

II. OPEN QUANTUM DYNAMICS DESCRIBED BY THE TENSOR NETWORK

![Tensor diagrams of the three-time-step process, including initial states of the system S (green triangle) and the environment E (orange triangle), intervening local operators (blue box) and SE interactions (red rectangle).](image)

We here use the mathematical tool of tensor network to describe the quantum process. In a simplified situation [Fig. 1(a)], a complex vector describes the pure state of a qubit system $S$. It can be equivalently denoted by a tensor $(v_0)_i$ with one index $i=0$ or 1, encoding the ground or excited state. At each time step $n$, the system evolution can be represented by a tensor $(u_{n-1})_j$, while an observer intervenes in the trajectory with a local operator $(a_{n-1})_j$. The dynamics of $S$ can be simulated by summing over the corresponding tensor indexes, called a ‘tensorn contraction’.

For an open quantum system, we design a process where a single qubit $S$ interacts with its environment [Fig. 1(b)]. The state of $S$ under stochastic quantum evolution is now represented by a density matrix $\rho_{n,0}$. In our superconducting processor, we choose a neighboring ancilla qubit $E$ to simulate the environment of $S$. Initially, $S$ and $E$ are prepared to a tensor product of the ground states, $\rho_{n,0}^{SE} = \rho_{n,0}^S \otimes \rho_{n,0}^E = |0\rangle \langle 0|$. The intervened local operator on $S$ is represented by a tensor $A_{n,0}^{S_{n,0}}$, and the SE interaction is represented by a tensor $U_{n,0}^{SE_{n,0}}$. This $n$-step quantum process can be simulated by contracting $\rho_{n,0}^{SE}$ with sequential $A$s and $U$s, as following,

\[
\rho_n(A_{n-1,0}) = \text{Tr}_E[\rho_{n-1,0}^{A_{n-1}} \cdot \cdot \cdot U_{1,0} \cdot \cdot \cdot U_{n-1,0} A_{0}(\rho_{0}^{SE})]
\]

After tracing out the environment indexes at the final step [Eq. (1)], we derive the output state of $S$. Consequently, there is a map from the sequence of local operators $\{A_0, \cdots, A_{n-1}\}$ $(A_{n-1,0}$ for short) to the output state $\rho_n$. This map is coined a ‘quantum comb’ in the quantum circuit architecture, or a ‘process tensor’ in open quantum dynamics.

The process tensor encodes the hidden environmental information in the dashed frame of Fig. 1(b). In Eq. (2), $\mathcal{T}^{n,0}$ is a multilinear map on $A_{n-1,0}$, i.e. its linearity holds independently to the operator $A$ at each step. Then $\mathcal{T}^{n,0}$ can be experimentally determined by the quantum tomography technique. At step $n$, the local operator can be uniquely decomposed by a fixed set of linearly independent basis operators $\{B_i\}$, $A_{n-1} = \sum_i (\beta_{n-1})_i B_i$. The sequence of local operations can be further expanded in terms of their tensor products,

\[
A_{n-1,0} = \sum_i \beta_i (B_{m})_i
\]

where real numbers $\beta_i$ and $I := \{i_0, i_1, \cdots, i_{n-1}\}$ denotes the combination of operators.

A process tensor has been recently determined using a set of unitary control gates. The tensor can be applied to characterize a non-Markovian process. In this work, we probe the system with intervening projective measurements or POVM operators. Experimentally, our FPGA-based hardware and customized quantum ISA enable us to apply an arbitrary POVM operator on any time step of the process. These POVMs effectively de-
stroys the entanglement between the system and the environment, and steer the system to a definite pure state independent of its previous trajectories \(^9\). With a complete set of POVM operators \(\{P\}\), a ‘restricted’ process tensor \(T_P\) can be determined \(^{34}\). We then derive the process tensor in a subset of steps, which is ‘contained’ in a larger one (the containment property) \(^{25}\). With the smaller process tensor, we quantify the system’s non-Markovianity by calculating the von Neumann mutual information \(^{35}\) of its Choi state \(^{36, 37}\), and give a clear operational interpretation in the context of our experiment.

### III. RESULTS

In our experiment, the superconducting quantum processor is a chip composed of six cross-shaped Transmon qubits \(^{38}\). The device was mounted in a dilution refrigerator whose base temperature is around 10 mK. We choose two neighboring qubits as the system \(S\) and the environment \(E\). They are set at \(\omega_S = 6.21\) GHz and \(\omega_E = 5.70\) GHz. The other device parameters are the same as that in Ref. \(^{39}\). We specifically design two distinct processes consisting of standard gates in the quantum processor. One has the SE interaction brought by a CNOT gate after the first operator and CZ gate the second. We swap these two gates for the other process, where CZ is activated first and CNOT the second.

1. Implementation of POVMs

The sub-normalized state of the quantum system after a POVM operator \(P\) is given by \(\rho \rho^\dagger\), where \(P = |p\rangle\langle p|\) also denotes the state to which we project. The probability of this projection is \(\text{Tr}[\rho P]\). An important consequence of the POVM operator on an open quantum system is the destruction of its entanglement with the environment, as \((\rho_S \otimes I_E)\rho^{SE} = \rho_S \otimes I_E \text{Tr}_S[(\rho_S \otimes I_E)\rho^{SE}]\), where \(I_E\) is the identity operator on the environment state.

The qubit is usually read out in a superconducting processor by projecting it to the ground state \((|0\rangle\langle 0|)\) or excited state \((|1\rangle\langle 1|)\). Whereas in general cases, \(P\) shall project the qubit to any state on the Bloch sphere, which is parameterized as \(|p| = \cos \frac{\theta}{2}|0\rangle + e^{i\phi}\sin \frac{\theta}{2}|1\rangle\). Any \(P(\theta, \phi)\) can be realized by following the unitary transformation,

\[\rho P \rho^\dagger = (RP_z + R^\dagger)\rho (RP_z + R^\dagger)^\dagger\]

where \(R(\theta, \phi)\) is a \(\theta\)-angle rotation around the vector \(\vec{n}\) in the \(xy\)-plane. The azimuth of \(\vec{n}\) is \(\phi + \pi/2\). As an example, the experimental sequence to implement a POVM operator \(P_{y^-}\) is drawn in the dashed frame in Fig. 2(a).

We first rotate the qubit by \(+\pi/2\) around the \(x\)-axis. Then we apply a fast dispersive measurement \(^{40}\) to project it to either the ground state \(P_{z+}\) (the upper ball) or excited state \(P_{z-}\) (the lower ball with lighter color). Finally, we rotate the qubit back to the target state \(|p|\) (ball on the rightmost Bloch sphere along the \(-y\)-axis). Note that in Eq. 4 the probability of \(P\) is calculated by post-selecting \(^{41}\) the ground-state \((P_{z+})\). Similarly, we can implement other POVMs to project the qubit onto any axis. \(P_{x+}\) denotes the projection on the positive \(x\)-axis; \(P_{y+}\) or \(P_{y^-}\) denotes the projection on the internal \((\theta = -\pi/4, \phi = 0)\) or exterior \((\theta = \pi/4, \phi = 0)\) angle bisector of \(y+\) and \(+z\) axis; \(P_{y^-}\) is the projection on the reversed direction of \(P_{y+},\) and so on.

2. Traditional Picture of the Quantum Map

The CPTP map of each step of the process can be equivalently expressed in terms of the Kraus decomposition \(^{1, 35, 42}\),

\[\Lambda(\rho) = \sum m_p E_m^\dagger \chi_{mn}\]

where the set of matrices \(\{E\}\) are called the Kraus operators of \(\Lambda\). To benchmark the quantum gates, QPT protocol are normally used to determine the matrix \(\chi_{mn}\) \(^{1, 43}\). Here we choose Pauli operators \(I, \sigma_x, \sigma_y, \sigma_z\) as the Kraus operators. The gate fidelity is calculated by \(\text{Tr}[(\chi_{\text{ideal}})^\dagger]\), where \(\chi_{\text{ideal}}\) represents an ideal matrix.

We apply the QPT protocol to characterize the POVMs mentioned in Sec. III.1. In our experiment, we prepare six qubit states by rotations on the ground state \(|0\rangle\). After the process [dashed frame of Fig. 2(a)], the output states are determined using quantum state tomography (QST) \(^{1, 44}\). Through out the paper, we use six symmetric POVMs \(\{P(xz, yz, zz)\}\) to determine the quantum state, though four informationally complete (IC) POVMs are sufficient \(^{45}\). Knowing the input-output relation on a complete set of basis, it is sufficient to determine \(\chi\). We can see four bars standing symmetrically on both side of the diagonal of the matrix [left panel of Fig. 2(b)], representing coefficients of \(1/4, -1/4, -1/4, 1/4\) for Kraus operators \([I, I, \sigma_y, \sigma_y, I, \sigma_y, \sigma_y]\). Not surprisingly, the quantum map we determine coincides with \(P_{y^-}\).

\[\Lambda_{P_{y^-}}[\rho] \approx \frac{1}{4} (I \rho I - \sigma_y \rho I - I \rho \sigma_y + \sigma_y \rho \sigma_y)\]

\[= \frac{I - \sigma_y - \sigma_y - \frac{1}{2}}{2} = P_{y^-} \rho P_{y^-}.\]

Note that while the projective measurement is performed along a deterministic axis, the two complementary POVM elements it contains is probabilistic and may not necessarily be trace preserving (TP).

We also characterize other POVMs, which will be used in Sec. III.3 as a full basis of operators to determine the process tensor. After normalization, the fidelity of \(P_{y^-}\) is
are 96.3% ± 0.29% and 93.1% ± 0.53%, respectively. We next characterize the quantum map of $S$ when it interacts with the ancilla $E$, termed the ‘reduced’ quantum map of $S$. For CZ gate, the ‘reduced’ map of $S$ depends on the state of $E$, which can be written as,

$$A_{Tr[E|CZ]}(\rho^S) = Tr[E|CZ] U_2 \rho^S U_2^\dagger.$$ (6)

Figure [24](d) displays the $\chi$-matrices of three ‘reduced’ CZ gates with $E$ in the ground state ($|0\rangle$), the excited state ($|1\rangle$), and the superposition state ($(|0\rangle - |1\rangle)/\sqrt{2}$). The equivalent quantum maps are an identity ($I$), a 180° rotation around the $z$-axis ($Z$), and a complete phase erasing (mixture of $I$ and $Z$ with equal probability), respectively.

3. Tomography of the Restricted Process Tensor

Following we choose a complete set of basis POVM operators [34].

$$\mathcal{F} = \mathcal{P}\{x+, x-, y+, y-, z+, z-, xy+, xz+, yz+, yz-\}.$$ (7)

By performing the combinations $\{B_{10}\} = \bigotimes^2 \{P\}$ at the first two steps of the process and measuring the outcome states of $S$ using QST, the restricted process tensor can be determined as the following algorithm,

**Algorithm** Process Tomography of $T^0_F$

1: $\text{Stats} = 3000$ $\triangleright$ Repetitions of the sequence
2: $U_{2\times 0} = \text{CNOT-CZ or CZ-CNOT}$ $\triangleright$ SE interactions
3: $\{B_{10}\} = \bigotimes^2 \{P_{x+}, P_{x-}, P_{y+}, \ldots, P_{yz+}\}_{9 \times 9}$ $\triangleright$ three-step Basis
4: for $B_{10}$, $B_{i1}$ in $\{B_{10}\}$ do
5: for $R_{m}$ in $\{I, X/2, Y/2, -X/2, -Y/2, X\}$ do $\triangleright$ QST
6: for $i$ in range(Stats) do
7: Apply $B_{i0}$ to $S$
8: Apply $U_0$ to $SE$ $\triangleright$ 1st SE interaction
9: Apply $B_{i1}$ to $S$
10: Apply $U_1$ to $SE$ $\triangleright$ 2nd SE interaction
11: Apply $R_{m}$ to $S$
12: Record the system state of this sequence $S_{i,m,i}$
end for
13: Compute the state probability $P_{r_{m,i}}$ from $S_{i,m,i}$
14: end for
15: Compute the QST result $(\rho_i)_{2\times 2}$ from $P_{r_{m,i}}$
16: end for
17: Find the solution $(T^0_F)_{256\times 4}$ as a linear map from $(B_{i})_{9 \times 9 \times 2}$ to $(\rho_i)_{2\times 2}$

Note we fit the restricted process tensor using the least-square method provided by scientific computing packages [48], and then obtain the best approximation $T_F$ with positive semi-definite constraint and convex optimization (see Sec. [III]).

Once a process tensor $T^0_F$ is determined, we can predict its output state when arbitrary projections $A_{1:0}$ are inserted in the process. The fidelity of predicted state is defined as [47],

$$F(\rho, \sigma) = (\text{Tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}})^2.$$ (8)
where ρ is the density matrix of S measured in experiment, and σ is the predicted one. We use an over complete set of AA, consisting of POVMs in \(\mathcal{P}\{x+, x-, y+, z+, \ldots\}\), to benchmark the process tensor prediction. For comparison, we also use the following traditional quantum map method to predict the quantum process [Fig. 1(c)].

**Method Quantum Map of the Markovian System**

1. Assume that S is initially at the ground state.
2. Calculate the state of S after the CP map of \(A_0\) using the \(\chi\)-matrix determined previously [Fig. 2(b)].
3. Calculate the state of S after \(U_{0,n-1}\) using the \(\chi\)-matrix of the reduced quantum map determined previously.
4. Repeat previous two steps for \(A_1\) and \(U_{2,1}\), to obtain the final output state.

Note that in step 3 we choose the reduced map of \(U_{0,n-1}\) conditioned on E being in |0⟩. For example, the \(\chi\)-matrix on the left panel of Fig. 2(d). We assume that E remains in |0⟩ throughout the process, which is the Markov assumption widely used to deal with the open quantum dynamics but does not always hold.

In the CNOT-CZ process where CNOT gate is activated at the first step and CZ at the second step, the output states predicted by the process tensor yields extremely high fidelity and stability, averaged to 99.86% ± 1.1%/e over 20 repetitions. While the traditional quantum map method with the Markov assumption can not accurately predict the output of the process, whose average fidelity is only 80.25% ± 13.2%. A second CZ-CNOT process is also characterized for reference. Both methods can well predict the process, whose average fidelities are 99.87% ± 1.0%/e (process tensor) and 99.76% ± 1.5%/e (quantum map of the Markovian system).

To study how the previous trajectory of the system affects the subsequent dynamics, partial results of the CNOT-CZ process are presented in Fig. 3. The fidelity of predicted states are grouped by different choices of \(A_0\): \(\mathcal{P}_{x+}[\text{Fig. 3(a)}], \mathcal{P}_{y+}[\text{Fig. 3(b)}], \mathcal{P}_{y-}[\text{Fig. 3(c)}]\). We can distinguish the non-Markovian trajectories by checking the discrepancies of the fidelity. For example, if we fix the second-step projection to \(\mathcal{P}_{x+}\), the Markov predictions (quantum map method) are unchanged because the reduced CZ gate is actually an identity map on S [left panel of Fig. 2(d)]. However, the distances between the unchanged state (σ=\(\mathcal{P}_{x+}\)) and the three experimental measured ρ are different, indicating the change of the final state. Clearly, the second-step trajectory of S depends on the the first-step operation \(A_0\), a distinguishing feature of non-Markovianity. In other words, the system dynamics is affected by the history of operations on it. For the CZ-CNOT process, however, we can not find any evident changes of the second-step quantum trajectory conditioned on different \(A_0\). This means that the CZ-CNOT process is almost Markovian. Note that the visibility of non-Markovianity in experiment (solid-red bar) is lower than the ideal one (black reference line). This is because that both S and E in our processor dissipate to a larger lossy environment. For qubit S, the measured state and the predicted state shrink to the north pole of the Bloch sphere, leading to a closer distance in between. For qubit E, it relaxes to the ground state during the process, losing some memory.

4. **Quantify the Non-Markovianity**

We further quantify the non-Markovianity of the process. With recorded results of a complete set of POVMs on each step (Sec. 3), we can vary the first-step POVM operator \(\mathcal{P}(\theta_0)\) and derive the rest process tensor, parameterized as \(T_{\mathcal{P}}^{-1}(\theta)\). The azimuth angle \(\phi\) is set to zero, i.e. all states of S after the first projections are in the \(\mathcal{P}\) plane.

The non-Markovian evolution of a system are held in
the process tensor $\mathcal{T}_P$, which can be conveniently rewritten as a many-body generalized Choi state $\Psi$ using the ‘Choi-Jamiołkowski’ representation \[37\]. Here we choose to gauge the non-Markovianity by the von Neumann mutual information \[35\] in $\Psi$, which can also be viewed as the distance between $\Psi$ and its uncorrelated state $\Psi_\otimes$. The distance is calculated by the von Neumann relative entropy,

$$D(\Psi) = \text{tr} [\Psi(\ln \Psi - \ln \Psi_\otimes)].$$

In our experiment, the Choi state of the last-step process is denoted by $(\Psi^{2:1})_{4^2 \times 4^2}$ with subscripts for its dimensions. The uncorrelated state $\Psi^{2:1}_\otimes$ represents the last-two-step process with a Markov assumption [Fig. 2(c)]. We calculate it as the tensor product of the average initial state of $S$ and the Choi state of the reduced quantum map (conditioned on the average state of $E$),

$$(\Psi^{2:1})_{4^2 \times 4^2} = (\Lambda^{2:1})_{4^4} \otimes (\rho_1)_{2^2}.$$ 

Care should be taken when deriving the restricted process tensor $\mathcal{T}^{2:1}_N$, because it is under-determined using only POVMs. The solutions may not always be positive semi-definite (PSD). In contrast, on the set of complete basis, both projective measurement and unitary control, the full process tensor is well-determined and PSD [22]. Here we use an optimization method to minimize the non-Markovianity of $\Psi^{2:1}$ in the space spanned by POVMs with the PSD constraint. The procedure to derive $\mathcal{N}^{2:1}$ is illustrated in the left panel of Fig. 4(a). The restricted process tensor determined by projective measurements is defined in a linear space spanned by the POVM operators (PM, dashed-blue line). It contains a smaller space of process tensors whose Choi states are PSD (solid-orange area). In the optimization method, we first find an initial solution $\Psi^{2:1}_0$ (black dot) using the least-square fitting, and then progressively optimize the Choi state $\Psi^{2:1}$ by minimizing the distance $[\text{Eq. 9}]$ to its uncorrelated state (cross circle $\otimes$) [Eq. 10]. We take the minimal distance as the measure of non-Markovianity $\mathcal{N}^{2:1}$,

$$\mathcal{N}^{2:1} = \min_{\Psi^{2:1} \in \text{PSD}} D(\Psi^{2:1} || \Psi^{2:1}_\otimes).$$

The result of Eq. 11 converges to the point (black cross) that has the minimal distance to $\Psi^{2:1}_\otimes$.

The right panel of Fig. 4(b) shows the results of $\mathcal{N}^{2:1}$ versus different choices of the first-step operator $\mathcal{P}(\theta, 0)$. For the CNOT-CZ process, it yields the maximum non-Markovianity when $\theta = 2\pi / 3$ (red dashed line). On the contrary, the CZ-CNOT process does not produce significant non-Markovianity (blue dashed line) whatever $\mathcal{A}_0$ we choose. As we conclude in Sec. III 3 this lowered visibility is due to the dissipation of both $S$ and $E$ to a larger environment. We numerically calculate $\mathcal{T}^{2:0}_P$ using the non-ideal CNOT and CZ gates that we have experimentally characterized, and then derive the $\mathcal{N}^{2:1}$ s versus $\theta$ (red dotted line), from which the trend can be partially verified. The even lower value of $\mathcal{N}^{2:1}$ is most likely caused by other noises, such as the phase noise of a ‘mediocre’ clock when qubit sequence gets longer \[38\], and the photon number fluctuations noise during the projective measurement \[49, 50\].

Both processes show a larger standard deviation when $\theta$ gets bigger. This is because that we have normalized the Choi state by dividing the probability of $\mathcal{A}_0$, which reduces to 0 as $\theta$ gets close to $\pi$. $\mathcal{N}^{2:1}$ of both pro-
cesses also get higher when $\theta$ approaches to $\pi$. This indicates that some memory sources are not included in the simple two-qubit model when $S$ is projected to a higher population of excited-state. Some possible candidates are the measurement induced state transitions and the crosstalk from neighboring qubit. Nevertheless, such temporal correlation effects will be absorbed in the process tensor, which can accurately predict the non-Markovian process (Sec. III 3).

To illustrate the operational meaning of $\mathcal{N}^{z;1}$, we analyze the cause of non-Markovianity in the CNOT-CZ process. At the beginning of the first process, $E$ is reset to $|0\rangle$. After one of the first projections $P_{z+}, P_{y+},$ or $P_{y-}$, the state of $S$ changes to either $|0\rangle$, $\cos \frac{\pi}{8}|0\rangle - i\sin \frac{\pi}{8}|1\rangle$, or $(|0\rangle - i|1\rangle)/\sqrt{2}$. Correspondingly, the state of $SE$ changes after the CNOT gate to either a product state $|00\rangle$, a partially entangled state $\cos \frac{\pi}{8}|00\rangle - i\sin \frac{\pi}{8}|11\rangle$, or a maximum entangled state $\frac{1}{\sqrt{2}}(|00\rangle - i|11\rangle)$. As has been studied in Refs. [11, 26, 54, 52], initial correlations between a system $S$ and its environment $E$ carries historical information and will affect its dynamics at a later time. At the beginning of the second step, the complete set of POVMs $A_{1}$ (after normalization) effectively spans the state all around the Bloch sphere, [left volume in Fig. 3(b)]. The process tensor and the quantum map method describe the following process differently. We present the volume describing the set of accessible states of $S$ after the CZ gate in fig. 3(b). We first check the quantum map method. When the $SE$ state is $|00\rangle$, the reduced CZ gate is effectively an identity gate, leaving the states unchanged (left volume). When the $SE$ state is partially entangled ($\cos \frac{\pi}{8}|00\rangle - i\sin \frac{\pi}{8}|11\rangle$), some of the phase information of $S$ is lost statistically after the quantum map and the volume of states shrinks toward the $z$-axis (middle lower volume). An extreme case is when $SE$ is initially in MES. Phase information of $S$ is completely erased through the map, and all output states goes to the $z$-axis (right lower volume). Quite differently, the process tensor ‘knows’ how $S$ and $E$ are correlated after $A_{1}$, which breaks the entanglement and projects $S$ to a predefined state. Thus the last-two-step process is more accurately described with tensor operators. The volume of accessible state predicted by the process tensor [right upper volumes in Fig. 3(b)] differs most with that of the quantum map when $SE$ is initially in MES. This, in turn, is consistent with the non-Markovianity obtained in Fig. 3(a). We will most unlikely to confuse the last-two step process to be Markovian, if we apply $P_{y-}$ at the first step and compare the output states with the Markov predictions. The theoretical value (red solid line) approaching $\ln 2$ means that the maximum probability of not finding the process non-Markovian would be $e^{-\mathcal{N}} = 0.5$ for every single ideal experiment.

For the quantification of non-Markovianity, the data analysis code is available in the repository of Github.

IV. CONCLUSION

In conclusion, we experimentally quantify the non-Markovianity of a quantum system by intervening projective measurements. The restricted process tensor is determined with a complete set of POVMs. Compared with the traditional quantum map method, the process tensor leads to remarkably high fidelities in predicting the output of an open quantum process with or without memory effect. The non-Markovianity of a subset of the process is quantified conditioned on the choices of the first-step projection. For the CNOT-CZ process, we unambiguously determine the existence of non-Markovianity and show that the memory effect is rooted in the spacial correlation between the system and its environment. Based on the experiment, we illustrate the operational meaning of the non-Markovianity: as the non-Markovianity goes high, there is an increased likelihood to find the Markov assumption wrong.

Although an ancilla qubit is used in our work to simulate the environment, the process tensor itself is an inclusive model to represent the non-Markovian noise stemmed from a wide range of microscopic mechanisms [10, 12, 54, 52]. The process tensor method can identify the non-Markovian noise when the experimenter actively intervenes with the quantum evolution by either measurement or control. It will be helpful to analyze and quantify the non-Markovian noise environment in larger quantum processor [60]. Our work also provides a baseline for applying POVMs during the qubits sequence. Integrated with the process tensor, the measurement based operator can be very useful in the real-time quantum error correction [61]. It is also interesting to explore quantum dynamics with varying time steps, for example, to study the coherent-to-incoherent transition of noise and the change of memory length. Since determining a larger tensor network demands exponentially more resources, we need useful tricks to compress the set of local operators needed. We can also wisely choose the placement of operations to more efficiently probe systems of interest.
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