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A B S T R A C T
Working memory and its components are among the most determinant factors in human cognition. However, in spite of their critical importance, many aspects of their evolution remain underinvestigated. The present study is devoted to reviewing the literature of memory studies from an evolutionary, comparative perspective, focusing particularly on short term memory capacity. The findings suggest the limited capacity to be the common attribute of different species of birds and mammals. Moreover, the results imply an increasing trend of capacity from our non-human ancestors to modern humans. The present evidence shows that non-human mammals and birds, regardless of their limitations, are capable of performing memory strategies, although there seem to be some differences between their ability and that of humans in terms of flexibility and efficiency. These findings have several implications relevant to the psychology of memory and cognition, and are likely to explain differences between higher cognitive abilities of humans and non-humans. The adaptive benefits of the limited capacity and the reasons for the growing trend found in the present study are broadly discussed.

1. Introduction

The terms ‘short term memory’ (STM) and ‘working memory’ (WM) are sometimes used similarly or interchangeably (see Aben et al., 2012; Norris, 2017). Many elaborate studies, however, have proposed different definitions for them and have provided empirical evidence on their differences (for empirical evidence, see Engle et al., 1999; Kail and Hall, 2001; McCabe et al., 2005; for neural evidence, see Lewis-Peacock et al., 2012). The present study follows the idea that STM refers to the slave components of the WM system, known as phonological loop and visuospatial sketchpad, which are assumed to be the temporary, passive storages of material (e.g., Sebastián and Hernández-Gil, 2012; Sebastián and Mediavilla, 2015). This issue has been stipulated by Brydges et al. (2018):

… STM could be considered a subcomponent of WM, consistent with Baddeley and Hitch’s (1974) model of WM where the slave systems (the phonological loop and the visuospatial sketchpad) are STM constructs, and the central executive is associated with the active manipulation and updating of information. (p. 118) (see also Kail and Hall, 2001; McCabe et al., 2005)

Moreover, it should be pointed out that STM has been traditionally studied by memory span tests. Memory span refers to the ability of an individual to reproduce immediately, after one presentation, a series of discrete stimuli in their original order (Blankenship, 1938; Dempster, 1981; Toyoshima et al., 2018). In the recent years, the term ‘memory span’ has also been used to refer to the capacity of WM or the focus of attention. However, in the current study, this term has mostly been employed to denote the capacity of STM.

Of major concern of the present study, however, is that STM is typically measured with traditional simple span tasks (e.g., forward digit span, word span, etc.), whereas WM is estimated with complex span tasks (e.g., reading span, operation span, etc.) (Bailey et al., 2011; Rowe et al., 2019). Numerous studies indicated a remarkable difference between the results of these two test groups. The mean STM score of adults is estimated to be about 6.56 (±2.39), while the mean WM score of adults is estimated to be about 4.88 (±2.58) (Gignac, 2015). WM capacity, however, has been estimated or suggested almost always much smaller than STM capacity. Cowan, in a series of studies (e.g., Cowan, 2001, 2010), suggested a capacity of 4 (±1) for WM. In addition, Gobet and Clarkson (2004), based on a series of experiments with chess players, discussed that Cowan’s proposal that WM holds four chunks may be an...
overestimate since the real capacity appears to be below three and even close to two chunks.

WM is a determinant factor in human cognition. Many of cognitive processes, if not all of them, are affected by WM’s characteristics and functions. This makes it necessary to understand the selection pressures that shaped the present features of WM and the evolutionary forces that are still affecting this system. As noted by Conway and Christiansen (2001), human cognition is merely one specific instance of animal cognition, evolved in the same place and from the same ancestors. Therefore, by exploring the capabilities and limitations of our closer evolutionary relatives, as well as their similarities and differences with us, we can come to understand the underlying nature of our cognitive system. Nevertheless, despite more than a century of research on memory span, only scant studies have reviewed the literature from an evolutionary perspective (e.g., Read, 2008).

The objective of this study is to provide a comprehensive picture of the available evidence as well as to highlight similarities and differences between human and non-human cognition, focusing particularly on the capacity of STM. Given this, there are unanswered questions, which this study aims to explore. What is the pattern of STM evolution and what does that pattern mean? What selective forces have generated characteristics and alterations of STM during the course of evolution? And what are the outcomes of these possible alterations? Needless to say, in order to answer these questions, in addition to capacity, other features and functions of WM, such as memory strategies, must be reviewed and discussed. To this end, I begin first with reviewing experimental studies concerning the capacity of STM.

2. Capacity

In the first place, it has to be mentioned that studies that used simple span tasks to estimate the capacity of the temporary, passive storage of material are of most relevance for this review. The pioneering study of Miller (1956), which suggested the magical number seven as the capacity of STM was according to the findings of simple span tasks. In addition, in the recent years there has been a growing interest in using simple span tasks in animal studies. But the findings of these studies have not received adequate attention or in some cases have been misinterpreted.

However, it is illuminating to briefly outline the results of the few available reviews, which studied the capacity of WM form a comparative view. In one of these studies, Read (2008) drew the conclusion that the capacity of WM in chimpanzees (perhaps as the highest or equal highest among primates) is only about two items. Contrary to this, Carruthers (2013) suggested that the WM limits of at least primate species fall within the human range. Both studies agree on a capacity of about three to four items for human WM.

2.1. Humans

Hermann Ebbinghaus (1850–1909) is known as one of the first researchers to study the capacity of STM. He examined the number of trials that it took him to memorize sequences of nonsense syllables (Ebbinghaus, 1885). In reporting his results, he commented that: “The question can be asked: What number of syllables can be correctly recited after only one reading? For me the number is usually seven” (p. 36). In the years after him, several studies of memory span with various methods, tasks, and materials have been done by others (for major reviews, see Blankenship, 1938; Dempster, 1981). Surprisingly, the average memory span of adults was almost always the same. In 1956, Miller, in his classical article, stipulated that: “Everybody knows that there is a finite span of immediate memory and that for a lot of different kinds of test materials this span is about seven items in length” (p. 11). The subsequent findings from other nations were also in accordance with these conclusions, suggesting that a memory span of about seven items is a universal characteristic of human beings. The more recent psychological literature also confirms these results (e.g., Chen et al., 2009; Gignac, 2015; Ostrosky-Solís and Lozano, 2006; Schwartz et al., 2019), Klingberg (2009), for instance, noted that:

… if we ask twenty students to remember a series of random digits, most of them will be able to repeat between six and eight of them. If we test their visuospatial memories, some will remember five positions and some eight; whatever the results, the average will often lie remarkably close to Miller’s limit of seven. (p. 56)

2.2. Non-humans

In the first place, it should be noticed that owing to the difficulties of studying cognitive functions in non-human animals, designed tasks in most of the cases are easier than classical memory span tests in humans. In order to design an experiment that carefully measures STM span, some points should be taken into consideration. In the classical literature of human memory, the duration of STM has been considered to be 30 s or less if the material is not rehearsed (Atkinson and Shiffrin, 1968; Hatano and Osawa, 1983). Moreover, memory span scores are sensitive to practice effects (Ericsson et al., 1980; Martin and Fernberger, 1929; Rowe, Hasher and Turcotte, 2008), size of items (Baddeley et al., 1975; Campoy, 2008; Chen et al., 2009; Tolman and Tehan, 2005), and types of tests (recollection vs. recognition; see Chubala et al., 2019). Indeed, memory span is about seven items when materials are as large as digits or letters, and the test is a recollection test. Contrary to these primary bases, most studies of non-humans include several hours of practice before the main test or, in some cases, have ignored the importance of time intervals (see also Carruthers, 2013). As the last point, it should be noted that because of the scarcity of experimental studies, the focus of this section is only on mammalian and avian species.

2.2.1. Chimpanzees and other non-human primates

Chimpanzees have been known as one of our nearest primate relatives and also as one of the smartest non-human animals. Therefore, it may be expected to find the largest memory span of non-humans in chimpanzees. A line of studies by Japanese researchers shows that the average performance of chimpanzees in a visuospatial memory span task is slightly lower than humans. In one study, a female adult chimpanzee could remember the correct sequence of five items (Kawai and Matsuzawa, 2000). In another study by Inoue and Matsuzawa (2009), the authors examined five chimpanzees, including three young and two adults. The two adults could remember four items. Also, two of the young chimpanzees (both female) managed to obtain the scores six and seven, and the last young subject (a male named Ayumu) could remember nine items. In order to estimate memory span in these studies, the Arabic numerals (1–9) were presented on the touch-screen monitor. Initially, subjects mastered the skill of touching numerals 1 to 9 in ascending order. Then, in the main task, numerals appeared in random locations of the screen and after touching the first numeral all other numerals were replaced by white squares. The subject had to remember which numeral appeared in which location, and then touch them based on the knowledge of numerical sequence (Inoue and Matsuzawa, 2009). These findings by Japanese researchers, particularly the results of the last young male (i.e., Ayumu), have prompted the notion that chimpanzees have a better or equal memory span than humans. But it has to be mentioned that chimpanzees received many training sessions during the experiment, which has the potential of increasing performance. Cook and Wilson showed that after adequate practice, human subjects (i.e., university students) substantially outperformed chimpanzees (Cook and Wilson, 2010). Furthermore, some researchers commented on these results that the first number was touched while it was visible on the screen, and so it did not need to be memorized (Read, 2008) (for additional critiques, see Carruthers, 2013).

The memory span of other non-human primates appears to be close to that of chimpanzees. Studies in baboons revealed a capacity of about four
to five items. Fagot and De Lillo (2011) studied two male baboons (*P. papio*) by using a similar task to that described above. Their results showed that one baboon had a span of four and the other of five items. The authors also tested human subjects (i.e., undergraduate students) to compare the performance of humans and baboons. As expected, human subjects showed a quantitatively longer memory span. They stipulated that even after extensive training, the immediate serial spatial span of baboons does not match that of humans tested in similar conditions. Another study of immediate serial recall by Botvinick et al. (2009) showed a similar memory span to that of baboons for rhesus monkeys (*Macaca mulatta*). Moreover, Buschman et al. (2011) reported data indicating a capacity between three and four objects for visual STM of rhesus macaques.

2.2.2. Non-primate mammals and birds

In comparison to primates, non-primate mammals and birds do not appear to have larger memory spans. Herman (2010) studied the memory span of bottlenose dolphins (*Tursiops truncatus*) for sounds. A female dolphin listened to a list of novel sounds, each of 2 s duration and separated by 0.5 s silent intervals. After finishing the list, the probe sound was presented. The dolphin had to determine whether the probe sound was a member of the list or not. According to this experiment, Herman suggested a memory span of about four to five items for dolphins. In the case of pigeons, Terrace (1993) has discussed that “The amount of time it takes a pigeon to learn a four-item list (3–4 months) suggests that four items may approach the limit of the pigeon's memory span” (p. 164). Moreover, Balakhonov and Rose (2017), according to a series of experiments, proposed that crows (*Corvus corone*) and monkeys (*Macaca mulatta* and *Macaca fascicularis*) show a remarkably similar capacity of about four items in visual STM. Also, researchers who studied memory span of rats by using object recognition tasks proposed a capacity of about four items for this species (Sugita et al., 2015; Toyoshima et al., 2018). It has to be said that in these studies with rats, the time length of different phases of the experiments is longer than the standard duration (e.g., 5 min for sample phase, 5 min for a delay period, etc.). However, due to the overall lack of evidence, these findings have been presented here to provide support for other data.

The obvious implication of these data is that the limited capacity is the common attribute of different species of birds and mammals (for a similar conclusion, see Wright and Elmore, 2016). Moreover, these data imply that STM of humans has the largest capacity among mammalian and avian species. This latter conclusion is in accordance with studies that examined different species with the same STM task. Fagot and De Lillo (2011), for instance, measured baboons and humans (i.e., undergraduate students) by the same memory span test. As expected, human subjects showed a quantitatively longer memory span. Besides, Wright (1989) indicated that in a serial probe recognition task with visual stimuli, humans outperform monkeys and monkeys outperform pigeons. He noted that pigeons did acquire the serial probe recognition task, but they required more training and shorter list lengths than monkeys. In another study, Wright and Elmore (2016) indicated that monkeys and pigeons were considerably less accurate than humans in a visual STM task with the same array sizes (2, 4, and 6 items). Taken together, these findings imply an increasing trend of capacity from our non-human ancestors to modern humans. This is in accordance with Coolidge and Wynn (2005) archeological argument, which proposed that an enhancement of capacities occurred in the relatively recent human past, most likely after the emergence of anatomically modern humans. Once we accept the idea of an increase in STM capacity, the question arises of what is the cause of this phenomenon. In later sections of this review, some possibilities are discussed.

3. Invariability

In addition to its limited capacity, memory span has other unique characteristics, one of which is invariability. Wechsler (1939) argued that approximately 90% of the adult population appear to recall somewhere between five and eight digits (for supporting evidence, see Grégoire & Van Der Linden, 1997; Karakaş et al., 2002; Manoochehri, 2020a). In accordance with the invariability hypothesis of Wechsler, surprisingly, there is almost no report of a true large memory span. It should be noted that there are, of course, some reports of extreme performances, such as a memory span of about 80 items obtained by Subject S.F., who managed to obtain this score after more than 230 h of practice in the laboratory (Ericsson et al., 1980; for a review of similar cases, see Parker et al., 2006). But neither of these cases can be considered as a true large memory span. As discussed by Parker et al. (2006), these high scores are because of using advanced strategies, rather than the true capacity of STM. Subject S.F., for instance, was only able to gain high scores in forward digit span test, but neither in letter span test nor when he was tested by uncodable sequences of digits (Ericsson et al., 1980).

In addition, generally speaking, it is more difficult to find a score higher than 8 than a score lower than 5 in normal groups of young adults (Grégoire and Van Der Linden, 1997; Karakaş et al., 2002). Consistent with the invariability hypothesis, the memory span scores do not show remarkable sex differences. Indeed, many previous studies failed to observe any difference (e.g., Grégoire and Van Der Linden, 1997; Monaco et al., 2013) or only observed small differences (e.g., Choi et al., 2014; Lynn and Irwing, 2008; Sebastián and Mediavilla, 2015).

Up to here, we discussed the invariability of memory span scores in human subjects. Interestingly, the results of the current review convey the idea that, on a larger scale, there is also invariability of performance across mammalian and avian species. This idea can be further supported by the findings of a meta-analysis review by Lind et al. (2015). They indicated that there is a remarkable similarity among different species in delayed matching-to-sample tasks. They expressed that even primates do not appear to stand out from other mammals (or other species in general) in either zero-delay performance or performance half-life. Given this discussion, the question arises, what is the reason behind the invariability of STM capacity?

4. Resistance to the Flynn effect

Memory span scores are also resistant to the Flynn effect. A substantial amount of empirical evidence suggests that some cognitive ability test scores have increased significantly since about 1930. This phenomenon is called the Flynn effect. The effects have been found to be more substantial on measures of fluid intelligence, such as Raven’s Progressive Matrices (Flynn, 2009; Gignac, 2015). As discussed by Gignac (2015), if the Flynn effect is occurring, it would appear to be a phenomenon that is completely independent of memory span. He stipulated that there were no meaningful changes in memory span scores (including both STM and WM span scores) from 1923 to 2008.

The important point is that while some factors were and are powerful enough to affect other cognitive ability test scores, memory span scores are not affected by them. Why is that so? One possibility is that the present size of STM is a vital characteristic for cognitive systems. Therefore, it resists against the Flynn effect or, as discussed in the previous section, it shows a small variability in humans and even in a variety of phylogenetically distant species. By the way, if we accept that the present size of STM is a vital feature of human and animal cognition, the next key question, naturally, is why? Until today, few articles have investigated this issue. The last section of this article is devoted to reviewing these studies.

5. Memory strategies

Humans use a variety of strategies (e.g., rehearsal, chunking, visualization, etc.) in daily life. This is particularly more apparent in the face of higher cognitive functions, such as language or complex problem solving. Most of the people have a good mastery over a range of strategies and use them to enhance cognitive performances. This is the case not only in
general, but also in unexpected and time-limited cognitive tasks. Because of the prominent role of strategies in WM functions, they have been discussed in memory studies, since the early works (e.g., Blankenship, 1938). Owing to the central and critical role of rehearsal and chunking in the WM system, the focus of this review is only on these two major strategies. Furthermore, much of the discussion is based on two primary questions: can non-humans perform a certain strategy? And what are the differences between human and non-human performance?

5.1. Rehearsal

We are not the only species who can use strategies. A growing body of animal studies provides evidence of performing memory strategies by non-humans. Rehearsal is a relatively simple and underlying strategy, which is likely to be found in different animal species. The future planning behavior is interpreted by some researchers, such as Carruthers, as the hallmark of this strategy in non-humans. This is because it seems impossible to perform a true future planning behavior without mentally rehearsing information (Carruthers, 2013). One instance of future planning, discussed by Carruthers, is the stone-collecting behavior of an alpha male chimpanzee (Osvath, 2009; Osvath and Karvonen, 2012). The animal collects and stores piles of stones early in the morning to throw at zoo visitors later in the day. As argued by Carruthers, at the times when he collected and concealed his stashes, he was in a calm state, in the absence of the stimuli (i.e., human visitors) that would provoke his rage later. A similar instance of future planning in chimpanzees is the case of using tools by wild chimpanzees of Congo to extract termite prey (Sanz et al., 2004). Carruthers (2013) explained that chimpanzees never arrived at the site of a subterranean termite nest without bringing a stick unless one had previously been left at the site. And this was true even though the nearest appropriate tree was tens of meters away in the forest, from which point the nest site could not be seen (for more evidence of future planning in primates, see Mulcahy and Call, 2006; Naqshbandi and Roberts, 2006; Osvath and Osvath, 2008). In the case of birds, Taylor et al. (2010) indicated that crows are able to settle a novel three-stage metatool problem, which demands complex cognition and future planning. Planning for the future has also been shown in western scrub-jays (Raby et al., 2007; for a review of future cognition in non-humans, see Roberts, 2012). These findings indicate that rehearsal does exist in non-human animals, and at least some species of primates and birds can use this strategy. Yet, despite the similarities, it could be said that no information processing system among animal species relies on rehearsing information as much as ours, because we spend a vast amount of time to review the past events or to plan for the future, and this is of key importance for our higher cognitive functions.

Elaborate studies of memory reveal that there are more than one type of rehearsal (Thalmann et al., 2019b). Besides, needless to say, our assessment of the ability of an animal to use rehearsal strategy depends on our definition of this mental process. For instance, the basis of this discussion and its conclusion up to this point was Carruthers’s definition, which considered rehearsal as the off-line rehearsals of action schemata that can be used to populate and sustain some of the contents of WM (i.e., elaborative rehearsal). In contrast to this, if we define rehearsal as a continuous refreshing process that sustains representations of WM (i.e., maintenance rehearsal) (Jonides et al., 2008; Thalmann et al., 2019b), it will be difficult to imagine a species among birds and mammals that does not use this strategy. It is because many activities of non-human animals seem to be impossible to accomplish without a mental process that sustains representations of WM. Foraging situations are perhaps among the best examples. For instance, while a prey species is approached or attacked by a predator and tries to avoid capture, there can be moments that the prey does not receive any kind of sensory input from the predator, and this does not cause the prey to stop evasive behaviors. Needless to say, a similar discussion can be held for predators. Indeed, empirical evidence suggests that a wide range of animal species are capable of maintenance rehearsal in such situations (e.g., Cross and Jackson, 2017).

Lastly, it is probably the unique characteristic of humans that they deliberately repeat information in order to memorize it, and by doing so they purposely take advantage of rehearsal strategy (Atkinson and Shiffrin, 1968; Shen, 2004; Thalmann et al., 2019b). From this last aspect, humans are able to use this strategy more consciously and more intentionally.

Taken together, in spite of the similarities, some of these data give the impression that non-humans are not as flexible and efficient as humans in performing rehearsal strategy. As a further case in point, Wright (1989) indicated that at least some of the primates have some difficulties taking advantage of rehearsal in time-limited laboratory tasks of WM. By using a recognition memory task in the laboratory, he indicated that monkeys do not show the typical interstimulus interval (blank time between items) results found with humans. In human subjects, increasing the interstimulus interval improves performance.

5.2. Chunking

Chunking is the process of grouping information into units and giving a label to them so that sets of information can be efficiently represented and used as integrated units (Huang and Awh, 2018; Miller, 1956). The prominent role of chunking in memory and other cognitive functions, such as language, visual perception, and motor skills, has been widely discussed by numerous studies (e.g., Chekaf et al., 2016; Fonollosa et al., 2015; Huntley et al., 2011; Jones, 2012; McCauley and Christiansen, 2015; McCauley et al., 2017; Solopchuk et al., 2016). In addition, chunking has been suggested to have a key role in the problem-solving process (Leighton and Sternberg, 2003), though chunking itself can be seen as an incipient form of problem solving. Chunks directly represent the results of previously-encountered subproblems. This means that fewer subgoals and, therefore, fewer steps are necessary to solve a problem (Bayazitoglu et al., 1993). Chunking has also been proposed to be a form of the brain’s categorization or organization (Capaldi, 2003; Fonollosa et al., 2015).

An advantage of chunking is that it is then unnecessary to keep all items of the chunk in the capacity-limited WM, but just some index to each chunk (Chen and Cowan, 2009). Indeed, chunking reduces the load on WM and provides an opportunity for the information processing system to rely on LTM (Thalmann, Souza and Oberauer, 2019a). It is necessary to add that some studies proposed that despite its advantages, chunking has some costs for information processing systems, such as decreasing the speed (Bayazitoglu et al., 1993; Fonollosa et al., 2015; Norris et al., 2019). In an evolutionary context, this means that an information processing system may evolve to prefer simple solutions that are faster to achieve but are not very efficient or may evolve to prefer more elaborate solutions that need more time to achieve but are more profitable and effective. Needless to say, chunking reduces the time needed for processing information when the complexity of problems is the same (Jones, 2012). Taken together, in spite of its simple nature, chunking appears to be one of the most important functions in our information processing system.

Clearly, the WM system has a central role in forming and learning new chunks (Chen and Cowan, 2005). Also, given the present discussion, it may be helpful to distinguish two types of chunking: simple chunking and hierarchical chunking. While simple chunking refers to forming a single chunk by using elementary items, hierarchical chunking refers to the process in which already existing chunks or their indexes are grouped to form new chunks and these in turn shape super chunks and so forth (for hierarchical chunking, see Conway and Christiansen, 2001; Fonollosa et al., 2015; Rabinovich et al., 2014). Language is a very good example of hierarchical chunking. Moreover, hierarchical chunking has been considered by some researchers as the most complex form of sequential learning (Conway and Christiansen, 2001).

Similar to what was discussed for maintenance rehearsal, it is difficult to imagine how non-humans could accomplish some of their activities without chunking information. For instance, at least in some mammalian
and avian species, identifying members of their own group, mate, offspring, prey, and predators may be partly by relying on chunking. Even encounters with predators are not always the same, as at any given time some predators are in hunting mode while others are not actively hunting prey (Dugatkin, 2013). It is not very unlikely that in such situations chunking plays a role in processing information.

In spite of its critical importance, there are little comparative studies on chunking. There is, however, sufficient evidence to indicate that non-humans can apply chunking. I shall perhaps begin with primates. De Lillo et al. (1997) tested the search abilities of capuchin monkeys. Their results showed that the search efficiency of monkeys was higher in a search space suitable to organization in spatial chunks. In addition, Scarf et al. (2018) reported data indicating that both humans and monkeys chunk sequences of visual items (see also Terrace, 2002). One of their findings, which should be highlighted, is that monkeys, similar to humans, spontaneously chunk sequences that are composed of uniform items. This is important because many similar studies used sequences that their elements share some visual or spatial characteristics. They also observed that both species regularly paused at one or multiple points in sequences. Needless to say, pausing is well-known as the hallmark of chunking (Fonollosa et al., 2015). Moreover, while sequences that were used for humans were one item longer (eight vs. seven), monkeys needed several more trials to acquire the lists (e.g., about 40 times more to acquire the first list), which also means a slow process for forming new chunks. A more recent study by Völter et al. (2019) provided some evidence of chunking in WM tasks in chimpanzees. They discussed that their best performing subject seemed to engage in a chunking strategy in that he tended to end his search with the outer stimuli. According to their findings, they declared that differences in using strategies seem to be a promising candidate for a dividing line between humans and chimpanzees.

Primates are not the only ones who can apply chunking. Terrace indicated that pigeons are able to perform chunking strategy in serial learning tasks and by doing so they even increase their performance (Terrace, 1987, 1993). He demonstrated that pigeons learn five-element sequences of colors and achromatic geometric forms, segregated into distinct groupings, approximately twice as fast as homogeneous color sequences or heterogeneous, non-clustered sequences, which could not be chunked.

Another line of studies suggests that rats are also able to perform chunking (e.g., Capaldi et al., 1986; Dallal and Meck, 1990; Fountain and Annau, 1984). For example, Macuda and Roberts (1995) indicated that rats use chunking in a spatial memory task (i.e., radial maze) when it is possible and this improves their performance (Terrace, 1987, 1993). He demonstrated that pigeons learn five-element sequences of colors and achromatic geometric forms, segregated into distinct groupings, approximately twice as fast as homogeneous color sequences or heterogeneous, non-clustered sequences, which could not be chunked.

The next highest chunk is called a series chunk, which consists of the animal's combining trial chunks into a higher level chunk. For example, a rat trained under four nonrewarded trials followed by a rewarded trial responds as follows: It begins by running slowly to the initial nonrewarded trial, the progressively increases its running speed over the successive nonreward trials, until by the terminal nonrewarded trial, the animal runs about as fast as it is able. Such responding indicates that the rat is treating the five trials, four nonrewarded followed by a reward, as a single organized whole or a chunk. (p. 406).

This indicates that non-humans can perform hierarchical chunking. But hierarchies, after all, can be different in complexity and the number of layers. Up to date, it is not clear to what extent non-humans can perform this process. But considering the fact that some higher cognitive functions that need complex hierarchical chunking do not exist in non-humans (e.g., language, see Manoochehri, 2020b; Progovac, 2019) or only exist in highly restricted forms (e.g., music, see Manoochehri, 2020c), it is tempting to propose that there is a significant inefficiency in performing complex hierarchical chunking in non-human animals (see also Conway and Christiansen, 2001). In this regard, Conway and Christiansen (2001) suggested that limitations in complex hierarchical chunking may help explain why non-human primates lack human-like language. This can be further supported by the evidence indicating the fundamental role of chunking in language processing (McCauley and Christiansen, 2015; McCauley et al., 2017). It is also tempting to postulate that more restricted slave components of the WM system in non-humans may not be able to efficiently support complex hierarchical chunking (for supportive neural evidence, see Abouitz et al., 2010). It remains for future research to investigate hierarchical chunking in non-humans further. In summary, however, the results found here permit the conclusion that with some level of inefficiency, non-humans can perform chunking, which is similar to that found for rehearsal.

6. The primacy and recency effect

Human subjects show the primacy and recency effect in STM tasks (Düzel et al., 1996; Farrand et al., 2001; Jahnke, 1965). The primacy effect refers to good memory for first-presented items of lists and the recency effect refers to good memory for later-presented items (Martín et al., 2013; Wright, 1989). The primacy effect is a hallmark of LTM and the recency effect is a hallmark of WM (Düzel et al., 1996; Wright, 1989). This cognitive phenomenon has also been documented in different species of non-humans, including, for instance, monkeys (Botvinick et al., 2009; Castro and Larsen, 1992; Scarf et al., 2018; Wright, 2007), rats (Reed et al., 1991), rabbits (Wagner and Pfautz, 1978), dolphins (Her- man, 2010), and pigeons (Wright, 2007). Among these studies, of particular interest for the present purposes are the studies of Wright (1989, 2007), because they examined the performance of different species, including humans, in the same task. Wright and colleagues showed that similar to humans, rhesus and capuchin monkeys, and pigeons exhibit both the primacy and recency effect in a visual probe recognition experiment. They indicated that for all four species at very short probe delays there was no primacy effect, only a strong recency effect (a condition to the advantage of WM and the disadvantage of LTM). At intermediate probe delays, the serial position functions were U-shaped, showing that there were primacy as well as recency effects. At the longest delay, there was no recency effect, only a primary effect (a condition to the advantage of LTM and the disadvantage of WM). These findings indicate the existence of a similar memory structure in these species. The reason for this conclusion is that if similar procedures trigger similar improvements or impairments of memory performance in different species, then one can infer that memory in these species relies on similar mechanisms (Bobrowicz, 2019). Wright and colleagues themselves repeatedly interpreted these findings as proof of similar underlying processes of memory in mammalian and avian species (e.g., Wright, 1989; Wright and Elmore, 2016). Similarities in the memory structures, in turn, guarantee the possibility of numerous comparative discussions, such as that of capacity in this article.

A significant difference among the species examined by Wright and colleagues was in the time course. The effective probe delays for humans were longer than monkeys, and for monkeys were longer than pigeons. For instance, in humans at a delay of 100 s, the function showed a strong primacy effect and no recency effect, which was longer than that of monkeys (30 s) and pigeons (10 s). These differences in time course indicate that the duration of STM in humans is longer than monkeys and in monkeys is longer than pigeons. This may also imply the notion that the duration of STM in humans is among the longer ones among mammalian and avian species (for more supportive evidence, see Fassihi et al., 2014; Smeele et al., 2019). However, more evidence is needed to draw a firm conclusion. Supportive evidence of a time-limited STM
storage for many species has been provided by Lind et al. (2015). Differences in the duration of STM might be at least partly because of differences in the memory span size.

7. Hypotheses concerning the capacity

Why memory span has a limited capacity or why there is an increasing trend of capacity towards humans? In the first place, I will argue the potential reasons for the limited capacity. In order to provide a more explicit discussion, the relevant studies are divided into two groups: those that based their discussion on a capacity about seven items or a temporary, passive storage (i.e., STM) and those that based their discussion on a capacity about three to four items or the focus of attention (i.e., WM).

7.1. Hypotheses of the limited capacity

7.1.1. STM hypotheses of the limited capacity

To begin with, some previous studies have suggested that “short-term memory limitations do not have a rational explanation” (Anderson, 1990, pp. 91/92) or larger capacities are biologically expensive or impossible. For instance, it has been postulated that greater STM size may have required additional tissue, which increases body mass and energetic expenditure, and therefore it is impossible with the biological characteristics of humans (e.g., Dukas, 1999). Other researchers rejected both of these assumptions (Todd et al., 2005). Moreover, the second assumption (i.e., assuming larger capacities as biologically expensive/impossible options) does not seem reasonable considering the diversity of extraneous physiological and behavioral characteristics of different animal species. Also, if any of these suggestions is correct, we should perhaps be able to find various capacities of STM in different animals, which the present study does not indicate it.

One of the studies concerning the capacity of STM has been conducted by MacGregor (1987). Using a mathematical model, he highlighted the importance of efficient retrieval for STM. According to him, the limited capacity of STM could be the consequence of an efficiency of design. He argued that chunking facilitates retrieval when there are seven or five items in an unorganized memory. In a memory system evolved for efficiency, there is an upper effective limit to STM and a capacity beyond this limit would not be required.

In another study, Saaty and Ozdemir (2003) argued that in making preference judgments on pairs of elements in a group, the number of elements in the group should be no more than seven. The mind is sufficiently sensitive to improve large inconsistencies but not small ones and the most inconsistent judgment is easily determined. When the number of elements is seven or less, the inconsistency measurement is relatively large with respect to the number of elements involved. As the number of elements being compared is increased, the measure of inconsistency decreases slowly. Therefore, in order to serve both consistency and redundancy, it is best to keep the number of elements seven or less. When the number of elements increases past seven, the resulting increase in inconsistency is too small for the mind to single out the element that causes the greatest inconsistency to scrutinize and correct its relation to the other elements.

In a series of studies, Kareev has proposed that capacity limitation maximizes the chances for the early detection of strong and useful relations (Kareev, 1995; 2000; Kareev et al., 1997; for a controversial discussion of this hypothesis see Anderson et al., 2005; Justlin and Olson, 2005; Kareev, 2005). From his standpoint, a STM capacity of size seven, which characterizes human adults, is of particular value in detecting imperfect correlations between features in the environment. The limited capacity may serve as an amplifier, strengthening signals which may otherwise be too weak to be noticed. He argued that, because correlations underlie all learning, their early detection is of great importance for the functioning and well-being of organisms. Therefore, the cognitive system might have evolved so as to increase the chances for early detection of strong correlations. In addition to the theoretical contribution, Kareev and colleagues in an experimental study found that people with smaller STMs are more likely to perceive a correlation than people with larger STMs (Kareev et al., 1997).

Some of the suggestions for the reason behind the limited capacity can be found in the studies of decision-making cognition. Here, it has been shown that people tend to rely on relatively small samples from payoff distributions (Hertwig and Pleskac, 2010). The size of these samples is often considered related to the capacity of STM (Hahn, 2014; Hertwig et al., 2004; Hertwig and Pleskac, 2010). In this context, a capacity-limited STM has been proposed as a possible cause (Hahn, 2014; Hertwig et al., 2004; Hertwig and Pleskac, 2010; Todd et al., 2005) or a requirement (Ponsky et al., 2015) for relying on small samples. More relevant to the present discussion, Todd et al. (2005) suggested that the benefits of using small samples or the costs of using too much information resulted in selective pressures that have produced particular patterns of forgetting in LTM and limits of capacity in STM (see also Hahn, 2014). So, what are these costs and benefits? Limited information use can lead simple heuristics to make more robust generalizations in new environments (Todd et al., 2005). Small samples amplify the difference between the expected earnings associated with the payoff distributions, thus making the options more distinct and choice easier (Hertwig and Pleskac, 2010). Relying on small samples has also been suggested to result in saving time and energy (Ponsky et al., 2015; Todd et al., 2005). Even if we assume that there is no cost (energy or time) for gathering information, by considering too much information, we are likely to add noise to our decision process, and consequently make worse decisions (Martinoff and Hoffrage, 2002; Todd et al., 2005). Among these, the one which is perhaps associated with strong selective forces is saving time. There are different occasions that timely decisions play a vital role in the life of animals. But perhaps of most importance is the case of hunting situations. The encounters between prey and predators were an integral part of the daily life of our ancestors through deep evolutionary time. It is also clear that the penalties for any kind of inefficiency in such encounters are immediate and fatal, which thus results in intense selection for particular cognitive abilities and predation avoidance mechanisms (see Mathis and Unger, 2012; Rosier and Langkilde, 2011; Whitford et al., 2019). For instance, any prey that is attacked by several predators and cannot quickly decide which one to avoid at first or which way and which method to choose for escaping or perhaps defending will be eliminated at once. A similar discussion can be developed for predators (see Lemasson et al., 2009).

Another line of studies has stressed the importance of the limited capacity for foraging activities (e.g., Belisle and Cresswell, 1997; Real, 1991; 1992; Thuisman et al., 1995). According to it, the limited capacity may result in an overall optimization of food search behaviors. Similarly, Murray et al. (2017) have contended that the memory systems of anthropoids have been primarily evolved to reduce foraging errors. Foraging activities, however, do not appear to be the underlying reason for the capacity-limited STM. This is because, if foraging were the fundamental reason, then there would be remarkable sex differences in memory span, similar to that observed, for instance, in spatial abilities (Ecuyer-Dab and Robert, 2007; Voyer, Postma, Brake and Imperato-McGinley, 2007). According to the division of labor in ancestral hunter-gatherer societies, men were predominantly hunters and women were gatherers (Ecuyer-Dab and Robert, 2007; Marlowe, 2007), and it is likely that each one of these activities demands a different memory span. Namely, because a hunter needs to be able to keep track of prey and ignore misleading information, while a successful gatherer can, or should, simultaneously consider many stationary targets (e.g., seeds, fruits, etc.). Contrary to this, many studies of sex differences in memory span show no significant difference (Grégoire and Van Der Linden, 1997; Monaco et al., 2013; Orsini et al., 1986; Peña-Casanova et al., 2009). Foraging activities, if they were the underlying reason, could also result in remarkable differences among different species. The present study, however, does not indicate such differences. Therefore, although the limited capacity may
have provided benefits for foraging activities, it seems reasonable to propose that foraging, after all, is not the main and direct reason for the limited memory space.

Among the hypotheses reviewed here, Kareev’s suggestion (i.e., early detection of useful relations) is among the ones that have received relatively more attention. Also, his assumption seems reasonable in a comparative context and appears consistent with the findings of the present review. But of more importance is the fact that a memory system that has the ability of early detection of useful relations is likely to cause higher performance in associative learning and also saving time in decision making. In the case of learning, Kareev himself noted that: “Because correlations underlie all learning, their early detection and, subsequently, accurate assessment are of great importance for the functioning and well-being of organisms” (Kareev, 2000, p. 398). Leaning, certainly, is one of the first and main challenges of any cognitive system. Besides, there are broad similarities in basic forms of learning in different species (Dugatkin, 2013). It is also certain that through deep evolutionary time there has been intense selection for individuals with higher performance in learning. In this regard, Dugatkin (2013) stated that: “The ability to learn should be under strong selection pressure, such that individuals that learn appropriate cues that are useful in their particular environment should be strongly favored by natural selection” (p. 141). In summary, these considerations motivate the idea that associative learning and saving time in decision making are most likely the underlying reasons for the emergence and maintenance of limited capacity.

7.1.2. WM hypotheses of the limited capacity

There are, on the other side, some other studies of the limited capacity that based their analyses on a capacity about three to four chunks or the focus of attention (i.e., WM). Some of them will be briefly reviewed here. Sweller (2003), for instance, proposed that no more than two or three elements can be handled in WM, because any more elements would result in more potential combinations than could be tested realistically. According to him, as the number of elements in WM increases, the number of permutations rapidly becomes very large (e.g., 5! = 120). With random choice, the greater the number of alternatives from which to choose while problem solving, the less likelihood that an appropriate choice will be made.

Many other possibilities have been discussed by Cowan (Cowan, 2001, 2005, 2010). For instance, based on the notion that it is biologically impossible for the brain to have a larger capacity, he declared that the representation of a larger number of items could fail because together they take too long to be activated in turn (Cowan, 2010). Another discussion by Cowan is that the WM capacity limit is the necessary price of avoiding too much interference (Cowan, 2005). According to him, activation of the memory system would go out of control if WM capacity was not limited to about four items at once. A relatively small central WM may allow all concurrently active concepts to become associated with one another without causing confusion or distraction (Cowan, 2010). Oberauer and Kliegl (2006) similarly stated that:

The capacity of working memory is limited by mutual interference between the items held available simultaneously. Interference arises from interactions between features of item representations, which lead to partially degraded memory traces. The degradation of representations in turn leads to slower processing and to retrieval errors. In addition, other items in working memory compete with the target item for recall, and that competition becomes larger as more items are held in working memory and as they are more similar to each other. (p. 624).

7.2. The increasing trend of capacity

Archaeological evidence of an enhancement in the WM system has been presented by Coolidge and Wynn (2005) (see also Coolidge et al., 2013; Wynn and Coolidge, 2006). The core idea of their hypothesis is a genetic mutation that affected neural networks approximately 60,000 to 130,000 years ago and increased the capacity of general WM and phonological storage. In the case of phonological storage, which is of more interest in the present review, they stipulated that: “A relatively simple mutation that increased the length of phonological storage would ultimately affect general working-memory capacity and language” (Coolidge and Wynn, 2005, p. 14). They proposed that the enhancement of WM capacities was the final piece in the evolution of human executive reasoning ability, language, and culture. From their point of view, the larger capacity is a necessary precondition for symbolic thought, which selective pressures contributed to the growth of it. They noted that an increase in WM capacities of pre-modern H. sapiens would have allowed greater articulate rehearsal, consequently allowing for automatic long-term storage, and the beginnings of introspection, self-reflection, and consciousness. In line with Coolidge and colleagues’ hypothesis, Aboitiz et al. (2010) proposed that during the course of human evolution, a development in the phonological loop occurred. They maintained that this development produced a significant increase in STM capacity and subsequently resulted in the evolution of language.

Many researchers, at least in the field of archaeology, tend to agree with the idea of enhanced WM (e.g., Aboitiz et al., 2015; Haidle, 2010; Lombard and Wadley, 2016; Nowell, 2010; Putt, 2016, for a review of criticisms, see Welshon, 2010), though there seems to be a disagreement on its time. Almost all, however, suggest a time in the Pleistocene about or after the appearance of the genus Homo (Aboitiz et al., 2010; Coolidge and Wynn, 2005; Haidle, 2010; Putt, 2016). Some also suggest a gradual development (Haidle, 2010).

Once we accept the idea of the enhanced WM, important questions arise as to the cause and the process of this phenomenon. The enhancement of WM has been argued as a prerequisite for the evolution of some complex cognitive abilities of humans, such as language (Aboitiz et al., 2010; Coolidge and Wynn, 2005) and tool use (Haidle, 2010; Lombard and Wadley, 2016). For instance, Aboitiz et al. (2010) pointed out the existence of selective benefits for individuals with larger phonological capacities, which, in their view, were linguistically more apt. From their standpoint:

The development of the phonological loop produced a significant increase in short-term memory capacity for voluntary vocalizations, which facilitated learning of complex utterances that allowed the establishment of stronger social bonds and facilitated the communication of increasingly complex messages, eventually entailing external meaning and generating a syntactically ordered language. (p. 55).

In the case of tool use, Haidle (2010) argued that a basic trait of all object behaviors is the increased distance between problems and solutions. Given this, more complex object behaviors possess longer distances. According to her, during the process of tool use the immediate desire (e.g., getting the kernel of the nut) must be set aside and replaced by one or several intermediate objectives, such as finding or producing an appropriate tool. Thus, thinking must depart from the immediate problem and shift to abstract conceptualization of potential solutions, which results in sequences of physical actions with objects appropriate to achieve a solution in the near future (see also Lombard and Wadley, 2016). Given her discussion, it is clear how individuals or populations with an enhanced WM system, which provides the possibility of maintaining and manipulating more information, could take advantage of their superiority to excel others in tool-use performance and, consequently, to win competitions.

Arguably, if we assume the enhancement of WM as a gradual process, which has started long before our common ancestor with chimpanzees (as it was found by the present study), neither tool use nor language can be considered as the primary reason for it. But complex problem solving, because of its commonness, can be nominated as the primary cause,
which has then been supported by tool use and language (see also Putt, 2016). This assumption can be aided by the evidence indicating the critical role of an elaborate WM system in problem solving tasks (Logie et al., 1994; Zheng et al., 2011).

After all, there are many obscure aspects regarding the evolution of WM. Needless to say, deep disagreements in the related fields and issues, such as the process and timeline of language evolution (Progovac, 2019), make the puzzle more difficult to solve. It goes beyond the limits of the present article to pursue this further, but perhaps a possible way to settle this problem is looking for advantages and disadvantages of high and low STM/WM capacities (Engle, 2010). Such findings from experimental psychology in conjunction with archaeological and comparative evidence can shed light on the evolution of the WM system.

8. Conclusion

The first and obvious implication of the present findings is that the limited capacity is the common attribute of different species of birds and mammals. The present results also indicate an increasing trend of capacity from our non-human ancestors to modern humans. Among the potential explanations of the limited capacity, 2015, C. R. Whyte and colleagues point out that the process and timeline of language evolution (Progovac, 2019), make the WM system appear to be a prerequisite for the evolution of some higher cognitive abilities of modern humans, such as language, tool use, and complex problem solving.

A question yet to be answered is whether the current size of STM/WM in humans is the end of the line or not. The current size has been considered by some to be the end point (e.g., MacGregor, 1987). As opposed to it, Cowan declared that it is possible to imagine that larger capacities would have been preferable or doable, but still did not happen. Therefore, our current capacity just reflects our place in the middle of an ongoing evolutionary process, not an end point. If this is the case, one might expect the present capacity to expand in the future, assuming that it offers a sufficient survival advantage (Cowan, 2005). However, the current review suggests that considering the resistance of memory span scores to the Flynn effect, it is difficult to expect substantial changes in small periods of time.

All in all, many of us, instead of the wild nature, are living in artificial and unnatural environments. Are these unnatural environments along Wright’s inference that there is a qualitative similarity in memory processes and the size of STM, or an increasing trend of capacity limitations. Proc. Natl. Acad. Sci. Unit. States Am. 108 (27), 11252–11255.

The evidence reviewed in this paper shows that many species of birds and mammals are capable of performing memory strategies, although there seem to be some differences between humans and non-humans in terms of flexibility and efficiency. An enhancement in the capacity of the WM system might be the reason, or part of the reason, for the emergence of superior memory strategies in humans.

Striking similarities in the primacy and recency effect in conjunction with other evidence, such as similarities in the size of STM and performing memory strategies, suggest a similar memory structure in different species of birds and mammals. This is in accordance with Wright’s inference that there is a qualitative similarity in memory processing across mammals and birds. The present findings have several implications relevant to the psychology of memory and cognition. For instance, the differences found in the ability to perform memory strategies and the size of STM, may provide an explanation for some of the differences between cognitive abilities of humans and non-humans.
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