TWENTY DIGITS OF SOME INTEGRALS OF THE PRIME ZETA FUNCTION

RICHARD J. MATHAR

Abstract. The double sum \[
\sum_{s \geq 1} \sum_{p} 1/(p^s \log p^s) = 2.00666645\ldots
\]
over the inverse of the product of prime powers \(p^s\) and their logarithms, is computed to 24 decimal digits. The sum covers all primes \(p\) and all integer exponents \(s \geq 1\). The calculational strategy is adopted from Cohen’s work which basically looks at the fraction as the underivative of the Prime Zeta Function, and then evaluates the integral by numerical methods.

1. Overview

Definition 1. The constant in the focus of this work is the sum

\[
C = \sum_{s=1}^{\infty} \sum_{p} \frac{1}{p^s \log p^s}
\]

over all primitive prime powers \(p^s\) of the prime numbers \(p\) \([15, 2.27.3][14, \S 2.2]\).

Remark 1. The prime powers are represented by Sloane’s sequence A000961—we drop the leading term \(p^s = 1\) to avoid division by zero—. The constant \(C\) and the contribution of \(s = 1\) are entry A137250 and A137245 \([26]\).

The only aim of the work is to improve on the previous estimates \(2.00 < C < 2.01\) \([12]\) and \(C > 2.006\) \([4]\).

The simple computational strategy is to accumulate the partial sums over \(s\) in

\[
C = \sum_{s=1}^{\infty} \frac{1}{s} \sum_{p} \frac{1}{p^s \log p},
\]

which converge at reasonable speed to an accuracy of \(10^{-7}\) in \(C\) after 20 terms or to an accuracy of \(10^{-19}\) after 59 terms, for example.

2. Cohen’s Integral

The implementation is a shameless replica of Henri Cohen’s reduction of the double sum over exponents and primes to a series of integrals \([8]\).
2.1. Logarithm-to-Integral Conversion. The logarithm of Euler’s formula for Riemann’s zeta function \([3][3][18, 9.523.1]\)

\[ \zeta(s) = \prod_p \frac{1}{1 - p^{-s}} \]

is

\[ \log \zeta(s) = -\sum_p \log(1 - p^{-s}), \]

which turns with the Taylor expansion of the logarithm into \([18, 9.523.2][21]\)

\[ \log \zeta(s) = \sum_{k=1}^{\infty} \frac{1}{k} P(ks). \]

**Definition 2. The Prime Zeta Function is** \([16][23]\)

\[ P(s) = \sum_p \frac{1}{p^s}; \quad \Re s > 1. \]

So the penultimate equation can be rephrased as

\[ \log \zeta(s) = \sum_{k=1}^{\infty} \frac{1}{k} P(ks). \]

The Möbius inversion of this formula reads \([2, (9b)][10, \S 17.1.3][25]\)

\[ P(s) = \sum_{k=1}^{\infty} \frac{\mu(k)}{k} \log \zeta(ks). \]

First integrals of terms in \([6]\) are \([9, 565.1]\]

\[ \int_s^\infty \frac{1}{p^s} dt = \frac{1}{p^s \log p}, \quad s > 1, \]

so integration of \([5]\) using \([4]\) gives

\[ \int_s^\infty \sum_p \frac{dt}{p^t} = \sum_p \frac{1}{p^s \log p} = \sum_{k=1}^{\infty} \frac{\mu(k)}{k} \int_s^\infty \log \zeta(kt) dt = \sum_{k=1}^{\infty} \frac{\mu(k)}{k^2} \int_{ks}^\infty \log \zeta(t) dt. \]

**Definition 3. Cohen’s integral is**

\[ I(m) = \int_0^\infty \log \zeta(t) dt \]

**over the logarithm of Riemann’s zeta function with variable integer lower limit** \([8]\).

Insertion into \([10]\) outlines the strategy to evaluate \([2]\),

\[ \sum_p \frac{1}{p^s \log p} = \sum_{k=1}^{\infty} \frac{\mu(k)}{k^2} I(ks). \]
2.2. **Transition to the Dirichlet Eta Function.** For \( I(1) \), the pole of \( \zeta(t) \) at \( t = 1 \) can be isolated by handling the singularity via the smooth function \[ \frac{1}{s-1} \]

(13) \[ \eta(s) \equiv (1 - 2^{1-s}) \zeta(s). \]

For lower limits of the integral larger than one, this recipe is not needed; we stick to it to present a shorter, simpler program.

**Remark 2.** The finite value at \( s = 1 \) is \[ \eta(1) = \log 2. \]

This follows also from the residue of \( \zeta(s) \) at \( s = 1 \) in conjunction with the Taylor expansion \( 1 - 2^{1-s} = - \sum_{l=1}^{\infty} (-\log 2)^l (s-1)^l = (s-1) \log 2 - \frac{\log^2 2}{2} (s-1)^2 + O((s-1)^3) \). If we introduce Stieltjes constants \( \gamma_j \),

(15) \[ \zeta(s) = \frac{1}{s-1} + \gamma - \gamma_1 (s-1) + \frac{\gamma_2}{2} (s-1)^2 + \cdots, \]

the Taylor series of \( \eta \) near \( s = 1 \) becomes

(16) \[ \eta(s) = \log 2 + \log 2 \left( \gamma - \frac{\log 2}{2} \right) (s-1) - \log 2 \left( \gamma_1 + \frac{\log 2}{2} - \frac{\log^2 2}{6} \right) (s-1)^2 + \cdots. \]

The integrated logarithm of (13) is

(17) \[ \int_{m}^{\infty} ds \log \eta(s) = \int_{m}^{\infty} ds \log(1 - 2^{1-s}) + \int_{m}^{\infty} ds \log \zeta(s). \]

One term is a dilogarithm \[ \text{Li}_2 \]

(18) \[ \int_{m}^{\infty} \log (1 - 2^{1-s}) ds = \int_{1-2^{1-m}}^{1} \frac{\log x}{\log 2(1-x)} dx = -\frac{1}{\log 2} \text{Li}_2 \left( \frac{1}{2^{m-1}} \right). \]

**Remark 3.** Special values at \( m = 1 \) and \( m = 2 \) are \( \text{Li}_2(1) = \pi^2/6 \) and \( \text{Li}_2(1/2) = \pi^2/12 - \frac{1}{2} \log^2 2 \); see the constants \( A013661 \) and \( A076788 \) in the On-Line Encyclopedia of Integer Sequences \[ 26 \]. An accurate representation of \( \pi^2/(12 \log 2) \) is entry \( A100199 \). \( \eta(1) = \log 2 \) is \( A002162 \), \( \gamma \) is \( A001620 \), \( \eta'(1) = \log 2 \left( \gamma - \frac{\log 2}{2} \right) \) is \( A091812 \), and \( -\gamma_1 \) is \( A082633 \).

This moulds (17) into

(19) \[ I(m) = \int_{m}^{\infty} ds \log \eta(s) + \frac{1}{\log 2} \text{Li}_2 \left( \frac{1}{2^{m-1}} \right). \]

2.3. **Numerical Implementation.** The variable substitution

(20) \[ u = 1 - \frac{m}{s}; \quad s = \frac{m}{1-u}; \quad ds = \frac{m}{(1-u)^2} du \]
maps the interval \( m \leq s < \infty \) onto the interval \( 0 \leq u \leq 1 \).

**Remark 4.** Alternative substitutions like \( u = 1/m - m/s^2 \) or \( u = 1 - 2^{-s} \) also map the half-infinite s-interval to a finite u-interval. They have the advantage of more evenly balanced integral kernels, but the disadvantage of infinite slopes at one end of the u-interval.
Wynn’s e-algorithm [28, 22] is applied to numerical values gathered by the trapezoidal rule to evaluate the $\eta$-integral in (19),

$$\int_{0}^{\infty} ds \log \eta(s) = m \int_{0}^{1} \log \eta \left( \frac{m}{1-u} \right) \frac{1}{(1-u)^2} du.$$  

**Remark 5.** Because $\log \zeta(s) \approx 2^{-s}$ at $s > 10$, $I(m) \approx 1/(2^m \log 2)$ as $m \to \infty$. This functional dependence leads to an almost straight line on the semi-logarithmic plot in Fig. 2. So the first neglected term in (2) is a good estimator to the error in the partial sums.

### 2.4. Intermediate Results

The following table shows $s$ and $I(s)$ in the left double column, $s$ and $\sum_{p} 1/(p^s \log p)$ in the right double column, last digits rounded:

| $s$         | $I(s)$          | $\sum_{p} 1/(p^s \log p)$ |
|------------|-----------------|-----------------------------|
| 1.797569958628739407930251e+00 | 1.636616323512608685696581e+00 |
| 5.36526945921177109617190e-01 | 5.077821879591993187743751e-01 |
| 2.2750446303631964376564595e-01 | 2.120334039698149695994331e-01 |
| 1.041502253168599126451383e-01 | 4.026654782331571962664758e-01 |
| 5.9426520957603709467771e-02 | 5.490635747483043956800148e-02 |
| 4.22429939256459813915300e-02 | 4.238519254592874735765911e-02 |
| 1.71800374394507398697301e-02 | 1.1695865577895151540634e-02 |
| 5.781462903507256501662420e-03 | 5.77594459531660435784204e-03 |
| 2.86517415930253367688719e-03 | 2.86433977165992215926198e-03 |
| 1.424706500149304604154559e-03 | 1.424362320209387639441021e-03 |
| 7.096782687818267364308555e-04 | 7.09592251538712411613441e-04 |
Figure 2. The functions $I(s)$ and $\sum p^\frac{1}{s \log p}$ fall of exponentially as a function of their argument $s$, and are not distinguishable in this common plot.
At large $s$, the two values equalize because the first term at $k = 1$ dominates the sum at the right hand side of (12). Cohen reported the first two rows [8]. Erdős and Zhang published an upper bound of $\sum_p 1/(p \log p)$ [11]; a proof of convergence had been given earlier [13].
The rightmost column $P^L(s, 1)$ is an aid to computation of the more general

$$P^L(s, a) \equiv \sum_p \frac{1}{(a-1+p)^s \log p} = \sum_{l=0}^{\infty} \frac{(s+l-1)}{s-1} (1-a)^l P^L(l+s, 1).$$

The l-series converges for $a = 0$ and $a = 2$. Larger $a$ are then reached recursively with the alternating geometric series

$$P^L(s, a+1) = \sum_p \frac{1}{(a-1+p)^s} \left(1 + \frac{1}{s-1+p}\right)^s \log p = \sum_{l=0}^{\infty} \frac{(s+l-1)}{s-1} (-1)^l P^L(s+l, a).$$

This yields the following short table with double columns of $s$, $a$ and $P^L(s, a)$ each:

| $s$ | $a$ | $P^L(s, a)$ |
|-----|-----|-------------|
| 1   | 0   | 2.564343220686309193e+00 |
| 2   | 0   | 1.735535173734295407e+00 |
| 3   | 0   | 1.569430040669505312e+00 |
| 4   | 0   | 1.502480490856796843e+00 |
| 5   | 0   | 1.471819234100400691e+00 |
| 6   | 0   | 1.457080819283874067e+00 |
| 7   | 0   | 1.449846098516752367e+00 |
| 8   | 0   | 1.446260454845751749e+00 |
| 9   | 0   | 1.4447527356531254e+00   |
| 10  | 0   | 1.443584547482253809e+00 |
| 11  | 0   | 1.443139643193432866e+00 |
| 12  | 0   | 1.44291730453634634e+00  |
| 13  | 0   | 1.442806163373811902e+00 |
| 14  | 0   | 1.442750599803600762e+00 |
| 15  | 0   | 1.442728219765431096e+00 |
| 16  | 0   | 1.44270930182166938e+00  |
| 17  | 0   | 1.442701958499337981e+00 |
| 18  | 0   | 1.442698513185098959e+00 |
| 19  | 0   | 1.442696777034769093e+00 |
| 20  | 0   | 1.442695999803600762e+00 |
| 21  | 2   | 2.518771844123868571e-01 |
| 22  | 2   | 2.564343220686309193e+00 |
| 23  | 2   | 2.518771844123868571e-01 |
| 24  | 2   | 2.518771844123868571e-01 |

In the left column of this table we observe $\lim_{s \to \infty} P^L(s, 0) = 1/\log(2) \approx 1.44\ldots$

3. Summary

We obtained the constant

$$C = 2.0066664528310687564322\ldots$$

by a rather basic numerical approach to Cohen’s integral over the logarithm of the Prime Zeta Function. A table of $\sum_p 1/(p^s \log p)$ was generated for $1 \leq s \leq 80$ and a table of $\sum_p 1/((p \pm 1)^s \log p)$ for $1 \leq s \leq 20$.

Appendix A. PARI Program

The following PARI/GP program [24] implements the algorithm. WynnEpsItr and WynnEps calculate Wynn’s generalized Richardson extrapolation of a sequence. logEta computes $\log \eta$. ICohen calculates (19). Ieta calculates the integral (21). logSum returns the sum (12) for a given argument $s$. ErdosLConst returns a value of (2).
/** Wynn’s epsilon process. One step of the recurrence. */
/** @param eps1 A column in the scheme of deltas. */
/** @param eps2 The column to the right of eps1. */
/** @return The extrapolation of the column eps1. */

WynnEpsItr(eps1,eps2)={
    /* eps3 is the new column to the right of eps2. */
    * slen is the number of items in eps1.
    */
    local(eps3,slen) ;
    slen=length(eps1) ;
    eps3=vector(slen-2) ;
    /* one-by-one filling of the new column */
    for(i=1,slen-2,
        eps3[i]= eps1[i+1]+1/(eps2[i+1]-eps2[i]) ;
    ) ;
    /* Either we have reached the rightmost column, indicated by the */
    * fact that only one entry is left in eps3, or we iterate */
    * once more with information now in the two */
    * rightmost columns, eps2 and eps3. */
    if ( length(eps3)==1,
        return( eps3[1]) ,
        return( WynnEpsItr(eps2,eps3)) ;
    ) ;
}

/** Wynn’s epsilon process. Main entry. */
/** @param S The vector of the current estimates with an odd number of terms. */
/** @return The extrapolation of the vector terms to infinity. */

WynnEps(S)={
    /* Essentially build the 2nd column of the scheme from the */
    * inverted first differences of the vector, and enter the iteration. */
    local(eps1,slen = length(S)) ;
    eps1=vector(slen-1) ;
    for(i=1,slen-1,
        eps1[i]=1/(S[i+1]-S[i]) ;
    ) ;
    return( WynnEpsItr(S,eps1)) ;
}

/** Logarithm of eta(s). */
/** The eta function is the product of 1-2^-(1-s) with the Riemann zeta */
/** function zeta(s). The routine is meant to deal explicitly with */
/** the value eta(1)=log(2) at the pole of zeta(s). */

logEta(s)={
    if(s==1,
        return( log(log(2)) ) ,
        return( log((1-2^-(1-s))*zeta(s)) ) ;
    ) ;
}
/** Calculate Cohen's $I(m) = \int_{s=m}^{\infty} \log \zeta(s) \, ds$.
 * @param m The lower limit of the integral
 * @param relerr The relative error admissible by the result.
 */
ICohen(m,relerr)={
local(li2,iz);
/* Calculate a value of the $Li2(1/2^{(m-1)})$ into li2.
 */
if(m==1, li2=Pi^2/6 ,
   if(m==2, li2=Pi^2/12-(log(2))^2/2 ,
      li2=dilog(1/2^{(m-1)}) ;
   ) ;
);
/* Delegate the main calculation to the integral of the
 * eta-function.
 */
iz = Ieta(m,relerr) + li2/log(2) ;
printp("I ",m," ",iz) ;
return ( iz ) ;
}

/** Calculate the integral $\int_{s=m}^{\infty} \log \eta(s) \, ds$.
 * Implemented as $m \times \int_0^1 \log \eta(m/(1-u)) \, du/(1-u)^2$.
 * @param m The lower limit of the integral
 * @param relerr Admissible relative error of the result
 * @return The value.
 */
Ieta(m,relerr)={
/* simp0 is the value of the kernel at the lower limit u=0. u are specific
 * abscissa points. WynnL is the column number in Wynn's extrapolation, an odd
 * number equal to or larger than 1.
 */
local(simp0=logEta(m),u,sus,otrap,WynnL=9,sim) ;

/* sus[1,..] contains sums of the integral kernel of the previous
 * step size; sus[2,..] accumulates the sums at the doubled abscissa count N.
 * We keep track of the sums in two batches, sus[1] and sus[2] for
 * even and odd indexed abscissa points, because subdivision of the
 * old intervals in factors of 2 can use the old sums again.
 */
sus=matrix(2,2) ;

/* sim[1] contains the previous extrapolation to zero step size,
 * sim[2] the newer extrapolation estimated with N abscissa values.
 */
sim=vector(2) ;
/* otrap: A history of evaluations of the integral with trapezoidal rules
 * (which ensures that Wynn's extrapolation is applicable because the error is linear
 * in the step width). otrap[i+1] obtained at half the step width of otrap[i].
 */

otrap=vector(WynnL) ;

N=4 ;
while(1,
   /* Accumulate sum over function values at new points (interstitial
    * to previous points) in su[2,2].
    */
   sus[2,2]=0 ;
   forstep(i=1,N-1,2,
      u = i/N ;
      sus[2,2] += logEta (m/(1-u)) / (1-u)^2 ;
   ) ;

   /* Sum of function values over the other half of the abscissa points is
   * sum of values over all points of the previous coarser grid.
   */
   sus[2,1]=sus[1,1]+sus[1,2] ;
   /* If this is the first loop, su[2,1] is zero (from the missing
    * previous loop) and is computed explicitly.
    */
   if(sus[2,1]==0,
      forstep(i=2,N-2,2,
         u = i/N ;
         sus[2,1] += logEta(m/(1-u)) / (1-u)^2 ;
      ) ;
   ) ;

   /* Shift the history stack of old values with coarser abscissa by one index */
   for(h=2,WynnL,
      otrap[h-1]=otrap[h] ;
   ) ;

   /* The integral is (trapez. rule) sum of function values, half weight
   * to values at both ends of the interval. Factor m from the variable substitution.
   * Factor 1/N represents the subinterval width.
   */
   otrap[WynnL] = m*(simp0/2+sus[2,2]+sus[2,1])/N ;
   if( otrap[1]!=0. ,
      /* If history has reached sufficient depth defined by WynnL, compute
       * Wynn's extrapolation in sim[2], and leave loop if converged
       */
      sim[2] = WynnEps(otrap) ;
      if( abs(sim[2]-sim[1]) < relerr*abs(sim[2]),
         return(sim[2]) ;
      ) ;
   ) ;

   /* Save sums over function values of both submeshes for next iteration. */
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sus[1,1]=sus[2,1] ;
sus[1,2]=sus[2,2] ;
sim[1]=sim[2] ;

/* Double number of subintervals. Half abscissa mesh width. */
N *= 2 ;
}

/** Compute sum_p 1/(p^s*log(p) over the primes p.
* @param s The exponent in the denominator
* @param relerr The relative error of the result
* @return The sum including all terms until the first one
* skipped is smaller than the error bar.
*/
logSum(s,relerr)={
    /* a and aold are the new and previous partial sum.
    * k is the summation index. thisI is the integral I(k*s)
    */
    local(a=0,aold=0,k=1,thisI) ;
    while(1,
        /* To avoid premature termination of the summation
        * thru a zero value of the Moebius function, add a
        * check on the function in advance.
        */
        if( moebius(k) != 0,
            /* The value of I(k*s) is either in the hash
            * vector, or calculated and saved into the vector.
            */
            if( k*s > length(Ihash),
                thisI=ICohen(k*s,relerr) ,
                if( Ihash[k*s]==0,
                    Ihash[k*s]=ICohen(k*s,relerr)
                ) ;
                thisI=Ihash[k*s] ;
            ) ;
        ) ;
        /* Update partial sum by adding mu(k)*I(k*s)/k^2
        * to the previous value.
        */
        a += moebius(k)*thisI/k^2 ;
        if( abs(a-aold) < relerr*abs(a),
            printp("log ",s," ",a) ;
            return(a) ;
        ) ;
        k++ ;
        aold=a ;
    ) ;
}
/** Calculate the main constant. 
* @param relerr The relative error admitted to the result. 
* Sums the individual terms of sum_{s=1,2,3,...} 1/s sum_{p=2,3,5,7,11...} 1/(p^s log p) */
ErdosLConst(relerr)=
   local(a=0,aold=0,s=1) ;
   /* A specific I() integral occurs multiple times as various values 
* of the summation variable s, so gathering the values computed in 
* a hash vector saves time. Ihash[s] stores I(s) with capacity for s=1..400. 
*/
   Ihash=vector(400) ;
   while(1,
      /* we are adding terms until the last one at s=sL falls below 
* the error margin. The last one is of the order log(...(sL).)/sL 
* where log(...) is roughly 1/(2^sL log2). We could allow a relative 
* error larger than the original call here, but skip this 
* aspect for simplicity, not to jeopardize the use of the 
* hashed table of I() integrals. */
      a += logSum(s,relerr)/s ;
      print("partial sum ", s," ", a) ;
      /* The relative errors is roughly half the absolute error, 
* so we leave the loop if the last term is smaller than the error. */
      if( abs(a-aold) < relerr*abs(a),
         return(a) ;
      ) ;
      aold=a ;
      s++ ;
   ) ;
/** Main program. */
{
   ErdosLConst(1.e-28) ;
   quit();
}
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