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Abstract

The paper is devoted to obtain first and second order necessary optimality conditions for continuous-time optimization problems with equality and inequality constraints. A full rank type regularity condition along with an uniform implicit function theorem are used in order to establish such necessary conditions.
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1 Introduction

We are concerned with the general nonlinear continuous-time optimization problem with equality and inequality constraints in the form

\[
\begin{align*}
\text{maximize} \quad P(z) &= \int_0^T \phi(z(t), t)dt \\
\text{subject to} \quad h(z(t), t) &= 0 \quad \text{a.e. } t \in [0, T], \\
g(z(t), t) &\geq 0 \quad \text{a.e. } t \in [0, T], \\
z &\in L_\infty([0, T]; \mathbb{R}^n),
\end{align*}
\]  

(1)

where \( \phi : \mathbb{R}^n \times [0, T] \to \mathbb{R} \), \( h : \mathbb{R}^n \times [0, T] \to \mathbb{R}^p \) and \( g : \mathbb{R}^n \times [0, T] \to \mathbb{R}^m \). All vectors are column vectors, unless transposed when they will be denoted by a prime, and all integrals are in the Lebesgue sense.

Continuous-time problems arise often in the literature and were first proposed by Bellman [1, 2] in his studies of some dynamical models of production
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and inventory called “bottleneck processes”, which gave rise to continuous-time linear programming. Such problems can be posed as

$$\begin{align*}
\text{maximize} & \quad P(z) = \int_0^T a^T z(t) dt \\
\text{subject to} & \quad z(t) \geq 0, \quad 0 \leq t \leq T, \\
& \quad Bz(t) \leq c + \int_0^t Kz(s) ds, \quad 0 \leq t \leq T, \\
& \quad z \in L_\infty([0,T]; \mathbb{R}^n),
\end{align*}$$

where $B$ and $K$ are $m \times n$ matrices, $a$ is an $n$-vector and $c$ is an $m$-vector. Considering a certain dynamic generalization of an ordinary linear programming problem, he formulated a corresponding dual problem, established a weak duality theorem, and suggested some computational procedures. Subsequently, Bellman’s formulation and duality theory were substantially extended to more general forms of continuous-time linear programming problems, and also to certain classes of continuous-time nonlinear programming problems. For a summary of the results pertaining to duality theory in continuous-time programming and a fairly extensive list of relevant references the reader is referred to Zalmai [3].

Optimality conditions of the Karush-Kuhn-Tucker type were first considered in continuous-time programming by Hanson and Mond [4] for the following linearly constrained nonlinear program:

$$\begin{align*}
\text{maximize} & \quad P(z) = \int_0^T \phi(z(t)) dt \\
\text{subject to} & \quad z(t) \geq 0, \quad 0 \leq t \leq T, \\
& \quad B(t)z(t) \leq c(t) + \int_0^t K(t,s)z(s) ds, \quad 0 \leq t \leq T, \\
& \quad z \in L_\infty([0,T]; \mathbb{R}^n),
\end{align*}$$

where $B(t)$ is an $m \times n$ matrix piece-wise continuous on $[0,T]$, $c(t) \in \mathbb{R}^n$ is piece-wise continuous on $[0,T]$, $K(s,t)$ is a $m \times n$ matrix piece-wise continuous on $[0,T] \times [0,T]$ and $\phi$ is a given concave scalar function twice continuously differentiable. For this purpose, certain positivity conditions on $B(t)$, $c(t)$ and $K(s,t)$ were imposed and the objective function was linearized in order to apply a extended version of Levinson’s linear duality result [5]. A duality theorem for the nonlinear problem under consideration in then established, and the Karush-Kuhn-Tucker conditions are deduced as a consequence of this nonlinear duality theorem. In this way, many other authors obtained necessary and sufficient conditions for continuous-time problems with non-linear inequality constraints, for example, Farr and Hanson [5, 7], Reiland and Hanson [5].

Roughly speaking, optimality conditions for continuous-time nonlinear programming problems have been obtained by direct methods. In Abrham and Buie [9] a certain regularity assumption is used to establish the Kuhn-Tucker conditions for a class of convex programming problems. Reiland [10], employing a continuous-time version of Zangwill’s constraint qualification [11] introduced
in [8], and an infinite-dimensional form of Farkas’ theorem [12], established optimality conditions and duality relations for differentiable continuous-time programs.

Brando, Rojas-Medar and Silva, tackled nonsmooth continuous-time optimization problems, first in [14] where sufficient conditions were obtained and then in [13] which refers to necessary conditions. In [15], de Oliveira and Rojas-Medar generalized concepts of the KKT-invexity and WD-invexity introduced by Martin [16] for mathematical programming problems, proving that the notion of KKT-invexity is a necessary and sufficient condition for global optimality of a Karush-Kuhn-Tucker point and that the notion of WD-invexity is a necessary and sufficient condition for weak duality. The same authors established KKT-invexity for nonsmooth continuous-time programming problems [17]. The multiobjective case was considered in [18]. de Oliveira [19] also studied multiobjective continuous-time programming problems, but without imposing any differentiability assumption. Saddlepoint type optimality conditions, duality theorems as well as results on the scalarization method were presented. The concept of pre-invexity was utilized.

In the formulation given in (1), where equality and inequality constraints are present and the feasible solutions belong to $L_\infty([0,T];\mathbb{R}^n)$, necessary optimality conditions are not found in the literature. We believe this is due to the fact that even a few years ago, a crucial tool for the treatment of equality constraints was not available: the uniform implicit function theorem. When fixing $t$, we can apply the classical one. But the implicit function thereby obtained may not have good properties, such as measurebility for example, with respect to $t$. Such result only appear in 1997 in paper by Pinho and Vinter [20]. On the other hand, in $L_\infty([0,T];\mathbb{R}^n)$ and with inequality constraints only, there is a vast literature, as cited above. In the case of formulations in other spaces, we cite Zalmai [21], for instance, where the feasible solutions are in a Hilbert space.

In this work, by means of the uniform implicit function theorem presented by Pinho and Vinter [20] and the use of a full rank type condition, we obtain first and second order necessary optimality conditions for continuous-time programming problems with equality and inequality constraints. The paper is organized as follows. In Section 2, we give some preliminaries. In Section 3, we consider problems with equality constraints only. Finally, in Section 4, the general case is treated.

2 Preliminaries
We denote by
$$\Omega = \{ z \in L_\infty([0,T];\mathbb{R}^n) \mid h(z(t),t) = 0, \ g(z(t),t) \geq 0 \text{ a.e. } t \in [0,T] \}$$
the feasible set of problem (1). By simplicity, given $\bar{z} \in \Omega$, we will write
$$\bar{\phi}(t) = \phi(\bar{z}(t),t) \quad \text{and} \quad \nabla \bar{\phi}(t) = \nabla \phi(\bar{z}(t),t) \quad \text{a.e. } t \in [0,T]$$
as well as for \( h, \nabla h, g, \nabla g \) and its components. Set index sets \( I = \{1, \ldots, p\} \) and \( J = \{1, \ldots, m\} \) and define, a.e. \( t \in [0,T] \), the index set of all binding constraints at \( \tilde{z} \in \Omega \) as

\[
I_a(t) = \{ j \in J \mid \tilde{g}_j(t) = 0 \},
\]

and \( I_c(t) = [0,T] \setminus I_a(t) \), its complement. For a.e. \( t \in [0,T] \), let \( q_a(t) \) and \( q_c(t) \) the cardinals of the \( I_a(t) \) and \( I_c(t) \), respectively. Denote by \( \delta P(z;\gamma) \) the Fréchet derivative of \( P \) at \( z \) with increment \( \gamma \in L_\infty([0,T];\mathbb{R}^n) \).

**Definition 2.1.** We say that \( \tilde{z} \in \Omega \) is a local optimal solution of (1) if there exists \( \epsilon > 0 \) such that \( P(\tilde{z}) \geq P(z) \) for all \( z \in \tilde{z} + \epsilon \bar{B} \), where \( \bar{B} \) denotes the closed unit ball with center at the origin.

Reiland ([10], Theorem 2) provide a condition for obtaining directions that, starting at a given point \( z \), the values of objective function are increased.

**Proposition 2.1.** ([10]) If

\[
\int_0^T \nabla \phi'(z(t),t)\gamma(t) dt > 0
\]

where \( z, \gamma \in L_\infty([0,T];\mathbb{R}^n) \), then there exists a number \( \sigma > 0 \) such that \( P(z + \tau \gamma) > P(z) \) for \( 0 < \tau \leq \sigma \).

Let \( \{F_a : \mathbb{R}^n \to \mathbb{R}^n \mid a \in A\} \) be a family of maps parameterized by points \( a \) in a subset \( A \subset \mathbb{R}^n \). If \( \nabla F_a \) is nonsingular at some point \( x_0 \) for all \( a \in A \), we know by the classic inverse mapping theorem that, for each \( a \), there exists some neighborhood of \( x_0 \) on which \( F_a \) is smoothly invertible. The following uniform inverse mapping theorem ([20], Proposition 4.1) and, consequently, the uniform implicit function theorem ([20], Corollary 4.2), that will have important roles in the proof of the results of Sections 3 and 4, give conditions under which the same neighborhood of \( x_0 \) can be chosen for all \( a \in A \).

**Proposition 2.2** (Uniform Implicit Function Theorem, [21]). Consider a set \( A \subset \mathbb{R}^k \), a number \( \alpha > 0 \), a family of functions

\[
\{\psi_a : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^n \}_{a \in A},
\]

and a point \((u_0,v_0) \in \mathbb{R}^m \times \mathbb{R}^n \) such that \( \psi_a(u_0,v_0) = 0 \) for all \( a \in A \). Assume that:

(i) \( \psi_a \) is continuously differentiable on \((u_0,v_0) + \alpha B \), uniformly in \( a \in A \);

(ii) there exists a monotone increasing function \( \theta : (0,\infty) \to (0,\infty) \), with \( \theta(s) \downarrow 0 \) as \( s \downarrow 0 \), such that

\[
||\nabla \psi_a(\bar{u},\bar{v}) - \nabla \psi_a(u,v)|| \leq \theta(||(\bar{u},\bar{v}) - (u,v)||)
\]

for all \( a \in A, (\bar{u},\bar{v}), (u,v) \in (u_0,v_0) + \alpha B \);
(iii) $\nabla_v \psi_a(u_0, v_0)$ is nonsingular for each $a \in A$ and exists $c > 0$ such that
\[
\| [\nabla_v \psi_a(u_0, v_0)]^{-1} \| \leq c \quad \text{for all } a \in A.
\]
Then there exist $\delta \geq 0$ and a family of continuously differentiable functions
\[
\{ \phi_a : u_0 + \delta B \rightarrow v_0 + \alpha B \}_{a \in A}
\]
which are Lipschitz continuous with a common Lipschitz constant $K$ such that
\[
v_0 = \phi_a(u_0) \quad \forall \ a \in A,
\psi_a(u, \phi_a(u)) = 0, \quad \forall \ u \in u_0 + \delta B \forall \ a \in A, \quad \text{and}
\nabla_u \phi_a(u_0) = -[\nabla_u \psi_a(u_0, v_0)]^{-1} \nabla_u \psi_a(u_0, v_0).
\]
The numbers $\delta$ and $K$ depend only on $\theta(\cdot)$, $c$ and $\alpha$. Furthermore, if $A$ is a Borel set and $a \mapsto \psi_a(u, v)$ is a measurable Borel function for each $(u, v) \in (u_0, v_0) + \alpha B$, then $a \mapsto \phi_a(u)$ is a measurable Borel function for each $u \in u_0 + \epsilon B$.

3 KKT conditions for problems with equality constraints

In this section, we will consider the continuous-time programming problem with equality constraints only. The general case is postponed to the next section. We start with the continuous-time problem without constraints, instead. The necessary optimality conditions for unrestricted problems will be used later in the proof of the main result of this section.

Consider the unrestricted continuous-time problem, namely,
\[
\begin{align*}
\text{maximize} \quad & P(z) = \int_0^T \phi(z(t), t) dt \\
\text{subject to} \quad & z \in \Omega = L_\infty([0, T]; \mathbb{R}^n).
\end{align*}
\]

Assume that
(H1) $\phi(\cdot, t)$ is twice continuously differentiable throughout $[0, T]$; $\phi(z, \cdot)$ is measurable for each $z$ and there exists $K_\phi > 0$ such that
\[
\| \nabla \phi(\tilde{z}(t), t) \| \leq K_\phi \quad \text{a.e. } t \in [0, T].
\]

Proposition 3.1. If $\tilde{z}$ is a local optimal solution for (2), then
\[
\nabla \tilde{\phi}(t) = 0 \quad \text{a.e. } t \in [0, T].
\]
and
\[
\int_0^T \gamma'(t) \nabla^2 \tilde{\phi}(t) \gamma(t) \ dt \leq 0 \quad \forall \ \gamma \in L_\infty([0, T]; \mathbb{R}^n).
\]
There exists an increasing function $\tilde{\tau} > 0$ such that $P(\tilde{z}) \geq P(\tilde{z} + \tau \gamma)$ for all $\tau \in (0, \tilde{\tau})$.

By first order Taylor expansion in Banach spaces \cite{22} we have that

$$0 \geq P(\tilde{z} + \tau \gamma) - P(\tilde{z}) = \tau \delta P(\tilde{z}; \gamma) + \varepsilon(\tau),$$

where $(\varepsilon(\tau)/\tau) \to 0$ when $\tau \to 0$. Dividing both sides by $\tau > 0$ and taking limits as $\tau \downarrow 0$ we have that $\delta P(\tilde{z}; \gamma) \leq 0$. Similarly, $\delta P(\tilde{z}; -\gamma) \leq 0$. Therefore, $\delta P(\tilde{z}; \gamma) = 0$, that is,

$$\int_0^T \nabla \phi'(\tilde{z}(t), t) \gamma(t) \, dt = 0 \quad \forall \gamma \in L_\infty([0, T]; \mathbb{R}^n).$$

From the last equality we see that $\nabla \phi(\tilde{z}(t), t) = 0$ a.e. $t \in [0, T]$.

By the second order Taylor expansion, we can write

$$0 \geq P(z + \tau \gamma) - P(\tilde{z}) = \tau \delta P(\tilde{z}; \gamma) + \frac{1}{2} \tau^2 \delta^2 P(\tilde{z}; (\gamma, \gamma)) + \varepsilon(\tau)$$

$$= \frac{1}{2} \tau^2 \delta^2 P(\tilde{z}; (\gamma, \gamma)) + \varepsilon(\tau),$$

where $(\varepsilon(\tau)/\tau^2) \to 0$ when $\tau \to 0$. Dividing both sides by $\tau^2 > 0$ and taking limits as $\tau \to 0$, we obtain

$$\frac{1}{2} \delta^2 P(\tilde{z}; (\gamma, \gamma)) \leq 0 \Leftrightarrow \int_0^T \gamma'(t) \nabla^2 \phi(\tilde{z}(t), t) \gamma(t) \, dt \leq 0.$$

The proof is complete. \hfill $\square$

Now, consider the continuous-time problem with equality constraints:

\[
\begin{align*}
\text{maximize} & \quad P(z) = \int_0^T \phi(z(t), t) \, dt \\
\text{subject to} & \quad h(z(t), t) = 0 \text{ a.e. } t \in [0, T].
\end{align*}
\]

In this case,

$$\Omega = \{ z \in L_\infty([0, T]; \mathbb{R}^n) \mid h(z(t), t) = 0 \text{ a.e. } t \in [0, T]\}.$$

Let us remember that $\phi : \mathbb{R}^n \times [0, T] \to \mathbb{R}$ and $h : \mathbb{R}^n \times [0, T] \to \mathbb{R}^p$, $p \leq n$. Given $\epsilon > 0$ and $\tilde{z} \in \Omega$, we assume that, in addition to (H1), the following hypothesis are valid:

(H2) $h(\cdot, \cdot)$ is measurable for each $z$ and $h(\cdot, t)$ is twice continuously differentiable on $\bar{z}(t) + \epsilon B$ for a.e. $t \in [0, T]$.

(H3) There exists an increasing function $\tilde{\theta} : (0, \infty) \to (0, \infty)$, $\theta(s) \downarrow 0$ as $s \downarrow 0$, such that for all $\bar{z}, z \in \bar{z}(t) + \epsilon B$ and a.e. $t \in [0, T]$,

$$\| \nabla h(\tilde{z}, t) - \nabla h(z, t) \| \leq \tilde{\theta}(\| \tilde{z} - z \|).$$

There exists $K_0 > 0$ such that for a.e. $t \in [0, T]$,

$$\| \nabla h(\tilde{z}(t), t) \| \leq K_0.$$
(H4) There exists $K > 0$ such that for a.e. $t \in [0,T]$,  
\[ \det\{\nabla \tilde{h}(t)\nabla \tilde{h}'(t)\} \geq K, \]
where $\nabla \tilde{h}(t) = \nabla h(\tilde{z}(t), t)$.

**Remark 3.1.** Hypothesis (H4) guarantees that the rows of $\nabla \tilde{h}(t)$, formed by
the gradient vectors $\nabla h_i(t)$, $i \in I$, are linearly independent for almost every $t \in [0,T]$. Moreover, along with (H3), it guarantees also that the norm of $[\nabla \tilde{h}(t)\nabla \tilde{h}'(t)]^{-1}$ is uniformly bounded, a required property in the application of the uniform implicit theorem. See proposition below.

**Proposition 3.2.** Consider a subset $A \subset \mathbb{R}^k$ and $\{M_a\}_{a \in A}$ a family of $p \times p$ matrices such that  
\[ \det(M_a) \geq K, \quad a \in A, \quad \|M_a\| \leq L, \quad a \in A, \]
for some $K, L > 0$. Then there exists $C > 0$ such that  
\[ \|[M_a]^{-1}\| \leq C, \quad a \in A. \]

**Proof.** Consider the singular values decomposition  
\[ M_a = U_a \Sigma_a V_a^{-1}, \quad a \in A, \]
where $U_a$ and $V_a$ are $p \times p$ unit matrices for all $a \in A$ and $\Sigma_a = \text{diag}\{\sigma_a^i\}_{i=1}^p$ are diagonal matrices with singular values ordered, without loss of generality, in decreasing order  
\[ \sigma_1^a \geq \sigma_2^a \geq \ldots \sigma_p^a > 0, \quad a \in A. \]
Thus,  
\[ L \geq \|M_a\| = \|U_a \Sigma_a V_a^{-1}\| = \|\Sigma_a\|, \quad a \in A, \]
so that  
\[ \sigma_1^a \leq \max_{i \in I} \sigma_i^a = \|\Sigma_a\| \leq L, \quad a \in A, \quad i \in I, \]
which, in turn, imply that  
\[ \prod_{i=1}^{p-1} \sigma_i^a \leq L^{p-1}, \quad a \in A. \]
On the other hand,  
\[ \det(M_a) = \prod_{i=1}^{p} \sigma_i^a \geq K, \quad a \in A \iff \sigma_p^a \geq K \left[ \prod_{i=1}^{p-1} \sigma_i^a \right]^{-1} \geq \frac{K}{L^{p-1}}, \quad a \in A. \]
Therefore,  
\[ \|[M_a]^{-1}\| = \|[V_a \Sigma_a^{-1} U_a^{-1}]\| = \|\Sigma_a^{-1}\| \]
\[ = \max_{i \in I} \left\{ \frac{1}{\sigma_i^a} \right\} = \frac{1}{\sigma_p^a} \leq \frac{L^{p-1}}{K}, \quad a \in A, \]
which concludes the proof with $C = L^{p-1}/K$. \qed
We are now in position to state and prove the main result of the section. In the sequel, Karush-Kuhn-Tucker type necessary optimality conditions of first and second order are provided for problem (3) under the full rank condition (H4).

**Theorem 3.1.** Let $\tilde{z}$ be a local optimal solution for (3) and suppose that (H1)-(H4) do hold. Then, there exists $u \in L_\infty([0,T];\mathbb{R}^p)$ such that

$$\nabla \tilde{\phi}(t) + \sum_{i=1}^{p} u_i(t) \nabla \tilde{h}_i(t) = 0 \text{ a.e. } t \in [0,T],$$

and

$$\int_0^T \gamma'(t) \{ \nabla^2 \tilde{\phi}(t) + \sum_{i=1}^{p} u_i(t) \nabla^2 \tilde{h}_i(t) \} \gamma(t) \, dt \leq 0 \quad \forall \gamma \in N,$$

where $N$ is given by

$$N = \{ \gamma \in L_\infty([0,T];\mathbb{R}^p) \mid \nabla \tilde{h}(t) \gamma(t) = 0 \text{ a.e. } t \in [0,T] \}. $$

**Proof.** Let $\tilde{z}$ be a local optimal solution of (3) on $\tilde{z} + \epsilon \tilde{B}$. The proof is divided in several steps.

**STEP 1:** We define an application that satisfy the conditions of Proposition 2.2. Let $S_0 \subset [0,T]$ be the largest subset where each of the conditions in (H1)-(H4) do not hold for every $t \in S_0$. We know from the assumptions that $S_0$ has Lebesgue measure equal to zero. It follows from ([24], p. 309) that there exists a Borel set $S$, which is the intersection of a countable collection of open sets, such that $S_0 \subset S$ and $S \setminus S_0$ has Lebesgue measure equal to zero. Hence $S$ is a Borel set which has Lebesgue measure equal to zero, so that $[0,T] \setminus S$ has full measure. In Proposition 2.2 identify the Borel set $[0,T] \setminus S$ with $A, t$ with $a$, $(\xi, \eta)$ with $(u, v)$ and $(0, 0)$ with $(u_0, v_0)$.

Define $\mu : \mathbb{R}^n \times \mathbb{R}^p \times [0,T] \to \mathbb{R}^p$ as

$$\mu(\xi, \eta, t) = h(\tilde{z}(t) + \xi + \nabla \tilde{h}'(t)\eta, t).$$

Let us check that the assumptions of Proposition 2.2 are fulfilled. First note that setting $\alpha = \min\{\frac{\epsilon}{2}, 2\kappa_0\}$, we have that

$$\|\tilde{z}(t) + \xi + \nabla \tilde{h}'(t)\eta - \tilde{z}(t)\| = \|\xi + \nabla \tilde{h}'(t)\eta\| \leq \|\xi\| + \|\nabla \tilde{h}'(t)\| \cdot \|\eta\| \leq \epsilon,$$

whenever $(\xi, \eta) \in (0, 0) + \alpha \tilde{B}$. We have also that

$$\mu(0, 0, t) = h(\tilde{z}, t) = 0 \text{ a.e. } t \in [0,T].$$

Let $(\tilde{\xi}, \tilde{\eta}), (\xi, \eta) \in (0, 0) + \alpha \tilde{B}, t \in A$. Then,

$$\|\nabla \mu(\tilde{\xi}, \tilde{\eta}, t) - \nabla \mu(\xi, \eta, t)\| = \|\nabla h(\tilde{z}(t) + \tilde{\xi} + \nabla \tilde{h}'(t)\tilde{\eta}, t) - h(\tilde{z}(t) + \tilde{\xi} + \nabla \tilde{h}'(t)\tilde{\eta}, t)\nabla \tilde{h}'(t)\|$$
Choose \( \sigma_B \) use of (H3), it follows from Proposition 3.2 that there exists \( M > 0 \) such that

\[ \| \nabla h(\bar{z}(t)) \| \leq \| \nabla h(\bar{z}(t)) \| \leq \| \nabla h(\bar{z}(t)) \| \cdot (1 + K_0) \]

\[ \leq \| \nabla h(\bar{z}(t)) \| \cdot (1 + K_0) \]

\[ \leq \theta(\| \nabla h(\bar{z}(t)) \| \cdot (1 + K_0)) \]

\[ = \theta(\| \nabla h(\bar{z}(t)) \| (1 + K_0)) \]

Thus, by assumption (H4), \( \nabla q(0, t) \) is nonsingular for each \( t \in A \). By making use of (H3), it follows from Proposition 3.2 that there exists \( M > 0 \) such that

\[ \| \nabla h(\bar{z}(t)) \| \leq M \text{ a.e. } t \in [0, T]. \] (6)

By Proposition 3.2 there exist \( \sigma \in (0, \epsilon), \delta \in (0, \epsilon) \) and an implicit function \( d : \sigma B \times A \to \delta B \) such that \( d(\xi, \cdot) \) is measurable for fixed \( \xi \), the functions of family \( \{ d(\cdot, t) \mid t \in A \} \) are Lipschitz continuous with a common Lipschitz constant, \( d(\cdot, t) \) is continuously differentiable for each \( t \in A \), and for a.e. \( t \in [0, T], \)

\[ d(0, t) = 0, \] (7)

\[ \mu(\xi, d(\xi, t), t) = 0, \] (8)

\[ \nabla d(0, t) = -[\nabla h(t) \nabla h(t)]^{-1} \nabla h(t). \] (9)

Choose \( \sigma_1 > 0 \) and \( \delta_1 > 0 \) such that

\[ \sigma_1 \in (0, \min\{\sigma, \epsilon \}), \]

\[ \delta_1 \in (0, \min\{\delta, \epsilon \}), \]

\[ \sigma_1 + K_0 \delta_1 \in (0, \epsilon), \] (10)

where \( K_0 \) is given by (H3). In the following steps and without loss of generality, we consider the implicit function \( d \) defined on \( \sigma_1 B \times [0, T] \) and taking values in \( \delta_1 B \).

**STEP 2:** We show that if \( \bar{z} \) is a local optimal solution of (3), then it is a local optimal solution of the following auxiliary problem

\[ \text{maximize } \tilde{P}(z) = \int_0^T \varphi(z(t), t) dt \]

subject to \( z \in L_\infty([0, T]; \mathbb{R}^n), \)

where \( \varphi(z(t), t) = \phi(z(t) + \nabla h(t) d(z(t) - \bar{z}(t), t), t) \). Indeed, suppose that \( \tilde{z} \in \bar{z} + \sigma_2 B \), for arbitrary \( 0 < \sigma_2 < \sigma_1 \), is a feasible solution of problem (11) such that \( \tilde{P}(\tilde{z}) > \tilde{P}(\bar{z}) \). Consider

\[ \tilde{z}(t) = \bar{z}(t) + \nabla h(t) d(\bar{z}(t) - \tilde{z}(t), t) \text{ a.e. } t \in [0, T]. \]
Using (10) and (H3), we have that

\[ \|\hat{z}(t) - \bar{z}(t)\| = \|\hat{z}(t) - \bar{z}(t) + \nabla\hat{h}'(t)d(\hat{z}(t) - \bar{z}(t), t)\| \]
\[ \leq \|\hat{z}(t) - \bar{z}(t)\| + \|\nabla\hat{h}'(t)\| \cdot \|d(\hat{z}(t) - \bar{z}(t), t)\| < \sigma_1 + K_0\delta_1 < \epsilon. \]

As \( \hat{z} - \bar{z} \in \sigma_1B \), using the definition of \( \mu \) we have that for a.e. \( t \in [0, T] \),

\[ \mu(\hat{z}(t) - \bar{z}(t), d(\hat{z}(t) - \bar{z}(t), t), t) = 0 \Rightarrow \hat{h}(\hat{z}(t) + \nabla\hat{h}'(t)d(\hat{z}(t) - \bar{z}(t), t), t) = 0, \]

that is, \( \hat{h}(\hat{z}(t), t) = 0 \) a.e. \( t \in [0, T] \). But,

\[ P(\hat{z}) = \hat{P}(\hat{z}) > \hat{P}(\bar{z}) = P(\bar{z}), \]

contradicting the fact that \( \bar{z} \) is a local optimal solution of (3).

**STEP 3:** Applying Proposition 3.1 we have that for a.e. \( t \in [0, T] \),

\[ 0 = \nabla\varphi(\bar{z}(t), t) \]
\[ = \{I_n + \nabla\hat{h}'(t)\nabla d(0, t)\}'\nabla\phi(\bar{z}(t) + \nabla\hat{h}'(t)d(0, t), t) \]
\[ = \nabla\phi(\bar{z}(t), t) + \nabla\hat{h}'(t)\nabla\phi(\bar{z}(t), t) \]
\[ = \nabla\phi(\bar{z}(t), t) + \nabla\hat{h}'(\bar{z}(t), t)\{ -[\nabla\hat{h}(t)\nabla\hat{h}'(t)]^{-1}\nabla\hat{h}(t)\nabla\phi(\bar{z}(t), t) \} \]
\[ = \nabla\phi(\bar{z}(t), t) + \nabla\hat{h}'(\bar{z}(t), t)u(t) \]
\[ = \nabla\phi(\bar{z}(t), t) + \sum_{i=1}^{p} u_i(t)\nabla h_i(\bar{z}(t), t) \]

where

\[ u(t) = -[\nabla\hat{h}(t)\nabla\hat{h}'(t)]^{-1}\nabla\hat{h}(t)\nabla\phi(\bar{z}(t), t) \]

a.e. \( t \in [0, T] \).

Observe that \( u \in L_{\infty}([0, T]; \mathbb{R}^p) \) is unique and that

\[ \|u(t)\| \leq MK_0K_\phi \] a.e. \( t \in [0, T] \),

by hypotheses (H1) and (H3) and by (9).

Now, being \( \phi(. , t) \) and \( h(. , t) \) twice continuously differentiable on \( \bar{z} + \epsilon B \) throughout \([0, T]\), it follows directly from its definition that \( \mu(\xi, d(\xi, t), t) \) is twice continuously differentiable on \( \sigma_1B \) for a.e. \( t \in [0, T] \). Consequently, from Corollary 2.2 \( d \) is continuously differentiable in a neighborhood of \( \xi = 0 \) (by simplicity, consider this neighborhood as being \( \sigma_1B \)). By Proposition 3.1 we have that

\[ \int_0^T \gamma'(t)\nabla^2\varphi(z(t), t)\gamma(t) \, dt \leq 0 \quad \forall \gamma \in L_{\infty}([0, T]; \mathbb{R}^n). \]

Let us calculate \( \nabla^2\varphi \). We have that

\[ \nabla\varphi(z(t), t) = [I_n + \nabla\hat{h}'(t)\nabla d(z(t) - \bar{z}(t), t)]'\nabla\phi(z(t) + \nabla\hat{h}'(t)d(z(t) - \bar{z}(t), t)) \]
\[ = \nabla\phi(z(t) + \nabla\hat{h}'(t)d(z(t) - \bar{z}(t), t)) \]
\[ + \nabla\hat{h}'(z(t) - \bar{z}(t), t)\nabla\phi(z(t) + \nabla\hat{h}'(t)d(z(t) - \bar{z}(t), t)), \]
where
\[
\nabla d'(z(t) - \bar{z}(t), t) \nabla \bar{h}(t) = \sum_{i=1}^{P} \nabla d_i(z(t) - \bar{z}(t), t) \nabla \bar{h}_i(t) \quad \text{a.e. } t \in [0, T].
\]

Putting \( z = \bar{z} \) and using (9) results
\[
-\nabla \bar{h}'(t)[\nabla \bar{h}(t) \nabla \bar{h}'(t)]^{-1} \nabla \bar{h}(t) = \nabla d'(0, t) \nabla \bar{h}(t) = \sum_{i=1}^{P} \nabla d_i(0, t) \nabla \bar{h}_i(t) \quad \text{a.e. } t \in [0, T].
\]

From the expression to \( \nabla \varphi \) we obtain
\[
\nabla^2 \varphi(z(t), t) = \{I_n + \nabla d'(z(t) - \bar{z}(t), t) \nabla \bar{h}(t)\} \nabla^2 \phi(z(t) + \nabla \bar{h}'(t)d(z(t) - \bar{z}(t), t), t)
\]
\[
+ \sum_{i=1}^{P} \nabla^2 d_i(z(t) - \bar{z}(t), t) \nabla \bar{h}'_i(t) \nabla \phi(z(t) + \nabla \bar{h}'(t)d(z(t) - \bar{z}(t), t), t)
\]
\[
+ \sum_{i=1}^{P} \nabla d_i(z(t) - \bar{z}(t), t) \nabla \bar{h}'_i(t) \nabla^2 \phi(z(t) + \nabla \bar{h}'(t)d(z(t) - \bar{z}(t), t), t)
\]
\[
+ \sum_{i=1}^{P} \nabla d_i(z(t) - \bar{z}(t), t) \nabla \bar{h}'_i(t) \nabla d'(z(t) - \bar{z}(t), t) \nabla \bar{h}(t) \nabla^2 \phi(z(t) + \nabla \bar{h}'(t)d(z(t) - \bar{z}(t), t), t).
\]

Particularly for \( z = \bar{z} \), taking \( \gamma \in \mathbb{N} \), it follows for a.e. \( t \in [0, T] \) that
\[
\gamma'(t) \nabla^2 \varphi(\bar{z}(t), t) \gamma(t)
\]
\[
= \gamma'(t) \nabla^2 \phi(t) \gamma(t) - \gamma'(t) \nabla \bar{h}'(t)[\nabla \bar{h}(t) \nabla \bar{h}'(t)]^{-1} \nabla \bar{h}(t) \nabla^2 \phi(t)
\]
\[
+ \gamma'(t) \left[ \sum_{i=1}^{P} \nabla^2 d_i(0, t) \nabla \bar{h}'_i(t) \right] \nabla \phi(t) \gamma(t)
\]
\[
- \gamma'(t) \nabla \bar{h}'(t)[\nabla \bar{h}(t) \nabla \bar{h}'(t)]^{-1} \nabla \bar{h}(t) \left[ I_n + \nabla d'(0, t) \nabla \bar{h}(t) \right] \nabla^2 \phi(t) \gamma(t),
\]

and integrating from 0 to \( T \) one has
\[
\int_{0}^{T} \gamma'(t) \left\{ \nabla^2 \phi(t) + \left[ \sum_{i=1}^{P} \nabla^2 d_i(0, t) \nabla \bar{h}'_i(t) \right] \nabla \phi(t) \right\} \gamma(t) dt \leq 0. \tag{12}
\]

On the other hand, once
\[
\mu_i(\xi, d(\xi, t), t) = h_i(\bar{z}(t) + \xi + \nabla \bar{h}'(t)d(\xi, t), t) \quad \text{a.e. } t \in [0, T], \; i \in I,
\]

we have
\[
\nabla \xi \mu_i(\xi, d(\xi, t), t) = \left[ I_n + \nabla \bar{h}'(t) \nabla d(\xi, t) \right]' \nabla h_i(\bar{z}(t) + \xi + \nabla \bar{h}'(t)d(\xi, t), t)
\]
\[
= \nabla h_i(\bar{z}(t) + \xi + \nabla \bar{h}'(t)d(\xi, t), t)
\]
\[
+ \nabla d'(\xi, t) \nabla \bar{h}(t) \nabla h_i(\bar{z}(t) + \xi + \nabla \bar{h}'(t)d(\xi, t), t), \; i \in I.
\]
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Adding (12) and (13) and using (4), results in (5).

Integrating from 0 to $t$, we get

\[
0 = \nabla^2 \mu_i(0,0,t) = \left[ I_n + \nabla h'(t) \nabla d(t, \xi(t)) \right] \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t)), t) \\
+ \sum_{j=1}^p \nabla^2 d_j(t) \nabla h'_j(t) \nabla h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t)), t) \\
+ \left[ \nabla d'(t, \xi(t)) \nabla h(t) \right] \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t), t) \\
- \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t), t) \\
- \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t), t).
\]

We now put $\xi = 0$ in the last expression, multiply it by $u_i(t)$ for a.e. $t \in [0, T]$, sum up from 1 to $p$ and take the inner product with $\gamma \in N$, which results for a.e. $t \in [0, T]$, in

\[
0 = \gamma'(t) \sum_{i=1}^p u_i(t) \nabla^2 \mu_i(0,0,t) \gamma(t) \\
- \gamma'(t) \nabla h'(t) \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t), t) \\
+ \gamma'(t) \sum_{j=1}^p \nabla^2 d_j(t, 0, t) \nabla h'_j(t) \nabla h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t), t) \\
- \gamma'(t) \nabla h'(t) \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \left[ I_n + \nabla d'(t, \xi(t)) \nabla h(t) \right] \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t), t).
\]

Integrating from 0 to $T$ gives

\[
\int_0^T \gamma'(t) \left[ \sum_{i=1}^p u_i(t) \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t)) \right] \left[ \sum_{i=1}^p u_i(t) \nabla^2 h_i(\zeta(t) + \xi + \nabla h'(t) d(t, \xi(t), t) \\
= 0.
\]

Adding (12) and (13) and using (4), results in (5).

4 KKT conditions for problems with equality and inequality constraints

The general case is now tackled. Consider the problem (H1) with equality and inequality constraints. Given $\epsilon > 0$ and $\zeta(t) + \epsilon B$ a.e. $t \in [0, T]$. (H5) $h(z, \cdot)$ and $g(z, \cdot)$ are measurable for each $z$, $h(\cdot, t)$ and $g(\cdot, t)$ are continuously differentiable on $\zeta(t) + \epsilon B$ a.e. $t \in [0, T]$. 
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There exists an increasing function $\bar{\theta} : (0, \infty) \to (0, \infty)$, $\bar{\theta}(s) \downarrow 0$ when $s \downarrow 0$, such that for all $\bar{z}, z \in \bar{z}(t) + \epsilon B$ and a.e. $t \in [0, T]$,
\[
\|\nabla [h, g](\bar{z}, t) - \nabla [h, g](z, t)\| \leq \bar{\theta}(\|\bar{z} - z\|).
\]

There exists $K_1 > 0$ such that for a.e. $t \in [0, T]$,
\[
\|\nabla [h, g](\bar{z}, t)\| \leq K_1.
\]

(H7) There exists $K > 0$ such that
\[
\det \{\Upsilon(t) \Upsilon'(t)\} \geq K,
\]
where
\[
\Upsilon(t) = \begin{bmatrix}
\nabla \bar{h}(t) & 0 \\
\nabla \bar{g}(t) & \text{diag}\{-2\bar{w}_j(t)\}_{j \in J}
\end{bmatrix},
\]
and $\bar{w}_j = \sqrt{\bar{g}_j(t)}$ a.e. $t \in [0, T]$, $j \in J$.

**Remark 4.1.** Assumption (H7), among other things, tell us that the vector set \{\nabla h_i(t) \mid i \in I\} \cup \{\nabla g_j(t) \mid j \in I_a(t)\} is linearly independent for a.e. $t \in [0, T]$.

Next we present two examples referring the assumption (H7).

**Example 4.1.** Consider the problem
\[
\begin{aligned}
\text{maximize} & \quad \int_0^1 [-z_1^2(t) - z_2^2(t)] dt \\
\text{subject to} & \quad h(z(t), t) = z_1(t) - z_2(t) = 0 \quad \text{a.e. } t \in [0, 1], \\
& \quad g_1(z(t), t) = z_1(t) + \frac{1}{2} z_2^2(t) \geq 0 \quad \text{a.e. } t \in [0, 1], \\
& \quad g_2(z(t), t) = z_1(t) z_2(t) + 1 \geq 0 \quad \text{a.e. } t \in [0, 1],
\end{aligned}
\]
where $z = (z_1, z_2) \in L_2^\infty([0, T]$ and $h, g_1, g_2 : \mathbb{R}^2 \times [0, 1] \to \mathbb{R}$. It is easy to see that $\bar{z} = (0, 0)$ is an optimal solution and that $I_a(t) = \{1\}$ a.e. $t \in [0, T]$. Thus, the matrix in assumption (H7) is given by
\[
\Upsilon(t) = \begin{bmatrix}
1 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & -2
\end{bmatrix} \quad \text{a.e. } t \in [0, T],
\]
which has full rank for a.e. $t \in [0, 1]$. Note that \{\nabla \bar{h}(t), \nabla \bar{g}_1(t)\} is linearly independent for a.e. $t \in [0, T]$.

**Example 4.2.** Consider $h, g_1, g_2 : \mathbb{R}^3 \times [0, 1] \to \mathbb{R}$ and
\[
\begin{aligned}
\text{maximize} & \quad \int_0^1 [-(z_1(t) - 1)^2 - (z_2(t) - 1)^2] dt \\
\text{subject to} & \quad h(z(t), t) = -z_1^2(t) - z_2^2(t) + z_3(t) + 1 = 0 \quad \text{a.e. } t \in [0, 1], \\
& \quad g_1(z(t), t) = -2z_1 z_2 + 4z_2 + z_3 - 3 \geq 0 \quad \text{a.e. } t \in [0, 1], \\
& \quad g_2(z(t), t) = -z_1(t) + \frac{7}{2} z_3(t) + \frac{1}{2} \geq 0 \quad \text{a.e. } t \in [0, 1].
\end{aligned}
\]
The feasible point $\bar{z} = (1, 1, 1)$ is an optimal solution for this problem. Note that, for a.e. $t \in [0, 1]$, $I_a(t) = \{1, 2\}$ and

$$
\bar{\nabla} h_i(t) \gamma(t) = 0, \; i \in I, \; \bar{\nabla} g_j(t) \gamma(t) = 0, \; j \in I_a(t) \setminus \{k\}, \; \bar{\nabla} g_k(t) \gamma(t) > 0. \tag{14}
$$

Proof. If the components of $g$ are permuted in such a way that the active constraints come first, then $\bar{\nabla}(t)$ in (H7) can be rewritten as

$$
\bar{\nabla}(t) = \begin{bmatrix}
\bar{\nabla} h(t) & 0 \\
\bar{\nabla} g_j(t) & 0 \\
\bar{\nabla} g_k(t) & \Lambda(t)
\end{bmatrix}
$$

where $\Lambda(t) = \begin{bmatrix} 0 & \Lambda_1(t) \end{bmatrix}$, $0 \in \mathbb{R}^{q_1(t) \times q_2(t)}$ and $\Lambda_1(t) = \text{diag}\{-2\bar{w}_j(t)\}$, $j \in I_c(t)$. By (H7), the matrix $\bar{\nabla}(t)$ has full rank for almost every $t \in [0, T]$. As $k \in I_a(t)$, for all $t \in D$, let $b \in L_\infty([0, T]; \mathbb{R}^{n+m})$ be given as

$$
b_j(t) = \begin{cases}
0, & \text{if } j \in I \cup J \setminus \{k\}, \; t \in D, \\
1, & \text{if } j = k, \; t \in D, \\
0, & \text{if } t \in [0, T] \setminus D.
\end{cases}
$$

Then the system

$$
\bar{\nabla}(t) \gamma(t) = b(t), \tag{15}
$$

is consistent for almost every $t \in [0, T]$, with solution $\gamma = (\gamma, \gamma_1) \in L_\infty([0, T]; \mathbb{R}^{n+m})$ given by

$$
\gamma(t) = \bar{\nabla}'(t)[\bar{\nabla}(t)\bar{\nabla}'(t)]^{-1}b(t) \; \text{a.e. } t \in [0, T].
$$

Particularly, (15) holds for all $t \in D$, so that, for all $t \in D$, there exists $\gamma \in L_\infty^n[0, T]$ such that

$$
\bar{\nabla} h_i(t) \gamma(t) = 0, \; i \in I, \; \bar{\nabla} g_j(t) \gamma(t) = 0, \; j \in I_a(t) \setminus \{k\} \; \text{and} \; \bar{\nabla} g_k(t) \gamma(t) = 1 > 0.
$$

Next, the Karush-Kuhn-Tucker type optimality conditions are obtained for the general case.
Let $\tilde{z} \in \Omega$ be a local optimal solution for the problem \([\text{I}]\). Suppose that (H1), (H5)-(H7) do hold and that $g(\tilde{z}, \cdot)$ is bounded in $[0, T]$. Then there exists $(u, v) \in L_\infty([0, T]; \mathbb{R}^p \times \mathbb{R}^m)$ such that for a.e $t \in [0, T]$ one has

\begin{equation}
\nabla \tilde{\phi}(t) + \sum_{i=1}^p u_i(t) \nabla \tilde{h}_i(t) + \sum_{j=1}^m v_j(t) \nabla \tilde{g}_j(t) = 0,
\end{equation}

\begin{equation}
v(t) \geq 0,
\end{equation}

\begin{equation}
v_j(t) \tilde{g}_j(t) = 0, \; j \in J.
\end{equation}

Moreover,

\begin{equation}
\int_0^T \gamma'(t) \{\nabla^2 \tilde{\phi}(t) + \sum_{i=1}^p u_i(t) \nabla^2 \tilde{h}_i(t) + \sum_{j=1}^m v_j(t) \nabla^2 \tilde{g}_j(t)\} \gamma(t) dt \leq 0
\end{equation}

for all $\gamma \in \bar{N}$, where $\bar{N}$ is given by

\begin{equation}
\bar{N} = \{ \gamma \in L_\infty([0, T]; \mathbb{R}^n) \mid \nabla \tilde{h}(t) \gamma(t) = 0, \; \nabla \tilde{g}_j(t) \gamma(t) = 0, \; j \in J_a(t), \; \text{a.e.} \; t \in [0, T] \}.
\end{equation}

**Proof.** Let $w : [0, T] \to \mathbb{R}^m$ be a measurable function and consider the auxiliary problem below

\begin{equation}
\begin{aligned}
\text{maximize} & \; \tilde{P}(z, w) = \int_0^T \phi(z(t), t) dt \\
\text{subject to} & \; h(z(t), t) = 0 \; \text{a.e.} \; t \in [0, T], \\
& \; g(z(t), t) - w^2(t) = 0 \; \text{a.e.} \; t \in [0, T],
\end{aligned}
\end{equation}

where

\begin{equation}
w^2(t) = \begin{bmatrix} w_1^2(t) \\ w_2^2(t) \\ \vdots \\ w_m^2(t) \end{bmatrix} \; \text{a.e.} \; t \in [0, T].
\end{equation}

We proceed in several steps.

**STEP 1:** If $\tilde{z}$ is local optimal solution for the problem \([\text{I}]\), then $(\tilde{z}, \tilde{w})$ is local optimal solution for the problem \([\text{20}]\), where

\begin{equation}
\tilde{w}_j(t) = \sqrt{\tilde{g}_j(t)} \; \text{a.e.} \; t \in [0, T], \; j \in J.
\end{equation}

Indeed, if $\tilde{z}$ is a solution of \([\text{I}]\) in a $\epsilon \in (0, 1)$ neighborhood, suppose that for all $0 < \delta < \epsilon$, there exists $(\tilde{z}, \tilde{w}) \in (\tilde{z}, \tilde{w}) + \delta B$ with $\tilde{P}(\tilde{z}, \tilde{w}) > \tilde{P}(\tilde{z}, \tilde{w})$. Noticing that

\begin{equation}
h(\tilde{z}(t), t) = 0 \; \text{and} \; g(\tilde{z}(t), t) = \tilde{w}^2(t) \geq 0 \; \text{a.e.} \; t \in [0, T],
\end{equation}

we see that $\tilde{z}$ is feasible for the problem \([\text{I}]\) and

\begin{equation}
P(\tilde{z}) = \int_0^T \phi(\tilde{z}(t), t) dt = \tilde{P}(\tilde{z}, \tilde{w}) > \tilde{P}(\tilde{z}, \tilde{w}) = \int_0^T \phi(z(t), t) dt = P(\tilde{z}),
\end{equation}
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STEP 3: The assumption (H7) implies (H4).

**STEP 2:** Define

\[ \Psi(z, w, t) = \begin{bmatrix} h(z, t) \\ g(z, t) - w^2 \end{bmatrix} \in \mathbb{R}^{p+m}. \]

We will verify that the auxiliary problem (20) satisfies the conditions (H1)-(H4) with \( \Psi \) and \((z, w)\) playing the role of \( h \) and \( z \), respectively. The assumptions (H1) and (H2) are immediate. Considering \((\bar{z}, \bar{w})\), \((z, w) \in (\bar{z}(t), \bar{w}(t)) \in \epsilon B\) we have for a.e. \( t \in [0, T] \) that

\[
\| \nabla \Psi(\bar{z}, \bar{w}, t) - \nabla \Psi(z, w, t) \| = \| \nabla \Psi(z, w, t) \| \leq \| \nabla \Psi(\bar{z}, \bar{w}, t) \| + \left( \sum_{i=1}^{p} \left| \frac{\partial h}{\partial z_i}(\bar{z}, \bar{w}, t) \right| \right) = K_0,
\]

where \( K_0 = K_1 + \| \bar{w} \| \infty_m \) comes from (H6) and from the assumption that \( \bar{w}(t) = g(\bar{z}(t), t) \) is uniformly bounded in \([0, T]\), verifying (H3). Finally, as

\[ \nabla \Psi(\bar{z}(t), t) = \Upsilon(t) \text{ a.e. } t \in [0, T], \]

the assumption (H7) implies (H4).

**STEP 3:** By Theorem 5.11 there exists \((u, v) \in L_\infty([0, T]; \mathbb{R}^p \times \mathbb{R}^m)\) such that

\[
\begin{bmatrix} \nabla \phi(t) \\ 0 \end{bmatrix} + \Upsilon(\bar{z}(t), t) \begin{bmatrix} u(t) \\ v(t) \end{bmatrix} = 0 \text{ a.e. } t \in [0, T],
\]

which implies in

\[
\nabla \phi(t) + \sum_{i=1}^{p} u_i(t) \nabla h_i(t) + \sum_{j=1}^{m} v_j(t) \nabla g_j(t) = 0 \text{ a.e. } t \in [0, T]
\]

and

\[
\bar{w}_j(t)v_j(t) = 0 \text{ a.e. } t \in [0, T] \Rightarrow \bar{g}_j(t)v_j(t) = 0 \text{ a.e. } t \in [0, T], \quad j \in J,
\]

resulting in (16) and (18).

We will show now that \( v_j(t) \geq 0 \) for a.e. \( t \in [0, T], j \in I \). Suppose that for any \( k \in J \), there exists a positive measure subset \( D \subset [0, T] \) such that \( v_k(t) < 0 \),
for all \( t \in D \). Note that, by (18), \( k \in I_k(t) \) for all \( t \in D \). By Lemma 4.1 there exists \( \gamma \in L_\infty([0, T]; \mathbb{R}^n) \) such that (14) holds. Defining \( \bar{\gamma} \in L_\infty([0, T]; \mathbb{R}^n) \) as

\[
\bar{\gamma}(t) = \begin{cases} 
\gamma(t), & \text{if } t \in D \\
0, & \text{otherwise},
\end{cases}
\]

and using (14) and (16), one has

\[
\nabla \bar{\phi}'(t)\bar{\gamma}(t) + \sum_{i=1}^{p} u_i(t) \nabla \bar{h}_i(t)\bar{\gamma}(t) + \sum_{j=1}^{m} v_j(t) \nabla \bar{g}_j(t)\bar{\gamma}(t) = 0
\]

\[
\Rightarrow \nabla \bar{\phi}'(t)\bar{\gamma}(t) = \begin{cases} 
-v_k(t) \nabla \bar{g}_k(t)\bar{\gamma}(t) > 0, & \text{if } t \in D, \\
0, & \text{otherwise}.
\end{cases}
\]

Then

\[
\int_0^T \nabla \bar{\phi}'(t)\bar{\gamma}(t) dt = \int_D \nabla \bar{\phi}'(t)\bar{\gamma}(t) dt + \int_{[0, T] \setminus D} \nabla \bar{\phi}'(t)\bar{\gamma}(t) dt > 0
\]

and by Proposition 2.4 we have that there exists \( \sigma > 0 \) such that \( P(\bar{z} + \tau \bar{\gamma}) > P(\bar{z}) \) for \( 0 < \tau \leq \sigma \), contradicting the fact that \( \bar{z} \) is a local optimal solution for the problem (11). Therefore, \( v_j(t) \geq 0 \) a.e. \( t \in [0, T], j \in J \).

**STEP 4:** We will verify the second order condition (19). Let us denote, for a.e. \( t \in [0, T] \),

\[
L(z(t), w(t), t) = \phi(z(t), t) + \sum_{i=1}^{p} u_i(t) h_i(z(t), t) + \sum_{j=1}^{m} v_j(t) g_j(z(t), t) - w_j^2(t),
\]

where \( u \) and \( v \) are the multipliers previously obtained at **STEP 3**. Then,

\[
\nabla L(z(t), w(t), t) = \begin{bmatrix} \nabla_z L(z(t), w(t), t) \\ \nabla_w L(z(t), w(t), t) \end{bmatrix}
\]

\[
= \begin{bmatrix} \nabla \phi(z(t), t) + \sum_{i=1}^{p} u_i(t) \nabla h_i(z(t), t) + \sum_{j=1}^{m} v_j(t) \nabla g_j(z(t), t) \\ -2w_1(t)v_1(t) \\ \vdots \\ -2w_m(t)v_m(t) \end{bmatrix},
\]

and

\[
\nabla^2 L(z(t), w(t), t) = \begin{bmatrix} \nabla_{zz} L(z(t), w(t), t) & 0 \\ 0 & \text{diag}\{-2v_j(t)\}_{j=1}^{m} \end{bmatrix},
\]

where

\[
\nabla_{zz} L(z(t), w(t), t) = \nabla^2 \phi(z(t), t) + \sum_{i=1}^{p} u_i(t) \nabla^2 h_i(z(t), t) + \sum_{j=1}^{m} v_j(t) \nabla^2 g_j(z(t), t).\]
By Theorem 3.1 we have that
\[
\int_{0}^{T} (\gamma(t), \nu(t))' \nabla^{2}L(\bar{z}(t), \bar{w}(t), t)(\gamma(t), \nu(t)) dt \leq 0, \tag{21}
\]
for all \((\gamma, \nu) \in L_{\infty}([0, T]; \mathbb{R}^{n} \times \mathbb{R}^{m})\) satisfying
\[
\nabla h(\bar{z}(t), t)\gamma(t) = 0 \quad \text{and} \quad \nabla g'_{j}(\bar{z}(t), t)\gamma(t) - 2\bar{w}_{j}(t)\nu_{j}(t) = 0, \quad j \in J, \tag{22}
\]
for a.e. \(t \in [0, T]\). For all \(\gamma \in \bar{N}\), consider \(\nu\) defined, for a.e. \(t \in [0, T]\), as
\[
\nu_{j}(t) = \begin{cases} 
0, & \text{if } j \in I_{a}(t), \\
\frac{\nabla g'_{j}(\bar{z}(t), t)\gamma(t)}{2\bar{w}_{j}(t)}, & \text{if } j \in I_{c}(t).
\end{cases}
\]
Then, note that \((\gamma, \nu)\) satisfies (22), \(\bar{w}_{j}(t)\nu_{j}(t) = 0\) a.e. \(t \in [0, T]\), \(\forall j \in I_{a}(t)\), and by (18) we have that \(v_{j}(t) = 0\) a.e. \(t \in [0, T]\), \(\forall j \in I_{c}(t)\). Thus,
\[
v_{j}(t)\nu_{j}(t) = 0 \quad \text{a.e. } t \in [0, T], \; j \in J.
\]
Replacing \((\gamma, \nu)\) in (21), we obtain
\[
\int_{0}^{T} \gamma'(t)\nabla^{2}L(\bar{z}(t), \bar{w}(t), t)\gamma(t) dt \leq 0,
\]
with arbitrary \(\gamma \in \bar{N}\), implying in (19).
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