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Abstract

We define Bush-type generalized Hadamard matrices over abelian groups and construct symmetric Bush-type generalized Hadamard matrices over the additive group of finite field $\mathbb{F}_q$, $q$ a prime power. We then show and study an association scheme obtained from such generalized Hadamard matrices.

1 Introduction

A Hadamard matrix $H$ of order $n$ is a square matrix of order $n$ with entries from $\{1, -1\}$ such that $HH^T = nI_n$, where $H^T$ is the transpose of $H$ and $I_n$ is the identity matrix of order $n$. A Hadamard matrix $H = (H_{ij})_{i,j=1}^{2n}$ of order $4n^2$, where each $H_{ij}$ is a square matrix of order $2n$, is said to be of Bush-type if $H_{ii} = J_{2n}$ for any $i \in \{1, \ldots, 2n\}$, and $H_{ij}J_{2n} = J_{2n}H_{ij} = 0$ for any distinct $i, j \in \{1, \ldots, 2n\}$, where $J_{2n}$ is the square matrix of order $2n$ with all one’s entries. Bush-type Hadamard matrices have been studied in [1, 3, 5, 8, 9]. In particular, it was shown in [3] that the existence of symmetric Bush-type Hadamard matrices is equivalent to that of certain symmetric association schemes of class $3$. Furthermore, the association scheme of class $3$ is related to strongly regular graphs with certain parameters with the property that the vertex set is decomposed into maximal cliques attaining Delsarte-Hoffmann’s bound [4] (see also [8, Lemma 1.1]).

If $\{1, -1\}$ is regarded as a multiplicative group, then one may consider a generalized Hadamard matrix as a matrix with entries in a finite abelian group with a multiplicative property, see Section 2.1.

In this paper, we define Bush-type generalized Hadamard matrices over an abelian group and demonstrate a construction method by using some special generalized Hadamard matrices over the additive group of finite field $\mathbb{F}_q$, $q$ a prime power and Latin squares obtained from the same field. In particular, we focus on the symmetric Bush-type generalized Hadamard matrices of order $q^2$ over the additive group of $\mathbb{F}_q$, $q$ is a prime power.

We will see that some symmetric association schemes having interesting properties are obtained from these matrices with a linear map from $\mathbb{F}_q$ into a subfield preserving addition and describe the eigenmatrices by the Kloosterman sums. The association scheme can be regarded as an extension of the association schemes of class $3$ obtained from symmetric Bush-type Hadamard matrices, and it is shown to be a fission scheme of the scheme for
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the case \( n = 2 \) in [2] Theorem 1. In particular, our scheme is a fission scheme of the Hamming association scheme \( H(2, q) \).

For the case where \( q = 2^m \) or \( q = 3^n \) and a linear map being the absolute trace, the eigenmatrices of the association schemes are given explicitly by calculating the Kloosterman sums. Furthermore, the association scheme for the case \( q = 3^n \) is used to provide an affirmative answer to a recent question raised by Leopardi.

2 Preliminaries

2.1 Generalized Hadamard matrices

Let \( G \) be an additively written finite abelian group of order \( g \). A square matrix \( H = (h_{ij})_{i,j=1}^{g\lambda} \) of order \( g \lambda \) with entries from \( G \) is called a generalized Hadamard matrix with the parameters \((g, \lambda)\) (or \( GH(g, \lambda) \)) over \( G \) if for all distinct \( i, k \in \{1, 2, \ldots, g \lambda\} \), the multiset \( \{h_{ij} - h_{kj} : 1 \leq j \leq g \lambda\} \) contains exactly \( \lambda \) times of each element of \( G \). The matrix \( H \) is normalized if \( H \) has the first row consisting of 0, where 0 denotes the identity element of \( G \). Any generalized Hadamard matrix is transformed to be normalized by adding suitable elements to the columns.

Let \( H \) be a generalized Hadamard matrix over \( G \) with the parameters \((g, \lambda)\). Assume that \( g \lambda \) is a square, say \( k^2 \) with \( k \) a positive integer. The matrix \( H \) is of Bush-type if \( H \) is represented as a block matrix \( H = (H_{ij})_{i,j=1}^{k} \), where each \( H_{ij} \) is a square matrix of order \( k \), such that \( H_{ii} \) is the zero matrix for any \( i \in \{1, \ldots, k\} \), and each row or column of \( H_{ij} \) has all entries of \( G \) appearing the same number of times for any distinct \( i, j \in \{1, \ldots, k\} \).

Let \( G' \) be a finite abelian group of order \( g' \), and \( \varphi \) a surjective homomorphism from \( G \) to \( G' \). It is easy to see that the matrix \( \varphi(H) := (\varphi(h_{ij}))_{i,j=1}^{g\lambda} \) is a generalized Hadamard matrix \( GH(g', g\lambda^2/g') \).

2.2 Association schemes

Let \( n \) be a positive integer. Let \( X \) be a finite set and \( R_i \) \((i \in \{0, 1, \ldots, n\})\) be a nonempty subset of \( X \times X \). The adjacency matrix \( A_i \) of the graph with vertex set \( X \) and edge set \( R_i \) is a \((0, 1)\)-matrix indexed by \( X \) such that \((A_i)_{xy} = 1 \) if \((x,y) \in R_i \) and \((A_i)_{xy} = 0 \) otherwise. A symmetric association scheme of \( n \)-class is a pair \((X, \{R_i\}_{i=0}^{n})\) satisfying the following:

(i) \( A_0 = I_{|X|} \).
(ii) \( \sum_{i=0}^{n} A_i = J_{|X|} \).
(iii) \( A_i \) is symmetric for \( i \in \{1, \ldots, n\} \).
(iv) For all \( i, j \), \( A_i A_j \) is a linear combination of \( A_0, A_1, \ldots, A_n \).

The vector space spanned by \( A_i \)'s forms a commutative algebra, denoted by \( \mathcal{A} \) and called the Bose-Mesner algebra or adjacency algebra. There exists a basis of \( \mathcal{A} \) consisting of primitive idempotents, say \( E_0 = (1/|X|)J_{|X|}, E_1, \ldots, E_n \). Since \( \{A_0, A_1, \ldots, A_n\} \) and \( \{E_0, E_1, \ldots, E_n\} \) are two bases in \( \mathcal{A} \), there exist the change-of-bases matrices \( P = (p_{ij})_{i,j=0}^{n}, Q = (q_{ij})_{i,j=0}^{n} \) so that

\[
A_j = \sum_{i=0}^{n} p_{ij} E_j, \quad E_j = \frac{1}{|X|} \sum_{i=0}^{n} q_{ij} A_j.
\]

The matrices \( P \) or \( Q \) are said to be first or second eigenmatrices. An association scheme is said to be self-dual if \( P = Q \) for suitable rearranging the indices of the adjacency matrices and the primitive idempotents.
The association scheme is a translation association scheme if the vertex set $X$ has the structure of an additively written abelian group, and for all $i \in \{0, 1, \ldots, n\}$,

$$(x, y) \in R_i \Rightarrow (x + z, y + z) \in R_j.$$ 

For translation association schemes, the first eigenmatrix is calculated by the characters as follows. For $i \in \{0, 1, \ldots, n\}$ set $N_i = \{x \in X : (0, x) \in R_i\}$. For each character $\chi$ of $X$ we have

$$A_i \chi = \left( \sum_{x \in N_i} \chi(x) \right) \chi.$$

Letting $X^*$ be the dual group of $X$, set $N^*_i = \{\eta \in X^* : E_j \eta = \eta\}$. Then the first eigenmatrix of the translation association scheme is expressed as

$$P_{ij} = \sum_{x \in N_i} \chi(x) \chi \in N^*_j.$$

Let $(X, \{R_i\}_{i=0}^n), (X, \{R'_i\}_{i=0}^{n'})$ be symmetric association schemes. If there exists a partition $\Lambda := \{0\}, \Lambda_1, \ldots, \Lambda_n'$ of $\{0, 1, \ldots, n\}$ such that $R'_i = \bigcup_{j \in \Lambda_i} R_j$ for any $i \in \{0, 1, \ldots, n'\}$, then $(X, \{R_i\}_{i=0}^n)$ is said to be fission of $(X, \{R'_i\}_{i=0}^{n'})$ and $(X, \{R'_i\}_{i=0}^{n'})$ is said to be fusion of $(X, \{R_i\}_{i=0}^n)$.

### 3 Construction of Bush-type generalized Hadamard matrices

In this section, we show a method of construction for the Bush-type generalized Hadamard matrices. The method can be viewed as a generalization of the method used in [5] in which a Hadamard matrix of order $2n$ and a Latin square of order $2n$ were used to construct a Bush-type Hadamard matrix of order $4n^2$.

Let $H = (h_{ij})_{i,j=1}^{g \lambda}$ be a normalized generalized Hadamard matrix $GH(g, \lambda)$ over a finite abelian group $G$ of order $g$ and $L = ((i, j))_{i,j=1}^{g \lambda}$ be a Latin square of order $g \lambda$ with entries from $\{1, \ldots, g \lambda\}$. We may assume that $L$ has the diagonal entries 1 after permuting rows and columns appropriately. Define a matrix $C_k$ ($k = 1, \ldots, g \lambda$) as

$$C_k = (-h_{ki} + h_{kj})_{i,j=1}^{g \lambda}.$$

Define $M(H, L)$ as a square block matrix of order $g^2 \lambda^2$ with $(i, j)$-block equal to $C_{H(i,j)}$. The $((i', j'), (j, i'))$-entry of $M(H, L)$ means the $(i', j')$-entry of $(i, j)$-block of $M$. The $(i, j)$-th row of $M$ means the $i'$-th row in the $i$-th block of $M$.

**Theorem 3.1.** Let $G$ be an additively written finite abelian group of order $g$. Let $H$ be a normalized generalized Hadamard matrix $GH(g, \lambda)$ over $G$, and $L$ be a Latin square of order $g \lambda$ with entries from $\{1, \ldots, g \lambda\}$ and with diagonal entries equal to 1. Let $M = M(H, L)$ defined above. Then the following hold.

(i) The matrix $M$ is a Bush-type generalized Hadamard matrix $GH(g, g \lambda^2)$.

(ii) The matrix $M$ is symmetric if and only if $-h_{i(i,j)k} + h_{i(j,i)l} = -h_{i(j,i)k} + h_{i(i,j)l}$ for $i, j, k, l \in \{1, \ldots, g \lambda\}$.

(iii) Let $G'$ be a finite abelian group of order $g'$, and $\varphi$ be a surjective homomorphism from $G$ to $G'$. Then the generalized Hadamard matrix $\varphi(M)$ is of Bush-type.
Proof. (i): Let \(i, i', j, j', k, k'\) be elements of \(\{1, \ldots, g\lambda\}\). We calculate the difference of the \((i, i')\)-row and the \((j, j')\)-row of \(M\) for \((i, i') \neq (j, j')\).

In the case where \(i = j\), we put \(l = l(i, k)\). The difference of the \((i', k')\)-entry and the \((j', k')\)-entry of \(C_1\) is \(-h_{i,j} + h_{i,j} \). This value does not depend on the choice of \(k'\), and runs over \(G\) when \(k\) runs over \(\{1, \ldots, g\lambda\}\) since \(H\) is a \(GH(g, \lambda)\) and \(L\) is a Latin square.

In the case where \(i \neq j\), we put \(l_1 = l(i, k), l_2 = l(j, k)\). The difference of the \((i', k')\)-entry of \(C_1\) and the \((j', k')\)-entry of \(C_2\) is \(\gamma + h_{i,k} - h_{i,k'}\), where \(\gamma = -h_{i', k} + h_{i', j'}\). This value runs over \(G\) when \(k'\) runs over \(\{1, \ldots, g\lambda\}\) since \(H\) is a \(GH(g, \lambda)\) and \(L\) is a Latin square. Thus, \(M\) is a generalized Hadamard matrix over \(G\).

All diagonal blocks of \(M\) are \(C_1\) whose entries are all the identity element in \(G\). Each off-diagonal block is \(C_i\) for some \(i \in \{2, \ldots, g\lambda\}\). Each row and column of the matrix \(C_i\) has entries of \(C_i\), each appearing exactly one time. Thus, a generalized Hadamard matrix \(M\) is of Bush-type.

(ii): The \((i, j)\)-block of \(M\) is \(C_{\frac{1}{2}(i,j)}\). Thus, \(M\) is symmetric if and only if \(C_{\frac{1}{2}(i,j)} = C_{\frac{1}{2}(j,i)}\) for \(i, j \in \{1, \ldots, g\lambda\}\). This is equivalent to the condition that \(-h_{i,j} + h_{i,j} = -h_{i,j} + h_{i,j}\) for \(i, j, k, l \in \{1, \ldots, g\lambda\}\).

(iii): The property of Bush-type for \(\varphi(M)\) follows from (i). \(\square\)

Example 3.2. Let \(q\) be a prime power. Let \(F_q\) be a finite field with \(q\) elements \(\alpha_1 = 0, \alpha_2, \ldots, \alpha_q\).

Let \(H\) be the multiplication table of \(F_q\), i.e., the \((i, j)\)-entry of \(H\) is \(\alpha_i \cdot \alpha_j\). Then \(H\) is a generalized Hadamard matrix \(GH(q, 1)\) over the additive group of \(F_q\).

Let \(L\) be the subtraction table of \(F_q\), i.e., the \((i, j)\)-entry of \(L\) is \(-\alpha_i + \alpha_j\). Then \(L\) is a Latin square over \(F_q\) with diagonal entries equal to 0.

The matrix \(M = M(H, L)\) obtained from \(H\) and \(L\) is a Bush-type generalized Hadamard matrix \(GH(q, q)\) over the additive group of \(F_q\) (Theorem 3.1(i)). Furthermore, \(M\) is symmetric by Theorem 3.1(ii).

Let \(F_{q'}\) be a subfield of \(F_q\), and let \(\varphi\) be a linear map from \(F_q\) to \(F_{q'}\). By [7], Theorem 2.2.4, there exists an element \(\beta \in F_q\) such that \(\varphi(\alpha) = tr(\beta\alpha)\), where \(tr\) is the trace function from \(F_q\) to \(F_p\). By [7] Theorems 2.2.3(iii), 2.2.4 \(\varphi\) is surjective. Then \(\varphi(M)\) is a Bush-type generalized Hadamard matrix \(GH(p, q^2/p)\) by Theorem 3.1(iii).

4 Association schemes related to symmetric Bush-type
Generalized Hadamard matrices over \(F_q\)

We will show that an association scheme is obtained from the Generalized Hadamard matrix \(GH(p, q^2/p)\) in Example 3.2 and continue to use all the notations in Example 3.2.

We define permutation matrices \(P_{\alpha_i}\) (\(i \in \{1, \ldots, q\}\)) by splitting

\[
L = \sum_{i=1}^{q} \alpha_i P_{\alpha_i}.
\]

Note that \(P_0 = I_q\). Since \(C_1 = 0\) holds, we observe that

\[
M = \sum_{i=1}^{q} P_{\alpha_i} \otimes C_1 = \sum_{i=2}^{q} P_{\alpha_i} \otimes C_1
\]

\[
= \sum_{i=2}^{q} P_{\alpha_i} \otimes \left( \sum_{j=1}^{q} \alpha_j P_{\alpha_j^{-1} \cdot \alpha_i} \right) = \sum_{j=1}^{q} \alpha_j \left( \sum_{i=2}^{q} P_{\alpha_i} \otimes P_{\alpha_j^{-1} \cdot \alpha_i} \right).
\]
The matrix $\varphi(M)$ is written as follows:

$$\varphi(M) = \sum_{j=1}^{q} \varphi(\alpha_j)(\sum_{i=2}^{q} P_{\alpha_i} \otimes P_{\alpha_i^{-1} \alpha_j}).$$

(1)

Let $F_p = \{\beta_1 = 0, \beta_2, \ldots, \beta_p\}$. From (1), we define $(0,1)$-matrices $A_i$ for $1 \leq i \leq p$ by

$$A_i = \sum_{y \in \varphi^{-1}(\beta_i)} (\sum_{x \in F_q^*} P_x \otimes P_{x^{-1}y}),$$

where $F_q^* = F_q \setminus \{0\}$. Set $A_0 = I_q$ and $A_{p+1} = I_q \otimes (J_q - I_q)$. Define $X$ and $R_i$ as follows:

$$X = F_q \times F_q,$$

$$R_0 = \{(x,x) \mid x \in X\},$$

$$R_i = \{((x_1, x_2), (y_1, y_2)) \in X \times X \mid x_1 \neq y_1, \varphi((-x_1 + y_1)(-x_2 + y_2)) = \beta_i\}$$

$$R_{p+1} = \{((x_1, x_2), (y_1, y_2)) \in X \times X \mid x_1 = y_1, x_2 \neq y_2\},$$

where $i = 1, \ldots, p$. Then $A_i$ is the adjacency matrix of the graph $(X,R_i)$ for each $i = 0, 1, \ldots, p+1$.

The following easy to see lemma will be used later.

**Lemma 4.1.** Let $V$ be a vector space over $F_q$ of dimension $n$. Let $V_i$ be a subspace of $V$ of dimension $n-1$ for $i = 1,2$ such that $\dim(V_1 \cap V_2) = n - 2$. Then for any element $a \in F_q$, the multiset $\{x + y + a \mid x \in V_1, y \in V_2\}$ contains every element of $V$ exactly $q^{n-2}$ times.

Define the Kloosterman sum $K(a,b)$ as

$$K(a,b) = \sum_{x \in GF(q)^*} \omega^{\text{tr}(ax + bz^{-1})},$$

where $q = p^n$, $p$ is a prime number and $\omega$ is a primitive $p$-th root of unity. It is easy to see $K(a,b)$ depends only on $ab$. Thus we may denote $K(a,b)$ by $K(ab)$.

We now prove the following which demonstrate that the generalized Hadamard matrices in Example 3.2 lead to symmetric association schemes.

**Theorem 4.2.** The following hold.

(i) The pair $(X, \{R_i\}_{i=0}^{p+1})$ defined above is a symmetric association scheme.

(ii) The scheme is self-dual.

(iii) The first eigenmatrix $P$ is given by

$$P = \begin{pmatrix}
1 & \frac{q-1}{p}1_p^T & q-1 \\
1_p & K & -1_p \\
1 & -\frac{q}{p}1_p^T & q-1
\end{pmatrix},$$

where $1_p$ denotes the all-ones column vector of length $p$, $K = (\sum_{\gamma \in \varphi^{-1}(\beta_i)} K(\gamma \gamma_j))_{i,j=1}^{p}$ and $\gamma_j \in \varphi^{-1}(\beta_j)$ for $j = 1, \ldots, p$.

**Proof of Theorem 4.2(i).** It is easy to see that each $A_i$ is a non-zero symmetric $(0,1)$-matrix and all the sum of them equals to the all-ones matrix. Now we are going to prove that the vector space $A := \text{span}_F(A_0, \ldots, A_{p+1})$ is closed under the multiplication.

It is obvious that $A_{p+1}^2 \in A$. Since each non-diagonal block of $A_i$ for $i \in \{1, \ldots, p\}$ is a sum of $\frac{q}{p}$ permutation matrices, we see that $A_i A_{p+1} = A_{p+1} A_i \in A$ for $i \in \{1, \ldots, p\}$. 
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By \( P_x \cdot P_y = P_{x+y} \), we obtain the following equalities:

\[
A_i A_j = \sum_{x_1, x_2 \in F_q^*} P_{x_1+x_2} \otimes \left( \sum_{y \in \varphi^{-1}(\beta_i), w \in \varphi^{-1}(\beta_j)} P_{x_1^{-1}y + x_2^{-1}w} \right)
\]

\[
= \sum_{x_1 \in F_q^*} P_0 \otimes \left( \sum_{y \in \varphi^{-1}(\beta_i), w \in \varphi^{-1}(\beta_j)} P_{x_1^{-1}(y-w)} \right) + \sum_{x \in F_q^*} P_x \otimes \left( \sum_{y \in \varphi^{-1}(\beta_i), w \in \varphi^{-1}(\beta_j)} P_{x_1^{-1}y + (x-x_1)^{-1}w} \right)
\]

\[
= \sum_{x \in F_q^*} P_0 \otimes \left( \sum_{y \in \varphi^{-1}(\beta_i), w \in \varphi^{-1}(\beta_j)} P_{t(y-w)} \right) + \sum_{x \in F_q^*} P_x \otimes \left( \sum_{y \in \varphi^{-1}(\beta_i), w \in \varphi^{-1}(\beta_j)} P_{x_1^{-1}y + (x-x_1)^{-1}w} \right).
\]

(2)

For the first term in (2) we have the following:

\[
\sum_{x \in F_q^*} P_0 \otimes \left( \sum_{y \in \varphi^{-1}(\beta_i), w \in \varphi^{-1}(\beta_j)} P_{t(y-w)} \right) = \begin{cases} 
\sum_{x \in F_q^*} P_0 \otimes \left( \frac{q}{p} P_0 + \sum_{y \in \varphi^{-1}(\beta_j), w \notin \varphi^{-1}(\beta_j)} P_t \right) & \text{if } i = j \\
\sum_{x \in F_q^*} P_0 \otimes \left( \sum_{y \notin \varphi^{-1}(\beta_j)} P_t \right) & \text{if } i \neq j 
\end{cases}
\]

\[
= \begin{cases} 
\frac{q(q-1)}{p} I_q^2 + \frac{q(q-1)}{p} I_q \otimes (J_q - I_q) & \text{if } i = j \\
\left(\frac{q}{p}\right)^2 I_q \otimes (J_q - I_q) & \text{if } i \neq j
\end{cases}
\]

\[
= \begin{cases} 
\frac{q(q-1)}{p} A_0 + \frac{q(q-1)}{p} A_{p+1} & \text{if } i = j \\
\left(\frac{q}{p}\right)^2 A_{p+1} & \text{if } i \neq j
\end{cases}
\]

For the second term in (2) we define

\[
X_{i,j,y,w,x} := \left\{ x \left( \frac{y}{z} + \frac{w}{x-z} \right) \mid z \in F_p^*, z \neq x \right\}
\]

for \( x \in F_p^*, y \in \varphi(\beta_i), z \in \varphi(\beta_j) \). Then \( X_{i,j,y,w,x} \) does not depend on the choice of \( x \). Indeed for \( a \in F_p^* \)

\[
X_{i,j,y,w,ax} := \left\{ ax \left( \frac{y}{z} + \frac{w}{ax-z} \right) \mid z \in F_p^*, z \neq ax \right\}
\]

\[
= \left\{ ax \left( \frac{y}{z'} + \frac{w}{ax-a z'} \right) \mid z' \in F_p^*, z' \neq x \right\}
\]

\[
= \left\{ x \left( \frac{y}{z'} + \frac{w}{x-z'} \right) \mid z' \in F_p^*, z' \neq x \right\}
\]

\[
= X_{i,j,y,w,x}.
\]

Thus we may denote \( X_{i,j,y,w} = X_{i,j,y,w,x} \). Next we determine a multiset

\[
Y_{i,j} := \left\{ \frac{y}{z} + \frac{w}{1-z} \mid y \in \varphi^{-1}(\beta_i), w \in \varphi^{-1}(\beta_j) \right\}
\]

where \( z \in F_q^* \setminus \{1\} \). When \( z \in F_p \setminus \{1\} \), we have the following as multisets

\[
Y_{i,j} = \frac{q}{p} \varphi^{-1}(\beta_i) \frac{1}{z} \frac{\beta_j}{1-z}.
\]

When \( z \in F_q^* \setminus F_p \), letting \( y_0 \in \varphi(\beta_i), w_0 \in \varphi(\beta_j) \), we set \( c = -\frac{y_0}{z} - \frac{w_0}{1-z} \). Then, by Lemma 3.1 we have

\[
Y_{i,j} = \left\{ \frac{y}{z} + \frac{w}{1-z} + c \mid y, w \in \varphi^{-1}(0) \right\} = \frac{q}{p} F_q.
\]
We now calculate the second term:

\[
\sum_{x \in \mathbb{F}_q^*} P_x \otimes \sum_{x_1 \in \mathbb{F}_q^* \setminus \{1\}} \left( \sum_{y \in \varphi^{-1}(\beta_i)} \sum_{w \in \varphi^{-1}(\beta_j)} P_{x^{-1}y+ (x-x_1)^{-1}w} \right) = \sum_{x \in \mathbb{F}_q^*} P_x \otimes \sum_{y \in \varphi^{-1}(\beta_i)} \sum_{w \in \varphi^{-1}(\beta_j)} P_{x^{-1}y + x^{-1}w} = \sum_{x \in \mathbb{F}_q^*} P_x \otimes \sum_{z \in \varphi^{-1}(\beta_i)} P_{x^{-1}z} = \sum_{x \in \mathbb{F}_q^*} P_x \otimes \sum_{z \in \varphi^{-1}(\beta_i)} P_{x^{-1}z} = \frac{q}{p} \sum_{x \in \mathbb{F}_q^* \setminus \{1\}} \sum_{z \in \varphi^{-1}(\beta_i)} P_x \otimes P_{x^{-1}z} + \frac{q(q-p)}{p^2}(J_q - I_q) \otimes J_q
\]

where \(h\) runs over the set such that \(\varphi(\alpha_h) = \frac{\alpha_i}{x_1} + \frac{\beta_j}{x_1^2}\) for \(x_1 \in \mathbb{F}_q^* \setminus \{1\}\) as a multiset. Therefore \(\mathbb{A}\) is in \(\mathcal{A}\). Thus the pair \(\left(X, \{R_i\}_{i=0}^{p+1}\right)\) is a symmetric association scheme. \(\square\)

**Proof of Theorem 4.2 (ii).** The association scheme \(\left(X, \{R_i\}_{i=0}^{p+1}\right)\) is clearly translation. The dual of this is \(\left(X^*, \{S_i\}_{i=0}^{p+1}\right)\) such that \(X^*\) is the character group of \(X\) and

\[
S_0 = \{(x, \chi) \mid \chi \in X^*\},
\]

\[
S_i = \{(x_1, x_2), (\eta_1, \eta_2) \in X^* \times X^* \mid \varphi(2 \prod_{i=1}^2 (\chi_i(x_1) - \eta_i(x_1))) = \beta_i \text{ for all } (x_1, x_2) \in X\}
\]

\[
S_{p+1} = \{(x_1, \nu), (\nu_2, \eta) \in X^* \times X^* \mid \chi_1 \neq \chi_2\},
\]

where \(i = 1, \ldots, p\) and \(X^*\) is regarded as the direct product of the dual group of \(\mathbb{F}_q\). The correspondence of \(x = (x_1, x_2)\) to \(\chi\) with \(\chi(y) = \omega^{\text{tr}(\sum_{i=1}^2 x_iy_i)}\), where \(\omega\) is a primitive \(q\)-th root of unity, gives an isomorphism from the scheme to its dual. Therefore \(\left(X, \{R_i\}_{i=0}^{p+1}\right)\) is self-dual. \(\square\)

**Proof of Theorem 4.2 (iii).** Finally we determine the first eigenmatrix. For \(N_i (i = 0, 1, \ldots, p+1)\) and \(\chi \in \mathbb{N}_j^* (j = 1, \ldots, p+1)\), we calculate \(\sum_{x \in N_i} \chi(x)\) as follows. For \(i = 0\), it is easy to see that the first row of \(P\) has the desired values.

For \(1 \leq i, j \leq p\), there exist \(a, b \in \mathbb{F}_q\) with \(ab = \gamma_j \in \varphi^{-1}(\beta_i)\) such that \(\chi(x) = \omega^{\text{tr}(ax_1 + bx_2)}\) for \(x = (x_1, x_2) \in X\). Then

\[
\sum_{x \in N_i} \chi(x) = \sum_{(x_1, x_2) \in N_i} \chi(ax_1 + bx_2) = \sum_{\gamma \in \varphi^{-1}(\beta_i)} \sum_{t \in \mathbb{F}_q^*} \chi(at + \frac{b\gamma}{t}) = \sum_{\gamma \in \varphi^{-1}(\beta_i)} K(\gamma_j \gamma).
\]

For \(i = p+1, 1 \leq j \leq p\),

\[
\sum_{x \in N_{p+1}} \chi(x) = \sum_{(x_1, x_2) \in N_{p+1}} \chi(ax_1 + bx_2) = \sum_{t \in \mathbb{F}_q^*} \chi\left(\frac{b}{t}\right) = \sum_{x \in \mathbb{F}_q^*} \chi(x) = -1.
\]
5.1 The case where $q = 2^m$

Let $p = 2$, $q = 2^m$ and $\omega = -1$ in Theorem 4.2. We take $\varphi$ as the absolute trace from $\mathbb{F}_{2^m}$ to $\mathbb{F}_2$. In this case we obtain the fusion scheme of class 3 by Theorem 4.2.

The matrix $\varphi(H)$ is a generalized Hadamard matrix over $\mathbb{F}_2$. Here we regard $\mathbb{F}_2$ as the additive group on $\{0, 1\}$. If we replace the entries 0, 1 with 1, −1 respectively, then we have a symmetric Bush-type Hadamard matrix (over $\{1, -1\}$ as a multiplicative group). Then it is shown in [3] and [4] that this yields an association scheme of class 3 with the following first eigenmatrix

$$
P = \begin{pmatrix}
1 & 2^{m-1}(2^m - 1) & 2^{m-1}(2^m - 1) & 2^m - 1 \\
1 & 2^m & -2^m & -1 \\
1 & -2^{m-1} & 2^m & -1 \\
1 & -2^{m-1} & -2^m & 2^m - 1
\end{pmatrix}.
$$

See also [5] for related topics.

5.2 The case where $q = 3^m$

Let $p = 3$, $q = 3^m$ and $\omega$ denote a primitive third root of unity in Theorem 4.2. We take $\varphi$ as the absolute trace from $\mathbb{F}_{3^m}$ to $\mathbb{F}_3$. In this case we obtain the association scheme of class 4 by Theorem 4.2. We calculate its eigenmatrices explicitly.

Define $T_i = \{a \in \mathbb{F}_{3^m} \mid \text{tr}(a) = i\}$ for $i \in \mathbb{F}_3$. For $a \in \mathbb{F}_{3^m}$ and $i \in \mathbb{F}_3$, let $S_{a,i} = \sum_{t \in T_i} K(at)$.

Lemma 5.1. The following hold.

(i) $S_{0,i} = -3^{m-1}$ holds for $i = 0, 1, 2$.

(ii) If $a \neq 0$, then $\sum_{i=0}^2 S_{a,i} = 0$.

(iii) If $a \neq 0$, then $\sum_{i=0}^2 \omega^i S_{a,i} = 3^m \omega^{\text{tr}(1/a)}$.

(iv) For $a \neq 0$, let $\text{tr}(-\frac{1}{a}) = i$. Then $S_{a,i} = 2 \cdot 3^{m-1}$ and $S_{a,j} = -3^{m-1}$ ($j \neq i$) hold.
Proof. (i):

\[ S_{0,i} = \sum_{t \in T_i} K(0) = 3^{m-1} \sum_{x \in \mathbb{F}_3^m} \omega^{tr(x)} = 3^{m-1} ( \sum_{x \in \mathbb{F}_3^m} \omega^{tr(x)} - \omega^0) = -3^{m-1}. \]

(ii): For \( a \in \mathbb{F}_3^m \),

\[
\begin{align*}
2 \sum_{i=0}^2 S_{a,i} &= 2 \sum_{i=0}^2 K(at) = \sum_{t \in \mathbb{F}_3^m} K(at) = \sum_{t \in \mathbb{F}_3^m} \sum_{x \in \mathbb{F}_3^m} \omega^{tr(x + \frac{at}{m})} \\
&= \sum_{x \in \mathbb{F}_3^m} \sum_{t \in \mathbb{F}_3^m} \omega^{tr(x + \frac{at}{m})} = \sum_{x \in \mathbb{F}_3^m} \sum_{t \in \mathbb{F}_3^m} \omega^{tr(t)} = 0.
\end{align*}
\]

(iii):

\[
\begin{align*}
2 \sum_{i=0}^2 \omega^i S_{a,i} &= 2 \sum_{i=0}^2 \sum_{t \in T_i} \sum_{x \in \mathbb{F}_3^m} \omega^{tr(x + \frac{at}{m} + i)} = 2 \sum_{i=0}^2 \sum_{t \in T_i} \sum_{x \in \mathbb{F}_3^m} \omega^{tr(x + \frac{at}{m} + t)} \\
&= \sum_{x \in \mathbb{F}_3^m} \sum_{t \in \mathbb{F}_3^m} \omega^{tr(x + \frac{at}{m} + t)} \\
&= (1 + \omega + \omega^2) + \sum_{t \in \mathbb{F}_3^m} \omega^{tr(-\frac{t}{m})} \\
&= 3^m \omega^{tr(-\frac{t}{m})}.
\end{align*}
\]

(iv): Since the Kloosterman sum is a real number, it follows from (ii) and (iii). \( \square \)

Since we can take \( a \in \mathbb{F}_q \) with \( tr(-\frac{1}{a}) = i \) for any \( i = 0, 1, 2 \), we obtain the following theorem.

Theorem 5.2. The first eigenmatrix of the 4-class fusion scheme is given as follows:

\[
P = \begin{pmatrix}
1 & 3^{m-1}(3^m - 1) & 3^{m-1}(3^m - 1) & 3^{m-1}(3^m - 1) & 3^m - 1 \\
1 & 2 \cdot 3^{m-1} & -3^{m-1} & -3^{m-1} & -1 \\
1 & -3^{m-1} & 2 \cdot 3^{m-1} & -3^{m-1} & -1 \\
1 & -3^{m-1} & -3^{m-1} & 2 \cdot 3^{m-1} & -1 \\
1 & -3^{m-1} & -3^{m-1} & -3^{m-1} & 3^m - 1
\end{pmatrix}.
\]

Remark 5.3. The scheme of class 4 has the following properties.

(i) For any \( i = 1, 2, 3 \), \( A_i \) is a strongly regular graph with the parameters \( (v, k, \lambda, \mu) = (9^m, 3^{m-1}(3^m - 1), 9^{m-1}, 3^{m-1}(3^m - 1)) \). The graph \( A_4 \) is a disjoint union of cliques of the same size. Moreover, \( A_i + A_4 \) is a strongly regular graph with a spread which is described as \( A_4 \).

(ii) The binary relations \( R_i \)'s are given as follows:

\[
R_0 = \{(x, x) \mid x \in X\},
\]

\[
R_i = \{(x, y) \mid x = (x_1, x_2), y = (y_1, y_2) \in X, x_1 \neq y_1, tr((-x_1 + y_1)(-x_2 + y_2)) = i\}
\]

\[
R_4 = \{(x, y) \mid x = (x_1, x_2), y = (y_1, y_2) \in X, x_1 = y_1, x_2 \neq y_2\},
\]

where \( i = 1, 2, 3 \). A bijection from \( X \) to \( X \) defined as \( (x_1, x_2) \mapsto (2x_1, x_2) \) swaps \( A_2 \) for \( A_3 \). The graph with adjacency matrix \( A_2 + A_3 \) provides an example to the problem raised in [2] Question 2] that for which parameters \( (v, k, \lambda, \mu) \), does there
exist a regular graph $G$ of order $v$ and valency $2k$ such that its edge set can be decomposed into two sets of strongly regular graphs with the parameters $(v, k, \lambda, \mu)$ and there exists an automorphism of $G$ that swaps the two strongly regular graphs. Our answer is affirmative for $(v, k, \lambda, \mu) = (9^m, 3^{m-1}(3^m - 1), 9^{m-1}, 3^{m-1}(3^m - 1))$.
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