THE PARAMETRIZED FAMILY OF METRIC MAHLER MEASURES
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Abstract. Let $M(\alpha)$ denote the (logarithmic) Mahler measure of the algebraic number $\alpha$. Dubickas and Smyth, and later Fili and the author, examined metric versions of $M$. The author generalized these constructions in order to associate, to each point in $t \in (0, \infty]$, a metric version $M_t$ of the Mahler measure, each having a triangle inequality of a different strength. We further examine the functions $M_t$, using them to present an equivalent form of Lehmer’s conjecture. We show that the function $t \mapsto M_t(\alpha)$ is constructed piecewise from certain sums of exponential functions. We pose a conjecture that, if true, enables us to graph $t \mapsto M_t(\alpha)$ for rational $\alpha$.

1. Introduction

Let $f$ be a polynomial with complex coefficients given by

$$f(z) = a \cdot \prod_{n=1}^{N} (z - \alpha_n).$$

We define the (logarithmic) Mahler measure $M$ of $f$ by

$$M(f) = \log |a| + \sum_{n=1}^{N} \log^+ |\alpha_n|.$$

If $\alpha$ is a non-zero algebraic number, we define the (logarithmic) Mahler measure $M(\alpha)$ of $\alpha$ to be the Mahler measure of the minimal polynomial of $\alpha$ over $\mathbb{Z}$.

It is a consequence of a theorem of Kronecker that $M(\alpha) = 0$ if and only if $\alpha$ is a root of unity. In a famous 1933 paper, D.H. Lehmer [5] asked whether there exists a constant $c > 0$ such that $M(\alpha) \geq c$ in all other cases. He could find no algebraic number with Mahler measure smaller than that of

$$\ell(x) = x^{10} + x^9 - x^7 - x^6 - x^5 - x^4 - x^3 + x + 1,$$

which is approximately 0.16.... Although the best known general lower bound is

$$M(\alpha) \gg \left( \frac{\log \log \deg \alpha}{\log \deg \alpha} \right)^3,$$

due to Dobrowolski [2], uniform lower bounds have been established in many special cases (see [1, 13, 14], for instance). Furthermore, numerical evidence provided, for example, in [6, 9] suggests there does, in fact, exist such a constant $c$. This leads to the following conjecture, which we will now call Lehmer’s conjecture.
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Conjecture 1.1 (Lehmer’s conjecture). There exists a real number $c > 0$ such that if $\alpha \in \mathbb{Q}^\times$ is not a root of unity then $M(\alpha) \geq c$.

Dubickas and Smyth \cite{Dub}, and later Fili and the author \cite{Sam}, examined metric and ultrametric versions of the Mahler measure on $\mathbb{Q}$, respectively. In \cite{Sam}, we noted that these constructions arise from the following more general principle.

Let $G$ be an abelian group (written multiplicatively) with identity $e$. We say that $\phi : G \to [0, \infty)$ is a \textit{logarithmic} height on $G$ if the following two conditions are satisfied.

(i) $\phi(e) = 0$,
(ii) $\phi(\alpha) = \phi(\alpha^{-1})$ for all $\alpha \in G$.

If $\psi$ is another height on $G$, we follow the conventional notation that

$$\phi = \psi \quad \text{or} \quad \phi \leq \psi$$

when $\phi(\alpha) = \psi(\alpha)$ or $\phi(\alpha) \leq \psi(\alpha)$ for all $\alpha \in G$, respectively. We write

$$Z(\phi) = \{\alpha \in G : \phi(\alpha) = 0\}$$

to denote the zero set of $\phi$.

If $t$ is a positive real number then we say that $\phi$ has the $t$-triangle inequality if

$$\phi(\alpha\beta)^t \leq \phi(\alpha)^t + \phi(\beta)^t \quad \text{for all } \alpha, \beta \in G.$$  

We say that $\phi$ has the $\infty$-triangle inequality if

$$\phi(\alpha\beta) \leq \max\{\phi(\alpha), \phi(\beta)\} \quad \text{for all } \alpha, \beta \in G.$$  

A height $\phi$ satisfying (1.1) or (1.2) is called a $t$-metric height or $\infty$-metric height, respectively. It is noted in \cite{Sam} that such heights have the following properties.

(i) $Z(\phi)$ is a subgroup of $G$.
(ii) $\phi$ is well-defined on the quotient $G/Z(\phi)$.
(iii) If $t \geq 1$, then the map $(\alpha, \beta) \mapsto \phi(\alpha\beta^{-1})$ defines a metric on $G/Z(\phi)$.

If $\phi$ is a height which is not necessarily a $t$-metric height, then we may construct a natural $t$-metric version of $\phi$. For simplicity, we will now write

$$\mathcal{X}(G) = \{ (\alpha_1, \alpha_2, \ldots) : \alpha_n \in G \text{ and } \alpha_n = e \text{ for all but finitely many } n \}.$$  

If $\mathbb{R}$ denotes the group of real numbers under addition, $x = (x_1, x_2, \cdots) \in \mathcal{X}(\mathbb{R})$, and $t$ is any positive real number, we define

$$\|x\|_t = \left( \sum_{n=1}^{\infty} |x_n|^t \right)^{1/t} \quad \text{and} \quad \|x\|_{\infty} = \max_{1 \leq n} |x_n|.$$  

In the case where $t \geq 1$, we know that $\|x\|_t$ is the $L^t$ norm of $x$. If $t < 1$, then (1.3) does not define a norm on $\mathcal{X}(\mathbb{R})$, but we continue to use the same notation for the sake of consistency. Let $\tau : \mathcal{X}(G) \to G$ be defined by

$$\tau(\alpha_1, \alpha_2, \cdots) = \prod_{n=1}^{\infty} \alpha_n$$

and note that $\tau$ is a group homomorphism. The $t$-metric version of $\phi$ is given by

$$\phi_t(\alpha) = \inf \{ \|(\phi(\alpha_1), \phi(\alpha_2), \ldots)\|_t : (\alpha_1, \alpha_2, \ldots) \in \tau^{-1}(\alpha) \}$$

for all $\alpha \in G$. We observe that the 1-triangle inequality is simply the classical triangle inequality while the $\infty$-triangle inequality is the strong triangle inequality.
so that the infimum is taken over all ways of writing $\alpha$ as a product of elements in $G$. It is immediately clear that if $\psi$ is another height on $G$ with $\phi \geq \psi$, then $\phi_t \geq \psi_t$ for all $t$. The results of [12] establish the following additional observations.

(i) $\phi_t$ is a $t$-metric height on $G$ with $\phi_t \leq \phi$.
(ii) If $\psi$ is an $t$-metric height with $\psi \leq \phi$ then $\psi \leq \phi_t$.
(iii) $\phi = \phi_t$ if and only if $\phi$ is an $t$-metric height.
(iv) If $s \in (0, t]$ then $\phi_s \geq \phi_t$.

It is well-known that the Mahler measure $M$ is a height on $\mathbb{Q}^\times$ with $Z(M)$ equal to the set of roots of unity. It follows from the results of [3] and [4] that $\inf \mu(\alpha, s)$ for all $\alpha \in \mathbb{A}$ such that $\mu = \mu^G(\alpha)$ is always non-empty, it is possible that $\mu$ and $\phi$ capture this concept rigorously in the following way.

Theorem 1.2. Lehmer’s conjecture is true if and only if $\mu = \mu^G(\alpha)$ is a $\phi$-standard, then we say that $\mu$ is decreasing, bounded above by $M(\alpha)$, and $\mu(\alpha)$ tends to $M(\alpha)$ as $t \to \infty$. The results of [12] give some additional properties of $\mu$, namely

(i) $\mu$ is continuous on $(0, \infty)$,
(ii) $\mu$ is constant in a neighborhood of 0, and
(iii) The infimum in the definition of $\mu(\alpha)$ is always attained.

This final observation suggests the following direction of study. While the set

$$A_\alpha(t) = \{ x \in \mathcal{X}(\mathbb{R}) : \mu_\alpha(t) = \|x\|_1 \}$$

is always non-empty, it is possible that $A_\alpha(t_1) \cap A_\alpha(t_2)$ is empty for different points $t_1$ and $t_2$. This suggests that there are points $t \in (0, \infty)$ such that the point $x$ where the infimum is attained must change. We call these points $\alpha$-exceptional and capture this concept rigorously in the following way.

A set $I \subseteq (0, \infty)$ is called $\alpha$-uniform if there exists a point $x \in \mathcal{X}(\mathbb{R})$ such that

$$\mu_\alpha(t) = \|x\|_t$$

for all $t \in I$. A point $s \in (0, \infty]$ is called $\alpha$-standard if there exists an $\alpha$-uniform open neighborhood of $s$. If $s$ is not $\alpha$-standard, then we say that $s$ is $\alpha$-exceptional. Our first result shows that the set of $\alpha$-exceptional points is rather sparse.

Theorem 1.3. If $\alpha$ is a non-zero algebraic number and $T$ is a positive real number, then there are only finitely many $\alpha$-exceptional points in $(0, T)$.
establish the finiteness of the set of $\alpha$-exceptional points. Nonetheless, we know of no example of an algebraic number $\alpha$ having infinitely many $\alpha$-exceptional points.

Conceptually, the $\alpha$-exceptional points represent values of $t$ at which the infimum attaining point $x$ must change. Our next Theorem shows that the intervals between the $\alpha$-exceptional points contain no such changes.

**Theorem 1.4.** Suppose that $0 < a < b < \infty$. Then $[a, b]$ is $\alpha$-uniform if and only if every point in $(a, b)$ is $\alpha$-standard. Moreover, $(0, a]$ is $\alpha$-uniform if and only if every point in $(0, a)$ is $\alpha$-standard.

We now apply Theorems 1.3 and 1.4 to show that $\mu_\alpha$ may be constructed piece-wise from functions of the form $t \mapsto ||x||_t$. The pieces are divided precisely by the $\alpha$-exceptional points.

**Corollary 1.5.** Let $\alpha$ be a non-zero algebraic number and $T$ a positive real number. There exists a finite collection of non-overlapping intervals $I$, each closed in $(0, T]$, such that

(i) Each interval in $I$ is $\alpha$-uniform,
(ii) $[0, T] = \cup_{I \in I} I$, and
(iii) If $t \in (0, T)$ then $t$ is $\alpha$-exceptional if and only if there exist distinct intervals $I_1, I_2 \in I$ such that $t \in I_1 \cap I_2$.

We now wish to establish a connection between the $\alpha$-standard points and the differentiability of $\mu_\alpha$. Although it is clear that $\mu_\alpha$ is infinitely differentiable at all $\alpha$-standard points, it is not obvious what happens at $\alpha$-exceptional points. Our next theorem gives some additional insight.

**Theorem 1.6.** Let $\alpha$ be an algebraic number and $s \in (0, \infty)$. Then $s$ is $\alpha$-standard if and only if $\mu_\alpha$ is infinitely differentiable at $s$.

2. A CONJECTURE ON THE INFIMUM IN $M_t(\alpha)$ AND SOME APPLICATIONS

For this section, we restrict our attention to the case that $\alpha$ is rational. In this simpler setting, we may be able to give a more thorough description of $\mu_\alpha$.

Recall that Theorem 3.2 shows the infimum in the definition of $M_t(\alpha)$ to be attained. Moreover, in the case that $\alpha$ is rational, this infimum must be attained by a point $(\alpha_1, \ldots, \alpha_N)$ where each $\alpha_n$ is a surd. However, we are unable to construct an example where the infimum is not attained by a point having only rational coordinates. This leads to the following conjecture.

**Conjecture 2.1.** Suppose $\alpha$ is a rational number and $t \in (0, \infty]$. Then there exist rational points $\alpha_1, \ldots, \alpha_N$ such that

$$M_t(\alpha)^t = \sum_{n=1}^{N} M(\alpha_n)^t.$$

In view of the results of [3] and [4], Conjecture 2.1 is true for the cases $t \leq 1$ and $t = \infty$. In fact, in each case, a specific representation can be given that attains the infimum in $M_t(\alpha)$. Unfortunately, the proofs seem to be genuinely different and cannot be modified to include the intermediate values of $t$.

If Conjecture 2.1 is true, then we may often explicitly graph $\mu_\alpha(t)$. Our procedure relies on the following observation.
Theorem 2.2. Suppose that \( r \) and \( s \) are relatively prime positive integers. If Conjecture 2.1 holds, then there exist positive integers \( r_1, \ldots, r_N, s_1, \ldots, s_N \) such that

\[
M_t \left( \frac{r}{s} \right) = \sum_{n=1}^{N} M \left( \frac{r_n}{s_n} \right)
\]

and

\[
r = \prod_{n=1}^{N} r_n \quad \text{and} \quad s = \prod_{n=1}^{N} s_n.
\]

The first statement of Theorem 2.2 is simply a rephrasing of Conjecture 2.1. The real content of the result occurs in the second statement, which shows that we need only consider all possible factorizations of the numerator and denominator. This allows us to determine \( M_t(\alpha) \) with a finite search. The case where \( \alpha \in \mathbb{Z} \) is particularly straightforward.

Theorem 2.3. Suppose that \( \alpha \) is a positive integer and write

\[
\alpha = \prod_{n=1}^{N} p_n
\]

where \( p_n \) are not necessarily distinct primes. If Conjecture 2.1 holds then

\[
M_t(\alpha) = \begin{cases} 
(\log \alpha)^t & \text{if } t \leq 1 \\
\sum_{n=1}^{N} (\log p_n)^t & \text{if } t \geq 1.
\end{cases}
\]

Theorem 2.3 shows, in particular, that under Conjecture 2.1, an integer has no exceptional points except possibly at 1. An integer has an exceptional point at 1 if and only if that integer is composite.

Consider, for example, \( \alpha = 7/30 \). In the left column of Table 1, we give all possible representations of 7/30 that satisfy the conclusion of Theorem 2.2. In the right column, we write their corresponding (non-logarithmic) Mahler measures. We obtain immediately a natural partial ordering on the \( N \)-tuples \((a_1, \ldots, a_N)\) appearing in the right column of Table 1. We say that \((a_1, \ldots, a_N) \) \( \leq \) \((b_1, \ldots, b_M)\) if

\[
\|(a_1, \ldots, a_N)\|_t \leq \|(b_1, \ldots, b_M)\|_t
\]

for all \( t > 0 \). For example, we note that \((2,3,7) \leq (2,5,7)\). On the other hand, the \( L^t \) norms of (30) and (7,15) cross when

\[
(\log 30)^t = (\log 7)^t + (\log 15)^t
\]

so that these elements are not comparable. An \( N \)-tuple \((a_1, \ldots, a_N)\) is called minimal if there does not exist another \( M \)-tuple \((b_1, \ldots, b_M)\) in right column of Table 1 such that \((b_1, \ldots, b_M) \leq (a_1, \ldots, a_N)\). When computing \( M_t(\alpha) \) we need only consider the minimal \( N \)-tuples. In our case, the minimal \( N \)-tuples are

\[
(30) \quad (2,15) \quad (3,10) \quad (7,5) \quad \text{and} \quad (2,3,7).
\]
Table 1. Factorizations of 7/30

| Factorization of 7/30 | Corresponding (non-logarithmic) Mahler measures |
|-----------------------|-----------------------------------------------|
| $\frac{7}{30}$        | (30)                                          |
| $\frac{7}{2} \cdot \frac{1}{15}$ | $(7,30)$                                     |
| $\frac{7}{2} \cdot \frac{5}{9}$ | $(2,15)$                                     |
| $\frac{7}{2} \cdot \frac{1}{7}$ | $(7,10)$                                     |
| $\frac{7}{3} \cdot \frac{1}{10}$ | $(3,10)$                                     |
| $\frac{7}{2} \cdot \frac{1}{15} \cdot \frac{1}{5}$ | $(7,3,5)$                                   |
| $\frac{7}{2} \cdot \frac{3}{15} \cdot \frac{1}{5}$ | $(2,7,5)$                                   |
| $\frac{7}{2} \cdot \frac{1}{15} \cdot \frac{7}{5}$ | $(2,3,7)$                                   |
| $\frac{7}{2} \cdot \frac{3}{15} \cdot \frac{1}{7}$ | $(3,10,7)$                                  |
| $\frac{7}{2} \cdot \frac{1}{15} \cdot \frac{7}{5}$ | $(6,7)$                                     |
| $\frac{1}{2} \cdot \frac{1}{5} \cdot \frac{7}{5}$ | $(6,5,7)$                                   |
| $\frac{1}{2} \cdot \frac{1}{3} \cdot \frac{1}{7}$ | $(2,3,5,7)$                                 |

Therefore, it makes sense to define the functions

\[
\begin{align*}
    f_1(t) &= \log 30 \\
    f_2(t) &= (\log 2 + \log 15)^{1/t} \\
    f_3(t) &= (\log 3 + \log 10)^{1/t} \\
    f_4(t) &= (\log 7 + \log 5)^{1/t} \\
    f_5(t) &= (\log 2 + \log 3 + \log 7)^{1/t}
\end{align*}
\]

and note that

\[
\mu_{7/30}(t) = \min\{f_n(t) : 1 \leq n \leq 5\}.
\]

The graphs of the functions (2.1) are given in Figure 1. Note that we appear to have an exceptional point at 1 and another exceptional point \( t \) satisfying the equation

\[
(\log 10)^t + (\log 3)^t = (\log 7)^t + (\log 3)^t + (\log 7)^t.
\]

The apparent graph of (2.2) is given in Figure 2.

3. THE TOPOLOGIES INDUCED BY THE \( t \)-METRIC MAHLER MEASURES

In order to proceed with the proof of Theorem 1.2, we must recall some definitions and results of \([11]\) and \([12]\). If \( S \) is any subset of \( \mathbb{Q}^\times \), we write

\[
\text{Rad}(S) = \left\{ \alpha \in \mathbb{Q}^\times : \alpha^r \in S \text{ for some } r \in \mathbb{N} \right\}.
\]

If \( K \) is a number field and \( \alpha \) is an algebraic number, let \( K_\alpha \) denote the Galois closure of \( \mathbb{Q}(\alpha) \) over \( \mathbb{Q} \). We begin with the precise statement of Lemma 3.1 of \([11]\).

**Lemma 3.1.** Let \( K \) be a Galois extension of \( \mathbb{Q} \). If \( \gamma \in \text{Rad}(K) \) then there exists a root of unity \( \zeta \) and \( L, S \in \mathbb{N} \) such that \( \zeta \gamma^L \in K \) and

\[
M(\gamma) = S \cdot M(\zeta \gamma^L).
\]
Figure 1. Graphs corresponding to minimal representations of $7/30$

Figure 2. The graph of $\mu_{7/30}(t)$ assuming Conjecture 2.1
In particular, the set
\[ \{ M(\gamma) : \gamma \in \text{Rad}(K), \ M(\gamma) \leq B \} \]
is finite for every \( B \geq 0 \).

It is an easy consequence of Lemma 3.1 that \( M(\gamma) \) is bounded below by the Mahler measure of an element in \( K \). Indeed, we have that
\[ M(\gamma) = S \cdot M(\zeta \gamma^L) \geq M(\zeta^L) \]
and \( \zeta^L \in K \). Recall that
\[ C(\alpha) = \inf \{ M(\gamma) : \gamma \in K_\alpha \setminus \text{Tor}(\Q^\times) \} \]
and that \( C(\alpha) > 0 \) by Northcott’s Theorem \[10\]. We now see easily that
\[ (3.1) \quad M(\gamma) \geq C(\alpha) \]
for all \( \gamma \in \text{Rad}(K_\alpha) \setminus \text{Tor}(\Q^\times) \). We showed in Theorem 1.1 of \[12\] that the infimum in \( M_t(\alpha) \) is always attained.

**Theorem 3.2.** Suppose \( \alpha \) is a non-zero algebraic number and \( t \in (0, \infty] \). Then there exists a point
\[ (\alpha_1, \alpha_2, \ldots) \in \tau^{-1}(\alpha) \cap \mathcal{X}(\text{Rad}(K_\alpha)) \]
such that \( M_t(\alpha) = \| (M(\alpha_1), M(\alpha_2), \ldots) \|_t \).

Recalling that \( V = \Q^\times / \text{Tor}(\Q^\times) \), we may proceed with our proof of Theorem 1.2.

**Proof of Theorem 1.2.** If Lehmer’s conjecture is true, then it follows from the results of \[4\] that \( M_\infty \) induces the discrete topology on \( V \). Furthermore, we always have that \( M_t(\alpha) \geq M_\infty(\alpha) \) for all \( \alpha \in V \), implying that \( M_t \) induces the discrete topology as well, establishing one direction of the theorem.

Now assume that Lehmer’s conjecture is false and that the topologies induced by \( M_t \) and \( M_\infty \) are equivalent. Therefore, the \( M_t \) ball of radius 1 centered at 1,
\[ B = \{ \bar{\gamma} \in V : M_t(\bar{\gamma}) < 1 \}, \]
is open with respect to \( M_\infty \). Therefore, there exists \( r > 0 \) such that the \( M_\infty \)-ball
\[ (3.2) \quad B_0 = \{ \bar{\gamma} \in V : M_\infty(\bar{\gamma}) \leq r \} \subset B. \]
We have assumed that Lehmer’s conjecture is false so there exists a non-trivial point \( \bar{\alpha} \in B_0 \). If \( s \) is a positive integer, then the strong triangle inequality implies that \( M_\infty(\bar{\alpha}^s) \leq M_\infty(\bar{\alpha}) \leq r \) so that \( \bar{\alpha}^s \in B_0 \) for all \( s \in \N \). It follows from \( (3.2) \) that
\[ (3.3) \quad \bar{\alpha}^s \in B \]
for all \( s \in \N \). We will now show that \( M_t(\bar{\alpha}^s) \) tends to \( \infty \) as \( s \to \infty \).

Select a point \( \alpha \in \Q^\times \) whose image in \( V \) equals \( \bar{\alpha} \). In this case, \( \alpha \) is not a root of unity. By Theorem 3.2 there exists a root of unity \( \zeta \) and points
\[ \alpha_1, \ldots, \alpha_N \in \text{Rad}(K_\alpha) \setminus \text{Tor}(\Q^\times) \]
such that
\[ \alpha^s = \zeta \alpha_1 \cdots \alpha_N \]
and

\[(3.4)\quad M_t(\alpha^s)^t = \sum_{n=1}^{N} M(\alpha_n)^{n}M(\alpha_n)^{t-1}M(\alpha_n)\]

Recall that the Weil height on \( \alpha \in \overline{\mathbb{Q}} \) is given by

\[h(\alpha) = \frac{M(\alpha)}{\deg \alpha} \]

Using \( (3.4) \), we have that

\[M_t(\alpha^s)^t = \sum_{n=1}^{N} M(\alpha_n)^{n}M(\alpha_n)^{t-1}h(\alpha_n)\]

\[\geq \min_{1 \leq n \leq N} \{M(\alpha_n)^{n}M(\alpha_n)^{t-1}\} \sum_{n=1}^{N} h(\alpha_n)\]

It is well-known that the Weil height has the triangle inequality \( h(\alpha\beta) \leq h(\alpha) + h(\beta) \) as well as the identity \( h(\alpha) = h(\zeta \alpha) \) for all roots of unity \( \zeta \). It follows that

\[M_t(\alpha^s)^t \geq \min_{1 \leq n \leq N} \{M(\alpha_n)^{n}M(\alpha_n)^{t-1}\} \cdot h(\alpha^s)\]

Furthermore, we have that \( h(\alpha^r) = |r| \cdot h(\alpha) \) for all integers \( r \). This leaves

\[(3.5)\quad M_t(\alpha^s)^t \geq s \cdot h(\alpha) \cdot \min_{1 \leq n \leq N} \{M(\alpha_n)^{n}M(\alpha_n)^{t-1}\}\]

We know that \( \alpha \) is not a root of unity so that \( h(\alpha) > 0 \). Also, We know that \( \alpha_n \in \text{Rad}(K_n) \setminus \text{Tor}(\overline{\mathbb{Q}}) \) for all \( n \). It follows from \( (3.1) \) that \( M(\alpha_n) \geq C(\alpha) \) for all \( n \). By \( (3.5) \), we obtain that

\[M_t(\alpha^s)^t \geq s \cdot h(\alpha) \cdot C(\alpha)^{t-1},\]

the right hand side of which tends to infinity as \( s \to \infty \). This proves that \( \bar{\alpha} \notin B \) for sufficiently large \( s \), contradicting \( (3.3) \). \qed

4. \( \alpha \)-STANDARD AND \( \alpha \)-EXCEPTIONAL POINTS

All of our proofs regarding \( \alpha \)-standard and \( \alpha \)-exceptional points are based upon the following result.

**Theorem 4.1.** Let \( \alpha \) be a non-zero algebraic number and \( T \) a positive real number. Then there exists a finite collection of points \( \mathcal{X} = \mathcal{X}(\alpha, T) \subseteq \mathcal{X}(\mathbb{R}) \) such that

\[M_t(\alpha) = \min\{\|x\|_t : x \in \mathcal{X}\}\]

for all \( t \leq T \).

**Proof.** By Lemma 3.1, the set

\[(4.1)\quad R(\alpha) = \{M(\gamma) : \gamma \in \text{Rad}(K_n) \text{ and } M(\gamma) \leq M(\alpha)\}\]
is finite and $C(\alpha) = \min R(\alpha) \setminus \text{Tor}(\mathbb{Q}^\times)$. We also note that $M(\alpha) \geq C(\alpha) > 0$. Next, we define
\begin{equation}
J = J(\alpha, T) = \left\lfloor \left( \frac{M(\alpha)}{C(\alpha)} \right)^T + 1 \right\rfloor.
\end{equation}

Finally, we write
\begin{equation}
X = \left\{ (M(\alpha_1), \ldots, M(\alpha_N), 0, 0, \ldots) : M(\alpha_n) \in R(\alpha), \ N \leq J(\alpha, T) \text{ and } \alpha = \prod_{n=1}^{N} \alpha_n \right\}.
\end{equation}

We claim that $X$ is finite and that
\begin{equation}
M_t(\alpha) = \min \{ \|x\|_t : x \in X \}
\end{equation}
for all $t \leq T$. We have immediately that $X$ injects into $\prod_{j=1}^{J} R(\alpha_j)$. Since each set $R(\alpha)$ is finite, it follows that $X$ is finite.

Now we must verify (4.2). By the definition of $M_t(\alpha)$, we see quickly that
\begin{equation}
M_t(\alpha) = \min \{ \|x\|_t : x \in X \}.
\end{equation}
To show that we always have equality in (4.3), we must show that, for every positive real $t \leq T$, there exists $x \in X$ such that $M_t(\alpha) = \|x\|_t$. By Theorem 3.2, we know there exist points $\alpha_1, \alpha_2, \ldots, \alpha_N \in \text{Rad}(K_\alpha)$ such that $\alpha = \alpha_1 \cdots \alpha_N$ and
\begin{equation}
M_t(\alpha) = \| (M(\alpha_1), \ldots, M(\alpha_N), 0, 0, \ldots) \|_t.
\end{equation}
We may assume without loss of generality that at most one of $\alpha_1, \ldots, \alpha_N$ is a root of unity. Now we write
\begin{equation}
m = (M(\alpha_1), \ldots, M(\alpha_N), 0, 0, \ldots)
\end{equation}
so we have that
\begin{equation}
M_t(\alpha) = \|m\|_t.
\end{equation}
We must show that $m \in \mathcal{X}$.

By our above remarks, we know that $\alpha_n \in \text{Rad}(K_\alpha)$ for all $n$. Furthermore, we have that $M_t(\alpha) \leq M(\alpha)$, so we also obtain that $M(\alpha_n) \leq M(\alpha)$, which implies that $M(\alpha_n) \in R(\alpha)$. For every $n$ such that $\alpha_n$ is not a root of unity, we have that $M(\alpha_n) \geq C(\alpha)$, so we obtain
\begin{equation}
M(\alpha)^t \geq M_t(\alpha)^t = \sum_{n=1}^{N} M(\alpha_n)^t \geq (N - 1) \cdot C(\alpha)^t,
\end{equation}
and therefore,
\begin{equation}
N - 1 \leq \left( \frac{M(\alpha)}{C(\alpha)} \right)^t.
\end{equation}
It is clear that $M(\alpha) \geq C(\alpha)$ which yields
\begin{equation}
N \leq J(\alpha, T)
\end{equation}
showing that $m \in \mathcal{X}$ and completing the proof. 

We noted earlier that the continuity of $\mu_\alpha$ was proved in [12]. However, Theorem 4.1 gives us a much simpler proof.

**Corollary 4.2.** $\mu_\alpha$ is continuous on $(0, \infty)$. 

Proof. On an interval \((0, T]\), Theorem 4.1 establishes that \(\mu_\alpha\) is the minimum of a finite number of continuous functions. It follows that \(\mu_\alpha\) is itself continuous. □

Before we can prove Theorem 1.3, we give one additional definition along with a lemma. For a positive real number \(T\) and an algebraic number \(\alpha\), we will, for the remainder of this paper, let \(\mathcal{X} = \mathcal{X}(\alpha, T)\) be as in the conclusion of Theorem 4.1. We say that \(s \leq T\) is an intersection point with respect to \(\mathcal{X}\) if there exist \(x, y \in \mathcal{X}\) such that \(\|x\|_s = \|y\|_s\) but \(t \mapsto \|x\|_t\) is not the same function as \(t \mapsto \|y\|_t\).

**Lemma 4.3.** Suppose that \(\alpha\) is a non-zero algebraic number and \(T\) is a positive real number. If \(I \subseteq (0, T]\) is an interval containing no intersection points with respect to \(\mathcal{X}(\alpha, T)\) then \(I\) is \(\alpha\)-uniform.

**Proof.** Assume that \(I\) is not \(\alpha\)-uniform and fix a point \(t \in I\). By definition of \(\alpha\)-uniform, for every point \(x \in \mathcal{X}\) such that \(M_t(\alpha) = \|x\|_t\), there exists \(s \in I\) such that \(M_s(\alpha) < \|x\|_s\). We may select \(y \in \mathcal{X}\) such that \(M_s(\alpha) = \|y\|_s\) and note that \(M_t(\alpha) \leq \|y\|_t\). Hence, we have that

\[
\|x\|_t \leq \|y\|_t \text{ and } \|x\|_s > \|y\|_s.
\]

By the Intermediate Value Theorem, there exists a point \(r\) between \(s\) and \(t\) such that \(\|x\|_r = \|y\|_r\). This means that \(I\) contains an intersection point, a contradiction. □

We are now prepared to prove Theorem 1.3.

**Proof of Theorem 1.3.** We first show that there are only finitely many intersection points of \(\mathcal{X}\). Let

\[
x = (x_1, \ldots, x_N, 0, 0, \ldots) \quad \text{and} \quad y = (y_1, \ldots, y_M, 0, 0, \ldots)
\]

be elements of \(\mathcal{X}\) such that \(x_n, y_n \geq 0\). Further suppose that \(t \mapsto \|x\|_t\) and \(t \mapsto \|y\|_t\) are distinct functions. Now write

\[
F(z) = \sum_{n=1}^N x_n^z - \sum_{m=1}^M y_m^z
\]

and note that \(F(z)\) is an entire function with \(F \neq 0\). If \(F\) has infinitely many zeros \([0, T]\), then these zeros have a cluster point in \(\mathbb{C}\), a contradiction. So \(F\) may only have finitely many zeros in \([0, T]\), and hence, the functions \(\|x\|_t\) and \(\|y\|_t\) may only intersect in finitely many points in \([0, T]\). It now follows that there are only finitely many intersection points.

Next, assume that \(t\) is not an intersection point. Since the set of intersection points is finite, we know there exists a neighborhood \(I\) of \(t\) that contains no intersection points. It now follows from Lemma 4.3 that \(I\) is \(\alpha\)-uniform so that \(t\) is \(\alpha\)-standard. In other words, we have shown that every \(\alpha\)-exceptional point in \((0, T)\) must also be an intersection point. However, there are only finitely many \(\alpha\)-exceptional points, so there are only finitely many \(\alpha\)-exceptional points in \((0, T)\).

We now proceed with the proof of Theorem 1.4 which requires the following two lemmas. The first of these lemmas shows that even \(\alpha\)-exceptional points have neighborhoods that are relatively well behaved.

**Lemma 4.4.** If \(t \in (0, \infty)\) then there exists a neighborhood \((a, b)\) of \(t\) such that \((a, t]\) and \([t, b)\) are \(\alpha\)-uniform.
Proof. If $t$ is $\alpha$-standard, then the result is obvious, so we may assume that $t$ is $\alpha$-exceptional.

Set $T = t + 1$ and let $\mathcal{X} = \mathcal{X}(\alpha, T)$ be the set from the conclusion of Theorem 4.1. Since $\mathcal{X}$ has only finitely many intersection points, there must exist a neighborhood $(a, b)$ of $t$ containing no intersection points except $t$. In particular, $(t, b)$ contains no intersection points, so it follows from Lemma 4.3 that $(t, b)$ is $\alpha$-uniform. Therefore, there exists $x \in \mathcal{X}$ such that $M_s(\alpha) = \|x\|_s$ for all $s \in (t, b)$.

By Theorem 4.2, we know that $\mu_\alpha$ is continuous on $[t, b)$. Of course, $s \mapsto \|x\|_s$ is also continuous on this interval so that

$$M_t(\alpha) = \lim_{s \to t^+} M_s(\alpha) = \lim_{s \to t^+} \|x\|_s = \|x\|_t$$

showing that $M_s(\alpha) = \|x\|_s$ for all $s \in [t, b)$. This establishes that $[t, b)$ is $\alpha$-uniform. A similar argument is used to show that $(a, t]$ is $\alpha$-uniform, completing the proof. □

Our next lemma shows that, in order to prove that an interval $I$ is $\alpha$-uniform, we need only show the existence of a cover of $I$ by $\alpha$-uniform open intervals. Here, we understand that open means open with respect to $S$.

Lemma 4.5. Suppose $S \subset (0, \infty)$ is any interval. If there exists a finite cover of $S$ by $\alpha$-uniform open intervals, then $S$ is $\alpha$-uniform.

Proof. Suppose $\{I_n : 1 \leq n \leq N\}$ is a collection of open intervals in $(0, \infty)$ such that

$$S = \bigcup_{n=1}^{N} I_n$$

and $I_n$ is $\alpha$-uniform for all $n$. Since $S$ is connected, we must have that

$$I_1 \cap \left( \bigcup_{n=2}^{N} I_n \right) \neq \emptyset$$

so that there exists some $k$ such that $I_1 \cap I_k \neq \emptyset$. Since both $I_1$ and $I_k$ are open intervals, their intersection must be a non-empty open interval. We know that $I_1$ and $I_k$ are $\alpha$-uniform, so there exist points $(x_1, \ldots, x_L, 0, 0, \ldots); (y_1, \ldots, y_M, 0, 0, \ldots) \in \mathcal{X}(\mathbb{R})$ such that

$$M_t(\alpha)^t = \sum_{l=1}^{L} x_l^t \quad \text{for all } t \in I_1$$

and

$$M_t(\alpha)^t = \sum_{m=1}^{M} y_m^t \quad \text{for all } t \in I_k.$$

These functions must be equal on the open interval $I_1 \cap I_k$. That is, we have that

$$(4.6) \quad \sum_{l=1}^{L} \tilde{x}_l^t = \sum_{m=1}^{M} \tilde{y}_m^t$$

on a set having a limit point in $C$. Since both sides of (4.6) are entire functions, we conclude that they must be equal on all of $C$. In particular, we have shown that

$$M_t(\alpha)^t = \sum_{l=1}^{L} x_l^t \quad \text{for all } t \in I_1 \cup I_k$$
implying that $I_1 \cup I_k$ is $\alpha$-uniform. We now see that the set of intervals
\[
\{I_1 \cup I_k\} \cup \{I_n : 2 \leq n \leq N \text{ and } n \neq k\}
\]
is a cover of $S$ by $N-1$ $\alpha$-uniform open intervals. Repeating the above argument $N-1$ more times, we obtain a cover containing only one interval. \hfill \Box

In view of the above lemmas, the proof of Theorem 1.4 is fairly straightforward.

**Proof of Theorem 1.4.** If $[a,b]$ is $\alpha$-uniform, then it is clear that every point in $(a,b)$ is $\alpha$-standard. Similarly, if $(0,a]$ is $\alpha$-uniform then every point in $(0,a]$ is $\alpha$-standard. We now prove the opposite directions of both statements beginning with the first.

Assume now that every point in $(a,b)$ is $\alpha$-standard. Hence, there exists a cover $\mathcal{I}$ of $(a,b)$ by $\alpha$-uniform open intervals. Furthermore, by Lemma 4.4 there exist points $c,d \in (a,b)$ such that the intervals
\[J_1 = [a,c) \text{ and } J_2 = (d,b]\]are $\alpha$-uniform. Therefore, the collection of intervals
\[\{J_1\} \cup \{J_2\} \cup \mathcal{I}\]
forms a cover of $[a,b]$ by $\alpha$-uniform intervals which are all open with respect to $[a,b]$. Since $[a,b]$ is compact there exists a finite subcover and the result follows from Lemma 4.5.

To prove the second statement, recall that [12] establishes $\mu_0$ to be constant in a neighborhood of 0. In particular, there exists $\varepsilon > 0$ such that $(0,2\varepsilon)$ is $\alpha$-uniform. We know that $(0,a]$ contains no $\alpha$-standard points, so that $(\varepsilon,a)$ does not either. By the first statement of this theorem, we know that $(\varepsilon,a]$ is $\alpha$-uniform. Certainly
\[(0,2\varepsilon) \cup (\varepsilon,a]\]is a finite cover of $(0,a]$ by $\alpha$-uniform intervals that are open in $(0,a]$. It follows from Lemma 4.5 that $(0,a]$ is $\alpha$-uniform. \hfill \Box

Equipped with Theorems 1.3 and 1.4, we can give our proof of Corollary 1.5.

**Proof of Corollary 1.5.** By Theorem 1.3 there are finitely many exceptional points in $(0,T)$. Suppose these points are given by
\[0 < t_1 < t_2 < \cdots < t_N < T\]
We write $I_0 = (0,t_1]$, $I_N = [t_N,T]$ and $I_n = [t_n,t_{n+1}]$ for all other values of $n$. We write
\[\mathcal{I} = \bigcup_{n=0}^{N} \{I_n\}\]
and claim that $\mathcal{I}$ satisfies the required properties. Clearly, $\mathcal{I}$ is a finite set of non-overlapping closed intervals with
\[(0,T) = \bigcup_{I \in \mathcal{I}} I,\]
which establishes [13]. The interior of $I_n$ contains only $\alpha$-standard points, so by Theorem 1.4 $I_n$ is $\alpha$-uniform for all $n$, verifying [13].

Now assume that $t \in (0,T)$ is $\alpha$-exceptional. By [13], $t$ must lie at an endpoint of an interval $I \in \mathcal{I}$, so that $t$ must lie at a point where two intervals from $\mathcal{I}$ intersect. If
\( t \in [t_{n-1}, t_n] \cap [t_n, t_{n+1}], \) then \( t = t_n \) implying that \( t \) is \( \alpha \)-exceptional and verifying (iii).

Finally, we may proceed with the proof of Theorem 1.6.

**Proof of Theorem 1.6.** If \( s \) is \( \alpha \)-standard, then there exists \( x \in X \) and a neighborhood \( I \) of \( s \) such that

\[
M_t(\alpha) = \|x\|_t
\]

for all \( t \in I \). Certainly, the right hand side of (4.7) is infinitely differentiable as a function of \( t \) for all positive \( t \).

Assume now that \( \mu_s \) is infinitely differentiable at \( s \). By Lemma 4.4 there exists a neighborhood \((a, b)\) of \( s \) such that \((a, s]\) and \( [s, b)\) are \( \alpha \)-uniform. Suppose that \( x, y \in X \) are such that \( M_t(\alpha) = \|x\|_t \) for all \( t \in (a, s] \) and \( M_t(\alpha) = \|y\|_t \) for all \( t \in [s, b) \). Now write

\[
f(z) = \|x\|^z_s \quad \text{and} \quad g(z) = \|y\|^z_s
\]

and observe that \( f \) and \( g \) are entire functions. Moreover, their Taylor series expansions at \( s \), given by

\[
f(z) = \sum_{n=0}^{\infty} \frac{f^{(n)}(s)}{n!} (z - s)^n \quad \text{and} \quad g(z) = \sum_{n=0}^{\infty} \frac{g^{(n)}(s)}{n!} (z - s)^n,
\]

converge in all of \( C \).

For the remainder of this proof, we will write \( \ell(t) = \mu_s(t)^t \). By our assumption, \( \ell \) is infinitely differentiable at \( s \). We also have that \( \ell(t) = f(t) \) for all \( t \in (a, s] \) which implies that \( \ell \) must also be infinitely differentiable in \((a, s)\). It follows easily that

\[
\ell^{(n)}(t) = f^{(n)}(t) \quad \text{for all } t \in (a, s).
\]

We now prove by induction that \( f^{(n)}(s) = \ell^{(n)}(s) \). By the definitions of our functions, we obtain immediately \( f(s) = \ell(s) \) establishing the base case. Assuming now that \( f^{(n)}(s) = \ell^{(n)}(s) \), we may write

\[
\ell^{(n+1)}(s) = \lim_{h \to 0} \frac{\ell^{(n)}(s + h) - \ell^{(n)}(s)}{h} = \lim_{h \to 0} \frac{\ell^{(n)}(s + h) - f^{(n)}(s)}{h}.
\]

However, using (4.9), it follows that \( f^{(n)}(s + h) = \ell^{(n)}(s + h) \) for \( h \) sufficiently close to 0. We now have that

\[
\ell^{(n+1)}(s) = \lim_{h \to 0} \frac{f^{(n)}(s + h) - f^{(n)}(s)}{h}.
\]

We know already that \( f \) must be infinitely differentiable at \( s \), so that the right hand side of (4.10) must equal \( f^{(n+1)}(s) \) establishing our claim that \( f^{(n)}(s) = \ell^{(n)}(s) \) for all \( n \).

A similar argument can be used to show that \( g^{(n)}(s) = \ell^{(n)}(s) \), and therefore \( g^{(n)}(s) = f^{(n)}(s) \). It now follows from (4.8) that \( f(z) = g(z) \) for all \( z \in C \). In particular, we have shown that \( \mu_s(t) = \|x\|_t = \|y\|_t \) for all \( t \in (a, b) \), proving that \((a, b)\) is \( \alpha \)-uniform. It follows that \( s \) is \( \alpha \)-standard. \( \square \)
5. Proof of Theorem 2.2

Proof of Theorem 2.2. Since we are assuming Conjecture 2.1, we have that there exist positive integers \( r_1, \ldots, r_N, s_1, \ldots, s_N \) such that

\[
\frac{r}{s} = \prod_{n=1}^{N} \frac{r_n}{s_n}
\]

and

\[
M_t \left( \frac{r}{s} \right)^t = \sum_{n=1}^{N} M \left( \frac{r_n}{s_n} \right)^t = \sum_{n=1}^{N} \max \{ |r_n|, |s_n| \}^t
\]

Suppose that \( \gcd(r_i, s_j) > 1 \) for some \( i \) and \( j \) so there exists a prime number \( p \) such that \( p \mid r_i \) and \( p \mid s_j \). Now define points \( r'_n \) and \( s'_n \), for \( 1 \leq n \leq N \), by

\[
r'_n = \begin{cases} 
  r_n & \text{if } n \neq i \\
  r_n/p & \text{if } n = i 
\end{cases}
\]

and

\[
s'_n = \begin{cases} 
  s_n & \text{if } n \neq j \\
  s_n/p & \text{if } n = j 
\end{cases}
\]

We note immediately that

\[
\frac{r}{s} = \prod_{n=1}^{N} \frac{r'_n}{s'_n}
\]

and

\[
\max \{ |r'_n|, |s'_n| \} \leq \max \{ |r_n|, |s_n| \}
\]

for all \( n \). Then using (5.2), we find that

\[
M_t \left( \frac{r}{s} \right)^t \leq \sum_{n=1}^{N} M \left( \frac{r'_n}{s'_n} \right)^t \\
= \sum_{n=1}^{N} \max \{ |r'_n|, |s'_n| \}^t \\
\leq \sum_{n=1}^{N} \max \{ |r_n|, |s_n| \}^t \\
= M_t \left( \frac{r}{s} \right)^t
\]

implying that

\[
M_t \left( \frac{r}{s} \right)^t = \sum_{n=1}^{N} M \left( \frac{r'_n}{s'_n} \right)^t
\]

Repeating this process, we can find positive integers \( a_1, \ldots, a_N, b_1, \ldots, b_N \) such that

\[
M_t \left( \frac{r}{s} \right)^t = \sum_{n=1}^{N} M \left( \frac{a_n}{b_n} \right)^t
\]

and each pair \( (a_i, b_j) \) are relatively prime. In particular, we have that

\[
\gcd \left( \prod_{n=1}^{N} a_n, \prod_{n=1}^{N} b_n \right) = 1.
\]
By (5.1), we have that
\[ r \prod_{n=1}^{N} b_n = s \prod_{n=1}^{N} a_n. \]
This means that \( r \mid s \prod_{n=1}^{N} a_n \), but since \( \gcd(r, s) = 1 \), we have that
\[ (5.4) \quad r \mid \prod_{n=1}^{N} a_n. \]
However, we also know that \( \prod_{n=1}^{N} a_n \mid r \prod_{n=1}^{N} b_n \), so that by (5.3), we obtain
\[ \prod_{n=1}^{N} a_n \mid r. \]
Combining this with (5.4), we find that
\[ \prod_{n=1}^{N} a_n = r. \]
A similar argument can be used to prove that \( \prod_{n=1}^{N} b_n = s \) which completes the proof.

Finally, we provide our proof of Theorem 2.3.

**Proof of Theorem 2.3.** First assume that \( t \leq 1 \). It was shown in [3] that \( M_1(\alpha) = M(\alpha) \) whenever \( \alpha \) is rational. Using the fact that \( \mu_\alpha \) is decreasing, we have that
\[ M(\alpha) = M_1(\alpha) \leq M_t(\alpha) \leq M(\alpha). \]
But \( M(\alpha) = \log \alpha \) so the result follows for \( t \leq 1 \).

Now suppose that \( t > 1 \). By Theorem 2.2, there exist integers \( k_1, \ldots, k_N \) such that \( \alpha = k_1 \cdots k_n \) and
\[ (5.5) \quad M_t(\alpha)^t = \sum_{n=1}^{N} M(k_n)^t = \sum_{n=1}^{N} (\log k_n)^t. \]
We claim that each \( k_n \) must be prime. To see this, assume there exists an integer \( j \) such that \( k_j \) is not prime and write
\[ k_j = ab \]
where \( a, b \in \mathbb{N} \) and \( a, b > 1 \). It is a straightforward application of the Mean Value Theorem to show that
\[ (\log k_j)^t = (\log a + \log b)^t > (\log a)^t + (\log b)^t. \]
Applying (5.5), we find that
\[ (5.6) \quad M_t(\alpha)^t > (\log a)^t + (\log b)^t + \sum_{n=1, n \neq j}^{N} (\log k_n)^t. \]
However, we also have that
\[ \alpha = ab \cdot \prod_{n=1, n \neq j}^{N} k_n \]
which yields immediately
\[
M_t(\alpha)^t \leq M(a)^t + M(b)^t + \sum_{n=1}^{N} M(k_n)^t = (\log a)^t + (\log b)^t + \sum_{n=1, n \neq j}^{N} \left( \log k_n \right)^t
\]
contradicting (5.6). We have now shown that each \(k_n\) must be prime completing the proof. \(\square\)
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