NEWTON POLYHEDRA AND WHITNEY EQUSINGULARITY FOR ISOLATED DETERMINANTAL SINGULARITIES
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ABSTRACT. Using Newton polyhedra and non-degeneracy of matrices we present conditions which guarantee the Whitney equisingularity of families of isolated determinantal singularities.
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1. INTRODUCTION

Newton polyhedra are an important tool in the study of topological, geometric and algebraic properties of analytical varieties and their deformations. In Singularity Theory there are countless articles, where Newton polyhedra and non-degeneracy conditions are applied in the study of hypersurfaces, complete intersection and toric varieties, for instance.

For determinantal varieties, the notion of Newton polyhedra and the non-degeneracy conditions were studied by Esterov [Est07]. In this article, the author introduced a concept of non-degenerate matrices and applied it to compute the multiplicity of a non-degenerate determinantal variety and the Euler characteristic of the Milnor fiber of functions defined on it, both in terms of Newton polyhedra.
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The concept of Newton polyhedra is strongly related to the Whitney equisingularity of families of varieties. On unpublished notes Briançon studied the Whitney equisingularity for a family of Newton non-degenerate isolated hypersurface singularities. Eyral and Oka [EyOk17] presented a criterion to verify the Whitney equisingularity for families of (possibly non-isolated) non-degenerate hypersurface singularities.

On the other hand the concept of Whitney equisingularity is also strongly related to the polar multiplicities for many important classes of spaces. For instance, in [Gaf93, Gaf96], Gaffney showed that a family of d-dimensional isolated complete intersection singularities (ICIS) \( \{ (X_t, 0) \}_{t \in D} \) of any dimension d is Whitney equisingular if, and only if, the polar multiplicities \( m_i(X_t, 0), i = 0, \ldots, d \) are constant on this family, where D is an open disc around the origin in \( \mathbb{C} \).

The polar multiplicities \( m_i(X, 0) \), for \( i = 0, \ldots, d - 1 \) are defined for any variety \( (X, 0) \) (see [LêTe81]), while \( m_d(X, 0) \) was defined, initially, only for ICIS in [Gaf93]. Using topological and geometric information from generic linear projections Nuño-Ballesteros, Orféice-Okamoto and Tomazella [NBOOT13] defined the top polar multiplicity \( m_d(X_A, 0) \) for an isolated determinantal singularity (IDS) \( (X_A^s, 0) \). Moreover, the authors proved (see [NBOOT13, Theorem 4.3]), that the multiplicity \( m_d(X_A, 0) \) is related to the vanishing Euler characteristic of \( X_A^s \) (see Definition 2.4 below) by the following Lê-Greuel type formula

\[
m_d(X_A^s, 0) = \nu(X_A^s, 0) + \nu(X_A^s \cap p^{-1}(0), 0),
\]

where \( p : (\mathbb{C}^m, 0) \to (\mathbb{C}, 0) \) is a generic linear function and \( d = \dim X_A^s \). For codimension 2 IDS in \( \mathbb{C}^4 \) and \( \mathbb{C}^5 \) the multiplicity \( m_d(X_A, 0) \) was also defined by Pereira and Ruas in [PeRU14] and the authors also proved the Lê-Greuel type formula Eq. (1.1) (see [PeRU14, Theorem 5.2]).

In [NnOOT18, Theorem 5.3], the authors proved that a family of IDS \( \{ (X_A^s, 0) \} \) is Whitney equisingular if, and only if, \( m_i(X_A^s, 0), i = 0, \ldots, d \), do not depend on \( t \in D \).

The main goal of this work is to use Newton polyhedra and non-degeneracy of matrices to present a criterion to test the Whitney equisingularity for families of IDS, which is the following theorem.

**Theorem 1.1.** Let \( \{ (X_A^s, 0) \}_{t \in D} \) be a d-dimensional family of determinantal singularities, defined by the germ of matrices \( A_t = ((a_{ij})_t) : (\mathbb{C}^m, 0) \to (\mathbb{M}_{n,k}, 0) \) with holomorphic entries. Suppose that \( X_A^s \) has an isolated singularity at 0 and, for all \( t \in D \), the matrix \( A_t \) satisfies the following conditions:

(i) the matrix \( A_t \) is Newton non-degenerate (Definition 2.8 below);

(ii) the Newton polyhedra \( \Delta_t^1 \) of \( (a_{ij})_t \) are convenient and independent of \( t \).

Then the family \( \{ (X_A^s, 0) \}_{t \in D} \) is Whitney equisingular.
In order to prove Theorem 1.1 we developed the following steps. Firstly, we apply the notions introduced by Esterov [Esterov2007] and the ideas used by Eyral and Oka [Eyral2017] to prove (under the assumptions of Theorem 1.1) the existence of a positive number \( \varepsilon > 0 \) for which the set \( (X_{A_t}^s \setminus \{0\}) \cap B_{\varepsilon} \) is non-singular and \( B_{\varepsilon} \) is a Milnor ball for \( (X_{A_t}^s, 0) \) independent of \( t \in D \), this is proved in Corollary 3.5. This result is in fact more general and holds without the assumption of the Newton polyhedra begin convenient, which is proved in Proposition 3.4. As an important consequence of these results we obtain in Corollary 3.6, the constancy of vanishing Euler characteristic for the family \( \{(X_{A_t}^s, 0)\} \).

In Proposition 3.7 and Corollary 3.8 we prove a version of Proposition 3.4 and Corollary 3.5, respectively, to the family \( \{(X_{A_t}^s \cap p^{-1}(0), 0)\} \). Finally, we use these results to prove Theorem 1.1.

We remark that Whitney equisingularity is a very strong form of equisingularity. A Whitney equinsigular family of varieties \( \{(X_t, 0)\}_{t \in D} \) is also topologically equisingular, by the Thom-Mather first isotopy theorem ([Mat12],[Thom1969]). This means that the local, ambient, topological type of \( X_t \) at \( 0 \) does not depend of \( t \) for \( t \in D \).

The results mentioned above, are state and proved in Section 3. In the following section we present some definitions and properties regarding isolated determinantal singularities and Newton polyhedra.

2. Determinantal deformation and Newton polyhedra

2.1. Determinantal deformation. Determinantal varieties have been widely studied by researchers in Commutative Algebra, Algebraic Geometry and Singularity Theory. Just to mention a few works, we can quote, for instance, Bruns and Herzog [Bruns-Herzog1998], Bruns and Vetter [Bruns-Vetter1998], Ebeling and Gusein-Zade [Ebeling-Gusein-Zade2009], Frühbis-Krüger and Neumer [Fruhbis-Krug2010], Gaffney, Grulha Jr. and Ruas [Gaffney-Grulha-Jr-Ruas1999], Nuño-Ballesteros, Oréfice-Okamoto and Tomazella [Nuno-Ballesteros-Orifice-Okamoto-Tomazella2013] and Pereira and Ruas [Pereira-Ruas2013].

Consider \( M_{n,k} \) the set of complex matrices of size \( n \times k \) and \( M_{n,k}^s \) the subset consisting of the matrices with rank less than \( s \), where \( 0 < s \leq n \leq k \) are integers. The set \( M_{n,k}^s \) is an irreducible subvariety of \( M_{n,k} \) with codimension \( (n - s + 1)(k - s + 1) \), which is called generic determinantal variety, and \( M_{n,k}^{s-1} \) is its singular set.

Let \( A : (\mathbb{C}^m, 0) \to (M_{n,k}, 0) \) be a holomorphic map germ defined by \( A(x) = (a_{ij}(x)) \) with \( a_{ij} \in \mathcal{O}_m \), where \( \mathcal{O}_m \) is the ring of holomorphic functions in \( \mathbb{C}^m \), for \( 1 \leq i \leq n \) and \( 1 \leq j \leq k \).

**Definition 2.1.** Let \( (X_{\Lambda}^s, 0) \subset (\mathbb{C}^m, 0) \) be the germ of the variety defined by \( X_{\Lambda}^s = A^{-1}(M_{n,k}^s) \). We say that \( X_{\Lambda}^s \) is a determinantal variety of type \( (n, k; s) \) in
\((\mathbb{C}^m, 0)\), if its dimension is equal to
\[
m - (n - s + 1)(k - s + 1).
\]

The analytical structure of \(X^s_A\) is the one defined by \(A\) and \(M^s_{n,k}\), i.e., it is given by the \(s\) size minors of \(A(x)\). When \(s = 1\), the determinantal variety \(X^s_A\) is a complete intersection variety.

**Definition 2.2.** Let \((X^s_A, 0) \subset (\mathbb{C}^m, 0)\) be a determinantal variety of type \((n, k; s)\) satisfying the condition
\[
s = 1 \text{ or } m < (n - s + 2)(k - s + 2).
\]
The variety \((X^s_A, 0)\) is said to be an isolated determinantal singularity (IDS) if \(X^s_A\) is smooth at \(x\) and \(\text{rank } A(x) = s - 1\) for all \(x \neq 0\) in a neighbourhood of the origin.

**Remark 2.3.** As proved by Pereira (see [PER10]), isolated determinantal singularities are \(G\)-determined, then they have a polynomial representative.

In the following, we present the definition of vanishing Euler characteristic.

**Definition 2.4.** The vanishing Euler characteristic of an IDS \(X^s_A\), denoted by \(\nu(X^s_A, 0)\), is defined as
\[
\nu(X^s_A, 0) = (-1)^d(\chi(\widetilde{X}_A^s) - 1),
\]
where \(\widetilde{X}_A^s\) is the generic fiber of the determinantal smoothing\(^1\) of \(X^s_A\), \(\chi(\cdot)\) denotes the Euler characteristic and \(d = \dim X^s_A\).

For more details on the vanishing Euler characteristic and the Milnor number of IDS see [NBOOT13, Definition 3.2] or [PERU14, Definition 5.1].

Now, we recall some notions about determinantal deformations. Consider a map germ \(A : (\mathbb{C}^m \times \mathbb{C}, 0) \rightarrow (M_{n,k}, 0)\) such that \(A(x, 0) = A(x)\) for all \(x \in \mathbb{C}^m\). When \(X^s_A\) is a determinantal variety, the projection
\[
\pi : (X^s_A, 0) \rightarrow (\mathbb{C}, 0)
\]
\((x, t) \mapsto t\)
is called a determinantal deformation of \(X^s_A\). If we fix a small enough representative \(A : B_\varepsilon \rightarrow (M_{n,k}, 0)\), where \(B_\varepsilon\) is the open ball centred at the origin with radius \(\varepsilon > 0\), then we set \(A_t(x) := A(x, t)\) and \(X^s_{A_t} = A_t^{-1}(M^s_{n,k})\).

If \(X^s_{A_t}\) is a determinantal deformation of \((X^s_A, 0)\) as above, we say that:

(i) \(X^s_{A_t}\) is origin preserving if \(0 \in S(X^s_{A_t})\), for all \(t \in D\), where \(S(X^s_{A_t})\) denotes the singular set of \(X^s_{A_t}\) and \(D \subset \mathbb{C}\) is a disc around the origin. Then \(\{(X^s_{A_t}, 0)\}_{t \in D}\) is called a 1-parameter family of IDS.

\(^1\)For the definition see [NBOOT13, Definition 3.3].
(ii) \( \{(X^t_{\lambda_i}, 0)\}_{t \in D} \) is a good family if there exists \( \epsilon > 0 \) with \( S(X^t_{\lambda_i}) = \emptyset \) on \( B_{\epsilon r} \), for all \( t \) in \( D \);

(iii) \( \{(X^t_{\lambda_i}, 0)\}_{t \in D} \) is Whitney equisingular if it is a good family and \( \{X^t_{\lambda_i} \setminus T, T\} \) satisfies the Whitney conditions, where \( T = \{0\} \times D \).

In [NnOOT18, Theorem 5.3], the authors proved that a family of IDS \( \{(X^t_{\lambda_i}, 0)\}_{t \in D} \) is Whitney equisingular if, and only if, \( m_t(X^t_{\lambda_i}, 0), i = 0, \ldots, d, \) do not depend on \( t \in D \), where \( D \) is an open disc around the origin in \( \mathbb{C} \). Moreover, they also obtained the following result about the constancy of the vanishing Euler characteristic [NnOOT18, Corollary 4.3].

**Corollary 2.5.** Let \( X^t_{\lambda_i} \) be a determinantal deformation of the IDS \( X_{\lambda_i} \). Then, the sum \( \sum_{x \in S(X^t_{\lambda_i})} \nu(x) \) is constant on \( t \) if and only if \( \chi(X^t_{\lambda_i}) = 1 \), where \( S(\cdot) \) denotes the singular set.

### 2.2. Newton polyhedra

The Newton polyhedra of polynomial functions are important objects which can be very useful to compute some invariants, such as the Milnor number, local Euler obstruction, multiplicities, among others.

The monomial \( x_1^{a_1} \cdots x_m^{a_m} \) is denoted by \( x^a \), where \( a = (a_1, \ldots, a_m) \in \mathbb{Z}^m \). We denote by \( \mathbb{R}_{\geq 0}^m \), the positive orthant of \( \mathbb{R}^m \). A subset \( \Delta \subset \mathbb{R}_{\geq 0}^m \) is called a Newton polyhedron when there exists some \( \{p + v : p \in P \text{ and } v \in \mathbb{R}_{\geq 0}^m\} \). In this case, \( \Delta \) is said to be the Newton polyhedron determined by \( P \).

**Definition 2.6.** If the polyhedron \( \Delta \) touches all the coordinate axes, we say that \( \Delta \) is convenient.

**Definition 2.7.** If \( f \in O_m \) is a germ of a polynomial function \( f(x) = \sum_{a \in \mathbb{Z}^m_+} c_a x^a \), then the support of \( f \) is \( \text{supp}(f) := \{a \in \mathbb{Z}^m_+ | c_a \neq 0\} \). The Newton polyhedron of \( f \) \( \Delta_f \) is the Newton polyhedron determined by \( \text{supp}(f) \).

Let \( P = \{p_1, \ldots, p_m\} \) be a weight vector. For each \( x \in \mathbb{R}^m \), we define \( P(x) = \sum_{i=1}^m p_i \cdot x_i \). For a positive weight \( (p_i \geq 0, \text{ for } i = 1, \ldots, m) \), we define \( d(P; f) \) as the minimal value of the restriction \( P|_{\Delta_f} \), i.e., \( d(P; f) = \min\{P(x) : x \in \Delta_f\} \). Let

\[
\Gamma(P; f) = \{x \in \Delta_f : P(x) = d(P; f)\}
\]

be the face of \( \Delta_f \), where \( P \) takes the minimal value \( d(P; f) \). For a strictly positive weight \( P \) (\( p_i > 0 \), for \( i = 1, \ldots, m \)), \( \Gamma(P; f) \) is a bounded face of \( \Delta_f \). When there is no risk of misunderstandings, we denote \( \Gamma(P; f) \) simply by \( \Gamma \). We define

\[
f|_{\Gamma}(x) = \sum_{a \in \Gamma} c_a x^a
\]
and we call $f_{i\Gamma}$ the face function of $f$ with respect to $\Gamma$.

In the following, we present the Newton non-degeneracy conditions adapted to determinantal singularities. The Newton non-degeneracy conditions in this case were first defined in [Est07, Definition 1.16] for determinantal singularities. The definition presented by Esterov comprehends determinantal singularities given by the maximal minors of a matrix $A(x) = (a_{ij}(x))$, under the assumption that, all the entries of a column $j$ has the same Newton polyhedron $\Delta_j$. Here we still consider that, for each $j = 1, \ldots, k$, the Newton polyhedron of $a_{ij}$ is $\Delta_j$, for all $i = 1, \ldots, n$. However, we do not assume that the variety is given only by the maximal minors.

**Definition 2.8.** Let $A = (a_{ij}) : (\mathbb{C}^n, 0) \to (\mathbb{M}_{n,k}, 0)$ be a germ of a holomorphic matrix, which defines a determinantal singularity $X^s_A$ of type $(n, k; s)$. We denote by $\Delta_j \subset \mathbb{R}^n$ the Newton polyhedron of $a_{ij}$, for all $i = 1, \ldots, n$.

(i) The matrix $A$ is said to be Newton non-degenerate if, for each collection of faces $\Gamma_j \subset \Delta_j$ such that the sum $\sum_{j=1}^{k} \Gamma_j$ is a bounded face of the polyhedron $\sum_{j=1}^{k} \Delta_j$, the polynomial matrix $(a_{ij}(\Gamma_j))$ defines a non-singular determinantal variety of type $(n, k; s)$ in $(\mathbb{C} \setminus 0)^m$. In this case, we say that $X^s_A$ is a Newton non-degenerate determinantal singularity.

(ii) Let $f_1, \ldots, f_l : (\mathbb{C}^n, 0) \to (\mathbb{C}, 0)$ be holomorphic functions with Newton polyhedra $\Delta_{f_1}, \ldots, \Delta_{f_l}$, respectively. The variety $X^s_A \cap f_1^{-1}(0) \cap \cdots \cap f_l^{-1}(0)$ is said to be Newton non-degenerate if, $A$ is a Newton non-degenerate matrix and for each collection of faces $\Gamma_j \subset \Delta_j$, $j = 1, \ldots, k$ and $\Gamma'_\gamma \subset \Delta'_\gamma$, $\gamma = 1, \ldots, l$ such that the sum $\sum_{j=1}^{k} \Gamma_j + \sum_{\gamma=1}^{l} \Gamma'_\gamma$ is a bounded face of the polyhedron $\sum_{j=1}^{k} \Delta_j + \sum_{\gamma=1}^{l} \Delta'_\gamma$, the variety $X^s_A(\sum_{j=1}^{k} \Gamma_j) \cap (f_1(\Gamma'_1) \cap \cdots \cap f_l(\Gamma'_l))^{-1}(0)$ is a non-singular variety in $(\mathbb{C} \setminus 0)^m$ with the same dimension as $X^s_A \cap f_1^{-1}(0) \cap \cdots \cap f_l^{-1}(0)$.

When $l = 1$, the definition introduced by Esterov ([Est07, Definition 1.16]) of $f$ being non-degenerate with respect to a matrix $A$ implies that the variety $X^s_A \cap f^{-1}(0)$ is a Newton non-degenerate variety.

**Remark 2.9.** Given a Newton non-degenerate matrix $A$ and a generic linear form with respect to $X^s_A$, $h : (\mathbb{C}^n, 0) \to (\mathbb{C}, 0)$, the restriction of $h$ to $X^s_A$ may be degenerate if we eliminate one variable using $h = 0$ (see [Oka97, Example (I-2)]). However the variety $X^s_A \cap h^{-1}(0) \subset \mathbb{C}^m$ is Newton non-degenerate.
3. Whitney equisingularity

The main purpose of this section is to prove Theorem 1.1. Before proving it, we need some concepts and results in order to guarantee an uniformity condition on the family \( \{ (X_{A_1}, 0) \} \). The following concept was first introduced by Eyral and Oka [EyOk17, Oka97] for hypersurfaces and complete intersection singularities and we extend it to determinantal singularities.

**Definition 3.1.** Let \( f : (\mathbb{C}^m, 0) \rightarrow (\mathbb{C}, 0) \) be a germ of an analytic function and \( I \subset \{1, \ldots, m\} \). We say that \( C^I = \{(x_1, \ldots, x_m) \in \mathbb{C}^m : x_i = 0, i \not\in I\} \) is an admissible coordinate subspace for \( f \) if \( f^I := f|_{C^I \cap U} \) is not constantly zero, where \( U \) is a neighbourhood of the origin in \( \mathbb{C}^m \).

**Definition 3.2.** Let \( A = (a_{ij}) : (\mathbb{C}^m, 0) \rightarrow (\mathbb{M}_{n,k}, 0) \) be a germ of a holomorphic map, we say that \( C^I \) is an admissible coordinate space for \( A \) if \( C^I \) is admissible for each \( a_{ij}, i = 1, \ldots, n \) and \( j = 1, \ldots, k \).

Along this work, we will use the following notation:

(i) \( A^I = (a_{ij}^I) \), where \( a_{ij}^I = a_{ij}|_{C^I \cap U} \);
(ii) \( A^*i = (a_{ij}^*) \), where \( a_{ij}^* = a_{ij}|_{C^I \cap U} \) and \( C^*I = \{(x_1, \ldots, x_m) \in \mathbb{C}^m : x_i = 0 \iff i \not\in I\} \).

In the following Lemma we extend [Oka97, Proposition 7] to determinantal singularities and using the ideas of Eyral and Oka [EyOk17, Proposition 3.1], we prove Proposition 3.4.

**Lemma 3.3.** Let \( A : (\mathbb{C}^m, 0) \rightarrow (\mathbb{M}_{n,k}, 0) \) be a germ of a holomorphic matrix and \( f_1, \ldots, f_l : (\mathbb{C}^m, 0) \rightarrow (\mathbb{C}, 0) \) be germs of functions. Let \( C^I \) be an admissible coordinate subspace for \( A, f_1, \ldots, f_l \).

(i) If the matrix \( A \) is Newton non-degenerate, then \( A^I \) is Newton non-degenerate.
(ii) If the variety \( X_{A^I} \cap f_1^{-1}(0) \cap \cdots \cap f_l^{-1}(0) \) is Newton non-degenerate, then \( X_{A^I} \cap (f_1^I)^{-1}(0) \cap \cdots \cap (f_l^I)^{-1}(0) \) is a Newton non-degenerate variety.

**Proof.** Since both cases are analogous, we prove only (i). For each \( j = 1, \ldots, k \) let \( \Gamma_j \) be the faces of \( \Delta_{a_{ij}} \) such that \( \sum_{j=1}^k \Gamma_j \) is a bounded face of \( \sum_{j=1}^k \Delta_{a_{ij}} \). Since \( \Delta_{a_{ij}} = \Delta_{a_{ij}} \cap \mathbb{R}^I \), \( \Gamma_j \) is also a face of \( \Delta_{a_{ij}} \) such that \( \sum_{j=1}^k \Gamma_j \) is a bounded face of \( \sum_{j=1}^k \Delta_{a_{ij}} \) for each \( j = 1, \ldots, k \). Since the matrix \( A \) is Newton non-degenerate, then \((a_{ij}^I|_{\Gamma_j})\) defines a non-singular determinantal variety in \((\mathbb{C} \setminus 0)^m\). Hence, \( A^I \) is Newton non-degenerate. \( \square \)

In [EyOk17, Proposition 3.1] Eyral and Oka proved an uniform version of [Oka97, Chapter III, Lemma (2.2)] and [Oka10, Theorem 19]. Here we extend [EyOk17, Proposition 3.1] to families of non-degenerate determinantal singularities.
Proposition 3.4. Suppose that for all $t$ sufficiently small, the following two conditions are satisfied:

(i) the matrix $A_t = ((a_{ij})_t)$ is Newton non-degenerate;
(ii) the Newton polyhedron $\Delta^1_t$ of $(a_{ij})_t$ is independent of $t$, for all $j = 1, \ldots, k$.

Then there exists a positive number $R > 0$ such that for any admissible coordinate subspace $C^1$ of $A_0$ and any $t$ sufficiently small, the set $X^t_{A_1} \cap C^1 \cap B_R$ is non-singular and intersects transversely with $S_r$, for any $r < R$, where $B_R$ (respectively, $S_r$) is the open ball (respectively, the sphere) with center at the origin $0 \in \mathbb{C}^m$ and radius $R$ (respectively, $r$).

Proof. This proof is divided in 4 steps. Firstly, we prove the smoothness part, which is splitted in two steps, Claim 1 and Claim 2 below. The transversality part will be proved using Claim 3 and Claim 4.

In the sequence we introduce the objects which we need to state Claim 1 and 2.

As $\Delta^1_t$ is independent of $t$, the set of admissible systems is also independent of $t$ and, since there are only finitely many subsets $I \subset \{1, \ldots, m\}$, it suffices to show the result for a fixed $I = \{1, \ldots, r\}$, $r \leq m$.

We argue by contradiction. Suppose that for all $R > 0$ the intersection $X^t_{A_1} \cap C^1 \cap B_R$ has a singular point. Consider the sequence $\{(t_i, z_i)\}$ of points in $X^t_{A_1} \cap (D \times C^1)$ converging to $(0, 0)$, where $z_i$ is a singularity of $X^t_{A_1} \cap C^1 \cap B_R$. Then $(0, 0)$ is in the closure of the set

$$W = \{(t, z) \in D \times C^1 : z \in X^t_{A_i}$ and $z$ is a singular point of $X^t_{A_1}$.\}

Then, by the Curve Selection Lemma [Mrl68], there exists an analytic curve

$$p : [0, \epsilon] \rightarrow W$$

$$q \mapsto (t(q), z(q))$$

such that $p(q) = (t(q), z_1(q), \ldots, z_r(q), 0, \ldots, 0)$, for all $q \neq 0$, and $p(0) = (0, 0)$. For $1 \leq i \leq r$, consider the Taylor expansions

$$t(q) = t_0 q^{w_0} + \cdots, \quad z_i(q) = a_i q^{w_i} + \cdots,$$

where $t_0, a_i \neq 0$ and $v, w_i > 0$, for $i = 1, \ldots, r$. Here, the three centered dots stand for the higher order terms. Choose $a = (a_1, \ldots, a_r, 0, \ldots, 0) \in \mathbb{C}^1$ and $w = (w_1, \ldots, w_r, 0, \ldots, 0) \in \mathbb{N} \setminus \{0\}$. Consider the face $\Gamma_j$ of $(\Delta^1_{t(q)})^j = (\Delta^0)^j$ defined as the set where the map

$$l_w^j : (\Delta^0)^j \rightarrow \mathbb{R}^+$$

$$x := (x_1, \ldots, x_r, 0, \ldots, 0) \mapsto \sum_{i=1}^r x_i w_i$$
takes its minimal value $d_j$ and such that $\sum_{j=1}^k \Delta_j$ is a bounded face of $\sum_{j=1}^k \Delta_j$.

**Claim 1.** The point $a$ belongs to $X_{\alpha}^{s_i} |_{l_r} = (((a_{ij})_1 | l_j)_{\alpha})$.

**Proof of the Claim.** Firstly, consider the $n \times k$ matrix

$$(A_{t(q)}) |_{l(q)} \epsilon ((a_{ij})_{t(q)} |_{l_j(q)} (z(q))).$$

Now, note that

$$(a_{ij})_t (z) = ((a_{ij})_1 |_{l_j} (z) + \sum_{a \in F_j} c_{a} z^a. \quad (3.1)$$

Consider a monomial component

$$(c_{a} z^a) |_{l_j} = c_{a} z_{1}^{a_1} \cdots z_{r}^{a_r} \quad (3.2)$$

of the face function $a_{ij} |_{l_j}$. Then over the curve $p$ we have

$$(c_{a} z(q)^a) |_{l_j} = c_{a} (a_1 q^{w_1} + \cdots)^{a_1} \cdots (a_r q^{w_r} + \cdots)^{a_r} = c_{a} a_1^{a_1} \cdots a_r^{a_r} q^{d_j} + \cdots.$$

Therefore,

$$(a_{ij}^{s_i})_t(q) |_{l_j(q)} (z(q)) = (a_{ij}^{s_i})_t(q) |_{l_j} (a) q^{d_j} + \cdots \quad (3.3)$$

and

$$(A_{t(q)}) |_{l(q)} \epsilon ((a_{ij}^{s_i})_{t(q)} |_{l_j(q)} (a) q^{d_j} + \cdots).$$

Consider the set

$$C = \{(\mathcal{I}, \mathcal{J}) : \mathcal{I} \subset \{1, \ldots, n\}, \mathcal{J} \subset \{1, \ldots, k\} \text{ and } |\mathcal{I}| = |\mathcal{J}| = s \}.$$

Since the Newton polyhedron of $a_{ij}^{s_i}$ is $\Delta_j^i$ for all $i = 1, \ldots, n$ and $z(q)$ belongs to the determinantal variety $X_{\alpha}^{s_i} |_{l_r}$, which is defined by the $s$ size minors of $A_{t(q)} |_{l_r}$, for each $(\mathcal{I}, \mathcal{J}) \in C$, we have the zero polynomial

$$\det((a_{ij}^{s_i})_{t(q) | l_j} (a) q^{d_j} + \cdots)_{i \in \mathcal{I}, j \in \mathcal{J}} = \det(((a_{ij}^{s_i})_{t(q)} |_{l_j} (a))_{i \in \mathcal{I}, j \in \mathcal{J}}) q^{\sum_{i \in \mathcal{I}, j \in \mathcal{J}} d_j} + \cdots = 0,$$

which implies that all the coefficients of this polynomial are equal to zero, in particular

$$\det(((a_{ij}^{s_i})_{t(q)} |_{l_j} (a))_{i \in \mathcal{I}, j \in \mathcal{J}}) = 0.$$

Taking $q \to 0$, for each $(\mathcal{I}, \mathcal{J}) \in C$, then $t(q) \to 0$. Therefore, the point $a$ belongs to the determinantal variety $X_{\alpha}^{s_i} |_{l_r}$.

**QED**

**Claim 2.** The point $a$ is a singularity of $X_{\alpha}^{s_i} |_{l_r}$. 

Proof of the Claim. We start by taking the partial derivative of Eq. (3.2), which gives us the following equation

$$\frac{\partial}{\partial z_l}(c_\alpha z^\alpha) = \alpha_l c_\alpha z_1^{\alpha_1} \cdots z_l^{\alpha_l-1} \cdots z_r^{\alpha_r}.$$ 

Then, over the curve \(p\)

$$\frac{\partial}{\partial z_l}(c_\alpha z(q)^\alpha)|_{r} = \alpha_l c_\alpha (a_1 q^{w_1} + \cdots)^{\alpha_1} \cdots (a_i q^{w_i} + \cdots)^{\alpha_i-1} \cdots (a_r q^{w_r} + \cdots)^{\alpha_r}$$

$$= \alpha_l a_1^{\alpha_1} \cdots a_i^{\alpha_i-1} \cdots a_r^{\alpha_r} q^{d_i-w_i} + \cdots$$

Thus, the following equation holds

$$\frac{\partial}{\partial z_l}((a_{ij}^l)_{t(q)}|_{r_j}(z(q))) = \frac{\partial}{\partial z_l}((a_{ij}^l)_{t(q)}|_{r_j}(a)) \cdot q^{d_i-w_i} + \cdots. \tag{3.4}$$

It follows from Eq. (3.1) that

$$(a_{ij}^l)_{t(q)}(z(q)) = ((a_{ij}^l)_{t(q)}|_{r_j}(z(q)) + \sum_{\alpha \in \Gamma_j} c_\alpha z(q)^\alpha$$

and

$$\frac{\partial}{\partial z_l}((a_{ij}^l)_{t(q)}(z(q))) = \frac{\partial}{\partial z_l}((a_{ij}^l)_{t(q)}|_{r_j}(z(q))) + \frac{\partial}{\partial z_l}(\sum_{\alpha \in \Gamma_j} c_\alpha z(q)^\alpha).$$

Furthermore, by Eq. (3.3), Eq. (3.4) and the derivative product law, we have

$$\frac{\partial}{\partial z_l}(\det((a_{ij}^l)_{t(q)}|_{r_j}(z(q)))_{i \in \mathcal{I}, j \in \mathcal{J}})$$

$$= \frac{\partial}{\partial z_l}(\det((a_{ij}^l)_{t(q)}|_{r_j}(a))_{i \in \mathcal{I}, j \in \mathcal{J}}) \cdot q^{(\sum_{\mathcal{I} \in \mathcal{J}} d_i)-w_i} + \cdots.$$

Then the jacobian matrix of the map given by the \(s\) size minors of the matrix \(((a_{ij}^l)_{t(q)}|_{r_j}(a)q^{d_j} + \cdots)_{i \in \mathcal{I}, j \in \mathcal{J}}\) is the \(\binom{k}{s} \binom{n}{s}\times m\) matrix

$$\left(\frac{\partial}{\partial z_l}(\det((a_{ij}^l)_{t(q)}|_{r_j}(a))_{i \in \mathcal{I}, j \in \mathcal{J}}) \cdot q^{(\sum_{\mathcal{I} \in \mathcal{J}} d_i)-w_i} + \cdots\right)_{|[\mathcal{I}, \mathcal{J}] \in \mathcal{C}}.$$
\[
\text{det} \left( \frac{\partial}{\partial z_{\ell_0}} \left( \text{det} \left( \left( a_{ij}^* \right)_{t(q)} \right)_{i \in \mathcal{I}_0, j \in \mathcal{J}_0} \right) \cdot q^{\sum_{i \in \mathcal{I}_0} d_i - w_{\ell_0} + \ldots } \right)_{(\mathcal{I}_0, \mathcal{J}_0) \in \mathcal{C}} = 0.
\]

Therefore, the Jacobian matrix whose columns are \( \partial z_{\ell_0} \) \((a_{ij}^*)_{t(q)} \) has also rank less than \((n - s + 1)(k - s + 1)\), where \( l = 1, \ldots, m \).

Taking again \( q \to 0 \), then \( t(q) \to 0 \). Therefore, the point \( a \) is a singularity of the determinantal variety \( X_{A^*}^{\gamma} \Gamma \). QED

By Claims 1 and 2, the matrix \( A^*_{\gamma} \) is not Newton non-degenerate which contradicts Lemma 3.3.

To prove the transversality, we also argue by contradiction. Suppose that there exists a sequence \( \{ (t_R, z_R) \} \) of points in \( X_{\gamma}^{\mathcal{A}} \cap (D \times \mathbb{C}^s) \) converging to \((0,0)\) and such that \( X_{\gamma}^{\mathcal{A}_R} \cap \mathbb{C}^s \) does not intersect the sphere \( S_{||z_R^*||} \) transversally at \( z_R \). Thus

\[
(T_{z_R} S_{||z_R^*||})^\perp \subseteq (T_{z_R} X_{\mathcal{A}_R}^{\gamma} \cap \mathbb{C}^s)^\perp.
\]

The orthogonal space \((T_{z_R} X_{\mathcal{A}_R}^{\gamma} \cap \mathbb{C}^s)^\perp\) is generated by the set

\[
G = \{ \text{grad} (\text{det} (a_{ij}^*)_{t(q)} (z_R))_{i \in \mathcal{I}, j \in \mathcal{J}} : (\mathcal{I}, \mathcal{J}) \in \mathcal{C} \}.
\]

where the gradient of a function \( f \) is \( \text{grad}(f(z)) = \left( \frac{\partial f}{\partial z_1}(z), \ldots, \frac{\partial f}{\partial z_m}(z) \right) \) and \( \frac{\partial f}{\partial z_i}(z) \) denotes the complex conjugation of \( \frac{\partial f}{\partial z_i}(z) \), \( i = 1, \ldots, m \). For simplification purposes, we will denote \( \frac{\partial f}{\partial z_i}(z) = \frac{\bar{\partial} f}{\partial z_i}(z), i = 1, \ldots, m \).

In general, the set \( G \) is not linearly independent, then \( G \) is not a basis for \((T_{z_R} X_{\gamma}^{\mathcal{A}_R} \cap \mathbb{C}^s)^\perp\). Our first task is finding, if necessary, a subsequence \((t_R, z_R) \) of \((t_R, z_R) \), such that

\[
G = \{ \text{grad} (\text{det} (a_{ij}^*)_{t(q)} (z_R))_{i \in \mathcal{I}, j \in \mathcal{J}} : (\mathcal{I}, \mathcal{J}) \in \mathcal{C} \}
\]

forms a basis for \((T_{z_R} X_{\mathcal{A}_R}^{\gamma} \cap \mathbb{C}^s)^\perp\).

Firstly, we take subsets \( \mathcal{P}_x \) of \( \mathbb{N} \) such that

\[
G = \{ \text{grad} (\text{det} (a_{ij}^*)_{t(q)} (z_R))_{i \in \mathcal{I}, j \in \mathcal{J}} : (\mathcal{I}, \mathcal{J}) \in \mathcal{C} \}
\]
is a basis for \((T_{x_{\mathcal{R}_y}}(X^s_{A_{t_{x_{\mathcal{R}_y}}} \cap \mathbb{C}^s}))^\perp\), where \(C_y \subset C\) and \(1/R_y \in \mathcal{P}_y\).

Since there are only finitely many subsets \(\mathcal{P}_y\), there exists \(\gamma_0\) such that \(\mathcal{P}_{\gamma_0}\) is not finite. Therefore, \(\{(t_{\mathcal{R}_y}, z_{\mathcal{R}_y})\}_{R_y \in \mathcal{P}_{\gamma_0}}\) is the desired subsequence.

To simplify, we denote this subsequence by \(\{(t_{\mathcal{R}_y}, z_{\mathcal{R}_y})\}\). Then we can write the vector \(z_{\mathcal{R}_y} \in (T_{x_{\mathcal{R}_y}}S_{\mathcal{R}_y})^\perp\) as a linear combination of vectors from \(G_y\), i.e., there exist \(\lambda_{I,J}\), such that

\[
z_{\mathcal{R}_y} = \sum_{(I,J) \in \mathcal{C}_y} \lambda_{I,J} \cdot \text{grad}(\text{det}([a_{ij}^*]_{t_{\mathcal{R}_y},(z_{\mathcal{R}_y})})_{i \in I,j \in J}).
\]

We observe that some of the coefficients \(\lambda_{I,J}\) in the above linear combination may be zero. However, by the same arguments, if necessary, we can consider a subsequence of \((t_{R_y}, z_{R_y})\) given by

\[
z_{R_y} = \sum_{(I,J) \in \mathcal{C}_{R_y}} \lambda_{I,J} \cdot \text{grad}(\text{det}([a_{ij}^*]_{t_{R_y},(z_{R_y})})_{i \in I,j \in J}),
\]

where \(\lambda_{I,J} \neq 0\) for all \((I,J) \in \mathcal{C}_{R_y}\) and \(1/R_y \in \mathcal{P}_{\gamma_0}\). We will denote this subsequence simply by \(\{(t_{R_y}, z_{R_y})\}\) and we denote by \(C_\alpha\) the set of \((I,J) \in \mathcal{C}\) such that

\[
\{\text{grad}(\text{det}([a_{ij}^*]_{t_{R_y},(z_{R_y})})_{i \in I,j \in J})\}
\]

is linearly independent and \(\lambda_{I,J} \neq 0\) and \(1/\alpha \in \mathcal{P}_\alpha\).

Since the subsequence \((t_{R_y}, z_{R_y})\) also converges to \((0,0)\), the point \((0,0)\) belongs to the closure of the set consisting of points \((t,z) \in D \times \mathbb{C}^s\) such that

\[
z \in X_{\lambda_t}^s\] and \(z = \sum_{(I,J) \in \mathcal{C}_\alpha} \lambda_{I,J} \cdot \text{grad}(\text{det}([a_{ij}^*]_t(z)))_{i \in I,j \in J}).
\]

By the Curve Selection Lemma \cite{Mil68}, there exists a real analytic curve

\[
(t(q),z(q)) = (t(q),z_1(q),\ldots,z_r(q),0,\ldots,0)
\]

and Laurent series \(\lambda_{I,J}, (I,J) \in \mathcal{C}_\alpha\), such that

(i) \((t(0), z(0)) = (0,0)\);

(ii) \((t(q), z(q)) \in D \times \mathbb{C}^s\), for \(q \neq 0\);

(iii) \(z(q) \in X_{\lambda_t(q)}^s\);

(iv) \(z(q) = \sum_{(I,J) \in \mathcal{C}_\alpha} \lambda_{I,J} \cdot \text{grad}(\text{det}([a_{ij}^*]_t(z(q)))_{i \in I,j \in J}))\).

Consider the Taylor expansions

\[
t(q) = t_0 q^w + \cdots, \quad z_i(q) = a_i q^w_i + \cdots,
\]

where \(t_0, a_i \neq 0\) and \(w, w_i > 0\), for \(i = 1,\ldots,r\). Consider also the Laurent expansions

\[
\lambda_{I,J}(q) = \beta_{I,J} \cdot q^{w_{I,J}} + \cdots,
\]

where \(\beta_{I,J} \neq 0\).
We define \( a = (a_1, \ldots, a_r, 0, \ldots, 0) \in \mathbb{C}^s \), \( w = (w_1, \ldots, w_r, 0, \ldots, 0) \) and \( d_i \) the minimum value of the function \( l_w : (\Delta_i^{(l)})^1 \to \mathbb{R}_+ \), with \( l_i \) being the face of \( (\Delta_i^{(l)})^1 = (\Delta_i^0)^1 \) where this function takes this minimum value and such that \( \sum_{j=1}^k l_j \) is a bounded face of \( \sum_{j=1}^k \Delta_k \).

**Claim 3.** There exists \( \bar{C} \subset C_\alpha \) such that

\[
\sum_{(I, J) \in \bar{C}} \beta_{I, J} \sum_{l=1}^r w_l \frac{\partial}{\partial z_l} (\det((a_{ij}^l)_{l(q) | l_j(a)})_{l \in I, j \in J}) \neq 0.
\]

**Proof of the Claim.** Indeed, since

\[
\begin{align*}
\nabla (\det((a_{ij}^l)_{l(q) | l_j(a)})_{l \in I, j \in J}) &= \frac{\partial}{\partial z_l} (\det((a_{ij}^l)_{l(q) | l_j(a)})_{l \in I, j \in J}) \cdot q^{\sum_{j \in J} d_j - w_l} + \ldots, \\
\nabla (\det((a_{ij}^l)_{l(q) | l_j(a)})_{l \in I, j \in J}) &= q^{\sum_{j \in J} d_j - w_r} + \ldots, 0, \ldots, 0),
\end{align*}
\]

by (iv), we have

\[
a_i q^w + \cdots = z_l(q) = \sum_{(I, J) \in \bar{C}_\alpha} \beta_{I, J} \sum_{l=1}^r \frac{\partial}{\partial z_l} (\det((a_{ij}^l)_{l(q) | l_j(a)})_{l \in I, j \in J}) \cdot q^{\sum_{j \in J} d_j + u_{I, J} - w_l} + \ldots,
\]

for \( l = 1, \ldots, m \).

We choose the set \( \bar{C} \subset C_\alpha \) such that, for each \( (I, J), (\bar{I}, \bar{J}) \) in \( \bar{C} \), we have

\[
(\sum_{j \in J} d_j) + u_{I, J} = (\sum_{j \in J} d_j) + u_{I, \bar{J}} = \min(\sum_{j \in J} d_j) + u_{I, J} : (I, J) \in C_\alpha \).
\]

Then, \( w_1 = (\sum_{j \in J} d_j) + u_{I, J} - w_r \) for all \( (I, J) \in \bar{C} \).

We may reorder \( w_1, \ldots, w_r \), if necessary, such that \( w_1 = \cdots = w_b < w_c \) \((b < c \leq r)\). Therefore,

\[
\sum_{(I, J) \in \bar{C}} \beta_{I, J} \frac{\partial}{\partial z_l} (\det((a_{ij}^l)_{l(q) | l_j(a)})_{l \in I, j \in J}) = \begin{cases} a_l, & 1 \leq l \leq b, \\ 0, & b < l \leq r \end{cases}.
\]

Multiplying both sides of the last equality by \( w_1 \alpha_i \), we have
\[
\sum_{(I,J) \in \hat{C}} \beta_{I,J} w_l \frac{\partial}{\partial z_l} (\det((a^t_{ij})_{i \in I, j \in J})) = \begin{cases} w_l |a_l|^2, & 1 \leq l \leq b, \\ 0, & b < l \leq r. \end{cases}
\]

Taking a sum over \(1 \leq l \leq r\) and taking \(q \to 0\) we have
\[
\sum_{(I,J) \in \hat{C}} \beta_{I,J} \sum_{l=1}^{r} w_l a_l \frac{\partial}{\partial z_l} (\det((a^t_{ij})_{i \in I, j \in J})) = \sum_{l=1}^{r} w_l |a_l|^2 \neq 0.
\]

QED

**Claim 4.** For each \((I,J) \in \hat{C}\), the following equality holds
\[
\sum_{l=1}^{r} w_l a_l \frac{\partial}{\partial z_l} (\det((a^t_{ij})_{i \in I, j \in J})) = 0.
\]

**Proof of the Claim.** The polynomial \(\det((a^t_{ij})_{i \in I, j \in J})\) is weighted homogeneous with respect to the weight \(w\) and it has weighted degree
\[
\sum_{j \in J} d_j,
\]

it follows from the Euler identity that
\[
(\sum_{j \in J} d_j) \cdot \det((a^t_{ij})_{i \in I, j \in J}) = \sum_{l=1}^{r} w_l a_l \frac{\partial}{\partial z_l} (\det((a^t_{ij})_{i \in I, j \in J})).
\]

Taking \(q \to 0\), by the same arguments of Claim 1, \(a \in X_{A^t_{ij}}\). Then
\[
\det((a^t_{ij})_{i \in I, j \in J}) = 0.
\]

QED

**Corollary 3.5.** In addition to the conditions of Proposition 3.4, if the Newton polyhedra \(\Delta^t_{ij}\) of \((a^t_{ij})_{ij}\) are convenient, then there exists a positive number \(R > 0\) such that for any \(t\) sufficiently small, the set \(X_{A^t_{ij}} \cap B_R\) is smooth outside the origin and intersects transversely with \(S_r\) for any \(r < R\), where \(B_R\) (respectively, \(S_r\)) is the open ball (respectively, the sphere) with center at the origin \(0 \in \mathbb{C}^m\) and radius \(R\) (respectively, \(r\)).
Corollary 3.6. If for all $t$ sufficiently small, the following two conditions are satisfied:

(i) the matrix $A_t = ((a_{ij})_t)$ is Newton non-degenerate;
(ii) the Newton polyhedron $\Delta_t^j$ of $(a_{ij})_t$ is convenient and independent of $t$, for all $j = 1, \ldots, k$.

Then the vanishing Euler characteristic of $X_{A_t}$ is independent of $t$, i.e.,
\[ \nu(X_{A_t}^s, 0) = \nu(X_{A_0}^s, 0). \]

Proof. It follows directly from Corollaries 2.5 and 3.5. \hfill \Box

Now, given a determinantal deformation of $X_{A_t}$, consider the functions $f_{k+1}, \ldots, f_p : (\mathbb{C}^m, 0) \rightarrow (\mathbb{C}, 0)$ and function germs $F_{k+1}, \ldots, F_p : (\mathbb{C}^m \times \mathbb{C}, 0) \rightarrow (\mathbb{C}, 0)$ such that $F_i(x, 0) = f_i(x)$ for all $x \in \mathbb{C}^m$ and $i = k + 1, \ldots, p$. For each $i = k + 1, \ldots, p$, we fix small enough representatives $f_i : \mathbb{B}_i \rightarrow (\mathbb{C}, 0)$, where $\mathbb{B}_i$ is the open ball centered at the origin with radius $\varepsilon > 0$, and we set $f_{i,t}(x) := f_i(x, t)$, $i = 1, \ldots, p$. Therefore, we can consider the map germ $A := (A_t, F_{k+1}, \ldots, F_p) : (\mathbb{C}^m \times \mathbb{C}^n, 0) \rightarrow (\mathbb{M}_{n,k} \times \mathbb{C}^r, 0)$ and we have a family of fibers
\[ \{X_{A_t}^s \cap f_{(k+1,t)}^{-1}(0) \cap \cdots \cap f_{(p,t)}^{-1}(0)\}_{t \in \mathbb{D}}. \]

The properties of fibers of functions defined on determinantal singularities were also studied, for instance, by Ament, Nuño-Ballesteros, Oréfice-Okamoto and Tomazzela [ANnOOT16], Carvalho, Nuño-Ballesteros, Oréfice-Okamoto and Tomazzela [CNNnBOOT22] and Menegen and Pereira [MePe22].

From now on, we will denote by $\Delta_{1}, \ldots, \Delta_{k}, \Delta_{k+1}, \ldots, \Delta_{p}$ the Newton polyhedra of the columns of the matrix $A_t = ((a_{ij})_t)$ and the Newton polyhedra of the functions $f_{(k+1,t)}, \ldots, f_{(p,t)}$, respectively. With this notation, we introduce the following result.

Proposition 3.7. Suppose that for all $t$ sufficiently small, the following two conditions are satisfied:

(i) the variety $X_{A_t}^s \cap f_{(k+1,t)}^{-1}(0) \cap \cdots \cap f_{(p,t)}^{-1}(0)$ is Newton non-degenerate, where $A_t = ((a_{ij})_t)$;
(ii) the Newton polyhedra $\Delta_{1}, \ldots, \Delta_{k}, \Delta_{k+1}, \ldots, \Delta_{p}$ are independent of $t$.

Then there exists a positive number $R > 0$ such that for any admissible coordinate subspace $\mathbb{C}^1$ of $A_0$, $f_{(k+1,0)}, \ldots, f_{(p,0)}$ and any $t$ sufficiently small, such that the variety
\[ X_{A_t}^s \cap f_{(k+1,t)}^{-1}(0) \cap \cdots \cap f_{(p,t)}^{-1}(0) \cap \mathbb{C}^s \cap B_R \]
is non-singular and intersects transversely with $S_r$ for any $r < R$, where $B_R$ (respectively, $S_r$) is the open ball (respectively, the sphere) with center at the origin $0 \in \mathbb{C}^m$ and radius $R$ (respectively, $r$).
The proof follows from the proof of Proposition 3.4 and [EyOk17, Proposition 3.1]. \( \square \)

**Corollary 3.8.** In addition to the conditions of Proposition 3.7, if the Newton polyhedra \( \Delta_1, \ldots, \Delta_{k+1}, \ldots, \Delta_p \) are convenient, then there exists a positive number \( R > 0 \) such that for any \( t \) sufficiently small, the variety \( X_{A_t}^{s} \cap f_{k+1}^{-1}(0) \cap \cdots \cap f_{p}^{-1}(0) \cap B_{R} \) is smooth outside the origin and intersects transversely with \( S_{t} \) for any \( r < R \), where \( B_{R} \) (respectively, \( S_{r} \)) is the open ball (respectively, the sphere) with center at the origin \( 0 \in \mathbb{C}^{m} \) and radius \( R \) (respectively, \( r \)).

Let \( h: (\mathbb{C}^{m}, 0) \rightarrow (\mathbb{C}, 0) \) be a generic linear form with respect to \( X_{A} \) and for each \( c \in \mathbb{C} \) denote \( A^{c}(x_{1}, \ldots, x_{m-1}) = A(x_{1}, \ldots, x_{m-1}, c) \). Then the variety \( X_{A}^{s} \cap h^{-1}(0) \) is biholomorphic to the IDS \( X_{A_0}^{s} \subset \mathbb{C}^{m-1} \). Therefore, Eq. (1.1) follows from [NBOOT13, Lemma 4.2, Theorema 4.3 and Definition 4.4].

Since, \( h \) is a generic linear form, the variety \( X_{A}^{s} \cap h^{-1}(0) \) is Newton non-degenerate and we can suppose that the Newton polyhedron \( \Delta_{h} \) of \( h \) is convenient. Moreover, if \( X_{A_{t}}^{s} \) is a determinantal deformation of \( X_{A_{t}}^{s} \), we can consider a deformation \( X_{A_{t}}^{s} \cap h_{t}^{-1}(0) \) of \( X_{A}^{s} \cap h^{-1}(0) \) where for each \( t \) \( h_{t}: (\mathbb{C}^{m}, 0) \rightarrow (\mathbb{C}, 0) \) is a generic linear form with respect to \( X_{A_{t}}^{s} \) such that \( \Delta_{h_{t}} \) is convenient for all \( t \). Therefore, we have the following corollary.

**Corollary 3.9.** Suppose that for all \( t \) sufficiently small, the following conditions are satisfied:

1. the variety \( X_{A_{t}}^{s} \) is Newton non-degenerate;
2. the Newton polyhedra \( \Delta_{j}^{s} \) of \( (a_{ij})_{t} \) are convenient and independent of \( t \), for all \( j = 1, \ldots, k \).

Then the vanishing Euler characteristic of \( X_{A_{t}}^{s} \cap h_{t}^{-1}(0) \) and consequently the top polar multiplicity of \( X_{A_{t}}^{s} \) are independent of \( t \), i.e.,

\[
\nu(X_{A_{t}}^{s} \cap h_{t}^{-1}(0), 0) = \nu(X_{A_{0}}^{s} \cap h_{0}^{-1}(0), 0)
\]

and

\[
m_{d}(X_{A_{t}}^{s}, 0) = m_{d}(X_{A_{0}}^{s}, 0).
\]

**Proof.** The first equality follows directly from Corollaries 2.5 and 3.8. The second equation follows directly from the first equality, Eq. (1.1) and Corollary 3.6. \( \square \)

Finally, we have all the tools necessary to prove Theorem 1.1.

**Proof of Theorem 1.1.** Firstly, since the Newton polyhedra \( \Delta_{j}^{s} \) are convenient and independent of \( t \) for each \( j = 1, \ldots, k \) and the matrix \( A_{t} \) is Newton non-degenerate, then by Corollary 3.5, there exists a positive number \( R \) such that for any \( t \) sufficiently small, the set \( X_{A_{t}}^{s} \cap B_{R} \) is smooth outside
the origin, where $B_R$ is the open ball with center at the origin and radius $R$. Therefore, this family is good.

Moreover, by Corollary 3.9,

$$m_d(X_{i,t}^s, 0) = m_d(X_{0,t}^s, 0).$$

(3.5)

Now, considering $h_1, \ldots, h_l$ generic linear forms and applying successively the Corollary 3.9 we have the following relation,

$$
\nu(X_{i,t}^s \cap h_{(t,1)}^{-1}(0) \cap \cdots \cap h_{(t,l)}^{-1}(0), 0) = \nu(X_{0,t}^s \cap h_{(0,1)}^{-1}(0) \cap \cdots \cap h_{(0,l)}^{-1}(0), 0),
$$

where $h_{(t,i)}$ are generic linear forms with respect to

$$X_{i,t}^s \cap h_{(t,1)}^{-1}(0) \cap \cdots \cap h_{(t,l)}^{-1}(0)$$

for $i = 1, \ldots, l$. Hence,

$$m_d(X_{i,t}^s \cap h_{(t,1)}^{-1}(0) \cap \cdots \cap h_{(t,l)}^{-1}(0), 0) = m_d((X_{0,t}^s \cap h_{(0,1)}^{-1}(0) \cap \cdots \cap h_{(0,l)}^{-1}(0), 0).
$$

In addition, applying successively [GGJR19, Lemma 2.6], we have

$$m_{d-l}(X_{i,t}^s \cap h_{(t,1)}^{-1}(0) \cap \cdots \cap h_{(t,l)}^{-1}(0), 0) = m_{d-l}(X_{0,t}^s, 0),$$

for $l = 1, \ldots, d$. Combining both equations above, we have

$$m_{d-l}(X_{i,t}^s, 0) = m_{d-l}(X_{i,t}^s \cap h_{(t,1)}^{-1}(0) \cap \cdots \cap h_{(t,l)}^{-1}(0), 0)
$$

$$= m_{d-l}((X_{0,t}^s \cap h_{(0,1)}^{-1}(0) \cap \cdots \cap h_{(0,l)}^{-1}(0), 0)
$$

$$= m_{d-l}(X_{0,t}^s, 0),$$

for all $l = 1, \ldots, d$.

Therefore, $m_j(X_{i,t}^s, 0) = m_j(X_{0,t}^s, 0)$, for all $0 \leq j \leq d$. Hence, the family $\{X_{i,t}^s\}_{t \in D}$ is Whitney equisingular, by [NnOOT18, Theorem 5.3].

\[ \square \]

**Example 3.10.** Let $\{X_{i,t}^s\}_{t \in D}$ be the family of 2-dimensional determinantal singularities defined by the germ $A_t : (\mathbb{C}^4, 0) \to (M_{2,3}, 0)$, given by the matrix

$$
\begin{bmatrix}
2x + 2y + ty^2 + z - 3w & 2x + 3y + 2ty^2 + 2z - 5w & 3x + 2y + ty^2 + 2z - 3w \\
3x + 3y + ty^2 + 2z - 4w & 3x + 4y + 2ty^2 + 4z - 7w & 5x + 3y + ty^2 + 3z - 3w
\end{bmatrix}.
$$

For all $t \in D$, the matrix $A_t$ is Newton non-degenerate, $\Delta^t_j$ is convenient and independent of $t$, for all $j = 1, \ldots, k$. Then, by Theorem 1.1, $\{X_{i,t}^s\}_{t \in D}$ is Whitney equisingular.

**Remark 3.11.** The matrix $A_t$ in the last example is $G$-equivalent to

$$\tilde{A}_t = \begin{bmatrix}
x & y + ty^2 & z \\
y & z & w
\end{bmatrix}.$$ 

Therefore, from the previous example, any family $\{X_{i,t}^s\}_{t \in D}$, where $A_t$ is $G$-equivalent to $\tilde{A}_t$ is also Whitney equisingular.
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