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Abstract—Traditional communication systems focus on the transmission process, and the context-dependent meaning has been ignored. The fact that 5G system has approached Shannon limit and the increasing amount of data will cause communication bottleneck, such as the increased delay problems. Inspired by the ability of artificial intelligence to understand semantics, we propose a new communication paradigm, which integrates artificial intelligence and communication, the semantic communication system. Semantic communication is at the second level of communication based on Shannon and Weaver[1], which retains the semantic features of the transmitted information and recovers the signal at the receiver, thus compressing the communication traffic without losing important information. Different from other semantic communication systems, the proposed system not only transmits semantic information but also transmits semantic decoder. In addition, a general semantic metrics is proposed to measure the quality of semantic communication system. In particular, the semantic communication system for image, namely AESC-I, is designed to verify the feasibility of the new paradigm. Simulations are conducted on our system with the additive white Gaussian noise (AWGN) and the multipath fading channel using MNIST and Cifar10 datasets. The experimental results show that DeepSC-I can effectively extract semantic information and reconstruct images at a relatively low SNR.
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I. INTRODUCTION

WITH the advent of the fifth generation(5G), the achieved transmission rate has been increased by thousands of times compared with that in the fourth generation and the achieved transmission rate has once again approached the Shannon limit, but there is no limit to the growth of data. In communication system that only pays attention to symbol efficiency and accuracy measured by bits, with limited bandwidth resources but low latency requirements, the existing source channel coding technology suffers great challenge facing the continuous explosion of data. The semantic communication achieves the goal of extremely compressing the communication traffic by filtering redundant, irrelevant, unconcerned information and extracting the meaning of effective information [2,3].

Inspired by the semantic level communication based on Shannon and Weaver [1], the semantic information sent by the transmitter and the meaning of the semantic information interpreted by the receiver. In addition, the ability of artificial intelligence to understand human information in limited scenarios is gradually increasing. Deep learning has achieved great success in understanding language, voice, image and other information sources as one of the most important technologies of artificial intelligence. In terms of natural language processing (NLP), neural network methods usually use low-dimensional and dense vectors to implicitly express the semantic features of the language. At present, the pre-training model (PTM) trained by a large corpus [4, 5, 6, 7] has been applied in various NLP task. The pre-trained embedding code captures the high-level meaning of words and sentences in the upstream of the NLP task, avoiding the downstream task to understand the language on the symbols from the beginning. When it comes to image semantic analysis, most of the deep learning models [8, 9, 10, 11, 12, 13] directly output the results of semantic analysis, such as target recognition, target detection, segmentation and scene understanding, etc. These tasks can correctly assign semantic tags. But it is worth mentioning that the current emergence of Generative Adversarial Neural NetworksGAN [11] has deepened the interpretability of image semantics. For example, StyleGAN [12] can control different attributes to generate corresponding style images. The most typical applications of speech semantics are speech recognition human interaction systems, speech-to-text systems. Microsoft’s context-dependent DNN-HMM research [13] results on large vocabulary speech recognition have completely changed the original technical framework of speech recognition system, which doesn’t care about the speaking speed and tone, but only extracts the text of the speech.

At the same time, deep learning has not only made breakthroughs in natural language processing, speech recognition, image processing, communication systems based on deep learning frameworks have also been developed in recent years, showing great potential for its performance to surpass traditional communication systems. Authors in [14] proposed as communication system based on the end-to-end learning and optimization of autoencoders and its pioneering work provides inspiration for the design of DL-based communication systems.

Thanks to the above enlightenment and the development of deep learning, semantic communication has become a breakthrough to improve communication efficiency again. A series
of semantic communication systems based on deep learning are proposed. Authors in [15] propose a deep learning based semantic communication system, named DeepSC, for text transmission, which aims at maximizing the system capacity and minimizing the semantic errors by recovering the meaning of sentences, rather than bit or symbol errors. To make the DeepSC affordable for Internet-of-Things devices, authors in [16] propose a model compression algorithm, including network sparsification and quantization, to reduce the size of DL models by pruning the redundancy connections and quantizing the weights. Similarly, a DL-enabled semantic communication system for speech signals is first developed in [17], which can learn and extract speech signals and then recover them at the receiver from the received features directly.

The current semantic model based on deep learning is aimed at the certain information sources. Considering the actual communication process, the receiving node is required to have a decoder of all information sources, which undoubtedly increases the load and power consumption of the node. Xie and Qin proposed a distributed semantic communication system including three steps in [16]: Model Initialization/Update, Model Broadcasting, Semantic Features Upload. The method of propagating semantic model parameters allows nodes to have the ability to receive any information source, but in the face of new information sources, the paper does not talk about how to update the initialization model of the cloud platform. In addition, the investigation on semantic communication for image signals transmission is still missed, but there is also an image transmission system that reflects the spirit of sharing semantic information, such as an image retrieval application [13] based on Joint Source Channel Coding (JSCC) model, which aims to reduce the transmission delay of image signals. The JSCC model is also used to perform image classification tasks on edge servers [19], helping the Internet of Things process images with lower computational complexity and reduce transmission bandwidth.

In this paper, we consider a new communication paradigm and design a semantic communication system for image signals based on autoencoder, named AESC-I, which can extract the semantic features of the image and restore the source image at the receiver. The main contributions of this paper are summarized as follows:

- A innovative semantic communication paradigm integrating artificial intelligence (AI) communication is proposed. The semantic communication system is designed on the basis of Shannon-based physical layer, and the AI model is integrated on the transmitter and receiver. The transmitter not only transmits semantic coding, but also needs to send the AI-based decoder together.
- From the practical meaning of semantics, combined with the proposed semantic communication system, a general semantic metrics is proposed.
- An image semantic communication system based on the autoencoder for verification is designed. Inspired by the semantic meaning, we propose a loss function which can effectively extract the semantic features of images, and apply it to the training of semantic encoder and decoder.

This paper is arranged as follows: Section 2 introduces semantic communication system and the performance metrics. Section 3 details the proposed semantic communication system for image. Numerical results are presented in section 4. Finally, conclusions about out work are drawn in section 5.

II. SYSTEM MODEL AND PERFORMANCE METRICS

The architecture of the semantic communication system is shown in Fig.1. Different from the existing semantic communication system architecture proposed in [15], [16], and [17], it is based on the traditional Shannon communication system and does not affect each module of Shannon physical layer. However, inspired by their semantic communication architecture, we embed the AI model into the transmitter and receiver of the physical layer to perform effective semantic communication. It is worth noting that we did not deliberately reduce the workload of nodes by compressing the AI model. Instead of deploying the AI model in advance at all nodes, we first pre-train the semantic encoder and semantic decoder at the transmitter. According to the requirement of the upper level, we transmitted the selected decoder and semantic coding encoded by the selected encoder, and the receiver recovered the received semantic coding through the received decoder to achieve the effect of semantic communication.

At the source side, it is necessary to identify the category of the information source, select the AI model matching the demand according to the classification or clustering algorithm. The model will extract and compress the semantics of the source, and then package the semantic coding with the AI model to form a bit stream for Shannon-based communication system. The information received by the receiver is the integration of semantic information, AI model and environment information. Environmental information, such as spectrum environment and electromagnetic environment, can be interpreted through traditional physical layer. Shannon-based channel will solve the work of channel encoder and modulation, and the processing level is bit and symbol. The level of the AI-based semantic layer processing is the meaning of source information.

Model is the key to semantic features. The transmission and updating of model also means the continuous iteration of semantic features. The essence of the AI model is the abstraction of data, and the continuous growth of data means that the AI model is not invariable, and the function of semantic feature extraction of the AI model needs to be updated constantly. The integration of AI model propagation in semantic communication system can effectively and continuously update the AI model. Subsequently, it can also be updated according to the differences of AI models between different nodes, so as to reduce the amount of the data transmitted.

Due to the existence of model propagation, the proposed communication system does not rely on the pre-trained decoder like [15] [17], and can receive and integrate the AI models from other nodes according to different conditions such as service requirements and quality. Therefore, in terms of performance evaluation, the transmission of semantic layer should pay attention to whether the information recovered by
semantics can meet the expectations of subsequent tasks. A general quality index of semantic service is given by,

\[ SS = \frac{ST(\hat{S})}{ST(S)} , \]  

(1)

where \( S \) denotes the unprocessed information at the transmitter, \( \hat{S} \) represents the information recovered through semantics at the receiver and \( ST(\cdot) \) represents the performance of the source in performing subsequent tasks. We suggest using \( Sigmoid \) and other functions to map the result of \( ST(\cdot) \) to \([0, 1]\), and the value of \( Sigmoid(ST(S)) \) should be close to 1. The indicator for selecting subsequent tasks should be that the better the performance, the higher the indicator. If \( SS \) is equal to 1, the semantic information is completely recovered. If \( SS \) is equal to 0, it fails to recovered.

III. SEMANTIC COMMUNICATION SYSTEM FOR IMAGE

In this section, the design and training methods of the proposed semantic communication system for image based on AutoEncoder namely AESC-I is introduced, where the system diagram is illustrated in Fig. 2. Specifically, the developed autoencoder based semantic encoder/decoder will be detailed as shown in experiment section. The designed semantic communication system for image is different from the JSCC in [20]. They only consider the structural image source, and add the function of the joint source-channel coding to the model. However, we need to transmit not only structural images, but also non structural model parameters. We focus on semantic transmission by using AI model based on Shannon physical layer.

A. Problem formulation

After identifying that the source is the image source by classification or clustering, the transmitter selects the appropriate semantic encoder and decoder. We denote the image source by \( S \in R^{w \cdot h \cdot c} \), where \( w, h, c \) represent the width, height, and the number of channels of the image respectively. The semantic encoder composed of the convolutional downsampling layers and linear layers flattens the image source \( S \) into the semantic coding \( l \in R^d \), where \( d \) represent the dimension of the semantic coding. Denote the parameters of the semantic encoder and decoder as \( \alpha \) and \( \beta \), respectively. Then the symbols stream, \( X \), is composed of non-structural decoder parameters and structural semantic coding according to certain splicing rules \( SR(\cdot) \), given by

\[ X = SR(l, \beta), \]  

(2)

\[ l = E_\alpha(S), \]  

(3)

where \( E_\alpha \) and \( D_\beta \) indicate the semantic encoder and decoder with respect to parameters \( \alpha \) and \( \beta \), respectively. The symbol stream is mapped to another symbol stream through the traditional communication process of quantization, channel encoder and modulation.

Then, the multipath fading channel which the symbol stream passes through is modeled as

\[ y = x \otimes h + n, \]  

(4)

where the vectors \( x \) and \( y \) represent the transmitted and received symbol stream, respectively, and \( n \) represents the white noise. \( h \) is channel impulse responses of the multipath channel and \( \otimes \) denotes the convolution operation. We assume that the channel response is constant within a symbol stream, and changes between different symbols at the same time. The tapped delay line model of \( h \) is given by

\[ h(\tau, t) = \sum_{k=1}^{K} a_k(t) \delta(\tau - \tau_k), \]  

(5)

where \( a_k(t) \) represents the channel gain on the \( k \)th path, \( \tau_k \) is the delay of the \( k - th \) path, and \( K \) is the total number of paths.

After passing through the channel, the symbol stream is demodulated and channel decoded through a symmetrical process to restore the original symbol stream. The decoder parameters \( \beta \) and semantic coding \( l \) can be obtained inversely through the previously set rules,

\[ [\hat{\beta}, \hat{l}] = SR^{-1}(y). \]  

(6)
At the receiver, the decoded image can be represented as
\[ \hat{S} = D_\beta(\hat{l}) . \]  

(7)

The purpose of the semantic communication system is to preserve the semantic of the transmitted signal as much as possible, and the restored signal does not affect subsequent tasks. To make the decoded image and the source image as similar as possible, the mean-squared error (MSE) is used as part of the loss function for training the semantic encoder and decoder, denoted as
\[ L_{MSE}(S, \hat{S}) = \frac{1}{w \cdot h \cdot c} \sum_{i=1}^{w} \sum_{j=1}^{h} \sum_{k=1}^{c} (S_{ijk} - \hat{S}_{ijk})^2 . \]  

(8)

Considering that the semantic communication system transmits effective semantic features as much as possible, we use the most common classification model in the image field to measure semantic features because effective semantic features can be regarded as that contributes to subsequent task. The semantic errors between the original image and the decoded image can be formulated as
\[ L_{SE}(S, \hat{S}) = L_{MSE}(M(S), M(\hat{S})), \]  

(9)

where \( M \) is the output of the penultimate layer of the perfect model that can perform classification tasks on image datasets.

The loss function used to train the semantic encoder and decoder is expressed as
\[ L(S, \hat{S}) = \gamma \cdot L_{SE} + (1 - \gamma) \cdot L_{MSE}, \]  

(10)

where \( \gamma \in (0, 1) \) weighs the importance of the two loss functions. Generally, \( L_{MSE} \) helps the semantic model converge faster.

### B. Semantic encoder and decoder

As shown in Fig.2, the semantic encoder and decoder are both trained and stored in the transmitter. Since the decoder needs to be sent together with the semantic coding, the structure of the decoder needs to be designed to be as small as possible. The basic structure of the convolutional autoencoder (CAE) is used to greatly reduce the redundancy of the parameters compared with the fully connected autoencoder. Because its weights are shared among all position in the image and the spatial locality of the image is preserved.

For a certain channel input \( x \), the semantic latent representation of the \( k \)th feature map is given by,
\[ l^k = \sigma(x * W^k) \]  

(11)

where \( \sigma \) is an activation function and \( * \) denotes the 2D convolution.

As mentioned above, the convolution operation only extracts local information, and the full connected layer that we added next to it can make the local information to interact with each other. I think it will remove redundancy between the local semantic and other semantic, which achieves the goal of compress semantic information again.

### IV. Experiments and Numerical Results

In this section, a series of experiments will be implemented to evaluate the performance of image semantic transmission under the new paradigm of semantic communication system in various scenarios, and compared with several benchmarks. In particular, we consider the effects of both AWGN and fading channels on model propagation and semantic propagation at different compression rates.

We use MNIST and Cifar10 datasets to verify the feasibility of the proposed semantic image communication system. The MNIST database of handwritten digits has a training set of 60,000 examples, and a test set of 10,000 examples and the image in the MNIST dataset is a single channel gray level image with a size of 28 x 28. CIFAR-10 is a subset of the 80 million tiny images dataset and consists of 60,000 32x32 color images containing one of 10 object classes, with 6000 images per class. MNIST and Cifar10 are widely used in the field of computer vision, so we think it is persuasive to use these two data sets to verify the proposed semantic communication system.

For each dataset, we design the corresponding image semantic encoder and decoder to adapt to different image sizes. The architectures of the encoder and decoder are implemented in

| Table I | Proposed semantic encoder and decoder for MNIST |
|---------|------------------------------------------------|
| Encoder | Conv2d, Kernel size=(3, 3), stride=(2, 2), input channels=1, output channels=16, ReLU |
| Decoder | ConvTran2D, kernel size=(3, 3), stride=(2, 2), input channels=64, output channels=16, ReLU |
| Encoder | Conv2d, Kernel size=(3, 3), stride=(2, 2), input channels=16, output channels=16, ReLU |
| Decoder | ConvTran2D, kernel size=(3, 3), stride=(2, 2), input channels=16, output channels=16, ReLU |
| Encoder | Conv2d, Kernel size=(3, 3), stride=(2, 2), input channels=16, output channels=16, ReLU |
| Decoder | ConvTran2D, kernel size=(3, 3), stride=(2, 2), input channels=16, output channels=16, ReLU |

The fully connected layer of the receiver is symmetrical to it and the reconstruction model recovered by the receiver restores the images from the semantic features. The reconstruction is obtained using
\[ \hat{x} = \sigma(\sum_{k \in L} h^k \ast W^k), \]  

(12)

where \( L \) identifies the group of semantic feature maps, \( W \) identifies the flip operation over both dimensions of the weights.
Fig. 2. Innovative semantic communication for image, AESC-I. Purple blocks represent semantic encoder and decoder, blue blocks represent semantic coding, and yellow blocks represent Shannon-based communication process, including quantization, channel encoder and modulation.

| PROPOSED SEMANTIC ENCODER AND DECODER FOR CIFAR-10 |
|---------------------------------------------|
| Structure                                      |
| Encoder                                      |
| Conv2d, Kernel size=(4, 4), stride=(2, 2)   |
| input channels=3, output channels=32, ReLU   |
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=32, output channels=64, ReLU  |
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=64, output channels=128, ReLU|
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=128, output channels=256, ReLU|
| Conv2d, Kernel size=(4, 4), stride=(2, 2)   |
| input channels=256, output channels=128, ReLU|
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=128, output channels=64, ReLU|
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=64, output channels=32, ReLU  |
| input channels=32, output channels=Z_dims, ReLU|
| Decoder                                      |
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=64, output channels=128, ReLU|
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=128, output channels=128, ReLU|
| ConvTran2D, kernel size=(4, 4), stride=(2, 2), input channels=Z_dims, output channels=64, ReLU |
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=128, output channels=64, ReLU  |
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=64, output channels=32, ReLU  |
| Conv2d, Kernel size=(3, 3), stride=(1, 1)   |
| input channels=32, output channels=3, Sigmoid |

(a) Training and validation loss of the BCE loss

(b) Training and validation loss of the semantic loss

Fig. 3. BCE loss and semantic loss of the semantic encoder and decoder of table II for the MNIST dataset

Pytorch. We use the Adam optimization framework, which is a form of stochastic gradient descent. The loss function of the training model is presented in formula [10], and its parameter $\gamma$ will be adjusted according to the characteristics of different data sets.

The performance of AESC-I and all benchmark schemes are quantified according to PSNR and SSIM, which are often used to measure image quality. Meanwhile, learned perceptual image patch similarity (LPIPS) [21], known as perceptual distance, is also used to compare the perceptual similarity of images. The above three indicators are measured from the image quality, lacking semantic consideration. From the perspective of semantics, referring to the semantic evaluation index proposed in formula [1], we use a model with excellent classification ability to recognize the original image and the restored image, and the ratio of recognition rate (RR) is used
(a) SSIM with different compression ratio

(b) PSNR with different compression ratio

(c) Recognition rate ratio with different compression ratio

(d) LPIPS with different compression ratio

Fig. 4. Performance comparison between Semantic communication system and JPEG under AWGN channel with different compression rate for the MNIST dataset. The legends of the four subfigures are the same, so they are only presented in (d).

(a) LPIPS with different SNR

(b) Recognition rate ratio with different SNR

Fig. 5. LPIPS and Recognition rate ratio comparison between Semantic communication system and JPEG with 20 times compression rate under AWGN channel with different SNR for the MNIST dataset. Direct transmission means that no compression processing is performed at the source.

as an index to judge the degree of semantic restoration.

A. Evaluation on MNIST

1) Model structure and training: We start by evaluating our semantic communication system on the MNIST dataset. The semantic encoder and decoder structure inspired by the autoencoder for MNIST dataset is given in Table I. The images of MNIST dataset are first semantically extracted through three convolution layers, then down sampled by setting the convolution stride to 2, and output the feature map with the number of channels of 16 and the length and width values of 2. After reshape operation, they are further compressed through the full connection layer. The compression ratio can be adjusted by adjusting the parameter $Z_{\text{dims}}$, given by,

$$C_r = \frac{C \times W \times H}{Z_{\text{dims}}}$$

(13)

where $C$, $W$, $H$ respectively represent the number of channels, length and width of the input image.

The decoder is symmetrical with the encoder. The received semantic coding is decompressed through a full connection layer, and the feature map with size of $[16,2,2]$ is restored through reshape operation. The feature map is processed by three-layer transpose convolution to restore the size of the source image. It is worth noting that the activation function of
the last layer of transpose convolution is the Sigmoid function, which is helpful to map the image to the [0,1] interval.

When training the model, we set the learning rate and batch size to 0.001 and 256, respectively. Since the MNIST dataset is roughly a binary image dataset, we changed the MSE loss in the loss function to the BCE loss, which can speed up the convergence of the loss function. In this experiment, \( \gamma = 0.50 \). The model is trained until the validation loss no longer decrease.

\[
L(S, \hat{S}) = \gamma \cdot L_{SE} + (1 - \gamma) \cdot L_{BCE},
\]

\[
L_{BCE}(S, \hat{S}) = -\frac{1}{w \cdot h \cdot c} \sum_{i=1}^{w} \sum_{j=1}^{h} \sum_{k=1}^{c} (S_{ijk} \cdot \log(\hat{S}_{ijk}) + (1 - S_{ijk}) \cdot \log(1 - \hat{S}_{ijk})).
\]

An example of the loss vs. epoch during the training process is shown in Fig[2]. It can be seen from the figure that BCE loss decreases steadily and converges after 50 iterations. In the actual experiment, BCE loss has the effect of accelerating the convergence speed. The semantic loss also converges after 50 iterations, but the loss decreases unduly.

2) Performance comparison and analysis: According to the new paradigm of semantic communication system, the training of semantic encoder and decoder is completed at the receiver. The semantic encoder extracts and compresses the semantic coding of the source information, which is sent to the receiver together with the decoder parameters. The receiver uses the received decoder parameters to recover the source information from semantic coding. The specific structure for the image semantic communication system is shown in Fig[2].

LDPC channel encoding is performed for binary encoding quantified by semantic coding and decoder parameters, and the bitstream transmission is performed over a hypothetical binary discrete channel. In the simulation of communication process, we consider two widely used channel models: AWGN channel and the slow fading channel.

Firstly, we investigate the performance of AESC-I with different compression rates in AWGN channel environment. We set the noise variance \( \sigma^2 \) to change the signal-to-noise ratio, and compare the proposed AESC-I with JPEG, the most widely used image compression coding technology. We can change the \( Z_{dim} \) of AESC-I structure to change the setting of compression ratio, but JPEG cannot be compressed at any fixed proportion. However, for images with similar structure, JPEG compression with the same quality setting will lead to similar image compression ratio. Based on this rule, we conduct experiments on 10000 test samples of MNIST data set and set the compression ratio to 4, 8 and 20, corresponding to \( Z_{dim} \) equals 196, 98, 40, corresponding to JPEG compression quality level equals 60, 18, 0. It is worth noting that part of the JPEG coding do not contain image information, but contain the necessary format information required to decoding, which is similar to the decoder parameters in AESC-I. But we do not take it into account when calculating the JPEG compression ratio and assume that the receiver knows this information, because once the format information is wrong, the image cannot be restored. Our operation undoubtedly increases the boundary condition of JPEG.

Fig[6] illustrates the performance comparison between the AESC-I and JPEG relative to the compression ratio under different SNR conditions. Fig[6](a) shows that the structural similarity of JPEG and AESC-I is very low in the low SNR region, and the structural similarity of AESC-I is obviously lower than that of JPEG algorithm in the high SNR region. PSNR index in Fig[6](b) also shows a similar situation. In the region with high SNR, the images restored by AESC-I are almost distorted from the PSNR index. However, from the LPIPS index and recognition rate ratio in Fig[6](c) and (d), AESC-I performs better than the performance of JPEG algorithm in the region of medium and high SNR. LPIPS represents the perception distance of the neural network. The smaller the distance, the higher the perception similarity. From the perspective of the role of semantic information, the role of transmitting image semantic information on subsequent tasks can represent its semantic retention degree. The recognition rate ratio of the classification model to the received image largely represents the retention degree of its semantic information.

In particular, Fig[6] shows the LPIPS and recognition rate ratio of different SNR in Gaussian channel with 20 times compression ratio. Direct transmission refers to no processing at the source, except quantization and LDPC coding, which
is used as the upper bound of image transmission. In the region of medium and high SNR, the recognition rate ratio of AESC-I and JPEG reaches the upper bound of direct image transmission, but the perception distance of AESC-I is higher than JPEG. In addition, both JPEG and AESC-I have obvious cliff effect, which will deteriorate rapidly at low SNR region, but the cliff effect of AESC-I is alleviated.

The same method is used for experimental analysis of AESC-I under the slow Rayleigh fading channel with AWGN. The performance of the AESC-I and JPEG under the slow Rayleigh fading channel compared with the image direct transmission was shown in Fig. 6. Similar to the performance in AWGN, cliff effect occurs in the region of low SNR. In terms of LPIPS and recognition rate ratio, the performance of AESC-I is better than JPEG. In the region of high SNR, the recognition rate ratio can reach the upper bound of direct image transmission. The perception distance of JPEG is less than that of AESC-I.

Finally, Fig. 7 and Fig. 8 show a visual comparison of the reconstructed images of the source and channel coding schemes considered in the AWGN channel and slow fading channel. In the low SNR region, both AESC-I and JPEG failed to reconstruct the image. With the improvement of SNR, the recovery effects of the two schemes are different. JPEG
realizes pixel level reconstruction, but still retains block noise. AESC-I does not retain pixel level details, but retains the complete meaning of numbers, and the reconstructed image is clear without obvious noise. This also explains why the advantages and characteristics of AESC-I can not be seen from SSIM indicators. In detail, there is a gap in the upper left corner of the digital “0” in Fig. 7(a). The image reconstructed by JPEG algorithm retains this gap, while AESC-I restores the complete number “0”, ignoring the details. In Fig. 7(b), the circle in the lower left corner of handwritten numeral “2” is caused by personal writing habits. But the circle is erased, indicating that the AESC-I believes that it is not the semantic information of numeral 2 itself. Similar to the case in AWGN channel, in slow fading channel, the reconstruction of digital “6” and digital “8” also shows the characteristics of AESC-I semantic reconstruction. The digital ”6” and ”8” in Fig. 8 are also deformed due to personal writing habits, but AESC-I extracts its important semantic information, successfully reconstructs the image with complete digital meaning. Compared with JPEG image, the irrelevant noise is greatly reduced.

B. Evaluation on Cifar-10

1) Model struction and training: We also evaluate the proposed semantic communication system for image, AESC-I on more complex dataset resolution images. The specific structure and parameters of semantic encoder and decoder for Cifar-10 are shown in Table 11. Because Cifar-10 dataset is more diverse than MNIST dataset, its design structure will be more complex. After each down sampling convolution of semantic coding structure, three convolution layers are added to further extract semantic information. The symmetric semantic decoding structure also adds two convolution layers after transpose convolution. The image from Cifar-10 dataset with the size of \( [3, 32, 32] \) will be output as the feature map of \( [Z_{dim}, 6, 6] \) after semantic coding. It is also necessary to restore the encoding of one-dimensional sequence to the feature map of \( [Z_{dim}, 6, 6] \) before decoding. In order to reduce the size of model parameters, we no longer use the full connection layer for compression, but set \( Z_{dim} \) to control the compression ratio. The compression ratio for Cifar-10 dataset can be calculated by,

\[
Cr = \frac{C \times W \times H}{Z_{dim} \times 6 \times 6}.
\]  

We set the learning rate of the training model as 0.001 and the batch size as 128. The loss function is a combination of semantic loss and MSE loss, that is, formula 10, where \( \gamma \) is set to 0.1, which is used to balance the scale of the two losses. An example of the loss vs. epoch during the training process is shown in Fig. 9. MSE loss function decreases gradually, while semantic loss decreases unsteadily, and the iteration converges after 100 iterations.
2) Performance comparison and analysis: The simulation flow for Cifar-10 is consistent with that for MNIST, refer to Fig[2]. The only difference is that the decoder parameters are quantized by 16bit instead of 8bit. Firstly, we use the idea of experiment on MNIST dataset to determine the average compression ratio under the quality level setting of JPEG with all Cifar-10 test sets, and compare it with the same compression ratio of AESC-I. We set the compression ratio to 3, 6 and 12, corresponding to $Z_{dim}$ equals 32, 12, 8, corresponding to JPEG compression quality level equals 98, 90 and 60. Similarly, the JPEG compression ratio is calculated without considering its fixed format information. Fig[10] shows the performance of the LPIPS and recognition rate ratio of AESC-I and the JPEG algorithm under different compression ratios and different SNR. It has been verified in MNIST dataset that SSIM and PSNR can not reflect the degree of semantic recovery, so SSIM and PSNR will not be discussed in Cifar-10 anymore. Fig[10](b) shows that the perceptual distance of the image reconstructed by AESC-I is higher than that of the image reconstructed by JPEG algorithm. However, the recognition rate ratio is similar, and the performance index of AESC-I is more stable under different compression rates. In particular, we plot the performance comparison diagram of LPIPS and recognition rate ratio with compression rate of 12 in the AWGN channel and the slow fading channel as shown in the Fig[11] and Fig[12]. Cliff effect appears in both AWGN channel and the slow fading channel. In the region of low SNR, the performance of AESC-I and JPEG is almost the same. With the increase of the SNR, the performance superiority of AESC-I gradually appears. The recognition rate ratio also reaches the upper bound of image transmission. 

Fig[13] and Fig[14] show some examples of image semantic transmission under different SNR of AWGN channel and the slow fading channel respectively. It is obvious that JPEG algorithm and AESC-I failed to reconstruct the image in the region of low SNR. Specifically, reconstructed images by JPEG algorithm exist in the form of block noise, and the reconstructed images by the AESC-I exist in the form of salt and pepper noise. With the increase of SNR, the reconstructed images become clearer. In particular, AESC-I can reconstruct the key parts of the image first. For example, the reconstructed images with 2.5dB noise in Fig[13](a) and 8dB noise in Fig[14](a) have more obvious semantic features than the images reconstructed by JPEG algorithm. The background color of the reconstructed image with 3dB SNR is completely changed in Fig[13](b), but the whole vehicle is retained. We believe that this is a manifestation of semantic feature retention.

V. Conclusion

In this paper, we propose a new communication paradigm, which integrates artificial intelligence and communication, the semantic communication. A general semantic metrics is proposed from the meaning of semantics. Specifically, a semantic communication system for image, namely AESC-I
Fig. 13. Examples of reconstructed images produced by the AESC-I and JPEG under the AWGN channel with the 12 times compression ratio.

(a) Reconstructed example of "horse" under different SNR

(b) Reconstructed example of "car" under different SNR

Fig. 14. Examples of reconstructed images produced by the AESC-I and JPEG under the slow fading channel with the 12 times compression ratio.

(a) Reconstructed example of "horse" under different SNR

(b) Reconstructed example of "bus" under different SNR
is designed to verify the feasibility of the paradigm. Different from other semantic communication systems, in the semantic coding part, we not only transmit semantic coding, but also transmit semantic decoders. In addition, we use the recognition rate ratio as the performance metrics of the semantic communication for image. Experiments on MNIST and Cifar-10 datasets show that our proposed semantic communication system can effectively transmit semantic features and recover images at the receiver.
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