On the Injection of Relativistic Electrons in the Jet of 3C 279
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ABSTRACT
The acceleration of electrons in 3C 279 is investigated through analyzing the injected electron energy distribution (EED) in a time-dependent synchrotron self-Compton + external Compton emission model. In this model, it is assumed that relativistic electrons are continuously injected into the emission region, and the injected EED \[ Q'_e(\gamma') \] follows a single power-law form with low- and high-energy cutoffs \( \gamma'_{\min} \) and \( \gamma'_{\max} \), respectively, and the spectral index \( n \), i.e., \( Q'_e(\gamma') \propto \gamma'^{-n} \). This model is applied to 14 quasi-simultaneous spectral energy distributions (SEDs) of 3C 279. The Markov Chain Monte Carlo fitting technique is performed to obtain the best-fitting parameters and the uncertainties on the parameters. The results show that the injected EED is well constrained in each state. The value of \( n \) is in the range of 2.5 to 3.8, which is larger than that expected by the classic non-relativistic shock acceleration. However, the large value of \( n \) can be explained by the relativistic oblique shock acceleration. The flaring activity seems to be related to an increased acceleration efficiency, reflected in an increased \( \gamma'_{\min} \) and electron injection power.
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1 INTRODUCTION

Blazars are a subclass of active galactic nuclei (AGNs), with their relativistic jets pointing very close to our line of sight (Urry & Padovani 1995; Ulrich et al. 1997). The non-thermal radiation produced in the relativistic jet covers from radio up to \( \gamma \)-ray bands. The jet emission is highly variable, with variability timescales from years to several minutes. Blazar’s spectral energy distribution (SED) presents two humps. The low-energy hump which is believed to be produced by synchrotron radiation of relativistic electrons, peaks between infrared and X-ray bands. The high-energy hump which could be produced by inverse-Compton (IC) scattering of the relativistic electrons, peaks at gamma-ray energies.

Blazars are divided into flat spectrum radio quasars (FSRQs) and BL Lacertae objects (BL Lacs) based on the rest-frame equivalent width (EW) of their broad optical emission lines (Stocke et al. 1991; Stickel et al. 1991). FSRQs have strong broad emission lines with EW > 5Å, while BL Lacs have weak or no emission lines. The synchrotron peak frequencies of FSRQ are usually < 10^{14} Hz, due to the strong cooling of relativistic electrons in intense external photon fields (Ghisellini & Tavecchio 2008).

\( \gamma \)-rays from FSRQs could be ascribed to IC scattering of the relativistic electrons. The seed photons could be from \( \sim \)-sub-parsec (pc) size broad-line-region (BLR) (e.g., Sikora et al. 1994; Zhang et al. 2012; Böttcher et al. 2013; Hu et al. 2015) and/or \( \sim \)-pc-scale size dust torus (DT) (e.g., Blazejowski et al. 2000; Dermer et al. 2014; Hu et al. 2017b; Wu et al. 2018), depending on the location of the \( \gamma \)-ray emitting region (e.g., Ghisellini et al. 2010).

The particle acceleration mechanism in blazar jets is still a hot question. By means of numerical simulations, particle accelerations in blazar jets were explored (e.g., Sironi & Spitkovsky 2009; Sironi et al. 2015; Summerlin & Baring 2012). The studies of numerical simulation focus on micro-physics and acceleration efficiency. However, there is a gap between the numerical simulations and the observations.

Diffusive shock acceleration is the mostly discussed particle acceleration mechanism. The power-law form of part-
particle distribution is a key feature of this mechanism. For non-relativistic shock acceleration, the index of the particle distribution only depends on the shock compression ratio \( r \), i.e., the power-law index \( n = (r+2)/(r-1) \) (e.g., Drury et al. 1983; Jones & Ellison 1991). For strong shock with \( r = 4 \), the canonical \( n \approx 2 \) is obtained (e.g., Drury et al. 1983; Jones & Ellison 1991). For the accelerations at relativistic shocks, a wide variety of power-law indices is feasible, depending on the properties of the shock and the magnetic field (Kirk & Heavens 1989; Ellison et al 1990; Ellison & Double 2004; Summerlin & Baring 2012; Baring et al 2017).

By fitting observed data with a proper emission model, one can obtain emitting EED. It is the result of the competition between acceleration/injection and cooling, and it can be used to investigate the acceleration mechanism (e.g., Massaro et al. 2006; Yan et al. 2013; Zhou et al. 2014). However, this tactic is only suitable for the blazars in which the cooling effect does not significantly re-shape the accelerated/injected electron distribution, like Mrk 421 and Mrk 501 (Ushio et al. 2010; Tramacere et al. 2011; Yan et al. 2013; Peng et al. 2014) (i.e., the high-synchrotron-peaked BL Lacs).

In FSRQs, the strong radiative cooling of electrons due to the IC scattering off external photons has a big impact on the evolution of the emitting EED. Hence, the emitting EED cannot be directly connected to acceleration process.

Here, we investigate the acceleration process of the electrons in the FSRQ 3C 279 through analyzing the injected EEDs in a time-dependent radiative model. Throughout the paper, we adopt the cosmological parameters \( H_0 = 69.6 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_M = 0.286 \), and \( \Omega_k = 0.714 \). This results in the luminosity distance \( d_L = 3113.6 \text{ Mpc} \) for 3C 279 with redshift \( z = 0.536 \).

## 2 METHOD

We adopt a one-zone homogeneous leptonic jet model. It is assumed that emissions are produced in a spherical blob of radius \( R' \) filled with a uniform magnetic field \( B' \). The blob moves with a relativistic speed \( \beta c = c(1 - 1/\Gamma^2)^{1/2} \) and an angle \( \theta \) with respect to the line of sight, where \( c \) is the speed of light and \( \Gamma \) is the bulk Lorentz factor of the blob. The observed radiations are strongly boosted by the speed of light and \( \Gamma \) is the bulk Lorentz factor of the blob. The observed radiations are strongly boosted by the relativistic Doppler factor \( \delta \approx 1/\Gamma(1 - \beta \cos \theta) \). It is assumed \( \theta \sim 1/\Gamma \), resulting in \( \delta \sim \Gamma \). Here and throughout this paper, primed quantities refer to the frame comoving with the blob and unprimed quantities refer to the observer’s frame.

### 2.1 Solving emitting EED

In the model, we assume that the accelerated electrons are continuously injected into the blob. The isotropic electrons loss energy through synchrotron radiation and IC scattering, and may also escape out of the blob. The evolution of the electrons in the comoving frame of the blob is governed by (e.g., Coppi et al. 1990; Chiaberge & Ghisellini 1999)

\[
\frac{\partial N_e' (\gamma')}{\partial t} + \frac{\partial}{\partial \gamma'} \left[ \gamma' N_e' (\gamma') \right] + \frac{N_e' (\gamma')}{t_{esc}} = \dot{Q}_e ,
\]

where \( N_e' (\gamma') \) is the number of the electrons per unit \( \gamma' \), \( \gamma' \) is the total energy-loss rate of the electrons, \( t_{esc} \) is the escape timescale of the electrons, and \( \dot{Q}_e \) is the source term describing the injection rate of the electrons in units of \( \text{s}^{-1} \).

The injected EED is assumed to be a single power-law distribution,

\[
Q_e' (\gamma') = Q_0' \gamma'^{-n}, \quad \gamma'_{min} \leq \gamma' \leq \gamma'_{max},
\]

with

\[
Q_0' = \left\{ \begin{array}{ll}
\frac{P_f'}{m_{ec}} \frac{\gamma'^{-2-n}}{\gamma'^{-n}_{min}} & ; n \neq 2 \\
\frac{m_{ec} \ln(\gamma'^{max}/\gamma'^{min})}{P_f'} & ; n = 2 \end{array} \right.,
\]

where \( \gamma'_{min} \) and \( \gamma'_{max} \) are respectively the low and high energy cutoffs, and \( P_f' \) is the injection power in the units of \( \text{erg/s} \), and \( n \) is the spectral index (Böttcher & Chiang 2002).

Three radiative energy losses of the electrons are considered:

1. synchrotron radiation cooling

\[
\dot{\gamma}'_{syn} = \frac{4 \sigma_T}{3 m_{ec}} \gamma'^2 ,
\]

where \( U_B' = B'^2/8\pi \) is the magnetic field energy density.

2. synchrotron self-Compton radiation (SSC) cooling (e.g., Jones 1968; Blumenthal & Gould 1970; Finke et al. 2008)

\[
\dot{\gamma}'_{SSC} = \frac{4 \sigma_T}{3 m_{ec}} \gamma'^2 \int_0^\infty \frac{d\epsilon}{\epsilon} u_{\text{sync}}' (\epsilon') f_{\text{syn}} (\epsilon', \gamma'),
\]

where \( u_{\text{sync}}' (\epsilon') \approx (\sigma_T U_B')/(2\pi R^2 \epsilon') \gamma'^2 N_e' (\gamma') \) is the spectral energy density of the synchrotron radiation. Here, \( \gamma' = \sqrt{\epsilon} B_{\text{crit}}/B' \) is a synchrotron-emitting electron’s Lorentz factor where \( B_{\text{crit}} \approx 4.414 \times 10^{13} \text{ G} \) is the critical magnetic field.

\[
f_{\text{syn}} (\epsilon', \gamma') = \frac{9}{16} \int_{\gamma'^{-2}}^{\gamma'} d\gamma'' F_c (x,q) \frac{\gamma'' - \gamma'^{-2}}{\epsilon''^2 \gamma'^{4}},
\]

where the lower limit for the integration is \( \gamma'_{low} \approx \gamma' + \epsilon' - \frac{4 \gamma'^{2}}{\epsilon''^{3/2}} \), and

\[
F_c (x,q) = \left[ 2q \ln q + q + 1 - 2q^2 + \frac{(xq)^2}{(1 + xq)} (1 - q) \right].
\]

Here, \( x = 4 \epsilon' \gamma' \), \( q = \frac{\epsilon' \gamma'}{\pi (1 - \epsilon' \gamma' / q)} \), and \( \epsilon' = \gamma' + \epsilon' - \gamma'' \) is the scattered photon energy required by the conservation of energy. The limits on \( q \) are \( \frac{\epsilon' \gamma'}{4 \pi} \leq q \leq 1 \).

3. external-Compton (EC) cooling

\[
\dot{\gamma}'_{EC} = \frac{4 \sigma_T}{3 m_{ec}} \gamma'^2 \int_0^\infty \frac{d\epsilon}{\epsilon} u_{\text{ext}} (\epsilon) f_{\text{syn}} (\epsilon, \gamma'),
\]

where \( u_{\text{ext}} (\epsilon) \) is the spectral energy density of the external photon field. The quantities \( \gamma = \delta \beta \gamma' \) and \( \epsilon \) refer to the stationary frame with respect to the black hole (BH).

For the EC processes, we consider the seed photons from BLR and DT. In this work, BLR and IR DT radiations are assumed to be a dilute blackbody (e.g., Liu & Bai 2006; Tavecchio & Ghisellini 2008),

\[
u_{\text{ext}} (\epsilon) = \frac{15 U_0}{(\pi \Theta^2) \exp (\epsilon/\Theta) - 1},
\]

where \( \Theta \) and \( U_0 \) are the dimensionless temperature and energy density of the BLR/DT radiation field, respectively. We
consider the BLR radiation with $\Theta \simeq 9.6 \times 10^4 \text{ K}/(5.93 \times 10^9 \text{ K})$ (corresponding to $\sim 2 \times 10^{13} \text{ Hz}$) and $U_0 \simeq 2.7 \times 10^{-4} \text{ erg cm}^{-3}$ (e.g., Ghisellini & Tavecchio 2008), and the IR DT radiation with $\Theta \simeq 1.4 \times 10^4 \text{ K}/(5.93 \times 10^9 \text{ K})$ (corresponding to $\sim 3 \times 10^{13} \text{ Hz}$) and $U_0 \simeq 2.1 \times 10^{-4} \text{ erg cm}^{-3}$ (e.g., Ghisellini & Tavecchio 2009).

Therefore, the total cooling rate of the electrons is $\dot{\epsilon}' = \gamma'_\text{syn} + \gamma'_\text{esc} + \gamma'_\text{IR}$. We simply assume an energy-independent escape for the electrons, i.e., $\dot{\epsilon}'\text{esc} = \dot{\epsilon}\text{esc} R/c$ where it is required that $\eta > 1$ (e.g., Böttcher & Chiang 2002). With the above information, Equation (1) is solved by using the iterative scheme described by Graff et al. (2008) to obtain the steady-state EED.

2.2 Calculation of emission spectra

The spectra of synchrotron radiation, SSC, and EC are calculated with the formulas in Finke et al. (2008); Dermer et al. (2009). We here give the key formulas. The synchrotron spectrum is

$$\nu^2 \nu'^{\gamma-1} = \frac{3\epsilon}{4\pi\lambda_c^2} \chi'(\epsilon) \int_1^{\infty} d\gamma' N'_c(\gamma') R_c(\epsilon'/\epsilon'),$$

(10)

where $\gamma' = (1+z)h\nu/\delta_D$, $\epsilon$ is the fundamental charge and $h$ is the Planck constant. In the spherical approximation, the factor $\chi'(\epsilon) \equiv 3u(\gamma)/(\gamma - 1)$, where $\tau = 2\epsilon' R'$ is the synchrotron self-absorption (SSA) opacity and $u(\gamma) = \frac{1}{2} \left(1 - \frac{\epsilon'}{\epsilon} [1/(1 + \epsilon') \exp(-\tau)]\right)$. The SSA coefficient is given by

$$\kappa'_{\epsilon'} = \sqrt{\frac{3\epsilon'^2 \lambda_c^3}{8\pi\epsilon^3}} \int_1^{\infty} d\gamma' R_c(\epsilon'/\epsilon') \left(\gamma' \frac{\partial}{\partial \gamma'} \left(\frac{N'_c(\gamma')}{\gamma'}\right)\right),$$

(11)

where $\lambda_c$ is the rest wavelength of electron and $\lambda_c = h/m_e c = 2.43 \times 10^{-10} \text{ cm}$ is the electron Compton wavelength. Here, $\epsilon' = \frac{3\epsilon' h}{2\epsilon^2} \gamma'^2$ is the characteristic energy of synchrotron radiation in the units of $m_e c^2$, and $R_c(x) = (x/2) \int_x^{\infty} d\delta \sin \theta \int_0^{2\pi} d\phi K_{5/3}(\delta t)$.

The SSC/EC spectrum is given by

$$\nu^2 \nu'^{\gamma-1} \nu'_{\text{SSC/EC}} = f_{L} \epsilon^2 \int_0^{\infty} d\gamma' \frac{\nu'_{\text{syn/esc}}\epsilon'}{\epsilon} \int_1^{\infty} d\gamma' N'_c(\gamma') F_c(x,q),$$

(12)

where $\nu'_{\text{syn/esc}} = (1+z)h\nu/\delta_D$, $f_L = (3\sigma_{\gamma} \delta_\gamma)/(16\pi \delta_D^2)$, and $\nu'_{\text{syn/esc}}(\epsilon'/\delta_D)$ (e.g., Dermer et al. 2009; Ghisellini & Tavecchio 2009).

The model is characterized by eight parameters, i.e., $B'$, $\delta_\gamma$, $P'_c$, $n'_c$, $\gamma_{\text{min}}'$, $\gamma_{\text{max}}'\dot{\epsilon}_{\text{esc}}$ and $R'$. The radius of the emission region can be estimated from the minimum variability timescale $t_{\text{var}}$, i.e., $R' = \delta_D t_{\text{var}}/(1+z)$.

2.3 MCMC fitting technique

In order to unbiasedly constrain the model parameters, we adopt MCMC technique which is based on Bayesian statistics to perform fitting. The MCMC fitting technique is a powerful tool to explore the multi-dimensional parameter space in blazar science (Yan et al. 2013, 2015). The details on MCMC technique can be found in Lewis & Bridle (2002); Yuan et al. (2011); Liu et al. (2012).

3 APPLICATION TO 3C 279

3C 279 is one of the best studied FSRQs. It has been intensively monitored from radio band to $\gamma$-ray energies (e.g., Wehrle et al. 1998; Hartman et al. 1996; Böttcher et al. 2007; Collmar et al. 2010; Abdo et al. 2010; Hayashida et al. 2012, 2015; Paciaccini et al. 2014; Aleksic et al. 2015). 3C 279 shows rapid variabilities at all wavelengths. The radio and optical emissions are highly-polarized. The correlations between the optical polarization level/angle and $\gamma$-ray variabilities provide strong evidence for the SSC+EC model (e.g., Abdo et al. 2010; Paliya et al. 2015; Hayashida et al. 2012).

Hayashida et al. (2012, 2015) and Paliya et al. (2015) have constructed 16 high-quality SEDs for 3C 279 from (quasi-)simultaneous observations by Fermi satellite together with many other facilities. Note that there is a temporal overlap of Period H in Hayashida et al. (2012) with the low-activity state in Paliya et al. (2015), and the X-ray data are lacking in period B in Hayashida et al. (2015). We therefore do not consider the SED in the low-activity state in Paliya et al. (2015) and the one in period B in Hayashida et al. (2015). We apply the method described in Section 2 to the rest of 14 high-quality SEDs. In our fitting, the radio data of $\lesssim 200 \text{ GHz}$ are neglected, due to the fact that the low-frequency radio emission comes from the large-scale jet.

Paliya et al. (2015) showed that the $\gamma$-ray variability timescale $t_{\text{var}}$ can be down to $\sim 1 - 2 \text{ hours}$, and Hayashida et al. (2015) reported $t_{\text{var}} \sim 2 \text{ hours}$ in the flare state of Period D. In addition, variabilities down to the timescale of a few hours were also reported in Hayashida et al. (2012). Hence, to reduce the number of model parameters, we take $t_{\text{var}} = 2 \text{ hours}$ in the fittings. In the process of testing our method, it is found that the observed data is insensitive to $\gamma_{\text{max}}$. We then fix it to a large value, $\gamma_{\text{max}} = 3 \times 10^4$. There are finally six free parameters in the fittings.

Following Poole et al. (2008) and Abdo et al. (2011), a relative systematic uncertainty, namely 5% of the data, is added in quadrature to the statistical error of the IR-optical-UV and X-rays data. This is due to the fact that the errors of these data are dominated by the systematic errors.

3.1 Fitting the SEDs

In the upper panels of Figures 1-4, we show the best-fitting results for the 14 SEDs. Each SED is fitted with two models: the model with the BLR photons and the model with the DT photons. The corresponding reduced $\chi^2_{\text{DT/BLR}}$ is reported in each panel. One can see that all the fittings with the DT photons, except for Period C in Hayashida et al. (2012), are better than that with the BLR photons. The highest-energy X-ray/gamma-ray data can be fitted better with the model of SSC+EC-DT. In the SSC+EC-BLR model, the Klein-Nishina (KN) effect becomes important and suppresses the gamma-ray emission, leading to the mismatch between the data and the model (e.g., the first panel in Fig. 1). In addition, the high-energy hump in the SSC+EC-BLR model locates at higher energies, which causes the worse fitting to the X-ray data (e.g., the third panel in Fig. 4).

The one-dimensional (1D) probability distributions of...
the free parameters are shown in Figures A1-A5 in Appendix A. The uncertainties on the parameters in the two cases are given in Tables 1 and 2, respectively. We also report the marginalized 95% confidence intervals (CIs) of the parameters.

One can see that all parameters except for $\eta_{esc}$ are well constrained. In the EC-DT model, $\eta_{esc}$ in four states are well constrained (see Table 1). In the EC-BLR model, $\eta_{esc}$ in all states are poorly constrained (see Table 2). The constraint on $\eta_{esc}$ arises from the X-ray data. $\eta_{esc}$ determines the minimum Lorenz factor in the emitting EED $\gamma_{min}$, i.e., $\gamma\gamma'/\gamma(\gamma') = \eta_{esc}R^2/c$. $\gamma'$ has a big impact on the low energy part (X-ray band) of the EC component. If the EC emission contributes to the observed X-ray emission, $\gamma'$ or $\eta_{esc}$ could be well constrained. In the EC-BLR model, the EC component peaks at higher energies, and the X-ray data are dominated by SSC emission. Therefore, $\eta_{esc}$ is poorly constrained.

In addition, it is worth pointing out that our model fails to fit the $\gamma$-ray spectrum in the Period C in Hayashida et al. (2012), likely due to the simplification of the external photon fields. Complex external photon fields (Cerruti et al. 2013) may correct the discrepancy between the model and the data.

### 3.2 Injected EEDs

The injected EEDs obtained in the fittings are shown in the lower panels of Figures 1-4. It can be seen that the parameters describing the injected EEDs, i.e., $P'_\gamma$, $\gamma_{min}$ and $n$, are well constrained. In the EC-DT model, $\gamma_{min}$ is in the range from 248 to 877, and $P'_\gamma$ varies from $3.7 \times 10^{41}$ to $3.9 \times 10^{42} \text{ erg/s}$, and $n$ is in the range of $\sim 2.5 - 3.6$. It is noted that $n$ is larger than 3 except for the Periods A and B in Hayashida et al. (2012).

Looking at the injected EEDs and the emitting EEDs in Figures 1-4, one can find that the radiative cooling of the electrons occurs in the fast-cooling regime, i.e., $\gamma' < \gamma_{min}$. In the fast cooling regime, $\gamma_{min}$ is the break Lorentz factor of the emitting EED. The spectral index $s$ between $\gamma'$ and $\gamma_{min}$ in steady-state emitting EED depends on the cooling rate of the electrons with $\gamma' > \gamma_{min}$. In the case of Thomson scattering or synchrotron energy-loss of the form $\gamma' \sim \gamma^2$, $s = 2$. If the dominant energy-loss rate is not the form of $\gamma' \sim \gamma^2$ (e.g., IC in KN regime), $s$ should differ from 2 (see Yan et al. 2016b, for a detailed investigation on $s$ in different energy-loss processes in 3C 279). For the electrons with $\gamma' > \gamma_{min}$, the index of the distribution changes to be $n+1$, when the form of $\gamma' \propto \gamma^2$ holds.

It is noted that the EC-BLR model requires a larger injected electron power $P'_\gamma$, which is several times of that obtained in the EC-DT model. This is caused by the KN effect.
3.3 Properties of the $\gamma$-ray emission region

The magnetic field strength $B'$ and the Doppler factor $\delta_D$ are two important physical quantities. In Figures A1-A5, it is found that the two quantities are constrained very well with the current data. In Table 1, one can see that $B'$ varies in the range of [0.5-2.0] G, and $\delta_D$ varies in the range of [34.6-47.5]. With the values of $\delta_D$, we find that the values of $R'$ are in the range of $(4.8-6.6) \times 10^{15}$ cm. They are consistent with that derived in previous works (e.g., Dermer et al. 2014; Yan et al. 2016a) where static emitting EEDs were used. The large values of $\delta_D$ are also suggested by the VLBI study of the kinematics of the jet in 3C 279 (Lister & Marscher 1997; Jorstad et al. 2004).

3.4 Correlations between model parameters and observed $\gamma$-rays

The model parameters as a function of the observed $\gamma$-ray flux $F_\gamma$ (Hayashida et al. 2012, 2015; Paliya et al. 2015) are shown in Figure 5. We calculate the Pearson's probability for a null correlation, namely the p-value, which is reported in the corresponding panel of Figure 5.

Our results show that the $\gamma$-ray activity is tightly correlated with $P_c$ and $\gamma_{\min}$, with the p-values of $p = 8.72 \times 10^{-5}$ and $p = 5.45 \times 10^{-4}$, respectively. It indicates that the $\gamma$-ray activity is associated with the injection of the accelerated electrons.

In addition, there is a weak correlation between $F_\gamma$ and $B'$, with $p = 0.04$. No correlation between $F_\gamma$ and $B'$ is found.

3.5 Jet powers

Using the model parameters, we can derive the powers carried by the jet in the form of radiation ($L_r$), magnetic field ($L_B$), electrons ($L_e$) and protons ($L_p$) (e.g., Celotti & Fabian 1993). However, the poorly constrained $\gamma_{\min}$ leads to large uncertainties on $L_r$ and $L_p$. Here, we calculate $L_r$ and $L_p$ using our well constrained parameters (Table 3). One can find $L_r \sim L_B$ except for the Period D in Hayashida et al. (2015).

The jet power $L_{\text{kin}}$ can also be estimated by the $L_{\text{kin}} - L_{151}$ relation obtained by Godfrey & Shibata (2013),

$$L_{\text{kin}} = 3 \times 10^{44} \left( \frac{L_{151}}{10^{25}\text{W/Hzsr}} \right)^{0.67} \text{erg/s,}$$

where $L_{151}$ is the 151 MHz radio luminosity from the extended jet. The scaling relationship is roughly consistent with the theoretical relation presented in Wilkott et al. (1999). This approach is widely used to estimate the jet kinetic energy in AGNs.

Using the relation $L_{151} = d_d^2 F_{151}$, we have $L_{\text{kin}} = 3 \times 10^{44}(9.23 F_{151}^{0.67} \text{erg/s,})$ where $F_{151}$ is in the units of Jy. With $F_{151} = 22.08$ Jy (Arshakian et al. 2010), we obtain $L_{\text{kin}} = 1.05 \times 10^{46}$ erg/s, which is dozens times of $L_r$.

4 DISCUSSIONS

At first, we would like to stress that our model implicitly assumes a small acceleration zone which cannot contribute significant photons to the observed radiations.
4.1 On the acceleration mechanism

Obviously, the values of $n$ significantly depart from the canonical $n \approx 2$ predicted by the non-relativistic shock acceleration, and also differ from $n \approx 2.2$ expected by the classic relativistic shock acceleration (e.g., Kirk et al. 2000; Baring et al. 1999; Achterberg et al. 2001; Ellison & Double 2004). Although a steeper distribution ($n \approx 2.5$) can be produced considering the modification of shock by the backreaction of the accelerated particles (e.g., Kirk et al. 1996), it still fails to account for the large values of $n$ we obtained.

Note that the above discussions are given in the frame of (quasi-)parallel shocks. Relativistic oblique shocks could produce much softer injection EED with $n > 2.5$ (Ellison & Double 2004; Niemiec & Ostrowski 2004; Sironi & Spitkovsky 2009; Summerlin & Baring 2012). In relativistic shocks, Summerlin & Baring (2012) showed that the spectral index $n$ varies dramatically from 1 to $> 3$ with the changes of obliquity and magnetic turbulence. Steep electron distribution with $n \sim 3$ can be produced in relativistic shocks with large obliquity and low turbulence. Therefore, our results indicate that the relativistic shocks with large obliquity and low turbulence may be responsible for the acceleration of electrons in 3C 279.

In relativistic shocks, the minimum Lorentz factor of the distribution is (e.g., Sari et al. 1998; Piran 1999)

$$\gamma_{\min}^\prime \simeq \frac{m_e}{m_e^{\prime}} \frac{n - 2}{n - 1} \epsilon_e \Gamma_{sh}, \ n > 2$$

where $\Gamma_{sh}$ is the bulk Lorentz factor across the shock front, and $\epsilon_e$ is the fraction of shock energy that goes into the electrons. From our results, we use $n = 3.4$, $\gamma_{\min}^\prime = 300$, and assume $\Gamma_{sh} = 10$ (Ushio et al. 2010), then we obtain $\epsilon_e \simeq 0.03$. This indicates that the acceleration is low-efficiency, which is consistent with the numerical simulation result in Sironi & Spitkovsky (2009).

The strongest evidence for an oblique shock can be found in the polarization maps of the jet emissions (Lind & Blandford 1985; Cawthorne & Cobb 1990; Cawthorne 2006; Nalewajko 2009; Nalewajko & Sikora 2012). Abdou et al. (2010) discovered a dramatic change in the optical polarization associated with the $\gamma$-ray flare in Period D in Hayashida et al. (2012). They suggested that the observed polarization behavior may be the result of the
jet bending. Jet bending has been observed in a number of AGNs (e.g., Graham & Tingay 2014). In this scenario, an oblique shock could be formed due to the interaction of the jet with the external medium. Denn et al. (2000) have organized an extensive VLBI monitoring. They revealed the existence of the oblique shocks in the knots through the observed linear polarization behavior. Lister & Homan (2005) have shown that the distribution of the electric vector position angles (EVPA) offsets is similar to that predicted by an ensemble of oblique shocks with random orientations (Lister et al. 1998). Dulwich et al. (2009) have shown that the high-resolution data from the Very Large Array, Hubble Space Telescope and Chandra observatories support the presence of an oblique shock in the kiloparsec-scale jet of the powerful radio galaxy 3C 346. Very recently, some authors proposed that radio-to-\( \gamma \)-ray variabilities may be caused by the oblique shocks in AGN jets (Hughes et al. 2011; Hovatta et al. 2014; Aller et al. 2014; Hughes et al. 2015). In particular, using a relativistic oblique shock acceleration + radiation-transfer model, Böttcher & Baring (2019) successfully explained the SEDs and variabilities of 3C 279 during flaring activity in the period December 2013 - April 2014 reported in Hayashida et al. (2015).

Our results show that the \( \gamma \)-ray activities strongly correlated with the injection of electrons. This indicates that the \( \gamma \)-ray activities could be caused by the acceleration of the electrons in the relativistic oblique shock.

### 4.2 On the Magnetization and Radiative Efficiency

The most promising scenario for launching blazar powerful jets involves the central accumulation of large magnetic flux and the formation of magnetically arrested/choked accretion flows (MACF) (Narayan et al. 2003; Igumenshchev 2008; Tchekhovskoy et al. 2009, 2011; McKinney et al. 2012; Chen 2018). In this scenario, the jet is powered by the Blandford–Znajek (BZ) mechanism that extracts BH rotational energy, and the jet production efficiency for maximal BH spin is estimated by \( \eta \approx 1.9(\phi_{BH}/50)^{2} \) where \( \phi_{BH} \) is the dimensionless magnetic flux threading the BH (Blandford & Znajek 1970; Tchekhovskoy et al. 2010; Sikora & Begelman 2013; Sikora et al. 2013). The value of \( \phi_{BH} \) is typically on the order of 50 according to the numerical simulations by McKinney et al. (2012), although it depends on the details of the model.

Assuming \( L_{jet} = L_{kin} \), one can find \( \eta \approx \epsilon L_{jet}/L_{d} \approx 1.6 \)
for $\epsilon = 0.3^1$ (Thorne 1974) and $L_d \sim 2 \times 10^{45}$ erg/s (Pian 1999). It is in good agreement with the radio flux $F_L$ and $2016$ that electrons would be efficiently accelerated by relativistic shocks in blazar jets with $\sigma$ scenario for a typical value of $\phi_{BH} = 50$. Therefore, our result supports the BZ mechanism for jet launching.

The magnetization and radiative efficiency are usually considered to be the indicator of acceleration mechanism occurring in blazar jets. We derive the magnetization parameter $\sigma_B$ and radiative efficiency $\eta_r$ (Kang et al. 2014; Sikora 2016; Fan et al. 2018),

$$\sigma_B = L_B/(L_{\text{kin}} - L_B),$$

and get $\sigma_B \approx \eta_r \approx 0.02$. Baring et al (2017) showed that electrons would be efficiently accelerated by relativistic shocks in blazar jets with $\sigma_B$ changing from $\sim 10^{-4}$ to 0.06.

5 SUMMARY

Using a time-dependent one-zone SSC+EC model and the MCMC fitting technique, we analyzed 14 high-quality SEDs of 3C 279. We assume that the $\gamma$-ray emission region is either in the BLR or in the DT. The results show that the SEDs are better fitted in the latter case. The injected EED is well constrained in each state. The index of the injected EED is large, ranging from 2.7 to 3.8, which cannot be produced in (quasi-)parallel shocks. We argue that the steep injected EED may be the result of the acceleration of relativistic shocks. According to the correlations of $F_{\gamma}$ and $\gamma_{\text{min}}$, $P_{\gamma}$, the $\gamma$-ray flares are caused by the acceleration.
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APPENDIX A: ONE-DIMENSIONAL PROBABILITY DISTRIBUTIONS OF THE FREE MODEL PARAMETERS

APPENDIX B: ONE-DIMENSIONAL PROBABILITY DISTRIBUTIONS OF THE DERIVED PARAMETERS OBTAINED FROM SED FITTINGS WITH THE DT PHOTONS
Figure A1. 1D probability distributions of the free model parameters obtained from SED fittings with the seed photons from DT (left panels) and BLR (right panels). The dashed lines show the maximum likelihood distributions and solid lines show the marginalized probability distributions. From top to bottom, the plots are the results obtained from fitting the SEDs in Periods A, B, and C reported in Hayashida et al. (2012), respectively.
Figure A2. Same as Figure A1, but for the SEDs in Periods D (Top), E (Middle) and F (Bottom) reported in Hayashida et al. (2012).
Figure A3. Same as Figure A1, but for the SEDs Periods G (Top) and H (Middle) reported in Hayashida et al. (2012).
Figure A4. Same as Figure A1, but for the SEDs reported by Paliya et al. (2015). The plots from top to bottom are Flare1, Flare2 and post-flare, respectively.
Figure A5. Same as Fig. A1, but for the SEDs reported by Hayashida et al. (2015). The plots from top to bottom are Periods A, C and D, respectively.
Figure B1. 1D probability distributions of the derived parameters in the EC-DT model. In the left panel, the plots from top to bottom are arranged in the following order Periods A, B, C and D reported in Hayashida et al. (2012), and Periods E, F, G and H are shown in the right panel.
**Figure B2.** Same as Figure B1, but for the SEDs reported by Paliya et al. (2015) (Left) and the SEDs reported by Hayashida et al. (2015) (Right). In the left panel, the plots from top to bottom are Flare1, Flare2 and Post-Flare, respectively. In the right panel, the plots from top to bottom are Periods A, C and D, respectively.