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ABSTRACT
An issue that arises in the hand motion classification based on the electromyography (EMG) system is the failure of choosing the right features and number of muscles. These parameters are fundamental in determining the accuracy and effectiveness of the classifier system. Therefore, the objective of this study is to develop and evaluate an effective hand motion classifier based on the EMG signal. The three-channel of EMG was collected by placing three pairs of electrodes on the surface of the skin. Six statistic features (mean, variance, standard deviation, kurtosis, skewness, and entropy) were selected to extract the EMG signal using a window length of 100 samples. A muscle and features selection is applied to the classifier machine (linear discriminant analysis (LDA), support vector machine (SVM) and K nearest neighborhood (KNN)) to retrieve the most useful feature and muscle. In this study, we found that there was no significant difference in accuracy among a number of muscles (p-value>0.05). LDA and SVM showed the best accuracy and no significant difference in accuracy between both were found. This study concluded that EMG signal from a single muscle can classify the hand motion (hand close, open, wrist flexion, and extension) effectively.
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1. INTRODUCTION
A human hand consists of a complex structure of muscles. The activities of the EMG signal, generated by the muscle, represent the human hand motion. This is however, still a challenging study [1]. Some have explored the relationship between the EMG signal and hand motion in conjunction with the development of a prosthetics hand for a trans-radial amputee [2, 3]. To identify the hand motion using the EMG signal, a feature extraction has to be performed, on the basis of time [4], frequency [5], and time-frequency (wavelet) [6, 7]. These features have been used to discriminate a motion of upper and lower limbs of the human body, however the feature extraction based on the time domain is usually more preferred than the others. The reason is that the time domain feature takes less time in computation than the others and a transformation stage is not needed. In accordance with the literature, the time domain features are classified based on energy, complexities, frequency, and statistics [5]. Due to the characteristics of the EMG signal, which is random and stochastic in nature [8], the time domain feature based on statistics is more preferred over the others. To recognize the hand motion using the EMG signal, some studies explored four to twelve groups of muscles, however the evaluation for each muscle, of which contributes to the classification system, has not yet studied. The finding of the muscle in the discrimination process is important because it determines the practical method in using the minimum number of electrodes in the classifier system.
Previous studies have developed a hand motion classifier system in order to discriminate the hand motion using the EMG signal. The hand motion classifier system consists of data acquisition, segmentation, feature extraction, and machine learning. Some literature revealed various machine learning for pattern recognition in the hand motion based on the EMG signal. Oleinikov et al. [9] developed a hand motion classifier using the time domain feature extraction and an artificial neural network as the classifier. For six hand motions, the accuracy is 91%. Gandola et al. [10] proposed a hand motion classifier to group the three hand motions using ten bipolar EMG electrodes. In their study, a cascade artificial neural network was developed to improve the accuracy of the classifier. Young et al. [11] studied a hand motion classifier (based on eight pairs of electrodes) from a trans-radial amputee using linear discriminant analysis (LDA) to identify four hand motions. They found that the EMG signal could be used to recognize two or three degrees of freedom simultaneously.

In accordance to the previous literature, the maximum number of muscles, which were used to distinguish the motion, presented a clear picture of the behavior of the activity of EMG signal. However, a large number of muscles will be directly connected to the computation time and the cost in the usage of the electrodes.

To the author’s best knowledge, there is a scarcity regarding studies that explore the number of features and muscles for the machine learning (ML) accuracy. Therefore, this study evaluates the minimal number of features and muscles due to its relation to the cost and effectiveness of the hand motion recognition system. Furthermore, the accuracy of the ML for different features and muscle selection were assessed. The differences in accuracy among the selection was examined to prove that there was no significant difference between the number of muscles and features. In this study, the ML used to evaluate the effective feature and number of muscles was linear discriminant analysis (LDA), support vector machine (SVM), and K-nearest neighborhood (KNN). The rest of this paper is organized as follows: Section 2 provides the materials and method used to perform the research, which consists of data acquisition, feature extraction, and machine learning. Section 3 presents the results of this study such as the EMG signal, feature extraction, and the accuracy of the machine learning. Section 4 discusses the result of the study in comparison to other studies. Finally, Section 5 concludes the result of the research and talks about future work and recommendation.

2. MATERIAL AND METHOD

This section presents the material and method that we used for hand motion recognition as shown in Figure 1 based on the EMG signal. Generally, this section consists of the experimental protocol that we used for data acquisition and the diagram block of the proposed method to perform the pattern recognition.

2.1. Experimental protocol

In this experiment, the EMG signal was collected using three pairs of electrodes (Ag/AgCl, disposable) from five participants with able body (healthy). This study was conducted at the Polytechnic of Health Ministry of Health Surabaya, Indonesia, and the experiment protocols have followed the Ethics Committee of Polytechnic of Health Ministry of Health Surabaya, Indonesia. In the collection of the EMG signal, the electrodes were placed on extensor carpi radialis longus (CH0), flexor carpi radialis longus (CH1), and flexor carpi ulnaris (CH2) and one ground electrode was placed at a bony part of the elbow (Figure 2(a))
The placement of the electrodes was following SENIAM regulations [14], and the function of each muscle is related to the hand motion [15]. In this study, the activities of muscles CH0, CH1 and CH2 which related to hand open (HO), hand close (HC), wrist extension (WE) and wrist flexion (WF) motions were learnt. These motions are a standard minimum studied in previous works for developing a prosthetic hand. The EMG signal was recorded using a homemade EMG amplifier (Figure 2[b]) which consists of pre-amplifier (AD620), a bandpass filter (20-500 Hz), a notch filter (50 Hz) and summing amplifier. The analog output of the EMG amplifier was connected to the analog to digital converter (ADC) of the microcontroller (ARM STM32F29). From the microcontroller, the EMG signal was sent to the computer (serially) for recording and analysis. The dominant frequency of the EMG signal was 80 to 150 Hz [16] before it was sampled with a frequency of 2000 Hz. Generally, motion artifact, where the frequency ranges between 0 and 20 Hz [17, 8], can reduce the quality of the EMG signal. Therefore, a bandpass filter (20-500 Hz) was built to eliminate the noise, and a pre-gelled electrode (Figure 2[a]) was used to maintain the stability of the contact between electrode and skin.

In the recording of the EMG signal, the subjects performed a sequential motion: HO, HC, WE and WF. Each movement, including the transition from rest (6 seconds) to action (2 seconds), required 8 seconds to complete. Therefore, the time total of the recording for four motion is 32 seconds. This data set was repeated ten times for every subject. In the EMG data acquisition, to avoid the effect of muscle fatigue on the EMG signal (amplitude and frequency) [18], subjects took time to rest.

![Figure 2. (a) The placement of disposable electrodes (Ag/AgCl) at extensor carpi radialis longus (CH0), flexor carpi radialis longus (CH1), and flexor carpi ulnaris (CH2), (b) The manufacture of the EMG amplifier and the interface of the discovery board ARMSTM32F429 that used in this study.]

2.2. Proposed method

The recording of the EMG signal from CH0, CH1, and CH2 was segmented for every 100 samples as an adequate length for feature extraction [18]. Furthermore, each segmented signal was extracted using the statistics features, categorized as a time domain. Mean, variance, standard deviation, kurtosis, skewness, and entropy were chosen. These features were commonly used by the previous study to extract the EMG signal, especially in the pattern recognition [13, 19]. Because the number of EMG channel was 3 and the number of features was 6, the combination of the feature therefore resulted in 18 features, as exemplified in Table 1. where xi indicates the EMG signal, N indicates the length of window segment and pi indicates the probability within N windows length.

Table 1. EMG feature extraction using statistics features

| Feature | Formula |
|---------|---------|
| a. Mean | \( \frac{1}{N} \sum_{i=1}^{N} x_i \) |
| b. Variance | \( \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \overline{x})^2 \) |
| c. Skewness | \( \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i - \overline{x}}{\sqrt{\text{Variance}}} \right)^3 \) |
| d. SD | \( \sqrt{\text{Variance}} \) |
| e. Kurtosis | \( \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i - \overline{x}}{\sqrt{\text{Variance}}} \right)^4 - 3 \) |
| f. Entropy | \( - \sum_{i=1}^{N} p_i \log_2(p_i) \) |
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The effectiveness of the features and number of muscles that influenced the accuracy of the machine learning was evaluated, performed by selecting the number of features and muscles used as the input for the classifier machines. Before the features were used as input of the machine learning, a preprocessing stage was performed where the rage of the features was converted from 0 to 1. This is expressed as follows:

\[
x_{\text{norm}} = \frac{x - \min(x)}{\max(x) - \min(x)}
\]

where \(x_{\text{norm}}\) indicates the normalized features, \(x\) is the original features, \(\min(x)\) is the minimum value of the features, and \(\max(x)\) is the maximum value of the features.

The normalization was intended to make the plotting of the pattern with the same range easier. Before training and testing were conducted, the selection of the feature and the number of muscles were performed. This selection was made to evaluate the most useful feature and muscle in influencing hand motion. In the development of machine learning (ML), a classification learner in the MATLAB program to apply the LDA, SVM, and KNN was used. Previous studies used these MLs for EMG pattern recognition as they have better accuracy [5, 13, 20, 3, 21]. The diagram block of the proposed method is exemplified in Figure 3.

![Diagram block of pattern recognition for hand motion discrimination](image)

**Figure 3.** The diagram block of pattern recognition for hand motion discrimination, hand open (HO), hand close (HC), wrist flexion (WF), and wrist extension (WE) motion, using three channels of EMG amplifier.

# 3. RESULT

This section consists of the results of the study which presents the EMG signal from three muscles, the extracted of the EMG signal using six statistics features (mean, variance, standard deviation, kurtosis, skewness, and entropy) and the scatterplot of the EMG feature. The confusion matrix for LDA, SVM, and KNN is also highlighted in this section. Finally, the accuracy resulted from a combination of all the features and the muscles were provided.

## 3.1. EMG signal for different motions

The EMG signal was recorded from muscles assigned as channel CH0, CH1 and CH2, sequentially, with time sampling of 0.0005 seconds (sampling frequency of 2000 Hz). Figure 4 shows different activities of EMG signal from muscles CH0, CH1 and CH2. The activities of the EMG signal were influenced by the hand motion (HO, HC, WE, and WF) so that each motion represented different activities. However, due to the randomness of the EMG signal, the difference between the motion using the EMG signal can not be discriminated.
3.2. EMG features for various EMG channel and features

Figure 5 represents the EMG features based on SD which indicated the pattern for four motions (HC, HO, WE and WF), sequentially. Each motion was performed in eight seconds including the transition between the motion. The sequence of motion was repeated for ten times in order to get the average value and for statistical analysis purposes. They were extracted every 100 samples for all channels (CH0, CH1, and CH2), indicated by black, red and blue colors, respectively. In relation to the hand close (HC) motion, the EMG features which came from CH1 showed higher activities than the others. In the hand open (HO) motion, the EMG features from CH0 was higher than the other channels. In the wrist extension (WE) motion, the two EMG features generated from CH1 and CH2 showed higher activities than CH0. In the wrist flexion (WF) motion, channel CH1 tended to show a higher level of activities than others. Generally, the features generated from channel CH0, CH1 and CH2 presented different behaviors when the motion was changed. Therefore, the ML could quickly learn the pattern.
All the normalized feature extraction was illustrated in Figure 6. The normalization was taken because each feature had a different range in minimum and maximum values. The figures were divided into six subfigures - Figure 6(a), (b), (c), (d), (e), and (f), which explained the results of the statistics features based on mean, variance, standard deviation, entropy, skewness, and kurtosis, respectively. Each subfigure indicated the features from all EMG channels (CH0, CH1, and CH2). The resulted features from CH0, CH1, and CH2 were indicated with black, red, and blue colors, respectively. From Figure 6, the statistics features of mean, variance, and standard deviation had a different pattern in distinguishing the hand motion (HO, HC, WE and WF). The randomness of the features (entropy, skewness, and kurtosis) as shown in Figure 6(d), (e) and (f) was difficult to be discriminated among the four, except if ML was used. In accordance to the aim of this study, the statistics features (mean, variance, standard deviation, entropy, kurtosis and skewness) and the EMG channels (CH0, CH1, and CH2) were explored in order to get the picture of the resulted features related to the hand motion before the pattern recognition process.

Figure 6. The EMG features of EMG signal for four sequence motions (HC, HO, WE, and WF) from three channels of EMG signal (CH0, CH1, and CH2). These features are (a) mean, (b) variance, (c) standard deviation, (d) entropy, (e) skewness, and (f) kurtosis. All of the features have been normalized (0 to 1).
From the exploration of the EMG feature using six statistic features and three muscles, we can conclude that the feature of mean, standard deviation and variance had different patterns to be recognized as HO, HC, WE, and WF motion. From the figure (Figure 6), CH0, CH1, and CH2 have a significant potential to be used in only one channel for motion classification.

Clustering of the feature was illustrated using a two-dimension scatterplot. Figure 7. shows a representation of the scatterplot from the features between mean-variance and mean-standard deviation for all channels. The mean, standard deviation, and variance as the variable of the scatterplot were chosen because those features had a different response in discrimination of the hand motion. All figures, Figure 7(a) to (f), show that the features able to cluster according to each. This scatterplot showed that each motion had a different pattern, influenced by the selected channel and combination between the features. Figure 7 shows that the pattern of the HO motion (indicated with orange color) tended to have a consistent pattern (move closer) for all channels (CH0, CH1, and CH2) than the others, but the HC, WE and WF motions were inconsistent. As shown in Figure 7(b), (c), (e), and (f), at the position of HO and WE, the scatterplot of mean-variance and mean-SD had a wider distribution than the others represented by CH1 and CH2. Even though the scatterplot of HC, HO and WE were clustered, Figure 7(a) and (d), the WF showed a wide range of distribution. To conclude, based on the representation of the scatterplot, the EMG channel generated from CH0 could discriminate four hand motions (hand close, hand open, wrist flexion, and wrist extension).

![Figure 7.](image)

Figure 7. The representation of scatterplot for HC, HO, WE and WF motion from the different channels (CH0, CH1, and CH2). This scatterplot was plotted between (a) mean and variance for CH0, (b) mean and variance for CH1, (c) mean and variance for CH2, (d) mean and standard deviation for CH0, (e) mean and standard deviation for CH1 and (f) mean and standard deviation for CH2.

### 3.3. The accuracy of the machine learning

In this study, the EMG signal generated from CH0, CH1, and CH2 was extracted using statistic features (mean, variance, standard deviation, kurtosis, skewness, and entropy). Whenever each channel was extracted, 3 channels times 6 features resulted in 18. Furthermore, these 18 features were used as the inputs of the classifier machine. In this study, an evaluation on three MLs were made: linear discriminant analysis (LDA), support vector machine (SVM), and K nearest neighborhood (KNN). These machine learnings were often used by previous studies to learn about pattern recognition. In this experiment, we used an application learner from a MATLAB program to study the EMG pattern related to hand motion. In this study, the configuration of the ML system was as follows: the number of predictors was one to eighteen (a combination...
the number of features and channels), some observations were 320 (8 seconds/motion x 4 motion (HC, HO, WF, WE) x 10 repetitions), the number of classes was four (HC, HO, WF, and WE). In the validation, a holdout validation with 25% testing and 75% training was chosen. In order to get the accuracy matrix between the classes then the confusion matrix was needed to help understand how the machine recognizes each pattern.

Figure 8(a), (b) and (c), showed the confusion matrix for LDA, SVM, and KNN, respectively. In the first configuration, the machine learning received eighteen EMG features to recognize four motions (four classes). The training and testing for the machine learning were conducted sequentially for LDA, SVM, and KNN. After the training, each of the machine learning was tested and the accuracy was 98.8%, 98.8% and 95% for LDA, SVM, and KNN, respectively.

In this study, LDA and SVM, shown in Figure 8(a) and (b), achieved the same accuracy. All motion can 100% be recognized, however, there is 5% misclassification (false negative rate) between HC and WF. In the KNN, Figure 7(c), HC motion can be recognized 90% as true positive rate and 10% false negative rate. WE and WF motion can be discriminated 95% as true positive and 5% as false negative rate.

Figure 8. The confusion matrix of the motion recognition (hand close, hand open, wrist extension, and wrist flexion) using the three channels of EMG signal based on eighteen features (3 channel x 6 features). The confusion matrix was created using classification learner from MATLAB. The confusion matrix was developed from machine learning of (a) LDA, (b) SVM, and (c) KNN.
Feature and muscle selection for an effective hand motion classifier

Each EMG signal generated from the muscles (CH0, CH1, and CH2) were extracted with six statistics features. To explore which muscle and feature influenced the accuracy of the machine learning the most, the proposed method was evaluated based on the number of features (scheme I) and number of channels (scheme II). In scheme I, we clustered the method to classify the pattern into three groups, which were Group 1, Group 2, and Group 3 (Figure 9). Group 1, Group 2, and Group 3 consist of one, two and three muscles, respectively. According to the number of muscles and the EMG signal, each muscle was extracted using six features. Therefore, in Group 1, the minimum and maximum features were 1 and 6, respectively. In Group 2, the minimum and maximum features were 2 and 12 features, and in Group 3, the number of features vary from 3 to 18 features. As shown in Figure 9 in the first group, a number of features influenced the accuracy of machine learning. However, even though the classifier received only one feature from a single muscle, the classifier could result in an accuracy of 97.5%, 97.5% and 98% for LDA, SVM, and KNN, respectively. Furthermore, in Group one for features 3 to 6, it was shown that the accuracy of the classifiers (LDA and SVM) were the same. In group two and three, even though the number of features was minimum (two and three features), they had better accuracy.

In scheme II, to find the best feature and adequate number of channels in classifying the motion, the accuracy of the machine learning was calculated for each feature (mean, variance, standard deviation, skewness, kurtosis, and entropy) with various combinations (of CH0-CH1-CH2, CH0-CH1, CH0, CH1, and CH2) as shown in Figure 10. The mean produced a higher accuracy than the other features for all machine learning and channel combinations (CH0-CH1-CH2, CH0-CH1, CH0, CH1, and CH2). The entropy and kurtosis features had the worst accuracy for machine learning (LDA, SVM, and KNN).
4. DISCUSSION

In this study, the effectiveness of using a single muscle to recognize the hand motion using the EMG signal was investigated. A statistical test, single factor ANOVA ($\alpha=0.05$), was performed to examine the effect of the number of muscles on the accuracy for each different ML. The statistical test indicated that there was no difference in accuracy in the LDA, SVM, and KNN when the number of muscle (channels) was reduced ($p$-value$>0.05$). This indicated that a single muscle can be used to classify four classes of motion (hand close, hand open, wrist flexion, and wrist extension). However, when the accuracy calculated from the ML (LDA, SVM, and KNN) and any combination of channel was pooled, we found that there was a significant difference in accuracy ($p$-value$=0.00659$, $F=5.55$). Even though the mean of accuracy for all ML was almost equal, statistics showed that the machines had a different performance to classify the motion. Based on the descriptive statistics, the mean value of the LDA ($99.19\%\pm0.82\%$) and SVM ($99.33\%\pm0.73\%$) had the highest accuracy among the others, whereas the KNN had the lowest accuracy ($97.86\%\pm2.19\%$). Two independent samples T-test ($\alpha=0.05$) was performed to examine the significant difference of accuracy between LDA and SVM groups. The results showed no significance difference of accuracy between the LDA and SVM in classifying the motions ($p$-value$>0.05$). Based on Figure 10, the mean feature showed the highest accuracy (LDA=$99.5\%\pm1.0\%$, SVM=$99.5\%\pm1.0\%$, and $99.76\%\pm0.48\%$) whereas entropy showed the lowest (LDA=$42.76\%\pm12.17\%$, SVM=$42.9\%\pm12.14\%$, and $41.82\%\pm12.06\%$). The results were pooled and calculated based on the combination of all the channels (CH0-CH1-CH2, CH0-CH1, CH0, CH1, and CH2).

Similar result found by the previous study show that the LDA also had better accuracy ($97.75\%$) than other classifiers in the hand motion classification based on EMG signal [5]. In these cases, the Phynomark used four muscles to discriminate eleven motions. Another study used multilayer perceptron (MLP), SVM and frequency domain to extract the hand motion (HC, HO, WF, and WE). Through the evaluation, the recognition rate (accuracy) was found to be $98\%$ [22], implying that a hybrid combination between physiological parameters and mechanical sensors could improve the performance in pattern recognition. A previous study used a flex sensor for a robotics exoskeleton based on the EMG signal [23]. This study had been performed with an assumption that the subjects were not in fatigue condition, the fatigue parameter was later outlined as a factor in affecting the EMG signal [18]. This study has evaluated the effectiveness of the selected feature, muscle and ML to discriminate the hand motion using a single muscle. In future studies, these findings could be applied for EMG signals generated from amputees for developing a prosthetics hand.

5. CONCLUSION

In summary, the choice of the feature and muscle is critical as it determines the accuracy of machine learning. The statistical feature of mean shows the best accuracy for all machine learning across the combination of channels. Choosing the correct feature and number of muscles could minimize the time consumption in the digital signal processing. Based on the statistical analysis, there is no significant difference in accuracy for the number of muscle (using one, two, or three muscles) ($p$-value$>0.05$). It is proved that the usage of a single muscle (whether collected from extensor carpi radialis longus (CH0), flexor carpi radialis longus (CH1), or flexor carpi ulnaris (CH2)), to classify the motion, is adequate to recognize the hand motion (hand close, hand open, wrist extension, and wrist flexion). To conclude, LDA and SVM have a higher accuracy than other machine learning in discriminating hand motions.
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