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ABSTRACT. We consider the finiteness problem for central configurations of the $n$--body problem. We prove that, for $n \geq 4$, there exists a (Zariski) closed subset $B$ in the mass space $\mathbb{R}^n$, such that if $(m_1, \ldots, m_n) \in \mathbb{R}^n \setminus B$, then there is a finite number of corresponding classes of $(n - 2)$--dimensional central configurations for potential associated to a semi-integer exponent. Also, we obtain trilinear homogeneous polynomial equations of degree 3 for central configurations of fixed dimension and, for each integer $k \geq 1$, we show that the set of mutual distances associated to a $k$--dimensional central configuration is contained in a determinantal algebraic set.

1. INTRODUCTION

Suppose $x_1, \ldots, x_n \in \mathbb{R}^d$ are the coordinates of punctual particles with respective positive masses $m_1, \ldots, m_n$. The vector $x = (x_1, \ldots, x_n) \in \mathbb{R}^{dn}$ will be called configuration.

Assume that the mutual distances $r_{ij} = \|x_i - x_j\|$, $1 \leq i < j \leq n$ are non-zero real numbers and consider a family of homogeneous potentials defined by:

\begin{equation}
U_a(x) = \frac{1}{2a + 2} \sum_{i<j} m_i m_j r_{ij}^{2a+2},
\end{equation}

if $a \in \mathbb{Z}/2 = \{a : 2a \in \mathbb{Z}\}$ and $a \neq -1$, or

\begin{equation}
U_a(x) = \sum_{i<j} m_i m_j \log r_{ij},
\end{equation}

if $a = -1$. The equations of motion of the $n$ particles are given by:

\begin{equation}
\sum_{i=1}^{n} m_i m_j r_{ij}^{2a} (x_i - x_j) = -\frac{\partial U_a}{\partial x_j}, \quad j = 1, \ldots, n.
\end{equation}

The $n$--body problem consists in solving the system of equations [13]. When $a = -\frac{3}{2}$ we have the Newtonian $n$-body Problem.
Definition 1.1. The configuration \( x \), is called central configuration associated to the potential \( U_a \), where \( 2a \in \mathbb{Z} \), if there exists \( \lambda \neq 0 \) such that

\[
(1.4) \quad \sum_{i \neq j} m_i (x_i - x_j) r_{ij}^{2a} + \lambda (x_j - c) = 0, \quad j = 1, \ldots, n,
\]

for which

\[
c = \frac{1}{M} (m_1 x_1 + \cdots + m_n x_n) \quad \text{and} \quad M = m_1 + \cdots + m_n \neq 0
\]

are, respectively, the center of mass and the total mass.

We notice that in the case \( a = 0 \) every configuration \( x = (x_1, \ldots, x_n) \) is central, with \( \lambda = M \), and the system \((1.3)\) is immediately integrated.

An excellent reference about the role of the exponent \( a \) in the discussion of central configurations is [Alb03]. The set of central configurations is invariant under rotations, translations and dilations, therefore, it is natural to study this up to these transformations. The problem of counting the solutions of the equations \((1.4)\) is fundamental in Celestial Mechanics, since the only known explicit solutions to the \( n \)-body problem are homographic orbits, and these orbits have central configurations as initial conditions. In [Cha18], Chazy proposed the following problem, that appears in Smale’s list [Sma98] as:

“For any choice of positive real numbers \( m_1, \ldots, m_n \), is the number of central configurations finite?”

This question also appears in [Win41]. Currently, it is known as Chazy-Wintner-Smale conjecture or finiteness problem.

The dimension of a configuration \( x \), denoted by \( \delta(x) \), is the dimension of the smallest affine space that contains the points \( x_1, \ldots, x_n \in \mathbb{R}^d \). If \( \delta(x) = 1, 2 \) or 3, we say, respectively, that the configuration \( x \) is collinear, planar or spatial.

The dimension of a configuration is an invariant that plays a very important role in obtaining results on the finiteness problem. For \( a = -\frac{3}{2} \), Euler showed that, for each triple of positive masses, there exists an unique collinear central configuration of 3 bodies, up to reordering masses. Moulton generalized this result for collinear configurations of \( n \) bodies. See [Eul67] and [Mou10]. Lagrange proved that for each choice of positive masses \( m_1, m_2 \) and \( m_3 \), the unique planar central configuration with 3 bodies is the equilateral triangle [Lag72]. More generally, Saari proved that, if we choose positive masses \( m_1, \ldots, m_n \), then the only associated \((n - 1)\)-dimensional central configuration is the regular \((n - 1)\)-dimensional simplex [San80].

Recently, Moeckel and Hampton [HM06] proved that there exists a finite number of planar central configurations with four bodies. Albouy and Kaloshin proved, in [AK12], the generic finiteness for planar central configurations in the five-body problem.

Moeckel proved, in [Moe01], the generic finiteness for central configurations of dimension \( \delta(x) = n - 2 \). In [HJ11], Hampton and Jensen obtained
an explicit condition in the masses for generic finiteness of spatial central
configurations with 5 bodies. This strengthened the generic finiteness result
of Moeckel in this case.

We would like to emphasize that our inspiration is Moeckel’s article
[Moe01]. Among other reasons, his work is important because it contains
finiteness results obtained using algebraic geometric tools like the fibre di-

mension Theorem for quasi-projective varieties.

In the present article, we use the Jacobian criterion to generalize the re-
sult of generic finiteness obtained in [Moe01] for
$n-2$
-dimensional central
configurations with semi-integer exponent of the potential. In addition, we
prove that $x$ is a $k$-dimensional central configuration if, and only if, the
associated Cayley-Menger matrix has rank $k+2$. This allows us to show
that the set of mutual distances associated to a $k$-dimensional central con-
figuration is contained in a determinantal algebraic set. The new equations
for central configurations will be presented in Theorem 2.2 and Proposition

3.5.

We remark that to extend Moeckel’s approach to generic finiteness for
potentials $U_a$, $2a \in \mathbb{Z}$, by a simple adaptation of the argument given in
[Moe01] it is necessary to prove that the resultant of the polynomials $g_{ij}^a$ and $F$
deﬁned in section 4 of this paper is not trivial for every $a$ with
$2a \in \mathbb{Z} \setminus \{0\}$. When $a$ is a prime number, replacing the third roots of
unity by $|2a|$-th roots of unity in the statement of Proposition 5 of [Moe01]
and using the $|2a|$-th cyclotomic polynomial, we can adapt the proof of this
Proposition. This allows to find a point that is not in the zero locus of the
resultant. However, in order to adapt the proof of Proposition 5 to a general
semi-integer potential $a$, we do need to know the coefficients of the $|2a|$-th
cyclotomic polynomial and this is not an easy task in general.
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2. New equations for central configurations

In this section, we obtain trilinear homogeneous polynomial equations of
degree 3 for central configurations of fixed dimension.

Consider a configuration $x = (x_1, ..., x_n) \in \mathbb{R}^{dn}$, and $E_j$ the $\mathbb{R}$-vector
space generated by the vectors $x_1 - x_j, ..., x_n - x_j$ in $\mathbb{R}^d$.

Observe that, $\delta(x) = \dim E_j \leq n - 1$, for all $j = 1, \cdots, n$. Hence, we may
suppose, without loss of generality, that $d = n - k$, for some $k \geq 1$. Consider
the inclusion map of $\mathbb{R}^{n-k}$ into $\mathbb{R}^n$: 

$$\iota_n : \mathbb{R}^{n-k} \rightarrow \mathbb{R}^n$$

$$(a_1, ..., a_{n-k}) \mapsto (1, a_1, ..., a_{n-k}, 0, ..., 0).$$
We can identify a configuration \( x = (x_1, \ldots, x_n) \in \mathbb{R}^{(n-k)n} \) with a configuration in \( \mathbb{R}^{n^2} \) by defining \( \iota_n(x) = (\iota_n(x_1), \ldots, \iota_n(x_n)) \). It is easy to see that \( \delta(x) = \delta(\iota_n(x)) \). Moreover, since that \( \iota_n \) is an injective affine transformation, \( x \) and \( \tilde{x} \) are equivalent up to symmetries if, and only if, \( \iota_n(x) \) and \( \iota_n(\tilde{x}) \) are too.

**Definition 2.1.** We say that the \( n \times n \) matrix

\[
X = \begin{pmatrix}
\iota_n(x_1)^t & \cdots & \iota_n(x_n)^t
\end{pmatrix}
\]

is the associated matrix to the configuration \( x \), and denote its determinant \(|X|\) by \( w(x) \).

Notice that \( \dim E_j + 1 \) is precisely the number of linearly independent columns of the matrix \( X \), so we have:

\[
(2.1) \quad \delta(x) = \text{rank}(X) - 1.
\]

Denote by \( x_{i_1 \ldots i_k} \), where \( 1 \leq i_1 < i_2 < \ldots < i_k \leq n \), the subconfiguration of \( n-k \) bodies obtained from the configuration \( x \) by removing the bodies \( x_{i_1}, \ldots, x_{i_k} \). The \((n-k) \times (n-k)\) configuration matrix of \( x_{i_1 \ldots i_k} \) will be denoted by \( X_{i_1 \ldots i_k} \), and we write \( w(x_{i_1 \ldots i_k}) = |X_{i_1 \ldots i_k}| \). Since the rank of \( X \) is \( n-k+1 \), we have that \( |X_{i_1 \ldots i_{k-1}}| \neq 0 \), for some choice of \( i_1, \ldots, i_{k-1} \).

Suppose that \( x \) is a configuration of dimension \( n-k \) with mass \( m_1, \ldots, m_n \) and consider \( X \) its matrix configuration. Define the quantities

\[
(2.2) \quad S_{ij} = S_{ji} = r_{ij}^{2a} - r_0^{2a}, \quad \text{for } i \neq j, \quad \text{and } r_0^{2a} = M^{-1} \lambda,
\]

in which \( \lambda \) is as in equation (1.4). It is easy to see that \( x \) is a central configuration with masses \( m_1, \ldots, m_n \) if, and only if, satisfies the equations

\[
(2.3) \quad \sum_{i=1 \atop i \neq j}^n m_i S_{ij} (x_i - x_j) = 0, \quad j = 1, \ldots, n.
\]

Consider the \((n-(k+1))\)-dimensional exterior product given by

\[
v_{i_1 \ldots i_k}^j = (x_1 - x_j) \wedge \ldots \wedge (x_n - x_j),
\]

in which the terms \((x_j - x_j), (x_{i_1} - x_j), \ldots, (x_{i_k} - x_j) \) were omitted. Taking the wedge product of (2.3) with \( v_{i_1 \ldots i_k}^j \), we obtain:

\[
(2.4) \quad \sum_{i=1 \atop i \neq j}^n m_i S_{ij} (x_i - x_j) \wedge v_{i_1 \ldots i_k}^j = 0.
\]

Define

\[
(2.5) \quad \Delta_{i_1 \ldots i_{k-1}} = (-1)^{\sum_{i=1}^{k-1} a_i} w(x_{i_1 \ldots i_{k-1}}).
\]

By the Cramer rule, we see that the vector of \( \mathbb{R}^{n-k+2} \) with \( j \)-th coordinates \((-1)^kj \Delta_{i_1 \ldots i_k j i_{k+1} \ldots i_{k-2}} \), where \( j \in \{1, \ldots, n\} \setminus \{i_1, \ldots, i_{k-2}\} \) and
$k_j = \# \{ i_1 : i_1 < j \}$, belongs to the kernel of the matrix $X_{i_1, \ldots, i_{k-2}}$. Using basic results of exterior algebra, we can prove that the equations (2.4) implies the following Theorem:

**Theorem 2.2.** If $x$ is a central configuration of dimension $n - k$ with masses $m_1, \ldots, m_n$, then

$$
(2.6) \quad \sum_{i=1}^{k} (-1)^l m_i S_{i_1 \ldots i_{l-1} i_{l+1} \ldots i_k} = 0.
$$

We notice that the last result generalize the formulae obtained by Williams for central configurations of the five-body problem given by the equations (5) of [Wil38] and provide trilinear homogeneous polynomial equations of degree 3 for central configurations of fixed dimension that not depends explicitly of $x$.

The next result provides a polynomial parametrization for $S_{ij}$ from a central configuration of dimension $n - 2$. Proofs can be found in [All03] and [Moe01].

**Proposition 2.3.** Let $x$ be a central configuration with non-zero masses and $\delta(x) = n - 2$. If $(\Delta_1, \ldots, \Delta_n) \in \text{Ker}(X)$, define

$$
(2.7) \quad w_i := \frac{\Delta_i}{m_i}, \quad i = 1, \ldots, n,
$$

then there exists a constant $\kappa \neq 0$ such that

$$
(2.8) \quad S_{ij} = \kappa w_i w_j.
$$

Moreover, at least two of the $w_i$’s are non-zero.

### 3. Determinantal Formulas for Central Configurations

In this section, we obtain a dimension criterion for central configurations that depends only of their $q = \frac{1}{2}n(n-1)$ mutual distances $r_{ij}$, $1 \leq i < j \leq n$, and prove that the set of mutual distances associated to a $k$--dimensional central configuration is contained in a determinantal algebraic set.

The **Cayley-Menger matrix** associated to the vector $s = (s_{ij}) \in \mathbb{C}^q$, $1 \leq i < j \leq n$ is the $(n+1) \times (n+1)$ symmetric matrix given by:

$$
A(s) = \begin{pmatrix}
0 & 1 & 1 & 1 & \ldots & 1 \\
1 & 0 & s_{12} & s_{13} & \ldots & s_{1n} \\
1 & s_{12} & 0 & s_{23} & \ldots & s_{2n} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & s_{1n} & s_{2n} & s_{3n} & \ldots & 0
\end{pmatrix}.
$$

The **Cayley-Menger determinant** is defined by $F(s) = | A(s) |$.

Index the rows and columns of $A(s)$ from 0 to $n$. Note that we can associate a configuration $x$ to a Cayley-Menger matrix $A(r)$, also denoted by $A(x)$, where $r = (r_{ij}) \in \mathbb{C}^q$ is the vector of mutual distances between the points $x_1, \ldots, x_n$. 
Proposition 3.1. \( x \) is a configuration of dimension \( \delta(x) = n - 2 \) if and only if \( \text{rank}(A(x)) = n \).

This Proposition is demonstrated in [Moe01]. As an immediate consequence, we have that the Cayley-Menger determinant vanishes at all configurations of dimension \( n - 2 \). Our objective in this section is to generalize this result.

Lemma 3.2. Let \( x = (x_1, \ldots, x_n) \) be a configuration, \( X \) its configuration matrix and \( A(x) \), the associated Cayley-Menger matrix. If the vectors
\[
\tilde{v}_1 = (\sum_{i=1}^{n} \|x_i\|^2 x_{1i}, \ldots, \sum_{i=1}^{n} \|x_i\|^2 x_{2i}), \ldots, \tilde{v}_k = (\sum_{i=1}^{n} \|x_i\|^2 v_{ki}, v_{k1}, \ldots, v_{kn})
\]
are also linearly independent and belong to the kernel of \( A(x) \), then the vectors
\[
\tilde{v}_1 = (-\sum_{i=1}^{n} \|x_i\|^2 v_{1i}, v_{11}, \ldots, v_{1n}), \ldots, \tilde{v}_k = (-\sum_{i=1}^{n} \|x_i\|^2 v_{ki}, v_{k1}, \ldots, v_{kn})
\]
are also linearly independent and belong to the kernel of \( A(x) \). In particular, \( \dim(Ker(X)) \leq \dim(Ker(A(x))) \).

Proof. Firstly, observe that the \( \tilde{v}_1, \ldots, \tilde{v}_k \) belong to the kernel of \( A \). In fact,
\[
\sum_{j=1}^{n} s_{ij} v_{ij} = \|x_i\|^2 \sum_{j=1}^{n} v_{ij} - 2 \sum_{j=1}^{n} v_{ij} x_j + \sum_{j=1}^{n} \|x_j\|^2 v_{ij} = \sum_{j=1}^{n} \|x_j\|^2 v_{ij}.
\]
So, the vectors \( \tilde{v}_1, \ldots, \tilde{v}_k \) satisfy the linear equations of \( Ker(A(x)) \). A null linear combination of the vectors \( \tilde{v}_1, \ldots, \tilde{v}_k \) allows us to obtain a null linear combination of the vectors \( v_1, \ldots, v_k \). In this way, since \( v_1, \ldots, v_k \) are linearly independent, so are \( \tilde{v}_1, \ldots, \tilde{v}_k \). In particular, if \( \{v_1, \ldots, v_k\} \) is a base for \( Ker(X) \), then \( \{\tilde{v}_1, \ldots, \tilde{v}_k\} \) is a linearly independent set contained in \( Ker(A(x)) \). Hence, \( \dim(Ker(x)) \leq \dim(Ker(A(x))) \). \( \square \)

Denote by \( F_{ij}(s) \) the cofactor of the entry \( a_{ij} \) of \( A(s) \). Now, we are ready to prove the main result of this section:

Proposition 3.3. The following conditions are equivalent:

1. \( \delta(x) = n - k, \ k \geq 2; \)
2. \( \text{rank}(A(x)) = n - k + 2. \)

Proof. We prove this result inductively. Proposition 3.1 takes care of the case \( k = 2 \). Suppose that the equivalence is proved for \( n = 2, \ldots, k - 1 \). We will prove the desired equivalence for \( n = k \).

To prove that (1) implies (2), let \( \delta(x) = n - k \). There exist indices \( i_1, \ldots, i_{k-2} \) such that the configuration of \( n - k + 2 \) bodies \( x_{i_1} \ldots i_{k-2} \) has dimension \( \delta(x_{i_1} \ldots i_{k-2}) = n - k \). By the Proposition 3.1 the Cayley-Menger matrix \( A(x_{i_1} \ldots i_{k-2}) \) has rank \( n - k + 2 \). Hence, there exist \( i_0, j_0 \in \{0, 1, \ldots, n\} \) such that \( F_{i_0j_0}(x_{i_1} \ldots i_{k-2}) \) is a non-zero minor of the matrix \( A(x_{i_1} \ldots i_{k-2}) \). Observe that \( F_{i_0j_0}(x_{i_1} \ldots i_{k-2}) \) is the determinant of a square submatrix \( (n - k + 2) \times (n - k + 2) \) of the matrix \( A \). Thus we have
\[
\text{rank}(A(x)) \geq n - k + 2.
\]
On the other hand, by Lemma 3.2, \( \dim(\ker(A(x))) \geq \dim(\ker(X)) = k - 1 \). Hence,

\[
\text{rank}(A(x)) = n + 1 - \dim(\ker(A(x))) \leq (n + 1) - (k - 1) = n - k + 2.
\]

Next we prove that (2) implies (1). If \( \text{rank}(A(x)) = n - k + 2 \), then \( \dim(\ker(A(x))) \) is equal to \( k - 1 \). By Lemma 3.2, \( \dim(\ker(X)) \leq k - 1 \).

Suppose that \( \dim(\ker(X)) = l - 1 \), with \( l < k \). From equation (2.1), we obtain \( \delta(x) = n - l \). As \( l < k \), by induction hypothesis \( \text{rank}(A(x)) = n - l + 2 \), which is a contradiction. Hence \( l = k \) and \( \text{rank}(A(x)) = n - k + 2 \). \( \square \)

**Corollary 3.4.** Let \( x \) be a configuration. Then \( \ker(A(x)) \) and \( \ker(X) \) are isomorphic through the linear map

\[
T : \quad \ker(X) \rightarrow \ker(A(x))
\]

\[
v = (v_1, \ldots, v_n) \mapsto \tilde{v} = (-\sum_{i=1}^n \|x_i\|^2 v_i, v_1, \ldots, v_n)
\]

Consider the polynomial ring \( S = \mathbb{C}[R_{12}, \ldots, R_{(n-1)n}] \). Let \( A(R) \) be the Cayley-Menger matrix associated to vector \( R = (R_{12}^2, \ldots, R_{(n-1)n}^2) \in S^r \).

Therefore, every minor determinant of \( A(R) \) is a polynomial in \( S \). Let \( J_k \) be the ideal of \( S \) generated by all the \( k \times k \) minor determinants of \( A(R) \).

We denote by \( N_k \subset \mathbb{C}^{\frac{n(n+1)}{2}} \), the determinantal algebraic set given by the zero locus of the ideal \( J_k \). The next result provides determinantal formulae for the vectors of mutual distances associated to a central configuration.

**Proposition 3.5.** For each fixed \( k \geq 1 \), let \( r = (r_{12}, \ldots, r_{(n-1)n}) \in \mathbb{R}^q \subset \mathbb{C}^q \) be a vector consisting of the mutual distances associated to a \( k \)-dimensional central configuration \( x \). Every \( (k + 3) \times (k + 3) \) minor determinant of \( A(R) \) evaluated in \( r \) is zero. Moreover, \( r \) belongs to the quasi-affine algebraic set \( N_{k+3} \setminus N_{k+2} \).

**Proof.** Given a central configuration \( x \) of dimension \( \delta(x) = k \) and \( r = (r_{ij}) \in \mathbb{C}^q \) its associated point of mutual distances, by Proposition 3.3, we have that \( \text{rank}(A(x)) = k + 2 \). Therefore, every minor determinant of \( A(R) \) with size \( k + 3 \) evaluated in \( r \in \mathbb{C}^q \) are zero. So \( r \in N_{k+3} \). Moreover, if \( r = (r_{12}, \ldots, r_{(n-1)n}) \in N_{k+2} \) then \( \text{rank}(A(x)) < n - 2 \), which is inconsistent with our claim. \( \square \)

Suppose that \( x \) is a central configuration of dimension \( n - 2 \) with non-zero masses. Hence, the kernels of the matrices \( A(x) \) and \( X \) are isomorphic and have dimension 1. If \( (\Delta_1, \ldots, \Delta_n) \) is the unique generator of \( \ker(X) \), then the unique generator of \( \ker(A(x)) \) is \( (\Delta_0, \Delta_1, \ldots, \Delta_n) \), where \( \Delta_0 = -\sum_{i=1}^n \|x_i\|^2 \Delta_i \). We also know that every line of the cofactor matrix of \( A(x) \) belongs to its kernel. Hence, there exist non-zero constants \( b_i \) such that \( F_{ij} = b_i \Delta_j \). Since \( A(x) \) is a symmetric \( b_i \Delta_j = F_{ij} = F_{ji} = b_j \Delta_i \). In this way, we get that

\[
\begin{pmatrix}
  b_0 & \ldots & b_n \\
  \Delta_0 & \ldots & \Delta_n
\end{pmatrix}
\]
Theorem 4.1. Let \( F \) where \( \leq \) for which 1 respective masses \( a \) central configurations with nonzero semi-integer exponent

established in the theorem 4.1. The ring of regular function s on the equations (2.2). This homothety fixes a representant of the class of \( m \) masses \( \mod \) dilations.

1. Toward a solution for finiteness problem, we can restrict our attention to \( C \) sets on \( x \) in place of \( a \) every \( r \)

and, in particular, are positive real numbers. Moreover, at least two \( \Delta_i \)'s are non zero real numbers.

4. The Algebraic Set of \((n - 2)\)-Dimensional Central Configurations

In this section, we define a family \( \{V^a\}_{2a \in \mathbb{Z} \setminus \{0\}} \) of quasi-affine algebraic sets on \( \mathbb{C}^{q + 2n + 1} \) such that \( V^a \) contains every point associated to an \((n - 2)\)-dimensional central configurations associated to the potential \( U_a \), for every \( a \in \frac{\mathbb{Z}}{2} \setminus \{0\} \).

Consider \( x \) an \((n - 2)\)-dimensional central configuration with respective masses \( m_1, \ldots, m_n \). Up to an homothety on \( x \) we may consider \( r_0 = 1 \) in the equations (2.2). This homothety fixes a representant of the class of \( x \) modulo dilations.

Let \( \mathcal{X}^a \) be the set of all classes modulo symmetries of \((n - 2)\)-dimensional central configurations with nonzero semi-integer exponent \( a \) such that \( r_0 = 1 \). Toward a solution for finiteness problem, we can restrict our attention to the set \( \mathcal{X}^a \).

We use the notation \((r, z, \Delta_0, m)\) for an arbitrary point of \( \mathbb{C}^{q + 2n + 1} \) with coordinates \((r_{12}, \ldots, r_{(n-1)n}, z_1, \ldots, z_n, \Delta_0, m_1, \ldots, m_n)\).

From now to the end, \( r_{ij} \) denotes a coordinate of a point in \( P \in \mathbb{C}^{q + 2n + 1} \). When \( P \) is associated to \( x \), a \((n - 2)\)-dimensional central configuration, we write \( P_x \) in place of \( P \). In this case \( r_{ij} \)'s represent the mutual distances of \( x \) and, in particular, are positive real numbers.

An association between points of \( \mathbb{C}^{q + 2n + 1} \) and elements of \( \mathcal{X}^a \) will be established in the theorem 4.1. The ring of regular functions on \( \mathbb{C}^{q + 2n + 1} \) will be denoted by \( T = \mathbb{C}[R_{12}, \ldots, R_{(n-1)n}, Z_1, \ldots, Z_n, \Delta, M_1, \ldots, M_n] \).

Define the following algebraic set

\[ V^a = \{(r, z, \Delta_0, m) \in \mathbb{C}^{q + 2n + 1} : g^{a}_{ij} = 0, \ F(R) = 0, \ \Gamma_l = 0, \ l = 0, \ldots, n\}, \]

where \( F(R) \in T \) is the determinant of the Cayley-Menger matrix \( A(R) \),

\[ \Gamma_0 = \sum_{j=1}^{n} M_j Z_j, \ \Gamma_l = \Delta + \sum_{j=1}^{n} M_j Z_j R^2_{jl}, \ l = 1, \ldots, n, \]

and

\[ g^a_{ij} = \begin{cases} R^2_{ij} - 1 - Z_i Z_j, & \text{if } a > 0, \\ \frac{R^2_{ij}}{a} (Z_i Z_j + 1) - 1, & \text{if } a < 0, \end{cases} \]

for which \( 1 \leq i < j \leq n \).

Theorem 4.1. Let \( x \) be an \((n - 2)\)-dimensional central configuration with respective masses \( m_1, \ldots, m_n \) and semi-integer exponent \( a \in \frac{\mathbb{Z}}{2} \setminus \{0\} \). There
exists a multivalued function \( f_a : \mathbb{X}^a \rightarrow \tilde{V}^a \) that associates \( x \) to the points \( P_x = (r, z_1, \ldots, z_n, \Delta_0, m) \) and \( P_x^* = (r, -z_1, \ldots, -z_n, -\Delta_0, m) \) \( \in \tilde{V}^a \), for which \( r = (r_{ij}) \) is the vector of mutual distances of \( x \), \( m = (m_i) \) is the vector of the respective mass of \( x \) and the \( z_i \)'s and \( \Delta_0 \) are determined by polynomial equations that define \( \tilde{V}^a \). Moreover, the numbers \( r_{ij} \) and \( m_i \) are real and positive, the numbers \( z_i \)'s and \( \Delta_0 \) are all real or all pure imaginary and there exist at least two nonzero \( z_i \)'s.

**Proof.** Let \( X \) be the configuration matrix of \( x \). Consider the quantities \( \Delta_j \) defined in the equations (2.5) for the case \( k = 2 \). We have that \( (\Delta_1, \ldots, \Delta_n) \in \mathbb{R}^n \) belongs to the kernel of \( X \). Applying the Proposition 2.3, we have that there exists quantities \( w_1, \ldots, w_n \) such that the mutual distances \( r_{ij} \) of \( x \) satisfies the following equations

\[
(4.1) \quad r_{ij}^{2a} - 1 - \kappa w_i w_j = 0, \quad 1 \leq i < j \leq n.
\]

In order to eliminate the constant \( \kappa \), we choose the principal branch of the complex square root function and make a change of variables \( w \mapsto \sqrt{\kappa} z \), obtaining the following set of equations:

\[
(4.2) \quad r_{ij}^{2a} - 1 - z_i z_j = 0, \quad 1 \leq i < j \leq n.
\]

Note that if \( \kappa > 0 \) then the quantities \( z_j \) are all real numbers, and if \( \kappa < 0 \) the quantities \( z_j \) are all pure imaginary complex numbers.

We remark that if we choose the other branch of the square root we obtain the same correspondence between \( x \) and the points of \( \tilde{V}^a \).

Observe that, if \( z_1, \ldots, z_n \) are such as in (4.2), making

\[
(4.3) \quad \Delta_0 = -\sum_{j=1}^{n} \|x_j\|^2 m_j z_j,
\]

we have that the vector \( (\Delta_0, m_1 z_1, \ldots, m_n z_n) \), belong to the kernel of \( A(x) \). Writing the equations for the kernel of \( A(x) \) explicitly we obtain:

\[
(4.4) \quad \sum_{j=1}^{n} m_j z_j = 0, \quad \Delta_0 + \sum_{j=1}^{n} m_j z_j r_{ij}^{2a} = 0, \quad l = 1, \ldots, n.
\]

Hence \( x \) can be associated to a point \( P_x = (r, z, \Delta_0, m) \) where \( r \) is their vector of mutual distances, \( m = (m_1, \ldots, m_n) \) is the mass vector of \( x \), \( z_1, \ldots, z_n \) and \( \Delta_0 \) are all real or all pure imaginary numbers determined by the equations of \( \text{Ker}(A(x)) \).

By the equations (4.2) and (4.4) then \( g_{ij}^a(P_x) = 0 \), \( \Gamma_0(P_x) = 0 \) and \( \Gamma_1(P_x) \). Since \( \delta(x) = n - 2 \), by the Proposition 3.1 we have that \( F(P_x) = 0 \). Hence, \( P_x \in \tilde{V}^a \). Finally, if \( x \) is associated to two points \( P_x = (r, z, \Delta_0, m) \) and \( P_x^* = (r, z^*, \Delta_0^*, m) \) of \( \tilde{V}^a \) then, since \( \text{dim}(\text{Ker}(A(x))) = 1 \), for some \( \xi \neq 0 \), holds \( (\Delta, z) = (\xi (\Delta^*, z^*) \). By the equations (4.4) there exists \( z_{l_0} \) and \( z_{j_0} \) both nonzero. Comparing the equations \( g_{l_0 j_0}^a(P(x)) = 0 \) and \( g_{l_0 j_0}^a(P_x^*) = 0 \) we get \( \xi^2 = 1 \). This proves the result.

□
Lemma 4.2. Let $F(R)$ be the determinant of the matrix $A(R)$ and $P_x = (r, z, \Delta_0, m)$ a point associated to $x$, a $(n - 2)$-dimensional central configuration. Then

\[ (4.5) \quad \frac{\partial F}{\partial R_{ij}}(P_x) = 4\alpha r_{ij} m_i z_i m_j z_j, \quad 1 \leq i < j \leq n. \]

for which $\alpha$ is a constant defined as in Proposition 3.6.

Proof. By the chain rule and the symmetry of the Cayley-Menger matrix, we have

\[ \frac{\partial F}{\partial R_{ij}} = 2(R_{ij} F_{ij} + R_{ij} F_{ji}) = 4R_{ij} F_{ij}. \]

Since $P_x \in \tilde{V}^a$, $(\Delta_0, m_1 z_1, ..., m_n z_n) \in \text{Ker}(A(x))$, by Proposition 3.6, we get

\[ \frac{\partial F}{\partial R_{ij}}(P_x) = 4r_{ij} F_{ij}(P_x) = 4\alpha r_{ij} m_i z_i m_j z_j, \quad 1 \leq i < j \leq n. \]

□

Proposition 4.3. Let $x$ be a $(n - 2)$-dimensional central configuration with semi-integer exponent $a \in \mathbb{Z} \setminus \{0\}$ and $P_x \in \mathbb{C}^{q+2n+1}$ one associated point. Consider the polynomials

\[ \Psi_i^a = \begin{cases} \sum_{i=1}^{n} R_{li}^{-2a+1} \frac{\partial F}{\partial R_{lij}} Z_1^{l-1} + ... + R_{ni}^{-2a+1} \frac{\partial F}{\partial R_{nij}} Z_n^{n-1}, & \text{if } a < 0, \\ \prod_{(k,l) \neq (1,i)} R_{kl}^{2a-1} \frac{\partial F}{\partial R_{kl}} Z_1^{l-1} + ... + \prod_{(k,l) \neq (1,n)} R_{kl}^{2a-1} \frac{\partial F}{\partial R_{kl}} Z_n^{n-1}, & \text{if } a > 0, \end{cases} \]

i=1,...,n. Then, for every $a \in \mathbb{Z} \setminus \{0\}$, the equations $\Psi_i^a(P_x) = 0$ do not hold simultaneously.

Proof. We prove this result only in the case $a < 0$, the other case is similar. Using equations (4.5) we obtain, for each $i = 1, \cdots, n$,

\[ \Psi_i^a(P_x) = r_{li}^{-2a+1} \frac{\partial F}{\partial R_{lij}}(P_x) Z_1^{l-1} + ... + r_{ni}^{-2a+1} \frac{\partial F}{\partial R_{nij}}(P_x) Z_n^{n-1} = 4\alpha m_i z_i (m_1 r_{12}^{2a+2} z_1^2 + ... + m_n r_{n1}^{-2a+2} z_n^2). \]

The quantities $z_i$ are all real or all pure imaginary and at least two of them are non-zero. Besides, the masses and mutual distances are strictly positive and the constant $\alpha$ is non-zero. Hence, the equations $\Psi_i^a(P_x) = 0$ cannot vanish simultaneously. □

Proposition 4.4. For every $a \in \mathbb{Z} \setminus \{0\}$, the quasi-affine algebraic set

\[ V^a = \tilde{V}^a \setminus (W_1 \cup W_2 \cup W_3^a) \]
contains every points $P_x$ associated to $(n-2)$—dimensional central configurations, where

$$W_1 = \{(r,z,\Delta_0,m) \in \mathbb{C}^{q+2n+1} : \prod_{i<j} R_{ij} = 0\},$$

$$W_2 = \{(r,z,\Delta_0,m) \in \mathbb{C}^{q+2n+1} : F_{ij}(P_{ij}^2) = 0\},$$

$$W_3^a = \{(r,z,\Delta_0,m) \in \mathbb{C}^{q+2n+1} : \Psi_i^n = 0, \quad i = 1, \ldots, n\}.$$

Proof. Consider $P_x \in f_a(X^a)$, where $f_a$ as in Theorem 4.1. By construction of $f_a$, $P_x \in \tilde{V}^a$. Note that $P_x$ not belongs to $W_1$ because the mutual distances $r_{ij}$ associated to a $(n-2)$—dimensional central configuration are non-zero.

By Proposition 3.5 applied in the case $k = n-2$, $P_x \notin W_2$. Finally, as consequence of the Proposition 4.3 $P_x \notin W_3^a$. This proves the result. $\Box$

Note that $V^a$ contains points of $\mathbb{C}^{q+2n+1}$ which are not associated to central configurations. We also denote the points of $V^a$ by $P$.

5. The Jacobian Criterion

In this section we present the fundamental tool we use in order to calculate the dimension of $V^a$. The references for this section are [Sha94] and [SKKT00].

Let $W$ be an affine algebraic set with ideal $I(W) = \langle G_1, \ldots, G_l \rangle$, where $G_1, \ldots, G_l \in \mathbb{K}[Y_1, \ldots, Y_n]$ and $\mathbb{K}$ is an algebraically closed field of zero characteristic. Let $Q$ be a point of $W$. The tangent space of $W$ at $Q$ is the linear variety

$$\Theta_Q W = Z(dG_1|_Q(Y-Q), \ldots, dG_l|_Q(Y-Q)) \subset \mathbb{A}^n_n,$$

where $\mathbb{A}^n_n$ denotes de $n$—dimensional affine space over $\mathbb{K}$ and $Y = (Y_1, \ldots, Y_n)$. It can be proved that the tangent space is independent of the choice of generators for the ideal $I(W)$.

Definition 5.1. The dimension of an algebraic set $W$ at a point $Q \in W$, denoted by $\dim_Q W$, is the maximum of the dimensions of the irreducible components of $W$ that contain $Q$. A point $Q$ is said to be nonsingular if $\dim_Q W = \dim(\Theta_Q W)$.

Theorem 5.2 (Jacobian criterion). Let $W$ be an affine algebraic set with ideal $I(W) = \langle G_1, \ldots, G_l \rangle$. Then $Q$ is a nonsingular point of $W$ if and only if the rank of the Jacobian matrix $J(G_1, \ldots, G_l)(Q)$ of the ideal $I(W)$ at the point $Q$ is equal to $n - \dim_Q W$, where, as usual,

$$J(G_1, \ldots, G_l)(Q) = \left(\frac{\partial G_k}{\partial Y_j}(Q)\right)_{1 \leq k \leq l, \ 1 \leq j \leq n}.$$

It can be proved that $W$ is a quasi-projective algebraic set then

$$\dim(\Theta_Q W) \geq \dim_Q W,$$

$\forall Q \in W$ and it is easy to see that $\dim W = \max_{Q \in W} \dim_Q W$. This gives an upper bound for $\dim(W)$ in terms of the rank of the Jacobian matrix.
6. The Jacobian Criterion and Generic Finiteness

In [Moe01], Moeckel defined an algebraic set very similar to \( V^a \) as in Proposition 4.4, for \( a = -3/2 \), and computed its dimension using the fibre dimension Theorem and resultants. In this section, by using Jacobian criterion, we prove that \( \dim V^a \leq n \) for each \( a \in \mathbb{R} \setminus \{0\} \). This permits us to extend the generic finiteness result obtained in [Moe01] for potentials with semi-integers exponents. We work only in the case \( a < 0 \), because the case \( a > 0 \) is similar. Remember that the case \( a = 0 \) is trivial.

For a point \( P = (r, z, \Delta_0, m) \in V^a \), the Jacobian matrix \( J(g_{ij}^a, F, \Gamma_l)(P) \) is the \((q + n + 2) \times (q + 2n + 1)\) block matrix given by

\[
\begin{pmatrix}
\begin{bmatrix}
\frac{\partial g_{ij}^a}{\partial R}(P) & \frac{\partial g_{ij}^a}{\partial Z}(P) \end{bmatrix}_{q \times q} & \begin{bmatrix}
\frac{\partial g_{ij}^a}{\partial \Delta, \Gamma}(P) \end{bmatrix}_{q \times (n+1)} \\
\begin{bmatrix}
\frac{\partial F}{\partial R}(P) \end{bmatrix}_{1 \times q} & \begin{bmatrix}
\frac{\partial F}{\partial Z}(P) \end{bmatrix}_{1 \times n} & \begin{bmatrix}
\frac{\partial F}{\partial \Delta, \Gamma}(P) \end{bmatrix}_{1 \times (n+1)} \\
\begin{bmatrix}
\frac{\partial \Gamma_l}{\partial R}(P) \end{bmatrix}_{(n+1) \times q} & \begin{bmatrix}
\frac{\partial \Gamma_l}{\partial Z}(P) \end{bmatrix}_{(n+1) \times n} & \begin{bmatrix}
\frac{\partial \Gamma_l}{\partial \Delta, \Gamma}(P) \end{bmatrix}_{(n+1) \times (n+1)}
\end{pmatrix},
\end{pmatrix}
\]

where \( F(R) \) is the determinant of the Cayley-Menger matrix \( A(R) \), \( \Gamma_0 = \sum_{j=1}^n M_j Z_j, \Gamma_l = \Delta + \sum_{j=1}^n M_j Z_j R_{jl}^2, \ l = 1, \ldots, n \), and

\[
g_{ij}^a = \begin{cases}
R_{ij}^{2a} - 1 - Z_i Z_j, & \text{if } a > 0, \\
R_{ij}^{-2a}(Z_i Z_j + 1) - 1, & \text{if } a < 0,
\end{cases}
\]

for which \( 1 \leq i < j \leq n \).

Now, we estimate the rank of \( J(g_{ij}^a, F, \Gamma_l)(P) \) calculating the rank of its blocks.

**Lemma 6.1.** Consider

\[
J(g_{ij}^a, F)(P) = \begin{pmatrix}
\frac{\partial g_{ij}^a}{\partial R}(P) & \frac{\partial g_{ij}^a}{\partial Z}(P) \\
\frac{\partial F}{\partial R}(P) & \frac{\partial F}{\partial Z}(P)
\end{pmatrix},
\]

If \( a < 0 \), for every point \( P \in V^a \), \( J(g_{ij}^a, F)(P) \) has a non-singular square submatrix \( H(P) \) of order \( q + 1 \). In particular, \( J(g_{ij}^a, F)(P) \) has maximal rank.

**Proof.** Let \( \delta_{ij} \) be the Kronecker's delta. Using the fact that \( P \in V^a \) we get \( \frac{\partial g_{ij}^a}{\partial R_{kl}}(P) = \delta_{ik} \delta_{jl} (-2a) \), for which \( 1 \leq i < j \leq n \) and \( 1 \leq k < l \leq n \). Hence, \( \frac{\partial g_{ij}^a}{\partial R}(P) \) is a diagonal matrix of entries \( \frac{-2a}{r_{ij}} \). Moreover, \( \frac{\partial F}{\partial Z}(P) \) is a matrix whose entries is given by \( \frac{\partial F}{\partial Z_i}(P) = r_{ij} (\delta_{ij} z_j + \delta_{ji} z_i) \), \( \frac{\partial F}{\partial R}(P) \) is the gradient of \( F \) and \( \frac{\partial F}{\partial Z}(P) \) is a null matrix.

By definition of \( V^a \), applying a linear isomorphism, if necessary, we have that every point \( P \in V^a \) does not satisfy the equation:

\[
\Psi_r^a(P) = r_{12}^{-2a+1} \frac{\partial F}{\partial R_{12}}(P) z_2 + \ldots + r_{1n}^{-2a+1} \frac{\partial F}{\partial R_{1n}}(P) z_n = 0.
\]
By selecting the first $q + 1$ rows and columns of $J(g^a_{ij}, F)(P)$, we get the following submatrix $(q + 1) \times (q + 1)$:

$$
H(P) = \begin{pmatrix}
\frac{-2a}{r_{12}} & \cdots & 0 & \cdots & 0 & r_{12}^{-2a} z_2 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \frac{-2a}{r_{1n}} & \cdots & 0 & r_{1n}^{-2a} z_n \\
0 & \cdots & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \cdots & \frac{-2a}{r_{(n-1)n}} & 0 \\
\frac{\partial F}{\partial R_{12}}(P) & \cdots & \frac{\partial F}{\partial R_{1n}}(P) & \cdots & \frac{\partial F}{\partial R_{(n-1)n}} (P) \\
\end{pmatrix}.
$$

Applying the column operations:

$$
C_{q+1} \to \frac{1}{2a} r_{1(i+1)}^{-2a+1} z_{i+1} C_1 + C_{q+1}, \quad i = 1, \ldots, n - 1,
$$
on $H(P)$, we obtain

$$
\tilde{H}(P) = \begin{pmatrix}
\frac{2a}{r_{12}} & \cdots & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \frac{2a}{r_{1n}} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \cdots & \frac{-2a}{r_{(n-1)n}} & 0 \\
\frac{\partial F}{\partial R_{12}}(P) & \cdots & \frac{\partial F}{\partial R_{1n}}(P) & \cdots & \frac{\partial F}{\partial R_{(n-1)n}} (P) \\
\end{pmatrix},
$$

where

$$
\gamma = \frac{1}{2a} \left( r_{12}^{-2a+1} \frac{\partial F}{\partial R_{12}}(P) z_2 + \cdots + r_{1n}^{-2a+1} \frac{\partial F}{\partial R_{1n}} (P) z_n \right) = \frac{\Psi_i^q(P)}{2a}.
$$

The determinant of the matrix above is given by the product of the elements on the diagonal. Therefore it is given by $-(-2a)^{q-1} \Psi_i^q(P) \prod r_{ij}^{-1} \neq 0$, since $P \notin W_1$. Hence $J(g^a_{ij}, F)(P)$ has maximal rank. \hfill \Box

Let $V^a = V_1 \cup \ldots \cup V_b$ the decomposition of $V^a$ in irreducible components and consider the algebraic sets $D_k = \{(r, z, \Delta_0, m) \in V^a : Z_k = 0\}$, $k = 1, \ldots, n$. We have two cases for consider: $V_i \nsubseteq D_k, \forall k$ or $V_i \subset D_k$ for some $k$.

To compute de dimension of $V^a$ we need to calculate the rank of

$$
(6.1) \quad \begin{pmatrix}
\frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \\
\end{pmatrix} = \begin{pmatrix}
0 & z_1 & z_2 & z_3 & \cdots & z_n \\
1 & 0 & z_1 r_{12}^2 & z_2 r_{13}^2 & \cdots & z_n r_{1n}^2 \\
1 & z_1 r_{12}^2 & 0 & z_2 r_{23}^2 & \cdots & z_n r_{2n}^2 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & z_1 r_{1n}^2 & z_2 r_{2n}^2 & z_3 r_{3n}^2 & \cdots & 0 \\
\end{pmatrix},
$$
in the two cases above.
Lemma 6.2. Let $V_i$ be an irreducible component of $V^a$. If $V_i \not\subset D_k$, $\forall k$, there exists an open subset $U \subset V_i$ such that for each $P \in U$, $\begin{bmatrix} \frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \end{bmatrix}$ has rank $n$. In particular, for each $P \in U$, $\begin{bmatrix} \frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \end{bmatrix}$ has a non-singular square submatrix $G$ of order $n$.

Proof. There exists an open subset $U \subset V_i$ such that if $P = (r, z, \Delta_0, m) \in U$ then $z_i \neq 0$, $\forall i$. Note that, if $P \in U$, then $\begin{bmatrix} \frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \end{bmatrix}$ and $A(r)$ are columns equivalent, so $\text{rank} \left( \begin{bmatrix} \frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \end{bmatrix} \right) = \text{rank}(A(r))$ which is equal to $n$, by Proposition 6.1. □

In order to estimate the dimension of the irreducible components of $V^a$, we remark that if $V$ is an irreducible algebraic set and $U$ is an open subset in the induced topology on $V$ then $\overline{U} = V$, $\dim U = \dim V$ and $I(V) = I(U)$.

Proposition 6.3. If $V_i \not\subset D_k$, $\forall k$, then $V_i$ has dimension at most $n$.

Proof. Let $U \subset V_i$ be as in the Lemma 6.2. For $P \in U$, there exists, $M(P)$, a square submatrix of order $q + n + 1$ of $J(g_{ij}^P, F, \Gamma_i)(P)$ such that:

$$M(P) = \begin{pmatrix} H_{(q+1) \times (q+1)} & 0_{(q+1) \times n} \\ Y_{n \times (q+1)} & G_{n \times n} \end{pmatrix}$$

for which, $H$ as in the Lemma 6.1, $G$ is like in the Lemma 6.2, $0_{(q+1) \times n}$ is a null submatrix of $\begin{bmatrix} \frac{\partial (g_{ij}^P, F)}{\partial (\Delta, M)} \end{bmatrix}$ and $Y$ is a submatrix of $\begin{bmatrix} \frac{\partial \Gamma_i}{\partial (R, Z)} \end{bmatrix}$. Since $M(P)$ is block triangular and the matrices $H$ and $G$ are non-singular, $M(P)$ is non singular of order $n + q + 1$. Hence, by the Jacobian criterion, $\dim_P(U) = \dim_P(V_i) \leq n$. This implies that $\dim(U) = \dim(V_i) \leq n$. □

Lemma 6.4. Let $V_i$ be an irreducible component of $V^a$ such that $V_i \subset D_k$ for some $k$, then there exists an open subset $U \subset V_i$ and $t \in \{1, \ldots, n\}$ such that for each $P \in U$, we have that $Z_1, \ldots, Z_t \in I(U)$ and $n - t \leq \text{rank} \left( \begin{bmatrix} \frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \end{bmatrix} \right) \leq (n - t) + 1$. In particular, for each $P \in U$, $\begin{bmatrix} \frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \end{bmatrix}$ has a non-singular square submatrix $G$ of order $n - t$ or $n - t + 1$.

Proof. In this case we can suppose, without loss of generality, that there exists unique $t \in \{1, \ldots, n\}$ such that $V_i \subset \cap_{k=1}^t D_k$ and $V_i \not\subset D_{t+1}, \ldots, D_n$. There exists an open subset $U \subset V_i$ such that, for every $P \in U$, we have that $z_1 = \ldots = z_t = 0$ and $z_{t+1}, \ldots, z_n \neq 0$. In particular, $Z_1, \ldots, Z_t \in I(U)$. Let $v_0, v_1, \ldots, v_n$ be the column vectors of $\begin{bmatrix} \frac{\partial \Gamma_i}{\partial (\Delta, M)}(P) \end{bmatrix}$ in (6.1). All the entries of the columns $v_1, \ldots, v_t$ are equal to zero. The columns $v_0, v_{t+1}, \ldots, v_n$ are, up to rescaling with a non-zero constant, column vectors of the matrix $A(r)$. Since $A(r)$ has rank $n$, no more than one of the $n - t + 1$ column vectors is a linear combination of the others, so the linear space generated by them has dimension $n - t$ or $n - t + 1$. Hence we get the desired inequality. □
Proposition 6.5. If \( V_i \subset D_k \), for some \( k \), then \( \dim V_i \leq n \).

Proof. Let \( U \subset V_i \) and \( t \in \{1,...,n\} \) like in Lemma 6.3. The polynomials \( g_{ij}^a \), \( F, \Gamma_i, Z_1,...Z_t \) belong to the ideal of \( U \). Analogous to the proof of the Proposition 6.3 consider, for every \( P \in U \), the following submatrix of \( J(g_{ij}^a,F,\Gamma_i,Z_1,...Z_t)(P) \):

\[
M(P) = \begin{pmatrix}
H_{(q+1)\times(q+1)} & 0_{(q+1)\times t} \\
Y_{u\times(q+1)} & G_{u\times u} & 0_{u\times t} \\
0_{t\times(q+1)} & 0_{t\times u} & I_{t\times t}
\end{pmatrix}_{(q+n+1)\times(q+n+1)}
\]

for which \( H \) is as in the Lemma 6.3, \( G \) is a square submatrix of \( \frac{\partial F_i}{\partial (\Delta, M)}(P) \) of maximal rank and \( 0_{t\times(q+1)}, 0_{t\times u} \) and \( I_{t\times t} \), the identity matrix of order \( t \), are submatrices of \( J(Z_1,...,Z_t)(P) \). Note that, by Lemma 6.3, the order of \( G \) is \( u = n - t \) or \( (n - t) + 1 \). Since \( M(P) \) is block-diagonal, and the matrices \( H, G \) and \( I \) are non-singular, \( M(P) \) is non singular. In this way, the rank of the Jacobian matrix \( J(g_{ij}^a,F,\Gamma_i,Z_1,...Z_t)(P) \) is greater than or equal to \( n + q + 1 \). So, by Jacobian criterion, \( \dim P(U) = \dim P(V_i) \leq n \) and, consequently, \( \dim(U) = \dim(V_i) \leq n \). 

\[ \square \]

Theorem 6.6. \( \dim(V^a) \leq n \), for every \( a \in \frac{\mathbb{Z}}{2} \setminus \{ 0 \} \).

Proof. For every point \( P \in V^a \), we have that \( \dim P V_i \leq n \), for every component \( V_i \) of \( V \) such that \( P \in V_i \). Hence \( \dim P V^a \leq n \) for every point \( P \in V^a \). Since \( \dim V^a = \max_{P \in V^a} \dim P V^a \), the result holds. 

\[ \square \]

Now, we will follow the last section in [Moe01] in order to obtain the result of generic finiteness for central configurations with homogeneous semi-integer potentials.

Consider the projection \( \pi : V^a \rightarrow \mathbb{C}^n \) such that \( \pi(r,z,\Delta_0,m) = m \). Note that \( \pi \) is a regular morphism. If the restriction of \( \pi \) to \( V_i \) is a dominant map we say that \( V_i \) is mass dominant.

Theorem 6.7. There exists an algebraic set \( \tilde{B} \subset \mathbb{C}^n \), such that if \( m \in \mathbb{C}^n \setminus \tilde{B} \), then the fibre \( \pi^{-1}(m) \) is finite.

Proof. If \( V_i \) is not mass dominant, defining \( B_i = \overline{\pi(V_i)} \) for every \( m \in \mathbb{C}^n \setminus B_i \), \( \pi^{-1}(m) \cap V_i \) is empty.

If \( V_j \) is mass dominant, then \( \dim V_i \geq \dim \mathbb{C}^n = n \). Hence \( \dim(V_j) = n \). Since the projection is regular, \( V_j \) and \( \mathbb{C}^n \) are irreducible, by the fibre dimension Theorem, we have that there exists an closed set \( A_j \) such that if \( m \in \mathbb{C}^n \setminus A_j \), then \( \pi^{-1}(m) \cap V_j \) is finite.

Consider \( \tilde{B} = ((\cup_i B_i) \cup (\cup_j A_j)) \). By choosing \( m \in \mathbb{C}^n \setminus \tilde{B} \) we have that the fibre \( \pi^{-1}(m) \) is finite. 

\[ \square \]
Theorem 6.8. There exists a proper subvariety of the space of mass, $B \subset \mathbb{R}^n$, such that if $m \in \mathbb{R}^n \setminus B$, then for every $a \in \frac{\mathbb{R}}{2}$, $m$ admits only a finite number of $(n - 2)$-dimensional central configurations of dimension $\delta(x) = n - 2$ with potential $U_a$ up to symmetry.

Proof. If the proper subvariety $\bar{B} \subset \mathbb{C}^n$ is the algebraic set obtained in Theorem 6.7 then we have that $B := \bar{B} \cap \mathbb{R}^n \subset \mathbb{R}^n$ is a proper subvariety of $\mathbb{R}^n$, and if $m \in \mathbb{R}^n \setminus B$ the fibre $\pi^{-1}(m)$ is finite. This implies that for a fixed generic mass vector $m$, we have a finite number of possibilities for the mutual distances $r_{ij}$ associated to a $(n - 2)$-dimensional central configurations. The mutual distances determine the configurations up to rotation and reflection. Hence, the Theorem is proved.

Remark 6.9. Let $x$ be a $(n - 2)$-dimensional central configurations with at least one negative mass. Note that, using the same argument of the Proposition 4.1 we can associate $x$ to the points $P_x$ and $P^*_x \in \bar{V}_a$. However, in this case, Propositions 4.3 and 4.4 are no longer true. In the other hand, if $\dim_{P_2}(V_a) > n$ then the fibre $\pi^{-1}(m)$ in $\bar{V}_a$ has dimension greater than or equal to 1. Hence, we believe that is possible to produce continuum of $(n - 2)$-central configurations searching points $P_x \in W_3 \cap \bar{V}_a$ and $\dim_{P_2}(V_a) > n$.

Finally, we prove that for a generic choice of masses the number of the correspond $(n - 2)$-dimensional central configurations has an upper bound that is independent of the choice of $m$.

Denote a point $(r_{12}, \ldots, r_{(n-1)n}, \kappa, w_1, \ldots, w_n) \in \mathbb{R}^{q+n+1}$ by $(r, \kappa, w)$. Following again the last section of [Moe01], we use a Theorem provided by Thom and Milnor ([Mil64] and [Tho65]):

Theorem 6.10. Consider $f_1, \ldots, f_m \in \mathbb{R}[x_1, \ldots, x_n]$ and define the set $X = \{x \in \mathbb{R}^n : f_1 = \ldots = f_m = 0\}$. Then, the number of connected components $X$ is lower or equal to $\beta(2(2 - 1)^{n-1}$, for which $\beta = \max\{\deg(f_1), \ldots, \deg(f_m)\}$. 

Theorem 6.11. If $n \geq 4$, for every $m = (m_1, \ldots, m_n) \in \mathbb{R}^n \setminus B$, the number of $(n - 2)$-dimensional central configurations with mass $m_1, \ldots, m_n$ and potential $U_a$, $a \in \frac{\mathbb{R}}{2}$ is less than or equal to $\beta(2(2 - 1)^{\frac{n}{2}+n}$, where $\beta$ is $\max\{-2a + 2, 2n\}$ if $a < 0$ and $\max\{2a, 2n\}$ if $a > 0$.

Proof. We prove the Theorem for $a > 0$. For the case $a < 0$ the proof is analogous. Choose $m = (m_1, \ldots, m_n) \in \mathbb{R}^n \setminus B$. Every $(n - 2)$-dimensional central configuration associated to $m$ belongs to the set

$$X_m = \{(r, \kappa, w) \in \mathbb{R}^{q+n+1} : F = 0, \tilde{g}_{ij}^a = 0, \Omega_0 = 0, \Omega_i - \Omega_j = 0\},$$

for which $1 \leq i < j \leq n$, $\tilde{g}_{ij}^a = R_{ij}^2 - 1 - K W_i W_j$, $F$ is the determinant of the Cayley-Menger matrix $A(R)$, $\Omega_0 = \sum_{k=1}^{n} m_k W_k$, $\Omega_i = \sum_{k=1}^{n} m_k W_k R_{kl}^2$ and the masses $m_1, \ldots, m_n$ are constants. Note that $\tilde{g}_{ij}^a$, $F$, $\Omega_0$ and $\Omega_i$ belong to $\mathbb{R}[R_{12}, \ldots, R_{(n-1)n}, K, W_1, \ldots, W_n]$. By Theorem 6.10 every point of $X_m$ is associated at two points of $\pi^{-1}(m)$, so $X_m$ is finite. Observe that $\deg(F) = \ldots$
2n, \( \deg(\delta_{ij}) = 2a \), for every \( a > 0 \), \( 1 \leq i < j \leq n \), and \( \deg(\Omega_j) \leq 3 \) for every \( 0 \leq j \leq n \). Since \( n \geq 4 \) implies \( 2n > 2 \), the maximum degree of the polynomials that define the set \( X \) is \( \beta = \max\{2a, 2n\} \). Observe that \( \beta \) is independent of the choice of masses. By Theorem 6.10 the number of connected components of \( X \) is at least \( \beta(2\beta - 1)^{q+n} \). Since \( X_m \) is finite, every point of \( X \) determines your connected component. In particular, every \((n - 2)\)-dimensional central configuration associated to \( m \) determines an unique connected component of \( X_m \). This proves the result. \( \square \)
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