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Abstract. Numerical realization of mathematical models always induces errors to the computational models, thus affecting both predictive simulations and related inversion results. Especially, inverse problems are typically sensitive to modeling and measurement errors, and therefore the accuracy of the numerical model is a crucial issue in inverse computations. For instance, in problems related to partial differential equation models, the implementation of a numerical model with high accuracy necessitates the use of fine discretization and realistic boundary conditions. However, in some cases realistic boundary conditions can be posed only for very large or even unbounded computational domains. Fine discretization and large domains lead to very high-dimensional models that may be of prohibitive computational cost. Therefore, it is often necessary in practice to use coarser discretization and smaller computational domains with more or less incorrect boundary conditions in order to decrease the dimensionality of the model. In this paper we apply the recently proposed approximation error approach to the problem of incorrectly posed boundary conditions. As a specific computational example we consider the imaging of conductivity distribution of soil using electrical resistance tomography. We show that the approximation error approach can also be applied to domain truncation problems and that it allows one to use significantly smaller scale forward models in the inversion.

1. Introduction

As is common to all inverse problems, the accuracy of the reconstructions is drastically affected by errors associated with the computational forward model that is used to predict the observed variables. Even in cases in which it is possible to construct an accurate mathematical model to describe the behavior of the system of interest, numerical realization of the model introduces modeling errors, which are called the approximation errors [15]. For instance, in problems related to partial differential equations, the approximation errors originate from the discretization and/or an inappropriately selected computational domain for which it is difficult or impossible to impose accurate boundary conditions. The implementation of a
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A numerical model of adequate accuracy may require dense spatial discretization of a very large computational domain. The resulting numerical model is usually very high-dimensional and the computational cost may be excessive for inverse computations. Therefore, it is necessary to implement reduced forward models by using coarser discretization and smaller computational domain. While it is obvious that forward models are approximations of the real system behavior and may thus suffer from various systematic and random modeling errors, the impact of these errors on the estimates is often ignored or accounted for only in an ad hoc manner (e.g., by increasing the variances for the observation errors [28]). Neglecting approximation errors results in a potentially significant estimation bias or other inversion artifacts.

Recently, a novel approach for treating approximation errors has been proposed [15, 16]. The basic principle of the approximation error theory is to construct a statistical model describing the approximation errors, and include this information in the inverse calculation. So far, the focus of approximation error modeling has been on the impact of discretization errors. For example, the approach has been successfully applied to inverse problems in optical diffusion tomography [2], demonstrating that modeling approximation errors and taking them into account in data processing allows for the use of a significantly coarser discretization without loss of estimation accuracy.

In this paper the objective is to extend the idea of approximation error theory to modeling the errors due to domain truncation and incorrect boundary conditions. A statistical model for these errors can be constructed in a way that is similar to the approach used for handling discretization errors. As mentioned above, truncating the domain requires specifying appropriate boundary conditions for the subdomain. These boundary conditions typically depend on the solution obtained with the unbounded model, are difficult to determine, and are thus likely to introduce unwanted effects that detrimentally impact the inverse solution. Techniques such as infinite element methods and perfectly matched layer methods have been proposed to overcome the difficulties in handling the domain truncation effects [5, 4]. Unfortunately, these methods are not applicable in a general case.

Apart from problems that are induced by partial differential equations, similar types of problems arise in other fields. For example, in image processing data may be missing from either the external boundary or from the inside of the image area. The related deconvolution and in-painting problems have been recently solved using a similar approach as the one proposed in this paper [6, 7].

As an example application for modeling the errors due to domain truncation we consider electrical resistance tomography (ERT) employed to geophysical imaging. The objective of geophysical ERT is to obtain information on the subsurface structures and/or hydraulic properties of the soil with electrical measurements [11, 20, 10]. The problem in constructing the ERT forward model is to determine sufficiently large computational domain so that the standard assumption of negligible currents across the boundary holds true. The effects of domain truncation on estimates from electrical impedance tomography have been examined in [27] in which it was found that the computational domain has to be extended far beyond the region of interest. We construct a statistical model for the errors due to the incorrect boundary condition and discretization in a specific measurement set-up. The benefits of the utilization of the error model are examined in inverse computations.
In geophysical applications, potential sources of approximation errors are numerous. Kowalsky et al. [17] analyzed the systematic errors related to the use of an oversimplified straight-ray model for the simulation of ground-penetrating radar data. They accounted for this error by estimating a constant bias parameter along with hydrogeological and petrophysical parameters during the joint inversion of hydrological and geophysical data. Singha and Gorelick [22] used ERT for the imaging of a saline tracer plume. They noted that the use of standard tomographic inversion techniques yielded a biased estimate of the concentration mass and plume size due to inversion artifacts from regularization and variable measurement sensitivity as well as limitations in Archie’s law, which relates electrical conductivities to solute concentrations. Errors in petrophysical models are usually addressed by estimating site-specific relationships [1]. The problem of correlation loss incurred by upscaling core-scale petrophysical relationships to the pixel scale used in ERT and radar-based methods is discussed by Day-Lewis et al. [12]. Linde et al. (2006) [18] analyzed the impact of unaccounted borehole deviations on inverted ground-penetrating radar data. Cooley and Christensen [9] incorporated a second-moment matrix of the model errors into the weight matrix used in weighted nonlinear regression methodologies, thus reducing the estimation bias and improving the assessment of model uncertainties. Finally, Drecourt et al. [14] implemented a bias error covariance matrix into a colored noise Kalman filter and demonstrated its performance in a one-dimensional, saturated groundwater flow problem where a constant and drifting bias was introduced by specifying false boundary conditions.

The paper is organized as follows: A brief summary of the ERT observation model is given in Section 2. In Section 3, we review the fundamentals of statistical inversion theory and summarize the approximation error theory. The results from a synthetic ERT inversion are presented in Section 4.

2. ELECTRICAL RESISTANCE TOMOGRAPHY

Electrical resistance tomography is an imaging method in which the internal structure of the target of interest is imaged based on measurements of electrical current and the related potential. Alternating currents are injected into the target zone through electrodes placed on the boundary or within the object of interest. The currents generate a potential distribution, and potential differences between electrode pairs are measured. The objective of ERT is to reconstruct the electrical conductivity distribution within the target based on the measured potential differences.

The inverse problem needs to be based on a forward model that appropriately relates the conductivity distribution and voltages between the electrode pairs. We use the complete electrode model (CEM) [8, 23] as an accurate and realistic representation of the system. The CEM is governed by the following elliptic partial differential equation and boundary conditions:

\[
\nabla \cdot (\sigma(\vec{r})\nabla u(\vec{r})) = 0, \quad \vec{r} \in \Omega \subset \mathbb{R}^{2,3}
\]

\[
u(\vec{r}) + z_\ell \sigma(\vec{r}) \frac{\partial u}{\partial \vec{n}} = U_\ell, \quad \vec{r} \in e_\ell, \quad \ell = 1, 2, \ldots, N_{el}
\]

\[
\int_{e_\ell} \sigma(\vec{r}) \frac{\partial u(\vec{r})}{\partial \vec{n}} dS = I_\ell, \quad \vec{r} \in e_\ell, \quad \ell = 1, 2, \ldots, N_{el}
\]

\[
\sigma \frac{\partial u}{\partial \vec{n}} = 0, \quad \vec{r} \in \partial \Omega \setminus \bigcup_{\ell=1}^{N_{el}} e_\ell,
\]
where $\vec{r}$ is the position vector, $u(\vec{r})$ is the potential distribution in $\Omega$, $\sigma(\vec{r})$ is the conductivity distribution, $N_{el}$ is the number of electrodes, $e_\ell$ is the patch on the (internal or external) boundary $\partial \Omega$ corresponding to the location of the $\ell$th electrode, $z_\ell$ is the contact impedance between the $\ell$th electrode and the object to be imaged, $U_\ell$ is the potential on the $\ell$th electrode, and $I_\ell$ the current injected through electrode $e_\ell$. The currents must satisfy the following charge conservation law:

$$\sum_{\ell=1}^{N_{el}} I_\ell = 0.$$ 

In addition, a reference level for the potential is defined by setting

$$\sum_{\ell=1}^{N_{el}} U_\ell = 0.$$ 

Given the injected currents, the ERT forward model can be formally written using the CEM as

$$V = R(\sigma(\vec{r})) + v,$$

where the vector $V \in \mathbb{R}^{N_V}$ contains the measured voltages between $N_V$ electrode pairs, and $v$ is the measurement error resulting from non-ideal operation of the data collection system. The inverse problem consists of estimating the conductivity distribution $\sigma(\vec{r})$ given the data $V$. Since no analytical solutions exist for the geometric conditions encountered in practical applications, the solution of the inverse problem is sought numerically. For this numerical solution, the mapping $R(\sigma(\vec{r}))$ is approximated with a finite-dimensional model

$$V = R(\sigma) + v.$$ 

Here, $\sigma \in \mathbb{R}^N$ is a high-resolution discrete approximation for $\sigma(\vec{r})$ using a very large model domain, where $N$ is the number of conductivity values. The approximate model $R(\sigma) : \mathbb{R}^N \to \mathbb{R}^{N_V}$ can be constructed using, e.g., the finite element method (FEM), boundary element method (BEM) [26, 25], or any other suitable numerical scheme.

In cases where the domain $\Omega$ is large, accurate numerical implementation may lead to very high-dimensional problems which are difficult or very time-consuming to solve. The problem size can be reduced by either using a coarser discretization and/or by truncating the model domain to a smaller subdomain $\Omega_c \subset \Omega$. In ERT, the parts of $\Omega$ where the current density $\vec{j}(\vec{r}) = -\sigma(\vec{r}) \nabla u(\vec{r})$ is believed to be sufficiently small are typically neglected, and the problem is solved on a truncated subdomain. However, if the selected subdomain is too small, the assumed boundary condition (4) is not accurately fulfilled. Replacing (4) with a realistic boundary condition is difficult or impossible as it depends on the unknown conductivity distribution outside the modeled subdomain. On the other hand, increasing the size of the subdomain may make the problem computationally intractable. In the following section, we propose an approach to account for the errors induced by (a) domain truncation (i.e., imposing incorrect boundary conditions) and (b) by the finite discretization used in the numerical forward model.

3. Methods

In this section we provide the fundamentals of modeling approximation errors and its implementation. We begin with statistical inversion theory [15, 24], which
is the basis of the approximation error theory. As mentioned before, we assume that the infinite-dimensional model $R(\sigma(\vec{r}))$ in (6) can be approximated with sufficient accuracy using the finite-dimensional model $R(\sigma): \mathbb{R}^N \rightarrow \mathbb{R}^{N_V}$.

3.1. Statistical interpretation of inverse problems. In statistical inversion theory all variables are considered as random variables. Given the measurements, the primary objective in statistical inversion is to determine the posterior probability density of the quantity of interest. The posterior density can be understood as the solution of the inverse problem, providing the basis for computing various point estimates as well as spread and interval estimates.

Let us assume that the continuous random variables $\sigma \in \mathbb{R}^N$ and $V \in \mathbb{R}^{N_V}$ have a joint probability density $\pi(\sigma, V)$. According to the rule of conditional densities, the joint density can be expressed as

$$\pi(\sigma, V) = \pi(\sigma|V)\pi(V) = \pi(V|\sigma)\pi(\sigma),$$

where the marginal densities are

$$\pi(V) = \int_{\mathbb{R}^N} \pi(\sigma, V) \, d\sigma \quad \text{and} \quad \pi(\sigma) = \int_{\mathbb{R}^{N_V}} \pi(\sigma, V) \, dV.$$

From (7) we obtain the conditional probability density

$$\pi(\sigma|V) = \frac{\pi(V|\sigma)\pi(\sigma)}{\pi(V)},$$

which is the well-known Bayes’ rule. Once observations are obtained, Bayes’ formula allows us to calculate the posterior density.

Above we assumed that the joint probability density $\pi(\sigma, V) = \pi(V|\sigma)\pi(\sigma)$ is known. The density $\pi(V|\sigma)$, which is called the likelihood density, is specified by the observation model $R(\sigma)$ and the statistical properties of the observation noise $v$. In addition, the marginal density $\pi(\sigma)$ must be specified. In statistical inversion, the density $\pi(\sigma)$ is called the prior density. The model $\pi(\sigma)$ is constructed on the basis of knowledge on the quantity of interest before any measurements are carried out. The construction of the prior density is a critical step; the choice may strongly affect the posterior density, and may introduce some unwanted bias if there are conceptual inconsistencies between the prior information and the corresponding parameters in the observation model.

In the case of additive Gaussian observation noise, $v = V - R(\sigma) \sim \mathcal{N}(v_*, \Gamma_v)$, where $\mathcal{N}$ denotes a Gaussian density function, the likelihood density is of the form

$$\pi(V|\sigma) \propto \exp \left\{ -\frac{1}{2} (V - R(\sigma) - v_*)^T \Gamma_v^{-1} (V - R(\sigma) - v_*) \right\}.$$

Further, assuming that $\pi(\sigma) = \mathcal{N}(\sigma_*, \Gamma_\sigma)$ and assuming that $v$ and $\sigma$ are mutually independent, the posterior density is

$$\pi(\sigma|V) \propto \exp \left\{ -\frac{1}{2} \left( \sigma - \sigma_* \right)^T \Gamma_\sigma^{-1} (\sigma - \sigma_*) - \frac{1}{2} (V - R(\sigma) - v_*)^T \Gamma_v^{-1} (V - R(\sigma) - v_*) \right\}.$$

In high-dimensional problems, posterior densities are difficult to illustrate; the solution is thus reported by computing point estimates. For example, the maximum a posteriori (MAP) estimate is given by

$$\hat{\sigma}_{\text{MAP}} = \arg \max_\sigma \pi(\sigma|V).$$
Alternatively, the conditional mean (CM) can be calculated as

\[ \hat{\sigma}_{CM} = \mathbb{E}\{\sigma|V\} = \int_{\mathbb{R}^N} \sigma \pi(\sigma|V) \, d\sigma. \]

### 3.2. Modeling approximation errors.

As mentioned in Section 2, minimizing discretization and boundary errors by using an accurate high-resolution model \( R(\sigma) \) with a very large model domain may not be practical because of computational limitations. It is often necessary to use a reduced model, i.e., a model with a smaller computational domain and/or coarser discretization. Let the reduced model be \( R_c(\sigma_c), \ R_c : \mathbb{R}^{N_c} \to \mathbb{R}^{N_V}, \) where the subscript \( c \) refers to the computational subdomain \( \Omega_c \subset \Omega. \) Assume that \( P : \mathbb{R}^N \to \mathbb{R}^{N_c} \) is a linear mapping from \( \mathbb{R}^N \) to the reduced space, i.e., \( \sigma_c = P\sigma. \) Then, the exact model can be written as

\[ V = R(\sigma) + R_c(\sigma_c) - R_c(\sigma_c) + v \]

\[ = R_c(\sigma_c) + [R(\sigma) - R_c(P\sigma)] + v \]

\[ = R_c(\sigma_c) + \epsilon(\sigma) + v \]

\[ = R_c(\sigma_c) + \eta(\sigma, v). \]

The term \( \epsilon(\sigma) \) describing the discrepancy between the accurate model and the reduced model is usually neglected when constructing the posterior density. Depending on the discretization and computational domain associated with the reduced model, the model error \( \epsilon(\sigma) \) may have a significant effect on the solution of the inverse problem [15]. In a statistical framework, the term \( \epsilon(\sigma) \) is considered a random variable because it depends on \( \sigma \sim \pi(\sigma), \) which is a random variable. It is evident that by analyzing the error \( \epsilon(\sigma) \) and taking it into account in the reconstruction, the accuracy of the estimates can be improved.

Given the probability densities \( \pi(\sigma) \) and \( \pi(v), \) the probability density of the random variable \( \eta(\sigma, v) = \epsilon(\sigma) + v \) is

\[ \pi(\eta) = \int_{\mathbb{R}^N} \pi(\eta|\sigma)\pi(\sigma) \, d\sigma. \]

For instance, in the case of Gaussian observation noise \( v \sim \mathcal{N}(v_*, \Gamma_v), \) the conditional density in (8) is of the form

\[ \pi(\eta|\sigma) = \mathcal{N}(R(\sigma) - R_c(P\sigma) + v_*, \Gamma_v). \]

Since the forward models \( R : \mathbb{R}^N \to \mathbb{R}^{N_V} \) and \( R_c : \mathbb{R}^{N_c} \to \mathbb{R}^{N_V} \) are nonlinear, the general expression (8) is difficult to implement, and is thus approximated by a Gaussian distribution, \( \pi(\eta) \sim \mathcal{N}(\eta_*, \Gamma_\eta). \) Assume that a prior probability density \( \pi(\sigma) \) and draw a set of sample conductivities \( S = \{\sigma^{(k)} \in \mathbb{R}^N, k = 1, \ldots, M\}. \) The
set $S$ is used to approximate the mean and covariance of $\eta$ as

\[ \mathbf{\eta} = \int_\mathbb{R}^N \mathbf{\eta} \pi(\mathbf{\eta}) \, d\mathbf{\eta} \]
\[ \approx \frac{1}{M} \sum_{k=1}^{M} \left( R(\sigma^{(k)}) - R_c(\mathbf{P} \sigma^{(k)}) \right) + \mathbf{v} 
\]
\[ = \mathbf{\epsilon} + \mathbf{v} \quad \text{(9)} \]

\[ \mathbf{\Gamma}_{\mathbf{\eta}} = \int_\mathbb{R}^N (\mathbf{\eta} - \mathbf{\eta}_*) (\mathbf{\eta} - \mathbf{\eta}_*)^T \pi(\mathbf{\eta}) \, d\mathbf{\eta} 
\]
\[ \approx \frac{1}{M - 1} \sum_{i=1}^{M} \left( R(\sigma^{(k)}) - R_c(\mathbf{P} \sigma^{(k)}) + \mathbf{\epsilon}_i \right) \left( R(\sigma^{(k)}) - R_c(\mathbf{P} \sigma^{(k)}) + \mathbf{\epsilon}_i \right)^T + \mathbf{\Gamma}_v 
\]
\[ = \mathbf{\Gamma}_\epsilon + \mathbf{\Gamma}_v \quad \text{(10)} \]

Given the Gaussian prior density $\pi(\sigma_c) \sim \mathcal{N}(\sigma_{c*}, \mathbf{\Gamma}_c)$ and the approximation $\pi(\mathbf{\eta}) \sim \mathcal{N}(\mathbf{\eta}_*, \mathbf{\Gamma}_\mathbf{\eta})$, which is called the enhanced error model [15], and assuming that the error $\mathbf{\eta}$ is statistically independent of the conductivities $\sigma_c$, the posterior density is

\[ \pi(\sigma_c | \mathbf{V}) \propto \exp \left\{ -\frac{1}{2} (\mathbf{V} - R_c(\sigma_c) - \mathbf{\eta}_*)^T \mathbf{\Gamma}_\mathbf{\eta}^{-1} (\mathbf{V} - R_c(\sigma_c) - \mathbf{\eta}_*) \right\} \]

\[ \quad - \frac{1}{2} (\sigma_c - \sigma_{c*})^T \mathbf{\Gamma}_c^{-1} (\sigma_c - \sigma_{c*}) \right\}. \]

4. Model development

The approach is applied to geophysical ERT, where we construct a statistical model for the errors due to domain truncation and discretization. In addition, we demonstrate the advantages of the enhanced error model for numerical simulations and inversions. For simplicity, we consider two-dimensional model domains; the implementation in three dimensions is straightforward.

4.1. Simulation study set-up and computational domains. The synthetic ERT measurement system consists of two vertical boreholes 8 m apart. An array of electrodes is placed into each borehole, and the distance between the electrodes in each borehole is 1.2 m. The electrodes are represented as internal boundaries applied to small “holes” in the computational domain; the boreholes themselves are not explicitly discretized, as they would block electric current in this two-dimensional model (see Figure 3 below).

First, we define three rectangular domains $\Omega_i$, $i = 1, 2, 3$ with domain sizes of $12 \text{ m} \times 10 \text{ m}$, $14 \text{ m} \times 12 \text{ m}$ and $16 \text{ m} \times 14 \text{ m}$, respectively, to be used in inverse computations. Next, a rectangular domain $\Omega$ of size $250 \text{ m} \times 250 \text{ m}$ is considered large enough to satisfy the boundary condition [11]. A uniform conductivity of 0.02 S m$^{-1}$ is specified over the entire domain $\Omega$. Alternating current of $I_{\text{rms}} = 1 \text{ A}$ is injected between two electrodes placed in the two boreholes near the top center of the domain. The resulting potential distribution within $\Omega$ is computed based on the CEM using finite elements with second-order basis functions for $u$. The current density $\mathbf{j} = \sigma \nabla u$ is then calculated along virtual boundaries of various rectangular subdomains of different sizes. The objective is to find a domain $\Omega_0$ for which the maximal normal component of $\mathbf{j}$ – calculated in domain $\Omega$ across the virtual boundary $\partial \Omega_0$ – is less than 3% of the maximal normal component on the boundary $\partial \Omega_i$. The criterion is fulfilled for a domain $\Omega_0$ of size $110 \text{ m} \times 50 \text{ m}$. The
domain $\Omega_0$ is considered to be large enough for simulating the ERT measurements using the boundary condition \(4\). Finally, a finely discretized domain $\Omega_4$ of size $150 \text{ m} \times 70 \text{ m}$ is created and used for the generation of synthetic observation data for the inversion. The computational domains are shown in Figure 1. The current density on the boundary $\partial \Omega_1$ is visualized in Figure 2.

The domains are discretized using triangular elements. Two different meshes are created for the domains $\Omega_0$, $\Omega_1$, $\Omega_2$ and $\Omega_3$: a fine, unstructured mesh $\mathcal{M}_i^F$, $(i = 0, 1, 2, 3)$ for the simulation of the potential distribution, and a coarser, more uniform mesh $\mathcal{M}_i^C$, in which electric conductivities at each nodal point are to be estimated. A measure of relative discretization density compared to the “accurate” mesh $\Omega_0$ is given as

\[
\frac{N_i^F - N_0^F}{N_0^F |_{\Omega_i}} \times 100 \%
\]

where $N_i^F$ is the number of nodal points of mesh $\mathcal{M}_i^F$, and $N_0^F |_{\Omega_i}$ is the number of nodal points of mesh $\mathcal{M}_0^F$ in the region covered by subdomain $\Omega_i$. The details on the domains and meshes are given in Table 1. The mesh $\mathcal{M}_3^C$ is shown in Figure 3 and mesh $\mathcal{M}_3^F$ is shown in Figure 4.

4.2. The Gaussian model of the approximation error. We followed the approach described in Section 3.2 to assess the effect of domain truncation and coarse discretization on the ERT observations and the resulting reconstruction of the electric conductivity field. First, a set of samples from the prior density needs to be generated. A commonly used prior model in geophysics is the smoothness...
Figure 2. The potential distribution ($V$) resulting from current injection between two electrodes, calculated in domain $\Omega$. Current density on the virtual boundary $\partial\Omega_1$ is visualized by arrows, indicating substantial non-zero components normal to the boundary of the subdomain.

Table 1. Size of computational domains and mesh information. The relative discretization densities are calculated using (11).

| domain | width $\times$ height | mesh | # of nodes | # of elements | relative change in the discretization density |
|--------|------------------------|------|------------|---------------|--------------------------------------------|
| $\Omega$ | $250\ m \times 250\ m$ | $\mathcal{M}_1$ | 19765 | 9740 |                                           |
| $\Omega_0$ | $110\ m \times 50\ m$ | $\mathcal{M}_0$ | 79319 | 35980 | 0 %                                      |
| $\Omega_1$ | $12\ m \times 10\ m$ | $\mathcal{M}_1$ | 1440 | 2765 |                                           |
| $\Omega_2$ | $14\ m \times 12\ m$ | $\mathcal{M}_2$ | 8006 | 3927 | -76.6 %                                  |
| $\Omega_3$ | $16\ m \times 14\ m$ | $\mathcal{M}_3$ | 920 | 1758 |                                           |
| $\Omega_4$ | $150\ m \times 70\ m$ | $\mathcal{M}_4$ | 8918 | 4387 | -79.7 %                                  |

Prior model [13, 19]. The smoothness prior density can be written as

$$
\pi(\sigma) \propto \exp \left\{ -\frac{1}{2} \alpha \| D\sigma \|^2 \right\} = \exp \left\{ -\frac{1}{2} \alpha \left( \sigma^T D^T D\sigma \right) \right\},
$$
where $D$ is the first-order difference matrix, $\alpha > 0$ is the regularization parameter that is used to control the level of smoothness, and $\alpha D^T D = \Gamma^{-1}$ is the inverse prior covariance. Unfortunately, the smoothness prior density (12) cannot be used for sample generation since $\Gamma^{-1}$ is rank-deficient and thus improper. However, by conditioning the density (12) on the conductivity at certain nodal points it is possible to obtain a proper density for generating samples for the approximation error analysis [15].
By reordering the indices such that the conditioning points are assembled at the end, the discrete conductivity distribution can be written as \( \sigma = (\sigma_1; \sigma_2) \), where \( \sigma_1 \) contains the sampled conductivities, and \( \sigma_2 \) represents the conductivity values at the conditioning nodes. Accordingly, matrix \( D^TD \) can be partitioned as
\[
D^TD = B = \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix},
\]
and the conditional smoothness prior can be written as
\[
\pi(\sigma_1|\sigma_2) \propto \exp \left\{ -\frac{1}{2} \alpha \left( \sigma_1^T B_{11} \sigma_1 + \sigma_1^T B_{12} \sigma_2 + \sigma_2^T B_{21} \sigma_1 + \sigma_2^T B_{22} \sigma_2 \right) \right\}
\]
\[
\propto \exp \left\{ -\frac{1}{2} \alpha \left( \sigma_1 + B_{11}^{-1} B_{12} \sigma_2 \right)^T B_{11} \left( \sigma_1 + B_{11}^{-1} B_{12} \sigma_2 \right) \right\}.\]

By setting
\[
\sigma_2 \sim \mathcal{N}(\sigma_{2*}, \Gamma_{\sigma_2}),
\]
the proper joint density can be written as
\[
\pi(\sigma) = \pi(\sigma_1, \sigma_2) = \pi(\sigma_1|\sigma_2)\pi(\sigma_2) = \mathcal{N}(\sigma_{cs}, \Gamma_{\sigma_c})
\]
where
\[
\sigma_{cs} = \begin{pmatrix} -B_{11}^{-1} B_{12} \sigma_{2*} \\ \sigma_{2*} \end{pmatrix} \quad \text{and} \quad \Gamma_{\sigma_c} = \begin{pmatrix} \alpha B_{11} & \alpha B_{12} \\ \alpha B_{21} & \alpha B_{21} B_{11}^{-1} B_{12} + \Gamma_{\sigma_2}^{-1} \end{pmatrix}^{-1}.
\]

To evaluate approximation errors, multiple samples of the conductivity field are drawn from the density (13). A first-order difference operator on the uniform mesh \( M_{0}^{\Omega} \) is created, as described in [21]. We operate in a uniform mesh in order to keep the smoothness properties of the samples uniform throughout the domain \( \Omega_0 \). We then randomly choose 20 nodes (shown in Figure 5) for which we specified a Gaussian model (13) with \( \sigma_{2*} = 0.03 \) and \( \Gamma_{\sigma_2} = (0.15 \times 10^{-5}) I \). The smoothness parameter \( \alpha \) is set to \( 10^4 \). A total of 500 samples are drawn from the proper prior density; four samples are shown in Figure 5. Each draw \( \sigma^{(k)} \) is mapped onto the accurate mesh \( M_{0}^{\Omega} \) and to the truncated, coarser meshes \( M_{c}^{\Omega}, i = 1, 2, 3 \).

For each of the domains and each of the 500 realizations of the conductivity field, current injection and voltage observations are simulated using a FEM approximation of the complete electrode model, with the homogeneous Neumann condition imposed at the boundaries of the truncated models. Injection of current is simulated for 16 pairs of electrodes, and the corresponding voltages are recorded. As shown in Figure 6, the first eight injections and voltage measurements are made in a crosshole pattern between the electrodes in the two boreholes, followed by measurements among four electrode pairs within each of the two boreholes.

The approximate, truncated observation models were evaluated and compared to the accurate model \( M_{0}^{\Omega} \) at the sample points, thus evaluating the approximation error \( \epsilon(\sigma) \) for each realization of the underlying conductivity field:
\[
\epsilon(\sigma^{(k)}) = R_c(P_0 x^{(k)}) - R_c(P_c \sigma^{(k)}), \quad k = 1, 2, \ldots, 500,
\]
where \( P_0 \) is an interpolation matrix from the mesh \( M_{0}^{\Omega} \) to \( M_{c}^{\Omega} \), \( P_c \) is an interpolation matrix from \( M_{c}^{\Omega} \) to the associated fine mesh in the truncated domain \( \Omega_c = \Omega_i, i = 1, 2, 3 \), and \( R_c \) is the approximate forward model. The mean and covariance of the approximation errors related to each truncated mesh were obtained by evaluating (9) and (10).
Figure 5. Four draws from the proper smoothness prior model (14). The circles in the upper left panel indicate the conditioning points at which a Gaussian model (13) is specified.

Figure 6. Schematic of the simulated current injection and voltage measurement patterns. The circles illustrate the electrode locations, and the lines indicate the electrode pairs used for injection and observation. The arrow head indicates the direction of the current injection.

The approximation errors are illustrated in Figure 7, which shows the mean and covariance of the error related to current injection No. 8 (see Figure 6) for the successively larger subdomains $\Omega_1$, $\Omega_2$, and $\Omega_3$. Truncating the infinite-acting system (represented by domain $\Omega_0$) by imposing no-flow conditions on boundary
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leads to a significantly larger voltage difference between the injection electrode pair No. 8. The approximation errors as calculated by (15) and the corresponding mean \( \eta \) (9) show a relatively strong negative bias of \(-20\) V for the eighth electrode pair used for current injection. The bias is somewhat diminished for the other electrode pairs, which are used for voltage observations only, and becomes slightly positive for the four electrode pairs within the left borehole (pairs No. 9–12). As expected, the mean approximation error decreases as the size of the truncated subdomain increases from \( \Omega_1 \) to \( \Omega_3 \). Moreover, the covariance matrix, which reflects the uncertainty induced by the variability of the underlying conductivity field and its impact on the current density near the boundaries, also decreases with increasing size of the subdomain.

5. Results and discussion

In this section we demonstrate the benefits of using the approximation error model for subsurface imaging. In the first example, the conductivity distribution to be reconstructed consists of a circular region with higher conductivity in an otherwise homogeneous background. The circular region is located in the center between the two boreholes, which is the region most difficult to image using ERT. To avoid committing an “inverse crime” (see [15]), two different meshes are used for data generation and the modeling of the approximation error. The rectangular domain \( \Omega_4 \) of size \( 150\) m \( \times \) \( 70\) m is discretized using triangular elements, and the mesh is denoted as \( M_4 \). The relative number of elements and nodes in this mesh is larger than in the mesh \( M_0 \), which represents the “accurate” model in the construction of the statistical models for the approximation errors. Using a different mesh \( M_4 \) allows us to account for the minor differences between the “actual” behavior of the system and the computational model used in the evaluation of approximation errors.

The measurements are simulated in the mesh \( M_4 \) using the same current injection and measurement patterns as described in Section 4.2. The computed voltages are corrupted with additive noise, which consists of two components, both being Gaussian with zero mean. The standard deviation of the first component is \( 1\% \) of the absolute noiseless voltage, and the standard deviation of the second component is \( 0.1\% \) of the difference between the maximum and minimum voltages.

Using the simulated observation data, the estimates for the actual conductivity distribution are computed with approximate ERT forward models. In the following notations, subscript \( c \) refers to the models and quantities associated to the truncated domains \( \Omega_c = \Omega_i, \ i = 1, 2, 3 \). In the case of a smoothness prior density, the posterior density is of the form

\[
\pi(\sigma_c|V) \propto \exp \left\{ -\frac{1}{2} \left( \| L_\eta (V - R_\sigma(\sigma_c) - \eta) \|^2 + \alpha \| D_\sigma \sigma_c \|^2 \right) \right\},
\]

where \( L_\eta^T L_\eta = \Gamma_\eta^{-1} \) and \( D_\sigma \) is a first-order difference matrix. In (16), all models and quantities are related to the fine mesh \( M_4 \). The MAP estimate can be obtained using the Gauss-Newton algorithm.

For the inversion, conductivities are estimated for the uniform meshes \( M_i^C, \ i = 1, 2, 3 \) (see Table 1) to reduce the dimensionality of the problem. However, in the Gauss-Newton recursions, the forward models were evaluated using the fine mesh. Thus, by denoting the estimate in the coarse mesh as \( \tilde{\sigma}_c \), the recursion is of the form
Figure 7. The sample mean and the associated covariance of the approximation error corresponding to current injection between the eighth electrode pair (see Figure 6).

\[(17) \quad \tilde{\sigma}_{c}^{(j+1)} = \tilde{\sigma}_{c}^{(j)} + \kappa^{(j)} \left( J_{G}^{T}(\tilde{\sigma}_{c}^{(j)})J_{G}(\tilde{\sigma}_{c}^{(j)}) \right)^{-1} J_{G}^{T}(\tilde{\sigma}_{c}^{(j)}) \left( V_{0} - G(\tilde{\sigma}_{c}^{(j)}) \right), \]

where

\[G(\tilde{\sigma}_{c}) = \left( \frac{L_{0}R_{c}(P\tilde{\sigma}_{c})}{\sqrt{\alpha D_{c}\tilde{\sigma}_{c}}} \right), \quad V_{0} = \left( \frac{L_{0}(V - \eta_{*})}{0} \right) \quad \text{and} \]

\[J_{G}(\tilde{\sigma}_{c}) = \left( \frac{L_{0}J_{R_{c}}(P\tilde{\sigma}_{c})P}{\sqrt{\alpha D_{c}}} \right). \]
The mapping $R_c : \mathbb{R}^{N_F} \rightarrow \mathbb{R}^{NV}$ is the ERT forward model, $J_{R_c} \in \mathbb{R}^{NV} \times \mathbb{R}^{N_F}$ is the Jacobian matrix of the forward model, $P$ is an interpolation matrix from the coarse to the fine mesh in domain $\Omega_c$, the matrix $L_\eta$ contains the Cholesky factors of the inverse covariance matrix $\Gamma^{-1}_\eta$, and $\tilde{D}_c$ is the first-order difference matrix of mesh $\mathcal{M}_c$. The step length parameter $\kappa^{(j)}$ is computed using the method of Barzilai and Borwein [3]. The covariance $\Gamma_\eta$ is estimated on the basis of the observations assuming that the noise level are approximately known. The standard deviation of the first component is assumed to be 1% of the absolute noisy voltage, and the standard deviation of the second component was assumed to be 0.2% of the difference between the maximum and minimum noisy voltages.

For comparison, we also compute conductivity estimates by neglecting the effect of the approximation errors, i.e., we set $\eta_* = v_*$ and $\Gamma_\eta = \Gamma_v$ in the posterior density (16). The actual conductivity distribution and the estimates are shown in Figure 8. The same voltage data are used in all inversions. In each case, the smoothness parameter $\alpha$ is selected by visual inspection so that the smoothness properties of the estimates are acceptable and, consequently, the conductivity on the circular region is reconstructed appropriately. Figure 8 shows the true conductivity field as well as the estimated distributions with and without modeling of the approximation errors for the three truncated subdomains $\Omega_i$, $i = 1, 2, 3$. Consistent with the previous results shown in Figure 7, the accuracy of the estimates improves as the size of the subdomain increases. This was expected since the homogeneous Neumann boundary condition (10) is more justified for a larger domain size.

Accounting for approximation errors due to domain truncation yields significantly improved estimates of the actual distribution. Neglecting the approximation errors leads to a substantial over-estimation of conductivity near the truncated boundaries, and a poor reconstruction of the circular conductivity anomaly in the center of the domain. The estimates obtained with the enhanced noise model are closer to the actual distribution near the domain boundaries. The circular region with larger conductivity can be relatively well located, but the conductivities in this region are somewhat underestimated as a result of the smoothness prior model used in these inversions.

In a second case, we study potential effects of a conductivity anomaly that is located immediately outside the truncated domain. The actual conductivity distribution constructed for data generation is similar to that used in the previous case, but an additional circular anomaly of higher conductivity is placed outside the right vertical boundary of the domain $\Omega_1$. The observations were generated as before, and the reconstruction are computed using the convectional and enhanced noise models. The actual conductivity distribution and estimates are shown in Figure 9.

While the figure shows the large domain with both anomalies, the inversion is restricted to the subdomain $\Omega_1$, which is indicated by the rectangle. The estimates are very similar to those shown in Figure 8, i.e., the more conductive region outside the computational domain does not seem to have a significant effect on the estimates.

In a third case, we study effects of number of draws from the proper smoothness prior model that is used to generate Gaussian distribution of approximation error. The actual conductivity distribution constructed for data generation is similar to that used in the first case. The observations are also generated as in the previous cases, and the reconstructions are computed using the enhanced noise models. The actual conductivity distribution and estimates are shown in Figure 10.
Figure 8. The actual conductivity distribution (left column), the estimates obtained by employing the approximation error model (middle column) and the estimates computed by neglecting approximation errors (right column). The rows represent results in computational domains $\Omega_1$, $\Omega_2$ and $\Omega_3$, which are indicated by the black lines.

6. Conclusions

In solving inverse problems the accuracy of the computational forward model may have a significant effect on the estimates. The errors in the forward model may be due to the discretization required for numerical implementation, an inappropriately chosen computational domain, incorrect boundary conditions, or an inaccurate mathematical model that is used to describe the phenomena of interest. Implementation of accurate, high-resolution forward models usually leads to very
Figure 9. The actual conductivity distribution (left), the estimate obtained by employing the approximation error model (middle) and the estimate computed by neglecting approximation errors (right). The truncated computational domain $\Omega_1$ is indicated by the black line.

Figure 10. The actual conductivity distribution (upper left) and the estimates obtained by employing the approximation error model with different numbers of random draws. The errors due to truncation were evaluated in domain $\Omega_1$. 
high-dimensional inverse problems and thus the computational burden may become prohibitive.

In this paper we focused on the errors due to the truncation of the computational domain and discretization with an application in geophysical ERT. The principles of the approximation error theory presented in this paper are not restricted to ERT, but are applicable to a wide variety of inverse problems. The fundamental principle is to construct a statistical model for the difference between the observations computed with the accurate and approximate forward models on the basis of prior knowledge of the target to be imaged.

We carried out an ERT simulation study which showed that by employing an appropriate Gaussian statistical model for the approximation errors the accuracy of the estimates can be significantly improved by reducing estimation bias and uncertainty. Modeling the approximation errors makes possible the use of less accurate and computationally less intensive forward models in an inversion without significant loss of estimation accuracy.

It should be pointed out that in this study the enhanced error models were constructed using a smoothness prior model. Thus, the samples drawn from the prior density were quite different from the conductivity distributions to be imaged, which consisted of a discrete anomaly with sharp boundaries. Nevertheless, the quality of the estimates was significantly improved, demonstrating the robustness of the approach even if prior information is limited.
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