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Abstract: A retrospective study of the abdominal aortic aneurysm (AAA) with EVAR treated patients. The third-party collected the data from twelve vascular centres in Indonesia during 2012-2017. Patient demographics and computed tomography data were evaluated with Osirix MD Software. During five years, we had 148 EVAR cases done using Endurant stent graft (Medtronic). In this paper, we perform Bayesian modelling and selection of feature selection by Boruta. Before performing the models, we will determine the selection of dependent variables start with the Age, Class, and Sex. It will get what is important to be dependent and independent. The difference between Bayesian and the
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classical method is the introduction of prior information in the form of probability distributions. In addition, to determine the parameters using the Bayesian method obtained from the probability statement. Parameter estimation in Bayesian is no longer a point estimate but, on the contrary, is a statistical distribution. In other words, Bayesian states that a parameter is a variable that has a distribution. Bayesian has become a popular method in modern statistical analysis. Bayesian is applied to a broad spectrum in the scientific and research fields. Bayesian data analysis involves learning from data that uses probability models for many observations and some information to be studied. In other words, analysing statistical models are by combining prior knowledge about the model or parameters of the model. In a nutshell, the simulation results obtained modelling with Bayesian-ZIP-MCMC $R^2$ 87.52 and Bayesian-Boruta $R^2$ 88.28%.
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1. **INTRODUCTION**

Abdominal aortic aneurysm screening or broadly known as AAA screening is an examination procedure that aims to check for the abnormal widening of the aorta [1]. The examination is recommended since the beginning of the abdominal aortic aneurysm occurs because if it is too late, the size of the aorta can increasingly widen and burst. Moreover, the AAA case is predominantly an asymptomatic case, that is the reason an AAA screening is recommended on a high-risk patient with age >65 years and has a familial history of AAA [2]. Abdominal aortic aneurysm (AAA) is a condition of widening of the aorta in the abdomen, abnormally. The aorta is the main artery blood vessel that comes out of the heart to supply blood throughout the body.

The exact cause of an abdominal aortic aneurysm is not yet known, but several factors are thought to cause this condition. Among smoking habits, high blood pressure (hypertension)[3], trauma due to accidents[4], hereditary diseases [5], as well as infections and thickening of the arteries (atherosclerosis). The characteristics of the aorta in each individual are different, especially for each country [6] conduct studies on the characteristics of abdominal aortic aneurysm (AAA) in Korean patients. Moreover, [7] an epidemiology study for AAA patients is performed in the South-East Asian state of Sarawak in Borneo Island. This study shows that AAA in this Asian population is not uncommon, and the incidence is comparable to the Western world. It is important to analyse the characteristics of AAA in Indonesia [8],[9],[10].
Abdominal aortic aneurysm (AAA) are defined as pathologic dilatation of the abdominal aortic segment and due to this dilatation the aorta prone to expand and rupture that leads to a higher mortality rate [11]. Usually diameter of the abdominal aorta >30 mm is diagnosed with AAA[12].

The prevalence rates of AAA is 1.3 to 3.9% in male gender and 1.0-2.2% in the female gender, and AAA is predominantly in the age >65 years [13]. The risk factors for AAA development are male gender, hypertensive disorder, dyslipidemia, smoking history, familial history of aneurysm, greater height, coronary artery disease, cerebrovascular disease, atherosclerosis [14]. AAAs are degenerative disease and has tendency due to loss of the elastin and collagen in the aortic wall through matrix metalloproteinases (MMPs), macrophages, proteolytic enzymes, and many other inflammatory cells [15]. The total prevalence rates [16] per 100 000 persons/year in the age of 45-54 was 0, age of 55-64 was 6 (95% CI 2-12), age of 65-74 was 32 (95% CI 22-47), age of 75-84 was 67 (95% CI 47-92), age ≥85 was 151 (95% CI 102-216).

The progressivity of AAAs is different between male and female gender. It is hypothesized that estrogen has a role in the modulation of the immune system and resulting the protective issue in women via reducing the macrophage MMP production. Besides, the expansion and rupture rate are greater in the female gender, presumably due to the beginning of aneurysm process is begun in smaller diameter of aorta in women. The AAA events is also higher in the patients with smoking history and reaches 222 (95% CI 129-355 per 100 000 persons/year). If indication of AAA treatment exists, endovascular treatment is the gold standard of the treatment, despite there is an option for open aortic repair (OAR). Endovascular treatment belongs to EVAR (endovascular aneurysm repair), TEVAR (thoracic endovascular aortic repair), ch-EVAR (Chimney EVAR), f-EVAR (fenestrated EVAR), and b-EVAR (branched EVAR) depends on the aortic segment which involves in aneurysmal sac.

The surveillance of successfulness of endovascular treatment can be described in the re-intervention rates, 30-days post-op mortality rates, and follow up mortality rates in years. In the EVAR procedure, from the meta-analysis of four studies (EVAR-1, DREAM, OVER, and ACE), the re-intervention rates are 5.1-8.5 in 100 000 persons/year, the 30-days post-op mortality rates are 0.2-1.8%, and mortality rates are 3.1 (2.1-3.4) to 6.0 (3.9-7.3) years. In the TEVAR procedure vs. open surgical repair for thoracic aorta aneurysm, mortality rates at 180 days are 10.2% (95% CI 9.0-11.4) vs. 23.8% (95% CI 21.4-26.1), respectively. The mortality rates at 5 years for TEVAR is 42.2% (95% CI 40.2-44.1) and in open surgical repair is 46.7% (95% CI 43.9-49.4) [17].
Feature selection is one of the most important techniques and is often used in data mining pre-processing [18], especially for knowledge discovery and discovery science. This technique reduces the number of features involved in determining a target class's value, reducing irrelevant, redundant, and data features that cause misunderstanding of the target class. The selection of the best features also provides high accuracy and a parsimony model will be obtained, which is easy to apply because not all variables need to be involved for the construction of the model. In addition, discussions with some experts in the field of health will also be done to improve insight so that it can produce a solution that is really appropriate [19].

The main task in feature selection is to determine which features are selected and used in the context of forecasting attribute attributes. Features are considered relevant if their value varies systematically with category membership. Feature selection is also useful for reducing data dimensions.

In addition, Boruta widely used in the field that requires superior features selection algorithms which is very important to create a ranking evaluation framework is based on the similarity between classifiers used as the core feature selection algorithm. Basically, the subset that will be obtained from the feature selection is a ranking order of all features selected by each algorithm.

In this paper, we analyse the proposed feature selection using Boruta and then Bayesian regression for the formation of models for the characteristics of the aortic for endovascular aneurysm repair in the Indonesian population in five years experiences.

Regression analysis is used to determine the effect of one or more independent variables on the independent variables[20],[21]. Currently, the use of regression analysis mostly uses a classic approach that does not include prior information [22],[23]. In this case, Bayes regression fills these weaknesses[24],[25]. The Bayes approach allows researchers to combine prior information and information obtained from a sample and then use it together to estimate posterior parameters. Moreover, this method is also useful to further understand the importance of stability in the feature selection algorithm so that it can then be used as a basis for decision making, which algorithm is suitable for one problem domain. The remainder of the paper is organized as follows. Section II provides the methodology. Section III provides five years of study experience. The feature selection and Bayesian regression are presented in Section IV. Finally, conclusions and future research directions are indicated in Section V.
2. METHODS
In this section, we introduce the feature selection Boruta and Bayesian Regression.

2.1 Feature Selection
Feature selection is the process of identifying and removing irrelevant and redundant variables. Feature selection is considered relevant if their values vary systematically with category membership. This process is essential in machine learning [26]. Many machine learning algorithms experience a decrease in accuracy when the number of variables is significant but not optimal [27],[28]. In addition, the number of variables slows down algorithm performance and takes up too many resources [28]. Boruta is one of the relevant feature selection algorithms, which can work with classification methods that measure the importance of variables. By default, Boruta uses Random Forest. The steps for Boruta's algorithm in finding all relevant variables are as follows.

1. Add shadow attributes, i.e., random data from copies of all attributes.
2. Run a random forest classifier and get Z scores.
3. Get the maximum Z scores among the shadow attributes (MZSA).
4. Mark the first attribute that has lower importance than MZSA as 'Rejected' and deletes it from the system.
5. Mark the first attribute that has higher importance than MZSA as 'Confirmed'.
6. Remove all shadow attributes.
7. Repeat the procedure until only the Confirmed attribute is left, or when reached the specified iteration limit.

2.2 Bayesian Regression
The posterior density function in the Bayes rule is proportional to the product of the prior distribution and the data distribution [24],[29],[30]. Following are the Bayes rules in establishing the posterior distribution of data:

\[
p(\theta | y, X) = \frac{p(\theta, y)}{p(y)} = \frac{p(\theta)p(y|\theta)}{p(y)}
\]

Where, \( p(y) = \sum_{\theta} p(\theta)p(y|\theta) \), for \( \theta \) discrete and \( p(y) = \int p(\theta)p(y|\theta) \, d\theta \), for \( \theta \) continuous. The form equivalent to the above equation is obtained by issuing \( p(y) \) because it does not depend on \( \theta \). Therefore, \( p(y) \) is considered constant. The form of the equation above becomes:

\[
p(\theta | y, X) \propto p(\theta)p(y|\theta)
\]

Which is a construction of Posterior \( \propto \) Prior x Likelihood. Furthermore, in Bayes regression, the Bayes estimator is assumed to use the expected value of the posterior distribution.
\[ E(\theta|y, X) = \int \theta f(\theta|y, X) d\theta = \int \frac{\theta f(\theta, y)}{f(y)} d\theta = \frac{1}{f(y)} \int \theta f(\theta, y) d\theta \propto \int \theta f(\theta, y) d\theta \]

The equation above is a form of \textit{Posterior} \propto \textit{Prior} \times \textit{Likelihood}. With the Bayes approach, regression parameters \( \beta_0, \beta_1, \ldots, \beta_k \) considered a random variable [30]. Next, estimating these regression parameters takes into account prior information. There are two scenarios for priors, namely diffuse improper prior and prior informative conjugate provers for the regression parameter vector, \((\beta, \sigma^2)\). The regression model in this study assumes a normal distribution [31]. The prior noninformative distribution that is appropriate for normal heretical assumptions is uniform or uniform continuous on \((\beta, \log \sigma)\). The prior is equivalent to diffuse improper prior.

\[
\pi(\beta, \sigma^2) \propto \frac{1}{\sigma^2}
\]

where the regression coefficient can take all real values, \(-\infty < \beta_k < \infty\), for \( k = 0, 1, \ldots, K-1 \), and variance \( \sigma^2 > 0 \). By carrying out the multiplication operation between likelihood and prior to produce a posterior of the model parameters as Posterior distribution of \( \beta \) if \( \sigma^2 \) known,

\[
(\beta|y, X, \sigma^2) \sim N(\hat{\beta}, (X'X)^{-1}\sigma^2),
\]

Where \( \hat{\beta} \) is the OLS estimator, and \((X'X)^{-1}\sigma^2\) is the covariance matrix of \( \hat{\beta} \). Moreover, Posterior distribution of \( \sigma^2 \) can be written as follows:

\textit{Inverted } \chi^2:\n
\[
(\sigma^2|y, X) \sim Inv - \chi^2(n - K, \hat{\sigma}^2),
\]

To find out the characteristics \( \beta \) that does not depend on \( \sigma^2 \) the marginal distribution must be obtained from \( \beta \). In practice, \( \sigma^2 \) is an unknown parameter. This can be demonstrated by unifying the combined posterior distribution.

\[
p(\beta, \sigma^2|y, X) = p(\beta|y, X, \sigma^2) p(\sigma^2|y, X)
\]

by integrating the function against \( \sigma^2 \), obtained unconditionally posterior distribution of \( \beta \), and a multivariate or Student-t distribution \((\beta|y, X) \sim t\). The multivariate Student-t distribution with degree of freedom, \( \nu = n - K \), with the density function as follows:

\[
p(\beta|y, X) = \frac{\nu/2}{\sqrt{\Gamma((\nu + n)/2)}} \left| \frac{1}{\sigma^2} \right|^{1/2} (v + (\beta - \hat{\beta}_{OLS})'X'X (\beta - \hat{\beta}_{OLS}))^{-(n+v)/2}
\]
It can be seen that issued $\sigma^2$ makes distribution $\beta$ heavy-tailed as it should reflect uncertainty $\sigma^2$. Although, the mean vector of $\beta$ unchanged, the variance increases with its $v/(v-2)$:

$$\sum_\beta = var(\beta|y, X) \sum_\beta = \delta^2(X'X)^{-1} \frac{v}{v - 2},$$

Where $v = n - K$ is the degree of freedom of parameter distribution of the multivariate Student-$t$ distribution. As a conclusion in the discussion of the posterior one regression coefficient, $\beta_k$, under the diffuse improper prior scenario, it can be shown that $\beta_k$ standardised has a Student-$t$ distribution with degrees of freedom $n - K$. That is because the marginal posterior distribution is as follows,

$$\frac{\beta_k - \hat{\beta}_k}{(h_{k,k})^{1/2}}|y, X \sim t_{n-K}$$

Where, $h_{k,k}$ is a diagonal element to-$k$ from $\Sigma_\beta$ and $\hat{\beta}_k$ is the OLS estimator of $\beta_k$. Marginal posterior distribution of $\sigma^2$ can be written as follows:

$$p(\sigma^2|y, X) = \frac{p(\beta, \sigma^2 | y)}{p(\beta | \sigma^2, y)}$$

This form is an Inverse form $-\chi^2$

$$(\sigma^2|y) \sim \text{Inv} - \chi^2(n - K, \delta^2),$$

Where

$$\delta^2 = \frac{1}{(n - K)}(y - X\hat{\beta}_{OLS})'(y - X\hat{\beta}_{OLS}).$$

3. FIVE YEARS OF EXPERIENCES

Indonesia has had an emerging endovascular treatment during this last half-decade, especially for aortic. With only thirty-nine vascular surgeons, we have for 261.1 million populations; we had treated many cases. Despite some cases also were treated by other specialities. During these five years, we collected data from endovascular aneurysm repair (EVAR) treatment.

This is a retrospective study of the abdominal aortic aneurysm (AAA) patients that were treated by EVAR. The third-party collected the data from twelve vascular centres in Indonesia during 2012-2017. Patient demographics and computed tomography data were evaluated with Osirix MD software.

During 5 years, we had 148 EVAR cases done using Endurant stent graft (Medtronic). Due to
the lack of complete data, we excluded 54 cases. Figure 1 represents the evaluation of 94 patients revealed 76.6% was male with a mean age of 67.8 ± 9.9 years old, and 17% of them were treated both for an abdominal and thoracic aneurysm. All of them had a fusiform with 14.9% dissected, which more than half were infra-renal (72.3%) and had >50% intra-mural thrombus in the aneurysmal sac (57.4%).

Mean values of proximal neck length, diameter, and angle were 26.8 ± 16.7 mm, 21.0 ± 5.9 mm, 41.3 ± 19.9 degrees, respectively, with four patients had less than 10 mm in neck length. The maximum diameter of the aneurysmal sac was 57.0 ± 22.1 mm on average. Most aneurysmal sacs didn’t have common iliac artery involvement; only 19.1% occurred in both arteries. Eleven percent of patients had external iliac artery circumferential thrombus >50%, which occurred either on the left or right side. Sealing zone in both CIA less than 15 mm was none. Figure 1 describes the aortic blood vessels of patients who have AAA (abdominal aortic aneurysm), or blood vessel dilation. Dilated blood vessels will be very susceptible to rupture and cause the patient to die. This AAA disease can be treated with surgery. There are two ways to operate, open surgery (dissected stomach) or endovascular. Endovascular means to stent-graft into the aorta through the thigh.

Figure 1. Anatomy of an abdominal aortic aneurysm (AAA) in a reconstructive anterior view AAA Anatomy. The numbers represent the measurement of diameter or length of its correspondence measure of anatomical site in millimeter (mean ± SD mm)
4. ANALYSIS
The dataset used in this paper can be seen in Table 1. In the selection feature, the first step is to find out how if we place 3 Dependent variables for feature selection. First simulation by choosing Class (1 Evar, 2 Tevar, and 3 Both). Then, Age and lastly Sex (1 Male, 2 Female).

**Table 1. Dataset**

| Variables                              |          |
|----------------------------------------|----------|
| Age                                    | Continuous |
| Sex                                    | Male (1), Female (2) |
| Class                                  | EVAR (1), TEVAR (2), BOTH (3) |
| Aortic Type                            | Fusiform (1), Saccular (2) |
| Renal Involvement                     | Supra Renal (1), Juxta Renal (2), Infra Renal (3) |
| Dis                                    | Dissection (1), Non Dissection (2) |
| Proximal neck length                   | mm       |
| Proximal neck diameter                 | mm       |
| Proximal neck angle                    | degree   |
| Intramural thrombus >50%               | Yes (1), No (2) |
| Max. aneurysmal sac                    | diameter (mm) |
| Right CIA diameter                     | diameter (mm) |
| Left CIA diameter                      | diameter (mm) |
| Right EIA                              | diameter (mm) |
| Left EIA                               | diameter (mm) |
| CIA involvement                        | Left (1), Right (2), Both (3), None (4) |
| CIA right sealing zone length          | diameter (mm) |
| CIA left sealing zone length           | diameter (mm) |
| CIA sealing zone length <15 mm in both side | Yes (1), No (2) |
| CIA thrombus >50%                      | Left (1), Right (2), Both (3), None (4) |
| EIA thrombus >50%                      | Left (1), Right (2), Both (3), None (4) |
In the first simulation, Boruta performed 99 iterations in 2.633223 secs. With four attributes confirmed important: “Renal Inv,” Age, EIAthrombus, ProximalNA, and three tentative attributes left: Dissection, ProximalND, ProximalNL are fully explained in Figure 2.

**Figure 2. Feature Selection Based on Class**

Then, a second simulation is performed to perform feature selection when considering age. Figure 3 explains that there is only one important attribute, which is renal inv and 18 attributes confirmed unimportant.

**Figure 3. Feature Selection Based on Age**
Finally, the selection of the best features of Boruta performed 99 iterations in 2.683058 secs using the Sex variable (1 Male, 2 Female). Figure 4 explains that 2 confirmed important attributes: LeftCIAd, LeftEIAd, and 17 confirmed unimportant attributes. We have then obtained one tentative attribute left: RightEIAd.

**Figure 4. Feature Selection Based on Sex**

Based on the three simulations using feature selection, it was found that the good use of variables is Class (1 Evar, 2 Tevar, and 3 Both) because this simulation has a lot of important variable information compared only using age and sex. Furthermore, Bayesian regression will be built with MCMC and prior ZS-Null.

Bayesian and MCMC methods are complicated to separate[32]. For the posterior model of a Bayesian that is very complicated, it requires a challenging integration process in determining the marginal posterior parameters. Then, we need an alternative solution with a numerical approach. Another way to perform MCMC is by Gibbs Sampler. Gibbs Sampler facilitates the numerical solution to generate random data $\theta = (\pi, \sigma^2, \beta)$. It contains as a random vector with a precise distribution and has an estimated value of $f(\Theta)$ of function is related in $f(\Theta)$ [33]. Since all parameters $= (\pi, \sigma^2, \beta)$ in bayesian are treated as variables, then the inference in the estimation will be based on:

$$
f(\Theta) = E(f(\Theta)|y^n)$$

$$
= \int f(\theta)f\mu(\theta)
$$

$$
= \int f(\theta)p(\theta|y^n)d(\theta)
$$
Gibbs Sampler is a very efficient generator, so it is often used as a generating of random variables in data analysis using the MCMC method [34],[35]. Gibbs Sampler method can be defined as a simulation technique to generate random variables from a particular distribution indirectly, without having to calculate the density function of a data distribution assuming several random variables \(\beta_0, \beta_1, \beta_2, ..., \beta_p, \sigma_d\) in a mixture distribution.

\[
f_{\beta_0, \beta_1, \beta_2, ..., \beta_p, \sigma_d}
\]

The mixture of the function distribution considered known as bellows.

\[
f(\beta_0|\beta_1, \beta_2, ..., \sigma_d) \\
f(\beta_1|\beta_0, \beta_2, ..., \sigma_d) \\
\vdots \\
f(\sigma_d|\beta_0, \beta_1, ..., \beta_p)
\]

To get the distribution characteristics of \(x\) or often said to be the marginal distribution of \(f(x)\), multiple process integrals must be carried out as many random variables are left in their combined distribution.

\[
f(x) = \int ... \int f(\beta_0, \beta_1, \beta_2, ..., \beta_p, \sigma_d)d\beta_0d\beta_1d\beta_2...d\sigma_p
\]

Integration in the above equation will be very difficult or even impossible if the combined function is very complicated. To solve this problem, we can use the Gibbs Sampler method with the condition that the distribution of each variable contained therein is known. With this method, without having to calculate and know what the shape of the marginal function is, the characteristics of each marginal random variable in the combined function will be known. The way to approach the marginal distribution characteristics with Gibbs Sampler through numerical data generation with Monte Carlo simulations. Otherwise, the conditional distribution of random variables is being studied for all remaining random variables under the combined distribution function. Then to find out the characteristics of the marginal distribution \(f(\beta_0)\), the Gibbs Sampler with the Monte Carlo method will generate some data \(X\) that has distribution \(f(\beta_0|\beta_1, \beta_2, ..., \sigma_d)\) and its marginal distribution characteristics. It is estimated based on data from the Monte Carlo simulation. This explains that with huge amounts of data, the values obtained based on these data will reflect the condition of a population. Data generation of each random variable in the combined density function using the Gibbs Sampler is as follows.
Table 2. Pseudocode Gibbs Sampler MCMC

1. Set the initial value $\theta^0 = \beta^0_0, \beta^0_1, \beta^0_2, \ldots, \sigma^0_d$

2. Generate the data

   Step 1. $\beta^1_0$ from $f(\beta_0|\beta_1^0, \beta_2^0, \ldots, \sigma_d^0)$
   
   Step 2. $\beta^1_1$ from $f(\beta_1|\beta_0^0, \beta_1^0, \ldots, \sigma_d^0)$
   
   Step 3. $\beta^1_2$ from $f(\beta_2|\beta_0^0, \beta_1^0, \ldots, \sigma_d^0)$
   
   \vdots
   
   Step d. $\sigma_d^1$ from $f(\sigma_d|\beta_1^1, \ldots, \beta_p^1)$

The generation of data values obtained in the first iteration is

$\theta^1 = \beta^1_0, \beta^1_1, \beta^1_2, \ldots, \sigma^1_d$

3. Use the result of the generation in the first iteration as the initial value in the second iteration. Then generate the following stages:

   Step 1. $\beta^2_0$ from $f(\beta_0|\beta_1^1, \beta_2^1, \ldots, \sigma_d^1)$
   
   Step 2. $\beta^2_1$ from $f(\beta_1|\beta_0^1, \beta_2^1, \ldots, \sigma_d^1)$
   
   Step 3. $\beta^2_2$ from $f(\beta_2|\beta_0^1, \beta_1^1, \ldots, \sigma_d^1)$
   
   \vdots
   
   Step d. $\sigma_d^1$ from $f(\sigma_d|\beta_1^1, \ldots, \beta_p^1)$

To obtain the data generation value in the second iteration,

$\theta^2 = \beta^2_0, \beta^2_1, \beta^2_2, \ldots, \sigma^2_d$

Then, do it until the $N$ iteration. Use the result of generation in the $N-1$ iteration as the initial value in the $N$ iteration. To obtain the value of generating data in the $N$ iteration.

$\theta^N = \beta^N_0, \beta^N_1, \beta^N_2, \ldots, \sigma^N_d$

4. Based on $N$ data that has been generated, then estimated the characteristics of each marginal density function

$f(\beta_1), f(\beta_2), \ldots, f(\sigma_d)$

As mentioned in the previous section, we can generate random data in each iteration. Other words, the data generated is very dependent on the random value that has been generated by one iteration before. Moreover, the data generated does not depend on random values in the second, third, until $N$ iteration previously. The model that can be produced explained below:

As mentioned in the previous section, we can generate random data in each iteration. Other words, the data generated is very dependent on the random value that has been generated by one iteration.
before. Moreover, the data generated does not depend on random values in the second, third, until \( N \) iteration previously. The model that can be produced, is explained below:

\[
y_i = \beta_0 + \beta_1 (x_{1,i} - \bar{x}_1) + \beta_1 (x_{2,i} - \bar{x}_2) + \cdots + \beta_{19} (x_{19,i} - \bar{x}_{19}) + \epsilon_i, 1 \leq i \leq n
\]

Then, we compared the accuracy of the models by performing all the variables we had and also compared to the feature selection with Boruta. Table 3 explains that the best model used is model 3, with an \( R^2 \) 87.52% compared to other models.

| Table 3. Summary Model All Variable |
|------------------------------------|
| | P(B != 0 | Y) | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 |
|------------------------------------|
| Intercept                          | 1 | 1 | 1 | 1 | 1 | 1 |
| Age                                | 0.3642689 | 0 | 0 | 1 | 0 | 0 |
| Sex                                | 0.2055305 | 0 | 0 | 0 | 0 | 0 |
| AorticType                         | 0.2135014 | 0 | 0 | 0 | 0 | 0 |
| `Renal Inv`                        | 0.9957249 | 1 | 1 | 1 | 1 | 1 |
| Dissection                         | 0.6874533 | 1 | 0 | 1 | 1 | 1 |
| ProximalNL                         | 0.2022366 | 0 | 0 | 0 | 0 | 0 |
| ProximalND                         | 0.2273428 | 0 | 0 | 0 | 0 | 0 |
| ProximalNA                         | 0.7469482 | 1 | 1 | 1 | 1 | 1 |
| IntramuralThrombus                 | 0.3422043 | 0 | 0 | 0 | 0 | 0 |
| MaxASD                             | 0.2162348 | 0 | 0 | 0 | 0 | 0 |
| RightCIAd                          | 0.3181459 | 0 | 0 | 0 | 0 | 1 |
| LeftCIAd                           | 0.2496117 | 0 | 0 | 0 | 0 | 0 |
| RightEIAd                          | 0.3057865 | 0 | 0 | 0 | 0 | 0 |
| LeftEIAd                           | 0.2168787 | 0 | 0 | 0 | 0 | 0 |
| CIAInv                             | 0.2322077 | 0 | 0 | 0 | 0 | 0 |
| CIArszl                            | 0.2346521 | 0 | 0 | 0 | 0 | 0 |
| CIAlszl                            | 0.2914526 | 0 | 0 | 0 | 1 | 0 |
| CIAthrombus                        | 0.2119417 | 0 | 0 | 0 | 0 | 0 |
| EIAthrombus                        | 0.9997458 | 1 | 1 | 1 | 1 | 1 |
| BF                                 | - | 1 | 0.4867886 | 0.3602048 | 0.3577225 | 0.316961 |
| PostProbs                          | - | 0.011 | 0.0056 | 0.0041 | 0.004 | 0.0036 |
| \( R^2 \)                           | - | 0.8652 | 0.8238 | **0.8752** | 0.8751 | 0.8732 |
| \( \text{dim} \)                   | - | 5 | 4 | 6 | 6 | 6 |
| logmarg                            | - | 15.59144 | 14.8715114 | 14.570354 | 14.5634389 | 14.44246 |
We are likewise presenting a shortened beta-binomial dissemination on the model size. This condition allows all models with more than \( \frac{n}{2} \) coefficients a zero likelihood from the earlier which confines the number of potential anomalies. Then the Bayesian inference model selection is used with the Bayesian Model Averaging (BMA); at this stage, we can have predictions and a combination of estimates from the resulting model. In Figure 4, it can also be seen that the linear line (red line) can fit the residual (dot), which can be assumed that our model is good enough to be used as a prediction.

Figure 5. Model Summary Bayesian All Variable
Bayesian Model Averaging (BMA) is an application of Bayesian inference to the problems of model selection, combined estimation, and the prediction produces a straightforward model choice criteria and less risky predictions. The results obtained when using the Boruta selection feature are better with an $R^2$ value of 88.28% for model 4. It should be noted that when using all variables and also, the variable reduction does not provide significant results to improve the accuracy of the model. Visually can be seen in Figure 6, and Figure 7, respectively.

The ensemble predict results tend to be under dispersive or overdispersion (the estimated value of the aortic measure is centred on a value with low or high variance). This condition can cause the forecast results to be less reliable because under dispersive indicates relatively narrow forecast intervals, while overdispersion indicates relatively more full forecast intervals. These problems can be handled by the calibration of ensemble forecasts to produce a more reliable and sharper predictive density function (PDF).

If the calibrated ensemble interval forecasts have a standard deviation of proportional size, the results of the forecast reach an equidispersive state. This method is based on the concept of dynamic models. The advantage of this method lies in the ability to integrate several models of ensemble forecasts and correct forecast biases so that the mean and variance are closer to reality so that the calibrated ensemble forecasts can approach the actual observational values. By utilizing information from several ensemble models, the forecasts are produced does not only depend on one model. In addition, the BMA parameter estimator is not stagnant and always changes following dynamic weather and atmosphere information. BMA predictive robust function (PDF) is a linear combination of several forecast models where each model has a different contribution or weight to the predictive PDF formation. In BMA, weight determination is based on the average concept.
(averaging model). The magnitude of the weight depends on the ability of the model to forecast the weather component where the weight will be higher if the forecast results get closer to the real observation value. From a Bayesian point of view, these weights are the posterior probabilities of each member/ensemble model.

Figure 6. Model Summary Bayesian Boruta Feature Selection

Figure 7. Model Rank All Variables (left), Model Rank Feature Selection (Right)
5. Conclusion

Eleven percent of patients had external iliac artery circumferential thrombus > 50%, which occurred either on the left or right side. Sealing zone in both CIA less than 15 mm was none. EVAR in Indonesia started in 2012 with only 4 cases. Despite being relatively new, many cases of EVAR have been managed in our centres in Indonesia during the last five years. The treatment was increasing almost doubled every following year. Most cases were done by vascular surgeons with the referral system to particular university hospitals. Aortic characteristic for AAA in Indonesia has common features; nevertheless, those were relatively long proximal neck and the huge size of the aneurysmal sac in particularly young age. The health care system and insurance in Indonesia could be the factor for late diagnosis. In this paper, we already conduct the feature selection in Bayesian regression as well as MCMC. To begin with, Bayesian modelling using all variables that can reach the $R^2$ is 87.52%. Moreover, when we were performing feature selection, our model can reach the $R^2$ 88.28%. Generally speaking, feature selection in this simulation does not provide significant differences in accuracy. Overall, it may be said Boruta gives the main results that aortic class must be considered in Renal Inv, Age, EIAthrombus, and ProximalNA. Then if we want to pay attention to age, the important variable is renal inv, and finally, if we pay attention to the aortic class, the important variable is LeftCIAd, LeftEIAd. It means that the older the patient will give a clear difference in renal iv. At the same time, there are significant differences in the aortic class when justified on LeftCIAd, LeftEIAd. Statistically descriptive the size of the diameter of the aorta as an adult (after 18 years) is always the same. If the sex depends on the posture. Indeed, women are usually smaller. AAA is prevalently in men over 65 years. In frequency modelling or classical methods to find out the effect of parameters on the model, then hypothesis testing is performed. The purpose of testing is to find out the predictors that affect the response. Like the classical method, Bayesian also needs to test the parameters obtained. The difference with Bayesian people with frequency is that Bayesian people use credible intervals to find out the parameters that affect the model, while frequency use tests that are full of distribution assumptions. Credible intervals or Bayesian intervals are almost similar to the frequency confidence interval. Future research should be perform with the H-GLM [36],[37],[38], Mixture distribution [39]-[40].
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APPENDIX
At point π, the objective thickness or the full contingent of \( \theta_j \) in the Gibbs sampler is of a non-standard structure, can be utilized to bring about a Gibbs sampler having a lot of effectively tested standard full conditionals. It increases the objective thickness with a positive dormant variable \( u \) developing the joint thickness of \( u \) and \( \theta \). Along these lines, the minimal thickness for \( \theta \) is given by π and the Gibbs sampler is reached out to incorporate an additional full contingent for \( u \).

Assume that we wish to test from a thickness \( \pi \) given by

\[
\pi(\theta) \propto q(\theta) f(\theta)
\]

where \( q \) is a thickness of known structure and \( f \) is a non-negative invertible capacity. With the presentation of a latent \( u: \Omega \rightarrow R^+ \) with the joint thickness can be composed as follows:

\[
\pi(\theta, u) \propto q(\theta) I(u < f(\theta))
\]

Then, we can minimize \( u \) and we may get \( \pi(\theta) \) along these lines, the growth is substantial. The prior \( p(\theta) \) distribution which has parameter \( a \) and comes from the family of distribution \( \mathbb{D} \) is
said to be conjugate to \( p(y|\theta) \), if the posterior distribution \( p(\theta|y) \), which is obtained is also a family of distribution \( D \). As \( y_v \sim \text{poisson} (\theta), \ v = 1,2,\ldots, V \) with the likelihood function.

\[
p(y|\theta) = \prod_{v=1}^{V} \frac{\exp(-\theta) \times \theta^{y_v}}{y_v!} = \frac{\exp(-V\theta) \times \theta^{(\sum_{v=1}^{V} y_v)}}{\prod_{i=1}^{n} y_v!}
\]

It is assumed that prior \( p(\theta) \) has gamma distribution with parameter \( c = (a, b)^T \) or \( \theta \sim \text{gamma} (a, b) \) so that it can be written as follows,

\[
p(\theta) = \frac{b^a}{\Gamma(a)} \theta^{a-1} \exp(-b\theta)
\]

Then the posterior \( p(\theta|y) \) is written as follows

\[
p(\theta|y) = \frac{p(y|\theta) \times p(\theta)}{\int_{\Omega \theta} p(y|\theta) \times p(\theta) d\theta} \propto p(y|\theta) \times p(\theta)
\]

with \( \Omega \theta \) is the domain of \( \theta \)

\[
p(\theta|y) \propto \frac{\exp(-V\theta) \times \theta^{(\sum_{v=1}^{V} y_v)}}{\prod_{i=1}^{n} y_v!} \times \frac{b^a}{\Gamma(a)} \theta^{a-1} \exp(-b\theta)
\]

\[
\propto \exp[-\theta(V + b)] \times \frac{\theta^{\sum_{v=1}^{V} y_v} b^a \theta^{a-1}}{\Gamma(a)}
\]

\[
\propto \exp[-\theta(V + b)] \times \frac{\theta^{(\sum_{v=1}^{V} y_v + a) - 1}}{\Gamma(a)}
\]

These results can be said that posterior \( p(\theta|y) \) has gamma distribution or can be written \( \theta|y \sim \text{gamma} (\sum_{v=1}^{V} y_v + a, V + b) \).
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