Relating the structure factors of two-dimensional materials in planar and spherical geometries
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Scattering structure factors provide essential insight into material properties and are routinely obtained in experiments, computer simulations, and theoretical analyses. Different approaches favor different geometries of the material. In case of lipid bilayers, scattering experiments can be performed on spherical vesicles, while simulations and theory often consider planar membrane patches. We derive an approximate relationship between the structure functions of such a material in planar and spherical geometries. We illustrate the usefulness of this relationship in a case study of a Gaussian material that supports both homogeneous and microemulsion phases. Within its range of applicability, this relationship enables a model-free comparison of structure factors of the same material in different geometries.
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I. INTRODUCTION

Many important properties of two-dimensional materials can be probed in scattering experiments that measure the structure factor, which contains information about spatial correlations in the material. Computing such structure factors is therefore a common goal also of computational and theoretical studies. A direct comparison between structure factors obtained by these routes can be difficult if different material geometries are used either due to necessity or convenience. In this work we aim to enable such a comparison of structure factors between planar and spherical materials.

Our interest is motivated by the study of mixed lipid bilayers, which serve as model systems that mimic cellular membranes. Depending on lipid composition and thermodynamic parameters these systems exist in different phases. For example, it is well established that some ternary mixtures of phospholipids and cholesterol undergo a transition upon cooling from a homogeneous fluid at high temperatures to a phase-separated state in which the bilayer separates into coexisting liquid-ordered and liquid-disordered phases.\textsuperscript{1–5} Such thermodynamic phase separation creates lateral structure in the membrane on a length scale that increases with the size of the system. Organization on smaller length scales can be generated in structured phases such as microemulsion or modulated phases\textsuperscript{6–9} as well as in systems that display nanoscopic domains.\textsuperscript{10–17} Identifying the nature of such lateral organization and understanding the mechanisms that give rise to them continues to be a challenge in membrane biophysics.

An important observable that characterizes the structure of materials is the density correlation function or its Fourier transform, the scattering structure factor.\textsuperscript{18} The latter can be directly measured in scattering experiments using either neutrons or X-rays,\textsuperscript{19,20} which makes the density correlation function a principal objective both of theoretical studies,\textsuperscript{7,21–23} and of molecular mechanics computer simulations\textsuperscript{24–27} of multicomponent membranes. The integration of results from experiment, theory, and simulation has significantly enhanced our understanding of the structure of mixed lipid bilayers.

The comparison of structure factors obtained using these three approaches can be hampered by the use of different bilayer geometries. For example, a series of recent neutron scattering experiments have been performed on small, unilamellar vesicles (SUVs).\textsuperscript{14,16,28} The majority of computer simulations, on the other hand, consider planar, periodically
replicated patches of bilayer material. Structural correlation functions obtained in these different geometries cannot be directly compared, even if the change in geometry did not affect intrinsic membrane properties: the difference in shape between the spherical and the planar system itself leads to significant differences in measured or calculated structure factors.

Our goal is to derive a mathematical relationship between the structure factor of a spherical system and that of a planar system. We consider only the immediate effect of system geometry on the scattering intensity, and neglect potential changes of the material properties due to system shape. The latter can play an important role in membrane systems if the radius of a vesicle is small because the distribution of lipids is known to be sensitive to the local curvature and variations therein between the inner and the outer leaflet.29–31 With this caveat in mind we derive in the following section an approximate transformation that converts the structure factor of a spherical system into the in-plane structure factor of a planar system of the same material. The utility and the limitations of this transformation are explored in Section III where we study as an example a material whose properties are described by an extended Landau-Ginzburg model that supports both unstructured and structured fluid phases. General aspects and potential extensions of our approach are discussed in Section IV.

II. PLANAR VS. SPHERICAL GEOMETRY

We start with a planar, two-dimensional material that we assume to occupy the $xy$-plane in a Cartesian coordinate system. Its properties, in particular those that would be measured in a hypothetical scattering experiment, are described by the scalar field $\phi(x, y)$ or, equivalently, by its Fourier transform

$$\tilde{\phi}(q) = \int ds e^{-iqs}\phi(s)$$

where $s = (x, y)$ and $q = (q_x, q_y)$ denote points in two-dimensional position and reciprocal space, respectively.

The two-dimensional scattering intensity of this material is given by the structure factor

$$S^{(2d)}(q) \equiv \frac{1}{L^2} \left\langle \tilde{\phi}_q \tilde{\phi}_{-q} \right\rangle$$

which for isotropic materials depends only on the magnitude $q = |q|$ of the wavevector.
FIG. 1. Illustration of the geometries considered in this work. The planar system has two-dimensional structure factor $S^{(2d)}(q)$. Embedding in three-dimensional space and averaging over all possible orientations gives rise to the structure factor $S^{(3d)}_{\text{avg}}(k)$. In a spherical geometry this material has three-dimensional structure factor $S^{(\text{sph})}(k)$, which approaches $S^{(3d)}_{\text{avg}}(k)$ at large $kR$. Its transformation (9) yields $S^{(\text{inv})}(q)$ which is a good approximation of $S^{(2d)}(q)$ if $R$ is not too small. The symbols $q$ and $k$ represent magnitudes of two- and three-dimensional wavevectors, respectively. Numbers in parentheses denote equation numbers of the relevant relationship.

Here $\langle \cdot \rangle$ is the thermal equilibrium average, and we have included a normalization factor that removes the dependence on the membrane area $L^2$.

We now consider the embedding of the field $\phi(x, y)$ in three-dimensional Euclidean space,

$$\rho(r) = \phi(x, y) \delta(z).$$

Here $r = (x, y, z)$ is a point in three-dimensional space. This field has Fourier transform

$$\tilde{\rho}(k) = \int dr \, e^{-ikr} \rho(r)$$

$$= \tilde{\phi}(k_{\parallel}).$$
where $k_\parallel$ are the first two Cartesian components of the three-dimensional wavevector $k$. The structure factor of the embedded field is

$$S^{(\text{emb})}(k) \equiv \frac{1}{L^2} \langle \tilde{\rho}(k) \tilde{\rho}(-k) \rangle = S^{(2d)}(k_\parallel). \quad (6)$$

If the material is isotropic within the plane, then $S^{(\text{emb})}(k)$ has cylindrical symmetry in $k$ space. We proceed by computing the spherical average of this function over the polar angle $\theta$ and azimuthal angle $\varphi$:

$$S^{(3d)}_{\text{avg}}(k) \equiv \frac{1}{4\pi} \int_0^\pi \sin \theta \, d\theta \int_0^{2\pi} d\varphi \, S^{(\text{emb})}(k) \quad (7)$$

$$= \frac{1}{k} \int_0^k dq \frac{q}{\sqrt{k^2 - q^2}} S^{(2d)}(q). \quad (8)$$

This expression describes the spherically averaged scattering intensity of a planar material. It can also be interpreted as the scattering intensity that one would observe if one were to rotate the planar material across all possible orientations relative to an incoming beam, as illustrated in Figure 1.

The transformation (8) from $S^{(2d)}(q)$ to $S^{(3d)}_{\text{avg}}(k)$ resembles the Abel transform as defined by Bracewell, albeit with different integration boundaries. Even though it is obtained by computing an orientational average it can be inverted. The loss of information that usually occurs when taking averages is circumvented by the embedding in a higher-dimensional space. We show in the appendix that the inverse of (8) is

$$S^{(2d)}(q) = \frac{2}{\pi} \int_0^q dk \frac{d(k S^{(3d)}_{\text{avg}}(k))}{dk} \frac{1}{\sqrt{q^2 - k^2}}. \quad (9)$$

This expression allows us to compute the in-plane, two-dimensional structure factor from the orientationally averaged, three-dimensional structure factor.

Note that (9) is an improper integral, with a weak divergence of the integrand as $k \to q$. This makes this expression inconvenient to use if the integration has to be carried out numerically. We can avoid this difficulty by defining an auxiliary function

$$g(k) = k S^{(3d)}_{\text{avg}}(k) \quad (10)$$

which, upon substitution into (9) and partial integration, yields

$$S^{(2d)}(q) = g'(q) - \frac{2}{\pi} \int_0^q dk \arctan \left( \frac{k}{\sqrt{q^2 - k^2}} \right) g''(k). \quad (11)$$
In this formulation the divergence has been avoided at the cost of requiring information about the second derivative of \( g(k) \).

Lastly we consider a two-dimensional material, again characterized by the scalar field \( \phi \), that has the geometry of a spherical surface. In other words, its embedding in three-dimensional space is given by

\[
\rho(r) = \delta(r - R)\phi(\theta, \varphi)
\]

where \( R \) is the radius of the sphere, \( \delta \) is the Dirac delta function, and \( (r, \theta, \varphi) \) are the spherical coordinates of the point \( r \). A scattering experiment measures this field’s structure factor

\[
S^{(\text{sph})}(k) \equiv \frac{1}{4\pi R^2} \langle \hat{\rho}(k)\hat{\rho}(-k) \rangle .
\]

As before we have included a normalization based on the surface area of the sphere, and we assume that this function is isotropic, i.e., independent of the direction of the wavevector \( k \).

Our goal is to establish a relationship between the two-dimensional structure factor of a planar material, \( S^{(2d)}(q) \), and the three-dimensional structure factor of the same material on the surface of a sphere, \( S^{(\text{sph})}(k) \). We already established the mathematical equivalency of the former to the orientationally averaged, planar structure factor \( S^{(3d)\text{avg}}(k) \), expressed by (8) and (9). The latter, in turn, is related to \( S^{(\text{sph})}(k) \): if the radius \( R \) of the sphere is large compared to the length scale \( 1/k \) at which one probes the structure, one can think of the sphere as a collection of locally flat regions that exist at all possible orientations relative to an incoming beam. Based on this physical argument alone one expects that in the limit of \( kR \to \infty \),

\[
S^{(\text{sph})}(k) \to S^{(3d)\text{avg}}(k).
\]

While we cannot provide a formal proof of this intuitive relationship for the general case, we will provide in the next section a demonstration of its validity for a specific choice of the material \( \phi \).

We now assume this convergence to be smooth so that for sufficiently large \( kR \) we can consider these two structure functions to be approximately equal (the validity of this assumption will be explored in the following section). Because the transformation (9) converts \( S^{(3d)\text{avg}}(k) \) into \( S^{(2d)}(q) \), it should do the same, at least approximately, when applied to \( S^{(\text{sph})}(k) \). We therefore define

\[
S^{(\text{inv})}(q) = \frac{2}{\pi} \int_0^q dk \frac{d(kS^{(\text{sph})}(k))}{dk} \frac{1}{\sqrt{q^2 - k^2}}
\]

(15)
and use it as an estimate for the two-dimensional structure factor of the planar system,

\[ S^{(\text{inv})}(q) \approx S^{(2d)}(q). \]  

(16)

It is not possible to assess the accuracy of this approximation without making additional assumptions about the material under consideration. In the following section we will therefore evaluate the relationships derived so far in the context of a specific material that allows a complete analysis.

III. APPLICATION: A GAUSSIAN MATERIAL

We consider a two-dimensional material described by its scattering length density \( \phi(s) \) whose fluctuations are determined by the energy functional

\[ E[\phi(s)] = \int dS \frac{\alpha}{2} \phi(s)^2 + \frac{\sigma}{2} |\nabla \phi(s)|^2 + \frac{\kappa}{2} \left( \nabla^2 \phi(s) \right)^2, \]

(17)

where \( \alpha, \sigma \) and \( \kappa \) are parameters of the model, and the integral is taken over the entire area of the material. We consider separately the cases of planar and spherical materials. This model contains the quadratic terms of the well-known Landau-Ginzburg model, which has recently been used to study the phase behavior of multi-component lipid bilayers in addition to many other applications.

A. Planar geometry

If the surface is planar then it is convenient to expand the field \( \phi(s) \) in a plane wave basis set, with expansion coefficients given by the Fourier transform (1). In this representation the energy can be written as

\[ E(\{\tilde{\phi}_q\}) = \frac{1}{2L^2} \sum_q \left( \alpha + \sigma q^2 + \kappa q^4 \right) |\tilde{\phi}_q|^2 \]

(18)

where we assumed the material to span a square patch of side length \( L \), and the sum ranges over all wavevectors \( q \) consistent with that geometry. Note that the Fourier coefficients \( \tilde{\phi}_q \) act essentially like independent harmonic oscillators; the only coupling being the constraint \( \tilde{\phi}_q = \tilde{\phi}_{-q}^* \) that ensures the field \( \phi \) to be real-valued. The structure factor (2) is therefore easily obtained from the equipartition theorem:

\[ S^{(2d)}(q) = \frac{k_B T}{\alpha + \sigma q^2 + \kappa q^4}. \]

(19)
Here $k_BT$ is the thermal energy scale.

The structure factor must be positive for all values of the wavevector, which implies that both $\alpha$ and $\kappa$ must be positive. If $\sigma$ is also positive then $S^{(2d)}$ is a monotonically decreasing function of $q$, which describes the fluctuations in an ordinary fluid. However, $\sigma$ can also be negative as long as

$$\sigma > -2\sqrt{\alpha\kappa}. \quad (20)$$

In this case the structure factor has a peak at wavevector

$$q_c = \sqrt{-\sigma/2\kappa}. \quad (21)$$

Such a peak is the hallmark characteristic of a microemulsion.\textsuperscript{7,8,22} The length $2\pi/q_c$ describes the scale of transient fluctuations and is therefore of fundamental interest.

\section*{B. Spherical geometry}

If the material is shaped like the surface of a sphere then an expansion of the field $\phi$ in terms of spherical harmonic functions $Y_{l,m}$ is convenient:

$$\phi(\theta, \varphi) = \frac{1}{R^2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} u_{l,m} Y_{l,m}(\theta, \varphi). \quad (22)$$

The complex coefficients $u_{l,m}$ can be obtained from the spherical harmonic transform

$$u_{l,m} = R^2 \int d\Omega \ Y_{l,m}^{*} (\theta, \varphi) \phi(\theta, \varphi), \quad (23)$$

where the integration is performed over all solid angles $\Omega$, and satisfy the condition $u_{l,-m} = (-1)^m u_{l,m}^{*}$. We have included a factor $R^2$ in the definition of the spherical harmonic coefficients $u_{l,m}$ to highlight their similarity to the Fourier coefficients $\tilde{\phi}_q$ of the planar case.

Expressed in terms of $u_{l,m}$ the energy (17) becomes

$$E(\{u_{l,m}\}) = \frac{1}{2R^2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left( \alpha + \frac{\sigma}{R^2} l(l+1) + \frac{\kappa}{R^4} (l(l+1))^2 \right) |u_{l,m}|^2 \quad (24)$$

and we can again use the equipartition theorem to determine the variance

$$\langle |u_{l,m}|^2 \rangle = \frac{k_BT R^2}{\alpha + \frac{\sigma}{R^2} l(l+1) + \frac{\kappa}{R^4} (l(l+1))^2}. \quad (25)$$
To compute the structure factor $S^{(\text{sph})}(k)$ we use the embedding (12) together with the expansion (22) to obtain the three-dimensional field $\rho(r)$. We calculate its Fourier transform by first expanding the plane wave basis set in spherical harmonics,

$$e^{-ikr} = 4\pi \sum_{l=0}^{\infty} \sum_{m=-l}^{l} (-i)^l j_l(kr)Y_{l,m}(\hat{k}) Y_{l,m}^*(\hat{r}),$$

(26)

and by using the orthonormality of the $Y_{l,m}$ to obtain

$$\tilde{\rho}(k) = 4\pi \sum_{l=0}^{\infty} \sum_{m=-l}^{l} (-i)^l j_l(kR)Y_{l,m}(\hat{k}) u_{l,m},$$

(27)

In these equations $j_l$ is the spherical Bessel function of the first kind, and $\hat{k}$ is the unit vector in the direction of $k$. This expression, together with (25), can be used to compute the structure factor (13),

$$S^{(\text{sph})}(k) = k_B T \sum_{l=0}^{\infty} \frac{(2l+1)j_l(kR)^2}{\alpha + \frac{\sigma}{R^2}l(l+1) + \frac{\kappa}{R^4}(l(l+1))^2},$$

(28)

where again we used the orthogonality of the spherical harmonic functions as well as Unsöld’s theorem,

$$\sum_{m=-l}^{l} Y_{l,m}(\hat{k}) Y_{l,m}(\hat{k})^* = \frac{2l+1}{4\pi}.$$  

(29)

A complete analysis of (28) is difficult due to the presence of the infinite series. However, we can obtain useful insight by considering the $k \to 0$ limit of $S^{(\text{sph})}$ and its derivatives. We find that

$$S^{(\text{sph})}(k \to 0) = k_B T / \alpha,$$

(30)

$$\left. \frac{d S^{(\text{sph})}}{dk} \right|_{k \to 0} = 0,$$

(31)

$$\left. \frac{d^2 S^{(\text{sph})}}{dk^2} \right|_{k \to 0} = \frac{2k_B TR^2}{3\alpha} \left( \frac{2\sigma}{R^2} + \frac{4\kappa}{R^4} \right).$$

(32)

If all parameters are positive then (32) is negative, which together with the fact that $S^{(\text{sph})}$ approaches zero at large wavevectors suggests that it is a monotonically decreasing function of $k$. We have already seen that $\sigma$ can be moderately negative as long as (20) is satisfied. For a planar material this results in a peak in the structure factor at the non-zero wavevector $q_c$. In the spherical geometry we see that (32) is positive for $-2\sqrt{\alpha\kappa} < \sigma < 0$ only if

$$R > \sqrt{-2\kappa/\sigma} \equiv R_{\text{min}}.$$ 

(33)
In this case the structure factor is positive and convex at $k = 0$, and converges to zero at large $k$. This implies the existence of a maximum at an intermediate wavevector, as is the case for a planar material. However, if $R < R_{\text{min}}$ then (32) remains negative even for negative $\sigma$, which suggests that $S^{(\text{sph})}$ remains a monotonic function without a peak. Because the presence of a peak in the structure factor is the identifying property of a microemulsion, we see that the assignment of thermodynamic phases can depend on the radius of the vesicle. This is one example of finite size effects that become apparent at small system sizes.

This example illustrates that the geometry of a material (i.e., whether it is planar or spherical) can significantly change the scattering profile, and even result in qualitatively different interpretations (microemulsion or unstructured fluid) of its behavior. It follows that one should not directly compare $S^{(2d)}(q)$ and $S^{(\text{sph})}(k)$. The transformation (15) serves as an approximate relationship that makes these structure factors comparable. To illustrate the accuracy of this transformation and to test the boundaries of its applicability we will now examine several examples of a material described by the energy (17).

C. Transformation between planar and spherical geometries

Figure 2a shows a comparison of the four different structure factors of interest: $S^{(2d)}(q)$, the two-dimensional structure factor of a planar system, $S^{(\text{sph})}(k)$, the three-dimensional structure factor of a spherical system, $S^{(\text{inv})}(q)$, the result of the approximate transformation of the spherical into a planar structure factor, and $S^{(3d)}_{\text{avg}}(k)$, the structure factor of a planar system averaged over all possible orientations in three-dimensional space. Because the transformation is performed numerically we use the form (11) for its evaluation,

$$S^{(\text{inv})}(q) = g'(q) - \frac{2}{\pi} \int_0^q \, dk \, \arctan \left( \frac{k}{\sqrt{q^2 - k^2}} \right) g''(k).$$

where $g(k) = k S^{(\text{sph})}(k)$.

Figure 2a illustrates that for non-negative values of the system parameters the structure factors of both the planar and the spherical system are monotonically decreasing. While those functions are qualitatively similar, they are not identical. The transformation (34) allows to compute the planar structure factor from the spherical one almost exactly ($S^{(\text{inv})}(q) \approx S^{(2d)}(q)$), which demonstrates the utility of this approach. Here we chose a relatively large radius for the spherical system. As anticipated, the structure factor of the
spherical system is essentially indistinguishable from that of the orientationally averaged planar system \( S_{\text{avg}}^{(3d)}(k) \approx S^{(\text{sph})}(k) \).

The effect of making \( \sigma \) negative is shown Figure 2b. Both the planar and the spherical structure factor now exhibit a peak at non-zero wavevector, indicating that the material is now a microemulsion. Note that these peaks occur at different values of the wavevector. Inferring the length scale of the fluctuations present in this material from the inverse of the peak location in \( S^{(\text{sph})}(k) \) would yield a systematic underestimate. However, the transformation (34) allows to correct the effect of spherical geometry on the structure function, and to recover the intrinsic two-dimensional structure factor \( S^{(2d)}(q) \).

The accuracy of the transformation decreases when the radius of the spherical system becomes small, as illustrated in Figure 2c. Transforming \( S^{(\text{sph})}(k) \) into \( S^{(\text{inv})}(q) \) no longer recovers \( S^{(2d)}(q) \) accurately, even though the location of the peak still shifts in the right direction, toward smaller wavevectors. Similarly one starts to see deviations between \( S^{(\text{sph})}(k) \) and the orientationally averaged structure factor of the planar system, \( S_{\text{avg}}^{(3d)}(k) \).

Upon reducing the vesicle radius even further to \( R_{\text{min}} \) the approximation (16) breaks down (Figure 2d). As expected for this radius, the structure factor of the spherical system no longer exhibits a peak at non-zero wavevector, and the transformation (34) does not recover it. Instead it generates a function that takes on negative values, which is not physical. For such small systems neither \( S^{(\text{inv})}(q) \) nor \( S^{(\text{sph})}(k) \) are good approximations to \( S^{(2d)}(q) \).

IV. DISCUSSION

The example showcased in the previous section illustrates both the benefits and the limitations of the proposed transformation of structure factors between spherical and planar systems, equation (15). If the radius of the sphere is large compared to the intrinsic length scale of the material then the transformation yields the planar structure factor nearly exactly. At intermediate radii the transformation is no longer exact, but at least qualitatively changes the structure factor in the right direction: \( S^{(\text{inv})} \) is more similar to \( S^{(2d)} \) than \( S^{(\text{sph})} \) is. This is true generally for the overall shape of the scattering function as well as for important characteristic features, for example the location of a peak in the microemulsion regime.

At still smaller radii the transformation ceases to yield results that are similar to the planar structure factor, and the obtained \( S^{(\text{inv})}(q) \) differs qualitatively from \( S^{(2d)}(q) \). Im-
FIG. 2. Comparison of structure factors for different values of the dimensionless model parameters. See main text for a detailed discussion. All calculations were performed at temperature $T = 1$. The spherical structure factor $S^{(sph)}(k)$ was computed using (28) by including terms up to $l = 1000$.

Important features such as the existence of a peak at finite wavevectors are not preserved. In this regime the transformation (15) should not be applied to estimate planar from spherical structure factors. From (21) and (33) we see that $R_{\text{min}} = 1/q_c$, which has an appealing intuitive interpretation: in order to observe the length scale of the heterogeneity in a spherical system, the latter must be large enough to accommodate those fluctuations. In other words, the length of the sphere’s great circle, $2\pi R$, must exceed the correlation length $2\pi/q_c$ of the material.

In addition to the requirement of a spherical radius that exceeds the correlation length there are several other limitations that must be considered before using equation (15) to compare planar and spherical structure factors. Those arise from the simplicity of the model proposed in this work. In particular, it treats the material as a two-dimensional surface, and ignores effects on the scattering intensity that originate from the non-zero
thickness of the material. These effects become important for very small spheres when the thickness is a sizable fraction of the diameter. Another limitation is the model’s restriction to perfectly planar and spherical geometries. Shape deformations, induced either by thermal fluctuations or by coupling between the composition field and the local geometry of the material, are not considered here. The latter are believed to play an important role in lipid bilayer mixtures that separate into domains with different spontaneous curvatures and/or bending rigidities. Incorporating these effects into the model will further increase its usefulness in comparing the results of scattering experiments and/or calculations in planar and spherical geometries.

V. CONCLUSION

We have developed an approximate relationship between planar and spherical structure factors of two-dimensional materials. We have demonstrated the accuracy and the limitations of this relationship by applying it to a Gaussian material that has previously been proposed to model multicomponent lipid bilayers and that supports both homogeneous and microemulsion phases. Our results allow a direct, model-free comparison of structure factors obtained in these different geometries.

Appendix: Derivation of Inverse Transform

Equation (8) defines \( S^{(3d)}_{\text{avg}}(k) \) in terms of \( S^{(2d)}(q) \). Here we show that the transformation (9) is the inverse operation, i.e., it allows us to recover \( S^{(2d)}(q) \) from \( S^{(3d)}_{\text{avg}}(k) \).

We begin with the definition of \( S^{(3d)}_{\text{avg}}(k) \), equation (8). Using integration by parts, we find

\[
 k S^{(3d)}_{\text{avg}}(k) = k S^{(2d)}(0) + \int_{0}^{k} dq \sqrt{k^2 - q^2} \frac{dS^{(2d)}(q)}{dq}.
\]  

(A.1)

We now take the derivative with respect to \( k \), keeping in mind that both the integrand and the integration boundary depend on that variable. However, the integrand is zero at \( q = k \), and the Leibniz rule yields

\[
 \frac{d}{dk} \left( k S^{(3d)}_{\text{avg}}(k) \right) = S^{(2d)}(0) + \int_{0}^{k} dq \frac{\partial}{\partial k} \left( \sqrt{k^2 - q^2} \right) \frac{dS^{(2d)}(q)}{dq}.
\]

(A.2)

The derivative in the integrand is easily evaluated to yield \( k/\sqrt{k^2 - q^2} \). We now multiply
both sides of this equation by $1/\sqrt{p^2 - k^2}$ and integrate from 0 to $p$, where $p$ is an arbitrary non-negative number:

$$
\int_0^p \mathrm{d} k \frac{1}{\sqrt{p^2 - k^2}} \left( k S_{\text{avg}}^{(3d)}(k) \right) - \int_0^p \mathrm{d} k \frac{1}{\sqrt{p^2 - k^2}} = S^{(2d)}(0) \int_0^p \mathrm{d} k \frac{1}{\sqrt{p^2 - k^2}}
$$

$$
+ \int_0^p \mathrm{d} k \frac{1}{\sqrt{p^2 - k^2}} \int_0^k \mathrm{d} q \frac{k}{\sqrt{k^2 - q^2}} \frac{d S^{(2d)}(q)}{d q}.
$$

The value of the first integral on the right-hand side is $\pi/2$. We now rewrite the double integral $\int_0^p \mathrm{d} k \int_0^k \mathrm{d} q$ as $\int_0^p \mathrm{d} q \int_q^p \mathrm{d} k$. This allows us to isolate the $k$-integral, which again yields $\pi/2$. The above expression is therefore equal to

$$
\frac{\pi}{2} \left( S^{(2d)}(0) + \int_0^p \mathrm{d} q \frac{d S^{(2d)}(q)}{d q} \right) = \frac{\pi}{2} S^{(2d)}(p).
$$

(A.4)

After multiplying both sides by $2/\pi$ and relabeling $p \rightarrow q$ we arrive at (9).
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