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This paper investigates the fast Hamiltonian control of $n = 2$ density operators by continuously varying the flag as one moves away from the completely mixed state. In general, the critical points and zeros of the purity derivative can only be solved analytically in the limit of minimal purity. We derive differential equations that maintain these features as the purity increases. In particular, there is a thread of points in the Bloch ball that locally maximizes the purity derivative, and a corresponding thread that minimizes it. Additionally, we show there is a closed surface of points inside of which the purity derivative is positive, and inside of which is negative. We argue that this approach may be useful in studying higher-dimensional systems.
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I. INTRODUCTION

In the last three decades, there has been great interest in controlling quantum systems for the purposes of coherent control of chemical reactions [1][2], NMR [3], and quantum computation [4][5]. One of the key challenges of quantum control is counter-acting the influence of the environment, which causes decoherence (loss of coherence between quantum states) and dissipation (loss of energy) (see [6], [7], [8] and [9] for surveys). If one models an open system as Markovian and time-independent, the dynamics are described by a quantum dynamical semigroup and the Lindblad master equation [10][11][12]. While there is research towards engineering open system dynamics [13][14][15], control functions often appear in the system Hamiltonian, which are only capable of steering within a given unitary orbit [16][17][18]. The motion between orbits depends on the Lindblad superoperator. This includes, in particular, variation in the purity $Tr(\rho^2)$, which is constant on any given orbit. This incentivizes unitary control that is fast relative to the time-scale of the Lindblad dynamics [19].

One method of representing open systems is the generalized Bloch representation [15][20], which yields an affine differential equation on the vector space of density operators. In this paper we use a different approach in which the structure of the space of density operators is decomposed into the space of unitary orbits, and the orbit manifolds themselves. If one has sufficiently fast and complete Hamiltonian control for an $n = 2$ system, the inter- and intra-orbit dynamics can be turned into a control equation, where the position along the orbit is considered a control variable, and the orbit itself is treated as a state variable [21][22]. Mathematically, the position along the orbit is a flag: a nesting of subspaces, which in this case are the eigenspaces of the density operator. Therefore, we refer to this viewpoint as flag-based control.

The difficulty in this approach is that the orbit is a non-linear manifold, and applying standard control theory to obtain explicit trajectories is non-trivial. Controllability for $n = 2$ can be treated analytically, but not in a way that will scale practically to higher dimensions. At the completely mixed state however, the structure of the Lindblad term simplifies significantly regardless of dimension. This paper considers an approach that begins at the completely mixed state, and introduces a continuously varying feedback in the flag, which maintains critical points and zeros of the purity derivative as the purity increases. In this way, one can plot a thread through $\rho$-space, the so-called Bloch ball, that maximizes (at least locally) the time-derivative of $Tr(\rho^2)$. There is a corresponding thread that minimizes the time-derivative (better said, maximizes it in the negative direction). Additionally, a different feedback can be derived that maintains a surface that separates the Bloch ball into purity-increasing and purity-decreasing regions. The purity derivative on this surface vanishes.

In the section II, we decompose the Lindblad master equation into its inter- and intra-orbit components, and interpret the resulting ODE as a control equation. In section III, we derive a feedback equation that maintains critical points as purity varies. We consider the special cases where the feedback equation fails. In section IV, we derive the feedback that maintains zeros. In section V we show several examples that illustrate the effect of the Lindblad superoperator on the Bloch ball.

II. PRELIMINARIES

An open quantum system is described by a density operator $\rho$, which is a trace-one positive semi-definite operator on the Hilbert space. If the dissipation is Markovian and time-independent, the density operator obeys
the Lindblad equation \[10\]:

\[
\frac{d}{dt}\rho(t) = [-iH(t), \rho(t)] + \mathcal{L}_D(\rho(t))
\]

(1)

\[
\mathcal{L}_D(\rho) := \sum_{m=1}^{N} L_m \rho L_m^\dagger - \frac{1}{2} \{L_m^\dagger L_m, \rho\},
\]

(2)

where the braces indicate an anti-commutator, \(H(t)\) is the (Hermitian) Hamiltonian, and \(\{L_m\}\) are the so-called Lindblad operators.

For \(n = 2\), the density operator can be identified with the Bloch vector \(\vec{n} \in \mathbb{R}^3, |\vec{n}| \leq 1\). The identification is:

\[
\rho = \frac{1}{2} \left( I_2 + \sum_{j=x,y,z} n_j \sigma_j \right),
\]

(3)

where \(\{\sigma_j\}\) are the Pauli matrices. The Lindblad equation translates to the following ODE (see Appendix A for a derivation):

\[
\frac{d\vec{n}}{dt} = \vec{b} + \vec{h} \times \vec{n} + (A - \text{tr}(A))\vec{n}.
\]

(4)

Here we write \(\vec{h}\) and \(\vec{l}_m\) to represent the traceless parts of the operators \(H\) and \(L_m\), expressed in the basis of the Pauli matrices, so that \(iH = 0 + \sum_{j=1}^{3} h_j \sigma_j\). The system parameters are defined:

\[
A := \frac{1}{2} \sum_m \vec{l}_m \vec{l}_m^T + \vec{n} \vec{l}_m^T,
\]

(5)

\[
\vec{b} := i \sum_m \vec{l}_m \times \vec{l}_m,
\]

(6)

where the bar represents complex conjugate and \(T\) matrix transpose. \(A\) is a positive semi-definite matrix, so its eigenvalues \(\alpha_j\) must be non-negative. Additionally, the vector \(\vec{b}\) obeys the inequality (see Appendix B):

\[
\vec{b}^T A \vec{b} \leq 4 \det(A).
\]

(7)

For \(\vec{n} \neq 0\), the ODE can be decoupled into its radial and transverse components. If we write \(\vec{n} = \vec{r} \hat{n}\), then \(\frac{d\vec{r}}{dt} = \frac{d}{dt} \hat{n} + \vec{r} \frac{d\hat{n}}{dt}\), which yields \(\frac{d\vec{r}}{dt} = \hat{n} \frac{d\hat{n}}{dt}\), as well as \(\frac{d\hat{n}}{dt} = 0 \hat{n} \times \frac{d\hat{n}}{dt}\). Then we have:

\[
\frac{dr}{dt} = \vec{b} \cdot \hat{n} + r (\hat{n} \cdot A \hat{n} - \text{tr}(A)) = : f(\hat{n}, r)
\]

(8)

\[
\frac{d\hat{n}}{dt} = -\frac{1}{r} \hat{n}_\perp + \vec{h} \times \hat{n} - (A \hat{n})_\perp,
\]

(9)

where the \(\perp\) subscript indicates the component perpendicular to \(\hat{n}\).

The behavior at \(r = 0\) demands attention. Clearly, \(\frac{d\hat{n}}{dt}\) can be quite large for small \(r\), but for trajectories that pass through \(\hat{n} = 0\), it is well behaved. At this point, \(\frac{d\hat{n}}{dt} = \vec{b}\), which means that shortly before or after, we have \(\hat{n} = \vec{b} \delta t\). It follows that \(r = |\vec{b} \delta t|\) and \(\hat{n} = \text{sgn}(\delta t) \vec{b}\). The ODE’s then give:

\[
\frac{dr}{dt} = \text{sgn}(\delta t) |\vec{b}| + O(\delta t)
\]

(10)

\[
\frac{d\hat{n}}{dt} = \text{sgn}(\delta t) \left( \vec{h} \times \vec{b} - (A \vec{b})_\perp \right),
\]

(11)

which are clearly bounded.

III. MAXIMIZING AND MINIMIZING THREADS

In a control-theoretic context, we are typically able to choose the Hamiltonian \(H(t)\) to some degree. The Hamiltonian appears only in the transverse equation \([9]\), while the radial component \([3]\) has no explicit Hamiltonian dependence. We are interested in the question of how to steer the transverse component in order to influence the radial. We will presume that we have fast and complete controllability, i.e., in the absence of Lindblad dissipation, we are able to steer between any two points on an orbit in arbitrarily short time (or at least in a time-scale much shorter than that associated with the Lindblad operators). This means we can consider \(\hat{n}\) to be an effective control variable: we can search for desirable \(\hat{n}(t)\) and then re-construct \(H(t)\) afterwards.

Given this context, we are interested in optimizing the function \(f_r(\hat{n}) := f(\hat{n}, r)\) as \(r\) varies. That is, we would like to find the point on an orbit that optimizes the inter-orbit speed. This can be done using the method of Lagrange multipliers for fixed \(r\) \([20, 21]\), which gives, for the multiplier \(\nu\), the conditions

\[
\vec{b} + 2r A \hat{n} = 2\nu \hat{n},
\]

(12)

and

\[
|\hat{n}| = 1.
\]

(13)

This leads in the general case to the degree-six polynomial in \(\nu\):

\[
\sum_{j=1}^{3} b_j^2 (\nu - ra_{j+1})^2 (\nu - ra_{j+2})^2 - \sum_{j=1}^{3} (\nu - ra_j)^2 = 0,
\]

(14)

where the square brackets indicate modular addition, so that the indices cycle through 1, 2 and 3.

This approach will not scale up nicely to higher dimensions, since it will involve solving systems of high-degree polynomials. Instead we try a different tack with better scalability. It is easy to analyze \(f_0(\hat{n}) = \vec{b} \cdot \hat{n}\). It is clear that \(f_0\) is maximized at \(\hat{n}_+ := \vec{b}\), minimized at \(\hat{n}_- := -\vec{b}\) and zero for any vector perpendicular to \(\vec{b}\). Now if we continuously increase \(r\) from zero, we investigate whether there are differentiable functions \(\hat{n}_\pm(r)\), with feedbacks \(\hat{\nu}_\pm(r) := \frac{d}{dr}\hat{n}_\pm(r)\) such that \(\hat{\nu}_\pm(r)\) are...
local optima for the functions \( f_r(\hat{n}) \) for every \( r \). If such functions exist, we call the corresponding differentiable curves \( n_\pm(r) := r n_\pm(r) \) maximizing and minimizing threads.

We know that \( \hat{n} \) lives on the sphere \( S^2 \), and a tangent space to \( S^2 \) can be identified with the two-dimensional vector space of vectors perpendicular to \( \hat{n} \). The derivative of \( f_r \) at a point \( \hat{n} \) with respect to a variation \( \epsilon \) can be written as

\[
df_r(\hat{n}) \cdot \epsilon = \hat{b}^T \epsilon + 2r\hat{n}^T A \epsilon \tag{15}
\]

Note that \( df_0(\pm\hat{b}) \cdot \epsilon = \hat{b}^T \epsilon = 0 \), since \( \hat{n} \) and \( \epsilon \) must be orthogonal. It follows that \( \hat{n} = \pm \hat{b} \) are critical points of \( f_0 \), and in fact they are the only two critical points.

Our objective is to vary \( \hat{n} \) with \( r \) so that it remains a critical point of \( f_r \). To this end, we differentiate the equation \( df_r(\hat{n}) \cdot \epsilon = 0 \) with respect to \( r \). We must be careful however since the tangent spaces at each \( \hat{n} \) are different. We must also vary \( \epsilon \) so that it remains perpendicular to \( \hat{n} \). Let \( \hat{m} := \frac{\partial}{\partial r} \) and \( \hat{\mu} := \frac{\partial}{\partial \epsilon} \). Since \( \hat{n}(r) \cdot \epsilon(r) = 0 \), \( \hat{\mu} \) must always satisfy \( \hat{n} \cdot \hat{\mu} = -\hat{m} \cdot \epsilon \) (from the product rule). We now have:

\[
dr (df_r(\hat{n}) \cdot \epsilon) = \frac{\partial}{\partial r} (df_r(\hat{n}) \cdot \epsilon) + (2r An) \hat{n} + (\hat{b} + 2r An) \hat{\mu} \tag{17}
\]

\[
= (2\hat{A} \hat{n} + 2r An)^T \epsilon + (\hat{b} + 2r An) \hat{\mu}. \tag{18}
\]

If \( \hat{n} \) is a critical point of \( f_r \), the vector \( \hat{b} + 2r An \) is parallel to \( \hat{n} \). Let the norm of this vector be \( C \). We now have:

\[
dr (df_r(\hat{n}) \cdot \epsilon) = (2\hat{A} \hat{n} + 2r An)^T \epsilon + C \hat{n} \hat{\mu} \tag{19}
\]

\[
= (2\hat{A} \hat{n} + 2r An)^T \epsilon - C \hat{m} T \epsilon \tag{20}
\]

\[
= (2\hat{A} \hat{n} + 2r An)^T \epsilon. \tag{21}
\]

where \( \Lambda := 2rA-C \). If we want this expression to vanish for arbitrary \( \epsilon \) perpendicular to \( \hat{n} \), we need to have, for some real \( k \):

\[
2\hat{A} \hat{n} + \Lambda \hat{m} = k \hat{n} \tag{22}
\]

\[
\hat{m} = \Lambda^{-1}(k - 2A) \hat{n}. \tag{23}
\]

where \( k \) can be found by projecting both sides on to \( \hat{n} \):

\[
k = 2 \frac{\hat{n} T \Lambda^{-1} A \hat{n}}{\hat{n} T \Lambda^{-1} \hat{n}}. \tag{24}
\]

We can now state the following proposition:

**Proposition III.1.** Consider a point \( (r_0, \hat{n}_0) \in [0, 1] \times S^2 \) that is critical, in the sense that \( df_{r_0}(\hat{n}_0) \cdot \epsilon \) vanishes for any \( \epsilon \) perpendicular to \( \hat{n}_0 \). Define:

\[
k(r, \hat{n}) := 2 \frac{\hat{n} T \Lambda(r, \hat{n})^{-1} A \hat{n}}{\hat{n} T \Lambda(r, \hat{n})^{-1} \hat{n}}. \tag{25}
\]

\[
\Lambda(r, \hat{n}) := 2rA - C(r, \hat{n}). \tag{26}
\]

\[
C(r, \hat{n}) := \hat{n} T (\hat{b} + 2r A \hat{n}). \tag{27}
\]

If there is an open set \( \Omega \subseteq [0, 1] \times S^2 \) containing \( (r_0, \hat{n}_0) \), over which (1) \( \Lambda(r, \hat{n}) \) is invertible, and (2) \( \hat{n} T \Lambda(r, \hat{n})^{-1} \hat{n} \neq 0 \), then the ODE

\[
\frac{d\hat{n}}{dr} = \Lambda(r, \hat{n})^{-1} (k(r, \hat{n}) - 2A \hat{n}), \tag{28}
\]

has a unique solution \( \hat{n}(r) \) on some interval \( [r_0, r_f] \), and every point on this solution satisfies \( df_r(\hat{n}(r)) \cdot \epsilon = 0 \) for \( \epsilon \) perpendicular to \( \hat{n}(r) \).

If the conditions on \( \Lambda(r, \hat{n}) \) hold for all points on \( [0, 1] \times S^2 \), there exist two threads, \( \hat{n}_\pm(r) \), that satisfy the ODE and have initial conditions \( (r_0, \hat{n}_0) = (0, \pm \hat{b}) \).

**Proof.** The local existence and uniqueness result is an application of standard theory of ODEs on manifolds \[21\]. Local existence requires differentiability of the RHS, which clearly holds given the two conditions. The vanishing of the derivative has already been shown. The global existence result holds because \([0, 1] \times S^2 \) is compact. \( \square \)

Both of the conditions on \( \Lambda(r, \hat{n}) \) sometimes fail, which we shall discuss in section V. The first is always tractable, while analysis of the second requires the solution of a polynomial. Apart from these special cases however, we now have two functions \( \hat{n}_\pm(r) \) with \( \hat{n}_\pm(0) = \pm \hat{b} \) and \( \frac{d}{dr} \hat{n}_\pm = \hat{m}(\hat{n}) \) that optimize (at least locally) \( f_r(\hat{n}) \) for each \( r \).

**IV. TRAJECTORY PLANNING**

We now have a feedback \( \hat{m} = \frac{d}{dr} \) that ensures a trajectory remains on a critical point as it moves inward to or outward from the completely mixed orbit. Our control variable however is the Hamiltonian, so to plan a trajectory (for example, to move from the completely mixed state \( r = 0 \) outwards), we must know how to recover an appropriate Hamiltonian from a given feedback.

We know previously that \( \frac{d}{dr} f(r, \hat{n}) = -\frac{1}{r} \hat{b}_\perp + \hat{h} \times \hat{n} - (A \hat{n})_\perp \). We also know \( \frac{d}{dr} = \hat{m} \). If we write \( \frac{d}{dr} f(r, \hat{n}) = \frac{d}{dr} \), we get

\[
\hat{m}(r, \hat{n}) f(r, \hat{n}) = \hat{h} \times \hat{n} - \frac{1}{r} \hat{b}_\perp - (A \hat{n})_\perp \tag{29}
\]

\[
\hat{h} = \hat{n} \times \left( \hat{m}(r, \hat{n}) f(r, \hat{n}) + \frac{1}{r} \hat{b}_\perp + (A \hat{n})_\perp \right). \tag{30}
\]

Note that the term \( \frac{1}{r} \hat{b}_\perp \) is well-behaved since \( \hat{b} \times \hat{n} \) is zero at \( r = 0 \) and \( O(r) \) in the vicinity. Also note that an arbitrary component parallel to \( \hat{n} \) can be added to \( \hat{h} \). In short, to attain a desired trajectory \( \hat{n}(r) \) using its associated feedback \( \hat{m}(r, \hat{n}) \), one should apply a radially varying Hamiltonian in the form

\[
\hat{h}(r) = c(r) \hat{n}(r) + \hat{n}(r) \times \left( \hat{m}(r, \hat{n}(r)) + \frac{1}{r} \hat{b} + A \hat{n}(r) \right), \tag{31}
\]
where $c(r)$ is arbitrary.

One might think the piece including $\vec{m}$ may blow up if $\Lambda$ becomes non-invertible, but we will see that this is not the case. There are cases where $\vec{m}$ does blow up, but this does not occur on the main threads $a_\pm(r)$ that arise at $r = 0$. Instead, this occurs when alternate threads arise at some $r > 0$. We discuss these possibilities in the next section.

V. SPECIAL CASES

We now consider the instances in which the feedback may not be well-defined, either due to (1) $\Lambda$ losing invertibility, or (2) the denominator in the definition of $k$ vanishing. The matrix $\Lambda$ loses invertibility if and only if the constant $C$ equals one of the eigenvalues $a_j$ of $2rA$. But at any critical point, we have:

\[
\vec{b} + 2rA\vec{n} = C\vec{n} \\
\vec{b} = -\Lambda\vec{n}.
\]

(32)  
(33)

In other words, degeneracy of $\Lambda$ implies that $\vec{b}$ must be in the image of $\Lambda$, which does not have full dimension. We separate the cases based on the multiplicity of the eigenvalue of $2rA$ in question.

(1a) $C$ is a triple eigenvalue of $2rA$.

This case is trivially rippling. If $A$ is a multiple of the identity $aI_2$, where $a$ is the only eigenvalue of $A$, and $C = 2ra$, then $\Lambda = 0$, and therefore $\vec{b} = 0$. We have then:

\[
f_r(\vec{n}) = -2ar \\
df_r(\vec{n}) \cdot \vec{c} = 2ra\vec{n}^T\vec{c} = 0.
\]

Therefore all possible $\vec{n}$ are critical points of $f_r$ due to the rotational symmetry. No optimization is needed since $f_r$ is a constant function.

(1b) $C$ is a double eigenvalue of $2rA$.

In this case, we find a plane of critical points that intersect one of the main threads $\vec{a}_\pm(r)$. Additionally, this case covers the well-studied phase- and amplitude-damping channels.

Let $\{e_j\}$, $j = 1, 2, 3$, be an eigenbasis of $A$, where the eigenvalues $a_1$ and $a_2$ are equal, and $a_3 \neq a_1$. It follows that for $C = 2ra_1$, we need $\vec{b} = e_3$. We know critical points satisfy $\vec{b} + 2rA\vec{n} = C\vec{n}$, which gives:

\[
2ra_1\vec{n}_j = C\vec{n}_j, \quad j = 1, 2 \\
b_3 + 2ra_3\vec{n}_3 = C\vec{n}_3.
\]

(36)  
(37)

There are two solutions. If $\vec{n}_1 = \vec{n}_2 = 0$, then $\vec{n}_3 = \pm 1$. This solution corresponds to the main threads $a_\pm(r) = \pm \text{sgn}(b_3)$. In this case, no feedback is needed, since eq. (22) is satisfied for $\vec{m} = 0$. As it happens, $C = \pm b_3 + 2ra_3$, which means that $\Lambda_\pm = \mp b_3 I + 2r(a_1 - a_3) \cdot \text{diag}(1, 1, 0)$.

Invertibility is lost at $r = \frac{b_3}{2(a_1 - a_3)}$, but yet the feedback solution $\vec{m} = 0$ is still valid there.

An alternate solution exists. If $C = 2a_1r$, then $\vec{n}_1$ and $\vec{n}_2$ are free. In this case, $n_3 = r\vec{n}_3 = \frac{b_3}{2(a_1 - a_3)}$. So there is a plane of critical points, that happens to orthogonally intersect one of the main threads at exactly the point where the corresponding $\Lambda$ loses invertibility. On this critical plane, $\Lambda$ is everywhere non-invertible: it is equal to diag($0, 0, 2r(a_3 - a_1)$). Yet any $\vec{m}$ with $n_3 = \frac{b_3}{2r(a_3 - a_1)}$ satisfies eq. (32). This solution allows a valid $\vec{m}$, unless $\vec{n}$ approaches the intersection point with the main thread. Since $\vec{m}$ and $\vec{n}$ must be perpendicularly, some combination of the components $n_1$ and $n_2$ must grow unbounded, and at the intersection point itself, there is no solution since perpendicularity forces $n_3 = 0$. This also implies that one cannot switch from the main thread to the alternate plane.

We can apply this to a combination of phase- and amplitude-damping channels (23). A phase-damping channel uses a Lindblad operator in the form $L_2 := \sqrt{r}\sigma_2$, while the amplitude-damping channel uses Lindblad operators in the form $L_\pm := \sqrt{r}\sigma_\pm$, where $\sigma_\pm = \frac{\sigma_+ + \sigma_-}{2}$. In this case, we get the following parameters: $a_1 = \sigma_2$, $a_2 = a_3 = \frac{2 + \gamma}{4}$, and $\vec{b} = (\frac{2 - \gamma}{2}, 0, 0)$. Since $b_2 = b_3 = 0$ and $a_2 = a_3$, we have a plane of critical points at $e_1 \cdot \vec{n} = \frac{n_1 - n_3}{\sqrt{\gamma_2 - \gamma_3}}$.

(1c) $C$ is a single eigenvalue of $2rA$.

This case is similar to the preceding, except the plane of critical points is now a line of critical points. Let $C = 2ra_1$ and $a_1 \neq a_2, a_3$, we still have $b_1 = 0$. We get:

\[
2a_1r\vec{n}_1 = C\vec{n}_1 \\
b_j + 2a_jr\vec{n}_j = C\vec{n}_j, \quad j = 2, 3
\]

(38)  
(39)

As before, choosing $\vec{n}_1 = 0$ allows us to recover the main threads $\vec{n}_\pm(r)$. $C$ will equal the offending value $2ra_1$ at $r = \frac{b_2^2}{4(a_1 - a_2)^2} + \frac{b_3^2}{4(a_1 - a_3)^2}$. The fact that $\Lambda$ loses invertibility here does not affect the feedback, because the direction of degeneracy happens to be orthogonal to $\vec{n}$: that is, $\Lambda$ is degenerate in the $e_1$-direction. Therefore the feedback can still be found.

An alternate thread can be found by setting $C = 2ra_1$ and letting $\vec{n}_1$ run free. In this case, we find that $n_j = r\vec{n}_j = \frac{b_j}{2(a_1 - a_2)}$, so this thread is orthogonal to the $\vec{n}_1 = 0$ plane. While $\Lambda$ is non-invertible on this thread, we can find a solution to eq. (22): $m_1$ can be free, while $m_2 = -n_2$ and $m_3 = -n_3$, to satisfy perpendicularity, however, we require $m_1 = \frac{n_2^2 + n_3^2}{n_1}$. This clearly blows up as the thread crosses the $n_1 = 0$ plane.

Note the alternate thread may or may not intersect the main threads, but from our simulations, we observe that intersections only seem to occur when $a_2 = a_3$.

(2) $k$ is not well-defined.

The above cases are simpler than a generic system, since
a component of \( \vec{b} \) vanishes in the natural co-ordinates of \( A \), which reduces the degree of equation \((14)\) from six to four (or two). However, it may still happen that \( A \) is invertible, yet \( \hat{n}^2 \Lambda^{-1} \hat{n} = 0 \). In this case, the algebra required to find such a location still leads to a degree-six polynomial. We essentially have five unknowns: \( r, C \) and the three components of \( \hat{n} \). These obey five equations:

\[
\begin{align*}
&b_j + 2ra_j \hat{n}_j = C \hat{n}_j \quad (40) \\
&|\hat{n}| = 1 \\
&\sum_j \frac{\hat{n}_j^2}{2ra_j - C} = 0,
\end{align*}
\]

where the final equation is the failure of condition (2). We can eliminate the variable \( r \) and the second equation by working with the components of \( \hat{n} \) instead of \( \hat{\eta} \). Furthermore, working with \( \mu = \frac{C}{2r} \) yields \( n_j = \frac{b_j}{2(a_j - \mu)} \). Substitution into the third equation gives \( \sum_j \frac{b_j^2}{a_j(a_j - \mu)^2} = 0 \). This yields the sixth-degree polynomial equation:

\[
b_1^2(a_2 - \mu)^3(a_3 - \mu)^3 + b_2^2(a_1 - \mu)^3(a_2 - \mu)^3 + b_3^2(a_1 - \mu)^2(a_2 - \mu)^2 = 0. \quad (43)
\]

One can find solutions numerically for \( \mu \) and the corresponding \( \hat{n} \) follows easily. Such a solution corresponds to an alternate thread of critical points: when such a thread becomes tangent to a concentric sphere in the Bloch ball, the feedback \( \vec{m} \) becomes infinite, which is why the feedback expression fails. It is possible to plot such an alternate thread by locating an initial point away from where the feedback fails, and then using the feedback in either direction. To locate such a point, one needs to solve the degree-six polynomial \((14)\). We will not do this in our examples, as it contradicts the spirit of this paper. In higher dimensions, the algebra would not be tractable, therefore we must make peace with the fact that the feedback works only to find critical points locally.

VI. SEPARATION OF THE BLOCH BALL

Besides finding the optimal points of \( f_r \), it is also an interesting question to locate the zeros of \( f_r \). It turns out that for \( \vec{b} \neq 0 \), there is a “chimney” region in the Bloch ball, inside of which the purity “rises”. That is, \( f(\hat{n}, r) > 0 \), and outside of which \( f(\hat{n}, r) < 0 \). If we want \( r \) to increase, we must steer inside of this region. We can locate the “wall” of this chimney by using another feedback expression. We know that at \( r = 0 \), we have \( f_0(\hat{n}) = 0 \) for \( \hat{n} \cdot \vec{b} = 0 \), which has a \( S^1 \)-homeomorphic set of solutions, say \( \hat{c}_\theta \), with \( \theta \in [0, 2\pi) \) being an angle parameter. We want to take such a solution, use it as an initial condition, and find a feedback to ensure \( f_r(\hat{n}) = 0 \) as \( r \) increases. To do this, we differentiate \( f_r \) with respect to \( r \), with \( \vec{m} = \frac{d\hat{n}}{dr} \):

\[
\begin{align*}
\frac{d}{dr} (f_r(\hat{n})) &= \frac{\partial f_r(\hat{n})}{\partial \hat{n}} \cdot \frac{d\hat{n}}{dr} \\
&= \hat{n}^T \Lambda \hat{n} - tr(A) + (\vec{b} + 2rA\hat{n})^T \vec{m} \\
&= \hat{n}^T \Lambda \hat{n} - tr(A) + \hat{n}^T \Lambda \vec{m}.
\end{align*}
\]

To satisfy this equation, as well as \( \vec{m} \cdot \hat{n} = 0 \), define \( \vec{v} = \vec{b} + 2rA\hat{n} \). A possible solution is:

\[
\vec{m} = \frac{\vec{v} - (\hat{n} \cdot \vec{v}) \hat{n}}{|\vec{v}|^2 - (\hat{n} \cdot \vec{v})^2} \quad (47)
\]

This solution is not unique: for a given \( r \), there is a continuum of zeros of \( f_r \), at least until the chimney terminates. If we kept \( r \) fixed, and moved along this continuum with \( \hat{n} = \hat{n}(t) \), a feedback \( \frac{d\hat{n}}{dt} \propto \hat{n} \times \vec{v} \) would ensure \( f_r(\hat{n}(t)) = 0 \). For our feedback, we will thus keep the component parallel to \( \vec{v} \) zero, so that we capture only the necessary motion of \( \vec{n} \).

Of course, this feedback will terminate for some \( r \leq 1 \), since \( f_r \) cannot be positive at that radius. The terminating condition is \( \vec{n} \cdot \vec{v} = |\vec{v}| \), which matches the critical point condition. At such a point, the feedback becomes infinite. Thus the point on the chimney furthest from the origin (which we call the apogee) is a critical point, either on the maximizing thread \( \hat{n}_\pm \), or possibly on one of the alternate threads. In the following section, we will show examples of both possibilities.

Finally, it should be noted that the chimney does have an analytic solution. If one uses \( r f_r(\hat{n}) = 0 \) and substitutes \( r^2 = \hat{n}^2 \), we obtain an ellipsoid in the co-ordinates of \( \vec{n} \):

\[
\sum_j a_j \left( n_j - \frac{b_j}{2a_j} \right)^2 = \sum_j \frac{b_j^2}{4a_j}, \quad (48)
\]

where \( a_1 := a_2 + a_3 \) and so forth. In general however, the ellipsoid center and axes are not aligned with the axes of \( \vec{A} \), other than intersecting the center of the Bloch ball. So the intersection of the ellipsoid with concentric spheres, which is what we are interested in, will not have a clean analytic expression. In fact the intersection may not even be connected: this is what happens when there is more than one apogee.

VII. EXAMPLES

The feedbacks \((23)\) and \((17)\) can be used to form ODE’s \( \frac{d\hat{n}}{dt} = \vec{m}(r, \hat{n}) \) with initial conditions \( \hat{n}_\pm(0) = \pm \vec{b} \) or \( \hat{n}_0(0) = \hat{c}_\theta \) that can be solved numerically. The chimney can be plotted by discretizing the circle of initial points and calculating threads on the chimney. We have implemented this using a Runge-Kutta method for Lie groups \((20)\) which ensures \( \vec{n} \) remains normalized. The results are consistent with the preceding analysis. Fig. 4 shows a...
FIG. 1. Optimizing threads and chimney for $A = \text{diag}(100, 57, 39)$ and $b = (29, 67, 61)$. Inside the chimney, the dynamics drives the Bloch vector outwards, whereas Bloch vectors outside have negative radial velocity. The thread represents points that have optimal radial velocity. The piece from the center to the lower left has minimal velocity, while the piece in the upper right has maximal velocity.

typical example. The interval $r \in [0, 1]$ has been discretized into intervals of length $\frac{1}{1000}$. The maximizing thread curls towards the upper right, and the minimizing thread to the lower left. We have estimated the error by calculating the component of $\vec{b} + 2rA\hat{n}$ perpendicular to $\hat{n}$, and we can report that this error does not exceed $3 \times 10^{-10}$ for either thread in this example. Typically a discretization of $\delta r = \frac{1}{1000}$ is sufficient to achieve precision of such order.

The chimney is also plotted by discretizing the circle of initial points into thirty-six. It is important to note that the algorithm is not capable of finding the apogee of the chimney, since the ODE blows up there. One must stop the algorithm when the error exceeds a certain threshold. For the chimney we estimate the error by calculating $f_r(\hat{n}_\theta(r), r)$, and we can report for this example the error does not exceed $2.5 \times 10^{-6}$. The threshold we used was $1 \times 10^{-3}$. For this example, the chimney threads finish near the maximizing thread, so we can infer that their termination point lies on this thread. The termination point can be calculated by finding the zero of $f(\hat{n}_+(r), r)$. There are no alternate threads for this example.

In fig. 2 we have an example with an alternate thread. Since $b_1 = 0$ and $a_2 \neq a_3$, we know there will be a line of critical points that intersects the maximizing thread. The alternate thread of critical points is horizontal in the plot, with thinner line-width. When we plot the chimney thread we can see that all but two of the thirty-six chimney threads terminate on the alternate thread, rather than the maximizing thread. Below the Bloch ball we also plot $f(\hat{n}_+(r), r)$ with thick line-width and $f(\hat{n}_a(r), r)$ with thin line-width, where $\hat{n}_a$ is the alternate thread. We can see that the maximizing thread only gives a local maximum for radii at which the alternate thread exists, and the alternate thread provides the global maximum.

In fig. 3, we have another example with an alternate thread. This time $b_2 = 0$ and $a_1 \neq a_3$, and we see the line of critical points does not intersect the optimizing threads. When we plot $f(\hat{n}_+(r), r)$ and $f(\hat{n}_a(r), r)$, we can see the alternate thread does not provide a global optimum, and the optimizing threads provide global optima for all $r$.

In fig. 4, we have an example where $b_j \neq 0$, and yet there is still an (unshown) alternate thread. While nineteen of the thirty-six chimney threads terminate on the optimizing thread, the remaining seventeen clearly terminate elsewhere, and so the chimney has a second

FIG. 2. (Top) The main threads are represented by the thick line, while the transverse line represents an alternate thread. $A = \text{diag}(100, 10, 10)$ and $b = (0, 32, -26)$. (Bottom) $f(\hat{n}_\pm, r)$ and $f(\hat{n}_a, r)$ for the same system. Thick lines represent radial velocity of the main threads, while the thinner line represents the radial velocity of the alternate thread. Clearly, the alternate thread is the global maximum on its domain.
FIG. 3. (Top) The main threads that pass through the chimney are shown in bold, while an alternate thread also exists. There is no intersection, as \( a_2 \neq a_3 \). \( A = \text{diag}(100, 50, 10) \) and \( b = \langle 23, 0, -14 \rangle \). (Bottom) \( f(\hat{n}_\pm, r) \) and \( f(\hat{n}_a, r) \) for the same system. The thinner line represents the radial velocity of the alternate thread. Clearly the alternate thread is not a global optimum.

FIG. 4. A system with main threads, and an unshown alternate thread. The main threads optimize radial velocity locally. However, the fact that chimney lines approach a point that is clearly not on the main threads indicates there is an alternate thread that also locally maximizes radial velocity. \( A = \text{diag}(100, 16, 11) \) and \( b = \langle -3, -8, 68 \rangle \).

VIII. CONCLUSIONS AND FUTURE WORK

We have demonstrated that it is possible to derive a feedback equation that maintains critical points and zeros as one transitions between quantum orbits. The behavior at the completely mixed state is easy to analyze: both the critical points and the zeros of the function \( f(r, \hat{n}) = \frac{d}{dr} \) are trivial to compute at that orbit. As one increases \( r \), these zeros and critical points can be preserved. The critical points form two threads: one of which maximizes \( \frac{d}{dr} \) locally, the other minimizes. If one has fast controllability and one wants to optimize the speed at which the state moves between orbits, the system can be steered to either of these threads, depending on the desired direction. The feedback expression also yields an expression for a Hamiltonian that keeps the system on the thread.

It is important to note that this mechanism only ensures that the optima are local. There are systems where other optima emerge as one moves away from the completely mixed state. Sometimes such an alternate optimum is also the global optimum, sometimes not.

The intention of this paper is to demonstrate an ap-
proach that can be used in higher dimensions to analyze controllability. Because the Lindblad term $\mathcal{L}_D(\rho)$ in dimension $n$ reduces to $\frac{1}{n} \sum_m [L_m, L_m^\dagger]$ at the completely mixed state, it can be treated analytically, using the Schur-Horn theorem \cite{27,28}. Hopefully, one can study the critical points and zeros of $\mathcal{L}_D$ away from the complete mixed state by using a feedback similar to the method used in this paper. Instead of $\hat{\rho}$, one considers the flag formed by the eigenstates of a completely mixed state, it can be treated analytically, using a feedback similiar to the method used in this paper. Instead of $\hat{\rho}$, one considers the flag formed by the eigenstates of the Lindblad term $\mathcal{L}_D(\rho)$, where $\hat{\rho}$ is the Hamiltonian piece. We can assume the Lindblad operators are traceless, as such a flag can be made to vary continuously by applying a skew-Hermitian operator: its tangent space is a subspace of the Lie algebra $\mathfrak{su}(n)$. It is reasonable to assume that one can achieve a feedback expression on the tangent space that preserves critical points and zeros. A paper examining these ideas is in preparation.

Appendix A: Derivation of the Bloch vector ODE

A quantum density operator $\rho$ is a trace-one, positive semi-definite operator. On an $n = 2$ Hilbert space, we can write:

$$\rho = \frac{1}{2} \left( I_2 + \sum_{j=x,y,z} n_j \sigma_j \right),$$

(A1)

where $\sigma_j$ are the Pauli matrices:

$$\sigma_x = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},$$

(A2)

which obey the following relations:

$$[\sigma_j, \sigma_k] = 2i \epsilon_{jkl} \sigma_l,$$

(A3)

$$\{\sigma_j, \sigma_k\} = 2 \delta_{jk} I_2.$$  

(A4)

It can be checked that the purity $\text{Tr}(\rho^2)$ is equal to the magnitude of the Bloch vector $r := \sqrt{\text{Tr}(\rho^2)}$. It can also be shown that the eigenvalues of $\rho$ are $\lambda_\pm := \frac{1 \pm r}{2}$. Each unitary orbit $(U \rho U^\dagger : U \in U(2))$ corresponds to one value of $r \in [0, 1]$.

If for $r \neq 0$, we write $\hat{n} := \sqrt{r}/r$, the eigenvectors of $\rho$ are $|\psi_\pm\rangle := \frac{\lambda_+ \pm i \lambda_-}{2} [0 \pm \sqrt{r} |1\rangle]$. It follows that the set $\{ |\psi_\pm\rangle \}$ can be identified with the set $\{ \hat{n} \}$, which of course is $S^2$.

Using the above identification, we can transform the Lindblad equation to an ODE on $\mathbb{R}^3$. If we set $H = h_0 I_2 + \frac{1}{2} \sum_j h_j \sigma_j$, the Hamiltonian piece becomes:

$$[-iH, \rho] = \frac{1}{2} \sum_{j,k} h_{j,k} [-i \sigma_j, \sigma_k] = \frac{1}{2} \sum_{j,k} h_{j,k} \epsilon_{jkl} \sigma_l,$$

$$= \frac{1}{2} \sum_l \left( \hat{n} \times \hat{n} \right)_l \sigma_l.$$

(A5)

(A6)

We can assume the Lindblad operators are traceless, as any traced part can be absorbed into the Hamiltonian. In this case, we can write $L_m = \sum_{j=x,y,z} l_{j,m} \sigma_j$, where $l_{j,m} \in \mathbb{C}$. We have:

$$\mathcal{L}_D(\frac{L_m}{2}) = \frac{1}{2} \sum_{j,k,m} l_{j,m} \hat{I}_{k,m} [\sigma_j, \sigma_k] = \sum_{j,k,m} l_{j,m} \hat{I}_{k,m} \epsilon_{jkl} \sigma_l,$$

(A7)

$$= \sum_l b_l \sigma_l,$$

(A8)

where

$$\bar{b} = i \sum_m l_m \times \hat{l}_m.$$  

(A9)

If all Lindblad operators are Hermitian, $\bar{b}$ vanishes. This is known as the unital case.

We also have:

$$\mathcal{L}_D(\sum_{l} \frac{n_l \sigma_l}{2}) = \sum_{j,k,l,m} l_{j,m} \hat{I}_{k,m} \frac{n_l}{4} (2 \sigma_j \sigma_l \sigma_k$$

$$- \sigma_j \sigma_l \sigma_l - \sigma_l \sigma_l \sigma_j)$$  

(A10)

$$= \frac{1}{4} \sum_{j,k,l,m} l_{j,m} \hat{I}_{k,m} n_l (\delta_{j,k} \sigma_k + \delta_{k,l} \sigma_l - 2 \delta_{j,l} \sigma_l)$$

(A11)

$$= \frac{1}{2} \sum_{j,l,m} l_{j,m} \hat{l}_m \times \hat{l}_m \frac{n_l \sigma_j - l_{j,m} \hat{l}_m}{} \sigma_l,$$

(A12)

$$= \frac{1}{2} \sum_l (A n_l) \sigma_l - \text{tr}(A) n_l \sigma_l,$$

(A13)

where $A$ is the symmetric matrix

$$A := \frac{1}{2} \sum_m (\bar{l}_m \hat{l}_m + \bar{l}_m \hat{l}_m).$$

(A14)

Since $\frac{d}{dt} \rho = \frac{1}{2} \sum_j \frac{\partial}{\partial t} \sigma_j$, we can combine these pieces into the following ODE:

$$\frac{d \hat{n}}{dt} = \bar{b} + \bar{n} \times \hat{n} + (A - \text{tr}(A)) \hat{n}.$$  

(A15)

Appendix B: Parameter conditions

Since $A$ is a symmetric matrix, it has a natural orthonormal basis. In this basis, we have six system parameters: the eigenvalues $\{ a_j \}$ of $A$ and the elements $\{ b_j \}$ of $\bar{b}$, with $j = 1, 2, 3$. These six parameters must obey two inequalities.

Consider the matrix $A_* = \sum_m \bar{l}_m \hat{l}_m$. $A_*$ is the sum of positive semi-definite matrices, and so itself must be positive semi-definite. Moreover, its real part, which equals $A$, must be positive semi-definite, so we have our first inequality:

$$a_j \geq 0$$

(B1)
Now the imaginary part of $A$, relates to $\vec{b}$: $b_1 = i(l_3 l_3 - l_3 l_2) = 2 \text{Im}(A_{32})$ etc. If we write $A_*$ in the natural basis of $A$, and take its determinant, we get:

$$\det(A_*) = a_1 a_2 a_3 - \frac{1}{4}(a_1 b^2_1 + a_2 b^2_2 + a_3 b^2_3).$$

(B2)

Since the determinant of a positive semi-definite matrix must be non-negative, we recover the second inequality:

$$\vec{b}^T A \vec{b} \leq 4 \det(A).$$

(B3)
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