OPTIMAL PRECONDITIONERS FOR A NITSCHE STABILIZED
FICTITIOUS DOMAIN FINITE ELEMENT METHOD
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Abstract. In this paper we consider a class of fictitious domain finite element methods known from the literature. These methods use standard finite element spaces on a fixed unfitted triangulation combined with the Nitsche technique and a ghost penalty stabilization. As a model problem we consider the application of such a method to the Poisson equation. We introduce and analyze a new class of preconditioners that is based on a subspace decomposition approach. The finite element space is split into two subspaces, where one subspace is spanned by all nodal basis functions corresponding to nodes on the boundary of the fictitious domain and the other space is spanned by all remaining nodal basis functions. We will show that this splitting is stable, uniformly in the discretization parameter and in the location of the problem boundary in the triangulation. We also prove that the Galerkin discretization in the first subspace leads to a uniformly well-conditioned matrix and that the Galerkin discretization in the second subspace is uniformly equivalent to a standard finite element discretization of a Poisson equation on the fictitious domain with homogeneous Dirichlet boundary conditions. Results of numerical experiments that illustrate optimality of such a preconditioner are included.
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1. Introduction. In recent years many papers appeared in which the so-called CutFEM paradigm is developed and analyzed, cf. the overview references [6, 3]. In this approach for discretization of a partial differential equation a fixed unfitted mesh is used that is not aligned with a (moving) interface and/or a complex domain boundary. On this mesh standard finite element spaces are used. For treating the boundary and/or interface conditions, either a Lagrange multiplier technique or Nitsche's method. Furthermore, to avoid ill-conditioning of the resulting discrete systems (due to “small cuts”) a stabilization technique is used. The most often used approach is the ghost-penalty stabilization. In the literature the different components of this general technique are studied, error analyses are presented and different fields of applications are studied [6, 3]. Related unfitted finite element methods are popular in fracture mechanics [16]; in that community these are often called extended finite element methods (XFEM).

Almost all papers on CutFEM (or XFEM) either treat applications of this methodology or present discretization error analyses. In relatively few papers efficient solvers for the resulting discrete problems are studied. In [8, 31, 18] for the resulting stiffness matrix condition number bounds of the form $ch^{-2}$, with a constant $c$ that is independent of how an interface or boundary intersects the triangulation, have been derived. In [8] a fictitious domain variant of CutFEM is introduced and it is shown that discretization of a Poisson equation using this method yields a stiffness matrix with such a condition number bound. In [31] a similar result is derived for CutFEM applied to a Poisson interface problem. In [18] a condition number bound is derived
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for CutFEM applied to a Stokes interface problem. These papers do not treat efficient preconditioners for the stiffness matrix.

There are few papers in which (multigrid type) efficient preconditioners for CutFEM or closely related discretizations (e.g., XFEM) are treated, e.g., [2, 1, 13, 20, 12, 26, 25]. In none of these papers a rigorous analysis of the spectral quality of the preconditioner is presented. The only paper that we know of that contains such a rigorous analysis is [24]. In that paper a CutFEM without stabilization is analyzed for a two-dimensional Poisson interface problem.

The main topic of the present paper is an analysis of a (new) subspace decomposition based preconditioner that is optimal (in a sense explained in section 4) for a CutFEM fictitious domain method as in [7, 8, 27]. We expect that similar preconditioners can be developed and rigorously analyzed for other CutFEM applications such as a Stokes fictitious domain method, or Poisson and Stokes interface problems.

We explain the key idea of the preconditioner. In the setting of a fictitious domain approach the finite element space is split into two subspaces. One subspace is spanned by all nodal basis functions corresponding to nodes on the boundary of the fictitious domain and the other space is spanned by all remaining nodal basis functions. We will show that this splitting is stable, uniformly in the discretization parameter $h$ and in the location of the true boundary in the triangulation. We also prove that the Galerkin discretization in the first subspace leads to a uniformly well-conditioned matrix and that the Galerkin discretization in the second subspace is uniformly equivalent to a standard finite element discretization of a Poisson equation on the fictitious domain with homogeneous Dirichlet boundary conditions. Using this property it can be shown that a multigrid method yields an optimal preconditioner for the Galerkin discretization in the second subspace. An additive Schwarz subspace correction method (or, equivalently, block Jacobi) yields an optimal preconditioner for the CutFEM fictitious domain discretization.

We briefly address important differences between the results in this paper and in [24]. In the latter a CutFEM variant without stabilization is used which is applied to a Poisson interface problem. The preconditioner is based on a subspace splitting that is similar to the one studied in this paper. The analysis in [24] is restricted to linear finite elements and two-dimensional problems. In this paper we consider the CutFEM with stabilization. It turns out that this allows an elegant, rather simple and much more general analysis. In particular, the analysis covers two- and three-dimensional problems, arbitrary polynomial degree finite elements and triangulations that are shape regular but not necessarily quasi-uniform.

The paper is organized as follows. In Section 2 we describe a CutFEM fictitious domain method known from the literature. In Section 3 we introduce and analyze a natural splitting of the finite element space. Based on this stable splitting we propose (optimal) preconditioners in Section 4. In Section 5 results of numerical experiments with these preconditioners are presented.

2. CutFEM: a stabilized Nitsche fictitious domain method. We recall a fictitious domain method known from the literature [8, 27]. We restrict to the simple setting of the Poisson equation:

$$
-\Delta u = f \quad \text{in } \Omega,
$$

$$
 u = g \quad \text{on } \Gamma := \partial \Omega.
$$

(2.1)

Here $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, is an open connected Lipschitz domain. For simplicity we take Dirichlet boundary conditions on the whole boundary. The method and analysis
below are easily extended to the case with Dirichlet boundary conditions on only part of the boundary and to more general symmetric elliptic boundary value problems. We take a larger polygonal domain $\Omega^* \supset \Omega$ and a family of shape regular simplicial triangulations $\{T_h^*\}_{h>0}$ of the larger domain $\Omega^*$. The set of simplices that cut the domain $\Omega$ and the corresponding \textit{fictitious domain} are defined by

$$T_h := \{ T \in T_h^* \mid \text{meas}_{d-1}(T \cap \Omega) > 0 \}, \quad \Omega_h := \cup_{T \in T_h} T. \quad (2.2)$$

The set of simplices in $T_h$ that have nonzero intersection with $\Gamma$ and the corresponding \textit{boundary strip} are defined by

$$T_h^\Gamma := \{ T \in T_h \mid T \cap \Gamma \neq \emptyset \}, \quad \Omega_h^\Gamma := \cup_{T \in T_h^\Gamma} T. \quad (2.3)$$

Furthermore, we define the interior domain $\Omega_h^0 := \Omega_h \setminus \Omega_h^\Gamma \subset \Omega$. We refer to Figure 3.1 for illustration. To avoid technical difficulties we assume that $T_h^\Gamma$ coincides with the set of simplices that have a nonzero intersection with $\partial \Omega_h$, i.e.,

$$T_h^\Gamma = \{ T \in T_h \mid T \cap \partial \Omega_h \neq \emptyset \}. \quad (2.3)$$

This assumption is satisfied if $\Gamma$ is sufficiently resolved by the triangulation $T_h$, i.e., for $h$ sufficiently small. For the ghost penalty stabilization we need a subset of the faces $F$ of $T \in T_h^\Gamma$:

$$F_g := \{ F \subset \partial T \mid T \in T_h^\Gamma, \; F \not\subset \partial \Omega_h \}.$$ 

For the discretization of (2.1) we use, for a fixed polynomial degree $k \geq 1$, the standard $H^1$-conforming finite element space on the fictitious domain $\Omega_h$

$$V_h := \{ v_h \in C(\Omega_h) \mid v_h|_T \in P_k \text{ for all } T \in T_h \}. \quad (2.4)$$

On this space we define the stabilized Nitsche bilinear form

$$a_h(u, v) := (\nabla u, \nabla v)_\Omega - (n_\Gamma \cdot \nabla u, v)_\Gamma - (u, n_\Gamma \cdot \nabla v)_\Gamma + \gamma (h^{-1}u, v)_\Gamma$$

$$+ \beta \sum_{\ell=1}^k \sum_{F \in F_g} h_F^{2\tau-1}(\llbracket \partial_n^\ell u \rrbracket, \llbracket \partial_n^\ell v \rrbracket)_F, \quad (2.5)$$

where $n_\Gamma$ is the outward pointing unit normal on $\Gamma$, $(f, g)_\omega = \int f g \, dx$ the $L^2$ scalar product on $\omega$, $\llbracket \cdot \rrbracket$ the usual jump operator (across the face $F$) and $\partial_n$ the derivative in direction normal to the face $F$. Since we do not assume quasi-uniformity of the triangulation, the scaling with $h^{-1}$ is element-wise, i.e., $(h^{-1}u, v)_\Gamma := \sum_{T \in T_h^\Gamma} h_T^{-1}(u, v)_T \cap \Gamma$. The parameters $\gamma > 0$, $\beta > 0$ are fixed. The bilinear form in the second line of (2.5) is the ghost penalty stabilization. Different equivalent variants of this stabilization are known in the literature, cf. [5, 29, 23]. The choice of a particular variant of this stabilization is not relevant for the analysis in this paper. The discrete problem is as follows: determine $u_h \in V_h$ such that

$$a_h(u_h, v_h) = (f, v_h)_\Omega + \gamma (h^{-1}g, v_h)_\Gamma - (g, n_\Gamma \cdot \nabla v_h)_\Gamma \quad \text{for all } v_h \in V_h. \quad (2.6)$$

Note that for the implementation of this method one needs sufficiently accurate quadrature on cut simplices $T \cap \Omega$ and on the boundary segments $T \cap \Gamma$. For the case $k = 1$ sufficient accuracy is obtained by piecewise linear approximations of the
boundary. For higher order \( k \geq 2 \) the efficient numerical realization of a sufficiently accurate quadrature is not straightforward and variants have been developed that lead to optimal order bounds \([9, 22]\). For the analysis of this paper this “geometric error” does not play an essential role. Therefore we assume that the integrals in (2.5) are determined exactly. In the literature optimal order discretization bounds for the method (2.6) have been derived \([8]\), provided \( \gamma > 0 \) is taken sufficiently large. In the remainder we assume that the latter holds.

**Remark 1.** We briefly discuss the key ingredients needed for the derivation of optimal discretization error bounds. Firstly, the following two trace inequalities are used:

\[
\|v\|_{\partial T} \leq c(h_T^{-\frac{1}{2}}\|v\|_{T} + h_T^\frac{3}{2}\|\nabla v\|_{T}), \quad v \in H^1(T),
\]

\[
\|v\|_{T \cap \Gamma} \leq c(h_T^{-\frac{1}{2}}\|v\|_{T} + h_T^\frac{3}{2}\|\nabla v\|_{T}), \quad v \in H^1(T).
\]

The constant \( c \) in (2.8) is independent of how \( \Gamma \) cuts the simplex \( T \in \mathcal{T}^n_h \). Related to the effect of the ghost penalty stabilization we recall the following result \([27]\)[Lemma 5.1]. Let \( T_1, T_2 \in \mathcal{T}_h \) be two simplices sharing a common face \( F \). Let \( v \) be a piecewise polynomial function relative to the macro-element \( T_1 \cup T_2 \) and let \( v_i \) denote the restriction of \( v \) to \( T_i, i = 1, 2 \). Then there is a constant \( C \) depending only on the shape regularity of \( \mathcal{T}_h \) and on \( p := \max\{\deg(v_1), \deg(v_2)\} \) such that

\[
\|v\|_{T_1}^2 \leq C(\|v\|_{T_2}^2 + \sum_{j \leq p} h_T^{2j+1}\|\nabla^j v\|_F^2).
\]

Furthermore, in the derivation of discretization error bounds one uses standard finite element inverse inequalities and optimal interpolation error estimates for the (standard) finite element space \( V_h \).

In the discretization error analysis one uses a norm induced by the bilinear form

\[
b_h(u, v) := (\nabla u, \nabla v)_{\Omega_h} + \gamma(h^{-1} u, v)_\Gamma,
\]

which defines a scalar product on \( H^1(\Omega_h) \) that is equivalent to the standard scalar product on this space. Note that in (2.10) we use an integral over \( \Omega_h \), whereas in the definition of \( a_h(\cdot, \cdot) \) in (2.5) an integral over \( \Omega \) occurs. The bilinear form \( b_h(\cdot, \cdot) \) defines a norm on \( V_h \) denoted by \( \|\cdot\|_h \). A key result in the discretization error analysis \([8, 27]\), which is derived using (2.7), (2.8) and (2.9), is the following:

\[
\|v_h\|_h^2 \lesssim a_h(v_h, v_h) \lesssim \|v_h\|_h^2, \quad \text{for all } v_h \in V_h.
\]

Here and in the remainder of the paper we use the standard notation: the constant \( \lesssim \) is independent of \( h \) and of how \( \Gamma \) cuts the triangulation. We use the notation \( \|v_h\|_a := a_h(v_h, v_h)^{\frac{1}{2}} \). Hence, we have the uniform norm equivalence

\[
\|v_h\|_b \sim \|v_h\|_a \quad \text{for all } v_h \in V_h.
\]

On \( V_h \) we use the nodal finite element basis, denoted by \((\phi_i)_{1 \leq i \leq N}\). For \( u_h, v_h \in V_h \) we have representations \( u_h = \sum_{i=1}^N u_i \phi_i, \quad v_h = \sum_{i=1}^N v_i \phi_i \). We introduce the notation \( u := (u_1, \ldots, u_N)^T, \quad v := (v_1, \ldots, v_N)^T \). The discrete problem (2.6) leads to a linear system of the form

\[
Au = b, \quad \text{with } A_{ij} = a_h(\phi_i, \phi_j), \quad 1 \leq i, j \leq N.
\]

In the remainder of the paper we introduce and analyze an optimal preconditioner for the stiffness matrix \( A \). This preconditioner is based on a subspace splitting that we study in the next section.
3. Stable subspace splitting. In this section we introduce a natural splitting of the space $V_h$. The finite element nodes corresponding to the nodal basis functions $\phi_i$ are denoted by $\xi_i$, $1 \leq i \leq N$. We choose the ordering such that $\xi_i$, $1 \leq i \leq N_0$, are all nodes in the interior of $\Omega_h$ and $\xi_i$, $N_0 + 1 \leq i \leq N$, are the boundary nodes, i.e., $\xi_i \in \partial \Omega_h$ iff $i > N_0$, cf. Figure 3.1. The corresponding splitting is

$$V_h = V_h^0 \oplus V_h^\Gamma$$

$$V_h^0 := \text{span}\{ \phi_i \mid 1 \leq i \leq N_0 \} = \{ v_h \in V_h \mid v_h|_{\partial \Omega_h} = 0 \}$$

$$V_h^\Gamma := \text{span}\{ \phi_i \mid N_0 + 1 \leq i \leq N \}.$$ (3.1)

Below we show that this splitting is stable (Theorem 3.7). This is essentially based on the following elementary observation. We split the boundary of the boundary strip $\Omega_h^\Gamma$ into two disjoint parts, $\partial \Omega_h^\Gamma = \partial \Omega_h \cup \partial \Omega_h^0$, with $\partial \Omega_h^0 \subset \Omega$, cf. Figure 3.1. Note that the following holds:

$$v_h \in V_h^0 \implies v_h = 0 \text{ on } \partial \Omega_h$$

$$v_h \in V_h^\Gamma \implies v_h = 0 \text{ on } \partial \Omega_h^0.$$ (3.2)

**Lemma 3.1.** The following uniform norm equivalence holds:

$$\| h^{-1}v_h \|_{\Omega_h^\Gamma} \sim \| \nabla v_h \|_{\Omega_h^\Gamma}$$

for all $v_h \in V_h^0 \cup V_h^\Gamma$. (3.3)

**Proof.** The estimate in the one direction directly follows from a standard finite element inverse inequality:

$$\| \nabla v_h \|_{\Omega_h^\Gamma}^2 = \sum_{T \in \mathcal{T}_h^\Gamma} \| \nabla v_h \|_T^2 \lesssim \sum_{T \in \mathcal{T}_h^\Gamma} h_T^{-2} \| v_h \|_T^2 = \| h^{-1} v_h \|_{\Omega_h^\Gamma}^2$$

for all $v_h \in V_h$. 
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Take \( v_h \in V_h^0 \cup V_h^\Gamma \) and \( T \in \mathcal{T}_h^\Gamma \). By construction \( T \) has at least one vertex on \( \partial \Omega_h \) and at least one vertex on \( \partial \Omega_h^0 \). Using this and (3.2) it follows that there is vertex of \( T \), denoted by \( x_* \), at which \( v_h(x_*) = 0 \) holds. Let \( \hat{T} \) be the unit simplex and \( F : \hat{T} \to T \) the affine transformation with \( F(0) = x_* \). Define \( Z := \{ p \in \mathcal{T}_h \mid p(0) = 0 \} \) and note that \( p \to \| p \|_\hat{T} \) and \( p \to \| \nabla p \|_\hat{T} \) define equivalent norms on \( Z \). Due to \( \hat{v}_h := v_h \circ F \in Z \) and this norm equivalence we obtain

\[
\| v_h \|_T^2 = |T| \| \hat{v}_h \|_\hat{T}^2 \lesssim |T| \| \hat{\nabla} \hat{v}_h \|_\hat{T}^2 \lesssim h_T^2 \| \nabla v_h \|_T^2,
\]

and thus

\[
\| h^{-1} v_h \|_{\Omega_h^\Gamma}^2 = \sum_{T \in \mathcal{T}_h^\Gamma} h_T^{-2} \| v_h \|_T^2 \lesssim \sum_{T \in \mathcal{T}_h^\Gamma} \| \nabla v_h \|_T^2 = \| \nabla v_h \|_{\Omega_h^\Gamma}^2,
\]

which is this estimate in the other direction. \( \square \)

**Corollary 3.2.** The following uniform norm equivalences hold:

\[
\| v_h \|_b \sim \| \nabla v_h \|_{\Omega_h^\Gamma} \sim \| h^{-1} v_h \|_{\Omega_h^\Gamma} \quad \text{for all} \quad v_h \in V_h^\Gamma \tag{3.4}
\]

\[
\| v_h \|_b \sim \| \nabla v_h \|_{\Omega_h} \quad \text{for all} \quad v_h \in V_h^0. \tag{3.5}
\]

**Proof.** The second norm equivalence in (3.4) is the result of Lemma 3.1. For \( v_h \in V_h^\Gamma \) we have \( v_h = 0 \) on \( \Omega_h^0 \), hence, \( \| v_h \|_b^2 = \| \nabla v_h \|_{\Omega_h}^2 = \| h^{-1} v_h \|_{\Omega_h^\Gamma}^2 \). Using this, the estimate \( \| \nabla v_h \|_{\Omega_h^\Gamma} \leq \| v_h \|_b \) is trivial. For the estimate in the other direction we use (2.8), a standard finite element inverse estimate and Lemma 3.1:

\[
\| h^{-1} v_h \|_{\Gamma}^2 = \sum_{T \in \mathcal{T}_h^\Gamma} h_T^{-1} \| v_h \|_{T \cap \Gamma}^2 \lesssim \sum_{T \in \mathcal{T}_h^\Gamma} h_T^{-2} \| v_h \|_T^2 + \| \nabla v_h \|_T^2 \lesssim \sum_{T \in \mathcal{T}_h^\Gamma} h_T^{-2} \| v_h \|_T^2 = \| h^{-1} v_h \|_{\Omega_h^\Gamma}^2 \lesssim \| \nabla v_h \|_{\Omega_h^\Gamma}^2. \tag{3.6}
\]

Combining this proves the first norm equivalence in (3.4). We now consider (3.5). The estimate in one direction is trivial. Note that the result (3.6) holds also for \( v_h \in V_h^\Gamma \). Using this we obtain the estimate in the other direction in (3.5). \( \square \)

From the result in Lemma 3.1 it follows that for \( v_h \in (V_h^0 \cup V_h^\Gamma) \subset V_h \) the scaled \( L^2 \)-norm \( \| h^{-1} v_h \|_{\Omega_h^\Gamma} \) is uniformly bounded by \( \| \nabla v_h \|_{\Omega_h} \). We need one further result in which for arbitrary \( v_h \in V_h \) a suitable bound of this scaled \( L^2 \)-norm is derived. This result is very similar to results known from the literature, cf. Remark 2. We introduce, for \( T \in \mathcal{T}_h^\Gamma \), the subdomain consisting of all simplices in \( \mathcal{T}_h^\Gamma \) that have at least a common vertex with \( T \), i.e., \( \omega_T := \{ \hat{T} \in \mathcal{T}_h^\Gamma \mid \hat{T} \cap T \neq \emptyset \} \). Note that due to shape regularity we have \( h_{\hat{T}} = h_T \) for \( \hat{T} \in \omega_T \) and \( \text{diam}(\omega_T) \sim h_T \).

**Lemma 3.3.** For arbitrary \( T \in \mathcal{T}_h^\Gamma \) the following holds:

\[
h_T^{-2} \| v_h \|_T^2 \lesssim \sum_{\hat{T} \in \omega_T} h_{\hat{T}}^{-2} \| v_h \|_{\hat{T} \cap \Gamma}^2 + \| \nabla v_h \|_{\omega_T}^2 \quad \text{for all} \quad v_h \in V_h. \tag{3.7}
\]

The constant in \( \lesssim \) depends only on shape regularity of \( \mathcal{T}_h \), smoothness of \( \Gamma \) and the polynomial degree \( k \) used in \( V_h \).
Proof. Take $T \in \mathcal{T}_h^T$, $v_h \in V_h$. The area $|T \cap \Gamma|$ can be arbitrary small ("small cuts"), but it follows from [14, Proposition 4.2] that there is an element $\bar{T} \in \omega_T$ such that $|\bar{T} \cap \Gamma| \geq c_0 h_T^{-d-1}$, with a constant $c_0 > 0$ that depends only on shape regularity of $\mathcal{T}_h^T$ and on smoothness of $\Gamma$. Take such an $\bar{T} \in \omega_T$. Take a fixed $\xi \in \Gamma \cap \bar{T}$ such that $|v_h(\xi)| = \max_{x \in \bar{T} \cap \Gamma} |v_h(x)| = \|v_h\|_{\infty, \bar{T} \cap \Gamma}$. Take $x \in T$ and let $S$ be a smooth shortest curve in $\omega_T$ that connects $x$ and $\xi$. Due to shape regularity we have $|S| \lesssim h_T$, independent of $x$. This yields

$$v_h(x) = v_h(\xi) + \int_S \frac{\partial v_h}{\partial s} ds,$$

with $s$ the arclength parametrization of $S$. Hence,

$$v_h(x)^2 \leq 2v_h(\xi)^2 + 2|S|^2 \|\nabla v_h\|^2_{\infty, \omega_T}.$$  

Using integration over $T$, $|T| \sim h_T^d$ and the standard FE norm estimate $\|\nabla v_h\|^2_{\infty, \omega_T} \lesssim h_T^{-d} \|\nabla v_h\|^2_{\omega_T}$ we get

$$h_T^{-2} \|v_h\|^2_T \lesssim h_T^{-d} \|v_h\|^2_{\infty, \bar{T} \cap \Gamma} + \|\nabla v_h\|^2_{\omega_T}. \quad (3.8)$$

Using $|\bar{T} \cap \Gamma| \geq c_0 h_T^{-d-1}$ we get

$$\|v_h\|^2_{\infty, \bar{T} \cap \Gamma} \lesssim h_T^{1-d} \|v_h\|^2_{\bar{T} \cap \Gamma},$$

and combining this with the result (3.8) and $h_\bar{T} \sim h_T$ completes the proof. \[ \square \]

By summing over $T \in \mathcal{T}_h^T$ and using a standard finite overlap argument we obtain the following result.

**Corollary 3.4.** The following uniform estimate holds:

$$\|h^{-1}v_h\|_{\Omega_h^F} \lesssim \|h^{-\frac{d}{2}}v_h\|_{\Gamma} + \|\nabla v_h\|_{\Omega_h^F} \quad \text{for all } v_h \in V_h. \quad (3.9)$$

**Remark 2.** As noted above, similar results are known in the literature. For example, in the papers [10, 17], for the case of a *quasi-uniform* triangulation the following uniform estimate is derived:

$$\|v_h\|_{\Omega_h^F} \lesssim h^{\frac{d}{2}} \|v_h\|_{\Gamma} + h \|n \cdot \nabla v_h\|_{\Omega_h^F}. \quad (3.10)$$

Note that due to the quasi-uniformity assumption we have a simpler scaling with the global mesh parameter $h$ and that in (3.10) we have the *normal* derivative term $\|n \cdot \nabla v_h\|_{\Omega_h^F}$, with $n$ the normal on $\Gamma$ (constantly extended in the neighborhood $\Omega_h^F$) instead of the full derivative term $\|\nabla v_h\|_{\Omega_h^F}$. The proofs of (3.10) in [10, 17] are much more involved than the simple proof of Lemma 3.3 above. This is due to the fact that in the bound in (3.10) only the normal derivative occurs.

We need the following elementary estimate.

**Lemma 3.5.** Let $M \in \mathbb{R}^{m \times m}$ be symmetric positive definite and $\kappa(M) := \|M\|_2\|M^{-1}\|_2$ the spectral condition number. For all $x, y \in \mathbb{R}^m$ with $\langle x, y \rangle = x^T y = 0$ the following holds:

$$|\langle Mx, y \rangle| \leq \left(1 - \frac{1}{\kappa(M)}\right) \|\langle Mx, x \rangle\|^\frac{1}{2} \|\langle My, y \rangle\|^\frac{1}{2}.\]
Proof. Let $MV = V\Lambda$, with $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m)$, $0 < \lambda_1 \leq \ldots \leq \lambda_m$, $V^TV = I$ be the eigenvector decomposition of $M$. Take $x, y \in \mathbb{R}^m$ with $\langle x, y \rangle = 0$ and define $\hat{x} := V^Tx$, $\hat{y} := V^Ty$. This yields $\langle \hat{x}, \hat{y} \rangle = 0$, i.e., $\hat{x}_1 \hat{y}_1 = -\sum_{i=2}^{m} \hat{x}_i \hat{y}_i$. Using this we obtain

$$|\langle Mx, y \rangle| = |\langle Ax, y \rangle| = \left| \sum_{i=1}^{m} \lambda_i \hat{x}_i \hat{y}_i \right|$$

$$= \left| \sum_{i=2}^{m} (\lambda_i - \lambda_1) \hat{x}_i \hat{y}_i \right| \leq \max_{2 \leq i \leq m} \frac{\lambda_i - \lambda_1}{\lambda_i} \sum_{i=2}^{m} \lambda_i |\hat{x}_i||\hat{y}_i|$$

$$\leq \left(1 - \frac{\lambda_1}{\lambda_m}\right) \left( \sum_{i=1}^{m} \lambda_i \hat{x}_i^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^{m} \lambda_i \hat{y}_i^2 \right)^{\frac{1}{2}}$$

$$= \left(1 - \frac{1}{\kappa(M)}\right) \langle Mx, x \rangle^{\frac{1}{2}} \langle My, y \rangle^{\frac{1}{2}},$$

which proves the result. $\square$

Using this we obtain the following uniform strengthened Cauchy-Schwarz inequality.

**Lemma 3.6.** Let $\hat{M} \in \mathbb{R}^{m \times m}$, $m := \binom{d+k}{k}$, be the element mass matrix on the reference unit simplex $T \subset \mathbb{R}^d$. For $T \in T_h$ the estimate

$$|\langle v_h^0, v_h^\Gamma \rangle_T| \leq \left(1 - \frac{1}{\kappa(M)}\right) \|v_h^0\|_T \|v_h^\Gamma\|_T$$

for all $v_h^0 \in V_h^0$, $v_h^\Gamma \in V_h^\Gamma$, \hspace{1cm} (3.11)

holds.

**Proof.** Take $T \in T_h$, $v_h^0 \in V_h^0$, $v_h^\Gamma \in V_h^\Gamma$, $v_h := v_h^0 + v_h^\Gamma$. On $T$ we introduce a local numbering of the element nodal basis functions such that $\phi_i$, $1 \leq i \leq m_0$, correspond to nodes $\xi_i$ in the interior of $\Omega_h$. Note that $T$ has at least one vertex on $\partial\Omega_h$ and thus $1 \leq m_0 < m$ holds. By construction we have

$$v_h^\Gamma(\xi_i) = 0 \quad \text{for } i = 1, \ldots, m_0, \quad v_h^0(\xi_i) = 0 \quad \text{for } i = m_0 + 1, \ldots, m.$$

The representation in the local basis has a splitting

$$v_h|_T = \sum_{i=1}^{m} \alpha_i \phi_i = \sum_{i=1}^{m_0} \alpha_i \phi_i + \sum_{i=m_0+1}^{m} \alpha_i \phi_i = v_h^0|_T + v_h^\Gamma|_T.$$

The corresponding coefficient vector splitting of $\alpha = (\alpha_1, \ldots, \alpha_m)^T$ is

$$\alpha = (\alpha_1, \ldots, \alpha_{m_0}, 0, \ldots, 0)^T + (0, \ldots, 0, \alpha_{m_0+1}, \ldots, \alpha_m)^T =: \alpha^0 + \alpha^\Gamma.$$

Note that $\langle \alpha^0, \alpha^\Gamma \rangle = 0$ holds. Let $M \in \mathbb{R}^{m \times m}$, $M_{i,j} = \langle \phi_i, \phi_j \rangle_T$, be the element mass matrix. Note that $\kappa(M) = \kappa(\hat{M})$ holds. Thus we obtain, using Lemma 3.5:

$$|\langle v_h^0, v_h^\Gamma \rangle_T| = |\langle M\alpha^0, \alpha^\Gamma \rangle| \leq \left(1 - \frac{1}{\kappa(M)}\right) \langle M\alpha^0, \alpha^0 \rangle^{\frac{1}{2}} \langle M\alpha^\Gamma, \alpha^\Gamma \rangle^{\frac{1}{2}}$$

$$= \left(1 - \frac{1}{\kappa(M)}\right) \|v_h^0\|_T \|v_h^\Gamma\|_T,$$

which completes the proof. $\square$
Based on these lemmata we derive the following stable splitting main result.

**Theorem 3.7.** We decompose $v_h \in V_h$ as $v_h = v_h^0 + v_h^T$, $v_h^0 \in V_h^0$, $v_h^T \in V_h^T$. The following holds with constants $K_h$, $K_a$ independent of $h$, of $\Gamma$ and of how $\Gamma$ intersects $\Omega_h^T$:

\[
\|v_h^0\|^2 + \|v_h^T\|^2 \leq K_h\|v_h\|^2, \tag{3.12}
\]

\[
\|v_h^0\|^2 + \|v_h^T\|^2 \leq K_a\|v_h\|^2. \tag{3.13}
\]

**Proof.** The result in (3.13) is a direct consequence of (3.12) and (2.11). We derive the result (3.12) as follows. Note that $v_h^0 = 0$ on $\Omega_h^0$, i.e., $v_h = v_h^0$ on $\Omega_h^0$. Using this, Corollary 3.2 and a finite element inverse estimate we get

\[
\|v_h^0\|^2 + \|v_h^T\|^2 \sim \|\nabla v_h^0\|^2_{\Omega_h} + \|\nabla v_h^T\|^2_{\Omega_h}
= \|\nabla v_h\|^2_{\Omega_h} + \|\nabla v_h^0\|^2_{\Omega_h} + \|\nabla v_h^T\|^2_{\Omega_h}
\leq \|\nabla v_h\|^2_{\Omega_h} + \|h^{-1}v_h^0\|^2_{\Omega_h} + \|h^{-1}v_h^T\|^2_{\Omega_h}. \tag{3.14}
\]

The result in Lemma 3.6 yields $\|v_h^0\|^2 + \|v_h^T\|^2 \leq \kappa(\hat{M})\|v_h\|^2_{\Omega_h}$ for all $T \in \mathcal{T}_h^T$. Thus we get

\[
\|h^{-1}v_h^0\|^2_{\Omega_h} + \|h^{-1}v_h^T\|^2_{\Omega_h} = \sum_{T \in \mathcal{T}_h^T} h_T^{-2} (\|v_h^0\|^2_T + \|v_h^T\|^2_T)
\leq \kappa(\hat{M}) \sum_{T \in \mathcal{T}_h^T} h_T^{-2} \|v_h\|^2_T = \kappa(\hat{M})\|h^{-1}v_h\|^2_{\Omega_h}.
\]

Using this in (3.14) and applying Corollary 3.4 we get

\[
\|v_h^0\|^2 + \|v_h^T\|^2 \lesssim \|\nabla v_h\|^2_{\Omega_h} + \|h^{-1}v_h\|^2_{\Omega_h} \lesssim \|\nabla v_h\|^2_{\Omega_h} + \|h^{-1}v_h\|^2_{\Omega_h} \sim \|v_h\|^2_{\Omega_h},
\]

which completes the proof. \(\square\)

**4. An optimal preconditioner.** We introduce and analyze an additive subspace decomposition preconditioner using the framework given in [30]. It is convenient to introduce the notation $V_h^V := V_h^T$, i.e. we have the stable splitting $V_h = V_h^0 \oplus V_h^V$.

Let $Q_l : V_h \to V_h^l$, $l = 0, 1$, be the $L^2$-projection, i.e., for $u \in V_h$:

\[
(Q_l u, w)_{\Omega_h} = (u, w)_{\Omega_h} \quad \text{for all } w \in V_h^l.
\]

The bilinear form $a_h(\cdot, \cdot)$ on $V_h$ that defines the fictitious domain discretization (2.5) can be represented by the operator $A : V_h \to V_h$:

\[
(Au, v)_{\Omega_h} = a_h(u, v) \quad \text{for all } u, v \in V_h. \tag{4.1}
\]

The discrete problem (2.6) has the compact representation $Au = f_Q$, where $f_Q \in V_h$ is the Riesz representation of the right-hand side functional on $V_h$. The Ritz approximations $A_l : V_h^l \to V_h^l$, $l = 0, 1$, of $A$ are given by

\[
(A_l u, v)_{\Omega_h} = (Au, v)_{\Omega_h} = a_h(u, v) \quad \text{for all } u, v \in V_h^l.
\]

Note that these are symmetric positive definite operators. In the preconditioner we need symmetric positive definite approximations $B_l : V_h^l \to V_h^l$ of the Ritz operators $A_l$. The spectral equivalence of $B_l$ and $A_l$ is described by the following:

\[
\gamma_l(B_l u, u)_{\Omega_h} \leq (A_l u, u)_{\Omega_h} \leq \rho_l(B_l u, u)_{\Omega_h} \quad \text{for all } u \in V_h^l, \tag{4.2}
\]
with strictly positive constants \( \gamma_l, \rho_l, l = 0, 1 \). The additive subspace preconditioner is defined by

\[
C = B_0^{-1}Q_0 + B_1^{-1}Q_1.
\]

For the implementation of this preconditioner one has to solve (in parallel) two linear systems. The operator \( Q_l \) is not needed in the implementation, since if for a given \( z \in V_h \) one has to determine \( d_l = B_l^{-1}Q_lz \), the solution can be obtained as follows: determine \( d_l \in V_h^l \) such that

\[
(B_l d_l, v)_{\Omega_h} = (z, v)_{\Omega_h} \quad \text{for all } v \in V_h^l.
\]

The theory presented in [30] can be used to quantify the quality of the preconditioner \( C \).

**Theorem 4.1.** Define \( \gamma_{\min} = \min_l \gamma_l, \rho_{\max} = \max_l \rho_l \). Let \( K_a \) be the constant of the stable splitting in (3.13). The spectrum \( \sigma(CA) \) is real and

\[
\sigma(CA) \subset \left[ \frac{\gamma_{\min}}{K_a}, 2\rho_{\max} \right]
\]

holds.

**Proof.** We recall a main result from [30, Theorem 8.1]. If there are strictly positive constants \( K_1, K_2 \) such that

\[
K_1^{-1} \sum_{l=0}^{1} (B_l u_l, u_l)_{\Omega_h} \leq \|u_0 + u_1\|^2_a \leq K_2 \sum_{l=0}^{1} (B_l u_l, u_l)_{\Omega_h} \quad \text{for all } u_l \in V_h^l,
\]

is satisfied, then \( \sigma(CA) \subset [K_1^{-1}, K_2] \) holds. For the lower bound we use Theorem 3.7 and (4.2), which then results in

\[
\|u_0 + u_1\|^2_a \geq K_a^{-1} \sum_{l=0}^{1} \|u_l\|^2_a = K_a^{-1} \sum_{l=0}^{1} (A_l u_l, u_l)_{\Omega_h} \geq \frac{\gamma_{\min}}{K_a} \sum_{l=0}^{1} (B_l u_l, u_l)_{\Omega_h}.
\]

For the upper bound we note

\[
\|u_0 + u_1\|^2_a \leq 2 \sum_{l=0}^{1} \|u_l\|^2_a = 2 \sum_{l=0}^{1} (A_l u_l, u_l)_{\Omega_h} \leq 2\rho_{\max} \sum_{l=0}^{1} (B_l u_l, u_l)_{\Omega_h}.
\]

Now we apply the above-mentioned result with \( K_1 = K_a/\gamma_{\min} \) and \( K_2 = 2\rho_{\max} \).

The result in Theorem 3.7 yields that the constant \( K_a \) is independent of \( h \) and of how the triangulation intersects the interface \( \Gamma \). It remains to choose appropriate operators \( B_l \) such that \( \gamma_{\min} \) and \( \rho_{\max} \) are uniform constants, too.

We first consider the approximation \( B_0 \) of the Ritz-projection \( A_0 \) in \( V_h^0 \). Using (2.11) and (3.5) we get

\[
(A_0 u, u)_{\Omega_h} = a_h(u, u) \sim (\nabla u, \nabla u)_{\Omega_h} \quad \text{for all } u \in V_h^0.
\]

Hence, \( A_0 \) is uniformly equivalent to a standard finite element discretization (in \( V_h^0 \)) of the Poisson equation with zero Dirichlet boundary conditions on \( \Omega_h \). As a preconditioner \( B_0 \) for \( A_0 \) we can use a symmetric multigrid method (which is a multiplicative subspace correction method). There is a technical issue related to the nesting of
spaces because the domain $\Omega_h$ varies with $h$. This is addressed in Remark 3 below.

One can also use an algebraic multigrid preconditioner applied to $A_0$, which is what we do in our numerical experiments, cf. section 5. For these choices of $B_0$ we have spectral inequalities as in (4.2), with constants $\gamma_0 > 0, \rho_0$ that are independent of $h$ and of how $\Gamma$ intersects the triangulation.

It remains to find an appropriate preconditioner $B_1$ of $A_1$, which is the Ritz projection in $V^1_h = V^r_h$. The norm equivalence (3.4) implies that a simple diagonal scaling (Jacobi preconditioner) is already an optimal preconditioner. To derive this result in the operator framework used above, we introduce the operator scaling (Jacobi preconditioner) is already an optimal preconditioner. To derive this result in the operator framework used above, we introduce the operator $B_1$ that represents the Jacobi preconditioner. Recall that $V^1_h = \text{span}\{\phi_i \mid N_0 + 1 \leq i \leq N\}$. Define the index set $I := \{i \mid N_0 + 1 \leq i \leq N\}$. Elements $u, v \in V^1_h$ have unique representations $u = \sum_{i \in I} \xi_i \phi_i$, $v = \sum_{i \in I} \xi_i \phi_i$. In terms of these representations the Jacobi preconditioner is defined by

$$
(B_1 u, v)_{\Omega_h} = \sum_{i \in I} \xi_i \xi_i^j a_h(\phi_i, \phi_i), \quad u, v \in V^1_h.
$$

Note that $a_h(\phi_i, \phi_i)$ are diagonal entries of the stiffness matrix $A$ in (2.12). The result in the next lemma shows that this diagonal scaling yields a robust preconditioner for the Ritz operator $A$.

**Lemma 4.2.** For the Jacobi preconditioner $B_1$ there are strictly positive constants $\gamma_1, \rho_1$, independent of $h$ and of how the domain $\Omega_h$ is intersected by $\Gamma$ such that

$$
\gamma_1 (B_1 u, u)_{\Omega_h} \leq (A_1 u, u)_{\Omega_h} \leq \rho_1 (B_1 u, u)_{\Omega_h} \quad \text{for all } u \in V^1_h
$$

holds.

**Proof.** Take $u = \sum_{i \in I} \xi_i \phi_i \in V^1_h$. For $T \in T^r_h$ the set of finite element nodes in $T$ is denoted by $N(T)$. Standard arguments yield that $\|u\|^2_T \sim |T| \sum_{i \in N(T)} \xi_i^2$ holds. Using this and the norm equivalences (2.11), (3.4) we get

$$
(A_1 u, u)_{\Omega_h} = \|u\|^2_{\Omega_h} \sim \|u\|^2_T \sim h^{-1} \|u\|^2_{\Omega_h}
$$

$$
= \sum_{T \in T^r_h} h^{-2}_T \|u\|^2_T \sim \sum_{T \in T^r_h} h^{-2}_T |T| \sum_{i \in N(T)} \xi_i^2.
$$

For the Jacobi operator we get, using (2.11), (3.4):

$$
(B_1 u, u)_{\Omega_h} = \sum_{i \in I} \xi_i^2 \|\phi_i\|^2_a \sim \sum_{i \in I} \xi_i^2 \|h^{-1} \phi_i\|^2_{\Omega_h} \sim \sum_{i \in I} \xi_i^2 \sum_{T \in \text{supp}(\phi_i)} h^{-2}_T |T|
$$

$$
\sim \sum_{T \in T^r_h} h^{-2}_T |T| \sum_{i \in N(T)} \xi_i^2.
$$

Comparing (4.6) and (4.7) it follows that the result (4.5) holds. □

**Remark 3.** We discuss a multigrid preconditioner for the subspace stiffness matrix given by

$$
A_{i,j} := a_h(\phi_i, \phi_j), \quad 1 \leq i, j \leq N_0.
$$

Recall that $\text{span}\{\phi_i \mid 1 \leq i \leq N_0\} = V^0_h = \{v_h \in V_h \mid v_h|_{\partial \Omega_h} = 0\}$ and that the uniform norm equivalence $a_h(v, v) \sim (\nabla v, \nabla v)_{\Omega_h}$ for all $v \in V^0_h$ holds. For a multigrid
preconditioner one needs a suitable hierarchy of “coarser spaces” and it is convenient if these are nested. In our setting a natural nested hierarchy is obtained as follows. We assume that on the larger polygonal domain \( \Omega^* \) we have nested triangulations (coarse to fine) \( T_{h_0}, T_{h_1}, \ldots, T_{h_J} \), where \( h_J = h \) corresponds to the finest triangulation with stiffness matrix \( A \) given in (2.12). This finest triangulation defines the fictitious domain \( \Omega_h \), cf. (2.2). Corresponding to \( T_{h_j} \) we have standard nested finite element spaces \( V_{h_j}^* := \{ v_h \in C(\Omega^*) \mid v_h|_T \in P_k \mbox{ for all } T \in T_{h_j} \} \). The nodal basis functions in the space \( V_{h_j}^* \) are denoted by \( \phi^{(i)}_j \), \( i = 1, \ldots, \dim(V_{h_j}^*) \). We now define the hierarchy of nested subspaces:

\[
V_{h_j}^0 := \text{span}\{ \phi^{(i)}_j \mid \phi^{(i)}_j(x) = 0 \mbox{ for all } x \notin \Omega_h \}, \quad j = 0, 1, \ldots, J. \tag{4.9}
\]

Note that the domain \( \Omega_h \) used in this definition is the fictitious domain on the finest level. One easily verifies that the nestedness property \( V_{h_j}^0 \subset V_{h_{j+1}}^0 \subset \cdots V_{h_k}^0 = V_0^0 \) holds. Thus we can construct a standard multigrid (multiplicative or additive) preconditioner. Optimal preconditioning properties of such a preconditioner for the case of a level dependent (fictitious) domain \( \Omega_h \) have been studied in the literature. For linear finite elements \( (k = 1) \) and a quasi-uniform family of triangulations the analysis in [21] yields a condition number bound of the preconditioned matrix that grows linearly in the level number \( J \). The authors note that this very slow growth of the bound can be eliminated, i.e., one obtains an optimal preconditioner, using similar ideas and techniques from [28]. They also note that all techniques and results can be generalized to the case of non-uniformly refined shape regular triangulations. For this one can work with \( L^2 \)-like space decompositions that are based on local projections [11, 4].

The analysis above leads to the following preconditioners for the linear system in (2.12) We use a matrix block partitioning according to the index set splitting in (3.1). The matrices corresponding to the Ritz approximations \( A_l \) (projection on \( V_{h_j}^l \)) are denoted by \( A_l, \ l = 0, 1 \). Preconditioners of \( A_l \) are denoted by \( B_l, \ l = 0, 1 \), for instance \( B_0 \) a multigrid preconditioner and \( B_1 = \text{diag}(A_1) \) corresponding to the Jacobi method. We define the block Jacobi preconditioners

\[
P_A := \begin{pmatrix}
A_0 & 0 \\
0 & A_1 
\end{pmatrix}, \quad P_D := \begin{pmatrix}
A_0 & 0 \\
0 & B_1 
\end{pmatrix}, \quad P_B := \begin{pmatrix}
B_0 & 0 \\
0 & B_1 
\end{pmatrix}. \tag{4.10}
\]

The preconditioner \( P_A \) corresponds to exact subspace solves and due to Theorem 4.1 we have the condition number bound \( \kappa(P_A^{-1}A) \leq 2K_a \). If in \( P_D \) we use a Jacobi preconditioner for the block \( B_1 \) then Lemma 4.2 yields \( \kappa(P_D^{-1}A) \leq 2\frac{\gamma_1}{\rho_1}K_a \). Recall that the constants \( K_a, \gamma_1 \) and \( \rho_1 \) are independent of \( h \) and of how the triangulation \( T_h \) intersects the boundary \( \Gamma \). Finally, for \( P_B \) we have \( \kappa(P_B^{-1}A) \leq 2\frac{\gamma_{\text{max}}}{\rho_{\text{max}}}K_a \). This bound is independent \( h \) and of how the triangulation \( T_h \) intersects the boundary \( \Gamma \) if we use a preconditioner \( B_0 \) with the uniform spectral equivalence \( B_0 \sim A_0 \) property, cf. discussion in Remark 3.

5. Numerical experiments. We choose the unit ball \( \Omega := B_1(x_0) = \{ x \in \mathbb{R}^3 : \| x - x_0 \|_2 = 1 \} \) around midpoint \( x_0 \in \mathbb{R}^3 \) and the outer domain \( \Omega^* := [-1.5, 1.5]^3 \supset \Omega \). For \( x \in \mathbb{R}^3 \) we define \( \hat{x} := x - x_0 \). If not stated differently, we use \( x_0 = (0.001, 0.002, 0.003)^T \) in the remainder to avoid symmetry effects. For the function \( u : \Omega^* \to \mathbb{R}, u(x) := (3\hat{x}_1^2\hat{x}_2^2 - \hat{x}_2^4)\exp(1 - \| \hat{x} \|^2_2) \), the right-hand side
\[ f(x) = u(x)(-4\|\hat{x}\|^2 + 18) \] and boundary data \( g = u \) are chosen such that \( u \) is a solution of (2.1) on \( \Omega \). All numerical experiments have been performed with the DROPS package [15].

For the numerical discretization, the outer domain \( \Omega^* \) is partitioned into \( 4 \times 4 \times 4 \) cubes, where each cube is further subdivided into 6 tetrahedra, forming an initial tetrahedral triangulation \( T_0^* \) of \( \Omega^* \). Applying an adaptive refinement algorithm, where all tetrahedra \( T \in T^*_0 \) with \( \text{meas}(T \cap \Omega) > 0 \) are marked for regular refinement, we obtain the refined grid \( T_\ell \). Repeating this refinement process yields the grids \( T_\ell \) with refinement levels \( \ell = 2, \ldots, 6 \) and corresponding grid sizes \( h_\ell = 2^{-\ell} \cdot \frac{3}{4} \).

We use linear finite elements \( (k = 1) \) and construct finite element spaces \( V_h^\ell \) on the respective grids \( T_\ell, \ell = 0, 1, \ldots, 6 \). Table 5.1 reports the numbers \( N_0 = \dim V_0^h \) (the number of grid points inside the fictitious domain \( \Omega_h^* \)) and \( N_1 = \dim V_\Gamma^h \) (the number of grid points on \( \partial \Omega_h^* \)) for different grid levels. We observe that \( N_0 \) and \( N_1 \) grow with the expected factors of approximately 8 and 4, respectively.

| \( \ell \) | \( N_0 \) | \( N_1 \) | \( \ell \) | \( \|u - u_h\|_0 \) | order | \( \|u - u_h\|_1 \) | order |
|---|---|---|---|---|---|---|---|
| 0 | 7 | 44 | 0 | 2.19E-01 | 1.26E+00 |
| 1 | 81 | 140 | 1 | 5.95E-02 | 1.88 | 6.17E-01 | 1.04 |
| 2 | 619 | 500 | 2 | 1.43E-02 | 2.05 | 3.12E-01 | 0.98 |
| 3 | 5,070 | 1,844 | 3 | 3.40E-03 | 2.08 | 1.56E-01 | 1.00 |
| 4 | 40,642 | 7,102 | 4 | 8.15E-04 | 2.06 | 7.81E-02 | 1.00 |
| 5 | 325,444 | 27,714 | 5 | 1.98E-04 | 2.04 | 3.91E-02 | 1.00 |
| 6 | 2,602,948 | 109,510 | 6 | 4.89E-05 | 2.02 | 1.96E-02 | 1.00 |

Table 5.1: Dimensions \( N_0, N_1 \) for different refinement levels \( \ell \).

Table 5.2: Discretization errors w.r.t. \( L^2 \) and \( H^1 \) norm for different refinement levels \( \ell \).

Choosing the Nitsche parameter \( \gamma = 10 \) and ghost penalty parameter \( \beta = 0.1 \), we obtain numerical solutions \( u_h \in V_h^0 \) of the discrete problem (2.6), with discretization errors w.r.t. the \( L^2 \) and \( H^1 \) norm as in Table 5.2. We clearly observe optimal convergence rates in the \( L^2 \) and in the \( H^1 \) norm.

In the following, we apply a preconditioned conjugate gradient (PCG) method to the linear system (2.12) and examine different choices of preconditioners \( P \in \mathbb{R}^{N \times N} \). Starting with \( u^0 = 0 \), the PCG iteration is stopped when the preconditioned residual is reduced by a factor \( \text{tol} = 10^{-6} \), i.e.

\[ \| P^{-1}(Au^k - b) \|_2 \leq \text{tol} \| P^{-1}(Au^0 - b) \|_2, \]

with \( \| \cdot \|_2 \) the Euclidean norm. Let \( A = D + L + L^T \) be the splitting of \( A \) into the diagonal part \( D \) and the strict lower and upper parts \( L, L^T \), respectively. Instead of the Jacobi method, which is considered in the theoretical analysis in section 4, we use the symmetric Gauss-Seidel preconditioner \( P_{\text{SGS}} = (D + L)D^{-1}(D + L^T) \), because this method typically is more efficient than the Jacobi method. For the matrix blocks \( A_1 \in \mathbb{R}^{N \times N_1} \), the corresponding symmetric Gauss-Seidel preconditioner is denoted by \( B_{\text{SGS},1} \).

We present results for the following preconditioners:

- the symmetric Gauss-Seidel preconditioner \( P_{\text{SGS}}, \)
the block Jacobi preconditioners

\[ P_A = \begin{pmatrix} A_0 & 0 \\ 0 & A_1 \end{pmatrix}, \quad P_D = \begin{pmatrix} A_0 & 0 \\ 0 & B_{SGS,1} \end{pmatrix}, \quad P_B = \begin{pmatrix} B_0 & 0 \\ 0 & B_{SGS,1} \end{pmatrix}, \]

(5.1)

where \( B_0 \) denotes one iteration of an algebraic multigrid solver (HYPRE BoomerAMG [19]).

The condition numbers \( \kappa_2(A) = \|A\|_2 \|A^{-1}\|_2 \) and PCG iteration numbers for different refinement levels \( \ell \) are reported in Table 5.3.

| \( \ell \) | \( \kappa_2(A) \) | PCG iterations |
|----------|-----------------|-----------------|
|          | P_{SGS} | P_A | P_D | P_B |
| 0        | 1.41E+02 | 8   | 9   | 11  |
| 1        | 1.03E+02 | 9   | 12  | 12  |
| 2        | 1.58E+02 | 13  | 11  | 14  |
| 3        | 2.97E+02 | 20  | 13  | 16  |
| 4        | 7.74E+02 | 34  | 13  | 17  |
| 5        | 3.11E+03 | 56  | 13  | 14  |
| 6        | 1.26E+04 | 107 | 16  | 22  |

Table 5.3: Condition numbers and PCG iteration numbers for different preconditioners and varying grid refinement levels \( \ell \).

For finer grid levels \( \ell \geq 4 \) the condition number \( \kappa_2(A) \) behaves like \( \sim h^{-2} \) similar to stiffness matrices for standard Poisson discretizations. For the symmetric Gauss-Seidel preconditioner \( P_{SGS} \), on the finer grid levels the iteration numbers grow approximately like \( h^{-1} \). For the block preconditioners \( P_A, P_D, P_B \), we observe almost constant iteration numbers for increasing level \( \ell \). For all three block preconditioners the number of iterations roughly doubles when going from the coarsest level \( \ell = 0 \) to the finest one \( \ell = 6 \). The third preconditioner, \( P_B \), is the only one with computational costs \( O(N) \), \( N := N_0 + N_1 \), with a constant independent of \( \ell \). Note that on level \( \ell = 5 \) there is, compared to level \( \ell = 4 \), a reduction in the number of iterations for the preconditioners \( P_D, P_B \). This might be due to a fortuitous geometric cut of \( \Gamma \) with the triangulation that leads to a relatively very good performance of the symmetric Gauss-Seidel preconditioner \( B_{SGS,1} \) for the \( A_1 \) block.

We now fix the grid refinement level \( \ell = 3 \) and vary the midpoint \( x_0 = (\delta, 2\delta, 3\delta) \) of the ball \( \Omega \) with \( \delta \in [0, 0.5] \), leading to different relative positions of \( \Gamma \) within the background mesh \( T_3 \). The condition numbers and PCG iteration numbers for different choices of \( \delta \) are reported in Table 5.4. We observe that for varying \( \delta \), due to the ghost penalty stabilization, the condition number \( \kappa_2(A) \) has the same order of magnitude. The PCG iteration numbers for the preconditioners \( P_{SGS}, P_A \) are constant for varying \( \delta \), whereas for the preconditioners \( P_D, P_B \) the iteration numbers are identical and change only slightly for varying \( \delta \).

Finally we note that for our analysis to be applicable it is essential that we consider the fictitious domain Nitsche method with stabilization, i.e., \( \beta > 0 \) in (2.5). We performed numerical experiments with \( \beta = 0 \). The results (not shown here) revealed not only that for \( \beta = 0 \) the condition numbers \( \kappa_2(A) \) can be extremely large (due to “bad cuts”), but also that the condition numbers \( \kappa_2(P^{-1}A) \) with \( P \in \{P_A, P_D, P_B\} \), show a very irregular behavior, where for certain cases these condition
Table 5.4: Condition numbers and PCG iteration numbers for different preconditioners and varying midpoint $x_0 = (\delta, 2\delta, 3\delta)$.

Table 5.4: Condition numbers and PCG iteration numbers for different preconditioners and varying midpoint $x_0 = (\delta, 2\delta, 3\delta)$.

| $\delta$ | $\kappa_2(A)$ | PCG iterations |
|----------|--------------|----------------|
|          |              | $P_{SGS}$ | $P_A$ | $P_D$ | $P_B$ |
| 0        | 2.50E+02     | 20       | 12    | 15    | 15    |
| 0.01     | 1.93E+02     | 20       | 12    | 14    | 14    |
| 0.02     | 5.57E+02     | 20       | 12    | 19    | 19    |
| 0.03     | 5.84E+02     | 20       | 12    | 16    | 16    |
| 0.04     | 5.61E+02     | 20       | 12    | 17    | 17    |
| 0.05     | 5.84E+02     | 20       | 12    | 20    | 20    |

numbers become very large. From this we conclude that for good performance of the block Jacobi preconditioners presented in this paper the use of a (ghost penalty) stabilization in the discretization method is essential.
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