Numerical recovery of the piecewise constant leading coefficient of an elliptic equation
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Abstract

We propose a numerical algorithm for the reconstruction of a piecewise constant leading coefficient of an elliptic problem. The inverse problem is reduced to a shape reconstruction problem. The proposed algorithm is based on the minimization of a cost functional where a control function is the right-hand side of an auxiliary elliptic equation for a level set representation of unknown shape. The numerical implementation is based on the finite element method and the open-source computing platform FEniCS. The performance of the algorithm is demonstrated on computationally simulated data.

Keywords: coefficient inverse problem, elliptic equation, level set, adjoint method, finite element method

1 Introduction

The coefficient inverse problem of identifying the unknown leading coefficient of an elliptic equation is the basis of electrical impedance tomography (EIT) and electrical resistivity tomography (ERT) non-invasive technique for investigation of the internal structure of bodies from voltage and current boundary measurements. The inverse problem for elliptic equation has numerous applications in geophysics [1, 2], medical imaging [3, 4] and nondestructive testing [5, 6].

The coefficient inverse problem for elliptic equation was first posed in [7]. It is known to be nonlinear and ill-posed and, therefore, special algorithms are needed to solve such problems numerically. Also, the issues of stability and uniqueness are crucial for the development of robust numerical algorithms. The uniqueness of a large class of isotropic coefficients was considered in many works [8, 9, 10, 11, 12]. In [12], the optimal regularity condition for coefficient in two dimensions was obtained. The stability of the inverse problem was investigated in [13, 14, 15]. To achieve stability, it is required to place some constraints on the coefficient. For example, in [13], a logarithmic stability estimate was obtained.
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There are many reconstruction methods and procedures for solving the inverse problem \[16, 17\]. These methods can be divided into two main groups: non-iterative and iterative methods. The non-iterative methods include factorization \[18, 19\], layer stripping \[20, 21\], D-bar methods \[22, 23\], NOSER \[24\]. The factorization method is a method based on an explicit criterion for detecting inhomogeneities inside bodies \[25\]. In layer-stripping algorithms, one needs first to find the unknown coefficient on the boundary of the body and then progress inside layer by layer. The D-bar method is based on evaluating a nonlinear Fourier transform of the coefficient from EIT data and the inversion of the transform. NOSER (Newton’s One-Step Error Reconstructor) is an algorithm based on the minimization of an error functional, but it takes only one step of Newton’s method with constant coefficient as an initial guess. Most of the calculations, including the gradient of the functional, can be done analytically.

Iterative methods for solving the inverse problems include minimization algorithms based on either least squares \[26, 27, 28\] or equation-error \[29, 30\] formulations. Least squares methods usually iteratively minimize the norm of the difference between electrical potential due to the applied current and the measured potential on the boundary. Equation-error approaches are also known as variational methods, derived from Dirichlet and Thompson variational principles \[17\]. The convergence of iterative methods can be ensured using some regularization technique, which typically means that a specific regularization term is added to a functional. Iterative methods require calculating first and, in some optimization methods, second derivatives of the objective functionals. The adjoint method can be used to calculate both derivatives \[31\] efficiently.

In many applications of the coefficient inverse problem, one can assume that objects under investigation contain several materials with piecewise constant coefficients. This assumption allows us to reduce the inverse problem of recovering the distribution of coefficient inside the body to the problem of reconstructing shapes of the materials. Among the shape reconstruction methods, the level set method is known to be the most powerful one.

The level set method was first proposed in \[32\] to track evolving interfaces. There, an evolving domain is represented by a continuous level set function. Then, the motion of this domain is expressed via a Hamilton-Jacobi equation for the level set function. In \[33\], this approach was first used to solve inverse problems where the desired unknown is a characteristic function of some geometry. Next, the unknown is represented by a level set function. The evolution of the level set function minimizes a functional and leads to a solution of the inverse problem.

In \[34\], the level set method was used to solve the inverse problem associated with shape optimization for the eigenvalue problem for the Laplace equation. This approach was used to solve the inverse problem for electrical impedance tomography in \[35, 36, 37\]. More recently, the level set based methods were applied to elliptic inverse problems in \[38, 39, 40\]. Surveys on level set methods for solving inverse problems can be found in \[41, 42, 43\].

In this paper, we present a numerical algorithm based on the level set idea for solving the inverse problem associated with electrical impedance tomography. We assume that the leading coefficient is a piecewise constant function, and the values of coefficients are known. The main idea is to implicitly represent the interface between regions with known coefficients as the zero value of an auxiliary elliptic equation’s solution. The algorithm is based on minimizing the
squared norm of the difference between potentials due to applied currents and measured potentials. We previously used this approach to successfully recover a piecewise constant lower coefficient \[44\] and the right-hand side \[45\] of an elliptic equation.

The paper is organized as follows. In the next section, we introduce the inverse problem. The details of the proposed reconstruction algorithm, the cost functional, and the calculation of its derivative using the adjoint method are discussed in section 3. Then, we present a series of numerical experiments to show our algorithm’s ability to recover the unknown interface from noisy data. The final section is the conclusion.

2 Problem statement

Let \(\Omega \subset \mathbb{R}^2 = d (d = 2, 3)\) be the bounded domain with sufficiently smooth boundary \(\partial \Omega\) and \(\sigma(x) \in L^\infty(\Omega)\) is the coefficient such that \(\sigma(x) \geq \sigma_0 > 0\). We consider the boundary value problem for elliptic equation

\[
-\nabla \cdot \sigma(x) \nabla u = 0, \quad x \in \Omega, \\
\sigma(x) \frac{\partial u}{\partial n} = g(x), \quad x \in \partial \Omega,
\]

where \(u(x)\) is the electrical potential, \(n\) is the unit outward normal to \(\partial \Omega\) and \(g(x)\) is the applied current density. In addition, both \(u(x)\) and \(g(x)\) must satisfy the following constraints

\[
\int_{\partial \Omega} u(x) ds = 0, \\
\int_{\partial \Omega} g(x) ds = 0.
\]

The problem \(1 \text{–} 4\) correspond to the continuum model for electrical impedance tomography. The inverse problem is to determine the distribution of coefficient \(\sigma(x)\) inside \(\Omega\) using a set of given values of applied current density \(g(x)\) on \(\partial \Omega\) and the corresponding measured values of potential \(u(x)\) on \(\partial \Omega\). The set of \(g(x)\) and \(u(x)\) on \(\partial \Omega\) is also known as the Neumann-to-Dirichlet or current-to-voltage map in problems of electrical impedance tomography. It is well known that this inverse problem does not have unique solution. Therefore, we need to narrow the class of admissible solutions.

In many applications, such as medical imaging, geophysics, and nondestructive testing, it is a-priori known that the object to be imaged contains several materials with piecewise constant conductivities. Let \(N\) be the number of materials, \(D_i\) be the subdomain containing material with \(\sigma_i\), \((i = 1, \ldots, N)\), \(\Omega = \cup_{i=1}^N D_i\). Then, the distribution of coefficient \(\sigma(x)\) can be represented as

\[
\sigma(x) = \sum_{i=1}^N \sigma_i \chi_{D_i}(x),
\]

where \(\chi_{D_i}(x) (i = 1, \ldots, N)\) is the characteristic function of the subdomain \(D_i\):

\[
\chi_i(x) = \begin{cases} 
1, & x \in D_i, \\
0, & x \in \Omega \setminus D_i.
\end{cases}
\]
In this work, for simplicity we restrict ourselves with only two materials with conductivities 1 and 2 and denote by $D$ the subdomain with coefficient 2. Therefore, the coefficient distribution $\sigma(x)$ can be written as

$$\sigma(x) = 1 + \chi_D(x),$$

(6)

with $\chi_D(x)$ is the characteristic function of the subdomain $D$.

In this case, the inverse problem of determining the distribution of coefficient $\sigma(x)$ reduces to the reconstruction of the shape of the subdomain $D$.

3 Reconstruction algorithm

In this section, we propose a new algorithm for reconstruction of the coefficient $\sigma(x)$. The algorithm is based on minimizing a cost functional using a gradient method.

3.1 Cost functional

We introduce a level set function $q(x)$, which describes subdomain $D$ as follows

$$\begin{cases} q(x) \geq 0, & x \in D, \\ q(x) < 0, & x \in \Omega \setminus D, \end{cases}$$

(7)

and the Heaviside function $H(q)$

$$H(q(x)) = \begin{cases} 1, & q(x) \geq 0, \\ 0, & q(x) < 0. \end{cases}$$

(8)

Then, the coefficient $\sigma(x)$ can be defined as

$$\sigma(x) = 1 + H(q(x)).$$

(9)

Clearly, to determine $\sigma(x)$ it is sufficient to identify the level set function $q(x)$. Many different level set functions were used to solve the inverse problem of electrical impedance tomography [46]. Commonly, the level set function can be determined using a signed distance function, which can be updated by solving the Hamilton-Jacobi equation.

In this work, the level set function is the solution of the following elliptic equation:

$$-\gamma \Delta q + q = f(x), \quad x \in \Omega,$$

(10)

$$q = 0, \quad x \in \partial \Omega,$$

(11)

where $\gamma = \text{const} > 0$ is the parameter. The key of our approach is to determine the right hand side $f(x)$ such as the solution $q(x)$ of problem (10), (11) describes the desired coefficient $\sigma(x)$ [9]. In fact, the parameter $\gamma$ can be seen as a smoothing parameter for function $f(x)$ and $q(x)$ is smoothed out function. For $\gamma = 0$, we have $q(x) = f(x)$. Note that we can employ the different differential operator instead of $-\Delta$.

Let $M$ be the number of measurements. For $1 \leq j \leq M$, let $g_j(x)$ be a given applied current density on $\partial \Omega$ and $m_j(x)$ be the corresponding measurement of
the potential on $\partial \Omega$. To find $f(x)$, we minimize the following least-squares cost functional

$$J(f) = \frac{1}{2} \sum_{j=1}^{M} \int_{\partial \Omega} |u_j(x; f) - m_j(x)|^2 \, ds.$$  \hspace{1cm} (12)

where $u_j(x; f), j = 1, \ldots, M$ are the solutions of the problems

$$-\nabla \cdot \sigma(x) \nabla u_j = 0, \quad x \in \Omega,$$

$$\sigma(x) \frac{\partial u_j}{\partial n} = g_j(x), \quad x \in \partial \Omega.$$  

Here, $\sigma(x)$ is a coefficient corresponding to $f(x)$ via (9)–(11). Note that in (12) the functions $m_j(x)$ correspond to the solution of above problem for the desired coefficient. Both $u_j(x; f)$ and $m_j(x)$ must satisfy (3).

### 3.2 Variational formulations

For discretization in space we use the finite element method, so we need to obtain variational forms of boundary value problems (1)–(4) and (10), (11). First, we define the functional spaces:

$$V = \{ v \in H^1(\Omega) : \int_{\partial \Omega} v \, ds = 0 \}, \quad Q = \{ v \in H^1(\Omega) : v(x) = 0, \quad x \in \partial \Omega \},$$

where $H^1(\Omega)$ is Sobolev space. We multiply equation (1) by a test function $v \in V$, integrate the resulting equation over $\Omega$ and perform integration by parts to eliminate second-order derivative of $u$:

$$\int_{\Omega} \sigma \nabla u \nabla v \, dx - \int_{\partial \Omega} \sigma \frac{\partial u}{\partial n} v \, ds = 0.$$  

Taking into account the boundary condition (2), yields

$$\int_{\Omega} \sigma \nabla u \nabla v \, dx = \int_{\partial \Omega} g v \, ds.$$  

Next, we define the following bilinear form

$$a(u, v) = \int_{\Omega} \sigma \nabla u \nabla v \, dx,$$

and linear form

$$L_a(v) = \int_{\partial \Omega} g v \, ds.$$  

Then the variational formulation of problem (1)–(4) read as: find $u \in V$ such as

$$a(u, v) = L_a(v), \quad \forall v \in V.$$  \hspace{1cm} (13)

The variational formulation of problem (10), (11) is derived similarly: find $q \in Q$ such that

$$b(q, w) = L_b(w), \quad \forall w \in Q,$$

where

$$b(q, w) = \int_{\Omega} \gamma \nabla q \nabla w \, dx + \int_{\Omega} q w \, dx,$$
\[ L_b(w) = \int_{\Omega} f w \, dx, \]

Note that both bilinear forms \( a(u, v) \) and \( b(q, w) \) are symmetric
\[ a(u, v) = a(v, u), \quad b(q, w) = b(w, q). \]
This property is useful for calculating the gradient of \( J(f) \).

### 3.3 Gradient of functional

To minimize the functional \( J(f) \) we use a gradient based method. Thus, we need to calculate the gradient of \( J(f) \) with respect to the function \( f(x) \). First, note that \( J(f) \) is the functional of the functions \( u_j(x) \), \( j = 1, \ldots, M \), which depend on coefficient \( \sigma(x) \). In turn, \( \sigma(x) \) is the function of the level set \( q(x) \) via (9). Finally, the function \( q(x) \) also depends on the objective function \( f(x) \) by (10).

Therefore, by the chain rule, to compute the gradient of \( J \) we use the following equation
\[ \frac{dJ}{df} = \sum_{j=1}^{M} \frac{\partial J}{\partial u_j} \frac{\partial u_j}{\partial \sigma} \frac{\partial \sigma}{\partial q} \frac{\partial q}{\partial f}. \]  

(15)

The terms \( \partial J/\partial u_j \) and \( \partial \sigma/\partial q \) are straightforward to compute using the following equations:
\[ \frac{\partial J}{\partial u_j} = u_j - m_j, \]  

(16)
and
\[ \frac{\partial \sigma}{\partial q} = \delta(q(x)), \]  

(17)
where \( \delta(\cdot) \) is the Dirac delta function. By contrast, \( \partial u_j/\partial \sigma \) and \( \partial q/\partial f \) are rather difficult to compute. So, we use the adjoint method to compute the gradient of \( dJ/df \).

First, by taking the derivative of (13) with respect to \( q \), we get
\[ \frac{\partial a}{\partial u_j} \frac{\partial u_j}{\partial \sigma} + \frac{\partial a}{\partial \sigma} = 0, \quad j = 1, \ldots, M. \]

Since \( \partial a/\partial u_j \) is invertible, the following equation for \( \partial u_j/\partial \sigma \) is obtained
\[ \frac{\partial u_j}{\partial \sigma} = - \left( \frac{\partial a}{\partial u_j} \right)^{-1} \frac{\partial a}{\partial \sigma}. \]

(18)

By analogy, we can derive the equation for \( \partial q/\partial f \) from (14)
\[ \frac{\partial q}{\partial f} = \left( \frac{\partial b}{\partial q} \right)^{-1} \frac{\partial L_b}{\partial f}. \]

(19)

Substituting (18) and (19) into (15) yields
\[ \frac{dJ}{df} = - \sum_{j=1}^{M} \frac{\partial J}{\partial u_j} \left( \frac{\partial a}{\partial u_j} \right)^{-1} \frac{\partial a}{\partial \sigma} \frac{\partial \sigma}{\partial q} \left( \frac{\partial b}{\partial q} \right)^{-1} \frac{\partial L_b}{\partial f}. \]
Now we take adjoint of the above equation

\[
\frac{dJ^*}{df} = \frac{\partial L_b^*}{\partial f} \left( \frac{\partial b}{\partial q} \right)^{-1*} \frac{\partial \sigma^*}{\partial q} \sum_{j=1}^{M} \frac{\partial a^*}{\partial \sigma} \left( \frac{\partial a}{\partial u_j} \right)^{-1*} \frac{dJ^*}{du_j}
\]

(20)

Next, we define new variables \( z_j \) as follows

\[
z_j = \left( \frac{\partial a}{\partial u_j} \right)^{-1*} \frac{dJ^*}{du_j}, \quad j = 1, \ldots, M,
\]

and obtain the following adjoint equations associated with (13)

\[
\frac{\partial a^*}{\partial u_j} z_j = \frac{dJ^*}{du_j}, \quad j = 1, \ldots, M.
\]

Taking into account that the bilinear form \( a \) is symmetric and (16) we get

\[
a(z_j, v) = \int_{\Omega} (u_j - m_j) v \, ds, \quad j = 1, \ldots, M.
\]

(21)

Substituting the adjoint solutions \( z_j \) into (20) leads to

\[
\frac{dJ^*}{df} = \frac{\partial L_b^*}{\partial f} \left( \frac{\partial b}{\partial q} \right)^{-1*} \frac{\partial \sigma^*}{\partial q} \sum_{j=1}^{M} \frac{\partial a^*}{\partial \sigma} z_j
\]

(22)

Next, we define another adjoint variable \( \lambda \) as follows

\[
\lambda = \left( \frac{\partial b}{\partial q} \right)^{-1*} \frac{\partial \sigma^*}{\partial q} \sum_{j=1}^{M} \frac{\partial a^*}{\partial \sigma} z_j
\]

and the adjoint equation associated with (14)

\[
\frac{\partial b^*}{\partial q} \lambda = \frac{\partial \sigma^*}{\partial q} \sum_{j=1}^{M} \frac{\partial a^*}{\partial \sigma} z_j
\]

The bilinear form \( b \) is also symmetric, so we have the adjoint problem associated with (14)

\[
b(\lambda, w) = \delta(q) \sum_{j=1}^{M} \int_{\Omega} \nabla u_j \cdot \nabla z_j w \, dx
\]

(23)

Finally, we substitute the adjoint solution \( \lambda \) into (22)

\[
\frac{dJ^*}{df} = \frac{\partial L_b^*}{\partial f} \lambda
\]

which yields the final equation for computing the gradient of functional \( J \) with respect to \( f \):

\[
\frac{dJ}{df} = \int_{\Omega} \lambda w \, dx.
\]

(24)

To compute the gradient \( dJ/df \) (24) we need to solve the adjoint problems (21) and (23).
3.4 Algorithm

In this section, we propose the new algorithm for solving our coefficient inverse problem. It is based on finding \( f(x) \) such that the solution \( q(x) \) of problem (10), (11) describe the desired coefficient \( \sigma(x) \) via (9). To find \( f(x) \) we minimize the functional \( J(f) \) using a gradient based iterative procedure:

**Reconstruction algorithm**

1: **input** \( M, g_j, m_j, j = 1, \ldots, M, f^0, \gamma, \alpha, tol, K \) \{ \( K \) is a large number \}
2: **output** \( \sigma(x) \)
3: for \( k = 0 \) to \( K \) do
4: \( q^k(x) \leftarrow \) the solution of (14)
5: \( \sigma^k(x) \leftarrow 1 + H(q^k(x)) \)
6: for \( j = 1 \) to \( M \) do
7: \( u_j^k \leftarrow \) the solution of (13) for given \( g_j(x) \)
8: end for
9: \( J^k(f^k) \leftarrow \frac{1}{2} \sum_{j=1}^{M} \int_{\partial\Omega} |u_j(f; x) - m_j(x)|^2 \, ds \)
10: for \( j = 1 \) to \( M \) do
11: \( z_j^k(x) \leftarrow \) the solution of adjoint problem (21) for given \( m_j(x) \)
12: end for
13: \( \lambda^k(x) \leftarrow \) the solution of adjoint problem (23)
14: \( \frac{dJ^k}{df^k} \leftarrow \int_{\Omega} \lambda \, w \, dx. \)
15: if \( \left\| \frac{dJ^k}{df^k} \right\|_{L^\infty(\Omega)} < tol \) then
16: \( \sigma(x) \leftarrow \sigma^k(x) \)
17: stop
18: end if
19: \( f^{k+1} \leftarrow f^k - \beta^k \frac{dJ^k}{df^k} \) \{ step size \( \beta^k \) is calculated by line search \}
20: end for
21: \( \sigma(x) \leftarrow \sigma^k(x) \)

The stopping criteria \( tol \) will be discussed later. The numerical implementation of the reconstruction is performed in Python. For solving partial differential equations, we use an open-source computing platform FEniCS [47].

4 Numerical experiments

In this section, we examine the effectiveness of the proposed algorithm. A series of numerical experiments have been performed to confirm that our algorithm can recover the interface between two materials with piecewise constant coefficients from computationally simulated data.
Figure 1: Distribution of equidistant electrodes (in red) along the boundary of the domain: (a) 2 electrodes, (b) 4 electrodes, (c) 6 electrodes

Figure 2: Computational meshes used for: (a) data generation for ellipse, (b) data generation for circles, (d) reconstruction

4.1 Implementation details

For numerical computation, we consider unit circle domain Ω. To generate boundary data for potential $m$ we employ sets of equidistant electrodes along the boundary with width $\theta = \pi/20$. See Figure 1 for a scheme of distribution of 2, 4, and 6 electrodes. The following current injection pattern is used for measurements: we set $g(x) = 1$ on one electrode, $g(x) = -1$ on the opposite electrode, and $g(x) = 0$ elsewhere. In this manner, we obtain one independent measurement for two electrodes, two measurements for four electrodes, etc.

In our experiments, we reconstruct two images: ellipse and two circles with different diameters. To generate boundary data $m_j(x)$, $j = 1, \ldots, M$, $x \in \partial \Omega$ for each test case we solve the forward problem (1)–(4) using an unstructured mesh adapted to represent internal structure of imaged materials. For reconstruction purposes, we use a different mesh with no knowledge of imaged materials. All meshes are created using the open source software for mesh generation Gmsh. The computational meshes used for data generation and reconstruction are shown in Figure 2. Note that the mesh in Figure 2b is used to reconstruct the images.

For numerical solution we need to approximate the Heaviside function $H(q(x))$.
Figure 3: Noiseless data $m_1(x)$ (blue dashed line) and noisy data $\tilde{m}_1(x)$ with $\epsilon = 0.1$ (orange solid line)

and the delta function $\delta(q(x))$ by the following smooth functions $H_\alpha(q(x))$ and $\delta_\alpha(q(x))$

$$H_\alpha(q(x)) = \begin{cases} 0, & q(x) < 0, \\ \frac{1}{2} - \frac{1}{2} \cos \left( \frac{\pi q(x)}{\alpha} \right), & 0 \leq q(x) < \alpha \\ 1, & q(x) \geq \alpha \end{cases}$$

(25)

and

$$\delta_\alpha(q(x)) = \begin{cases} 0, & q(x) < 0, \\ \frac{\pi}{2\alpha} \sin \left( \frac{\pi q(x)}{\alpha} \right), & 0 \leq q(x) < \alpha \\ 0, & q(x) \geq \alpha \end{cases}$$

(26)

where $\alpha > 0$ is smoothing parameter.

We add some uniform noise to the generated data. More precisely, the noisy data $\tilde{m}_j(x)$ is obtained by adding to $m_j(x)$ a uniform noise as follows:

$$\tilde{m}_j(x) = m_j(x) + \epsilon \|m_j(x)\|_{L^2(\partial\Omega)} \frac{\theta_j(x)}{\|\theta_j(x)\|_{L^2(\partial\Omega)}}, \; j = 1, \ldots, M, \; x \in \partial\Omega,$$

where $\epsilon$ is the noise level, $\theta_j(x)$ is random numbers uniformly distributed on the interval $(-1.0, 1.0)$. Note that the noise is added only on the boundary $\partial\Omega$. The norms $\|m_j(x)\|_{L^2(\partial\Omega)}$ and $\|\theta_j(x)\|_{L^2(\partial\Omega)}$ are used to scale $\theta_j(x)$. Figure 3 shows noiseless and noisy data with $\epsilon = 0.1$ on the perimeter of the computational domain $\partial\Omega$. Noiseless data is illustrated by blue dashed line, noisy data by orange solid line. The data is generated for ellipse with 2 electrodes (1 measurement).
The initial guess for the control function $f^0(x)$ is chosen as follows

$$f^0(x) = \begin{cases} 1, & x \in D^0, \\ 0, & x \in \Omega \setminus D^0, \end{cases}$$

where $D^0$ is some initial guess. It is taken as a circle with the radius $r = 0.2$ and the center $x_0 = (0,0,0)$ of the domain $\Omega$. This initial control function $f^0(x)$ is shown in Figure 4a. In Figure 4b we show the functions $q^0(x)$ obtained by solving (14) with $\gamma = 0.0005$. The initial guess for the smoothed Heaviside function $H_0^0(q(x))$ (25) with $\alpha = 0.01$ corresponding to $q^0(x)$ in Figure 4b is displayed in Figure 4c. Note that $H_0^0(q(x))$ is shown in red (equal to 1) for $q(x) > 0.01$.

Figure 5 shows the dependence of the level set function $q(x)$ on the parameter $\gamma$. Here, the blue solid line plots the values of $f(x)$ over a line ($-0.5$, $0.0$)–($0.5$, $0.0$), the orange dashed and green dash-dotted lines plot the values of $q(x)$, corresponding to $\gamma = 0.0005$, $\gamma = 0.001$, and $\gamma = 0.005$, respectively, over the same line. We can see that as the value of $\gamma$ increases, the level set functions $q(x)$ is more smoothed out.

For minimization, we use the steepest descent method. The stopping criterion depends on the noise level $\epsilon$ as follows:

$$\| \frac{dJ^k}{df} \|_{L^\infty(\Omega)} \leq \epsilon \beta,$$

where $k$ is iteration number, $\beta$ is equal to $10^{-9}$.

### 4.2 Reconstruction of ellipse

First, we consider the ellipse object (Figure 2a). We want to examine the dependence of reconstruction results on the number of measurements $M$ and the parameter $\gamma$. For this, we reconstruct the piecewise constant coefficient from computationally simulated data with uniform noise with $0.01$ noise level. In Table 1 the first and second columns show the number of measurements $M$ and the parameter $\gamma$, respectively. In the next two columns we show the number
Figure 5: Dependence of the level set function $q(x)$ on the parameter $\gamma$ of iterations until convergence and the corresponding value of the functional $J$. The last column represents the reconstruction error $\varepsilon$ calculated as follows:

$$
\varepsilon = \frac{\|\chi_D(x) - H_\alpha(q(x))\|_{L^2(\Omega)}}{\|\chi_D(x)\|_{L^2(\Omega)}},
$$

where $\chi_D(x)$ is the characteristic function of ellipse (5) and $H_\alpha(q(x))$ is the reconstructed value of the smoothed Heaviside function (25). As can be seen in Table 1, the number of measurements $M$ is crucial for reconstruction accuracy. Using only one measurement $M = 1$ is clearly not enough to accurately recover the desired coefficient and the number of iterations until convergence, in this case, is significantly larger. In this case, three measurements are sufficient for reconstruction, since using four measurements leads to slightly worse results. As for the parameter $\gamma$, we need to use $\gamma = 0.001$ for the best results. Using less than or greater than 0.001 leads to increased error $\varepsilon$ and more iterations are needed for convergence of minimization. Note that in these calculations we use $\alpha = 0.01$.

In Figures 6 and 7, we show the evolution of functional $J^k$ and error $\varepsilon^k$ with iterations $k$ for different values of $\gamma$ and $M$, respectively. In Figure 6, the blue solid, orange dashed, and green dash-dotted lines show the values of $J^k$ (Figure 6a) and $\varepsilon^k$ (Figure 6b) for $\gamma = 0.0005, 0.001, and 0.002$, respectively. Similarly, in Figure 7, the blue solid, orange dashed, and green dash-dotted lines show the values of $J^k$ (Figure 7a) and $\varepsilon^k$ (Figure 7b) for $M = 2, 3, and 4$, respectively. Reconstructions with different $\gamma$ are performed with 3 measurements ($M = 3$). While, $\gamma = 0.001$ is used for reconstructions with different $M$. In Figure 6, we see that the larger the value of $\gamma$, the smaller the initial values of the functional $J$ and the error $\varepsilon$. Although after a certain amount of iterations, the reconstruction error $\varepsilon$ for $\gamma = 0.002$ becomes larger than the error $\varepsilon$ for $\gamma = 0.001$ (see Figure 6b). This is due to the fact that the larger $\gamma$, the smoother the function $q(x)$,
and this results in loss of detail in the smoothed Heaviside function $H_\alpha(x)$. Similar situation can be seen in Figure 7. When we use more measurements, the initial error $\varepsilon$ increases. But again, in the process of minimization, the error $\varepsilon$ for $M = 4$ becomes larger than the error $\varepsilon$ for $M = 3$. We can also see that the larger the number of measurements $M$, the minimization process takes more iterations to converge.

Figure 8 shows the reconstructed smoothed Heaviside functions $H_\alpha(q(x))$ after 1, 10, 15, 20, 30 and 50 iterations. These results are obtained from 3 measurements with noise $\epsilon = 0.01$ using $\gamma = 0.001$ and $\alpha = 0.01$. The shape of the true object (ellipse) is outlined with the solid white line. Note that in Figures 6 and 7, the reconstruction results correspond to the orange dashed line. We can see that during the first 10 iterations, the recovered coefficient does not change much, and starting from 20 iterations, we already recovered the ellipse shape. Subsequent iterations are needed to increase the quality of recovery.

### 4.3 Reconstruction of circles

Next, we consider two circles in Figure 2b. We perform the same experiments as with the ellipse using computationally simulated data with uniform noise with noise level.

In Table 2 we list the number of measurements $M$, the parameter $\gamma$, the number of iterations until convergence, the final value of the functional $J$, the reconstruction error $\varepsilon$ (27). We can confirm that the number of measurements $M$ is essential for good accuracy. In this case, we need to use more than two measurements. When we use only one measurement $M = 1$, we get poor quality results with big errors. Also, the algorithm did not converged in 1000 iterations and was terminated. We can see that $\gamma = 0.006$ is the optimal value for better results and using less than or greater than it leads to increased error $\varepsilon$. Note that when we increase the value of $\gamma$, more iterations are needed for convergence of the algorithm. Here, in all calculations we use $\alpha = 0.01$.

Similar to Figures 6 and 7 for the reconstruction of ellipse, Figures 8 and
Figure 6: The evolution of functional $J^k$ and error $\varepsilon^k$ with iterations $k$ for different values of $\gamma$: (a) – $J^k$, (b) – $\varepsilon^k$

Figure 7: The evolution of functional $J^k$ and error $\varepsilon^k$ with iterations $k$ for different values of $M$: (a) – $J^k$, (b) – $\varepsilon^k$
Figure 8: Reconstructed smoothed Heaviside function $H_\alpha(q(x))$ after: (a) – 1, (b) – 10, (c) – 15, (d) – 20, (e) – 30, and (f) – 50 iterations.
Table 2: Dependence of $J$, $\epsilon$, and number of iterations on the number of measurements $M$ and the parameter $\gamma$ for reconstruction of circles

| $M$ | $\gamma$ | Iterations | $J \cdot 10^{-7}$ | $\epsilon$ |
|-----|----------|------------|------------------|----------|
| 1   | 0.004    | 1000       | 1.154            | 0.853    |
|     | 0.006    | 1000       | 1.385            | 1.543    |
|     | 0.008    | 1000       | 1.702            | 1.645    |
| 2   | 0.004    | 92         | 6.119            | 0.883    |
|     | 0.006    | 112        | 6.113            | 0.863    |
|     | 0.008    | 123        | 6.121            | 0.837    |
| 3   | 0.004    | 429        | 4.324            | 0.145    |
|     | 0.006    | 702        | 4.307            | 0.103    |
|     | 0.008    | 923        | 4.306            | 0.097    |
| 4   | 0.004    | 300        | 5.546            | 0.149    |
|     | 0.006    | 673        | 5.473            | 0.085    |
|     | 0.008    | 938        | 5.471            | 0.086    |
| 5   | 0.004    | 325        | 7.537            | 0.106    |
|     | 0.006    | 654        | 7.503            | 0.082    |
|     | 0.008    | 956        | 7.496            | 0.084    |

[10] illustrate the evolution of functional $J^k$ and error $\epsilon^k$ with iterations $k$ for different values of $\gamma$ and $M$, respectively. In Figure 9, the blue solid, orange dashed, and green dash-dotted lines shows the values of $J^k$ (Figure 9a) and $\epsilon^k$ (Figure 9b) for $\gamma = 0.004, 0.006, \text{ and } 0.008$, respectively. Similarly, in Figure 10 the blue solid, orange dashed, and green dash-dotted lines shows the values of $J^k$ (Figure 10a) and $\epsilon^k$ (Figure 10b) for $M = 3, 4, \text{ and } 5$, respectively. Reconstructions with different $\gamma$ are performed with $M = 3$ and reconstructions with different $M$ are performed with $\gamma = 0.006$.

Figure 11 shows the reconstructed smoothed Heaviside functions $H_\alpha(q(x))$ after 5, 25, 50, 150, 300 and 650 iterations. These images are obtained from 5 measurements with noise $\epsilon = 0.01$ using $\gamma = 0.006$ and $\alpha = 0.01$. The shape of true objects is outlined with the solid white line. We can see that after 150 iterations, the circles are almost recovered. The location and shape of the bigger circle are already reconstructed. Further iterations are required to recover the true location of the second circle.

Finally, we want to see how our algorithm can handle the different values of noise. We consider the two circles. In Table 3 the first and second columns show the number of measurements $M$ and the parameter $\gamma$, respectively. In the next four columns we show the reconstruction error $\epsilon$ (27) for different values of noise level $\epsilon = 0.01, 0.02, 0.03 \text{ and } 0.04$. As can be seen in Table 3, we need to increase the number of measurements $M$ to handle big noise in our data. Also, we observe that when $M$ is less than 8, the effect of the value of $\gamma$ That means that the effect of $M$ is much more significant for better reconstruction. When $M$ is equal or greater than 8, $\gamma = 0.006$ gives better accuracy. Figure 12 illustrates the reconstructed smoothed Heaviside functions $H_\alpha(q(x))$ from data with noise $\epsilon = 0.02, 0.03 \text{ and } 0.04$. These results are obtained from 10 measurements using $\gamma = 0.006$. 
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Figure 9: The evolution of functional $J^k$ and error $\varepsilon^k$ with iterations $k$ for different values of $\gamma$: (a) – $J^k$, (b) – $\varepsilon^k$

Figure 10: The evolution of functional $J^k$ and error $\varepsilon^k$ with iterations $k$ for different values of $M$: (a) – $J^k$, (b) – $\varepsilon^k$
Figure 11: Reconstructed smoothed Heaviside function $H_\alpha(q(x))$ after: (a) – 5, (b) – 25, (c) – 50, (d) – 150, (e) – 300, and (f) – 650 iterations

Figure 12: Reconstructed smoothed Heaviside function $H_\alpha(q(x))$ from data with noise: (a) $\epsilon = 0.02$, (b) $\epsilon = 0.03$, (c) $\epsilon = 0.04$,
Table 3: Dependence of $\epsilon$ on the number of measurements $M$ and the parameter $\gamma$ for reconstruction of circles with noisy data $\epsilon = 0.01, 0.02, 0.03$ and $0.04$

| $M$ | $\gamma$ | $\epsilon = 0.01$ | $\epsilon = 0.02$ | $\epsilon = 0.03$ | $\epsilon = 0.04$ |
|-----|-----------|-------------------|-------------------|-------------------|-------------------|
| 4   | 0.004     | 0.149             | 0.142             | 0.235             | 0.394             |
|     | 0.006     | 0.085             | 0.156             | 0.257             | 0.314             |
|     | 0.008     | 0.086             | 0.148             | 0.231             | 0.326             |
| 5   | 0.004     | 0.106             | 0.168             | 0.224             | 0.259             |
|     | 0.006     | 0.082             | 0.149             | 0.216             | 0.272             |
|     | 0.008     | 0.084             | 0.130             | 0.196             | 0.287             |
| 6   | 0.004     | 0.128             | 0.227             | 0.220             | 0.252             |
|     | 0.006     | 0.099             | 0.176             | 0.213             | 0.289             |
|     | 0.008     | 0.086             | 0.141             | 0.216             | 0.265             |
| 7   | 0.004     | 0.211             | 0.135             | 0.321             | 0.265             |
|     | 0.006     | 0.086             | 0.146             | 0.259             | 0.288             |
|     | 0.008     | 0.095             | 0.130             | 0.217             | 0.302             |
| 8   | 0.004     | 0.101             | 0.151             | 0.233             | 0.246             |
|     | 0.006     | 0.086             | 0.123             | 0.170             | 0.234             |
|     | 0.008     | 0.089             | 0.144             | 0.218             | 0.251             |
| 9   | 0.004     | 0.101             | 0.145             | 0.194             | 0.249             |
|     | 0.006     | 0.085             | 0.134             | 0.166             | 0.226             |
|     | 0.008     | 0.090             | 0.135             | 0.205             | 0.238             |
| 10  | 0.004     | 0.131             | 0.139             | 0.205             | 0.222             |
|     | 0.006     | 0.081             | 0.119             | 0.177             | 0.223             |
|     | 0.008     | 0.090             | 0.133             | 0.187             | 0.224             |
5 Conclusion

This paper presents the numerical algorithm for the reconstruction of the piecewise constant coefficient. The performance of the algorithm is validated on numerical experiments. We have determined that the number of measurements is a crucial parameter for achieving good accuracy. The smoothing parameter $\gamma$ also affects the reconstruction results. The optimal values of these parameters can be determined experimentally.

In this work, we assumed that an object to be imaged contains only two materials with known piecewise constant coefficients. More general cases with several unknown coefficients will be a subject of our future work. It is well known that the complete electrode model is better suited for electrical impedance tomography than the continuum model considered here. We will extend the proposed algorithm to work with the complete electrode model in the future.
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