Optimal quantum transfer from input flying qubit to lossy quantum memory
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Abstract
In a quantum network, a key challenge is to minimize the direct reflection of flying qubits as they couple to stationary, resonator-based memory qubits, as the reflected amplitude represents state transfer infidelity that cannot be directly recovered. Optimizing the transfer fidelity can be accomplished by dynamically varying the resonator’s coupling rate to the flying qubit field. Here, we analytically derive the optimal coupling rate profile in the presence of intrinsic loss of the quantum memory using an open quantum systems method that can account for intrinsic resonator losses. We show that, since the resonator field must be initially empty, an initial amplitude in the resonator must be generated in order to cancel reflections via destructive interference; moreover, we show that this initial amplitude can be made sufficiently small as to allow the net infidelity throughout the complete transfer process to be close to unity. We then derive the time-varying resonator coupling that maximizes the state transfer fidelity as a function of the initial population and intrinsic loss rate, providing a complete protocol for optimal quantum state transfer between the flying qubit and resonator qubit. We present analytical expressions and numerical examples of the fidelities for the complete protocol using exponential and Gaussian profiles. We show that a state transfer fidelity of around 99.9% can be reached momentarily before the quantum information is lost due to the intrinsic loss in practical resonators used as quantum memories.

Keywords: quantum information, quantum computing, optics, open quantum systems, input–output theory, SLH formalism

(Some figures may appear in colour only in the online journal)
1. Introduction

In a quantum network, the transfer of quantum information may occur frequently between stationary memory qubits and flying qubits that connect them. In the optical domain, a number of recent innovations have enabled the construction of resonator-based memories with tunable coupling rates [1–4], and this allows for the possibility of dynamically tuning those coupling rates to maximize the fidelity of state transfer in a quantum network that uses those resonators as quantum memories. When a flying qubit containing quantum network information is incident on a resonator, its reflection from the resonator contributes to infidelity of state transfer together with intrinsic losses in the resonator. The reflection contains two independent contributions: a direct reflection from the resonator and leakage out of the resonator from the internal resonator field. The two contributions interfere and thus allow for the possibility that destructive interference can be used to minimize reflection and the resulting infidelity. The reflectivity of the resonator is intrinsically tied to its coupling rate, and thus building up amplitude in the internal resonator field while minimizing reflection by modifying the coupling rate is a non-trivial endeavor. Moreover, how one does this depends explicitly on the temporal profile of the flying qubit. Nevertheless, this is exactly what must be done in order to operate quantum networks with high fidelity and low error rates.

Previous experiments and analysis have built on the idea of converting a propagating signal to resonator mode oscillations. Maxwell et al [5] and Yin et al [6] experimentally demonstrated high-fidelity transfer from optical photons to a Rydberg polariton and microwave photons to a microwave resonator, respectively. In the realm of theoretical analysis, Harlow considered the transfer from a propagating photon field to a stored phonon field via an optomechanical oscillator and used a semiclassical method to derive the optimal photon–phonon coupling coefficient over time in the oscillator [7], while Dilley et al [8] considered transfer from an input field to a three-level atom and semiclassically derived the optimal laser-mediated coupling rate between two atomic levels. By contrast, we specifically consider a two-mode system consisting of the propagating qubit and the resonator qubit (which can effectively be considered as a two-level system consisting of a vacuum state and a singly-occupied state). To this end, Wenner et al [9] semiclassically calculated the fidelity for various input pulse shapes given an output coupling rate fluctuating between zero (off) and a constant (on) value, finding near-unity fidelity for temporally symmetric input profiles, whereas Korotkov [10] proposed a method for simultaneously tuning the input profile and the resonator output coupling rate such that fidelity is maximized due to time-reversal symmetry. Later, Yamamoto and James [11] used the zero-dynamics principle to derive the input pulse shape yielding perfect transfer to an ideal resonator with constant output coupling. The most recent advancement was made by Nurdin et al [12], who provided a full-quantum solution for an ideal, lossless resonator.

Our goal in this paper is to use a full-quantum method to maximize the fidelity for a generic input profile to a lossy resonator, which must be accomplished by adjusting the only tunable parameter, i.e. the coupling rate for the resonator. We aim to incorporate the nonidealities in the resonator that result in intrinsic loss, specifically deriving the transfer fidelity as a function of the loss rate. Furthermore, it is crucial to note that in order for the loss due to reflection to from the resonator to be zeroed out, there must be a non-zero population in the resonator field. This is due to the fact that the reflected signal can only be cancelled via destructive interference with the output from the resonator. Therefore, the overall transfer process requires a lossy initial step, which was treated numerically by Nurdin et al. In our analysis, however, we will analytically derive the parameters that optimize this lossy initial stage.

Input–output theory for quantum systems, originally devised by Gardiner and Collett [13], provides a concise method for relating the input operators, output operators, and memory mode
operators for an open quantum system. At a conceptual level, the net output for the system is generated from the interference between the directly scattered (reflected) part of the input signal and the coherent output from the system mode. If the coupling rate is tunable, then we can adjust it over time to evolve with the time-varying input field and resonator population, such that the directly scattered (reflected) input signal and the memory mode output are destructively interfering with each other at any given time during the transfer, resulting in zero net output through the coherent loss channel. The result of such zero output is apparently the perfect quantum transfer from the flying input qubit to the memory mode.

Although the coherent output serves as the main loss channel, it is also important to consider the intrinsic losses inherent in any system. Such intrinsic losses occur in any quantum memory regardless it is a fermionic field (such as atomic energy states) or a bosonic field (such as a resonator field). Even for a well-manufactured optical cavity, for example, the high-reflectivity mirror can never quite reach 100 percent reflectivity; the state-of-the-art Bragg mirrors feature a minimum transmittance on the order of one ppm [14]. Furthermore, it is tremendously important to recognize that the zero net output can only be achieved if there exists some initial population in the resonator such that the output from the resonator mode can destructively interfere with the reflected input signal. As a result, it will be unavoidable for a quantum memory with a vacuum initial condition to have the zero-output condition broken for a very short period of time, during which the necessary initial population is generated. Consequently, it is not completely possible to attain a perfect quantum transfer between an input flying qubit and the quantum memory mode.

Here, we will analytically derive the optimal input coupling rate as a function of time for a given temporal profile of the input flying qubit. The situation where the input field’s temporal profile is arbitrary, but fixed, happens extremely frequently in a complex quantum network because many output fields’ temporal profiles from quantum memories are determined a priori according to various networking operational constraints. To address this, our analysis generalizes the model sufficiently broadly so that the result obtained is applicable in a complex quantum network. We start by modeling the input signal as originating from a fictitious source resonator. We assign a matching time-varying output-coupling of this imaginary resonator to produce the originally given input flying qubit’s temporal profile. It is worth noting that, for the case of zero intrinsic loss, our result reduces to that calculated by Nurdin et al [12]. We further verify the result for zero intrinsic loss using a semiclassical method. As an additional consideration, we treat the issue of generating the initial resonator population in an analytical manner, deriving the optimal amount of time over which the zero-output condition should be broken and the output coupling rate for the quantum memory resonator during that time period. We show that, even with this lossy first phase, we still attain a near perfect fidelity for an ideal resonator provided that the input rate is much lower than the maximum physically achievable output coupling rate. Lastly, we calculate the fidelity of the quantum transfer from the input signal to a nonideal resonator as a function of the resonator intrinsic loss for exponential and Gaussian input profiles, with the result showing that a fidelity in the range of 99.9% can be attained for a Gaussian input to a practical resonator with an intrinsic loss rate four orders of magnitude below the maximum achievable output coupling rate.

2. Full-quantum solution

The quantized field in the quantum memory can be either a two-level system (i.e. a qubit in an anharmonic system) or, more generally, an infinite-level boson field (i.e. a harmonic system). Although a qubit can be realized in various manners, we specifically consider the case where the qubit consists of a superposition between a vacuum and a singly-excited state. This significantly
simplifies the relevant bath Hilbert space, since we start with only 0 or 1 particle:

$$|\psi\rangle = c_g |0\rangle + c_e |1\rangle. \quad (1)$$

In principle, a bath field could contain a continuum of frequency modes. However, the destination resonator’s resonant frequency is usually designed (or even controlled in situ) to match the input field’s oscillating frequency, which is known a priori. Therefore, it is reasonable to consider only a specific (resonant) single frequency mode in the input bath field, rather than considering all possible bath frequency modes.

We now analyze the resonator mode. Note that at the beginning of the transfer, the resonator is initialized in the vacuum state. Consequently, due to conservation of excitation number in a case of particle–exchange coupling (cf, a beam-splitter interaction Hamiltonian), the resonator mode can only contain up to one particle, thus reducing even a harmonic ladder to a two-level mode. Figure 1 depicts the quantum transfer from the propagating qubit to the resonator mode. 

Modeling the input signal to the real resonator (with an output coupling rate \(\kappa(t)\)) as deriving from a fictitious source resonator (with an output coupling rate \(\kappa_s(t)\)), we construct the composite wavefunction in the Hilbert space composed of a tensor product of the two-level resonator subspaces, truncated to exclude the doubly-occupied state. The Hilbert space is thus spanned by the vacuum state \(|00\rangle\) and the singly-excited states (\(|10\rangle, |01\rangle\)), where the first and second slots represent the occupation numbers of the fictitious source resonator and the real resonator, respectively. We wish to transfer a qubit consisting of a superposition of \(|00\rangle\) and \(|10\rangle\):

$$|\Psi\rangle = c_g |00\rangle + c_e |10\rangle \rightarrow c_g |00\rangle + c_e |01\rangle. \quad (2)$$

Defining \(\beta_s(t)\) and \(\beta(t)\) as time-varying coefficients whose amplitude-squared values represent the populations of the fictitious and real resonators, respectively, we find that the singly-excited part of the wavefunction evolves as follows:

$$|\Psi(t)\rangle = c_g |00\rangle + c_e (\beta_s(t) |10\rangle + \beta(t) |01\rangle). \quad (3)$$

Next, we seek to use these coefficients to relate the fictitious source resonator output coupling rate \(\kappa_s(t)\) to the given input rate to the real resonator (normalized with respect to the initial singly-excited population \(|c_e|^2\) of \(r_{in}(t)\)). Since the input rate to the real resonator is equivalent to the output rate from the source resonator, \(\kappa_s(t)\) represents the ratio between the unnormalized real resonator input rate and the source resonator population:

$$\kappa_s(t) = \frac{|c_e|^2 r_{in}(t)}{a_s |a_s\rangle} = \frac{|c_e|^2 r_{in}(t)}{|c_e|^2 |\beta(t)|^2} = \frac{r_{in}(t)}{|\beta(t)|^2}. \quad (4)$$

We are now ready to introduce the Hamiltonian and Lindbladian for the system and use the Schrödinger equation to solve for the coefficients \(\beta_s(t)\) and \(\beta(t)\). Intuitively, we know that the interaction Hamiltonian between the fictitious source resonator mode and the real resonator mode should take the form of a beam splitter. Since the rate of the interaction is proportional to \(\kappa(t)\) as well as to the input rate from the bath (which in turn is proportional to \(\kappa_s(t)\)), we deduce that the interaction coefficient should be proportional to \(\sqrt{\kappa_s(t)\kappa(t)}\). This is quantitatively confirmed by employing the scattering-Lindblad-Hamiltonian (SLH) formalism, specifically by
applying equation (32) of Combes et al [15], which governs a system consisting of two resonators with one-way flow from the source to the destination resonator, yielding the following Hamiltonian $H_T$ and Lindbladian $L_T$:

$$H_T = i \frac{\sqrt{\kappa_s(t)\kappa(t)}}{2} (a^\dagger_s a - a_s a^\dagger),$$

$$L_T = \sqrt{\kappa_s(t)} a_s + \sqrt{\kappa(t)} a.$$

We note that $L_T$ specifically represents the loss through the main input–output port of the real resonator. Please note that the operators in the above equation are Schrödinger-picture operators, complying with our Schrödinger-picture analysis, represented as in equation (3). Although the derivation of the above Hamiltonian and Lindbladian were made in interaction picture, the operator forms are identical between the interaction and the Schrödinger picture since all the interaction preserves the total number of excitation (i.e. a beam splitter interaction Hamiltonian), and hence, the interaction Hamiltonian commutes with the total Hamiltonian [15]. This is consistent with the treatment in Cirac et al [16] as well as in recent analysis of quantum state transfer between memory blocks [18].

We wish to make this output a vacuum state all the time by properly designing $\kappa(t)$, such that the reflected input signal and the raw output from the real resonator destructively interfere at all times. Synthesizing equations (3) and (6), we find that the output coupling rate $\kappa(t)$ for the real resonator must be designed such that the following condition holds:

$$\sqrt{\kappa_s(t)\beta(t)} + \sqrt{\kappa(t)\beta(t)} = 0.$$  

This requirement is consistent with the zero output field from the seminal work of Cirac et al [16]. As a result, in this lossless system, the Hermitian Hamiltonian $H_T$ would fully determine the time-evolution, and the time evolution would be unitary.

So far, we have assumed a perfect quantum memory having only one input–output coupling channel. However, in reality, additional undesired loss channels from the real resonator may exist. These may include the spontaneous emission of atomic systems or the intrinsic loss of a resonator. Labeling the aggregated intrinsic loss rate from the real resonator as $\gamma$, the following
Lindbladian represents this decoherence process:

\[ L_i = \sqrt{\gamma} a. \]  

(8)

Since the system can contain no more than one excitation, the time-evolution of the Hilbert subspace consisting of singly-excited states (represented by the coefficients \( c_i \beta_i(t) \) and \( c_e \beta(t) \)) can be modeled by adding an anti-Hermitian (and thus lossy) term to the Hamiltonian (see appendix A):

\[ H_{\text{eff}}^i|\Psi(t)\rangle = \left( H_T - \frac{i\hbar}{2} L_i^\dagger L_i \right) |\Psi(t)\rangle = \left( H_T - i\hbar \gamma a^\dagger a \right) |\Psi(t)\rangle. \]  

(9)

Since this effective Hamiltonian is non-Hermitian, the time evolution of the wavefunction is non-unitary, i.e. \( \beta_i^2(t) + \beta^2(t) \neq 1 \). We must therefore solve separately for \( \beta_i(t) \) and \( \beta(t) \), and we start by solving the Schrödinger equation row-by-row for this effective Hamiltonian:

\[ i\hbar c_e \ddot{\beta}_e(t) = \langle 10 | H_{\text{eff}}^i |\Psi(t)\rangle = \frac{i\hbar}{2} \sqrt{k_s(t)k_i(t)} c_e \beta(t), \]  

(10)

\[ i\hbar c_e \ddot{\beta}_e(t) = \langle 01 | H_{\text{eff}}^i |\Psi(t)\rangle = -\frac{i\hbar}{2} \sqrt{k_e(t)k_i(t)} c_e \beta(t) - \frac{i\hbar \gamma}{2} c_e \beta(t). \]  

(11)

Dividing both expressions by \( i\hbar c_e \), we find a system of differential equations corresponding to the time-evolution of the state coefficients:

\[ \ddot{\beta}_i(t) = \frac{\sqrt{k_i(t)k_s(t)}}{2} \beta(t), \]  

(12)

\[ \ddot{\beta}(t) = -\frac{\sqrt{k_i(t)k_s(t)}}{2} \dot{\beta}_i(t) - \frac{\gamma}{2} \beta(t). \]  

(13)

Note that the coefficients in these differential equations are fully real. Therefore, given real initial values \( \beta_i(t) \) and \( \beta(t) \), the state coefficients will remain real-valued throughout the time evolution. Furthermore, we intuitively deduce that the dynamics of the fictitious source resonator should be invariant in the dynamics of the real resonator, since the connection between the two resonators is fully mediated through the output from the source resonator. We demonstrate this quantitatively by substituting the desired input–output relationship from equation (7) into equation (12):

\[ \ddot{\beta}_i(t) = \frac{\sqrt{k_i(t)k_s(t)}}{2} \left( \sqrt{k_i(t)} \dot{\beta}(t) \right) \]  

(14)

\[ = \frac{\sqrt{k_i(t)k_s(t)}}{2} \left( -\sqrt{k_i(t)} \dot{\beta}_i(t) \right) - \frac{k_i(t)}{2} \dot{\beta}_i(t). \]  

(15)

Substituting equation (4) into equation (12), we re-write the differential equation for \( \ddot{\beta}_i(t) \) as a function of \( r_{im}(t) \) instead of \( k_i(t) \), thus abstracting out the fictitious source resonator:

\[ \ddot{\beta}_i(t) = -\frac{1}{2} \frac{r_{im}(t)}{\beta_i^2(t)} \dot{\beta}_i(t) \]  

(16)
We can use this expression to derive the time-evolution of the fictitious source resonator population in terms of the given normalized transfer rate \( r_{in}(t) \) to the real resonator. To do so, we multiply both sides by \( d\beta / \beta \) and integrate to find \( \beta^2(t) \):

\[
\int_{\beta(t)}^{\beta(t)} \frac{d\beta}{\beta} = \int_t^t \frac{d\beta}{r_{in}(t')},
\]

\[
\beta^2(t) = \beta^2(t_i) - \int_t^t d\beta r_{in}(t').
\] (17)

Next, we turn our attention to equation (13). We aim to express the first term on the right-hand side in terms of \( \beta(t) \) rather than \( \beta_i(t) \). To begin, we abstract out the properties of the source resonator by replacing \( \kappa_{r}(t) \) and \( \beta_i(t) \) with a function of the input rate \( r_{in}(t) \), for which we take the square root of equation (4):

\[
\sqrt{\kappa_{r}(t)} \beta_i(t) = \pm \sqrt{r_{in}(t)}.
\] (18)

Note the \( \pm \) sign in front of the right-hand-side term. Since \( \sqrt{r_{in}(t)} \) and \( \sqrt{\kappa_{r}(t)} \) are always non-negative, the sign on the right-hand side will be identical to the sign of \( \beta_i(t) \).

We can also express \( \sqrt{r_{in}(t)} \) in terms of \( \beta_{r}(t) \) and \( \beta(t) \). From the input–output relationship in equation (7) and the square root of equation (4) shown in equation (18), we find the following:

\[
\sqrt{r_{in}(t)} = -\frac{\sqrt{\kappa_{r}(t)} \beta_i(t)}{\beta(t)} = \mp \frac{r_{in}(t)}{\beta(t)}.
\] (19)

Substituting equations (18) and (19) into equation (13), we find that \( \beta(t) \) is now entirely a function of the dynamics of the real resonator (namely \( \beta(t) \), the input rate \( r_{in}(t) \), and the intrinsic loss rate \( \gamma \)), as desired:

\[
\beta(t) = -\frac{1}{2} \left( \pm \sqrt{r_{in}(t)} \right) \left( \mp \frac{\sqrt{r_{in}(t)}}{\beta(t)} \right) \gamma = \frac{r_{in}(t)}{2\beta(t)} - \frac{\gamma}{2} \beta(t).
\] (20)

We are now in a position to solve for \( \beta(t) \). Multiplying both sides by \( 2\beta(t) \), the expression becomes a first-order ordinary differential equation in \( \beta^2(t) \):

\[
\frac{d}{dt} \beta^2(t) = 2\beta(t) \dot{\beta}(t) = r_{in}(t) - \gamma \beta^2(t).
\] (21)

Intuitively, this expression corresponds to the fact that the rate of change of the real resonator population equals the input rate minus the loss rate through the intrinsic channel. We integrate this using the standard formula for first-order ordinary differential equations (ODEs)

\[
\beta^2(t) = e^{-(t-t_i)} \left( \int_{t_i}^t \frac{d\beta}{e^{(t-t')}} r_{in}(t') + G \right),
\] (22)

where \( G \) is a constant. By using the example of \( t = t_i \), it becomes apparent that \( G = \beta^2(t_i) \), representing the initial population of the real resonator:

\[
\beta^2(t) = e^{-(t-t_i)} \left( \beta^2(t_i) + \int_{t_i}^t \frac{d\beta}{e^{(t-t')}} r_{in}(t') \right).
\] (23)

Lastly, we solve for the optimal output coupling rate profile \( \kappa(t) \) by synthesizing equations (4), (7), and (23). Specifically, the transfer is optimized if the reflected resonator input is fully
cancelled out by the output from the resonator mode through destructive interference, thus making the resonator’s output field a vacuum state. This condition is only satisfied if the input rate \( r_m(t) = \kappa(t)\beta^2(t) \) is balanced by the resonator output rate \( \kappa(t)\beta^2(t) \) for any time \( t \):

\[
\kappa(t) = \frac{\kappa_s(t)\beta^2(t)}{\beta^2(t)} \frac{r_m(t)}{e^{-\gamma(t-\delta)} \left( \beta^2(t) + \int_{t_1}^t df' e^{i(f' - \delta)f} r_m(f') \right)}.
\]

Note that \( \kappa(t) \) is independent of the dynamics of the fictitious source resonator (i.e. population and output coupling rate), instead varying only with the given input rate profile for the quantum memory (real) resonator, as desired. For a fixed input rate, the optimal \( \kappa(t) \) drops as the resonator population \( \beta^2(t) \) rises, since a highly populated resonator tends to produce a sufficiently large output field to zero out the resonator’s combined output without the need for a strong output coupling drive. In the limit of zero intrinsic loss (\( \gamma = 0 \)), the optimal \( \kappa(t) \) reduces to the following:

\[
\kappa(t) = \frac{r_m(t)}{\beta^2(t) + \int_{t_1}^t df' r_m(f')}.
\]

This accords with the result found by Nurdin et al [12]. Due to the lossless nature of the transfer in this limit, the time-evolution of the real resonator population (as represented by the denominator) is intuitively straightforward, as it corresponds to the sum of the initial population (at time \( t_1 \)) and the input rate integrated over time from \( t_1 \) to the measurement time \( t \).

3. Generating an initial population

Based on the result from equation (24), it is evident that, in order for the coherent output from the quantum memory resonator to equal zero, a non-zero initial population is required—otherwise, the initial optimal output coupling rate would be infinite. At a qualitative level, we know that the zero net output condition is satisfied if the directly scattered (reflected) input signal from a resonator interferes destructively with the output from the resonator mode. If the resonator mode is empty, then there does not exist any mode output that can destructively interfere with the reflected signal. As such, it is necessary to set the coupling to some value \( \kappa(t_1) \) that breaks the zero-output requirement for a very short period of time \( \delta t \) such that a small initial population can be generated. In order to determine the constraints on \( \kappa(t_1) \) and \( \delta t \), we re-solve the Schrödinger equation for \( t = t_1 \) to \( t = t_1 + \delta t \), this time incorporating the Lindbladian corresponding to the coherent output as an anti-Hermitian term in the effective Hamiltonian (see appendix A):

\[
H_{\text{eff}} = \frac{i\hbar}{2} \sqrt{\kappa_s(t)\kappa(t)} (a_d^\dagger a - a_s a_d) - \frac{i\hbar}{2} \left( \sqrt{\kappa(t)} a_d^\dagger + \sqrt{\kappa(t)} a_s \right)
\times \left( \sqrt{\kappa(t)} a_d^\dagger a + \sqrt{\kappa(t)} a_s^\dagger a + \frac{\gamma}{2} a \right).
\]

It is worth considering why the coherent output serves as a loss channel from the Hilbert space. If we had two quantum memory resonators connected in series, with the direction of propagation perpendicular to the resonator mirrors, then we would expect the output signal from the second resonator to return to the first as an input. However, in the present model, the first (fictitious) resonator actually represents a bath mode. Therefore, the output signal does not interact directly with the input signal. This results in a unidirectional propagation from
the fictitious source resonator to the real resonator regardless of the size of the real resonator output, as quantitatively demonstrated by expanding \( H_{1}^{\text{eff}} \):

\[
H_{1}^{\text{eff}} = -\frac{i\hbar}{2} \left( 2\sqrt{\kappa_{s}(t)\kappa(t)}a_{s}a_{s}^{\dagger} + \kappa(t)a_{s}^{\dagger}a_{s} + \kappa_{s}(t)a_{s}a_{s}^{\dagger} \right) - i\hbar\frac{\gamma}{2}a^{\dagger}a. \tag{27}
\]

With the Hamiltonian in this form, we see that the terms in \( a_{s}a_{s}^{\dagger} \) have cancelled out, while the terms in \( a_{s}a_{s}^{\dagger} \) remain, corresponding to the unidirectionality of the transfer. As in section 2, we solve the Schrödinger equation row-by-row:

\[
i\hbar c_{e}\dot{\beta}_{s}(t) = \langle 10|H_{1}^{\text{eff}}|\Psi(t)\rangle = -\frac{i\hbar}{2}\kappa_{s}(t)c_{e}\beta_{s}(t), \tag{28}\]

\[
i\hbar c_{e}\dot{\beta}(t) = \langle 01|H_{1}^{\text{eff}}|\Psi(t)\rangle = -i\hbar\sqrt{\kappa_{s}(t)\kappa(t)}c_{e}\beta_{s}(t) - \frac{i\hbar}{2}(\kappa(t) + \gamma)c_{e}\beta(t). \tag{29}\]

Dividing both sides by \( i\hbar c_{e} \):

\[
\dot{\beta}_{s}(t) = -\frac{\kappa_{s}(t)}{2}\beta_{s}(t), \tag{30}\]

\[
\dot{\beta}(t) = -\sqrt{\kappa_{s}(t)\kappa(t)}\beta_{s}(t) - \frac{\kappa(t) + \gamma}{2}\beta(t). \tag{31}\]

Next, we solve for the reflectional loss rate for a generic output coupling rate \( \kappa(t) \). To start, we use the time evolution of the coefficients \( \beta_{s} \) and \( \beta \) to determine the time evolution of the populations \( \beta_{s}^{2} \) and \( \beta^{2} \):

\[
\dot{\beta}_{s}^{2} = 2\beta_{s}(t)\dot{\beta}_{s}(t) = -\kappa_{s}(t)\beta_{s}^{2}(t) = -r_{\text{in}}(t), \tag{32}\]

\[
\dot{\beta}^{2} = 2\beta(t)\dot{\beta}(t) = -2\sqrt{\kappa_{s}(t)\kappa(t)}\beta_{s}(t)\beta(t) - (\kappa(t) + \gamma)\beta^{2}(t) = -2\sqrt{r_{\text{in}}(t)\kappa(t)}\beta(t) - (\kappa(t) + \gamma)\beta^{2}(t). \tag{33}\]

Note that the final step in equation (33) is based on the relationship \( \sqrt{r_{\text{in}}(t)} = \sqrt{\kappa_{s}(t)}\beta_{s}(t) \). The lack of ambiguity in the sign is made possible by the fact that \( \beta_{s}(0) \) always equals 1, and the time evolution governed by equation (32) ensures that \( \beta_{s}(t) \) remains non-negative for all times \( t \). Based on energy conservation, we know that the input signal entering the real resonator at rate \( r_{\text{in}} \) equals the sum of the rate of filling of the resonator (\( \beta^{2} \)), the loss rate through the input–output channel due to reflection (which we label \( r_{\text{out}} \)), and the intrinsic loss rate (\( \gamma\beta^{2} \)).

The input–output loss rate \( r_{\text{out}} \) is thus expressed as follows:

\[
r_{\text{out}} = r_{\text{in}} - \beta^{2} - \gamma\beta^{2} = \beta^{2}(t)\kappa(t) + 2\sqrt{r_{\text{in}}(t)\beta(t)\sqrt{\kappa(t)}} + r_{\text{in}}(t) \tag{34}\]

\[
= \left( \beta(t)\sqrt{\kappa(t)} + \sqrt{r_{\text{in}}(t)} \right)^{2}.
\]
It is evident that this is a quadratic equation in $\sqrt{\kappa(t)}$. Furthermore, since $\beta_\nu(t)$ is always non-negative, the time-evolution of $\beta(t)$ as governed by equation (31) ensures that $\beta(t)$ is non-positive for all $t > 0$. As such, the input–output loss rate is zeroed out when $\kappa(t) = r_{in}(t)/\beta^2(t)$, confirming the result of the previous section. For very low resonator population $\beta^2(t)$, however, this can only be accomplished if $\kappa(t)$ is greater than the maximal physically achievable output coefficient $\kappa_{max}$. Therefore, for this initial stage in which we generate enough population in the resonator such that the zero-output condition can be satisfied thereafter, we set $\kappa(t) = \kappa_{max}$ in order to minimize the input–output loss rate $r_{out}$:

$$r_{out} = \left(\beta(t)\sqrt{\kappa_{max}} + \sqrt{r_{in}(t)}\right)^2. \quad (35)$$

Minimizing the loss rate through the input–output channel not only minimizes the rate of fidelity degradation during the initial stage, but it also minimizes the time elapsed until sufficient resonator population is built up such that the zero-loss stage can begin. Intuitively, this is due to the fact that at any given time for any given input rate, a minimal input–output loss rate implies a maximal filling rate for the resonator. This is quantitatively demonstrated by the first line of equation (34), which shows that for a fixed input rate $-\beta^2$, a minimal value for $r_{out}$ implies a maximal value for $\beta^2 + \gamma \beta^2$ and thus a maximal value for $\beta^2(t)$ at all times $t$. We therefore conclude that setting $\kappa(t) = \kappa_{max}$ for the initial stage maximizes the overall fidelity in this stage by minimizing both the input–output loss rate and the time over which this loss is incurred.

We now proceed to deriving the resonator population $\beta^2$ as a function of time $t$ for this initial stage, given a resonator output coupling rate $\kappa(t) = \kappa_{max}$. It is convenient to start by solving for $\beta(t)$ from equation (31), which we re-write in terms of the input rate $r_{in}(t)$:

$$\dot{\beta}(t) = -\sqrt{\kappa_{max}} \sqrt{r_{in}(t)} - \frac{\kappa_{max} + \gamma}{2} \beta(t). \quad (36)$$

In general, the intrinsic loss coefficient $\gamma$ for the resonator will be negligible compared to the maximum achievable output coupling rate $\kappa_{max}$, enabling us to use the approximation $\kappa_{max} + \gamma \approx \kappa_{max}$. Nonetheless, for the sake of accuracy, we maintain the original form and solve for $\beta(t)$ through the standard treatment for first-order ordinary differential equations:

$$\beta(t) = e^{-\frac{\kappa_{max} + \gamma}{2} t} \int_0^t dt' e^{\frac{\kappa_{max} + \gamma}{2} t' - \sqrt{\kappa_{max}} \sqrt{r_{in}(t')}}. \quad (37)$$

The resonator population $\beta^2(t)$ is calculated trivially by squaring this expression:

$$\beta^2(t) = \kappa_{max} e^{-\left(\kappa_{max} + \gamma\right) t} \left( \int_0^t dt' e^{\frac{\kappa_{max} + \gamma}{2} t' - \sqrt{\kappa_{max}} \sqrt{r_{in}(t')}} \right)^2. \quad (38)$$

From this, we can determine the time required for this stage as well as the total input–output loss. As previously discussed in this section, the input–output loss rate is zero when $\kappa(t) = r_{in}(t)/\beta^2(t)$. Therefore, the threshold resonator population is reached when $\beta^2(t_c) = r_{in}(t_c)/\kappa_{max}$, which occurs at the time we define as $t = t_c$. We substitute this into equation (38):

$$\frac{r_{in}(t_c)}{\kappa_{max}} = \kappa_{max} e^{-\left(\kappa_{max} + \gamma\right) t_c} \left( \int_0^{t_c} dt' e^{\frac{\kappa_{max} + \gamma}{2} t' - \sqrt{\kappa_{max}} \sqrt{r_{in}(t')}} \right)^2,$$

$$\times \frac{\sqrt{r_{in}(t_c)}}{\kappa_{max}} e^\frac{\kappa_{max} + \gamma}{2} t_c = \int_0^{t_c} dt' e^{\frac{\kappa_{max} + \gamma}{2} t' - \sqrt{\kappa_{max}} \sqrt{r_{in}(t')}}. \quad (39)$$
Given an input temporal profile $r_{\text{in}}$, we will substitute into this expression and solve for $t_c$. Then, for the second (zero input–output loss) stage, the time evolution of the resonator population is calculated from equation (23) using an initial value of $\beta^2(t_c)$, which in turn is determined by substituting $t = t_c$ in equation (38):

$$\beta^2(t) = e^{-\gamma(t-t_c)} \left( \beta^2(t_c) + \int_{t_c}^{t} dt' e^{\gamma(t'-t_c)} r_{\text{in}}(t') \right)$$

$$= e^{-\gamma t} \left( \kappa_{\text{max}} e^{-\kappa_{\text{max}} t_c} \left( \int_{0}^{t_c} dt' e^{-\frac{\kappa_{\text{max}}}{2}(t-t_c)} \sqrt{r_{\text{in}}(t')} \right)^2 + \int_{t_c}^{t} dt' e^{\gamma(t'-t_c)} r_{\text{in}}(t') \right)$$

$$= e^{-\gamma t} \left( \frac{r_{\text{in}}(t_c)}{\kappa_{\text{max}}} \kappa_{\text{max}} + \int_{t_c}^{t} dt' e^{\gamma t'} r_{\text{in}}(t') \right),$$

where the last line is derived by re-writing the first integral by substituting the relationship in equation (39). The optimal output coupling profile $\kappa(t)$ for $t > t_c$ is calculated by dividing the input rate by the population, per equation (24):

$$\kappa(t) = \frac{r_{\text{in}}(t_c)}{\kappa_{\text{max}}} \kappa_{\text{max}} + \int_{t_c}^{t} dt' e^{\gamma t'} r_{\text{in}}(t') \right)^{-1}. \tag{41}$$

4. Sample profiles and fidelity

It is useful to calculate the transfer fidelity and required output coupling profiles $\kappa(t)$ for sample normalized input rate profiles $r_{\text{in}}(t)$. Since the actual input rate $|c_e|^2 r_{\text{in}}(t)$ results in a final occupation probability of $|c_e|^2$ for the resonator (in the absence of loss), the normalized input signal must carry a total of one excitation. Therefore, the following condition must be satisfied:

$$\int_{t_i}^{t_f} r_{\text{in}}(t) dt = 1. \tag{42}$$

As discussed in the previous sections, the transfer process occurs in two stages. The first takes place from $t = t_i$ to $t = t_i + \delta t$, during which enough initial population in the resonator is generated such that the output from the resonator can thereafter cancel the reflected input signal through destructive interference. In this stage, the non-zero loss through the input–output channel serves as the main loss channel, while the intrinsic loss is very low in comparison due to the small value of $\delta t$. The second phase takes place from $t = t_i + \delta t$ to $t = t_f$, during which the output coupling rate is dynamically tuned so that the input–output loss is zero, resulting in intrinsic loss serving as the sole loss channel. Here, we will numerically calculate the fidelity after stage 2 as a function of the ratio between the resonator intrinsic loss rate $\gamma$ and the initial input rate $r_{\text{in}}(t_i)$.

We analyze two shapes for the input intensity profile: exponentially decreasing and Gaussian. For each of the input shapes, we minimize the loss in the first stage by setting the output coupling rate to $\kappa(t_i) = \kappa_{\text{max}}$ (see the previous section).

4.1. Exponentially decaying input

For a given initial input rate $r$, the input shape $r_{\text{in}}(t)$ in the case of an exponentially decaying input must take the following form in order for the total signal to equal unity (single-qubit
input condition):

\[ r_{\text{in}}(t) = r e^{-rt}. \] (43)

We start by solving for the time \( t_c \) at which we switch from the lossy initial stage to the zero-input–output-loss stage. Substituting equation (43) into equation (39) yields the following expression:

\[
\sqrt{r} \frac{\kappa_{\text{max}}}{e^{(\kappa_{\text{max}} + r)t_c}} = \sqrt{r} \int_0^{t_c} dt' e^{(\kappa_{\text{max}} + r)t'}. \]

\[ t_c = \frac{2}{\kappa_{\text{max}} + \gamma - r} \ln \left( \frac{2 \kappa_{\text{max}}}{\kappa_{\text{max}} + \gamma + r} \right). \] (44)

It is convenient to convert time to dimensionless units by expressing it in multiples of \( 1/\kappa_{\text{max}} \). As such, we define dimensionless quantities \( \tau \) and \( \tau_c \), corresponding to \( \kappa_{\text{max}} t \) and \( \kappa_{\text{max}} t_c \), respectively. We can then demonstrate that \( \tau_c \) is a function specifically of the intrinsic loss rate \( \gamma \) and maximum input rate \( r \) as fractions of \( \kappa_{\text{max}} \):

\[ \tau_c = \frac{2 \kappa_{\text{max}}}{\kappa_{\text{max}} + \gamma - r} \ln \left( \frac{2 \kappa_{\text{max}}}{\kappa_{\text{max}} + \gamma + r} \right) = \frac{1}{1 + \frac{r}{\kappa_{\text{max}}} - \frac{\gamma}{\kappa_{\text{max}}} \ln \left( \frac{1}{1 + \frac{r}{\kappa_{\text{max}}} - \frac{\gamma}{\kappa_{\text{max}}} \ln \left( \frac{2 \kappa_{\text{max}}}{\kappa_{\text{max}} - \gamma + r} \right) \right) \right). \] (45)

Next, we focus on calculating the resonator population and optimal output coupling profile for \( t > t_c \). To start, we evaluate the integrals in equations (40) and (41) given an exponential input profile. For the first integral expression, this is accomplished by substituting equation (39):

\[
\left( \int_0^{t_c} dt' e^{\frac{\kappa_{\text{max}}}{2} + \gamma t'} \sqrt{r_{\text{in}}(t')} \right)^2 = \frac{r_{\text{in}}(t_c)}{\kappa_{\text{max}}^2} e^{(\kappa_{\text{max}} + \gamma)t_c} = \frac{r}{\kappa_{\text{max}}^2} e^{(\kappa_{\text{max}} + \gamma - r)t_c} = \frac{r}{\kappa_{\text{max}}^2} \left( \frac{2 \kappa_{\text{max}}}{\kappa_{\text{max}} - \gamma + r} \right)^2 = \frac{4r}{(\kappa_{\text{max}} - \gamma + r)^2}. \] (46)

The second integral (proportional to the gain in resonator population from time \( t_c \) to an arbitrary \( t \), where \( t > t_c \)) is solved through direct integration:

\[
\int_{t_c}^t dt' e^{\gamma t'} r_{\text{in}}(t') = r \int_{t_c}^t dt' e^{(\gamma - r)t'} = \frac{r}{r - \gamma} \left( e^{(\gamma - r)t} - e^{(\gamma - r)t_c} \right) = \frac{r}{r - \gamma} \left( \frac{2 \kappa_{\text{max}}}{\kappa_{\text{max}} - \gamma + r} e^{(\kappa_{\text{max}} + \gamma - r)t} - e^{(\gamma - r)t} \right). \] (47)
We are now in a position to solve for the resonator population $\beta^2(t)$ and the optimal output coupling profile $\kappa(t)$ for $t > t_c$. The population is calculated by substituting the above expressions into equation (40):

$$\beta^2(t) = e^{-\gamma t} \left( e^{-\kappa_{\text{max}} t} \frac{4r\kappa_{\text{max}}}{(\kappa_{\text{max}} - \gamma + r)^2} + \frac{r}{r - \gamma} \left( e^{(\gamma - r)t} - e^{(\gamma - r)\frac{\tau}{\kappa_{\text{max}}}} \right) \right)$$

and the optimal output coupling profile is calculated from equation (41):

$$\kappa(t) = r e^{\gamma t} \left( e^{-\kappa_{\text{max}} t} \frac{4r\kappa_{\text{max}}}{(\kappa_{\text{max}} - \gamma + r)^2} + \frac{r}{r - \gamma} \left( e^{(\gamma - r)t} - e^{(\gamma - r)\frac{\tau}{\kappa_{\text{max}}}} \right) \right)^{-1}$$

Returning to the conversion of time $t$ to the dimensionless quantity $\tau$, we can show that $\beta^2(\tau)$ and $\kappa(\tau)$ vary with $\gamma$ and $r$ only as fractions of $\kappa_{\text{max}}$, as was the case with $\tau_c$. We start by re-writing the expression for $\beta^2(\tau)$, where $\tau > \tau_c$:

$$\beta^2(\tau) = A_1 e^{\frac{-\gamma}{\kappa_{\text{max}} \tau}} - A_2 e^{\frac{-\gamma}{\kappa_{\text{max}} \tau}}$$

where $A_1$ and $A_2$ are constants representing the following:

$$A_1 = \frac{4r\kappa_{\text{max}}}{(\kappa_{\text{max}} - \gamma + r)^2} \left( \frac{2\kappa_{\text{max}}}{\kappa_{\text{max}} - \gamma + r} \right)^{\frac{2\kappa_{\text{max}}}{\kappa_{\text{max}} - \gamma + r}} + \frac{r}{r - \gamma} \left( \frac{2\kappa_{\text{max}}}{\kappa_{\text{max}} - \gamma + r} \right)^{\frac{2\kappa_{\text{max}}}{\kappa_{\text{max}} - \gamma + r}}$$

$$A_2 = \frac{r}{r - \gamma}$$

$$\quad = \frac{1}{1 - \frac{\gamma}{\kappa_{\text{max}} \tau}}$$
The output coupling profile $\kappa(\tau)$ for $\tau > \tau_c$ can be expressed in terms of the same dimensionless coefficients:

$$\kappa(\tau) = \frac{\kappa_{\text{max}}}{r} e^{-\frac{r}{\kappa_{\text{max}}} \tau} \left( A_1 e^{-\frac{r}{\kappa_{\text{max}}} \tau} - A_2 e^{\frac{r}{\kappa_{\text{max}}} \tau} \right)^{-1}$$

$$= \frac{\kappa_{\text{max}}}{\kappa_{\text{max}}} \left( A_1 e^{-\frac{r}{\kappa_{\text{max}}} \tau} - A_2 \right)^{-1}.$$

(56)

For $\tau < \tau_c$, during which $\kappa(\tau) = \kappa_{\text{max}}$, we determine the time evolution of the resonator population by substituting the exponential input profile into equation (38):

$$\beta^2(t) = \kappa_{\text{max}} r e^{-\frac{r}{\kappa_{\text{max}}} \tau} \left( e^\frac{r}{\kappa_{\text{max}}} \tau \right)^{-1}$$

$$= \kappa_{\text{max}} r \left( \frac{e^{-\frac{r}{\kappa_{\text{max}}} \gamma}}{\kappa_{\text{max}} + \gamma - r} \right)^2 e^{-\frac{r}{\kappa_{\text{max}}} \tau} \left( e^\frac{r}{\kappa_{\text{max}}} \tau - 1 \right)^2$$

$$= \frac{4 \kappa_{\text{max}} r}{\left( \kappa_{\text{max}} + \gamma - r \right)^2} \left( e^\frac{r}{\kappa_{\text{max}}} \tau - e^{-\frac{r}{\kappa_{\text{max}}} \gamma} \right)^2.$$

(57)

Conversion of time $t$ to the dimensionless quantity $\tau$ yields the following expression for $\beta^2(\tau)$ for $\tau < \tau_c$:

$$\beta^2(\tau) = \frac{4}{\left( \kappa_{\text{max}} \right)^2 - \left( \frac{r}{\kappa_{\text{max}}} \gamma \right)^2} \left( e^{-\frac{r}{\kappa_{\text{max}}} \gamma} - e^{-\frac{r}{\kappa_{\text{max}}} \tau} \right)^2.$$

(58)

Finally, we seek to determine the fidelity of the quantum state transfer from the input signal to the resonator. For an exponential input, the input rate drops over time. On the other hand, the intrinsic loss rate always rises in proportion to the resonator population, thus increasing over time. Given non-zero intrinsic loss, we intuitively deduce that the resonator population is maximized when the input rate drops below the intrinsic loss rate. The time $t_{\text{max}}$ at which this crossover occurs is determined quantitatively by taking the derivative of $\beta^2(t)$ from equation (50) and setting it to zero, yielding the following result:

$$t_{\text{max}} = \frac{1}{r - \gamma} \ln \left( \frac{rA_2}{\gamma A_1} \right).$$

(59)

We convert this to the dimensionless variable $\tau_{\text{max}} = \kappa_{\text{max}} t_{\text{max}}$:

$$\tau_{\text{max}} = \frac{\kappa_{\text{max}}}{r - \gamma} \ln \left( \frac{rA_2}{\gamma A_1} \right) = \frac{1}{\kappa_{\text{max}}} \ln \left( \frac{r\kappa_{\text{max}}}{\gamma} \frac{A_1}{A_2} \right).$$

(60)

The fidelity $F = \beta^2(\tau_{\text{max}})$ is thus calculated as follows:

$$F = \beta^2(\tau_{\text{max}}) = A_1 \left( \frac{rA_2}{\gamma A_1} \right)^{\frac{1}{\kappa_{\text{max}}} - \frac{1}{\gamma}} - A_2 \left( \frac{rA_2}{\gamma A_1} \right)^{-\frac{1}{\kappa_{\text{max}}} - \frac{1}{\gamma}} $$

$$= \left( \frac{rA_2}{\gamma A_1} \right)^{\frac{-\gamma}{\kappa_{\text{max}}} - \frac{1}{\gamma}} \left( A_1 \left( \frac{rA_2}{\gamma A_1} \right)^{-\frac{1}{\kappa_{\text{max}}} - \frac{1}{\gamma}} - A_2 \right)$$

$$= \left( \frac{\gamma}{r} \kappa_{\text{max}} \frac{A_1}{A_2} \right)^{\frac{-\gamma}{\kappa_{\text{max}}} - \frac{1}{\gamma}} A_2 \left( \frac{r\kappa_{\text{max}}}{\gamma} - 1 \right).$$

(61)
Figure 2. Fidelity $F$ as a function of intrinsic loss rate $\gamma$ and initial (maximum) input rate $r$, both normalized with respect to the maximal achievable output coupling rate $\kappa_{\text{max}}$.

Note that for a resonator with zero intrinsic loss ($\gamma = 0$), the fidelity reduces to $F = A_1$, attained as $t \to \infty$, as expected since the resonator always experiences a net gain in population for any input rate in the absence of intrinsic loss.

Figure 2 depicts the fidelity as a function of the intrinsic loss rate $\gamma$ and the initial input rate $r$ in the range $\gamma \leq \kappa_{\text{max}}/100$ and $\kappa_{\text{max}}/20 \leq r \leq \kappa_{\text{max}}$. Analyzing the variation along each parameter, we note that the fidelity increases with decreasing intrinsic loss rate, as expected. However, the relationship with respect to the initial input rate is more intricate. Specifically, for a given intrinsic loss, the fidelity is lower at both the upper and lower bounds for $r$, while being maximized in the middle of the range. This can be attributed to the fact that for high input rate (relative to the maximum output coupling rate), the loss rate through the input–output channel during the initial stage is elevated, while for low input rate, the longer timescale for the transfer leads to greater loss through the intrinsic channel. We can explain the former dynamic intuitively as follows: A higher input rate leads to increased reflection from the resonator, thus necessitating a higher output coupling rate for the resonator in order for this reflected signal to be cancelled through destructive interference with the resonator output. As such, increasing the value of the input rate relative to the maximal achievable output coupling rate will lead to increased loss through the input–output channel during the first stage. As for the intrinsic loss, the intuition that longer input timescale leads to greater intrinsic loss also explains the fact that at higher intrinsic loss values, the optimal initial input rate becomes greater.

Figure 3 depicts the input profile, output coupling profile, and resonator population time-evolution for the selected parameters $\gamma = \kappa_{\text{max}}/10000$ and $r = 0.036\kappa_{\text{max}}$. As desired, the optimal output coupling rate steadily decreases in the second stage. It is also apparent from the resonator population plot that the fidelity is 97%, which is attained at time $t_{\text{max}} = 164.3/\kappa_{\text{max}}$.

4.2. Gaussian input

Next, we consider a Gaussian input profile. In general, for a standard deviation $\sigma$, the input temporal profile $r_{\text{in}}(t)$ is expressed in the following normalized manner:

$$r_{\text{in}}(t) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(t-t_0)^2}{2\sigma^2}}, \quad (62)$$

where $t_0$ denotes the time at which the input rate reaches its peak. In principle, $t_0$ equals infinity due to the fact that the width of the Gaussian is unlimited. It is thus necessary to set a start time for the absorption of the input. In order to ensure that a set percentage of the input signal is included in the range $t > 0$ regardless of the width of the pulse, we make $t_0$ proportional to the...
standard deviation $\sigma$:

$$t_0 = n\sigma.$$  \hfill (63)

It is desirable to satisfy the condition $n \gtrapprox 4$, since this ensures that at least 99.99% of the input signal is covered.

As in the exponential case, we start by solving for the threshold time $t_c$ between the initial lossy stage and the zero input–output-loss stage. Substituting equation (62) into equation (39), we obtain the following integral expression:

$$e^{\frac{1}{2}\left(1 + \frac{1}{\kappa_{\text{max}}}\right)\kappa_{\text{max}} t_c - \frac{\kappa_{\text{max}}(t_c - t_0)^2}{4\kappa_{\text{max}}^2\sigma^2}} = \kappa_{\text{max}} \int_0^{t_c} dt' e^{\frac{1}{2}\left(1 + \frac{1}{\kappa_{\text{max}}}\right)\kappa_{\text{max}} t' - \frac{\kappa_{\text{max}}(t' - t_0)^2}{4\kappa_{\text{max}}^2\sigma^2}}.$$  \hfill (64)

It is convenient to convert time to dimensionless units by defining a new variable $\tau = \kappa_{\text{max}} t$ (and consequently $t_0 = \kappa_{\text{max}} t_0$ and $t_c = \kappa_{\text{max}} t_c$). Then, all of the arguments in the above integral expression also become dimensionless:

$$e^{a\tau_c - b(\tau_c - \tau_0)^2} = \int_0^{\tau_c} d\tau' e^{a\tau' - b(\tau' - \tau_0)^2},$$  \hfill (65)

where $a$ and $b$ are functions of the intrinsic loss $\gamma$ and the input pulse standard deviation $\sigma$, respectively:

$$a = \frac{1}{2} \left(1 + \frac{\gamma}{\kappa_{\text{max}}}\right),$$  \hfill (66)

$$b = \frac{1}{4\kappa_{\text{max}}^2\sigma^2}.$$  \hfill (67)

As the above relationships demonstrate, the threshold time $t_c$ is specifically a function of the intrinsic loss rate as a fraction of the maximum output coupling rate $\kappa_{\text{max}}$, as well as the peak input rate (proportional to $1/\sigma$) as a fraction of $\kappa_{\text{max}}$. Intuitively, we deduce that a higher intrinsic loss rate relative to $\kappa_{\text{max}}$ will extend the threshold time $t_c$ by delaying the filling of the resonator to the threshold population required for the second stage to begin.
We now solve the integral in equation (65), which yields the following expression:

\[
e^{a\tau_c - b(\tau_c - \tau_0)^2} = \frac{1}{2\sqrt{\pi}} b e^{\frac{a^2}{2b}} \sqrt{\pi} \left( \text{Erf} \left( \frac{a + 2b\tau_0}{2\sqrt{b}} \right) + \text{Erf} \left( \frac{-a + 2b(\tau_c - \tau_0)}{2\sqrt{b}} \right) \right). \tag{68}
\]

Since this expression cannot be analytically solved for the threshold time \( \tau_c \), we instead design a numerical simulation in MATLAB, in which we loop over intrinsic loss values in the range \( \gamma < \kappa_{\text{max}} \) and peak input pulse standard deviation in the range \( 10\gamma < 1 / (\sigma \sqrt{2\pi}) < \kappa_{\text{max}} \). Note that the latter condition corresponds to the following range for the dimensionless standard deviation \( \kappa_{\text{max}}\sigma^2 \):

\[
\frac{1}{\sqrt{2\pi}} \kappa_{\text{max}} \sigma < \frac{1}{10\sqrt{2\pi}} \left( \frac{\kappa_{\text{max}} \sigma}{\gamma} \right). \tag{69}
\]

Upon solving for \( \tau_c \) for each value of intrinsic loss rate and input pulse standard deviation, we now focus on determining the time evolution of the resonator population \( \beta^2(\tau) \) and the optimal output coupling rate temporal profile \( \kappa(\tau) \) for the given pair of parameters. For \( \tau > \tau_c \), \( \beta^2 \) is calculated by substituting into equation (40):

\[
\beta^2(\tau) = e^{-\frac{\tau}{\kappa_{\text{max}}}} \left( \frac{1}{\kappa_{\text{max}} \sigma \sqrt{2\pi}} e^{-\frac{(\tau_c - \tau_0)^2}{2\kappa_{\text{max}} \sigma^2}} + \frac{1}{\kappa_{\text{max}} \sigma \sqrt{2\pi}} \int_{\tau_c}^{\tau} \text{d}\tau' e^{-\frac{(\tau_c - \tau_0)^2}{2\kappa_{\text{max}} \sigma^2}} \right)
\]

where the integral evaluates to the following:

\[
\int_{\tau_c}^{\tau} \text{d}\tau' e^{(2a-1)\tau' - 2b(\tau' - \tau_c)^2} = \sqrt{\frac{\pi}{2\sqrt{2b}}} e^{\frac{(2a-1)(2a+4b\tau_0-1)}{2b}} \times \left( \text{Erf} \left( \frac{1 - 2a + 4b(\tau - \tau_0)}{2\sqrt{2b}} \right) - \text{Erf} \left( \frac{1 - 2a + 4b(\tau_c - \tau_0)}{2\sqrt{2b}} \right) \right). \tag{71}
\]

Consequently, the optimal output coupling profile \( \kappa(t) \) for \( t > t_c \) is calculated from equation (41):

\[
\kappa(t) = \left( \frac{2\sqrt{b}}{2\pi} e^{-2b(\tau - \tau_0)^2} \right) \sqrt{\frac{2\pi}{2\sqrt{b}}} e^{(2a-1)\tau} \left( e^{(2a-1)(\tau_c - 2b(\tau_c - \tau_0)^2)} + \int_{\tau_c}^{\tau} \text{d}\tau' e^{(2a-1)\tau' - 2b(\tau' - \tau_0)^2} \right)^{-1}
\]

\[
= \kappa_{\text{max}} e^{(2a-1)\tau - 2b(\tau - \tau_0)^2} \left( e^{(2a-1)(\tau_c - 2b(\tau_c - \tau_0)^2)} + \int_{\tau_c}^{\tau} \text{d}\tau' e^{(2a-1)\tau' - 2b(\tau' - \tau_0)^2} \right)^{-1}. \tag{72}
\]
For the first stage \( \tau < \tau_0 \), over which \( \kappa(\tau) = \kappa_{\text{max}} \), we solve for the resonator population time evolution by substituting the Gaussian input profile into equation (38) and replacing \( t \) with the dimensionless quantity \( \tau \):

\[
\beta^2(\tau) = \frac{e^{b}(1+\frac{\tau}{\kappa_{\text{max}}})}{\kappa_{\text{max}}} \left( \int_0^\tau d\tau' e^{b}(1+\frac{\tau'}{\kappa_{\text{max}}}) \sqrt{r_{\text{in}}(\tau')} \right)^2 = \frac{e^{b}(1+\frac{\tau}{\kappa_{\text{max}}})}{\kappa_{\text{max}} \sqrt{2\pi}} \left( \int_0^\tau d\tau' e^{b}(1+\frac{\tau'}{\kappa_{\text{max}}}) \frac{(\tau' - \tau_0)^2}{4\kappa_{\text{max}}^2} \right)^2 \]

where the integral expression is evaluated to the following result:

\[
\int_0^\tau d\tau' e^{a\tau' - b(\tau' - \tau_0)^2} = \frac{1}{2\sqrt{b}} e^{a\tau_0 - b\tau_0^2} \sqrt{\pi} \left( \text{Erf} \left( \frac{a + 2b\tau_0}{2\sqrt{b}} \right) + \text{Erf} \left( \frac{-a + 2b(\tau - \tau_0)}{2\sqrt{b}} \right) \right).
\]

Finally, we solve for the transfer fidelity. This can be accomplished either by maximizing \( \beta^2(\tau) \) by taking the derivative with respect to the time \( \tau \), or by solving the expression \( r_{\text{in}}(\tau_{\text{max}}) = \gamma \beta^2(\tau_{\text{max}}) \) for \( \tau_{\text{max}} \), i.e. the time at which the resonator population is maximized. The latter method yields the following expression:

\[
r_{\text{in}}(\tau_{\text{max}}) = \frac{2\sqrt{b}}{\sqrt{2\pi}} e^{-2b(\tau_{\text{max}} - \tau_0)^2} = \frac{\sqrt{b}}{\sqrt{2\pi}} e^{-2b(\tau_{\text{max}} - \tau_0)^2} \left( e^{2a(\tau - \tau_0)^2} + \int_{\tau_0}^{\tau_{\text{max}}} d\tau' e^{2a(\tau - \tau_0)^2} \right),
\]

where \( \gamma/\kappa_{\text{max}} \) was replaced by \( 2a - 1 \). Due to the error function that results from solving the integral on the right-hand side, this expression is not analytically solvable for \( \tau_{\text{max}} \). As such, we again use MATLAB-based simulation, scanning over all values of \( a \) and \( b \), corresponding to the intrinsic loss rate and input pulse standard deviation, respectively. Recall that \( \tau_0 \) is also a function of these two parameters (see equation (68)), while \( r_{\text{in}} \) is a function of the standard deviation specifically, through the relationship \( r_{\text{in}} = n\kappa_{\text{max}} \).

Figure 4 depicts the fidelity as a function of the intrinsic loss rate \( \gamma \) and the peak input rate \( r \) (which is inversely related to the pulse width, as previously discussed) in the range \( 0 < n \kappa_{\text{max}} < 1000 \) and \( 20 < r \leq \kappa_{\text{max}} \), where the pulse standard deviation relates to the peak input rate as \( \sigma = 1/(r\sqrt{2\pi}) \). For the reasons discussed for the exponential input, the fidelity correlates negatively with intrinsic loss for a given pulse width, while for a given intrinsic loss rate, the fidelity is minimized for high and low pulse width values, while being maximized at a medium pulse width whose values correlates negatively with the given intrinsic loss rate.

Figure 5 depicts the input profile, output coupling profile, and resonator population time-evolution for the selected parameters \( \gamma = \kappa_{\text{max}}/10000 \) and \( r = 0.1533\kappa_{\text{max}} \). As in the case of the exponential input, the optimal output coupling rate steadily decreases in the second from the resonator population function, we find a fidelity of 99.87\%, which is attained at time \( t_{\text{max}} = 20.4/\kappa_{\text{max}} \).
Figure 4. Fidelity $F$ as a function of intrinsic loss rate $\gamma$ and peak input rate $r$, both normalized with respect to the maximal achievable output coupling rate $\kappa_{\text{max}}$. Note that the pulse standard deviation $\sigma$ relates to the peak input rate $r$ as $\sigma = 1/(r\sqrt{2\pi})$.

Figure 5. (Gaussian input case) optimal output coupling profile $\kappa(t)$ (a), and evolution of the resonator population $\beta^2(t)$ (b), given an intrinsic loss rate $\gamma = \kappa_{\text{max}}/10000$ and peak input rate $r = 0.1533\kappa_{\text{max}}$.

5. Conclusion

We have derived the optimal temporal profile for the input coupling rate of a lossy resonator such that a propagating input signal carrying a qubit is maximally absorbed in a quantum memory. Furthermore, we have laid out the required time range for the short initial stage during which the net output from the quantum memory system must be temporarily non-zero, losing a small amount of quantum information over that short period of time, in order to generate a sufficient seed population in the resonator. We have also shown that the initial stage does not significantly degrade the perfect fidelity of the quantum transfer to an ideal resonator without intrinsic loss, provided that the input rate is low compared to the maximum output coupling rate. Lastly, we have calculated the fidelity of the transfer from the propagating field to the standing mode of a nonideal quantum memory resonator for two sample input field temporal profiles, namely, an exponential input and a Gaussian input, with the results showing that the fidelity varies inversely with the intrinsic loss rate, while the variation with the peak input rate is more complex, with the value of the optimal rate varying with the intrinsic loss rate.

For a resonator with practical intrinsic loss rate and a Gaussian input rate profile, we find that the transfer fidelity can reach values as high as 99.87%. It is worth noting that the general solution presented here is applicable to any type of quantum memory, including both the two-level
fermion-field systems and the harmonic-oscillator boson-field systems, with a tunable output coupling rate, as well as any field profile for the qubit input, provided that the input field frequency is resonant with the resonator mode. As a matter of fact, memory blocks with adjustable input–output coupling rate can be built in practice. For example, a two-sided resonator where one input–output interface is connected to a phase shifter and a high-reflective mirror has the required capability of high-speed output coupling rate adjustment [17]. Here, the adjustment of the input–output coupling is accomplished by changing the amount of phase shifting. Particularly, the round-trip phase shift $\pi$ corresponds to zero output coupling rate while the zero round-trip phase shift corresponds to maximum output coupling rate. Therefore, one can continuously adjust the output coupling rate between zero and maximum physically achievable value. One limitation of such a system is that the time delay between the resonator and the mirror disturbs the carefully designed destructive interference between the various waves, thus lowering the transfer fidelity [17]. This issue is best resolved by engineering the system so as to minimize the resonator-mirror distance. Nonetheless, the ability of a resonator to absorb and store incoming quantum information with near-unity fidelity serves a vital role in designing a quantum memory, and along with quantum state transfer between memory blocks [18], it marks another milestone in building a quantum network.

In appendix B, we also derived the semiclassical approximation to compare with the full-quantum result. The comparison shows some similarity when the input field is real-valued, but the classical result differs from the full-quantum result for general complex input field. We attribute this discrepancy to handling the expected values semiclassically (i.e. ignoring the quantum correlations while taking the expected values). Nevertheless, the limited similarity provides an intuitive alternative understanding of the solution that is obtained through the Lagrangian formalism for the functional optimization.

It is also worth addressing the effect of time delay between source and destination resonators. As discussed in previous works [16, 18], the ‘clock’ for the destination resonator is staggered relative to the source resonator, such that the output from the source resonator when its clock reads time $t$ arrives at the destination resonator when the corresponding clock reads the same time $t$. The delay between the resonators thus has no impact on the transfer dynamics, in the absence of feedback configuration where the time delay causes a meaningful physical difference.

Lastly, we discuss the range of validity for our results. Here, it is important to note that the resonator–input coupling and the intrinsic loss must be perturbative. Therefore, the maximum output coupling rate $\kappa_{\text{max}}$ for the source resonator, the maximum value of the fictitious source resonator’s output coupling rate $\kappa_s = \rho_o(t)/\beta_s^2(t)$, and the intrinsic loss rate $\kappa_i$ must all be far smaller than the harmonic frequency of the resonator.
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Appendix A. Master equation to non-Hermitian Hamiltonian

In this section, we show that given a Hilbert space spanning states with composite excitation numbers from 0 through $N$, a set of Lindblad operators consisting only of $m$-particle annihilation terms, and a beam-splitter-like Hamiltonian, the time-evolution of the Hilbert subspace consisting of states with excitation numbers higher than $N-m$ can be modeled by a non-Hermitian effective Hamiltonian. Recall that the density matrix evolves in the following manner given a Hermitian Hamiltonian $H$ and a set of Lindblad operators $L_c$, with $c$ representing a loss channel [19]:

$$\dot{\rho} = -\frac{i}{\hbar} [H, \rho] + \sum_c \left( L_c \rho L_c^\dagger - \frac{1}{2} L_c^\dagger L_c \rho - \frac{1}{2} \rho L_c^\dagger L_c \right).$$  \hfill (A1)

Next, we consider the individual matrix elements. We will label each row (column) using the index $i_n (j_l)$, where $n$ denotes the total excitation number across all modes in the system. We start by focusing on the effect of the term $L_c \rho L_c^\dagger$ on a generic matrix element:

$$\dot{\rho}_{i_n, j_l} = \langle i_n | L_c \rho L_c^\dagger | j_l \rangle + \cdots$$
$$= \langle i_{n+m} | \rho | j_{l+m} \rangle + \cdots$$
$$= \rho_{i_{n+m}, j_{l+m}} + \cdots.$$  \hfill (A2)

Since the states with excitation number greater than $N$ are always unpopulated, and since $L_c \rho L_c^\dagger$ raises both the row and column states by $m$, the impact of $L_c \rho L_c^\dagger$ on the time-evolution of an element goes to zero if the excitation number for either the row state or the column state is greater than $N-m$. As a result, the matrix element for row $i_n$ and column $j_l$ given $n > N-m$ or $l > N-m$ evolves as follows:

$$\dot{\rho}_{i_n, j_l} = -\frac{i}{\hbar} [H, \rho]_{i_n, j_l} - \frac{1}{2} \sum_c \left( L_c^\dagger L_c \rho + \rho L_c^\dagger L_c \right)_{i_n, j_l}.$$  \hfill (A3)

Note that both the beam-splitter-like Hamiltonian $H$ and the operator $L_c^\dagger L_c$ conserve excitation number. As such, for any excitation number greater than $N-m$, the Hilbert subspace of states with that excitation number evolves independently of other subspaces. Physically, this is due to the fact that the beam-splitter-like Hamiltonian conserves the system energy by preserving the excitation number over the entire composite system, while the Lindbladian processes degrade the energy by causing the loss of $m$ excitations to decoherence, but there exists no process that can introduce new excitations to the system.

Having established that each excitation number greater than $N-m$ forms an independent subspace, we can show that its time-evolution can be modeled by an effective Hamiltonian consisting of a sum of the beam-splitter-like Hermitian $H$ and an anti-Hermitian operator $H'$:

$$H_{\text{eff}} = H + H',$$
$$H_{\text{eff}}^\dagger = H - H'.$$  \hfill (A4)

We now consider how a generic density matrix $\rho$ evolves under this effective Hamiltonian. Recall that a density matrix is most generally defined as a weighted sum of pure states $\psi_s$, each with probability $P_s$ (the spectral decomposition theorem):

$$\rho(t) = \sum_s P_s(t) |\psi_s(t)\rangle \langle \psi_s(t)|.$$  \hfill (A5)
Next, we take the time-derivative of $\rho$ and substitute the effective Hamiltonian via the Schrödinger equation:

$$\dot{\rho} = \sum_s \frac{d}{dt} (P_s | \psi_s \rangle \langle \psi_s |) + \sum_s P_s | \psi_s \rangle \langle \psi_s |$$

$$= -\frac{i}{\hbar} H_{\text{eff}} \left( \sum_s P_s | \psi_s \rangle \langle \psi_s | + \left( \sum_s P_s | \psi_s \rangle \langle \psi_s | \right) \frac{i}{\hbar} H'_{\text{eff}} \right)$$

$$= -\frac{i}{\hbar} (H + H') \rho + \rho (H - H') \frac{i}{\hbar}$$

$$= -\frac{i}{\hbar} [H, \rho] - \frac{i}{\hbar} (H' \rho + \rho H'). \tag{A6}$$

Comparing this result to equation (A3), we find that the anti-Hermitian term $H'$ takes the following form in terms of the Lindblad operators:

$$H' = -\frac{i\hbar}{2} \sum_c L^\dagger_c L_c. \tag{A7}$$

The fact that the master equation is equivalent to an effective non-Hermitian Hamiltonian for the states with excitation numbers greater than $N - m$ shows that if the system starts in a pure state, the Hilbert subspace of states with excitation number greater than $N - m$ remains in the pure state throughout the time-evolution, with the coefficients decaying in magnitude due to the losses from this subspace through the Lindbladian channels.

Finally, we briefly discuss the states with excitation numbers $N - m$ or lower, specifically why the corresponding matrix elements do not evolve identically under the master equation as under the effective Hamiltonian. This discrepancy is explained by the fact that these states receive the Lindblad-driven losses from the higher states, a process that generates a mixed state consisting of the original pure state and the new pure states formed from the collapse products. This mixed state phenomenon is captured by the master equation (due to the $L^\dagger L$ term) but not the effective Hamiltonian (which only models the evolution of the original pure state), and it explains why the master equation conserves the trace of the density matrix.

**Appendix B. Semiclassical solution**

In this section, we verify the results of the full-quantum calculation using a semiclassical method, focusing on the particular case of zero intrinsic loss. We start by solving for the time evolution of the resonator annihilation operator $\dot{a}$ in the Heisenberg picture using the Heisenberg–Langevin equation of motion, which takes the following form in the rotating frame of the resonator mode:

$$\dot{a}(t) = -\frac{\kappa(t)}{2} a(t) - \sqrt{\kappa(t)} d_m(t). \tag{B1}$$

Subtracting $\dot{a}(t)$ from both sides, we obtain a quadratic equation in $\sqrt{\kappa(t)}$:

$$\sqrt{\kappa(t)} = \frac{d_m(t) \pm \sqrt{d_m^2(t) - 2a(t) \dot{a}(t)}}{a(t)}. \tag{B2}$$
As previously mentioned, we wish to minimize the total output field quanta over the timespan of the input-to-resonator transfer process. Since $\dot{a}_{\text{out}}(t)a_{\text{out}}$ represents the output rate, the total output number can be found from the following integral:

$$N_{\text{out}} = \int_{t_i}^{t_f} dt \left\langle \dot{a}_{\text{out}}(t)a_{\text{out}} \right\rangle.$$  \hspace{1cm} (B3)

Substituting the input–output relationship from equation (2.22) of Gardiner and Collett [13], we expand the integral as follows:

$$N_{\text{out}} = \int_{t_i}^{t_f} dt \left\langle \dot{a}_{\text{in}}a_{\text{in}} \right\rangle + \left\langle f(a, \dot{a}) \left( a_{\text{in}}a_{\text{in}} + a_{\text{in}}a_{\text{in}}^\dagger \right) \right\rangle + \left\langle f^2(a, \dot{a})a_{\text{in}}a_{\text{in}}^\dagger \right\rangle,$$  \hspace{1cm} (B4)

where $f(a, \dot{a})$ is defined as $\sqrt{\kappa}$.

Next, we use a semiclassical approximation to simplify the operators $a_{\text{in}}, a_{\text{out}}$ and $a$ to the respective scalar parameters $a_{\text{in}}, a_{\text{out}}$ and $A$, setting the expectation values of products as equivalent to the product of expectation values, such that:

$$N_{\text{out}} = \int_{t_i}^{t_f} dt A_{\text{out}}^* a_{\text{out}}^2 = \int_{t_i}^{t_f} dt \left( A_{\text{in}}^* a_{\text{in}} + f(A, \dot{A})(a_{\text{in}} A_{\text{in}}^* + A_{\text{in}}^* a_{\text{in}}) + \right.$$

$$\left. f^2(A, \dot{A})A A_{\text{in}} \right),$$  \hspace{1cm} (B5)

where $f(A, \dot{A})$ also becomes a scalar function, as desired since it represents the square-root of the scalar coupling rate $\kappa$:

$$f(A, \dot{A}) = -a_{\text{in}} + \sqrt{a_{\text{in}}^2 - 2\dot{A}A}. \hspace{1cm} (B6)$$

In order to determine the trajectory that minimizes the integral in equation (B5), it is convenient to treat the integrand as a Lagrangian and solve for $\kappa$ such that the Euler–Lagrange conditions are satisfied:

$$L = A_{\text{in}}^* a_{\text{in}} + f(A, \dot{A})(a_{\text{in}} A_{\text{in}}^* + A_{\text{in}}^* a_{\text{in}}) + f^2(A, \dot{A})A A_{\text{in}}.$$  \hspace{1cm} (B7)

For a given input field profile $a_{\text{in}}(t)$, it is apparent that the pairs of conjugate variables for the Lagrangian are $(A, \partial L/\partial \dot{A})$ and $(A^*, \partial L/\partial \dot{A}^*)$. We start by applying Euler–Lagrange to the latter pair, since the Lagrangian is conveniently linear in $A^*$ and invariant in $\dot{A}^*$:

$$0 = \frac{d}{dt} \frac{\partial L}{\partial \dot{A}^*} = \frac{\partial L}{\partial A^*} = \sqrt{a_{\text{in}}^2 - 2\dot{A}A} \left( -a_{\text{in}} + \sqrt{a_{\text{in}}^2 - 2\dot{A}A} \right).$$  \hspace{1cm} (B8)

This equation is solved either by setting $a_{\text{in}}^2 - 2\dot{A}A = 0$ or $\dot{A} = 0$. Physically, the latter solution actually maximizes the output field, since it corresponds to the scenario where $\kappa = 0$ and the input field is fully reflected from the resonator, with the resonator occupation number being
constant over time. Instead, we focus on the former solution, which we express as the following differential equation:

\[ \dot{A} = \frac{a_{in}^2}{2A} \]  

(B9)

This causes \( f \) to reduce to a function of just \( A \) instead of \( \dot{A} \):

\[ f(A) = -\frac{a_{in}}{A}. \]  

(B10)

Substituting the new expression for \( f \) into equation (B7), we find that the Lagrangian goes to zero:

\[
L = A_{in}^* a_{in} - \frac{a_{in}^2 A^*}{A} - A_{in}^* a_{in} + \frac{a_{in}^2 A^*}{A} \\
= 0.
\]  

(B11)

This result implies that, for the optimal coupling rate, the output number is actually zero, and thus the input field is fully transferred to the resonator. Note that if the Lagrangian still varied with \( A \) or \( \dot{A} \) even after solving the Euler–Lagrange equation for the conjugate pair \((A^*, \partial L/\partial A^*)\), then it would be necessary to solve the equation for the pair \((A, \partial L/\partial A)\) as well. However, since the Euler–Lagrange solution for \((A^*, \partial L/\partial A^*)\) yields \( L = 0 \), we know that the equation for \((A, \partial L/\partial A)\) is automatically satisfied. Physically, this corresponds to the fact that setting the coupling rate according to equation (B10) already leads to the global minimum value of zero for the output number, and thus further optimization is redundant.

We now return to equation (B9). We multiply both sides by \( 2A \) and integrate in order to solve for \( A(t) \) as a function of \( a_{in}(t) \):

\[
A^2(t) = \int_0^{A(t)} dA 2A \\
= a_{in}^2(t_i) + \int_{t_i}^t dt a_{in}^2(t). 
\]  

(B12)

From this, we find the optimal coupling rate \( \kappa(t) \) by substituting into equation (B10) and squaring \( f \):

\[
\kappa(t) = \frac{a_{in}^2(t)}{a_{in}^2(t_i) + \int_{t_i}^t dt a_{in}^2(t)}. 
\]  

(B13)

It is worth comparing this result to that derived from the full-quantum method. For the case of zero intrinsic loss (i.e. \( \gamma = 0 \)), the denominator in the full-quantum solution is proportional to the total population of the quantum memory resonator at time \( t \), i.e. \( \langle a^\dagger(t) a(t) \rangle + \int_0^t dt \langle a^\dagger(t_i) a_{in}(t) \rangle \), while the numerator is proportional to the input field quanta per unit time, i.e. \( \langle a_{in}(t_i) a_{in}(t) \rangle \). Since \( \langle a_{in}(t) \rangle = \langle a_{in}(t) \rangle \), it is evident that the full-quantum and semiclassical solutions align if \( \langle a_{in}(t) \rangle^2 = \langle a^\dagger_{in}(t) a_{in}(t) \rangle \).
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