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Abstract—Spiking Neural Networks (SNNs) have recently gained popularity as machine learning models for on-device edge intelligence for applications such as mobile healthcare management and natural language processing due to their low power profile. In such highly personalized use cases, it is important for the model to be able to adapt to the unique features of an individual with only a minimal amount of training data. Meta-learning has been proposed as a way to train models that are geared towards quick adaptation to new tasks. The few existing meta-learning solutions for SNNs operate offline and require some form of backpropagation that is incompatible with the current neuromorphic edge-devices. In this paper, we propose an online-within-online meta-learning rule for SNNs termed OWOML-SNN, that enables lifelong learning on a stream of tasks, and relies on local, backprop-free, nested updates.

I. INTRODUCTION

Context and motivation. The standard “train offline-then-deploy” approach underlies most applications of machine learning for tasks as different as facial recognition, natural language processing, and health monitoring. This framework yields rigid solutions that can produce inaccurate predictions and decisions when the data encountered after deployment presents statistical differences with respect to the training data. As an example, consider a natural language processor run by a user with a specific speech impairment or accent. Since mobile machine learning solutions are used for highly personalized tasks, there is a need to fine tune the models to the unique features of individuals and local environments after deployment in order to avoid unfair and inefficient results across different adopters of the technology [1].

Meta-learning, or learning to learn, addresses this problem by eschewing the identification of a “universal” model to be fixed at deployment time, and focusing instead on determining an adaptation procedure that is able to adjust the model based on limited local data [2]–[5]. This can be generally done in one of two ways – by meta-learning shared sub-models, e.g., feature extractors [6]–[8], or by meta-learning shared training procedures operating over local data. As an example of the latter, it is possible to meta-learn local iterative rules [9], [10], initializations [11]–[13], or learning rates [14].

Online vs offline meta-learning. In the classical formulation of meta-learning [2], [15], it is assumed that there exists a family of tasks with similarly distributed data. Tasks may, for instance, correspond to personalizations for different users. Meta-training data is obtained by sampling tasks and per-task data sets from a given, unknown, distribution. The meta-learned solution is then “meta-tested” on new tasks sampled from the same underlying distribution in order to evaluate its performance and adaptability. Meta-learning algorithms follow a nested loop structure: The outer loop updates the hyperparameters that define the shared sub-models or learning
procedures, and the inner loop carries out per-task learning based on limited data.

We can distinguish different types of meta-learning problems depending on whether either loop is run using offline or online procedures. We can specifically have online/offline-within-online/offline settings, in which the former selection applies to the outer loop and the latter to the inner loop. An offline procedure is one that uses a static data set with data points fully accessible by the algorithms, while online (meta-)learning uses streaming data that is sequentially processed by the algorithm [16].

Main contributions. The general formulation of meta-learning is in line with research in neuroscience that has shown how biological brains can learn broader concepts on a slower timescale, allowing faster adaptation to specific activities or tasks [17], [18]. Spiking Neural Networks (SNNs) are bio-inspired machine learning models that implement recurrent neural networks with sparse binary activations [19]. With the recent development of low-power neuromorphic chips [20], SNNs are well positioned as co-processors for on-device adaptation to new tasks. Neuron chips can implement only local learning rules whereby neurons apply updates that only depend on locally available information, with the possible use of global learning signals [21].

In light of this observation, this paper focuses on the development of an online-within-online meta-learning algorithm for SNNs, termed OWOML-SNN. Unlike prior work to be reviewed in Section II, the derived rules do not require an offline pre-deployment stage and the use of backpropagation (BP). Rather, they rely on a three-factor nested local learning rule [22] that is derived by following a principled approach grounded in the use of probabilistic Generalized Linear Models (GLMs) for the spiking neurons and variational inference [23], [24]. The online within-task updates encompass a pre-synaptic term that implements an eligibility trace on recent activity on the pre-synaptic neuron; a post-synaptic term that can be interpreted based on the principles of predictive coding [25] as an error between desired or realized post-synaptic output and the probabilistic model’s prediction; and a global feedback signal. The online meta-update follows the form of the first-order meta-gradient introduced in [12].

II. Related Work

In the most common meta-learning scenario, hyperparameters are updated in the outer loop in an offline manner via a meta-gradient over data from batches of tasks selected from a data distribution [8], [11], [25]. Batch-within-batch algorithms implement within-task learning in an offline manner as well [9], [11], [12], [26], while batch-within-online strategies use within-task data in a streaming fashion [8], [10]. The online-within-online setting assumed here is most similar to that adopted in [16], [27], where an online stream of task datasets is assumed in the outer loop. In our case, as in [16], the within-task adaptation assumes an online stream of data, while [27] implements batch learning in the inner loop via standard BP. Aside from the similarity in formulation, reference [16] approaches the solution using a static deterministic linear model under a convex loss function while we study a dynamic (spiking) probabilistic model with a non-convex loss function.

All the works summarized so far assume standard ANN models. SNNs are also being explored for meta-learning due to their capability to implement within-task learning via online, local rules [14], [28]–[31]. In all cases, meta-training is implemented offline or pre-deployment. The SNN models adopted in prior work require the use of surrogate gradients to approximate BP, and they rely on the use of the deterministic leaky integrate and fire (LIF) neuron model. In contrast we adopt the probabilistic Generalized Linear Model (GLM) neuron model, allowing a direct derivation of local rules based on maximum likelihood [23], [24].

III. Online-Within-Online Meta-Learning

In this section we outline the general operation of online within-online meta-learning via meta-gradient descent. Meta-learning assumes the presence of a family $\mathcal{F}$ of tasks that share common statistical properties. Specifically, it assumes that a common hyper-parameter $\theta$ can be identified that yields efficient learning when applied separately for each task in $\mathcal{F}$. Following the current dominant approach [12], [27], we will take hyper-parameter $\theta$ to represent the initialization to be used for the within-task training iterative procedure.

In the considered online-within-online formulation adapted from [27], the meta-learner seeks to improve its online inference capabilities over a series of tasks drawn from family $\mathcal{F}$. For each new task, it aims to quickly learn a task-specific model using streaming within-task data. To this end, the meta-learner runs an underlying meta-learning process to update the hyper-parameter $\theta$ by using data observed from previous tasks in the series. The hyper-parameter $\theta$ is then used as a within-task model initialization that enables efficient within-task training for the new task.

To support online inference and meta-learning, two data buffers are maintained. The task-data buffer collects streaming within-task data used for within-task learning. While the meta-data buffer holds data from a number of previous tasks to be used by the meta-training process. As illustrated in Fig. 1, a stream of data sets $\mathcal{D}^{(t)}$, each corresponding to a task $T^{(t)} \in \mathcal{F}$, is presented to the meta-learner sequentially at $t = 1, 2, ...$. Within each meta-time step $t$, samples from data set $\mathcal{D}^{(t)}$ are also presented sequentially, so that at each within-task time step $i$, a batch $z^{(t,i)} = \{ (x^j, y^j) \}_{j=1}^B \subseteq \mathcal{D}^{(t)}$ of $B$ training examples for task $T^{(t)}$ is observed, and added to the task-data buffer as $D^{(t,i)} = D^{(t,i-1)} \cup z^{(t,i)}$ with $D^{(t,0)} = \emptyset$. Once all within-task data for task $T^{(t)}$ has been processed, the final task-data buffer $D^{(t)}$ is added to a meta-data buffer $\mathcal{B}^{(t)}$.

The within-task training and meta-training processes take place concurrently at each time $(t, i)$. As a new batch of within-task data is observed for the current task $T^{(t)}$, the meta-learner uses it, along with the entire current task-data buffer $D^{(t,i)}$, to learn a better task-specific model parameter $\phi^{(t,i)}$ and thus improve inference on a held-out test data set. The
task-specific parameter is initialized with the current hyper-parameter \( \theta^{(t,i)} \) and is updated via an iterative within-task training process \( \phi^{(t,i)} = \text{Update}(\theta^{(t,i)}, D^{(t,i)}) \). Concurrently, the meta-learner improves the hyper-parameter initialization for the next round of within-task training by making a single gradient update to \( \theta \). This update can be written as

\[
\theta^{(t,i+1)} \leftarrow \theta^{(t,i)} + \mu \nabla_\theta F(\theta^{(t,i)}, B^{(t)})
\]

for some meta-learning rate \( \mu \geq 0 \), where \( F \) is the meta-learning objective function. The meta-learning objective evaluates the performance of the initialization \( \theta^{(t,i)} \) on data from previous tasks stored in the meta-data buffer \( B^{(t)} \). Specifically, in order to evaluate the meta-learning objective function \( F \), task-specific parameters for a number of previous objectives need to be learned. To this end, \( N \) tasks \( T^{(n)} \), \( n = 1, ..., N \), are drawn from the meta-data buffer \( B^{(t)} \) and a small data-set, \( D^{(n)} \), is drawn as a subset of the stored data for each task. The within-task iterative training process is applied to learn task-specific parameters \( \phi^{(n)} = \text{Update}(\theta^{(t,i)}, D^{(n)}) \) using \( N \) parallel models, each initialized with the hyper-parameter \( \theta^{(t,i)} \).

The update function \( \text{Update}(\theta, D) \) addresses the problem of maximizing the likelihood of data over model parameters \( \phi \). Specifically, the data set \( D^{(n)} \) is split into distinct data sets \( D^{(n)}_{\text{meta}} \) for the meta optimization and \( D^{(n)}_{\text{task}} \) for the within-task maximization [11], and the update function tackles the problem \( \max_{\phi} \log p(D^{(n)} | \phi) \) via stochastic gradient descent (SGD) starting from initialization \( \theta \). The meta-objective is then defined as

\[
F(\theta, B^{(t)}) = \sum_{n=1}^{N} \log p(D^{(n)}_{\text{meta}} | \text{Update}(\theta, D^{(n)}_{\text{task}})).
\]  

The meta-gradient \( \nabla_\theta F(\theta, B^{(t)}) \) requires the computation of the second order gradient of the training losses used in the task-specific learning function \( \text{Update}(\theta, D^{(n)}_{\text{task}}) \) [11]. In this work, we make use of the first-order REPTILE approximation for the gradient

\[
\nabla_\theta \log p(D^{(n)}_{\text{meta}} | \phi^{(n)}) \approx \theta^{(t,i)} - \phi^{(n)},
\]

which has been shown to have properties similar to the true gradient in a number of benchmark tasks [12]. This yields the meta-update function

\[
\text{Meta-Update}(\theta^{(t,i)}, \{D^{(n)}\}_{n=1}^{N}) = \theta^{(t,i)} + \mu \sum_{n=1}^{N} \left( \theta^{(t,i)} - \text{Update}(\theta^{(t,i)}, D^{(n)}_{\text{task}}) \right),
\]

where \( \mu \geq 0 \) is the meta-learning rate.

IV. SNN MODEL

In this paper, we train a recurrent SNN based on the probabilistic generalized linear model (GLM) spiking neurons [23] by using the online-within-online meta-learning framework described above. The SNN processes data in the form of binary signals (spikes) over SNN processing time \( \tau = 1, 2, ..., \) with each neuron \( i \) producing an output spike, \( s_{i,\tau} = 1 \), or no output spike, \( s_{i,\tau} = 0 \), at any time \( \tau \). The neurons are classified into the set of visible neurons \( V \) and the set of hidden neurons \( H \), with respective spiking outputs denoted as \( s_{i,\tau} = u_{i,\tau}, i \in V \) and \( s_{i,\tau} = \hat{h}_{i,\tau}, i \in H \). The spiking signals for visible neurons are specified by data during training. While the outputs of the hidden neurons are auxiliary to the operation of the visible neurons. Arbitrary connections are defined between neurons within each set and across sets, such that the post-synaptic spike of any neuron may be a pre-synaptic input to any other neuron in the network (see Fig. 2).

Pre-synaptic and feedback spikes are integrated via time domain filtering to update the membrane potential at every time \( \tau \), giving the instantaneous membrane potential for neuron \( i \)

\[
u_{i,\tau} = \sum_{j} \alpha_{j,i} \ast s_{j,\tau-1} + \beta_{i} \ast s_{i,\tau-1} + \gamma_{i},
\]

where \( \alpha \) and \( \beta \) are trainable pre-synaptic and feedback filters, respectively, and \( \gamma \) is a trainable bias. Each filter \( \alpha_{j,i} \) that connects neurons \( j \) and \( i \) operates over a window of \( \tau_w \) previous spikes. The filter is defined as a linear combination of a set of \( K_a \) raised cosine basis functions collected as columns of matrix \( A \), such that we have \( \alpha_{j,i} = A w_{ij}^a \) where \( w_{ij}^a \) is a \( K_a \times 1 \) vector of trainable synaptic weights [22]. The postsynaptic feedback filter \( \beta_i = B w_i^\beta \) is defined similarly. We collect in vector \( \phi = \{w^a, w^\beta, \gamma\} \) all the model parameters.

In the GLM neuron, a post-synaptic sample \( s_{i,\tau} \) is a random variable whose probability is dependent on the spikes previously integrated by that neuron, \( s_{\leq \tau-1} = \{h_{\leq \tau-1}, v_{\leq \tau-1}\} \), including pre-synaptic hidden and observed spikes. It is defined as a probabilistic function of the neuron’s membrane potential \( u_{i,\tau} \) at that time as

\[
p_{\phi}(s_{i,\tau} \mid s_{\leq \tau-1}) = p_{\phi}(s_{i,\tau} = 1 \mid u_{i,\tau}) = \sigma(u_{i,\tau}),
\]

where we have \( \sigma(x) = (1 + e^{-x})^{-1} \) and \( \phi \) is the vector of trainable model parameters.

The likelihood of any sequence of observed spikes \( v_{\leq \tau} = \{v_{i,0}, ..., v_{i,\tau}, ..., v_i,\tau\} \}_{i \in V} \) conditioned on some sequence of
Algorithm 1: OWOML-SNN

Input: \( B^{(0)} \), hyperparameters \( N, \mu \)

1. \( t \leftarrow t + 1 \)
2. \( \text{repeat} \)
3. \( \text{sample } T^{(t)} \in \mathcal{F} \)
4. \( \text{initialize } D^{(t,0)} \leftarrow \emptyset \)
5. \( \text{while data available for } T^{(t)} \text{ do} \)
6. \( t \leftarrow t + 1 \)
7. \( D^{(t,i)} \leftarrow D^{(t,i)} \cup z^{(t,i)} \)
8. \( \phi^{(t,i)} \leftarrow \text{Update } \left( \theta^{(t,i)}, D^{(t,i)} \right) \)
9. \( \text{inference using } \phi^{(t,i)} \)
10. \( \text{sample meta-train data } \{D^{(n)}\}_{n=1}^{N} \in B^{(t)} \)
11. \( \theta^{(t,i+1)} \leftarrow \text{Meta-Update } \left( \theta^{(t,i)}, \{D^{(n)}\}_{n=1}^{N} \right) \)
12. \( \text{end while} \)
13. \( B = B \cup D^{(t,i)} \)
14. \( \text{until convergence} \)

15. \( \text{function Meta-Update}(\theta, \{D^{(n)}\}_{n=1}^{N}) \)
16. \( \text{for } n = 1 \text{ to } N \text{ parallel models do} \)
17. \( \text{within-task training } \phi^{(n)} \leftarrow \text{Update}(\theta, D^{(n)}) \)
18. \( \text{end for} \)
19. \( \theta \leftarrow \theta + \mu \sum_{n=1}^{N} (\theta - \phi^{(n)}) \)
20. \( \text{return } \theta \)
21. \( \text{end function} \)

hidden spikes \( h_{\leq T-1} = \{\{h_{i,0}, ..., h_{i,T-1}\}\}_{i \in \mathcal{H}} \) can then be defined as

\[
p_\phi(v_{\leq T} \mid h_{\leq T-1}) = \prod_{\tau=1}^{T} \prod_{i \in V} \left( \pi_{i,\tau} p_\phi(v_{i,\tau} \mid u_{i,\tau}) + \lambda_{i,\tau} p_\phi(v_{i,\tau} \mid u_{i,\tau}) \right), \tag{6}
\]

where we have used the causally conditioned notation \cite{33}. Similarly, the membrane potential of the hidden neurons defines the likelihood of a sequence of hidden spikes \( p_\phi(h_{\leq T-1} \mid v_{\leq T-1}) \). However, since data is observed without knowledge of the hidden spikes, the log-likelihood of the observed data is found by averaging over the hidden neurons activity as \( L_{v_{\leq T}}(\phi) = \log p_\phi(v_{\leq T}) = \log \sum_{h_{\leq T}} p_\phi(v_{\leq T} \mid h_{\leq T}) \).

V. PER-TASK LEARNING

The per-task training function, Update(\( \phi, D \)) concatenates all the examples \( (x_{\leq T}, y_{\leq T}) \in D \) to obtain a single stream of data \( (x_{\leq S}, y_{\leq S}) \) with \( S = MT \). The function processes this data over time with the goal of addressing the maximum likelihood problem \( \max_\theta L_{v_{\leq S}}(\phi) \) with initialization \( \theta \).

Following \cite{23}, we approach this problem by maximizing the lower bound on the log-likelihood of the data

\[
L_{v_{\leq S}}(\phi) \geq E_{p_\phi(h_{\leq S} \mid v_{\leq S-1})}[\log p_\phi(v_{\leq S} \mid h_{\leq S-1})] = L_{v_{\leq S}}(\theta), \tag{7}
\]

generally dependent on the previous behavior of the hidden neurons.

The expected log-likelihood of the observed spikes \( (7) \) is estimated via Monte Carlo sampling of the hidden spikes \( [h_{i,\tau} \sim p_\phi(h_{i,\tau} \mid u_{i,\tau})]_{\in \mathcal{H}} \) at every discrete time-instant \( \tau \) which allows the computation of the new membrane potentials \( [u_{i,\tau+1}]_{i \in \mathcal{V}, \mathcal{H}} \) according to equation \( (4) \). The SNN model parameter vector \( \phi \), initialized by the hyperparameter \( \theta \), is iteratively updated according to the gradient of \( (7) \) calculated at every time \( \tau \). The gradients with respect to the visible neuron model parameters can be derived directly from \( (7) \) as \cite{23}

\[
\nabla_{w_{j,i}} \log p_\phi(v_{i,\tau} \mid u_{i,\tau}) = A_T^\top s_{j,i-1}(v_{i,\tau} - \sigma(u_{i,\tau}))
\]

\[
\nabla_{w_i} \log p_\phi(v_{i,\tau} \mid u_{i,\tau}) = B_T^\top s_{i,\tau-1}(v_{i,\tau} - \sigma(u_{i,\tau})) \tag{8}
\]

\[
\nabla_{\tau_i} \log p_\phi(v_{i,\tau} \mid u_{i,\tau}) = (v_{i,\tau} - \sigma(u_{i,\tau})).
\]

These derivatives include a post-synaptic error term \( (v_{i,\tau} - \sigma(u_{i,\tau})) \) and a pre-synaptic term \( A_T^\top s_{j,i-1} \), where \( s_{j,i-1} = [s_{j,i-1}^\top s_{j,i-2}^\top ... s_{j,i-\tau}^\top]^T \) is the \( \tau \times 1 \) window of pre-synaptic spikes that were processed at time \( \tau \) and \( A \) is the \( \tau \times K_a \) matrix of basis vectors that define the pre-synaptic filter. For the hidden neurons, the online gradient is estimated by the REINFORCE gradient \cite{23}

\[
\nabla_{\theta_{i}} L_{v_{\leq T}}(\theta) \approx \sum_{\tau=1}^{T} \nabla_{\theta} \log p(h_{\tau} \mid u_{\leq T-1}) \tag{9}
\]

\[\nabla_{\theta} \log p(h_{\tau} \mid u_{\leq T-1}) \text{ is evaluated as in } (8), \text{ substituting } h_{i,\tau} \text{ for } v_{i,\tau} \text{, and we have the global error, or learning signal,}
\]

\[
\ell_{\tau} = \sum_{i \in V} \log (\pi_{i,\tau} \phi_i(u_{i,\tau}) + v_{i,\tau} \sigma(u_{i,\tau})). \tag{10}
\]

The derivatives in \( (8) - (9) \) are accumulated for \( \Delta s \) discrete time-steps and added to an eligibility trace that is maintained as an exponentially decaying average of previous gradients to update the SNN model parameters.

The gradients \( (8) - (9) \) give a three-factor update rule for the hidden neurons, where all computations are local aside from the global error signal. This can be interpreted as a signal as to how well the hidden neurons supports the generation of the desired output. The overall operation of the Update(\( \theta, D \)) function, including a sparsity-inducing regularizer \cite{23} is summarized in the supplementary materials.

VI. SNN META-LEARNING

We now describe OWOML-SNN, an online-within-online meta-learning algorithm for probabilistic SNNs that builds on the framework described in Sec. III. The overall algorithm is described in Algorithm 1 and is detailed next. The meta-learner is defined as an SNN model whose weights define the hyperparameters \( \theta^{(t,i)} \). At each within-task time-step \( (t,i) \), \( N+1 \) SNN models are instantiated with initial weight given by \( \theta^{(t,i)} \). One SNN is used to carry out inference on the current task \( T^{(t)} \), while the remaining \( N \) SNN models are used to enable the meta-update.
To elaborate, at every meta-time step \( t \), a task \( T^{(t)} \) in a task family \( \mathcal{F} \) is drawn, and the task-data buffer is initialized as \( D^{(t,i)} = \emptyset \). Within-task data is added to the current task-data buffer at every within-task time step \( i \) in batches of \( B \) training examples \( z^{(t,i)} = \{(x^{(t,i)}_j,y^{(t,i)}_j)\}_{j=1}^B \). The inference SNN implements online learning for the current task via the update function \( \text{Update}(\theta^{(t,i)}; D^{(t,i)}) \) using the hyperparameter initialization \( \theta^{(t,0)} \) and data in the task-data buffer.

To enable the meta update, the mentioned N SNN models are trained online using \( N \) data-sets sampled from the meta-data buffer \( \{D^{(n)}\}_{n=1}^N \in \mathcal{B}^t \). Each of the data-sets includes \( M \) training examples that are a subset of the data-set of a previously seen task such that \( D^{(n)} = \{(x^{(n)}_j,y^{(n)}_j)\}_{j=1}^M \). The hyperparameter is updated via the function \( \text{Meta-Update}(\phi^{(t,i)}; \{D^{(n)}\}_{n=1}^N) \) which includes within-task training on the \( N \) sampled data-sets.

The inference accuracy of the within-task parameter \( \phi^{(t,i)} \) is tested on a held out test data set for the current task. Online meta-learning is successful if the inference SNN is able to obtain satisfactory accuracy levels by using fewer examples for online adaptation.

VII. EXPERIMENTS

In this section, we compare the performance of OWOML-SNN to conventional per-task training and joint training (a standard benchmark for meta-learning [11], [34], [35]). Under conventional training, the meta-update function in Algorithm 1 is disabled and the hyperparameter \( \theta^{(t,0)} \) is randomly re-initialized for any new task \( T^{(t)} \). Under joint training, the meta-training function \( \text{Meta-Update}(\theta, \mathcal{B}) \), is replaced by training across all tasks whose data is in buffer \( \mathcal{B}^{(t)} \). This amounts to applying function \( \text{Update}(\theta^{(t,1)}; D) \), where \( D \) includes examples sampled from \( \mathcal{B}^{(t)} \) as for the meta-update function.

We first consider the family of omniglot 2-way classification tasks [36], which is often used to test the within-task generalization capabilities of meta-learners [6], [7], [11], [29]. We follow the more complex definition of the problem in which the two characters to be classified in each task may be from different alphabets. Each task dataset includes 14 examples from each class, while 6 examples from each class are reserved for the test dataset. The figures are downsized to \( 26 \times 26 \) pixels and rate encoded to obtain examples of the form \( (x_{\leq T}, y_{\leq T}) \) where \( y_{\leq T} \) is a one hot encoded label and \( T = 80 \) [23].

We train a fully connected GLM-based SNN with 4 hidden neurons and 2 visible neurons with additional lateral connections between the hidden neurons and feedback connections from the visible neurons to the hidden neurons. After 15 meta-time steps, i.e., at \( t = 15 \), we test the hyperparameter initialization on the next 6 unseen tasks without further meta training updates. If \( M = 2, N = 5 \), and \( \Delta s = 5 \). The results in Fig. 3 show that after training on 5 examples from each class, OWOML-SNN provides an increase in accuracy over the baseline of conventional training that is about 18% larger than joint training. After further training, we observe that OWOML-SNN enables the SNN to achieve on average a 15% higher accuracy overall than the two benchmarks.

We now show that the fast adaptation capability of OWOML-SNN extends to the case of a continuous input stream with data encoded in the spike timing, by considering 2-way classification on the MNIST-DVS dataset [37]. MNIST-DVS is a dataset of MNIST images captured by a neuromorphic DVS camera that generates localized events based on changes in individual pixels over time. The tasks are sampled from the set of permutations of the digits between 0 and 6 with 900 examples from each class used for training and 100 held out for test. Each image is cropped to the \( 26 \times 26 \) pixel size and the events are downsampled to create a sequence of length \( T = 50 \) [38].

We train an SNN with the same recurrent architecture as described in the previous experiment with hyperparameters
$M = 4$, $N = 5$, and $\Delta s = 20$. We examine the performance of the SNN instantiated for task-specific training on the current task $T^{(l)}$ as the hyperparameter initialization is improved over meta-training. We show results for online adaptation after the full dataset $D^{(l,i)}$ for the current task has been processed i.e., at the maximum value of within-task time step $i$. The results in Fig. [4] confirm that OWOML-SNN enables fast online adaptation that continuously improves as the number of meta-time steps $t$ increases and more meta-updates are applied, requiring fewer examples to achieve within-task accuracy targets.

VIII. CONCLUSIONS

We have presented OWOML-SNN, an online-within-online meta-learning algorithm that builds on online variational learning algorithm for probabilistic SNNs. We have demonstrated the performance benefits of OWOML-SNN when adapting to new tasks observed sequentially in an online fashion. OWOML-SNN is based on a first-order approximation of the meta-gradient, yielding a local meta-learning rule that follows the principles of predictive coding, with no reliance on backpropagation of gradients. This makes the approach a prime candidate for fast on-chip adaptation to new tasks, and in particular for tasks that involve streaming input data. While the first order approximation yields an efficient local update rule, it also generally reduces the capacity of adaptation to new tasks [12]. As future work, it would be interesting to investigate more accurate approximations of the meta-gradient that retain the property of locality, as well as convergence properties.
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