Visual Recognition to Identify Helmet on Motorcycle Rider Using Convolutional Neural Network
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Abstract—The amount of motorcycle accidents is increasing each year. The main reason is that the riders do not wear a helmet. The research aims to minimize the accident by training the machine learning using the IBM Watson Studio. It trains the data about “wearing helmet” and “not wearing helmet”. The used method is Convolutional Neural Network (CNN). About 170 image datasets are used. CNN is conducted on the input image using a kernel or filter. The filter will multiply its values with the overlapping values of the image while also sliding and adding them all to produce a single value for each of them until the entire images have passed and finished. After CNN method is done, the researchers can classify the images by using supervised learning. It can identify whether the rider is wearing a helmet or not simply by scanning a picture on the street. The result shows high accuracy of 92.87%. The method can be used to minimize the percentage of motorcycle accidents caused by not wearing a helmet.
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I. INTRODUCTION

The amount of motorcycle riders in Jakarta reaches approximately more than 18 million [1]. There were more than 84,000 cases by them or at least 74% of the traffic violations in 2019. The number of traffic violations increased up to 63.29% than in 2018 [2]. The majority of the traffic violations occur because motorcycle riders refuse to wear a helmet when they are riding. The impact can cause an accident and increase the risk of death.

Until now, the effort by the government to reduce traffic violations is patrolling by police and using cameras that can identify speed, seatbelt usage, and gadget usage while driving [3]. However, these methods are not effective enough for motorcycle riders. The used cameras are only specialized in cars. For that reason, the research comes up with a new solution for the traffic violations that also involve the usage of the cameras. The idea is to implement a new system that can scan all motorcycle riders that do not wear a helmet. The used method is supervised data training. It means the researchers have to label the data before training them manually. With the new system, it is expected to reduce the number of traffic violations and socialize society about the importance of using helmets.

A. Related Work

Previous studies attempt to adopt machine learning to predict red-light running traffic violations using Support Vector Machine (SVM) and random forest to develop prediction models [4]. Support Vector Machine and Plain Logistic Regression methods are also used in this study with more general observed objects [5]. This SVM method works well when there is a clear margin of separation between classes, but it is not suitable for large data sets. However, the memory of SVM is intensive and a little bit harder to interpret the final model. Currently, the industry more prefers to use a random forest method rather than SVM. The other method that can be used is Scale Invariant Feature Transform (SIFT) [6, 7]. It locates specific key points and furnishes them with quantitative information. SIFT works well when the datasets consist of simpler design and fewer parameters. The drawbacks of SIFT are the poor generalization and not robust to non-linear transformations.

Nowadays, SIFT usually gets outperformed by a method called Convolutional Neural Network (CNN). The previous researchers use a method called Convolutional Neural Network (CNN) as their basic algorithm [8–11]. This method is often used for analyzing
images and improving the scene on image classification. Because of this method, the world of image recognition experiences rapid progress. These studies also make a model that can learn new stuff, such as features with input data and convolutional layers. For processing the 2D image network, it also plays an important role. CNN also only uses a small number of pre-processing steps compared to other methods. CNN advantages involve handling large datasets and classifying unstructured data, like image, speech recognition, and natural language processing. Lastly, the previous study trains a model to detect fake news using natural language processing, which is one of the derivatives of CNN specialized in word embedding for text classification [12]. This method works well within the document-intensive environment and is easy to develop. But, this method requires annotations. It is grindy if the researchers want to make a different language model.

In the research, the researchers emphasize machine learning more because it has made enormous progress compared to the past few years. Not only that, but it also makes an impact on artificial intelligence. It has also been chosen as the first choice regarding developing practical software for computer vision, robot control, speech recognition, and many more [13]. Then, data are also one of the crucial needs for machine learning to develop even further. One of the valuable usages of machine learning is high predictive accuracy [3]. These data acquired by machine learning have many applications, such as finance, bank analysis, fraud detection, stock market, manufacturing, and others.

Figure 1 shows the example of pattern recognition for animals. However, to do so, machine learning needs a big library that can contain important data [14]. The goal of the library is to provide the researchers with a highly simple architecture and high modular for dealing with kernel algorithms. However, the kernel algorithm is not the only algorithm that works. The previous researchers find a new algorithm that can compete with the kernel algorithm, which is Gaussian and Bayesian. They have already proven that the Gaussian can be useful for experimenting with the computer. Furthermore, calibration and prediction also have been tested, and it works on both sides [15].

Machine learning also has to learn by experience. One of the methods is providing a stable framework that can support its performance. Probabilistic modeling is one of the most common and trusted ways [16]. Probabilistic modeling provides a framework for understanding what learning is supposed to be. It has become the basic foundation for practical or theoretical models. It also depends on the Bayesian method [17]. There is also a connection between Bayesian optimization and reinforcement learning [13, 18]. It happens because Bayesian optimization is a sequential decision problem that the decision does not affect the state of the system [17].

Next, there is 3D facial recognition since the research aims to determine whether motorcycle riders wear a helmet or not. The main problem of visual recognition is that a person can have the various visual appearance and many different environments [19]. The solution to this problem is by using a facial recognition algorithm that deals with expression and poses variations employing spectral conformal parameterization. By using this algorithm, it can preserve the angle of the human face. However, the downside of this algorithm is that it reduces the dimensionality of the facial model. There are also many advantages, such as combining the conformal parameterization and mean curvature, to produce a better performance than the usual 3D Scan.

For the machine to know what it will scan and compare, the researchers need to train it with the datasets. An image can be represented as a matrix. Each matrix element contains color information for a pixel. With this, the matrix will be used as input data into the neural network. Using this type of method, the researchers can scan the image from the geometrical patterns and the size of the image. Combined with the generalization, it includes invariance with a parallel position and can increase the average recognition rate to 90.70% [20].

A literature review shows that there have been several studies on the traffic violation problem using a statistical approach. However, the researchers can only find a few studies related to the research using a pattern.
recognition approach. Previous studies have attempted to look for pattern recognition to identify the driving skill affecting drivers’ behavior on the street [21]. For example, a motorcycle rider has to interact with his/her surrounding, such as a vehicle, another rider, traffic, and many more. That is why the comfort and satisfaction depend not only on the tools or the vehicle but also on the dynamic interaction between the riders and how to operate the vehicle.

For this method to work, the previous researchers use traffic cameras to implement the ideas. To do this, the traffic cameras will be implemented with a performance comparison feature for classification named Histogram of Oriented Gradients, SIFT, and Local Binary Patterns. The results from the traffic cameras by using this method show an accuracy of 93.80% and a processing time of 11.58 ms per frame [22]. Other ways to use this method offers an accuracy of 94.70% by using a hybrid descriptor for the feature extraction [23].

Moreover, in the previous research, the lack of visibility, low camera quality, and weather conditions are the weaknesses of the traffic camera. To fix this problem, CNN can be applied for further recognitions. The datasets will be divided into two types, IITH_Helmet_1 for sparse traffic and IITH_Helmet_2 for dense traffic. The results from this method show an accuracy of 92.87% and a false alarm rate of 0.5% by using a real traffic surveillance camera [24]. To ensure that the person scanned is not wearing a helmet, K-Nearest Neighbor (KNN) can classify them. KNN is used to classify the rider’s head by using its features derived from the four sections of the segmented head region (face, nose, mouth, and eyes). However, the accuracy is very low (9%) [25].

As the topic of the research, the researchers use this pattern recognition to identify traffic violations. There are some disadvantages in implementing pattern recognition, such as consuming more time, the need for a larger dataset to increase the accuracy, and incapability of defining whether the object is recognized or not. Additionally, the researchers want to take a new approach for traffic violations, especially on motorcycle riders that do not wear a helmet. It is to prove that pattern recognition can distinguish motorcycle riders who violate the rule.

II. RESEARCH METHOD

A. Image Datasets

Table I shows the amount of data that the researchers obtain from Google about motorcycle riders. Then, the data are divided into two sections, which are “wearing helmet” and “not wearing helmet”. The dataset consists of 170 random pictures of motorcycle riders. It includes 130 objects that wear a helmet and 40 objects that do not wear a helmet.

| Data            | Image |
|-----------------|-------|
| Wearing Helmet  | 130   |
| Not Wearing Helmet | 40    |
| Total Dataset   | 170   |

B. Data Processing

The researchers use IBM Watson Studio to train a model and test it into a picture. Basically, CNN has a different architecture than a Regular Neural Network (NN). Regular Neural Network transforms input by putting all data through a series of layers that are hidden. Every layer comprises a neuron set where each layer is connected directly to the previous neuron in the layer. On CNN, it is a bit different. The layers are organized in three dimensions, and only some of the neurons are connected to each layer, as seen in Fig. 2. CNN is generally composed of two parts: feature extraction and classification. Feature extraction is when the algorithm will perform a series of convolutions and pooling operations to detect features. The next major part is classification [10]. The layers are fully connected and will serve as a classifier on top of these extracted features. It will assign the probability of the inputted object, as seen in Fig. 3.

III. RESULTS AND DISCUSSION

The first step in the research is selecting all the pictures to be trained and splitting the datasets into “wearing helmet” and “not wearing helmet”. After selecting all the datasets, the process of labeling the features of the datasets helps the machine learning algorithm to extract the important feature into a model so that it can classify and detect the potential objects in the future. In conjunction with the feature extraction, CNN is conducted on the input image using a kernel or filter. The filter will multiply its value with the overlapping values of the image while also sliding and adding them all to produce a single value for each of them until the entire images have passed and finished. The whole process is called supervised learning using classification techniques. The learning algorithm takes a known set of input data and trains a model to generate reasonable predictions for responding to the new data. After the training session is done, the researchers can test the model by inputting the picture to know if it is a
traffic violation or not (wearing a helmet or not). If the results are still far from what the researchers expect, the previous model will be retrained by adding new datasets into the collection.

Using this program can train all the data by labeling the datasets that the researchers input manually. After labeling the datasets, the researchers can determine whether the riders use a helmet or not because the researchers already pre-set the label in the beginning process. This process is called supervised learning because the researchers have to set and determine a few datasets manually. Later, this program can scan the data and determine whether the motorcycle riders use a helmet or not.

Besides machine learning and visual recognition, the researchers have to think about the security of the system. An adversarial example is the malicious inputs designed to fool the machine learning model. Adversarial often attacks the black box without the knowledge of the target model parameters. One of the methods used to prevent or minimize the chance of being attacked is the one-step target class method. This method works by using Fast Gradient Step Method (FGSM) to finds adversarial perturbations, which increase the value of the loss function. FGSM works by using the gradients of the neural network to create an adversarial example. For an input image, the method uses the gradients of the loss concerning the input image to create a new image that maximizes the loss. The method can minimize the data to be transferred between networks, which provides indirect robustness against the black box.

CNN uses image recognition and classification to detect the objects. They are made of neurons with learnable weights and biases. Each specific neuron receives numerous inputs and takes a weighted sum over them. It passes through an activation function, a repetition of the same filter to an input results, and responds with an output. The data in Table II are the percentage of methods used. It shows the

| Method | Accuracy | False Alarm Rate |
|--------|----------|-----------------|
| CNN    | 92.87%   | 0.5%            |
| Local Binary Pattern, Histogram of Oriented Gradients, and Hough transform descriptors | 93.80% | 9% |
| Local Binary Pattern, Histogram of Oriented Gradients, and Hough transform with a hybrid descriptor for the feature extraction | 94.70% | 9% |
The result can be considered pretty high, and it has a false alarm rate of 0.5%. The result can go higher with the larger datasets, but for now, the researchers will leave the value as it is. However, using Local Binary Pattern, Histogram of Oriented Gradients, and Hough Transform descriptors, the result is slightly higher with the accuracy of 93.80%. Moreover, adding a hybrid descriptor for feature extraction has a higher accuracy of 94.70%. Even though the results are higher, but the percentages of false alarm are also higher, which is 9%. When the results are compared to the previous research, coincidentally, the results are similar.

From this data, the researchers can conclude that the result is more stable by using CNN compared to Local Binary Pattern, Histograms of Oriented Gradients, and Hough and Transform descriptors. There are also some errors in some of the results, caused by a lack of datasets. The common error is that the algorithm determines the wrong place for the label and misinterprets the picture. The implementation of supervised learning using the classification techniques shows that the algorithm will receive a set of data. Then, it will train the model to generate a prediction as accurate as it can according to the data that have been selected before. This method is also applied to the result of Table II. From the results, machine learning can distinguish the difference from the requirement given. It gives a result and decides which picture meets the requirement of “wearing helmet” and “not wearing helmet”.

IV. CONCLUSION

The research presents a method that can be used to identify whether the motorcycle riders wear a helmet or not. The used method is CNN. The method can be implemented to minimize the motorcycle incidents that may happen and prevent unwanted accidents on the road. The result shows high accuracy of 92.87%. Although the result is not higher than other methods, it is more stable.

The weakness of the research is due to using a street camera as the vision and database. The research cannot scan an object that is covered or behind by another object. For future research, the researchers would like to find how to implement this method with a street camera without having the problem of an object that is out of reach.
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