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1. Introduction

The past three decades have seen remarkable progress towards a quantum theory of gravity\(^1\). Many results have been obtained first in simpler two-dimensional (2D) models, because although one encounters essentially the same conceptual problems the technical ones are less demanding. Especially in the context of classical and quantum physics of black holes (BHs) 2D models provide a very useful laboratory to study basic questions (cf. [2] for a recent review).

Among these models the one of Callan, Giddings, Harvey and Strominger (CGHS) [3] has been (and continues to be) particularly popular. It exhibits a BH solution, called the dilaton BH, which originally arose in the context of string theory [4,5]. We mention just two of its peculiar features: it is soluble exactly at the classical level, despite of the presence of minimally coupled matter, and the Hawking temperature is independent of the BH mass. One should think that in view of the huge amount of literature [6–12] by now essentially everything is known about it, but this is not the case because classical solubility does not imply quantum solubility.

In this paper we will pose (and answer) a simple physical question: what is the specific heat of the dilaton BH?

The answer derived from the standard Hawking temperature law yields a trivial result (mass and temperature are independent of each other); thus, the specific heat encodes effects which go beyond the straightforward applications of quantum field theory on a fixed curved background. Fortunately, in 2D gravity with matter a scheme exists [13–17] in which geometry is taken into account nonperturbatively.

\(^1\)For a recent survey with focus on loop quantum gravity and string theory cf. [1].
The philosophy of that approach is to integrate out geometry first exactly (which is always possible in 2D) and then to apply a perturbative expansion in the ensuing effective theory which depends solely on matter degrees of freedom and external sources. To each given loop order and order in the matter fields geometry can be reconstructed unambiguously.

We will prove that an application of this background independent quantization scheme to the first nontrivial order in matter for the specific heat of a dilaton BH with mass $M$ yields

$$C_s := \frac{dM}{dT_H} = \frac{96\pi^2}{\lambda^2} M^2,$$

which shows the same mass dependence but the opposite sign as compared to the specific heat of the Schwarzschild BH.

A remark on the matter loop counting is in order. There are two classes of approaches [18] to derive the Hawking temperature. The first one considers the tree-order scattering on the classical BH background and relates the Hawking temperature to the Bogoliubov coefficients between ingoing and outgoing states. In the present work we calculate one-loop corrections to this classical background. The second approach is based upon the study of vacuum expectation values of the energy-momentum tensor. The leading order in the latter is produced by the one-loop matter contributions. In this sense, we calculate two-loop corrections. In any case we obtain a correction to the otherwise trivial specific heat.

This paper is organized as follows: in section 2 the path integral quantization of the CGHS is reviewed briefly with focus on the main nontrivial steps. Section 3 contains the new results which eventually lead to the expression (1.1) for the specific heat. The discussion and possible generalizations are contained in section 4. Complementary material can be found in the appendix.

2. Path integral quantization of CGHS

The purpose of this section is to sketch the main steps [13–17] of the path integral quantization within the first order formulation of dilaton gravity.

The point of departure is the CGHS action, which in our notation\(^2\) reads

$$L = \frac{1}{2} \int d^2x \sqrt{-g} \left[ X R + \left( \nabla X \right)^2 \right] X - 4\lambda^2 X + \left( \nabla \phi \right)^2,$$

where $g, R, X, \phi$ are (determinant of the) metric, curvature scalar, dilaton and scalar field, respectively. The scale parameter $\lambda^2$ just fixes the physical units. For definiteness it will be assumed that $\lambda \in \mathbb{R}^+$.\(^2\)

\(^2\)Instead of considering $N$ scalars like in the original work we just take a single field; adding more scalars does not change anything essential in our approach. The action (2.1) differs by an overall factor of $1/\pi$ from ref. [3] and by a relative factor of $-2$ between geometric and matter part. We use the sign conventions and normalization factors of [2], except for the overall sign of the Lagrangian.
The first crucial step is to realize that (2.1) is classically [19] and quantum mechanically [14] equivalent to a first order formulation in terms of Cartan variables and auxiliary fields:

\[ L^{(1)} = -\int \left[ X_a (D \wedge e)^a + X d \wedge \omega - \epsilon (2\lambda^2 X + X^+ X^- / X) + \frac{1}{2} d\phi \wedge *d\phi \right] \] (2.2)

\( e^a \) is the zweibein one-form, \( \epsilon \) is the volume two-form. The one-form \( \omega \) represents the spin-connection \( \omega^a_b = \varepsilon^a_{\mu} \omega^\mu \) with \( \varepsilon_{ab} \) being the totally antisymmetric Levi-Civita symbol. The kinetic term of the scalar field \( \phi \) contains the Hodge \( * \) operation. The action (2.2) depends on two auxiliary fields \( X^a \). Its geometric part is a special case of a Poisson-\( \sigma \) model [20] with a three dimensional target space the coordinates of which are \( X, X^a \). With flat metric \( \eta_{ab} \) in light-cone coordinates (\( \eta_{++} = 1 = \eta_{--}, \eta_{+-} = 0 = \eta_{-+} \)) the first ("torsion") term of (2.2) is given by

\[ X_a (D \wedge e)^a = \eta_{ab} X^b (D \wedge e)^a = X^+(d - \omega) \wedge e^- + X^- (d + \omega) \wedge e^+ . \] (2.3)

Below a certain (non-covariant) gauge will be employed, so we have to coordinatize the 1-forms \( e^a = e^a_{\mu} dx^\mu = e^a_0 dx^0 + e^a_1 dx^1 \). Partial derivatives always refer to these coordinates, e.g. \( \partial_0 := \partial / \partial x^0 \). Despite the suggestive notation \( x^0 \) need not be identified necessarily with a “time” variable. Indeed, below \( x^0 \) will rather play the role of a radial coordinate explaining the somewhat unusual overall minus sign in (2.2).

This reformulation is already very convenient classically [21], but it becomes crucial at the quantum level. The path integral is obtained by means of standard BRST methods [22]

\[ W = \int (\mathcal{D}\omega_\mu)(\mathcal{D}e^a_\mu)(\mathcal{D}X)(\mathcal{D}X^a)(\mathcal{D}\tilde{\phi})(\mathcal{D}\text{ghost}) \times \exp \left[ i(L^{(1)} + L^{(g)} + \text{sources}) \right] , \] (2.4)

with \( L^{(1)} \) given by (2.2) and \( L^{(g)} \) containing the gauge fixing part and the ghost-sector; all corresponding path integrations have been formally lumped together into the term \( \mathcal{D}\text{ghost} \). The correct measure for the scalar field \( \mathcal{D}\tilde{\phi} \) and the source-terms will be specified below.

It is convenient to employ the gauge

\[ e^+_0 = 0 = \omega, \quad e^-_0 = 1 , \] (2.5)

which eventually will lead to a line element of Sachs-Bondi type (cf. eq. (2.20) below). Having integrated out the ghost and gauge-fixing sector one obtains [14, 15, 17]

\[ W = \int (\mathcal{D}\omega_1)(\mathcal{D}e^a_1)(\mathcal{D}X)(\mathcal{D}X^a)(\mathcal{D}(\phi e^{1/2}_1)) \det \Delta \exp iL^{(2)} , \] (2.6)

where the measure contains now a determinant \( \det \Delta \) depending solely on the target space variables. The quantity \( \mathcal{D}\tilde{\phi} \) has been fixed such that the proper diffeomorphism
covariant measure $D(\phi(-g)^{1/4}) = D(\phi e_1^{1/2})$ is reproduced [23]. The action in (2.4) is given by

$$L^{(2)} = \int d^2 x \left[ -X \partial_0 \omega_1 - X_a \partial_a e^a - \omega_1 X^+ - e_1^+ (2 \lambda^2 X + X^+ X^- / X) 
+ \left( (\partial_1 \phi)(\partial_0 \phi) - e_1^- (\partial_0 \phi)^2 \right) + j_1 \omega_1 + j_2 e_1^- + j_3 e_1^+ + J_1 X + J_2 X^+ + J_3 X^- + \sigma \phi \right].$$

(2.7)

The sources $\sigma, j_i, J_i$ for the scalar field, the remaining Cartan variables and the target space coordinates now have been specified. It is important to realize that (2.7) is linear in the Cartan variables. However, the appearance of $e_1^{1/2}$ in the measure prohibits an immediate path integration. This problem is solved by introducing a new auxiliary field $f$ and exploiting the fact that $j_3$ is the source of $e_1^+$. Then (2.4) can be represented as

$$W = \int (Df) \delta \left( f - \frac{1}{i} \frac{\delta}{\delta j_3} \right) \tilde{W},$$

(2.8)

where in $\tilde{W}$ the factor $D(\phi e_1^{1/2})$ has been replaced by $D(\phi f^{1/2})$, but otherwise it is identical to (2.4).

Thus, path-integrations over the Cartan variables just yield $\delta$-functions, which can be used to perform the path-integrations over the target space coordinates. Incidentally, the functional determinant obtained in this way just cancels\(^3\) $\text{det}\Delta$. However, one has to be careful with the evaluation of the $\delta$-functions as their arguments yield three linear first order differential equations and thus homogeneous contributions depending on $x^1$ do exist. We drop the sources $j_1, j_2$ from now on as they are inessential for the perturbation theory in the scalar field discussed below. The solutions of these differential equations for the target space coordinates can be written as

$$X = X_{\text{hom}} + \partial_0^{-1} X^+, \quad \text{(2.9)}$$

$$X^+ = X_{\text{hom}}^+ + \partial_0^{-1} (\partial_0 \phi)^2, \quad \text{(2.10)}$$

$$X^- = X \left[ \partial_0^{-1} \frac{1}{X} (-j_3 + 2 \lambda^2 X) - M \right], \quad \text{(2.11)}$$

with the homogeneous solutions $\partial_0 X_{\text{hom}} = \partial_0 X_{\text{hom}}^+ = \partial_0 M = 0$. As we will see later $M$ is nothing but the BH mass. Of course, the operators $\partial_0^{-1}$ still have to be defined properly. This important issue will be postponed until we actually start calculating Green functions; however, one particular consequence of their appearance, namely an ambiguity in the action, will be addressed immediately because it is rather important: the terms in (2.7) proportional to $J_i$ contain contributions with $\partial_0^{-1}$ when

\(^3\)This cancellation might be anticipated on general grounds and has been checked later in the framework of reduced phase space quantization [24].
the solutions (2.9–2.11) are inserted. In an expression \( \int dx^0 \int dy^0 J_{x^0}(\partial_0^{-1})_{x^0 y^0} A_{y^0} \) the symbol \( \partial_0^{-1} \) means an integral which when acting upon \( J \) contains an undetermined integration constant \( \bar{g}(x^1) \). This generates a new term \( \bar{g} \int A \). Similarly, for \( \partial_0^{-2} \) a term linear in \( x^0 \) is produced. The terms \( J_1 X + J_2 X^+ \) in this way produce an additional contribution to the action (2.7) which reads (modulo field independent terms)

\[
(g_1 + g_2 x^0)(\partial_0 \phi)^2.
\]  
(2.12)

The functions \( g_1(x^1) \) and \( g_2(x^1) \) are fixed by requirements on the asymptotic behavior of the effective line element: neglecting any backreaction or loop effects in the gauge (2.3) this term has to produce the classical kinetic term \(-E_1^{-}(\partial_0 \phi)^2\) with

\[
E_1^{-} = -\frac{M}{2\lambda} + \lambda x^0,
\]  
(2.13)

where \( M \) can be identified with a constant BH mass. \(^4\) Actually (2.12) would permit also a dependence \( M(x^1) \). We will return to this point at the end of section 3. The symbol \( E_1^{-} \) indicates that this term replaces \(-e_1^{-}(\partial_0 \phi)^2\) which appeared in (2.7) before \( e_1^{-} \) has been integrated out.

The term \( J_3 X^{-} \) in general establishes the most important contribution

\[
g_3 \frac{1}{X} (j_3 - 2\lambda^2 X),
\]  
(2.14)

because it implies nontrivial interactions of the scalar with geometry. For the CGHS model the source independent second term in (2.14) is irrelevant as opposed to the situation in generic dilaton gravity models. \(^5\) The function \( g_3(x^1) \) essentially becomes a scale factor in front of \( e_1^{+} \) (because the classical value of \( e_1^{+} \) is just \( 1/X \) and \( j_3 \) is its source), so it can be fixed to unity. From now on the sources \( J_i \) can be set to zero. In addition to the matter source \( \sigma \) only \( j_3 \) (which is essentially the source for the determinant of the metric) has to be kept because of (2.8).

\(^4\) Cf. the first two terms in (3.15) of ref. [2] with \( M = -m_\infty \) and \( w(x^0) = -2\lambda^2 x^0 \) for the CGHS model. There is, however, a subtlety concerning the mass dimensions: \( X^{\pm}, X \) have mass dimension one and zero, respectively. Thus, the quantity \( X^{+}_{\text{hom}} \) also has mass dimension of one. However, in previous publications (cf. [26] and some of the references therein) it has been fixed to \( X^{+}_{\text{hom}} = 1 \) because natural units have been employed, i.e. quantities like \( \lambda \) in the present paper have been fixed to a dimensionless constant. In the present case we require \( X^{+}_{\text{hom}} = 2\lambda \), because the conversion factor between the Casimir function and the BH mass for the CGHS model is given by eq. (5.13) of [2]. In the absence of matter this implies \( X = 2\lambda x^0 \).

\(^5\) In the generic case these source independent terms are responsible for classical vertices with \( 2n \) outer legs and they can be used to describe scattering processes [16, 25, 26]. This is also the reason why the terms appearing in (2.12) did not have to be considered separately in ref. [15]. They are only relevant for the very special class of dilaton gravity models without classical vertices to which the CGHS belongs.
After performing these steps the generating functional for Green functions can be presented as

$$W[\sigma] = \int (Df) \delta \left( f - \frac{1}{i} \frac{\delta}{\delta j_3} \right) \widetilde{W}[f, j_3, \sigma] \bigg|_{j_3=0}$$  \hspace{1cm} (2.15)

with the functional $\widetilde{W}$ being given as

$$\widetilde{W}[f, j_3, \sigma] = \int (D\tilde{\phi}) \exp iL^{\text{eff}}$$  \hspace{1cm} (2.16)

$$L^{\text{eff}} = \int d^2 x \left[ (\partial_0 \phi)(\partial_1 \phi) - E_{1-}^{-1}(\partial_0 \phi)^2 + j_3 \hat{E}_{1+} + \phi \sigma \right]$$  \hspace{1cm} (2.17)

where $E_{1-}$ is determined by (2.13). The integration variable in (2.16) is $\tilde{\phi} = f^{1/2} \phi$. This yields at 1-loop level an effective action of the Polyakov type [27] to be dealt with in detail in the next section. Formally, $\hat{E}_{1+}$ reads

$$\hat{E}_{1+} = (2\lambda x^0 + \partial_0^{-2}(\partial_0 \phi)^2)^{-1}.$$  \hspace{1cm} (2.18)

At this point all backreactions are still taken into account in a self-consistent manner. For later applications the notions

$$E_1^{+} := \frac{1}{2\lambda x^0}, \quad (E_1^+)^{(1)} := -\frac{1}{(2\lambda x^0)^2} \partial_0^{-2}(\partial_0 \phi)^2,$$  \hspace{1cm} (2.19)

turn out to be helpful. They are the first two terms in a powers series of $\hat{E}_{1+}$ in terms of $(\partial_0 \phi)^2$.

In our approach to quantization the presence of a BH followed from the path integral \textit{without} the introduction of a background. However, the boundary conditions on the auxiliary fields – already included in (2.13-2.18) – induce a similar effect: they determine the BH mass $M$ and the behavior of $E_{1+}$ in the absence of matter; other choices of $M, X_{\text{hom}}, X_{\text{hom}}^+$ would correspond to different BH masses, rescalings and shifts of the coordinate $x^0$, respectively. Indeed, all boundary values and ambiguities have been fixed uniquely by referring to the asymptotic region in the classical limit. In the sum over histories only such paths are considered which are consistent with the boundary conditions imposed on the auxiliary fields. In physical terms an asymptotic observer is assumed to live in a fixed topological sector and to measures a fixed ADM mass; this explains why no sum over topologies occurs in (2.4).

Reconstructing the classical geometry, the effective line element $(ds)^2 = 2E_1^{+} dx^1 \cdot (dx^0 + E_1^{-} dx^1)$, after a coordinate redefinition $u = x^1, r = \ln (2\lambda x^0)/(2\lambda)$, leads to

$$(ds)^2 = 2drdu + \xi(r)(du)^2, \quad \xi(r) := \left( 1 - \frac{M}{\lambda} e^{-2\lambda r} \right),$$  \hspace{1cm} (2.20)

with Killing norm $\xi(r)$. The asymptotic region is located at $r \to +\infty$, resp. $x^0 \to +\infty$ and the singularity is encountered at $r \to -\infty$, resp. $x^0 \to 0$.

\footnote{Our suggestive notation already indicates that the effective zweibein $E_1^{+} := \hat{E}_{1+}(\phi = 0)$ receives corrections from backreactions by the scalar field.}
3. Matter loop effects

The term $j_3 \hat{E}_1^+$ in (2.17) provides the only nontrivial interaction of the scalars with geometry in the CGHS model. The basic idea is to perform the path integration for the quadratic part of $\phi$ in (2.16) and to consider higher powers in $\phi$ perturbatively. Without interaction and without source term the integral is of the type

$$\int (\mathcal{D}\phi f^{1/2}) \exp i \int d^2x f \left[ \frac{1}{2} g^{\mu\nu} (\partial_\mu \phi) (\partial_\nu \phi) \right] = e^{i L_P},$$

(3.1)

where Polyakov’s effective action is given by [27]

$$L_P = \frac{1}{96\pi} \int_x^y f R_x \square^{-1} R_y$$

(3.2)

with $\square := g^{\mu\nu} \nabla_\mu \partial_\nu$ and $R$ being the curvature scalar of the background geometry $g_{\mu\nu}$. In the gauge (2.3) the components of the inverse metric are given by

$$g^{01} = f^{-1} = g^{10}, \quad g^{00} = -2f^{-1}E_1^-, \quad g^{11} = 0,$$

(3.3)

with $E_1^-$ as defined in (2.13) and the wave operator becomes

$$\Gamma := \frac{1}{2} f \square = \left( \partial_1 - \partial_0 (\lambda x^0 - \frac{M}{2\lambda}) \right) \partial_0.$$

(3.4)

Now the 1-loop effective action (3.2) in the gauge (2.3),

$$L_P = \frac{1}{48\pi} \int_x^y \left( \partial_0^2 E_1^- - \Gamma \ln f \right)_x \Gamma_{xy}^{-1} \left( \partial_0^2 E_1^- - \Gamma \ln f \right)_y,$$

(3.5)

for the CGHS reduces to a local quantity\(^7\) because of (2.13)

$$L_P = \frac{1}{48\pi} \int \ln f \ (\Gamma \ln f).$$

(3.6)

Performing the integration $\mathcal{D}f$ to leading order just implies the replacement $f \to E_1^+$ in (3.1)-(3.4), i.e. the result of quantization on a fixed background. Clearly our intention is to proceed beyond that level.

There are three steps to be performed: A) integrate out the scalars thus obtaining the 1-loop effective action; B) integrate out the auxiliary field, thus replacing $f$ by $\hat{E}_1^+$; C) expand $\hat{E}_1^+$ in powers of $\phi$ (or in powers of $-i\delta/\delta\sigma$). The order is essential since, for instance, integration over the scalars can hardly be performed after integration over the auxiliary field because the measure would contain nonpolynomial factors in $\phi$. Thus A) must be performed before B). To perform A) before C) also is advantageous in order to impose perturbation theory at the last possible instant.

\(^7\)In the sense that no propagator terms $\Gamma^{-1}$ are present.
Reinserting the interaction term \( j_3 \hat{E}_1^+ \) and the source term \( \sigma \phi \) and performing the path-integration over \( \tilde{\phi} \) for the generating functional (2.10) yields

\[
\tilde{W}[f, j_3, \sigma] = \exp \left[ i \int j_3 \hat{E}_1^+ \left( \phi \to \frac{\delta}{i \delta \sigma} \right) \right] \cdot \exp \left[ i \left( L_P + \frac{1}{4} \int \sigma \Gamma^{-1} \right) \right]. \tag{3.7}
\]

The focus will be on the next to leading order term which effectively produces an interaction of a pair of scalars with the Polyakov loop, because the \( \mathcal{D} f \) integration essentially replaces \( f \) in (3.6) by \( \hat{E}_1^+ (\phi \to -i \delta / \delta \sigma) \) (expanded in powers of \( \phi \) up to the investigated order, i.e. \( \phi^2 \)).

\[\begin{array}{c}
\times \quad x \quad \longrightarrow \quad y \\
\times \quad x \quad \longrightarrow \quad z \quad \longrightarrow \quad y
\end{array}\]

**Figure 1:** Propagator plus correction term

In fig. 1 the relevant Feynman diagrams are depicted. The first term contains just the propagator \( \Gamma^{-1} \) related to (3.4), while the second one encodes the Polyakov-loop induced correction (the double line marks the part of the scalars which has been integrated out) between two such propagators. The formula corresponding to these diagrams is the usual one,

\[
-\frac{1}{W \sigma_x \sigma_y} \bigg|_{\sigma=0} = -\frac{\partial}{\partial \sigma_x \partial \sigma_y} \left[ (1 + i V + \ldots)(1 + \frac{1}{4} \int \sigma \Gamma^{-1} \sigma - \frac{1}{32} (\int \sigma \Gamma^{-1} \sigma)(\int \sigma \Gamma^{-1} \sigma) + \ldots) \right] |_{\sigma=0},
\]

where \( V \) is the vertex calculated below (cf. eqs. (3.8) and (3.9)). It contains two derivatives with respect to the source \( \sigma \). Moreover, it contains two \( \partial_0 \) derivatives. The interpretation is as follows: a scalar field interacts via the Polyakov loop with itself. Since the external legs are actually of the form \( \partial_0 \phi \) rather than just \( \phi \) it is to be expected that the Killing norm effectively acquires a nontrivial correction which is determined to a large extent by the renormalization prescription implicit in the Polyakov action (3.6).

In the appendix a more straightforward but also more lengthy derivation for the simpler case of \( M = 0 \) is presented. That method is suitable for generic dilaton gravity. However, the CGHS allows for substantial simplifications already from the very beginning.

By virtue of (2.19) the interaction term to order \( \phi^2 \) is

\[
V = -\frac{1}{24 \pi} \int_x \int_y \left( \frac{1}{2 \lambda x^0} \Gamma \ln \hat{E}_1^+ \right)_x (\partial_0^{-2})_{xy} (\partial_0 \phi)_y^2, \tag{3.8}
\]

where strictly speaking \( \phi \) should be replaced by \(-i \delta / \delta \sigma\). Naively, one might expect a symmetric expression of the type (first order) \( \times (\Gamma \text{ zeroth order}) + (\text{zeroth order}) \times (\Gamma \text{ first order}) \), rather than just twice (first order) \( \times (\Gamma \text{ zeroth order}) \) as in (3.8). However, this is another instance where special care must be taken when an
argument is based upon an effective action of Polyakov type the reliable basis of which being the conformal anomaly. More precisely, we use that to first order the Polyakov action should read $\int (\delta E_1^+) (\delta L_P/\delta E_1^+)$, where $(\delta L_P/\delta E_1^+)$ is given by the conformal anomaly. This property actually defines the Polyakov action and must be considered as more fundamental than its non-local expression (3.2) (cf. [28] for a discussion on this point). Indeed, the symmetric form would not produce the correct conformal anomaly $\Gamma \ln E_1^+$ and as a consequence the vacuum expectation value of the propagator would receive a nontrivial correction. This feature is demonstrated more explicitly in the appendix.

There are several ways to deal with the integral kernel in (3.8). The simplest seems to be to act with the double integral on the $x^0$-dependent term and to fix the integration constants to zero on the basis that no change of the asymptotics should occur. This yields immediately

$$V = -\frac{1}{192\pi} \int y M \lambda^2 g^0 (\partial_0 \phi)_y^2.$$

(3.9)

Thus the interaction of a pair of scalar fields with the Polyakov loop produces a (local) vertex which is proportional to the BH mass and couples only to the $(\partial_0 \phi)_y^2$ part of the kinetic term.

But this means effectively a shift of $E_1^- \to E_1^- + M/(192\pi \lambda^2 x^0)$ in (2.13). Together with (2.19) and a coordinate redefinition as in (2.20) this modifies the classical Killing norm in the line element (2.20) to

$$\hat{\xi} = 1 - \frac{M}{\lambda} e^{-2\lambda r} + \frac{M}{48\pi \lambda} e^{-4\lambda r},$$

(3.10)

and (to this order) matter fields just propagate on this shifted “background” geometry. This somewhat resembles the situation in semiclassical approaches where the quantum effects provide corrections to an otherwise classical calculation. That something similar happens here too – despite of our background independent quantization – is due to the fact that in the CGHS model only a local self interaction is produced (cf. fig. 1). The correction term becomes dominant only close to the singularity where our approximation breaks down. The Killing norm (3.10) exhibits now two horizons: one close to the classical one ($r = r_h$) and the other close to the singularity; however, the latter should be only an artifact of our approximation – it anyhow has no effect upon the asymptotic Hawking flux.

Now well-known methods can be applied to extract the corrected Hawking tem-

---

8It is possible to generate the correction term in (3.10) by a redefinition of the dilaton dependent potentials in (2.1). A simple calculation shows that, for instance, the potential in front of the kinetic term for the dilaton is shifted as follows: $1/X \to 1/X - 1/(48\pi X^2)$. 
perature\(^9\)

\[ T_H = T_H^0 \left( 1 - \frac{\lambda}{48\pi M} \right), \]  

(3.11)

where \( T_H^0 = \lambda/(2\pi) \) is the “classical” Hawking radiation. This formula holds as long as \( \lambda \ll M \), i.e. the 1-loop approximation is valid. The specific heat is then given by (1.1) which concludes the proof of our main statement.

It should be noted that in principle one could use also the background field formalism to calculate perturbative corrections to the static BH, starting from the nonlocal zweibein (2.19). However, our method seems to be simpler as it allows to avoid complicated problems of treating the nonlocalities of the Polyakov action. The relation of the present approach to the background field formalism has been discussed also in ref. [15].

Finally, we would like to address the issue of \( M \) in (2.13). Like the other “constants” in (2.9)-(2.11) it is related to a residual gauge freedom left by the condition (2.5). So far it has been fixed to a constant, but in principle it could be any function of \( x^1 = u \) as well. In the absence of matter it essentially coincides with the ADM mass (whenever this notion makes sense – for the CGHS model it does) and it has to be constant even at quantum level [15]. In the presence of matter it can be identified with the (outgoing) Bondi mass [30] and thus becomes in general a function monotonically decreasing with \( u \). Within the present approach to leading order the Bondi mass coincides with the ADM mass because of the imposed large BH approximation \( \lambda \ll M \). The same condition ensures the validity of the 1-loop approximation. Since the leading order Hawking temperature is mass independent any correction coming from a varying Bondi mass will not be relevant until next-to-next-to leading order.

Nevertheless, it is amusing that all steps leading to the result (3.11) remain valid even for non-constant \( M = M(u) \). Thus, one can calculate the leading order mass decrease by virtue of the 2D Stefan-Boltzmann law:

\[ \frac{dM}{du} = -\frac{\pi}{6} (T_H^0)^2 \left( 1 - \frac{\lambda}{24\pi M} \right) + \mathcal{O}\left( \frac{\lambda^2}{M^2} \right). \]  

(3.12)

Supposing that at \( u = u_0 \) the initial mass of the BH was \( M = M_0 \) this equation can be integrated straightforwardly

\[ M(u) \approx M_0 - \frac{\pi}{6} (T_H^0)^2 (u - u_0) + \frac{\lambda}{24\pi} \ln \frac{M_0 - \lambda/(24\pi)}{M_0 - \lambda/(24\pi)}. \]  

(3.13)

The first term is the ADM mass, the second term corresponds to a linear decrease due to the (in leading order) constant Hawking flux and the third term provides the first nontrivial correction. Up to the considered order in \( \lambda/M \) from (3.13) one can express \( M(u) \) in terms of the Lambert \( W \)-function [31].

\(^9\)The simplest possible definition is through the surface gravity \( \kappa := \frac{1}{2} d\hat{\xi}/dr|_{r=r_h} = 2\pi T_H \); cf. e.g. ref. [29] and references therein.
4. Discussion

Inspection of the Killing norm \((3.10)\) reveals that the horizon is shifted to a slightly smaller value of the dilaton due to backreaction effects. Consequently, the Hawking temperature \((3.11)\) decreases as compared to leading order, which may be an indication that eventually the Hawking process will stop for the dilaton BH. Of course the zero present in \((3.11)\) cannot be taken to extract the remnant mass, because in that regime higher orders in \((∂_0 φ)^2\) are not negligible anymore.

An important remark concerns the conformal mapping of the CGHS model to another one without kinetic term for the dilaton, a transformation which is frequently used in the literature. Applying the steps above to the latter yields no corrections whatsoever to the Hawking temperature and hence a vanishing inverse specific heat. Thus, as might be expected on general grounds (see, for instance, sect. 2.1.4 of ref. \[2\]), quantization in different conformal frames yields different results for physical observables.

In previous work most of the calculations of radiative corrections to the Hawking temperature in the CGHS model were done either with some additional assumptions about the quantization (ABC \[7\]) or after a modification of the Polyakov action (BPP \[8, 11\] or RST \[9, 32\]). All of them seem to favor a vanishing inverse specific heat. These models are exactly soluble\(^{10}\), but their relations to the original one are somewhat obscure. A direct calculation of the backreaction effects in the CGHS model with massive scalars was performed in ref. \[34\]. These authors, however, invoked a large mass expansion for the scalars which makes any comparison to our calculations hardly possible.

Quantum corrections to mass and temperature have been obtained also in ref. \[35\] by thermodynamical methods under the assumption of compactly supported Hawking radiation. In the infinite volume limit the result for the quantum corrected Hawking temperature coincides with \((3.11)\), apart from the sign of the correction term. This sign is very important for physical reasons as it correlates with the sign in \((1.1)\). While we have obtained a positive specific heat, eq. (18) of ref. \[35\] implies a negative one. The difference may be traced back to the Hartle-Hawking boundary conditions imposed in ref. \[35\] which should be supported by the thermal bath, while our discussion is based upon Unruh boundary conditions which seem to be the most adequate ones for describing the evaporation of an isolated macroscopic BH (cf. e.g. sect. 11.2 of ref. \[18\]).

If the CGHS is considered from a stringy point of view one should compare it with the exact string BH of ref. \[5\] which follows from an exact conformal field theory. It produces the CGHS in the limit of level \(k \to \infty\). But even for arbitrary values of \(k\) the specific heat does not receive corrections. It should be noted that the results on the ADM mass and some other characteristics of the exact string BH should be

---

\(^{10}\)A very general class of soluble dilaton models including quantum effects was analyzed in ref. \[33\].
considered with a certain reservation because no field theory action for this model is known [36].

Finally, it should be mentioned that the approach advocated here can be applied (at least in principle) to all dilaton gravity theories in 2D with minimally coupled matter, albeit complications arise due to the fact that the generalized Polyakov action (3.3) contains non-local contributions. Moreover, additional diagrams already contribute at tree level [26]. A generalization to nonminimally coupled matter is even less straightforward, but it would be very interesting to pursue, because in this way the genuine Schwarzschild BH with (in four dimensions) minimally coupled matter can be described.
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A. Alternative approach

The purpose of this appendix is to provide an alternative derivation of the effective interaction vertex (3.9) by applying a method which works also for generic dilaton gravity theories and which has proven useful already for tree level vertices [15–17,25, 26]. Since the Polyakov action contains the zweibeine at classical level it is sufficient to solve the classical equations of motion with matter replaced by a localized source $(\partial_0 \phi)^2 \rightarrow c_0 \delta(x - y)$. The linear order terms in $c_0$ will produce the vertex of interest. In this manner one obtains\(^\text{11}\) by expanding the logarithm of (2.18)

$$\ln \hat{E}_1^+ = \ln E_1^+ - c_0 \left(1 - \frac{x^0}{x^0} \right) \theta(x^0 - y^0) \delta(x^1 - y^1) + \mathcal{O}(c_0^2). \quad (A.1)$$

The differential operator $\Gamma$ does not receive any $c_0$ corrections.

As pointed out below eq. (3.8) there seem to be two ways to obtain the vertex: naively, one would just take the first order in $c_0$ of the whole Polyakov action (“symmetric variant”); alternatively, by taking the origin of the Polyakov action, namely the conformal anomaly, seriously one has to take the first order term in $c_0$ of $\ln \hat{E}_1^+$.

---

\(^\text{11}\)There are different prescriptions to define $\partial_0^{-2} \delta(x - y)$. The one with $\theta(x^0 - y^0)$ in (A.1) has been chosen because it produces a finite result for the vertex and thus allows for a sensible discussion of divergencies which are encountered later.
and to multiply it with the zeroth order of the curvature term, $\Gamma \ln \hat{E}^+_1$ (“correct variant”). The result comprising both cases is

$$V = \int_{-\infty}^{\infty} dy_1 \int_{x_0^h+\varepsilon}^{\infty} dy_0 (\partial_0 \phi)^2 \left[ \frac{c}{y_0^0} + d \right]. \quad (A.2)$$

The symmetric variant yields $c = -M/(192\pi \lambda^2)$ and $d = 1/48\pi$ while otherwise $c = -M/(192\pi \lambda^2)$ and $d = 0$ is obtained. The lower integration limit is explained as follows: $x_0^h = M/\lambda$ is the horizon of the background geometry and $\varepsilon > 0$ is a cutoff parameter to regularize the $y^0$ integration in (A.2).

For $d = 0$ the result (A.2) is equivalent to (3.9). To show that $d$ must be zero it is sufficient to study propagation in the vacuum, i.e. a vanishing BH mass $M = 0$ can be considered. Then $c = 0$, but $d$ might be vanishing or nonvanishing, depending on whether the “correct” or the “symmetric” variant is applied. The scalar field can be represented as

$$\phi = \frac{1}{\sqrt{2\pi}} \int_0^{\infty} \frac{dk}{\sqrt{2k}} \left[ b^+_k \exp(ikx^1) + b^-_k \exp(-ikx^1) ight] + a^+ \exp \left( ik \left( x^1 + \int x^0 \frac{dz}{\lambda z} \right) \right) + a^- \exp \left( -ik \left( x^1 + \int x^0 \frac{dz}{\lambda z} \right) \right), \quad (A.3)$$

where $b^\pm$ create and annihilate the right movers and $a^\pm$ the left movers. The normalization is given by $[a^-_k, a^+_q] = \delta(k-q) = [b^-_k, b^+_q]$ (all other commutators vanish).

In the quantity $(\partial_0 \phi)^2$ only the left movers survive; therefore, only left movers may acquire nontrivial quantum corrections. The relation between in and out vacua is trivial and the T-matrix corresponding to a propagator correction can be calculated straightforwardly:

$$T =_{\text{out}} < 0|a^-_k V a^+_q|0 >_{\text{in}} \propto \delta(k-q) \frac{d}{\varepsilon} \quad (A.4)$$

Thus, in the correct variant no additional correction to the propagator arises, while the symmetric variant yields a cutoff dependent result which diverges when the cutoff approaches zero. This provides a physical way to see why the “correct” variant can be the only valid one: after all, for vanishing BH mass ($M = 0$) the scalar field should propagate freely on a Minkowskian background.

In the massive case ($M \neq 0$) the standard route would be to introduce a mode decomposition for the scalar field (carefully distinguishing between in modes and out modes) and to calculate vacuum expectation values with the insertion of (3.9). Assuming that $V$ is a small perturbation standard methods can be applied and then the problem reduces to the determination of quantum corrected Bogoliubov coefficients between in states and out states. Once these coefficients are known
also corrections to the Hawking temperature can be extracted. However, there are difficulties as the vertex introduced in \( A \) depends on the cutoff parameter \( \varepsilon \) and diverges in the limit \( \varepsilon \to 0 \). Therefore, the method presented in the main part is more suitable if one wants to calculate just corrections to the Hawking temperature rather than generic scattering processes.
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