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The ground-state phase diagram of the half-filled two-leg Hubbard ladder with intersite Coulomb repulsions and exchange coupling is studied by using the strong-coupling perturbation theory and the weak-coupling bosonization method. Considered here as possible ground states of the ladder model are four types of density-wave states with different angular momentum (s-density-wave state, p-density-wave state, d-density-wave state, and f-density-wave state) and four types of quantum disordered states, i.e., Mott insulating states (S-Mott, D-Mott, S’-Mott, and D’-Mott states, where S and D stand for s- and d-wave symmetry). The s-density-wave state, the d-density-wave state, and the D-Mott state are also known as the charge-density-wave state, the staggered-flux state, and the rung-singlet state, respectively. Strong-coupling approach naturally leads to the Ising model in a transverse field as an effective theory for the quantum phase transitions between the staggered-flux state and the D-Mott state and between the charge-density-wave state and the S-Mott state, where the Ising ordered states correspond to doubly degenerate ground states in the staggered-flux or the charge-density-wave state. From the weak-coupling bosonization approach it is shown that there are three cases in the quantum phase transitions between a density-wave state and a Mott state: the Ising (Z2) criticality, the SU(2) criticality, and a first-order transition. The quantum phase transitions between Mott states and between density-wave states are found to be the U(1) Gaussian criticality. The ground-state phase diagram is determined by integrating perturbative renormalization-group equations. It is shown that the S-Mott state and the staggered-flux state exist in the region sandwiched by the charge-density-wave phase and the D-Mott phase. The p-density-wave state, the S’-Mott state, and the D’-Mott state also appear in the phase diagram when the next-nearest-neighbor repulsion is included. The correspondence between Mott states in extended Hubbard ladders and spin-liquid states in spin ladders is also discussed.
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I. INTRODUCTION

Ladder systems have been studied intensively over the years as a simplified model system that shows variety of quantum phenomena due to strong electron correlations. Since the ladder models can be analyzed with powerful non-perturbative methods such as bosonization and conformal field theory as well as with large-scale numerical calculations, they provide a useful testing ground for various theoretical ideas developed for the two-dimensional case. Moreover, the studies of ladder systems have been strongly stimulated by experimental developments in synthesizing compounds with ladder structure that show superconductivity and spin-liquid behavior. A good example is the ladder compound Sr14Cu24O41 that shows d-wave superconducting order under pressure with Ca doping and charge-density-wave (CDW) order as recently suggested experimentally. Theoretical studies on doped ladder models such as the Hubbard and t-J ladders have established that the dominant correlation is indeed a d-wave-like superconducting order, a feature that is reminiscent of the d-wave superconductivity in high-Tc cuprates. On the other hand, undoped half-filled Hubbard and Heisenberg ladders are insulators that have a gap in both charge and spin excitations. This spin-liquid behavior is caused by singlet formation on each rung, and the state is said to be in the rung-singlet phase. It is also named D-Mott phase because of its close connection to the d-wave-like pairing state.

Recent theoretical interest on the ladder models has been focused on the search of exotic phases in these systems. In particular, the staggered-flux (SF) state, which is also known as the orbital antiferromagnet and the d-density wave, has received a lot of attention. More than a decade the SF state has been intensively studied in connection with the pseudogap phase in the two-dimensional high-Tc cuprates. The SF state has spontaneous currents flowing around plaquettes, breaking the time-reversal symmetry. Even though ladders are one-dimensional (1D), the long-range order of the SF correlation is possible at half filling, since the symmetry broken in this state is discrete. This point was emphasized recently in Ref. 38, where it was also suggested that the SF phase should occur in the phase diagram of the SO(5) symmetric Hubbard model. Besides the SF phase, the ground-state phase diagram of the ladder models can include the Mott phases, and other phases.

Motivated by these developments, in this paper we attempt systematic exploration of the ground-state phase diagram of a generalized two-leg Hubbard ladder at half filling that has not only repulsive on-site and intersite interactions but also antiferromagnetic (AF) exchange interaction and pair hoppings between the legs. To map out the possible phases in the parameter space of the model and to analyze various quantum phase transitions, we employ both the strong-coupling perturbation theory and the weak-coupling bosonization method. We find that the inclusion of the additional interactions leads to emergence of various new phases. In the strong-coupling approach, we describe the SF state as an AF ordered state of pseudospins that represent currents flowing on the rungs. The effective theory near the phase
boundary between the SF state and the D-Mott state is then found to be the 1D Ising model in a transverse field. The D-Mott phase is thus interpreted as a disordered state of the Ising model. We also present a similar mapping to the 1D quantum Ising model for the quantum phase transition between the CDW phase and the S-Mott phase. Here the CDW state and the S-Mott state correspond to the ordered and quantum disordered states of the Ising model, respectively. Furthermore, we show that a low-energy effective theory near the phase transition between the D-Mott and the S-Mott phases is the XXZ spin chain in a staggered field, which exhibits a U(1) Gaussian criticality.

In the weak-coupling limit, we follow the standard approach of taking continuum limit and bosonizing the Hamiltonian. We obtain a coupled sine-Gordon model for four bosonic modes (charge/spin and even/odd modes) and analyze it by perturbative renormalization-group (RG) method and a semiclassical approximation. The scaling equations we derive are equivalent to those obtained earlier by Lin, Balents, and Fisher. We depart here from the earlier work. We consider four types of density-wave states with different one of the four CDW state and the generalized Hubbard ladder from perturbative RG equations. Furthermore, we show that a low-energy effective theory for the charge mode and for the spin mode that describe the Gaussian, Ising, and SU(2)2 criticalities. The connection of our results to the phase diagram by the strong-coupling perturbation theory, and examine phase transitions between the ground-state phase diagram by the strong-coupling perturbation theory, and examine phase transitions between the ground-state and the SU(2)2 approach of taking continuum limit and bosonizing the Hamiltonian. We derive are equivalent to those obtained earlier by Lin, Balents, and Fisher. We depart here from the earlier work. We consider four types of density-wave states with different angular momentum:31 s-density wave (= CDW), p-density wave (PDW, which is equivalent to the spin-Peierls state), d-density wave (= SF), and f-density wave (FDW). These density-wave states break Z2 symmetry and can have long-range order at zero temperature. We find that, in general, there should appear four types of Mott insulating phases (called S-Mott, D-Mott, S′-Mott, and D′-Mott states), each of which can be obtained as a quantum disordered state from one of the four Z2-symmetry-breaking density-wave states. We then study quantum phase transitions among these eight phases and show that a transition between a density-wave state and a Mott state is either second order [in the Ising or SU(2)2 universality class] or first order.37 Phase transitions between density-wave states and between Mott states are U(1) Gaussian criticalities. After classifying the phases and the quantum phase transitions, we determine the ground-state phase diagram of the extended Hubbard model with extra inter-site repulsion and the exchange interaction. We find that the S-Mott and the SF phases appear in the parameter space of couplings where the D-Mott and the CDW phases compete. We also show that the next-nearest-neighbor repulsion stabilizes the S′-Mott state and the PDW state; the latter state is connected to the D-Mott state through the SU(2)2 criticality.

This paper is organized as follows. In Sec. II the model we analyze in this paper is introduced. In Sec. III we study the ground-state phase diagram by the strong-coupling perturbation theory, and examine phase transitions between the competing ground states: the SF, D-Mott, CDW, and S-Mott states. In Sec. IV we apply the weak-coupling bosonization method to study the ground-state phase diagram. We derive effective low-energy theory for the charge mode and for the spin mode that describe the Gaussian, Ising, and SU(2)2 criticalities. The connection of our results to the phase diagram of spin ladders with spin liquid ground states is also discussed. We then determine the phase diagram of the generalized Hubbard ladder from perturbative RG equations. Finally, the results are summarized in Sec. V.

II. MODEL

We consider a half-filled two-leg Hubbard ladder with onsite and intersite Coulomb repulsions and rung exchange interaction. The Hamiltonian we study in this paper is given by

$$H = H_0 + H_{\text{int}} + H_{V} + H_{\text{pair}}. \quad (2.1)$$

The first two terms describe hopping along and between the legs, respectively,

$$H_{t_{ij}} = -t \sum_{j, \sigma, \ell} (c_{j, \ell, \sigma}^\dagger c_{j+1, \sigma} + H.c.), \quad (2.2)$$

$$H_{t_{l}} = -t \sum_{j, \sigma} (c_{j, \sigma}^\dagger c_{2j, \sigma} + H.c.), \quad (2.3)$$

where $c_{j, \ell, \sigma}$ annihilates an electron of spin $\sigma(=\uparrow, \downarrow)$ on rung $j$ and leg $\ell(=1,2)$. The Hamiltonian $H_{\text{int}} = H_U + H_{V} + H_{J_{ij}}$ consists of three terms representing interactions within a rung: the on-site repulsion,

$$H_U = U \sum_{j, \ell} n_{j, \ell, \uparrow} n_{j, \ell, \downarrow}, \quad (2.4)$$

the nearest-neighbor repulsion on a rung,

$$H_{V} = V_\perp \sum_{j} n_{j, \uparrow} n_{j, \downarrow}, \quad (2.5)$$

and the nearest-neighbor exchange interaction on a rung,

$$H_{J_{ij}} = J_1 \sum_{j} S_{j, \uparrow} \cdot S_{j, \downarrow}. \quad (2.6)$$

The density operators are $n_{j, \ell, \sigma} = c_{j, \ell, \sigma}^\dagger c_{j, \ell, \sigma}$ and $n_{j, \ell} = n_{j, \ell, \uparrow} + n_{j, \ell, \downarrow}$, and the spin-1/2 operator is given by

$$S_{j, \ell} = \frac{1}{2} \sum_{\sigma_1, \sigma_2} c_{j, \ell, \sigma_1}^{\dagger} \sigma_{\sigma_1, \sigma_2} c_{j, \ell, \sigma_2}, \quad (2.7)$$

where $\sigma_{\sigma_1, \sigma_2}$ are the Pauli matrices. The Hamiltonian (2.1) also has nearest-neighbor repulsive interaction within a leg,

$$H_{V_L} = V_{\perp} \sum_{j} n_{j} n_{j+1}, \quad (2.8)$$

and next-nearest-neighbor repulsion,

$$H_{V'} = V' \sum_{j} (n_{j} n_{j+1} + n_{j+1} n_{j+2}). \quad (2.9)$$

The last component of the Hamiltonian (2.1) is the pair hopping between the legs,

$$H_{\text{pair}} = t_{\text{pair}} \sum_{j} (c_{j, \ell, \uparrow}^\dagger c_{j, \ell, \downarrow} c_{j+2, \downarrow}^\dagger c_{j+2, \uparrow} + H.c.). \quad (2.10)$$

The coupling constants, $U$, $V_L$, $V$, $V'$, $J_{ij}$, and $t_{\text{pair}}$, are assumed to be either zero or positive. (Most of our discussions are actually concerned with the case $V_L = V' = t_{\text{pair}}$.
GENERALIZED TWO-LEG HUBBARD LADDER AT HALF . . .

In this paper we consider only the half-filled case where \( \Sigma_{t,h_j,t} \) equals the number of total lattice sites.

III. STRONG-COUPLING APPROACH

In this section, we perform strong-coupling analysis starting from the independent rungs and discuss transitions between various insulating phases.

We begin with eigenstates of \( H_{\text{int}} \) for decoupled rungs at half filling. Convenient basis states for two electrons on a single rung (e.g., \( j \)th rung) with \( S_{j,1}^Z + S_{j,2}^Z = 0 \) are

\[
\begin{align*}
|1\rangle_j &= \begin{pmatrix} \uparrow \downarrow \end{pmatrix}_j = c_{j,1,\uparrow}^\dagger c_{j,2,\downarrow}^\dagger |0\rangle, \\
|2\rangle_j &= \begin{pmatrix} \uparrow \uparrow \end{pmatrix}_j = c_{j,1,\uparrow}^\dagger c_{j,2,\uparrow}^\dagger |0\rangle, \\
|3\rangle_j &= \begin{pmatrix} \downarrow \downarrow \end{pmatrix}_j = c_{j,1,\downarrow}^\dagger c_{j,2,\downarrow}^\dagger |0\rangle, \\
|4\rangle_j &= \begin{pmatrix} \downarrow \uparrow \end{pmatrix}_j = c_{j,1,\downarrow}^\dagger c_{j,2,\uparrow}^\dagger |0\rangle.
\end{align*}
\]

The interaction Hamiltonian \( H_{\text{int}} \) is diagonalized as

\[
H_{\text{int}} \begin{pmatrix} |1\rangle_j - |2\rangle_j \end{pmatrix}_j \sqrt{2} = \left( V_\perp - \frac{3}{4} J \right) \begin{pmatrix} |1\rangle_j - |2\rangle_j \end{pmatrix}_j \sqrt{2},
\]

\[
H_{\text{int}} \begin{pmatrix} |1\rangle_j + |2\rangle_j \end{pmatrix}_j \sqrt{2} = \left( V_\perp + \frac{1}{4} J \right) \begin{pmatrix} |1\rangle_j + |2\rangle_j \end{pmatrix}_j \sqrt{2},
\]

\[
H_{\text{int}} |3\rangle_j = U |3\rangle_j, \\
H_{\text{int}} |4\rangle_j = U |4\rangle_j.
\]

Comparing the eigenvalues, we find that the lowest-energy state of \( H_{\text{int}} \) for \( U > V_\perp - 3J / 4 \) is

\[
|\text{D-Mott}\rangle = \prod_j \frac{1}{\sqrt{2}} \begin{pmatrix} \uparrow \downarrow \end{pmatrix}_j - \begin{pmatrix} \downarrow \uparrow \end{pmatrix}_j.
\]

This state is a direct product of rung singlets and is nothing but the strong-coupling limit of the D-Mott phase or the Mott insulating phase of a half-filled Hubbard ladder.

When \( U < V_\perp - 3J / 4 \), on the other hand, the doubly occupied states \( |3\rangle \) and \( |4\rangle \) become lowest-energy states. In this case, one of the possible ground states is the on-site paired insulating state realized in the S-Mott phase,

\[
|\text{S-Mott}\rangle = \prod_j \frac{1}{\sqrt{2}} \begin{pmatrix} \downarrow \downarrow \end{pmatrix}_j + \begin{pmatrix} \uparrow \uparrow \end{pmatrix}_j.
\]

Another possible ground state is the CDW state,

\[
|\text{CDW}\rangle_1 = \prod_j \begin{pmatrix} \uparrow \downarrow \downarrow \uparrow \end{pmatrix}_j - \begin{pmatrix} \downarrow \uparrow \uparrow \downarrow \end{pmatrix}_j.
\]

and

\[
|\text{CDW}\rangle_2 = \prod_j \begin{pmatrix} \uparrow \downarrow \uparrow \downarrow \end{pmatrix}_j - \begin{pmatrix} \downarrow \uparrow \downarrow \uparrow \end{pmatrix}_j.
\]

In the next subsections we study phase transitions between these phases.

A. CDW–S-Mott transition: Ising criticality

In this subsection we discuss the phase transition between the S-Mott phase and the CDW phase for \( U < V_\perp - 3J / 4 \). This can be analyzed by mapping the system onto an effective spin model. A similar analysis for the SO(5) symmetric ladder is reported in Refs. 44 and 45.

We restrict ourselves to the lowest-energy states \( |3\rangle \) and \( |4\rangle \) and denote them as

\[
|+\rangle_j = |3\rangle_j, \quad |-\rangle_j = |4\rangle_j
\]

to make the connection to a spin model more evident. We regard \( |\pm\rangle \) as the pseudospin up/down states. In this picture, the antiferromagnetic ordering of the spins corresponds to the CDW ordering. We will treat the single-particle hopping terms \( H_t \) and \( H_{\text{int}} \) as weak perturbations to derive effective Hamiltonian in the Hilbert space of \( |+\rangle \) and \( |\rangle \). The lowest-order contributions come from the second-order processes,

\[
H^{(2a)} = H_t \frac{1}{E_0 - H_{\text{int}}} H_t^\dagger, \\
H^{(2b)} = H_{\text{int}} \frac{1}{E_0 - H_{\text{int}}} H_t H_t^\dagger,
\]

where \( E_0 = NU \) with \( N \) being the number of rungs. The non-zero matrix elements of \( H^{(2a)} \) and \( H^{(2b)} \) are given by

\[
\langle \pm, \mp | H^{(2a)} | \pm, \mp \rangle = \frac{4N^2}{U - 2V_\perp},
\]

\[
\langle \pm | H^{(2b)} | \pm \rangle = \frac{2N^2}{U - V_\perp + 3J / 4},
\]

where \( |s, s'\rangle = |s\rangle_j |s'\rangle_{j+1} \) \((s, s' = \pm)\). The above Hamiltonian is written in terms of pseudospin operators as

\[
H^{(2a)} = \frac{2N^2}{2V_\perp - U} \sum_j (\tau_j^x \tau_{j+1}^x - 1),
\]

\[
H^{(2b)} = \frac{2N^2}{U - V_\perp + 3J / 4} \sum_j \tau_j^z + \text{const},
\]

where \( \tau_j^x \) and \( \tau_j^z \) are Pauli matrices acting on the pseudospin states: \( \tau_j^x |\pm\rangle_j = \pm |\pm\rangle_j \) and \( \tau_j^z |\pm\rangle_j = |\mp\rangle_j \). Here we find that \( H^{(2a)} \) favors antiferromagnetic ordering, while \( H^{(2b)} \) pre-
vents the order. We thus find that the effective Hamiltonian for the doubly occupied states \( H_{\text{eff}}^{(1)} = H^{(2a)} + H^{(2b)} \) is given by the one-dimensional quantum Ising model,

\[
H_{\text{eff}}^{(1)} = \sum_j (K \tau_j^x \tau_{j+1}^x - h \tau_j^y),
\]

where the antiferromagnetic exchange coupling \( K \) and the magnitude of the transverse field \( h \) are given by

\[
K = \frac{2t_1^2}{2V_U - U}, \quad h = \frac{2t_2^2}{V_U - 3J_1/4 - U}.
\]

This model exhibits the Ising criticality at \( K = h \) between the ordered phase (i.e., the CDW phase) for \( K > h \) and the disordered phase for \( K < h \). The ground state in the disordered phase is essentially the eigenstate of \( \tau^y \) with eigenvalue \( +1 \), which is nothing but the S-Mott phase,

\[
|\tau^y = +1\rangle_j = \frac{|+\rangle_j - |\rangle_j}{\sqrt{2}} \rightarrow \text{S-Mott}. \tag{3.21}
\]

The condition for the CDW phase to appear is given in terms of the Hubbard interactions as

\[
V_U > \frac{1 - (t_{j1}/t_{j2})^2}{1 - 2(t_{j1}/t_{j2})^2} \left[ U + \frac{3}{4[1 - 2(t_{j1}/t_{j2})^2]} J_{\perp} \right], \tag{3.22}
\]

where \( 0 < t_{j1}, t_{j2} < 1/\sqrt{2} \). When \( t_{j1} t_{j2} > 1/\sqrt{2} \), the CDW phase is not realized within our approximation.

Here we briefly discuss effects of \( H_{1j} \), \( H_{1'j} \), and \( H_{\text{pair}} \), treating them as small perturbations. The lowest-order contributions come from the first-order perturbation, \( H^{(a)}_{1j} = H_{1j} \) and \( H^{(b)}_{1j} = H_{\text{pair}} \), which can be written in terms of the pseudospin operators as \( H^{(a)}_{1j} = 2V' \sum_j (\tau_j^x \tau_{j+1}^x + 1) \) and \( H^{(b)}_{1j} = H_{\text{pair}} \sum_j \tau_j^y \). The coupling constants in the quantum Ising model are modified to

\[
K = \frac{2t_1^2}{2V_U - U} + 2V_U - 2V', \tag{3.23}
\]

\[
h = \frac{2t_2^2}{V_U - 3J_1/4 - U - t_{\text{pair}}}. \tag{3.24}
\]

Thus, \( H_{1j} \), \( H_{1'j} \), and \( H_{\text{pair}} \) do not change the Ising universality and only affect the coupling constants. Their main effect is to move the phase boundary. The \( V_U \) and \( t_{\text{pair}} \) interactions favor the Ising ordered phase or the CDW phase, while the \( V' \) interaction is in favor of the S-Mott phase.

B. D-Mott–S-Mott transition: Gaussian criticality

Next we discuss the parameter region \( U \approx V_U - 3J_1/4 \). In this case the low-energy states of \( H_{\text{int}} \) are formed out of \( \{1\rangle_j - |2\rangle_j\}/\sqrt{2}, \{3\rangle_j, \) and \{4\rangle_j; see Eqs. (3.5)–(3.8). The analysis in the preceding subsection indicates that, among the states made of \{3\rangle_j \) and \{4\rangle_j, only the S-Mott phase can appear for \( U = V_U - 3J_1/4 \) due to the large transverse field \( h \). We thus keep only the two states,

\[
|\langle 1\rangle_j - |2\rangle_j\rangle_j = \frac{|1\rangle_j - |2\rangle_j}{\sqrt{2}}, \quad |\langle 3\rangle_j + |4\rangle_j\rangle_j = \frac{|3\rangle_j + |4\rangle_j}{\sqrt{2}}, \tag{3.25}
\]

for each rung and derive an effective low-energy Hamiltonian for these states to study the competition between the S-Mott and D-Mott phases. In this basis, \( H_{\text{int}} \) and \( H_{\perp} \) on the \( j \)th rung read

\[
H_{\text{int}} = \begin{pmatrix} V_U - \frac{3}{4} J_{\perp} & 0 \\ 0 & U \end{pmatrix}, \tag{3.26}
\]

\[
H_{\perp} = \begin{pmatrix} 0 & -2t_{\perp} \\ -2t_{\perp} & 0 \end{pmatrix}, \tag{3.27}
\]

where \( |+\rangle_j = '((1,0) \) and \(|-\rangle_j = '((0,1) \). Since we are interested in the region near the level crossing point \( U = V_U - 3J_1/4 \), we split the Hamiltonian as

\[
H_{\text{int}} + H_{\perp} + H_{\text{pair}} = H_{\text{DS}}^{(0)} + H_{\text{DS}}^{(1)} \tag{3.28}
\]

where the unperturbed Hamiltonian \( H_{\text{DS}}^{(0)} \) and the perturbation term \( H_{\text{DS}}^{(1)} \) are given by \( H_{\text{DS}}^{(0)} = U \Sigma_j n_j, n_{j+1} + n_{j+1, n_{j+1, n_{j+1}}, n_{j, n_{j+2}} + n_{j+2, n_{j+2}} + n_{j+2, n_{j+2}} + n_{j+2, n_{j+2}} \) and \( H_{\text{DS}}^{(1)} = (V_U - U) \Sigma_j n_j, n_{j+1} + H_{\perp} + H_{\text{pair}} \). Up to second order in \( H_{\text{DS}}^{(0)} \) the effective Hamiltonian is obtained as \( H^{(0)} + H^{(1)} + H^{(2)} \),

\[
H_{\text{int}}^{(0)} = \begin{pmatrix} U & 0 \\ 0 & U \end{pmatrix}, \tag{3.29}
\]

\[
H_{\text{int}}^{(1)} = \begin{pmatrix} -U - V_U + \frac{3}{4} J_{\perp} & -2t_{\perp} \\ -2t_{\perp} & 0 \end{pmatrix}, \tag{3.30}
\]

\[
H_{\text{int}}^{(2)} = H_{\text{DS}}^{(0)} - U H_{\text{DS}}^{(1)} \tag{3.31}
\]

where \( H^{(0)} = \Sigma_j, H_{\text{int}}^{(1)} = \Sigma_j H_{\text{int}}^{(1)}, \) and \( E_0 = NU \). Now we introduce spin-1/2 operators \( \tilde{S}_j^x, \tilde{S}_j^y, \) and \( \tilde{S}_j^z \) and identify the two states \(|+\rangle_j, \) and \(|-\rangle_j, \) with up and down states of the pseudospin \( \tilde{S}_j^z \). The first-order term \( H^{(1)} \) (3.30) is then written as

\[
H^{(1)} = -U - V_U + \frac{3}{4} J_{\perp} \sum_j \left( \tilde{S}_j^z + \frac{1}{2} \right) - 4t_{\perp} \sum_j \tilde{S}_j^z \tag{3.32}
\]

The energy difference between the \(|\pm\rangle_j, \) states and the rung hopping are represented as the longitudinal and transverse magnetic fields, respectively. The nonzero matrix elements of \( H^{(2)} \) (3.31) are given by

\[
\langle \langle \pm, \pm | H^{(2)} | \pm, \pm \rangle \rangle_j = -\frac{2t_{\perp}^2}{U}, \tag{3.33}
\]

\[
\langle \langle \pm, \pm | H^{(2)} | \pm, \pm \rangle \rangle_j = \frac{2t_{\perp}^2}{U}, \tag{3.34}
\]

245106-4
\[\langle\langle\pm, \pm | H^{(2)} | \pm, \pm\rangle\rangle_j = -\frac{t_1^2}{2U}, \quad (3.35)\]
\[\langle\langle\pm, \mp | H^{(2)} | \pm, \mp\rangle\rangle_j = \frac{t_1^2}{2U}, \quad (3.36)\]

where \(|s, s'\rangle\rangle_j = |s\rangle\rangle_j |s'\rangle\rangle_{j+1}\) \((s, s' = \pm)\). Thus the second-order contribution \(H^{(2)}\) is written in terms of the pseudospin operators as

\[
H^{(2)} = -\frac{t_1^2}{U} \sum_j \left(3\tilde{S}^z_j\tilde{S}^z_{j+1} + \frac{5}{4}\right) + \frac{2t_2^2}{U} \sum_j (\tilde{S}^+_j\tilde{S}^-_{j+1} + \text{h.c.}) + \frac{t_1^2}{2U} \sum_j (\tilde{S}^+_j\tilde{S}^-_{j+1} + \text{h.c.}).
\]

\[
H_{\text{DS}}^{\text{eff}} = \sum_j [J^x\tilde{S}^x_j\tilde{S}^x_{j+1} - J^z(\tilde{S}^y_j\tilde{S}^y_{j+1} + \text{h.c.})]
\]

\[\quad - t_2^2 \sum_j (h^x\tilde{S}^x_j + h^z\tilde{S}^z_j), \quad (3.38)\]

where \(J^x = 5t_2^2/U, J^y = 3t_2^2/U, h^x = 4t_1, \) and \(h^z = U - V_\perp + 3J_\perp/4\). We are interested in the case where the Zeeman field in the \(z\) direction \(h^z\) is weak. When \(h^z = 0\), \(H_{\text{DS}}^{\text{eff}}\) is equivalent to the XXZ model with the exchange anisotropy \(\Delta = J^z/J^x = 5/3\) and a uniform field in the \(z\) direction. It is known that the XXZ model is in the massless phase governed by the \(c = 1\) conformal field theory (CFT) with a compactification radius \(R = 1/\sqrt{\pi(4\pi R)}\), if the uniform field is in the range \(0.175J^x \leq h^z < \frac{1}{2}J^z\). The weak perturbation \(h^z\) is acting on this gapless system. From the transformation \(\tilde{S}^x_j \rightarrow (-1)^{J^y_j} \tilde{S}^y_j\) we see that the Zeeman field \(h^z\) acts as a staggered transverse field in the antiferromagnetic XXZ model. Since the scaling dimension of \((-1)^{J^y_j}\tilde{S}^y_j\) is \(\pi R^2\), it is a relevant perturbation leading to the opening of a gap.\(^{50}\)

Hence we find that, when \(h^z \neq 0\), the \(h^z\) term is always relevant and generates a mass gap, while for \(h^z = 0\) the system reduces to the \(c = 1\) CFT or the Gaussian model. Therefore the \(D\text{-Mott} \rightarrow S\text{-Mott}\) transition is a Gaussian \(U(1)\) criticality with the central charge \(c = 1\). The critical point is at \(h^z = 0\), i.e.,

\[U - V_\perp + \frac{3}{4}J_\perp = 0. \quad (3.39)\]

The character of the gapped phases at \(h^z \neq 0\) is deduced by looking at the dominant \(h^z\) term. Since the gapped phases should correspond to states minimizing the relevant \(h^z\)-term, \(-h^z\tilde{S}^z_j\), in Eq. (3.38), we conclude that for \(h^z > 0\) \((h^z < 0)\) the ground state is a ferromagnetically ordered state

**FIG. 1.** Strong-coupling phase diagram of \(H_{\text{int}} + H_{v_x} + H_{\text{pair}}\) at \(t_\perp = t_\|/2\) and \(J_\| = 0\). The CDW–S-Mott transition is in the Ising universality class, while the S-Mott–D-Mott transition is in the U(1) (Gaussian) universality class. The CDW (S-Mott) phase corresponds to the ordered (disordered) phase in the effective quantum Ising model (3.19). The S-Mott and D-Mott phases are the ferromagnetically ordered phases of the effective spin model (3.38), with positive (negative) magnetization \(\langle \tilde{S}^z \rangle\), or equivalently, in the D-Mott (S-Mott) phase in the original Hubbard ladder model; see Eq. (3.25).

The phase diagram obtained from the strong-coupling perturbation theory is shown in Fig. 1, where parameters are taken as \(t_\perp = t_\|/2\) and \(J_\| = 0\). The phase transition between the D-Mott state and the S-Mott state is described as the Gaussian criticality, while the phase transition between the S-Mott state and the CDW state is in the universality of the Ising phase transition. The phase diagram for nonzero \(J_\|\) is shown in Fig. 2. The CDW phase is realized when the condition (3.22) is satisfied. We note that, within the strong-coupling expansion to second order, the CDW phase does not exist for \(t_\perp = t_\|\).

Finally we discuss effects of the remaining interactions, \(H_{v_x}, H_{\text{pair}}\), and \(H_{\text{int}}\). We find that we may ignore \(H_{v_x}\) and \(H_{\text{pair}}\) since they yield only a constant energy shift in the second-order perturbation theory. By contrast, the pair-hopping term changes the phase boundary. Since \(H_{\text{pair}} |+\rangle\rangle_j = 0\) and \(H_{\text{pair}} |\langle\langle j\rangle\rangle_j = t_\text{pair}|\langle\langle j\rangle\rangle_j\), the interaction part of the Hamiltonian Eq. (3.26) is modified as \(H_{\text{int}}' = H_{\text{int}} + H_{\text{pair}}\), where

\[
H_{\text{int}}' = \begin{pmatrix}
V_\perp & -\frac{3}{4}J_\| & 0 \\
0 & U + t_\text{pair} & 0 \\
0 & 0 & U + t_\text{pair}
\end{pmatrix}.
\]

**FIG. 2.** Strong-coupling phase diagram of \(H_{\text{int}} + H_{v_x} + H_{\text{pair}}\) at \(t_\perp = t_\|/2\) on the plane of \(V_\perp/U\) and \(J_\|/U\). The CDW phase occupies the parameter region where the condition (3.22) is satisfied.
The main effect of \( t_{\text{pair}} \) is to change the coupling constant \( h^2 \) in Eq. (3.38) to \( h^2 = U - V_L + 3J_L/4 + t_{\text{pair}} \). In this case, the critical behavior is still governed by the Gaussian theory, and the critical point appears at

\[
U - V_L + \frac{3}{4} J_L + t_{\text{pair}} = 0. \tag{3.41}
\]

Thus, for \( t_{\text{pair}} > 0 \), the pair hopping term tends to stabilize the D-Mott phase. As shown in the preceding subsection, it also stabilizes the CDW phase, and the net effect of the pair hopping is to suppress the S-Mott phase sandwiched by the D-Mott and the CDW phases.

C. SF state as AF ordering of rung current and SF-D-Mott transition

In this subsection, we study the SF state in the ladder system using the strong-coupling expansion. Our starting point is the pair-hopping Hamiltonian \( H_{\text{pair}} \) (2.10). The eigenstates of \( H_{\text{pair}} \) are given by \(|1\rangle_j, |2\rangle_j, (|3\rangle_j + |4\rangle_j)/\sqrt{2}, \) and \((|3\rangle_j - |4\rangle_j)/\sqrt{2} \), satisfying

\[
H_{\text{pair}} |1\rangle_j = |1\rangle_j \quad \text{and} \quad H_{\text{pair}} |2\rangle_j = 0, \tag{3.42}
\]

\[
H_{\text{pair}} \frac{|3\rangle_j + |4\rangle_j}{\sqrt{2}} = -t_{\text{pair}} \frac{|3\rangle_j - |4\rangle_j}{\sqrt{2}}, \tag{3.43}
\]

\[
H_{\text{pair}} \frac{|3\rangle_j - |4\rangle_j}{\sqrt{2}} = +t_{\text{pair}} \frac{|3\rangle_j + |4\rangle_j}{\sqrt{2}}. \tag{3.44}
\]

We thus find that the pair hopping term favors the on-site singlet state \((|3\rangle_j - |4\rangle_j)/\sqrt{2}\). Anticipating competition between the on-site singlet state and the rung-singlet state \((|1\rangle_j - |2\rangle_j)/\sqrt{2}\) that has an energy gain of \(-3J_J/4\) from the exchange term \(H_J\), we will consider in this subsection the situation where \(t_{\text{pair}} \approx 3J_J/4\) and \(J_J\) is the largest energy scale in the problem. Introducing \( \delta t_{\text{pair}} = t_{\text{pair}} - 3J_J/4 \) ((\( \delta t_{\text{pair}} \ll J_J \))), we define \( \tilde{H}_0 \) and \( \tilde{H}' \) by

\[
\tilde{H}_0 = H_J + H_{\text{pair}}^{(0)}, \quad \tilde{H}' = H_U + H_V + H_J + H_{\text{pair}} + H_{\text{pair}}^{(0)}, \tag{3.45}
\]

where \( H_{\text{pair}}^{(0)} \) and \( H_{\text{pair}}' \) are obtained from \( H_{\text{pair}} \) by replacing \( t_{\text{pair}} \) with \( 3J_J/4 \) and \( \delta t_{\text{pair}} \), respectively. The unperturbed Hamiltonian \( \tilde{H}_0 \) has eigenstates,

\[
\tilde{H}_0 \frac{|1\rangle_j - |2\rangle_j}{\sqrt{2}} = - \frac{3}{4} J_J \frac{|1\rangle_j - |2\rangle_j}{\sqrt{2}}, \tag{3.47}
\]

\[
\tilde{H}_0 \frac{|3\rangle_j - |4\rangle_j}{\sqrt{2}} = - \frac{3}{4} J_J \frac{|3\rangle_j - |4\rangle_j}{\sqrt{2}}, \tag{3.48}
\]

\[
\tilde{H}_0 \frac{|1\rangle_j + |2\rangle_j}{\sqrt{2}} = + \frac{1}{4} J_J \frac{|1\rangle_j + |2\rangle_j}{\sqrt{2}}, \tag{3.49}
\]

We will focus on the degenerate low-energy states \((|1\rangle_j - |2\rangle_j)/\sqrt{2}\) and \((|3\rangle_j - |4\rangle_j)/\sqrt{2}\) and work with the following states that break time reversal symmetry,

\[
|\uparrow\rangle = \frac{1}{2}(|1\rangle_j - |2\rangle_j) + i(|3\rangle_j - |4\rangle_j), \tag{3.51}
\]

\[
|\downarrow\rangle = \frac{1}{2}(|1\rangle_j - |2\rangle_j) - i(|3\rangle_j - |4\rangle_j). \tag{3.52}
\]

We regard them as states with finite current running on the \(j\)th rung (Fig. 3), as they are eigenstates of the “rung-current operator” defined by

\[
\hat{J}_j = \sum_{\sigma} (c_{j,\sigma}^\dagger c_{j,\sigma} + c_{j,\sigma}^\dagger c_{j,\sigma}) \tag{3.53}
\]

equivalently, of currents circulating around each plaquette (Fig. 4). To verify the existence of the SF phase, we derive a low-energy effective theory, in perturbation expansion in \( H' \), for the low-energy states \(|\uparrow\rangle \) and \(|\downarrow\rangle \), which we regard as up and down states of a pseudospin. In this picture, the antiferromagnetic ordering of the pseudospins corresponds to the staggered flux phase. The lowest-order contribution in \( H' \) comes from the nonvanishing matrix elements in the subspace of \(|\uparrow\rangle \) and \(|\downarrow\rangle \),

\[
\langle |\uparrow\rangle | \tilde{H}' | \uparrow\rangle \rangle = \frac{1}{2} (U + V_L - \delta t_{\text{pair}}), \tag{3.55}
\]

\[
\langle |\downarrow\rangle | \tilde{H}' | \downarrow\rangle \rangle = - \frac{1}{2} (U - V_L - \delta t_{\text{pair}}), \tag{3.56}
\]

from which we obtain the first-order effective Hamiltonian

\[
FIG. 3. Schematic illustration of the states \(|\uparrow\rangle\) and \(|\downarrow\rangle\). The arrow denotes a state with a finite current running in the arrow’s direction.
\]

\[
\tilde{H}_0 \frac{|3\rangle_j + |4\rangle_j}{\sqrt{2}} = + \frac{3}{4} J_J \frac{|3\rangle_j + |4\rangle_j}{\sqrt{2}}. \tag{3.50}
\]

FIG. 4. Staggered flux state described as a Néel ordered state of the pseudospin states, \(|\uparrow\rangle\) and \(|\downarrow\rangle\).
where $\tilde{\sigma}^a$ are the Pauli matrices ($a=x,y,z$). The lowest-order contributions in $t_\parallel$ and $t_\perp$ come from the second-order processes,

$$H_{SF}^{(2\alpha)} = H_{\parallel} \frac{1}{E_0 - H_0} H_{\perp},$$

(3.58)

$$H_{SF}^{(2b)} = H_{\parallel} \frac{1}{E_0 - H_0} H_{\perp},$$

(3.59)

where $E_0 = -3J_\perp N/4$ with $N$ being the number of rungs in the system. The nonzero matrix elements of $H_{SF}^{(2\alpha)}$ are given by

$$\langle \uparrow, \downarrow | H_{SF}^{(2\alpha)} | \uparrow, \downarrow \rangle = \langle \downarrow, \uparrow | H_{SF}^{(2\alpha)} | \downarrow, \uparrow \rangle = -\frac{8J_\perp^2}{3J_\perp},$$

(3.60)

where $|\mu, \nu\rangle = |\mu\rangle |\nu\rangle$, $\mu, \nu = \uparrow, \downarrow$. We can thus write $H_{SF}^{(2\alpha)}$ as

$$H_{SF}^{(2\alpha)} = \frac{4J_\perp^2}{3J_\perp} \sum_j (\tilde{\sigma}_+^j \tilde{\sigma}_-^{j+1} - 1).$$

(3.61)

On the other hand, the nonzero matrix elements of $H_{SF}^{(2b)}$ are

$$\langle \uparrow | H_{SF}^{(2b)} | \uparrow \rangle = \langle \downarrow | H_{SF}^{(2b)} | \downarrow \rangle = \langle \downarrow | H_{SF}^{(2b)} | \uparrow \rangle = -\frac{4J_\perp^2}{3J_\perp},$$

(3.62)

from which we obtain

$$H_{SF}^{(2b)} = -\frac{4J_\perp^2}{3J_\perp} \sum_j \tilde{\sigma}_+^j + \text{const.}$$

(3.63)

From Eqs. (3.57), (3.61), and (3.63), we find that the total effective Hamiltonian is the Ising chain in a transverse field,

$$H_{SF}^{\text{eff}} = \sum_j (\tilde{K}_\perp \tilde{\sigma}_+^{j+1} - \tilde{h}_\parallel \tilde{\sigma}_+^j),$$

(3.64)

where the antiferromagnetic exchange coupling $\tilde{K}_\perp$ and the magnitude of the transverse field $\tilde{h}_\parallel$ are given by

$$\tilde{K}_\perp = \frac{4J_\perp^2}{3J_\perp}, \quad \tilde{h}_\parallel = \frac{1}{2} \left( U - V_\perp - \delta t_{\text{pair}} + \frac{8J_\perp^2}{3J_\perp} \right).$$

(3.65)

This model exhibits an Ising criticality at $\tilde{K}_\perp = |\tilde{h}_\parallel|$: the Néel ordered phase ($\tilde{K}_\perp > |\tilde{h}_\parallel|$) corresponds to the SF phase, while for $\tilde{K}_\perp < |\tilde{h}_\parallel|$ the system is disordered. The disordered ground state for $\tilde{h}_\parallel > \tilde{K}_\perp > 0$ is continuously connected with the ground state at $\tilde{h}_\parallel \to \infty$, i.e., the eigenstate of $\tilde{\sigma}_+^j$ with eigenvalue $+1$. This state corresponds to the D-Mott state in the original Hubbard ladder, since

$$|\tilde{\sigma}_+^j = +1\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle_j + |\downarrow\rangle_j),$$

$$|\tilde{\sigma}_+^j = -1\rangle = \frac{1}{\sqrt{2}} (|\downarrow\rangle_j - |\uparrow\rangle_j) \to |\text{D-Mott}\rangle.$$

(3.66)

Hence we conclude that the Ising disordered phase corresponds to the D-Mott phase.

It is interesting to rewrite the transverse magnetic field $\tilde{h}_\parallel$ as

$$\tilde{h}_\parallel = \frac{1}{2} \left( U - V_\perp - \frac{3}{4} J_\perp - t_{\text{pair}} + \frac{8J_\perp^2}{3J_\perp} \right).$$

(3.67)

The SF phase is realized when the inequality

$$-\frac{16r^2}{3J_\perp} < U - V_\perp + \frac{3}{4} J_\perp - t_{\text{pair}} < 0$$

(3.68)

is satisfied (assuming $t_\parallel = t_\perp = t_1$), where we have to keep in mind the assumption that $t_{\text{pair}} \ll J_\perp$.

**IV. WEAK-COUPLING APPROACH**

In this section, we study the phase diagram of the generalized Hubbard ladder, treating the two-particle interactions as weak perturbations. To diagonalize the single-particle hopping Hamiltonian, we define the Fourier transform, $c_j, \sigma(k, \parallel = 0) = (c_j, \sigma + c_{j+2\sigma, \parallel} / \sqrt{2})$, $c_j, \sigma(k, \parallel = \pi) = (c_j, \sigma - c_{j+2\sigma, \parallel}) / \sqrt{2}$, and $c_j, \sigma(k) = \sum_r e^{-i k r} c_j, \sigma(k) / \sqrt{N}$, where $k = (k_\parallel, k_\perp)$ and the lattice spacing $a$ is set equal to 1. The kinetic-energy term then becomes

$$H_0 = H_{\parallel} + H_{\perp} = \sum_{k, \sigma} \varepsilon(k) c_{j, \sigma}^\dagger(k) c_{j, \sigma}(k),$$

(4.1)

where $\varepsilon(k) = -2t_1 \cos k_\parallel - t_2 \cos k_\perp$. For $t_2 < 2t_1$, both the bonding ($k_\perp = 0$) and antibonding ($k_\perp = \pi$) energy bands are partially filled, and their Fermi points are located at $k = \pm k_{F, k_\perp}$ with $k_{F, k_\perp} = \pi / 2 + \delta$ and $k_{F, k_\perp} = \pi / 2 - \delta$, where $\delta = \sin^{-1}(t_1/2t_2)$. At these Fermi points the Fermi velocity takes the common value $v_F = 2t_1 / [1 - (t_1/2t_2)^2]^{1/2}$. In the following analysis we restrict ourselves to the isotropic hopping case $t_\parallel = t_\perp (= t_1)$.

**A. Order parameters**

Let us first define order parameters characterizing insulating phases studied in this section. We consider the CDW, SF, PDW, and FDW states as possible density-wave ordered states. Their order parameters are written as

$$O_A = \frac{1}{2N} \sum_{k, \sigma} f_{\omega}(k) c_{j, \sigma}^\dagger(k) c_{j, \sigma}(k + Q) = \frac{1}{N} \sum_j (-1)^j O_A(j),$$

(4.2)

where $Q = (\pi, \pi)$ and $A = \text{CDW, SF, PDW, FDW}$. The form factor $f_{\omega}(k)$ are given by $f_{\text{CDW}} = 1, f_{\text{SF}} = \cos k - \cos k_\perp, f_{\text{PDW}} = \sin k, f_{\text{FDW}} = \sin k \cos k_\perp$. Order parameters for the spin density waves are not considered, since their corre-
ations decay exponentially in the bulk of the phase diagram of our model. It is clear that the CDW order parameter,
\[ O_{\text{CDW}} = \frac{1}{2} (n_{j,1} - n_{j,2}), \]  
has nonvanishing average in the CDW states (3.11a) and (3.11b). The order parameter of the SF state is
\[ O_{\text{SF}} = \frac{1}{4} i j_{p,j}, \]  
where the operator \( j_{p,j} \) denotes a current circulating around a plaquette,
\[ j_{p,j} = \sum_{\sigma} \left( c_{j,1,\sigma} c_{j,2,\sigma} + c_{j,2,\sigma} c_{j,1,\sigma} + c_{j,1,\sigma} c_{j+1,2,\sigma} + c_{j+1,2,\sigma} c_{j,1,\sigma} \right), \]  
The PDW phase is a Peierls dimerized state along the leg direction with interleg phase difference \( \pi \), characterized by the order parameter,
\[ O_{\text{PDW}} = \frac{i}{4} \sum_{\sigma} (c_{j+1,1,\sigma} c_{j,1,\sigma} + c_{j,1,\sigma} c_{j+1,2,\sigma} + c_{j+1,2,\sigma} c_{j,1,\sigma} + \text{H.c.}). \]  
The long-range order of staggered currents flowing along the diagonals of the plaquettes has been examined in a spinless ladder system.\(^{33}\)

We also introduce order parameters of the s-wave and d-wave superconductivity,
\[ O_{\text{A}} = \frac{1}{2N} \sum_{k} f_{A}(k) c_{j}(k) c_{j}(-k), \]  
where \( A = \text{SC}s \) and \( \text{SC}d \), and \( f_{\text{SC}s} = 1 \) and \( f_{\text{SC}d} = \cos k - \cos k_{L} \).

### B. Bosonization

We bosonize the Hubbard ladder Hamiltonian in this subsection. Following the standard bosonization scheme, we linearize the energy bands around the Fermi points. The linearized kinetic energy is given by
\[ H_0 = \sum_{k,p,\sigma} v_{F}(pk - k_{F,k}) c_{p,\sigma}^\dagger(k) c_{p,\sigma}(k), \]  
where the index \( p = +/- \) denotes the right/left-moving electron. We introduce field operators of the right- and left-going electrons defined by
\[ \psi_{p,\sigma,+}(x) = \frac{1}{\sqrt{L}} \sum_{k} e^{iks} c_{p,\sigma}(k,0), \]  
\[ \psi_{p,\sigma,-}(x) = \frac{1}{\sqrt{L}} \sum_{k} e^{iks} c_{p,\sigma}(k,\pi), \]  
where \( L \) is the length of the system: \( L = Na \). The linearized kinetic energy now reads
\[ H_0 = v_F \int dx \sum_{p,\sigma,\xi} \psi_{p,\sigma,\xi}^\dagger \left( -ip \frac{d}{dx} - k_{F,k} \right) \psi_{p,\sigma,\xi}, \]  
where \( k_{\xi} = 0(\pi) \) for \( \xi = +(-) \).

The interactions among low-energy excitations near the Fermi points, \( H_I = H_{\text{int}} + H_{\parallel} + H_{V} + H_{\text{pair}} \), are written as \( H_I = \int d\xi \mathcal{H}_{\xi} \), where
\[ \mathcal{H}_{\xi} = \frac{1}{4} \sum_{p,\sigma,\xi} \sum_{\xi'} \left[ g_{\xi,\xi'}^\epsilon \psi_{p,\sigma,\xi}^\dagger \psi_{p,\sigma,\xi'} \psi_{p,\sigma,\xi} \psi_{p,\sigma,\xi'} + g_{\xi,\xi'}^\epsilon \psi_{p,-\sigma,\xi}^\dagger \psi_{p,-\sigma,\xi'} \psi_{p,-\sigma,\xi} \psi_{p,-\sigma,\xi'} + g_{\xi,\xi'}^\epsilon \psi_{p,\sigma,\xi}^\dagger \psi_{p,-\sigma,\xi} \psi_{p,\sigma,\xi} \psi_{p,-\sigma,\xi} + g_{\xi,\xi'}^\epsilon \psi_{p,-\sigma,\xi}^\dagger \psi_{p,\sigma,\xi} \psi_{p,-\sigma,\xi} \psi_{p,\sigma,\xi} \right]. \]  
Here \( \epsilon = \xi_1 \xi_3 \) and \( \bar{\epsilon} = \xi_1 \xi_2 \). The primed summation over \( \xi_i \) \((i = 1, \ldots, 4)\) is taken under the condition \( \xi_1 \xi_3 \xi_4 = +1 \), which comes from the momentum conservation condition in the transverse direction. The coupling constants \( g_{\xi,\xi'}^\epsilon \) and \( g_{\xi,\xi'}^{\bar{\epsilon}} \) are related to the original coupling constants in the Hamiltonian (2.1),
\[ \frac{\bar{g}_{\xi,\xi'}^{\epsilon}}{a} = l_{\epsilon} V_{\parallel} + \frac{l_{\epsilon}}{4} f_{\parallel} + m_{\epsilon} e V + l_{m_{\epsilon}} e V', \]  
\[ \frac{\bar{g}_{\xi,\xi'}^{\bar{\epsilon}}}{a} = U + l_{e} V_{\parallel} + \frac{l_{e}}{4} f_{\parallel} + l_{e} l_{\text{pair}} + m_{e} e V + l_{m_{e}} e V', \]  
with the numerical factors defined by \( l_{\pm} = \pm 1, l_{\pm,+} = \mp 3, l_{\pm,-} = \pm 1 \). \( m_{1,+} = m_{3,+} = -1 \), \( m_{1,-} = m_{3,-} = -2 \), \( m_{2,+} = +2, m_{2,-} = +1 \). We have neglected the so-called \( g_{\parallel} \) terms describing the forward scattering processes within the same branch (left-right-mover), since including these terms would
only cause nonuniversal quantitative differences to the ground-state phase diagram. In Eqs. (4.15) and (4.16), we have estimated the coupling constants in lowest order in the interaction of the Hubbard model. The higher-order contributions can play a crucial role of changing the topology of a phase diagram, if different kinds of quantum criticalities accidentally occur simultaneously when lowest-order coupling constants are used, as is the case in the 1D extended Hubbard model at half filling.21 This is not the case in the ladder model of our interest, and we will use the lowest-order form, Eqs. (4.15) and (4.16).

We apply the Abelian bosonization method52–54 and rewrite the kinetic energy in terms of bosonic fields: $H_0 = \int dx \mathcal{H}_0$, where

$$\mathcal{H}_0 = \frac{v_F}{2\pi} \sum_{r} \sum_{s=\pm} \left[ (\pi \Pi_{\alpha r})^2 + \left( \frac{d \phi_{\alpha r}}{dx} \right)^2 \right].$$

(4.17)

Here the suffices $\alpha$ and $r$ refer to the charge and spin sectors and $r = \pm$ refer to the even and odd sectors. The operator $\Pi_{\alpha r}(x)$ is a canonically conjugate variable to $\phi_{\alpha r}(x)$ and satisfies $[\phi_{\alpha r}(x), \Pi_{\alpha' r'}(x')] = i \delta(x-x') \delta_{\alpha, \alpha'} \delta_{r, r'}$. We then introduce chiral bosonic fields

$$\phi_{\alpha r}(x) = \frac{1}{2} \left[ \phi_{\alpha r}(x) + \pi \int_{-\infty}^{x} dx' \Pi_{\alpha r}(x') \right].$$

(4.18)

which satisfy the commutation relations $[\phi_{\alpha r}(x), \phi_{\alpha' r'}(x')] = \pm i (\pi/4) \text{sgn}(x-x') \delta_{\alpha, \alpha'} \delta_{r, r'}$, and $[\phi_{\alpha r}(x), \Pi_{\alpha r}(x')] = i (\pi/4) \delta_{\alpha, \alpha'} \delta_{r, r'}$. The right-moving and left-moving chiral fields $\phi^+(x, r)$ and $\phi^-(x, r)$ are functions of $\tau = i(x/v_F)$ and $\tau + i(x/v_F)$, respectively, where $\tau$ is imaginary time. The kinetic-energy density can also be written as

$$\mathcal{H}_0 = \frac{v_F}{\pi} \sum_{r, s=\pm} \sum_{r, s=\pm} \left( \frac{d \phi_{\alpha r}}{dx} \right)^2.$$  

(4.19)

We also introduce the field $\theta_{\alpha r}$ defined by $\theta_{\alpha r} = \phi_{\alpha r}^+ - \phi_{\alpha r}^-$. The $\theta$ field satisfies the commutation relation

$$[\phi_{\alpha r}(x), \theta_{\alpha' r'}(x')] = -i \pi \Theta(-x-x') \delta_{r, r'} \delta_{\alpha, \alpha'},$$

(4.20)

where $\Theta$ is the Heaviside step function.

To express the electron fields in terms of the bosons, we define a new set of chiral bosonic fields

$$\varphi_{p, s, \xi}(x) = \xi \phi_{p, s}^+ + \eta_{s, \xi} \phi_{p, s}^- + s \phi_{p, s}^0,$$

(4.21)

where $p = \pm$, $s = \pm$, and $\xi = \pm$. The chiral bosons obey the commutation relations $[\varphi_{p, s, \xi}(x), \varphi_{p', s', \xi'}(x')] = i \pi \delta_{s, s'} \delta_{\xi, \xi'}$. The field operators of the right- and left-moving electrons are then written as

$$\psi_{p, s, \xi}(x) = \frac{\eta_{s, \xi}}{\sqrt{2\pi a}} \exp(ipk_{F, s, \xi} x + i \varphi_{p, s, \xi}(x)).$$

(4.22)

The Hamiltonian and the order parameters contain only products of the Klein factors such as $\Gamma = \eta_1 \eta_1^* + \eta_2 \eta_2^* + \eta_3 \eta_3^*$, and $h = \eta_1 \eta_1^* \eta_2 \eta_2^* \eta_3 \eta_3^*$ which satisfy $\Gamma = -h h^* = h^* h$. Since $\Gamma^2 = 1$, $h^2 = (h^*)^2 = -1$, the eigenvalues are $\Gamma = \pm 1$, $h = \pm i$, and $h^* = \pm i$. We will adopt the following convention: $\Gamma = +1$, $h_{\pm} = i, h^*_{\pm} = -i$.

In the bosonized Hamiltonian the phase field $\phi_{p, r}$ appears in the form $\cos(2\phi_{p, r} + 4\delta)$ with $\delta = \sin^{-1}(t_1/2t_2)$. Since $t_1 = t_2$ is small, we can safely assume that the $\delta$ is relevant and the electrons are not confined in the legs.22,55,56

In this case the $\cos(2\phi_{p, r} + 4\delta)$ terms become irrelevant. We thus discard them as well as other terms with higher-order scaling dimensions. The interaction term Eq. (4.14) reduces to

$$H_I = \sum_{r, s=\pm} \sum_{r, s=\pm} \frac{g_{s r}}{2\pi^2} \left( \partial_x \phi_{s r}^+ \right) \left( \partial_x \phi_{s r}^- \right) + \frac{1}{2\pi^2a^2} \left[ g_{s r} \cos 2\theta_{s r} + g_{s+} \cos 2\theta_{s+} + g_{s-} \cos 2\theta_{s-} + g_{s+} \cos 2\theta_{s+} + g_{s-} \cos 2\theta_{s-} + g_{s+} \cos 2\theta_{s+} + g_{s-} \cos 2\theta_{s-} \right],$$

(4.23)

where the coupling constants for the bilinear terms of the density operators are given by

$$g_{p, r} = \sum_{s=\pm} \epsilon(g_{s r}^+ + g_{s r}^- + g_{s r}^{+\xi} + g_{s r}^{-\xi}),$$

(4.24a)

$$g_{s r} = \sum_{s=\pm} \epsilon(g_{s r}^+ + g_{s r}^- + g_{s r}^{+\xi} + g_{s r}^{-\xi}).$$

(4.24b)

$$g_{s r} = \sum_{s=\pm} \epsilon(g_{s r}^+ + g_{s r}^- + g_{s r}^{+\xi} + g_{s r}^{-\xi}).$$

(4.24c)
\[ g_{\sigma} = \sum_{\epsilon = \pm} \epsilon (g_{\sigma}^2 - g_{\sigma}^1 - g_{\sigma}^0), \] (4.24d)

and the coupling constants for the nonlinear terms are given by

\[ g_{c_{+},c_{-}} = - g_{3+}, \] (4.25a)
\[ g_{c_{+},s_{+}} = - g_{3+} + g_{s+}, \] (4.25b)
\[ g_{c_{+},s_{-}} = - g_{s+}, \] (4.25c)
\[ g_{c_{+},s_{-}} = + g_{3+}, \] (4.25d)
\[ g_{c_{-},s_{+}} = - g_{1+}, \] (4.25e)
\[ g_{c_{-},s_{-}} = - g_{2+}, \] (4.25f)
\[ g_{c_{-},s_{-}} = + g_{2+} - g_{1+}, \] (4.25g)
\[ g_{s_{+},s_{-}} = + g_{1+}, \] (4.25h)
\[ g_{s_{+},s_{-}} = + g_{1+}, \] (4.25i)

We note that the umklapp scattering (the \( g_3 \) terms) generates cosine potentials that lock the \( \phi_{\sigma} \) field.

The coupling constants in Eq. (4.23) are not independent parameters. Imposing the global spin-rotation SU(2) symmetry on the interaction terms Eq. (4.14), we find that the relations

\[ g_{2+}^+ - g_{2-}^+ - g_{1+}^+ + g_{1-}^+ = 0, \] (4.26a)
\[ g_{2+}^+ - g_{2-}^+ - g_{1+}^- + g_{1-}^- = 0, \] (4.26b)
\[ g_{2-}^- - g_{2-}^- - g_{1+}^- + g_{1-}^- = 0, \] (4.26c)
\[ g_{2+}^- - g_{2+}^- - g_{1+}^- + g_{1-}^- = 0, \] (4.26d)
\[ g_{3+}^+ - g_{3+}^+ - g_{3+}^+ - g_{3+}^+ = 0. \] (4.26e)

must hold. In terms of the coupling constants in Eq. (4.23), these relations read

\[ g_{\sigma}^+ + g_{\sigma}^- + 2 g_{s+,s-} = 0, \] (4.27a)
\[ g_{\sigma}^+ - g_{\sigma}^- + 2 g_{s+,s-} = 0, \] (4.27b)
\[ g_{c-,s-} + g_{c-,s-} - g_{c-,s-} = 0, \] (4.27c)
\[ g_{c+,s-} + g_{c+,s-} - g_{c+,s-} = 0. \] (4.27d)

We have ignored Eq. (4.26c) which is the constraint on the irrelevant cosine term \( \sim \cos (2 \phi_{\sigma} + 4 \delta \phi) \). Since the SU(2) symmetry of the original Hubbard Hamiltonian (2.1) cannot be broken, the coupling constants in Eq. (4.23) must satisfy Eqs. (4.27a)–(4.27d) in the course of renormalization.

Finally, the order parameters are written in terms of the phase fields,

\[ \mathcal{O}_{\text{CDW}} = \cos \phi_{\rho} + \sin \phi_{\rho} \cos \phi_{\sigma} + \cos \phi_{\sigma} - \sin \phi_{\rho} \cos \phi_{\sigma} \sin \phi_{\sigma} - \sin \phi_{\rho} \cos \phi_{\sigma} \sin \phi_{\sigma}, \] (4.28a)
\[ \mathcal{O}_{\text{SF}} = \cos \phi_{\rho} + \cos \phi_{\sigma} - \cos \phi_{\sigma} - \cos \phi_{\sigma} - \cos \phi_{\sigma}, \] (4.28b)
\[ \mathcal{O}_{\text{PDW}} = \cos \phi_{\rho} + \cos \phi_{\sigma} - \sin \phi_{\rho} \sin \phi_{\sigma} + \sin \phi_{\rho} \sin \phi_{\sigma}, \] (4.28c)
\[ \mathcal{O}_{\text{PDW}} = \cos \phi_{\rho} + \sin \phi_{\rho} \sin \phi_{\sigma} + \sin \phi_{\rho} \sin \phi_{\sigma}, \] (4.28d)
\[ \mathcal{O}_{\text{SCd}} = e^{i \theta_{\rho} + \cos \phi_{\rho} + \phi_{\sigma} + \phi_{\sigma}}, \] (4.28e)
\[ \mathcal{O}_{\text{SCd}} = e^{i \theta_{\rho} + \sin \phi_{\rho} + \sin \phi_{\sigma} + \sin \phi_{\sigma}}, \] (4.28f)

### C. Critical properties in the charge and spin modes

In this subsection, we study the ground-state phase diagram through qualitative analysis of the bosonized Hamiltonian (4.23). First we classify the phases that can appear at half filling, and then discuss (a) the Gaussian criticality in the charge sector and (b) the Ising and SU(2) criticalities in the spin sector.

#### 1. Classification of phases

In general, all the modes become massive in the extended Hubbard ladder at half filling. This means that in the bosonized Hamiltonian (4.23) cosine terms are relevant at low energies and that the bosonic phase fields are locked at some fixed values (integer multiples of \( \pi/2 \)) where the relevant cosine potentials are minimized.\(^{25}\) The locked phase fields can be treated as classical variables, and the average value of an order parameter is found by substituting the locked phases into Eq. (4.28). A nonvanishing order parameter signals which phase is realized. We can reverse the logic and find the configuration of the locked phase fields for each insulating phase by imposing its order parameter to have its maximum modulus. This is what we do in the following analysis.

In the SF, CDW, PDW, and FDW phases the ground state breaks a \( Z_2 \) symmetry. Therefore the order parameter of these phases can have a nonvanishing value at zero temperature even in one dimension. In each phase the bosonic fields \( \phi_{\rho}, \phi_{\rho}, \phi_{\rho}, \phi_{\rho}, \phi_{\rho}, \phi_{\rho} \) are pinned at a point where the modulus of the corresponding order parameter is maximized. From Eq. (4.28) we can easily find at which values the bosonic fields are locked for the four phases. The result is summarized in Table I.

Once the configuration of locked phase fields is understood for the SF and the CDW phases, we can also find that for the D-Mott and the S-Mott phases using the following arguments. On the one hand, we know from the strong-
coupling analysis that these two insulating phases are Ising disordered phases of the SF and the CDW phases, respectively, where the $\theta_{\sigma^-}$ field is locked. On the other hand, the Hamiltonian (4.23) has some cosine potentials that can lock the $\phi_{\sigma^-}$ field. Since the $\phi_{\sigma^-}$ field is a conjugate field to $\theta_{\sigma^-}$, these two fields cannot be locked at the same time. In fact, it is known\(^\text{17}\) that an Ising phase transition must be associated with switching of phase locking from one bosonic field to its conjugate field. We can thus obtain the D-Mott and the S-Mott phases from the SF and the CDW phases by exchanging the role of the $\phi_{\sigma^-}$ field and the $\theta_{\sigma^-}$ field, arriving at the phase locking pattern shown in Table I. A brief comment on the connection to the superconducting states is in order here. If we ignore the $p^+$ mode for the moment, the order parameter of the $d$-wave (s-wave) superconductivity takes nonzero amplitude when the locked phases $\langle \theta_{\sigma^-} \rangle$, $\langle \phi_{\sigma^+} \rangle$, and $\langle \phi_{\sigma^-} \rangle$ of the D-Mott (S-Mott) phase are substituted into $O_{SC}(d)$. This is consistent with the previous results\(^\text{11–18,20,22}\) that, upon doping, the D-Mott state turns into the $d$-wave superconducting state in the $t$-$J$ or Hubbard ladder. The effect of carrier doping is to make the umklapp term irrelevant and to leave the $\phi_{\sigma^+}$ field unlocked. The operator $e^{i\theta_{\sigma^-}}$ representing the superconducting correlation then becomes quasi-long-range ordered.

It is possible to construct a disorder parameter that characterizes the Ising transitions and that has a nonvanishing expectation value in the D-Mott and the S-Mott phases. A candidate operator for the disorder parameter is

$$\mu_j = \exp \left( \frac{i}{2} \sum_{\ell=1}^j \frac{\pi}{2} X_i \right),$$

$$X_i = c_{i,1\uparrow}^\dagger c_{i,2\uparrow}^\dagger + c_{i,2\uparrow} c_{i,1\downarrow} - c_{i,1\uparrow} c_{i,2\downarrow} - c_{i,2\uparrow} c_{i,1\downarrow}.$$  

(4.29)

In the weak-coupling limit we take the continuum limit and express the operator (4.29) in terms of the bosonic fields. We then obtain

$$\mu_j = \exp\{i\phi_{\sigma^-}(j)\}.$$  

(4.30)

Indeed, the disorder parameter $\mu_j$ takes a nonzero value in the D-Mott and the S-Mott phases where the $\phi_{\sigma^-}$ field is locked. In the strong-coupling limit studied in Sec. III, we may impose the condition that $n_{i,1} + n_{i,2} = 2$ and $S_{i,1}^+ S_{i,2}^+ = 0$ on every rung. Under this condition we find that

$$\mu_j = \prod_{i=1}^j \left( c_{i,1\uparrow}^\dagger c_{i,2\uparrow}^\dagger + H.c. - (S_{i,1}^+ S_{i,2}^+)^{1/2} \right),$$

(4.31)

which acts on the pseudospin states defined in Secs. III A and III C as $\mu_j |\uparrow\rangle = |\downarrow\rangle$, and $\mu_j |\downarrow\rangle = |\uparrow\rangle$, for $i = j$. This means that we can write $\mu_j = \Pi_i \tau_i^+$ and $\mu_j = \Pi_i \tau_i^-$ near the CDW–S-Mott and the SF–D-Mott transitions, respectively. They are indeed the disorder parameter of the quantum Ising model\(^\text{54}\) that describes the CDW–S-Mott and the SF–D-Mott Ising transitions.

Since the PDW and the FDW phases break $Z_2$ symmetry, we can naturally expect that these two phases should also have their own Ising disordered phases. We shall call them $S'$-Mott and $D'$-Mott phases for the reason that will become clear below. The configuration of phase locking in the $S'$-Mott and $D'$-Mott phases can be obtained from that of the PDW and FDW phases by exchanging the $\phi_{\sigma^-}$ and $\theta_{\sigma^-}$ fields; see Table I. We see immediately that the phase-locking pattern of the $S'$-Mott ($D'$-Mott) state differs from that of the S-Mott ($D$-Mott) only in the locking of the $\phi_{\sigma^-}$ field shifted by $\pi/2$. This implies that the phase transition between $S'$-Mott ($D'$-Mott) state and the S-Mott ($D$-Mott) state is a Gaussian transition in the $\phi_{\sigma^-}$ mode, and that the $S'$-Mott ($D'$-Mott) state should evolve into the $s$-wave ($d$-wave) superconducting state upon carrier doping as in the $S$-Mott ($D$-Mott) state.

The nature of the $S'$-Mott state can be deduced through its similarity to the $S$-Mott state (3.10). We first note that, as mentioned above, the $S'$-Mott state is related to the $S$-Mott state by a $\pi/2$ shift of the $\phi_{\sigma^-}$ mode, which is equivalent to translation by half unit cell, in such a way that the PDW state

| Phase | $\langle \phi_{\sigma^+} \rangle$ | $\langle \theta_{\sigma^-} \rangle$ | $\langle \phi_{\sigma^+} \rangle$ | $\langle \phi_{\sigma^-} \rangle$ | $\langle \theta_{\sigma^-} \rangle$ |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|
| CDW   | $\frac{\pi}{2} I_0 + \pi I_1$ | $\frac{\pi}{2} (I_0 + 1) + \pi I_2$ | $\frac{\pi}{2} I_0 + \pi I_3$ | * | $\frac{\pi}{2} I_0 + \pi I_4$ |
| SF    | $\frac{\pi}{2} I_0 + \pi I_1$ | $\frac{\pi}{2} I_0 + \pi I_2$ | $\frac{\pi}{2} I_0 + \pi I_3$ | * | $\frac{\pi}{2} I_0 + \pi I_4$ |
| PDW   | $\frac{\pi}{2} (I_0 + 1) + \pi I_1$ | $\frac{\pi}{2} (I_0 + 1) + \pi I_2$ | $\frac{\pi}{2} I_0 + \pi I_3$ | * | $\frac{\pi}{2} I_0 + \pi I_4$ |
| FDW   | $\frac{\pi}{2} (I_0 + 1) + \pi I_1$ | $\frac{\pi}{2} I_0 + \pi I_2$ | $\frac{\pi}{2} I_0 + \pi I_3$ | * | $\frac{\pi}{2} I_0 + \pi I_4$ |

**TABLE I. Pattern of phase locking.** The * symbol indicates that a bosonic field is not locked. $I$s are integers.
is related to the CDW state. This suggests that the center of mass of a singlet in the $S'$-Mott state should be located at a center of a plaquette. Noting that $\cos k \cos k_{\perp}$ is positive ($s$-wave like) at all the Fermi points, $k= (\pm (\pi/2+ \delta),0)$ and $(\pm (\pi/2- \delta), \pi)$, of the ladder model, we speculate that the singlet-pair wave function (or the symmetry of a Cooper pair in the $s$-wave superconducting state realized upon doping) is of the form $\cos k \cos k_{\perp} c^\dagger(\mathbf{k}) c^\dagger(-\mathbf{k})$ in momentum space. In real space this corresponds to a linear combination of two singlets formed between diagonal sites of a plaquette. From these considerations we come to propose the following wave function as a representative of the $S'$-Mott state:

$$|S'-\text{Mott}\rangle = \prod_j \frac{1}{2} (c^\dagger_{j,1,1} c^\dagger_{j+1,2,1} c_{j+1,2,1} c_{j,1,1} + c^\dagger_{j,1,1} c^\dagger_{j+1,2,1} c_{j+1,1,1}) |0\rangle \quad (4.32)$$

This state mostly consists of singlets along the diagonal direction of plaquettes but also contains resonating singlets that are formed by two spins on different legs that can be separated far away.

The $D'$-Mott state consists of singlets that would turn into $d$-wave Cooper pairs upon doping. Since the singlet-pair wave function in the $D$-Mott state is $\cos k_{\perp}$ in momentum space, we expect that the singlet pairs in the $D'$-Mott state should be of the form $\cos k$. In real space this corresponds to a linear combination of singlets formed in the leg direction. This leads to the following wave function:

$$|D'-\text{Mott}\rangle = \prod_j \left( \sum_{l=1,2} \frac{c^\dagger_{j,l,1} c^\dagger_{j+1,l,1} c_{j+1,l,1} c_{j,l,1}}{2} \right) |0\rangle \quad (4.33)$$

as a representative of the $D'$-Mott state. It is easy to see by expanding the product that this state is a resonating valence bond state in which some singlets can be formed out of two spins that are separated arbitrary far away along a leg. However, amplitude of the states having such a long-distance singlet is exponentially suppressed with the distance between the two spins.

It is interesting to note that the wave function (4.32) can be constructed from the $S$-Mott wave function (3.10) by replacing $c^\dagger_{j,l,\sigma}$ with $c^\dagger_{j,1,\sigma}$, where $\bar{l}=2$ ($l=1$) such that $c^\dagger_{j,l,\sigma} c_{j,l,\sigma} \rightarrow (c^\dagger_{j+1,l,\sigma} c_{j+1,l,\sigma} + c^\dagger_{j,l,1} c_{j+1,l,1})/\sqrt{2}$. This rule can also be used to construct the wave function of the $D'$-Mott state (4.33) from that of the $D$-Mott state (3.9).

Since the $\phi_{\sigma_{-}}$ field is locked in the $S'$-Mott and $D'$-Mott phases, the operator (4.30) also serves as the disorder parameter in the PDW--$S'$-Mott and the FDW--$D'$-Mott transitions of the Ising universality class. In fact, the disorder parameter (4.30) takes a nonzero value in any of the Mott phases and vanishes otherwise.

The various insulating phases and phase transitions among them are schematically shown in Fig. 5. In this figure phase transitions between a phase in the left column and another in the right column, such as transitions between the Mott phases, are the $c=1$ Gaussian criticality. It would be interesting to find an order parameter that can distinguish different Mott phases. The transitions in the vertical direction within a column are, if continuous, either the $c=1/2$ Ising criticality or the $c=3/2$ SU(2)$_2$ criticality or first-order; see discussion in Sec. IV C 3 and Fig. 10. The diagonal solid arrows denote the Gaussian transitions in the $\phi_{\rho_{-}}$ mode.

FIG. 5. Schematic illustration of the phase diagram under the global SU(2) symmetry. The phase transitions indicated by the solid (dashed) arrows are the $c=1$ ($c=1/2$) criticality. The phase transitions indicated by the double arrows are either the $c=3/2$ SU(2)$_2$ criticality or first-order; see discussion in Sec. IV C 3 and Fig. 10. The diagonal solid arrows denote the Gaussian transitions in the $\phi_{\rho_{-}}$ mode.

2. Gaussian criticality in the charge degrees of freedom

First we discuss the Gaussian criticality when all the modes except the relative charge mode ($\rho_{-}$) become massive at some higher energy scale. This situation is relevant for the horizontal transitions in Fig. 5: SF--CDW, $D$-Mott--S-Mott, PDW--FDW, and $S'$-Mott--$D'$-Mott transitions. We take the $D$-Mott--S-Mott phase transition as an example. Without loss of generality we may assume that the phase variables are locked at $(\phi_{\rho_{+}})=(\phi_{\rho_{-}})=(\phi_{\sigma_{-}})=0 \mod \pi$. Below the energy scale at which the three fields are locked, we can replace the cosine terms in the Hamiltonian Eq.
(4.23) by their average: 
\[ \cos 2\phi_{p,+} - \cos 2\phi_{p,-} = \cos 2\phi_{p,+} - \cos 2\phi_{p,-}, \]
and 
\[ \cos 2\phi_{r,+} - \cos 2\phi_{r,-} = \cos 2\phi_{r,+} - \cos 2\phi_{r,-}, \]
where \( \phi_{p,+} \) and \( \phi_{p,-} \) are nonuniversal positive constants that depend on bare interactions. We then have the effective theory

\[
H_{\rho} = \frac{v_F}{\pi} \left[ (\partial_x \Phi_{\rho}^+)^2 + (\partial_x \Phi_{\rho}^-)^2 \right] + \frac{g_{\rho}}{2\pi^2 a^2} (\partial_x \Phi_{\rho}^+)(\partial_x \Phi_{\rho}^-) + \frac{g_{\rho}}{2\pi^2 a^2} \cos 2\theta_{\rho},
\]
where the coupling constant \( g_{\rho} \) is given by

\[
g_{\rho} = c_{\rho} + c_{\rho} + c_{\rho} + c_{\rho}, \quad S_{\rho} + S_{\rho} + S_{\rho} + S_{\rho}.
\]

Since the canonical dimension of \( \cos 2\theta_{\rho} \) is 1, the \( g_{\rho} \) term is a relevant perturbation and hence the system always becomes massive except when \( g_{\rho} = 0 \). If \( g_{\rho} > 0 \), then the phase field is locked as \( \langle \theta_{\rho} \rangle = \pi/2 \) mod \( \pi \), which corresponds to the S-Mott phase. When \( g_{\rho} < 0 \), the phase field is locked as \( \langle \theta_{\rho} \rangle = 0 \) mod \( \pi \), and the ground state in this case turns out to be the D-Mott state. The Gaussian criticality with the central charge \( c = 1 \) is realized at \( g_{\rho} = 0 \). In terms of the original Hubbard interactions the coupling constant \( g_{\rho} \) is given by

\[
g_{\rho} = -C \left[ \frac{3}{4} J_{\rho} + t_{\text{pair}} \right] + C' \left( V_{\parallel} - V' \right),
\]
where \( C = c_{\rho} + c_{\rho} + c_{\rho} + c_{\rho} \) and \( C' = 2c_{\rho} + 2c_{\rho} - c_{\rho} \) are nonuniversal positive constants. Thus, the D-Mott (S-Mott) state appears when \( U - V_{\parallel} + 3J_{\rho} + t_{\text{pair}} - C'(V_{\parallel} - V')/C > 0 \) \((< 0)\), and the Gaussian criticality shows up at

\[
U - V_{\parallel} + 3J_{\rho} + t_{\text{pair}} - C'(V_{\parallel} - V') = 0
\]
which is the same as the phase boundary obtained from the strong-coupling analysis, Eq. (3.41), for \( V_{\parallel} = V' = 0 \).

The SF–CDW phase transition can be analyzed in a similar way. We consider a situation where the phase variable \( \theta_{\rho,-} \), instead of \( \theta_{\rho,+} \), is locked at \( \langle \theta_{\rho,-} \rangle = 0 \) mod \( \pi \). In this case we can replace the cosine factor in the Hamiltonian as \( \cos 2\theta_{\rho,-} = (\cos 2\theta_{\rho,-}) \). The effective theory is given by Eq. (4.34) with the coupling constant \( g_{\rho} = c_{\rho} + c_{\rho} + c_{\rho} + c_{\rho} \). The SF (CDW) state is realized for \( g_{\rho} < 0 \) \((> 0)\), where the phase \( \theta_{\rho,-} \) is locked at \( 0 \) \((\pi/2)\) mod \( \pi \). In terms of the original Hubbard interactions, the coupling constant \( g_{\rho} \) is given by Eq. (4.36) with \( C = c_{\rho} + c_{\rho} + c_{\rho} \) and \( C' = 2c_{\rho} + 2c_{\rho} + 3c_{\rho} \). We thus conclude that the SF (CDW) state appears for \( U - V_{\parallel} + 3J_{\rho} + t_{\text{pair}} - C'(V_{\parallel} - V')/C > 0 \) \((< 0)\), and the condition for the Gaussian criticality is given by Eq. (4.37).

The other transitions of the \( g_{\rho} \) Gaussian criticality can also be analyzed in the same way. We note that in addition to the Gaussian criticality in the \( \rho- \) mode discussed above, there is another Gaussian criticality in the \( \rho+ \) mode

that governs the SF–FDW, CDW–PDW, D-Mott–D’-Mott, and S-Mott–S’-Mott transitions.

3. \( Z_2 \times O(3) \) symmetry in the spin degrees of freedom and the Ising and SU(2) criticality

Here we focus on the case where the masses of the two charge modes \((\rho \pm)\) are larger than those of the spin modes \((\sigma \pm)\). Below the mass scale of the charge modes we may regard that the \( \phi_{p,+} \) and \( \theta_{\rho,-} \) fields are locked by cosine potentials. The effective low-energy theory is obtained from Eq. (4.23) by replacing \( \cos 2\phi_{p,+} \) and \( \cos 2\theta_{\rho,-} \) by their average values \( c_{\rho} = (\cos 2\phi_{p,+}) \) and \( c_{\rho} = (\cos 2\theta_{\rho,-}) \).

\[
H_{\sigma} = \frac{v_F}{\pi} \left[ (\partial_x \Phi_{\sigma}^+)^2 + (\partial_x \Phi_{\sigma})^2 + \cos 2\theta_{\sigma}, \right]
\]
where the coupling constants \( g_{\sigma} \) are given by

\[
g_{\sigma} = c_{\sigma} + c_{\sigma} + c_{\sigma} + c_{\sigma},
\]
with the constraints on the coupling constants

\[
ge_{\sigma}; = g_{\sigma}, \quad g_{\sigma}, \quad g_{\sigma},
\]

The coupling constants in Eq. (4.38) are not completely free parameters, since the system has the spin-rotational SU(2) symmetry. From Eqs. (4.27) and (4.39), the constraints on the coupling constants read

\[
ge_{\sigma} = g_{\sigma} = g_{\sigma},
\]
and

To appreciate the SU(2) symmetry in the effective theory (4.38), we fermionize it by introducing spinless fermion fields \( \psi_{p,r} \) \((p = \pm \) and \( r = \pm \)),

\[
\psi_{\pm}(x) = \frac{\eta_r}{\sqrt{2\pi a}} \exp(\pm i2\phi_{p,r}(x)),
\]

where the index \( r = (+ \) refers to the total (relative) degree of freedom of spin mode, and \( \{\eta_r, \eta_r\} = 2\delta_{r,r'} \). The
density operators are given by \( \psi_{\alpha}^{+} \Psi_{\alpha} = \gamma_i \phi_{\alpha}^{+} \). We then introduce the Majorana fermions \( \xi^\alpha (n = 1 \sim 4) \) by

\[
\psi_{\alpha} = \frac{1}{\sqrt{2}} (\xi^1 + i \xi^2, \quad \psi_{\alpha} = \frac{1}{\sqrt{2}} (\xi^1 + i \xi^2). \quad (4.42)
\]

These fields satisfy the anticommutation relations \( \{ \xi^\alpha (x), \xi^\beta (x') \} = \delta (x - x') \delta_{\alpha,\beta} \delta_{\alpha,n,\alpha,n} \). With the help of the SU(2) constraints (4.40), we rewrite the effective Hamiltonian in terms of the Majorana fermions,

\[
\mathcal{H}_\sigma = -i \frac{V_F}{2} (\xi^1 \cdot \partial_t \xi^1 - \xi^2 \cdot \partial_t \xi^2) - im_s \xi^1 \cdot \xi^1 + \frac{g_\sigma}{4} (\xi^1 \cdot \xi^1 - \xi^2 \cdot \xi^2) - \frac{g_\sigma}{2} (\xi^1 \cdot \xi^1 - \xi^2 \cdot \xi^2). \quad (4.43)
\]

where we have introduced \( \xi^\alpha = (\xi^1, \xi^2, \xi^3, \xi^4) \) and

\[
m_s = \frac{g_\sigma}{2 \pi a}, \quad m_s = \frac{g_\sigma}{2 \pi a}. \quad (4.44)
\]

Thus the effective theory for the spin sector becomes O(3) \( \times Z_2 \) symmetric, i.e., the four Majorana fermions are grouped into a singlet \( \xi^\alpha \) with mass \( m_s \), and a triplet \( \xi^\alpha \) with mass \( m_s \). We note that the O(3) \( \times Z_2 \) symmetry also appears in the low-energy effective theory of the isotropic Heisenberg ladder.\(^{24,36}\) It is known that, when \( m_s \neq 0 \), the quartic marginal terms lead to mass renormalization, \( m_s \sim m_s \) and \( m_s \sim m_s \), where \( m_s \sim m_s \).\(^{24,34}\)

\[
\mathcal{H}_\sigma = -i \frac{V_F}{2} (\xi^1 \cdot \partial_t \xi^1 - \xi^2 \cdot \partial_t \xi^2) - im_s \xi^1 \cdot \xi^1 - \frac{g_\sigma}{4} (\xi^1 \cdot \xi^1 - \xi^2 \cdot \xi^2) - \frac{g_\sigma}{2} (\xi^1 \cdot \xi^1 - \xi^2 \cdot \xi^2). \quad (4.47)
\]

It immediately follows from Eq. (4.47) that the Ising criticality with \( c = 1/2 \) emerges as \( m_s \sim 0 \). On the other hand, the critical properties for the O(3) invariant sector (\( m_s \sim 0 \)) are known to be described by the SU(2)\(_2\) Wess-Zumino-Novikov-Witten model with the central charge \( c = 3/2 \).\(^{24,37}\)

Let us examine the critical behavior in more detail using the scaling equations for the coupling constants appearing in the effective Hamiltonian (4.43),

\[
\mathcal{H}_\sigma = -i \frac{V_F}{2} (\xi^1 \cdot \partial_t \xi^1 - \xi^2 \cdot \partial_t \xi^2) - im_s \xi^1 \cdot \xi^1 - \frac{g_\sigma}{4} (\xi^1 \cdot \xi^1 - \xi^2 \cdot \xi^2) - \frac{g_\sigma}{2} (\xi^1 \cdot \xi^1 - \xi^2 \cdot \xi^2). \quad (4.47)
\]

It immediately follows from Eq. (4.47) that the Ising criticality with \( c = 1/2 \) emerges as \( m_s \sim 0 \). On the other hand, the critical properties for the O(3) invariant sector (\( m_s \sim 0 \)) are known to be described by the SU(2)\(_2\) Wess-Zumino-Novikov-Witten model with the central charge \( c = 3/2 \).\(^{24,37}\)

Let us examine the critical behavior in more detail using the scaling equations for the coupling constants appearing in the effective Hamiltonian (4.43),

\[
\frac{dG_\sigma}{dl} = G_\sigma + G_s \frac{g_\sigma}{2} + G_s \frac{g_\sigma}{2}, \quad (4.48a)
\]

\[
\frac{dG_\sigma}{dl} = G_\sigma + \frac{3}{2} G_\sigma - G_\sigma, \quad (4.48b)
\]

\[
\frac{dG_\sigma}{dl} = \frac{1}{2} G_\sigma + \frac{1}{2} G_\sigma + 2 G_\sigma, \quad (4.48c)
\]

\[
\frac{dG_\sigma}{dl} = G_\sigma + G_\sigma + 2 G_\sigma, \quad (4.48d)
\]

where \( dl = \alpha a / a \), \( G_\sigma = -g_\sigma \alpha / 2 \pi V_F \), \( G_\sigma = -g_\sigma \alpha / 2 \pi V_F \) and \( G_\sigma = -g_\sigma \alpha / 2 \pi V_F \). The couplings \( G_\sigma \) and \( G_\sigma \) are relevant, while \( G_\sigma \) are marginal. Within the one-loop RG we find four stable fixed points, \( G_\sigma, G_\sigma, G_\sigma, G_\sigma = (\pm \infty, \pm \infty, \pm \infty) \) and \( (\pm \infty, \infty, \infty, \infty) \), which correspond to the eight phases listed in Fig. 5 and Table II. The Ising criticality is governed by the unstable fixed point \( G_\sigma, G_\sigma, G_\sigma, G_\sigma = (\infty, 0, 0, 0) \), where the Majorana fermion \( \xi^\alpha \) is massless. The unstable fixed point \( G_\sigma, G_\sigma, G_\sigma, G_\sigma = (0, 0, 0, 0) \) corresponds to the SU(2)\(_2\) criticality since the triplet \( \xi \) becomes massless. Finally, we find another kind of unstable fixed points \( G_\sigma, G_\sigma, G_\sigma, G_\sigma = (0, \pm \infty, \infty, 0) \), where all the modes are massive. To understand the nature of these unstable fixed points, let us assume \( g_\sigma + g_\sigma - g_\sigma + g_\sigma = (0, \lambda_1, \lambda_2, 0) \), where \( \lambda_1 \) are constants (\( \lambda_1 \neq 0, \lambda_2 \geq 0 \)). This, together with the SU(2)\(_2\) constraint (4.40), leads to \( g_\sigma = -g_\sigma = \lambda_1 \) and \( g_\sigma = -g_\sigma = -\lambda_2 \). In this case the cosine terms in \( \mathcal{H}_\sigma \) (4.38) become

\[
\frac{\lambda_1}{2 \pi^2 a^2} (\cos 2 \phi_\sigma - \cos 2 \theta_\sigma - \cos 2 \theta_\sigma). \quad (4.49)
\]

Suppose that \( \lambda_1 > 0 \) and \( \langle \phi_\sigma \rangle = (\theta_\sigma) = 0 \). We then find that the potential (4.49) has degeneracy minima at, e.g., \( (\phi_\sigma, \langle \theta_\sigma \rangle) = (0, 0, 0) \) and \( (\pi / 2, \pi / 2) \), where * means that the phase field is not locked. Since these minima correspond to the D-Mott and PDW phases, respectively, the

\[
\text{TABLE II. Signs of the fixed-point coupling constants and the masses } (m_s, \tilde{m}_s, \tilde{m}_s) \text{ in various phases.}
\]

| Phase | \( (g_\sigma, g_\sigma, g_\sigma, g_\sigma) \) | \( m_s \) | \( \tilde{m}_s \) | \( \tilde{m}_s \) |
|-------|--------------------------------------|--------|--------|--------|
| CDW   | \( (+, -, 0, -, +) \) | +      | -      | +      |
| SF    | \( (-, - , 0, - , +) \) | -      | -      | +      |
| PDW   | \( (-, +, 0, +, -) \) | -      | -      | -      |
| FDW   | \( (+, +, 0, +, -) \) | +      | +      | -      |
| S’-Mott | \( (-, +, 0, +, +) \) | -      | -      | +      |
| D-Mott | \( (-, - , 0, +, +) \) | -      | -      | +      |

\[
\frac{\lambda_2}{2 \pi^2 a^2} \cos 2 \phi_\sigma \cos 2 \theta_\sigma. \quad (4.49)
\]
unstable fixed point describes a first-order transition between the D-Mott and PDW phases. Hence we conclude that the unstable fixed points \((G^s_0, G^s_*; G^*_{\sigma -}, G^*_{\sigma +}) = (0, \infty, \infty, 0)\) correspond to a first-order phase transition. The phase transition at which the renormalized triplet mass \(G^s_0\) vanishes can be either SU(2) criticality or first-order transition, depending on the sign of \(G^*_{\sigma +}\). The condition for the SU(2) criticality is \(G^s_1 = 0\) and \(G^*_{\sigma +} < 0\) below the energy scale where \(G^s_1\) becomes of order 1. On the other hand, the first-order transition is realized if \(G^s_1 = 0\) and \(G^*_{\sigma +} > 0\).

The phase fields are locked at some multiples of \(\pi/2\) depending on signs of the relevant coupling constants at a fixed point, \((g^s_{1+}, g^s_{1-}, g^s_{* -}, g^s_{* +})\), of the cosine potentials in Eqs. (4.34) and (4.38). Comparing the configuration of the locked phases and those listed in Table I, we can find out to which phase the ground state belongs for a given combination of the renormalized coupling constants, \((g^s_{1+}, g^s_{1-}, g^s_{* -}, g^s_{* +})\).

Table II summarizes for each phase the signs of these renormalized criticality is

\[ m_t = \frac{c_{\rho} + U}{A \left( 1 + \frac{3J_1}{U} + \frac{2J^2}{U^2} \right)} \ln \left( \frac{\Lambda}{U + J_1} \right), \]

where \(A\) is a positive constant of order 1. For small \(J_1/U\) this renormalized Ising mass should be positive, and we conclude that the D-Mott and the S-Mott phases are separated by the Gaussian critical line (Note that \(m_t > 0\)). As we increase \(J_1/U\) (or \(V_1/U\)) along the Gaussian critical line, the negative correction \((-g_{\sigma -})\) in the mass renormalization increases and eventually \(m_t\) can change sign. Across this Ising transition the D-Mott and S-Mott phases turn into the SF and CDW phases, respectively. This implies that a pair of phases surrounding the Gaussian critical line changes from (D-Mott,S-Mott) to (SF,CDW) at a tetracritical point as \(J_1/U\) increases. This qualitative analysis will be supported in the following subsection by a more quantitative renormalization-group analysis.

Now we briefly discuss the effect of the pair hopping term \(t_{\text{pair}}\) and next-nearest-neighbor repulsion \(V^r\). When \(V^r = 0\), the Gaussian transition takes place at \(U - V_1 + 3J_1/4 + t_{\text{pair}} = 0\) [see Eq. (4.37)]. Thus for large \(t_{\text{pair}}\) we can have a situation where \(m_t < 0\) and \(m_t > 0\) with \(U - V_1 + 3J_1/4 + t_{\text{pair}} = 0\) [see Eqs. (4.50) and (4.51)], i.e., \(t_{\text{pair}}\) can stabilize the SF state near the Gaussian critical line. In the case \(t_{\text{pair}} = 0\), on the other hand, we expect that sufficiently large \(V^r\) can lead to a phase with \(m_t > 0\) and \(m_t < 0\), i.e., the PDW state, if \(c_{\rho} \gg c_{\text{pair}} > 0\).

Finally, we discuss the implications of our schematic phase diagram (Fig. 5) to the phase diagram of isotropic spin-\(1/2\) ladder systems, which have been studied intensively in connection with the so-called Haldane’s conjecture about the existence of a finite energy gap in the integer-spin Heisenberg chain. By using the Abelian bosonization method, it has been shown that four kinds of gapped phases can appear in spin ladder systems with various types of exchange interactions. The possible gapped phases are (1) the rung-singlet state, which is known to be realized in the isotropic Heisenberg ladder with nearest-neighbor antiferromagnetic exchange couplings, (2) the Affleck-Kennedy-Lieb-Tasaki (AKLT)-like spin-liquid state, in which short-range valence bonds couple spins on neighboring rungs.
the dimerized state along the chain with \( \pi \) relative phase, and (4) the dimerized state along the chain with zero relative phase. Both the rung-singlet state and the AKLT-like state are Haldane-type spin liquids with unique ground state and no broken local symmetries. In the dimerized states which are known to be realized when a sufficiently strong four-spin interaction is included, there is spontaneous breaking of the translation \( (Z_2) \) symmetry and the ground state is two-fold degenerate. In the limit of large \( U \) the extended Hubbard ladder we analyze in this paper should reduce to a system with only the spin degrees of freedom. This situation corresponds to \( g_{--} \approx 0 \) [see Eq. (4.36)], i.e., \( m_0 \ll 0 \), with \( |m_i| \gg |m_i|_0 \). Under this condition, we still have four phases: the SF, D-Mott, PDW, and \( S \)'-Mott phases. From Table II (see also Refs. 56, 54, and 60), we can find correspondence between the phases in spin ladders and the phases that we have obtained in the extended Hubbard ladder: The rung-singlet and AKLT-like Haldane states correspond to the \( D \)-Mott and \( S \)'-Mott states, respectively, and the PDW (SF) state corresponds to the dimerized state along the chain with \( \pi \) (0) relative phase. We note that the physical pictures of the phases in the extended Hubbard ladder are consistent with those in the spin ladder: for example, the \( D \)-Mott state is nothing but the rung-singlet state, as seen in the strong-coupling approach (see Sec. III). The AKLT-like Haldane state, which is known to be realized either with plaquette diagonal exchange coupling or with ferromagnetic rung exchange, would be smoothly connected to the \( S \)'-Mott state, in which the ground-state wave function consists of singlets formed between diagonal sites of plaquettes [see Eq. (4.32)] and, moreover, has the same topological numbers as the AKLT-like Haldane state.\(^{60}\) The PDW state is nothing but the dimerized state with intermediate phase \( \pi \) as seen in Fig. 5, which is not a Haldane-type spin liquid since the PDW state spontaneously breaks the translation symmetry and is two-fold degenerate. In order to discuss phase transitions in spin ladder systems, two kinds of string order parameters have been introduced which characterize hidden orders with different topological numbers, i.e., the parity of the number of dimers crossing a line perpendicular to the two chains.\(^{60,62}\)

These string order parameters are different from \( \mu_j \) [Eq. (4.29)], since \( \mu_j \) is associated with \( \exp(i\phi_{\sigma+n}) \) in the bosonized form while the string order parameters introduced in Refs. 60 and 62 are associated with the \( \phi_{\sigma+n} \) field in our notation. Since the phase transition associated with the \( \phi_{\sigma+n} \) field is related to \( m_i \rightarrow 0 \), we expect that the string order parameters introduced in Refs. 60 and 62 characterize the SU(2)\(_2\) criticality or the first-order phase transition (double arrows in Fig. 5). In our schematic phase diagram (5) the phase transition from the rung-singlet state to the AKLT Haldane state can take place (which is actually the case in the spin-\( \frac{1}{2} \) ladder systems\(^{60,63}\), if the SU(2)\(_2\) and the Ising criticalities appear simultaneously. This implies that the central charge for the continuous transition between the rung singlet and the AKLT states is given by \( \frac{1}{2} + \frac{1}{2} = 2 \). This transition becomes first order when the marginal interaction in the triplet Majorana fermion sector is marginally relevant.

### D. Renormalization-group analysis

In this subsection, we study the ground-state phase diagram of the extended Hubbard ladder model using perturbative RG analysis of the 13 coupling constants appearing in Eq. (4.23). These coupling constants are, however, not independent because of the four constraints coming from the SU(2) symmetry, Eq. (4.27). Accordingly, we have nine independent RG equations that describe how the coupling constants scale when we change the lattice constant \( a \rightarrow a e^{\gamma} \).

The nine independent variables we choose to work with are: \( G_{\rho_+} = g_{\rho} / 2 \pi v_F \), \( G_{\rho_-} = g_{\rho} / 2 \pi v_F \), \( G_{\sigma_+} = g_{\sigma} / 2 \pi v_F \), \( G_{\sigma_-} = g_{\sigma} / 2 \pi v_F \), \( G_A = (g_{c+} - g_{c+} / 2 \pi v_F \), \( G_B = (g_{c+} - g_{c+} / 2 \pi v_F \), \( G_{C} = g_{c+} / 2 \pi v_F \), \( G_{D} = g_{c+} / 2 \pi v_F \), \( G_{E} = g_{c+} / 2 \pi v_F \). After some algebra we obtain the RG equations

\[
\frac{d}{dl} G_{\rho_+} = + G_{\rho_+}^2 + \frac{3}{2} G_{\rho_+}^2 + \frac{1}{2} G_{\rho_-}^2, \tag{4.53}
\]

\[
\frac{d}{dl} G_{\rho_-} = - G_{\rho_-}^2 - \frac{3}{2} G_{\rho_-}^2 + \frac{1}{2} G_{\rho_+}^2, \tag{4.54}
\]

\[
\frac{d}{dl} G_{\sigma_+} = + \frac{1}{2} G_{\sigma_+}^2 + \frac{1}{2} G_{\sigma_-}^2 + G_B^2 + G_C^2, \tag{4.55}
\]

\[
\frac{d}{dl} G_{\sigma_-} = + G_{\sigma_+} G_{\sigma_-} + G_B G_A + G_C G_B, \tag{4.56}
\]

\[
\frac{d}{dl} G_A = + \frac{1}{2} G_{\rho_+} G_A - \frac{1}{2} G_{\rho_-} G_A - \frac{3}{2} G_B G_C - \frac{1}{2} G_A G_B, \tag{4.57}
\]

\[
\frac{d}{dl} G_B = + \frac{1}{2} G_{\rho_+} G_B + G_{\sigma_+} G_B - G_A G_C + \frac{1}{2} G_{\sigma_-} G_A, \tag{4.58}
\]

\[
\frac{d}{dl} G_C = - \frac{1}{2} G_{\rho_-} G_C + G_{\sigma_+} G_C - G_A G_B + \frac{1}{2} G_{\sigma_-} G_B, \tag{4.59}
\]

\[
\frac{d}{dl} G_A = + \frac{1}{2} G_{\rho_+} G_A + \frac{3}{2} G_B G_{\sigma_-} + G_A G_B, \tag{4.60}
\]

\[
\frac{d}{dl} G_B = - \frac{1}{2} G_{\rho_-} G_B + \frac{3}{2} G_C G_{\sigma_-} + G_A G_A. \tag{4.61}
\]

These equations are equivalent to the ones reported in Ref. 25, in which another set of nine independent variables is used: \( b_{11}^p = (g_{\rho_+} + g_{\rho_-}) / 8 \), \( b_{11}^p = -(g_{\rho_+} + g_{\rho_-}) / 2 \), \( b_{12}^p = g_{\rho} / 4 \), \( b_{12}^p = g_{A} \), \( f_{12}^p = (g_{\rho_+} + g_{\rho_-}) / 8 \), \( f_{12}^p = -(g_{\rho_+} + g_{\rho_-}) / 2 \), \( u_{11}^p = - g_A / 8 \), \( u_{12}^p = g_A / 8 \), and \( u_{12}^p = g_B / 2 \), where \( g_v = 2 \pi v_F \).

Integrating the RG equations (4.53)–(4.61) numerically with the initial condition set by the bare coupling constants in the extended Hubbard ladder model, we find that \( G_{\rho_+}(l) \) grows most rapidly and becomes of order unity first. At the length scale \( l = \sqrt{p} \), where \( G_{\rho_+}(l) = 2 \), we stop the nu-
Numerical integration. Below this energy scale the $p^+$ mode becomes massive. We can assume without losing generality that the phase $\phi_{p^+}$ is locked at $\langle \phi_{p^+} \rangle = 0 \mod \pi$. The effective theory at lower energy scale ($l > l_{p^+}$) is obtained from Eq. (4.23) through the substitution $2\phi_{p^+} \rightarrow 1$, $g_{c^+ c} \rightarrow g_{c^+ c} - g_{s^+} - g_{s^+} - g_{s^+} - g_{s^+}$, and $g_{c^+ c} \rightarrow g_{c^+ c}$. We then derive and solve the RG equations for the coupling constants in the effective theory to understand the low-energy properties of the remaining modes. The pattern of phase locking can be found from asymptotic low-energy behavior of the $g_{c^+ c}$, $g_{s^+}$, $g_{s^+}$, and $g_{s^+}$ in the numerical solution of the RG equations. The phase field $\Phi$ ($= \phi_{\sigma^+}$ or $\theta_{p(\sigma^+)}$) is locked at $\langle \Phi \rangle = \pi/2$ or 0, if the coupling constant $g$ ($g \in \{g_{c^+ c}, g_{s^+}, g_{s^+}, g_{s^+}\}$) behaves as $g \rightarrow + C$ or $- C$ in the low-energy limit, respectively, where $C$ is a positive constant of order unity. Once the configuration of the locked phase fields is determined, the resulting ground state is found from Table I. The phase diagram of the extended Hubbard ladder obtained in this way is shown in Figs. 6–10. We note that this approach reproduces the phase diagram of the SO(5) symmetric ladder obtained in earlier studies. Since the exotic phases such as the SF state and the S-Mott state appear only for a negative $U$ in this model, we will not further discuss it as we concentrate on the case with positive $U$ and $V$ in this paper.

Let us first consider the simple case where $U$ and $V_\perp$ are the only electron-electron interactions. The phase diagram on the plane of $U/t$ and $V_\perp /t$ is shown in Fig. 6. In this and other phase diagrams shown below, all the modes are gapped everywhere except on the phase boundaries. With the standard notation C$n$S$m$ of representing a state having $n$ massless charge modes and $m$ massless spin modes, the three phases in Fig. 6 are characterized as the “C$0$S$0$” phase. The phase boundary between the D-Mott state and the S-Mott state is the U(1) Gaussian critical line of the $\rho^-$ mode (C1S0), which is given by $V_\perp = U$; see Eq. (4.37) with $J_\perp = 0$. The phase boundary between the S-Mott state and the CDW state is the Ising critical line of the spin $\sigma^-$ mode, which is C$0$S$1$. This weak-coupling phase diagram is similar to Fig. 1 obtained from the strong-coupling approach.

Next, we include the AF exchange coupling $J_\perp$. The phase diagram on the plane of $J_\perp /U$ and $V_\perp /U$ at $U/t = 1$ is shown in Fig. 7. A different choice of $U/t$ does not lead to qualitative changes in the $J_\perp /U$ vs $V_\perp /U$ phase diagram. An interesting new feature is that the SF phase shows up between the D-Mott phase and the CDW phase. This is in agreement with the qualitative analysis of the preceding subsection, where it is found that the exchange interaction $J_\perp$ suppresses the S-Mott phase and helps the SF phase appear. The Gaussian criticality of the $\rho^-$(mode (C1S0) emerges on

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{fig6}
\caption{Weak-coupling phase diagram of $H_{ij} + H_z + H_\text{int}$ at $t_\perp = t_\parallel = 1$ and $J_\perp = 0$ obtained from the one-loop RG equations. There is a massless mode (C1S0) on the boundary between the D-Mott and the S-Mott states while the boundary between the S-Mott and the CDW state is C$0$S$1$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{fig7}
\caption{Weak-coupling phase diagram of $H_{ij} + H_z + H_\text{int}$ at $t_\perp = t_\parallel = 1$ and $U/t = 1$. This corresponds to Fig. 2. Inset shows weak-coupling phase diagram of $H_{ij} + H_z + H_\text{int} + H_\text{pair}$ at $t_\perp = t_\parallel = 1$, $U/t = 1$, and $t_\text{pair}/t = 0.5$. On the boundaries between the D-Mott and the S-Mott states and between the SF and the CDW states exists a massless mode C1S0. A massless mode C$0$S$1$ appears on the boundaries between the D-Mott and the SF states and between the S-Mott and the CDW states. The different choice of $U/t$ does not yield qualitative changes to this phase diagram.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{fig8}
\caption{Weak-coupling phase diagram of $H$ for $U/t = 1$, $V_\parallel = V_\perp$, and $t_\text{pair} = V' = 0$. The tetracritical point with C1S$1/2$ is at $(J_\perp/t, V_\perp/t) = (0.40, 0.43)$.}
\end{figure}
that the pair-hopping favors the SF phase over the
phase. In the strong-coupling perturbation theory, we have
introduced the pair-hopping term $V_{\text{pair}}$ to stabilize the SF
state. This is not necessary, however, in the weak-coupling
approach, where the pair-hopping process is effectively gener-
ated from the second-order process in the rung hopping $t_{\perp}$.
In fact, we can show that positive pair-hopping terms are
generated in the renormalization-group procedure in the SF
phase.\footnote{We refer to the discussion in the text.}

Next we turn on the nearest-neighbor Coulomb repulsion
in the leg direction, $V_{\parallel}$. The phase diagram for $V_{\parallel} = V$
(\(= V\)) is shown in Fig. 8. Even though the additional $V_{\parallel}$
interaction strongly favors the CDW state, a small region of
the $S'$-Mott phase still remains in between the $D$-Mott phase
and the CDW phase. Besides this quantitative modification
the phase diagram is not changed qualitatively, and, in par-
ticular, the critical properties at the phase boundaries are the
same as in Figs. 6 and 7. Using the density-matrix
renormalization-group method, Vojta et al.\textsuperscript{26} determined
the phase boundary between the CDW state and a state with
homogeneous charge density for the model we used for Fig.
8. At $U = 1.5t$ they observed a transition to the CDW state
around $U/V = 2.9$, which is not very different from the phase
boundary at $J_{\parallel} = 0$ in Fig. 8. The transition is, however,
found to be first order for $U \approx 4t$ in their numerical results,
which is different from the continuous transition we found in
the weak-coupling analysis. A possible source of this dis-
crepancy might be the neglect of irrelevant operators with
canonical dimension 4 that could become important for
strong couplings as in the single-chain case.\textsuperscript{51}

Finally, we include next-nearest-neighbor Coulomb repuls-
on $V'$. Eq. (2.9). Figures 9 and 10 show the $V' - U$ and $V$-
$V'$ phase diagrams. In agreement with the discussion in the
preceding subsection, the PDW phase appears as $V'$ is
increased. At even larger $V'$ the $S'$-Mott phase and the
$D'$-Mott phase appear in Figs. 9 and 10. On the phase
boundary between the D-Mott state and the PDW state
appears the SU(2)$_2$ criticality; we have confirmed in our nu-
merical calculation that the coupling $g_{\rho^+}$ in Eq. (4.43) is
negative, i.e., marginally irrelevant. We have thus established
that the two-particle interaction $V'$ can drive the system to
the SU(2)$_2$ criticality.

Figure 10 shows a rich phase diagram containing the four
Mott phases and the two density-wave phases. We note that
in Fig. 10 the six phase boundaries meet at $V = V' = U$,
which corresponds to CS2. This happened because, within
our approximation, all the coupling constants in Eq. (4.23)
except $g_{\rho^+}$ vanish when $U = V = V' = t_{\parallel}$ and $J_{\parallel} = t_{\text{pair}}$
= 0. If $t_{\parallel} \neq t_{\parallel}$ or if higher-order contributions to the $g$'s are
included,\textsuperscript{51} this special situation might not occur. In Fig. 10
the phase boundaries between the Mott phases are CS0
(Gaussian criticality), while the CDW–$S$-Mott and PDW–
$S'$-Mott phase boundaries are CS0 (Ising criticality). The phase
boundary between the PDW phase and the $D$-Mott
phase is CS0 (SU(2)$_2$ criticality) as in Fig. 9. Finally, the
phase transition between the CDW phase and the $D'$-Mott
phase is found to be first order; we have confirmed that the
coupling $g_{\rho^+}$ in Eq. (4.43) is positive and marginally
relevant. Even though Fig. 10 is obtained from the weak-
coupling RG equations, we think that the phase diagram is

$\text{FIG. 9. Weak-coupling phase diagram of } H \text{ on the plane of } U/t \text{ and } V'/t \text{ for } V_{\parallel} = V_{\perp} = 0, \text{ and } J_{\parallel} = t_{\text{pair}} = 0. \text{ The phase boundary between the CDW and } S$-Mott phases and between the PDW and $S'$-Mott phases is in the Ising universality class (SU(2)$_2$). The phase transition between Mott phases is a Gaussian transition (CS0). The boundary between the $D$-Mott phase and the PDW phase is CS0 (SU(2)$_2$ criticality). The transition between the CDW phase and the $D'$-Mott phase shown by the thick solid line is a first-order transition.

$\text{FIG. 10. Weak-coupling phase diagram of } H \text{ on the plane of } V'/U \text{ and } V/U \text{ for } U/t = 0.5, \text{ } V_{\parallel} = V_{\perp} = V, \text{ and } J_{\parallel} = t_{\text{pair}} = 0. \text{ The phase transition between the CDW and } S$-Mott phases and between the PDW and $S'$-Mott phases is in the Ising universality class (SU(2)$_2$).
reliable since we have confirmed that the \((V/U)-(V'/U)\) phase diagram is not changed much when \(U/t\) is varied.

V. CONCLUSIONS

In this paper we have studied the half-filled generalized Hubbard ladder with the intersite Coulomb repulsion and the exchange interaction by using the strong-coupling perturbation theory and the weak-coupling bosonization method. In the strong-coupling approach the SF state is described as an AF ordered state of the Ising model where pseudospins represent the currents flowing along the rungs. We have shown that the SF state can appear next to the CDW state and the D-Mott state in the phase diagram and that the quantum phase transition between the SF state and the D-Mott state is in the Ising universality class. We have also established the Ising transition between the \(S\)-Mott and the CDW phases and the Gaussian transition between the \(D\)-Mott and the \(S\)-Mott phases. In the weak-coupling approach we have shown that, in general, the model can accommodate a total of eight insulating phases at half filling, four density-wave phases, and four Mott phases (Fig. 5). The universality class of the phase transitions among these phases is determined. In particular, we have shown that the \(SU(2)_2\) criticality with the central charge \(c = 3/2\) is induced by the next-nearest-neighbor Coulomb repulsion \(V'\), which drives the system from the \(D\)-Mott phase to the PDW phase (Figs. 9 and 10). When \(V'\) is further increased, the \(S'\)-Mott phase and the \(D'\)-Mott phase, which correspond to the quantum disordered states of the PDW phase and the FDW phase, show up (Fig. 9).

When this manuscript was almost completed, we became aware of the work by Wu et al.\(^{44}\) where the eight insulating phases in Sec. IV are obtained independently.
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