Human versus machine in medicine: can scientific literature answer the question?

In *The Lancet Digital Health*, Xiaoxuan Liu and colleagues present a systematic review and meta-analysis in an attempt to answer the question of whether deep learning is better than human health-care professionals across all imaging domains of medicine. Despite the plethora of headlines proclaiming how the latest artificial intelligence (AI) has outperformed a human physician, the authors found surprisingly few studies that compare the performance of humans and these models. From more than 20,000 unique abstracts, fewer than 100 studies met their eligibility criteria for the systematic review and only 25 met their inclusion criteria for the meta-analysis. These 25 studies compared the performance of deep learning solutions to health-care professionals for 13 different specialty areas, only two of which—breast cancer and dermatological cancers—were represented by more than three studies. The meta-analysis suggests equivalent performance of deep learning algorithms and health-care professionals in the 14 studies that used the same out-of-sample validation dataset to compare their performances, showing a pooled sensitivity of 87·0% (95% CI 83·0–90·2) for deep learning models and 86·4% (79·9–91·0) for health-care professionals, and a pooled specificity of 92·5% (85·1–96·4) for deep learning models and 90·5% (80·6–95·7) for health-care professionals. This work nicely illustrates the challenge of attempting to compare AI with humans for medical applications, and the authors rightly qualify their conclusion with a detailed list of potential confounders and limitations. The eventual sample size representing a broad swath of the domain of medicine underlines the need for a deeper dive into the literature.

Evaluation of diagnostic accuracy—whether for AI or otherwise—requires a ground truth. In the absence of a perfect ground truth, inherent biases are introduced into a study. This is particularly problematic when evaluating AI tools to decide if they perform better than humans. As Liu and colleagues point out, there is a wide spectrum of what constitutes expert consensus or ground truth in the literature, yet these datasets with inconsistent, imperfect, or even incorrect labels become training and testing data for AI models. If researchers cannot all agree on what it means to agree, how can we know if model A is better than human B? More importantly, how can an AI model be trained when experts themselves disagree on the correct answer to a question?

AI cannot yet replicate the essence of the diagnostic process. In medicine, different datapoints become available at different times during a work-up. One test might be ordered because of the result of another. So, when AI algorithms are trained on a complete corpus of retrospective data that eliminates both the temporal variation and the dependency within the data, can it actually be compared with the human physician who made a series of related decisions to create that comprehensive dataset? Additionally, formulation of a differential diagnosis often gets tossed aside when training an AI algorithm, because the focus shifts to making a single diagnosis rather than highlighting the relevant data that lead a physician to a particular set of diagnoses with associated likelihoods—ie, the differential diagnosis.

Can AI developed and trained in silico effectively be compared with the human physician functioning in the real world, where data are messy, elusive, and imperfect? As Liu and colleagues discovered, only a handful of studies evaluate the performance of AI models in the presence of a-priori knowledge about the patient. This is contrary to medical practice, which begins with the history of the present illness, the review of systems, and the physical exam, and uses these data to determine what diagnostic testing is needed. The presence or absence of these data introduces additional bias, either towards a broader differential or a specific diagnosis. Again, there is also the question of diagnosis versus detection—if an AI is trained on a limited, curated dataset, while the human diagnostician technically has the entire medical record at their fingertips, what task is the AI actually performing? And when the human physician is asked to make a diagnosis with a fraction of the data they would normally use (eg, “I cannot tell you if the patient has a productive cough, shortness of breath, fever, or is immunocompromised, but is that opacity on the chest radiograph pneumonia?”), are we actually evaluating the human physician’s true performance?
The scientific literature is known to be incomplete because negative studies—ie, those that do not disprove the null hypothesis—are less frequently published. This adds to the complexity of evaluating the performance of AI compared with human physicians, because the results might be skewed in favour of those AI models that do perform well. More negative studies and studies that reproduce results need to be added to the existing body of knowledge on AI in medicine to balance and mature the literature. Furthermore, the techniques used to evaluate model performance (confusion matrices and F scores) do not always take into account the reality of medical practice, where the relative costs of false negatives and false positives differ according to disease and scenario.

From the beginning, AI has been criticised because of the black-box nature of the tool: data go in and an answer comes out, with little understanding of what occurs in between. Fortunately, the burgeoning subfield of explainable AI has begun to offer some tools to better interpret AI models. The challenge remains that although explainable AI can tell us what aspects of the input data it used to determine its output, it still cannot tell us why the end result is produced.

Liu and colleagues conclude that the accuracy of deep learning is similar to that of health-care professionals. With the increasing hype of the potential of AI in medicine, this result could be misconstrued as machine diagnosis being better than human diagnosis: why have a human doctor when a digital one would be just as good, maybe better? Given the extensive discussion of the limitations of their study, claiming equivalence or superiority of AI over humans could be premature. Perhaps the better conclusion is that, in the narrow public body of work comparing AI with human physicians, AI is no worse than humans, but the data are sparse and it might be too soon to tell. AI in many forms, including explainable AI and augmented intelligence, continues to climb towards the peak of inflated expectations on the 2019 Gartner Hype Cycle. As scientists and physicians, we should take on a responsible assessment of this new and rapidly developing technology, and stick to the facts, rather than risking a drop into the trough of disillusionment and a third major AI winter.
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