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Abstract. In this paper, we consider the Schrödinger equation,
\[ Hu = -u'' + (V(x) + V_0(x))u = Eu, \]
where \( V_0(x) \) is 1-periodic and \( V(x) \) is a decaying perturbation. By Floquet theory, the spectrum of \( H_0 = -\nabla^2 + V_0 \) is purely absolutely continuous and consists of a union of closed intervals (often referred to as spectral bands). Given any finite set of points \( \{E_j\}_{j=1}^N \) in any spectral band of \( H_0 \) obeying a mild non-resonance condition, we construct smooth functions \( V(x) = O(1) + |x| \) such that \( H = H_0 + V \) has eigenvalues \( \{E_j\}_{j=1}^N \). Given any countable set of points \( \{E_j\} \) in any spectral band of \( H_0 \) obeying the same non-resonance condition, and any function \( h(x) > 0 \) going to infinity arbitrarily slowly, we construct smooth functions \( |V(x)| \leq h(x) + |x| \) such that \( H = H_0 + V \) has eigenvalues \( \{E_j\} \). On the other hand, we show that there is no eigenvalue of \( H = H_0 + V \) embedded in the spectral bands if \( V(x) = O(1) + |x| \) as \( x \) goes to infinity. We prove also an analogous result for Jacobi operators.

1 Introduction

In this paper, we consider the Schrödinger equation,
\[ Hu = -u'' + (V(x) + V_0(x))u = Eu, \]
where \( V_0(x) \) is 1-periodic and \( V(x) \) is a decaying perturbation.

When \( V \equiv 0 \), we have an unperturbed 1-periodic Schrödinger equation,
\[ H_0 \phi = -\phi'' + V_0(x)\phi = E\phi. \]

We also consider a Jacobi eigenvalue equation,
\[ (J_0u)(n) := a_{n+1}u(n+1) + a_nu(n-1) + b_{n+1}u(n) = Eu(n), \quad n \geq 0, \]
where the \{a_j, b_j\} are real sequences indexed by \(j \geq 1\) with \(a_j\) assumed to be positive. Alternatively, we can view this eigenvalue equation in terms of an operator on \(\ell^2(\mathbb{Z}_{\geq 0})\). We also consider perturbations of this equation, namely,

\[
(Ju)(n) = (a_{n+1} + a'_{n+1})u(n + 1) + (a_n + a'_n)u(n - 1) + (b_{n+1} + b'_{n+1})u(n) = Eu(n), \quad n \geq 0,
\]

where \(a'_j\) and \(b'_j\) are real sequences chosen so \(a_j + a'_j\) is always positive. Let us assume in addition that the \(a_j\) and \(b_j\) sequences are periodic with period \(q \geq 1\).

The present paper is the combination of our two preprints [21] and [22]. These two preprints are not intended for publication.

Through basic Floquet theory, we know that the essential spectrum of the operators \(H_0\) and \(J_0\) both consist of absolutely continuous bands. Our goal is to identify perturbations that leave the absolutely continuous spectrum unchanged, but also produce an embedded singular spectrum in these absolutely continuous bands.

This is a problem with a long history. Let us consider first a special case, the free Schrödinger operator (that is, the operator \(H_0\) in the case where \(V_0 \equiv 0\)). Here the absolutely continuous spectrum is the interval \([0, \infty)\). For this operator, the classical Wigner–von Neumann result [33] introduces a decaying oscillatory perturbation that produces a single embedded eigenvalue at \(E = 1\). Following this, it has been an enduring topic of interest in inverse spectral theory to find perturbations of the free operator that produce an embedded point spectrum in \([0, \infty)\): see for instance [7, 8, 14, 15, 24, 25, 28, 12, 30, 29, 1]. See also [4] for a more detailed survey of results in this area.

A natural next step is to understand how to produce an embedded point spectrum when \(V_0 \not\equiv 0\). This more general problem has attracted recent interest [26, 32, 14, 23]. In addition, there has also been work done in an embedded point spectrum for the spectral bands of other periodic operators, such as the Jacobi operator [9, 11, 27] and the CMV operator ([27] and [31, Section 12.2]).

Our paper’s main thrust may be summarized as follows. Let \(V_0(x)\) be any 1-periodic potential function, and consider any countable set \(S\) embedded in a band of the essential spectrum of \(H_0\) in (2). If \(S\) satisfies a mild non-resonance condition, we then carefully construct a perturbation \(V\) of \(V_0\) so that the essential spectrum remains unchanged, and eigenvalues appear at every point in \(S\). In other words, for a given band we can find a perturbation that can produce any embedded point spectrum we desire, as long as our set of eigenvalues obeys that weak non-resonance condition.
Our choice of perturbation is inspired by the one introduced in [8]. Of course, since we are perturbing a periodic operator rather than a free operator the construction is different, and in many ways much more challenging. Rather than using the standard Prüfer variables, we have to instead use the generalized Prüfer variables introduced in [14], which are a lot more complicated. The main contribution of this paper is in Section 5 where we have to perform several precise estimates on these generalized Prüfer variables. One key innovation in this section is the use of a Fourier expansion to ensure that some key terms in our construction decay sufficiently quickly. After the Fourier expansion, we end up having to bound some decaying oscillatory functions, and we accomplish this by carefully ensuring that the positive parts and the negative parts of the decaying oscillations cancel out well enough. The ideas in Section 5 are all new, and it is perhaps the most technically complicated part of our paper. We remark that the free perturbation setting explored in [8] does not contain the obstacles we have to overcome here in Section 5. Actually, our result implies the almost orthogonalization of generalized Prüfer angles in a suitable Hilbert space, which allows us to investigate the distribution of embedded eigenvalues [18]. We believe our analysis provides a useful tool to tackle other topics in the spectral theory of perturbed periodic operators.

Our construction is an improvement over previous results in a few important ways. For example, the construction in Theorem 4 of [26] only produces a single embedded eigenvalue in each band. In [14], Theorem 4.2 we are presented with a construction that can produce a dense embedded point spectrum, but only if the desired eigenvalues satisfy a rational independence condition. The reason for these technical restrictions in previous results is that while it is not too difficult to control the growth of the formal eigenfunction for one eigenvalue, simultaneously dealing with multiple eigenvalues at once is problematic. Point spectra are in a sense very fragile, so modifying a perturbation $V(x)$ to produce one eigenvalue often destroys the other eigenvalues. Thus simultaneously producing two embedded eigenvalues in a band is challenging, let alone infinitely many. We were able to overcome this problem by making very careful choices in our construction of $V$.

We do admit a technical restriction on $S$, a non-resonance condition. Each point of every spectral band is assigned a quasimomentum, which is a phase parameter in $[0, \pi)$ related to the Floquet solution of the unperturbed periodic operator equation (2). Given any two points in $S$, we require that their quasimomenta not sum to $\pi$. This is a very natural condition that appears almost universally in the embedded eigenvalues literature. For example, in [26] this non-resonance condition is addressed in their Lemma 13 (expressed as a condition on Fourier coefficients). In [6] this condition is described as the complement
of energies \( \{ \pm 2 \cos(\omega), \pm 2 \cos(2\omega) \} \). We emphasize that our condition is much weaker than that of the restriction in [14, Theorem 4.2], which requires the set of quasimomenta to be rationally independent of each other and of \( \pi \). In particular, if we restrict ourselves to half of the spectral band (e.g., the half of the band corresponding to quasimomenta in \((0, \pi/2)\)) we can allow \( S \) to be a completely arbitrary countable set.

Furthermore, by carefully tweaking our construction, we are able to ensure that our perturbation \( V(x) \) can be made to a smooth function. This smoothness is known to be difficult to achieve even for the case when \( V_0 \equiv 0 \). We are able to ensure smoothness due to the iterative nature of our construction, which allows us to make small, precise adjustments to the \( V(x) \) function at each step to make it smooth, while still controlling the size of all the eigenfunctions.

With regard to the Jacobi versions of our result, we remark that ours is a very significant improvement over previous results in the literature. Eigenvalues are in a sense very fragile, and so forcing multiple embedded eigenvalues to appear simultaneously is often challenging. Compare, for instance, the result in [11], which introduces a perturbation that can only produce two embedded eigenvalues. In another very recent paper [10], the authors employed a geometric method to construct embedded eigenvalues. While they are able to construct finitely many eigenvalues, to embed infinitely many eigenvalues they require a rational independence condition which our result does not require.

Note also that the proof that the construction produces the desired set of eigenvalues is more difficult in the Jacobi setting compared to the continuous Schrödinger setting. The spectral transition of embedded eigenvalues for discrete operators heavily depends on the arithmetic properties of quasimomenta. For example, the sharp transition for a single embedded eigenvalue for the continuous was known 40 years ago [2], dating back to [5]. However, similar results for the discrete case are still open [20]. In addition, the generalized Prüfer transformations are singular for the discrete setting. Although the proof of the continuous and discrete case looks similar, the understanding and mathematical principles behind them are significantly different. In this paper, the construction for the continuous case can be bounded by a constant in the continuous case, but in the Jacobi setting those same terms are bounded by a term that grows like \( \varepsilon \ln n \) for small positive \( \varepsilon \) and as \( n \to \infty \), which leads to an additional parameter in the construction.

Our paper is organized in the following way. In Section 2 we will introduce notation and state our results. We first address our proofs in the continuous Schrödinger setting. In Section 3 we will prove a result complementary to our main results: that no embedded eigenvalues will be produced if our perturbation
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is small. Section 4 is when we begin to address our main theorem. This section is just a non-technical summary of our method, aimed to give the reader an intuition about how our construction works. We will prove important technical estimates in Section 5, and in Section 6 we will show how to construct \( V(x) \). In the next sections, we prove results in the Jacobi setting. In Section 7, we discuss Prüfer variables and the discrete analogue of our auxiliary small perturbation result. In Section 8 we prove our main results concerning embedded eigenvalues, mainly explaining the parts of the proof that differ from the continuous Schrödinger setting. For the readers’ convenience, we write out explicitly the proofs for the Jacobi setting in the Appendix.

## 2 Main results

We consider a Floquet solution \( \varphi \) of (2), which has the following form:

\[
\varphi(x, E) = p(x, E)e^{ik(E)x}
\]

where \( k(E) \) is the quasimomentum, and \( p(x, E) \) is 1-periodic.

It is known that the spectrum of \( H_0 \) (on the whole line) is purely absolutely continuous and consists of a union of closed intervals (often referred to as bands). We denote

\[
\sigma_{ac}(H_0) = \sigma_{ess}(H_0) = \bigcup_k [c_k, d_k].
\]

In each band \([c_k, d_k]\), \( k(E) \) is monotonically increasing from 0 to \( \pi \) or monotonically decreasing from \( \pi \) to 0. Any two of those bands can intersect at most at one point. By Weyl’s theorem, \( \sigma_{ess}(H) = \sigma_{ess}(H_0) \) if \( \limsup_{x \to \infty} |V(x)| = 0 \).

**Theorem 2.1.** Suppose

\[
(6) \quad V(x) = \frac{o(1)}{1 + x}
\]

as \( x \to \infty \). Let \( H = H_0 + V \). Then there exists no non-trivial \( L^2(\mathbb{R}^+) \) solution of \( Hu = Eu \) for any \( E \in \bigcup_k (c_k, d_k) \). More precisely, if for some \( E \in \bigcup_n (c_k, d_k) \) the solution \( u \) of \( Hu = Eu \) satisfies \( u \in L^2(\mathbb{R}^+) \), then \( u \equiv 0 \).

**Theorem 2.2.** Suppose \( \{E_j\}_{j=1}^N \subseteq \bigcup_k (c_k, d_k) \) such that quasimomenta \( \{k(E_j)\}_{j=1}^N \) are different. Suppose for any \( i, j \in \{1, 2, \ldots, N\} \), \( k(E_i) + k(E_j) \neq \pi \). Then for any given \( \{\theta_j\}_{j=1}^N \subseteq [0, \pi] \), there exist functions \( V \in C^\infty[0, \infty) \) such that

\[
(7) \quad V(x) = \frac{O(1)}{1 + x} \quad \text{as } x \to \infty
\]
and

\[ Hu = E_j \mu \]

has an \( L^2(\mathbb{R}^+) \) solution with boundary condition

\[ \frac{u'(0)}{u(0)} = \tan \theta_j. \]

**Corollary 2.3.** Choose any band \([c_k, d_k]\). Let \( e_k \in [c_k, d_k] \) be such that \( k(e_k) = \frac{\pi}{2} \). Suppose \( \{E_j\}_{j=1}^N \) are a finite set of distinct points in \((c_k, e_k)\) or \((e_k, d_k)\). Then for any given \( \{\theta_j\}_{j=1}^N \subset [0, \pi] \), there exist functions \( V \in C^\infty[0, \infty) \) such that (7) holds as \( x \to \infty \) and

\[ Hu = E_j \mu \]

has an \( L^2(\mathbb{R}^+) \) solution with boundary condition

\[ \frac{u'(0)}{u(0)} = \tan \theta_j. \]

**Theorem 2.4.** Suppose \( A = \{E_j\}_{j=1}^\infty \subset \bigcup_n (a_n, b_n) \) such that quasimomenta \( \{k(E_j)\}_j \) are different. Suppose for any \( i, j, k \), \( k(E_i) + k(E_j) \neq \pi \). Let \( h(x) > 0 \) be any function on \((0, \infty)\) with \( \lim_{x \to \infty} h(x) = \infty \).

Then for any given \( \{\theta_j\}_{j=1}^\infty \subset [0, \pi] \), there exist functions \( V \in C^\infty[0, \infty] \) such that

\[ |V(x)| \leq \frac{h(x)}{1 + x} \quad \text{for } x > 0, \]

and

\[ Hu = E_j \mu \]

has an \( L^2(\mathbb{R}^+) \) solution with boundary condition

\[ \frac{u'(0)}{u(0)} = \tan \theta_j. \]

**Corollary 2.5.** Choose any band \([c_k, d_k]\). Let \( e_k \in [c_k, d_k] \) be such that \( k(e_k) = \frac{\pi}{2} \). Suppose \( \{E_j\}_{j=1}^\infty \) are a countable set of distinct points in \((c_k, e_k)\) or \((e_k, d_k)\). Let \( h(x) > 0 \) be any function on \((0, \infty)\) with \( \lim_{x \to \infty} h(x) = \infty \).

Then for any given \( \{\theta_j\}_{j=1}^\infty \subset [0, \pi] \), there exist functions \( V \in C^\infty[0, \infty] \) such that (8) holds and

\[ Hu = E_j \mu \]

has an \( L^2(\mathbb{R}^+) \) solution with boundary condition

\[ \frac{u'(0)}{u(0)} = \tan \theta_j. \]
Remark 2.6.  
(i) Actually, in the proof of Theorems 2.2 and 2.4, we show that
\[ V^{(k)}(x) = \frac{O_k(1)}{1 + x} \]
and
\[ |V^{(k)}(x)| \leq \frac{O_k(1)h(x)}{1 + x}, \quad x > 0, \]
respectively, where \( O_k(1) \) is a large constant depending on \( k \).
(ii) Although we only consider the half line \([0, \infty)\), all the results in this paper hold for \( x \in (-\infty, 0] \).
(iii) We can assume that the \( V(x) \) we construct in Theorems 2.2, 2.4 and Corollaries 2.3, 2.5 satisfies
\[ |V(x)| \leq \frac{C}{(1 + |x|)^{\frac{3}{2}}} \]
Thus \( \sigma_{ac}(H) = \sigma_{ac}(H_0) = \bigcup_k [c_k, d_k] [3] \).

Now we are in position to introduce the results for perturbed periodic Jacobi operators. Recalling equation (3) we denote
\[ \sigma_{ac}(J_0) = \sigma_{ess}(J_0) = \bigcup_k [c_k, d_k]. \]

Let \( E \in (c_k, d_k) \) and \( \phi \) be the Floquet solution of a \( q \)-periodic operator. Suppose
\[ \phi(n, E) = p(n)e^{i\frac{E}{1 + |x|}n}, \]
where \( p(n) \) is a real \( q \)-periodic function and \( k(E) \in (0, \pi) \) is called the quasimomentum \((q \text{ is the period for } a_n, b_n)\). Sometimes, we omit the dependence on \( E \).

**Theorem 2.7.** Suppose \( a'_n = O(1) \frac{1}{1 + n} \) and \( b'_n = O(1) \frac{1}{1 + n} \). Let \( J \) be given by (4). Then there exists no non-trivial \( \ell^2(\mathbb{Z} \geq 0) \) solution of \( Ju = Eu \) for any \( E \in \bigcup_k (c_k, d_k) \).

**Theorem 2.8.** Suppose \( \{E_j\}_{j=1}^N \subset \bigcup_k (c_k, d_k) \) such that quasimomenta \( \{k(E_j)\}_{j=1}^N \) are different. Suppose for any \( i, j \in \{1, 2, \ldots, N\} \), \( k(E_i) + k(E_j) \neq \pi \). Let \( a'_n = 0 \). Then for any given \( \{\theta_j\}_{j=1}^N \subset [0, \pi] \), there exist \( b'_n \) such that
\[ b'_n = O(1) \frac{1}{1 + n} \]
as \( n \to \infty \) and
\[ Ju = E_j u \]
has an \( \ell^2(\mathbb{Z} \geq 0) \) solution with boundary condition
\[ \frac{u(1)}{u(0)} = \tan \theta_j. \]
Theorem 2.9. Suppose

\[ \{ E_j \}_{j=1}^\infty \subset \bigcup_k (c_k, d_k) \]

such that quasimomenta \( \{ k(E_j) \}_j \) are different. Suppose for any \( i, j \),

\[ k(E_i) + k(E_j) \neq \pi. \]

Let \( h(n) > 0 \) be any function on \( \mathbb{Z}_{\geq 0} \) with \( \lim_{n \to \infty} h(n) = \infty \). Let \( a'_n = 0 \)

Then for any given \( \{ \theta_j \}_{j=1}^\infty \subset [0, \pi] \), there exists a sequence \( b'_n \) such that

\[ |b'(n)| \leq \frac{h(n)}{1+n} \text{ for } n, \]

and

\[ Ju = E_j u \]

has an \( \ell^2(\mathbb{Z}_{\geq 0}) \) solution with boundary condition

\[ \frac{u(1)}{u(0)} = \tan \theta_j. \]

Finally, we remark that it is possible to make \( O(1) \) in (7) and (10) quantitative [19]. Also, under the assumption \( V(x) = O(1) \) \( 1+|x| \), we can show that the singular continuous spectrum of \( H_0 + V \) is empty [16]. Similar results hold for the discrete cases [17].

3 Absence of embedded eigenvalues for small perturbations in the continuous setting

From Section 3 through Section 6, we only consider continuous Schrödinger operators.

Let \( E \in \bigcup_n (a_n, b_n) \) and let \( \varphi(x, E) \) be the Floquet solution of \( H_0 \). We recall the generalized Prüfer transformation of the Schrödinger equation \( Hu = Eu \), which is from [14].

By interchanging \( \varphi \) and \( \overline{\varphi} \), we can assume

\[ \text{Im}(\varphi(0)\varphi'(0)) > 0. \]

Define \( \gamma(x, E) \) as a continuous function such that

\[ \varphi(x, E) = \lvert \varphi(x, E) \rvert e^{i\gamma(x, E)}. \]

In the following arguments, we leave the dependence on \( E \) implicit if there is no confusion. Note that we define \( u \) to be a real solution of (1) and \( \varphi \) is a Floquet
solution of (2) (so $\varphi$ is complex-valued). We also assume the quasimomentum $k(E)$ satisfies $0 \leq k(E) \leq \pi$.

By [14, Proposition 2.1], we know there exists some constant $G > 0$ (depending on $E$) such that

$$\frac{1}{G} \leq \gamma'(x) \leq G.$$  \hfill (13)

**Proposition 3.1** (Proposition 2.2 and Theorem 2.3(b)(c) of [14]). Suppose $u$ is a real solution of (1). Then there exist real functions $R(x) > 0$ and $\theta(x)$ such that

$$[\ln R(x)]' = \frac{V(x)}{2\gamma'(x)} \sin 2\theta(x)$$

and

$$\theta(x)' = \gamma'(x) - \frac{V(x)}{2\gamma'(x)} \sin^2 \theta(x).$$

Moreover, there exists a constant $K$ (depending on $E$) such that

$$\frac{|u(x)|^2 + |u'(x)|^2}{K} \leq R(x)^2 \leq K(|u(x)|^2 + |u'(x)|^2).$$

**Remark 3.2.** Let $\delta(x)$ be a continuous function such that

$$\varphi'(x) = i|\varphi'(x)|e^{i\delta(x)}.$$  \hfill (17)

Then we have the following precise relations:

$$u(x) = R(x)|\varphi(x)| \sin \theta(x)$$

and

$$u'(x) = R(x)|\varphi'(x)| \cos(\theta(x) + \delta(x) - \gamma(x)).$$

**Proof of Theorem 2.1.** Suppose $u$ is an eigensolution with corresponding eigenvalue $E \in (a_n, b_n)$. By (14) and the assumption (6), we have

$$\ln R(x) \geq \ln R(x_0) - \frac{1}{3} \int_{x_0}^{x} \frac{1}{1 + x} \, dx$$

for large $x_0$ and $x > x_0$. Fixing $x_0$, we obtain for large $x$ and a constant $\tilde{C}$,

$$R(x) \geq \frac{1}{C x^3}.$$  \hfill (20)

This contradicts (16) and $u \in L^2(\mathbb{R}^+)$. Here we used the basic fact that $Hu = Eu$ and $u \in L^2(\mathbb{R}^+)$ imply $u' \in L^2(\mathbb{R}^+)$. \hfill $\square$
4 A non-technical summary of our method

Since the calculations in the next few sections will be very technical and complicated, let us first provide a non-technical summary of our technique, to help the reader understand how everything connects in the big picture. The challenge of our construction is that we are trying to create many different eigenvalues (perhaps a countably infinite number) simultaneously. In other words, our solution must decay fast enough for many different values of the energy $E$; let us say we desire a $V(x)$ that induces embedded eigenvalues at $E = E_1, E_2, E_3, \ldots$. The difficulty is, if we create a potential $V_{E_i}(x)$ that produces a decaying eigensolution $u_{E_i}$ that corresponds to an energy $E_1$, that potential might cause solutions $u_{E_2}(x), u_{E_3}(x), \ldots$ corresponding to $E_2, E_3, \ldots$ to grow.

We thus perform a complicated concatenation process on the potential $V(x)$ to ensure that all the eigensolutions $u_{E_1}(x), u_{E_2}(x), u_{E_3}(x), \ldots$ decay quickly. At each stage of the concatenation (think of a stage as an interval in $[0, \infty)$ ), we construct a potential that forces the eigensolution corresponding to a single energy to decay. In one stage, we construct $V_{E_1}(x)$ so that the eigensolution $u_{E_1}$ corresponding to an energy $E_1$ decays very quickly, while we prove upper bounds on how much the eigensolutions $u_{E_2}, u_{E_3}, \ldots$ corresponding to the other desired energies can grow. Then we concatenate a next stage $V_{E_2}(x)$, that makes the eigenfunction corresponding to a second energy $E_2$ decay quickly, while limiting how much the other eigenfunctions $u_{E_1}(x), u_{E_3}(x), \ldots$ can grow, et cetera. We then alternate these stages. If we have a finite number of $E_1, E_2, E_3, \ldots, E_k$ we simply repeat the $V_{E_1}(x), V_{E_2}(x), \ldots, V_{E_k}(x)$ stages periodically. If we have infinitely many $E_1, E_2, E_3, \ldots$ the concatenation gets more complicated, but it is still possible to alternate the stages in such a way that the $V_{E_k}(x)$ concatenation occurs infinitely many times for every $k$ (albeit each $V_{E_k}(x)$ concatenation occurs more and more rarely as $x$ increases). We construct the $V_{E_1}(x), V_{E_2}(x), \ldots$ in such a way that each eigensolution decays quickly enough at the stages where we are focusing on them, so that it compensates for how they might grow when we are focusing on other eigensolutions. We perform this delicate procedure and this results in all the desired eigensolutions decaying quickly enough to be in $\ell^2$.

Intuitively, our construction works in the following way: we bound the eigenfunctions by integrals that involve decaying oscillatory terms, for instance involving sines and cosines. It is unsurprising that we can do this, since in our setting the background potential is periodic and the perturbative potential we construct is formed by concatenating chopped-up pieces of decaying oscillatory functions. We then carefully show that for the decaying oscillatory terms in our integral bound,
the positive part of the oscillation mostly cancels out with the negative part, and this results in small upper bounds for the sizes of our eigenfunctions.

In Section 5 we will prove various lemmas that show integrals of various oscillating expressions are small. This will culminate in Proposition 5.5, which is the proposition that asserts that there exists a \( V_{E_1}(x) \) that ensures that the eigenfunction \( u_{E_1}(x) \) decays very quickly, and the other eigenfunctions \( u_{E_2}(x), u_{E_3}(x), \ldots \) will not grow too much. In Section 6 we explain how we concatenate the \( V_{E_1}(x), V_{E_2}(x), \ldots \) stages, and we prove that we do indeed get eigenvalues where we desire them.

For the discrete case, although the calculations are different the idea is more or less the same as what we explained above for the continuous case.

5 Some preparation for construction in the continuous setting

Before we proceed with our perturbative construction, we will have to lay some groundwork to ensure that certain key terms decay quickly enough for our purposes. This section is the most novel and difficult of our paper, and demonstrates clearest why perturbing a periodic operator is more challenging than perturbing a free operator.

For any \( E \in (a_n, b_n) \), we consider the non-linear differential equation for \( x > b \),

\[
\theta'(x, E, a, b, \theta_0) = \gamma'(x, E) + \frac{C}{\gamma'(x, E)(1 + x - b)} \sin 2\theta \sin^2 \theta,
\]

where \( C \) is a large constant that will be chosen later. Solving (21) on \([a, \infty)\) with initial condition \( \theta'(a) = \tan \theta_0 \), where \( a > b \), we get a unique solution. Notice that \( \theta \) depends on \( a, \theta_0 \) and \( E \).

Set

\[
V(x, E, a, b, \theta_0) = -\frac{C}{1 + x - b} \sin 2\theta(x).
\]

**Proposition 5.1.** Suppose \( \theta(x, E, a, b, \theta_0) \) is given by (21), \( k(E) \neq \frac{\pi}{2} \) and \( V(x, E, a, b, \theta_0) \) is given by (22). Then we have

\[
\int_a^x \frac{1}{1 + y} \cos 4\theta(y)dy = O(1).
\]

Let \( \hat{E} \) be another energy in \( \bigcup_j (a_j, b_j) \) such that \( k(\hat{E}) \neq k(E) \) and \( k(\hat{E}) + k(E) \neq \pi \). Suppose \( \theta(x, \hat{E}) \) is a solution of

\[
\theta'(x, \hat{E}) = \gamma'(x, \hat{E}) - \frac{V(x, E, a, b, \theta_0)}{2\gamma'(x, \hat{E})} \sin^2 \theta(x, \hat{E}).
\]

Then

\[
\int_{x_0}^x \frac{1}{2\gamma'(y, \hat{E})} \frac{1}{1 + y - b} \sin 2\theta(y, E) \sin 2\theta(y, \hat{E})dy = O\left(\frac{1}{x_0 - b}\right),
\]

for any \( x > x_0 > a \).
**Proof.** We only give the proof of (24). The proof of (23) is similar. Without loss of generality, we assume \( x_0 > a \) is large. First, using (15) and (21) we have the differential equations of \( \theta(x, E) \) and \( \theta(x, \hat{E}) \),

\[
\theta'(x, E) = \gamma'(x, E) + \frac{C}{\gamma'(x, E)(1 + x - b)} \sin 2\theta(x, E) \sin^2 \theta(x, E)
\]

and

\[
\theta'(x, \hat{E}) = \gamma'(x, \hat{E}) + \frac{C}{\gamma'(x, \hat{E})(1 + x - b)} \sin 2\theta(x, E) \sin^2 \theta(x, \hat{E}).
\]

By (5) and (12), we have

\[
\gamma(x, E) = k(E)x + \eta(x, E),
\]

where \( \eta(x, E) \mod 2\pi \) is a function that is 1-periodic in \( x \).

Observe that by basic trigonometry,

\[
-2 \sin 2\theta(y, E) \sin 2\theta(y, \hat{E}) = \cos(2\theta(y, E) + 2\theta(y, \hat{E})) - \cos(2\theta(y, E) - 2\theta(y, \hat{E})).
\]

Thus it suffices for us to find a bound for

\[
\int_{x_0}^{x} \frac{\cos(2\theta(y, E) \pm 2\theta(y, \hat{E}))}{2\gamma'(y, \hat{E})(1 + y - b)} dy.
\]

For simplicity, let us focus on the \( 2\theta(y, E) - 2\theta(y, \hat{E}) \) case. The \( 2\theta(y, E) + 2\theta(y, \hat{E}) \) case will proceed in a similar way.

By (25), (26) and (27), we have

\[
\frac{d}{dx}([\theta(x, E) - \eta(x, E)] - [\theta(x, \hat{E}) - \eta(x, \hat{E})]) = (k(E) - k(\hat{E})) + \frac{O(1)}{1 + x - b}.
\]

Let

\[
\tilde{\theta}(x, E) = \theta(x, E) - \eta(x, E)
\]

and

\[
\tilde{\theta}(x, \hat{E}) = \theta(x, \hat{E}) - \eta(x, \hat{E}).
\]

By trigonometry again, one has

\[
\cos(2\theta(x, E) - 2\theta(x, \hat{E})) = \cos(2\tilde{\theta}(x, E) - 2\tilde{\theta}(x, \hat{E}) + 2\eta(x, E) - 2\eta(x, \hat{E}))
\]

\[
= \cos(2\eta(x, E) - 2\eta(x, \hat{E})) \cos(2\tilde{\theta}(x, E) - 2\tilde{\theta}(x, \hat{E}))
\]

\[
- \sin(2\eta(x, E) - 2\eta(x, \hat{E})) \sin(2\tilde{\theta}(x, E) - 2\tilde{\theta}(x, \hat{E})).
\]
Thus
\[
\int_{x_0}^{x} \frac{\cos(2\theta(y, E) - 2\tilde{\theta}(y, \hat{E}))}{2\gamma'(y, E)(1 + y - b)} dy \\
= \int_{x_0}^{x} \frac{\cos(2\eta(y, E) - 2\eta(y, \hat{E})) \cos(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{1 + y - b} dy \\
- \int_{x_0}^{x} \frac{\sin(2\eta(y, E) - 2\eta(y, \hat{E})) \sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{1 + y - b} dy.
\]

Again, because the estimate of the other term follows in a similar way, we only give the estimate for
\[
(31) \quad \int_{x_0}^{x} \frac{\sin(2\eta(y, E) - 2\eta(y, \hat{E})) \sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{2\gamma'(y, E)} dy.
\]

We proceed by Fourier expansion of \(\frac{\sin(2\eta(x, E) - 2\eta(x, \hat{E}))}{\gamma'(x, E)}\) (which is 1-periodic continuous) and obtain that
\[
\frac{\sin(2\eta(x, E) - 2\eta(x, \hat{E}))}{\gamma'(x, E)} = \frac{c_0}{2} + \sum_{k=1}^{\infty} c_k \cos(2\pi k x) + d_k \sin(2\pi k x).
\]

Plugging this back into (31), we get
\[
(31) = \int_{x_0}^{x} \frac{c_0 \sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{2(1 + y - b)} dy \\
+ \sum_{k=1}^{\infty} c_k \cos(2\pi k y) \frac{\sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{(1 + y - b)} dy \\
+ \sum_{k=1}^{\infty} d_k \sin(2\pi k y) \frac{\sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{(1 + y - b)} dy.
\]

By the Cauchy–Schwarz inequality, (32) and the fact that \(\sum c_k^2 + d_k^2 < \infty\), we only need to show that for \(\ell > 0\)
\[
\int_{x_0}^{x} \frac{\cos(2\pi \ell y) \sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{(1 + y - b)} dy = \frac{1}{\ell} O\left(\frac{1}{x_0 - b}\right)
\]
and
\[
\int_{x_0}^{x} \frac{\sin(2\pi \ell y) \sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{(1 + y - b)} dy = \frac{1}{\ell} O\left(\frac{1}{x_0 - b}\right),
\]
and
\[
\int_{x_0}^{x} \frac{\sin(2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E}))}{(1 + y - b)} dx = O\left(\frac{1}{x_0 - b}\right).
\]
As before, we only give the proof of (33).

By trigonometry, we have

\[
\int_{x_0}^{x} \frac{\sin(2\pi \ell y)}{(1 + y - b)} dy = \int_{x_0}^{x} \frac{\cos(2\pi \ell y - (2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E})))}{2(1 + y - b)} dy - \frac{\cos(2\pi \ell y + (2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E})))}{2(1 + y - b)} dy.
\]

By the same reason, we only prove that

\[
\int_{x_0}^{x} \frac{\cos(2\pi \ell y - (2\tilde{\theta}(y, E) - 2\tilde{\theta}(y, \hat{E})))}{1 + y - b} dy = \frac{1}{\ell} O(1) \quad \text{for} \quad x \geq x_0 - b + 1.
\]

Since \(k(E)\) and \(k(\hat{E})\) are distinct, we must have

\[
0 < |k(E) - k(\hat{E})| < \pi.
\]

Note that since the other case has a minus instead of a plus, here is where we need the restriction \(k(E) + k(\hat{E}) \neq \pi\).

Denote

\[
\tilde{\theta}_t(x) = 2\pi \ell x - 2(\tilde{\theta}(x, E) - \tilde{\theta}(x, \hat{E}))
\]

and

\[
\ell = 2\pi \ell - 2(k(E) - k(\hat{E})) > 0.
\]

By (30), one has

\[
\tilde{\theta}_t(x) = \tilde{\ell} + \frac{O(1)}{1 + x - b}.
\]

Observe that this is positive if \(x - b\) is sufficiently large.

Let \(i_0\) be the largest integer such that

\[
2\pi i_0 + \frac{\pi}{2} < \tilde{\theta}_t(x_0).
\]

By (37), there exist \(x_0 < x_1 < x_2 < \cdots < x_t < x_{t+1}\) such that \(x\) lies in \([x_{i-1}, x_i]\) and

\[
\tilde{\theta}_t(x_i) = 2\pi i_0 + \frac{2i - 1}{2} \pi
\]

for \(i = 1, 2, \ldots, t, t + 1\).

By integrating (37), we obtain

\[
\tilde{\theta}_t(x) = \tilde{\ell}x + O(1) \ln(1 + x - b).
\]
And so
\[ \tilde{\ell} |x_{i+1} - x_i| = \tilde{\theta}(x_{i+1}) - \tilde{\theta}(x_i) + O(1) \ln \left( \frac{1 + x_{i+1} - b}{1 + x_i - b} \right) \]
\[ = \pi + O(1) \ln \left( \frac{1 + x_{i+1} - b}{1 + x_i - b} \right) \text{ by (38)} \]
\[ = \pi + O(1) \left| \ln \left( \frac{1 + x_{i+1} - x_i}{1 + x_i - b} \right) \right| = \pi + O(1) \left| \frac{x_{i+1} - x_i}{1 + x_i - b} \right|. \]
This implies
\[ |x_{i+1} - x_i| = \frac{\pi}{\tilde{\ell}} + \frac{O(1)}{\tilde{\ell}(x_i + 1 - b)}, \]
and so for sufficiently large \( x_i - b \),
\[ (40) \quad x_i \geq x_0 + \frac{i\pi}{2\tilde{\ell}}. \]
Similarly, for \( y \in [x_i, x_{i+1}) \), we have
\[ \tilde{\theta}(y) = 2\pi i_0 + i\pi - \frac{\pi}{2} + \tilde{\ell}(y - x_i) + \frac{O(1)}{\tilde{\ell}(1 + x_i - b)}, \]
which implies
\[ \int_{x_i}^{x_{i+1}} |\cos(2\pi \tilde{\ell}y) - 2(\tilde{\theta}(y, E) - \tilde{\theta}(y, \hat{E}))|dy \]
\[ = \int_{x_i}^{x_{i+1}} |\cos(\tilde{\theta}(y))|dy \]
\[ = 2 \int_{0}^{\pi} \cos(\tilde{\theta}(y))dy + \frac{O(1)}{\tilde{\ell}^2(1 + x_i - b)} = \frac{1}{\tilde{\ell}} + \frac{O(1)}{\tilde{\ell}^2(1 + x_i - b)}. \]
Notice that \( \cos(2\pi \tilde{\ell}x - 2(\tilde{\theta}(x, E) - \tilde{\theta}(x, \hat{E}))) \) changes the sign at \( x_i \). The integral also has some cancellation between \( (x_{i-1}, x_i) \) and \( (x_i, x_{i+1}) \). Let \( \ell' \in \{\ell, \ell + 1\} \) such that \( \ell' \) is odd.
By (41), we obtain
\[ \int_{x_0}^{x} \frac{\cos(2\pi \tilde{\ell}y - 2(\tilde{\theta}(y, E) - \tilde{\theta}(y, \hat{E})))}{1 + y - b}dy \]
\[ = \frac{O(1)}{\tilde{\ell}(1 + x_0 - b)} + \int_{x_1}^{x} \frac{\cos(\tilde{\theta}(y))}{1 + y - b}dy \]
\[ = \frac{O(1)}{\tilde{\ell}(1 + x_0 - b)} + \sum_{i=1}^{t+1} \frac{O(1)}{\tilde{\ell}^2(1 + x_i - b)} \frac{1}{1 + x_i - b} = \frac{O(1)}{\tilde{\ell}(1 + x_0 - b)}, \]
where the last equality holds by (40). Since \( \ell / \tilde{\ell} \) is bounded, (35) follows. This concludes our proof. □
**Remark 5.2.** In order to estimate the other part of (29), that is
\[ \int_{x_0}^{x} \frac{\cos(2\theta(y, E) + 2\theta(y, \hat{E}))}{2\gamma(y, \hat{E})(1 + x - b)} \, dy, \]
we need the assumption \( k(E) + k(\hat{E}) \neq \pi \).

**Lemma 5.3.** Fix \( E \in (a, b) \) and boundary condition \( \theta_0 \in [0, \pi) \). Then there exists a \( \psi_0 \in [0, \pi) \) such that under the potential of \( V \) given by (22), the solution of \( Hu = Eu \) on \( [a, \infty) \) with boundary condition \( \frac{u'(a)}{u(a)} = \tan \theta_0 \) satisfies
\[
\ln R(x, E) - \ln R(a, E) \leq -100 \ln \frac{x - b}{a - b} + C \tag{43}
\]
and
\[
\ln R(x, E) \leq \ln R(a, E) \tag{44}
\]
for all \( x > a \).

**Proof.** Without loss of generality, assume \( b = 0 \). Choose some \( \psi_0 = \theta(a) \) such that (12), (17), (18) and (19) hold for \( x = a \) and \( \frac{u'(a)}{u(a)} = \tan \theta_0 \). By (14), (15), (21) and (22), we have
\[
\ln R(x, E) - \ln R(a, E) = - \int_{a}^{x} \frac{C}{2\gamma'(y, E)} \frac{1}{1 + y} \sin^2 2\theta(y) \, dy \tag{45}
\]
and
\[
\theta'(x, E) = \gamma'(x, E) + \frac{C}{2\gamma'(x, E)(1 + x)} \sin 2\theta \sin^2 \theta. \tag{46}
\]
Observe that (44) follows from (45) directly.

By (23) in Proposition 5.1, one has
\[
\int_{a}^{x} \frac{1}{1 + y} \cos 4\theta(y) \, dy = O(1).
\]
This yields that
\[
- \int_{a}^{x} \frac{C}{2\gamma'(y, E)} \frac{1}{1 + y} \sin^2 2\theta(y) \, dy = - \int_{x_0}^{x} \frac{C}{4\gamma'(y, E)} \frac{1}{1 + y} (1 - \cos 4\theta(y)) \, dy \\
\leq - \int_{a}^{x} \frac{C}{4\gamma'(y, E)} \frac{1}{1 + y} \, dy \\
\leq -100 \ln \frac{x}{a} + C.
\]
\( \square \)
**Lemma 5.4.** Let us use the potential $V(x, E, a, b)$ of Lemma 5.3 in (1). Let $\hat{E}$ be another energy in $\bigcup_e (a_e, b_e)$ such that $k(\hat{E}) \neq k(E)$ and $k(\hat{E}) + k(E) \neq \pi$. Then we have

$$R(x, \hat{E}) \leq 1.5R(x_0, \hat{E}),$$

for any $x > x_0 \geq a$ and large enough $x_0 - b$.

**Proof.** By (14) and (22), we have

$$\ln R(x, \hat{E}) - \ln R(x_0, \hat{E}) = -\int_{x_0}^{x} \frac{C}{2\gamma'(y, \hat{E})} \frac{1}{1 + x} \sin 2\theta(y, E) \sin 2\theta(y, \hat{E}) dy.$$  

By (24) in the previous Proposition 5.1,

$$\int_{x_0}^{x} \frac{1}{2\gamma'(y, \hat{E})} \frac{1}{1 + y - b} \sin 2\theta(y, E) \sin 2\theta(y, \hat{E}) dy = O\left(\frac{1}{x_0 - b}\right),$$

for all $x > x_0 \geq a$. This implies Lemma 5.4.

So far we have a construction of $V$ that is discontinuous. Now we want to assert that we may choose $V$ to be smooth.

**Proposition 5.5.** Let $E$ and $A = \{\hat{E}_j\}_{j=1}^k$ be in $\bigcup_e (a_e, b_e)$. Suppose $k(E)$ and \{\$k(\hat{E}_j)\}$ are different, and $k(E) + k(\hat{E}_j) \neq \pi$ for any $j \in \{1, 2, \ldots, N\}$. Suppose $\theta_0 \in [0, \pi]$. Let $x_1 > x_0 > b$. Then there exist constants $K(E, A, C(E, A)$ (independent of $b, x_0$ and $x_1$) and potential $\bar{V}(x, E, A, x_0, x_1, b, \theta_0)$ such that for $x_0 - b > K(E, A)$ the following holds:

**Potential.** For $x_0 \leq x \leq x_1$, supp($\bar{V}$) $\subset$ $(x_0, x_1)$, $\bar{V} \in C^\infty(x_0, x_1)$, and

$$|\bar{V}(x, E, A, x_0, x_1, b, \theta_0)| \leq \frac{C(E, A)}{x - b}.$$  

**Solution for $E$.** The solution of

$$(H_0 + \bar{V})u = Eu$$

with boundary condition $\frac{\bar{V}(x_0)}{u(x_0)} = \tan \theta_0$ satisfies

$$R(x_1, E) \leq C(E, A)\left(\frac{x_1 - b}{x_0 - b}\right)^{100} R(x_0, E)$$

and for $x_0 < x < x_1$,

$$R(x, E) \leq 2R(x_0, E).$$
Solution for $\hat{E}_j$. The solution of $(H_0 + \hat{V})u = \hat{E}_ju$ with any boundary condition satisfies for $x_0 < x \leq x_1$,

\begin{equation}
R(x, \hat{E}_j) \leq 2R(x_0, \hat{E}_j).
\end{equation}

**Proof.** Let $V_1$ be given by (22) with $a = x_0$. Let $x = x_1$ and $a = x_0$ in Lemmas 5.3 and 5.4. We modify $V_1$ on the boundary $x = x_0$ and $x = x_1$ a little and obtain $V$. We can also require $|V(x)| \leq |V_1(x)|$. Recall that $R$ is the magnitude of the solution of the linear differential equation (2). Thus $R(x, E)$ is continuously related to $V$, and so a small change in $V$ will only result in a small change in $R(x, E)$ in the finite interval $x \in [x_0, x_1]$. Thus Lemmas 5.3 and 5.4 still hold, and this implies Proposition 5.5. \( \square \)

6 Constructing the perturbative potential in the continuous setting

In this section we will give a proof of Theorems 2.2 and 2.4. We will give the construction of the potential $V$. The idea is to glue the potential $V(x, E, A, x_0, x_1, b, \theta_0)$ in a piecewise manner. Our construction is inspired by [8], where they use it to construct a rotationally symmetric metric on manifolds.

Let us fix a band of the absolutely continuous spectrum, and enumerate the desired embedded eigenvalues in our band spectrum as $E_j$ (we always assume there are countably many). Let $N : \mathbb{Z}^+ \to \mathbb{Z}^+$ be a non-decreasing function, $N(1) = 1$ and $N(w)$ grows very slowly (in other words, we expect $N(w) = N(w + 1)$ to be true for “most” $w \in \mathbb{Z}_+$). Furthermore, we define $N$ so if $N(w + 1) > N(w)$ then $N(w + 1) = N(w) + 1$. Let $C_w$ be a large constant that depends on the eigenvalues $E_1$ until $E_{N(w)}$,

\begin{equation}
C_w = C(E_1, E_2, \ldots, E_{N(w)}).
\end{equation}

We emphasize that the dependence of $C_{w+1}$ on the $E_j$ does not take into account multiplicity. Thus if $N(w + 1) = N(w + 2)$ (which we expect to happen very frequently) then $C_{w+1} = C_{w+2}$.

We have $N(w) = \max N$ for sufficiently large $w$ in the construction of Theorem 2.2 and we instead have $\lim_w N(w) = \infty$ in the construction of Theorem 2.4.

Define

\begin{equation}
T_{w+1} = T_w C_{w+1}
\end{equation}

and $T_0 = C_1$. By modifying $C_w$, we can assume $T_w$ is large enough so that

\[ T_w \geq K(E, \{E_j\}_{j=1}^{N(w)} \setminus E) \]

for any $E \in \{E_j\}_{j=1}^{N(w)}$ in Proposition 5.5.
On the other hand, if \( N(w) \) goes to infinity arbitrarily slowly, then \( C_w \) can also go to infinity arbitrarily slowly. This doesn’t contradict our previous statement that \( T_w \) is “large enough”, since we can choose the \( C_w \) to be large but also choose it to be constant for long stretches of \( w \in \mathbb{Z}_+ \). We do however choose \( C_w \) so that it goes to infinity faster than \( N(w) \): let us in fact choose \( C_w \) so that

\[
C_w \geq 4^{N(w+1)}.
\]

We can also assume

\[
T_w \geq 1000^w,
\]

and for large \( w \),

\[
C_w \leq \ln w,
\]

and

\[
C_w^2 N(w) \leq \frac{1}{100} \min_{x \in [J_{w-1}, J_w]} h(x),
\]

where \( h(x) \) is given by Theorem 2.4.

Let

\[
J_w = \sum_i^{w} N(i)T_i.
\]

Notice that \( J_w \) and \( T_w \) go to infinity faster than \( C_w \). More precisely, we will have \( C_w/J_w \) and \( C_w/T_w \) both tending to 0 as \( w \) tends to infinity.

We will also define function \( V \) (supp\( V \subset (1, \infty) \)) and \( u(x, E_j), j = 1, 2, \ldots \) on \((1, J_w)\) by induction, such that:

1. \( u(x, E_j) \) solves for \( x \in (0, J_w) \)

\[
\left(-\frac{d^2}{dx^2} + V_0(x) + V(x)\right)u(x, E_j) = Eju(x, E_j),
\]

and satisfies boundary condition

\[
u'(0, E_j) = \tan \theta_j;
\]

2. \( u(x, E_i) \) for \( i = 1, 2, \ldots, N(w) \) and \( w \geq 2 \), satisfies

\[
R(J_w, E_i) \leq 2^{N(w)} N(w)^5 C_w^{-50} R(J_{w-1}, E_i);
\]

3. \( V(x) \in C^\infty(J_{w-1}, J_w] \) and

\[
|V(x)| \leq M \frac{N(w)C_w^2}{x + 1},
\]

where \( M \) is an absolute constant.
By our construction, one has

$$\frac{J_w}{T_{w+1}} \leq 2 \frac{\sum_i N(i) T_i}{T_{w+1}} \leq 2 \frac{N(w)}{C_{w+1}} \leq 4 \frac{N(w)}{C_{w+1}}$$

The last inequality comes from (55).

6.1 Construction. Define $V(x) = 0$ for $x \in [0, 1]$. Let $u(x, E_j)$ be the solution of

$$Hu = E_j u$$

with boundary condition

$$\frac{u'(0, E_j)}{u(0, E_j)} = \tan \theta_j.$$  

We proceed by an induction argument. Suppose we have completed the construction $V(x)$ for step $w$. That is we have given the definition of $u(x, E_j)$ on $(1, J_w]$ for all possible $j$. Suppose also $u(x, E_i)$ on $(1, J_w]$ for $i = 1, 2, \ldots, N(w)$ satisfies (60).

Denote $B_{w+1} = \{E_i\}_{i=1}^{N(w+1)}$. Applying Proposition 5.5 to $x_0 = J_w$, $x_1 = J_w + T_{w+1}$, $b = 0$, $E = E_1$, $\tan \theta_0 = \frac{u'(0, E_1)}{u(0, E_1)}$ and $A = B_{w+1} \setminus \{E_1\}$, we can define

$$V(x, E_1, B_{w+1} \setminus \{E_1\}, J_w, J_w + T_{w+1}, 0, \theta_0)$$

on $x \in (J_w, J_w + T_{w+1}]$ since the boundary condition matches at the point $J_w$ (guaranteed by $\tan \theta_0 = \frac{u'(0, E_1)}{u(0, E_1)}$). Thus we can define $u(x, E_j)$ on $(0, J_w + T_{w+1})$ for all possible $j$. Moreover, letting $x_1 = J_w + T_{w+1}$ in Proposition 5.5, one has (by (49))

$$R(J_w + T_{w+1}, E_1) \leq \left(\frac{J_w + T_{w+1}}{J_w}\right)^{-100} C_{w+1} R(J_w, E_1)$$

(64)

since (62) holds and $C_{w+1}$ is chosen to be large.

We mention that now the constant $C(E, A)$ in Proposition 5.5 should be $C_{w+1}$.

Applying Proposition 5.5 to $x_0 = J_w + T_{w+1}$, $x_1 = J_w + 2T_{w+1}$, $b = T_{w+1}$, $E = E_2$, $A = B_{w+1} \setminus E_2$, and $\tan \theta_0 = \frac{u'(J_w + T_{w+1}, E_2)}{u(J_w + T_{w+1}, E_2)}$, we can define

$$V(x, E_2, B_{w+1} \setminus E_2, J_w + T_{w+1}, J_w + 2T_{w+1}, T_{w+1}, \theta_0)$$

on $x \in (J_w + T_{w+1}, J_w + 2T_{w+1}]$. Thus we can define $u(x, E_j)$ on $(0, J_w + 2T_{w+1})$ for all possible $j$. Moreover, letting $x_1 = J_w + 2T_{w+1}$ in Proposition 5.5, one has

$$R(J_w + 2T_{w+1}, E_2) \leq \left(\frac{J_w + 2T_{w+1}}{J_w}\right)^{-100} C_{w+1} R(J_w + T_{w+1}, E_2)$$

(65)

$$\leq N(w)^{50} C_{w+1}^{-50} R(J_w + T_{w+1}, E_2).$$
Suppose we give the definition of $V$ and $u(x, E_j)$ for all $j$ on $(0, J_w + tT_{w+1})$ for $t \leq N(w + 1) - 1$. Let us give the definition on $(0, J_w + (t + 1)T_{w+1}]$.

Applying Proposition 5.5 to $x_0 = J_w + tT_{w+1}$, $x_1 = J_w + (t + 1)T_{w+1}$, $b = tT_{w+1}$, $E = E_{t+1}$, $A = B_{w+1} \setminus E_{t+1}$ and $\tan \theta_0 = \frac{\psi(J_w + T_{w+1}, E_{t+1})}{u(J_w + T_{w+1}, E_{t+1})}$, we can define

$$V(x, E_{t+1}, B_{w+1} \setminus E_{t+1}, J_w + tT_{w+1}, J_w + (t + 1)T_{w+1}, tT_{w+1}, \theta_0)$$

on $x \in (J_w + tT_{w+1}, J_w + (t + 1)T_{w+1})$. Thus we can define

$$u(x, E_j) \quad \text{on} \quad (0, J_w + (t + 1)T_{w+1}]$$

for all possible $j$. Moreover, letting $x_1 = J_w + (t + 1)T_{w+1}$ in Proposition 5.5, one has

$$R(J_w + (t + 1)T_{w+1}, E_{t+1}) \leq \left(\frac{J_w + T_{w+1}}{J_w}\right)^{-100} C_{w} R(J_w + tT_{w+1}, E_{t+1})$$

$$\leq N(w)^{50} C_{w+1}^{-50} R(J_w + tT_{w+1}, E_{t+1}).$$

Thus we can define on $(0, J_w + N(k + 1)T_{w+1}) = (0, J_w)$ by induction for $J_w + tT_{w+1}$.

Let us mention that for $x \in [J_w + tT_{w+1}, J_w + (t+1)T_{w+1}]$ and $0 \leq t \leq N(w + 1) - 1$, (67)

$$V(x) = \tilde{V}(x, E_{t+1}, B_{w+1} \setminus E_{t+1}, J_w + tT_{k+1}, J_w + (t+1)T_{k+1}, tT_{k+1}, u'(J_w + tT_{w+1}, E_{t+1}), u(J_w + tT_{w+1}, E_{t+1}), u'(J_w + tT_{w+1}, E_{t+1}), u(J_w + tT_{w+1}, E_{t+1}))$$

where $\tilde{V}$ is taken from Proposition 5.5.

Now we should show that the definition satisfies the $w + 1$ step conditions (58)–(61).

Let us consider $R(x, E_i)$ for $i = 1, 2, \ldots, N(w + 1)$. $R(x, E_i)$ decreases from point $J_w + (i - 1)T_{w+1}$ to $J_w + iT_{w+1}$, $i = 1, 2, \ldots, N(w + 1)$, and may increase from any point $J_w + (m - 1)T_{w+1}$ to $J_w + mT_{w+1}$, $m = 1, 2, \ldots, N(w + 1)$ and $m \neq i$. That is

$$R(J_w + iT_{w+1}, E_i) \leq N^{50}(w) C_{w+1}^{-50} R(J_w + (i - 1)T_{w+1}, E_i),$$

and for $m \neq i$,

$$R(J_w + mT_{w+1}, E_i) \leq 2R(J_w + (m - 1)T_{w+1}, E_i),$$

by Proposition 5.5.

Thus for $i = 1, 2, \ldots, N(w + 1)$,

$$R(J_w + 1, E_i) \leq 2^{N(w + 1)} N(w)^{50} C_{w+1}^{-50} R(J_w, E_i).$$

This implies (60) for $w + 1$. 
By the construction of $V(x)$ in equations (67), (48) and (53) we have for $x \in [J_w + iT_{w+1}, J_w + (t+1)T_{w+1}]$ and $0 \leq t \leq N(w + 1) - 1$,

$$|V(x)| \leq \frac{C_{w+1}}{x - iT_{w+1}} \leq \frac{C_{w+1}}{(J_w + iT_{w+1}) - iT_{w+1}} = \frac{C_{w+1}}{J_w}. \tag{68}$$

Furthermore, notice that by (53) and (57), for a constant $M$,

$$\frac{T_{w+1}}{J_w} = \frac{T_w C_{w+1}}{J_w} < MC_{w+1}. \tag{69}$$

Recall that $x \in [J_w + iT_{w+1}, J_w + (t+1)T_{w+1}]$ and $0 \leq t \leq N(w + 1) - 1$.

Direct computations show that

$$\frac{1}{N(w + 1)} + \frac{1}{J_w N(w + 1)} + \frac{T_{w+1}}{J_w} < 2C_{w+1},$$

$$1 + \frac{1}{J_w} + N(w + 1) \frac{T_{w+1}}{J_w} < 2N(w + 1) C_{w+1},$$

$$\frac{J_w + N(w + 1)T_{w+1} + 1}{J_w} < 2N(w + 1) C_{w+1}, \tag{70}$$

By (68) and (70), we have for $x \in [J_w, J_{w+1}]$

$$|V(x)| < 100 \frac{N(w + 1) C_{w+1}^2}{x + 1}. \tag{71}$$

This implies (61).

### 6.2 Proof of Theorems 2.2 and 2.4.

**Proof.** In the construction of Theorem 2.2, eventually $N(w)$ and $C_w$ are bounded. In the construction of Theorem 2.4, $N(w)$ and $C_w$ grow to infinity arbitrarily slowly. By (61) and (56), we have that (7) and (8) hold.

By (16), it suffices to show that for any $j$, $R(x, E_j) \in L^2([1, \infty), dx)$. Below we give the details.
For any \( N(w_0 - 1) < j \leq N(w_0) \), by the construction (see (60)), we have for \( w \geq w_0 \)

\[
R(J_{w+1}, E_j) \leq 2^{N(w+1)}N(w)^{50}C_{w+1}^{-50}R(J_w, E_j) \leq C_{w+1}^{-25}R(J_w, E_j)
\]  

(72)

where the second inequality holds by (54) and the third inequality holds by (53).

By (50), (51), (54) and (72), for all \( x \in [J_{w+1}, J_{w+2}] \),

\[
R(x, E_j) \leq 2^{N(w+2)}R(J_{w+1}, E_j) \leq C_{w+2}R(J_{w+1}, E_j) \leq T_{w_0}^{25}T_{w+1}^{-24}R(J_{w_0}, E_j).
\]  

(73)

Then by (73), we have

\[
\int_{J_{w_0+1}}^{\infty} R^2(x, E_j) dx = \sum_{w \geq w_0} \int_{J_{w+1}}^{J_{w+2}} R^2(x, E_j) dx \leq \sum_{w \geq w_0} \int_{J_{w+1}}^{J_{w+2}} T_{w_0}^{50}T_{w+1}^{-48}R^2(J_{w_0}, E_j) dx
\]

\[
\leq T_{w_0}^{50}R^2(J_{w_0}, E_j) \sum_{w \geq w_0} N(w + 2)T_{w+2}^{-48}T_{w+1}^{-47}
\]

\[
= T_{w_0}^{50}R^2(J_{w_0}, E_j) \sum_{w \geq w_0} N(w + 2)C_{w+2}T_{w+1}^{-47}
\]

\[
\leq T_{w_0}^{50}R^2(J_{w_0}, E_j) \sum_{w \geq w_0} T_{w+1}^{-40} < \infty,
\]

since \( N(w) \) and \( C_w \) go to infinity slowly and \( T_w \) satisfies (55). This completes the proof.

\[ \square \]

7 Generalized Prüfer transformation and proof of Theorem 2.7

This section is mostly a summary of the generalized Prüfer variables developed in [27]. At the end of the section we prove Theorem 2.7. In (3), we have a Jacobi matrix \( J \) with coefficients \( a_n > 0, b_n \in \mathbb{R} \), viewed as an operator \( J_0 \) on \( \ell^2(\mathbb{Z}_{\geq 0}) \). We consider also its perturbation, a Jacobi matrix \( J \) with coefficients \( a_n + a'_n > 0, b_n + b'_n \in \mathbb{R} \), and viewed as an operator \( J \) on \( \ell^2(\mathbb{Z}_{\geq 0}) \). For \( E \in \bigcup(c_k, d_k) \), let \( \varphi \) be a Floquet solution given by (9). Without loss of generality, assume \(|\varphi(0)|^2 + |\varphi(1)|^2 = 1\). Obviously,

\[
an+1\varphi(n + 1) + b_{n+1}\varphi(n) + a_n\varphi(n - 1) = E\varphi(n).
\]  

(74)

We also consider an eigensolution \( u \) for \( H \),

\[
(a_{n+1} + a'_{n+1})u(n + 1) + (b_{n+1} + b'_{n+1})u(n) + (a_n + a'_n)u(n - 1) = Eu(n).
\]  

(75)
We define $\gamma(n)$ as the argument of $\varphi(n)$. In other words,

$$\varphi(n) = |\varphi(n)|e^{i\gamma(n)}.$$  

We can ensure uniqueness of $\gamma$ by setting $\gamma(0) \in [0, 2\pi)$, $\gamma(n) - \gamma(n - 1) \in [0, 2\pi)$.

Note that $\varphi$ is complex, and is linearly independent with its complex conjugate $\bar{\varphi}$.

On the other hand, we assume that $u$ is a real-valued eigensolution.

We now introduce $Z(n)$. Our Prüfer variables will be defined as the argument and absolute value of $Z(n)$. It is defined as follows:

$$Z(n) = R(n)e^{i\eta(n)}.$$

By linear independence of $\varphi$ and $\bar{\varphi}$ and reality of $u$, (77) uniquely determines $Z(n)$. The Prüfer amplitude $R(n) > 0$ and Prüfer phase $\eta(n) \in \mathbb{R}$ are defined as

$$R(n) = \left|\frac{Z(n)}{Z(n-1)}\right|; \quad \eta(n) = \arg \left\{\frac{Z(n)}{Z(n-1)}\right\}.$$

We will also need a few alternate versions of the Wronskian. For two sequences $f, g$, we have

$$W_{0,0}(f, g) = a_{n+1}f(n+1) - a_nf(n+1),$$

$$W_{0,a'}(f, g) = (a_{n+1} + a'_{n+1})f(n+1) - (a_{n+1} + a'_{n+1})f(n+1),$$

$$W_{0,a'}(f, g) = (a_{n+1} + a'_{n+1})f(n+1) - a_{n+1}f(n+1).$$

If we assume

$$a_{n+1}f(n+1) + a_nf(n-1) = (x - b_{n+1})f(n)$$

and

$$(a_{n+1} + a'_{n+1})g(n+1) + (a_n + a'_{n})g(n-1) = (x - b_{n+1} - b'_{n+1})g(n),$$

then

$$W_{0,a'}(f, g) - W_{0,a'}(f, g)(n-1) = -b'_{n+1}f(n)g(n) - a'_{n}(f(n)g(n-1) + f(n-1)g(n)).$$

Since $\varphi, \bar{\varphi}$ are linearly independent solutions of (74), by constancy of the Wronskian, we have

$$W_{0,0}(\varphi, \varphi)(n) = 2ia_{n+1}\text{Im}(|\varphi(n+1)|) = i\omega.$$
for some real nonzero constant \( \omega \). Thus,

\[
2|\varphi(n)| \cdot |\varphi(n + 1)|a_{n+1} \sin(\gamma(n + 1) - \gamma(n)) = \omega.
\]

We can use Wronskians to invert (77) to get

\[
Z(n) = \frac{2}{\omega} W_{0, \omega}(\varphi, u)(n - 1).
\]

**Theorem 7.1** (Theorem 5 of [27]). Prüfer variables obey the first-order recursion relation

\[
\frac{Z(n + 1)}{Z(n)} = 1 - i \frac{a_n}{\omega} a_n + a_n' b'_{n+1} |\varphi(n)|^2 e^{-2i(\eta(n) + \gamma(n))} - 1
\]

\[
+ i \frac{a_n'}{\omega} a_n |\varphi(n - 1)| \cdot |\varphi(n)| e^{i(\gamma(n-1) - \gamma(n))}
\]

\[
- i \frac{a_n'}{\omega} a_n |\varphi(n - 1)| \cdot |\varphi(n)| e^{-2i\eta(n)} e^{-i(\gamma(n-1) + \gamma(n))}
\]

\[
+ i \frac{a_n}{\omega} a_n + a_n' (1 - e^{-2i(\eta(n) + \gamma(n))}) |\varphi(n - 1)| \cdot |\varphi(n)| e^{-i(\gamma(n-1) - \gamma(n))}.
\]

**Remark 7.2.** In this paper, we assume \( a_n' = o(1) \) and \( b_n' = o(1) \). Since \( a_n, b_n \) are periodic, \( a_n, a_n + a_n' > 0 \) for all \( n \), then

\[
\frac{1}{a_n + a_n'} = O(1).
\]

We define the Prüfer amplitude \( R \) and the Prüfer phase \( \eta \) by

\[
R(n) = |Z(n)|, \quad \eta(n) = \text{Arg}(Z(n)).
\]

In that case, we have

\[
\frac{R(n + 1)}{R(n)} = \left| \frac{Z(n + 1)}{Z(n)} \right|.
\]

Note the following bound on \( R(n) \):

**Proposition 7.3.** For a constant \( K \) (depending on \( H_0 \) and \( E \)),

\[
\frac{1}{K} \sqrt{u(n)^2 + u(n - 1)^2} \leq R(n) \leq K \sqrt{u(n)^2 + u(n - 1)^2}.
\]

**Proof.** The left inequality simply follows from (78). The right inequality follows from (83) and the Cauchy–Schwarz inequality.
Let us set \( a'_j = 0 \) for all \( j \). This changes Theorem 7.1 into a much simpler formula,

\[
Z(n + 1) Z(n) = 1 - \frac{i}{\omega} b'_{n+1} |\varphi(n)|^2 (e^{-2i(\eta(n) + \gamma(n))} - 1).
\]

Using (87) and (86) we have

\[
\frac{R(n + 1)^2}{R(n)^2} = \left( 1 - \frac{i}{\omega} b'_{n+1} |\varphi(n)|^2 (\cos(2\eta(n) + 2\gamma(n)) - i \sin(2\eta(n) + 2\gamma(n)) - 1) \right) \times \left( 1 + \frac{i}{\omega} b'_{n+1} |\varphi(n)|^2 (\cos(2\eta(n) + 2\gamma(n)) + i \sin(2\eta(n) + 2\gamma(n)) - 1) \right)
\]

\[
= 1 - b'_{n+1} \frac{2}{\omega} \sin(2\eta(n) + 2\gamma(n)) |\varphi(n)|^2 + \frac{4(b'_{n+1})^2 |\varphi(n)|^4}{\omega^2} \sin^2(\eta(n) + \gamma(n)).
\]

Also, starting with (87) and multiplying by \( Z(n) e^{i\gamma(n)} \) we obtain

\[
R(n + 1) \exp(i\eta(n + 1) + i\gamma(n)) = R(n) \exp(i\eta(n) + i\gamma(n)) - \frac{i}{\omega} b'_{n+1} |\varphi(n)|^2 \exp(-i\eta(n) - i\gamma(n)) - \exp(i\eta(n) + i\gamma(n)))R(n).
\]

Dividing the real part by the imaginary part for both sides of the above equation, we get

\[
\cot(\eta(n + 1) + \gamma(n)) = \cot(\eta(n) + \gamma(n)) - \frac{2}{\omega} b'_{n+1} |\varphi(n)|^2
\]

**Proof of Theorem 2.7.** Suppose \( u \) is an eigensolution with corresponding \( E \in (c_k, d_k) \). By Theorem 7.1, (84) and (86), we have

\[
\frac{R(n + 1)}{R(n)} = 1 - \frac{o(1)}{n}.
\]

This implies that

\[
\ln R(n + 1) - \ln R(n) = \frac{o(1)}{n}.
\]

Thus for large \( n_0 \), and \( n > n_0 \), we have

\[
\ln R(n) \geq \ln R(n_0) - \frac{1}{3} \sum_{k=n_0}^{n} \frac{1}{k}.
\]
This implies for large $n$, $$R(n) \geq \frac{1}{C n^2}.$$ This contradicts $u \in l^2(\mathbb{Z}_{\geq 0})$ by Proposition 7.3. \qed

8 The perturbative construction in the Jacobi setting

We always assume $a'_n = 0$. In this section, all the equations are in the discrete setting. We indicate the dependence on $E$; thus we will write $R(n, E)$, $Z(n, E)$, $\eta(n, E)$ and $\gamma(n, E)$. Let $\theta(n, E) = \eta(n, E) + \gamma(n, E)$.

By (90) and [13, Prop. 2.4], one has

$$(\eta(n + 1) + \gamma(n)) - (\eta(n) + \gamma(n)) = O(|b'_{n+1}|).$$

This implies

$$(93) \quad \theta(n + 1, E) - \theta(n, E) = \gamma(n + 1, E) - \gamma(n, E) + O(|b'_{n+1}|).$$

We will add another equation to complete our construction. Using (88) we get

$$\ln R(n + 1, E) - \ln R(n, E)$$

$$(94) \quad = -\frac{b'_{n+1}}{\omega} \sin(2\eta(n, E) + 2\gamma(n, E))|\varphi(n, E)|^2 + O(|b'_{n+1}|^2).$$

We will construct $b'_n$ in a piecewise manner. Let $J_0$ be the periodic operator with Jacobi coefficient sequences $a_n$, $b_n$ and $J_0 + b'\text{Id}$ be the perturbation with coefficient sequences $a_n$, $b_n + b'_n$.

**Proposition 8.1.** Let $E$ be in $\bigcup(c_\ell, d_\ell)$ such that $k(E) \neq \frac{\pi}{2}$. Let $A = \{E_j\}_{j=1}^m$ be in $\bigcup(c_\ell, d_\ell)$ such that $k(E) \neq k(E_j)$ and $k(E) + k(E_j) \neq \pi$ for all $j = 1, 2, \ldots, m$. Suppose $\theta_0 \in (0, \pi)$. Let $n_1 > n_0 > v$. Then there exist constants $K(E, A), C(E, A)$ (independent of $v$, $n_0$ and $n_1$) and perturbation $b'_n(E, A, n_0, n_1, v, \theta_0)$ such that for $n_0 - v > K(E, A)$ the following holds:

**Perturbation.** for $n_0 \leq n \leq n_1$, supp$(b') \subset (n_0, n_1)$, and

$$(95) \quad |b'_n(E, A, n_0, n_1, v, \theta_0)| \leq \frac{C(E, A)}{n - v}.$$ 

**Solution for $E$.** the solution of $(J_0 + b'\text{Id})u = Eu$ with boundary condition $\theta(n_0, E) = \theta_0$ satisfies

$$(96) \quad R(n_1, E) \leq C(E, A)\left(\frac{n_1 - v}{n_0 - v}\right)^{-100} R(n_0, E),$$
and for \( n_0 < n < n_1 \)

\[
R(n, E) \leq C(E, A)R(n_0, E).
\]

In particular, for any \( \varepsilon > 0 \), if \( \frac{n_1 - n}{n_0 - v} > K(E, A, \varepsilon) \),

\[
R(n, E) \leq \left( \frac{n_1 - v}{n_0 - v} \right)^\varepsilon R(n_0, E).
\]

**Solution for \( E_j \).** any solution of \((H_0 + b'1d)u = E_ju\) satisfies for \( n_0 < n \leq n_1 \) and \( \varepsilon > 0 \),

\[
R(n, E_j) \leq D(E, A, \varepsilon) \left( \frac{n_1 - v}{n_0 - v} \right)^\varepsilon R(n_0, E_j).
\]

In particular, if \( \frac{n_1 - v}{n_0 - v} > K(E, A, \varepsilon) \),

\[
R(n, E_j) \leq \left( \frac{n_1 - v}{n_0 - v} \right)^\varepsilon R(n_0, E_j).
\]

For simplicity, denote \( K = K(E, A) \), \( C = C(E, A) \) etc. We mention that \( K \gg C > 0 \).

Recall that \( \gamma(n, E) \) is the argument of \( \varphi \) and is therefore fixed. We solve the following equation for \( \eta(n, E) \) with initial condition \( \eta(n_0, E) = \theta_0 - \gamma(n_0, E) \) (or in other words, \( \theta(n_0, E) = \theta_0 \)):

\[
\cot(\eta(n + 1, E) + \gamma(n, E)) = \cot(\eta(n, E) + \gamma(n, E)) - \frac{2}{\omega} b'_{n+1} |\phi(n, E)|^2
\]

with

\[
b'_{n+1} = b'_{n+1}(E, A, n_0, n_1, v, \theta_0) = \frac{C}{n - v} \sin(2\eta(n) + 2\gamma(n)).
\]

We will show that this choice of \( b'_n \) satisfies our construction. Obviously, (95) follows from (102).

First, we require a technical lemma:

**Lemma 8.2.** Let \( b'_n \) be given in (102), and let \( E \) and \( A \) satisfy the assumptions of Proposition 8.1. Let \( f(n) \) be a sequence with \( q \) period. For any \( \varepsilon > 0 \), there exists \( D(E, A, \varepsilon) \) such that

\[
\left| \sum_{t=n_0}^{n} f(t) \frac{\cos 4\theta(t, E)}{t - v} \right| \leq D(E, A, \varepsilon) + \varepsilon \ln \frac{n - v}{n_0 - v}
\]

and

\[
\left| \sum_{t=n_0}^{n} f(t) \frac{\sin 2\theta(t, E_j) \sin 2\theta(t, E)}{t - v} \right| \leq D(E, A, \varepsilon) + \varepsilon \ln \frac{n - v}{n_0 - v},
\]

for all \( E_j \in A \).
Proof. We only give the proof of (103). The proof of (104) proceeds similarly.

Case 1. \( \frac{k(E)}{\pi} \) is rational. Since \( k(E) \not\in \frac{n}{2} \), we can assume \( \frac{k(E)}{\pi} = \frac{N}{N} \) for some \( N \geq 3 \). Thus for any \( \phi \),

\[
\sum_{j=0}^{N-1} \cos(4jk(E) + \phi) = 0. \tag{105}
\]

By (9), (76), (93) and (95), one has

\[
k(E) = \theta(n_0 + q, E) - \theta(n_0, E) + O\left(\frac{1}{n_0 - v}\right) \mod \mathbb{Z}. \tag{106}
\]

Iterating, we obtain for any positive integer \( j \leq N - 1 \),

\[
jk(E) = \theta(n_0 + jq, E) - \theta(n_0, E) + O\left(\frac{1}{n_0 - v}\right) \mod \mathbb{Z}. \tag{107}
\]

Thus by (105) and (107), we can translate \( n_0 \) by \( p \) and use \( \phi = \theta(n_0 + p, E) \) to get

\[
\sum_{j=0}^{N-1} \cos 4\theta(n_0 + jq + p, E) = O\left(\frac{1}{n_0 + p - v}\right),
\]

for all \( p = 0, 1, \ldots, q - 1 \). This implies

\[
\sum_{j=0}^{N-1} f(n_0 + jq + p) \cos 4\theta(n_0 + jq + p, E) = O\left(\frac{1}{(n_0 + p - v)^2}\right).
\]

for all \( p = 0, 1, \ldots, q - 1 \). Let us define an integer \( w \) so that \( w \) is the largest integer such that \( n - n_0 \geq Nqw - 1 \). Then

\[
\left| \sum_{t=n_0}^{n} f(t) \frac{\cos 4\theta(t, E)}{t - v} \right| \leq \frac{|O(1)|}{n_0 - v} + \sum_{i=n_0}^{n_0+q-1+Nqw} \frac{|O(1)|}{(i - v)^2}
\]

\[
\leq \frac{|O(1)|}{n_0 - v} + \sum_{i=n_0}^{\infty} \frac{|O(1)|}{(i - v)^2}
\]

\[
= \frac{|O(1)|}{n_0 - v}. \tag{108}
\]

This completes the proof of (103) for rational \( \frac{k(E)}{\pi} \).

Case 2. \( \frac{k(E)}{\pi} \) is irrational. By the ergodic theorem, for any \( \varepsilon > 0 \), there exists \( N > 0 \) such that

\[
\sum_{j=0}^{N-1} \cos(4jk(E) + \phi) \leq N\varepsilon. \tag{109}
\]
By (109) and (106), one has
\[
\sum_{j=0}^{N-1} \cos 4\theta(n_0 + jq + p, E) \leq N\left(\varepsilon + O\left(\frac{1}{n_0 - v}\right)\right),
\]
for all \( p = 0, 1, \ldots, q - 1 \). This implies
\[
\sum_{j=0}^{N-1} f(n_0 + jq + p) \cos 4\theta(n_0 + jq + p, E) \leq N\left(\varepsilon + O\left(\frac{1}{n_0 - v}\right)\right),
\]
for all \( p = 0, 1, \ldots, q - 1 \).

We note that
\[
\sum_{j=n_0}^{n} \frac{1}{j - v} \leq O(1) \ln \left(\frac{n - v}{n_0 - v}\right).
\]
Thus, performing an estimate analogous to (108) we obtain
\[
\left| \sum_{t=n_0}^{n} f(t) \frac{\cos 4\theta(t, E)}{t - v} \right| \leq D(E, A, \varepsilon) + \varepsilon \ln \left(\frac{n - v}{n_0 - v}\right).
\]
This concludes our proof of (103) for irrational \( \frac{k(E)}{\pi} \).

**Proof of Proposition 8.1.** Equation (94) becomes
\[
\ln R(n + 1, E) - \ln R(n, E) = \frac{C}{n - v} \sin^2(2\eta(n) + 2\gamma(n)) + \frac{|O(1)|}{(n - v)^2}.
\]
This implies
\[
\ln R(n + 1, E) - \ln R(n, E) \leq \frac{C}{(n - v)^2}.
\]
It is easy to see that (97) follows from (112) since \( n_0 - v > K \).

Rewrite (111) as
\[
\ln R(n + 1, E) - \ln R(n, E)
= -|\varphi(n, E)|^2 \frac{C}{n - v} \sin^2(2\eta(n) + 2\gamma(n)) + \frac{|O(1)|}{(n - v)^2}.
\]
Applying (103) with \( \varepsilon = 1 \) to (113), we have, for \( n \geq n_0 \),
\[
\ln R(n, E) - \ln R(n_0, E) \leq \sum_{t=n_0}^{n} \frac{C}{t - v} + O(1)|\varphi(n, E)|^2 \frac{\cos 4\theta(t, E)}{t - v} + \frac{O(1)}{(t - v)^2}
\leq C - C \ln \left(\frac{n - v}{n_0 - v}\right).
\]
This implies (96).
Now let us consider the solution \( u(n, E_j) \) of \( (H_0 + b'Id)u = E_j u \).

By (94) again, one has

\[
\ln R(n + 1, E_j) - \ln R(n, E_j) = -C|\varphi(n, E_j)|^2 \sin 2\theta(n, E_j) \left( \frac{\sin 2\theta(n, E_j)}{n - b} \right) + O(1) \frac{(n - b)^2}{(n - b)^2}.
\]

By (103) (following Lemma 8.2) and following the proof of (96), we can prove (99). We finish the proof.

\[\square\]

**Proof of Theorems 2.8 and 2.9.** Replacing Proposition 5.5 with Proposition 8.1, Theorems 2.8 and 2.9 can be proved in a similar way to Theorems 2.2 and 2.4. The difference is that there is a new parameter \( \varepsilon \) involved. We write the details in full in the Appendix.

\[\square\]

**Appendix A  Proof of Theorems 2.8 and 2.9**

We will give the construction of the perturbation \( b' \). The idea is to glue the potential \( b'(n, E, x_0, x_1, v, \theta_0) \) in a piecewise manner like the procedure of the continuous case.

Let us fix a band of the absolutely continuous spectrum, and enumerate the desired embedded eigenvalues in our band spectrum as \( E_j \) (we always assume there are countably many). Let \( N : \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0} \) be a non-decreasing function, \( N(1) = 1 \) and \( N(w) \) grows very slowly (in other words, we expect \( N(w) = N(w + 1) \) to be true for “most” \( w \in \mathbb{Z}_{\geq 0} \)). Furthermore, we define \( N \) so if \( N(w + 1) > N(w) \) then \( N(w + 1) = N(w) + 1 \). Let

\[
\varepsilon_w = \frac{1}{100N(w)}.
\]

Let \( C_w \) be a large constant that depends on the eigenvalues \( E_1, \ldots, E_{N(w)} \). We write

\[
C_w = C(E_1, E_2, \ldots, E_{N(w)}).
\]

We emphasize that the dependence of \( C_{w+1} \) on the \( E_j \) does not take into account multiplicity. Thus if \( N(w + 1) = N(w + 2) \) (which we expect to happen very frequently), then \( C_{w+1} = C_{w+2} \). Let \( K_w \) be large enough such that \( K_w > K(E, \{E_{j=1}^{N(w)} \setminus E, \varepsilon_w \}) \) for all \( E \in \{E_{j=1}^{N(w)} \} \) in Proposition 8.1.

We have \( N(w) = \max_j N(j) \) for sufficiently large \( w \) in the construction of Theorem 2.8 and we instead have \( \lim_w N(w) = \infty \) in the construction of Theorem 2.9.

Define

\[
T_{w+1} = T_w C_{w+1}
\]

We will give the construction of the perturbation \( b' \). The idea is to glue the potential \( b'(n, E, x_0, x_1, v, \theta_0) \) in a piecewise manner like the procedure of the continuous case.

Let us fix a band of the absolutely continuous spectrum, and enumerate the desired embedded eigenvalues in our band spectrum as \( E_j \) (we always assume there are countably many). Let \( N : \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0} \) be a non-decreasing function, \( N(1) = 1 \) and \( N(w) \) grows very slowly (in other words, we expect \( N(w) = N(w + 1) \) to be true for “most” \( w \in \mathbb{Z}_{\geq 0} \)). Furthermore, we define \( N \) so if \( N(w + 1) > N(w) \) then \( N(w + 1) = N(w) + 1 \). Let

\[
\varepsilon_w = \frac{1}{100N(w)}.
\]

Let \( C_w \) be a large constant that depends on the eigenvalues \( E_1, \ldots, E_{N(w)} \). We write

\[
C_w = C(E_1, E_2, \ldots, E_{N(w)}).
\]

We emphasize that the dependence of \( C_{w+1} \) on the \( E_j \) does not take into account multiplicity. Thus if \( N(w + 1) = N(w + 2) \) (which we expect to happen very frequently), then \( C_{w+1} = C_{w+2} \). Let \( K_w \) be large enough such that \( K_w > K(E, \{E_{j=1}^{N(w)} \setminus E, \varepsilon_w \}) \) for all \( E \in \{E_{j=1}^{N(w)} \} \) in Proposition 8.1.

We have \( N(w) = \max_j N(j) \) for sufficiently large \( w \) in the construction of Theorem 2.8 and we instead have \( \lim_w N(w) = \infty \) in the construction of Theorem 2.9.

Define

\[
T_{w+1} = T_w C_{w+1}
\]
and \( T_0 = C_1 \). By modifying \( C_\omega \), we can assume \( T_\omega \) is large enough so that

\[
T_\omega \geq K_\omega,
\]

for any \( E \in \{ E_j \}_{j=1}^{N(\omega)} \) in Proposition 8.1.

Let \( E_j \) and \( \theta_j \) be given by Theorem 2.8 and Theorem 2.9. Fix \( \omega \). By Proposition 8.1, then there exist constants \( K_\omega, C_\omega \) (independent of \( v, n_0 \) and \( n_1 \)) and perturbation \( b'(n, E_j, A, n_0, n_1, v, \theta_0) \) such that for \( n_0 - v > K_\omega \) the following holds:

**Potential.** for \( n_0 \leq n \leq n_1 \), \( \text{supp}(V) \subset (n_0, n_1) \), and

\[
|b'(n, E_j, A, n_0, n_1, v, \theta_0)| \leq \frac{C_\omega}{n - v}.
\]

**Solution for** \( E_j \). the solution of \((H_0 + b'Id)u = E_ju\) with boundary condition \( \theta(n_0, E_j) = \theta_0 \) satisfies

\[
R(n_1, E_j) \leq C_\omega \left( \frac{n_1 - v}{n_0 - v} \right)^{-100} R(n_0, E),
\]

and for \( n_0 < n < n_1 \)

\[
R(n, E_j) \leq \left( \frac{n_1 - v}{n_0 - v} \right)^{\varepsilon_w} R(n_0, E_j).
\]

**Solution for** \( E_{j'} \) with \( j' \neq j \). any solution of \((H_0 + b'Id)u = E_{j'}u\) satisfies, for \( n_0 < n \leq n_1 \),

\[
R(n, E_{j'}) \leq \left( \frac{n_1 - v}{n_0 - v} \right)^{\varepsilon_w} R(n_0, E_{j'}).\]

On the other hand, if \( N(\omega) \) goes to infinity arbitrarily slowly, then \( C_\omega \) can also go to infinity arbitrarily slowly. Let us in fact choose \( C_\omega \) so that

\[
C_\omega \geq 4^{N(\omega+1)}.
\]

We can also assume for large \( \omega \),

\[
T_\omega \geq 1000^\omega,
\]

and for large \( \omega \),

\[
C_\omega \leq \ln \omega.
\]

Thus eventually one has

\[
C_{\omega+1} \leq T_\omega.
\]
Let

(124) \[ J_w = \sum_{i}^{w} N(i)T_i. \]

By letting \( N(w) \) go to infinity arbitrarily slowly, we assume that

(125) \[ C_w^2 N(w) \leq \frac{1}{100} \min_{n \in [J_w, J_{w+1}]} h(n), \]

where \( h(n) \) is given by Theorem 2.9.

We will also define potential \( b'_n \) and \( u(n, E_j), j = 1, 2, \ldots \) on \( (0, J_w) \) by induction, such that:

1. \( u(n, E_j) \) solves for \( n \in (0, J_w) \)

(126) \[ J_u(n, E_j) = E_j u(n, E_j), \]

and satisfies boundary condition

(127) \[ \frac{u(1, E_j)}{u(0, E_j)} = \tan \theta_j; \]

2. \( u(n, E_i) \) for \( i = 1, 2, \ldots, N(w) \) and \( w \geq 2 \), satisfies

(128) \[ R(J_w, E_i) \leq 2^{N(w)} N(w)^{50} C_w^{-50} R(J_{w-1}, E_i); \]

3. \( |b'_n| \leq 100 \frac{N(w)C_w^2}{n+1} \)

for \( J_{w-1} \leq n \leq J_w \).

By our construction, one has

(130) \[ \frac{J_w}{T_{w+1}} \leq 2 \sum_{i}^{w} \frac{N(i)T_i}{T_{w+1}} \leq 2 \frac{N(w)}{C_{w+1}} \sum_{i=1}^{w} \frac{T_i}{T_{w+1}} \leq 4 \frac{N(w)}{C_{w+1}}. \]

The last inequality comes from (116) and (121).

Let \( u(n, E_j) \) be the solution of

(131) \[ J u = E_j u \]

with boundary condition

\[ \frac{u(1, E_j)}{u(0, E_j)} = \tan \theta_j. \]

Now we should show that the \( b' \) derived from this construction satisfies the \( w + 1 \)-step conditions (126)–(129).
Let us consider \( R(n, E_i) \) for \( i = 1, 2, \ldots, N(w + 1) \). Now \( R(n, E_i) \) decreases from point \( J_w + (i - 1)T_{w+1} \) to \( J_w + iT_{w+1} \), \( i = 1, 2, \ldots, N(w + 1) \), and may increase from any point \( J_w + (m - 1)T_{w+1} \) to \( J_w + mT_{w+1} \), \( m = 1, 2, \ldots, N(w + 1) \) and \( m \neq i \). That is

\[
R(J_w + iT_{w+1}, E_i) \leq N^{50}(w) C_{w+1}^{-50} R(J_w + (i - 1)T_{w+1}, E_i),
\]

and for \( m \neq i \) (see (120)),

\[
R(J_w + mT_{w+1}, E_i) \leq C_{w+1}^{C_w} R(J_w + (m - 1)T_{w+1}, E_i),
\]

by Proposition 8.1.

Thus by (114), for \( i = 1, 2, \ldots, N(w + 1) \),

\[
R(J_{w+1}, E_i) \leq N(w)^{50} C_{w+1}^{-50} R(J_w, E_i) \leq N(w)^{50} C_{w+1}^{-49} R(J_w, E_i).
\]

This implies (128) for \( w + 1 \). By the construction of \( b'_n \), we have

\[
|b'_n| < 100 \frac{N(w + 1) C_{w+1}^2}{n + 1},
\]

for \( J_w \leq n \leq J_{w+1} \). This implies (129).

**Proof of Theorems 2.8 and 2.9.** In the construction of Theorem 2.8, eventually \( N(w) \) and \( C_w \) are bounded. In the construction of Theorem 2.9, \( N(w) \) and \( C_w \) grow to infinity arbitrarily slowly. By (129) and (125), we have that (10) and (11) hold.

It suffices to show that for any \( j \), \( R(n, E_j) \in \ell^2 \). Below we give the details.

For any \( N(w_0 - 1) < j \leq N(w_0) \), by the construction (see (128)), we have for \( w \geq w_0 \)

\[
R(J_{w+1}, E_j) \leq N(w)^{50} C_{w+1}^{-50} R(J_w, E_j) \leq C_{w+1}^{-25} R(J_w, E_j)
\]

\[
\leq T_{w_0}^{25} T_{w+1}^{-25} R(J_{w_0}, E_j)
\]

where the second inequality holds by (121) and the third inequality holds by (116).

By (114), (119), (120), (121), (134), (132) and (123), for all \( n \in [J_{w+1}, J_{w+2}] \),

\[
R(n, E_j) \leq C_{w+2}^{N(w_0 + 2)} R(J_{w+1}, E_j) \leq C_{w+2}^{N(w_0 + 2)} T_{w_0}^{25} T_{w+1}^{-25} R(J_{w_0}, E_j)
\]

\[
\leq T_{w_0}^{25} T_{w+1}^{-24} R(J_{w_0}, E_j).
\]
Then by (135), we have
\[
\sum_{n=J_{w_0}+1}^{\infty} R^2(n, E_j) = \sum_{w \geq w_0} \sum_{n=J_{w+1}}^{J_{w+2}} R^2(n, E_j) \leq \sum_{w \geq w_0} \sum_{n=J_{w+1}}^{J_{w+2}} T_{w_0}^{50} T_{w+1}^{48} N(w+2) \leq T_{w_0}^{50} R^2(J_{w_0}, E_j) N(w+2) + 2 C_{w+2} T_{w+1}^{47} \leq T_{w_0}^{50} R^2(J_{w_0}, E_j) \sum_{w \geq w_0} T_{w+1}^{40} < \infty,
\]
since $N(w)$ and $C_w$ go to infinity slowly and $T_w$ satisfies (122). This completes the proof. \[\square\]

**Acknowledgments.** W. L. was supported by NSF DMS-1700314/2015683, DMS-2000345, the AMS-Simons Travel Grant 2016-2018 and the Southeastern Conference (SEC) Faculty Travel Grant 2020-2021. D. O. was supported by a grant from the Fundamental Research Grant Scheme of the Malaysian Ministry of Education (Grant No. FRGS/1/2018/STG06/XMU/02/1) and two Xiamen University Malaysia Research Funds (Grant No. XMUMRF/2018-C1/IMAT/0001 and XMUMRF/2020-C5/IMAT/0011).

The authors also wish to thank Jake Fillman, Svetlana Jitomirskaya, Milivoje Lukic, Christian Remling, and the anonymous referee for helpful conversations and comments.

**REFERENCES**

[1] S. Agmon, *Spectral properties of Schrödinger operators and scattering theory*, Ann. Sc. Norm. Super. Pisa Cl. Sci.(5) 2 (1975), 151–218, 1975.

[2] F. V. Atkinson and W. N. Everitt, *Bounds for the point spectrum for a Sturm–Liouville equation*, Proc. Roy. Soc. Edinburgh Sect. A 80 (1978), 57–66.

[3] M. Christ and A. Kiselev, *Absolutely continuous spectrum for one-dimensional Schrödinger operators with slowly decaying potentials: some optimal results*, J. Amer. Math. Soc. 11 (1998), 771–797.

[4] S. Denisov and A. Kiselev, *Spectral properties of Schrödinger operators with decaying potentials*, in *Spectral Theory and Mathematical Physics*, American Mathematical Society, Providence, RI, 2007, pp. 565–589.

[5] S. Halvorsen, *Sharp bounds and $L_p$-stability for solutions of second order linear ordinary differential equations*, Report No. 9/75, Matematisk Institutt, Trondheim, 1975.

[6] J. Janas and S. Simonov, *A Weyl–Titchmarsh type formula for a discrete Schrödinger operator with Wigner–von Neumann potential*, Studia Math. 201 (2010), 167–189.
[7] S. Jitomirskaya and W. Liu, Noncompact complete Riemannian manifolds with singular continuous spectrum embedded in the essential spectrum of its Laplacian I. The hyperbolic case, Trans. Amer. Math. Soc. to appear.

[8] S. Jitomirskaya and W. Liu, Noncompact complete Riemannian manifolds with dense eigenvalues embedded in the essential spectrum of its Laplacian, Geom. Funct. Anal. 29 (2019), 238–257.

[9] E. Judge, S. Naboko and I. Wood, Eigenvalues for perturbed periodic Jacobi matrices by the Wigner–von Neumann approach, Integral Equations Operator Theory 85 (2016), 427–450.

[10] E. Judge, S. Naboko and I. Wood, Embedded eigenvalues for perturbed periodic Jacobi operators using a geometric approach, J. Difference Equ. Appl. 24 (2018), 1247–1272.

[11] E. Judge, S. Naboko and I. Wood, Spectral results for perturbed periodic Jacobi matrices using the discrete Levinson technique, Studia Math. 242 (2018), 179–215.

[12] A. Kiselev, Imbedded singular continuous spectrum for Schrödinger operators, J. Amer. Math. Soc. 18 (2005), 571–603.

[13] A. Kiselev, Y. Last and B. Simon, Modified Prüfer and EFGP transforms and the spectral analysis of one-dimensional Schrödinger operators, Comm. Math. Phys. 194 (1998), 1–45.

[14] A. Kiselev, C. Remling and B. Simon, Effective perturbation methods for one-dimensional Schrödinger operators, J. Differential Equations 151 (1999), 290–312.

[15] H. Krüger, On the existence of embedded eigenvalues, J. Math. Anal. Appl. 395 (2012), 776–787.

[16] W. Liu, Revisiting the Christ-Kiselev’s multi-linear operator technique and its applications to Schrödinger operators, submitted.

[17] W. Liu, Absence of singular continuous spectrum for perturbed discrete Schrödinger operators, J. Math. Anal. Appl. 472 (2019), 1420–1429.

[18] W. Liu, The asymptotical behaviour of embedded eigenvalues for perturbed periodic operators, Pure Appl. Funct. Anal. 4 (2019), 589–602.

[19] W. Liu, Criteria for eigenvalues embedded into the absolutely continuous spectrum of perturbed Stark type operators, J. Funct. Anal. 276 (2019), 2936–2967.

[20] W. Liu, Criteria for embedded eigenvalues for discrete Schrödinger operators, Int. Math. Res. Not. IMRN, https://doi.org/10.1093/imrn/rnz262.

[21] W. Liu and D. C. Ong, Sharp spectral transition for eigenvalues embedded into the spectral bands of perturbed periodic Jacobi operators, arXiv:1805.01571 [math.SP]

[22] W. Liu and D. C. Ong, Sharp spectral transition for eigenvalues embedded into the spectral bands of perturbed periodic Schrödinger operators, arXiv:1805.01569 [math.SP]

[23] V. Lotoreichik and S. Simonov, Spectral analysis of the half-line Kronig–Penney model with Wigner–von Neumann perturbations, Rep. Math. Phys. 74 (2014), 45–72.

[24] M. Lukic, Schrödinger operators with slowly decaying Wigner–von Neumann type potentials, J. Spectr. Theory 3 (2013), 147–169.

[25] M. Lukic, A class of Schrödinger operators with decaying oscillatory potentials, Comm. Math. Phys. 326 (2014), 441–458.

[26] M. Lukic and D. C. Ong, Wigner–von Neumann type perturbations of periodic Schrödinger operators, Trans. Amer. Math. Soc. 367 (2015), 707–724.

[27] M. Lukic and D. C. Ong, Generalized Prüfer variables for perturbations of Jacobi and CMV matrices, J. Math. Anal. Appl. 444 (2016), 1490–1514.

[28] S. N. Naboko, Dense point spectra of Schrödinger and Dirac operators, Theoret. and Math. Phys. 68 (1986), 646–653.

[29] C. Remling, Bounds on embedded singular spectrum for one-dimensional Schrödinger operators, Proc. Amer. Math. Soc. 128 (2000), 161–171.

[30] B. Simon, Some Schrödinger operators with dense point spectrum, Proc. Amer. Math. Soc. 125 (1997), 203–208.
[31] B. Simon, *Orthogonal Polynomials on the Unit Circle. Part 2: Spectral Theory*, American Mathematical Society, Providence, RI, 2009.

[32] S. Simonov, *Zeroes of the spectral density of the Schrödinger operator with the slowly decaying Wigner–von Neumann potential*, Math. Z. **284** (2016), 335–411.

[33] J. von Neuman and E. Wigner, *Über merkwürdige diskrete Eigenwerte. Über das Verhalten von Eigenwerten bei adiabatischen Prozessen*, Zhurnal Physik **30** (1929), 467–470.

**Wencai Liu**  
DEPARTMENT OF MATHEMATICS  
UNIVERSITY OF CALIFORNIA  
IRVINE, CA 92697-3875, USA

**Current address**  
DEPARTMENT OF MATHEMATICS  
TEXAS A & M UNIVERSITY  
COLLEGE STATION, TX 77843-3368, USA  
email: liuwencai1226@gmail.com

**Darren C. Ong**  
DEPARTMENT OF MATHEMATICS  
XIAMEN UNIVERSITY MALAYSIA  
JALAN SUNSURIA, BANDAR SUNSURIA  
SEPANG 43900, SELANGOR, MALAYSIA  
email: darrenong@xmu.edu.my  
https://www.drong.my/

(Received June 11, 2018 and in revised form September 20, 2018)