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Abstract

This paper presents the PlanMiner-N algorithm, a domain learning technique based on the PlanMiner domain learning algorithm. The algorithm presented here improves the learning capabilities of PlanMiner when using noisy data as input. The PlanMiner algorithm is able to infer arithmetic and logical expressions to learn numerical planning domains from the input data, but it was designed to work under situations of incompleteness making it unreliable when facing noisy input data. In this paper, we propose a series of enhancements to the learning process of PlanMiner to expand its capabilities to learn from noisy data. These methods preprocess the input data by detecting noise and filtering it and study the learned action models learned to find erroneous preconditions/effects in them. The methods proposed in this paper were tested using a set of domains from the International Planning Competition (IPC). The results obtained indicate that PlanMiner-N improves the performance of PlanMiner greatly when facing noisy input data.
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1. Introduction

In recent years, automated planning field has been greatly improved with very fine solutions. These solutions have been enhanced the planners’ performance, its ability to face more complex problems or its flexibility to deal with uncertainty. But, even with these improvements, the idea of differentiating the planning engine from the problem representation is still present. This idea differentiates the planning engine from the problem being approached. Making the planning engines independent from the problems help to design generic planning techniques at the expense of the need for writing the ontology of the given problem before trying to solve it. These ontologies are represented using planning domains that are, usually, handcrafted. The main issue when writing planning domains is that is a lengthy process that requires both, extensive knowledge about the problem to be modelled, as well as a lot of time and effort. Model acquisition techniques have been developed over the years, trying to alleviate this. By defining a series of techniques to learn planning domains automatically from existing processes, model domain learning techniques lessen the requirements to write a planning domain lessen.

Among all the proposals presented in the model acquisition techniques area in the last years, PlanMiner [1], a domain learner based on various machine learning techniques, presented itself as an algorithm capable of learning the most expressive numerical domains possible from a set of plan traces. For an action of a numerical planning domain, PlanMiner is able to learn STRIPS [2] preconditions and effects enriched with arithmetic and logical PDDL [3] expressions. PlanMiner is able to achieve this by defining a methodology that integrates classification [4] and regression [5] techniques to process the input data –formatted as Plan Traces–and generate new information from scratch. With this new information, PlanMiner is capable of inferring the numerical preconditions and effects with a higher level of expressiveness to enrich the output PDDL action models. PlanMiner also was designed to deal with incompleteness and is able to learn planning domains with a certain level of missing predicates in the input plan traces, but its performance drops when some noise is included in the input data. The different procedures implemented in PlanMiner are adapted to work with lack of data, so they take a series of assumptions that make the learning process difficult under noise situations. This issue hinders the implementation of PlanMiner in more complex learning problems.
In the literature, very good solutions can be found that, like PlanMiner, are able to learn planning domains under levels of incompleteness. Among these approaches, we can find ARMS and LAMP which obtain planning domains reducing the learning problem to a Max-Sat problem. FAMA that implements a hybrid learning-planning process able to learn domain models by feeding the input with new information on the fly. The LOCM family of algorithms uses finite state machines to learn domains from a single set of plans. Among these algorithms, NLOCM improves LOCM and allows the learning of fixed action’s costs. And LC(M) enhances the LOCM algorithm to be able to learn using traces of noisy plans. Among the solutions that can learn planning domains from noisy input, we can find the proposal of Rodriges et al. present a STRIPS planning domain learning algorithm that learns a preliminary model from an initial input data. Then, the algorithm tests and updates the models by adding new input data incrementally. If a new input example contradicts a model the algorithm modifies it to accommodate the new data. Mourao et al. learn effects of planning actions by fitting a collection of models using support vector machines and combining them in a single model. This model is used to generate the output STRIPS planning domain. Finally, Pasula et al. considers every example of the input data as noisy and fits a probabilistic planning domain for them. This domain quantifies the actions’ effects in order to detect noisy behaviour.

Few of these solutions are capable of learning under noisy situations, and none of them can learn numerical planning domains. Seeking to fill this gap, in this paper the authors propose a series of improvements to the PlanMiner learning algorithm to expand its capabilities to learn planning domains correctly under certain noise levels. These methods add new functionality to some of PlanMiner’s components to increase their noise tolerance. This is achieved by including several improvements for pre-processing and post-processing the data in the learning process. These improvements (a) study the input data and filter those anomalous elements detected, and (b) try to find incongruencies between the learned models. (a) The study of the data helps PlanMiner to eliminate noisy values, as well as grouping similar Non-CRISP values using discretisation techniques. (b) Finally, in the last stage of the learning process, PlanMiner learns a set of classification models and infers the PDDL action models from them. This process has been enhanced to post-process the models and detect mismatches between them in order to improve the output models.
The different processes implemented in this paper were tested with a set of planning domains from the International Planning Competition (IPC). These domains were used to obtain a collection of plan traces that were populated with random noise. Using these plan traces as input our experiments tried to reproduce the original IPC domains, measuring the similarity using various quality metrics from the literature. The results showed a promising improvement in the results of PlanMiner dealing with noise.

Next lines will describe the PlanMiner algorithm (Section 2), the input data needed to make it work and the characteristics of the planning domains learned. In section 3 the methods implemented to improve PlanMiner’s performance when dealing with noisy input data will be explained. Section 4 will present the experimental setup used to test these new methods, it’s results and a discussion of them. Finally, section 5 will conclude this document presenting the conclusions drawn from the experimentation process and the future work to further improve our proposal.

Listing 1: Extract from an input plan trace from a Rovers planning problem

```
#Actions
[ start ] [ end ] ( action )
[ 0 ] [ 1 ] ( goto rov1 wp1 wp2 )
[ 1 ] [ 2 ] ( goto rov1 wp2 wp3 )

#States
[ index ] ( predicates )
[ 0 ] ( at rov1 wp1 ) \ ( \neg ( at rov1 wp2 ) ) \ 
( \neg ( at rov1 wp3 ) ) \ ( \neg ( scanned wp3 ) ) \ 
( = ( bat_usage rov1 ) 3 ) \ ( = ( energy rov1 ) 450 ) \ 
( = ( dist wp1 wp2 ) 50 ) \ ( = ( dist wp2 wp3 ) 80 )
[ 1 ] ( \neg ( at rov1 wp1 ) ) \ ( at rov1 wp2 ) \ 
( \neg ( at rov1 wp3 ) ) \ ( \neg ( scanned wp3 ) ) \ 
( = ( bat_usage rov1 ) 3 ) \ ( = ( energy rov1 ) 300 ) \ 
( = ( dist wp1 wp2 ) 50 ) \ ( = ( dist wp2 wp3 ) 80 )
[ 2 ] ( at rov1 wp3 ) \ ( \neg ( at rov1 wp1 ) ) \ 
( \neg ( at rov1 wp2 ) ) \ ( \neg ( scanned wp3 ) ) \ 
( = ( bat_usage rov1 ) 3 ) \ ( = ( energy rov1 ) 60 ) \ 
( = ( dist wp1 wp2 ) 50 ) \ ( = ( dist wp2 wp3 ) 80 )
```

2. The PlanMiner algorithm

The PlanMiner [1] algorithm was designed to learn numerical planning domains under situations of incompleteness. For this purpose, PlanMiner...
Algorithm 1 PlanMiner algorithm overview

Input PT: Set of Plan Traces

Output AM: Set of Action Models

1: Initializes stDict as dictionary
2: for all Plan trace pt in PTs do
3:   for all Different action act in the pt do
4:     Extract state transitions st of act in pt
5:     stDict[act] ← stDict[act] ∪ st
6:   end for
7: end for
8: for all key act in stDict do
9:   dat ← dataset created using stDict[act]
10: Infer new knowledge from dat and add it
11: Fit a classification model cModel using dat as input
12: Generate action model am from cModel
13: AM ← AM ∪ am
14: end for
15: return AM

defines a methodology that concatenates a series of Machine Learning techniques to, starting from a set of plan traces (Listing 1) learn a collection of PDDL action models with relational and arithmetic expressions in its effects and preconditions (Listing 2).

An overview of PlanMiner’s workflow can be observed in Algorithm 1. Summarising, PlanMiner’s input is transformed into a set of datasets (one for each action to be modelled in the output domain) and applies a collection of techniques to them to discover new information and use it to learn relational and arithmetic expressions. Input plan traces are decomposed in a collection of state transition \((s_1, a, s_2)\), while \(s_1\) is a snapshot of the world just before executing the action (a pre-state), \(s_2\) is a observation of the world just after executing the action (a post-state), and \(a\) and action of a plan trace. The state transitions are grouped by the name of its actions \(a\), so, given those actions, their related states are used to create a dataset. These datasets display the pre-states and post-states as their instances, with its predicates as the datasets’ attributes. Finally, to each instance of the dataset, PlanMiner assigns a class label according to its relation with the action associated with it (either pre-state or post-state).
PlanMiner takes the datasets and enriches them with new information in order to let the learning process to infer a set of numerical and logical expressions. To achieve this, PlanMiner makes use of symbolic regression techniques [17] as the core of the process. These techniques allow PlanMiner to search in the space of arithmetic expressions for the one that best fits a set of target values. PlanMiner detects which numerical predicates evolve when a given action is executed, and then, using a symbolic regressor tries to fit an arithmetic expression that explains these changes. This arithmetic expression uses the rest of numerical predicates of the dataset as variables and a finite set of integers. PlanMiner implements the symbolic regressor as an algorithm of informed graph search [18]. The symbolic regression algorithm codes as states the arithmetic expressions and incrementally constructs new expressions from them. PlanMiner creates relational expressions from the numerical predicates of the dataset by selecting a pair of numerical predicates and studying how they behave. Using some expert knowledge PlanMiner is able to detect when a relation between two predicates may be useful, filtering spurious relations. Finally, once a suitable expression (arithmetic or relational) for an action is found, it is included in the given dataset.

Once the datasets have been enriched with new information they are introduced in a classification [4] algorithm to extract from them a series of features that models the states assigned to a classification label. These features represent a meta-state for the pre-state and for the post-states. The meta-states contains the minimum information to define every pre-state or post-state of a given action. PlanMiner uses a rule-based classification algorithm named NSLV [19]. NSLV is based on a steady-state genetic algorithm to build the set of classification rules that bests fits a set of input instances. The structure of the rules learned by NSLV is:

\[
\text{IF } C_1 \text{ and } C_2 \text{ and } \ldots \text{ and } C_m \text{ THEN } \text{Class is } B
\]

with weight \(w\)

where \(C_i\) is a statement ”\(X_n\) is \(A\)”, with \(A\) a value of the domain of the attribute \(X_n\). Each \(C_i\) is a feature of the examples that model the \(B\). The values \(A\) of each variable depends on the type of attribute: True or False for logical attributes or a real number for numerical attributes. The rules are weighted by counting the percentage of instances of the dataset covered by it. In a noise-free environment, NLSV would output two rules: one to model the pre-states and other to model the post-states.
From these meta-states, is trivial to PlanMiner the task of code the preconditions and effects of the actions. First, the preconditions of the actions are extracted directly by translating the characteristics of the rule that models the "pre-state" class to the PDDL format. Second, the effects of the actions are calculated by comparing the metamodules of the before and after state and extracting their differences. These differences are taken as the necessary steps to transform the pre-state meta-model into a post-state meta-model, that is, the effects of the action.

Action:

\begin{verbatim}
GOTO (?arg_0 - rover ?arg_1 ?arg_2 - wp)
\end{verbatim}

Precondition:

\begin{verbatim}
(at ?arg_0 ?arg_1)
(>= (energy ?arg_0)
     (* (dist ?arg1 ?arg2) (bat_usage ?arg0))
)
\end{verbatim}

Effects:

\begin{verbatim}
(¬ (at ?arg_0 ?arg_1))
(at ?arg_0 ?arg_2)
(decrease (energy ?arg_0)
          (* (dist ?arg1 ?arg2) (bat_usage ?arg0))
)
\end{verbatim}

Listing 2: Example of learned action by PlanMiner

3. PlanMiner-N

PlanMiner-N includes two new processes to the pipeline presented in the previous section. These processes presented extend the PlanMiner algorithm to improve its resilience against noise. Such methods were designed with the philosophy of enriching the learning pipeline without modifying its key parts. These new steps developed are the filtering of the noisy input data and the refinement of the meta-states. In the following lines, we will explain these steps in detail, illustrating the whole process with examples taken from domain Rovers (defined in Listing 3). This plan traces is a modified noisy trace from the example trace of Listing 1. In this example noisy trace, the erroneous elements are highlighted in bold.

3.1. PlanMiner-N Overview

Algorithm 2 shows PlanMiners-N’s general workflow, highlighting the changes introduced to PlanMiner’s original workflow. PlanMiner-N modifies PlanMiner original contribution to enable the latter to operate under...
Algorithm 2 PlanMiner-N Algorithm overview

**Input**: PT: Set of Plan Traces

**Output**: AM: Set of Action Models

1. Initializes $stDict$ as an empty dictionary
2. for all Plan trace $pt$ in PTs do
3. for all Different action $act$ in the $pt$ do
4. Extract state transitions $st$ of $act$ in $pt$
5. $stDict[act] \leftarrow stDict[act] \cup st$
6. end for
7. end for
8. for all key $act$ in $stDict$ do
9. $dat \leftarrow$ dataset created using $stDict[act]$
10. Filter noise from $dat$ **Step added in PlanMiner-N**
11. Detect new features from $dat$ and extend $dat$ with them
12. Fit a classification model $cModel$ using $dat$ as input
13. Refine $cModel$ **Step added in PlanMiner-N**
14. Generate action model $am$ from $cModel$
15. $AM \leftarrow AM \cup am$
16. end for
17. return $AM$

noisy input data situations. As said earlier, PlanMiner-N implements two new steps in the original pipeline of PlanMiner, performing in each one the following tasks:

1. **Plan traces noise filtering.** Just after storing the information of the plan traces in a dictionary whose keys are the action names and their values a set of associated state transitions, this process is applied. This procedure (step 10 of Algorithm 2) aims to clean the input information. Depending on the type of data found in a dataset being addressed (either predicates or numerical fluents), a different process is applied. A noise filter based on statistical filtering is applied to the predicates, which depends on a frequency threshold that determines whether a predicate is noisy or not. Regarding numerical fluents, we assume that the noise produced is random, so they are discretised and smoothed to reduce fluctuations in their values. This must be done so that the other components of the learning pipeline can perform their work to prevent the influence of the noisy values in its output.
2. **Meta-state refinement.** As explained above, a meta-state is a characterisation of the predicates/fluents that can be found in either the pre-state or the post-state of an action. In the case of information without noise, each characterisation is directly obtained and represented as the antecedent of a single rule. However, when addressing noisy datasets, the classification model initially obtained (step 12 of Algorithm 2) may contain several characterisations (i.e. it can found several rules) for either the pre-state or post-state of an action. The Meta-state refinement (step 13 of Algorithm 2) solves this, enforcing the constraint that only two meta-states are needed, by combining the elements of the rules intially learned.

3.2. **Plan traces noise filtering**

The noise filtering process of PlanMiner-N aims to detect and delete anomalous erroneous information from the input data. The original PlanMiner algorithm takes the input data and preprocesses it to adjust the format of the data (i.e. dataset extraction) and to enrich it (i.e. discovery of new knowledge), PlanMiner-N introduces a new element to that preprocessing with the filtering of the input data. This new element is included between the two previous ones, and, as previously mentioned, its purpose is to reduce or alleviate as much as possible the noise problems that the input data may have.

Due to the nature of the information contained in the input data, we need to apply different techniques to it, since the noise treatment for the nominal values of the predicates is different from the noise treatment of the real values of the fluents. The only type of noise that affects predicates is outliers, while fluents are also affected by random noise. In the example noisy trace of Listing 3 we can see an outlier in the logical predicates in predicate \( \text{at rov1 wp2} \) of state \([0]\), an example of random noise in the numerical predicates in fluent \( = (\text{at rov1}) \ 3.25 \) of the same state, and an example of outlier in the fluents in element \( = (\text{dist wp2 wp3}) \ 380 \) of state \([2]\). This problem with the different types of noise conditions the techniques defined in PlanMiner-N, causing the input data preprocessing step to be applied differently for each type of input data, as there is no jack-of-all-trades preprocessing technique to deal with noise.

On the one hand, for noise in the logical predicates, PlanMiner-N implements statistical filtering in order to detect outliers and eliminate them. This
filtering studies the distribution of the different truth values of each predicate along the traces, counting their frequency of occurrence. Then, if a truth value has an anomalously low frequency of occurrence, it is marked as noisy and removed. This process can be implemented because there are no conditional or stochastic behaviours in the learned actions. If such behaviours existed, we would not be able to discern between those outlier truth values or those that are related to an infrequent, but correct, non-deterministic behaviour.

\begin{verbatim}
#Actions
[0] (goto rov1 wp1 wp2)
[1] (goto rov1 wp2 wp3)

#States
[0] (at rov1 wp1) ∧ (at rov1 wp2) ∧
   (¬ (at rov1 wp3)) ∧ (¬ (scanned wp3)) ∧
   (= (bat_usage rov1) 3.25) ∧ (= (energy rov1) 450) ∧
   (= (dist wp1 wp2) 50) ∧ (= (dist wp2 wp3) 80)

[1] (¬ (at rov1 wp1)) ∧ (at rov1 wp2) ∧
   (¬ (at rov1 wp3)) ∧ (scanned wp3) ∧
   (= (bat_usage rov1) 3) ∧ (= (energy rov1) 299) ∧
   (= (dist wp1 wp2) 50) ∧ (= (dist wp2 wp3) 80)

[2] (¬ (at rov1 wp3)) ∧ (¬ (at rov1 wp1)) ∧
   (¬ (at rov1 wp2)) ∧ (¬ (scanned wp3)) ∧
   (= (bat_usage rov1) 3) ∧ (= (energy rov1) 60) ∧
   (= (dist wp1 wp2) 50) ∧ (= (dist wp2 wp3) -8000)
\end{verbatim}

Listing 3: Example of a noisy plan trace

On the other hand, for numerical predicates, PlanMiner-N bases the noise filtering on a discretisation technique that groups the different elements of a fluent under a series of discrete labels that replace them. In ML, discretisation is the process by which a set of continuous variables is transformed into a finite set of discrete variables. The benefits of discretisation include categorising data for the sake of understandability, reducing the number of possible values of an attribute to improve the performance of ML algorithms, or, most relevant to the solution presented in this section, “smoothing” the discretised data. This smoothing process reduces fluctuations in the input data caused by random noise. By gathering similar elements under a single label, we do not only reduce the random noise of the data, but we can also isolate those data that are not similar to any other, i.e., the outliers.
This new preprocessing step is a powerful tool that can improve greatly the performance of the whole learning process, but, its major drawback is that it directly affects the execution of PlanMiner-N, increasing the amount of time that it requires to work. The preprocessing step is applied directly to the datasets extracted from the plan traces. The examples designed to illustrate the new methods start from the dataset of Table 1, a dataset created from the plan trace presented in Listing 3. In this table, in the \( \text{bat}_\text{usage} \) attribute, examples of outliers (-4) or random noise (5.05) can be observed.

### 3.2.1. Logical values noise treatment

Once the datasets have been created, the first action done by PlanMiner-N is to tackle noise in the logical attributes in the dataset. This is performed by PlanMiner-N by implementing a statistical filter to detect anomalies in the data. This filter is implemented over a collection of frequency tables that survey how the information is distributed in the dataset. These frequency tables measure the importance that each value has in a given attribute. In the case of finding an anomaly in these measures, it is filtered out and erased from the dataset. An anomaly is a value with an abnormally low importance.

The filter (Algorithm 3) implemented in PlanMiner-N operates as follows: Starting from a single dataset, the filter fixes a class label (either pre-state or post-state) and creates a sub-dataset with only the information of the fixed label. Using this sub-dataset, the filter creates a frequency table for

---

**Table 1:** Noisy dataset associated with the \((\text{goto} \ ?\text{arg1} \ ?\text{arg2} \ ?\text{arg3})\) action.

| \(\text{at} \ ?\text{arg1} \ ?\text{arg2}\) | \(\text{bat}_\text{usage} \ ?\text{arg1}\) | \(\text{energy} \ ?\text{arg1}\) | \(\text{dist} \ ?\text{arg2} \ ?\text{arg3}\) | \(\text{scanned} \ ?\text{arg3}\) | Class |
|---|---|---|---|---|---|
| True | True | 3.25 | 400 | 50 | MV | pre – state |
| False | True | 3 | 299 | 50 | MV | pre – state |
| True | False | 3 | 230 | 75 | MV | pre – state |
| False | False | 3 | 5 | 75 | MV | post – state |
| True | True | 2.97 | 400 | 35 | True | pre – state |
| False | True | 3 | 295 | 33 | False | post – state |
| True | False | 5 | 400 | 75 | False | pre – state |
| False | True | 5.05 | -50 | 75 | True | post – state |
| True | False | 5 | 500 | 50 | False | pre – state |
| True | False | 5 | 250 | 50 | False | post – state |
| True | False | 3 | 315 | 1005 | True | pre – state |
| False | True | 3 | -0.5 | 105 | True | post – state |
| True | False | -4 | 500 | 80 | MV | pre – state |
| False | True | 5 | 100 | 80 | MV | post – state |
| True | False | 3 | 46 | 15 | False | pre – state |
| False | True | 3 | 10001 | 15 | False | post – state |
Algorithm 3 Statistical noise filter overview

Input dat: Dataset  
Output dat: Dataset

1: for all Class label $cLabel$ in $dat$ do
   2:     Initializes $subDat$ as empty Dataset
   3:     for all Instance $i$ in $dat$ whose class is $cLabel$ do
   4:         Include $i$ in $subDat$
   5:     end for
   6:     for all Instance $i$ in $subDat$ do
      7:         for all attribute $attr$ in $subDat$ do
   8:             $tCount$ → count number of True values of $attr$
   9:             $fCount$ → count number of False values of $attr$
  10:            if $\frac{tCount}{tCount+fCount} < \text{threshold}$ then
  11:                Erase all True values in $attr$
  12:            end if
  13:            if $\frac{fCount}{tCount+fCount} < \text{threshold}$ then
  14:                Erase all False values in $attr$
  15:            end if
  16:         end for
  17:     end for
 18:     Update $dat$ with the information of $subDat$
19: end for
20: return $dat$

each different logical attribute. These frequency tables measure the number of times a given attribute takes a certain value. For a certain attribute, if the relative number of times a value appears is below a threshold, then it is considered irrelevant. Irrelevant attributes are considered as there is no useful information to be extracted from it, thus they are counted as noise. The deletion of a value is realised by selecting its appearances in the attribute’s column and replacing them for missing values tokens. Since internally the pipeline components follow the Open World Assumption, the inclusion of a non-determined missing value does not influence the method of operation of the algorithm. Once a sub-dataset has been processed, the other class label is selected and the procedure is repeated. Figure 1 presents an example with the frequencies of the predicates from the example dataset presented in Table 1. In this example, it can be seen graphically the frequency rate of their
Figure 1: Frequency rates of the values of each predicate of the dataset presented in Table 1. Each graph represents a predicate and its values. The green line represents the threshold that determines whether a value is considered noisy.

values. Those values that do not exceed the threshold set by PlanMiner-N (defined by the green bar) will be eliminated.

The threshold set to filter noisy elements of the dataset can impact heavily on the performance of the process. In case of dealing with a situation where an attribute displays a non-noisy value with a low appearance rate, a very high threshold value may lead to detecting it as noise, and, therefore, erasing it. The absence of this value may hinder the later learning processes, including, in fact, an artificial extra noise. On the other side, a low threshold value may work the other way around, setting as “uncommon examples”, noisy values. This issue would make the filtering process useless.

3.2.2. Numerical values noise treatment

After filtering the logical outliers, PlanMiner-N proceeds to process the numerical information in the input data. The variety of data contained in a noisy numerical attribute makes the use of a filter process like the one shown before inviable.

Even in a noise-free environment, a numerical continuous attribute may display wide range of different values. A statistical filter would not work correctly in this kind of situation, marking as noise the majority of values. PlanMiner-N implements an alternative filtering process (Algorithm 4) to deal with the noise in the numerical values. This filter takes as input a dataset, selects a numerical attribute, and extracts every element from it. The values extracted are then used as input of a discretisation algorithm that processes and groups them. Finally, the discretised values substitute the original values of the attribute.

The discretisation algorithm must produce a set of finite discrete elements from the collection of values used as input. PlanMiner-N achieves this using
Algorithm 4 Numerical noise filter overview

**Input** dat: Dataset

**Output** dat: Dataset

1: Initializes `elems` as empty list of numbers
2: for all attribute `attr` in `dat` do
3:     `elems ← elems ∪ values list of `attr`
4: end for
5: `newAttr ← discretize elems`
6: Update `dat` with the information of `newAttr`
7: return `dat`

A clustering technique. The discretisation process groups the input elements into a set of clusters, and calculates the output discrete set of values as the mean element of each cluster. Given that the characteristics of the data are unknown a priori (the number of data points, their distribution, ...), the algorithm can not use a predefined number of clusters to fit the data. This provokes that PlanMiner-N must find the best number of clusters automatically. PlanMiner-N implements a top-down divisive hierarchical clustering technique [22] to achieve this. This type of clustering methodology starts from every value in a single cluster and divides it recursively into smaller clusters. The principle on which these techniques are based is to incrementally create a larger number of clusters that better fit the data.

The clustering technique defined in PlanMiner-N (see Algorithm 5) follows a hierarchical, recursive divide-and-conquer strategy that works as follows:

1. Taking a single cluster with every element, the discretisation technique measures its quality.
2. If the quality of the cluster does not meet a certain acceptance criterion, the cluster is split into two new smaller clusters.
3. Then, the process of measuring and splitting of the clusters is applied to the new clusters.

This process is repeated recursively until there’s no more clusters to split. If, during the process a cluster with a single element is found, the process marks it as outlier, and thus, the algorithm discards it. Cluster splitting is realised using a classical clustering algorithm. This algorithm will try to
Algorithm 5 Discretization algorithm overview

| Input  | Dat: Set of data points, AC: acceptance criterion |
|--------|--------------------------------------------------|
| Output | C: Set of Clusters                                |

1: \( \text{split} \leftarrow \text{Halve Dat using K\_means algorithm} \)
2: \( C \leftarrow \{ \} \)
3: for all \( \text{cluster} \) in \( \text{split} \) do
4:   if \( \text{Quality(cluster)} \geq AC \) then
5:     if \( |\text{cluster}| > 1 \) then
6:       \( C \leftarrow C \cup \text{cluster} \)
7:     end if
8:   else
9:     \( C \leftarrow C \cup \text{divide cluster calling the discretisation process recursively} \)
10: end if
11: end for
12: return \( C \)

separate the elements of the cluster in two different groups. This task is realised in PlanMiner-N with the K-means clustering algorithm.

The K-means algorithm [23] was originally proposed by James MacQueen of the University of California in 1967. From the start, this clustering algorithm stood out in the literature due to its popularity and simplicity. K-means partitions a dataset passed as input into \( k \) groups, so that each element is assigned to the group whose mean value is closest.

Algorithm 6 Pseudocode of K-means algorithm

| Input  | \( T \): Training input data, \( k \): number of desired clusters |
|--------|---------------------------------------------------------------|
| Output | \( K \): Set of clusters                                    |

1: \( K \leftarrow \text{Initialize } k \text{ clusters} \)
2: while \( \neg \text{Convergence criterion is met} \) do
3:   Assign every element of \( T \) to the closest cluster in \( K \)
4:   Recalculate the mean value of each cluster in \( K \)
5: end while
6: return \( K \)

K-means iteratively distributes the different elements \( T_i \) of \( T \) among the clusters in \( K \). In each run of the algorithm (see Algorithm 6), K-means selects each data point \( T_i \) and calculates its distance to the centre of each
cluster in $K$, assigning it to the nearest cluster. The centre of each cluster is called the centroid and is calculated as the average value of all the elements assigned to it. In other words, each element $T_i$ is grouped with those elements closest to it. This concept of closeness between two points is computed as the Euclidean distance between them. Once all the data points have been assigned, K-means updates the centroids of each cluster with the information from the new points assigned to them. This process is repeated until the convergence criterion of the algorithm is met, which is that, after one run, all clusters have stabilised. A stable cluster is one where, after one run, no element assigned in the previous run has been added or removed. Finally, it should be noted that the set of clusters $K$ must be initialised at the start before entering the main loop of the algorithm. This can be done randomly (the approach used in this work) or by following a greedy strategy.

The quality of a cluster $quality(\text{cluster})$ measures how cohesive the values of a cluster are, as well as the size of the clusters. Cluster’s quality is defined as the weighted arithmetic mean of both metrics:

$$quality(C_i) = \alpha \ast si I(C_i) + \beta \ast nSTD(C_i)$$

where $si I$ is the index of the silhouette of the cluster $C_i$, and $nSTD$ is the normalised standard deviation of $C_i$. These metrics, taken from the state-of-the-art of the field in question, and, summarising:

- The **silhouette index** of a cluster measures how close the elements of a cluster are among themselves and how far they are to the elements of the other clusters. A cluster with a good silhouette index contains well-matched elements which would be bad matches for the elements of the rest of the clusters.

- The **normalised standard deviation** quantifies how “wide” a given cluster is. A very wide cluster implies that its elements are dispersed in it; thus, its centre is not representative of them. On the other hand, a very tight cluster would imply that its elements are near the centroid and thus they are well represented by it.

On the one hand, the silhouette index of a cluster is computed as the average silhouette index of every data point assigned to it. For a given element $T_i$, its silhouette index is calculated as:

$$s(T_i) = \begin{cases} \frac{b(T_i) - a(T_i)}{\max(a(T_i), b(T_i))} & \text{if } |k| > 1 \\ 0 & \text{if } |k| = 1 \end{cases}$$
where \( a(T_i) \) is the average distance from the element \( T_i \) to the rest of the elements of the cluster:

\[
a(T_i) = \frac{1}{|k| - 1} \sum_{i,j \in k, i \neq j} distance(T_i, T_j)
\]

and \( b(T_i) \) is the average distance from \( T_i \) to the nearest element of the other clusters.

\[
b(T_i) = \min_{k \neq k'} \frac{1}{|k'|} \sum_{j \in k'} distance(T_i, T_j)
\]

with \( k \) and \( k' \) being elements of the set of clusters \( K \).

The distance between two points is calculated by using the Euclidean distance (as in K-Means). The metric \( s(T_i) \) ranges from -1 to 1. A value of 1 means that the \( i \)-th element is perfectly grouped in its assigned cluster; conversely, a value of -1 implies that the element is wrongly classified. The average silhouette score of all points indicates how well grouped the data are in their clusters.

On the other hand, a cluster’s normalised standard deviation is calculated as:

\[
nSTD(k) = \sqrt{\frac{1}{|k|} \sum_{T_i \in k} (T_i - \mu)^2}
\]

where \( k \) is a cluster of \( K \) and \( \mu \) its centroid. A cluster’s normalised standard deviation quantifies how disperse the elements of the cluster are in relation to the cluster’s centroid. The \( nSTD(k) \) score has a range of \([0, \infty)\). The higher the value of \( nSTD(k) \), the wider the cluster, and hence, the more separated the data points are from the centre of the cluster.

These two metrics separately provide useful information about the quality of a cluster, but using them alone would be counterproductive. On the one hand, the silhouette index tends to benefit evenly distributed clusters. For example, when dealing with data that is homogeneously distributed, focusing only on the silhouette index would make our process to promote fit a set of wide clusters covering the entire range of data, but, that would represent poorly the data assigned to them. On the other hand, the single use of the standard deviation would lead to the generation of a large set of very tight clusters, which, taken to the extreme, could generate a cluster for each different value passed as input. These clusters would represent perfectly the datapoint assigned to them but would make the whole discretisation
process useless too. Finally, \( \alpha \) and \( \beta \) are weights for the measures. These weights allow the fine-tuning of the quality function, giving more asymmetric importance to the measures when calculating the quality of a given cluster.

The combination of both metrics allows PlanMiner-N to obtain the best possible clusters, avoiding the problems described above. The main impediment to this combination of metrics is that there are differences between the behaviour of the metrics and their values ranges. Cluster standard deviation is a metric whose scores range in the interval \((0, \infty]\), while the silhouette index is bounded in the interval \([-1, 1]\). In addition, the best values of Cluster standard deviation are the values close to zero, this is opposite to silhouette index where the highest values are the bests scores. Given the behaviour of the metrics, a slightly worse score in the cluster’s standard deviation may override a much better silhouette index. In order to lessen this issue and combine both metrics, PlanMiner-N adjusts the silhouette index by taking the opposite of the score obtained, and adding 1 to it. This transformation changes silhouette index results to the interval \([0, 2]\) where zero is the best possible value. This makes both indexes combinable in a single metric whose range is \([0, \infty]\), where Zero is the best result. Figure 2 shows the data points and clusters of the \((bat\_usage \ ?arg1)\) fluent. This example presents graphically how the values closer to “3” are grouped in the same cluster, while those closer to “5” are grouped in another different cluster. The value near “-3” is marked as an outlier and therefore is ignored in the next stages of PlanMiner-N’s execution.

3.3. Meta-states refinement

As we have stated before, when dealing with noisy data, we cannot be sure that after extracting a classification model for a given dataset we will get a unique characterisation for the pre-states and another for the post-states (i.e. a rule set with two rules, one for each meta-state). Given the characteristics of the AML process presented in this paper, it is necessary that this condition is always fulfilled. This is because a deterministic action model has only one rule for pre-state and one for post-state. In order to fulfil this constraint, PlanMiner-N implements this classification model refinement process, which merges a ruleset obtained from a classification algorithm, that characterises a single action, into a a pair of rules (one for the pre-state and other for the post-state). This process is performed before attempting to extract the preconditions and effects of the actions of the domain being learned. In addition, it presents an extra difficulty, as the multiple rules that can be
learned by classification algorithms for each action may present inconsistencies between them. This is because the classification algorithms may have adjusted elements of some of the rules to noisy information, detecting this is paramount for the correct learning of the planning domains.

The process implemented in PlanMiner-N to deal with this issue aims to (i) obtain the number of meta-states needed by PlanMiner to function correctly and (ii) detect inconsistencies in them. Prior to the application of said process, PlanMiner-N divides the ruleset in two sets, separating the rules that represent the meta-states of the pre-state from those that model the post-state. It then applies the refinement process to each collection of rules separately, obtaining a single rule for each.

This procedure decomposes the model (the ruleset obtained by the classification algorithm) to evaluate its elements (which are rules) using a statistical method. Once decomposed the rulesets, PlanMiner-N creates a repository with elements obtained, and evaluates them, allowing the detection of strange elements that can be considered noise and detecting inconsistencies between these elements. The Meta-state refinement method implements a set of procedures to study and resolve these issues automatically.

The evaluation method is implemented as a two-step strategy that:

1. An anomaly detection strategy is applied to the elements of the rules’ antecedents of a given ruleset, filtering those atypical elements found.
2. The remaining elements are studied in order to detect conflict between
Algorithm 7 Irrelevant features filtering

**Input:** rules: Ruleset

**Output:** rules_feat: Ordered set of features

1: rules_feat ← {}
2: for all Rule rule in rules do
3:   for all Features elem in the antecedent of rule do
4:     rules_feat ← rules_feat ∪ elem
5:   end for
6: end for
7: Filter(rules_feat)
8: Short(rules_feat)
9: return rules_feat

Finally, to clarify that, in the end, the meta-state refinement method generates only the rules necessary for the learning process to proceed (i.e. two rules).

3.3.1. Filtering of irrelevant features

The main objective of the filtering procedure (Algorithm 7) is to detect those elements of the rule antecedents that have an anomalously low frequency of occurrence. Marking them as noisy and discarding them for the rest of the procedure. Briefly recalling, each rule in the ruleset is defined as a conjunction of features $< attr, val >$ that has a weight associated with it. This weight indicates the percentage of examples of a given class covered by the rule in question.

That said, the implemented in PlanMiner-N to filter irrelevant features of the rules works as follows: Starting from a ruleset that contains several rules, it decompose the antecedents of each rule by separating the features that define them and computing its support value. The support of a feature is calculated by adding the weight of every rule in which it appears.

Once each feature has been extracted, all those that do not exceed a certain threshold are filtered out. Filter(rules_feat) marks and discards those features that are considered irrelevant. The criterion for marking a feature as irrelevant is given by the feature whose support value is higher, which is taken as the reference value. Finally, the filtering process sorts the set of features from highest to lowest according to their support value.
Algorithm 8 Meta-state Refinement Algorithm

Input: rules_feat: Ordered set of features
Output: rule: Rule

1: \( \text{rule} \leftarrow \{\} \)
2: while rules_feat is not empty do
3: \( \text{elem} \leftarrow \text{Top feature of rules_feat} \)
4: Delete \( \text{elem} \) from rules_feat
5: if stat does not conflicts with some element of \( \text{rule} \) then
6: \( \text{Add} \ \text{elem} \) to \( \text{rule} \) antecedent
7: else
8: SolveConflict(\( \text{rule,elem} \))
9: end if
10: end while
11: return \( \text{rule} \)

3.3.2. Conflict resolution

Once the irrelevant attributes have been filtered and ordered out, the rest of them are combined in a single rule (Algorithm 8). This is done by taking the features in descending order and including them in an empty rule incrementally. During this process, PlanMiner-N may find a situation where a feature being included shares the attribute \( \text{attr} \) with another feature already included in the rule, but with a different value \( \text{val} \).

This is called a feature conflict and occurs when the classification algorithms fits a rule to a specific set of data that is inconsistent with other rule. When a conflict is found, PlanMiner-N may face two course of actions: delete the feature with the lowest support (by considering that feature noisy) or delete both features (as considering that the whole feature is irrelevant to model the meta-state).

SolveConflict(\( \text{rule,elem} \)) determines said course of action by calculating a confidence interval and checking how the difference between the features’ support value –namely \( \Delta(s_1, s_2) \) –interact with it. The confidence interval is calculated as:

\[
[-0.1 * \bar{S}, 0.1 * \bar{S}]
\]

where \( \bar{S} \) as the mean support value between \( s_1 \) and \( s_2 \).

If \( \Delta(s_1, s_2) \) is within that interval the difference is considered significant, and then, PlanMiner-N can conclude that the feature with the less support
can be discarded. Otherwise, both characteristics are discarded and are not included in the rule that is being built. If no conflict of features arises, the feature is added to the antecedent of the rule being constructed.

In the example presented in Figure 3, we can see the support values of the classification rules that describe the pre-states of the (goto ?arg1 ?arg2 ?arg3) action. Those elements which support value is lesser than the threshold (defined by the red line) are erased. In this example we find a feature conflict with the elements (scanned arg3) = False and (scanned arg3) = True, in which both would be erased.

4. Experimental Setup

The new methods proposed in this paper were evaluated using a series of planning domains from the International Planning Competition (IPC) [25]. The evaluation defined in this section tests the capabilities of PlanMiner-N to learn STRIPS and numerical planning domains comparing them with the learning capabilities of the PlanMiner algorithm using noisy data as input. For this purpose, we create a collection of plan traces to be used as input by defining randomly a set of planning problems and solving them. For a single domain, we defined 50 problems and solved them using the FF Planner [26]. From these solved problems, a collection of plan traces were extracted to use them as input for the methodologies during the experimentation.

The experimentation is split into two blocks. The first block measures the learning capabilities of the algorithms learning STRIPS planning domains, where the second block aims to test the methodologies by learning planning
Table 2: Input domains characteristics. This Table shows the domains used in the second part of the experimentation. Domains characteristics (from left to right) are the number of actions of the domains, the number of parameters of the actions, the number of logic predicates, the number of numerical predicates (if any), and the maximum number of parameters of the predicates.

| Domain       | Actions | max action | logical | max predicate |
|--------------|---------|------------|---------|---------------|
|              |         | arity      | predicates | arity |
| BlocksWorld  | 4       | 2          | 5       | 2              |
| Depots       | 5       | 4          | 6       | 2              |
| DriverLog    | 6       | 4          | 6       | 2              |
| ZenoTravel   | 5       | 3          | 4       | 2              |

(a) STRIPS domains.

| Domain       | Actions | max action | logical | numerical | max predicate |
|--------------|---------|------------|---------|-----------|---------------|
|              |         | arity      | predicates| predicates | arity         |
| Depots       | 5       | 4          | 6       | 4         | 2             |
| DriverLog    | 6       | 4          | 6       | 4         | 2             |
| Rovers       | 10      | 4          | 26      | 2         | 3             |
| Satellite    | 5       | 4          | 8       | 6         | 2             |
| ZenoTravel   | 5       | 3          | 2       | 8         | 2             |

(b) Numerical domains.

domains with numerical information. For each block, we use a different set of planning domains. Table 2 lists these domains and shows their characteristics.

As the plan traces obtained from a set of solved planning problems are noise-free, in order to experiment with the capabilities of the approaches learning from noisy input information, artificial noise is included in them. The noise was included by selecting randomly a certain percentage of the predicates of the plan traces’ states and changing their values. Noise inclusion follows two different strategies: a) outliers inclusion i.e. change the values of the logical predicates and the numerical predicates by arbitrary numbers, and b) modifying the values of the numerical predicates with random noise i.e. making them non-CRISP. In each experimentation block, we have defined several different experiments by applying different types of noise to the plan traces. When learning STRIPS-only planning domains, we only include outliers in the plan traces. On the other hand, when learning numerical domains, we define three different experiments: i) including outliers, ii)
including CRISP values, and iii) including both outliers and CRISP values. Finally, tolerance to noise is tested in the experimentation by defining a set of the experiments with different percentages of noise in the input plan traces and obtaining a planning domain from them.

From these learned domains, we measure certain aspects of them in order to test the learning capabilities of the algorithms. The measures evaluate the quality of the learned domains and, therefore, the quality of the methodologies used to obtain them. The quality measures used to evaluate the results of the new methods are precision, recall, F-Score [9] and validity [27]. Precision and recall measure the number of missing and surplus elements in the preconditions and effects of the measured domain’s actions. For a given action in a domain, its precision is measured as:

\[
Precision = \frac{tp}{tp + fp}
\]

and its recall as:

\[
Recall = \frac{tp}{tp + fn}
\]

where \(tp\) is the number of true positives (correct elements in its preconditions and effects), \(fn\) is the number of false negatives (missing elements in its preconditions and effects), and \(fp\) is the number of false positives (extra elements in its preconditions and effects). F-Score is a measure of the action’s overall quality, and is defined as the harmonic mean between precision and recall. F-Score is calculated as:

\[
F-Score = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]

The quality of a planning domain is calculated as the average quality measured of every action contained in it.

The validation of a planning domain measures the ability of the domain to solve planning problems. This is calculated by trying to solve planning problems with the learned domain, and checking if the obtained plans are correct. To check if a plan obtained is correct, we start from the initial state of the problem and apply the actions of the plan until we obtain the final state. Then, if the final state is equal to the objective state, then the plan is correct. A domain is valid if it is able to obtain valid plans for all the problems in a set of validation problems. The task of validating a plan is performed with the VAL tool used in the IPC.
Finally, in order to present reliable results and avoid the influence of the randomness of the inclusion of noise, each different experiment is carried on using a 5 fold cross-validation technique. Using this technique, we split the input plan traces into five subsets (or folds), selecting four of them as training data and the remaining set as test data. The plan traces in the training data are used to learn planning domains, where the plan traces in the test data are used to validate them. Each experiment is executed five times, selecting a different fold as test data in each run. The results of the experiment are the average result of every run.

4.1. Algorithms used

During the experimental process, different versions of PlanMiner and PlanMiner-N have been evaluated, where each one of the versions uses a different algorithm for generating the classification models. The aim of this is to test the feasibility and robustness of the learning pipeline regardless of the learning engine used in it. The classification algorithms used in this experimentation are ID3 [28], C4.5 [29], RIPPER [30] and NSLV [31]. A full description of these algorithms can be found in the referenced papers.

In addition to classification algorithms, a set of state-of-the-art AML algorithms was selected as reference algorithms for the experimental process. These algorithms are ARMS [7], AMAN [32], OpMaker2 [33] and FAMA [9]. Due to the limitations of these algorithms for learning planning domains with numerical information, they are only used during experimentation with STRIPS domains.

In these experiments, the parameters of PlanMiner, PlanMiner-N, FF-Metric, VAL and the reference algorithms are set as default as noted by its authors in its reference works. Table 3 displays these parameters and their impact on a given algorithm’s performance. If an algorithm does not appear in the mentioned table it is because it has not any parameter to set before its execution. With regard to the different parameter settings, we include a brief description of them and their impact on the performance of the given algorithms (except for PlanMiner-N, as this information has already been given in the relevant sections above). PlanMiner-N uses the same parameter settings as PlanMiner in addition to its particular parameters setting. That said, for each algorithm the parameter’s settings are:

- **Metric-FF parameters setting.** MetricFF’s parameters weight the components of the heuristic that governs the internal search process of
the planner. This weights change the importance that MetricFF gives to the estimated cost to the goal \( h \) and the cost of the current path explored \( g \) when guiding the search process. These parameters have been set as 1 to avoid interfere with the search process, giving the same weight to both elements of the heuristic.

- **ARMS parameters setting.** The *probability threshold* of ARMS is used to filter which information contained in the input plan traces is considered as a constraint when building the logic formulas used to learn action models. The lower the threshold, more information is considered. This increases the computation time of ARMS, but it may consider in the learning process information with a low appearance rate in the input data, but that can be useful. The probability threshold value (0.7) is recommended by the authors of ARMS as is the best value that balances the amount of information processed and the results of the algorithm.

- **AMAN parameters setting.** AMAN builds iteratively a set of action models from a partial set data extracted from the input plan traces. Increasing the number of iterations leads to an increase in the number of the set of action models generated. This increases the probability of finding the best set of action models possible at the cost of a bigger computation time. The authors recommend the given number of iterations (1500 iterations) as they are the most efficient way to obtain good results.

4.2. Learning STRIPS domains

4.2.1. Classification algorithms comparison.

The experimental process begins by studying how the selected classification algorithm affects the performance of PlanMiner. Figure 4 shows these performances in terms of F-Score, while Table 4 shows the validity results of the battery of experiments. The Figure fixes in X-axis the incompleteness degree of the plan traces, and Tables are shorted by domains in order to improve their readability. For the sake of readability, this section presents a summary version of the results, showing only the F-Score and Validity metrics of the domains learned.

If we look closely at the results the figure we can see the following:
| PlanMiner parameters                              | Value   |
|--------------------------------------------------|---------|
| Symbolic Regression acceptance threshold         | 0.02    |
| Symbolic Regression timeout                      | 300     |
| PlanMiner-N parameters                           |         |
| Statistical noise filtering threshold            | 5%      |
| Cluster’s quality \(\alpha\)                     | 0.6     |
| Cluster’s quality \(\beta\)                      | 0.4     |
| Cluster’s acceptance criterion                   | 0.05    |
| Irrelevant features detection threshold          | 0.05    |
| MetricFF parameters                              |         |
| H weight                                          | 1       |
| G weight                                          | 1       |
| ARMS parameters                                  |         |
| Probability threshold                            | 0.7     |
| AMAN parameters                                  |         |
| Number of iterations                             | 1500    |

Table 3: Settings of the different algorithms during the experimentation process.

Figure 4: Performance comparison of PlanMiner-N using different classification algorithms on STRIPS domains.
- **BlocksWorld.** PlanMiner-N (NSLV) shows perfect results throughout the whole experimentation and is impervious to the effects of noise. Compared to PlanMiner (NSLV), PlanMiner-N (NSLV) shows almost 25% higher F-Score in the noisiest experiment. These differences also occur between PlanMiner-N (ID3) and PlanMiner (ID3), PlanMiner-N (C45) and PlanMiner (C45), and between PlanMiner-N (RIPPER) and PlanMiner (RIPPER), with an average variation of 10% throughout the experimentation. In the most complex experiments, NSLV performs better than ID3, C45 and RIPPER.

- **Depots.** As with BlocksWorld, PlanMiner-N (NSLV) has a high resistance to noise, which is unchanged throughout the experimentation. PlanMiner (NSLV), on the other hand, suffers a severe drop in performance when some noise is included, which puts its F-Score almost 30 points below PlanMiner-N. The rest of the algorithms have similar behaviour to PlanMiner (NSLV), suffering from a performance drop when noise is included in the plan traces. PlanMiner-N shows values around 15-20% higher than PlanMiner using the same classification algorithm.

- **DriverLog.** The difference between PlanMiner-N (NSLV) and PlanMiner (NSLV) when dealing with some noise is 15% F-Score, a difference that increases to 30% using data with 20% noisy elements. PlanMiner-N (ID3) and PlanMiner(ID3) suffer an initial drop in performance (more pronounced in PlanMiner), but then stabilise and remain unchanged even at the highest noise levels. Using the C45 and RIPPER classification algorithms, similar behaviour to NSLV is observed, but not as marked with PlanMiner-N showing unchanged in the initial experiments, but dropping slightly in the final ones. Even so, the drops are much smaller than those seen with PlanMiner.

- **ZenoTravel.** PlanMiner-N (NSLV) obtains perfect results until it encounters 10% and 20% noise, where it drops to 98% and 96% F-Score respectively. PlanMiner (NSLV) drops from 100% F-Score to 74% when encountering some noise, this drop continues (although somewhat more controlled) throughout the experimentation, presenting results below 77% F-Score in the more complex experimental assumptions. The results of PlanMiner-N with ID3, C45 and RIPPER behave similarly to PlanMiner-N (NSLV), showing some noise resilience compared to their
PlanMiner counterparts which lose a lot of performance when encountering some noise.

In general, all algorithms exhibit identical behaviour with a large drop in performance when noise is included in the plan traces with the exception of PlanMiner-n (NSLV). Since the PlanMiner algorithm is not designed to work with noisy information, severe performance losses are to be expected for it. On the other hand, PlanMiner-N, the approach tested in this experimentation, presents far better results than PlanMiner as expected too. PlanMiner-N shows some resistance to noise, but, its performance is highly dependent on the classification algorithm used in the learning pipeline. This difference in the performance of PlanMiner-N can be seen in that, while experiments performed with NSLV remain somewhat stable throughout the experiment, those using the ID3 classifier, for example, show a drop of 10-12 points when noise is included in the plan strokes. This is due to the fact that, because of NSLV’s ability to obtain descriptive rules from the datasets (i.e. rules that contain all the information necessary to represent a set of examples), the algorithm is able to generate sets of rules that fully explain the input information (including noisy examples). What is a priori a loss of generalisation of the algorithm is a blessing for PlanMiner-N, as it gives it extensive knowledge about the data, helping it to filter out the noise in the data. The other algorithms do not enjoy this advantage, providing less information to the learning algorithm. This means that PlanMiner is not able to correctly refine the models obtained with them. Nevertheless, if we compare PlanMiner and PlanMiner-N using the same classifier, we see the clear superiority of the latter over the former regardless of the classification algorithm used. Using the ID3 classification algorithm, PlanMiner shows F-Score values below 30% in some experiments, while PlanMiner-N obtains 15 points more F-Score in the same experiments. With C.45 and RIPPER, PlanMiner-N shows an improvement of around 20% over PlanMiner throughout the experimental process. Although the biggest difference in performance can be observed with NSLV, since while PlanMiner obtains 58% F-Score results, PlanMiner-N obtains perfect results. This indicates that the changes made in PlanMiner-N are effective in addressing the learning problem using noisy input data.

In the experiments without noisy elements, those algorithms able to obtain valid planning domains with complete data can learn planning domains with noise-free data. This is because without noise and incompleteness the
input data are essentially the same, and PlanMiner-N performs the identically as PlanMiner in the absence of noise in the plan traces. It is when noise is included in the input data that these results begin to diverge, as steep performance drops cause the invalidity of the domains learned by the bulk of the learning algorithms. As a reminder, validity is very sensitive to some domain deficiencies. The lack of a single effect renders the domain totally invalid, and the performance drops of the algorithms are so pronounced that these shortcomings arise everywhere. The exception to this rule is PlanMiner-N (NSLV) which demonstrates its supremacy over all other approaches by learning valid planning domains even in the most complex experiments. PlanMiner-N (NSLV) only fails to obtain valid domains with DriverLog and ZenoTravel in the experiments with the highest percentage of noise. In the case of the DriverLog domain, the invalidity is caused by the creation of a series of spurious preconditions that prevent the correct replication of the test problems, while in the case of ZenoTravel the problem that causes the invalidity is the lack of an effect with a low occurrence rate, which is erroneously detected as noisy by the algorithm and eliminated.

Finally, in terms of time efficiency, PlanMiner-N is around 10-20% slower than PlanMiner. This is due to the need to study and apply the noise filter to all predicates, which consumes computational resources.

4.2.2. State-of-the-art algorithms comparison.

Next, the experimental process is going to study how PlanMiner (NSLV) –the version of PlanMiner with the highest performance– performs in comparison to the reference algorithms. Figure 5 presents a comparative graph
that displays the F-Score of these algorithms. Additionally, in Table 5 the validity results of the battery of experiments are shown. For the sake of readability, to say that the X-axis of the Figure 5 represents the degree of incompleteness of the input plan traces and that the Tables group the data displayed by the planning domain being learned. For the sake of readability, the next lines are a summarised version of the experimental result, including only the F-Score and Validity results.

If we look closely at the results the figure 5 we can see the following:

- **BlocksWorld.** The benchmark algorithms suffer a steep drop throughout the experimentation, with results 20 to 30 points below the initial values with noise-free data. Of these, OPMaker2 is the worst performer, while ARMS and AMAN maintain similar performance. FAMA, on the other hand, suffers the least from the initial performance drop, but its results worsen severely as the complexity of the experiments increases. PlanMiner-N (NSLV), on the other hand, performs better than all of them, obtaining 100% F-Score results regardless of the experiment performed.
• **Depots.** Starting from similar initial results, when including noisy data in the input data, the performance of the benchmark algorithms drops by almost 25 points. FAMA and AMAN show some stability in subsequent experiments, while the rest of the state-of-the-art algorithms continue to lose performance down to around 50% F-Score. In contrast, PlanMiner-N (NSLV) suffers a negligible drop in F-Score throughout the experimentation, maintaining a much higher performance than the benchmark algorithms.

• **DriverLog.** The benchmark algorithms show differences of up to 50 points between their initial results and those obtained in the more complex experiments. As usual, the steepest drops are found in the first experiments, when noise is included in the plan traces. In these experiments, the benchmark algorithms lose 20-25% F-Score. PlanMiner-N (NSLV) maintains a clear superiority over all benchmark algorithms.

• **ZenoTravel.** The benchmark algorithms present behaviour with large initial drops and constant, but more controlled drops as the experimental conditions are tightened. Of these, AMAN maintains a somewhat more stable behaviour, with more constant drops than the other benchmark algorithms. In the experiments with a higher percentage of noisy elements in the input data, the benchmark algorithms show results close to 50% F-Score, with the exception of AMAN, whose final results are around 70 points. However, PlanMiner-N (NSLV) shows results almost 30 points higher than AMAN.

The benchmark algorithms perform poorly when faced with noise in the input data. This behaviour was to be expected, since, with the exception of AMAN, none of these algorithms was expressly designed to work under noisy situations. Therefore, PlanMiner-N (NSLV) outperforms these algorithms in all experiments. The difference in performance between PlanMiner-N (NSLV) and the reference algorithms ranges from 10-30 points in the experiments with the lowest percentage of noise, to 30-60 points in the experiments with the highest percentage of noise. In terms of performance, second place is held by FAMA and AMAN. When faced with noise, both algorithms suffer a significant loss in performance. AMAN maintains a certain resilience to noise from that point on, showing little variability in results since then, while FAMA does not enjoy this benefit, but its initial performance loss is smaller.
than AMAN’s. This causes FAMA to show slightly better average results. This causes FAMA to show somewhat better average results than AMAN.

As in the previous experimentation with the different versions of PlanMiner, the generalised loss of performance of the algorithms when noise is included has a negative impact on the validity results of the domains learned with them. Without noise, the benchmark algorithms perform similarly to what we saw in the experimentation presented in the PlanMiner’s paper [1], but when noise is included, this is no longer true, as the multiple errors in the planning domains negatively affect the validity of the domains.

4.3. Learning Numerical domains

Finally, the experimental process studies how the selected classification algorithm affects the performance of PlanMiner-N when learning planning domains with numerical information. The classification algorithms used in this experimentation are the same used in the last experimental process, except for ID3. The results of this experimentation are divided between the
Figure 6: Performance comparison of PlanMiner-N using different classification algorithms on Numerical domains.

Figure 6 and the Table 6. First, Figure 6 contains a graph that compares the algorithms in terms of F-Score, while, Table 6 contains the validity results of PlanMiner with the different classification algorithms. In order to improve the readability of the results, Figure 6 set the incompleteness degree of the plan traces in the X-axis, and Table 6 short the results given the domain from which they were obtained. As with the experimental blocks presented above, this section presents a summary version of the results.

If we look closely at the results in Figure 6 we can see the following:

- **Depots.** PlanMiner-N (NSLV) maintains 88% F-Score levels even in the complex experiments, losing less than 10% F-Score compared to the
noiseless results. PlanMiner (NSLV) on the other hand suffers a drop of 20 using 3% of noisy elements, its final performance is below 70% F-Score in the experiments with 20% of noisy information. PlanMiner-N (C45) suffers a large F-Score loss of 13 points in the experiment with 5% noisy data, which stabilises somewhat in the following experiments. PlanMiner (C45), on the other hand, suffers a steady drop in performance, bringing its final F-Score below 40 points. PlanMiner-N (RIPPER) and PlanMiner (RIPPER) show the biggest difference of all the algorithms, since, where PlanMiner-N (RIPPER) remains constant throughout the experimentation, suffering only F-Score losses in the more complex experiments, PlanMiner (RIPPER) drops steadily.

- **DriverLog.** The results of PlanMiner-N (C45), PlanMiner-N (RIPPER) and PlanMiner-N (NSLV) is similar regardless of the classification algorithm used. All approaches show a slight drop in F-Score throughout the experimentation, with intervals where the F-Score loss is zero. In general, these approximations lose on average 6 F-Score points between the experimentation without noisy data and the one with more noisy data. On the other hand, the experimentation on PlanMiner (C45), PlanMiner (RIPPER) and PlanMiner (NSLV) shows a steep F-Score drop of more than 20 points when noise is included. PlanMiner (C45) and PlanMiner (NSLV) moderate this tendency a little to reach an F-Score of around 55% in the final experiments, PlanMiner (RIPPER) on the other hand does not, reaching values below 40 F-Score points.

- **Rovers.** PlanMiner-N (NSLV) is little affected by noise, suffering a significant F-Score loss of 5 points in the experimentation with 5% noisy data. In the rest of the experimentation, the F-Score loss is minimal. PlanMiner (NSLV) loses 40% F-Score when noise is found in the input traces, a big contrast when compared to the results of PlanMiner-N (NSLV). Although the other proposals behave similarly, the F-Score loss of PlanMiner (NSLV) is the most pronounced in the whole experiment. PlanMiner-N (C45) performs at 72 points, compared to PlanMiner (C45) at 51 points, and PlanMiner-N (RIPPER) with a final F-Score of 73%, 20 points higher than PlanMiner (RIPPER).

- **Satellite.** Similar to DriverLog, the results of PlanMiner-N (C45), PlanMiner-N (RIPPER) and PlanMiner-N (NSLV) show a similar trend:
a slight but steady drop in F-Score as the experimental assumptions become more complicated. These algorithms show F-Score drops of 11% in the more complex experiments compared to the no noise experiment. The results of the PlanMiner experiment show drops of 25 points with the C45 classifier and RIPPER, and more than 40 points with NSLV when faced with some noise. PlanMiner (NSLV) maintains the results in the rest of the experimental assumptions, leaving its final performance at 48 points, while PlanMiner (C45) and PlanMiner (RIPPER) obtain an F-Score of 58% and 49% respectively.

- **ZenoTravel.** PlanMiner-N (NSLV) remains unchanged at certain noise levels, with an F-Score of 89% at 3% noise. PlanMiner-N (NSLV) loses around 11% F-Score in the more complex experimentation. PlanMiner (RIPPER) and (C45) lose some F-Score until experimentation with 5% noise, but while PlanMiner (C45) shows some resistance to noise, (RIPPER) loses performance steadily. On the other hand, PlanMiner (NSLV), PlanMiner (C45) and PlanMiner (RIPPER) show a large initial drop, followed by a certain stabilisation of the results. The F-Score value in the most complex experiments is 30 points PlanMiner (RIPPER), 40 points PlanMiner (C45) and 47 points PlanMiner (NSLV).

PlanMiner demonstrates some “natural resistance” to noise in this experiments, showing somewhat better results than the experiments with STRIPS domains. Still, the difference in performance between the version of PlanMiner presented in this paper and the previous version is remarkable. Using the C.45 classifier, PlanMiner-N performs around 30 points better than PlanMiner, which can reach up to 50 points difference in certain planning domains. On the other hand, with the RIPPER classification algorithm, it maintains in all experiments a higher performance than 70% with PlanMiner-N, while with PlanMiner it reaches values around 30 F-Score points. Finally, with NSLV the same process is repeated (i.e. F-Score differences close to 4%), although aggravated with very significant decreases in performance simply by including noise. This contrasts sharply with PlanMiner-N (NSLV) which remains relatively unperturbed by noise, far outperforming the other approaches tested in the experiment. The aforementioned “natural resistance” to noise is given by the way the feature discovery component works, namely it is a product of the design of the symbolic regressor. Since the symbolic regressor does not seek exact results, but rather takes approximate (but as
close to exact as possible) results as correct, the effect of the inclusion of certain noisy elements is diluted. Although these elements increase the error of the expression that is being learned, it is possible that the expression meets the acceptance criteria of the algorithm and is accepted by the learning algorithm. Unfortunately, this method is not infallible, and if insufficient data is available or if there are outliers with the potential to greatly perturb the error calculation, PlanMiner is unable to correctly learn the target expression. The inclusion of noise treatment methods increases this resistance, not so much because they influence the behaviour of the regression algorithm, but because they alter the noise problem and shift it to an incompleteness problem. As seen in the empirical studies of PlanMiner [1], incompleteness is highly tolerated by PlanMiner (and thus by PlanMiner-N) improving greatly the performance of the algorithm. Looking at the evolution of the accuracy and recall metrics of the algorithms throughout the experimentation, we can see how noise affects the first metric much more than the second. This is because any amount of noisy elements not addressed by the noise filtering processes triggers the bias problems described in the paper of PlanMiner. As we have seen in previous experiments, the property of NSLV to generate descriptive rules plays in its favour against bias problems. This particular case is no exception, and it is the main reason why NSLV performs better than the other classifiers.

Validity experiments show again the effectiveness of the methods implemented in PlanMiner-N for dealing with noise. If we compare the results of PlanMiner and PlanMiner-N, we see that PlanMiner’s “natural resistance” to noise when learning numerical domains is not infallible and does not guarantee obtaining valid domains. The reason for this is as previously indicated earlier in the experimentation: the validity criteria are very demanding, and a single erroneous effect causes the entire planning domain to be invalid. PlanMiner can meet these criteria in some experiments (using the RIPPER classification algorithm), but generally, this is not true. PlanMiner-N on the other hand does, at least under certain noise levels.

In terms of time efficiency, PlanMiner-N is 2% slower than PlanMiner, even outperforming it in some experiments. This is because, in the face of noise, PlanMiner may spend much more time trying to fit an arithmetic expression (even using all the time allowed for this and reaching the timeout threshold), which compensates for the time spent by PlanMiner-N in applying the different anti-noise processes implemented.
5. Conclusions

This paper presents a work about including a series of methods to the domain learning algorithm PlanMiner in order to increase its resistance to noise in the input data. The resultant algorithm is called PlanMiner-N and the new methods that implement are based on the preprocessing of the input data and the post-processing of the classification models used during the learning process of PlanMiner. The preprocessing of the input data is based on the discretization of noisy numerical data to automatically detect and handle outliers and to group similar values, while the postprocessing aims to unify the information contained in the learning models.

Results showed that these new methods increase notably the resistance of PlanMiner-N to noise. PlanMiner-N outperforms the original algorithm as well as the reference algorithms used in the experiments. These experiments were carried out using two different sets of input datasets and modifying them with three types of noise.

The authors are exploring other methods to improve the domain learning algorithm. As PlanMiner (and now PlanMiner-N) disassociates the actions of the plans used as input when creating the datasets which later are used in the learning process, the authors are considering the option of design a new

Table 6: Validity Results

| Domain     | Noise | PM (C4.5) | PM-N (C4.5) | PM (RIPPER) | PM-N (RIPPER) | PM (NSLV) | PM-N (NSLV) |
|------------|-------|-----------|-------------|-------------|---------------|-----------|-------------|
| Depots     | 0%    | ✓         | ✓           | ×           | ×             | ✓         | ✓           |
|            | 3%    | ×         | ✓           | ×           | ×             | ×         | ✓           |
|            | 5%    | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 10%   | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 20%   | ×         | ×           | ×           | ×             | ×         | ×           |
| DriverLog  | 0%    | ×         | ×           | ×           | ×             | ✓         | ✓           |
|            | 3%    | ×         | ×           | ×           | ×             | ×         | ✓           |
|            | 5%    | ×         | ×           | ×           | ×             | ×         | ✓           |
|            | 10%   | ×         | ×           | ×           | ×             | ×         | ✓           |
|            | 20%   | ×         | ×           | ×           | ×             | ×         | ✓           |
| Rovers     | 0%    | ×         | ×           | ×           | ×             | ✓         | ✓           |
|            | 3%    | ×         | ×           | ×           | ×             | ×         | ✓           |
|            | 5%    | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 10%   | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 20%   | ×         | ×           | ×           | ×             | ×         | ×           |
| Satellite  | 0%    | ×         | ×           | ×           | ×             | ✓         | ✓           |
|            | 3%    | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 5%    | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 10%   | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 20%   | ×         | ×           | ×           | ×             | ×         | ×           |
| ZenoTravel | 0%    | ×         | ×           | ×           | ×             | ✓         | ✓           |
|            | 3%    | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 5%    | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 10%   | ×         | ×           | ×           | ×             | ×         | ×           |
|            | 20%   | ×         | ×           | ×           | ×             | ×         | ×           |
procedure able to take the contextual information contained in the order of the actions in the input plans and include it in the learning process in order to improve its performance. Another improvement to the PlanMiner algorithms that is being considered is the learning of more complex planning domains such as planning domains with conditional or stochastic actions.
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