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Abstract

According to the reports of Public Health Institution, approximately 250,000 rabies-risk animal bites occur per year in Turkey. Most of these bites are caused by dogs and most of the victims are the children who play in playgrounds. With the development of deep learning-based computer vision technology, autonomous detection of dangerous objects (handguns, knives, dogs, etc.) in these children’s playgrounds has become a crucial security application. In this paper, a real-time dog detection model based on YOLOv3 deep learning algorithm is proposed as a new smart city security application and this model is applied to the selected children’s playground. Firstly, in view of the problem of insufficient stray dog image data in the original datasets, new images of stray dogs have been taken from an animal shelter and they have been added to the dataset. These new images have effectively enriched the diversity of training data and improved the training performance of the proposed model. The proposed model has been optimized by utilizing various hyperparameters and the results have been compared with each other. The model with the best evaluation scores is proposed and applied to detect dogs automatically by the fast emergency station located in the selected children’s playground. The real-time application has achieved 82.59% of AP with adjusted hyperparameters.
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1. Introduction

The world’s population living in cities is rising day by day and it is estimated to reach 70% of the entire population in 2050 [1]. Although the rapid growth of urban population causes many problems for inhabitants of the city, it is a major function of the municipalities to find solutions to these problems. Bursa Metropolitan Municipality launched an application called “fast emergency stations” to make children’s playgrounds safe and healthy in March 2019.

The fast emergency station, which is connected to the public security center through the internet, consists of an IP video intercom system and a camera module [2]. Firstly, the person who feels in danger presses the button and starts the video call. Then, the security personnel answer the call and get the information. After that, if the personnel validate the event by the camera, they perform the security procedure. All the video calls made with the fast emergency station between March 2019 and September 2019 were recorded. When the records were examined retrospectively, two important issues were identified. First issue was that most of the children did not use the fast emergency station properly. They preferred to escape instead of pressing the button in case of danger and they pressed the button like a game when there was no threat. The second issue was that unvaccinated stray dogs were reported to be the major danger in the playgrounds. In this study, the fast emergency station was enhanced to detect stray dogs not manually but automatically to fix these issues.

The children are the main victims of dog bites because they are at the eye level of the dogs and this is recognized as a threat by the dogs. Due to the children’s shortness, dogs bite on their head or neck and this bite can be fatal. According to the reports of Centers for Disease Control and Prevention Institute, each year approximately 4.5 million dog bites occur in the USA. 471 people died between 2005 and 2018 because of dog bites [3]. According to Public Health Institution, 283,185 rabies-risk animal bites occurred in 2018 in Turkey [4]. In Ankara 79.1% of total 25,480 rabies-risk animal bites between 2005 and 2009 were caused by dogs [5]. In Eskisehir 71.6% of rabies-risk animal bites were caused by dogs and most of the bites were reported to occur in the summer months when the children were on holiday. 48.2% of these dogs were stray dogs [6]. In Yıldırım province of Bursa, 70.7% of total rabies-risk animal bites between 2011 and 2012 were caused by dogs. 75.9% of them were stray dogs. 50.1% of the victims were between age of 0-19 and 39.8% of the bites were reported to happen in summer months [7]. At the emergency medicine clinic of Istanbul Haydarpasa Numune Training and Research Hospital, it was observed that 35.2% of total 10,974 rabies-risk animal bites were caused by dogs. 80.8% of the dogs were stray dogs. 33.7% of the victims were between age of 0-19 and 29.8% of the bites were reported to occur in summer months [8]. Also, 107 zoonotic infections including 37 bacterial, 13 fungal, 29 viral, 28 parasitic (3 trematodes, 7 cestodes, 10 nematodes and 8 protozoan) have been reported from Turkey [9].

Until Alexnet [10] won the ImageNet competition in 2012, object detection had been carried out using traditional methods. Starting from this date, more successful results have been obtained in object detection by using deep learning models.
Recently, in the smart security field, deep learning-based object left/removed [11], smoke detection [12], face recognition [13], abnormal event detection [14] etc. video analytics applications have become key applications to prevent false alarms and to reduce the need for human verification.

In dangerous object detection, Lai et al. used a Tensorflow-based implementation of the Overfeat network to detect weapons and achieved 93% test accuracy with 0.77 fps, which is too slow for any real time detection [15]. Olmos et al. used Faster R-CNN with VGG-16-based classifier to detect handgun and achieved 84.21% of AP with 5 fps speed [16]. Fang et al. used Tinier-YOLO to detect dogs and achieved the result 67.9% of AP with 25 fps speed [17].

Deep learning-based object detection algorithms have two types: "region-proposal" and "single shot". The region-proposal networks (R-CNN, Fast R-CNN, Faster R-CNN, R-FCN etc.) first determine the areas likely to be found and then run a classifier in these regions. Although it produces more accurate estimates, this type of algorithm is slower because it processes 2 rows on the image. However, single shot networks (YOLO, SSD, RetinaNet etc.) regress the image at once, estimate the class of objects and their position at the same time. Therefore, they are faster than region-proposal networks and more suitable for real time detection.

YOLOv3 [18] achieves good results on the mAP50 metric with a faster runtime speed comparing with other models as shown in Figure 1. Hence, in this study a YOLOv3 model has been preferred for object detection application. Nevertheless, YOLOv3 model has not been widely applied in dangerous object detection in children’s playgrounds.

In this study, object detection test was performed first by pre-trained YOLOv3 model, which was automatically obtained with the Darknet setup. However, it was observed that the model was unsuccessful to detect stray dogs as shown in the Figure 2.
It was considered that these false predictions were caused by the 80 classes and insufficient stray dog image data in the original COCO dataset [19].

Later, a new dataset that contained two classes and 878 images was created by adding 241 images of stray dogs from an animal shelter, 236 images of children from the playground and 401 images of both dogs and humans from the Open Images V6 dataset [20]. Training sessions with various hyperparameters on this new training dataset were held to optimize the model and the results were compared with each other. The model with the best evaluation scores was proposed and applied to detect dogs automatically by the fast emergency station located in the selected children’s playground. The real-time application achieved 82.59% of AP with adjusted hyperparameters.

2. Material and Methods

The fast emergency station, which is located at the children’s playground in Hudavendigar Park of Bursa, is shown in the Figure 3.
In this study, the fast emergency station was enhanced to detect stray dogs not manually but automatically by using a YOLOv3 algorithm.

2.1. YOLOv3 Algorithm

YOLOv3 (You Only Look Once version 3) algorithm is one of the single shot object detection algorithms. Unlike region proposal algorithms, YOLOv3 applies single neural network to an image, which makes it much faster.

YOLOv3 network consists of two main parts: Darknet-53 feature extractor and YOLO detector. Darknet-53 is a convolutional network which is pre-trained on ImageNet. It has 53 consecutive (1x1 followed by 3x3) convolutional layers, which are followed by residual layers, as shown in Figure 4.

![Darknet-53 architecture](image)

In order to use Darknet-53 network as a feature extractor average pooling, connected layers and softmax activation layers are removed as seen in Figure 5. Since YOLOv3 network is a multi-scaled detector, it needs features from multiple scales. Thus, the last 3 residual blocks are connected with detector layers, assuming the input image size 416x416, three scale vectors will be 13x13, 26x26 and 52x52.
The image is divided into 3 different scale grids (13 x 13, 26 x 26, 52 x 52) to detect different size of objects.

At 3 different scales, each grid cell can predict 3 boxes using 3 anchors to detect multiple objects. Anchor boxes are defined after training datasets with different scales and aspect ratios to detect specific classes. For example, in this study one of the anchor boxes is a vertical rectangle like the shape of a person and the other one is a horizontal rectangle like the shape of a dog.

YOLOv3 uses k-means clustering on the training set to find good priors (anchor boxes) instead of choosing them by hand. The network predicts the width ($t_w$) and height ($t_h$) of the box as offsets from cluster centroids and predicts center coordinates ($t_x$, $t_y$) of the box relative to the location of sigmoid function. The calculation of absolute location and size of a predicted box by an anchor box is shown in the Figure 6.
\(\sigma(t_x)\) and \(\sigma(t_y)\) are the centroid locations relative to the grid cell which are normalized with sigmoid function between 0 and 1. The centroid of predicted box \((b_x, b_y)\) is calculated by adding the absolute location of the top left corner of the grid cell values \((c_x, c_y)\) to these \(\sigma(t_x)\) and \(\sigma(t_y)\) values. The size of predicted box \((b_w, b_h)\) is calculated with the values \(p_w\) and \(p_h\) which show the predefined size of the anchor. Considering the probability that \(t_w\) and \(t_h\) values are negative, \(e^{tw}\) and \(e^{th}\) are taken to make it positive.

The network also predicts an objectness (confidence) score and class probabilities for each of the anchor boxes. Objectness score indicates if predicted box contains an object while class probabilities show which class this object in the box belongs to. The class probabilities for all classes are calculated individually. Since the original YOLOv3 network uses the COCO dataset, which is a large-scale dataset with object annotations containing 80 classes, 328,000 images with 2,500,000 instances, a total of 80 probabilities are predicted. Thus, the original YOLOv3 network predicts \((4 + 1 + 80 = 85)\) values for each anchor box and \((3 \times 85 = 255)\) values for each grid cell.

Since the network divides the image into 3 different scale grids, the network predicts \(((52\times52)+(26\times26)+(13\times13))\times3=10,647\) anchor boxes in total and most of them will have a very low objectness score. To keep the best boxes and eliminate the others, YOLOv3 uses non-maximal suppression (NMS) algorithm. The first step of NMS is to remove all these boxes with lower objectness score below the threshold. The second step is to select the best box with the highest objectness score and eliminate all the other boxes whose intersection over union (IoU) value is above a specific IoU threshold with this best box. Afterwards, NMS the best predictions are made as shown in Figure 7.

![Figure 7: Non-Maximal Suppression](image)

**2.2. Preparing Computer Environment**

In this study, a computer with Intel Core i7, 16 GB RAM and NVIDIA GeForce GTX 1050Ti was used to train the model. Darknet framework, OpenCV v.3.3.0, CUDA 10.0 and CuDNN 7.4.1 were compiled to run on GPU computing for a fast training. Convolutional weights from the Darknet53 model (darknet53.conv.74) that had been pre-trained on Imagenet were used as initial weights for training in Darknet framework.
2.3. Preparing New Image Dataset

To optimize the neural network for children’s playground, firstly the recordings of fast emergency station in Hudavendigar Park at different times were downloaded from the NVR (network video recorder) which is located in the public security center. The recordings were divided into frames and 236 of these frames containing the children with different scenes were selected to add into a new dataset. Some images taken with the fast emergency station in the children’s playground are presented in Figure 8.

![Figure 8: Images taken with the fast emergency station in the children’s playground.](image)

Second, the fast emergency station was taken to Bursa Bademli Sevgi animal shelter to take stray dog videos. The videos were divided into images and 241 of these images containing the stray dogs with different scenes were selected to add into the new dataset. Some images taken with the fast emergency station in the animal shelter are presented in Figure 9.

![Figure 9: Images taken with the fast emergency station in the children’s playground.](image)
In order to enrich the dataset, 401 images including both humans and dogs were taken from the Open Images Dataset V6, which is the largest open source dataset with object annotations containing 600 classes, 9,000,000 images with 16,000,000 bounding boxes. Some of these 401 images taken from the Open Images Dataset V6 are presented in Figure 10.

![Figure 10: Images from open images dataset v6 [20]](image)

The images in the new dataset were labeled in YOLO format by using LabelImg [23] open source graphical image annotation tool as shown in Figure 11.

![Figure 11: Images from open images dataset v6 [20]](image)

3. Experimental Results and Discussions

We trained the model by adjusting the hyperparameters (batch, subdivisions, width, height) to detect objects most accurately. In this way, 6 different training sessions were carried out on the new dataset. TP, FP and FN values of each training are shown in Table 1.
Higher input image size (608x608) and batch-subdivision combinations (64-16, 32-8) of the hyperparameters in Table 1 were tried and the hyperparameters had to be updated because CUDA memory error was received by the existing hardware.

The average prediction number of the trainings was 507 where the ground truth was 441. The lowest Type-1 error was made in Training-3 while the lowest Type-2 error was made in Training-4. There is a trade-off between precision and recall. Although networks with high recall and low precision produce a large number of predictions, many of the predictions may be inaccurate. Networks with high precision and low recall produce fewer but relatively more accurate predictions.

Table 2 indicates that Training-3, which produces the least number of predictions (488), has the highest precision value (0.82). However, the production of a small number of predictions brought Type-2 error with it, thus causing the recall value to be low (0.50). As a result, Training-3 ranked last in terms of F1-score (0.62).

Although, compared to other trainings, the precision value of Training-4 (0.80) is relatively low, it has the highest recall (0.67), which made this training reach the highest F1-score (0.73). Training-2, which produces the closest predictions (506) to the average number of predictions, has the highest precision (0.82) and the 2nd highest recall value (0.66). This balanced situation enabled Training-2 to reach the highest F1-score (0.73).

The highest IoU value was obtained in Training-2 and the lowest IoU value in Training-6.

On the condition that batch and subdivisions parameters are constant, the average loss decreases with the increase of the input image size. The average loss decreases with increasing batch and subdivisions values on the condition that the image size is constant. Precision, recall, F1-score, average IoU and average loss values of each training are shown in Table 2.
The best precision-recall points of the trainings are shown in Figure 12.

![Figure 12: The best precision-recall points of the trainings](image)

Training-3 (green dot) is the farthest from the upper right corner compared to the others, which indicates the lowest F1-score obtained in this training.

Training-2 and Training-4 (blue and red dots, respectively) are closer to the upper right corner compared to the others, which indicates the highest F1-scores obtained in these two trainings.

AP (average precision) of each class and mAP (mean average precision) of each model are shown in Table 3.

| Training  | AP_Dog | AP_Person | mAP (%) |
|-----------|--------|-----------|---------|
| Training-1| 75.45  | 60.38     | 67.91   |
| Training-2| 82.59  | 67.52     | 75.05   |
| Training-3| 78.20  | 60.17     | 69.19   |
| Training-4| 83.06  | 65.51     | 74.28   |
| Training-5| 81.88  | 61.66     | 71.77   |
| Training-6| 81.03  | 60.83     | 70.93   |

Changes in mAP and average loss values related to the number of iterations for all trainings are shown in Figure 13.
Figure 13: Average loss and mAP chart of (a) Training-1 (b) Training-2 (c) Training-3 (d) Training-4 (e) Training-5 (f) Training-6
By comparing the charts and the figures above, it was determined that the network was trained most successfully in Training-2, considering the highest F1-score, IoU and mAP value. The neural network weight which was obtained in Training-2 was selected as the best weight of the proposed YOLOv3 network.

The object detection tests were performed in the children's playground and animal shelter as seen in Fig.14 and 15. The validation tests showed that the proposed model outperforms the pre-trained YOLOv3 model which was automatically obtained with the Darknet setup in terms of detection accuracy.

Moreover, the validation tests were performed on different resolutions (320x320 and 608x608) of the same video. Thirty scenes that contained 65 dogs were selected from the video. While the model successfully detected 52 dogs at 25 fps in these scenes with the resolution of 320x320, it successfully detected 60 dogs at 10.2 fps in these scenes with the resolution of 608x608. In this way, it was possible to make a trade-off between accuracy and speed by changing the resolution of the camera on the fast emergency station.
The performance of the proposed model is compared with similar studies in Table 4. It should be emphasized that the dataset, the resolution and the target object used in these studies are completely different. Nevertheless, the results given in this table might provide a comparison between these models. As seen from the results shown in Table 4, the performance of the proposed model is superior to the other models in terms of AP, especially for 25fps. Besides, the proposed model provides a good balance of speed and accuracy that the application needed.

Table 4. Comparison of Similar Studies.

| Research paper                                    | Detection type | Algorithm             | DataSet   | AP    | Fps  |
|--------------------------------------------------|----------------|-----------------------|-----------|-------|------|
| Developing a Real-Time Gun Detection Classifier [15] | Handgun        | Overfeat              | Imagenet  | 93%   | 0.77 |
| Automatic Handgun Detection Alarm in Videos Using Deep Learning [16] | Handgun        | Faster R-CNN with VGG-16 Based Classifier | Imagenet  | 84.21% | 5    |
| Tinier-YOLO: A Real-Time Object Detection Method for Constrained Environments [17] | Dog            | Tinier YOLO           | PASCAL VOC | 67.9% | 25.1 |
| The Proposed Model                                | Dog            | YOLOv3                | Customized Dataset | 82.59% | 25   |

4. Conclusion

In this paper, we proposed a real-time dog detection model for children’s playgrounds based on the YOLOv3 deep learning algorithm as a new smart city security application. Firstly, we obtained new images of stray dogs from an animal shelter to overcome the problem of insufficient data. These new images effectively enriched the diversity of training data and improved the performance of the proposed model. The model with the best evaluation scores was proposed and applied to detect dogs automatically by the fast emergency station located in the selected children’s playground. The real-time application achieved 82.59% of AP with adjusted hyperparameters. Moreover, the validation tests demonstrated that the proposed model outperforms the pre-trained YOLOv3 model automatically obtained with the Darknet setup in terms of the detection accuracy.

Unfortunately, due to the Covid-19 pandemic situation, the children’s playground was closed for a certain period. Also, very few children visited these playgrounds after the children’s playgrounds were opened.

In future studies, the fast emergency station will be enhanced to detect other dangerous objects such as handguns and knives in order to prevent violence against children.
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