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Abstract. Image captioning models are usually trained according to human annotated ground-truth captions, which could generate accurate but generic captions. In this paper, we focus on generating distinctive captions that can distinguish the target image from other similar images. To evaluate the distinctiveness of captions, we introduce a series of metrics that use large-scale vision-language pre-training model CLIP to quantify the distinctiveness. To further improve the distinctiveness of captioning models, we propose a simple and effective training strategy that trains the model by comparing target image with similar image group and optimizing the group embedding gap. Extensive experiments are conducted on various baseline models to demonstrate the wide applicability of our strategy and the consistency of metric results with human evaluation. By comparing the performance of our best model with existing state-of-the-art models, we claim that our model achieves new state-of-the-art towards distinctiveness objective.
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1 Introduction

The task of image captioning involves interpreting the semantic information of images into natural language sentences. It is considered as a fundamental task in both computer vision and natural language processing. Image captioning is applied in various scenario such as assisting visually impaired people [23], search engine [12], medical imaging [41], etc.

General requirements of image captioning include two aspects: fluency, as the sentence should be well-formed as natural language; descriptiveness, as the sentence should accurately describe salient information of the image. In this paper, we focus on another important aspect: distinctiveness, which aims to generate captions with sufficient details and distinguish the target image from
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other similar ones [37]. Currently, most of the existing models only use human annotated ground-truth captions as labels. These models naturally focus on the similarity of generated captions and ground-truth captions. As a result, the generated captions are usually too generic because they are trained to be close to all ground-truth captions. Some pioneers [33,21] introduce diversity and discriminability objective that operate on semantic embeddings of images to generate more diverse or discriminative captions. However, as discussed in [37], models following these objectives generate grammarly different sentences with similar meanings, which does not follow the requirement of distinctiveness.

Some of the restrictions of traditional training strategies that prevent models from being distinctive include: 1) Only traditional language quality metrics, such as CIDEr [35], are used for training; 2) Ground-truth captions are annotated by human which does not necessarily include much details other than salient objects. Therefore, optimizing towards ground-truth captions through language quality metrics naturally makes captioning models focus on salient information and ignore distinctive details in images. To overcome the intrinsic shortcomings of traditional training strategy, we hereby propose a group based optimization strategy that uses CLIP [28] to guide distinctive training. We propose a series of reference-free metric based on CLIP to evaluate the relevance and distinctiveness of captions and images. Furthermore, we introduce similar group which is formed by the similar images of an target image. The similar group can be seen as hard negatives from which the model explicitly learns to distinguish detailed features. During training, our group based optimization takes the similarity of generated captions with target images as positive reward and takes the similarity with similar images as negative reward. The similarity is obtained from CLIP thus is not affected by the drawbacks of human annotations. Our proposed optimization strategy is “plug and play” which can be applied on any sequence prediction model. Experimental results show that our proposed strategy achieves outstanding performance on a variety of existing models.

To summarize, the contributions in this paper are three fold: 1) We propose a series of reference-free metrics to quantify the distinctiveness of image captioning. 2) We propose a group based optimization strategy that exploits the new metrics as reward to guide distinctive training. 3) We conduct extensive experiments on various state-of-the-art captioning models and demonstrate the effectiveness of our strategy.

2 Related Work

2.1 Image Captioning

Deep learning based captioning models generally employ encoder-decoder framework. Early attempts encode images using CNN [34,14] based feature extractor, and output captions through RNN [7] and LSTM [15] based decoder [36,10,22,24]. Some works use object-level features extracted by Faster-RCNN [30] and improves the performance. Recent works introduce attention mechanism to encourage cross-modal interaction between the two modalities and mitigate the
long-term dependency problem in LSTM [6]. For example, [2] applies bottom-up attention at object-level features and map salient visual features to output words via top-down attention. [26] applies X-Linear attention to leverage higher-order intra and inter-modal interactions.

2.2 Objectives for Image Captioning

Sequence prediction models are typically trained with maximum likelihood estimation (MLE) objective by cross-entropy loss. However, as discussed in [29], this method causes the problem of exposure bias, which accumulates the error of caption generation at test time. To address this problem, [4] introduces scheduled sampling to reduce the bias. [29,31] treat sequence generation as reinforcement learning (RL) problem. In specific, [31] proposes self-critical sequence training that optimizes the policy gradient of the model parameters using REINFORCE with baseline. However, as pointed out in [10,39] such approaches usually result in over generic captions. Therefore, different objectives, such as diversity and discriminability, are proposed to enrich the expressive capacity of captions. In specific, Div-Cap [39] propose to measure diversity by analyzing latent semantic space of image encoding. G-GAN [9] use conditional generative adversarial network (CGAN) [25] to improve diversity of captions. Disc-Cap [21] trains a retrieval model to guide discriminative captioning. In terms of distinctiveness objective, VisPara-Cap [20] employs a two-stage LSTM model and generates two captions, where the second caption is paraphrased from the first caption and is more distinctive. CiderBtw-Cap [37] re-weights the ground-truth captions by comparing their distinctiveness and trains the model using a weighted loss. Gdis-Cap [38] designs a group attention module that re-weights the attention features of images to highlight the distinctive features. CLIP-Cap [5] directly use CLIP [28] to compute relevance of image-caption pairs and generates more distinctive captions. Compared with these methods, our proposed method integrates the advantages of the following: 1) We do not rely on a specific model and therefore our method is more widely applicable. 2) We use reference-free reward to avoid the drawbacks of human annotation. 3) We use similar image group to better guide distinctive training via comparing.

2.3 Metrics for distinctive image captioning

Traditional metrics, such as CIDEr [35], SPICE [1], BLEU [27], ROUGE [18] and MENTOR [3], are used to measure the similarity between generated captions and ground-truth captions. In terms of distinctiveness metrics, [40] designs SPICE-U and introduces a notion of uniqueness over concepts in captions. [37] proposes CIDErBtw metric which reflects the distinctiveness by measuring the similarity of the target captions and captions of similar images. [38] proposes DisWordRate metric which reflects the percentage of distinctive words in captions.
3 Methodology

The goal of an image captioning model is to generate a caption $c_0$ for the target image $I_0$. In this paper, we focus on distinctive image captioning, which could not only describe the target image $I_0$ correctly but also include as many details as possible to distinguish $I_0$ from other similar images $\{I_1, ..., I_K\}$, where $K$ denotes the number of similar images.

Following the goal of generating distinctive captions, we first propose the R@K-CLIP metric which uses the language-vision pre-training model CLIP [28] to quantify the distinctiveness of target caption. We then propose a series of metrics called Group Embedding Gap (GEG) including GEG-Avg and GEG-Min that compare the similarity between images and captions, and use these metrics for both training and evaluation. We design a weighted GEG reward which is used in self-critical sequence training (SCST) to guide distinctive training. Note that the GEG training strategy is “plug and play” and can be used on any sequence prediction models.

3.1 Similar Image Group

We start by introducing the construction process of the similar image groups $\{I_1, ..., I_K\}$. In each split of the training, validation and test dataset, we construct the similar image group within the same split. The $K$ similar images are retrieved according to the semantic similarity between their ground truth captions and the target image $I_0$ by image-to-text retrieval.

Different from [37] which uses VSE++ [11] pre-trained model, we use CLIP (Contrastive Language-Image Pre-Training) [28] trained on larger dataset to perform image-to-text retrieval. CLIP is a neural network trained on a 400 million of image-text pairs collected from a variety of publicly available sources on the Internet. CLIP contains an image encoder $E_i(I)$ and a text encoder $E_t(c)$, which takes $I$ and $c$ as the input image and text, and output their embeddings.
respectively. In this paper, we use the ViT-B/32 architecture, of which the image encoder $E_i(\cdot)$ is a vision transformer with 12 transformer layers. The architecture of this vision transformer has minor change compared with the original version as an layer normalization is added to the combined patch and positional embeddings before the transformer. The text encoder $E_t(\cdot)$ first encode the raw text using a lower-cased byte paired encoding (BPE) with 49,152 vocab size and then fed them to a Transformer also with 12 transformer layers. Experimental result in section 4.2 demonstrates that CLIP has better image retrieval performance than VSE++. The similarity of image $I$ and caption $c$ is defined as the inner product of their encoding representations:

$$f_{CLIP}(I, c) = \frac{E_i(I)^T E_t(c)}{\|E_i(I)\| \|E_t(c)\|}$$  \hspace{1cm} (1)

Note that CLIP, as well as other cross-modal retrieval models are not trained on image-image pairs. Therefore, to obtain the semantic similarity between images, we define the similarity score of target images $I_0$ and candidate similar image $I_i$ through the ground-truth captions of $I_i$ as following:

$$s(I_0, I_i) = \max_{n \in \{1,2,...,N\}} f_{CLIP}(I_0, c^n_i),$$  \hspace{1cm} (2)

where $N$ is number of ground-truth captions for each image and $c^n_i \in G_t(I_i)$ is the $n$-th ground-truth caption of image $I_i$.

In practice, we first construct the set of similar captions $\{c'_1, c'_2, ..., c'_{N'}\}$, where $N' = N(K + 1)$ and $K$ is the size of similar image group. In this way, at least $K$ different images corresponding to the captions in the similar caption set are included. Then we choose the top $K$ images to form the similar image group $S_{im}(I_0)$.

The similar image groups for all images in each split of the dataset are generated offline. The training process uses similar image groups in both forward and backward propagation. However, even though the evaluation of distinctiveness of captions involves their similar image groups, the model is unaware of the similar image groups and only takes target images as input in the test set at inference time. Therefore, we claim that similar image groups supervise the model to learn distinctive features of images in a contrastive way.

3.2 Metrics

R@K-CLIP The distinctiveness of image captioning is hard to quantify because it depends on the dataset as well as the retrieval model. A general idea of evaluating distinctiveness is that the distinct caption should be able to retrieve its target image over a bunch of images via a text-image retrieval model. Previous work use VSE++ to the retrieve images. In this paper, we choose CLIP as the retrieval model because it is pre-trained on larger dataset thus more reliable. User study in section 4.5 suggests that our metric for distinctiveness is highly consistent with human judgement.
In this paper, we fix the retrieval model to be CLIP ViT-B/32 and evaluate the distinctiveness of the generated captions by computing the recall rate of captions that retrieves their corresponding images, which is denoted as Recall at K (R@K). In specific, we define our proposed retrieval metric R@K-CLIP as the percentage of captions which retrieves their corresponding images within the top K images by CLIP ViT-B/32 model.

**Group Embedding Gap** We propose the Group Embedding Gap (GEG) metrics that can be used for both training and evaluating a distinctive captioning model. These metrics are group specified, which means they depend on the choice of similar image group for each target image. Intuitively, a distinctive caption C should be close to the target image I while be distant to other similar images \( S_{im}(I) \). To this end, the GEG metrics measure the distinctiveness of generated caption c for target image I by subtracting the similarity of c and \( S_{im}(I) \) from the similarity of c and I. The difference is GEG-Avg \( (G_{avg}) \) computes the average similarity of c and every similar images in \( S_{im}(I) \) while GEG-Min \( (G_{min}) \) focuses on the most similar one in \( S_{im}(I) \):

\[
G_{avg}(I, c) = f_{clip}(I, c) - \frac{1}{\|S_{im}(I)\|} \sum_{I' \in S_{im}(I)} f_{clip}(I', c),
\]

\[
G_{min}(I, c) = f_{clip}(I, c) - \max_{I' \in S_{im}(I)} f_{clip}(I', c),
\]

where the CLIP model \( f_{clip} \) is used to measure the similarity between captions and images.

### 3.3 Group Embedding Gap Reward

Usually the training schedule for caption models involves both maximum likelihood estimation (MLE) training and self-critical sequence training (SCST) [31]. The purpose of SCST is to optimize a non-differentiable metric, such as CIDEr [35]. SCST treats the generation of captions as a reinforcement learning problem, where the expected reward of non-differentiable metric is optimized by evaluating policy gradient.

Following the sketch of SCST, we compute the policy gradient as follows:

\[
\nabla L(\theta) = -E_{c \sim P(c|I; \theta)} [r(c) - r(c_{greedy})] \nabla_{\theta} \log P(c|I; \theta),
\]

where \( P(c|I; \theta) \) is the probability distribution of the model generating caption c for target image I with model parameter \( \theta \). \( c_{greedy} \) is the caption generated via greedy decoding, i.e. choosing the word with highest probability at every time step. The expectation of the gradient of loss can be estimated by sampling c using beam search. Therefore, for each sampled caption \( c_{beam} \),

\[
\nabla L(\theta) = -(r(c_{beam}) - r(c_{greedy})) \nabla_{\theta} \log P(c_{beam}|I; \theta).
\]
$r(c)$ originally take the CIDEr score of caption $c$ as reward. Here we add the group embedding gap metric as a new component and re-weight the original CIDEr score reward and group embedding gap reward to get the final reward for sampled caption $c$:

$$r(c) = \alpha \text{CIDEr}(c, \hat{c}) + \beta G(I, c),$$

(7)

where $G$ represents the choice of group embedding gap metric of either $G_{\text{avg}}$ or $G_{\text{min}}$. $\alpha$ and $\beta$ are hyper-parameters to control weights of the two rewards.

4 Experiments

In this section, we first introduce our experiment settings. Then we validate the reliability of the R@K-CLIP metrics. Next we evaluate the improvement of our group based optimization strategy as for distinctiveness on a variety of captioning models, and compare the best model with existing state-of-the-art. Finally, user study and qualitative results are provided to show the consistency of metric based results and the human evaluation.

4.1 Implementation Details

Dataset All our experiments are performed on MSCOCO dataset [19] with Karpathy split [16], which consists of a training set with 113,287 images, validation set with 5,000 images, and test set with 5,000 images. Each image is annotated with 5 captions. In this paper, all experiments results are reported on the test set of Karpathy split.

Models Following [17], we evaluate our optimization strategy on seven different baseline model architectures: LSTM-A3 [44], Attention [42], Up-Down [2], GCN-LSTM [43], Transformer [32], Meshed-Memory [8] and X-LAN [26].

Two types of features, global features and top-down features are used in these models. Global features are extracted from Resnet-101 [14] and top-down features are spatial features extracted from Faster-RCNN [30]. For each image, the global feature is a vector of dimension 2,048 and top-down feature is a matrix of shape $N_{\text{RoI}} \times 1,024$ where $N_{\text{RoI}}$ is the number of regions of interest. In specific, global features are used by LSTM-A3. Top-down features are used by Attention, Up-down, GCN-LSTM, Transformer, Meshed-Memory and X-LAN.

Each model is trained using three methods: 1) standard MLE objective with cross-entropy loss, denoted as “model”; 2) SCST optimization, which is first trained with MLE objective then optimized by SCST by CIDEr reward, denoted as “model+SCST”; 3) GEG optimization, which uses SCST to optimize the weighted group embedding gap reward based on the SCST model, and is denoted as “model+SCST+GEG”.

| Model   | R@1 | R@5 | R@10 |
|---------|-----|-----|------|
| VSE++   | 24.1| 52.8| 66.2 |
| CLIP    | 30.4| 50.0| 66.9 |

Table 1. Image Retrieval performance of different models on MS COCO Karpathy test split.

**Training Details** We apply GEG reward training on each model after SCST optimization. For GEG reward training, we collect $K = 5$ images to form the similar image group and set $\alpha = 0.1$ and $\beta = 10$. Maintaining a non-zero $\alpha$ is crucial because CLIP is not trained with language modeling objective. Ablation study in section 4.4 shows that training using only GEG reward results in grammarly incorrect captions. We use Adam optimizer with base learning rate $r = 5 \times 10^{-5}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$. Each model is trained with GEG reward for 10 epochs.

**Metrics** We use two groups of metrics. The first group includes language quality metrics, i.e., CIDEr, BLEU@1, BLEU@2, BLEU@3, BLEU@4, METEOR, ROUGE-L and SPICE, to evaluate the similarity of generated captions and ground-truth captions. The second group includes distinctiveness metrics of retrieval metrics, i.e., R@1-CLIP, R@5-CLIP, R@10-CLIP and GEG metrics GEG-Avg, GEG-Min.

We report the image retrieval performance of CLIP ViT-B/32 on MSCOCO test set in Table 1. The results suggest that CLIP ViT-B/32 has generally better performance than VSE++ because of higher R@1 and R@10 and slightly lower R@5.

### 4.2 Main Results

We report the main results of applying different training strategies on seven baseline captioning models in Table 2. The seven models are ranked by CIDEr score of “model+SCST” from low to high. In specific, we consider CIDEr as the main language quality metric to measure the similarity of generated caption and ground-truth captions. The remaining language quality metrics are positively correlated to CIDEr. We also consider R@K-CLIP metrics as the main distinctiveness metrics, and GEG metrics are positively correlated to R@K-CLIP.

By observing the results in Table 2, we have the following observations. Firstly, by comparing the models trained by MLE or SCST from top to bottom, the results suggest that models with higher language quality metrics tend to have higher distinctiveness metrics. For instance, compared to Up-Down [2] getting CIDEr value 113.1 and R@1-CLIP at 16.08, GCN-LSTM [43] achieves higher CIDEr at 116.3 and R@1-CLIP at 17.46. This correlation implies the consistency of the two types of metrics. When no extra supervision or objective is provided, models which can better mimic human annotations describes more distinctive details of the image. Then, by comparing “model+SCST+GEG” with
the baseline “model+SCST”, the results suggest that models trained by GEG reward generate much more distinctive captions. For instance, compared to X-LAN+SCST getting R@K-CLIP rates at 21.3, 44.74 and 55.74 respectively, X-LAN+SCST+GEG achieves higher R@K-CLIP rates at 28.12, 50.3, 67.18 respectively. This improvement demonstrates the effectiveness of our proposed methods. Although the language metrics get lower, for instance, in the X-LAN group, X-LAN+SCST+GEG has lower CIDEr (121.7) than X-LAN+SCST (130.0), we argue that this is because human annotated ground-truth captions only consider the consistency with target images and are not distinctive in many cases. We provide case study in section 4.6 to demonstrate that the decrease in language metrics does not negatively affect caption quality and on the contrary generates better captions than both baseline captions and ground-truth captions.

### 4.3 Comparison with State-of-the-art

We compare our model with best performance X-LAN+SCST+GEG with three state-of-the-art captioning models which also focus on distinctiveness object at the bottom of Table 2. We compare distinctiveness of each model based on R@K-CLIP and GEG metrics. Compared with Stack-Cap [13] and Disc-Cap [21], our model shows better performance in both language quality metrics and distinctiveness metrics. For instance, comparing to Stack-Cap [13] which has

| Model                  | CIDEr | R@1 | R@5 | R@10 | B@1 | B@2 | B@3 | B@4 | M | R | S | GEG-Avg | GEG-Min |
|------------------------|-------|-----|-----|------|-----|-----|-----|-----|---|---|---|---------|---------|
| LSTM-A3 [43]           | 107.7 | 11.52 | 45.4 | 55.06 | 26.7 | 55.6 | 19.7 | -0.0286 | -0.0064 |
| LSTM-A3+SCST           | 117.0 | 10.98 | 45.7 | 55.06 | 27.1 | 56.3 | 20.5 | 0.0288 | -0.0073 |
| LSTM-A3+SCST+GEG       | 114.3 | 12.98 | 45.7 | 55.06 | 26.9 | 55.8 | 20.6 | 0.0330 | -0.0046 |
| Attention [43]         | 113.0 | 14.74 | 36.4 | 54.16 | 27.6 | 55.4 | 21.3 | 0.0338 | -0.0015 |
| Attention+SCST         | 121.3 | 14.8 | 35.5 | 54.06 | 27.9 | 57.4 | 21.3 | -0.0026 |
| Attention+SCST+GEG     | 116.6 | 17.80 | 40.94 | 52.84 | 27.4 | 56.4 | 21.1 | 0.0406 | 0.0026 |
| Up-Down [4]            | 113.1 | 16.08 | 37.4 | 49.18 | 27.6 | 56.6 | 20.7 | 0.0351 | -0.0008 |
| Up-Down+SCST           | 124.7 | 15.46 | 36.2 | 49.28 | 28.0 | 58.0 | 21.5 | -0.0014 |
| Up-Down+SCST+GEG       | 114.2 | 19.78 | 42.7 | 55.68 | 27.9 | 57.6 | 21.3 | -0.0026 |
| GCN-LSTM [43]          | 116.3 | 17.46 | 40.02 | 52.68 | 28.2 | 57.2 | 21.2 | 0.0373 | 0.0011 |
| GCN-LSTM+SCST          | 127.2 | 17.22 | 39.46 | 52.16 | 28.5 | 58.4 | 22.1 | 0.0375 | 0.0015 |
| GCN-LSTM+SCST+GEG      | 112.6 | 20.66 | 45.26 | 58.16 | 30.9 | 60.4 | 22.5 | 0.0441 | 0.0063 |
| Transformer [2]        | 116.6 | 18.50 | 42.26 | 54.15 | 28.2 | 56.7 | 21.4 | 0.0331 | 0.0028 |
| Transformer+SCST       | 130.0 | 19.6 | 42.72 | 55.62 | 30.4 | 60.3 | 21.9 | 0.0403 | 0.0033 |
| Transformer+SCST+GEG   | 121.2 | 25.06 | 50.8 | 62.96 | 30.4 | 61.8 | 22.4 | 0.0485 | 0.0102 |
| Meshed-Memory [9]      | 116.0 | 18.66 | 44.12 | 52.92 | 28.1 | 56.6 | 21.2 | 0.0384 | 0.0044 |
| Meshed-Memory+SCST     | 131.1 | 19.64 | 42.94 | 55.88 | 29.2 | 58.9 | 22.9 | 0.0402 | 0.0034 |
| Meshed-Memory+SCST+GEG | 124.4 | 25.44 | 50.88 | 63.7 | 30.5 | 62.3 | 23.1 | 0.0485 | 0.0102 |
| X-LAN [26]             | 120.7 | 20.26 | 45.88 | 55.54 | 28.6 | 57.6 | 21.9 | 0.0402 | 0.0036 |
| X-LAN+SCST             | 130.0 | 21.3 | 44.74 | 57.74 | 30.4 | 65.2 | 21.6 | 0.0464 | 0.0045 |
| X-LAN+SCST+GEG         | 127.1 | 28.12 | 50.3 | 67.18 | 30.4 | 59.0 | 21.2 | 0.0517 | 0.0127 |
| Stack-Cap [13]         | 120.4 | 13.96 | 34.36 | 53.78 | - - | 47.9 | 39.1 | 27.4 | 56.9 | 20.9 | 0.0329 | -0.0019 |
| Disc-Cap [21]          | 120.1 | 11.24 | 29.74 | 41.86 | - - | 48.5 | 36.1 | 27.7 | 57.8 | 21.4 | 0.0313 | -0.0042 |
| CIDER[Disc-Cap] [17]   | 127.9 | 19.16 | 41.98 | 54.54 | - - | 51.0 | 38.5 | 29.1 | 58.2 | 21.3 | 0.0390 | 0.0025 |
| Gdis-Cap [20]          | 127.5 | 17.62 | 38.94 | 51.68 | - - | 50.0 | 38.1 | - - | - - | - - | - - | - - |

Table 2. The main results of applying different training strategy, i.e., the MLE optimization (denoted as “model”), the SCST optimization (denoted as “model + SCST”), and the GEG optimization (denoted as “+ GEG”), on seven baseline models. Here R@K represents R@K-CLIP and B@K represents BLEU@K. M, R and S represent METEOR, ROUGE-L and SPICE respectively.
CIDEr at 120.4 and R@1-CLIP at 13.96, our X-LAN+SCST+GEG has higher CIDEr at 121.7 and higher R@1-CLIP at 28.12. Compared with CIDErBtw-Cap \cite{37} and Gdis-Cap \cite{38}, our model has lower CIDEr score but still much better performance in distinctiveness. Recall that decrease in CIDEr score does not imply the reduction of language quality. Therefore, we claim that our model achieves new state-of-the-art towards distinctive captioning.

4.4 Ablation Study

In order to further illustrate the effectiveness of our training strategy. We provide an ablation study including five experiments as shown in Table 3. We compare our proposed standard SCST+GEG strategy with four other strategies on X-LAN model. X-LAN+SCST is the same baseline model trained using SCST as in Table 2. X-LAN+SCST++ is the baseline model trained for 10 more epochs so X-LAN+SCST++ and X-LAN+SCST+GEG are trained for the same number of epochs. Instead of using weighted GEG reward, X-LAN+SCST+ER only takes the CLIP embedding similarity of generated caption and target image as reward. In this case, the embedding reward does not include the negative average similarity of generated caption and similar images. X-LAN+SCST+GEG-sole sets $\alpha = 0$ which removes CIDEr reward and only takes GEG reward.

By analysing Table 3, we have the following observations. Firstly, the results of comparing X-LAN+SCST++ and X-LAN+SCST shows that further training has little improvement on both CIDEr metric and distinctiveness metric. Introducing the possitive similarity of generated caption and the target image as reward (i.e., X-LAN+SCST+ER) already helps the model in improving the distinctivess. For instance, X-LAN+SCST+ER improves the R@1-CLIP score from 21.8 (of X-LAN+SCST) to 25.86. Comparison between X-LAN+SCST+GEG and X-LAN+SCST+ER shows the effectiveness of group based learning. By negatively rewarding the similarity of generated caption and similar images, the X-LAN+SCST+GEG model generates captions that are better in both language quality metric (e.g., improves CIDEr from 120.7 to 121.7) and distinctive metrice (e.g., promoting R@1-CLIP from 25.86 to 28.13). X-LAN+SCST+GEG-sole model has unexpectedly high distinctiveness metric without the CIDEr score constraint. However, as discussed in section 4.1, CLIP is not trained with language quality objective. Training with only GEG reward causes frequent grammar mistakes of word disorder and repentance. An example is “a woman eating a white dessert cake with lit candles with lit candles in a restaurant with lit candles with”, which is completely unreadable.

4.5 User Study

In order to fairly evaluate the improvement of our model and verify the consistency between our proposed metrics and human perspective, we conducted two user studies.

In the first experiment, each user is given a random group of images and a caption. The caption is generated from either the baseline X-LAN+SCST model
Table 3. Comparison between different training strategies

| Model                      | R@1-CLIP | R@5-CLIP | R@10-CLIP | CIDEr |
|---------------------------|----------|----------|-----------|-------|
| X-LAN+SCST                | 21.3     | 44.74    | 57.74     | 130.0 |
| X-LAN+SCST++              | 21.8     | 44.24    | 57.98     |       |
| X-LAN+SCST+ER             | 25.86    | 52.38    | 64.88     | 120.7 |
| X-LAN+SCST+GEG (Full model) | 28.13    | 50.3     | 67.18     | 121.7 |
| X-LAN+SCST+GEG-sole       | 32.82    | 61.3     | 72.8      | 17.4  |

Table 4. User-evaluated image retrieval

| Model                      | R@1-User | R@5-User | R@10-User |
|---------------------------|----------|----------|-----------|
| X-LAN+SCST                | 21.9     | 46.3     | 65.4      |
| X-LAN+SCST+GEG            | 31.7     | 55.7     | 71.5      |

or X-LAN+SCST+GEG model. The group of images contains an target image corresponding to the caption and 20 similar images. The user is asked to list in order the 10 most relevant images. In this way, we obtain the R@K-User metric.

In the second experiment, each user is asked to give preference of two captions generated by the above two models following two criteria: accuracy, which caption describes the target image more accurately; distinctiveness, which caption is more informative about the target image. The user can choose win, loss or tie of the X-LAN+SCST+GEG model.

We received 1,200 responses in total. The results are shown in Table 5. Compared with baseline model X-LAN+SCST, our model increases the image retrieval rate R@1-User, R@5-User and R@10-User by 9.8, 9.4 and 6.1, and surpasses the baseline model in both accuracy and distinctiveness. Both observations show that human evaluation is consistent with metric results in section 4.2.

4.6 Qualitative Results

The results shown in Table 6 illustrates the improvement of distinctiveness of our model compared with baseline model. Due to the space limit, we only show five groups of results and analyze the first two groups.

| Criterion  | Win(%) | Tie(%) | Loss(%) |
|------------|--------|--------|---------|
| Accuracy   | 16.7   | 80.3   | 3.0     |
| Distinctiveness | 44.5   | 47.2   | 8.3     |

Table 5. Comparison on accuracy and distinctiveness. The rates of win, tie, loss are related to X-LAN+SCST+GEG model.
| X-LAN+SCST               | X-LAN+SCST+GEG                                      |
|-------------------------|-----------------------------------------------------|
| A man sitting on a motorcycle in the street.   | A man sitting on a motorcycle in front of a brick building. |
| A couple of men that are on some motorcycles.  |                                                     |
| A cop riding on the back of a black motorcycle. |                                                     |
| A man on a motorcycle in a parade.             |                                                     |
| A motorcycle rider dressed in leather drives a motorcycle down a crowded street. | |
| A man on a motorcycle stopped on a city street. |                                                     |
| Groud-Truth Captions     |-----------------------------------------------------|
| A couple of men that are on some motorcycles.  |                                                     |
| A cop riding on the back of a black motorcycle. |                                                     |
| A man on a motorcycle in a parade.             |                                                     |
| A motorcycle rider dressed in leather drives a motorcycle down a crowded street. | |
| A man on a motorcycle stopped on a city street. |                                                     |

| X-LAN+SCST               | X-LAN+SCST+GEG                                      |
|-------------------------|-----------------------------------------------------|
| A vase filled with flowers on a table.   | A glass vase filled with pink roses on a table.    |
| Creative centerpiece floral arrangement at an outdoor event. | A wedding centerpiece made of flowers and various other plants. |
| A vase of flowers sitting on an outdoor table. |                                                     |
| A vase filled with flowers on top of a table. |                                                     |
| A floral arrangement inside a clear cylinder shaped vase. |                                                     |
| Groud-Truth Captions     |-----------------------------------------------------|
| Creative centerpiece floral arrangement at an outdoor event. | A wedding centerpiece made of flowers and various other plants. |
| A vase of flowers sitting on an outdoor table. |                                                     |
| A vase filled with flowers on top of a table. |                                                     |
| A floral arrangement inside a clear cylinder shaped vase. |                                                     |

| X-LAN+SCST               | X-LAN+SCST+GEG                                      |
|-------------------------|-----------------------------------------------------|
| A plate with a sandwich and a bowl of soup.   | A sandwich with meat and tomatoes on a white plate next to a bowl of soup. |
| A plate with an open sandwich next to a little bowl of soup and a wine glass. |                                                     |
| There is a plate of food and a bowl of soup. |                                                     |
| A plate with a sandwich, a bowl of soup and a wine glass. |                                                     |
| A plate of food that has an open faced sandwich on it. |                                                     |
| Groud-Truth Captions     |-----------------------------------------------------|
| A plate with a sandwich and a bowl of soup.   | A sandwich with meat and tomatoes on a white plate next to a bowl of soup. |
| A plate with an open sandwich next to a little bowl of soup and a wine glass. |                                                     |
| There is a plate of food and a bowl of soup. |                                                     |
| A plate with a sandwich, a bowl of soup and a wine glass. |                                                     |
| A plate of food that has an open faced sandwich on it. |                                                     |

| X-LAN+SCST               | X-LAN+SCST+GEG                                      |
|-------------------------|-----------------------------------------------------|
| A bathroom with a toilet and a sink.   | A woman standing next to a toilet in a store.      |
| A display of a toilet and sink in a store. |                                                     |
| A toilet with a sink on the back is displayed. |                                                     |
| A store filled with bathroom equipment and accessories. |                                                     |
| A white toilet with a brown lid and a sink behind it. |                                                     |
| Groud-Truth Captions     |-----------------------------------------------------|
| A bathroom with a toilet and a sink.   | A woman standing next to a toilet in a store.      |
| A display of a toilet and sink in a store. |                                                     |
| A toilet with a sink on the back is displayed. |                                                     |
| A store filled with bathroom equipment and accessories. |                                                     |
| A white toilet with a brown lid and a sink behind it. |                                                     |

| X-LAN+SCST               | X-LAN+SCST+GEG                                      |
|-------------------------|-----------------------------------------------------|
| A yellow train is traveling down the tracks.   | A yellow train traveling down the tracks next to a traffic light. |
| A train is near a track switching station.    |                                                     |
| A train on a track near many trees.           |                                                     |
| A train crossing with a train coming down the railroad tracks. | The train is slowing its speed heading into the station. |
| The train is slowing its speed heading into the station. | A yellow light is next to some train tracks. |
| Groud-Truth Captions     |-----------------------------------------------------|
| A yellow train is traveling down the tracks.   | A yellow train traveling down the tracks next to a traffic light. |
| A train is near a track switching station.    |                                                     |
| A train on a track near many trees.           |                                                     |
| A train crossing with a train coming down the railroad tracks. | The train is slowing its speed heading into the station. |
| The train is slowing its speed heading into the station. | A yellow light is next to some train tracks. |

**Table 6.** Example captions from the baseline model and our model with similar images. The leftmost images with red borders are the target images. Red words show the distinctive details in the target images which are not mentioned in either baseline model captions or ground-truth captions.
In each group of the images, the leftmost image is the target image and followed by five similar images. We compare the generated captions from the baseline model X-LAN+SCST and our model X-LAN+SCST+GEG. In both cases, the baseline model generates accurate but generic captions that describe the salient object in the target image. Contrastively, our model describes more details that distinguish the target image from potential similar images. In the first case, our model not only captures the main object, i.e. “man” and “motorcycle”, but also notice the “brick building” in the background. In the second case, our model extends the generic description of “vase” and “flowers” to more specific description “glass vase” and “pink roses”. Recall that during inference, our model is unaware of the similar images in test set. In this case, after distinctive training, our model is able to capture the details that distinguish the target image from potential similar images, which demonstrate the effectiveness of our training strategy.

The two cases also explain the decrease in language quality metrics, e.g. CIDEr. In the first case, none of the ground-truth captions mentions “brick building”. In the second case, none of the ground-truth captions mentions “glass vase” and “pink roses”. However, these ignored details are crucial to distinguish the target images. Training with only language quality objective results in generic captions possibly because the model is stuck in the minimum which is close to every ground-truth captions. After distinctive training, our model can discover more details than human annotated captions, which is considered as the main reason of the decrease in CIDEr metric.

5 Conclusions

In this paper, we focus on the distinctiveness of image captioning. We propose the R@K-CLIP metrics and GEG metrics to evaluate distinctiveness of captioning models. In order to improve distinctiveness, we design a simple and effective strategy which optimize on similar image group to guide distinctive training. In this process, the large-scale vision-language pre-trained model CLIP is used to measure the similarity of image-caption pairs. We conduct extensive experiments on various existing models and demonstrate the wide applicability and effectiveness of the group based optimization strategy in term of improving distinctiveness. Finally, we provide qualitative results and user study to show the consistency of the metric-side improvement with human judgement.
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