Deep Multi-Task Model for Sarcasm Detection and Sentiment Analysis in Arabic Language
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Abstract

The prominence of figurative language devices, such as sarcasm and irony, poses serious challenges for Arabic Sentiment Analysis (SA). While previous research works tackle SA and sarcasm detection separately, this paper introduces an end-to-end deep Multi-Task Learning (MTL) model, allowing knowledge interaction between the two tasks. Our MTL model's architecture consists of a Bidirectional Encoder Representation from Transformers (BERT) model, a multi-task attention interaction module, and two task classifiers. The overall obtained results show that our proposed model outperforms its single-task counterparts on both SA and sarcasm detection sub-tasks.

1 Introduction

The popularity of the Internet and the unprecedented reach of social media platforms allow users to express their opinions on a wide range of topics. Thereby, Sentiment Analysis (SA) has become a cornerstone for many applications such as digital marketing, product review analysis, customer feedback, social media monitoring, etc. SA consists of determining the expressed sentiment (positive, negative, or neutral) conveyed by a text or a piece of text.

Over the past decade, significant research advances have been achieved for Arabic SA (Badaro et al., 2019; Al-Ayyoub et al., 2019; Oueslati et al., 2020; Abu Farha and Magdy, 2021). However, the mutual interaction and impact of figurative language devices, like sarcasm and irony, and Arabic SA remain under-explored (Abu Farha and Magdy, 2020, 2021; Abbes et al., 2020). These latter devices allow us to express ourselves intelligently beyond the literal meaning of words. Although the literature uses the terms irony and sarcasm interchangeably, they have different meanings and there is no consensus on their definition (Farías et al., 2016; Hernández Farías and Rosso, 2017; Zhang et al., 2019). Both sarcasm and irony devices pose a real challenge for SA as they can reverse the expressed sentiment polarity from positive to negative (Hernández Farías and Rosso, 2017; Abu Farha and Magdy, 2020, 2021). Therefore, there is an urgent need to develop sarcasm-aware SA tools.

Previous research works on Arabic SA and sarcasm detection have dealt with both tasks separately (Ghanem et al., 2019, 2020; Abbes et al., 2020; Abu Farha and Magdy, 2020). Abbes et al. (2020) have built a corpus for irony and sarcasm detection in Arabic language from twitter using a set of ironic hashtags. Unlike the previous work of Karoui et al. (2017) that have relied on ironic hashtags to label the tweets, the annotation is performed manually by two Arabic language specialists. Abu Farha and Magdy (2021) have presented an overview of existing Arabic SA methods and approaches, and a benchmarking using three existing datasets. Their results have shown that most of the evaluated models perform poorly on the SemEval and ASTD datasets. Due to the label inconsistencies discovered, they have re-annotated the previously mentioned datasets for SA and sarcasm detection. In addition to the highly subjective nature of SA task, they have reported a large performance drop in the case of sarcastic tweets (Abu Farha and Magdy, 2020, 2021).

Following the recent breakthroughs in Arabic Natural Language Processing (NLP), achieved using AraBERT model (Antoun et al., 2020), Abdul-Mageed et al. (2020) have introduced two Arabic transformer-based language models, namely ARBERT and MARBERT. ARBERT is trained on large textual corpora of Modern Standar Arabic (MSA), while MARBERT is trained on 1 billion DA and MSA tweets corpus. They have shown new cutting edge performances on wide range of DA
and MSA NLP tasks (AraBench datasets), including, among others, SA and sarcasm detection.

In this paper, we present our end-to-end deep MTL model, submitted to SA and sarcasm detection in Arabic language shared task (Abu Farha et al., 2021). Our approach is based on MARBERT (Abdul-Mageed et al., 2020), and a multi-task attention interaction module. The latter consists of two task-specific attention layers for extracting task-discriminative features, and of a Sigmoid interaction layer (Lan et al., 2017) for allowing interaction and knowledge sharing between sarcasm detection and SA. The task-interaction is performed using the task-specific attention outputs, a learnable shared matrix, and the Sigmoid activation. The obtained results show that our MTL model surpasses the other evaluated single-task and MTL models. Besides, the incorporation of an attention mechanism and the task-interaction boosts the performance of both sarcasm detection and SA.

The rest of the paper is organized as follows. Section 2 presents the shared task’s dataset. Section 3 introduces the proposed method. In Section 4, we present the obtained results for both sarcasm detection and SA subtasks. Section 5 discusses the obtained results. Finally, Section 6 concludes the paper.

2 Data

The ArSarcasm Shared Task consists of two subtasks for sarcasm detection and SA in Arabic language (Abu Farha et al., 2021). The shared task’s dataset, ArSarcasm-v2, is built from the previously introduced datasets for sarcasm and irony detection (Abbes et al., 2020; Abu Farha and Magdy, 2020). The provided dataset consists of 12,548 and 3,000 tweets for the training set and test set, respectively. The task’s dataset is annotated for SA and sarcasm detection as well as the regional dialect of the tweets.

Figure 1 presents the distribution of sarcastic tweets and their sentiment polarities (Figures 1a and 1c). The distribution of all sentiment polarities in the dataset is illustrated in 1c. The dataset is unbalanced for both subtasks. Most sarcastic tweets are written in MSA and Egyptian dialect (Figure 1a), and are labeled with a negative sentiment (Figure 1b). Furthermore, approximately half of the tweets convey a neutral sentiment (Figure 1c).

3 Method

Our multi-task model consists of three main components: BERT encoder, a multi-task attention interaction module, and two task classifiers.

3.1 BERT Encoder

Fine-tuning Bidirectional Encoder Representation from Transformers (BERT) model on downstream tasks has shown a new wave of state-of-the-art performances in many NLP applications (Devlin et al., 2019). BERT model’s architecture consists of multiple transformer encoders for learning contextualized word embedding of a given input text. It is trained on large textual corpora using two self-supervised objectives, namely the Masked Language Model (MLM) and the Next Sentence Prediction (NSP).

The encoder of our MTL model is the pre-trained MARBERT (Abdul-Mageed et al., 2020). MARBERT is fed with a sequence of wordpieces \([t_1, t_2, ..., t_n]\) of the input tweet, where \(n\) is the sequence length. It outputs the tweet embedding \(h_{[CLS]}\) ([CLS] token embedding) and the contextualized word embedding of the input tokens.
where \( v \in \mathbb{R}^{1 \times d} \) (e.g. \( v_{\text{sarc}} \) and \( v_{\text{sent}} \)) is obtained using the attention mechanism over the contextualized word embedding matrix \( H \):

\[
C = \tanh(HW^a)
\]

\[
\alpha = \text{softmax}(CTW^a)
\]

\[
v_s = \alpha \cdot H^T
\]

where \( W^a \in \mathbb{R}^{d \times 1} \) and \( W^a \in \mathbb{R}^{n \times n} \) are the learnable parameters of the attention mechanism. \( C \in \mathbb{R}^{n \times 1} \) and \( \alpha \in [0, 1]^n \) weights words hidden representations according to their relevance to the task.

The task interaction mechanism (Lan et al., 2017) is performed using a learnable shared matrix \( W^i \in \mathbb{R}^{d \times d} \) and a bias vector \( b^i \in \mathbb{R}^d \). The interaction of both task is given by:

\[
v'_\text{sarc} = v_{\text{sarc}} \odot \sigma(W^iv_{\text{sent}} + b^i)
\]

\[
v'_\text{sent} = v_{\text{sent}} \odot \sigma(W^iv_{\text{sarc}} + b^i)
\]

where \( v_{\text{sarc}} \) and \( v_{\text{sent}} \) are the output of the sarcastic task-specific attention layer and the sentiment task-specific attention layer, respectively. \( \odot \) is the element-wise product.

### 3.3 Task classifier

We employ two task classifiers \( F_{\text{sarc}} \) and \( F_{\text{sent}} \) for sarcasm detection and SA, respectively. Each classifier consists of one hidden layer and one output layer. They are fed with the concatenation of the pooled output embedding and the task output of the multi-task attention interaction module \( v'_s \) (e.g. \( v'_{\text{sarc}} \) and \( v'_{\text{sent}} \)). The outputs of the task classifiers are given by:

\[
\hat{y}_{\text{sarc}} = F_{\text{sarc}}([h_{\text{CLS}}], v'_{\text{sarc}})]
\]

\[
\hat{y}_{\text{sent}} = F_{\text{sent}}([h_{\text{CLS}}], v'_{\text{sent}})]
\]

### 3.4 Multi-task learning objective

We train our MTL model to jointly minimize the binary cross-entropy loss \( L_{BCE} \), for sarcasm detection, and the cross-entropy loss \( L_{CE} \), for SA. The total loss is given by:

\[
L = L_{BCE}(y_{\text{sarc}}, \hat{y}_{\text{sarc}}) + L_{CE}(y_{\text{sent}}, \hat{y}_{\text{sent}})
\]

where \( \hat{y}_s \) is the predicted output and \( y_s \) is the ground truth label.

## 4 Results

In this section, we present the experiment settings and the obtained results.

### 4.1 Experiment settings

We have compared our model (MTL\_ATTINTER) with two single-task models (ST and ST\_ATT) and two MTL models (MTL and MTL\_ATT).

- **ST** consists of MARBERT with one classification layer.
- **ST\_ATT** employs the attention mechanism on top of the contextualized word embedding of MARBERT. The classification is performed using the attention layer output and the [CLS] token embedding.
- **MTL** is similar to **ST** model and uses classification layer for each task.
- **MTL\_ATT** is the MTL counterpart of **ST\_ATT** model.

We have implemented the MARBERT\' tweets preprocessing pipeline (Abdul-Mageed et al., 2020). The evaluated models have been trained using Adam optimizer with a learning rate of \( 5 \times 10^{-6} \). Based on several experiments, the batch size and the number of epochs have been fixed to 64 and 5, respectively. Besides, we have used 80% and 20% of the provided training data for training set and development set, respectively. For comparison purposes, we have used the macro-average Precision, Recall, F1, and F1 score of positive and negative (F1\textsuperscript{PN}) evaluation measures. We have also employed the Accuracy and the F1 score of the sarcastic tweets (F1\textsuperscript{sarc}).

### 4.2 Experiment results

Table 1 shows the obtained models’ performances for both SA and sarcasm detection. The best results, for each evaluation measure, are highlighted with
Table 1: Models evaluation on both SA and sarcasm detection subtasks

|                | Precision | Recall | Accuracy | F1 | F1\textsubscript{Sarc} |                | Precision | Recall | Accuracy | F1 | F1\textsubscript{PN} |
|----------------|-----------|--------|----------|----|------------------------|----------------|-----------|--------|----------|----|------------------------|
| **ST**         |           |        |          |    |                        |                |           |        |          |    |                        |
| Dev            | 0.7649    | 0.7683 | 0.8673   | 0.7666 | 0.6132                 | 0.7422         | 0.7519    | 0.7641 | 0.7465    | 0.7284 |
| Test           | 0.706     | 0.708  | 0.768    | 0.707  | 0.573                  | 0.672          | 0.667     | 0.713  | 0.665     | 0.749  |
| **ST\_ATT**    |           |        |          |    |                        |                |           |        |          |    |                        |
| Dev            | 0.7736    | 0.7588 | 0.8622   | 0.7658 | 0.6156                 | 0.7541         | 0.7429    | 0.7629 | 0.7479    | 0.7253 |
| Test           | 0.724     | 0.722  | 0.778    | 0.723  | 0.598                  | 0.664          | 0.665     | 0.709  | 0.661     | 0.742  |
| **MTL**        |           |        |          |    |                        |                |           |        |          |    |                        |
| Dev            | 0.7935    | 0.7611 | 0.8633   | 0.7755 | 0.6347                 | 0.7424         | 0.748     | 0.7649 | 0.7448    | 0.7288 |
| Test           | 0.725     | 0.714  | 0.771    | 0.719  | 0.599                  | 0.676          | 0.656     | 0.703  | 0.662     | 0.736  |
| **MTL\_ATT**  |           |        |          |    |                        |                |           |        |          |    |                        |
| Dev            | 0.8064    | 0.7581 | 0.8606   | 0.7778 | 0.6421                 | 0.7478         | 0.7524    | 0.7649 | 0.7465    | 0.7326 |
| Test           | 0.741     | 0.72   | 0.773    | 0.728  | 0.617                  | 0.663          | 0.676     | 0.717  | 0.66      | 0.752  |
| **MTL\_ATTINTER** |       |        |          |    |                        |                |           |        |          |    |                        |
| Dev            | 0.8106    | 0.766  | 0.8661   | 0.7846 | 0.6522                 | 0.7511         | 0.7414    | 0.7582 | 0.7436    | 0.7358 |
| Test           | 0.7268    | 0.7122 | 0.7680   | 0.7183 | 0.6000                 | 0.6713         | 0.7183    | 0.7107 | 0.6625    | 0.7480 |

Table 2: The obtained results of our **Official** submission

|                | Precision | Recall | Accuracy | F1 | F1\textsubscript{Sarc} |                | Precision | Recall | Accuracy | F1 | F1\textsubscript{PN} |
|----------------|-----------|--------|----------|----|------------------------|----------------|-----------|--------|----------|----|------------------------|
| **MTL\_ATTINTER** | 0.7268    | 0.7122 | 0.7680   | 0.7183 | 0.6000                 | 0.6713         | 0.7183    | 0.7107 | 0.6625    | 0.7480 |

**5 Discussion**

To investigate the strengths and weaknesses of our model, we have analyzed the confusion matrix of each subtask (Figures 2a and 2b) as well as the confusion matrices of sentiment analysis among sarcastic and non-sarcastic tweets respectively (Figures 2d and 2c). The analysis of these matrices shows that our MTL model leverages signals from both tasks and boosts the performances. This can be explained by the fact that most sarcastic tweets convey a negative sentiment. Besides, negative tweets tend to have a large probability of being sarcastic than the positive ones. This could be also deduced from Table 1, where MTL models achieve the best F1\textsubscript{Sarc} and F1\textsubscript{PN} scores compared to single-task models.

**6 Conclusion**

In this paper, we have proposed an end-to-end deep Multi-Task Learning model for SA and sarcasm detection. Our model leverages the MARBERT’s contextualized word embedding with a multi-task attention interaction module. The aim is to allow task-interaction and knowledge sharing for both SA and sarcasm detection. Our model shows very promising results on both subtasks. Therefore, it proves the effectiveness of using task-specific attention layers as well as the task-interaction mechanism in multi-task learning.

Future research work will focus on developing
Figure 2: The confusion matrices of our MTL model’s prediction on both SA and sarcasm detection tasks

(a) Confusion matrix of the sarcasm detection task

|          | False | True |
|----------|-------|------|
| False    | 1859  | 217  |
| True     | 119   | 315  |

(b) Confusion matrix of SA task

|          | Negative | Neutral | Positive |
|----------|----------|---------|----------|
| Negative | 787      | 98      | 40       |
| Neutral  | 222      | 813     | 114      |
| Positive | 51       | 82      | 303      |

(c) Confusion matrix of SA among non-sarcastic tweets

|          | Negative | Neutral | Positive |
|----------|----------|---------|----------|
| Negative | 430      | 76      | 31       |
| Neutral  | 196      | 807     | 112      |
| Positive | 45       | 81      | 298      |

(d) Confusion matrix of SA among sarcastic tweets

|          | Negative | Neutral | Positive |
|----------|----------|---------|----------|
| Negative | 357      | 22      | 9        |
| Neutral  | 26       | 6       | 2        |
| Positive | 6        | 1       | 5        |
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