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Abstract

Rapid state control of quantum systems is significant in reducing the influence of relaxation or decoherence caused by the environment and enhancing the capability in dealing with uncertainties in the model and control process. Bang-bang Lyapunov control can speed up the control process, but cannot guarantee convergence to a target state. This paper proposes two classes of new Lyapunov control methods that can achieve rapidly convergent control for quantum states. One class is switching Lyapunov control where the control law is designed by switching between bang-bang Lyapunov control and standard Lyapunov control. The other class is approximate bang-bang Lyapunov control where we propose two special control functions which are continuously differentiable and yet have a bang-bang type property. Related stability results are given and a construction method for the degrees of freedom in the Lyapunov function is presented to guarantee rapid convergence to a target eigensate being isolated in the invariant set. Several numerical examples demonstrate that the proposed methods can achieve improved performance for rapid state control of quantum systems.
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1 Introduction

Quantum control has the potential to play important roles in the development of quantum information technology and quantum chemistry, and has received wide attention from different fields such as quantum information, chemical physics and quantum optics [1,2,3,4,5,6]. Transfer control between quantum states is one of the basic tasks in quantum control. Different control strategies such as optimal control [7,8,9,10], adiabatic control [11,12], Lyapunov control methods [13,14,15,16,17,18,19,20,21,22,23], $H_\infty$ and LQG control [24,25,26], and sliding mode control [27,28] have been presented for controller design in quantum systems. Among these control strategies, Lyapunov control methods have been extensively studied for quantum systems due to their simplicity and intuitive nature in the design of control fields [29,30,31,32,33]. In Lyapunov control, a Lyapunov function is constructed using information on states or operators related to the quantum system [13,14,15,16,17,18,19,20,21,22,23,29,30,31,32,33] and the associated control law is designed based on the Lyapunov function (feedback design). Then the control law can be implemented in an open-loop way. From the viewpoint of control theory, one hopes that any system trajectory converges to a desired target state. Unfortunately, the LaSalle invariance principle used in Lyapunov control methods cannot guarantee convergence of any system trajectory to a target state. Some methods such as using implicit Lyapunov functions or switching control methods have been developed to achieve approximate or asymptotic convergence for some specific quantum control tasks (see, e.g., [14,16,19,21]).

For quantum systems, rapid state control is of importance because a realistic quantum system cannot be perfectly separated from its environment, which will cause a relaxation or decoherence effect. In the context of quantum information processing, rapid control is a basic requirement for performance improvement in quantum computing. In practical applications, robustness has been recognized as a key requirement for the development of quantum technology [34,35,36,37,38,39,40,41]. Rapid control may make the control law more robust to uncertainties in the model or in the control process. Time optimal control methods have been proposed to achieve rapid control for quantum systems [42,43,44]. However, it is very difficult to obtain the optimal control law for
general quantum systems [42,43,44]. In [22], an optimal Lyapunov design method has been proposed to design a control law for rapid state transfer in quantum systems. Under power-type and strength-type constraints on the control fields, two kinds of Lyapunov control laws were proposed. In particular, the strength-type constraint led to a bang-bang Lyapunov control. In [23], the convergence problem for bang-bang Lyapunov control law is further discussed for two-level quantum systems.

The bang-bang Lyapunov control method in [22,23] can be used to achieve rapid state control for some practical quantum systems with a high level of fidelity. However, since the control function of bang-bang Lyapunov control is not continuously differentiable, the LaSalle invariance principle cannot be directly used to guarantee convergence. We show that a high-frequency oscillation with an infinitesimal period may occur in bang-bang Lyapunov control, which prevents effective transfer to the target state. Such control fields can also not be realized in the laboratory. In order to achieve rapidly convergent control in state transfer, we propose two classes of new Lyapunov control methods in this paper: switching Lyapunov control and approximate bang-bang Lyapunov control. We first derive a sufficient condition for a bang-bang Lyapunov control law for rapid state transfer in quantum systems. We first derive a sufficient condition for a bang-bang Lyapunov control law. Then we design a switching strategy, i.e., switching between bang-bang Lyapunov control and standard Lyapunov control. For approximate bang-bang Lyapunov control, we design two special control functions that incorporate bang-bang and smoothness properties. These proposed Lyapunov design methods can achieve rapidly convergent control in quantum systems, which is demonstrated by several numerical examples involving a two-level system, a three-level system and a two-qubit superconducting system.

This paper is organized as follows. Section 2 presents the system model, and analyzes the robustness of open-loop quantum control. Section 3 discusses Lyapunov functions with various degrees of freedom, presents several stability results, and develops a construction method for designing the degrees of freedom in the Lyapunov function. A switching strategy between bang-bang and standard Lyapunov control schemes is proposed and the switching condition is investigated in Section 4. In Section 5, we propose two approximate bang-bang Lyapunov control methods. Three numerical examples are presented to demonstrate the performance of the proposed rapid Lyapunov control strategies in Section 6. Conclusions are presented in Section 7.

Notation

- $i$: the imaginary unit, i.e., $i = \sqrt{-1}$;
- $[A, B]$: the commutator of the matrices $A$ and $B$, i.e., $[A, B] = AB - BA$;
- $[A^{(n)}, B]$; the repeated commutator with depth $n$, i.e., $[A^{(n)}, B] = [A, [A, \ldots, [A, B]]]$;
- $\|A\|$: the induced 2-norm of the matrix $A$, or the $l_2$-norm of the vector $A$;
- $A^T$: the transpose of the matrix $A$;
- $A^*$: the conjugate transpose of the matrix $A$;
- $\langle \psi \rangle$: the conjugate transpose of the state vector $|\psi\rangle$;
- $\overline{a}$: the complex conjugate of the complex number $a$;
- $|a|$: the modulus of the complex number $a$;
- $\mathbb{R}$: the sets of all real numbers;
- $\mathbb{C}$: the sets of all complex numbers;
- $\text{tr}(A)$: the trace of the matrix $A$;
- $\lambda(A)$: the spectrum of the matrix $A$, i.e., the set of all eigenvalues of $A$;
- $\Re(a)$: the real part of the complex number $a$;
- $\Im(a)$: the imaginary part of the complex number $a$.

2 System model and robustness of control

2.1 Models of finite-dimensional quantum systems

Assume that the quantum system under consideration is an $N$-dimensional and controllable closed system [45], described by the following Liouville-von Neumann equation:

$$
\dot{\rho}(t) = -i\left[H_0 + \sum_{k=1}^{m} H_k u_k(t), \rho(t)\right],
$$

where $\rho(t) \in \mathbb{C}^{N \times N}$ is a density matrix describing the state of the system; $H_0$ is the internal Hamiltonian, and $H_k$ is the control Hamiltonian that describes the interaction between the external control fields and the system ($H_0$ and $H_k$ are time-independent Hermitian matrices); and $u_k(t)$ ($k = 1, \ldots, m$) are external real-valued control fields. In the energy representation, $H_0$ has a diagonal form, i.e., $H_0 = \text{diag}[^\lambda_1, \lambda_2, \ldots, \lambda_N]$. We call $\omega_{ab} = \lambda_a - \lambda_b$ ($a, b \in \{1, 2, \ldots, N\}$) the frequency transition between the energy levels $\lambda_a$ and $\lambda_b$. Denote $|\lambda_j\rangle$ as the eigenvector of $H_0$ corresponding to the eigenvalue $\lambda_j$, i.e., $|\lambda_j\rangle = [0, \ldots, 0, 1, 0, \ldots, 0]^T$ where the $j$-th element is 1 and other elements are 0. All $|\lambda_j\rangle$, $(j = 1, \ldots, N)$ form an orthogonal basis of the $N$ dimensional complex Hilbert space $\mathbb{C}^N$.

Since the Hamiltonian $H_0 + \sum_{k=1}^{m} H_k u_k(t) \triangleq H(t)$ is a Hermitian matrix, the evolution of the system (1) is unitary. For a given initial state $\rho(0) = \rho_0$, the quantum state at time $t$, $\rho(t)$, can always be written as

$$
\rho(t) = U(t)\rho_0 U^\dagger(t), t \geq 0
$$

where $U(t)$ is a unitary matrix with $U(0) = I$. Equation (2) indicates that the system state $\rho(t)$ at any time always has the same spectrum with the initial state $\rho_0$. 


Using (1) and the property of the unitary operator $U(t)U(t)^\dagger = U(t)^\dagger U(t) = I$, we can undertake a differentiation calculation on both sides of (2) to obtain the Schrödinger equation for $\tilde{U}(t)$:

$$
\dot{U}(t) = -i\left(H_0 + \sum_{k=1}^{m} H_k u_k(t)\right) U(t) = -iH(t)U(t) \quad (3)
$$

with $U(0) = I$.

We assume that the control objective is to steer the system to an eigenstate of $H_0$, $\rho_f \triangleq |\lambda_f\rangle\langle\lambda_f|, (f \in \{1, 2, \cdots, N\})$. Due to the isospectral evolution property of closed quantum systems and the fact that pure states ($\text{tr}(\rho^2) = 1$) and mixed states ($\text{tr}(\rho^2) < 1$) have different spectra, we assume that the initial state is a pure state since the target eigenstate $\rho_f$ is a pure state. Moreover, quantum pure states have wide applications in quantum information processing. Also, the following conditions are assumed on the system:

$$\omega_{af} \neq \omega_{bf} \quad (a \neq b ; \, a, b \neq f); \quad (H_k)_{jj} \neq 0 \quad (j \neq f; \, \exists k \in \{1, 2, \cdots, m\}). \quad (4) \quad (5)
$$

Condition (4) means that the transition frequencies between the target eigenstate and other eigenstates are distinguishable, and that $H_0$ is non-degenerate, i.e., its all eigenvalues are mutually different. Condition (5) implies that there exists a direct coupling between the target eigenstate and any other eigenstate.

2.2 Robustness of open-loop quantum control

For a closed quantum system, we may use the model (1) to design an open-loop control law and then apply the control law to the practical system. Since any physical system is unavoidably affected by some uncertainties, the robustness of the control law should be considered. Possible perturbations to the quantum system (1) include perturbations of the internal Hamiltonian $H_0$, and perturbations in the control Hamiltonian $H_k$, inaccuracy in the control law, and inaccuracy in the initial states. Here, we mainly discuss perturbations in the Hamiltonian. The aim is to show that rapid control can make the control law more robust to uncertainties in the model or in the control process. This is another motivation (besides reducing the relaxation and decoherence effect) to develop rapid Lyapunov control in the following.

We denote the perturbations in the internal and control Hamiltonians as $\delta H_0$ and $\delta H_k$, respectively, where $\delta H_0$ is a real diagonal matrix and $\delta H_k$ are Hermitian matrices. Thus, the internal and control Hamiltonians with perturbations can be written as $\tilde{H}_0 = H_0 + \delta H_0$ and $\tilde{H}_k = H_k + \delta H_k$, respectively. We call the model (1) the nominal system and the system with $\delta H_0$ and $\delta H_k$ the perturbed system. Define $\Delta H \triangleq \delta H_0 + \sum_{k=1}^{m} \delta H_k U_k(t)$. Then, the dynamics of the perturbed system can be described as

$$
\dot{\rho}(t) = -i\left(\tilde{H}_0 + \sum_{k=1}^{m} \tilde{H}_k u_k(t)\right) + \Delta H, \quad \tilde{\rho}(t) \quad (6)
$$

where the Hermitian matrix $\Delta H$ is the uncertainty in the Hamiltonian $H(t)$.

We assume that the uncertainty $\Delta H$ satisfies $\|\Delta H\| \leq \varepsilon$ and that the introduction of $\Delta H$ does not break Conditions (4) and (5), i.e., $\tilde{\omega}_{af} \neq \tilde{\omega}_{bf} \quad (a \neq b \neq f)$, where $\tilde{\omega}_{ab} \triangleq \tilde{\lambda}_a - \tilde{\lambda}_b$ and $\tilde{\lambda}_o$ is the diagonal elements of $\tilde{H}_0 = \text{diag}(\tilde{\lambda}_1, \tilde{\lambda}_2, \cdots, \tilde{\lambda}_N)$, and $(\tilde{H}_k)_{jj} \neq 0 \quad (j \neq f; \, \exists k \in \{1, 2, \cdots, m\})$. Now, we examine the effect of the uncertainty $\Delta H$ on the quantum system.

**Theorem 1** We assume $\|\Delta H\| \leq \varepsilon$. For any initial pure state $\rho_0$, the states of the nominal system (1) and the perturbed system [(6)] satisfy $\|\tilde{\rho}(t) - \rho(t)\| \leq \min(\varepsilon^{2n-1}, 1, 2) \quad (t \geq 0)$. If $\|\rho(T) - \rho_f\| = \xi$ at a finite time $T$, then for an arbitrarily given $\xi (\xi_1 \leq \xi)$, when $\varepsilon \leq \frac{\ln(1+\varepsilon)}{\ln(1+\xi)}$, the distance between $\tilde{\rho}(T)$ and the target state satisfies $\|\tilde{\rho}(T) - \rho_f\| \leq \xi$.

**PROOF.** Similar to (3), we write the perturbed system (6) in terms of its time evolution operators $\tilde{U}(t)$ as follows:

$$
\dot{\tilde{U}}(t) = -i(\tilde{H}(t) + \Delta H)\tilde{U}(t), \quad \tilde{U}(0) = I. \quad (7)
$$

Since both $\tilde{U}(t)$ and $U(t)$ are unitary matrices, we let

$$
\tilde{U}(t) = U(t)Q(t). \quad (8)
$$

Differentiating both sides of (8) with respect to $t$ and considering (3) and (7), we have

$$
i\dot{Q}(t) = (U(t)\Delta H U(t)^\dagger)Q(t), \quad Q(0) = I. \quad (9)
$$

Define $U(t)\Delta H U(t)^\dagger \triangleq \Gamma(t)$. We have $\|\Gamma(t)\| \leq \|\Delta H\| \leq \varepsilon$. The Dyson series solution of (9) is the following time-ordered integral

$$
Q(t) = I + \sum_{n=1}^{\infty} (-i)^n \int_{0}^{t} dt_1 \int_{0}^{t_1} dt_2 \cdots \int_{0}^{t_{n-1}} dt_n \Gamma(t_1)\Gamma(t_2)\cdots\Gamma(t_n) \triangleq I + W(t), \quad (10)
$$

...
where $t \geq t_1 \geq t_2 \geq \cdots \geq t_n \geq 0$. Considering $\|\Gamma(t)\| \leq \varepsilon$, we have

$$
\|W(t)\| = \|W^\dagger(t)\| \leq \sum_{n=1}^{\infty} c_n^2 \int_0^t \int_0^{t_1} \cdots \int_0^{t_{n-1}} dt_n \cdots dt_2 dt_1 \cdots dt_1 \cdots dt_2 = e^{t\varepsilon} - 1.
$$

(11)

For any initial state $\rho(0) = \rho_0$, we have

$$
\|\Delta \rho(t)\| = \|\tilde{\rho}(t) - \rho(t)\| = \|U(t)Q(t)\rho_0 Q^\dagger(t)U^\dagger(t) - U(t)\rho_0 U^\dagger(t)\| \\
= \|Q(t)\rho_0 Q^\dagger(t) - \rho_0\| \\
= \|\rho_0 W^\dagger(t) + W(t)\rho_0 + W(t)\rho_0 W^\dagger(t)\| \\
\leq \|\rho_0 W^\dagger(t)\| + \|W(t)\rho_0\| + \|W(t)\rho_0 W^\dagger(t)\| \\
\leq \|W^\dagger(t)\| + \|W(t)\| + \|W(t)\|^2 \\
\leq e^{2T\varepsilon} - 1 + e^{2T\varepsilon} - 1 + (e^{2T\varepsilon} - 1)^2 \\
= e^{2T\varepsilon} - 1 - 2. 
$$

(12)

Considering $\|\tilde{\rho}(t) - \rho(t)\| \leq 2$, we have

$$
\|\Delta \rho(t)\| \leq \min\{e^{2T\varepsilon} - 1, 2\}. 
$$

(13)

For the perturbed system (6), when $\|\rho(T) - \rho_f\| = \xi_1$, $\|\tilde{\rho}(T) - \rho_f\| \leq \|\Delta \rho(T)\| + \|\rho(T) - \rho_f\| \leq e^{2T\varepsilon} - 1 + \xi_1$. 

(14)

Hence, when $\varepsilon \leq \frac{\ln(1+\xi_1)}{2T}$, we have $\|\tilde{\rho}(T) - \rho_f\| \leq \xi$.

- Theorem 1 can be regarded as a generalization to quantum systems of the continuous dependence on parameters of solutions to differential equations. Theorem 1 shows that, for given $\xi$ and $\xi_1$, if the nominal system (1) can approach the target state within a shorter time period, the perturbed system (6) can tolerate larger perturbations when guaranteeing given performance. That is to say, a rapidly convergent control for the nominal system (1) may lead to improved robustness. This paper develops rapidly convergent Lyapunov control methods for the system (1).

3 Lyapunov quantum control and stability

3.1 Lyapunov control design

Consider the following Lyapunov function:

$$
V = \text{tr} (P\rho(t)),
$$

(15)

where $P$ is a positive semi-definite Hermitian operator that needs to be constructed for completing a given control task.

The time derivative of the Lyapunov function (15) is calculated as

$$
\dot{V} = \text{tr}(P\dot{\rho}) \\
= \text{tr} (-i\rho[H, P]) + \sum_{k=1}^{m} u_k(t)\text{tr}( -i\rho[H, k]), 
$$

(16)

We design the control laws by guaranteeing $\dot{V} \leq 0$ in (16). Considering the fact that $\text{tr}(-i\rho[H, P])$ in (16) is independent of the control field $u_k(t)$ while $P$ is an unknown Hermitian matrix to be constructed, we let

$$
[K, P] = 0.
$$

(17)

Since the diagonal matrix $H_0$ is non-degenerate, (17) implies that $P$ is also a diagonal matrix. We denote $P \triangleq \text{diag}[^{[p_1, p_2, \cdots, p_N]}]$. Using (17), (16) can be written as

$$
\dot{V} = \sum_{k=1}^{m} u_k(t)\rho_k(t),
$$

(18)

where $\rho_k(t) \triangleq \text{tr}(-i\rho(t)[P, H_k])$. For notational simplicity, we also denote $T_k(t)$ as $T_k$ hereinafter.

Thus, by guaranteeing $\dot{V} \leq 0$ in (18), we design a control law with the following general form:

$$
u_k(t) = f_k(T_k), (k = 1, 2, \cdots, m)
$$

(19)

where the control function $f_k(t)$ satisfies: 1) $f_k(x)$ $(x \in \mathbb{R})$ is continuously differentiable with respect to $x$; 2) $f_k(0) = 0$; and 3) $f_k(x) \cdot x \leq 0$. In particular, we call the following control law the standard Lyapunov control in this paper:

$$
u_k(t) = -K_k T_k(t), (k = 1, 2, \cdots, m)
$$

(20)

where the control gain $K_k > 0$ is used to adjust the amplitude of the control field $u_k(t)$.

3.2 General stability results

The control law (19) means that the whole “closed-loop” system is a nonlinear autonomous system. We use the LaSalle invariance principle to analyze the stability of the system. The LaSalle principle ensures that the system (1) with the control fields (19) necessarily converges to the largest invariant set $E$ contained in $M \triangleq \{\rho : \dot{V}(\rho) = 0\}$. 
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Assume $\hat{\rho} \in E$ and let $\rho(0) = \hat{\rho}$. The invariance property guarantees that $V(\rho(t)) = 0$ $(t \geq 0)$, which holds when $u_k(t) = 0$ $(k = 1, \ldots, m)$, i.e.

$$T_k = \text{tr}( -i \rho(t) [P, H_k]) = 0, \ (k = 1, \ldots, m). \tag{21}$$

Substituting the solution of $\dot{\rho}(t) = -i [H_0, \rho(t)]$ into (21) and using (17), one has

$$\text{tr} \left( e^{-i H_0 t} \hat{\rho} e^{i H_0 t} [P, H_k] \right) = \text{tr} \left( \sum_{n=0}^{\infty} \frac{[i H_0 (n), H_k]}{n!} [\hat{\rho}, P] \right)$$

$$= \sum_{n=0}^{\infty} \frac{(-i)^n n!}{n!} \text{tr}(H_0^{(n)} H_k) [\hat{\rho}, P] = 0. \tag{22}$$

Since the time function sequence 1, $t$, $t^2$, $\cdots$ is linearly independent, and $H_0$ and $P$ are diagonal, we have

$$\text{tr}(H_0^{(n)} H_k [P, \hat{\rho}]) = \text{tr} \left( \omega^0 (H_k)_{jl} (p_j - p_l) \hat{\rho}_{ij} \right) = 0, \ (k = 1, \ldots, m; \ n = 0, 1, 2, \ldots). \tag{23}$$

Since $H_k$ and $\rho$ are Hermitian matrices, (23) reduces to

$$\sum_{j < l} \left( \omega^0 (H_k)_{jl} (p_j - p_l) \hat{\rho}_{ij} + \omega^0 (H_k)_{lj} (p_j - p_l) \hat{\rho}_{ij}^* \right) = 0, \ (k = 1, \ldots, m; \ n = 0, 1, 2, \ldots). \tag{24}$$

For even and odd $n$, (24) has the following forms, respectively:

$$\sum_{j < l} \Re\left( \omega^0 (H_k)_{jl} (p_j - p_l) \hat{\rho}_{ij} \right) = 0, \ (n = 0, 2, \ldots); \tag{25}$$

$$\sum_{j < l} \Im\left( \omega^0 (H_k)_{jl} (p_j - p_l) \hat{\rho}_{ij} \right) = 0, \ (n = 1, 3, \ldots). \tag{26}$$

We denote $FN = N(N - 1) - 2$, and define

$$\xi_k \triangleq \left( (H_k)_{12} p_{21}, \ldots, (H_k)_{1 N} p_{N 1}, (H_k)_{23} p_{32}, \ldots, (H_k)_{2 N} p_{N 2}, \ldots, (H_k)_{N - 1 N} p_{N N - 1} \right)^T, \tag{27}$$

$$\Omega \triangleq \text{diag} [\omega_{12}, \ldots, \omega_{1 N}, \omega_{23}, \ldots, \omega_{2 N}, \ldots, \omega_{N - 1 N}]. \tag{30}$$

Then (25) and (26) read

$$\mathcal{M} \Omega \mathcal{P} \Xi(k) = 0, \ (k = 1, \ldots, m); \tag{31}$$

$$\mathcal{M} \Omega \Xi(k) = 0, \ (k = 1, \ldots, m). \tag{32}$$

Since the system (1) evolves unitarily, the positive limit set of any evolution trajectory has the same spectrum as its initial state. Thus, the invariant set that the system with the control law (19) will converge to can be characterized in the following theorem.

**Theorem 2** Given an arbitrary initial pure or mixed state $\rho_0$, and under the action of the control fields (19), the system (1) converges to the invariant set $E(\rho_0) = \{ \rho: \lambda(\rho) = \lambda(\rho_0); \rho = \hat{\rho}; \mathcal{M} \Omega \mathcal{P} \Xi(k) = 0, \mathcal{M} \Omega \Xi(k) = 0, (k = 1, \ldots, m) \}$, where $\lambda(\rho)$ represents the spectrum of “A”, and $\mathcal{M}$, $\mathcal{P}$, $\mathcal{O}$ and $\xi(k)$ are defined by (27)-(30).

From Theorem 2, the invariant set that the system converges to is dependent on the transition frequencies of the system, the diagonal values of $P$, the initial state $\rho_0$ and the connectivity of $H_k$. When these factors satisfy some particular conditions, it is possible to obtain a simpler form for the invariant set (see [31]).

### 3.3 Construction of Hermitian operator $P$

In this subsection, we study the construction method of $P$ to achieve convergence to the target eigenstate $\rho_f$.

Thus, we only consider the case of initial pure states.

For the system (1), all possible initial pure states can be divided into two classes: initial states satisfying either $\text{tr}(\rho_0 \rho_f) \neq 0$ or $\text{tr}(\rho_0 \rho_f) = 0$. In this subsection, we give a method for constructing $P$ to achieve convergence to the target state for these two classes of initial states, respectively.

When the initial state $\rho_0$ satisfies $\text{tr}(\rho_0 \rho_f) \neq 0$, we have the following result.

**Theorem 3** Consider the system (1) satisfying Conditions (4), (5) and with the control fields (19). Assume that the target eigenstate $\rho_f$ and the initial pure state $\rho_0$ satisfy $\text{tr}(\rho_0 \rho_f) \neq 0$. If the diagonal elements of $P$ satisfy $p_j = p > p_f \geq 0, (j = 1, 2, \ldots, N)$, then $\rho_f$ is isolated in the invariant set $E(\rho_0)$ and the system state starting from $\rho_0$ necessarily converges to $\rho_f$.

**PROOF.** Using Conditions (4) and (5), we can simplify the invariant set $E(\rho_0)$ in Theorem 2. For convenience of expression, we assume that the target eigenstate is the $N$-th eigenstate of $H_0$, i.e., $\rho_f = \rho_N$. If $p_j = p > p_N \geq 0, (j = 1, \ldots, N - 1)$, we have
\[
\begin{align*}
\mathcal{MP} &= (pf - p) \\
\mathcal{M}\mathcal{P} &= (pf - p) \\
\end{align*}
\]

and

\[
\begin{bmatrix}
0 & \cdots & 0 & 1 & 0 & \cdots & 1 \\
0 & \cdots & 0 & 1 & 0 & \cdots & 1 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & \omega_{N-1,N} & 0 & \cdots & \omega_{N-1,N} \\
\end{bmatrix}
\]

Thus, (31) and (32) are equivalent to

\[
\begin{bmatrix}
\frac{1}{2} & 1 & \cdots & \frac{1}{2} \\
\frac{1}{2} & 1 & \cdots & \frac{1}{2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{2} & 1 & \cdots & \frac{1}{2} \\
\end{bmatrix} \cdot \mathcal{G}
\begin{bmatrix}
(H_{1N}\tilde{\rho}_{N1}, (H_{2N}\tilde{\rho}_{N2}) \\
(H_{2N}^{-1}\tilde{\rho}_{N1}^{-1}, (H_{1N}^{-1}\tilde{\rho}_{N1}^{-1}) \\
\vdots & \vdots & \ddots & \vdots \\
(H_{1N}^{-1}\tilde{\rho}_{N1}^{-1}, (H_{2N}^{-1}\tilde{\rho}_{N2}) \\
\end{bmatrix} = 0
\]

respectively. Using Condition (4), one can obtain

\[
\begin{bmatrix}
(H_{1N}\tilde{\rho}_{N1}, (H_{2N}\tilde{\rho}_{N2}) \\
(H_{2N}^{-1}\tilde{\rho}_{N1}^{-1}, (H_{1N}^{-1}\tilde{\rho}_{N1}^{-1}) \\
\vdots & \vdots & \ddots & \vdots \\
(H_{1N}^{-1}\tilde{\rho}_{N1}^{-1}, (H_{2N}^{-1}\tilde{\rho}_{N2}) \\
\end{bmatrix} = 0,
\]

where \( \omega_{j} = \lambda_{j} - \lambda_{f} \) and \( t_{0} \) is a small time duration.

When \( t_{0} \) is small, the state \( \rho(t_{0}) \) is not in the invariant set \( E(\rho_{0}) \). If we take \( \rho(t_{0}) \) as a new initial state, then Theorem 3 guarantees that the control law (19) can achieve convergence to the target state. Thus, we have the following conclusion.

**Theorem 4** Consider the system (1) satisfying Conditions (4), (5) and with the switching control (33). Assume that the target eigenstate \( \rho_{f} \) and the initial pure state \( \rho_{0} \) satisfy \( \text{tr}(\rho_{0}\rho_{f}) = 0 \). If the switching time \( t_{0} \) satisfies \( \rho(t_{0}) \notin E(\rho_{0}) \) and the diagonal elements of \( P \) satisfy \( p_{j} = p > p_{f} \geq 0 \) \((j = \{1, 2, \cdots, N\}/f)\), then the system state starting from \( \rho_{0} \) necessarily converges to \( \rho_{f} \).

For general continuously differentiable control function (19), the construction relation in Theorems 3 and 4 ensures convergence to the target eigenstate. Based on the construction relation of \( P \), we propose two new methods including switching Lyapunov control and approximate bang-bang Lyapunov control to achieve rapidly convergent Lyapunov control.

### 4 Switching between Lyapunov control schemes

To speed up the control process, Ref. [22] proposed two design methods for quantum systems with power-type constraints and strength-type constraints such that \( \dot{V} \) in (18) takes the minimum value at each moment. For the case with strength-type constraints, the “optimal” control law is the following bang-bang Lyapunov control:

\[
u_{k}(t) = \begin{cases}
-S, \quad & (T_{k} > 0) \\
S, \quad & (T_{k} < 0) \quad (k = 1, \cdots, m), \\
0, \quad & (T_{k} = 0)
\end{cases}
\]

where \( S \) is the maximum admissible strength of each control field, i.e., \( |u_{k}(t)| \leq S \).

The bang-bang Lyapunov control in (34) makes \( \dot{V} \) in (18) satisfy \( \dot{V} \leq 0 \), and can speed up completing some quantum control tasks. Especially, the state may move rapidly towards the target state at the early stages of the control [22]. However, convergence cannot be guaranteed since the control function is not continuously differentiable. Here, we first show that the bang-bang Lyapunov control may lead to a high-frequency oscillation phenomena [22, 23], which prevents effective state transfer towards the target state. Then, we propose two classes of switching Lyapunov control strategies to achieve rapidly convergent control, i.e., switching between the bang-bang Lyapunov control and the standard Lyapunov control, and switching between bang-bang Lyapunov control schemes with variable control strengths.
4.1 High-frequency oscillation in bang-bang Lyapunov control

In this subsection, we present a sufficient condition for two-level quantum systems that high-frequency oscillation phenomena occur in the bang-bang Lyapunov control [22], which can be used to determine switching conditions for the design of switching Lyapunov control. We first give the following definition.

Definition 5 The control law (34) is said to have a high-frequency oscillation with an infinitesimal period at time $t_0$ if $\exists \epsilon > 0,$

\[
\inf\{\tau > 0 : u_k(t + \tau) \neq u_k(t)\} = 0
\]

for all $t \in [t_0, t_0 + \epsilon].$

Since the control in (34) can take on only one of three constant values (0 and $\pm S$) at any time, the high-frequency oscillation in Definition 5 means that the control always jumps between these values after an arbitrarily small time duration in the interval $[t_0, t_0 + \epsilon].$ Such a control field cannot be realized in practice.

Now consider the system model (1) in the case of two energy levels, and denote its internal Hamiltonian as $H_0$ and its control Hamiltonian as $H_1$:

\[
H_0 = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}, \quad H_1 = \begin{bmatrix} 0 & r \\ r^* & 0 \end{bmatrix},
\]

where $r \neq 0.$

We define the first eigenstate $|\lambda_1\rangle \triangleq [1, 0]^T$ as the excited state, $|\lambda_2\rangle \triangleq [0, 1]^T$ as the ground state, and

\[
\omega_{12} \triangleq \lambda_1 - \lambda_2 > 0.
\]

Let the excited state $|\lambda_1\rangle$ be the target state. According to Theorem 3 or Theorem 4, $P$ can be chosen as $P = \text{diag} [p_1, p], (p > p_1).$ Thus, $[P, H_1] = (p - p_1) \begin{bmatrix} 0 & r \\ r^* & 0 \end{bmatrix}.$ From (34), $T_1 = 0$ holds at any zero point of the bang-bang Lyapunov control. For convenience of analysis, in this paper we denote such moments as $0$ to differentiate them from the initial moment 0. Thus, we have

\[
T_1(0) = -i \text{tr}([P, H_1] \rho(0)) = 2(p - p_1) \cdot \Im (r^* \rho_{12}(0)) = 0.
\]

Equation (37) equals that $r^* \rho_{12}(0) \in \mathbb{R}.$ For the two-level system, we have the following result.

Theorem 6 Consider the two-level system

\[
\dot{\rho}(t) = -i[H_0 + H_1 u_1(t), \rho(t)],
\]

with the Hamiltonians (35) and the bang-bang Lyapunov control (34) (where $k = 1$). Assume that the initial state of the system is an arbitrary pure state. We denote the state at any zero point of the control field 0 (i.e., $u_1(t = 0) = 0$) as $\rho(0) = \begin{bmatrix} \rho_{11}(0) & \rho_{12}(0) \\ \rho_{21}(0) & \rho_{22}(0) \end{bmatrix}.$ Then, a sufficient condition for the bang-bang Lyapunov control (34) to have a high-frequency oscillation with an infinitesimal period is

\[
\frac{|r| \left( \rho_{11}(0) - \rho_{22}(0) \right)}{\rho_{12}(0)} \geq \frac{\omega_{12}}{S}, \quad (\rho_{12}(0) \neq 0). \quad (39)
\]

PROOF. Assume that from the state $\rho(0),$ a constant control $u_1(t) = u$ acts on the system and lasts to time $t.$ Write the state at time $t$ as $\rho(t) = e^{-i(H_0 + H_1 u)t} \rho(0) e^{i(H_0 + H_1 u)t}.$ We have

\[
T_1(t) = -i \text{tr}([P, H_1] \rho(t)) = -i \text{tr}(e^{i(H_0 + H_1 u)t} [P, H_1] e^{-i(H_0 + H_1 u)t} \rho(0)). \quad (40)
\]

Denote $\omega_u = \sqrt{\omega_{12}^2 + 4|r|^2}, R_1 = \begin{bmatrix} 0 & -r \\ r^* & 0 \end{bmatrix},$ and $R_2 = \begin{bmatrix} 2|r|^2 u - \tau_{12} & -r^* \omega_{12} - 3|r|^2 u R_1 \end{bmatrix},$ then $e^{i(H_0 + H_1 u)t} [P, H_1] e^{-i(H_0 + H_1 u)t}$ in (40) can be calculated as

\[
eq [P, H_1] + it[H_0 + H_1 u, [P, H_1]] + \frac{(it)^2}{2!} [H_0 + H_1 u, [H_0 + H_1 u, [P, H_1]]] + \frac{(it)^3}{3!} [H_0 + H_1 u, [H_0 + H_1 u, [H_0 + H_1 u, [P, H_1]]]] + 
\]

\[
= (p - p_1) R_1 + it(p - p_1) R_2 + \frac{(it)^2}{2!} (p - p_1) \omega_u^2 R_1 + \frac{(it)^3}{3!} (p - p_1) \omega_u^2 R_2 + \frac{(it)^4}{4!} (p - p_1) \omega_u^4 R_1 + 
\]

\[
= (p - p_1) \cos (\omega_u t) R_1 + \frac{i(p - p_1)}{\omega_u} \sin (\omega_u t) R_2. \quad (41)
\]

where we have used the series formula $\sum_{n=0}^{\infty} \frac{x^{2n+1}}{(2n+1)!} = \frac{e^x - e^{-x}}{2} \text{ and } \sum_{n=0}^{\infty} \frac{x^{2n}}{(2n)!} = e^x - e^{-x} \cdot (x \in \mathbb{R}).$

Substituting (41) into (40) gives

\[
T_1(t) = -i(p - p_1) \cdot \cos (\omega_u t) \cdot \text{tr}(R_1 \rho(0)) + \frac{(p - p_1)}{\omega_u} \cdot \sin(\omega_u t) \cdot \text{tr}(R_2 \rho(0))
\]

\[
= 2(p - p_1) \cdot \frac{\omega_u}{\omega_u} \cdot \sin(\omega_u t) \cdot \left[ u |r|^2 (\rho_{11}(0) - \rho_{22}(0)) - \omega_{12} \cdot r^* \rho_{12}(0) \right]. \quad (42)
\]
Using (42), we prove the conclusion in the theorem by contradiction.

For $\rho_{12}(\tilde{0}) \neq 0$, we first assume that the control field after $0$ is $u = S$ which can last for a given small time duration $\tilde{t}_1$. Then, (34) guarantees that $T_1(t) < 0$ holds for $t \in (\tilde{0}, \tilde{t}_1)$. It follows from the condition (39) that $S_1|\rho_{11}(\tilde{0}) - \rho_{22}(\tilde{0})| \geq \omega_{12}|r^*\rho_{12}(\tilde{0})| \geq \omega_{12}r^*\rho_{12}(\tilde{0})$.

Considering (42), we know that $T_1(t) \geq 0$ holds for $t \in (\tilde{0}, \tilde{t}_1)$. Such a contradiction implies that the constant control $u = S$ from $0$ cannot last for any finite time duration $\tilde{t}_1$. Similarly, if the control field after $0$ is $u = -S$ which can last for a small non-zero time duration $\tilde{t}_1$, then (34) guarantees that $T_1(t) > 0$ holds for $t \in (\tilde{0}, \tilde{t}_1)$. It follows from the condition (39) that $S_1|\rho_{11}(\tilde{0}) - \rho_{22}(\tilde{0})| \geq \omega_{12}|r^*\rho_{12}(\tilde{0})| \geq -\omega_{12}r^*\rho_{12}(\tilde{0})$, i.e., $S_1\rho_{11}(\tilde{0}) - S_1\rho_{22}(\tilde{0}) - \omega_{12}r^*\rho_{12}(\tilde{0}) \leq 0$. Considering (42), we know that $T_1(t) \leq 0$ holds for $t \in (\tilde{0}, \tilde{t}_1)$. Such a contradiction implies that the constant control $u = -S$ cannot last for a finite time duration from $0$. For the case of $u = 0$, it is straightforward to obtain a contradiction from (42).

Since $T_1(t)$ is a continuous function of $t$, we consider another zero point $\tilde{0}_2$ following $\tilde{0}$. Considering that the Lyapunov function $V = p_1\rho_{11} + p\rho_{22} = p - (p - p_1)\rho_{11} + (p - p_1)\rho_{22}$ satisfies $V \leq 0$ in the interval $[\tilde{0}, \tilde{0}_2]$, we have $\rho_{11}(\tilde{0}_2) \geq \rho_{11}(\tilde{0})$. The condition (39) implies that $\rho_{11}(\tilde{0}) > \rho_{22}(\tilde{0})$, i.e., $\rho_{11}(\tilde{0}) > \frac{1}{2}$. Thus, we have $\rho_{11}(\tilde{0}_2) \geq \rho_{11}(\tilde{0}) > \frac{1}{2}$. Therefore, $\frac{|r(\rho_{11}(\tilde{0}_2) - \rho_{22}(\tilde{0}_2))|}{|\rho_{12}(\tilde{0}_2)|} = \frac{|r(\rho_{11}(\tilde{0}) - \rho_{22}(\tilde{0}))|}{|\rho_{12}(\tilde{0})|} \geq \frac{\omega_{12}}{S}$ holds. That is to say, the condition (39) still holds at the zero point $\tilde{0}_2$. We can conclude that the bang-bang Lyapunov control has a high-frequency oscillation with an infinitesimal period when the condition (39) is satisfied. 

According to Theorem 6, when $\rho(\tilde{0})$ satisfies (39), the bang-bang Lyapunov control has a high-frequency oscillation with an infinitesimal period. Such a control field with a high-frequency oscillation cannot guarantee effective state transfer for the two-level system as well as it is not physically realizable. When $\rho_{12}(\tilde{0}) \neq 0$ and

\[
\frac{|r|}{|\rho_{11}(\tilde{0}) - \rho_{22}(\tilde{0})|} < |\rho_{12}(\tilde{0})| < \frac{\omega_{12}}{S},
\]

we can show that there exists an appropriate bang-bang Lyapunov control to achieve effective state transfer. For example, when $r^*\rho_{12}(\tilde{0}) > 0$ and $u = S$, $T_1(t) < 0$ in (42) can last at least for $\frac{\omega_{12}}{S}$. Hence, the condition in (39) will be used to design the switching control law in the following subsection.

**Remark 7** Since $\omega_{12} > 0$, the right-hand side of (39) is positive. Hence, $\rho_{11}(\tilde{0}) > \rho_{22}(\tilde{0})$ in the left side always holds. This clearly shows that any high-frequency oscillation with an infinitesimal period only may occur when $\rho_{11}(\tilde{0}) > \frac{1}{2}$. For any zero point $\tilde{0}$ of the bang-bang Lyapunov control (34), when the state $\rho(\tilde{0})$ satisfies $\rho_{12}(\tilde{0}) = 0$, a direct calculation of $T_1$ with only an internal Hamiltonian $H_2$ shows that the control field will always be zero and the state transfer will stop. That is to say, the system state in this case is within the invariant set. When $\rho(\tilde{0})$ satisfies (39), the control law has a high-frequency oscillation with an infinitesimal period and cannot guarantee convergence toward the target state.

**Remark 8** Theorem 6 only considers two-level systems. For general $N$-level systems, the high-frequency oscillation phenomena in bang-bang Lyapunov control may also occur. However, it is very difficult to establish a strict sufficient condition for the high-frequency oscillation phenomenon in this case.

### 4.2 Switching design between bang-bang and standard Lyapunov control schemes

We consider two-level systems. In order to avoid possible high-frequency oscillations with infinitesimal periods in the bang-bang Lyapunov control (34), we design the switching control as follows. If the high-frequency oscillation condition in Theorem 6 is not satisfied, we apply the bang-bang Lyapunov control law (34) to the system; once the condition is satisfied at a certain zero point $\tilde{0}$, we switch to the standard Lyapunov control.

The standard Lyapunov control (20) needs to satisfy the strength constraint, i.e., $|u(1)| \leq S$. Calculating $T_1(t)$ gives

\[
T_1(t) = -i(p - p_1)^{tr} \begin{pmatrix} \rho_{11}(t) & \rho_{12}(t) \\ \rho_{12}^*(t) & \rho_{22}(t) \end{pmatrix} \begin{pmatrix} 0 & r \\ r^* & 0 \end{pmatrix} = -2(p - p_1) \cdot \Im(r^*\rho_{12}(t)).
\]

We can obtain an estimate of the amplitude of $T_1(t)$ as

\[
|T_1(t)| \leq 2(p - p_1) \cdot \Im(r^*\rho_{12}(t))
\]

\[
\leq 2(p - p_1) \cdot |r^*\rho_{12}(t)| = 2(p - p_1)|r|\sqrt{(1 - \rho_{11}(t))\rho_{11}(t)} \leq (p - p_1)|r|.
\]

For (45), when $\rho_{11}(t) = \frac{1}{2}, 2(p - p_1)|r|\sqrt{(1 - \rho_{11}(t))\rho_{11}(t)}$ reaches its maximum value. $|T_1(t)|$ may reach its maximum when the initial $\rho(\tilde{0})$ satisfies $tr(\rho(\tilde{0})) < \frac{1}{2}$. To guarantee that the standard Lyapunov control does not exceed the maximum admissible strength for all possible...
initial states, we choose

\[ K_1 = \frac{S}{|T_{1\text{max}}|} = \frac{S}{(p - p_1)|r|}. \]  \hspace{1cm} (46)

Thus, we can design a switching control law as follows:

\[
u_1(t) = \begin{cases} -S \cdot \text{sgn}(T_1(t)), \text{(until (39) holds)} \\ -K_1 \cdot T_1(t), \text{ otherwise} \end{cases} \]  \hspace{1cm} (47)

where \( K_1 = \frac{S}{(p - p_2)|r|} \). Note that switching between the bang-bang Lyapunov control and the standard Lyapunov control may only occur at zero points of \( T_1(t) \). From the initial time \( t = 0 \), the bang-bang Lyapunov control should be first used unless \( T_1(0) = 0 \).

**Remark 9** Observing the high-frequency oscillation condition for two-level systems in Theorem 6, it is clear that reducing the bang-bang Lyapunov control strength can avoid high-frequency oscillations. This observation tells us that we can also develop a new switching design strategy involving switching between bang-bang Lyapunov controls with different control bounds. Such a switching strategy is outlined in the Appendix.

### 4.3 Stability of switching Lyapunov control

Based on the construction relation of \( P \) in subsection 3.3, bang-bang Lyapunov control can speed up the control process, but cannot guarantee convergence to the target state; while the standard Lyapunov control can guarantee convergence. Therefore, dependent on different initial states, the switching design strategy in subsection 4.2 can achieve rapidly convergent control.

**Theorem 10** Consider the two-level system (38) with the Hamiltonians (35). Assume that the target state \( \rho_f \) is the excited state \( \rho_1^e = |\lambda_1\rangle \langle \lambda_1| \), and that the initial state \( \rho_0 \) is an arbitrary pure state. The diagonal elements of \( P \) satisfy \( p_2 = p > p_f = p_1 \geq 0 \). Then, the following conclusions hold:

1. the largest invariant set of the system with the switching Lyapunov control (47) is \( E^f = \{ \rho_f \} \cup \{ \rho_2 \} \), where \( p_2 \triangleq |\lambda_2\rangle \langle \lambda_2| \);  
2. when \( \rho_0 \) satisfies \( \text{tr}(\rho_0 \rho_f) \neq 0 \), with the switching Lyapunov control (47), the system trajectory starting from \( \rho_0 \) necessarily converges to \( \rho_f \);  
3. when \( \rho_0 \) satisfies \( \text{tr}(\rho_0 \rho_f) = 0 \), the initial control \( u_1(t) = S \sin(\omega_2 t) t \in [0, t'] \) is first used, where \( \omega_2 \triangleq \lambda_2 - \lambda_1 \) and \( t' \) is a small positive number satisfying \( \text{tr}(\rho(t') \rho_f) \neq 0 \); then, with the switching Lyapunov control (47), the system trajectory starting from \( \rho(t') \) necessarily converges to \( \rho_f \).

**Proof.** Conclusion i). According to the proof of Theorem 3 (\( k = 1 \)), for the initial state \( \rho_0 \) and the target state \( \rho_f \), the largest invariant set of the two-level system (38) only under the action of the standard Lyapunov control is \( E^f = \{ \rho_f \} \cup \{ \rho_2 = [0 I] \} \). It can be verified that when the system is in the state \( \rho_f \) or \( \rho_2 \), the switching Lyapunov control \( u_1(t) \) in (47) always keeps as zero. This shows that \( E^f \) is one subset of the largest invariant set of the system with the switching control (47). On the other hand, for the switching Lyapunov control (47), the system state will keep transferring toward the target state when the state \( \rho(0) \) at the zero point \( 0 \) of the bang-bang Lyapunov control does not satisfy the switching condition (39); while when (39) is satisfied, the control field will switch to the standard Lyapunov control and the system state will still continue evolving toward the target state. This shows that the switching control (47) will not generate any new stable state except \( \rho_f \) and \( \rho_2 \) such that the system stops evolving. Hence, the largest invariant set of the system with the switching control (47) is still \( E^f = \{ \rho_f \} \cup \{ \rho_2 \} \).

Conclusion ii). If \( \rho_0 = \rho_f \), then the conclusion naturally holds. Next, we consider the case of \( \rho_0 \neq \rho_f \). The condition \( \text{tr}(\rho_0 \rho_f) \neq 0 \) implies that \( \rho_0 \neq \rho_2 \). The Lyapunov function (15) takes the maximal value \( \rho_2 \) when \( \rho = \rho_2 \) and monotonically decreases under the action of the switching Lyapunov control (47). Using Conclusion i), we know that the system trajectory starting from \( \rho_0 \) necessarily converges to \( \rho_f \) contained in the largest invariant set \( E^f \).

Conclusion iii). The condition \( \text{tr}(\rho_0 \rho_f) = 0 \) implies that \( \rho_0 = \rho_2 \). In this case, the use of the initial control \( u_1(t) = S \sin(\omega_2 t) t \in [0, t'] \) leads to \( \text{tr}(\rho(t') \rho_f) \neq 0 \). Then, Conclusion ii) guarantees that the system trajectory starting from \( \rho(t') \) necessarily converges to \( \rho_f \).

### 5 Approximate bang-bang Lyapunov control

In Section 4, we proposed two switching design methods between Lyapunov control schemes to achieve improved performance. However, the switching points are not easy to determine for a general case. In this section, we further propose two approximate bang-bang (ABB) Lyapunov control approaches that can achieve rapidly convergent control [46].

#### 5.1 ABB Lyapunov control design

The first ABB Lyapunov control law is designed as

\[
u_k(T_k) = \frac{2S_k}{1 + e^{-\gamma_k T_k}} - S_k, \hspace{1cm} (k = 1, \cdots, m), \hspace{1cm} \text{(48)}
\]

where \( S_k > 0 \) is the maximum admissible strength of the control field \( u_k \), and \( \gamma_k > 0 \) is a parameter used to adjust the hardness of the control function. The bigger \( \gamma_k \) is, the harder the characteristic of \( u_k(T_k) \) is. As \( \gamma_k \to +\infty \),
the characteristic of \( u_k(T_k) \) approaches the bang-bang Lyapunov control in (34).

The second ABB Lyapunov control law is designed as
\[
    u_k(T_k) = -\frac{S_k T_k}{|T_k| + \eta_k}, \quad (k = 1, \ldots, m),
\]
where \( S_k > 0 \) is the maximum admissible strength of the control field \( u_k \), and \( \eta_k > 0 \) is a parameter used to adjust the hardness of the control function. Here, the smaller \( \eta_k \) is, the harder the characteristic of \( u_k(T_k) \) is. Likewise, as \( \eta_k \rightarrow 0^+ \), the characteristic of \( u_k(T_k) \) approaches the bang-bang Lyapunov control in (34). The two smooth control laws (48) and (49) can show similar characteristics to bang-bang Lyapunov control by choosing appropriate hardness parameters. Hence, we call them approximate bang-bang (ABB) Lyapunov controls.

The ABB Lyapunov control laws (48) and (49) are two special forms of the smooth control law (19). Therefore, the convergence results in Theorems 2, 3, and 4 naturally hold for these ABB control laws. That is to say, with the conditions in Theorem 3 or Theorem 4, the corresponding ABB Lyapunov control laws (48) and (49) are always stable.

5.2 Further construction of \( P \)

Since the control functions (48) and (49) are continuously differentiable, the qualitative construction relation of \( P \) in Theorems 3 and 4 can guarantee convergence to the target state. In order to speed up the control process in the early stages, we can design diagonal elements of \( P \) such that the early-stage control has a bang-bang property.

Without loss of generality, we assume that the target state is the \( N \)-th eigenstate, i.e., \( \rho_f = \rho_N \). Consider the construction relation of \( P \) in Theorems 3 and 4, we denote \( P, \rho, H_0 \) and \( H_k \) as the following block forms:
\[
P \equiv \begin{bmatrix} pI_{N-1} & 0 \\ 0 & p_f \end{bmatrix},
\]
\[
\rho \equiv \begin{bmatrix} \rho^1 & \rho^2 \\ (\rho^2)^\dagger & \rho_f \end{bmatrix},
\]
\[
H_0 \equiv \begin{bmatrix} H_0^1 & 0 \\ 0 & \lambda_N \end{bmatrix},
\]
\[
H_k \equiv \begin{bmatrix} H_k^1 & H_k^2 \\ (H_k^1)^\dagger & (H_k)_{NN} \end{bmatrix} \equiv \begin{bmatrix} H_k^1 & R_k \\ R_k^\dagger & (H_k)_{NN} \end{bmatrix},
\]
where \( I_{N-1} \) is identity matrix of order \( N - 1 \); \( \rho^1, H_0^1 \) and \( \rho^2, H_0^2 \) are Hermitian matrices of order \( N - 1 \), and \( H_k^1 = \text{diag}[\lambda_1, \ldots, \lambda_{N-1}] \), \( \rho^2 \) and \( R_k = H_k^{2\dagger} \) are column vectors of dimension \( N - 1 \); and \( \rho_{NN} = \rho_{ff} \) and \( (H_k)_{NN} \) are real numbers.

Calculating \( T_1(t) \) gives
\[
T_k(t) = -i(p - p_N)\text{tr}\left[ \begin{bmatrix} \rho^1(t) & \rho^2(t) \end{bmatrix} \begin{bmatrix} 0 & R_k \\ -R_k^\dagger & 0 \end{bmatrix} \right]
= -2(p - p_N) \cdot \text{tr}(R_k|\rho^2(t)|) = 0.
\]

Since the evolution state starting from any initial pure state always stays, we can obtain an estimate of the amplitude of \( T_k(t) \) as:
\[
|T_k(t)| = 2(p - p_N) \cdot |\text{tr}(R_k|\rho^2(t)|)| \leq 2(p - p_N) \cdot |\text{tr}(R_k|\rho^2(t)|)| \leq 2(p - p_N) \cdot |R_k| \cdot \|\rho^2(t)\|
= 2(p - p_N) \cdot |R_k| \cdot \sqrt{|1 - \rho_{NN}(t)|} \rho_{NN}(t) \leq (p - p_N) \cdot |R_k|.
\]

For (55), when \( \text{tr}(p_0p_f) < \frac{1}{2} \), \( T_k(t) \) can reach the maximum value \( (p - p_N)|R_k| \) during the evolution process.

Assume that the initial state \( \rho_0 \) satisfies \( \text{tr}(p_0p_f) < \frac{1}{2} \) and that the control laws (48) and (49) are regarded as having the bang-bang property when the control value reaches \( \beta S, (\beta \approx 1, \beta < 1) \). In this case, we calculate from (48) and (49) that \( |T_k| = \frac{1}{\eta_k} \ln \frac{1 + \beta}{1 - \beta} \) and \( |T_k| = \frac{1}{\eta_k} \ln \frac{1 + \beta}{1 - \beta} \). Thus, when \( p - p_f \) satisfies \( (p - p_f)|R_k| \cdot \frac{1}{\gamma_k} \ln \frac{1 + \beta}{1 - \beta} > \frac{1}{\gamma_k} \ln \frac{1 + \beta}{1 - \beta} \) and \( (p - p_f)|R_k| \cdot \frac{1}{\gamma_k} \ln \frac{1 + \beta}{1 - \beta} \eta_k \), respectively, the bang-bang property will be dominant in the control process. These two expressions imply that, when \( \gamma_k \) is relatively small or \( \eta_k \) is relatively large, \( p - p_f \) should be large, and vice versa. The selection can also be explained as follows. When \( \gamma_k \) is very large or \( \eta_k \) is very small, a large \( p - p_f \) will put \( |T_k| \) in the saturation regions of the functions (48) and (49). This makes the whole control process similar to the bang-bang Lyapunov control in (34).

6 Numerical Examples

In this section, we present three numerical examples to demonstrate the performance of the proposed rapid Lyapunov control strategies. In the first example of two-level quantum systems, we compare the standard Lyapunov control, the switching Lyapunov control and ABB Lyapunov control. In the other two examples for three-level quantum systems and two-qubit superconducting
systems, the ABB Lyapunov control strategies are compared with the standard Lyapunov control. These simple quantum systems in the examples have significant applications in quantum information technology. The ABB Lyapunov control strategies are also applicable to general $N$-level quantum systems although more control fields are usually required to guarantee the controllability.

6.1 Two-level quantum system

Consider the two-level system (38) where $H_0 = \begin{bmatrix} 0 & 4 \\ 0 & 0 \end{bmatrix}$ and $H_1 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}$; the maximum admissible strength of the control field is $S = 0.2$; the initial pure state and the target eigenstate are given as $\rho_0 = \frac{1}{6} \begin{bmatrix} 1 & \sqrt{5} \\ \sqrt{5} & 1 \end{bmatrix}$ and $\rho_f = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$, respectively. According to Theorem 3 or Theorem 4, we set $P = \text{diag}(0.5, 1)$.

We present simulation results first for the bang-bang Lyapunov control (34) and standard Lyapunov control (20); then for the switching control (47). In order to compare the control effect of the two classes of rapid Lyapunov control methods, we also present the simulation results for the approximate bang-bang Lyapunov control (48) with $k = 1$ in Section 5. In simulations, we let the control gain in (20) and (47) be $K_1 = 0.4$ such that the maximum value of the standard Lyapunov control can reach up to the maximum admissible strength $S = 0.2$. Through multiple simulations, we choose $\gamma_1 = 11$ in (48) such that the ABB Lyapunov control (48) can achieve rapid convergence. Simulation results are shown in Fig. 1 and Fig. 2.

Fig. 1 shows the evolution curves of fidelities with the target state and the control fields under the bang-bang Lyapunov control (48) with $K_1 = 0.4$ such that the ABB Lyapunov control (48) can achieve excellent convergence to the target state. They can be seen from Fig. 1(a) that the standard Lyapunov control achieves convergence to the target state; and that the bang-bang Lyapunov control has better rapidness in the early stages but a high-frequency oscillation phenomenon occurs from $t = 5.5$ as shown in Fig. 1(b).

Lyapunov control and the standard Lyapunov control. It can be seen from Fig. 1(a) that the standard Lyapunov control achieves convergence to the target state; and that the bang-bang Lyapunov control has better rapidness in the early stages but a high-frequency oscillation phenomenon occurs from $t = 5.5$ as shown in Fig. 1(b).

Fig. 2 shows the evolution curves of fidelities with the target state, and the control fields under the switching Lyapunov control, the approximate bang-bang Lyapunov control, and the standard Lyapunov control. It can be seen from Fig. 2 that these two classes of rapid Lyapunov controls have similar control performance and achieve excellent convergence to the target state. They have better rapidness than the standard Lyapunov control. In addition, the switching Lyapunov control has slightly better rapidly convergence than the ABB Lyapunov control in (48). This is because that the switching Lyapunov control (47) always keeps the maximal control value 0.2 in the early stages (see Fig. 2(b)). More simulation results also show that it is possible in the switching Lyapunov control to obtain better performance by using a control strength less than $S$ for the initial bang-bang control field.

6.2 $\Xi$-type three-level system

Consider a three-level system with $\Xi$-type configuration. This system is controlled by only one control field, and its internal and control Hamiltonians are given as $H_0 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0.3 & 0 \\ 0 & 0 & 0.9 \end{bmatrix}$ and $H_1 = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}$, respectively. Assume that the maximum admissible strength of the control field is 0.1, and that the target state is the second eigenstate of the system, i.e., $\rho_f = |\lambda_2\rangle\langle \lambda_2|$. Based on Theorems 3 and 4, $\rho_f$ is isolated in the invariant set, and any system trajectory starting from initial pure states necessarily
converges to $\rho_f$ under the action of the control law (19) or (33) with the control function forms of (48) or (49).

Assume that the initial state is given as $\rho_0 = \frac{1}{2} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}$. In order to compare with the standard Lyapunov control (20), we choose $K_1 = 0.155$ in (20) so that the maximum strength of the standard Lyapunov control can reach the maximum admissible strength of the control field 0.1. Based on Theorem 3, we set $P = \text{diag}[1, 0.5, 1]$, choose (48) as the control law and set its hardness parameter as $\gamma_1 = 2, 5, 10, 50$, respectively. The simulation results are shown in Fig. 3.

It can be seen from Fig. 3 that, as the hardness parameter increases, the rapidness of the approximate bang-bang Lyapunov control (48) is reinforced. At the same time its convergence rate decreases in the later stages. Based on simulation experiments, when $5 \leq \gamma_1 \leq 10$, we can obtain improved control performance compared with the standard Lyapunov control for this system, considering both rapidness and convergence.

### 6.3 Two-qubit superconducting system

In this subsection, we consider the control problem of a superconducting quantum system of two qubits. Superconducting qubits have been recognized as promising quantum information processing units due to their scalability and design flexibility [47, 48, 49]. Superconducting qubits can behave quantum mechanically while they can be controlled by adjusting some classical quantities such as currents and voltages. Here we consider the coupled two-qubit system in [50] where two charge qubits are coupled via an LC-oscillator. The system model can be described as

$$
\dot{\rho}(t) = -i \left[ u_{1z} \sigma_{2z}^{(1)} \otimes I_2 + u_{2z} I_2 \otimes \sigma_{2z}^{(2)} + u_{1x} \sigma_{2x}^{(1)} \otimes I_2 + u_{2x} I_2 \otimes \sigma_{2x}^{(2)} + u_{xx} \sigma_{2x}^{(1)} \otimes \sigma_{2x}^{(2)} \right],
$$

where $I_2 = [\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}]$; $\sigma_{2z}^{(1)} = \sigma_{2z}^{(2)} = [\begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}]$ and $\sigma_{2x}^{(1)} = \sigma_{2x}^{(2)} = [\begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}]$ are the Pauli matrices along the $z$ and $x$ directions, respectively. Considering the experimental parameters [51], we assume that these control fields satisfy the following constraints: $1 \text{ GHz} \leq |u_{1z}(t)| \leq 20 \text{ GHz}$, $|u_{2z}(t)| \leq 10 \text{ GHz}$, $(j = 1, 2)$; and $|u_{xx}(t)| \leq 0.5 \text{ GHz}$. 

![Fig. 3](image1.png)

![Fig. 4](image2.png)

![Fig. 5](image3.png)
Assume that the target state is $\rho_f = |\lambda_1\rangle\langle\lambda_1|$. For simplicity, we let $u_{1z}(t) = 10$ GHz, $u_{2z}(t) = 5$ GHz, $u_{1x}(t) = u_1(t)$, $u_{2x}(t) = u_2(t)$, and $u_{3x}(t) = u_3(t)$. Thus, the model (56) can be written as

$$\dot{\rho}(t) = -i \left[ H_0 + \sum_{k=1}^{3} u_k(t) H_k, \rho(t) \right], \quad (57)$$

where $H_0 = \text{diag}[15, 5, -5, -15], H_1 = \sigma_x^{(1)} \otimes I_2, H_2 = I_2 \otimes \sigma_x^{(2)}, H_3 = \sigma_x^{(1)} \otimes \sigma_x^{(2)}, |u_j(t)| \leq 10$ GHz, $(j = 1, 2)$, and $|u_3(t)| \leq 0.5$ GHz. The initial state is given as the pure state $\rho_0 = \frac{1}{13} \begin{bmatrix} 1 & 1 & \sqrt{13} \\ 1 & 1 & \sqrt{13} \\ \sqrt{13} & \sqrt{13} & 1 \end{bmatrix}$.

Set $P = \text{diag}[0.5, 1, 1, 1]$, and choose (49) as our control law. For comparison with the standard Lyapunov control, we choose $K_1 = 15, K_2 = 12$, and $K_3 = 0.6$ for the standard Lyapunov control (20). According to simulation results, we know that the maximum values of the control fields are 3.9, 3.4, and 0.2, respectively. Therefore, we set these three values to be the maximum admissible strengths of the three approximate bang-bang Lyapunov control fields, i.e., $S_1 = 3.9, S_2 = 3.4$, and $S_3 = 0.2$. Further, we choose their hardness parameters as $\eta_1 = \eta_2 = 0.005$, and $\eta_3 = 0.01$, respectively. The simulation results are shown in Fig. 4 and Fig. 5.

It can be seen from Fig. 4 that both the approximate bang-bang Lyapunov control (49) and the standard Lyapunov control (20) achieve convergence, but the rapidness of the approximate bang-bang Lyapunov control (49) is better than that of the standard Lyapunov control (20). Fig. 5 shows that the three control fields associated with the approximate bang-bang Lyapunov control (49) have a bang-bang like property in the early stages of the control, which speeds up the control process.

7 Conclusions

In this paper, we have designed a switching Lyapunov control strategy between the bang-bang Lyapunov control and standard Lyapunov control and two approximate bang-bang Lyapunov control laws. These Lyapunov control laws can achieve rapidly convergent control for quantum systems by choosing appropriate parameters. In particular, convergence has been analyzed via the LaSalle invariance principle, and a construction method for the degrees of freedom in the Lyapunov function has been provided. We have also derived a sufficient condition for the existence of high-frequency oscillations that can be used for switching Lyapunov control design. Simulation experiments showed that the proposed Lyapunov control methods can achieve improved performance for manipulating quantum systems. Further research includes optimizing these parameters in the control laws and extending the proposed methods to more general quantum systems.

Appendix: Switching between bang-bang Lyapunov controls with different strengths

Here, we can design another switching Lyapunov control strategy for two-level quantum systems in Section 4, i.e., switching between bang-bang Lyapunov controls with different control bounds.

Observing the high-frequency oscillation condition for two-level systems in Theorem 6, it is clear that reducing the bang-bang Lyapunov control strength can avoid high-frequency oscillations. This observation inspires us to develop a new switching design strategy involving switching between bang-bang Lyapunov controls with different control bounds.

Assume that the state $\rho(\tilde{0})$ at the zero point $\tilde{0}$ of $T_1(t)$ satisfies the high-frequency oscillation condition in the bang-bang Lyapunov control (34). In theory, any positive number such that the infinitesimal high-frequency oscillation condition is not satisfied may be chosen as the strength of the new bang-bang Lyapunov control. The selection of strengths is not unique. For instance, we can design the following bang-bang control strength:

$$S(\tilde{0})^+ = \frac{\mu_1 \omega_{12} |\rho_{12}(\tilde{0})|}{|\rho_{11}(\tilde{0}) - \rho_{22}(\tilde{0})|}, \quad (58)$$

where $S(\tilde{0})^+$ represents the strength of the new bang-bang Lyapunov control after time $\tilde{0}$; and $\mu_1 \in (0, 1)$ is a constant guaranteeing that the new control strength does not satisfy the high-frequency oscillation condition.

Considering the fact that $0 \leq 2 \sqrt{(1 - \rho_{11}(t)) \rho_{11}(t)} = 2 |\rho_{12}(t)| \leq 1$ and $|\rho_{12}(t)| \to 0$ as $t \to \infty$, we may design a coefficient-varying bang-bang control strength as follows:

$$S(\tilde{0})^+ = \frac{2 \mu_2 \omega_{12} |\rho_{12}(\tilde{0})|^2}{|\rho_{11}(\tilde{0}) - \rho_{22}(\tilde{0})|^2}, \quad (59)$$

where the constant $\mu_2 \in (0, 1)$ can be properly chosen. It is clear that the coefficient $2 \mu_2 |\rho_{12}(\tilde{0})|$ also guarantees that the high-frequency oscillation condition does not hold. Hence, we can use the following switching control law for the two-level system (38):

$$u_1(t) = \begin{cases} - S(\tilde{0})^+ \cdot \text{sgn}(T_1(t)), & \frac{|r| |\rho_{11}(\tilde{0}) - \rho_{22}(\tilde{0})|}{|\rho_{12}(\tilde{0})|} \\
\geq \frac{\omega_{12}}{S(\tilde{0})^+}, \rho_{12}(\tilde{0}) \neq 0 \\
- S(\tilde{0})^- \cdot \text{sgn}(T_1(t)), & \text{otherwise} \end{cases} \quad (60)$$
where $S(\hat{0})$ represents the last strength of the bang-bang Lyapunov controls before time $\hat{0}$. In particular, the strength of the bang-bang Lyapunov control before the first zero point is $S$.

Acknowledgements

This work was supported by the Fundamental Research Funds for the Central Universities (No. WK2100100019, China), the National Natural Science Foundation of China (No. 60904033), and the Australian Research Council (DP130101658, FL110100020).

References

[1] D. Dong, and I. R. Petersen, “Quantum control theory and applications: A survey,” IET Control Theory & Applications, vol. 4, no. 12, pp. 2651-2671, 2010.
[2] H. M. Wiseman, and G. J. Milburn, Quantum Measurement and Control. Cambridge University Press, 2009.
[3] D’Alessandro, Introduction to Quantum Control and Dynamics. Taylor and Francis Group, Boca Raton, 2007.
[4] C. Altafini, and F. Ticozzi, “Modeling and control of quantum systems: an introduction,” IEEE Transactions on Automatic Control, vol. 57, no. 8, pp. 1998-2017, 2012.
[5] F. Ticozzi, and L.Viola, “Analysis and synthesis of attractive quantum Markovian dynamics,” Automatica, vol. 45, no. 9, pp. 2002-2009, 2009.
[6] J. Zhang, R. B. Wu, Y. X. Liu, C. W. Li, and T. J. Tarn, “Quantum coherent nonlinear feedback with applications to quantum optics on chip,” IEEE Transactions on Automatic Control, vol. 57, no. 8, pp. 1997-2008, 2012.
[7] F. Dolce, V. Bergholm, Y. Wang, I. Jakobi, B. Naydenov, S. Pezzagna, J. Meijer, F. Jelezko, P. Neumann, T. Schulte-Herbrüggen, J. Biamonte, and J. Wachter, “High-fidelity spin entanglement using optical control,” Nature Communications, vol. 5, p. 4371, 2014.
[8] G. Riviello, C. Brif, R. Long, R. B. Wu, K. M. Tihchets, T. S. Ho, and H. Rabitz, “Searching for quantum optimal control fields in the presence of singular critical points,” Physical Review A, vol. 90, no. 1, p. 013404, 2014.
[9] D. Stefanatos, “Optimal shortcuts to adiabaticity for a quantum piston,” Automatica, vol. 49, no. 10, pp. 3079-3083, 2013.
[10] H. Yuan, C. P. Koch, P. Salamon, and D. J. Tannor, “Controllability on relaxation-free subspaces: On the relationship between adiabatic population transfer and optimal control,” Physical Review A, vol. 85, no. 3, p. 033417, 2012.
[11] J. R. Kuklinski, U. Gabaatz, F. T. Hioe, and K. Bergmann, “Adiabatic population transfer in a three-level system driven by delayed laser pulses,” Physical Review A, vol. 40, no. 11, pp. 6741-6744, 1989.
[12] E. A. Shapiro, V. Mihler, C. Menzel-Jones, and M. Shapiro, “Piecewise adiabatic passage with a series of femtosecond pulses,” Physical Review Letters, vol. 99, p. 053002, 2007.
[13] A. Ferrante, M. Pavon, and G. Raccanelli, “Driving the propagator of a spin system: a feedback approach,” in Proc. 41th IEEE Conference on Decision and Control, 10-13 December, 2002, Las Vegas, USA.
[14] M. Mirrahimi, P. Rouchon, and G. Turinici, “Lyapunov control of bilinear Schrödinger equations,” Automatica, vol. 41, no. 11, pp. 1987-1994, 2005.
[15] C. Altafini, “Feedback stabilization of isospectral control systems on complex flag manifolds: application to quantum ensembles,” IEEE Transactions on Automatic Control, vol. 52, no. 11, pp. 2019-2028, 2007.
[16] K. Beauchard, J. M. Coron, M. Mirrahimi, and P. Rouchon, “Implicit Lyapunov control of finite dimensional Schrödinger equations,” Systems & Control Letters, vol. 56, no. 5, pp. 388-395, 2007.
[17] X. Wang, and S. G. Schirmer, “Analysis of Lyapunov method for control of quantum states,” IEEE Transactions on Automatic Control, vol. 55, no. 10, pp. 2259-2270, 2010.
[18] X. Wang, and S. G. Schirmer, “Analysis of effectiveness of Lyapunov control for non-generic quantum states,” IEEE Transactions on Automatic Control, vol. 55, no. 6, pp. 1406-1411, 2010.
[19] S. Kuang, and S. Cong, “Lyapunov control methods of closed quantum systems,” Automatica, vol. 44, no. 1, pp. 98-108, 2008.
[20] X. Y. X, X. L. Huang, C. Wu, and C. H. Oh, “Driving quantum systems into decoherence-free subspaces by Lyapunov control,” Physical Review A, vol. 80, no. 5, p. 052316, 2009.
[21] S. Zhao, H. Lin, and Z. Xue, “Switching control of closed quantum systems via the Lyapunov method,” Automatica, vol. 48, no. 8, pp. 1833-1838, 2012.
[22] S. C. Hou, M. A. Khan, X. X. Yi, D. Dong, and I. R. Petersen, “Optimal Lyapunov-based quantum control for quantum systems,” Physical Review A, vol. 86, no. 2, p. 022321, 2012.
[23] L. C. Wang, S. C. Hou, X. X. Yi, D. Dong, and I. R. Petersen, “Optimal Lyapunov quantum control of two-level systems: Convergence and extended techniques,” Physics Letters A, vol. 378, no. 16-17, pp. 1074-1080, 2014.
[24] M. R. James, H. I. Nurdin, and I. R. Petersen, “$H^\infty$ control of linear quantum stochastic systems,” IEEE Transactions on Automatic Control, vol. 53, no. 8, pp. 1787-1803, 2008.
[25] H. I. Nurdin, M. R. James, and I. R. Petersen, “Coherent quantum LQG control,” Automatica, vol. 45, no. 8, pp. 1837-1846, 2009.
[26] G. Zhang, and M. R. James, “Direct and indirect couplings in coherent feedback control of linear quantum systems,” IEEE Transactions on Automatic Control, vol. 56, no. 7, pp. 1535-1550, 2011.
[27] D. Dong, and I. R. Petersen, “Sliding mode control for quantum systems,” New Journal of Physics, vol. 11, no. 10, p. 105033, 2009.
[28] D. Dong, and I. R. Petersen, “Sliding mode control of two-level quantum systems,” Automatica, vol. 48, no. 5, pp. 725-735, 2012.
[29] K. Beauchard, P. S. P. da Silva, and P. Rouchon, “Stabilization for an ensemble of half-spin systems,” Automatica, vol. 48, no. 1, p. 68-76, 2012.
[30] M. Sugawara, “General formulation of locally designed coherent control theory for quantum system,” The Journal of Chemical Physics, vol. 118, no. 15, pp. 6784-6800, 2003.
[31] S. Kuang, and S. Cong, “Population control of equilibrium states of quantum systems via Lyapunov method,” Acta Automatica Sinica, vol. 33, no. 1, pp. 1257-1263, 2010.
[32] W. Cui, and F. Nori, “Feedback control of Rabi oscillations in circuit QED,” Physical Review A, vol. 88, no. 6, p. 063823, 2013.
[33] Y. Pan, H. Amini, Z. Miao, J. Gough, V. Ugrinovskii, and M. R. James, “Heisenberg picture approach to the stability of quantum Markov systems,” *Journal of Mathematical Physics*, vol. 55, no. 6, p. 062701, 2014.

[34] B. Qi, “A two-step strategy for stabilizing control of quantum systems with uncertainties,” *Automatica*, vol. 49, no. 3, pp. 834-839, 2013.

[35] B. Qi, H. Pan, and L. Guo, “Further results on stabilizing control of quantum systems,” *IEEE Transactions on Automatic Control*, vol. 58, no. 5, pp. 1349-1354, 2013.

[36] I. R. Petersen, V. Ugrinovskii, and M. R. James, “Robust stability of uncertain linear quantum systems,” *Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences*, vol. 370, no. 1979, pp. 5354-5363, 2012.

[37] D. Dong, and I. R. Petersen, “Notes on sliding mode control of two-level quantum systems,” *Automatica*, vol. 48, no. 12, pp. 3089-3097, 2012.

[38] N. Yamamoto, and L. Bouten, “Quantum risk-sensitive estimation and robustness,” *IEEE Transactions on Automatic Control*, 2009, vol. 54, no. 1, pp. 92-107, 2009.

[39] R. L. Kosut, M. D. Grace, and C. Brif, “Robust control of quantum gates via sequential convex programming,” *Physical Review A*, vol. 88, no. 5, p. 052326, 2013.

[40] J. Ruths, and J. S. Li, “Optimal control of inhomogeneous ensembles,” *IEEE Transactions on Automatic Control*, vol. 57, no. 8, pp. 2021-2032, 2012.

[41] D. Dong, M. A. Mabrok, I. R. Petersen, Q. Qi, C. Chen and H. Rabitz, “Sampling-based learning control for quantum systems with uncertainties,” *IEEE Transactions on Control Systems Technology*, vol. 23, no. 6, pp. 2155-2166, 2015.

[42] N. Weaver, “Time-optimal control of finite quantum systems,” *Journal of Mathematical Physics*, vol. 41, no. 8, pp. 5262-5269, 2000.

[43] N. Khaneja, S. J. Glaser, and R. Brockett, “Sub-Riemannian geometry and time optimal control of three spin systems: quantum gates and coherence transfer,” *Physical Review A*, vol. 65, no. 3, p. 032301, 2002.

[44] B. Bonnard, and D. D’Alessandro, “Notions of controllability for bilinear multilevel quantum systems,” *IEEE Transactions on Automatic Control*, vol. 48, no. 8, pp. 1399-1403, 2003.

[45] G. Wendin, and V. S. Shumeiko, in *Handbook of Theoretical and Computational Nanotechnology*, edited by M. Rieth and W. Schommers, (American Scientific Publishers, Los Angeles, 2006), Chap. 12; arXiv:cond-mat/0508729.