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Abstract

Variational auto-encoders (VAEs) are a popular and powerful deep generative model. Previous works on VAEs have assumed a factorized likelihood model, whereby the output uncertainty of each pixel is assumed to be independent. This approximation is clearly limited as demonstrated by observing a residual image from a VAE reconstruction, which often possess a high level of structure. This paper demonstrates a novel scheme to incorporate a structured Gaussian likelihood prediction network within the VAE that allows the residual correlations to be modeled. Our novel architecture, with minimal increase in complexity, incorporates the covariance matrix prediction within the VAE. We also propose a new mechanism for allowing structured uncertainty on color images. Furthermore, we provide a scheme for effectively training this model, and include some suggestions for improving performance in terms of efficiency or modeling longer range correlations.
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\caption{Given an input image, reconstructions from a VAE and our model are shown. The VAE models the output distribution as a factorized Gaussian, while our model uses a structured Gaussian likelihood. We show the means $\mu$ and a sample $\epsilon$ from the corresponding covariances. The correlated noise sample of our model better captures the structure present in natural images.}  
\end{figure}

1 Introduction

Generative probabilistic models are a popular tool for estimating data density distributions of images. Aside from reconstruction and interpolation, deep generative models allow for synthesizing novel examples from the learned distribution. There are a number of interesting applications for such models; for example, image super-resolution \cite{1}, editing images based on attributes \cite{2}, disentangling shading and albedo \cite{3} or noise removal \cite{4}.

We are interested in generative models with explicit likelihood functions. These types of models are, in general, sufficiently flexible to learn complex distributions and are efficient at inference and learning. They can also be well suited to reconstructing images, which is useful in certain applications.
Variational AutoEncoders (VAEs) [5,6] are a powerful family of deep generative models that perform variational inference in order to learn high-dimensional distributions on large datasets. In this model, a mapping is learned from a latent representation to image space using a set of training examples. To be able to compute the variational expressions, the associated distributions for both the latent parameters and the residual distribution must have explicit analytic forms. In general, factorized Gaussian likelihoods are the usual choice for the distributions due to their simplicity.

For image data, factorized likelihoods imply that the residual error at each pixel is distributed independently. In contrast, correlated likelihood models can account for some spatial structure in the uncertainty distribution. The factorized assumption is demonstrably false in practical applications, where the residual image often exhibits a clear spatial structure. The difference between factorized and correlated likelihoods can be highlighted by comparing samples from the output of uncertainty distributions, as shown in Fig. 1.

Recent work [7] demonstrated that it is possible to predict the structured output uncertainty of a generated image given a learned latent representation. In essence estimating a covariance matrix from a single sample. Given the clear limitations of the factorized model, we hypothesize that modeling the structure of residuals should be beneficial to training VAEs. To investigate this, we propose to extend the VAE by using a structured Gaussian likelihood distribution.

Providing the VAE with a structured noise model endows it with the capability of modeling complex, high-frequency features, which do not reliably occur in the same location (e.g., hair), stochastically rather than deterministically. This allows the VAE to concentrate on structure that it can model correctly.

To the best of our knowledge, this work shows the first approach for training VAEs with a correlated Gaussian likelihood. A naive approach would introduce \((n_p^2-1)/2+n_p\) parameters, where \(n_p\) is the number of pixels in the image. This is infeasible with standard strategies for training deep neural networks.

In this paper we show how to efficiently overcome these limitations. We have three main contributions. (1) Providing a novel architecture that combines the VAE and structured covariance prediction models, while limiting the number of additional parameters over the original VAE. The proposed architecture also allows for structured uncertainty prediction in color images. (2) An investigation into effective training strategies to avoid poor local minima. (3) Enhancements to the covariance prediction model of [7] for improved efficiency (particularly for high dimensional data) and allowing longer range correlations to be modeled. We show experiments on the CelebA and LSUN Churches [8] datasets and demonstrate that, in terms of the predicted residual distribution, our model offers significant improvements over the factorized Gaussian VAE.

## 2 Related work

This work considers VAE [5], which employs a maximum likelihood approach, with a variational approximation on the posterior distribution. VAEs commonly use factorized Gaussian likelihoods for modeling image data. Previous work can be classified into: methods that improve the flexibility of the posterior distribution, and methods that improve the flexibility of the likelihood distribution.

The majority of recent research into VAEs has been focused on improving the flexibility of the posterior latent distribution. Such methods include: parametrized transformations of the distribution with tractable Jacobians [9,10], and employing adversarial training [11]. Distributions without tractable probability density functions can be adopted [12,13]. Implicit representations via multiple sampling [14] and Stein particle-based representations [15] have also been explored. This approaches seek to reduce the error induced by the variational approximation on the posterior distribution. However, they still employ the simple factorized assumption on the residual distribution. They are orthogonal to our work, and any of them could in principle be used in conjunction with our correlated Gaussian likelihood.

More related to our work are methods that improve the flexibility of the likelihood distribution. An implicit representation based on Generative Adversarial Networks (GANs) [11] has been explored [16]. However, this method suffers from known issues in GAN training, such as mode collapse and unstable training [17]. Much work [18,19] has been done to attempt to address those issues with GANs models, yet a satisfactory solution is still to be found. Autoregressive distributions allow for complex
correlations in the data to be modeled. PixelCNN [20] offers a tractable neural approximation to learn these distributions. Previous work has used PixelCNN distributions for VAEs [21][22][23], achieving impressive results. The sequential nature of the distribution, requires a forward pass of the network for each pixel that is generated, which makes it computationally demanding. In contrast our method is able to model correlations and generate samples in a single forward pass of the network.

Most work on structured uncertainty is only applicable to restricted settings, such as small data scenarios [24], temporally correlated noise models [25] and in Gaussian processes [26]. However these techniques in general do not scale well to deep learning settings which typically use large quantities of high-dimensional data. Methods applicable to deep learning include factorized Gaussian heteroscedastic noise prediction in image segmentation networks [27], and correlated Gaussian noise prediction from a latent image representation [7].

3 Variational Autoencoder

We start by reviewing the VAE [5] model. A VAE consists of (i) a decoder, \(p_\theta(x | z)\), which models the probability distribution of the input data, \(x\), conditioned on a low-dimensional representation, \(z\), in a latent space and (ii) an encoder, \(q_\phi(z | x)\), which models the reverse process. Neural networks parametrized by \(\theta\) and \(\phi\), are used to model the distributions.

The parameters of the neural networks are estimated such that the marginal likelihood of the input data, \(p_\theta(x)\), is maximized under a variational Bayesian approximation:

\[
\log p_\theta(x) = D_{KL}[q_\phi(z | x) || p_\theta(z | x)] + L_{VAE},
\]

where the variational lower bound is

\[
L_{VAE} = E_{z \sim q_\phi(z | x)} \left[ \log p_\theta(x | z) \right] - D_{KL}[q_\phi(z | x) || p_\theta(z)].
\]

In the right-hand side of Eq. 1, the first term measures the distance between the approximate and the true unknown posterior. In the right-hand side of the variational lower bound, the first term is the reconstruction error, and the second term is the KL divergence between the encoder distribution and a known prior. Maximizing the bound will be approximately equivalent to maximizing the marginal likelihood, as long as the approximate posterior distribution is flexible enough.

For continuous data, the approximate posterior and the data likelihood usually take the form of multivariate Gaussian distributions with factorized covariance matrices

\[
q_\phi(z | x) = N\left( \mu(x), \omega(x)^2 I \right),
\]

\[
p_\theta(x | z) = N\left( \mu(z), \sigma(z)^2 I \right),
\]

where \(x\) is the image as a column vector, the means \(\mu(z), \rho(x)\) and variances \(\sigma(z)^2, \omega(x)^2\) are (non-linear) functions of the inputs or the latent variables.

4 Methodology

We propose to extend the VAE to use a correlated Gaussian likelihood

\[
p_\theta(x | z) = N\left( \mu(z), \Sigma(z) \right),
\]

where \(\Sigma(z)\) is a dense covariance matrix. The covariance matrix captures the correlations between pixels, thus allowing the model to predict correlated uncertainty over its outputs.

The learning task for the model is ill-posed, as a full covariance matrix \(\Sigma(z)\) must be predicted from each input using its encoded latent representation. Moreover, the initial estimates are far away from any reasonable solution, as the weighs of the networks are initialized randomly.

The first issue can be partly overcome by leveraging previous work on structured uncertainty prediction for deep neural networks [7]. In that work, the authors tackled the problem by restricting the uncertainty prediction network to only be able to model covariance matrices that have sparse inverses. Formally, these restricted covariance matrices are defined as

\[
\Sigma(z)^{-1} = \Lambda(z) = L(z) L(z)^T,
\]
where the $\Lambda(z)$ is a sparse precision matrix, and $L(z)L(z)^T$ is its Cholesky decomposition.

The advantages of modeling the covariance in this way, is that the uncertainty prediction network is only required to estimate the non-zero values in $L(z)$, and it is trivial to evaluate all the terms of a Gaussian likelihood from $L(z)$. Moreover, despite $\Lambda(z)$ being sparse, $\Sigma(z)$ remains a dense matrix, which allows modeling long-range correlations in the residuals. The sparsity pattern proposed by the authors is such that, for a predefined patch size $n_f$, pixels that are inside the $n_f$-neighborhood in image space have non-zero entries in $L(z)$. For an input image with $n_p$ pixels there are $n_p \times (n_f^2 - 1)/2 + 1$ non-zero entries in $L(z)$, as $L(z)$ is a lower triangular matrix. The number of parameters of the covariance prediction network is proportional to the square of the neighborhood size $n_f$.

The $L(z)$ network as described in [7], can only be used to estimate sparse precision matrices for small gray-scale images. In the following sections we will show how to apply the method within the context of VAEs, and how to handle color images as well as larger resolution inputs.

### 4.1 Color images

We present a structure uncertainty approach that can model color images with a minimal increment in the number of parameters over modeling gray-scale images. To achieve this, we first observe that in a luminance color space, such as YCbCr, the high-frequency details of the image are mostly encoded in the luminance channel. This fact has been used by image compression algorithms like JPEG, where the color channels Cb and Cr are quantized with minimal loss of quality in the resulting images. It is known that VAEs struggle to model high-frequency details, leading to highly structured residuals for the luminance channel, in contrast the Cb and Cr, which are smooth by nature, lead to mostly uncorrelated residuals, as shown in Fig. 2.

Therefore, the luminance channel is modeled using a correlated Gaussian distribution, while the remaining channels will use factorized Gaussians

$$x = [x_Y, x_{Cb}, x_{Cr}],$$

$$p_\theta(x | z) = p_\theta(x_Y | z)p_\theta(x_{Cb} | z)p_\theta(x_{Cr} | z),$$

$$p_\theta(x_Y | z) = N(\mu_Y(z), \Sigma(z)),$$

$$p_\theta(x_{Cb} | z) = N(\mu_{Cb}(z), \sigma_{Cb}(z)^2 I),$$

$$p_\theta(x_{Cr} | z) = N(\mu_{Cr}(z), \sigma_{Cr}(z)^2 I).$$

Many datasets contain images compressed in JPEG, and as aforementioned this format quantizes the Cb Cr channels. The loss of information due to quantization can be problematic, as with different amount of information the color channels should be treated differently. In order to equalize the
amount of information per pixel across channels, the Cb Cr channels are downsampled with a factor proportional to the quantization factor.

4.2 Priors

As our generative model estimates both a mean and a covariance matrix per input image, we must employ some regularization to avoid poor solutions. Intuitively, little variance is desired on the predicted covariance matrix, i.e. the model should be certain about its predictions. Another issue is the prediction of spurious correlations, which are not well supported by the data. Experimentally, we find that without any regularization a randomly initialized network has a tendency to model most of the information in the covariance matrix \( \Sigma(z) \), which is undesirable.

The Bayesian approach for regularization is to add a prior distribution over the predicted parameters. The standard prior used for covariance matrices is an inverse Wishart distribution, as this is a conjugate prior for the normal distribution. Alternatively, we could consider a Gamma distribution for the diagonal values in \( L(z) \) and a Gaussian for the off-diagonal ones.

In practice, finding a good set of parameters for the priors that encouraged low variance and sparse correlation structure was difficult to find. The total likelihood of the model was in dominated by the cost of the priors. Both the Wishart and the Gamma-Gaussian priors made the posterior too strongly diagonal. Empirically, we obtained good results with a variance minimizer and an \( L_1 \) regularizer for the off-diagonal elements in \( L(z) \), where the loss is defined as

\[
L = L_{\text{VAE}} + \alpha ||\sigma(z)^2||_1 + \gamma \sum_{i,j} |L(z)_{i,j}|, \tag{12}
\]

where \( \alpha \) and \( \gamma \) are scalar hyper-parameters and \( i \neq j \). Evaluating the estimated variance \( \sigma(z)^2 \) given \( L(z) \) implies performing a costly matrix inverse. Instead we approximate the term using the empirical variance \( ||\sigma(z)^2||_1 \approx ||x - \mu(z)||_2^2 \).

4.3 Scaling to larger images

To model larger images, the size of the neighborhood should be increased accordingly, so that relevant correlations are still modeled. However, the dimensionality of the covariance matrix increases quadratically with the size of the neighborhood. Our proposed solution is to reduce the dimensionality of \( L(z) \) by approximating it with a learnable basis

\[
L(z) = s(BW(z)), \tag{13}
\]

where \( B \) is a \((n_p^2 - 1)/2 + 1 \times n_b \) matrix containing the basis, \( W(z) \) is a \( n_b \times n_p \) matrix of weights, \( n_p \) is the number of pixels in the input, \( n_b \) is the number of basis vectors and \( n_t \) is the neighborhood size. Each column in the matrix \( BW(z) \) contains a dense representation of the corresponding column in \( L \), and the operator \( s(\cdot) \) pads with zeroes its input, converting from the dense representation of \( BW(z) \) to the sparse one of \( L(z) \).

The covariance network output becomes \( W(z) \), while the basis \( B \) is learned at train time and it is shared for all the images. To further boost the reduction in dimensionality in \( L(z) \), the bases \( B \) can be constructed such that the neighboring structure is similar to dilated convolutions.

Experimentally, we saw only marginal gains when using the basis, the dilated sparsity pattern and both together. However, dilated convolutions have been shown to be a good approximation to large dense filters. Therefore, we believe such dilated-like sparsity patterns might be useful for larger resolution images.

4.4 Efficiency

Our approach can be implemented efficiently in modern GPU architectures. During learning the conditional log likelihood of the data is evaluated as

\[
\log p_\theta(x|z) = -\frac{1}{2} \left( \log |\Lambda(z)| + (x - \mu(z))^T \Lambda(z)(x - \mu(z)) + n_p \log(2\pi) \right). \tag{14}
\]

The basis derivation in the previous section is used, where \( L(z) = s(BW(z)) \). The square error term can be evaluated as \( yy^T \), where \( y = (x - \mu)^T L(z) \), which avoids explicitly constructing \( \Lambda \).
We use the aligned and cropped version of the dataset, and we further crop the image in a square. We evaluate our model on the CelebA [28] and LSUN Outdoor Churches [8] datasets. The networks VAEs with factorized Gaussian likelihoods can overfit to the reconstruction error, thus producing a low quality samples. If no basis matrix is used, the same convolutional approach can be applied by setting $B = I$.

Table 1: Quantitative comparison of density estimation error measured as the negative log likelihood (NLL) for the (grayscale / YCbCr) CelebA dataset, lower is better. FLOPs measures models complexity, and KL denotes the KL divergence of the approximate posterior to the prior. Our model is able to achieve a likelihood similar to previous work [7], with a significant reduction in model complexity.

5 Results

We evaluate our model on the CelebA [28] and LSUN Outdoor Churches [8] datasets. The networks are implemented in Tensorflow [29] and they are trained on a single Titan X GPU using the Adam [30] optimizer. All experiments use images of $64 \times 64$ pixels, where the Cb and Cr channels are blurred and downsampled to $16 \times 16$ pixels. The patch size $n_f$ for our covariance prediction is set to 3. Additional details on the model architecture can be found in the supplemental material. For data augmentation we employ simple left-right flips of the images.

All models are trained with images on the YCbCr space, which allows a direct comparison. Two factorizations are tested for VAEs, a spherical covariance for both the Y and Cb and Cr channels, denoted as VAE (Sph), and a diagonal covariance for the Y channel and spherical for Cb and Cr, denoted VAE (Diag). Results for VAEs trained with RGB data are shown in the supplement.

A batch size of 64 and a learning rate of 0.0005 is used. VAE (Sph) is used as pretraining for our model, additionally for the first 5 epochs only the structured uncertainty branch of the network is trained. The hyper-parameters values for the regularizers are $\alpha = 10$ and $\beta = 0.001$.

5.1 CelebA

We use the aligned and cropped version of the dataset, and we further crop the image in a square centered at the face, following the same procedure as [16]. All the models are trained for 110 epochs.

VAEs with factorized Gaussian likelihoods can overfit to the reconstruction error, thus producing a low quality samples. $\beta$-VAE [31] address this issue by increasing the weight of the KL term in the log likelihood. We show results for both a VAE and $\beta$-VAE trained with a diagonal Gaussian likelihood. For $\beta$-VAE the authors recommend a value of $\beta$ of 0.25 for this dataset, however we found experimentally that a value of 5 performed better. For a fair comparison with SUPN [7], the pretrained VAE that is needeed for the method is trained using our approach.

Quantitative results are shown in Table 1. The lower bound of the negative log likelihood on the test set, evaluated with 500 z samples per image as described in [13]. For $\beta$-VAE we report the likelihood after setting $\beta = 1$. Values are reported for both grayscale and YCbCr images. Our method achieves significantly lower likelihood than competing methods, with the exception of [7]. However, our model is less complex as we do not require a separate decoder network for the structured covariance prediction.

The KL divergence between the approximate posterior and the prior show that our correlated residual distribution prediction is also beneficial in order to achieve a latent distribution that better follows the prior.
Reconstructions are shown in Fig. 3. The means, $\mu$, obtained with our model are comparable to competing methods and the samples, $\epsilon$, from the noise model add plausible details, like hair.

Samples of all the models are shown in Fig. 4. The VAE is over confident in its predictions, as denoted by the high value in the KL divergence shown in Table 1. Consequently, this leads to a latent space that does not follow the prior distribution and thus to the poor samples observed. $\beta$-VAE is able to produce samples that are of similar quality to its reconstructions. Our method is able to produce good quality samples, where the structured uncertainty prediction branch is again able to model high frequency details.

5.2 LSUN

We use the church outdoors category of this dataset, as the test data is not available we use the validation set instead. All the models are trained for 150 epochs.

Quantitative results for reconstructions are presented in Table 2 where we measure the mean squared error (MSE) with respect to the input, as well as the negative log likelihood. The MSE is measured using the RGB images before the conversion to YCbCr color space, and it is computed using only the predicted means, i.e. $\epsilon$ is set to zero. The values correspond to images in the $[0, 255]$ range, and we show mean and standard deviations across the dataset. Our model is able to offer an improvements over a VAE with diagonal Gaussian, while the $\beta$-VAE shows a significant drop in the reconstruction quality. A VAE with spherical noise is able to achieve the lowest reconstruction cost. Our model is able to outperform competing methods in terms of marginal log likelihood.
Table 2: Quantitative comparison of density estimation error measured as the negative log likelihood (NLL) for the LSUN dataset, lower is better. Our model is able to achieve a significant improvement in likelihood in comparison with VAEs with factorized noise models.

| Model          | NLL        | KL     | MSE      |
|----------------|------------|--------|----------|
| VAE (Sph) [5]  | −2440 ± 1176 | 303.83 | 566 ± 285 |
| VAE (Diag) [5] | −4464 ± 1924 | 331.06 | 728 ± 327 |
| β-VAE (Diag) [31] | −4213 ± 2055 | 205.88 | 800 ± 354 |
| Ours           | −6918 ± 2423 | 313.92 | 614 ± 286 |

Figure 5: Comparison of image reconstructions for the different models. Our model is able to improve over the oversmoothed images generated by previous work.

Figure 6: Samples drawn from the models. VAE fails to learn an useful latent space and β-VAE produces blurrier images than our model.

Reconstructions are shown in Fig. 5 where we find again that our model is able to produce better reconstructions than competing methods, with the exception of a VAE with spherical noise. However, the residuals modeled by a spherical VAE are quite limited, as they are forced to have high levels of noise of noise throughout the image, including areas which are trivial to model like the sky. Our structured residuals add fine detail, however as this dataset is more complex than faces all the models struggle to reconstruct the input.

Samples from the models are shown in Fig. 6 where we find that the VAE with diagonal covariance struggles to generate anything meaningful. β-VAE is able to generate recognizable shapes, which are significantly blurry, while our model is able to produce means similar to VAE (Sph) with better noise samples.
6 Conclusions

This paper proposes the first approach for endowing Variational AutoEncoders with a structured likelihood model. Our results have demonstrated that VAEs can be successfully trained to predict structured output uncertainty, and that such models have similar reconstructions than those obtained with a factorized likelihood model.

In this paper, we have proposed a simple scheme for ensuring the VAE reduces the variance of the model, rather than attempting to describe the residual error through the covariance. This raises interesting avenues for future work, particularly in terms of adding hierarchical priors to prevent the structured residual model adding spurious correlations. Further work will also include investigations on higher resolution images and the efficacy of the basis set and dilated sparsity patterns when modeling such data.
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