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Abstract—Point cloud upsampling aims to generate dense point clouds from given sparse ones, which is a challenging task due to the irregular and unordered nature of point sets. To address this issue, we present a novel deep learning-based model, called PU-Flow, which incorporates normalizing flows and weight prediction techniques to produce dense points uniformly distributed on the underlying surface. Specifically, we exploit the invertible characteristics of normalizing flows to transform points between euclidean and latent spaces and formulate the upsampling process as ensemble of neighbouring points in a latent space, where the ensemble weights are adaptively learned from local geometric context. Extensive experiments show that our method is competitive and, in most test cases, it outperforms state-of-the-art methods in terms of reconstruction quality, proximity-to-surface accuracy, and computation efficiency. The source code will be publicly available at https://github.com/unknownue/puflow.
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1 INTRODUCTION

Point clouds, as one of the most accessible 3D data formats, have been used in a wide range of scenarios, including geometric analysis, robotic object detection and autonomous driving. With compact storage and flexible organization in representing diverse 3D objects of complex structures and geometry, point clouds have attracted increasing research interest. However, raw points produced by LiDAR sensors or Depth cameras are often sparse, noisy and non-uniform due to hardware limitation of 3D scanning devices. Many 3D analysis tasks, such as robotic perception, point rendering, and surface reconstruction, highly depend on the quality of input point clouds.

Therefore, point cloud upsampling, the ability to generate dense points from sparse input, is required for point cloud analysis. Early optimization-based methods [1], [2], [3] use shape priors to guide point generation. These methods work on smooth and well-distributed points but have difficulty in processing more complex geometry.

In recent years, deep neural networks (DNNs) have brought new insights into point cloud upsampling in a data-driven manner. Yu et al. [4] first introduced PU-Net to extract embedding features from multi-scale patches and expands upsampled points by multi-branch multi-layer perceptrons (MLPs). As the first end-to-end point cloud upsampling network, PU-Net [4] demonstrates the feasibility of learning-based methods. Thereafter, many representative approaches, including EC-Net [5], MPU [6], PU-GAN [7], PUGeo-Net [8] and MAFU [9], have been proposed to further improve the quality of point generation. However, these methods generate points simply through coordinate transformation. They may overemphasize the coordinate similarity between the sparse input points and ground-truth while omitting the underlying distribution of the model surface. Besides, as the upsampling factor is binding to the point encoding/decoding process [4], [6], [7], numerous parameters are required to offer variation for duplicated features (to avoid clustering effect) and preserve uniformity.

In this study, we present a generative pipeline for point cloud upsampling. Similar to image super-resolution techniques [10], [11], we produce new points by weighted interpolation among local neighboring points. Particularly, there are two modules in our pipeline, the point transformer and the weight estimator. The point transformer formulates the transformation of point features between euclidean space and latent space by leveraging normalizing flows (NFs). We propose to perform weighted interpolation in latent space, with the weights adaptively predicted by the weight estimator, as illustrated in Fig. 1. NFs are known to be an invertible generative framework, which parametrizes a bijective mapping of a simple...
2 RELATED WORKS

2.1 Optimization-Based Upsampling Methods

A number of optimization-based methods for point cloud upsampling or consolidation have been proposed over the past decade. Alexa et al. [1] computed a Voronoi diagram on underlying surface by moving least squares methods, and generated points at vertices of the diagram. Lipman [2] introduced locally optimal projection (LOP) operator, a parametrization-free approach, for point resampling and surface reconstruction. Successively, Huang et al. [12] designed a weighted LOP operator to further consolidate the ability to handle sharp edges, outliers, and non-uniformity. Although the aforementioned methods can achieve good results, they are limited in processing smooth surfaces. Later, Huang et al. [3] developed an edge-aware resampling (EAR) method to progressively resample point set as well as approaching edge singularities, while its resampling effect is highly dependent on the accuracy of normal estimation. To complete large missing regions, Wu et al. [13] presented a consolidation method by introducing a deep representation for points.

In summary, optimization-based methods generally require geometric priors (e.g., normal) or assumption of smooth distribution, which restrict their application scope. In contrast, deep learning-based methods have more powerful generalization ability without manual parameters tuning for different point sets.

2.2 Deep Learning-Based Upsampling Methods

In recent years, deep learning has been widely used in many fields of point clouds learning, including classification [14], [15], [16], [17], [18], segmentation [19], [20], [21], registration [22], [23], [24], denoising [25], [26], generation [27], completion [28], [29], [30], visualization [31], [32], etc. As the pioneer in applying neural networks to point cloud analysis, PointNet [14] and PointNet++ [15] propose to use shared MLP and symmetric functions as feature extractor.

Based on the architecture of PointNet++, Yu et al. [4] presented the first end-to-end deep learning framework, namely PU-Net, for point cloud upsampling. PU-Net [4] extracts different hierarchical features from multi-scale patches, and upsampling points are generated from multi-branch MLPs by coordinate reconstruction. It is optimized by a joint loss function including reconstruction and repulsion loss. PU-Net outperforms previous optimization-based methods, but the upsampling results still suffer from the cluster phenomenon and lack of fine-grained structure. Subsequently, Yu et al. [5] extended PU-Net with edge-aware loss function to consolidate edge smoothness. Yifan et al. [6] proposed a progressive upsampling network with dense connection and feature interpolation operator to bridge the upsampling unit on different levels. This network can adapt a large upsampling factor (e.g., $16 \times$) by progressively feeding points to 2x upsampling unit. However, this mechanism requires step-by-step training for each unit, which is not flexible for tuning a large upsampling factor in practice. Subsequently, Li et al. [7] developed a generative adversarial network called PU-GAN, as well as a uniform metric to supervise upsampling quality. PU-GAN uses a self-attention unit to enhance feature integration and expand point features through the up–down–up pattern. Although PU-GAN [7] achieves impressive results on non-uniform distribution into a more complex distribution. Thus, arbitrary manipulations in latent space reflect a bijective change in euclidean space. By taking advantage of the invertibility of flows, we formulate the point encoding and decoding processes into a shared network. Through this way, we do not need a specific decoder for coordinate reconstruction like previous works, which helps to avoid the reconstruction error and reduce network parameters.

Previous works generally expand points by feature replication, which may lead to cluster phenomenon (i.e. non-uniformity) in practise. By contrast, our method upsamples points by adaptively interpolating local neighbors under a prior distribution, where point variations are naturally introduced during the interpolation process. Therefore, there is no longer need to design extra modules to ensure point diversity, such as code assignment [6], [7] and multi-branch MLPs [4].

Our upsampling pipeline is designed to formulate the point transformation and weight estimation processes into two separated branches. On one hand, this design decouples the functionality of the point transformer and weight estimator and thus simplifies the optimization goal for each subnetwork. On the other hand, it disentangles the task of expanding points from point decoding, such that the upsampling factor is not bind to the point transformation process.

In summary, the contributions of this paper are as follows:

- We innovatively formulate the 3D point cloud upsampling problem from the perspective of learned local interpolation in a latent space.
- We present a new upsampling pipeline, which cooperates the NFs and weight estimation techniques. By exploiting the invertibility of NFs, this pipeline ensures bijective mapping of point sets between coordinates and their latent representation.
- Through qualitative and quantitative evaluations on both synthetic and real-scanned datasets, we demonstrate the advantages of our PU-Flow over state-of-the-art works.
In this study, we take advantage of the invertible capacity of NFs to transform point clouds between euclidean and latent spaces. To the best of our knowledge, no prior work has applied NFs to point cloud upsampling tasks.

3 Proposed Method

3.1 Overview

Given a sparse point set \( P = \{ p_i \in \mathbb{R}^D \}_{i=1}^N \), our goal is to predict a dense point set \( \hat{X} = \{ \hat{x}_i \in \mathbb{R}^D \}_{i=1}^N \), where \( N \) is the number of points and \( R \) is upsampling factor. In this study, we only consider the coordinate of point attributes with \( D = 3 \). The generated point set \( \hat{X} \) is expected to meet the following requirements:

- \( \hat{X} \) should retain the geometric details represented by \( P \), while \( P \) is not necessary to be a subset of \( \hat{X} \).
- \( \hat{X} \) should be complete and uniformly distributed in both local and global areas.

In this study, we propose to utilize NFs to model the mapping of the point distribution between euclidean space and latent space, which enables us to formulate the point cloud upsampling as the problem of learning point interpolation in latent space, as illustrated in Fig. 1. Specifically, given an input sparse point set \( P \), we first convert it to latent variable \( z = f(P) \) with an invertible transformation defined by NFs. Then, we interpolate points in \( z \) and obtain dense latent variable \( \hat{z}^R \), where the interpolation weights are learned from the point-wise local neighbours. Finally we transform \( \hat{z}^R \) to a dense point cloud \( \hat{X} \) by the inverse mapping \( \hat{X} = f^{-1}(\hat{z}^R) \).

3.2 Flow-Based Upsampling Method

A normalizing flow is a series of invertible transformations of distribution. It is generally used to model an intractable, complex distribution by a simple prior distribution. Formally, let \( z \in \mathbb{R}^{N \times D} \) be a latent variable of base distribution \( p_\theta(z) \) with the known density, i.e., \( z \sim p_\theta(z) \). Given a dataset of observations \( P \), we aim to learn an invertible transformation \( f_\theta(\cdot) \) to parameterize mapping from \( P \) to tractable density \( p_\theta(z) \)

\[
z = f_\theta(P; \mathcal{C}),
\]

where \( \mathcal{C} = \psi(P) \), and \( \psi(\cdot) \) is an arbitrary function that extracts conditional features from \( P \). Here, we refer to \( f_\theta \) as conditional normalizing flows, which is generally parameterized by a neural network with parameters \( \theta \). Note that, \( f_\theta \) is required to be a bijective transformation, which indicates that the dimension of points remains unchanged during distribution transforms.

By exploring the geometric structure in local context of each point, we apply weighted interpolation over the \( k \)-nearest neighbors, producing the upsampled latent variables \( \hat{z}^R \in \mathbb{R}^{RN \times D} \)

\[
\hat{z}_i^R = I_\theta(z_i, \mathcal{N}(p_i)),
\]

where \( \mathcal{N}(p_i) \) denotes the \( k \)-nearest neighbors of point \( p_i \) and \( I_\theta \) represents the interpolation function. Given conditional features \( \mathcal{C} \) and latent points \( \hat{z}^R \), the inverse mapping \( g_\theta(\cdot) = f_\theta^{-1}(\cdot) \) implicitly defines the point decoding process

\[
\hat{X} = g_\theta(\hat{z}^R; \mathcal{C}),
\]
predicts neighbour weights (forward propagation). Flow block into latent distribution by a
by analyzing local context of \( N \) and reconstruction loss \( \^E \) as follows:

\[ z^\sim = \text{interp}(z), \]

where \( \hat{x} \) is an upsampled estimation of \( P \). In contrast to decoding point by MLPs, utilizing the inverse mapping \( f_0^{-1} \) can take advantage of the invertibility of NFs and help to reduce the reconstruction error and the number of network parameters.

As the single-layer flow model has limited non-linear capabilities, in practice, the flow network \( f_0 \) is composed of a sequence of \( L \) invertible layers. Let \( h^l \) be the output of the \( l \)th flow layers, then \( h^{l+1} \) is defined as

\[ h^{l+1} = f_0^{l+1}(h^l; \mathcal{C}), \quad (4) \]

where \( f_0^{l+1} \) is the \( l \)th flow layer, \( h^0 = P \), \( h^L = z \), and \( \mathcal{C} \) is the corresponding conditional features at the \( l \)th layer. With the change of variable formula [40] and the chain rule, the probability-density of the given input \( P \) can be computed as

\[
\log p(P | C, \theta) = \log p_0(f_0(P; C)) + \log \left| \det \frac{\partial f_0}{\partial P}(P; C) \right|
\]

\[
= \log p_0(f_0(P; C)) + \sum_{l=1}^{L} \log \left| \det \frac{\partial f_0^l}{\partial h^l}(h^l; \mathcal{C}) \right|, \quad (5)
\]

where the term \( |\det \frac{\partial f_0}{\partial P}(P; C)| \) is the Jacobian determinant of transformation \( f_0 \) measuring the volume changing [39] caused by \( f_0 \). Generally, \( f_0 \) is trained by maximum likelihood principle with gradient descent techniques.

### 4.1 Hierarchical Point Embedding

**Dimensional Bottleneck.** NFs are designed to ensure analytical invertibility. This fact poses a challenge that each flow component must output the same dimensionality as the input data (the dimension of raw point clouds is only \( D = 3 \)). This constraint conflicts with the widely adopted intelligence of deep learning that learns features with a higher dimension than that of input data, resulting in limited transform capability of each flow block. This issue can be referred to as the *dimensional bottleneck* problem.

To alleviate this limitation, previous works, such as RealNVP [40] and Glow [41], propose to increase flows depth or use a multi-scale architecture coupled with squeezing operation. Simply increasing the depth of flows requires a large amount of parameters, leading to slow training speed and decreased training stability. Meanwhile, squeezing operator exchanges feature channel with spatial dimension, which is mainly designed for image manipulation. However, it is non-trivial to adopt squeezing to point cloud processing due to the unordered nature of a point set.

**Hierarchical Embedding.** Based on the above analysis, we propose a parallel sequence of embedding units to augment additional point-wise features for flow block \( f_0 \) as follows:

\[ \mathcal{C} = E_0(\mathcal{C}^{-1}), \quad (6) \]

where \( \mathcal{C} \in \mathbb{R}^{N \times D} \) denotes the high-level features outputted by \( \mathcal{C} \) unit \( E_0 \), and \( \mathcal{C}^0 = P \). As \( E_0 \) is not a component of the NFs, it does not need to be invertible and can be arbitrary flexible architectures. One can consider the hierarchical embedding as a pattern of feature fusion.

In this study, the point embedding unit \( E_0 \) is constructed by a stack of densely connected graph convolutional layers [16], where the neighbour size of the graph is fixed to 16. It utilizes dense connections to enable richer contextual vision of multi-scale features. A more detailed description of unit \( E_0 \) can be found in supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TVCG.2022.3196334.
We further employ a simple MLP layer to obtain a specialized point-wise conditional features $c'$ for each individual flow block (i.e. $c' = \text{MLP}(c)$), as shown in Fig. 2. Note that the embedding features $C = \{c_i\}_{i=1}^{r}$ are shared in both forward and inverse propagation and only need to be computed once. We investigate the impact of embedding unit $E_i$ in Section 5.5.

### 4.2 Flow Module

During the forward propagation, the flow module $F_0$ accepts input patch $P = h_0^i$, perform transformation through a sequence of flow blocks, and output latent variables $z = h_L$ from final block $f_{l_0}$. Through exact log-likelihood training, $F_0$ learns a conditional mapping from $P$ to latent distribution $p_{\theta}(z)$.

To be specific, $F_0$ is composed of $L$ blocks. Each flow block consists of four flow layers, including actnorm [41], permutation layer [41], affine injector layer [47] and affine coupling layer [40]. We carefully design these layers to satisfy the invertible requirement (see supplementary material for detailed formulation, available online). Among these layers, the affine coupling/injector layers merge features $c'$ from point embedding unit $E_i$ and employ distribution transformation to intermediate point representation $h_i$, as shown in Fig. 3.

During the inverse propagation, interpolated latent variable $z^R = h_L$ is fed into last flow block $f_{l_0}$ as input, and upsampled estimation $\hat{x}$ is generated through inverse flow pass $F_0^{-1}$. We duplicate features in $c'$ to match the number of points between $c'$ and $h'$ during conditioning.

It is worth pointing out that the flow block $f_{l_0}$ can also be implemented using the continuous flow block (i.e. ODE-Net [45]).

### 4.3 Interpolation Module

Given a sparse point set $P$ as input, we first enrich point-wise features $s_i$ by a feature extractor $I_E$

$$S = I_E(P).$$

where $S = \{s_i \in \mathbb{R}^C\}_{i=1}^N$. See supplementary material for detailed implementation of $I_E$, available online.

To expand (upsample) latent points, we need to interpolate $R$ points for each latent point $z_i$. Therefore, we gather a set of neighbors as point-wise local context $S^K_i = \{s_{k}^i\}_{k=1}^K$ by $k$NN algorithm, where $s_{k}^i$ is the $k$th nearest neighbor of $s_i$ in $S$. Then, we predict $R$ groups of weights for each latent point $z_i$ by a weight estimator $I_W$. This process can take the form

$$W_i = I_W(S^K_i),$$

where matrix $W_i = [w_i^{1,1}, w_i^{1,2}, \ldots, w_i^{r,k}, \ldots, w_i^{R,K}] \in \mathbb{R}^{R \times K}$ denotes the predicted weights for $K$ nearest neighbors of the $i$th point. The element $w_i^{r,k}$ indicates the weight of the $k$th latent point $z_i^r$ among $k$NN in the $r$th interpolation result. $I_W$ is simply parameterized as MLPs.

Before interpolation, we apply a softmax function to the generated weight

$$\tilde{w}_i^{r,k} = \frac{e^{w_i^{r,k}}}{\sum_{k=1}^K e^{w_i^{r,k}}},$$

such that we obtain normalized weights that satisfy $\tilde{w}_i^{r,k} \geq 0$ and $\sum_{k=1}^K w_i^{r,k} = 1$.

Finally, interpolation can be formulated as matrix multiplication performed on latent variable $z_i$

$$z_i^r = \sum_{i \in N(p_i)} \tilde{w}_i^{r,k} z_i^k,$$

where $z_i^r \in \mathbb{R}^D$ is the interpolated point of the $r$th result, and $N(p_i)$ is the set of latent variables in $k$NN field of point $p_i$. Note that the neighbor relationship is constructed in euclidean space to keep consistent neighborship with conditional features $c$ in $E_0$.

After interpolation, we flatten interpolated dense points $z^R$ and feed them into the inverse propagation pass of flow module $F_0$, as shown in the dotted path of Fig. 2.

### 4.4 Training Objects

Let $P \in \mathbb{R}^{N \times D}$ and $X \in \mathbb{R}^{N \times D}$ be the sets of sparse input and ground-truth dense points, respectively, with upsampling factor $R$. We design a joint loss function to train PU-Flow in an end-to-end manner. This objective function consists of two components: the reconstruction loss to encourage the generated points $X$ and reference $X'$ to share the same distribution, and the prior loss to optimize the transformation.
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capability of flow module $F_p$ by maximizing the likelihood of observation $\mathcal{P}$.

Reconstruction Loss. We employ Earth Mover’s distance (EMD) loss to measure the similarity between $\mathcal{X}$ and $\hat{\mathcal{X}}$

$$L_{rec} = L_{EMD}(\hat{\mathcal{X}}, \mathcal{X}) = \min_{\phi: \hat{\mathcal{X}} \to \mathcal{X}} \sum_{x_i \in \hat{\mathcal{X}}} \|x_i - \phi(x_i)\|_2,$$

(11)

where $\phi: \hat{\mathcal{X}} \to \mathcal{X}$ is a bijective mapping.

Prior Likelihood. Eq. (5) allows us to train the flow layers by minimizing the negative log-likelihood (NLL) with input patch $\mathcal{P}$

$$L_{prior}(\mathcal{P}) = L(\mathcal{P}, \mathcal{C}; \theta) = -\log p(\mathcal{P} | \mathcal{C}, \theta),$$

(12)

where $\mathcal{C} = E_{\theta}(\mathcal{P})$. Optimizing prior likelihood of $\mathcal{P}$ encourages the encoded shape representation to gain high probability under the predefined prior $p_\theta(z)$, which is modeled by the flow module $F_p$.

In our experiment, the prior $p_\theta(z)$ is simply set as standard Gaussian distribution $\mathcal{N}(0, 1)$. In addition, $p_\theta(z)$ can also be set to Gaussian with learnable mean and variance, but we do not observe an obvious influence to model performance.

Total Loss. Combining the preceding formulas, we train PU-Flow with respect to parameters $\theta$ by minimizing

$$L(\theta) = \alpha L_{rec} + \beta L_{prior},$$

(13)

where $\alpha$ and $\beta$ are hyper-parameters that balance the terms.

5 Experiments

5.1 Experimental Setup

Datasets. For quantitative comparison, we train and evaluate our method on following datasets:

- **PU1K**. This dataset consists of models from PU-GAN [7] and ShapeNetCore [58] of various categories, which are used in PU-GCN [33]. PU1K contains 1020 meshes for training and 127 meshes for evaluation.

- **PU-Geo-Net Dataset**. This dataset includes elaborate statues from Sketchfab [59], provided by PUGeo-Net [8]. It contains 90 high-resolution meshes for training and 13 for testing, with complex geometry and high-frequency details.

- **PU36**. To achieve more generalized evaluation results of more categories, we constructed a new dataset for evaluation, containing 36 models collected from Sketchfab [59]. Please refer to supplementary material for gallery of all shapes, available online.

- **PU-GAN Dataset**. This dataset [7] includes 120 models for training and 27 for testing. The testing set contains a variety of basic shapes.

- **FAMOUSTHINGI**. This dataset includes models chosen from Thingi10k [60] and PCPNet [61] datasets, with a total of 37 shapes for evaluation. We use FAMOUSTHINGI [62] dataset to evaluate the quality of surface reconstruction results.

In the experiments, the results on PU1K, PU-Geo-Net, PU36 and FAMOUSTHINGI datasets are trained and evaluated on uniform data, while the results on PU-GAN dataset are trained and evaluated on non-uniform data. The results on the PU1K, PU36 and PU-GAN datasets are evaluated by the same evaluation script as PU-GCN [33]. The results on the PUGeo-Net dataset is evaluated by the same evaluation script as PUGeo-Net [8].

Methods Under Comparison. We compare our model with a representative optimization-based method and six state-of-the-art deep learning-based methods, including EAR [3], PU-Net [4], MPU [6], PU-GAN [7], PUGeo-Net [8], PU-GCN [33], Dis-PU [34] and MAFU [9]. For fair comparison, we use the public released code and retrain the models for all deep learning-based methods on each datasets for evaluation. Note that as PU1K and PU-GAN datasets do not contain the normal information of points, we retrained PUGeoNet and MAFU without using their normal generation modules.

Implementation Details. We implemented PU-Flow with PyTorch framework. The corresponding source code will be published later, including both discrete and continuous implementations. The training settings, detailed network architectures, hyper-parameters and evaluation practices are provided in supplementary material, available online.

5.2 Comparisons on Upsampled Points

Evaluation Metrics. We employ five evaluation metrics, including (i) Chamfer Distance (CD), (ii) Earth Mover’s distance (EMD), (iii) Point-to-surface distance (P2F), (iv) Hausdorff distance (HD) and (v) Jensen-Shannon divergence (JSD). All metrics are estimated on the whole point set after merging from upsampled patches. The lower the values are, the better the upsampling quality is.

Quantitative Comparison on Non-Uniform Inputs. Table 3 shows the results of different methods evaluated on PU1K, PU36 and PU-GAN datasets are evaluated by the same evaluation script as PU-GCN [33]. The results on the PUGeo-Net dataset is evaluated by the same evaluation script as PUGeo-Net [8].

Methods Under Comparison. We compare our model with a representative optimization-based method and six state-of-the-art deep learning-based methods, including EAR [3], PU-Net [4], MPU [6], PU-GAN [7], PUGeo-Net [8], PU-GCN [33], Dis-PU [34] and MAFU [9]. For fair comparison, we use the public released code and retrain the models for all deep learning-based methods on each datasets for evaluation. Note that as PU1K and PU-GAN datasets do not contain the normal information of points, we retrained PUGeoNet and MAFU without using their normal generation modules.

Implementation Details. We implemented PU-Flow with PyTorch framework. The corresponding source code will be published later, including both discrete and continuous implementations. The training settings, detailed network architectures, hyper-parameters and evaluation practices are provided in supplementary material, available online.

5.2 Comparisons on Upsampled Points

Evaluation Metrics. We employ five evaluation metrics, including (i) Chamfer Distance (CD), (ii) Earth Mover’s distance (EMD), (iii) Point-to-surface distance (P2F), (iv) Hausdorff distance (HD) and (v) Jensen-Shannon divergence (JSD). All metrics are estimated on the whole point set after merging from upsampled patches. The lower the values are, the better the upsampling quality is.

Quantitative Comparison on Uniform Inputs. Table 1 shows the comparison results evaluated on PU1K dataset. We also compare the network size as an intuitive metric to evaluate the memory efficiency of networks. We can see that both our discrete and continuous models can achieve the lowest values on most evaluation metrics.

To be specific, deep learning-based methods significantly outperform EAR on all metrics. This reveals the superiority of the deep learning technique compared with the optimization-based methods. For PU-GAN, it fails to maintain a good estimation of the HD and P2F metrics. For PU-GCN, we use the pretrained model provided by [33] and achieve consistent results in [33]. The results in Table 1 show the performance of PU-GCN is inferior to other methods. We also observe that PU-Geo-Net and Dis-PU have competitive performance on all metrics, but both of them require relatively more network parameters. Since PU-Geo-Net can not be trained without normal supervision on PU1K training set, we use the pretrained model of PUGeo-Net instead.

In contrast to the aforementioned works, our method disentangles the point expanding and decoding processes, which extensively reduces the number of parameters but still preserves reasonable results. Our method achieves the best balance between network size and generation quality. Table 2 shows the results of different methods evaluated on PUGeo-Net dataset and PU36 dataset. Still, our method maintains advantages on most metrics.

Quantitative Comparison on Non-Uniform Inputs. Table 3 shows the results evaluated on the PU-GAN dataset. From Table 3, we observe that PU-GAN [7] achieves the best results on CD, EMD and JSD metrics, but fails to preserve
We visualize the 4x upsampling results of different methods with 5K inputs points in Fig. 4. We use color to reveal the P2F error for each point.

Compared with other methods, our method achieves minimum average errors. It can better preserve the smoothness of local regions and produce a reliable shape, while other methods tend to produce more noisy points between some complex adjacent regions, as shown in Figs. 4(b), (c), and (d).

### 5.3 Comparisons on Reconstructed Surface

To further demonstrate the generation quality of our method, we compare the surface reconstruction results from upsampled points ($N = 2500$, $R = 4$) with state-of-the-art methods.

Specifically, we employ DSE-meshing [62], a cutting edge method for mesh reconstruction from point clouds, as mesh generator. We use DSE-meshing instead of traditional methods, such as screened Poisson Sampling Reconstruction [64] and ball-pivoting surface reconstruction [65], for the following reasons: (i) Traditional methods generally require additional information (e.g., normal data) and careful parameter selection to obtain satisfactory results. Since DSE-meshing is an end-to-end method, we can achieve more fair comparisons by eliminating the influence of normal accuracy and manual parameters tuning. (ii) The quality of upsampled points have significant impact to DSE-meshing. Thus, we can employ the quantitative comparison between reconstructed mesh to evaluate the upsampling quality of various methods.

#### Evaluation Metrics

We consider three metrics to evaluate mesh quality: (i) Chamfer Distance (CD), (ii) the percentage of non-watertight edges (NW), (iii) normal reconstruction accuracy.
error in degrees (NR). CD measures the distance between point sets sampled on reconstructed and ground truth surface. NW counts the number of triangle edges that are only shared by one triangle. NR measures the angle difference of normals between reconstructed and ground truth surface. For these metrics, the lower the values are, the better the mesh quality is.

**Quantitative Comparison.** Table 4 summarizes the comparison results evaluated on FAMOUSTHINGI dataset. We also include the mesh reconstructed from ground truth points (denoted as Reference). From Table 4, we can observe the similar trend with Table 2. Obvious performance gap still exists between the best one and reference. In particular, both our discrete and continuous model yield lowest reconstruction error (CD and NR) and produce least non-manifold edges (NW).

**Qualitative Comparison.** Fig. 5 visualizes the reconstructed mesh between representative works. We can observe notable artifacts in the region with large curvature, especially for geometrically complex surface (e.g. tower in Fig. 5). The uniformity and outliers of upsampled points affect the quality of mesh significantly. PUGeo-Net and our method both achieve the most promising reconstruction quality. However, our method produce less non-manifold (bad) triangles across most objects, demonstrating its better point distribution.

5.4 Upsampling Real-World Data

To confirm the robustness on more complicated and unseen data, we evaluate our method on two real-world point clouds datasets: KITTI [63] and ScanObjectNN [66].
KITTI. This dataset captures the point clouds of driving scenes with its data produced by LiDAR sensors. The raw input data severely suffer from sparsity, occlusion, and non-uniformity. For example, some vehicles, people, and plants are only described with few points and the density of points vary across distance to center. As shown in Fig. 6, we observe other methods suffer from sparsity and non-uniformity issues and thus produce more outliers. Our method can generate dense points with more fine-grained details, resulting in better object visibility when compared with other methods.

ScanObjectNN. This dataset comprises point clouds of scanned indoor scenes, where objects are divided into 15 categories. The raw input objects are cluttered with background and suffer from the partial occlusion and the scan line distribution pattern. As shown in Fig. 8, our method improves the visibility quality and makes objects more distinguishable from the background.

### 5.5 Ablation Study

In this section, we quantitatively evaluate the contribution of network design of PU-Flow. We use the discrete model instead of continuous model for evaluation, because they have very close performance. The benchmarks are evaluated

![Visual Comparisons of reconstructed surfaces from upsampled points of various methods (b-e). The first column shows the mesh reconstructed from sparse input points. To visualize the artifacts of mesh surface, we mark the non-manifold triangles in red. We display the Chamfer distance (multiplied by 100), the percentage of non-watertight edges (NW) and normal reconstruction error (NR) below each object. See supplementary material for more visual results, available online.](image-url)

We highlight the best and second best results in bold and underline, respectively.

### TABLE 4

| Methods            | CD ($10^{-2}$) | NW (%) | NR (degree) |
|--------------------|----------------|--------|-------------|
| EAR [3]            | 0.684          | 4.203  | 16.67       |
| PU-Net [4]         | 1.071          | 11.285 | 29.06       |
| MPU [6]            | 0.409          | 0.886  | 10.29       |
| PU-GAN [7]         | 0.453          | 3.533  | 12.96       |
| PU-Geo-Net [8]     | 0.393          | 0.849  | 9.75        |
| PU-GCN [33]        | 0.421          | 2.464  | 12.15       |
| Dis-PU [34]        | 0.453          | 2.796  | 11.98       |
| MAFU [9]           | 0.407          | 0.854  | 9.87        |
| Ours (discrete)    | 0.394          | 0.744  | 9.69        |
| Ours (continuous)  | 0.395          | 0.806  | 10.01       |
| Reference          | 0.326          | 0.397  | 5.22        |
on PU36 dataset with input points $N = 5000$ and upsampling factor $R = 4$.

Flow Architecture. We first construct a vanilla model (denoted as vanilla pipeline in Table 5), which implements the basic idea of weighted interpolation for upsampling. As shown in Fig. 7, this model generates weights and high-level point abstraction from shared point-wise semantic features. Compared to our full pipeline, the vanilla model has relatively low performance, demonstrating that it has difficulty to generate appropriate weights for latent features. Fig. 9 shows the upsampled results by the vanilla model and our method, where the vanilla model fails to preserve a smooth distribution on surface and produces more jitters.

We investigate the impact of point embedding unit $E_0$, as shown in Table 5. The vanilla model does not use features from $E_0$ (the None row). In this way, the flow module $F_u$ uses independent transformation for each point and thus our method suffers from underfitting. By integrating features from modern feature extractor, $F_u$ reveals promising transform capability, thus leading to substantial performance boost.

To validate the effectiveness of generating points by inverse propagation $F_0^{-1}$, we replace it with MLPs used in previous works [4], [6], [7], in which $\mathcal{L}_{prior}$ is not needed. The results in Table 5 show that using $F_0^{-1}$ for coordinate reconstruction can better preserve intricate structures than MLPs, which demonstrates the feasibility of $F_0^{-1}$.

![Fig. 6. Visual comparisons of upsampling results ($R = 4$) on the KITTI [63] dataset. See supplementary material for more visual results, available online.](image)

![Fig. 7. Network architecture of the vanilla model.](image)
Fig. 10 shows the effect of the number of flow blocks $L$ used in PU-Flow. When $L$ is relatively low, our method achieves better performance as $L$ increase. When $L = 8$, the performance gain becomes unobvious, with the cost of computational overhead and increasing network parameters. The best performance of the full pipeline is achieved when setting $L = 6$ to $L = 8$.

Interpolation Module. Fig. 11 shows the impact of the number of neighbours $K$ participating in interpolation. A larger value of $K$ means a broader area for generation. We observe that both a small (e.g. $K \leq 4$) and large (e.g. $K \geq 32$) value of $K$ can lead to degraded performance. Otherwise, our method is not sensitive to $K$ assignment. In this study, we set $K = 16$ by default.

Furthermore, we try to use the weights from $I_0$ to directly interpolate points in xyz coordinates (the xyz-interpolation row in Table 5). It turns out that these weights are not feasible in euclidean space, demonstrating that $I_0$ adaptively learns weights specific to latent point under prior distribution.

We also investigate the impact of space for point embedding and interpolation (i.e. the graph type used in $E_0$ and $I_0$), as shown in Table 5. Employing interpolation in latent space means that the $k$-nearest-neighbour graph is dynamically constructed (denoted as dynamic graph) in KNN operator of Fig. 2. We can see a significant performance drop when using dynamic graph for interpolation. We hypothesize the potential reason is as follows: $E_0$ and $I_0$ are independent branch of upsampling pipeline. Using dynamic graph in $I_0$ does not ensure consistent neighbour relationship between upsampled latents $z^R$ and conditional features $c$, resulting into inconsistent features conditioning during inverse propagation. In contrast, employing interpolation in euclidean space (denoted as static graph) would not cause this issue, and thus achieve competitive performance. Besides, the graph type used in $E_0$ has relative little impact on performance.

Flow Components. Fig. 12 shows the ablation study evaluated on each flow component. We observe that our method cannot yield reasonable results without affine coupling/
in the future, we will extend PU-Flow to simultaneously generate normals and a higher resolution of geometry for sparse input. Furthermore, we will investigate the propagation pipeline of PU-Flow to point cloud compression tasks, which proposes a high requirement of detail reconstruction and efficient storage, and denoise task, which is sensitive to noisy point distribution.
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Fig. 12. Ablation study of flow components. We show the loss curves of training PU-Flow under different settings of flow components. The grey point indicate the infinite value encountered during training.
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