Impact of Microphysical Parameterizations on Simulated Hurricanes—Using Multi-Parameter Satellite Data to Determine the Particle Size Distributions that Produce Most Realistic Storms
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Abstract: Understanding and forecasting hurricanes remains a challenge for the operational and research communities. To accurately predict the Tropical Cyclone (TC) evolution requires properly reflecting the storm’s inner core dynamics by using: (i) high-resolution models; (ii) realistic physical parameterizations. The microphysical processes and their representation in cloud-permitting models are of crucial importance. In particular, the assumed Particle Size Distribution (PSD) functions affect nearly all formulated microphysical processes and are among the most fundamental assumptions in the bulk microphysics schemes. This paper analyzes the impact of the PSD assumptions on simulated hurricanes and their synthetic radiometric signatures. It determines the most realistic, among the available set of assumptions, based on comparison to multi-parameter satellite observations. Here we simulated 2005’s category-5 Hurricane Rita using the cloud-permitting community Weather Research and Forecasting model (WRF) with two different microphysical schemes and with seven different modifications of the parametrized hydrometeor properties within one of the two schemes. We then used instrument simulators to produce satellite-like observations. The study consisted in evaluating the structure of the different simulated storms by comparing, for each storm, the calculated microwave signatures with actual satellite observations made by (a) the passive microwave radiometer that was carried by the Tropical Rainfall Measuring Mission (TRMM) satellite—the TRMM microwave imager TMI, (b) TRMM’s precipitation radar (PR) and (c) the ocean-wind-vector scatterometer carried by the QuikSCAT satellite. The analysis reveals that the different choices of microphysical parameters do produce significantly different microwave signatures, allowing an objective determination of a “best” parameter combination whose resulting signatures are collectively most consistent with the wind and precipitation observations obtained from the satellites. In particular, we find that assuming PSDs with larger number of smaller hydrometeors produces storms that compare best to observations.
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1. Introduction

Improving forecasting of hurricane intensity and track remains a significant challenge for the research and operational communities and is the goal of the Hurricane Forecasting...
Improvement Project (HFIP) launched by NOAA (National Oceanic and Atmospheric Administration) in collaboration with NASA (National Aeronautics and Space Administration), other agencies and institutions.

Many factors determine a tropical cyclone’s genesis and evolution, such as the magnitude and direction of vertical shear of the environmental wind, upper oceanic temperature structure and low- and mid-level environmental relative humidity. Ultimately, though, intensity is dependent on the magnitude and distribution of the latent and radiative heating that accompany the hydrometeor production within the storm [1,2]. Furthermore, recalling [3] rain suppression, an elevated latent heat source and the associated modification of the storm’s depth will arguably alter the interaction with the ambient flow [4]. Regarding hurricanes, this is equivalent to modifying the storm’s steering level and, thus, can result in storm track changes.

Despite its importance, the ability to accurately predict the latent heat release is quite challenging and improving our understanding and forecasting of intensity remains an elusive goal for the operational and research communities. The production of hydrometeors and the associated latent heat release are represented in numerical models with either convective parameterizations or microphysical parameterizations or both, depending on the resolution of the simulation. The microphysical parameterizations are best suited for model simulations with resolution ~1–3 km.

Recent studies indicate that the hurricane inner core dynamics might play a crucial role in determining the storm’s intensity, structure and size (e.g., [5–11]). Hence, to analyze and accurately predict the Tropical Cyclone (TC) evolution requires properly reflecting the convective-scale processes by using: (i) high-resolution models—the so-called Cloud Resolving Models (CRMs) or, maybe more appropriately, Cloud Permitting Models; (ii) realistic physical parameterizations. Hence, the microphysical processes and their representation in hurricane models are of crucial importance for accurately simulating hurricane intensity and evolution.

A significant number of microphysical schemes are available today, summarized in [12]. Previous studies (e.g., [2,13–24]) used modeling to investigate the significance of several microphysical assumptions. They found that the microphysical choices have a significant impact on the simulated structures. The interaction between the storm structure and the thermodynamical structure of the atmosphere ultimately determines the storm organization, intensity and track.

A recent review article [25] describes two approaches to a representation of microphysical processes, “bulk parameterization” and spectral (bin) microphysics (SBM). As they point, the two approaches developed at nearly the same time but with two different aims: (a) to introduce microphysics into cloud-resolving simulations in an effective manner and (b) to investigate cloud microphysical processes. The authors compare the advantages and disadvantages of the two approaches. While the SBMs are more capable of properly representing the cloud microphysical processes (e.g., [26,27]), they are much more computationally intensive, making them not yet applicable to operational forecasting. As [25] points out, further progress will be achieved by “learning” from the SBM to improve the “bulk” microphysics, thus combining their respective advantages.

Currently, most of the numerical models adopt bulk microphysics schemes. The common feature of the “bulk” microphysics is that all microphysical processes are described in terms of integral parameters such as the mass of the different hydrometeor types. The differences are in the assumptions about the particle size distributions [12]. A bulk scheme—either Single-Moment (SM) or Double-Moment (DM)—predicts the mass of a particular hydrometeor type (e.g., rain, snow, graupel) without predicting how this mass is distributed among particles with different sizes. Hence, all “bulk” schemes need to make assumptions about the particle size distributions (PSDs) of the different hydrometeor categories/species (rain, snow, graupel). These PSDs are expressed in terms of the number of particles within a given range of particle diameters. These number distribution functions can be represented by an exponential function or gamma function [28,29]. The assumed PSD
functions affect nearly all formulated microphysical processes and are among the most fundamental assumptions in the bulk microphysics schemes.

Today, there is still significant uncertainty in the representation of hydrometeor properties of precipitating systems. In reality these properties vary in space and time [25] as a function of the thermodynamics of the environment [30]. They also vary significantly with the variation in the environmental aerosols which determine drop size distribution, auto-conversion rate and the amount of ice aloft and are found to affect hurricane intensities [26,31]. They also vary within a storm as a function of the type of precipitation-convective versus stratiform versus anvil, deep versus shallow, light versus intense, isolated versus organized [32,33]. This variability is hardly captured by today’s microphysical schemes. The simplifications made by the schemes can have significant consequences, because the PSD assumptions are an integral part of all microphysical process that are parameterized by the schemes. As a result, PSD assumptions affect the hydrometeor growth, phase changes and fallout, which in turn modulates the latent heating that drives the evolution of convection. The PSD assumptions also modulate the precipitation efficiency of the simulated storm and the partitioning of condensed water into ice or liquid. These, in turn, affect the latent and radiative heating of the simulated storms, and, thus, impact the evolution of the cloud systems through modulations of the temperature and stability (e.g., [2,21]).

To fill the gap in our knowledge of the PSDs, many recent field campaigns focused their efforts on collecting in situ measurements of the phase, shape and size distribution of the precipitating particles. However, to date, it has proven difficult to take advantage of these detailed but point, measurements and to modify the bulk microphysical parameterizations that are most commonly used in high-resolution numerical hurricane models (e.g., [25]). The hope of resolving many of the remaining issues lays in the use of remote-sensing multi-parameter observations of hurricanes and their environment. These observations can be compared against model simulations employing different microphysical parameterizations to determine the right set of assumptions that consistently produce the most realistic mesoscale and convective scale storm structure and evolution.

In doing so, we could compare modeled to retrieved geophysical parameters. The satellite retrievals, however, carry their own uncertainty. To increase the fidelity of the evaluation results, we should use instrument simulators to produce satellite observables from the model fields and compare to the observed. In doing so we take advantage of the fact that the PSD assumptions have a very strong impact on the simulated remotely sensed characteristics-radar reflectivity, microwave brightness temperatures, ocean surface backscatter. Indeed, Bennartz, R. and Petty, G.W. [32] found that the relationship between the rain rate and the microwave scattering signature is strongly dependent on the precipitation type (e.g., intense convection versus frontal precipitation). This sensitivity negatively impacts the accuracy of satellite retrievals of precipitation. They also found that the relationship between radar reflectivity and passive microwave observations depends strongly on the particle sizes. This provides an opportunity to use multi-parameter (e.g., radar and radiometer) comparisons between observed and forward simulated radiometric signatures of precipitation to determine what PSD assumptions result in most realistic simulated hurricanes. Such an approach provides a promising alternative to the more common model evaluation based on comparison of modeled and satellite-retrieved geophysical quantity (e.g., rain rate or near surface wind speed).

Indeed, recent research illustrates how physical ensemble runs can help understand model sensitivity to micro-physical parameterizations and how satellite and airborne observations can help in model validation: (1). Airborne observations have provided significant insights (e.g., [8,20,34]) but the data sample is still very limited; (2). To increase the sample size, many studies compared synthetic data to satellite observables. For example, Hristova-Veleva, S. et al. [35] evaluated WRF simulations of hurricanes Katrina ’05, Rita ’05 and Helene ’06 in terms of how well they compared with Tropical Rainfall Measuring Mission (TRMM) observations of rain and “Best Track” data. They found that the model is
capable of reproducing important storm characteristics, such as the observed difference in size of the eyes of Katrina and Rita and changes in storm structure associated with the extratropical transition of Helene. References [24,36–38] compared reflectivity from high-resolution simulations to TRMM measurements finding deficiencies in simulated precipitation structure possibly due to microphysical parameterizations. Reference [39] compared simulated and observed passive microwave radiometric brightness temperatures (TB). These comparisons reveal the ability of high-resolution hurricane models to accurately simulate the overall storm structure and evolution and point to such models as the tool to improve the hurricane forecast accuracy. However, the comparisons also reveal some consistently observed differences. The most likely source is the largely unknown sensitivity of the simulations to the employed physical parameterizations. These parameterizations have uncertainties and deficiencies that may contribute to errors in tropical cyclone intensity, rainfall and track forecasts.

In this study we employ many of the techniques used before in evaluating model simulations with the help of satellite observables. What is different here is that we use a new approach in which we compare multi-parameter, multi-instrument satellite observables to synthetic data from a physical ensemble of model simulations with the goal to determine if such an approach could narrow down the uncertainty in these comparisons and provide a clear indication that a particular model setup (e.g., choice of Particle Size distributions) produces storms that compare closer to the observations.

This paper summarizes a study in which we simulated 2005’s category-5 Hurricane Rita using the cloud-permitting community model WRF [40] with two different microphysical schemes and with seven different modifications of the parametrized hydrometeor properties within one of the schemes, specifically evaluating the impact of the assumptions affecting the Particle Size Distributions (PSDs) and the density of the large-ice particles.

We begin by comparing and contrasting the thermodynamic and hydrometeor structure of the different simulations in an attempt to understand how the microphysical assumptions affect the storm intensity, vertical structure and size.

To help determine the best set of assumptions, we then use the geophysical fields, produced by the WRF simulations, as input to instrument simulators to produce microwave brightness temperatures and radar reflectivity at the TRMM (TMI and PR) frequencies, polarizations and viewing geometry. We also simulate the surface backscattering cross-section at the QuikSCAT frequency, polarizations and viewing geometry. We use satellite observations from TRMM and QuikSCAT to determine those parameterizations that yield a realistic forecast and those parameterizations that do not.

The main goal of this study is to quantify how different microphysical parametrizations leave distinguishable signatures in satellite microwave observations and how the latter can be used to identify the parametrizations that are most consistent with a set of observations.

2. Methodology
2.1. Model Simulations: WRF Set-Up

The Weather Research and Forecasting (WRF) model is a state-of-the-art meteorological model being developed collaboratively among several agencies (The National Center for Atmospheric Research (NCAR), NOAA’s National Center for Environmental Predictions (NCEP)) and with strong participation from the research community. The WRF modeling system has been designed to study mesoscale and convective scale processes and to provide an advanced mesoscale forecast and data assimilation system for broad use in both research and operations.

WRF can be run with multiple nested grids with different spatial resolution to allow resolving both the highly 3D structure of convection and the extensive mesoscale circulations. Using such an approach allows for accurate representation of different scales of motion and their interactions. Furthermore, WRF can use initial/boundary conditions provided by a larger-scale model, thus, properly reflecting the 3D variability of the large-
scale atmospheric structures. Another advantage of using WRF is that it also models the radiative effects of the simulated clouds.

WRF can be run in a number of different modes, one of which is the cloud-resolving mode (model). Cloud Resolving Models (CRMs) operate with much better spatial and temporal resolution than the large-scale models. Instead of convective parameterizations used in the large-scale models, CRMs explicitly resolve the production of precipitation using microphysical parameterizations. While microphysical parameterizations need further validation and improvement, they certainly represent a significant step forward when compared to convective parameterization schemes designed to treat convection as a sub-grid process and to represent only the collective effects of these sub-grid scale processes. The convective parameterizations that are currently used do not properly represent the precipitation process.

The cloud-resolving modeling approach is better suited to studying the convective-scale processes and their interaction with the large-scale environment. The proper representation of the convective processes is of crucial importance for accurately simulating hurricane intensity and evolution since they represent the phase changes of the water and the associated hydrometeor production and latent heat release. The buoyancy of the air, generated by the released latent heat, drives the vertical motion and determines the storm intensity. The vertical distribution of the latent heat source determines the vertical structure/depth of the storm and its interaction with the large-scale environment, thus affecting its track [4].

Using WRF, we simulated Rita-2005, creating a physical ensemble of model forecasts, all starting with the same initial conditions but using different microphysical assumptions with a particular focus on the impact of the assumptions regarding the Particle Size Distributions. In all cases we used a set of three nested grids with the outer most grid having a resolution of 12 km and covering ~5000 × 5000 km, the middle having a resolution of 4 km and the most inner one having a resolution of 1.3 km and covering ~500 × 500 km. The runs were designed such that the inner two grids were moving, following the motion of the vortex center. The high resolution of the most inner grid assures the proper representation of the processes in the hurricane eyewall—a region that plays a critical role in the storm development.

All WRF simulations began with initial conditions provided by Geophysical Fluid Dynamics Laboratory (GFDL) model analysis, valid on 19 September 2005 at 18:00Z.

2.2. Model Microphysics: Focus on the Impact of the PSD Representation and Assumptions

Currently, most of the numerical models adopt bulk microphysics schemes, due to their computational efficiency. All bulk schemes need to make simplifying assumptions about the sizes of hydrometeors, in order to represent their evolution in time (specifically the conversion rates between the different species of condensed water and water vapor). In turn, the hydrometeor composition and its evolution modulate the latent and radiative heating associated with the development of the convective storms. The simplifying assumptions typically assume that the hydrometeors of a given species or habit are completely characterized by a single scalar “size” parameter, the mean diameter D and that within any volume resolved by the model, this diameter is governed by a single probability law. The most efficient schemes assume that this probability law is exponential, giving the number distribution per unit volume N(D)dD of hydrometeors of size between D and D + dD in an exponential form \( \ln(N(D)) = \ln(N_0) - \Lambda D \) (see Figure 1 for a schematic illustration of N(D)). In this exponential representation, the parameters \( N_0 \) and \( \Lambda \) can have any value as long as the distribution integrates to the total amount of condensed water per unit volume q which is determined by the model dynamics, that is, as long as

\[
\pi \rho N_0 / \Lambda^4 = q, \tag{1}
\]
Figure 1. A schematic illustrating how the choice of the intercept parameter $N_0$ affects the characteristics of the Particle Size Distribution, in the case of an assumption for an exponential form of the distribution. The two lines represent two distributions that integrate to the same amount (mass $q$-the integral under the curve), while having very different intercept $N_0$ and slope $\Lambda$. The Particle Size Distribution (PSD) distribution represented by the blue line has a smaller number of small particles and a larger number of large particles as compared to the distribution represented by the orange curve.

(where $\rho$ is the mass density of condensed water). Geometrically, as Figure 1 illustrates, $\ln(N_0)$ is the value of the vertical-axis intercept of the distribution as a function of $D$, while $\Lambda$ is its slope. Physically, $\Lambda$ is the inverse of the mean diameter $D_1$ and $N_0$ is the ratio of the total number concentration $N_T$ divided by $D_1$ ($N_0 = N_T / D_1$). The model calculates $q$ and the single-moment microphysical schemes which make the exponential distribution assumption then need to choose $N_0$ and $\Lambda$ so that (1) is satisfied. There is no unique way to make this choice, indeed any arbitrary choice of $N_0$ would then force a unique choice for $\Lambda$ or vice versa, provided these choices are consistent with the physical interpretations ($1/\Lambda$ cannot be an unrealistic mean diameter and $N_0/\Lambda$ cannot be an unrealistic total number concentration).

One widely used scheme in particular, the WRF Single-Moment Microphysics Scheme WSM6 [41], uses the exponential representation with the additional assumption that $N_0$ is the single externally-specified constant (and $\Lambda$ therefore takes on the value that makes (1) satisfied), with a single value for each species of condensed water. What would be realistic values for $N_0$? The answer is “any value that is between the smallest and largest that $q/(\pi \rho D_1^4)$ can be.” This leaves a very large range of possible realistic values. Indeed, the maximum would correspond to the largest value of $q/(\pi \rho D_1^4)$ which, using a conservatively large value $q \sim 5$ g/m$^3$ and a conservatively small value $D_1 \sim 0.3$ mm leads to an upper bound on the order of $N_0 < 10^{12}$, while the minimum would correspond to the smallest value of $q/(\pi \rho D_1^4)$ when $q \sim 0.05$ g/m$^3$ and $D_1 \sim 3$ mm so that $N_0 > 10^3$. Between these two extremes ($10^3$ and $10^{12}$ m$^{-4}$) and WSM6 uses the value $8 \times 10^6$ m$^{-4}$. In our study, different values within the realistic range are considered.

2.3. Forward Simulators to Produce Synthetic Satellite Observables from the WRF—Generated Geophysical Fields

As mentioned earlier, to evaluate different model simulations we could compare them to the geophysical parameters that are retrieved from satellite observations—e.g., the surface precipitation rate, the vertical profiles of precipitation, the near surface ocean winds. However, geophysical retrievals from remote-sensing observations carry uncertainty that is associated with several sources: (i) the use of auxiliary data by the different retrieval algorithms (e.g., the use of model fields of total precipitable water or near-surface winds from the large-scale models); (ii) the assumptions that went into building the retrieval databases used by the algorithms to establish the relationship between the observables (e.g., radar reflectivity) and the geophysical parameters of interest—e.g., the near surface precipitation. The impact of such assumptions (e.g., the particle size distribution or the non-uniformity of the precipitation within the satellite field of view) remains undocumented while, at the same time it strongly affects the retrievals (e.g., [42]).
To avoid this uncertainty we decided, instead, to evaluate the simulations by comparing the satellite observables (radar reflectivity, passive microwave brightness temperatures, ocean surface backscattering cross-section) to their synthetic counterparts. We compute the synthetic data by using the model generated geophysical fields as inputs to satellite simulators, as described below. In doing so, we can make sure that we use the same assumptions made by the model to compute the radiometric features of the simulated storms. Of particular importance here is that we use, in the forward simulators, the same assumptions about the particle size distributions as those that were used in the numerical weather prediction model (WRF) itself.

The microphysical schemes—and therefore the simulated microwave measurements—assume that the condensed water in any given resolution volume is completely described by the amount of condensed water in each of a handful of species and a particle size distribution for each species that distributes the mass as number of particles with size $D$, then integrated over the possible sizes (Figure 1). For each species, we calculate for every value of $D$ (discretized to span the realistic range for that species) the scattering properties of a hydrometeor of size $D$ using Mie theory [43] for liquid water and using the fluffy-sphere approximation [44] with an effective dielectric of the air-water mixture for the solid hydrometeor species. This allows us then, to calculate the scattering efficiencies and the attenuation coefficients, for each mass $q$ for a given hydrometeor type, by integrating the diameter-specific electromagnetic properties using the particle size distributions assumed in each of the WRF simulations.

With these two at hand, we next computed the effective radar reflectivity factor and the corresponding attenuation coefficient that are required for the calculation of the attenuated radar reflectivities that are measured from the precipitation-profiling radar.

Further, we use a plane-parallel forward radiative transfer model [45,46] to compute the passive microwave brightness temperatures observed by radiometers. To speed-up the computations, the code uses Look-Up-Tables (LUTs) that relate a given mass, for a particular hydrometeor type (rain, graupel, snow), to its bulk scattering and attenuation properties. These bulk properties represent the integral over the PSD of the diameter ($D$)-specific scattering and attenuation properties, computed for each mass $q$ and for each hydrometeor type. To make the simulation of the synthetic brightness temperatures true to the assumed by the model particle size distributions, we first computed a number of Look-Up-Tables—one for each of the assumed intercept $No$ and density $rho$ combinations. These LUTs replaced the original LUTs that were built with different assumptions on the PSDs.

Satellite microwave scatterometers have been providing measurements of the near-surface ocean winds for more than 20 years. The scatterometers operate by transmitting a pulse of microwave energy towards the Earth’s surface and measuring the reflected energy—the backscattered power from the surface roughness or the so-called normalized backscattering cross-section $\sigma^0$. Over the ocean the backscatter is largely due the small centimeter waves on the surface. The returned energy changes depending on wind speed and direction, giving a way to monitor the surface wind vector around the world’s oceans. However, scatterometer ocean wind retrievals are compromised when rain is present within the sensor’s field of view (FOV). Undetected rain can lead to the retrieval of winds that are erroneously oriented at cross-track with respect to the satellite’s motion and have speeds that are larger than both models and buoys suggest—although it could also lead to severe underestimates of hurricane wind speeds. Here we use to advantage the fact that $\sigma^0$ is impacted by the precipitation. At the scatterometer frequencies (Ku and C-band) water in the atmosphere impacts the scatterometer signal in three ways (more at Ku than at C-band): (i) vapor, cloud and rain attenuate the signal; (ii) backscatter from the precipitation in the atmosphere augments the signal; (iii) as the falling rain impinges on the ocean surface it induces roughening (“splash”) which augments the wind-induced signal. Equation (2) below represents the three effects.

$$\sigma^0_{measured} = AttIn (\sigma^0_{wind} + \sigma^0_{Splash}) + \sigma^0_{Rain}. \quad (2)$$
Here we have modeled all three effects to produce the synthetic $\sigma^0_{\text{measured}}$ using: (i) the scatterometer Geophysical Model Function (GMF) and the WRF-produced ocean surface winds to compute $\sigma^0_{\text{wind}}$; (ii) using the scattering efficiencies and attenuation computed above to estimate the column-integrated precipitation-related attenuation backscatter $\sigma^0_{\text{rain}}$ and the attenuation by the precipitation, cloud and vapor in the atmosphere—the ATTN in (2); (iii) using the WRF-produced surface rain rate to compute the “splash” $\sigma^0_{\text{Splash}}$ (e.g., [47,48]).

The synthetic satellite observables (attenuated radar reflectivity, microwave brightness temperatures and scatterometer backscattering cross-section) were computed at the electromagnetic frequency and polarization of the satellite instruments and at their respective viewing geometries (incidence angle). The synthetic data were first computed at the WRF horizontal resolution (1.3 km). They were then averaged to the resolution of the different satellite instruments.

2.4. Observations of the Precipitation-Related Radar Reflectivity and Brightness Temperatures and the Surface Wind-Related Backscattering Cross-Section

To facilitate hurricane research, we, at the Jet Propulsion Laboratory (JPL) have developed the JPL Tropical Cyclone Information System (TCIS-https://tropicalcyclone.jpl.nasa.gov) [49]. TCIS, and, in particular, the Tropical Cyclone Data Archive (TCDA-https://tropicalcyclone.jpl.nasa.gov/tcda/index.php) includes a comprehensive set of multi-sensor observations relevant to the large-scale and storm-scale processes in the atmosphere and the ocean. In this study, we illustrate how the TCIS can be used for hurricane research and for the study of tropical convection in general. Specifically, we use the satellite observations over hurricane Rita (2005). We focus on the observations of precipitation and the near-surface ocean winds. We evaluate the model forecasts versus: (i) the radar reflectivity profiles collected by the precipitation radar (PR) onboard the Tropical Rainfall Measuring Mission (TRMM); and (ii) the brightness temperatures measured by the TRMM microwave radiometer (TMI). These observations were collected on 22 September at ~14:42Z. Figure 2 illustrates the location and the structure of the storm as depicted by the Rain Index [42]–a multi-channel non-linear combinations of the TMI’s brightness temperatures. The storm was Category 4 at the time, just coming down from the Category 5 intensity it had achieved the previous day. The near surface wind estimates were obtained from satellite observations made by NASA’s QuikSCAT scatterometer one day before–on the 21st at ~11Z.

Figure 2. Hurricane Rita as observed by Tropical Rainfall Measuring Mission (TRMM) on 22 September 2005 at 14:43Z. The storm structure is depicted by the Rain Index—a multichannel non-linear combination of the passive microwave brightness temperatures observed by TMI. The data are available from the TC Data Archive [49].
3. Experiment Design

We developed an ensemble of high-resolution simulations of Hurricane Rita (2005) using the WRF system and modifying the microphysical assumptions according to Table 1. In all simulations the initial conditions were provided by Geophysical Fluid Dynamics Laboratory (GFDL) forecasts. Doing the sensitivity tests in a hindcast allowed us to eliminate the impact of the GFDL forecast uncertainty (growing errors over time), by using as boundary conditions the GFDL analysis (00h forecasts) provided every 12 h.

Table 1. Summary of the selected values for the assumed characteristics of the hydrometeors, for each of the sensitivity tests. Note: for each set of tests, the parameter values that are being changed are marked in bold and in red. MP is used to designate the microphysical scheme used in the simulation. Each of the experiments is designated by the sensitivity to: (i) the choice of MP; (ii) the assumed density of the large ice particles ($N_{0r}$); and graupel ($N_{0g}$). In that sense M6.500.08.04 means the experiment using MP = WSM6, $\varrho = 500$ kg/m$^3$, $N_{0r} = 8 \times 10^6$ m$^{-4}$, $N_{0g} = 4 \times 10^6$ m$^{-4}$.

| (i) Impact Ice Microphysics | S1 = M3.500.08.04 | S2 = M6.500.08.04 |
|------------------------------|-------------------|-------------------|
| MP = WSM3                   | $N_{0r} = 8 \times 10^6$ m$^{-4}$ | $N_{0r} = 8 \times 10^6$ m$^{-4}$|
| $N_{0g} = 4 \times 10^6$ m$^{-4}$ | $N_{0g} = 4 \times 10^6$ m$^{-4}$ |
| $\varrho = 500$ kg/m$^3$    | $\varrho = 500$ kg/m$^3$ |

| (ii) Impact Density of Graupel | S3 = M6.600.22.10 | S4 = M6.400.22.10 | S5 = M6.300.22.10 |
|-------------------------------|-----------------|-----------------|-------------------|
| MP = WSM6                    | $N_{0r} = 22 \times 10^6$ m$^{-4}$ | $N_{0r} = 22 \times 10^6$ m$^{-4}$ |
| $N_{0g} = 10 \times 10^6$ m$^{-4}$ | $N_{0g} = 10 \times 10^6$ m$^{-4}$ |
| $\varrho = 600$ kg/m$^3$     | $\varrho = 300$ kg/m$^3$ |
| $\varrho = 400$ kg/m$^3$     | $\varrho = 300$ kg/m$^3$ |

| (iii) Impact of $N_0$ choice | S6 = M6.300.22.22 | S7 = M6.300.80.80 | S8 = M6.300.400.200 |
|-------------------------------|-----------------|-----------------|-------------------|
| MP = WSM6                    | $N_{0r} = 22 \times 10^6$ m$^{-4}$ | $N_{0r} = 80 \times 10^6$ m$^{-4}$ |
| $N_{0g} = 22 \times 10^6$ m$^{-4}$ | $N_{0g} = 80 \times 10^6$ m$^{-4}$ |
| $\varrho = 300$ kg/m$^3$     | $\varrho = 300$ kg/m$^3$ |
| $\varrho = 400$ kg/m$^3$     | $\varrho = 400$ kg/m$^3$ |
| $\varrho = 200$ kg/m$^3$     | $\varrho = 200$ kg/m$^3$ |

The set of simulations were designed such as to test three types of sensitivities:

(i) sensitivity to the complexity of the representation of the ice-phase processes—comparing two microphysical schemes WSM3 and WSM6. While both of them are Single-Moment bulk schemes, they differ in their representation of the ice processes. WSM3 [30] has prognostic equations for the evolution of three species of water–water vapor, cloud water and precipitation. The cloud liquid water and the cloud ice are considered to be of the same category–cloud water-and are distinguished only by the temperature. Similarly, the rain and the snow are both represented by the category of precipitating water and are distinguished only by the temperature. Because of that the complexity of the interaction between the liquid and frozen species is not properly captured. In contrast, WSM6 is a six-class scheme with prognostic equations for water vapor, cloud water, rain water, ice, snow and graupel mixing ratios [41].

(ii) sensitivity to the assumed density of the graupel particles, all within WSM6–as Equation (1) indicates, for a given amount of condensed frozen mass $q$ and for an assumed fixed $N_0$, the slope of the distribution $A$ is determined by the assumed density of the frozen particles. Hence the assumed density also affects the particles size distribution;

(iii) sensitivity to the assumed fixed intercept parameter $N_0$—similarly to the case above, for a fixed assumed density and for a given amount of condensate, the particle size distribution is controlled by $N_0$.

As such, both experiments (ii) and (iii) are directed toward understanding the impact of the Particle Size Distributions while experiment (i) is directed toward understanding the importance of the modeling of the ice processes.
In this set of PSD-related experiments, we focus our attention on the impacts of: the fixed intercept parameter for rain-$N_{0r}$; the fixed intercept parameter for graupel-$N_{0g}$; the density of graupel-$\varrho$.

4. Results

4.1. Impact of PSDs on the Thermodynamic Structure of the Storms and on Their Hydrometeor Distributions

Before discussing how the radiometric signatures of the simulated storms compare with actual satellite observations, this subsection is devoted to an intercomparison of the geophysical structure of the 8 simulated storms (Figures 3–6). Presented are the simulated structures that would verify at 15Z on 22 September 2005. While there are no actual observations of the geophysical variables to compare against, we choose this time as it corresponds to the time of the TRMM observations of precipitation (brightness temperatures and radar reflectivity) that are shown in Figures 7–12. In this manner, one could make the correspondence between the geophysical fields and their radiometric signatures, even though just qualitatively.

We start with comparing the spatial distribution of the condensed water (Figure 3). For clarity and since the satellite observations will highlight the similarities and differences in the two horizontal dimensions, Figure 3 depicts the azimuthal average of the condensed-water fields in each of the storms, as a function of height above mean sea level and of radial distance from the eye. Unlike S2–S8, simulation S1 does not identify a clear eyewall region: below the freezing level, it appears to identify two maxima in the liquid condensation, at two different radial distances; above the freezing level, it spreads the snow maximum well beyond the putative eyewall region.

Simulations S2–S8 all consistently place the maximum condensation at a radial distance of about 30 km from storm center. S3, S4 and S5 do not show an appreciable effect of the graupel density on the distribution of condensation above the freezing level but below the freezing level there does appear to be a tendency for the region of higher-concentration liquid condensate to be widest for the highest density (S3) and narrowest for the lowest assumed density of the graupel (S5). A similar effect can be observed in the simulations S6 (relatively largest hydrometeor sizes), S7 and S8 (relatively smallest hydrometeor sizes), where the amount of condensation appears to increase (in all regions) as the hydrometeor size decreases. These two observations point to the same conclusion: the larger the number of relatively smaller particles, the wider the region of higher-concentration liquid condensate. Indeed, among the simulations S3, S4 and S5 (all with the same fixed intercept parameters), the higher the density, the smaller the number of large particles and hence the larger the relative contribution of the smaller particles. In other words, S3 has more smaller particles than S5. Similarly, among simulations S6, S7 and S8 the widest is the region with the largest number of small particles (S8).
Figure 3. Azimuthal average of the condensed-water fields in each of the simulated storms (S1–S8, defined in Table 1), as a function of height above mean sea level and of radial distance from the eye. The color in the title of the eight subfigures represents the following selections: (i) sensitivity to microphysics: M3 is in red, M6 is in black; (ii) sensitivity to assumed density of graupel: $\varrho = 600 \, \text{kg/m}^3$ in dark blue, 400 in navy blue, 300 in light blue; (iii) sensitivity to the impact of the intercept parameters for rain ($N_{0r}$) and graupel ($N_{0g}$): $N_{0r} = 22 \times 10^6 \, \text{m}^{-4}$ and $N_{0g} = 22 \times 10^6 \, \text{m}^{-4}$—in light orange, $N_{0r} = 80 \times 10^6 \, \text{m}^{-4}$ and $N_{0g} = 80 \times 10^6 \, \text{m}^{-4}$—in dark orange, $N_{0r} = 400 \times 10^6 \, \text{m}^{-4}$ and $N_{0g} = 200 \times 10^6 \, \text{m}^{-4}$—in purple.
Figure 4 illustrates the azimuthal average of the equivalent potential temperature in each of the storms, as a function of height above mean sea level and of radial distance from the storm center. A quick inspection shows that the different microphysical assumptions significantly influence the thermodynamical structure of the storms. Comparing S1 and S2 we see that the treatment of the ice processes has the most substantial impact on the $\theta_e$, producing a storm with the lowest mid-level $\theta_e$ from all 8 simulations. Similar to the distribution of the condensed water, we notice that the PSD assumptions have a consistent impact: the larger the relative number of smaller particles (S3 has more than S5; S8 has more than S6), the higher the mid-level $\theta_e$ (especially well depicted by the < 347.5 K region shown here in purple). Hence, the PSD assumptions modulate the thermodynamic structure of the storm, which, in turn, influences its evolution.

The treatment of the microphysical processes and the PSD assumptions in particular, also strongly impact the kinematic structure of the storm as depicted in Figures 5 and 6. Figure 5 depicts the secondary circulation of the simulated storms, represented by the radial component of the wind (positive is outward from storm center). Comparing S1 and S2 shows that the treatment of the ice processes impacts the organization of the storm. Indeed, the more
complex WSM6 scheme produces a storm with more organized and stronger upper-level outflow, an important ingredient of the storm structure that supports stronger storms.

Regarding the impact of the PSD assumptions, as the relative number of the smaller particles increases (progressively from S5 to S4, S3, S6, S7 and, finally, S8) we see the development of inflow region at about 8 km altitude and 90 km range from the storm center. This inflow descends to about 4 km altitude and moves inward, reaching 30 to 60 km from the storm center in the two simulations with the largest number of small particles (S7 and S8). Please, note—the descending and moving inward is in a statistical sense as being detected at lower levels and closer to the storm center.

The impact of the microphysical assumptions on the storm intensity is depicted by the azimuthally-averaged tangential flow shown in Figure 6 in color with overlaid contours of the vertical velocity. Here we focus our discussions on the structure of the tangential flow which depicts the primary storm circulation and reflects the intensity of the storm. Comparing S1 and S2 shows that the treatment of the ice processes significantly impacts the storm intensity. Indeed, the more complex WSM6 scheme produces a storm with a wider and deeper area of strong tangential winds (note the structure of the area with winds > 40 m/s as captured by the yellow, orange and red shading). S2 has also near surface wind > 60 m/s, not found in S1. Regarding the impact of the PSD assumptions, we see that the larger the number of smaller particles (again this number increases from S5 to S3 and then from S6 to S8) the weaker the simulated storm becomes. It should be

**Figure 5.** As in Figure 3, except shown is the horizontal and the vertical distribution of radial flow (in color). The contours show the equivalent potential temperature (as in Figure 4). The radial inflow is shown in different shades of blue, according to the intensity. The radial outflow is depicted in shades of green, orange and red.
noted though that the strongest simulated storm is S5, with near surface winds in excess of 70 m/s (the area in white). Another interesting point to make is that S7 appears to be weaker than S8. We will come back to this later and will relate it to the fact that S5 is stronger than S6 (the two differing only in the intercept parameter for graupel that is twice as large in S6 than in S5, pointing to the importance of the PSD assumptions for the graupel.

Figure 6. As in Figure 3, except for shown is the azimuthally-averaged tangential flow (in color) and vertical velocity (in contour).

As the previous subsection illustrated the PSD assumptions and ice-process treatment significantly impacts the storm structure and intensity. But can we say which simulation produces synthetic data that are closer to the characterizes of the observed storms. In the next section we compare the synthetic microwave data (microwave brightness temperatures, radar reflectivity and surface backscattering cross-section) to observations by TRMM-TMI, TRMM-PR and QuikSCAT.

4.2. Comparisons of Passive Microwave Data (the Brightness Temperatures—the TBs)

We begin by comparing the synthetic brightness temperatures with observations by TMI made during the TRMM overpass of hurricane Rita on 22 September 2005 at around 14:40Z. The synthetic data we compare refer to the same time (15Z on the 22nd). As such they all are 69-h forecasts from simulations initialized on 19 September 2005 at 18:00Z.
Please, note we make all our comparisons in storm-centric way, meaning that for both the observed and the simulated data the storm center is in the center of our window (region for statistical comparison) regardless of the fact that the simulated storms were misplaced (not in the correct locations as depicted by the observed).

Figure 7 compares the 19 GHz horizontal polarization (H-pol) brightness temperatures measured by the TRMM radiometer TMI with those that were forward-calculated for each simulated storm.

![Figure 7](image-url)

**Figure 7.** Comparison of observed (top left) and simulated 19 GHz brightness temperatures for each of the 8 simulated storms. The synthetic data are shown at the spatial resolution of the observations, after averaging the data produced initially at the high model resolution. The panels are arranged similarly to these in Figure 3, with the exception of the top-left panel where the observations are presented. As in Figure 3, the color in the title of the remaining eight subfigures represents the following selections: (i) sensitivity to microphysics: M3 is in red, M6 is in black; (ii) sensitivity to assumed density of graupel: \( \varrho = 600 \text{ kg/m}^3 \) in dark blue, 400 in navy blue, 300 in light blue; (iii) sensitivity to the impact of the intercept parameters for rain (\( N_{0r} \)) and graupel (\( N_{0g} \)): \( N_{0r} = 22 \times 10^6 \text{ m}^{-4} \) and \( N_{0g} = 22 \times 10^6 \text{ m}^{-4} \)—in light orange, \( N_{0r} = 80 \times 10^6 \text{ m}^{-4} \) and \( N_{0g} = 80 \times 10^6 \text{ m}^{-4} \)—in dark orange, \( N_{0r} = 400 \times 10^6 \text{ m}^{-4} \) and \( N_{0g} = 200 \times 10^6 \text{ m}^{-4} \)—in purple.

The 19-GHz signatures are dominated by the emission from liquid precipitation, the brightness temperature being essentially an increasing function of the vertically integrated precipitating liquid. They are manifested as a warming signal over the radiometrically cold ocean surface. TMI highlights a substantial amount of precipitation around the eyewall that surrounds the storm center as depicted by the local minimum in precipitation at \( \sim 25.3 \text{ deg latitude} \) and \( \sim -86.7 \text{ deg longitude} \). There is a notable asymmetry toward the north-northwest, with a wide rain band extending from about 120 km north of the center towards the east and east-southeast. These three features (the rain about the eye, the asymmetry of this rain and the rainband existence and orientation) are not reproduced by
all the simulated storms. S1 has very weak precipitation around the eye and no discernible rain band. S2 has weak and strong precipitation only in the northeast portion of the eyewall region and a weak rain band extend eastward starting ~120 km north of the eye. S3 and S4 have weak precipitation in the southern portion of the eyewall region. The precipitation in S5 is almost entirely on the northeastern quadrant of the storm. S6 has weak precipitation in the southwestern portion of the eyewall region and an amorphous rain region extending northeast from the eyewall. S7 and S8 exhibit remarkable similarity with the three rain features of the TRMM observations.

Hence, the PSD assumptions and the treatment of the ice-phase microphysical processes, have a very substantial impact not only on the intensity of the liquid precipitation (the strength of the warming signal in the 19 GHz TBs) but also and very importantly, on the entire storm structure.

Next we compare the 85 GHz brightness temperatures measured by TMI with those that were forward-calculated for each simulated storm (Figure 8).

![Figure 8. As in Figure 7 except compared are the 85 GHz H-pol brightness temperatures.](image)

The 85-GHz signatures are dominated by the scattering from solid hydrometeors out of the beam, producing a depression in the brightness temperature, a cooling signal—which becomes essentially a decreasing function of the vertically-integrated precipitating snow and graupel. The TMI observations have four distinct features: a thin ring of deep layer of frozen hydrometeors about the eye wall; two plumes of ice streaking from the region northwest of the eye wall region extending respectively east-northeastward and eastward, the ice deepening to the east; and a third ice-outflow region to the east of the eyewall region. All 8 simulated storms have deeper 85-GHz depressions than the TMI observations (colder 85 GHz TBs), confirming the widely recognized fact that single-moment microphysical
schemes tend to produce too much ice, though S1, S7 and S8 have significantly less ice than the other 5 simulated storms. S1 does not exhibit any of the four structural features in the TMI observations. S7 and S8 do exhibit three of the four features—missing is the second streak of ice north of the one that overlies the rain band. In fact, S7 almost has that band too, as depicted in the upper-right corner of the domain.

To gain intuition on how the vertical structure of the simulated storm compares to that of the observations, we next compute and compare the joint behavior of the emission signatures at 19 GHz and the scattering signatures at 85 GHz observed by TMI with the joint behavior in each of the 8 simulated storms (Figure 9). The red arrow indicates the direction of increasing condensation, which produces opposite effects at 19 GHz (warmer brightness temperatures) and 85 GHz (colder brightness temperatures). The colors in each two-dimensional plot refer to the density of the occurrence of joint values in the particular range of brightness temperatures. The fact that all the simulations overproduce ice is reflected in the (synthetic) data points below the red arrow, absent in the actual observations. In that respect, S2, S3, S4 and S5 are the least consistent with the observation. Note that all the synthetic storms, save S7 and S8, show no data in the corner corresponding to the warmest 19-GHz and 89-GHz brightness temperatures (upper right corner in space occupied by the observed joint distribution, as depicted by the area enclosed by the red arrow and the red curve), while S7 and S8 are consistent with TMI in showing a significant amount of data in that region. These are the points with substantial rain but without deep development above the freezing level.

Figure 9. Joint probability density function distribution between the brightness temperatures at 19 GHz V-pol (x axis) and 85 GHz V-pol (y axis). The red arrow and the red curve enclose the space occupied by the joint distribution of the observed 19/85 GHz V pol brightness temperatures. The observations, and the eight different experiments, are arranged in the same order as in Figure 7.
4.3. Profiling Radar Comparisons

To gain a better understanding on the vertical structure of the simulated storms and how they compare to the observations, we next use the observed and simulated radar reflectivity profiles.

Figure 10 illustrates the maximum mixing ratio of condensation in every vertical column, represented by a well-correlated proxy, namely the measured radar reflectivity factor. In this case, the swath of the TRMM radar (TRMM-PR) did happen to capture the eyewall region as well as a portion of the rain band and the maxima that it measured are mostly of moderate magnitude with some scattered peaks in the eyewall region. S1, S2, S3, S4, S5 and S6 all exhibit much greater values over a far larger area, while the condensation produced by S8 never reaches the maxima in the actual observations. By contrast, the maxima in S7 are quite consistent with the TRMM observed maxima.

Figure 10. Maximum attenuated reflectivity as observed by the TRMM precipitation radar (PR) in the upper left and the corresponding synthetic data from the 8 simulations. The observations, and the eight different experiments, are arranged in the same order as in Figure 7.

To look at the vertical structure of the storms in more detail, we next compute the distribution of radar reflectivity at each vertical level and present these distributions as a function of height. These diagrams are often used and are called Contoured Frequency by
Altitude Diagrams or CFADs [51]. Figure 11 illustrates the comparison of the observed and synthetic results from the 8 simulations. The models do not have a “melting layer” (at ~5 km altitude in this case) where large solid hydrometeors start melting from the outside inward and thereby produce a radar signature that is much brighter than would be produced by either the original unmelted hydrometeor or the melted (and therefore geometrically smaller) equivalent rain drop—that is why the synthetic radar reflectivities calculated from the model do not exhibit the prominent “bright-band” peak that is readily visible in the radar measurements (top left). The fact that the simulated storms all produce more ice than in the observation is evident in the greater width of the synthetic CFADs above the freezing level. However, S3, S7 and S8 do come closest to reflecting the vertical distribution of condensation as observed by the radar, in the general shape of the distribution and the modes of S7 and S8 come closest to the mode of the observed distribution (shown in Figure 12). The other simulations seem to be efficient at producing ice aloft and S2, S5 and S6 are not efficient enough at producing liquid rain below the freezing level.

Figure 11. Comparing synthetic and observed Contoured Frequency by Altitude (CFADs). The mean and the mode of the distributions are shown with the heavy red and black curves. The observations, and the eight different experiments, are arranged in the same order as in Figure 7.
4.4. Scatterometers Comparisons

So far, we compared the observed and simulated Top of the Atmosphere (TOA) brightness temperatures to look at the vertically integrated effects of the precipitation in terms of intensity and also in terms the 2D storm organization. Next we looked at radar reflectivity measurements to understand better how the vertical structure of the storm is represented. Finally, we compare scatterometer measurements of the normalized backscattering cross-section $\sigma^0$. The scatterometer observations were taken during a QuikSCAT overpass of hurricane Rita on 21 September at ~11Z.

Generically $\sigma^0$ is an increasing function of the amplitude of the vertical surface roughness, at horizontal scales comparable to the wavelength (Ku band, that is, about 2 cm)–and the amplitude of the surface roughness is in turn an increasing function of the near-surface winds. This generic property of $\sigma^0$ is modified by precipitation in the atmosphere but also by the impact of raindrops on the surface, and, as shown in Equation (2), all these effects are accounted for, to first order, in the synthetic calculations [47,48].

Figure 13 illustrates the normalized radar backscattering cross-section $\sigma^0$ at Ku band of the ocean surface or rather its probability distribution in an annulus about the eye (vertical axis), as a function of the radial distance from the eye (horizontal axis). The colors refer to the density of points in the corresponding range of magnitude indicated on the vertical axis (so all “colors” occurring in a vertical column should add up to 100%).
Figure 13. The Probability Density Function (PDF) distribution of the scatterometer signal as function of distance from storm center: Top-left is from the QuikSCAT scatterometer observations; all other panels represent the results from the synthetic observations computed using the geophysical parameters as simulated with the different microphysical choices. The observations, and the eight different experiments, are arranged in the same order as in Figure 7.

All simulated storms have a peak in the distribution of $\sigma^0$ near the radial location of the eyewall, though the actual value of that peak (and of the other maxima at neighboring radii) in the QuikSCAT observation is most consistent with those for S7 and S8. Figure 14 specifically highlights the over- and under-estimates of the $\sigma^0$ in each of the simulated storms. Away from the very center of the storm, the discrepancies are clearly smallest for S7 and S8.
Figure 14. Same as in Figure 13, except for differences from the satellite observations made by QuikSCAT. The observations, and the eight different experiments, are arranged in the same order as in Figure 7.

Figure 15 presents in more detail the comparisons of the observed and simulated scatterometer measurements, by showing the RMS error as computed based on the data in Figure 14.

Figure 15. The Root Mean Square (RMS) difference as computed based on the analyses of the data in Figures 13 and 14.
5. Summary and Discussion

This study investigates the impact of the microphysical assumptions on the simulated hurricanes, using WRF simulations of hurricane Rita (2005). The study has two goals: (i) to understand the impact on the storm structure; (ii) to understand whether multi-parameter, multi-instrument satellite observations can point to the set of microphysical assumptions that produce the most realistic storms, by comparing synthetic satellite-like data, produced from the model fields, to actual multi-instrument satellite observations. While listed here second, this has been our primary goal.

The experiments were designed to address two impacts:

(i) the impact of the treatments of the ice-phase processes: To address that, we compared simulations using two of the WRF microphysical schemes–WSM3 and WSM6. WSM3 is a simpler scheme with 3 categories for representing the water–water vapor, cloud water and precipitation water. To represent the frozen particles, it uses a simple assumption that all hydrometeors are frozen at temperatures below freezing, equating cloud ice to liquid cloud and rain to snow. In contrast, WSM6 uses six categories to represent the mater–water vapor, cloud liquid water, rain, cloud ice and graupel. As such, this more complex scheme has prognostic equations for each of these six categories and capture much more faithfully the ice-phase processes.

(ii) The impact of the PSD assumptions: The assumed PSD functions affect nearly all formulated microphysical processes and are among the most fundamental assumptions in the most widely used bulk Single-Moment microphysics schemes. To investigate their impact, we designed six additional experiments, all using WSM6.

- In three of them, we changed the intercept of the exponential distributions for rain and graupel, going to progressively larger values for the intercept parameters (S6–S8). Under the assumption of a fixed intercept $N_0$, increasing the value of this intercept, means a relative decrease in the number of large particles as more mass is stored in the larger number of smaller particles. In other words, under the assumption of an exponential distribution, increasing the intercept parameter $N_0$ is equivalent to assuming that a larger portion of the hydrometeor mass is stored in a relatively-larger number of smaller particles.

- In the other three of these experiments, we changed the density of the graupel (S3–S5), going to progressively smaller densities (from S3 to S5) and assuming densities within a reasonable range. For a fixed intercept $N_0$ and according to Equation (1), this means an increase in the number of larger particles (i.e., for an assumed smaller density the same mass will have to be stored in a relatively-larger number of larger particles). This impact comes in addition to modifying other microphysical representations like the fall velocity.

We first compared the different simulations to each other to understand the impact of these microphysical representations on the geophysical variables of the modeled storms, finding that our choices resulted in significant modifications of the horizontal and vertical structure of the condensed water, the thermodynamics and dynamics of the simulated storms. In general, our results show that: the larger the number of smaller particles–the bigger the extent of the near-surface precipitating region but also the shallower the region of strong tangential winds and the weaker the winds.

Next, we analyzed the radiometric signatures of the storms to address our primary goal, namely understanding whether comparison of synthetic data to multi-instrument satellite observations could help determine the which microphysical assumptions produce more realistic storms.

In particular, we compared the observed and simulated Top of the Atmosphere (TOA) brightness temperatures to look at the vertically integrated effects of the precipitation in terms of intensity and also in terms the 2D storm organization. We then looked at radar reflectivity measurements to understand better how the vertical structure of the storm is represented. Finally, we compared scatterometer measurements of the normalized backscattering cross-section $\sigma^0$. These observations are most strongly affected by the
ocean surface winds. However, as shown in Equation (2), these measurements are also significantly impacted when intense precipitation is present within the scatterometer field of view. As described earlier, here we simulate all effects (of the surface winds, scattering and attenuation by precipitation, the surface splash) and compare to the observations.

Here is a short summary of our findings:

Analysis of the microwave brightness temperatures revealed that the PSD assumptions and the treatment of the ice-phase microphysics have a very substantial impact not only on the intensity of the liquid precipitation (the strength of the warming signal in the 19 GHz TBs) but also and very importantly, on the entire storm structure. The larger the number of smaller particles—the more organized is the storm structure in the terms of the horizontal distribution of the liquid precipitation (19 GHz). Indeed, as Figure 7 illustrates, simulations S7 and S8 exhibit remarkable similarity with the three rain features of the TRMM observations (the rain about the eye, the asymmetry of this rain and the rainband existence and orientation).

These two simulations appear also to have a better vertical structure of the precipitation. This is particularly well illustrated by the ratio of liquid-to-frozen precipitation that is revealed by Figure 9. The joint PDF distribution of the scattering signal by the frozen particles (reflected in the 89 GHz depression) versus the warming signal by the liquid precipitation (reflected in the 19 GHz) shows that S7 and S8 compare the closest to the joint distribution observed by TMI. In that sense, S7 and S8 have less frozen precipitation for the same amount of liquid precipitation.

Analysis of the radar reflectivity measurements present further evidence for the same conclusion. The horizontal structure of the storm, revealed by the maximum attenuated reflectivity (Figure 10), shows that S1, S2, S3, S4, S5 and S6 all exhibit much greater values over a far larger area (too much scattering by frozen hydrometeors), while the S8 values never reach the maxima in the observations. By contrast, the maxima in S7 are quite consistent with the TRMM observed maxima.

Even more importantly, analysis of the vertical structure of the reflectivity (Figures 11 and 12) shows two important things: i) the simulated storms all produce more ice than in the observation as evident in the greater width of the synthetic CFADs above the freezing level. However, S3, S7 and S8 come closest to reflecting the vertical distribution of condensation as observed by the radar, in the general shape of the distribution and the modes of S7 and S8 come closest to the mode of the observed distribution. The other simulations seem to be efficient at producing ice aloft and S2, S5 and S6 are not efficient enough at producing liquid rain below the freezing level. Hence, it appears the vertical structure of S7 comes closest to the observed, similar to the conclusion from the joint PDFs of TBs, again having better ratio of frozen to liquid hydrometeors (narrower CFADs above the freezing levels and better defined CFADs below the freezing levels).

The conclusion that the radiometric signatures of S7 compare the best to the satellite observations is further supported by the comparison of the observed and synthetic ocean surface backscattering cross-section (Figures 13–15). As Figure 13 shows, all simulated storms have a peak in the distribution of \( \sigma^0 \) near the radial location of the eyewall, though the actual value of that peak in the QuikSCAT observation is most consistent with those for S7 and S8. Figure 14 specifically highlights the over- and under-estimates of the \( \sigma^0 \) in each of the simulated storms. Away from the very center of the storm, the discrepancies are clearly smallest for S7 and S8. Figure 15 confirms this through analysis of the radial distribution of the RMS error.

Hence, the comparison between the synthetic data and the multi-instrument satellite observations consistently points to one particular simulation—S7—being the most consistent with the radiometric signatures of the observed storm. According to this comprehensive evaluation—that uses multi-parameter observations, with multiple metrics for each parameter—we conclude that simulations using particle size distribution with relatively larger number of smaller particles produce storms with radiometric signatures that are most consistent with observations.
This conclusion is in agreement with the results from others (e.g., [37]). In particular, a study conducted to support the development of Korean GPM (KGPM) precipitation retrieval algorithm investigated, among other effects, the impact of the assumed rain Drop Size Distribution on the retrievals of precipitation [52]. It found that using the routinely assumed $N_0$ parameters do not always provide a good agreement between observed and simulated reflectivity and TBs. Specifically, it was found that sometimes while simulated radiometer observations were in good agreement with the observations, the simulated reflectivities were not. Converse situations, that is, good agreement in terms of reflectivity but poor agreement in terms of TBs, were also encountered.

However, it should be pointed out that the here-determined set of microphysical assumptions that produced the most realistic synthetic data (as related to satellite observations sensitive to precipitation and surface wind) have a generally negative impact on the storm intensity. Hence, the original set of microphysical assumptions, with more deficient radiometric signatures, might have produces relatively-good intensity for the wrong reason.

### 6. Conclusions

Many factors determine a tropical cyclone’s intensity, such as the vertical shear of the environmental wind, upper oceanic temperature structure and low- and mid-level environmental relative humidity. Ultimately, though, intensity and rainfall are dependent on the magnitude and distribution of the latent heating and cooling within the storm that take place during the convective process. Hence, the microphysical processes and their representation in hurricane models are of crucial importance for accurately simulating hurricane evolution since they represent the phase changes of the water and the associated hydrometeor production and latent heating/cooling. The buoyancy of the air, generated by the released latent heat, drives the vertical motion and determines the storm’s intensity. The vertical distribution of the latent heat source determines the vertical structure of the storm and its interaction with the large-scale environment, thus affecting its track. The accurate model representation of the microphysical processes becomes increasingly important when running high-resolution numerical models that should properly reflect the convective processes in the hurricane eyewall.

We study the impact of microphysical assumptions on the structure and the intensity of the simulated hurricanes. In particular we compare and contrast the members of a high-resolution physical ensemble of WRF model simulations of Hurricane Rita (2005). The members of the ensemble include simulations with two different microphysical schemes and seven different Particle Size Distribution (PSD) assumptions within one of the microphysical schemes.

Here, we investigate the impact of the microphysical assumptions and specifically of the PSD assumption, on the simulated storms. We first compare the different simulations among themselves, analyzing storm-centered azimuthal averages of the condensed water, equivalent potential temperature, radial and tangential winds—all computed as a function of altitude and distance from storm center. We find that the choice of microphysical scheme and the choice of particle size distribution parameters have significant implications for the simulated horizontal and vertical structure of the condensed water, the thermodynamic structure of the simulated storms, their primary and secondary circulations. In general, our results show that the larger the number of smaller hydrometeor particles—the bigger the extent of the near-surface precipitating region but also the shallower the region of strong tangential winds and the weaker the winds, including the near-surface winds.

More importantly, we compare the simulated storms to a set of satellite observations. To facilitate the comparison, we employ instrument simulators that use as input the geophysical fields produced by WRF and simulate satellite observables (microwave brightness temperatures, radar reflectivity, scatterometer–observed surface backscattering cross-section). We call these the synthetic observations. We compare the forward simulated satellite observables (the synthetic observations) to a multi-parameter, multi-
instrument set of satellite observations available from the JPL Tropical Cyclone Information System (TCIS-https://tropicalcyclone.jpl.nasa.gov/) as described in [49] and, in particular to the 11-year global archive of satellite observations of tropical cyclones—the TCDA-https://tropicalcyclone.jpl.nasa.gov/tcda//index.php.

Previous studies have used similar approach for evaluation, often using one type of observations at a time (e.g., microwave brightness temperatures or radar reflectivity).

The novelty of this study is in: (1) using multi-parameter, multi-satellite data to evaluate model simulations; (2) using instrument simulators to directly compare model results with satellite observables; (3) using process-oriented metrics in storm-centered coordinate (height-radial distance cross-sections), in addition to using statistical comparisons such as CFADs, joint distributions and so forth.

The main goal of our study is to address the question of whether multi-parameter, multi-instrument observations, that are sensitive to the condensate and the surface winds, could provide a better constraint on the model choices of microphysical parameterizations (especially regarding the PSD distributions) to determine if such an approach could narrow down the uncertainty in these comparisons and provide a clear indication that a particular model setup (choice of Particle Size distributions) produces storms that compare closer to the observations.

Our results indicate that such multi-parameter satellite observations can help discriminate between simulations with different microphysical assumptions. In particular, assuming hydrometeor distributions with larger number of smaller particles results in model simulations with radiometric signatures that compare more closely to observations. Furthermore, the simulated organization of the storms is also improved. The simulated storm track is almost unaffected (not discussed here). Unfortunately, the ability of the model to simulate the storm intensity is degraded, pointing to the need for further investigations into the origins for this deficiency. Still, confirming the improvement in the storm structure and its radiometric fingerprints when smaller and more numerous particles are assumed provides a clue to what other processes might need revisiting so that we do not obtain the “right answer for the wrong reason”, for example, simulating the right intensity but with the wrong structure (vertical and horizontal) of the precipitation.

There is a large number of other critically important microphysical processes that have not been investigated here. The proposed approach to analysis, by comparing multi-instrument multi-parameter observations to model simulations, could be applied to investigating their impact as well. Specifically, there is a need to investigate the significance of the assumed auto-conversion rates, the collection and aggregation efficiencies which control the conversion from cloud hydrometeors to precipitation. For example, in a modeling study [36] reduced the collection efficiency of cloud ice and cloud water by snow and improved model simulations by reducing the snow amounts with an increase of cloud ice.

Here we point to that multi-parameter, multi-instrument satellite observations provide very valuable information which could and should, be used to constrain the microphysical assumptions–PSDs, a case in point (e.g., [32])—thus improving the forecast models.

The value of such studies is in the possibility to impact hurricane forecasting in two ways: (i) by providing guidance as to the optimal set of physical parameterizations to be used in the hurricane models; (ii) by improving the data assimilation outcome by designing model forecasts whose radiometric signatures are close to the observed ones, thus increasing the relative importance of the observations during the assimilation.

Furthermore, improving the understanding of the PSD characteristics will be beneficial in yet another way. Such knowledge will lead to decrease in the uncertainty of satellite retrievals of precipitation as these retrievals often use model-derived retrieval databases that reflect the microphysical assumptions used by the models (e.g., [53,54]). Employing more realistic PSD assumption during the creation of the retrieval databases will improve the satellite-based precipitation estimation.

The presented results are from a particular case study. The main goal is to quantify how different microphysical parametrizations leave distinguishable signatures in satellite
microwave observations and how the latter can be used to identify the parametrizations that are most consistent with a set of observations.

The paper presents an analysis approach that can be used by others to study the impact of a number of different microphysical parameterization schemes and microphysical assumptions, by using satellite observations to guide the choices employed in these parameterizations. Indeed, [25] identified adopting such approaches as very important. The authors made two specific points: (i) “An important way to improve models with bulk parameterization is a wider use of empirical data to tune bulk parameterization schemes to certain meteorological conditions/phenomena (e.g., hurricanes) or to eliminate biases by statistical analyses of forecasts in particular geographic regions. We believe that a substantial improvement can be reached by using a different set of governing parameters of bulk parameterization schemes in different geographical regions”; (ii) “In addition to in situ measurements [microphysical, PSDs], satellite remote sensing and ground-based Doppler polarimetric radar measurements are of crucial importance.”

Many more studies of this type need to be conducted before we could generalize the conclusions. Indeed, to facilitate hurricane research we have developed a 10-year database of global satellite observations, available through the JPL Tropical Cyclone Information System (TCIS) which can be used to support similar analysis.
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