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Abstract. Considering the Cauchy problem of the derivative NLS
\[ iu_t + \partial_{xx} u = i\mu \partial_x (|u|^2 u), \quad u(0, x) = u_0(x), \]
we will show its local well-posedness in modulation spaces $M^{1/2}_{2,q}(\mathbb{R})$ ($4 \leq q < \infty$). It is well-known that $H^{1/2}$ is a critical Sobolev space of the derivative NLS. Noticing that $H^{1/2} \subset M^{1/2}_{2,q} \subset B^{1/2}_{2,q}$ ($q \geq 2$) are sharp inclusions, our result contains a class of functions in $L^2 \setminus H^{1/2}$.

1. Introduction. In this paper, we consider the Cauchy problem for the derivative nonlinear Schrödinger equations with a derivative nonlinearity (DNLS)
\[ iu_t + \partial_{xx} u = i\mu \partial_x (|u|^2 u), \quad u(x, 0) = u_0(x), \quad (1.1) \]
where $u$ is a complex valued function of $(x, t) \in \mathbb{R} \times [0, T]$ for some $T > 0$, $\mu \in \mathbb{R}$. The DNLS equation arises in one-dimensional compressible magneto-hydrodynamic in the presence of the Hall effect and the propagation of circular polarized nonlinear Alfvén waves in magnetized plasmas (cf. [37, 38, 19, 36]).

Using the gauge transform
\[ G(u)(x) = \exp \left( -i \int_x^{-\infty} |u(y)|^2 dy \right) u(x), \quad (1.2) \]
Hayashi and Ozawa [25, 27, 28] obtained the global well-posedness of DNLS in $H^1$ with condition $\|u_0\|_2 < \sqrt{2\pi}$ (see also [26, 40]). Takaoka [44] considered the rougher data and he established the local well-posedness in $H^{1/2}$ by using the equivalent equation of $v = Gu$:
\[ iv_t + \partial_{xx} v = -i\mu v^2 \partial_x \overline{v} - \frac{|\mu|^2}{2} |v|^4 v, \quad v(x, 0) = v_0(x). \quad (1.3) \]
On the other hand, Biagioni and Linares [5] showed that DNLS is ill-posed in $H^s$ with $s < 1/2$, i.e., the solution map $u_0 \to u(t)$ in is not uniformly continuous in $H^s$ if $s < 1/2$. So, $H^{1/2}$ is the critical Sobolev space in all $H^s$ so that DNLS is locally well-posed. The global well-posedness in $H^{1/2}$ and Wu [22] with condition $\|u_0\|_2 < \sqrt{4\pi}$. Very recently, Bahouri and Perelman [1] have removed the condition $\|u_0\|_2 < \sqrt{4\pi}$ by using the integrability structure of the DNLS, i.e., DNLS is globally well-posed in $H^{1/2}$.

However, the critical space for DNLS in the scaling sense is $L^2$, i.e., for any solution $u$ of DNLS, the scaling solution $u_\sigma(t, x) := \sigma^{1/2} u(\sigma^2 t, \sigma x)$ has an invariant norm in $L^2$ for any $\sigma > 0$. This fact implies that there is a gap between $L^2$ and $H^{1/2}$ for the well-posedness of DNLS. One can naturally ask what is the reasonable well-posed space with the regularity at the same level with $L^2$. In order to answer this question, Grünrock [18, 20] applied the $H^s$ spaces for which the norm is defined by

$$||u||_{H^s_q} := ||\langle \xi \rangle^s \hat{u}||_{p'} , \ 1/p + 1/p' = 1$$

and he obtained that DNLS is local well-posed in $H^{1/2}_p$ for any $1 < p \leq 2$. Using the scaling argument, $H^{1/2}_p$ $(1 < p \leq 2)$ can be regarded as subcritical spaces. In this paper we consider the initial data in modulation spaces $M^{1/2}_{2,q}$ which are larger than $H^{1/2}_{q'}$ for $2 < q < \infty$.

Now let us recall the definition of modulation spaces by using the short-time Fourier transform (STFT) of a function $f$ with respect to $g \in \mathcal{S}$

$$V_g f(x, \omega) = \int_{\mathbb{R}^n} e^{-it\cdot\omega} g(t-x) f(t) dt,$$

where $g$ is said to be a window function. STFT is a basic tool in time frequency analysis theory, which is closely related to the Wigner transform and the wave packets transform introduced by Córdoba and Fefferman in [12]. We write

$$\|f\|_{M^s_{p,q}} = \left( \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} |V_g f(x, \omega)|^p dx \right)^{q/p} \langle \omega \rangle^{sq} d\omega \right)^{1/q},$$

with the usual modifications if $p$ or $q$ is infinite. Let $1 \leq p, q \leq \infty$. The modulation space (or Feichtinger space) $M^s_{p,q}$ is defined as the space of all distributions $f \in \mathcal{S}'(\mathbb{R}^n)$ for which $\|f\|_{M^s_{p,q}}$ is finite (see Feichtinger [16]). One can refer to [17] for their basic properties.

We write $\Box_k = \mathcal{F}^{-1} \chi_{[k-1/2, k+1/2]} \mathcal{F}$, where $\mathcal{F}$ ($\mathcal{F}^{-1}$) denotes the (inverse) Fourier transform on $\mathbb{R}$, $\chi_E$ denotes the characteristic function on $E$. The modulation space $M^s_{2,q}$ can be equivalently defined in the following way (cf. [51, 49, 48, 50]):

$$\|f\|_{M^{s}_{2,q}(\mathbb{R})} = \left( \sum_{k \in \mathbb{Z}} \langle k \rangle^{sq} \| \Box_k f \|_{L^2(\mathbb{R})}^q \right)^{1/q}, \quad (1.4)$$

where $\langle k \rangle = (1 + |k|^2)^{1/2}$. Let $2 \leq q \leq \infty$, $1/q + 1/q' = 1$. We have $H^s_{q'} \subset M^{s}_{2,q}$ (see Appendix). Combining it with the inclusions between Besov and modulation spaces, we have (cf. [42, 46, 50] and Appendix)

$$\tilde{H}^{1/2}_{q'} \subset M^{1/2}_{2,q} \subset B^{1/q}_{2,q} \subset L^2 , \ q < \infty.$$
and these inclusions are optimal. Hence, $M^{1/2}_{2,q}$ ($2 \leq q < \infty$) can be regarded as subcritical spaces and $M^{1/\infty}_{2,\infty}$ is a critical space for the DNLS (see Appendix for further discussions on the critical spaces for DNLS). Our main result is the following

**Theorem 1.1.** Let $4 \leq q < \infty$, $v_0 \in M^{1/2}_{2,q}$. Then there exists a $T > 0$ such that DNLS (1.3) is locally well posed in $L^\infty(0,T;M^{1/2}_{2,q}) \cap X^{1/2}_{q,\Delta}([0,T])$, where $X^{s,\Delta}_{q,\Delta}$ is defined in (2.3).

The regularity index $1/2$ in $M^{1/2}_{2,q}$ is optimal. In fact, there is an ill-posedness for the DNLS in $M^{s}_{2,q}$ if $s < 1/2$; cf. [47]. Noticing that $M^{s}_{2,q_1} \subset M^{s,\infty}_{2,q_2}$ for any $q_1 \leq q_2$, the interesting case is $q \gg 1$ in Theorem 1.1. In order to have a better understanding to $M^{1/2}_{2,q}$, we observe the following two typical functions:

$$\tilde{v}_0(\xi) = (\xi)^{-1/2-\eta}, \quad \tilde{u}_0(\xi) = \xi^{-1/2+\theta} \chi_{(0,1)}(\xi).$$

We see that $u_0 \in L^2$ if and only if $u_0 \in M^{1/2}_{2,q}$ for some $q > 2$, if and only if $\eta > 0$; $v_0 \in L^2$ if and only if $v_0 \in M^{1/2}_{2,q}$, if and only if $\theta > 0$. One may further ask what happens if the initial data in $M^{1/2}_{2,\infty}$, we conjecture that DNLS is also ill-posed in $M^{1/2}_{2,\infty}$, since $L^2$ and $M^{1/2}_{2,\infty}$ have no inclusion relations.

There are some recent papers which have been devoted to the study of nonlinear PDE with initial data in modulation spaces $M^{s}_{p,1}$, see [2, 3, 10, 11, 13, 14, 15, 29, 30, 31, 32, 41, 43, 47, 52]. An interesting feature is that modulation spaces $M^{s}_{p,1}$ contains a class of initial data out of the critical Sobolev spaces $H^{s_c}$ in the case $s_c > 0$, for which the nonlinear PDE is well-posed for $s > s_c$ and ill-posed for $s < s_c$. Guo [21] considered a class of initial data in $M^{s}_{2,q}$ for the cubic NLS, where the case $q > 2$ was first taken into account by using $U^p$ and $V^p$ spaces. For more recent development related to the study of NLS in modulation spaces, we refer to [8, 9, 39] and the reference therein.

Let $c < 1, C > 1$ denote positive universal constants, which can be different at different places, $a \lesssim b$ stands for $a \leq Cb$, $a \sim b$ means that $a \lesssim b$ and $b \lesssim a$. If $a = b + \ell$, $|\ell| \leq C$, then we write $a \approx b$. $a \gg b$ means that $a > b + C$. We write $a \wedge b = \min(a, b)$, $a \vee b = \max(a, b)$. We write $p'$ as the dual number of $p \in [1, \infty]$, i.e., $1/p + 1/p' = 1$. We will use Lebesgue spaces $L^p := L^p(\mathbb{R}), \| \cdot \|_p := \| \cdot \|_{L^p}$, Sobolev spaces $H^s = (1 - \Delta)^{-s/2}L^2$. Some properties of these function spaces can be found in [4, 45].

2. $U^p$ and $V^p$ spaces.

2.1. **Definitions.** $U^p$ and $V^p$, as a development of Bourgain’s spaces [6, 7] were first applied by Koch and Tataru in the study of NLS, cf. [33, 34, 35]. Using $U^p$ and $V^p$, Hadac, Herr and Koch [23] obtained the well-posedness and scattering results for the critical KP-II equation. Let $\mathcal{Z}$ be the set of finite partitions $-\infty = t_0 < t_1 < \ldots < t_{K-1} < t_K = \infty$. Let $1 \leq p < \infty$. For any $\{t_k\}_{k=0}^K \subset \mathcal{Z}$ and $\{\phi_k\}_{k=0}^K \subset L^2$ with $\sum_{k=0}^{K-1} \|\phi_k\|_2^p = 1$, $\phi_0 = 0$. A step function $a : \mathbb{R} \rightarrow L^2$ given by

$$a = \sum_{k=1}^K \chi_{[t_{k-1}, t_k)} \phi_k$$
Similarly for the definition of $v$ is finite, where we use the convention that $v$ is a subspace of all $(v)$ (here for which the norm is given by $\|v\|_{U^p} = \inf \left\{ \sum_{j=1}^{\infty} |c_j| : u = \sum_{j=1}^{\infty} c_j a_j, a_j \in \mathcal{A}(U^p), c_j \in \mathbb{C} \right\}$.

We define $V^p$ as the normed space of all functions $v: \mathbb{R} \to L^2$ such that $\lim_{t \to \pm \infty} v(t)$ exist and for which the norm

$$\|v\|_{V^p} = \sup_{\{t_k\} \subseteq \mathbb{Z}} \left( \sum_{k=1}^{K} \|v(t_k) - v(t_{k-1})\|_{L^2}^p \right)^{1/p}$$

is finite, where we use the convention that $v(-\infty) = \lim_{t \to -\infty} v(t)$ and $v(\infty) = 0$ (here $v(\infty)$ and $\lim_{t \to \infty} v(t)$ are different notations). Likewise, we denote by $V^p$ the subspace of all $v \in V^p$ so that $v(-\infty) = 0$. Moreover, we define the closed subspace $V^p_{rc} (V^p_{rc, -\Delta})$ as all of the right continuous functions in $V^p (V^p_{rc})$. We define

$$U^p_{\Delta} := e^{-i\Delta} U^p, \quad \|u\|_{U^p_{\Delta}} = \|e^{-it\Delta} u\|_{U^p},$$

$$V^p_{\Delta} := e^{-i\Delta} V^p, \quad \|u\|_{V^p_{\Delta}} = \|e^{-it\Delta} u\|_{V^p}.$$  

Similarly for the definition of $V^p_{rc, -\Delta}: V^p_{rc, -\Delta}$.

We introduce the frequency-uniform localized $U^p_{\Delta}$-spaces $X^p_q(I)$ and $V^p_{\Delta}$-spaces $Y^p_q(I)$ for which the norms are defined by

$$\|u\|_{X^p_q(I)} = \left( \sum_{\lambda \in I \in \mathbb{Z}} \langle \lambda \rangle^q q \|\square \lambda u\|_{U^p_{\Delta}}^{q} \right)^{1/q}, \quad X^p_q := X^p_q(\mathbb{R}),$$

$$\|u\|_{Y^p_q(I)} = \left( \sum_{\lambda \in I \in \mathbb{Z}} \langle \lambda \rangle^q q \|\square \lambda u\|_{V^p_{\Delta}}^{q} \right)^{1/q}, \quad Y^p_q := Y^p_q(\mathbb{R}),$$

$$\|u\|_{X^p_{\Delta}} := \|e^{-it\Delta} u\|_{X^p_q}, \quad \|v\|_{Y^p_{\Delta}} := \|e^{-it\Delta} v\|_{Y^p_q}.$$  

For the time local version of $X^p_{\Delta}$, the norm can be defined as

$$\|u\|_{X^p_{\Delta}(0,T)} = \inf \{ \|v\|_{X^p_{\Delta}} : v \in X^p_q, v(t) = u(t), \forall t \in [0,T] \}. \quad (2.4)$$

Besov type Bourgain’s spaces $X^{s,b,q}$ are defined by

$$\|u\|_{X^{s,b,q}} := \|\chi_{|\tau+\xi^2| \in [2^{j-1},2^j]} |\xi|^s |\tau + \xi^2|^{b} \hat{u}(\tau, \xi) \|_{L^2_{\tau,\xi}} \|_{L^q_{\xi}}.$$  

2.2. Known results on $U^p$ and $V^p$. We list some known results in $U^p$ and $V^p$ (cf. [33, 34, 35, 23]).

**Proposition 2.1.** (Embedding) Let $1 \leq p < q < \infty$. We have the following results.

(i) $U^p$ and $V^p$, $V^p_{rc}$, $V^p_{rc,-}$ are Banach spaces.

(ii) $U^p \subset V^p_{rc}$, $V^p \subset L^\infty(\mathbb{R}, L^2)$. Every $u \in U^p$ is right continuous on $t \in \mathbb{R}$

(iii) $V^p \subset V^q$, $V^p \subset V^p_{rc}$, $V^p_{rc} \subset V^p_{rc,-}$

(iv) $X^{0,1/2,1} \subset U^p_{\Delta} \subset V^2_{rc,-, \Delta} \subset X^{0,1/2,\infty}$. 
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It is known that, for the free solution of the Schrödinger equation \(u(x, t) = e^{i\Delta t}u_0\), \(\hat{u}(\xi, \tau)\) is supported on a curve \(\tau + \xi^2 = 0\), which is said to be the dispersion relation. For the solution \(u\) of DNLS, \(\hat{u}(\xi, \tau)\) can be supported in \((\xi, \tau) \in \mathbb{R}^2\), we need to consider the size of \(|\xi^2 + \tau|\), which is said to be the dispersion modulation. By the second inclusion in (ii) of Proposition 2.1 we have

\[
X^s_{q, \Delta} \subset L^\infty(\mathbb{R}, M^s_{2,q}).
\]

By the last inclusion of (iv) in Proposition 2.1, we see that

**Lemma 2.2** (Dispersion Modulation Decay). Suppose that the dispersion modulation \(|\tau + \xi^2| \gtrsim \mu\) for a function \(u \in L^2_{x,t}\), then we

\[
\|u\|_{L^2_{x,t}} \lesssim \mu^{-1/2}\|u\|_{V^s}.
\]

The next interpolation inequality was obtained by Hadac, Herr and Koch [23].

**Proposition 2.3.** (Interpolation) Let \(1 \leq p < q < \infty\). There exists a positive constant \(c(p, q) > 0\), such that for any \(u \in V^p\) and \(M > 1\), there exists a decomposition \(u = u_1 + u_2\) satisfying

\[
\frac{1}{M}\|u_1\|_{U^p} + e^{cM}\|u_2\|_{U^q} \lesssim \|u\|_{V^p}.
\]

**Proposition 2.4.** (Duality) Let \(1 \leq p < \infty\), \(1/p + 1/p' = 1\). Then \((U^p)^* = V^{p'}\) in the sense that

\[
T : V^{p'} \rightarrow (U^p)^*; \quad T(v) = B(\cdot, v),
\]

is an isometric mapping. The bilinear form \(B : U^p \times V^{p'}\) is defined in the following way: For a partition \(t := \{t_k\}_{k=0}^K \subset \mathbb{Z}\), we define

\[
B_t(u, v) = \sum_{k=1}^K \langle u(t_{k-1}), v(t_k) - v(t_{k-1}) \rangle.
\]

Here \(\langle \cdot, \cdot \rangle\) denotes the inner product on \(L^2\). For any \(u \in U^p, v \in V^{p'}\), there exists a unique number \(B(u, v)\) satisfying the following property. For any \(\varepsilon > 0\), there exists a partition \(t\) such that

\[
|B(u, v) - B_t(u, v)| < \varepsilon, \quad \forall t' \supset t.
\]

Moreover,

\[
|B(u, v)| \leq \|u\|_{U^p}\|v\|_{V^{p'}}.
\]

In particular, let \(u \in V^1\) be absolutely continuous on compact interval, then for any \(v \in V^{p'}\),

\[
B(u, v) = \int \langle u'(t), v(t) \rangle dt.
\]

The duality of \(U^p\) and \(V^{p'}\) obtained by Hadac, Herr and Koch [23] is of importance for us to make nonlinear estimates for the dispersive equations. For its applications to the DNLS, we need further consider its frequency-uniform decomposition version, namely, the duality of \(X^s_q\) and \(Y^{s-\ast}_{q'}\).
2.3. Duality of $X_q^*$ and $Y_{q'}^{-s}$.

Proposition 2.5. (Duality) Let $1 \leq q < \infty$. Then $(X_q^*)^* = Y_{q'}^{-s}$ in the sense that

$$T : Y_{q'}^{-s} \rightarrow (X_q^*)^*; \quad T(v) = B(\cdot, v),$$

is an isometric mapping, where the bilinear form $B(\cdot, \cdot)$ is defined in Proposition 2.4. Moreover, we have

$$|B(u, v)| \leq \|u\|_{X_q^*} \|v\|_{Y_{q'}^{-s}}.$$  \hfill (2.10)

Proof. By the orthogonality, we see that

$$B_k(\square_k u, \square_l v) = 0, \quad k \neq l,$$

which implies that

$$B(\square_k u, \square_l v) = 0, \quad k \neq l.$$  

For any $v \in Y_{q'}^{-s}$, by Proposition 2.4 and Hölder’s inequality, we have

$$|B(u, v)| = \left| \sum_{k \in \mathbb{Z}} B(\square_k u, \square_k v) \right| \leq \sum_{k \in \mathbb{Z}} ||\square_k u||_{U^2} ||\square_k v||_{V^2} \leq \|u\|_{X_q^*} \|v\|_{Y_{q'}^{-s}}.$$  

It follows that $Y_{q'}^{-s} \subset (X_q^*)^*$ and $\|v\|_{(X_q^*)^*} \leq \|v\|_{Y_{q'}^{-s}}$.

Conversely, considering the map

$$X_q^* \ni f \rightarrow \{\square_k f\} \in \ell_q^s(\mathbb{Z}; U^2),$$

where

$$\ell_q^s(\mathbb{Z}; U^2) := \{\{f_k\}_{k \in \mathbb{Z}} : \|f_k\|_{\ell_q^s(\mathbb{Z}; U^2)} := \|\{\langle (k)^s f_k \rangle_{U^2}\} \|_{\ell_q^s} < \infty\},$$

we see that it is an isometric mapping from $X_q^*$ into a subspace of $\ell_q^s(\mathbb{Z}; U^2)$. So, $v \in (X_q^*)^*$ can be regarded as a continuous functional in a subspace of $\ell_q^s(\mathbb{Z}; U^2)$. In view of Hahn-Banach Theorem, it can be extended onto $\ell_q^s(\mathbb{Z}; U^2)$ (the extension is written as $\tilde{v}$) and its norm will be preserved. In view of the well-known duality $(\ell_q^s(\mathbb{Z}; X))^* = \ell_{q'}^{-s}(\mathbb{Z}; X^*)$, we have

$$(\ell_q^s(\mathbb{Z}; U^2))^* = \ell_{q'}^{-s}(\mathbb{Z}; V^2),$$

and there exists $\{v_k\}_{k \in \mathbb{Z}} \in \ell_{q'}^{-s}(\mathbb{Z}; V^2)$ such that

$$\langle \tilde{v}, \{f_k\} \rangle = \sum_{k \in \mathbb{Z}} B(f_k, v_k), \quad \forall \{f_k\} \in \ell_q^s(\mathbb{Z}; U^2).$$

Moreover, $\|v\|_{(X_q^*)^*} = \|\{v_k\}\|_{\ell_{q'}^{-s}(\mathbb{Z}; V^2)}$. Hence, for any $u \in X_q^*$,

$$\langle v, u \rangle = \langle \tilde{v}, \{\square_k u\} \rangle = \sum_{k \in \mathbb{Z}} B(\square_k u, v_k).$$

From $B_k(\square_k u, v) = B_k(u, \square_k v)$ we see that $B(\square_k u, v) = B(u, \square_k v)$. It follows that

$$v = \sum_{k \in \mathbb{Z}} \square_k v_k.$$  

Obviously, we have

$$\|v\|_{Y_{q'}^{-s}} \leq \|\{v_k\}\|_{\ell_{q'}^{-s}(\mathbb{Z}; V^2)} = \|v\|_{(X_q^*)^*}.$$
This proves \((X_q^s)^* \subset Y_q^{-s}\).

Now we apply the duality to the norm calculation to the inhomogeneous part of the solution of DNLS in \(X_q^s\). It is known that (1.1) is equivalent to the following integral equation:

\[
  u(t) = e^{it\Delta} u_0 - A \left( i\mu u^2 \partial_x \Pi + \frac{|\mu|^2}{2} |u|^4 u \right),
\]

where

\[
  A(f) = \int_0^t e^{i(t-s)\Delta} f(s) ds.
\]

By Propositions 2.4 and 2.5, we see that, for supp \(v \subset \mathbb{R} \times [0,T]\),

\[
  \|A(f)\|_{X_{p,q}^{1/2}} = \sup \left\{ \left| B \left( \int_0^t e^{-i\Delta} f(s) ds, v \right) \right| : \|v\|_{Y_{p,q}^{-1/2}} \leq 1 \right\}
\]

\[
  \leq \sup_{\|v\|_{Y_{p,q}^{-1/2}} \leq 1} \left| \int_0^T \langle f(s), e^{is\Delta} v(s) \rangle ds \right|
\]

\[
  \leq \sup_{\|v\|_{Y_{p,q}^{-1/2}} \leq 1} \left| \int_0^T \langle f(s), v(s) \rangle ds \right|. \tag{2.12}
\]

3. **Frequency localized estimates in \(L^4\).** Let \(I \subset \mathbb{R}\) be an interval with finite length. For simply, we denote

\[
  u_\lambda = \Box \lambda u, \quad u_I = \sum_{\lambda \in I \cap \mathbb{Z}} u_\lambda,
\]

**Lemma 3.1.** ([21]) Let \(I \subset \mathbb{R}\) with \(|I| < \infty\). For any \(\theta \in (0, 1), \beta > 0\), we have

\[
  \|u_I\|_{L^4_{x,t}([0,T])} \lesssim (T^{1/8} + T^{(1-\theta)/8}|I|^{\beta+(1-\theta)/4})|u|_{X_q^0(I)}^{\beta}. \tag{3.1}
\]

In particular, if \(1 \leq |I| < \infty, 0 < T < 1\), then for any \(0 < \varepsilon \ll 1\),

\[
  \|u_I\|_{L^4_{x,t}([0,T])} \lesssim T^{\varepsilon/3}|I|^{\varepsilon}|u|_{X_q^0(I)}. \tag{3.2}
\]

**Lemma 3.2.** Let \(I \subset \mathbb{R}\) with \(1 \leq |I| < \infty, 0 < T < 1\), then for any \(4 \leq q < \infty, 0 < \varepsilon \ll 1\), we have

\[
  \|u_I\|_{L^4_{x,t}([0,T])} \lesssim T^{\varepsilon/3}|I|^{1/4-1/q+\varepsilon}\sup_{\lambda \in I} \|\lambda\|_{X_q^{1/2}(I)}, \tag{3.3}
\]

\[
  \|u_I\|_{L^q_{x,t} L^\infty_{x,t} \cap V_q^2} \lesssim |I|^{1/2-1/q}\sup_{\lambda \in I} \|\lambda\|_{X_q^{1/2}(I)}, \tag{3.4}
\]

\[
  \|u_I\|_{L^\infty_{x,t}} \lesssim |I|^{1-1/q}\sup_{\lambda \in I} \|\lambda\|_{X_q^{1/2}(I)}. \tag{3.5}
\]

**Proof.** By (3.2) and Hölder’s inequality, we have (3.3). Using \(M_{2,2}^0 = L^2, V_q^2 \subset L^\infty_{x,t} L^2_x\) and Hölder’s inequality, we have (3.4). In view of Bernstein’s inequality,

\[
  \|u_I\|_{L^\infty_{x,t}} \lesssim |I|^{1/2}\|u_I\|_{L^\infty_{x,t} L^2_x}.
\]

Combining it with (3.4), we have (3.5). \(\square\)
Corollary 3.3. Let $I_j = [a2^j, b2^j]$, $0 < a < b$, $0 < T < 1$, then for any $4 \leq q < \infty$, $0 < \varepsilon \ll 1$, we have
\[
\|u_{I_j}\|_{L^q_{x,t}([0,T])} \lesssim T^{\varepsilon/4}2^{j(-1/4-1/q+\varepsilon)}\|u\|_{X^{1/2}_q(I_j)},
\]
\[
\|u_{I_j}\|_{L^q_{x,t}L^2_{x,t}} \lesssim 2^{-j/q}\|u\|_{X^{1/2}_q(I_j)},
\]
\[
\|u_{I_j}\|_{L^q_{x,t}} \lesssim 2^{j(1/2-1/q)}\|u\|_{X^{1/2}_q(I_j)}.
\]

Corollary 3.4. Let $\lambda_0 \gg 1$, $\lambda \in \mathbb{N}$, $I_j = \lambda_0 - [a2^j, b2^j] \subset [c\lambda_0, \lambda_0]$ for some $0 < a < b$, $0 < T < 1$, then for any $4 \leq q < \infty$, $0 < \varepsilon \ll 1$, we have
\[
\|u_{I_j}\|_{L^q_{x,t}([0,T])} \lesssim T^{\varepsilon/3}(\lambda_0)^{-1/2}2^{j(1/4-1/q+\varepsilon)}\|u\|_{X^{1/2}_q(I_j)},
\]
\[
\|u_{I_j}\|_{L^q_{x,t}L^2_{x,t}} \lesssim (\lambda_0)^{-1/2}2^{j(1/2-1/q)}\|u\|_{X^{1/2}_q(I_j)},
\]
\[
\|u_{I_j}\|_{L^q_{x,t}} \lesssim (\lambda_0)^{-1/2}2^{j(1-1/q)}\|u\|_{X^{1/2}_q(I_j)}.
\]

Corollary 3.5. Let $\lambda_0 \in \mathbb{R}$ with $\lambda_0 \gg 1$, $I \subset [c\lambda_0, \lambda_0]$ or $I \subset [-\lambda_0, -c\lambda_0]$ for some $c \in (0,1)$, $0 < T < 1$, then for any $4 \leq q < \infty$, $0 < \varepsilon \ll 1$, we have
\[
\|u_{I}\|_{L^q_{x,t}([0,T])} \lesssim T^{\varepsilon/3}(\lambda_0)^{-1/4-1/q+\varepsilon}\|u\|_{X^{1/2}_q(I)},
\]
\[
\|u_{I}\|_{L^q_{x,t}L^2_{x,t}} \lesssim (\lambda_0)^{-1/q}\|u\|_{X^{1/2}_q(I)},
\]
\[
\|u_{I}\|_{L^q_{x,t}} \lesssim (\lambda_0)^{1/2-1/q}\|u\|_{X^{1/2}_q(I)}.
\]

4. Bilinear estimates. The following bilinear estimate can be found in [20], [35], [21].

Lemma 4.1 (Bilinear Estimate 1). Let $0 < T \leq 1$. Suppose that $\hat{u}$, $\hat{v}$ are localized in some compact intervals $I_1, I_2$ with $\text{dist}(I_1, I_2) \geq \lambda$. Then for any $0 < \varepsilon \ll 1$, we have
\[
\|u\hat{v}\|_{L^2_{x,t}([0,T])} \lesssim T^{\varepsilon/4}\lambda^{-1/2+\varepsilon}\|u\|_{V^2_2}\|v\|_{V^2_2}.
\]

Similar to Grünrock’s bilinear estimate, we can consider the following bilinear estimate, which is useful for our late purpose.

Lemma 4.2 (Bilinear Estimate 2). Let $0 < T \leq 1$. Suppose that $\hat{u}, \hat{v}$ are localized in some compact intervals $I_1, I_2$ with $\text{dist}(I_1, I_2) \geq \lambda$. Then for any $0 < \varepsilon \ll 1$, we have
\[
\|uv\|_{L^2_{x,t}([0,T])} \lesssim T^{\varepsilon/4}\lambda^{-1/2+\varepsilon}\|u\|_{V^2_2}\|v\|_{V^2_2}.
\]

Proof. First, we show that if $\hat{u}_0, \hat{v}_0$ are localized in $I_1, I_2$ with $\text{dist}(I_1, I_2) \geq \lambda$, then
\[
\|e^{it\Delta}u_0e^{it\Delta}v_0\|_{L^2_{x,t}([0,T])} \lesssim \lambda^{-1/2}\|u_0\|_2\|v_0\|_2.
\]

We have
\[
\mathcal{F}_x(e^{it\Delta}u_0e^{it\Delta}v_0) = \int e^{-it(\xi^2-2\xi_1+2\xi_1^2)}\hat{u}_0(\xi - \xi_1)\hat{v}_0(\xi_1)d\xi_1.
\]

It follows that
\[
\mathcal{F}_{x,t}(e^{it\Delta}u_0e^{it\Delta}v_0) = \int \delta(2\xi_1^2-2\xi_1+\xi^2+\tau)\hat{u}_0(\xi - \xi_1)\hat{v}_0(\xi_1)d\xi_1.
\]
Denote
\[ g(\xi_1) = 2\xi_1^2 - 2\xi_1 + \xi^2 + \tau, \]
we see that
\[ g'(\xi_1) = 4\xi_1 - 2\xi, \quad g(\xi_1^\pm) = 0, \quad \xi^\pm = \frac{\xi}{2} \pm \sqrt{\frac{\xi^2}{4} - \frac{\xi^2 + \tau}{2}} := \frac{\xi}{2} \pm y. \]
Recall that \( \delta(g(\xi_1)) = \delta(\xi_1 - \xi^+)/|g'(\xi^+)| - \delta(\xi_1 - \xi^-)/|g'(\xi^-)| = \delta(\xi_1 - \xi^+)/4y - \delta(\xi_1 - \xi^-)/4y, \) we have
\[ \mathcal{F}_{x,t}(e^{it\Delta}u_0 e^{it\Delta}v_0) = \frac{1}{4y} \tilde{u}_0 \left( \frac{\xi}{2} - y \right) \tilde{v}_0 \left( \frac{\xi}{2} + y \right) - \frac{1}{4y} \tilde{u}_0 \left( \frac{\xi}{2} + y \right) \tilde{v}_0 \left( \frac{\xi}{2} - y \right). \quad (4.6) \]
By symmetry, it suffices to estimate the first term in (4.6). Changing of variables \( y = \sqrt{\frac{\xi^2}{4} - \frac{\xi^2 + \tau}{2}}, \) we see that
\[
\left\| e^{it\Delta}u_0 e^{it\Delta}v_0 \right\|^2_{L^2_x} \leq \int_{\mathbb{R}^2} \frac{c}{|y|} \left| \tilde{u}_0 \left( \frac{\xi}{2} - y \right) \right|^2 \left| \tilde{v}_0 \left( \frac{\xi}{2} + y \right) \right|^2 dyd\xi
\]
\[
\lesssim \int_{\mathbb{R}^2} \frac{1}{|\xi_1 - \xi^2|} |\tilde{u}_0(\xi_1)|^2 |\tilde{v}_0(\xi_2)|^2 d\xi_1 d\xi_2
\]
\[
\lesssim \lambda^{-1} \int_{\mathbb{R}^2} |\tilde{u}_0(\xi_1)|^2 |\tilde{v}_0(\xi_2)|^2 d\xi_1 d\xi_2 = C\lambda^{-1} \|u_0\|_{L^\infty}^2 \|v_0\|_{L^\infty}^2, \quad (4.7) \]
where in the last inequality, we have applied \( \text{dist}(I_1, I_2) > \lambda. \) By testing atoms in \( U^2, \) then applying the interpolation in Proposition 2.3, we have the Bilinear Estimate 2.

5. Trilinear estimates. We need to have a bound of the second term of the integral equation (2.11) in \( \dot{X}^{1/2}_{p,\Delta}. \) More precisely, we want to show that
\[
\left\| \int_0^t e^{(t-s)\Delta} (u^2 \partial_x \bar{w}) (s) ds \right\|_{\dot{X}^{1/2}_{p,\Delta}} \lesssim T^\epsilon \|u\|^3_{\dot{X}^{1/2}_{p,\Delta}}, \quad (5.1)
\]
\[
\left\| \int_0^t e^{(t-s)\Delta} (uv \partial_x \bar{w}) (s) ds \right\|_{\dot{X}^{1/2}_{p,\Delta}} \lesssim T^\epsilon \|u\|_{X^{1/2}_{p,\Delta}} \|v\|_{X^{1/2}_{p,\Delta}} \|u\|_{X^{1/2}_{p,\Delta}} \quad (5.2)
\]

Proof of (5.1). In view of (2.12), it suffices to show that
\[
\left| \int_{\mathbb{R} \times [0,T]} vu^2 \partial_x \bar{w} dx dt \right| \lesssim T^\epsilon \|u\|^3_{\dot{X}^{1/2}_{p,\Delta}} \|v\|_{\dot{Y}^{-1/2}_{p',\Delta}}, \quad (5.3)
\]
We perform a uniform decomposition with \( u, v \) in the left hand side of (5.3), it suffice to prove that
\[
\left| \sum_{\lambda_0, \ldots, \lambda_3} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{v}_{\lambda_0} u_{\lambda_1} u_{\lambda_2} \partial_x \bar{v}_{\lambda_3} dx dt \right| \lesssim T^\epsilon \|u\|^3_{\dot{X}^{1/2}_{p,\Delta}} \|v\|_{\dot{Y}^{-1/2}_{p',\Delta}}. \quad (5.4)
\]
In order to keep the left hand side of (5.4) nonzero, we have the frequency constraint condition (FCC)
\[
\lambda_1 + \lambda_2 - \lambda_3 - \lambda_0 \approx 0 \quad (5.5)
\]
and dispersion modulation constraint condition (DMCC)
\[
\max_{0 \leq k \leq 3} |\xi_k^2 + \tau_k| \gtrsim |(\xi_0 - \xi_1)(\xi_0 - \xi_2)|, \quad (5.6)
\]
where we assume that $\hat{v}_{\lambda_0}, \hat{u}_{\lambda_1}, \ldots, \hat{u}_{\lambda_3}$ in (5.4) are functions of $(\xi_0, \tau_0), \ldots, (\xi_3, \tau_3)$, respectively. It suffices to consider the cases that $\lambda_0$ is minimal or secondly minimal number in $\lambda_0, \ldots, \lambda_3$ (in the opposite case, one can instead $\lambda_0, \ldots, \lambda_3$ by $-\lambda_0, \ldots, -\lambda_3$).

**Step 1.** We assume that $\lambda_0 = \min_{0 \leq k \leq 3} \lambda_k$. We separate the proof into two subcase $\lambda_0 \geq 0$ and $\lambda_0 < 0$.

**Step 1.1.** We consider the case $\lambda_0 \geq 0$. Let us denote $I_0 = [0, 1)$, $I_j = [2^{j-1}, 2^j)$, $j \geq 1$. We decompose $\lambda_0 + [0, \infty)$ by dyadic decomposition, i.e.,

$$\lambda_k \in \lambda_0 + [0, \infty) = \bigcup_{j_k \geq 0} (\lambda_0 + I_{j_k}), \quad k = 1, 2, 3.$$ 

Recall that

$$u_{\lambda_0 + I_{j_k}} = \sum_{\lambda_k \in \lambda_0 + I_{j_k}} u_{\lambda_k}, \quad k = 1, 2, 3.$$ 

By the symmetry we can assume that $j_1 \leq j_2$. Moreover, in view of FCC (5.5), we see that $j_2 \approx j_3$. It follows that

$$\mathcal{L}^+ (u, v) := \sum_{0 \leq \lambda_0 \leq \lambda_k, \ k = 1, 2, 3} (\lambda_0)^{1/2} \int_{[0, T] \times \mathbb{R}} \nabla \lambda_0 u_{\lambda_1} u_{\lambda_2} \partial_{x} \pi_{\lambda_3} \, dx \, dt$$

$$= \sum_{\lambda_0 \geq 0, \ j_1 \leq j_2, \ j_3 \approx j_2} (\lambda_0)^{1/2} \int_{[0, T] \times \mathbb{R}} \nabla \lambda_0 u_{\lambda_0 + I_{j_1}} u_{\lambda_0 + I_{j_2}} \partial_{x} \pi_{\lambda_0 + I_{j_3}} \, dx \, dt$$

$$\lesssim \sum_{\lambda_0 \geq 0, \ j_1 \leq j_2 \approx j_3 \leq 1} \lambda_0 + j_1 \leq 10, \ j_2 \approx j_3 \gg 1 \sum_{\lambda_0 \geq 0, \ 10 < j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2}$$

$$\times \int_{[0, T] \times \mathbb{R}} \nabla \lambda_0 u_{\lambda_0 + I_{j_1}} u_{\lambda_0 + I_{j_2}} \partial_{x} \pi_{\lambda_0 + I_{j_3}} \, dx \, dt$$

$$:= \mathcal{L}^+_m (u, v) + \mathcal{L}^+_m (u, v) + \mathcal{L}^+_h (u, v). \quad (5.7)$$

It is easy to see that in $\mathcal{L}^+_m (u, v)$, the frequency of $u_{\lambda_0 + I_{j_k}}$ ($k = 1, 2, 3$) are all localized in a neighbourhood of $\lambda_0$. So, by Hölder’s inequality, $\|\square_k u\|_4 \leq \|\square_k u\|_2$ and $U^2_\Delta \subset V^2_\Delta \subset L^2_\Delta$, we have

$$|\mathcal{L}^+_m (u, v)| \lesssim \sum_{\lambda_0 \approx \lambda_1 \approx \lambda_2 \approx \lambda_3} (\lambda_0)^{3/2} \|v_{\lambda_0}\|_{L^4 \Delta L^4 \Delta} \|u_{\lambda_1}\|_{L^4 \Delta L^4 \Delta} \|u_{\lambda_2}\|_{L^4 \Delta L^4 \Delta} \|u_{\lambda_3}\|_{L^4 \Delta L^4 \Delta}$$

$$\lesssim T \|u\|_{X^{1/2}_{p, \Delta}} \|v\|_{Y^{1/2}_{p, \Delta}}. \quad (5.8)$$

In $\mathcal{L}^+_h (u, v)$, we easily see that the frequency of $v_{\lambda_0}$ and $u_{\lambda_0 + I_{j_k}}$ are localized near $\lambda_0$, which are much less than those of $u_{\lambda_0 + I_{j_2}}$ and $u_{\lambda_0 + I_{j_3}}$. So, we can use bilinear estimate (4.1) and Lemma 3.2 to obtain that

$$|\mathcal{L}^+_m (u, v)|$$

$$\lesssim \sum_{\lambda_0 \geq 0, \ j_1 \leq 10, \ j_2 \approx j_3 \geq 1} (\lambda_0)^{1/2} \|u_{\lambda_0 + I_{j_1}} \partial_{x} \pi_{\lambda_0 + I_{j_2}}\|_{L^2_{x,t}} \|\nabla \lambda_0 u_{\lambda_0 + I_{j_2}}\|_{L^2_{x,t}}$$

$$\lesssim T^{<2/2} \sum_{\lambda_0 \geq 0, \ j_1 \leq 10, \ j_2 \approx j_3 \geq 1} (\lambda_0)^{1/2} \|u_{\lambda_0 + I_{j_1}} \nabla \lambda_0 u_{\lambda_0 + I_{j_2}}\|_{V_\Delta^2} \|u_{\lambda_0 + I_{j_3}}\|_{V_\Delta^2}$$

$$\lesssim T^{<2/2} \sum_{\lambda_0 \geq 0, j \geq 1, |\xi_1| \|\xi_2| \leq 1} (\lambda_0)^{1/2} \|u_{\lambda_0 + I_{j_1}} \nabla \lambda_0 u_{\lambda_0 + I_{j_2}}\|_{V_\Delta^2} \|u_{\lambda_0 + I_{j_3}}\|_{V_\Delta^2}$$
Now we estimate
\[\sum_{j=0}^\infty 2^{(-2/p+2c)} \|v_{j,0}\|_{V_{2,\Delta}}^2 \|u_{j,0}+\ell\|_{V_{2,\Delta}}^2 \lesssim T^{c/2} \quad (5.9)\]
Noticing that \(0 < \varepsilon < 1/p\), we have from Hölder’s inequality that
\[|\mathcal{L}_m^+(u, v)| \lesssim T^{c/2} \|u\|_{X_{p,\Delta}^{1/2}}^2 \sum_{\lambda_0 \geq 0, \|\ell\| \leq 1} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0)^{1/2} \|u_{\lambda_0}+\ell\|_{V_{2,\Delta}^2}^2 \lesssim T^{c/2} \|v\|_{X_{p,\Delta}^{1/2}}^3 \|v\|_{X_0^{0,\Delta}}^2. \quad (5.10)\]
Now we estimate \(\mathcal{L}_h^+(u, v)\).
\textbf{Case 1.} \(v_{\lambda_0}\) has the highest dispersion modulation in the right hand side of \(\mathcal{L}_h^+(u, v)\) in (5.7). In view of DMCC (5.6), we have
\[|\xi_0^2 + \tau_0| \gtrsim 2^{j_1+j_2}.\]
It follows from the dispersion modulation decay (2.6) that
\[\|v_{\lambda_0}\|_{L_{x,t}^\infty} \lesssim 2^{-2(\lambda_0+1)/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2}. \quad (5.11)\]
By Hölder’s inequality, we have
\[|\mathcal{L}_h^+(u, v)| \lesssim \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{L_7^2 L_\infty^\infty} \|u_{\lambda_0}+I_{j_1}\|_{L_7^2 L_\infty^\infty} \times \|u_{\lambda_0}+I_{j_2}\|_{L_7^1 L_4^4} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0+2^{j_1})^{-1/2} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0+2^{j_1})^{-1/2} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0+2^{j_1})^{-1/2} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0+2^{j_1})^{-1/2} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0+2^{j_1})^{-1/2} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4}.\]
Making the summation on \(j_2, j_3\), applying Hölder’s inequality on \(\lambda_0\) and finally summing over all \(j_1\), we have for \(0 < \varepsilon < 1/2p\),
\[|\mathcal{L}_h^+(u, v)| \lesssim T^{c/2} \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0+2^{j_1})^{-1/2} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} (\lambda_0+2^{j_1})^{-1/2} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4}.\]
\textbf{Case 2.} \(u_{\lambda_0}+I_{j_1}\) has the highest dispersion modulation in the right hand side of \(\mathcal{L}_h^+(u, v)\) in (5.7). In order to use DMCC (5.6), \(u_{\lambda_0}+I_{j_1}\) takes \(L_7^2 L_\infty^\infty\) norm, \(u_{\lambda_0}+I_{j_2}\) and \(u_{\lambda_0}+I_{j_3}\) take \(L_7^4 L_\infty^\infty\) norms. Indeed, we have
\[|\mathcal{L}_h^+(u, v)| \lesssim \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{L_7^\infty L_\infty^\infty} \|u_{\lambda_0}+I_{j_1}\|_{L_7^2 L_\infty^\infty} \|u_{\lambda_0}+I_{j_2}\|_{L_7^4 L_\infty^\infty} \|u_{\lambda_0}+I_{j_3}\|_{L_7^4 L_\infty^\infty} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{L_7^\infty L_\infty^\infty} \|u_{\lambda_0}+I_{j_1}\|_{L_7^2 L_\infty^\infty} \|u_{\lambda_0}+I_{j_2}\|_{L_7^4 L_\infty^\infty} \|u_{\lambda_0}+I_{j_3}\|_{L_7^4 L_\infty^\infty} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{L_7^\infty L_\infty^\infty} \|u_{\lambda_0}+I_{j_1}\|_{L_7^2 L_\infty^\infty} \|u_{\lambda_0}+I_{j_2}\|_{L_7^4 L_\infty^\infty} \|u_{\lambda_0}+I_{j_3}\|_{L_7^4 L_\infty^\infty} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4} \approx \sum_{\lambda_0 \geq 0, 10<j_1 \leq j_2 \approx j_3} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{L_7^\infty L_\infty^\infty} \|u_{\lambda_0}+I_{j_1}\|_{L_7^2 L_\infty^\infty} \|u_{\lambda_0}+I_{j_2}\|_{L_7^4 L_\infty^\infty} \|u_{\lambda_0}+I_{j_3}\|_{L_7^4 L_\infty^\infty} \|\partial_x u_{\lambda_0} + I_{j_3}\|_{L_7^1 L_4^4}.\]
Using the fact \(\|v_{\lambda_0}\|_{L_7^\infty L_\infty^\infty} \lesssim \|v_{\lambda_0}\|_{L_7^\infty L_\infty^\infty} \lesssim \|v_{\lambda_0}\|_{V_{2,\Delta}^2}\), the dispersion modulation decay estimate (5.11) and Lemma 3.2, this case reduces to the same estimate as in Case 1, see (5.12).
Applying the bilinear estimate (4.1), DMCC (5.6) and Lemma 3.2, we have

\[ |L^+_h(u, v)| \leq \sum_{\lambda_0 \geq 0, \ 10 < j_1, j \approx j_3} \langle \lambda_0 \rangle^{1/2} \| v_{\lambda_0} \|_{L_h^{\infty}} \| u_{\lambda_0 + j_1} \|_{L^2_x} \| u_{\lambda_0 + i_2} \|_{L^2_{x,t}[0, T]} \cdot \]

Applying the bilinear estimate (4.1), DMCC (5.6) and Lemma 3.2, we have

\[ |L^+_h(u, v)| \leq \sum_{\lambda_0 \geq 0, \ 10 < j_1, j \approx j_3} \langle \lambda_0 \rangle^{1/2} \| v_{\lambda_0} \|_{L_h^{\infty}} T^{\varepsilon/4} 2^{j_3 (1/2 - \varepsilon)} \| u_{\lambda_0 + j_1} \|_{V^2_\Delta} \| u_{\lambda_0 + i_2} \|_{V^2_\Delta} \]

\[ \leq T^{\varepsilon/4} \sum_{\lambda_0 \geq 0, \ 10 < j_1, j \approx j_3} 2^{-(j_1 + j_2 + j_3) / p + j_3} \| v_{\lambda_0} \|_{V^2_\Delta} \| u_{\lambda_0 + j_1} \|_{V^2_\Delta} \| u_{\lambda_0 + i_2} \|_{V^2_\Delta} \]

Making the summation on \( j_2, j_3 \), we have

\[ |L^+_h(u, v)| \leq T^{\varepsilon/4} \sum_{\lambda_0 \geq 0, \ j_1 > 10} 2^{j_1 (3 - p + \varepsilon)} \| v_{\lambda_0} \|_{V^2_\Delta} \| u_{\lambda_0} \|_{X^{j_1/2}_{p, \Delta} (\lambda_0 + j_1)} \| u_{\lambda_0} \|_{X^{j_1/2}_{p, \Delta}} \]

This reduces to the same estimate as in the first inequality of (5.12).

**Case 3.** \( u_{\lambda_0 + j_3} \) has the highest dispersion modulation in the right hand side of \( L^+_h(u, v) \) in (5.7). If \( j_1 \approx j_3 \) in the right hand side of \( L^+_h(u, v) \) in (5.7), then we can repeat the proof as in Case 2 to obtain the desired estimates. So, it suffices to consider the case \( j_1 \ll j_3 \). \( j_1 \ll j_3 \) implies that the frequency of \( u_{\lambda_0 + j_3} \) is much higher than that of \( u_{\lambda_0 + j_1} \), and we can use the bilinear estimate (4.2). By Hölder’s inequality,

\[ |L^+_h(u, v)| \leq \sum_{\lambda_0 \geq 0, \ 10 < j_1, j \approx j_3} \langle \lambda_0 \rangle^{1/2} \| v_{\lambda_0} \|_{L_h^{\infty}} \| u_{\lambda_0 + j_1} \|_{L^2_x} \| u_{\lambda_0 + i_2} \|_{L^2_{x,t}[0, T]} \cdot \]

**Step 1.2.** We consider the case \( \lambda_0 < 0 \). We can assume that \( \lambda_0 \ll 0 \). For short, we denote by \( \lambda \in h_- \) and \( \lambda \in l_- \) the fact \( \lambda \in [\lambda_0, 3\lambda_0/4) \) and \( \lambda \in [3\lambda_0/4, 0) \) respectively. We need to consider the following three cases \( \lambda_1 \in h_- , \lambda_2 \in l_- \) and \( \lambda_3 \in [0, \infty) \) separately.

**Case A.** \( \lambda_1 \in h_- \). We consider the following four subcases as in Table 1.

| Case          | \( \lambda_1 \)       | \( \lambda_2 \)       | \( \lambda_3 \)       |
|---------------|------------------------|------------------------|------------------------|
| \( h_- h_- a \) | \( [\lambda_0, 3\lambda_0/4) \) | \( [\lambda_0, 3\lambda_0/4) \) | \( [\lambda_0, \infty) \) |
| \( h_- l_- a_- \) | \( [\lambda_0, 3\lambda_0/4) \) | \( [3\lambda_0/4, 0) \) | \( [\lambda_0, 0) \) |
| \( h_- l_- a_+ \) | \( [\lambda_0, 3\lambda_0/4) \) | \( [3\lambda_0/4, 0) \) | \( (0, \infty) \) |
| \( h_- a_+ a \) | \( [\lambda_0, 3\lambda_0/4) \) | \( [0, \infty) \) | \( [\lambda_0, \infty) \) |

Table 1. In \( \lambda_1, \ldots, \lambda_3 \), there is at least one frequency near \( \lambda_0 \)

**Case \( h_- h_- a \).** By FCC (5.5), we see that \( \lambda_3 \in [\lambda_0, \lambda_0/2 + C) \). Hence, \( \lambda_3 \) is also near \( \lambda_0 \). Using the same way as in the proof of Step 1, we can get the result and the details are omitted.

**Case \( h_- l_- a_- \).** By FCC (5.5), we see that \( \lambda_3 \geq 3\lambda_0/4 - C \). We decompose \( \lambda_k \) in the following way\(^1\):

\[ \lambda_1 \in [\lambda_0 + [0, \lambda_0/4]) = \bigcup_{j_1 \geq 0} (\lambda_0 + I_{j_1}); \quad \lambda_2 \in [3\lambda_0/4, 0) = \bigcup_{j_2 \geq 0} -I_{j_2}; \]

\(^1\)We can assume that \( I_{j_1} = [2^{j_1 - 1}, 2^j] \cap [0, -\lambda_0/4) \), it is convenient to use such a kind of notations below.
\[ \lambda_3 \in \left[ \frac{3\lambda_0}{4} - C, 0 \right] = \bigcup_{j_3 \geq 0} -I_{j_3}. \]

Again, in view of (5.5) we see that

\[(j_1 \lor j_3) \approx j_2.\]

We have the following three subcases:

\[ j_1 \ll j_3, \quad j_2 \approx j_3; \quad \text{or} \quad j_3 \ll j_1, \quad j_1 \approx j_2; \quad \text{or} \quad j_1 \approx j_2 \approx j_3. \]

It follows that

\[
\sum_{\lambda_0 < 0} (\lambda_0)^{1/2} \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u|_{\lambda_0, 3\lambda_0/4} u_{[3\lambda_0/4, 0]} \partial_x \bar{u}_{[3\lambda_0/4 - C, 0]} | \, dx \, dt \\
\lesssim \sum_{\lambda_0 < 0, \, (j_1 \lor j_3) \approx j_2 \leq \ln(\lambda_0)} (\lambda_0)^{1/2} \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u_{\lambda_0 + j_1} u_{-j_2} \partial_x \bar{u}_{-j_3} | \, dx \, dt.
\]

We consider the case \( j_1 \ll j_3, \, j_2 \approx j_3 \). We have

\[
\mathcal{L}_{h_{-1-1-1}}^- (u, v) := \sum_{\lambda_0 < 0, \, j_1 \ll j_2 \approx j_3 \leq \ln(\lambda_0)} (\lambda_0)^{1/2} \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u_{\lambda_0 + j_1} u_{-j_2} \partial_x \bar{u}_{-j_3} | \, dx \, dt \\
\lesssim \left( \sum_{\lambda_0 < 0, \, j_1 \ll 10 \ll j_2 \approx j_3 \leq \ln(\lambda_0)} (\lambda_0)^{1/2} \right) \times \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u_{\lambda_0 + j_1} u_{-j_2} \partial_x \bar{u}_{-j_3} | \, dx \, dt \\
:= \mathcal{L}_{h_{-1-1-1}}^{-m} (u, v) + \mathcal{L}_{h_{-1-1-1}}^{-h} (u, v).
\]

In order to estimate \( \mathcal{L}_{h_{-1-1-1}}^{-m} (u, v) \), we follow the same ideas as in (5.9). We may assume that \( 2^{10} \leq -\lambda_0/16 \). It follows that \( \lambda_0 + 2^{j_1} + 2^{j_2} \leq \lambda_0/16 \). Now we can use the bilinear estimate (4.1), Corollary 3.3. For \( 0 \leq \varepsilon < 1/2p \), we have

\[
\mathcal{L}_{h_{-1-1-1}}^{-m} (u, v) \\
\lesssim \sum_{\lambda_0 < 0, \, j_1 \ll 10 \ll j_2 \approx j_3 \leq \ln(\lambda_0)} (\lambda_0)^{-1/2 + 2\varepsilon} 2^{j_1} \|u_{\lambda_0} \|_{V^2_{\Delta}} \|u_{-j_2} \|_{V^2_{\Delta}} \|u_{\lambda_0 + \epsilon} \|_{V^2_{\Delta}} \|u_{-j_2 - j_3} \|_{V^2_{\Delta}} \\
\lesssim T^{\varepsilon/2} \sum_{\lambda_0 < 0, \, |\xi|, |\xi_1| \leq 1, \, 1 \ll j_3 \leq \ln(\lambda_0)} (\lambda_0)^{-1/2 + 2\varepsilon} 2^{j_1} \|u_{\lambda_0} \|_{V^2_{\Delta}} \|u_{\lambda_0 + \epsilon} \|_{V^2_{\Delta}} \|u_{-j_2 - j_3} \|_{V^2_{\Delta}} \\
\lesssim T^{\varepsilon/2} \|v\|_{Y^{\varepsilon}_{p, \Delta}} \|u\|^3_{\tilde{X}^{1/2}_{p, \Delta}},
\]

(5.14)

For the estimate of \( \mathcal{L}_{h_{-1-1-1}}^{-h} (u, v) \), we need to use DMCC (5.6), we have

\[
\max_{0 \leq k \leq 1} |\xi_2 + r_k| \geq |(\xi_0 - \xi_1)(\xi_0 - \xi_2)| \geq 2^{j_1} \langle \lambda_0 \rangle.
\]

(5.15)

If \( v_{\lambda_0} \) has the highest dispersion modulation, we have

\[
\mathcal{L}_{h_{-1-1-1}}^{-h} (u, v)
\]
\[
\lesssim \sum_{\lambda_0 < 0, \ 10 < j_1, j_2 \approx j_3 \leq \ln(\lambda_0)} \langle \lambda_0 \rangle^{1/2} 2^{j_3} \| v_{\lambda_0} \|_{L_t^\infty L_x^{\infty}} \| u_{\lambda_0 + I_{j_1}} \|_{L_t^\infty L_x^{\infty}} \| u-I_{j_2} \|_{L_t^{4} L_x^{4}} \| u-I_{j_3} \|_{L_t^{4} L_x^{4}}.
\]

(5.16)

In view of (2.6), Corollary 3.3, we have
\[
\mathcal{L}_{h-1}^{\gamma} (u, v) \lesssim T^{2\varepsilon/3} \sum_{\lambda_{0} < 0, \ 10 < j_3 \approx j_3 \leq \ln(\lambda_0)} \langle \lambda_0 \rangle^{1/2} 2^{j_3} 2^{-j_1/2} \langle \lambda_0 \rangle^{-1/2} \| v_{\lambda_0} \|_{V_{2}^3} \times \langle \lambda_0 \rangle^{-1/2} 2^{j_3/2} (1/2 - 1/p) \| u \|_{X_{p, \Delta}^{1/2}(\lambda_0 + I_{j_1})} 2^{(j_2 + j_3)(-1/4 - 1/p + \varepsilon)} \| u \|_{X_{p, \Delta}^{1/2}}^2
\]
\[
\lesssim T^{2\varepsilon/3} \sum_{\lambda_{0} < 0, \ 10 < j_1, j_2 \approx j_3 \leq \ln(\lambda_0)} 2^{-j_1/2} 2^{j_3/2} 2^{(j_2 + j_3)(-1/4 - 1/p + \varepsilon)} \| v_{\lambda_0} \|_{V_{2}^3} \times \| u \|_{X_{p, \Delta}^{1/2}(\lambda_0 + I_{j_1})} \| u \|_{X_{p, \Delta}^{1/2}}^2.
\]

(5.17)

Making the summation on \( j_3 \), then using the same way as in (5.12), one has that for \( 0 < \varepsilon < 1 < 2p \),
\[
\mathcal{L}_{h-1}^{\gamma} (u, v) \lesssim T^{2\varepsilon/3} \sum_{\lambda_{0} < 0, \ 10 < j_1} 2^{(-3/p + 2\varepsilon) j_1} \| v_{\lambda_0} \|_{V_{2}^3} \| u \|_{X_{p, \Delta}^{1/2}(\lambda_0 + I_{j_1})} \| u \|_{X_{p, \Delta}^{1/2}}^2.
\]
\[
\lesssim T^{\varepsilon/2} \| u \|_{X_{p, \Delta}^{1/2}}^3 \| v \|_{V_{p, \Delta}^{3}}.
\]

(5.18)

If \( u_{\lambda_0 + I_{j_1}} \) has the highest dispersion modulation, we have
\[
\mathcal{L}_{h-1}^{\gamma} (u, v) \lesssim \sum_{\lambda_{0} < 0, \ 10 < j_1} \langle \lambda_0 \rangle^{1/2} 2^{j_1} \| v_{\lambda_0} \|_{L_t^{\infty} L_x^{\infty}} \| u_{\lambda_0 + I_{j_1}} \|_{L_t^{\infty} L_x^{\infty}} \| u-I_{j_2} \|_{L_t^{4} L_x^{4}} \| u-I_{j_3} \|_{L_t^{4} L_x^{4}}.
\]

(5.19)

Applying the dispersion modulation decay estimate (2.6) to \( u_{\lambda_0 + I_{j_1}} \), and \( \| v_{\lambda_0} \|_{L_t^{\infty} L_x^{\infty}} \lesssim \| v_{\lambda_0} \|_{V_{2}^3} \), we can reduce the estimate of (5.19) to the case as in (5.17) and (5.18), the details are omitted.

Now we consider the case that \( u-I_{j_2} \) has the highest modulation. In \( \mathcal{L}_{h-1}^{\gamma} (u, v) \), it is easy to see that \( \lambda_0 \approx \ln(\lambda_0) \), which implies that \( \lambda_0 + 2^{j_1} + 2^{j_3} \approx \lambda_0/16 \). Using the bilinear estimate (4.1) to \( \partial_x \pi_{-I_{j_3}} u_{\lambda_0 + I_{j_1}}, \) and the dispersion modulation decay estimate (2.6), one has that
\[
\mathcal{L}_{h-1}^{\gamma} (u, v) \lesssim \sum_{\lambda_{0} < 0, \ 10 < j_1, j_2 \approx j_3 \leq \ln(\lambda_0)} \langle \lambda_0 \rangle^{1/2} \| v_{\lambda_0} \|_{L_t^{\infty} L_x^{\infty}} \| u_{\lambda_0 + I_{j_1}} \|_{L_t^{\infty} L_x^{\infty}} \| u-I_{j_2} \|_{L_t^{4} L_x^{4}} \| u-I_{j_3} \|_{L_t^{4} L_x^{4}}
\]
\[
\times 2^{-j_1/2} \langle \lambda_0 \rangle^{-1/2} \| u-I_{j_2} \|_{V_{2}^3}.
\]

(5.20)

It follows from Lemma 3.2 and (5.20) that
\[
\mathcal{L}_{h-1}^{\gamma} (u, v) \lesssim T^{\varepsilon/4} \sum_{\lambda_{0} < 0, \ 10 < j_1} \langle \lambda_0 \rangle^{-1/2} 2^{-j_1/2} 2^{j_3(1/2 - 1/p)} \| u \|_{X_{p, \Delta}^{1/2}(\lambda_0 + I_{j_1})} \| u \|_{X_{p, \Delta}^{1/2}}^2.
\]

(5.21)
Making the summation on \( j_3 \) and using the same way as in (5.12), we have for \( 0 < \varepsilon < 1/2p \),
\[
\mathcal{H}_{h-L-L-}^{\varepsilon}(u,v) \lesssim T^{\varepsilon/4} \sum_{\lambda_0 \in (0,J_1]} \| u_{\lambda_0} \|_{X_p^2}^{2^{j_1/p}} \| u \|_{X_p^2(\lambda_0 + I_{j_3})} \| u \|_{X_p^2(\lambda_0 + I_{j_3})}^2
\lesssim T^{\varepsilon/2} \| u \|_{X_p^2} \| v \|_{Y_{p',\Delta}^r}.
\]
(5.22)

We consider the case \( j_3 \ll j_1 \approx j_2 \). We denote
\[
\mathcal{H}_{h-L-L-}^{-\varepsilon}(u,v) := \sum_{\lambda_0 \in (0,J_1]} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \| u_{\lambda_0 + I_{j_1}} u_{-I_{j_2}} \partial_x u_{-I_{j_3}} \| dt.
\]
(5.23)

In \( \mathcal{H}_{h-L-L-}^{-\varepsilon}(u,v) \), observing DMCC (5.6), we have
\[
\max_{0 \leq k \leq 1} (\xi_k^2 + \tau_k \geq |(\xi_0 - \xi_1)(\xi_0 - \xi_2)| \approx 2^{j_1} \langle \lambda_0 \rangle.
\]
(5.24)

In view of (5.24) we see that the lower bound of the highest dispersion modulation is the same as that of the case \( j_1 \ll j_3 \approx j_2 \). Moreover, \( \partial_x u_{-I_{j_3}} \) has the lower frequency, which leads to that the derivative in front of \( u_{-I_{j_3}} \) becomes easier to handle. So, we omit the details of the proof in this case.

For the case \( j_1 \approx j_2 \approx j_3 \), we divide the proof into two subcases: \( j_3 \ll 1 \) and \( j_3 \gg 1 \). The first case is very easy, since both \( u_{-I_{j_2}} \) and \( u_{-I_{j_3}} \) have the low frequency in a neighbourhood of 0. One can directly use Hölder's inequality to get the desired estimate. For the case \( j_3 \gg 1 \), we consider that the highest dispersion modulation (larger than \( 2^{j_1} \langle \lambda_0 \rangle \)) is due to \( u_{\lambda_0} \), \( u_{\lambda_0 + I_{j_1}} \), \( u_{-I_{j_2}} \) and \( u_{-I_{j_3}} \), separately. Denote
\[
\mathcal{H}_{h-L-L-}^{-\varepsilon}(u,v) \lesssim \sum_{\lambda_0 \in (0,J_1]} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \| u_{\lambda_0 + I_{j_1}} u_{-I_{j_2}} \partial_x u_{-I_{j_3}} \| dt.
\]

If \( u_{\lambda_0} \) has the highest dispersion modulation, we have
\[
\mathcal{H}_{h-L-L-}^{-\varepsilon}(u,v) \lesssim \sum_{\lambda_0 \in (0,J_1]} \langle \lambda_0 \rangle^{1/2} 2^{j_3} \| u_{\lambda_0} \|_{L_\infty^2 L_\infty^2} \| u_{\lambda_0 + I_{j_1}} \|_{L_\infty^2 L_\infty^2} \| u_{-I_{j_2}} \|_{L_\infty^2} \| u_{-I_{j_3}} \|_{L_\infty^2}.
\]

We can follow the same way as in dealing with (5.16) to have the desired estimate. If \( u_{\lambda_0 + I_{j_1}} \) has the highest dispersion modulation, we have
\[
\mathcal{H}_{h-L-L-}^{-\varepsilon}(u,v) \lesssim \sum_{\lambda_0 \in (0,J_1]} \langle \lambda_0 \rangle^{1/2} 2^{j_3} \| u_{\lambda_0} \|_{L_\infty^2} \| u_{\lambda_0 + I_{j_1}} \|_{L_\infty^2} \| u_{-I_{j_2}} \|_{L_\infty^2} \| u_{-I_{j_3}} \|_{L_\infty^2}.
\]

If \( u_{-I_{j_2}} \) has the highest dispersion modulation, we have
\[
\mathcal{H}_{h-L-L-}^{-\varepsilon}(u,v) \lesssim \sum_{\lambda_0 \in (0,J_1]} \langle \lambda_0 \rangle^{1/2} 2^{j_3} \| u_{\lambda_0} \|_{L_\infty^2} \| u_{\lambda_0 + I_{j_1}} \|_{L_\infty^2} \| u_{-I_{j_2}} \|_{L_\infty^2} \| u_{-I_{j_3}} \|_{L_\infty^2}.
\]

Then, using (2.6), Lemma 3.2 and similar estimates as in the above, we can get the result, as desired.
Case \( h \perp L_a \). By FCC (5.5), we see that \( \lambda_3 < -\lambda_0/4 + C \). We decompose \( \lambda_k \):

\[
\lambda_1 \in \lambda_0 + [0, -\frac{\lambda_0}{4}) = \bigcup_{j_1 \geq 0} (\lambda_0 + I_{j_1}); \quad \lambda_2 \in [\frac{3\lambda_0}{4}, 0) = \bigcup_{j_2 \geq 0} -I_{j_2}; \quad \lambda_3 \in [0, -\frac{\lambda_0}{4} + C) = \bigcup_{j_3 \geq 0} I_{j_3}.
\]

Again, in view of FCC (5.5) we see that

\[
(\lambda_2 \vee \lambda_3) \approx \lambda_1, \quad \lambda_1 \leq \ln(\lambda_0) + C.
\]

It follows that

\[
j_2 \ll j_3 \approx j_1; \quad \text{or} \quad j_3 \ll j_2 \approx j_1; \quad \text{or} \quad j_1 \approx j_2 \approx j_3.
\]

We have

\[
\sum_{\lambda_0 < 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T]} |v_{\lambda_0}u_{\lambda_0}, 3\lambda_0/4) u|3\lambda_0/4, 0| \partial_x \Pi_{[0, -\lambda_0/4 + C]} dxdt \leq \sum_{\lambda_0 < 0, (j_2 \vee j_3) \approx j \leq \ln(\lambda_0)} \langle \lambda_0 \rangle^{1/2} \int_{[0,T]} |v_{\lambda_0}u_{\lambda_0 + I_{j_1}} u_{-I_{j_2}} \partial_x \Pi_{I_{j_3}}| dxdt.
\]

From the proof of the Case \( h \perp L \), it suffices to consider the case \( j_2 \ll j_3 \approx j_1 \). We estimate

\[
L_{h \perp L_a}^{-1}(u, v) := \sum_{\lambda_0 < 0, j_2 \ll j_3 \approx j_1 \leq \ln(\lambda_0)} \langle \lambda_0 \rangle^{1/2} \int_{[0,T]} |v_{\lambda_0}u_{\lambda_0 + I_{j_1}} u_{-I_{j_2}} \partial_x \Pi_{I_{j_3}}| dxdt.
\]

In the right hand side of \( L_{h \perp L_a}^{-1}(u, v) \), by DMCC (5.6),

\[
\max_{0 \leq k \leq 3} \xi_k^2 + \tau_k \geq 2^{j_1} \langle \lambda_0 \rangle.
\]

If \( v_{\lambda_0} \) has the highest dispersion modulation, in a similar way as in (5.16)–(5.18), we have for \( 0 < \varepsilon < 1/2p \),

\[
L_{h \perp L_a}^{-1}(u, v) \lesssim \sum_{\lambda_0 < 0, j_2 \ll j_3 \approx j_1 \leq \ln(\lambda_0)} \langle \lambda_0 \rangle^{1/2} 2^{j_3} \| v_{\lambda_0} \|_{L_2^2 L_\infty} \| u_{\lambda_0 + I_{j_1}} \|_{L_4^4 L_\infty} \| u_{-I_{j_2}} \|_{L_p^p L_\infty} \| u_{I_{j_3}} \|_{L_4^4} \lesssim T^{2e/3} \sum_{\lambda_0 < 0, j_2 \ll j_3 \approx j_1 \leq \ln(\lambda_0)} 2^{(-2/p + 2e)j_1} \| v_{\lambda_0} \|_{X^{1/2}_{p, \Delta}} \| u \|_{X^{1/2}_{p, \Delta}} \lesssim T^e/2 \| u \|_{X^{3/2}_{p, \Delta}}^3 \| v \|_{Y_{p, \Delta}}.
\]

Now we consider the case that \( u_{-I_{j_2}} \) has the highest dispersion modulation.

\[
L_{h \perp L_a}^{-1}(u, v) \lesssim \sum_{\lambda_0 < 0, j_2 \ll j_3 \approx j_1 \leq \ln(\lambda_0)} \langle \lambda_0 \rangle^{1/2} 2^{j_3} \| v_{\lambda_0} \|_{L_2^2 L_\infty} \| u_{\lambda_0 + I_{j_1}} \|_{L_4^4 L_\infty} \| u_{-I_{j_2}} \|_{L_p^p L_\infty} \| u_{I_{j_3}} \|_{L_4^4}.
\]

Applying the dispersion modulation decay estimate (2.6) to \( u_{-I_{j_2}} \), we can reduce the estimate of (5.28) to the case as in (5.27), the details are omitted.
Assume that \( u_{\lambda_0+I_1} \) has the highest dispersion modulation. Using the bilinear estimate (4.1) to \( u_{-I_2} \partial_x \overline{u}_{I_3} \), and the dispersion modulation decay estimate (2.6), then applying Lemma 3.2, one has that for \( 0 < \varepsilon < 1/2p \),

\[
\mathcal{L}_{h_{-1},T}^-(u,v) \lesssim \sum_{\lambda_0 < 0, \ j_2 < j_3 \approx j_1 \leq \ln(\lambda_0)} |\langle \lambda_0 \rangle|^{1/2} \| v_{\lambda_0} \|_{L^p_{x,t}} \| u_{\lambda_0+I_1} \|_{L^2_{x,t}} \| u_{-I_2} \partial_x \overline{u}_{I_3} \|_{L^2_{x,t}} \lesssim T^{\varepsilon/4} \sum_{\lambda_0 < 0, \ j_1 \leq \ln(\lambda_0)} \| v_{\lambda_0} \| \| v_{\lambda_0} \|^{2j_1(-2/p+\varepsilon)} \| u \|_{X^{1/2}_{p,\Delta}(\lambda_0+I_1)} \| u \|_{X^{1/2}_{p,\Delta}} \lesssim T^{\varepsilon/4} \| u \|^3_{X^{1/2}_{p,\Delta}} \| v \|_{Y_{p',\Delta}}. \tag{5.29}
\]

If \( u_{I_3} \) has the highest dispersion modulation, we can use the same way as in the case that \( u_{\lambda_0+I_1} \) has the highest dispersion modulation to obtain the result. The details are omitted.

Case \( h_{-a+a} \). First, using FCC (5.5), we have \( \lambda_3 \gg -C \). Moreover, if \( \lambda_3 \leq C \), we see that \( \lambda_2 \leq C \). We have

\[
\sum_{\lambda_0 < 0} |\langle \lambda_0 \rangle|^{1/2} \int_{[0,T] \times \mathbb{R}} \overline{v}_{\lambda_0} u_{[\lambda_0, 3\lambda_0/4]} u_{[0, \infty]} \partial_x \overline{u}_{[\lambda_0, \infty]} \, dx dt \leq \sum_{\lambda_0 < 0} |\langle \lambda_0 \rangle|^{1/2} \int_{[0,T] \times \mathbb{R}} \overline{v}_{\lambda_0} u_{[\lambda_0, 3\lambda_0/4]} u_{[0, C]} \partial_x \overline{u}_{[-C, C]} \, dx dt + \sum_{\lambda_0 < 0} |\langle \lambda_0 \rangle|^{1/2} \int_{[0,T] \times \mathbb{R}} \overline{v}_{\lambda_0} u_{[\lambda_0, 3\lambda_0/4]} u_{[0, \infty]} \partial_x \overline{u}_{[C, \infty]} \, dx dt := L_{h_{-a+a},l}^-(u,v) + L_{h_{-a+a},h}^-(u,v). \tag{5.30}
\]

In \( L_{h_{-a+a},l}^-(u,v) \), there are two lower frequency in a neighbourhood of the origin and two higher frequency near \( \lambda_0 \). Hence, we can use the bilinear estimate (4.1) to obtain that

\[
\mathcal{L}_{h_{-a+a},l}^-(u,v) \lesssim T^{\varepsilon/2} \| u \|_{X^{1/2}_{p,\Delta}}^3 \| v \|_{Y_{p',\Delta}}. \tag{5.31}
\]

We estimate \( L_{h_{-a+a},h}^-(u,v) \). Considering the dyadic version of \( \lambda_k \):

\[
\lambda_1 \in \lambda_0 + [0, -\frac{\lambda_0}{4}) = \bigcup_{j_1 \geq 0} (\lambda_0 + I_{j_1}); \ \lambda_2 \in [0, \infty) = \bigcup_{j_2 \geq 0} I_{j_2}; \ \lambda_3 \in [C, \infty) = \bigcup_{j_3 \geq 1} I_{j_3}.
\]

Again, in view of FCC (5.5) we see that

\[
|\langle j_1 \cup j_2 | \approx j_3, \ j_1 \leq \ln(\lambda_0) + C.
\]

We have the following three subcases:

\[
j_1 \ll j_2 \approx j_3; \text{ or } j_2 \ll j_1 \approx j_3; \text{ or } j_1 \approx j_2 \approx j_3.
\]

Using the dyadic version, we have

\[
\mathcal{L}_{h_{-a+a},h}^-(u,v) := \left( \sum_{\lambda_0 < 0, \ j_2 \ll j_1 \ll j_3} + \sum_{\lambda_0 < 0, \ j_2 \ll j_1 \ll j_3} + \sum_{\lambda_0 < 0, \ j_1 \approx j_2 \approx j_3} \right) |\langle \lambda_0 \rangle|^{1/2} \times \int_{[0,T] \times \mathbb{R}} |\overline{v}_{\lambda_0} u_{\lambda_0+I_1} \partial_x \overline{u}_{I_3} | \, dx dt := I + II + III. \tag{5.32}
\]
We mainly estimate $I$. Using the bilinear estimate (4.2), Corollary 3.3, Hölder’s inequality, we have

$$I_1 := \sum_{\lambda_0 \neq 0, \ j_1 \leq 10, j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u_{\lambda_0 + I_{j_1}} u_{I_{j_2}} \partial_x \pi_{I_{j_3}}| \ dx \ dt$$

$$\leq \sum_{\lambda_0 \neq 0, \ j_1 \leq 10, j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} \|\nabla_{\lambda_0} \partial_x \pi_{I_{j_3}} \|_{L^2_{x,t}} \|u_{\lambda_0 + I_{j_1}} u_{I_{j_2}}\|_{L^2_{x,t}}$$

$$\leq T^{\varepsilon/2} \sum_{\lambda_0 \neq 0, \ j_1 \leq 10, j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} (\langle \lambda_0 \rangle + 2^{j_2})^{-1+2\varepsilon} 2^{j_2} \|v_{\lambda_0}\|_{V^2_\Delta} \|u_{I_{j_3}}\|_{V^2_\Delta}$$

$$\leq T^{\varepsilon/2} \sum_{\lambda_0 \neq 0, \ j_1 \leq 10, j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} (\langle \lambda_0 \rangle + 2^{j_2})^{-1/2} \|v_{\lambda_0}\|_{V^2_\Delta} \|u_{\lambda_0 + I_{j_1}} u_{I_{j_3}}\|_{V^2_\Delta}$$

$$\lesssim T^{\varepsilon/2} \|u\|_{X^3_{t,\Delta}}^3 \|v\|_{Y^p_{t,\Delta}}.$$

(5.33)

We estimate

$$I_h := \sum_{\lambda_0 \neq 0, \ 10 \leq j_1 \leq j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u_{\lambda_0 + I_{j_1}} u_{I_{j_2}} \partial_x \pi_{I_{j_3}}| \ dx \ dt. \quad (5.34)$$

In the right hand side of $I_h$, in view of DMCC (5.6), the highest dispersion modulation

$$\max_{0 \leq k \leq 3} \|\xi_k^2 + \tau_k\| \gtrsim 2^{j_1} (\langle \lambda_0 \rangle + 2^{j_2}). \quad (5.35)$$

If $v_{\lambda_0}$ has the highest dispersion modulation, in a similar way as in (5.16)–(5.18), we have

$$I_h \lesssim \sum_{\lambda_0 \neq 0, \ 10 \leq j_1 \leq j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} 2^{j_1/2} \|v_{\lambda_0}\|_{L^2_t L^\infty_x} \|u_{\lambda_0 + I_{j_1}} \|_{L^\infty_t L^2_x} \|u_{I_{j_2}}\|_{L^4_x} \|u_{I_{j_3}}\|_{L^4_x},$$

$$\lesssim \sum_{\lambda_0 \neq 0, \ 10 \leq j_1 \leq j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} 2^{j_1/2} (\langle \lambda_0 \rangle + 2^{j_2})^{-1/2} \|v_{\lambda_0}\|_{V^2_\Delta} \|u_{\lambda_0 + I_{j_1}} \|_{L^4_x} \|u_{I_{j_2}}\|_{L^4_x} \|u_{I_{j_3}}\|_{L^4_x},$$

$$\lesssim T^{2\varepsilon/3} \sum_{\lambda_0 \neq 0, \ 10 \leq j_1 \leq j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} 2^{j_1/2} (\langle \lambda_0 \rangle + 2^{j_2})^{-1/2} \|v_{\lambda_0}\|_{V^2_\Delta}$$

$$\times (\langle \lambda_0 \rangle + 2^{j_2})^{-1/2-2/p+2\varepsilon} \|u\|_{X^3_{t,\Delta}}^2 \|v\|_{Y^p_{t,\Delta}}.$$

(5.36)

Summing over all $j_2$, then using Hölder’s on $\lambda_0$, we obtain that for $0 < \varepsilon < 1/2p$,

$$I_h \lesssim T^{\varepsilon/2} \|u\|_{X^3_{t,\Delta}}^3 \|v\|_{Y^p_{t,\Delta}}.$$

(5.37)

If $u_{\lambda_0 + I_{j_1}}$ has the highest dispersion modulation, in a similar way as in (5.36) and (5.37), we have for $0 < \varepsilon < 1/2p$,

$$I_h \lesssim \sum_{\lambda_0 \neq 0, \ 10 < j_1 \leq j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} 2^{j_1} \|v_{\lambda_0}\|_{L^\infty_t L^\infty_x} \|u_{\lambda_0 + I_{j_1}} \|_{L^\infty_t L^2_x} \|u_{I_{j_2}}\|_{L^4_x} \|u_{I_{j_3}}\|_{L^4_x},$$

$$\lesssim T^{\varepsilon/2} \|u\|_{X^3_{t,\Delta}}^3 \|v\|_{Y^p_{t,\Delta}}.$$

(5.38)

If $u_{I_{j_3}}$ has the highest dispersion modulation, we have

$$I_h \lesssim \sum_{\lambda_0 \neq 0, \ 10 < j_1 \leq j_2 \equiv j_3} \langle \lambda_0 \rangle^{1/2} 2^{j_3} \|v_{\lambda_0}\|_{L^\infty_t L^\infty_x} \|u_{\lambda_0 + I_{j_1}} \|_{L^\infty_t L^2_x} \|u_{I_{j_2}}\|_{L^4_x} \|u_{I_{j_3}}\|_{L^4_x},$$

(5.39)
Using the bilinear estimate (4.2), and the dispersion modulation decay (5.35) and (2.6), then applying Lemma 3.2,
\[ I_h \lesssim T^{\varepsilon/4} \sum_{\lambda_0 \leq 0, j_1 > 0} 2^{(-3/p+\varepsilon)j_1} \|v_{\lambda_0}\|_{V_{p,\Delta}}^2 \|u\|_{X_{p,\Delta}^1(\lambda_0+I_{j_1})}^2 \|u\|_{X_{p,\Delta}^1}^2. \]
\[ \lesssim T^{\varepsilon/4} \|u\|_{X_{p,\Delta}^1}^{\lambda_0/2} \|v\|_{Y_{p,\Delta}^\varepsilon}. \]

(5.40)

If \( u_{I_{j_2}} \) has the highest dispersion modulation, we have
\[ I_h \lesssim \sum_{\lambda_0 \leq 0, 10 < j_1 \leq j_2} \langle \lambda_0 \rangle^{1/2} \|v_{\lambda_0}\|_{L_{x,t}^\infty} \|u_{I_{j_2}}\|_{L_{x,t}^2} \|u_{\lambda_0+I_{j_1}}\|_{H_{x,t}^{1/2}} \|\partial_x \mathfrak{P}_{I_{j_2}}\|_{L_{x,t}^2}^2. \]

(5.41)

One sees that \( \text{dist}(\lambda_0 + I_{j_1}, I_{j_3}) \gtrsim \langle \lambda_0 \rangle + 2^{j_3} \). Using the bilinear estimate (4.1) and the dispersion modulation decay (2.6) and (5.35),
\[ I_h \lesssim T^{\varepsilon/4} \sum_{\lambda_0 \leq 0, 10 < j_1 \leq j_2} \langle \lambda_0 \rangle^{1/2} \|v_{\lambda_0}\|_{V_{p,\Delta}} \|u_{\lambda_0+I_{j_1}}\|_{H_{x,t}^{1/2}} \|u_{I_{j_2}}\|_{V_{p,\Delta}}^2 \times 2^{j_3} \|u_{\lambda_0+I_{j_1}}\|_{V_{p,\Delta}} \|u_{I_{j_2}}\|_{V_{p,\Delta}}^2. \]

(5.42)

Applying Corollaries 3.3, 3.4 and making the summations in turn to \( j_3 \) and \( j_2, \lambda_0, j_1 \), we have
\[ I_h \lesssim T^{\varepsilon/4} \sum_{\lambda_0 \leq 0, j_2 > j_1 > 10} 2^{j_2(-3/p+\varepsilon)2^{-j_2/2}} \langle \lambda_0 \rangle^{1/2} \|v_{\lambda_0}\|_{V_{p,\Delta}} \|u\|_{X_{p,\Delta}^1(\lambda_0+I_{j_1})} \|u\|_{X_{p,\Delta}^1(\lambda_0+I_{j_1})}^2 \|u\|_{X_{p,\Delta}^1}^2 \|L_{x,t}^{-}\|_{V_{p,\Delta}^{\varepsilon}}. \]

(5.43)

Case B. \( \lambda_1 \in L_\nu \). Since \( \lambda_1 \) and \( \lambda_2 \) are symmetry, it suffices to consider the following four subcases as shown in Table 2.

| Case | \( \lambda_1 \in \) | \( \lambda_2 \in \) | \( \lambda_3 \in \) |
|------|-----------------|-----------------|-----------------|
| \( L_{x,t}^{-}(u,v) \) | \( (3\lambda_0/4,0) \) | \( (3\lambda_0/4,0) \) | \( (-\lambda_0/16,0) \) |
| \( L_{x,t}^{-}(u,v) \) | \( (3\lambda_0/4,0) \) | \( (3\lambda_0/4,0) \) | \( (-\lambda_0/16,0) \) |
| \( L_{x,t}^{-}(u,v) \) | \( (3\lambda_0/4,0) \) | \( (0,\infty) \) | \( (-\lambda_0,0) \) |
| \( L_{x,t}^{-}(u,v) \) | \( (3\lambda_0/4,0) \) | \( (0,\infty) \) | \( (-\lambda_0,0) \) |

Table 2. \( \lambda_1, \lambda_2, \lambda_3 \) far away from \( \lambda_0 \).

Case \( L_{x,t}^{-}(u,v) \). From FCC (5.5) it follows that \( \lambda_3 \geq \lambda_0/2 - C \). Moreover, we see that \( \lambda_1, \lambda_2 < \lambda_0/8 \). So, it suffices to estimate
\[ \mathcal{L}_{\xi_0}^{-}(u,v) \]
\[ := \sum_{\lambda_0 \leq 0} \langle \lambda_0 \rangle^{1/2} \left| \int_{[0,T] \times \mathbb{R}} \pi_{\lambda_0} u_{(3\lambda_0/4,\lambda_0/8)} u_{(3\lambda_0/4,\lambda_0/8)} \partial_x \mathfrak{P}_{(\lambda_0/2-C,\lambda_0/16)} dxdt \right|. \]

(5.44)

Using the dyadic decomposition and Corollary 3.3, we see that
\[ \|\partial_x \mathfrak{P}_{(\lambda_0/2-C,0)}\|_{L_{x,t}^{\infty}} \lesssim \sum_{j \in \mathbb{N}(\lambda_0)} \|\partial_x u_{I_j}\|_{L_{x,t}^{\infty}} \lesssim \langle \lambda_0 \rangle^{1-1/p} \|u\|_{X_{p,\Delta}^{1/2}}. \]

(5.45)

\[ \|\partial_x \mathfrak{P}_{(\lambda_0/2-C,0)}\|_{L_{x,t}^{L_{x,t}}} \lesssim T^{\varepsilon/3} \sum_{j \in \mathbb{N}(\lambda_0)} \|\partial_x u_{I_j}\|_{L_{x,t}^{L_{x,t}}} \lesssim \langle \lambda_0 \rangle^{3/4-1/p+\varepsilon} \|u\|_{X_{p,\Delta}^{1/2}}. \]

(5.46)
Similarly, \( \partial_x \bar{\pi}[0, -\lambda_0/16] \) has the same estimates as in (5.45) and (5.46). By DMCC (5.6), the highest dispersion modulation satisfies
\[
\sqrt{3} \| \xi_k^2 + \tau_k \| \geq (\lambda_0)^2. 
\]
(5.47)

If \( v\lambda_0 \) has the highest dispersion modulation, we have
\[
L_{-1,-1}^{-1}(u, v) \leq \sum_{\lambda_0 \in 0} (\lambda_0)^{-3/2} \| v\lambda_0 \|_2^2 \| u(3\lambda_0/4, \lambda_0/8) \|_L^2 \| \partial_x \pi[\lambda_0/2-C,-\lambda_0/16] \|_L^\infty \|
\]
(5.48)

Applying the highest dispersion modulation decay estimate (2.6), Corollary 3.5, (5.45) and (5.46), we have
\[
L_{-1,-1}^{-1}(u, v) \leq T^{3/2} \sum_{\lambda_0 \in 0} (\lambda_0)^{-3/2} \| v\lambda_0 \|_2^2 \| u \|_3 \leq T^{3/2} \| v \|_1 \| u \|_3 \leq 2^{1/2} \| v \|_1 \| u \|_3. 
\]
(5.49)

If \( u(\lambda_0/2-C,-\lambda_0/16) \) gains the highest dispersion modulation, we can use an analogous way to get the result. In fact, taking \( L_\infty, L_1, L_2, \) and \( L_4 \), norms for \( v\lambda_0 \), \( u(3\lambda_0/4, \lambda_0/8) \) and \( \partial_x u(\lambda_0/2-C,-\lambda_0/16) \), respectively, then using the dispersion modulation decay estimate (2.6), Corollary 3.5, (5.45), we also have (5.49). Finally, in the case \( u(3\lambda_0/4, \lambda_0/8) \) having the highest dispersion modulation, taking \( L_\infty, L_1, L_2, \) and \( L_4 \), and \( L_4 \), norms for \( v\lambda_0 \), \( u(3\lambda_0/4, \lambda_0/8) \), \( u(3\lambda_0/4, \lambda_0/8) \) and \( \partial_x u(\lambda_0/2-C,-\lambda_0/16) \), respectively, then using the dispersion modulation decay estimate (2.6), Corollary 3.5, (5.45) and (5.48), we also have (5.49).

Case \( I_{-1,-1}^{-1} \). We easily see that \( \lambda_3 \leq -\lambda_0 + C \). We collect \( \lambda_k \) in the following dyadic version:
\[
\lambda_k \in \{3\lambda_0/4, 0\} = \bigcup_{j_k} I_{j_k}, \quad k = 1, 2;
\]
\[
\lambda_3 \in \{-\lambda_0/16, -\lambda_0 + C\} = \bigcup_{j_3 \neq -1} (-\lambda_0 - I_{j_3}), \quad I_{-1} = [-C, 0). 
\]

By FCC (5.5), we see that \( j_3 \approx (j_1 \lor j_2) \leq \ln(\lambda_0) \). We need to estimate
\[
L_{-1,-1}^{-1}(u, v) := \sum_{\lambda_0 \in 0} (\lambda_0)^{-1/2} \int_{[0, T] \times \mathbb{R}} |\nabla_{x,t} u(3\lambda_0/4, \lambda_0/4) \partial_x \pi[-\lambda_0/16, -\lambda_0 + C] | \ dx \ dt 
\]
(5.50)

In the right hand side of (5.50), from DMCC (5.6) it follows that
\[
\max_{0 \leq k \leq 3} (\xi_k^2 + \tau_k) \geq (\lambda_0)^2. 
\]
(5.51)
If $v_{\lambda_0}$ attains the highest dispersion modulation, using a similar way as in (5.16)–(5.18), we have for $0 < \varepsilon < 1/2p$,
\[
\mathcal{L}_{L_\infty}^{-1}(u, v) \leq \sum_{\lambda_0 \in 0, j_1 \ll j_2 \approx j_3} \langle \lambda_0 \rangle \frac{1}{2}\|v_{\lambda_0}\|_{L^n_\infty} \left\|u_{-I_{j_1}}\right\|_{L^2_{x,t}} \left\|u_{-I_{j_2}}\right\|_{L^2_{x,t}} \left\|\partial_x u_{-\lambda_0-I_{j_3}}\right\|_{L^4_{x,t}}
\leq \sum_{\lambda_0 \in 0, j_1 \ll j_2 \approx j_3} \langle \lambda_0 \rangle^{-1/2}\|v_{\lambda_0}\|_{V_2^2} \left\|u_{-I_{j_1}}\right\|_{V_2^2} \left\|u_{-I_{j_2}}\right\|_{L^4_{x,t}} \left\|\partial_x u_{-\lambda_0-I_{j_3}}\right\|_{L^4_{x,t}}
\leq T^{2\varepsilon/3} \sum_{j_1 \ll j_3, \lambda_0 \in 0} 2^{-j_1/p_2} (-2/p+2\varepsilon) j_3 \|v_{\lambda_0}\|_{V_2^2} \|u\|_{X_{p,\Delta}^{1/2}(-\lambda_0-I_{j_3})} \|u\|_{X_{p,\Delta}^{1/2}}^2
\leq T^{2\varepsilon/3} \sum_{j_3, \lambda_0 \in 0} 2^{-j_3/p_2} (-2/p+2\varepsilon) j_3 \|v_{\lambda_0}\|_{V_2^2} \|u\|_{X_{p,\Delta}^{1/2}(-\lambda_0-I_{j_3})} \|u\|_{X_{p,\Delta}^{1/2}}^2
\leq T^{\varepsilon/2} \|u\|_{X_{p,\Delta}^{1/2}}^3 \|v\|_{Y_{p,\Delta}^\ast}.
\tag{5.52}
\]
In the case $u_{-I_{j_1}}$ attaining the highest dispersion modulation, we have from (2.6) and (5.51) that
\[
\mathcal{L}_{L_\infty}^{-1}(u, v) \leq \sum_{\lambda_0 \in 0, j_1 \ll j_2 \approx j_3} \langle \lambda_0 \rangle \frac{1}{2}\|v_{\lambda_0}\|_{L^n_\infty} \left\|u_{-I_{j_1}}\right\|_{L^2_{x,t}} \left\|u_{-I_{j_2}}\right\|_{L^2_{x,t}} \left\|\partial_x u_{-\lambda_0-I_{j_3}}\right\|_{L^4_{x,t}}
\leq \sum_{\lambda_0 \in 0, j_1 \ll j_2 \approx j_3} \langle \lambda_0 \rangle^{-1/2}\|v_{\lambda_0}\|_{V_2^2} \left\|u_{-I_{j_1}}\right\|_{V_2^2} \left\|u_{-I_{j_2}}\right\|_{L^4_{x,t}} \left\|\partial_x u_{-\lambda_0-I_{j_3}}\right\|_{L^4_{x,t}},
\tag{5.53}
\]
which is the same as in the right hand side of the second inequality as in (5.52).
If $u_{-I_{j_2}}$ has the highest modulation, we have
\[
\mathcal{L}_{L_\infty}^{-1}(u, v) \leq \sum_{\lambda_0 \in 0, j_1 \ll j_2 \approx j_3} \langle \lambda_0 \rangle \frac{1}{2}\|v_{\lambda_0}\|_{L^n_\infty} \left\|u_{-I_{j_1}}\right\|_{L^2_{x,t}} \left\|u_{-I_{j_2}}\right\|_{L^2_{x,t}} \left\|\partial_x u_{-\lambda_0-I_{j_3}}\right\|_{L^4_{x,t}}.
\tag{5.54}
\]
Noticing that for any $\lambda_1 \in -I_{j_1}$, $\lambda_3 \in -\lambda_0-I_{j_3}$, if $j_1 \ll j_3$, we have $|\lambda_3| - |\lambda_1| \gtrsim |\lambda_0|$. Using (5.15), the bilinear estimate (4.1), Corollaries 3.3 and 3.4, and noticing that $j_3 \lesssim \ln(\lambda_0)$, we have
\[
\mathcal{L}_{L_\infty}^{-1}(u, v) \leq T^{2\varepsilon/4} \sum_{\lambda_0 \in 0, j_1 \ll j_2 \approx j_3} 2^{-j_1/p_2} (-2/p+2\varepsilon) j_3 \|v_{\lambda_0}\|_{V_2^2} \|u\|_{X_{p,\Delta}^{1/2}(-\lambda_0-I_{j_3})} \|u\|_{X_{p,\Delta}^{1/2}}^2
\leq T^{2\varepsilon/4} \sum_{\lambda_0 \in 0, j_1 \ll j_2 \approx j_3} 2^{-j_1/p_2} (-2/p+2\varepsilon) j_3 \|v_{\lambda_0}\|_{V_2^2} \|u\|_{X_{p,\Delta}^{1/2}(-\lambda_0-I_{j_3})} \|u\|_{X_{p,\Delta}^{1/2}}^2.
\tag{5.55}
\]
$\mathcal{L}_{L_\infty}^{-2}(u, v)$ and $\mathcal{L}_{L_\infty}^{-3}(u, v)$ can be estimated in an analogous way as above, we omit the details.

**Case $l-a+a_0$**. In view of the frequency constraint condition we see that $\lambda_2 \in [0, -3\lambda_0/4 + C)$ and $\lambda_3 \in [-\lambda_0/4 - C, -\lambda_0)$. We consider the dyadic collections of $\lambda_k$:
\[
\lambda_1 \in \left[\frac{3\lambda_0}{4}, 0\right] \cup_{j_1} -I_{j_1}, \quad \lambda_2 \in \left[0, \frac{3\lambda_0}{4} + C\right] \cup_{j_2} I_{j_2}, \quad \lambda_3 \in \left[-\frac{\lambda_0}{4} - C, -\lambda_0\right] \cup_{j_3 \geq 0} (-\lambda_0-I_{j_3}).
\]
It is easy to see that $j_1 \approx (j_2 \lor j_3) \lesssim \ln(\lambda_0)$. We need to estimate
\[
\mathcal{L}^{-}_{a_+ h_+} (u, v) := \sum_{\lambda_0 \ll 0} \langle \lambda_0 \rangle^{1/2} \left| \int_{[0,T] \times \mathbb{R}} \tau_{\lambda_0} u(3\lambda_0/4) u|_{[0, -3\lambda_0/4 + C]} \partial_x \vec{\pi}|_{-\lambda_0/4 - C, -\lambda_0} \, dxdt \right|
\]
\[
\lesssim \left( \sum_{\lambda_0 \ll 0, \, j_1 \ll j_2 \approx j_3} + \sum_{\lambda_0 \ll 0, \, j_2 \ll j_1 \approx j_3} + \sum_{\lambda_0 \ll 0, \, j_1 \ll j_2 \approx j_3} \right) \langle \lambda_0 \rangle^{1/2} \times \int_{[0,T] \times \mathbb{R}} \left| \tau_{\lambda_0} u_{-I_{j_1}} u_{I_{j_2}} \partial_x \vec{\pi} \right|_{-\lambda_0 - I_{j_3}} \, dxdt.
\]  
(5.56)

Using a similar way as in the estimate of (5.50), we can get the desired result and we omit the details.

Case $I_{-a_+ h_+}$. We consider the dyadic collections of $\lambda_k$:
\[
\lambda_1 \in \left[ \frac{3\lambda_0}{4}, 0 \right) = \bigcup_{j_1} -I_{j_1}, \lambda_2 \in [0, \infty) = \bigcup_{j_2 \geq 0} I_{j_2}, \lambda_3 \in [-\lambda_0, \infty) = \bigcup_{j_3 \geq 0} (-\lambda_0 + I_{j_3}).
\]

From FCC (5.5) it follows that $j_2 \approx (j_1 \lor j_3)$. We need to estimate
\[
\mathcal{L}^{-}_{-a_+ h_+} (u, v) := \sum_{\lambda_0 \ll 0} \langle \lambda_0 \rangle^{1/2} \left| \int_{[0,T] \times \mathbb{R}} \tau_{\lambda_0} u(3\lambda_0/4) u|_{[0, \infty)} \partial_x \vec{\pi}|_{-\lambda_0, \infty} \, dxdt \right|
\]
\[
\lesssim \left( \sum_{\lambda_0 \ll 0, \, j_1 \ll j_2 \approx j_3} + \sum_{\lambda_0 \ll 0, \, j_2 \ll j_1 \approx j_3} + \sum_{\lambda_0 \ll 0, \, j_1 \ll j_2 \approx j_3} \right) \langle \lambda_0 \rangle^{1/2} \times \int_{[0,T] \times \mathbb{R}} \left| \tau_{\lambda_0} u_{-I_{j_1}} u_{I_{j_2}} \partial_x \vec{\pi} \right|_{0} \, dxdt := \Gamma_1 + \Gamma_2 + \Gamma_3.
\]  
(5.57)

In the right hand side of (5.57), by DMCC (5.6) the highest dispersion modulation satisfies
\[
\max_{0 \leq k \leq 3} \left| \xi_k^2 + \tau_k \right| \gtrsim \langle \lambda_0 \rangle (\langle \lambda_0 \rangle + 2^{j_2}).
\]  
(5.58)

If $v_{\lambda_0}$ has the highest dispersion modulation, using a similar way as in (5.16)–(5.18), we have
\[
\Gamma_1 \lesssim \sum_{\lambda_0 \ll 0, \, j_1 \ll j_2 \approx j_3} \langle \lambda_0 \rangle^{1/2} \left\| v_{\lambda_0} \right\|_{L^2_t L^\infty_x} \left\| u_{-I_{j_1}} \right\|_{L^2_t L^\infty_x} \left\| u_{I_{j_2}} \right\|_{L^4_t} \left\| \partial_x u_{-\lambda_0 + I_{j_3}} \right\|_{L^4_t}
\]
\[
\lesssim \sum_{\lambda_0 \ll 0, \, j_1 \ll j_2 \approx j_3} (\langle \lambda_0 \rangle + 2^{j_2})^{-1/2} \left\| v_{\lambda_0} \right\|_{V^2} \left\| u_{-I_{j_1}} \right\|_{V^2} \left\| u_{I_{j_2}} \right\|_{L^4_t} \left\| \partial_x u_{-\lambda_0 + I_{j_3}} \right\|_{L^4_t}
\]
\[
\lesssim T^{2/3} \sum_{j_1 \ll j_3, \, \lambda_0 \ll 0} 2^{-j_1/p} 2^{-2/p + 2/3 j_3} \left\| v_{\lambda_0} \right\|_{L^2_x} \left\| u \right\|_{X^1_{p, \Delta}} (-\lambda_0 + I_{j_3}) \left\| u \right\|_{X^{1/2}_{p, \Delta}}^2
\]
\[
\lesssim T^{-2/3} \left\| u \right\|_{Y^{1/2}_{p, \Delta}}^3 \left\| v \right\|_{Y^{1/2}_{p, \Delta}}.
\]  
(5.59)

If $u_{-I_{j_1}}$ has the highest dispersion modulation, the estimate of $\Gamma_1$ is similar to (5.59) by considering
\[
\Gamma_1 \lesssim \sum_{\lambda_0 \ll 0, \, j_1 \ll j_2 \approx j_3} \langle \lambda_0 \rangle^{1/2} \left\| v_{\lambda_0} \right\|_{L^2_t L^\infty_x} \left\| u_{-I_{j_1}} \right\|_{L^2_t L^\infty_x} \left\| u_{I_{j_2}} \right\|_{L^4_t} \left\| \partial_x u_{-\lambda_0 + I_{j_3}} \right\|_{L^4_t}
\]
\[
\sum_{\lambda_0 \leq 0, \ j_1 \ll j_2 \approx j_3} \left( \langle \lambda_0 \rangle + 2^{4j} \right)^{-1/2} \| v_{\lambda_0} \|_{V_{3,2}^2} \| u_{-I_1} \|_{V_{3,2}^2} \| u_{I_2} \|_{L_{x,t}^6} \| \partial_x u_{-\lambda_0 + I_3} \|_{L_{x,t}^4},
\]

(5.60)

for which the right hand side of (5.60) is the same one as the second inequality of (5.59).

If \( u_{I_2} \) gains the highest dispersion modulation, using (5.58), the bilinear estimate (4.1) and Corollaries 3.3, 3.4, we have

\[
\Gamma_1 \lesssim \sum_{\lambda_0 \leq 0, \ j_1 \ll j_2 \approx j_3} \left( \langle \lambda_0 \rangle + 2^{4j} \right)^{1/2} \| v_{\lambda_0} \|_{L_{x,t}^6} \| u_{I_2} \|_{L_{x,t}^2} \| u_{-I_1} \|_{L_{x,t}^2} \| \partial_x \pi_{-\lambda_0 + I_3} \|_{L_{x,t}^2},
\]

\[
\lesssim \sum_{\lambda_0 \leq 0, \ j_1 \ll j_2 \approx j_3} \left( \langle \lambda_0 \rangle + 2^{4j} \right)^{1/2} \| v_{\lambda_0} \|_{V_{3,2}^2} \| u_{-I_1} \|_{V_{3,2}^2} \| u_{I_2} \|_{V_{3,2}^2} \| u_{-\lambda_0 + I_3} \|_{V_{3,2}^2}.
\]

\[
\lesssim T^{e/4} \sum_{j_1 \ll j_3, \ \lambda_0 \leq 0} 2^{-j_1/p} \left( -2/p+\epsilon \right)^{j_1} \| v_{\lambda_0} \|_{V_{3,2}^2} \| u \|_{X_{p,\Delta}^{1/2}(-\lambda_0 + I_3)} \| u \|_{X_{p,\Delta}^{3/2}}.
\]

(5.61)

If \( u_{-\lambda_0 + I_3} \) has the highest dispersion modulation, one can use similar way as in (5.61) to get the same estimate and we omit the details.

Case \( a_+a_+h \). Finally, we consider the following case as in Table 3.

| Case | \( \lambda_1 \in [0, \infty) \) | \( \lambda_2 \in [0, \infty) \) | \( \lambda_3 \in [\lambda_0, \infty) \) |
|------|-----------------|-----------------|-----------------|
| \( a_+a_+h \) | \( [0, \infty) \) | \( [0, \infty) \) | \( [\lambda_0, \infty) \) |

Table 3. \( \lambda_1, \lambda_2, \lambda_3 \geq 0 \).

In view of FCC (5.5) we see that \( \lambda_3 \in [-\lambda_0 - C, \infty) \). We consider the dyadic collections of \( \lambda_k \):

\( \lambda_k \in [0, \infty) = \bigcup_{j_k} I_{j_k}, \ k = 1, 2; \ \lambda_3 \in [-\lambda_0 - C, \infty) = \bigcup_{j_3} (-\lambda_0 + I_{j_3}) \), \( I_{-1} = [-C, 0] \).

From FCC (5.5) it follows that \( j_3 \approx (j_1 \lor j_2) \). We need to estimate

\[
\mathcal{L}_{a_+a_+}^-(u, v)
\]

\[
:= \sum_{\lambda_0 \leq 0} \langle \lambda_0 \rangle^{1/2} \left| \int_{[0,T] \times \mathbb{R}} \pi_{\lambda_0} u_{[0,\infty)} u_{[0,\infty)} \partial_x \pi_{[-\lambda_0 - C, \infty)} \ dx dt \right|
\]

\[
\lesssim \left( \sum_{\lambda_0 \leq 0, \ j_1 \ll j_2 \approx j_3} + \sum_{\lambda_0 \leq 0, \ j_2 \ll j_1 \approx j_3} \sum_{\lambda_0 \leq 0, \ j_1 \approx j_2 \approx j_3} \right) \langle \lambda_0 \rangle^{1/2} \times \int_{[0,T] \times \mathbb{R}} |\pi_{\lambda_0} u_{I_1} u_{I_2} \partial_x \pi_{-\lambda_0 + I_3} \ dx dt := \Upsilon_1 + \Upsilon_2 + \Upsilon_3.
\]

(5.62)

It suffices to estimate \( \Upsilon_1 \). The highest dispersion modulation in the right hand side of \( \Upsilon_1 \) satisfies

\[
\max_{0 \leq k \leq 3} |\xi_k^2 + \tau_k| \gtrsim \langle \lambda_0 \rangle + 2^{j_1} \langle \lambda_0 \rangle + 2^{j_2} \rangle.
\]

(5.63)

Now we compare the highest dispersion modulation between (5.58) and (5.63), we see that the the highest modulation in \( \Upsilon_1 \) is larger than that of \( \Gamma_1 \). If \( v_{\lambda_0} \) has the highest dispersion modulation, using the same estimates as in (5.59) for
In the right hand side of $L_{I_{j_1}}$, $u_{I_{j_2}}$, $\partial_x \bar{\pi}_{-\lambda_0 + I_{j_3}}$ in the spaces $V^2_\Delta$, $L^4_{2, \tau}$, we can obtain that $\Upsilon_1$ has the same upper bound as that of $\Gamma_1$ in (5.59). The other cases are also similar to those estimates in (5.60) and (5.61).

**Step 2.** We consider the case that $\lambda_0$ is the secondly minimal integer in $\lambda_0, \ldots, \lambda_3$. Namely, there is a bijection $\pi : \{1, 2, 3\} \rightarrow \{1, 2, 3\}$ such that

$$\lambda_{\pi(1)} \leq \lambda_0 \leq \lambda_{\pi(2)} \wedge \lambda_{\pi(3)}.$$  

(5.64)

**Step 2.1.** We assume that $\lambda_0 \gg 0$ and $\lambda_1 = \lambda_{\pi(1)}$. By (5.64), we need to estimate

$$\mathcal{L}(u, v) := \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(-\infty, \lambda_0) u(\lambda_0, \infty) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$= \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(-\infty, -\lambda_0/2) u(\lambda_0, \infty) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$+ \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(-\lambda_0/2, \lambda_0/2) u(\lambda_0, \infty) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$+ \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(\lambda_0/2, \lambda_0) u(\lambda_0, \infty) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$:= \mathcal{L}^-(u, v) + \mathcal{L}^0(u, v) + \mathcal{L}^+(u, v).$$

(5.65)

First, we estimate $\mathcal{L}^0(u, v)$. From FCC (5.5) it follows that

$$\mathcal{L}^0(u, v) = \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(-\lambda_0/2, 0) u(2\lambda_0 - C, \infty) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$+ \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(0, \lambda_0/2) u(3\lambda_0 - 2C, \infty) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$:= \mathcal{L}^0^-(u, v) + \mathcal{L}^0^+(u, v).$$

(5.66)

We further divide $\mathcal{L}^0^+(u, v)$ into two parts

$$\mathcal{L}^0^+(u, v) = \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(0, \lambda_0/2) u(3\lambda_0 - 2C, 2\lambda_0) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$+ \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(0, \lambda_0/2) u(2\lambda_0, \infty) \partial_x \bar{\pi}(\lambda_0, \infty) \, dx \, dt$$

$$:= \mathcal{L}^0_1^+(u, v) + \mathcal{L}^0_2^+(u, v).$$

(5.67)

Again, in view of FCC (5.5) we have

$$\mathcal{L}^0_1^+(u, v) = \sum_{\lambda_0 \gg 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \bar{\pi}_{\lambda_0} u(0, \lambda_0/2) u(3\lambda_0 - 2C, 2\lambda_0) \partial_x \bar{\pi}(\lambda_0, 3\lambda_0/2 + C) \, dx \, dt.$$  

(5.68)

In the right hand side of $\mathcal{L}^0_1^+(u, v)$, by DMCC (5.6) we have

$$\sum_{k=0}^{3} |\xi_k^2 + \tau_k| \gg (\lambda_0)^2.$$
By Corollary 3.3 we have
\[
\|u(t,\lambda_0/2)\|_{L_t^\infty L_{x,\Delta}^2} \lesssim \sum_{j \leq \log_2^{\lambda_0} + 1} \|u_j\|_{V_{2,\Delta}^2} \lesssim \|u\|_{X_{p,\Delta}^{1/2}}. \tag{5.69}
\]
If \(v_{\lambda_0}\) gains the highest dispersion modulation, by Hölder’s inequality, the dispersion modulation decay estimate \((2.6), (5.69)\) and Lemma 3.5, we have for \(0 < \epsilon < 1/4p\),
\[
|\mathcal{L}^{0,+}_t(u, v)| \lesssim \sum_{\lambda_0 > 0} \langle \lambda_0 \rangle^{-1/2} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} \|u(0,\lambda_0/2)\|_{L_t^\infty L_{x,\Delta}^2} \|u(3\lambda_0/2-C,2\lambda_0)\|_{L_{x,t}^4} \|\partial_x \overline{\Pi}_0(\lambda_0,3\lambda_0/2+C)\|_{L_{x,t}^4}.
\]
If \(u(0,\lambda_0/2)\) the highest dispersion modulation, taking \(L_t^\infty, L_{x,t}^2, L_{x,\Delta}^4, L_{x,t}^4\) norms to \(v_{\lambda_0}, u(0,\lambda_0/2), u(3\lambda_0/2-C,2\lambda_0), \partial_x \overline{\Pi}_0(\lambda_0,3\lambda_0/2+C)\), then applying \((2.6)\), we have
\[
|\mathcal{L}^{0,+}_t(u, v)| \lesssim T^{3/2} \sum_{\lambda_0 > 0} \langle \lambda_0 \rangle^{-2/2+2\epsilon} \|v_{\lambda_0}\|_{V_{2,\Delta}^2} \|u(0,\lambda_0/2)\|_{V_{2,\Delta}^2} \|u(3\lambda_0/2-C,2\lambda_0)\|_{L_{x,t}^4} \|\partial_x \overline{\Pi}_0(\lambda_0,3\lambda_0/2+C)\|_{L_{x,\Delta}^4},
\]
which reduces the same estimate as the first inequality in \((5.70)\).

Let \(u(3\lambda_0/2-C,2\lambda_0)\) have the highest dispersion modulation. Taking \(L_t^\infty, L_{x,t}^2, L_{x,\Delta}^4\) norms to \(v_{\lambda_0}, u(3\lambda_0/2-C,2\lambda_0), u(0,\lambda_0/2)\partial_x \overline{\Pi}_0(\lambda_0,3\lambda_0/2+C)\), then applying the dispersion modulation decay \((2.6)\) to \(u(3\lambda_0/2-C,2\lambda_0)\) and the bilinear estimate \((4.1)\) to \(u(0,\lambda_0/2)\partial_x \overline{\Pi}_0(\lambda_0,3\lambda_0/2+C)\), one obtains that \(\mathcal{L}^{0,+}_t(u, v)\) has the desired estimate. When \(\partial_x u(0,\lambda_0/2+C)\) has the highest dispersion modulation, the argument is similar.

Now we estimate \(\mathcal{L}^{0,+}_h(u, v)\). We adopt the following decompositions:
\[
\lambda_1 \in (0, \lambda_0/2) = \bigcup_{j_1 > 0} I_{j_1}, \quad \lambda_2 \in [2\lambda_0, \infty) = \bigcup_{j_1 > 0} (2\lambda_0 + I_{j_2}),
\]
\[
\lambda_3 \in [\lambda_0, \infty) = \bigcup_{j_2 > 0} (\lambda_0 + I_{j_3}).
\]
By FCC \((5.5)\), we have
\[
j_3 \approx j_1 \vee j_2, \quad j_1 \leq \log_2^{\lambda_0} + 1.
\]
\[
|\mathcal{L}_h^{0,+}(u, v)| \lesssim \sum_{\lambda_0 > 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} |\varphi_{\lambda_0} u_{I_{j_1}} u_{2\lambda_0 + I_{j_2}} \partial_x \overline{\Pi}_{\lambda_0 + I_{j_3}}| \, dx dt
\]
\[
\lesssim \left( \sum_{\lambda_0 > 0} \sum_{1 \leq j_2 < j_3 = j_2} \sum_{1 \leq j_1} \sum_{\lambda_0 > 0, 1 \leq j_2 = j_3} \right) \langle \lambda_0 \rangle^{1/2}
\]
\[
\times \int_{[0,T] \times \mathbb{R}} |\varphi_{\lambda_0} u_{I_{j_1}} u_{2\lambda_0 + I_{j_2}} \partial_x \overline{\Pi}_{\lambda_0 + I_{j_3}}| \, dx dt = I + II + III. \tag{5.71}
\]
In the right hand side of \((5.71)\), by DMCC \((5.6)\) we have
\[
\sum_{k=0}^3 |\xi_k^2 + \tau_k| \gtrsim \langle \lambda_0 \rangle \langle \lambda_0 \rangle + 2j^2. \tag{5.72}
\]
Noticing that \((5.72)\) is the same as \((5.58)\), we can follow the same ideas in the estimates of \(\Gamma_1\) to get the bound of \(I\), see \((5.59)\)–\((5.61)\).
Let us observe that \( j_1, j_2, j_3 \lesssim \log \lambda_0 \) in II and III. It follows that the estimates of II and III are easier than that of I. We omit the details.

\( \mathcal{L}^{0-}(u, v) \) can be handled in a similar way as that of \( \mathcal{L}^{0+}(u, v) \) and we omit the details.

Now we estimate \( \mathcal{L}^+(u, v) \). We use the dyadic decomposition

\[
\lambda_1 \in (\lambda_0/2, \lambda_0) = \bigcup_{j_1 > 0} (\lambda_0 - I_{j_1}), \quad \lambda_k \in [\lambda_0, \infty) = \bigcup_{j_k \geq 0} (\lambda_0 + I_{j_k}), \quad k = 2, 3.
\]

By FCC (5.5), we have

\[
|\mathcal{L}^+(u, v)| \leq \sum_{\lambda_0 > 0, j_2 = j_1 \lor j_3} (\lambda_0)^{1/2} \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u_{\lambda_0 - I_{j_1}} u_{\lambda_0 + I_{j_2}} \partial_x \nabla_{\lambda_0 + I_{j_3}}| \, dx dt. \tag{5.73}
\]

Comparing (5.73) with (5.7), we see that \( \mathcal{L}^+(u, v) \) in (5.73) is rather similar to (5.7) in Step 1.1. We omit the details of the proof.

We estimate \( \mathcal{L}^-(u, v) \). In view of FCC (5.5) we see that

\[
\mathcal{L}^-(u, v) = \sum_{\lambda_0 > 0} (\lambda_0)^{1/2} \int_{[0,T] \times \mathbb{R}} \nabla_{\lambda_0} u_{(-\infty, -\lambda_0/2]} u_{[5\lambda_0/2 - C, \infty)} \partial_x \nabla_{\lambda_0} \, dx dt. \tag{5.74}
\]

Decompose \( \lambda_k \) in the following dyadic way:

\[
\lambda_1 \in (-\infty, -\lambda_0/2] = \bigcup_{j_1 \geq 0} (-\lambda_0/2 - I_{j_1}), \quad \lambda_3 \in [\lambda_0, \infty) = \bigcup_{j_k \geq 0} (\lambda_0 + I_{j_k})
\]

\[
\lambda_2 \in [5\lambda_0/2 - C, \infty) = \bigcup_{j_2 \geq -1} (5\lambda_0/2 + I_{j_2}), \quad j_3 = [-C, 0).
\]

It follows that \( j_2 \approx j_1 \lor j_3 \).

\[
|\mathcal{L}^-(u, v)| \leq \sum_{\lambda_0 > 0, j_2 \approx j_1 \lor j_3} (\lambda_0)^{1/2} \int_{[0,T] \times \mathbb{R}} |\nabla_{\lambda_0} u_{-\lambda_0/2 - I_{j_1}} u_{5\lambda_0/2 + I_{j_2}} \partial_x \nabla_{\lambda_0 + I_{j_3}}| \, dx dt. \tag{5.75}
\]

By DMCC (5.6) we have

\[
\max_{0 \leq k \leq 3} |\xi_k^2 + \tau_k| \gtrsim ((\lambda_0) + 2^{j_1})((\lambda_0) + 2^{j_2}). \tag{5.76}
\]

By (5.76), we see that the dispersion modulation estimate (2.6) gives better decay. So, the estimate of \( \mathcal{L}^-(u, v) \) is easier than that of the above cases and we will not perform the details.

**Step 2.2.** We consider the case \( \lambda_0 \ll 0, \lambda_1 \approx \lambda_0 \approx \lambda_2 \approx \lambda_3 \). According to the size of \( \lambda_2 \), we divide the proof into four subcases \( \lambda_2 \in \tilde{h}_-, \lambda_2 \in l-, \lambda_2 \in (0, -3\lambda_0/4) \) and \( \lambda_2 \in [-3\lambda_0/4, \infty) \). Moreover, in view of FCC (5.5), in order to keep the left hand side of (5.4) nonzero, it suffices to consider the following four subcases in Table 4.

**Case 1.** Let us observe that all \( \lambda_k \ (k = 1, 2, 3) \) are localized in a neighbourhood of \( \lambda_0 \), which is essentially the same as in Case 1.2 as in Step 1.2, we omit the details of the proof.

**Case 2.** Similar to Case 1. as in Step 1.2 and we omit its proof.

**Case 3.** By separating \( \lambda_3 \in [\lambda_0, -3\lambda_0/4 + C) = [\lambda_0, 0) \cup (0, -3\lambda_0/4 + C) \), we see that this case is quite similar to Case 2.
Case 4. Observing that $\lambda_1$ and $\lambda_2$ are far away from 0, but $\lambda_3 \in [\lambda_0, \infty)$ containing 0, we need to further split $[\lambda_0, \infty)$ into $[\lambda_0, 0]$ and $[0, \infty)$. We consider the following two subcases of Case 4, see Table 5.

| Case | $\lambda_1 \in$ | $\lambda_2 \in$ | $\lambda_3 \in$ |
|------|-----------------|-----------------|-----------------|
| 1    | $(5\lambda_0/4 - C, \lambda_0)$ | $(\lambda_0, 3\lambda_0/4)$ | $(\lambda_0, 3\lambda_0/4 + C)$ |
| 2    | $(2\lambda_0 - C, \lambda_0)$ | $(3\lambda_0/4, 0)$ | $(\lambda_0, C)$ |
| 3    | $(11\lambda_0/4 - C, \lambda_0)$ | $(0, -3\lambda_0/4)$ | $(\lambda_0, -3\lambda_0/4 + C)$ |
| 4    | $(-\infty, \lambda_0)$ | $[-3\lambda_0/4, \infty]$ | $(\lambda_0, \infty)$ |

Table 4. $\lambda_0 < 0$, $\lambda_1 < \lambda_0 \leq \lambda_2 \wedge \lambda_3$.

Case 4.1. By FCC (5.5), we have $\lambda_1 \in (-\infty, 7\lambda_0/4 + C)$. So, we need to estimate

$$\mathcal{L}^{2, \infty}(u, v) := \sum_{\lambda_0 < 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \overline{v}_{\lambda_0} u_{(-\infty, 7\lambda_0/4 + C) u_{[-3\lambda_0/4, \infty]} \partial_x \pi_{[\lambda_0, 0]} dx dt.}$$

(5.77)

We can decompose $\lambda_k$ in the following way:

$$\lambda_1 \in (-\infty, 7\lambda_0/4 + C) = \bigcup_{j_1 \geq -1} (7\lambda_0/4 - I_{j_1}), I_{-1} = [-C, 0),$$

$$\lambda_2 \in (-3\lambda_0/4, \infty) = \bigcup_{j_3 \geq 0} (-3\lambda_0/4 + I_{j_3}), \lambda_3 \in [\lambda_0, 0) = \bigcup_{j_3 \geq 0} -I_{j_3}.$$

It follows that $j_1 \approx j_2 \vee j_3, j_3 \leq 1 + \log_2 |\lambda_0|$

$$|\mathcal{L}^{2, \infty}(u, v)| \leq \sum_{\lambda_0 < 0, j_1 \approx j_2 \vee j_3} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} |\overline{v}_{\lambda_0} u_{7\lambda_0/4 - I_{j_1}} u_{-3\lambda_0/4 + I_{j_2}} \partial_x \pi_{-I_{j_3}}| dx dt. \quad (5.78)$$

By DMCC (5.6) we have

$$\max_{0 \leq k \leq 3} |\xi_k^2 + \tau_k| \gtrsim (\langle \lambda_0 \rangle + 2^{j_1})(\langle \lambda_0 \rangle + 2^{j_2}).$$

(5.79)

One can imitate the procedure as in Case $l_{-a\xi}h_+$ in Step 1.2 to obtain the result, as desired.

Case 4.2. We need to estimate

$$\mathcal{L}^{3, \infty}(u, v) := \sum_{\lambda_0 < 0} \langle \lambda_0 \rangle^{1/2} \int_{[0,T] \times \mathbb{R}} \overline{v}_{\lambda_0} u_{(-\infty, \lambda_0)} u_{[-3\lambda_0/4, \infty]} \partial_x \pi_{[0, \infty)} dx dt. \quad (5.80)$$

We can decompose $\lambda_k$ in the following way:

$$\lambda_1 \in (-\infty, \lambda_0) = \bigcup_{j_1 > 0} (\lambda_0 - I_{j_1}),$$

$$\lambda_2 \in \bigcup_{j_3 > 0} -I_{j_3},$$

$$\lambda_3 \in \bigcup_{j_3 > 0} [-\lambda_0, -3\lambda_0/4 + C].$$

Table 5. Two subcases of Case 4.
\[ \lambda_2 \in (-3\lambda_0/4, \infty) = \bigcup_{j_2} I_{j_2}, \quad \lambda_3 \in [0, \infty) = \bigcup_{j_3 \geq 0} I_{j_3}. \]

It follows that \( j_2 \approx j_1 \lor j_1, j_2 \geq \log_2 |\lambda_0| - C \)

\[ |\mathcal{L}^{3, \infty}(u, v)| \leq \sum_{\lambda_0 < 0, \ j_1 \lor j_2 \geq \log_2 |\lambda_0|} (\langle \lambda_0 \rangle^{1/2}) \int_{[0, T] \times \mathbb{R}} |\nabla_{x_0} u_{\lambda_0} - I_{j_1} u_{I_{j_2}} \partial_x \nabla_{I_{j_3}}| \, dxdt. \]

(5.81)

By DMCC (5.6) we have for \( j_1 \geq 10 \),

\[ \max_{0 \leq k \leq 3} |\xi_k^2 + \tau_k| \geq 2^{j_1} (\langle \lambda_0 \rangle + 2^{j_2}). \]

(5.82)

Comparing (5.82) with (5.35), (5.81) and (5.32), one can imitate the procedures as in the Case \( h_{-a, \pm a} \) to obtain the result, as desired. The details are omitted.

**Step 2.3.** We consider the remaining cases. If \( \pi(1) = 2 \), namely \( \lambda_2 \) is the smallest one in all \( \lambda_k \), by symmetry we see that it is the same as the case \( \pi(1) = 1 \). If \( \pi(1) = 3 \), it follows from FCC (5.5) we have \( \lambda_0 \approx \lambda_1 \approx \lambda_2 \approx \lambda_3 \). So, the summation in the left hand side of (5.4) is essentially on \( \lambda_0 \), the other summations are finitely many. By Hölder’s inequality we have the result, as desired.

**Step 3.** We consider the case \( |\lambda_0| \lesssim 1 \). It follows that \( \langle \lambda_0 \rangle^{1/2} \sim 1 \) in the left hand side of (5.4), which means that we have gained half order derivative. So, this case becomes easier to handle and the details of the proof are omitted.

6. **Quintic linear estimates.** For the sake of convenience, we denote for \( w = (w^{(0)}, \ldots, w^{(5)}) \),

\[ \mathcal{L}(w) = \sum_{\lambda_0, \ldots, \lambda_5 \in \mathbb{Z}} \langle \lambda_0 \rangle^{1/2} \int_{\mathbb{R} \times [0, T]} \prod_{k=0}^{5} w_{\lambda_k}^{(k)} (x, t) \, dxdt, \]

(6.1)

In the following we always assume that

\[ w_{\lambda_k}^{(k)} = u_{\lambda_k}, \quad k = 1, 3, 5; \quad w_{\lambda_0}^{(0)} = \nabla_{x_0}, \quad w_{\lambda_k}^{(k)} = \nabla_{\lambda_k}, \quad k = 2, 4, \]

(6.2)

which means that for \( w = (\bar{u}, u, \bar{u}, u, \bar{u}, u) \),

\[ \mathcal{L}(w) = \sum_{\lambda_0, \ldots, \lambda_5 \in \mathbb{Z}} \langle \lambda_0 \rangle^{1/2} \int_{\mathbb{R} \times [0, T]} \nabla_{\lambda_0} u_{\lambda_1} \nabla_{\lambda_2} u_{\lambda_3} \nabla_{\lambda_4} u_{\lambda_5} (x, t) \, dxdt = \sum_{\lambda_0 \in \mathbb{Z}} \langle \lambda_0 \rangle^{1/2} \int_{\mathbb{R} \times [0, T]} |\nabla_{\lambda_0} u|^4 u(x, t) \, dxdt. \]

(6.3)

Our goal in this section is to show that

**Lemma 6.1.** Let \( p \in [4, \infty), \ 0 < T < 1, \ 0 < \varepsilon \ll 1 \). Let \( \mathcal{L}(w) \) be as in (6.1) and (6.2). We have

\[ |\mathcal{L}(w)| \lesssim T^\varepsilon \|v\|_{Y^{\theta_{p, \Delta}}} \|u\|_{X^{1/2}_{p, \Delta}}^{5/2} \]

(6.4)

and by duality,

\[ \|u|^4 u\|_{X^{-1/2}_{p, \Delta}} \lesssim T^\varepsilon \|u\|_{X^{1/2}_{p, \Delta}}^{5}. \]

(6.5)
We divide the proof of Lemma 6.1 into a few steps according to the size of \( \lambda_0 \). We can assume that \( \lambda_0 > 0 \), since in the opposite case one can substitute \( \lambda_0, \ldots, \lambda_5 \) by \( -\lambda_0, \ldots, -\lambda_5 \).

**Step 1.** Let us assume that \( \lambda_0, \ldots, \lambda_5 \) satisfy
\[
\lambda_0 = \max_{0 \leq k \leq 5} |\lambda_k|.
\] (6.6)

For short, considering the higher, lower and all frequency of \( \lambda_k \), we use the following notations:
\[
\lambda_k \in h \Leftrightarrow \lambda_k \in [c \lambda_0, \lambda_0]
\]
\[
\lambda_k \in h_- \Leftrightarrow \lambda_k \in [-\lambda_0, -c \lambda_0]
\]
\[
\lambda_k \in l \Leftrightarrow \lambda_k \in [0, c \lambda_0]
\]
\[
\lambda_k \in l_- \Leftrightarrow \lambda_k \in [-c \lambda_0, 0]
\]
\[
\lambda_k \in a \Leftrightarrow \lambda_k \in [-\lambda_0, \lambda_0]
\]
\[
\lambda_k \in a_+ \Leftrightarrow \lambda_k \in [0, \lambda_0]
\]
\[
\lambda_k \in a_- \Leftrightarrow \lambda_k \in [-\lambda_0, 0]
\]
for some \( c > 0 \). First, we consider the case that there are two higher frequency in \( \lambda_1, \ldots, \lambda_5 \), say, \( \lambda_1, \lambda_3 \) belong to higher frequency intervals. We denote by \( (\lambda_k) \in hhaaa \) that all \( \lambda_0, \ldots, \lambda_5 \) satisfy conditions (6.6) and
\[
\lambda_1, \lambda_3 \in h, \quad \lambda_2, \lambda_4, \lambda_5 \in a. \quad (6.7)
\]

For \( w = (\bar{v}, u, \bar{u}, u, \bar{u}) \), we write
\[
\mathcal{L}_{hhaaa}(w) = \sum_{(\lambda_k) \in hhaaa} (\lambda_0)^{1/2} \int_{\mathbb{R} \times [0,T]} \prod_{k=0}^{5} w^{(k)}_{\lambda_k}(x,t) dx dt,
\] (6.8)
we will always use the notation
\[
\mathcal{L}_{bcdef}(w) = \sum_{(\lambda_k) \in bcdef} (\lambda_0)^{1/2} \int_{\mathbb{R} \times [0,T]} \prod_{k=0}^{5} w^{(k)}_{\lambda_k}(x,t) dx dt,
\] (6.9)
where \( b, c, d, e, f \in \{a, a_+, a_- \}, h, h_-, l, l_- \} \).

**Lemma 6.2.** Let \( p \in [4, \infty) \), \( 0 < T < 1 \), \( 0 < \varepsilon \ll 1 \). We have
\[
|\mathcal{L}_{bcdef}(w)| \lesssim T^2 \|v\|_{y^0} \|u\|_{\Lambda^0_{p', \Delta}}^5
\] (6.10)
if at least two ones in “\( b, c, d, e, f \)” belong to \( \{h, h_-\} \).

**Proof.** Case \( hh+a+a_+ \). We denote by \( (\lambda_k) \in hh+a+a_+ \) the case that \( \lambda_0, \ldots, \lambda_5 \) satisfy (6.6) and
\[
\lambda_k \in h, \quad k = 1, 3, \quad \lambda_2, \lambda_4, \lambda_5 \in a_+. \quad (6.11)
\]
We decompose \( \lambda_2, \lambda_4, \lambda_5 \) in a dyadic way:
\[
\lambda_k \in [0, \lambda_0] = \bigcup_{j_k \geq 0} f_j, \quad k = 2, 4, 5; \quad 0 \leq j_2, j_4, j_5 \leq \log_2 \lambda_0.
\] (6.12)
We can assume that \( \lambda_0 \gg 1 \). Assume that \( j_{\max} = j_2 \lor j_4 \lor j_5, j_{\min} = j_2 \land j_4 \land j_5 \) and \( j_{\text{med}} \) is the secondly larger one in \( \{j_2, j_4, j_5\} \) in (6.12). By Hölder’s inequality,
\[
|\mathcal{L}_{hh+a+a_+}(w)| \lesssim \sum_{\lambda_0; \ j_{\min}, j_{\text{med}}, j_{\max} \in [\log_2 \lambda_0]} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{L^\infty_{x,t}} \prod_{k=1,3} \|w^{(k)}_{\lambda_0}\|_{L^4_{x,t,\in\mathbb{R}}},
\]
\[
\times \|u^{j_{\max}}\|_{L^4_{x,t,\in\mathbb{R}}} \|u^{j_{\text{med}}}\|_{L^4_{x,t,\in\mathbb{R}}} \|u^{j_{\min}}\|_{L^4_{x,t,\in\mathbb{R}}},
\] (6.13)
In view of $V_3^2 \subset L_t^\infty L_x^2$ and $\|v\lambda_0\|_{L_t^\infty L_x^2} \gtrsim \|v\lambda_0\|_{L_t^\infty L_x^2}$, by Corollaries 3.3 and 3.5, one has that

$$\left| \mathcal{Z}_{hha_{a_+a_+}}(w) \right| \lesssim T^4e/3 \sum_{\lambda_0: j_{\min}, j_{\med}, j_{\max} \leq \log_2 \lambda_0} \langle \lambda_0 \rangle^{1/2} \|v\lambda_0\|_{V_3^2} \langle \lambda_0 \rangle^{2(-1/4-1/p+\varepsilon)} \|u\|_{X_{p, \Delta}^{1/2, 2}}^2 \times 2^{(j_{\max}+j_{\med})(-1/4-1/p+\varepsilon)} \|u\|_{X_{p, \Delta}^{1/2, 2}}^{2j_{\min}(1/2-1/p)} \|u\|_{X_{p, \Delta}^{1/2}}. \quad (6.14)$$

Choosing $0 < \varepsilon < 1/2p$, and making the summation on $j_{\min}, j_{\med}$ and $j_{\max}$ in order, one obtain that

$$\left| \mathcal{Z}_{hha_{a_+a_+}}(w) \right| \lesssim T^4e/3 \sum_{\lambda_0} \langle \lambda_0 \rangle^{-2/p+2\varepsilon} \|v\lambda_0\|_{V_3^2} \|u\|_{X_{p, \Delta}^{1/2}}^5. \quad (6.15)$$

Noticing that $\{\langle \lambda_0 \rangle^{-2/p+2\varepsilon}\} \in \ell^p$, by Hölder’s inequality we have

$$\left| \mathcal{Z}_{hha_{a_+a_+}}(w) \right| \lesssim T^e \|v\|_{Y_{p, \Delta}^0} \|u\|_{X_{p, \Delta}^{1/2}}^5. \quad (0 < \varepsilon \leq 1/2p) \quad (6.16)$$

**Case $hha_{a_+a_-}$**. We denote by $(\lambda_k) \in hha_{a_+a_-}$ the case that $\lambda_0, ..., \lambda_5$ satisfy (6.6) and

$$\lambda_k \in [c\lambda_0, \lambda_0], \quad k = 1, 3, \quad \lambda_2, \lambda_4 \in [0, \lambda_0], \quad \lambda_5 \in [-\lambda_0, 0]. \quad (6.17)$$

We decompose $\lambda_2, \lambda_4, \lambda_5$ by

$$\lambda_k \in [0, \lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \quad k = 2, 4; \quad \lambda_5 \in [-\lambda_0, 0] = \bigcup_{j_5 \geq 0} -I_{j_5}, \quad j_2, j_4, j_5 \leq \log_2 \lambda_0. \quad (6.18)$$

Repeating the procedures as in Case $hha_{a_+a_+}$, we can show that

$$\left| \mathcal{Z}_{hha_{a_+a_-}}(w) \right| \lesssim T^e \|v\|_{Y_{p, \Delta}^0} \|u\|_{X_{p, \Delta}^{1/2}}^5. \quad (6.19)$$

Recall that in the proof above, the condition that two $\lambda_k$ is localized in higher frequency, say $\lambda_1, \lambda_3 \in [c\lambda_0, \lambda_0]$ can guarantee that $\{\langle \lambda_0 \rangle^{-2/p+2\varepsilon}\}$ is convergent in $\ell^p$. Hence, applying the same way as in the above, we can obtain the result for the other cases which contain two higher frequency and three all frequency.

If some $\lambda_k$ is only in lower frequency $[0, c\lambda_0]$, the proof is almost the same as in the above. If all $\lambda_k$ have three or more higher frequency $[c\lambda_0, \lambda_0]$, the proof is easier than the Case $hha_{a_+a_+}$, since the dyadic decomposition starting at 0 for the third higher frequency has at most finite dyadic intervals.

In (6.3), for the sake of symmetry, we can assume that

(H1) $\lambda_1 \geq \lambda_3 \geq \lambda_5$, $\lambda_2 \geq \lambda_4$

One easily sees that $\lambda_0, ..., \lambda_5$ satisfy the following frequency constrained condition:

(H2) $\lambda_0 + \lambda_2 + \lambda_4 = \lambda_1 + \lambda_3 + \lambda_5 + l$, $|l| \leq 10$.

The non-trivial case is that

(H3) $\lambda_0 = \max_{0 \leq k \leq 5} |\lambda_k| \gg 1$.

The case $\lambda_0 = \max_{0 \leq k \leq 5} |\lambda_k| \leq 1$ implies that the summation in (6.3) has at most finite terms. So, in view of (H1), (H2) and (H3), we see that the orders of $\lambda_0, ..., \lambda_5$ have the following 10 cases:

$$\lambda_0 \geq \lambda_2 \geq \lambda_1 \geq \lambda_3 \geq \lambda_5 \geq \lambda_4, \quad (\text{Ord}1)$$
By condition (Ord4) we see that
\[ \lambda_0 \geq \lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \lambda_5 \geq \lambda_4, \quad \text{(Ord2)} \]
\[ \lambda_0 \geq \lambda_1 \geq \lambda_3 \geq \lambda_5 \geq \lambda_2 \geq \lambda_4, \quad \text{(Ord3)} \]
\[ \lambda_0 \geq \lambda_1 \geq \lambda_3 \geq \lambda_2 \geq \lambda_4 \geq \lambda_5, \quad \text{(Ord4)} \]
\[ \lambda_0 \geq \lambda_1 \geq \lambda_3 \geq \lambda_2 \geq \lambda_5 \geq \lambda_4, \quad \text{(Ord5)} \]
\[ \lambda_0 \geq \lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \lambda_4 \geq \lambda_5, \quad \text{(Ord6)} \]
\[ \lambda_0 \geq \lambda_1 \geq \lambda_2 \geq \lambda_4 \geq \lambda_3 \geq \lambda_5, \quad \text{(Ord7)} \]
\[ \lambda_0 \geq \lambda_2 \geq \lambda_1 \geq \lambda_3 \geq \lambda_4 \geq \lambda_5, \quad \text{(Ord8)} \]
\[ \lambda_0 \geq \lambda_2 \geq \lambda_1 \geq \lambda_4 \geq \lambda_3 \geq \lambda_5, \quad \text{(Ord9)} \]
\[ \lambda_0 \geq \lambda_2 \geq \lambda_1 \geq \lambda_4 \geq \lambda_3 \geq \lambda_5. \quad \text{(Ord10)} \]

If there are at least two higher frequencies in \( \lambda_1, \ldots, \lambda_5 \) which are localized in \([c\lambda_0, \lambda_0] \cup [-\lambda_0, -c\lambda_0]\), in the proof of Lemma 6.2 we neither consider the orders of \( \lambda_1, \ldots, \lambda_5 \) nor use the constraint condition (H2). Now we study the case that there is only one higher frequency in \( \lambda_1, \ldots, \lambda_5 \). For \( \lambda_1, \ldots, \lambda_5 \), if there is only one higher frequency which is localized in \([c\lambda_0, \lambda_0] \cup [-\lambda_0, -c\lambda_0]\), we see that it must be the biggest one localized in \([c\lambda_0, \lambda_0]\) or the smallest one localized in \([-\lambda_0, -c\lambda_0]\), the other frequency is localized in \([-c\lambda_0, c\lambda_0]\).

First, let us consider (Ord4) case according to the high-low frequency. The case \( \lambda_5 \in \mathcal{H}_- \) and \( \lambda_1, \ldots, \lambda_4 \in \mathcal{I} \) or \( \mathcal{I}_- \) never happens for small \( c > 0 \). So, it suffices to consider the case \( \lambda_1 \in \mathcal{H} \). we divide the proof into a few cases, see Table 6.

| Case (Ord4) | \( \lambda_1 \in \mathcal{H} \) | \( \lambda_2 \in \mathcal{I} \) | \( \lambda_3 \in \mathcal{I} \) | \( \lambda_4 \in \mathcal{I}_- \) | \( \lambda_5 \in \mathcal{I}_- \) |
|------------|-------------------------------|-------------------|-------------------|-------------------|-------------------|
| hllll      | \( h \)                       | \( l \)          | \( l \)          | \( l \)          | \( l \)          |
| hllll_    | \( h \)                       | \( l \)          | \( l \)          | \( l \)          | \( l_\)         |
| hllll_    | \( h \)                       | \( l \)          | \( l \)          | \( l_\)         | \( l_\)         |
| hlll_l_   | \( h \)                       | \( l_\)         | \( l_\)         | \( l_\)         | \( l_\)         |
| hlll_l_l_ | \( h \)                       | \( l_\)         | \( l_\)         | \( l_\)         | \( l_\)         |

Table 6. \( \lambda_0 \geq \lambda_1 \geq \lambda_3 \geq \lambda_2 \geq \lambda_4 \geq \lambda_5 \), only one higher frequency in \( \lambda_1, \ldots, \lambda_5 \).

**Case hllll.** We denote by \((\lambda_k) \in hllll\) the case that \( \lambda_0, \ldots, \lambda_5 \) satisfy (6.6), (Ord4) and
\[ \lambda_1 \in \mathcal{H}, \quad \lambda_k \in \mathcal{I}, \quad k = 2, 3, 4, 5. \quad (6.20) \]

We decompose \( \lambda_1, \ldots, \lambda_5 \) in a dyadic way:
\[ \lambda_1 \in [c\lambda_0, \lambda_0] = \bigcup_{j_1 \geq 0} (\lambda_0 - I_{j_1}), \quad \lambda_k \in [0, \lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \quad k = 2, \ldots, 5. \quad (6.21) \]

By condition (Ord4) we see that
\[ 0 \leq j_5 \leq j_4 \leq j_2 \leq j_3 \leq \log^{-1} \lambda_0. \quad (6.22) \]

One has that
\[
\mathcal{L}_{hllll}(w) \leq \sum_{\lambda_0: j_1: j_5 \leq j_4 \leq j_2 \leq j_3 \leq \log^{-1} \lambda_0} \langle \lambda_0 \rangle^{1/2} \int_{[0, T]} |\nabla \lambda_0 w_{\lambda_0 - I_{j_1}} \prod_{k=2}^5 w_{I_{j_k}}^{(k)}(x, t)| dx dt,
\]
\[
(6.23)
\]
Noticing that \( 0 < \varepsilon \), we see that \( j_1 > j_3 + 10 \) implies that \( \mathcal{L}_{hlll}(w) = 0 \). So, we have \( j_1 \leq j_3 + 10 \) in (6.23). By Hölder’s inequality, we have

\[
|\mathcal{L}_{hlll}(w)| \lesssim \sum_{\lambda_0: j_1; j_5 \leq j_1 \leq j_3 \leq j_5 \leq \log_2 \lambda_0} \langle \lambda_0 \rangle^{1/2} \| \nabla \lambda_0 \|_{L^2_{x,t}} \| u_{\lambda_0 - I_{j_1}} \|_{L^4_{x,t}[0,T]} \times \| u_{I_{j_3}} \|_{L^4_{x,t}[0,T]} \| u_{I_{j_4}} \|_{L^4_{x,t}[0,T]} \| u_{I_{j_5}} \|_{L^\infty_{x,t}}.
\]

(6.24)

By Corollaries 3.3 and 3.4, we have

\[
|\mathcal{L}_{hlll}(w)| \lesssim T^{4\varepsilon/3} \sum_{\lambda_0: j_1 \leq j_3 + 10; j_5 \leq j_3 \leq j_5} \langle \lambda_0 \rangle^{1/2} \| v_{\lambda_0} \|_{V^2_\lambda} \langle \lambda_0 \rangle^{-1/2} 2^{j_1(1/4 - 1/p + \varepsilon)} \| u \|_{X^{1/2}_{p,\Delta}(\lambda_0 - I_{j_1})} \times 2^{j_2 + j_3 + j_4} (1/4 - 1/p + \varepsilon) \| u \|_{X^{1/2}_{p,\Delta}}.
\]

(6.25)

Taking \( 0 < \varepsilon \leq 1/4p \) and summarizing over all \( j_5, j_4, j_2 \) and \( j_3 \) in order, we obtain that

\[
|\mathcal{L}_{hlll}(w)| \lesssim T^\varepsilon \sum_{\lambda_0: j_1 \leq j_3 + 10} \| v_{\lambda_0} \|_{V^2_\lambda} \| u \|_{X^{1/2}_{p,\Delta}(\lambda_0 - I_{j_1})} \| u \|_{X^{1/2}_{p,\Delta}}
\]

(6.26)

Noticing that \( 0 < \varepsilon \leq 1/4p \), by Hölder’s inequality, one has that

\[
|\mathcal{L}_{hlll}(w)| \lesssim T^\varepsilon \| v \|_{Y^0_{p',\Delta}} \| u \|_{X^0_{p,\Delta}} \left( \sum_{\lambda_0, \lambda \in \lambda_0 - I_{j_1}} \langle \lambda \rangle^{p/2} \| u_\lambda \|_{Y^0_{p',\Delta}}^{p} \right)^{1/p}
\]

\[
\lesssim T^\varepsilon \| v \|_{Y^0_{p',\Delta}} \| u \|_{X^0_{p,\Delta}} \sum_{j_1} 2^{-3j_1/2} \left( \sum_{\lambda_0, \lambda \in \lambda_0 - I_{j_1}} \langle \lambda \rangle^{p/2} \| u_\lambda \|_{Y^0_{p',\Delta}}^{p} \right)^{1/p}
\]

(6.27)

Case \( hlll_\_ \). We denote by \( (\lambda_k) \in hlll_\_ \) the case that \( \lambda_0, \ldots, \lambda_5 \) satisfy (6.6), (Ord4) and

\[
\lambda_1 \in h; \quad \lambda_k \in I, \quad k = 2, 3, 4; \quad \lambda_5 \in l_.
\]

(6.28)

We decompose \( \lambda_1, \ldots, \lambda_5 \) in a dyadic way:

\[
\lambda_1 \in [c\lambda_0, \lambda_0) = \bigcup_{j_1 \geq 0} (\lambda_0 - I_{j_1}); \quad \lambda_k \in [0, \lambda_0) = \bigcup_{j_k \geq 0} I_{j_k}, \quad k = 2, 3, 4;
\]

\[
\lambda_5 \in [-c\lambda_0, 0) = \bigcup_{j_5 \geq 0} -I_{j_5}.
\]

(6.29)

By condition (Ord4) we see that

\[
0 \leq j_1 \leq j_2 \leq j_3 \leq \log_2 \lambda_0 - C.
\]

(6.30)

One has that

\[
\mathcal{L}_{hlll_\_}(w) \leq \sum_{\lambda_0; j_1; j_5; j_4 \leq j_2 \leq j_3 \leq \log_2 \lambda_0} \langle \lambda_0 \rangle^{1/2} \int_{R \times [0,T]} |\nabla \lambda_0 u_{\lambda_0 - I_{j_1}} u_{-I_{j_5}} \prod_{k=2}^4 w_{I_{j_k}}^{(k)}(x,t) dx dt.
\]

(6.31)
Using the frequency constraint condition (H2), we see that
\[ j_1 \leq j_3 + C. \] (6.32)

Denote
\[ \bar{j}_{\text{max}} = j_2 \lor j_5, \quad \bar{j}_{\text{min}} = j_4 \land j_5, \quad \bar{j}_{\text{med}} \in \{j_2, j_4, j_5\} \setminus \{\bar{j}_{\text{max}}, \bar{j}_{\text{min}}\}. \]

Following the ideas as in the estimate of Case \text{hillll}, by Hölder’s inequality and Corollaries 3.3, 3.4, we have
\[ |\mathcal{L}_{\text{hillll}}(w)| \lesssim T^\epsilon \sum_{\lambda_0: \ j_1 \leq j_3 + C, \ \bar{j}_{\text{max}}, \bar{j}_{\text{med}}, \bar{j}_{\text{min}}} \langle \lambda_0 \rangle^{1/2} \|v_{\lambda_0}\|_{L^2} \langle \lambda_0 \rangle^{-1/2} 2^{j_1(1/4-1/p+\epsilon)} \|u\|_{X^{1/2}_p(\lambda_0 - I_{j_1})} \times 2^{(j_2 + j_3 + j_{\text{med}})(-1/4-1/p+\epsilon)} 2^{j_{\text{min}}(1/2-1/p)} \|u\|_{X^{1/2}_p}^4. \] (6.33)

Summarizing over all \( \bar{j}_{\text{min}}, \bar{j}_{\text{med}}, \bar{j}_{\text{max}} \) in orders, from (6.33) one can control \( |\mathcal{L}_{\text{hillll}}(w)| \) by the right hand side of (6.26). So, we have
\[ |\mathcal{L}_{\text{hillll}}(w)| \lesssim T^\epsilon \|v\|_{Y^0_{p', \Delta}} \|u\|_{X^{1/2}_p}^5. \] (6.34)

Case \text{hillll}. We denote by \( (\lambda_k) \in \text{hillll} \) the case that \( \lambda_0, \ldots, \lambda_5 \) satisfy (6.6), (Ord4) and
\[ \lambda_1 \in h; \quad \lambda_2, \lambda_3 \in l; \quad \lambda_4, \lambda_5 \in l-. \] (6.35)

We decompose \( \lambda_1, \ldots, \lambda_5 \) by
\[ \lambda_1 \in [c\lambda_0, \lambda_0] = \bigcup_{j_1 \geq 0} (\lambda_0 - I_{j_1}); \quad \lambda_2 \in [0, \lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \quad k = 2, 3; \]
\[ \lambda_k \in [-c\lambda_0, 0] = \bigcup_{j_k \geq 0} -I_{j_k}, \quad k = 4, 5. \] (6.36)

By condition (Ord4) we see that
\[ 0 \leq j_2 \leq j_3 \leq \log^{\lambda_0}_2 - C, \quad 0 \leq j_4 \leq j_5 \leq \log^{\lambda_0}_2 - C. \] (6.37)

One has that
\[ \mathcal{L}_{\text{hillll}}(w) \leq T^\epsilon \sum_{\lambda_0: \ j_1 \leq j_3; \ j_2 \leq j_3 \leq \log^{\lambda_0}_2} \langle \lambda_0 \rangle^{1/2} \int_{\mathbb{R} \times [0, T]} |v_{\lambda_0} u_{\lambda_0 - I_{j_1}} \bar{\Pi}_{j_2} u_{I_{j_3}} \bar{\Pi}_{-I_{j_4}} u_{-I_{j_5}}(x, t)| dx dt. \] (6.38)

In view if the frequency constraint condition (H2), we see that
\[ I_{j_1} \cap (I_{j_3} + I_{j_4} - I_{j_2} - I_{j_5}) \neq \emptyset. \]

Otherwise \( \mathcal{L}_{\text{hillll}}(w) = 0 \). It follows that
(1) If \( j_4 < j_5 \), then \( j_1 < j_3 + 10 \).
(2) If \( j_4 = j_5 \), then \( j_1 < j_3 \lor j_4 + 10 \).

In the case \( j_4 < j_5 \), we can use a similar way as in Case \text{hillll}. Indeed, putting
\[ \bar{j}_{\text{max}} = j_2 \lor j_5, \quad \bar{j}_{\text{min}} = j_4 \land j_2, \quad \bar{j}_{\text{med}} \in \{j_2, j_4, j_5\} \setminus \{\bar{j}_{\text{max}}, \bar{j}_{\text{min}}\}, \]
then we can repeat the procedure as in Case \text{hillll} to have the estimate
\[ |\mathcal{L}_{\text{hillll}}(w)| \lesssim T^\epsilon \|v\|_{Y^0_{p', \Delta}} \|u\|_{X^{1/2}_p}^5. \] (6.39)
In the case $j_4 = j_5$, we need to separate the proof into the case $j_3 \geq j_4$ and $j_3 < j_4$, respectively. We have

(2a) If $j_3 \leq j_4$, then $j_2 \leq j_3 \leq j_4 = j_5$.

(2b) If $j_3 \geq j_4$, then $j_3 \geq j_4 = j_5 \geq j_2$, or $j_3 \geq j_2 \geq j_4 = j_5$.

In the case (2b), we can use the same way as in Case hllll to show that (6.39) holds. In the case (2a), we have from Corollaries 3.3 and 3.4 that

$$|\mathcal{L}_{hllll}(w)| \lesssim \sum_{\lambda_0; j_3=\min\{j_3\}}^{\lambda_0; j_3<j_4+C} \sum_{j_2<j_3<j_5=j_4} \frac{1}{2^{j_2/3}} \sum_{j_3=\min\{j_3\}}^{j_4} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_{Y^\Delta_2}^2 (\lambda_0)^{-1/4} 2^{j_2 (1/4 - 1/p + \varepsilon)} 2^{j_2 (1/2 - 1/p)} \|u\|_{X^{1/2}_p, \Delta}^4. \quad (6.40)$$

Making the summation in turn to $j_2, j_3$ and $j_4$, we can get (6.39).

**Case hllll.** We denote by $(\lambda_k) \in hllll$ the case that $\lambda_0, ..., \lambda_5$ satisfy (6.6), (Ord4) and

$$\lambda_1 \in h; \ \lambda_3 \in l; \ \lambda_2, \lambda_4, \lambda_5 \in l. \quad (6.41)$$

We decompose $\lambda_1, ..., \lambda_5$ by

$$\lambda_1 \in [c\lambda_0, \lambda_0] = \bigcup_{j_1 \geq 0} (\lambda_0 - I_{j_1}); \ \lambda_3 \in [0, \lambda_0] = \bigcup_{j_3 \geq 0} I_{j_3};$$

$$\lambda_k \in [-c\lambda_0, 0] = \bigcup_{j_k \geq 0} -I_{j_k}, \ k = 2, 4, 5. \quad (6.42)$$

By condition (Ord4) we see that

$$0 \leq j_2 \leq j_4 \leq j_5 \leq \log_2 \lambda_0 - C. \quad (6.43)$$

Using the frequency constraint condition (H2), we see that

(i) If $j_3 \geq j_5$, then $j_1 \leq j_3 + 10$.

(ii) If $j_3 < j_5$, then $j_1 < j_3 + 10$.

In the case (i), we can follow the same way as in Case hllll to obtain the estimate

$$|\mathcal{L}_{hllll}(w)| \lesssim T^{s/3} \|v\|_{Y^\Delta_2}^2 \|u\|_{X^{1/2}_p, \Delta}^{5/2}. \quad (6.44)$$

In the case (ii), we need to further analyze $j_2, j_3, j_4$ and denote

$$j_{\text{max}} = j_3 \lor j_4; \ j_{\text{min}} = j_2 \land j_3; \ j_{\text{med}} \in \{j_2, j_3, j_4\} \setminus \{j_{\text{max}}, j_{\text{min}}\}.$$ 

Then we can repeat the procedures as in Case hllll to obtain (6.44).

**Case hllll.** We denote by $(\lambda_k) \in hllll$ the case that $\lambda_0, ..., \lambda_5$ satisfy (6.6), (Ord4) and

$$\lambda_1 \in h; \ \lambda_2, ..., \lambda_5 \in l. \quad (6.45)$$

We decompose $\lambda_1, ..., \lambda_5$ by

$$\lambda_1 \in [c\lambda_0, \lambda_0] = \bigcup_{j_1 \geq 0} (\lambda_0 - I_{j_1}); \ \lambda_k \in [-c\lambda_0, 0] = \bigcup_{j_k \geq 0} -I_{j_k}, \ k = 2, ..., 5. \quad (6.46)$$

By condition (Ord4) we see that

$$0 \leq j_3 \leq j_2 \leq j_4 \leq j_5 \leq \log_2 \lambda_0 - C. \quad (6.47)$$
Using the frequency constraint condition (H2), we see that
\[ j_5 \leq j_4 + 2, \quad j_1 \leq j_4 + 10. \]
Noticing that \( j_3 \leq j_2 \leq j_4 \leq j_5 \leq j_4 + 2 \), using a similar way as in Case \( \text{hllll} \) we can obtain the estimate
\[ |\mathcal{L}_{hhll} (w) | \lesssim T^c \| v \|_{p, \Delta} \| u \|_{X_{p, \Delta}^{1/2}}^5. \quad (6.48) \]
Next, we consider (Ord1) case according to the high-low frequency. The case \( \lambda_2 \in h \) and \( \lambda_1, \lambda_3, \lambda_4, \lambda_5 \in l \) or \( l_- \) never happens for small \( c > 0 \). So, it suffices to consider the case \( \lambda_4 \in h_- \). We divide the proof into a few cases, see Table 7.

| Case (Ord1) | \( \lambda_2 \in \) | \( \lambda_1 \in \) | \( \lambda_3 \in \) | \( \lambda_5 \in \) | \( \lambda_4 \in \) |
|-------------|------------|------------|------------|------------|------------|
| \( lllhh_- \) | \( l \) | \( l \) | \( l \) | \( l \) | \( h_- \) |
| \( lllh_-h_- \) | \( l \) | \( l \) | \( l \) | \( l_- \) | \( h_- \) |
| \( lhhlll_h_- \) | \( l \) | \( l \) | \( l_- \) | \( l_- \) | \( h_- \) |
| \( lhhlll_h_- \) | \( l \) | \( l_- \) | \( l_- \) | \( l_- \) | \( h_- \) |
| \( llll_h_- \) | \( l_- \) | \( l_- \) | \( l_- \) | \( l_- \) | \( h_- \) |

Table 7. \( \lambda_0 \geq \lambda_2 \geq \lambda_1 \geq \lambda_3 \geq \lambda_5 \geq \lambda_4 \), only one higher frequency in \( \lambda_1, \ldots, \lambda_5 \).

We consider the decomposition of \( \lambda_k \):
\[ \lambda_4 \in [-\lambda_0, -c\lambda_0] = \bigcup_{j_k \geq 0} (-\lambda_0 + I_{j_k}), \quad \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}; \]
\[ \lambda_1 \in [-c\lambda_0, 0] = \bigcup_{j_k \geq 0} -I_{j_k} \]
for any \( k, l \in \{1, 2, 3, 5 \} \). For short, we denote by \( \lambda_k \) \( \in \text{llllh}_- \) the case that \( \lambda_0, ..., \lambda_5 \) satisfy (6.6), (Ord1) and \( \lambda_1, ..., \lambda_3, \lambda_5 \in l \), \( \lambda_4 \in h_- \). Similarly, we will use the notations \( \lambda_k \) \( \in \text{llll}_-, \ldots, \text{llll}_-h_- \) (Ord1).

Using the frequency constraint condition (H2), we see that
\[ j_4 \leq j_1 + 10 \text{ if } (\lambda_k) \in \text{llllh}_- \cup \text{llllh}_- \cup \text{llll}_-h_-; \]
\[ j_1 \lor \ldots \lor j_5 \lesssim 1, \text{ if } (\lambda_k) \in \text{llll}_-l_- \cup \text{llll}_-l_-h_- \]
The cases \( \text{llll}_-l_-h_- \) and \( \text{llll}_-l_-l_-h_- \) are trivial and we omit the discussions. For the cases \( \text{llllh}_-, \text{llll}_-h_- \) and \( \text{llll}_-h_- \), we need to further analyze \( j_2, j_3, j_5 \) and write
\[ j_{\text{max}} = j_2 \lor j_3 \lor j_5, \quad j_{\text{min}} = j_2 \land j_3 \land j_5, \quad j_{\text{med}} \in \{ j_2, j_3, j_5 \} \setminus \{ j_{\text{max}}, j_{\text{min}} \}. \]
Similar to (6.33), we have
\[ |\mathcal{L}_{llhh} (w) | + |\mathcal{L}_{llhh} (w) | + |\mathcal{L}_{llll} (w) | \]
\[ \lesssim T^c \sum_{\lambda_0; j_4 \leq j_4 + C, j_{\text{max}} j_{\text{med}} j_{\text{min}}} \langle \lambda_0 \rangle^{1/2} \| v \|_{p, \Delta} \langle \lambda_0 \rangle^{-1/2} 2j_4 (1/4 - 1/p + \varepsilon) \| u \|_{X_{p, \Delta}^{1/2}} \]
\[ \times 2^{j_4 + j_{\text{max}} + j_{\text{med}} - (1/4 - 1/p + \varepsilon)} 2^{j_5 (1/2 - 1/p)} \| u \|_{X_{p, \Delta}^{1/2}}. \quad (6.49) \]
Using the same way as above and making the summation in turn to \( j_{\text{min}}, j_{\text{med}}, j_{\text{max}} \) and then to \( \lambda_0 \) and \( j_4 \), we have
\[
|\mathcal{Z}_{lll..}(w)| + |\mathcal{Z}_{lll..h_..}(w)| + |\mathcal{Z}_{lll..h_..}(w)| \lesssim T^c ||v||_{y_{p',\Delta}}^0 ||u||_{X_{p,\Delta}}^5. \tag{6.50}
\]

If \( \lambda_0, ..., \lambda_5 \) have the orders as in (Ord2) and only one of them is lying in higher frequency, there are two possible cases \( \lambda_1 \in h \) and \( \lambda_4 \in h_.. \). We discuss these two cases separately.

| Case (Ord2): \( \lambda_1 \in h \) |
|------------------|---|---|---|---|
| \( hllll \)      | \( h \) | \( l \) | \( l \) | \( l \) |
| \( hllll_.. \)    | \( h \) | \( l \) | \( l \) | \( l \) | \( l \) |
| \( hlll_.._.. \)  | \( h \) | \( l \) | \( l \) | \( l \) | \( l \) |
| \( hlll_..l_.._.. \) | \( h \) | \( l \) | \( l \) | \( l \) | \( l \) |
| \( hlll_..l_..l_.._.. \) | \( h \) | \( l \) | \( l \) | \( l \) | \( l \) |

Table 8. \( \lambda_0 \geq \lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \lambda_5 \geq \lambda_4 \), only one higher frequency in \( \lambda_1, ..., \lambda_5 \).

As in Table 8, we denote by \( (\lambda_k) \in hllll \) that \( \lambda_0, ..., \lambda_5 \) satisfy (6.6), (Ord2) and \( \lambda_1 \in h, \lambda_2, ..., \lambda_5 \in l \). Similarly for the notations \( (\lambda_k) \in hllll_.., hlll_..l_.._.. \). We consider the decomposition of \( \lambda_k \):
\[
\lambda_1 \in [c\lambda_0, \lambda_0] = \bigcup_{j_k \geq 0} (\lambda_0 - I_{j_k}), \quad \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \quad \lambda_1 \in [-c\lambda_0, 0] = \bigcup_{j_k \geq 0} -I_{j_k}
\]
for any \( k, l \in \{2, 3, 4, 5\} \). We have the following constraint conditions on \( j_1, ..., j_5 \):
\[
\begin{align*}
&j_1 \leq j_3 + C, \quad j_2 \geq j_3 \geq j_5 \geq j_4 \quad \text{if} \quad (\lambda_k) \in hllll, \\
&j_1 \leq j_3 \lor j_4 \geq C, \quad j_2 \geq j_3 \geq j_5 \quad \text{if} \quad (\lambda_k) \in hllll_.., \\
&j_1 \leq j_3 \lor j_4 \geq C, \quad j_2 \geq j_3 \geq j_4 \geq j_5 \quad \text{if} \quad (\lambda_k) \in hlll_.._, \\
&j_1 \leq j_4, \quad j_3 \leq j_5 \leq j_4 \quad \text{if} \quad (\lambda_k) \in hlll_..l_.._, \\
&j_1 \leq j_4 + C, \quad j_2 \leq j_3 \leq j_5 \leq j_4 \quad \text{if} \quad (\lambda_k) \in hlll_..l_..l_.._.. \end{align*}
\]

Using the above constraint conditions, we can follow the same ideas as in (Ord1) case to have the estimate
\[
|\mathcal{L}_{bcdef}(w)| \lesssim T^c ||v||_{y_{p',\Delta}}^0 ||u||_{X_{p,\Delta}}^5. \tag{6.51}
\]

where \( bcdef \in \{hllll, hllll_.., hlll_..l_.._, hlll_..l_..l_.._.., hlll_..l_..l_..l_.._..\} \).

As in Table 9, we denote by \( (\lambda_k) \in lllh_- \) that \( \lambda_0, ..., \lambda_5 \) satisfy (6.6), (Ord2) and \( \lambda_1 \in h, \lambda_2, ..., \lambda_3 \in l \). Similarly for the notations \( (\lambda_k) \in lllh_.._, llll_..l_..l_.._.., hlll_..l_..l_..l_.._.._.. \). We consider the decomposition of \( \lambda_k \):
\[
\begin{align*}
&\lambda_4 \in [-\lambda_0, -c\lambda_0] = \bigcup_{j_k \geq 0} (-\lambda_0 + I_{j_k}), \quad \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \\
&\lambda_l \in [-c\lambda_0, 0] = \bigcup_{j_k \geq 0} -I_{j_k}
\end{align*}
\]
for any \( k, l \in \{1, 2, 3, 5\} \). We have the following constraint conditions on \( j_1, ..., j_5 \):
\[
\begin{align*}
&j_4 \leq j_1 + C, \quad j_4 \geq j_2 \geq j_3 \geq j_5 \quad \text{if} \quad (\lambda_k) \in lllh_-,
\end{align*}
\]
Case (Ord2): $\lambda_4 \in h_-$

| Case | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_5$ | $\lambda_4$ |
|------|-------------|-------------|-------------|-------------|-------------|
| $l_{lll}h_-$ | $l$ | $l$ | $l$ | $l$ | $h_-$ |
| $l_{ll}l_{ll}h_-$ | $l$ | $l$ | $l_-$ | $l_-$ | $h_-$ |
| $l_{ll}l_{ll}l_{ll}h_-$ | $l_-$ | $l_-$ | $l_-$ | $l_-$ | $h_-$ |
| $l_{ll}l_{ll}l_{ll}l_{ll}h_-$ | $l_-$ | $l_-$ | $l_-$ | $l_-$ | $h_-$ |

Table 9. $\lambda_0 \geqslant \lambda_1 \geqslant \lambda_2 \geqslant \lambda_3 \geqslant \lambda_5 \geqslant \lambda_4$, only one higher frequency in $\lambda_1, ..., \lambda_5$.

$j_4 \leq j_1 + C, j_1 \geq j_2 \geq j_3, j_5 \leq j_1 + C$ if $(\lambda_k) \in l_{lll}h_-$,

$j_4 \leq j_1 + C, j_1 \leq j_2, j_3 \leq j_5 \leq j_1 + C$ if $(\lambda_k) \in l_{ll}l_{ll}h_-$,

$j_4 \leq j_1 + C, j_2 \leq j_3 \leq j_5 \leq j_1 + C$ if $(\lambda_k) \in l_{ll}l_{ll}l_{ll}h_-$,

$j_4 \leq j_1, j_1 \leq j_2 \leq j_3 \leq j_5$ if $(\lambda_k) \in l_{ll}l_{ll}l_{ll}l_{ll}h$.

Using the above constraint conditions, we can follow the same ideas as in (Ord4) case to have the estimate

$$
|\mathcal{L}_{bcdef}(w)| \lesssim T^5 v y_0^{5/4} ||u||^{5}_{L^1/2},
$$

(6.52)

where $bcdef \in \{l_{llll}h_-, l_{llll}l_{ll}h_-, l_{llll}l_{ll}l_{ll}h_-, l_{llll}l_{ll}l_{ll}l_{ll}h_-, l_{llll}l_{ll}l_{ll}l_{ll}l_{ll}h\}$ as in Table 9.

If $\lambda_0, ..., \lambda_5$ has the orders as in (Ord3) and only one of them is in higher frequency, then there are two possible cases $\lambda_1 \in h$ and $\lambda_4 \in h_-$, see Tables 10 and 11.

Case (Ord3): $\lambda_1 \in h$

| Case | $\lambda_1$ | $\lambda_3$ | $\lambda_5$ | $\lambda_2$ | $\lambda_4$ |
|------|-------------|-------------|-------------|-------------|-------------|
| $llll$ | $h$ | $l$ | $l$ | $l$ | $l$ |
| $llll_-$ | $h$ | $l$ | $l$ | $l_-$ | $l_-$ |
| $llll_{ll}l$ | $h$ | $l$ | $l_-$ | $l_-$ | $l_-$ |
| $llll_{ll}l_{ll}l$ | $h_-$ | $l_-$ | $l_-$ | $l_-$ | $l_-$ |

Table 10. $\lambda_0 \geqslant \lambda_1 \geqslant \lambda_3 \geqslant \lambda_5 \geqslant \lambda_2 \geqslant \lambda_4$, only one higher frequency in $\lambda_1, ..., \lambda_5$.

As in Table 10, we denote by $(\lambda_k) \in h_{llll}$ that $\lambda_0, ..., \lambda_5$ satisfy (6.6), (Ord3) and $\lambda_1 \in h$, $\lambda_2, ..., \lambda_5 \in l$. Similarly for the notations $(\lambda_k) \in h_{llll}_-, ..., h_{ll}l_{ll}l_{ll}l_-$. We consider the decomposition of $\lambda_k$:

$$
\lambda_1 \in [c\lambda_0, \lambda_0] = \bigcup_{j_k \geq 0} (\lambda_0 - I_{j_k}); \quad \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \quad \lambda_1 \in [-c\lambda_0, 0] = \bigcup_{j_k \geq 0} -I_{j_k}
$$

for any $k, l \in \{2, 3, 4, 5\}$. We have the following constraint conditions on $j_1, ..., j_5$:

$j_1 \leq j_3 + C, j_3 \geq j_5 \geq j_2 \geq j_4$ if $(\lambda_k) \in h_{llll},$

$j_1 \leq j_3 \vee j_4 + C, j_3 \geq j_5 \geq j_2$ if $(\lambda_k) \in h_{llll}_-$,

$j_1 \leq j_3 \vee j_4 + C, j_3 \geq j_5, j_2 \leq j_4$ if $(\lambda_k) \in h_{llll}_{ll},$

$j_1 \leq j_3 \vee j_4, j_3 \leq j_5 \leq j_2 \leq j_4$ if $(\lambda_k) \in h_{llll}_{ll}l,$

$j_1 \leq j_4 + C, j_3 \leq j_5 \leq j_2 \leq j_4$ if $(\lambda_k) \in h_{llll}_{ll}l_{ll}.$
Using the above constraint conditions, we can follow the same ideas as in (Ord1) case to have the estimate

$$|\mathcal{L}_{bcdef}(w)| \lesssim T^\varepsilon ||v||_{Y^0_{p', \Delta}} ||u||_{X^{1/2}_{p', \Delta}}^-,$$

(6.53)

where \( bcdef \in \{ hllll_h, hllll_hll, \ldots, hllll_iil, hl_iil_iil, \ldots, hl_iil_iil_iil \} \) in Table 10.

| Case \((Ord3): \lambda_4 \in h_\ - | \lambda_1 \in \lambda_2 \in \lambda_3 \in \lambda_5 \in l \ | \lambda_4 \in \lambda_5 \in l |
|---|---|---|---|---|
| hllll_h_ \_ | l | l | l | l | h_\ - |
| hllll_iil_h_ \_ | l | l | l | l | h_\ - |
| hllll_iil_iil_h_ \_ | l | l | l | l | h_\ - |
| hllll_iil_iil_iil_h_ \_ | l | l | l | l | h_\ - |

**Table 11.** \( \lambda_0 \geq \lambda_1 \geq \lambda_3 \geq \lambda_5 \geq \lambda_2 \geq \lambda_4 \), only one higher frequency in \( \lambda_1, \ldots, \lambda_5 \).

As in Table 11, we denote by \((\lambda_k) \in lllll_h_\ - \) that \( \lambda_0, \ldots, \lambda_5 \) satisfy \((6.6)\), \((Ord3)\) and \( \lambda_1 \in h, \lambda_2, \ldots, \lambda_5 \in l \). Similarly for the notations \((\lambda_k) \in lllll_h_\ - , lllll_iil_h_ \ - \).

We consider the decomposition of \( \lambda_k \):

\[
\lambda_4 \in [-\lambda_0, -c\lambda_0] = \bigcup_{j_4 \geq 0} (-\lambda_0 + I_{j_4}); \quad \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} J_{j_k}, \\
\lambda_l \in [-c\lambda_0, 0] = \bigcup_{j_l \geq 0} -I_{j_l}
\]

for any \( k, l \in \{1, 2, 3, 5\} \). We have the following constraint conditions on \( j_1, \ldots, j_5 \):

\[
\begin{align*}
& j_4 \leq j_1 + C, \quad j_1 \geq j_3 \geq j_5 \geq j_2 \quad \text{if} \quad (\lambda_k) \in lllll_h_\ - , \\
& j_4 \leq j_1 \vee j_2 + C, \quad j_1 \geq j_3 \geq j_5 \quad \text{if} \quad (\lambda_k) \in lllll_iil_h_ \ - , \\
& j_4 \leq j_1 \vee j_2 + C, \quad j_1 \geq j_3, \quad j_5 \leq j_2 \quad \text{if} \quad (\lambda_k) \in lllll_iil_iil_h_ \ - , \\
& j_4 \leq j_1 \vee j_2 + C, \quad j_3 \leq j_5 \leq j_2 \quad \text{if} \quad (\lambda_k) \in lllll_iil_iil_iil_h_ \ - , \\
& j_4 \leq j_1 + C, \quad j_1 \leq j_5 \leq j_2 \quad \text{if} \quad (\lambda_k) \in lllll_iil_iil_iil_iil_h_ \ -.
\end{align*}
\]

Using the above constraint conditions, we can follow the same ideas as in (Ord4) case to have the estimate

$$|\mathcal{L}_{bcdef}(w)| \lesssim T^\varepsilon ||v||_{Y^0_{p', \Delta}} ||u||_{X^{1/2}_{p', \Delta}}^-,$$

(6.54)

where \( bcdef \in \{ hllll_h, hllll_iil, \ldots, hllll_iil_iil, hl_iil_iil_iil_iil \} \) as in Table 11.

If \( \lambda_0, \ldots, \lambda_5 \) has the orders as in (Ord5) and only one of them is in higher frequency, then two possible cases \( \lambda_1 \in h \) and \( \lambda_4 \in h_\ - \) will be happened, see Tables 12 and 13.

As in Table 12, we denote by \((\lambda_k) \in hllll \) that \( \lambda_0, \ldots, \lambda_5 \) satisfy \((6.6)\), \((Ord5)\) and \( \lambda_1 \in h, \lambda_2, \ldots, \lambda_5 \in l \). Similarly for the notations \((\lambda_k) \in hllll_hlll, \ldots, hl_iil_iil_iil_iil \). We consider the decomposition of \( \lambda_k \):

\[
\lambda_1 \in [c\lambda_0, 0] = \bigcup_{j_1 \geq 0} (\lambda_0 - I_{j_1}); \quad \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \quad \lambda_l \in [-c\lambda_0, 0] = \bigcup_{j_l \geq 0} -I_{j_l}
\]

for any \( k, l \in \{2, 3, 4, 5\} \). We have the following constraint conditions on \( j_1, \ldots, j_5 \):

\[
\begin{align*}
& j_1 \leq j_3 + C, \quad j_3 \geq j_2 \geq j_5 \geq j_4 \quad \text{if} \quad (\lambda_k) \in hllll,
\end{align*}
\]
We consider the decomposition of $k,l$ for any case to have the estimate

$\lambda \in 1 \in.$

Table 12. $\lambda_0 \geq \lambda_1 \geq \lambda_3 \geq \lambda_2 \geq \lambda_5 \geq \lambda_4$, only one higher frequency in $\lambda_1, \ldots, \lambda_5$.

Using the above constraint conditions, we can follow the same ideas as in (Ord1) case to have the estimate

$$|\mathcal{L}_{bcdef}(w)| \lesssim T^c||v||_{y_{p,\Delta}}^0 \|u\|_{L^p_{p,\Delta}}^5,$$

(6.55)

where $bcdef \in \{hhll, hlll, hlll, hlll, hlll, hlll\}$ in Table 12.

Table 13. $\lambda_0 \geq \lambda_1 \geq \lambda_3 \geq \lambda_2 \geq \lambda_5 \geq \lambda_4$, only one higher frequency in $\lambda_1, \ldots, \lambda_5$.

As in Table 13, we denote by $(\lambda_k) \in lllll$ that $\lambda_0, \ldots, \lambda_5$ satisfy (6.6), (Ord5) and $\lambda_1 \in h$, $\lambda_2, \ldots, \lambda_5 \in l$. Similarly for the notations $(\lambda_k) \in lllll, \ldots, lllllllllll$.

We consider the decomposition of $\lambda_k$:

$$\lambda_4 \in [-\lambda_0, -c\lambda_0] = \bigcup_{j_4 \geq 0} (-\lambda_0 + I_{j_4}); \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} I_{j_k},$$

$$\lambda_l \in [-c\lambda_0, 0] = \bigcup_{j_l \geq 0} -I_{j_l}$$

for any $k,l \in \{1, 2, 3, 5\}$. We have the following constraint conditions on $j_1, \ldots, j_5$:

- $j_4 \leq j_1 + C$, $j_1 \geq j_3 \geq j_2 \geq j_5$ if $(\lambda_k) \in lllll$
- $j_4 \leq j_1 + C$, $j_1 \geq j_3 \geq j_2$, if $(\lambda_k) \in lllll$
- $j_4 \leq j_1 \vee j_2 + C$, $j_1 \geq j_3$, $j_5 \geq j_2$, if $(\lambda_k) \in ll1lll$
- $j_4 \leq j_1 \vee j_2 + C$, $j_3 \leq j_2 \leq j_5$, if $(\lambda_k) \in ll1lll$.
Using the above constraint conditions, we can follow the same ideas as in (Ord4) case to have the estimate

\[
|\mathcal{L}_{bcdef}(w)| \lesssim T^{5} \|v\|_{Y_{p',\Delta}^{0}}^{5} \|u\|_{X_{p,\Delta}^{1/2}}^{5},
\]

(6.56)

where \( bcdef \in \{111111\ldots, 111111\ldots, 111111\ldots \} \) as in Table 8.

If \( \lambda_{0}, \ldots, \lambda_{5} \) satisfy any case of (Ord6)-(Ord10), we easily see that

\[
\lambda_{0} \geq \lambda_{1}, \quad \lambda_{2} \geq \lambda_{3}, \quad \lambda_{4} \geq \lambda_{5}.
\]

By the frequency constraint condition (H2), one can conclude that

\[
\lambda_{0} \leq \lambda_{1} + 20, \quad \lambda_{2} \leq \lambda_{3} + 20, \quad \lambda_{4} \leq \lambda_{5} + 20.
\]

Hence, we have

\[
\lambda_{0} \approx \lambda_{1}, \quad \lambda_{2} \approx \lambda_{3}, \quad \lambda_{4} \approx \lambda_{5}.
\]

We further have for the cases (Ord8) and (Ord10),

\[
\lambda_{0} \approx \lambda_{1} \approx \lambda_{2} \approx \lambda_{3} \approx \lambda_{4} \approx \lambda_{5}.
\]

For the case (Ord7),

\[
\lambda_{2} \approx \lambda_{3} \approx \lambda_{4} \approx \lambda_{5}.
\]

For the case (Ord9),

\[
\lambda_{0} \approx \lambda_{1} \approx \lambda_{2} \approx \lambda_{3}.
\]

If \( \lambda_{0} \approx \lambda_{1} \), the summations on both \( \lambda_{0} \) and \( \lambda_{1} \) are the summation on \( \lambda_{0} \) together with a finite summation on \( \lambda_{1} \). So, the proof in the case (Ord6) is easier than that of the case (Ord1). The details of the proof are omitted. Up to now, we have finished the proof of Step 1.

**Step 2.** We assume that \( |\lambda_{0}| \) is the second largest one in \( |\lambda_{0}|, \ldots, |\lambda_{5}| \). We can assume, without loss of generality that \( \lambda_{0} \gg 1 \). There exists \( i \in \{1, \ldots, 5\} \) such that \( |\lambda_{i}| = \max_{0 \leq k \leq 5} |\lambda_{k}| \). First, we point that this case is quite similar to that of \( \lambda_{0} \) to be the largest one as in Step 1. Similar to Lemma 6.2, we have

**Lemma 6.3.** Let \( 0 < c_{k} < C_{k}, \ k = 1, 2 \). For \( w = (\bar{v}, u, \bar{u}, u, u) \), we write

\[
\mathcal{L}_{2k}(w) = \sum_{\lambda_{0}>0} (\lambda_{0})^{1/2} \int_{[0,T]} \int_{\mathbb{R}} v_{\lambda_{0}} \prod_{k=1}^{2} w_{[c_{k}\lambda_{0}, C_{k}\lambda_{0}]}^{(k)} \prod_{k=3}^{5} w_{[-C_{\lambda_{0}}, C_{\lambda_{0}}]}^{(k)}(x,t)dxdt,
\]

(6.57)

Let \( p \in [4, \infty) \), \( 0 < T < 1 \), \( 0 < \varepsilon \ll 1 \). We have

\[
|\mathcal{L}_{2k}(w)| \lesssim T^{5} \|v\|_{Y_{p',\Delta}^{0}}^{5} \|u\|_{X_{p,\Delta}^{1/2}}^{5}.
\]

(6.58)

Substituting \( w_{[c_{k}\lambda_{0}, C_{k}\lambda_{0}]}^{(k)} \) by \( w_{[-C_{k}\lambda_{0}, -c_{k}\lambda_{0}]}^{(k)} \) for \( k = 1 \) or \( k = 2 \) in (6.57), (6.58) also holds.

The proof of Lemma 6.3 is almost the same as that of Lemma 6.2 and we omit it. If \( |\lambda_{i}| \) is the largest one in \( |\lambda_{0}|, \ldots, |\lambda_{5}| \), we have from the frequency constraint condition

\[
\lambda_{0} \leq |\lambda_{i}| \leq 5\lambda_{0} + 10 \leq 20\lambda_{0}.
\]

By Lemma 6.3 we can assume that \( \lambda_{k} \in [-c_{k}\lambda_{0}, C_{k}\lambda_{0}] \) if \( k \in \{1, \ldots, 5\} \setminus \{i\} \). Namely, it suffice to consider the case that \( \lambda_{i} \) is higher frequency and the other \( \lambda_{k} \ (k \neq i) \) are lower frequency. By symmetry we can further assume that

\[
\lambda_{2} \geq \lambda_{4}, \quad \lambda_{1} \geq \lambda_{3} \geq \lambda_{5}.
\]
Case 1. We consider the case $|\lambda_1| \vee |\lambda_3| \vee |\lambda_5| = \max_{0 \leq k \leq 5} |\lambda_k|$. It follows that $|\lambda_1| \vee |\lambda_5| = \max_{0 \leq k \leq 5} |\lambda_k|$. We further claim that $|\lambda_1| = \max_{0 \leq k \leq 5} |\lambda_k|$. If not, then $-\lambda_5 = \max_{0 \leq k \leq 5} |\lambda_k|$, which contradicts the frequency constraint condition. It is easy to see that $\lambda_1 > 0$. Hence, we have

$$\lambda_1 \geq \lambda_0 \geq \lambda_k, \quad k = 2, ..., 5.$$  

The possible cases are the following

$$\begin{align*}
\lambda_1 &\geq \lambda_0 \geq \lambda_2 \geq \lambda_3 \geq \lambda_4 \geq \lambda_5, & (2\text{Ord1}) \\
\lambda_1 &\geq \lambda_0 \geq \lambda_2 \geq \lambda_3 \geq \lambda_5 \geq \lambda_4, & (2\text{Ord2}) \\
\lambda_1 &\geq \lambda_0 \geq \lambda_2 \geq \lambda_4 \geq \lambda_3 \geq \lambda_5, & (2\text{Ord3}) \\
\lambda_1 &\geq \lambda_0 \geq \lambda_3 \geq \lambda_2 \geq \lambda_4 \geq \lambda_5, & (2\text{Ord4}) \\
\lambda_1 &\geq \lambda_0 \geq \lambda_3 \geq \lambda_2 \geq \lambda_5 \geq \lambda_4, & (2\text{Ord5}) \\
\lambda_1 &\geq \lambda_0 \geq \lambda_3 \geq \lambda_5 \geq \lambda_2 \geq \lambda_4. & (2\text{Ord6}) 
\end{align*}$$

We consider Case (2Ord1). Similar to the Step 1, we have the 5 subcases as in Table 14. As in Table 14, we denote by $(\lambda_k) \in 2\text{llll}$ that $\lambda_0, ..., \lambda_5$ satisfy (2Ord1)

| Case 2Ord1 : $\lambda_1$ is maximal |
|------------------|--------------|-----------------|-------------------|---------------------|
| $\lambda_1 \in$  | $\lambda_2 \in$ | $\lambda_3 \in$ | $\lambda_4 \in$ | $\lambda_5 \in$ |
| $2\text{llll}$   | $[\lambda_0, 2\lambda_0]$ | $l$             | $l$               | $l$                 |
| $2\text{llll}_-$ | $[\lambda_0, 2\lambda_0]$ | $l$             | $l$               | $l$                 |
| $2\text{llll}_+$  | $[\lambda_0, 2\lambda_0]$ | $l$             | $l$               | $l$                 |
| $2\text{llll}_-+$ | $[\lambda_0, 2\lambda_0]$ | $l$             | $l$               | $l$                 |
| $2\text{llll}_--+$ | $[\lambda_0, 2\lambda_0]$ | $l$             | $l$               | $l$                 |

Table 14. $\lambda_1 \geq \lambda_0 \geq \lambda_2 \geq \lambda_3 \geq \lambda_4 \geq \lambda_5$, only one higher frequency in $\lambda_1, ..., \lambda_5$.

and $\lambda_1 \in [\lambda_0, 2\lambda_0]$, $\lambda_2, ..., \lambda_5 \in l$. We consider the decomposition of $\lambda_k$:

$$\lambda_1 \in [\lambda_0, 2\lambda_0] = \bigcup_{j_1 \geq 0} (\lambda_0 + I_{j_1}); \quad \lambda_k \in [0, c\lambda_0] = \bigcup_{j_k \geq 0} I_{j_k}, \quad k = 2, ..., 5.$$  

We have the following constraint conditions on $j_1, ..., j_5$:

$$j_1 \leq j_3 + C, \quad j_2 \geq j_3 \geq j_4 \geq j_5.$$  

Let us write

$$L_{2\text{llll}}(w) = \sum_{(\lambda_k) \in 2\text{llll}} \langle \lambda_0 \rangle^{1/2} \int_{\mathbb{R} \times [0,T]} \prod_{k=0}^5 w^{(k)}_{\lambda_k}(x,t) dx dt,$$  

(6.59)

Applying the dyadic decomposition above and Hölder’s inequality,

$$|L_{2\text{llll}}(w)| \lesssim \sum_{\lambda_0: \ j_1 \leq j_2 + C; \ j_3 \leq j_4 \leq j_5 \leq j_2} \langle \lambda_0 \rangle^{1/2} \|w_{\lambda_0} \|_{L^\infty_t} \|u_{\lambda_0 + I_{j_1}} \|_{L^4_t} \times \|u_{I_{j_3}} \|_{L^2_t} \|u_{I_{j_4}} \|_{L^4_t} \|u_{I_{j_5}} \|_{L^\infty_t},$$  

(6.60)

This estimate reduces to (6.24). Using the same way as in the estimates of (6.24), we have

$$|L_{2\text{llll}}(w)| \lesssim T^s \|v\|_{Y^0_{p', \Delta}} \|w\|_{X^1_{p, \Delta} \frac{1}{2}},$$  

(6.61)
We can use similar way as in Step 1 and case (2Ord1) to handle the cases (2Ord2)-(2Ord6) and we omit the details.

**Case 2.** \( |\lambda_2| \vee |\lambda_4| = \max_{0 \leq k \leq 5} |\lambda_k| \). By Lemma 6.3 we can assume that only one frequency \( \lambda_2 \) or \( \lambda_4 \) is localized in higher frequency intervals \([-20\lambda_0, -\lambda_0] \cup [\lambda_0, 20\lambda_0]\).

In view of the frequency constraint condition we see that \(-\lambda_4 = \max_{0 \leq k \leq 5} |\lambda_k| \) and \( \lambda_4 \in \left[ -20\lambda_0, -\lambda_0 \right] \). Hence, we have

\[
\lambda_0 \geq \lambda_k \geq \lambda_4, \quad k = 1, 2, 3, 5.
\]

The possible cases are the following

\[
\begin{align*}
\lambda_0 &\geq \lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \lambda_5 \geq \lambda_4, & (3Ord1) \\
\lambda_0 &\geq \lambda_1 \geq \lambda_3 \geq \lambda_2 \geq \lambda_5 \geq \lambda_4, & (3Ord2) \\
\lambda_0 &\geq \lambda_1 \geq \lambda_3 \geq \lambda_5 \geq \lambda_2 \geq \lambda_4, & (3Ord3) \\
\lambda_0 &\geq \lambda_2 \geq \lambda_1 \geq \lambda_3 \geq \lambda_5 \geq \lambda_4, & (3Ord4)
\end{align*}
\]

For example, we consider the case (3Ord1). As in Table 15, we have 5 subcases.

These cases are almost the same as those in Case (Ord2): \( \lambda_4 \in h_- \) and we do not perform the details of the proof.

**Step 3.** We assume that \( |\lambda_0| \) is the third largest one in \( |\lambda_0|, ..., |\lambda_5| \). We can assume, without loss of generality that \( \lambda_0 \geq 0 \). There exists a rearrangement of \( 1, ..., 5 \), which is denoted by \( \pi^1, ..., \pi^5 \) such that

\[
|\lambda_{\pi(1)}| \wedge |\lambda_{\pi(2)}| \geq \lambda_0 \geq |\lambda_{\pi(3)}| \vee |\lambda_{\pi(4)}| \vee |\lambda_{\pi(5)}|
\]

For \( \lambda_{\pi(1)}, \lambda_{\pi(2)} \), we apply the dyadic decomposition starting at \( \pm \lambda_0 \),

\[
either \lambda_{\pi(k)} \in [\lambda_0, \infty) = \bigcup_{j_{\pi(k)} \geq 0} (\lambda_0 + I_{j_{\pi(k)}}),\]

\[
or \lambda_{\pi(k)} \in (-\infty, -\lambda_0] = \bigcup_{j_{\pi(k)} \geq 0} (-\lambda_0 - I_{j_{\pi(k)}}), \quad (6.62)
\]

For \( \lambda_{\pi(3)}, \lambda_{\pi(4)}, \lambda_{\pi(5)} \), we adopt the dyadic decomposition starting at 0:

\[
\lambda_{\pi(k)} \in [0, \lambda_0] = \bigcup_{j_{\pi(k)} \geq 0} I_{j_{\pi(k)}}, \quad or \lambda_{\pi(k)} \in [-\lambda_0, 0] = \bigcup_{j_{\pi(k)} \geq 0} -I_{j_{\pi(k)}}, \quad (6.63)
\]

For example, we consider the following case which is written as \( \langle \lambda_k \rangle \in \mathbb{Z}^+_0 \).

\[
\lambda_0 > 0, \quad \lambda_{\pi(1)}, \lambda_{\pi(2)} \in [\lambda_0, \infty), \quad \lambda_{\pi(3)}, \lambda_{\pi(4)}, \lambda_{\pi(5)} \in [0, \lambda_0].
\]
Let us write
\[
\mathcal{L}^3(w) = \sum_{(\lambda_0) \in \mathbb{Z}^6_{+;3}} (\lambda_0)^{1/2} \int_{R \times [0, T]} \prod_{k=0}^5 u_{\lambda_0}^{(k)}(x,t)dxdt, \tag{6.64}
\]
Denote \( j_{\text{max}} = j_\pi(3) \vee j_\pi(4) \vee j_\pi(5), \) \( j_{\text{min}} = j_\pi(3) \wedge j_\pi(4) \wedge j_\pi(5), \) \( j_{\text{mod}} \in \{ j_\pi(3), j_\pi(4), j_\pi(5) \} \setminus \{ j_{\text{max}}, j_{\text{min}} \}. \) Applying H"older's inequality, we have
\[
|\mathcal{L}^3(w)| \lesssim \sum_{\lambda_0; j_\pi(1), j_\pi(2) \in [0, T]} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_2 \langle \lambda_0 + 2^{j_\pi(1)} \rangle^{-1/2} \langle \lambda_0 + 2^{j_\pi(2)} \rangle^{-1/2} \nonumber
\]
\[
\times \|u_{j_{\text{max}}}^{(4)}\|_2 \|u_{j_{\text{mod}}}^{(5)}\|_2 \|u_{j_{\text{min}}}\|_2 \tag{6.65}
\]
In view of \( V_2^3 \subset L_1^\infty L_2^2, \) \( \|v_{\lambda_0}\|_L^\infty \lesssim \|v_{\lambda_0}\|_L^2, \) by Corollary 3.3 and Lemma 3.2, one has that
\[
|\mathcal{L}^3(w)| \lesssim T^{4\varepsilon/3} \sum_{\lambda_0; j_\pi(1), j_\pi(2) \in [0, T]} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_2 \langle \lambda_0 + 2^{j_\pi(1)} \rangle^{-1/2} \langle \lambda_0 + 2^{j_\pi(2)} \rangle^{-1/2} \nonumber
\]
\[
\times 2^{j_\pi(1) + j_\pi(2)} (1/4-1/p+\varepsilon) 2^{j_{\text{max}} + j_{\text{mod}}}(1/4-1/p+\varepsilon) 2^{j_{\text{min}}}(1/2-1/p) \|u\|^5_{\mathcal{X}_{p,\Delta}^{1/2}}. \tag{6.66}
\]
Choosing \( 0 < \varepsilon \leq 1/4p, \) and making the summation on \( j_{\text{min}}, j_{\text{mod}} \) and \( j_{\text{max}} \) in order, one obtain that
\[
|\mathcal{L}^3(w)| \lesssim T^{4\varepsilon/3} \sum_{\lambda_0; j_\pi(1), j_\pi(2) \in [0, T]} (\lambda_0)^{1/2} \|v_{\lambda_0}\|_2 \langle \lambda_0 + 2^{j_\pi(1)} \rangle^{-1/2} \langle \lambda_0 + 2^{j_\pi(2)} \rangle^{-1/2} \nonumber
\]
\[
\times 2^{j_\pi(1) + j_\pi(2)} (1/4-1/p+\varepsilon) \|u\|^5_{\mathcal{X}_{p,\Delta}^{1/2}}. \tag{6.67}
\]
By splitting the summation \( \sum_{j_\pi(1)} \) into two parts \( \sum_{j_\pi(1) \leq \log_2 \lambda_0} \) and \( \sum_{j_\pi(1) > \log_2 \lambda_0}, \) one sees that
\[
|\mathcal{L}^3(w)| \lesssim T^{4\varepsilon/3} \sum_{\lambda_0} (\lambda_0)^{-2/p+2\varepsilon} \|v_{\lambda_0}\|_2 \|u\|^5_{\mathcal{X}_{p,\Delta}^{1/2}}. \tag{6.68}
\]
Noticing that \( \{ \lambda_0 \}^{-2/p+2\varepsilon} \in L^p, \) by H"older's inequality we have
\[
|\mathcal{L}^3(w)| \lesssim T^\varepsilon \|v\|^p_{Y_{p,\Delta}^{0.5}} \|u\|^5_{\mathcal{X}_{p,\Delta}^{1/2}}. \quad (0 < \varepsilon \leq 1/4p) \tag{6.69}
\]
The proof in the above is also adapted to the other cases, say \( (\lambda_0) \in \mathbb{Z}^6_{+;3}: \)
\[ \lambda_0 > 0, \quad \lambda_\pi(1) \in \{ \lambda_0, \infty \}, \quad \lambda_\pi(2) \in (\infty, -\lambda_0], \quad \lambda_\pi(3) \in [-\lambda_0, 0], \quad \lambda_\pi(4), \lambda_\pi(5) \in [0, \lambda_0]. \]
Since we did not use the frequency constraint condition, there is no essential difference between the cases \( (\lambda_0) \in \mathbb{Z}^6_{+;3} \) and \( (\lambda_0) \in \mathbb{Z}^6_{+;3}. \) We omit the details of the proof for the other cases. When \( \lambda_0 = 0, \) the proof is much easier than the case \( \lambda_0 > 0. \)

**Step 4.** We assume that \( |\lambda_0| \) is the fourth, or five largest one, or the minimal one in \( |\lambda_0|, ..., |\lambda_5|. \) We can assume, without loss of generality that \( \lambda_0 \geq 0. \) Let us consider the case \( \lambda_0 \gg 1 \) be the fourth largest one in \( |\lambda_0|, ..., |\lambda_5|. \) There exists a rearrangement of \( 1, ..., 5, \) which is denoted by \( \pi(1), ..., \pi(5) \) such that
\[
|\lambda_{\pi(1)}| \wedge |\lambda_{\pi(2)}| \wedge |\lambda_{\pi(3)}| \geq \lambda_0 \geq |\lambda_{\pi(4)}| \vee |\lambda_{\pi(5)}|
\]
For \( \lambda_{\pi(1)}, ..., \lambda_{\pi(3)}, \) we apply the dyadic decomposition (6.62) starting at \( \pm \lambda_0. \) For \( \lambda_{\pi(4)}, \lambda_{\pi(5)}, \) we adopt the dyadic decomposition (6.63) starting at 0. Then we can
use a similar way as in Step 3 to obtain the result, as desired. The other cases can be shown along this line. Up to now we have finished the proof of Lemma 6.1.

**Remark on Lemma 6.1.** Since our main goal is to show the subcritical cases $p \gg 2$ which is near the critical case $p = \infty$, the case $2 < p < 4$ is not involved in Lemma 6.1. However, it is easier than that of $p \gg 2$. Indeed, for instance, taking $p = 4$ in (6.15), we have

$$|\mathcal{L}_{h_{a_+,a_+}}(u)| \lesssim T^{4\varepsilon/3} \sum_{\lambda_0} \langle \lambda_0 \rangle^{-1/2+2\varepsilon} \|v_{\lambda_0}\|_{Y_{2+\Delta}^0} \|u\|_{X_{1+\Delta}^{5}}^5.$$  

Using the embedding $X_{p,\Delta}^1 \subset X_{4,\Delta}^{1/2}$ for $p < 4$, we have the desired estimates.

**7. Proof of Theorem 1.1.** We consider the mapping

$$\mathcal{F}: u(t) \to e^{i\|u\|} u_0 - A \left( i u \partial_x \bar{u} + \frac{|\mu|^2}{2} |u|^4 u \right)$$

in the space

$$\mathcal{D} = \left\{ u \in X_{q,\Delta}^{1/2}([0, T]) : \|u\|_{X_{q,\Delta}^{1/2}([0, T])} \leq M \right\}.$$  

We can assume without loss of generality that $2 \ll q < \infty$. By the definition of $X_{q,\Delta}^{1/2}([0, T])$, the trilinear and the quintic linear estimates (5.1) and (6.5), we have

$$\|\mathcal{F} u\|_{X_{q,\Delta}^{1/2}([0, T])} \lesssim \|u_0\|_{M_{1,q}^{1/2}} + T^c \|u\|_{X_{q,\Delta}^{1/2}([0, T])}^3 + T^c \|u\|_{X_{q,\Delta}^{1/2}([0, T])}^5.$$  

(7.3)

By choosing $M = 2C\|u_0\|_{M_{1,q}^{1/2}}$ and $T \ll 1$, we can show that $\mathcal{F}: \mathcal{D} \to \mathcal{D}$ is a contraction mapping, which has a fixed point in $\mathcal{D}$ to solve (2.11). The left part is standard and we omit the details.

**Appendix. 1. On the critical spaces.** We have the embeddings

$$H_{q,\Delta}^{1/2} \subset M_{2,q}^{1/2}. $$

(7.4)

**Proof.** First, we prove the first inclusion. By definition,

$$\|f\|_{M_{2,q}^{1/2}} \equiv \left( \sum_{k \in \mathbb{Z}} \langle k \rangle^{aq} \|\chi_{|k-1/2,k+1/2]} \hat{f}\|_{q}^q \right)^{1/q}.$$

(7.5)

By Hölder’s inequality, we have

$$\|\chi_{|k-1/2,k+1/2]} \hat{f}\|_{2} \lesssim \|\chi_{|k-1/2,k+1/2]} \hat{f}\|_{q}$$

(7.6)

So, we have

$$\sum_{k \in \mathbb{Z}} \langle k \rangle^{aq} \|\chi_{|k-1/2,k+1/2]} \hat{f}\|_{2}^q \leq \sum_{k \in \mathbb{Z}} \langle k \rangle^{aq} \|\chi_{|k-1/2,k+1/2]} \hat{f}\|_{q}^q \leq \sum_{k \in \mathbb{Z}} \int_{|k-1/2,k+1/2]} \langle \xi \rangle^{aq} |\hat{f}(\xi)|^q \ d\xi \leq \sum_{k \in \mathbb{Z}} \int_{|k-1/2,k+1/2]} \langle \xi \rangle^{aq} |\hat{f}(\xi)|^q \ d\xi = \int_{\mathbb{R}} \langle \xi \rangle^{aq} |\hat{f}(\xi)|^q \ d\xi = \|f\|_{M_{2,q}^{1/2}}^q.$$  

(7.7)

We have (7.4), as desired.

□
2. On the scaling. Let \( u_\lambda = \lambda^{1/2} u(\lambda^2 t, \lambda x) \). On the other hand, from the scaling argument we see that for the scaling solution \( u_\lambda \) (cf. Sugimoto and Tomita [42], and Han and Wang [24]),

\[
\| u_\lambda(t, \cdot) \|_{M^{1/2}_{2,q}} \lesssim (1 \vee \lambda^{1/2})\| u \|_{M^{1/2}_{2,q}}, \quad q \geq 2.
\] (7.8)

At first glance, one may think that \( \dot{H}^{1/2}_y \subset M^{1/2}_{2,q} \) contradicts with (7.8) as \( \lambda \gg 1 \).

Indeed, for simply we only consider \( q = \infty \), from \( \dot{H}^{1/2}_1 \subset M^{1/2}_{2,\infty} \) and the scaling of \( \dot{H}^{1/2}_1 \) it follows that

\[
\| f(\varphi \cdot) \|_{M^{1/2}_{2,\infty}} \leq C\| f(\varphi \cdot) \|_{\dot{H}^{1/2}_1} \leq C\lambda^{-1/2}\| f \|_{C\lambda^{1/2}}, \quad \lambda \gg 1
\] (7.9)

If we can find some \( f \) with

\[
\| f(\varphi \cdot) \|_{M^{1/2}_{2,\infty}} \sim \| f \|_{M^{1/2}_{2,\infty}}
\] (7.10)

then we have

\[
\| f \|_{M^{1/2}_{2,\infty}} \lesssim \lambda^{-1/2}\| f \|_{\dot{H}^{1/2}_1}.
\] (7.11)

It seems that (7.11) may have a contradiction by letting \( \lambda \to \infty \). However, \( f \) in (7.10) is depending on \( \lambda \), i.e., \( f \) realizing (7.11) is also changing as \( \lambda \) becomes larger. The following example is helpful to understand (7.10) and (7.11):

\[
f = e^{ix} \mathcal{F}^{-1}(\varphi'(\varphi \cdot)), \quad \text{supp} \varphi \subset B(0, 1).
\]

We can easily check that

\[
\| f \|_{M^{1/2}_{2,\infty}} \sim \| f(\varphi \cdot) \|_{M^{1/2}_{2,\infty}} \sim \| f(\varphi \cdot) \|_{\dot{H}^{1/2}_1} \sim \lambda^{-1/2}, \quad \| f \|_{\dot{H}^{1/2}_1} \sim 1.
\] (7.12)

Strictly speaking, \( \dot{H}^{1/2}_1 \) equipped with the semi-norm \( \| \xi^{1/2} \mathcal{F} \cdot \|_{\infty} \) has the scaling invariance for the DNLS. Its inhomogeneous version \( \dot{H}^{1/2}_1 \) has no scaling property if \( \lambda \ll 1 \). To understand \( M^{1/2}_{2,\infty} \) as a critical space by the scaling argument, we can get that, for \( \lambda < 1 \), \( M^{1/2}_{2,\infty} \) preserves scaling property for DNLS. This is not surprising, since the lower frequency part of \( M^{1/2}_{2,\infty} \) is just the lower frequency part of \( L^2 \). For the higher frequency part, \( M^{1/2}_{2,\infty} \) is between \( B^0_{2,\infty} \) and \( B^1_{2,\infty} \), the scaling is a bit complicated and there are no simple scalings. The upper bound of scalings obeys the rule of \( B^1_{2,\infty} \) (even though the functions in \( M^{1/2}_{2,\infty} \) keeping the scaling of \( B^1_{2,\infty} \) are very special).
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