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Abstract

Auto-bidding is now widely adopted as an interface between advertisers and internet advertising as it allows advertisers to specify high-level goals, such as maximizing value subject to a value-per-spend constraint. Prior research has mostly focused on auctions which are truthful (such as SPA) since uniform bidding is optimal in such auctions, which makes it manageable to reason about equilibria. A tantalizing question is whether one can obtain more efficient outcomes by leaving the realm of truthful auctions.

This is the first paper to study non-truthful auctions in the prior-free auto-bidding setting. Our first result is that non-truthfulness provides no benefit when one considers deterministic auctions. Any deterministic mechanism has a price of anarchy (PoA) of at least 2, even for 2 bidders; this matches what can be achieved by deterministic truthful mechanisms. In particular, we prove that the first price auction has PoA of exactly 2. For our second result, we construct a randomized non-truthful auction that achieves a PoA of 1.8 for 2 bidders. This is the best-known PoA for this problem. The previously best-known PoA for this problem was 1.9 and was achieved with a truthful mechanism. Moreover, we demonstrate the benefit of non-truthfulness in this setting by showing that the truthful version of this randomized auction also has a PoA of 1.9. Finally, we show that no auction (even randomized, non-truthful) can improve upon a PoA bound of 2 as the number of advertisers grow to infinity.

1 Introduction

Recent years have seen significant adoption of auto-bidding as an interface for advertisers to bid into internet advertising auctions, including in sponsored search (see, e.g., [1, 2]). Auto-bidding allows advertisers to express higher-level goals and constraints, as opposed to bids for individual keywords. An auto-bidding agent converts these goals and constraints to per-auction bids in real time. A popular and prototypical auto-bidding setting is that of target-return-on-spend (TROS) where the advertiser expresses the goal of maximizing value with a constraint on the average return on spend (value-per-dollar). In this setting, we have a set of queries (or ad opportunities), with an auction run separately for each query. The goal of an auto-bidding agent is to place a bid in each auction so as to optimize for the overall TROS objective for the advertiser.

In this context of automated bidding, current research has started to understand how the design of the underlying auction influences bidding behavior and the efficiency outcomes in system equilibrium when every advertiser uses an auto-bidding agent. In the basic prior free auction model, past work has focused on truthful auctions, that is, auctions where it is optimal for a quasilinear bidder to bid their value (see Sec. 2 for details). Even though TROS-bidders are not quasilinear, it turns out that truthfulness is a useful property. In truthful auctions, a simple uniform bidding strategy across queries is optimal [4]. This is one in which the bid in each auction is proportional to the value. This tractable bidding strategy allows to reason about system equilibria and to bound the loss of welfare. Aggarwal et al. [8] are the first to mathematically formulate the auto-bidding setting and they show that for the second price auction (SPA) the price-of-anarchy (PoA) is 2, i.e., the total value generated in any equilibrium is at least half of the optimal value via
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some centralized (non auction-based) allocation. Subsequently, Mehta [14] presents a randomized truthful auction, with an improved PoA of approx. 1.89, when there are only two bidders per auction.

However, contrary to truthful auctions, the PoA for non-truthful auctions is not well-understood. Understanding the equilibria of non-truthful auctions presents new technical challenges. In particular, uniform bidding is no longer an optimal bidding strategy. For example, in the first price auction (FPA), a bidder may be able to underbid on some queries with less competition to subsidize more expensive queries where they can overbid. Interestingly, if the advertisers are constrained to bid uniformly in FPA then one can show that the (unique) equilibria has an optimal allocation [10]. Furthermore, this question of studying the equilibria of non-truthful auctions is of important practical relevance as these auctions are widely used, for example FPA [16] and generalized second price (GSP) [17]. Thus, a tantalizing question is whether one can obtain more efficient outcomes by leaving the realm of truthful auctions.

1.1 Our results

In this paper, we study the welfare properties of non-truthful auctions in the prior-free auto-bidding setting, thus completing the picture initialized in previous works.

We first show in Theorem 3.3 that for any (non-truthful) deterministic auction, even with 2 bidders, the PoA is no better than 2. This immediately implies that non-truthfulness provides no additional power over SPA, among deterministic auctions. We complement this by showing, in Theorem 3.4, that for FPA, the PoA is precisely 2. Note that this already resolves the motivating practical question of whether the supposedly optimal performance (PoA of 1) of FPA when restricted to uniform bidding persists when we allow the bidders optimal (non-uniform) strategies.

We next consider if non-truthfulness provides any welfare advantages when coupled with randomization, noting the result from Mehta [14] that randomization helps improve over SPA in a two bidder setting for truthful auctions. In contrast to Theorem 3.3, we show in Theorem 5.4 that there exists a non-truthful, randomized auction that obtains a PoA of at most 1.8. This is currently the best known PoA in this setting. The auction, which we call the randomized first price auction (rFPA), is relatively simple. If the higher bid is greater than the lower bid by a prespecified threshold \( \alpha > 1 \) then the higher bid wins the query outright. Otherwise, the allocation is randomized depending on how much greater the higher bid is relative to the lower bid. In either case, the winner pays their bid. Moreover, the truthful auction obtained by using the same randomized allocation function as rFPA (with the same \( \alpha \)) but combined with a truthful pricing function, yields a worse PoA of 1.98. This shows the power of combining both randomization and non-truthfulness in the design of auctions for auto-bidders.

Our final result is that as the number of bidders \( n \) increases to infinity, neither randomization nor non-truthfulness provide any benefit. In Theorem 4.2 we prove a lower bound of 2 for essentially any auction (be it randomized or non-truthful). Finally, in Section 6 we provide experimental results contrasting between SPA, rFPA, and the truthful version of rFPA for synthetic data.

A summary of previous and new results is provided in Table [1]. We emphasize that all our results for non-truthful auctions are under the much broader set of non-uniform bidding strategies, which contributes in a significant manner and completes the landscape initiated by the previous work.

1.2 Related work

Prior work on auction design auto-bidding has followed two main threads. The first thread, which is closest to our work, assumes no prior information on the advertisers and focuses on auctions that are truthful. Aggarwal et al. [3] were the first to study this setting and presented a mathematical formulation for a general auto-bidding product. As discussed above, they show that uniform bidding is an optimal bidding strategy and, with this, showed that SPA has a PoA of 2. Subsequently, Mehta [14] showed that there is a randomized, truthful auction that has a PoA of approximately 1.89 when there are two bidders and

\[ \text{PoA} \approx 1.89 \]
Table 1: Summary of previous and new results.

|                | Truthful | Non-truthful |
|----------------|----------|--------------|
|                | PoA      | Reference    | PoA           | Reference         |
| Deterministic  | ≤ 2      | SPA [3]      | ≤ 2           | FPA (Theorem 3.4) |
|                | ≥ 2      | §5.3         | ≥ 2           | Theorem 3.3       |
| Randomized (2 bidders) | ≤ 1.89   | rTruth [14]  | ≤ 1.8         | rFPA (Theorem 5.4) |
| Randomized (n → ∞ bidders) | ≥ 2      | [14] Theorem 5 | ≥ 2           | Theorem 4.2       |

complemented this result by showing that any truthful auction (randomized or otherwise) has a PoA of 2 as the number of bidders tend to infinity.

Deng et al. [10] initiated a second thread of work in this setting by introducing a model with extra information in order to beat the PoA bound of 2. In their model, the auction has access to (a possibly noisy signal of) the individual values of each bidder for each query. They showed that adding a boost to the bid equal to \( c \) times the value and then running a SPA leads to a PoA of \( \frac{c+2}{c+1} \). In a subsequent work, Balseiro et al. [5] showed that adding a reserve threshold of \( \gamma \) times their values leads to a PoA of \( \frac{1}{2} - \gamma \). We also mention that Balseiro et al. [5] look at non-uniform bidding in non-truthful auctions in this model. Of particular note, they show that setting a reserve of \( \gamma \leq 1 \) times the advertiser’s value yields a PoA of \( \frac{1}{\gamma} \) for FPA and GSP when the auto-bidding agents are not restricted to uniform bidding. In comparison, for FPA without reserves (corresponding to \( \gamma = 0 \)) we show that the PoA for FPA is 2. While this model is interesting in its own right, we focus our attention to the pure auction model (as in [3, 14]) in which the auction can only work with the bids from the auto-bidders and does not have access to any other information such as the actual values. The pure auction model has practical motivation since the auto-bidder (which converts the values into auction bids) is often a separated system or even a completely different third-party or parties and hence value information may not be available.

Besides these two main threads, there has also been recent work on understanding the optimal mechanism design for auto-bidders in Bayesian settings [5, 6, 13]; in comparison our work only considers the system response for a given target (as in [3, 10, 14]). In addition, there are several lines of work for bidding in the budgeted model, including in non-truthful auctions e.g., [4, 7–9, 12].

2 Preliminaries

Auction basics. We let \( A \) denote the set of advertisers and \( Q \) denote the set of single-slot queries. Each query \( j \in Q \) is sold through an auction mechanism \( \mathcal{M} \), which is common across all queries. The auction rules are defined by an allocation function \( \pi: \mathbb{R}_+^A \to [0,1]^A \) where \( \sum_{i \in A} \pi_i(b) \leq 1 \) for all \( b \in \mathbb{R}_+^A \) and cost function \( c: \mathbb{R}_+^A \to \mathbb{R}_+^A \). Given bids \( b \in \mathbb{R}_+^A \) where \( b_i \) is the bid of advertiser \( i \), advertiser \( i \) wins the slot (or query) with probability \( \pi_i(b) \) for an expected cost \( c_i(b) \) (i.e. advertiser \( i \) pays \( c_i(b)/\pi_i(b) \) when it wins the query).

An auction is deterministic if \( \pi(b) \in \{0,1\}^A \) whenever there are no “ties”, i.e. if \( \pi_i(b) > 0 \) and \( \pi_j(b) > 0 \) then \( b_i = b_j \). When we allow \( \pi(b) \in [0,1]^A \), we refer to such auctions as randomized auctions. An auction is truthful if and only if \( \pi_i(b) \) is monotone in \( b_i \) and the cost is given by the formula \( c_i(b) = b_i \pi_i(b) - \int_0^{b_i} \pi_i(z,b_i) \, dz \) [15].

Auto-bidding basics. We consider the setting where an auto-bidding agent submits bids on behalf of advertiser \( i \in A \) to maximize the advertiser’s value subject to a prespecified target return-on-spend (ROS),

\[ \text{In the quasi-linear utility setting, an equivalent definition for an auction to be truthful is that it is optimal for each advertiser to bid their (private) value.} \]
Then either \( \Pi_{\pi} ((\text{Liquid}) \text{ Price of Anarchy}) \)

Definition 2.3. We refer to

\[ 0 \leq \pi_{i,j} \leq 1 \quad \forall j \in Q, \]

where \( \pi_{i,j} \) is the decision variable that gives the probability that advertiser \( i \) wins query \( j \), \( c_{i,j}(\pi_{i,j}) \) is the cost to advertiser \( i \) if the advertiser wins query \( j \) with probability \( \pi_{i,j} \) (which is determined by the auction rules), \( T_i \) is the advertiser’s target ROS, and \( v_{i,j} \) is the value that advertiser \( i \) has for query \( j \). Note that the bid that advertiser \( i \) places on query \( j \) is implicitly determined by \( \pi_{i,j} \) and together determine \( c_{i,j} \).

In our auto-bidding setting, the goal is maximize a notion of welfare known as the liquid welfare which captures an advertiser’s willingness to pay for a certain allocation. This notion was introduced by Dobzinski and Paes Leme \[11]\ and has been widely adopted in the auto-bidding literature \[3, 5, 10, 14]\.

Definition 2.1 (Liquid welfare). For an allocation \( \{\pi_{i,j}\}_{i,j \in Q} \), the liquid welfare is defined to be the quantity

\[ \text{LW}((\pi_{i,j})) = \sum_{i \in A} T_i \sum_{j \in Q} \pi_{i,j} v_{i,j}. \]

Notice that for TROS bidders, the Liquid Welfare corresponds to the total target-weighted value obtained in a given allocation.

Following Mehta \[14]\, we consider the following solution concept for equilibrium.

Definition 2.2 (\( \gamma \)-equilibrium). Let \( \gamma \geq 0 \) and fix an auction \( \mathcal{M} \) with advertisers \( A \) and queries \( Q \). Let \( \{b_{i,j}\} \) be the set of bids and let \( \{\pi_{i,j}\}, \{c_{i,j}\}_{i,j} \) be the resulting allocations and costs. We say that the bids \( \{b_{i,j}\} \) are in \( \gamma \)-equilibrium if each bidder satisfies its ROS constraint, i.e. \( \sum_{j \in Q} \pi_{i,j} c_{i,j} \leq T_i \sum_{j \in Q} \pi_{i,j} v_{i,j} \) and the following statement holds. Suppose that advertiser \( i \) deviates and changes its bids from \( (b_{i,j})_{j \in Q} \) to \( (b'_{i,j})_{j \in Q} \) while all other advertisers retain their bids. Let \( \{\pi'_{i,j}\} \) and \( \{c'_{i,j}\} \) be the new allocations and costs. Then either

1. \( \sum_{j \in Q} \pi'_{i,j} v_{i,j} \leq (1 + \gamma) \sum_{j \in Q} \pi_{i,j} v_{i,j} \) (advertiser \( i \) gains no more than \((1 + \gamma)\) multiplicative value); or
2. \( \sum_{j \in Q} \pi'_{i,j} c'_{i,j} > T_i \sum_{j \in Q} \pi'_{i,j} v_{i,j} \) (advertiser \( i \) exceeds its ROS constraint).

We refer to 0-equilibrium as simply equilibrium.

Definition 2.3 ((Liquid) Price of Anarchy). Fix an auction \( \mathcal{M} \). For an instance \( I \), which denotes a set of advertiser, queries, and their values, let \( \pi^{\text{OPT}} \) denote an allocation that maximizes the liquid welfare and let \( \Pi^{\text{EO}} \) denote the set of allocations that form an equilibrium. Then the PoA of the auction \( \mathcal{M} \) is defined as

\[ \sup_{\Pi} \sup_{\pi_{i,j} \in \Pi^{\text{EO}}} \frac{\text{LW}(\pi^{\text{OPT}})}{\text{LW}(\pi_{i,j})}. \]

The following observation allows us to reduce some notation in this paper.

Remark 2.4. Without loss of generality, we assume \( T_i = 1 \) for all advertisers \( i \) in the remainder of the proof. This is valid since one can replace \( v_{i,j} \) with \( T_i v_{i,j} \) for all advertisers \( i \) and queries \( j \).

\section{Lower bound on PoA for deterministic auctions}

In this section, we prove that the worst-case PoA for any deterministic auction is at least 2, even for two bidders, provided that the auction satisfies a couple of natural assumptions\[3\].

Assumption 3.1. We assume that the auction \( \mathcal{M} \) satisfies the following assumptions.

\[3\]This clearly implies the same PoA for \( n \) advertisers either by duplicating the advertisers or introducing “dummy” advertisers with zero values.
1. **Allocation.** (i) The allocation function \( \pi_1(b_1, b_2) \) (resp. \( \pi_2(b_1, b_2) \)) is non-decreasing in \( b_1 \) (resp. \( b_2 \)), and (ii) the winner is always the highest bidder, i.e. if \( \pi_1(b_1, b_2) = 1 \) then \( b_1 > b_2 \) (and analogously when \( \pi_2(b_1, b_2) = 1 \)).

2. **Pricing.** Let \( \text{price}(b_1, b_2) \) be the price that the winner pays. We assume that (i) \( \text{price}(b_1, b_2) \) is non-decreasing in \( b_1, b_2 \), and (ii) satisfies that \( \lim_{b \to \infty} \text{price}(b, b) = \infty \).

**Remark 3.2.** The assumption \( \lim_{b \to \infty} \text{price}(b, b) = \infty \) ensures that the prices are not capped. Such an assumption is necessary to guarantee that an equilibrium exists in the auction\(^4\).

**Theorem 3.3.** No auction that satisfies Assumption 3.1 can have a PoA better than 2 even for two bidders.

To complement Theorem 3.3, we show that a first price auction has a price of anarchy of at most 2 under non-uniform bidding but we relegate the proof to Appendix A.

**Theorem 3.4.** In a first price auction, the liquid welfare of any equilibrium is at least half of the optimal welfare.

**Proof of Theorem 3.3.** Observe that we can focus on auctions where there is a bid \( B_1 \) such that if one of the bidders bids \( B_1 \) (say bidder 1) and the other bidder bids 0 then bidder 1 wins the item (and pays \( \text{price}(B_1, 0) \)). If such \( B_1 \) does not exist (i.e. \( \pi_1(b, 0) = 0 \) for all \( b \)), clearly the PoA is infinity (consider the instance with a single query, bidder 1 has value 1 and bidder 2 has value 0).

We now construct an instance as follows. Fix \( \gamma \geq 0 \) and \( \varepsilon < \gamma \). Let \( B_1 \) be as above and let \( B_2 \) be arbitrary which we will take to infinity later. Consider two queries:

1. In query 1, advertiser 1 has value \( \text{price}(B_2, B_2) + \text{price}(B_1, 0) \); advertiser 2 has value 0.
2. In query 2, advertiser 1 has value \( \varepsilon \cdot \text{price}(B_1, 0) \); advertiser 2 has value \( \text{price}(B_2, B_2) - \varepsilon \).

We claim that the following set of bids is a \( \gamma \)-equilibrium: advertiser 1 bids \( B_1 \) on query 1 and \( B_2 \) on query 2, while advertiser 2 bids 0 on both queries.

First, note that advertiser 1 meets its ROS constraint and it receives value at least \( \text{price}(B_2, B_2) + \text{price}(B_1, 0) \) (from the first item alone) and pays at most \( \text{price}(B_2, 0) + \text{price}(B_1, 0) \leq \text{price}(B_2, B_2) + \text{price}(B_1, 0) \) (the upper bound follows from the assumption that \( \text{price}(b_1, b_2) \) is non-decreasing in \( b_1, b_2 \)). In addition, bidder 1 cannot increase its value by more than \( \gamma \) since it has value \( \varepsilon \cdot \text{price}(B_1, 0) < \gamma (\text{price}(B_2, B_2) + \text{price}(B_1, 0)) \) for query 2.

Next, advertiser 2 can only win query 2 if it bids at least \( B_2 \) but then the price would be strictly more than its value. So advertiser 2 also has no incentive to deviate.

The liquid welfare of this equilibrium is at most \( \text{price}(B_2, B_2) + \text{price}(B_1, 0) + \varepsilon \cdot \text{price}(B_1, 0) \) whereas the optimal allocation has liquid welfare equal to \( 2 \cdot \text{price}(B_2, B_2) + \text{price}(B_1, 0) - \varepsilon \). Since \( B_2, \varepsilon \) is arbitrary, we can take \( B_2 \to \infty \) (in which case, \( \text{price}(B_2, B_2) \to \infty \)) and \( \varepsilon \to 0 \) so that the ratio approaches 2.

\[
\lim_{b \to \infty} \text{price}(b, b) \leq M \text{ for some } M \geq 0 \text{ (e.g., a third-price auction with two bidders). Observe that for all } b_1 \geq b_2, \text{price}(b_1, b_2) \leq \text{price}(b_1, b_1) \leq M \text{ (and similarly for price}(b_2, b_1)). \text{ Thus, if there are two bidders with value strictly more than } M \text{ then no equilibrium exists since the two bidders can always outbid each other and pay at most } M.
\]

4 Lower bound on PoA for randomized auctions

In this section, we show that the PoA of any randomized auction is at least 2 provided that the auction satisfies some natural assumptions.

**Assumption 4.1.** Suppose there are \( n \) bidders. We assume an auction \( \mathcal{M} \) satisfying the following properties.

1. **Allocation.** For \( i \in [n], \) let \( \pi_i(b_1, \ldots, b_n) \in [0, 1] \) be the probability that bidder \( i \) wins the item. We assume that \( \pi_i(b_1, \ldots, b_n) \) is non-decreasing in \( b_i \) and that \( \sum_{i \in [n]} \pi_i(b_1, \ldots, b_n) \leq 1 \).
2. Pricing. For \( i \in [n] \), let \( \text{price}_i(b_1, \ldots, b_n) \in \mathbb{R}_{\geq 0} \) be the price that bidder \( i \) pays if bidder \( i \) wins the item (and otherwise, pays 0). We assume that \( \text{price}_i(b_1, \ldots, b_n) \) is non-decreasing in \( b_j \) for all \( j \in [n] \). Further, we assume that \( \lim_{b \to \infty} \text{price}_i(b \cdot e_S) = +\infty \) whenever \( i \in S \) and \( |S| \geq 2 \).

3. Anonymity. Let \( b \in \mathbb{R}^n_{\geq 0} \). For \( i, j \in [n] \), let \( b^{i \leftrightarrow j} \) be the vector such that \( b_i^{i \leftrightarrow j} = b_j \) and \( b_j^{i \leftrightarrow j} = b_i \). Then we assume that \( \pi_i(b) = \pi_j(b^{i \leftrightarrow j}) \) and \( \text{price}_i(b) = \text{price}_j(b^{i \leftrightarrow j}) \).

The first assumption means that an advertiser will have a higher chance of winning as their bid increases. The second assumption means that as the bids increase, so do the prices and, if multiple bids become very large then so do the prices. The third assumption means that the auction should be anonymous: if we swap the bids of two advertisers then the outcome should also be swapped.

The main result in this section is the following theorem which states that it is not possible to obtain a PoA better than 2 for any auction. The proof can be found in Appendix C and is an extension of the techniques from Section 3.

**Theorem 4.2.** For every \( \gamma, \delta > 0 \), \( k \geq 1 \), and auction \( M \), there exists an instance with \( 2k \) bidders in which a \( \gamma \)-equilibrium exists whose total value is less than \( \frac{k+2}{2(k+1)} \cdot (1 + \delta) \) fraction of the optimal value.

5 Randomized FPA

In this section, we show that a randomized version of the first price auction can be used to obtain better equilibrium outcomes in auto-bidding for two bidders. Note that, in the following definition, \( \alpha = 1 \) reduces to the usual first price auction.

**Definition 5.1 (rFPA(\( \alpha \))).** We define the allocation of rFPA(\( \alpha \)) as follows.

- If \( b_1 = \beta b_2 \) for \( \beta \in \left[ \frac{1}{\alpha}, \alpha \right] \) then allocate to advertiser 1 with probability \( \frac{1}{2} (1 + \ln \alpha \beta) \) and advertiser 2 with probability \( \frac{1}{2} (1 - \ln \alpha \beta) \).
- Otherwise, allocate to the higher bidder with probability 1.

In both cases, the winner is charged their bid.

**Definition 5.2 (Undominated bids).** Let \( b_i = (b_{i,1}, \ldots, b_{i,m}) \) be the bids of advertiser \( i \) for queries \( 1, \ldots, m \). We say that \( b_i \) is undominated if advertiser \( i \)'s ROS constraint are satisfied and if for all \( j \), changing the bid for \( j \) from \( b_{i,j} \) to \( b_{i,j}^{i \leftrightarrow j} \) then either (i) advertiser \( i \)'s value from query \( j \) does not increase or (ii) advertiser \( i \)'s ROS constraint is violated. For a collection of bids \( b = (b_1, \ldots, b_n) \), we say that \( b \) is undominated if \( b_i \) is undominated for all \( i \in [n] \).

The set of undominated bids contains the set of equilibrium bids as a subset. However, the set of undominated bids may be strictly larger since it only guarantees that the advertiser will not deviate on a single query. For example, an advertiser may decrease their bid on one query while increasing their bid on another query to maintain their ROS constraint and increase their total value.

Our main result in this section is the following theorem.

**Theorem 5.3.** For any set of undominated bids for two bidders, rFPA(\( \alpha = 1.4 \)) obtains at least 1/1.8-fraction of the optimal welfare.

The following theorem is a trivial corollary of Theorem 5.3.

**Theorem 5.4.** For two bidders, the PoA of rFPA(\( \alpha = 1.4 \)) is at most 1.8.

**High-level proof overview.** The goal in the proof is to show that, even on queries where there is a misallocation, we can still use these queries to prove a lower bound on the liquid welfare. Indeed, the main starting observation is that, because of the ROS constraint, the spend of the two bidders is a lower bound on the liquid welfare. Next, we consider two main cases where there is misallocation.
In one extreme case, if rFPA allocates to the wrong bidder with probability 1 (complete misallocation) then we show, in Lemma 5.5, that the winner’s bid (and thus, their spend) is very high. This allows us to still extract some contribution to the liquid welfare. The reason that the winning bid is very high is because if this was not so, the “right” bidder would deviate by bidding their own value.

In the other case, when the query is shared between the two bidders, we show that there is a balance between how likely rFPA allocates to the “wrong” bidder and how much the bidders are spending in this query. In fact, the more that rFPA misallocates, the greater is the spend (Lemma 5.6).

We note that somewhat similar techniques are used in the analysis of the randomized truthful auction studied by Mehta [14]. However, since their auction is truthful, it can be seen that bidders always bid at their value on all queries. This is not the case in our setting since bidders can potentially underbid; however as noted above, we can bound the degree of underbidding in the critical cases.

We now present two key lemmata whose proofs are deferred to Appendix B.1.

**Lemma 5.5.** Fix a query and suppose that advertiser 1 wins query with probability 1. If the bids are undominated then advertiser 1 bids and pays at least αν2,j. The same statement holds with advertisers 1 and 2 swapped.

**Lemma 5.6.** For any set of undominated bids, if πi,j ∈ (0, 1) then $b_{i,j} \geq \frac{\nu_j}{1 + \ln(\alpha) + \ln(b_j)}$ where $\beta_i = b_{i,j}/b_{2-i,j}$ is the ratio between advertiser i’s bid and the other advertiser’s bid.

The following technical lemma proves an upper bound on the PoA for rFPA(α) for every $\alpha > 1$.

**Lemma 5.7.** For any set of undominated bids for two bidders, rFPA(α) obtains at least $f(\alpha)$ fraction of the optimal welfare where

$$f(\alpha) = \max_{\gamma, \eta \geq 1} \min_{\gamma, \eta} \left\{ \eta \alpha, \gamma, \min_{\beta \in \{1/\alpha, \alpha\}} g(\alpha, \beta, \gamma, \eta) \right\}$$  \hspace{1cm} (5.1)

and

$$g(\alpha, \beta, \gamma, \eta) = \frac{\gamma}{2} \left( 1 + \frac{\ln(\beta)}{\ln(\alpha)} \right) + \frac{\eta(1 + \ln(\beta)/\ln(\alpha))}{2(1 + \ln(\alpha) + \ln(\beta))} + \frac{\eta(1 - \ln(\beta)/\ln(\alpha))}{2(1 + \ln(\alpha) + \ln(\beta))}. \hspace{1cm} (5.2)$$

**Proof.** The structure of the proof is roughly similar to that in [14]. Fix a query and let $i^* \in \{1, 2\}$ be the advertiser that wins the query in the optimal allocation and let $i^o = 2 - i^*$ refer to the other bidder. Let $b_{i,j}^*$ be their respective bids. We consider three classes of sets depending on $b_{i,j}^*$.

**Case 1:** $b_{i,j}^*/b_{i,j}^o < 1/\alpha$. Let $Q_1 = \{j \in Q : b_{i,j}^*/b_{i,j}^o < 1/\alpha\}$. Define $m_1$ as the probability that the optimal bidder is matched to query j whenever $j \in Q_1$. Furthermore, let $\text{SPEND}_1(j)$ be the spend in this query. Then $m_1 = 0$ and $\text{SPEND}_1(j) = b_{i,j}^* \geq \alpha\nu_j^*$ where the inequality is from Lemma 5.5.

**Case 2:** $1/\alpha \leq b_{i,j}^*/b_{i,j}^o \leq \alpha$. For $\beta \in [1/\alpha, \alpha]$, let $Q_2^\beta = \{j \in Q : b_{i,j}^*/b_{i,j}^o = 1/\beta\}$. Define $m_2^\beta$ as the probability of matching $i^*$ to query j whenever $j \in Q_2^\beta$ and let $\text{SPEND}_2^\beta(j)$ be the expected spend on query j. Then $m_2^\beta = \frac{1}{2} \left( 1 + \frac{\ln(\beta)}{\ln(\alpha)} \right)$ and $\text{SPEND}_2^\beta(j) = m_2^\beta \cdot b^* + (1 - m_2^\beta) \cdot b^o = m_2^\beta \cdot b^* + (1 - m_2^\beta) \cdot b_{i,j}^o \geq m_2^\beta \cdot \frac{\nu_j^o}{1 + \ln(\alpha) + \ln(\beta)} \hspace{1cm} (1 - m_2^\beta) \cdot \frac{\nu_j^o}{\beta(1 + \ln(\alpha) + \ln(\beta))}$, where the last inequality is from Lemma 5.6.

**Case 3:** $\alpha < b_{i,j}^*/b_{i,j}^o$. Finally, let $Q_3 = \{j \in Q : b_{i,j}^*/b_{i,j}^o \geq \alpha\}$. For any $j \in Q_1$, define $m_3$ as the probability that the optimal bidder is matched in j, and $\text{SPEND}_3(j)$ be the expected spend in j. Then $m_3 = 1$ and $\text{SPEND}_3(j) \geq 0$.

Since the number of queries $Q$ is finite, there exists a finite list $\beta_1, \ldots, \beta_k$ such that $Q = Q_1 \cup Q_3 \cup$...
where $m$ follows (see Appendix B.2 for the calculation of the prices).

**Definition 5.8**

For completeness, we prove that it has a PoA of 1.896 in Appendix B.4.

Comparison with truthful pricing.

We define the allocation and price function of $\text{rTruth}(\alpha)$ (for $\alpha \geq 1$) as follows (see Appendix B.2 for the calculation of the prices).
Figure 1: Plot of the three components of \( f(\alpha) \) as defined in Eq. (5.1) when \( \alpha = 1.4 \). The dashed-dotted blue line is \( g(\beta) \) with \( \alpha, \eta, \gamma \) fixed as defined in Eq. (5.2). The dotted orange line is \( \eta s_1 \) and the dashed green line is \( \gamma m_3 \). The solid red line at the bottom is \( 1/1.8 = 0.555 \ldots \). Thus, \( f(\alpha = 1.4) \geq 1/1.8 \).

- If \( b_1 = \beta b_2 \), for \( \beta \in [\frac{1}{\alpha}, \alpha] \), then
  - bidder 1 wins with probability \( \frac{1}{2}(1 + \ln_\alpha \beta) \), and pays an expected price of \( b_2 \cdot \frac{\beta - 1/\alpha}{2 \ln \alpha} \).
  - bidder 2 wins with probability \( \frac{1}{2}(1 - \ln_\alpha \beta) \), and pays an expected price of \( b_1 \cdot \frac{1/\beta - 1/\alpha}{2 \ln \alpha} \).

- If \( b_1 \geq \alpha b_2 \): bidder 1 wins with probability 1 and has a price of \( b_2 \cdot \frac{\alpha - 1/\alpha}{2 \ln \alpha} \).

Claim 5.9. For any \( \alpha \geq 1 \), \( r_{\text{Truth}}(\alpha) \) has a PoA of at least \( 1 + \frac{2 \ln(\alpha)}{\alpha - 1/\alpha} \).

The proof of Claim 5.9 can be found in Appendix B.3. In particular, using the same \( \alpha = 1.4 \) as in Theorem 5.3 shows that \( r_{\text{Truth}}(\alpha) \) has a worst-case PoA of at least 1.98 despite having exactly the same allocation function as \( r_{\text{FPA}}(\alpha) \).

6 Experiments

In this section, we provide some experimental results to compare and contrast between SPA, \( r_{\text{FPA}} \) (defined in Definition 5.1), and \( r_{\text{Truth}} \) (defined in Definition 5.8). The purpose of these experiments is only to visually illustrate the utility of randomness and non-truthfulness in the auto-bidding setting.

Simulation setup. We generate the synthetic data in four different ways.

(a) For the first set of experiments, there are 50 queries and the advertisers’ values for each query are drawn uniformly at random from \([0.3, 1]\).

(b) For the second set of experiments, there are also 50 queries and the advertisers’ values are drawn as follows. With probability \( 1/2 \), an advertiser’s values are drawn from \([1, 1.2]\) and with the remaining probability, the values are drawn from \([0.3, 0.5]\). Note that the advertisers’ values are independent from each other.

(c) For the third set of experiments, the advertisers’ values are deterministic and there are two queries. Advertiser 1 has values 1 and 0.01 for the queries, respectively and advertiser 2 has values 0.01 and 0.99 for the queries, respectively.

(d) For the fourth set of experiments, for completeness, we contrive a simple example where we expect randomization to be detrimental. There is only a single query where advertiser 1 has value 1 and advertiser 2 has value 0.9.

For the first two experiments, we run each experiment 20 times and report the expected results.

Computing best response and equilibrium. To compute an equilibrium for the two advertisers, we iteratively compute a best response for each advertiser until convergence. Since uniform bidding is the
optimal bidding strategy in a truthful auction [3], it is straightforward to compute a best response in SPA and rTruth. To compute a best response for rFPA is slightly more challenging as uniform bidding is not optimal. Fortunately, computing the best response turns out to be a convex program and so can be solved relatively efficiently. 

Simulation results. Figure 2 shows the simulation results. In Figure 2a and Figure 2b we see that the randomized first price auction with an appropriately tuned $\alpha$ outperforms rTruth and the SPA. In Figure 2c we see an example where randomization is extremely important in order to achieve good welfare. Finally, in the last example in Figure 2d the instance was constructed so that randomization is actually (slightly) detrimental. Recall that in this instance, there are two relatively high value advertisers and a single query. The SPA picks the correct advertiser but randomization may sometimes swap if the two values are not too far from each other.

Figure 2: Simulation results contrasting the randomized first price, randomized truthful, and SPA in an auto-bidding setting. (Note: the y-axis is the PoA so lower is better.)
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First, we observe that we have
\[
\sum_{j \in Q} v_j^{FP} \geq \sum_{j \in S_1} v_j^{FP} = \sum_{j \in S_1} v_j^*.
\] (A.1)

Next, observe that for \( j \in S_2 \), we must have \( p_j \geq v_j^* \). Indeed, if \( p_j < v_j^* \) then the highest value bidder may bid \( v_j^* \) to win query \( j \) without violating their ROS constraint. Thus, we have
\[
\sum_{j \in Q} v_j^{FP} \geq \sum_{j \in Q} p_j \geq \sum_{j \in S_2} p_j \geq \sum_{j \in S_2} v_j^*,
\] (A.2)

where the first inequality is because all bidders must satisfy their ROS constraint. Combining Eq. (A.1) and Eq. (A.2), we get that
\[
2 \sum_{j \in Q} v_j^{FP} \geq \sum_{j \in Q} v_j^*,
\]

which proves the theorem. \( \square \)

## B Missing proofs from Section 5

### B.1 Proofs of Lemma 5.5 and Lemma 5.6

**Proof of Lemma 5.5** Suppose that advertiser 1 wins query \( j \) with probability 1 but places a bid \( b_{1,j} < \alpha v_{2,j} \). Then we claim that the advertisers are not in equilibrium. Indeed, advertiser 2 would then be able to bid \( v_{2,j} \) and win with probability \( \pi_{2,j} = \frac{1}{2} \left( 1 + \ln \left( \frac{v_{2,j}/b_{1,j}}{v_{2,j}} \right) \right) > 0 \) because \( v_{2,j}/b_{1,j} > 1/\alpha \). Thus, advertiser 2 would increase their value by \( \pi_{2,j} v_{2,j} \). Furthermore, advertiser 2’s ROS constraint continues to be satisfied because advertiser 2 pays \( \pi_{2,j} v_{2,j} \). Thus, in equilibrium, it must be that \( b_{1,j} \geq \alpha v_{2,j} \). \( \square \)

**Proof of Lemma 5.6** We prove this for \( i = 1 \) as the argument is identical for \( i = 2 \). We also drop the subscript \( j \) since the query is fixed in the proof and we let \( \beta = \beta_1 \).

Overall, the proof is straightforward. We show that if \( b_1 < \frac{v_1}{1 + \ln(\alpha) + \ln(\beta)} \) then advertiser 1’s bids are not undominated and that increasing their bid on the present query strictly increases their value while ensuring that the ROS constraint is satisfied. For \( b \in [1/\alpha, \alpha]b_2 \), let \( \pi(b) = \pi_1(b, b_2) = \frac{1}{2} \left( 1 + \frac{\ln(b/b_2)}{\ln(\alpha)} \right) \). Let \( \text{VAL}(b) = v_1 \cdot \pi(b) \) and \( \text{COST}(b) = b \cdot \pi(b) \). To prove the claim, it suffices to show that if \( b_1 < \frac{v_1}{1 + \ln(\alpha) + \ln(\beta)} \) then \( \frac{d}{db} \text{VAL}(b_1) > \frac{d}{db} \text{COST}(b_1) \), which implies that the advertiser can increase their value by increasing their bid while increasing the slack of the ROS constraint. This implies that no equilibrium can have \( b_1 < \frac{v_1}{1 + \ln(\alpha) + \ln(\beta)} \).

We now perform some calculations. We have \( \frac{d}{db} \pi(b) = \frac{v_1}{2b_1 \ln(\alpha)} \). Therefore,
\[
\frac{d}{db} \text{VAL}(b) = \frac{v_1}{2b_1 \ln(\alpha)} \quad \text{and} \quad \frac{d}{db} \text{COST}(b) = \frac{1}{2 \ln(\alpha)} + \frac{1}{2} \left( 1 + \frac{\ln(b/b^o)}{\ln(\alpha)} \right).
\]

Now, assuming that \( v_1 > b_1 (1 + \ln(\alpha) + \ln(\beta)) \), we have
\[
\frac{d}{db} \text{VAL}(b_1) = \frac{v_1}{2b_1 \ln(\alpha)} > \frac{1 + \ln(\alpha) + \ln(\beta)}{2 \ln(\alpha)} = \frac{d}{db} \text{COST}(b_1),
\]

which completes the proof. \( \square \)

### B.2 Computation of truthful prices for rTruth(\( \alpha \)).

In this section, we show that the prices defined in Definition 5.8 are exactly the prices obtained using Myerson’s payment formula. Let \( b \) denote an advertiser’s bid and let \( b^o \) denote the other bid. Let \( \beta = b/b^o \). We assume that \( \beta \in [1/\alpha, \alpha] \). Note that if \( \beta < 0 \) then the advertiser pays 0 and the advertiser’s price remains
constant for $\beta \in [\alpha, \infty)$. Finally, let $\pi(\beta) = \frac{1}{2} (1 + \ln \alpha \beta)$; this is the probability that the advertiser bidding $b$ wins the query. Then the price obtained using Myerson’s payment formula for bidding $b$ when the other bid is $b^o$

$$
\beta b^o \cdot \frac{\pi(\beta)}{b^o} - \int_{b^o/\alpha}^{b^o} \pi(x/b^o) \, dx
$$

$$
= b^o \left[ \beta \pi(\beta) - \int_{1/\alpha}^{\beta} \pi(u) \, du \right]
$$

$$
= b^o \left[ \frac{\beta}{2} \left( 1 + \frac{\ln \beta}{\ln \alpha} \right) - \frac{1}{2} (\beta - \frac{1}{\alpha}) - \frac{1}{2 \ln \alpha} \left( \beta \ln \beta - \beta + \frac{1}{\alpha} \ln \alpha + \frac{1}{\alpha} \right) \right]
$$

$$
= b^o \cdot \frac{\beta - 1/\alpha}{2 \ln \alpha}.
$$

### B.3 Proof of Claim 5.9

**Proof of Claim 5.9.** Consider the following instance with two advertisers and two queries. Let $s = \frac{\alpha^{-1/\alpha}}{2 \ln \alpha} \geq 1$ and $\varepsilon < 1/s$.

- For query 1, advertiser 1 has value 1 and advertiser 2 has value 0.
- For query 2, advertiser 1 has value $\varepsilon$ and advertiser 2 has value $1/s$.

From B, we know that the optimal bidding strategy for both advertisers is a uniform bidding strategy with multiplier at least 1. We claim that the following bid multipliers form an equilibrium.

- Advertiser 1 uses a bid multiplier that is at least $\alpha/\varepsilon s$.
- Advertiser 2 uses a bid multiplier equal to 1.

In this case, advertiser 1 gets query 1 for free and query 2 at a price of 1. The value for advertiser 1 is $1 + \varepsilon$. On the other hand, advertiser 2 gets no queries and pays nothing. So both advertisers satisfy their ROI constraint.

Advertiser 1 has no incentive to deviate since advertiser 1 gets both queries. We now show that advertiser 2 also has no incentive to deviate. Let $b_1 \geq \alpha/s$ be the bid of advertiser 1. To win query 2 with non-zero probability, advertiser 2 must bid strictly more than $b_1/\alpha$. Suppose that advertiser 2 bids $\beta b_1$ where $\beta > 1/\alpha$. We claim that advertiser 2 does not satisfy their ROS constraint. We assume that $\beta \in (1/\alpha, \alpha]$ as the case $\beta > \alpha$ is identical to the case $\beta = \alpha$. In this case, advertiser 2 wins has expected value $\frac{1}{2} \left( 1 + \frac{\ln \beta}{\ln \alpha} \right) \cdot \frac{1}{s}$ and pays $b_1 \cdot \frac{\beta - 1/\alpha}{2 \ln \alpha} \geq \frac{s}{\varepsilon} \cdot \frac{\beta - 1/\alpha}{2 \ln \alpha}$, in expectation. Let us check that

$$
\frac{1}{2} \left( 1 + \frac{\ln \beta}{\ln \alpha} \right) < \alpha \cdot \frac{\beta - 1/\alpha}{2 \ln \alpha} \tag{B.1}
$$

whenever $\beta > 1/\alpha$. This implies that advertiser 2 cannot get any positive value while satisfying their ROS constraint. Indeed, rearranging, we get that Eq. (B.1) is equivalent to $\ln(\alpha) + \ln(\beta) = \ln(\alpha \beta) < \alpha \beta - 1$, which is true by Claim B.1 (since $\alpha \beta > 1$).

**Claim B.1.** For $x > 1$, $x - 1 > \ln x$.

**Proof.** The inequality is equivalent to $e^{x-1} > x$ or, replacing $x - 1$ with $y$, $e^y > 1 + y$ for $y > 0$. It is straightforward to see that this last inequality is true. 

\[\Box\]
B.4 PoA of rTruth(α)

In this section, we prove a PoA bound for rTruth(α). In our results, we assume that all advertisers bid at least their value which follows from the characterization given by Aggarwal et al. [3].

Theorem B.2. Assuming that all advertisers bid at least their value, rTruth(α) achieves a PoA of 1.897 for 2 bidders.

Note that Mehta [14] proved a PoA of 1.896 so their PoA is only marginally better.

Lemma B.3. Assuming that all advertisers bid at least their value, then for any set of undominated bids for two bidders, rTruth(α) obtains at least \( f(\alpha) \) fraction of the optimal welfare where

\[
f(\alpha) = \max_{\gamma, \eta \geq 0} \min_{\gamma + \eta = 1} \left\{ \eta \alpha, \gamma, \min_{\beta \in [1/\alpha, \alpha]} g(\alpha, \beta, \gamma; \eta) \right\}
\]

and

\[
g(\alpha, \beta, \gamma, \eta) = \frac{\gamma}{2} \left( 1 + \frac{\ln(1/\alpha)}{\ln(\alpha)} \right) + \frac{\eta(1-1/\alpha)(1+1/\beta)}{2\ln \alpha}.
\]

Proof. The proof follows a very similar structure as the proof of Lemma 5.7. Recall that the optimal bidding strategy for the advertisers is to bid some constant multiple \( c \geq 1 \) of their value.

Case 1: \( b^*_j / b^*_j < 1/\alpha \). Let \( Q_1 = \{ j \in Q : b^*_j / b^*_j < 1/\alpha \} \). Define \( m_1 \) as the probability that the optimal bidder is matched to query \( j \) whenever \( j \in Q_1 \). Furthermore, let \( \text{SPEND}_1(j) \) be the spend in this query. Then \( m_1 = 0 \) and \( \text{SPEND}_1(j) = b^*_j \cdot \frac{\alpha-1/\alpha}{2\ln \alpha} \geq \frac{\alpha-1/\alpha}{2\ln \alpha} v^*_j \) where the inequality is from Lemma 5.5.

Case 2: \( 1/\alpha \leq b^*_j / b^*_j \leq \alpha \). For \( \beta \in [1/\alpha, \alpha] \), let \( Q^\beta_2 = \{ j \in Q : b^*_j / b^*_j = 1/\beta \} \). Define \( m^\beta_2 \) as the probability of matching \( i^* \) to query \( j \) whenever \( j \in Q^\beta_2 \) and let \( \text{SPEND}^\beta_2(j) \) be the expected spend on query \( j \). Then \( m^\beta_2 = \frac{1}{2} \left( 1 + \frac{\ln(1/\alpha)}{\ln(\alpha)} \right) \) and

\[
\text{SPEND}^\beta_2(j) = b^*_j \cdot \frac{\beta-1/\alpha}{2\ln \alpha} + b^*_j \cdot \frac{1/\beta - 1/\alpha}{2\ln \alpha} \\
= \frac{b^*_j}{\beta} \cdot \frac{\beta-1/\alpha}{2\ln \alpha} + b^*_j \cdot \frac{1/\beta - 1/\alpha}{2\ln \alpha} \\
\geq \frac{v^*_j}{2\ln \alpha} \cdot \frac{(1-1/\alpha)(1+1/\beta)}{2\ln \alpha}.
\]

Case 3: \( \alpha < b^*_j / b^*_j \). Finally, let \( Q_3 = \{ j \in Q : b^*_j / b^*_j \geq \alpha \} \). For any \( j \in Q_1 \), define \( m_3 \) as the probability that the optimal bidder is matched in \( j \), and \( \text{SPEND}_3(j) \) be the expected spend in \( j \). Then,

\[
m_3 = 1 \quad \text{and} \quad \text{SPEND}_3(j) \geq 0.
\]

The remainder of the proof is identical to that of Lemma 5.7.

Proof of Theorem B.2. One can numerically check that \( \alpha = 5/9 \) gives \( f(\alpha) \geq 1/1.897 \) by taking \( \gamma = 0.528 \) in the max.

C Proof of Theorem 4.2

First, we begin with a lemma that states that if an advertiser is facing \( k \) other bids that weakly dominates its own then it wins with probability \( 1/(k+1) \). However, for our proof, we only require such a statement for a specific form of bids.
Lemma C.1. Let \( b_i \in \mathbb{R} \) and \( b \geq b_i \). For any \( S \subseteq [n] \setminus \{i\} \), \( \pi_i(b \cdot e_S + b_i \cdot e_i) \leq 1/(|S| + 1) \).

Proof. Since \( \pi_i(b_1, \ldots, b_n) \) is non-decreasing in \( b_i \), we have \( \pi_i(b \cdot e_S + b_i \cdot e_i) \leq \pi_i(b \cdot e_{S \cup \{i\}}) = \pi_j(b \cdot e_{S \cup \{i\}}) \) for all \( j \in S \) where the last equality is by anonymity. As \( \sum_{j \in [n]} \pi_i(b \cdot e_{S \cup \{i\}}) \leq 1 \), this implies that \( \pi_i(b \cdot e_S + b_i \cdot e_i) \leq 1/(|S| + 1) \).

For the remainder of this section, we assume that there are \( 2k \) bidders, for some integer \( k \geq 1 \) and we fix an auction with allocation rule \( \pi \) and pricing function \( \text{price} \) that satisfies Assumption 4.1. Further, fix a constant \( \gamma > 0 \). To construct out instance, we first define a number of parameters. Let \( \varepsilon > 0 \). To construct our instance, we first define a number of parameters. Let \( \varepsilon > 0 \) be a constant.

1. Let \( \pi^* = \lim_{b \to \infty} \pi_1(b \cdot e_1) \). We assume that \( \pi^* \geq 1/2 \) (otherwise the auction has a trivial PoA of at least 2 from just a single bidder).
2. Let \( B_1 \in \mathbb{R} \) be such that \( \pi_1(B_1 \cdot e_1) > \pi^* - \varepsilon \). Thus, \( B_1 \) is the bid that a bidder needs to place to win the item with maximum probability (up to an additive \( \varepsilon \)) if no other bidders place a positive bid.
3. Define the function \( M(b) = \text{price}_1(b \cdot e_{k+1})/\pi_1(B_1 \cdot e_1) + \text{price}_1(B_1 \cdot e_1) \). Note that \( \lim_{b \to \infty} M(b) = +\infty \) by the pricing assumption in Assumption 4.1.

We are now ready to construct our lower bound instance. Our construction has \( 2k \) queries which we denote by \( q_1, \ldots, q_{2k} \). These queries come in two types.

1. For query \( q_i \), where \( i \in [k] \), bidder \( i \) has value \( M(B_2) \) and all other bidders have value 0.
2. For query \( q_{k+i} \), where \( i \in [k] \), bidder \( k+i \) has value \( M(B_2) - \text{price}_1(B_1 \cdot e_1) \cdot \pi_1(B_1 \cdot e_1) - \varepsilon \). On the other hand, bidders \( 1, \ldots, k \) have value \( \varepsilon \).

Proof of Theorem 4.3. Fix \( 0 < \varepsilon < \min\{1/4, \gamma/8\} \). Choose \( B_1 \) (depending on \( \varepsilon \)) as in the aforementioned construction and let \( B_2 \) be such that \( M(B_2) \geq k \). We relegate the choices of \( \varepsilon, B_2 \) to the end of the proof to achieve the desired result.

Consider the following bids.

1. For \( i \in [k] \), bidder \( i \) bids \( B_1 \) on query \( q_i \) and all other bidders bid 0.
2. For \( i \in [k] \), bidders \( 1, \ldots, k \) bid \( B_2 \), bidder \( k+i \) bids at most \( B_2 \), and all other bidders bid 0.

Equilibrium analysis. We first check that for \( i \in [k] \), bidder \( k+i \) has no incentive to bid more than \( B_2 \). Indeed, if bidder \( k+i \) does bid more than \( B_2 \) then its payment (when it wins) is at least \( \text{price}_1(B_2 \cdot e_{k+1}) \) (which follows from the assumption that prices are non-decreasing in the bids). By definition of \( M(B_2) \), we have that \( \text{price}_1(B_2 \cdot e_{k+1}) = (M - \text{price}_1(B_1 \cdot e_1)) \cdot \pi_1(B_1 \cdot e_1) \) and this is strictly more than the value that bidder \( k+i \) has for query \( q_{k+i} \).

Now we check that for \( i \in [k] \), bidder \( i \) has no incentive to change its bid to gain more than \( \gamma \) in total value. For \( i \in [k] \), bidder \( i \) wins query \( i \) with probability at least \( \pi^* - \varepsilon \). So its utility is at least \( M(B_2) \pi_1(B_1 \cdot e_1) \geq M(B_2) \cdot (\pi^* - \varepsilon) \). The maximum utility it can achieve is upper bounded by \( M(B_2) \cdot \pi^* + k \varepsilon \). Note that (since we assume \( M(B_2) \geq k \) and \( \pi^* \geq 1/2 \))

\[
\frac{M(B_2) \cdot \pi^* + k \varepsilon}{M(B_2) \cdot (\pi^* - \varepsilon)} \leq \frac{\pi^* + \varepsilon}{\pi^* - \varepsilon} = \frac{1 + 2 \varepsilon}{1 - 2 \varepsilon} \leq (1 + 2 \varepsilon)(1 + 4 \varepsilon) = 1 + 6 \varepsilon + 8 \varepsilon^2 \leq 1 + 8 \varepsilon \leq 1 + \gamma,
\]

where the third inequality is Claim C.2, the fourth inequality is the assumption that \( \varepsilon \leq 1/4 \) and the last inequality is the assumption that \( \varepsilon \leq \gamma/8 \). In particular, bidder \( i \) cannot increase its value by a factor of \( (1 + \gamma) \).

Next, we check that their ROS constraint is also not violated. Indeed, the total payment made by advertiser \( i \) is at most

\[
\text{price}_1(B_1 \cdot e_1) + \text{price}_1(b \cdot e_{k+1}) = \text{price}_1(B_1 \cdot e_1) + \left( M(B_2) - \text{price}_1(B_1 \cdot e_1) \right) \cdot \pi_1(B_1 \cdot e_1) = M(B_2) \pi_1(B_1 \cdot e_1),
\]
which is the value that bidder $i$ receives from the first query alone. So their ROS constraint is satisfied.

**Liquid welfare and PoA.** Let $i \in [k]$. In the equilibrium above, the contribution from advertiser $i$ to the liquid welfare is bounded above by $M(B_2) \cdot \pi^* + k \varepsilon$ while the contribution from advertiser $k + i$ to the liquid welfare is bounded above by $\frac{M(B_2) \cdot \pi^*}{k+1}$. Let $LW(EQ)$ be the liquid welfare of this equilibrium. Then, we have

$$LW(EQ) \leq k \cdot M(B_2) \cdot \pi^* + k^2 \varepsilon + \frac{kM(B_2) \cdot \pi^*}{k+1}. \quad (C.1)$$

On the other hand, the optimal allocation is to allocate query $j$ to bidder $j$ for $j \in [2k]$ for a welfare of

$$LW(OPT) = k(1 + \pi_1(B_1 \cdot e_1)) \cdot M(B_2) - k\pi_1(B_1 \cdot e_1)\text{price}_1(B_1 \cdot e_1) - k \varepsilon. \quad (C.2)$$

We now set parameters. Let $\delta_1 = \min \{1/2, \delta/11\}$. We set $\varepsilon = \min \{1/4, \gamma/8, 2\delta_1/(1+\delta_1)\}$ so that $1/(2 - \varepsilon) \leq (1 + \delta_1)/2$. Having chosen $\varepsilon$, we can fix $B_1$ such that $\pi_1(B_1 \cdot e_1) > \pi^* - \varepsilon$. We now choose $B_2$ sufficiently large such that

$$LW(EQ) \leq kM(B_2)\pi^* \cdot \left(1 + \frac{1}{k+1}\right)(1 + \delta_1)$$

and

$$LW(OPT) \geq k(1 + \pi_1(B_1 \cdot e_1))M(B_2) \cdot (1 - \delta_1).$$

Thus, we have

$$\frac{LW(EQ)}{LW(OPT)} \leq \frac{\pi^*(1 + 1/(k + 1))}{1 + \pi_1(B_1 \cdot e_1)} \cdot \frac{1 + \delta_1}{1 - \delta_1} \leq \frac{\pi^*(1 + 1/(k + 1))}{1 + \pi^* - \varepsilon} \cdot \frac{1 + \delta_1}{1 - \delta_1} \leq \frac{1 + 1/(k + 1)}{2 - \varepsilon} \cdot \frac{1 + \delta_1}{1 - \delta_1} \leq \frac{1 + 1/(k + 1)}{2} \cdot (1 + \delta_1)^2(1 + 2\delta_1) \leq \frac{1 + 1/(k + 1)}{2} \cdot (1 + \delta).$$

The second inequality is by definition of $B_1$, the third inequality is because the second line is maximized at $\pi^* = 1$, the fourth inequality is by our choice of $\varepsilon$, the fifth inequality is by Claim C.2 and the last inequality uses that $\delta_1 \leq 1/2$ and $\delta_1 \leq \delta/11$. Multiplying top and bottom by $k + 1$ gives the expression in the claim.

**Claim C.2.** Suppose $x \in [0, 1/2]$. Then $\frac{1}{1-x} \leq 1 + 2x$.

**Proof.** If $x \in [0, 1/2]$ then $(1 + 2x)(1 - x) = 1 + x - 2x^2 \geq 1 + x - x = 1$. \hfill \square