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Abstract Energy level structure and direct light absorption in a cylindrical quantum dot (CQD), having thin falciform cross section, are studied within the framework of the adiabatic approximation. An analytical expression for the energy spectrum of the particle is obtained. For the one-dimensional “fast” subsystem, an oscillatory dependence of the wave function amplitude on the cross section parameters is revealed. For treatment of the “slow” subsystem, parabolic and modified Pöschl-Teller effective potentials are used. It is shown that the low-energy levels of the spectrum are equidistant. In the strong quantization regime, the absorption coefficient and edge frequencies are calculated. Selection rules for the corresponding quantum transitions are obtained.
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Introduction

Optical experiments with self-assembled quantum dots (QDs) have demonstrated strong carrier confinement. This is due to the fact that the dot size reduction results in strong “blue shift” of extremely narrow luminescence peaks of isolated dots [1–3]. Confinement effects in magnetocapacitance and infrared absorption have also been observed experimentally [4, 5].

Physical properties of so-called “quantum lenses,” or lenticular QDs are of special interest [4, 6, 7]. In particular, energy spectrum of charge carriers (CCs) inside QDs shaped as a spherical segment or an ellipsoid is studied. In reference [8], a cylindrical quantum lens with almost semicircle cross section was considered. Up to date, however, cylindrical quantum dots (CQDs) with thin lenticular cross sections were studied in paper [9] only.

Typically, a lens geometry is assumed [10], with a circular cross section of maximum radius $r$, and maximum thickness $h$, wherein the CCs are confined in a hard wall potential. Mathematical description of energy levels of such nanostructures is a delicate problem, particularly in the thin lens limit, $h/r \rightarrow 0$, which corresponds to a singular perturbation regime.

Study of CQDs having thin falciform cross section will enable one to model more realistic structures which are usually formed in the course of manufacturing. Generally, during growth of QDs, due to unavoidable diffusion process of interface atoms, a coating interlayer between the CQD material and semiconductor matrix is formed. This new interlayer, CDQ with thin falciform cross section, affects the distribution of quantum levels of the CQD significantly.

In this paper, we study electronic states and direct light absorption in CDQs having thin falciform cross section. For the lower energy levels of the CQD, the confining potential is approximated by one-dimensional potential with variable width.

Theory

Thus, we consider an impenetrable CQD having thin falciform cross section, as shown in Fig. 1a. Potential energy
of a charged particle (an electron, or a hole) has the following form:

\[ U(x, y, z) = \begin{cases} 0; & x^2 + (y + y_1)^2 \geq R_1^2 \land x^2 + (y + y_2)^2 \leq R_2^2, \\ \infty; & \text{in the other areas} \end{cases} \]  \quad (1)

where \( R_1 = (R_0^2 + L_1^2)/2L_1 \), \( R_2 = (R_0^2 + L_2^2)/2L_2 \) are radii of two circles of the cross section, respectively, \( 2c \) is height of the cylinder, \( L_1, L_2 \) are heights of cross section segments, respectively, \( R_0 \) is the intersection point of the circles and \( X \)-axes. The motion of the charged particle in the plane of cross section is localized in the dashed area as it is shown in Fig. 1b.

In the strong size quantization (SQ) regime, the electron-hole Coulomb interaction energy is much less than the confinement energy of the CQD walls. In this regime, one can neglect the Coulomb interaction. Thus, the energy states of the electron and the hole should be determined independently. The particular shape of CQD suggests that motion of a CC in the \( Y \)-direction should be faster than that in \( X \)-direction what enables one to apply adiabatic approximation. The Hamiltonian of the system in this case has the following form:

\[ \hat{H} = -\frac{\hbar^2}{2\mu} \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right] + U(X, Y, Z). \]  \quad (2)

Being expressed through dimensionless variables, the Hamiltonian (2) may be represented as the sum of the \"fast\" and \"slow\" subsystems’ operators, \( \hat{H}_1 \) and \( \hat{H}_2 \), respectively, and, the \( Z \)-direction \( \hat{H}_3 \) operator:

\[ \hat{H} = \hat{H}_1 + \hat{H}_2 + \hat{H}_3 + U(x, y, z), \]  \quad (3)

where

\[ \hat{H}_1 = -\frac{\partial^2}{\partial y^2}, \quad \hat{H}_2 = -\frac{\partial^2}{\partial x^2}, \quad \hat{H}_3 = -\frac{\partial^2}{\partial z^2}, \]  \quad (4)

and the following notations are introduced: \( x = X/a_B, y = Y/a_B, z = Z/a_B, H = \hbar /E_R, \) with \( E_R = \hbar^2/2m_e a_B^2 \) being the effective Rydberg energy, \( a_B = \kappa \hbar^2/m_e e^2 \), the effective Bohr radius of electron, \( m_e \), the effective mass of electron, and \( \kappa \), the dielectric constant of the medium. We seek the wave function of the problem in the following form:

\[ \Psi(x, y, z) = \varphi(x)f(y;x)\chi(z). \]  \quad (5)

Due to the CQD problem symmetry, motion of the electron in the \( z \)-direction is separated. The energy is given by the following expression:

\[ e_z = \frac{\pi^2 n_z^2}{4e^2}, \quad n_z = 1, 2, \ldots, \]  \quad (6)

where \( n_z \) is the quantum number.

When the coordinate of the \"slow\" subsystem, \( x \), is fixed, the motion of the electron is localized in the one-dimensional effective potential well, having the following spatial profile:

\[ h(x) = h_2(x) - h_1(x), \]  \quad (7)

\[ h_1(x) = \sqrt{\frac{(R_0^2 + L_1^2)^2}{4L_1^2} - x^2} + L_1 - \frac{R_0^2 + L_1^2}{2L_1}, \]  \quad (8)

\[ h_2(x) = \sqrt{\frac{(R_0^2 + L_2^2)^2}{4L_2^2} - x^2} + L_2 - \frac{R_0^2 + L_2^2}{2L_2}, \]  \quad (8)

where \( L = L_2 - L_1 \) is the maximal value of CQD falciform cross section height.

The Schrödinger equation for the \"fast\" subsystem has the form

\[ f(y;x)'' + f(y;x)e_1(x) = 0. \]  \quad (9)

After simple transformations, one can obtain the following expressions for the wave function and electron energy, respectively:

\[ f(y;x) = \sqrt{\frac{2}{h_2(x) - h_1(x)}} \cos \left( \frac{\pi nh_1(x)}{h_1(x) - h_2(x)} \right) \sin \frac{\pi n}{h_1(x) - h_2(x)} \]  \quad (10)

\[ + \sqrt{\frac{2}{h_2(x) - h_1(x)}} \sin \left( \frac{\pi nh_1(x)}{h_1(x) - h_2(x)} \right) \cos \frac{\pi n}{h_1(x) - h_2(x)}. \]  \quad (10)
\[ \varepsilon_n = \frac{\pi^2 n^2}{\hbar^2(x)}, \quad n = 1, 2, \ldots, \]  

where \( n \) is the quantum number.

Here we obtain the following result: the wave functions’ amplitudes depend on geometrical parameters of the QD shape. This means that probability of the CC localization presents oscillatory behavior near the peripheral areas of CQD.

Expression (11) takes the place of the potential in the Schrödinger equation for the “slow” subsystem, but the Schrödinger equation with such effective potential is not analytically solvable. That is why we have applied adiabatic approximation, to solve this problem. Two models for the “slow” subsystem effective potentials are used.

Parabolic Approximation

The “slow” subsystem potential energy is formed by falciiform geometry of the QD cross section which allows to use adiabatic approximation. Namely, we use the condition \( |x| \ll R_0 \) which means that CC is localized in the vicinity of the geometric center of falciiform cross section. This condition holds for the low-energy states. For the higher excited energy states, the adiabatic approximation is not applicable. The energy of the “fast” subsystem is represented by the Taylor series, where linear, cubic, and other odd terms are equal to zero:

\[ \varepsilon_n = \bar{V}_{\text{par}}(x) \approx \varepsilon_n + \beta_n^2 x^2 \]  

with

\[ \varepsilon_n = \frac{\pi^2 n^2}{L^2}, \quad \beta_n^2 = \frac{\pi^2 n^2 (R_1 - R_2)}{R_1 R_2 L^3}. \]  

Condition \( L \ll R_0 \) clearly indicates that the fourth-order term is about 100 times smaller than the quadratic term. Here it should be noted that the origin of the quadratic potential is due to the fact that the width of one-dimensional effective potential well is a variable quantity.

Expression (12) plays the role of the effective potential in the Schrödinger equation for the “slow” subsystem:

\[ \phi''(x) + (\varepsilon - \varepsilon_n - \beta_n^2 x^2) \phi(x) = 0. \]  

Solving this equation, we obtain the expressions for the CC wave function and energy:

\[ \phi(x) = e^{-\frac{x^2}{2}} H_N \left( \sqrt{\beta_n} x \right), \]  

\[ \varepsilon = \varepsilon_n + 2 \beta_n \left( N + \frac{1}{2} \right), \quad N = 0, 1, 2, \ldots \]  

where \( H_N(\sqrt{\beta_n} x) \) are Hermit polynomials, and \( N \) is oscillatory quantum number.

Modified Pöschl-Teller Potential Approximation

As it was mentioned above, the adiabatic approximation is applicable for calculation of lower levels of the energy spectrum. Parabolic potential, obtained by use of Taylor series of the energy expression for the “fast” subsystem, gives rise to a set of equidistant energy levels in spectrum. It is notable that each energy level of the “fast” subsystem has its own set of equidistant levels with gaps depending on the quantum number of the particular “fast” subsystem. However, only two or three lower energy levels are split into equidistant level subsystems; for higher levels of the “fast” subsystem the sublevels are not equidistant any more.

We suggest a more realistic model of one-dimensional effective potential which we represent in the form of modified Pöschl-Teller potential (see Fig. 2) [11, 12]. In dimensionless quantities, this potential has the following form:

\[ \varepsilon_n = \bar{V}_{\text{pt}}(x) = \frac{\pi^2 n^2}{L^2} - \frac{\Lambda (\Lambda - 1)}{\gamma^2 (\chi(x) \gamma)^2} + \frac{\Lambda (\Lambda - 1)}{\gamma^2}. \]  

Here \( \Lambda \) and \( \gamma \) are parameters describing the depth and width of corresponding quantum well, respectively. Note that they depend on the quantum number \( n \) of the “fast” subsystem. Choice of this particular potential is explained by the fact that the Taylor expansion of potential (17) for small values of the \( x \)-coordinate is parabolic as it is the case for (12) also. On the other hand, at higher values of the \( x \)-coordinate the discrepancy of the Pöschl-Teller potential from parabolic one is increasing. Thus, violation of equidistance of energy levels of “slow” subsystem can be taken into account.

The one-dimensional Schrödinger equation with the Pöschl-Teller potential reads:

\[ \phi''(x) + \left( \varepsilon - \varepsilon_n - \beta_n^2 x^2 \right) \phi(x) = 0. \]
\[ \phi''(x) + \left( e - \frac{\pi^2 n^2}{(L_2 - L_1)^2} \frac{\lambda(\lambda - 1)}{\gamma^2} + \frac{\lambda(\lambda - 1)}{\gamma^2 (ch(x/\gamma))^2} \right) \phi(x) = 0. \] (18)

We adopt the following notation:

\[ k^2 = e - \frac{\pi^2 n^2}{L^2} - \frac{\lambda(\lambda - 1)}{\gamma^2} \]

thus reducing Eq. 18 to the following one [12]:

\[ \phi'' + \left( k^2 + \frac{\lambda(\lambda - 1)}{\gamma^2 (ch(x/\gamma))^2} \right) \phi = 0. \] (20)

A series of transformations results in the following expressions for the wave function and energy spectrum of CC:

\[ \phi(x) = ch^l \left( \frac{x}{\gamma} \right) \left[ C_1 \cdot 2F_1 \left( u, v, \frac{1}{2}, 1 - ch^2 \left( \frac{x}{\gamma} \right) \right) + C_2 \left( 1 - ch^2 \left( \frac{x}{\gamma} \right) \right)^{1/2} \cdot 2F_1 \left( u + \frac{1}{2}, v + \frac{1}{2}, \frac{3}{2}, 1 - ch^2 \left( \frac{x}{\gamma} \right) \right) \right] \]

\[ \epsilon = \frac{(\lambda - 1 - n)^2}{\gamma^2} + \frac{\pi^2 n^2}{L^2} + \frac{\lambda(\lambda - 1)}{\gamma^2}, \] (22)

where \( u = \frac{1}{2}(\lambda - \gamma k) \) and \( v = \frac{1}{2}(\lambda + \gamma k) \), \( C_1 \) and \( C_2 \) are normalization constants, \( 2F_1(a, b, c; x) \) is the hypergeometric function. For small values of the coordinate \( x \), the potential (17) takes the form

\[ V_{pt}(x) \approx \frac{\pi^2 n^2}{L^2} + \frac{\lambda(\lambda - 1)x^2}{\gamma^4}. \] (23)

Further, solution to the Schrödinger equation for the “slow” subsystem with the potential (23) is completely similar to the procedure with parabolic potential considered above. As a result, we arrive at the following expression for the equidistant energy spectrum of a CC:

\[ \epsilon = \alpha_n + 2 \sqrt{\frac{\lambda(\lambda - 1)}{\gamma^2}} \left( N + \frac{1}{2} \right), \quad N = 0, 1, 2, \ldots \] (24)

which perfectly agrees with the result (16).

**Direct Interband Light Absorption**

Now, we consider direct interband light absorption by CQD with thin faliciform cross section, in the strong SQ regime. This means that the conditions \( L \ll \{a_B^e, a_B^h\} \) are satisfied, where \( a_B^e \) is an effective Bohr radius of the electron (or the hole). We consider the case of a heavy hole, when \( m_e \ll m_h \), with \( m_e \) and \( m_h \) being the effective masses of the electron and hole, respectively. Under conditions of one-electron band theory approximation, the absorption coefficient is given by the expression [13]:

\[ K = A \sum_{\nu \nu'} \left| \Psi_{\nu}^e \psi_{\nu}^h \right|^2 \delta \left( h\Omega - E_{\nu} - E_{\nu}^e - E_{\nu}^h \right), \] (25)

where \( \nu \) and \( \nu' \) are sets of quantum numbers corresponding to the electron and heavy hole, \( E_{\nu} \) is the forbidden gap width in the bulk semiconductor, \( \Omega \) is the incident light frequency, and \( A \) is a quantity proportional to the square of matrix element in decomposition over Bloch functions.

We have performed numerical simulations for a QD consisting of GaAs with the following parameters: \( m_e = 0.067 m_0, \ m_h = 0.12 m_0, \ E_R = 5.275 \text{ meV}, \ a_B^e = 104 \text{ Å}, \ E_g = 1.43 \text{ eV}, m_0 \) is a free electron mass. Finally, for the parabolic case for the quantity \( K \) and, absorption edge (AE) we obtain, respectively,

\[ K = A \sum_{n,n'} \left( h\Omega - E_{\nu} - E_{\nu}^e - E_{\nu}^h \right), \] (26)

\[ W_{110} = 1 + \frac{\pi^2 d^2}{4 c^2} + \pi d^2 L^2 + 2\pi \sqrt{\frac{R_2 - R_1}{R_1 R_2}} \] (27)

where \( W_{110} = h\Omega_{110}/E_g, \) \( I_{n,n'} \) is an integral quantity (see Appendix 1). Here we use expression \( d = h/\sqrt{2}\mu E_g \) as a length unit, where \( \mu = m_e m_h/(m_e + m_h) \) is the reduced mass of the electron and hole.

Selection rules in the case of the parabolic potential appear to be as follows: \( n_e = n'_e \). For other quantum numbers transitions between the corresponding levels are admissible. Note that in the limit case when \( L_1 \rightarrow 0 \) the faliciform cross section becomes a segment of a circle and we arrive at the following well-known result: the transitions are allowed between the energy levels having quantum numbers in \( z \)-direction \( n_z = n'_z \), in \( y \)-direction, \( n = n' \) and, different parity (see [8]). In the oscillatory quantum number values, transitions are allowed between the levels either having \( N = N' \) and equal parity quantum numbers, \( N = N' = 2t \). Partial reduction of number of selection rules in the case of faliciform cross section of cylindrical-well QD is due to oscillatory character of the dependence of wave function’s amplitude (10) on cross section parameters of the QD. Obviously, that transition to the limit \( L_1 \rightarrow 0 \) is equivalent to the limit \( h_1(x) \rightarrow 0 \) in expression (10). Thus, the oscillatory character of dependence of the wave function amplitude [see (10)] on cross section parameters of QD is canceled. In other words, the electron and hole wave functions’ overlap integral in the faliciform cross section plane is always nonzero, a fact which partially reduces the selection rules’ number.

It is worth mentioning that in the case of cylindrical QD with circular cross section considered in the paper [14], the

\[ \text{Springer} \]
transitions are allowed between the energy levels with quantum numbers \( m = -m', n_z = n_z' \), where \( m \) is magnetic quantum number in the plane of cross section.

In the case of modified Pöschl-Teller potential, for the quantity \( K \) and \( AE \) we obtain

\[
K = A \sum_{n,N,N'} J_{n,N,N'} \delta(h\Omega - E_{k} - E_{\gamma})
\]

\[
W_{110} = \frac{\pi^2}{4} \frac{d^2}{\rho^2} + \frac{\pi^2}{L^2} (\lambda - 2)^2 \frac{d^2}{\gamma^2} + \lambda(\lambda - 1) \frac{d^2}{\gamma^2}
\]

where \( W_{110} = h\Omega_{110}/E_{k}, J_{n,N,N'} \) is an integral quantity (see Appendix 1). In this case the same selection rules for quantum numbers are valid, as in the case of parabolic approximation.

**Discussion of Results**

As one can see from the CC energy spectrum expressions (16) and (24), the energy levels inside the CQD with falciform cross section are equidistant. More precisely, each level of the “fast” subsystem has its own family of equidistant energy levels created by the “slow” subsystem. As a consequence of the adiabatic approximation, this result is valid only for the low spectrum levels (i.e., small quantum numbers). Note that the CC levels are equidistant in the case when \( h_1(x) \to 0 \) also [9]. However, in the case when \( h_1(x) \neq 0 \), the wave function amplitude dependence on falciform cross section parameters is unique [see (10)]. As it is mentioned above, this dependence results in oscillatory behavior of the wave function amplitude thus affecting the overlap integrals and partially reduces the selection rules set. It is also important that approximation of one-dimensional energy expression by a modified Pöschl-Teller potential enables one to take into account the energy levels which are nonequidistant at higher energy values. One can see from Fig. 2 that the effective one-dimensional potential is well approximated by the modified Pöschl-Teller potential. As the \( x \)-coordinate grows, the discrepancy between the exact and approximate potentials becomes evident both for the modified Pöschl-Teller and parabolic potentials (see Appendix 2).

Figure 3 illustrates the dependence of the first equidistant family of CC energy in CQD potential what leads to practical coincidence with parabolic potential. Growth of the parameter \( L_1 \) results in width reduction of falciform cross section of the CQD, which in its turn increases the CC energy due to SQ. However, when decomposition of modified Pöschl-Teller potential is used, the energy levels are positioned higher than in parabolic potential approximation and their gap is increased with \( L_1 \). This fact is explained by higher SQ portion in the particle energy. One can see from Fig. 2, with increasing of \( x \)-coordinate approximated modified Pöschl-Teller potential increases faster than parabolic potential. Thus the effect of QD walls is stronger in the first case than in the second.

Figure 4 illustrates the dependence of first three energy levels of a CC on the height \( L_1 \) of the small segment in the falciform cross section, when the modified Pöschl-Teller potential approximation is used. Note that the energy levels are not more equidistant (see expression 22). As it was mentioned above, the modified Pöschl-Teller potential allows describing nonparabolic character of the CC energy, the fact clearly shown in Fig. 4. Such dependence (both in “fast” and “slow” motions) opens a sufficiently broad opportunity for using the CQD ensemble as an active medium in quantum lasers. For example, in US Patent #6541788 a method and device for converting light from a first wavelength to a second wavelength is presented, where acting objects are multilayer ellipsoidal quantum dots and lenses; it is a good example for targeting applications this research.

Figure 5 shows dependence of light absorption frequency edges for the CQD on the height \( L_1 \) of the small segment of falciform cross section under fixed values of large segment height \( L_2 \), when parabolic approximation is
used. Note that $L_1$ growth causes the AE shift to higher frequencies ("blue" shift). Thus, the contribution of SQ becomes higher as falciform width is reduced. For the same reason the curves corresponding to small $L_2$ values are positioned higher. Opposite behavior is seen in Fig. 6, where AE dependence on the large segment height $L_2$ under fixed values of small segment height $L_1$ is shown for the case when parabolic approximation is used. As expected, larger $L_2$ values cause the shift of AE to low frequencies ("red" shift). This phenomenon is explained by reduced SQ effect of QD walls when width of the falciform cross section becomes larger. The curves corresponding to small values of parameter $L_1$ are positioned below, which is also explained by reduction of confinement effect.

Finally, in Figs. 7 and 8 comparisons are given of the AE values or the falciform cross section with parameters $L_1$ and $L_2$ in the cases when parabolic and modified Pöschl-Teller potential approximations are used. One can see in the Fig. 7 that the curves converge when $L_1$ is small (broad cross section). As the height $L_1$ is increased, the AE, as it has already been mentioned, shifts to higher frequencies and the difference between the AE values observed more distinctly due to higher contribution of SQ. And vice versa,
Appendix 1

\[
I_{n,N,N'} = \int_0^\infty \exp \left\{ \frac{1}{2} \left[ \frac{\pi^2 n^2}{R_0^2 + L_2^2} \frac{R_0^2 + L_2^2}{2L_2} + \frac{R_0^2 + L_2^2}{2L_2} (L_2 - L_1)^3 \right] x^2 \right\} H_N^2 \left( \sqrt{\frac{R_0^2 + L_2^2}{2L_2} - \frac{R_0^2 + L_2^2}{2L_2}} \right)^2 dx
\]

In the paper, we have successfully modeled by modified Pöschl-Teller potential, which makes possible an account of the real potential divergence from the parabolic potential. The effect of the former potential which we developed in Taylor series for the lower energy levels of CC (provided that the particle is localized in the cross section center of CQD) has been compared in the paper with the effect of purely parabolic potential. Direct interband light absorption by CQD having falciform cross section has been analyzed. The oscillatory dependence of the effective one-dimensional motion wave function amplitudes on geometric parameters of the cross section has shown lead to partial reduction of selection rules in light absorption process.

Cylindrical quantum lenses and especially falciform CQDs, as a more realistic nanostructures with account of nonparabolicity of forming potential, have various commercial applications. For example, they are widely used in large two-dimensional focal plane arrays in the mid- and far infrared (M&FIR) region. They also have important applications at pollution detection, thermal imaging object location and remote sensing as well as infrared imaging of astronomical objects.
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Appendix 2

Estimation of Relative Energy Error at Adiabatic Approximation

Let us define relative error for one-dimensional energy as ratio $\frac{V_{\text{Real}}(x) - e_{\text{Par}}^{\text{PT}}(x)}{V_{\text{Real}}(x)}$, where $V_{\text{Real}}(x)$ is exact calculated energy of CC in one-dimensional quantum well, $e_{\text{Par}}^{\text{PT}}(x)$ is interpolated Taylor series of adiabatic approximated energy of CC and $e_{\text{Par}}^{\text{PT}}(x) = x_1 - \frac{f(x)}{n(n-1)} + \frac{f(x)}{n^2}$ is the Pöschl-Teller approximated energy of CC, respectively. This estimation approach can be used as a useful tool for designing objects for practical applications from theoretically modeled samples. According to Fig. 9, at utilization of the adiabatic approximation the magnitude of the error comprises $10^{-4}$ what demonstrates the high accuracy one attains at implementation of this approximation.

$$J_{e,N,N} = \left| \frac{h_2(x) + h_1(x) - \frac{(h_1(x) - h_1(x))}{2n}}{h_2(x) - h_1(x)} \sin \left( \frac{h_1(x) + h_1(x)}{2n} \frac{2n}{h_1(x) - h_1(x)} \right) \right|^2$$

$J_{e,N,N}$ is the relative energy error at adiabatic approximation.
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