Orientation-Dependent Pinning and Homoclinic Snaking on a Planar Lattice
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Abstract. We study homoclinic snaking of one-dimensional, localized states on two-dimensional, bistable lattices via the method of exponential asymptotics. Within a narrow region of parameter space, fronts connecting the two stable states are pinned to the underlying lattice.Localized solutions are formed by matching two such stationary fronts back-to-back; depending on the orientation relative to the lattice, the solution branch may “snake” back and forth within the pinning region via successive saddle-node bifurcations. Standard continuum approximations in the weakly nonlinear limit (equivalently, the limit of small mesh size) do not exhibit this behavior, due to the resultant leading-order reaction-diffusion equation lacking a periodic spatial structure. By including exponentially small effects hidden beyond all algebraic orders in the asymptotic expansion, we find that exponentially small but exponentially growing terms are switched on via error function smoothing near Stokes lines. Eliminating these otherwise unbounded beyond-all-orders terms selects the origin (modulo the mesh size) of the front, and matching two fronts together yields a set of equations describing the snaking bifurcation diagram. This is possible only within an exponentially small region of parameter space—the pinning region. Moreover, by considering fronts orientated at an arbitrary angle \( \psi \) to the \( x \)-axis, we show that the width of the pinning region is nonzero only if \( \tan \psi \) is rational or infinite. The asymptotic results are compared with numerical calculations, with good agreement.
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1. Introduction. The phenomenon known as homoclinic snaking, referring to the existence of a multiplicity of localized solutions within a narrow region of parameter space, has been observed in a wide variety of experimental and theoretical contexts [3, 22, 39, 48, 53] and has been the subject of much research over the past decade or so [14, 25, 35]. While much of the literature is focused on continuous systems, snaking also occurs in discrete problems [50]. One pertinent physical example which has received much recent attention is nonlinear optics [7, 20, 29, 51, 54, 57, 58], not least due to the potential use of “cavity solitons” as a basis for purely optical information storage and processing [46]. Furthermore, snaking has recently been observed in a model of plant hormone distribution [27]; although this is the only such example we have been able to find, the methods therein, as well as those of the present work and, for example, [50], are applicable to a wide class of problems, and so we expect there to be many more instances of snaking in problems pertaining to cellular biology waiting to be discovered.
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From a purely theoretical perspective, there are two main advantages to studying snaking in a discrete context. First, numerical calculations are much more straightforward, with no need to discretise the system. Second, snaking is found in second-order systems, in contrast to the continuous case in which a fourth-order system is necessary (e.g., the Swift–Hohenberg equation [4, 8, 49]). This is significant: the bifurcation diagrams in both cases are remarkably similar, and so discrete problems provide a relatively simple context in which to study the snaking phenomenon analytically. This will facilitate the analysis of more complicated snaking phenomena than have heretofore been considered, in particular the move from one dimension to two [2, 20, 40, 41, 50], one of the major challenges in snaking theory [35]. In the present work we take a first step toward higher-dimensional snaking by considering fronts (the building blocks of localized solutions) which are oriented at an arbitrary angle $\psi$ relative to the lattice; we refer to such solutions as having been “rotated into the plane.” We will show that the width of the snaking region in parameter space depends discontinuously on the front orientation, vanishing when $\tan \psi$ is irrational. A similar result was recently derived by Kozyreff and Chapman [37] for a wide range of continuous problems exhibiting a Turing instability to a hexagonal pattern. The more general findings of [37] are complemented by the present work, being a much more detailed study of a closely related problem (i.e., a square lattice rather than a hexagonal pattern). In particular, we present a full asymptotic description of the snaking bifurcation diagram, a feature lacking from [37], along with a more complete formula for the width of the snaking region; our results therefore confirm the general claims made in [37].

In one dimension, localized solutions (homoclinic connections) in bistable systems are constructed by gluing together stationary back-to-back fronts (heteroclinic connections) between the two stable states [4]. Although in general fronts drift, for a certain range of parameter values they pin to the underlying lattice and are stationary. The periodic structure provides an energy barrier; within the pinning region, fronts lack sufficient energy to de-pin, and, as they are stationary, can be used to construct localized solutions. Outside the pinning region, back-to-back fronts either annihilate one another or grow so the localized patch fills the entire domain, depending on the direction of drift. Pinning of fronts is a well-known feature of discrete problems, observed theoretically in models of nerve cells [13], discrete reaction-diffusion systems [28] and elastic crystals [12, 34], and experimentally in coupled chemical reactors [38], to name a few examples. To our knowledge, the associated homoclinic snaking has only been studied explicitly in a model of plane hormone distribution [27]; however, it occurs as a direct consequence of the pinning of fronts and therefore will be readily observable in other such systems.

The localized solution branches bifurcate from the primary, constant solution branch, becoming progressively more localized until they enter the pinning region (where they comprise back-to-back fronts) and begin to snake, turning back and forth between two asymptotes via successive saddle-node bifurcations [4, 8, 9]. Typically, snaking branches occur in pairs; both have reflection symmetry, but one branch is centered on a lattice point (site-centered) and the other is centered midway between two consecutive points (bond-centered). These are linked by “rungs” of asymmetric solutions. This structure is nearly identical to the continuous case [4, 10], although the symmetries of the snaking solutions are different; note that in continuous systems, pinning is due to slowly varying fronts locking to underlying fast spatial oscillations [17, 26], rather than to a lattice.
A typical differential-difference equation on the plane is

\[
\frac{\partial u}{\partial t} = \Delta u - \epsilon^2 F(u; r),
\]

where \( u \equiv u(x, y, t) \) for \((x, y, t) \in \mathbb{Z}^2 \times [0, \infty) \). Here \( F(u; r) \) is some nonlinear function of \( u \) incorporating a bifurcation parameter \( r \), which we assume to be bistable, allowing two stable states, and \( \epsilon \) is some scaling which we will take to be small in our asymptotic analysis. The difference operator \( \Delta \) comprises the nearest-neighbor stencil

\[
\Delta u(x, y, t) : = u(x + 1, y, t) + u(x - 1, y, t) + u(x, y + 1, t) + u(x, y - 1, t) - 4u(x, y, t).
\]

Although we have here given a specific \( \Delta \), our methods are also applicable to a reasonably general class of difference operators; see section 10 for a discussion of snaking on a hexagonal lattice. Equation (1.1) is the discrete analogue of the reaction-diffusion equation

\[
\frac{\partial u}{\partial T} = \left( \frac{\partial^2}{\partial X^2} + \frac{\partial^2}{\partial Y^2} \right) u - F(u; r),
\]

where we define the slow variables \((X, Y, T) = (\epsilon x, \epsilon y, \epsilon^2 t) \in \mathbb{R}^2 \times [0, \infty) \); in other words, (1.1) is the discrete approximation of (1.3) using second-order finite differences with a mesh spacing of \( \epsilon \). Note, however, that (1.3) is invariant under arbitrary rotations in the plane, while (1.1) is not.

The formulation (1.1) corresponds to scaling the system close to bifurcation, an approach common to nonlinear dynamical treatments of continuous systems (cf. \cite{9, 17, 26} for snaking examples, and \cite{23} for a comprehensive review of others). This is equivalent to the limit of small mesh spacing, but we shall continue to use the language of nonlinear dynamics in order to facilitate comparison with other work on snaking. We note that a specific choice of nonlinearity may require rescaling of \( u \) and \( r \) before the system is in the form (1.1), as we shall see in section 9, where we apply our general results to the specific examples of Figures 1 and 2.

Two different snaking scenarios for (1.1) with \( u \equiv u(x) \) in the periodic domain \( x \in [0, d] \) with \( d = 50 \) are shown in Figures 1 and 2. Figure 1 is the result of setting \( F = -r - 2u + u^3 \); here bistability is the product of a pair of saddle-node bifurcations which together form an S-shaped solution curve. An alternative scenario is seen in Figure 2, which shows the bifurcation diagram and example solutions for \( F = -ru - 3u^3 + u^5 \). In this case, bistability is due to a subcritical pitchfork bifurcation followed by a saddle-node, analogous to the cubic-quintic Swift–Hohenberg equation \cite{9, 26}. The solution measure used is \( \sum_{x=0}^{d} u(x) \); although not a norm in the strict sense, this choice is motivated by the desire that the visual representation of each loop of the snake is distinct in the first example. We remark that the second example is invariant under the reflection \( u \rightarrow -u \), and so Figure 2 can be reflected in the \( r \)-axis, while the first is invariant under the rotation in phase-space \((u, r) \rightarrow (-u, -r)\), and so there exists a second set of snaking curves emerging near the upper saddle-node in Figure 1. In an infinite domain, the snaking curves continue indefinitely as the localized patch grows; in a finite domain, the snaking curves leave the pinning region and reconnect to the constant solution branch when the fronts near the domain boundaries \cite{5, 24}. We will apply the analytical results derived in the present work to both these examples in section 9.
Figure 1. Numerical solutions of (1.1) with $u \equiv u(x)$ and $\epsilon^2 F(u; r) = -r - 2u + u^3$ on the domain $x \in [0, d]$ with $d = 50$. Left: bifurcation diagram showing the double saddle-node bifurcation of the constant solution and the snaking of the symmetric localized solutions within the region of bistability. For clarity, we omit the asymmetric “rung” solution branches in this panel. Center: a zoomed-in view of the pinning region, rungs included. Thick (thin) lines indicate stable (unstable) solutions; we do not show stability of the snaking curves in the left-hand panel. Right: example solutions, zoomed in to the range $x \in [15, 35]$. Labels indicate the position of each solution in the snaking diagram shown in the center panel. (a)–(c) are site-centered solutions, (d) is a bond-centered solution, and (e) is an asymmetric rung solution.

Figure 2. Numerical solutions of (1.1) with $u \equiv u(x)$ and $\epsilon^2 F(u; r) = -r u - 3u^3 + u^5$ on the domain $x \in [0, d]$ with $d = 50$. Left: bifurcation diagram showing the subcritical pitchfork and subsequent saddle-node bifurcation of the constant solution and the snaking of the symmetric localized solutions within the region of bistability. For clarity, we omit the asymmetric rung solution branches in this panel. Center: a zoomed-in view of the pinning region, rungs included. Thick (thin) lines indicate stable (unstable) solutions; we do not show stability of the snaking curves in the left-hand panel. Right: example solutions, zoomed in to the range $x \in [15, 35]$. Labels indicate the position of each solution in the snaking diagram shown in the center panel. (a)–(c) are site-centered solutions, (d) is a bond-centered solution, and (e) is an asymmetric rung solution.

In the present work, we shall analyze the discrete snaking phenomenon via the method of exponential asymptotics [1, 6, 45]. In a nutshell, this involves the calculation of exponentially small terms hidden beyond all algebraic orders in a divergent asymptotic expansion. If the expansion is truncated optimally, that is, after the least term, the resultant remainder is exponentially small. Careful analysis then indicates that the maximal change in the remainder occurs at certain lines in the complex plane emanating from singularities of the leading-order solution—Stokes lines. This rapid change manifests itself as the variation from zero to nonzero of the coefficient of a complementary function to the remainder equation; the
variation is confined to a narrow layer around the Stokes line (the Stokes layer) and usually takes the form of an error function \([6, 15, 45]\). Although exponentially subdominant to the leading-order solution when “switched on” in this manner, the remainder is often of profound importance to the solution as a whole. Applications of the method include uniformly valid asymptotic approximations of integrals \([6, 45]\), travelling waves \([1]\), flow past submerged bodies \([18, 19, 42]\), shock formation \([16]\), and waves formed in the wake of ships \([52]\).

In the current context, we shall find that the remainder is exponentially growing as the spatial variable tends to \(\pm \infty\); eliminating such unbounded terms fixes the origin of a stationary front with respect to the lattice. This is precisely the pinning mechanism by which the snakes-and-ladders bifurcation diagram is generated. Furthermore, following previous work on snaking in the (continuous) Swift–Hohenberg equation \([17, 26]\), the inclusion of an exponentially small deviation from the Maxwell point leads to a relation between the physical origin of the front and the distance from the Maxwell point in parameter space, which can only be satisfied within a certain exponentially small region—the pinning region. Armed with the full asymptotic expansion for a stationary front, we are able to match back-to-back fronts. The resultant matching conditions provide a set of formulae which fully describe the snakes-and-ladders bifurcation structure of the pinning region. Previous work by King and Chapman \([34]\) described the pinning of fronts in a purely one-dimensional system; however, they did not study snaking explicitly, nor did they consider the rotation of solutions into the plane. In addition, we include a more general parameter-dependence in our lattice equation (1.1). Thus the current calculation represents a significant extension of that work.

We remark that a beyond-all-orders analysis of discrete fronts has been carried out by Hwang, Akylas, and Yang in \([32]\) using a different method than that employed here or in \([34]\), following \([55, 56]\); see also work by Keener \([33]\). The two approaches also differ in that discrete effects in that work were modeled by allowing a coefficient of the system to vary periodically in space, rather than through a difference operator as is the case here. We expect our method to be equally applicable to both means of modelling discreteness. An incomplete analysis \([21]\) of discrete snaking phenomena has also been performed in a nonautonomous system similar to that in \([32]\); this fails to fully describe the snakes-and-ladders bifurcation because it does not consider exponentially small effects. Moreover, none of these studies considered solutions rotated into the plane; we believe the present work to be the first full asymptotic description of orientation-dependent pinning of stationary fronts, and of the resultant homoclinic snaking of localized solutions. We note that orientation-dependent pinning has been studied by several authors from a dynamical systems perspective \([30, 31, 43]\) but remains an open problem. The present work complements these existing results, allowing us to observe the pinning mechanism explicitly and to derive an asymptotic relationship between the orientation of the front and its pinning region.

We begin in section 2 by discussing the effects of rotating a one-dimensional localized solution into the plane, before defining some properties of the leading-order front in section 3, after which we perform a partial analysis of the remainder of the truncated asymptotic expansion in section 4. We then calculate the late terms in the expansion in section 5, allowing us to calculate the remainder in full in section 6. This leads to a formula for the snaking width in section 7 and an asymptotic description of the snaking bifurcation diagram in section 8. Section 9 sees the application of our general results to two specific examples, and comparison
with numerical results. This is followed in section 10 by a brief discussion of how our results may be applied to a problem posed on a hexagonal lattice. We conclude in section 11.

2. Rotation into the plane. The solutions to (1.1) shown in Figures 1 and 2 are functions of $x$ only. Matters become somewhat more complicated when such one-dimensional solutions are rotated into the plane. Because the continuous analogue (1.3) of (1.1) is invariant under rotations, an arbitrarily rotated solution remains a solution. This is not so in a discrete problem. Consider a one-dimensional solution of (1.1); in order to incorporate arbitrary orientation with respect to the lattice, we define

\begin{equation}
(2.1) \quad z = x \cos \psi + y \sin \psi, \quad \psi \in [0, 2\pi),
\end{equation}

and write $u \equiv u(z,t)$. The angle $\psi$ is measured anticlockwise from the positive $x$-axis. The difference operator (1.2) is therefore rendered

\begin{equation}
(2.2) \quad \Delta u(z,t) = u(z + \cos \psi, t) + u(z - \cos \psi, t) + u(z + \sin \psi, t) + u(z - \sin \psi, t) - 4u(z,t).
\end{equation}

Thus $\psi$ retains an explicit presence in the rotated, one-dimensional version of (1.1), in contrast to its continuous analogue (1.3), and solutions depend parametrically on their orientation $\psi$.

In particular, fronts cannot pin to the lattice if the tangent of the angle of orientation is irrational, for reasons we shall elucidate presently. In such a case the width of the pinning region collapses to zero. This phenomenon has been the subject of much study from a dynamical systems point of view [30, 31, 43]. The present calculation complements the more general results derived in such work, allowing us to observe explicitly the pinning mechanism and the vanishing of the pinning region at irrational orientations and to derive asymptotic formulae for the width of the pinning region and the resultant snaking bifurcation diagram.

The importance of the rationality of $\psi$ can be understood by considering the spatial domain of (2.2), which is the countable set

\begin{equation}
(2.3) \quad \Psi := \{ x \cos \psi + y \sin \psi \mid (x,y) \in \mathbb{Z}^2 \}.
\end{equation}

We also define the extended set of rational numbers

\begin{equation}
(2.4) \quad \mathbb{Q}_\infty := \mathbb{Q} \cup \{ \pm \infty \},
\end{equation}

assigning $\tan(\pm \frac{\pi}{2}) = \pm \infty$. If $\tan \psi \in \mathbb{Q}_\infty$, then we can set

\begin{equation}
(2.5) \quad \tan \psi = \frac{m_2}{m_1}, \quad (m_1, m_2) \in \mathbb{Z}^2 \backslash \{(0,0)\}, \quad \gcd(|m_1|, |m_2|) = 1,
\end{equation}

without loss of generality, in which case

\begin{equation}
(2.6) \quad \Psi = \left\{ \frac{m_1 x + m_2 y}{\sqrt{m_1^2 + m_2^2}} \bigg| (x,y) \in \mathbb{Z}^2 \right\}.
\end{equation}

Since $m_1 x + m_2 y$ is an integer, $\Psi$ describes a one-dimensional lattice with a well-defined lattice spacing of $(m_1^2 + m_2^2)^{-1/2}$. Infinitely many points of the actual (two-dimensional) lattice are mapped to each point of this effective lattice $\Psi$, with the value of $u$ at the actual lattice point
(x, y) being equal to that of u at the (m_1x + m_2y)th effective lattice point, as indicated in Figure 3.

In contrast, if tan ψ / ∈ Q_∞, i.e., is irrational and finite, then Ψ is a dense (and countably infinite) set. As a consequence, any point on the real line is arbitrarily close to a point in Ψ. Thus there is no well-defined lattice spacing for irrational tan ψ, without which a front cannot pin to the lattice. We therefore expect one-dimensional snaking to occur only when tan ψ is rational or infinite, i.e., when tan ψ ∈ Q_∞.

3. Setting up the beyond-all-orders calculation. Focusing now on one-dimensional solutions rotated into the plane, we write \( u \equiv u(z, t) \) in (1.1), yielding

\[
\frac{\partial u(z, t)}{\partial t} = \Delta u(z, t) - \epsilon^2 F(u(z, t); r),
\]

where \( z \) is defined as in (2.1) and \( \Delta u(z, t) \) is given in (2.2). Note that (3.1) has continuous analogue

\[
\frac{\partial u}{\partial T} = \frac{\partial^2 u}{\partial Z^2} - F(u; r),
\]

where

\[
Z = \epsilon (z - z_0).
\]

We include the (constant) origin \( z_0 \) in order to enable the derivation of the pinning mechanism later on; although the continuous equation (3.2) is invariant under translations in space, the discrete equation (3.1) is invariant only under translations by integer multiples of the effective lattice spacing \((m_1^2 + m_2^2)^{-1/2}\). Fixing \( z_0 \) therefore corresponds to the pinning of a front to the lattice. This is analogous to fixing the phase of the spatial oscillations in a continuous system [9, 26, 36, 47]. We will expand upon the significance of \( z_0 \) and the means by which it can be determined presently.
We define $u_c$ to be a constant solution of (3.1), so that $F(u_c; r) = 0$. We can investigate the stability of $u_c$ by setting $u = u_c + \hat{u}e^{\sigma t + ikz}$ in (3.1), where $k \in [0, 2\pi)$, and linearizing with $|\hat{u}| \ll 1$. Thus we obtain the growth rate equation

$$\sigma \sim -2\left[2 - \cos(k \cos \psi) - \cos(k \sin \psi)\right] - \epsilon^2 F_u(u_c; r),$$

where the subscript $u$ denotes the first derivative of $F(u; r)$ with respect to $u$. Hence $u_c$ is linearly stable provided $F_u(u_c; r) > 0$, but becomes linearly unstable to perturbations with small wavenumber $k$ as $F_u(u_c; r)$ becomes negative. We can therefore describe the dynamics of (3.1) close to bifurcation using the double limit $\epsilon \to 0$ and $k \to 0$, under which (3.4) becomes

$$\sigma \sim -k^2 - \epsilon^2 F_u(u_c; r).$$

This suggests that (3.1) evolves with the slow scales $(Z, T) = (\epsilon(z - z_0), \epsilon^2 t)$ as $\epsilon \to 0$, precisely the independent variables of the continuous analogue (3.2).

As we are interested in stationary solutions of (3.1), we now write $u \equiv u(Z)$ and expand in powers of $\epsilon^2$ as

$$u(Z) \sim N^{-1} \sum_{n=0}^{N-1} \epsilon^{2n} u_n(Z) + R_N(z, Z).$$

Note that we have truncated the expansion after $N$ terms; this is because it is divergent. As (3.6) is a singular perturbation problem, in that successively higher derivatives contribute at successive orders in $\epsilon$, the $n$th term in the expansion depends upon the derivatives of the previous terms. Therefore, if the leading-order solution has singularities (in the present context, these are bounded away from the real line), the resultant asymptotic expansion is divergent in the form of a factorial over a power and must be truncated [1, 6, 45]. In an abuse of notation, we have retained $z$-dependence in the remainder $R_N$, for reasons to be explained in section 6; we remark for now that the pinning mechanism will manifest as an interplay between the fast scale $z$ of the lattice and the slow scale $Z$ of the front. If we choose the point of truncation optimally by truncating at the point at which the expansion begins to diverge, the remainder will be exponentially small in $\epsilon$, thus allowing us to investigate exponentially small effects.

Now, the leading-order (steady) contribution to (3.6) is

$$0 = \frac{d^2 u_0}{dz^2} - F(u_0; r),$$

which is of course simply the steady version of (3.2). We shall assume that $u_0(Z)$ takes the
form of a stationary front, and hence impose the boundary conditions

\begin{equation}
    u_0 \to u_{\pm} \text{ as } Z \to \pm \infty,
\end{equation}

where \( u_{\pm} \) are stable, constant solutions of (1.1) and therefore satisfy

\begin{equation}
    F(u_{\pm}; r) = 0, \quad F_u(u_{\pm}; r) > 0.
\end{equation}

We shall also assume, without loss of generality, that \( u_- < u_+ \), as the front with opposite orientation in the plane is simply given by the rotation \( \psi \to \psi + \pi \).

In order to investigate the phenomenon of homoclinic snaking, we shall restrict our attention to the class of functions \( F(u; r) \) where front solutions to (3.8), connecting the two constant solutions \( u_{\pm} \), exist only at a particular value of the bifurcation parameter, \( r = r_M \), say. This is the Maxwell point, the point in parameter space at which travelling waves connecting \( u_- \) to \( u_+ \) have zero velocity. Because (3.8) can be integrated once, the constant solutions \( u_{\pm} \) must also satisfy its first integral; thus \( r_M \) must satisfy

\begin{equation}
    \int_{u_-}^{u_+} F(v; r_M) \, dv = 0
\end{equation}

as well as \( F(u_{\pm}; r_M) = 0 \). Note that these conditions form a system of three algebraic equations in the three unknowns \( u_{\pm} \) and \( r_M \), providing a means of determining the Maxwell point. From this we might (erroneously) infer that stationary fronts exist only at the Maxwell point, in direct contradiction of numerical results showing homoclinic snaking within a well-defined region of parameter space centered on the Maxwell point (e.g., Figures 1 and 2). A standard continuum approximation cannot reconstruct such behavior, as snaking is confined to an exponentially small distance from \( r_M \); such scales are indistinguishable using techniques based solely on algebraic powers of \( \epsilon \). Thus we must employ exponential asymptotics in order to capture the snaking phenomenon.

We remark that for some choices of \( F \), the integral condition (3.11) is satisfied without the need to impose a specific value of \( r \). For example, if we choose \( F = r \sin u, u_+ = 2\pi \) and \( u_- = 0 \), then (3.10) and (3.11) hold for all \( r > 0 \). For such an \( F \), snaking does not occur, as there is no Maxwell point and stationary front solutions to the leading-order approximation may be found across an \( O(1) \) interval of \( r \)-values rather than at a specific point. However, in such a case, fronts still pin to the lattice by selecting an origin \( z_0 \), and so much of the following calculation remains relevant.

In order to incorporate exponentially small deviations from the Maxwell point into subsequent calculations, we write \( r = r_M + \delta r \) and expand \( F(u; r) \) around \( r_M \) as

\begin{equation}
    F(u; r_M + \delta r) = F_M(u) + \delta r F_{r_M}(u) + O(\delta r^2),
\end{equation}

where we define

\begin{equation}
    F_M(u) := F(u; r_M), \quad F_{r_M}(u) := \frac{\partial F}{\partial r} \bigg|_{r=r_M}.
\end{equation}

We assume that \( F_{r_M} \neq 0 \) for simplicity, but note that the present work may in principle be extended to choices of \( F \) whose first nonzero derivative with respect to \( r \) at the Maxwell point
is of higher order. $\delta r$ is thus the bifurcation parameter we shall use to describe the snaking bifurcations; it will turn out to be exponentially small. In principle, one should also include further algebraic corrections to the Maxwell point by writing $r = r_M + \epsilon^2 r_2 + \cdots + \epsilon^{2N-2} r_{2N-2} + \delta r$; each of the $r_j$ can be fixed by successive solvability conditions at successive orders in $\epsilon^2$ (cf. the derivation of higher-order corrections to the Maxwell point in the Swift–Hohenberg equation in [17, 26]). However, only the leading-order term $r_M$ and the exponentially small remainder $\delta r$ are important to the present calculation, so we shall not discuss such algebraic terms further.

We remark that the instability of $u_c$ to modes with small wavenumber is in contrast to the equivalent situation in, for example, the Swift–Hohenberg equation, in which the zero solution loses stability to modes with wavenumber $\pm 1$ [9]; such an instability is pattern-forming and produces a spatial structure to which fronts may pin. No such pattern-forming mechanism is present in the second-order equation (3.2). Hence there is no spatial structure and nothing for a front to pin to. Therefore, the leading-order continuum approximation (3.2) of (3.1) does not exhibit snaking. However, snaking persists in numerical computations of (3.1) even very close to bifurcation, indicating that the continuum approximation (3.2) does not tell the whole story. This discrepancy can be resolved by incorporating higher-order effects in the asymptotic solution to (3.1), in particular those which are exponentially small [17, 26, 34].

The present calculation is in some respects simpler than analogous work in the Swift–Hohenberg equation [17, 26]. For instance, the appropriate method for studying continuous pattern formation near onset is that of multiple scales, rather than the relatively simpler continuum approximation employed in discrete problems. Moreover, the nonlinearities present in the Swift–Hohenberg equation lead to an ever-increasing number of harmonics $e^{ikz}$ at successive orders in $\epsilon$, with the obvious consequence of an ever-increasing number of equations determining their coefficients. That said, the Taylor expansion of slow differences results in what is in effect an infinite-order differential equation, with successively higher derivatives contributing at successive orders in $\epsilon$, and so the current calculation is not without its own complexities.

4. The remainder equation. Although we are not yet in a position to solve for the remainder, we are able to determine much information about it. The leading-order equation for $R_N$ is

\begin{equation}
\Delta R_N(z, Z) - \epsilon^2 F'_M(u_0(Z)) R_N(z, Z) \sim \epsilon^2 \delta r F_{r,M}(u_0(Z)) + \text{forcing due to truncation},
\end{equation}

where

\begin{equation}
\Delta R_N(z, Z) = R_N(z + \cos \psi, Z + \epsilon \cos \psi) + R_N(z - \cos \psi, Z - \epsilon \cos \psi) + R_N(z + \sin \psi, Z + \epsilon \sin \psi) + R_N(z - \sin \psi, Z - \epsilon \sin \psi) - 4 R_N(z, Z),
\end{equation}

and the exact scalings of $R_N$ and $\delta r$, although exponentially small, are yet to be determined. The left-hand side of (4.1) is simply the linearization of the steady version of (3.1) around $u_0$; the first term on the right-hand side is due to the linearization of $F(u; r)$ about the Maxwell point as in (3.12), while the second is the result of the truncation of the asymptotic series after $N$ terms in (3.7). The forcing due to truncation is at present unknown, since we do not yet
possess an expression for the large-$n$ terms in (3.7). However, we are able at this point to derive the complementary functions of (4.1). It is these which will be switched on as Stokes lines are crossed. Furthermore, we can determine the forcing due to the deviation $\delta r$ from the Maxwell point and see how the combination of this integral and the complementary functions lead to a solvability condition on the leading-order front. The derivation of the precise solvability condition requires the large-$n$ terms; these we calculate in section 5, allowing us to evaluate the at-present undetermined forcing in (4.1) and carry out the full beyond-all-orders calculation for $R_N$ in section 6.

As (4.1) is linear, and autonomous with regard to the fast scale $z$, we can look for a solution to the homogeneous equation of the form

$$ R_N(z, Z) = e^{i\kappa z} S_N(Z) + \text{c.c.} \tag{4.3} $$

for some eigenvalue $\kappa \in \mathbb{C}$, and Taylor expand the slow-scale differences in powers of $\epsilon$. After cancellation of the common factor $e^{i\kappa z}$, this results in

$$ 2 \left[ \cos(\kappa \cos \psi) + \cos(\kappa \sin \psi) - 2 \right] S_N + 2i \epsilon \left[ \cos \psi \sin(\kappa \cos \psi) + \sin \psi \sin(\kappa \sin \psi) \right] S'_N $$

$$ + \epsilon^2 \left[ \cos^2 \psi \cos(\kappa \cos \psi) + \sin^2 \psi \cos(\kappa \sin \psi) \right] S''_N - \epsilon^2 F'_M(u_0(Z)) S_N = O \left( \epsilon^3 S_N \right). \tag{4.4} $$

Expanding $S_N$ as

$$ S_N(Z) = S_{N,0}(Z) + \epsilon S_{N,1}(Z) + \epsilon^2 S_{N,2}(Z) + \cdots, \tag{4.5} $$

then, if $S_{N,0}$ is to be nonzero, we obtain at $O(S_N)$ the condition

$$ \cos(\kappa \cos \psi) + \cos(\kappa \sin \psi) - 2 = 0. \tag{4.6} $$

Real solutions to (4.6) are given by $\kappa \cos \psi = 2M_1 \pi$ and $\kappa \sin \psi = 2M_2 \pi$ for any $(M_1, M_2) \in \mathbb{Z}^2$; these exist only when $\tan \psi \in \mathbb{Q}_\infty$. Hence there are no real, nonzero solutions to (4.6) for irrational $\tan \psi$; however, in general there exist complex solutions to (4.6) for both rational and irrational $\tan \psi$. If $\tan \psi \in \mathbb{Q}_\infty$ and $\kappa \in \mathbb{R}$, we may therefore set

$$ \cos \psi = \frac{m_1}{\sqrt{m_1^2 + m_2^2}}, \quad \sin \psi = \frac{m_2}{\sqrt{m_1^2 + m_2^2}}, \quad (m_1, m_2) \in \mathbb{Z}^2 \setminus \{(0, 0)\}, \quad \gcd(|m_1|, |m_2|) = 1, \tag{4.7} $$

without loss of generality. This then gives

$$ \kappa = 2M\pi \sqrt{m_1^2 + m_2^2}, \quad M \in \mathbb{Z}. \tag{4.8} $$

Of particular note are the axes and principal diagonals, given by $\psi = \frac{k\pi}{4}$, $k \in \{0, 1, \ldots, 7\}$. These correspond to the cos $\psi$ having unit modulus and sin $\psi$ vanishing, or vice versa, or both cos $\psi$ and sin $\psi$ having modulus $1/\sqrt{2}$. In each of these eight instances, (4.8) describes all solutions to (4.6), i.e., (4.6) has no complex solutions when $\psi = \frac{k\pi}{4}$, $k \in \{0, 1, \ldots, 7\}$.

If $\psi$ and $\kappa$, respectively, satisfy (4.7) and (4.8), we find that $O(\epsilon S_N)$ terms also vanish in (4.4). Proceeding to $O(\epsilon^2 S_N)$, we then obtain

$$ S''_{N,0} - F'_M(u_0(Z)) S_{N,0} = 0. \tag{4.9} $$
As $u_0$ satisfies (3.8), the complementary functions of (4.9) are

$$
g(Z) := u'_0(Z), \quad G(Z; \zeta) := u'_0(Z) \int_{\zeta}^{Z} \frac{1}{u'_0(t)} \, dt,
$$

where $g(Z)$ can be found by noting that (4.9) with $S_{N,0} = u'_0$ is simply the first derivative of (3.8), after which $G(Z; \zeta)$ can readily be found using the method of reduction of order. The parameter $\zeta$ is a (complex) singularity of $u_0(Z)$, included to simplify subsequent calculations.

Thus each real $\kappa$ provides a contribution to $R_N$ of the form $e^{i\kappa z} (a_\kappa g + A_\kappa G)$ for some constants $a_\kappa$ and $A_\kappa$.

We now turn our attention to complex, with $\Im(\kappa) \neq 0$, solutions of (4.6), noting that there are no nonzero, purely imaginary solutions to (4.6). Requiring that $O(\epsilon S_N)$ terms in (4.4) vanish, we must have either

$$
| \cos \psi \sin(\kappa \cos \psi) + \sin \psi \sin(\kappa \sin \psi) | = 0
$$

or

$$
S'_{N,0} = 0.
$$

It can be shown that if $\kappa$ is complex and satisfies (4.6), then it does not satisfy (4.11); we defer this calculation to the appendix. Thus, if $\kappa$ is complex, we have $S_{N,0} = B_\kappa$ for some constant $B_\kappa$.

Finally, we may seek the particular integral of (4.1) due to the term involving $\delta r$. Setting $R_N(z, Z) = \delta r P(Z)$, we obtain at leading order

$$
P'' - F'_M(u_0(Z)) P = F_{r,M}(u_0(Z)),
$$

which can be solved using the method of variation of parameters to give

$$
P(Z) = u'_0(Z) \int_{Z}^{Z} \frac{1}{u'_0(t)} \left[ \int_{u_0(t)}^{u_0(Z)} F_{r,M}(v) \, dv \right] \, dt.
$$

Combining the contributions for real and complex $\kappa$ and the particular integral, the leading-order solution to (4.1) for each $\zeta$ is thus

$$
R_N(z, Z) \sim \delta r P(Z) + \sum_{\kappa \in \mathbb{R}} e^{i\kappa z} \left[ a_\kappa g(Z) + A_\kappa G(Z; \zeta) \right] + \sum_{\kappa / \in \mathbb{R}} e^{i\kappa z} B_\kappa
$$

for arbitrary constants $a_\kappa$, $A_\kappa$, and $B_\kappa$. We emphasize that this solution does not account for the forcing due to truncation in (4.1); we remedy this in section 6. Crucially, the form of the solution (4.15) is dependent upon the rationality of $\tan \psi$. If $\tan \psi \in Q_\infty$, we can define $\psi$ as in (4.7), in which case real $\kappa$ are given by (4.8). Recall that if $\psi = \frac{k \pi}{4}$ with $k \in \{0, 1, \ldots, 7\}$, then all solutions are purely real and the second summation in (4.15) does not contribute; this is not the case for $\tan \psi \in Q_\infty$ in general. On the other hand, if $\tan \psi \notin Q_\infty$, then the only real solution to (4.6) is $\kappa = 0$, and so the first summation comprises only the contribution from this one value of $\kappa$.

We also note that if $\tan \psi$ is rational or infinite, then $\kappa z = 2 M \pi (m_1 x + m_2 y)$; hence $e^{i\kappa z} = 1$ on lattice points. However, writing $R_N$ in the form (4.15) will prove to be useful later on, when we come to evaluate the effects of the as yet unknown forcing in (4.1), and so we shall continue to write $e^{i\kappa z}$ even when $\kappa \in \mathbb{R}$. 
4.1. The form of the solvability condition. We are now able to deduce the source of the beyond-all-orders solvability condition which determines the origin of the leading-order front. Linearizing (3.8) around the constant solutions $u_0(Z) \equiv u_\pm$, we can find expressions for $u_0$ in the far-fields, namely,

(4.16) \[ u_0 \sim u_\pm \mp D_{\pm} e^{\mp \alpha_{\pm} Z} \text{ as } Z \to \pm \infty, \]

where

(4.17) \[ \alpha_{\pm} := \pm \sqrt{F'(u_\pm)} > 0 \]

and $D_\pm > 0$. Therefore, the complementary functions defined in (4.10) are given by

(4.18) \[ g \sim \alpha_{\pm} D_{\pm} e^{\mp \alpha_{\pm} Z}, \]

(4.19) \[ G \sim \pm \frac{1}{2\alpha_{\pm}^2 D_{\pm}} e^{\pm \alpha_{\pm} Z} \]

as $Z \to \pm \infty$, and the particular integral by

(4.20) \[ P \sim \begin{cases} (2\alpha_{\pm}^2 D_{\pm})^{-1} \left( f_{\pm}^{u_\pm} F_{r,M}(v) \, dv \right) e^{\alpha_{\pm} Z}, & Z \to \infty, \\ -\alpha_{\pm}^{-2} F_{r,M}(u_-), & Z \to -\infty. \end{cases} \]

Thus there appears exponential growth in $G$ as $Z \to \pm \infty$, and in $P$ as $Z \to \infty$. We shall see that the as yet undetermined forcing in (4.1), due to truncation of the divergent series (3.7), results in a nonzero multiple of $G$ being present as $Z \to \infty$, but not as $Z \to -\infty$. This is an example of Stokes’ phenomenon [6, 45], in which $G$ is switched on as Stokes lines are crossed; we shall show this explicitly in section 6. Thus terms which grow exponentially as $Z \to \infty$ appear in the remainder from two sources: a complementary function switched on according to Stokes’ phenomenon, and the particular integral due to the deviation from the Maxwell point. However, we shall show in section 7 that for certain values of the origin $z_0$ of $u_0$, defined in terms of $\delta r$, the coefficient of these unbounded terms vanishes, and this is possible only for $\delta r$ within an exponentially small range of values—the pinning region.

5. Calculating late terms in the expansion. In order to determine the forcing in the remainder equation (4.1), we require a formula for the $n$th term in the expansion (3.7). In light of the Taylor expansion (3.6) of the difference equation (3.1) in the continuum limit, we can see that the $n$th term is given by differentiating the $(n - 1)$th term four times and integrating twice, and so on. Therefore, if $u_0$ is singular at some point(s) in the complex plane, the expansion (3.7) is divergent in the form of a factorial over a power [1, 6, 34]. Hence, we propose the ansatz

(5.1) \[ u_n \sim (-1)^n \frac{\Gamma(2n + \beta)}{W(Z)^{2n+\beta}} \left( f_0(Z) + \frac{1}{2n} f_1(Z) + \frac{1}{(2n)^2} f_2(Z) + \cdots \right) \]

as $n \to \infty$, in which all dependence on $n$ and $Z$ has been written down explicitly and the large-$n$ limit has been exploited in order to write $u_n$ as an asymptotic series in inverse powers
of $n$. Therefore, the equation for $u_n$ as $n \to \infty$, $n \leq N - 1$, given by equating terms in (3.1) at $O(e^{2n+2})$, is

\begin{equation}
0 = 2 \sum_{p=1}^{n+1} \frac{\cos^2 \psi + \sin^2 \psi}{(2p)!} \frac{d^{2p}u_{n-p+1}}{dZ^{2p}} - F'_M (u_0) u_n + \cdots ,
\end{equation}

where the neglected terms contribute at higher order in $1/n$.

In light of (5.1), the derivative terms in (5.2) are $O(\Gamma(2n + 2 + \beta))$, whereas the terms arising due to the expansion of $F_M(u)$ around $u_0$ are merely $O(\Gamma(2n + \beta))$. As a result, the leading-order contribution to (5.2) is

\begin{equation}
0 = 2(-1)^{n+1} \frac{\Gamma(2n + 2 + \beta)}{W^{2n+\beta+2}} \sum_{p=1}^{n+1} (-1)^p \frac{\cos^2 \psi + \sin^2 \psi}{(2p)!} (W')^{2p} f_0.
\end{equation}

The summation is dominated by $p = O(1)$, and so we can replace the upper limit with infinity to give

\begin{equation}
0 = \sum_{p=0}^{\infty} (-1)^p \frac{(W' \cos \psi)^{2p} + (W' \sin \psi)^{2p}}{(2p)!} - 2.
\end{equation}

Evaluating the summation, we therefore have

\begin{equation}
0 = \cos(W' \cos \psi) + \cos(W' \sin \psi) - 2.
\end{equation}

This is precisely the eigenvalue equation (4.6) derived in section 4. Hence, we set $W' = \kappa$, where $\kappa$ is a (possibly complex) nonzero solution of (4.6). Recall the existence of real, nonzero solutions is dependent upon the rationality of $\tan \psi$, as discussed in section 4. We note that both the eigenvalue equation (4.6) and the $O(cS_N)$ condition (4.11) are invariant under $\kappa \to -\kappa$ and $\kappa \to \pi$; furthermore, (4.6) admits no nonzero, purely imaginary solutions. Therefore, we can restrict $W' = \kappa$ to the right half-plane $\Re(\kappa) > 0$ without loss of generality. Hence, we have

\begin{equation}
W = \kappa (Z - \zeta),
\end{equation}

where $Z = \zeta$ is a singularity of $u_0$ and therefore also of each $u_n$. Since (5.2) is linear in $u_n$, the full solution consists of the sum of the contributions from each singularity $\zeta$, which in turn is the sum of the contributions for each eigenvalue $\kappa$ with $\Re(\kappa) > 0$.

We now proceed to higher orders in $1/n$ in (5.2) in order to determine $\beta$ and $f_0$. As $W$ is a linear function of $Z$, we have

\begin{equation}
\frac{d^{2p}u_{n-p+1}}{dZ^{2p}} = (-1)^{n+p+1} \frac{\Gamma(2n + 2 + \beta)}{W^{2n+\beta+2}} \kappa^{2p} \left( f_0 + \frac{1}{2n} f_1 + \frac{(2p-2)f_1 + f_2}{(2n)^2} \right) + (-1)^{n+p} \frac{\Gamma(2n + 1 + \beta)}{W^{2n+\beta+1}} \kappa^{2p-1} 2p \left( f'_0 + \frac{f'_1}{2n} \right) + (-1)^{n+p-1} \frac{\Gamma(2n + \beta)}{2W^{2n+\beta}} \kappa^{2p-2} 2p(2p-1)f'_0 + O(\Gamma(2n - 1 + \beta)).
\end{equation}
Substitution of (5.7) into (5.2) and division by \( \Gamma(2n + 2 + \beta) \) yields

\[
0 = 2 \left\{ \frac{(-1)^{n+1}}{W^{2n+\beta+2}} \left[ \sum_{p=1}^{\infty} (-1)^p (\kappa \cos \psi)^{2p} + (\kappa \sin \psi)^{2p} \left( f_0 + \frac{f_1}{2n} + \frac{f_2 - 2f_1}{(2n)^2} \right) - \kappa \left( \cos \psi \sum_{p=1}^{\infty} (-1)^{p-1} (\kappa \cos \psi)^{2p-1} \right) \right] \right.
\]

\[
\left. \left. + \sin \psi \sum_{p=1}^{\infty} (-1)^{p-1} (\kappa \sin \psi)^{2p-1} \right) \right\} 2n^2 + \cdots
\]

(5.8)

\[
- F_M'(u_0)(-1)^n \frac{f_0}{W(Z)^{2n+\beta}} + \cdots
\]

as \( n \to \infty \). Each of these summations may be evaluated explicitly, yielding

\[
0 = 2 \left\{ \frac{(-1)^{n+1}}{W^{2n+\beta+2}} \left[ (\cos(\kappa \cos \psi) + \cos(\kappa \sin \psi) - 2) \left( f_0 + \frac{f_1}{2n} + \frac{f_2 - 2f_1}{(2n)^2} \right) - (\kappa \cos \psi \sin(\kappa \cos \psi) + \kappa \sin \psi \sin(\kappa \sin \psi)) \frac{f_1}{(2n)^2} \right] \right.
\]

\[
\left. \left. + \frac{(-1)^{n+1}}{W^{2n+\beta+1}} (\cos \psi \sin(\kappa \cos \psi) + \sin \psi \sin(\kappa \sin \psi)) \left( \frac{1}{2n} - \frac{1+\beta}{(2n)^2} \right) \left( f_0 + \frac{f_1}{2n} \right) \right. \right.
\]

\[
\left. \left. + \frac{(-1)^{n}}{2W^{2n+\beta}} \left( \cos^2 \psi \cos(\kappa \cos \psi) + \sin^2 \psi \cos(\kappa \sin \psi) \right) \frac{f_0'}{(2n)^2} \right\} \right.
\]

(5.9)

\[
- F_M'(u_0)(-1)^n \frac{1}{W^{2n+\beta}} \frac{f_0}{(2n)^2} + \cdots.
\]

As \( \kappa \) satisfies (4.6), the first line on the right-hand side of (5.9) vanishes. Because this includes all \( O(1) \) terms, we proceed to \( O(1/n) \) and find that

\[
0 = \left[ \cos \psi \sin(\kappa \cos \psi) + \sin \psi \sin(\kappa \sin \psi) \right] f_0'.
\]

(5.10)

If \( \kappa \) is real, then (5.10) is automatically satisfied (cf. section 4) and we must continue to \( O(1/n^2) \). The zero eigenvalue does not contribute to \( u_n \), as this would lead to division by zero
in (5.1), so we must have \( \tan \psi \in \mathbb{Q}_\infty \). Thus, we can define \( \tan \psi = m_2/m_1 \) as in (4.7), in which case \( \kappa = 2M\pi(m_1^2 + m_2^2)^{1/2} \) as in (4.8), albeit with \( M > 0 \) as we have fixed \( \Re(\kappa) > 0 \). Consequently, the first three lines of (5.9) vanish and we are left with

\[
0 = f_0'' - F'_M(u_0(Z)) f_0.
\]

This we have already solved; the complementary functions \( g(Z) \) and \( G(Z; \zeta) \) are defined in (4.10). Hence, if \( \kappa \) is real, then either \( f_0 = \lambda_{M,\psi} g \) or \( f_0 = \Lambda_{M,\psi} G \) for some \( \psi \)-dependent constants \( \lambda_{M,\psi} \) and \( \Lambda_{M,\psi} \). On the other hand, if \( \kappa \) has a nonzero imaginary part, then (5.10) can be satisfied only if \( f_0 = 0 \) (cf. section 4), and we therefore set \( f_0 = \Omega_{\kappa,\psi} \) in this case for some \( \psi \)-dependent constant \( \Omega_{\kappa,\psi} \).

It remains to evaluate \( \beta \); this is readily achieved by consideration of the singularities of \( u_0 \). We shall assume that these singularities are all either of the form

\[
u_0 = O \left( (Z-\zeta)^{-\gamma} \right) \text{ as } Z \to \zeta, \quad -\gamma \notin \mathbb{N} \cup \{0\}
\]

or

\[
u_0 = O \left( (Z-\zeta)^{-\gamma} h(\ln(Z-\zeta)) \right) \text{ as } Z \to \zeta, \quad \gamma \in \mathbb{R},
\]

for some function \( h \) satisfying \( h(\ln(t)) \neq At^\alpha \) for any constants \( (A, \alpha) \in \mathbb{C}^2 \). We shall henceforth refer to the constant \( \gamma \) (which we take to be real for simplicity; results are similar for complex \( \gamma \)) as the strength of the singularity at \( \zeta \). The systems giving rise to Figures 1 and 2 are both examples of an algebraic singularity (5.12): the system studied in [57] has a logarithmic singularity (5.13). By inspection of (5.2), we can see that if \( u_0 \) has a singularity of strength \( \gamma \), then \( u_n \) must have one of strength \( 2n + \gamma \), as \( u_n \) is found by differentiating \( u_{n-1} \) four times and integrating twice. Considering the three possible solutions for \( f_0, g \) has a singularity of strength \( \gamma + 1 \) and \( G \) has one of strength \( -\gamma - 2 \), whereas the constant function has none at all. Thus, substituting (5.6) for \( W \) into the factorial-over-power ansatz (5.1) and expanding \( u_n \) near the singularity \( \zeta \) for each \( f_0 \) in turn provides the following:

\[
\begin{align*}
f_0 = \lambda_{M,\psi} g & \quad \Rightarrow \quad 2n + \gamma = 2n + \beta + \gamma + 1 \quad \Rightarrow \quad \beta = -1, \\
f_0 = \Lambda_{M,\psi} G & \quad \Rightarrow \quad 2n + \gamma = 2n + \beta - \gamma - 2 \quad \Rightarrow \quad \beta = 2\gamma + 2, \\
f_0 = \Omega_{\kappa,\psi} & \quad \Rightarrow \quad 2n + \gamma = 2n + \beta \quad \Rightarrow \quad \beta = \gamma.
\end{align*}
\]

Therefore, the contribution to \( u_n \) from each singularity \( \zeta \) is

\[
u_n(Z) \sim \sum_{M=1}^{\infty} \left[ \frac{(-1)^n\Gamma(2n+1)\lambda_{M,\psi} g(Z)}{2M\pi \sqrt{m_1^2 + m_2^2}(Z-\zeta)} \right]^{2n-1} + \left[ \frac{(-1)^n\Gamma(2n+2\gamma+2)\Lambda_{M,\psi} G(Z; \zeta)}{2M\pi \sqrt{m_1^2 + m_2^2}(Z-\zeta)} \right]^{2n+2\gamma+2}
\]

\[
+ \sum_{\substack{\kappa \notin \mathbb{R} \\ \Re(\kappa) > 0}} \frac{(-1)^n\Gamma(2n+\gamma)\Omega_{\kappa,\psi}}{[\kappa(Z-\zeta)]^{2n+\gamma}}.
\]

We note that if \( \tan \psi \notin \mathbb{Q}_\infty \), then \( \lambda_{M,\psi} = \Lambda_{M,\psi} = 0 \) in (5.15) for all \( M \), there being no real, nonzero eigenvalues. If, on the other hand, \( \tan \psi \in \mathbb{Q}_\infty \), then we define \( \psi \) as in (4.7) and both
summations contribute, unless \( \psi = \frac{k\pi}{4}, k \in \{0, 1, \ldots, 7\} \), in which case there are no complex eigenvalues so the second summation vanishes.

Clearly, it is the eigenvalues of smallest modulus which are dominant as \( n \to \infty \). For eigenvalues of equal size, dominance is then determined by comparing the offsets within the \( \Gamma \)-functions. When \( \kappa \in \mathbb{R} \), the dominant eigenvalue is given by \( M = 1 \). Therefore, if the modulus of the smallest complex eigenvalue is less than \( 2\pi(m_1^2 + m_2^2)^{1/2} \), then the third term is dominant over the other two. Otherwise, the third term is subdominant to the first two, in which case the second dominates the first provided \( \gamma > -\frac{3}{2} \). The question of dominance plays no role in determining the remainder, as each contribution can be considered separately by making use of the superposition principle of linear equations. However, it does become significant when calculating the constant \( \Lambda_{1,\psi} \), a prerequisite for accurate comparison with numerical results. This will be discussed in detail in the context of a cubic nonlinearity with constant forcing in section 9.1.1.

6. Optimal truncation and Stokes lines. We can now turn our attention to the unknown forcing in the remainder equation (4.1). Before we can evaluate it, we must first determine the point of truncation \( n = N - 1 \), desiring to truncate the expansion optimally so the resultant remainder is exponentially small. To this end, we shall treat the contribution to the expansion from each singularity \( \zeta \) and each eigenvalue \( \kappa \) separately, as each contribution has a different least term. This we are free to do, since both the large-\( n \) equation (5.2) and the remainder equation (4.1) are linear. We shall therefore for the moment work in terms of a general solution pair \((f_0, \beta)\), rather than one of the three specific solutions derived in the previous section. In light of the large-\( n \) solution (5.15), each contribution to \( u_n \) is minimal with respect to \( n \) when

\[
\frac{d}{dn} \left| \frac{\epsilon^{2n} \Gamma(2n + \beta)}{[\kappa(Z - \zeta)]^{2n + \beta}} \right| = 0,
\]

where \( \beta \) is determined by the choice of \( f_0 \) under consideration. The limit \( n \to \infty \) can be exploited in order to approximate this using Stirling’s formula, yielding

\[
\frac{d}{dn} \left( \frac{\epsilon^{2n} \sqrt{2\pi(2n + \beta)^{2n + \beta - 1/2}} e^{-2n - \beta}}{[\kappa(Z - \zeta)]^{2n + \beta}} \right) = 0,
\]

which solves to give

\[
N \sim \frac{|\kappa(Z - \zeta)|}{2\epsilon} + \nu,
\]

where \( \nu = O(1) \) is added to ensure \( N \) is an integer.

We are now able to evaluate the forcing due to truncation of (3.7) appearing in (4.1). This consists of those terms not accounted for by equating coefficients at \( O(\epsilon^{2n+2}) \) in (3.6) for \( n = 0, 1, \ldots, N - 1 \). Considering the \( u_n \) equation (5.2), it follows that this forcing, denoted henceforth by RHS, is given by the double summation

\[
\text{RHS} \sim -2 \sum_{m=N}^{\infty} \epsilon^{2m+2} \sum_{p=m-N+2}^{m+1} \frac{\cos^{2p} \psi + \sin^{2p} \psi}{(2p)!} \frac{d^{2p} u_{m-p+1}}{dZ^{2p}} + \cdots,
\]
where the lower limit of summation in $p$ arises because the asymptotic expansion has been truncated after the $N$th term and neglected terms contribute at higher order in $\epsilon$. Since $m \gg 1$ and the range $p = O(1)$ is dominant, we can make use of (5.7) and Stirling’s formula to give

$$\text{RHS} \sim -2\sqrt{2\pi} \sum_{m=N}^{\infty} \sum_{p=m-N+2}^{\infty} \left[ \epsilon^{2m+2} (-1)^{m+1} \frac{(2m+2+\beta)^{2m+3/2+\beta} e^{-(2m+2+\beta)}}{\kappa(Z - \zeta)^{2m+2+\beta}} \right]$$

$$\times \left[ \frac{(-1)^p \left( \kappa \cos \psi \right)^{2p} + (\kappa \sin \psi)^{2p}}{(2p)!} \right] f_0 + \cdots. \quad (6.5)$$

After writing $m = N + \hat{m}$, we find that this is dominated by the range $\hat{m} = O(1)$ and, because $(t + a) t^{a-1/2} e^{-t-a} = \exp[(t + a - 1/2) \ln(t + a) - t - a] \sim t^{a-1/2} e^{-t}$ as $t \to \infty$, can be written

$$\text{RHS} \sim -2\sqrt{2\pi} (-1)^{N+1} e^{2N+2} \left( \frac{2N+3/2+\beta}{\kappa(Z - \zeta)^{2N+2+\beta}} \right)$$

$$\times \sum_{p=2}^{\infty} \left[ \frac{(-1)^p \left( \kappa \cos \psi \right)^{2p} + (\kappa \sin \psi)^{2p}}{(2p)!} \right] f_0 + \cdots. \quad (6.6)$$

as $N \to \infty$. Reversing the order of summation, we now have

$$\text{RHS} \sim -2\sqrt{2\pi} (-1)^{N+1} e^{2N+2} \left( \frac{2N+3/2+\beta}{\kappa(Z - \zeta)^{2N+2+\beta}} \right)$$

$$\times \frac{2\epsilon N}{\kappa(Z - \zeta)} \left[ \frac{2\epsilon N}{\kappa(Z - \zeta)} \right]^{2\hat{m}} f_0 + \cdots. \quad (6.7)$$

This we can evaluate, since

$$\sum_{p=2}^{\infty} \frac{(-1)^p \left( \kappa \cos \psi \right)^{2p} + (\kappa \sin \psi)^{2p}}{(2p)!} = \sum_{p=2}^{\infty} \frac{(-1)^p \left( \kappa \cos \psi \right)^{2p}}{(2p)!} 1 + \frac{(-1)^p \left( \kappa \sin \psi \right)^{2p-2}}{1 + w^2}$$

$$= \left[ \frac{1}{1 + w^2} \cos v - 1 + \frac{1}{w^2} \left( \cosh(vw) - 1 \right) \right]. \quad (6.8)$$

Therefore, since $\kappa$ satisfies (4.6), the leading-order forcing due to truncation can be written as

$$\text{RHS} \sim 2\sqrt{2\pi} (-1)^{N} \left( \frac{e^{2N} (2N)^{2N-1/2+\beta} e^{-2N}}{\kappa(Z - \zeta)^{2N-2+\beta} (\kappa^2 (Z - \zeta)^2 + 4\epsilon^2 N^2)} \right)$$

$$\left[ \cosh \left( \frac{2\epsilon N \cos \psi}{Z - \zeta} \right) + \cosh \left( \frac{2\epsilon N \sin \psi}{Z - \zeta} \right) - 2 \right] f_0 + \cdots. \quad (6.9)$$

In order to simplify subsequent calculations, we now define

$$\kappa(Z - \zeta) = \rho e^{i\theta}, \quad (6.10)$$
which gives $N \sim \rho/(2\epsilon) + \nu$. Therefore, we can write the prefactor of (6.9) as

$$\frac{e^{2N} (2N)^{2N-1/2+\beta} e^{-2N}}{[\kappa(Z - \zeta)]^{2N-2+\beta} (\kappa^2(Z - \zeta)^2 + 4\epsilon^2 N^2)} \sim \frac{e^{1/2-\beta} (2\epsilon N/\rho)^{2N-1/2+\beta} e^{-i\theta(2N-2+\beta)} e^{-2N}}{\sqrt{\rho} e^{2i\theta} + 4\epsilon^2 N^2 / \rho^2}$$

$$= \frac{\epsilon^{1/2-\beta} (1 + 2\epsilon \nu/\rho)^{2N-1/2+\beta} e^{-i\theta(2N-2+\beta)} e^{-2N}}{\sqrt{\rho} e^{2i\theta} + 1 + 4\epsilon \nu / \rho + 4\epsilon^2 \nu^2 / \rho^2}$$

$$\sim \sqrt{\rho} \epsilon^{1/2-\beta} e^{i\theta(2N-2+\beta)} e^{-\rho/\epsilon}$$

(6.11)

and obtain

$$\text{RHS} \sim 2\sqrt{2\pi} (-1)^N \frac{\epsilon^{1/2-\beta} e^{-i\theta(2N-2+\beta)} e^{-\rho/\epsilon}}{\sqrt{\rho} e^{2i\theta} + 1} \times \left[ \cosh \left( \kappa \cos \psi e^{-i\theta} \right) + \cosh \left( \kappa \sin \psi e^{-i\theta} \right) - 2 \right] f_0 + \cdots.$$  

(6.12)

Thus we see from the factor $e^{-\rho/\epsilon}$ that RHS is exponentially small.

We now substitute the RHS (6.12) into the remainder equation (4.1) and seek a particular integral. Following section 4, we write $R_N = e^{\mp i\kappa z} S_N(Z)$ in (4.1), where $\kappa$ is as usual a solution of (4.6) with $\mathcal{R}(\kappa) > 0$, and Taylor expand the differences in $Z$. This gives

$$2 \left[ \cos(\kappa \cos \psi) + \cos(\kappa \sin \psi) - 2 \right] S_N + 2i \epsilon \left[ \cos \psi \sin(\kappa \cos \psi) + \sin \psi \sin(\kappa \sin \psi) \right] S'_N$$

$$+ e^2 \left[ \cos^2 \psi \cos(\kappa \cos \psi) + \sin^2 \psi \cos(\kappa \sin \psi) \right] S''_N - e^2 F_M(u_0(Z)) S_N + \cdots$$

(6.13)

Note that on the left-hand side, the $O(S_N)$ contribution vanishes because $\kappa$ satisfies (4.6). The $O(\epsilon S_N)$ terms on the left-hand side also vanish if $\kappa$ is real, in which case the leading-order contribution is $O(\epsilon^2 S_N)$; otherwise, it is $O(\epsilon S_N)$.

Now,

$$\exp(\pm i\kappa z - \rho/\epsilon) = \exp \left[ \pm i\kappa z_0 + \left( \pm i\kappa \zeta \pm i\rho e^{i\theta} - \rho \right) / \epsilon \right].$$

(6.14)

Therefore, we can see that, although it remains exponentially small on the real line, $e^{\pm i\kappa z} \text{RHS}$ is maximal with respect to $\theta$ at $\theta = \mp \pi$. These values of $\theta$ define the Stokes lines, two emanating from each singularity, at which the main change in $S_N$ will occur. As we are concerned with the behavior of the solution for real $z$, the Stokes lines of importance are those which cross the real line. Focusing on those singularities in the upper half-plane, so that $\Im(\zeta) > 0$, the Stokes line of interest is $\theta = -\pi$. We therefore concentrate on solutions $R_N = e^{-i\kappa z} S_N$. Symmetry considerations then allow the contribution from the conjugate singularity at $\bar{\zeta}$ to be recovered simply by taking the complex conjugate $\bar{R}_N = e^\pi \bar{S}_N$. 


In order to capture the effects of maximal forcing, we rescale \( \theta \) in the vicinity of the Stokes line as \( \theta = -\frac{\pi}{2} + \eta(\epsilon) \hat{\theta} \), where the scaling \( \eta(\epsilon) \) is to be determined. The region \( \hat{\theta} = O(1) \) thus defines the Stokes layer, in which the remainder changes rapidly as coefficients of complementary functions to (4.1) vary from zero to nonzero. This gives

\[
e^{i\pi z}(-1)^N e^{-i\theta(2N-2+\beta)} e^{-\rho/\epsilon}
\]

\[
\sim \exp \left[ i\kappa z_0 + \frac{i}{\epsilon} \left( \rho e^{-i\pi/2+i\eta} + \kappa \zeta \right) + iN\pi - i \left( -\frac{\pi}{2} + \eta \hat{\theta} \right) (2N - 2 + \beta) - \frac{\rho}{\epsilon} \right]
\]

\[
\sim \exp \left[ i\kappa \left( z_0 + \frac{\zeta}{\epsilon} \right) + \frac{1}{\epsilon} \left( \rho + i\rho \hat{\theta} - \frac{1}{2} \rho \eta^2 \hat{\theta}^2 \right) \right.
\]

\[- i \eta \hat{\theta} \left( \frac{\rho}{\epsilon} + 2\nu \right) + \left( \beta - 2 \right) \left( \frac{\pi}{2} - \eta \hat{\theta} \right) - \frac{\rho}{\epsilon} \right] \]

\[
\sim -e^{i\beta \pi/2} e^{i\kappa(z_0 + \zeta/\epsilon)} e^{-\rho \eta^2 \hat{\theta}^2/(2\epsilon)},
\]

which suggests the scaling \( \eta = \sqrt{\epsilon} \). We therefore also have

\[
\frac{\cosh (\kappa \cos \psi e^{-i\theta}) + \cosh (\kappa \sin \psi e^{-i\theta}) - 2}{e^{2i\theta} + 1}
\]

\[
\sim \kappa \left[ \cos \psi \sin(\kappa \cos \psi) + \sin \psi \cos(\kappa \sin \psi) \right] \left( \frac{1}{2} + \frac{3i}{4} \sqrt{\epsilon} \hat{\theta} \right)
\]

\[
+ \frac{i}{4} \kappa^2 \left[ \cos^2 \psi \cos(\kappa \cos \psi) + \sin^2 \psi \cos(\kappa \sin \psi) \right] \sqrt{\epsilon} \hat{\theta} + \cdots,
\]

where we have made use of the fact that \( \kappa \) satisfies (4.6) in order to eliminate terms; note that if \( \kappa \) is real, the first contribution to the right-hand side also vanishes and the second is simply equal to \( i\kappa^2 \sqrt{\epsilon} \hat{\theta}/4 \). We shall now consider the two types of eigenvalue in turn, \( \kappa \in \mathbb{R} \) and \( \kappa \notin \mathbb{R} \), in order to elucidate precisely what contribution to the remainder each makes.

### 6.1. Contribution to \( R_N \) from \( \kappa \in \mathbb{R} \).

As discussed in section 4, \( \kappa \) can be real and nonzero only if \( \tan \psi = \infty \), in which case we define \( \tan \psi = m_2/m_1 \) as in (4.7). This gives \( \kappa = 2M\pi(m_2^2 + m_1^2)^{1/2} \) as in (4.8) with \( M > 0 \) due to our restriction that \( \Re(\kappa) > 0 \). Thus, if \( \kappa \) is real, then the leading-order balance in (6.13) is

\[
e^2 S_N'' - e^2 F_M'(u_0(Z)) S_N = -i \sqrt{\pi/2} e^{i\pi/2} e^{1-\beta} \frac{\kappa^2}{\sqrt{\rho}} e^{i\kappa(z_0 + \zeta/\epsilon)} \hat{\theta} e^{-\rho \eta^2/2} f_0(Z) + \cdots,
\]

where either \( f_0 = \lambda_{M,\psi} g(Z) \) and \( \beta = -1 \) or \( f_0 = \Lambda_{M,\psi} G(Z; \zeta) \) and \( \beta = 2\gamma + 2 \). Writing

\[
S_N(Z) = e^{-\beta} e^{i\kappa(z_0 + \zeta/\epsilon)} f_0(Z) \hat{S}_N(\hat{\theta}),
\]

we have

\[
e^2 S_N''(Z) = e^{1-\beta} e^{i\kappa(z_0 + \zeta/\epsilon)} f_0(Z) \frac{\kappa^2}{\rho^2} \frac{d^2 \hat{S}_N}{d\hat{\theta}^2} + O \left( e^{3/2-\beta} e^{i\kappa(z_0 + \zeta/\epsilon)} \right).
\]
Thus,
\begin{align}
\frac{d^2 \hat{S}_N}{d\hat{\theta}^2} & \sim -i\sqrt{\frac{\pi}{2}} e^{i\beta \pi/2} \rho^{3/2} \hat{\theta} e^{-\rho \hat{\theta}^2/2} + \cdots .
\end{align}

Imposing the boundary condition \( \hat{S}_N \to 0 \) as \( \hat{\theta} \to -\infty \), i.e., that the particular integral due to truncation and that due to the deviation from the Maxwell point (4.14) are bounded in the same far-field, this has leading-order solution
\begin{align}
\hat{S}_N(\hat{\theta}) & \sim \frac{i\pi}{2} e^{i\beta \pi/2} \text{erfc} \left( -\hat{\theta} \sqrt{\frac{\rho}{2}} \right),
\end{align}
where \( \text{erfc}(t) \) is the complementary error function
\begin{align}
\text{erfc}(t) & := 2\sqrt{\frac{\pi}{2}} \int_{t}^{\infty} e^{-s^2} \, ds.
\end{align}

Therefore, the exponentially small terms
\begin{align}
R_N & \sim \sum_{M=1}^{\infty} i\pi e^{i\beta \pi/2} e^{-\beta} e^{-2M\pi i} \sqrt{m_1^2 + m_2^2 (z - z_0 - \zeta/\epsilon)} f_0(Z)
\end{align}
for each singularity \( \zeta \) in the upper half-plane are present to the right of the Stokes layer. By symmetry, the contribution from the conjugate singularity at \( Z = \bar{\zeta} \) is simply the complex conjugate of (6.23). Note that here \( e^{-i\kappa z} = \exp[-2M\pi i (m_1^2 + m_2^2)^{1/2} z] \) = 1 on lattice points, as \( \tan \psi \in \mathbb{Q}_\infty \) for real \( \kappa \).

\subsection*{6.2. Contribution to \( R_N \) from \( \kappa \notin \mathbb{R} \)}
We now consider the forcing of the remainder equation (6.13) due to those eigenvalues with \( \Im(\kappa) \neq 0 \). (Recall that we have set \( \Re(\kappa) > 0 \).) We know that for such \( \kappa \)
\begin{align}
\cos \psi \sin(\kappa \cos \psi) + \sin \psi \sin(\kappa \sin \psi) & \neq 0
\end{align}
(cf. section 4), and so the leading-order balance in (6.13) is
\begin{align}
2e^{i\kappa S_0(Z)} = \sqrt{2\pi} e^{i\beta \pi/2} e^{1/2-\beta} e^{-\kappa (z_0 + \zeta/\epsilon)} e^{-\rho \hat{\theta}^2/2} f_0 + \cdots ,
\end{align}
where \( f_0 = \Omega_{\kappa,\psi} \), a constant, and \( \beta = \gamma \). Writing
\begin{align}
S_N(Z) = e^{-\beta} e^{i\kappa (z_0 + \zeta/\epsilon)} f_0 \hat{S}_N(\hat{\theta}),
\end{align}
we have
\begin{align}
\epsilon S_N'(Z) = e^{1/2-\beta} e^{i\kappa (z_0 + \zeta/\epsilon)} f_0 \frac{\kappa}{\rho} \frac{d\hat{S}_N}{d\hat{\theta}} + O \left( \epsilon^{1-\beta} e^{i\kappa (z_0 + \zeta/\epsilon)} \right).
\end{align}
Thus,
\begin{align}
\frac{d\hat{S}_N}{d\hat{\theta}} & \sim -i\sqrt{\frac{\pi}{2}} e^{i\beta \pi/2} \sqrt{\rho} e^{-\rho \hat{\theta}^2/2} + \cdots .
\end{align}
Since $R_N = e^{-i\kappa z} S_N$ and $\Im(\kappa) \neq 0$, when $\Im(\pm \kappa) > 0$ we have $R_N \to 0$ as $z \to \mp \infty$. Although these contributions to the remainder are bounded in the pertinent limit, in the opposite limit we have $e^{-i\kappa z} \to \infty$ as $z \to \pm \infty$ when $\Im(\pm \kappa) > 0$. However, the resultant unbounded growth may be prevented by choosing appropriately the constant of integration when integrating (6.28). Doing this, we have

\[
\hat{S}_N(\hat{\theta}) \sim \begin{cases} 
\frac{i\pi}{2} e^{i\beta \pi/2} \text{erfc} \left( \frac{\hat{\theta}}{\sqrt{2}} \right), & \Im(\kappa) > 0, \\
-\frac{i\pi}{2} e^{i\beta \pi/2} \text{erfc} \left( -\frac{\hat{\theta}}{\sqrt{2}} \right), & \Im(\kappa) < 0.
\end{cases}
\]

Therefore, the exponentially small terms

\[
R_N \sim \sum_{\Re(\kappa) > 0, \Im(\kappa) > 0} i\pi e^{i\beta \pi/2} \epsilon^{-\beta} e^{i\kappa(z_0 + \zeta/\epsilon)} e^{-i\kappa z} f_0
\]

are present to the left of the Stokes layer, and the exponentially small terms

\[
R_N \sim \sum_{\Re(\kappa) > 0, \Im(\kappa) < 0} -i\pi e^{i\beta \pi/2} \epsilon^{-\beta} e^{i\kappa(z_0 + \zeta/\epsilon)} e^{-i\kappa z} f_0
\]

to the right, for each singularity $\zeta$ in the upper half-plane. By symmetry, the contributions from the conjugate singularity at $Z = \bar{\zeta}$ are the complex conjugates of (6.30) and (6.31). Note that, due to our selection of the constants of integration, the Stokes lines relevant to complex $\kappa$ do not switch on any exponentially growing terms as they are crossed; in fact, the terms which are switched on decay exponentially in the fast scale $z$. Thus, contributions from $\kappa \notin \mathbb{R}$ remain exponentially small in the far-fields and play no role in selecting the leading-order solution.

7. The width of the pinning region. Although we have verified that complex $\kappa$ do not produce any unbounded terms in the remainder, we have yet to deal with the exponentially growing contributions from real $\kappa$. Because $G(Z; \zeta)$ has coefficient zero to the left of the Stokes lines and the particular integral $P(Z)$ is bounded as $Z \to -\infty$ (cf. (4.20)), the remainder is bounded to the left of the Stokes layer. On the other hand, $G$ has nonzero coefficient to the right of the Stokes layer, and both $G$ and $P$ experience exponential growth as $Z \to \infty$ (cf. (4.19) and (4.20)). We must eliminate these unbounded terms if the asymptotic expansion is to remain uniform. Note that we shall now evaluate our solution on the lattice points, and so have $e^{-i\kappa z} \equiv 1$ on lattice points in (6.23), as $\tan \psi \in Q_\infty$ for real $\kappa$.

$G$ and $P$ are given in the far-field by (4.19) and (4.20), respectively. In light of (6.23), the dominant terms which are switched on are given by those singularities closest to, and equidistant from, the real line, with $M = 1$. For the sake of simplicity, we shall assume henceforth that there are only two such singularities. In this instance, focusing on the exponentially growing complementary function $G$, the leading-order contribution which is switched on as the Stokes lines are crossed is

\[
\sim -i\pi e^{i\gamma \pi} e^{-2\gamma -2} e^{2\pi \sqrt{m_1^2 + m_2^2(z_0 + \zeta/\epsilon)}} A_1 \psi G(Z; \zeta) + \text{c.c.,}
\]
where we have written $\kappa = 2M\pi(m_1^2 + m_2^2)^{1/2}$ with $M = 1$. Note that, as we are focusing solely on $f_0 = \Lambda_{1,\psi} G$, we have $\beta = 2\gamma + 2$. Including the particular integral $P(Z)$ due to the forcing $e^2\delta r F_{r,M}(u_0)$ in (4.1), the remainder in the far-field $Z \to \infty$ is therefore

\begin{equation}
R_N \sim \left\{ \frac{\pi|\Lambda_{1,\psi}|e^{-2\pi\sqrt{m_1^2 + m_2^2}\Im(\zeta)/\epsilon}}{e^{2\gamma+2}\alpha_+^2 D_+} \right\} \cos \left[ 2\pi z_0 \sqrt{m_1^2 + m_2^2 + \chi} + \frac{\delta r \int_{u_-}^{u_+} F_{r,M}(v) \, dv}{2\alpha_+^2 D_+} \right] e^{\alpha_+ Z},
\end{equation}

where

\begin{equation}
\chi = -\frac{\pi}{2} + \gamma \pi + \frac{2\pi}{\epsilon} \Re(\zeta) \sqrt{m_1^2 + m_2^2} + \text{Arg}(\Lambda_{1,\psi}),
\end{equation}

and we have made use of the far-field representations (4.19) and (4.20) of $G$ and $P$. For the expansion to remain uniform as $Z \to \infty$, we require the coefficient of these unbounded terms to be zero. This is true if

\begin{equation}
\delta r = -\frac{2\pi|\Lambda_{1,\psi}|e^{-2\pi\sqrt{m_1^2 + m_2^2}\Im(\zeta)/\epsilon}}{e^{2\gamma+2}\int_{u_-}^{u_+} F_{r,M}(v) \, dv} \cos \left[ 2\pi z_0 \sqrt{m_1^2 + m_2^2 + \chi} \right],
\end{equation}

thus fixing the origin of the front $z_0$ to be one of two values modulo the effective lattice spacing $(m_1^2 + m_2^2)^{-1/2}$. Furthermore, real solutions exist only if

\begin{equation}
|\delta r| \leq \frac{2\pi|\Lambda_{1,\psi}|e^{-2\pi\sqrt{m_1^2 + m_2^2}\Im(\zeta)/\epsilon}}{e^{2\gamma+2}\int_{u_-}^{u_+} F_{r,M}(v) \, dv},
\end{equation}

i.e., stationary fronts exist only for $\delta r$ within this (exponentially small) region. Equation (7.5) is the width of the pinning region in which one-dimensional front solutions to (1.1) pin to the underlying lattice. Furthermore, as localized solutions are constructed from back-to-back stationary fronts, (7.5) provides a formula for the width of the pinning region; we believe this to be the first time such a result has been reported in full. Equation (7.5) should be compared with (17) in [37], in which an analogous calculation for fronts oriented with respect to a hexagonal pattern is carried out. The quantities $|\Delta k|$ and $\pi/\lambda$ in [37] correspond, respectively, to $2\pi\sqrt{m_1^2 + m_2^2}$ and $\Im(\zeta)$ in (7.5). Due to the general nature of the analysis in [37], only the exponential part of the width is derived; because we have studied the specific problem (1.1), we are able to derive a complete formula, including the algebraic scaling. Continuing the calculation to its conclusion in this manner thus confirms the general results of [37]. Note the constant $\Lambda_{1,\psi}$ is at present undetermined; in fact, it cannot be determined analytically, due to the linear nature of the large-$n$ equation (5.2). However, the leading-order contribution to (5.2) as $Z \to \zeta$ yields a recurrence relation which can in principle be used to obtain a good approximation to $\Lambda_{1,\psi}$ [1, 26, 34]. As this must be done on a case-by-case basis for each choice...
of \( F(u; r) \), we defer further discussion of the calculation of \( \Lambda_{1,\psi} \) to section 9, in which we shall consider the two specific examples presented in Figures 1 and 2.

8. The snakes-and-ladders bifurcation equations. Armed with the full asymptotic expansion for a stationary front, including exponentially growing terms in the remainder, we are now able to construct localized solutions, or spatially homoclinic connections to the constant solution \( u_- \) via \( u_+ \), by means of matching two stationary fronts back-to-back. Such a solution consists of an up-front \( u(\varepsilon z - \varepsilon z_0) \) matched to a distant down-front \( u(-\varepsilon z + \varepsilon z_0 + L/\epsilon) \), where \( L > 0 \) is an \( O(1) \) constant. Note that the down-front is produced by applying the rotation \((\psi, z_0) \rightarrow (\psi + \pi, -z_0) \) to \( u(Z) \), followed by the translation \( \varepsilon z_0 \rightarrow \varepsilon z_0 + L/\epsilon \). Therefore, the origin of the up-front is at \( z = z_0 \), as before, whereas the translation of the down-front to the right shifts its origin to \( -z = -z_0 - L/\epsilon^2 \). The scaling of the front separation \( L/\epsilon \) is motivated by the fact that the exponentially growing contribution to the remainder (7.2) is no longer exponentially small when \( Z = O(1/\epsilon) \) and is positive. This allows us to observe the interplay between three exponentially small effects: the locking of fronts to the lattice, the deviation from the Maxwell point, and the front matching error. The first two are responsible for the existence of the pinning region, as already shown in section 7; we shall see now that the third is responsible for the way the solution curves are skewed to the right of the pinning region when the localized patch is small enough, e.g., Figures 1 and 2.

From the far-field expansions (4.16) and (7.2), we see that an up-front \( u \sim u_0 + \cdots + R_N \) is given by

\[
\begin{align*}
   u & \sim u_+ - D_+ e^{-\alpha_+Z} + \left\{ \frac{\pi |\Lambda_{1,\psi}| e^{-2\pi \sqrt{m_1^2 + m_2^2 \gamma(\gamma)/\epsilon}}}{e^{2\gamma + \alpha_+^2 D_+}} \cos \left[ 2\pi z_0 \sqrt{m_1^2 + m_2^2 + \chi} \right] \\
   & \quad + \frac{\delta r \int_{u_+}^{u_+} F_{\epsilon M}(v) \, dv}{2\alpha_+^2 D_+} \right\} e^{\alpha_+Z}
\end{align*}
\]

(8.1)

as \( Z \to \infty \). By symmetry, the down-front is given within the matching region by (8.1) under the combined rotation and translation \((\psi, z_0) \rightarrow (\psi + \pi, -z_0 - L/\epsilon^2) \). Thus, \( Z \to -Z + L/\epsilon \) and we have

\[
\begin{align*}
   u & \sim u_+ - D_+ e^{\alpha_+(Z-L/\epsilon)} + \left\{ \frac{\pi |\Lambda_{1,\psi}| e^{-2\pi \sqrt{m_1^2 + m_2^2 \gamma(\gamma)/\epsilon}}}{e^{2\gamma + \alpha_+^2 D_+}} \cos \left[ 2\pi \left( -z_0 - \frac{L}{\epsilon^2} \right) \sqrt{m_1^2 + m_2^2 + \chi} \right] \\
   & \quad + \frac{\delta r \int u_+^{u_+} F_{\epsilon M}(v) \, dv}{2\alpha_+^2 D_+} \right\} e^{-\alpha_+(Z-L/\epsilon)}
\end{align*}
\]

(8.2)

as \((-Z + L/\epsilon) \to \infty \). Note that we have not yet eliminated exponentially growing terms; these are necessary in order to match exponentially growing and decaying terms between fronts. Unbounded terms are then removed by adding the up-front and down-front together and subtracting matched parts, following the usual method of matched asymptotic expansions.
Matching growing and decaying exponential terms in the matching region, we obtain

\[
-D_+ e^{-\alpha L/\epsilon} = \frac{\pi |\Lambda_{1,\psi}| e^{-2\pi \sqrt{m_1^2 + m_2^2 \alpha^2 \zeta}/\epsilon}}{\epsilon^{2\gamma+2} \alpha^2 D_+} \cos \left[ 2\pi z_0 \sqrt{m_1^2 + m_2^2 + \chi} \right]
\]

\[
+ \frac{\delta r}{2\alpha^2 D_+} \int_{u-}^{u+} F_{r,M}(v) \, dv,
\]

\[
(8.3)
\]

\[
-D_+ e^{-\alpha L/\epsilon} = \frac{\pi |\Lambda_{1,\psi}| e^{-2\pi \sqrt{m_1^2 + m_2^2 \alpha^2 \zeta}/\epsilon}}{\epsilon^{2\gamma+2} \alpha^2 D_+} \cos \left[ -2\pi \left( z_0 + \frac{L}{\epsilon^2} \right) \sqrt{m_1^2 + m_2^2 + \chi} \right]
\]

\[
+ \frac{\delta r}{2\alpha^2 D_+} \int_{u-}^{u+} F_{r,M}(v) \, dv
\]

\[
(8.4)
\]

We therefore have

\[
\cos \left[ 2\pi z_0 \sqrt{m_1^2 + m_2^2 + \chi} \right] = \cos \left[ -2\pi \left( z_0 + \frac{L}{\epsilon^2} \right) \sqrt{m_1^2 + m_2^2 + \chi} \right].
\]

Solving (8.5) provides two cases to consider: first

\[
z_0 = -\frac{L}{2\epsilon^2} + \frac{k}{2\sqrt{m_1^2 + m_2^2}}
\]

and second

\[
\frac{L}{\epsilon} = \left( \frac{\chi}{\pi} + k \right) \frac{\epsilon}{\sqrt{m_1^2 + m_2^2}}
\]

where \( k \) is some integer, chosen so that \( L/\epsilon \gg 1 \).

**8.1. The snakes.** Suppose first that (8.6) holds. Substituting for \( z_0 \) in (8.3) and rearranging, we gain the bifurcation equation

\[
\delta r = -\frac{2}{\int_{u-}^{u+} F_{r,M}(v) \, dv} \left\{ \frac{\pi |\Lambda_{1,\psi}|}{\epsilon^{2\gamma+2}} e^{-2\pi \sqrt{m_1^2 + m_2^2 \alpha^2 \zeta}/\epsilon} \cos \left[ \frac{\pi L}{\epsilon^2} \sqrt{m_1^2 + m_2^2 - k\pi - \chi} \right] \right.
\]

\[
\left. + \alpha^2 D_+^2 e^{-\alpha L/\epsilon} \right\},
\]

from which the front separation \( L/\epsilon \) may be determined. As (8.8) is 2-periodic in \( k \), only the parity of \( k \) is of importance when determining \( L \); thus (8.8) describes two distinct snaking solution curves with phases that differ by \( \pi \). Each solution is unique up to translations in \( Z = \epsilon (z - z_0) \) by integer multiples of the effective (slow-scale) lattice spacing \( \epsilon (m_1^2 + m_2^2)^{-1/2} \). Furthermore, inspection of (8.6) indicates that the localized solution is site-centered if \( k \) is even and bond-centered if \( k \) is odd. The second term on the right-hand side of (8.8), corresponding to the front matching error, skews the solution curves to the right of the snaking region for small enough \( L \). However, as \( L \) increases, this term rapidly becomes negligible, in which case the snaking curves are confined to the exponentially small parameter range defined in (7.5)—the pinning region. \( L \) is free to increase without bound, resulting in an infinite multiplicity of localized solutions within this range.
8.2. The ladders. Now suppose that (8.7) holds. Since \( k \) is arbitrary, in this case the front separation \( L/\epsilon \) may take one of a discrete set of values, provided the constraints \( L > 0 \) and \( k = O(1/\epsilon^2) \) (because \( L = O(1) \)) are satisfied. The origin \( z_0 \) of the up-front may then be found by solving (8.3), rewritten here as

\[
\delta r = -\frac{2}{\int_{u_-}^{u_+} F_{r,M}(v) \, dv} \left\{ \frac{\pi |\Lambda_{1,\psi}|}{\epsilon^{2+2}} e^{-2\pi \sqrt{m_1^2 + m_2^2} \beta(\alpha)/\epsilon} \cos \left[ 2\pi z_0 \sqrt{m_1^2 + m_2^2} + \chi \right] + \alpha_2^2 D_+^2 e^{-\alpha_+ L/\epsilon} \right\}.
\]

(8.9)

This equation therefore describes the ladders of the snakes-and-ladders bifurcation diagram. Each \( k \) corresponds to a single rung of the ladder, which may be parametrized by \( z_0 \) in the range \( [0, (m_1^2 + m_2^2)^{-1/2}] \). The deviation \( \delta r \) from the Maxwell point for each \( z_0 \) is then provided by (8.9), which has solutions in the same range of values of \( \delta r \) as (8.8), as expected. Furthermore, each rung in fact represents two solution curves, corresponding to the two solutions of (8.9) in the range \( z_0 \in [0, (m_1^2 + m_2^2)^{-1/2}] \). These two solutions coincide at the maximum and minimum of the cosine, representing the bifurcation points at which the rungs meet the snakes. Note that each rung originates on one snake at \( z_0 = 0 \) and terminates on the other at \( z_0 = (m_1^2 + m_2^2)^{-1/2}/2 \), linking the two snaking solution curves.

9. Examples. We shall now demonstrate the application of the general results (7.5), (8.8), and (8.9) to two specific choices of \( F(u; r) \) in (1.1). Furthermore, we shall describe how the constant \( \Lambda_{1,\psi} \) can be calculated on the axes and principal diagonals and discuss the difficulties presented by other orientations of \( z \). Note that we are now interested only in those orientations for which the width of the pinning region is nonzero, and so assume that \( \tan \psi \in \mathbb{Q}_\infty \) throughout the present section.

9.1. Cubic nonlinearity with constant forcing. Our first example, arguably the simplest form of (1.1) to exhibit snaking, is

\[
\frac{\partial \hat{u}}{\partial t} = \Delta \hat{u} + \hat{s}\hat{u} - \hat{u}^3.
\]

(9.1)

An example bifurcation diagram and solutions for the bistable parameter range \( \hat{s} > 0 \) are shown in Figure 1, with \( \psi = 0 \); the unhatted variables in those figures correspond to hatted ones here. The two constant, stable solutions (both nonzero) are connected via an unstable branch, thus forming an S-shaped solution curve in parameter space. This results in a region of bistability, within which is the pinning region. We note that a system similar to (9.1) was studied in [21], in which discreteness was incorporated by replacing a constant coefficient in a partial differential equation with a spatially periodic function, rather than through a difference operator as is the case here. However, that work presents an incomplete description of the snaking phenomenon, due to its failure to incorporate exponentially small terms.

Equation (9.1) is not in the form (1.1); we remedy this by performing the rescaling \( (\hat{u}, \hat{r}, \hat{s}) = (\epsilon u, \epsilon^3 r, \epsilon^2 s) \), yielding

\[
\frac{\partial \hat{u}}{\partial t} = \Delta u - \epsilon^2 \left( -r - su + u^3 \right),
\]

(9.2)
describing (9.1) close to the transition between monostability and bistability. Note that we have $F(u; r) = -r - su + u^3$. Defining $Z$ as in (3.3) and setting $u \equiv u(Z)$, the leading-order continuum approximation is

$$0 = \frac{d^2 u_0}{dZ^2} + r u_0 - s u_0^3.$$  
(9.3)

Imposing the condition (3.11), this can be integrated to give the leading-order solution

$$u_0 = \sqrt{s} \tanh\left(\sqrt{\frac{s}{2}} Z\right)$$  
(9.4)

and the value of the Maxwell point $r_M = 0$. Hence, $u \to u_\pm = \pm \sqrt{s}$ as $Z \to \pm \infty$. The sign of the square root in (9.4) has been chosen in order that $u_+ > u_-$. The front of opposite orientation can be obtained by exploiting the reversibility of (9.1).

From (9.4), we see that the singularities $\zeta$ of $u_0$ are

$$\zeta = \zeta_m = \sqrt{\frac{1}{2s}} (2m + 1) \pi i,$$  
(9.5)

each of which has strength $\gamma = 1$. Thus (7.3) yields $\chi = \frac{s}{2} + \text{Arg}(\Lambda_{1,\psi})$. The dominant singularities are those nearest (and equidistant from) the real line, namely, $\zeta_0$ and $\zeta_{-1} = \overline{\zeta}_0$.

In addition, because

$$u_0 \sim \sqrt{s} \left(1 - 2 e^{-\sqrt{s} Z}\right)$$  
(9.6)

as $Z \to \infty$ and $F_{r,M}(u) \equiv -1$, we have

$$\alpha_+ = \sqrt{2s}, \quad D_+ = 2\sqrt{s}, \quad \int_{u_-}^{u_+} F_{r,M}(v) \, dv = -2\sqrt{s}.$$  
(9.7)

Note that, although $\alpha_+$ is defined by (4.17), it is simpler in practice to simply read it off from the leading-order exponential in the far-field.

We are now almost in possession of the requisite detail to write down the bifurcation equations (8.8)–(8.9) in terms of the parameters of the scaled equation (9.2). The only parameters as yet undetermined are the $\Lambda_{1,\psi}$; we discuss their calculation in detail in section 9.1.1. From (7.5), we see that the snaking width for (9.2) is

$$|\delta r| \leq \frac{\pi |\Lambda_{1,\psi}| e^{-\pi^2 \sqrt{2(m_1^2 + m_2^2)/\hat{s}}}}{\epsilon^4 \sqrt{s}}.$$  
(9.8)

It is instructive to write this in terms of the original, unscaled variables of (9.1), in which case $\hat{s}$ provides the small variable. Reabsorbing the scalings in $\epsilon$, we obtain the unscaled snaking width as

$$|\hat{r}| \leq \frac{\pi |\Lambda_{1,\psi}| e^{-\pi^2 \sqrt{2(m_1^2 + m_2^2)/\hat{s}}}}{\sqrt{s}},$$  
(9.9)

since the Maxwell point in this case is zero. For the sake of brevity, we omit to write out the snaking bifurcation equations (8.8) and (8.9) for the present system.
9.1.1. Finding $\Lambda_{1,\psi}$. All that remains for a comprehensive comparison between numerical computations of (9.1) and our analytical predictions is the evaluation of the constants $\Lambda_{1,\psi}$. Unfortunately, this cannot be done analytically due to the linear nature of the large-$n$ equation (5.2). However, they may in principle be calculated directly through the iteration of a certain recurrence relation arising from the behavior of the solution near the singularity $\zeta_m$.

As the singularity in the leading-order front $u_0$ (9.4) has strength $\gamma = 1$, we have (cf. the discussion around (5.12)–(5.14))

\begin{equation}
 u_n \sim \frac{U_n}{(Z - \zeta_m)^{2n+1}},
\end{equation}

as $Z \to \zeta_m$, for some sequence of constants $U_n$. Upon substitution of this ansatz into (3.6), taking the leading-order terms in $(Z - \zeta_m)^{-1}$ leads to

\begin{equation}
 0 = 2 \sum_{p=1}^{n+1} \left( \cos^{2p} \psi + \sin^{2p} \psi \right) \frac{\Gamma(2n + 3)}{(2p)! \Gamma(2n - 2p + 3)} U_{n-p+1} - \sum_{p_1=0}^{n} \sum_{p_2=0}^{n-p_1} U_{p_1} U_{p_2} U_{n-p_1-p_2}.
\end{equation}

Iteration of this recurrence relation therefore yields the sequence $U_n$. In principle, we may then compare (9.10) with the analytical formula (5.15) for $u_n$ as $n \to \infty$ in order to find $\Lambda_{1,\psi}$.

There are three types of contribution to (5.15), two arising from real and one from complex eigenvalues (where each eigenvalue $\kappa$ is a solution of (4.6); recall that we have set $\Re(\kappa) > 0$ without loss of generality in section 5). The real eigenvalues are characterized by the integers $M$, and it is clear that the dominant one is given by $M = 1$. Furthermore, in the present example the term involving $G(Z; \zeta_m)$ dominates the one involving $g(Z)$ (cf. the discussion after (5.15)). As we are not in general able to determine complex eigenvalues analytically, we shall for now merely denote by $K$ the eigenvalue $\kappa/\in R$ of smallest modulus in the quadrant $\Re(K) > 0, \Im(K) > 0$. Hence, there is only one other complex eigenvalue with modulus equal to that of $K$, and this is simply $\overline{K}$, as solutions of (4.6) occur in complex conjugate pairs. Therefore, considering in turn the contributions to (5.15) from real and complex $\kappa$ and retaining only the dominant part of each, we have

\begin{equation}
 u_n(Z) \sim \frac{(-1)^n \Gamma(2n + 4) \Lambda_{1,\psi} G(Z; \zeta_m)}{[2\pi \sqrt{m_1^2 + m_2^2(Z - \zeta_m)}]^{2n+4}} + \frac{(-1)^n \Gamma(2n + 1)}{(Z - \zeta_m)^{2n+1}} \left( \frac{\Omega_{K,\psi}}{K^{2n+1}} + \frac{\Omega_{\overline{K},\psi}}{\overline{K}^{2n+1}} \right).
\end{equation}

Note that (9.12) is not meant to represent a two-term asymptotic series, as there may be many more terms in (5.15) which are much smaller than one of those on the right-hand side of (9.12), but much larger than the other. Now, from (9.4) we have

\begin{equation}
 u_0 \sim \frac{\sqrt{2}}{Z - \zeta_m}
\end{equation}

as $Z \to \zeta_m$; thus $U_0 = \sqrt{2}$, and

\begin{equation}
 G(Z; \zeta_m) \sim -\frac{1}{8} \sqrt{2} (Z - \zeta_m)^3
\end{equation}
in the same limit. Because \( U_0 \) is real, inspection of (9.11) indicates that \( U_n \) is real for all \( n \); hence \( \Omega_{K,\psi} = \Omega_{K,\psi} \). Comparing (9.12) with (9.13), the dominant contributions to \( U_n \) from real and complex \( \kappa \) are

\[
U_n \sim \frac{(-1)^{n+1} \sqrt{2}\Gamma(2n+4)\Lambda_{1,\psi}}{8 \left( 2\pi \sqrt{m_1^2 + m_2^2} \right)^{2n+4}} + \frac{2(-1)^n \Gamma(2n+1)|\Omega_{K,\psi}|}{|K|^{2n+1}} \cos \left[ \arg(\Omega_{K,\psi}) - (2n+1) \arg(K) \right]
\]

(9.15)

as \( n \to \infty \). As discussed after (5.15), if \( |K| < 2\pi(m_1^2 + m_2^2)^{1/2} \), then the second term dominates; otherwise, the first does. Immediately, we see a difficulty in obtaining \( \Lambda_{1,\psi} \); the first term must be the dominant one.

Unfortunately, it seems that if (4.6) admits complex solutions, then \( |K| < 2\pi(m_1^2 + m_2^2)^{1/2} \) no matter the choice of \( m_1, m_2 \). Although we are unable to prove this, two strands of investigation provide evidence that this is indeed the case. Without loss of generality, we focus on the sector \( \psi \in [0, \frac{\pi}{4}] \), so that \( \tan \psi \in [0, 1] \), equivalent to \( m_2 \leq m_1 \) with \( m_1 \geq 1 \) and \( m_2 \geq 0 \). Our results can be applied to the rest of the plane via the invariant rotations and reflections of (1.1). First, we seek asymptotic solutions near \( \psi = 0 \) and \( \psi = \frac{\pi}{4} \). The former is given by the limit \( m_2 \ll m_1 \), in which the complex solution to (4.6) with smallest modulus is \( K \sim 2\pi(1 + m_2^2/m_1^2)^{1/2}(1 + im_2/m_1) \); the latter corresponds to \( m_2 \sim m_1 \), in which \( K \sim \pi(1 + m_2^2/m_1^2)^{1/2}[2 + (1+i)(1-m_2/m_1)] \). In both limits we have \( |K| < 2\pi(m_1^2 + m_2^2)^{1/2} \), the real eigenvalue with smallest modulus. Second, solving (4.6) numerically for \( m_1 = 2, \ldots, 60 \) and all relevant values of \( m_2 \) in \( \psi \in [0, \frac{\pi}{4}] \) (recall \( \gcd(|m_1|, |m_2|) = 1 \)) has not produced a counterexample, as shown in Figure 4. Note that \( |K| \) approaches \( 2\pi \) as \( \tan \psi \to 0 \), and \( 2\sqrt{2}\pi \) as \( \tan \psi \to 1 \), as predicted by our asymptotic solutions, and \( K \) lies between these two limiting values for all choices of \( \tan \psi \) for which solutions have been calculated. Thus it would appear that we cannot calculate \( \Lambda_{1,\psi} \) using the above method if (4.6) admits complex solutions. Furthermore, as the eigenvalues \( \kappa \) are independent of the choice of \( F(u; r) \), this is so for all problems of the form (1.1).

There are, however, special cases with no complex eigenvalues at all; the axial and diagonal alignments \( \psi = \frac{k\pi}{4}, k \in \{0, 1, \ldots, 7\} \). For such alignments (9.15) contains only the term in which \( \Lambda_{1,\psi} \) appears. Rearranging, we therefore see that in such a case

\[
\Lambda_{1,\psi} \sim \lim_{n \to \infty} \frac{(12)^{1/4}(-1)^{n+1}(2\pi \sqrt{m_1^2 + m_2^2})^{2n+4}}{\Gamma(2n+4)} U_n,
\]

(9.16)
yielding a good approximation for \( \Lambda_{1,\psi} \) if \( U_n \) can be calculated for large enough \( n \). Now, (9.11) must in general be iterated separately for each \( \psi \). However, as (9.1) is invariant under rotations \( \psi \to \psi + \frac{\pi}{2} \), it suffices to iterate (9.11) only for \( \psi = 0 \) and \( \psi = \frac{\pi}{4} \), as the other six alignments can be recovered using said invariance. Doing so, we calculate \( \Lambda_{1,0} \approx -2535 \) and \( \Lambda_{1,\pi/4} \approx -10141 \). Thus we may carry out a quantitative comparison between the analytical formula (9.9) and numerical computations for these values of \( \psi \). We note that inspection of
Figure 4. Top: the complex solutions of (4.6) having smallest modulus for $m_1 = 2, \ldots, 60$ and all values of $m_2$ satisfying $m_2 \leq m_1$, $\gcd(|m_1|, |m_2|) = 1$, plotted against $m_1$. Values of $m_2$ are not indicated. Bottom: data from the top figure, plotted against $\tan \psi$. Although the data are discrete, we employ a line plot for clarity.

the ratio $\Lambda_{1,\pi/4}/\Lambda_{1,0} \approx 4$ and the equivalent ratio in the next example suggests the simple relationship $\Lambda_{1,\psi} = \Lambda_{1,0}(m_1^2 + m_2^2)^{1+\gamma}$. (Recall that $\gamma$ is the strength of the leading-order singularity; cf. (5.12)–(5.14) and the surrounding paragraph.) However, this is found to drastically underestimate the width of the pinning region for $\psi \neq \frac{k\pi}{4}, k \in \{0, 1, \ldots, 7\}$.

9.1.2. Comparison of analytical and numerical results. We have solved the one-dimensional, steady version of (9.1) for $\psi = 0, \frac{\pi}{4}$ numerically, using pseudoarclength continuation to compute the bifurcation diagram. The domain size is chosen to be large enough that boundaries have negligible effect on the width of the pinning region. In order to preserve this independence, the domain must be increased as $\hat{s} = cs$ decreases to counterbalance the spreading out of fronts; for example, we used three hundred points for $\hat{s} = 1$ but seven hundred for $\hat{s} = 0.2$. We imposed symmetric boundary conditions and sought stationary front solutions to (9.1); such solutions are equivalent to site-centered solutions on a domain of twice the size. Exploiting the symmetry of the solution to use only half the lattice points in this manner has the dual benefit of faster computation times and a significantly decreased chance of skipping between solution branches, which may otherwise occur all too readily given the high density of solutions within such a narrow parameter range [11]. We have chosen to focus here only on site-centered solutions; similar results are easy to find for the bond-centered solution branch. Of course, there is no symmetry to exploit when computing the ladders, and so these must be found on the full domain, hence requiring great care at small values of $\hat{s}$.

Numerical results are compared to (9.9) in Figure 5, with good agreement. Although an analytical formula is unavailable for $\psi \neq \frac{k\pi}{4}, k \in \{0, 1, \ldots, 7\}$ as $\Lambda_{1,\psi}$ remains undetermined in these cases, we see that the snaking width appears to scale with $\hat{s}$ as predicted by (9.9) for all values of $\psi$ shown. Note that numerical results are unavailable for very small $\hat{s}$ and that
Figure 5. Left: log plot of analytical (lines) and numerical (points) snaking widths for one-dimensional solutions to (9.1) at various orientations $\psi = \arctan(m_2/m_1)$. The solid line and circles represent $(m_1, m_2) = (1, 0)$; the dashed line and squares represent $(m_1, m_2) = (1, 1)$; diamonds represent $(m_1, m_2) = (2, 1)$; triangles represent $(m_1, m_2) = (3, 1)$; and stars represent $(m_1, m_2) = (3, 2)$. Note that an analytical formula is only available for the first two choices of $\psi$. Right: percentage error in analytical formula (9.9) for (9.1) with $(m_1, m_2) = (1, 0)$ represented by circles and $(m_1, m_2) = (1, 1)$ by squares.

Figure 6. Left: snakes-and-ladders bifurcation diagram for (9.1) with $\hat{s} = 0$ and $\psi = 0$, drawn using the analytical formulae (8.6)–(8.9). Right: comparison of analytical (thick line) and numerical (thin line) site-centered snaking curve for $\hat{s} = 0.4$ and $\psi = 0$.

the smallest value of $\hat{s}$ for which numerical results are available increases with $m_1^2 + m_2^2$; this is due to the snaking width approaching values in which machine error is significant. The full analytical bifurcation diagram (8.8)–(8.9) for (9.1) with $\psi = 0$ is drawn in Figure 6a, and a comparison between an analytical and a numerical snaking solution curve shown in Figure 6b, again with good agreement.

9.2. A cubic-quintic nonlinearity. Our second example is

\begin{equation}
\frac{\partial \hat{u}}{\partial \hat{t}} = \Delta \hat{u} + \hat{r} \hat{u} + \hat{s} \hat{u}^3 - \hat{u}^5,
\end{equation}

which is bistable when $\hat{s} > 0$. Equation (9.17) was the subject of a numerical investigation of snaking of fully two-dimensional localizations in [50], and is analogous to the Swift–Hohenberg equation with cubic and quintic nonlinear terms [10, 26]. The bifurcation diagram and example
solutions for (9.17) with \( \psi = 0 \) can be seen in Figure 2; unhatted variables in that figure correspond to hatted in (9.17). The system is bistable due to a subcritical pitchfork bifurcation at \( \hat{r} = 0 \) and a subsequent saddle-node bifurcation at some \( \hat{r} < 0 \), at which point the nontrivial solution curve turns over to form a region of bistability, containing the pinning region.

Rescaling in the weakly subcritical limit, we define \((\hat{u}, \hat{r}, \hat{s}) = (\sqrt{\epsilon}u, \epsilon^2 r, \epsilon s)\), yielding

\[
\frac{\partial \hat{u}}{\partial \hat{t}} = \Delta \hat{u} - \epsilon^2 (-ru - su^3 + u^5).
\]

Hence, \( F(u; r) = -ru - su^3 + u^5 \). The leading-order, one-dimensional solution is therefore given by

\[
0 = \frac{d^2 u_0}{dZ^2} + ru_0 + su^3_0 - u^5_0.
\]

Imposing (3.11), this exhibits the front solution

\[
u_0 (Z) = \frac{1}{2} \left( \frac{3s}{1 + e^{-\sqrt{3}Z/2}} \right)^{1/2}
\]

at the Maxwell point \( r_M = -3s^2/16 \). Thus \( u \to u_+ \) as \( Z \to \pm \infty \), where \( u_+ = \sqrt{3}s/2 \) and \( u_- = 0 \). We have chosen the positive square root in order that \( u_+ > u_- \); the front of opposite orientation may be recovered by exploiting the reversibility of (9.17).

From (9.20), we can see that the singularities \( \zeta \) of \( u_0 \) are

\[
\zeta = \zeta_m := (2m + 1)2\pi i / \sqrt{3}s, \quad m \in \mathbb{Z},
\]

each of which has strength \( \gamma = \frac{1}{2} \). Thus (7.3) gives \( \chi = \text{Arg} (\Lambda_{1,0}) \). The dominant singularities are those nearest (and equidistant from) the real line, namely, \( \zeta_0 \) and \( \zeta_{-1} = \bar{\zeta}_0 \). Also, since

\[
0 \sim \frac{1}{2} \sqrt{3}s \left( 1 - \frac{1}{2} e^{-\sqrt{3}Z/2} \right)
\]

as \( Z \to \infty \) and \( F_{r,M}(u) \equiv -u \), we have

\[
\alpha_+ = \frac{1}{2} \sqrt{3}s, \quad D_+ = \frac{1}{4} \sqrt{3}s, \quad \int_{u_-}^{u_+} F_{r,M}(v) \, dv = -\frac{3}{8}.
\]

Thus the bifurcation equations (8.8) and (8.9) can now be written in terms of the parameters of the scaled equation (9.18). Again, we shall not write these out in full; instead, we simply write down the width of the pinning region from (7.5), which now reads

\[
|\delta r| \leq \frac{16\pi |\Lambda_{1,0}| e^{-4\pi^2 \sqrt{3(m_1^2 + m_2^2)/3s}}}{3\epsilon^3 s}.
\]

Absorbing the scalings in \( \epsilon \) and writing this in terms of the original, hatted variables appearing in (9.17) then yields

\[
|\hat{r} - \hat{r}_M| \leq \frac{16\pi |\Lambda_{1,0}| e^{-4\pi^2 \sqrt{3(m_1^2 + m_2^2)/3\hat{s}}}}{3\hat{s}},
\]
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where \( \hat{r}_M = -3\hat{s}^2/16 + O(\hat{s}^4) \) is the unscaled Maxwell point and \( \hat{s} \) provides the small variable. This formula corresponds to that derived in [44] using variational approximations (equation (50) in that work); however, the method presented here yields a complete formula, whereas that in [44] is unable to determine the constant factor \( 16\pi|\Lambda_{1,\psi}|/3 \). We also note that the functional dependence of (9.25) on \( \hat{s} \) when \((m_1, m_2) = (1, 0)\) is identical to that of the corresponding formula derived in [26] for the cubic-quintic Swift–Hohenberg equation (equation (8.7) in that work). However, the snaking width is much smaller in the present case, as \( e^{-1/\hat{s}} \) is raised to the power \( \approx 22.8 \) in (9.25) when \( \psi = 0 \), and only to the power \( \approx 15.3 \) in the equivalent formula for the Swift–Hohenberg equation.

All that remains is to derive the constants \( \Lambda_{1,\psi} \). In a similar manner as in section 9.1.1, we have

\[
(9.26) \quad u_n \sim \frac{U_n}{(Z - \zeta_m)^{2n+1/2}},
\]

as \( Z \to \zeta_m \), for some sequence of constants \( U_n \). These can be found by iteration of the recurrence relation

\[
0 = 2\sum_{p=1}^{n+1} \left( \cos^2 p\psi + \sin^2 p\psi \right) \frac{\Gamma(2n + \frac{5}{2})}{(2p)!\Gamma(2n - 2p + \frac{5}{2})} U_{n-p+1} - \sum_{p_1=0}^{n} \sum_{p_2=0}^{n-p_1} \sum_{p_3=0}^{n-p_1-p_2} \sum_{p_4=0}^{n-p_1-p_2-p_3} U_{p_1}U_{p_2}U_{p_3}U_{p_4}U_{n-p_1-p_2-p_3-p_4},
\]

(9.27)

where \( U_0 = (\frac{3}{4})^{1/4} \). Again, due to the dominant contribution from complex eigenvalues at other values of \( \psi \), we are able to calculate \( \Lambda_{1,\psi} \) only when \( \psi = \frac{k\pi}{4}, k \in \{0, 1, \ldots, 7\} \). For such orientations

\[
(9.28) \quad \Lambda_{1,\psi} \sim \lim_{n \to \infty} \frac{(12)^{1/4}(-1)^{n+1} \left( 2\pi\sqrt{m_1^2 + m_2^2} \right)^{2n+3}}{\Gamma(2n + 3)} U_n.
\]

By iteration of (9.27), we are therefore able to calculate \( \Lambda_{1,0} \approx -89 \) and \( \Lambda_{1,\pi/4} \approx -252 \); the values of \( \Lambda_{1,\psi} \) for \( \psi = \frac{k\pi}{4}, k \in \{2, 3, \ldots, 7\} \) then follow using the invariance of (9.17) under rotations \( \psi \to \psi + \frac{\pi}{2} \).

Numerical computations for \( \psi = 0, \frac{\pi}{4} \) are compared to (9.25) in Figure 7, with good agreement. Note that machine error becomes significant at much larger values of \( \hat{s} \) than in the example of section 9.1; this is because the exponent in (9.25) is more negative than that in (9.9). The full analytical bifurcation diagram is drawn in Figure 8a using the value of \( \Lambda_{1,0} \) calculated from the recurrence relation (9.11), and a comparison between an analytical and a numerical snaking solution curve shown in Figure 8b.

10. Snaking on a hexagonal lattice. The methods of sections 3–8 can readily be followed through for an alternative choice of difference operator. As a useful example, we shall now consider (1.1) posed on a hexagonal lattice, in which case we replace the square operator \( \Delta \)
Figure 7. Left: log plot of analytical (lines) and numerical (data points) snaking widths for (9.17). Right: percentage error in analytical formula compared to numerical results. Solid lines or circles correspond to $\psi = 0$, and dashed lines or diamonds to $\psi = \frac{\pi}{4}$.

Figure 8. Left: snakes-and-ladders bifurcation diagram for (9.17) with $\tilde{s} = 0.5$ and $\psi = 0$, drawn using the analytical formulae (8.6)–(8.9). Right: comparison of analytical (thick line) and numerical (thin line) site-centered snaking curve for $\tilde{s} = 0.7$ and $\psi = 0$.

(1.2) with the hexagonal operator

$$\Delta_{\text{hex}} u(x, y, t) := \frac{2}{3} \left[ u(x + 1, y, t) + u(x - 1, y, t) + u \left( x + \frac{1}{2}, y + \frac{\sqrt{3}}{2}, t \right) \right. $$

$$+ u \left( x - \frac{1}{2}, y - \frac{\sqrt{3}}{2}, t \right) + u \left( x + \frac{1}{2}, y - \frac{\sqrt{3}}{2}, t \right) $$

$$\left. + u \left( x - \frac{1}{2}, y + \frac{\sqrt{3}}{2}, t \right) - 6u(x, y, t) \right],$$

which generates the hexagonal lattice

$$H := \left\{ (x, y) = \left( n_1 + \frac{n_2}{2}, \frac{\sqrt{3}n_2}{2} \right) \mid (n_1, n_2) \in \mathbb{Z}^2 \right\}. $$
As is the case for (1.1) on a square lattice, (1.1) on \( H \) is the discrete analogue of the reaction-diffusion equation (1.3) (i.e., both \( \Delta \) and \( \Delta_{\text{hex}} \) are discrete analogues of \( \partial_X^2 + \partial_Y^2 \)). Note that this means the leading-order front solution and corresponding singularities are unaffected by replacing \( \Delta \) with \( \Delta_{\text{hex}} \), i.e., \( \omega_0 \) is determined by (3.8) for both choices of difference operator. In fact, following through the calculations in sections 3–8, we can see that choosing a hexagonal lattice only affects the orientations \( \psi \) for which snaking occurs, and the values of the corresponding eigenvalues \( \kappa \) (cf. section 4). Therefore, in order to apply our results to (1.1) on \( H \), we simply need to solve the appropriate eigenvalue equation for \( \Delta_{\text{hex}} \) and replace \( \kappa \) and \( \psi \) in (7.5) and (8.6)–(8.9) with their corresponding values for a hexagonal lattice.

Referring to section 4, in particular (4.6), we see that the eigenvalues \( \kappa \) are given by \( \Delta_{\text{hex}} e^{i \kappa z} \equiv 0 \). This yields

\[
\cos (\kappa \cos \psi) + \cos \left( \frac{\kappa}{2} \cos \psi + \frac{3\kappa}{2} \sin \psi \right) + \cos \left( \frac{\kappa}{2} \cos \psi - \frac{3\kappa}{2} \sin \psi \right) - 3 = 0.
\]

In the same way as for the square lattice (cf. sections 2 and 7), (1.1) on \( H \) exhibits snaking when \( \psi \) is such that (10.3) admits real solutions, i.e., \( \kappa \in \mathbb{R} \). This requires \( \kappa \cos \psi = 2M_1\pi \), \( \kappa (\cos \psi + \sqrt{3}\sin \psi) = 4M_2\pi \) and \( \kappa (\cos \psi - \sqrt{3}\sin \psi) = 4M_3\pi \), where the \( M_j \) are arbitrary integers. After some manipulation, we arrive at the solution

\[
\cos \psi = \frac{\sqrt{3}}{2} \frac{m_1}{\sqrt{m_1^2 + m_1 m_2 + m_2^2}}, \quad \sin \psi = \frac{1}{2} \frac{m_1 + 2m_2}{\sqrt{m_1^2 + m_1 m_2 + m_2^2}},
\]

\( (m_1, m_2) \in \mathbb{Z}^2 \setminus \{(0,0)\}, \quad \gcd(|m_1|, |m_2|) = 1, \)

and

\[
\kappa = \frac{4M\pi}{\sqrt{3}} \sqrt{\frac{m_1^2}{m_1^2 + m_1 m_2 + m_2^2}}, \quad M \in \mathbb{Z}.
\]

Hence, \( \tan \psi = (m_1 + 2m_2)/\sqrt{3}m_1 \), i.e., \( (\sqrt{3} \tan \psi - 1)/2 \in \mathbb{Q}_\infty \). In light of (10.2), when \( \psi \) is given by (10.4) and \( \kappa \) by (10.5), the one-dimensional lattice spanned by \( z \) (cf. section 2) is

\[
\Psi = \left\{ \frac{\sqrt{3}}{2} \frac{m_1 n_1 + m_1 n_2 + m_2 n_2}{\sqrt{m_1^2 + m_1 m_2 + m_2^2}} \mid (n_1, n_2) \in \mathbb{Z}^2 \right\}
\]

and therefore has a well-defined lattice spacing of \( (\sqrt{3}/2)(m_1^2 + m_1 m_2 + m_2^2)^{-1/2} \); note that \( \kappa \) is given by \( 2M\pi \) divided by the effective lattice spacing, as is the case on a square lattice (cf. (4.8)).

We note that the lattice generated by \( \kappa (\cos \psi, \sin \psi) \) is also hexagonal, but oriented at \( \pi/6 \) radians to \( H \). This is because \( \kappa (\cos \psi, \sin \psi) \) is the reciprocal lattice of \( H \), defined by \( \exp[\pi \kappa (\cos \psi, \sin \psi) \cdot (x, y)] \equiv e^{i \kappa z} \equiv 1 \) for \( (x, y) \in H \). This is, of course, analogous to the condition (4.7) for \( \kappa \in \mathbb{R} \) on a square lattice derived in section 4. However, the importance of the reciprocal lattice is not immediately apparent in section 4, as in that case it is also
a square lattice with the same orientation as that of \( \Delta \). Thus we can make make the more general statement that snaking will occur only if \( \kappa(\cos \psi, \sin \psi) \) is a vector of the reciprocal lattice to that the problem is posed on.

Following the calculation through to its conclusion, we eventually arrive at a formula for the width of the snaking region, namely,

\[
|\delta r| \leq \frac{2\pi|\Lambda_{1,\psi}|e^{-4\pi\sqrt{m_1^2 + m_1m_2 + m_2^2}\Im(\zeta)/\sqrt{3}\epsilon}}{\epsilon^{2\gamma + 2}|\int_{a-}^{u+} F_{r,M}(v) \, dv|}.
\]

Equation (10.7) is simply the snaking width for a square lattice (7.5) with \( 2\pi\sqrt{m_1^2 + m_2^2} \) in the exponent replaced by the smallest real eigenvalue for the hexagonal lattice, (10.5) with \( M = 1 \). Similarly, the full equations for the snakes-and-ladders bifurcation diagram are given by (8.6)–(8.9) with all instances of \( 2\pi\sqrt{m_1^2 + m_2^2} \) replaced by (10.5) with \( M = 1 \). The constant \( \Lambda_{1,\psi} \) can be determined by a process analogous to that of (9.1.1), but will differ in value to that for the square lattice since, for example, (9.10) depends on the choice of lattice. As in section 7, we note that (10.7) should be compared with the equivalent result in [37]. The quantity \( |\Delta k| \) in [37] now corresponds to \( 4\pi\sqrt{m_1^2 + m_1m_2 + m_2^2}/\sqrt{3}; \pi/\lambda \) again corresponds to \( \Im(\zeta) \) since the singularity \( \zeta \) is the same for both choices of lattice.

We conclude this section by noting that the relatively simple means by which our results for the square lattice have been applied to the hexagonal lattice is due to the fact that both \( \Delta \) (1.2) and \( \Delta_{\text{hex}} \) are discrete analogues of the same differential operator, \( \partial_X^2 + \partial_Y^2 \). Of course, both square and hexagonal lattices may be generated by other choices of difference operator, some of which give rise to leading-order continuum approximations containing differential operators other than \( \partial_X^2 + \partial_Y^2 \). Thus, in order to apply our results to such systems, more work is required than has been necessary in the present section. However, our method is applicable to a wide class of difference operators, and in many cases our results can be adapted without any great difficulty.

11. Conclusion. We have applied the method of exponential asymptotics to the study of one-dimensional heteroclinic and homoclinic connections in the class of differential-difference equations given by (1.1). By studying slowly varying solutions near bifurcation (equivalent to the continuum approximation in the limit of small mesh spacing) and truncating the asymptotic expansion after its least term, we have been able to elucidate the role played by the exponentially small remainder. Rescaling near Stokes lines, at which the remainder equation (4.1) is maximally forced, we have observed explicitly how the coefficient of an exponentially growing complementary function varies smoothly from zero to nonzero via an error-function. These Stokes lines emanate from complex singularities of the leading-order front. Furthermore, exponentially small deviations \( \delta r \) from the Maxwell point \( r_M \) also produce exponentially small, but exponentially growing, particular integrals. We saw that unbounded terms vanish only for particular values of the origin of the front, defined in terms of \( \delta r \). This results in an exponentially small parameter range (7.5) in which stationary fronts, and hence localized solutions, exist.

Armed with the full asymptotic expansion of the front solution, localized solutions were then constructed by means of matching exponentially growing and decaying terms in two
back-to-back fronts. Matching conditions yielded a set of formulae (8.6)–(8.9) which describe the full snakes-and-ladders bifurcation diagram associated with such solutions.

Of particular interest is the result that the snaking width is nonzero only if $\tan \psi \in \mathbb{Q}_\infty$, and then is exponentially small in $(m_1^2 + m_2^2)^{-1/2}$. For each value of $\epsilon$, then, the largest pinning region is for those solutions oriented along an axis $\psi = k\pi$, followed by those oriented along a primary diagonal $\psi = (2k+1)\pi/4$, where $k \in \{1, 2, 3, 4\}$. The decrease in snaking width as $m_1$ and $m_2$ increase is considerable, as the effective lattice spacing appears in the exponentially small term in (7.5); this explains why those solutions oriented along an axis or primary diagonal are the easiest to find numerically in the small-$\epsilon$ limit (cf. Figure 5). On the other hand, when $\tan \psi$ is irrational the problem is posed on a dense set, and hence there is no periodic spatial structure for fronts to pin to and localized solutions do not snake [30, 31, 43].

Furthermore, the existence regions of the different fronts has implications for fully two-dimensional localizations. A numerical study [50] of (9.17) found that two-dimensional localized patches evolve in a rather complicated manner along the snaking curve, with saddle-nodes aligning to a number of asymptotes in phase space, in contrast to the two asymptotes of the one-dimensional case; compare the snaking diagrams in [50] with, for example, Figures 6 and 8. Inspection of the results presented in [50] indicates that square localized solutions with sides aligned with the axes are present in a wider parameter range than, for example, those which appear octagonal, having sides aligned with both the axes and the primary diagonals. This may be explained by interpreting two-dimensional localizations as constructed from superpositions of various one-dimensional fronts, since the fronts aligned with the axes have the widest pinning region. This apparent relationship between one-dimensional fronts and two-dimensional localizations bears further investigation.

Although the focus has been on snaking problems, the analysis is equally applicable to fronts and localized solutions which do not snake. In these instances, there is no Maxwell point and any reference to $\delta r$ is meaningless, as solutions exist within an $O(1)$ range of $r$ rather than an exponentially small one. However, they still pin to the lattice in the manner discussed in section 7.

We remark that in [34], on which the present work is in part based, the (purely one-dimensional) analysis included a description of front motion outside the pinning region; the results of that paper extend readily to fronts oriented at an arbitrary angle to the lattice. In that paper, it was found that if the origin $z_0$ varies exponentially slowly with time, the term $C \frac{dz_0}{dT}$, where $C$ is some constant, must be added to the right-hand side of (7.4). This yields an equation of the form

\[
\frac{d\hat{z}_0}{dT} = \delta \hat{r} - \cos \hat{z}_0,
\]

where $\hat{z}_0$, $\hat{T}$, and $\delta \hat{r}$ are suitably rescaled versions of $z_0$, $T$, and $\delta r$, and are each $O(1)$. Thus, within the pinning region the constant values of $z_0$ given by (7.4) are stable solutions of (11.1), as expected—this simply describes the pinning mechanism. On the other hand, if $\delta r$ increases to just outside the pinning region while remaining exponentially small, (11.1) has no real constant solutions and so the front drifts with nonconstant velocity, “clicking” through lattice points as described in section 7 of [34]. When $\delta r$ increases to $O(1)$, $\frac{dz_0}{dT}$ is constant and
determined by a travelling wave solution to the leading-order reaction-diffusion equation (3.2). This result of [34], derived for $\psi = 0$ only, also holds when $\tan \psi \in \mathbb{Q}_\infty$ (after a rescaling to account for the effective lattice spacing); if $\tan \psi$ is irrational and finite, however, there are no exponentially growing terms to eliminate from the remainder and $dz_0/dT$ is constant and determined at leading-order.

The methods presented in this paper are readily applicable to lattice systems with difference operators other than $\Delta$ and $\Delta_{\text{hex}}$, e.g., [27, 50]. The results also have implications for finite-difference approximations to differential equations, where approximation of a continuous problem by a lattice creates an artificial pinning region. Furthermore, we note that the formulae describing the bifurcation structure of the pinning region have been derived without explicit knowledge of the leading-order front, only its far-field behavior; thus our results also apply to systems in which a leading-order front cannot be found analytically, such as that in [57] containing a nonlinear term of the form $u^3/(1 + u^2)$. To this end, we note that in [37], the imaginary part of the singularity was derived to be $\Im(\zeta) = \pi/\alpha_+ - w_1$, where $\alpha_+$ is defined in (4.17); thus, with the exception of $\Lambda_{1,\psi}$, the formula (7.5) for the snaking width comprises entirely of information which can be determined analytically from (1.1) and (3.8). The same can not be said of the snakes-and-ladders equations (8.6)–(8.9), however, as $D_+$ cannot be found analytically. (Note that $\Re(\zeta)$ can be set to zero due to the invariance of (3.8) under spatial translations.) Nevertheless, this property will be invaluable in higher-dimensional studies, where analytical results are scarce; we therefore expect the present work to provide a valuable stepping-stone towards the analysis of fully two-dimensional localized solutions [2, 20, 40, 41, 50].

Appendix. On complex solutions of the eigenvalue equation (4.6). Suppose that $\kappa = a + ib$ is such that (4.6) holds, i.e.,

\begin{equation}
\cos(\kappa \cos \psi) + \cos(\kappa \sin \psi) - 2 = 0
\end{equation}

and $a$ and $b$ are real, nonzero constants. As $\sin^2 \Theta + \cos^2 \Theta \equiv 1$, (4.11) can be rewritten to give

\begin{equation}
\cos^2 \psi \left(1 - \cos^2(\kappa \cos \psi)\right) = \sin^2 \psi \left(1 - \cos^2(\kappa \sin \psi)\right).
\end{equation}

Thus (A.1) and (A.2) taken together may be formulated as a system of two algebraic equations, treating $\cos(\kappa \cos \psi)$ and $\cos(\kappa \sin \psi)$ as two unknown constants. Of course, in actuality there is only one unknown, the eigenvalue $\kappa$; any solution must therefore provide a consistent value of $\kappa$.

Solving this system is a simple exercise, and we find upon doing so that either $\cos(\kappa \cos \psi) = \cos(\kappa \sin \psi) = 1$ or

\begin{equation}
\cos(\kappa \cos \psi) = \frac{3\tan^2 \psi + 1}{\tan^2 \psi - 1}, \quad \cos(\kappa \sin \psi) = -\frac{\tan^2 \psi + 3}{\tan^2 \psi - 1}.
\end{equation}

The first instance gives real $\kappa$ and is simply the solution given by (4.7) and (4.8), which we have already discussed fully in section 4. In the second instance, separating $\kappa$ into its real and
imaginary parts, we have
\begin{align}
\cos(a \cos \psi) \cosh(b \cos \psi) - i \sin(a \cos \psi) \sinh(b \cos \psi) &= \frac{3 \tan^2 \psi + 1}{\tan^2 \psi - 1}, \\
\cos(a \sin \psi) \cosh(b \sin \psi) - i \sin(a \sin \psi) \sinh(b \sin \psi) &= -\frac{\tan^2 \psi + 3}{\tan^2 \psi - 1}.
\end{align}

The imaginary parts of both of the above equations must vanish, as the right-hand side of each is real. Therefore, \( \sin(a \cos \psi) = \sin(a \sin \psi) = 0 \), giving \( a \cos \psi = 2M_1 \pi \), \( a \sin \psi = 2M_2 \pi \) for \( (M_1, M_2) \in \mathbb{Z}^2 \). However, (A.1) now reads
\begin{equation}
\cos(\kappa \cos \psi) + \cos(\kappa \sin \psi) = \cosh(b \cos \psi) + \cosh(b \sin \psi) = 2.
\end{equation}

This has real solutions only if \( b \cos \psi = b \sin \psi = 0 \), which gives \( b = 0 \), a contradiction as \( b = \Im(\kappa) \neq 0 \). Thus there are no solutions \( \kappa \) to (4.6) with \( \Im(\kappa) \neq 0 \) that also satisfy (4.11).
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