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Abstract. The classical Yang-Baxter equation (CYBE) is an algebraic equation central in the theory of integrable systems. Its solutions were classified by Belavin and Drinfeld. Quantization of CYBE led to the theory of quantum groups. A geometric interpretation of CYBE was given by Drinfeld and gave rise to the theory of Poisson-Lie groups.

The classical dynamical Yang-Baxter equation (CDYBE) is an important differential equation analogous to CYBE and introduced by Felder as the consistency condition for the differential Knizhnik-Zamolodchikov-Bernard equations for correlation functions in conformal field theory on tori. Quantization of CDYBE allowed Felder to introduce an interesting elliptic analog of quantum groups. It becomes clear that numerous important notions and results connected with CYBE have dynamical analogs.

In this paper we classify solutions to CDYBE and give geometric interpretation to CDYBE. The classification and interpretation are remarkably analogous to the Belavin-Drinfeld picture.

0. Introduction

0.1. In 1984 Knizhnik and Zamolodchikov showed that correlation functions of conformal blocks on \( \mathbb{P}^1 \) for the Wess-Zumino-Witten (WZW) conformal field theory for a simple Lie algebra \( \mathfrak{g} \) satisfy the differential equations

\[
\kappa \frac{\partial F}{\partial z_i} = \sum_{j \neq i} \frac{\Omega^{ij}}{z_i - z_j} F, \quad i = 1, \ldots, N,
\]

where \( F \) is an analytic function of \( N \) complex variables \( z_1, \ldots, z_N \) with values in \( V_1 \otimes \ldots \otimes V_N \), \( V_1, \ldots, V_N \) are representations of \( \mathfrak{g} \), \( \Omega^{ij} \) is the Casimir operator \( \Omega \in (S^2 \mathfrak{g})^0 \) acting in the i-th and the j-th component, and \( \kappa \) is a complex number. Equations (1) are called the Knizhnik-Zamolodchikov (KZ) equations. They play an important role in representation theory and mathematical physics.

Later Cherednik [C] generalized the KZ equations: he considered differential equations of the form

\[
\kappa \frac{\partial F}{\partial z_i} = \sum_{j \neq i} r^{ij}(z_i - z_j) F,
\]
where \( r(z) \) is a meromorphic function on \( \mathbb{C} \) with values in \( \mathfrak{g} \otimes \mathfrak{g} \) satisfying the unitarity condition \( r(z) = -r^{21}(-z) \). Cherednik pointed out that system (2) is consistent iff \( r(z) \) satisfies the classical Yang-Baxter equation (CYBE):

\[
[r^{12}(z_1 - z_2), r^{13}(z_1 - z_3)] + [r^{12}(z_1 - z_2), r^{23}(z_2 - z_3)] + [r^{13}(z_1 - z_3), r^{23}(z_2 - z_3)] = 0.
\]

In particular, for the simplest Yang’s solution of (3), \( r(z) = \frac{\Omega}{z} \), we get the KZ equations.

The geometric meaning of equation (3) was found by Drinfeld [Dr]. Namely, he showed that any solution \( r \) of (3), independent of \( z \), and satisfying the condition \( r + r^{21} \in (S^2\mathfrak{g})^\mathfrak{h} \), defines a natural Poisson-Lie structure on a Lie group \( G \) whose Lie algebra is \( \mathfrak{g} \). He also found that \( z \)-dependent solutions of (3) define analogous structures on the loop group \( LG \).

If \( \mathfrak{g} \) is a simple Lie algebra, then equation (3) has many interesting solutions, both \( z \)-independent and \( z \)-dependent. These solutions, satisfying an additional non-degeneracy condition, were classified by Belavin and Drinfeld [BD1],[BD2]. In the \( z \)-dependent case, three types of solutions were found: rational, trigonometric, and elliptic (in terms of \( z \)).

0.2. In [B] Bernard found that correlation functions for WZW conformal blocks on an elliptic curve satisfy the differential equations

\[
\frac{\kappa}{\partial z_i} \frac{\partial F}{\partial z} = \sum_{j \neq i}^N r_{KZB}^{ij}(\lambda, z_i - z_j) F + \sum_l x_l^i \frac{\partial F}{\partial x_l},
\]

where \( \lambda \in \mathfrak{h}^* \), \( \mathfrak{h} \) is a Cartan subalgebra of \( \mathfrak{g} \), \( F \) is an analytic function of complex variables \( z_1, \ldots, z_N \) and of a point \( \lambda \), with values in \( (V_1 \otimes \ldots \otimes V_N)^\mathfrak{h} \), \( r_{KZB}(z, \lambda) \) is a particular meromorphic (in fact, elliptic) function with values in \( (\mathfrak{g} \otimes \mathfrak{g})^\mathfrak{h} \), and \( \{x_l\} \) is a basis of \( \mathfrak{h} \), which is also regarded as a linear system of coordinates on \( \mathfrak{h}^* \). Equations (4) are called the Knizhnik-Zamolodchikov-Bernard equations.

Equations (4) are not of type (2), since they contain derivatives with respect to \( x_l \) on the right hand side. Therefore, it is not surprising that \( r_{KZB} \) does not satisfy the classical Yang-Baxter equation. However, as was pointed out by Felder [F1], \( r_{KZB} \) satisfies a generalization of the classical Yang-Baxter equation:

\[
\sum_l x_l^{(1)} \frac{\partial r^{23}(z_2 - z_3)}{\partial x_l} + \sum_l x_l^{(2)} \frac{\partial r^{31}(z_1 - z_3)}{\partial x_l} + \sum_l x_l^{(3)} \frac{\partial r^{12}(z_1 - z_2)}{\partial x_l} + [r^{12}(z_1 - z_2), r^{13}(z_1 - z_3)] + [r^{12}(z_1 - z_2), r^{23}(z_2 - z_3)] + [r^{13}(z_1 - z_3), r^{23}(z_2 - z_3)] = 0.
\]

Moreover, this equation is a necessary and sufficient condition for (4) to be consistent (for an arbitrary meromorphic function \( r(\lambda, z) \) satisfying the unitarity condition \( r(\lambda, z) = -r^{21}(\lambda, -z) \)). This equation is called the classical dynamical Yang-Baxter equation (we will abbreviate it as CDYBE, or CDYB equation). The word “dynamical” refers to the fact that (5) is a differential rather than an algebraic equation, so it reminds of a dynamical system.

This paper has two goals:

1. To exhibit the geometric meaning of CDYBE, similarly to Drinfeld’s interpretation of CYBE within the framework of the theory of Poisson-Lie groups.

2. To classify solutions of CDYBE for simple Lie algebras and Kac-Moody algebras (over \( \mathbb{C} \)).
The first goal is attained in Chapters 1 and 2. Namely, there we consider solutions of (5), for any pair of finite-dimensional Lie algebras $\mathfrak{h} \subset \mathfrak{g}$, which are independent of $z$, $\mathfrak{h}$-invariant, and satisfy the generalized unitarity condition: $r + r^{21}$ is a constant, invariant element of $S^2 \mathfrak{g}$. To give geometric meaning to such solutions, we define and study the notion of a *dynamical Poisson groupoid* which is a special case of the notion of a Poisson groupoid introduced by Weinstein [W]. We show that any solution of (5) of the above type naturally defines a dynamical Poisson groupoid, which, as a manifold, equals $U \times G \times U$, where $U \subset \mathfrak{h}^*$ is an open set. This construction illustrates how equation (5) arises naturally in the theory of Poisson groupoids. When $\mathfrak{h} = 0$, this construction reduces to the Drinfeld construction of a Poisson-Lie group from a solution of CYBE.

As in the case of the usual CYBE, $z$-dependent solutions of (5) define analogous structures on the loop group $L\mathfrak{g}$.

The second, more technically challenging goal, is (partially) attained in Chapters 3 and 4.

In Chapter 3, we consider $z$-independent solutions of CDYBE which satisfy the condition that $r + r^{21}$ is a constant invariant element, when $\mathfrak{g}$ is a simple finite-dimensional Lie algebra, or, more generally, a Kac-Moody algebra. In this case, $r + r^{21} = \epsilon \Omega$, where $\Omega$ is the Casimir element, and $\epsilon$ is a number called the coupling constant. For a simple Lie algebra $\mathfrak{g}$, we classify all solutions. It turns out that there are two types of solutions – rational (with zero coupling constant) and trigonometric (with nonzero coupling constant).

If $\mathfrak{g}$ is an arbitrary Kac-Moody algebra, we classify solutions satisfying some additional conditions. Again, we find two types of solutions – rational and trigonometric.

We also classify invariant solutions of CDYBE for a pair of Lie algebras $\mathfrak{l} \subset \mathfrak{g}$, where $\mathfrak{g}$ is a finite-dimensional simple Lie algebra, and $\mathfrak{l}$ is a reductive Lie subalgebra of $\mathfrak{g}$ containing the Cartan subalgebra $\mathfrak{h}$. The classification is obtained by reduction of CDYBE for the pair $\mathfrak{l} \subset \mathfrak{g}$ to CDYBE for the pair $\mathfrak{h} \subset \mathfrak{g}$.

In Chapter 4 we are concerned with $z$-dependent solutions of CDYBE. We consider such solutions, satisfying the unitarity condition and the condition that the residue of $r(\lambda, z)$ at $z = 0$ equals $\epsilon \Omega$. As before, $\epsilon$ is called the coupling constant. We classify all solutions with nonzero coupling constant. It turns out that there are three types of solutions – rational, trigonometric, and elliptic.

We also explain that $z$-independent solutions for the affine Lie algebra $\tilde{\mathfrak{g}}$ can be interpreted as $z$-dependent solutions of CDYBE for $\mathfrak{g}$ with $\epsilon \neq 0$.

The CDYB equation has a quantum analogue. This quantum equation is called the quantum dynamical Yang-Baxter equation (QDYBE). It was first introduced by Gervais and Neveu [GN] and later by Felder [F1], as a quantization of (5). This equation has important applications in the theory of integrable systems [ABB].

QDYBE is a generalization of the usual quantum Yang-Baxter equation, and it gives rise to the notion of a dynamical Hopf algebroid (or dynamical quantum groupoid), in the same way as the usual quantum Yang-Baxter equation gives rise to the notion of a Hopf algebra (quantum group). The notion of a dynamical Hopf algebroid is a quantization of the notion of a dynamical Poisson groupoid, discussed in this paper. An example of a dynamical Hopf algebroid, which is not a Hopf algebra, is the elliptic quantum group of [F1,FV].

In the following papers we will define and study the notion of a dynamical Hopf
algebroid, give examples, and show how such objects arise naturally in representation theory of affine Lie algebras and quantum groups, and in conformal field theory.
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1. Dynamical Poisson groupoids.

1.1. Definition of a dynamical Poisson groupoid.
Recall that a groupoid is a category where all morphisms are isomorphisms. In this paper, we consider only groupoids whose objects and morphisms form a set, and not only a class (i.e. groupoids built on small categories).

Thus, a groupoid is defined by the following data: a set \( X \) (of morphisms, or arrows) called the groupoid itself, a set \( P \) (of objects) called the base of \( X \), two surjective maps \( s, t : X \to P \) (source and target), a map \( m : \{(a, b) \in X \times X : s(a) = t(b)\} \to X \) (called the arrow composition map), and an injective map \( E : P \to X \) (the identity morphism; \( E(p) = id_p \)), satisfying a number of obvious conditions. One of these conditions is the existence of an involution \( i : X \to X \) defined by the conditions \( s(i(x)) = t(x) \), \( s(x) = t(i(x)) \), \( m(x, i(x)) = id_{t(x)} \), \( m(i(x), x) = id_{s(x)} \).

For brevity, when we talk about a particular groupoid, we will refer to its set of morphisms \( X \).

A groupoid with one object is a group. Thus, the notion of a groupoid is a generalization of the notion of a group.

The role of the unit in a groupoid is played by the map \( E \), and the role of inversion by \( i \).

A Lie groupoid is a groupoid with a smooth structure (the sets of objects and morphisms are smooth manifolds, the structure maps are smooth, and some additional conditions, see [M]).

According to [W], a Poisson groupoid is a Lie groupoid \( X \) with a Poisson bracket such that the graph of the composition map (defined only on a subset of \( X \times X \)) is a coisotropic submanifold of \( X \times X \times X \), where \( X \) is the opposite Poisson manifold to \( X \). For example, if \( |P| = 1 \) (i.e. \( X \) is a Lie group), the structure of a Poisson groupoid is the same as a structure of a Poisson-Lie group.

In this section we will define a class of Poisson groupoids which we call dynamical Poisson groupoids.

Let \( G \) be a Lie group, and \( \mathfrak{g} \) its Lie algebra. Let \( H \) be a connected Lie subgroup of \( G \), and \( \mathfrak{h} \) the Lie algebra of \( H \). Let \( U \) be an open subset of \( \mathfrak{h}^* \), which is invariant under the coadjoint action.

Consider the manifold \( X(G, H, U) = U \times G \times U \). This manifold has a natural structure of a Lie groupoid: \( X = X(G, H, U) \), \( P = U \), \( s(u_1, g, u_2) = u_2 \), \( t(u_1, g, u_2) = u_1 \), \( E(u) = (u, 1, u) \), and \( m((u_1, f, u_2), (u_2, g, u_3)) = (u_1, fg, u_3) \). In the theory of groupoids, this groupoid is called the direct product of the trivial groupoid with base \( U \) and the group \( G \).

The inversion of the groupoid \( X \) is given by \( i(u_1, g, u_2) = (u_2, g^{-1}, u_1) \).

The manifold \( X \) carries a pair of commuting actions of \( H \): the left action given by \( l(h)(u_1, g, u_2) = (hu_1h^{-1}, hg, u_2) \), and the right action given by \( r(h)(u_1, g, u_2) = (u_1h^{-1}, h, u_2) \).
Definition. The pair \((X, \{\}, \{\})\) is said to be a dynamical Poisson groupoid if the following two conditions are satisfied.

(i) The actions \(l, r\) are Hamiltonian, the maps \(t, s\) are moment maps for them, and for any \(a, b \in \mathfrak{h}\) one has \(\{a_1, b_2\} = 0\).

(ii) Let \(X \cdot X := X \times X/\Delta(H)\) be the Hamiltonian reduction of \(X \times X\) by the diagonal action of \(H\), and let \(\bar{m} : X \cdot X \to X\) be the reduction by \(H\) of the composition map \(m\) of \(X\). Then \(\bar{m}\) is a Poisson map.

Remark 2. Let us explain condition (ii). If condition (i) is satisfied, the diagonal action of \(H\) is Hamiltonian, and \(\mu(x, y) = t(y) - s(x)\) is a moment map for this action. Therefore, the set of zeros of the moment map, \(\mu^{-1}(0)\), is precisely the domain of the map \(m\). Thus, the definition of \(\bar{m}\) makes sense. The space \(X \cdot X\) equals \(U \times (Y/H) \times U\), where \(Y = G \times U \times G\), and \(H\) acts on \(Y\) by \(h \circ (f, u, g) = (fh^{-1}, huh^{-1}, hg)\). The space \(X \cdot X\) has the Poisson structure of the Hamiltonian reduction. Therefore, it makes sense to require that the map \(\bar{m}\) is Poisson.

If \(H = 1\), then \(\{\}, \{\}\) is a Poisson bracket on \(G\). Condition (i) is vacuous, and condition (ii) says that the multiplication map in \(G\) is Poisson. Thus, a dynamical Poisson groupoid with \(H = 1\) is simply a Poisson-Lie group.

Let us compute the general form of the Poisson bracket on a dynamical Poisson groupoid \(X = U \times G \times U\). Let \(f\) be any function on \(X\) which is pulled back from \(G\). By the definition, we have the following Poisson commutation relations:

\[
\{a_1, b_2\} = 0, \quad \{a_1, b_1\} = -[a_1, b_1], \quad \{a_2, b_2\} = [a_2, b_2], \quad \{a_1, f\} = R_a f, \quad \{a_2, f\} = L_a f,
\]

where \(L_a, R_a\) are the left- and the right-invariant vector fields on \(G\) corresponding to \(a\). So the only freedom that we have is in the bracket of functions on \(G\).

1.2. The Hamiltonian unit.

For Poisson Lie groups, it is known that the unit \(E : \{1\} \to G\) is a Poisson map. In the case of dynamical Poisson groupoids, this property fails: the image of \(E\) is not a Poisson submanifold of \(X\). Therefore it makes sense to extend \(E\) so that its image becomes the smallest Poisson manifold containing the image of \(E\). This is done by introducing the Hamiltonian unit.

Let \((T^* H)_U\) be the set of all \((h, p) \in T^* H\) \((h \in H, p \in T^*_h H)\) such that \(h^{-1} p \in U\). We equip \((T^* H)_U\) with the standard symplectic structure.

Definition. The Hamiltonian unit of a dynamical Poisson groupoid \(X\) is the map \(e : (T^* H)_U \to X\) given by \(e(h, p) = (ph^{-1}, h, h^{-1} p)\).

It is easy to check that this map is Poisson, and its image is the smallest Poisson submanifold of \(X\) containing the image of \(E\).

1.3. Poisson groupoids and the CDYB equation.
In this section we will construct examples of dynamical Poisson groupoids, and will be naturally led to the classical dynamical Yang-Baxter equation (CDYBE).

We work in the setting of Section 1.1. Namely, we are considering the Lie groupoid $X = X(G, H, U)$. We want to make $X$ into a dynamical Poisson groupoid.

As we know, the Poisson bracket on $X$ is partially defined by (1.1), and it remains to define the Poisson bracket of two functions pulled back from $G$.

Recall [Dr] that if $K$ is a Poisson Lie group, and $\mathfrak{k}$ its Lie algebra, then a coboundary Poisson-Lie structure on $K$ is a Poisson-Lie structure with the Poisson bivector of the form

$$\pi = R(\rho) - L(\rho),$$

where $\rho \in \Lambda^2 \mathfrak{k}$, and $L(\rho), R(\rho)$ are the left- and the right-invariant tensor fields equal to $\rho$ at the identity. It is known [Dr] that (1.2) defines a Poisson-Lie structure iff

$$\text{CYB}(\rho) := [\rho^{12}, \rho^{13}] + [\rho^{12}, \rho^{23}] + [\rho^{13}, \rho^{23}] \in (\Lambda^3 \mathfrak{k})^\mathfrak{k}.$$

By analogy with this definition, we will look for a Poisson bracket $\pi$ on $X$ such that for any functions $f_1, f_2$ pulled back from $G$

$$\{f_1, f_2\} = (df_1 \otimes df_2)(R(\rho(u_1)) - L(\rho(u_2))),$$

where $\rho : U \to \Lambda^2 \mathfrak{g}$ is a smooth function.

For a Lie algebra $\mathfrak{g}$ and a tensor $Z \in \mathfrak{g} \otimes \mathfrak{g} \otimes \mathfrak{g}$, define

$$\text{Alt}(Z) = Z^{123} + Z^{231} + Z^{312}.$$

Let $\rho : U \to \Lambda^2 \mathfrak{g}$ be a smooth function. Then the differential $d\rho$ is a 1-form on $U$ with coefficients in $\Lambda^2 \mathfrak{g}$, so it can be considered as a function on $U$ with values in $\mathfrak{h} \otimes \Lambda^2 \mathfrak{g} \subset \mathfrak{g} \otimes \mathfrak{g} \otimes \mathfrak{g}$.

Define the classical dynamical Yang-Baxter functional

$$\text{CDYB}(\rho) = \text{Alt}(d\rho) + \text{CYB}(\rho).$$

**Theorem 1.1.** Formulas (1.1),(1.4) define a Poisson structure on $X$ if and only if

(i) $\rho$ is $H$-equivariant, and
(ii) the element $Z = \text{CDYB}(\rho(u))$ is constant (in $u$) and lies in $(\Lambda^3 \mathfrak{g})^\mathfrak{g}$.

**Proof.** Property (i) is equivalent to the Jacobi identity for three functions $a, f_1, f_2$, where $a \in \mathfrak{h}$, and $f_1, f_2$ are pulled back from $G$ (here, as usually, $a$ is regarded as a linear function on $U$). Also, when (i) is satisfied, then (ii) is equivalent to the Jacobi identity for three functions $f_1, f_2, f_3$ pulled back from $G$.

Now let $\rho$ satisfy conditions (i),(ii). Then $X$ equipped with the Poisson bracket $\{,\}$ defined by $\rho$ is a dynamical Poisson groupoid. Indeed, it is easy to see that the composition map $m : X \bullet X \to X$ given by $(u_1, g_1, u_2) \bullet (u_2, g_2, u_3) = (u_1, g_1 g_2, u_3)$ is Poisson.
Definition. A dynamical Poisson groupoid defined by (1.4) is called a coboundary dynamical Poisson groupoid.

Recall [Dr] that a coboundary Poisson-Lie group $K$ defined by (1.2) is called quasitriangular if it is equipped with a constant element $T \in (S^2 g)^g$, such that $\text{CYB}(\rho) = \frac{1}{4}[T^{12}, T^{23}]$. In this case the element $r = \rho + \frac{1}{2}T$ is a solution of the classical Yang-Baxter equation, and is called the classical $r$-matrix of $G$. If $T = 0$, then the quasitriangular structure defined by $T$ is called triangular.

Thus, quasitriangular structures on $G$ are parametrized by solutions $r$ of the CYB equation, such that $r + r^{21}$ is a $g$-invariant element in $S^2 g$. Triangular structures are parametrized by skew-symmetric solutions of the CYB equation.

Definition. A coboundary dynamical Poisson groupoid is called quasitriangular if it is equipped with a constant element $T \in (S^2 g)^g$, such that $\text{CDYB}(\rho) = \frac{1}{4}[T^{12}, T^{23}]$. If $T = 0$, the quasitriangular structure defined by $T$ is called triangular.

In the quasitriangular case the function $r = \rho + \frac{1}{2}T$ is a solution of the classical dynamical Yang-Baxter equation

$$CDYB(r) = 0.$$ 

and is called the classical dynamical $r$-matrix of $X$. Thus, quasitriangular structures on $X$ are parametrized by solutions $r$ of the CDYB equation, which are $\mathfrak{h}$-invariant and such that $r + r^{21}$ is a constant $\mathfrak{g}$-invariant element in $S^2 \mathfrak{g}$. Triangular structures are parametrized by skew-symmetric, $\mathfrak{h}$-invariant solutions of the CDYB equation.

Remark. The material of this section trivially generalizes to the case when $G, H$ are complex Lie groups (algebraic groups, formal groups) rather than real Lie groups.

1.4. Gauge transformations of coboundary dynamical Poisson groupoids.

Let $G$ be a complex Lie group, $H$ a commutative, connected complex Lie subgroup of $G$, $\mathfrak{g}, \mathfrak{h}$ their Lie algebras, and $U \subset \mathfrak{h}^*$ a connected open set. Let $G^H$ be the centralizer of $H$ in $G$, and $\mathfrak{g}^H$ its Lie algebra.

In this section we will use the following notation: If $\alpha$ is a k-form on $U$ with values in a vector space $W$, then $\bar{\alpha}$ is the corresponding function $U \to \Lambda^k \mathfrak{h} \otimes W$.

Let $CB(G, H, U)$ be the set of all coboundary dynamical Poisson structures on the groupoid $X = X(G, H, U)$. That is, $CB(G, H, U)$ is the set of all $\mathfrak{h}$-invariant holomorphic functions $\rho : U \to \Lambda^2 \mathfrak{g}$ such that $CDYB(\rho) = Z \in (\Lambda^3 \mathfrak{g})^g$ is a constant.

It turns out that there is a natural (infinite-dimensional) group which acts on $CB(G, H, U)$, such that the space of its orbits is finite-dimensional.

Let $g : U \to G^H$ be a holomorphic function. Let $\eta = g^{-1}dg$ be a 1-form on $U$ with values in $\mathfrak{g}^H$. The form $\eta$ defines a function $\bar{\eta} : U \to \mathfrak{h} \otimes \mathfrak{g}^H$. For any function $\rho : U \to \Lambda^2 \mathfrak{g}$, define

$$\rho^\# := (g \otimes g)(\rho - \bar{\eta} + \bar{\eta}^{21})(g^{-1} \otimes g^{-1}).$$
**Proposition 1.2.** If \( \rho \in CB(G, H, U) \) then \( \rho^g \in CB(G, H, U) \), and \( CDYB(\rho^g) = CDYB(\rho) \).

**Proof.** Fix a basis \( \{x_i\} \) of \( \mathfrak{h} \). We have

\[
CDYB(\rho^g) = (Adg)^{\otimes 3}(CDYB(\rho) + CDYB(\bar{\eta}^{21} - \bar{\eta}))
\]

\[
- [\rho^{12}, \bar{\eta}^{23} - \bar{\eta}^{32}] - [\rho^{12}, \bar{\eta}^{13} - \bar{\eta}^{31}] - [\rho^{13}, \bar{\eta}^{23} - \bar{\eta}^{32}] +
\]

\[
[\rho^{23}, \bar{\eta}^{12} - \bar{\eta}^{21}] + [\rho^{13}, \bar{\eta}^{12} - \bar{\eta}^{21}] + [\rho^{23}, \bar{\eta}^{13} - \bar{\eta}^{31}] +
\]

\[
Alt \left( \sum x_i \otimes \left[ g^{-1} \frac{\partial g}{\partial x_i} \otimes 1 + 1 \otimes g^{-1} \frac{\partial g}{\partial x_i}, \rho + \bar{\eta} - \bar{\eta}^{21} \right] \right).
\]

(1.8)

Using the facts that \( \rho \) is invariant under \( \mathfrak{h} \), and \( CDYB(\rho) \) is invariant under \( G \), we have

\[
(Adg^{-1})^{\otimes 3}(CDYB(\rho^g) - CDYB(\rho)) = CDYB(\bar{\eta}^{21} - \bar{\eta}) + Alt([\rho^{23}, \bar{\eta}^{12} + \bar{\eta}^{13}]) +
\]

\[
Alt \left( \sum x_i \otimes \left[ g^{-1} \frac{\partial g}{\partial x_i} \otimes 1 + 1 \otimes g^{-1} \frac{\partial g}{\partial x_i}, \rho - \bar{\eta} + \bar{\eta}^{21} \right] \right).
\]

(1.9)

Simplifying the last two terms in (1.9), we get

\[
(Adg^{-1})^{\otimes 3}(CDYB(\rho^g) - CDYB(\rho)) =
\]

\[
CDYB(\bar{\eta}^{21} - \bar{\eta}) + Alt([\bar{\eta}^{12} + \bar{\eta}^{13}, \bar{\eta}^{32} - \bar{\eta}^{23}]).
\]

(1.10)

However, since \( \bar{\eta} \in \mathfrak{h} \otimes \mathfrak{g}^H \), we have \([\bar{\eta}^{12}, \bar{\eta}^{13}] = [\bar{\eta}^{12}, \bar{\eta}^{23}] = 0 \). Therefore, we have

\[
(Adg^{-1})^{\otimes 3}(CDYB(\rho^g) - CDYB(\rho)) =
\]

\[
CDYB(\bar{\eta}^{21} - \bar{\eta}) + Alt([\bar{\eta}^{12}, \bar{\eta}^{32}] - [\bar{\eta}^{13}, \bar{\eta}^{23}]) = Alt(d\bar{\eta}^{21} - d\bar{\eta} - [\bar{\eta}^{13}, \bar{\eta}^{23}]).
\]

(1.11)

Let \( F_\eta : U \to \mathfrak{h} \otimes \mathfrak{h} \otimes \mathfrak{g}^H \) be the function corresponding to the curvature form \( F_\eta = d\eta + \frac{1}{2}[\eta, \eta] \). It is easy to see that the r.h.s. of (1.11) equals \(-Alt(F_\eta)\). Finally, observe that by the definition the form \( \eta \) satisfies the zero-curvature condition \( F_\eta = 0 \). Thus, \( CDYB(\rho^g) = CDYB(\rho) \).

\( \square \)

It is easy to check that \((\rho^f)^g = \rho^{gf}\) for \( f, g : U \to \mathfrak{g}^H \), so the assignment \( \rho \to \rho^g \) defines a left action of the group \( \Sigma := \text{Map}(U, \mathfrak{g}^H) \) of holomorphic functions on \( U \) with values in \( \mathfrak{g}^H \) on \( CB(G, H, U) \).

**Definition.** We will call transformations \( \rho \to \rho^g \) the gauge transformations of the first kind.

**Remark.** The gauge transformations of the first kind are especially simple if \( g \) takes values in \( H \subset \mathfrak{g}^H \). In this case \( \rho^g = \rho + \bar{\eta}^{21} - \bar{\eta} \).

Now let \( \omega \) be a closed holomorphic 2-form on \( U \). This form defines a holomorphic function \( \bar{\omega} : U \to \Lambda^2 \mathfrak{g} \). To this function there corresponds a transformation of \( CB(G, H, U) \), given by \( \rho \to \rho + \bar{\omega} \). We will call such transformations gauge transformations of the second kind.
**Proposition 1.3.** If the form $\omega$ is exact, then the gauge transformation of the second kind $\rho \to \rho + \bar{\omega}$ is also of the first kind.

**Proof.** Let $\xi$ be a 1-form on $U$ such that $\omega = d\xi$. This 1-form defines a function $\tilde{\xi} : U \to \mathfrak{h}$. Define a holomorphic function $g_{\xi} : U \to H$ by $g_{\xi} = e^{-\xi}$. Then $\eta = g_{\xi}^{-1}dg_{\xi} = -d\tilde{\xi}$. Thus, $\bar{\eta}^{21} - \bar{\eta} = d\bar{\xi} = \bar{\omega}$, as desired. □

From now till the end of this section we will assume that $U$ is the formal polydisc. In this case by holomorphic functions we will mean arbitrary formal power series. Therefore, the constructions below make sense not only for the field $\mathbb{C}$ but for any field of characteristic zero.

Since $U$ is a formal polydisc, any closed form is exact. Thus, gauge transformations of the second kind are also of the first kind, and we will call them simply gauge transformations.

Now we will show that the quotient space $CB(G, H, U)/\Sigma$ is finite-dimensional.

**Theorem 1.4.** Let $\rho, r \in CB(G, H, U)$. Assume that the values of $\rho, r$ at the origin are equal, and $CDYB(\rho) = CDYB(r)$. Then $\rho = r^g$ for some $g \in \Sigma$.

**Proof.** Let $x_1, ..., x_n$ be a basis of $\mathfrak{h}$. We regard it as a system of linear coordinates on $U$. The functions $r, \rho$ are by definition formal power series in $x_i$.

We will prove, by induction in $N$, that the statement of the theorem holds modulo terms of order $N + 1$ of the power series. This is enough to prove the theorem.

For $N = 0$, the statement follows from the assumption of the theorem. Suppose we know it for $N = K$, and let us prove it for $N = K + 1$.

We know that there exists a gauge transformation $g_K \in \Sigma$ such that the error term $\epsilon_K := \rho - r^{g_K}$ is of order $K + 1$. Let $E_K = E_K^r + \tilde{\epsilon}_K$, where $E_K^r$ is the part of $E_K$ of degree exactly $K + 1$.

Since $\rho$ and $r_K := r^{g_K}$ satisfy the property $CDYB(\rho) = CDYB(r_K)$, we have

$$Alt(dE_K) = [CYB(r_K) - CYB(\rho)]_K,$$

where $[\ast]_K$ denotes the degree $K$ homogeneous part of an expression $\ast$. But according to our assumption, $\rho$ and $r_K$ coincide in degrees $\leq K$, so we get

$$Alt(dE_K) = 0.$$

Now we will study the equation $Alt(dE) = 0$, which is the linearization of the CDYB equation near the zero solution.

**Lemma 1.** Let $E : U \to \Lambda^2 \mathfrak{g}$ be a homogeneous polynomial function of degree $\geq 1$, invariant under $\mathfrak{h}$, such that $Alt(dE) = 0$. Then $E$ takes values in $\mathfrak{h} \otimes \mathfrak{g}^H + \mathfrak{g}^H \otimes \mathfrak{h}$.

**Proof.** Because of the $\mathfrak{h}$-invariance of $E$, it is enough to show that $E \in \mathfrak{h} \otimes \mathfrak{g} + \mathfrak{g} \otimes \mathfrak{h}$.

Let $V \subset \mathfrak{g}$ be a vector subspace which is a complement to $\mathfrak{h}$. Since $E(u) \in \Lambda^2 \mathfrak{g}$, we can write $E$ uniquely as a sum $E = E_{VV} + E_{Vh} + E_{hV} + E_{hh}$, where $E_{VV} \in \Lambda^2 V$, $E_{hV} \in \Lambda^2 \mathfrak{h}$, $E_{Vh} \in V \otimes \mathfrak{h}$, and $E_{hh} = -E_{Vh}^{21}$.

The equation $Alt(dE) = 0$ splits in 3 parts: the $\mathfrak{h}VV$-part, the $\mathfrak{h}hV$-part, and the $\mathfrak{hh}$-part.

The $\mathfrak{h}VV$-part says that $dE_{VV} = 0$, i.e. $E_{VV}$ is a constant. Since $E_{VV}$ is homogeneous of degree $\geq 1$, $E_{VV} = 0$. The Lemma is proved.

**Lemma 2.** In the situation of Lemma 1, there exists a closed 1-form $\eta$ on $U$ with values in $\mathfrak{g}^H$, homogeneous of degree $K$, such that $E = \bar{\eta}^{21} - \bar{\eta}$. 
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Proof. Let $V^H = V \cap g^H$. Then $V^H$ is a complement to $\mathfrak{h}$ in $V$. Let $\xi$ be the 1-form on $U$ with values in $V^H$ such that $\bar{\xi} = -E_{\mathfrak{h}V}$. The $\mathfrak{h}V$-part of the equation $\text{Alt}(dE) = 0$ says that $d\xi = 0$. Thus, $\xi$ satisfies the conditions of Lemma 2. Therefore, it is enough to prove Lemma 2 for $E' = E + \xi^{(2)} - \xi$.

By the definition, $E'$ takes values in $\Lambda^2\mathfrak{h}$, and $\text{Alt}(dE') = 0$. Therefore, $E'$ defines a closed 2-form on $U$, which we denote by $\omega$ (where we have $\bar{\omega} = E'$). Let $\xi$ be a 1-form such that $\omega = d\xi$, and let $\theta = d\bar{\xi}$. Then $\theta - \theta^{(2)} = \bar{\omega} = E'$. The Lemma is proved.

**Lemma 3.** Let $\eta$ be a closed 1-form on $U$ with coefficients in a complex finite dimensional Lie algebra $\mathfrak{b}$, which has order $K$ at 0. Then there exists a 1-form $\tau$ satisfying the zero-curvature equation $d\tau + \frac{1}{2}[\tau, \tau] = 0$ such that $\tau - \eta$ is of order $\geq K + 1$.

**Proof.** Choose a function $\chi : U \to \mathfrak{b}$, of order $K + 1$, such that $\eta = d\chi$. Let $B$ be the Lie group of $\mathfrak{b}$, and consider the function $g = e^\chi : U \to B$. Set $\tau = g^{-1}dg$. Then $\tau$ is the desired form.

Now we return to the proof of the theorem. We start with the function $E = E_K$. Let $\eta$ be as in Lemma 2, and $\tau$ as in Lemma 3. Let $g : U \to G^H$ be the function such that $g^{-1}dg = \tau$. It is easy to see that for any $s : U \to \Lambda^2\mathfrak{g}$ we have $s^g - s = E + \epsilon$, where $\epsilon$ are terms of order $K + 1$ and higher. In particular, $r^{gg_k} - r^{g_k}$ equals $E$ modulo terms of order $\geq K + 1$. Thus, if we set $g_{K+1} = gg_K$, we will get that $\rho - r^{g_{K+1}}$ is of order $\geq K + 1$.

The theorem is proved. □

2. Biequivariant Poisson manifolds and groupoids.

In this Chapter we will introduce the notion of an $H$-biequivariant Poisson groupoid, which is a natural generalization of the notion of a dynamical Poisson groupoid.

2.1. Biequivariant Poisson manifolds.

**Definition.** An $H$-biequivariant Poisson manifold is a Poisson manifold $X$ equipped with two commuting, proper, free Hamiltonian actions of $H$ — a left action $l : H \times X \to X$ and a right action $r : X \times H \to X$, and two maps $\mu_l, \mu_r : X \to \mathfrak{h}^*$, which are moment maps for $l, r$, such that for any smooth functions $a, b$ on $\mathfrak{h}^*$ one has $\{a \circ \mu_l, b \circ \mu_r\} = 0$.

**Remark.** We remind ([GHV], v.2, p. 135) that a smooth action of a group $H$ on a manifold $X$ is called proper if for any two compact sets $A, B \subseteq X$ the set of elements of $a \in H$ such that $B \cap aA \neq \emptyset$ is compact. It is known that if an action is proper and free then the quotient $X/H$ has a unique structure of a smooth manifold such that the natural map $X \to X/H$ is a smooth submersion.

We will denote the left and the right action of $h \in H$ on $x \in X$ by $hx$ and $xh$, respectively.

Observe that for any $H$-biequivariant Poisson manifold $X$ the maps $\mu_l, \mu_r$ are submersions, since the actions $l, r$ are free.

Let $U \subseteq \mathfrak{b}^*$ be an open set invariant under the coadjoint action. We will say that an $H$-biequivariant Poisson manifold $X$ is over $U$ if the images of $\mu_l, \mu_r$ coincide with $U$. 
Let $C_U$ be the category of $H$-biequivarant Poisson manifolds over $U$, where morphisms are Poisson maps which commute with $l, r, \mu_l, \mu_r$. We will now define the structure of a monoidal category on $C_U$.

Define the product $\cdot$ on $C_U$ as follows. Let $X_1, X_2 \in C_U$, with actions of $H$ $l_1, r_1, l_2, r_2$, and moment maps $\mu^1_l, \mu^1_r, \mu^2_l, \mu^2_r$. Consider the left action $\Delta$ of $H$ on $X_1 \times X_2$ by $\Delta(h)(x_1, x_2) = (x_1 h^{-1}, h x_2)$. The moment map for this action is $\mu^1_r - \mu^2_l$. Let $X_1 \cdot X_2 = X_1 \times X_2//H$ be the Hamiltonian reduction of $X_1 \times X_2$ with respect to the action $\Delta$ of $H$. That is, $X_1 \cdot X_2 = Z/H$, where $Z \subset X_1 \times X_2$ is the set of points $(x_1, x_2)$ such that $\mu_r(x_1) = \mu_l(x_2)$.

It is easy to see that $Z$ is a smooth manifold (as $\mu_l, \mu_r$ are submersions), and $H$ acts freely and properly on $Z$, so $Z/H$ is smooth.

The space $X_1 \cdot X_2$ has a natural structure of an object of $C_U$: it has a Poisson structure of Hamiltonian reduction, two free commuting actions of $H - l_1$ and $r_2$, and two moment maps $\mu^1_l$ and $\mu^2_r$ for them. Thus, $\cdot$ is a bifunctor $C_U \times C_U \to C_U$.

It is easy to see that the operation $\cdot$ is associative: $X_1 \cdot (X_2 \cdot X_3) = (X_1 \cdot X_2) \cdot X_3 = X_1 \times X_2 \times X_3//H \times H$, where $H \times H$ acts on $X_1 \times X_2 \times X_3$ by $(h_1, h_2)(x_1, x_2, x_3) = (x_1 h_1^{-1}, h_1 x_2 h_2^{-1}, h_2 x_3)$.

Define an object $1 \in C_U$ to be $(T^*H)_U$ (see Chapter 1), with the obvious left and right actions of $H$, and the moment maps $\mu_l(p, h) = ph^{-1}$, $\mu_r(p, h) = h^{-1}p$, $h \in H, p \in T^*_h H$. It turns out that $1$ is a unit object of $C_U$.

Indeed, let us check that $1 \cdot X$ is naturally isomorphic to $X$. We have $Z = \{(h, p, x) : h^{-1}p = \mu_l(x)\}$. Thus, $Z$ is naturally identified with $H \times X$, via $(h, p, x) \to (h, x)$. The action of $H$ on $Z$ is by $h(h', x) = (h'h^{-1}, hx)$. Thus, the quotient $Z/H$ is naturally isomorphic to $X$, and it is easy to check that the Poisson structure on $X$, the two actions of $H$, and the corresponding moment maps are the original ones. Similarly one checks that $X \cdot 1$ is naturally isomorphic to $X$. The unit object axioms are checked directly. Thus, $(C_U, \cdot, 1)$ is a monoidal category with a unit object $1$.

Remark. Let $D$ be the category whose objects are manifolds with two commuting, free, proper actions of $H$ - a left action $l$ and a right action $r$. This category has a natural monoidal structure, with product being the fiber product $\times_H$ over $H$, and the unit object $H$ (with obvious $l$ and $r$). Then we have a natural functor $T^*$ from $D$ to $C_{h^*}$ - the functor of cotangent bundle: $M \to T^*M$. (Indeed, it is well known that if $H$ acts on $M$, then its induced action on $T^*M$ is Hamiltonian, with moment map $\mu(m, p)(L) = \langle L(m), p \rangle$, where $m \in M, p \in T_m M, L \in \mathfrak{h}$, and $L(a), a \in M$ is the corresponding vector field on $M$. Thus, $T^*M$ is naturally an object of $C_{h^*}$.) The main property of the functor $T^*$ is that it is a monoidal functor: $T^*(M_1 \times_H M_2) = T^*M_1 \cdot T^*M_2$.

Let $X \in C_U$. Denote by $\bar{X}$ the new object of $C_U$ obtained as follows: $\bar{X}$ is $X$ as a manifold, with the opposite Poisson structure $\{-,\}$, the left and the right actions of $H$ permuted (i.e. the left, respectively right, action of $h$ on $\bar{X}$ is the right, respectively left, action of $h^{-1}$ on $X$), and the moment maps also permuted. We will call $\bar{X}$ the dual object to $X$. By a reflection on $X$ we will mean an involutive morphism $i : X \to \bar{X}$. We will often write $x^{-1}$ for $i(x)$.

Let $X \in C_U$ and $i : X \to \bar{X}$ be a reflection map. Let $\varphi_l^+, \varphi_l^- : X \to X \times X$ be given by the formulas $\varphi_l^+(x) = (x, x^{-1}), \varphi_l^-(x) = (x^{-1}, x)$. It is easy to see that these maps descend to maps (not necessarily Poisson) $\psi_{\pm} : X \to X \cdot X$, as
\[ \mu_r(x^{-1}) = \mu_l(x), \mu_l(x^{-1}) = \mu_r(x). \]

### 2.2. Biequivariant Poisson groupoids.

**Definition.** Let \( X \in C_U \). We will say that \( X \) is an \( H \)-biequivariant Poisson semigroupoid if it is equipped with an associative morphism \( m : X \bullet X \to X \) (called multiplication). In this case, a unit in \( X \) is a morphism \( e : 1 \to X \) such that the morphisms \( m \circ (e \bullet id), m \circ (id \bullet e) \) are the canonical morphisms \( 1 \times X \to X, X \times 1 \to X \). Further, such \( X \) is called an \( H \)-biequivariant Poisson groupoid if it is equipped with a reflection \( i : X \to X \) (called the inversion map), such that \( m(\psi^1_r(x)) = e(1, \mu_l(x)), m(\psi^1_l(x)) = e(1, \mu_r(x)), \) where \((1, \mu_r, \mu_l) \in (T^*_U H)_U\).

**Remark 1.** If \( X \) has a unit, it is unique, as for any two units \( e_1, e_2 \), we have \( e_1 = m \circ (e_1 \bullet e_2) = e_2 \). If the inversion map \( i \) on \( X \) exists, it is also unique, as for any two inversion maps \( i_1, i_2, m_3(i_1(x) \bullet x \bullet i_2(x)) = i_1(x) = i_2(x), \) where \( m_3 : X \bullet X \bullet X \to X \) is the multiplication map.

**Remark 2.** If \( H \) is trivial, the notion of an \( H \)-biequivariant Poisson groupoid coincides with the notion of a Poisson-Lie group.

If \( X \) is a dynamical Poisson groupoid, it is automatically an \( H \)-biequivariant Poisson groupoid. Indeed, in this case \( X \) is an \( H \)-biequivariant Poisson manifold, with \( \mu_l = t, \mu_r = s \). The composition map is the map \( m \) defined in Section 1.1, which is obviously associative. The unit axiom is satisfied for the Hamiltonian unit \( e : 1 \to X \). Finally, it is easy to check that the inversion map is anti-Poisson and satisfies the inversion axiom.

As we mentioned, the notion of a Poisson groupoid is known in the literature [W]. So let us justify the usage of this term in our paper, by showing that \( X \) is indeed a Poisson groupoid in the sense of [W] in a natural way.

Let \( X \) be an \( H \)-biequivariant Poisson groupoid over \( U \). Then \( X \) has a natural structure of groupoid in the usual sense. Namely, \( P = U, s = \mu_r, t = \mu_l, \) the composition map is given by the multiplication map \( m \), and \( E = e(U) \), where \( U = \{(1, p) \in (T^*H)_U \} \). It is easy to check that this groupoid is in fact a Lie groupoid in the sense of [M].

**Proposition 2.1.** \( X \) is a Poisson groupoid in the sense of [W].

**Proof.** We should show that the graph of composition is coisotropic. This follows from the following easy lemma.

**Lemma.** Let \( X \) be a Poisson manifold with a proper, free hamiltonian action of a connected Lie group \( H \) with moment map \( \mu : X \to \mathfrak{h}^* \). Let \( X_0 = \mu^{-1}(0) \). Let \( Y \) be another Poisson manifold, and \( f : X_0 \to Y \) be an \( H \)-invariant smooth map. Then: \( f \) descends to a Poisson map \( X//H \to Y \) (where \( X//H \) is the hamiltonian reduction) if and only if the graph of \( f \) is coisotropic in \( X \times \hat{Y} \) (where \( \hat{Y} \) is \( Y \) with the opposite Poisson structure).

**Proof.** Straightforward.

To prove Proposition 2.1, it is enough to apply this Lemma to \( f = m \), where \( m \) is the multiplication map in the groupoid.

**Remark.** We have defined dynamical and \( H \)-biequivariant Poisson groupoids in the category of smooth manifolds. Similarly one can define the same objects in the categories of complex analytic, formal, and algebraic varieties. In the formal and algebraic settings, we can work over an arbitrary field of characteristic zero. These generalizations are straightforward, and we will not give them here.
2.3. $H$-biequivariant Poisson algebras.

In this and the next section we will sketch the constructions of the previous two sections in the algebraic language, i.e. working with Poisson algebras rather than Poisson manifolds. This is related to the previous two sections by the operation of taking spectrum.

Let $k$ be a field of characteristic zero. Let $A$ be a Poisson algebra over $k$, $H$ a connected affine algebraic group, and $\psi : H \times A \to A$ be a right algebraic action of $H$ on $A$ by Poisson automorphisms. (“Algebraic” means that $A$ is a sum of finite dimensional representations of $H$).

Let $\mathfrak{h}$ be the Lie algebra of $H$. Then the variety $\mathfrak{h}^*$ has a natural Poisson structure. Let $U \subset \mathfrak{h}^*$ be an $H$-invariant open set. A Poisson homomorphism $\mu : \mathcal{O}(U) \to A$ (where $\mathcal{O}(X)$ denotes the ring of algebraic functions on a variety $X$) is called a moment map for $\psi$ if for any regular function $g$ on $U$, and any $f \in A$ we have

$$\{\mu(g), f\} = \sum_j \mu\left(\frac{\partial g}{\partial y_j}\right) \cdot d\psi|_{h=1}(y_j, f).$$

Here $y_j \in \mathfrak{h}$ are a linear system of coordinates on $U$, $h \in H$, and $d\psi|_{h=1} : h \times A \to A$ is the differential of $\psi$ at $h = 1 \in H$. In particular, for a linear function on $U$ given by $a \in \mathfrak{h}$ the last equation is

$$\{\mu(a), f\} = \sum_j d\psi|_{h=1}(a, f).$$

For a left action of $H$, a moment map is defined in the same way, with the only difference that it is anti-Poisson rather than Poisson.

**Definition.** An $H$-biequivariant Poisson algebra over $U$ is a 5-tuple $(A, l, r, \mu_l, \mu_r)$, where $A$ is a Poisson algebra with 1 over $k$, $l, r$ is a pair of commuting algebraic actions of $H$ on $A$ (a left action and a right action) by Poisson algebra automorphisms, and $\mu_l, \mu_r : \mathcal{O}(U) \to A$ are moment maps for $l, r$, such that

(i) $\mu_l, \mu_r$ are embeddings, and their images Poisson commute;

(ii) There exists an $l(H) \times r(H)$-invariant subspace $A_0^l$ of $A$ such that the multiplication map $\mu_r(\mathcal{O}(U)) \otimes A_0^l \to A$ is a linear isomorphism; there exists an $l(H) \times r(H)$-invariant subspace $A_0^r$ of $A$ such that the multiplication map $\mu_l(\mathcal{O}(U)) \otimes A_0^r \to A$ is a linear isomorphism.

A morphism of $H$-biequivariant Poisson algebras over $U$ is a morphism of Poisson algebras which preserves $l, r$ and $\mu_l, \mu_r$.

**Remark 1.** Form $[l, r] = 0$ it follows that $\{\mu_l \circ x, \mu_r \circ y\}$ is a central element (in the Poisson sense) for any $x, y \in \mathfrak{h}$, but it does not follow that this commutator equals to zero. So we require that it is zero by condition (i).

**Remark 2.** Condition (ii) is of technical nature, and is not very important in the discussion below.

Denote the category of $H$-biequivariant Poisson algebras over $U$ by $\mathcal{A}_U$.

For convenience we will write $l(h)a$ as $ha$ and $r(h)a$ as $ah$.

Let us now describe the monoidal structure on $\mathcal{A}_U$.

Let $A, B \in \mathcal{A}_U$. Let $l_A, r_A, l_B, r_B, \mu^A_l, \mu^A_r, \mu^B_l, \mu^B_r$ be the corresponding actions and moment maps. Consider the action of the group $H$ in $A \otimes B$ by $\Delta(h)(a \otimes b) = ah^{-1} \otimes hb$. We will construct a new $H$-biequivariant Poisson algebra $A \otimes B$, which is obtained by Hamiltonian reduction of $A \otimes B$ by this action of $H$. 
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Denote by $A \star B$ the product $A \otimes O(U) B$, where $O(U)$ is mapped to $A$ via $\mu_1^A$ and to $B$ via $\mu_1^B$. The algebra $A \star B$ has two commuting actions of $H$ ($l_A \otimes 1$ and $1 \otimes r_B$). But we cannot claim that $A \star B \in \mathcal{A}_U$, since the Poisson structure on $A \otimes B$ does not, in general, descend to $A \star B$.

However, the action $\Delta$ of $H$ on $A \otimes B$ descends to one on $A \star B$, so we can define $A\tilde{\otimes}B := (A \star B)^H$, where $H$ acts by $\Delta$. It is easy to check that the Poisson structure on $A \otimes B$ descends to one on $A\tilde{\otimes}B$ (Hamiltonian reduction). The two actions of $H$ and their moment maps also descend to $A\tilde{\otimes}B$. So, in order to check that $A\tilde{\otimes}B \in \mathcal{A}_U$, it suffices to check properties (i) and (ii).

Using properties (i) and (ii) of the moment maps $\mu_1^A, \mu_1^B, \mu_1^r, \mu_1^l$, it is easy to see that $A \star B$ is naturally identified with $\mu_1^A(O(U)) \otimes A_0 \otimes B_0^r$, and $A\tilde{\otimes}B$ is identified with $\mu_1^A(O(U)) \otimes (A_0^r \otimes B_0^l)^H$, where $H$ acts by $a \otimes b \mapsto ah^{-1} \otimes hb$. This implies properties (i) and (ii) for the moment map $\mu_1^A \otimes 1 : O(U) \to A\tilde{\otimes}B$, corresponding to the left action of $H$ on $A \tilde{\otimes}B$ (with $(A\tilde{\otimes}B)_0^l = (A_0^r \otimes B_0^l)^H$). For the moment map $1 \otimes \mu_1^B : O(U) \to A \tilde{\otimes}B$ corresponding to the right action, these properties are proved analogously.

Thus, $A\tilde{\otimes}B \in \mathcal{A}_U$. It is clear that the assignment $A, B \mapsto A\tilde{\otimes}B$ is a bifunctor $\mathcal{A}_U \times \mathcal{A}_U \to \mathcal{A}_U$.

Consider the algebra $O((T^*H)_U)$, with the standard Poisson structure, equipped with the standard actions $l, r$ of $H$ on left and right given by $(x, p) \mapsto (h_1 x h_2, h_1 p h_2)$. Let $M_l, M_r : (T^*H)_U \to U$ be given by $(h, p) \mapsto ph^{-1}$, $(h, p) \mapsto h^{-1}p$. Let $\mu_{l,r} = M_{l,r}^*: O(U) \to O((T^*H)_U)$. It is easy to check that $\mu_{l,r}$ are moment maps for $l, r$.

Let $1 = (O((T^*H)_U), l, r, \mu_l, \mu_r) \in \mathcal{A}_U$. It is easy to check that we have natural isomorphisms $A\tilde{\otimes}1 \equiv A \equiv 1 \tilde{\otimes}A$.

**Proposition 2.2.** (i) $(A\tilde{\otimes}B)\tilde{\otimes}C = A\tilde{\otimes}(B\tilde{\otimes}C)$.

(ii) $1$ is a unit object in $\mathcal{A}_U$ with respect to $\tilde{\otimes}$, and $(\mathcal{A}_U, \tilde{\otimes}, 1)$ is a monoidal category.

**Proof.** Easy.

Let $A \in \mathcal{A}_U$. Denote by $\tilde{A}$ the new object of $\mathcal{A}_U$ obtained as follows: $\tilde{A}$ is $A$ as an algebra, with the opposite Poisson structure, the left and the right actions of $H$ permuted (i.e. the left, respectively right, action of $h$ on $A$ is the right, respectively left, action of $h^{-1}$ on $A$), and the moment maps also permuted. We will call $\tilde{A}$ the dual object to $A$. By a reflection on $A$ we will mean an involutive morphism $i : \tilde{A} \to A$.

Let $A \in \mathcal{A}_U$ and $i : \tilde{A} \to A$ be a reflection. Let $\varphi_{\pm}^i : A \otimes A \to A$ be given by the formulas $\varphi_{\pm}^i(a \otimes b) = ai(b)$, $\varphi_{\pm}^i(a \otimes b) = i(a)b$. It is easy to see that these maps descend to maps (not necessarily Poisson) $\psi_{\pm}^i : A\tilde{\otimes}A \to A$.

**2.4. H-biequivariant Poisson-Hopf algebroids.**

Now let us define the algebraic version of the notion of an $H$-biequivariant Poisson groupoid – the notion of an $H$-biequivariant Poisson-Hopf algebroid.

**Definition.** Let $A$ be an $H$-biequivariant Poisson algebra. Then $A$ is called an $H$-biequivariant Poisson-Hopf algebroid over $U$ if it is equipped with a coassociative $\mathcal{A}_U$-morphism $\Delta : A \to A\tilde{\otimes}A$ called the coproduct, an $\mathcal{A}_U$-morphism $\varepsilon : A \to 1$ called the counit, and a reflection $S : A \to A$ called the antipode, such that

(i) $(id \bullet \varepsilon) \circ \Delta = (\varepsilon \bullet id) \circ \Delta = id$, and
(ii) \( \psi^S \circ \Delta = \mu_l \circ P \circ \varepsilon, \quad \psi_S^\circ \Delta = \mu_r \circ P \circ \varepsilon, \) where \( P : 1 \to \mathcal{O}(U) \) acts by \( f(x,p) \to f(1,p). \)

**Remark.** In the above discussion, \( U \) is a Zariski open set. If \( k = \mathbb{R} \) or \( \mathbb{C} \), then we can take \( U \) to be an open set in the usual sense, and define \( \mathcal{O}(U) \) to be the algebra of smooth, respectively analytic, functions on \( U \). Then we can repeat sections 2.3, 2.4 and thus define the notions of an \( H \)-biequivariant Poisson algebra and Poisson-Hopf algebroid over \( U \). Similarly, one can take \( U \) to be the infinitesimal neighborhood of zero in \( \mathfrak{h}^* \) (i.e. \( \mathcal{O}(U) = k[[\mathfrak{h}]] \)). The material of Sections 2.3 and 2.4 can also be generalized to this case in a straightforward way.

The constructions of Section 1.3 can easily be put in the algebraic framework of Sections 2.3, 2.4. Let \( G \) be an affine algebraic group, and \( H \) a connected algebraic subgroup of \( G \). Let \( X(G,H,U) \) be a coboundary dynamical Poisson groupoid defined by (1.1),(1.4). Consider the algebra \( A = \mathcal{O}(U) \otimes \mathcal{O}(G) \otimes \mathcal{O}(U) \), where \( \mathcal{O}(G) \) is the algebra of polynomial functions on \( G \). It is easy to see that \( A \) is closed under the Poisson bracket defined by (1.1),(1.4), so it is a Poisson algebra. The two actions of \( H \) on \( A \) are defined by

\[
\begin{align*}
l(h)[a \otimes f \otimes b](u_1,g,u_2) &= [a \otimes f \otimes b](h^{-1}u_1h, h^{-1}g, u_2), \\
r(h)[a \otimes f \otimes b](u_1,g,u_2) &= [a \otimes f \otimes b](u_1, gh^{-1}, hu_2h^{-1}),
\end{align*}
\]

and the corresponding moment maps are the maps corresponding to the projections of \( X \) to the first and second component of \( U \). The coproduct, counit, and antipode in \( A \) are defined by the groupoid structure on \( X \). Thus, \( A \) is an \( H \)-biequivariant Poisson-Hopf algebroid. We will call such a \( H \)-biequivariant Poisson-Hopf algebroid a dynamical Poisson-Hopf algebroid.

The notion of a dynamical Poisson-Hopf algebroid will be useful to us in the next paper.

### 3. Classification of classical dynamical \( r \)-matrices

**3.1. Kac-Moody algebras** [K, Ch. 2].

Let \( A = (a_{i,j})_{i,j=1}^n \) be a symmetrizable generalized Cartan matrix. Let \( \mathfrak{g}(A) \) be the associated Kac-Moody Lie algebra, \( \mathfrak{h} \) its Cartan subalgebra,

\[
\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha
\]

the root decomposition of the Kac-Moody Lie algebra. Let \( (\cdot,\cdot) \) be an invariant nondegenerate bilinear form on \( \mathfrak{g} \) and \( \Omega \in \mathfrak{g} \hat{\otimes} \mathfrak{g} \) the associated Casimir operator. Here \( \mathfrak{g} \hat{\otimes} \mathfrak{g} \) denotes the completed tensor product.

**Remark.** In this work we consider the Kac-Moody Lie algebras associated with a symmetrizable generalized Cartan matrix, although all theorems with the same proof are valid for more general Kac-Moody Lie algebras associated with a symmetric complex matrix, see [SV], [V, 11.1.10].

**3.2. Classical dynamical \( r \)-matrices.**

Let \( \mathfrak{g} \) be a Kac-Moody Lie algebra, \( \mathfrak{h} \) its Cartan subalgebra. A meromorphic function

\[
r : \mathfrak{h}^* \to \mathfrak{g} \hat{\otimes} \mathfrak{g}
\]
is called a classical dynamical $r$-matrix associated with the pair $\mathfrak{h} \subset \mathfrak{g}$ if it satisfies the following three conditions.

1. **The zero weight condition,**

   \( [h \otimes 1 + 1 \otimes h, r(\lambda)] = 0 \)

   for any $\lambda \in \mathfrak{h}^*$ and $h \in \mathfrak{h}$.

2. **The generalized unitarity,**

   \( r^{12}(\lambda) + r^{21}(\lambda) = \epsilon \Omega \)

   for some constant $\epsilon \in \mathbb{C}$ and all $\lambda$.

3. **The classical dynamical Yang-Baxter equation, CDYB,**

   \( \text{Alt}(dr) + [r^{12}, r^{13}] + [r^{12}, r^{23}] + [r^{13}, r^{23}] = 0 \).

Here we use the following notations and conventions. By a meromorphic function $r : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g}$ satisfying the zero weight condition we mean a function of the form $r = r_h + \sum_{\alpha \in \Delta} r_\alpha$ where $\Delta$ is the set of roots and $r_h : \mathfrak{h}^* \to \mathfrak{h} \otimes \mathfrak{h}$, $r_\alpha : \mathfrak{h}^* \to \mathfrak{g}_\alpha \otimes \mathfrak{g}_{-\alpha}$ are meromorphic maps of finite dimensional spaces.

If $X \in \text{End}(V_i)$, then we denote by $X^{(i)} \in \text{End}(V_1 \otimes \cdots \otimes V_n)$ the operator acting non-trivially on the $i$th factor of a tensor product of vector spaces, and if $X = \sum X_k \otimes Y_k \in \text{End}(V_i \otimes V_j)$, then we set $X^{ij} = \sum X_k^{(i)}Y_k^{(j)}$.

The differential of the $r$-matrix is considered in (3.3) as a meromorphic function

\[
\text{dr} : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g} \otimes \mathfrak{g}, \quad \lambda \mapsto \sum_i x_i \otimes \frac{\partial r}{\partial x_i}(\lambda),
\]

where $\{x_i\}$ is any basis in $\mathfrak{h}$. We denote by $\text{Alt}(dr)$ the following symmetrization of $dr$ with respect to even permutations of $1, 2, 3$,

\[
\text{Alt}(dr) = \sum_i x_i^{(1)} \frac{\partial r^{23}}{\partial x_i} + \sum_i x_i^{(2)} \frac{\partial r^{31}}{\partial x_i} + \sum_i x_i^{(3)} \frac{\partial r^{12}}{\partial x_i}.
\]

The CDYB equation is an equation in $\mathfrak{g} \otimes \mathfrak{g} \otimes \mathfrak{g}$.

The constant $\epsilon$ in (3.2) is called the coupling constant.

**3.3. Classification of the classical dynamical $r$-matrices with nonzero coupling constant.**

**Theorem 3.1.**

1. **Let** $x_i, i = 1, ..., N,$ **be a basis in** $\mathfrak{h}$. **For any positive root** $\alpha \in \Delta_+$ **let** $e^i_\alpha, i = 1, ..., N_\alpha,$ **be a basis in the root space** $\mathfrak{g}_\alpha$ **and** $e^i_{-\alpha}, i = 1, ..., N_\alpha,$ **the dual basis in** $\mathfrak{g}_{-\alpha}$. **Let** $\nu$ **be an element in** $\mathfrak{h}^*$, $C = \sum_{i,j} C_{i,j}dx_i \otimes dx_j$ **a closed meromorphic 2-form on** $\mathfrak{h}^*$, $\epsilon$ **a nonzero complex number.** **Then the function** $r : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g}$ **defined by**

   \( r(\lambda) = \sum_{i,j=1}^N C_{i,j}(\lambda)x_i \otimes x_j + \frac{\epsilon}{2} \Omega + \sum_{\alpha \in \Delta} \sum_{i=1}^{N_\alpha} \frac{\epsilon}{2} \text{c tanh} \left( \frac{\epsilon}{2} (\alpha, \lambda - \nu) \right) \frac{e^i_\alpha \otimes e^i_{-\alpha}}{2} \)
is a classical dynamical r-matrix with the coupling constant \( \epsilon \). Here \( \text{cotanh} \) is the hyperbolic cotangent.

2. Let \( r : \mathfrak{h}^* \to \hat{\mathfrak{g}} \otimes \mathfrak{g} \) be a classical dynamical r-matrix with nonzero coupling constant, \( r = r_{\mathfrak{h}} + \sum_{\alpha \in \Delta} r_{\alpha} \) its weight decomposition. If the function \( r_{\alpha} \) is not constant for any simple positive root \( \alpha \), then the function \( r \) has the form indicated in (3.4).

Theorem 3.1 is proved in Section 3.6.

For a simple Lie algebra \( \mathfrak{g} \), the complete classification of r-matrices \( r : \mathfrak{h}^* \to \hat{\mathfrak{g}} \otimes \mathfrak{g} \) with nonzero coupling constant is given in Section 3.7.

3.4. Classification of the classical dynamical r-matrices with zero coupling constant.

We shall use the notations of Theorem 3.1.

Theorem 3.2.

1. Let \( X \) be a subset of the set of roots, \( \Delta \), of a Kac-Moody Lie algebra \( \mathfrak{g} \) such that
   1) if \( \alpha, \beta \in X \) and \( \alpha + \beta \) is a root then \( \alpha + \beta \in X \), and
   2) if \( \alpha \in X \) then \( -\alpha \in X \).

   Let \( \nu \) be an element in \( \mathfrak{h}^* \), \( C = \sum_{i,j} C_{i,j} dx_i \otimes dx_j \) a closed meromorphic 2-form on \( \mathfrak{h}^* \). Then the function \( r : \mathfrak{h}^* \to \hat{\mathfrak{g}} \otimes \mathfrak{g} \) defined by

   \[
   r(\lambda) = \sum_{i,j=1}^{N} C_{i,j}(\lambda) x_i \otimes x_j + \sum_{\alpha \in X} \sum_{i=1}^{N_{\alpha}} \frac{1}{(\alpha, \lambda - \nu)} e_{\alpha}^i \otimes e_{-\alpha}^i
   \]

   is a classical dynamical r-matrix with zero coupling constant.

2. If \( \mathfrak{g} \) is a simple Lie algebra, then any classical dynamical r-matrix with zero coupling constant has this form.

3. Let \( \mathfrak{g} \) be an arbitrary Kac-Moody Lie algebra. Let \( r : \mathfrak{h}^* \to \hat{\mathfrak{g}} \otimes \mathfrak{g} \) be a classical dynamical r-matrix with zero coupling constant, \( r = r_{\mathfrak{h}} + \sum_{\alpha \in \Delta} r_{\alpha} \) its weight decomposition. If the function \( r_{\alpha} \) is not identically equal to zero for any simple positive root \( \alpha \), then the function \( r \) has the form indicated in (3.5) with \( X = \Delta \).

Theorem 3.2 is proved in Section 3.5.

Example. Let \( \mathfrak{g} \) be the Lie algebra of type \( B_2 \) with roots \((\pm 1, 0), (0, \pm 1), (\pm 1, \pm 1)\). Then the set of long roots \((\pm 1, \pm 1)\) gives an example of the set \( X \).

Consider an r-matrix of type (3.5). Assume that the element \( \nu \in \mathfrak{h}^* \) tends to infinity so that all terms of the matrix have limit. Then the limiting function is an r-matrix of type (3.5) for a new set \( X \).

Notice that the r-matrix (3.5) corresponding to the example is not a limiting case of the r-matrix (3.5) with \( X = \Delta \).

3.5. Proof of Theorem 3.2.

First we prove Theorem 3.2 assuming that \( \mathfrak{g} \) is a simple Lie algebra. In this case \( \dim \mathfrak{g}_\alpha = 1 \) for any root \( \alpha \). For any positive root \( \alpha \) fix elements \( e_\alpha \in \mathfrak{g}_\alpha \) and \( e_{-\alpha} \in \mathfrak{g}_{-\alpha} \) dual with respect to the bilinear form.

Let \( r : \mathfrak{h}^* \to \hat{\mathfrak{g}} \otimes \mathfrak{g} \) be a classical dynamical r-matrix with zero coupling constant. The zero weight condition and the unitarity condition imply that the r-matrix could be written in the form

\[
 r(\lambda) = \sum_{i,j=1}^{N} C_{i,j}(\lambda) x_i \otimes x_j + \sum_{\alpha \in \Delta} \varphi_\alpha(\lambda) e_\alpha \otimes e_{-\alpha}
\]
where $\varphi_\alpha, C_{i,j}$ are suitable scalar meromorphic functions such that $\varphi_{-\alpha}(\lambda) = -\varphi_\alpha(\lambda)$, and $C_{i,j}(\lambda) = -C_{j,i}(\lambda)$.

The CDYB equation is an equation in $g^3$. The unitarity condition implies that the left hand side of the CDYB equation is skew-symmetric with respect to permutations of factors. This remark and the zero weight condition show that in order to solve the CDYB equation it is enough to solve its $h \otimes h \otimes h$, $h \otimes g_\alpha \otimes g_{-\alpha}$ and $g_\alpha \otimes g_\beta \otimes g_\gamma$-parts, where $\alpha, \beta, \gamma \in \Delta$ and in the last case $\alpha + \beta + \gamma = 0$.

A basis in $g^3$ is formed by the elements $x \otimes y \otimes z$ where $x, y, z$ run through $x_i, e_\alpha, i = 1, \ldots, N, \alpha \in \Delta$.

The $x_i \otimes x_j \otimes x_k$-part of the CDYB equation has the form

$$\frac{\partial C_{i,k}}{\partial x_i} + \frac{\partial C_{k,i}}{\partial x_j} + \frac{\partial C_{i,j}}{\partial x_k} = 0$$

and says that $\sum_{i,j=1}^N C_{i,j}(\lambda) dx_i \otimes dx_j$ is a closed differential form.

The $h \otimes g_\alpha \otimes g_{-\alpha}$-part of the CDYB equation has the form

$$\sum_k \frac{\partial \varphi_\alpha}{\partial x_k} x_k \otimes e_\alpha \otimes e_{-\alpha} + \varphi_\alpha^2 h_\alpha \otimes e_\alpha \otimes e_{-\alpha} = 0$$

where $h_\alpha = [e_\alpha, e_{-\alpha}]$. This equation could be written in the form

$$d \varphi_\alpha + \varphi_\alpha^2 dh_\alpha = 0.$$

Hence $\varphi_\alpha = 0$ or $\varphi_\alpha = (h_\alpha - \nu_\alpha)^{-1}$ for some $\nu_\alpha \in \mathbb{C}$. Here $h_\alpha$ is considered as a linear function on $h^*$, $h_\alpha(\lambda) = (\alpha, \lambda)$ for $\lambda \in h^*$.

The $g_\alpha \otimes g_\beta \otimes g_{-\alpha-\beta}$-part of the CDYB equation has the form

$$\varphi_\alpha \varphi_\beta - \varphi_\alpha \varphi_{\alpha+\beta} - \varphi_{\alpha+\beta} \varphi_\beta = 0$$

**Lemma 3.3.** Let $X = \{\alpha \in \Delta \mid \varphi_\alpha \neq 0\}$. Then $X$ is closed with respect to multiplication by $-1$ and addition.

**Proof.** The set $X$ is closed with respect to multiplication by $-1$ because of the unitarity condition. If $\varphi_\alpha$ and $\varphi_\beta$ are different from zero, then $\varphi_{\alpha+\beta}(\varphi_\alpha + \varphi_\beta) = \varphi_\alpha \varphi_\beta$, and, hence, $\varphi_{\alpha+\beta}$ is different from zero. $\square$

**Lemma 3.4.**

$$\nu_{\alpha+\beta} = \nu_\alpha + \nu_\beta.$$  

**Proof.** Equation (3.8) implies

$$\frac{1}{h_\alpha - \nu_\alpha} \frac{1}{h_\beta - \nu_\beta} = \left(\frac{1}{h_\alpha - \nu_\alpha} + \frac{1}{h_\beta - \nu_\beta}\right) \frac{1}{h_{\alpha+\beta} - \nu_{\alpha+\beta}}.$$  

Since $h_{\alpha+\beta} = h_\alpha + h_\beta$, in order to cancel the last pole one needs (3.9). $\square$
Corollary 3.5. There is $\nu \in \mathfrak{h}^*$ such that $\nu = (\alpha, \nu)$ for all $\alpha \in X$.

This finishes the proof of Theorem 3.2 for a simple Lie algebra.

Now we assume that $g$ is an arbitrary Kac-Moody algebra. Let $r : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g}$ be a classical dynamical r-matrix with zero coupling constant. The zero weight condition and the unitarity condition imply that the r-matrix could be written in the form

$$r(\lambda) = \sum_{i,j=1}^{N} C_{i,j}(\lambda) x_i \otimes x_j + \sum_{\alpha \in \Delta} \sum_{i,j=1}^{N} \varphi^{i,j}_\alpha(\lambda) e^i_\alpha \otimes e^j_{-\alpha}$$

where $C_{i,j}(\lambda)$, $\varphi^{i,j}_\alpha(\lambda)$ are suitable scalar functions such that $C_{i,j} = -C_{j,i}$ and $\varphi^{j,i}_\alpha = -\varphi^{i,j}_\alpha$.

The $\mathfrak{h} \otimes \mathfrak{h} \otimes \mathfrak{h}$-part of the CDYB equation is the same as for a simple Lie algebra and means that $\sum_{i,j=1}^{N} C_{i,j}(\lambda) dx_i \otimes dx_j$ is a closed differential form.

To analyze the $\mathfrak{h} \otimes \mathfrak{g}_\alpha \otimes \mathfrak{g}_{-\alpha}^*$- and $\mathfrak{g}_\alpha \otimes \mathfrak{g}_\beta \otimes \mathfrak{g}_{-\alpha-\beta}$-parts of the CDYB equation we shall introduce some useful linear operators $\varphi_\alpha(\lambda) : \mathfrak{g}_\alpha \to \mathfrak{g}_\alpha$, where $\alpha \in \Delta$ and $\lambda \in \mathfrak{h}^*$. Namely, for any $\alpha \in \Delta$ and $\lambda \in \mathfrak{h}^*$, we define $\varphi_\alpha(\lambda)$ by the formula

$$\varphi_\alpha(\lambda) : e^i_\alpha \mapsto \sum_{i=1}^{N_\alpha} \varphi^{i,j}_\alpha(\lambda) e^i_\alpha.$$

Lemma 3.6. The $\mathfrak{h} \otimes \mathfrak{g}_\alpha \otimes \mathfrak{g}_{-\alpha}^*$-part of the CDYB equation has the form

$$d \varphi_\alpha + \varphi^2_\alpha dh_\alpha = 0.$$

where the operator valued function $\varphi_\alpha : \mathfrak{h}^* \to \text{End}(\mathfrak{g}_\alpha)$ is defined in (3.10).

Proof. The $\mathfrak{h} \otimes \mathfrak{g}_\alpha \otimes \mathfrak{g}_{-\alpha}^*$-part of the CDYB equation has the form

$$\sum_{i,j=1}^{N_\alpha} \sum_k \frac{\partial \varphi^{i,j}_\alpha(\lambda)}{\partial x_k} x_k \otimes e^i_\alpha \otimes e^j_{-\alpha} + [r_{-\alpha}^{12}(\lambda), r_{-\alpha}^{13}(\lambda)] = 0.$$

To prove the Lemma it is enough to show that

$$[r_{-\alpha}^{12}(\lambda), r_{-\alpha}^{13}(\lambda)] = \sum_{l=1}^{N_\alpha} h_\alpha \otimes (\varphi_\alpha)^2 e^l_\alpha \otimes e^l_{-\alpha}.$$

We shall use the formula

$$[e^i_\alpha, e^j_{-\alpha}] = (e^i_\alpha, e^j_{-\alpha}) h_\alpha = \delta_{i,j} h_\alpha.$$
Then
\[ [r^{12}_{-\alpha}(\lambda), r^{13}_{\alpha}(\lambda)] = \left[ \sum_{i,k} \varphi^{i,k}_{-\alpha} e^{i}_{-\alpha} \otimes e^{k}_{\alpha} \otimes 1, \sum_{j,l} \varphi^{j,l}_{\alpha} e^{j}_{\alpha} \otimes 1 \otimes e^{l}_{-\alpha} \right] = \sum_{i,k,j,l} \varphi^{i,k}_{-\alpha} \varphi^{j,l}_{\alpha} [e^{i}_{-\alpha}, e^{j}_{\alpha}] \otimes e^{k}_{\alpha} \otimes e^{l}_{-\alpha} = \sum_{i,k,l} \varphi^{i,k}_{\alpha} \varphi^{j,l}_{\alpha} h_{\alpha} \otimes e^{k}_{\alpha} \otimes e^{l}_{-\alpha} = \sum_{l} h_{\alpha} \otimes (\varphi^{2}_{\alpha})^{2} e^{l}_{\alpha} \otimes e^{l}_{-\alpha}. \]

The Lemma is proved. □

Introduce a linear map
\[ \Lambda : g \otimes g \otimes g \to \mathbb{C}, \quad x \otimes y \otimes z \mapsto (x, [y, z]). \]
Recall that the invariance of the bilinear form implies \((x, [y, z]) = ([x, y], z)\).

**Lemma 3.7.**

Let \(\alpha, \beta, \gamma \in \Delta\) be any roots such that \(\alpha + \beta + \gamma = 0\). Then the \(g_{-\alpha} \otimes g_{-\beta} \otimes g_{-\gamma}\)-part of the CDYB equation is equivalent to the statement that the composition map
\[ (3.12) \quad \Lambda \circ (\varphi_{\alpha} \otimes \varphi_{\beta} \otimes 1 + \varphi_{\alpha} \otimes 1 \otimes \varphi_{\gamma} + 1 \otimes \varphi_{\beta} \otimes \varphi_{\gamma}) : g_{\alpha} \otimes g_{\beta} \otimes g_{\gamma} \to \mathbb{C} \]

is the zero map.

**Proof.** The \(g_{-\alpha} \otimes g_{-\beta} \otimes g_{-\gamma}\)-part has the form
\[ [r^{13}_{-\alpha}(\lambda), r^{23}_{-\beta}(\lambda)] + [r^{12}_{-\alpha}(\lambda), r^{13}_{\gamma}(\lambda)] + [r^{12}_{-\alpha}(\lambda), r^{23}_{\gamma}(\lambda)] = 0. \]

Compute each of the terms.
\[ [r^{13}_{-\alpha}(\lambda), r^{23}_{-\beta}(\lambda)] = \left[ \sum_{i,j} \varphi^{i,j}_{-\alpha} e^{i}_{-\alpha} \otimes 1 \otimes e^{j}_{\beta}, \sum_{k,l} \varphi^{k,l}_{-\beta} 1 \otimes e^{k}_{-\beta} \otimes e^{l}_{\alpha} \right] = \sum_{i,j,k,l} \varphi^{i,j}_{-\alpha} \varphi^{k,l}_{-\beta} e^{i}_{-\alpha} \otimes e^{k}_{-\beta} \otimes (e^{j}_{\beta}, e^{l}_{\alpha}). \]

Using the equalities \(\sum_{j} \varphi^{i,j}_{-\alpha} e^{j}_{\beta} = -\varphi_{\alpha} e^{i}_{\beta}, \sum_{l} \varphi^{k,l}_{-\beta} e^{l}_{\alpha} = -\varphi_{\beta} e^{k}_{\alpha}, (e^{m}_{\gamma}, [e^{i}_{\alpha}, e^{l}_{\beta}]) = (e^{i}_{\alpha}, [e^{l}_{\beta}, e^{m}_{\gamma}]), \) we get
\[ [r^{13}_{-\alpha}(\lambda), r^{23}_{-\beta}(\lambda)] = \sum_{i,k,m} \Lambda(\varphi^{i}_{\alpha} e^{i}_{\alpha} \otimes \varphi_{\beta} e^{k}_{\beta} \otimes e^{m}_{\gamma}) e^{i}_{-\alpha} \otimes e^{k}_{-\beta} \otimes e^{m}_{-\gamma}. \]

Similarly
\[ [r^{12}_{-\beta}(\lambda), r^{13}_{\gamma}(\lambda)] = \sum_{i,k,m} \Lambda(e^{i}_{\alpha} \otimes \varphi_{\beta} e^{k}_{\beta} \otimes \varphi_{\gamma} e^{m}_{\gamma}) e^{i}_{-\alpha} \otimes e^{k}_{-\beta} \otimes e^{m}_{-\gamma}, \]
\[ [r^{12}_{-\alpha}(\lambda), r^{13}_{\gamma}(\lambda)] = \sum_{i,k,m} \Lambda(\varphi^{i}_{\alpha} e^{k}_{\alpha} \otimes \varphi_{\beta} e^{m}_{\beta} \otimes \varphi_{\gamma} e^{m}_{\gamma}) e^{i}_{-\alpha} \otimes e^{k}_{-\beta} \otimes e^{m}_{-\gamma}. \]

These formulae prove the Lemma. □

Lemmas 3.6 and 3.7 imply the first statement of Theorem 3.2 for an arbitrary Kac-Moody Lie algebra.

We shall show the third statement of Theorem 3.2 by induction on the complexity of the roots. Let \(\alpha_{1}, ..., \alpha_{r}\) be the simple positive roots of \(g\) and \(\alpha \in \Delta\) any root. Represent it as a linear combination of the simple roots, \(\alpha = k_{1} \alpha_{1} + ... + k_{r} \alpha_{r}\). The absolute value of the number \(k_{1} + ... + k_{r}\) will be called the complexity of the root \(\alpha\). Thus the only roots of complexity one are the simple roots.
Lemma 3.8.

Let \( \mathfrak{g} \) be a Kac-Moody Lie algebra. Let \( r = r_\mathfrak{h} + \sum_{\alpha \in \Delta} r_\alpha \) be a classical dynamical \( r \)-matrix with zero coupling constant and with nonzero components \( r_\alpha \) corresponding to the simple positive roots. Then the associated operator valued functions \( \varphi_\alpha : \h^* \to \text{End}(\mathfrak{g}_\alpha) \) have the following form. There exists \( \nu \in \h^* \) such that

\[
\varphi_\alpha(\lambda) = \frac{1}{(\alpha, \lambda - \nu)} \text{id}
\]

for all \( \alpha \in \Delta \) and \( \lambda \in \h^* \).

Proof. For any simple root \( \alpha \), \( \dim \mathfrak{g}_\alpha = 1 \). Then \( \varphi_\alpha \) is a scalar function of the form \( \varphi_\alpha(\lambda) = (h_\alpha - \nu_\alpha)^{-1} \) for some \( \nu_\alpha \in \mathbb{C} \), see Lemma 3.6. Hence there exists \( \nu \in \h^* \) such that the operator \( \varphi_\alpha(\lambda) \) has the form indicated in (3.13) for all simple roots \( \alpha \). Our goal is to extend this formula to all roots.

Let \( e_1, ..., e_r, f_1, ..., f_r \) be the Chevalley generators corresponding to the simple positive roots \( \alpha_1, ..., \alpha_r \). For any root \( \alpha \), the space \( \mathfrak{g}_\alpha \) is generated by commutators of the elements \( e_1, ..., e_r \), if \( \alpha \) is positive, and by commutators of the elements \( f_1, ..., f_r \), if \( \alpha \) is negative. Hence for any root \( \alpha \) the space \( \mathfrak{g}_\alpha \) is generated by commutators of the form \( [x, y] \) where \( x \in \mathfrak{g}_\beta, y \in \mathfrak{g}_\gamma, \alpha = \beta + \gamma \), and the complexity of \( \beta \) and \( \gamma \) is less than the complexity of \( \alpha \).

Assume now that a root \( \gamma \) has the following property. For any roots \( \alpha \) and \( \beta \) such that \( \alpha + \beta + \gamma = 0 \) and the complexity of \( \alpha \) and \( \beta \) is less than the complexity of \( \gamma \), the operators \( \varphi_\alpha \) and \( \varphi_\beta \) have the form indicated in (3.13). Let us show that the operator \( \varphi_\gamma \) has the same form.

Formula (3.12) implies

\[
\left( \frac{1}{(\alpha, \lambda - \nu)} + \frac{1}{(\beta, \lambda - \nu)} \right) ([x, y], \varphi_\gamma(\lambda) z) = - \frac{1}{(\alpha, \lambda - \nu)(\beta, \lambda - \nu)} ([x, y], z).
\]

This formula means that the operator \( \varphi_\gamma(\lambda) \) is uniquely determined by the operators \( \varphi_\alpha \) and \( \varphi_\beta \) corresponding to the roots \( \alpha \) and \( \beta \) with the complexity less than the complexity of \( \gamma \). At the same time we see that if the operator \( \varphi_\gamma \) has the form indicated in (3.13), then it satisfies both equations (3.12) and (3.11). Lemma 3.8 and Theorem 3.2 are proved. \( \square \)

3.6. Proof of Theorem 3.1.

First we prove Theorem 3.1 assuming that \( \mathfrak{g} \) is a simple Lie algebra. As in the proof of Theorem 3.2, fix the dual generators \( e_\alpha \in \mathfrak{g}_\alpha \) and \( e_{-\alpha} \in \mathfrak{g}_{-\alpha} \) for all roots \( \alpha \in \Delta \). Fix an orthonormal basis in \( \mathfrak{h}, x_1, ..., x_N \).

Let \( r : \h^* \to \mathfrak{g} \otimes \mathfrak{g} \) be a meromorphic map, \( \epsilon \) a nonzero complex number, \( \Omega \in \mathfrak{g} \otimes \mathfrak{g} \) the Casimir operator of \( \mathfrak{g} \) associated to the bilinear form, \( \Omega = \sum_k x_k \otimes x_k + \sum_{\alpha \in \Delta} e_\alpha \otimes e_{-\alpha} \).

Introduce a meromorphic map \( s : \h^* \to \mathfrak{g} \otimes \mathfrak{g} \) by the formula \( s(\lambda) = r(\lambda) - \epsilon \Omega/2 \).

Lemma 3.9. The map \( r \) is a classical dynamical \( r \)-matrix with the coupling constant \( \epsilon \) if and only if the map \( s \) satisfies the zero weight condition (3.1), the unitarity condition,

\[
s^{12}(\lambda) + s^{21}(\lambda) = 0,
\]

and

\[
\Delta(s^{12}(\lambda)) = 0.
\]
and the following analog of the CDYB equation,

\begin{equation}
\text{Alt}(ds) + [s^{12}, s^{13}] + [s^{12}, s^{23}] + [s^{13}, s^{23}] \\
+ \frac{\epsilon^2}{4} ([\Omega^{12}, \Omega^{13}] + [\Omega^{12}, \Omega^{23}] + [\Omega^{13}, \Omega^{23}]) = 0.
\end{equation}

**Proof.** The only thing that needs to be checked is the fact that the terms of the form \(\epsilon [\Omega^{(i,j)}, s^{(k,l)}]/2\) cancel in the CDYB equation. This can be verified by an easy direct calculation. \(\square\)

The zero weight condition and the unitarity condition imply that the matrix \(s\) can be written in the form

\[s(\lambda) = \sum_{i,j=1}^N C_{i,j}(\lambda) x_i \otimes x_j + \sum_{\alpha \in \Delta} \varphi_\alpha(\lambda) e_\alpha \otimes e_{-\alpha}\]

where \(\varphi_\alpha, C_{i,j}\) are suitable scalar meromorphic functions such that \(\varphi_{-\alpha}(\lambda) = -\varphi_\alpha(\lambda)\), and \(C_{i,j}(\lambda) = -C_{j,i}(\lambda)\).

The CDYB equation (3.14) is an equation in \(g \otimes \mathfrak{g}\). Its left hand side is invariant with respect to even permutations of factors. To solve the CDYB equation it suffices to solve its \(h \otimes h \otimes h - h \otimes g_\alpha \otimes g_{-\alpha} - g_\alpha \otimes g_\beta \otimes g_{-\beta} - g_\alpha \otimes g_\beta \otimes g_{-\gamma}\)-parts, where \(\alpha, \beta, \gamma \in \Delta\) and in the last case \(\alpha + \beta + \gamma = 0\).

The \(x_i \otimes x_j \otimes x_k\)-part of the CDYB equation has the form indicated in (3.6) and says that \(\sum_{i,j=1}^N C_{i,j}(\lambda) dx_i \otimes dx_j\) is a closed differential form.

The \(h \otimes g_\alpha \otimes g_{-\alpha}\)-part of the CDYB equation has the form

\[\sum_k \frac{\partial \varphi_\alpha}{\partial x_k} x_k \otimes e_\alpha \otimes e_{-\alpha} + \varphi_\alpha^2 h_\alpha \otimes e_\alpha \otimes e_{-\alpha} + \frac{\epsilon^2}{4} (-h_\alpha \otimes e_\alpha \otimes e_{-\alpha} + \]

\[\sum_k (x_k \otimes [x_k, e_\alpha] \otimes e_{-\alpha} + x_k \otimes e_\alpha \otimes [x_k, e_{-\alpha}]) = 0\]

where \(h_\alpha = [e_\alpha, e_{-\alpha}]\). This equation can be written in the form

\[d \varphi_\alpha + (\varphi_\alpha^2 - \frac{\epsilon^2}{4}) dh_\alpha = 0.\]

Hence

\[\varphi_\alpha(\lambda) = \frac{\epsilon}{2} \coth \left( \frac{\epsilon}{2} (h_\alpha - \nu_\alpha) \right)\]

for some \(\nu_\alpha \in \mathbb{C}\), or \(\varphi_\alpha = \pm \epsilon/2\). Here \(h_\alpha\) is considered as a linear function on \(\mathfrak{h}^*\), cf. (3.7).

Let \(\alpha, \beta, \gamma \in \Delta\) be roots such that \(\alpha + \beta + \gamma = 0\). The \(g_\alpha \otimes g_\beta \otimes g_{-\gamma}\)-part of the CDYB equation (3.14) has the form

\begin{equation}
\varphi_\alpha \varphi_\beta + \varphi_\alpha \varphi_\gamma + \varphi_\gamma \varphi_\beta + \frac{\epsilon^2}{4} = 0.
\end{equation}

If

\[\varphi_\alpha(\lambda) = \frac{\epsilon}{2} \coth \left( \frac{\epsilon}{2} (h_\alpha - \nu_\alpha) \right), \quad \varphi_\beta(\lambda) = \frac{\epsilon}{2} \coth \left( \frac{\epsilon}{2} (h_\beta - \nu_\beta) \right)\]
for some $\nu_\alpha, \nu_\beta \in \mathbb{C}$, then $\varphi_\gamma$ is not a constant, so
$$\varphi_\gamma(\lambda) = \frac{\epsilon}{2} \coth\left(\frac{\epsilon}{2} (h_\gamma - \nu_\gamma)\right)$$
for some $\nu_\gamma \in \mathbb{C}$. Starting from simple positive roots we conclude that all functions $\varphi_\alpha(\lambda)$ are not constant. Equation (3.15) also implies
$$\coth\left(\frac{\epsilon}{2} (h_\gamma - \nu_\gamma)\right) + \coth\left(\frac{\epsilon}{2} (h_\alpha + h_\beta - \nu_\alpha - \nu_\beta)\right) = 0.$$ 
Hence, there exists $\nu \in \mathfrak{h}^*$ such that $\nu_\alpha = (\alpha, \nu)$ and
$$\varphi_\alpha(\lambda) = \frac{\epsilon}{2} \coth\left(\frac{\epsilon}{2} (\alpha, \lambda - \nu)\right)$$
for all roots $\alpha \in \Delta$. Theorem 3.1 is proved for a simple Lie algebra $\mathfrak{g}$.

The generalization of the above proof to the case of a Kac-Moody algebra is word by word parallel to the generalization of the proof of Theorem 3.2 from the simple Lie algebra case to the Kac-Moody algebra case.

### 3.7. Classification of classical dynamical r-matrices with nonzero coupling constant, the simple Lie algebra case.

Let $\mathfrak{g}$ be a simple Lie algebra, $\mathfrak{h}$ its Cartan subalgebra,
$$\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha$$
the root decomposition, $(\cdot, \cdot)$ an invariant nondegenerate bilinear form on $\mathfrak{g}$. For any positive root $\alpha \in \Delta(\mathfrak{h})$ fix basis elements $e_\alpha \in \mathfrak{g}_\alpha$ and $e_{-\alpha} \in \mathfrak{g}_{-\alpha}$ which are dual with respect to the bilinear form. Fix a basis in the Cartan subalgebra, $\{x_i\}$, orthonormal with respect to the bilinear form.

Let
$$\Delta = \Delta_+ \cup \Delta_-$$
be a polarization of roots into positive and negative, $\Delta^*_+ \subset \Delta_+$ the set of simple positive roots. Fix a subset $X \subset \Delta^*_+$ of the set of positive simple roots.

Fix a nonzero complex number $\epsilon$ and an element $\mu \in \mathfrak{h}^*$. For any root $\alpha$ introduce a meromorphic function $\varphi_\alpha : \mathfrak{h}^* \to \mathbb{C}$ by the following rule. If a root $\alpha$ is a linear combination of simple roots from $X$, then we set
$$\varphi_\alpha(\lambda) = \frac{\epsilon}{2} \coth\left(\frac{\epsilon}{2} (\alpha, \lambda - \mu)\right).$$
Otherwise we set $\varphi_\alpha(\lambda) = \epsilon/2$, if $\alpha$ is positive, and $\varphi_\alpha(\lambda) = -\epsilon/2$, if $\alpha$ is negative.

Let $C = \sum_{i,j} C_{i,j} dx_i \otimes dx_j$ be a closed meromorphic 2-form on $\mathfrak{h}^*$.

**Theorem 3.10.**

1. Introduce a function $r : \mathfrak{h}^* \to \mathfrak{g} \hat{\otimes} \mathfrak{g}$ by the formula
$$r(\lambda) = \sum_{i,j=1}^N C_{i,j}(\lambda) x_i \otimes x_j + \frac{\epsilon}{2} \Omega + \sum_{\alpha \in \Delta} \varphi_\alpha(\lambda) e_\alpha \otimes e_{-\alpha},$$
where $C_{i,j}$ and $\varphi_\alpha$ are defined above. Then $r$ is a classical dynamical r-matrix with nonzero coupling constant $\epsilon$.

2. Any classical dynamical r-matrix, $r : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g}$, with nonzero coupling constant has this form.

The proof of Theorem 3.10 is based on the following fact.
Theorem 3.11.  

Let $Y \subset \Delta$ be a subset of the set of roots with two properties.

A. If $\alpha, \beta \in Y$ and $\alpha + \beta \in \Delta$, then $\alpha + \beta \in Y$.

B. If $\alpha$ is an element of $Y$, then $-\alpha$ is not an element of $Y$.

Then there exists a polarization $\Delta = \Delta_+ \cup \Delta_-$ such that $Y \subset \Delta_+$.

Proof of Theorem 3.11. Consider

\[ n = \bigoplus_{\alpha \in Y} \mathbb{C}e_{\alpha}; \quad m = \mathfrak{h} \oplus \bigoplus_{\alpha \in Y} \mathbb{C}e_{\alpha}. \]

Then $n, m$ are Lie subalgebras of $\mathfrak{g}$.

Lemma 3.12.

1. $[m, m] = n$.

2. The Killing form $B$ of $m$ vanishes on $n$.

Proof of Lemma 3.12. The first statement follows from (3.11.B). The Killing form $B$ of $m$ is defined by

\[ B(x, y) = tr|_m (ad x|_m \cdot ad y|_m). \]

Now the second statement follows from (3.11.B). □

According to Theorem 2.1.2 in [GG], conditions 1 and 2 for a finite-dimensional Lie algebra $m$ imply that $m$ is solvable. Thus, $m$ is a solvable subalgebra of $\mathfrak{g}$. This, in particular, means that $m$ is contained in a Borel subalgebra $\mathfrak{b}$. Since $\mathfrak{h} \subset \mathfrak{b}$, the Borel subalgebra $\mathfrak{b}$ defines a polarization of roots $\Delta = \Delta_+ \cup \Delta_-$ such that $Y \subset \Delta_+$. Theorem 3.11 is proved. □

Proof of Theorem 3.10. To prove the first statement of Theorem 3.10 it is enough to check that for any roots $\alpha, \beta, \gamma \in \Delta$ such that $\alpha + \beta + \gamma = 0$, the functions $\varphi_{\alpha}, \varphi_{\beta}, \varphi_{\gamma}$ satisfy equation (3.15). This could be easily done by direct verification.

Now we prove the second statement of Theorem 3.10. Let $r : \mathfrak{h}^* \rightarrow \mathfrak{g} \otimes \mathfrak{g}$ be a classical dynamical r-matrix with nonzero coupling constant $\epsilon$. According to Section 3.6, the r-matrix has the form

\[ r(\lambda) = \sum_{i,j=1}^N \sum_{C_{i,j}}(\lambda)x_i \otimes x_j + \frac{\epsilon}{2}\Omega + \sum_{\alpha \in \Delta} \varphi_{\alpha}(\lambda)e_{\alpha} \otimes e_{-\alpha}, \]

where $\sum_{i,j} C_{i,j} dx_i \otimes dx_j$ is a closed meromorphic 2-form on $\mathfrak{h}^*$, and the functions $\varphi_{\alpha}$ are scalar meromorphic functions such that $\varphi_{\alpha} = \frac{\epsilon}{2}\cotanh \left(\frac{\epsilon}{2}((\alpha, \lambda) - \mu_{\alpha})\right)$ for a suitable constant $\mu_{\alpha}$ or $\varphi_{\alpha} = \pm \epsilon/2$. Moreover, for any roots $\alpha, \beta, \gamma \in \Delta$ such that $\alpha + \beta + \gamma = 0$, the functions $\varphi_{\alpha}, \varphi_{\beta}, \varphi_{\gamma}$ satisfy equation (3.15).

Let $Y \subset \Delta$ be the set of all roots $\alpha$ such that $\varphi_{\alpha} = \epsilon/2$. Equation (3.15) and the unitarity condition easily imply that the set $Y$ has properties 3.11.A - 3.11.B. By Theorem 3.11 there exists a polarization of roots $\Delta = \Delta_+ \cup \Delta_-$ such that $Y \subset \Delta_+$.

Introduce two sets $X$ and $Z$ by

\[ X = \Delta^*_+ - \Delta^*_+ \cap Y; \quad Z = \Delta_+ \cap Y. \]
Lemma 3.13.

$Z$ is the span of $X$ in $\Delta_+$, i.e. $Z = \mathbb{Z}_{\geq 0}[X] \cap \Delta_+$.

Proof. If $\alpha, \beta, \alpha + \beta \in \Delta_+$, $\varphi_\alpha \neq \pm \epsilon/2$ and $\varphi_\beta \neq \pm \epsilon/2$, then equation (3.15) implies that $\varphi_{\alpha + \beta} \neq \pm \epsilon/2$. This statement implies the inclusion $\mathbb{Z}_{\geq 0}[X] \subset Z$.

If $\alpha, \beta, \alpha + \beta \in \Delta_+$ and $\varphi_\alpha = \epsilon/2$, then equation (3.15) implies that $\varphi_{\alpha + \beta} = \epsilon/2$ (since $\varphi_\beta$ could not be equal to $-\epsilon/2$). This statement implies the inclusion $Z \subset \mathbb{Z}_{\geq 0}[X]$. The Lemma is proved. $\Box$

For $\alpha \in Z$ the functions $\varphi_\alpha$ have the form $\varphi_\alpha = \frac{\epsilon}{2} \tanh \left( \frac{\epsilon}{2} (\alpha, \lambda) - \mu_\alpha \right)$ where $\mu_\alpha$ are suitable numbers. Moreover, if $\alpha, \beta, \alpha + \beta \in Z$, then the corresponding constants $\mu_\alpha, \mu_\beta, \mu_{\alpha + \beta}$ satisfy the equation $\mu_\alpha + \mu_\beta = \mu_{\alpha + \beta}$.

Let $\mu \in \mathfrak{h}^*$ be any element in the Cartan subalgebra such that $\mu_\alpha = (\alpha, \mu)$ for all $\alpha \in X$. Then for all $\alpha \in Z$, we have $\mu_\alpha = (\alpha, \mu)$.

Now we may conclude that the r-matrix $r$ has the form indicated in Theorem 3.10 and is associated to the polarization $\Delta = \Delta_+ \cup \Delta_-$, the set $X$ and the element $\mu$ constructed above. Theorem 3.10 is proved. $\Box$

Now we show that each of the r-matrices indicated in Theorem 3.10 is a limiting case of the r-matrix (3.4). Namely, let $\Delta = \Delta_+ \cup \Delta_-$ be a polarization, $X \subset \Delta_+$ a subset of positive simple roots, $\mu$ an element of $\mathfrak{h}^*$, $\epsilon$ a nonzero complex number. Set

$$\nu(t) = \mu + t \sum_{\alpha \in X} \omega_i$$

where $\omega_i$ are fundamental weights of $\mathfrak{g}$. Consider the r-matrix $r_t(\lambda)$ defined by (3.4) with parameter $\nu$ equal to $\nu(t)$. Then the limit of $r_t(\lambda)$ as $t$ tends to infinity is equal to the r-matrix of Theorem 3.10 (unlike the example at the end of Section 3.4).

Example. For any polarization, the constant matrix

$$r = \frac{1}{2} \sum_i x_i \otimes x_i + \sum_{\alpha \in \Delta_+} e_\alpha \otimes e_{-\alpha}$$

is a solution to the CDYB equation with coupling constant 1. In particular, it is a solution to the classical Yang-Baxter equation. This solution corresponds to $X = \Delta^s_+$.

Remark. Consider the r-matrix (3.4) with $C_{i,j} = 0$ and $\nu = 0$,

$$r(\lambda) = \frac{\epsilon}{2} \Omega + \sum_{\alpha \in \Delta} \frac{\epsilon}{2} \tanh \left( \frac{\epsilon}{2} (\alpha, \lambda) \right) e_\alpha \otimes e_{-\alpha}.$$ 

Let $\Gamma \subset \mathfrak{h}^*$ be an alcove of the Lie algebra $\mathfrak{g}$ and $\Delta = \Delta_+ \cup \Delta_-$ the corresponding polarization. If $\lambda$ tends to infinity inside the alcove $\Gamma$ in a generic direction, then the r-matrix $r(\lambda)$ has a limit and this limit is given by (3.16). Thus the r-matrix $r(\lambda)$ extrapolates different solutions of the classical Yang-Baxter equation of type (3.16), labeled by different polarizations.
3.8. Classical dynamical r-matrices associated with a pair of Lie algebras.

Let \( \mathfrak{g} \) be a simple Lie algebra, \( \mathfrak{h} \) its Cartan subalgebra,
\[
\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha
\]
the root decomposition, \((\cdot, \cdot)\) an invariant nondegenerate bilinear form on \( \mathfrak{g} \) and
\( \Omega \in \mathfrak{g} \otimes \mathfrak{g} \) the associated Casimir operator. Let \( \mathfrak{l} \) be a Lie subalgebra of \( \mathfrak{g} \) containing \( \mathfrak{h} \). Assume that \( \mathfrak{l} \) is reductive. This condition is equivalent to the condition that
there is a subset \( \Delta(\mathfrak{l})_+ \) of the set \( \Delta_+ \) of positive roots such that
\[
\mathfrak{l} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{l})_+} \left( \mathfrak{g}_\alpha \oplus \mathfrak{g}_{-\alpha} \right).
\]
Let \( H \subset L \subset G \) be the corresponding complex Lie groups.

A meromorphic function
\[
r : \mathfrak{l}^* \to \mathfrak{g} \otimes \mathfrak{g}
\]
is called a classical dynamical r-matrix associated with the pair \( \mathfrak{l} \subset \mathfrak{g} \) if it satisfies the following three conditions.

1. The invariance condition. The meromorphic function \( r \) is Ad \( L \) - invariant,
\[
r(x\lambda x^{-1}) = \text{Ad} x \left( r(\lambda) \right) \quad \text{for any } \lambda \in \mathfrak{l}^* \text{ and } x \in L.
\]
2. The generalized unitarity,
\[
r^{12}(\lambda) + r^{21}(\lambda) = \epsilon \Omega
\]
for some constant \( \epsilon \in \mathbb{C} \) and all \( \lambda \).
3. The classical dynamical Yang-Baxter equation, CDYBE,
\[
\text{Alt}(dr) + [r^{12}, r^{13}] + [r^{21}, r^{23}] + [r^{13}, r^{23}] = 0.
\]

The differential of the r-matrix is considered in (3.18) as a meromorphic function
\[
dr : \mathfrak{l}^* \to \mathfrak{g} \otimes \mathfrak{g} \otimes \mathfrak{g}, \quad \lambda \mapsto \sum_i y_i \otimes \frac{\partial r^{23}}{\partial y_i}(\lambda),
\]
where \( \{y_i\} \) is any basis in \( \mathfrak{l} \). As before we denote by \( \text{Alt}(dr) \) the following symmetrization of \( dr \),
\[
\text{Alt}(dr) = \sum_i y_i^{(1)} \frac{\partial r^{23}}{\partial y_i} + \sum_i y_i^{(2)} \frac{\partial r^{31}}{\partial y_i} + \sum_i y_i^{(3)} \frac{\partial r^{12}}{\partial y_i}.
\]

It turns out that the classification of the classical dynamical r-matrices associated with a pair \( \mathfrak{l} \subset \mathfrak{g} \) can be reduced to the classification of the the classical dynamical r-matrices associated with the pair \( \mathfrak{h} \subset \mathfrak{g} \).

Namely, let us identify \( \mathfrak{l}^* \) with \( \mathfrak{h}^* \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{l})_+} \left( \mathfrak{g}_{\alpha}^* \oplus \mathfrak{g}_{-\alpha}^* \right) \). Let \( r : \mathfrak{l}^* \to \mathfrak{g} \otimes \mathfrak{g} \) be a classical dynamical r-matrix associated with a pair \( \mathfrak{l} \subset \mathfrak{g} \). First notice that if \( \lambda \in \mathfrak{l}^* \) is a semisimple element, then there exists \( x \in L \) such that \( x\lambda x^{-1} \in \mathfrak{h}^* \). Since semisimple elements are dense and since the r-matrix satisfies the invariance condition, the function \( r \) is completely determined by its restriction to the dual to the Cartan subalgebra, \( r|_{\mathfrak{h}^*} \).

For any \( \alpha \in \Delta(\mathfrak{l})_+ \) fix basis elements \( e_\alpha \in \mathfrak{g}_\alpha \) and \( e_{-\alpha} \in \mathfrak{g}_{-\alpha} \) which are dual with respect to the invariant bilinear form. Define a function \( \rho : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g} \) by the formula
\[
(\alpha, \lambda) ~ \text{for some constant } \epsilon \in \mathbb{C} \text{ and all } \lambda.
\]

\[
\rho(\lambda) = \sum_{\alpha \in \Delta(\mathfrak{l})_+} \frac{e_\alpha \otimes e_{-\alpha} - e_{-\alpha} \otimes e_\alpha}{(\alpha, \lambda)}
\]
Theorem 3.14.
A function \( r : \mathfrak{l}^* \to \mathfrak{g} \otimes \mathfrak{g} \) satisfying the invariance condition is a classical dynamical r-matrix associated with the pair \( \mathfrak{l} \subset \mathfrak{g} \) if and only if the function
\[
|_{\mathfrak{h}^*} + \rho : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g}
\]
is a classical dynamical r-matrix associated with the pair \( \mathfrak{h} \subset \mathfrak{g} \).

Theorem 3.14 is proved in Section 3.9.

3.9. Proof of Theorem 3.14.
Let \( \{ x_i \} \) be any basis in \( \mathfrak{h} \). The elements \( \{ x_i \} \), and \( e_\alpha, e_{-\alpha}, \alpha \in \Delta(\mathfrak{l})_+ \), form a basis in \( \mathfrak{l} \). Then
\[
(3.20) \quad dr(\lambda) = \sum_i x_i \otimes \frac{\partial r_{23}}{\partial x_i}(\lambda) + \sum_{\alpha \in \Delta(\mathfrak{l})_+} (e_\alpha \otimes \frac{\partial r_{23}}{\partial e_\alpha}(\lambda) + e_{-\alpha} \otimes \frac{\partial r_{23}}{\partial e_{-\alpha}}(\lambda))
\]
for any \( \lambda \in \mathfrak{l}^* \).

Lemma 3.15.
Let \( \lambda \in \mathfrak{h}^* \). Then the second sum in (3.20) is equal to
\[
[\rho^{12}(\lambda) + \rho^{13}(\lambda), r^{23}(\lambda)].
\]

Proof. Let \( \{ x_i^* \} \), and \( e_\alpha^*, e_{-\alpha}^*, \alpha \in \Delta(\mathfrak{l})_+ \) be the basis in \( \mathfrak{l}^* \) dual to the basis \( \{ x_i \} \), \( e_\alpha, e_{-\alpha}, \alpha \in \Delta(\mathfrak{l})_+ \). The Lie algebra \( \mathfrak{l} \) acts on \( \mathfrak{l}^* \) by \( \text{ad}^* \). Compute this action on elements of \( \mathfrak{h}^* \subset \mathfrak{l}^* \). For \( \lambda \in \mathfrak{h}^* \) we have \( (\text{ad}^* e_\alpha)(\lambda)(y) = -\lambda([e_\alpha, y]) \). Hence \( (\text{ad}^* e_\alpha)(\lambda) = -\lambda(h_\alpha) e_{-\alpha}^* = -\langle \alpha, \lambda \rangle e_{-\alpha}^* \). Similarly \( (\text{ad}^* e_{-\alpha})(\lambda) = \langle \alpha, \lambda \rangle e_{\alpha}^* \) and \( (\text{ad}^* x_j)(\lambda) = 0 \).

Now for any \( \lambda \in \mathfrak{h}^* \) we have
\[
(3.21) \quad \frac{\partial r}{\partial e_\alpha}(\lambda) = \frac{1}{\langle \alpha, \lambda \rangle} [e_{-\alpha} \otimes 1 + 1 \otimes e_{-\alpha}, r(\lambda)].
\]

Indeed,
\[
r(e^{\alpha} \lambda e^{-\alpha}) = r(\lambda) + t(\alpha, \lambda) \frac{\partial r}{\partial e_\alpha}(\lambda) + O(t^2),
\]
and the invariance condition gives
\[
r(e^{\alpha} \lambda e^{-\alpha}) = (e^{\alpha} \otimes e^{-\alpha}) r(\lambda) (e^{-\alpha} \otimes e^{-\alpha}) = r(\lambda) + t[e_{-\alpha} \otimes 1 + 1 \otimes e_{-\alpha}, r(\lambda)] + O(t^2),
\]
which implies (3.21).

Similarly
\[
(3.22) \quad \frac{\partial r}{\partial e_{-\alpha}}(\lambda) = -\frac{1}{\langle \alpha, \lambda \rangle} [e_\alpha \otimes 1 + 1 \otimes e_\alpha, r(\lambda)].
\]

Formulae (3.21) and (3.22) prove the Lemma. \( \Box \)
Denote the first sum in (3.20) by $d_hr$, then for $\lambda \in \mathfrak{h}^*$ we have

$$dr(\lambda) = d_hr(\lambda) + [\rho^{12}(\lambda) + \rho^{13}(\lambda), r^{23}(\lambda)].$$

Now we finish the proof of Theorem 3.14. Let $r : \mathfrak{l}^* \to \mathfrak{g} \otimes \mathfrak{g}$ be a function satisfying the invariance condition. Restrict this function to $\mathfrak{h}^*$. The invariance condition implies that the restriction satisfies the zero weight condition (3.1). The restriction also satisfies the generalized unitarity condition (3.17). Introduce a function $\tilde{r} : \mathfrak{h}^* \to \mathfrak{g} \otimes \mathfrak{g}$ by

$$r|_{\mathfrak{h}^*}(\lambda) = \tilde{r}(\lambda) - \rho(\lambda).$$

Then the new function $\tilde{r}(\lambda)$ satisfies the zero weight condition (3.1) and the generalized unitarity condition (3.17).

**Lemma 3.16.**

The function $r$ satisfies the CDYB equation (3.18) on $\mathfrak{h}^*$ if and only if the function $\tilde{r}$ satisfies the CDYB equation (3.3).

Lemma 3.16 implies Theorem 3.14.

**Proof of Lemma 3.16.** The restriction of the CDYB equation on $\mathfrak{h}^*$ takes the form

(3.23) $\text{Alt}(d_hr) - \text{Alt}(d_h\rho) - [\rho^{12} + \rho^{13}, \rho^{23}] - [\rho^{21} + \rho^{23}, \rho^{31}]$

$$- [\rho^{31} + \rho^{32}, \rho^{12}] + [\rho^{12}, \rho^{13}] + [\rho^{12}, \rho^{23}] + [\rho^{13}, \rho^{23}]$$

$$- [\rho^{12} + \rho^{13}, \tilde{r}^{23}] - [\rho^{21} + \rho^{23}, \tilde{r}^{31}] - [\rho^{31} + \rho^{32}, \tilde{r}^{12}]$$

$$- [\tilde{r}^{12}, \rho^{13}] - [\tilde{r}^{12}, \tilde{r}^{13}] - [\tilde{r}^{12}, \tilde{r}^{23}] - [\tilde{r}^{13}, \tilde{r}^{23}]$$

$$- [\rho^{13}, \tilde{r}^{23}] + [\tilde{r}^{12}, \tilde{r}^{13}] + [\tilde{r}^{12}, \tilde{r}^{23}] + [\tilde{r}^{13}, \tilde{r}^{23}].$$

Using the identity $\rho^{12}(\lambda) + \rho^{21}(\lambda) = 0$ we conclude that the terms containing only the function $\rho$ take the form of the CDYB equation (3.3). By Theorem 3.2 we know that the function $\rho$ satisfies equation (3.3), and hence the $\rho$-terms in (3.23) are canceled out.

Using in addition the generalized unitarity condition for $\tilde{r}$ we see that the $[\rho, \tilde{r}]$-terms in (3.23) are canceled out too. The remaining part of (3.23) is the CDYB equation (3.3) for the function $\tilde{r}$.

Lemma 3.16 and Theorem 3.14 are proved. □

### 4. Classification of classical dynamical $r$-matrices with spectral parameter

#### 4.1. Classical dynamical $r$-matrices with spectral parameter.

Let $\mathfrak{g}$ be a simple Lie algebra, $\mathfrak{h}$ its Cartan subalgebra,

$$\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha$$

the root decomposition, $(\cdot, \cdot)$ an invariant nondegenerate bilinear form on $\mathfrak{g}$ and $\Omega \in \mathfrak{g} \otimes \mathfrak{g}$ the associated Casimir operator. For any positive root $\alpha \in \Delta(\mathfrak{h})$ fix basis elements $e_\alpha \in \mathfrak{g}_\alpha$ and $e_{-\alpha} \in \mathfrak{g}_{-\alpha}$ which are dual with respect to the bilinear
form. Fix a basis in the Cartan subalgebra, \( \{x_i\} \), orthonormal with respect to the bilinear form. Let \( E \) be a neighborhood of 0 in \( \mathbb{C} \), \( 0 \in E \subset \mathbb{C} \).

A meromorphic function

\[ r : \mathfrak{h}^* \times E \to \mathfrak{g} \otimes \mathfrak{g} \]

is called a classical dynamical r-matrix with spectral parameter and associated with the pair \( \mathfrak{h} \subset \mathfrak{g} \) if it satisfies the following four conditions.

1. **The zero weight condition,**

   \[ [\mathfrak{h} \otimes 1 + 1 \otimes \mathfrak{h}, r(\lambda, z)] = 0 \]

   for all \( \lambda \in \mathfrak{h}^*, z \in E \) and \( h \in \mathfrak{h} \).

2. **The generalized unitarity,**

   \[ r^{12}(\lambda, z) + r^{21}(\lambda, -z) = 0 \]

   for all \( \lambda \in \mathfrak{h}^* \) and \( z \in E \).

3. **The residue condition.**

   \[ \text{Res}_{z=0} r(\lambda, z) = \epsilon \Omega. \]

   for some constant \( \epsilon \in \mathbb{C} \).

4. **The classical dynamical Yang-Baxter equation, CDYBE,**

   \[ \text{Alt}(d_\mathfrak{h} r) + [r^{12}(\lambda, z_{1,2}), r^{13}(\lambda, z_{1,3})] +
   [r^{12}(\lambda, z_{1,2}), r^{23}(\lambda, z_{2,3})] + [r^{13}(\lambda, z_{1,3}), r^{23}(\lambda, z_{2,3})] = 0. \]

   where \( z_{i,j} = z_i - z_j \).

   In (4.4) the differential of the r-matrix is considered with respect to the \( \mathfrak{h} \)-variables,

   \[ d_\mathfrak{h} r : \mathfrak{h}^* \times E \to \mathfrak{g} \otimes \mathfrak{g} \otimes \mathfrak{g} , \quad (\lambda, z) \mapsto \sum_i x_i \otimes \frac{\partial r^{23}}{\partial x_i}(\lambda, z). \]

   In (4.4) we denote by \( \text{Alt}(d_\mathfrak{h} r) \) the following symmetrization of \( d_\mathfrak{h} r \),

   \[ \text{Alt}(d_\mathfrak{h} r) = \sum_i x_i^{(1)} \frac{\partial r^{23}}{\partial x_i}(\lambda, z_{2,3}) + \sum_i x_i^{(2)} \frac{\partial r^{31}}{\partial x_i}(\lambda, z_{3,1}) + \sum_i x_i^{(3)} \frac{\partial r^{12}}{\partial x_i}(\lambda, z_{1,2}). \]

   The variable \( z \) is called the spectral parameter. The number \( \epsilon \) in (4.3) is called the coupling constant.

   We classify the germs of classical dynamical r-matrices with spectral parameter at the subset \( \mathfrak{h}^* \times 0 \subset \mathfrak{h}^* \times \mathbb{C} \). We assume that an r-matrix has a Laurent power series expansion of the form \( r(\lambda, z) = \sum_m r^m(\lambda) z^m \) where \( r^m(\lambda) \) are meromorphic functions on \( \mathfrak{h}^* \). We assume that the Laurent expansion is convergent to a meromorphic function of \( \lambda \) and \( z \) in a punctured neighborhood of \( \mathfrak{h}^* \times 0 \) in \( \mathfrak{h}^* \times \mathbb{C} \). Any function \( r(\lambda, z) \) with these properties will be called a function with Laurent expansion.
4.2. Gauge transformations.

In this subsection we introduce four transformations of maps \( \mathfrak{h}^* \times \mathbb{C} \to g \otimes g \) called the gauge transformations. We assume that the map satisfies the zero weight condition and the generalized unitarity condition and, therefore, has the form

\[
(4.5) \quad r(\lambda, z) = \sum_{i,j=1}^{N} S_{i,j}(\lambda, z) x_i \otimes x_j + \sum_{\alpha \in \Delta} \varphi_{\alpha}(\lambda, z) e_\alpha \otimes e_{-\alpha}
\]

where \( \varphi_{\alpha}, S_{i,j} \) are suitable scalar meromorphic functions such that \( \varphi_{-\alpha}(\lambda, -z) = -\varphi_{\alpha}(\lambda, z), \) and \( S_{i,j}(\lambda, -z) = -S_{j,i}(\lambda, z). \)

1. Let \( C = \sum_{i,j} C_{i,j}(\lambda) dx_i \otimes dx_j \) be a closed meromorphic 2-form. Set

\[
r(\lambda, z) \mapsto r(\lambda, z) + \sum_{i,j=1}^{N} C_{i,j}(\lambda) x_i \otimes x_j.
\]

2. For a vector \( v \in \mathfrak{h}^* \) and a function \( f \) on \( \mathfrak{h}^* \), we denote \( L_v f \) a new function on \( \mathfrak{h}^* \) which is the derivative of \( f \) along the constant vector field defined by \( v \).

For a holomorphic function \( \psi : \mathfrak{h}^* \to \mathbb{C} \), set

\[
r(\lambda, z) \mapsto \sum_{i,j=1}^{N} (S_{i,j}(\lambda, z) + z \frac{\partial^2 \psi}{\partial x_i \partial x_j}(\lambda)) x_i \otimes x_j + \sum_{\alpha \in \Delta} \varphi_{\alpha}(\lambda, z) e^z L_\alpha \psi(\lambda) e_\alpha \otimes e_{-\alpha}.
\]

3. For \( \nu \in \mathfrak{h}^* \), set

\[
r(\lambda, z) \mapsto \sum_{i=1}^{N} S_{i,j}(\lambda - \nu, z) x_i \otimes x_j + \sum_{\alpha \in \Delta} \varphi_{\alpha}(\lambda - \nu, z) e_\alpha \otimes e_{-\alpha}.
\]

4. For nonzero complex number \( a, b \), set

\[
r(\lambda, z) \mapsto a r(a\lambda, bz).
\]

Notice that the first three transformations do not change the residue of \( r(\lambda, z) \) at \( z = 0 \) and the last transformation multiplies it by \( a/b \).

Theorem 4.1. Any gauge transformation transforms an r-matrix with spectral parameter to an r-matrix with spectral parameter.

Theorem 4.1 is proved in Section 4.5.

Two maps \( r(\lambda, z) \) and \( r'(\lambda, z) \) will be called equivalent if one of them could be transformed into another by a sequence of gauge transformations.

4.3. Elliptic, trigonometric and rational r-matrices with spectral parameter.

In this section we give examples of r-matrices with spectral parameter, and formulate a theorem that any r-matrix with nonzero coupling constant is equivalent to one of the examples.
In order to describe r-matrices we use theta functions. Let
\[ \theta_1(z, \tau) = - \sum_{j=-\infty}^{\infty} e^{\pi i (j + \frac{1}{2})^2 \tau + 2\pi i (j + \frac{1}{2})(z + \frac{1}{2})} \]
be the Jacobi theta function. Let \( \tau \) be a nonzero complex number such that \( \text{Im} \, \tau > 0 \). Following [FW] introduce the functions
\[ \sigma_w(z, \tau) = \frac{\theta_1(w - z, \tau) \theta_1'(0, \tau)}{\theta_1(w, \tau) \theta_1(z, \tau)}, \quad \rho(z, \tau) = \frac{\theta_1'(z, \tau)}{\theta_1(z, \tau)}, \]
where \( ' \) means the derivative with respect to the first argument. Notice that \( \sigma_w(z, \tau) = z^{-1} + O(1), \rho(z, \tau) = z^{-1} + O(z) \) as \( z \to 0 \) and \( \sigma_{-w}(-z, \tau) = -\sigma_w(z, \tau), \rho(-z, \tau) = -\rho(z, \tau) \).

**Example of an elliptic r-matrix.**
\[ r(\lambda, z, \tau) = \rho(z, \tau) \sum_{i=1}^{N} x_i \otimes x_i + \sum_{\alpha \in \Delta} \sigma_{-(\alpha, \lambda)}(z, \tau) e_\alpha \otimes e_{-\alpha}. \]

For every \( \tau \in \mathbb{C}, \text{Im} \, \tau > 0 \), the function \( r(\lambda, z, \tau) \) is a classical dynamical r-matrix with spectral parameter \( z \) and coupling constant \( \epsilon = 1 \) [FW].

**Examples of trigonometric r-matrices.**
Let \( \Delta = \Delta_+ \cup \Delta_- \) be a polarization of the set of roots. Fix a subset \( X \subset \Delta^*_+ \) of the set of simple positive roots. For any root \( \alpha \) introduce a meromorphic function \( \varphi_\alpha : \mathfrak{h}^* \to \mathbb{C} \) by the following rule. If a root \( \alpha \) is a linear combination of simple roots from \( X \), then we set
\[ \varphi_\alpha(\lambda, z) = \frac{\sin((\alpha, \lambda) + z)}{\sin(\alpha, \lambda) \sin z}, \]
otherwise we set
\[ \varphi_\alpha(\lambda, z) = \frac{e^{-iz}}{\sin z}, \quad \text{for } \alpha \in \Delta_+, \quad \varphi_\alpha(\lambda, z) = \frac{e^{iz}}{\sin z}, \quad \text{for } \alpha \in \Delta_. \]

We introduce a trigonometric r-matrix by
\[ r(\lambda, z) = \cotan z \sum_{i=1}^{N} x_i \otimes x_i + \sum_{\alpha \in \Delta} \varphi_\alpha(\lambda, z) e_\alpha \otimes e_{-\alpha}. \]
where \( \cotan z = \cos z / \sin z \).

**Examples of rational r-matrices.**
For a subset \( X \subset \Delta \) of the set of roots closed with respect to addition and multiplication by \(-1\), we introduce a rational r-matrix by
\[ r(\lambda, z) = \frac{\Omega}{z} + \sum_{\alpha \in X} \frac{1}{(\alpha, \lambda)} e_\alpha \otimes e_{-\alpha}. \]
Theorem 4.2.
1. Each of the r-matrices (4.7) - (4.9) described in this section is a classical dynamical r-matrix with coupling constant 1.
2. The germ at $\mathfrak{h}^* \times 0 \subset \mathfrak{h}^* \times \mathbb{C}$ of any classical dynamical r-matrix with spectral parameter and a nonzero coupling constant is equivalent to one of the r-matrices (4.7)-(4.9).

Corollary. Any such a germ extends to a meromorphic function on $\mathfrak{h}^* \times \mathbb{C}$.

Theorem 4.2 is proved in Sections 4.4 and 4.5.

4.4. Proof of part 1 of Theorem 4.2. According to [FW], the elliptic r-matrix (4.7) is a classical dynamical r-matrix with spectral parameter.

Taking the limit of the r-matrix (4.7) when $\tau$ tends to $+i\infty$, we conclude that for any fixed element $\nu \in \mathfrak{h}$ the r-matrix

$$r_{\nu}(\lambda, z) = \cotan z \sum_{i=1}^{N} x_i \otimes x_i \sum_{\alpha \in \Delta} \sin ((\alpha, \lambda - \nu) + z) \frac{\sin ((\alpha, \lambda - \nu) \sin z e_{\alpha} \otimes e_{-\alpha}}$$

is a classical dynamical r-matrix with spectral parameter. If $\nu = 0$, then this r-matrix has form (4.8) with $X = \Delta^*_+$. To show that any matrix of the form of (4.8) is a classical dynamical r-matrix with spectral parameter it is enough to apply to $r_{\nu}$ the limiting procedure with respect to $\nu$, cf. the end of Section 3.7.

Lemma 4.3. If $r_0(\lambda)$ is a classical dynamical r-matrix without spectral parameter and with zero coupling constant, then

$$r(\lambda, z) = \frac{\Omega}{z} + r_0(\lambda)$$

is a classical dynamical r-matrix with spectral parameter.

Proof by direct verification.

Lemma 4.3 and Theorem 3.2 show that any r-matrix (4.9) is a classical dynamical r-matrix with spectral parameter.

4.5. Proof of part 2 of Theorem 4.1 and Theorem 4.2.

Let $r : \mathfrak{h}^* \times \mathbb{C} \to \mathfrak{g} \otimes \mathfrak{g}$ be a germ at $\mathfrak{h}^* \times 0 \subset \mathfrak{h}^* \times \mathbb{C}$ of a classical dynamical r-matrix with spectral parameter. It follows from the zero weight condition that the r-matrix can be written in the form of (4.5).

The CDYB equation (4.4) is an equation in $\mathfrak{g}^\otimes 3$. Its left hand side is invariant with respect to even permutations of factors and simultaneous permutations of variables $z_1, z_2, z_3$. In order to solve the CDYB equation it suffices to solve its $\mathfrak{h} \otimes \mathfrak{h} \otimes \mathfrak{h}$-part and $\mathfrak{g}_{\alpha} \otimes \mathfrak{g}_{-\alpha}$- and $\mathfrak{g}_{\alpha} \otimes \mathfrak{g}_{\beta} \otimes \mathfrak{g}_{\gamma}$-parts, where $\alpha, \beta, \gamma \in \Delta$ and in the last case $\alpha + \beta + \gamma = 0$.

4.5.1. The $\mathfrak{h} \otimes \mathfrak{h} \otimes \mathfrak{h}$-part of the CDYB equation.

First we analyse the $\mathfrak{h} \otimes \mathfrak{h} \otimes \mathfrak{h}$-part of the CDYB equation (4.4) which has the form

$$(4.10)$$

$$\sum_{i} x_i^{(1)} \frac{\partial S^{23}}{\partial x_i}(\lambda, z_2 - z_3) + \sum_{i} x_i^{(2)} \frac{\partial S^{31}}{\partial x_i}(\lambda, z_3 - z_1) + \sum_{i} x_i^{(3)} \frac{\partial S^{12}}{\partial x_i}(\lambda, z_1 - z_2) = 0.$$
Lemma 4.4.
The sum \( \sum_i x_i^{(1)} \frac{\partial S^{23}}{\partial x_i} (\lambda, z) \) is a linear function of \( z \).

Proof. Differentiating (4.10) with respect to \( z_1 \) and \( z_2 \) we conclude that the second derivative \( \frac{\partial^2}{\partial z_1 \partial z_2} \) of the third sum in (4.10) is equal to zero. This implies the Lemma. \( \square \)

Corollary 4.5.
Consider the \( \mathfrak{h} \otimes \mathfrak{h} \)-valued function \( S(\lambda, z) = \sum_{i,j} S_{i,j}(\lambda, z)x_i \otimes x_j \). Let \( S(\lambda, z) = \sum_n S^n(\lambda) z^n \) be its Laurent expansion. Then

\[
\frac{\partial S^n}{\partial x_i}(\lambda) = 0
\]

for all \( \lambda, i, \) and \( n, n \neq 0, 1 \).

Each of the three sums in (4.10) is a linear function of \( z_1, z_2, z_3 \). Hence equation (4.10) splits into four independent equations corresponding to the coefficients of \( z_1, z_2, z_3 \) and the constant coefficient. The constant coefficient part has the form

\[
\frac{\partial S^0_{i,j}}{\partial x_k}(\lambda) = \frac{\partial S^0_{k,i}}{\partial x_j}(\lambda) + \frac{\partial S^0_{i,j}}{\partial x_k}(\lambda) = 0
\]

and is equivalent to the fact that \( \sum S^0_{i,j}(\lambda)dx_i \otimes dx_j \) is a closed differential form.

Lemma 4.6.
There is a multivalued meromorphic function \( \psi : \mathfrak{h}^* \to \mathbb{C} \) with univalued meromorphic second derivatives such that

\[
\frac{\partial^2 \psi}{\partial x_i \partial x_j}(\lambda) = S^1_{i,j}(\lambda)
\]

for all \( i, j, \lambda \).

Proof. The \( z_1, z_2, z_3 \)-parts of equation (4.10) together with the unitarity condition \( S^1_{i,j}(\lambda) = S^1_{j,i}(\lambda) \) have the form

\[
\frac{\partial S^1_{i,j}}{\partial x_k}(\lambda) = \frac{\partial S^1_{k,j}}{\partial x_i}(\lambda)
\]

for all \( \lambda, i,j,k \). These equations imply that there exist functions \( \varphi_j \) such that \( S^1_{i,j} = \partial \varphi_j / \partial x_i \) and moreover, \( \partial \varphi_j / \partial x_i = \partial \varphi_i / \partial x_j \). Hence, there exists a function \( \psi \) with the properties indicated in the Lemma. \( \square \)

Remark. Later we will show that the function \( \psi \) is in fact holomorphic in \( \mathfrak{h}^* \).

Corollary 4.7.
Let \( s : \mathbb{C} \to \mathfrak{h} \otimes \mathfrak{h} \) be a germ at \( \mathfrak{h}^* \times 0 \subset \mathfrak{h}^* \times \mathbb{C} \) of a meromorphic function with Laurent expansion. Assume that

\[
s(z) + s^{21}(-z) = 0
\]
for all \( z \), and assume that the Laurent expansion of \( s \) does not contain the terms of degree 0, 1, \( s(z) = \sum_{m \neq 0,1} s^m z^m \). Let \( r : \mathfrak{h}^* \times \mathbb{C} \to \mathfrak{g} \otimes \mathfrak{g} \) be a germ at \( \mathfrak{h}^* \times 0 \subset \mathfrak{h}^* \times \mathbb{C} \) of a function of the form

\[
(4.11)\]

\[
r(\lambda, z) = s(z) + \sum_{i,j=1}^{N} C_{i,j}(\lambda) x_i \otimes x_j + z \sum_{i,j=1}^{N} \frac{\partial^2 \psi}{\partial x_i \partial x_j}(\lambda) x_i \otimes x_j + \sum_{\alpha \in \Delta} \varphi_\alpha(\lambda, z) e_\alpha \otimes e_{-\alpha}
\]

where \( \sum C_{i,j} dx_i \otimes dx_j \) is a closed meromorphic form on \( \mathfrak{h}^* \), \( \psi \) is a multivalued meromorphic function with univalued meromorphic second derivatives, and the functions \( \varphi_\alpha \) are such that \( \varphi_{-\alpha}(\lambda, -z) = -\varphi_\alpha(\lambda, z) \). Then the function \( r \) satisfies the zero weight condition \((4.1)\), the unitarity condition \((4.2)\) and the \( \mathfrak{h} \otimes \mathfrak{h} \otimes \mathfrak{h} \)-part of the CDYB equation \((4.4)\). Moreover, any classical dynamical r-matrix with spectral parameter has this form.

### 4.5.2. The \( \mathfrak{h} \otimes \mathfrak{g}_\alpha \otimes \mathfrak{g}_{-\alpha} \)-part of the CDYB equation.

Now we analyze the \( \mathfrak{h} \otimes \mathfrak{g}_\alpha \otimes \mathfrak{g}_{-\alpha} \)-part of the CDYB equation. This part has the form

\[
\sum_i \frac{\partial \varphi_\alpha}{\partial x_i} x_i \otimes e_\alpha \otimes e_{-\alpha} + \varphi_{-\alpha}(\lambda, z_{1,2}) \varphi_\alpha(\lambda, z_{1,3}) [e_{-\alpha}, e_\alpha] \otimes e_\alpha \otimes e_{-\alpha} + \sum_{i,j} \varphi_\alpha(\lambda, z_{2,3}) (s_{i,j}(z_{1,2}) + C_{i,j}(\lambda) + z_{1,2} \frac{\partial^2 \psi}{\partial x_i \partial x_j}(\lambda)) x_i \otimes [x_j, e_\alpha] \otimes e_{-\alpha} + \sum_{i,j} \varphi_\alpha(\lambda, z_{2,3}) (s_{i,j}(z_{1,3}) + C_{i,j}(\lambda) + z_{1,3} \frac{\partial^2 \psi}{\partial x_i \partial x_j}(\lambda)) x_i \otimes e_\alpha \otimes [x_j, e_{-\alpha}] = 0.
\]

This equation can be written as

\[
(4.12)\]

\[
-\varphi_{-\alpha}(\lambda, z_{1,2}) \varphi_\alpha(\lambda, z_{1,3}) h_\alpha \otimes e_\alpha \otimes e_{-\alpha} + \sum_i \{ ( \frac{\partial \varphi_\alpha}{\partial x_i} + \varphi_{\alpha}(\lambda, z_{2,3}) \sum_j [s_{i,j}(z_{1,2}) - s_{i,j}(z_{1,3}) + z_{3,2} \alpha(x_j) \frac{\partial^2 \psi}{\partial x_i \partial x_j}(\lambda)] \} x_i \otimes e_\alpha \otimes e_{-\alpha} = 0.
\]

We interpret this equation as an equation of differential 1-forms on \( \mathfrak{h}^* \) identifying linear functions with their differentials and ignoring the factor \( e_\alpha \otimes e_{-\alpha} \). Then the first term in \((4.12)\) can be written as \( \varphi_\alpha(\lambda, z_{2,1}) \varphi_\alpha(\lambda, z_{1,3}) dh_\alpha \). The second has the form \( d\varphi_\alpha(\lambda, z_{2,3}) \) where the differential is with respect to \( \lambda \). For a fixed \( z \) consider \( \sum s_{i,j}(z) x_i \otimes x_j \) as a bilinear form on \( \mathfrak{h}^* \),

\[
s(z)\{\lambda, \mu\} = \sum s_{i,j}(z) < x_i, \lambda > < x_j, \mu >.
\]

If the second argument of this form is equal to \( \alpha \), then we get a linear function on \( \mathfrak{h}^* \), \( \sum s_{i,j}(z) < x_j, \alpha > x_i \). Hence the third and the forth terms in \((4.12)\) have the form
\varphi_\alpha(\lambda, z_{2,3}) \left( ds(z_{1,2})\{\lambda, \alpha\} - ds(z_{1,3})\{\lambda, \alpha\} \right) \) where the differentials are with respect to \( \lambda \). Finally the last term in (4.12) could be written as \( z_{2,3} \varphi_\alpha(\lambda, z_{2,3}) L_\alpha d\psi(\lambda) \) where \( L_\alpha d\psi(\lambda) \) is the Lie derivative of the differential with respect to the constant vector field defined by \( \alpha \). Now the \( \mathfrak{h} \otimes \mathfrak{g}_\alpha \otimes \mathfrak{g}_{-\alpha} \)-part of the CDYB equation takes the form

\[
d\varphi_\alpha(\lambda, z_{2,3}) + \varphi_\alpha(\lambda, z_{2,1}) \varphi_\alpha(\lambda, z_{1,3}) dh_\alpha + \varphi_\alpha(\lambda, z_{2,3}) \left( ds(z_{1,2})\{\lambda, \alpha\} - ds(z_{1,3})\{\lambda, \alpha\} + z_{2,3} L_\alpha d\psi(\lambda) \right) = 0.
\]

Setting \( u = z_{2,1} \) and \( v = z_{1,3} \), we get

\[
\frac{d\varphi_\alpha(\lambda, u + v)}{\varphi_\alpha(\lambda, u + v)} + \frac{\varphi_\alpha(\lambda, u) \varphi_\alpha(\lambda, v)}{\varphi_\alpha(\lambda, u + v)} dh_\alpha + ds(-u)\{\lambda, \alpha\} - ds(v)\{\lambda, \alpha\} - (u + v) L_\alpha d\psi(\lambda) = 0
\]

where the differentials are with respect to \( \lambda \).

Make a change of variables, \( \varphi_\alpha(\lambda, z) = \Phi(\lambda, z) e^{z L_\alpha \psi(\lambda)} \). Then

\[
\frac{d\Phi(\lambda, u + v)}{\Phi(\lambda, u + v)} + \frac{\Phi(\lambda, u) \Phi(\lambda, v)}{\Phi(\lambda, u + v)} dh_\alpha + ds(-u)\{\lambda, \alpha\} - ds(v)\{\lambda, \alpha\} = 0.
\]

Taking the differential of both sides we see that the second ratio depends only on \( h_\alpha \). Hence the function \( \Phi \) has the form

\[
\Phi(\lambda, z) = \mu(h_\alpha(\lambda), z) e^{\nu(\lambda)}
\]

for suitable new functions \( \mu(h_\alpha(\lambda), z) \) and \( \nu(\lambda) \). Now the equation takes the form

(4.13)

\[
\frac{\partial \mu(h_\alpha, u + v)}{\mu(h_\alpha, u + v)} dh_\alpha + (u + v) \frac{\partial \nu}{\partial h_\alpha}(\lambda) + \frac{\mu(h_\alpha, u) \mu(h_\alpha, v)}{\mu(h_\alpha, u + v)} dh_\alpha + ds(-u)\{\alpha, \alpha\} - ds(v)\{\alpha, \alpha\} = 0.
\]

Consider a coordinate system on \( \mathfrak{h}^* \), \( y_1, ..., y_N \in \mathfrak{h} \), such that \( y_1 = h_\alpha \) and \( <\alpha, y_i> = 0 \) for \( i > 1 \). Then (4.13) gives the equations

(4.14)

\[
\frac{\partial \mu(h_\alpha, u + v)}{\mu(h_\alpha, u + v)} + (u + v) \frac{\partial \nu}{\partial h_\alpha}(\lambda) + \frac{\mu(h_\alpha, u) \mu(h_\alpha, v)}{\mu(h_\alpha, u + v)} + \\
\frac{s(-u)\{\alpha, \alpha\} - s(v)\{\alpha, \alpha\}}{\{\alpha, \alpha\}} = 0,
\]

(4.15) \( (u + v) \frac{\partial \nu}{\partial y_i}(\lambda) + s(-u)\{\frac{\partial}{\partial y_i}, \alpha\} - s(v)\{\frac{\partial}{\partial y_i}, \alpha\} = 0 \), \( i = 2, ..., N \).

(Here \( \{\frac{\partial}{\partial y_i}\} \) is the basis of \( \mathfrak{h}^* \) dual to the basis \( \{y_i\} \) of \( \mathfrak{h} \).) Equations (4.15) imply that \( \partial \nu/\partial y_i = 0 \) since the Laurent expansion of the function \( s(z) \) does not have
the first order term. So we can assume that \( \nu = 0 \) and, therefore, \( \varphi_{\alpha}(\lambda, z) = \mu(h_{\alpha}(\lambda), z) e^{z L_{\alpha} \psi(\lambda)} \).

Now equations (4.15) imply that \( s(z)\left\{ \frac{\partial}{\partial y_{\alpha}}, x \right\} \) does not depend on \( z \). But the Laurent expansion of this function does not contain the terms of degree zero and one. So the function \( s(z)\left\{ \frac{\partial}{\partial y_{\alpha}}, x \right\} \) is identically equal to zero for \( i \geq 2 \).

The fact that \( s(z)\left\{ \frac{\partial}{\partial y_{\alpha}}, x \right\} \) is identically equal to zero for \( i \geq 2 \) easily implies that

\[
\mu(h_{\alpha}, u + v) = (t(u) + t(v))\mu(h_{\alpha}, u + v) - \mu(h_{\alpha}, u)\mu(h_{\alpha}, v).
\]

4.5.3. Proof of Theorem 4.1.

Before proceeding with analysis of equation (4.16) let us write the \( g_{\alpha} \otimes g_{\beta} \otimes g_{\gamma} \) part of the CDYB equation,

\[
\varphi_{\alpha}(\lambda, z_{13}) \varphi_{\beta}(\lambda, z_{23}) + \varphi_{\beta}(\lambda, z_{21}) \varphi_{\gamma}(\lambda, z_{31}) + \varphi_{\alpha}(\lambda, z_{12}) \varphi_{\gamma}(\lambda, z_{32}) = 0.
\]

It is easy to see that equations (4.10),(4.16), (4.17) are invariant with respect to the gauge transformations of Section 4.2. This proves Theorem 4.1.

4.5.4. The \( h \otimes g_{\alpha} \otimes g_{-\alpha} \) part of the CDYB equation: classification of solutions.

Now we will find all solutions of equation (4.16).

Lemma 4.8.

The function \( \mu(x, z) \) has at most a simple pole at \( z = 0 \).

Proof. Applying the operator \( \partial/\partial u - \partial/\partial v \) to both sides of (4.16) we have

\[
(t'(u) - t'(v))\mu(x, u + v) - \mu'(x, u)\mu(x, v) + \mu(x, u)\mu'(x, v) = 0.
\]

Set \( v = -u + \delta \). Then using the fact that \( t'(-z) = t'(z) \) we get

\[
(t'(u) - t'(u - \delta))\mu(x, \delta) - \mu'(x, u)\mu(x, -u + \delta) + \mu(x, u)\mu'(x, -u + \delta) = 0.
\]

The function \( t(z) \) could not be a linear function. Hence the first factor is of order \( \delta \). The second and the third terms are regular at generic values of \( u \). This shows the Lemma. \( \square \)

The Lemma easily implies that the function \( t(z) \) has also at most a simple pole at \( z = 0 \). Thus,

\[
\mu(x, z) = \sum_{n=-1}^{\infty} \mu_{n}(x)z^{n}, \quad t(z) = \sum_{n=-1, n \text{ odd}}^{\infty} t_{n}z^{n}.
\]
Notice that from the residue condition (4.3) we know that \( t_{-1} = \epsilon (\alpha, \alpha) \) where \( \epsilon \) is the coupling constant. Substitute the expansions into (4.16) and multiply both sides by \( uv(u + v) \),

\[
(4.18) \quad \sum_{n=-1}^{\infty} \mu'_n(x)(u + v)^n uv - \sum_{n,m=-1}^{\infty} t_n \mu_m(x)(u + v)^{m+1}(u^n + v^n)uv + \sum_{n,m=-1}^{\infty} \mu_n(x)\mu_m(x)u^{n+1}v^{m+1}(u + v) = 0.
\]

This is an equality of power series in \( u \) and \( v \). Equating the homogeneous parts we get a sequence of equations for the numbers \( \{t_n\} \) and the functions \( \{\mu_n(x)\} \).

We write the first equations. The equation of degree 1 has the form

\[
(4.19) \quad \mu_{-1}(x) = t_{-1}.
\]

The equation of degree 2 has the form \( \mu'_{-1}(x) = 0 \) and follows from (4.19). The equations of degree 3 and 4 have the form

\[
\begin{align*}
\mu'_0 &= 2t_{-1}\mu_1 - \mu_0^2 + t_{-1}t_1, \\
\mu'_1 &= 3t_{-1}\mu_2 + t_1\mu_0 - \mu_0\mu_1.
\end{align*}
\]

The equation of degree 5 gives two scalar equations

\[
\begin{align*}
\mu'_2 &= 4t_{-1}\mu_3 + t_1\mu_1 + t_3t_{-1} - \mu_0\mu_2, \\
2\mu'_2 &= 6t_{-1}\mu_3 + 2t_1\mu_1 - t_3t_{-1} - \mu_1^2,
\end{align*}
\]

which imply

\[
\begin{align*}
\mu'_2 &= t_1\mu_1 - 5t_{-1}t_3 + 3\mu_0\mu_2 - 2\mu_1^2, \\
2\mu_3t_{-1} &= 2\mu_0\mu_2 - 3t_{-1}t_3 - \mu_1^2.
\end{align*}
\]

Thus we have

\[
(4.20) \quad \begin{align*}
\mu'_0 &= t_{-1}t_1 + 2t_{-1}\mu_1 - \mu_0^2, \\
\mu'_1 &= 3t_{-1}\mu_2 + t_1\mu_0 - \mu_0\mu_1, \\
\mu'_2 &= t_1\mu_1 - 5t_{-1}t_3 + 3\mu_0\mu_2 - 2\mu_1^2.
\end{align*}
\]

**Lemma 4.9.**

Let \( t_{-1} \neq 0 \) and \( n \geq 3 \). Then the degree \( n + 3 \) equation determine \( \mu_{n+1}, t_{n+1} \) uniquely in terms of \( \mu_m, t_m \) with smaller \( m \).

**Proof.** The degree \( n + 3 \) equation contains only \( \mu_m, t_m \) with \( m \leq n + 1 \) and has the form

\[
-t_{-1}\mu_{n+1}(u + v)^{n+2}(u + v)uv - t_{n+1}\mu_{-1}(u^{n+1} + v^{n+1})uv + \mu_{-1}\mu_{n+1}(u^{n+2} + v^{n+2})(u + v) + ... = 0
\]

where \( ... \) denotes the terms containing only \( t_m \) and \( \mu_m \) with \( m < n + 1 \).

The coefficients of \( u^{n+2}v \) and \( u^{n+1}v^2 \) have the form

\[
\begin{align*}
(n + 2)\mu_{n+1} + t_{n+1} + ... &= 0, \\
(n + 3)(n + 2)\mu_{n+1} + ... &= 0.
\end{align*}
\]

The equations imply the Lemma. \( \Box \)
Corollary 4.10. If $t_{-1} \neq 0$, then a solution of equation (4.16) is uniquely determined by the six parameters $\mu_0(0), \mu_1(0), \mu_2(0), t_{-1}, t_1, t_3$.

Now we present a six parameter family of solutions. We shall use the solution of the CDYB equation (4.4) given in [FW],

$r(\lambda, z, \tau) = -\rho(z, \tau) \sum x_i \otimes x_i - \sum_{\alpha \in \Delta} \sigma_{h_{\alpha}(\lambda)}(z, \tau)e_{\alpha} \otimes e_{-\alpha}$

where the functions $\rho$ and $\sigma$ are defined in (4.6). For every $\tau \in \mathbb{C}$, $\text{Im} \tau > 0$, the function $r(\lambda, z, \tau)$ is a classical dynamical $r$-matrix with spectral parameter $z$ and coupling constant $\epsilon = -1$ [FW]. Hence, for every $\tau$, the functions $t(z) = -\rho(z, \tau)$ and $\mu(x, z) = -\sigma_x(z, \tau)$ form a solution of (4.16).

Lemma 4.11. Let $t(z)$ and $\mu(x, z)$ be a solution of (4.16). Let $A$ be a complex number, then

$t(Az), \quad \mu(x, Az),$

$t(z), \quad \mu(x + A, z),$

$A t(z), \quad A \mu(Ax, z),$

$t(z) + Az, \quad e^{Axz} \mu(x, z),$

$t(z), \quad e^{Az} \mu(x, z)$

are solutions of (4.16).

Corollary 4.12. The functions

(4.21)

$t(z) = -A\rho(Bz, \tau) + Dz,$

$\mu(x, z) = -A\sigma_{Ax - C}(Bz, \tau)e^{z(Dx+E)}$

form a solution of (4.16) depending on six parameters $A, B, C, D, E, \tau$.

Let $t, \mu$ be the solution of (4.16) defined by (4.21). Let $t_{-1}, t_1, t_3, \mu_0(0), \mu_1(0), \mu_2(0)$ be the corresponding Taylor coefficients of $t$ and $\mu$, cf. Corollary 4.10. These six Taylor coefficients are functions of the six parameters $A, B, C, D, E, \tau$ and define a meromorphic map $\chi : \mathbb{C}^5 \times H \to \mathbb{C}^6$, where $H$ is the upper half plane.

Lemma 4.13. The Jacobian of this map is not identically equal to zero, and the image of the map is dense in $\mathbb{C}^6$.

Proof. In order to prove that the Jacobian is not zero it suffices to show that all the six parameters $A, \ldots, \tau$ could be recovered from the function

$\mu = -A \frac{\theta_1(Ax - C - Bz, \tau)\theta_1'(0, \tau)}{\theta_1(Ax - C, \tau)\theta_1(Bz, \tau)}e^{z(Dx+E)}.$

In fact, the poles of this function are given by

$Ax - C \in \mathbb{Z} \oplus \tau \mathbb{Z} \quad \text{and} \quad Bz \in \mathbb{Z} \oplus \tau \mathbb{Z}.$

Knowing the poles we recover $\tau, A, B, C$. If $Bz \mapsto Bz + 1$, then $\mu \mapsto \mu e^{(Dx+E)/B}$, this property allows us to recover $D, E$ at least locally.
Now let us show the density of the image of $\chi$. Let $p(z) = \frac{d}{dz} \ln \mu(0, z) = -\frac{1}{z} + p_0 + p_1 z + p_2 z^2 + \ldots$. Consider the map $\tilde{\chi} : \mathbb{C}^5 \times H \to \mathbb{C}^6$ given by the formula $(A, B, D, E, C, \tau) \to (t_{-1}, t_1, t_3, p_0, p_1, p_2)$. It is enough to show that the image of $\tilde{\chi}$ is dense.

We have
\[ t(z) = -A \rho(B z, \tau) + D z, \quad p(z) = E + \frac{d}{dz} \ln \frac{\theta_1(C + B z, \tau)}{\theta_1(B z, \tau)}. \]

Thus, $t_1 = D + f_1(A, B, \tau)$, $p_0 = E + f_2(B, C, \tau)$, for some meromorphic functions $f_1, f_2$, and $t_{-1}, t_3, p_1, p_2$ do not depend on $D$ and $E$. Thus, to show the density of the image of $\tilde{\chi}$, it is enough to show the density of the image of $\xi : \mathbb{C}^3 \times H \to \mathbb{C}^4$ given by $(A, B, C, \tau) \to (t_{-1}, t_3, p_1, p_2)$.

It is clear that the function $p'(z)$ is doubly periodic with respect to $C$, with periods 1, $\tau$. Therefore, for any fixed $\tau$, the map $\xi$ is a rational map $\xi_\tau : \mathbb{C}^2 \times E_\tau \to \mathbb{C}^4$, where $E_\tau$ is the elliptic curve corresponding to $\tau$. Denote by $I_\tau$ the closure of the image of $\xi_\tau$. As the Jacobian of $\xi$ is not identically zero, for generic $\tau$, the set $I_\tau$ is an irreducible algebraic hypersurface in $\mathbb{C}^4$.

It is easy to see that each of the functions $t''(z), p'(z)$ satisfies the modular invariance conditions
\[ f(A, B, C, z, \tau + 2) = f(A, B, C, z, \tau), \]
\[ f(A, B, C, z, -1/\tau) = f(A \tau, B \tau, C \tau, z, \tau). \]

Therefore, the hypersurface $I_\tau$ is modular invariant with respect to the subgroup $\tilde{\Gamma}$ of the modular group $\Gamma$ generated by $\tau \to \tau + 2$, and $\tau \to -1/\tau$. This means that the coefficients of the equation of $I_\tau$ are modular functions on the modular curve $\Sigma = H/\tilde{\Gamma}$ (it is easy to see that they have power growth in $q$ as $q = e^{2\pi i \tau} \to 0$).

This shows that the hypersurfaces $I_\tau$ form an algebraic family over $\Sigma$. Let $T$ be the total space of this family. We have a natural rational map $\psi : T \to \mathbb{C}^4$, and the closure $I$ of its image coincides with the closure of the image of $\xi$. Since the map is rational and has a nonzero Jacobian, we have $I = \mathbb{C}^4$, as desired. \qed

Corollaries 4.10, 4.12 and Lemma 4.13 tell us that all solutions $t, \mu$ to equation (4.16) are limits of solutions given by (4.21). It is enough to list the limits of the function $\mu$ since then the function $t$ can be recovered from (4.16). Without loss of generality we assume that the coupling constant $\epsilon$ is equal to 1, i.e. $A = -B$.

Let
\[ f(x, z) = B \frac{\theta(B(x - x_0 - z), \tau) \theta'(0, \tau)}{\theta(B(x - x_0), \tau) \theta(B z, \tau)} e^{z(D x + E)} \]
be a function of $x, z$ depending on parameters $B, D, E, x_0, \tau$. A function $g(x, z)$ will be called a limit of the function $f$ if there exist sequences $B_n, D_n, E_n, x_{0,n}, \tau_n$ such that $g(x, z)$ is the limit of $f(x, z; B_n, D_n, E_n, x_{0,n}, \tau_n)$ when $n$ tends to infinity.

Proposition 4.14.

Any limit $g$ of the function $f$ has one of the following three forms.

Rational type.

\begin{align*}
(4.22) & \quad g = \frac{1}{z} e^{z(D x + E)}, \\
(4.23) & \quad g = \frac{x - x_0 - z}{(x - x_0) z} e^{z(D x + E)}
\end{align*}
where $D, E, x_0$ are parameters.

**Trigonometric type.**

\[
g = \frac{2\pi B}{\sin(2\pi Bz)} e^{z(Dx+E)},
\]

\[
g = \frac{2\pi B \sin(2\pi B(x - x_0 - z))}{\sin(2\pi B(x - x_0)) \sin(2\pi Bz)} e^{z(Dx+E)}
\]

where $B, D, E, x_0$ are parameters.

**Elliptic type.**

\[
g = B \frac{\theta(B(x - x_0 - z), \tau) \theta'(0, \tau)}{\theta(B(x - x_0), \tau) \theta(Bz, \tau)} e^{z(Dx+E)}
\]

where $B, D, E, x_0, \tau$ are parameters.

**Proof.** Let $g$ be a limit of $f$. Introduce $v_1 = \partial_z (\partial_x + \partial_z) \ln g$, $v_2 = \partial_x (\partial_x + \partial_z) \ln g$, $v_3 = \partial_x \partial_z \ln g$.

**Lemma 4.15.** The functions $v_1, v_2, v_3$ have the following properties.

1. $v_1$ is a function of $z$, $v_2$ is a function of $x$, $v_3$ is a function of $x - z$.

2. After identifying the respective variables in these functions with a new variable $t$, we have $v_2(t) = v_3(t)$.

3. $v_1(t) = t^{-2} + O(t^{-1})$, if $t \to 0$.

4. The functions $v_1, v_2, v_3$ satisfy a common differential equation of the form

\[
(v')^2 = 4v^3 + pv^2 + qv + r
\]

for suitable numbers $p, q, r$. Such an equation is unique.

**Proof.** Properties 1, 2, 3 are satisfied for $g = f$ with any values of the parameters. Therefore, they are satisfied for any limit $g$.

Property 4 is satisfied for $g = f$. Using property 3, we conclude that for any limit $g$ the function $v_1$ satisfies a unique equation of form (4.27). Since for $g = f$ the functions $v_2, v_3$ satisfy the same equation as $v_1$, this is also true for any limit. The Lemma is proved. □

Let $P(t)$ be the cubic polynomial on the right hand side of (4.27).

**Lemma 4.16.** Let the roots of $P$ be pairwise distinct. Then $g$ has form (4.26).

**Proof.** If the roots are distinct, then by Lemma 4.15 the function $v_1(t)$ has the form $B^2 \varphi(Bt, \tau) + D$ where $\varphi$ is the Weierstrass function, and $B, D, \tau$ are suitable constants. The functions $v_2 = v_3$ satisfy the same differential equation (4.27) as $v_1$. Therefore, either $v_2(t) = v_3(t) = v_1(t - t_0)$ for some $t_0 \in \mathbb{C}$, or $v_2 = v_3 = \text{const}$. It is clear that the second situation cannot arise in a limit of $f$, so $v_2(t) = v_3(t) = v_1(t - t_0)$.

If $v_1, v_2, v_3$ are known, then the second differential of the logarithm of the function $g$ is known, and hence the function $g$ is known up to a transformation of the form $g \mapsto g e^{ax+byz+c}$ for suitable constants $a, b, c$. Therefore, $g = G e^{ax+byz+c}$ where $G$ has form (4.26). The condition $\text{Res}_{z=0} g = 1$ implies $a = c = 0$. Now $g = Ge^{bz}$ and the parameter $b$ can be included into the parameter $E$ of (4.26). The Lemma is proved. □
Lemma 4.17. Let $P$ have a root of multiplicity 2. Then $g$ has form (4.24) or (4.25).

Proof. An equation of the form $(u')^2 = 4(v - \alpha)^2(v - \beta)$ can be solved explicitly. This gives

$$(4.28) \quad v_1(z) = \frac{4\pi^2 B^2}{\sin^2(2\pi Bz)} + D.$$  

The function $v_2 = v_3$ has to be a solution of this equation, so either $v_2(t) = v_3(t) = v_1(t - t_0)$, or $v_2 = v_3 = \alpha$, or $v_2 = v_3 = \beta$. It is easy to see that the third case cannot arise as a limiting case of $f$. In the first case, $g$ has form (4.25) up to a factor $e^{ax+by+c}$ for suitable numbers $a,b,c$. Reasoning as before we conclude that $g$ has form (4.25).

Similarly, in the second case, $g$ has form (4.24). The Lemma is proved. □

Lemma 4.18. If the polynomial $P$ has a root of multiplicity 3, then $g$ has form (4.22) or (4.23).

Proof. Analogous to Lemma 4.17. □

4.5.5. End of proof of Theorem 4.2, part 2.

In the previous section we have determined the possible forms of the function $\mu(x,z)$ for any root $\alpha$: they are given by (4.22)-(4.26) for coupling constant 1. Now we will determine the consistency conditions, which are imposed on these functions for different roots by the $g_\alpha \otimes g_\beta \otimes g_\gamma$-part of the CDYB equation, where $\alpha + \beta + \gamma = 0$.

First of all, by our assumptions the function $\varphi_\alpha$ is a meromorphic function for any root $\alpha$. Since $\varphi_\alpha = \mu e^{zL_\alpha \psi}$, and $\mu$ is meromorphic, the function $\psi(\lambda)$ is holomorphic on $h^*$. Therefore, by using gauge transformations of type 1 and 2, it is possible to reduce any r-matrix with spectral parameter and coupling constant 1 to the form in which its $h \otimes h$-part is $T(z) \sum x_i \otimes x_i$, where $T(z) = \frac{1}{2} + T_1 z + O(z^2)$ is an odd, scalar-valued meromorphic function. We will call such r-matrices reduced, and from now on will work only with them.

For a reduced r-matrix $\varphi_\alpha(\lambda, z) = \mu_\alpha^*((\alpha, \lambda), z)$, where $\mu_\alpha^*(x, z) = \mu_\alpha(x, z)e^{T_1xz}$, and $\mu_\alpha$ is the function $\mu$ introduced in Section 4.5.2. Observe that $\mu_\alpha^*$ is a function from family (4.21). Let $A_\alpha, B_\alpha, C_\alpha, D_\alpha, E_\alpha, \tau_\alpha$ be the parameters $A, B, C, D, E, \tau$ determined from (4.21), for $\mu = \mu_\alpha^*$. Since the coupling constant is 1, we have $A = -B$.

Lemma 4.19. All $\mu_\alpha^*$ are of the same type (rational, trigonometric, or elliptic).

Proof. From equation (4.16) we can find the function $t(u)$. We know that it is the same for all roots $\alpha$. It is easy to check that $\mu_\alpha^*$ is of rational, trigonometric, or elliptic type iff the set of poles of $t(z)$ is a lattice of rank 0, 1, 2 respectively. The Lemma is proved. □

So it remains to consider the rational, trigonometric, and elliptic cases separately.

Elliptic case.
Lemma 4.20. Let $r$ be a reduced dynamical r-matrix such that the functions $\mu_\alpha^*$ are of elliptic type. Then there exist complex numbers $a, b, \tau$, $\text{Im} \tau > 0$, and elements $\nu, \kappa \in \mathfrak{h}^*$ such that

$$A_\alpha = a, \quad B_\alpha = b, \quad \tau_\alpha = \tau, \quad C_\alpha = (\alpha, \nu), \quad D_\alpha = c, \quad E_\alpha = (\alpha, \kappa),$$

for all roots $\alpha$.

Proof. Substitute formula (4.21) into the $g_\alpha \otimes g_\beta \otimes g_\gamma$-part of the CDYB equation, see (4.17). Considering the poles at the hyperplanes of the form $z_{1,2} = \text{const}$, we observe that the functions $\varphi_\beta$ and $\varphi_\gamma$ have the same lattice of periods. This allows us to conclude that there exist numbers $b$ and $\tau$ such that $B_\alpha = b$, and $\tau_\alpha = \tau$ for all $\alpha$. The residue condition (4.3) implies the existence of a number $a$ such that $A_\alpha = a$ for all $\alpha$. The necessity to cancel the poles at the hyperplanes of the form $(\alpha, \lambda) = \text{const}$ implies the existence of elements $\kappa, \nu \in \mathfrak{h}^*$, $c \in \mathbb{C}$ such that $C_\alpha = (\alpha, \nu), D_\alpha = c, E_\alpha = (\alpha, \kappa)$ for all $\alpha$.

This proves the Lemma, and Theorem 4.2, part 2, in the elliptic case. \(\square\)

Now consider the trigonometric and rational case.

Lemma 4.21. $D_\alpha$ are the same for all $\alpha$.

Proof. Easily follows from (4.17). \(\square\)

Thus, we can reduce to the situation $D_\alpha = 0$ by using a gauge transformation of type 2 with $\psi = -D(\lambda, \lambda)/2$.

Rational case.

Lemma 4.22. In the rational case $E_{\alpha+\beta} = E_\alpha + E_\beta$.

Proof. Follows directly from (4.17). \(\square\)

Thus, in the rational case we can reduce to the situation $E_\alpha = 0$ by a gauge transformation of type 2 with $\psi = -(E, \lambda), E \in \mathfrak{h}^*$.

If $r$ is a reduced rational dynamical r-matrix with $D_\alpha = E_\alpha = 0$, then it is easy to see from Proposition 4.14 that $r$ is of the form $\frac{\Omega}{z^2} + r_0(\lambda)$, where $r_0$ is skew-symmetric. Since $r_0 = \lim_{z \to \infty} r, r_0(\lambda)$ is a classical dynamical r-matrix without spectral parameter with zero coupling constant. Such r-matrices were classified in Theorem 3.2. Theorem 3.2. implies that $r(\lambda, z)$ is equivalent to (4.9) by gauge transformations of type 3. This proves Theorem 4.2, part 2, in the rational case.

Trigonometric case. In the trigonometric case, the functions $\mu_\alpha^*$ have form (4.24),(4.25). As in the elliptic case, it is easy to see that $B$ is the same for all $\alpha$ since $B^{-1}$ is the period of the lattice of poles. So by a gauge transformation of type 4 we can arrange $B = 1$.

Lemma 4.23. Let $\rho$ be the half-sum of positive roots. There exists a limit of $r(s\rho, z)$ as $s \to i\infty$.

Proof. The statement is clear from formulae (4.24),(4.25).

Denote by $\bar{r}(z)$ this limit. This is a classical r-matrix with spectral parameter having the form $\frac{\Omega}{z} + O(1)$ as $z \to 0$ and invariant under the action of the Cartan subalgebra. A classification of such r-matrices was given by Belavin and Drinfeld [BD1], Theorem 6.1.
Namely, consider an r-matrix

\[ r_{1'}(z) = 2i \frac{\Omega_+ e^{2iz} + \Omega_-}{e^{2iz} - 1}, \]

where \( \Omega_\pm = \frac{1}{2} \sum x_i \otimes x_i + \sum_{\alpha \in \Delta_\pm} e_\alpha \otimes e_{-\alpha} \) are the half-Casimirs. According to [BD1], any classical r-matrix of the above type can be obtained from \( r_{1'}(z) \) by change of polarization of the Lie algebra, and by gauge transformations of type 4, and type 2 with a linear function \( \psi \).

Thus, in order to prove Theorem 4.2, part 2, in the trigonometric case, it is enough to assume that \( \tilde{r}(z) = r_{1'}(z) \).

Under this assumption, it is easy to deduce from Proposition 4.14 that \( \mu_\alpha^*(x, z) \) equals to:

1. \( \frac{\sin(x-x_0 + z)}{\sin(x-x_0) \sin(z) \sin(x)} \) if \( \mu_\alpha^* \) depends nontrivially on \( x \);
2. \( \frac{e^{-iz}}{\sin z} \), if \( \alpha > 0 \) and \( \mu_\alpha^* \) does not depend on \( x \).
3. \( \frac{e^{iz}}{\sin z} \), if \( \alpha < 0 \) and \( \mu_\alpha^* \) does not depend on \( x \).

Now let us send \( z \rightarrow i\infty \). It is easy to see that the limit of \( r(\lambda, z) \) exists. Denote this limit by \( r_\infty(\lambda) \). Let \( \mu_\alpha^*(\lambda, \alpha) \) be the coefficient of \( e_\alpha \otimes e_{-\alpha} \) in \( r_\infty(\lambda) \).

From cases 1-3 above, we get that \( \mu_\alpha^*(\lambda, x) \) equals to:

1. \( \frac{\sin(\lambda - x_0 + z)}{\sin(\lambda - x_0) \sin z \sin(\lambda - x)} \), if \( \mu_\alpha^\infty \) depends nontrivially on \( x \);
2. \( -2i \), if \( \alpha > 0 \) and \( \mu_\alpha^\infty \) does not depend on \( x \).
3. \( 0 \), if \( \alpha < 0 \) and \( \mu_\alpha^\infty \) does not depend on \( x \).

On the other hand, \( r_\infty(\lambda) \) is a classical dynamical r-matrix without spectral parameter, and it is clear from cases 1'-3' that it has coupling constant \(-2i\).

So, \( r_\infty(\lambda) \) has to be of the form given by Theorem 3.10. This determines possible combinations of functions \( \mu_\alpha^* \), and shows that \( r(\lambda, z) \) is equivalent to an r-matrix (4.8) for a suitable subset \( X \) by a gauge transformation of type 3.

Theorem 4.2, part 2 is proved.

4.6. Dynamical r-matrices without spectral parameter for affine Lie algebras.

In this section we interpret dynamical classical r-matrices without spectral parameter for an affine Lie algebra as dynamical r-matrices with spectral parameter for the underlying simple Lie algebra.

Let \( g \) be a simple Lie algebra, and \( \tilde{g} = g[t, t^{-1}] \oplus Cc \oplus Cd \) be the corresponding affine Lie algebra, where \( c \) is the central element, and \( d \) is the grading element. Let \( h \subset g \) be a Cartan subalgebra, and \( \{ x_i \} \) an orthonormal basis of \( h \). Let \( \tilde{h} \subset \tilde{g} \) be the Cartan subalgebra of \( \tilde{g} \), \( \tilde{h} = h \oplus Cc \oplus Cd \). Recall that \( c, d \) are orthogonal to \( h \) with respect to the standard bilinear form, and \( (c, d) = 1 \), \( (c, c) = (d, d) = 0 \).

The elements of \( \tilde{h} \) have the form \( h + xc + yd \) where \( h \in h \), \( x, y \in C \). The elements of \( \tilde{h}^* \) are triples \( (\lambda, k, s) \) such that \( \langle (\lambda, k, s), h + xc + yd \rangle = \langle \lambda, h \rangle + ks + sy \).

Let \( \delta \in \tilde{h}^* \) be the positive imaginary root, \( \langle \delta, d \rangle = 1 \), \( \langle \delta, c \rangle = 0 \), \( \langle \delta, h \rangle = 0 \). The roots of \( \tilde{g} \) are \( \alpha + n\delta \) and \( n\delta \), where \( \alpha \) is a root of \( g \), \( n \in \mathbb{Z} \), and in the second case \( n \neq 0 \). The positive roots are \( \alpha + n\delta \) and \( (n + 1)\delta \), where \( \alpha \) is a positive root of \( g \), and \( n \geq 0 \).

A basis of positive root elements of \( \tilde{g} \) is formed by \( e_\alpha t^n, e_{-\alpha} t^{n+1} \), and \( x_i t^{n+1} \), where \( \alpha > 0 \), \( n \geq 0 \). The dual elements are respectively \( e_{-\alpha} t^{-n} \), \( e_\alpha t^{-n-1} \), and \( x_i t^{-n-1} \), where \( \alpha > 0 \), \( n \geq 0 \).
According to Theorem 3.1, the solution of CDYBE for \( \tilde{g} \) with coupling constant 2 and \( C = 0, \nu = 0 \) has the form

\[
(4.23) \quad r(\lambda, k, s) = \hat{\Omega} + \sum_{\alpha \in \Delta, n} \cotanh((\alpha, \lambda) + kn) e_{\alpha} t^{n} \otimes e^{-\alpha} t^{-n} + \sum_{i} \sum_{n \neq 0} \cotanh(kn) x_{i} t^{n} \otimes x_{i} t^{-n}.
\]

where \( \hat{\Omega} \) is the Casimir element of \( \tilde{g} \).

For any \( z \in \mathbb{C}^{*} \), let \( \pi_{z} : g[t, t^{-1}] \rightarrow g \) be the evaluation map at \( t = z \). Consider the function \( \tilde{r}(y, w) = (\pi_{y} \otimes \pi_{w})(r|_{c=0}) \), where \( r|_{c=0} \in g[t, t^{-1}] \otimes \tilde{g} \) is the image of \( r \) under the reduction modulo \( c \). It is easy to see that \( \tilde{r} \) depends only on \( u = y/w \), and equals

\[
(4.24) \quad \tilde{r}(\lambda, k, u) = \sum_{\alpha \in \Delta} \sum_{n \in \mathbb{Z}} u^{n}(1 + \cotanh((\alpha, \lambda) + kn)) e_{\alpha} \otimes e^{-\alpha} + \sum_{i} \sum_{n \neq 0} u^{n}(1 + \cotanh(kn)) x_{i} \otimes x_{i},
\]

Set \( u = e^{2\pi i z} \).

**Lemma 4.24.** For any \( k \), the function \( \tilde{r}(\lambda, z) = \tilde{r}(\lambda, k, u) \) satisfies the CDYB equation with spectral parameter \( z \).

**Proof.** Applying the operator \( \pi_{z_{1}} \otimes \pi_{z_{2}} \otimes \pi_{z_{3}} \) to the CDYB equation (3.3) for \( \tilde{g} \), one easily obtains the CDYB equation with spectral parameter. \( \Box \)

Now we compute \( \tilde{r}(\lambda, z) \). Set \( \tau = k/\pi i \), assume that \( \text{Im} \tau > 0 \), and use the classical formulae

\[
(4.30) \quad \sum_{n \in \mathbb{Z}} u^{n}(1 + \cotanh(a + \pi i \tau n)) = -\frac{1}{\pi i} \sigma_{a}(z, \tau),
\]

and

\[
(4.31) \quad 1 + \sum_{n \in \mathbb{Z}, 0} u^{n}(1 + \cotanh(\pi i \tau n)) = -\frac{1}{\pi i} \rho(z, \tau),
\]

where \( \sigma \) and \( \rho \) are defined in (4.6). Then \( \tilde{r}(\lambda, z) \) takes the form of the Felder solution of CDYBE with spectral parameter,

\[
\tilde{r}(\lambda, z) = -\frac{1}{\pi i} \rho(z, \tau) \sum_{i=1}^{N} x_{i} \otimes x_{i} - \frac{1}{\pi i} \sum_{\alpha \in \Delta} \sigma_{(\alpha, \pi i \tau)}(z, \tau) e_{\alpha} \otimes e^{-\alpha}.
\]

**Appendix: Open problems.**

In conclusion we would like to formulate two open problems.

Let \( g \) be a simple Lie algebra, \( h \) its Cartan subalgebra, and \( h_{0} \) a subspace in \( h \). We will say that a meromorphic function \( r : h_{0}^{\ast} \rightarrow g \otimes \tilde{g} \) is a classical dynamical r-matrix if it satisfies (3.2),(3.3), and (3.1) for \( h \in h_{0} \). We will say that a meromorphic function \( r : h_{0}^{\ast} \times \mathbb{C} \rightarrow g \otimes \tilde{g} \) is a classical dynamical r-matrix with a spectral parameter if it satisfies (4.2)-(4.4), and (4.1) for \( h \in h_{0} \). The number \( \epsilon \) in both cases is called the coupling constant.
Problem 1. Classify classical dynamical r-matrices on $\hbar_0$, with a nonzero coupling constant.

Problem 2. Classify classical dynamical r-matrices on $\hbar_0$ with a spectral parameter, with a nonzero coupling constant.

These problems are solved for two extreme cases – $\hbar_0 = 0$ ([BD1,BD2]) and $\hbar_0 = \hbar$ (this paper). We expect that it can be solved in the intermediate cases by combining of the methods of our paper and the two papers of Belavin and Drinfeld.

Note added in the second version: While this paper was being revised, O.Schiffmann obtained a partial solution of Problem 1 [Sch].

REFERENCES

[ABB] J.Avan, O.Babelon, E.Billey, The Gervais-Neveu-Felder equation and the quantum Calogero-Moser systems, [hep-th/9505091], CMP 178 (1996), no. 2, 281-299.
[B] Bernard, D., On the Wess-Zumino-Witten models on the torus, Nucl. Phys. B303 (1988), 77–93.
[BD1] A.A.Belavin and V.G.Drinfeld, Solutions of the classical Yang-Baxter equations for simple Lie algebras, Funct. Anal. Appl. 16 (1982), 159-180.
[BD2] A.A.Belavin and V.G.Drinfeld, Triangle equations for simple Lie algebras, Mathematical physics reviews (ed. Novikov et al), Harwood, New York (1984), 93-165.
[C] Cherednik, I.V., Generalized braid groups and local r-matrix systems, Soviet Math. Doklady 307 (1990), 43–47.
[Dr] V.G.Drinfeld, Quantum groups, Proc. Int. Congr. Math. (Berkeley, 1986) 1, 798-820.
[F1] G.Felder, Conformal field theory and integrable systems associated to elliptic curves, preprint [hep-th/9407154], to appear in the Proceedings of the ICM, Zurich, 1994.
[F2] G.Felder, Elliptic quantum groups, preprint [hep-th/9412207], to appear in the Proceedings of the ICMP, Paris 1994.
[FV] G.Felder and A.Varchenko, On representations of the elliptic quantum group $E_{\tau,\eta}(sl_2)$, [q-alg/9601003] (1996).
[FW] G.Felder and C. Wieczerkowski, Conformal blocks on elliptic curves and the Knizhnik-Zamolodchikov-Bernard equations, CMP 176 (1996), 133.
[GG] M.Goto and F. Grosshans, Semisimple Lie Algebras, Marcel Dekker, INC, New York and Basel, 1978.
[GN] Gervais, J.-L., and Neveu, A., Novel triangle relation and absense of tachyons in Liouville string field theory, Nucl. Phys. B 238 (1984), 125.
[GHV] W.Greub, S.Halperin, and R.Vanstone, Connections, curvature, and cohomology, vol II, Academic press, New York, 1973.
[M] K.Mackenzie, Lie groupoids and Lie algebroids in differential geometry, Cambridge Univ. Press, Cambridge, 1997.
[Sch] O. Schiffmann, On classification of dynamical r-matrices, to appear in q-alg (1997).
[SV] V. Schechtman and A.Varchenko, Arrangements of hyperplanes and Lie algebra homology, Invent. Math. 106 (1991), 139-194.
[V] A.Varchenko, Multidimensional Hypergeometric Functions and Representation Theory of Lie Algebras and Quantum Groups, Advanced series in Math. Physics, Vol 21, World Scientific, 1995.
[W] A.Weinstein, Coisotropic calculus and Poisson groupoids, J.Math.Soc.Japan 40 (1988), 705-727.

P.Etingof Department of Mathematics, Harvard University, Cambridge, MA 02138
E-mail address: etingof@math.harvard.edu.
A.Varchenko, Department of Mathematics, Phillips Hall, University of North Carolina at Chapel Hill, Chapel Hill, NC 27599-3250, USA
E-mail address: av@math.unc.edu.