Investigation of the pH-dependent aggregation mechanisms of GCSF using low resolution protein characterization techniques and advanced molecular dynamics simulations
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Abstract
Granulocyte-colony stimulating factor (GCSF) is a widely used therapeutic protein to treat neutropenia. GCSF has an increased propensity to aggregate if the pH is increased above 5.0. Although GCSF is very well experimentally characterized, the exact pH-dependent aggregation mechanism of GCSF is still under debate. This study aimed to model the complex pH-dependent aggregation behavior of GCSF using state-of-the-art simulation techniques. The conformational stability of GCSF was investigated by performing metadynamics simulations, while the protein-protein interactions were investigated using coarse-grained (CG) simulations of multiple GCSF monomers. The CG simulations were directly compared with small-angle X-ray (SAXS) data. The metadynamics simulations demonstrated that the orientations of Trp residues in GCSF are dependent on pH. The conformational change of Trp residues is due to the loss of Trp-His interactions at the physiological pH, which in turn may increase protein flexibility. The helical structure of GCSF was not affected by the pH conditions of the simulations. Our CG simulations indicate that at pH 4.0, the colloidal stability may be more important than the conformational stability of GCSF. The electrostatic potential surface and CG simulations suggested that the basic residues are mainly responsible for colloidal stability as deprotonation of these residues causes a reduction of the highly positively charged electrostatic barrier close to the aggregation-prone long loop regions.

1. Introduction

Proteins are widely applied as medicines due to their high specificity compared to small chemicals [1,2]. However, protein drugs exhibit additional challenges when it comes to the development of formulations that can preserve their stability [3,4]. Protein aggregation is a commonly encountered problem in the development of biopharmaceuticals that can affect the efficacy of the product and cause undesired immune reactions in patients [5]. Both protein colloidal and conformational stability have been related to protein aggregation [5]. The colloidal stability of a protein is related to weak net interactions between the protein molecules in solution, which can either be attractive or repulsive. The conformational stability is defined by the equilibrium between folded and unfolded states of a protein, and a slight deviation from these...
optimal conditions may shift the equilibrium towards unfolded protein species, which are often prone to form aggregates [6,7]. Various factors including the protein’s amino acid sequence and environmental factors such as pH, buffers, protein concentration, ionic strength, and storage conditions have an impact on protein aggregation. Therefore, the prevention of protein aggregation is a major challenge in the formulation development process in the biopharmaceutical industry. Due to the lack of a complete molecular understanding and predictability of protein aggregation, formulation development is still done in a trial and error approach [8,9].

In this study, we investigated the aggregation mechanism of the therapeutic model protein granulocyte-colony stimulating factor (GCSF). Native GCSF is a 19.6 kDa glycoprotein with 174 amino acid residues [10], which mediates the proliferation of granulocytes through receptor binding. Filgrastim, the non-glycosylated, recombinant form of GCSF with an additional N-terminal methionine group is a licensed drug to treat neutropenia [11]. Filgrastim, hereafter referred to as GCSF, is a hydrophobic cytokine with a molecular weight of 18.7 kDa as a result of the removal of the glycosylation [12]. The structure of GCSF is characterized by a four-helix-bundle fold with two long loops connecting helices αA and αB as well as αC and αD. An additional short 310-helix is located within the loopAB and is perpendicular to the four antiparallel α-helices (Fig. 1).

The stability of GCSF is highly pH-dependent with maximum stability at pH 4.0 and low stability and fast aggregation at physiological pH [15–17]. With an isoelectric point of around 6.1 [16], GCSF is highly positively charged at acidic pH, resulting in electrostatic repulsion between the protein molecules. Furthermore, the addition of salt at pH 3.5 causes aggregation [16] indicating a strong impact of electrostatic interactions on the aggregation of GCSF. Nevertheless, the pH-dependent behavior of GCSF is still discussed in the literature. Narhi et al. reported an increase of α-helical content of GCSF at pH 4.0 compared to neutral pH using circular dichroism (CD) measurements [18]. Another study used hydrogen deuterium exchange (HDX) mass spectrometry to compare the local changes of relative uptake difference between pH 4.0 and 7.0 and could not observe a change in the α-helical content [19].

Narhi et al. observed quenching of Trp residue(s) at pH 4.0 in fluorescence intensity measurements [18]. Similarly, an Nuclear Magnetic Resonance (NMR) study performed by Aubin et al. showed that Trp configuration is pH-dependent [20].

To provide a detailed molecular understanding of the pH-dependent aggregation mechanisms of GCSF, we performed a multi-scale modeling approach using full atomic and coarse-grained (CG) molecular dynamics (MD) simulations. The aggregation mechanism was explored by CG simulations of GCSF using the SIRAH force field (FF) [21,22] developed to simulate proteins in explicit solvent conditions. WT4 models describe the CG water molecules, where one WT4 model consists of four beads that are connected in a tetrahedral form. The protein backbone in the SIRAH FF is defined by 3 beads representing nitrogen, alpha carbon, and oxygen atoms and thereby allowing for movement of the secondary structure since no constraint is applied to fix the protein backbone. Each side chain was modeled specifically based on a combination of physicochemical characteristics. The SIRAH FF is a relatively new force field that was recently used to study the process of seeding peptide aggregation [23]. SIRAH was chosen as an alternative to MARTINI since it has been shown that the MARTINI FF overestimates protein–protein interaction (PPI) for membrane proteins [24]. The conformational stability of GCSF at varying pH values was studied by carrying out full atomic MD simulations in the pH range of 4.0 to 7.5. We could observe that the conformational state of GCSF is very similar at varying pH values in unbiased systems. To ensure that the system is not trapped in a local minimum, we carried out metadynamics simulations. We compared our in silico results with experimental data obtained from fluorescence intensity, CD spectroscopy, nanoDSC, and DLS measurements as well as modeling based on small-angle X-ray scattering (SAXS).

2. Methods

2.1. Conventional molecular dynamics simulations

The structure of GCSF is available from X-ray (1CD9 [13], 1RHG [10], and 2D9Q [25]) and NMR (1GNC [26]) studies, of which 1CD9 has been widely used as the GCSF model structure in various MD simulation studies [27–29]. The initial structure of GCSF for the conventional molecular dynamics simulation (cMD) study was prepared using PDB entry 1CD9 (solved at pH 7.5) [13]. The missing five residues were added using Modeller software 9.21 [14]. The PDB2PQR server was used to protonate the titratable residues [30] at pH 4.0, 5.0, and 7.5. The full atomic MD simulations were carried out using the AMBER software 20 [31] and GBSA was parametrized using the force field FF14sb [32]. The protein was inserted into a cubic periodic boundary box, where the minimum distance between the protein and the edge of the box was set to 15 Å. The TIP4P-Ewald water model [33] was used to solvate the system. The system was neutralized by adding either sodium or chloride ions. The initial structures were minimized using 10,000 cycles. The first 5000 cycles were computed using the steepest descent algorithm. The remaining 5000 cycles were carried out using the conjugate gradient algorithm. The cut-off distance of the nonbonding interactions was set to 12 Å. The electrostatic long-range interactions were evaluated using the particle-mesh-Ewald (PME)
method [34]. The SHAKE algorithm was applied to fix the bonds involving hydrogen [35,36]. The system was heated to 300 K in the \textit{NVT} ensemble (constant \( N \) = Number of atoms, \( V \) = Volume, \( T \) = Temperature) for 0.3 ns, using the Langevin thermostat [37] with a collision frequency of 5 ps\(^{-1}\). The system was then subjected to a short equilibration run for 2.2 ns in the \textit{NPT} (constant \( N \) = Number of atoms, \( P \) = Pressure, \( T \) = temperature) ensemble, while the pressure was kept at 1 bar using a Monte Carlo barostat [38]. The final production run was carried out using the \textit{NPT} ensemble for 400 ns.

2.2. Metadynamics

To ensure that GCSF conformation is not trapped in the local minima during the simulations, we have carried out metadynamics simulations using \textit{AMBER} software 20 [31] and \textit{PLUMED} 2 [39]. The initial structures for the metadynamics simulations were obtained from the final frame of the cMD simulations. All metadynamics simulations were carried out in the \textit{NVT} ensemble for 400 ns using the Langevin thermostat [37] with a collision frequency of 5 ps\(^{-1}\). The well-tempered metadynamics scheme [40] was used to ensure a smooth convergence of the free energy landscape. The collective variables (CVs) were chosen based on the experimental observations [18,19,41,19], and included the center of mass distance (COM) between Trp and His residues to monitor the interactions between, Trp59-His157 (d1) and His80-Trp119 (d2), and the \( \alpha \)-helical content (\( \gamma \)) (Table 1).

2.3. CG simulations

The CG simulations were carried out using the \textit{Gromacs} software 2018 [42] with the SIRAH 2 force field [21,21,43]. The CG model of GCSF at pH 4.0, 5.0, and 7.5 was obtained by coarsening the full atomic CGS models that were obtained from the \textit{PDB2PQR} [30] web server using the SIRAH toolbox [43]. For each simulation, 8 GCSF monomers were added to the system. The initial CGS model was translated and duplicated along the \( x \)-, \( y \)-, and \( z \)-axes where the center of the mass distance between replicates was set to 7.5 nm. An alternative approach could have been to sample the initial structures from a population-density of structures determined from single monomer metadynamics simulations. However, without any input from experimental results, this will give rise to a large number of combinations, and we decided therefore to use the initial structure of cMD simulations.

The distance between solute and box was set to 0.75 nm resulting in a concentration of \( \approx 30 \text{ mg/mL} \). Note that a too small simulation box will cause an immediate aggregation of the proteins while too large box sizes will increase the simulation time. The optimal protein–protein and protein-box distances were chosen empirically to reduce the computational burden for sampling the aggregation. The system was solvated by adding SIRAH-based WT4 [44] molecules. After the solvation, the system was neutralized by adding either sodium or chloride ions. In addition to the pH study, the effect of salt was monitored by adding 150 mM of NaCl (in CG mode) to the systems at different pH conditions. The initial minimization was conducted using the steepest descent algorithm, followed by the conjugate gradient algorithm. The maximum number of each minimization scheme was set to 50,000. The heating was performed for 2 ns where the system was coupled to the Berendsen thermostat and barostat [45]. After the heating, the system was equilibrated for 500 ns using a time step of 10 fs. To accurately sample the \textit{NPT} ensemble, the system was coupled to the stochastic velocity rescaling thermostat [46] and the Parrinello-Rahman barostat [47]. The production run was performed for 3 \( \mu \)s. For each condition, 5 replicate simulations were carried out amounting to 15 \( \mu \)s per condition.

2.4. Materials

The bulk GCSF solution contained 4.0 g/L protein and was provided from Wacker Chemie, Germany. The protein concentration was measured spectrophotometrically using a NanoDrop 2000 (Thermo Fisher Scientific, Wilmington, USA) and an extinction coefficient of 280 nm of 0.86 (mg/mL)\(^{-1}\) cm\(^{-1}\). All chemicals were of molecular biology or multicompendial grade and were purchased either from Sigma or Thermo Fisher Scientific (Germany). All solutions were prepared with ultrapure water from a Sartorius arium\textsuperscript{TM} pro system (Sartorius Corporate Administration GmbH, Göttingen, Germany). All buffers used had a concentration of 10 mM, and the pH after preparation was ±0.1 of the target value.

2.5. Sample dialysis and preparation

The buffer was exchanged by extensive dialysis to the respective buffer at the given pH (10 mM sodium acetate at pH 4.0 and pH 5.0, 10 mM potassium phosphate at pH 7.5) for 24 h at 2–8 °C using a Spectra/Por\textsuperscript{TM} dialysis membrane (cutoff 6–8 kDa, Spectra Laboratories, Rancho Dominguez, CA, USA) or a Slide-A-Lyzer\textsuperscript{TM} MINI Dialysis Device (cutoff 3.5 kDa, Thermo Fisher Scientific, Germany). The samples were collected in microcentrifuge tubes and centrifuged at 10,000g for 10 min and subsequently filtered with 0.02 \( \mu \)m Anotop\textsuperscript{TM} membrane filters (Whatman, FP 30/0.2 CA-S, GE Healthcare, Buckinghamshire, UK). Stock solutions of sodium chloride were prepared in the respective buffer and spiked into the dialysed protein stock to prepare samples containing 100 mM of sodium chloride. For measurements that required higher protein concentrations, the protein solutions were concentrated using Vivaspin 20 5 MWCO PES centrifugal concentrators (Sartorius Lab Instruments, Goettingen, Germany). The concentration was measured again, and the solutions were sterile filtered with 0.02 \( \mu \)m Anotop\textsuperscript{TM} membrane filters.

2.6. Intrinsic fluorescence spectroscopy

Fluorescence emission measurements of the samples with a protein concentration of 0.5 g/L were performed using a Jasco FP-6500 Fluorescence Spectrophotometer. Emission spectra were recorded from 300 to 450 nm with an excitation wavelength of 280 nm, steps of 0.01 nm, and a scan speed of 100 nm min\(^{-1}\). A 3 nm slit width was used both in excitation and emission monochromators. Buffer spectra were subtracted from the sample spectra.

2.7. Circular Dichroism (CD) spectroscopy

Near- and far-UV circular dichroic spectra were collected at 25 °C with a Jasco J-810 spectropolarimeter (JASCO Deutschland GmbH, Pfungstadt, Germany). All samples contained 1 g/L of protein. Quartz cuvettes (Hellma GmbH, Muellheim, Germany) with 10 mm and 0.1 mm wavelength path were used for the measurements, respectively. 5 accumulations of each sample were taken at a speed of 20 nm/min. The spectrum of the respective buffer was subtracted for each sample and smoothing of the spectra was performed using the Savitzky-Golay algorithm with 9 smoothing points. The mean residue ellipticity (MRE) of the protein at each wavelength was calculated as described elsewhere [48].
2.8. Differential Scanning Fluorimetry (nanoDSF)

nanoDSF was used to study the thermal unfolding and aggregation of GCSF as a function of pH and ionic strength. Samples with 1 g/L of protein were filled in standard nanoDSF grade capillaries, and the capillaries were sealed. A temperature ramp of 1 °C/min from 20 to 100 °C was applied with the Prometheus NT.48 (NanoTemper Technologies, Munich, Germany) system that measures the intrinsic protein fluorescence intensity at 330 and 350 nm after excitation at 280 nm. Simultaneously, the device detects aggregation/precipitation of the samples by measuring the back-reflection intensity of a light beam that passes through the capillary. The apparent protein melting temperatures ($T_m$) were determined with the PR. ThermControl software V2.1 (NanoTemper Technologies, Munich, Germany) from the maximum of the first derivatives of the thermal unfolding curves. The same software was used to determine the aggregation onset temperature ($T_{agg}$) from the increase in the signal from the aggregation detection optics. $T_m$ and $T_{agg}$ are mean of triplicates with standard deviations calculated with Origin.

2.9. Dynamic Light Scattering (DLS)

Samples with protein concentrations from 1 to 5 g/L were prepared, and 10 µL of each sample were pipetted in triplicates into a 1536 well plate (Aurora Microplates, Whitefish, USA). The plate was centrifuged at 2000 rpm for 2 min using a Heraeus Megafuge 40 centrifuge equipped with an M-20 well plate rotor (Thermo Fisher Scientific, Wilmington, USA). Two microliter of silicon oil was added to seal each well. The plate was centrifuged at 2000 rpm for 2 min using a Heraeus Megafuge 40 centrifuge equipped with an M-20 well plate rotor (Thermo Fisher Scientific, Wilmington, USA). All measurements were performed at 25 °C with 10 acquisitions per well and an acquisition time of 5 s. The data was placed in a DynaPro DLS plate reader III (Wyatt Technology, Santa Barbara, USA). Two microliter of silicon oil was added to seal each well. The plate was centrifuged again and placed in a DynaPro DLS plate reader III (Wyatt Technology, Santa Barbara, USA). All measurements were performed at 25 °C with 10 acquisitions per well and an acquisition time of 5 s. The data was analyzed with the Dynamics V7.10 software (Wyatt Technology, Santa Barbara, USA). The diffusion interaction parameter ($k_D$) was determined according to the method that is described in the literature [49,50].

2.10. Small Angle X-ray Scattering (SAXS)

For SAXS measurements, samples with initial protein concentrations of 2, 5, and 7 mg/mL were prepared and shipped to the ESRF (The European Synchrotron Radiation Facility, Grenoble, France) on dry ice. Before measurements, the samples were thawed at room temperature and centrifuged at 10,000 rpm for 10 min. Data collection was performed at the ID02 beamline. Data collection is summarized in Table S1. The DOI for the data is https://doi.org/10.15151/ESRF-ES-404440738.

The data processing and analysis were performed using ATASAS 2.8.2 software package [51]. Before modeling, the low-q region was removed to avoid fitting on aggregation/repulsion; the high-q region was removed to avoid fitting on noisy data. The monomer structure of GCSF was fitted to the SAXS curves using CRYOSOL [52]. We have carried out rigid body modeling of the GCSF dimer on a mixture using SASREFMX [53]. The dimer structures with high occurrence were manually extracted from the CG simulations. The extracted CG dimers were backmapped using the SIRAH toolbox [43], i.e. resulting in full atomic structures. The backmapped structures were converted to the OLIGOMER [54] compatible input files using FMaker [54]. The output from the CG simulations was fitted to the SAXS data using OLIGOMER. The dimer with the best $\chi^2$ value (the value close to 1) was selected to estimate the monomer/dimer fractions in the mixture.

### Table 1

| Simulation Label | Input pH | CVs | Height Width | Biasfactor | Deposition Rate |
|------------------|----------|-----|--------------|------------|----------------|
| 1                | pH 4.0   | $\alpha$, d1, d2 | 0.5, 0.05 nm, 0.05 nm | 15 | 1 |
| 2                | pH 5.0   |              |              |            |                |
| 3                | pH 7.5   |              |              |            |                |

3. Results and discussion

3.1. pH-dependent structural differences of GCSF

We have investigated the effect of the pH on the secondary and tertiary structure of GCSF using a combination of modeling and biophysical techniques. The characteristic far-UV CD spectra with two minima at 209 and 222 nm confirm the presence of $\alpha$-helical protein structure at all conditions and showed no difference between pH 4.0 and 5.0 and only a slight decrease of helical content when increasing the pH to 7.5 (Fig. 2a). In agreement with our findings, the GCSF structure solved at pH 3.5 (PDB code: 1GNC) has a similar helix content to the GCSF structure solved at pH 7.5 (PDB code: 1CD9). A similar trend could be observed from HDX-measurement performed by Wood et al., who could not find any clear evidence for a change of helical contents between pH 4.25 and 7.4 [19]. In contrast, Narhi et al. used CD spectroscopy and showed that the helical content is noticeably increased at low pH (pH 4.5: helical content 75% vs. pH 7.5: helical contents 66%) [18].

The near-UV CD spectra of GCSF at pH 5.0 and 7.5 are very similar in the wavelength region from 250 to 295 nm (Fig. 2b). Surprisingly, GCSF at pH 7.5 shows a negative CD signal at wavelengths from 300 to 340 nm which is very unusual for a protein in inorganic buffer but has been previously observed for filgrastim [55]. It is presumably caused by aggregates in the sample. The near-UV CD spectrum at pH 4.0 slightly deviates from the other spectra determined at pH 5.0 and 7.5 in the wavelength region 250 to 295 nm, but the characteristic features of the spectra remain the same. Therefore, GCSF has a well-defined tertiary structure with only a little difference between the three tested pH values.

The tryptophan fluorescence of GCSF is significantly quenched when the pH is decreased from pH 7.5 to pH 4.0 indicating that the Trp residues are in different conformational states at the different pH values (Fig. 2c) This observation is in accordance with the findings of Narhi et al. [18]. GCSF contains two Trp residues: Trp59 and Trp119 which are located close to His157 and His80, respectively (Fig. 2d). The change in pH causes a conformational change of Trp that promotes interactions between Trp and positively charged His leading to the quenching of Trp. Furthermore, the pH-dependent change of the Trp residues is observed in the available PDB structures. The NMR structure of GCSF at pH 3.5 (PDB code: 1GNC) revealed that the Trp residues can interact with the neighboring His residues [26]. On the other hand, the X-ray structure obtained at pH 7.5 (PDB code: 1CD9), shows that Trp59 points away from His157. In contrast to 1CD9, Trp59 is pointing upwards in IGN (Fig. 3), indicating that the conformation of the
Trp residues is dependent on pH. Based on these findings, we hypothesized that the Trp configuration is an important factor influencing the conformational stability of GCSF.

To further investigate the effect of Trp configurations on the GCSF structural integrity, we performed cMD simulations with the crystal structure 1CD9 as the starting structure. The simulations were carried out for 400 ns. During the simulations, no significant conformational changes of the Trp residues could be observed. Presumably, 400 ns cMD simulations were not sufficient to induce noticeable structural changes. Therefore, we continued with well-tempered metadynamics simulations where bias potentials are added as a function of the center of mass (COM) distances between Trp and His side chains. To check the overall conformational stability, the $\alpha$-helical content was chosen as the third CV. The 2D and 3D free energy surfaces (FES) of the CVs are shown in Fig. 4, and Fig. S3 respectively. The time evolution of the FES is provided in Figure S1-S2.

Interestingly, the Trp59(loopAB)-His157($\alpha$D) pair and His80($\alpha$B)-Trp119($\alpha$C) pair show different behavior. Since Trp59 is located in the loopAB, it has much higher flexibility and can move away from His157 easier than Trp119($\alpha$C) from His80($\alpha$B). Therefore, the FES of Trp59-His157 can be sampled at a COM distance larger than 1.5 nm. In addition, all three pH conditions could reproduce the upward state of Trp59, where an energetic minimum could be estimated at a Trp59-His157 distance of around 0.4 nm. However, the Trp59 residues at pH 4.0 and pH 5.0 have an energy barrier between the up and down position corresponding to a breakage of the cation-$\pi$-interactions between Trp59 and protonated His157, while Trp59 can freely move between the two configurations at pH 7.5.

Contrarily, it is difficult to separate His80-Trp119 more than 1 nm, and only one local minimum could be found from the COM distance. At pH 7.5, the COM distance of His80-Trp119 remained around 0.7 nm. At lower pH, the COM distance of His80-Trp119 remained around 0.5 nm. In addition, relatively larger fluctuation could be observed at pH 7.5 compared to lower pH, indicating that even though His80-Trp119 are located close to each other, they are not able to form a strong cation-$\pi$-interaction, since there is no cation at pH 7.5 (i.e., neutral His).
The histidine residues located closely to the Trp residues in GCSF will be protonated at low pH. The FES has shown that the interaction between Trp and its neighboring His residue is much more favorable at pH 4.0. This interaction between Trp and His residues may stabilize GCSF at pH 4.0 compared to pH 7.5 by clamping loopAB to helix αD and helix α8 to helix αC, therefore making the structure locally less flexible. Aubin et al. investigated the interactions between Trp and His residues at pH 4.3, 5.0, and 6.4 using NMR [20]. Based on chemical shift analysis, the authors could show that changes in Trp-His interactions affect the conformational stability of GCSF [20]. In addition, Ghasrani et al. have determined the relaxation parameters of GCSF using NMR spectroscopy and assessed the protein flexibility from the calculated order parameters [41]. The authors found that the main difference between pH 4.0 and 6.0 was due to the change in the loop and helical flexibility. The authors observed that the flexibility of loopCD was increased at pH 4.0, whereas a very slight increase of flexibility was seen for loopAB at pH 4.0. The π-cation interaction between loopAB and His157 can prevent an increase of loopAB mobility. In contrast, a decrease of flexibility could be observed for the helical packing at pH 4.0, and the authors suggested that the His80-Trp119 interaction can be the factor that is involved in reducing the flexibility. On the other hand, Wood et al. have reported an increase of the loopCD deuterium uptake at pH 7.40 [19]. One of the challenging parts of the experimental characterization of GCSF above pH 6.2 is that an extensive aggregation can occur in the sample [19]. Compared to experiments, the metadynamics simulations (performed on a single GCSF molecule) provide an option to study protein conformation in highly aggregation-prone physicochemical conditions without the interference of protein–protein interactions. The current FES study focused on the CVs that can be directly observed in the fluorescence intensity and CD measurements (Fig. 2), and since the FES are based on a few local CVs, the magnitude of flexibility may be dependent on the choice of CVs.

The observation made from HDX [19] and NMR [20] experiments is in good agreement with our metadynamics simulations, where the overall α-helical content is not significantly affected by adjusting the pH. The MD study indicates that the interactions between Trp and His residues may affect the local structural conformation and loop mobility. The interactions between loopAB-αD (Trp59-His157) and αB-αC (His80-Trp119) are lost at pH 7.5, suggesting that GCSF will be more flexible at pH 7.5.

3.2. Effect of pH and sodium chloride on the thermal unfolding and aggregation of GCSF

The structural changes of GCSF due to different pH values affect the thermal unfolding and aggregation of the protein. We furthermore aimed to evaluate the influence of sodium chloride on the stability of GCSF to elucidate the importance of electrostatic interactions. Therefore, we performed nanoDSF measurements and determined Tm and Tagg (Table 2). At pH 4.0, GCSF unfolds significantly later (Tm ≈ 65 °C) than at pH 5.0 (Tm ≈ 52 °C) and pH 7.5 (Tm ≈ 55 °C) and does not form detectable aggregates in contrast to higher pH. Addition of 100 mM sodium chloride at pH 4.0 causes a significant shift in the unfolding transition of GCSF to a lower temperature (Tm ≈ 53 °C). The same trend was found for the onset of aggregation (Tagg). This shift cannot be seen at pH 5.0 and is less pronounced at pH 7.5. This shows that sodium chloride has a more detrimental effect on the thermal stability of GCSF at low pH. At pH 5.0, close to the isoelectric point of the protein, sodium chloride has only a small effect on the aggregation behavior. The lower thermal stability at pH 7.5 compared to pH 4.0 is decreased even more upon addition of sodium chloride.

The colloidal stability of GCSF in all tested conditions was assessed by means of the interaction parameter kD which describes the interaction of proteins in solution [56] (Fig. 5, Table 3). kD is commonly used as a surrogate parameter for the osmotic second virial coefficient B22, which is directly related to PPIs, whereas kD provides a less direct relationship. In general, positive kD values indicate net repulsive PPIs, and negative values correspond to net attractive interactions. However, the reversal does not occur exactly at zero. The excluded volume contribution to kD is smaller.
than for $B_{22}$, and therefore values of $k_0$ can be negative when $B_{22}$ values are still positive.

There is considerable variation in the $y$-intercept, i.e. the diffusion coefficient at infinite dilution, for the measured conditions which could be due to the formation of irreversible species which do not dissociate upon dilution or due to protein conformational changes. Since we could not observe large conformational changes but a tendency to form aggregates in the other methods, we assume that the samples contained irreversible aggregates. To confirm this hypothesis, we used the Stokes-Einstein relation to calculate the infinite dilution values for the hydrodynamic radius $r(H)_0$ from the infinite dilution diffusion coefficients ($D_0$) for each condition (Table 3). The $r(H)_0$ values range from 2.1 up to 4.0 nm, whereas the reported value is 2.0 nm [57], which confirms the presence of larger species in our samples. This in turn impedes the correct determination of the diffusion interaction parameter $k_0$. Additionally, the partial specific volume of the protein is expected to be a function of pH and could significantly contribute to differences in $k_0$. However, the partial specific volume should only change upon unfolding which could neither be observed in CD measurements nor MD simulations. Therefore, we do not expect the partial specific volume to have a drastic effect on the $k_0$ values. To support this hypothesis, we submitted the last frames of the conventional all-atom MD simulations at the respective pH values to the HuiRad webserver, which calculates the partial specific volume of a protein from a PDB structure. A partial specific volume of 0.75 mL/g was calculated for all three pH values.

GCSF shows a positive $k_0$ and repulsion at pH 4.0 which is in agreement with the proposed highly positive electrostatic surface at low pH (Fig. 6). The addition of salt screens the surface charges of the protein resulting in a negative $k_0$. These observations correlate well with the strongly decreased thermal stability at low pH upon addition of salt. A $k_0$ of almost zero could be observed at pH 5.0, which indicates no strong attractive nor repulsive forces between the protein monomers. This behavior is expected at a pH close to the isoelectric point where the protein has (almost) no net charge. Due to the very high level of the aggregation, the $k_0$ could not be measured when salt was added to the pH 5.0 formulation. This result is in accordance with the observations from Chi et al. [16]. The authors used static light scattering experiments to obtain the osmotic second virial coefficient ($B_{22}$) value. A positive and negative $B_{22}$ value could be determined at pH 3.5 and pH 6.1, respectively [16]. Aggregation of GCSF occurred when 150 mM of NaCl was added to the formulation, and $B_{22}$ value could not be determined due to the precipitation [16]. The negative $k_0$ value at pH 7.5 suggests that the GCSF monomers attract each other.

This is in accordance with the surface potential of GCSF which is highly pH-dependent (Fig. 6) as GCSF contains a relatively large number of charged residues. The net charge of GCSF at pH 4.0 is estimated to +13 e using PDB2PQR [30]. The electrostatic surface of the helical bundle is highly positively charged. Therefore, it is expected that GCSF will be repulsive at pH 4.0. At pH 5.0, the net charge of GCSF is decreased to +1 e, and it becomes −4 e at pH 7.5. Hence, electrostatic interactions play a substantial role in the aggregation process of GCSF.

In order to simulate the aggregation behavior of GCSF at different pH values, we performed CG simulations with eight monomers in a pH series. The snapshots of the first 500 ns simulation before the aggregation are shown in Fig. S4. The aggregation behavior of GCSF at different conditions was estimated by tracking the number of protein-protein interactions (PPIs) during the simulations (Fig. 7). The number of PPIs during the 3 μs of the production run was defined as the number of observed intermolecular residue pairs with pair distance less than 4 Å.

Since the total number of the PPIs is highly dependent on the simulation time and the size of the simulation box, the number of interactions is normalized by the number of interactions obtained at pH 4.0. Addition of NaCl or increasing the pH value to 5.0 resulted in a 2-fold increase of the sampled PPIs compared to pH 4.0. A 2.5-fold increase of the PPIs could be observed at pH 7.5 (Fig. 7a). The 2-fold increase is following the trend that was observed for the $k_0$ data (Table 3), and the SIRAH FF model could reproduce the increase of PPIs at the aggregating conditions. Fig. 7b shows the time evolution of the relative number of PPIs during the simulations. It is interesting to note that the total number of PPIs increases with simulation time, indicating that the overall tendency is an aggregation (irreversible oligomer formation) rather than an association (reversible oligomer formation). An increase in the relative number of PPIs can also be observed at pH 4.0. However, this is not completely surprising since the CG simulations were performed at relatively high protein concentrations (approximately 30 mg/mL) to reduce the computational time for sampling PPIs. Interestingly, the slope of the time evolution of the PPIs is different at each pH. At pH 7.5, a much faster increase of the relative number of PPIs is observed when compared to pH 5.0. Since the number of monomers is limited to 8, the relative number of PPIs at 3 μs is very similar for pH 5.0 and 7.5, indicating that the difference in the observed relative number of PPIs will also be dependent on the simulation time. Accuracy and performance will

Fig. 5. Diffusion coefficients at increasing protein concentrations assessed with DLS at pH 4.0, 5.0, and 7.5 with and without the addition of 100 mM NaCl.

Table 2

| $T_{ex}$ [°C] (error) | $T_{rea}$ [°C] (error) |
|----------------------|----------------------|
| pH 4.0 | 64.95 ± 0.02 | NA |
| pH 4.0 + 100 mM NaCl | 53.34 ± 0.03 | 53.51 ± 0.06 |
| pH 5.0 | 52.27 ± 0.07 | 50.61 ± 0.18 |
| pH 5.0 + 100 mM NaCl | 52.25 ± 0.06 | 50.75 ± 0.22 |
| pH 7.5 | 54.87 ± 0.06 | 55.1 ± 0.00 |
| pH 7.5 + 100 mM NaCl | 51.08 ± 0.03 | 47.46 ± 0.09 |

Fig. 7b shows the time evolution of the relative number of PPIs during the simulations. It is interesting to note that the total number of PPIs increases with simulation time, indicating that the overall tendency is an aggregation (irreversible oligomer formation) rather than an association (reversible oligomer formation). An increase in the relative number of PPIs can also be observed at pH 4.0. However, this is not completely surprising since the CG simulations were performed at relatively high protein concentrations (approximately 30 mg/mL) to reduce the computational time for sampling PPIs. Interestingly, the slope of the time evolution of the PPIs is different at each pH. At pH 7.5, a much faster increase of the relative number of PPIs is observed when compared to pH 5.0. Since the number of monomers is limited to 8, the relative number of PPIs at 3 μs is very similar for pH 5.0 and 7.5, indicating that the difference in the observed relative number of PPIs will also be dependent on the simulation time. Accuracy and performance will.
always be a trade-off when sampling PPIs between diffusing protein monomers. In an ideal case, very long CG sampling with a relatively large box with many protein monomers will give more accurate sampling at the expense of computational time, but it is expected that the results will show a similar tendency observed here.

In the CG simulations, no significant increase of aggregation propensity could be sampled between pH 4.0 + NaCl, pH 5.0, and pH 5.0 + NaCl. The highest aggregation behavior could be observed at pH 7.5. Note that the degree of increase in the PPIs may be dependent on the size of the simulation box and the number of the GCSF monomers. This implies that the relative number of PPIs might change when the simulation conditions are changed. However, the overall trend is expected to be the same.

The results from the CG simulations suggest three different aggregation states: 1) weak aggregation at pH 4.0, 2) moderate
aggregation at pH 4.0 + NaCl, pH 5.0, and pH 5.0 + NaCl, and 3) strong aggregation at pH 7.5 and pH 7.5 + NaCl.

To characterize the region of the aggregation-prone residues, interacting residue pairs in the CG simulations were depicted in heatmaps. The pixels of the heatmap are assigned by the number of frames with the pair-distance less than 4 Å that was registered from all five trajectories. The color bar is scaled to the strongest interactions that could be observed in the pH 4.0 simulations. Residue pairs were only included in the heatmap if the interactions occurred for more than 25% of the strongest interaction observed in the pH 4.0 simulations. An example of the heatmap is shown in Fig. 8. To visualize the residues that are involved in the PPIs, the residues in the GCSF structure were colored in a similar color scheme as in the heatmaps (Fig. 9).

At pH 4.0, the N-terminal part of GCSF is the main region participating in aggregation (Figs. 8 and 9a). Since GCSF is highly charged at pH 4.0, it is expected that the GCSF monomers will repel each other. However, since the N-terminal part of GCSF does not contain any charged residues, it is very flexible and exposed to the solvent, it can still interact with other GCSF monomers. Therefore, it appears that N- to N-terminus interactions may be one of the dominant PPIs at pH 4.0 (Figs. 8 and 9a). Shibuya et al. studied the colloidal stability of the backbone circularized GCSF, i.e. the N- and C-termini of GCSF are connected. Their study revealed that backbone circularization of GCSF at pH 4.0 leads to a more aggregation-resistant GCSF when a protein denaturant is added [60]. When NaCl is added to the simulations at pH 4.0, both loopAB and loopCD are participating in the PPI (Fig. 9d), which indicates that the electrostatic repulsion between the GCSF monomers is the main limiting factor of the intermolecular long loop interactions. The aggregation-prone residues at pH 5.0 and pH 5.0 + NaCl are following a similar pattern as seen for pH 4.0 + NaCl (Fig. 9b, d, and e). The relative number of interactions is very similar in these conditions (Fig. 7). This suggests that the aggregation behavior at these conditions mainly originated from the loss of the repulsion between the GCSF molecules, i.e. that colloidal stability plays a larger role than conformational stability.

At pH 7.5, the short helix in loopAB and the bottom part of the helix bundle located close to the N- and C-termini become more prone to aggregation. Addition of NaCl at pH 7.5 has a minimal effect on aggregation which indicates that the screening of electrostatic interactions does not have a noticeable effect on GCSF aggregation at this pH which is in accordance with our experimental data.

We also determined the aggrescan3d (A3D) score and the spatial aggregation propensity (SAP) [61] using PBD structure 1CD9...
(Fig. 9g) to compare the results obtained from relatively fast prediction algorithms with results from computational demanding CG simulations. Interestingly, the A3D/SAP calculations were able to predict the N-terminus and large area of the loopAB region as aggregation-prone regions (Fig. 9g–h). Those aggregation-prone residues follow a similar pattern as seen from the CG simulations. However, CG simulations have the advantage that aggregation-prone regions can be determined in a pH-dependent manner revealing additional aggregation-prone regions.

Observing the overall pattern of the aggregation-prone residues from the CG simulations, it becomes clear that the aggregation mechanism of GCSF is non-specific, e.g. more than one aggregation site exists in GCSF. Previously, Meric et al. used multiple aggregation prediction algorithms and suggested that Leu83 located at αB is the most aggregation-prone residue [62]. However, the authors found that the point mutation Leu83 to Ala did not improve the aggregation propensity of GCSF [62], which is in line with our results that indicate a non-specific aggregation mechanism.
To extract the important PPIs of the GCSF oligomers, we further analyzed the heatmap (Fig. 8). For each condition, 2 to 4 dimers that contain several different strong interaction clusters (marked in Figs. S6–S11) were manually extracted from the CG simulations. The extracted GCSF dimers are used to provide an aggregation ensemble of GCSF oligomers. The first chain of the GCSF dimers was aligned to the reference PDB structure (1CD9). After the alignments, only the second chain is kept together with the reference structure, mapping the different protein-protein interfaces in GCSF aggregates (Fig. 10).

Various types of dimers can be observed from the aggregation ensemble. Both aggregation ensemble and the simulated aggregation-prone residues suggest that the exposed long loop regions are highly prone to aggregation. Interestingly, the exposed helical structures are not prone to aggregate, suggesting that a combination of electrostatic repulsion and compactness of the helical bundle prevents aggregation of helices. At pH 4.0, the long loop regions show a positively charged electrostatic surface (Fig. 6 top). Since loopAB and loopCD become aggregation-prone when sodium chloride is added or the pH is increased to 5.0, one may argue that electrostatic repulsion of the long loop region is one of the most important factors to avoid the aggregation of GCSF. Our metadynamics simulations suggest an increase of flexibility at pH 7.5 due to the loss of the Trp-His interactions. Since the probability to obtain unfolding of an α-helix at standard conditions is low without adding protein denaturants or heating the system, it suggests that the increase of loop flexibility initiates the aggregation of GCSF.

Since the CG model has a limited atomic resolution, careful consideration is required when interpreting CG simulation results. In an attempt to validate and inspect the aggregation mechanism of GCSF, we compared the CG simulation results to SAXS measurements of GCSF at different pH and NaCl concentrations (Fig. 11). SAXS can be applied to investigate the inter-particle interactions of therapeutic protein [63]. However, it is extremely challenging to model the PPIs in irreversible aggregating conditions using SAXS data [64]. On the other hand, SAXS data still provides valuable information when it is combined with the CG simulations since the combination of SAXS and CG simulations enables the direct comparison between computational and experimentally determined aggregation behavior.

The SAXS data indicate that the only non-aggregating condition of GCSF is at pH 4.0, where repulsion between GCSF molecules is observed (Fig. 11a). Since the data measured at the highest concentration is less noisy, it was used for the modeling process.

The aggregation of GCSF was initially investigated by inspecting the low-q region of the SAXS data. According to the data shown in Fig. 12, increasing pH and the addition of NaCl lead to an increase in aggregation, which is in agreement with the aggregation profile deduced from the CG simulations (Fig. 7).

In order to investigate the fraction of higher order species of the SAXS data, the dimer fraction of the considered samples was calculated. The obtained molecular weight of GCSF in the aggregating conditions was compared to the molecular weight of monomer and dimer (supplementary data Table S2). Therefore, we decided that in the modeling step, only monomer and/or dimer will be included (i.e., no larger oligomers). The following modeling approaches were applied: i) fitting a dimer structure that was obtained from rigid-body modeling using SASREFMX [53] with two high-resolution monomer structures (1CD9) as an input (see Fig. 13a) and ii) fitting the monomer (1CD9) and the dimer structures that were extracted from the CG simulations (see Fig. 10) using OLIGOMER [54] (see Fig. 13b). Both models assume that the scattering data are from the mixture, meaning that both monomer and dimer structures will be fitted to the SAXS data simultaneously. Furthermore, CRYSOL [52] was used to fit the stand-alone monomer structure that is obtained from 1CD9. To validate the dimer structure, the $\chi^2$ value of the monomer fitting was compared to the outcomes of the dimer fitting. The obtained dimer fraction is shown in Fig. 13.

Overall, monomer + dimer has a better fit on the experimental data than the monomer only fit, meaning that both are present at all studied conditions. (Fig. 14). The rigid-body modeling approach had higher freedom to create the dimer structure to obtain an optimal fitting. Therefore, the result obtained from SASREFMX usually gave a better fit (Fig. 14b). However, one must note that the dimer structure that is generated from the rigid body modeling may not have a physically realistic protein-protein interface. The structures obtained from the rigid body modeling can be found in the supplementary (Fig. S18).

One interesting outcome is that the dimer fraction from the SAXS modeling (Fig. 13) follows a similar trend as obtained from the CG simulations (Fig. 7). Two entirely different modeling approaches could separate PPIs at 3 different levels: 1) at pH 4.0, 2) pH 4.0 + NaCl, pH 5, pH 5.0 + NaCl, and 3) pH 7.5, pH 7.5 + NaCl.

However, the modeling based on SAXS data (Fig. 13) provided a more pronounced increase of dimer fraction at pH 7.5 compared to our results from the CG simulations (Fig. 7). Note that the increase of dimer fraction can also indicate bigger aggregation species. One must note that the CG simulation results will be dependent on the size of the system, the number of included monomers, and the simulation time. Thus, the CG simulations alone do not provide an accurate description of the level of

---

Fig. 10. GCSF aggregation ensemble. For each condition, multiple dimer structures containing several different strong interaction clusters were manually extracted from the CG simulations. Two to four dimers were extracted from each condition. In total 18 dimers were extracted from the CG simulations. The first chain of the extracted dimer was aligned to the reference PDB structure (1CD9). The second chains of the ensemble are shown in transparent structures and colored cyan. The reference structure is colored according to the scheme used for aggregation-prone residues of pH 7.5 + NaCl (see Fig. 9). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
aggregation compared to experimental data. Therefore, the SAXS data was included to predict the level of aggregation in a more physically correct manner. The SAXS data could validate the trend that was obtained from CG simulations. Furthermore, it was possible to propose a possible GCSF dimer structure by combining both CG simulations and SAXS measurements (Fig. 15). The proposed GCSF oligomer structure contains realistic PPIs, and the structure could be directly related to the experimental data.

It is worthwhile to mention that the ab-initio models in Fig. 15 have different shapes, which indicates that the amount of aggregating species are different at the different pH conditions, since the ab-initio model describes an averaged protein shape in solution. The selected dimer structure suggests that the N- to N-terminus interactions are dominant at pH 4.0, and that the long loops are involved in the aggregation at pH 5.0 and pH 7.5. We propose that the SAXS models can serve as an extension to the CG aggregation model of GCSF, where the SAXS models can be used to provide a bridge between the CG modeled GCSF and the real system.

### 3.3. Future perspectives and potential challenges

Our study on GCSF demonstrates that the application of orthogonal techniques can provide a molecular understanding of the driving forces for PPIs. Since soluble aggregates are usually transient,
heterogeneous and present at very low concentrations, an ideal experimental technique would be able to simultaneously quantify the size and conformation of each species in a sample without immobilization or labeling. However, the applied experimental techniques in this work are measuring averages of all species present so that species with a low population are being neglected. In some cases, the presence of (irreversible) aggregates even impedes the data analysis, for example in the determination of $k_D$ and the modeling of the SAXS data. The MD simulations allowed us to determine pH and ionic strength-dependent changes on conformation and PPIs at an atomistic level, yet needed experimental validation. Applying multiple techniques, the shortcomings of each technique can be compensated.

Due to its distinct pH-dependent behavior, GCSF is particularly suited as a model protein for this study. However, not all proteins show such dramatic pH-dependent differences and it has to be seen if the computational approaches are sensitive enough to distinguish the aggregation behavior. Nevertheless, we propose that our approach could be extended to other proteins/systems. The challenge will be as the protein size and complexity of the system increase (e.g., glycosylation or by including excipients in the simulations), the computational cost will increase. However, with the increasing processor and network technology performance, it will become feasible to simulate systems with higher complexity. Including excipients in simulations may also require additional force field development of these molecules in the coarse-grained presentation. CG simulations have been applied to investigate self-interactions of antibodies [66,67], where the antibody is usually coarse-grained to much smaller beads (6–12 beads) [66], or the self-association is monitored by simulating only two antibodies [67].

4. Conclusions

We have demonstrated that multiple approaches are required to shed light on the aggregation process of GCSF. Full atomic simulations have shown that it was very difficult to capture the conformations of GCSF in an unbiased system. The metadynamics study revealed that one of the most distinct conformational changes of GCSF at the different pH values occurs due to the loss of cation-π interactions between Trp and the neighboring His residues. The α-helix stability is not noticeably affected by pH, indicating that helical destabilization is not the main issue in standard formulations. However, the results show that the loss of Trp59-His157 and His80-Trp119 interactions will cause a local perturbation that may contribute to the increased flexibility of GCSF at higher pH values. The CG simulations could provide the pH-dependent aggregation-prone regions of GCSF, which were in accordance with the SAP results. The predicted aggregation-prone regions are the N-terminal region and the two long loops parts of GCSF. We have inspected the electrostatic surface to explain the pH-dependent change in the aggregation promoting regions and found that the long loop regions are repulsive at pH 4.0 due to the positively charged surface potential. The addition of salt or increase in pH will make GCSF more aggregation-prone since it will reduce the electrostatic charge located closely to the highly aggregation-prone loop regions. Inspecting the dimer struc-

![Fig. 13. Analysis of the dimer fractions of GCSF at different pH conditions. a) Dimer fitting using SASREFMX [53], and b) Dimer fitting using OLIGOMER [54]. The $\chi^2$ of CRYSTL [52] is generated from the fitting of the GCSF monomer structure. The modeling was performed with SAXS data obtained for protein concentration 7 mg/mL.](image)
From the CG simulations, we observe that the α-helical structures are not participating in the aggregation and that the aggregation of GCSF is highly unspecific where multiple forms of GCSF dimer can exist. The CG simulations lack atomic resolution, and it is not feasible to simulate the GCSF aggregation in a physically realistic size scale. To overcome this problem, we have included SAXS data for validation and interpretation of the simulation outcomes. We could obtain a reasonable fitting by including the dimer structures extracted from CG simulations during the modeling based on the SAXS data. The dimer fraction from SAXS data and the number of interactions from CG simulations followed a similar trend. Since both modeling and experiments of the protein aggregation process are extremely challenging, it requires a combination of multiple approaches to compensate for the weakness of each. We found that the combination of various modeling approaches could shed light on the complex pH-dependent aggregation process of GCSF.

Fig. 14. The results of the different modeling techniques. Two conditions are chosen as examples: a) non-aggregating pH 4.0, and b) highly aggregating pH 7.5 + NaCl. The arrows indicate a misfit at the low-q region. The difference between the fit and scattering profile (∆) is plotted below the fittings. The horizontal line indicates ∆ = 0. All y-axes are scaled to the same arbitrary chosen range. The modeling was performed with SAXS data obtained for protein concentration 7 mg/mL.
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