Should a hotter paramagnet transform quicker to a ferromagnet? Monte Carlo simulation results for Ising model
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For quicker formation of ice, before inserting inside a refrigerator, heating up of a body of water can be beneficial. We report first observation of a counterpart of this intriguing fact, referred to as the Mpemba effect (ME), during ordering in ferromagnets. By performing Monte Carlo simulations of a generic model, we have obtained results on relaxation of systems that are quenched to sub-critical state points from various temperatures above the critical point. For a fixed final temperature, a system with higher starting temperature equilibrates faster than the one prepared at a lower temperature, implying the presence of ME. The observation is extremely counter-intuitive, particularly because of the fact that the model has no in-built frustration or metastability that typically is thought to provide ME. Via the calculations of nonequilibrium properties concerning structure and energy, we quantify the role of critical fluctuations behind this fundamental as well as technologically relevant observation.

When quenched to the same lower temperature $T_1$, should a hotter system equilibrate faster than a colder one? An answer in affirmative is counter-intuitive and relates to the Mpemba effect (ME) \cite{1, 2}. ME can have important applications in memory devices \cite{3} and elsewhere. In spite of such practical importance and the knowledge since the time of Aristotle \cite{2, 4–8}, explanation of ME remains elusive. Following the work \cite{1} by Mpemba and Osborne, there has been a surge of interest in understanding it \cite{2, 3, 9–20}, particularly during the last decade \cite{3, 10–20}. Nevertheless, the progress remains limited. Interestingly, there still exists hot debate on the very existence of the effect. Experimental reports are available in favor of \cite{9, 10, 18, 19, 21} as well as against \cite{20, 21} it.

Historically the effect has been attached with cooling or solidification of liquids \cite{4–7, 22, 23}, like water and milk. Recently there exist efforts to extend the domain by asking the same question for other systems \cite{3, 12–19}. These include cooling granular gases \cite{14}, coarsening spin glasses \cite{3}, etc. In the case of spin glasses \cite{3, 24–26}, ME is observed due to the variation of the correlation length ($\xi$) with the shifting of the starting temperature $T_s$. Likewise, in each type of systems \cite{3, 12–19} certain anomaly decides on the existence of ME. Some of the studies \cite{3, 14} provide the impression that the effect has connection with aging systems \cite{27–29}. However, it is not clear whether the connection is only with the aging systems having glass-like slow dynamics \cite{3, 24–26} or simpler aging systems, undergoing standard clustering or phase transitions \cite{30, 31}, are also good candidates for the exhibition of the effect.

With the variation of $T_s$ it is expected that certain structural quantities will undergo change. In the context of critical phenomena \cite{31, 32}, $\xi$ exhibits the divergence $\xi \sim |T_s - T_c|^{-\nu}$, as $T_s$ approaches $T_c$, the critical temperature. If variation in quantities associated with structure is responsible for the observation of ME, choice of a thermodynamic region close to $T_s$ is then ideal \cite{3, 33, 34} for preparing the systems before quenching to a $T_1$. Furthermore, to establish the reasons behind the effect, in addition to studies of systems having glass-like ingredients, materials of other varieties should also be considered. It is important to study simpler prototype systems. If the effect is observed, such systems can provide easier path to understanding, thereby putting the criticisms on the existence of ME to rest.

In this work we consider the standard nearest neighbor ferromagnetic Ising model \cite{30–32}. We explore a wide range of $T_s$, lying above $T_c$. It is convincingly shown that following quenches to a $T_1$, below $T_c$, decay of energy for systems with higher $T_s$ occurs faster. This, indeed, is the expectation \cite{3} when ME is present. Our finding, which we confirmed via various means, is striking, given that, unlike the spin glasses, there is no in-built frustrated interaction in this model. Observation of ME in such a simple system hints that the effect is rather common. Furthermore, we provide a quantitative critical scaling picture to elucidate the outcome of the study.

In the model Hamiltonian \cite{30–32} $H = -J \sum_{(ij)} S_i S_j$, $S_i = \pm 1$ and $J > 0$ is the interaction strength between nearest neighbors. The spin values $\pm 1$ correspond to up and down orientations of the atomic magnets. We study this model via Monte Carlo (MC) simulations \cite{35–37}, in space dimension $d = 2$, on a square lattice. The value of $T_c$ for this system \cite{35} is $\approx 2.27 J/k_B$, where $k_B$ is the Boltzmann constant.

Following quenches to a $T_1$, the MC simulations were performed by employing the Glauber dynamics \cite{35, 38}. In this method a trial move is performed by flipping a randomly chosen spin. This does not conserve \cite{30} the system-integrated order parameter and the dynamics corresponds to ordering in a uniaxial ferromagnet. $L^2$ such
FIG. 1. (a)-(b) Typical equilibrium configurations are shown from two starting temperatures, $T_s$. Each of the configurations has 50:50 proportion of up and down spins. The locations of the up spins are marked. (c) Plots of equilibrium probability distributions for magnetisation are shown from the $T_s$ values for which the snapshots are presented. These results were obtained by exploiting the composition fluctuations in the simulations via the Wolff algorithm. The continuous lines are Gaussian fits. (d) $S(k)$, the structure factor, is plotted versus the wave number $k$, for 50:50 equilibrium configurations. These results are also presented from the same two $T_s$ values as mentioned above. Inset: Plots of $1/S(k)$ versus $k^2$. Here the continuous lines represent linear behavior.

In the vicinity of $T_c$, the divergence in the relaxation time makes the preparation of initial configurations time taking. To avoid this, we used the Wolff algorithm [39], where, instead of a single spin flip, a randomly selected cluster is flipped. Initial configurations prepared at different values of $T_s$, via this method, are quenched to several values of $T_l$. We have applied periodic boundary conditions in both directions. Unless otherwise mentioned, presented results are averaged over 100000 independent initial configurations. All results are for $L = 256a$. In the following we set, for the sake of convenience, $J$, $k_B$ and $a$ to unity.

In Figs. 1(a) and (b) we show typical equilibrium snapshots from two values of $T_s$, each having critical, i.e., 50:50 proportion of up and down spins. The difference in the extent of spatial correlations between the two temperatures is easily identifiable from these pictures. Such critical enhancements [32] are demonstrated quantitatively in parts (c) and (d) of this figure. In Fig. 1(c) we show the probability distributions for order-parameter ($m$) fluctuation [36, 40]. The width is much higher for the temperature that is closer to $T_c$, implying enhanced susceptibility [32, 36, 40]. In Fig. 1(d) we have presented the structure function [32], $S(k)$, versus $k$, the latter being the wave number, for the same two temperatures. This structure function is related to the spatial fluctuation in the concentration field when the overall composition is fixed at the critical value [40–42]. In the $k \to 0$ limit, stronger enhancement in $S(k)$, for $T_s$ closer to $T_c$, is again related to higher susceptibility. In the inset of this frame we show $1/S(k)$ as a function of $k^2$, in a small $k$ regime. Linear appearances are consistent with the Ornstein-Zernike [32, 41] behavior. Steeper slope for smaller $T_s$ signifies an enhancement [32, 42] in $\xi$ with the approach to $T_c$.

With such temperature dependent initial configurations, we study the equilibration dynamics following quenches to various $T_l$ below $T_c$. In Fig. 2(a) we present plots for the growth of average domain length ($\ell$), following quenches of initial configurations prepared at different values of $T_s$. In each of
we show the time dependence of these cases the value of \( T_i \) was set at zero. These lengths were calculated from the first moment of the domain size distribution function [43], size of a domain being estimated as the distance between two successive interfaces, while scanning along different Cartesian directions. It is clearly seen in Fig. 2(a) that there exist crossings among curves and for a lower value of \( T_s \) the late time average domain lengths are smaller than those for a higher \( T_s \). This suggests that the systems starting from higher \( T_s \) are relaxing faster.

A requirement for the validity of the above discussed picture, on the growths of lengths, is the existence of the self-similar property among the evolving domains [30], for different \( T_s \), at any given instant of time within the relevant period. This feature should get reflected in the simple scaling property among the evolving domains [30], \( C(r, T_s) \equiv C(r/\ell) \), of the two-point equal time correlation function, \( C(r, T_s) = \langle S_i S_j \rangle - \langle S_i \rangle \langle S_j \rangle \). Here \( r \) is the scalar distance between the points \( i \) and \( j \), while \( C(x) \) is a master function that should be independent of \( T_s \). We intend to demonstrate the validity of the above mentioned scaling property for times below, equal to, and greater than the crossing times. For this purpose in Fig. 2(b) we have shown enlarged plots for a subset of \( T_s \) values considered in Fig. 2(a) [broken frames are used to bring clarity in both early and late time data sets]. From this figure it appears that the crossings among these length data sets occur around \( t = 1300 \). Thus, we have shown the scaling plots for the correlation functions, in parts (c), (d) and (e) of Fig. 2, for \( t = 1100, 1300 \) and 1500. In each of the cases good collapse of data can be observed. This fact states that comparisons among length data from different \( T_s \) are meaningful. Here it is worth mentioning that the initial configurations with large enough spatial correlation is fractal in nature [32]. In that case the scaling at early enough times should follow the form [32, 44-46]

\[
C(r, T_s) \equiv r^{d_f-d}C(r/\ell),
\]

where \( d_f \) is the fractal dimension. This is consistent with the Ornstein-Zernike form [32, 41] \( r^{-p}e^{-r/\xi} \). However, the observation of good data collapse for \( d_f = d \) implies that the fractal features practically disappeared well before the crossing times. In the following we present results on energy decay. This is an alternative route for the confirmation of ME [3].

In Fig. 3 we show the time dependence of \( E \), energy per spin, during evolutions for different \( T_s \) values, again by fixing \( T_i \) to zero. Like in the first frame of Fig. 2, there exist crossings here as well. Systems with higher \( T_s \), i.e., larger starting energy, are approaching new equilibrium faster. This, indeed, is the basic essence of ME. The crossings are very systematic. This is owing to extremely good statistics. A better quantitative information on the trend of crossings is demonstrated in Fig. 4. Here we have plotted the crossing times, \( t_{c,l} \), of energy curves for different values of \( T_s \), following quenches to a \( T_i \), with that for a reference value \( T_s^* = 2.35 \). We have shown results for \( T_i = 0 \) and 0.6\( T_c \). Each of these data sets conveys the message that energy plots for higher values of \( T_s \) are crossing the reference plot earlier. This indirectly implies that there exists crossing between any chosen pair of curves. This required feature is present in the plots for both the values of \( T_i \).

A comparison between the two plots in Fig. 4 suggests that with the increase of \( T_i \) crossing between curves for two different \( T_s \) values has become delayed. This may im-

![FIG. 3. Energy per spin, \( E \), is plotted as a function of time. Results from several different choices of \( T_s \) are shown. In each of these cases the systems were quenched to \( T_i = 0 \). The frame has been broken to bring clarity in both early time and late time trends in the data sets.](image)

![FIG. 4. Plots of crossing times, \( t_{c,l} \), versus \( T_s \), of energy curves for different \( T_s \) values with that of a lower reference starting temperature, viz., \( T_i^* = 2.35 \). We have shown data for two values of \( T_i \), viz., \( T_i = 0 \) and \( T_i = 0.6T_c \).](image)
(b) clearly inefficient, independent initial realizations. (b) Pearson correlation coefficient, $r_{t_{c}, T_{f}}$, is shown with the variation of $N$, the number of initial configurations used in the averaging.

To further ascertain the effects of critical fluctuations at $T_{f}$, on the magnitude of ME, we present additional results in Fig. 5(b). Given the debates on the topic, while good statistics is a necessity, it is also essential to demonstrate that there exists no bias in the presented results due to the averaging over a specific set of initial configurations. Keeping that in mind we have calculated the Pearson correlation coefficient [47], $r_{t_{c}, T_{f}} = \sum_{i=1}^{n} x_{i} y_{i} / \sqrt{\sum_{i=1}^{n} x_{i}^{2}} \sqrt{\sum_{i=1}^{n} y_{i}^{2}}$. Here $x_{i}$ and $y_{i}$ are, respectively, $t_{c,i} - T_{c}$ and $T_{f} - T$, with $T_{c}$ and $T_{f}$ being averages of crossing times and quench temperatures for a sample of size $n$ (= 6 here). We have calculated this coefficient by using $t_{c,i}$ versus $T_{f}$ data that were obtained by averaging over increasing number ($N$) of initial configurations. The $r_{t_{c}, T_{f}}$ versus $N$ plot in Fig. 5 (b) clearly conveys the message that the correlation between $t_{c,i}$ and $T_{f}$ is positive, thereby discarding the possibility of aforementioned biasness unambiguously.

We have studied kinetics of phase transitions [30] in the two-dimensional nearest neighbour Ising model [32], via Monte Carlo simulations [35], using Glauber spin-flip dynamics [38]. This mimics the ordering dynamics in uniaxial ferromagnets. The objective has been to investigate the presence of Mpemba effect [1]. For this purpose we have prepared initial configurations at various starting temperatures $T_{s}$, lying between $T_{c}$ and $\infty$. These configurations, with 50:50 compositions of up and down spins, were quenched to various final temperatures $T_{f}$ ($< T_{c}$). We observe that systems with higher $T_{s}$ tend to approach the equilibrium at a $T_{f}$ faster than the ones with lower $T_{s}$. This is the basic fact of Mpemba effect [1].

While Mpemba effect itself is a counter-intuitive phenomena, observation of it in a simple system that is considered here is even more surprising. Note that the model has no glassy ingredient. We have presented results for multiple values of $T_{f}$ in each of the cases, the effect is clearly identifiable. We have also shown that as $T_{f}$ increases towards $T_{c}$, the crossing time between energy curves for a pair of starting temperatures increases. This may imply that a phase transition is necessary for the observation of ME. However, further studies are necessary to arrive at such a conclusion.

Despite no in-built glassy feature, the model has been recognized [28, 48, 49] to exhibit unusual structure and slow dynamics at $T_{f} = 0$, particularly in $d = 3$. Such behavior may be considered to be a reason behind our striking observation. Nevertheless, interestingly, the effect is also observed for much higher values of $T_{f}$ and in $d = 2$. Our results suggest that it persists at least till $T_{f}$ is less than $T_{c}$. This work, thus, we expect to inspire further novel investigations, experimental as well as theoretical, with simple systems, providing path towards better understanding of the Mpemba effect.

In this work we have considered initial configurations with 50:50 compositions of up and down spins. It is equally important to study the case of asymmetric starting compositions. In this case also variation of the correlation length in the starting configurations can be realized with the change in temperature. Thus, the effect may be observed for non-zero initial magnetization as well. Our preliminary studies support this expectation. Nevertheless, more thorough studies are needed. Here we have considered the Glauber dynamics [38] for which the order parameter does not remain conserved over time. It will be interesting to extend the investigation to the conserved order-parameter dynamics via the implementation of Kawasaki exchange kinetics [36]. A systematic study of this, however, can be time taking. Note that in the case of Kawasaki kinetics, due to significantly slower growth [43] the crossings may occur at much later times.
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