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Abstract

Let $\Gamma$ be a discrete group acting by isometries on a product $X = X_1 \times X_2$ of Hadamard spaces. We further require that $X_1$, $X_2$ are locally compact and $\Gamma$ contains two elements projecting to a pair of independent rank one isometries in each factor. Apart from discrete groups acting by isometries on a product of $\text{CAT}(-1)$-spaces, the probably most interesting examples of such groups are Kac-Moody groups over finite fields acting on the Davis complex of their associated twin building. In [Lin10] we showed that the regular geometric limit set splits as a product $F_\Gamma \times P_\Gamma$, where $F_\Gamma \subseteq \partial X_1 \times \partial X_2$ is the projection of the geometric limit set to $\partial X_1 \times \partial X_2$, and $P_\Gamma$ encodes the ratios of the speed of divergence of orbit points in each factor. Our aim in this paper is a description of the limit set from a measure theoretical point of view. We first study the conformal density obtained from the classical Patterson-Sullivan construction, then generalize this construction to obtain measures supported in each $\Gamma$-invariant subset of the regular limit set and investigate their properties. Finally we show that the Hausdorff dimension of the radial limit set in each $\Gamma$-invariant subset of $L_\Gamma$ is bounded above by the exponential growth rate introduced in [Lin10].

1 Introduction

Let $(X_1, d_1)$, $(X_2, d_2)$ be Hadamard spaces, i.e. complete simply connected metric spaces of non-positive Alexandrov curvature, and $(X, d)$ the product $X_1 \times X_2$ endowed with the metric $d = \sqrt{d_1^2 + d_2^2}$. Assume moreover that $X_1$, $X_2$ are locally compact. Each metric space $X$, $X_1$, $X_2$ can be compactified by adding its geometric boundary $\partial X$, $\partial X_1$, $\partial X_2$ endowed with the cone topology (see [Bal95, Chapter II]). It is well-known that the regular geometric boundary $\partial X^{\text{reg}}$ of $X$ – which consists of the set of equivalence classes of geodesic rays which do not project to a point in one of the factors – is a dense open subset of $\partial X$ homeomorphic to $\partial X_1 \times \partial X_2 \times (0, \pi/2)$. The last factor in this product is called the slope of a point in $\partial X^{\text{reg}}$. The singular geometric boundary $\partial X^{\text{sing}} = \partial X \setminus \partial X^{\text{reg}}$ consists of two strata homeomorphic to $\partial X_1$, $\partial X_2$ respectively. We assign slope 0 to the first and slope $\pi/2$ to the second one.
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For a group \( \Gamma \subseteq \text{Is}(X_1) \times \text{Is}(X_2) \) acting properly discontinuously by isometries on \( X \) the limit set is defined by \( L_\Gamma := \Gamma \cdot x \cap \partial X \), where \( x \in X \) is arbitrary. In order to relate the critical exponent of a Fuchsian group to the Hausdorff dimension of its limit set, S. J. Patterson (\cite{Pat76}) and D. Sullivan (\cite{Sul79}) developed a theory of conformal densities. It turned out that for higher rank symmetric spaces and Euclidean buildings these densities in general detect only a small part of the geometric limit set (see \cite{Alb99}). In order to measure the limit set in each invariant subset of the limit set, a class of generalized conformal densities were independently introduced in \cite{Qui02} and \cite{Lin04}. One of the main goals in this paper is to adapt this construction to discrete groups \( \Gamma \subseteq \text{Is}(X_1) \times \text{Is}(X_2) \) which contain a pair of isometries projecting to independent rank one elements in each factor. Related questions were considered by M. Burger (\cite{Bur93}) for graphs of convex cocompact groups in a product of rank one symmetric spaces, and by F. Dal’bo and I. Kim (\cite{DK}) for discrete isometry groups of a product of Hadamard manifolds of pinched negative curvature.

One important class of examples satisfying our conditions are Kac-Moody groups \( \Gamma \) over a finite field which act by isometries on a product \( X = X_1 \times X_2 \), the CAT(0)-realization of the associated twin building \( B_+ \times B_- \). Indeed, there exists an element \( h = (h_1, h_2) \) projecting to a rank one element in each factor by Remark 5.4 and the proof of Corollary 1.3 in \cite{CF10}. Moreover, the action of the Weyl group produces many axial isometries \( g = (g_1, g_2) \) with \( g_i \) rank one and independent from \( h_i \) for \( i = 1, 2 \). Notice that if the order of the ground field is sufficiently large, then \( \Gamma \subseteq \text{Is}(X_1) \times \text{Is}(X_2) \) is an irreducible lattice (see e.g. \cite{Rém99} and \cite{CR09}).

A second type of examples are groups acting properly discontinuously on a product of locally compact Hadamard spaces of strictly negative Alexandrov curvature (compare \cite{DK} in the manifold setting). In this special case every non-elliptic and non-parabolic isometry in one of the factors is already a rank one element. Prominent examples here which are already covered by the above mentioned results of J. F. Quint and the author are Hilbert modular groups acting as irreducible lattices on a product of hyperbolic planes and graphs of convex cocompact groups of rank one symmetric spaces (see also \cite{Bur93}).

Before we can state our results we need some definitions. We fix a base point \( o = (o_1, o_2) \in X \). For \( \theta \in [0, \pi/2] \) we denote \( \partial X_\theta \) the set of points in the geometric boundary of slope \( \theta \). Moreover, for \( i \in \{1, 2\} \) and \( \eta_i \in \partial X_i \) let \( B_{\eta_i}(\cdot, o_i) \) denote the Busemann function centered at \( \eta_i \) based at \( o_i \).

A central role throughout the paper is played by the exponent of growth of \( \Gamma \) of given slope \( \theta \in [0, \pi/2] \) introduced in \cite{Lin10}. For \( n \in \mathbb{N} \) and \( \varepsilon > 0 \) we put

\[
N_\theta^\varepsilon(n) := \# \{ \gamma = (\gamma_1, \gamma_2) \in \Gamma : n - 1 < d(o, \gamma o) \leq n, \ | \arctan \frac{d_2(\gamma_2 o_2, o_2)}{d_1(o_1, \gamma_1 o_1)} - \theta| < \varepsilon \}.
\]

**Definition 1.1** The exponent of growth of \( \Gamma \) of slope \( \theta \in [0, \pi/2] \) is defined by

\[
\delta_\theta(\Gamma) := \liminf_{\varepsilon \to 0} \left( \limsup_{n \to \infty} \frac{1}{n} \log N_\theta^\varepsilon(n) \right).
\]
The quantity \( \delta_\theta(\Gamma) \) can be thought of as a function of \( \theta \in [0, \pi/2] \) which describes the exponential growth rate of orbit points converging to limit points of slope \( \theta \). It is an invariant of \( \Gamma \) which carries more information than the critical exponent \( \delta(\Gamma) \). Moreover, Theorem 7.4 in [Lin10] implies that there exists a unique slope \( \theta_* \in [0, \pi/2] \) such that the exponent of growth of \( \Gamma \) is maximal for this slope and equal to the critical exponent \( \delta(\Gamma) \).

Our first result concerns the measures on the geometric boundary obtained by the classical Patterson-Sullivan construction. Similar to the case of higher rank symmetric spaces or Euclidean buildings we have the following result:

**Theorem A**  The Patterson-Sullivan construction produces a conformal density with support in a single \( \Gamma \)-invariant subset of the geometric limit set. Every point in its support has slope \( \theta_* \) as above.

Thus in order to measure the remaining \( \Gamma \)-invariant subsets of the limit set, we need a more sophisticated construction. Inspired by the paper [Bur93] of M. Burger we therefore consider densities with one more degree of freedom than the classical conformal density:

**Definition 1.2** Let \( \mathcal{M}^+(\partial X) \) denote the cone of positive finite Borel measures on \( \partial X, \theta \in [0, \pi/2] \) and \( b = (b_1, b_2) \in \mathbb{R}^2 \). A \( \Gamma \)-invariant \((b, \theta)\)-density is a continuous map

\[
\mu : X \to \mathcal{M}^+(\partial X) \quad \mu_x \quad \mapsto \quad \mu_x
\]

such that for any \( x \in X \) the following three properties hold:

1. \( \emptyset \neq \text{supp}(\mu_x) \subseteq L_\Gamma \cap \partial X_\theta \),
2. \( \forall \gamma \in \Gamma \quad \gamma_*\mu_x = \mu_{\gamma x}^{-1} \),
3. if \( \theta \in (0, \pi/2) \), then \( \forall \tilde{\eta} = (\eta_1, \eta_2, \theta) \in \text{supp}(\mu_0) \)

\[
\frac{d\mu_x}{d\mu_0} (\tilde{\eta}) = e^{b_1 B_{\eta_1}(o_1,x_1) + b_2 B_{\eta_2}(o_2,x_2)},
\]

if \( \theta = 0 \), then \( b_2 = 0 \) and \( \forall \tilde{\eta} = \eta_1 \in \text{supp}(\mu_0) \)

\[
\frac{d\mu_x}{d\mu_0} (\tilde{\eta}) = e^{b_1 B_{\eta_1}(o_1,x_1)},
\]

if \( \theta = \pi/2 \), then \( b_1 = 0 \) and \( \forall \tilde{\eta} = \eta_2 \in \text{supp}(\mu_0) \)

\[
\frac{d\mu_x}{d\mu_0} (\tilde{\eta}) = e^{b_2 B_{\eta_2}(o_2,x_2)}.\]

Notice that the conformal density from Theorem A is a special case of such a density with support in \( \partial X_\theta \) and parameters \( b_1 = \delta(\Gamma) \cos \theta_*, b_2 = \delta(\Gamma) \sin \theta_* \).

We next give a criterion for the existence of a \((b, \theta)\)-density:

**Theorem B**  If \( \theta \in (0, \pi/2) \) is such that \( \delta_\theta(\Gamma) > 0 \), then there exists a \((b, \theta)\)-density for some parameters \( b = (b_1, b_2) \in \mathbb{R}^2 \).

In Section 6 we will explicitly describe the construction of such a \((b, \theta)\)-density. Notice that our method does not cover the cases \( \theta = 0 \) and \( \theta = \pi/2 \) in general. However, if \( \delta_\theta(\Gamma) = \delta(\Gamma) \), then by Theorem A the classical Patterson-Sullivan construction.

\[\text{Here } \gamma_*\mu_x \text{ denotes the measure defined by } \gamma_*\mu_x(E) = \mu_x(\gamma^{-1}E) \text{ for any Borel set } E \subseteq \partial X.\]
provides a \((b, \theta)\)-density, whether \(\theta\) belongs to \((0, \pi/2)\) or not. Unfortunately, we do not know of an example with \(\delta_\theta(\Gamma) = \delta(\Gamma)\) for \(\theta = 0\) or \(\theta = \pi/2\).

The following results about \((b, \theta)\)-densities in particular apply to any conformal density supported in a single \(\Gamma\)-invariant subset of the geometric limit set, not only the one obtained by the classical Patterson-Sullivan construction. Our main tool is a so-called shadow lemma for \((b, \theta)\)-densities, which is a generalization of the well-known shadow lemma for conformal densities. It first gives a condition for the parameters of a \((b, \theta)\)-density in terms of the exponent of growth.

**Theorem C**  If a \(\Gamma\)-invariant \((b, \theta)\)-density exists for some \(\theta \in (0, \pi/2)\), then
\[\delta_\theta(\Gamma) \leq b_1 \cos \theta + b_2 \sin \theta.\]

The following subsets of the geometric limit set will play an important role in the sequel.

**Definition 1.3** A point \(\tilde{\xi} \in \partial X\) is called a radial limit point of \(\Gamma\) if there exists a sequence \((\gamma_n) = ((\gamma_n, 1), \gamma_n, 2) \subset \Gamma\) such that \(\gamma_n \circ\) converges to \(\tilde{\xi}\), and the following condition holds:

If \(\tilde{\xi} = (\xi_1, \xi_2, \theta) \in \partial X^{reg}\), then for \(i \in \{1, 2\}\) \(\gamma_n, i \circ\) stays at bounded distance of one (and hence any) geodesic ray in the class of \(\xi_i\), if \(i = 1, 2\) and \(\tilde{\xi} = \xi_i \in \partial X_i \subset \partial X^{sing}\), then \(\gamma_n, i \circ\) stays at bounded distance of one (and hence any) geodesic ray in the class of \(\xi_i\).

We will denote the set of radial limit points of \(\Gamma\) by \(L^{rad}_\Gamma\).

Notice that in general, a radial limit point \(\tilde{\xi}\) is not approached by a sequence \(\gamma_n \circ\), \(\gamma_n \in \Gamma\), at bounded distance of a geodesic ray in the class of \(\xi\).

Our next statement shows that for certain \((b, \theta)\)-densities the corresponding exponent of growth \(\delta_\theta(\Gamma)\) is completely determined by the parameters \(\theta \in (0, \pi/2)\) and \(b = (b_1, b_2) \in \mathbb{R}^2\).

**Theorem D**  If \(\theta \in (0, \pi/2)\) and \(\mu\) is a \(\Gamma\)-invariant \((b, \theta)\)-density which gives positive measure to the radial limit set, then \(\delta_\theta(\Gamma) = b_1 \cos \theta + b_2 \sin \theta\).

The following theorem gives a restriction for the atomic part of our measures.

**Theorem E**  If \(\theta \in (0, \pi/2)\) such that \(\delta_\theta(\Gamma) > 0\), and \(\mu\) is a \(\Gamma\)-invariant \((b, \theta)\)-density, then a radial limit point is not a point mass for \(\mu\).

Moreover, using a Hausdorff measure on the geometric boundary as proposed by G. Knieper (\[Kni97, Section 4\]), we have the following

**Theorem F**  For any \(\theta \in [0, \pi/2]\) with \(L_\Gamma \cap \partial X_\theta \neq \emptyset\) we have
\[\dim_{Hd}(L^{rad}_\Gamma \cap \partial X_\theta) \leq \delta_\theta(\Gamma).\]

Unfortunately, a precise estimate for the Hausdorff dimension can be given only for a particular class of groups which we choose to call radially cocompact. Examples of such groups are uniform lattices and products of convex cocompact groups acting on a product of Hadamard manifolds of pinched negative curvature. Since Kac-Moody
groups over finite fields are never cocompact, we do not know whether a similar result holds for them.

**Theorem G** If \( \Gamma \) is radially cocompact and \( \theta \in (0, \pi/2) \) such that \( \delta_\theta(\Gamma) > 0 \), then
\[
\dim_{\text{Hd}}(L^r_{\Gamma} \cap \partial X_\theta) = \delta_\theta(\Gamma).
\]

The paper is organized as follows: In Section 2 we recall basic facts about Hadamard spaces and rank one isometries. Section 3 deals with the product case and provides some tools for the proof of the so-called shadow lemma in Section 7. In Section 4 we introduce and study the properties of the exponent of growth. Section 5 recalls the classical Patterson-Sullivan construction in our setting. The main new result here is Theorem A. In Section 6 we introduce a generalized Poincaré series that allows to construct \((b, \theta)\)-densities, and therefore proves Theorem B. Using the shadow lemma, in Section 7 we deduce properties of \((b, \theta)\)-densities and prove Theorems C, D and E. Section 8 finally is concerned with the Hausdorff dimension of the limit set and the proofs of Theorems F and G.

**Acknowledgements:** This paper was initiated during the author’s stay at IHES in Bures-sur-Yvette. She warmly thanks the institute for its hospitality and the inspiring atmosphere.

## 2 Preliminaries

The purpose of this section is to introduce terminology and notation and to summarize basic results about Hadamard spaces and rank one isometries. The main references here are [BH99] and [Bal95] (see also [BB95], and [BGS85], [Bal82] in the case of Hadamard manifolds).

Let \((X, d)\) be a metric space. A **geodesic path** joining \(x \in X\) to \(y \in X\) is a map \(\sigma\) from a closed interval \([0, l] \subset \mathbb{R}\) to \(X\) such that \(\sigma(0) = x, \sigma(l) = y\) and \(d(\sigma(t), \sigma(t')) = |t - t'|\) for all \(t, t' \in [0, l]\). We will denote such a geodesic path \(\sigma_{x,y}\). X is called **geodesic** if any two points in \(X\) can be connected by a geodesic path, if this path is unique we say that \(X\) is **uniquely geodesic**. In this text \(X\) will be a Hadamard space, i.e. a complete geodesic metric space in which all triangles satisfy the CAT(0)-inequality. This implies in particular that \(X\) is simply connected and uniquely geodesic. A **geodesic** or **geodesic line** in \(X\) is a map \(\sigma : \mathbb{R} \to X\) such that \(d(\sigma(t), \sigma(t')) = |t - t'|\) for all \(t, t' \in \mathbb{R}\), a **geodesic ray** is a map \(\sigma : [0, \infty) \to X\) such that \(d(\sigma(t), \sigma(t')) = |t - t'|\) for all \(t, t' \in [0, \infty)\). Notice that in the non-Riemannian setting completeness of \(X\) does not imply geodesically completeness, i.e. not every geodesic path or ray can be extended to a geodesic.

From here on we will assume that \(X\) is a locally compact Hadamard space. The geometric boundary \(\partial X\) of \(X\) is the set of equivalence classes of asymptotic geodesic rays endowed with the cone topology (see e.g. [Bal95], chapter II). The action of the isometry group \(\text{Is}(X)\) on \(X\) naturally extends to an action by homeomorphisms on the geometric boundary. Moreover, since \(X\) is locally compact, this boundary \(\partial X\) is
compact and the space $X$ is a dense and open subset of the compact space $\overline{X} := X \cup \partial X$. For $x \in X$ and $\xi \in \partial X$ arbitrary there exists a geodesic ray emanating from $x$ which belongs to the class of $\xi$. We will denote such a ray $\sigma_{x,\xi}$.

We say that two points $\xi, \eta \in \partial X$ can be joined by a geodesic if there exists a geodesic $\sigma : \mathbb{R} \to X$ such that $\sigma(-\infty) = \xi$ and $\sigma(\infty) = \eta$. It is well-known that if $X$ is CAT($-1$), i.e. of negative Alexandrov curvature bounded above by $-1$, then every pair of distinct points in the geometric boundary can be joined by a geodesic. This is not true in the general CAT(0)-case.

Let $x, y \in X$, $\xi \in \partial X$ and $\sigma$ a geodesic ray in the class of $\xi$. We put

\[ B_\xi(x, y) := \lim_{s \to \infty} (d(x, \sigma(s)) - d(y, \sigma(s))) \quad (1) \]

This number is independent of the chosen ray $\sigma$, and the function

\[ B_\xi(\cdot, y) : X \to \mathbb{R} \]

\[ x \mapsto B_\xi(x, y) \]

is called the Busemann function centered at $\xi$ based at $y$ (see also [Bal95], chapter II). From the definition one immediately obtains the following properties of the Busemann function:

\[ B_\xi(x, y) = -B_\xi(y, x) \quad (2) \]

\[ |B_\xi(x, y)| \leq d(x, y) \quad (3) \]

\[ B_\xi(x, z) = B_\xi(x, y) + B_\xi(y, z) \quad (4) \]

\[ B_{g\cdot \xi}(g\cdot x, g\cdot y) = B_\xi(x, y) \quad \text{for all } x, y, z \in X, \xi \in \partial X \text{ and } g \in \text{Is}(X). \]

Moreover, $B_\xi(x, y) = d(x, y)$ if and only if $y$ is a point on the geodesic ray $\sigma_{x,\xi}$, and we have the following easy lemma

**Lemma 2.1** Let $c > 0$, $x, y \in X$, $x \neq z$, and $\xi \in \partial X$ such that $d(z, \sigma_{x,\xi}) < c$. Then

\[ 0 \leq d(x, z) - B_\xi(x, z) < 2c. \]

**Proof.** The first inequality is (3). For the second one let $y \in X$ be a point on the geodesic ray $\sigma_{x,\xi}$ such that $d(z, y) < c$. Then for all $s > d(x, y)$ we have by the triangle inequality

\[ d(x, \sigma_{x,\xi}(s)) - d(z, \sigma_{x,\xi}(s)) \geq d(x, \sigma_{x,\xi}(s)) - d(z, y) - d(y, \sigma_{x,\xi}(s)) \]

\[ = d(x, y) - d(z, y) > d(x, y) - c, \]

hence $d(x, z) - B_\xi(x, z) \leq d(x, y) + c - d(x, y) + c = 2c$. \qed

A geodesic $\sigma : \mathbb{R} \to X$ is said to bound a flat half-plane if there exists a closed convex subset $i([0, \infty) \times \mathbb{R})$ in $X$ isometric to $[0, \infty) \times \mathbb{R}$ such that $\sigma(t) = i(0, t)$ for all $t \in \mathbb{R}$. Similarly, a geodesic $\sigma : \mathbb{R} \to X$ bounds a flat strip of width $c > 0$ if there exists a closed convex subset $i([0, c] \times \mathbb{R})$ in $X$ isometric to $[0, c] \times \mathbb{R}$ such that $\sigma(t) = i(0, t)$.
for all \( t \in \mathbb{R} \). We call a geodesic \( \sigma : \mathbb{R} \to X \) a \textbf{rank one geodesic} if \( \sigma \) does not bound a flat half-plane.

The following important lemma states that even though we cannot join any two distinct points in the geometric boundary of \( X \), given a rank one geodesic we can at least join points in a neighborhood of its extremities. More precisely, we have the following well-known

**Lemma 2.2** ([Bal95], Lemma III.3.1) Let \( \sigma : \mathbb{R} \to X \) be a rank one geodesic. Then there exist \( c > 0 \) and neighborhoods \( U \) of \( \sigma(-\infty) \) and \( V \) of \( \sigma(\infty) \) in \( X \) such that for any \( \xi \in U \) and \( \eta \in V \) there exists a rank one geodesic joining \( \xi \) and \( \eta \). Moreover, any such geodesic \( \sigma' \) satisfies \( d(\sigma', \sigma(0)) \leq c \).

The following kind of isometries will play a central role in the sequel.

**Definition 2.3** An isometry \( h \) of \( X \) is called \textbf{axial}, if there exists a constant \( l = l(h) > 0 \) and a geodesic \( \sigma \) such that \( h(\sigma(t)) = \sigma(t + l) \) for all \( t \in \mathbb{R} \). We call \( l(h) \) the \textbf{translation length} of \( h \), and \( \sigma \) an \textbf{axis} of \( h \). The boundary point \( h^+ := \sigma(\infty) \) is called the \textbf{attractive fixed point}, and \( h^- := \sigma(-\infty) \) the \textbf{repulsive fixed point} of \( h \). We further put \( \text{Ax}(h) := \{ x \in X \mid d(x, hx) = l(h) \} \).

We remark that \( \text{Ax}(h) \) consists of the union of parallel geodesics translated by \( h \), and \( \text{Ax}(h) \cap \partial X \) is exactly the set of fixed points of \( h \).

**Definition 2.4** An axial isometry is called \textbf{rank one} if it possesses a rank one axis. Two rank one isometries are called \textbf{independent}, if their fixed point sets are disjoint.

Notice that if \( h \) is rank one, then \( h^+ \) and \( h^- \) are the only fixed points of \( h \). Let us recall the north-south dynamics of rank one isometries.

**Lemma 2.5** ([Bal95], Lemma III.3.3) Let \( h \) be a rank one isometry. Then

(a) Any \( \xi \in \partial X \setminus \{ h^+ \} \) can be joined to \( h^+ \) by a geodesic, and every geodesic joining \( \xi \) to \( h^+ \) is rank one,

(b) given neighborhoods \( U \) of \( h^- \) and \( V \) of \( h^+ \) in \( X \) there exists \( N_0 \in \mathbb{N} \) such that \( h^{-n}(X \setminus V) \subset U \) and \( h^{n}(X \setminus U) \subset V \) for all \( n \geq N_0 \).

If \( \Gamma \) is a group acting by isometries on a locally compact Hadamard space \( X \) we define its \textbf{geometric limit set} by \( L_\Gamma := \overline{\Gamma \cdot x \cap \partial X} \), where \( x \in X \) is arbitrary.

### 3 Products of Hadamard spaces

Now let \((X_1, d_1), (X_2, d_2)\) be locally compact Hadamard spaces, and \( X = X_1 \times X_2 \) the product space endowed with the product distance \( d = \sqrt{d_1^2 + d_2^2} \). Notice that such a product is again a locally compact Hadamard space. To any pair of points \( x = (x_1, x_2) \), \( z = (z_1, z_2) \in X \) we associate the vector

\[
H(x, z) := \begin{pmatrix} d_1(x_1, z_1) \\ d_2(x_2, z_2) \end{pmatrix} \in \mathbb{R}^2 ,
\] (5)
which we call the distance vector of the pair \((x, z)\). If \(z \neq x\) we further define the direction of \(z\) with respect to \(x\) by

\[
\theta(x, z) := \arctan \frac{d_2(x, z)}{d_1(x, z)}.
\] (6)

Moreover, for convenience we set \(\theta(x, x) = 0\) for \(x \in X\).

Clearly we have \(H(z, x) = H(x, z)\) and \(\theta(z, x) = \theta(x, z)\). Notice that we can also write

\[
H(x, z) = d(x, z) \left( \begin{array}{c} \cos \theta(x, z) \\ \sin \theta(x, z) \end{array} \right),
\]

hence in particular \(\|H(x, z)\| = d(x, z)\), where \(\| \cdot \|\) denotes the Euclidean norm in \(\mathbb{R}^2\).

The following easy lemma states that distance vectors and directions are invariant by \(Is(X_1) \times Is(X_2)\).

**Lemma 3.1** If \(g = (g_1, g_2) \in Is(X_1) \times Is(X_2)\), \(x = (x_1, x_2)\), \(z = (z_1, z_2) \in X\), then

\[
H(gx, gz) = H(x, z) \quad \text{and} \quad \theta(gx, gz) = \theta(x, z).
\]

**Proof.** Since \(g_1 \in Is(X_1)\) and \(g_2 \in Is(X_2)\) we have

\[
d_1(g_1 x_1, g_1 z_1) = d_1(x_1, z_1) \quad \text{and} \quad d_2(g_2 x_2, g_2 z_2) = d_2(x_2, z_2).
\]

Hence by (5) and (6)

\[
H(gx, gz) = \left( \begin{array}{c} d_1(g_1 x_1, g_1 z_1) \\ d_2(g_2 x_2, g_2 z_2) \end{array} \right) = \left( \begin{array}{c} d_1(x_1, z_1) \\ d_2(x_2, z_2) \end{array} \right) = H(x, z),
\]

\[
\theta(gx, gz) = \arctan \frac{d_2(g_2 x_2, g_2 z_2)}{d_1(g_1 x_1, g_1 z_1)} = \arctan \frac{d_2(x_2, z_2)}{d_1(x_1, z_1)} = \theta(x, z).
\]

\(\square\)

Denote \(p_i : X \to X_i\), \(i = 1, 2\), the natural projections. Every geodesic path \(\sigma : [0, l] \to X\) can be written as a product \(\sigma(t) = (\sigma_1(t \cos \theta), \sigma_2(t \sin \theta))\), where \(\theta \in [0, \pi/2]\) and \(\sigma_1 : [0, l \cos \theta] \to X_1\), \(\sigma_2 : [0, l \sin \theta] \to X_2\) are geodesic paths in \(X_1\), \(X_2\). \(\theta\) equals the direction of \(\sigma(l)\) with respect to \(\sigma(0)\) and is called the slope of \(\sigma\).

We say that a geodesic path \(\sigma\) is regular if its slope is contained in the open interval \((0, \pi/2)\). In other words, \(\sigma\) is regular if neither \(p_1(\sigma([0, l]))\) nor \(p_2(\sigma([0, l]))\) is a point.

If \(x \in X\) and \(\sigma : [0, \infty) \to X\) is an arbitrary geodesic ray, then by elementary geometric estimates one has the relation

\[
\theta = \lim_{t \to \infty} \theta(x, \sigma(t))
\] (7)

between the slope \(\theta\) of \(\sigma\) and the directions of \(\sigma(t)\), \(t > 0\), with respect to \(x\). Similarly, one can easily show that any two geodesic rays representing the same (possibly singular) point in the geometric boundary necessarily have the same slope. So we may define the slope \(\theta(\xi)\) of a point \(\xi \in \partial X\) as the slope of an arbitrary geodesic ray representing \(\xi\).
It is easy to see that a pair of distinct boundary points cannot be joined by a geodesic if they do not have the same slope. Moreover, two regular geodesic rays $\sigma, \sigma'$ of the same slope represent the same point in the geometric boundary if and only if $\sigma_1(\infty) = \sigma'_1(\infty)$ and $\sigma_2(\infty) = \sigma'_2(\infty)$. The regular geometric boundary $\partial X^{\text{reg}}$ of $X$ is defined as the set of equivalence classes of regular geodesic rays and hence is homeomorphic to $\partial X_1 \times \partial X_2 \times (0, \pi/2)$.

If $\gamma \in \text{Is}(X_1) \times \text{Is}(X_2)$, then the slope of $\gamma \cdot \xi$ equals the slope of $\xi$. In other words, if $\partial X_{\theta}$ denotes the set of points in the geometric boundary of slope $\theta \in [0, \pi/2]$, then $\partial X_{\theta}$ is invariant by the action of $\text{Is}(X_1) \times \text{Is}(X_2)$. Notice that points in $\partial X^{\text{sing}} := (\partial X)_0 \sqcup (\partial X)_{\pi/2}$ are equivalence classes of geodesic rays which project to a point in one of the factors of $X$. Hence $(\partial X)_0$ is homeomorphic to $\partial X_1$ and $(\partial X)_{\pi/2}$ is homeomorphic to $\partial X_2$. If $\theta \in (0, \pi/2)$, then the set $\partial X_\theta \subset \partial X^{\text{reg}}$ is homeomorphic to the product $\partial X_1 \times \partial X_2$. In the sequel we will often use the identification $\partial X = \partial X_1 \sqcup \partial X_2 \sqcup (\partial X_1 \times \partial X_2 \times (0, \pi/2))$.

We remark that if $\theta \in (0, \pi/2)$, then a sequence $(y_n) = ((y_{n,1}, y_{n,2})) \subset X$ converges to $\bar{\eta} = (\eta_1, \eta_2)$ if and only if $y_{n,1} \rightarrow \eta_1, y_{n,2} \rightarrow \eta_2$ and $\theta(o, y_n) \rightarrow \theta$ as $n \rightarrow \infty$. Similarly, $(y_n) = ((y_{n,1}, y_{n,2})) \subset X$ converges to $\bar{\eta} = \eta_1 \in (\partial X)_0 \cong \partial X_1$ if and only if $y_{n,1} \rightarrow \eta_1$ and $\theta(o, y_n) \rightarrow 0$ as $n \rightarrow \infty$, and $(y_n) = ((y_{n,1}, y_{n,2})) \subset X$ converges to $\bar{\eta} = \eta_2 \in (\partial X)_{\pi/2} \cong \partial X_2$ if and only if $y_{n,2} \rightarrow \eta_2$ and $\theta(o, y_n) \rightarrow \pi/2$ as $n \rightarrow \infty$.

For higher rank symmetric spaces and Bruhat-Tits buildings there is a well-known notion of Furstenberg boundary which – for a product of rank one spaces – coincides with the product of the geometric boundaries. In our setting we choose to call the product $\partial X_1 \times \partial X_2$ endowed with the product topology the Furstenberg boundary $\partial^F X$ of $X$. Using the above parametrization of $\partial X^{\text{reg}}$ we have a natural projection

$$\pi^F : \partial X^{\text{reg}} \rightarrow \partial^F X \quad (\xi_1, \xi_2, \theta) \mapsto (\xi_1, \xi_2)$$

and a natural action of the group $\text{Is}(X_1) \times \text{Is}(X_2)$ by homeomorphisms on the Furstenberg boundary of $X = X_1 \times X_2$.

We say that two points $\xi = (\xi_1, \xi_2), \eta = (\eta_1, \eta_2) \in \partial^F X$ are opposite if $\xi_1$ and $\eta_1$ can be joined by a geodesic in $X_1$, and $\xi_2, \eta_2$ can be joined by a geodesic in $X_2$. Notice that if $\xi = (\xi_1, \xi_2), \eta = (\eta_1, \eta_2) \in \partial^F X$ are opposite, then for any $\theta \in (0, \pi/2)$ the pair of points $\xi = (\xi_1, \xi_2, \theta), \eta = (\eta_1, \eta_2, \theta) \in \partial X_\theta$ provides a pair of boundary points which can be joined by a geodesic in $X$. The same holds for the pairs $\xi = \xi_1, \eta = \eta_1 \in (\partial X)_0$ and $\xi = \xi_2, \eta = \eta_2 \in (\partial X)_{\pi/2}$.

Let $\sigma_1, \sigma_2$ be geodesics in $X_1, X_2$. We will call a set $F$ in $X$ of the form

$$F = \{(\sigma_1(t_1), \sigma_2(t_2)) : t_1, t_2 \in \mathbb{R}\}$$

a flat in $X$. Notice that a flat defined in this way is a particular case of a geometric 2-flat in $X$, i.e. a closed convex subset of $X$ isometric to Euclidean 2-space. If $X_1$ and $X_2$ are CAT($-1$), then every geometric 2-flat in $X$ is a flat according to our definition.

In general, however, this is not the case, because there may exist geometric 2-flats in each factor. In particular, $X$ may contain geometric $n$-flats of larger dimensions $n$. 
The boundary $\partial F$ of a flat $F$ is topologically a circle, and $\pi^F(\partial F \cap \partial X^\reg)$ consists of 4 points. We say that a flat $F$ joins $\xi, \eta \in \partial F X$, $\xi \neq \eta$, if $\xi, \eta \in \pi^F(\partial F \cap \partial X^\reg)$. Notice that even if $\xi, \eta \in \partial F X$ can be joined by a flat, $\xi$ and $\eta$ need not be opposite.

It is easy to see that if $X_1, X_2$ are CAT($-1$), then any two distinct points $\xi, \eta$ in the Furstenberg boundary can be joined by a unique flat, analogously to the situation in higher rank symmetric spaces. This is clearly not true in general.

For $x = (x_1, x_2)$, $z = (z_1, z_2) \in X$ such that $z_1 \neq x_1$ and $z_2 \neq x_2$, the set

$$C_{x,z} := \{(\sigma_{x_1,z_1}(t_1), \sigma_{x_2,z_2}(t_2)) : 0 \leq t_1 \leq d_1(x_1, z_1), 0 \leq t_2 \leq d_2(x_2, z_2)\}$$  \hspace{1cm} (8)

is called the Weyl chamber with apex $x$ containing $z$. Notice that if $z_1 = x_1$ or $z_2 = x_2$, then $\sigma_{x,z}$ is not defined, so the assignment in (8) is not well-defined. In this case we define $C_{x,z}$ as follows:

$$C_{x,z} := \begin{cases} \{(y_1, \sigma_{x_2,z_2}(t)) \in X : 0 \leq t \leq d_2(x_2, z_2), y_1 \in X_1\} & \text{if } x_1 = z_1 \\ \{(\sigma_{x_1,z_1}(t), y_2) \in X : 0 \leq t \leq d_1(x_1, z_1), y_2 \in X_2\} & \text{if } x_2 = z_2. \end{cases}$$

Similarly, for $x = (x_1, x_2) \in X$ and $\tilde{\xi} = (x_1, x_2, \theta) \in \partial X^\reg$ we call $C_{x,\tilde{\xi}} := \{(\sigma_{x_1,\tilde{\xi}_1}(t_1), \sigma_{x_2,\tilde{\xi}_2}(t_2)) : t_1, t_2 \geq 0\}$ the Weyl chamber with apex $x$ in the class of $\tilde{\xi}$. If $\tilde{\xi} \in \partial X^\sing$, we set

$$C_{x,\tilde{\xi}} := \begin{cases} \{\sigma_{x_1,\tilde{\xi}_1}(t), y_2 \in X : t \geq 0, y_2 \in X_2\} & \text{if } \tilde{\xi}_1 \in (\partial X)_0 \cong \partial X_1 \\ \{\sigma_{x_1,\tilde{\xi}_1}(t) \in X : t \geq 0, y_1 \in X_1\} & \text{if } \tilde{\xi}_2 \in (\partial X)_{\pi/2} \cong \partial X_2. \end{cases}$$  \hspace{1cm} (9)

In this way we have defined $C_{x,z}$ for any $x \in X$ and $z \in \overline{X} \setminus \{x\}$.

The Weyl chamber shadow of a set $B \subset X$ viewed from $x = (x_1, x_2) \in X \setminus B$ is defined by

$$\text{Sh}(x : B) := \{z \in \overline{X} : p_1(z) \neq x_1, p_2(z) \neq x_2, C_{x,z} \cap B \neq \emptyset\}.$$  \hspace{1cm} (10)

It consists of all Weyl chambers with apex $x$ which intersect $B$ non-trivially. Notice that in view of (9) we have

$$\text{Sh}(x : B) \cap (\partial X)_0 = \{\tilde{\xi}_1 \in (\partial X)_0 : \sigma_{x_1,\tilde{\xi}_1}(t) \in p_1(B) \text{ for some } t \geq 0\},$$

$$\text{Sh}(x : B) \cap (\partial X)_{\pi/2} = \{\tilde{\xi}_2 \in (\partial X)_{\pi/2} : \sigma_{x_2,\tilde{\xi}_2}(t) \in p_2(B) \text{ for some } t \geq 0\}. $$  \hspace{1cm} (11)

We next fix a base point $o = (o_1, o_2) \in X$. For $x \in X$ and $r > 0$ we denote by $B_x(r)$ the open ball of radius $r$ centered at $x$. If $h \in \text{Is}(X_1) \times \text{Is}(X_2)$ is such that both projections $h_1 \in \text{Is}(X_1)$ and $h_2 \in \text{Is}(X_2)$ are axial, we denote $h^+ \in \partial X$ its attractive fixed point, and $h^- \in \partial X$ its repulsive fixed point. If for $i \in \{1, 2\}$ $h_i^\pm \in \partial X_i$ are the attractive and repulsive fixed points of $h_i$, then we get

$$\tilde{h}^\pm = (h_1^\pm, h_2^\pm, \arctan(l(h_2)/l(h_1))) \in \partial X^\reg$$

by applying the estimate (6) to a point $x \in \text{Ax}(h)$. Hence if $h^\pm := \pi^F(\tilde{h}^\pm)$, we have $h^\pm = (h_1^\pm, h_2^\pm)$. 
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The following proposition states that all Weyl chamber shadows of sufficiently large balls contain a given open set. This will be crucial in the proof of the shadow lemma. Notice that our idea of proof also considerably simplifies the proof of the analogous statement for one factor (see [Kni97, Proposition 3.6] and [Lin07, Lemma 3.5]).

**Proposition 3.2** Suppose \( g = (g_1, g_2) \) and \( h = (h_1, h_2) \) are axial isometries such that \( g_i \) and \( h_i \) are independent rank one elements in \( Is(X_i) \) for \( i = 1, 2 \). Then there exist open neighborhoods \( U_1 \subset \partial X_1, U_2 \subset \partial X_2 \) of \( h_1^+, h_2^+ \) respectively, a finite set \( \Lambda \subset \Gamma \) and \( c_0 > 0 \) with the following properties:

If \( U := U_1 \cup U_2 \sqcup \{(x_1, x_2, \theta) \in \partial X^{reg} : x_1 \in U_1, x_2 \in U_2, \theta \in (0, \pi/2)\} \subset \partial X \), then for any \( r \geq c_0 \) and all \( y \in X \setminus B_o(r) \) there exists \( \alpha \in \Lambda \) such that

\[
\alpha U \subseteq Sh(y : B_o(r)).
\]

**Proof.** For \( i = 1, 2 \) and \( \eta = (\eta_1, \eta_2) \in \{g^-, g^+, h^-, h^+\} \) let \( U_i(\eta) \subset X_i \) be an arbitrary neighborhood of \( \eta_i \in \partial X_i \) with \( o_i \not\in U_i(\eta) \) such that all \( U_i(\eta) \) are pairwise disjoint in \( X_i \). Upon taking smaller neighborhoods, Lemma 2.2 provides a constant \( c > 0 \) such that for \( i \in \{1, 2\} \) any pair of points in distinct neighborhoods can be joined by a rank one geodesic \( \sigma_i \subset X_i \) with \( d(o_i, \sigma_i) \leq c \). Moreover, according to Lemma 2.5 (b) there exists a constant \( N \in \mathbb{N} \) such that for all \( \gamma = (\gamma_1, \gamma_2) \in \{g, g^{-1}, h, h^{-1}\} \) and \( i \in \{1, 2\} \)

\[
\gamma_i^N(X_i \setminus U_i(\gamma^-)) \subseteq U_i(\gamma^+).
\] (12)

Let \( y \in X \) arbitrary. Then one of the following cases occurs:

1. Case: \( y_1 \in X_1 \setminus U_1(h^+) \) and \( y_2 \in X_2 \setminus U_2(h^+) \)
   Then by (12) \( h^{-N} y \in U_1(h^-) \times U_2(h^-) \).

2. Case: \( y_1 \in U_1(h^+) \) and \( y_2 \in U_2(h^+) \)
   Since \( U_i(h^+) \subset X_i \setminus U_i(g^-), i = 1, 2 \), we have again by (12) \( g^N y \in U_1(g^+) \times U_2(g^+) \). Hence we are in Case 1 for \( g^N y \), so \( h^{-N} g^N y \in U_1(h^-) \times U_2(h^-) \).

3. Case: \( y_1 \in U_1(h^+) \) and \( y_2 \in X_2 \setminus (U_2(h^+) \cup U_2(g^-)) \)
   Then \( g^N y \in U_1(g^+) \times U_2(g^+) \), which yields \( h^{-N} g^N y \in U_1(h^-) \times U_2(h^-) \).

4. Case: \( y_1 \in U_1(h^+) \) and \( y_2 \in X_2 \setminus (U_2(h^+) \cup U_2(g^+)) \)
   Then \( g^{-N} y \in U_1(g^-) \times U_2(g^-) \), which gives \( h^{-N} g^{-N} y \in U_1(h^-) \times U_2(h^-) \).

5. Case: \( y_1 \in X_1 \setminus (U_1(h^+) \cup U_1(g^-)) \) and \( y_2 \in U_2(h^+) \)
   Similarly to case 3 we obtain \( h^{-N} g^{-N} y \in U_1(h^-) \times U_2(h^-) \).

6. Case: \( y_1 \in X_1 \setminus (U_1(h^+) \cup U_1(g^+)) \) and \( y_2 \in U_2(h^+) \)
   As in case 4 we get \( h^{-N} g^{-N} y \in U_1(h^-) \times U_2(h^-) \).

So we have shown the existence of \( \alpha = (\alpha_1, \alpha_2) \in \Lambda := \{h^N, g^N h^N, g^{-N} h^N\} \) such that \( \alpha^{-1} y \in U_1(h^-) \times U_2(h^-) \). In particular, by our choice of the neighborhoods \( U_i(h^\pm) \), \( i = 1, 2 \), we have for all \( z = (z_1, z_2) \in U_1(h^+) \times U_2(h^+) \)

\[
d_i(\sigma_{\alpha_i^{-1} y_i z_i}, o_i) \leq c, \quad i \in \{1, 2\}.
\]
Now recall that \( \partial X \) consists of \( \partial X \) points. Arguments as in the proof above we get the following relation for singular boundary \( C \) which implies \( C_{y,\alpha} \cap B_0(\sqrt{2}(c + L)) \neq \emptyset \). Hence the claim follows taking \( U_1 := U_1(h^+) \cap \partial X_1, U_2 := U_2(h^+) \cap \partial X_2 \) and \( c_0 := \sqrt{2}(c + L) \).

Recall the definition of the Busemann function from (1). The following easy lemma relates the Busemann function of the product to the Busemann functions on the factors. We include a proof for the convenience of the reader.

**Lemma 3.3** Let \( x = (x_1, x_2), y = (y_1, y_2) \in X, \xi = (\xi_1, \xi_2, \theta) \in \partial X^{reg} \). Then
\[
B_{\xi}(x, y) = \cos \theta \cdot B_{\xi_1}(x_1, y_1) + \sin \theta \cdot B_{\xi_2}(x_2, y_2).
\]

**Proof.** Notice that from the definition of the Busemann functions in \( X_1, X_2 \) we have
\[
B_{\xi_1}(x_1, y_1) = \lim_{s \to \infty} (s \cos \theta - d_1(y_1, \sigma_{x_1, \xi_1}(s \cos \theta))),
\]
\[
B_{\xi_2}(x_2, y_2) = \lim_{s \to \infty} (s \sin \theta - d_2(y_2, \sigma_{x_2, \xi_2}(s \sin \theta))).
\]

Now
\[
s - d(y, \sigma_{x, \xi}(s)) = \frac{s^2 - d(y, \sigma_{x, \xi}(s))^2}{s + d(y, \sigma_{x, \xi}(s))} = \frac{s^2 \cos^2 \theta - d_1(y_1, \sigma_{x_1, \xi_1}(s \cos \theta))^2}{s + d(y, \sigma_{x, \xi}(s))} + \frac{s^2 \sin^2 \theta - d_2(y_2, \sigma_{x_2, \xi_2}(s \sin \theta))^2}{s + d(y, \sigma_{x, \xi}(s))},
\]
hence the assertion is proved if
\[
\lim_{s \to \infty} \frac{s \cos \theta + d_1(y_1, \sigma_{x_1, \xi_1}(s \cos \theta))}{s + d(y, \sigma_{x, \xi}(s))} = \cos \theta \quad \text{and}
\]
\[
\lim_{s \to \infty} \frac{s \sin \theta + d_2((y_2, \sigma_{x_2, \xi_2}(s \sin \theta))}{s + d(y, \sigma_{x, \xi}(s))} = \sin \theta.
\]

This claim follows immediately from the triangle inequalities
\[
s \cdot \cos \theta - d_1(y_1, x_1) \leq d_1(y_1, \sigma_{x_1, \xi_1}(s \cdot \cos \theta)) \leq s \cdot \cos \theta + d_1(y_1, x_1),
\]
\[
s \cdot \sin \theta - d_2(y_2, x_2) \leq d_2(y_2, \sigma_{x_2, \xi_2}(s \cdot \sin \theta)) \leq s \cdot \sin \theta + d_2(y_2, x_2),
\]
\[
s - d(y, x) \leq d(y, \sigma_{x, \xi}(s)) \leq s + d(y, x).
\]

Recall that \( \partial X_\theta \subset \partial X \) denotes the set of points of slope \( \theta \in [0, \pi/2] \). Using similar arguments as in the proof above we get the following relation for singular boundary points.
Lemma 3.4 Let $x = (x_1, x_2), y = (y_1, y_2) \in X$. Then

$$B_\theta(x, y) = \begin{cases} 
B_{\xi_1}(x_1, y_1) & \text{if } \xi_1 = \xi_1 \in (\partial X)_0 \cong \partial X_1 \\
B_{\xi_2}(x_2, y_2) & \text{if } \xi_2 = \xi_2 \in (\partial X)_{\pi/2} \cong \partial X_2.
\end{cases}$$

To simplify notation in the sequel we further define for $b = (b_1, b_2) \in \mathbb{R}^2$, $x = (x_1, x_2)$, $y = (y_1, y_2) \in X$, $\xi \in \partial X$, the $b$-Busemann function $B_\xi^b(x, y) \in \mathbb{R}$ via

$$B_\xi^b(x, y) := \begin{cases} 
b_1B_{\xi_1}(x_1, y_1) + b_2B_{\xi_2}(x_2, y_2) & \text{if } \xi = (\xi_1, \xi_2, \theta) \in \partial X_{reg} \\
b_1B_{\xi_1}(x_1, y_1) & \text{if } \xi_1 = (\partial X)_0 \cong \partial X_1 \\
b_2B_{\xi_2}(x_2, y_2) & \text{if } \xi_2 = (\partial X)_{\pi/2} \cong \partial X_2.
\end{cases}$$

For convenience we denote

$$H_\theta := \begin{pmatrix} 
\cos \theta \\
\sin \theta
\end{pmatrix} \in \mathbb{R}^2$$

the unique unit vector of direction $\theta \in [0, \pi/2]$, and $\langle \cdot, \cdot \rangle$ the Euclidean inner product in $\mathbb{R}^2$. In the sequel we will need the following

Definition 3.5 The directional distance of the ordered pair $(x, y) \in X \times X$ with respect to the slope $\theta$ is defined by

$$B_\theta : X \times X \rightarrow \mathbb{R} \quad (x, y) \mapsto B_\theta(x, y) := \langle H_\theta, H(x, y) \rangle.$$ 

In particular, if $\theta = 0$, then $B_\theta(x, y) = d_1(p_1(x), p_1(y))$, if $\theta = \pi/2$, then $B_\theta(x, y) = d_2(p_2(x), p_2(y))$.

By $(\text{Is}(X_1) \times \text{Is}(X_2))$-invariance of the distance vector we immediately get that

$$B_\theta(gx, gy) = B_\theta(x, y)$$

for any $x, y \in X$ and $g \in \text{Is}(X_1) \times \text{Is}(X_2)$. Moreover, the symmetry and triangle inequality for the distances $d_1$ and $d_2$ directly imply the symmetry and triangle inequality for $B_\theta$. The following important proposition states that for $\theta \in (0, \pi/2)$ the directional distance $B_\theta$ is in fact a distance.

Proposition 3.6 For $\theta \in (0, \pi/2)$ the directional distance $B_\theta$ is a distance.

Proof. Let $x = (x_1, x_2), y = (y_1, y_2) \in X$. We clearly have

$$B_\theta(x, y) = \cos \theta \cdot d_1(x_1, y_1) + \sin \theta \cdot d_2(x_2, y_2) \geq 0,$$

because all terms involved are non-negative. Moreover, if $B_\theta(x, y) = 0$, then $\cos \theta > 0$ and $\sin \theta > 0$ imply $d_1(x_1, y_1) = 0$ and $d_2(x_2, y_2) = 0$, hence $x = y$.

Finally, we have already noticed that the symmetry and triangle inequality follow directly from the symmetry and triangle inequality for the distances $d_1$ and $d_2$. □

The following easy facts will be convenient in the sequel.
Lemma 3.7 Let \( x \in X \) and \( \hat{\xi} \in \partial X_{\theta} \) for some \( \theta \in [0, \pi/2] \). Then

\[
y \in C_{x, \hat{\xi}} \setminus \{ x \} \iff B_{\theta}(x, y) = B_{\hat{\xi}}(x, y).
\]

Proof. Write \( x = (x_1, x_2) \) and let \( y = (y_1, y_2) \in X \setminus \{ x \} \) arbitrary. Lemma 3.3 Lemma 3.4 and (3) imply

\[
B_{\hat{\xi}}(x, y) \leq \cos \theta \cdot d_1(x_1, y_1) + \sin \theta \cdot d_2(x_2, y_2) = \langle H_{\theta}, H(x, y) \rangle.
\] (16)

Assume first that \( \theta \in (0, \pi/2) \) and write \( \hat{\xi} = (\xi_1, \xi_2, \theta) \). Then we have equality in (16) if and only if \( B_{\hat{\xi}}(x_i, y_i) = d_i(x_i, y_i) \) for \( i = 1, 2 \). If \( x_1 \neq y_1 \) and \( x_2 \neq y_2 \), this is precisely the case if \( y_i \) is a point on the geodesic ray \( \sigma_{x_i, \xi_i} \) for \( i = 1, 2 \) which is equivalent to \( y \in C_{x, \hat{\xi}} \). If \( x_1 = y_1 \), then \( B_{\hat{\xi}}(x, y) = \cos \theta \cdot 0 + \sin \theta \cdot d_2(x_2, y_2) \) if and only if \( y_2 \) is a point on the geodesic ray \( \sigma_{x_2, \xi_2} \). This again holds if and only if \( y \in C_{x, \hat{\xi}} \). The case \( x_2 = y_2 \) is analogous.

If \( \hat{\xi} = \xi_1 \in (\partial X)_0 \cong \partial X_1 \) we have equality in (16) if and only if \( y_1 \) is a point on the geodesic ray \( \sigma_{x_1, \xi_1} \). This is equivalent to \( y \in C_{x, \hat{\xi}} \).

Similarly, if \( \hat{\xi} = \xi_2 \in (\partial X)_{\pi/2} \cong \partial X_2 \) we have equality in (16) if and only if \( y \in C_{x, \hat{\xi}} \).

If \( X \) is geodesically complete, this lemma allows to give the following nice geometric interpretation of the directional distance.

Corollary 3.8 If \( X = X_1 \times X_2 \) is geodesically complete, \( \theta \in [0, \pi/2] \), \( x = (x_1, x_2) \), \( y = (y_1, y_2) \in X \), then

\[
B_{\theta}(x, y) = \max\{B_{\hat{\xi}}(x, y) : \hat{\xi} \in \partial X_{\theta}\}.
\]

If \( \theta = 0 \), then the conclusion holds under the weaker condition that \( X_1 \) is geodesically complete, if \( \theta = \pi/2 \), the conclusion holds under the condition that \( X_2 \) is geodesically complete.

Proof. If \( y = x \), then \( B_{\theta}(x, y) = \langle H_{\theta}, H(x, y) \rangle = 0 \) and \( B_{\hat{\xi}}(x, y) \leq d(x, y) = 0 \) for all \( \hat{\xi} \in \partial X_{\theta} \). Hence we have \( \max\{B_{\hat{\xi}}(x, y) : \hat{\xi} \in \partial X_{\theta}\} = 0 = B_{\theta}(x, y) \).

We next treat the case \( y \neq x \). Since \( X \) is geodesically complete, every point \( y \in X \) is contained in a Weyl chamber \( C_{x, \hat{\xi}} \) for some \( \hat{\xi} \in \partial X_{\theta} \). Hence if \( y \neq x \), the previous lemma implies \( B_{\theta}(x, y) = B_{\hat{\xi}}(x, y) \). Moreover, if \( \hat{\xi} \in \partial X_{\theta} \) is arbitrary, then by Lemma 3.3 Lemma 3.4 and (3)

\[
B_{\hat{\xi}}(x, y) \leq \langle H_{\theta}, H(x, y) \rangle.
\]

Summarizing we conclude \( B_{\theta}(x, y) = B_{\hat{\xi}}(x, y) = \max\{B_{\hat{\xi}}(x, y) : \hat{\xi} \in \partial X_{\theta}\} \).

In order to prove the remaining assertions we write \( x = (x_1, x_2) \), \( y = (y_1, y_2) \) and assume that \( y \neq x \). First assume that \( \theta = 0 \) and \( X_1 \) is geodesically complete. Then there exists \( \xi_1 \in \partial X_1 \) such that \( y_1 = \sigma_{x_1, \xi_1}(t) \) for some \( t \geq 0 \). Hence if \( \hat{\xi} \in (\partial X)_0 \) is the unique point identified with \( \xi_1 \in \partial X_1 \) we have \( y \in C_{x, \hat{\xi}} \setminus \{ x \} \). The claim now follows as before from the previous lemma, Lemma 3.4 and (3).
The case $\theta = \pi/2$ and $X_2$ geodesically complete is analogous. \qed

Recall the definition of Weyl chamber shadows from \cite{Lin10}. The following lemma will be needed in the proof of the shadow lemma Theorem \cite{7,2}.

**Lemma 3.9** Let $c > 0$, $z = (z_1, z_2) \in X$ with $d(o, z) > c$, and $\tilde{\eta} \in Sh(o : B_{z}(c)) \cap \partial X$. If $\eta = (\eta_1, \eta_2, \theta) \in \partial X^{reg}$, then

$$0 \leq d_1(o_1, z_1) - B_{\eta_1}(o_1, z_1) < 2c \quad \text{and} \quad 0 \leq d_2(o_2, z_2) - B_{\eta_2}(o_2, z_2) < 2c,$$

if $\eta \in (\partial X)_0 \cong \partial X_1$, then $0 \leq d_1(o_1, z_1) - B_{\eta_1}(o_1, z_1) < 2c$, and
if $\eta \in (\partial X)_2 \cong \partial X_2$, then $0 \leq d_2(o_2, z_2) - B_{\eta_2}(o_2, z_2) < 2c$.

**Proof.** By definition $\tilde{\eta} \in Sh(o : B_{z}(c))$ translates to $C_{o, \tilde{\eta}} \cap B_{z}(c) \neq \emptyset$. Hence if $\eta = (\eta_1, \eta_2, \theta) \in \partial X^{reg}$ there exist $t_1, t_2 \geq 0$ such that $d((z_1, z_2), (\sigma_{o_1, \eta_1}(t_1), \sigma_{o_2, \eta_2}(t_2))) < c$. Therefore we have $d_{i}(z_{i}, \sigma_{o, \eta}(t_{i})) < c$ for $i \in \{1, 2\}$, so the claim follows from Lemma \cite{2.1}. The conclusion for $\tilde{\eta} \in \partial X^{sing}$ is clear in view of Lemma \cite{3.4} \cite{11} and Lemma \cite{2.1}. \qed

### 4 The exponent of growth

For the remainder of the article $X$ is a product of locally compact Hadamard spaces $X_1$, $X_2$, $o = (o_1, o_2)$ a fixed base point, and $\Gamma \subset Is(X_1) \times Is(X_2)$ a discrete group which contains two isometries $g = (g_1, g_2)$ and $h = (h_1, h_2)$ such that for $i = 1, 2$ $g_i$ and $h_i$ are independent rank one elements of $\Gamma_i$. Recall that the geometric limit set of a group $\Gamma$ acting by isometries on a locally compact Hadamard space is defined by $L_{\Gamma} := \Gamma \cdot x \cap \partial X$, where $x \in X$ is arbitrary. In this section we recall the notion of exponent of growth introduced in \cite{Lin10} and give an important criterion for divergence or convergence of certain sums over $\Gamma$. This will play a central role in the construction of (generalized) Patterson-Sullivan measures in Sections 5 and 6.

We recall the notation introduced in Section \cite{3} and put for $x, y \in X$, $\theta \in [0, \pi/2]$, $\varepsilon > 0$

$$\Gamma(x, y; \theta, \varepsilon) := \{\gamma \in \Gamma : \gamma y \neq x \quad \text{and} \quad |\theta(x, \gamma y) - \theta| < \varepsilon\}.$$ 

In order to define the exponent of growth of $\Gamma$ of slope $\theta$ we put

$$\delta_{\theta}^{\varepsilon}(x, y) := \inf\{s > 0 : \sum_{\gamma \in \Gamma(x, y; \theta, \varepsilon)} e^{-sd(x, \gamma y)} \text{ converges}\}.$$ 

If $\delta(\Gamma)$ denotes the critical exponent of $\Gamma$ defined by

$$\delta(\Gamma) := \inf\{s > 0 : \sum_{\gamma \in \Gamma} e^{-sd(o, \gamma o)} \text{ converges}\},$$

we clearly have $\delta_{\theta}^{\varepsilon}(x, y) \leq \delta(\Gamma)$ with equality if $\varepsilon > \pi/2$. Moreover, Lemma 6.1 in \cite{Lin10} shows that $\delta_{\theta}^{\varepsilon}(x, y)$ is related to the numbers

$$\Delta N_{\theta}^{\varepsilon}(x, y ; n) := \# \{\gamma \in \Gamma : n - 1 < d(x, \gamma y) \leq n, \ |\theta(x, \gamma y) - \theta| < \varepsilon\}, \quad n \in \mathbb{N},$$
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via
\[ \delta^\varepsilon_\theta(x, y) = \limsup_{n \to \infty} \frac{\log \Delta N^\varepsilon_\theta(x, y; n)}{n} \] (18)
and thus can be interpreted as an exponential growth rate of the number of orbit points
with slope \( \varepsilon \)-close to \( \theta \).

Recall that the exponent of growth of \( \Gamma \) of slope \( \theta \) is defined by
\[ \delta_\theta(\Gamma) := \liminf_{\varepsilon \to 0} \delta^\varepsilon_\theta(o, o) . \]
Notice that this number \( \delta_\theta(\Gamma) \) does not depend on the choice of arguments of \( \delta^\varepsilon_\theta \) by
Lemma 6.3 in [Lin10], and \( \delta_\theta(\Gamma) \leq \delta(\Gamma) \) for all \( \theta \in [0, \pi/2] \).

Furthermore, we recall the following properties from Section 6 in [Lin10]:

**Properties:**

(a) If \( L_\Gamma \cap \partial X_\theta \neq \emptyset \), then \( \delta_\theta(\Gamma) \geq 0 \).

(b) If \( (\theta_j) \subset [0, \pi/2] \) is a sequence converging to \( \theta \in [0, \pi/2] \), then
\[ \limsup_{j \to \infty} \delta_{\theta_j}(\Gamma) \leq \delta_\theta(\Gamma) . \]

It will turn out useful to extend the exponent of growth to a homogeneous map
\( \Psi_\Gamma : \mathbb{R}^2_\geq 0 \to \mathbb{R} \) as follows: If \( x = (x_1, x_2) \in \mathbb{R}^2_\geq 0 \) we put \( \theta(x) := \arctan(x_2/x_1) \) and set
\[ \Psi_\Gamma(x) := ||x|| \cdot \delta_\theta(x) . \] (19)

In [Lin10] we showed that \( \Psi_\Gamma \) is concave. This implies in particular that there exists
a unique \( \theta_* \in [0, \pi/2] \) such that \( \delta_{\theta_*}(\Gamma) = \max\{\delta_\theta(\Gamma) : \theta \in [0, \pi/2]\} \). The following
important proposition will play a key role in the proof of Theorem A and for the
construction of generalized Patterson-Sullivan measures. Recall the definition of the
distance vector and of \( H_\theta \) from (5) and (15) respectively.

**Proposition 4.1** Let \( D \subseteq [0, \pi/2] \) be a relatively open interval, set \( \Gamma_D := \{ \gamma \in \Gamma : \theta(o, \gamma o) \in D \} \), and let \( f : \mathbb{R}^2_\geq 0 \to \mathbb{R} \) be a continuous homogeneous function.

(a) If there exists \( \hat{\theta} \in D \) such that \( f(H_{\hat{\theta}}) < \delta_{\hat{\theta}}(\Gamma) \), then the series \( \sum_{\gamma \in \Gamma_D} e^{-f(H(o, \gamma o))} \)
diverges.

(b) If \( f(H_\theta) > \delta_\theta(\Gamma) \) for all \( \theta \in \overline{D} \), then the series \( \sum_{\gamma \in \Gamma_D} e^{-f(H(o, \gamma o))} \)
converges.

**Proof.** For \( \gamma \in \Gamma \) we set \( H_\gamma := H(o, \gamma o)/d(o, \gamma o) \).

(a) Let \( \hat{\theta} \in D \) such that \( f(H_{\hat{\theta}}) < \delta_{\hat{\theta}}(\Gamma) \). Since \( \delta_{\hat{\theta}}(\Gamma) = \liminf_{\varepsilon \to 0} \delta^\varepsilon_{\hat{\theta}}(o, o) \),
there exists \( \varepsilon \in (0, \pi/4) \) and \( \hat{s} \in \mathbb{R} \) such that for \( \gamma \in \Gamma_D \) with \( |\theta(o, \gamma o) - \hat{\theta}| < \varepsilon \) we have
\[ f(H_\gamma) < \hat{s} < \delta^\varepsilon_{\hat{\theta}}(o, o) . \]
Therefore
\[ \sum_{\gamma \in D} e^{-f(H(\gamma, o))} > \sum_{\gamma \in \Gamma} e^{-\delta d(\gamma, o)} , \]
and the latter sum diverges since \( \hat{s} < \delta^{\epsilon}(o, o) \).

(b) Let \( \hat{\theta} \in \overline{D} \). Since \( f(H_{\hat{\theta}}) > \delta_{\hat{\theta}}(\Gamma) = \liminf_{\epsilon \to 0} \delta_{\hat{\theta}}(o, o) \), there exists \( \epsilon' \in (0, \pi/4) \) and \( \hat{s} < f(H_{\hat{\theta}}) \) such that
\[ \delta_{\hat{\theta}}^{\epsilon'}(o, o) < \hat{s} < f(H_{\hat{\theta}}) . \] (20)

For \( \theta \in [0, \pi/2] \) and \( \epsilon > 0 \) we put \( B_\theta(\epsilon) := \{ \theta' \in [0, \pi/2] : |\theta' - \theta| < \epsilon \} \). The continuity of the function \( f \) and inequality (20) imply the existence of \( \hat{\epsilon} < \epsilon' \) such that for any \( \theta \in B_{\hat{\theta}}(\hat{\epsilon}) \) we have \( \hat{s} < f(H_{\hat{\theta}}) \).

Hence for all \( z \in X \) with \( \theta(o, z) \in B_{\hat{\theta}}(\hat{\epsilon}) \) we have
\[ \frac{f(H(o, z))}{d(o, z)} > \hat{s} > \delta_{\hat{\theta}}^{\epsilon'}(o, o) \geq \delta_{\hat{\theta}}^{\epsilon}(o, o) . \]

We now choose a sequence \( (\theta_j) \subset \overline{D} \) and corresponding sequences \( (s_j) \subset \mathbb{R}^+ \) and \( (\epsilon_j) \subset \mathbb{R}^+ \) such that for every \( \theta \in B_{\theta_j}(\epsilon_j) \) we have
\[ \delta_{\hat{\theta}_j}^{\epsilon_j}(o, o) < s_j < f(H_{\theta_j}) , \quad \text{and} \quad \overline{D} \subseteq \bigcup_{j \in \mathbb{N}} B_{\theta_j}(\epsilon_j) . \]

Since \( \overline{D} \) is compact we may extract a finite covering \( \bigcup_{j=1}^l B_{\theta_j}(\epsilon_j) \), and conclude
\[
\sum_{\gamma \in \Gamma} e^{-f(H(o, \gamma o))} \leq \sum_{j=1}^l \sum_{\gamma \in \Gamma, |\theta(o, \gamma o) - \theta_j| < \epsilon_j} e^{-f(H(o, \gamma o))}
\]
\[ \leq \sum_{j=1}^l \sum_{\gamma \in \Gamma, |\theta(o, \gamma o) - \theta_j| < \epsilon_j} e^{-s_j d(o, \gamma o)} < \infty , \]
because \( s_j > \delta_{\hat{\theta}_j}^{\epsilon_j}(o, o) \) for 1 \( \leq j \leq l \).

Taking \( D = [0, \pi/2] \) and \( f(H) = s \cdot \|H\| \) we obtain as a corollary that \( \delta(\Gamma) = \max\{\delta_\theta(\Gamma) : \theta \in [0, \pi/2]\} = \delta_{\hat{\theta}_j}(\Gamma) \).

We conclude this section with two illustrative examples.

**Example 1** (see [Lin10, Section 6]) If \( X \) is a product \( X = X_1 \times X_2 \) of Hadamard manifolds with pinched negative curvature, and \( \Gamma_1 \subset Is(X_1) \), \( \Gamma_2 \subset Is(X_2) \) are convex cocompact groups with critical exponents \( \delta_1, \delta_2 \), then for \( \Gamma := \Gamma_1 \times \Gamma_2 \) and for every \( \theta \in [0, \pi/2] \)
\[ \delta_\theta(\Gamma) = \delta_1 \cos \theta + \delta_2 \sin \theta . \]

This number is maximal for \( \theta_* = \arctan(\delta_2/\delta_1) \) and we have \( \delta(\Gamma) = \delta_{\theta_*}(\Gamma) = \sqrt{\delta_1^2 + \delta_2^2} \).

The homogeneous function \( \Psi_\Gamma : \mathbb{R}^2_{\geq 0} \to \mathbb{R} \) is simply the linear functional defined by
Example 2 Consider a product of hyperbolic planes \( X = H^2 \times H^2 \) and a Hilbert modular group \( \Gamma \subset \text{Is}(X) \). Then \( \Gamma \) is an irreducible non-uniform lattice in a higher rank symmetric space, hence from Proposition 7.2 and 7.3 in [Alb99] we know that \( \Psi_{\Gamma} = \langle \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \cdot \rangle \), i.e. \( \delta_{\theta}(\Gamma) = \cos \theta + \sin \theta \). Here \( \delta_{\theta}(\Gamma) \) is maximal for \( \theta^* = \pi/4 \) and we have \( \delta(\Gamma) = \delta_{\theta^*}(\Gamma) = \sqrt{2} \).

5 The classical Patterson-Sullivan construction

In this section we will construct a conformal density for \( \Gamma \) using an idea originally due to S. J. Patterson ([Pat76]) in the context of Fuchsian groups. Taking advantage of Proposition 4.1 we will be able to describe precisely its support and hence prove Theorem A.

Recall that a \( \Gamma \)-invariant conformal density of dimension \( \alpha \geq 0 \) is a continuous map \( \mu \) from \( X \) to the cone \( M^+(\partial X) \) of positive finite Borel measures on \( \partial X \) such that

\[
\text{supp}(\mu) \subseteq L_{\Gamma}, \quad \gamma \ast \mu_x = \mu_{\gamma^{-1}x} \quad \text{for all } \gamma \in \Gamma, \; x \in X
\]

and

\[
\frac{d\mu_x}{d\mu_o}(\tilde{\eta}) = e^{aB_{\tilde{\eta}}(o,x)} \quad \text{for } \tilde{\eta} \in \text{supp}(\mu_o), \; x \in X.
\]

In order to construct a \( \Gamma \)-invariant conformal density of dimension \( \delta(\Gamma) \) we first suppose that we are given a map \( b : \Gamma \rightarrow \mathbb{R}, \; \gamma \mapsto b_{\gamma} \), such that the sum

\[
\sum_{\gamma \in \Gamma} e^{-sb_{\gamma}}
\]

converges for \( s > 1 \) and diverges for \( s < 1 \). The following useful lemma states that if the above sum converges for \( s = 1 \), then we can slightly modify it to obtain a sum which diverges for \( s \leq 1 \) and converges for \( s > 1 \).

Lemma 5.1 ([Patterson [Pat76]]) There exists a positive increasing function \( h \) on \([0, \infty)\) such that

(i) \( \sum_{\gamma \in \Gamma} e^{-sb_{\gamma}} h(b_{\gamma}) \) has exponent of convergence \( s = 1 \) and diverges at \( s = 1 \);

(ii) for any \( \varepsilon > 0 \) there exists \( r_0 > 0 \) such that for \( r \geq r_0 \) and \( t > 1 \)

\[
h(rt) \leq t^\varepsilon h(r).
\]

Recall the definition of the exponent of growth of \( \Gamma \) and its properties from Section 4. We have already noticed that there exists a unique \( \theta^* \in [0, \pi/2] \) such that \( \delta(\Gamma) = \delta_{\theta^*}(\Gamma) \).
Following the original idea of Patterson [Pat76], we apply the above lemma to the map 

\[ b : \Gamma \to \mathbb{R}, \gamma \mapsto \delta(\Gamma) \cdot d(o, \gamma o). \]  

Then by definition (17) of the critical exponent \( \delta(\Gamma) \) the series \( \sum_{\gamma \in \Gamma} e^{-sb_{\gamma}} \) has exponent of convergence \( s = 1 \). If this sum converges at \( s = 1 \) we take the increasing function \( h \) from the previous lemma, otherwise we set \( h \equiv 1 \) and define 

\[ P^s := \sum_{\gamma \in \Gamma} e^{-sb_{\gamma}} h(b_{\gamma}). \]

We then obtain a family of orbital measures on \( X \) as follows: If \( D \) denotes the unit Dirac point measure, then for \( x \in X \) and \( s > 1 \) we set 

\[ \mu_x^s := \frac{1}{P^s} \sum_{\gamma \in \Gamma} e^{-s \delta(\Gamma)d(x, \gamma o)} h(b_{\gamma}) D(\gamma o). \]

These measures are \( \Gamma \)-equivariant by construction and absolutely continuous with respect to each other.

Let \( (C^0(\overline{X}), \| \cdot \|_{\infty}) \) denote the space of real valued continuous functions on \( \overline{X} \) with norm \( \| f \|_{\infty} = \max \{|f(x)| : x \in \overline{X} \} \), \( f \in C^0(\overline{X}) \). We endow the cone \( M^+(\overline{X}) \) of positive finite Borel measures on \( \overline{X} \) with the pseudo-metric 

\[ \rho(\mu_1, \mu_2) := \sup \left\{ \left| \int_{\overline{X}} f \, d\mu_1 - \int_{\overline{X}} f \, d\mu_2 \right| : f \in C^0(\overline{X}), \| f \|_{\infty} = 1 \right\}, \]  

\( \mu_1, \mu_2 \in M^+(\overline{X}), \) and obtain the following:

**Lemma 5.2** The family of maps \( \mathcal{F} := \{ x \mapsto \mu_x^s : 1 < s \leq 2 \} \) from \( X \) to \( M^+(\overline{X}) \) is equicontinuous.

**Proof.** Let \( x, y \in X \). For \( \gamma \in \Gamma \) we abbreviate 

\[ q_\gamma(y, x) := \delta(\Gamma)(d(y, \gamma o) - d(x, \gamma o)) \]

and notice that 

\[ |q_\gamma(y, x)| \leq \delta(\Gamma)d(x, y). \]  

If \( s \in (1, 2] \) and \( f \in C^0(\overline{X}) \), the inequality \( |1 - e^{-t}| \leq e|t| - 1, t \in \mathbb{R} \), then gives 

\[ \left| \int_{\overline{X}} f \, d\mu_x^s - \int_{\overline{X}} f \, d\mu_y^s \right| \leq \frac{1}{P^s} \sum_{\gamma \in \Gamma} e^{-s \delta(\Gamma)d(x, \gamma o)} \cdot h(b_{\gamma}) |f(\gamma o)| \left| 1 - e^{-sq_\gamma(y, x)} \right| \]

\[ \leq \frac{\| f \|_{\infty}}{P^s} \sum_{\gamma \in \Gamma} e^{-sb_{\gamma}} h(b_{\gamma}) e^{-sq_\gamma(x, o)} \left( e^{sq_\gamma(y, x)} - 1 \right). \]

Since \( f \in C^0(\overline{X}) \) was arbitrary, \( s \leq 2 \) and \( \sum_{\gamma \in \Gamma} e^{-sb_{\gamma}} h(b_{\gamma}) = P^s \), we conclude using (23) 

\[ \rho(\mu_x^s, \mu_y^s) \leq e^{2\delta(\Gamma)d(o, x)} \cdot (e^{2\delta(\Gamma)d(x, y)} - 1). \]

This proves that \( \mathcal{F} \) is equicontinuous. \( \square \)
Lemma 5.3 For any \( x \in X \) there exists a sequence \((s_n) \downarrow 1\) such that the measures \( \mu^s_x \subset M^+(X) \) converge weakly to a measure \( \mu_x := \mu_x(\theta, \tau, b) \) as \( n \to \infty \).

Proof. The compactness of the space \( X \) implies that every sequence of measures in \( M^+(X) \) possesses a weakly convergent subsequence. \( \square \)

The Theorem of Arzelà-Ascoli \cite[Theorem 7.17, p. 233]{Kel55} now allows to conclude that \( \mathcal{F} \) is relatively compact in the space of continuous maps \( C(X, M^+(X)) \) endowed with the topology of uniform convergence on compact sets. From the definition of \((\mu^s_x)_{x \in X}\) it follows that every accumulation point \( \mu = (\mu_x)_{x \in X} \) of \( \mathcal{F} \) as \( s \downarrow 1 \) takes its values in \( M^+(\partial X) \). Moreover, the following proposition shows that the family of measures obtained in this way are absolutely continuous with Radon-Nikodym derivative

\[
\frac{d\mu_x}{d\mu_o}(\bar{\eta}) = e^{\delta(\Gamma)B_o(o,x)}
\]

for \( \bar{\eta} \in \text{supp}(\mu_o), \ x \in X \).

Proposition 5.4 Every accumulation point \( \mu = (\mu_x)_{x \in X} \) of the family \( \mathcal{F} \) in \( C(X, M^+(X)) \) is a \( \delta(\Gamma) \)-dimensional conformal density.

Proof. Let \((\mu_x)_{x \in X}\) be an accumulation point of \( \mathcal{F} \). By construction, the measures \( \mu_x, \ x \in X \), are \( \Gamma \)-equivariant and supported on the limit set \( L_\Gamma \). It therefore remains to show

\[
\frac{d\mu_x}{d\mu_o}(\bar{\eta}) = e^{\delta(\Gamma)B_o(o,x)} \quad \text{for any} \ x \in X, \ \bar{\eta} \in \text{supp}(\mu_o).
\]

Notice that if \((y_n) \subset X\) is a sequence converging to a point \( \bar{\eta} \in \partial X \), then \( d(x,y_n) - d(\cdot,y_n) \to B_\bar{\eta}(x,\cdot) \) uniformly on compact sets in \( X \). Hence it suffices to prove that for any \( f \in C^0(\overline{X}) \)

\[
\lim_{s \downarrow 1} \left| \int_X f(z) d\mu^s_o(z) - \int_X f(z) e^{-\delta(\Gamma)(d(o,z)-d(x,z))} d\mu^s_x(z) \right| = 0.
\]

We choose \( f \in C^0(\overline{X}) \) arbitrary, \( s \in (1, 2) \) and estimate

\[
\left| \int_X f(z) d\mu^s_o(z) - \int_X f(z) e^{-\delta(\Gamma)(d(o,\gamma o)-d(x,\gamma o))} d\mu^s_x(z) \right| = \frac{1}{P^s} \sum_{\gamma \in \Gamma} f(\gamma o) h(b_\gamma) \left| e^{-s^{\delta(\Gamma)(d(o,\gamma o)-d(x,\gamma o))}} - e^{-s^{\delta(\Gamma)(d(x,\gamma o))}} \right|
\]

\[
\leq \frac{1}{P^s} \sum_{\gamma \in \Gamma} |f(\gamma o)| \cdot e^{-s\delta(\Gamma)(d(o,\gamma o)-d(x,\gamma o))} \cdot |1 - e^{\delta(\Gamma)(s-1)(d(o,\gamma o)-d(x,\gamma o))}|
\]

\[
\leq \frac{\|f\|_\infty}{P^s} \sum_{\gamma \in \Gamma} e^{-s\delta(\Gamma)(d(o,\gamma o)-d(x,\gamma o))} \cdot (e^{\delta(\Gamma)(s-1)d(o,\gamma o)-d(x,\gamma o))} - 1)
\]

\[
\leq \|f\|_\infty \cdot (e^{\delta(\Gamma)(s-1)d(o,x)}) - 1).
\]

Since the last term tends to zero as \( s \) tends to 1 the claim follows. \( \square \)
Recall that $\theta_\ast \in [0, \pi/2]$ is the unique point such that $\delta_{\theta_\ast}(\Gamma) = \delta(\Gamma)$. In order to prove Theorem A it remains to show that the support of the conformal density $\mu$ constructed above is included in the unique $\Gamma$-invariant subset of the limit set which consists of all limit points with slope $\theta_\ast$. This is the content of the following

**Proposition 5.5** The support of the conformal density $\mu = (\mu_x)_{x \in X}$ is contained in $L_\Gamma \cap \partial X_{\theta_\ast}$.

**Proof.** Recall the definition of $b_\gamma$ from (21) and let $h$ be the function from Lemma 5.1. Using Proposition 4.1 we will prove that for any $\varepsilon > 0$

$$\sum_{\gamma \in \Gamma} e^{-b_\gamma} h(b_\gamma) < \infty.$$

Let $\varepsilon > 0$ arbitrary and set $s_\varepsilon := \max\{\delta_\theta(\Gamma) : \theta \in [0, \pi/2], |\theta - \theta_\ast| \geq \varepsilon\}$.

Then by choice of $\theta_\ast$ we have $\delta(\Gamma) = \delta_{\theta_\ast}(\Gamma) > s_\varepsilon$. Fix $\alpha := \frac{1}{2}(\delta(\Gamma) - s_\varepsilon)$ and let $r_0 > 0$ such that for all $r \geq r_0$ and $t > 1$ we have $h(rt) \leq t^\alpha h(r)$. In particular, if $b_\gamma \geq r_0$, then

$$h(b_\gamma) = h\left(\frac{b_\gamma}{r_0} \cdot r_0\right) \leq \left(\frac{b_\gamma}{r_0}\right)^\alpha h(r_0) = \frac{\delta(\Gamma)^\alpha h(r_0)}{r_0^\alpha} \cdot e^{\alpha \log d(o,\gamma o)}.$$

Set $\Gamma_\varepsilon := \{\gamma \in \Gamma : |\theta(o, \gamma o) - \theta_\ast| > \varepsilon, b_\gamma \geq r_0\}$. Then

$$\sum_{\gamma \in \Gamma_\varepsilon} e^{-b_\gamma} h(b_\gamma) \leq \sum_{\gamma \in \Gamma_\varepsilon} e^{-\delta(\Gamma)d(o,\gamma o)} \cdot \frac{\delta(\Gamma)^\alpha h(r_0)}{r_0^\alpha} \cdot e^{\alpha \log d(o,\gamma o)} = \frac{\delta(\Gamma)^\alpha h(r_0)}{r_0^\alpha} \sum_{\gamma \in \Gamma_\varepsilon} e^{-(\delta(\Gamma) - \alpha)d(o,\gamma o)}.$$

Since $\delta(\Gamma) - \alpha = \frac{1}{2}\delta(\Gamma) + \frac{1}{2}s_\varepsilon > s_\varepsilon$, we conclude that

$$\sum_{\gamma \in \Gamma_\varepsilon} e^{-b_\gamma} h(b_\gamma) \text{ converges}.$$

The claim now follows from the fact that $\#\{\gamma \in \Gamma : d(o,\gamma o) < r_0/\delta(\Gamma)\}$ is finite. 

\[\square\]

**6 The generalized Patterson-Sullivan construction**

According to the statement of Theorem A, the classical conformal density constructed in the previous section gives measure zero to the set of limit points of slope different from $\theta_\ast$. In order to obtain measures on each $\Gamma$-invariant subset of the limit set we will use a variation of the classical Patterson-Sullivan construction with more degrees of freedom. The idea is to use a weighted version of the Poincaré series in order to get the
main contribution from orbit points with slope close to the desired slope $\theta \in (0, \pi/2)$. At this point, properties of the exponent of growth and Proposition 4.1 will turn out to be central importance.

Recall that $B_\theta$ denotes the directional distance introduced in Section 3. We observe that for any $b = (b_1, b_2) \in \mathbb{R}^2$, $\theta \in [0, \pi/2]$ and $\tau \geq 0$ fixed, the series

$$P_\theta^{s,b,\tau}(x,y) = \sum_{\gamma \in \Gamma} e^{-s(b_1 d_1(x_1, \gamma y_1) + b_2 d_2(x_2, \gamma y_2) + \tau(d(x, \gamma y) - B_\theta(x, \gamma y)))}$$

possesses a critical exponent which is independent of $x, y \in X$ by the triangle inequalities for $d, d_1, d_2$ and $B_\theta$. Notice that for $\tau = 0$, this is exactly the series considered by M. Burger in [Bur93]; here we will need to take $\tau$ large in order to make the contribution of the orbit points with slope far away from $\theta$ small.

For any $\theta \in [0, \pi/2]$ and $\tau \geq 0$, we define a region of convergence

$$\mathcal{R}_\theta^\tau := \{ b = (b_1, b_2) : P_\theta^{s,b,\tau}(o, o) \text{ has critical exponent } s \leq 1 \} \subseteq \mathbb{R}^2$$

and its boundary

$$\partial \mathcal{R}_\theta^\tau := \{ b = (b_1, b_2) : P_\theta^{s,b,\tau}(o, o) \text{ has critical exponent } s \leq 1 \} \subseteq \mathbb{R}^2.$$

We recall the definition of the distance vector from $(5)$. In the sequel we will identify $b = (b_1, b_2)$ with the column vector $b^t$ so that for $x = (x_1, x_2)^t \in \mathbb{R}^2$ we may write

$$\langle b, x \rangle = b_1 x_1 + b_2 x_2.$$

The region of convergence possesses the following properties:

**Lemma 6.1** If $\tau \leq \tau'$, then $\mathcal{R}_\theta^\tau \subseteq \mathcal{R}_\theta^\tau'$.

**Proof.** Let $\tau \leq \tau'$, $b \in \mathcal{R}_\theta^\tau$. Then for any $\gamma \in \Gamma$

$$e^{-s(\langle b, H(o, \gamma o) \rangle + \tau'(d(o, \gamma o) - B_\theta(o, \gamma o)))} \leq e^{-s(\langle b, H(o, \gamma o) \rangle + \tau(d(o, \gamma o) - B_\theta(o, \gamma o)))}$$

and therefore $P_\theta^{s,b,\tau'}(o, o) \leq P_\theta^{s,b,\tau}(o, o)$. Hence $P_\theta^{s,b,\tau'}(o, o)$ converges if $s > 1$. In particular, $P_\theta^{s,b,\tau'}(o, o)$ possesses a critical exponent less than or equal to 1. \qed

**Lemma 6.2** For any $\tau \geq 0$, the region $\mathcal{R}_\theta^\tau$ is convex.

**Proof.** Let $\tau \geq 0$, $a, b \in \mathcal{R}_\theta^\tau$ and $t \in [0,1]$. For $\gamma \in \Gamma$ we abbreviate

$$(ta + (1-t)b)_\gamma := \langle ta + (1-t)b, H(o, \gamma o) \rangle + \tau(d(o, \gamma o) - B_\theta(o, \gamma o)).$$

Then by Hölder’s inequality

$$\sum_{\gamma \in \Gamma} e^{-s(ta + (1-t)b)_\gamma} = \sum_{\gamma \in \Gamma} e^{-sta_\gamma} e^{-s(1-t)b_\gamma} \leq \left( \sum_{\gamma \in \Gamma} e^{-s a_\gamma} \right)^t \left( \sum_{\gamma \in \Gamma} e^{-s b_\gamma} \right)^{1-t}.$$ 

The latter sum converges if $s > 1$, hence $ta + (1-t)b \in \mathcal{R}_\theta^\tau$. \qed

With the help of Proposition 4.1 we can describe the region of convergence more precisely. The following result relates the region of convergence $\mathcal{R}_\theta^\tau$ to the exponent of growth of slope $\theta$. 
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Lemma 6.3. Let $\theta \in [0, \pi/2]$ and $\tau \geq 0$. If $(b_1, b_2) \in \mathcal{R}_\theta^+$, then $b_1 \cos \theta + b_2 \sin \theta \geq \delta_\theta(\Gamma)$.

Proof. Recall the definition of $H_\theta$ from (15) and suppose that $(b, H_\theta) = b_1 \cos \theta + b_2 \sin \theta < \delta_\theta(\Gamma)$. Then there exists $s > 1$ such that $s(b, H_\theta) < \delta_\theta(\Gamma)$. For $H \in \mathbb{R}_{\geq 0}^2$ we put

$$f(H) := s((b, H) + \tau(1 - (H_\theta, H))).$$

Moreover, the continuous homogeneous function $f : \mathbb{R}_{\geq 0}^2 \to \mathbb{R}$ satisfies $f(H_\theta) = s(b, H_\theta) < \delta_\theta(\Gamma)$, so according to Proposition 4.3 (a) applied to $D = [0, \pi/2]$, the series

$$\sum_{\gamma \in \Gamma} e^{-f(H(\gamma, \gamma))}$$

diverges.

Since $f(H(\gamma, \gamma)) = s(b_1 d_1(o_1, \gamma_1 o_1) + b_2 d_2(o_2, \gamma_2 o_2) + \tau(d(o, \gamma o) - \mathcal{B}_\theta(o, \gamma o)))$ we obtain a contradiction to $(b_1, b_2) \in \mathcal{R}_\theta^+$. \hfill \Box

Using the above properties of the region of convergence and Patterson’s Lemma 5.1 we are now going to construct $(b, \theta)$-densities as defined in the introduction. Such densities are a natural generalization of $\Gamma$-invariant conformal densities if one wants to measure each $\Gamma$-invariant subset of the geometric limit set.

From here on we fix $\theta \in [0, \pi/2]$ such that $L_\Gamma \cap \partial X_\theta \neq \emptyset$, $\tau \geq 0$ and $b = (b_1, b_2) \in \partial \mathcal{R}_\theta^+$. For $\gamma = (\gamma_1, \gamma_2) \in \Gamma$ we abbreviate

$$b_\gamma := b_1 d_1(o_1, \gamma_1 o_1) + b_2 d_2(o_2, \gamma_2 o_2) + \tau(d(o, \gamma o) - \mathcal{B}_\theta(o, \gamma o)).$$

Let $h$ be a function as in Lemma 5.1 and recall the definition of the distance vector from (5). As in Section 5 we will construct a family of orbital measures on $\overline{X}$ in the following way: If $D$ denotes the unit Dirac point measure, then for $x \in X$ and $s > 1$ we put

$$\mu_x^s := \frac{1}{P^s} \sum_{\gamma \in \Gamma} e^{-s((b, H(x, \gamma o)) + \tau(d(x, \gamma o) - \mathcal{B}_\theta(x, \gamma o)))} h(b_\gamma) D(\gamma o).$$

As in the classical case, these measures are $\Gamma$-equivariant by construction, but they depend on the parameters $\theta \in [0, \pi/2]$, $\tau \geq 0$ and $b = (b_1, b_2) \in \partial \mathcal{R}_\theta^+$.

Recall from Section 5 that $(C^0(\overline{X}), \| \cdot \|_\infty)$ is the space of real valued continuous functions on $\overline{X}$ with norm $\|f\|_\infty = \max\{|f(x)| : x \in \overline{X}\}$, $f \in C^0(\overline{X})$, and $\rho$ is the pseudo-metric on the cone $\mathcal{M}^+(\overline{X})$ of positive finite Borel measures on $\overline{X}$ defined in (22).

Lemma 6.4. Let $\theta \in [0, \pi/2]$ such that $L_\Gamma \cap \partial X_\theta \neq \emptyset$, $\tau \geq 0$ and $b = (b_1, b_2) \in \partial \mathcal{R}_\theta^+$. Then the family of maps $F(\theta, \tau, b) := \{x \mapsto \mu_x^s : 1 < s \leq 2\}$ from $X$ to $\mathcal{M}^+(\overline{X})$ is equicontinuous.

Proof. Let $x, y \in X$. For $\gamma = (\gamma_1, \gamma_2) \in \Gamma$ we abbreviate

$$q_\gamma(y, x) := b_1(d_1(y_1, \gamma_1 o_1) - d_1(x_1, \gamma_1 o_1)) + b_2(d_2(y_2, \gamma_2 o_2) - d_2(x_2, \gamma_2 o_2)) + \tau(d(y, \gamma o) - d(x, \gamma o) - \mathcal{B}_\theta(y, \gamma o) + \mathcal{B}_\theta(x, \gamma o)).$$

(25)
put \( \|b\|_1 := |b_1| + |b_2| \) and estimate

\[
|q_\gamma(y,x)| \leq b_1 d_1(y_1,x_1) + b_2 d_2(y_2,x_2) + 2\tau d(y,x) \leq d(x,y)(\|b\|_1 + 2\tau) .
\]  

(26)

If \( s \in (1,2] \) and \( f \in C^0(\overline{X}) \), the inequality \( |1 - e^{-t}| \leq e^{|t|} - 1, \ t \in \mathbb{R} \), gives

\[
\left| \int_X f \, d\mu_x^s - \int_X f \, d\mu_y^s \right| \leq \frac{1}{P^n} \sum_{\gamma \in \Gamma} e^{-s(b_1 d_1(y_1,x_1) + b_2 d_2(y_2,x_2) + \tau d(y(x,\gamma o) - B_\theta(x,\gamma o)))} \
\cdot h(b_\gamma) \left| f(\gamma o) \right| \left| 1 - e^{-sq_\gamma(y,x)} \right| \\
\leq \frac{\|f\|_\infty}{P^n} \sum_{\gamma \in \Gamma} e^{-sb_\gamma} e^{-sq_\gamma(x,o)} h(b_\gamma)(e^{s|q_\gamma(y,x)|} - 1).
\]

Since \( f \in C^0(\overline{X}) \) was arbitrary, \( s \leq 2 \) and \( \sum_{\gamma \in \Gamma} e^{-sb_\gamma} h(b_\gamma) = P^s \), we conclude using (26)

\[
\rho(\mu_x^s, \mu_y^s) \leq e^{2d(o,x)(\|b\|_1 + 2\tau)} (e^{2d(x,y)(\|b\|_1 + 2\tau)} - 1).
\]

This proves that \( \mathcal{F}(\theta, \tau, b) \) is equicontinuous. \( \square \)

**Lemma 6.5** Let \( \theta \in [0, \pi/2] \) such that \( L_\Gamma \cap \partial X_\theta \neq \emptyset \), \( \tau \geq 0 \) and \( b = (b_1, b_2) \in \partial \mathcal{R}_\theta^\Delta \). Then for any \( x \in X \) there exists a sequence \( (s_n) \searrow 1 \) such that the measures \( \mu_x^{s_n} \subset \mathcal{M}^+(\overline{X}) \) converge weakly to a measure \( \mu_x := \mu_x(\theta, \tau, b) \) as \( n \to \infty \).

**Proof.** The compactness of the space \( \overline{X} \) implies that every sequence of measures in \( \mathcal{M}^+(\overline{X}) \) possesses a weakly convergent subsequence. \( \square \)

Hence as in the classical case, the family of maps \( \mathcal{F}(\theta, \tau, b) \) is relatively compact in the space of continuous maps \( C(X, \mathcal{M}^+(\overline{X})) \) endowed with the topology of uniform convergence on compact sets. From the definition of \( (\mu_x^s)_{x \in X} \) it follows that every accumulation point \( \mu = \mu(\theta, \tau, b) = (\mu_x)_{x \in X} \) of \( \mathcal{F}(\theta, \tau, b) \) as \( s \searrow 1 \) takes its values in \( \mathcal{M}^+(\partial X) \).

Unfortunately, the families of measures obtained in this way are not very useful, because in general they are not absolutely continuous with respect to each other and also depend on the parameter \( \tau \geq 0 \). However, we still have some freedom in choosing appropriate parameters \( b = (b_1, b_2) \in \mathbb{R}^2 \).

The following proposition paves the way towards the construction of orbital measures with support in a single \( \Gamma \)-invariant subset \( L_\Gamma \cap \partial X_\theta \subseteq \partial X \).

**Proposition 6.6** Fix \( \theta \in [0, \pi/2] \) such that \( \delta_\theta(\Gamma) > 0 \). Then there exist \( b = (b_1, b_2) \in \mathbb{R}^2 \) and \( \tau_0 \geq 0 \) such that for all \( \tau \geq \tau_0 \) and for all \( \varepsilon > 0 \)

\[
\sum_{\gamma \in \Gamma \setminus \{\theta(\alpha,\gamma o) - \theta \mid > \varepsilon \}} e^{-b_\gamma} h(b_\gamma) < \infty,
\]

where \( b_\gamma \) is defined in (24), and \( h \) is a function as in Lemma 5.7.
Proof. Recall the definition of $H_\theta$ from (15). Since the function $\Psi_T$ defined in (19) is concave and upper semi-continuous, there exists a linear functional $\Phi$ on $\mathbb{R}^2$ such that

$$\Phi(H_\theta) = \Psi_T(H_\theta) \quad \text{and} \quad \Phi(H) \geq \Psi_T(H) \quad \forall H \in \mathbb{R}^2_{\geq 0}.$$  

We choose $b = (b_1, b_2) \in \mathbb{R}^2$ such that $\Phi = \langle b, \cdot \rangle$, so

$$\langle b, H_\theta \rangle = \delta_\theta(\Gamma) \quad \text{and} \quad \langle b, H_\theta \rangle \geq \delta_\theta(\Gamma) \quad \forall \theta \in [0, \pi/2].$$

Since the map $\hat{\theta} \mapsto \langle b, H_\hat{\theta} \rangle$ is continuous and $\delta_\theta(\Gamma) > 0$, there exists $\hat{\varepsilon} \in (0, 1)$ such that every $\hat{\theta} \in [0, \pi/2]$ with $|\hat{\theta} - \theta| < \hat{\varepsilon}$ satisfies $\langle b, H_\hat{\theta} \rangle > 0$. Notice that it suffices to prove the claim for $\varepsilon < \hat{\varepsilon}$, because the sum is non-increasing when $\varepsilon$ gets bigger.

We now put $\|b\|_1 := |b_1| + |b_2|$, fix $\tau_0 := 12\max\{(2\delta(\Gamma) - \delta_\theta(\Gamma) + 2\|b\|_1)/\varepsilon^2, 2\}$, and let $\varepsilon \in (0, \hat{\varepsilon})$ be arbitrary. By property (ii) of the function $h$ in Lemma 5.1 there exists $r_0 = r_0(\varepsilon) > 0$ such that for $r \geq r_0$ and $t > 1$ we have $h(rt) \leq (t)^{\varepsilon} h(r)$. Let $R = R(\varepsilon) = \max\{\frac{\tau_0}{2\varepsilon^2 \cdot \delta(\Gamma)}, 2\}$ such that $d(o, \gamma o) > R$ implies

$$d(o, \gamma o)(\|b\|_1 + 2\varepsilon^2 + 2\delta(\Gamma)) < \min \{e^{d(o, \gamma o)}, e^{\delta(\Gamma)d(o, \gamma o)}\}.$$ (27)

For $\gamma \in \Gamma$ we abbreviate $H_\gamma = H(o, \gamma o)/d(o, \gamma o)$, fix $\tau \geq \tau_0$ and set

$$\hat{\Gamma} := \{\gamma \in \Gamma : |\theta(o, \gamma o) - \theta| > \frac{\hat{\varepsilon}}{2}\},$$

$$\Gamma' := \{\gamma \in \Gamma : \frac{\varepsilon}{2} < |\theta(o, \gamma o) - \theta| < \hat{\varepsilon}\};$$

our goal is to show that $\sum_{\gamma \in \Gamma'} e^{-b_\gamma} h(b_\gamma) < \infty$ and $\sum_{\gamma \in \Gamma'} e^{-b_\gamma} h(b_\gamma) < \infty$.

First let $\gamma \in \hat{\Gamma}$. Using the Cauchy–Schwarz inequality, $\|H_\gamma - H_\theta\| \leq 2$, and the condition $\langle b, H_\theta \rangle = \delta_\theta(\Gamma)$, we have

$$\langle b, H_\gamma \rangle = \langle b, H_\theta \rangle + \langle b, H_\gamma - H_\theta \rangle \geq \delta_\theta(\Gamma) - \sqrt{b_1^2 + b_2^2} \cdot \|H_\gamma - H_\theta\| \geq \delta_\theta(\Gamma) - 2\|b\|_1.$$  

Moreover, the estimate $\cos t < 1 - t^2/3$ for $t \in \mathbb{R}$, and the fact that $d(o, \gamma o) - B_\theta(o, \gamma o) > d(o, \gamma o)(1 - \cos \frac{\varepsilon}{2})$ and $\tau \geq 12(2\delta(\Gamma) - \delta_\theta(\Gamma) + 2\|b\|_1)/\varepsilon^2$ imply

$$b_\gamma = \langle b, H(o, \gamma o) \rangle + \tau(d(o, \gamma o) - B_\theta(o, \gamma o)) > d(o, \gamma o) \left(\delta_\theta(\Gamma) - 2\|b\|_1 + \frac{\tau\varepsilon^2}{12}\right) \geq 2\delta(\Gamma)d(o, \gamma o).$$

Hence if $\gamma \in \hat{\Gamma}$ satisfies $d(o, \gamma o) > R$, then by choice of $R = \frac{r_0}{\delta(\Gamma)}$ we have $b_\gamma > r_0$, hence

$$h(b_\gamma) = h\left(\frac{b_\gamma r_0}{r_0}\right) \leq \left(\frac{b_\gamma}{r_0}\right)^{\varepsilon^2} h(r_0) = \frac{h(r_0)}{(r_0)^{\varepsilon^2} e^{\varepsilon^2 \log b_\gamma}}.$$ (28)
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Since the function \( g(t) := t - \varepsilon^2 \log t, \ t > 0 \), is monotone increasing, we conclude that for \( \gamma \in \Gamma \) with \( d(o, \gamma) > R \)

\[
g(b_\gamma) > g(2\delta(\Gamma)d(o, \gamma)) = 2\delta(\Gamma)d(o, \gamma) - \varepsilon^2 \log \left( \frac{2\delta(\Gamma)d(o, \gamma)}{\varepsilon^2} \right) = d(o, \gamma)(2\delta(\Gamma) - \varepsilon^2\delta(\Gamma)),
\]

where we used (27) in the last step. Summarizing, we estimate

\[
\sum_{\gamma \in \Gamma'} e^{-b_\gamma} h(b_\gamma) \leq \frac{h(r_0)}{(r_0)^{\varepsilon^2}} \sum_{\gamma \in \Gamma} e^{-b_\gamma + \varepsilon^2 \log b_\gamma} = \frac{h(r_0)}{(r_0)^{\varepsilon^2}} \sum_{\gamma \in \Gamma} e^{-g(b_\gamma)} < \frac{h(r_0)}{(r_0)^{\varepsilon^2}} \sum_{\gamma \in \Gamma'} e^{-2(\varepsilon^2)\delta(\Gamma)d(o, \gamma)},
\]

which converges since \( \varepsilon^2 \leq \varepsilon^2 < 1 \).

Next let \( \gamma \in \Gamma' \). As above, \( |\theta(o, \gamma) - \theta| > \varepsilon/2 \) and \( \tau \geq 24 \) imply

\[
b_\gamma > \langle b, H(o, \gamma) \rangle + \tau d(o, \gamma) \geq 0 > \varepsilon^2 \log d(o, \gamma),
\]

hence

\[
g(b_\gamma) > d(o, \gamma)\left( \langle b, H_\gamma \rangle + 2\varepsilon^2 \right) = d(o, \gamma) \left( \langle b, H_\gamma \rangle + 2\varepsilon^2 \right),
\]

By choice of \( \varepsilon \) we have \( \langle b, H_\gamma \rangle > 0 \), so \( d(o, \gamma) > R > \frac{\delta(\Gamma)}{2\varepsilon} \) yields \( b_\gamma > r_0 \). Moreover, (27) implies \( d(o, \gamma)\left( \langle b, H_\gamma \rangle + 2\varepsilon^2 \right) < e^{d(o, \gamma)} \), which gives

\[
g(b_\gamma) > d(o, \gamma) \langle b, H_\gamma \rangle + \varepsilon^2).
\]

Next we consider the continuous homogeneous function

\[
f : \mathbb{R}^2_{\geq 0} \rightarrow \mathbb{R}, \ H \mapsto \langle b, H \rangle + \varepsilon^2 ||H||.
\]

Using inequality (28) we estimate

\[
\sum_{\gamma \in \Gamma'} e^{-b_\gamma} h(b_\gamma) \leq \frac{h(r_0)}{(r_0)^{\varepsilon^2}} \sum_{\gamma \in \Gamma'} e^{-g(b_\gamma)} < \frac{h(r_0)}{(r_0)^{\varepsilon^2}} \sum_{\gamma \in \Gamma'} e^{-f(H(o, \gamma))} < \frac{h(r_0)}{(r_0)^{\varepsilon^2}} \sum_{\gamma \in \Gamma'} e^{-f(H(o, \gamma))}.
\]

This sum converges by Proposition 4.4 (b) applied to

\[
D' := \{ \tilde{\theta} \in [0, \pi/2] : \varepsilon/2 < |\tilde{\theta} - \theta| < \varepsilon \},
\]

because the continuous homogeneous function \( f \) satisfies \( f(H_\theta) > \delta_\theta(\Gamma) \) for all \( \tilde{\theta} \in D' \).
We set \( \epsilon > \gamma \). Here, for \( |\rho| > d \circ B \).

Using the definition and properties of Busemann functions and the directional distance \( F \).

Then by the Theorem of Arzel`a-Ascoli, \( C(\tau > \tau \circ \Theta) \) of continuous maps \( C(\chi, M) \) of compact sets in \( \chi \).

Notice that if \( (y_i) \) is a \( \hat{\Gamma} \)-equivariant and supported on the limit set \( L \) of continuous maps \( C(\chi, M^+(\chi)) \) endowed with the topology of uniform convergence on compact sets. The following proposition characterizes the possible accumulation points.

**Proposition 6.7** Every accumulation point \( \mu = \mu(\theta, \tau, b) \) of the family \( \mathcal{F} = \mathcal{F}(\theta, \tau, b) \) in \( C(\chi, M^+(\chi)) \) is a \( (b, \theta) \)-density.

**Proof.** Let \( (\mu_x)_{x \in X} \) be an accumulation point of \( \mathcal{F} \). By construction, the measures \( \mu_x, \) \( x \in X, \) are \( \hat{\Gamma} \)-equivariant and supported on the limit set \( L \). Proposition 6.6 further implies \( \text{supp}(\mu_o) \subseteq L \cap \partial X_o \). It therefore suffices to prove

\[
\frac{d\mu_x}{d\mu_o}(\tilde{\eta}) = e^{b_1B_{\eta_1}(0,1)+b_2B_{\eta_2}(0,2)} \quad \text{for any } x \in X, \tilde{\eta} = (\eta_1, \eta_2, \theta) \in \text{supp}(\mu_o).
\]

Notice that if \( (y_n) = ((y_{n,1}, y_{n,2})) \subset X \) is a sequence converging to a point \( \tilde{\eta} = (\eta_1, \eta_2, \theta) \in \partial X_o \), then for \( i \in \{1, 2\} \) \( d_i(x_i, y_{n,i}) - d_i(\cdot, y_{n,i}) \to B_{\eta_i}(x_i, \cdot) \) uniformly on compact sets in \( X_i \), and \( d(x, y_n) - d(\cdot, y_n) \to B_{\eta}(x, \cdot) \) uniformly on compact sets in \( X \).

Using the definition and properties of Busemann functions and the directional distance \( B_\theta \) we conclude that for any constant \( c \geq 0 \) and \( \epsilon > 0 \) arbitrary, there exist \( R > 0 \) and \( \rho > 0 \) with the following properties: If \( \gamma = (\gamma_1, \gamma_2) \in \Gamma \) satisfies \( d(o, \gamma o) > R \) and \( |\theta(o, \gamma o) - \theta| < \rho \), then for all \( x = (x_1, x_2) \in X \) with \( d(o, x) \leq c \)

\[
|d(o, \gamma o) - d(x, \gamma o) - B_\theta(o, \gamma o) + B_\theta(x, \gamma o)| < \epsilon.
\] (29)

Let \( \epsilon > 0 \) arbitrary, fix \( x \in X \), put \( c := d(o, x) \) and choose \( R > 0 \) and \( \rho > 0 \) as above.

We set

\[
\hat{\Gamma} := \{ \gamma \in \Gamma : |\theta(o, \gamma o) - \theta| > \rho/2 \},
\]

\[
\Gamma' := \{ \gamma \in \Gamma : d(o, \gamma o) > R \text{ and } |\theta(o, \gamma o) - \theta| < \rho \}.
\]

Here, for \( \gamma \in \Gamma \) we abbreviate

\[
q_\gamma(o, x) := d(o, \gamma o) - d(x, \gamma o) - B_{\theta}(o, \gamma o) + B_{\theta}(x, \gamma o)
\]
and recall that for $\gamma \in \Gamma'$ we have $|q_\gamma(o,x)| < \varepsilon$. Then for any $f \in C^0(\mathbb{X})$, $s \in (1,2]$, we have
\[
\left| \int_X f(z) \, d\mu_0^s(z) - \int_X f(z) e^{-b_1(d_1(o_1,z_1) - d_1(x_1,z_1)) - b_2(d_2(o_2,z_2) - d_2(x_2,z_2))} \, d\mu_x^s(z) \right|
\leq \frac{1}{Ps} \sum_{\gamma \in \Gamma} |f(\gamma)| \cdot e^{-sb_1 h(b_\gamma)} \cdot |1 - e^{(s-1)(b,H(o,\gamma o) - H(x,\gamma o)) + s\tau q_\gamma(o,x)}| .
\]

The triangle inequality and the estimate $|q_\gamma(o,x)| \leq 2d(o,x)$ imply that for any $\gamma \in \Gamma$
\[
|(s-1)(b,H(o,\gamma o) - H(x,\gamma o)) + s\tau q_\gamma(o,x)| \leq (s-1)\|b\|d(o,x) + 2s\tau d(o,x) .
\]

This proves that for $x \in X$ with $d(x,o) \leq c$, and $s \leq 2$, the term
\[
|1 - e^{(s-1)(b,H(o,\gamma o) - H(x,\gamma o)) + s\tau q_\gamma(o,x)}| \leq e^{(s-1)\|b\|d(o,x) + 2s\tau d(o,x)} - 1
\]
is bounded above by a constant $A = A(c,b,\tau)$. If $\gamma \in \Gamma'$ then $|q_\gamma(o,x)| < \varepsilon$, hence
\[
\lim_{s \searrow 1} |1 - e^{(s-1)(b,H(o,x)) + s\tau q_\gamma(o,x)}| \leq \lim_{s \searrow 1} e^{(s-1)\|b\|d(o,x) + 2s\tau d(o,x)} - 1 = e^{2\tau \varepsilon} - 1 .
\]

We conclude
\[
\left| \int_X f(z) \, d\mu_0^s(z) - \int_X f(z) e^{-b_1(d_1(o_1,z_1) - d_1(x_1,z_1)) - b_2(d_2(o_2,z_2) - d_2(x_2,z_2))} \, d\mu_x^s(z) \right|
\leq \frac{\|f\|_{\infty}}{Ps} \left( \sum_{\gamma \in \Gamma} e^{-sb_1 h(b_\gamma)} + \sum_{\gamma \in \Gamma} e^{-sb_1 h(b_\gamma)} A + \sum_{\gamma \in \Gamma} e^{-sb_1 h(b_\gamma)} |1 - e^{(s-1)(b,H(o,\gamma o) - H(x,\gamma o)) + s\tau q_\gamma(o,x)}| \right)
\]

Now the first term tends to zero as $s \searrow 1$ since the summation is over a finite number of $\gamma \in \Gamma$. By Proposition 6.6, $\sum_{\gamma \in \Gamma} e^{-b_1 h(b_\gamma)}$ converges, hence the second term tends to zero as $s \searrow 1$. In the last term, we have $\sum_{\gamma \in \Gamma} e^{-sb_1 h(b_\gamma)} \leq Ps$ for any $s > 1$, and therefore by (30)
\[
\lim_{s \searrow 1} \left| \int_X f(z) \, d\mu_0^s(z) - \int_X f(z) e^{-b_1(d_1(o_1,z_1) - d_1(x_1,z_1)) - b_2(d_2(o_2,z_2) - d_2(x_2,z_2))} \, d\mu_x^s(z) \right|
\leq \|f\|_{\infty} (e^{2\tau \varepsilon} - 1) .
\]

The claim follows taking the limit as $\varepsilon \searrow 0$. \hfill \square

So in particular we can construct for any $\theta \in (0,\pi/2)$ with $\delta_\theta(\Gamma) > 0$ a $(b,\theta)$-density with appropriate parameters $b = (b_1,b_2)$. This proves Theorem B from the introduction.
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7 Properties of \((b, \theta)\)-densities

In this section we will study properties of \((b, \theta)\)-densities using the shadow lemma.

Theorem 7.2. If not otherwise specified we allow \(\theta \in [0, \pi/2]\).

Lemma 7.1. Let \(\mu\) be a \((b, \theta)\)-density, and \(x \in X\). If \(\tilde{U} \subset \partial X\) is an open neighborhood of a limit point \(\tilde{\xi} \in \partial X_\theta\), then \(\mu_x(\tilde{U}) > 0\).

Proof. Let \(\tilde{U} \subset \partial X\) be an open neighborhood of a limit point \(\tilde{\xi} \in \partial X_\theta\) such that \(\mu_x(\tilde{U}) = 0\). If \(U := \tilde{U} \cap \partial X_\theta\), then by compactness and minimality of \(L_\Gamma \cap \partial X_\theta\) (see Theorem A in [Lin10]) there exists a finite set \(\Lambda \subset \Gamma\) such that

\[
L_\Gamma \cap \partial X_\theta \subseteq \bigcup_{\gamma \in \Lambda} \gamma U.
\]

Moreover, by \(\Gamma\)-equivariance

\[
\mu_x(L_\Gamma \cap \partial X_\theta) \leq \sum_{\gamma \in \Lambda} \mu_x(\gamma U) = \sum_{\gamma \in \Lambda} \mu_{\gamma - 1_x}(U) \leq \sum_{\gamma \in \Lambda} \mu_{\gamma - 1_x}(\tilde{U}) = 0,
\]

since \(\mu_{\gamma - 1_x}, \gamma \in \Lambda\), is absolutely continuous with respect to \(\mu_x\).

Recall the definition of the distance vector \((5)\) from Section 3.

Theorem 7.2 (Shadow lemma) Let \(\mu\) be a \((b, \theta)\)-density. Then there exists a constant \(c_0 > 0\) such that for any \(c > c_0\) there exists a constant \(D(c) > 1\) with the property

\[
\frac{1}{D(c)}e^{-(b, H(o, \gamma o))} \leq \mu_o(Sh(o : B_{\gamma o}(c))) \leq D(c)e^{-(b, H(o, \gamma o))}.
\]

Proof. Let \(U_1 \subset \partial X_1, U_2 \subset \partial X_2\) be neighborhoods of \(h_1^+, h_2^+, \Lambda \subset \Gamma\) finite, and \(c_0 > 0\) as in Proposition 3.2. For \(\theta \in [0, \pi/2]\) and \(\alpha = (\alpha_1, \alpha_2) \in \Lambda\) the sets

\[
U_\alpha := \begin{cases} \{(\eta_1, \eta_2, \theta) \in \partial X_\theta : \eta_1 \in \alpha_1 U_1, \eta_2 \in \alpha_2 U_2\} & \text{if } \theta \in (0, \pi/2) \\ \alpha_1 U_1 \subset \partial X_1 \cong (\partial X)_0 & \text{if } \theta = 0 \\ \alpha_2 U_2 \subset \partial X_2 \cong (\partial X)_{\pi/2} & \text{if } \theta = \pi/2 \end{cases}
\]

are relatively open neighborhoods of a limit point in \(\partial X_\theta\), so by the previous lemma

\[
q := \min\{\mu_o(U_\alpha) : \alpha \in \Lambda\}
\]

is strictly positive. Moreover, if \(c \geq c_0\) and \(\gamma \in \Gamma\) such that \(d(o, \gamma o) > c\) then by Proposition 3.2 there exists \(\alpha \in \Lambda\) such that \(U_\alpha \subseteq Sh(\gamma^{-1} o : B_o(c))\). Hence for \(c \geq c_0\) and \(\gamma \in \Gamma\) with \(d(o, \gamma o) > c\) we have

\[
\mu_o(\partial X) \geq \mu_o(Sh(\gamma^{-1} o : B_o(c))) \geq q > 0.
\]
Put \( S_\gamma := \text{Sh}(o : B_\gamma(c)) \) and recall the definition of the \( b \)-Busemann function (14). The properties (ii) and (iii) of a \((b, \theta)\)-density imply

\[
\mu_\gamma(\text{Sh}(\gamma^{-1}o : B_\gamma(c))) = \mu_\gamma(\gamma^{-1}S_\gamma) = \mu_\gamma(S_\gamma) = \int_{S_\gamma} d\mu_\gamma(\tilde{o}) = \int_{\text{Sh}(o : B_\gamma(c))} e^{b_\gamma(o, \gamma o)} d\mu_\gamma(\tilde{o}).
\]

By Lemma 3.9,

\[
e^{-2c}e^{b,H(o, \gamma o)} \mu_\gamma(S_\gamma) < \mu_\gamma(\text{Sh}(\gamma^{-1}o : B_\gamma(c))) \leq e^{b,H(o, \gamma o)} \mu_\gamma(S_\gamma),
\]

so equation (31) allows us to conclude

\[
e^{-(b,H(o, \gamma o))} q \leq \mu_\gamma(S_\gamma) \leq e^{-(b,H(o, \gamma o))} e^{2c} \cdot \mu_\gamma(\partial X). \quad \square
\]

The following applications of Theorem 7.2 yield relations between the exponent of growth of a given slope \( \theta \in [0, \pi/2] \) and the parameters of a \((b, \theta)\)-density. Recall the definition of \( H_\theta \) from (15).

**Theorem 7.3** If for \( \theta \in (0, \pi/2) \) a \( \Gamma \)-invariant \((b, \theta)\)-density exists, then

\[
\delta_\theta(\Gamma) \leq \langle b, H_\theta \rangle.
\]

**Proof.** Suppose \( \mu \) is a \((b, \theta)\)-density. Let \( c > c_0 + 1 \), where \( c_0 > 0 \) as in Theorem 7.2, \( \varepsilon > 0 \) and \( R > 3c_0 \) arbitrary. Let \( \tilde{o} = (\eta_1, \eta_2, \theta) \in \text{supp}(\mu_\gamma) \). We only need \( N(\varepsilon)R \) balls of radius 1 in \( X \) to cover the set

\[
\{ (\sigma_{\alpha_1, \eta_1}(t \cos \theta), \sigma_{\alpha_2, \eta_2}(t \sin \theta)) : X : R - 1 \leq t < R, |\hat{\theta} - \theta| < \varepsilon \}
\]

and \( N(\varepsilon) \) is independent of \( R \). Since \( \Gamma \) is discrete, a 2\( \varepsilon \)-neighborhood of any of these balls contains a uniformly bounded number \( M_\varepsilon \) of elements of \( \Gamma \cdot o \).

The compactness of \( \partial X_\theta \) implies the existence of a constant \( A > 0 \) such that every point in \( \partial X_\theta \) is contained in at most \( AM_\varepsilon N(\varepsilon)R \) sets \( \text{Sh}(o : B_{\gamma o}(c)) \), \( \gamma \in \Gamma' \), where \( \Gamma' := \{ \gamma \in \Gamma : |\theta(o, \gamma o) - \theta| < \varepsilon, R - 1 \leq d(o, \gamma o) < R \} \). Therefore

\[
\sum_{\gamma \in \Gamma'} \mu_\gamma(\text{Sh}(o : B_{\gamma o}(c))) \leq AM_\varepsilon N(\varepsilon)R\mu_\gamma(\partial X_\theta) = AM_\varepsilon N(\varepsilon)R\mu_\gamma(\partial X).
\]

Furthermore, if \( \gamma \in \Gamma' \) then \( H_\gamma := H(o, \gamma o)/d(o, \gamma o) \) satisfies \( \|H_\gamma - H_\theta\| \leq \varepsilon \). Writing \( \|b\|_1 := |b_1| + |b_2| \), using the Cauchy–Schwarz inequality and \( \sqrt{b_1^2 + b_2^2} \leq \|b\|_1 \) we obtain for \( \gamma = (\gamma_1, \gamma_2) \in \Gamma' \)

\[
\langle b, H_\gamma \rangle = \langle b, H_\theta \rangle + \langle b, H_\gamma - H_\theta \rangle \leq \langle b, H_\theta \rangle + \|b\|_1\varepsilon.
\]

Using Theorem 7.2 and

\[
\Delta N^c_\theta(o, o; R) := \# \{ \gamma \in \Gamma : R - 1 \leq d(o, \gamma o) < R, |\theta(o, \gamma o) - \theta| < \varepsilon \}, \quad R \gg 1,
\]







we conclude
\[
\Delta N(\theta, o; R) \leq \sum_{\gamma \in \Gamma} \frac{1}{D(c)} e^{-\langle b, H(\gamma o) \rangle + \varepsilon \|b\|_1 d(o, \gamma o)}
\]
\[
\leq e^{\varepsilon \|b\|_1 R} \sum_{\gamma \in \Gamma} \mu_o \left( Sh(o : B_{\gamma o}(c)) \right) \leq e^{\varepsilon \|b\|_1 R} AM c N(\varepsilon) R \mu_o(\partial X).
\]
Hence
\[
\delta(\theta, o) \leq \limsup_{R \to \infty} \frac{1}{R} \log \left( D(c) AM c N(\varepsilon) \mu_o(\partial X) R \exp \left( \langle b, H(\gamma o) \rangle + \varepsilon \|b\|_1 R \right) \right)
\]
\[
= \langle b, H(\gamma o) \rangle + \varepsilon \|b\|_1
\]
and the claim follows as \( \varepsilon \to 0. \)

Unfortunately, the proof of the above proposition does not work for \( \theta \in \{0, \pi/2\} \).
So we do not know whether the estimate holds for \( \delta(\Gamma) \) and \( \delta_{\pi/2}(\Gamma) \).

We next recall the notion of the radial limit set from Definition 1.3 of the introduction. If \( \theta \in [0, \pi/2] \), then the radial limit set in \( \partial X_{\theta} \) is given by
\[
L_{rad}^{\Gamma} \cap \partial X_{\theta} = \bigcup_{c > 0} \bigcap_{R > c} \bigcap_{\varepsilon > 0} \bigcup_{\{\gamma \in \Gamma : d(o, \gamma o) > R \}} \bigcup_{|\theta(o, \gamma o) - \theta| < \varepsilon} Sh(o : B_{\gamma o}(c)) \cap \partial X_{\theta}.
\]
Together with the previous theorem the following implies that if a \((b, \theta)\)-density gives positive measure to the regular radial limit set, then the exponent of growth of \( \Gamma \) of slope \( \theta \) is completely determined by its parameters.

**Theorem 7.4** If \( \theta \in [0, \pi/2] \) and a \((b, \theta)\)-density gives positive measure to \( L_{rad}^{\Gamma} \), then \( \delta(\Gamma) \geq \langle b, H(\gamma o) \rangle \).

**Proof.** Suppose \( \mu \) is a \((b, \theta)\)-density such that \( \mu_o(L_{rad}^{\Gamma}) > 0 \). Let \( c > c_0 \) with \( c_0 > 0 \) as in Theorem 7.2. Let \( \varepsilon > 0 \) and \( R > c \) arbitrary, and set
\[
\Gamma' := \{ \gamma \in \Gamma : d(o, \gamma o) > R, |\theta(o, \gamma o) - \theta| < \varepsilon \}.
\]
Then by (32)
\[
L_{rad}^{\Gamma} \cap \partial X_{\theta} \subseteq \bigcup_{\gamma \in \Gamma'} \bigcup_{\{\gamma \in \Gamma : d(o, \gamma o) > R \}} Sh(o : B_{\gamma o}(c)) \cap \partial X_{\theta},
\]
and we estimate
\[
0 < \mu_o(L_{rad}^{\Gamma}) = \mu_o(L_{rad}^{\Gamma} \cap \partial X_{\theta}) \leq \sum_{\gamma \in \Gamma'} \mu_o \left( Sh(o : B_{\gamma o}(c)) \right) \leq D(c) \sum_{\gamma \in \Gamma'} e^{-\langle b, H(\gamma o) \rangle}.
\]
This implies that for any \( \varepsilon > 0 \) the tail of the series
\[
\sum_{\gamma \in \Gamma} e^{-\langle b, H(\gamma o) \rangle}
\]
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does not tend to zero. Therefore the sum above diverges, and by Proposition 4.4 (b) there exists \( \theta \in [0, \pi/2] \), \( |\theta - \theta| \leq \varepsilon \) such that

\[
\langle b, H_\theta \rangle \leq \delta_\theta(\Gamma) .
\]

Taking the limit as \( \varepsilon \searrow 0 \), we conclude \( \langle b, H_\theta \rangle \leq \delta_\theta(\Gamma) \). \( \square \)

Recall the definition of the \( b \)-Busemann function (14) from Section 3. The following two lemmata hold for any \( \theta \in [0, \pi/2] \) and will be important for the proof of Theorem 7.1

**Lemma 7.5** Let \( \mu \) be a \( (b, \theta) \)-density. If \( \tilde{\eta} \in \partial X_\theta \) is a point mass for \( \mu \), and \( \Gamma_{\tilde{\eta}} \) its stabilizer, then for any \( \gamma \in \Gamma_{\tilde{\eta}} \) and \( x \in X \) we have

\[
B^b_{\eta}(x, \gamma x) = b_1B_{\eta_\gamma}(x_1, \gamma_1 x_1) + b_2B_{\eta_\gamma}(x_2, \gamma_2 x_2) = 0 .
\]

In particular, if \( \gamma, \tilde{\gamma} \in \Gamma \) are representatives of the same coset in \( \Gamma/\Gamma_{\tilde{\eta}} \), then

\[
B^b_{\eta}(x, \gamma^{-1} x) = B^b_{\eta}(x, \tilde{\gamma}^{-1} x) .
\]

**Proof.** If \( \gamma \in \Gamma_{\tilde{\eta}} \), then for \( x \in X \) we have by \( \Gamma \)-equivariance

\[
\mu_{\gamma_{\tilde{\eta}}}(\gamma) = \mu_{\gamma^{-1} \tilde{\eta}}(\gamma) = \mu_{\gamma x}(\tilde{\eta}) .
\]

From the assumption that \( \tilde{\eta} \) is a point mass and property (iii) in Definition 1.2 we get

\[
1 = \frac{\mu_{\gamma x}(\tilde{\eta})}{\mu_{\gamma x}(\tilde{\eta})} = e^{B^b_{\eta}(x, \gamma x)} ,
\]

hence \( B^b_{\eta}(x, \gamma x) = 0 \) for any \( \gamma \in \Gamma_{\tilde{\eta}} \).

Let \( \gamma, \tilde{\gamma} \in \Gamma \) such that \( \gamma_{\Gamma_{\tilde{\eta}}} = \tilde{\gamma}_{\Gamma_{\tilde{\eta}}} \in \Gamma/\Gamma_{\tilde{\eta}} \). Then \( \tilde{\gamma}^{-1} \gamma \in \Gamma_{\tilde{\eta}} \) and we obtain from the above, using the cocycle identity for the Busemann functions \( B_{\eta_\gamma}, B_{\eta_{\tilde{\gamma}}} \),

\[
B^b_{\eta}(x, \gamma^{-1} x) = B^b_{\eta}(x, \gamma^{-1} x) + B^b_{\eta}(\gamma^{-1} x, \tilde{\gamma}^{-1} \gamma^{-1} x) = B^b_{\eta}(x, \tilde{\gamma}^{-1} \gamma^{-1} x) = B^b_{\eta}(x, \tilde{\gamma}^{-1} x) .
\]

**Lemma 7.6** If \( \tilde{\eta} \in \partial X_\theta \) is a point mass for a \( (b, \theta) \)-density \( \mu \), then the sum

\[
\sum e^{B^b_{\eta}(x, \gamma^{-1} x)}
\]

taken over a system of coset representatives of \( \Gamma/\Gamma_{\tilde{\eta}} \) converges.

**Proof.** If \( \gamma \) and \( \tilde{\gamma} \) are representatives of different cosets in \( \Gamma/\Gamma_{\tilde{\eta}} \), then \( \gamma_{\Gamma_{\tilde{\eta}}} \neq \tilde{\gamma}_{\Gamma_{\tilde{\eta}}} \) and so, by \( \Gamma \)-equivariance, the sum \( \sum \mu_{\gamma_{\Gamma_{\tilde{\eta}}}}(\tilde{\eta}) = \sum \mu_{\gamma_{\Gamma_{\tilde{\eta}}}}(\tilde{\eta}) \) over a system of coset representatives of \( \Gamma/\Gamma_{\tilde{\eta}} \) is bounded above by \( \mu_{\theta}(\partial X) \). By property (iii) in Definition 1.2 and the assumption that \( \tilde{\eta} \) is a point mass we conclude that the sum

\[
\sum e^{B^b_{\eta}(x, \gamma^{-1} x)} = \sum \frac{\mu_{\gamma_{\Gamma_{\tilde{\eta}}}}(\tilde{\eta})}{\mu_{\theta}(\tilde{\eta})} = \frac{1}{\mu_{\theta}(\tilde{\eta})} \sum \mu_{\gamma_{\Gamma_{\tilde{\eta}}}}(\tilde{\eta})
\]

over a system of coset representatives of \( \Gamma/\Gamma_{\tilde{\eta}} \) is bounded above by \( \mu_{\theta}(\partial X)/\mu_{\theta}(\tilde{\eta}) \). Since \( \mu_{\theta} \) is a finite measure and \( \mu_{\theta}(\tilde{\eta}) > 0 \), the above sum converges. \( \square \)
Theorem 7.7 If \( \delta_\theta(\Gamma) > 0 \) then a regular radial limit point \( \tilde{\eta} \in L^*_\Gamma \cap \partial X^{reg} \) is not a point mass for any \((b, \theta)\)-density.

Proof. Let \( \mu \) be a \((b, \theta)\)-density. If \( \tilde{\eta} \notin \partial X_\theta \), then \( \tilde{\eta} \notin \text{supp}(\mu_o) \), hence \( \tilde{\eta} \) cannot be a point mass.

Suppose \( \tilde{\eta} = (\eta_1, \eta_2, \theta) \in L^*_\Gamma \cap \partial X_\theta \) is a point mass for \( \mu \). Then by Theorem 7.4 \( \langle b, H_\theta \rangle = \delta_\theta(\Gamma) > 0 \), hence by continuity of the map \( \hat{\theta} \mapsto \langle b, H_{\hat{\theta}} \rangle \) there exists \( \varepsilon > 0 \) such that every \( \hat{\theta} \in [0, \pi/2] \) with \( |\hat{\theta} - \theta| < \varepsilon \) satisfies \( \langle b, H_{\hat{\theta}} \rangle > q > 0 \). Moreover, by definition of the radial limit set (32) there exists a constant \( c > 0 \) and a sequence \( (\gamma_n) = ((\gamma_{n,1}, \gamma_{n,2})) \subset \Gamma \) such that \( |\theta(o, \gamma_n o) - \theta| < \varepsilon \) and \( \tilde{\eta} \in S(o : B_{\gamma_n o}(c)) \) for all \( n \in \mathbb{N} \). Corollary 3.9 implies \( B_{\eta_i}(o_i, \gamma_{n,i} o_i) > d_i(o_i, \gamma_{n,i} o_i) - 2c \) for all \( n \in \mathbb{N} \) and \( i \in \{1, 2\} \). We conclude

\[
B^b_{\eta_i}(o, \gamma_{n, i}) > \langle b, H(o, \gamma_{n, i}) \rangle - 2\|b\|_1 c \to \infty,
\]

because \( \langle b, H(o, \gamma_{n, i}) \rangle > q \cdot d(o, \gamma_{n, i} o) \) and \( d_i(o_i, \gamma_{n,i} o_i) \to \infty \) for all \( i \in \{1, 2\} \) as \( n \to \infty \).

Passing to a subsequence if necessary, we may therefore assume that \( B^b_{\eta_i}(o, \gamma_{n, i}) \) is strictly increasing to infinity as \( n \to \infty \).

Now suppose there exist \( l, j \in \mathbb{N} \), \( l \neq j \) such that \( \gamma_{l}^{-1} \Gamma_{\tilde{\eta}} = \gamma_{j}^{-1} \Gamma_{\tilde{\eta}} \). Since \( \tilde{\eta} \) is a point mass for \( \mu \) Lemma 7.5 implies \( B^b_{\eta_i}(o, \gamma_{j} o) = B^b_{\eta_i}(o, \gamma_{l} o) \), in contradiction to the choice of the subsequence \( (\gamma_n) \). Hence \( \gamma_{l}^{-1} \Gamma_{\tilde{\eta}} \neq \gamma_{j}^{-1} \Gamma_{\tilde{\eta}} \) for all \( l \neq j \), and the sum \( \sum e^{B^b_{\eta_i}(o, \gamma_{n, i})} \) over a system of coset representatives of \( \Gamma/\Gamma_{\tilde{\eta}} \) is bounded below by

\[
\sum_{n \in \mathbb{N}} e^{B^b_{\eta_i}(o, \gamma_{n, i})},
\]

and therefore diverges in contradiction to Lemma 7.6. We conclude that \( \tilde{\eta} \) cannot be a point mass for \( \mu_o \). \( \square \)

8 Hausdorff dimension

This final section introduces an appropriate notion of Hausdorff measure and Hausdorff dimension on the geometric boundary \( \partial X \) in order to estimate the size of the radial limit set in each \( \Gamma \)-invariant subset \( L_\Gamma \cap \partial X_\theta \) of the geometric limit set. Our results are most precise for a class of groups which we call radially cocompact. In this case, the Hausdorff dimension of the radial limit set in a given subset \( \partial X_\theta \subseteq \partial X^{reg} \) equals the exponent of growth of slope \( \theta \).

We will follow the idea of G. Knieper (Kni97 §4) for a definition of Hausdorff measure on the geometric boundary. For \( \xi \in \partial X \), \( c > 0 \) and \( 0 < r < e^{-c} \) we call the set

\[
B^c_{\xi}(\xi) := \{ \tilde{\eta} \in \partial X : d(\sigma_o \tilde{\eta}(-\log r), \sigma_o \xi(-\log r)) < c \}
\]
a \( c \)-ball of radius \( r \) centered at \( \tilde{\xi} \). Using this conformal structure, we define as in the case of metric spaces Hausdorff measure and Hausdorff dimension on the geometric boundary \( \partial X \).

**Definition 8.1** Let \( E \) be a Borel subset of \( \partial X \), and

\[
\text{Hd}_\alpha^c(E) := \inf \left\{ \sum r_i^\alpha : |E| \subseteq \bigcup B_{r_j}^c(\tilde{\xi}_j), \ r_j < \varepsilon \right\}.
\]

The \( \alpha \)-dimensional Hausdorff measure of \( E \) is defined by \( \text{Hd}^\alpha(E) = \lim_{\varepsilon \to 0} \text{Hd}_\alpha^c(E) \), and the Hausdorff dimension of \( E \) is the number

\[
\dim_{\text{Hd}}(E) = \inf \{ \alpha \geq 0 \mid \text{Hd}^\alpha(E) < \infty \}.
\]

Recall the notion of Weyl chambers and Weyl chamber shadows from Section 3. The following lemma gives a relation between Weyl chamber shadows in \( \partial X_\theta \) and \( c \)-balls.

**Lemma 8.2** Let \( c > 0 \) and \( \theta \in [0, \pi/2) \). We set \( A := \max\{\sin \theta / \cos \theta, \cos \theta / \sin \theta\} \) if \( \theta \in (0, \pi/2) \) and \( A := 0 \) otherwise. Let \( \varepsilon \in (0, \pi/2) \) arbitrary with \( \varepsilon \leq \frac{1}{2} \min\{\theta, \pi/2 - \theta\} \) if \( \theta \in (0, \pi/2) \), and \( \tilde{\eta} \in \partial X_\theta \). If \( y \in C_{o, \tilde{\eta}} \) satisfies \( d(o, y) > c \) and \( |\theta(o, y) - \theta| < \varepsilon \), then with \( r := \exp(-d(o, y)(\cos \varepsilon - A \sin \varepsilon)) \) we have

\[
\text{Sh}(o : B_y(c/2)) \cap \partial X_\theta \subseteq B_r^c(\tilde{\eta})
\]

**Proof.** Fix \( y = (y_1, y_2) \in C_{o, \tilde{\eta}} \) with \( d(o, y) > c \) and \( |\theta(o, y) - \theta| < \varepsilon \), and set \( t_i := d_i(o_i, y_i) \) for \( i \in \{1, 2\} \). We have to show that for \( \tilde{\eta} \in \text{Sh}(o : B_y(c/2)) \cap \partial X_\theta \) arbitrary the inequality \( d(\sigma_{o, \tilde{\eta}}(-\log r), \sigma_{o, \tilde{\eta}}(-\log \tilde{r})) < c \) holds. Notice that by definition of the Weyl chamber shadows we have \( d(y, C_{o, \tilde{\eta}}) < c/2 \).

Assume first that \( \theta \in (0, \pi/2) \) and write \( \tilde{\eta} = (\eta_1, \eta_2, \theta), \quad \tilde{\zeta} = (\zeta_1, \zeta_2, \theta) \). If for \( i \in \{1, 2\} \) we set \( c_i := d_i(y_i, \sigma_{o, \tilde{\eta}}) \), then \( d(y, C_{o, \tilde{\eta}}) < c/2 \) implies \( \sqrt{c_1^2 + c_2^2} < c/2 \). Since \( y \in C_{o, \tilde{\eta}} \), \( y_1 \) is a point on the geodesic ray \( \sigma_{o_1, \eta_1} \) and \( y_2 \) is a point on the geodesic ray \( \sigma_{o_2, \eta_2} \). Moreover, by elementary geometric estimates we have for \( i = 1, 2 \)

\[
d_i(\sigma_{o_1, \eta_1}(t_i), \sigma_{o_2, \eta_2}(t_i)) = d_i(y_i, \sigma_{o_i, \tilde{\eta}}(t_i)) \leq 2c_i.
\]

Now \( |\theta(o, y) - \theta| < \varepsilon \) and the choice of \( A \) imply

\[
t_1 = d(o, y) \cos \theta(o, y) \geq d(o, y) \cos(\theta + \varepsilon) \geq d(o, y) \cos \theta \left( \cos \varepsilon - A \cdot \sin \varepsilon \right),
\]

\[
t_2 = d(o, y) \sin \theta(o, y) \geq d(o, y) \sin(\theta - \varepsilon) \geq d(o, y) \sin \theta \left( \cos \varepsilon - A \cdot \sin \varepsilon \right).
\]

Notice that \( \cos \varepsilon - A \cdot \sin \varepsilon > 0 \) because \( \varepsilon \leq \frac{1}{2} \min\{\theta, \pi/2 - \theta\} \). Using the definition of the constant \( r \) and the convexity of the distance function in \( X_1, X_2 \) we get

\[
d_1(\sigma_{o_1, \eta_1}(-\log r \cdot \cos \theta), \sigma_{o_1, \tilde{\eta}}(t_1)) \leq d_1(\sigma_{o_1, \eta_1}(t_1), \sigma_{o_1, \tilde{\eta}}(t_1)) \leq 2c_1,
\]

\[
d_2(\sigma_{o_2, \eta_2}(-\log r \cdot \sin \theta), \sigma_{o_2, \tilde{\eta}}(t_2)) \leq d_2(\sigma_{o_2, \eta_2}(t_2), \sigma_{o_2, \tilde{\eta}}(t_2)) \leq 2c_2.
\]
Since $\sigma_{o,\tilde{\eta}}(t) = (\sigma_{o_1,\eta_1}(t \cos \theta), \sigma_{o_2,\eta_2}(t \sin \theta))$ and $\sigma_{o,\tilde{\zeta}}(t) = (\sigma_{o_1,\zeta_1}(t \cos \theta), \sigma_{o_2,\zeta_2}(t \sin \theta))$ for all $t > 0$, we conclude

$$d(\sigma_{o,\tilde{\eta}}(-\log r), \sigma_{o,\tilde{\zeta}}(-\log r)) \leq \sqrt{(2c_1)^2 + (2c_2)^2} = 2\sqrt{c_1^2 + c_2^2} \leq c.$$  

If $\theta = 0$ we write $\tilde{\eta} = \eta_1$ and $\tilde{\zeta} = \zeta_1$. By (11) we have $d_1(y_1, \sigma_{o_1,\zeta_1}) < c/2$, hence by the same reasoning as before

$$d_1(\sigma_{o_1,\eta_1}(t_1), \sigma_{o_1,\zeta_1}(t_1)) = d_1(y_1, \sigma_{o_1,\zeta_1}(t_1)) \leq c.$$  

Moreover, $t_1 = d(o, y) \cos \theta(o, y) \geq d(o, y) \cos \varepsilon = d(o, y)(\cos \varepsilon - A \cdot \sin \varepsilon)$. The conclusion then follows from the convexity of the distance function as above.

The case $\theta = \pi/2$ is analogous; we only have to notice that

$$t_2 = d(o, y) \sin \theta(o, y) \geq d(o, y) \sin(\pi/2 - \varepsilon) = d(o, y) \cos \varepsilon = d(o, y)(\cos \varepsilon - A \cdot \sin \varepsilon).$$

The inclusions from the previous lemma allow to give an upper bound for the Hausdorff dimension of the radial limit set.

**Theorem 8.3** If $\theta \in [0, \pi/2]$, then the Hausdorff dimension of the radial limit set in $\partial X_\theta$ is bounded above by $\delta_\theta(\Gamma)$.

**Proof.** Let $\theta \in [0, \pi/2]$ and fix $c > 0$ sufficiently large. By definition of the radial limit set

$$L^{rad}_\Gamma \cap \partial X_\theta \subseteq \bigcap_{R > c} \bigcap_{\varepsilon > 0} \bigcup_{\gamma \in \Gamma} \text{Sh}(o : B_{r(o,c/2)}).$$

Fix $A \geq 0$ as in Lemma 8.2 and let $\varepsilon \in (0, \pi/2)$ arbitrary, $\varepsilon < \frac{1}{3} \min\{\theta, \pi/2 - \theta\}$ if $\theta \in (0, \pi/2)$. Put $\Gamma := \{\gamma \in \Gamma : \text{Sh}(o : B_{\gamma_0}(c/2)) \cap L^{rad}_\Gamma \cap \partial X_\theta \neq \emptyset, |\theta(o, \gamma_0) - \theta| < \varepsilon\}$. For $\gamma \in \Gamma$ we denote $\xi_\gamma$ a point in $\text{Sh}(o : B_{\gamma_0}(c/2)) \cap L^{rad}_\Gamma \cap \partial X_\theta$ and set

$$r_\gamma := \exp(-d(o, \gamma_0)(\cos \varepsilon - A \sin \varepsilon)).$$

Let $\rho < e^{-c}$ and set $\Gamma' := \{\gamma \in \tilde{\Gamma} : r_\gamma < \rho\}$. By the previous lemma we have $\text{Sh}(o : B_{\gamma_0}(c/2)) \cap \partial X_\theta \subseteq B^c_{r_\gamma}(\xi_\gamma)$ for all $\gamma \in \Gamma'$, hence

$$L^{rad}_\Gamma \cap \partial X_\theta \subseteq \bigcup_{\gamma \in \Gamma'} B^c_{r_\gamma}(\xi_\gamma).$$

Using the definition of $\text{Hd}_\rho^\alpha$ we estimate

$$\text{Hd}_\rho^\alpha(L^{rad}_\Gamma \cap \partial X_\theta) \leq \sum_{\gamma \in \Gamma'} r_\gamma^\alpha = \sum_{\gamma \in \Gamma'} e^{-\alpha(\cos \varepsilon - A \sin \varepsilon)d(o, \gamma_0)}.$$
Recall from Section [4] that

\[ Q^s_{\theta} (o, o) := \sum_{\gamma \in \Gamma} e^{-sd(o, \gamma o)} \]

converges for \( s > \delta^\varepsilon_\theta (o, o) \). Hence if \( \tilde{s} := \alpha (\cos \varepsilon - A \sin \varepsilon) > \delta^\varepsilon_\theta (o, o) \), we have

\[ \text{Hd}^\alpha_{\rho}(L^\text{rad}_{\Gamma} \cap \partial X_{\theta}) \leq Q^\tilde{s}_{\theta} (o, o) < \infty. \]

This shows that for \( \alpha > \delta^\varepsilon_\theta (o, o) / (\cos \varepsilon - A \sin \varepsilon) \), \( \text{Hd}^\alpha_{\rho}(L^\text{rad}_{\Gamma} \cap \partial X_{\theta}) \) is finite. Taking the limit as \( \varepsilon \downarrow 0 \), we conclude that the same is true for \( \alpha > \delta_\theta (\Gamma) \). Letting \( \rho \downarrow 0 \), we obtain \( \text{Hd}^\alpha(L^\text{rad}_{\Gamma} \cap \partial X_{\theta}) < \infty \) if \( \alpha > \delta_\theta (\Gamma) \), hence \( \dim_{\text{Hd}}(L^\text{rad}_{\Gamma} \cap \partial X_{\theta}) \leq \delta_\theta (\Gamma) \).

Notice that in the previous proof we only used the definition of \( \delta_\theta (\Gamma) \) and not the existence of a \((b, \theta)\)-density. In particular, the claim also holds for slopes \( \theta \in [0, \pi/2] \) for which \( \delta_\theta (\Gamma) = 0 \).

The notion of convex cocompact and geometrically finite groups plays an important role in the theory of Kleinian groups. For these groups the Hausdorff dimension of the limit set is equal to the critical exponent. We suggest here the following definition to replace convex cocompactness in a more general setting.

**Definition 8.4** If \( X \) is a locally compact Hadamard space, then a discrete group \( \Gamma \subset \text{Is}(X) \) is called radially cocompact if there exists a constant \( c_\Gamma > 0 \) such that for any \( \tilde{\eta} \in L^\text{rad}_{\Gamma} \) and for all \( t > 0 \) there exists an element \( \gamma \in \Gamma \) with

\[ d(\gamma o, \sigma_o, \tilde{\eta}(t)) < c_\Gamma. \]

The most familiar radially cocompact groups are convex cocompact isometry groups of rank one symmetric spaces and uniform lattices of higher rank symmetric spaces or Euclidean buildings. A further example is given by products of convex cocompact groups acting on the Riemannian product of two Hadamard spaces with pinched negative curvature.

For radially cocompact discrete groups \( \Gamma \subset \text{Is}(X_1) \times \text{Is}(X_2) \), the existence of a \((b, \theta)\)-density \( \mu \) together with Theorem 7.2 allows to obtain a lower bound for the Hausdorff dimension of the radial limit set in \( \partial X_{\theta} \). From here on, we fix \( c > 2 \max \{ c_\Gamma, c_0 \} \) with \( c_\Gamma \) as in Definition 8.4 and \( c_0 \) as in Theorem 7.2.

**Theorem 8.5** Let \( \Gamma \subset \text{Is}(X) \) be radially cocompact, \( \theta \in [0, \pi/2] \), and \( \mu \) a \((b, \theta)\)-density. Then there exists a constant \( C_0 > 0 \) such that for any Borel subset \( E \subset L^\text{rad}_{\Gamma} \)

\[ \text{Hd}^{(b, H_\theta)} (E) \geq C_0 \cdot \mu_o (E). \]

**Proof.** Set \( \alpha := (b, H_\theta) \). Since \( \text{Hd}^\alpha (E) \geq \text{Hd}^\alpha (E \cap \partial X_{\theta}) \) and \( \mu_o (E) = \mu_o (E \cap \partial X_{\theta}) \), it suffices to prove the assertion for \( E \subset L^\text{rad}_{\Gamma} \cap \partial X_{\theta} \). Let \( \rho > 0, q > 0 \) arbitrary, and choose a cover of \( E \) by balls \( B^\varepsilon_{r_n}(\tilde{\eta}_n) \), \( r_n < \rho \), such that

\[ \text{Hd}^\alpha_{\rho} (E) \geq \sum_{n \in \mathbb{N}} r_n^\alpha - q. \]
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If \( B^c_r(\hat{\eta}_n) \cap E = \emptyset \), we do not need \( B^c_r(\hat{\eta}_n) \) to cover \( E \subseteq L^{rad}_r \cap \partial X_\theta \), otherwise we choose \( \xi_n \in B^c_r(\hat{\eta}_n) \cap E \). Since \( \Gamma \) is radially cocompact, there exists \( \gamma_n = (\gamma_{n,1}, \gamma_{n,2}) \in \Gamma \) such that
\[
d(\gamma_n, \sigma_{\alpha, \xi_n}(-\log r_n)) \leq c.\tag{33}
\]
If \( \theta \in (0, \pi/2) \) we write \( \xi_n = (\xi_{n,1}, \xi_{n,2}, \theta) \), if \( \theta = 0 \) we set \( \xi_{n,1} = \hat{\xi}_n \in \partial X_1 \) and choose \( \xi_{n,2} \in \partial X_2 \) arbitrary, if \( \theta = \pi/2 \) we let \( \xi_{n,1} \in \partial X_1 \) arbitrary and set \( \xi_{n,2} = \hat{\xi}_n \in \partial X_2 \).

With this notation inequality \( \text{(33)} \) implies
\[
d_1(\gamma_{n,1}o_1, \sigma_{o_1, \xi_{n,1}}(-\log r_n \cdot \cos \theta)) \leq c \quad \text{and} \quad d_2(\gamma_{n,2}o_2, \sigma_{o_2, \xi_{n,2}}(-\log r_n \cdot \sin \theta)) \leq c,
\]
so using the triangle inequalities we obtain
\[
\begin{align*}
d_1(o_1, \gamma_{n,1}o_1) - d_1(o_1, \sigma_{o_1, \xi_{n,1}}(-\log r_n \cdot \cos \theta)) & \leq c, \\
& \text{and} \\
d_2(o_2, \gamma_{n,2}o_2) - d_2(o_2, \sigma_{o_2, \xi_{n,2}}(-\log r_n \cdot \sin \theta)) & \leq c.
\end{align*}
\]
We therefore estimate
\[
\langle b, H(o, \gamma_n o) \rangle \geq -|b_1|c + b_1d_1(o_1, \sigma_{o_1, \xi_{n,1}}(-\log r_n \cdot \cos \theta)) - |b_2|c \\
+ b_2d_2(o_2, \sigma_{o_2, \xi_{n,2}}(-\log r_n \cdot \sin \theta)) = -\langle b, H_\theta \rangle \log r_n - \|b\|_1c,
\]
hence
\[
-\langle b, H(o, \gamma_n o) \rangle \leq \langle b, H_\theta \rangle \log r_n + c\|b\|_1.
\]
Furthermore, we have \( B^c_r(\hat{\eta}_n) \subseteq Sh(o : B_{\gamma_n o}(3c)) \), hence \( E \subseteq \bigcup_{n \in \mathbb{N}} Sh(o : B_{\gamma_n o}(3c)) \).

We conclude
\[
\mu_o(E) \leq \mu_o\left( \bigcup_{n \in \mathbb{N}} Sh(o : B_{\gamma_n o}(3c)) \right) \leq \sum_{n \in \mathbb{N}} \mu_o(Sh(o : B_{\gamma_n o}(3c))) \\
\leq D(3c) \sum_{n \in \mathbb{N}} e^{-\langle b, H(o, \gamma_n o) \rangle} \leq D(3c) \sum_{n \in \mathbb{N}} e^{\alpha \log r_n + c\|b\|_1} \\
\leq D(3c)e^{c\|b\|_1} \sum_{n \in \mathbb{N}} r_n^\alpha \leq D(3c)e^{c\|b\|_1}(\text{Hd}_\rho^\alpha(E) + q).
\]
The claim now follows as \( q \searrow 0 \) and \( \rho \searrow 0 \). \( \square \)

**Theorem 8.6** Let \( \Gamma \subset Is(X_1) \times Is(X_2) \) be radially cocompact, and \( \theta \in (0, \pi/2) \) such that \( \delta_\theta(\Gamma) > 0 \). Then
\[
\text{dim}_{\text{Hd}}(L^{rad}_\Gamma \cap \partial X_\theta) = \delta_\theta(\Gamma).
\]

**Proof.** From Section 6 we know that there exists a \((b, \theta)\)-density \( \mu \) for appropriate parameters \( b = (b_1, b_2) \). So the previous theorem implies that for \( \alpha := \langle b, H_\theta \rangle \)
\[
\text{Hd}^\alpha(L^{rad}_\Gamma \cap \partial X_\theta) \geq C_0 \mu_o(L^{rad}_\Gamma) \geq 0,
\]

hence
\[
\text{dim}_{\text{Hd}}(L^{rad}_\Gamma \cap \partial X_\theta) \geq \alpha = \langle b, H_\theta \rangle \geq \delta_\theta(\Gamma)
\]
by Theorem 7.3. The assertion now follows directly from Theorem 8.3. \( \square \)

For Example 1 described in Section 4 we deduce the following
Corollary 8.7 Let $X = X_1 \times X_2$ be a product of two Hadamard manifolds of pinched negative curvature, $\Gamma_1 \subset Is(X_1)$, $\Gamma_2 \subset Is(X_2)$ convex cocompact groups with critical exponents $\delta_1$, $\delta_2$, and $\Gamma = \Gamma_1 \times \Gamma_2 \subset Is(X)$. Then for any $\theta \in (0, \pi/2)$ we have
\[
\dim_{\text{Hd}}(L^\text{rad}_\Gamma \cap \partial X_\theta) = \delta_1 \cos \theta + \delta_2 \sin \theta .
\]
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