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Abstract

As neural networks become the tool of choice to solve an increasing variety of problems in our society, adversarial attacks become critical. The possibility of generating data instances deliberately designed to fool a network’s analysis can have disastrous consequences. Recent work has shown that commonly used methods for model training often result in fragile abstract representations that are particularly vulnerable to such attacks. This paper presents a visual framework to investigate neural network models subjected to adversarial examples, revealing how models’ perception of the adversarial data differs from regular data instances and their relationships with class perception. Through different use cases, we show how observing these elements can quickly pinpoint exploited areas in a model, allowing further study of vulnerable features in input data and serving as a guide to improving model training and architecture.

1. Introduction

Artificial Intelligence and Machine Learning are currently among the state-of-the-art technologies to model and analyze complex phenomena, with applications in malware detection [YLAI17], robotics and self-driving systems [GTCM20], speech recognition [PJP15], biometric authentication [SW18], among others. A subset of modern machine learning technology, the deep learning models are neural network (NN) that perceive inputs as a deep
With the increasing adoption of deep learning models in several systems that surround human life, model security and integrity have become concerning issues [MXLM19, HHF*20]. An example of a security breach is the Adversarial Attack [CAD*18], which consists of an attempt to generate input data (or modify existing data) to fool model interpretation. Adversarial attacks have been employed in almost every scenario that uses machine learning, from writing spam e-mails undetected by spam filters [NBC*08] to forging biometric data that can pass authentication [BRD*15]. Recent research has shown that deep learning models offer several vulnerabilities to adversarial attacks [SZS*13]. Hence, defending against such attacks has become an important research topic, and many approaches to improve model security and robustness have been proposed, including improvements to model design, training data augmentation, input preprocessing, defensive validation, among others. Identifying vulnerabilities and addressing them also plays a vital role in obtaining a more robust model [MMS*17, MXLM19].

In this context, Visual Analytics (VA) can aid in developing improved models and better security. Machine learning models are often used as black boxes and benefit from explanation methods, to which VA has offered a sizable amount of solutions [HKPC18]. Visual descriptions of how adversarial examples lead a model to incorrect conclusions may provide essential information on improving security or awareness of existing vulnerabilities. While there are many VA approaches to understanding models and visualizing inner structures, they do not offer a comprehensive view of a model’s perception of data, which is essential when comparing adversarial examples against known patterns in the training data distribution. There are approaches explicitly designed for exploring adversarial attacks and vulnerabilities. However, they are either focused on analyzing vulnerabilities in training data distribution [MXLM19] or lack visual descriptors on how model interpretation evolves in a global context and how hidden layer interpretations of data relate to each other [LLS*18].

This paper proposes a VA framework to explain adversarial attacks, focusing on how adversarial data is perceived by a trained model and how model vulnerabilities are exploited on a unit activation level. We explore layers and weights inside the model to determine which areas are triggered by adversarial examples and identify vulnerabilities in input patterns. Our framework allows comparison between adversarial examples and training data, either in single control examples or groups of examples with similar characteristics. This comparison can be made at different levels so that users can pinpoint diverging paths and obtain insights over which areas to explore in detail, identifying patterns to be reinforced in further training or individual units with undesired behavior.

In short, our main contributions are:

- A VA framework that explores how adversarial attacks interact with inner elements of a neural network;
- Activation Profiles, a similarity-based representation of models perception of data at different hidden layers, allowing for the visual comparison of different data instances; and
- Different visual metaphors for condensing groups of activation data, enabling visual understanding of how classes are defined and separated inside a model.

2. Related Work

Visual Analysis of Neural Networks. Machine learning (ML) models have been widely successful in many different applications over the past years. However, with their continually increasing adoption, a problem has become more pronounced: the black-box nature of such models makes them difficult to interpret, hindering processes such as implementation, improvement, replacement, or adaptation [HKPC18]. Several efforts have been made by the machine learning and visual analytics research communities directed at improving model explainability, comprehending a field known as Explainable Artificial Intelligence (XAI) [AB18].

Visual explanations for ML models, in particular deep neural networks (DNNs), have different approaches and goals, offering visual representations of various aspects of a model. In a 2018 survey, Hohman et al. [HKPC18] classify existing techniques according to the end goal, visualized data, moment of visualization, intended user, base visual metaphor, and application. Conversely, Liu et al [LWLZ17] and Choo et al. [CL18] categorize techniques according to their perceived main goal: model understanding, performance diagnosis, and model refinement. In this context, many techniques fit multiple categories, as the primary goal of XAI approaches is to provide understanding leading to improvements.

Model understanding techniques allow users to investigate a model’s analytic process and why it performs in a certain way. They can be model-independent, focusing on broader aspects of neural network functions [WSW*17, KAKC17], or focused on understanding a specific network architecture, such as Recurrent Neural Networks (RNNs) [KCK*18, MCZ*17, KJFF15, LCHJ15, SGPR17], Convolutional Neural Networks (CNNs) [LSL*17, PHV*18, LCJ*18, WTS*20], Q-networks (QNNs) [WGSY19], or Generative Adversarial Networks (GANs) [KTC*18, WGSY18]. In common, they present structural views of how the model processes data and how it behaves when subjected to a specific data instance or set of instances. Certain techniques are also directed towards specific data types, as they are often related to the network layout [NHP*18]. Most visual representations are based on heatmaps, graphs, and multidimensional projections representing weight values, activation outputs, and network layout. Information can be displayed in a weight-centric, data-centric, or neuron-centric fashion, depending on the analysis at hand. Many techniques are mainly defined by how these representations are joined to provide relevant information for a particular task.

Performance diagnosis techniques are designed to help comprehend model training and efficacy at a given task, allowing users to identify problematic data or pinpoint causes of a failed training process that are not easily summarized by metrics such as accuracy or recall [ACD*15]. Model refinement is often achieved by incorporating additional user knowledge to an existing model, and certain techniques are designed to help users identify improvements or fill gaps in areas of uncertainty in input space. Previously mentioned techniques offer debugging tools for interactive refinement and observation of model behavior [WSW*17, SGPR17].
while others focus on iteratively providing performance explanations through instance or attribute-based representations [KDS*17, KBP14, RAL*16, ZWM*18]. These methods may offer insights when used in the context of adversarial attacks but lack a straightforward way of relating this information to changes observed in final output behavior when analyzing adversarial examples.

A common approach to explaining internal abstract structures in neural networks is to reflect intermediate model outputs into input space. This approach is often associated with image data and CNNs. Several techniques are dedicated to analyzing the distribution of processing unit activations for an input image and generating heatmaps of each pixel’s influence in the model’s final decision, also known as saliency maps [KSA*17, SVZ13, SBM*16, MV16, MLB*17, BG17, ACÖG17, SCD*17]. Other techniques are focused on optimizing an image to display patterns recognized by the network, such as maximizing layer activations [YCN*15, NYC16], using another trained model to generate images from intermediate layer outputs [ZF14, ZTF11], or applying activations from different images to perform style transfer [MOT15]. Feature explanation frameworks such as SUMMIT [HPRC19], delve directly into visualizing layer activations, aiming to correlate classification, descriptive features, and processing unit activations inside hidden layers to understand the meaning of specific activation patterns. In the context of our work, the information provided by these techniques is useful in translating an exploited adversarial vulnerability into patterns in input data. However, as modern models become larger and more complex, identifying which layers or processing units to visualize is not a trivial task. Additionally, showing patterns over input data is not enough when studying adversarial attacks as the origin of such patterns is also a subject to be investigated.

Our framework’s primary goal is to generate high-level representations of a model connected to low-level feature explanations to quickly pinpoint features and processing units being exploited by an adversarial example. The concept of visualizing the overall flow of data inside models has been approached by some authors and model understanding techniques [CPE20, HGBA20, LSL*17], but comparisons between data examples with the provided level of information are limited. In particular, Halnaut et al. [HGBA20] present a method that clusters data instances at each layer output and then displays layers as a sequence of vertical axes, with object exchanges between clusters at each layer shown as a Sankey diagram. However, each layer’s visual space is not consistent, and cluster positioning is arbitrary, which would lead to inconsistent representations for classes and make comparisons between instances difficult in our scenario.

Adversarial Attacks and Visual Analytics. An adversarial attack is a manipulation of input data to force a trained ML model to produce incorrect outputs [CAD*18]. In the context of neural networks, Szegedy et al. [SZS*13] discovered that several state-of-the-art NN models were vulnerable to adversarial examples, i.e., manipulated input data that would be misclassified by the model, despite being largely similar to correctly classified examples drawn from the data distribution. With the adoption of deep learning in an increasing variety of applications, the subject of adversarial attacks has drawn the research community’s attention, with many recent developments in both building models with better security and producing more sophisticated attacks.

Adversarial machine learning literature describes four main features of an adversary: goal, knowledge, capability, and strategy [BR18]. An attack is often described by its operation regarding one of these features. Black-box vs. white-box attacks, for instance, refer to adversary knowledge of model details. Attacks can be conducted before or after a model is trained, depending on the adversary’s goal and access capability: Poisoning attacks manipulate training data to induce a particular behavior in the optimized model, such as misclassifying examples [MGBD*17] or providing a backdoor when a specific pattern is encountered [GXW*19]. Conversely, evasion attacks target an already trained model during run time, aiming to force an incorrect output [KKP*18].

Recent research shows sophisticated approaches to producing adversarial examples, from methods to add undetectable triggers in training images [SSP19, L2S*18] to generating missclassified examples by altering a single pixel [SVS19]. Efforts in explaining the causes behind a model’s vulnerability have also been made, such as analyzing robustness concerning output functions [CW17b, ODNVM18, RGB17], or showing how adversarial vulnerabilities can reveal insights on training data [IST*19].

Currently, literature comprehending visual methods to interpret and understand the causes and effects of adversarial attacks in neural network models is quite limited. Ma et al. [MXLM19] proposed a framework to explain classifier vulnerabilities through high-dimensional relationships between training data examples. However, this framework does not provide information regarding how such vulnerabilities relate to abstract representations formed inside a model, which may be vital in determining model trustworthiness [RSG16]. Liu et al. [LLS*18, CLS*20] proposed AEVis, a VA tool that explores models perception of adversarial examples by extracting paths taken by data inside a network and allowing comparison in multiple layers (layer, feature map, neuron). While the multi-level aspect of this approach is informative and in ways similar to what we present in our framework, it has some limitations. Although datapaths can identify the most critical units towards a particular classification at each layer, guidance as to which layers may be of interest (namely, diverging points where the model perception of data instances changes drastically) is limited, as it only shows cosine dissimilarity between outputs at each layer using dots. Additionally, its explanation process is focused on the observation of robust features, and understanding non-robust features may be crucial when investigating adversarial examples [IST*19].

3. Design Goals

With the problem at hand and limitations of existing approaches in mind, we devised a framework to explain adversarial attacks in an internal representation context through VA. While the concepts presented here can be employed in other applications, our framework is based on CNN models for image classification, which is a common subject in literature [KSH12, KHI10]. We also focus our discussion on evasion attacks, i.e., when the attacker’s goal is assumed to be manipulating an image to provoke incorrect classification. In this paper, adversarial examples are generated with full knowledge of the model (white-box perspective).
After reviewing the literature on evasion attacks [YHZL19, XLR* 19, AM18, JLL* 20, KKP*18] and adversarial image generation [GSS14, MMS* 17, AEIK18], how they relate with XAI approaches in VA, as well as discussing with an ML expert, we defined the following tasks to be performed by our framework:

T1. **Summarize Model Perception of Adversarial Examples.** Our goal is to provide an understanding of how an adversarial example exploits the input properties of a neural network. To achieve this, our first step is to provide a global view of hidden outputs so that the user can quickly grasp model behavior when exposed to a given input, as well as perform comparisons between adversarial and regular data examples so that points of abnormal behavior can be quickly identified and further examined.

T2. **Identify Vulnerable Features.** Once an abnormal behavior point is chosen, we must be able to delve into the model’s processing units to identify which features or filters were the most responsible for the observed difference, and therefore the most exploited by the attack. The user can then visualize these features to correlate them with their expertise or identify robust vs. non-robust features.

From the analytical tasks, we devise a set of VA requirements to be fulfilled:

R1. **Highlight areas of interest.** There are visualization techniques focused on providing an understanding of layers or features, but visiting each layer and feature is impractical (visually and computationally) when dealing with models with a large number of layers or processing units per layer. Therefore, a way to profile global data flow for a given input to identify and explore where pivotal changes happen is needed.

R2. **Visual comparison between data flows.** Besides being global, data flow through hidden outputs must also be comparable in a simple manner. It is necessary to understand how the model perceives regular data and adversarial examples and pinpoint locations where divergences are present.

R3. **Visual profile for data groups.** When observing data flow in a classification model, it also becomes necessary to represent output patterns from multiple input data, such as classes. To achieve this, we need a visualization for the accumulation of outputs from several data instances, displaying taken paths and density.

R4. **Feature exploration.** Once we can pinpoint a layer where substantial differences occur, we then need to understand how they came to be. A detailed examination of the actual meaning of features and their impact on data separation is needed.

4. Framework Structure

4.1. **Overview**

Our framework is divided into three main components, presented in Figure 1. The first is the Architecture View (A), which displays the model under analysis topology as a compact graph representation acting as the starting point where users select a sequence of layers to display. The second is the Flow View (B), which shows data objects progressing through the model’s selected layers. These data objects can be displayed individually or in groups. The selection of layers displayed at the Flow View can be changed at any moment, with the possibility of selecting a set of representative layers from the full extension of the model, visualizing them to find an area of interest, and then making a new selection with layers from that area to explore in more detail (tasks T1, T2). The last component is the Layer View (C), in which users can choose a single layer to explore on a per-unit basis. Here, users can observe outputs from every unit in the layer, identifying patterns for groups, or comparing outputs between individual data objects (task T2).

### 4.2. Architecture View

To help users select which layers to visualize, we first present a compact graph representation of the entire model, similar to the computation graph proposed in [KAKC17] or TensorBoard’s graph view (https://www.tensorflow.org/tensorboard). This graph is organized horizontally from input to output layers. Layers with external inputs or outputs are represented as circles, while other layers are represented as squares linked to their inputs on the left side and outputs on the right side. They are color-coded according to type: layers that do not have any trainable parameters are colored in gray. Connected layers with trainable weights (e.g., dense or convolutional layers) are colored in blue, and other trainable layers (e.g., batch normalization) are colored in red. Multiple layers can be grouped in blocks, which are shown as white rectangles. Branching connections (layers with multiple input or output tensors) between blocks are kept visible since a selection of layers that is non-sequential should not be displayed at the Flow View. This representation is designed to occupy as little space as possible while providing models overview.

### 4.3. Flow View

An essential task in our framework is to provide a representation of models perception of adversarial data to find points of interest to zoom in further and explore in detail (task T1). Highlighting layers that significantly improve an example’s similarity towards a target group or further separate it from its original class accelerates visual analysis and avoids users having to explore a model on a layer-by-layer basis (requirement R1). This task can be performed using the Flow View component, which offers visual representations to support layers’ interpretation given an input data set.

![Flow View](https://example.com/flow-view.png)

*Figure 2: Flow View overview. Input data is processed by the model and hidden outputs of selected layers are transformed into 1-D arrays using a dimensionality reduction approach, resulting in Activation Profiles. Activation Profiles are then used to build visualizations, enabling the comparisons of regular and adversarial examples considering the model’s perception.*

Once a set of layers $L = (L_1, L_2, \ldots, L_t)$ is selected at the Architecture View, input data is processed through the model, and outputs at each layer are displayed. In our framework, we analyze a set of input data $X$ considering two different perspectives: background and foreground data. Background data provides context to the visualization, being displayed as groups (requirement R3). Foreground...
data are objects to be displayed individually: adversarial and control examples (requirement R2).

To show how different layers perceive data objects and how this perception evolves as data travels further in the model, we build Activation Profiles. For every layer $L_i \in L$ and data object $x_j \in X$, hidden outputs $L_i(x_j)$ are transformed into scalar values $p_i(x_j)$ whose distances in $\mathbb{R}^s$ space represent dissimilarity relationships in $L_i(X)$ as best as possible. For each $x_j$, then, there is an 1-D array $p(x_j) = [p_1(x_j), p_2(x_j), ..., p_n(x_j)]$ containing its interpretation according to each layer in $L$. As stated in Sec. 4.2, layer selection should follow a sequential pattern, so that outputs from $L_i$ are in some way part of the input in $L_{i+1}$ even if they are not immediately connected. Non-sequential models can be explored using the framework, as long as the selected layers are sequential.

To transform multivariate layer outputs into scalar values, we employ UMAP [MHM18]. Although the information contained in hidden layer outputs cannot be fully represented in one dimension, full distance preservation is not our goal. We guide the projection process to focus on displaying distance relations that change between layer outputs, preserving relative cluster positions, and providing relevant information for comparison. This is achieved by applying an alignment constraint [CP20] to all projections. This constraint ensures that overall cluster positioning is similar in all projected layers, providing context for changes between projections (requirement R1). Additionally, alignment indirectly favors accumulating error in the same pairwise distances across all projections, meaning that if a distance between two points cannot be properly replicated but does not display expressive change across projections, its representation will remain relatively stable.

After Activation Profiles $p(X)$ values are obtained, we build the Flow View. Foreground data are visualized directly: selected layers are shown as a sequence of vertical axes, and each data object is represented as a line connecting its positions at each axis, similar to a Parallel Coordinates [HW13] visualization. Background data are shown in the same way, but lines are colored according to label (either true or predicted) and curved and bundled together [ZXYQ13] using label and initial and final positions between each pair of layers as clustering inputs in the bundling process. This representation, which we call Background Flow, allows for direct comparison between flow patterns from different groups (requirement R3) and offers a non-intrusive background to provide context when comparing two individual instances (requirement R2).

Background context is essential to providing meaning to object positioning. When comparing only two data objects, the default approach measures and shows distances between them at each layer output [LLS'18]. However, layer outputs may vary, both in the number of dimensions and magnitude (especially when considering factors such as vanishing or exploding gradients), and correctly normalizing values to enable proper comparison may become a problem. Additionally, only stating that objects became closer or further apart is not enough – by examining them in contrast to background groups, it is possible to notice if such distancing is atypical, or if an object became closer to a different group (requirements R2 and R3). In our framework, background and foreground data are projected as a single dataset. UMAP is designed so that a projection can be fit to background data and then used to transform future data observations, allowing exploration and comparison of multiple examples while maintaining the same context (requirement R3).

In addition to background flow, we devise two more visualizations for background data to complement the representation of classes and other groupings. The first, profile histogram, is composed of histograms over each layer axis, providing a clear notion of density at different parts of a line. The second consists of joining all histograms for each class in a heatmap providing a compact visual descriptor of each class that can be compared side-by-side, which we call Class Fingerprint (requirements R2 and R3).

Figure 2 shows the process for visualizing data in the Flow View. Using this view, users can iteratively select different layer combinations to observe how a model’s perception of objects evolve and pinpoint changes in behavior. Once a particular layer of interest is found, it can be displayed using the Layer View.

4.4. Layer View

The Layer View is focused on displaying output information $L_i(x)$ from a single layer $L_i$, selected in the Flow View, to allow users to investigate the causes behind changes in behavior, down to individual unit (filter) activations. Visual metaphors employed in the Layer View merge and extend ideas presented in [KAKC17, HPRC19]. Analog to the Flow View, outputs are obtained from a set of input examples $X$; either foreground or background data can be selected for visualization. Units can be selected and inspected individually, through weight display and filter visualization [YCN’15]. Figure 3 illustrates this process.

![Layer View: Outputs from a selected layer are subjected to reduction to obtain a single output equivalent, representing activation data. This data is displayed using heatmap visualizations to highlight units with interesting behavior. Units can be selected and displayed using convolutional filter visualization and highlighting weights in their connections. Activation data can also be exported for further statistical analysis.](image-url)

The Layer View produces visual representations from outputs $L_i(x_j)$ from a single object $x_j$ at a time. We formulate it so that the output set $L_i(X)$ is subjected to one of four reduction operations, producing the activation data $L_i(r)$, which has the same dimensions as an output for a single data instance. The choice of operation depends on the exploratory task to be conducted:

- **mean()**: corresponds to the mean output values at each unit for the outputs $L_i(X)$, which we use to determine activation patterns for classes and large groups.
- **max()**: maximum values in $L_i(X)$ at each processing unit in $L_i$. This output is used for examining layer-class combinations where small subsets of $X$ produce high outputs in different units spread throughout the layer.
• **difference**(*i, j*): output with unit-wise difference \((L_i(x_i) - L_j(x_j))\) between two outputs. This is the operation we use to compare outputs between an adversarial image and its original counterpart, as the resulting output contains the units most affected by the adversarial manipulation.

• **direct output**(*i*): allows the observation of a single given output \(L_i(x_i)\).

The **Layer View** is then composed as a heatmap. All units are arranged in a square grid and colored according to their output value (in the case of 2D convolutional units, we pick the maximum activation from each matrix). Besides the heatmap, activation maps for convolutional units are also shown, consisting of a grid of output images for units in \(L_o\) that show the highest activation values, indicating areas that generated the strongest activations in the layer.

Filters can then be selected and visualized through activation maximization [EBCV09]. An input image with visual patterns that stimulate filter \(L_{i,k}\) is generated from random noise and displayed. Similar images are also generated for filters in \(L_{i-1}, L_{i+1}\) whose connections to \(L_{i,k}\) have the strongest weights, represented as lines connecting them. In this way, users can grasp which abstract representations are the most influential in activating \(L_{i,k}\), and which representations are the most influenced by \(L_{i,k}\), respectively. Additionally, we can export the generated activation data to perform further analysis, such as building graphs or obtaining more statistical information (ranking units by output, identifying maximum, minimum, and standard deviation in outputs, inspecting covariance between units for multiple outputs from background data, among others).

### 5. Study Cases

In this section, we demonstrate the application of our framework in two study cases. The first case presents an evasion adversarial attack study over a small CNN architecture for classifying MNIST handwritten digits [LBBH98]. The second shows vulnerable features and units in a deep model, the MobileNet V2 [SHZ’18] trained on ImageNet [DDS’09] data. The framework front-end was implemented using d3.js (https://d3js.org/), with tensorflow (https://tensorflow.org/) and keras (https://keras.io/) as back-end.

#### 5.1. Adversarial Data Generation

Adversarial machine learning literature defines an adversarial example \(x_i^{adv}\) as the result of applying a perturbation \(s\) (based on data distribution) over an example \(x_i\) to obtain an incorrect outcome from a model. For image classification purposes, perturbations come from a set of allowed perturbations \(S\) that is commonly chosen to ensure that modified examples are still perceptually similar to the originals, such as being bound to an \(L_2\) or \(L_{\infty}\) ball around original examples.

In this paper, we use Projected Gradient Descent (PGD) [MMS’17] to generate adversarial data. A gradient-based method originating from Fast Gradient Sign (FGSM) [SS14], PGD is considered a universal first-order adversary, i.e., its output tends towards the strongest possible attack with local first-order information from a network model. Several studies propose adversarial PGD in training to improve model robustness [MMS’17, AMPN19, SNG’19, WRK20], with remarkable results. We note that other methods for adversarial data generation [CW17a, XLZ’18, MDF16] could provide their own set of properties to be visualized and explained as well.

#### 5.2. Explaining Adversarial Examples

Our first study case consists of the interpretation and exploration of evasion attacks on a small convolutional model. The model is a 4-layer CNN, trained for image classification on the MNIST handwritten digit dataset. Each layer has a 3x3 filter, ReLU activation, followed by a max-pooling layer of stride size 2, effectively halving output dimensions. The number of units at each layer is 4, 8, 16, and 32. Following the last convolutional layer, a global max-pooling layer is linked directly to a 10-unit softmax output.

The training was conducted using Adam optimization (initial learning rate = 0.001), and accuracy results reached 99% for training and test sets after 10 epochs.

A 2,000-object sample \(X\) from the training data set was drawn at random as background data to establish a baseline for projections. **Activation Profiles** from this sample in each of the weighted layers (four convolutional, one dense for output - captured before softmax activation) are shown in Figure 4. The Architecture View is shown on the upper area, allowing selection of layers to be observed, while the Flow View provides information on how each layer affects relationships and separation between different classes. Each class’s paths are condensed using **Class Fingerprints**, shown on the right side. In this Figure, it is possible to notice that separation between class groups may occur at different points of the model, depending on the class. For instance, classes “9” and “4” only get properly separated at layer **conv2d_3**, while class “1” has many of its instances already grouped at layer **conv2d_1**. Class fingerprints get brighter as instances are condensed in a region of the vertical axis, indicating higher separation. An adversarial set \(X^{adv}\) was created by producing an adversarial image from each object in \(X\). Adversarial data were generated using PGD, with parameters \(\varepsilon = 0.3\), \(\alpha = 0.075\) and 100 iterations. When predicted by the model, accuracy for the adversarial sample was 1.6%.

Next, we pick an image \(x_0\) from \(X\) to explore the model’s reaction. We run it through the model and project its outputs on the flow view along with its adversarial counterpart, \(x_0^{adv}\), and observe how their behaviors change at each layer. Figure 5 shows this comparison. \(x_0\) had its label (“0”) correctly predicted by the model, but \(x_0^{adv}\) was predicted as belonging to the class “9”. Both examples are projected alongside background data from their perceived and correct classes. It is possible to observe that, while similar up to the second convolutional layer (**conv2d_1**), \(x_0\) and \(x_0^{adv}\) becomes vastly different afterward.

At the fourth convolutional layer (**conv2d_3**), \(x_0^{adv}\) is already grouped with other objects in class “9”. As highlighted in Figure 5, there is a **diverging point** between **conv2d_1** and **conv2d_2** where the relationship between both outputs changes drastically, and it is likely to be where units most affected by the adversarial manipulation in \(x_0^{adv}\) are located. This behavior was observed in all experiments we performed; while output similarity between a given \(x_i\) and its adversarial deviation \(x_i^{adv}\) may vary at the first layers of a
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As this model is narrow and shallow, it is possible to observe all unit outputs for comparison. Figure 6 shows outputs at layers \( \text{com2d}_1 \) and \( \text{com2d}_2 \) from both images. For each layer, there are two rows. The top row contains complete convolutional layer outputs, with one resulting image for each unit, showing how strong units reacted at each pixel. The bottom row shows unit maximum heatmaps colored with the strongest activation among all pixels in that unit. The third column is the difference between activations from \( x_0 \) and \( x_{adv} \). Activations that are stronger in \( x_0 \) are colored in red, while activations stronger in \( x_{adv} \) are colored in blue. The fourth column shows a visualization of input patterns that activate each unit in that layer.

The layer that precedes the large shift in \( x_{adv} \)'s positioning, \( \text{com2d}_1 \) (top row), shows largely similar maximum outputs among all units, with only one of them (top right) showing expressive differences. The unit maximum heatmaps from \( \text{com2d}_2 \), however, show many differences between outputs from the two examples. Looking at the activation maps for \( L(x) = L(x_{adv}) \), it is possible to notice that, in \( \text{com2d}_2 \), units that show stronger activations for \( x_0 \) seem to be concentrated at the lower left side of the image, while stronger activations for \( x_{adv} \) are generally located on the center-right side. Analyzing the filter visualizations (fourth column), \( x_{adv} \) appears to be increasing the response of vertical ramification patterns on the right side of the image, which favors label “9” while decreasing response on curved patterns on the lower left side of the image (\( \text{com2d}_2 \), units 0 and 13), which reduces the odds of a label “0”.

In additional exploration, in Figure 7, we export activation data and plot the difference between outputs from the two examples at each unit and the differences between mean activations for background data in classes “0” and “9”. Our goal is to identify units in which differences in activation between classes “0” and “9” were most reflected in our adversarial example. We can identify four units (0, 11, 13, and 14) where changes in \( x_{adv} \) follow the same pattern as in class activations. These are not the units with the highest mean activations for each class, representing secondary patterns. Interestingly, the adversarial example also generates highly different activations in certain units (such as 5, 6, and 7) that seem to have no impact in changing predictions between the two classes.

### 5.3. Vulnerable Features on Deep Networks

In this case study, we explore hidden layer outputs of a deeper model, locate its diverging point for an adversarial example, and observe how visual features relate to its layer’s units. The studied model is MobileNet V2, an architecture designed for image data analysis on mobile devices. Keras MobileNet V2 implementation has 3,538,984 parameters and 157 layers. Our model was trained on ImageNet images for data classification into 1,000 different classes, with the output layer positioned immediately after a global average pool of the last convolutional layer.

Base image \( x_0 \) for this study consists of a giant panda photo from ImageNet, as seen in Figure 8. The model is capable of predicting its label correctly, with 93% confidence. From this image, we generate an adversarial example \( x_{adv} \) using PGD, with \( \epsilon = 0.3 \), \( \alpha = 0.075 \) and 200 iterations. When analyzed by the model, \( x_{adv} \) was misclassified as ’kelpie,’ with 99% confidence. We use our framework to compare how both objects are perceived and identify where pivotal differences begin to occur.

Since the model is too deep for all layers to be displayed at once in the Flow View, we use the Architecture View to make a selection of layers of interest. MobileNet V2 is divided into blocks and has residual components that merge at each block’s end. We choose to visualize all \( add \) layers in the model (10 in total), as they are sequential and evenly spaced enough to provide an approximation for the whole architecture. We also visualize the last hidden output in the network (global average pooling before the dense output).
As data goes through the model, outputs get more organized and separated into groups according to class. Identifying the diverging point leads to understanding which layer/unit was the most responsible for misclassifying an adversarial example.

Figure 5: Lines representing original image $x_0$ and adversarial image $x_{0}^{\text{adv}}$ being interpreted by the CNN-MNIST model. Background data representing classes “0” and “9” is also shown. The two images are perceived as relatively similar until layer conv2d_2, when separation occurs and each example merges into a different class. This diverging point highlights layer conv2d_2 as a point of interest.

Figure 6: Visualization for layers conv2d_1 and conv2d_2 of the CNN-MNIST model. The first column identifies each unit in the layer. Second and third columns show activations for $x_0$ and $x_{0}^{\text{adv}}$ from the two observed layers, and the fourth column shows the difference in activations between the two. Finally, the fifth column visualizes all filters in each layer using activation maximization. Activations from $x_0$ and $x_{0}^{\text{adv}}$ at the first layer are still relatively similar but show much more variation in the second. Many activations appear to be stronger on the center-right side for $x_{0}^{\text{adv}}$, and stronger on the lower-left side for $x_0$.

Background data is also essential for the Flow View visualization. Since it will provide context for the two examples being compared, the choice of background data must contain information relevant to the analysis at hand. While it is possible to draw a sample from all 1,000 classes in ImageNet, a large amount of space would be occupied by objects and features that are not relevant for this comparison. On the other hand, using only data from the two involved classes would not provide enough context of what separation between objects might mean. Selecting data with known shared characteristics may lead to important details being highlighted. Therefore, we opt to use 2,000 examples from five different animal-related classes as background data: ‘king penguin’, ‘eagle’, ‘golden retriever’, ‘giant panda’, and ‘kelpie’.

Figure 7: This graph shows the difference between outputs at each unit, for the two examples as well as the two relevant classes. The adversarial example accentuates certain differences in activation (highlighted in red), which can be translated into visual features in Figure 8, but there are many large differences in activation that do not match class patterns.

Figure 8 shows the projected output values for both examples submitted to COMPUTER GRAPHICS Forum (3/2021).
Figure 8: Flow View displaying data flow from two images (control example $x_0$ and adversarial example $x_{adv}$) plus background data. The upper image contains layers from several parts of the model. A diverging point can be observed in the area highlighted in red, as the two trajectories suddenly branch in different directions between layers block_14_add and block_15_add. All layers contained between these two can then be selected for display, resulting in the lower image. The flow visualization allows investigation and discovery of the exact moment when the two images’ model perception splits apart.

and background data at each of the 11 selected layers. Here, we opt to show projected background data only as profile histograms colored by predicted class for a cleaner representation. Outputs from the two images are considerably similar in the first half of the model. This image’s diverging point is easily identifiable: at a certain point between layers block_14_add and block_15_add, model perception of $x_0$ and $x_{adv}$ becomes drastically different (area highlighted in red).

In MobileNet V2, block 15 is a sequence of layers that branch off the output from block 14. At the end of the block, the layer block_15_add merges its output back with the unmodified output from block 14. Since $x_0$ and $x_{adv}$ are still viewed as similar at block_14_add, we can assume that the change resides in this sequence of layers. We select all layers in block 15 and visualize them, generating the image on the bottom half of Figure 8. With this visualization, we can observe the effects of connected convolutional or dense layers and supporting layers, such as batch normalization or additional activation layers.

From Figure 8, it is possible to notice a clear separation at block_15_project, so we select it for inspection using the Layer View (Figure 9). Outputs on this layer are slightly more complex to visualize due to negative values that can be carried over to the next weighted layer without passing through a rectified linear function. We build activation heatmaps in the top row by calculating the sum of all absolute output values for each unit. In these heatmaps, it is noticeable that, while changes happen between the two objects, they are in the middle of the range, while the highest outputs remain the same. We calculate the total difference between all unit outputs for $x_0$ and $x_{adv}$, and select the units with the 20 most diverging values. Their activation maps are displayed in the second row, with positive outputs in blue and negative outputs in red. It is possible to notice that many of the units perceive differences between $x_0$ and $x_{adv}$ at the center of the picture.

We then export activation data and use a graph to correlate the output sum at each unit with units that show the most diverging outputs for the two images to find units where intense changes occur and, at the same time, produce strong outputs since large output values are most likely to be used for classification. Four of them were highlighted due to visually distinct behavior. They are circled in black, and activation maps for these units were also highlighted in black in the second upper row. Two of them (34, 143) show stronger outputs for $x_0$, while the other two (89, 152) show stronger outputs for $x_{adv}$.
and 20 for each of the negative outputs, respectively. b) displays the absolute output sum (highest absolute difference). Blue and red represent positive and most expressive changes in perception between the two examples.

Background View

The background flow view is. We conducted experiments with randomly sampled data from smaller training datasets such as MNIST or CIFAR10 [KH’09] and empirically observed that sample sizes as small as 1,000 instances generated Activation Profiles similar to the complete dataset. However, for large datasets such as the ImageNet, it is not viable to draw random samples from the whole data distribution, as discussed in Section 5.3. Therefore, it is crucial to draw background data from samples that are somewhat representative of the training dataset’s subdomain, whose features are being observed.

Another limitation in the Activation Profiles is that the vertical axis carries no inherent meaning in our visual representations. Visual analysis is based on distances between points and how observed data relate to background groups. However, the fact that a specific group is displayed above or below another is simply a byproduct of the distance minimization process. It is possible to add information to this axis by controlling alignment and initialization, but it is out of this paper’s scope.

Finally, our analysis over which units are exploited by an adversarial example can display locations where the greatest differences are detected, but it does not guarantee that these units are responsible for classification. It is known that the presence of high activation values does not necessarily mean that a given unit has a strong influence in model output for that object [LLS’18]. However, observing why specific units display different behavior towards the adversarial example despite not being relevant to that classification might provide insights into this analysis. Combining our framework with other approaches, such as AEVis [LLS’18], could provide informative results.

7. Conclusion

This paper presented a novel visual analytics framework capable of summarizing model perception of input data and highlighting differences between adversarial and control examples. Users can acquire insight over areas of interest that can be observed in detail by examining hidden layer outputs and components of its inner structure, such as layer weights or convolutional filters. We show its application in two study cases, a small benchmark data/model combination and a large dataset/deep network model scenario more akin to real-world applications.

Our framework comprehends a novel visualization approach (the Activation Profiles), as well as building upon state-of-the-art techniques to provide detailed visual information (Architecture View and Layer View). This framework is intended as a guide to provide insight into a model’s behavior, as opposed to direct suggestions for model improvement/debugging. Its utilization can be combined with other tools for a detailed mental picture of how representations are formed within hidden layers and how adversarial examples exploit these structures to provoke unexpected outputs.

Future work may follow different paths. The framework can be extended to provide full support for non-sequential network architectures (such as RNNs) and comparison between different models. The background flow and class fingerprint metaphors offer insight in understanding group data behavior, and their utility can be investigated in different contexts, such as supporting training and model topology design.
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