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Abstract After the epidemic, all enterprises are faced with the difficult decision about whether the enterprise should resume work and production immediately, which is related to the safety and development of enterprises. The three-way decisions offer a novel study perspective to solve this problem. Firstly, we describe some relevant attributes of the enterprise with double hierarchy hesitant fuzzy linguistic term sets, and construct double hierarchy hesitant fuzzy linguistic information systems for each enterprise. Secondly, we get the weights of attributes with the entropy weight method, and take the weighted aggregation of attributes information as the conditional probability that the enterprise is in a safe state. Next, we classify each enterprise according to its size. Considering the influence of different sizes of enterprises, we put forward the corresponding loss function matrix. Then we get the decision results about work resumption based on the principle of minimizing the loss, which demonstrates the practicability and effectiveness of our method. Finally, we compare the method proposed by us with the other method and discuss the advantages and limitations of our proposed method.
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1 Introduction

Since the novel coronavirus broke out on the worldwide scale, the world economy has been seriously hurt [1–3]. At the beginning of 2020, almost all enterprises and individual businesses in China halted production and business for more than a month, which caused about 2.5 trillion yuan of direct losses to economic activities. The manufacturing industry fell by 13 percent between January and February according to the Bureau of Statistics. After the novel coronavirus was controlled, the resumption of work and production [4] has been put on the agenda, which is of great significance to the recovery of economic development. On February 9, 2020, 30 other provinces except Hubei Province in China have arranged for enterprises to resume work and production. But when we resume work and production, we also need to ensure the health and safety of our employees. Therefore, all enterprises are confronted with the difficulties of making the decision that whether to resume work and production immediately.

The three-way decisions (TWDs) offer a novel study perspective to solve this problem. It attracted the attention of scholars since their proposal by Yao [5, 6] in 2010. Intuitively, it divides objects into three disjoint regions (positive region, boundary region, and negative region) based on the Bayesian process. When an object is divided into these three fields, it represents accepting the object, hesitating, and rejecting the object, respectively. As the three-way decisions fit the human’s thinking patterns, it can be applied to many fields like cluster analysis [7, 8], risk
decision-making [9, 10], credit scoring [11], etc. In order to
describe the loss function in the three-way decisions better,
many scholars have introduced fuzzy set theory [12] into
the process of TWDs. Liang and Liu [13, 14] used triangle
fuzzy numbers and intuitionistic fuzzy sets to describe the
loss function, respectively, and created the triangular fuzzy
decision-theoretic rough sets (TFDTRSs) model and intu-
itionistic fuzzy decision-theoretic rough sets (IFDTRSs)
model. Liang and Xu et al. [15] described the loss function
with dual hesitant fuzzy information and studied some
properties of the model. Liang and Pedrycz et al. [16]
studied three-way group decisions method under linguistic
terms set environment. Yang and Yao [17] deal with
uncertainty and incomplete information by TWDs with soft
sets. Ye and Zhan et al. [18] proposed a novel TWDs
method by constructing fuzzy ε—neighborhood classes.
Liang and Xu et al. [19] developed the method for TWDs
at Pythagorean fuzzy information and proposed using ideal
TOPSIS solutions for the calculation of conditional
probability.

Because the linguistic terms conform with people’s
habits of expression more, Zadeh [20] puts forward the
definition of Computing with Words (CW) and account for
its meaning. After that, some linguistic models based on
CW like the hesitant fuzzy linguistic term set (HFLTS)
[21], the 2-tuple linguistic model [22, 23], and the virtual
linguistic model [24] have been developed. To improve the
accuracy of linguistic terms, Gou et al. [25, 26] proposed
the definition of double hierarchy fuzzy linguistic term set
(DHFTS). Combined with the merits of hesitant fuzzy sets,
Gou et al. [25] developed DHHFLTSs. The appearance of
DHHFLTSs provides a novel tool for describing loss
functions in TWDs.

Based on the principle of preventing viruses scientifically
and implementing the method precisely, all enter-
prises are faced with the difficult decision about whether
the enterprise should resume work and production imme-
diately, which is related to the safety and development of
enterprises. The three-way decisions meet the decision-
making needs of enterprises. It offers the enterprises three
options: return to work immediately, delay decisions, and
suspend resuming work temporarily. Combined with the
actual situation of the enterprise, the risk probability of
infection will be calculated after the resumption of work.
And the decision results will minimize the losses caused by
the epidemic to enterprises. The DHHFLTS consists of two
hierarchies completely independent of LTSs. As a kind of
linguistic term, DHHFLTS conforms to people’s expres-
sion habits. In contrast to the single linguistic term set,
DHHFLTSs provide more flexible manner to express
qualitative information by means of linguistic expressions.
When experts evaluate the information of attributes and the
loss degree of the enterprise, they can use it intuitively to
give the evaluation value, which saves a lot of time for
decision-making. It is a kind of convenient and effective
tool for experts, which let the experts make decisions more
easily.

On the basis of the above analysis, the merits of the
proposed method are as follows: (1) applies the TWDs
method to the decision-making of work resumption after
the epidemic; (2) tries to use DHHFLTSs to describe the
loss functions in TWDs; (3) obtains the weight of each
attribute by the entropy weight method, and take the
weighted aggregation of attribute information as the con-
tional probability; (4) puts forward the corresponding
loss function matrixes in light of the different sizes of
companies.

The main content of this paper is organized as follows:
In Sect. 2, we provide the basic concepts of DHHFLTSs. In
Sect. 3, we discuss a novel DTRSs model with DHHFLT
expression of loss functions. In Sect. 4, we introduce the
calculation process of conditional probability in the deci-
sion-making problem of work resumption. In Sect. 5, we
design decision-making process of the method proposed by
us. In Sect. 6, a case study of work resumption after the
epidemic is given. In Sect. 7, we compare the method
proposed by us with the other method and discuss the
advantages and limitations of the method proposed by us.
In Sect. 8, we conclude the study and further elaborates its
theoretical and applied value.

2 Double Hierarchy Hesitant Fuzzy Linguistic
Term Sets

According to the result reported in Ref. [25], each
DHHFLTS consists of two hierarchies completely inde-
pendent of LTSs. Next, we recall some basic concepts of
DHHFLTSs.

Sometimes, people need to describe the sentences more
accurately and in detail. To meet people’s demand, Gou
et al. [25] proposed the definition of the DHLT.

Definition 2.1 [25] Given that \( S = \{ s_\tau | \tau = -\tau, \ldots, -1, 0, 1, \ldots, \tau \} \) and \( O = \{ o_k | k = -\zeta, \ldots, -1, 0, 1, \ldots, \zeta \} \) are the
first and second hierarchies of LTS, respectively, and they
do not affect each other completely. Then, the mathemat-
ical form of DHLTS, \( S_0 \), is shown as follows:

\[
S_0 = \{ s_\tau(o_k) | \tau = -\tau, \ldots, -1, 0, 1, \ldots, \tau; k = -\zeta, \ldots, -1, 0, 1, \ldots, \zeta \} \tag{1}
\]

among them, \( s_\tau(o_k) \) denotes the DHLT, \( s_\tau \) represents the first
hierarchy LT, \( o_k \) represents the second hierarchy LT.

It is worth noting that the order of the second hierarchy
LTS needs to be displayed in the light of the values of \( t \).
Remark 2.1 [25] There are four types of propositions shown based on different values of $t$: (1) If $t > 0$, that is the first hierarchy LTS is positive, the second hierarchy LTS needs to be displayed in ascending order. (2) If $t < 0$, that is the first hierarchy LTS is negative, the second hierarchy LTS needs to be displayed in descending order. (3) If $t = 0$, then we just take into account the front half of the second hierarchy LTS. (4) If $t = -\tau$, then we take into account the latter half of the second hierarchy LTS.

To make it easier to deal with DHLT, Gou et al. [25] proposed the definition of two transformed functions between the numerical scale and the subscript of the DHLT.

**Definition 2.2** [25] Given that $S_o = \{s_{(a_o)}|t| = [-\tau, \tau]; k = [-\zeta, \zeta]\}$ is a virtual DHHTS, $h_{S_o} = \{s_{(a_o)}|k| = \lambda S_{\Phi_1 < a_o} > \in S_o; i = 1, 2, \ldots L; \Phi_1 = [-\tau, \tau]; \Phi_2 = [-\zeta, \zeta]\}$ is a double hierarchy hesitant fuzzy linguistic element (DHHFLE), and $h = \{\gamma_i|\gamma_i \in [0, 1]; l = 1, 2, \ldots L\}$ is a set of numerical scales. There are two transformed functions $f$ and $f^{-1}$ between the numerical scale and the subscript $(\Phi_1, \Phi_2)$ of the DHLT $s_{(a_o)}$.

\[
\begin{align*}
  f : [-\tau, \tau] \times [-\zeta, \zeta] &\rightarrow [0, 1], \\
  f(\Phi_1, \Phi_2) &= \frac{\Phi_1 + (\Phi_1 + \Phi_2)}{2\zeta} = \gamma_i \\
  f^{-1} : [0, 1] &\rightarrow [-\tau, \tau] \times [-\zeta, \zeta], \\
  f^{-1}(\gamma_i) &= [2\tau \gamma_i - \tau] < a_o(2\tau \gamma_i - \tau - [2\tau \gamma_i - \tau]) > \\
  &= [2\tau \gamma_i - \tau] + 1 < a_o(2\tau \gamma_i - \tau - [2\tau \gamma_i - \tau]) - 1 >
\end{align*}
\]

On the basis of Definition 2.2, we can develop the transformation functions $F$ and $F^{-1}$ between the DHFT $S_{(a_o)}$ and the numerical scale $\gamma_i$.

\[
\begin{align*}
  F : S_o &\rightarrow h_{S_o}, F(s_{(a_o)} > \gamma_i) = f(\Phi_1, \Phi_2) = \gamma_i \\
  F^{-1} : h_{S_o} &\rightarrow S_o, F^{-1}(\gamma_i) = f^{-1}(\gamma_i) = s_{(a_o)} > \gamma_i
\end{align*}
\]

Combined with hesitant fuzzy environment, Gou et al. [25] proposed the definition of DHHFLTs.

**Definition 2.3** Gou et al. [25] Given that $X$ is a fixed set, $S_o = \{s_{(a_o)}|t = -\tau, \ldots, -1, 0, 1, \ldots, \tau; k = -\zeta, \ldots, -1, 0, 1, \ldots, \zeta\}$ is a DHLTS. $h_{S_o}$ denotes a DHHFLTs on $X$. It is expressed by a membership function. The function applied to $X$ returns a subset of $S_o$, and its mathematical form is shown as follows:

\[
  h_{S_o} = \{<x, h_{S_o}(x)> | x \in X\}
\]

among them, $h_{S_o}(x_i)$ is a set of some values in $S_o$, denoted as follows:

\[
  h_{S_o}(x_i) = \{s_{(a_o)}|<a_o > (x_i)|s_{(a_o)} > \in S_o; I
  = 1, 2, \ldots, L; \phi_1 = -\tau, \ldots, -1, 0, 1, \ldots, \tau;
  \phi_1 = -\zeta, \ldots, -1, 0, 1, \ldots, \zeta\}
\]

where $L$ denotes the number of DHLTs in $h_{S_o}(x_i)$ and $s_{(a_o)}|<a_o > (x_i) = \{1, 2, \ldots, L\}$ in each $h_{S_o}(x_i)$ are the continuous terms in $S_o$. $h_{S_o}(x_i)$ represents the possible degree of the linguistic variable $x_i$ to $S_o$. Then, we call $h_{S_o}(x_i)$ the DHHFLTs, and $\phi \times \psi$ is the set of all DHHFLTs.

Because the numbers of DHLTs in DHHFLTs may be different, Gou et al. [27] developed the concept of linguistic expected value for implementing the normalization process.

**Definition 2.4** [27] Given that $S_o = \{s_{(a_o)}|t| = [-\tau, \ldots, \tau]; k = [-\zeta, \ldots, \zeta]\}$ is a continuous DHLTS, $h_{S_o} = \{s_{(a_o)}|k| < a_o > \in S_o; i = 1, 2, \ldots L\}$ is a DHHFLE, $\phi \times \psi$ is the set of all DHHFLTs over $S_o$. Then, we can attain a linguistic expected value of $h_{S_o}$ as follows:

\[
le : \phi \times \psi \rightarrow S_o, le(h_{S_o}) = \frac{1}{L} \sum_{i=1}^{L} s_{(a_o)} > \]

Next, we will describe the loss functions in the TWDs by DHHFLTs.

**3 A New DTRSs Model with DHFHLT Expression of Loss Functions**

As the introduction of DHFHLTSLs [25], it consists of two hierarchies completely independent of LTSs and improves the accuracy of linguistic expression. In this section, we try to use DHFHLTSLs to describe the loss functions in TWDs and propose a novel DTRSs model with DHFHLT information. There are two states and three actions in the new DTRS model. $\Omega = \{X, X_c\}$ represents the set of states which manifests that an element is in $X$ or not in $X$. As for three actions, $A = \{a_P, a_B, a_N\}$ denotes the set of actions, and they are used to classify an object $x$. $a_P$ represents $s_{(a_P)}(X) = x$ represents $s_{(a_P)}(X)$, $a_B$ represents $s_{(B_N)}(X)$, and $a_N$ represents $s_{(B_N)}(X)$, where $P(X)$, $B_N(X)$, $NEG(X)$ denote the positive region, the boundary region, and the negative region of $X$, respectively. The states represent overall situation of the object and the actions represent our judgements. We construct the loss function matrix under the DHFHLT environment. The results are displayed as in Table 1.
From Table 1, we can attain that the loss functions \( h_{S_0}^{X} \) are

DHHFLEs \( (\cdot = P, B, N). \)

\( h_{S_0}^{X} = \{ S_{x_{ij}}^{X} < a_{ij} \} \)

and \( h_{S_0}^{X} = \{ S_{x_{ij}}^{X} < a_{ij} \} \) represent the loss degrees with DHHFLEs caused by taking actions of \( a_P, a_B \), and \( a_N \), respectively, when the object belongs to the state \( X \). Analogously, \( h_{S_0}^{X} = \{ S_{x_{ij}}^{X} < a_{ij} \} \)

\( h_{S_0}^{X} = \{ S_{x_{ij}}^{X} < a_{ij} \} \) represent the loss degrees caused by taking the same actions when the object belongs to the state \( X' \). Thus, in this case, \( h_{S_0}^{X} \neq \emptyset \). Based on the property of DHHFLEs and the semantics of DTRS [10, 14], we can attain a reasonable relationship as follows:

\[
\begin{align*}
\hat{h}_{S_0}^{X} \leq h_{S_0}^{X} & < h_{S_0}^{X} \\
\hat{h}_{S_0}^{X} \leq h_{S_0}^{X} & < h_{S_0}^{X}
\end{align*}
\]

That is the loss degree of wrong judgment is more than the loss degree of delaying decision, and both of these loss degree are more than the loss degree of correct judgment. Based on the Bayesian decision procedure of Refs. [28, 29], the conditional probability is one of the important elements. \( Pr(X|x) \) is the conditional probability of an object \( x \) belonging to \( X \). The conditional probability of the object belonging to \( X' \) is \( Pr(X'|x) \), they are all real numbers and satisfy \( Pr(X|x) + Pr(X'x) = 1 \). Then, given an object \( x \), we can calculate the expected losses \( R(a_{|x|})(\cdot = P, B, N) \) under the corresponding actions as follows:

\[
\begin{align*}
R(a_P|x) &= F(\text{le}(h_{S_0}^{X}))Pr(X|x) + F(\text{le}(h_{S_0}^{X}))Pr(X'|x) \\
R(a_B|x) &= F(\text{le}(h_{S_0}^{X}))Pr(X|x) + F(\text{le}(h_{S_0}^{X}))Pr(X'|x) \\
R(a_N|x) &= F(\text{le}(h_{S_0}^{X}))Pr(X|x) + F(\text{le}(h_{S_0}^{X}))Pr(X'|x)
\end{align*}
\]

On the basis of the results given in Refs. [5, 6], we can deduce the minimum-cost decision rules as follows:

\( (P) \) If \( R(a_P|x) \leq R(a_B|x) \) and \( R(a_P|x) \leq R(a_N|x) \), decide \( x \in POS(X); \)

\( (B) \) If \( R(a_P|x) \leq R(a_P|x) \) and \( R(a_B|x) \leq R(a_N|x) \), decide \( x \in POS(X); \)

\( (N) \) If \( R(a_N|x) \leq R(a_P|x) \) and \( R(a_N|x) \leq R(a_B|x) \), decide \( x \in NEG(X). \)

The positive rule \( (P) \) implies taking the action of acceptance, i.e., \( x_i \in POS(X). \) The boundary rule \( (B) \) implies taking the action of delaying the decision, i.e., \( x_i \in BND(X), \) and the negative rule \( (N) \) implies taking the action of rejection, i.e., \( x_i \in NEG(X). \)

In light of the decision-making rules [30] in DTRS model, we substitute the expression (11)–(13) of expected loss \( R(a_{|x|})(\cdot = P, B, N) \) into the decision rule \( (P) - (N) \), and transform the inequality into the form of conditional probability and threshold comparison by deformation. The following decision-making rules in the new model can be deduced as follows:

\( (P_i) \) If \( Pr(X|x) \geq \alpha \) and \( Pr(X'|x) \geq \gamma \), decide \( x_i \in POS(X); \)

\( (B_i) \) If \( \beta \leq Pr(X|x) \leq \alpha \), decide \( x_i \in BND(X); \) and \( (N_i) \) If \( Pr(X|x) \leq \beta \) and \( Pr(X'|x) \leq \gamma \), decide \( x_i \in NEG(X). \)

Among them, the thresholds \( \alpha, \beta, \gamma \) are calculated by the loss functions \( h_{S_0}^{X} \), \( (\cdot = P, B, N) \) as follows:

\[
\begin{align*}
\alpha &= \frac{(F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))}{((F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))) + (F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X})))} \\
\beta &= \frac{(F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))}{((F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))) + (F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))} \\
\gamma &= \frac{(F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))}{((F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))) + (F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))}
\end{align*}
\]

Actually, the decision rules \( (P_i) - (N_i) \) are equivalent to the decision rules \( (P) - (N) \). If loss functions satisfy the condition: \( (F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X})))(F(\text{le}(h_{S_0}^{X}))) - F(\text{le}(h_{S_0}^{X}))) \), \( (\alpha, \beta, \gamma) \) which makes \( \gamma \) obsolete.

Hence, the decision-making rules can be further simplified:

\( (P_2) \) If \( Pr(X|x) \geq \alpha \), decide \( x_i \in POS(X); \)

\( (B_2) \) If \( \beta < Pr(X|x) \leq \alpha \), decide \( x_i \in BND(X); \) and

\( (N_2) \) If \( Pr(X|x) \leq \beta \), decide \( x_i \in NEG(X). \)

To better explain the impact and practical significance of the thresholds \( \alpha, \beta \), a simple example is listed as follows:

\( \text{Example 3.1} \) A college want to hire a group of teachers, and there are six candidates \( X = \{x_1, x_2, \ldots, x_6\} \) for interview. According to the comprehensive assessment of professional ability, scientific research ability, foreign language proficiency, and other attributes, the conditional

\( \copyright \ Springer \)
probabilities of their achieving excellence state \((X)\) are 0.81, 0.72, 0.64, 0.62, 0.51, 0.43, respectively. Then the threshold \(x\) as the lower limit of recruitment determines how many people will be admitted. If the threshold \(x\) is larger, that is, the lower limit of employment is higher, then fewer people are hired. \(\text{POS}(X) = \{x_i | Pr(X|x_i) \geq x\}\); The threshold \(\beta\) as the upper limit of elimination determines how many people will be eliminated. If the threshold \(\beta\) is larger, that is, the higher the upper limit of elimination, then the more people will be eliminated. \(\text{NEG}(X) = \{x_i | Pr(X|x_i) \leq \beta\}\); Candidates who fall between the lower limit of recruitment \(x\) and the upper limit of elimination \(\beta\) need to be further examined before making a decision. \(\text{NEG}(X) = \{x_i | \beta < Pr(X|x_i) < x\}\). When college recruiters set standards \(x = 0.7, \beta = 0.6\), then \(\text{POS}(X) = \{x_1, x_2\}, \text{NEG}(X) = \{x_5, x_6\}\). When college recruiters decide to admit candidates \(x_1, x_2\) and reject candidates \(x_5, x_6\), while candidates \(x_3, x_4\) needs further investigation before making a decision.

## 4 The Calculation of Conditional Probability in DHHFLT Information Systems

From the decision-making rules \(P_1 - N_1\), it is understood that there are two important ingredients in the TWDs: the evaluation of loss functions and the calculation of conditional probability. In Sect. 3, a novel DTRS model with DHHFLT expression of loss functions has been constructed. As for the calculation of the conditional probability, it depends on DHHFLT information systems. Thus, we need to define the DHHFLT information systems firstly. Given that \(AT\) is a finite set of conditional attributes, \(V = \bigcup_{a \in AT} V_a\), \(V_a\) is a domain of attribute \(a, g : U \times AT \rightarrow V\) is a function such that \(g(x_i, a) \in V_a\) for every \(a \in AT, x_i \in U\), where \(g(x_i, a)\) is a DHHFLT. \(U = \{x_1, x_2, \ldots, x_m\}\) denotes a discrete set of \(m\) feasible objects, \(AT = \{a_1, a_2, \ldots, a_n\}\) denotes the attribute set of the DHHFLT information systems, \(\omega = (\omega_1, \omega_2, \ldots, \omega_n)^T\) is the weight vector of all attributes, it satisfies \(0 \leq \omega_j \leq 1\) and \(\sum_{j=1}^{n} \omega_j = 1\). The evaluation of the object \(x_i\) regarding the attribute \(c_j\) is denoted as \(g(x_i, c_j) = h_{ij}^o(i = 1, 2, \ldots, m; j = 1, 2, \ldots, n)\).

For instance, there are four cars \(x_1 - x_4\) for customers to choose from, four attributes are determined as follows: (1) \(c_1\) price level; (2) \(c_2\) comfort level; (3) \(c_3\) safety level; (4) \(c_4\) velocity level. Among them, \(c_1\) belongs to cost attribute, the others belong to profit attribute. After determining the attributes, we need to collect the evaluation information with DHHFLT. Next, we need to determine the weight of each attribute by entropy weight method [31], specific steps are as follows:

1. According to the formulas (2) and (8), the evaluation value with DHHFLT is transformed to a real number. Then, we can obtain a normalized information matrix \(H = [h_{ij}]_{m \times n}\), where \(h_{ij} = F(\text{le}(h^o_{ij}))\).
2. Calculates the proportion of the attribute value of the \(ith\) object under the attribute \(c_j\) in the normalized information matrix \(H = [h_{ij}]_{m \times n}\).
\[
p_{ij} = \frac{h_{ij}}{\sum_{i=1}^{m} h_{ij}}, (j \in n)
\]

Through this step, we can eliminate the influence of dimension and control the attribute value within the interval [0, 1].
3. Calculates the entropy of the attribute \(c_j\):
\[
Q_j = -\frac{1}{\ln m} \sum_{i=1}^{m} p_{ij} \ln p_{ij}, (j \in n)
\]

Assume \(p_{ij} \ln p_{ij} = 0\) when \(p_{ij} = 0\). \(Q_j\) represents the uncertainty of information in attribute \(j\).
4. Calculates the difference coefficient of the attribute \(c_j\):
\[
\theta_j = 1 - Q_j
\]

\(\theta_j\) represents the certainty of information in attribute \(j\).
5. Determines the weight of conditional attributes. The formula for calculating the weight of the \(jth\) attribute is
\[
\omega_j = \frac{\theta_j}{n - \sum_{j=1}^{n} Q_j}
\]

Then, we can get the weight of each attribute by entropy weight method \(\omega = (\omega_1, \omega_2, \ldots, \omega_n)^T\). In other words, the higher the certainty of the attribute value, the greater the weight assigned to the attribute.

Next, we need to convert the cost attribute to the profit attribute as follows:
\[
\tilde{h}_{ij} = 1 - h_{ij}(i = 1, 2, \ldots, m; j = 1, 2, \ldots, n)
\]

Then, we can obtain the attribute normalized information matrix \(\tilde{H} = [\tilde{h}_{ij}]_{m \times n}\). If all the attributes belong to profit attribute, we do not have to deal with it.

At last, we can calculate the conditional probability by aggregating the attribute information by weight as follows:
\[Pr(X|x_i) = \sum_{j=1}^{n} p_j \tilde{h}_j(i = 1, 2, \ldots, m; j = 1, 2, \ldots, n),\]

where \(Pr(X|x_i) \in [0, 1]\), the greater the profit attribute value of an object, the higher the conditional probability that it belongs to state \(X\).

5 The Process of TWDs

By introducing the results mentioned above, a novel method of TWDs in the DHHFLT environment is proposed by us. The specific steps of method proposed are shown as follows:

Step 1: Based on the practical context, we determine the definition of DHHFLT information system \(IS = (U, AT, V, g)\), including objects and conditional attributes. Then, we collect the outcomes of IS, and we categorize objects and construct the loss function matrixes of Table 1 accordingly.

Step 2: We determine the weight of each attribute by entropy weight method based on the outcomes of IS.

Step 3: We check the conditional attributes of IS, if all the attributes belong to profit attribute, go to Step 5.

Step 4: We need to convert the cost attribute to the profit attribute based on the formula (21).

Step 5: We can calculate the conditional probability by the formula (22).

Step 6: Based on the loss functions matrixes, the thresholds \(\alpha, \beta, \gamma\) can be calculated, respectively, by the formulas (14) – (16).

Step 7: In the light of the decision rules \(P_1 - N_1\), we can ascertain the decision result for each object further.

For the sake of clarity, the process of the method proposed by us is shown in Fig. 1.

6 A Case Study About the Problem of Work Resumption After Epidemic

At the beginning of 2020, almost all enterprises and individual businesses in China stopped production and business for more than a month, which caused about 2.5 trillion yuan of direct losses to economic activities. At present, as the epidemic prevention and control situation in China continues to improve, the resumption of work and production has been put on the agenda, which is of great significance to the recovery of economic development. There are seven companies facing with the difficult decision about whether the enterprise should resume work and production immediately. They are \(x_1\): restaurant; \(x_2\): logistics company; \(x_3\): amusement park; \(x_4\): hotel; \(x_5\): building materials factory; \(x_6\): clothing store; \(x_7\): parts factory, respectively. Before making decisions, these enterprises need to estimate the probability of virus infection within the enterprise if they immediately resume work and production. Thus, in the structure of TWDs, the set of the states \(\Omega = \{X,X'\}\) indicates that this enterprise will be safe or infected after resuming work and production. Because the calculation of the conditional probability depends on DHHFLT information systems, we determine the conditional attribute in the information system as follows: \(c_1\): the frequency of contact with people; \(c_2\): the rigor of preventive measures; \(c_3\): the level of infection in the surrounding environment. In this section, we apply the method of Sect. 5 to assist the research and make decisions for these enterprises.

Step 1: We need to determine the definition of DHHFLT information system \(IS = (U, AT, V, g)\). In summary, we can obtain: \(U = \{x_1, x_2, \ldots, x_7\}\) and \(AT = c_1, c_2, c_3\). All the evaluation will be provided based on the following two LTSs by the experts:

\(O = \{o_{-4} = farfrom, o_{-3} = scarcely, o_{-2} = onlyalittle, o_{-1} = alittle, o_0 = justright, o_1 = much, o_2 = verymuch, o_3 = extremely\}

\(S = \{s_{-4} = extremellylow, s_{-3} = velylow, s_{-2} = low, s_{-1} = slightlylow, s_0 = medium, s_1 = slightlyhigh, s_2 = high, s_3 = veryhigh, s_4 = extremellyhigh\}\)

Then, we collect evaluation for each object regarding the attributes \(c_1-c_3\) from these enterprises’ experts. Experts evaluate attributes based on their knowledge and research of the company and use DHHFLT to represent evaluation information. The corresponding DHHFLT information system is displayed in Table 2.

For each element of Table 2, it is expressed by a DHHFLT, and it represents the evaluation of the object \(x_i\) regarding the attribute \(c_j\) (\(i = 1, 2, \ldots, 7\); \(j = 1, 2, 3\)). According to the classification criteria for large, medium, small, and micro enterprises released by the National Bureau of Statistics, these enterprises are divided into four categories in terms of operating income, number of employees, and total assets. \(A_1\): large enterprises; \(A_2\): medium enterprises; \(A_3\): small enterprises; \(A_4\): micro enterprises, where \(x_2, x_5 \in A_1\); \(x_3 \in A_2\); \(x_1, x_4, x_7 \in A_3\);
Since enterprises of different sizes take the same action in the same state have different losses, we respectively construct different loss function matrixes for the four types of enterprises (Tables 3, 4, 5, and 6):

All the information about the loss function comes from assessments by scholars who study the laws of economic change.

Step 2: We need to determine the weight of each attribute by entropy weight method based on the outcomes of IS. We can calculate the weight of each attribute according to the special steps in Sect. 4.

(1)–(2) According to the formulas (2) and (8), the evaluation value of Table 2 is transformed to a real number. Then, we can obtain a normalized information matrix in Table 7.

(3) Based on formula (18), we calculate the entropy of each attribute:

\[ Q_1 = 0.9576, \quad Q_2 = 0.9759, \quad Q_3 = 0.9377 \]

(4)–(5) Based on the formulas (19)–(20), we calculate the weight of each attribute:

\[ \omega_1 = 0.3292, \quad \omega_2 = 0.1871, \quad \omega_3 = 0.4837 \]

Step 3: We check the conditional attributes of IS, the attributes \( c_1, c_3 \) belong to cost attribute, the attributes \( c_2 \) belong to profit attribute.

Steps 4–5: We convert the cost attribute to the profit attribute based on the formula (21). And then we can calculate the conditional probability of these enterprises will be safe after resuming work and production by the formula (22). The results are displayed in Table 8.
Step 6: In light of the loss functions matrixes, the thresholds $\alpha, \beta, \gamma$ can be calculated, respectively, by the formulas (14)–(16). The results of calculation are shown in Table 9.

Because there is a relationship between the threshold we obtained: $\alpha > \gamma > \beta$, we just need to concern about the values of $\alpha$ and $\beta$.

Step 7: According to the decision rules $P_1 - N_1$, we can ascertain the decision result for each object. The results are shown in Fig. 2. $PO(X) = \{x_4, x_3\}$; $BD(X) = \{x_2, x_7\}$; $NEG(X) = \{x_1, x_3, x_6\}$. Due to the small scale of the $x_4$: hotel, its frequency of contact with people is slightly low, and the level of infection in the surrounding environment is very low, the probability of infection will be low when they returning to work, so they can return to work immediately. $x_5$: Building materials factory’s scale is large, once they stop working, the loss is huge, and its rigor of preventive measures is very high. Thus, it can also resume work immediately. However, $x_1$: restaurant, $x_3$: amusement park, and $x_6$: clothing store have a large daily traffic flow and a high probability of infection, so it is suggested that they stop working, and $x_2$: logistics companies, $x_7$: parts factory need to gather more information and wait for further decisions.

7 Comparison and Discussion

Next, we will compare the method proposed by us with the other method and discuss the advantages and limitations of our proposed method.

7.1 Comparison Analyses

The TWDs method proposed by Sun et al. [32] can only deal with the information of linguistic term set. In order to facilitate comparison, the DHFLEs can be transformed into hesitant fuzzy linguistic elements (HFLEs) by expurgating the second hierarchy linguistic information. Then we can transform Table 2 into Table 10.

### Table 2 Loss function information with DHHFLT for $A_1$

| $X(P)$ | $X^c(N)$ |
|--------|-----------|
| $a_P$  | $\{s_3, s_5(a_1)\}$ | $\{s_4\}$ |
| $a_B$  | $\{s_1(a_1)\}$ | $\{s_1, s_3(a_2)\}$ |
| $a_N$  | $\{s_2(a_1)\}$ | $\{s_5(a_1)\}$ |

### Table 3 Loss function information with DHHFLT for $A_2$

| $X(P)$ | $X^c(N)$ |
|--------|-----------|
| $a_P$  | $\{s_3(a_1), s_5(a_1)\}$ | $\{s_4\}$ |
| $a_B$  | $\{s_1(a_1)\}$ | $\{s_0(a_1)\}$ |
| $a_N$  | $\{s_2(a_1)\}$ | $\{s_5(a_1), s_5(a_1)\}$ |

### Table 4 Loss function information with DHHFLT for $A_3$

| $X(P)$ | $X^c(N)$ |
|--------|-----------|
| $a_P$  | $\{s_2(a_1)\}$ | $\{s_4\}$ |
| $a_B$  | $\{s_1(a_1), s_3(a_2)\}$ | $\{s_1, s_1(a_2)\}$ |
| $a_N$  | $\{s_2(a_1)\}$ | $\{s_1(a_1), s_1(a_2)\}$ |

### Table 5 Loss function information with DHHFLT for $A_4$

| $X(P)$ | $X^c(N)$ |
|--------|-----------|
| $a_P$  | $\{s_2(a_1)\}$ | $\{s_4\}$ |
| $a_B$  | $\{s_1(a_1), s_3(a_2)\}$ | $\{s_1, s_1(a_2)\}$ |
| $a_N$  | $\{s_2(a_1)\}$ | $\{s_1(a_1), s_1(a_2)\}$ |

Since the TWDs method proposed by Sun et al. [32] does not classify the objects, we assume that the objects are of the $A_3$ category. Then, the loss functions for $A_3$ in Table 5 are transformed into Table 11.

Then, the results of conditional probability are shown in Table 12.
### Table 7 The normalized information matrix

|   | c1 | c2 | c3 | c4 | c5 |
|---|----|----|----|----|----|
| x1 | 0.29 | 0.31 | 0.47 | 0.58 | 0.124 |
| x2 | 0.44 | 0.34 | 0.58 | 0.285 | 0.377 |
| x3 | 0.37 | 0.29 | 0.49 | 0.56 | 0.08 |
| x4 | 0.32 | 0.41 | 0.52 | 0.285 | 0.377 |
| x5 | 0.48 | 0.56 | 0.516 | 0.571 | 0.533 |
| x6 | 0.57 | 0.516 | 0.571 | 0.533 | 0.5455 |
| x7 | 0.64 | 0.571 | 0.533 | 0.5455 | 0.476 |

### Table 8 The normalized attributes information matrix and conditional probability

|   | c1 | c2 | c3 | Pr(X|x_i) |
|---|----|----|----|-----------|
| x1 | 0.3 | 0.31 | 0.124 | 0.2802 |
| x2 | 0.16 | 0.23 | 0.285 | 0.5445 |
| x3 | 0.16 | 0.49 | 0.377 | 0.2576 |
| x4 | 0.35 | 0.16 | 0.571 | 0.7326 |
| x5 | 0.16 | 0.571 | 0.533 | 0.8166 |
| x6 | 0.32 | 0.21 | 0.571 | 0.2269 |
| x7 | 0.48 | 0.9 | 0.0 | 0.5076 |

### Table 9 The results of thresholds

|   | A1 | A2 | A3 | A4 |
|---|----|----|----|----|
| α | 0.56 | 0.5161 | 0.5714 | 0.533 |
| β | 0.3846 | 0.2667 | 0.3243 | 0.4615 |
| γ | 0.4706 | 0.4348 | 0.48 | 0.5051 |

On the basis of the method proposed by Sun et al. [32], the thresholds can be obtained: α = 0.5714, β = 0.5, γ = 0.5455. Then, we can determine the decision result for each object: \( POS(X) = \{x_2, x_4, x_5\} \); \( BND(X) = \{x_7\} \); \( NEG(X) = \{x_1, x_3, x_6\} \).

From Table 13, we can find that the values of β, γ are increasing obviously attained by Sun’s method. The results of our decisions are almost the same, and the difference between our results is the object \( x_2 \) is classified into \( POS(X) \) from \( BND(X) \). The reasons can be concluded as follows:

1. Due to the transformation of DHFLEs to HFLEs, we lose a part of original linguistic information.
2. The three-way decisions method proposed by Sun et al. [32] does not construct the corresponding loss function matrix according to the different object categories.

Therefore, we can get that the DHHFLT information can describe the original linguistic information more accurately. Besides, it is necessary to construct the corresponding loss function matrix according to the different object categories.

### 7.2 Discussions on the Advantages and Limitations

DTRSs model, as one of the elements of the three-way decisions method, is mainly responsible for displaying the loss caused by the actions taken by the object in different states, and selecting the action with the minimum loss. The conditional probability is the another element of the TWDs method. In the most of the existing TWDs models [33, 34], the conditional probability is given directly which makes the decision result seem not so rigorous. We get the weight of each attribute by entropy weight method, and take the weighted aggregation of attribute information as the conditional probability. Moreover, we construct the corresponding loss function matrix according to the different object categories. It makes the results of decisions more objective and reasonable.

As a kind of linguistic term, DHHFLTS conforms to people’s expression habits. In contrast to single linguistic term set, DHHFLTSs provide more flexible manner to express qualitative information by ways of linguistic expressions. Our proposed method is constructed under the DHHFLT environment. DHHFLT was mostly applied in the multi-attribute decision-making methods [25, 26] previously, the TWDs model on the basis of the DHHFLT information systems is a new research content. It has high research value.

The main advantages of the proposed method are displayed as follows:

![Fig. 2 Three-way decisions based on different Pr(X|x_i)](image-url)
We apply the TWDs method to the decision-making of work resumption after the epidemic. The method meets the decision-making needs of enterprises, and the decision results will minimize the losses caused by the epidemic to enterprises. The research also expands the application field of the TWDs method. Then, we propose a conditional probability calculation method based on DHHFLT information system, which makes the decision result more objective and reasonable. As a kind of convenient and effective tool, it is used to describe the loss functions in TWDs and the attributes information of objects, which let the experts make decisions more easily. The experts can use it intuitively to give the evaluation value, which saves a lot of time for decision-making.

However, there are some limitations with the proposed method:

(1) For convenience of calculations, this article does not discuss group decisions, nor does it consider the weights of different experts. We plan to extend this method to group decisions in future work, and make it more practical.

(2) The method proposed in this paper is applicable to the company which has not started before the decision to resume work. If an infection occurs after a company has started work, the probability of virus transmission will need to be reassessed. And then the decision in this case will require to be discussed further. This is also an interesting potential research point.

| Table 10  | The corresponding HFLEs information system |
|-----------|-------------------------------------------|
| $c_1$     | $c_2$                                      |
| $x_1$     | $\{s_1\}$                                 |
| $x_2$     | $\{s_1, s_2\}$                            |
| $x_3$     | $\{s_2, s_3\}$                            |
| $x_4$     | $\{s_{-1}, s_0\}$                         |
| $x_5$     | $\{s_{-2}\}$                              |
| $x_6$     | $\{s_0\}$                                 |
| $x_7$     | $\{s_1\}$                                 |

| Table 11  | Loss function information with HFLEs for $A_3$ |
|-----------|-----------------------------------------------|
| $X(P)$    | $X'(N)$                                      |
| $a_P$     | $\{s_2\}$                                   |
| $a_B$     | $\{s_{-1}\}$                                |
| $a_B$     | $\{s_0\}$                                   |

| Table 12  | The results of conditional probability       |
|-----------|----------------------------------------------|
| $U$       | $x_1$            | $x_2$            | $x_3$            | $x_4$            | $x_5$            | $x_6$            | $x_7$            |
| $Pr(X|x_i)$| 0.3182          | 0.5853          | 0.3084          | 0.7466          | 0.7960          | 0.2796          | 0.5302          |

8 Conclusions

In this paper, we extend the TWDs with DTRSs to the double hierarchy hesitant fuzzy linguistic term environment by considering the loss functions being expressed by DHHFLTs. And we get the weight of each attribute by entropy weight method, and take the weighted aggregation of attribute information as the conditional probability. Next, according to the difference of company size, we put forward the corresponding loss function matrix, and we design the specific steps of the method proposed by us. Finally, we apply the TWDs method to the decision-making of work resumption after the epidemic. Our research provides a scientific decision-making method for all enterprises to resume work and production after the epidemic from the perspective of three-way decisions, so as to minimize the loss. Therefore, the method proposed by us has relatively high value in theory and application.
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