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Abstract

We define some new sequences of recursively constructed random combinatorial trees, and show that, after properly rescaling graph distance and equipping the trees with the uniform measure on vertices, each sequence converges almost surely to a real tree in the Gromov-Hausdorff-Prokhorov sense. The limiting real trees are constructed via line-breaking the half real-line with a Poisson process having rate \((\ell + 1)\ell!dt\), for each positive integer \(\ell\), and the growth of the combinatorial trees may be viewed as an inhomogeneous generalization of Rémy’s algorithm.
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1 Introduction

Understanding the structure of large random trees and graphs is an important topic of much recent interest in mathematics, statistics, and science. Random trees appear in population genetics and computer science, and statistical data with network structure is now generated in many fields. One important approach to studying a large random discrete structure is to determine limiting behavior as its size tends to infinity, in particular the structure may converge in a suitable sense to a limit object. Two well-known illustrations of this approach are the classical functional central limit theorem and the recently developed notion of dense graph limits (so-called graphons). In this paper we are interested in a third setting that has been an important and active research area for the last 25 years: continuum tree limits of combinatorial (i.e., graph-theoretic) trees; here trees are viewed as measured metric spaces and convergence is in the Gromov-Hausdorff-Prokhorov (GHP) topology. Necessary background on GHP topology is provided in Section 2, but roughly speaking, two measured metric spaces are close in the GHP topology if each can be isometrically embedded into a common metric space.
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to specified random rules. Examples of such constructions are Rémy’s algorithm for recursively constructing uniformly chosen leaf-labeled full binary trees; [32]; Marchal’s generalization of Rémy’s algorithm; [23]; Ford’s $\alpha$-model and generalizations; Chen, Ford & Winkel [12]; and others: Haas & Stephenson [21], Pitman & Winkel [29], Pitman, Rizzolo & Winkel [31], Pitman & Winkel [30], Rembart & Winkel [33].

The (sometimes Poisson) line-breaking constructions of Item (2) starts with a sequence of growing random real trees $(T_k : k \in \mathbb{N})$, and then a real tree is defined to be the closure of the union of the sequence. The sequence is recursively constructed: given $T_k$, we create $T_{k+1}$ by attaching the end of a branch of a random length to a randomly chosen point of $T_k$. To describe the Poisson line-breaking construction of the (scaled) BCRT, let $C_1, C_2, \ldots$ be the points of an inhomogeneous Poisson process on $(0, \infty)$ with intensity measure $2t \, dt$. Then we set $T_1$ to be a single branch of length $C_1$, and recursively construct $T_{k+1}$ from $T_k$ by attaching the end of a branch of length $C_{k+1} - C_k$ to a uniform point of $T_k$. The closure of this sequence is a compact metric space with a measure supported on the leaves that is the weak limit of the uniform measure on the sequence trees.

An important remark for our purposes is that it is possible to embed Rémy’s algorithm into this Poisson line-breaking construction of BCRT, and this embedding can be used to show that uniformly chosen full binary trees with rescaled edge-lengths converge to the BCRT as the number of vertices goes to infinity. Similarly, Marchal’s algorithm can be embedded into a line-breaking construction of stable trees, and this embedding can be used to show convergence of Marchal’s trees with rescaled edge-lengths to continuum stable trees [17].

In this paper, we extend these ideas by defining a new family of sequences of growing recursively constructed combinatorial trees in the spirit of Rémy’s algorithm and show these sequences of trees can be embedded into appropriate Poisson line-breaking constructions. We use this embedding to show that the sequence of combinatorial trees, equipped with the uniform measure on vertices, almost surely converges in the GHP topology to the closure of the union of the line-breaking constructed trees equipped with a probability measure supported on the leaves. Curien & Haas [13] recently systematically studied the trees that appear as limits, and determined useful properties regarding compactness, boundedness, asymptotic height, and Hausdorff dimension. See also the recent works of Amini, Devroye, Griffiths & Olver [11] and Haas [18] for related constructions and discussions.

1.1 Main result

For each $\ell \in \mathbb{N} := \{1, 2, 3, \ldots\}$, we define a sequence of growing random combinatorial trees endowed with the uniform probability measure and a real tree limit. To ease notation, fix $\ell \in \mathbb{N}$.

Construction of the combinatorial trees

Consider growing a sequence of random combinatorial trees $(T(n) : n \in \mathbb{N})$ in the following inhomogeneous manner. Let $T(0)$ be a single (graph-theoretic) edge, call one endpoint a leaf, denoted by $L_1$, and call the other endpoint the root of $T(0)$, denoted by $v_0$. For each $n \in \mathbb{N}$, given $T(n-1)$, insert a new vertex $v_n$ in the interior of a uniformly chosen edge of $T(n-1)$. If $\ell$ divides $n$, then, at the same time as $v_n$ appears, insert an edge connecting $v_n$ and a new leaf, denoted by $L_{1+\frac{2}{\ell}}$. The resulting tree $T(n)$ is rooted at $v_0$. Note that for $k \in \mathbb{N}$, $T(k\ell - 1)$ has $k$ leaves and $T(k\ell)$ has $k+1$ leaves. In addition, for all $n \in \mathbb{N}$, let $\nu_n$ be the uniform probability measure over $v(T(n))$. Note that for $\ell \geq 2$ there are degree-2 vertices in the trees and that the case $\ell = 1$ coincides with Rémy’s algorithm [32].
Construction of the limiting real trees

The limiting real trees have been recently studied [13] and are generalizations of the line-breaking construction for the BCRT described above and due to Aldous [6]. Given \( a = (a_k : k \in \mathbb{N}) \subset \mathbb{R}_+ \), we construct a sequence of random real trees \( (T^k_n : k \in \mathbb{N}) \) by starting with \( T^0_1 \), which is made of a single branch of length \( a_1 \). For integer \( k \geq 2 \), we recursively construct \( T^k_n \) from \( T^k_{n-1} \) by attaching the end of a branch of length \( a_k \) to a point chosen uniformly from \( T^k_{n-1} \). For all \( k \in \mathbb{N} \), root \( T^k_n \) at an arbitrarily fixed end of the initial branch. Furthermore, let \( \mathcal{T}^a \) be the closure of \( T^k_n \) as \( k \to \infty \). Next, write \( C_0 = 0 \), and let \( C_1, C_2, \ldots \) be the times in \((0, \infty)\) of an inhomogeneous Poisson process of rate \((\ell + 1)^t \, dt\). For all \( k \in \mathbb{N} \), write \( T_k = \mathcal{T}^{(C_i - C_{i-1}, i \in \mathbb{N})}_k \). Finally, let \( \mathcal{T} \) be the completion of \( T_k \) as \( k \to \infty \), which is a random real tree with intrinsic length metric \( d_{\text{len}} \). Curien & Haas [13] show that the limit tree \( \mathcal{T} \) is almost surely compact and has a natural “uniform” probability measure supported on the leaves; see Theorems 1.5 and 1.7 below. Note that \( \ell = 1 \) corresponds to line-breaking construction of the BCRT.

We can now state our main result. For any \( a > 0 \), write \( a \cdot d_{\text{gr}} \) for the metric so that \( (a \cdot d_{\text{gr}})(x, y) = a \cdot d_{\text{gr}}(x, y) \). For the remainder of the paper, define

\[
\alpha = \alpha(\ell) = \frac{\ell}{\ell + 1} \quad \text{and} \quad c = c(\ell) = \frac{\ell^\alpha}{\ell + 1}.
\]

**Theorem 1.1.** There is a probability space where we can construct copies of \( (T(n) : n \in \mathbb{N}) \) and \( (\mathcal{T}_k : k \in \mathbb{N}) \) such that the following holds. There almost surely exists a probability measure \( \mu \) supported by the leaves of \( \mathcal{T} \) such that

\[
\left( v(T(n)), \frac{c}{n^\alpha} \cdot d_{\text{gr}}(\nu_n) \right) \to \left( \mathcal{T}, d_{\text{len}}, \mu \right)
\]

almost surely for the Gromov-Hausdorff-Prokhorov topology as \( n \to \infty \).

The proof of Theorem 1.1 follows from three main steps. First, we can embed the combinatorial trees into the Poisson line-breaking trees (Proposition 1.2). The embedding follows from beta-gamma algebra and is similar in spirit to that described in [17, Proposition 3.7] for Marchal’s algorithm. Second, we can use the embedding to show that for \( T_k(n) \) defined to be the subtree of \( T(n) \) spanned by the root and the first \( k \) leaves, \( T_k(n) \) is close to \( T_k \) even for growing \( k \) (Proposition 1.3). Essentially this requires careful analysis of distances and masses in the combinatorial tree, which in turn boils down to understanding a time inhomogeneous Pólya urn model studied by Peköz, Röllin & Ross [27, 28], where distributional convergence results complementary to this paper are derived. Note also that once the correspondence to the urn model is made (in Section 5.1), the choice of the scaling constant \( c \) agrees with that of [28, Proposition 2.1]; in our work, \( c \) is chosen to cancel the leading term in (4.7). Finally, we show what is left over in \( T(n) \) outside of \( T_k(n) \) is sufficiently small (Proposition 1.4). This tightness argument requires careful analysis of two Pólya urn models and an understanding of exchangeable random “decorated” masses.

The layout of the remainder of the paper is as follows. We present the three key propositions and a detailed proof outline in the last subsection of this introduction. In Section 2, we provide necessary background on GHP convergence, and then we prove the three propositions in Sections 3, 4, and 5. We conclude this subsection of the introduction with a few remarks contextualizing our result and discussing further work.

For related work, as previously discussed, there is much interest in limits of recursively constructed trees. However, typically the models considered have some nice consistency properties such as Markov branching (see [19] for a recent review), perhaps with some consistent leaf-labeling, e.g., a regenerative structure as in [31], or having...
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fully exchangeable leaf-labels. By consideration of small cases, it is clear that the leaf-labeling in our models is not exchangeable and the combinatorial trees do not have the Markov branching property so we cannot directly apply the general theory developed for such models. Also, it is unusual for recursively built combinatorial tree models of the kind studied here to allow for degree-2 vertices and this case is excluded from some studies. Having GHP convergence results for an example falling outside the general theory is interesting in its own right, but may also lead to further natural classes of models and general theory.

There are many avenues for future study. The most obvious open problem is to provide a description analogous to Items (3) and (4) above for the limit trees. Moreover, there are many other decompositions and properties of recursively defined trees and their limits that are important and appear in the CRT literature – what are the analogs of these in our setting? Note that our combinatorial trees provide one path to understanding properties of the limit trees.

1.2 Proof outline of Theorem 1.1

First, we examine the topologies of the combinatorial trees and the real trees. The idea is to embellish the real trees with random vertices so that the resulting trees, equipped with the graph distance, have the same law as the combinatorial trees.

Embellished trees

Write $T(0) = T_1$. For each $k \in \mathbb{N}$ and $i \in \{1, \ldots, \ell - 1\}$, let $T((k - 1)\ell + i)$ be obtained from inserting a vertex at a random point uniformly chosen with respect to the normalized Lebesgue measure over $T((k - 1)\ell + i - 1)$. Let $T'_k$ be formed by inserting a vertex uniformly in $T((k - 1)\ell + \ell - 1)$ and define $T(k\ell)$ by attaching a branch of length $C_{k+1} - C_k$ to this last inserted vertex. We call $T(1), T(2), \ldots$ the embellished trees, rooted at the same point as $T_1$. This construction is analogous to that of the combinatorial trees.

All vertices inserted in the above manner are called the embellished vertices. For all $k \in \mathbb{N}$ and $i \in \{1, \ldots, \ell - 1\}$, if we forget about the embellished vertices, then $T((k - 1)\ell + i)$ with the intrinsic length metric has the same law as the real tree $T_k$. A leaf of the embellished tree $T((k - 1)\ell + i)$ is the corresponding leaf of $T_k$. A vertex of the embellished tree $T(n)$ is either an embellished vertex, a leaf, or the root. Denote by $v(T(n))$ the set of vertices of $T(n)$. We view $T(n)$ as the union of the (non-graph-theoretic) branches and the vertices, i.e., a hybrid of the real tree and the combinatorial tree.

For all integers $n, k$ with $n \geq (k - 1)\ell$, let $T_k(n)$ be the subtree of the embellished tree $T(n)$ spanned by the root and the first $k$ leaves (in the order of appearance). Analogously, write $T_k(n)$ for the subtree of $T(n)$ spanned by the root and the first $k$ leaves.

The embellished trees give a way to couple $T(n)$ and $T(n)$ as follows. Recall that we often write $T_k(n) = (v(T_k(n)), d_{gr})$ and $T_k = (T_k, d_{len})$.

**Proposition 1.2.** There is a probability space where we can construct copies of $(T(n) : n \in \mathbb{N}), (T(n) : n \in \mathbb{N}),$ and $(T_k : k \in \mathbb{N})$ such that

$$(v(T_k(n)), d_{gr}) = T_k(n) \text{ and } (T_k(n), d_{len}) = T_k,$$

for all integers $k, n$ with $n \geq (k - 1)\ell$, equalities considered up to isometry-equivalence.

The proof of Proposition 1.2, given in Section 3, relies on that when vertices are inserted into the embellished tree, branches are fragmented into Dirichlet-distributed lengths.

Proposition 1.2 gives us a direct coupling to compare the rescaled graph-theoretic path-lengths of $T_k(n)$ and the corresponding intrinsic path-lengths of $T_k$, which leads to
our next result showing that the combinatorial trees spanned by a subset of leaves and the analogous subtree of the limit tree are close.

Before stating the result, we need some facts and notation. Firstly, as discussed in greater detail just below and in Section 2, all the metric spaces appearing in this paper are compact, and so in fact we can define a distance on such metric spaces (modulo isometry-equivalence), denoted $d_{\text{GHP}}$, which induces the GHP topology. Next, for all $k \in \mathbb{N}$, let $\mu_k$ be the normalized Lebesgue length measure on $T_k$. For all integers $k, n$ with $n \geq (k - 1)\ell$, write $\nu_{k,n}$ for the uniform probability measure over $v(T_k(n))$. For two sequences $g(n), f(n)$, write $g(n) = \Omega(f(n))$ if there exists $C > 0$ such that $g(n) \geq Cf(n)$ for all $n$, and $g(n) = o(f(n))$ if $g(n)/f(n) \to 0$, as $n \to \infty$.

**Proposition 1.3.** Suppose $k : \mathbb{N} \to \mathbb{N}$ satisfies $k(n) = \Omega(\varnothing(n)^{10})$ and $k(n) = o\left(n^{1/10}\right)$. In the probability space where the equalities of Proposition 1.2 hold, almost surely as $n \to \infty$,

$$d_{\text{GHP}} \left( \left( v(T_{k(n)}(n)), \frac{c}{n^\alpha} \cdot d_{\text{gr}}, \nu_{k,n} \right), \left( T_{k(n)}, d_{\text{len}}, \mu_{k(n)} \right) \right) \to 0.$$

The proof of Proposition 1.3 is given in Section 4 and relies on a concentration result (Lemma 4.4 and Corollary 4.5), which says that the number of vertices along a path in $T_{k(n)}(n)$ has order $c^{-1}n^\alpha$ times the Lebesgue length of the path, and that the vertices are regularly distributed.

Next, to ensure that $T_k(n)$ is close to $T(n)$, we need a tightness property of the sequence $(T_k(n) : k \in \mathbb{N}, n \geq k\ell)$, i.e., the Hausdorff distance between $T_k(n)$ and $T(n)$ is diminishing, and the Lévy-Prokhorov distance between their uniform probability measures also vanishes in the limit. Recall that $\nu_n$ is the uniform probability measure over $v(T(n))$.

**Proposition 1.4.** Suppose $k : \mathbb{N} \to \mathbb{N}$ satisfies $k(n) = \Omega\left(n^{1/100}\right)$ and $k(n) = o\left(n^{1/3}\right)$ and assume now $\ell \geq 2$. Then, almost surely as $n \to \infty$,

$$d_{\text{GHP}} \left( \left( v(T_{k(n)}(n)), \frac{c}{n^\alpha} \cdot d_{\text{gr}}, \nu_{k,n} \right), \left( v(T(n)), \frac{c}{n^\alpha} \cdot d_{\text{gr}}, \nu_n \right) \right) \to 0.$$

Note the restriction in Proposition 1.4 to $\ell \geq 2$, which stems from Lemma 5.4 and in particular the proof of Lemma 5.12. The restriction is due to balancing asymptotic terms and probably some version of the proposition and these lemmas hold for $\ell = 1$, but convergence in this case is well-covered in the literature and so it is enough for us to consider $\ell \geq 2$. All other lemmas and propositions in the paper hold for $\ell = 1$.

To establish Proposition 1.4, we deduce a height bound for the subtrees of $T(n)$ pendant to $T_{k(n)}(n)$, and we also show that subtrees pendant to $T_{k(n)}(n)$ are “uniformly asymptotically negligible” (a similar property is used in Addario-Berry & Wen [3], Wen [36]). That is, Lemmas 5.1 and 5.2 imply that with $1 - o(1)$ probability, the maximal height of the subtrees of $T(n)$ pendant to $T_{k(n)}(n)$ has order $o(n^\alpha)$ (yielding GH convergence and Lemma 5.12 implies that the maximal size of the subtrees has order $o\left(n^\alpha \cdot k(n)^{-8/(3(\ell+1))}\right)$). By projecting the masses of pendant subtrees onto $T_{k(n)}(n)$, we can deduce a bound on the relevant Lévy-Prokhorov distance. Details are given in Section 5.

As shown in the next several results of [13], $T$ is almost surely compact, which allows for the convergence to hold in the GHP topology instead of, say, the local GHP topology.

**Theorem 1.5.** ([13, Theorem 1]). Suppose that there exists $\alpha' \in (0, 1]$ such that for $a := (a_k : k \in \mathbb{N}) \subset \mathbb{R}_+$ we have $a_k \leq k^{-\alpha'+o(1)}$ and $\sum_{i=1}^{k} a_i = k^{1-\alpha'+o(1)}$ as $k \to \infty$. Then $T^a$ is almost surely a compact real tree.

**Fact 1.6.** ([13]). If $a_k = C_k - C_{k-1}$ for $n \in \mathbb{N}$, then almost surely $a := (a_k : k \in \mathbb{N})$ satisfies the assumption in Theorem 1.5 for $\alpha' := \frac{\ell}{3+1}$. 
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Theorem 1.7. ([13, Theorem 4]). Almost surely, there exists a probability measure \( \mu \) supported by the leaves of \( T \) such that \( \mu_k \to \mu \) weakly as \( k \to \infty \).

With these results we can now prove Theorem 1.1.

**Proof of Theorem 1.1.** The case \( \ell = 1 \) is just the well-known almost sure GHP convergence of uniform ordered binary trees with uniform measure to the BCRT (e.g., Curien & Haas [14, Theorem 5]), so we assume \( \ell \geq 2 \). We work on the probability space where the equalities of Proposition 1.2 hold, and condition on the a.s. event that \( T \) is compact and \( \mu \) exists, where \( \mu \) is the uniform probability measure supported by the leaves of \( T \).

Let \( k : \mathbb{N} \to \mathbb{N} \) be such that \( k(n) = \Omega(n^{1/100}) \) and \( k(n) = o(n^{1/10}) \). For all \( n \in \mathbb{N} \), write \( \hat{T}(n) = (v(T(n)), \frac{\delta}{n} \cdot d_{\text{gr}}, \nu_n) \), \( \hat{T}_k(n) = (v(T_k(n))(n)), \frac{\delta}{n} \cdot d_{\text{gr}}, \nu_k(n), \), \( \mathcal{T}_k(n) = (T_k(n), d_{\text{len}}, \mu_k(n)) \), and \( \mathcal{T} = (T, d_{\text{len}}, \mu) \). Note that

\[
d_{\text{GHP}} \left( \hat{T}(n), \mathcal{T} \right) \leq d_{\text{GHP}} \left( \hat{T}(n), \hat{T}_k(n) \right) + d_{\text{GHP}} \left( \hat{T}_k(n), \mathcal{T}_k(n) \right) + d_{\text{GHP}} \left( \mathcal{T}_k(n), \mathcal{T} \right). \quad (1.1)
\]

By Propositions 1.3 and 1.4, a.s. as \( n \to \infty \),

\[
d_{\text{GHP}} \left( \hat{T}(n), \hat{T}_k(n) \right) + d_{\text{GHP}} \left( \hat{T}_k(n), \mathcal{T}_k(n) \right) \to 0. \quad (1.2)
\]

Furthermore, since \( \mathcal{T}_k := (T_k, d_{\text{len}}) \) is separable, the weak convergence of measures, i.e., \( \mu_k \to \mu \) (a.s. exists by Theorem 1.7), is equivalent to the convergence of measures in the Lévy-Prokhorov metric, i.e., \( d_P(\mu_k, \mu) \to 0 \), where \( d_P \) denotes the Lévy-Prokhorov distance (defined in Section 2) on \( \mathcal{T} = \bigcup_{k \in \mathbb{N}} \mathcal{T}_k \) (a.s. compact by Theorem 1.5), and \( \mu_k \) is viewed as the measure on \( \mathcal{T} \) such that \( \mu_k(T \setminus T_k) = 0 \). It follows that a.s. \( d_{\text{GHP}} \left( \mathcal{T}_k(n), \mathcal{T} \right) \to 0 \). Together with (1.1) and (1.2), this completes the proof. \( \square \)

2 Gromov-Hausdorff-Prokhorov topology

In this section we review the definition of GHP distance and the topology it induces, referring the reader to the papers by Miermont [26, Section 6.2] and Addario-Berry, Broutin, Goldschmidt & Miermont [2, Section 2.1] for greater details and further references.

We first give the standard and intuitive definition of GHP distance. A *measured metric space* is a triple \((V,d,\nu)\) where \((V,d)\) is a metric space and \(\nu\) is a finite non-negative Borel measure on \(V\). Let \(Z = (\mathbb{Z},\delta)\) be a metric space. Given non-empty \(A \subset Z\) and \(\varepsilon > 0\), the *\(\varepsilon\)-neighborhood* of \(A\) is \(A^\varepsilon := A^\varepsilon_\delta := \{x \in Z : \exists y \in A, \delta(x,y) < \varepsilon\}\). The *Hausdorff distance* \(\delta_H\) between two non-empty subsets \(X, Y\) of \(Z\) is

\[
\delta_H(X,Y) = \inf \{\varepsilon > 0 : X \subset Y^\varepsilon, Y \subset X^\varepsilon\}.
\]

Next, denote by \(\mathcal{P}(Z)\) the collection of all finite non-negative Borel measures on the measurable space \((Z,\mathcal{B}(Z))\), where \(\mathcal{B}(Z)\) denotes the Borel \(\sigma\)-algebra of \(Z\). The *Lévy-Prokhorov distance* \(d_P : \mathcal{P}(Z)^2 \to [0,\infty)\) between two measures \(\nu\) and \(\nu'\) on \(Z\) is

\[
d_P(\nu, \nu') = \inf \{\varepsilon > 0 : \nu(A) \leq \nu'(A^\varepsilon) + \varepsilon \text{ and } \nu'(A) \leq \nu(A^\varepsilon) + \varepsilon, \forall A \in \mathcal{B}(Z)\}.
\]

We can now define the standard metric used to define the Gromov-Hausdorff-Prokhorov topology. For two measured metric spaces \(V = (V,d,\nu)\) and \(V' = (V',d',\nu')\), define

\[
d_{\text{GHP}}^0(V, V') = \inf \max \{\delta_H(\varphi(V), \varphi'(V')), d_P(\nu, \nu'), \delta_H(\varphi', \varphi, \nu')\},
\]

where the infimum is over all metric space \(Z\) and all isometries \(\varphi, \varphi'\) from \(V, V'\) into \(Z\), and where \(\varphi, \varphi'\) and \(\varphi', \nu'\) denote push-forward measures. On the space of measured metric
spaces modulo isometry-equivalence (measured metric spaces \((V,d,\nu)\) and \((V',d',\nu')\) are isometry-equivalent if there exists a measurable bijective isometry \(\Phi : V \to V'\) such that \(\Phi_*\nu = \nu'\), \(d_{\text{GHP}}\) is a metric that induces the GHP topology.

The definition above can be difficult to use, so we now state some alternative notions and results for showing GHP convergence. For \((V,d)\) and \((V',d')\) two metric spaces, a correspondence between \(V\) and \(V'\) is a set \(R \subset V \times V'\) such that for every \(x \in V\), there is \(x' \in V'\) with \((x,x') \in R\), and vice versa. We write \(R(V,V')\) for the set of correspondences between \(V\) and \(V'\). The distortion of any \(R \in R(V,V')\) with respect to \(d\) and \(d'\) is

\[
dis(R;d,d') = \sup \left\{ |d(x,y) - d'(x',y')| : (x,x') \in R, (y,y') \in R \right\}.
\]

Furthermore, let \(M(V,V')\) be the set of finite non-negative Borel measures on \(V \times V'\). Denote by \(\nu\) and \(\nu'\) the projections from \(V \times V'\) to \(V\) and \(V'\), respectively. Let \(\nu\) and \(\nu'\) be finite non-negative Borel measures on \((V,d)\) and \((V',d')\), respectively. The discrepancy of \(\pi \in M(V,V')\) with respect to \(\nu\) and \(\nu'\) is

\[
D(\pi;\nu,\nu') = \|\nu - p_*\pi\| + \|\nu' - p'_*\pi\|,
\]

where \(\|\cdot\|\) denotes the total variation for a signed measure. Given measured metric spaces \(V = (V,d,\nu)\) and \(V' = (V',d',\nu')\), we define the Gromov-Hausdorff-Prokhorov distance by

\[
d_{\text{GHP}}(V,V') = \inf \max \left\{ \frac{1}{2} \cdot dis(R;d,d'), D(\pi;\nu,\nu'), \pi(R') \right\},
\]

where the infimum is over all \(R \in R(V,V')\) and \(\pi \in M(V,V')\).

Writing \(K\) for the set of all compact measured metric spaces modulo isometry-equivalence, \((K,d_{\text{GHP}})\) is a Polish space; see Abraham, Delmas & Hoscheit [1]. GHP convergence refers to convergence in this space. (It can be shown that \(d_{\text{GHP}}\) and \(d_{\text{GHP}}\) induce the same topology on \(K\).)

The Gromov-Hausdorff distance between two metric spaces \((V,d)\) and \((V',d')\) is given by \(d_{\text{GHP}}((V,d),(V',d')) = \inf \frac{1}{2} \cdot \text{dis}(R;d,d')\), where the infimum is over all \(R \in R(V,V')\).

### 3 Coupling between combinatorial trees and real trees

We prove Proposition 1.2 in this section, starting by recalling some basic facts about Dirichlet distributions. Let \(a = (a_1,\ldots,a_n) \in \mathbb{R}^n_+\). The Dirichlet distribution with parameter \(a\), denoted by \(\text{Dir}(a)\), has density \(f(x_1,\ldots,x_n; a) = \frac{1}{B(a)} \prod_{i=1}^n x_i^{a_i-1}\), for \(x_1,\ldots,x_n > 0\) with \(\sum_{i=1}^n x_i = 1\) and \(B(a) := \frac{\prod_{i=1}^n \Gamma(a_i)}{\Gamma(\sum_{i=1}^n a_i)}\). Let \(G_i \sim \text{Gamma}(a_i)\) be independent variables for \(i = 1,\ldots,n\). It is well-known that \(\left(\frac{G_1}{\sum_{i=1}^n G_i},\ldots,\frac{G_n}{\sum_{i=1}^n G_i}\right) \sim \text{Dir}(a)\), and this is independent of \(\sum_{i=1}^n G_i \sim \text{Gamma}(\sum_{i=1}^n a_i)\).

**Lemma 3.1.** ([17, Lemma 2.2]). Suppose that \((X_1,\ldots,X_n) \sim \text{Dir}(1,\ldots,1)\). Let \(J\) have the conditional distribution \(P(J = j \mid X_1,\ldots,X_n) = X_j\). Then \(P(J = j) = \frac{1}{n}\). Furthermore, conditioned on \(J = j\), \((X_1,\ldots,X_n) \sim \text{Dir}(1,\ldots,1,2,\ldots,1)\). Finally, if \(U\) is an independent Uniform(0,1)-variable, then, conditioned on \(J = j\),

\[
(X_1,\ldots,X_{j-1}, U \cdot X_j, (1-U) \cdot X_j, X_{j+1},\ldots,X_n) \sim \text{Dir}(1,\ldots,1).
\]

**Fact 3.2.** Fix \(k \in \mathbb{N}\) and let \(B \sim \text{Beta}(k,1)\). If \((X_1,\ldots,X_k) \sim \text{Dir}(1,\ldots,1)\), independent of \(B\), then \((B \cdot X_1,\ldots,B \cdot X_k, 1-B) \sim \text{Dir}(1,\ldots,1)\).
Recall that the real trees \( T_1, T_2, \ldots \) are constructed by aggregating random intervals of lengths \( C_1, C_2 - C_1, \ldots \), for which we derive the following representation.

**Fact 3.3.** Let \( E_1, E_2, \ldots \) be independent Exponential(1)-variables, and let \( C_1 = E_1^{\frac{1}{\ell + 1}} \). Let \( C_1, B_1, B_2, \ldots \) be independent variables such that \( B_k \sim \text{Beta}(\ell + 1, k) \) for all \( k \in \mathbb{N} \). For all integers \( k \geq 2 \), let

\[
C_k = \frac{C_1}{B_1 \cdots B_{k-1}},
\]

then \( C_k \) has the same distribution as \( (E_1 + \cdots + E_k)^{\frac{1}{\ell + 1}} \), and is independent of \( B_1, \ldots, B_{k-1} \). Moreover, \( \{C_k : k \in \mathbb{N}\} \) are the points of an inhomogeneous Poisson process on \((0, \infty)\) with intensity \((\ell + 1)t^\ell dt\).

Facts 3.2 and 3.3 follow from standard calculations, so we omit the proof.

**Remark 3.4.** In the sequel, we use the representation (3.1) of \( C_k \) for all integer \( k \geq 2 \).

Next, recall the definition of the embellished tree \( T(n) \) from Section 1. A (non-graph-theoretic) path, \( S \), in an embellished tree \( T(n) \) is defined as the corresponding path in the underlying real tree, and the path-length, \(|S|\), is equal to the intrinsic length of \( S \). An edge in an embellished tree is a path between two adjacent vertices, and the edge-length refers to the path-length of the edge. We show that the rescaled edge-lengths of the embellished tree \( T(n) \) are Dirichlet distributed.

Recall that, for all \( k \in \mathbb{N} \), \( T_k' \) is the embellished tree \( T(k\ell) \) without the latest branch (i.e., the \((k+1)\)-th branch, of length \( C_{k+1} - C_k \)), but it includes the embellished vertex to which the \((k+1)\)-th branch is to be attached. For all \( k \in \mathbb{N} \) and \( i \in \{0, \ldots, \ell - 1\} \), let \( E_{k,i}(0), \ldots, E_{k,i}((k-1)(\ell+1)+i) \) be the edge-lengths of the embellished tree \( T((k-1)\ell+i) \), in the order of appearance. For \( i = \ell \), let \( E_{k,i}(0), \ldots, E_{k,i}((k-1)(\ell+1)+i) \) be the edge-lengths of \( T_k' \). Finally, let \( E_{k+1,0}((\ell + 1)k) = C_{k+1} - C_k \). If two edges appear at the same time, the one closer to the root has a smaller index.

**Lemma 3.5.** For all \( k \in \mathbb{N} \) and \( i \in \{0, \ldots, \ell\} \),

\[
\frac{1}{C_k} \cdot (E_{k,i}(0), \ldots, E_{k,i}((k-1)(\ell+1)+i)) \sim \text{Dir}(1,\ldots,1).
\]

**Proof.** We prove by induction on \( i \) and \( k \). Let \( U \sim \text{Uniform}(0,1) \), independent of everything else. For \( k = 1 \) and \( i = 1 \), we may assume that \( E_{1,1}(0) = C_1U \) and \( E_{1,1}(1) = C_1(1-U) \). So \( \frac{1}{C_1} \cdot (E_{1,1}(0), E_{1,1}(1)) \sim \text{Dir}(1,1) \).

Now suppose that the claim holds for some \( k \in \mathbb{N} \) and \( i \in \{0, \ldots, \ell - 1\} \). We are about to insert a vertex uniformly over \( T((k-1)\ell+i) \), for the normalized Lebesgue length measure. Let \( V \sim \text{Uniform}(0,1) \), independent of everything else. Conditioned on selecting the edge with length \( E_{k,i}(j) \) to insert such a vertex, for an appropriate \( j \), by Lemma 3.1 we have that the \((k-1)(\ell+1)+i+2\) dimensional vector

\[
\frac{1}{C_k} \cdot (E_{k,i}(0), \ldots, E_{k,i}(j)V, E_{k,i}(j)(1-V), \ldots, E_{k,i}((k-1)(\ell+1)+i)) \sim \text{Dir}(1,\ldots,1).
\]

The above holds regardless of the choice of \( j \), so it also holds without conditioning and the claim follows for \( k+1 \) and \( i+1 \).

Next, we show that the claim holds for \( k+1 \) and \( i = 0 \) as well. Recall that \( T(k\ell) \) is obtained from attaching a branch of length \( C_{k+1} - C_k \) to \( T'_k \). So

\[
(E_{k+1,0}(0), \ldots, E_{k+1,0}((\ell + 1)k)) = (E_{k,\ell}(0), \ldots, E_{k,\ell}((k-1)(\ell+1)+\ell), C_{k+1} - C_k).
\]

It follows from Fact 3.3 that we may write \( C_k = B_kC_{k+1} \) for \( B_k \sim \text{Beta}(\ell + 1, k) \), independent of \( C_{k+1} \). So \( C_{k+1} - C_k = C_{k+1}(1 - B_k) \) where \( 1 - B_k \sim \text{Beta}(1, (\ell + 1)k) \). We
have proved that the claim holds for \( k \) and \( i = \ell \):

\[
\left( \frac{E_{k,\ell}(0)}{C_k}, \ldots, \frac{E_{k,\ell}(k-1)(\ell + 1) + \ell}{C_k} \right) \sim \text{Dir}(1, \ldots, 1).
\]

Then by Fact 3.2,

\[
\frac{1}{C_{k+1}} \cdot (E_{k,\ell}(0), \ldots, E_{k,\ell}(k-1)(\ell + 1) + \ell, C_{k+1}(1 - B_k)) \sim \text{Dir}(1, \ldots, 1).
\]

The lemma follows by induction.

Recall that \( v(T(n)) \) is the union of the embellished vertices, the leaves, and the root, and recall the definition of the combinatorial tree \( T(n) \) from Section 1.

**Lemma 3.6.** There exists a probability space where

\[
((v(T(n)), d_{gr}) : n \in \mathbb{N}) = ((v(T(n)), d_{gr}) : n \in \mathbb{N}) =: (T(n) : n \in \mathbb{N}),
\]

considered up to isometry-equivalence.

**Proof.** We prove by induction on \( n \). For \( n = 0 \), \( (v(T(0)), d_{gr}) = T(0) \) (both consist of an edge). Now assume that, for \( n \in \mathbb{N} \) such that \( \ell \) does not divide \( n \), \( (v(T(n-1)), d_{gr}) = T(n-1) \). We are about to insert a vertex into \( T(n-1) \) and \( T(n-1) \) respectively. It follows from Lemmas 3.1 and 3.5 that the new vertex has equal probability to land on any edge of \( T(n-1) \). This holds true for the insertion into \( T(n-1) \) as well, by construction. It then follows from the induction hypothesis that \( (v(T(n)), d_{gr}) \) and \( T(n) \) have the same law. We may and shall assume that \( (v(T(n)), d_{gr}) = T(n) \).

Next, we show that the claim also holds for \( n \in \mathbb{N} \) such that \( \ell \) divides \( n \). Assuming that \( (v(T(n-1)), d_{gr}) = T(n-1) \). After inserting a vertex into both \( T(n-1) \) and \( T(n-1) \) as above, we additionally attach a new branch to the last inserted vertex. The resulting trees are \( T(n) \) and \( T(n) \). It is easily seen that their laws are the same, and we may view them equal. The lemma then follows by induction.

This lemma immediately yields Proposition 1.2. Recall that \( T_k \) is the subtree of \( T(n) \) spanned by the root and the first \( k \) leaves.

**Proof of Proposition 1.2.** By the constructions above, \( (T_k : k \in \mathbb{N}) \) has the same distribution as \( ((T_k((k-1)\ell), d_{len}) : k \in \mathbb{N}) = ((T_k((k-1)\ell + 1), d_{len}) : k \in \mathbb{N}) = \ldots \). We may and shall assume that

\[
(T_k(n), d_{len}) = T_k
\]

for all \( k, n \in \mathbb{N} \) with \( n \geq (k-1)\ell \). In the product of the probability spaces where (3.2) and (3.3) hold respectively, the proposition easily follows.

### 4 Almost sure convergence for subtrees with finite leaves

Hereafter, we work in the probability space where the equalities of Proposition 1.2 hold. In this section we prove Proposition 1.3, which requires the following lemmas.

**Lemma 4.1.** For all integer \( k > (7/3)^4 \), \( P \left( \left| C_k^{1/2} - k \right| \right\} \geq k^{3/4} \leq 2e^{-k^{1/2}/4} \).

**Corollary 4.2.** Let \( k : \mathbb{N} \to \mathbb{N} \) be such that \( k(n)^\alpha = o(n^{\alpha-1/4}) \) and \( k(n) \to \infty \). Then for sufficiently large \( n \), with probability greater than \( 1 - 2 \sum_{m=0}^{[n/\ell]} e^{-m^{3/2}/4} \), we have

\[
\left| C_{k(n)} - k(n)^{1/2} \right| < 10\ell(n)^{1/2} \text{ and } \frac{n}{\ell} \left( \frac{1}{\alpha} - \frac{3}{\alpha n^{1/2}} \right) < \sum_{m=k(n)}^{[n/\ell]} \frac{1}{c_m} < \left( \frac{\alpha}{2} \right)^{\alpha} \left( \frac{1}{\alpha} + \frac{5}{n^{1/2}} \right).
\]
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We defer the straightforward proofs of Lemma 4.1 and Corollary 4.2 to Section 6.

For all \( k \in \mathbb{N} \), let \( B^+_k \) be the Borel algebra of \( T_k \) (i.e., of \( (T_k(n), \mathcal{d}_{kn}) \), in view of Proposition 1.2). Note that conditioned on \( T_k \), we do not know any information of the embellished vertices. Given \( S \in B^+_k \), write \( |S| = \mu_k(S) \cdot C_k \); so when \( S \) is a path, \(|S| \) is the intrinsic path-length. For all integer \( n \geq (k-1)\ell \), let \( M(S,n) \) be the number of vertices of \( T_k(n) \) on \( S \), and write \[ \hat{M}(S,n) = \frac{c}{n^\alpha} \cdot M(S,n). \]

**Fact 4.3.** Fix \( k \in \mathbb{N} \) and \( S \in B^+_k \). Then for all integer \( j \geq k \), given \( T_k \) and \( C_j \),

\[ M(S,j\ell) - M(S,(j-1)\ell) \sim \text{Binomial} \left( \ell, \frac{|S|}{C_j} \right), \]

and given \( C_k, C_{k+1}, \ldots \), the variables \((M(S,j\ell) - M(S,(j-1)\ell) : j \geq k)\) are independent.

We first define a nice event, then prove an exponential bound given such an event. For all \( k, n \in \mathbb{N} \) with \( n \geq k \ell \), define the event \( F_{k,n} \) as

\[ F_{k,n} := \left\{ \sum_{m=k}^{[n/\ell]} \frac{1}{C_m} \in \left( \left( \frac{n}{\ell} \right)^\alpha \cdot \left( 1 + \frac{5}{n^{1/4}} \right) \right) \right\} \cap \left\{ |C_k - k^{n/\ell}| < 10k^{n/\ell} - \frac{1}{4} \right\}. \tag{4.1} \]

Given \( k : \mathbb{N} \to \mathbb{N} \) such that \( k(n) \to \infty \) and \( k(n) = o(n^{1/2}) \), by Corollary 4.2, with sufficiently large \( n \),

\[ \mathbb{P} \left( F_{k(n),n} \right) > 1 - 2 \sum_{m=k(n)}^{[n/\ell]} e^{-m^{1/2}/4}. \tag{4.2} \]

Given an event \( F \), the notation \( F^c \) denotes the complement of \( F \).

The next result is the key to the results of this section, which says that the rescaled number of vertices falling into a subset \( S \) of the tree has the same asymptotics as \(|S|\).

**Lemma 4.4.** Let \( k : \mathbb{N} \to \mathbb{N} \) be such that \( k(n) = \Omega((\log n)^{10}) \) and \( k(n) = o(n^{1/2}) \). Then for sufficiently large \( n \), for \( \varepsilon = \varepsilon_n > 80k(n)^{1/2}n^{-1/4} \), and for all \( S \in B^+_k \),

\[ \mathbb{P} \left( |\hat{M}(S,n) - |S|| \geq \varepsilon, F_{k(n),n} \mid T_k(n) \right) \leq 2 \exp \left( -\frac{\varepsilon^2 n^\alpha}{32ck(n)^{1/2}} \right); \tag{4.3} \]

it follows that

\[ \mathbb{E} \left[ \mathbb{P} \left( |\hat{M}(S,n) - |S|| \geq \varepsilon \mid T_k(n) \right) \right] \leq 2 \exp \left( -\frac{\varepsilon^2 n^\alpha}{32ck(n)^{1/2}} \right) + e^{-k(n)^{1/3}}, \tag{4.4} \]

where the second term \( e^{-k(n)^{1/3}} \) comes from \( \mathbb{E} \left[ \mathbb{P} \left( F_{k(n),n} \mid T_k(n) \right) \right] \), not depending on \( \varepsilon \).

**Proof.** Let \( n \in \mathbb{N} \) be sufficiently large (to be made precise) and write \( k = k(n) \), \( \varepsilon = \varepsilon_n \). Conditioned on \( T_k \), fix \( S \in B^+_k \). To ease notation, assume that \( \ell \) divides \( n \). Write \( M = M(S,n) \). By Markov’s inequality, for any \( t > 0 \),

\[ \mathbb{P} \left( \frac{M}{c} \leq n^\alpha \left( \frac{|S| + \varepsilon}{c} \right), F_{k,n} \mid T_k \right) \leq \mathbb{E} \left[ e^{tM} \cdot 1_{[F_{k,n}]} \mid T_k \right] \cdot e^{-\frac{c n^\alpha}{t}(|S| + \varepsilon)}. \tag{4.5} \]

Now we take a closer look at the bound (4.5). Write \( M_0 = M(S,(k-1)\ell) \), and for integer \( k \leq m \leq n/\ell \), write \( B_m = M(S,m\ell) - M(S,(m-1)\ell) \); so given \( C_k, \ldots, C_{n/\ell} \), Fact 4.3
implies the $B_m$’s are independent Binomial$(\ell, \frac{|S|}{c_m})$-variables. Then $M = M_0 + \sum_{m=k}^{n/\ell} B_m$.
For $t \in (0, 1], c^1 - 1 \leq t + t^2$ and log $\left\{ 1 + \frac{|S|}{c_m} (c^1 - 1) \right\} \leq \frac{|S|}{c_m} (c^1 - 1)$, so

$$E \left[ e^{tM} \cdot 1_{[F_{k,n}]} \mid T_k, M_0, C_k, \ldots, C_{n/\ell} \right] = 1_{[F_{k,n}]} \cdot e^{tM_0} \cdot \prod_{m=k}^{n/\ell} E \left[ e^{tB_m} \mid T_k, C_k, \ldots, C_{n/\ell} \right]$$

$$= 1_{[F_{k,n}]} \cdot e^{tM_0} \cdot e^{\ell \sum_{m=k}^{n/\ell} \log \left\{ 1 + \frac{|S|}{c_m} (c^1 - 1) \right\}} \leq 1_{[F_{k,n}]} \cdot e^{tM_0} \cdot e^{\ell (t + t^2) \sum_{m=k}^{n/\ell} \frac{|S|}{c_m}}.$$

Note that $M_0 \leq (\ell + 1)k$ and $1_{[F_{k,n}]} \leq 1$. Together with (4.1) and (4.5), by averaging over $C_k, \ldots, C_{n/\ell}$, we have

$$P \left( M \geq \frac{n^\alpha}{c} (|S| + \varepsilon), F_{k,n} \mid T_k \right) \leq 1_{[F_{k,n}]} \cdot e^{(\ell + 1)tk + (\ell + t^2) |S| \left( n_\varepsilon \frac{\alpha}{\ell} + \frac{\alpha}{n^{1/\ell}} \right)} - \frac{n^\alpha}{c} (|S| + \varepsilon).$$

(4.6)

Recall that $c = \frac{e^\alpha}{1 - \alpha}$ and $\alpha = \frac{e^{\alpha}}{1 - \alpha}$, so $\ell t |S| \left( \frac{\alpha}{\ell} + \frac{\alpha}{n^{1/\ell}} \right) = 0$. Hence, by rearrangement and cancellation, the exponent of (4.6) is simplified as follows:

$$(\ell + 1)tk + (\ell + t^2) |S| \left( \frac{n_\varepsilon \alpha}{\ell} + \frac{\alpha}{n^{1/\ell}} \right) - \frac{tn^\alpha}{c} (|S| + \varepsilon)$$

$$(\ell + 1)tk + (t + t^2) n^{a - 1/4} \cdot \frac{5|S|}{c} + t^2 n^a \cdot \frac{|S|}{c} - tn^\alpha \cdot \frac{\varepsilon}{c}.$$  

(4.7)

Furthermore, since $|S| \leq C_k$, $k = k(n) = o(n^{1/2})$, and $\varepsilon = \varepsilon_n = 80 \alpha k(n) n^{-1/4}$, there exists $n_0$ such that for all $n \geq n_0$, $(\ell + 1)k \cdot c < n^a \cdot \frac{\varepsilon}{c}$, and, on the event $F_{k,n}$, $n^{a - 1/4} \cdot 5|S| < n^{a - 1/4} \cdot 10 k \frac{\alpha}{n^{1/\ell}}$, $\varepsilon < n^a \cdot \frac{\varepsilon}{c}$, so $n^a \cdot \frac{\varepsilon}{c} - (\ell + 1)k \cdot c < n^{a - 1/4} \cdot 5|S| > n^a \cdot \frac{\varepsilon}{c}$.

Below we assume $T_k$ is given and $F_{k,n}$ holds. Assume $n \geq n_0$, and take

$$t = \min \left\{ \frac{1}{8}, \frac{n^a \cdot \varepsilon/2 - (\ell + 1)k \cdot c - n^{a - 1/4} \cdot 5|S|}{n^a \cdot |S| + n^{a - 1/4} \cdot 5|S|} \right\}.$$  

(4.8)

It follows that $0 < t \leq \frac{1}{8}$. We first consider the case $\frac{1}{8} > t = \frac{n^a \cdot \varepsilon/2 - (\ell + 1)k \cdot c - n^{a - 1/4} \cdot 5|S|}{n^a \cdot |S| + n^{a - 1/4} \cdot 5|S|}$: the last equality immediately yields $(\ell + 1)tk + (t + t^2) n^{a - 1/4} \cdot \frac{5|S|}{c} + t^2 n^a \cdot \frac{|S|}{c} - tn^\alpha \cdot \frac{\varepsilon}{c} = -tn^\alpha \cdot \frac{\varepsilon}{2c},$

so we easily obtain that

$$(\ell + 1)tk + (t + t^2) n^{a - 1/4} \cdot \frac{5|S|}{c} + t^2 n^a \cdot \frac{|S|}{c} = tn^\alpha \cdot \frac{\varepsilon}{c}.$$  

Moreover, given that $\frac{1}{8} > t = \frac{n^a \cdot \varepsilon/2 - (\ell + 1)k \cdot c - n^{a - 1/4} \cdot 5|S|}{n^a \cdot |S| + n^{a - 1/4} \cdot 5|S|} > \frac{\varepsilon}{16k \frac{\alpha}{n^{1/\ell}}},$ by increasing $n$ if necessary, we have $t > \frac{n^a \cdot \varepsilon/4}{2n^a \cdot |S| + n^{a - 1/4} \cdot 5|S|} = \frac{\varepsilon}{2n^a \cdot |S| + n^{a - 1/4} \cdot 5|S|}$: the right-hand side of (4.8) is upper bounded by $-\frac{\varepsilon n^a}{32ck \varepsilon \cdot n^{1/\ell}}$. Next consider the case $t = \frac{1}{8} \leq \frac{n^a \cdot \varepsilon/2 - (\ell + 1)k \cdot c - n^{a - 1/4} \cdot 5|S|}{n^a \cdot |S| + n^{a - 1/4} \cdot 5|S|} < \frac{\varepsilon}{2n^a \cdot |S| + n^{a - 1/4} \cdot 5|S|}$: in this case $|S| < 4\varepsilon$ and, by substituting $t = \frac{1}{8}$ and using the inequality $(\ell + 1)k \cdot c < n^a \cdot \frac{\varepsilon}{c}$ again,

$$(\ell + 1)tk + (t + t^2) n^{a - 1/4} \cdot \frac{5|S|}{c} + t^2 n^a \cdot \frac{|S|}{c} = tn^\alpha \cdot \frac{\varepsilon}{c}$$

$$\leq n^a \cdot \frac{\varepsilon}{64c} + n^{a - 1/4} \cdot \frac{40\varepsilon}{64c} + n^a \cdot \frac{|S|}{c} - n^a \cdot \frac{\varepsilon}{8c}$$

$$= -n^a \cdot \frac{3\varepsilon}{64c} + n^{a - 1/4} \cdot \frac{45\varepsilon \cdot n^a}{16c} < -\frac{\varepsilon^2 n^a}{32ck \varepsilon \cdot n^{1/\ell}}.$$
Together with (4.6), for sufficiently large $n$ we have
\[
P\left(M \geq \frac{n^\alpha}{c} (|S| + \varepsilon), \nu_{k,n} \mid T_k\right) \leq \exp\left(-\frac{\varepsilon^2 n^\alpha}{32 ck^{\alpha+1}}\right).
\]

Similarly, we deduce that $P\left(\frac{n^\alpha}{c} |S| - M \geq \frac{n^\alpha}{c} \varepsilon, \nu_{k,n} \mid T_k\right) \leq \exp\left(-\frac{\varepsilon^2 n^\alpha}{32 ck^{\alpha+1}}\right)$, (4.3) then follows by the triangle inequality.

Finally, by averaging over all $T_k$, it follows from (4.2) that, by increasing $n$ if necessary,
\[
E \left[P \left(F_{k,n}^c \mid T_k\right)\right] = P \left(F_{k,n}^c\right) \leq 2 \sum_{m=k}^{n/\ell} e^{-m^{1/2}/4} \leq e^{-k^{1/3}},
\]
where the last inequality is because $k = k(n) = \Omega((\log n)^{10})$. Then it follows by (4.3) that
\[
E \left[P \left(\hat{M}(S, n) - |S| \geq \varepsilon \mid T_k\right)\right] \leq E \left[P \left(\hat{M}(S, n) - |S| \geq \varepsilon, \nu_{k,n} \mid T_k\right)\right] + E \left[P \left(F_{k,n}^c \mid T_k\right)\right] \leq 2 \exp\left(-\frac{\varepsilon^2 n^\alpha}{32 ck^{\alpha+1}}\right) + e^{-k^{1/3}}.
\]

Notice that the second term $e^{-k^{1/3}}$ in the bound does not depend on $\varepsilon$. \hfill \Box

Lemma 4.4 easily leads to the Gromov-Hausdorff (GH) version of Proposition 1.3; see (4.9) for an argument. To extend the result to GHP convergence (see Section 2), we need to consider the measures on the trees. First we simplify notation; given appropriate $k : \mathbb{N} \to \mathbb{N}$, write
\[
\mathcal{T}^\alpha = T_{k(n)}(n).
\]
We need to bound the minimal discrepancy with respect to the uniform probability measures $\nu_{k(n),n}$ on $(\nu(T^n), d_n)$ and $\mu_{k(n)}$ on $(T^n, d_{len})$. To accomplish that, we show that $\nu_{k(n),n}$ and $\mu_{k(n)}$ are close.

**Corollary 4.5.** Fix $\varepsilon > 0$. Let $k : \mathbb{N} \to \mathbb{N}$ be such that $k(n) = \Omega((\log n)^{10})$ and $k(n) = o(n^{1/10})$. Then for all $S \in B^+_k$, as $n \to \infty$,
\[
E \left[P \left(\left|\nu_{k(n),n}(v(S)) - \mu_{k(n)}(S)\right| > \frac{\varepsilon}{11 k(n)^{\alpha+3}} \mid T_{k(n)}\right)\right] = o(n^{-3}),
\]
where the rate of decay does not depend on $S$.

**Proof.** Fix sufficiently large $n \in \mathbb{N}$ and write $k = k(n)$. Let $S \in B^+_k$. Recall that $|S| = \mu_k(S) \cdot C_k$, $|\nu_{k,n}(v(S))| \leq 1$, and
\[
\hat{M}(S, n) = \frac{c}{n^\alpha} \cdot M(S, n) = \frac{c}{n^\alpha} \cdot \nu_{k,n}(v(S)) \cdot |v(T^n)|.
\]
Next, note that, conditioned on $T_k$, the event $\{\nu_{k,n}(v(S)) - \mu_k(S)| > 2\varepsilon\}$ is a subset of
\[
\left\{\left|\frac{\nu_{k,n}(v(S))}{C_k} \cdot \frac{c \cdot |v(T^n)|}{n^\alpha} - \mu_k(S)\right| > \varepsilon\right\} \cup \left\{\left|\frac{c \cdot |v(T^n)|}{n^\alpha} - C_k \cdot \nu_{k,n}(v(S))\right| > \varepsilon \cdot C_k\right\}.
\]
On the event $F_{k,n}$ from (4.1), we have $C_k > 1$, and from this fact and the triangle inequality, it follows that

$$
E \left[ P \left( |\nu_{k,n}(v(S)) - \mu_k(S)| > 2\varepsilon \mid T_k \right) \right] \\
\leq E \left[ P \left( |\overline{M}(S,n) - |S| > \varepsilon, F_{k,n} \mid T_k \right) \right] \\
+ E \left[ P \left( \frac{c \cdot |v(T^n)|}{n^{\alpha}} - C_k > \varepsilon, F_{k,n} \mid T_k \right) \right] + 2E \left[ P \left( F_{k,n} \mid T_k \right) \right] \\
\leq 4 \exp \left( \frac{-\varepsilon^2 n^{\alpha}}{32ck^{3/2}} \right) + 2e^{-k^{1/3}};
$$

the last inequality follows by applying Lemma 4.4 twice. Now, replacing $\varepsilon$ by $\frac{\varepsilon}{11k^{3/2}}$ in the above inequality and noticing that given the event $F_{k,n}$, $\frac{\varepsilon}{11k^{3/2}}$ satisfies the assumption in Lemma 4.4, we obtain

$$
E \left[ P \left( |\nu_{k,n}(v(S)) - \mu_k(S)| > \frac{\varepsilon}{11k^{3/2}} \mid T_k \right) \right] \leq 4 \exp \left( \frac{-\varepsilon^2 n^{\alpha}}{32 \cdot 2^2 \cdot 11^2 \cdot ck^{3/2}} \right) + 2e^{-k^{1/3}}.
$$

The lemma then follows from that $k = k(n) = \Omega((\log n)^{10})$ and $k(n) = o(n^{1/10})$.

It may be helpful to recall the definitions relating to GHP convergence in Section 2 before reading the next proof.

**Proof of Proposition 1.3.** For most part of the proof we fix a large enough $n$ and write $k = k(n)$ for simplicity, unless we consider varying $n$. Let $\varepsilon_n = k^{3/2}$. Since the total length of $T^n$ is $C_k$, we may cover $T^n$ by $M_n = \left\lfloor n C_k \right\rfloor$ balls, denoted by $B_{n,1}, \ldots, B_{n,M_n}$, each with diameter at most $\varepsilon_n$. Let $A_{n,i} = B_{n,1}$, and for $i > 1$, let $A_{n,i} = B_{n,i} \setminus \bigcup_{j=1}^{i-1} B_{n,j}$. Then $\{A_{n,1}, \ldots, A_{n,M_n}\}$ is a covering of $(T^n, d_{\text{len}})$ by disjoint sets of diameter at most $\varepsilon_n$.

Next, define $S_n = \bigcup_{i=1}^{M_n} v(A_{n,i}) \times A_{n,i}$, then $S_n$ is a correspondence between $v(T^n)$ and $T^n$. Moreover, for each $1 \leq i \leq M_n$, let $w_i$ be the element of $v(A_{n,i})$ such that $w_i$ is closest to the root of $T^n$. Write $d_n = \frac{n^{\alpha}}{n^{\alpha}} \cdot d_{\text{gr}}$. The distortion of $S_n$ can be bounded as follows:

$$
\text{dis}_{S_n} := \text{dis}(S_n; d_n, d_{\text{len}}) = \sup \{|d_n(x,y) - d_{\text{len}}(x',y')| : (x,x') \in S_n, (y,y') \in S_n \}
= \max_{1 \leq i \leq M_n} \sup \{|d_n(x,y) - d_{\text{len}}(x',y')| : (x,x') \in v(A_{n,i}) \times A_{n,i}, (y,y') \in v(A_{n,j}) \times A_{n,j} \}
\leq \max_{1 \leq i \leq M_n} \sup \{|d_n(w_i,w_j) - d_{\text{len}}(w_i,w_j)| + d_n(w_i,x) + d_n(w_j,y) + d_{\text{len}}(w_i,x') + d_{\text{len}}(w_j,y') : (x,x') \in v(A_{n,i}) \times A_{n,i}, (y,y') \in v(A_{n,j}) \times A_{n,j} \}
\leq \max_{1 \leq i \leq M_n} |d_n(w_i,w_j) - d_{\text{len}}(w_i,w_j)| + \frac{2c}{n^{\alpha}} \max_{1 \leq i \leq M_n} |v(A_{n,i})| + 2\varepsilon_n.
$$

Now, given $x, y \in v(T^n)$, write $[x,y]$ for the path in $T^n$ from $x$ (included) to $y$ (excluded). So $d_n(x,y) = \overline{M}(x,y, n)$ and $d_{\text{len}}(x,y) = |[x,y]|$. Together with the triangle inequality, we have

$$
\text{dis}_{S_n} \leq \max_{1 \leq i \leq j \leq M_n} |\overline{M}(w_i,w_j, n) - |w_i,w_j]| + \frac{2c}{n^{\alpha}} \max_{1 \leq i \leq M_n} M(A_{n,i}, n) + 2\varepsilon_n
\leq \max_{1 \leq i \leq j \leq M_n} |\overline{M}(w_i,w_j, n) - |w_i,w_j]| + \frac{2}{n^{\alpha}} \max_{1 \leq i \leq M_n} |\overline{M}(A_{n,i}, n) - |A_{n,i}|| + 2\varepsilon_n + 2\varepsilon_n.
$$
Recall the definition of the event $F_{k,n}$ from (4.1) and note that on this event, we have $M_n \leq m_n := \left[ \varepsilon_n^{-1} k^{1+\frac{1}{\kappa}} \left( 1 + 10k^{-\frac{1}{\kappa}} \right)^k \right] = \left[ k^{1+\frac{1}{\kappa}} \left( 1 + 10k^{-\frac{1}{\kappa}} \right) \right]$. Then for any $\varepsilon > 0$, it follows that

\[
\mathbb{P}(\text{dis}_n > 4\varepsilon_n + 3\varepsilon) \leq \mathbb{P}(\text{dis}_n > 4\varepsilon_n + 3\varepsilon, F_{k,n}) + \mathbb{P}\left(F_{k,n}^c\right)
\]

\[
\leq \mathbb{P}\left(\max_{1 \leq i \leq j \leq M_n} \left| \hat{M}(\{w_i, w_j\}, n) - ||w_i, w_j|| \right| > \varepsilon, F_{k,n}\right) + \mathbb{P}\left(F_{k,n}^c\right)
\]

\[
\leq \mathbb{E}\left[ \sum_{1 \leq i \leq j \leq M_n} \mathbb{P}\left(\max_{1 \leq i \leq j \leq M_n} \left| \hat{M}(\{w_i, w_j\}, n) - ||w_i, w_j|| \right| > \varepsilon, F_{k,n}\right)\right]
\]

Applying Lemma 4.4 with $S = \{w_i, w_j\}$ and $S = \{A_{n,i}\}$ yields that

\[
\mathbb{P}(\text{dis}_n > 4\varepsilon_n + 3\varepsilon) \leq 4m_n^2 \exp\left(-\frac{\varepsilon^2 \alpha^4}{32ck(n)^{1+\frac{1}{\kappa}}}\right) + e^{-k(n)^{1/3}}.
\]

Noting that $\varepsilon_n \to 0$, $k(n) = \Omega\left((\log n)^{10}\right)$, $k(n) = o\left(n^{1/10}\right)$, and $m_n < 11k(n)^{1+\frac{1}{\kappa}}$, it is easily seen that $\sum_{n \in \mathbb{N}} \mathbb{P}(\text{dis}_n > 4\varepsilon_n + 3\varepsilon) < \infty$, and so by the Borel-Cantelli lemma,

\[
\text{dis}_n \to 0 \text{ a.s.,}
\]

and the GH convergence is shown.

To show GHP convergence, we follow [2, Proof of Proposition 4.8] and define \(\pi_n^o\) on the product space \(v(T^n) \times T^n\) as follows. Given \(1 \leq i \leq M_n\), for Borel sets \(X \subset v(A_{n,i})\) of \((v(T^n), d_n)\) and \(Y \subset A_{n,i}\) of \((T^n, d_{\text{len}})\), define

\[
\pi_n^o(X, Y) = \frac{\nu_{k,n}(X) \cdot \mu_k(Y)}{\max\{\nu_{k,n}(v(A_{n,i})), \mu_k(A_{n,i})\}}.
\]

For \(i \neq j\), let \(\pi_n^o(v(A_{n,i}), A_{n,j}) = 0\); so

\[
\pi_n^o(S_n^o) = 0.
\]

Such rectangles \(X \times Y\) form a \(\pi\)-system generating the product \(\sigma\)-algebra, so \(\pi_n^o\) extends uniquely to a measure \(\pi_n\) on the product \(\sigma\)-algebra of \((v(T^n), d_n)\) and \((T^n, d_{\text{len}})\).

Now we derive the discrepancy \(D_n := D(\pi_n; \nu_{k,n}, \mu_k)\) of \(\pi_n\) with respect to \(\nu_{k,n}\) and \(\mu_k\). Note that \(\pi_n(v(A_{n,i}), A_{n,i}) = \min\{\nu_{k,n}(v(A_{n,i})), \mu_k(A_{n,i})\}\). Writing \(p\) and \(p'\) for the projections of \(v(T^n) \times T^n\) to the first and the second coordinates respectively, an easy calculation shows that

\[
D_n = \|\nu_{k,n} - p_\star \pi_n\| + \|\mu_k - p'_\star \pi_n\|
\]

\[
= \sum_{i=1}^{M_n} \left[ \nu_{k,n}(v(A_{n,i})) - \min\{\nu_{k,n}(v(A_{n,i})), \mu_k(A_{n,i})\} \right]
\]

\[
+ \sum_{i=1}^{M_n} \left[ \mu_k(A_{n,i}) - \min\{\nu_{k,n}(v(A_{n,i})), \mu_k(A_{n,i})\} \right]
\]

\[
= \sum_{i=1}^{M_n} \left| \nu_{k,n}(v(A_{n,i})) - \mu_k(A_{n,i}) \right|.
\]
We now use the notation \( T(\cdot) \) (we call the (graph-theoretic) path in \( T \)) to denote the length of branch \( v \in T \) that at time \( n \) is added to the urn. For all \( n \in \mathbb{N} \), let \( m(n) \) be the number of balls of color \( k \ell \) that \( m(n) \) divides \( n \), and if the urn contains balls of colors \( 1, \ldots, k \ell - 1 \), then an additional ball of color \( k \) is added to the urn. For \( n, k \in \mathbb{N} \) with \( n \geq (k-1)\ell \), let \( U_k(n) \) be the number of balls of color \( k \) at time \( n \), and let \( M_k(n) = U_1(n) + \ldots + U_k(n) \). Note that at time \( k\ell \), there are \((\ell + 1)k + 1) \) balls of colors \( 1, \ldots, k + 1 \). The \( \ell \) extra \( 1 \) accounts for the initial ball of color \( 1 \), and there is only 1 ball of color \( k + 1 \).

Recall the construction of the combinatorial tree \( T(n) \) from Section 1. For all \( k \in \mathbb{N} \), \( v_k \) is a branchpoint, i.e., a vertex with degree at least 3. For all \( k \in \mathbb{N} \) with \( n \geq (k-1)\ell \), we call the (graph-theoretic) path in \( T(n) \) from \( v_k \) to the leaf \( L_1 + k \) branch \( k \). The length of a path in \( T(n) \) is the number of (graph-theoretic) edges in it. Note that the lengths of branches 1, \ldots, \( k \) in \( T(n) \) have the same law as \( U_k(n) \). We may and shall use \( \alpha_k(n) \) to denote the length of branch \( k \) in \( T(n) \).

5 Tightness property

In Section 5.1, we describe how the combinatorial tree \( T(n) \) relates to an infinite-colors Pólya urn, which helps us analyse the heights and sizes of subtrees in \( T(n) \). In Section 5.2, we establish Proposition 1.4, with the proofs of several lemmas deferred to the subsequent subsections.

5.1 An infinite-colors Pólya urn

At time 0, an urn contains only one ball of color 1. At time \( n \in \mathbb{N} \), pick a ball from the urn uniformly at random, return the ball to the urn along with another ball of the same color. In addition, if \( \ell \) divides \( n \), and if the urn contains balls of colors \( 1, \ldots, k - 1 \), then an additional ball of color \( k \) is added to the urn. For all \( n \in \mathbb{N} \), \( k \in \mathbb{N} \) with \( n \geq (k-1)\ell \), let \( U_k(n) \) be the number of balls of color \( k \) at time \( n \), and let \( M_k(n) = U_1(n) + \ldots + U_k(n) \). Note that at time \( k\ell \), there are \((\ell + 1)k + 1) \) balls of colors \( 1, \ldots, k + 1 \). The length of a path in \( T(n) \) is the number of (graph-theoretic) edges in it. Note that the lengths of branches 1, \ldots, \( k \) in \( T(n) \) have the same law as \( U_k(n) \). We may and shall use \( \alpha_k(n) \) to denote the length of branch \( k \) in \( T(n) \).
5.2 Outline and proof for Proposition 1.4

We first outline the essential step to prove the GH version of Proposition 1.4: to obtain a height bound for the subtrees of \( T(n) \) pendant to \( T_k(n) \), where \( T_k(n) \) is the subtree of \( T(n) \) spanned by the root and the first \( k \) leaves. To accomplish this, we express the height bound of the subtrees in terms of \( \sum_{i=k(n)+1}^{\lceil n/\ell \rceil +1} (C_i - C_{i-1})U_i(n) / C_i \), in Lemma 5.1; then deduce a bound for this sum, in Lemma 5.2. Write \( \mathcal{F}_{k,n} \) for the \( \sigma \)-algebra generated by \( C_k, \ldots, C_{\lceil n/\ell \rceil +1}, U_{k+1}(n), \ldots, U_{\lceil n/\ell \rceil +1} \). For all \( i \in \mathbb{N} \) write \( \Delta C_i = C_i - C_{i-1} \).

**Lemma 5.1.** Fix \( n, k \in \mathbb{N} \) with \( n \geq k\ell \), and let \( u \) be a uniformly chosen vertex from \( v(T(n)) \setminus v(T_k(n)) \). Then for positive \( \lambda \leq \left\{ \max_{k+1 \leq i \leq \lceil n/\ell \rceil +1} U_i(n) \right\}^{-1} \),

\[
E \left[ \exp \left( \lambda \cdot d_{gr}(u, T_k(n)) \right) \right] \leq \exp \left( \lambda \ell + 5\lambda \sum_{i=k+1}^{\lceil n/\ell \rceil +1} \frac{\Delta C_i U_i(n)}{C_i} \right).
\]

**Lemma 5.2.** Let \( \varepsilon \in (0, 1) \). Let \( k : \mathbb{N} \rightarrow \mathbb{N} \) be such that \( k(n) = \Omega \left( n^{1/100} \right) \) and \( k(n) = o \left( n^{\frac{1}{100}} \right) \). Then

\[
\sum_{n \in \mathbb{N}} n \cdot \mathbb{P} \left( \sum_{i=k(n)+1}^{\lceil n/\ell \rceil +1} \frac{(k(n))^{i-\varepsilon} \Delta C_i U_i(n)}{n^\alpha C_i} > 1 \text{ or } \max_{k(n)+1 \leq i \leq \lceil n/\ell \rceil +1} U_i(n) > n^\alpha k(n)^{-\alpha + \varepsilon} \right) < \infty.
\]

We defer the proofs of Lemmas 5.1 and 5.2 to Sections 5.3 and 5.4, respectively. They lead to a tightness property of \( (T_k(n) : k \in \mathbb{N}, n \geq k\ell) \), i.e., the GH version of Proposition 1.4. To wit, for all \( k, n \in \mathbb{N} \) with \( n \geq k\ell \), let

\[
D_{k,n} = \frac{c}{n^\alpha} \cdot \max \{ d_{gr}(w, T_k(n)) : w \in v(T(n)) \setminus v(T_k(n)) \}.
\]

It follows from the definition of GH distance that

\[
d_{GH} \left( \left( v(T_k(n)), \frac{c}{n^\alpha} \cdot d_{gr} \right), \left( v(T(n)), \frac{c}{n^\alpha} \cdot d_{gr} \right) \right) \leq D_{k,n}.
\]

We use Lemmas 5.1 and 5.2 below to show that for an appropriate sequence of increasing \( k(n) \), \( D_{k(n),n} \rightarrow 0 \) a.s.; details are given in the proof of Proposition 1.4.

Next, we take the measures into consideration and prove Proposition 1.4. We start by stating a fact about the GHP distance between subspaces that follows in a straightforward way from constructions and definitions; more general statements appear in [3, Fact 6.4] and [36, Fact 6.6]. For all \( k, n \in \mathbb{N} \) with \( n \geq (k - 1)\ell \), let \( \nu_k(n) \) be the projection of the uniform probability measure \( \nu_0 \) of \( v(T(n)) \) onto \( v(T_k(n)) \), i.e., for any \( w \in v(T_k(n)) \), write \( \nu_0 \) for the maximal subset of \( v(T(n)) \) such that the removal of \( w \) disconnects \( \nu_0 \) from \( T_k(n) \), and let \( \nu_k(n) = \nu_0(\nu_0 \cup \{ w \}) \). Write \( \bar{T}(n) = \left( v(T(n)), \frac{c}{n^\alpha} \cdot d_{gr}, \nu_0 \right) \), \( \bar{T}_k(n) = \left( v(T_k(n)), \frac{c}{n^\alpha} \cdot d_{gr}, \nu_k(n) \right) \), and \( \bar{T}_k(n) = \left( v(T_k(n)), \frac{c}{n^\alpha} \cdot d_{gr}, \nu_k(n) \right) \).

**Fact 5.3.** For all \( k, n \in \mathbb{N} \) with \( n \geq (k - 1)\ell \),

\[
d_{GH} \left( \left( \bar{T}(n), \bar{T}_k(n) \right) \right) \leq D_{k,n}.
\]

Upon showing that \( D_{k(n),n} \rightarrow 0 \) a.s. for an appropriate \( k = k(n) \), to prove Proposition 1.4 it suffices to bound \( d_{GH} \left( \bar{T}_k(n), \bar{T}_k(n) \right) \). Note that \( \bar{T}_k(n) \) and \( \bar{T}_k(n) \) differ only in their measures, so \( d_{GH} \left( \bar{T}_k(n), \bar{T}_k(n) \right) = d_{k,n}(\nu_k(n), \nu_k(n)) \), where \( d_{k,n} \) denotes the Lévy-Prokhorov distance on the metric space \( (v(T_k(n)), \frac{c}{n^\alpha} \cdot d_{gr}) \). We show the following lemma in Section 5.5.
Now, we deduce a bound for \( D_{k(n), n} \) that
\[
d_{k(n), n} (\mathcal{P}_{k(n), n}, \nu_{k(n), n}) \to 0.
\]

We can now make the discussion above into a precise proof.

**Proof of Proposition 1.4.** Fix a sufficiently large \( n \) and write \( k = k(n) \), until near the end of the proof when we let \( n \) vary. It then follows from Fact 5.3 that
\[
d_{\text{GHP}}(\widehat{T}(n), \widehat{T}_k(n)) \leq d_{\text{GHP}}(\widehat{T}(n), \widehat{T}_k(n)) + d_{\text{GHP}}(\widehat{T}_k(n), \widehat{T}_k(n))
\]
\[
\leq D_{k,n} + d_{k,n}(\mathcal{P}_{k,n}, \nu_{k,n}).
\]  
(5.1)

Now, we deduce a bound for \( D_{k,n} \). Set \( \varepsilon = \alpha/4 \), and define the event
\[
E_n = \left\{ \frac{1}{k+1} \sum_{i=0}^{k+1} k^{\alpha - \varepsilon} \frac{\Delta C_i U_i(n)}{n^{\alpha} C_i} \leq 1 \right\} \bigcap \left\{ \max_{k+1 \leq i \leq (k+1)} U_i(n) \leq n^{\alpha} k^{-\alpha + \varepsilon} \right\}.
\]

Choose \( u \) uniformly at random from \( v(T(n)) \setminus v(T_k(n)) \), and take \( \lambda(n) = n^{-\alpha} k^{\alpha - \varepsilon} > 0 \) in Lemma 5.1, noticing that, on the event \( E_n \), \( \lambda(n) \leq \left\{ \max_{k+1 \leq i \leq (k+1)} U_i(n) \right\}^{-1} \). Recall that our choice of \( n \) is large enough, so \( \lambda(n) \leq 1 \). It then follows from Markov’s inequality and Lemma 5.1 that
\[
\mathbb{P} \left( d_{\text{gr}}(u, T_k(n)) \geq n^{\alpha} k^{-\alpha + 2\varepsilon} \right) \leq \mathbb{P} \left( d_{\text{gr}}(u, T_k(n)) \geq n^{\alpha} k^{-\alpha + 2\varepsilon}, E_n \right) + \mathbb{P} \left( E_n^c \right)
\]
\[
\leq \mathbb{E} \left[ 1_{[E_n]} \mathbb{E} \left[ \exp \left( \lambda(n) \cdot d_{\text{gr}}(u, T_k(n)) \right) \bigg| F_{k,n} \right] \right] + \mathbb{P} \left( E_n^c \right)
\]
\[
\leq \frac{\exp \left( \lambda(n) \left( \varepsilon + 5 \lambda(n) \cdot n^{\alpha} k^{-\alpha + \varepsilon} \right) \right)}{\exp \left( \lambda(n) \cdot n^{\alpha} k^{-\alpha + 2\varepsilon} \right)} + \mathbb{P} \left( E_n^c \right)
\]
\[
\leq \exp \left( \ell + 5 - k^{\varepsilon} \right) + \mathbb{P} \left( E_n^c \right).
\]

Recall that \( \varepsilon = \alpha/4 \), so \( -\alpha/2 = -\alpha + 2\varepsilon \). It then follows from a union bound that
\[
\mathbb{P} \left( D_{k,n} \geq c \cdot k^{-\alpha/2} \right) \leq \mathbb{E} \left[ \sum_{w \in v(T(n)) \setminus v(T_k(n))} \mathbb{P} \left( d_{\text{gr}}(w, T_k(n)) \geq n^{\alpha} k^{-\alpha + 2\varepsilon} \right) \right]
\]
\[
\leq 2n \cdot \left\{ \exp \left( \ell + 5 - k^{\varepsilon} \right) + \mathbb{P} \left( E_n^c \right) \right\}.
\]

Now we use the notation \( k(n) \) and sum over \( n \) on both sides of the above inequality:
\[
\sum_{n \in \mathbb{N}} \mathbb{P} \left( D_{k(n), n} \geq c \cdot k(n)^{-\alpha/2} \right) \leq \sum_{n \in \mathbb{N}} 2n \cdot \left\{ \exp \left( \ell + 5 - k(n)^{\varepsilon} \right) + \mathbb{P} \left( E_n^c \right) \right\}.
\]

Since \( k(n) = \Omega \left( n^{1/100} \right) \), \( \sum_{n \in \mathbb{N}} n \cdot \exp \left( \ell + 5 - k(n)^{\varepsilon} \right) < \infty \). Moreover, Lemma 5.2 implies that \( \sum_{n \in \mathbb{N}} n \cdot \mathbb{P} \left( E_n^c \right) < \infty \). It then follows from the Borel-Cantelli lemma that \( D_{k(n), n} \to 0 \) a.s.. Together with (5.1) and Lemma 5.4, we may conclude the proof.

We only have left to prove Lemmas 5.1, 5.2, and 5.4, which we do in the forthcoming Sections 5.3, 5.4, and 5.5, respectively.
5.3 Height bound

In this subsection we prove Lemma 5.1. Recall from Section 1 that, $T'_k$ is obtained from inserting $\ell$ vertices uniformly over $T((k-1)\ell)$, i.e., $T'_k$ is $T(k\ell)$ without the $(k+1)$-th branch. Now, for all $k \in \mathbb{N}$, let $X_k$ be the last inserted vertex of $T'_k$; so $X_k$ has the uniform law over $T'_k$ with respect to the Lebesgue measure.

Next, we construct a sequence of new embellished trees $(T^0_k : k \in \mathbb{N})$, coupled with a sequence of vertices $(X^0_k : k \in \mathbb{N})$, such that $(T^0_k, X^0_k) \overset{d}{=} (T'_k, X_k)$. Our construction is a variant of the one in [13, Section 1.2].

A coupling. Let $(W_k, V_k : k \in \mathbb{N})$ be i.i.d. Uniform$(0, 1)$-variables. We construct $T^0_k$ by

1. inserting $\ell - 1$ vertices at uniform points over a branch of length $C_1$; and
2. letting $X^0_0$ be the point at distance $V_1 C_1$ from a fixed endpoint $X^0_0$ of the branch.

Given the pairs $(T^0_k, X^0_k)$ for $i = 1, \ldots, k$ for some $k \in \mathbb{N}$, we construct $(T^0_{k+1}, X^0_{k+1})$ as follows. Note that, before $(T^0_{k+1}, X^0_{k+1})$ is constructed, we do not know yet whether to view $X^0_k$ as a vertex (in the upcoming case (a)) or just a point (case (b)). The reason to emphasize the difference between vertices and points is to align with the distribution of $(T'_k, X_k)$, which is viewed as a union of a real tree and vertices, and the last $\ell$ vertices in $T^0_k$ each has $1/\ell$ probability of becoming a junction vertex in $T(k\ell)$ (forgetting the order of those $\ell$ vertices), but a random point has 0 probability of becoming a junction. Recall that $\Delta C_{k+1} = C_{k+1} - C_k$.

(a) If $W_{k+1} \leq \frac{\Delta C_{k+1}}{C_{k+1}}$, then let $T^0_{k+1}$ be obtained from $T^0_k$ by

1. attaching a branch of length $\Delta C_{k+1}$ to $X^0_k$;
2. inserting a vertex, denoted $X^0_{k+1}'$, in the latest branch at distance $\Delta C_{k+1} V_{k+1}$ from $X^0_k$; and
3. inserting $\ell - 1$ vertices at random points of the existing tree, uniform for the Lebesgue measure.

We view $X^0_{k+1}$ as a vertex in this case.

(b) If $W_{k+1} > \frac{\Delta C_{k+1}}{C_{k+1}}$, then let $T^0_{k+1}$ be obtained from $T^0_k$ by

1. inserting a vertex at a random point of $T^0_k$, uniform for the Lebesgue measure;
2. attaching a branch of length $\Delta C_{k+1}$ to this last inserted vertex of $T^0_k$; and
3. inserting $\ell - 1$ vertices at random points of the existing tree, uniform for the Lebesgue measure.

Let $X^0_{k+1} = X^0_k$, viewed as a random point rather than a vertex.

Note that the projection of $X^0_j$ to $T^0_k$ is $X^0_k$ for all integers $j \geq k \geq 1$.

**Lemma 5.5.** For all $k \in \mathbb{N}$, $X^0_k$ and $X_k$ are respectively uniform over $T^0_k$ and $T'_k$ for the Lebesgue measure, and $(T^0_k, X^0_k) \overset{d}{=} (T'_k, X_k)$.

**Proof.** First note that $X_k$, the last inserted vertex of $T'_k$, is uniform over $T'_k$ for the Lebesgue measure. Next, we show by induction on $k$ that $X^0_k$ has the uniform law over $T^0_k$ for the Lebesgue measure. Base case $k = 1$ is trivially verified. Given that $X^0_k$ is uniform over $T^0_k$ for some $k \in \mathbb{N}$, since $X^0_k$ has $\frac{\Delta C_{k+1}}{C_{k+1}}$ probability of landing on a uniform location of branch $k + 1$, with the complement probability of being $X^0_k$ which is uniform on $T^0_k$, it is clear that $X^0_{k+1}$ has the uniform law over $T^0_{k+1}$ for the Lebesgue measure.

Furthermore, it is easily seen that the $(k+1)$-th branch is attached to a uniform point of $T^0_k$, for the Lebesgue measure, for all $k \in \mathbb{N}$ (step (1) of case (a): $X^0_k$ is uniform over
\( T_k^o \): step (2) of case (b): the last inserted vertex of \( T_k^o \) is uniform over \( T_k^o \). Moreover, given \( T_k^o \), the first vertex to be inserted has \( \frac{\Delta C_{i+1}}{C_i} \) probability of landing on a uniform location of the \((k+1)\)-th branch (step (2) of case (a)), with the complement probability of landing on a uniform point of \( T_k^o \) (step (1) of case (b)). Also, the next \( \ell-1 \) vertices to be inserted are uniform over the existing tree (step (3) in both cases). We thus have \( T_{k+1}^o \overset{d}{=} T_k^o \). It follows by induction that \( T_k^o \overset{d}{=} T_k^o \) for all \( k \in \mathbb{N} \). Since both \( X_k^o \) and \( X_k \) are respectively uniform over these two trees for the Lebesgue measure, we have \( (T_k^o, X_k^o) \overset{d}{=} (T_k, X_k) \). 

For ease of notation, fix \( k, n \in \mathbb{N} \) with \( n \geq k \ell \), and let \( m \) be the largest integer such that \( n \geq m \ell \). For all integer \( 1 \leq i \leq m \), given that \( W_i \leq \frac{\Delta C_i}{C_i} \), write \( S_i \) for the path \([X_{i-1}^o, X_i^o]\) in \( T_m^o \), and write \( M^o(S_i, m) \) for the number of vertices on \( S_i \) in \( T_m^o \). Let \( T^o_{k,m} \) (resp. \( T^o_{k,m} \)) be the subtree of \( T_m^o \) (resp. \( T_m \)) spanned by the root and the first \( k \) leaves. Denote by \( E^o \) the event that \( X_m^o \not\in T^o_{k,m} \), and analogously denote by \( E \) the event that \( X_m \not\in T_{k,m} \).

Recall from Section 5.1 that \( U_i(m \ell) \) has the law of the number of vertices in the \( i \)-th branch in \( T_m \) (it can also be viewed as the number of balls of color \( i \) at time \( m \ell \) in the Polya urn model therein). Let \( \mathcal{L} \) denote law.

**Lemma 5.6.** Conditioned on \( E \), \( d_{gr} (X_m, T_{k,m}) \overset{d}{=} \sum_{i=k+1}^m [V_i U_i(m \ell)] \cdot 1_{[W_i \leq \frac{\Delta C_i}{C_i}]} \) when \( m = k \) the summation is 0.

**Proof.** Without loss of generality, assume that \( m > k \). It follows from Lemma 5.5 and the constructions of \( T^o_{k,m} \) and \( T_{k,m} \) that

\[
\mathcal{L} (d_{gr} (X_m, T_{k,m}) | E) = \mathcal{L} (d_{gr} (X_m^o, T^o_{k,m}) | E^o) \tag{5.2}
\]

Moreover, it follows from the construction of \( T^o_{k,m} \) that, conditioned on \( E^o \),

\[
d_{gr} (X_m^o, T^o_{k,m}) \overset{d}{=} \sum_{i=k+1}^m M^o(S_i, m) \cdot 1_{[W_i \leq \frac{\Delta C_i}{C_i}]} \tag{5.3}
\]

Now, due to the definition of \( U_i(\cdot) \) and that the \( X_i^o \) are placed uniformly according to normalized Lebesgue measure, we have

\[
\left( 1_{[W_i \leq \frac{\Delta C_i}{C_i}]} M^o(S_i, m) \right)_{i=k+1}^m \overset{d}{=} \left( 1_{[W_i \leq \frac{\Delta C_i}{C_i}]} [V_i U_i(m \ell)] \right)_{i=k+1}^m.
\]

Together with (5.2) and (5.3) we may conclude the proof. 

**Proof of Lemma 5.1.** This proof is an easy generalization of the argument in [13, Section 1.2]. Note that \( \lambda \cdot U_i(m \ell) \leq 1 \) for all \( k+1 \leq i \leq m \). Using the bound \( e^x - 1 \leq x + x^2 \) for \( 0 \leq x \leq 1 \), we have \( E[\exp(\lambda \cdot V_i U_i(m \ell))] = \frac{\exp(\lambda \cdot U_i(m \ell)) - 1}{\lambda \cdot U_i(m \ell)} \leq 1 + \lambda \cdot U_i(m \ell) \). Then, applying Lemma 5.6 yields that, for \( \lambda > 0 \),

\[
E \left[ \exp (\lambda \cdot d_{gr}(X_m, T_{k,m})) \mid E, F_{k,n} \right]
\leq \prod_{i=k+1}^m \left( \frac{C_{i-1}}{C_i} + \frac{C_i - C_{i-1}}{C_i} \cdot E[\exp(\lambda \cdot V_i U_i(m \ell))] \right)
\leq \prod_{i=k+1}^m \left( 1 - \frac{\Delta C_i}{C_i} + \frac{\Delta C_i}{C_i} \cdot e^\lambda \cdot (1 + \lambda \cdot U_i(m \ell)) \right)
\leq \prod_{i=k+1}^m \left( 1 + \frac{\Delta C_i}{C_i} \cdot (e^\lambda - 1) + \lambda e^\lambda \cdot \frac{\Delta C_i U_i(m \ell)}{C_i} \right).
\]
Notice that $0 \leq \lambda \leq 1$, so $e^\lambda - 1 \leq \lambda + \lambda^2 \leq 2\lambda \leq 2\lambda U_i(m\ell)$ and $\lambda e^\lambda \leq 3\lambda$. Thus, the above quantity is bounded by
\[
\prod_{i=k+1}^{m} \left( 1 + \frac{5\lambda \Delta C_{i} U_i(m\ell)}{C_{i}} \right) \leq \exp \left( \frac{5\lambda}{n} \sum_{i=k+1}^{m} \frac{\Delta U_i(m\ell)}{C_{i}} \right).
\]

Finally, for a tree $T$, write $e(T)$ for the set of edges of $T$. Given the event $E$, it follows from Lemma 3.5 and the first assertion of Lemma 5.5 that $X_{m}$ is on an edge uniformly chosen from $e(T''_n)\setminus e(T'_{k,n})$. Now, recall that $w$ is uniform over $v(T(n))\setminus v(T(k,n))$, where $T(n) = (T(n), d_{gr})$. Since $n < m\ell + \ell$, it follows that that
\[
\mathcal{L} \left( d_{gr}(u, T_{k,n}) \mid \mathcal{F}_{k,n} \right) \leq \mathcal{L} \left( \ell + d_{gr}(X_m, T'_{k,n}) \mid E, \mathcal{F}_{k,n} \right),
\]
where $\mathcal{L}$ denotes stochastic domination. The lemma easily follows.

5.4 Moment bound for Pólya urn

In this subsection, we prove Lemma 5.2 under the framework of Section 5.1. Denote by $P \left( \frac{b}{w}; m \right)$ the distribution of white balls in a classical Pólya urn after $m$ completed draws, starting with $b$ black and $w$ white balls. Denote by $P_{im} \left( \frac{b}{w}; m \right)$ the number of white balls after $m$ completed balls in the Pólya urn with immigration, starting with $b$ black and $w$ white balls: at the $n$th step, a ball is picked at random from the urn and returned along with an additional ball of the same color; additionally, if $n$ is a multiple of $t$, then a black ball is added after the $n$-th draw and return. We use the notation $\mathcal{L}'(\cdot)$ to denote the law of some random variable.

Lemma 5.7. ([27, Lemma 2.2 with $s = m_s = 1$]). For all $k, n \in \mathbb{N}$ with $n \geq k\ell,$
\[
M_k(n) \sim P_{im} \left( \frac{1}{(\ell+1)k}; n-k\ell \right)
\]
and
\[
\mathcal{L} \left( U_k(n) \mid M_k(n) \right) = P \left( \left( \frac{k-1}{\ell} \right)^{(\ell+1)}; M_k(n) - (k-1)(\ell+1) - 1 \right).
\]

Lemma 5.8. Fix $k, n, q \in \mathbb{N}$ with $n \geq k\ell$. There is a constant $c > 0$ depending only on $q, \ell$ such that
\[
E \left[ M_k(n) \left( M_k(n) + 1 \right) \cdots \left( M_k(n) + q(\ell + 1) - 1 \right) \right] \leq ck^q n^{q\ell}.
\]

Proof. From [27, Lemma 4.1], for $Y \sim P_{im} \left( \frac{1}{t}; \ell \right)$ and integer $q > 0$,
\[
E \left[ Y^q \right] = \prod_{j=0}^{q(\ell+1)-1} (w + j) \prod_{i=0}^{t-1} \left( 1 + \frac{q(\ell + 1)}{w + 1 + i + [q/\ell]} \right).
\]
Setting $T = \left\lfloor \frac{t+1}{q} \right\rfloor$, we calculate
\[
E \left[ Y^{q(\ell+1)} \cdots (Y + q(\ell + 1) - 1) \right] = \prod_{j=0}^{q(\ell+1)-1} (w + j) \prod_{i=0}^{T-1} \left( 1 + \frac{q(\ell + 1)}{w + 1 + i + \ell + 1} \right) \prod_{p=T}^{T+q-2} \left( 1 + \frac{q(\ell + 1)}{w + 1 + p + T} \right).
\]
where for the last equality we have rewritten the denominator double products as
\[ \prod_{r=0}^{T-1} \prod_{i=0}^{T-1} (w + 1 + i + r(\ell + 1)) \]
\[ = \prod_{j=0}^{q-1} \prod_{k=0}^{\ell-1} (w + 1 + k + j(\ell + 1)) \prod_{r=q}^{T-1} \prod_{i=0}^{\ell-1} (w + 1 + i + r(\ell + 1)) \]
\[ = \frac{\prod_{j=1}^{q(\ell+1)-1} (w + j)}{\prod_{j=0}^{q-2} (w + 1 + j(\ell + 1))} \prod_{r=0}^{T-q} \prod_{i=0}^{\ell-1} (w + 1 + i + (r + q)(\ell + 1)), \]
made cancellations, and reindexed. Now setting \( w = (\ell + 1)k \) and \( t = n - k\ell \) and noting that with this choice of parameters,
\[ w + T(\ell + 1) \leq 1 + (n - 1)\frac{\ell + 1}{\ell} + \ell, \]
we find
\[ \mathbb{E}[M_k(n)(M_k(n) + 1) \cdots (M_k(n) + q(\ell + 1) - 1)] \]
\[ \leq ((\ell + 1)(k - s + q))^q \left( 1 + q(\ell + 1) + n \frac{\ell + 1}{\ell} \right)^{q\ell} \left( 1 + \frac{q(\ell + 1)}{1 + (n - 1)\frac{\ell + 1}{\ell}} \right)^\ell. \]  
\[ \square \]

**Lemma 5.9.** Fix \( k, n, q \in \mathbb{N} \) with \( n \geq k\ell \). There is a constant \( c = c(q, \ell) > 0 \) such that for all positive integer \( j \leq q(\ell + 1) \),
\[ \mathbb{E}[M_k(n)^j] \leq c k^{j/(\ell + 1)} n^{j/(\ell + 1)}. \]

**Proof.** For \( j \leq q(\ell + 1) \), Jensen’s (or Hölder’s) inequality implies
\[ \mathbb{E}[M_k(n)^j] \leq \left( \mathbb{E}[M_k(n)^{q(\ell + 1)}] \right)^{j/(q(\ell + 1))}. \]  
(5.6)
Using (5.5) now implies
\[ \mathbb{E}[M_k(n)(M_k(n) + 1) \cdots (M_k(n) + q(\ell + 1) - 1)] \leq c k^{q(\ell + 1)}, \]
and the result for \( j \leq q(\ell + 1) \) easily follows from this and (5.6). \[ \square \]

**Lemma 5.10.** Fix \( k, n, p \in \mathbb{N} \) with \( n \geq k\ell \). There is a constant \( c = c(p, \ell) > 0 \) such that
\[ \mathbb{E}[U_k(n)^p] \leq c \left( \frac{n}{k} \right)^{p\ell/(\ell + 1)} \]

and
\[ \mathbb{E}\left[ \left( \frac{\Delta C_k U_k(n)}{C_k} \right)^p \right] \leq c n^{p\ell/(\ell + 1)} k^{-p(2\ell + 1)/(\ell + 1)}. \]

**Proof.** Recall from (5.4) of Lemma 5.7 that
\[ \mathcal{L}(U_k(n)|M_k(n)) = \mathcal{P}\left( (k-1)\ell/1; M_k(n) - (k - 1)(\ell + 1) - 1 \right). \]
Let the random variable \( B \sim \text{Beta}[1, (k - 1)(\ell + 1)] \) be independent of \( M_k(n) \). Conditional on \( B \) and \( M_k(n) \), let \( X(M_k(n), B) \) be binomial with parameters \( M_k(n) - (k - 1)(\ell + 1) - 1 \) and \( B \). By the de Finetti representation of the classical Pólya urn, we have
\[ \mathcal{L}(U_k(n)|M_k(n)) = \mathcal{L}\left( (1 + X(M_k(n), B))|M_k(n) \right). \]  
(5.7)
Hölder’s inequality implies that for non-negative \(x, y\) and positive integer \(p\), \((x + y)^p \leq 2^{p-1}(x^p + y^p)\), and so starting from (5.7), we have

\[
E \left[ U_k(n)^p | M_k(n) \right] \leq 2^{p-1} \left( 1 + E \left[ X(M_k(n), B)^p \right] \right). \tag{5.8}
\]

Now note that, if \(\mathcal{L}(Y) = \text{Binomial}(N, q)\), then for positive integer \(p\), and denoting Stirling numbers of the second kind by \(\{p\}_j\) (and note these are non-negative),

\[
E [Y^p] = \sum_{j=0}^{p} \binom{p}{j} E[Y(Y-1)\cdots(Y-j+1)] \leq \sum_{j=0}^{p} \binom{p}{j} (Nq)^j,
\]

where the inequality follows from the binomial distribution falling factorial moment formula \(E[Y(Y-1)\cdots(Y-j+1)] = N(N-1)\cdots(N-j+1)q^j\). So from (5.8), condition on \(M_k(n)\) (noting that \(M_k(n)\) is independent of \(B\)) to find

\[
E \left[ U_k(n)^p | M_k(n) \right] \leq 2^{p-1} \left( 1 + \sum_{j=0}^{p} \binom{p}{j} M_k(n)^j E \left[ B^j \right] \right). \tag{5.9}
\]

Standard formulas for beta moments imply

\[
E \left[ B^j \right] = \frac{\Gamma(j+1)\Gamma(1+(k-1)(\ell+1))}{\Gamma(1+(k-1)(\ell+1)+j)} \leq ck^{-j}, \tag{5.10}
\]

where \(c = c(\ell, j)\) is a constant. Taking the expectation on both sides of (5.9), together with Lemma 5.9 and (5.10), yields that, for some \(c = c(p, \ell)\),

\[
E [U_k(n)^p] \leq 2^{p-1} \left( 1 + \sum_{j=0}^{p} \binom{p}{j} E[M_k(n)^j] E \left[ B^j \right] \right)
\leq c \sum_{j=0}^{p} k^{j/(\ell+1)-j} n^{j/(\ell+1)} \leq c \left( \frac{n}{k} \right)^{p/(\ell+1)}.
\]

To deduce the last inequality, note that, under the notation of Fact 3.3,

\[
\frac{\Delta C_k}{C_k} \overset{d}{=} 1 - \left( \frac{E_1 + \cdots + E_{k-1}}{E_1 + \cdots + E_k} \right)^{1+\varepsilon} \sim 1 - \text{Beta}((\ell+1)(k-1), 1) \sim \text{Beta}(1, (\ell+1)(k-1)).
\]

(5.10) then leads to \(E \left[ \left( \frac{\Delta C_k}{C_k} \right)^{2p} \right] \leq ck^{-2p}\). By the Cauchy-Schwarz inequality and the inequalities in the previous two displays,

\[
E \left[ \left( \frac{\Delta C_k U_k(n)}{C_k} \right)^p \right] \leq \left( E \left[ \left( \frac{\Delta C_k}{C_k} \right)^{2p} \right] \cdot E \left[ U_k(n)^{2p} \right] \right)^{1/2} \leq ck^{-p} \left( \frac{n}{k} \right)^{p/(\ell+1)}.
\]

Proof of Lemma 5.2. Recall that \(\alpha = \ell/(\ell+1)\). For sufficiently large \(n\), the event

\[
\left\{ \sum_{i=k(n)+1}^{[\frac{n}{k}]+1} k(n)^{\alpha - 1} \frac{\Delta C_i U_i(n)}{n^\alpha C_i} > 1 \right\}
\]

is a subset of the union of the events \(\left\{ \frac{\Delta C_i U_i(n)}{n^\alpha C_i} > c_\alpha i^{-\alpha + 1 + \varepsilon/2} \right\}\), over the indices \(i = k(n) + 1, \ldots, [\frac{n}{k}] + 1\) and for a sufficiently small constant \(c_\alpha\). This is because on the
complement of this union, the sum is no greater than one. Next, we use Lemma 5.10, noting that $k(n) = O(n^{6/(2\ell+1)})$, to find for integer $q > 2/(\varepsilon(\ell + 1))$,

$$
\sum_{i=k(n)+1}^{\lfloor n/\ell \rfloor+1} P \left( \frac{\Delta C_i U_i(n)}{n^\alpha C_i} > c i^{\alpha - 1 + \varepsilon/2} \right) \leq \sum_{i=k(n)+1}^{\lfloor n/\ell \rfloor+1} E \left[ \frac{\Delta C_i U_i(n)}{n^\alpha C_i} \right] ^{q(\ell+1)}
$$

where $c$ is a constant depending only on $q, \ell$. Multiplying by $n$ both sides of the above inequalities and then summing over $n \in \mathbb{N}$ yields

$$
\sum_{n \in \mathbb{N}} n \cdot P \left( k(n)^{\underline{n-\varepsilon}} \sum_{i=k(n)+1}^{\lfloor n/\ell \rfloor+1} \frac{\Delta C_i U_i(n)}{n^\alpha C_i} > 1 \right) = O \left( \sum_{n \in \mathbb{N}} n^2 \cdot k(n)^{-q(\ell+1)/2+1} \right). \quad (5.11)
$$

Since $k(n) = \Omega(n^{1/100})$, we choose $q$ large enough so that $\sum_{n \in \mathbb{N}} n^2 k(n)^{-q(\ell+1)/2+1} < \infty$. Furthermore, using a union bound, Markov’s inequality, and Lemma 5.10,

$$
P \left( \max_{k(n)+1 \leq i \leq \lfloor n/\ell \rfloor+1} U_i(n) > n^\alpha k(n)^{-\alpha + \varepsilon} \right) \leq \sum_{i=k(n)+1}^{\lfloor n/\ell \rfloor+1} P \left( U_i(n) > n^\alpha k(n)^{\alpha + \varepsilon} \right)
$$

$$
\leq \sum_{i=k(n)+1}^{\lfloor n/\ell \rfloor+1} \frac{E \left[ U_i(n)^p \right]}{n^{p\alpha} k(n)^{-p\alpha + \varepsilon}} \leq ak(n)^{-1-p\varepsilon},
$$

for any $p \in \mathbb{N}$ and some $a = a(p, \ell)$. Now take $p$ large enough to get

$$
\sum_{n \in \mathbb{N}} n \cdot P \left( \max_{k(n)+1 \leq i \leq \lfloor n/\ell \rfloor+1} U_i(n) > n^\alpha k(n)^{-\alpha + \varepsilon} \right) < \infty. \quad (5.12)
$$

The lemma then follows from (5.11), (5.12), and the triangle inequality. \qed

5.5 Convergence of measures

In this subsection, we prove Lemma 5.4. Fix $k, n \in \mathbb{N}$ with $n \geq (k-1)\ell$ unless specified otherwise. Recall from Section 1 that $v_i$ denotes the vertex inserted in a uniform edge of the combinatorial tree $T(i-1)$, and, if $\ell$ divides $i$, $v_i$ is a branchpoint (i.e., there is a new edge attached to $v_i$ at the time $v_i$ appears). Note that $\{v_0, v_1, \ldots, v_k, L_1, \ldots, L_k\} \subset v(T_k(n))$, where $v_0$ is the root, $L_1, \ldots, L_k$ are the first $k$ leaves. Hereafter, conditioned on $|v(T_k(n))| = (\ell+1)k + m + 1$ for some appropriate integer $m := m(T_k(n))$, list the internal vertices of $T_k(n)$ as $(v_1, \ldots, v_{\ell k}, v_{i_1}, \ldots, v_{i_m})$, in the order of appearance; the other $k+1$ vertices of $T_k(n)$ are the leaves and the root. For convenience, denote $i_0 = k\ell$.

Given $w \in v(T_k(n))$, recall that $\overline{w}$ is the maximal subset of $v(T(n))$ such that the removal of $w$ disconnects $\overline{w}$ from $T_k(n)$; so for $1 \leq i \leq k\ell - 1$, $\overline{w_i} = \emptyset$. For all integer $0 \leq j \leq m$, let $T_{ij}$ be the subtree of $T(n)$ restricted to $\overline{w_i} \cup \{v_i\}$, and let

$$
n_{ij} = |v(T_{ij})|,
$$

If $\ell$ divides $i_j$, then $\overline{w_i} \neq \emptyset$ and $n_{ij} > 1$, otherwise, $\overline{w_i} = \emptyset$ and $n_{ij} = 1$.

Next, list the vertices $v_{i_0}, v_{i_1}, \ldots, v_{i_m}$ in breadth-first search order of $T_k(n)$, as $w_0, w_1, \ldots, w_m$. So there is a bijection $f : \{i_0, \ldots, i_m\} \to \{0, \ldots, m\}$ such that, in $T_k(n)$, $v_{i_j}$ is identified with $w_{f(i_j)}$ and $T_{ij}$ is attached to $w_{f(i_j)}$. Now, let $\sigma := (\sigma(i_j) : 0 \leq j \leq m)$
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be a uniformly chosen random permutation of \( i_0, \ldots, i_m \). We construct a random tree \( T(n, \sigma) \) by identifying the vertex \( w_i \) of \( T_k(n) \) with the vertex \( v_{\sigma(i)} \) of \( T_{\sigma(i)} \), for each \( 0 \leq j \leq m \). Since each \( v_j \) is inserted in a uniform edge of the existing tree \( T_k(i_j - 1) \), uniformly permuting the attaching locations of \( T_j \) does not change the law of the resulting tree. It thus follows that \( T(n, \sigma) \overset{d}{=} T(n) \). Write \( |n_{m,k,n}| = (\sum_{j=0}^m n_j^2)^{1/2} \) and \( N_n = |v(T(n))| = n + \lfloor n/\ell \rfloor + 2 \). Recall that \( m := |v(T_k(n))| - (\ell + 1)k - 1 \) is the number of the internal vertices of \( T_k(n) \) except for \( \{v_1, \ldots, v_{\ell}\} \).

**Lemma 5.11.** Let \( k : \mathbb{N} \to \mathbb{N} \) be such that \( k(n) = \Omega((\log n)^{1/4}) \) and \( k(n) = o(n^{1/2}) \). For all \( n \in \mathbb{N} \), denote the event

\[
F_n = \left\{ \left| C_k(n) - k(n) \frac{n}{m} \right| < 10k(n) \frac{n}{m} \right\} \cap \left\{ \left| \frac{1}{n^a} \cdot |v(T_k(n))| - C_k(n) \right| < 1 \right\}.
\]

Fix a sufficiently large \( n \) and write \( k = k(n), m = m(n) = |v(T_k(n))| - (\ell + 1)k - 1 \). Then for any \( V \subset v(T_k(n)) \) and \( t > 4\ell(n + 1) \cdot n^a k \frac{n}{m} \),

\[
P \left( \left| \nu_{k,n}(V) - \nu_{k,n}(V) \right| > 2t \frac{n}{N} \right| F_n \right) \leq 2E \left[ \exp \left( - \frac{2t^2}{n_{m,k,n}^2} \right) \right].
\]

**Proof.** For the duration of the proof, let \( V \subset v(T_k(n)) \), and write \( V' = V \setminus \{v_{i_0}, \ldots, v_{i_m}\} \), \( N = N_n = |v(T(n))| \). Recall that \( \sigma = (\sigma(i_j) : 0 \leq j \leq m) \) is a uniform permutation of \( i_0, \ldots, i_m \). Write \( \sigma_j = \sigma(i_j) \) for each \( 0 \leq j \leq m \). By definition,

\[
\nu_{k,n}(V) = \frac{\sum_{v_{i_j} \in V'} n_{i_j} + |V \setminus V'|}{N} \overset{d}{=} \frac{\sum_{v_{i_j} \in V'} n_{\sigma_j} + |V \setminus V'|}{N} := \frac{\sum_{v_{i_j} \in V'} |v(T_{\sigma_j})| + |V \setminus V'|}{N},
\]

where the second equality follows from the fact that \( T(n, \sigma) \overset{d}{=} T(n) \), so \( \sum_{v_{i_j} \in V'} n_{i_j} \overset{d}{=} \sum_{v_{i_j} \in V'} n_{\sigma_j} \). Not that, exchangeability resulting from the uniform permutation \( \sigma \) only exhibits through \( (n_{\sigma_j} : 0 \leq j \leq m) \), but not \( V \setminus V' \). Let \( n' = \sum_{j=0}^m n_{i_j} = N - (\ell + 1)k \). To use exchangeability to deduce the tail bound for \( |\nu_{k,n}(V) - \nu_{k,n}(V)| \), we first show that it is close to \( \frac{\sum_{v_{i_j} \in V'} n_{\sigma_j}}{n'} - \frac{|V'|}{m + 1} \), and then employ exchangeability to bound the latter. Indeed, by the triangle inequality, writing \( M = M_n = |v(T_k(n))| \) and noting that \( \nu_{k,n}(V) = \frac{|V|}{M} \), we have

\[
|\nu_{k,n}(V) - \nu_{k,n}(V)| \leq \frac{\sum_{v_{i_j} \in V'} n_{\sigma_j} + |V \setminus V'|}{N} - \frac{|V|}{M}
\leq \frac{\sum_{v_{i_j} \in V'} n_{\sigma_j}}{n'} - \frac{|V'|}{m + 1} + \frac{|V \setminus V'|}{N} - \frac{|V|}{M} + \frac{|V'|}{m + 1} \cdot \frac{n'}{N}.
\]

Hence, even conditionally,

\[
P \left( \left| \nu_{k,n}(V) - \nu_{k,n}(V) \right| > 2t \frac{n}{N} \right| F_n \right) \leq P \left( \left| \sum_{v_{i_j} \in V'} \frac{n_{\sigma_j}}{n'} - \frac{|V'|}{m + 1} \right| > t \frac{n}{n'} \right| F_n \right)
\]

\[
+ P \left( \left| \frac{|V \setminus V'|}{N} - \frac{|V|}{M} + \frac{|V'|}{m + 1} \cdot \frac{n'}{N} \right| > t \frac{n}{N} \right| F_n \right). \tag{5.13}
\]

We now compute \((5.14)\). It is convenient to keep in mind that we have chosen \( n \) sufficiently large, and the variables \( k = k(n), M = M_n = |v(T_k(n))|, m = m(n) = \ldots \)
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\( M - (\ell + 1)k - 1, N = N_n = |v(T(n))|, \) depend on \( n \). Note that \( |V \setminus V'| \leq (\ell + 1)k + 1 \) and \( t > 4c(\ell + 4) \cdot n^{\alpha k^{1+\epsilon}} \), so \( t > 2|V \setminus V'| \) for large enough \( n \). It follows that

\[
\begin{aligned}
\left\{ \left| \frac{|V \setminus V'|}{N} - \frac{|V|}{M} + \frac{|V'|}{N} \right| > \frac{t}{N} \right\} \\
\subset \left\{ \left| \frac{|V \setminus V'|}{N} > \frac{t}{2N} \right\} \cup \left\{ \left| \frac{|V|}{M} - \frac{|V'|}{N} \right| > \frac{t}{2N} \right\} \\
= \emptyset \cup \left\{ \left| \frac{|V|}{M} - \frac{|V'|}{N} \cdot \frac{n'}{m+1} \right| > \frac{t}{2} \right\}.
\end{aligned}
\]

(5.15)

Given the event \( F_n \), it is easily seen that \( \frac{1}{2c} \cdot n^{\alpha k^{1+\epsilon}} \leq M \leq \frac{2}{c} \cdot n^{\alpha k^{1+\epsilon}} \). Also, we have \( N = N_n = \Theta(n) \) and \( n' = N - (\ell + 1)k \), so

\[
N + (\ell + 1)k \\
\leq \frac{n'}{m+1} = \frac{N - (\ell + 1)k}{M} = \frac{N + (\ell + 1)kn}{M(M - (\ell + 1)k)}.
\]

Note also that \( |V \setminus V'| \leq (\ell + 1)k + 1, |V'| \leq M - (\ell + 1)k \), and \( N \leq n(1 + 1/\ell) + 2 \), it then follows by the triangle inequality that on the event \( F_n \),

\[
\begin{aligned}
\left| \frac{|V|}{M} - \frac{|V'|}{N} \cdot \frac{n'}{m+1} \right| &\leq \left| \frac{|V|}{M} - \frac{|V'|}{N} \right| + \left| \frac{|V'|}{N} \cdot \frac{n'}{m+1} - \frac{N}{M} \right| \cdot \frac{(\ell + 1)kn}{M(M - (\ell + 1)k)} \\
&= \left| \frac{|V|}{M} - \frac{|V'|}{N} \cdot \frac{(\ell + 1)kn}{M(M - (\ell + 1)k)} \right| \\
&\leq (\ell + 1)k + 1 \cdot \frac{N}{M} + \frac{(\ell + 1)kn}{M} \\
&\leq (2\ell + 3) \cdot \frac{kn}{M} \leq 2c(2\ell + 3) \cdot n^{1-\alpha k^{1+\epsilon}},
\end{aligned}
\]

where the last inequality is due to \( M \geq \frac{1}{2c} \cdot n^{\alpha k^{1+\epsilon}} \) on \( F_n \). Since \( t > 4c(\ell + 4) \cdot n^{\alpha k^{1+\epsilon}} \), we thus have

\[
\left\{ \left| \frac{|V|}{M} - \frac{|V'|}{N} \cdot \frac{n'}{m+1} \right| > \frac{t}{2} \right\} \subset \left\{ 2c(2\ell + 3) \cdot n^{1-\alpha k^{1+\epsilon}} > 2c(\ell + 4) \cdot n^{\alpha k^{1+\epsilon}} \right\} = \emptyset,
\]

where the last equality is due to the fact that \( \alpha \geq \frac{1}{2} \), and when \( \alpha = \frac{1}{2} \) we have \( \ell = 1 \). Combined with (5.15), we have

\[
P \left( \left| \frac{|V \setminus V'|}{N} - \frac{|V|}{M} + \frac{|V'|}{N} \cdot \frac{n'}{m+1} \right| > \frac{t}{N} \bigg| F_n \right) = 0. \quad (5.16)
\]

It remains to bound (5.13), shown below. The rest of the proof follows a similar argument as in [3, Lemma 5.3], so we only point out the differences, and refer the reader to that work for omitted explanations. Let \( r_0, \ldots, r_m \) be independent random variables with uniform law over \( \{i_0, \ldots, i_m\} \). Recall that \( n' = \sum_{j=0}^{m} n_{ij} \). It follows by symmetry that

\[
E \left[ \sum_{v_{ij} \in V'} n_{ij} \right] = E \left[ \sum_{j=0}^{m} n_{ij} \cdot 1_{v_{ij} \in V'} \right] \bigg| n' \right) = n' \cdot P (v_{i_0} \in V') = n' \cdot \frac{|V'|}{m+1}.
\]

Taking \( \alpha := \frac{4\ell}{|n_m, k, n|^{1/2}} \) and applying Markov’s inequality as in [25, Theorem 2.5] gives a
Hoeffding-type inequality for \( \sum_{v_{\sigma_j} \in \mathcal{V}_i} n_{\sigma_j} \): for any \( t > 0 \),
\[
P\left( \left| \sum_{v_{\sigma_j} \in \mathcal{V}_i} \frac{n_{\sigma_j}}{m'} - \frac{|\mathcal{V}_i|}{m+1} \right| > \frac{t}{m'} \bigg| F_n \right) = P\left( \left| \sum_{v_{\sigma_j} \in \mathcal{V}_i} n_{\sigma_j} - n' \cdot \frac{|\mathcal{V}_i|}{m+1} \right| > \frac{t}{m'} \bigg| F_n \right) 
\leq e^{-at} \cdot \mathbb{E}\left[ \exp\left( a \cdot \sum_{v_{\sigma_j} \in \mathcal{V}_i} n_{\sigma_j} - n' \cdot \frac{|\mathcal{V}_i|}{m+1} \right) \bigg| F_n \right] 
\leq e^{-at} \cdot \mathbb{E}\left[ \exp\left( a \cdot \sum_{v_{\sigma_j} \in \mathcal{V}_i} n_{\sigma_j} - n' \cdot \frac{|\mathcal{V}_i|}{m+1} \right) \bigg| F_n \right] 
\leq 2\mathbb{E}\left[ \exp\left( -\frac{2t^2}{mn_k,n} \right) \right];
\]
the first inequality follows from Markov’s inequality; the second one is due to [7, Proposition 20.6] and [35, Theorem 2]; the last inequality follows from a straightforward calculation as in [25, Lemma 2.6]. Together with (5.13) and (5.16), we may conclude the proof. \( \square \)

Given a graph \( G \) and a subgraph \( G' \) of \( G \), write \( G - G' \) for the set of components obtained by removing all edges and vertices of \( G' \) from \( G \). For all \( k, n \in \mathbb{N} \) with \( n \geq (k-1)\ell \), let
\[
S_{k,n} = S(T_k(n)) = \max \{ |v(T)| : T \in T(n) - T_k(n) \}. \tag{5.17}
\]

**Lemma 5.12.** Let \( k : \mathbb{N} \to \mathbb{N} \) be such that \( k(n) = \Omega \left( n^{1/100} \right) \) and \( k(n) = o(n) \) and restrict \( \ell \geq 2 \). There is a constant \( a = a(\ell) > 0 \) such that, for sufficiently large \( n \),
\[
P\left( S_{k(n),n} \geq n \cdot k(n)^{-\frac{m+1}{m}} \right) \leq a \cdot n^{-2}.
\]

The proof of Lemma 5.12 is deferred to Section 5.6.

**Proof of Lemma 5.4.** For all \( n \in \mathbb{N} \), let \( \varepsilon_n = k(n)^{-\frac{m+1}{m}} \) and
\[
M_n = \left[ \varepsilon_n^{-1} \cdot \frac{c}{n^\alpha} \cdot |v(T_k(n))| \right].
\]
In the remaining proofs we fix a large \( n \in \mathbb{N} \) and write \( k = k(n) \), unless we consider varying \( n \). With a similar argument as in Proposition 1.3, we find a covering, denoted by \( \{B_{n,1}, \ldots, B_{n,M_n}\} \), of \( v(T_k(n)) \), \( \frac{c}{n^\alpha} \cdot d_{gr} \), with diameter at most \( \varepsilon_n \). Let \( A_{n,1} = B_{n,1} \), and for \( i > 1 \), let \( A_{n,i} = B_{n,i} \setminus \bigcup_{j=1}^{i-1} B_{n,j} \). Then \( \{A_{n,1}, \ldots, A_{n,M_n}\} \) forms a disjoint cover of \( v(T_k(n)) \), \( \frac{c}{n^\alpha} \cdot d_{gr} \), with diameter at most \( \varepsilon_n \).

This paragraph follows a similar argument as in [3, Corollary 6.2], and we refer the reader to that work for omitted details. Recall that \( d_{k,n} \) denotes the Lévy-Prokhorov distance on \( (v(T_k(n)), \frac{c}{n^\alpha} \cdot d_{gr}) \). We claim that,
\[
\{d_{k,n}(\mathcal{P}_{k,n},\nu_{k,n}) > \varepsilon_n\} \subset \left\{ |\mathcal{P}_{k,n}(A_{n,j}) - \nu_{k,n}(A_{n,j})| > \frac{\varepsilon_n}{M_n} \text{ for some } 1 \leq j \leq M_n \right\};
\]
a quick proof is provided as follows. Suppose that \( d_{k,n}(\mathcal{P}_{k,n},\nu_{k,n}) > \varepsilon_n \). Then there exists a set \( S \subset v(T_k(n)) \) such that either \( \mathcal{P}_{k,n}(S^c) < \nu_{k,n}(S^c) - \varepsilon_n \) or \( \nu_{k,n}(S^c) < \mathcal{P}_{k,n}(S) - \varepsilon_n \). Since \( \{A_{n,1}, \ldots, A_{n,M_n}\} \) is a disjoint cover of \( T_k(n) \), there exists \( j \) such that either
\[
\mathcal{P}_{k,n}(S^c \cap A_{n,j}) < \nu_{k,n}(S \cap A_{n,j}) - \varepsilon_n/M_n \text{ or}
\]
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\[ \nu_{k,n}(S^c \cap A_{n,j}) < \nu_{k,n}(S \cap A_{n,j}) - \varepsilon_n/M_n. \]

So \( S \cap A_{n,j} \neq \emptyset \). Since the diameter of \( A_{n,j} \) is at most \( \varepsilon_n \), we have \( A_{n,j} \subset S^c \). So, either

\[ \nu_{k,n}(A_{n,j}) < \nu_{k,n}(A_{n,j}) - \varepsilon_n/M_n \text{ or } \nu_{k,n}(A_{n,j}) = \nu_{k,n}(A_{n,j}) - \varepsilon_n/M_n. \]

Hence the claim.

Next, let as before

\[ F_n = \left\{ \left| C_{k(n)} - k(n) \right| < 10k(n) \right\} \bigcap \left\{ \left| \frac{1}{n^\alpha} \cdot v(T_{k(n)}(n)) - C_{k(n)} \right| < 1 \right\}, \]

and note that it follows from Lemma 4.1 and Lemma 4.4 that, for sufficiently large \( n \),

\[ \mathbb{P}(F_n) > 1 - 2e^{-k(n)^{1/4}/4} - 2\exp\left(-\frac{1 \cdot n^\alpha}{32k(n)}\right) - e^{-k(n)^{1/3}} > 1 - 2e^{-k(n)^{1/3}}. \quad (5.18) \]

We now easily obtain that

\[ \mathbb{P}(d_{k,n}(\nu_{k,n}) > \varepsilon_n, F_n) \leq \mathbb{P}\left(\nu_{k,n}(A_{n,j}) - \nu_{k,n}(A_{n,j}) > \frac{\varepsilon_n}{M_n} \text{ for some } 1 \leq j \leq M_n, F_n\right). \quad (5.19) \]

On the event \( F_n \), we have

\[ M_n \leq m_n = \left\lceil \varepsilon_n^{-1} \left(1 + 10k(n)^{-\frac{1}{4}}\right) \right\rceil \right\rceil \Theta \left(\varepsilon_n^{-1} k(n)^{1/4}\right). \]

Furthermore, let \( N_n = |v(T(n))| = n + [n/\ell] + 2 \), \( m = m(n) = |v(T_k(n))| - \ell + 1 \), and write \( |n| = \sum_{i=0}^m n_i^2 \) \( n_{m,k} \) as here in Lemma 5.11. Set \( t = \frac{e N_n^2}{2m_n} \) and note that since \( k(n) = O(n^{1/3}) \), it is easily checked that

\[ t = \Theta \left(n \cdot k(n)^{-\frac{7}{8}}\right) > 4c(\ell + 4)n^\alpha k^{1/(\ell+1)} \]

for large \( n \) and so satisfies the assumption in Lemma 5.11. Applying the bound on \( M_n \) and Lemma 5.11 to (5.19), it follows that

\[ \mathbb{P}\left(d_{k,n}(\nu_{k,n}) > \varepsilon_n \left| F_n\right.\right) \leq m_n \cdot 2\mathbb{E}\left[\exp\left(-\frac{2e^2 N_n^2}{n_{m,k}^2 M_n^2}\right)\right]. \quad (5.20) \]

Now bound

\[ \left| n_{m,k}^2 \right| \leq \sum_{j=0}^{m(n)} n_i \max_{0 \leq j \leq m(n)} n_{ij} \leq n \cdot S_{k(n),n}, \]

where \( S_{k(n),n} = \max_{0 \leq j \leq m(n)} n_{ij} + 1 \). Thus,

\[ \frac{\varepsilon_n^2 N_n^2}{n_{m,k}^2 M_n^2} = \frac{\varepsilon_n^2 n}{S_{k(n),n} M_n^2} = \Omega \left(\frac{n \cdot k(n)^{-\frac{7}{8}}}{S_{k(n),n}}\right). \quad (5.21) \]

Since \( F_n \) and \( S_{k(n),n} \) are independent, it then follows from the triangle inequality, (5.20), (5.21), and Lemma 5.12 that

\[ \mathbb{P}\left(\nu_{k,n}(A_{n,j}) > \varepsilon_n, F_n\right) \leq \mathbb{P}\left(d_{k,n}(\nu_{k,n}) > \varepsilon_n, S_{k(n),n} < n \cdot k(n)^{-\frac{7}{8}} \right) + \mathbb{P}\left(S_{k(n),n} \geq n \cdot k(n)^{-\frac{7}{8}} \right) \]

\[ = O\left(m_n \cdot \exp\left(-\frac{n \cdot k(n)^{-\frac{7}{8}}}{n \cdot k(n)^{-\frac{7}{8}}}\right)\right) + O\left(n^{-2}\right) \]

\[ = O\left(m_n \cdot \exp\left(-k(n)^{-\frac{7}{8}}\right)\right) + O\left(n^{-2}\right). \]
Together with (5.18), we further deduce
\[
P \left( d_{k(n),n} \left( \nu_{k(n),n}, \nu_{k(n),n} \right) > \varepsilon_n \right) \leq P \left( d_{k(n),n} \left( \nu_{k(n),n}, \nu_{k(n),n} \right) > \varepsilon_n, F_n \right) + P \left( F_n \right) = O \left( m_n, \exp \left( -k(n) \varepsilon_n \right) + n^{-2} + e^{-k(n)^{1/3}} \right).
\]

Finally, recalling that \( m_n = \Theta \left( k(n)^{-\frac{13}{10}} \right) \) and \( k(n) = \Omega \left( n^{1/100} \right) \), summing over \( n \) and applying the Borel-Cantelli lemma yields the almost sure convergence. \( \square \)

### 5.6 Maximal occupation of an infinite-colors Pólya urn

In this subsection we prove Lemma 5.12, by viewing sizes of the subtrees as the occupations of a modified version of the infinite-colors Pólya urn, introduced below.

At time 0, the urn contains \( b \in \mathbb{N} \) black balls and \( w \in \mathbb{N} \) balls of color 1. At time \( t \in \mathbb{N} \), a ball is chosen at random from the urn and returned along with an additional ball of the same color. Additionally, if \( \ell \) divides \( t \) and the urn has black balls and balls of color \( \{1, \ldots, p\} \), then (i) if the chosen ball is black, add a ball of color \( p+1 \); or (ii) if the chosen ball is non-black, add a ball of the same color as the chosen ball. For each \( i \in \mathbb{N} \), let \( U_i(t; b, w) \) be the number of color-\( i \) balls and let \( U_0(t; b, w) \) be the number of black balls in the urn after \( t \in \mathbb{N} \) draws. Let \( M_i(t; b, w) = U_i(t; b, w) + \cdots + U_i(t; b, w) \), noticing that the sum does not include \( U_0(t; b, w) \). Let \( S_i(b, w) \) be the random time that color \( i \) appears.

Recalling the definition (5.17), the key relation between this urn model and the quantities appearing in Lemma 5.12 is
\[
S_{k, n} := \max \{ |w(T)| \mid T \in T(n) - T_k(n) \} \overset{d}{=} \max_{i \in \mathbb{N}} U_i(n - k\ell; (\ell + 1)k, 1).
\]

We prove the lemma by deducing moment bounds of \( S_{k, n} \) from moment bounds of the \( U_i \).

For the moment-bounds on \( U_i(t; b, w) \) (and \( M_i(t; b, w) \)), we consider the following auxiliary 2-colors Pólya urn, which is equivalent to the above urn by regarding color 1 as white and \( \{2, 3, \ldots\} \)-colors as black. At time 0, the urn contains \( b \in \mathbb{N} \) black balls and \( w \in \mathbb{N} \) white balls. At time \( t \in \mathbb{N} \), a ball is chosen at random from the urn and returned along with an additional ball of the same color. Additionally, if \( \ell \) divides \( t \), then an additional ball of the chosen color is added. Let \( W(t; b, w) \) be the number of white balls in the urn after \( t \) draws.

**Fact 5.13.** Fix \( b, w, i \in \mathbb{N} \). Write \( M_j(\cdot) = M_j(\cdot; b, w), U_j(\cdot) = U_j(\cdot; b, w), \) and \( S_j = S_j(b, w) \), for all \( j \in \mathbb{N} \). Given \( S_i \), for integer \( t > S_i \),
\[
E \left[ M_i(t) \mid S_i, U_0(S_i), M_i(S_i) \right] \overset{d}{=} W(t - S_i; U_0(S_i), M_i(S_i)) \tag{5.22}
\]
and
\[
E \left[ U_i(t) \mid M_i(t), M_i(S_i) \right] \overset{d}{=} W(M_i(t) - M_i(S_i); M_i(S_i) - 1, 1). \tag{5.23}
\]

Fact 5.13 can be shown similarly as for Lemma 5.7 so we omit the proof.

**Lemma 5.14.** Fix \( b, w \in \mathbb{N} \). For all non-negative integers \( t \) and \( p \), there is a constant \( f_{p, \ell} > 0 \) not depending on \( b, w \) such that
\[
E \left[ W(t; b, w)^p \right] \leq f_{p, \ell} \cdot w^p \cdot \left( 1 + \frac{t}{\alpha(b + w)} \right)^p \left( 1 + \log \left( 1 + \frac{t}{\alpha(b + w)} \right) \right) = d_{t, p}. \tag{5.24}
\]

**Proof.** Write \( n_j = b + w + j + \lfloor j/\ell \rfloor \) and \( W_j = W(j; b, w) \) for all non-negative integer \( j \). Since for all \( t \in \mathbb{N} \),
\[
P \left( W_t = W_{t-1} + 1 + 1_{\{t\mid t\}} W_{t-1} \right) = 1 - P \left( W_t = W_{t-1} \mid W_{t-1} \right) = \frac{2W_{t-1}}{n_{t-1}},
\]
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it follows that, for all $p \in \mathbb{N}$ and some positive constants $c'_p$, $c_p$ only depending on $p$ (noting that $W_t \geq 1$ for all $t$),

\[
E[W_t^p | W_{t-1}]
= \frac{W_{t-1}^p}{n_{t-1}} \cdot \left\{ (W_{t-1} + 1)^p \cdot 1_{[\ell(t)]} + (W_{t-1} + 2)^p \cdot 1_{[\ell(t)]} = \frac{n_{t-1} - W_{t-1}}{n_{t-1}} \cdot W_{t-1}^p \right. \\
\leq W_{t-1}^p + \frac{W_{t-1}^p}{n_{t-1}} \cdot \left\{ (W_{t-1} + 1)(1 + 1/W_{t-1})^{p-1} + p \cdot 1_{[\ell(t)]} \cdot (1 + 2/W_{t-1})^{p-1} - W_{t-1} \right\} \\
\leq W_{t-1}^p + \frac{W_{t-1}^p}{n_{t-1}} \cdot \left\{ (W_{t-1} + 1) \left( 1 + \frac{p - 1}{W_{t-1}} + \frac{c'_p}{W_{t-1}^p} \right) + p \cdot 1_{[\ell(t)]} \cdot \left( 1 + \frac{c'_p}{W_{t-1}} \right) - W_{t-1} \right\} \\
= W_{t-1}^p \cdot \left( 1 + \frac{p(1 + 1_{[\ell(t)]})}{n_{t-1}} \right) + W_{t-1}^{p-1} \cdot \frac{c_p}{n_{t-1}}. 
\]  

(5.25)

Next, we use induction on $p$ to prove the bound (5.24). Clearly (5.24) is true for $p = 0$. Now assume that it holds for $p - 1$ where $p \in \mathbb{N}$ and for all non-negative integer $t$. We are to show that it also holds for $p$. Averaging (5.25) over $W_{t-1}$ and using the induction hypothesis yields that, for all $t \in \mathbb{N}$,

\[
E[W_t^p] \leq E[W_{t-1}^p] \cdot \left( 1 + \frac{p(1 + 1_{[\ell(t)]})}{n_{t-1}} \right) + d_{t-1,p-1} \cdot \frac{c_p}{n_{t-1}},
\]

recalling the definition of $d_{t-1,p-1}$ from (5.24). For $m \leq t$, let

\[
\gamma_{m,t-1} = \prod_{j=m}^{t-1} \left( 1 + \frac{p(1 + 1_{[\ell(j+1)]})}{n_j} \right),
\]

where $\prod_{j=1}^{t-1} : = 1$. Applying the inequality above recursively, we find

\[
E[W_t^p] \leq w^p \gamma_{0,t-1} + \sum_{i=0}^{t-1} d_{t-1,p-1} c_p \gamma_{i+1,t-1}.
\]  

(5.26)

To bound and simplify $\gamma_{m,t-1}$, write $t' = \lfloor \frac{t}{2} \rfloor$, $m' = \lfloor \frac{m}{2} \rfloor$ and using the inequality $1 + x \leq e^x$ for all $x \in \mathbb{R}$,

\[
\gamma_{m,t-1} \leq \prod_{j=m'}^{t-1} \left( 1 + \frac{p(1 + 1_{[\ell(j+1)]})}{n_j} \right) \\
\leq \prod_{r=m'}^{t'} \left( 1 + \frac{2p}{b + w + r(\ell + 1)} \right) \prod_{s=m'}^{t-1} \left( 1 + \frac{p}{b + w + s(\ell + 1) + 1} \right) \\
\leq \left( \prod_{r=m'}^{t'} \left( 1 + \frac{2p}{b + w + r(\ell + 1)} \right) \right)^{t-1} \prod_{s=m'}^{t-1} \left( 1 + \frac{p}{b + w + s(\ell + 1) + 1} \right) \\
\leq \exp \left( 2p \sum_{r=m'}^{t'} \frac{1}{b + w + r(\ell + 1)} \right) \cdot \exp \left( p(\ell - 1) \sum_{s=m'}^{t'} \frac{1}{b + w + s(\ell + 1) + 1} \right) \\
\leq \exp \left( p(\ell + 1) \sum_{r=m'}^{t'} \frac{1}{b + w + r(\ell + 1)} \right).
\]
Scaling limits for some random trees constructed inhomogeneously

Since \( \int_0^t \frac{ds}{\sqrt{2\pi s}} = \frac{1}{2} \log \left( 1 + \frac{2t}{\pi} \right) \), \( t' \leq \frac{t}{2} \), and (using \( b + w \geq 1 \)) there is a constant \( f'_t \) not depending on \( b, w, m, t \) such that

\[
\frac{\alpha(b + w) + m}{\alpha(b + w) + \ell m t} \leq f'_t,
\]

the inequalities above give, for some positive constant \( f'_{p, t} \),

\[
\gamma_{m, \ell - 1} \leq f'_{p, t} \cdot \left( \frac{b + w + t' \ell (\ell + 1)}{b + w + m \ell (\ell + 1)} \right)^p \leq f'_{p, t} \cdot \left( \frac{\alpha(b + w) + t}{\alpha(b + w) + m} \right)^p. \tag{5.27}
\]

Now, since \( n_i = b + w + i + \lfloor i/\ell \rfloor \) and

\[
d_{i, p - 1} = f_{p - 1, t} \cdot \left( 1 + \frac{i}{\alpha(b + w)} \right)^{p - 1} \cdot \log \left( 1 + \frac{i}{\alpha(b + w)} \right),
\]

we have

\[
\sum_{i=0}^{t-1} \frac{d_{i, p - 1} \cdot \gamma_{i + 1, t - 1}}{n_i}
\]

\[
\leq \left( f_{p - 1, t} \cdot f'_{p, t} \right) \cdot \left( 1 + \frac{t}{\alpha(b + w)} \right)^p \cdot \sum_{i=0}^{t-1} \left( \frac{\alpha(b + w)}{\alpha(b + w) + i} \right) \log \left( 1 + \frac{i}{\alpha(b + w)} \right) \leq \left( f_{p - 1, t} \cdot f'_{p, t} \right) \cdot \left( 1 + \frac{t}{\alpha(b + w)} \right)^p \cdot \log \left( 1 + \frac{t}{\alpha(b + w)} \right), \tag{5.28}
\]

where we have used again \( \log(1 + x) \leq x \) and that the sum is bounded by the appropriate integral. Combining (5.26), (5.27) with \( m = 0 \), and (5.28) implies that there is a constant \( f_{p, t} \) such that

\[
E[\mathcal{W}^p_t] \leq f_{p, t} \cdot \left( 1 + \frac{t}{\alpha(b + w)} \right)^p \cdot \left( 1 + \log \left( 1 + \frac{t}{\alpha(b + w)} \right) \right),
\]

and now (5.24) follows by induction. \( \square \)

**Lemma 5.15.** Fix \( b, w, p, \ell, i \in \mathbb{N} \). There is a constant \( g_{p, \ell} > 0 \) independent of \( b, w, t \) such that for \( t \geq i \ell \)

\[
E[\mathcal{U}_t(b, w)^p] \leq g_{p, \ell} \cdot \left( \frac{\alpha(b + w) + t}{\alpha(b + w) + 1 + \ell t} \right)^{p + 1}.
\]

**Proof.** Write \( \mathcal{M}_j(\cdot) = \mathcal{M}_j(\cdot; b, w), \mathcal{U}_j(\cdot) = \mathcal{U}_j(\cdot; b, w), \) and \( S_j = S_j(b, w), \) for all \( j \in \mathbb{N} \). It follows from (5.23) and (5.24) that for all \( t \geq 1 \) (note that the inequality trivially holds for \( t \leq S_i \))

\[
E[\mathcal{U}_t(b, w)^p|\mathcal{M}_i(t), S_i, \mathcal{M}_i(S_i), \mathcal{U}_0(S_i)]
\]

\[
\leq f_{p, t} \cdot \left( 1 + \frac{\mathcal{M}_i(t) - \mathcal{M}_i(S_i)}{\alpha \mathcal{M}_i(S_i)} \right)^p \left( 1 + \log \left( 1 + \frac{\mathcal{M}_i(t) - \mathcal{M}_i(S_i)}{\alpha \mathcal{M}_i(S_i)} \right) \right)
\]

\[
\leq g'_{p, \ell} \cdot \left( \frac{\mathcal{M}_i(t)}{\mathcal{M}_i(S_i)} \right)^{p + 1/2},
\]

where the last inequality follows from \( \alpha \leq \frac{1}{2} \) and \( \mathcal{M}_i(t) \geq \mathcal{M}_i(S_i), \log(x) \leq \sqrt{x} \) for \( x \geq 1, \) and \( g'_{p, \ell} \gg 1 \) (WLOG) is a constant. Averaging over \( \mathcal{M}_i(t) \) and using Jensen’s inequality then yields

\[
E[\mathcal{U}_t(b, w)^p|S_i, \mathcal{M}_i(S_i), \mathcal{U}_0(S_i)] \leq \frac{g'_{p, \ell}}{\mathcal{M}_i(S_i)^{p + 1/2}} \cdot \mathbb{E}\left[\mathcal{M}_i(t)^{p + 1} \left| S_i, \mathcal{M}_i(S_i), \mathcal{U}_0(S_i) \right. \right]^{1/(p + 1/2)}.
\]
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Furthermore, applying (5.22) and (5.24), we have for \( t \geq S_i \),

\[
\mathbb{E}[M_i(t)^{p+1}|S_i, M_i(S_i), U_0(S_i)] \\
\leq f_{p+1, i} \cdot M_i(S_i)^{p+1} \cdot \left(1 + \frac{t - S_i}{\alpha(U_0(S_i) + M_i(S_i))}\right)^{p+1} \\
\times \left(1 + \log \left(1 + \frac{t - S_i}{\alpha(U_0(S_i) + M_i(S_i))}\right)\right).
\]

Now, since \( S_i \geq i\ell \) and \( U_0(S_i) + M_i(S_i) = b + w + S_i + |S_i/\ell| \) is the total number of balls in the urn at time \( S_i \), we have for \( t \geq i\ell \) and some positive constant \( g_{p, t} \),

\[
\mathbb{E}[M_i(t)^{p+1}|S_i, M_i(S_i), U_0(S_i)] \leq g_{p, t} \cdot M_i(S_i)^{p+1} \cdot \left(\frac{\alpha(b + w) - 1 + t}{\alpha(b + w) - 1 + i\ell}\right)^{p+3/2}.
\]

Altogether,

\[
\mathbb{E}[U_0(t)^p|S_i, U_0(S_i), M_i(S_i)] \\
\leq \frac{g_{p, t}}{M_i(S_i)^{p+1/2}} \cdot \left(M_i(S_i)^{p+1} \cdot \left(\frac{\alpha(b + w) - 1 + t}{\alpha(b + w) - 1 + i\ell}\right)^{p+3/2}\right) \cdot \frac{p+1/2}{p+3/2} \\
\leq g_{p, t} \cdot \left(\frac{\alpha(b + w) - 1 + t}{\alpha(b + w) - 1 + i\ell}\right)^{p+1}.
\]

Since the bound does not depend on \( S_i, U_0(S_i) \), or \( M_i(S_i) \), the lemma follows.

\[\square\]

**Proof of Lemma 5.12** Given \( b, w, p \in \mathbb{N} \), it follows from a union bound, Markov’s inequality, and Lemma 5.15 that for any \( x > 0 \),

\[
\mathbb{P}\left(\max_{i \in \mathbb{R}} U_i(t; b, w) \geq t/x\right) \leq \sum_{i \in \mathbb{R}} \mathbb{E}[U_i(t; b, w)^p] \cdot \frac{t^p}{x^p} \\
\leq g_{p, t} \cdot \frac{x^p}{t^p} \sum_{1 \leq i \leq \lceil t/x \rceil} \left(\frac{\alpha(b + w) - 1 + t}{\alpha(b + w) - 1 + i\ell}\right)^{p+1} \\
\leq g_{p, t} \cdot \frac{x^p}{t^p} \cdot \left(\frac{\alpha(b + w) - 1 + t}{\ell}\right)^{p+1} \int_0^t \frac{1}{(\alpha(b + w) - 1 + x)^{p+1}} dx \\
\leq g_{p, t} \cdot \frac{x^p(\alpha(b + w) - 1 + t)((\alpha(b + w) - 1)t^{-1} + 1)^p}{\ell p(\alpha(b + w))^p} \\
\leq g_{p, t} \cdot \frac{x^p(\alpha(b + w) - 1 + t)(t^{-1} + (\alpha(b + w))^{-1})^p}{\ell p}.
\]

Next, note that for any \( k, n \in \mathbb{N} \) with \( n \geq k\ell \),

\[
S_{k, n} := \max \{|v(T)| : T \in T(n) - T_k(n)\} \overset{d}{=} \max_{i \in \mathbb{R}} U_i(n - k\ell; (\ell + 1)k, 1).
\]

Then, for any \( p \in \mathbb{N} \) and for sufficiently large \((n - k\ell)\), taking \( t = n - k\ell \) and \( x = k^{\frac{\alpha}{\ell + 1}} \) in the above inequalities and recalling that \( k = o(n) \) yields

\[
\mathbb{P}\left(S_{k, n} \geq \frac{n - k\ell}{k^{\frac{\alpha}{\ell + 1}}} \right) = O\left(k^{\frac{\alpha}{\ell + 1} - p} \cdot n\right)
\]

Now using that \( k(n) = \Omega(n^{1/100}) \), \( \ell \geq 2 \), and fixing \( p \geq 9000(\ell + 1) \), we have

\[
\mathbb{P}\left(S_{k(n), n} \geq n \cdot k(n)^{-\frac{1}{\ell + 1}} \right) = O(n^{-2}).
\]

\[\square\]
6 Proofs for generalized gamma distributions

Proof of Lemma 4.1. For all $\varepsilon \in (0, 3/7]$, $-\frac{\varepsilon^2}{3} + \frac{\varepsilon^4}{3} + \cdots \leq \frac{\varepsilon^3}{3} + \frac{\varepsilon^5}{3} + \cdots \leq \frac{\varepsilon}{3} + \frac{\varepsilon^2}{3} + \cdots = \frac{\varepsilon}{3(1-\varepsilon)} \leq \frac{\varepsilon}{2}$, so $(1-\varepsilon)^{-k} = e^{-k \log(1-\varepsilon)} = e^{k \left( \frac{\varepsilon^3}{3} + \frac{\varepsilon^5}{3} + \cdots \right)} \leq e^{k \left( \frac{3\varepsilon^2}{2} \right)}$, and $(1+\varepsilon)^{-k} = e^{-k \log(1+\varepsilon)} = e^{k \left( -\frac{\varepsilon^2}{3} + \frac{\varepsilon^4}{3} - \cdots \right)} \leq e^{k \left( -\frac{3\varepsilon^2}{2} \right)}$. Next, let $E_1, E_2, \ldots$ be independent Exponential(1)-variables. For $k \in \mathbb{N}$, we may write $C_k = (E_1 + \cdots + E_k)^{-1/k}$. By Markov’s inequality and the previous derivation, for all $k \in \mathbb{N}$ and $\varepsilon \in (0, 3/7]$,

$$
P(C_k^{\ell+1} - k \geq \varepsilon k) \leq \frac{e^{-\varepsilon k} \mathbb{E} \left[ e^{C_k^{\ell+1}} \right]^k}{e^{x^k}} = e^{-\varepsilon k - x^k} \cdot (1-\varepsilon)^{-k} \leq e^{-\varepsilon k - x^k} \cdot e^{x^{k+3k^2}/4} = e^{-x^k/4}.
$$

Similarly, for $\varepsilon \in (0, 3/7]$, $P(k - C_k^{\ell+1} \geq \varepsilon k) \leq \frac{e^{x^{k} \mathbb{E}[e^{-x^{k}E_1}]}^k}{e^{x^k}} \leq e^{x^k - e^k} \cdot (1+\varepsilon)^{-k} \leq e^{x^k - e^k} \cdot e^{x^k + 3x^k}/4 = e^{-x^k/4}$. Now, take $\varepsilon = k^{-1/4}$. For $k \geq 4$, the bounds above and the triangle inequality imply $P(\left| C_k^{\ell+1} - k \right| \geq k^{3/4}) \leq 2e^{-x^k/4} = 2e^{-k^{1/2}/4}$. \qed

Corollary 6.1. For large enough $k \in \mathbb{N}$, with probability greater than $1 - 2e^{-k^{1/2}/4}$,

$$
k^{-\frac{1}{\ell+1}} \cdot \left( 1 - \frac{2}{\ell+1} \cdot k^{\frac{3}{4}} \right) < \frac{1}{C_k} < k^{-\frac{1}{\ell+1}} \cdot \left( 1 + \frac{2}{\ell+1} \cdot k^{\frac{3}{4}} \right).
$$

Proof. By Lemma 4.1, for large enough $k \in \mathbb{N}$, $P(\left| C_k^{\ell+1} - k \right| \geq k^{3/4}) \leq 2e^{-k^{1/2}/4}$. So with probability greater than $1 - 2e^{-k^{1/2}/4}$,

$$
k^{-\frac{1}{\ell+1}} \cdot \left( 1 + k^{-1/4} \right) \lesssim \frac{1}{C_k} < k^{-\frac{1}{\ell+1}} \cdot \left( 1 - k^{-1/4} \right) \lesssim 1.
$$

Taylor expansion then yields that

$$
\left( 1 - k^{-1/4} \right) \lesssim 1 + \frac{1}{\ell+1} \cdot k^{-1/4} + \frac{1}{\ell+1} \left( 1 + \frac{1}{\ell+1} \right) \frac{k^{-1/2}}{2!} + \cdots.
$$

For large $k$, $(1 + \frac{1}{\ell+1} \cdot k^{-1/4} < 1$. It follows that $(1 - k^{-1/4}) \lesssim 1 + \frac{1}{\ell+1} \cdot k^{-1/4}$. Similarly, $(1 + k^{-1/4}) \lesssim 1 - \frac{2}{\ell+1} \cdot k^{-1/4}$. \qed

Proof of Corollary 4.2. It follows from Lemma 4.1 that, for large enough $n$, with probability greater than $1 - 2e^{-k(n)^{1/2}/4}$, we have $\left| C_{k(n)}^{\ell+1} - k(n) \right| < k(n)^{3/4}$, so

$$
C_{k(n)} \lesssim \left( k(n) + k(n)^{3/4} \right) \lesssim k(n) \left( 1 + k(n)^{-1/4} \right),
$$

and

$$
C_{k(n)} \gtrsim \left( k(n) - k(n)^{3/4} \right) \gtrsim k(n) \left( 1 - k(n)^{-1/4} \right).
$$

Using the same logic as in the proof of Corollary 6.1, we have $(1 + k(n)^{-1/4}) \lesssim 1 + \frac{1}{\ell+1} \cdot k(n)^{-1/4} + \frac{1}{\ell+1} \left( 1 - 1 + 10k(n)^{-1/4} ; \right)$ similar for the lower bound. Together with Corollary 6.1, with probability greater than $1 - 2 \sum_{m=k(n)}^{n/\ell} e^{-m^3/4}$, for
sufficiently large $n$ we simultaneously have $\left| C_{k(n)} - k(n) \right| < 10k(n)^{1/4}$ and

$$\sum_{m=k(n)}^{\lfloor n/\ell \rfloor} \frac{1}{C_m} - \sum_{m=k(n)}^{\lfloor n/\ell \rfloor} m^{-\frac{1}{\ell+1}} - \sum_{m=k(n)}^{\lfloor n/\ell \rfloor} m^{-\frac{1}{\ell+1}} - \frac{2}{\ell+1} \cdot \frac{1}{\alpha-1/4} \cdot \left\{ \left( \left\lfloor \frac{n}{\ell} \right\rfloor \right)^{\alpha-1/4} - k(n)^{\alpha-1/4} \right\}$$

and

$$\sum_{m=k(n)}^{\lfloor n/\ell \rfloor} c_m < \frac{1}{\alpha} \cdot \left( \left\lfloor \frac{n}{\ell} \right\rfloor \right)^{\alpha} + \frac{5}{\pi^{1/4}} \cdot \left( \left\lfloor \frac{n}{\ell} \right\rfloor \right)^{\alpha}.$$



References

[1] Abraham, R., Delmas, J.-F., & Hoscheit, P. (2013). A note on the Gromov-Hausdorff-Prokhorov distance between (locally) compact metric measure spaces. Electron. J. Probab. 18, 21 pp. MR-3035742

[2] Addario-Berry, L., Brouin, N., Goldschmidt, C., & Miermont, G. (2013). The scaling limit of the minimum spanning tree of the complete graph. arXiv:1301.1664.

[3] Addario-Berry, L., & Wen, Y. (2015). Joint convergence of random quadrangulations and their cores. arXiv:1503.06738. To appear in Ann. Inst. H. Poincaré Probab. Statist. (B).

[4] Aldous, D. (1991). The continuum random tree. I. Ann. Probab. 19, 1-28. MR-1085326

[5] Aldous, D. (1991). The continuum random tree. II. An overview. London Math. Soc. Lecture Note Ser. 167, 23-70. MR-1166406

[6] Aldous, D. (1993). The continuum random tree III. Ann. Probab. 21, 248-289. MR-1207226

[7] Aldous, D. (1983). Exchangeability and related topics. In École d’été de probabilités de Saint-Flour, XIII 1983 (pp. 1-198). Springer Berlin Heidelberg. MR-0883646

[8] Aldous, D., & Pitman, J. (1999). A family of random trees with random edge lengths. Random Struct. Alg. 15, 176-195. MR-1704343

[9] Aldous, D., & Pitman, J. (1999). Inhomogeneous continuum random trees and the entrance boundary of the additive coalescent. Probab. Theory Related Fields 118, 455-482. MR-1808372

[10] Aldous, D., Miermont, G., & Pitman, J. (2004). The exploration process of inhomogeneous continuum random trees, and an extension of Jeulin’s local time identity. Probab. Theory Related Fields 129, 182-218. MR-2063375

[11] Amini, O., Devroye, L., Griffiths, S., & Olver, N. (2017). Explosion and linear transit times in infinite trees. Probab. Theory Related Fields 167, 325-347. MR-3602848

[12] Chen, B., Ford, D., & Winkel, M. (2009). A new family of Markov branching trees: the alpha-gamma model. Electron. J. Probab. 14, 400-430. MR-2480547

[13] Curien, N., & Haas, B. (2014). Random trees constructed by aggregation. arXiv:1411.4255.

[14] Curien, N., & Haas, B. (2013). The stable trees are nested. Probab. Theory Related Fields 157, 847-883. MR-3129805

[15] Duquesne, T., & Le Gall, J.-F. (2002). Random trees, Lévy processes and spatial branching processes. Astérisque 281, vi+147. MR-1954248

[16] Evans, S. (2008). Probability and real trees. Lecture Notes in Mathematics, 1920. Springer Berlin Heidelberg. MR-2351587

[17] Goldschmidt, C., & Haas, B. (2015). A line-breaking construction of the stable trees. Electron. J. Probab. 20, 24 pp. MR-3317158

[18] Haas, B. (2016). Asymptotics of heights in random trees constructed by aggregation. Electron. J. Probab. 22, 25 pp. MR-3622891

[19] Haas, B. (2016). Scaling limits of Markov-Branching trees and applications.arXiv:1605.07873.
Scaling limits for some random trees constructed inhomogeneously

[20] Haas, B., & Miermont, G. (2012). Scaling limits of Markov branching trees with applications to Galton-Watson and random unordered trees. Ann. Probab. 40, 2589-2666. MR-3050512

[21] Haas, B., & Stephenson, R. (2015). Scaling limits of k-ary growing trees. Ann. Inst. H. Poincaré Probab. Statist 51, 1314-1341. MR-3414449

[22] Kortchemski, I. Invariance principles for Galton-Watson trees conditioned on the number of leaves. Stochastic Process. Appl. 122, 3126-3172. MR-2946438

[23] Marchal, P. (2008). A note on the fragmentation of a stable tree. Fifth Colloquium on Mathematics and Computer Science. Discrete Math. Theor. Comput. Sci. Proc., AI, 489-499. MR-2508809

[24] Marckert, J. F., & Miermont, G. (2011). The CRT is the scaling limit of unordered binary trees. Random Struct. & Alg. 38, 467-501. MR-2829313

[25] McDiarmid, C. (1998). Concentration. Probabilistic methods for algorithmic discrete mathematics (pp. 195-248). Springer Berlin Heidelberg. MR-1678578

[26] Miermont, G. (2009). Tessellations of random maps of arbitrary genus. Ann. Scientifiques de l’École Normale Supérieuree 42, 725-781. MR-2571957

[27] Peköz, E., Röllin, A., & Ross, N. (2016). Generalized gamma approximation with rates for urns, walks and trees. Ann. Probab. 44, 1776-1816. MR-3502594

[28] Peköz, E., Röllin, A., & Ross, N. (2017). Joint degree distributions of preferential attachment random graphs. Adv. in Appl. Probab. 49, 368-387. MR-3668381

[29] Pitman, J., & Winkel, M. (2009). Regenerative tree growth: binary self-similar continuum random trees and Poisson-Dirichlet compositions. Ann. Probab. 37, 1999-2041. MR-2561439

[30] Pitman, J., & Winkel, M. (2015). Regenerative tree growth: Markovian embedding of fragmenters, bifurcators, and head splitting processes. Ann. Probab. 43, 2611-2646. MR-3395470

[31] Pitman, J., Rizzolo, D., & Winkel, M. (2014). Regenerative tree growth: structural results and convergence. Electron. J. Probab. 19, no. 70, 27 pp. MR-3256870

[32] Rémy, J. L. (1985). Un procédé itératif de dénombrement d’arbres binaires et son application à leur génération aléatoire. RAIRO, Informatique théorique 19, 179-195. MR-0803997

[33] Rembart, F., & Winkel, M. (2016). Recursive construction of continuum random trees. arXiv:1607.05323.

[34] Rizzolo, D. (2015). Scaling limits of Markov branching trees and Galton-Watson trees conditioned on the number of vertices with out-degree in a given set. Ann. Inst. H. Poincaré Probab. Statist. (B) 51, 512-532. MR-3335013

[35] Strassen, V. (1965). The existence of probability measures with given marginals. Ann. Math. Statist., 423-439. MR-0177430

[36] Wen, Y. (2017). The Brownian plane with minimal neck baby universe. Random Struct. Alg. doi:10.1002/rsa.20722

Acknowledgments. We thank Adrian Röllin for suggesting inserting random vertices into the real trees, and thank the referee for their careful review and helpful comments. Both authors were supported by the Australian Research Council grant DP150101459.
Advantages of publishing in EJP-ECP

- Very high standards
- Free for authors, free for readers
- Quick publication (no backlog)
- Secure publication (LOCKSS\textsuperscript{1})
- Easy interface (EJMS\textsuperscript{2})

Economical model of EJP-ECP

- Non profit, sponsored by IMS\textsuperscript{3}, BS\textsuperscript{4}, ProjectEuclid\textsuperscript{5}
- Purely electronic

Help keep the journal free and vigorous

- Donate to the IMS open access fund\textsuperscript{6} (click here to donate!)
- Submit your best articles to EJP-ECP
- Choose EJP-ECP over for-profit journals

\textsuperscript{1}LOCKSS: Lots of Copies Keep Stuff Safe \url{http://www.lockss.org/}
\textsuperscript{2}EJMS: Electronic Journal Management System \url{http://www.vtex.lt/en/ejms.html}
\textsuperscript{3}IMS: Institute of Mathematical Statistics \url{http://www.imstat.org/}
\textsuperscript{4}BS: Bernoulli Society \url{http://www.bernoulli-society.org/}
\textsuperscript{5}Project Euclid: \url{https://projecteuclid.org/}
\textsuperscript{6}IMS Open Access Fund: \url{http://www.imstat.org/publications/open.htm}