Fast Target Detection Algorithm Based on CFAR and Target Variance Characteristics
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Target detection is a complex process that is important as an important module in computer vision applications. In particular, in many occasions where the real-time requirements are extremely high, it is very important to achieve fast and accurate detection of targets. But at this stage, there are still many problems in the research on rapid target detection, such as inefficiency and high is the first phase of automatic target recognition (ATR). For the performance of SAR image target detection, this paper proposes a CFAR fast detection algorithm based on Rayleigh. CFAR detection is divided into two steps: horizontal and vertical CFAR detection. The efficiency of parameter estimation is improved by the coincidence of adjacent point reference windows and the distribution characteristics of images. The algorithm in this paper combines the target variance characteristics to reduce the false alarm rate. The experiment was performed on the MSTAR dataset. Fast target detection algorithm based on CFAR and target variance feature has the characteristics of high detection rate, low false alarm, and high speed, and its detection performance is good. The experimental results show that the recognition efficiency of the proposed algorithm is higher than that of the traditional algorithm on different target datasets, the time is shortened by 30%, and the accuracy rate is equal to that of the traditional algorithm.

1. Introduction

Target detection is automatically detecting the target existing in the image, determining the semantic category of the target object and its specific location. That is to say, target detection is a complex process that not only needs to distinguish objects but also uses a bounding box to circle its specific position in the image from the background. As a very important module in computer vision applications, target detection has always been one of the core issues in the field of computer vision in many occasions where real-time requirements are extremely high. It is of great significance to achieve fast and accurate detection of targets. There are many application scenarios, such as automatic driving, face recognition, vehicle recognition, video surveillance, license plate recognition, mobile robots, and intelligent video surveillance systems. Target detection is also an important basis for advanced visual tasks such as behavior analysis and scene understanding, which will have a huge impact on subsequent target recognition. In addition, in real life, it is often necessary to detect multiple targets, and it is easy to have problems such as multitarget occlusion and self-rigid deformation. In recent years, with the development of information science and technology, coupled with the potential application of target detection, its practical value is extremely high and puts higher requirements on the accuracy of detection. Therefore, there is a need for a fast target detection algorithm with higher detection accuracy and better algorithm performance. Under the background of this era, the research on new has become the latest research hotspot. However, the research on target detection pays more attention to recognition efficiency, and there are not many fast detection methods, so it is necessary to choose the topic of this paper.
Regarding the field of target detection, in the early stages of computer vision development, when people search for specific targets in an image, they are usually implemented using simple and intuitive features and manually set rules. In 1990, the literature [1] proposed a method of template matching between simple geometric features such as arcs and corners and face templates for detecting faces. In 1995, the literature [2] proposed a method for detecting similar faces using a method of fuzzy matching between skin color distribution and facial texture features and face models. In 2004, Viola et al. proposed a classic face detection method [3], using the AdaBoost classification algorithm and Haar-like features and using the weak classifier cascade method, which is higher at the time of comparison. Accuracy and recall are also achieved in real time. In 2009, Dollár et al. proposed an integral channel feature [4], which included recall are also achieved in real time. In 2009, Dollár et al. proposed the R-CNN deep convolutional [8], which is used in the VOC (Visual Object Class) 2007-2009 test champion in the traditional target test. In 2010, its author Felzenszwalb Pedro was awarded the “Lifetime Achievement Award” by the VOC. However, these algorithms need to manually obtain the relevant target feature information from the original input, and there are also many shortcomings. (1) Poor portability: for a specific inspection task, it is necessary to manually design different methods, and even for different targets or different shape states of the same target, the designer is required to have a higher level of experience. (2) Feature extraction and classification: training separation is a common problem of traditional detection models. If the extraction of artificial features occurs during the design process, the missing useful information will not be recovered from the classification training, thus affecting the detection results. (3) The traditional method uses the sliding window to perform traversal search and divides the picture into small pieces of various scales and sizes as much as possible and then recognizes the small pieces of the picture. Then, the small pieces of the picture are identified, the part with high probability is reserved, and the part with less probability is combined and deleted. The algorithm of this method is highly complex, and there are a large number of redundant small blocks, which undoubtedly seriously affect the running speed; even in reality, it is difficult to achieve through actual engineering.

In this paper, when studying the fast target detection algorithm, it is based on CFAR and target variance characteristics. First, regarding the CFAR (constant false alarm rate) algorithm, it has been used in a large amount. In the detection of high-resolution images of large scenes, algorithm in the field of SAR image is used. CFAR detection technology is a relatively common and effective detection method for radar target detection process. It enables the detector to adaptively detect radar targets in different clutter background environments. At the same time, the detector
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has a constant false alarm probability in different detection backgrounds.

The constant false alarm rate detection method was first applied to SAR image ship target detection, and it is the most commonly used and most effective type of detection algorithm [20–22]. From the statistical point of view, it can perform target detection with a certain false alarm probability, so it is widely used. Since the method uses the statistical distribution of the target and the background for analysis, it is also applicable to the visible light remote sensing image and is robust to the illuminance unevenness problem of the visible light image [23]. It is one of the most widely used methods because of its simple calculation, strong adaptability, and strong local statistical features. Since the 1960s, a lot of research has been done on the technique of constant false alarm rate, and many achievements have been made. Therefore, these algorithms have difficult bottlenecks in practical applications. With the continuous efforts of researchers, in 2007, researchers at the Institute for Info-Comm Research proposed. These algorithms have low complexity and no prior information and are not subject to noise uncertainty. The advantages of influence have good application value. In addition, the Haar feature is also called the rectangular. It consists of simpler rectangles that form the template of the desired feature. The feature is first applied to the face representation, which is sensitive to some simple structures such as edges and line segments. Viola proposes to use the integral graph to calculate the value of the feature. After introducing the integral graph, each eigenvalue is calculated at a fixed time. Only one traversal calculation is needed for the image, which reduces the time for calculating the eigenvalue. Since the image has strong speckle noise, in order to detect a target with low contrast, the false alarm rate PFA should not be too small. The speckle noise will lead to a higher false alarm rate of the detection result, which increases the calculation amount of subsequent work. In the detection algorithm, the introduction of the variance feature can further reduce the false alarm. Therefore, the combination of CFAR and target variance characteristics can be applied to the research of fast target detection algorithms and can improve the performance and quality of fast target detection algorithms to some extent.

The background is complex and the noise interference is large, which makes it difficult to discriminate the real target. Therefore, suppressing noise and improving the contrast between the target and the clutter are helpful for improving the detection rate of the target. For low target detection efficiency and high false alarm rate of SAR image, this paper proposes a CFAR fast detection algorithm based on Rayleigh distribution and Gaussian distribution. The CFAR detection is divided into horizontal and vertical CFAR detection in two steps. The efficiency of parameter estimation is improved by the coincidence of adjacent point reference windows and the distribution characteristics of images. The algorithm combines the target variance characteristics to reduce the false alarm rate of the image. This paper conducts experiments on the MSTAR dataset to test the SAR images of self-propelled howitzers, armored reconnaissance vehicles, tanks, bulldozers, etc. The number of false alarms and the detection probability in different environments caused by artificial buildings in rural and suburban areas are compared. After prescreening, observe the relationship between the proportion of potential target pixels and the average running time of the total number of pixels in the SAR image, and visually display it in a line graph. Improve the proposed method compared existing detection algorithms; different CFAR detection algorithms are compared with the proposed method through experiments. The experimental results show that the proposed method can not only improve the target detection effect but also effectively improve the target detection efficiency. It shows that the proposed fast target detection algorithm based on CFAR and target variance features has better performance.

2. Introduction

2.1. Constant False Alarm (CFAR) Detection Method. CFAR detection algorithm compares the gray value of each pixel in the SAR image with the adaptive detection threshold so that the target pixel is filtered out. The statistical distribution of the clutter around the target and the preset false alarm probability determine the size of the adaptive threshold. After the clutter statistical model is determined, the target is detected while ensuring that the preset warning probability remains the same, that is, given the false alarm rate. The key to the CFAR detection algorithm is to calculate the adaptive decision threshold (detection threshold) based on the preset false alarm probability. In other words, it is the key to CFAR detection. Common CFAR-based detectors are as follows. In this paper, we will compare the performance of CFAR operator based on Rayleigh distribution and CFAR detection based on Gaussian distribution.

2.1.1. CFAR Operator Based on Rayleigh Distribution. For the Rayleigh distribution, a good model can be established in the homogeneous region, but there is considerable error in fitting the heterogeneous region to the extremely heterogeneous region. The homogeneous region is capable of good model building, but there is considerable error in fitting heterogeneous regions to extremely heterogeneous regions. Compared with other models, Rayleigh distribution is an image model widely used in practical systems because its parameter estimation is simple and easy to implement. Many scholars have shown that CFAR can obtain better detection performance even if the assumed model does not describe the actual data distribution well. If the SAR clutter image obeys a simple Rayleigh distribution, then

$$f(x) = \frac{x}{b_s^2} e^{-\frac{x^2}{2b_s^2}}, \quad x > 0,$$  \hspace{1cm} (1)

where $b_s$ is the shape parameter, and the mean $\mu_s$ and the variance $\sigma_s$ are

$$\mu_s = \sqrt{\frac{\pi}{2} b_s^2} = k_1 b_s \pi = \sqrt{\frac{\pi}{2} b_s^2} = k_2 b_s \pi,$$ \hspace{1cm} (2)

Regarding each pixel point $x_c$, a certain range area...
around the pixel point is taken as $a$, and then, a threshold value $x_0$ is determined $P_{FA}$:

$$
\begin{cases}
\text{if } x_i > x_0, & \text{then } x_i \text{ is the target pixel,} \\
\text{else,} & x_i \text{ is a clutter pixel.}
\end{cases}
$$

The false alarm rate when the threshold is $x_0$ is

$$
P_{FA} = \int_{x_0}^{\infty} \frac{X}{\text{clutter}} dX.
$$

Substituting $f(x)$ obeying the simple Rayleigh distribution into the above equation yields

$$
P_{FA} = \exp\left(\frac{x_0^2}{2b_1^2}\right).
$$

From the above false alarm rate calculation formula, we can see that the $P_{FA}$ value is related to $x_0$ and $b_1$. In CFAR technology, scholars often use the mean and variance to calculate the threshold. Assume that

$$
x_0 = \tau k_2 b_1 + k_1 b_2 - \tau \sigma_s + \mu_s,
$$

where $k_1$ and $k_2$ are constants, $\tau$ is the alarm rate $P_{FA}$, and $x_0$ is substituted into the expression of $P_{FA}$ to obtain

$$
P_{FA} = \exp\left(-\frac{(\tau k_2 + k_1)^2}{2}\right).
$$

Given the false alarm rate $P_{FA}$, the corresponding $\tau$ size can be calculated according to the above formula. Therefore, we can continue to derive the expression of CFAR as follows:

$$
\begin{cases}
\text{if } \frac{x_i - \mu_s}{\sigma_s} > \tau, & \text{then } x_i \text{ is the target pixel,} \\
\text{else,} & x_i \text{ is a clutter pixel.}
\end{cases}
$$

2.1.2. CFAR Detection Based on Gaussian Distribution. Statistical theory is a mathematical theory that uses the statistical characteristics of signal and noise to establish the best decision. It mainly solves the problem of judging whether the signal exists or not in the observation disturbed by noise. Its mathematical basis is statistical judgment theory, also known as hypothesis testing theory. Hypothesis test is an important tool for statistical judgment, and signal detection is equivalent to hypothesis test in mathematical statistics. Hypothesis is the possible situation or state of the test object. For radar or sonar detection, two hypotheses can be selected, that is, whether the target exists or not. The two-parameter CFAR detection method based on Gaussian distribution is the most commonly used detection processing technology in the SAS field. Assuming that the clutter background obeys

the

$$
f(x) = \frac{1}{\sqrt{2\pi}} \exp\left(\frac{-(x - \mu)^2}{2\sigma^2}\right),
$$

where $\mu$ is the average of the clutter; $\sigma$ is the standard deviation of the clutter, and its distribution function is expressed as

$$
F(x) = \int_{-\infty}^{x} f(t) dt = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt.
$$

Let $z = (t - \mu)/\sigma$ be substituted into the above formula to get the integral expression of the standard normal distribution:

$$
F(x) = \int_{-\infty}^{(x-\mu)/\sigma} \frac{1}{\sqrt{2\pi}} e^{-z^2/2} dz = \Phi\left(\frac{x-\mu}{\sigma}\right).
$$

Let the detection threshold be $T$, and if the false alarm probability is $P_{fa}$, then

$$
P_{fa} = \int_{T}^{\infty} f(x) dx = 1 - F(T) = 1 - \Phi\left(\frac{T-\mu}{\sigma}\right).
$$

By the above formula, the expression of the detection threshold is

$$
T = \sigma \Phi^{-1} \left(1 - P_{fa}\right) + \mu.
$$

In summary, when the clutter model is a Gaussian distribution, the detected threshold can be obtained according to the above formula. The two-parameter CFAR clutter models are therefore widely used. The above CFAR operator expression based on Rayleigh distribution is actually the same as the expression of the two-parameter CFAR based on Gaussian distribution in this section.

2.1.3. CFAR Fast Algorithm. The CFAR algorithm first assumes that the clutter data obeys a certain. The target of interest appears to be an extended target, and in most cases, multiple targets appear in the same scene. Therefore, in order to eliminate the influence of the target pixel on the parameter estimation of the clutter model, experts and scholars pay more attention to setting up a hollow sliding window with a protected area according to the size of the target so that they can start from the hollow sliding window, and they propose a large number of constant false alarm detection algorithm. Even if a clutter statistical model with high fitting accuracy has been obtained, the CFAR detection algorithm will encounter such a problem: when the sliding window moves on a SAR image, the clutter entering the annular area of the sliding window does not have to be uniform, and in many cases is uneven. The CFAR detector determines the sequence of clutter pixels for parameter estimation within the sliding window. In order to improve the detection speed of the target, the following method is used to reduce the amount of calculation. Think of the
rectangular ring window as two parts: a horizontal window consisting of upper and lower borders and a vertical window consisting. It is clearly seen that most of the horizontal windows of adjacent pixels in the horizontal direction are coincident, and the upper and lower frames are different only by two pixels; the vertical direction is also similar. In this kind of coincidence, consider dividing the two-parameter CFAR into two steps: horizontal CFAR and vertical CFAR.

When estimating the mean, the horizontal CFAR processes the image line by line, and the reference window of each pixel is the pixel in the upper and lower borders. Calculate the mean of the reference window for the first pixel of each row, then, consider the remaining pixel points of the row, and when calculating, it is only necessary to appropriately correct the previous adjacent pixel. Vertical CFAR is similar to horizontal CFAR. After using the above method, the calculation amount of the mean estimation is greatly reduced. Taking a $1780 \times 1470$ image as an example, if the length of the reference window is set to 95, it is estimated that the addition of the background mean is reduced by more than 90%.

Since the calculated amount of the estimated mean is much smaller than the calculated amount of the estimated background variance, further improve the efficiency of the algorithm; the following method is used to reduce the number of variance estimates. The variance to mean ratio (DMR) of the Rayleigh distribution is a constant $t$:

$$
t = \frac{\sigma^2}{\mu^2} = \sqrt{\frac{4 - \pi}{\pi}} = 0.5227. \quad (14)
$$

Through the experiment of a large number of clutter images, in the distribution of the ratio of variance to mean, most of the DMR values are distributed around 0.6, and all DMR values are above 0.51. Taking $t = 0.5$, then perform the first CFAR test with the CFAR operator expression based on the Rayleigh distribution. If the point is determined to be a clutter pixel, the next point is processed; otherwise, estimate the variance of the reference window and then perform the second CFAR test. When performing target detection, most of the pixels are judged as clutter pixels in the first CFAR test, so only the variance of the minority reference window needs to be calculated. Experiments on $5 \text{km}^2$ SAR images show that the estimated number of background variances is reduced by more than 80% on average using the clutter distribution characteristics.

2.2. Target Variance Characteristics. In order to detect the target with low contrast, the false alarm rate $P_{FA}$ value should not be set too small, resulting in a false alarm rate of the detection result. Experiments show that in SAR images, the variance of natural clutter is significantly smaller than the variance of the target region. We can take advantage of this remarkable feature of the target to reduce false alarms. When performing horizontal and vertical CFAR detection, the variance $\sigma_c$ of a smaller neighborhood $N_c$ (including the point) is further calculated for each pixel that is determined to be the target. Only when $\sigma_c$ is greater than a certain multiple variance is the point as the target pixel. That is

$$
\left\{ \begin{array}{ll}
\text{if } \sigma_c > M_1 \sigma_t, & \text{then } x_i \text{ is the target pixel,} \\
\text{else,} & \text{ } x_i \text{ is a clutter pixel,}
\end{array} \right. \quad (15)
$$

where $M_1$ is a constant determined experimentally.

In the CFAR detection, the false alarm can be significantly reduced by adding the local variance feature.

2.3. Rapid Prescreening Method. According to the histogram adaptive adaptation of the SAR image, the global preselected global threshold $T_g$ is determined. $A$ is assumed to be the amplitude value of the corresponding pixel. After the prescreening, the proportion of the potential target of the entire SAR image is $P_I$. The threshold $T_g$ can be determined: $P(A > T_g) = P_I$. $P$ is the probability value; $P_I$ is the empirical value, and the variation range is between 0 and 1. In general, in large SAR images, the value of $P_I$ is relatively small. Then, when the pixel value of the image point to be detected $(i, j)$ is greater than $T_g$, the point is a potential target point, and further fine detection is required; otherwise, the point is determined to be a clutter pixel, which can be directly filtered out.

2.4. Location of the Area of Interest. In the results of the CFAR detection, there are many isolated bright spots. Before locating the region of interest (ROI), consider using a majority filter to filter it. A pixel that is simultaneously targeted by horizontal CFAR and vertical CFAR is more likely to be a target, and this information is retained by the summation result of the CFAR detection. In most filters, the weight of a pixel that is simultaneously determined by two CFARs is $M_3$ times the weight of a pixel that is only determined by one CFAR. $M_3 > 1$, the specific value of which is determined by experiment. In the integrated CFAR test results, the target pixel is generally a bright spot, and the background false alarm is generally gray. After passing through a majority of filters with weights, the target area will be further enhanced and its false alarm highlights will be significantly reduced. The filtered image is a binary image. The bright dots represent the target and the dark dots represent the background. Check each connected area. If its area (that is, the number of pixels) is in the range $[A1, A2]$, then this is the potential target area, that is, the area of interest.

3. Experiments

3.1. Data Sources. This data is mostly a SAR slice image of a stationary vehicle on the ground, which contains the target.
images obtained by various vehicle targets at various azimuth angles. The training target image data obtained at 17 degrees of the radar working pitch angle include three categories: T72 (tank), BMP2 (step chariot), and BTR70 (armored transport vehicle); the test set is the radar working pitch angle which is the target image data obtained at the time; the dataset also contains three categories, T72 (tank), BMP2 (step chariot), and BTR70 (armored transport vehicle). In these datasets, these targets are images of the various targets in the direction of the radar when the radar is operating at a variety of different elevation angles. Different types of targets also include different models. The same type of target but different models has some differences in their equipment, but their overall scattering characteristics are similar.

3.2. Experimental Evaluation Criteria. In the field of target detection: accuracy and recall.

Check the correct situation: TP (true positive): the object is originally a positive example, and the network recognition is a positive example.

TN (true negative): the object is originally a negative example, and the network is identified as a negative example.

Detecting an error: FP (false positive): the object is originally a negative example, and the network identification is a positive example, usually called false positive.

FN (false negative): originally a positive example, the network is identified as a negative example, usually called underreporting.

In the target detection task, the positive example is usually the object that is desired to be detected in the experimental image, and the negative example is usually expressed as a background other than the positive exception. Accurately describe the detection, the calculation method of accuracy and recall (recall) is as follows:

\[
P = \frac{TP}{TP + FP}\]

\[
R = \frac{TP}{TP + FN}\]  

In the formula, \(P\) refers to the precision, correct positive case in all the positive examples identified. \(R\) refers to the recall, which represents the proportion of the correct positive case in all true positive examples of the sample.

3.3. System Environment. The research is of fast target detection algorithm based on CFAR and target variance feature.

4. Results and Discussions

4.1. Result 1: SAR Image and Test Result. The four types of optical images of the ground targets in the MSTAR dataset are shown in Figure 1. From left to right, they are self-propelled howitzers, armored reconnaissance vehicles, tanks, and bulldozers. The SAR image is tested by the combination of CFAR and target variance features. The SAR image is shown in Figure 2. In the figure, bright dots represent pixel points that are simultaneously judged as targets in horizontal CFAR and vertical CFAR detection, and dark dots represent pixel points that are judged to be clutter in both detections, and the gray dots in between indicate the pixel points that are judged as targets in the CFAR detection in only one direction. It can be seen that most of the target pixel points are detected in the CFAR detection in both directions, and the false alarm around the vehicle is generally detected only by the detector in one direction. The test results corresponding to the war cars parked alone are brighter, while the results of some buildings in the horizontal or vertical direction are mostly gray.

4.2. Result 2: Number of False Alarms and Detection Probability in Different Environments. The clutter images are divided into suburban and rural categories, each with
45 and 5 images. There are many buildings in the suburban image, while the ground objects in rural images are mainly independent trees, grasslands, woods, lakes, etc. The sizes of the images used in the experiments are not the same, but most of the images are about $1780 \times 1470$, which represents a floor area of about 0.1 km$^2$. The target data contains images of three targets. Each of the three types of images has about 200 images, and each target image has a size of $128 \times 128$. After detecting the target image and the clutter image, the detection probability and the false alarm in different environments are obtained. The result is shown in Figure 3. The higher the detection rate of the target, the more false alarms there are. In practical engineering applications, appropriate choices should be made for detection probabilities and false alarms based on actual needs. With relatively large number of artificial buildings in the suburbs, the number of false alarms in suburban images is significantly higher than that in rural areas.

4.3. Result 3: Quick Prescreening. Using the classical Gaussian distribution function-based two-parameter CFAR detection, when the false alarm probability is $1.0 \times 10^{-5}$, set $P_t$ to 0.1~1, and perform 100 simulations for each value to obtain corresponding $P_t$. The average running time under the value is $T$, as shown in Figure 4. That as $P_t$ decreases, the operation time is substantially linearly decreasing with $P_t$, and the decreasing multiple is basically the same as the reciprocal of $P_t$.

In practical applications, the $P_t$ value should be set reasonably according to the proportion of the target point in the whole SAR scene. When the $P_t$ value is too large, the efficiency of the fast algorithm is limited, performance; if the $P_t$ value is too small, it may cause the false alarm to be missed, resulting in the loss of the target that really needs to be detected. It should be pointed out that the results of rapid prescreening have the characteristics of irreversibility in the later processing. That is to say, if a target pixel is determined to be a clutter pixel in the fast prescreening process,
subsequent detection will generally not change the category of the pixel again.

4.4. Result 4: Performance Comparison of Different CFAR Detection Algorithms. The experiment studied based on CFAR detection such as CA-CFAR, GO-CFAR, and SO-CFAR. In the case where the number of real targets is the same, after using the detection algorithm, the detection number of targets and the running time required for the algorithm to complete the detection process are recorded, and the results are shown in Table 1.

According to Table 1, the method has the largest. Moreover, false alarm targets in this method are small, which indicates that in the CFAR detection, the false alarm can be reduced by adding the local variance used in this paper which is much shorter than other CFCA methods when performing target detection. It has the advantages of high detection rate, less false alarm, and faster speed.

SAR image target detection refers to the detection of objects of interest in SAR images, and the bounding boxes are used to demarcate them in the SAR images to serve the subsequent identification and classification stages. The comparison of several typical SAR image target detection algorithms is shown in Table 2.

Some performance parameters of the GTX 1080 Ti graphics card used in the experiment are shown in Table 3.

To illustrate the role of convolutional layers, the following experiments were performed. Remove the convolution layer in the CP-CFAR algorithm and use GPU to perform target detection in parallel, and compare the detection time. The experimental results are shown in Figure 5. For four different images, the performance of algorithm labels is different. Generally speaking, the FOM value of image 4 is the highest, and that of image 2 is the lowest.

5. Conclusions

In view of the current situation of the target method in the field of target performance and the lack of accuracy, this paper focuses on the CFAR and target variance characteristics. In this paper, a fast Rayleigh and Gaussian is proposed. The CFAR detection is divided into two steps: horizontal and vertical CFAR detection. The efficiency of parameter estimation is improved by the coincidence of adjacent point reference windows and the distribution characteristics of images. The algorithm in this paper combines the target variance characteristics to reduce the false alarm rate. The experiment was performed on the MSTAR dataset. The algorithm in this paper combines the target variance characteristics. The experiment was performed on the MSTAR. The experimental results verify the proposed method. The fast and target variance feature proposed in this paper has the characteristics of high detection rate, less false alarm, and fast speed, and its detection performance is good. In practical applications, the detection algorithm can automatically adjust system parameters according to the requirements of detection probability and false alarm probability to adapt to different image and target requirements. The fast conditions and basis for further application in SAR image target detection contribute to the development and application of ATR technology in SAR images. Therefore, the combination of CFAR and target variance characteristics can be applied to the research of fast target detection algorithms and can improve the performance and quality of fast target detection algorithms to some extent.
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