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Abstract—Optical flow estimation is an essential task in self-driving systems, which helps autonomous vehicles perceive temporal continuity information of surrounding scenes. The calculation of all-pair correlation plays an important role in many existing state-of-the-art optical flow estimation methods. However, the reliance on local knowledge often limits the model’s accuracy under complex street scenes. In this paper, we propose a new deep network architecture for optical flow estimation in autonomous driving—CSFlow, which consists of two novel modules: Cross Strip Correlation module (CSC) and Correlation Regression Initialization module (CRI). CSC utilizes a striping operation across the target image and the attended image to encode global context into correlation volumes, while maintaining high efficiency. CRI is used to maximally exploit the global context for optical flow initialization. Our method has achieved state-of-the-art accuracy on the public autonomous driving dataset KITTI-2015. Code is publicly available at https://github.com/MasterHow/CSFlow.

I. INTRODUCTION

Since Horn and Schunck’s pioneering work [1], the study of how to estimate per-pixel 2D motion between two time series images, i.e., optical flow estimation, has become a basic problem in computer vision. It has been widely used in autonomous driving, 3D reconstruction, and robot sensing [2]–[4]. Specifically, flow estimation, as a fundamental task, helps vehicles perceive the temporal continuity of surrounding environmental features (see Fig. 1), and thus it plays an important role in scene parsing, visual odometry, and SLAM systems [5]–[9]. FlowNet [10] utilizes Convolutional Neural Networks (CNNs) to estimate optical flow for the first time. To improve the accuracy of the learning-based flow estimation, correlation volumes have been widely adopted in current popular optical flow frameworks [11]–[14], proved to be able to effectively introduce the cost calculation of pixel matching into the model. But in real applications, learning-based optical flow estimation still faces many challenges, including large displacements, motion blur, occlusion, and texture-less areas [14], [15].

In order to achieve fine-grained pixel matching, the current state-of-the-art method, RAFT [14] uses all-pair correlation calculations and refines the optical flow through an iterative optimization framework. However, all-pair correlation volume only includes the cost of local matching, and lacks awareness of the global context. It is naive to rely solely on the iterative framework to deal with easily-confused areas. High-level features are often computationally expensive to obtain, and non-local scene cues usually require heavy networks with large receptive fields to capture, such as ResNet-101 [16] and DeepLab [17], which are impractical for optical flow estimation tasks. In order to capture non-local context while maintaining high efficiency, we investigate the current commonly-used method, the self-attention mechanism [18]–[20], which is capable of capturing long-distance dependencies. However, it is observed that the calculation is still expensive, the computational complexity is usually 4-dimensional $O(H \times W \times H \times W)$ due to the need to calculate a huge attention map [16]. Yet, we notice that optical flow can be naturally decomposed into two intersecting one-dimensional motion vectors, horizontally and vertically, which leads to an interesting rethinking perspective: Is it possible to also decompose the global context into two cross directions and encode it in the correlation volume?
In this work, we propose a new model for real-world flow estimation based on the above observations—CSFlow, which consists of two novel modules. Cross Strip Correlation module (CSC) is motivated by the results of previous works [13], [14] when facing complex street scenes. We find that various networks achieved low accuracy on thin and long strips such as poles and trees, and the error in texture-less areas can be further expanded. It is reasonable as the convolution is a local operation and its receptive field is rather limited. However, the previous cost volumes [14], [21] cannot give accurate motion information when it lacks local direct matching information. Therefore, we introduce strip operations in the traditional correlation calculations to increase directional consistency. Inspired by the composition of optical flow, CSC also uses horizontal and vertical cross strip operations to propagate the global context in both directions. Specifically, cross striping operations encode non-local relations. However, the all-pair correlation in RAFT only fails to miss fast-moving small objects [23] when the resolution is too coarse. To alleviate this issue, RAFT [14] proposes to maintain a single high-resolution feature and refine the initial prediction with a large number of iterative refinements, achieving state-of-the-art performance on standard benchmarks. Following the basic framework of RAFT, we use convolutional GRU units to update a fixed high-resolution optical flow field. Instead of initializing the optical flow to zeros, we obtain the flow distribution by regressing the cross strip correlation before the first iteration, which helps the update block focus on the areas that are easily confused.

We conduct extensive quantitative experiments on popular optical flow datasets. The synthetic to real generalization error of CSFlow on KITTI-2015 training set is reduced 14.1% compared with RAFT (C→K, 32.3% vs 37.6%), which is important for optical flow estimation, considering that it is difficult to obtain per-pixel optical flow ground truth in the real world. CSFlow achieves an F1-all error of 5.00% and an F1-noc error of 3.00% on KITTI-2015 flow benchmark, ranked 2nd among all published results. Moreover, we conduct ablation experiments, sufficiently demonstrating the effectiveness and performance of the proposed method.

In summary, our main contributions are as follows:

- We have introduced a cross strip correlation module, which can capture long-distance dependencies between two frames and encode the global context into the correlation calculation, while only slightly increasing the computational cost.
- We propose a correlation regression initialization module, which can maximize the use of the non-local information given by the cross strip correlation to initialize the optical flow without any additional parameters.
- CSFlow not only achieves state-of-the-art performance on the KITTI-2015 flow benchmark, but also has better synthetic-to-real generalization capabilities than previous flow estimation methods.

II. RELATED WORK

Optical flow estimation has been traditionally regarded as an optimization problem. Since the introduction of FlowNet [10] in 2015, the learning-based optical flow estimation has gradually passed the traditional methods represented by the variational method in both accuracy and speed [11], [12], [22]. In this section, we focus on reviewing learning-based methods from different perspectives.

A. End-To-End Flow Prediction

Dosovitskiy et al. [10] use Convolutional Neural Networks (CNNs) to estimate optical flow for the first time. In order to reduce computational complexity and memory requirements, Sun et al. [13] construct a partial cost volume at multiple pyramid levels. However, such coarse-to-fine methods tend to miss fast-moving small objects [23] when the resolution is too coarse. To alleviate this issue, RAFT [14] proposes to maintain a single high-resolution feature and refine the initial prediction with a large number of iterative refinements, achieving state-of-the-art performance on standard benchmarks. Following the basic framework of RAFT, we use convolutional GRU units to update a fixed high-resolution optical flow field. Instead of initializing the optical flow to zeros, we obtain the flow distribution by regressing the cross strip correlation before the first iteration, which helps the update block focus on the areas that are easily confused.

B. Cost Volumes

Cost volume is a concept that often appears in Deep Neural Networks (DNNs) for optical flow [13], [14], [21], [24]–[28], which stores the matching costs for each pixel’s potential correspondences. It serves as a discriminative representation of the search space and usually leads to accurate results by utilizing powerful optimization methods [25], [29]. The current state-of-the-art optical flow model, RAFT [14] builds multi-scale 4D cost volumes by computing all spatial correlations. However, the all-pair correlation in RAFT only encodes the per-pixel dense matching cost. This leads to areas with similar texture features of the foreground and background being easily confused, resulting in estimation failures. Inspired by the fact that optical flow can be naturally decomposed into orthogonal directions, we calculate the correlation volumes by associating the target image and the feature map of the attended image in both horizontal and vertical directions, introducing non-local scene cues into the cost volume. Recently, Flow1D [15] also starts from the decomposition of correlation, using 1D attention and 1D correlation to obtain cost volume. Instead of using computationally expensive attention mechanisms to generate key values, we introduce strip operation to directly obtain orthogonal energy maps from the activated feature maps. This allows to maintain high efficiency when encoding the global context, and benefits from all-pair correlation to transmit the fine-grained matching cost at the same time, remaining high accuracy for complex street scene understanding.
III. APPROACH

We first describe the basic architecture of CSFlow. In order to capture long-distance dependencies, we introduce a Cross Strip Correlation module (CSC) (Fig. 2) to calculate the dense matching cost of optical flow, and introduce a Correlation Regression Initialization module (CRI) (Fig. 3) to further efficiently use the global context.

A. Network Architecture

The structure of CSFlow is shown in Fig. 1. We use RAFT [14] as a baseline to verify the effectiveness of our proposed orthogonal correlation method. Given two frames of sequence RGB images $I_1$ and $I_2$, we estimate the dense motion vector $(u, v)$ from each pixel $(x, y)$ of $I_1$ to each pixel $(x', y')$ of $I_2$, that is, the optical flow field $V$, which gives the per-pixel mapping relationship between the attended image and the target image. Our method can be divided into the following three stages: feature extraction, calculation of cost volume, and iterative refinement.

1) Feature Extraction.: We use a convolutional network as the encoder $e(\cdot)$ to extract features at $1/8$ resolution $F_1, F_2 \in \mathbb{R}^{C \times H \times W}$ from the input two frames of images $I_1$ and $I_2$. The weights of the encoders on the two branches are not shared. A context encoder $c(\cdot)$ is also introduced with the same structure as the feature encoder to extract context information from $I_1$. The context is then concatenated with the aggregated correlation value $\hat{C}$ given by the CSC module and sent to the update block to iteratively update the fixed resolution flow field.

2) Cost Volume Calculation.: The CSC module is introduced to calculate the orthogonal correlation, and then we concatenate it with the all-pair correlation, which is used for the initialization of the flow field and guides the refinement of the optical flow. The all-pair correlation $C$ can be directly obtained by calculating the tensor dot product of $F_1$ and $F_2$ obtained by feature extraction of $I_1$ and $I_2$, as depicted in Eqn. (1). The details of the CSC module will be described in the next subsection.

$$C(x_1, y_1, x_2, y_2) = F_1(x_1, y_1)^T \cdot F_2(x_2, y_2)$$ (1)

3) Iterative Refinement.: Following previous works [14], [15], we use the convolutional GRU unit as the update block to iteratively refine the flow field. The input of the update block includes the context information $C_1$ obtained by $I_1$ through the context encoder $c(\cdot)$, the aggregated correlation volume $\hat{C}$ given by the CSC module, and the initialization flow provided by the CRI module. The update block will estimate an optical flow sequence $\{V_1, V_2, \ldots, V_m\}$, where $m$
is set as 12 during training. The optical flow $V_0$ is obtained by regression of the orthogonal correlation through the CRI module. The details of the CRI module will be described below. Each iteration will produce an update field $\Delta V$, thus the updated optical flow is $V_{i+1} = V_i + \Delta V$. After each update, $V_i$ will be upsampled to the original input scale. We upsample the optical flow to full resolution by taking the convex combination of the low-resolution $3 \times 3$ grid. After that, we calculate the L1 norm between the predicted $V_i$ and the ground truth $V_i$ with the supervision loss function, and the initial estimate $V_0$ given by CRI is also supervised. For the estimation of flow sequence $\{V_0, V_1, V_2, \ldots, V_m\}$, we calculate the weighted sequence loss function:

$$
\mathcal{L} = \sum_{i=0}^{m} \gamma^{N-i} \|V_i - V_i\|_1. 
$$

In the pre-training stage, $\gamma$ is set to 0.8, and in the fine-tuning stage, the value of $\gamma$ is adjusted to 0.85.

### B. Cross Strip Correlation Module

To capture the global context and reduce the computational complexity of non-local information encoding, we introduce a Cross Strip Correlation module (CSC). The structure of the module is shown in Fig. 2. CSC extracts the orthogonal query matrix $Q_v$ and $Q_h$ of the target image and the orthogonal key matrix $K_v$ and $K_h$ of the involved images through the strip operation, while keeping the direction consistency of the global information. Subsequently, we further calculate the correlation between the orthogonal query matrix and the orthogonal key matrix to obtain the global visual similarity of $I_1$ and $I_2$ in the vertical and horizontal directions to guide the iterative updates of flow field.

Specifically, given $I_1$, $I_2$, the feature map $F_1, F_2 \in \mathbb{R}^{C \times H \times W}$ are obtained by the feature encoder $\epsilon()$. We first introduce two $1 \times 1$ convolutional layers to activate $F_1$ and obtain vertical and horizontal query matrix $Q_v, Q_h \in C' \times H \times W$. Simultaneously, we use two additional $1 \times 1$ convolutional layers to activate $F_2$ and obtain $K_v, K_h \in C' \times H \times W$. Then, the orthogonal global key matrix $K_v, K_h \in C' \times W$ can be obtained through vertical and horizontal striping operations:

$$
\begin{align*}
\hat{K}_v(i,j) &= \frac{1}{H} \sum_{k=1}^{H} K_v(i,k,j), \\
\hat{K}_h(i,j) &= \frac{1}{W} \sum_{k=1}^{W} K_h(i,j,k),
\end{align*}
$$

where the average pooling window is $H \times 1$ and $1 \times W$, respectively. The intuition of the operation is that it emphasizes the vertical- and horizontal feature, which corresponds to the definition of optical flow. Then we transpose the orthogonal query matrix from $C' \times H \times W$ to $H \times W \times C'$, and perform the dot product with the orthogonal key values to obtain the vertical and horizontal correlation volumes $C_v \in H \times W \times W, C_h \in H \times W \times H$, which encode the non-local visual similarity:

$$
\begin{align*}
C_v(x) &= Q_v(x) \cdot \hat{K}_v, \\
C_h(x) &= Q_h(x) \cdot \hat{K}_h.
\end{align*}
$$

$C_v$ and $C_h$ are then concatenated with the all-pair correlation volume $C \in H \times W \times H \times W$ to obtain an aggregated correlation $\hat{C} \in H \times W \times 2 \times H \times W$. $\hat{C}$ encodes both fine-grained matching costs and global visual similarity. $\hat{C}$ is then sent to a 4-layer average pooling pyramid with kernel sizes $1, 2, 4, 8$ which pools the last two dimensions to establish a 4-layer correlation pyramid $\hat{C}_1, \hat{C}_2, \hat{C}_3, \hat{C}_4$. Since the high-resolution information of the first two dimensions are preserved, the correlation pyramid can give the displacement information of fast-moving small objects. Additionally, the correlation pyramid further aggregates non-local scene cues, assisting the update block to distinguish the optical flow of extreme displacements on similar textures.

### C. Correlation Regression Initialization Module

As mentioned above, we introduce the Correlation Regression Initialization (CRI) module to fully take the advantages of the orthogonal correlations $C_v, C_h$ given by CSC. We regress the orthogonal correlation volumes instead of the all-pair correlation $C$. The reason is that $C$ contains redundant spatial details, which introduce useless information during regressing. We will verify this in the ablation experiments (Sec. IV). The rich high-level context information in $C_v$ and $C_h$ are more helpful to obtain the initialized optical flow field. In consideration of the speed performance important for autonomous driving, we use the CRI module without any learnable parameters to regress $C_v$ and $C_h$.

The details of the CRI module are shown in Fig. 3. Given the orthogonal correlation volumes $C_v \in H \times W \times W, C_h \in H \times W \times H$, we use a softmax layer to activate $C_v$ and $C_h$ respectively, and perform the multiplication on each element of original $C_v$ and $C_h$ to obtain the orthogonal energy maps. Finally, we can obtain the vertical and horizontal initialization of optical flow $v_0, u_0 \in H \times W$:

$$
\begin{align*}
v_0(x,y) &= \sum_{w=1}^{W} \sigma(C_v(x,y,w)) C_v(x,y,w), \\
h_0(x,y) &= \sum_{h=1}^{H} \sigma(C_h(x,y,h)) C_h(x,y,h).
\end{align*}
$$

We then stack the orthogonal optical flows $v_0$ and $v_1$ to attain the initialized flow field $V_0 \in H \times W \times 2$, which will be further sent to the update block as the initial distribution of optical flow refinement. The module takes the advantage of global visual similarity to initialize the optical flow, lowering the workload of the subsequent iterative updates, so that the update block can focus on distinguishing foreground and background and estimating the motion information of the area with similar textures.
IV. EXPERIMENTS

We evaluate CSFlow on Sintel [30] and KITTI [4] datasets. The model is first pre-trained on the synthetic datasets FlyingChairs [10] and FlyingThings [31], and fine-tuned on Sintel or KITTI-2015. In the following, we present the experiment settings and results.

A. Training Details

CSFlow is trained on a NVIDIA Tesla P40, implemented in PyTorch. All the weights are initialized randomly. We choose AdamW optimizer [32], and set the learning rate according to the one-cycle learning rate policy [33]. During the training process, the flow field is updated 12 times. When evaluating on KITTI, we set the number of updates to 24. When evaluating on Sintel, the number of updates is set to 32. The final model is first trained on FlyingChairs (C) with 150k iterations, where the batch size is 10, the learning rate is $4e^{-4}$, and the image size is cropped to $368 \times 496$. Then 150k training iterations are performed on FlyingThings (T), where the batch size is 6, the learning rate is $1.25e^{-4}$, and the image size is $400 \times 720$. Finally, we fine-tune the model on Sintel (S) or KITTI-2015 (K). The ablation experiment is performed with 100k training iterations on synthetic data Chairs, and the batch size is 10. When evaluating the results of ablation experiments, the flow field is updated 32 times. Following the settings of RAFT, all experiments are with data augmentation, including spatial and photometric augmentation.

B. Zero-Shot Generalization

We evaluate the synthetic-to-real zero-shot generalization capability of CSFlow on KITTI-12 and KITTI-15. Our model is trained with 150k iterations on Chairs (C) and Things (T). The model is trained on synthetic data and then directly evaluated on unseen real-world datasets. We compare the previous methods under the same zero-shot setting. As shown in Tab. I, CSFlow exhibits state-of-the-art performance under complex street scenes in the zero-shot setting. When trained only on Chairs (C), CSFlow achieves an F1-all error of 22.3% on KITTI-12, a 27.1% error reduction compared with RAFT. After the C+T training, CSFlow achieves an end-point-error of 1.96 pixels on KITTI-12 and an 8.4% error reduction from the best prior network trained on the same data (2.14 pixels). This feature is vital in autonomous driving applications, considering that there is no large-scale real-world optical flow data available for training.

C. Ablations

We conduct a series of ablation experiments to verify the component requirements of the proposed CSFlow. As shown in Tab. II, the settings used in the final model are underlined. We test each component individually, while keeping the settings of other components consistent with the final model, and evaluate the model on Sintel and KITTI.

CRI: The optical flow initialization method we propose significantly improves the estimation accuracy without additional parameters. Initial method: Flow head uses an additional convolutional layer to process the correlation volume and calculate the initial optical flow, which improves the result compared to the baseline. However, we notice that it is more efficient to initialize the optical flow using regression without introducing additional calculations. Correlation Regression: Compared to directly regressing all pairs correlation volume, it is better to use orthogonal correlations to initialize optical flow, because it makes greater use of non-local visual similarity. GRU Levels: Following RAFT-Stereo [36], we adapt the multi-layer GRU from the parallax estimation task to optical flow. Multi-layer GRU maintains and updates 1/32, 1/16, and 1/8 multi-scale optical flow fields, respectively. However, we find that this change introduces a large number of parameters, while the improvement is negligible. CSC: Our proposed cross strip correlation aggregates the global context, leading to an end-point-error of 3.98 pixels on Sintel-final, an 11.6% error reduction w.r.t. the baseline. Queries: We further try to use the same query volume for $I_1$ to calculate the orthogonal correlation from $I_2$, which slightly reduces the amount of parameters. Using the separate query volume significantly improves the estimation accuracy, which shows that two orthogonal query volumes are required for the horizontal and vertical key matrices.

D. Quantitative Experiment

We quantitatively evaluate CSFlow on Sintel and KITTI-2015. As shown in Tab. III, the best results are shown in bold, and the second best results are underlined, † indicates that the method uses the estimation result of the previous frame to refine the subsequent optical flow. The model has been trained for two stages. The first stage is pre-training on synthetic data Chairs (C) and Things (T), and the second stage is fine-tuning on Sintel (S) and KITTI (K) respectively. Following RAFT, our final model is divided into two types, one is to fine-tune only on the training set of the target benchmark (C+T+S/K), while the other is to fine-tune the mixed data (C+T+S+K+H). Our mixed data distribution is consistent with RAFT. We use average End Point Error (EPE)
and percentage of optical flow outliers (F1) as evaluation indicators. F1 gives the statistical value of optical flow where EPE is greater than 3 pixels or the error is greater than 5%.

After the first stage of training, CSFlow outperforms previous methods. Consistent with the previous analysis, our accuracy on both virtual and real data is better than Flow 1D [15], because our cost volume encodes both the global context and the fine-grained matching cost, thus showing great synthetic-

### TABLE II

**ABLATION EXPERIMENT RESULTS.**

| Experiment     | Variations | Sintel (train) | KITTI-12 (train) | KITTI-15 (train) | Params. |
|----------------|------------|----------------|------------------|-----------------|---------|
|                |            | Clean Final    | F1-epe F1-all    | F1-epe F1-all   |         |
| Baseline [14]  | -          | 2.26 4.50      | 4.72 30.6        | 9.86 37.6       | 5.3M    |
| CRI            | w/o        | 2.28 4.35      | 4.85 26.3        | 10.88 35.3      | 5.6M    |
|                | with       | 2.17 3.98      | 4.05 22.3        | 9.28 32.3       | 5.6M    |
| Initial method | Flow head  | 2.25 4.03      | 4.63 26.0        | 10.04 35.7      | 6.9M    |
|                | Regression | 2.17 3.98      | 4.05 22.3        | 9.28 32.3       | 5.6M    |
| Correlation Regression | All-pairs | 2.48 4.16      | 4.83 26.7        | 11.32 37.3      | 5.6M    |
|                | Strip-corrs| 2.17 3.98      | 4.05 22.3        | 9.28 32.3       | 5.6M    |
| GRU levels     | 3          | 2.46 4.19      | 4.45 24.1        | 10.54 34.7      | 12.3M   |
|                | 1          | 2.17 3.98      | 4.05 22.3        | 9.28 32.3       | 5.6M    |
| CSC            | w/o        | 2.59 4.52      | 6.49 41.6        | 13.12 46.4      | 5.3M    |
|                | with       | 2.17 3.98      | 4.05 22.3        | 9.28 32.3       | 5.6M    |
| Queries        | Same       | 2.37 5.00      | 4.91 28.5        | 10.82 37.6      | 5.5M    |
|                | Separate   | 2.17 3.98      | 4.05 22.3        | 9.28 32.3       | 5.6M    |

**Fig. 4.** Qualitative comparisons on KITTI-2015 test split. We compare the proposed CSFlow with the current state-of-the-art method [14]. Both models are fine-tuned on KITTI-2015 training set. Significant improvements are highlighted by rectangle. Due to the directional non-local context given by cross strip correlation, our method can overcome easily-confused situations such as texture-less or similar texture areas. Best viewed in color.
TABLE III
QUANTITATIVE RESULTS ON SINTEL AND KITTI 2015 DATASETS.

| Training data | Method     | Sintel (train) |   |   |   |   |   |   |   |   |   |   |   |   |   |
|---------------|------------|----------------|---|---|---|---|---|---|---|---|---|---|---|---|---|
|               |            | Clean | Final | F1-epe | F1-all |     | Clean | Final | F1-fg | F1-all |     |     |     |     |     |
| C+T           | PWC-Net [13] | 2.55 | 3.93 | 10.35 | 33.7 | - | - | - | - | - | - | - | - | - | - |
|               | FlowNet2 [11] | 2.02 | 3.54 | 10.08 | 30.0 | 3.96 | 6.02 | - | - | - | - | - | - | - | - |
|               | VCN [21] | 2.21 | 3.68 | 8.36 | 25.1 | - | - | - | - | - | - | - | - | - | - |
|               | HD3 [34] | 3.84 | 8.77 | 13.17 | 24.0 | - | - | - | - | - | - | - | - | - | - |
|               | DICL-Flow [28] | 1.94 | 3.77 | 8.70 | 23.6 | - | - | - | - | - | - | - | - | - | - |
|               | MaskFlowNet [35] | 2.25 | 3.61 | - | 23.1 | - | - | - | - | - | - | - | - | - | - |
|               | Flow1D [15] | 1.98 | 3.27 | 6.69 | 23.0 | - | - | - | - | - | - | - | - | - | - |
|               | RAFT [14] | 1.43 | - | 2.61 | 17.4 | - | - | - | - | - | - | - | - | - | - |
|               | Ours | **1.42** | **2.60** | **4.69** | **16.5** | - | - | - | - | - | - | - | - | - | - |

C+T+S/K

| Training data | Method     | Sintel (train) |   |   |   |   |   |   |   |   |   |   |   |   |   |
|---------------|------------|----------------|---|---|---|---|---|---|---|---|---|---|---|---|---|
|               |            | Clean | Final | F1-epe | F1-all |     | Clean | Final | F1-fg | F1-all |     |     |     |     |     |
|               | FlowNet2 [11] | (1.45) | (2.01) | (2.30) | (8.61) | 4.16 | 5.74 | 8.75 | 10.41 | - | - | - | - | - | - |
|               | PWC-Net [13] | - | - | - | - | 4.39 | 5.04 | 9.31 | 9.60 | - | - | - | - | - | - |
|               | IRR-PWC [37] | (1.92) | (2.51) | (1.63) | (5.32) | 3.84 | 4.58 | 7.52 | 7.65 | - | - | - | - | - | - |
|               | ScopeFlow [38] | - | - | - | - | 3.59 | 4.10 | 7.36 | 6.82 | - | - | - | - | - | - |
|               | HD3 [34] | (1.87) | (1.17) | (1.31) | (4.10) | 4.79 | 4.67 | 9.02 | 6.55 | - | - | - | - | - | - |
|               | Flow1D [15] | (0.84) | (1.25) | - | (1.60) | 2.24 | 3.81 | - | 6.27 | - | - | - | - | - | - |
|               | RAFT+LCV [39] | (0.94) | (1.31) | (1.06) | (3.77) | 2.75 | 3.55 | 8.90 | 6.26 | - | - | - | - | - | - |
|               | RAFT [14] | (0.77) | (1.20) | (0.64) | (1.50) | **2.08** | 3.41 | - | 5.27 | - | - | - | - | - | - |
|               | Ours | (0.64) | (1.01) | (0.80) | (2.14) | **1.84** | **3.37** | **6.10** | **5.06** | - | - | - | - | - | - |

C+T+S+K+H

| Training data | Method     | Sintel (train) |   |   |   |   |   |   |   |   |   |   |   |   |   |
|---------------|------------|----------------|---|---|---|---|---|---|---|---|---|---|---|---|---|
|               |            | Clean | Final | F1-epe | F1-all |     | Clean | Final | F1-fg | F1-all |     |     |     |     |     |
|               | PWC-Net+ [40] | (1.71) | (2.34) | (1.50) | (5.3) | 3.45 | 4.60 | 7.88 | 7.72 | - | - | - | - | - | - |
|               | LiteFlowNet2 [22] | (1.30) | (1.62) | (1.47) | (4.8) | 3.48 | 4.69 | 7.64 | 7.62 | - | - | - | - | - | - |
|               | VCN [21] | (1.66) | (2.24) | (1.16) | (4.1) | 2.81 | 4.40 | 8.66 | 6.30 | - | - | - | - | - | - |
|               | MaskFlowNet [35] | - | - | - | - | 2.52 | 4.17 | 7.70 | 6.11 | - | - | - | - | - | - |
|               | RAFT (2-view) [14] | (0.76) | (1.22) | (0.63) | (1.50) | **1.94** | **3.18** | **6.87** | **5.10** | - | - | - | - | - | - |
|               | Ours (2-view) | (0.62) | (0.98) | (0.71) | (1.76) | **1.63** | **3.03** | **6.46** | **5.00** | - | - | - | - | - | - |

| Method     | RAFT | Ours |
|------------|------|------|
| Parameters | 5.3M | 5.6M |
| GPU Memory | 10.6GB | 11.5GB |
| Timing     | 108.46ms | 112.11ms |

TABLE IV
TIMING, PARAMETERS, AND MEMORY REQUIREMENT.

We also verify that CSFlow keeps a low computational overhead (see Tab. IV). The baseline method has 5.3M parameters, while our method has 5.6M parameters. We test the memory consumption of the model during the training process. The training data is Chairs, the batch size is 6, and the image is cropped to 368×496. The model performs inferences on 100 images with a resolution of 436×1024 on Sintel, the number of iterations of the update block is set to 12, and the average inference time is calculated. We notice that RAFT takes 108.46ms on average, while CSFlow takes 112.11ms on average. Due to the orthogonal strip operation that efficiently encodes non-local scene cues,

...
the computational complexity of our method is insignificant compared to the large performance improvement.

E. Qualitative Analysis

In this section, we compare the qualitative results and further explain the method we design. Fig. 4 visualizes the output flow of our method on the KITTI-2015 test set, and compared with RAFT. In challenging regions with similar texture features, RAFT is limited because it only matches the local cost volume, while CSFlow benefits from the global visual similarity of orthogonal correlation coding, which can distinguish dense matching relationships on different feature regions. For example, in the first row, our method does not confuse two similar cars that are traveling in the same direction. The second row is another common case, where RAFT believe that white buildings are part of the street signs, but CSFlow can clearly distinguish the difference between the foreground and the background. We conclude that CSFlow can exploit the global context to overcome issues in confusing texture-similar area, and significantly improve the estimation accuracy of the foreground optical flow in the complex street scene.

V. CONCLUSIONS

In this paper, we propose a novel method of encoding global visual similarity through cross strip correlation operations, and verify the effectiveness of this method through a series of quantitative experiments and qualitative analyses. Our method maintains the simplicity and high computational efficiency of the framework, which can overcome challenging texture loss and texture similar areas. It significantly improves the accuracy of the foreground optical flow estimation, and achieves state-of-the-art performance on the KITTI-2015 flow benchmark. We look forward to further exploring the non-local scene cues in flow estimation in the future.
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