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Abstract

Accurate local-level poverty measurement is an essential task for governments and humanitarian organizations to track the progress towards improving livelihoods and distribute scarce resources. Recent computer vision advances in using satellite imagery to predict poverty have shown increasing accuracy, but they do not generate features that are interpretable to policymakers, inhibiting adoption by practitioners. Here we demonstrate an interpretable computational framework to accurately predict poverty at a local level by applying object detectors to high resolution (30cm) satellite images. Using the weighted counts of objects as features, we achieve 0.539 Pearson’s $r^2$ in predicting village level poverty in Uganda, a 31% improvement over existing (and less interpretable) benchmarks. Feature importance and ablation analysis reveal intuitive relationships between object counts and poverty predictions. Our results suggest that interpretability does not have to come at the cost of performance, at least in this important domain.

1 Introduction

Accurate measurements of poverty and related human livelihood outcomes critically shape the decisions of governments and humanitarian organizations around the world, and the eradication of poverty remains the first of the United Nations Sustainable Development Goals [Assembly, 2015]. However, reliable local-level measurements of economic well-being are rare in many parts of the developing world. Such measurements are typically made with household surveys, which are expensive and time consuming to conduct across broad geographies, and as a result such surveys are conducted infrequently and on limited numbers of households. For example, Uganda (our study country) is one of the best-surveyed countries in Africa, but surveys occur at best every few years, and when they do occur often only survey a few hundred villages across the whole country (Fig. 1). Scaling up these ground-based surveys to cover more regions and more years would likely be prohibitively expensive for most countries in the developing world [Jerven, 2017]. The resulting lack of frequent, reliable local-level information on economic livelihoods hampers the ability of governments and other organizations to target assistance to those who need it and to understand whether such assistance is having its intended effect.

To tackle this data gap, an alternative strategy has been to try to use passively-collected data from non-traditional sources to shed light on local-level economic outcomes. Such work has shown promise in measuring certain indicators of economic livelihoods at local level. For instance, [Blumensk-\textit{et al.}, 2015] show how features extracted from cell phone data can be used to predict asset wealth in Rwanda, and [Sheehan \textit{et al.}, 2019] show how applying NLP techniques to Wikipedia articles can be used to predict asset wealth in multiple developing countries, and [Jean \textit{et al.}, 2016] show how a transfer learning approach that uses coarse information from nighttime satellite images to extract features from daytime high-resolution imagery can also predict asset wealth variation across multiple African countries.

These existing approaches to using non-traditional data are promising, given that they are inexpensive and inherently scalable, but they face two main challenges that inhibit their broader adoption by policymakers. The first is the outcome being measured. While measures of asset ownership are thought to be relevant metrics for understanding longer-run household well-being [Filmer and Pritchett, 2001], official measurement of poverty requires data on consumption expenditure (i.e. the value of all goods consumed by a household over a given period), and existing methods have either not been used to predict consumption data or perform much more poorly when predicting consumption than when predicting other livelihood indicators such as asset wealth [Jean \textit{et al.}, 2016]. Second, interpretability of model predictions is key for whether policymakers will adopt machine-learning based approaches to livelihoods measurement, and current approaches attempt to maximize predictive performance rather than interpretability. This tradeoff, central to many problems at the interface of machine learning and policy [Murdoch \textit{et al.}, 2019], has yet to be navigated in the poverty domain.

Here we demonstrate an interpretable computational framework for predicting local-level consumption expenditure using object detection on high-resolution (30cm) daytime satellite imagery. We focus on Uganda, a country with
existing high-quality ground data on consumption where performance benchmark are available. We first train a satellite imagery object detector on a publicly available, global scale object detection dataset, called xView [Lam et al., 2018], which avoids location specific training and provides a more general object detection model. We then apply this detector to high resolution images taken over hundreds of villages across Uganda that were measured in an existing georeferenced household survey, and use extracted counts of detected objects as features in a final prediction of consumption expenditure. We show that not only does our approach substantially outperform previous performance benchmarks on the same task, it also yields features that are immediately and intuitively interpretible to the analyst or policy-maker.

2 Related Work

Poverty Prediction from Imagery. Multiple studies have sought to use various types of satellite imagery for local-level prediction of economic livelihoods. As already described, [Jean et al., 2016] train a CNN to extract features in high-resolution daytime images using low-resolution nighttime images as labels, and then use the extracted features to predict asset wealth and consumption expenditure across five African countries. [Perez et al., 2017] train a CNN to predict African asset wealth from lower-resolution (30m) multispectral satellite imagery, achieving similar performance to [Jean et al., 2016]. These approaches provide accurate methods for predicting local-level asset wealth, but the CNN-extracted features used to make predictions are not easily interpretable, and performance is substantially lower when predicting consumption expenditure rather than asset wealth.

Two related papers use object detection approaches to predicting economic livelihoods from imagery. [Gebru et al., 2017] show how information on the make and count of cars detected in Google Streetview imagery can be used to predict socioeconomic outcomes at local level in the US. This work is promising in a developed world context where streetview imagery is available, but challenging to employ in the developing world where such imagery is very rare, and where car ownership is uncommon. In work perhaps closest to ours, an unpublished paper by [Engstrom et al., 2017] use detected objects and textural features from high-resolution imagery to predict consumption in Sri Lanka, but model performance is not validated out of sample and the object detection approach is not described.

3 Problem Setup

3.1 Poverty Estimation from Remote Sensing Data

The outcome of interest in this paper is consumption expenditure, which is the metric used to compute poverty statistics; a household or individual is said to be poor or in poverty if their measured consumption expenditure falls below a defined threshold (currently $1.90 per capita per day). Throughout the paper we use “poverty” as shorthand for “consumption expenditure”, although we emphasize that the former is computed from the latter. While typical household surveys measure consumption expenditure at the household level, publicly available data typically only release geo-coordinate information at the “cluster” level—which is a village in rural areas and a neighborhood in urban areas. Efforts to predict poverty have thus focused on predicting at the cluster level (or more aggregated levels), and we do the same here. Let \( \{ (x_i, y_i, c_i) \}_{i=1}^{N} \) be a set of \( N \) villages surveyed, where \( c_i = (c_i^{lat}, c_i^{long}) \) is the latitude and longitude coordinates for cluster \( i \), and \( y_i \in \mathbb{R} \) is the corresponding average poverty index for a particular year.

For each cluster \( i \), we can acquire high resolution satellite imagery corresponding to the survey year \( x_i \in \mathcal{I} = \mathbb{R}^{W \times H \times B} \), a \( W \times H \) image with \( B \) channels. Following [Jean et al., 2016], our goal is to learn a regressor \( f: \mathcal{I} \to \mathbb{R} \) to predict the poverty index \( y_i \) from \( x_i \). Here our goal is to find a regressor that is both accurate and interpretable, where we use the latter to mean a model that provides insight to a policy community on why it makes the predictions it does in a given location.

3.2 Dataset

Socio-economic Data

The dataset comes from field Living Standards Measurement Study (LSMS) survey conducted in Uganda by the Uganda Bureau of Statistics between 2011 and 2012 [UBOS, 2012]. The LSMS survey we use here consists of data from 2,716 households in Uganda, which are grouped into unique locations called clusters. The latitude and longitude location, \( c_i = (c_i^{lat}, c_i^{long}) \), of a cluster \( i \) is \( \{1, 2, \ldots, N\} \) is given, with noise of up to 5 km added in each direction by the surveyors to protect privacy. Individual household locations in each cluster \( i \) are also withheld to preserve anonymity. We use all \( N = 320 \) clusters in the survey to test the performance of our method in terms of predicting the average poverty index, \( y_i \) for a group \( i \). For each \( c_i \), the survey measures the poverty level by the per capital daily consumption in dollars. For simplicity, in this study, we name the per capital daily consumption in dollars as LSMS poverty score. We visualize the chosen locations on the map as well as their corresponding LSMS poverty scores in Fig. 1. From the figure, we can see that the surveyed locations are scattered near the border of states and high percentage of these locations have relatively low poverty scores.

Uganda Satellite Imagery

The satellite imagery, \( x_i \) corresponding to cluster \( c_i \) is represented by \( K = 34 \times 34 = 1156 \) images of \( W = 1000 \times H = 1000 \) pixels with \( B = 3 \) channels, arranged in a \( 34 \times 34 \) square grid. This corresponds to a 10 km \( \times \) 10 km spatial neighborhood centered at \( c_i \). We consider a large neighborhood to deal with the noise in the cluster coordinates. The images come from DigitalGlobe satellites with three bands (RGB) and 30cm pixel resolution. Fig. 1 illustrates an example cluster from Uganda. Formally, we represent all the images corresponding to \( c_i \) as a sequence of \( K \) tiles as \( x_i = \{ x_{ij} \}_{j=1}^{K} \).

4 Fine-grained Detection on Satellite Images

Contrary to existing methods for poverty mapping which perform end-to-end learning [Jean et al., 2016; Sheehan et al.,
We use the standard per-class different but related source dataset perform transfer learning by training an object detector on a different but related source dataset $D^s$.

### 4.1 Object Detection Dataset

We use xView [Lam et al., 2018], as our source dataset. It is one of the largest and most diverse publicly available overhead imagery datasets for object detection. It covers over 1,400 km$^2$ of the earth’s surface, with 60 classes and approximately 1 million labeled objects. The satellite images are collected from DigitalGlobe satellites at 0.3 m GSD, aligning with the GSD of our target region satellite imagery $\{x_i\}_{i=1}^N$. Moreover, xView uses a tree-structured ontology of classes. The classes are organized hierarchically similar to [Deng et al., 2009; Lai et al., 2011] where children are more specific than their parents (e.g., fixed-wing aircraft as a parent of small aircraft and cargo plane). Overall, there are 60 child classes and 10 parent classes.

### 4.2 Training the Object Detector

**Models.** Since we work on very large tiles ($\sim$3000$\times$3000 pixels), we only consider single stage detectors. Considering the trade off between run-time performance and accuracy on small objects, YOLOv3 [Redmon and Farhadi, 2018] outperforms other single stage detectors [Fu et al., 2017; Liu et al., 2016] and performs almost on par with RetinaNet [Lin et al., 2017b] but 3.8 x faster [Redmon and Farhadi, 2018] on small objects while running significantly faster than two-stage detectors [Lin et al., 2017a; Shrivastava et al., 2016]. Therefore, we use YOLOv3 object detector with a DarkNet53 [Redmon and Farhadi, 2018] backbone architecture.

**Dataset Preparation.** The xView dataset consists of 847 large images (roughly 3000 $\times$ 3000 px), YOLOv3 is usually used with an input image size of 416 $\times$ 416 px. Therefore, we randomly chip 416 $\times$ 416 px tiles from the xView images and discard tiles without any object of interest. This process results in 36996 such tiles of which we use 30736 tiles for training and 6260 tiles for testing.

**Training and Evaluation.** We use the standard per-class average precision, mean average precision (mAP), and per-class recall, mean average recall (mAR) metrics [Redmon and Farhadi, 2018; Lin et al., 2017b] to evaluate our trained object detector. We fine-tune the weights of the YOLOv3 model, pre-trained on the ImageNet, using the training split of the xView dataset. Since xView has an ontology of parent and child level classes, we train two YOLOv3 object detectors using parent level and child level classes separately.

After training the models, we validate their performance on the test set of xView. The detector trained using parent level classes (10 classes) achieves mAP of 0.248 and mAR of 0.42. On the other hand, the one trained on child classes achieves mAP of 0.082 and mAR of 0.163. Table 1 shows the class-wise performance of the parent-level object detector on the test set. For comparison, Lam et al. report 0.14 mAP, but they use a separate validation and test set in addition to the training set (which are not publicly available) so the models are not directly comparable. While not state of the art, our detector reliably identifies objects, especially at the parent level.

| Class          | AP  | AR  |
|----------------|-----|-----|
| Building       | 0.40| 0.59|
| Fixed-Wing Aircraft | 0.42| 0.27|
| Passenger Vehicle | 0.27| 0.39|
| Truck          | 0.24| 0.17|
| Railway Vehicle | 0.47| 0.37|
| Maritime Vessel | 0.47| 0.37|
| Engineering Vehicle | 0.47| 0.37|
| Helipad        | 0.00| 0.06|
| Vehicle Lot    | 0.00| 0.06|
| Construction Site | 0.00| 0.06|

Table 1: Class wise performance (average precision and recall) of YOLOv3 when trained using parent level classes (10 classes).
5.2 Models, Training and Evaluation

Given the cluster level categorical feature vector, \( \mathbf{m}_i \), we estimate its poverty index, \( y_i \), with a regression model. Since we value interpretability, we consider Gradient Boosting Decision Trees, Linear Regression, Ridge Regression, and Lasso Regression. As we regress directly on the LSMS poverty index, we quantify the performance of our model using the square of the Pearson correlation coefficient (Pearson’s \( r^2 \)). Pearson’s \( r^2 \) provides a measure of how well observed outcomes are replicated by the model. This metric was chosen so that comparative analysis could be performed with previous literature [Jean et al., 2016]. Pearson’s \( r^2 \) is invariant under separate changes in scale between the two variables. This allows the metric to provide insight into the ability of the model to distinguish between poverty levels. This is relevant for many downstream poverty tasks, including the distribution of program aid under a fixed budget (where aid is disbursed to households starting with the poorest, until the budget is exhausted), or in the evaluation of anti-poverty programs, where outcomes are often measured in terms of percentage changes in the poverty metric. Due to small size of the dataset, we use a Leave-one-out cross validation (LOOCV) strategy. Since nearby clusters could have some geographic overlap, we remove clusters which are overlapping with the test cluster from the train split to avoid leaking information to the test point.

6. Experiments

6.1 Poverty Mapping Results

Quantitative Analysis. Table 2 shows the results of LSMS poverty prediction in Uganda. The detections are obtained
using a 0.6 confidence threshold (the effect of this hyper-parameter is evaluated below). The best result of 0.539 Pearson’s $r^2$ is obtained using GBDT trained on parent level object counts features (red color entry). A scatter plot of GBDT predictions v.s. ground truth is shown in Fig. 4. It can be seen that our GBDT model can explain a large fraction of the variance in terms of object counts automatically identified in high resolution satellite images. To the best of our knowledge, this is the first time this capability has been shown with a rigorous and reproducible out-of-sample evaluation (see however the related but unpublished paper by Engstrom et al.).

We observe that GBDT performs consistently better than other regression models across the four features we consider. As seen in Table 2, object detection based features deliver positive $r^2$ with a simple linear regression method which suggests that they have positive correlation with LSMS poverty scores. However, the main drawback of linear regression against GBDT is that it predicts negative values, which is not reasonable as poverty indices are non-negative. In general, the features are useful, but powerful regression models are still required to achieve better performance.

We also find that child-level object detections can perform better than the coarser ones (second and third best) in some cases. This is likely because although they convey more information, detection and classification is harder and less accurate at the finer level (see Section 4.2). Additionally, parent level features are more suited for interpretability, due to household level descriptions, which we show later.

---

**Table 2: LSMS poverty score prediction results in Pearson’s $r^2$ using parent level features (YOLOv3 trained on 10 classes) and child level features (YOLOv3 trained on 60 classes).**

| Features/Method | GBDT | Linear | Lasso | Ridge |
|-----------------|------|--------|-------|-------|
| Counts          | 0.539| 0.508  | 0.311 | 0.324 |
| Confidence × Counts | 0.466| 0.405  | 0.305 | 0.398 |
| Size × Counts   | 0.455| 0.355  | 0.363 | 0.47  |
| (Conf., Size) × Counts | 0.495| 0.516  | 0.411 | 0.369 |

---

**Table 3: Comparison with baseline and state-of-the-art methods.**

| Method       | RGB-CNN | NL-CNN | [Jean et al., 2016] | Ours |
|--------------|---------|--------|---------------------|------|
| $r^2$        | 0.04    | 0.39   | 0.41                | 0.54 |

---

**Impact of Detector’s Confidence Threshold.** Finally, we analyze the effect of confidence threshold for object detector on the poverty prediction task in Fig. 4. We observe that when considering only Counts features, we get the best performance at 0.6 threshold. However, even for very small thresholds, we achieve around 0.3-0.5 Pearson’s $r^2$ scores. We explore this finding in Fig. 4b, and observe that the ratio of classes in terms of number of bounding boxes remain similar across different thresholds. These results imply that the ratio of object counts is perhaps more useful than simply the counts themselves – an insight also consistent with the substantial performance boost from GBT over unregularized and regularized linear models in Table 1.

**6.2 Interpretability**

Existing approaches to poverty prediction using unstructured data from satellites or other sources have understandably...
sought to maximize predictive performance [Jean et al., 2016; Perez et al., 2017; Sheehan et al., 2019], but this has come at the cost of interpretability, as most of the extracted features used for prediction do not have obvious semantic meaning. While no quantitative data have been collected on the topic, our personal experience on multiple continents over many years is that the lack of interpretability of CNN-based poverty predictions can make policymakers understandably reluctant to trust these predictions and to use them in decision-making. Enhancing the interpretability of ML-based approaches more broadly is thought to be a key component of successful application in many policy domains [Doshi-Velez and Kim, 2017].

Relative to an end-to-end deep learning approach, our two-step approach provides categorical features that can be easily interpreted. We now explore whether these features also have an intuitive mapping to poverty outcomes in three analyses.

**Explanations via SHAP.** In this section, we explain the effect of individual features on poverty score predictions using SHAP (SHapley Additive exPlanations) [Lundberg and Lee, 2017]. SHAP is a game theoretic approach to explain the output of any machine learning model. We particularly use TreeSHAP [Lundberg et al., 2018] which is a variant of SHAP for tree-based machine learning models. TreeSHAP significantly improves the interpretability of tree-based models through a) a polynomial time algorithm to compute optimal explanations based on game theory, b) explanations that directly measure local feature interaction effects, and c) tools for understanding global model structure based on combining many local explanations of each prediction.

![Figure 5: Left: Summary of the effects of all the features. Right: Dependence plot showing the effect of a single feature across the whole dataset. In both figures, the color represents the feature value (red is high, blue is low)](image)

To get an overview of which features are most important for a model we plot the SHAP values of every feature for every sample. The plot in Figure 5 (left) sorts features by the sum of SHAP value magnitudes over all samples, and uses SHAP values to show the distribution of the impacts each feature has on the model output. The color represents the feature value (red high, blue low). We find that Truck tends to have a high impact on the model’s output. Higher #Trucks pushes the output to a higher value and low #Trucks has a negative impact on the output, thereby lowering the predicted value.

To understand how the Truck feature affects the output of the model we plot the SHAP value of Truck feature vs. the value of the Truck feature for all the examples in the dataset. Since SHAP values represent a feature’s responsibility for a change in the model output, the plot in Figure 5 (right) represents the change in predicted poverty score as Truck feature changes and also reveals the interaction between Truck feature and Maritime Vessel feature. We find that for small #Trucks, low #Maritime Vessels decreases the Truck SHAP value. This can be seen from the set of points that form a vertical line (towards bottom left) where the color changes from blue (low #Maritime Vessels) to red (high #Maritime Vessels) as Truck SHAP value increases.

**Feature Importance.** We also plot the sum of SHAP value magnitudes over all samples for the various features (feature importance). Figure 6 (left) shows the importance of the 10 features (parent level features) in poverty prediction. Truck has the highest importance. It is followed by Passenger Vehicle, Maritime Vessel, and Eng. Vehicle.

**Ablation Analysis.** Finally, we run an ablation study by training the regression model using all the categorical features in the train set and at test time we eliminate a particular feature by collapsing it to zero. We perform this ablation study with the parent level features as it provides better interpretability. Consistent with the feature importance scores, in Figure 6 we find that when Truck feature is eliminated at test time, the Pearson’s $r^2$ value is impacted most.

![Figure 6: Left: Feature Importance of parent classes in the GBDT model. Right: Ablation analysis where the red line represents the GBDT’s performance when including all the parent classes.](image)

7 Conclusion

In this work, we attempt to predict consumption expenditure from high resolution satellite images. We propose an efficient, explainable, and transferable method that combines object detection and regression. This model achieves a Pearson’s $r^2$ of 0.54 in predicting village level consumption expenditure in Uganda, even when the provided locations are affected by noise (for privacy reasons) and the overall number of labels is small (~300). The presence of trucks appears to be particularly useful for measuring local scale poverty in our setting. We also demonstrate that our features achieve positive results even with simple linear regression models. Our results offer a promising approach for generating interpretable poverty predictions for important livelihood outcomes, even in settings with limited training data.
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