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Abstract. The nudging data assimilation algorithm is a powerful tool used to forecast phenomena of interest given incomplete and noisy observations. Machine learning is becoming increasingly popular in data assimilation given its ease of computation and forecasting ability. This work proposes a new approach to data assimilation via machine learning where Deep Neural Networks (DNNs) are being taught the nudging algorithm. The accuracy of the proposed DNN based algorithm is comparable to the nudging algorithm and it is confirmed by the Lorenz 63 and Lorenz 96 numerical examples. The key advantage of the proposed approach is the fact that, once trained, DNNs are cheap to evaluate in comparison to nudging where typically differential equations are needed to be solved. Standard exponential type approximation results are established for the Lorenz 63 model for both the continuous and discrete in time models. These results can be directly coupled with estimates for DNNs (whenever available), to derive the overall approximation error estimates of the proposed algorithm.
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1. Introduction. Data assimilation techniques are used to improve our knowledge about the state by combining the underlying model with potentially noisy and partial observations. Classically, this is done with the Kalman filter and its modifications, see for instance [8, 31, 32, 36, 41]. An alternative approach is the nudging data assimilation algorithm which uses the model to nudge the solution towards the observations. Originally nudging was done in the context of finite-dimensional dynamical systems governed by ordinary differential equations and meteorology [2, 9, 29, 33, 38, 43]. Later nudging was generalized to other models and more general situations, including partial differential equations [1, 11, 12, 20, 22, 21, 23, 24, 37].

The key challenge is that the initial conditions $u_0$ in a continuous dynamical system are unknown

$$\frac{d}{dt}u = F(u), \quad u(0) = u_0.$$  \hfill (1.1)

Therefore, one cannot use the dynamical system (1.1) to make future predictions. Assuming that some partial observations of $u$ are available, the nudging algorithm entails solving an associated system

$$\frac{d}{dt}w = F(w) - \mu(I_M w - I_M u), \quad w(0) = w_0 \text{ (arbitrary)},$$  \hfill (1.2)

where $I_M$ is a linear operator called the interpolant operator. Here $M$ refers to the number of observations and $\mu > 0$ is the nudging parameter. In various cases, it is possible to establish approximation error estimates between $u$ and $w$ solving (1.1) and (1.2), respectively. For
instance, in case of Navier-Stokes equations, recently exponential estimates has been derived in [12] for continuous in time observations and in [24] for discrete in time observations.

Data assimilation techniques have proven their effectiveness and now there are efforts to incorporate machine learning into the algorithms to either improve forecasting ability or reduce computation time. In [7, 39] the authors learn the misfit between a data assimilation algorithm and the dynamical model in order to improve forecasting ability. In [15] the authors combine data assimilation with a neural network trained to learn the model error which arises when we don’t have access to (1.1) but only an approximation. In [14] the authors train a surrogate model with data from the ensemble Kalman filter to replace the dynamical system and are able to recover some of the forecasting ability with noisy observations.

This work presents a new approach to data assimilation via machine learning. In particular, we combine the two fields to reduce computation time by learning the nudged equations (1.2). We introduce a new algorithm which uses the training data from nudging, notice that this training data can be generated using any other approach, such as ensemble Kalman filter, as well. Thus the deep neural networks (DNNs) are trained to effectively learn the data assimilation algorithm. We show that the DNN based algorithm retains the accuracy of the nudging algorithm and is cheap to evaluate. The effectiveness of the proposed algorithm is shown on the Lorenz 63 and Lorenz 96 models in which case (1.2) is a system of ODEs.

DNNs are known to learn ODEs/PDEs [5, 16, 25, 30, 40]. In case of stiff or chaotic systems [16], one idea is to learn one time step map, i.e., learn the update map $u^{n-1} \rightarrow u^n$. The neural net takes as input the state at time $t_{n-1}$ and the output is the approximate state at time $t_n$. This is the approach we will take, the details are given in section 3. We use the newly introduced residual neural networks (ResNets), with bias ordering [3], to carry out the training, but other types of DNN strategies are also equally applicable. ResNets are a popular way to carry out supervised learning, their connection to ODEs has been exploited to establish their stability [28, 27, 42]. In addition, the bias order reduces the parameter search space, it also provides more accurate results than standard DNNs, see [3] for a numerical evidence.

In the case of the Lorenz 63 model we prove exponential error estimates between the nudging solution and the reference solution for both the time continuous and fully discrete cases. These error estimates can be directly combined with DNN error estimates (whenever available).

Outline: Section 2 provides our problem statement, which is followed by section 3 where we introduce our algorithm. Section 4, focuses on error analysis. As an example, we first provide exponential type approximation error estimates in case of the nudging applied to the Lorenz 63 model. The is followed by a discussion of the overall error estimates due to the DNN approximation. Next, we provide an experimental protocol in section 5, which is followed by our experimental results on Lorenz 63 and 96 models in section 6.

2. Objectives and Definitions. The goal of this section is to restate the nudging algorithm and recall the DNN algorithm with bias ordering. This section will set the stage for our proposed algorithm in next section.

2.1. Nudging. We consider a chaotic dynamical system represented by a differential equation

\[
\frac{du}{dt} = f(u(t)),
\]

with $u(t) \in X$ which we take as the “truth” or reference solution. Here $X$ is either an infinite dimensional space (in case of PDEs) or a finite dimensional space $X = \mathbb{R}^d$ in case of vector ODEs. The challenge is that the initial condition $u(0)$ is an unknown, therefore we cannot identify the dynamics of $u$. 


Next, we introduce a continuous nudging strategy

\[
\frac{dw}{dt} = f(w) - \mu(I_M w - I_M u), \quad w(0) = w_0 \text{ (arbitrary)},
\]

where \( I_M : X \rightarrow Y \) is known as an interpolant operator. Here \( Y \) is an infinite dimensional function space in the case of PDEs and \( Y = \mathbb{R}^d \) for ODEs. Moreover, \( M \) refers to the number of observations and \( \mu \) is the nudging parameter. One example of \( I_M \) is the orthogonal projection operator \( P_K \). Here, \( P_K \) denotes the orthogonal projection onto a set \( K \). In the case \( X = \mathbb{R}^d \), \( K = \text{span}\{\phi_i\}_{i=1}^K \) with \( \phi_i = e_i \) the standard basis elements in \( \mathbb{R}^d \).

Notice that, the dynamics of \( w \) are known, therefore (2.2) does not suffer from the same issues as (2.1). The goal of nudging is to select \( \mu > 0 \) to ensure that the nudging solution \( w \) is tracking the observations \( \{I_M u\} \). Thus we can replace (2.1) by (2.2).

From a practical point of view, it is essential to consider the corresponding discrete nudging data assimilation algorithm. This can be represented by the altered system

\[
\frac{dw}{dt} = f(w(t)) - \mu(I_M(w(t_n)) - I_M(u(t_n))), \quad \forall t \in [t_n, t_{n+1}],
\]

\[
w(0) = w_0,
\]

\( \{t_n\}_{n=1}^N \) are the discrete times at which we have observations of the reference solution. Note that in (2.3), \( \{I_M(u(t_n))\}_{n=1}^N \) is an input to the algorithm and represents the observations we have of the true solution to (2.1).

### 2.2. DNN with bias ordering.

Next we consider the input-to-output map \( w \rightarrow S(w) \) where \( S \) is the map taking \( w(t_{n-1}) \) to \( w(t_n) \) using (2.3). The goal is to learn an approximation \( S \) of \( S \) using Deep Neural Networks (DNNs). We consider the DNNs introduced in [3], which in an abstract form amounts to solving an optimization problem

\[
\min_{\{W_\ell\}_{\ell=0}^{L-1}, \{b_\ell\}_{\ell=0}^{L-2}} J(\{y^i_\ell, S(u^i)\})_{i=1}^N, \{W_\ell\}, \{b_\ell\},
\]

subject to

\[
y^i_\ell = F(u^i; \{W_\ell\}, \{b_\ell\}), \quad i = 1, \ldots, N_s,
\]

\[
b_\ell^i \leq b_\ell^{i+1}, \quad j = 1, \ldots, n_\ell+1 - 1, \quad \ell = 0, \ldots, L - 2,
\]

In (2.4), \( J \) represents a loss function and we have \( N_s \) samples for training. The equation (2.5) contains the DNN, in our numerical experiments we consider residual neural networks (ResNet). Moreover, the weight matrix \( W_\ell \in \mathbb{R}^{n_\ell \times n_{\ell+1}} \), the bias vector \( b_\ell \in \mathbb{R}^{n_{\ell+1}} \) where the \( \ell \)-th layer has \( n_\ell \) neurons. Notice that, (2.6) enforces bias ordering in each layer, see [3] for more details.

In our numerical experiments, we consider a quadratic loss function, i.e.,

\[
J := \frac{1}{2N} \sum_{i=1}^N \|y^i - S(u^i)\|^2 + \frac{\lambda}{2} \sum_{\ell=0}^{L-1} (\|W_\ell\|_1 + \|b_\ell\|_1 + \|W_\ell\|_2^2 + \|b_\ell\|_2^2),
\]

where the second term corresponds to regularization of weights and biases with \( \lambda \geq 0 \) denoting a regularization parameter.

Following [3], we impose (2.6) by using Moreau-Yosida penalty approach.

\[
J_\gamma := J + \frac{\gamma}{2} \sum_{\ell=0}^{L-2} \sum_{j=1}^{n_{\ell+1} - 1} \|\min\{b_\ell^{j+1} - b_\ell^j, 0\}\|^2,
\]

where \( \gamma \) is the penalization parameter. For convergence results as \( \gamma \rightarrow \infty \) we refer to [3].
2.3. Residual Neural Networks (ResNets). The results obtained below are using ResNets with the following form

\[ F = f_{L-1} \circ f_{L-2} \circ \ldots \circ f_0, \]

\[ f_0(y_0) := \sigma(W_0y_0 + b_0), \]

\[ f_\ell(y_\ell) := y_\ell + \tau \sigma(W_\ell y_\ell + b_\ell), \quad \ell = 1, \ldots, L - 2, \]

\[ f_{L-1} := W_{L-1}y_{L-1}, \]

for scalar \( \tau > 0 \) and the activation function is taken to be a smooth quadratic approximation of the ReLU function,

\[ \sigma(x) = \begin{cases} \max\{0, x\} & |x| > \epsilon, \\ \frac{1}{4\epsilon}x^2 + \frac{1}{2}x + \frac{\epsilon}{4} & |x| \leq \epsilon. \end{cases} \]

For more on these networks, see [4, 6, 26] among others.

The objective of this work is to learn the nudging equation (2.3) by training the DNN in (2.4)-(2.6) with training data consisting of observations \( \{I_M(u(t_n))\}_{n=1}^N \) and solution to (2.3). Similarly to nudging (cf. (2.3)), in this way, the DNN (cf. (2.5)) is able to learn how to track the true solution (cf. (2.1)) from incomplete data.

3. Method. Let us assume that incomplete observations of the truth are available at observation times \( \{t_k\}_{k=1}^N \). The training data for the ResNet,

\[ \left\{ \left\{ \begin{bmatrix} w^i(t_k) \\ I_M(u^i(t_k)) \end{bmatrix}, w^i(t_{k+1}) \right\} \right\}_{k=1}^N \]

has \( N \times N_s \) samples or input-output pairs. Each \( i \) corresponds to a different reference solution which is generated by solving (2.1) for different initial conditions. The pair \( (w^i(t_k), I_M(u^i(t_k)), w^i(t_{k+1})) \) is then generated by solving the corresponding nudging ODE (2.3) on the interval \([t_k, t_{k+1}]\) with initial data \( w^i(t_k) \) and given observations \( I_M(u^i(t_k)) \). See Algorithm 3.1 and Figure 1 on how to prepare the input-output training data for the DNN.

**Algorithm 3.1 Offline Data Preparation to Train DNN**

1. Generate \( N_s \) initial conditions \( \{u^i(0)\}_{i=1}^{N_s} \) for (2.1).
2. Choose final time \( T \) based on number of training samples desired.
3. Solve (2.1) on \([0, T]\), for each initial condition, to generate \( \{u^i(t)\}_{i=1}^{N_s} \) for \( t \in [0, T] \).
4. for \( i \in \{0, \ldots, N_s\} \), \( k \in \{1, \ldots, N\} \) do
5. \hspace{1em} if \( k = 0 \) then
6. \hspace{2em} Initialize \( w^i(t_0) = 0 \) (or arbitrary).
7. \hspace{1em} end if
8. \hspace{1em} Solve (2.3) on \([t_k, t_{k+1}]\) with observation \( I_M(u^i(t_k)) \) and initial condition \( w^i(t_k) \).
9. \hspace{1em} Store INPUT\((i, k) = [w^i(t_k), I_M(u^i(t_k))]\).
10. \hspace{1em} Store OUTPUT\((i, k) = [w^i(t_{k+1})]\).
11. end for
12. Return: INPUT and OUTPUT to train the DNN.
Computed Reference solutions \( \{u^i(t)\}_{i=1}^{N_s} \)

\[
\begin{align*}
\text{INPUT} & \quad w^1(t_0) \\
I_M(u^1(t_0)) & \quad \text{Nudging} \\
\text{OUTPUT} & \quad w^1(t_1) \\
I_M(u^1(t_1)) & \quad \text{Nudging} \\
\text{INPUT} & \quad w^1(t_2) \\
\end{align*}
\]

\[
\begin{align*}
\text{INPUT} & \quad w^2(t_0) \\
I_M(u^2(t_0)) & \quad \text{Nudging} \\
\text{OUTPUT} & \quad w^2(t_1) \\
I_M(u^2(t_1)) & \quad \text{Nudging} \\
\text{INPUT} & \quad w^2(t_2) \\
\end{align*}
\]

Fig. 1: Generating the training data (3.1) with arbitrary initial data \( w^i(t_0) \) for \( N_s = 2 \) reference solutions. Each input-output pair pictured is then used to train the DNN.

Remark 3.1. Notice that, we are using nudging to generate the training data for the DNN. It is important to generate training data closer to the initial start time rather than generating data after nudging algorithm has already converged.

Algorithm 3.2 and Figure 2 describes how to use the proposed DNN approach to carry out data assimilation. Approximation error estimates for this algorithm will be discussed in the next section.

Algorithm 3.2 Online Usage of DNN for Data Assimilation

1: Initialize \( w_{DNN}(t_0) = 0 \) (or arbitrary)
2: Observe \( I_M(u^i(t_0)) \)
3: Set \( k = 0 \)
4: while Observations are available do
5: \( w_{DNN}(t_{k+1}) = DNN(w_{DNN}(t_k), I_M(u^i(t_k))) \)
6: Observe \( I_M(u^i(t_{k+1})) \)
7: \( k = k + 1 \)
8: end while
4. Error Analysis. Using Algorithm 3.2, we have replaced the nudging algorithm by the DNN, where the training data is generated by nudging. Thus to derive the error estimates for the proposed DNN approach, we will first derive the error estimates for the nudging algorithm. Such nudging estimates are problem dependent – we will proceed with two particular examples. In the first example, we will focus on the widely used Lorenz 63 ODE model. In the second example, we will consider the Navier-Stokes partial differential equation. We will only provide references to the the error estimates in the latter case, for instance [12]. Subsequently, overall error estimates for the DNN based Algorithm 3.2 will be discussed in subsection 4.3.

4.1. Lorenz 63 and Nudging. The goal of this section is provide exponential type approximation estimates between the nudged (continuous as well as discrete) and the original solution to Lorenz 63 model. The latter is given by the following ODEs for which we assume \( \sigma, \rho, \beta > 0 \):

\[
\begin{align*}
\frac{dx}{dt} &= \sigma(y - x), \\
\frac{dy}{dt} &= x(\rho - z) - y, \\
\frac{dz}{dt} &= xy - \beta z.
\end{align*}
\]

Notice that, the initial conditions \(x(0), y(0), \text{ and } z(0)\) are unknowns. We define the nudging algorithm for continuous in time \(x\)-component observations with the altered ODEs:

\[
\begin{align*}
\frac{d\bar{x}}{dt} &= \sigma(\bar{y} - \bar{x}) - \mu(\bar{x} - x), \quad \bar{x}(0) = 0, \\
\frac{d\bar{y}}{dt} &= \bar{x}(\rho - \bar{z}) - \bar{y}, \quad \bar{y}(0) = 0, \\
\frac{d\bar{z}}{dt} &= \bar{x}\bar{y} - \beta\bar{z}, \quad \bar{z}(0) = 0.
\end{align*}
\]

Here, \(\mu > 0\) is the nudging parameter and for simplicity we have assumed that the initial conditions for the nudged variables are 0. Throughout the analysis we assume that our solution \((x, y, z)\) lies on the global attractor giving us the following bounds found in [19].

**Theorem 4.1.** Let \((x, y, z)\) be a trajectory in the attractor of the Lorenz system (4.1a)–(4.1c) then \(x(t)^2 + y(t)^2 + z(t)^2 \leq K \quad \forall t \in \mathbb{R}\) where

\[
K = \frac{\beta^2(\rho + \sigma)^2}{4(\beta - 1)} \approx 1540.27.
\]
We begin by defining the ODEs that govern the evolution of \( \Delta X, \Delta Y \) and \( \Delta Z \), let

\[
\Delta X = x - \bar{x}, \quad \Delta Y = y - \bar{y}, \quad \Delta Z = z - \bar{z}.
\]

(4.4)

It is not difficult to see that (cf. [13]):

\[
\begin{align*}
\Delta \dot{X} &= -\sigma \Delta X + \sigma \Delta Y - \mu \Delta X, \\
\Delta \dot{Y} &= \rho \Delta X - \Delta Y - \bar{x} \Delta Z - \Delta X z, \\
\Delta \dot{Z} &= \bar{x} \Delta Y + y \Delta X - \beta \Delta Z.
\end{align*}
\]

(4.5)

Next, we show that the nudged solution converges in time exponentially to the reference solution.

**Theorem 4.2.** Let \( V = \Delta X^2 + \Delta Y^2 + \Delta Z^2 \), and \( \mu \geq \max\{2, 1/2 + (\rho + \sigma)^2 - \sigma + K + \frac{K}{2\beta}\} \) where \( K \) is given in (4.3). Then

\[
V(t) \leq e^{-ct}V(0) \quad \text{for all} \quad t \geq 0.
\]

(4.6)

where \( c = \min\{1, \beta\} \).

**Proof.** Multiply the equations for \( \Delta \dot{X}, \Delta \dot{Y} \) and \( \Delta \dot{Z} \) by \( \Delta X, \Delta Y \) and \( \Delta Z \) respectively.

\[
\begin{align*}
\Delta \dot{X} \Delta X &= -(\sigma + \mu) \Delta X^2 + \sigma \Delta X \Delta Y, \\
\Delta \dot{Y} \Delta Y &= \rho \Delta X \Delta Y - \Delta Y^2 - \bar{x} \Delta Y \Delta Z - z \Delta X \Delta Y, \\
\Delta \dot{Z} \Delta Z &= \bar{x} \Delta Y \Delta Z + y \Delta X \Delta Z - \beta \Delta Z^2.
\end{align*}
\]

After summing,

\[
\frac{1}{2} \dot{V} + (\sigma + \mu) \Delta X^2 + \Delta Y^2 + \beta \Delta Z^2 = (\rho + \sigma) \Delta X \Delta Y - z \Delta X \Delta Y + y \Delta X \Delta Z.
\]

(4.6)

Each term on the right hand side is then estimated using the Young’s inequality and (4.3).

\[
\begin{align*}
|\rho + \sigma) \Delta X \Delta Y| &\leq (\rho + \sigma)^2 \Delta X^2 + \frac{1}{4} \Delta Y^2, \\
|z \Delta X \Delta Y| &\leq K \Delta X^2 + \frac{1}{4} \Delta Y^2, \\
|y \Delta X \Delta Z| &\leq \frac{K}{2\beta} \Delta X^2 + \frac{\beta}{2} \Delta Z^2.
\end{align*}
\]

Combing these estimates with (4.6) yields,

\[
\frac{1}{2} \dot{V} + (\sigma + \mu - (\rho + \sigma)^2 - K - \frac{K}{2\beta}) \Delta X^2 + \frac{1}{2} \Delta Y^2 + \frac{\beta}{2} \Delta Z^2 \leq 0.
\]

(4.7)

We then choose \( \mu \) such that \( \sigma + \mu - (\rho + \sigma)^2 - K - \frac{K}{2\beta} \geq \frac{1}{2} \) resulting in the condition

\[
\mu \geq \frac{1}{2} + (\rho + \sigma)^2 - \sigma + K + \frac{K}{2\beta}.
\]

Let \( c = \min\{1, \beta\} \). Therefore,

\[
\dot{V} + cV \leq 0.
\]

(4.8)

The asserted result then follows immediately. \( \square \)
Next, we show a similar result in the discrete case. We define the nudging algorithm for discrete in time $x$-component observations with the altered ODEs:

\[
\begin{align*}
\frac{d\bar{x}}{dt} &= \sigma(\bar{y} - \bar{z}) - \mu(\bar{x}(t_n) - x(t_n)), \quad \forall t \in [t_n, t_{n+1}), \\
\frac{d\bar{y}}{dt} &= \bar{x}(\rho - \bar{z}) - \bar{y}, \\
\frac{d\bar{z}}{dt} &= \bar{x}\bar{y} - \beta \bar{z},
\end{align*}
\]

and we define $\delta = t_{n+1} - t_n$. The difference equations now become,

\[
\begin{align*}
\Delta \dot{\bar{X}} &= -(\sigma + \mu)\Delta X - \mu \Delta X(t_n), \\
\Delta \dot{\bar{Y}} &= \rho \Delta X - \Delta Y - \bar{x}\Delta Z - \Delta Xz, \quad \forall t \in [t_n, t_{n+1}), \\
\Delta \dot{\bar{Z}} &= \bar{x}\Delta Y + y\Delta X - \beta \Delta Z.
\end{align*}
\]

We will then show that the nudged solution in this case converges in time exponentially to the reference solution. The presented approach is motivated by [24].

**Theorem 4.3.** Let $\mu \geq 2(\rho + \sigma)^2 - 2\sigma + 2K + \frac{K}{\rho}$ where $K$ is given in (4.3) and

\[
\delta \leq \min \left\{ \frac{1}{2\mu}, \frac{1}{64(\sigma + \mu)^2}, \frac{1}{32\mu\sigma^2} \right\}.
\]

Then for $c = \min\{\frac{\rho}{2}, 1, \beta\}$ and $\gamma = \frac{1}{2c}(1 + (2c - 1)e^{-c\delta}) < 1$, we have

\[
\frac{1}{2} \dot{V}(t) \leq \gamma^n V(0), \quad \text{for all } t \in [t_n, t_{n+1}).
\]

**Proof.** Multiply the equations for $\Delta \dot{\bar{X}}, \Delta \dot{\bar{Y}}$ and $\Delta \dot{\bar{Z}}$ by $\Delta X, \Delta Y$ and $\Delta Z$ respectively. We obtain

\[
\begin{align*}
\Delta \dot{\bar{X}}\Delta X &= -(\sigma + \mu)\Delta X^2 + \sigma \Delta X \Delta Y - \mu(\Delta X(t_n) - \Delta X)\Delta X, \\
\Delta \dot{\bar{Y}}\Delta Y &= \rho \Delta X \Delta Y - \Delta Y^2 - \bar{x}\Delta Y\Delta Z - z\Delta X\Delta Y, \\
\Delta \dot{\bar{Z}}\Delta Z &= \bar{x}\Delta Y\Delta Z + y\Delta X\Delta Z - \beta \Delta Z^2.
\end{align*}
\]

After summing,

\[
\frac{1}{2} \dot{V} + (\sigma + \mu)\Delta X^2 + \Delta Y^2 + \beta \Delta Z^2 = (\rho + \sigma)\Delta X \Delta Y - z\Delta X\Delta Y + y\Delta X\Delta Z
\]

\[\quad - \mu(\Delta X(t_n) - \Delta X)\Delta X.
\]

The first three terms on the right hand side are then estimated using Young’s inequality and (4.3), i.e.,

\[
\begin{align*}
|\Delta X\Delta Y| &\leq (\rho + \sigma)^2 \Delta X^2 + \frac{1}{4} \Delta Y^2, \\
|z\Delta X\Delta Y| &\leq K\Delta X^2 + \frac{1}{4} \Delta Y^2, \\
|y\Delta X\Delta Z| &\leq \frac{8}{2\beta} \Delta X^2 + \frac{\beta}{2} \Delta Z^2.
\end{align*}
\]
Moreover, the final term is estimated as follows:

\[
(4.15) \quad \mu |(\Delta X(t_n) - \Delta X)\Delta X| \leq \mu \left( \int_{t_n}^{t} |\Delta \dot{X}(s)|ds \right) |\Delta X| \\
\leq \mu \left( \int_{t_n}^{t} |\Delta \dot{X}(s)|ds \right)^2 + \frac{\mu}{4} \Delta X^2.
\]

We bound the integral term present on the right-hand-side of \((4.15)\) before continuing. Using \((4.10)\),

\[
(4.16) \quad |\Delta \dot{X}(s)| \leq \sigma |\Delta X| + \sigma |\Delta Y| + \mu \int_{t_n}^{s} |\Delta \dot{X}(\tau)|d\tau.
\]

Integrating both sides we obtain that

\[
\int_{t_n}^{t} |\Delta \dot{X}(s)|ds \leq \int_{t_n}^{t} ((\sigma + \mu)|\Delta X| + \sigma |\Delta Y|)ds + \mu \delta \int_{t_n}^{t} |\Delta \dot{X}(s)|ds.
\]

Using \(\delta \leq \frac{1}{2\mu}\), and using Hölder’s inequality, we arrive at

\[
\int_{t_n}^{t} |\Delta \dot{X}(s)|ds \leq 2 \int_{t_n}^{t} ((\sigma + \mu)|\Delta X| + \sigma |\Delta Y|)ds \\
\leq 2^{3/2}\delta^{3/2} \left( \int_{t_n}^{t} ((\sigma + \mu)^2 \Delta X^2 + \sigma^2 \Delta Y^2)ds \right)^{1/2}.
\]

Combining the above derived estimates with \((4.14)\) and choosing \(\mu \geq 2(\rho + \sigma)^2 - 2\sigma + 2K + \frac{K}{\sigma}\),

\[
(4.17) \quad \dot{V} + \frac{\mu}{2} \Delta X^2 + \Delta Y^2 + \beta \Delta Z^2 \leq 16\mu\delta \int_{t_n}^{t} ((\sigma + \mu)^2 \Delta X^2 + \sigma^2 \Delta Y^2)ds = I.
\]

Integrating both sides,

\[
V(t) - V(t_n) + \int_{t_n}^{t} \frac{\mu}{2} \Delta X^2 + \Delta Y^2 + \beta \Delta Z^2 ds \leq 16\mu\delta^2 \int_{t_n}^{t} ((\sigma + \mu)^2 \Delta X^2 + \sigma^2 \Delta Y^2)ds.
\]

Notice that \(0 \leq V(t)\) by construction. Using this and after rearranging terms, we arrive at

\[
(4.18) \quad \int_{t_n}^{t} \left( \left( \frac{\mu}{2} - 16\mu\delta^2(\sigma + \mu)^2 \right) \Delta X^2 + (1 - 16\mu\delta^2\sigma^2) \Delta Y^2 + \beta \Delta Z^2 \right) ds \leq V(t_n)
\]

In order to get the final estimates, we will bound (from below) the left-hand-side in \((4.18)\) by \(I\). This can be done by appropriately choosing \(\delta\). In particular \(\delta \leq \frac{1}{64(\sigma + \mu)^2}\) and \(\delta \leq \frac{1}{32\mu\sigma^2}\), leads to

\[
I \leq \frac{1}{2} V(t_n).
\]

Let \(c = \min\{\frac{\mu}{2}, 1, \beta\}\). Therefore \((4.17)\) becomes

\[
(4.19) \quad \dot{V} + cV \leq \frac{1}{2} V(t_n), \quad \forall t \in [t_n, t_{n+1}).
\]
and we conclude
\[ V(t_{n+1}) \leq \frac{1}{2c} V(t_n)(1 - e^{-c\delta}) + e^{-c\delta} V(t_n), \]
\[ \leq \gamma V(t_n) \leq \gamma^{n+1} V(t_0), \quad \gamma := \frac{1}{2c}(1 + (2c-1)e^{-c\delta}) < 1. \]

Recall \( \delta = t_{n+1} - t_n \). Integrating (4.19) over \([t_n, t]\) yields

\[ V(t) \leq \frac{1}{2c} V(t_n)(1 + (2c-1)e^{-(t-t_n)}) \leq V(t_n) \leq \gamma^n V(t_0) \quad \text{for} \quad t_n < t < t_{n+1}. \]

The proof is complete. \( \square \)

Similar proofs will show exponential convergence for observations taken in any two or three components for both continuous and discrete in time observations. The continuous case proof becomes easier with more observations while the discrete case proof becomes more cumbersome. We provide the details for the case of discrete in time observations in the \( y \) and \( z \) components. The major difference in proving Theorem 4.3 with observations in two or three components is deriving (4.15) for each of the components with observations as this requires us to have a bound on the nudged solution \( \tilde{w} \).

We define the nudging algorithm for discrete in time \( y, z \)-component observations with the altered ODEs:

\[ \frac{d\bar{x}}{dt} = \sigma(\bar{y} - \bar{x}), \]
\[ \frac{d\bar{y}}{dt} = \bar{x}(\rho - \bar{z}) - \bar{y} - \mu(\bar{y}(t_n) - y(t_n)), \quad \forall t \in [t_n, t_{n+1}), \]
\[ \frac{d\bar{z}}{dt} = \bar{x}\bar{y} - \beta\bar{z} - \mu(\bar{z}(t_n) - z(t_n)), \]

and we define \( \delta = t_{n+1} - t_n \). The difference equations now become,

\[ \Delta \bar{X} = -\sigma \Delta X + \sigma \Delta Y, \]
\[ \Delta \bar{Y} = \rho \Delta X - \Delta Y - \bar{x} \Delta Z - \Delta Xz - \mu \Delta Y(t_n), \quad \forall t \in [t_n, t_{n+1}), \]
\[ \Delta \bar{Z} = \bar{x} \Delta Y + y \Delta X - \beta \Delta Z - \mu \Delta Z(t_n). \]

We will then show that the nudged solution in this case converges in time exponentially to the reference solution on a finite interval provided we have a bound on the nudged solution on this finite interval. Subsequently, we will prove that the nudged solution is in fact globally bounded.

**Theorem 4.4.** Assume \( |\tilde{w}(t)|^2 \leq \tilde{K} \quad \forall t \in [0, t_K] \). Let \( \mu \geq 4 \max\{\frac{(\rho+\sigma)^2}{\sigma} + K - 1, K - \beta\} \) where \( K \) is given in (4.3), \( \tilde{K} = 5K \) and

\[ \delta \leq \frac{1}{64} \min\left\{ \frac{\sigma}{2\mu((\rho + K\bar{z})^2 + K)}, \frac{1}{((1 + \mu)^2 + K)}, \frac{1}{((\beta + \mu)^2 + K)} \right\}. \]

Furthermore, \( \{t_n\} \) satisfy \( t_n \leq t_K \). Then for \( c = \min\{\frac{\sigma}{2}, \mu\} \) and \( \gamma = \frac{1}{2c}(1 + (2c-1)e^{-c\delta}) < 1 \) the following holds

\[ V(t) \leq \gamma^n V(0) \quad \forall t \in [t_n, t_{n+1}), \]
Proof. Multiply the equations for \( \Delta X, \Delta Y \) and \( \Delta Z \) by \( \Delta X, \Delta Y \) and \( \Delta Z \) respectively.

\[
\begin{align*}
\Delta \dot{X} \Delta X &= -\sigma \Delta X^2 + \sigma \Delta X \Delta Y, \\
\Delta \dot{Y} \Delta Y &= \rho \Delta X \Delta Y - \Delta Y^2 - \bar{x} \Delta Y \Delta Z - z \Delta X \Delta Y - \mu \Delta Y(t_n) \Delta Y, \\
\Delta \dot{Z} \Delta Z &= \bar{x} \Delta Y \Delta Z + y \Delta X \Delta Z - \beta \Delta Z^2 - \mu \Delta Z(t_n) \Delta Z.
\end{align*}
\]

After summing,

\[
\frac{1}{2} \dot{V} + \sigma \Delta X^2 + (1 + \mu) \Delta Y^2 + (\beta + \mu) \Delta Z^2 = (\rho + \sigma) \Delta X \Delta Y - z \Delta X \Delta Y + y \Delta X \Delta Z
\]

\[-\mu(\Delta Y(t_n) - \Delta Y) \Delta Y - \mu(\Delta Z(t_n) - \Delta Z) \Delta Z.
\]

Each term on the right hand side is then estimated using Young’s inequality and (4.3).

\[
|\Delta \dot{X} \Delta Y| \leq \frac{\sigma}{4} \Delta X^2 + (\rho + \sigma) \Delta Y^2.
\]

\[
|\Delta \dot{Y} \Delta Y| \leq \frac{\sigma}{4} \Delta X^2 + K \Delta Y^2.
\]

\[
|\Delta \dot{Z} \Delta Z| \leq \frac{\sigma}{4} \Delta X^2 + K \Delta Z^2.
\]

Next we estimate the terms arising from the nudging term.

\[
\mu|\Delta Y(t_n) - \Delta Y) \Delta Y| \leq \mu \left( \int_{t_n}^{t} |\Delta \dot{Y}(s)|ds \right) |\Delta Y|
\leq \mu \left( \int_{t_n}^{t} |\Delta \dot{Y}(s)|ds \right)^2 + \frac{\mu}{4} \Delta Y^2.
\]

In the same vein, we have that

\[
\mu|\Delta Z(t_n) - \Delta Z) \Delta Z| \leq \mu \left( \int_{t_n}^{t} |\Delta \dot{Z}(s)|ds \right) |\Delta Z|
\leq \mu \left( \int_{t_n}^{t} |\Delta \dot{Z}(s)|ds \right)^2 + \frac{\mu}{4} \Delta Z^2.
\]

We bound the integral term present in the right hand side of (4.30) and (4.31) before continuing. Using (4.22),

\[
|\Delta \dot{Y}(s)| \leq (\rho + K^{1/2})|\Delta X| + (1 + \mu)|\Delta Y| + \bar{K}^{1/2}|\Delta Z| + \mu \int_{t_n}^{s} |\Delta \dot{Y}(\tau)|d\tau.
\]

\[
|\Delta \dot{Z}(s)| \leq K^{1/2}|\Delta X| + \bar{K}^{1/2}|\Delta Y| + (\beta + \mu)|\Delta Z| + \mu \int_{t_n}^{s} |\Delta \dot{Z}(\tau)|d\tau.
\]

Integrating both sides in (4.32), using condition (4.11) and applying Hölder’s inequality, we obtain

\[
\int_{t_n}^{t} |\Delta \dot{Y}(s)|ds \leq \int_{t_n}^{t} ((\rho + K^{1/2})|\Delta X| + (1 + \mu)|\Delta Y| + \bar{K}^{1/2}|\Delta Z|)ds + \mu \delta \int_{t_n}^{t} |\Delta \dot{Y}(s)|ds
\]
From which, after using $\mu \delta \leq 1/2$, we arrive

\[
\int_{t_n}^{t} |\Delta \dot{Y}(s)| ds \leq 2 \int_{t_n}^{t} \left( (\rho + K^2) |\Delta X| + (1 + \mu) |\Delta Y| + \bar{K} |\Delta Z| \right) ds.
\]

\[
\leq 4\delta^{1/2} \left( \int_{t_n}^{t} \left( (\rho + K^2)^2 |\Delta X|^2 + (1 + \mu)^2 |\Delta Y|^2 + \bar{K} |\Delta Z|^2 \right) ds \right)^{1/2},
\]

where in the last step we have used Hölder’s and Young’s inequalities. Similarly, from (4.33) we obtain

\[
\int_{t_n}^{t} |\Delta \dot{Z}(s)| ds \leq 4\delta^{1/2} \left( \int_{t_n}^{t} \left( K |\Delta X|^2 + \bar{K} |\Delta Y|^2 + (\beta + \mu)^2 |\Delta Z|^2 \right) ds \right)^{1/2}.
\]

Using the estimates from (4.27) – (4.31) in (4.26), we obtain that

\[
\frac{1}{2} \dot{V} + \frac{\sigma^2}{4} \Delta X^2 + \left( 1 + \frac{3\mu}{4} - \frac{(\rho + \sigma)^2}{\sigma} - K \right) \Delta Y^2 + \left( \beta + \frac{3\mu}{4} - K \right) \Delta Z^2 \leq \mu \left( \int_{t_n}^{t} |\Delta \dot{Y}| \right)^2 + \mu \left( \int_{t_n}^{t} |\Delta \dot{Z}| \right)^2.
\]

Subsequently, using (4.34), and (4.35) and using the condition on $\mu$, we arrive at

\[
\frac{1}{2} \dot{V} + \frac{\sigma^2}{2} \Delta X^2 + \mu \Delta Y^2 + \mu \Delta Z^2 \leq 32\mu \delta \int_{t_n}^{t} \left( (\rho + K^2)^2 + K \right) \Delta X^2 + ((1 + \mu)^2 + \bar{K}) \Delta Y^2 + ((\beta + \mu)^2 + \bar{K}) \Delta Z^2 \right) ds
\]

\[= \mathbb{I}.
\]

Integrating both sides of (4.36),

\[
V(t) - V(t_n) + \int_{t_n}^{t} \left( \frac{\sigma^2}{2} \Delta X^2 + \mu \Delta Y^2 + \mu \Delta Z^2 \right) ds
\]

\[
\leq 32\mu \delta^2 \int_{t_n}^{t} \left( (\rho + K^2)^2 + K \right) \Delta X^2 + ((1 + \mu)^2 + \bar{K}) \Delta Y^2 + ((\beta + \mu)^2 + \bar{K}) \Delta Z^2 \right) ds
\]

Notice that $0 \leq V(t)$ by construction. Using this and after rearranging terms, we arrive at

\[
\int_{t_n}^{t} \left( \left( \frac{\sigma^2}{2} - 32\mu \delta^2 ((\rho + K^2)^2 + K) \right) \Delta X^2 + (\mu - 32\mu \delta^2 (1 + \mu)^2 + \bar{K}) \right) \Delta Y^2
\]

\[
+ (\mu - 32\mu \delta^2 (\beta + \mu)^2 + \bar{K}) \Delta Z^2 \right) ds
\]

\[
\leq V(t_n).
\]

In order to get the final estimates, we will bound (from below) the left-hand-side in (4.38) by $\mathbb{I}$. This can be done by appropriately choosing $\delta$. In particular 4.23 leads to

\[
\mathbb{I} \leq \frac{1}{2} V(t_n).
\]
Let $c = \min\left\{ \frac{\sigma}{\sigma}, \mu \right\}$. Therefore (4.36) becomes

\[ V + cV \leq \frac{1}{2} V(t_n), \quad \forall t \in [t_n, t_{n+1}), \]

and we conclude

\[ V(t_{n+1}) \leq \frac{1}{2e} V(t_n) (1 - e^{-c\delta}) + e^{-c\delta} V(t_n), \]

\[ \leq \gamma V(t_n) \leq \gamma^{n+1} V(t_0), \quad \gamma := \frac{1}{2e} (1 + (2c - 1)e^{-\delta}) < 1. \]

Recall $\delta = t_{n+1} - t_n$. Integrating (4.39) over $[t_n, t]$ yields

\[ V(t) \leq \frac{1}{2} V(t_n) (1 + e^{-c\delta}) \leq V(t_n) \leq \gamma^n V(t_0) \quad \text{for } t_n < t < t_{n+1}. \]

The proof is complete.

Using the previous theorem we can now prove a bound for the nudged ODEs (4.21) which will allow us to prove Theorem 4.4 for $t \in [0, \infty)$.

**Theorem 4.5.** Let $\mu \geq 4 \max\left\{ \frac{(\sigma + x)^2}{\sigma} + K - 1, K - \beta \right\}$ where $K$ is given in (4.3), $\tilde{K} = 5K$ and $\delta$ satisfies (4.23). Then the nudged ODEs (4.21) satisfy

\[ |\tilde{w}|^2 \leq \tilde{K} := 5K \quad \forall t \in [0, \infty). \]

**Proof.** Let $w = (x, y, z)$ and $\bar{w} = (\bar{x}, \bar{y}, \bar{z})$ be the Lorenz and nudging solutions respectively. Assume $|\bar{w}|^2 \leq 5K =: \bar{K}$ doesn’t hold $\forall t \in [0, \infty)$ and define

\[ T_K = \left\{ s > 0 : |\bar{w}(t)|^2 \leq \bar{K} \quad \forall t \in [0, s) \right\}. \]

$T_K$ is non-empty as $|\bar{w}(0)| = 0$ and it is closed as $|\bar{w}|$ is continuous. Define $t^* = \max(T_K)$. Then by theorem 4.4 with $t_K = t^*$ we would conclude $V(t^*) \leq V(t_0) \leq K$. But this is a contradiction since $|\bar{w}(t^*)| \leq |w(t^*) - \bar{w}(t^*)| + |w(t^*)| = V(t^*)^{1/2} + |w(t^*)| \leq 2K^{1/2}$. Recall $|w(t^*)|^2 \leq K$ holds by theorem 4.1. Therefore, $|\bar{w}| \leq \bar{K}^{1/2}$.

Now we can prove Theorem 4.4 for $t \in [0, \infty)$.

**Corollary 4.6.** Let $\mu \geq 4 \max\left\{ \frac{(\sigma + x)^2}{\sigma} + K - 1, K - \beta \right\}$ where $K$ is given in (4.3), $\tilde{K} = 5K$ and $\delta$ satisfies (4.23). Then for $c = \min\left\{ \frac{\sigma}{\sigma}, \mu \right\}, \gamma \geq \frac{1}{2e} (1 + (2c - 1)e^{-\delta}) < 1$,

(4.41)

\[ V(t) \leq \gamma^n V(0) \quad \forall t \in [t_n, t_{n+1}). \]

**Proof.** By Theorem 4.5, $|\tilde{w}|^2 \leq \bar{K} \quad \forall t \in [0, \infty)$. Using this bound and the exact same proof from Theorem 4.4 we obtain the corollary.

**4.2. Navier-Stokes and Nudging.** In the case of the 2D Navier–Stokes equations corresponding results for Theorems 4.2, 4.3 and Corollary 4.6 exist. The continuous in time observation case is found in [10] and the discrete in time observation case is found in [24]. Both results yield exponential convergence in their respective cases provided appropriate choice of $\mu, \delta$ and appropriate observations are given.
4.3. DNN Based Data Assimilation. Let \( u \) represent the true or reference solution, let \( w \) represent the nudging algorithm solution, and let \( w_{DNN} \) represent the proposed DNN algorithm. Then by the simple triangle inequality,

\[
\| u - w_{DNN} \| \leq \| u - w \| + \| w - w_{DNN} \| := I + II.
\]

The above theory gives us a handle on \( I \). In addition, there is a growing of references that aims to provide bounds on \( II \) for feedforward type DNNs, see [18] and references therein.

5. Experimental Protocol. The DNN is trained offline using Algorithm 3.1. To generate the training data (see (3.1)), reference solutions are generated from the reference model (2.1) using different initial conditions. These synthetic observations occurring every \( \delta \) time units are then collected from the reference model solutions and we generate the nudging data (part of the training data) using (2.3) on the observations.

The performance of the algorithm is evaluated in the following experiment: After training the DNN, the reference model is used to produce additional reference solutions which generate synthetic observations for Algorithm 3.2. The DNN based Algorithm 3.2 is then given the synthetic observations and we assess the prediction capabilities of the algorithm.

The performance of the algorithm is evaluated by tracking \( Nf \) different reference solutions that were not part of the training or validation data. As an evaluation metric we will use the spatio-temporal root mean square error (RMSE):

\[
RMSE = \sqrt{\frac{1}{(K-k_0) \times NF} \sum_{k=k_0}^{K} \sum_{n=1}^{NF} (x_{n,k}^{DA} - x_{n,k}^{ref})^2}.
\]

Here \( k_0 \) represents the time in which we begin to consider the performance and which starts sometime after the tracking begins in order to remove the effect of the initial state. Let \( x_{n,k}^{ref} \) denotes a reference solution (observations) at time \( t_k \). Then \( x_{n,k}^{DA} \) represents the data assimilation solution at time \( t_k \) (computed either using nudging or DNN) while using \( x_{n,k}^{ref} \) as the observation data.

6. Experimental results. The purpose of this section is show the effectively of the proposed algorithm on two well-known ODE examples, i.e., Lorenz 63 and Lorenz 96.

6.1. Lorenz 63 model. The Lorenz 63 model is given by the three coupled ODEs (4.1a)–(4.1c). We set \( \sigma = 10 \), \( \beta = 8/3 \), \( \rho = 28 \), which is known to exhibit chaotic behavior [35]. The equations (4.1a)–(4.1c) are solved using an explicit Runge-Kutta (4,5) in MATLAB. We generate \( N_s = 1,000 \) different initial conditions from three i.i.d. normal distributions with mean 0 and standard deviation of 10. The initial conditions are propagated forward to 110 time units using the ODEs (4.1a)–(4.1c), and we take observations every \( \delta = 0.1 \) time units starting at 100 time units.

For this example, we will consider two cases, \( x \)-component and \( y \)-component observations, respectively. The synthetic observations are then fed into the nudging algorithm (2.3) with \( \mu = 30 \) in the case of \( x \) observations and \( \mu = 10 \) in the case of \( y \) observations. We generate \( N_s \times 1,000 \) nudging solutions, using the synthetic observations, for a length of 10 time units. Thus, we have \( N_s \times 100 = 100,000 \) samples to choose from. Out of those, we select \( N \times N_s \) training samples, where \( N = 15 \). In particular, we focus on the samples corresponding to the few initial time steps \( t = 0, 0.1, 0.2, \ldots, 1.5 \). As the initial time steps nudging is still tracking the reference solution so these samples will result in a DNN with better forecasting ability compared to a DNN trained on samples where nudging has already converged. The workings of input-output training data generation are described in Algorithm 3.1 and Figure 1.
6.1.1. Neural Network Architecture. Using the setup of (2.9)–(2.12) we train a DNN for each of the components of the model using the 15,000 training samples generated in section 6.1. We do the usual 80-20 split, i.e., we use 80% of the training samples for training and 20% of the training samples for validation. In order to avoid over-fitting we use a patience of 400 iterations with the validation data. If the validation error increases, training continues for an addition number of iterations specified by the patience. Each DNN has 3 hidden layers with a width of 50 each. BFGS optimization routine is used during the training with bias ordering to solve the optimization problem. We use box initialization [17] to initialize the parameters.

6.1.2. Results. For testing, in Figure 3 we generate two random initial conditions outside of the usual range of the training data using three i.i.d. standard normal distributions with mean 0 and a standard deviation of 50. We run the initial conditions to 110 time units, and we store observations starting at 100 time units. Using the observations, we calculate the nudging and DNN solutions using Algorithm 3.2. We see that the DNN is able to track the reference solution. Next we calculate RMSE values (5.1) for both data assimilation algorithms with the settings $N_f = 100$ and $k_0$ corresponding to 5 time units after observations begin. See table (1) for the results. The results indicate that the DNN was able to recover most of the accuracy of the nudging algorithm.
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Fig. 3: Left: x-component observations. Right: y-component observations. From top to bottom the x, y, z components of the reference (true), nudging, and DNN solutions over 10 time units for the Lorenz 63 model.

|       | x-obs  | y-obs  |
|-------|--------|--------|
| Nudging | 6.0782 | 5.7953 |
| DNN    | 6.4456 | 5.8000 |

Table 1: Lorenz 63 RMSE values for nudging and the DNN calculated on 100 reference solutions over the time interval 5 to 10 time units. Notice that the proposed DNN approach can recover similar estimates to nudging.
6.2. Lorenz 96 model. The Lorenz 96 model is given by the following ODEs:

\[
\frac{dx_i}{dt} = (x_{i+1} - x_{i-2})x_{i-1} - x_i + F, \quad i = 1, 2, ..., 40, \tag{6.1}
\]

\[
x_{-1} = x_{39}, \quad x_0 = x_{40}, \quad \text{and} \quad x_{41} = x_1. \tag{6.2}
\]

We set \( F = 10 \) which is known to exhibit chaotic behavior [34]. We follow a similar procedure as with the Lorenz 63 model and we consider three different observation patterns. We observe approximately 10\%, 33\%, and 50\% of the state which corresponds to observing 4, 13, and 20 components, respectively.

6.2.1. Neural Network Architecture. The setup here is similar as in the Lorenz 63 case presented in section 6.1.1 except for one key difference. We refer to DNN-full as the DNN trained to take in as input the full state in \( \mathbb{R}^{40} \) plus the observations. As before, DNN-full is trained on data as described in (3.1). We refer to DNN-reduced as the DNN that takes in as input a reduced state and reduced observations. DNN-reduced takes advantage of the structure of (6.1) and gives the DNN corresponding to component \( x_i \), with data from only \( \{x_i, x_{i+1}, x_{i-1}, x_{i-2}\} \). This means the input data, including the observations, for each \( i \) is in at most \( \mathbb{R}^6 \). DNN-reduced trained on 15k samples for the cases of 13 and 20 observations used an architecture of 3 hidden layers each with a width of 50 observations. DNN-reduced trained on 15k samples for the case of 4 observations used an architecture of 15 hidden layers each with a width of 10. DNN-reduced trained on 30k samples used an architecture of 5 hidden layers each with a width of 100 for all cases.

6.2.2. Results. We proceed as in the case for the Lorenz 63 model. See Figures 4, 5 for the plots and Table 2 for the RMSE values. We observe in each of the three observation cases the proposed DNN algorithm has a comparable accuracy to the nudging algorithm. In addition, we see from Figure 4 that the DNN algorithm is not simply following the nudging solution. The DNN has its own unique solution with the ability to track the true solution.

|               | 20 obs | 13 obs | 4 obs |
|---------------|--------|--------|-------|
| Nudging       | 11.9754| 25.1511| 36.4937|
| DNN-reduced(15k) | 17.6243(3x50) | 39.2055(3x50) | 39.7268(15x10) |
| DNN-reduced(30k) | 16.9915(5x100) | 26.2597(5x100) | 37.7265(5x100) |

Table 2: Lorenz 96 RMSE values for nudging and the DNNs calculated on 100 reference solutions over the time interval 5 to 20 time units.
Fig. 4: Left: 20 observations on even components. Right: 13 observations on every third component. From left to right, top to bottom the first 6 components of the reference (true), nudging, and DNN solutions over 20 time units for the Lorenz 96 model.

Fig. 5: From left to right, top to bottom the first 6 components of the reference (true), nudging, and DNN solutions over 20 time units for the Lorenz 96 model with observations every tenth component.

7. Conclusions. A purely neural network based data assimilation algorithm has been introduced. The key idea is to learn the nudging data assimilation algorithm by generating training data that includes observations and the associated nudging algorithm input/output. The result is a DNN that takes as input an initial condition paired with the corresponding
observation and the output is able to track the underlying reference solution from which the partial observations are derived. The numerical experiments presented show that the DNN data assimilation algorithm is able to retain most of the accuracy of the nudging algorithm in the case of the Lorenz 63 and Lorenz 96 models. In the case of the Lorenz 96 model, we successfully track the 40 component system with discrete in time observations. This results gives up hope that our algorithm will be useful for more complicated systems such as the Navier-Stokes equations. Finally, we emphasize that within our setup one could easily replace nudging algorithm by other data assimilation algorithms such as the ensemble Kalman filter (EnKF).
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