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ABSTRACT
Structured text understanding on Visually Rich Documents (VRDs) is a crucial part of Document Intelligence. Due to the complexity of content and layout in VRDs, structured text understanding has been a challenging task. Most existing studies decoupled this problem into two sub-tasks: entity labeling and entity linking, which require an entire understanding of the context of documents at both token and segment levels. However, little work has been concerned with the solutions that efficiently extract the structured data from different levels. This paper proposes a unified framework named StrucTexT, which is flexible and effective for handling both sub-tasks. Specifically, based on the transformer, we introduce a segment-token aligned encoder to deal with the entity labeling and entity linking tasks at different levels of granularity. Moreover, we design a novel pre-training strategy with three self-supervised tasks to learn a richer representation. StrucTexT uses the existing Masked Visual Language Modeling task and the new Sentence Length Prediction and Paired Boxes Direction tasks to incorporate the multi-modal information across text, image, and layout. We evaluate our method for structured text understanding at segment-level and token-level and show it outperforms the state-of-the-art counterparts with significantly superior performance on the FUNSD, SROIE, and EPHOIE datasets.
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1 INTRODUCTION
Understanding the structured document is a critical component of document intelligence that automatically explores the structured text information from the Visually Rich Documents (VRDs) such as forms, receipts, invoices, etc. Such task aims to extract the key information of text fields and the links among the semantic entities from VRDs, which named entity labeling and entity linking tasks [15] respectively. Structured text understanding has attracted increasing attention in both academia and industry. In reality, it plays a crucial role in developing digital transformation processes in office automation, accounting systems, and electronically archived. It offers businesses significant time savings on processing the million of forms and invoices every day.

Typical structure extraction methods rely on preliminary Optical Character Recognition (OCR) engines [19, 34, 39, 40, 47, 49] to understand the semantics of documents. As shown in Figure 1, the contents in a document can be located as several text segments (pink dotted boxes) by text detectors. The entity fields are presented in three forms: partial characters, an individual segment, and multiple segment lines. Traditional methods for entity labeling often formulated the task as a sequential labeling problem. In this setup,
(a) Token-based Entity Labeling  
(b) Segment-based Entity Labeling  
(c) Entity Linking

Figure 1: Examples of VRDs and their key extraction information. The dotted boxes are the text regions and the solid ones are the semantic entity regions. (a) The entity extraction in token-level characters. (b) The entity extraction in segment-level text lines. (c) The relationship extraction with key-value pairs at segment-level.

the text segments are serialized as a linear sequence with a pre-defined order. Then a Named Entity Recognition (NER) [17, 23] model is utilized to label each token such as word or character with an IOB (Inside, Outside, Beginning) tag. However, the capability is limited as the manner that is performed at token-level. As shown examples of Figure 1b and 1c, VRDs are usually organized in a number of text segments. The segment-level textual content presents richer geometric and semantic information, which is vital for structured text understanding. Several methods [1, 8, 14, 41] focus on a segment-level representation. On the contrary, they cannot cope with the entity composed of characters as shown in Figure 1a. Therefore, a comprehensive technique of structure extraction at both segment-level and token-level is worth considering.

Nowadays, accurate understanding of the structured text from VRDs remains a challenge. The key to success is the full use of multiple modal features from document images. Early solutions solve the entity tasks by only operating on plain texts, resulting in a semantic ambiguity. Noticing the rich visual information contained in VRDs, several methods [6, 16, 26, 32] exploit 2D layout information to provides complementation for textual content. Besides, for further improvement, mainstream researches [2, 21, 24, 30, 38, 48, 50] usually employ a shallow fusion of text, image, and layout to capture contextual dependencies. Recently, several pre-training models [28, 45, 46] have been proposed for joint learning the deep fusion of cross-modality on large-scale data and outperform counterparts on document understanding. Although these pre-training models consider all modalities of documents, they focus on the contribution related to the text side with less elaborate visual features.

To address the above limitations, in this paper, we propose a uniform framework named StrucTexT that incorporates the features from different levels and modalities to effectively improves the understanding of various document structures. Inspired by recent developments in vision-language transformers [22, 35], we introduce a transformer encoder to learn cross-modal knowledge from both images of segments and tokens of words. In addition, we construct an extra segment ID embedding to associate visual and textual features at different granularity. Meanwhile, we attach a 2D position embedding to involve the layout clue. After that, a Hadamard product works on the encoded features between different levels and modalities for advanced feature fusion. Hence, StrucTexT can support segment-level and token-level tasks of structured text understanding in a single framework. Figure 2 shows the architecture of our proposed method.

To promote the representation capacity of multi-modality, we further introduce three self-supervised tasks for pre-training learning of text, image, and layout. Specifically, following the work of LayoutLM [45], the Masked Visual Language Modeling (MVLM) task is utilized to extract contextual information. In addition, we present two tasks named Sentence Length Prediction (SLP) and Paired Boxes Direction (PBD). SLP task predicts the segment length for enhancing the internal semantics of an entity candidate. PBD task is training to identify the relative direction within a sampled segment pair, which helps our framework discover the geometric structure topology. The three self-supervised tasks make full use of both textual and visual features of the documents. An unsupervised pre-training strategy with above all tasks is applied at first to get an enhanced feature encoder.

Major contributions of this paper are summarized as follows:

1. In this paper, we present a novel framework named StrucTexT to tackle the tasks of structured text understanding...
with a unified solution. It efficiently extracts semantic features from different levels and modalities to handle the entity labeling and entity linking tasks.

2 RELATED WORK

Structured Text Understanding The task of structured text understanding is to retrieve structured data from VRDs automatically. It requires the model to extract the semantic structure of textual content robustly and effectively, assigning the major purpose into two parts [15]: entity labeling and entity linking. Generally speaking, the entity labeling task is to find named entities. The entity linking task is to extract the semantic relationships as key-value pairs between entities. Most existing methods [6, 7, 13, 38, 45, 46, 48, 50] design a NER framework to perform entity labeling as a sequence labeling task at token-level. However, traditional NER models organize text in one dimension depending on the reading order and are unsuitable for VRDs with complex layouts. Recent studies [29, 38, 42, 45, 46, 48, 50] have realized the significance of segment-level features and incorporate a segment embedding to attach extra higher semantics. Although those methods, such as PICK [48] and TRIE [50], construct contextual features involving the segment clues, they revert to token-level labeling with NER-based schemes. Several works [1, 2, 14, 41] design their methods at segment-level to solve the tasks of entity labeling and entity linking. Cheng et al. [2] utilizes an attention-based network to explore one-shot learning for the text field labeling. DocStruct [41] predicts the key-value relations between the extracted text segments to establish a hierarchical document structure. With the graph-based paradigm, Carbonell et al. [1] and Hwang et al. [14] tackle the entity linking and entity linking tasks simultaneously. However, they don’t consider the situation where a text segment includes more than one category, which is difficult to identify the entity in token granularity.

In summary, the methods mentioned above can only handle one granularity representation. To this end, we propose a unified framework to support both token-level and segment-level structured extraction for VRDs. Our model is flexible to any granularity-modeling tasks for structured text understanding.

Multi-Modal Feature Representations One of the most important modules of structured information extraction is to understand multi-modal semantic features. Previous works [3, 5, 7, 13, 17, 27, 31] usually adopt language models to extract entities from the plain text. These NLP-based approaches typically operate on text sequences and do not incorporate visual and layout information. Later studies [6, 16, 32] firstly tend to explore layout information to aid entity extraction from VRDs. Post-OCR [13] reconstructs the text sequences based on their bounding boxes. VS2 [32] leverages the heterogeneous layout to perform the extraction in visual logical blocks. A range of other methods [6, 16, 51] represent a document as a 2D grid with text tokens to obtain the contextual embedding. After that, some researchers realize the necessity of multi-modal fusion and develop performance by integrating visual and layout information. GraphIE [29], PICK [48] and Liu et al. [21] design a graph-based decoder to improve the semantics of context information. Hwang et al. [14] and Wang et al. [41] leverage the relative coordinates and explore the link of each key-value pair. These methods only use simple early fusion strategies, such as addition or concatenation, without considering the semantic gap of different modalities. Recently, pre-training models [7, 22, 35, 36] show a strong feature representation using large-scale unlabeled training samples. Inspired by this, several works [28, 45, 46] combine pre-training techniques to improve multi-modal features. Pramanik et al. [28] introduces a multi-task learning-based framework to yield a generic document representation. LayoutLMv2 [46] uses 11 million scanned documents to obtain a pre-trained model, which shows the state-of-the-art performance in several downstream tasks of document understanding. However, these pre-training strategies mainly focus on the expressiveness of language but underuse the structured information from images. Hence, we propose a self-supervised pre-training strategy to better explore the potentials information from text, image, and layout. Compared with LayoutLMv2, the new strategy supports more useful features with less training data.

3 APPROACH

Figure 2 shows the overall illustration of StructTextT. Given an input image with pre-conditioned OCR results, such as bounding boxes and content of text segments. We leverage various information from text, image, and layout aspects by a feature embedding stage. And then, the multi-modal embeddings are fed into the pre-trained transformer network to obtain rich semantic features. The transformer network has accomplished the cross-modality fusion by establishing interactions between the different modality inputs. At last, the Structured Text Understanding module receives the encoded features and carries out entity recognition for entity labeling and relation extraction for entity linking.

3.1 Multi-Modal Feature Embedding

Given a document image \( I \) with \( n \) text segments, we perform open source OCR algorithms [33, 52] to obtain the \( i \)-th segment region with the top-left and bottom-right bounding box \( b_i = (x_{0i}, y_{0i}, x_{1i}, y_{1i}) \) and its corresponding text sentence \( t_i = \{c_1^i, c_2^i, \ldots, c_{l_i}^i\} \), where \( c \) is a word or character and \( l_i \) is the length of \( t_i \).

Layout Embedding For every segment or word, we use the encoded bounding boxes as their layout information

\[
L = \text{Emb}_b(x_{0i}, y_{0i}, x_{1i}, y_{1i}, w, h) \tag{1}
\]

where \( \text{Emb}_b \) is a layout embedding layer and \( w, h \) is the shape of bounding box \( b \). It is worth mentioning that we estimate the bounding box of a word by its belonging text segment in consideration of some OCR results without word-level information.
Language Token Embedding Following the common practice [7], we utilize the WordPiece [43] to tokenize text sentences. After that, all of text sentences are gathered as a sequence $S$ by sorting the text segments from the top-left to bottom-right. Intuitively, a pair of special tags [CLS] and [SEP] are added at the beginning and end of the sequence, as $t_0 = \{[CLS]\}, \ldots, t_n = \{[SEP]\}$. Thus, we can define the language sequence $S$ as follows:

$$S = \{t_0, t_1, \ldots, t_n, t_{n+1}\}$$

$$= \{[CLS], c_1, \ldots, c_t, \ldots, c_n, [SEP]\} \quad (2)$$

Then, we sum the embedded feature of $S$ and layout embedding $L$ to obtain the language embedding $T$:

$$T = \text{Emb}_t(S) + L \quad (3)$$

where $\text{Emb}_t$ is a text embedding layer.

Visual Segment Embedding In the model architecture, we use ResNet50 [44] with FPN [20] as the image feature extractor to generate feature maps of $I$. Then, the image feature of each text segment is extracted from the CNN maps by RoIAlign [10] according to $b$.

The visual segment embedding $V$ is computed as:

$$V = \text{Emb}_v(\text{ROIAlign}(\text{CNN}(I), b)) + L \quad (4)$$

where $\text{Emb}_v$ is the visual embedding layer. Furthermore, the entire feature maps of image $I$ is embedded as $V_0$ to introduce the global information into image features.

Segment ID Embedding Compared with the vision-language tasks based on wild pictures, understanding the structured document requires higher semantics to identify the ambiguous entities. Thus, we propose a segment ID embedding $S^{id}$ to allocate a unique number to each text segment with its image and text features, which makes an explicit alignment of cross-modality clues.

Other Embeddings In addition, we add two other embeddings [22, 35] into the input. The position embedding $P^{id}$ encodes the indexes from 1 to maximum sequence length, and the segment embedding $M^{id}$ denotes the modality for each feature. All above embeddings have the same dimensions. In the end, the input of our model is represented as the combination of the embeddings.

$$\text{Input} = \text{Concat}(T, V) + S^{id} + P^{id} + M^{id} \quad (5)$$

Moreover, we append several [PAD] tags to fill the short input sequence to a fixed length. An empty bounding box with zeros is assigned to the special [CLS], [SEP], and [PAD] tags.

### 3.2 Multi-Modal Feature Enhance Module

StrucText collects multi-modal information from visual segments, text sentences, and position layouts to produce an embedding sequence. We support an image-text alignment between different granularities by leveraging the segment IDs mentioned above. At this stage, we perform a transformer network to encode the embedding sequence to establish deep fusion between modalities and granularities. Crucially, three self-supervised tasks encode the input features during the pre-training stage to learn task-agnostic joint representations. The details are introduced as follows, where patterns of all self-supervised tasks are as shown in Figure 3.

**Task 1: Masked Visual Language Modeling**

The MVLM task promotes capturing a contextual representation on the language side. Following the pattern of masked multi-modal modeling in ViLBERT [22], we select 15% tokens from the language sequences, mask 80% among them with a [MASK] token, replace 10% of that with random tokens, and keep 10% tokens unchanged. Then, the model is required to reconstruct the corresponding tokens. Rather than following the image region mask in ViLBERT, we retain all other information and encourage the model to hunt for the cross-modality clues at all possible.

**Task 2: Segment Length Prediction**
Besides the MLVM, we introduce a new self-supervised task called Sequence Length Prediction (SLP) to excavate fine-grained semantic information on the image side. The SLP task asks the model to recognize the length of the text segment from each visual feature. In this way, we force the encoder to learn from the image feature, more importantly, the language sequence knowledge via the same segment ID. We argue that this information flow could accelerate the deep cross-modal fusion among textual, visual, and layout information.

Moreover, to avoid the disturbance of sub-words produced by WordPiece [43], we only count each first sub-word for keeping the same length between language sequences and image segments. Therefore, we build an extra alignment between two granularities, which is simple but effective.

**Task 3: Paired Box Direction**
Furthermore, our third self-supervised task, Paired Box Direction (PBD), is designed to exploit global layout information. The PBD task aims at learning a comprehensive geometric topology for document structures by predicting the pairwise spatial relationships of text segments. First of all, we divide the field of 360 degrees into eight identical buckets. Secondly, we compute the angle between text segments. First of all, we divide the field of 360 degrees into eight identical buckets. Secondly, we compute the angle between text segments.

Finally, we define PBD as a classification task to estimate the relative positional direction with $\Delta V_{ij}$.

$$\Delta V_{ij} = \bar{V}_i - \bar{V}_j$$  \hspace{1cm} (6)$$

where we use the $\bar{\cdot}$ symbol to denote the features after transformer encoding. $\bar{V}_i$ and $\bar{V}_j$ express the visual features for $i$-th segment and $j$-th segment.

Finally, we define PBD as a classification task to estimate the relative positional direction with $\Delta V_{ij}$.

### 3.3 Structural Text Understanding

**Cross-granularity Labeling Module** The cross-granularity labeling module supports both token-level entity labeling and segment-level entity labeling tasks. In this module, tokens with the same segment ID on the language side are aggregated into a segment-level textual feature through the arithmetic average

$$\hat{T}_i = \text{mean}(t_i) = (\hat{c}_1 + \hat{c}_2 + \cdots + \hat{c}_l)/l_i$$  \hspace{1cm} (7)$$

where $\hat{t}_i$ means the features of $i$-th text sentence, $\hat{c}$ is the feature of token, $l_i$ is the sentence length. After that, a bilinear pooling layer is utilized to compute a Hadamard product to fuse the textual segment feature $T_i$ and the visual segment feature $V_i$.

$$X_i = V_i \ast T_i$$  \hspace{1cm} (8)$$

Finally, we apply a fully connected layer on the cross-modal features $X_i$ to predict an entity label for segment $i$ with the Cross-Entropy loss.

**Segment Relationship Extraction Module** The segment relationship extraction module is proposed for entity linking. Documents usually represent their structure as a set of hierarchical relations, such as key-value pair or table parsing. Inspired by DocStruct [41], we use an asymmetric parameter matrix $M$ to extract the relationship from segments $i$ to $j$ in probability form

$$P_{i \rightarrow j} = \sigma(X_i M X_j^T)$$  \hspace{1cm} (9)$$

where $P_{i \rightarrow j}$ is the probability of whether $i$ links to $j$. $M$ is a parameter matrix and $\sigma$ is the sigmoid function.

We notice that most of the segment pairs in a document are not related. To alleviate the data sparsity and balance the number of related and unrelated pairs, we learn from the Negative Sampling method [25] and build a sampling set with non-fixed size. Our sampling set consists of the same number of positive and negative samples.

However, we also find the training process is unstable only using the above sampling strategy. To utmost handle the imbalanced
distribution of entity linking, we combine the Margin Ranking Loss and Binary Cross-Entropy to supervise the training simultaneously. Thus, the linking loss can be formulated as

$$\text{Loss} = \text{Loss}_{\text{BCE}} + \text{Loss}_{\text{Rank}}$$  \hspace{1cm} (10)

where the Loss_{Rank} is computed as following.

$$\text{Loss}_{\text{Rank}}(P_i, P_j, y) = \max(0, -y \ast (P_i - P_j) + \text{Margin}),$$  \hspace{1cm} (11)

Note that $y$ equals 1 if $(P_i, P_j)$ is the positive-negative samples pair or equals 0 for the negative-positive samples pair.

### 4 EXPERIMENTS

#### 4.1 Datasets

In this section, we firstly introduce several datasets that are used for pre-training and evaluating our StrucTexT. The extensive experiments are conduct on three benchmark databases: FUNSD [15], SROIE [12], EPHOIE [38]. Moreover, we perform ablation studies to analyze the effects of each proposed component.

**DOCBANK** [18] contains 500K document pages (400K for training, 50K for validation and 50K for testing) for document layout analysis. We pre-train StrucTexT on the dataset.

**RVL-CDIP** [9] consists of 400,000 grayscale images in 16 classes, with 25,000 images per class. There are 320,000 training images, 40,000 validation images and 40,000 test images. We adopt RVL-CDIP for pre-training our model.

**FUNSD** [15] consists of 199 real, fully annotated, scanned form images. The dataset is split into 149 training samples and 50 testing samples. Three sub-tasks (word grouping, semantic entity labeling, and entity linking) are proposed to identify the semantic entity (i.e., questions, answers, headers, and other) and entity linking present in the form. We use the official OCR annotation and focus on the latter two tasks in this paper.

**SROIE** [12] is composed of 626 receipts for training and 347 receipts for testing. Every receipt contains four predefined values: company, date, address, and total. The segment-level text bounding box and the corresponding transcript are provided according to the annotations. We use the official OCR annotations and evaluate our model for receipt information extraction.

**EPHOIE** [38] is collected from actual Chinese examination papers with the diversity of text types and layout distribution. The 1,494 samples are divided into a training set with 1,183 images and a testing set with 311 images, respectively. Every character in the document is annotated with a label from ten predefined categories. The token-level entity labeling task is evaluated in this dataset.

#### 4.2 Implementation

Following the typical pre-training and fine-tuning strategies, we train the model end-to-end. Across all pre-training and downstream tasks, we resize the images and pad them to the size of $512 \times 512$. The input sequence is set as a maximum length of 512.

4.2.1 **Pre-training.** We extract both token-level text features and segment-level visual features based on a unified joint model by the encoder. Due to time and computational resource restrictions, we choose the 12-layer transformer encoder with 768 hidden size and 12 attention heads. We initialize the transformer and the text embedding layer from the ERNIEBASE [36]. The weights of the ResNet50 network is initialized using the ResNet_vd [11] pre-trained on the ImageNet [4]. The rest of the parameters are randomly initialized.

To obtain the pre-training OCR results, we apply the PaddleOCR\(^1\) to extract the text segment in both DOCBANK and RVL-CDIP datasets. All three self-supervised tasks are trained for classification with the Cross-Entropy loss. The Adamax optimizer is used with an initial $5 \times 10^{-5}$ learning rate for a warm-up. And then, we

\(^1\)https://github.com/PaddlePaddle/PaddleOCR
keep $1 \times 10^{-4}$ for 2–5 epochs and set a linear decay schedule in the rest of epochs. We pre-train our architecture in DOCBANK [18] and RVL-CDIP [9] dataset for 10 epochs with a batch size of 64 on 4 NVIDIA Tesla V100 32GB GPUs.

4.2.2 Fine-tuning. We fine-tune our StrucText on three information extraction tasks: entity labeling and entity linking at segment-level and entity labeling at token-level. For the segment-based entity labeling task, we aggregate token features of the text sentence via the arithmetic average and get the segment-level features by multiplying visual features and textual features. At last, a softmax layer is followed by the features for segment-level category prediction. The entity-level F1-score is used as the evaluation metric.

The entity linking task takes two segment features as input to obtain a pairwise relationship matrix. Then we pass the non-diagonal elements in the relationship matrix through a sigmoid layer to predict the binary classification of each relationship.

For the token-based entity labeling task, the output visual feature is expanded as a vector with the same length of its text sentence. Next, the extended visual features are element-wise multiplied with the corresponding textual features to obtain token-level features to predict the category of each token through a softmax layer.

We fine-tune our pre-trained model at all downstream tasks for 50 epochs with a batch size of 4 and a learning rate from $1 \times 10^{-4}$ to $1 \times 10^{-5}$. We use the precision, recall, and F1-score as evaluation metrics for entity labeling. Following DocStruct [41] and SPADE [14], the performance of entity linking is estimated with $\text{Hit}@1$, $\text{Hit}@2$, $\text{Hit}@5$, mAP, mRank, and Hit metrics mentioned in DocStruct [41]. Our method attains 78.36% mAP, 79.19% $\text{Hit}@1$, 84.33% $\text{Hit}@2$, and 95.33% $\text{Hit}@5$ which outperforms DocStruct and obtains a competitive performance at the 3.38 mRank score.

4.3 Comparison with the State-of-the-Arts

We evaluate our proposed StrucText in three publish benchmarks for both the entity labeling and entity linking tasks.

**Segment-level Entity Labeling** The comparison results are shown in Table 1. We can observe that StrucText exhibits a superior performance over baseline methods [37, 38, 45, 46, 50] on SROIE. Specifically, our method obtains a precision of 95.84% and a Recall of 98.52% in SROIE, which surpass that of LayoutLMv2_LARGE [46] by 0.27% in F1-score.

As shown in Table 2, our method achieves competitive F1-score of 83.09% in FUNSD. Although LayoutLMv2_LARGE beats our F1-score by 1%, it is worth noting that LayoutLMv2_LARGE using a larger transformer consisting of 24 layers and 16 heads that contains 426M parameters. Further, our model using only 90K documents for pre-training compared to LayoutLMv2_LARGE which uses 11M documents. On the contrary, our model shows a better performance than LayoutLMv2_BASE under the same architecture settings. It fully proves the superiority of our proposed framework. Moreover, to verify the performance gain is statistically stable and significant, we repeat our experiments five times to eliminate the random fluctuations and attach the standard deviation below the F1-score.

**Segment-level Entity Linking** As shown in Table 3, we compare our method with several state-of-the-arts on FUNSD for entity linking. The baseline method [15] gets the remarkably worst result with a simple binary classification for pairwise entities. The SPADE [14] shows a tremendous gain by leading a Graph into their model. Compared with the SPADE, our method has a 2.4% improvement and achieves 44.1% F1-score. Besides, we evaluate the performance in the mAP, mRank, and Hit metrics mentioned in DocStruct [41]. Our method attains 78.36% mAP, 79.19% $\text{Hit}@1$, 84.33% $\text{Hit}@2$, and 95.33% $\text{Hit}@5$ which outperforms DocStruct and obtains a competitive performance at the 3.38 mRank score.

**Token-level Entity Labeling** We further perform StrucText on EPHOE. It is noticed that the entities annotated in this dataset are character-based. Therefore, we apply our StrucText to calculate the entities with the token-level prediction. Table 4 illustrates the overall performance of the EPHOE dataset. Our StrucText contributes to a top-tier performance with 97.95%.

### 4.4 Ablation Study

We study the impact of individual components in StrucText and conduct ablation studies on the FUNSD and SROIE datasets.

| Dataset | Pre-training Tasks | Prec. | Recall | F1 |
|---------|--------------------|-------|--------|----|
| **FUNSD** | MVLM | 76.41 | 79.36 | 77.71 |
| | MVLM+PBD | 81.22 | 79.46 | 80.29 |
| | MVLM+SLP | 87.45 | 78.69 | 82.12 |
| | MVLM+PBD+SLP | 85.68 | 80.97 | 83.09 |
| **SROIE** | MVLM | 95.25 | 97.89 | 96.54 |
| | MVLM+PBD | 95.32 | 98.25 | 96.75 |
| | MVLM+SLP | 95.30 | 98.16 | 96.70 |
| | MVLM+PBD+SLP | 95.84 | 98.52 | 96.88 |

Table 5: Ablation Studies with entity labeling on the FUNSD and SROIE datasets.

**Self-supervised Tasks in Pre-training** In this study, we evaluate the impact of different pre-training tasks. As shown in Table 5, we can observe that the PBD and SLP tasks make better use of visual information. Specifically, compared with the model only trained...
### Table 6: Ablation studies with visual-only and language-only entity labeling on the FUNSD and SROIE datasets.

| Dataset | Modality       | Prec. | Recall | F1    |
|---------|----------------|-------|--------|-------|
| FUNSD   | Visual         | 76.93 | 77.51  | 77.22 |
|         | Language       | 81.73 | 79.38  | 80.49 |
|         | Visual + Language | 85.68 | 80.97  | 83.09 |
| SROIE   | Visual         | 90.14 | 92.11  | 91.11 |
|         | Language       | 94.54 | 97.91  | 96.18 |
|         | Visual + Language | 95.84 | 98.52  | 96.88 |

### Table 7: Ablation studies with the comparison of token-level and segment-level entity labeling on the FUNSD and SROIE datasets.

| Dataset | Granularity   | Prec. | Recall | F1    |
|---------|---------------|-------|--------|-------|
| FUNSD   | Token         | 81.20 | 82.10  | 81.59 |
|         | Segment       | 85.68 | 80.97  | 83.09 |
| SROIE   | Token         | 92.77 | 98.81  | 95.62 |
|         | Segment       | 95.84 | 98.52  | 96.88 |

Multi-Modal Features Profits

As shown in Table 6, then we perform experiments in verifying the benefits of features in multiple modalities. The textual features perform better than visual ones, which we attribute more semantics to the textual content of documents. Moreover, combining visual and textual features can achieve higher performance with a notable gap, indicating complementarity between language and visual information. The results show that the multi-modal feature fusion in our model can get a richer semantic representation.

Granularity of Feature Fusion

We also study the representations with different granularities towards the performance. In detail, we complete the experiments of entity labeling on SROIE and FUNSD in token-level supervision. As shown in Table 7, overall, the segment-based results perform better than token-based ones, which proves our opinion that the effectiveness of text segment.

### 4.5 Error Analysis

Although our work has achieved outstanding performance, we also observe some badcases of the proposed method. This section presents an error analysis on the qualitative results in SROIE, FUNSD and EPHOE, respectively. In Figure 4a, our model makes the mistakes of wrong answers to the total in SROIE. We attribute the errors to the similar semantics of textual contents and the close distance of locations. In addition, as shown in Figure 4b, our model is confused by the similar style of digits, which demonstrates the relatively low performance in the numeral entities in EPHOE, such as exam number, seat number, student number, and score in 4. However, these entities can certainly be distinguished by their keywords. To this end, a goal-directed information aggregation of key-value pair is well worth considering, and we would study it in future works. As shown in Figure 4c, the model is failed in recognizing the header and the question in FUNSD. We analyze the model is overfitting the layout position of training data. Then, according to Figure 4d, some links are assigned incorrectly. We attribute the errors to ambiguous semantics of relationships.

### 5 CONCLUSION

In this paper, we further explore improving the understanding of document text structure by using a unified framework. Our framework shows superior performance on three real-world benchmark datasets after applying novel pre-training strategies for the multi-modal and multi-granularity feature fusion. Moreover, we evaluate the influence of different modalities and granularities on the ability of entity extraction, thus providing a new perspective to study the problem of structured text understanding.
