Causal shadow and non-local modular flow: from degeneracy to perturbative genesis by correlation
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ABSTRACT: Causal shadows are bulk space-time regions between the entanglement wedges and the causal wedges, their existence encodes deep aspects of the entanglement wedge reconstruction in the context of subregion duality in AdS/CFT. In this paper, we study the perturbation theory of the causal shadows and their relation to the properties of the associated modular flows. We first revisit the cases of degenerate causal shadows based on known examples, and discuss the origin for their degeneracy via the local nature of the modular flow. We then focus on the perturbative case in which the CFT subregion consists of two spheres separated by a large distance $L \gg R_{1,2}$. The RT surfaces still agree with the causal horizons, giving a degenerate causal shadow classically. We compute the corrections to the quantum extremal surfaces (Q.E.S) from the bulk mutual information, which then give rise to a non-degenerate causal shadow at order $G_N$. We end by discussing the causal shadow perturbation theory more generally, in particular we explore the possibility of extracting the positivity conditions characterizing perturbative causal shadows in the boundary CFTs.
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1 Introduction

AdS/CFT has become a major framework for understanding quantum gravity in special sectors of asymptotic boundary conditions [1–3]. It is an explicit manifestation of the holographic principle [4, 5]. A key feature conveyed through AdS/CFT is the notion of an emergent bulk theory of quantum gravity based on ingredients in the boundary conformal field theory (CFT). In principle, this implies that elements and phenomena in the bulk gravitational theory can be “reconstructed” from the boundary CFTs — an endeavor generally known as the “bulk reconstruction.”
In the classical limit $G_N \ll 1$ of the bulk theory, such reconstruction can be decomposed into different aspects according to the perturbative expansion in $G_N$. At the leading order, the bulk geometry dual to a state $\psi$ is directly related to the boundary entanglement entropies $S_A^{\psi}$ in that state via the Ryu-Takayanagi (RT) formula [6]:

$$S_A^{\psi} = \frac{\text{Area}(\Sigma_A)}{4G_N}$$

(1.1)

where $\Sigma_A$ is the bulk minimal surface homologous to a subregion $A$, and thus encodes information of bulk metric. The covariant extension and quantum corrected version of (1.1) were subsequently proposed [7–9]. At sub-leading orders, the bulk theory consists of fluctuating fields of the bulk effective quantum field theory (QFT) defined on the classical background geometry. Bulk reconstruction at this order is realized by constructing local operators in the bulk effective QFTs, e.g. writing them in terms of operators in the boundary CFTs. Given the bulk geometry of the dual state, such reconstruction can be accomplished order by order in perturbation theory in $G_N$ [10]:

$$\mathcal{O}_{\text{bulk}}(z, x) = \int dy \ K(z, x; y) \mathcal{O}_{\text{bdry}}(y) + \ldots$$

(1.2)

where the kernel $K$ is related to the bulk-boundary propagators in the background dual to $\psi$. This is generally known as the HKLL method.

A more refined notion of bulk reconstruction can be examined in the context of subregion duality [11, 12]. It pertains to the following question: given a state $\psi$ and access to CFT operators supported only in a boundary subregion $A$, what is the maximal algebra of bulk local operators one can reconstruct in the effective QFT about the background geometry? Bulk reconstruction at this order is realized by constructing local operators in the bulk effective QFTs, identifying the bulk and boundary relative entropies [14]. Furthermore, under the assumption that the bulk space-time satisfies the null energy condition (NEC) it was shown that the entanglement wedge is always greater or equal to the causal wedge [9, 15, 16]:

$$\mathcal{C}_W(A) \subseteq \mathcal{E}_W(A).$$

(1.4)

1 We choose the definition such that $D(S) = \overline{D(S)}$ is the closure of itself.
with equality holding only in special cases. Therefore, in general the causal wedge $C_W(A)$ from the HKLL method underestimates the bulk reconstructibility of $A$ despite being the more intuitive guess. This implies there could exist regions in $E_W(A)$ that is outside $C_W(A)$, in which bulk local operators can still be reconstructible from $A$ on the boundary. Such a region is called the causal shadow of $A$ in the state $\psi$. From the causal wedge $C_W(A)$ one can define the corresponding causal horizon:

$$C_A = \mathcal{J}^+(D(A)) \cap \mathcal{J}^-(D(A))$$

(1.5)

which is the counter-part of $\Sigma_A$ in the entanglement wedge $E_W(A)$. In terms of the Q.E.S and causal horizon, the constraint $C_W(A) \subseteq E_W(A)$ is equivalent to the requirement that $\Sigma_A$ be everywhere deeper in the interior than $C_A$ and space-like separated to it. This implies that one can place both $C_A$ and $\Sigma_A$ on the same bulk Cauchy slice, e.g. for stationary or reflection symmetric states they are located on the $\tau = 0$ slice. The existence of causal shadow is related to a non-empty portion of Cauchy slice between $C_A$ and $\Sigma_A$.

The mechanism for bulk reconstruction in the causal shadow of $A$, or more generally in the entanglement wedge $E_W(A)$, has been a subject of keen interest because it points towards a more subtle connection between bulk and boundary physics that goes beyond apparent bulk causality. Proposals have been made regarding such reconstruction schemes, including one using eigen-modes of boundary modular flow [17, 18]; or the more information-theoretical approach using the Petz map [19, 20]. One can also access the shape of the entanglement wedge from the boundary CFT using the information theoretical Bures metric [21, 22]. For the case of reconstruction using modular flow, one can understand its ability to go beyond apparent bulk causality by noticing that modular flows in general do not generate local/geometrical trajectories. Therefore they perceive a more subtle notion of boundary causality which when extended into the bulk can go beyond the notion defined by bulk-boundary propagator between local operators. As a result, one can view the existence of causal shadow as an explicit manifestation of the non-local nature of modular flow; and studying their relations thus becomes a crucial task for understanding entanglement wedge reconstruction (EWR).
Contrary to the generic presence of causal shadow, in familiar cases where $\mathcal{E}_W(A)$ can be analytically described, e.g. spheres in conformal vacuum, they coincide with $\mathcal{C}_W(A)$ and thus give degenerate causal shadows. Not surprisingly in these cases the corresponding modular flows are local. Unfortunately, studying generic non-local modular flow and the associated causal shadow is beyond the range of our current toolbox. In this paper, we study the generation of causal shadow in the context of perturbation theory. We begin with the un-perturbed case of degenerate causal shadow, e.g. a spherical subregion $A$ in the conformal vacuum $\Omega$, where the modular flow takes local form, and consider deformations about the cases. For example, one can consider deforming the state from $\Omega$ to excited states as in [23]; or deforming the spherical shape of the subregion $A$, etc. These deformations will destroy the local behaviors of the modular flow which are usually the results of isometries, and thus one can expect the genesis of non-empty causal shadows in the deformed cases. Hopefully by studying the perturbation theory, we can gain some understand about the “genetic” aspects of causal shadows.

In this paper, we focus on a particular type of deformation, i.e. from correlations between two distant spheres in the conformal vacuum. More specifically, we consider the subregion as consisting of two spheres $A_1$ and $A_2$ of radius $R_1 = R_2 = R$ separated by a large distance $L \gg R$ (see figure 2).

One can view this as a deformation to the $L = \infty$ limit, where the reduced density matrix factorizes $\rho_{A_1 \cup A_2} = \rho_{A_1} \otimes \rho_{A_2}$. For finite $L \gg R$, the effects on each spherical component due to the other one is small, and one can do perturbation theory in $R/L$. To clarify further, let us understand the effect of such “correlational” deformation from both the boundary and bulk point of views. From the boundary perspective, the modular flow associated with each sphere is local, but their corresponding isometries are not compatible; therefore once we include both spheres as the subregion, the modular flow cease to be local in each component due to the correlation. From the bulk perspective, in the $L \gg R$ regime the classical minimal (RT) surface is simply the union of the minimal surfaces from both components, so is the causal horizon; on the other hand, the Q.E.S receives a correction relative to the causal horizon due to the mutual information of bulk QFT between the two components, and therefore a causal shadow emerges from such quantum corrections in $G_N$. As result, the causal shadow in our set-up admits a double-expansion: boundary “OPE”
in \( R/L \) and bulk quantum corrections \( G_N \); our goal is to study the leading order result for both expansions. One nice feature of the set-up is that the causal horizon, which is usually more difficult to capture in generic cases, remains intact under this deformation; this makes it easier to study properties of causal shadows, and is the main reason for our choice.

This paper is organized as follows. In section 2 we revisit known cases with degenerate causal shadow, the purpose is to relate local behavior of modular flow to the degeneracy of causal shadows in a more general context; in section 3 we compute the linear shape dependence of bulk mutual information between two entanglement wedges, which is the driving ingredient giving rise to a non-degenerate causal shadow; in section 4 we obtain the geometry of the causal shadow by solving the bulk Q.E.S equation to the leading order in both \( G_N \) and \( R/L \); in section 5 we discuss the properties and implications of perturbative causal shadows from the general perspective of boundary CFTs, and explore the possibility of extracting a positivity condition that characterizes the causal shadows; in section 6 we summarize the paper and propose some future works.

## 2 From local modular flow to degenerate causal shadows

Before embarking on the perturbative study of causal shadows, we begin in this section by revisiting the degenerate case \( \mathcal{C}_W(A) = \mathcal{E}_W(A) \). Examples of such cases include the Rindler half-plane in relativistic QFT vacuum and spherical region in CFT vacuum. In each example one can check explicitly the coincidence between the entanglement wedge and causal wedge as well as the local nature of associated modular flow. In order to further understand the relation between these two phenomena, in this section we will construct an argument that starts from the local behavior of modular flow and leads to the degeneracy of causal shadow. Due to the potential subtleties in dealing with the most general cases, e.g. issues related to analytic continuation between Euclidean and Lorentzian geometries, we do not pretend to provide a rigorous and general proof for the implication relations between the two phenomena. Whenever needed we will make convenient assumptions that are true in the known examples — the point is rather to identify the essential logic that control the degeneracy of causal shadow in these cases.

Before proceeding with the argument, let us first set up the context of our discussions. To be more generic, we allow the boundary CFT to be defined with a background metric \( G \) and possible sources \( J \) turned on. For simplicity we only consider the vacuum state \( \Omega \) and a simply connected subregion \( A \), out of which we can construct a reduced density matrix \( \rho_A = \text{tr}_\omega |\Omega\rangle \langle \Omega| \).\(^2\) We assume that \( \Omega \) is well-defined on \( G \) and admits a Euclidean path-integral definition for its Hartle-Hawking wave-functional, so that the reduced density matrix elements can be written schematically as:

\[
\left[ \rho_A \right]_{\alpha \beta} = \int [D\Phi]_{\Phi^+(A) = \alpha}^{\Phi^-(A) = \beta} \ e^{-I_E(G,J,\Phi)}
\]  

\(^2\)Strictly speaking, in QFTs the tensor-product structure \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_{\bar{A}} \) of the Hilbert space and thus the existence of reduced density matrix is problematic. There exists more rigorous ways to construct the various objects in our discussion using the algebraic framework \([24]\). In this paper, we shall take the less rigorous approach using the reduced density matrix.
where \( \Phi \) denotes the boundary quantum fields collectively. From the reduced density matrix one can define the corresponding modular Hamiltonian:

\[
\rho_A = e^{-2\pi K_A}
\]

and use it to define the modular flow \( O \to O^{(s)} \) by conjugation on operators:

\[
O^{(s)} = e^{is K_A} O e^{-is K_A}
\]

To appreciate the choice of terminology, we recall that when the density matrix \( \rho \) takes the special form of canonical ensemble, the modular Hamiltonian becomes the physical Hamiltonian and modular flow is simply the time evolution in Heisenberg picture. When the modular flow maps a local operator to another local operator, i.e.

\[
O^{(s)}(x) \propto O(x(s)), \ x \in A, x(s) \in \mathbb{R}^{d-1,1}
\]

then we refer to such a modular flow as being local. The locus \( \{x(s), s \in \mathbb{R}\} \) is called the modular trajectory through \( x \). To better relate to the Euclidean path-integral definition of \( \rho_A \), we assume that there exists an analytic continuation of (2.4) via wick-rotating \( s \to i\theta \):

\[
O^{(i\theta)}(x) \propto O(x(i\theta)), \ x \in A, x(i\theta) \in \mathbb{R}^d
\]

that moves from the Lorentzian to the Euclidean section, see figure 3. There is a generalized KMS condition for the modular flowed operator, which dictates that the Euclidean modular trajectories form closed loops with period \( 2\pi \):

\[
x(i\theta) = x(i\theta + 2\pi i), \ \forall x \in A
\]

We now argue that these properties imply that the causal shadow is degenerate, i.e. \( \mathcal{C}_W(A) = \mathcal{E}_W(A) \). Recall that the Q.E.S is defined by the following extremization property of the generalized entropy \( S_{\text{gen}} \):

\[
\Sigma_A = \text{Ext}_{\Sigma'} \left\{ S_{\text{gen}} (\Sigma') = \frac{\text{Area} (\Sigma')} {4G_N} + S_{\text{bulk}} (a'), \partial \Sigma' = \partial A, \partial a' = \Sigma' \cup A \right\}
\]
where $S_{\text{bulk}}(a)$ is the entanglement entropy of the bulk effective QFT on the bulk subregion $a$. The extremization is over bulk surfaces homologous to $A$, while recent developments [25] have suggested it can also include additional closed regions, i.e. “islands”. We do not consider possible issues with islands in this paper. Following the decomposition of $S_{\text{gen}}$ into the classical contribution and quantum corrections, our argument also consists of two parts. The first part concerns the RT surfaces, we argue that they coincide with causal horizons; the second part concerns quantum corrections, and we argue that they do not shift the Q.E.S relative to RT surfaces.

2.1 Classical analysis

We first argue that in the case of local modular flow, the classical RT surface $\tilde{\Sigma}_A$ coincides with the causal horizon $C_A$. In its essence, this is a statement regarding both the boundary and bulk geometries. So we proceed by analyzing the implications of the local nature of modular flow defined in (2.5) about the underlying geometries.

2.1.1 Group of conformal isometries

We begin with the boundary CFT. Local modular flows are highly non-generic, because it imposes strong geometrical constraint on the defining state and subregion. For example, requiring (2.5) to hold for all $O$ implies that there is an $U(1)$ group of isometries associated with the Euclidean path-integral (2.1). In particular, this means that the background metric $G$ and external sources $J$ are all invariant under the action:

$$G \circ U(\theta) = G, \quad J \circ U(\theta) = J, \quad 0 \leq \theta \leq 2\pi \quad (2.8)$$

In addition, the entangling surface $\partial A$ is fixed under the $U(1)$ isometry group actions. In the case of CFTs, the constraint can be relaxed to accommodate conformal isometries, i.e.

$$G \circ U(\theta)(x) = \Lambda_\theta(x)^{-\Delta}G(x) \quad (2.9)$$

in which case there will be an additional factor of $\Lambda_\theta(x)^{-\Delta}$ on the r.h.s. of (2.5).

In the context of AdS/CFT, these (conformal) isometries are part of the asymptotic boundary conditions. We assume that these symmetries are not “spontaneously broken” by the dominant bulk saddle dual to the state $\Omega$, i.e. there exist bulk extensions of the $U(1)$ group of boundary isometries or conformal isometries — in both cases their bulk extensions are ordinary isometries of the bulk metric $g_{\mu\nu}$. Furthermore, the classical RT surface $\tilde{\Sigma}_A$ is fixed under the bulk isometries, they are simply the bulk extension of the boundary fixed-surface $\partial A$. This is a non-trivial assumption we make about bulk dynamics which is valid in the known examples we consider. One can then expand the metric about $\tilde{\Sigma}_A$ in Gaussian-normal coordinates as:

$$ds^2 = dr^2 + g_{\theta\theta}(r,y)d\theta^2 + g_{ij}(r,y)dy^idy^j, \quad i, j = 2, \ldots, d + 1 \quad (2.10)$$

where $r$ is the proper length along radial geodesics orthogonal to $\tilde{\Sigma}_A$, and smoothness of the Euclidean geometry implies that $g_{\theta\theta}(r,x) = r^2 (1 + O(r))$ as $r \to 0$. The bulk isometries

---

3 Notice we placed a tilde in the RT surface $\tilde{\Sigma}_A$ to distinguish from the quantum extremal surface $\Sigma_A$. 
correspond to rotations about $\tilde{\Sigma}_A$: $\theta \rightarrow \theta + \text{const}$. The fixed-surface $\tilde{\Sigma}_A$ is automatically a minimal surface, in fact it is a totally geodesic surface. A totally geodesic sub-manifold is special in that its extrinsic curvature tensors vanish identically $K^a_{ij} = 0$ while a minimal surface only requires their traces to vanish: $\text{tr} K^a = 0$.

Next we assume the analytic continuation $\theta \rightarrow is$ can also be extended into the bulk saddle point geometry, which moves from the Euclidean bulk saddle into the Lorentzian section with metric:

$$ds^2 = dr^2 - g_{\theta\theta}(r,y)ds^2 + g_{ij}(r,y)dy^i dy^j, \quad i, j = 2, \ldots, d + 1 \quad (2.11)$$

The bulk isometries guarantee that such a bulk Lorentzian section is well-defined, on which the entanglement wedge is defined. Now we have a $\mathbb{R}$ group of (conformal) isometries: $s \rightarrow s + \text{const}$ from the (Lorentzian) boundary extended into the bulk. In particular, this implies that the local modular trajectories $x(s)$ are also extended into the bulk. We assume the Hartle-Hawking state $\Omega$ has a reflection symmetry under $\tau \rightarrow -\tau$ which again is respected by the bulk Euclidean saddle, then the modular trajectories for real $s$ are time-like curves in space-time. This follows in two steps. Firstly, the reflection symmetry in Lorentzian $t \rightarrow -t$ implies that the boundary/bulk modular trajectories are orthogonal to $A/a$, which are part of the $t = 0$ boundary/bulk Cauchy slice. This is because they are integral curves of (conformal) isometries and so must also be reflection symmetric under $t \rightarrow -t$. Secondly, being time-like at the intersections with $A/a$ and being integral curves of (conformal) isometries, the modular trajectories must remain time-like throughout the entire journey.

2.1.2 Caustics structures on null geodesic congruences

On the boundary, as we take the limit $x \rightarrow \partial A$ for $x \in A$, the modular trajectories $x(s)$ approach future/past directed inward null geodesics from $\partial A$ orthogonally for positive/negative $s$, as can be inferred from the $r \rightarrow 0$ limit of (2.11). In other words, the inward orthogonal null geodesic congruences $N^\pm(\partial A)$ from $\partial A$ coincide with limiting class of modular trajectories:

$$N^\pm(\partial A) = \left\{ \lim_{x \rightarrow x'} x(s), x \in A, s \in \mathbb{R}^+, x' \in \partial A \right\} \quad (2.12)$$

Similarly for the inward orthogonal null geodesic congruences $N^\pm(\tilde{\Sigma}_A)$ in the bulk from $\tilde{\Sigma}_A \subset \partial a$, we have that:

$$N^\pm(\tilde{\Sigma}_A) = \left\{ \lim_{x \rightarrow x'} x(s), s \in \mathbb{R}^+, x \in a, x' \in \tilde{\Sigma}_A \right\} \quad (2.13)$$

The distributions of the modular parameter $s$ along the null geodesic congruences become singular in the $r \rightarrow 0$ limits of (2.12), (2.13); a more natural parametrization is to foliate them into slices of constant affine parameters $(u, v)$. In order to do this, the $r \rightarrow 0$ and $s \rightarrow \pm\infty$ limits need to be taken simultaneously so as to keep the affine parameters $u = re^s$ on $N^+$, or $v = re^{-s}$ on $N^-$ fixed.
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The above characterization leads to the following crucial property regarding these null congruences: they do not develop caustics except at singularities of the Lorentzian conformal factors, which can only be on the boundary. Roughly speaking, caustics are space-time incidents where nearby null geodesics in the congruence cross one another, see figure 4. For simplicity we focus on the $N^+(\Sigma_A)$. Since the bulk modular trajectories are integral curves of isometries, therefore proper distances $dx(s) = |x'(s) - x(s)|$ between nearby points at $x$ are preserved under $s$ evolution:

$$dx(s) = dx(0), \quad x, x' \in a$$  \hfill (2.14)

Taking the appropriate $x, x' \to y, y' \in \tilde{\Sigma}_A$ limits while keeping the affine parameter $u$ fixed, we have that orthogonal proper distances $dy(u)$ between nearby null geodesics on $N^+(\Sigma_A)$ are preserved under shifts in $u$, and thus no bulk caustics can develop on these null geodesic congruences from $\Sigma_A$ — except the limit when they reach the asymptotic boundary. So next we discuss the boundary congruence $N^+(\partial A)$. In this case, isometries can be conformal, so near the fixed points $\partial A$ one can write the boundary Euclidean and Lorentzian metrics as:

$$ds^2_E = \Lambda^2_E(\theta, r, y) \left( dr^2 + \tilde{G}_{\theta\theta}(r, y) d\theta^2 + \tilde{G}_{ij}(r, y) dy^i dy^j \right)$$

$$ds^2_L = \Lambda^2_L(s, r, y) \left( dr^2 - \tilde{G}_{\theta\theta}(r, y) ds^2 + \tilde{G}_{ij}(r, y) dy^i dy^j \right), \quad i, j = 2, \ldots, d \quad (2.15)$$

where we assume the analytic continuation between Lorentzian and Euclidean conformal factors $\Lambda_L(s, r, y) = \Lambda_E(is, r, y)$ is well-defined. As a result of the conformal isometries, the orthogonal proper distances $dy(u)$ between nearby null geodesics do change with the affine parameters $u$ along $N^+(\partial A)$, but the ratios are controlled by the conformal factors:

$$dy(u) = \left[ \frac{\Lambda(u, y)}{\Lambda(0, y)} \right] dy(0), \quad \Lambda(u, y) = \lim_{r \to 0} \left\{ \Lambda_L(s, r, y), \quad re^s = u \right\}, \quad y \in \partial A \quad (2.16)$$

Therefore away from singularities of $\Lambda(u, y)$ or the similarly defined $\Lambda(v, y)$, no caustics can develop along $N^\pm(\partial A)$. For example, for $A$ being the spherical region in the conformal
vacuum, the tips of its null-cone are caustics of this nature. From now on we consider the
conformal frame in which $A$ is bounded, so that caustics are guaranteed to arise. This will
avoid the issue of identifying infinities.

We shall assume that the null-cone tips are good representatives of the caustics that
can arise at the level of generality we wish to consider regarding local modular flow. In
more precise terms, we assume that caustics can only appear as space-time points where all
orthogonal null geodesics on $N^\pm(\partial A)$ converge at the same point — in fact together with
other modular trajectories $\{x(s), s \in \mathbb{R}, x \in A\}$. Admittedly this is a crucial and strong
assumption, so we should provide some heuristics for its plausibility. Using the metric
ansatz (2.15) for $G$, we can write its scalar curvature $R_G$ as:

$$
R_G = e^{2f} \left( R_{\tilde{G}} + 2(d-1)\nabla_{\tilde{G}}^2 f - (d-2)(d-1)|\nabla_{\tilde{G}} f|^2 \right), \quad \Lambda_L = e^{-f} \quad (2.17)
$$

where $\tilde{G}$ is the rescaled metric:

$$
ds^2 = dr^2 - \tilde{G}_{\theta\theta}(r,y)ds^2 + \tilde{G}_{ij}(r,y)dy^i dy^j \quad (2.18)
$$

With both $\tilde{G}$ and $G$ fixed, (2.17) can be viewed as a complicated non-linear PDE for $f$:

$$
2(1-d)\nabla_{\tilde{G}}^2 f + (d-2)(d-1)|\nabla_{\tilde{G}} f|^2 - R_{\tilde{G}} + e^{-2f}R_G = 0 \quad (2.19)
$$

As discussed before, the caustics are where the “dilaton” diverges: $f \to \infty$. The structure
of such caustics is controlled by the following constraints:

1. The scalar curvature $R_{\tilde{G}}$ is smooth and independent of $s$.
2. The physical metric $G$ is also smooth.
3. In particular, $R_G$ remains finite at the caustics where $f \to \infty$.

As a result one can neglect terms proportional to $R_G$ and $R_{\tilde{G}}$ near the caustics, where the
condition (2.20) becomes approximately a quasi-linear wave equation in $(s,x)$ coordinates
with Dirichlet boundary condition imposed at $\partial A$:

$$
\nabla_{\tilde{G}}^2 f(s,x) \approx \left( \frac{d-2}{2} \right) |\nabla_{\tilde{G}} f(s,x)|^2, \quad f \to \infty \quad (2.20)
$$

where $s \in \mathbb{R}$ is the time coordinate and $x = (r,y) \in A$ represent spatial coordinates. The
non-linear term $|\nabla_{\tilde{G}} f|^2$ shifted to the r.h.s. can be viewed effectively as a dynamical source
for the wave equation. One likely scenario is that $f(s,x) \to \infty$ as $s \to \pm\infty$ collectively for
all $x \in A$, which is the case for a vacuum sphere in CFTs. More generally we may expect any
local diverging behaviors of $f$ to drive the wave while also propagate spatially throughout $A$.
As a result for bounded and simply connected $A$, the divergences of $f$, if present, cover
the whole spatial domain: i.e. the conformal factor $\Lambda_L \to 0$ along every modular curve
$\{x(s), s \in \mathbb{R}\}$ for $x \in A$. This means that the physical volumes of spatial-slices for the
“modular-flow wedge”:

$$
M_A = \{x(s), s \in \mathbb{R}, x \in A\} \quad (2.21)
$$
shrinks to zero as we approach the caustics, i.e. they become tips of the null congruences $N^\pm(\partial A) = \partial M_A$. This is indeed a crude heuristics regarding the plausibility of our assumption: tip of null cone is the prototype of caustics when modular flow is local. Strictly speaking we could not rule out other possibilities e.g. that they form a fractal structure also with zero-volume. A more careful analysis would involve a systematic treatment of the non-linear PDE (2.20) that is beyond the scope of this work, we leave this for future investigations.

2.1.3 Coincidence between RT surface and causal horizon

Proceeding with the assumption, it then implies that the null geodesic congruences $N^\pm(\partial A)$ coincide with the Cauchy horizon $H^\pm(A)$. Recall that the Cauchy horizon of an achronal set $S$ is the boundary of its Cauchy development:

$$ H^\pm(S) = D^\pm(S) \quad (2.22) $$

where $\pm$ denotes the future/past component. We then recall the following property of Cauchy horizon $H^\pm(S)$ starting from $\partial S$: they coincide with the null geodesic congruences $N^\pm(\partial S)$ all the way until encountering caustics [26]. Beyond caustics the null geodesic exits the Cauchy horizon $H^\pm(S)$ — if $H^\pm(S)$ do not happen to end there, and enters the interior of $D^\pm(S)$. Under our assumption, the caustics on $N^\pm(\partial A)$ are null-cone tips where all orthogonal null geodesics converge; it is easy to see that they are also the future/past end-points of the Cauchy horizons $H^\pm(A)$. Therefore their coincidence is global, i.e.

$$ N^\pm(\partial A) = H^\pm(A) = \dot{D}^\pm(A) \quad (2.23) $$

Finally we move into the bulk and argue the coincidence between RT surface and causal horizon: $\tilde{\Sigma}_A = C_A$. Recall that the causal horizon is defined by the intersection of two causal boundaries in the bulk that are of the event-horizon type:

$$ C_A = \dot{J}^+(D(A)) \cap \dot{J}^-(D(A)) \quad (2.24) $$

while the two null geodesic congruences intersect at the RT surface:

$$ \tilde{\Sigma}_A = N^+(\tilde{\Sigma}_A) \cap N^-(\tilde{\Sigma}_A) \quad (2.25) $$

It is therefore sufficient to show that:

$$ N^\pm(\tilde{\Sigma}_A) = \dot{J}^\pm(D(A)) \quad (2.26) $$

between $\tilde{\Sigma}_A$ and the asymptotic boundary. Analogous to the case of Cauchy horizons, the event-horizon type boundaries $\dot{J}^\pm(D(A))$ coincide with the bulk orthogonal null geodesic congruences $N^\pm(S_A^\pm)$ from $S_A^\pm$ until encountering caustics, where $S_A^\pm$ are the future/past boundaries of the Cauchy horizons $H^\pm(A)$. In general $S_A^\pm$ are achronal sets, but in our cases they are simply the future/past null-cone tips. On the other hand, we have shown that there is no bulk caustics on $N^\pm(\tilde{\Sigma}_A)$, thus they are smooth null surfaces in the bulk. As a result their intersections with the asymptotic boundary, denoted $\partial N^\pm(\tilde{\Sigma}_A)$, is connected.
Figure 5. We are only showing the future components. In the absence of the bulk caustics on it, $N^+(\tilde{\Sigma}_A)$ intersects with the asymptotic boundary at $N^+(\partial A) \cup S^+_b$, with $S^+_b = S^+_A$ in the form of a null-cone tip in our cases.

Furthermore, the RT surface intersects the asymptotic boundary at $\partial \tilde{\Sigma}_A = \partial A$, therefore we have that:

$$\partial N^\pm(\tilde{\Sigma}_A) = S^\pm_b \cup N^\pm(\partial A) = S^\pm_b \cup H^\pm(A)$$

where $S^\pm_b$ denote the intersections on the asymptotic boundary of all the bulk orthogonal null geodesics on $N^\pm(\tilde{\Sigma}_A)$, see figure 5. Hence $S^\pm_b \cup H^\pm(A)$ is connected, and because $H^\pm(A)$ is already a connected null cone with the future/past tip $S^\pm_A$, we must have that $S^\pm_b = S^\pm_A$. We conclude that all orthogonal null geodesics on $N^\pm(\tilde{\Sigma}_A)$ converge to the asymptotic boundary at $S^\pm_A$. Reversing the direction, $N^\pm(\tilde{\Sigma}_A)$ can be viewed as null geodesic congruences from $S^\pm_A$ to $\tilde{\Sigma}_A$ that contain no caustics, and thus coincide with $\mathcal{J}^\pm(D(A))$ in between. This completes our argument for the coincidence between RT surface and causal horizon.

2.2 Quantum corrections

At small but finite $G_N$, the entanglement wedge $\mathcal{E}_W(A)$ is instead defined by the Q.E.S which extremizes the generalized entropy $S_{\text{gen}}$ in (2.7) rather than the geometric area like RT surface does. In general, this is a perturbative modification to the extremality condition that will result in a correction in the location of Q.E.S relative to the classical RT surface. To argue that $C_W(A) = \mathcal{E}_W(A)$, or the coincidence between Q.E.S and causal horizon, we should argue in addition to subsection 2.1 that the Q.E.S coincides with the classical RT surface, i.e. $\Sigma_A = \tilde{\Sigma}_A$. This amounts to saying that the classical RT surface, apart from being a minimal surface, also extremizes the generalized entropy:

$$\left( \frac{\partial S_{\text{gen}}(\Sigma')}{\delta \Sigma} \right)_{\tilde{\Sigma}_A} = \frac{1}{4G_N} \left( \frac{\delta \text{Area}(\Sigma')}{\delta \Sigma'} \right)_{\tilde{\Sigma}_A} + \left( \frac{\delta S_{\text{bulk}}(a')}{\delta \Sigma'} \right)_{\tilde{\Sigma}_A} = 0, \quad \partial a' = \Sigma' \cup A$$
Figure 6. Relating shape deformation to metric deformation via a corresponding diffeomorphism.

The classical RT surface is defined by the vanishing of the first area term, so its coincidence with the Q.E.S is dictated by satisfying:

\[
\delta S_{\text{bulk}}(a') \delta \Sigma_A = 0
\] (2.29)

In order to show this, we need to work with the shape-perturbation theory of bulk entanglement entropy defined on the bulk saddle \( B \) as background, compute the linear response of entanglement entropy under infinitesimal shape deformations \( \Sigma_A \rightarrow \Sigma' = \Sigma_A + \lambda \, \delta \Sigma, \lambda \ll 1 \):

\[
S_{\text{bulk}}(a') - S_{\text{bulk}}(a) = \lambda \, \delta S_{\text{bulk}}(a) + O(\lambda^2)
\] (2.30)

and show that the linear response \( \delta S_{\text{bulk}}(a) = 0 \) for deformations confined in the bulk, i.e. do not change the boundary subregion \( A \).

2.2.1 Shape perturbation theory and entanglement first law

Let us quickly recall the basic ingredients involved in the computation, which also applies to latter computations. More details can be found in [27–31]. At the leading order in \( G_N \) relevant for the bulk QFT, we can assume the quantum state to be in the ground-state whose wave-functional admits a Hartle-Hawking type Euclidean path-integral in the lower-half-plane of the bulk saddle \( B \). As a result, the reduced density matrix elements on a bulk subregion \( a \) can be written in terms of the Euclidean path-integrals with branch-cuts on \( a \) similar to (2.1):

\[
\langle \alpha | \rho_a(g, j) | \beta \rangle = \int_{\phi(a^-) = \beta} [D\phi] e^{-iS_{\text{bulk}}(g, j, \phi)}
\] (2.31)

where \( \phi \) denotes the bulk quantum fields collectively, and \((g, j)\) represent the bulk metric and sources of the bulk saddle \( B \). Now we perform an infinitesimal shape deformation of the entangling region \( a \rightarrow \tilde{a} \). For such a deformation, we can always find a corresponding coordinates transformation \( \mathcal{F} : x^\mu \rightarrow \tilde{x}^\mu(x) = x^\mu + \eta^\mu(x) \) on the whole Euclidean space-time such that \( \mathcal{F}(\tilde{a}) = a \) (see figure 6).

Via diffeomorphism equivalence we can then trade the shape-deformation for a metric deformation \( g_{\mu\nu} \rightarrow \tilde{g}_{\mu\nu} \) together with other sources \( j \rightarrow \tilde{j} \) and write the reduced density
matrix elements as:

\[
\langle \alpha | \rho_\alpha (g, j) | \beta \rangle = \langle \tilde{\alpha} | \rho_\alpha (\tilde{g}, \tilde{j}) | \tilde{\beta} \rangle = \int_{\phi(a^-) = \tilde{\beta}} [D \phi] e^{-S_{\text{bulk}}(\tilde{g}, \tilde{j}, \phi)}
\]

(2.32)

where the new quantities are:

\[
\tilde{\alpha} = \alpha \circ F^{-1}, \quad \tilde{\beta} = \beta \circ F^{-1}, \quad \tilde{g} = g \circ F^{-1}, \quad \tilde{j} = j \circ F^{-1}
\]

(2.33)

For simplicity we will assume \( j = 0 \) and only consider bulk metric \( g \). For deformations \( \eta^\mu (x) \) that are small, we can extract the change in the reduced density matrix to leading order in \( \eta \). They are simply given by the linear response of the metric deformation, i.e. proportional to the bulk stress tensor \( T_{\mu\nu}^{\text{bulk}} \):

\[
\delta g_{\mu\nu} = 2 \nabla^\mu \eta^\nu, \quad U|\tilde{\alpha}\rangle = |\alpha\rangle
\]

(2.34)

In order to compute the change in entanglement entropy, recall that under any change of the reduced density matrix: \( \tilde{\rho}_a \to \rho_a + \lambda \delta \rho_a, \quad \lambda \ll 1 \), the first order change is dictated by the so-called entanglement first law:

\[
\delta S_{\text{bulk}}(a) = \lambda \text{tr} \delta \rho_a H_a + \mathcal{O}(\lambda^2), \quad H_a = -\ln \rho_a
\]

(2.35)

where \( H_a \) is the (bulk) modular Hamiltonian associated with \( \rho_a \). This is a consequence of the positivity constraint for the relative entropy between \( \rho_a \) and \( \tilde{\rho}_a \). Combining the entanglement first law with the shape perturbation theory (2.34), one can write the linear response of entanglement entropy under shape deformation in terms of correlation functions between stress tensor and modular Hamiltonian:

\[
\delta S_{\text{bulk}}(a) = S_{\text{bulk}}(\tilde{\alpha}) - S_{\text{bulk}}(a) = -\text{tr} \left( U^{-1} \circ \rho_a \circ U \right) \ln \left( U^{-1} \circ \ln \rho_a \circ U \right) + \text{tr} \rho_a \ln \rho_a
\]

\[
= \text{tr} \delta \rho_a H_a + \mathcal{O}(\eta^2) = \int_B dx \sqrt{g} \nabla^\mu \eta^\nu (x) \text{tr} \left\{ \rho_a T_{\mu\nu}^{\text{bulk}}(x) H_a \right\} + \mathcal{O}(\eta^2)
\]

(2.36)

### 2.2.2 Extremization of bulk entropy by RT surface

Now we use the entanglement first law (2.36) to compute the shape response of bulk entanglement entropy across the RT surface \( \tilde{\Sigma}_A \) in the cases with local modular flow. We will continue to work with the assumption that the local nature implies the existence of a \( U(1) \) group of bulk isometries in the Euclidean bulk saddle \( B \), by which the RT surface is fixed under. Now we put in an arbitrary infinitesimal shape deformation about \( \tilde{\Sigma}_A \) represented by the vector field \( \eta^\mu (x) \) supported away from the asymptotic boundary. One can now integrate by parts of (2.36) and write the linear response for the bulk entanglement entropy as a sum of boundary and bulk contributions:

\[
\delta S_{\text{bulk}}(a) = \int_{\partial B} \eta^\mu \eta^\nu (x) \left\langle T_{\mu\nu}^{\text{bulk}}(x) H_a \right\rangle + \int_B dx \sqrt{g} \eta^\nu (x) \left\langle \nabla^\mu T_{\mu\nu}^{\text{bulk}}(x) H_a \right\rangle
\]

(2.37)
Figure 7. The UV cut-off tube $\partial \mathcal{B} = S^1_\epsilon \times \tilde{\Sigma}_A$, outlined by the dotted blue lines. Only the zero-modes $\eta_0$ of the deformation vector fields are relevant for our analysis.

where $n^\mu$ is the unit normal vector to $\partial \mathcal{B}$. The second bulk term will vanish for general $x$ by the conservation law $\nabla^\mu T_{\mu \nu}^{\text{bulk}}(x) = 0$ except for contact terms when $x$ coincides with the support of $H_a$, i.e. $x \in a$. When this happens, using the invariance of $H_a$ under and the local property of modular flow we can relate the correlation function at $x$ to that at any $x(\theta') \notin a$ and argue that they still vanish:

$$\left\langle \nabla^\mu T_{\mu \nu}^{\text{bulk}}(x) H_a \right\rangle = \text{tr} \rho_a \left( \nabla^\mu T_{\mu \nu}^{\text{bulk}}(x) H_a \right) = \text{tr} \rho_a \left( e^{H_a \theta'} \nabla^\mu T_{\mu \nu}^{\text{bulk}}(x) e^{-H_a \theta'} H_a \right) = 0 \quad (2.38)$$

So we are only left with the boundary term on $\partial \mathcal{B}$. The boundary consists of two components: one is the asymptotic boundary, but since we have made the support of $\eta^\mu(x)$ away from it so we do not need to consider this as part of $\partial \mathcal{B}$ for our purpose; what remains is a “tube” of small radius $\epsilon$ about the RT surface, see figure 7:

$$\partial \mathcal{B} = S^1_\epsilon \times \tilde{\Sigma}_A \quad (2.39)$$

The inclusion of this tube in $\partial \mathcal{B}$ is related to the UV regularization needed to compute entanglement entropy, in particular through the replica trick. The small radius $\epsilon$ is the UV cut-off parameter that we should send to $\epsilon \to 0$ in the end.

In our cases, there is a U(1) group of bulk isometries fixing $\tilde{\Sigma}(A)$. We invoke the Gaussian normal coordinates (2.10) for the Euclidean metric near the fixed points $\tilde{\Sigma}(A)$ which is represented by $r = 0$. In fact, the bulk isometries imply that the orthogonal radial geodesics never form caustics in the bulk, analogous to the null geodesics in the Lorentzian
arguments one can easily show that the remaining contour integrals all vanish, and so is valid for any choice of \( \tau \) in the last line we have re-written the contour integral in terms of \( \theta \):
\[
\delta S = \sum_{n \geq 0} \eta_n^\mu(r, y) (w^n + \bar{w}^n), \quad \eta_n^\mu(0, y) = r [\partial_r, \eta_n^\mu](0, y) + \ldots
\] (2.41)

Different modes \( \eta_n^\mu(r, y) \) deform properties of the tube at about \( r = \epsilon \) in different ways. In particular, the zero-mode \( \eta_0^\mu \) translate the tube locally at each point \( y \in \Sigma_A \); while higher modes deform the shape of the tube locally, e.g. \( \eta_n^\mu \) changes the radius of the tube, etc. We are only interested in deforming the shape of \( \Sigma_A \) but keeping the UV cut-off scheme intact, this corresponds to the zero-mode action \( \eta_0^\mu \). Therefore for our purpose we shall work with the ansatz where all the higher modes are turned off: \( \eta_n^\mu = 0, n \geq 1 \), i.e. \( \eta^\mu \) is independent of \( \theta \). Furthermore, for the same shape deformation there is still gauge choice regarding its representation in terms of \( \eta^\mu \), the most convenient gauge is so that it is orthogonal to the un-deformed surface \( \Sigma_A \). In the coordinates (2.10) this means it only has \( w, \bar{w} \) components, and we can further set \( \eta^\mu = \eta^\theta = \eta \) so that the deformation respects reflection symmetry and remains on the \( \tau = 0 \) plane, i.e. is purely spatial. Putting all these into consideration, \( \delta S_{\text{bulk}} \) is computed by:
\[
\delta S_{\text{bulk}}(a) = \int_{\Sigma_A} dy \eta(\epsilon, y) \sqrt{G_{ij}(\epsilon, y) G_{\theta \theta}(\epsilon, y) y^1/2}^{-1} \left( \oint_{|w| = \epsilon} dw \left( T_{w w}^{\text{bulk}}(w, \bar{w}, y) H_a \right) \right. \\
+ \oint_{|w| = \epsilon} d\bar{w} \left( T_{\bar{w} w}^{\text{bulk}}(w, \bar{w}, y) H_a \right) \right) + \text{c.c.}
\] (2.42)

where being a zero-mode \( \eta = \eta_0 \) has been taken outside of the angular integrals. In the limit of sending UV cut-off \( \epsilon \to 0 \), the diverging \( \epsilon^{-1} \) factor is cancelled by \( G_{\theta \theta}(r, y) \to r^2 \) behavior of metric as \( r \to 0 \). Now in order to argue that \( \delta S_{\text{bulk}} = 0 \), we focus on one of the contour integrals \( \oint w \) in the bracket and massage its form using its invariance under local modular flow as in (2.38):
\[
\mathcal{F} = \oint_{|w| = \epsilon} dw \left( e^{i \theta \tau} T_{w w}^{\text{bulk}}(w, \bar{w}, y) H_a \right) = e^{i \theta \tau} \oint_{|w| = \epsilon} dw \left( e^{-i \theta \tau} T_{w w}^{\text{bulk}}(w, \bar{w}, y) H_a \right) \\
= \oint_{|w| = \epsilon} dw \left( e^{i \theta \tau} \bar{w} e^{i \theta \tau} - \bar{w} e^{-i \theta \tau} \right) H_a \\
= e^{i \theta} \oint_{|w| = \epsilon} dw \left( \bar{w} e^{i \theta \tau} H_a \right) = e^{i \theta} \mathcal{F}
\] (2.43)

where in the last line we have re-written the contour integral in terms of \( w' = we^{i \theta \tau} \). This is valid for any choice of \( 0 \leq \theta' \leq 2\pi \), as a result we must have that \( \mathcal{F} = 0 \). Using similar arguments one can easily show that the remaining contour integrals all vanish, and so
$\delta S_{\text{bulk}}(a) = 0$. It is worth pointing out that in this argument, the fact that it is an exact isometry instead of a conformal isometry is important, because otherwise there will be an additional $\theta'$-dependent conformal factor from applying modular flow in the second line of (2.43) that ruins the argument. In fact this is the origin of the non-zero response for the non-universal part of entanglement entropy across spheres in vacuum CFTs.

We conclude that in the presence of $U(1)$ group of bulk isometries, the linear response of bulk entanglement entropy across the fixed-surface $\tilde{\Sigma}_A$ must vanish. As a result the bulk entanglement entropy contribution to $S_{\text{gen}}$ does not modify the position of Q.E.S relative the RT surface, so after including quantum corrections we still have the coincidence between Q.E.S and the causal horizon $\Sigma_A = \tilde{\Sigma}_A = C_A$, i.e. the causal shadow is degenerate.

### 3 Linear shape-dependence of the bulk mutual information

From this section on we begin our analysis of causal shadows in the context of perturbation theory. The first goal is to work out the perturbation theory explicitly in a particular case. To this end we shall focus on the following set-up. The degenerate case we choose to perturb about is a spherical subregion $A$ of radius $R$ in the boundary CFT vacuum state.

The conformal isometries are given by [32], see figure 8:

$$y_s^\pm = R \left( \frac{R + y^\pm}{R + y^\pm} \right) - e^{\mp 2\pi s} \left( \frac{R - y^\pm}{R - y^\pm} \right)$$

where we have taken the center to sit at the origin. There are various ways to perturb this case. In this paper, we take two spherical subregions $(A_1, A_2)$ of radii $(R_1, R_2)$ and place them in the same CFT vacuum separated by a large distance $L \gg R_1, R_2$. This can be viewed as a perturbation to two independent copies of the degenerate case: $\rho_{A_1 \cup A_2} = \rho_{A_1} \otimes \rho_{A_2}$, which can be identified with the limit of $L = \infty$. At finite $L$, the density matrix does not factorize but receive corrections suppressed by the small conformal ratio $\lambda = 4R_1R_2/L^2$:

$$\rho_{A_1 \cup A_2} = \rho_{A_1} \otimes \rho_{A_2} + \delta \rho_{A_1, A_2}(\lambda), \quad \lim_{\lambda \to 0} \delta \rho_{A_1, A_2}(\lambda) \to 0$$

From the modular flow point of view, $\rho_{A_1}$ and $\rho_{A_2}$ generate independent local modular flows, represented by conformal isometry groups fixing $\partial A_1$ and $\partial A_2$ respectively. When we couple the two subregions by placing them in the same CFT vacuum and separated by a finite $L$, the conformal isometries become incompatible with one another: the integral curves, or modular trajectories will cross. Therefore for finite $L$ the conformal isometries are broken and we no longer have smooth local modular flows about $A_1 \cup A_2$.

As a consequence, in the bulk we can no longer argue the coincidence between the Q.E.S and causal horizon. At the classical level, since we are far away from the entanglement transition, the RT surface $\tilde{\Sigma}_{A_1 \cup A_2}$ is simply the union of two RT surfaces associated with $A_1$ and $A_2$ individually:

$$\tilde{\Sigma}_{A_1 \cup A_2} = \tilde{\Sigma}_{A_1} \cup \tilde{\Sigma}_{A_2}$$

For disconnected $A_1$ and $A_2$ their causal horizons do not affect one another:

$$C_{A_1 \cup A_2} = C_{A_1} \cup C_{A_2}$$
Therefore from the discussion of section 2.1 we have that $\tilde{\Sigma}_{A_1 \cup A_2} = C_{A_1 \cup A_2}$, and the causal shadow is still degenerate classically. The finite $\lambda$ effects only show up at the level of bulk quantum corrections. In particular, the bulk generalized entropy is contributed by the bulk entanglement entropy across both $\tilde{\Sigma}_{A_1}$ and $\tilde{\Sigma}_{A_2}$ which is not simply additive:

$$S_{\text{bulk}}(a_1 \cup a_2) \neq S_{\text{bulk}}(a_1) + S_{\text{bulk}}(a_2)$$  \hspace{1cm} (3.5)

As a result, the extremal property of $S_{\text{bulk}}$ under shape deformation is broken by including both $a_1$ and $a_2$ as the subregion in the bulk. Therefore we expect non-zero corrections to the location of the Q.E.S relative to the RT surfaces while the causal horizon is defined purely classically and thus remains intact. In this way a causal shadow is generated perturbatively from the quantum corrections. Indeed from the discussion of section 2.2, the non-extremality under shape deformation is entirely contained in the bulk mutual information term:

$$\delta S_{\text{bulk}}(a_1 \cup a_2) = \delta S_{\text{bulk}}(a_1) + \delta S_{\text{bulk}}(a_2) - \delta S_{\text{bulk}}(a_1 \cup a_2) = \delta I_{\text{bulk}}(a_1, a_2) \neq 0$$  \hspace{1cm} (3.6)

To declutter notations we omit the bulk subscript from now on, all quantities are of bulk nature unless specified otherwise. Therefore in order to capture the causal shadow in this case, the first step is to grasp the non-vanishing response of $\delta I$ under shape deformations. It acts like the source that supports the genesis of the causal shadow. In the remaining of this section, we apply the shape perturbation theory and entanglement first law as in (2.2) to compute the linear shape dependence of bulk mutual information, this time without the bulk isometries.

3.1 Operator product expansion of the bulk modular Hamiltonian

The crucial element for applying the entanglement first law is the knowledge about the undeformed modular Hamiltonian. In the present case this is the bulk modular Hamiltonian
associated with the two bulk subregions $H_{a_1 \cup a_2}$. The corresponding modular Hamiltonian from each component is fixed by the bulk isometries to be:

$$H_{a_i} = \int_{a_i} dx q^\mu_i(x) n^\nu(x) T_{\mu\nu}(x), \quad i = 1, 2$$

(3.7)

where $q^\mu_i$ is the generator of the bulk isometry associated with $a_i$ and $n^\mu$ is the bulk normal vector to the time-slice. They do not produce a linear response under shape deformations, so as suggested by (3.6) we can subtract them off $H_{a_1 \cup a_2}$ and only consider the remaining part associated with the mutual information $I(a_1, a_2)$:

$$\Delta H_{a_1 \cup a_2} = H_{a_1 \cup a_2} - H_{a_1} - H_{a_2}$$

(3.8)

Apart from a few special cases e.g. the free Dirac fermion in two dimensions [33–35], the modular Hamiltonian for the subregion consisting of multiple spheres is hard to obtain in general. Using the replica trick, the mutual information can be obtained from the correlation function of two twist operators in the orbifold QFTs:

$$I(a_1 \cup a_2) = \lim_{n \to 1} \frac{1}{1 - n} \ln \left[ \frac{\langle \Sigma_{a_1}^n \Sigma_{a_2}^n \rangle}{\langle \Sigma_{a_1}^n \rangle \langle \Sigma_{a_2}^n \rangle} \right]$$

(3.9)

where $\Sigma_{a_1, 2}^n$ are the twist operators inserted across $\partial a_{1, 2}$. These are extended operators in the orbifold QFTs for spacetime dimensions $d > 2$. In the large distance limit, we can resort to the OPE approach and extract the leading order results. This means that we can expand the twist operators in terms of the local operator content in the orbifold QFTs. The OPE results of the mutual information between two spheres in the CFT vacuum has been studied in [36–38] which take the form:

$$I_{a_1 \cup a_2} \sim \left( \frac{4R_1 R_2}{L^2} \right)^{2\Delta} + \ldots \sim \lambda^{2\Delta} + \ldots$$

(3.10)

where $\Delta$ is the lowest conformal dimension in the operator spectrum of the CFT. The more refined OPE at the level of the modular Hamiltonian for $\Delta H$ has been similarly worked out in [39] in general terms, which we can adopt and apply to the computation of $\Delta H_{a_1 \cup a_2}$.

The bulk modular Hamiltonian $H_{a_1 \cup a_2}$ is defined with respect to the bulk effective QFT, which is not a CFT. Despite this the OPE method is still useful if we are only interested in obtaining the leading order result in the large separation limit $\lambda \ll 1$, and also particularly at the leading order in $1/N$, where the bulk effective QFT consists of free fields with various masses and spins. At this order the bulk OPE computation can be performed explicitly, as was done in [37], and one can check that the OPE takes the proper form where higher order contributions are suppressed by higher powers of $\lambda$. The bulk OPE for $\Delta H_{a_1 \cup a_2}$ proceeds by summing over contributions from these free fields. The dominant OPE contribution comes from that of the smallest mass, which for simplicity we assume to be a scalar. To be more concrete, we consider the relevant bulk action to consists of a massive free scalar minimally coupled to the bulk metric:

$$S = S_g + S_{\text{matter}}$$

$$= \frac{1}{16\pi G_N} \int_B d^{d+1}x \sqrt{g} (R - 2\Lambda) + \int_B d^{d+1}x \sqrt{g} \left( -\frac{1}{2} g^{\mu\nu} \nabla_\mu \phi \nabla_\nu \phi - \frac{1}{2} m^2 \phi^2 \right)$$

(3.11)
where $\Lambda = -\frac{d(d-1)}{2}$ is the cosmological constant and $\phi$ is scalar field with mass $m$. Only the matter action $S_{\text{matter}}$ is relevant for $\Delta H_{a_1 \cup a_2}$, the bulk metric can be taken as a fixed AdS$_{d+1}$ background, which we write in Poincaré coordinates:

$$ds^2 = -dt^2 + \sum_{i=1}^{d-1} dx_i^2 + \frac{dz^2}{z^2}, \quad z > 0$$

(3.12)

In this coordinate, the bulk subregions $a_1$ and $a_2$ are spatial hemispheres on the bulk $t = 0$ slice with radii $R_1$ and $R_2$ about the boundary centers $(r_1, \epsilon_z)$ and $(r_2, \epsilon_z)$, where $\epsilon_z \rightarrow 0$ is the UV regulator for their position along the $z$ direction:

$$a_1 = \{z^2 + (x - r_1)^2 = R_1^2, \quad z > 0\}, \quad a_2 = \{z^2 + (x - r_2)^2 = R_2^2, \quad z > 0\}$$

(3.13)

We need to perform the OPE for the bulk twist operators $\Sigma_{n}^{a_1, a_2}$ into local operators of the $\phi$ sector in the orbifold bulk effective QFT, i.e. $\phi^{(i)}, i = 1, \ldots, n$. A convenient choice for the location of $\phi^{(i)}$ when expanding $\Sigma_{n}^{a_1, a_2}$ is about their centers $(r_i, \epsilon_z)$. It turns out that the leading order OPE takes the form of the following bi-local operators connecting the different replica:

$$\Sigma_{n}^{a_1, a_2} = \langle \Sigma_{n}^{a_1, a_2} \rangle_B \left(1 + \frac{1}{2} (2R_{1,2})^{2\Delta} \sum_{j \neq k} c_{j-k}^{n} \phi^{(j)}(r_{1,2}) \phi^{(k)}(r_{1,2}, \epsilon_z) + \cdots \right)$$

(3.14)

where the scaling dimension $\Delta$ is determined by $m^2 = \Delta(\Delta - d)$. Similar to the usual OPE, the coefficients $c_{j-k}^{n}$ are obtained by taking the limit:

$$c_{j-k}^{n} = \lim_{r \rightarrow 0} \frac{\langle \Sigma_{n}^{a_1, a_2} \phi^{(j)}(r) \phi^{(k)}(r) \rangle}{\langle \phi^{(j)}(r_{1,2}, \epsilon_z) \phi^{(k)}(r) \rangle^2}$$

(3.15)

Using the bulk isometries across the individual hemi-sphere $a_{1,2}$ in the Euclidean AdS$_{d+1}$ background, $c_{j-k}$ can be explicitly obtained in [37] from the thermal correlator $g_n(\tau)$ between $\phi(0)$ and $\phi(\tau)$ on a bulk hyperbolic manifold with a conical defect:

$$c_{j-k}^{n} = \epsilon_z^{-2\Delta} \left(\frac{2\Delta-d}{C_{\Delta}}\right) g_n(\tau_j - \tau_k), \quad \tau_i = (2i + 1)\pi, \quad C_{\Delta} = \frac{\Gamma(\Delta)}{\pi^{d/2} \Gamma(\Delta-d/2)}$$

(3.16)

One can make use of the twist operator OPE (3.14) to derive that of the modular Hamiltonian term $\Delta H_{a_1 \cup a_2}$. This has been done in [39], and we briefly describe the derivation below. The main idea is still to use the replica trick, but this time start by computing the matrix elements of $\rho_{a_1 \cup a_2}^n \propto \Sigma_{n}^{a_1, a_2}$. The first step is to perform OPE on one of the twist operators, say $\Sigma_{n}^{a_2}$:

$$\rho_{a_1 \cup a_2}^n \propto \Sigma_{n}^{a_1} \left(1 + \frac{1}{2} (2R_{2})^{2\Delta} \sum_{j \neq k} c_{j-k}^{n} \phi^{(j)}(r_{2}, \epsilon_z) \phi^{(k)}(r_{2}, \epsilon_z) + \cdots \right)$$

(3.17)

which converges well in the limit of $\lambda \ll 1$. The next step is to compute the matrix elements $\langle \psi_{1} | \rho_{a_1 \cup a_2}^n | \psi_{2} \rangle$ via the OPE (3.17). This can be realized as a Euclidean path-integral on the conifold across $a_1$ with operators $\phi^{(j)} \phi^{(k)}$ as well as $\psi_{1,2}$ inserted, the latter two located
only on one of the branches. The summation can be implemented by contour integrals in the modular flow parameters \( s_j = 2\pi i j, s_k = 2\pi i k \). After appropriately deforming the integration contours, they can be brought into forms ready for the analytic continuation \( n \to 1 \). In this process the modular flow parameters \( s_j, s_k \) are lifted onto the real sections. We refer interested readers to [39] for more details. At the end of the day, we obtain the OPE for \( \Delta H_{a_1 \cup a_2} \) to be of the form:

\[
\Delta H_{a_1 \cup a_2} = \epsilon_z^{-2\Delta} \left( \frac{2\Delta - d}{C_\Delta} \right) \left( -\lambda^{2\Delta} \int_{-\infty}^{\infty} ds \ k_1(s) \ \phi^{-is}(r_2, \epsilon_z) \ \phi(r_2, \epsilon_z) \right) + \frac{i\lambda^{2\Delta}}{2\pi} 
\]

(3.18)

\[
\times \int_{-\infty}^{\infty} ds_j ds_k \ k_2(s_j, s_k) \ \phi^{-is_k-is_j}(r_2, \epsilon_z) \ \phi^{-is}(r_2, \epsilon_z)
\]

where the integration kernels \( k_1(s) \) and \( k_2(s_j, s_k) \) are specified by:

\[
k_1(s) = \frac{g_1(-is + \pi)}{4 \cosh^2(s/2)}
\]

\[
k_2(s_j, s_k) = \frac{1}{4 \cosh^2(s_j/2)} \left( \frac{1}{e^{s_k+is} - 1} + \frac{1}{e^{s_k-s_j} + 1} \right) c_1(-is_k + \epsilon)
\]

(3.19)

\[
c_1(\theta) = \frac{1}{(2 - 2 \cos \theta)^\Delta}
\]

We mention that \( g_1(\theta) \) is just the analytical continuation of the OPE coefficient \( g_n \) at \( n = 1 \). The operator \( \phi^{-is}(r_2, \epsilon_z) \) is defined by the bulk modular flow using \( \rho_{a_1} \):

\[
\phi^{-is}(r_2, \epsilon_z) = \rho_{a_1}^{is-1/2} \phi(r_2, \epsilon_z) \rho_{a_1}^{-is+1/2}
\]

(3.20)

Notice that the additional \((\pm 1/2)\) term in the exponent of \( \rho_{a_1} \) means that \( \phi^{-is}(r_2, z) \) is in fact an element of the operator algebra in \( D(a_1) \). By combining the \( \epsilon_z^{-2\Delta} \) factor with the bulk operators \( \phi(r_2, \epsilon_z) \) in (3.18), one recovers the boundary operator \( \mathcal{O} \) dual to \( \phi \) via the extrapolate dictionary:

\[
\lim_{\epsilon \to 0} \epsilon^{-\Delta} \phi(x, \epsilon_z) \to \mathcal{O}(x)
\]

(3.21)

Then by further identifying the bulk modular flow by \( \rho_{a_1} \) with the boundary modular flow by \( \rho_{A_1} \) through the JLMS proposal, one realizes that \( \Delta H_{a_1 \cup a_2} \) in fact matches to its boundary counterpart, see [40]:

\[
\Delta H_{a_1 \cup a_2}^{\text{bulk}} = \Delta H_{A_1 \cup A_2}^{\text{bdry}}
\]

(3.22)

### 3.2 Linear response of the bulk mutual information under shape deformations

With the OPE result (3.18) for the modular Hamiltonian \( \Delta H_{a_1 \cup a_2} \), we can go straight ahead and apply the entanglement first law to compute the linear response of the bulk mutual information under the shape deformation. Since we have chosen the OPE for \( \Sigma_n^a \) when expanding \( \Delta H_{a_1 \cup a_2} \), it makes sense to focus only on deforming \( a_1 \). They are defined similarly as before by a deformation vector field \( \eta \) on the RT surface:

\[
\Sigma(A_1) \to \Sigma(A_1) + \eta
\]

(3.23)
The application of the entanglement first law and shape perturbation theory proceeds the same as in the subsection 2.2, in the end we obtain the variation of the bulk mutual information under $\eta$ as the following surface integral:

$$
\delta I(a_1, a_2) = \int_{\partial \mathcal{B}} d^dY \sqrt{h(Y)} \ n^\nu \eta'(Y) (T^\phi_{\mu\nu}(Y) \Delta H_{a_1 \cup a_2})
$$

(3.24)

where $T^\phi_{\mu\nu}$ is the matter part stress tensor of the bulk action (3.11):

$$
T^\phi_{\mu\nu} = \nabla_\mu \phi \nabla_\nu \phi - \frac{1}{2} g_{\mu\nu} (\nabla \phi)^2 - \frac{1}{2} g_{\mu\nu} m^2 \phi^2
$$

(3.25)

and $\partial \mathcal{B}$ is basically the same cut-off tube discussed before, see figure 7. One then needs to plug (3.18) and (3.25) into (3.24) and crank through the subsequent computations. This is tedious but relatively straightforward. An analogous computation was performed in [40] for CFTs. The basic ingredients are correlators of the form:

$$
\mathcal{F}_{\mu\nu}(Y, s, s') = \varepsilon_z^{-2\Delta} (T^\phi_{\mu\nu}(Y) \phi^{-i\eta}(r_2, \varepsilon_z) \phi^{-i\eta'}(r_2, \varepsilon_z))
$$

(3.26)

integrated over $(x, s, s')$ with the appropriate kernels. While the CFT counterpart $\langle T_{\mu\nu} \mathcal{O} \mathcal{O} \rangle$ in [40] is fixed by conformal ward identity, (3.26) is evaluated at the leading order in $1/N$ via wick-contraction of the bulk free field $\phi$:

$$
\mathcal{F}_{\mu\nu}(Y, s, s') \propto \hat{D}_{\mu\nu} G^\Delta_{bd}(Y; r^2) G^\Delta_{bd}(Y; r'^2)
$$

(3.27)

where $\hat{D}_{\mu\nu}$ is the appropriate differential operator with respect to $Y$ defined by (3.25), and $G^\Delta_{bd}$ is the bulk-boundary propagator in AdS$_{d+1}$:

$$
G^\Delta_{bd}(Y; r^2) = C_\Delta \frac{Z^{\Delta}}{2\Delta - d} \frac{Z}{Z^2 + (Y_\partial - r^2)^2}
$$

(3.28)

written in Poincaré coordinates denoted by $Y = (Y^0, Y^1, \ldots, Y^d) = (T, Y^{i = 1}, Z) = (Y_\partial, Z)$. The remaining boundary coordinate $r^2$ is defined by the local modular flow using $\rho_{A_1}$:

$$
\rho_{A_1}^{-\frac{i\varepsilon - 1/2}{N}}(r_2) \rho_{A_1}^{\frac{i\varepsilon - 1/2}{N}} \propto \mathcal{O}(r^2)
$$

(3.29)

The explicit expression for $r^2$ is given by the messy form (3.1) for spherical $A_1$. To facilitate the computation we can use the bulk isometry:

$$
Y^\alpha = \frac{\Lambda x^\alpha - C^\alpha \Lambda^2 x^2}{1 - 2\Lambda C \cdot x + \Lambda^2 C^2 x^2} + 2R_1^2 C^\alpha
$$

$$
C^\alpha = \frac{\delta^\alpha_1}{2R_1}, \quad \Lambda = \frac{2R_1 (L^2 - R^2 - R^2)}{(L + R_1 + R_2)(L + R_1 - R_2)}
$$

(3.30)

to map between the hemi-sphere in $Y$ coordinates $\{|Y| = R_1, T = 0, Z > 0\}$ and the bulk Rindler half-space $\{x^0 = 0, x^1 < 0, z > 0\}$ in $x = (x^1, z)$ coordinates. Under this mapping, the other hemi-sphere $\mathcal{O}_2$ which in $Y$-coordinate is of radius $R_2$ centered at $(0, L, 0, \ldots, 0)$ becomes a hemi-sphere of radius $\frac{\Lambda}{2}$ centered at $r_2 = (0, 1, 0, \ldots, 0)$, where $\lambda = 4R_1 R_2 L^2$ is the conformal ratio defined before. The modular flows in the $x$ coordinates then simply
boost along the \((x^1, x^0)\) plane, so we define as before the holomorphic/anti-holomorphic coordinates \(\{w = x^1 + i x^0 = re^{i\theta}, \bar{w} = x^1 - i x^0 = re^{-i\theta}\}\) which are moved under the modular flow \((3.29)\) according to:

\[
\begin{align*}
w^{is} &= e^s w; \quad \bar{w}^{is} = e^{-s} \bar{w}; \\
x_i^{is} &= x_i, \quad i \geq 2; \\
z^{is} &= z
\end{align*}
\]  

(3.31)

From now on we will do everything in the Rindler coordinates \(x\), including computing the shape of the causal shadow, and only map back to the spherical coordinates \(Y\) in the end. Similar to the discussion in subsection 2.2, regarding the shape-deformation vector field \(\eta^i\) we only consider the zero-mode with components orthogonal to the Rindler plane:

\[\eta^0(w, \bar{w}, z, x^i) = \eta(z, x^i)(\partial_w + \partial_{\bar{w}})\]  

Putting things together, to obtain the response \(\delta I_{a_1 \cup a_2}\) by a local deformation \(\delta \eta(z, x^i)\) on \(\Sigma(A_1)\) we need to compute the following integral:

\[
\frac{\delta I(a_1, a_2)}{\delta \eta(z, x^i)} = z^{-d} \oint |w| = \epsilon d\nu(T_{\mu\nu}(z, x_i, w, \bar{w}) \Delta H_{a_1 \cup a_2} + (T_{\mu w} \rightarrow T_{\nu w})
\]

\[
= z^{-d} \oint |w| = \epsilon d\nu \tilde{D}_{\mu\nu} \left( \int_{-\infty}^{\infty} ds k_1(s) G_{b\delta}(z, x_i, e^s w, e^{-s} \bar{w}; -r_2) G_{\delta b}(z, x_i, w, \bar{w}; r_2)
\]

\[
+ \int_{-\infty}^{\infty} ds_j ds_k k_2(s_j, s_k) G_{b\delta}(z, x_i, e^{s_j + s_k} w, e^{-s_j - s_k} \bar{w}; -r_2) G_{\delta b}(z, x_i, e^{s_j} w, e^{-s_j} \bar{w}; r_2) \right)
\]

\[(\tilde{D}_{\mu\nu} \rightarrow \tilde{D}_{\nu\mu})\]  

(3.32)

We refrain from going through the remaining steps of computing (3.32), they closely follow \cite{40} which can be referred to for more details. Instead we make a few remarks below regarding the general patterns that emerge during the computation.

- Each term in (3.32) contains one contour integrals \(\oint dw\) or \(\oint d\bar{w}\), which amounts to extracting the residue of simple poles for \(w\) or \(\bar{w}\) that emerge from integrating over the remaining modular parameters.

- Among the different terms in (3.32) labelled by the components of \(\tilde{D}_{\mu\nu}\), only the \(ww\) and \(\bar{w}\bar{w}\) component terms contribute, and furthermore the contributions only come from the \(\partial_{\lambda} \partial_{\nu}\) part of \(\tilde{D}_{\mu\nu}\).

- In terms of the remaining modular integrals, the modular Hamiltonian can be decomposed into two terms:

\[
\Delta H_{a_1 \cup a_2} = \int_{-\infty}^{\infty} ds \ldots + \int_{-\infty}^{\infty} ds_j \int_{-\infty}^{\infty} ds_k \ldots
\]  

(3.33)

depending on whether it involves a single or double integral of the modular parameters; it turns out only the double integral \(\int_{-\infty}^{\infty} ds_j \int_{-\infty}^{\infty} ds_k\) yields simple poles in \(w\) or \(\bar{w}\).

- The two integrals \(\int_{-\infty}^{\infty} ds_j \int_{-\infty}^{\infty} ds_k\) play different roles, the \(s_j\) integral gives rise to simple poles in \(w\) or \(\bar{w}\), whose \(s_k\)-dependent residues are then integrated over to give the final results for \(\delta I/\delta \eta\). This means for example that one can change the order of integration between \(\oint dw\) and \(\int_{-\infty}^{\infty} ds_k\), i.e. the shape response of mutual information receives contributions additively from the \(ds_k\) integral. We remind that \(s_k\) measures the modular separation between the bi-local operator \(\phi(-is_j - s_k)\phi(-is_j)\) in the OPE.
At this point we simply write down the final result of computing (3.32) as follow:

$$\frac{\delta I(a_1,a_2)}{\delta \eta(z,x)} = N_{d,\Delta} z^{2\Delta-d} (1 + z^2 + \sum_{i \geq 2} x_i^2)^{-2\Delta-1}$$

$$N_{d,\Delta} = \lambda^2 \Delta \sqrt{\frac{\pi^{3/2}}{2^{d/2} \Gamma(\Delta) \Gamma(2\Delta+3/2) \Gamma(\Delta-d/2+1)}}$$

(3.34)

4 Causal shadows from quantum corrections to the Q.E.S

In this section, we can use the final result (3.34) of the previous section to compute the shape of the causal shadow it induces as the quantum correction to the location of the Q.E.S. More precisely, based on (3.34) we compute the contribution to the shape of the causal shadow from the OPE channel of a bulk scalar of mass $m^2 = \Delta(\Delta-d)$. We remind that the boundary subregion consists of two spheres $A_1$ and $A_2$ separated by large distance $L$ (see figure 2), and we focus on computing the Q.E.S component homologous to $A_1$ because we rely on the OPE of the other component $A_2$. The Q.E.S component homologous to $A_2$ can be computed via the other way of doing the OPE, and will be identical in shape to that of $A_1$ if $R_1 = R_2$.

As was discussed in section 2, the classical RT surface $\tilde{\Sigma}(A_{1,2})$ solves the Q.E.S equation in the absence of the other component:

$$\frac{\delta S_{\text{gen}}(\Sigma)}{\delta \eta} \bigg|_{\tilde{\Sigma}(A_{1,2})} = \frac{\delta \text{Area}(\Sigma)}{4G_N \delta \eta} \bigg|_{\tilde{\Sigma}(A_{1,2})} + \frac{\delta S(a)}{\delta \eta} \bigg|_{\tilde{\Sigma}(A_{1,2})} = 0$$

(4.1)

The two terms on the r.h.s. vanish separately. Now with both spheres present but separated by a large distance $L$, the Q.E.S receive quantum corrections from the correlation of these two spheres. This is encoded in the bulk mutual information $I$. The goal is then to solve the Q.E.S equation in the presence of the bulk mutual information. We can work with the perturbation theory and write the Q.E.S schematically as:

$$\Sigma_{QES} = \Sigma_{RT} + \zeta, \quad \Sigma_{RT} = \Sigma(A_1) \cup \Sigma(A_2)$$

(4.2)

Analogous to $\eta$ when defining shape-responses before, $\zeta$ can be represented more precisely by a normal displacement field, with the sign chosen that $\zeta > 0$ corresponds to deforming outward (away from the asymptotic boundary). We focus on the part of $\zeta$ supported on $\Sigma(A_1)$. One then proceeds by plugging (4.2) into the extremality equation for the Q.E.S:

$$\frac{\delta S_{\text{gen}}(\Sigma_{RT} + \zeta)}{\delta \eta(x)} = 0, \quad \forall x \in \Sigma_{RT} + \zeta$$

(4.3)

This can then be expanded in $\zeta$. Taking into account of (4.1) one obtains the equation for $\zeta$ up to the linear order as follows:

$$\frac{\delta I_{a_1|a_2}}{\delta \eta(x)} \bigg|_{\Sigma' = \Sigma_{RT}} + \frac{1}{4G_N} \int_{\Sigma_{RT}} dy \delta^2 \text{Area}(\Sigma') \bigg|_{\Sigma' = \Sigma_{RT}} \zeta(y) + \mathcal{O}(\zeta^2) = 0, \quad \forall x \in \Sigma_{RT}$$

(4.4)
This equation can in principle be inverted to solve $\zeta$ order by order in $G_N$, the leading order solution is determined by the linear truncation of (4.4):

$$
\zeta(x) = 4G_N \int_{\Sigma_{RT}} dy \ K(x, y) \left[ \frac{\delta I_{a_1\cup a_2}}{\delta \eta(y)} \right] + O\left(G_N^2\right) \quad (4.5)
$$

The factor $(\delta I_{a_1\cup a_2}/\delta \eta)$ is precisely the linear shape dependence of the mutual information that we have computed in section 3, which is also expanded in $\lambda$ according to the OPE of $\Delta H_{a_1\cup a_2}$. So in terms of the actual computations (4.5) is a double expansion in both $G_N$ and $\lambda$. We are aiming to capture the leading order results in both expansions. The kernel $K(x, y)$ is the inverse of the second order functional derivative of the area functional evaluated at $\Sigma_{RT}$ (where the first order derivatives vanish):

$$
K(x, y) = \left( \frac{\delta^2 \text{Area}(\Sigma')}{{\delta \eta(x)} {\delta \eta(y)}} \bigg|_{\Sigma' = \Sigma_{RT}} \right)^{-1} \quad (4.6)
$$

Its matrix elements are labelled by the coordinates on $\Sigma_{RT} = \Sigma(A_1) \cup \Sigma(A_2)$, the geometric nature of (4.6) means that it has an obvious block diagonal structure:

$$
K(x, y) = 0, \ x \in \Sigma(A_1), \ y \in \Sigma(A_2) \quad (4.7)
$$

Therefore for our purpose of computing $\zeta(x)$, $x \in \Sigma(A_1)$ we can restrict the integral in (4.4) to only $y \in \Sigma(A_1)$. Via the bulk isometry (3.30), the classical RT surface $\Sigma(A_1)$ is the bulk Rindler half-plane \{$x^1 < 0$\}. We continue to work in the Rindler coordinates $x$, this which (4.4) takes the more explicit form:

$$
\zeta(z_1, x_i) = 4G_N \int_{0}^{+\infty} dz_2 \int dy_{j \geq 2} \ K(z_1, x_i; z_2, y_j) \frac{\delta I_{a_1\cup a_2}}{\delta \eta(z_2, y_j)} + O\left(G_N^2\right) \quad (4.8)
$$

$$
K(z_1, x_i; z_2, y_j) = \left( \frac{\delta^2 \text{Area}(\Sigma')}{{\delta \eta(z_1, x_i)} {\delta \eta(z_2, y_j)}} \bigg|_{\Sigma' = \Sigma_{RT}} \right)^{-1}
$$

### 4.1 Computing the kernels in Rindler coordinates

In order to compute the shape of the perturbative causal shadow $\zeta(z, x_i)$ via (4.8) we need to supply the explicit form of the kernel $K(z_1, x_i; z_2, y_j)$. To this end, we need to solve the Green’s function for the local fluctuating field $\eta(x)$, whose effective action is the area functional. In more concrete terms, the “vacuum” of the effective action is the extremal surface $\Sigma(A_1) : \{x_0 = x_1 = 0, z, x_i \geq 2\}$; the field $\eta$ parametrizes the fluctuating surface $\Sigma'$ about $\Sigma(A_1)$ as $\Sigma' : \{x_0 = 0, x_1 = \eta(z, x_i \geq 2), z, x_i \geq 2\}$. We need to compute the area functional up to quadratic order in $\eta$. In Rindler coordinates this is given by:

$$
S(\eta) = \text{Area}(\Sigma') = \text{const} + \frac{1}{2} \int_{0}^{+\infty} \frac{dz}{z^{d-1}} \int dx_{i \geq 2} \left[ \left( \frac{\partial \eta}{\partial z} \right)^2 + \sum_{i \geq 2} \left( \frac{\partial \eta}{\partial x_i} \right)^2 \right] + \ldots \quad (4.9)
$$

where const = Area($\Sigma(A_1)$) and $\ldots$ denotes the higher order terms of $\eta$. It is equivalent in form as that of a free massless scalar field:

$$
S[\eta] = \int_{\Sigma(A_1)} d^{d-1}x \sqrt{g} \left( \frac{1}{2} g^{\mu\nu} \partial_\mu \eta(x) \partial_\nu \eta(x) \right) = \int_{\Sigma(A_1)} d^{d-1}x \sqrt{g} \left( \frac{1}{2} \eta(x) \square_g \eta(x) \right)
$$
defined on a Euclidean background with the metric $g$:

$$ds^2 = \frac{1}{z^{d-2}} \left( dz^2 + dx_2^2 + \cdots + dx_{d-1}^2 \right)$$  \hspace{1cm} (4.10)

and so has the following kinetic operator:

$$\sqrt{g} \Box_g = (d-1)z^{-d} \partial_z - z^{-d-2} \partial_z^2 - z^{-d} \partial_i^2$$  \hspace{1cm} (4.11)

Notice that the effective metric $g$ for $S(\eta)$ differs from the induced metric $h$ on $\Sigma(A_1)$, which is simply AdS$_{d-1}$. The kernel is just the Green’s function of massless scalar field on this $d-1$ dimension curved space which solves the following differential equation:

$$\Box_g K(z, x_i; z', x'_i) = g^{-1/2} \delta(z - z') \delta^{d-2}(x_i - x'_i)$$  \hspace{1cm} (4.12)

In addition, we need to impose the boundary condition that $K$ vanishes towards the asymptotic boundary $\partial A$:

$$\lim_{\vec{x} \to \partial A} K(\vec{x}; \vec{x}') = 0$$  \hspace{1cm} (4.13)

For $d = 2$ this is an ordinary differential equation, it is therefore straightforward to obtain the Green’s function via the Wronskian method. For $d > 2$, we can exploit the translation symmetry along $x_i \geq 2$ to solve (4.12) via the Wronskian in the Fourier basis. We leave the details in appendix A and summarize the general results below:

$$K(z, z') = \frac{1}{2} \left( \Theta(z' - z) z^2 + \Theta(z - z')(z')^2 \right), \quad d = 2$$

$$K(z, x_i; z', x'_i) = C_d zz' (\xi)^{d-1} \mathbf{F}_1\left( \frac{d-1}{2}, \frac{d + 3}{2}; \xi \right), \quad d > 2$$

$$C_d = 2^{-(d+1/2)} \pi^{1-d/2} \frac{\Gamma(d-1)}{\Gamma(d/2 + 3/2)}, \quad \xi = \frac{2zz'}{z^2 + (z')^2 + \sum_{i=2}^{d-1} (x_i - x'_i)^2}$$  \hspace{1cm} (4.14)

### 4.2 Perturbative causal shadows: explicit results in AdS$_3$ and AdS$_4$

Now we have all the ingredients to compute the shape of the causal shadow $\zeta$ explicitly via (4.4) by plugging in the results (3.34) and (4.14). For easy reference we collect them together below in Rindler coordinates:

$$\zeta(z_1, x_i) = 4G_N \int_0^{+\infty} dz_2 \int dy_{j \geq 2} \ K(z_1, x_i; z_2, y_j) \left[ \frac{\delta I_{a_1 \cup a_2}}{\delta \eta(z_2, y_j)} \right] + O \left( G_N^2 \right)$$  \hspace{1cm} (4.15)

where the linear response of the bulk mutual information is:

$$\frac{\delta I(a_1, a_2)}{\delta \eta(z, x')} = N_d, \Delta z^{2\Delta - d} (1 + z^2 + \sum_{i \geq 2} x_i^2)^{-2\Delta - 1}$$

$$N_d, \Delta = \lambda^{2\Delta} \frac{\pi^{3/2}}{4^{2\Delta} \pi^{d/2} \Gamma(\Delta)^2 \Gamma(2\Delta + 3/2)} \frac{1}{\Gamma(\Delta - d/2 + 1)}$$  \hspace{1cm} (4.16)
and the integration kernel is:

\[ K(z, z') = \frac{1}{2} \left( \Theta(z' - z)z^2 + \Theta(z - z')(z')^2 \right), \quad d = 2 \]

\[ K(z, x_i; z', x_i') = C_d z z' (\xi)^{d-1} \frac{\Gamma(d-1) \Gamma(d/2 + 3/2)}{\Gamma(d/2 + 3/2)} \frac{2zz'}{\xi} \]

\[ C_d = 2^{-(d+1)/2} \pi^{1-d/2} \frac{\Gamma(d-1)}{\Gamma(d/2 + 3/2)} \frac{2zz'}{\xi} (z^2 + (z')^2 + \sum_{i=2}^{d-1} (x_i - x_i')^2) \quad (4.17) \]

Before getting more explicit, one can already infer that \( \zeta(x) \geq 0 \) is positive-definite. This follows from: (i) the positivity of the linear response of the mutual information, i.e. \( \delta I_{a_1 \cup a_2}/\delta \eta \geq 0 \) for \( \eta > 0 \), which has to hold due to the general monotonicity of the mutual information under shape deformations; (ii) the positivity of all the matrix-elements (not just the spectrum) of the kernel (4.14), which can be checked explicitly. Therefore the quantum correction does move the location of the Q.E.S more towards the interior of the bulk than the RT surface, and thus generating a well-defined causal shadow as one expects.

To recover the results in the spherical coordinates \( \tilde{\zeta}(Y) \), one needs to invert the iso-
metric transformation (3.30):

\[ \Lambda x^\alpha(Y) = \frac{(Y^\alpha - 2R_1^a C^a) + C^a(Y - 2R_1^a C)^2}{1 + 2C \cdot (Y - 2R_1^a C) + C^2(Y - 2R_1^a C)^2} \quad (4.18) \]

and take into account the transformation property of \( \zeta \) as the contra-variant component of a vector field normal to \( \Sigma(A_1) \):

\[ \tilde{\zeta}(Y) = \zeta(x(Y)) \left( \frac{\partial Y^r}{\partial x^i} \right) \bigg|_{x(Y)} \quad (4.19) \]

where \( Y^r = \sqrt{Y_0^2 + \ldots Y_d^2} \) is the radial coordinate in \( Y \) coordinates whose one-form:

\[ dY^r = d|Y| = R_1^{-1} \left( Y^0 dY^0 + \ldots + Y^d dY^d \right) \]

is the normal to the hemi-sphere \( |Y| = R_1 \).

For illustration, we compute two explicit examples in AdS\(_3\) and AdS\(_4\) respectively. The causal shadow for AdS\(_3\) involves only a single integral over \( z \), in which the kernel is a simple step function in (4.14). As a result, a closed-form expression can be obtained for \( \zeta(x) \) in AdS\(_3\) via the hypergeometric functions:

\[ \zeta(z) = \frac{G_N N_{d,\Delta}}{\Delta + 1} \left[ z^{2\Delta+2} \frac{\Gamma(d+1,\Delta+1; \Delta+2; -z^2)}{\Delta+2} \right. \]

\[ + z^{-2\Delta} \frac{\Gamma(d+1,\Delta+1; \Delta+2; -\frac{1}{z^2})}{\Delta+2} \left. \right] + \mathcal{O}(G_N^2) \quad (4.21) \]

We note that \( \zeta(z) \sim z^2 \to 0 \) as \( z \to 0 \). In the case of AdS\(_3\), the mapping between the Rindler coordinate \( z \) and the angular variable \( \theta = \sin^{-1}(Z/R_1) \) along the semi-circular
Figure 9. The profile of the causal shadow in terms of the causal horizon (red) against the Q.E.S (green) in AdS3, with $\Delta = 2$. For illustration purpose we exaggerated the value of $G_N \lambda^{2\Delta}$ to be order 1.

$\Sigma(A_1)$ in Y coordinates, and the corresponding transformation between the displacement vector fields are given by:

$$z = \frac{2R_1 \sin \theta}{\Lambda(1 + \cos \theta)}, \quad \theta \in (0, \pi), \quad \tilde{\zeta}(\theta) = \zeta(z) \frac{4\Lambda R_1^2}{4R_1^2 + \Lambda^2 z^2} \quad (4.22)$$

The resulting profile for the causal shadow $\tilde{\zeta}$ can then be obtained from (4.21) and (4.22). We can then plot $\tilde{\zeta}$ on top of the un-deformed semi-circular causal horizon $\Sigma(A_1) = \mathcal{C}(A_1)$ to get the Q.E.S, this is to the leading order in both $G_N$ and $\lambda$, see figure 9 for an explicit example. Only the component homologous to $A_1$ is shown, the other component is located as the arrow points.

Next we consider the two spheres in AdS4, the deformation vector field in Rindler coordinates takes the explicit form of a double-integral over as below:

$$\zeta(z, x_2) = 16G_NC_dN_d, \Delta \int_{0}^{+\infty} dz' \int dy_2 \ (zz') \left( \frac{\sqrt{1 - \xi^2} - 1}{\xi} \right)^2$$

$$\times (z')^{2\Delta-2} \left( 1 + (z')^2 + y_2^2 \right)^{-2\Delta-1} + \mathcal{O}(G_N^{2})$$

$$\xi = \frac{2zz' + (z')^2 + (y_2 - x_2)^2}{z^2 + (z')^2 + (y_2 - x_2)^2} \quad (4.23)$$

The map between $(z, x_2)$ and the angular variables $(\alpha, \theta)$ on the hemi-sphere defined by:

$$Y_1 = R_1 \cos \alpha \cos \theta, \quad Y_2 = R_1 \sin \alpha \cos \theta, \quad Z = R_1 \sin \theta, \quad \alpha \in (0, 2\pi), \quad \theta \in (0, \pi/2)$$

together with the transformation between $\zeta$ and $\tilde{\zeta}$ are given explicitly by:

$$x_2 = \frac{2R_1 \sin \alpha \cos \theta}{\Lambda(1 + \cos \alpha \cos \theta)}, \quad z = \frac{2R_1 \sin \theta}{\Lambda(1 + \cos \alpha \cos \theta)}$$

$$\tilde{\zeta}(\theta, \alpha) = \zeta(z, x_2) \frac{4\Lambda R_1^2}{4R_1^2 + \Lambda^2 (x_2^2 + z^2)} \quad (4.24)$$
Figure 10. The profile of the causal shadow in terms of the causal horizon (red) against the Q.E.S (green) in AdS$_4$, with $\Delta = 2$. Again for illustration purpose we exaggerated the value of $G_N \lambda^{2\Delta}$ to be order 1.

Unfortunately in this case the double integral in (4.23) cannot be integrated to a closed-form expression like the AdS$_3$ case in any obvious way. Therefore we rely on numerically computing the profile in particular realizations of the parameters, and plot the results of $\tilde{\zeta}$ on top of the un-deformed hemi-spherical causal horizon $C(A_1) = \Sigma(A_1)$, see figure 10.

We end the section by the following observation. From the results of both plots for the AdS$_3$ (figure 9) and AdS$_4$ (figure 10), it is curious to see that the leading order quantum corrections in $G_N$ and $\lambda$ create a tendency for the Q.E.S to tilt towards the other component. In fact for the case AdS$_3$ one can explicitly compute the angular coordinate $\theta_{\text{peak}}$ at which the peak of $\tilde{\zeta}(\theta)$ occurs:

$$\theta_{\text{peak}} = \frac{\pi}{2} - 4\Delta(\Delta + 1/2)K(\Delta) \lambda + O(\lambda^2) \leq \frac{\pi}{2}$$

$$K(\Delta) = \frac{2F_1(\Delta + 1, 2\Delta + 1; \Delta + 2; -1)}{\Delta + 1} - \frac{2F_1(\Delta + 2, 2\Delta + 2; \Delta + 3; -1)}{\Delta/2 + 1} \quad (4.25)$$

which indeed is pointing towards $a_2$. Furthermore, the extent of the tilting grows together with the size of the causal shadow as $\lambda$ increases. Such behaviors are as if preparing for the entanglement phase transitions as we tune $\lambda$ across $\lambda_c = 1$, after which the entanglement wedges become connected. In the future it will be interesting to study if one can learn more about the non-perturbative phase transition by pushing the perturbative analysis for the disconnected phase $\lambda \ll 1$ to higher orders in $G_N$, via some forms of resurgence analysis.
5 Aspects of perturbative causal shadow: positivity and more

In section 4 we have done an explicit computation of the geometric shape of causal shadow, it arises from quantum corrections to the Q.E.S relative to the classical RT surface due to bulk mutual information between two distant spheres. As pointed out before, this corresponds to a particular case of perturbative genesis for the causal shadow — a convenient case in terms of doing computations. In this section we unpack some aspects of the causal shadow perturbation theory from slightly more general perspectives.

The size of the causal shadow \( \delta \Sigma = \zeta \) is kept small at leading order by factors of both \( G_N \) and \( \lambda^{2\Delta} \). We should first comment on the nature of such a perturbatively small region. In the face of quantum gravity in the bulk, the explicit form of the causal shadow shape could be taken with a grain of salt because it may presumably be “blurred” by the quantum fluctuations of the metric.\(^4\)

At the leading order, the causal shadow is built up additively from each OPE contributions of the bulk mutual information:

\[
\zeta = G_N \sum_{\Delta'} \lambda^{2\Delta} \tilde{\zeta}_{\Delta'} + O(G_N^2), \quad I_{\text{bulk}} = \sum_{\Delta'} \lambda^{2\Delta'} I_{\Delta'}
\] (5.1)

Therefore in the case of large number \( N \) of light fields in the effective bulk QFTs, the perturbative causal shadow \( \zeta \propto NG_N \) could still contrast well against metric fluctuation. In our case, the classical RT surfaces are special sub-manifolds protected by bulk isometries — they are the invariant surfaces. As a result, the deformation away from them, even of quantum nature, is more revealing than in generic cases. It is worth reminding that at order \( G_N^1 \), the bulk entanglement entropy (and thus the generalized entropy) itself also receives contributions from the interactions of the bulk fields, though such corrections do not affect the location of the Q.E.S at \( G_N^1 \). Related to this point, one might wonder if the correction \( \zeta \propto G_N \lambda^{2\Delta} \) to the Q.E.S affects the evaluation of the generalized entropy \( S_{\text{gen}}(a_1 \cup a_2) \) in a way that agrees with the boundary CFT result. Setting \( \zeta = 0 \), the bulk and boundary mutual information has been shown in \cite{37} to agree at the leading order in OPE: \( I_{\text{bulk}} = I_{\text{CFT}} \sim \lambda^{2\Delta} \). The effect from \( \zeta \) on \( S_{\text{gen}}(a_1 \cup a_2) \) is expected to be of order \( G_N^{1} \lambda^{4\Delta} \). From the bulk perspective, one needs to consider other \( G_N^{1} \) effects, e.g. from the bulk interactions; from the CFT perspective, probing such effects would require the computation to be pushed to the next order in both \( 1/N \) and OPE. It will be interesting to pursue these in future investigations.\(^5\)

5.1 Perturbative causal shadow and positivity conditions in boundary CFTs

The most important aspect regarding the deformation in our case is its positivity, i.e. \( \zeta(Y) \geq 0 \) for all \( Y \in \Sigma_{RT} \). This is a direct manifestation that the deformation in this case represents a causal shadow, and so must be positive definite. Technically the positivity follows from the combination of the monotonicity for bulk mutual information under shape deformation, and the positive definiteness of the kernel function related to the second-variation of the area-functional. More generally, the notion of causal shadow makes sense

\(^4\)The fluctuations due to the bulk gravitons are of order \( G_N^{1/2} \), which then dominate over \( \zeta \). We neglect the graviton fluctuations as was also done in the discussion of \cite{9}.

\(^5\)We thank the referee for bringing up the last two points.
only because there is a “positive-definite” relation between the position of Q.E.S and that of the causal horizon — the former always lies more to the interior than the latter. In general bulk terms, regarding the classical RT surfaces this is a consequence of the null energy condition (NEC), which is related to the strong subadditivity (SSA) constraint in the boundary CFTs; at a more refined level regarding the Q.E.S, it is a consequence of the bulk focusing conjecture.

In our case, due to the coincidence between the Q.E.S and the causal horizon before perturbation, the positive-definiteness transcends into perturbative theory and is sharpened into a class of local positivity conditions defined on the un-deformed Q.E.S. In principle, they should reflect properties of the deformation as probed by the local modular flow before perturbation. Their meanings will be more interesting from the perspective of boundary CFTs. In [17] it has been found that for a holographic state $\psi$ and boundary subregion $A$ whose modular Hamiltonian we simply write as $H_0$, by computing correlators involving the so-called modular zero-mode, bulk locality near the corresponding RT surface $\Sigma_{RT}$ can be probed with the help of bulk-boundary correlators $\langle \Phi O \rangle$:

$$\int_{-\infty}^{\infty} ds \left( e^{iH_0 s} O(x) e^{-iH_0 s} O(y) \right)_\psi = 4\pi \int_{\Sigma_{RT}} \sqrt{h} dY_{RT} \langle \Phi(Y_{RT}) O(x) \rangle \langle \Phi(Y_{RT}) O(y) \rangle$$

(5.2)

for $x, y \in \mathcal{D}(A)$. Now one can imagine deforming the modular Hamiltonian by a small correction:

$$H_0 \to H' = H_0 + \Delta H$$

(5.3)

and expand the l.h.s. of (5.2) to extract the linear order in $\Delta H$ term:

$$i \int_{-\infty}^{\infty} ds \int_0^s dt \left\langle e^{iH_0 s} \left[ e^{-iH_0 t} \Delta H e^{iH_0 t}, O(x) \right] e^{-iH_0 s} O(y) \right\rangle_\psi$$

$$= i \int_{-\infty}^{\infty} ds \int_0^s dt \left\langle [\Delta H, O_0(t)] O_{l-s}(y) \right\rangle_\psi$$

(5.4)

where $O_0(t) = e^{iH_0 t} O(x) e^{-iH_0 t}$ is the modular flowed local operator using $H_0$. Notice that in doing this we are still evaluating the correlator in the original state $\psi$. A deformation $\Delta H$ of generic nature will place (5.4) beyond the context of (5.2). This is because $\Delta H$ may involve an actual change of the state $|\psi\rangle \to |\psi'\rangle$, while (5.2) holds only when the l.h.s. is evaluated in the defining state of $H$. We can choose to focus on $\Delta H$ that arises not as a result of changing the state, but instead from changing the subregion $A \to A'$, for the moment we assume to be purely spatial. In this case (5.4) captures the leading order change of the RT surface on the r.h.s.:

$$\Sigma_{RT} \to \Sigma'_{RT}$$

(5.5)

In this case both $\Sigma_{RT}$ and $\Sigma'_{RT}$ are in the same bulk geometry. If the subregions $A$ and $A'$ across deformation are homologous, i.e. there is a continuous one-parameter family of subregions interpolating between $A$ and $A'$, then one can assume the same about the RT surfaces (we are of course excluding entanglement phase transitions in between), and write
\[ \Sigma'_{RT} = \Sigma_{RT} + \zeta. \]

In this way one can expand the r.h.s. of (5.2) to extract the linear order term in \( \zeta \), and matching it with the linear order (5.4) obtain:

\[
i \int_{-\infty}^{\infty} ds \int_{0}^{t} dt \left\langle [\Delta H, \mathcal{O}_t(x)] \mathcal{O}_{t-s}(y) \right\rangle = 4\pi \int_{\Sigma_{RT}} \sqrt{h} dY_{RT} K_N(x,y;Y_{RT}) \zeta(Y_{RT})
\]

\[
n_{XY}(x,z;Y_{RT}) = \partial_N \left( \langle \Phi(Y_{RT}) \mathcal{O}(x) \rangle \langle \Phi(Y_{RT}) \mathcal{O}(z) \rangle \right)
\] (5.6)

where \( \partial_N \) represents the bulk spatial derivative normal to \( \Sigma_{RT} \) at \( Y_{RT} \), pointing towards the interior. In some sense (5.6) provides a dictionary up to linear order that identifies between the operator \( \Delta H \) in the boundary CFT with the geometric data \( \zeta \) in the bulk. In more precise terms, the l.h.s. is a convoluted integral of the \( \Delta H \) matrix elements between states created by the un-deformed modular-flowed operators. With explicit knowledge of \( \Delta H \) and in the specific case of our interest where the modular flow is local it is plausible at least in principle to compute it explicitly. As an exercise, in appendix B we explicitly compute the l.h.s. for the deformed half-space in the vacuum state and verify (5.6) in this case. The r.h.s. is a bulk integral over the RT surface of the normal displacement field \( \zeta(Y) \) dressed to the boundary by the kernel \( K_N(x,z;Y_{RT}) \), which contains information about the original RT surface and bulk geometry through the bulk-boundary propagators, i.e. \( H_0 \) and \( \psi \). The dictionary (5.6) is defined for arbitrary \( x,y \in D(A) \), one can make better use of them by integrating over \( \{ x,y \in D(A) \} \) with appropriate smearing functions \( f(x,y) \).

If the spatial deformation \( A \to A' \) is such that \( A' \supseteq A \), it is expected that \( \zeta(Y_{RT}) \geq 0 \) for all \( Y_{RT} \in \Sigma_{RT} \). This is known as the entanglement wedge nesting condition and in this case constitutes one of the positivity conditions regarding \( \Delta H \) through the dictionary (5.6).

It holds for generic \( H_0 \) with a holographic dual and reflects the monotonicity of the bulk reconstruction capacities under subregion nesting. The notion of causal shadow gives rise to a different positivity condition regarding \( \Delta H \), it requires that under generic change of subregion \( A \to A' \) but for the special cases of our interest where \( H_0 \) drives a local modular flow, the corresponding normal displacement field \( \zeta \) satisfies that:

\[
\zeta(Y_{RT}) \geq \chi(Y_{RT})
\] (5.7)

for all \( Y_{RT} \in \Sigma_{RT} \), where \( \chi \) is the corresponding normal displacement field of the deformed causal horizon towards the interior:

\[
\mathcal{C}_A \to \mathcal{C}_{A'} = \mathcal{C}_A + \chi
\] (5.8)

However, in this case it is difficult in general to obtain a characterization of this positivity condition in boundary CFTs. The main reason is that we do not yet have objects in the boundary CFT that captures the location of causal horizon like (5.2) does, and thus unable to fully reconstruct all ingredients involved in the positivity constraint (5.7).

We can nevertheless speculate about the origin of these perturbative positivity constraints related to the genesis of causal shadow. Roughly speaking it is a result of the additional bulk reconstruction capacities that are gained from exploiting the entanglement structure of \( \rho_A \), i.e. the modular flow, compared with that of the HKLL methods which uses the emergent causal structure of the bulk state. In particular, the latter only probes
the causal structure seen by local operators; while the former probes a more subtle notion of causality due to its non-local property in general. In other contexts, viewing the notion of causality through the lens of the modular flow has also allowed one to discover deeper aspects of QFTs, e.g. proving the quantum null energy conditions (QNEC) [41, 42]. In the special case where the modular flow is local, the entanglement structure reflects nothing more than the local notion of causality itself. As a result the two bulk reconstruction approaches are equivalent. There is no additional mileage gained from using the entanglement structures, and the causal shadow is thus degenerate. By perturbing away from these special cases, one might be able to capture a notion of monotonicity regarding the extent to which the deformed modular flow is local — at a heuristic level it simply cannot become more local than the un-deformed one. It could still be the case that the deformed modular flow is local but with a different set of modular trajectories, e.g. from a sphere $A$ to another sphere $A'$. The positivity constraint (5.7) may be viewed as a reflection of this monotonicity.

5.2 Entanglement wedge nesting from correlations

We now focus our attention more on the particular case of two distant spheres. Recall that the computation of the causal shadow profile $\zeta$ in section 4 amounts to the quantum correction to the location of the Q.E.S relative to the classical RT surface, which coincides with the causal horizon. As has been set up in (4), one should view this as the response of the Q.E.S from the following deformation in modular Hamiltonian from that of two un-correlated spheres:

$$H_0 = -\ln \rho_{A_1} \otimes 1_{A_2} - 1_{A_2} \otimes \ln \rho_{A_1} \quad (5.9)$$

to that of the correlated spheres:

$$H(\lambda) = -\ln (\rho_{A_1 \cup A_2}) = H_0 + \Delta H(\lambda) \quad (5.10)$$

where the conformal ratio $\lambda = 4R_1R_2/L^2 \geq 0$ parametrizes the deformation away from the un-correlated limit $\lambda = 0$.

It then allows the possibility of understanding the positivity constraint (5.7) better because in this case it simply means a positive-definite shift of the location of Q.E.S under the deformation $\Delta H(\lambda)$. Unfortunately such a shift is not captured by (5.6) at the leading order in large $N$. A naive application of (5.6), say with both $O(x)$ and $O(y)$ inserted in the spherical causal domains $D(A_1)$, will yield on the r.h.s. a response that simply accounts for the effect of the other RT surface $\Sigma_{A_2}$ moving from infinity to finite $L$, or conformal equivalently from being point-like to a hemi-sphere with finite radius of $R_2$:

$$i \int_{-\infty}^{\infty} ds \int_0^s dt \left\langle [\Delta H(\lambda), O_t(x)] O_t-s(y) \right\rangle = 4\pi \int_{\Sigma_{A_2}} \sqrt{h} \, dY \langle \Phi(Y) O(x) \rangle \langle \Phi(Y) O(y) \rangle$$

through which we gain no access to the positivity constraint $\zeta \geq 0$. This is not surprising because $\zeta \propto G_N$ corresponds to a sub-leading in $1/N$ effect in boundary CFTs. One would need to go beyond the wick-contraction when computing the modular-flowed correlators in the l.h.s. to capture this.
Let us contemplate on the origin of the positivity $\zeta \geq 0$ in this particular case through properties of $\Delta H(\lambda)$ in the boundary CFTs. On the one hand, it is a special case of the general positivity condition (5.7) for $\chi = 0$ and so is related to the non-local aspects of the modular flow caused by the deformation $\Delta H$. On the other hand, it also takes the form of a positive-definite shift of the Q.E.S before and after the deformation, so is analogous to the statement of the entanglement wedge nesting. From the perspective of the subregion $A_1 \cup A_2$, the entanglement wedge expands not because the subregion is geometrically enlarged at $\lambda > 0$, but because $\rho_{A_1 \cup A_2}(\lambda)$ includes correlation between the two components $A_1$ and $A_2$ at $\lambda > 0$: 

$$\rho_{A_1 \cup A_2} = \rho_{A_1} \otimes \rho_{A_2} + \delta \rho_{A_1, A_2}(\lambda) \quad (5.11)$$

At the level of the reduced density matrix, the deformation $\delta \rho_{A_1, A_2}(\lambda)$ cannot be arbitrary in our case, it needs to be constrained such that:

$$\text{Tr}_{A_2} (\rho_{A_1 \cup A_2}) = \rho_{A_1}, \quad \text{Tr}_{A_1} (\rho_{A_1 \cup A_2}) = \rho_{A_2} \quad (5.12)$$

This aspect of $\delta \rho_{A_1, A_2}(\lambda)$ makes it behave in ways analogous to the context of the entanglement wedge nesting. In some sense the correlated $\rho_{A_1 \cup A_2}$ contains a positive-definite amount of more information than $\rho_{A_1} \otimes \rho_{A_2}$ due to $\delta \rho$ — one can obtain those of the latter by taking appropriate partial trace on the former. A natural consequence of (5.12) is the positivity of the mutual information, however as an operator statement its content should be richer. In particular by taking operator logarithms on both sides one can derive constraints regarding the modular Hamiltonian deformation $\Delta H(\lambda)$, it is possible that the origin for the positivity of $\zeta$ in the boundary CFT is encoded in such constraints.

### 5.3 Causal structure vs. entanglement structure

In more general terms, the notion of the causal shadow comes from comparing the causal structure against the entanglement structure in AdS/CFT. We finish this section by making some further comments regarding this.

From the perspective of the boundary CFTs, the entanglement and causal structures are in general controlled by different ingredients. While the entanglement structure concerns the properties of the particular state $\psi$; the causal structure concerns the theory itself, in particular the background spacetime it is defined upon. Admittedly these two aspects may not be completely independent, as the characterization of sensible states reflects the dynamics of the underlying theory. For example, by restricting to the vacuum $\Omega$ or the nearby low-energy states we probe the long wavelength aspects of the theory. In the context of algebraic QFTs, the entanglement structure should be thought of as a property of both the state and the observable operator algebra of the theory [43].

In terms of the Schwinger-Keldysh path-integral, the state $\psi$ can be prepared by a Euclidean section with appropriate sources inserted; the dynamical evolution of the theory including the causal structure is reflected on the subsequent Lorentzian section that is glued to the state-preparing Euclidean section. In the classical analysis of section 2 regarding local modular flows, we assumed that the two sections can be related by a simple wick
rotation $s \rightarrow i\theta$. The existence and simplicity of such a wick rotation is a result of the conformal isometries responsible for the local property of the modular flow. In generic situations neither should there exist, nor should the Lorentzian and Euclidean sections be related by such a convenient wick rotation.

In the context of AdS/CFT, the entanglement and causal structures are more closely related in the bulk. This is mainly because the bulk geometry, in particular the associated causal structures, emerge dynamically from the boundary data including both the state $\psi$ and the CFT Hamiltonian. At the leading order in $1/N$, it is obtained by solving the bulk gravitational equations subject to the boundary condition of $\psi$, e.g. imposed on some bulk initial-slice that is space-like; and that of the CFT Hamiltonian, imposed along the time-like asymptotic boundary. The Q.E.S is fixed locally by the spatial slice on which the bulk wave-functional can be defined; while the causal horizon is obtained only after one finds the bulk Lorentzian geometry that evolves to the future of the spatial slice. Their relation in terms of the causal shadow is therefore a more tangled-up reflection of the relation between the entanglement and causality in the boundary CFTs.

6 Summary and outlook

In this paper, we discussed the relationship between causal shadows and the properties of modular flows. We analyzed in section 2 the cases where the corresponding modular flow is local, and tracked the essential reasons behind the degeneracy of the causal horizon based on the known examples but discussed in more general context. The existence of the boundary conformal isometries extendable into the bulk severely constrains the caustics structure on the orthogonal null congruences, making it necessary for the RT surface and the causal horizon to coincide; it also constrains the quantum corrections so that it does not modify the location of the Q.E.S.

We then studied in section 3 and 4 the genesis of a non-degenerate causal shadow under a perturbation that destroys the conformal isometries controlling the local property of the modular flow. We focused on the perturbation theory involving two spheres $A_1$ and $A_2$ in the vacuum separated by large distance $L$, treating the correlation at finite $L$ as the perturbation to the $L = \infty$ case. The causal shadow is generated as a quantum correction to the location of the Q.E.S arising from the mutual information $I_{A_1,A_2}$ whose OPE can be obtained term by term in the large $L$ limit. At the leading order in $G_N$, we solved the Q.E.S equation perturbatively near the classical RT surface, which is the same as the causal horizon, and computed a typical OPE contribution from a primary scalar to the shape $\zeta$ of the causal shadow. The profile $\zeta$ on both spheres is found to be positive-definite and bending towards each other. Explicit results are presented for the case of two spheres in AdS$_3$ and AdS$_4$.

We provided in section 5 some general comments concerning properties of the perturbative causal shadows from the perspective of boundary CFTs. We discussed the possibility and issues of extracting positivity conditions related to the causal shadow using the boundary modular zero-modes in the context of the bulk reconstruction on the RT surfaces; we also drew an analogy between the causal shadow we computed in section 4.
and the statement of entanglement wedge nesting, but from correlations instead of from subregion enlarging.

We conclude the paper by mentioning some future directions. Firstly, it is interesting to study other cases of perturbative causal shadows by allowing various types of perturbations, e.g. deforming the sub-region geometry or deforming the underlying states. As has been discussed, in generic cases not only the Q.E.S but also the causal horizon shifts. While generic Cauchy horizons and event horizons are plagued with caustics and thus are hard to analyze in full details, computing their linear responses away from the smooth cases is plausible, such as in [44]. It is also important to think about objects in the boundary CFTs that probe the location of the causal horizon like the modular zero-mode does for the RT surface. Finding such objects is a necessary step towards understanding from the boundary CFT perspectives the positivity conditions (5.7) of causal shadows in more generic cases; it may also provide additional clues regarding the nature of the holographic causal information [16]. Related to this, it is useful to devise quantitative measures for the extent of non-locality related to the modular flow, e.g. via the operator spreading, etc. They may point to an organizing principle for extracting more information from the positivity condition of the causal shadow. One may also study further the “dynamical” aspects of the causal shadow by actively probing it from the boundary CFTs, e.g. by applying the so-called Connes cocyle flows [42, 45] and study the response, something along this line has been done in [44]. Last but not the least, it is interesting to analyze the holographic entanglement transitions, e.g. in the two sphere case, from the perspective of the causal shadow condensation via non-perturbative effects.
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A More details on solving the kernel $\mathcal{K}(z_1, x_i; z_2, y_j)$

In the main context, we have defined the kernel $\mathcal{K}$ as the inverse matrix of the second order variation of the area functional $\text{Area}(\Sigma')$, that is:

$$\mathcal{K}(z_1, x_i; z_2, y_j) = \left( \frac{\delta^2 \text{Area}(\Sigma')}{\delta \eta(z_1, x_i) \delta \eta(z_2, y_j)} \right|_{\Sigma' = \Sigma_{RT}} \right)^{-1}$$

For $d = 2$, the kernel satisfies the differential equation:

$$\left(z^{-2} \partial_z - z^{-1} \partial_z^2\right) \mathcal{K}(z, z') = \delta(z - z') \quad (A.1)$$

The two linearly independent solutions to the homogeneous equation are

$$f_1(z) = \text{const}, \quad f_2(z) = z^2 \quad (A.2)$$
For the one-variable problem, given two linearly independent solutions \{f_1, f_2\} one can use the Wronskian determinant method to construct the Green’s function in general:

\[
\mathcal{K}(z, z') = \frac{1}{W(z)} \left( \Theta(z - z') f_1(z) f_2(z') + \Theta(z' - z) f_1(z') f_2(z) \right) \\
W(z) = f_1(z) f_2'(z) - f_2(z) f_1'(z)
\]  

(A.3)

The choice for the particular pair of solutions \{f_1, f_2\} is determined by the boundary conditions:

\[
\lim_{z \to 0} \mathcal{K}(z, z') \to 0, \quad \lim_{z \to \infty} \mathcal{K}(z, z') < \infty
\]

(A.4)

which fixes the kernel in \(d = 2\) to be:

\[
\mathcal{K}(z, z') = \frac{1}{2} \left( \Theta(z' - z) z^2 + \Theta(z - z')(z')^2 \right)
\]

(A.5)

For \(d > 2\), the corresponding differential equation takes the form:

\[
((d - 1) z^{-d} \partial_z - z^{1-d} \partial_z^2 - z^{1-d} \partial_x^2) \mathcal{K}(z, x_i; z', y_i) = \delta(z - z') \delta^{d-2}(x_i - y_i)
\]

(A.6)

The equation has translation symmetry in the \(x_i\)-plane, so we can go to the Fourier mode basis of \(\mathcal{K}(z_1, x_i; z_2, y_j) = \int \! dk \, e^{i k (z - y)} \mathcal{K}(z_1, k; z_2)\), which satisfies:

\[
((d - 1) z^{-d} \partial_z - z^{1-d} \partial_z^2 + z^{1-d} k^2) \mathcal{K}(z, k; z') = \delta(z - z')
\]

(A.7)

The remaining steps proceeds the same as the \(d = 2\) case using the Wronskian determinant method, the solution takes the form as:

\[
\mathcal{K}(z, k; z') = (z z')^{d/2} \left( \Theta(z' - z) I_\nu(kz) K_\nu(kz') + \Theta(z - z') K_\nu(kz) I_\nu(kz') \right)
\]

(A.8)

where \(\nu = \frac{d}{2}\) and the boundary conditions are Dirichlet boundary conditions:

\[
\mathcal{K}(z, k; z') \bigg|_{z = 0} = 0, \quad \mathcal{K}(z, k; z') \bigg|_{z = \infty} = 0
\]

(A.9)

Then we can Fourier transform the kernel back to the coordinates space as:

\[
\mathcal{K}(z, x_i; z', x'_i) = \frac{1}{(2\pi)^{d-2}} \int \! d^{d-2}k \, \exp(i k \cdot (x - x')) \mathcal{K}(z, k; z')
\]

\[
= C_d \, zz' (\xi)^{d-1} F \left( \frac{d - 1}{2}, \frac{d + 3}{2}; \frac{d}{2}; \xi^2 \right)
\]

(A.10)

where the prefactor \(C_d\) and the parameter \(\xi\) are given by:

\[
C_d = \frac{1}{2^{d+1/2} \pi^{d/2 - 1}} I(d - 1) I(d/2 + 3/2), \quad \xi = \frac{2zz'}{z^2 + (z')^2 + \sum_{i=2}^{d-1} (x_i - x'_i)^2}
\]
B Eq. (5.6) for the deformed half-space in the vacuum

In this appendix we try (5.6) out with some details and verify it in the specific case of the vacuum half-space \( A = \{ \tau = 0, x < 0, y \in \mathbb{R}^{d-2} \} \) in the boundary CFT\(_d\). In this case the modular Hamiltonian is simply the Rindler boost generator in half-space:

\[
H_0 = \int dy \int_0^\infty dx \, T_u(x, y) \tag{B.1}
\]

We now deform \( A \) by introducing a spatial deformation profile \( \xi \):

\[
A \to A' = \{ \tau = 0, x > \xi(y), y \in \mathbb{R}^{d-2} \} \tag{B.2}
\]

The deformation in modular Hamiltonian to linear order in \( \xi \) can be obtained as [46]:

\[
\Delta H = \int dy \, \xi^u(y) \int_\infty^\infty du T_{uu}(u, v = 0, y) + \int dy \, \xi^v(y) \int_\infty^\infty dv T_{vv}(u = 0, v, y) \tag{B.3}
\]

where \( u = x + t \), \( v = x - t \). Spatial deformations correspond to \( \xi^u = \xi^v \). If we are instead interested in the case of deformation along the null plane, e.g. \( \xi^v = 0 \), then (B.3) becomes exact to all orders in \( \xi \), thanks to the half-sided modular inclusion property [47]. At the linear order in \( \xi \), we can just focus on checking (5.6) for one of the null components \( \xi^u \) only. In [46], it has been explicitly checked in this case that the deformed full modular Hamiltonian agrees between boundary and the bulk and thus realizing what JLSM conjectured:

\[
\Delta H^{\text{full}} = \int_{\Sigma_{RT}} \sqrt{\hbar} \, dz \, dy \, \zeta^u(z, y) \int_\infty^\infty du \, T_{uu}^{\text{bulk}}(u, v = 0, z, y), \ Y_{RT} = (z, y) \tag{B.4}
\]

where \( \zeta(z, y) \) is the displacement profile for the deformed RT surface satisfying \( \lim_{z \to 0} \zeta(z, y) = \xi(y) \). The agreement was verified explicitly at the level of the bulk free QFT which means leading order in large \( N \). In this limit one can write \( T_{uu}^{\text{bulk}} \) in terms of bilinears of free fields in the bulk. Therefore to compute its correlation function with single-trace scalar operator \( \mathcal{O} \) in the boundary CFT, the stress tensor is effectively just:

\[
T_{uu}^{\text{bulk}} = \partial_u \Phi \partial_u \Phi. \]

We need to compute its commutator with \( \mathcal{O}(x), x \in D(A) \), the half-sided modular Hamiltonian acts the same as the full modular Hamiltonian, so we can use (B.4) but restrict to \( u \in [0, \infty) \) whose integral can be converted into a modular integral:

\[
\int_0^\infty du T_{uu}^{\text{bulk}}(u, v = 0, Y_{RT}) = \int_{-\infty}^\infty ds' e^{-s'} e^{iH_0 s'} T_{uu}(u_0, Y_{RT}) e^{-iH_0 s'}
\]

where \( u_0 > 0 \) is some arbitrary null regulator away from the RT surface. Now plugging these into the l.h.s. of (5.6), by re-writing \( s' - t \to s' \) and wick contracting among the operators, we obtain the r.h.s. of (5.6) at leading order in large \( N \) as:

\[
\text{r.h.s.} = 2u_0 \int_{\Sigma_{RT}} \sqrt{\hbar} \, dY_{RT} \, \zeta^u(Y_{RT}) \int_\infty^\infty ds (1 - e^{-s}) \int_{-\infty}^\infty ds' e^{-s'} \langle \{ \partial_u \Phi(u_0, Y_{RT}), \mathcal{O}_{-s'}(x) \} \rangle \\
\times \langle \partial_u \Phi(u_0, Y_{RT}) \mathcal{O}_{-s'-s}(y) \rangle \tag{B.5}
\]
We can further re-write \( s' + s \to s \) but keeping track of the imaginary parts relevant for the operator ordering, after some massaging one obtains two contributions:

\[
\text{r.h.s.} = \int_{\Sigma_{RT}} \sqrt{h} dY_{RT} \zeta^u(Y_{RT}) \left[ F(Y_{RT}; x, y) + F(Y_{RT}; y, x) \right] \quad (B.6)
\]

corresponding to the two terms in the \((1 - e^{-s})\) factor of \((B.5)\). The integrand \( F(Y_{RT}; x, y) \) takes the following form:

\[
F = 2iue^{-s} \langle \partial_u \Phi(u_0 e^s, Y_{RT}) \mathcal{O}(y) \rangle \int_{-\infty}^{\infty} ds' \langle \partial_u \Phi(u_0 e^{s'}, Y_{RT}), \mathcal{O}(x) \rangle \quad (B.7)
\]

Using the decaying property of the correlators for large positive \( s \to \infty \), one obtains that:

\[
\begin{align*}
&u_0 \int_{-\infty}^{\infty} ds e^s \langle \partial_u \Phi(u_0 e^s, Y_{RT}) \mathcal{O}(y) \rangle = \int_0^{\infty} du \partial_u \langle \Phi(u, Y_{RT}) \mathcal{O}(y) \rangle = -\langle \Phi(Y_{RT}) \mathcal{O}(y) \rangle \\
&\int_{-\infty}^{\infty} ds' \langle \partial_u \Phi(u_0 e^{s'}, Y_{RT}), \mathcal{O}(x) \rangle = 2\pi i \langle \partial_u \Phi(Y_{RT}) \mathcal{O}(x) \rangle
\end{align*}
\]

where we have closed the contour vertically at \( \text{Re} \ s' = -\infty \) when evaluating the commutator. Now one can assemble everything in \((B.6)\) together and verify \((5.6)\) explicitly for the case of deformed half-space in holographic vacuum:

\[
\text{r.h.s.} = 4\pi \int_{\Sigma_{RT}} \sqrt{h} dY_{RT} \zeta^u(Y_{RT}) \partial_u \left( \langle \Phi(Y_{RT}) \mathcal{O}(x) \rangle \langle \Phi(Y_{RT}) \mathcal{O}(y) \rangle \right) \quad (B.9)
\]

This by itself also provides a non-trivial perturbative check for the validity of the zero-mode bulk reconstruction formula \((5.2)\).

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited. SCOAP\(^3\) supports the goals of the International Year of Basic Sciences for Sustainable Development.

**References**

[1] J.M. Maldacena, *The large N limit of superconformal field theories and supergravity*, Adv. Theor. Math. Phys. 2 (1998) 231 [hep-th/9711200] [inSPIRE].

[2] E. Witten, *Anti-de Sitter space and holography*, Adv. Theor. Math. Phys. 2 (1998) 253 [hep-th/9802150] [inSPIRE].

[3] S.S. Gubser, I.R. Klebanov and A.M. Polyakov, *Gauge theory correlators from noncritical string theory*, Phys. Lett. B 428 (1998) 105 [hep-th/9802109] [inSPIRE].

[4] L. Susskind, *The World as a hologram*, J. Math. Phys. 36 (1995) 6377 [hep-th/9409089] [inSPIRE].

[5] G. ’t Hooft, *Dimensional reduction in quantum gravity*, Conf. Proc. C 930308 (1993) 284 [gr-qc/9310026] [inSPIRE].

[6] S. Ryu and T. Takayanagi, *Holographic derivation of entanglement entropy from AdS/CFT*, Phys. Rev. Lett. 96 (2006) 181602 [hep-th/0603001] [inSPIRE].
[7] V.E. Hubeny, M. Rangamani and T. Takayanagi, A covariant holographic entanglement entropy proposal, *JHEP* 07 (2007) 062 [arXiv:0705.0016] [inSPIRE].

[8] T. Faulkner, A. Lewkowycz and J. Maldacena, Quantum corrections to holographic entanglement entropy, *JHEP* 11 (2013) 074 [arXiv:1307.2892] [inSPIRE].

[9] N. Engelhardt and A.C. Wall, Quantum extremal surfaces: holographic entanglement entropy beyond the classical regime, *JHEP* 01 (2015) 073 [arXiv:1408.3203] [inSPIRE].

[10] A. Hamilton, D.N. Kabat, G. Lifschytz and D.A. Lowe, Holographic representation of local bulk operators, *Phys. Rev. D* 74 (2006) 066009 [hep-th/0606141] [inSPIRE].

[11] B. Czech, J.L. Karczmarek, F. Nogueira and M. Van Raamsdonk, The gravity dual of a density matrix, *Class. Quant. Grav.* 29 (2012) 155009 [arXiv:1204.1330] [inSPIRE].

[12] M. Headrick, V.E. Hubeny, A. Lawrence and M. Rangamani, Causality & holographic entanglement entropy, *JHEP* 12 (2014) 162 [arXiv:1408.6300] [inSPIRE].

[13] X. Dong, D. Harlow and A.C. Wall, Reconstruction of bulk operators within the entanglement wedge in gauge-gravity duality, *Phys. Rev. Lett.* 117 (2016) 021601 [arXiv:1601.05416] [inSPIRE].

[14] D.L. Jafferis, A. Lewkowycz, J. Maldacena and S.J. Suh, Relative entropy equals bulk relative entropy, *JHEP* 06 (2016) 004 [arXiv:1512.06431] [inSPIRE].

[15] A.C. Wall, Maximin Surfaces, and the Strong Subadditivity of the Covariant Holographic Entanglement Entropy, *Class. Quant. Grav.* 31 (2014) 225007 [arXiv:1211.3494] [inSPIRE].

[16] V.E. Hubeny and M. Rangamani, Causal holographic information, *JHEP* 06 (2012) 114 [arXiv:1204.1698] [inSPIRE].

[17] T. Faulkner and A. Lewkowycz, Bulk locality from modular flow, *JHEP* 07 (2017) 151 [arXiv:1704.05464] [inSPIRE].

[18] T. Faulkner, M. Li and H. Wang, A modular toolkit for bulk reconstruction, *JHEP* 04 (2019) 119 [arXiv:1806.10560] [inSPIRE].

[19] J. Cotler, P. Hayden, G. Penington, G. Salton, B. Swingle and M. Walter, Entanglement wedge reconstruction via universal recovery channels, *Phys. Rev. X* 9 (2019) 031011 [arXiv:1704.05839] [inSPIRE].

[20] C.-F. Chen, G. Penington and G. Salton, Entanglement wedge reconstruction using the Petz map, *JHEP* 01 (2020) 168 [arXiv:1902.02844] [inSPIRE].

[21] Y. Suzuki, T. Takayanagi and K. Umemoto, Entanglement wedges from the information metric in conformal field theories, *Phys. Rev. Lett.* 123 (2019) 221601 [arXiv:1908.09939] [inSPIRE].

[22] Y. Kusuki, Y. Suzuki, T. Takayanagi and K. Umemoto, Looking at shadows of entanglement wedges, *PTEP* 2020 (2020) 11B105 [arXiv:1912.08423] [inSPIRE].

[23] A. Belin and S. Colin-Ellerin, Bootstrapping quantum extremal surfaces. Part I. The area operator, *JHEP* 11 (2021) 021 [arXiv:2107.07516] [inSPIRE].

[24] R. Haag, *Local quantum physics: fields, particles, algebras*, Springer, Heidelberg, Germany (1996), https://doi.org/10.1007/978-3-642-61458-3 [inSPIRE].

[25] A. Almheiri, T. Hartman, J. Maldacena, E. Shaghoulian and A. Tajdini, Replica Wormholes and the Entropy of Hawking Radiation, *JHEP* 05 (2020) 013 [arXiv:1911.12333] [inSPIRE].
[26] S.W. Hawking and G.F.R. Ellis, *The Large Scale Structure of Space-Time*, Cambridge Monographs on Mathematical Physics, Cambridge University Press (2011), https://doi.org/10.1017/CBO9780511524646 [arXiv:1403.3733] [IN_SPIRE].

[27] V. Rosenhaus and M. Smolkin, *Entanglement entropy: a perturbative calculation*, *JHEP* **12** (2014) 179 [arXiv:1403.3733] [IN_SPIRE].

[28] V. Rosenhaus and M. Smolkin, *Entanglement entropy for relevant and geometric perturbations*, *JHEP* **02** (2015) 015 [arXiv:1410.6530] [IN_SPIRE].

[29] A. Allais and M. Mezei, *Some results on the shape dependence of entanglement and Rényi entropies*, *Phys. Rev. D* **91** (2015) 046002 [arXiv:1407.7249] [IN_SPIRE].

[30] M. Mezei, *Entanglement entropy across a deformed sphere*, *Phys. Rev. D* **91** (2015) 045038 [arXiv:1411.7011] [IN_SPIRE].

[31] T. Faulkner, R.G. Leigh and O. Parrikar, *Shape dependence of entanglement entropy in conformal field theories*, *JHEP* **04** (2016) 088 [arXiv:1511.05179] [IN_SPIRE].

[32] H. Casini, M. Huerta and R.C. Myers, *Towards a derivation of holographic entanglement entropy*, *JHEP* **05** (2011) 036 [arXiv:1102.0440] [IN_SPIRE].

[33] H. Casini and M. Huerta, *Entanglement and alpha entropies for a massive Dirac field in two dimensions*, *J. Stat. Mech.* **0507** (2005) P07007 [cond-mat/0505663] [IN_SPIRE].

[34] H. Casini and M. Huerta, *Remarks on the entanglement entropy for disconnected regions*, *JHEP* **03** (2009) 048 [arXiv:0812.1773] [IN_SPIRE].

[35] H. Casini and M. Huerta, *Reduced density matrix and internal dynamics for multicomponent regions*, *Class. Quant. Grav.* **26** (2009) 185005 [arXiv:0903.5284] [IN_SPIRE].

[36] J. Cardy, *Some results on the mutual information of disjoint regions in higher dimensions*, *J. Phys. A* **46** (2013) 285402 [arXiv:1304.7985] [IN_SPIRE].

[37] C. Agón and T. Faulkner, *Quantum corrections to holographic mutual information*, *JHEP* **08** (2016) 118 [arXiv:1511.07462] [IN_SPIRE].

[38] B. Chen, L. Chen, P.-x. Hao and J. Long, *On the mutual information in conformal field theory*, *JHEP* **06** (2017) 096 [arXiv:1704.03692] [IN_SPIRE].

[39] V. Chandrasekaran, T. Faulkner and A. Levine, *Scattering strings off quantum extremal surfaces*, *JHEP* **08** (2022) 143 [arXiv:2108.01093] [IN_SPIRE].

[40] L. Chen and H. Wang, *Shape dependence of mutual information in the OPE limit: linear responses*, *JHEP* **10** (2022) 101 [arXiv:2207.05268] [IN_SPIRE].

[41] S. Balakrishnan, T. Faulkner, Z.U. Khandker and H. Wang, *A general proof of the quantum null energy condition*, *JHEP* **09** (2019) 020 [arXiv:1706.09432] [IN_SPIRE].

[42] F. Ceyhan and T. Faulkner, *Recovering the QNEC from the ANEC*, *Commun. Math. Phys.* **377** (2020) 999 [arXiv:1812.04683] [IN_SPIRE].

[43] E. Witten, *APS medal for exceptional achievement in research: invited article on entanglement properties of quantum field theory*, *Rev. Mod. Phys.* **90** (2018) 045003 [arXiv:1803.04993] [IN_SPIRE].

[44] A. Levine, A. Shahbazi-Moghaddam and R.M. Soni, *Seeing the entanglement wedge*, *JHEP* **06** (2021) 134 [arXiv:2009.11305] [IN_SPIRE].
[45] R. Bousso, V. Chandrasekaran, P. Rath and A. Shahbazi-Moghaddam, *Gravity dual of connes cocycle flow*, *Phys. Rev. D* **102** (2020) 066008 [arXiv:2007.00230] [inSPIRE].

[46] T. Faulkner, R.G. Leigh, O. Parrikar and H. Wang, *Modular Hamiltonians for deformed half-spaces and the averaged null energy condition*, *JHEP* **09** (2016) 038 [arXiv:1605.08072] [inSPIRE].

[47] H. Casini, E. Teste and G. Torroba, *Modular Hamiltonians on the null plane and the Markov property of the vacuum state*, *J. Phys. A* **50** (2017) 364001 [arXiv:1703.10656] [inSPIRE].