FINSLER'S LEMMA FOR MATRIX POLYNOMIALS

JAKA CIMPRIČ

Abstract. Finsler’s Lemma characterizes all pairs of symmetric \( n \times n \) real matrices \( A \) and \( B \) which satisfy the property that \( v^T A v > 0 \) for every nonzero \( v \in \mathbb{R}^n \) such that \( v^T B v = 0 \). We extend this characterization to all symmetric matrices of real multivariate polynomials, but we need an additional assumption that \( B \) is negative semidefinite outside some ball. We also give two applications of this result to Noncommutative Real Algebraic Geometry which for \( n = 1 \) reduce to the usual characterizations of positive polynomials on varieties and on compact sets.

1. Introduction

The aim of this paper is to generalize the following result from matrices to matrix polynomials.

**Lemma 1.1** (Finsler 1937). Suppose that \( F \) and \( G \) are symmetric \( n \times n \) real matrices such that for every nonzero \( v \in \mathbb{R}^n \) which satisfies \( v^T G v = 0 \) we have that \( v^T F v > 0 \). Then there exists a real number \( r \) such that \( F - rG \) is positive definite. (The converse is clear.)

A symmetric \( n \times n \) real matrix \( A \) is positive definite (resp. positive semidefinite) if \( v^T A v > 0 \) (resp. \( v^T A v \geq 0 \)) for every nonzero \( v \in \mathbb{R}^n \). In this case we write \( A \succ 0 \) (resp. \( A \succeq 0 \)). We will also discuss the following variant of Lemma 1.1.

**Lemma 1.2.** Suppose that \( F \) and \( G \) are symmetric \( n \times n \) real matrices such that for every nonzero \( v \in \mathbb{R}^n \) which satisfies \( v^T G v \geq 0 \) we have that \( v^T F v > 0 \). Then there exists a real number \( r > 0 \) such that \( F - rG \) is positive definite. (The converse is clear and it works for \( r \geq 0 \).)

**Proof.** Let us show that the \((n + 1) \times (n + 1)\) matrices

\[
\tilde{F} := \begin{bmatrix} F & 0 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad \tilde{G} := \begin{bmatrix} G & 0 \\ 0 & -1 \end{bmatrix}
\]
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satisfy the assumptions of Lemma 1.1. Pick \( \bar{v} = (v, \alpha) \in \mathbb{R}^{n+1} \) such that \( \bar{v}^T G \bar{v} = 0 \). Now \( v^T Gv = \alpha^2 \geq 0 \) implies that \( \bar{v}^T F \bar{v} = v^T Fv > 0 \) by assumption. By Lemma 1.1 there exists \( r \in \mathbb{R} \) such that \( F - rG \succ 0 \). It follows that \( r > 0 \) and \( F - rG \succ 0 \). \( \square \)

Let us recall the usual notation for polynomials and matrix polynomials. We will write \( \mathbb{R}[x] := \mathbb{R}[x_1, \ldots, x_d] \) for the algebra of all real polynomials in \( d \) variables, \( \sum \mathbb{R}[x]^2 \) for the set of all finite sums of squares of polynomials from \( \mathbb{R}[x], M_n(\mathbb{R}[x]) \) for the algebra of all \( n \times n \) matrix polynomials, \( \mathbb{S}_n(\mathbb{R}[x]) \) for the real vector space of all symmetric \( n \times n \) matrix polynomials and \( \sum M_n(\mathbb{R}[x])^2 \) for the set of all finite sums of expressions of the form \( H^T H \) where \( H \in M_n(\mathbb{R}[x]) \). Such expressions are called hermitian squares of matrix polynomials. Note that the identity matrix \( I_n \) is a hermitian square. For every subset \( K \subseteq \mathbb{R}^d \) we write \( \text{Pos}(K) := \{ f \in \mathbb{R}[x] \mid f|_K \geq 0 \} \). For every \( A \subseteq \mathbb{R}[x] \) and \( B \subseteq \mathbb{S}_n(\mathbb{R}[x]) \) we write \( A \cdot B := \{ \sum a_i b_i \mid a_i \in A, b_i \in B \} \) (finite sums).

We will discuss the following questions which can be considered as analogues of Lemmas 1.1 and 1.2 for matrix polynomials.

**Question A.** For which \( F, G \in \mathbb{S}_n(\mathbb{R}[x]) \) are the following equivalent:

(A1) For every \( a \in \mathbb{R}^d \) and every nonzero \( v \in \mathbb{R}^n \) such that \( v^T G(a)v = 0 \) we have that \( v^T F(a)v > 0 \).

(A2) There exists \( s \in \sum \mathbb{R}[x]^2 \) such that \((1 + s)F \in I_n + O_G \) where \( O_G := \sum M_n(\mathbb{R}[x])^2 + \mathbb{R}[x] \cdot G \).

(A3) There exists \( s \in \sum \mathbb{R}[x]^2 \) such that \((1 + s)F \in I_n + \text{Pos}(L_G) \cdot O_G \)

where \( L_G := \{ a \in \mathbb{R}^d \mid v^T G(a)v = 0 \text{ for some } 0 \neq v \in \mathbb{R}^n \} \).

**Question B.** For which \( F, G \in \mathbb{S}_n(\mathbb{R}[x]) \) are the following equivalent:

(B1) For every \( a \in \mathbb{R}^d \) and every nonzero \( v \in \mathbb{R}^n \) such that \( v^T G(a)v \geq 0 \) we have that \( v^T F(a)v > 0 \).

(B2) There exists \( s \in \sum \mathbb{R}[x]^2 \) such that \((1 + s)F \in I_n + N_G \) where \( N_G := \sum M_n(\mathbb{R}[x])^2 + \sum \mathbb{R}[x]^2 \cdot G \).

(B3) There exists \( s \in \sum \mathbb{R}[x]^2 \) such that \((1 + s)F \in I_n + \text{Pos}(K_G) \cdot N_G \)

where \( K_G := \{ a \in \mathbb{R}^d \mid v^T G(a)v \geq 0 \text{ for some } 0 \neq v \in \mathbb{R}^n \} \).

The motivation for studying Question B comes from (one version of) the Noncommutative Real Algebraic Geometry for matrix polynomials. The question there is the following: For given \( G \in \mathbb{S}_n(\mathbb{R}[x]) \) characterize all \( F \in \mathbb{S}_n(\mathbb{R}[x]) \) which satisfy (B1). Question B suggests such a characterization in terms of the sets \( N_G \) and \( \text{Pos}(K_G) \cdot N_G \) which can be considered as noncommutative analogues of quadratic modules and preorderings respectively. The aim of this paper is to show that this characterization does not work for every \( G \in \mathbb{S}_n(\mathbb{R}[x]) \) (see Example 3.3), but it works for those \( G \in \mathbb{S}_n(\mathbb{R}[x]) \) that are negative.
semidefinite outside some ball (see Proposition 3.2.) This rather restrictive assumption is satisfied for example if \( G = - \sum_{i=1}^{m} G_i^T G_i \) for some \( G_1, \ldots, G_m \in M_n(\mathbb{R}[x]) \) or if \( K_G \) is compact, when we get the following results as corollaries (see Theorems 4.1 and 4.2). For both results, the opposite direction is clear.

**Theorem** (Positivstellensatz for varieties). Suppose that \( G_1, \ldots, G_m \in M_n(\mathbb{R}[x]) \) and write \( J \) for the left ideal generated by them. For every \( F \in S_n(\mathbb{R}[x]) \) which satisfies \( v^T F(a) v > 0 \) for every \( a \in \mathbb{R}^d \) and every nonzero \( v \in \mathbb{R}^n \) such that \( G_1(a) v = \ldots = G_m(a) v = 0 \), there exists \( s \in \sum \mathbb{R}[x]^2 \) such that \( (1 + s)F \in I_n + \sum M_n(\mathbb{R}[x])^2 + J + J^T \).

**Theorem** (Compact Positivstellensatz with one constraint). Suppose that the set \( K_G := \{ a \in \mathbb{R}^d \mid v^T G(a) v \geq 0 \text{ for some } 0 \neq v \in \mathbb{R}^n \} \) is compact for some \( G \in S_n(\mathbb{R}[x]) \). Then for every \( F \in S_n(\mathbb{R}[x]) \) which satisfies \( v^T F(a) v > 0 \) for every \( a \in \mathbb{R}^d \) and every nonzero \( v \in \mathbb{R}^n \) such that \( v^T G(a) v \geq 0 \), there exists \( \varepsilon > 0 \) such that \( F - \varepsilon I_n \in N_G \).

The Positivstellensatz for varieties is related to the one-sided Real Nullstellensatz from [11]. Similar results also exist for free polynomials, see [14], [15], [16]. (One-sided Real nullstellensatz for free polynomials is discussed in [9], [12], [19].) The Compact Positivstellensatz is related to Theorem 2.1. of [4] which can be considered as an analogous version of the Archimedean Positivstellensatz with finitely many constraints.

Let us explain the organization of the paper. In Section 2 we give geometric reformulations of Questions A and B that are easier to work with. We also show that the results about Question B in dimension \( n \) follow from the results about Question A in dimension \( n + 1 \) as can be expected from the proof of Lemma 1.2.

In Section 3 we prove our main technical result, Proposition 3.2, which says that the equivalences in Questions A and B hold for every \( F \in S_n(\mathbb{R}[x]) \) and every \( G \in S_n(\mathbb{R}[x]) \) which is negative semidefinite outside some ball. We also give asymptotic reformulations of Questions A and B. In Section 4 we deduce from Proposition 3.2 the above-mentioned Positivstellensätze for varieties and for compact \( K_G \).

In Section 5 we introduce the notion of a weak preordering and show that the set \( \text{Pos}(K_G) \cdot N_G \) is a weak preordering but it need not the smallest weak preordering which contains \( G \). We also show that for \( n = 2 \) and \( d = 1 \), (B1) implies (B3) but it does not imply (B2). For \( n = 3 \) and \( d = 1 \), we show that (B1) does not imply (B3). The reason for these negative results is in the asymptotic behaviour of the set \( \{ (x, r) \mid F(x) - rG(x) \succ 0 \} \).

In Section 6 we try to extend the Compact Positivstellensatz from one to several constraints. The result is not satisfactory because it does
not refer to the smallest weak preordering containing the constraints. However, we obtain a satisfactory version of Archimedean Positivstellensatz which may be of independent interest because it generalizes the Scherer-Hol Theorem, see [20], [17], [6].

Finally, we remind the reader that there is another version of the Noncommutative Real Algebraic Geometry for matrix polynomials, which is much more developed. The question there is the following: For given $G \in S_n(\mathbb{R}[x])$ characterize all $F \in S_n(\mathbb{R}[x])$ such that $F(a)$ is positive definite for every $a \in \mathbb{R}^d$ for which $G(a)$ is positive semi-definite. See [21], [8], [18] for the general case and [1], [20], [17], [6], [10] for the archimedean case. Similar results also exist for some other algebras with involution; see [21] for a survey.

2. Geometric reformulation of the Questions

Questions A and B can be geometricaly reformulated as follows:

**Question A'.** For which $F, G \in S_n(\mathbb{R}[x])$ are the following equivalent:

(A1') For every $a \in \mathbb{R}^d$ there exists $r \in \mathbb{R}$ such that $F(a) - rG(a) \succ 0$. 

(A2') There exists a rational function $r(x)$ without singularities such that $F(a) - r(a)G(a) \succ 0$ for every $a \in \mathbb{R}^d$. 

(A3') There exists a rational function $r(x)$ without singularities in $L_G$ such that $F(a) - r(a)G(a) \succ 0$ for every $a \in L_G$.

**Question B'.** For which $F, G \in S_n(\mathbb{R}[x])$ are the following equivalent:

(B1') For every $a \in \mathbb{R}^d$ there exists $r \in \mathbb{R}$ such that $r > 0$ and $F(a) - rG(a) \succ 0$. 

(B2') There exists a rational function $r(x)$ without singularities such that $r(a) > 0$ and $F(a) - r(a)G(a) \succ 0$ for every $a \in \mathbb{R}^d$. 

(B3') There exists a rational function $r(x)$ without singularities in $K_G$ such that $r(a) > 0$ and $F(a) - r(a)G(a) \succ 0$ for every $a \in K_G$.

Lemma 1.1 implies that (A1) is equivalent to (A1') and Lemma 1.2 implies that (B1) is equivalent to (B1'). We will also prove that (A2) is equivalent to (A2'), (B2) is equivalent to (B2'), (A3) is equivalent to (A3') and (B3) is equivalent to (B3'). The proof of Lemma 2.2 shows that we can replace the condition $r > 0$ in (B1)-(B3) with $r \geq 0$.

We say that a subset $N$ of $S_n(\mathbb{R}[x])$ is a weak quadratic module if $N + N \subseteq N$, $(\sum \mathbb{R}[x]^2) \cdot N \subseteq N$ and $\sum M_n(\mathbb{R}[x])^2 \subseteq N$. For every $G \in S_n(\mathbb{R}[x])$, the set $N_G = \sum M_n(\mathbb{R}[x])^2 + (\sum \mathbb{R}[x]^2) \cdot G$ is the smallest weak quadratic module which contains $G$ and $O_G = \sum M_n(\mathbb{R}[x])^2 + \mathbb{R}[x] \cdot G$ is the smallest weak quadratic module which contains $G$ and $-G$. In the case of $1 \times 1$ matrices, weak quadratic modules are exactly the usual quadratic modules.
We will use the following trick several times:

**Lemma 2.1.** Suppose that $N$ is a weak quadratic module in $S_n(\mathbb{R}[x])$ and $T$ is a preordering in $\mathbb{R}[x]$. Then for every $F \in S_n(\mathbb{R}[x])$, the following are equivalent:

1. There exists $t \in T$ such that $tF \in I_n + T \cdot N$.
2. There exists $s \in \sum \mathbb{R}[x]^2$ such that $(1 + s)F \in I_n + T \cdot N$.

**Proof.** By Lemma 3 in [5] there exists $h \in \sum \mathbb{R}[x]^2$ such that $hI_n + F \in \sum M_n(\mathbb{R}[x])^2$. Write $u := 1 + (1 + h)t \in 1 + T$ and $s := (1 + h)u^2 \in \sum \mathbb{R}[x]^2$. If we multiply $tF \in I_n + T \cdot N$ by $1 + h$ and add $F$, we get that $uF \in I_n + T \cdot N$ which implies $u^2F \in I_n + T \cdot N$. Once more, we multiply by $1 + h$ and add $F$ to get $(1 + s)F \in I_n + T \cdot N$. This proves that (1) implies (2). The converse is clear. \[\square\]

**Lemma 2.2.** Take any $F, G \in S_n(\mathbb{R}[x])$ and write $\tilde{G} = G \oplus -1$ and $\tilde{F} = F \oplus 0$. Then for every preordering $T$ the following are equivalent:

1. There exists $s \in \sum \mathbb{R}[x]^2$ such that $(1 + s)F \in I_n + T \cdot N \tilde{G}$.
2. There exists $s \in \sum \mathbb{R}[x]^2$ such that $(1 + s)\tilde{F} \in I_n + T \cdot O \tilde{G}$.

**Proof.** Consider the following claim:

1. $(1 + s')F - (1 + t')G \in I_n + T \cdot \sum M_n(\mathbb{R}[x])^2$ for some $s' \in \sum \mathbb{R}[x]^2$ and $t' \in T$.

Clearly, (3) implies (1). To prove the converse, pick $t \in T$ such that $(1 + s)F - tG \in I_n + T \cdot \sum M_n(\mathbb{R}[x])^2$. By Lemma 3 in [5], there exists $h \in \sum \mathbb{R}[x]^2$ such that $hI_n - G \in \sum \mathbb{R}[x]^2$. It follows that $(1 + h)(1 + s)F - (1 + (1 + h)t)G \in I_n + T \cdot \sum \mathbb{R}[x]^2$.

On the other hand, (2) is equivalent to $(1 + s)\tilde{F} - p\tilde{G} \in I_{n+1} + T \cdot \sum M_{n+1}(\mathbb{R}[x])^2$ for some $s \in \sum \mathbb{R}[x]^2$ and $p \in \mathbb{R}[x]$. The latter is equivalent to $(1 + s)\tilde{F} - p\tilde{G} = I_{n+1} + W \oplus z$ for some $W \in T \cdot \sum M_n(\mathbb{R}[x])^2$ and $z \in T$, that is $(1 + s)F - pG = I_n + W$ and $p = 1 + z$ for some $W \oplus z \in T$ which is exactly (3). \[\square\]

We will use several times the following version of Theorem 2 in [5].

**Theorem 2.3.** Suppose that a set $K \subseteq \mathbb{R}^d$ and a preordering $T \subseteq \mathbb{R}[x]$ satisfy the following: For every $f \in \mathbb{R}[x]$ such that $f(a) > 0$ for all $a \in K$, there exists $t \in T$ such that $(1 + t)f \in 1 + T$. Then for every $H \in S_n(\mathbb{R}[x])$ such that $H(a) > 0$ for all $a \in K$, there exists $t \in T$ such that $(1 + t)H \in I_n + T \cdot \sum M_n(\mathbb{R}[x])^2$.

The converse is clear. In particular, we have the following:

**Corollary 2.4.** An element $H \in S_n(\mathbb{R}[x])$ satisfies $H(a) > 0$ for every $a \in \mathbb{R}^d$ iff $(1 + s)H \in I_n + \sum M_n(\mathbb{R}[x])^2$ for some $s \in \sum \mathbb{R}[x]^2$. 
We are now able to explain the relations between the properties (A2), (A2'), (B2) and (B2').

**Proposition 2.5.** Any elements $F, G \in S_n(\mathbb{R}[x])$ satisfy property (A2) iff they satisfy property (A2'). Similarly, they satisfy property (B2) iff they satisfy property (B2') iff $\tilde{F} := F \oplus 0$ and $\tilde{G} := G \oplus -1$ satisfy property (A2) iff $\tilde{F}$ and $\tilde{G}$ satisfy property (A2').

**Proof.** Clearly, (A2) implies (A2'). Conversely, if $r = \frac{p}{q}$ satisfies (A2'), then $q^2 > 0$ and $q^2F - pqG \gg 0$ everywhere. By Corollary 2.4 there exist $s_1, s_2, t \in \sum \mathbb{R}[x]^2$ such that $(1 + s_1)q^2 = 1 + t$ and $(1 + s_2)(q^2F - pqG) \in I_n + \sum M_n(\mathbb{R}[x])^2$. It follows that $(1 + t)(1 + s_2)F \in I_n + O_G$.

By Lemma 2.2 $F$ and $G$ satisfy (B2) iff $\tilde{F}$ and $\tilde{G}$ satisfy (A2). By Lemma 1.2 $F$ and $G$ satisfy (B2') iff $\tilde{F}$ and $\tilde{G}$ satisfy (A2').

To prove that (A3) is equivalent to (A3') we need an extension of Krivine-Stengle Positivstellensatz to nonbasic closed semi-regular sets. Recall that for every finite subset $S$ of $\mathbb{R}[x]$ we write $K_S := \{a \in \mathbb{R}^d \mid g(a) \geq 0 \text{ for all } g \in S\}$ and $T_S$ for the preordering in $\mathbb{R}[x]$ generated by $S$. Later, we will also extend these definitions to subsets of $S_n(\mathbb{R}[x])$.

**Lemma 2.6.** Suppose that $S_1, \ldots, S_t$ are finite subsets of $\mathbb{R}[x]$. Then for every $h \in \mathbb{R}[x]$ we have that $h(x) > 0$ for every $x \in \bigcup_{i=1}^t K_{S_i}$ iff $(1 + s)h \in 1 + \bigcap_{i=1}^t T_{S_i}$ for some $s \in \sum \mathbb{R}[x]^2$.

**Proof.** Clearly, the second assertion implies the first one. To prove the opposite, we will need the following claim: For every finite subset $S$ of $\mathbb{R}[x]$ and for every polynomial $f \in \mathbb{R}[x]$ we have that $f|_{K_S} > 0$ iff there exists $s \in \sum \mathbb{R}[x]^2$ such that $(1 + s) f \in 1 + T_S$.

By the Krivine-Stengle Positivstellensatz, we have that $f|_{K_S} > 0$ iff there exists $t \in T_S$ such that $tf \in 1 + T_S$. Now use Lemma 2.1 with $T = N = T_S$ to get the claim.

Let us write $K := K_{S_1} \cup \ldots \cup K_{S_t}$. If $f \in \mathbb{R}[x]$ is such that $f|_K > 0$ then $f|_{K_{S_i}} > 0$ for each $i$. By the claim, there exist $s_1, \ldots, s_t \in \sum \mathbb{R}[x]^2$ such that $(1 + s_i) f \in 1 + T_{S_i}$. Now, $s := (1 + s_1) \cdots (1 + s_t) - 1 \in \sum \mathbb{R}[x]^2$ and $(1 + s) f - 1 \in T_{S_i}$ for each $i = 1, \ldots, t$.

As a corollary of Theorem 2.3 and Lemma 2.6 we get:

**Corollary 2.7.** Suppose that $S_1, \ldots, S_t$ are finite subsets of $\mathbb{R}[x]$. Then for every $H \in S_n(\mathbb{R}[x])$ we have that $H(x) > 0$ for every $x \in \bigcup_{i=1}^t K_{S_i}$ iff $(1 + t)H \in I_n + (\bigcap_{i=1}^t T_{S_i}) \cdot \sum M_n(\mathbb{R}[x])^2$ for some $t \in \bigcap_{i=1}^t T_{S_i}$.

In the proof of Proposition 2.9 we will also need the following.
**Lemma 2.8.** For every $G \in S_n(\mathbb{R}[x])$, the sets $K_G$ and $L_G$ are of the form $\bigcup_{i=1}^t K_{S_i}$ where $S_1, \ldots, S_t$ are finite subsets of $\mathbb{R}[x]$. Moreover, $L_G = K_G \cap K_{-G}$ and $K_G = L_G$ where $\tilde{G} := G \oplus -1 \in S_{n+1}(\mathbb{R}[x])$.

**Proof.** Clearly, $L_G \subseteq K_G \cap K_{-G}$. To prove the opposite inclusion, take any $a \in K_G \cap K_{-G}$ and pick nonzero $u, v \in \mathbb{R}^n$ such that $u^T G(a) u \geq 0$ and $v^T G(a) v \leq 0$. It follows that the continuous function

$$
\lambda \mapsto ((1 - \lambda)u + \lambda v)^T G(a)((1 - \lambda)u + \lambda v)
$$

has a zero $\lambda_0 \in [0, 1]$. If $(1 - \lambda_0)u + \lambda_0 v \neq 0$ then we are done. Otherwise, $u$ and $v$ are colinear, which implies that $u^T G(a) u = v^T G(a) v = 0$. Therefore, $a \in L_G$ in this case, too.

The sets $K_G$ and $L_G$ are semialgebraic by the Tarski-Seidenberg Theorem. The set $K_G$ consists of all $a \in \mathbb{R}^d$ such that $G(a)$ is not negative definite. Since $G$ is continuous and the set of negative definite matrices is open, it follows that $K_G$ is closed. Since $L_G = K_G \cap K_{-G}$, $L_G$ is closed, too. By the Finiteness Theorem, every closed semialgebraic set is a finite union of the sets of the form $K_S$ for finite $S$.

Finally, $a \in L_{\tilde{G}}$ iff $v^T G(a) v = 0$ for some nonzero $v = (u, \alpha) \in \mathbb{R}^{n+1}$ iff $u^T G(a) u - \alpha^2 = 0$ for some nonzero $u \in \mathbb{R}^n$ and some $\alpha \in \mathbb{R}$ iff $u^T G(a) u \geq 0$ for some nonzero $u \in \mathbb{R}^n$ iff $a \in K_G$. \qed

**Proposition 2.9.** Any elements $F, G \in S_n(\mathbb{R}[x])$ satisfy property (A3) iff they satisfy property (A3'). Similarly, $F$ and $G$ satisfy property (B3) iff they satisfy property (B3') iff $\tilde{F} := F \oplus 0$ and $\tilde{G} := G \oplus -1$ satisfy property (A3) iff $\tilde{F}$ and $\tilde{G}$ satisfy property (A3').

**Proof.** If $F$ and $G$ satisfy (A3), then $(1 + s)F = I_n + \sum_i u_i (V_i + t_i G)$ for some $s \in \sum \mathbb{R}[x]^2$, $V_i \in \sum M_n(\mathbb{R}[x]^2)$, $u_i \in \text{Pos}(L_G)$ and $t_i \in \mathbb{R}[x]$. Then (A3') is satisfied with $r = \sum u_i t_i \frac{x}{1+s}$.

Suppose now that $F$ and $G$ satisfy (A3'). Then there exist $p, q \in \mathbb{R}[x]$ such that $q^2 > 0$ on $L_G$ and $H := q^2 F - pq G > 0$ on $L_G$. By Lemma 2.8, $L_G = \bigcup_{i=1}^t K_{S_i}$ for finite subsets $S_1, \ldots, S_t \subseteq \mathbb{R}[x]$. By Lemma 2.9 there exist $s \in \sum \mathbb{R}[x]^2$ and $t_1 \in T := \bigcap_{i=1} T_{S_i}$ such that $(1 + s)q^2 = 1 + t_1$. By Corollary 2.7 there exists $t_2 \in T$ such that $(1 + t_2)H \in I_n + T \cdot \sum M_n(\mathbb{R}[x]^2)$. It follows that $(1 + t_1)(1 + t_2)F \in I_n + T \cdot \sum M_n(\mathbb{R}[x]^2) \cdot \mathbb{R}[x] \cdot G \subseteq I_n + T \cdot O_G$. If we use Lemma 2.1 with $N = O_G$ and the fact that $T \subseteq \text{Pos}(L_G)$ we get (A3).

Lemma 2.2 with $T = \text{Pos}(K_G) = \text{Pos}(L_{\tilde{G}})$ implies that $F$ and $G$ satisfy property (B3) iff $\tilde{F}$ and $\tilde{G}$ satisfy property (A3). By Lemma 1.2 $F$ and $G$ satisfy property (B3') iff $\tilde{F}$ and $\tilde{G}$ satisfy property (A3'). \qed
3. Asymptotic versions of the Questions

We would like to determine when the property (A1') implies (A2'). For given \( F,G \in S_n(\mathbb{R}[x]) \) consider the set

\[
M := \{(x,r) \in \mathbb{R}^d \times \mathbb{R} \mid F(x) - rG(x) > 0\}.
\]

The assumption (A1') says that all sections \( M_x := \{r \in \mathbb{R} \mid (x,r) \in M\} \) are nonempty. The conclusion (A2') says that there exists a rational function \( r \) without singularities such that \( r(x) \in M_x \) for every \( x \in \mathbb{R}^d \) (i.e. \( M \) contains the graph of \( r \)).

In the following we will write \( B(a, \delta) \) (resp. \( \bar{B}(a, \delta) \)) for the open ball (resp. closed ball) with center \( a \) and radius \( \delta \) in the euclidean norm \( \| \cdot \| \). We will also apply the euclidean norm to the \( d \)-tuple of variables.

**Lemma 3.1.** Suppose that \( F,G \in S_n(\mathbb{R}[x]) \) satisfy (A1') and write \( M_x := \{r \in \mathbb{R} \mid F(x) - rG(x) > 0\} \) and \( \mu(x) = \inf M_x, \nu(x) = \sup M_x \) for every \( x \in \mathbb{R}^d \). We claim that

1. \( M_x = (\mu(x), \nu(x)) \) for every \( x \in \mathbb{R}^d \).
2. \( \mu(x) = -\infty \) iff \( G(x) \succeq 0 \) and \( \nu(x) = +\infty \) iff \( G(x) \preceq 0 \).
3. \( \mu, \nu : \mathbb{R}^d \to \mathbb{R} \) are continuous functions.
4. For every compact set \( K \subseteq \mathbb{R}^d \) there exists a polynomial \( p \) such that \( p(x) \in M_x \) for every \( x \in K \).

**Proof.** Since the set of positive definite matrices is convex and open, so are the sets \( M_x \). This implies (1).

If \( G(x) \succeq 0 \) and \( r_0 \in M_x \) for some \( x \), then for every \( r \leq r_0 \) we have that \( r \in M_x \) since \( F(x) - rG(x) = F(x) - r_0G(x) + (r_0 - r)G(x) > 0 \). Conversely, if \( \mu(x) = -\infty \), then by the convexity of \( M_x \), we have that \((-\infty, r_0] \subseteq M_x \) for some \( r_0 \). It follows that \( \frac{1}{r_0 - r}(F(x) - r_0G(x)) + G(x) \succ 0 \) for every \( r < r_0 \). Sending \( r \to -\infty \), we get that \( G(x) \succeq 0 \).

Let us show that \( \mu \) is continuous. Suppose first that \( \mu(a) = -\infty \) and pick \( r_0 \in M_a \). Since the set \( M := \{(x,r) \in \mathbb{R}^d \times \mathbb{R} \mid F(x) - rG(x) \succ 0\} \) is open, we have that for every \( r \leq r_0 \) there exists \( \delta > 0 \) such that \( B(a, \delta) \times r \subseteq M \). It follows that \( \mu(x) < r \) for every \( x \in B(a, \delta) \). Suppose now that \( \mu(a) \neq -\infty \) and pick \( \varepsilon > 0 \). Take any \( \kappa \in (\mu(a) - \varepsilon, \mu(a)) \) and any \( \lambda \in (\mu(a), \mu(a) + \varepsilon) \cap M_a \). Since \( M \) is open, there exists \( \delta_1 > 0 \) such that \( B(a, \delta_1) \times \lambda \subseteq M \). Note also that \( u^T(F(a) - \kappa G(a))u < 0 \) for some nonzero \( u \in \mathbb{R}^n \). Otherwise, we would have that \( F(a) - \kappa G(a) \succeq 0 \), which would imply a contradiction \( F(a) - \mu(a)G(a) \succeq 0 \) since \( F(a) - \lambda G(a) \succeq 0 \) and \( \mu(a) \in (\kappa, \lambda) \). Now pick \( \delta_2 > 0 \) such that \( u^T(F(x) - \kappa G(x))u < 0 \) for every \( x \in B(a, \delta_2) \). It follows that \( \kappa < \mu(x) < \lambda \) for every \( x \in B(a, \min\{\delta_1, \delta_2\}) \).
To prove (4) first use a compactness argument to construct \(c, d \in \mathbb{R}\) such that \(M_x \cap (c, d)\) is nonempty for every \(x \in K\). It follows that \(\max\{\mu, c\}\) and \(\min\{\nu, d\}\) are continuous and finite on \(K\). By the Stone-Weierstrass theorem, there is a polynomial on \(K\) between them. \(\square\)

Our main results will follow from Proposition 3.2.

**Proposition 3.2.** Suppose that \(G \in S_n(\mathbb{R}[x])\) is such that \(G(a)\) is negative semidefinite for every \(a\) outside some ball in \(\mathbb{R}^d\). Then for every \(F \in S_n(\mathbb{R}[x])\) property (A1) implies (A2) and (B1) implies (B2).

**Proof.** We will prove that the property (A1') implies the property (A2'). It follows that (B1') implies (B2') because \(\tilde{G} := G \oplus -1\) is also negative semidefinite outside the same ball as \(G\).

Suppose that \(G(x) \preceq 0\) for every \(x\) outside the ball \(B(0, R)\). By Lemma 3.1 there exists a polynomial \(p\) such that \(F(x) - p(x)G(x) \succ 0\) for every \(x \in B(0, R+1)\). The function \(\max\{\mu, p\}\) is defined and finite everywhere. It is also continuous by Lemma 3.1 and semialgebraic by the Tarski-Seidenberg Theorem. By Proposition 2.6.2. in [BCR], it is bounded from above by a polynomial of the form \(q(x) = C(1 + \|x\|^2)^t\).

By a compactness argument there exists \(\varepsilon > 0\) such that \(F(x) - (p(x) + \varepsilon)G(x) \succ 0\) for every \(x \in B(0, R)\). For every \(k \in \mathbb{N}\) write \(p_k(x) := p(x) + \varepsilon \cdot \left(\frac{1 + \|x\|^2}{1 + R^2}\right)^k\).

Since \(p_k \leq p + \varepsilon\) on \(B(0, R)\) and \(\sup M_x = +\infty\) on \(B(0, R+1)\setminus B(0, R)\), we have that \(F - p_kG \succ 0\) on \(B(0, R+1)\) for every \(k\). Finally, pick \(k \in \mathbb{N}\) such that \(p_k(x) > q(x)\) for every \(x\) outside \(B(0, R+1)\). For this \(k\) we have that \(F - p_kG \succ 0\) on \(\mathbb{R}^d\). Therefore, (A2') is true. \(\square\)

The assumption that \(G\) is negative semidefinite outside some ball cannot be omitted as the following example shows.

**Example 3.3.** If

\[
G = \begin{bmatrix} x & 0 \\ 0 & x \end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix} 1 + x & 0 \\ 0 & 1 \end{bmatrix}
\]

and \(\tilde{F} = F \oplus 0\) and \(\tilde{G} = G \oplus -1\) then all sections of the sets \(M\) and \(\tilde{M} := \{(x, r) \in \mathbb{R}^d \times \mathbb{R} \mid \tilde{F}(x) - r\tilde{G}(x) > 0\}\) are nonempty since

\[
M_x = \begin{cases} (1 + \frac{1}{x}, +\infty), & x < 0, \\ (-\infty, +\infty), & x = 0, \\ (-\infty, \frac{1}{x}), & x > 0, \end{cases} \quad \tilde{M}_x = \begin{cases} (1 + \frac{1}{x}, +\infty), & x < -1, \\ (0, +\infty), & -1 \leq x \leq 0, \\ (0, \frac{1}{x}), & x > 0. \end{cases}
\]

On the other hand, \(-x \in M_x\) for every \(x \in \mathbb{R}^d\) but there is no rational
function without singularities such that \( r(x) \in M_x \) for every \( x \in \mathbb{R}^d \).
Namely, the existence of such \( r(x) \) would imply a contradiction
\[
\lim_{x \to +\infty} r(x) = 0 \quad \text{and} \quad \lim_{x \to -\infty} r(x) \neq 0.
\]
It follows that \( F \) and \( G \) satisfy (A1'), (A2') and (B1') but not (B2').

The reason for the failure of Property (B2') in the example is in
the asymptotic behavior of the set \( M \). The following generalization of
Proposition 3.2 shows us that the asymptotic behaviour of the set \( M \)
is the only obstruction.

**Proposition 3.4.** Matrix polynomials \( F, G \in S_n(\mathbb{R}[x]) \) satisfy property
(A2') iff they satisfy property (A1') and the following:

\((A2'')\) There exists a real \( R \) and a rational function \( r \) such that \( r \) has no
singularities outside \( B(0, R) \) and \( F - rG \succ 0 \) outside \( B(0, R) \).
Moreover, \( F \) and \( G \) satisfy (A3') iff they satisfy (A1') and the following:

\((A3'')\) There exists a real \( R \) and a rational function \( r \) such that \( r \) has no
singularities in \( K_G \setminus B(0, R) \) and \( F - rG \succ 0 \) on \( K_G \setminus B(0, R) \).

We also have analogous results for Question B.

**Proof.** We will only show the second part because the first part is similar
(just replace \( K_G \) with \( \mathbb{R}^d \).) The results for Question B follow. If
the set \( K_G \) is compact we can use Proposition 3.2. Otherwise the set
\( Z := K_G \setminus B(0, R) \) is nonempty. It is also closed and semialgebraic.

Suppose that \( F, G \) satisfy (A3''). As in the proof of Proposition 2.9,
we see that there is \( s \in \sum \mathbb{R}[x]^2 \) such that \( (1 + s)F \in I_n + Pos(Z) \cdot N_G \).
Thus, there exists a rational function \( r_0 \) with no singularities on \( \mathbb{R}^d \)
such that \( F - r_0G \succ 0 \) on \( Z \).

By a compactness argument, we can find a real \( c > 0 \) such that the
interval \((r_0(x) - c, r_0(x) + c)\) intersects the interval
\( M_x := \{ r \in \mathbb{R} \mid F(x) - rG(x) \succ 0 \} = (\mu(x), \nu(x)) \) for every \( x \in B(0, R) \). It follows
that the functions \( \mu_1 := \max\{\mu, r_0 - c\} \) and \( \nu_1 := \min\{\nu, r_0 + c\} \) satisfy
\( \mu_1 < \nu_1 \) on \( B(0, R) \). Clearly, \( \mu_1 < r_0 < \nu_1 \) on \( Z \). Moreover, \( \mu_1 \) and \( \nu_1 \) are defined, finite, continuous and semialgebraic on \( \mathbb{R}^d \).

By Proposition 2.6.2. in [2], there exists a real \( d > 0 \) and an integer \( k \geq 1 \) such that \( \frac{1}{\nu_1 - r_0} \) and \( \frac{1}{r_0 - \mu_1} \) are below \( d(1 + \| x \|^2)^k \) on \( Z \). So, \( r_0(x) \pm \frac{1}{d}(1 + \| x \|^2)^{-k} \in (\mu_1(x), \nu_1(x)) \subseteq M_x \) for every \( x \in Z \). Write \( \sigma(x) := c\left(\frac{1 + R^2}{1 + \| x \|^2}\right)^{k+1} \) and pick \( R' > 0 \) such that \( \sigma(x) \leq \frac{1}{d}(1 + \| x \|^2)^{-k} \) for every \( x \) outside \( B(0, R') \).

Let us write \( \mu_2 := \max\{\mu_1, r_0 - \sigma\} \), \( \nu_2 := \min\{\nu_1, r_0 + \sigma\} \) and \( \phi := \frac{\mu_2 + \nu_2}{2} \). For every \( x \in B(0, R) \), we have that \( \sigma(x) \geq c \), so \( \mu_2(x) = \mu_1(x) \) and \( \nu_2(x) = \nu_1(x) \). Clearly, \( r_0(x) \in (\mu_2(x), \nu_2(x)) \subseteq M_x \) for every \( x \in Z \). It follows that \( \mu_2 < \nu_2 \) on \( K_G \). For every \( x \notin B(0, R') \), we have that \( \mu_2(x) = r_0(x) - \sigma(x) \) and \( \nu_2(x) = r_0(x) + \sigma(x) \) and \( \phi(x) = r_0(x) \).

Let \( C_0(K_G) \) be the algebra of all real continuous functions on \( K_G \) that vanish at infinity and let \( A \subseteq C_0(K_G) \) be the algebra of (the restrictions to \( K_G \) of) all rational functions of the form \( \frac{h(x)}{(1 + \| x \|^2)^{k+1}} \) where \( \deg h < 2l \). Since \( A \) separates points and vanishes nowhere, it is dense in \( C_0(K_G) \) in the sup norm by the locally compact version of the Stone-Weierstrass Theorem.

Pick a real \( \varepsilon \in (0, 1) \) such that \( 2\varepsilon c(1 + R^2)^{k+1} < \nu_2 - \mu_2 \) on \( B(0, R') \). It follows that \( 2\varepsilon \sigma < \nu_2 - \mu_2 \) on \( B(0, R') \) and \( 2\sigma < 2\sigma = \nu_2 - \mu_2 \) on \( K_G \setminus B(0, R') \). Thus \( (\phi(x) - \varepsilon \sigma(x), \phi(x) + \varepsilon \sigma(x)) \subseteq (\mu_2(x), \nu_2(x)) \subseteq M_x \) for every \( x \in K_G \). The function \( f(x) := (1 + \| x \|^2)^{k+1}(\phi - r_0) \) belongs to \( C_0(K_G) \) because it is identically zero on \( K_G \setminus B(0, R') \). By the above, there exists \( g \in A \) such that \( g(x) \) lies between \( f(x) \pm \varepsilon c(1 + R^2)^{k+1} \) on \( K_G \). It follows that for every \( x \in K_G \), \( r_1(x) := r_0(x) + \frac{g(x)}{(1 + \| x \|^2)^{k+1}} \) belongs to \( (\phi(x) - \varepsilon \sigma(x), \phi(x) + \varepsilon \sigma(x)) \subseteq M_x \).

\[ \square \]

4. Applications

In this section we will discuss two applications of Proposition 3.2. Theorem 4.1 extends the usual characterization of positive polynomials on varieties. It is related to the one-sided Real Nullstellensatz for matrix polynomials from [11].

**Theorem 4.1** (Positivstellensatz for varieties). Pick \( G_1, \ldots, G_m \in M_n(\mathbb{R}[x]) \) and let \( J \) be the left ideal generated by them. Then for every \( F \in S_n(\mathbb{R}[x]) \) the following are equivalent:

1. For every \( a \in \mathbb{R}^d \) and every nonzero \( v \in \mathbb{R}^n \) such that \( G_1(a) v = \ldots = G_m(a) v = 0 \) we have that \( v^T F(a) v > 0 \).
2. There exists \( s \in \mathbb{R}[x]^2 \) such that \( (1+s)F \in I_n + \sum M_n(\mathbb{R}[x])^2 + J + J^T \).
Proof. Clearly, (2) implies (1). To prove the opposite, write \( G = - \sum_{i=1}^{m} G_i^T G_i \) and consider the following claims:

(1') For every \( a \in \mathbb{R}^d \) and every nonzero \( v \in \mathbb{R}^n \) such that \( v^T G(a)v = 0 \) we have that \( v^T F(a)v > 0 \).

(2') There exist \( s \in \mathbb{R}[^{[x]}^2 \), \( S \in \mathbb{M}_n(\mathbb{R}[x])^2 \) and \( p \in \mathbb{R}[x] \) such that \( (1 + s)F = I + S + pG \).

By Proposition 3.2, (1') implies (2'). Clearly, (1) is equivalent to (1') and (2') implies (2). □

Theorem 4.2 extends the usual characterization of positive polynomials on compact sets, i.e. Schmüdgen’s Theorem.

**Theorem 4.2 (Compact Positivstellensatz).** Suppose that \( G \in \mathbb{S}_n(\mathbb{R}[x]) \) is such that the set \( K_G \) is compact. Then for every \( F \in \mathbb{S}_n(\mathbb{R}[x]) \) the following are equivalent:

1. For every \( a \in \mathbb{R}^d \) and every nonzero \( v \in \mathbb{R}^n \) such that \( v^T G(a)v \geq 0 \) we have that \( v^T F(a)v > 0 \).
2. There exists \( \varepsilon > 0 \) such that \( F - \varepsilon I_n \in N_G \).

As usual, we will split the proof into two parts, Wörmann’s trick and Archimedean Positivstellensatz, see Propositions 4.4 and 4.3.

We say that a weak quadratic module \( N \subseteq \mathbb{S}_n(\mathbb{R}[x]) \) is archimedean if for every \( F \in \mathbb{S}_n(\mathbb{R}[x]) \) there exists \( k \in \mathbb{N} \) such that \( kI_n \pm F \in N \). As usual, one can show that \( N \) is archimedean iff \( (R^2 - \|x\|^2)I_n \in N \) for some real \( R \). (See the proof of Theorem 2.1 in [4] for details.)

Proposition 4.3 is a special case of Theorem 2.1. in [4]. Finsler’s Lemma implies that property (1) from Proposition 4.3 is equivalent to property (1) from Theorem 4.2.

**Proposition 4.3.** Suppose that \( G \in \mathbb{S}_n(\mathbb{R}[x]) \) is such that the weak quadratic module \( N_G \) is archimedean. Then for every \( F \in \mathbb{S}_n(\mathbb{R}[x]) \) the following are equivalent:

1. For every \( a \in \mathbb{R}^d \) and a nonzero positive semidefinite real \( n \times n \) matrix \( B \) such that \( \text{Tr} G(a)B \geq 0 \), we have that \( \text{Tr} F(a)B > 0 \).
2. There exists \( \varepsilon > 0 \) such that \( F - \varepsilon I_n \in N_G \).

Proposition 4.4 follows from Proposition 3.2.

**Proposition 4.4.** For every \( G \in \mathbb{S}_n(\mathbb{R}[x]) \), the weak quadratic module \( N_G \) is archimedean iff the set \( K_G \) is compact.

Proof. If \( N_G \) contains \( (R^2 - \|x\|^2)I_n \) for some \( R \) then \( K_G \) is contained in \( B(0, R) \). Conversely, If \( K_G \) is contained in \( B(0, R) \) for some \( R \), then \( f := R^2 - \|x\|^2 > 0 \) on \( K_G \). It follows from Proposition 3.2 that there exists \( s \in \sum \mathbb{R}[x]^2 \) such that \( (1 + s)f \cdot I_n \in I_n + N_G \). Write
\[ N' := \{ p \in \mathbb{R}[x] \mid pI_n \in N_G \} \text{ and } T_f = \sum \mathbb{R}[x]^2 + f(\sum \mathbb{R}[x]^2). \text{ Clearly, } \\
N' \text{ and } T_f \text{ are quadratic modules in } \mathbb{R}[x]. \text{ Since } T_f \text{ is archimedean, there exists } M > 0 \text{ such that } M - s \in T_f. \text{ Since } (1 + s)f \in 1 + N', \text{ it follows that } (1 + s)(M - s) \in N', \text{ and so } R(\frac{M}{2} - 1)^2 - \|x\|^2 = \]
\[ R^2(M - s)(1 + s) + R^2(\frac{M}{2} - s)^2 + (1 + s)(R^2 - \|x\|^2) + s\|x\|^2 \in N'. \text{ This proves that } N' \text{ is archimedean. Therefore, } N_G \text{ is archimedean, too. \quad \square} \]

To make the reader appreciate this argument, we also give a completely algebraic proof of Proposition 4.4. It uses the following:

**Lemma 4.5.** For every \( G \in S_n(\mathbb{R}[x]) \) and \( f \in \mathbb{R}[x] \) such that \( f > 0 \) on \( K_G \) there exists \( Q \in \sum M_n(\mathbb{R}[x])^2 \) such that \((I_n + Q)f \in I_n + N_G \).

**Proof.** The assumption implies that \( -G(a) \succ 0 \) for every \( a \in \mathbb{R}^d \) such that \(-f(a) \geq 0 \). By Corollary 2.7, there exists \( t \in T_f \) and \( S_0, S_1 \in \sum M_n(\mathbb{R}[x])^2 \) such that \((1 + t)(-G) = I_n + S_0 + (-f)S_1 \). It follows that \((1 + t)^2(-G) = I_n + S_0' + (-f)S_1' \) for some \( S_0', S_1' \in \sum M_n(\mathbb{R}[x])^2 \). Write \( h_{\pm} = (1 \pm f)^2/4 \). Multiplying \( fS_1' = I_n + S_0' + (1 + t)^2G \) with \( 1 + h_{\pm}^2 = (1 + h_{\pm}^2) - f \) one gets \((1 + h_{\pm}^2)fS_1' = (1 + h_{\pm}^2 - f)I_n + (1 + h_{\pm}^2)S_0' + (1 + h_{\pm}^2)(1 + t)^2G \). Thus, \((1 + (1 + h_{\pm}^2)S_1')f \in I_n + N_G \).

We are now able to give an alternative proof of Proposition 4.4.

**Proof.** Since \( K_G \) is compact, it is contained in some ball \( B(0, R) \). Since \( f := R^2 - \|x\|^2 \succ 0 \) on \( K_G \), there exists \( Q \in \sum M_n(\mathbb{R}[x])^2 \) such that

\[
(1) \quad f(I_n + Q) \in I_n + N_G.
\]

By Lemma 3 in [5], there exists \( q \in \sum \mathbb{R}[x]^2 \) such that \( qI_n - Q \in \sum M_n(\mathbb{R}[x])^2 \). Since the preordering \( T' = \sum \mathbb{R}[x]^2 + f(\sum \mathbb{R}[x]^2) \) is archimedean, there exist \( m \in \mathbb{N} \) and \( s_0, s_1 \in \sum \mathbb{R}[x]^2 \) such that \( m - 1 - q = s_0 + s_1f \). From (1), it follows that

\[
(2) \quad (m - 1 - q)(I_n + Q) \in N_G.
\]

Since \( (1 + q)I_n - Q \) and \( I_n + Q \) commute and they are positive definite at each point, it follows that \((1 + q)I_n - Q)(I_n + Q) \) is positive definite at each point. By Corollary 2.4, there exists \( s \in \sum \mathbb{R}[x]^2 \) such that

\[
(3) \quad (1 + s)((1 + q)I_n - Q)(I_n + Q) \in I_n + \sum M_n(\mathbb{R}[x])^2.
\]

From the equations (2) and (3), we get that

\[
(4) \quad (1 + s)(mI_n - Q)(I_n + Q) \in N_G.
\]

By adding \((1 + s)((m^2/4)I_n - Q)^2 \in \sum M_n(\mathbb{R}[x])^2 \) to (4), we get that

\[
(5) \quad (1 + s)((m^2/4 + m)I_n - Q) \in N_G.
\]
From (5) and (1), we get that

\[(6) \quad R^2(1+s)((\frac{m^2}{4} + m)I_n - Q) + (1+s)f(I_n + Q) + (1+s)\|x\|^2Q \in N_G\]

which can be simplified to

\[(7) \quad (1+s)(R^2(\frac{m}{2} + 1)^2 - \|x\|^2)I_n \in N_G.\]

As in the first proof of Proposition 4.4 we can deduce from (7) that $N_G$ is archimedean.

5. Weak preorderings

The aim of this section is to provide motivation for the study of property (B3) and for Section 6.

A weak quadratic module $T$ is a weak preordering if $(T \cap Z) \cdot T \subseteq T$ where the set $Z := \mathbb{R}[x] \cdot I_n$ will be identified with the set $\mathbb{R}[x]$ in the sequel. In the case of $1 \times 1$ matrices, weak preorderings are exactly the usual preorderings. The smallest weak preordering which contains $G$ will be denoted by $T_G$. Proposition 5.1 gives a recursive construction of $T_G$.

**Proposition 5.1.** Pick $G \in S_n(\mathbb{R}[x])$ and consider the sequence

\[T_0 = \sum \mathbb{R}[x]^2, \quad T_{i+1} = \prod((T_i \cdot N_G) \cap Z)\]

of subsets in $\mathbb{R}[x]$. In other words, $T_{i+1}$ is the set of all finite products of elements $t \in \mathbb{R}[x]$ such that $tI_n \in T_i \cdot N_G$. We claim that

1. $T := \bigcup T_i$ is a preordering in $\mathbb{R}[x]$.
2. $T_G = T \cdot N_G$.
3. $T_G \cap Z = T$.
4. $T \subseteq \text{Pos}(K_G)$ where $K_G := \{a \in \mathbb{R}^d \mid v^T G(a) v \geq 0 \text{ for some nonzero } v \in \mathbb{R}^n\}$.
5. $\text{Pos}(K_G) \cdot N_G$ is a preordering which contains $T_G$.
6. If $G = gI_n$ then $T_G = T_{y} \cdot \sum M_n(\mathbb{R}[x])^2 = \sum M_n(\mathbb{R}[x])^2 + g \sum M_n(\mathbb{R}[x])^2$ where $T_{y} = \sum \mathbb{R}[x]^2 + (\sum \mathbb{R}[x]^2)g$.

**Proof.** (1) The set $T_0$ is clearly a preordering in $\mathbb{R}[x]$. If $T_i$ is a preordering in $\mathbb{R}[x]$ then the set $(T_i \cdot N_G) \cap Z$ is clearly a quadratic module in $\mathbb{R}[x]$ containing $T_i$. It follows that $T_{i+1}$ is a preordering in $\mathbb{R}[x]$ containing $T_i$. Therefore $T$ is a preordering in $\mathbb{R}[x]$.

(2) Clearly, $T_0 \cdot N_G \subseteq T_G$. Suppose that $T_i \cdot N_G \subseteq T_G$. It follows that $T_{i+1} = \prod((T_i \cdot N_G) \cap Z) \subseteq \prod(T_G \cap Z) = T_G \cap Z$. Therefore, $T_{i+1} \cdot N_G \subseteq (T_G \cap Z) \cdot T_G \subseteq T_G$. This proves the inclusion $T \cdot N_G \subseteq T_G$. To prove the opposite inclusion, it suffices to show that $T \cdot N_G$ is a preordering. Pick
$u \in (T_i \cdot N_G) \cap Z$ and $V \in T_j \cdot N_G$ and write $k = \max\{i, j\}$. It follows that $u \in T_{k+1}$, and so, $uV \in T_{k+1} \cdot (T_k \cdot N_G) = T_{k+1} \cdot N_G \subseteq T \cdot N_G$.

(3) follows from $T \subseteq T_G \cap Z = \bigcup_i ((T_i \cdot N_G) \cap Z) \subseteq \bigcup T_{i+1} = T$.

(4) Clearly, $T_0 \subseteq \text{Pos}(K_G)$. Suppose that $T_i \subseteq \text{Pos}(K_G)$ and pick any $z \in (T_i \cdot N_G) \cap Z$ and any $a \in K_G$. Pick $s_j \in T_i$ and $H_j \in N_G$ such that $zI_n = \sum_j s_jH_j$. Pick also a nonzero $v \in \mathbb{R}^d$ such that $v^T G(a)v \geq 0$. It follows that $z(a)v^T v = \sum_j s_j(a)v^T H_j(a)v$. Clearly $v^T H_j(a)v \geq 0$ and by induction hypothesis, also $s_j(a) \geq 0$. Therefore, $z(a) \geq 0$. It follows that $T_{i+1} \subseteq \text{Pos}(K_G)$.

(5) It suffices to show that $(\text{Pos}(K_G) \cdot N_G) \cap Z \subseteq \text{Pos}(K_G)$. Pick any $h \in \text{Pos}(K_G) \cdot N_G$ any $a \in K_G$. Then there exists nonzero $v \in \mathbb{R}^d$ such that $v^T G(a)v \geq 0$. Since $h \in \text{Pos}(K_G) \cdot N_G$, we have that $h = \sum_j p_jH_j$, where $p_j \in \text{Pos}(K_G)$ and $H_j \in N_G$. It follows that $h(a)v^T v = \sum_j p_j(a)v^T H_j(a)v \geq 0$. It follows that $h(a) \geq 0$.

(6) follows from $(T_g \cdot \sum M_n(\mathbb{R}[x]^2) \cap Z \subseteq T_g$ which is clear. □

Suppose that $F, G \in S_n(\mathbb{R}[x])$ and consider the following property:

(B4) There exists $s \in \sum \mathbb{R}[x]^2$ such that $(1 + s)F \in I_n + T_G$.

Since $N_G \subseteq T_G \subseteq \text{Pos}(K_G) \cdot N_G$ by Proposition [5.1], property (B2) implies property (B4) and property (B4) implies property (B3). We will show that

- (B1) does not imply (B4) for $n \geq 2$. It suffices to show this for $n = 2$; see Example [5.2].
- (B1) does not imply (B3) for $n \geq 3$. It suffices to show this for $n = 2$; see Example [5.3].
- (B1) implies (B3) if $n = 2$ and $d = 1$; see Proposition [5.4].

**Example 5.2.** Clearly, $G = x \cdot \begin{bmatrix} 2 & 0 \\ 0 & 1 \end{bmatrix}$ and $F = (1 + x) \cdot I_2$ satisfy property (B1). We will show that they do not satisfy property (B4). Since $1 + x$ has odd degree, it suffices to show that every element of $T_G \cap Z$ has even degree and positive leading coefficient. By Proposition [5.1], it suffices to show that every element of every preordering $T_i$ has even degree and positive leading coefficient. This is clearly true for $T_0$. Suppose it is true for $T_i$ and take any element $z \in (T_i \cdot N_G) \cap Z$. Then there exist elements $s_i \in T_i$ and $\alpha_i, \beta_i, \gamma_i \in \sum \mathbb{R}[x]^2$ such that $z \oplus z = \sum_i s_i((\alpha_i \oplus \beta_i) + \gamma_i G)$. If we write $t_1 = \sum_i s_i \alpha_i$, $t_2 = \sum_i s_i \beta_i$, and $s = \sum_i s_i \gamma_i$, then $t_1, t_2, s \in T_i$ and $z = t_1 + 2xs = t_2 + xs$. By the induction hypothesis, $t_1, t_2$ and $s$ have even degree and positive leading coefficient. Since $xs = t_2 - t_1$ and $xs$ has odd degree, it follows that the leading terms of $t_1$ and $t_2$ are equal. Therefore, $z = t_2 + xs = 2t_2 - t_1$ has even degree with positive leading coefficient. Since this property
is preserved under sums and products, it follows that every element of $T_{i+1}$ has even degree and positive leading coefficient.

Note that $F, G$ from Example 5.2 satisfy $(I_2 + E_{11})F \in I_2 + N_G$. This is in line with Lemma 4.5. Example 5.3 is a modification of Example 5.2.

Example 5.3. Write

\[
G = \begin{bmatrix} 2x & 0 & 0 \\ 0 & x & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix} 1 + x & 0 & 0 \\ 0 & 1 + x & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

We will show that $F$ and $G$ satisfy (B1) but they do not satisfy (B3). Note that $K_G = \mathbb{R}$. A short computation shows that for every $x \in \mathbb{R}$,

\[
M_x := \{ r > 0 \mid F(x) - rG(x) > 0 \} = \begin{cases} 
(1 + \frac{x}{2}, 1), & x < -1, \\
(0, 1), & -1 \leq x \leq 1, \\
(0, \frac{1 + x}{2x}), & x > 1.
\end{cases}
\]

Clearly, $M_x$ is nonempty for every $x \in \mathbb{R}$, thus $F$ and $G$ satisfy (B1'). If there is a rational function $r$ such that $r(x) \in M_x$ for every $x \in \mathbb{R}$, then we get a contradiction

\[
\lim_{x \to +\infty} r(x) \in [0, \frac{1}{2}] \quad \text{and} \quad \lim_{x \to -\infty} r(x) = 1.
\]

Therefore $F$ and $G$ no not satisfy (B2'). Since $K_G = \mathbb{R}$, they do not satisfy (B3') either.

Proposition 5.4. Let $F, G$ be symmetric $2 \times 2$ real univariate matrix polynomials satisfying property (B1). Then they also satisfy property (B3).

Proof. By Propositions 2.9 and 3.4 it suffices to prove that property (B1') implies the following claim:

(B3'') There exists a rational function $r$ such that for some $R > 0$, $r$ has no singularities in $K_G \setminus (-R, R)$, $r > 0$ on $K_G \setminus (-R, R)$ and $F - rG > 0$ on $K_G \setminus (-R, R)$.

Recall that we can replace the condition $r > 0$ in properties (B1') and (B3'') with $r \geq 0$ by the proof of Lemma 2.2.

Let us first reduce the claim to the case of diagonal $G$. If $g_{11} \equiv 0$ and $g_{22} \equiv 0$ then replace $F$ and $G$ with $AFA^T$ and $AGA^T$ where

\[
A = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \quad \text{and} \quad A^TGA = \begin{bmatrix} g_{12} & 0 \\ 0 & -g_{12} \end{bmatrix}.
\]
If \( g_{11} \neq 0 \) (similarly if \( g_{22} \neq 0 \)) then replace \( F \) and \( G \) with \( BFB^T \) and \( BGB^T \) where

\[
B = \begin{bmatrix} g_{11} & 0 \\ -g_{12} & g_{11} \end{bmatrix} \quad \text{and} \quad B^TGB = \begin{bmatrix} g_{11}^3 & 0 \\ 0 & g_{11} \det G \end{bmatrix}.
\]

In the first case, the claim with old \( F,G \) is clearly equivalent to the claim with new \( F,G \) for any \( R \). In the second case, however, this equivalence is true only for large \( R \).

We will now assume that \( G \) is diagonal. If \( g_{11} \equiv 0 \) and \( g_{22} \equiv 0 \), then \( F \succ 0 \) on \( \mathbb{R} \) and we can take \( r \equiv 0 \) in (B3”).

If \( g_{11} \neq 0 \) and \( g_{22} \equiv 0 \), then \( K_G = \mathbb{R} \) and \( f_{22} > 0 \) on \( \mathbb{R} \). Pick \( R > 0 \) such that \( g_{11} \) and \( \det F \) have constant signs on \( K_1 := [-\infty, -R] \) and \( K_2 := [R, \infty] \). Write \( \phi = \frac{\det F}{g_{11}f_{22}} \). Clearly, for every \( x \in K_1 \cup K_2 \), we have that \( r \in M_x \) iff \( r \geq 0 \) and \( \det(F(x) - rG(x)) = \det(F(x) - rg_{11}(x)f_{22}(x))g_{22}(x)(\phi(x) - r) > 0 \) iff either \( g_{11}(x) > 0 \) and \( 0 \leq r < \phi(x) \) or \( g_{11}(x) < 0 \) and \( r > \phi(x) \) and \( r \geq 0 \). Note that by (B1’), \( g_{11}(x) > 0 \) implies \( F(x) > 0 \) (and so \( \phi(x) > 0 \)) for every \( x \). If \( g_{11}|\kappa_1 > 0 \) and \( g_{11}|\kappa_2 > 0 \), we can take \( r \equiv 0 \) in (B3”). If \( g_{11}|\kappa_1 < 0 \) and \( g_{11}|\kappa_2 < 0 \), we can take \( r = 1 + \phi^2 \) in (B3”) as \( 1 + \phi^2 > \max\{0, \phi\} \). If \( g_{11}|\kappa_1 < 0 \) and \( g_{11}|\kappa_2 > 0 \), then we have two possibilities. If \( \phi|\kappa_1 < 0 \), we can take \( r \equiv 0 \) in (B3”), and if \( \phi|\kappa_1 > 0 \), we can take \( r = \phi - \varepsilon x(1+x^2)^{-k} \) where \( \varepsilon \) and \( k \) are such that \( \phi(x) > \varepsilon x(1+x^2)^{-k} \) on \( K_2 \). (They exist e.g. by Proposition 2.6.2 in \([2]\).) The case \( g_{11}|\kappa_1 > 0 \) and \( g_{11}|\kappa_2 < 0 \) is similar.

Finally, we assume that \( G \) is diagonal and \( g_{11}g_{22} \neq 0 \). For each \( x \in \mathbb{R} \), let \( r_- = r_-(x) \) and \( r_+ = r_+(x) \) be the solutions of the equation

\[
0 = \det(F - rG) = \det F - (f_{11}g_{22} + f_{22}g_{11})r + g_{11}g_{22}r^2.
\]

Explicitly,

\[
r_{\pm} = \frac{f_{11}g_{22} + f_{22}g_{11} \pm \sqrt{D}}{2g_{11}g_{22}}
\]

where \( D = (f_{11}g_{22} + f_{22}g_{11})^2 - 4g_{11}g_{22} \det F \). Let us show that \( D \geq 0 \) for every \( x \in \mathbb{R} \). If \( g_{11}g_{22} \geq 0 \) then \( D = (f_{11}g_{22} - f_{22}g_{11})^2 + 4g_{11}g_{22}f_{12}^2 \geq 0 \). If \( g_{11}g_{22} < 0 \) then the maximum of \( \det(F - rG) \) must be positive because \( F - rG \succ 0 \) for at least one real \( r \). Therefore \( D \geq 0 \) in this case as well. It follows that \( r_{\pm}(x) \) are both real for every \( x \in \mathbb{R} \). It also follows that \( D \) has even degree, so \( r_{\pm} \) have asymptotic expansions of the form \( x^a \sum_{i=0}^{\infty} \frac{c_i}{x^i} \) where \( \alpha \in \mathbb{Z} \) and \( c_i \in \mathbb{R} \) for all \( i \). We will use several times that for every \( x \in \mathbb{R} \), \( r_+(x) > r_-(x) \) iff \( g_{11}(x)g_{22}(x) > 0 \).

Suppose that \( x \in \mathbb{R} \) satisfies \( g_{11}(x)g_{22}(x) \neq 0 \). We still assume that \( x \) satisfies (B1’), i.e. there exists \( r_0 \in \mathbb{R}^{\geq 0} \) such that \( F(x) - r_0G(x) \succ 0 \). Let us show that for every \( r \in \mathbb{R}^{\geq 0} \), the following are equivalent.

1. \( F(x) - rG(x) \succ 0 \).
to show that $f$ now that (3a) implies (1). A similar argument shows that (3b) implies $f$ (1). We have that $x$ pick for every $x$ nonempty and (5a) is satisfied for every $x$ and on $\mathbb{R}$, we can take $(5b)$ and $g$, $r$ $\geq r$. If $g \geq 0$ then $H(x) > 0$ which implies that $\Delta(x) > 0$ by $(B1')$. Similarly, if $g_2(x) < 0$, then $-H(x) > 0$, which implies that $-\Delta(x) > 0$ by $(B1')$. In particular, at least one of $\Delta(x) \neq \sqrt{D(x)}$ is nonzero.

Finally, we show that (3), (4) and (5) are equivalent. Property (B1), formula $r_+ \cdot r_- = \frac{\det F}{g_1g_2}$ and claim (2) of Lemma 3.1 imply the following four equivalences for every $x$ such that $g_1(x)g_2(x) \neq 0$ and every $r \geq 0$. (3a) and $\det F(x) \leq 0$ iff $(4a')$ iff (5a). (3a) and $\det F(x) > 0$ iff $(4a'')$ iff (5b) and $g_1(x)g_2(x) < 0$. (3b) and $G(x) > 0$ iff $(4b')$ iff (5b) and $g_1(x)g_2(x) > 0$. (3b) and $G(x) < 0$ iff $(4b'')$ iff (5c).

Pick $R > 0$ such that $g_1, g_2, r_+, r_-$ have constant signs on $(-\infty, -R]$ and on $[R, \infty)$. Write $K^+_G = K_G \cap [R, \infty)$ and $K^-_G = K_G \cap (-\infty, -R]$. If $(5a)$ is satisfied for every $x \in K^+_G \cup K^-_G$, then we can take $r = \frac{r_+ + r_-}{2} = \frac{f_1g_2 + f_2g_1}{2g_1g_2}$ in $(B3')$. If $(5b)$ is satisfied for every $x \in K^+_G \cup K^-_G$, then we can take $r = 0$ in $(B3')$. Finally, suppose that $K^+_G$ and $K^-_G$ are nonempty and $(5a)$ is satisfied for every $x \in K^-_G$ and $(5b)$ is satisfied for every $x \in K^+_G$ (or vice versa). By Proposition 2.6.2. in [2] we can pick $C \in \mathbb{R}^{>0}$ and $k \in \mathbb{N}$ such that $\frac{1}{r_-(x) - r_+(x)} \leq C(1 + x^2)^k$ on $K^-_G$ and
\[
\frac{1}{r(x)} \leq C(1 + x^2)^k \text{ on } K^+_G. \]
The function \( \psi(x) := r_-(x) - \frac{1}{r}(1 + x^2)^{-k} \) may not be a rational function but it satisfies other requirements for \( r \) in \( (B3') \). Therefore, we can take for \( r \) in \( (B3') \) an appropriate truncation of the asymptotic series of \( \psi \).

6. Compact Positivstellensatz for several constraints

It is well-known that Finsler’s Lemma fails for several constraints. More precisely, we have the following:

**Lemma 6.1.** For given \( G_1, \ldots, G_m, F \in S_n(\mathbb{R}) \) consider the claims:

1. For every nonzero \( v \in \mathbb{R}^n \) such that \( v^T G_1 v \geq 0, \ldots, v^T G_m v \geq 0 \), we have that \( v^T Fv > 0 \).

1’. For every nonzero positive semidefinite matrix \( B \in S_n(\mathbb{R}) \) such that \( \text{Tr}(G_1 B) \geq 0, \ldots, \text{Tr}(G_m B) \geq 0 \) we have that \( \text{Tr}(FB) > 0 \).

2. There exist nonnegative real numbers \( r_1, \ldots, r_m \) such that \( F - r_1 G_1 - \ldots - r_m G_m \succ 0 \).

Then (2) is equivalent to (1’) but it is not always equivalent to (1).

**Proof.** Clearly, (2) implies (1’) and (1’) implies (1). The matrices

\[
G_1 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad G_2 = \begin{bmatrix} 0 & -1 \\ -1 & 1 \end{bmatrix}, \quad F = \begin{bmatrix} 1 & -1 \\ -1 & 0 \end{bmatrix}
\]

satisfy claim (1) but they do not satisfy claim (1’). Finally, (1’) implies (2) by the Separation theorem for convex sets and Riesz representation theorem for linear functionals.

6. Compact Positivstellensatz for several constraints

For a given subset \( \mathcal{G} \) of \( S_n(\mathbb{R}[x]) \), write \( N_\mathcal{G} \) for the smallest weak quadratic module containing \( \mathcal{G} \) and \( T_\mathcal{G} \) for the smallest weak preordering containing \( \mathcal{G} \). Write \( K_\mathcal{G} \) for the set of all \( a \in \mathbb{R}^d \) for which there exists a nonzero positive semidefinite matrix \( B \in S_n(\mathbb{R}) \) such that \( \text{Tr} G(a) B \geq 0 \) for every \( G \in \mathcal{G} \). We will prove the following:

**Theorem 6.2.** If \( \mathcal{G} \) is a subset of \( S_n(\mathbb{R}[x]) \) such that the set \( K_\mathcal{G} \) is compact then for every \( F \in S_n(\mathbb{R}[x]) \) the following are equivalent:

1. For every \( a \in \mathbb{R}^d \) and every nonzero positive semidefinite matrix \( B \in S_n(\mathbb{R}) \) such that \( \text{Tr} G(a) B \geq 0 \) for every \( G \in \mathcal{G} \), we have that \( \text{Tr} F(a) B > 0 \).

2. There exists \( \varepsilon > 0 \) such that \( F - \varepsilon I_n \in \text{Pos}(K_\mathcal{G}) \cdot N_\mathcal{G} \).

Since the set \( K_\mathcal{G} \) is compact, the preordering \( \text{Pos}(K_\mathcal{G}) \) is archimedean. It follows that the weak preordering \( \text{Pos}(K_\mathcal{G}) \cdot N_\mathcal{G} \) is also archimedean. However, \( \text{Pos}(K_\mathcal{G}) \cdot N_\mathcal{G} \) need not be finitely generated as a weak quadratic module, so we cannot finish the proof by using Theorem 2.1. from [4] but we have to use Theorem 6.6 below.
Remark 6.3. We do not know whether we can replace the weak pre-ordering $\text{Pos}(K_G)\cdot N_G$ in Theorem 6.2 with $T_G$. However, we can replace $\text{Pos}(K_G)\cdot N_G$ with the smaller weak quadratic module $\text{Pos}(K_G)\cdot I_n + N_G$. When $G$ has only one element, we can even replace $\text{Pos}(K_G)\cdot N_G$ with $N_G$ by Theorem 4.2. Namely, note that $K\{G\} = K_G$ for every $G \in S_n(\mathbb{R}[x])$.

Let $B$ be a unital real or complex $*$-algebra with center $Z(B)$. Let $B_h$ and $Z(B)_h$ be the hermitian parts of $B$ and $Z(B)$ respectively. A subset $N$ of $B_h$ is called a weak quadratic module if

1. $N + N \subseteq N$,
2. $a^*a \in N$ for every $a \in B$,
3. $c^*cN \subseteq N$ for every $c \in Z(B)_h$.

We say that a weak quadratic module $N$ is archimedean if for every $a \in B_h$ there exists $k \in \mathbb{N}$ such that $k \pm a \in N$. For every weak quadratic module $N$ write $N^\vee$ for the set of all $N$-positive states, i.e. linear functionals on $B_h$ which satisfy $\omega(1) = 1$ and $\omega(N) \geq 0$. We say that $\omega \in N^\vee$ is factorizable if $\phi(xy) = \phi(x)\phi(y)$ for every $x \in B_h$ and every $y \in Z(B)_h$. The following is a variant of Proposition 1 in [6] which is an extension of Vidav-Handelman theory.

Proposition 6.4. Let $B$ be a unital real or complex $*$-algebra and let $N$ be an archimedean weak quadratic module on $N$. Then for every $f \in B_h$, the following are equivalent:

1. $\omega(f) > 0$ for every factorizable $N$-positive state $\omega$.
2. $f \in \varepsilon + N$ for some real $\varepsilon > 0$.

Proof. Clearly, (2) implies (1). Let us show that (1) implies (1') where

(1') $\omega(f) > 0$ for every $N$-positive state $\omega$.

Since $N$ is archimedean, 1 is an interior point of $N$ in the finest locally convex topology, so $V = (N - 1) \cap (1 - N)$ is a neighbourhood of zero. Banach-Alaoglu Theorem implies that $N^\vee$ is compact in the topology of pointwise convergence. Since the set of all factorizable $N$-positive states is closed in the topology of pointwise convergence, it is also compact, so (1) implies that there exists $\varepsilon > 0$ such that $\omega(f) \geq \varepsilon$ for every factorizable $\omega \in N^\vee$. Lemma 6.5 implies that $\omega(f) \geq \varepsilon$ for every extreme point $\omega$ of $N^\vee$. By the Krein-Milman theorem, $N^\vee$ is a closed convex hull of the set of its extreme points, which gives (1'). Finally, Proposition 1.4. in [7] shows that (1') implies (2).

Lemma 6.5. If $N$ is an archimedean weak quadratic module in $B$ then every extreme point of $N^\vee$ is factorizable.

Proof. Let $\omega$ be an extreme point of $N^\vee$. Since $y = \frac{1}{4}((1+y)^2-(1-y)^2)$ and $\omega$ is additive, we may assume that $y$ is a square. In particular,
$y \in N$ and $yN \subseteq N$. Since $N$ is archimedean and $\omega$ is homogeneous, we may also assume that $\frac{1}{2} - y \in N$.

Claim 1: If $\omega(y) = 0$, then $\omega(y^2) = 0$.

Since $y, 2 - y \in N$, it follows that $1 - (1 - y)^2 = \frac{1}{2}(y(2 - y)^2 + (2 - y)y^2) \in N$, thus $\omega((1 - y)^2) \leq 1$. On the other hand, $\omega((1 - y)^2) = \omega(y^2) - 2\omega(y) + 1 \geq 1$. Finally, $\omega((1 - y)^2) = 1$ implies that $\omega(y^2) = 0$.

Claim 2: $\omega((1 - y)z) \geq 0$ for every $z \in N$.

We will modify the proof of Lemma 4.7 in [3]. We may assume that $1 - z \in N$. For every $n$ write $q_n(t)$ for the $n$-th Taylor polynomial of $\sqrt{1 - t}$ and $p_n(t) = q_n(t)^2 - (1 - t)$. We have that $\omega((1 - y)z) = \omega(q_n(y)^2z) + \omega(p_n(y)(1-z)) + \omega(p_n(\frac{1}{2}) - p_n(y)) - p_n(\frac{1}{2})$. Since $y^k(1-z) \in N$ and $\frac{1}{2} - y^k \in N$ for every $k$ and since $p_n$ has nonnegative coefficients, it follows that $\omega((1 - y)z) \geq -p_n(\frac{1}{2})$. Finally, send $n \to \infty$.

Case 1: If $\omega(y) = 0$, then $\omega(xy) = 0$ for every $x \in B_h$. Namely, by the Cauchy-Schwartz inequality and Claim 1, $|\omega(xy)| \leq \omega(x^2)\omega(y^2) = 0$. It follows that $\omega(xy) = \omega(x)\omega(y)$ if $\omega(y) = 0$.

Case 2 : If $0 < \omega(y)$, then $\omega_1$ and $\omega_2$ defined by

$$\omega_1(x) := \frac{1}{\omega(y)} \omega(xy) \quad \text{and} \quad \omega_2(x) := \frac{1}{\omega(1-y)} \omega(x(1-y))$$

($x \in B_h$) are $N$-positive states on $B_h$. For $\omega_1$ this is clear from the choice of $y$ and for $\omega_2$ this is exactly Claim 2.

Clearly, $\omega = \omega(y)\omega_1 + \omega(1-y)\omega_2$. Since $\omega$ is an extreme point of the set of all $N$-positive states on $B_h$, it follows that $\omega = \omega_1 = \omega_2$. In particular, $\omega(xy) = \omega(x)\omega(y)$. \hfill \Box

Theorem 6.6 extends Theorem 2.1 in [3] from finitely generated weak quadratic modules to all weak quadratic modules.

**Theorem 6.6.** Suppose that $G \subseteq S_n(\mathbb{R}[x])$ is such that $R^2 - ||x||^2 \in N_G$ for some real $R$. Then the following are equivalent:

1. For every point $a \in \mathbb{R}^d$ and every real $0 \neq B \succeq 0$ such that $\text{Tr } G(a)B \geq 0$ for every $G \in G$, we have that $\text{Tr } F(a)B > 0$.
2. $F - \varepsilon I_n \in N_G$ for some real $\varepsilon > 0$.

**Proof.** Note that every factorizable $\sum M_n(\mathbb{R}[x])^2$-positive state $\omega$ on $S_n(\mathbb{R}[x])$ is of the form $\omega(H) = \text{Tr } H(a)B$ for some point $a \in \mathbb{R}^d$ and some nonzero real positive semidefinite matrix $B$. Note also that the assumption $R^2 - ||x||^2 \in N_G$ implies that $N_G$ is archimedean. Finally, use Proposition 6.4 with $B = M_n(\mathbb{R}[x])$ and $N = N_G$. \hfill \Box
Theorem 6.6 implies the well-known Scherer-Hol Theorem; see [20, Corollary 1] for the original result and [17, Theorem 13] for the reformulation and extension to infinite $\mathcal{G}$. An alternative proof and a generalization to infinite dimensions is given in [6, Theorem 6].

Recall that a weak quadratic module $M$ in $S_n(\mathbb{R}[x])$ is a quadratic module if $A^TMA \subseteq M$ for every $A \in M_n(\mathbb{R}[x])$. The smallest quadratic module containing a given set $\mathcal{G} \subseteq S_n(\mathbb{R}[x])$ will be denoted by $M_{\mathcal{G}}$.

Clearly, $M_{\mathcal{G}} = N_{\mathcal{G}'}$ where $\mathcal{G}' = \{A^TGA \mid G \in \mathcal{G}, A \in M_n(\mathbb{R}[x])\}$.

**Corollary 6.7.** Suppose that $\mathcal{G} \subseteq S_n(\mathbb{R}[x])$ is such that $R^2 - \|x\|^2 \in M_{\mathcal{G}}$ for some real $R$. Then the following are equivalent:

1. For every point $a \in \mathbb{R}^d$ such that $G(a) \succeq 0$ for every $G \in \mathcal{G}$, we have that $F(a) \succ 0$.
2. $F - \varepsilon I_n \in M_{\mathcal{G}}$ for some real $\varepsilon > 0$.

**References**

[1] C.-G. Ambrozie, F.-H. Vasilescu, Operator-theoretic Positivstellenstze, Z. Anal. Anwend. 22 (2003), no. 2, 299-314.

[2] J. Bochnak, M. Coste, M.-F. Roy, *Real algebraic geometry*, Ergebnisse der Mathematik und ihrer Grenzgebiete (3), 36, Springer-Verlag, Berlin, 1998. x+430 pp, ISBN: 3-540-64663-9.

[3] S. Burgdorf, C. Scheiderer, M. Schweighofer, Pure states, nonnegative polynomials and sums of squares, Comment. Math. Helv. 87 (2012), no. 1, 113-140.

[4] J. Cimprič, Noncommutative Positivstellenstze for pairs representation-vector. Positivity 15, no. 3, 481-495 (2011).

[5] J. Cimprič, Strict Positivstellenstze for matrix polynomials with scalar constraints, Linear Algebra Appl. 434 (2011), no. 8, 1879-1883.

[6] J. Cimprič, Archimedean operator-theoretic Positivstellenstze, J. Funct. Anal. 260 (2011), no. 10, 3132-3145.

[7] J. Cimprič, M. Marshall, T. Netzer, Closures of quadratic modules, Israel J. Math. 183 (2011), 445-474.

[8] J. Cimprič, Real algebraic geometry for matrices over commutative rings, J. Algebra 359 (2012), 89-103.

[9] J. Cimprič, J. W. Helton, S. McCullough, C. Nelson, A noncommutative real nullstellensatz corresponds to a noncommutative real ideal: algorithms, Proc. Lond. Math. Soc. (3) 106 (2013), no. 5, 1060-1086.

[10] J. Cimprič, A. Zalar, Moment problems for operator polynomials, J. Math. Anal. Appl. 401 (2013), no. 1, 307-316.

[11] J. Cimprič, A Real Nullstellensatz for free modules, J. Algebra 396 (2013), 143-150.

[12] J. Cimprič, J. W. Helton, I. Klep, S. McCullough, C. Nelson, On real one-sided ideals in a free algebra, J. Pure Appl. Algebra 218 (2014), no. 2, 269-284.

[13] P. Finsler, Über das Vorkommen definiter und semidefiniter Formen in Scharen quadratischer Formen, Comment. Math. Helv. 9 (1936), no. 1, 188-192.

[14] J. W. Helton, S. A. McCullough, M. Putinar, Non-negative hereditary polynomials in a free *-algebra, Math. Z. 250 (2005), no. 3, 515-522.
[15] J. W. Helton, S. A. McCullough, M. Putinar, Strong majorization in a free *-algebra, Math. Z. 255 (2007), no. 3, 579-596.
[16] J. W. Helton, I. Klep, C. S. Nelson, Noncommutative polynomials nonnegative on a variety intersect a convex set, arXiv:1308.0051.
[17] I. Klep, M. Schweighofer, Pure states, positive matrix polynomials and sums of Hermitian squares, Indiana Univ. Math. J. 59 (2010), no. 3, 857-874.
[18] Lê Ngày-Trinh, Some Positivstellensätze for polynomial matrices, arXiv:1403.3783.
[19] C. S. Nelson, A Real Nullstellensatz for Matrices of Non-Commutative Polynomials, arXiv:1305.0799.
[20] C.W. Scherer, C.W.J. Hol, Matrix sum-of-squares relaxations for robust semidefinite programs, Math. Program. 107 (2006), no. 12, Ser. B, 189-211.
[21] K. Schmüdgen, Noncommutative real algebraic geometry, some basic concepts and first ideas, in Emerging applications of algebraic geometry, 325-350, IMA Vol. Math. Appl., 149, Springer, New York, 2009.

University of Ljubljana, Faculty of Mathematics and Physics, Department of Mathematics, Jadranska 21, SI-1000 Ljubljana, Slovenia
E-mail address: Jaka.Cimpric@fmf.uni-lj.si