Magnetic order in orbital models of the iron pnictides
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Abstract
We examine the appearance of the experimentally observed stripe spin-density-wave magnetic order in five different orbital models of the iron pnictide parent compounds. A restricted mean-field ansatz is used to determine the magnetic phase diagram of each model. Using the random phase approximation, we then check this phase diagram by evaluating the static spin susceptibility in the paramagnetic state close to the mean-field phase boundaries. The momenta for which the susceptibility is peaked indicate in an unbiased way the actual ordering vector of the nearby mean-field state. The dominant orbitally resolved contributions to the spin susceptibility are also examined to determine the origin of the magnetic instability. We find that the observed stripe magnetic order is possible in four of the models, but it is extremely sensitive to the degree of nesting between the electron and hole Fermi pockets. In the more realistic five-orbital models, this order competes with a strong-coupling incommensurate state which appears to be controlled by details of the electronic structure below the Fermi energy. We conclude by discussing the implications of our work for the origin of the magnetic order in the pnictides.

(Some figures in this article are in colour only in the electronic version)

1. Introduction
The origins of high-$T_c$ superconductivity is one of the most important problems in contemporary condensed matter physics. There are now two main material classes in which such a state occurs: the cuprates and the recently discovered iron pnictides [1, 2]. The latter have therefore been the subject of an intensive research effort over the past few years, spurred by the hope to gain insight into the mechanisms of the unconventional superconductivity in both families.

The proximity of antiferromagnetic (AFM) and superconducting states in the phase diagram of the pnictides and the cuprates hints that exchange of virtual spin fluctuations is responsible for the pairing in both systems [3–6]. Although this already provides strong motivation to study the magnetism of the pnictides, the unusual magnetic properties are of interest in their own right [7, 8]. It is now well established that the undoped cuprates are AFM Mott insulators [6]. In contrast, there is convincing evidence that the iron pnictide parent compounds RFeAsO and AFe₂As₂ (R and A are rare-earth and alkaline-earth elements, respectively) display a metallic spin-density-wave (SDW) state [7, 8]: the relatively low value of the ordered moment [5, 9] and the appearance of incommensurate magnetism with doping [10]; the presence of several electron and hole Fermi surfaces above $T_N$, and their significant reconstruction in the AFM state, as revealed by angle-resolved photoemission spectroscopy (ARPES) and quantum oscillation experiments [11–13]; the compounds continue to show metallic transport properties below $T_N$ [14–16]; and spectroscopic measurements suggest intermediate correlation strengths [17, 18].

The microscopic description of the AFM state of the parent compounds in the cuprates and the pnictides will therefore be qualitatively different. While the $t$–$J$ model gives a good account of the former [6], there is currently no generally

³ Despite their similar crystalline and electronic structures, it is likely that the iron chalcogenides are much more strongly correlated and have been suggested as better described by a local moment picture [8, 19].
accepted model of the latter. By treating the Fe–As planes as a lattice of localized moments, several authors [20–23] have obtained good agreement with neutron-scattering data [24]. Although such a picture may be appropriate for the more strongly correlated iron chalcogenides [8, 19], it is difficult to reconcile with the experimental evidence for a moderately correlated metallic system in the 1111 and 122 pnictides. A more promising starting point for the pnictides is the prediction of ab initio calculations that the nesting between the electron and hole Fermi pockets derived from the Fe 3d orbitals is responsible for the SDW [25, 26]. Theoretical work based on this scenario can be divided into two schools of thought: those which argue that only the nesting is important [27–38] and those which also attempt to account for the complicated orbital structure of the Fermi surfaces [39–67].

The first approach can be dubbed the ‘excitonic’ theory, as it is based upon the excitonic instability of a semimetal proposed in the 1960s [68]. Within this scenario, the Coulomb attraction between electrons and holes about the nested electron and hole Fermi pockets, respectively, causes the condensation of interband electron–hole pairs (excitons). The condensed system is a density-wave state with ordering vector \( \mathbf{Q} \) equal to the nesting vector of the Fermi surfaces, with secondary interactions stabilizing an SDW [28, 69]. Using suitably chosen phenomenological bands and effective interactions, the excitonic theory naturally explains the reconstruction of the Fermi surface and the continued metallicity below \( T_N \) [32, 36, 37], it can reproduce the results of neutron-scattering experiments [33, 35] and it appears to capture key aspects of the competition between superconductivity and the AFM state [28, 30, 32, 34, 38].

Despite the success of the excitonic approach, it is unsatisfactory as a microscopic model of the iron pnictides. Specifically, it ignores the complicated orbital structure of the different Fermi surfaces [13, 70–72], and the use of effective interactions obscures the roles of the various intraion interaction terms [28, 32]. Although the basic physics driving the AFM is expected to remain the same, it is desirable to include the orbital physics for a number of reasons: the variability in superconducting properties of the doped compounds suggests that small details of the electronic structure could play a significant role in the physics [73], the likely presence of moderate correlations implies that some local physics should be included in theoretical models [74, 75], while the real-space structure of the orbital wavefunctions and the observed orbital reconstruction of the Fermi surface below \( T_N \) [13] indicate a strong coupling of the orbital and magnetic degrees of freedom.

A large number of different orbital tight-binding models have therefore been proposed involving between two or five of the Fe 3d orbitals [41, 42, 47, 50, 51, 53, 55, 58, 59, 63, 64, 76–78], or also including the As 4p orbitals [44, 79] and even orbitals from outside the Fe–As planes [80]. Although the existence of superconductivity in these models has been extensively studied [39, 43–45, 47, 50, 52, 55, 59, 62, 63, 65], the magnetic behaviour remains rather poorly understood. The most popular approach to the appearance of AFM order in these models is to examine the ground state using a standard mean-field ansatz that allows for at most two-site magnetic unit cells [46, 49, 51, 53, 57, 58, 60, 63]. Very recently, this has been generalized to a Gutzwiller mean-field theory [64, 67]. As all of the orbital models have a rather complicated electronic structure, however, it is by no means certain that such phases have the lowest free energy, i.e. states with larger unit cells or incommensurate ordering vectors cannot be a priori excluded. Indeed, in several cases more advanced techniques have been used to study the magnetic properties with mixed results; whereas in some models the findings are consistent with the usual mean-field ansatz [48, 56, 59, 63, 66], striking divergences have been found in others [63]. The existence and robustness of the experimentally observed stripe AFM order in these models at parent compound filling therefore remains an important open problem, as it is questionable to use them to examine the superconductivity of the doped system if they do not give the correct magnetic behaviour of the parent compound.

It is hence desirable to examine the magnetic properties of these orbital models in an unbiased way. This can be achieved by examining the behaviour of the static spin susceptibility \( \chi_s(q, \omega = 0) \) in the paramagnetic (PM) state: as the temperature is lowered towards the critical temperature \( T_{mag} \) of a magnetically ordered phase, the susceptibility will diverge at the ordering vector \( q = Q \). Practically, we can implement this scheme in a weak-coupling approach by first calculating the phase diagram of the model using a two-site mean-field ansatz and then examining the location of the highest peaks in the random phase approximation (RPA) spin susceptibility at a temperature just above \( T_{mag} \) to check the validity of the low-temperature mean-field state. Clues to the origin of the magnetic instability can be extracted from the dominant contributions to the total static susceptibility from the orbitally resolved susceptibilities.

It is impossible to study each of the very many different orbital models proposed for the pnictides, and so in this paper we will restrict ourselves to five models: the two-orbital model of Raghu et al [42], the three-orbital model of Daghofer et al [58], the four-orbital model of Yu et al [53] and the five-orbital models of Kuroki et al [39] and Graser et al [47]. The main goal of this paper is to verify the appearance and explore the robustness of the stripe AFM order in the weak-coupling limit in these very different models, which have been selected as a representative sample of the different levels of sophistication available in the literature. By this survey we not only hope to test the suitability of these models and the weak-coupling theory to describe the pnictide parent compounds, but also to gain insight into the origin of the AFM state and the features of the electronic structure that enhance or suppress it. We additionally hope to identify an orbital model which gives the required AFM state and is also consistent with key results of ab initio calculations and ARPES data. Finally, the role of Hartree–Fock shifts in renormalizing the band structure and the implications for the magnetism is examined.

Particular attention in our analysis will be paid to the five-orbital models of Kuroki et al and Graser et al because they are currently the most intensively studied, the most sophisticated and likely most accurate as they both result from fits to ab initio
band structures of LaFeAsO. We note that other five-orbital models of LaFeAsO were proposed in [59, 77], but we will not examine them here. The latter is very similar to Kuroki et al’s model, and therefore we neglect it here in the interests of brevity. The former is quite different to Kuroki et al’s and Graser et al’s models as it was not the result of fitting to ab initio calculations and does not include higher-order hopping terms. This leads to very strong ellipticity of the electron Fermi pockets, which substantially reduces Fermi-surface nesting and should significantly alter the magnetic fluctuations. Since the focus of our paper is on nesting and the resulting magnetic instabilities, we do not consider this model.

The structure of this paper is as follows. In section 2 we outline the theoretical basis of our analysis by discussing the general form of the Hamiltonian, the mean-field decoupling scheme and the construction of the spin susceptibility within RPA. We then proceed to a systematic analysis of the magnetic order in the five models in section 3. In section 4 we compare and contrast the ordering properties of the models and consider the implications for the pnictides. We conclude with a summary in section 5.

2. Theory

The general Hamiltonian for the orbital models is written \( H = H_0 + H_I \). The non-interacting Hamiltonian \( H_0 \) is given by

\[
H_0 = \sum_k \sum_{\nu,\sigma} \sum_{\mu,\sigma'} T_{\nu,\mu}(k) d_{k,\nu,\sigma}^\dagger d_{k,\mu,\sigma'},
\]

where \( d_{k,\nu,\sigma}^\dagger \) (\( d_{k,\nu,\sigma} \)) is the creation (annihilation) operator for a spin \( \sigma \) electron of momentum \( k \) in the orbital \( \nu \). \( T_{\nu,\mu}(k) \) is the kinetic energy matrix elements for an effective tight-binding model defined in the single-Fe unit cell of the two-dimensional Fe–As planes [39, 42, 47, 53, 58].

In the proposed models, only on-site terms are included in the interaction Hamiltonian:

\[
H_I = U \sum_i \sum_{\nu_1,\sigma_1} n_{i,\nu_1,\sigma_1} n_{i,\nu_1,\sigma_1} + V \sum_i \sum_{\nu_1,\sigma_1} \sum_{\nu_2,\sigma_2} n_{i,\nu_1,\sigma_1} n_{i,\nu_2,\sigma_2}
- J \sum_i \sum_{\nu_1 \neq \nu_2} S_{i,\nu_1} \cdot S_{i,\nu_2} + J' \sum_i \sum_{\nu_1 \neq \nu_2} d_{i,\nu_1,\sigma_1} d_{i,\nu_1,\sigma_2} d_{i,\nu_2,\sigma_2} d_{i,\nu_2,\sigma_2}.
\]

The number and spin operator for the orbital \( \nu \) at site \( i \) are defined as \( n_{i,\nu,\sigma} = d_{i,\nu,\sigma}^\dagger d_{i,\nu,\sigma} \) and \( S_{i,\nu} = \frac{1}{2} \sum_{\sigma,\sigma'} d_{i,\nu,\sigma}^\dagger \sigma \cdot \sigma' d_{i,\nu,\sigma'}, \) respectively, where \( \sigma \cdot \sigma' \) is the vector of the Pauli spin matrices. The matrix elements of the kinetic energy of all the models considered here were explicitly constructed to obey the orbital and lattice symmetries of the Fe–As planes, which has been shown to be possible for a one-Fe unit cell in two-dimensional models [71]. Even though the interaction terms are purely on-site, some restrictions on the parameters still arise from the requirement that it should preserve the symmetries of the orbital space. The orientation of the axes of the coordinate system used to define the orbitals must not change the symmetries of the Hamiltonian, which implies \( J = J' \) and \( V = (2U - 5J)/4 \) [81].

For the sake of brevity we only present results for Hund’s rule coupling \( J/U = 0.25 \). Although this ratio is at the upper limit of those employed in the literature, it is not unreasonable. Screening can considerably reduce the effective Coulomb interactions \( U \) and \( V \) from their atomic values, which suggests rather large ratios of \( J/U \). On the other hand, selecting \( J \leq U/3 \) ensures that an electron added to an undoped site pays more energy to Coulomb repulsion than it can win from Hund’s rule, i.e. that the on-site interaction energy suppresses charge fluctuations rather than enhancing them. Furthermore, a mean-field study of a number of models has recently found that the ordered moment and the reconstructed Fermi surface in the \( T = 0 \) K AFM state is in good agreement with experiment for our choice of \( J/U \) [63].

2.1. Mean-field analysis

When constructing the mean-field phase diagrams of the orbital models, we adopt the frequently employed ansatz [53, 57, 58, 60, 63, 82]

\[
\langle n_{i,\nu,\sigma} \rangle = n_\nu + \frac{\pi}{2} e^{Q_\nu} m_\nu, \quad (\nu = \sigma, \pi).
\]

Note that this neglects the possibility of inter-orbital averages \( \langle d_{i,\nu,\sigma}^\dagger d_{\mu,\nu,\sigma} \rangle \) (\( \nu \neq \mu \)), which have been included in some studies [46, 51]. We restrict ourselves to ferromagnetic (FM) and AFM phases with a two-site unit cell, corresponding to the ordering vectors \( Q = (0, 0) \), \( Q = (\pi, 0) \) and \( Q = (\pi, \pi) \) in (3), respectively. The \( Q = (\pi, 0) \) AFM state gives the magnetic order found in the pnictide parent compounds. Upon decoupling the interaction term \( H_I \), we obtain the mean-field Hamiltonian:

\[
H_{MF} = H_0 + \sum_k \sum_{\nu,\sigma} \sum_{\mu,\sigma'} T_{\nu,\mu}(k) d_{k,\nu,\sigma}^\dagger d_{k,\mu,\sigma'}
- \frac{1}{2} \sum_k \sum_{\nu_1,\sigma_1} \sum_{\nu_2,\sigma_2} \sum_{\nu_3,\sigma_3} \sum_{\nu_4,\sigma_4} \sigma_{\nu_1,\nu_2,\nu_3,\nu_4} d_{k,\nu_1,\sigma_1}^\dagger d_{k,\nu_2,\sigma_2} d_{k,\nu_3,\sigma_3} d_{k,\nu_4,\sigma_4} + NC,
\]

where \( N \) is the number of lattice sites and

\[
\begin{align*}
\epsilon_\nu &= U n_\nu + (2U - 5J) \sum_{\mu \neq \nu} n_\mu, \\
\eta_\nu &= U m_\nu + J \sum_{\mu \neq \nu} m_\mu, \\
C &= -U \sum_\nu n_\nu^2 + \frac{U}{4} \sum_\nu m_\nu^2 - (2U - 5J) \sum_{\mu \neq \nu} n_\nu n_\mu \\
&+ \frac{J}{4} \sum_{\mu \neq \nu} m_\nu m_\mu.
\end{align*}
\]

Although the Hartree shifts \( \epsilon_\nu \) can have rather large magnitudes, only the relative shifts \( \tilde{\epsilon}_\nu = (5J - U)(n_\nu - \min(n_\nu)) \) are important when working at fixed doping. These relative shifts are much smaller than the bare shifts \( \epsilon_\nu \). Note that not all mean-field studies include the Hartree shifts [46, 51]. The influence of Hartree shifts on the phase diagram will be discussed in section 4.2.

For given temperature \( T \) and interaction constants \( U \) and \( J \), the stable mean-field state is determined by the standard iterative diagonalization technique, where the condition of constant charge density

\[
\sum_\nu n_\nu = \begin{cases} 
1 & \text{for 2 orbitals} \\
2 & \text{for 3 and 4 orbitals} \\
3 & \text{for 5 orbitals}
\end{cases}
\]
is enforced at each iteration step. Upon convergence, the free energy per site is calculated. Comparing the free energy for each mean-field ansatz allows us to determine the stable state of the system.

2.2. The magnetic susceptibility

We define the spin susceptibility by

\[ \chi^{\perp}(q, \omega) = \frac{1}{N} \sum_{\mu,\nu} \int_0^\beta d\tau e^{i\omega \tau} \langle T_\tau S_{\mu}^i(q, \tau) S_{\mu}^j(-q, 0) \rangle, \]

where the Fourier-transformed spin operator \( S_{\mu}^j(q) \) is related to the spin operator at site \( i \) by

\[ S_{\mu}^i = \frac{1}{\sqrt{N}} \sum_q S_{\mu}^j(q) e^{-i\vec{q}\cdot\vec{\sigma}}, \]

The total spin susceptibility is hence written as

\[ \chi_s(q, \omega) = \sum_{j=x,y,z} \chi^{\perp}(q, \omega). \]

To obtain the static susceptibility we make the analytic continuum \( \omega \rightarrow \omega + i\epsilon \) and then take the limit \( \omega \rightarrow 0 \). Note that it is not necessary to regularize the static susceptibility by assuming a non-zero imaginary part of the frequency. Because of the spin-rotation invariance of the PM state, we can express \( \chi_s(q, \omega = 0) \) in terms only of the static transverse susceptibility:

\[ \chi_s(q, \omega = 0) = \frac{1}{2} \chi^{-\perp}(q, \omega = 0). \]

Henceforth we will only be concerned with \( \chi^{-\perp}(q, \omega = 0) \) as this contains all relevant information on the magnetic-ordering vector.

We calculate the transverse spin susceptibility using the RPA. Introducing the generalized transverse susceptibilities

\[ \chi_{v',\mu';\mu}(q, \omega) = \frac{1}{N} \sum_{k,k'} \int_0^\beta d\tau e^{i\omega \tau} \langle T_\tau d_{k+q}^{\dagger}(\tau) d_{k';\mu'}(0) d_{k;-\mu;\mu';\mu}(0) \rangle, \]

we write the total transverse susceptibility

\[ \chi^{-\perp}(q, \omega) = \sum_{\mu,\nu,\mu'} \chi_{v',\mu';\mu}(q, \omega). \]

Summation of the ladder diagrams yields a Dyson equation for the generalized susceptibilities:

\[ \chi^{-\perp}_{v',\mu';\mu}(q, \omega) = \chi^{-\perp}_{v',\mu';\mu}(q, \omega) \]

\[ + \chi^{-\perp}_{v',\mu';\mu}(q, \omega) \chi_{v',\mu';\mu}(q, \omega) \]

where the non-zero elements of \( V_{a,b,c,d} \) are

\[ V_{a,a,a,a} = U, \]

\[ V_{a,a,b,b} = J, \]

\[ V_{b,b,a,a} = U - 2J, \]

\[ V_{a,b,a,b} = J, \]

and we assume \( a \neq b \). The mean-field susceptibilities \( \chi^{-\perp}_{v',\mu';\mu}(q, \omega) \) can be explicitly written as

\[ \chi^{-\perp}_{v',\mu';\mu}(q, \omega) = \frac{1}{N} \sum_{k, k'} \sum_n u_{v',\mu'}(k) u^*_{\mu}(k) \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

and

\[ \chi_{v',\mu';\mu}(q, \omega) = \frac{1}{N} \sum_{k, k'} \sum_n u_{v',\mu'}(k) u^*_{\mu}(k) \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

where \( n_{\nu}(E) \) is the Fermi function, \( E_{k} \) are the eigenvalues of \( H_{\text{MF}} \)

\[ \chi_{v',\mu';\mu}(q, \omega) = \frac{1}{N} \sum_{k, k'} \sum_n u_{v',\mu'}(k) u^*_{\mu}(k) \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

\[ \times u_{v',\mu'}(k + q) u^*_{\mu}(k + q) \frac{n_{\nu(E_{k+q})} - n_{\nu(E_{k})}}{E_{k} - E_{k+q} - \omega} \]

3. Results

In this section we present a systematic analysis of the magnetic behaviour of the two-orbital model of Raghu et al [42] (section 3.1), the three-orbital model of Daghofer et al [58] (section 3.2), the four-orbital model of Yu et al [53] (section 3.3) and the five-orbital models of Kuroki et al [39] (section 3.4) and Graser et al [47] (section 3.5). In all cases, we first determine the mean-field phase diagram using the method outlined in section 2.1 and then calculate the susceptibilities at several points in the PM state lying close to the boundary of the ordered phases. We emphasize that we do not seek to construct the true mean-field phase diagram of the orbital models, but rather to determine the appropriateness of the mean-field ansatz (3).

All calculations (i.e. the phase diagram and the mean-field susceptibilities) were performed using a 400 \( \times 400 \) k-point mesh. In order to better distinguish the total and the orbitally resolved susceptibilities from one another, we use a different colour scheme in the density plots of these quantities. We also note that the total static susceptibility is symmetric about the line \( q_x = q_y \); if peaks in \( \chi^{-\perp}(q, \omega = 0) \) are found off this line, for simplicity we will only mention the peak with \( q_x > q_y \) in the discussion.

3.1. The two-orbital model of Raghu et al

The two-orbital model of Raghu et al [42] was one of the first attempts to model the pnictides from an orbital point of view, and also the first of a number of similar two-orbital models [41, 51, 54, 76]. As it only keeps the \( xz \) and \( yz \) orbitals, it may be regarded as a minimal orbital model of the system. Although it is likely too simple to give quantitative agreement with experiment, it is nevertheless of interest to us as it qualitatively captures the variation of the orbital character about the Fermi surface and hence provides important clues to the ordering mechanism.
The Fermi surface and the band structure of the two-orbital model is shown in figure 1. As we shall see, the Fermi surface is somewhat unlike those of the more sophisticated models, specifically one of the \( xz/yz \)-derived hole pockets is located at \((\pi, \pi)\) instead of at \((0, 0)\). This implies rather different magnetic properties compared to these other models, as the nesting of the hole pocket at \((\pi, \pi)\) with the electron pocket at \((0, \pi)\) allows both electron pockets to participate on an almost equal footing in the \((\pi, 0)\) AFM state.

The mean-field phase diagram of the two-orbital model is presented in figure 2. The \((\pi, 0)\) AFM state is stable above a critical interaction strength \(U_c \approx 2.65\, \text{eV}\), with the critical temperature increasing linearly with \(U\) above this value. Our results are consistent with those of \([49]\) for \(J = 0.1U\). In a similar two-orbital model \([40]\), the mean-field ground state was found to be a superposition of \(Q_x = (\pi, 0)\) and \(Q_y = (0, \pi)\) stripe magnetic orders with mutually perpendicular spin polarizations. Although our aim is to check the validity of the present cluster size was too small. We see that, although there are definite peaks at both \((\pi, 0)\) and \((0, \pi)\), the latter peak is somewhat less pronounced than the former. This implies that the \(yz\) orbital is slightly more important to \((\pi, 0)\) than \((0, \pi)\) in AFM order, consistent with the mean-field calculation in \([49]\).

3.2. The three-orbital model of Daghofer et al.

The three-orbital model of Daghofer et al. \([58]\) is the newest model studied in this work. In addition to the \(xz\) and \(yz\)
Figure 3. The static transverse spin susceptibility of the two-orbital model of Raghu et al [42] at (a) $U = 2.5\text{ eV}$ and $T = 20\text{ K}$ and (b) $U = 2.7\text{ eV}$ and $T = 400\text{ K}$. (c) The dominant contribution to the static susceptibility from the $xz-xz$ term at $U = 2.7\text{ eV}$ and $T = 400\text{ K}$. Note the different scales used in each panel.

Figure 4. (a) The Fermi surface of the three-orbital model of Daghofer et al [58] showing the dominant orbital contribution. (b) The orbital weight around the labelled Fermi surfaces. (c) The band structure along high-symmetry directions.

orbitals, this model also includes the $xy$ orbital. Assuming that the magnetic order is driven by nesting of electron and hole Fermi surfaces, it is reasonable to neglect the $x^2-y^2$ and $3z^2-r^2$ orbitals as ab initio calculations predict that they have very little weight at the Fermi energy [70, 71].

The electronic structure of the three-orbital model is summarized in figure 4. The model reproduces key features of the Fermi surface predicted by ab initio calculations: there are two $xz/yz$-derived nearly circular hole pockets at the centre of the Brillouin zone and a $yz/xy$-derived ($xz/yz$-derived) elliptical electron pocket centred at $k = (\pi, 0)$ [$k = (0, \pi)$]. We note that the hole pockets have much greater effective masses than the electron pockets, in striking contrast to the two-orbital model discussed above.

The ground state phase diagram of the model as a function of $J$ and $U$ was mapped in [58] using a mean-field ansatz that also allowed for stripe or staggered orbital order in addition to FM and AFM states. At moderate to strong coupling, orbital ordered states were obtained; in the weak-coupling regime and $J = 0.25U$, however, the $(\pi, 0)$ AFM state without orbital order was found to be stable. The authors of [63] mapped the same phase diagram using a more restricted mean-field ansatz, but their RPA calculations suggest that the $(\pi, 0)$ AFM state is unstable towards incommensurate order. In figure 5, we show the phase diagram in the $T-U$ plane.

Figure 5. The $T-U$ mean-field phase diagram of the three-orbital model of Daghofer et al [58]. The shaded region approximately indicates the extent of the $(\pi, 0)$ AFM phase. We show the static susceptibility at the points indicated by the star symbols in figure 6.

Our results for the spin susceptibility are in agreement with [63] and we therefore conclude that the phase diagram (figure 5) does not reflect the actual mean-field behaviour of the model. At relatively weak coupling the
Figure 6. The static transverse spin susceptibility of the three-orbital model of Daghofer et al [58] at (a) $U = 0.48$ eV and $T = 20$ K, (b) $U = 0.68$ eV and $T = 350$ K, and (c) $U = 0.88$ eV and $T = 980$ K.

Figure 7. (a) The Fermi surface of the four-orbital model of Yu et al [53] showing the dominant orbital contribution. (b) The orbital weight around the labelled Fermi surfaces in (a). (c) The band structure along high-symmetry directions.

dominant magnetic response occurs in a ring of almost uniform height centred at $q = (0, 0)$ of radius $\approx 0.5\pi$ and $0.4\pi$, see figures 6(a) and (b), respectively. In the former case, we can make out another, fainter ring of radius $\approx 0.65\pi$; the radii of these rings correspond exactly to twice the average radii of the hole pockets, indicating that the magnetic response is dominated by scattering from one side of the hole Fermi surfaces to the other. The smaller radius of the ring in the $U = 0.68$ eV data reflects the reduction of the size of the heavy hole pockets by the increase of the chemical potential with temperature. In both of these figures, there is only a very small peak close to $(\pi, 0)$; this peak is barely visible in the $U = 0.68$ eV, $T = 350$ K data. The form of the susceptibility changes significantly at higher $U$: as shown in figure 6(c), two rather broad peaks develop at $q \approx (0.75\pi, 0)$. The origin of this behaviour is unclear, as this wavevector does not seem to correlate with any Fermi surface or band structure feature.

It is interesting to consider the consequence of shrinking the hole Fermi surfaces in this model, for example by electron doping. We expect that this should also shrink the ring feature in the susceptibility, leading to significant weight close to $q = 0$, favouring FM order and triplet superconductivity. Such a situation might be relevant to the stoichiometric superconductor LiFeAs, where ARPES reveals small heavy hole pockets which are poorly nested with electron Fermi surfaces [83]. A model for this compound which captures these salient band structure features was recently shown to display FM order and triplet superconductivity in the weak-coupling limit [78]. Intriguingly, unpublished NMR (nuclear magnetic resonance) results on single crystals of LiFeAs report that there is no suppression of the Knight shift below $T_c$ for magnetic fields perpendicular to the crystal c axis, strongly suggesting triplet pairing [84].

We note that there are several alternative three-orbital models which display an $xy$-dominated hole pocket at the M point [43, 52]. A similar analysis to that performed here has been carried out for such a three-orbital model [61] and the susceptibility was found to be peaked at an incommensurate wavevector close to $(\pi, 0)$. More recently, Zhou and Wang studied a three-orbital model of LaFeAsO using Gutzwiller mean-field theory restricted to two-site magnetic unit cells and found significant deviations from the usual Hartree–Fock approach [64].

3.3. The four-orbital model of Yu et al

The four-orbital model of Yu et al [53] includes all but the $3z^2-r^2$ orbital. Although neither the $x^2-y^2$ nor the $3z^2-r^2$ orbitals significantly contribute to the Fermi surface, the former is filled at lower doping levels. This suggests that the $3z^2-r^2$ orbital will be less relevant to the magnetism [50], justifying its exclusion from this model.

As shown in figure 7, the structure of the Fermi surface is broadly similar to that of the three-orbital model, with
elliptical electron Fermi pockets at the X points, and two nearly circular hole pockets with much greater effective mass at the Γ point. Note, however, that the electron pockets are rotated and have reversed dominant orbital content (i.e. \(xz \leftrightarrow yz\)), while each Fermi surface is smaller. These are likely relatively superficial differences: the orientation of the electron pockets is correct in the (physical) two-Fe Brillouin zone, while the size of the Fermi pockets can be tuned through the tight-binding parameters. More seriously, however, the model contradicts some key predictions of ab initio calculations: the \(xy\) weight at the Fermi surface is heavily suppressed [70, 71] and only a single band contributes to the electron Fermi pockets [25, 70].

Our mean-field phase diagram agrees with the \(T = 0\) K analysis of Yu et al: we find a low-temperature (\(\pi, 0\)) AFM state for \(1.9 \text{ eV} \lesssim U \lesssim 2.65 \text{ eV}\), while above a critical \(U_c \approx 2.65 \text{ eV}\) the ground state is the (\(\pi, \pi\)) AFM which has a very high ordering temperature (>3000 K). It is possible that the strong-coupling (\(\pi, 0\)) AFM state found in [53] has lower free energy for \(U > 4\) eV, but at these coupling strengths the AFM states are insulating and hence irrelevant to the magnetic ordering in the pnictides.

In figure 9 we show the static transverse susceptibility at the points indicated in the phase diagram figure 8. The low-\(U\) results (figures 9(a) and (b)) are strongly reminiscent of the two-orbital model. For \(U = 1.8\) eV and \(T = 20\) K, just below the critical coupling strength of the (\(\pi, 0\)) AFM state, \(\chi^{-+}\) is peaked at \(q \approx (0.95\pi, 0)\). Closer to the (\(\pi, 0\)) AFM phase there is evidence that an ordered incommensurate state is realized. At \(U = 2.1\) eV and \(T = 400\) K, we find a sharp peak exactly at \(q = (\pi, 0)\). These peaks are clearly derived from the very good nesting of the electron and hole Fermi surfaces. This conclusion is supported by examination of the dominant contributions to the peak at \(q = (\pi, 0)\) in figures 9(d)–(f): the \(xz \to xz\) term has the largest value but the sum of the \(xz \to yz\) and \(xz \to xy\) terms is comparable. This is to be expected, as the \(xz\) orbital dominates the electron pocket at \(k = (\pi, 0)\) (see figure 7); furthermore, the elliptical form of the electron pocket means that it is nested with the \(xz\)-dominated regions of the hole pockets, hence accounting for the dominance of \(\chi_{1,1}^{-+}\). There is nevertheless significant

Figure 9. The static transverse spin susceptibility of the four-orbital model of Yu et al [53] at (a) \(U = 1.8\) eV and \(T = 20\) K, (b) \(U = 2.1\) eV and \(T = 400\) K, and (c) \(U = 2.55\) eV and \(T = 1000\) K. The remaining three figures show the dominant contributions to the peak at \(q = (\pi, 0)\) at \(U = 2.1\) eV and \(T = 400\) K: (d) the \(xz \to xz\) term, (e) the \(xz \to xy\) term and (f) the \(xz \to xx\) term.
3.4. The five-orbital model of Kuroki et al

The five-orbital model of Kuroki et al [39] includes all five Fe d orbitals. It was constructed by fitting to ab initio calculations for LaFeAsO, and it was one of the first orbital-based models proposed for the iron pnictides. The behaviour of this model, and several of its close relatives, has been extensively studied [45, 46, 48, 50, 55, 56, 59]; the magnetic properties are particularly well understood, with RPA calculations confirming that (π, 0) AFM order is realized in the undoped model [48, 56]. The extent of this state in the phase diagram at zero doping, and the possible competition with other magnetic phases, nevertheless remains largely unexplored.

This model was originally constructed in an orbital basis where the x and y axes are rotated by 45° to the Fe lattice. In the other models considered here, however, the Fe lattice defines the coordinate axes for the orbital basis. To allow direct comparison with these other models, we therefore show the Fermi surface of the five-orbital model of Kuroki et al in the usual basis in figure 10(a). Although the Fermi surface has the same basic form and orbital composition as the three-orbital model, the electron pockets are almost circular and there is an additional xy-dominated hole pocket at the M point. Furthermore, from the band structure figure 10(c) we see that the hole pockets at the Γ point have similar Fermi velocities to the electron pockets, which themselves have much higher Fermi velocity along the Γ–X line than in the X–M direction.

In constructing our mean-field phase diagram (figure 11) we extended the ansatz (3) to also compare the free energy of the ordered states within the rotated orbital basis used by Kuroki et al to those in the usual orbital basis. We find that the mean-field solution in the usual orbital basis always has the same (PM and (π, π) AFM) or slightly lower ((π, 0) AFM) free energy than the mean-field solution in the rotated basis. Although our results are not directly comparable with those of Kaneshita et al [46], who used the rotated orbital basis...
Figure 12. The total static transverse spin susceptibility of the five-orbital model of Kuroki et al [39] at (a) $U = 0.8$ eV and $T = 20$ K, (b) $U = 0.9$ eV and $T = 300$ K, (c) $U = 1.0$ eV and $T = 700$ K, (d) $U = 1.05$ eV and $T = 1000$ K, and (e) $U = 1.1$ eV and $T = 1300$ K.

Figure 13. The dominant contributions to the $(\pi, 0)$ peak at $U = 0.9$ eV and $T = 300$ K in the five-orbital model of Kuroki et al [39]: the (a) $yz-\gamma z$, (b) $yz-xy$ and (c) $xy-xy$ susceptibilities.

and allowed for inter-orbital mean fields, our phase diagram is nevertheless in good qualitative agreement [46, 48]: for $U_c > 0.85$ eV we find a $(\pi, 0)$ AFM state whose critical temperature rapidly grows with increasing $U$. At $U \gtrsim 1.15$ eV and $T > 1000$ K, however, the $(\pi, \pi)$ AFM state is stable.

In figure 12 we present the results for the static transverse susceptibility at the points marked in figure 11. For $U \lesssim 1$ eV, the results are rather similar to those already seen in the two- and four-orbital models. In the low-temperature PM state (figure 12(a)), the susceptibility takes a maximum in an arc of radius $\approx 0.05\pi$ about $(\pi, 0)$; at slightly higher $U = 0.85$ eV we find evidence of an incommensurate AFM state with ordering vector $(0.925\pi, 0.025\pi)$. For the points lying directly above the mean-field $(\pi, 0)$ AFM state, however, the susceptibility takes a maximum exactly at $q = (\pi, 0)$. This peak is nevertheless much broader than in the two- or four-orbital models, indicating a larger distribution of nesting vectors.

The dominant contributions to the peak at $q = (\pi, 0)$ in the $U = 0.9$ eV, $T = 300$ K static susceptibility (figure 12(b)) are shown in figure 13. The most important terms are the $yz-\gamma z$ (figure 13(a)), $yz-xy$ (figure 13(b)) and $xy-xy$ (figure 13(c)) susceptibilities, which together constitute $\approx 50\%$ of the peak height in the total susceptibility; for comparison, in the four-orbital model the dominant susceptibilities shown in figures 9(d)–(f) are responsible for $\approx 90\%$ of the $(\pi, 0)$ peak. The dominant terms in Kuroki et al’s five-orbital model are consistent with nesting of the outer hole pocket with the electron pockets being the main driver of the magnetism, but with the nesting of the hole pocket at the M point with the electron pockets also playing a substantial role. This is supported by the reconstructed Fermi surface shown in [46] for the low-moment case.
As $U$ is increased to 1.05 eV (figure 12(d)) the nesting picture of the magnetism begins to break down, with the appearance of a definite (but still subdominant) peak at $q = (\pi, 0.5\pi)$. This feature completely dominates the response at $U = 1.1$ eV, indicating that the mean-field phase diagram is unreliable for higher coupling strengths. Peaks at these wavevectors have previously been observed [50, 55], where they were explained as due to scattering between the electron Fermi pockets. This appears to be inconsistent with the observation that these peaks are most pronounced at high temperatures $\gtrsim 1000$ K, which instead suggests that band structure features away from the Fermi surface are responsible. In particular, we note that there is a region of flat bands at $-0.2$ eV near the M point, which is predominantly derived from the almost-filled $3z^2-r^2$ orbital [45, 50, 59]. These states are shifted to higher energies by the Hartree terms and hence might play a major role in the magnetic response at high temperatures. This will be discussed in detail in section 4.2.

3.5. The five-orbital model of Graser et al

The five-orbital model of Graser et al [47] is a frequently studied alternative to Kuroki et al’s model. Graser et al’s model was also constructed by fitting to ab initio results; as can be seen from the electronic structure shown in figure 14, both five-orbital models share many similarities. The key differences in the Fermi surface are that the electron pockets in this model are clearly elliptical, while the hole pocket at the M point is almost vanishingly small. The former is in much better agreement with current ARPES and ab initio results; the latter refinement is also in reasonable agreement with ab initio calculations, but the number of hole pockets remains somewhat unclear in ARPES [13, 26, 70, 71, 85]. The flat band region near the M point is also closer to the Fermi surface than in Kuroki et al’s model; as such, we might expect it to play a larger role in the magnetic response.

5 Note that this hole pocket is not visible in [47], as the ‘undoped’ compound in this paper actually corresponds to a slight electron doping, $n = 6.032$.

Figure 14. (a) The Fermi surface of the five-orbital model of Graser et al [47] showing the dominant orbital contribution. (b) The orbital weight around the $\alpha$, $\beta$ and $\gamma$ Fermi surfaces in (a); the orbital weight around the $\delta$ Fermi surface is not shown as it has almost complete $xy$ character. (c) The band structure along high-symmetry directions.

Figure 15. The $T–U$ mean-field phase diagram of the five-orbital model of Graser et al [47]. The lightly shaded region approximately indicates the extent of the $(\pi, 0)$ AFM phase, while the darkly shaded region gives the extent of the $(\pi, \pi)$ AFM phase. We show the static susceptibility at the points indicated by the star symbols in figure 16.

The magnetic properties of Graser et al’s five-orbital model has only recently attracted attention. In [60] it was shown that the $(\pi, 0)$ AFM state was realized at $T = 0$ K for $U \gtrsim 1.23$ eV, but the authors did not consider competition with other magnetic states. The existence of a $(\pi, 0)$ AFM ground state with realistic ordered moment and Fermi surface was confirmed in [63] for a rather narrow range of $U$. For much larger values of $U$ it has been shown that Hartree–Fock and Gutzwiller theories give quite different results [67]. In figure 15 we show the phase diagram in the $T–U$ plane: a $(\pi, 0)$ AFM state with low critical temperature $<500$ K is realized for $1.25$ eV $\lesssim U \lesssim 1.35$ eV, but the phase diagram is clearly dominated by a $(\pi, \pi)$ AFM state with high critical temperature $>2000$ K. For most of the $U$ range where the $(\pi, 0)$ AFM state is stable at $T = 0$ K, we find that the $(\pi, \pi)$ AFM state is, in fact, realized at higher $T$, with the PM phase separating them at lower values of $U$. 
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The results for the static susceptibility (figure 16) indicate that the mean-field phase diagram is only partially correct. The evolution of $\chi^{-}(q, \omega = 0)$ up to the edge of the $(\pi, 0)$ AFM phase is similar to that in Kuroki et al’s model: as $U$ is increased, a definite tendency to weakly incommensurate order (with a peak at $q \approx (0.95\pi, 0.025\pi)$) gives way to broad peaks at $q = (\pi, 0)$. We have confirmed an instability towards incommensurate order below at least 100 K at $U = 1.2$ eV. We also note a ring-like feature centred at $q = (\pi, \pi)$ in figure 16(a); by $U = 1.23$ eV this has apparently evolved into a broad peak at $q = (\pi, 0.6\pi)$. Although this is similar to the additional peaks seen in the high-temperature results for Kuroki et al’s model, they appear here at much lower temperatures.

The peak at $(\pi, 0.6\pi)$ displays a peculiar temperature dependence. To see this, in figures 16(d) and (e) we show the static susceptibility at $U = 1.25$ eV for $T = 500$ K and 900 K, respectively. In the former case, the peaks at both $(\pi, 0)$ and $(\pi, 0.6\pi)$ are distinctly visible. We have verified that, as the temperature is lowered to $\sim 450$ K, the $(\pi, 0)$ peak diverges while the $(\pi, 0.6\pi)$ peak is somewhat suppressed, and so the $(\pi, 0)$ AFM state is realized at low temperatures in agreement with the mean-field phase diagram. As the temperature is raised to $T = 900$ K, however, the peak at $(\pi, 0)$ disappears while the $(\pi, 0.6\pi)$ peak almost doubles in height, revealing that the system is close to an instability towards a $(\pi, 0.6\pi)$ AFM state. This also suggests that the mechanism responsible for the $(\pi, 0.6\pi)$ peak is not due to scattering between different Fermi pockets, but rather due to the electronic structure away from the Fermi surface.

In figure 16(f) we show the static susceptibility at slightly higher $U$ and $T$ compared to figure 16(d): the $(\pi, 0.6\pi)$ peak completely dominates the response and the system is again close to ordering at this wavevector. Along with figure 16(e), this suggests that the $(\pi, \pi)$ AFM state in figure 15 should be replaced by a $(\pi, 0.6\pi)$ AFM state; the region of stable $(\pi, 0)$ AFM order will also likely shrink.

To investigate the origin of the $(\pi, 0.6\pi)$ peak we have examined the dominant contributions to $\chi^{-}$. Focusing upon the $U = 1.25$ eV, $T = 500$ K case, we find that the susceptibilities involving the $xy$ orbital are most important, contributing $\approx 50\%$ of the peak height; the largest contributions come from the $xy$–$xy$ term (figure 17(a)), the $yz$–$xy$ term (figure 17(b)), the $xz$–$xy$ term (figure 17(b) with $q_x \leftrightarrow q_y$), and the $(x^2-y^2)$–$xy$ term (figure 17(c)). The dominant role of the $xy$ orbital is consistent with the results of [50, 55] for similar orbital models, but it is difficult to reconcile the temperature dependence observed here with the author’s interpretation that the $(\pi, 0.6\pi)$ peak originates from scattering between the electron pockets. An alternative possibility is scattering between the hole pockets at the $\Gamma$ point and the $xy$-derived hole pocket at the $M$ point, although the required wavevector is slightly too large. We will discuss this matter further in section 4.2.

4. Discussion

To summarize our main results, we found that the two-orbital [42], four-orbital [53] and Kuroki et al’s five-orbital [39] models display a rather robust $(\pi, 0)$ AFM phase
in their zero-doping phase diagrams. In both the four- and five-orbital models, this AFM state competes with a strong-coupling AFM state with different ordering vector. In contrast, the three-orbital [58] and Graser et al’s five-orbital [47] models show at most a weak tendency towards \((\pi, 0)\) AFM order: in the former it is likely not present anywhere in the considered phase diagram, while in the latter it is out-competed over much of the phase diagram by a much more stable \((\pi, 0.6\pi)\) AFM state.

Our results support the scenario of the \((\pi, 0)\) AFM state originating from nesting of the electron and hole Fermi pockets. This is a crucial ingredient for the magnetism: as discussed below in section 4.1, the stability of the \((\pi, 0)\) AFM state is positively correlated with the degree of nesting. The similarity of the electronic structure of the two five-orbital models, yet the very large differences in their magnetic phase diagrams, is also of special note. In particular, this sheds light on the origin of the \((\pi, 0.5\pi)-(\pi, 0.6\pi)\) AFM state realized in these models at strong coupling or high temperatures. In section 4.2 we argue that subtle differences in the states derived from the \(3z^2-r^2\) orbital play a significant role in stabilizing this state. Finally, in section 4.3 we discuss the implications of our results for models of the magnetic order in the iron pnictides.

4.1. Nesting

The \((\pi, 0)\) AFM order was found to be most robust in models where the quality of the nesting between the electron and hole pockets is high. For perfect dispersion \(\epsilon_k\) satisfies

\[ \epsilon_k = -\epsilon_{k+Q}, \]  

for some nesting vector \(Q\). In such a scenario, not only do the Fermi surfaces exactly overlap upon performing the shift by \(Q\), but also the holes and electrons have the same effective mass. In realistic models such as those considered here the condition (18) is only approximately fulfilled. For a nesting picture to still be relevant, we require that some segments of the electron and hole Fermi surfaces should overlap, and that the effective mass difference between them should not be too great. We note that it is sometimes the case that, while the condition (18) is satisfied approximately for the entire Fermi surface for the vector \(Q\), a better match between some Fermi-surface segments (but worse for others) may be achieved for a slightly different vector \(\tilde{Q} \approx Q\). At weak-coupling strengths, where the effective staggered magnetic potential is small, more of the Fermi surface may be gapped at ordering vector \(Q\) than at \(\tilde{Q}\).

In figure 18, we show the Fermi surface of each of the models superimposed with the Fermi surface translated by \(Q = (\pi, 0)\). It is immediately clear that the three-orbital model has the worst nesting properties: not only is there very poor overlap between the hole Fermi surface and the translated electron Fermi surface, but also the electron pocket has much lower effective mass than either of the hole pockets. It is therefore not surprising that this is the only model that fails to show the required \((\pi, 0)\) AFM order.

Although both electron pockets participate in the \((\pi, 0)\) AFM state in the two-orbital model, the nesting here is nevertheless rather similar to that in the four-orbital model. In these two models, a segment near the minor axis of the shifted elliptical electron pocket overlaps with the small hole pocket, while a segment near the major axis overlaps with the large hole pocket (see figures 18(a) and (c)). There is an excellent match between the dominant orbital character of the original and the shifted Fermi surfaces, which should enhance the AFM fluctuations as the intra-orbital Coulomb repulsion is much larger than the inter-orbital Hund’s rule coupling.

The nesting of the electron pockets with the outer hole pocket at the \(\Gamma\) point in Kuroki et al’s five-orbital model is the best considered here, with almost complete overlap with the shifted Fermi surfaces. The orbital-resolved susceptibilities suggests that this is most important to the magnetic instability, although the poorer nesting of the electron pockets with the hole pocket at the \(M\) point is likely responsible for broadening the peak at \((\pi, 0)\). Unlike the two- and four-orbital models, therefore, there is a relatively poor match of the dominant orbital character of the nested Fermi surfaces. This is reflected in the susceptibilities: \([\sum X^{\nu}_{\nu',\nu''}\approx 30\%]\) of the height of the \((\pi, 0)\) peak in Kuroki et al’s model, while in the four-orbital model the susceptibility \(X^{\nu}_{\nu',\nu''}\) is alone responsible for \(\approx 50\%\) of the peak height. In contrast, despite the near-identical orbital content of the Fermi surfaces, the instability towards \((\pi, 0)\) AFM order in the five-orbital model of Graser et al
Figure 18. Nesting properties of the orbital models. We show the Fermi surface (thick lines) and the Fermi surface translated by \((\pi, 0)\) (thin lines) of (a) the two-orbital model of Raghu et al [42], (b) the three-orbital model of Daghofer et al [58], (c) the four-orbital model of Yu et al [53], (d) the five-orbital model of Kuroki et al [39] and (e) the five-orbital model of Graser et al [47].

is much weaker. This can be explained by the absence of direct Fermi-surface overlap between the electron and the hole pockets at the \(\Gamma\) point, and also the much weaker nesting between electron pockets and the small hole pocket at the \(M\) point. The stark differences between the two five-orbital models highlights the sensitivity of the \((\pi, 0)\) AFM state to subtle details of the electronic structure.

Our results suggest that a qualitatively correct understanding of the AFM order in the pnictides can be developed without reference to the orbital structure, i.e. they support the excitonic theories of the magnetism. This is not unexpected, as the \((\pi, 0)\) AFM order is realized at relatively weak coupling strengths, where the excitonic model arises naturally as a low-energy effective theory [28, 32]. The rather strong competition with other AFM states, however, is not anticipated by such excitonic models.

4.2. Hartree shifts

The inclusion of Hartree shifts in our mean-field decoupling scheme requires justification: models where the tight-binding band structure is constructed by fitting to \textit{ab initio} results should already account for the Hartree shifts, so it is then only necessary to include the staggered magnetic potentials in (4). It is nevertheless likely that such methods underestimate the effect of the correlations; indeed, comparison with ARPES reveals that the bands obtained within the local density approximation are subject to significant energy shifts [12]. Including the Hartree shifts is the simplest way to test the robustness of the AFM order towards such modifications of the band structure. In [55] it was reported that the Hartree shifts can lead to dramatic changes in the Fermi surface of Kuroki et al’s five-orbital model. Ikeda and co-workers similarly found unphysical renormalization of the Fermi surface by the \(\omega = 0\) self-energy corrections calculated within the fluctuation-exchange approximation [45, 50, 59].

In order to evaluate the effect of the Hartree shifts, we have calculated the renormalized band structures for each model in a fictitious \(T = 0\) K PM state at a coupling strength where an AFM mean-field state is realized. This is a good estimate of the band structure in the stable \(T > 0\) K PM state as there is only a rather small temperature dependence of the orbital occupancies. The degeneracy of the \(xz\) and \(yz\) orbitals in the two-orbital model means that there is no change in the band structure; for the three- and four-orbital models we find only very slight changes in the band structure far from the Fermi surface (\(\gtrsim 0.5\) eV and 1 eV, respectively). As such, the inclusion of the Hartree shifts should be irrelevant to the weak-coupling magnetic response of these models.

For the five-orbital models we again find very minor changes in the Fermi surface, limited to the shrinking (Kuroki
et al.) or removal (Graser et al.) of the xy-derived hole pocket at the M point, which is due to the positive Hartree shift of the other orbitals relative to the (least-occupied) xy orbital. As shown in figures 19(a) and (c), however, the flat band region near the M point and below the Fermi energy undergoes an almost uniform shift to higher energies. These states are mostly derived from the $3z^2-r^2$ orbital, which has the highest occupation and hence has the largest Hartree shift [45, 47, 50, 59]. The shift to higher energies is particularly dramatic in Graser et al.’s model, where the flat band region is shifted from $\approx-0.15$ to $\approx-0.07$ eV; in Kuroki et al.’s model the equivalent feature is shifted from $\approx-0.21$ to $\approx-0.17$ eV. We note that the Hartree shifts of the orbitals are in qualitative agreement with the more advanced analysis of Ikeda et al. [45, 50, 59], although the change in the band structure is less severe in our results.

The shift of the $(3z^2-r^2)$-derived states closer to the Fermi surface suggests that they might play a role in the high-$T$ and $U$ magnetic behaviour of the system, where the $(\pi, 0)$ AFM state competes with an enigmatic $(\pi, 0.5\pi)-(\pi, 0.6\pi)$ AFM state. This is contradicted by the result from section 3.5 that the peak at $(\pi, 0.6\pi)$ is mostly due to the xy orbital, with the $3z^2-r^2$ orbital making a relatively modest contribution. To isolate the effect of the $3z^2-r^2$ orbital, we have therefore recalculated the static susceptibility without including the Hartree shifts, $\tilde{\chi}_{\pi}(q, \omega = 0)$. In figures 19(b) and (d) we show the ratio of the static susceptibility with the Hartree shift to that without for the cases figure 12(d) ($U = 1.05$ eV, $T = 1000$ K, Kuroki et al.’s model) and figure 16(d) ($U = 1.25$ eV, $T = 500$ K, Graser et al.’s model). In both cases, we see that the peak at $(\pi, 0.5\pi)-(\pi, 0.6\pi)$ is significantly enhanced by the inclusion of the Hartree shifts, especially so for Graser et al.’s model. Including the Hartree shifts also leads to a reduction of the height of the peak at $(\pi, 0)$, probably due to the shrinking of the xy pocket, highlighting the sensitive dependence of the $(\pi, 0)$ AFM state upon fine details of the nesting.

As the rest of the band structure undergoes relatively little change upon the inclusion of the Hartree shifts, the results in figures 19(b) and (d) indicate that the shift of the $3z^2-r^2$-derived flat band near the M point is heavily involved in stabilizing the $(\pi, 0.5\pi)-(\pi, 0.6\pi)$ AFM state. This is paradoxical: although the $3z^2-r^2$ orbitals are clearly important to the appearance of the $(\pi, 0.5\pi)-(\pi, 0.6\pi)$ AFM state, other
orbitals dominate the magnetic response at the ordering vector. Furthermore, the inclusion of the Hartree shifts enhances all the orbitally resolved susceptibilities $\chi^\nu_{\mu} +$ by a similar factor. For example, in the $U = 1.25$ eV, $T = 500$ K results for Graser et al’s model, the ratio $2.3 \gtrsim \chi^\nu_{\mu}/\chi^\nu_{\mu} + \gtrsim 1.8$ for all $\mu$ and $\nu$, although it is maximal when the $3z^2–r^2$ orbital is involved. This appears to indicate that the flat band near the M point plays an indirect role in the magnetic ordering. We speculate that this involves the strong peak in the density of states associated with this band, which feeds into the response of the other bands due to the orbital mixing.

The sensitivity of the $(\pi, 0.5\pi)$–$(\pi, 0.6\pi)$ peak to the Hartree shift implies a strong dependence upon the choice of the ratio $J/U$. For $J/U = 0.25$ considered here, we have positive effective Hartree shifts $\tilde{\epsilon}_e = 0.25U(n_v - \min|\varepsilon_\mu|)$. Had we chosen $J/U = 0.2$, however, the Hartree shifts would vanish; for $J/U < 0.2$ we find negative Hartree shifts and the $3z^2–r^2$ orbital would therefore be shifted away from the Fermi energy, likely suppressing the $(\pi, 0.5\pi)$–$(\pi, 0.6\pi)$ AFM order.

4.3. Implications for models of the iron pnictides

One of the aims of this work was to identify an ideal low-energy orbital model of the pnictides, i.e. a model possessing Fermi surfaces in good quantitative agreement with ARPES and ab initio results, and also displaying robust $(\pi, 0)$ order. Unfortunately, none of the models studied here satisfy both criteria. The models which display robust $(\pi, 0)$ AFM order have rather unrealistic elements in their electronic structure: the two-orbital model has an $xz/yz$-derived hole pocket at the M point and also neglects the large $xy$ weight at the Fermi energy; in the four-orbital model the $xy$ weight is also unrealistically small at the Fermi surface and the electron pockets do not involve a band crossing, while the electron pockets in Kuroki et al’s five-orbital model are not elliptical. In contrast, the three-orbital model qualitatively captures the predicted Fermi-surface topology and dominant orbital contributions, while Graser et al’s five-orbital model is in good quantitative agreement, but these two models show the weakest tendencies towards $(\pi, 0)$ AFM order.

The sensitivity of the $(\pi, 0)$ AFM state to small details of the band structure raises an important question about the magnetic state in the pnictides: if electron–hole nesting is indeed responsible for this state, why is it realized in such a large range of compounds, each with subtly different Fermi surfaces [59]? A possible answer is that the coupling to the lattice degrees of freedom allows the system to fine-tune its Fermi surface. Indeed, the magnetic properties of these compounds have been shown to be strongly coupled to details of the lattice structure: the lattice constants and pnictogen height above the Fe plane obtained in ab initio calculations are strongly affected by the iron moment [86, 87], and varying the Fe–As–Fe bond angles can significantly alter the Fermi surface [55, 76, 77, 88]. It is certainly suggestive that Kuroki et al’s model was fitted to ab initio results using experimental crystal parameters, whereas Graser et al’s is based on structurally relaxed calculations [89]. Moreover, a structural phase transition from a high-$T$ tetragonal to low-$T$ orthorhombic phase occurs either just above (RFeAsO compounds) or at (AFe 2As 2 compounds) the AFM transition temperature [3–5, 7]. A scenario for a joint magnetic-structural transition in the pnictides was proposed within the context of a simple excitonic model in [90]: the lattice distortion improves the nesting condition sufficiently to allow the appearance of an AFM state, which in turn stabilizes the distortion. This was verified for a more realistic four-band excitonic model in [31]. Further work to clarify the role of the orthorhombic distortion is clearly necessary. It would be particularly interesting to examine this question within an orbital model, as the directional wavefunctions of the orbitals naturally couple to the lattice. The possibility that spontaneous orbital ordering drives the structural transition is of particular interest [91, 92]. Of course, another possible explanation for the stability of the $(\pi, 0)$ AFM order involves strong-coupling physics beyond the nesting scenario [64, 67]. We note that recent calculations using dynamical mean-field theory suggest that the correlation strength in these materials has been underestimated [93]. Further research is clearly needed to understand the complex magnetic physics of the pnictides.

5. Summary

In this work we have presented a systematic weak-coupling investigation into the appearance of the expected $(\pi, 0)$ AFM order in five different orbital models of the iron pnictide parent compounds. The mean-field phase diagrams of each model were first determined and then the static spin susceptibility was calculated within RPA in the PM state close to the boundaries of the magnetic phases. The highest peaks in the spin susceptibility reveal the actual ordering vector of the nearby mean-field state. The origin of these peaks was studied by examining the dominant orbitally resolved contributions to the total spin susceptibility. This procedure allowed an unbiased assessment of the magnetic-ordering properties of each model.

The studied models display an unexpectedly rich range of magnetic behaviour. Only four of the models were found to have an instability to an AFM state with the required ordering vector, although the robustness of this phase varies greatly between them. In each of these models we also uncovered evidence of a weakly incommensurate AFM phase with ordering vector close to $(\pi, 0)$ at coupling strengths below the minimum required for a stable $(\pi, 0)$ state. The $(\pi, 0)$ AFM state originates from the nesting of the electron and hole Fermi pockets. The quality of the nesting appears to be of primary relevance for the stability of the $(\pi, 0)$ AFM order, while the mapping of the orbital character of the nested Fermi surfaces is of lesser importance. In the most realistic five-orbital models the $(\pi, 0)$ AFM state was found to compete with a strong-coupling incommensurate magnetic state. We have argued that the origin of this phase involves electronic structure below the Fermi energy. The implications of our results for orbital models of the pnictides was discussed and we propose that the apparent sensitivity of the $(\pi, 0)$ AFM order to fine details of the low-energy electronic structure indicates that lattice degrees of freedom should be included in a theoretical description of the magnetism of the pnictides.
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