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Abstract—This work presents the evaluation of the downlink (DL) performance of a dual-layer cellular networks by using energy efficiency (EE) metric, where femto base stations (FBSs), macro base stations (MBSs) and users (FUs) form independent spatial Poisson point processes (PPPs). The proposed network model is developed by considering number of antennas at each BS alongside a single antenna at each user with the use of the conventional spectrum re-utilization approach. Then, Coverage probability and EE expressions for the dual-layer cellular networks are exclusively derived analytically. It is also demonstrated that simulation results are almost in-line with the analytical one in the PPP-based model. While coverage probability deteriorates with less margin in the lower FBS density region compared to the scheme presented in [10] signalled not much turnaround of the network performance, EE in the lower and the upper FBS density regions are likely to remain between $6 \times 10^{-3}$ to $9.2 \times 10^{-3}$ Bits/Joule and $4.6 \times 10^{-3}$ to $7.1 \times 10^{-3}$ Bits/Joule, respectively. Proposed scheme tells us that it is firmly on course to match up with Vehicular Ad-hoc NETworks (VANET) applications without incurring high cost as EE, low latency, coverage probability and low power adaptability are back on good growth path.

Index Terms—Spatial Poisson Point Process; Femtocell; Energy Efficiency, Coverage probability

I. INTRODUCTION

Rapidly increasing energy cost and high demand of data traffic have motivated to articulate more on energy efficiency (EE) aspect of wireless networks [1]. Integrating cognitive radio (CR) with femtocell can further optimize network performance [2], [3]. Nowadays in telecommunications, a femtocell is a small base station with small network coverage and have developed to apply usually at a home or small business. The small-cell, with femto Access Point (FAP) as a subset, is more comprehensively used term in the industry. This links to the service provider’s network via broadband (such as digital subscriber line (DSL) or cable). A femto base station (FBS) permits network providers to extend service coverage at indoors or at the cell edge, particularly where quality of service (QoS) would otherwise be limited or unavailable. [4], [5]. Femtocell decreases energy consumption which in turn prolong battery life of handsets [6], [7].

Here the system model has been showing in contrast to the reference [8] that the networks where the arrangements of the distribution has a high level of interrelationship with the random spatial model produced as a spatial Poisson point processes (PPPs), even for wide-reaching macrocells. The coverage probability (CP) and EE of a cellular network consisting of FBSs only presented in [8] has been extended by analytically demonstrating further the networks with the co-existence scenario of macro base station (MBS) and FBSs. With this major extension of the network model and establishment of EE and CP expressions therein, we validate the proposed networks on its performance and it can be a good replacement of Road Side Units (RSUs) in a vehicular network with cellular infrastructure as a backbone [9].

The different models for the EE analysis of heterogeneous CR networks have been introduced in past, for example, the well-known Wyner and grid schemes [10]. The Wyner scheme is generally utilized because of its tractability but it may fail to keep sight of the important features of next generation wireless networks. The grid scheme is not much tractable particularly in the network where femtocell distribution is random in nature.

The twofold contributions of the work are as follows: we propose a novel set of analytical results by applying the spatial PPP model to compute EE of a dual-layer HetNets in association with multi-antenna base stations. Here, a novel set of analytical results have been presented by applying the spatial PPP model to compute EE of femto-
cellular networks in association with multi-antenna base stations. We then demonstrate that the EE level of single-antenna type BSs is higher than the multiple-antenna type BSs only for the case whilst the power consumes by the analog circuit is higher as compared to the threshold (i.e., $P_{cp} \geq \gamma P_{ntp}$), whereas BSs of multiple-antenna types are superior for the case whilst the power consumes by the analog circuit is less as compared to the threshold (i.e., $P_{cp} < \gamma P_{ntp}$). Here, $P_{cp}$ indicates circuit power consumption, $P_{ntp}$ accounts for the non-transmit power and $\gamma$ stands for the predefined threshold.

The organization of this paper is structured as follows. Section II describes the analytical framework of energy efficiency in femto-cellular networks. The numerical results have been presented in Section III where the impact on the EE has explained and achieved the useful insights for exploiting a single antenna or multiple antennas at the FBS. Finally, this work is ended up in Section IV with the conclusion. The key notations and their descriptions used in the paper are listed in Table I.

II. SYSTEM MODEL

Fig. 1 presents a dual-layer network, where MBSs, FBSs, and Users are coexisting and modeled as independent spatial PPPs in two-dimensional Euclidean plane denoted by $\mathbb{R}^2$, indicated as $\phi_{\text{MBS}}$, $\phi_{\text{FBS}}$, and $\phi_{\text{User}}$, respectively. This network can be considered as a condensed deployment of MBSs and FBSs, where MBS, FBS and User densities are denoted by $\lambda_{\text{MBS}}$, $\lambda_{\text{FBS}}$ and $\lambda_{\text{User}}$, respectively. Here, the downlink (DL) transmission is exclusively focused on, where network service is facilitated to the User either from the nearest FBSs or MBSs. This type of system model is absolutely perfect for the dual-layer cellular networks, where both shape of any types of cells and deployment of BSs are non-uniform. There can be two types of FBSs based on whether they can transmit signals or not as follows: inactive and active FBSs. Quite a few FBSs would not have the scope to provide service to Users due to the independent locations of users are known as inactive FBSs as opposite to active one. The probability of the active and the inactive FBSs can be denoted by $p$ and $\bar{p}$, respectively. Also, it is

| Symbol | Description |
|--------|-------------|
| $\lambda_{\text{MBS}}$ | MBS density |
| $\lambda_{\text{FBS}}$ | FBS density |
| $\lambda_{\text{User}}$ | User density |
| $\epsilon$ | FBS to the user density ratio |
| $p$ | Probability of the active FBSs |
| $\bar{p}$ | Probability of the inactive FBSs |
| $I$ | Identity matrix |
| $M$ | Number of antennas elements |
| $P_{ntp}$ | Non-transmitted power |
| $T_N$ | Network throughput |
| $A_M$ | Lower triangular Toeplitz matrix |
| $\gamma$ | SINR threshold |
| $h_{jj}^{*}$ | Conjugate transpose of the matrix $h_{jj}$ |
| $||A_M||_1$ | $\max_{j=1:n} \sum_{i=1}^{M} |A_{ij}|$ for maximal column sum |
shown in [8], $p$ as a function of FBS to the user density ratio denoted by $\epsilon$, where $\epsilon = \frac{\lambda_{FBS}}{\lambda_{user}}$. Now, $\bar{p}$ can further be re-expressed using [8], [12] as:

$$
\bar{p} = \left(1 + \frac{1}{\beta \epsilon}\right)^{-1} \approx \left(1 - \frac{\beta}{\epsilon}\right)
$$  \hspace{1cm} (1)

where, $\beta$ is a constant in regard to the femtocell size distribution achieved through data fitting [12]. The signal-to-interference plus noise ratio (SINR) measured at a particular instant for a femtocell user can be expressed by:

$$
\gamma = \frac{P_{tp1} g_{jj} d_{jj}^{-\alpha}}{\sum_{k \in \phi_{FBS}} P_{tp1} g_{kj} d_{kj}^{-\alpha} + \sum_{l \in \phi_{MBS}} P_{tp2} g_{lj} d_{lj}^{-\alpha} + N_0}
$$  \hspace{1cm} (2)

where $P_{tp1}$ and $P_{tp2}$ indicate the transmit power of femtocell and macrocell at the transmitter and $N_0$ stands for the additive white gaussian noise (AWGN) power; $d_{jj}$, $d_{kj}$ and $d_{lj}$ represent separation between $j^{th}$ active FBS to $j^{th}$ FU, $k^{th}$ active FBS to $j^{th}$ FU and $l^{th}$ MBS to $j^{th}$ FU, respectively; $\alpha$ stands for the pathloss exponent; $\phi_{MBS} \phi_{FBS}$ denote the set of MBSs and active FBSs; $g_{kj}$ and $g_{lj}$ represent the channel gain between $k^{th}$ active FBS to $j^{th}$ FU and between $l^{th}$ MBS to $j^{th}$ FU, i.e., $g_{jj} = \|h_{jj}\|^2$, $g_{kj} = \|h_{kj}\|^2$ for $k \neq j$, and $g_{lj} = \|h_{lj}\|^2$ for $l \neq j$ where $h_{kj} \sim \mathcal{CN}(0, 1)$ and $h_{lj} \sim \mathcal{CN}(0, 1)$ are the complex-valued Gaussian random variable which represents the channel fading between $k^{th}$ active FBS to $j^{th}$ FU, and $I$ stands for the identity matrix [1]. Here, we mainly focus on the most important performance metric, EE which can be determined by means of outage probability. We can also not underestimate the role of the network throughput and power consumed by the BSs to compute the EE. An under-privileged user are treated as the outage and it can be determined by $p_{outage} = P_r(\gamma \leq \bar{\gamma})$. Thus, the network throughput can be expressed by applying (1):

$$
T_N = p \lambda_{FBS} (1 - p_{outage}) \log_2(1 + \bar{\gamma}) = \lambda_{user} (1 - p_{outage}) \log_2(1 + \bar{\gamma}),
$$  \hspace{1cm} (3)

where $p \lambda_{FBS}$ denotes the density of active FBSs, $p \lambda_{FBS} (1 - p_{outage})$ represents the successful transmission of data to the FUs located in the networks and $\log_2(1 + \bar{\gamma})$ stands for constant transmission rate. The power consumed by the BSs can be expressed by following the linear equations as in [10]:

$$
P_{PC} = \frac{1}{\eta_{AE1}} P_{tp1} + \frac{1}{\eta_{AE2}} P_{tp2} + M(P_{cp1} + P_{cp2}) + P_{ntp},
$$  \hspace{1cm} (4)

where $\eta_{AE1}$ and $\eta_{AE2}$ denote the power amplifier efficiency for FBS and MBS respectively; $P_{cp1}$ and $P_{cp2}$ indicate circuit power consumption for femtocell and macrocell respectively; $P_{ntp}$ accounts for the non-transmitted power and $M$ stands for the number of antenna elements. Now, by considering the FBS power model similar to [13] into account, (4) can further re-express the average power consumption per unit area as:

$$
P_{APC} = \lambda_{user} \left[ \frac{1}{\eta_{AE1}} P_{tp1} + MP_{cp1} \right] + \lambda_{MBS} \left[ \frac{1}{\eta_{AE2}} P_{tp2} + MP_{cp2} \right] + (\lambda_{FBS} + \lambda_{MBS}) P_{ntp},
$$  \hspace{1cm} (5)

where 1st part and 2nd part of (5) signifies the power consumed by the active FBSs and MBS rest part of (5) accounts for the non-transmit power from both active and inactive BSs. The network EE can be expressed by [11]:

$$
\eta_{EE} = \frac{T_N}{P_{APC}}.
$$  \hspace{1cm} (6)

Here, the maximal ratio transmission (MRT)¹ or space-time processing transmit diversity schemes are used at each multi-antenna FBS [15]. The cumulative distribution function (CDF) of $g_{jj}$ for

¹Note that an extension of this paper is also applicable for different multi-antenna reception schemes, where interference distribution will be the major change that will amend the current analytical expressions.
where the properties to evaluate the network performance.

The main difficulties with the derivation in (8) is to deal with the \( n \)th derivation of \( \mathcal{L}(s) \). The closed-form relation of \( n \)-th derivative of \( \mathcal{L}(s) \) can be converted into the form of a lower triangular Toeplitz matrix (LTTM) that will help to quantify the analytical properties to evaluate the network performance. Therefore, outage probability can be re-expressed in the given theorem.

**Theorem 1:** \( p_{\text{outage}} = 1 - \frac{1}{p} \| (a_n + \frac{1}{p} \mathbf{I} - A_M)^{-1} \|_1 \) where \( \mathbf{I} \) accounts for an \( M \times M \) identity matrix. A LTTM, denoted by \( A_M \), and its \( L_1 \) norm \( \| A_M \|_1 \) has the following properties:

i) \( A_M \) with positive entries can be expressed as:

\[
A_M = \begin{bmatrix}
a_0 & a_0 \\
a_1 & a_0 \\
a_2 & a_1 & a_0 \\
& & & & \\
& & & & & \\
& & & & & \\
a_{M-1} & a_M & \cdots & a_1 & a_0
\end{bmatrix},
\]

where, \( a_n > 0 \) for \( n \in [0, M - 1] \) and the closed-form relation is expressed in (10).

ii) \( \| A_M \|_1 \) is bounded as

\[
\frac{1}{1 + p X_l} \leq \| A_M \|_1 \leq \frac{1}{1 + p X_u},
\]

where, \( X_l = x_j - \sum_{k=1}^{M-1} (1 - \frac{k}{M}) x_k, X_u = x_j - \sum_{k=1}^{M-1} x_k, X_l, X_u \) are independent of both \( \lambda_{FBS} \) and \( \lambda_{user} \), and \( x_j = \frac{\gamma}{1 - (\frac{\gamma}{2})} F_1 \left( 1, 1 - \frac{1}{\alpha}; 2 - \frac{2}{\alpha}; -\gamma \right) \) for \( j \geq 1 \), where \( F_1(\cdot) \) accounts for Gauss hypergeometric function.

**Proof:** The proof of \( p_{\text{outage}} \) in terms of \( A_M \) is referred to Appendix A presented in [8].

The \( L_1 \) norm of a LTTM, \( \| A_M \|_1 \), can be expressed in relation to (8) as:

\[
\| A_M \|_1 = \max_{1 \leq j \leq n} \sum_{i=1}^{M} | A_{ij} | \quad \text{for} \quad A_M \in \mathbb{R}^{M \times n}.
\]

The recurrence relation of \( a_n \) is provided in [16] as

\[
a_n = v \sum_{k=0}^{n-1} x_{n-k} a_k, \quad \text{where} \quad a_0 = \frac{1}{1 + x_0 p} \quad \text{and} \quad v = \frac{p}{1 + x_0 p}.
\]

The closed-form relation of \( a_n(n \geq 1) \) can be expressed as:

\[
a_n = \frac{1}{1 + x_0 p} \sum_{k=1}^{n} v^k \sum_{k_1 + \cdots + k_n = n} \binom{k}{k_1 \cdots k_n} \left( x_1 \right)^{k_1} \left( \frac{x_n}{x_0} \right)^{k_n}.
\]

To find an upper limit of \( \| A_M \|_1 \), we re-express \( \| A_M \|_1 = v/p \| (I - vB_M)^{-1} \|_1 \), where \( I \) accounts for an \( M \times M \) identity matrix and \( B_M \) stands for an \( M \times M \) Toeplitz matrix, i.e.,

\[
B_M = \begin{bmatrix}
x_0 & x_1 & x_2 & \cdots & x_0 \\
x_1 & \cdots & & & x_0 \\
x_2 & x_1 & \cdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & x_0 \\
x_{M-1} & \cdots & x_2 & x_1 & x_0
\end{bmatrix}
\]

Since \( (I - vB_M)(I - vB_M)^{-1} = I \), we get:

\[
(I - vB_M)^{-1} = I + vB_M(I - vB_M)^{-1}
\]

Then, applying the triangle inequality, we get:

\[
\| (I - vB_M)^{-1} \|_1 \leq \| I \|_1 + v \| B_M \|_1 \| (I - vB_M)^{-1} \|_1,
\]

and this is expressed by \( \| (I - vB_M)^{-1} \|_1 \leq \| I \|_1 (1 - vB_M)^{-1} \). As \( \| I \|_1 = 1 \), and \( \| B_M \|_1 = \sum_{k=1}^{M-1} x_k \), hence we get an upper
limit of $\|A_M\|_1$ as

$$
\|A_M\|_1 \leq \frac{1}{(1+x_0p)(1-v\sum_{k=1}^{M-1} x_k)} = \frac{1}{1+p(x_0-x_k\sum_{k=1}^{M-1} x_k)}.
$$

To find lower limit of $\|A_M\|_1$, we consider $a \triangleq (1,1,\cdots,1)^T$ with $b \triangleq Ua$ where $U$ is an invertible matrix, hence we can express $a = U^{-1}b$. Applying the inequality $\|a\|_1 \leq \|U\|_1\|b\|_1$, we get $\|U\|_1 \geq \frac{\|a\|_1}{\|b\|_1}$. Since $b = Ua$, we get $\|b\|_1 = M\left(x_0 + \frac{1}{p}\right) - (M-1)x_1 - \cdots - x_{M-1}$. Hence, we can get lower limit of $\|A_M\|_1$ as:

$$
\|U\|_1 \geq \frac{1}{p}\frac{\|a\|_1}{\|b\|_1} = \frac{1}{1+p(x_0-x_k\sum_{k=1}^{M-1} x_k) + \sum_{k=1}^{M-1} \frac{k}{M} x_k)}.
$$

Point to be noted that $x_k > x_{k+1}$ for $k \in \mathbb{N}$, and $\sum_{k=1}^{\infty} x_k = x_0$. Therefore, both $X_l$ and $X_u$ are positive, $X_l - X_u = \sum_{k=1}^{M-1} \frac{k}{M} x_k$ is a function of $M$ and the difference value is a decreasing function while $M$ is higher than a specific preset value. □

**Lemma 1:** The coverage probability is bounded as

$$
\frac{1}{1+pX_l} \leq p_{cov} \leq \frac{1}{1+pX_u},
$$

where $X_l$ and $X_u$ are defined in Theorem 1.

**Proof:** As $p_{cov} = \|A_M\|_1$, this property follows from (10) as:

$$
p_{cov} = \|A_M\|_1 \approx \frac{1}{1+pX_l},
$$

where $X$ lies between $X_l$ and $X_u$. The above approximation differentiates the effect of $\lambda_{BS}$ and $M$, respectively, as $p$ depends on $v$, whereas $X_l$ and $X_u$ can be determined by $M$, $\alpha$, and $\bar{\gamma}$. The consequences of the BS density is mainly articulated in this property. □

**Lemma 2:** With the increasing amount of transmit antennas from $M$ to $M+1$, the performance gain with regard to the coverage probability can be given by:

$$
p_{cov}(M+1) - p_{cov}(M) = a_M,
$$

where $p_{cov}(M)$ indicates the coverage probability with $M$ transmit antennas at individual BS.

**Proof:** The analytical result can be extracted by the following equality

$$
p_{cov}(M) = \|A_M\|_1 = \sum_{n=0}^{M-1} a_n.
$$

As $a_n \geq 0$, growing the amount of antennas at each BS will definitely improve the coverage probability. It can be found from (19) that $a_n > a_{n+1}$ for $n \geq 0$, this implies that the coverage probability decreases by including one more antenna at the BS. $\eta_{EE}(M)$ denotes the EE as a function of $M$ antennas at each BS and this can be expressed by substituting (18) in (6):

$$
\eta_{EE}(M) = \frac{\lambda_{MBS} \lambda_{user} \sum_{n=0}^{M-1} \alpha_n \log_2(1+\bar{\gamma})}{\frac{1}{\eta_{AE1}}P_{tp1} + MP_{cp1}} + \frac{\lambda_{MBS} \bar{\gamma}}{\frac{1}{\eta_{AE2}}P_{tp2} + MP_{cp2}} + (\lambda_{FBS} + \lambda_{MBS})P_{ntp},
$$

A non-zero optimal number of antennas at each BS can be denoted by $M^*$ and optimizes the EE. Higher values of $M$ reduces the EE for $M > M^*$, whereas for $M < M^*$, exploiting further antennas improves EE. The impact of $M$ antennas on the EE can be observed from the following property:

**Lemma 3:** The numerical value of $M^*$ is the highest whole number which can become lesser compare to the solution of the following equation:

$$
S(M) = \frac{\frac{1}{\eta_{AE1}}P_{tp1} + \frac{1}{\eta_{AE2}}P_{tp2} + P_{ntp}}{pP_{cp1} + P_{cp2}},
$$

where $S(M) \triangleq \frac{p_{cov}(M)}{p_{cov}(M-1)} - M$.

**Proof:** From (14), it can be shown that this is impossible that the two inequalities, $\eta_{EE}(M) \leq \eta_{EE}(M-1)$ and $\eta_{EE}(M) \leq \eta_{EE}(M+1)$ to be held concurrently; the latter implies that both decreasing and then increasing response of the EE is never possible to be achieved as we keep enhancing the number of antennas at the BS. Besides, we have $\lim_{M \to \infty} \eta_{EE}(M) = 0$ and $\eta_{EE}(1) > 0$. Based
on the entire facts, the following two cases can be considered: 1) the EE deteriorates with $M$, thus exploiting the BSs of a single-antenna types is even more energy efficient than the BSs of multiple-antenna types; 2) exploiting the BSs of multiple-antenna types can produce even greatest EE than BSs of a single-antenna types, but only at the optimal value of $M$. To address the optimal condition, i.e., $M^*$, we choose the following inequalities as:

$$\begin{align*}
\eta_{EE}(M^*) &\geq \eta_{EE}(M^* - 1), \\
\eta_{EE}(M^*) &\geq \eta_{EE}(M^* + 1).
\end{align*}$$

Substituting (14) into (16), we get:

$$\sum_{n=0}^{a_{M^*}} a_n - M^* \leq \frac{p \left( \frac{1}{\eta_{\text{AE}1}} P_{tp1} + \frac{1}{\eta_{\text{AE}2}} P_{tp2} + P_{ntp} \right)}{P_{cp1} + P_{cp2}} \leq \sum_{n=0}^{a_{M^*}} a_n - (M^* + 1).$$

For $S(M) \triangleq \sum_{n=0}^{a_{M^*}} a_n - M$ the numerical value of $M^*$ is the highest integer which becomes less than the solution of (15).

As $S(M) = \sum_{n=0}^{M^*} (a_n - M^*)$, it implies that $S(M)$ is a growing function with $M$. Now, if we could exploit FBSs and MBSs with a lower $P_{cp1}$ and $P_{cp2}$ respectively then the optimal number of antennas at the BSs would have higher and improved performance out-turns of the EE could be seen. Applying BSs of a single-antenna types can produce more EE in contrast to applying BSs of multiple-antenna types. In this regard, we can see the boundary condition from (22) as $P_{tp1}$ or $P_{tp2} \geq x_0 \left( p \left( \frac{1}{\eta_{\text{AE}1}} P_{tp1} + \frac{1}{\eta_{\text{AE}2}} P_{tp2} + P_{ntp} \right) \right)^{1 + \left( x_0 + x_1 \right) p}$, where the right hand portion of the condition is a monotonic function of $p$, it implies that if the boundary constraint

$$P_{cp1} \text{ or } P_{cp2} \geq \max \left( x_1 P_{ntp}, \frac{x_1 P_{ntp}}{1 + x_0 - x_1} \right)$$

is satisfied for both types of BSs and any $\lambda_{\text{user}}$, then the EE level of a single-antenna type BSs would have been higher in contrast to the multiple-antenna type BSs. Hence, BSs of multiple-antenna types are superior to achieve energy efficient networks only when $P_{cp1}$ or $P_{cp2} < \tilde{\gamma} P_{ntp}$.

III. Numerical Results and Discussion

In this section, we demonstrate that interpretative simulation results are in line with the theoretical results in the PPP-based model. Fig. 1a plots the coverage probability as a function of FBS density denoted by $\lambda_{\text{FBS}}$ at different values of $M$ keeping the user density $\lambda_{\text{user}} = 10^{-2} m^{-2}$ fixed. We find that the coverage probability increases with the increase of $\lambda_{\text{FBS}}$ or $M$. Precisely, a significant gain improvement can be noticed for the shift of $M$ from 4 to 7, whereas achieved gain becomes lower for the shift of $M$ from 4 to 1. From Fig. 1a, we also find that both the analytical results and simulation results have the same trend. For the fixed adaptation of transmit power, coverage probability decreases for a reference value of $M$ in the lower FBS density region compared to that of the presented work in [8] and upper FBS density region illustrates smooth and in-line response with the results that have shown in [8].

Fig. 1b depicts the EE as a function of FBS density denoted by $\lambda_{\text{FBS}}$ at different values of $M$ keeping the femto user density $\lambda_{\text{user}} = 10^{-2} m^{-2}$ fixed. The network settings are different in comparison with Fig. 1a. Here, $\eta_{\text{AE}1} = 0.35$, $P_{tp1} = 7.3 W$ and $P_{tp1} = 38 W$ are taken into account for a FBS in the base station power model. By replacing all these typical values, it can be seen that the boundary constraint (23) is satisfied, which implies that deployment of a single-antenna type FBSs is superior in terms of EE than the multi-arrangement-type FBSs. In particular, a
significant deterioration in the EE can be noticed for the shifting of \( M \) from 1 to 4 and it is deteriorated even more for the shifting of \( M \) from 4 to 7, although the response of both the analytical results and simulation results are all that remain same. From Fig. 1b, it can be seen that optimal FBS density for \( M = 1 \) is around \( 0.7^{-2} \text{m}^{-2} \) for both analytical and simulation results. Fig. 1(b) also shows that the response of the network for EE in accordance with the consideration of fixed \( \eta_{AE} \), where EE decreases rapidly in the upper FBS density region compared to the work presented in [8] is only because of the extra loss produced due to the extention of the layer from one to two.

IV. CONCLUSION

We addressed a novel set of numerical outcomes to analyze performance of a PPP based random femto-cellular networks. Based on all these outcomes, the impacts of \( \lambda_{FBS} \) and \( \lambda_{user} \) at the BS have been probed on the EE. The outcomes observed in this shorter version of the paper are particularly useful for today’s multi-arrangement antenna transmission based dual-layer cellular networks.
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