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Abstract. Let $\text{PreOrd}(\mathcal{C})$ be the category of internal preorders in an exact category $\mathcal{C}$. We show that the pair $(\text{Eq}(\mathcal{C}), \text{ParOrd}(\mathcal{C}))$ is a pretorsion theory in $\text{PreOrd}(\mathcal{C})$, where $\text{Eq}(\mathcal{C})$ and $\text{ParOrd}(\mathcal{C})$ are the full subcategories of internal equivalence relations and of internal partial orders in $\mathcal{C}$, respectively. We observe that $\text{ParOrd}(\mathcal{C})$ is a reflective subcategory of $\text{PreOrd}(\mathcal{C})$ such that each component of the unit of the adjunction is a pullback-stable regular epimorphism. The reflector $F : \text{PreOrd}(\mathcal{C}) \to \text{ParOrd}(\mathcal{C})$ turns out to have stable units in the sense of Cassidy, Hébert and Kelly, thus inducing an admissible categorical Galois structure. In particular, when $\mathcal{C}$ is the category $\text{Set}$ of sets, we show that this reflection induces a monotone-light factorization system (in the sense of Carboni, Janelidze, Kelly and Paré) in $\text{PreOrd}(\text{Set})$. A topological interpretation of our results in the category of Alexandroff-discrete spaces is also given, via the well-known isomorphism between this latter category and $\text{PreOrd}(\text{Set})$.

Introduction

The category $\text{ParOrd}(\mathcal{C})$ of internal partial orders in an exact [1] category $\mathcal{C}$ is reflective in the category $\text{PreOrd}(\mathcal{C})$ of internal preorders in $\mathcal{C}$:

$$
\xymatrix{
\text{PreOrd}(\mathcal{C}) \ar[r]^{F} \ar[dr]_{U} & \text{ParOrd}(\mathcal{C}). 
}
$$
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Here $U : \text{ParOrd}(C) \to \text{PreOrd}(C)$ is the forgetful functor, and $F : \text{PreOrd}(C) \to \text{ParOrd}(C)$ is the reflector, which has a simple description (given in Section 1), and is such that each component of the unit of the adjunction (1) is a pullback-stable regular epimorphism in $\text{PreOrd}(C)$.

We first show that the subcategory $\text{ParOrd}(C)$ can be seen as a torsion-free subcategory for a non-abelian torsion theory in the category $\text{PreOrd}(C)$. In order to define a notion of torsion theory in a category which does not have a zero object, such as $\text{PreOrd}(C)$, the notion of short exact sequence has to be made more flexible, as we now recall.

There is a natural notion of short $N$-exact sequence, which is defined relatively to an ideal $N$ of morphisms in the sense of Ehresmann [8] (see also [18, 12], and the references therein).

By an ideal $N$ of morphisms in a category $A$ is meant a distinguished class of morphisms in $A$ with the following property: for any composable pair of morphisms $A \xrightarrow{f} B \xrightarrow{g} C$ in $A$, if either $g$ or $f$ belongs to $N$, then the composite $gf$ belongs to $N$. When $A$ is a category and $Z$ a (non-empty, full and replete) subcategory of $A$, we write $N(A,B)$ for the set of morphisms (in $A$) from $A$ to $B$ which factor through an object of $Z$. This class of morphisms obviously forms an ideal $N$ in $A$. The objects of $Z$, which fully determine $N$, are called the trivial objects of $A$.

Given a morphism $f : A \to B$ in $A$, one says that $\kappa : K \to A$ in $A$ is an $N$-kernel of $f$ (or a $Z$-prekernel of $f$, following [9, 10]), if $f \kappa \in N$ and, moreover, whenever $\lambda : X \to A$ is a morphism in $A$ with $f \lambda \in N$, there is a unique morphism $\lambda' : X \to K$ in $A$ such that $\lambda = \kappa \lambda'$.

Of course, if $Z = \{0\}$, so that $Z$ is reduced to the zero-object $0$ of $A$ (when this latter exists), the notion of $N$-kernel gives back the usual notion of kernel. The notion of $N$-cokernel is defined dually, and we then get the needed general notion of short $N$-exact sequence (also called $Z$-preexact sequence in [9, 10]). Indeed, a pair of composable arrows as in diagram (2) is a short $N$-exact sequence if $f$ is the $N$-kernel of $g$, and $g$ is the $N$-cokernel of $f$.

A pretorsion theory $(T,F)$ in $A$ is a pair of (full replete) subcategories of $A$ with the following properties: if $N$ is the ideal of morphisms associated with the full replete subcategory $Z := T \land F$ of trivial objects, then

(a) any morphism $T \to F$ from an object $T \in T$ to an object $F \in F$ belongs to $N$, i.e. it factors through an element in $Z$;

(b) for any object $A \in A$ there is a short $N$-exact sequence

$$T(A) \xrightarrow{k} A \xrightarrow{p} F(A)$$

with $T(A) \in T$ and $F(A) \in F$. 
This general notion of pretorsion theory \cite{9, 10} includes the classical one in the pointed case \cite{7, 3}, and is in particular suitable for our study of the reflection (1) above. Indeed, in that example the pretorsion theory is given by the pair of (full replete) subcategories \((\text{Eq}(\mathbb{C}), \text{ParOrd}(\mathbb{C}))\) in the category \(\text{PreOrd}(\mathbb{C})\), where \(\text{Eq}(\mathbb{C})\) is the category of internal equivalence relations in \(\mathbb{C}\) (see Lemma 1.3). The ideal \(\mathcal{N}\) of morphisms consists then in the morphisms in \(\text{PreOrd}(\mathbb{C})\) that factor through the objects in \(\mathcal{Z} = \text{Eq}(\mathbb{C}) \wedge \text{ParOrd}(\mathbb{C}) = \text{Dis}(\mathbb{C})\), where \(\text{Dis}(\mathbb{C})\) is the (full replete) subcategory of \(\text{PreOrd}(\mathbb{C})\) whose objects are the discrete equivalence relations in \(\mathbb{C}\). The functor \(F : \text{PreOrd}(\mathbb{C}) \to \text{ParOrd}(\mathbb{C})\) in (1) is the reflector to the torsion-free subcategory \(\text{ParOrd}(\mathbb{C})\) of this pretorsion theory in \(\text{PreOrd}(\mathbb{C})\).

In Theorem 1.7 this reflector is shown to have stable units (in the sense of \cite{6}), and the corresponding factorization system \((\mathcal{E}, \mathcal{M})\), where \(\mathcal{E}\) is the class of morphisms inverted by \(F\) and \(\mathcal{M}\) the class of trivial coverings for the induced Galois structure (in the sense of \cite{13}) is described in Proposition 1.9. Note that any full reflective subcategory with a reflector having stable units always determines an admissible Galois structure (with respect to the classes of all morphisms in both the categories, see \cite{4} for more details). The class \(\mathcal{M}^*\) of coverings for this Galois theory is then described in the special case where \(\mathbb{C}\) is the exact category \(\text{Set}\) of sets (Proposition 2.4). The class \(\mathcal{M}^*\) is also part of a monotone-light factorization system \((\mathcal{E}', \mathcal{M}^*)\) (in the sense of \cite{4}), where \(\mathcal{E}'\) is the subclass of \(\mathcal{E}\) whose elements are the morphisms in \(\mathcal{E}\) which are pullback stable (Proposition 2.8).

It is well known that the category \(\text{PreOrd}(\text{Set})\) of internal preorders in the category of sets is isomorphic to the category of Alexandroff-discrete topological spaces. Thanks to this topological interpretation the monotone-light factorization system for \(\text{PreOrd}(\text{Set})\) admits an alternative description, given in Proposition 2.14. In particular, the coverings induced by the Galois structure mentioned above are precisely the continuous maps that have \(T_0\) fibres. The fact that the reflector \(F : \text{PreOrd}(\text{Set}) \to \text{ParOrd}(\text{Set})\) has stable units was already mentioned in Xarez’s thesis \cite{21}, where some monotone-light factorization systems in the category \(\text{Cat}\) of (small) categories were also investigated.
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1. Internal preorders in an exact category.

In this section \(\mathbb{C}\) will denote an exact category \cite{1}. This means that:

- \(\mathbb{C}\) is a finitely complete category;
- any morphism \(f : A \to B\) in \(\mathbb{C}\) has a (unique) factorization \(f = ip\)

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{p} & & \downarrow{i} \\
I & \xrightarrow{i} & I
\end{array}
\]
where \( p \) is a regular epimorphism and \( i \) is a monomorphism (the subobject \( i : I \to B \) will be called the regular image of \( f \));

- regular epimorphisms are pullback-stable: in any pullback

\[
\begin{array}{ccc}
E \times_B A & \xrightarrow{p_2} & A \\
\downarrow{p_1} & & \downarrow{f} \\
E & \xrightarrow{p} & B
\end{array}
\]

the morphism \( p_2 \) is a regular epimorphism whenever \( p \) is so;

- any (internal) equivalence relation \( \langle r_1, r_2 \rangle : R \to X \times X \) on an object \( X \) in \( \mathbb{C} \) is effective, i.e., \( R \) is the kernel pair

\[
\begin{array}{ccc}
R & \xrightarrow{r_2} & X \\
\downarrow{r_1} & & \downarrow{f} \\
X & \xrightarrow{f} & Y.
\end{array}
\]

of some arrow \( f : X \to Y \) in \( \mathbb{C} \). The kernel pair of \( f \) will be denoted by \( \text{Eq}(f) \).

Any variety of universal algebras is an exact category, in particular the varieties of (pointed) sets, semigroups, monoids, commutative monoids, groups, abelian groups, Lie algebras, (commutative) rings, etc. Any elementary topos is an exact category, as is also any abelian category. The categories of \( \mathbb{C}^* \)-algebras and the category of compact Hausdorff spaces are also exact. It is well known that the category \( \text{Top} \) of topological spaces is not exact, since regular epimorphisms are not pullback-stable.

Given two relations \( \langle r_1, r_2 \rangle : R \to X \times Y \) and \( \langle s_1, s_2 \rangle : S \to Y \times Z \) in an exact category, their relational composite \( S \circ R \to X \times Z \) can be defined as follows: take the pullback

\[
\begin{array}{ccc}
R \times_Y S & \xrightarrow{p_2} & S \\
\downarrow{p_1} & & \downarrow{s_1} \\
R & \xrightarrow{r_2} & Y
\end{array}
\]

of \( r_2 \) and \( s_1 \), and then the regular image \( S \circ R \) of the arrow \( \langle r_1 p_1, s_2 p_2 \rangle : R \times Y \to X \times Z \) can be defined as follows:

\[
\begin{array}{ccc}
R \times_Y S & \xrightarrow{\langle r_1 p_1, s_2 p_2 \rangle} & X \times Z. \\
\downarrow{S \circ R} & & \\
& & S \circ R
\end{array}
\]

In the category \( \text{Set} \) of sets one clearly has

\[
S \circ R = \{(x, z) \in X \times Z \mid \exists y \in Y, (x, y) \in R, (y, z) \in S\},
\]
i.e. the usual composite of the relations $S$ and $R$. It is well known that the composition of relations is associative when $\mathcal{C}$ is a regular category, thus in particular when $\mathcal{C}$ is an exact category.

Consider then the category $\text{PreOrd}(\mathcal{C})$ of (internal) preorders in $\mathcal{C}$. An object $(A, \rho)$ in $\text{PreOrd}(\mathcal{C})$ is simply a relation $\langle r_1, r_2 \rangle: \rho \rightarrow A \times A$ on $A$ that is reflexive, i.e. it contains the “discrete relation” $\langle 1_A, 1_A \rangle: A \rightarrow A \times A$ on $A$ - the “equality relation”, denoted by $\Delta_A$ - and $\rho$ is transitive: there is a morphism $\tau: \rho \times_A \rho \rightarrow \rho$ such that $r_1 \tau = r_1 p_1$ and $r_2 \tau = r_2 p_2$, where $\rho \times_A \rho$ is the “object part” of the pullback

$$
\begin{array}{c}
\rho \times_A \rho \\
\downarrow{p_1} \quad \downarrow{r_1} \\
\rho \quad \rightarrow \quad A.
\end{array}
$$

A morphism $(A, \rho) \rightarrow (B, \sigma)$ in the category $\text{PreOrd}(\mathcal{C})$ is a pair of morphisms $(f, \overline{f})$ in $\mathcal{C}$ making the following diagram commute:

$$
\begin{array}{c}
\rho \\
\downarrow{r_1} \quad \downarrow{r_2} \\
A \\
\downarrow{f} \\
B.
\end{array}
\begin{array}{c}
\sigma \\
\downarrow{s_1} \quad \downarrow{s_2} \\
A \\
\downarrow{f} \\
B.
\end{array}
$$

By this we mean that $fr_1 = s_1 \overline{f}$ and $fr_2 = s_2 \overline{f}$ (this convention will occur often in the sequel). The category $\text{Eq}(\mathcal{C})$ is the full subcategory of $\text{PreOrd}(\mathcal{C})$ whose objects are (internal) equivalence relations in $\mathcal{C}$, that is, those preorders $(A, \rho)$ in $\mathcal{C}$ that are also symmetric: this means that there is a morphism $\gamma: \rho \rightarrow \rho$ with $r_1 \gamma = r_2$ and $r_2 \gamma = r_1$. Equivalently, one can ask that $\rho^\circ = \rho$, where $\rho^\circ = \langle r_2, r_1 \rangle: \rho \rightarrow A \times A$ is the opposite relation of $\rho = \langle r_1, r_2 \rangle: \rho \rightarrow A \times A$. $\text{ParOrd}(\mathcal{C})$ will denote the category of (internal) partial orders in $\mathcal{C}$, where a preorder $(A, \rho)$ is a partial order when, moreover, the relation $\rho$ is also antisymmetric. This property can be expressed by the fact that the subobject $\sim_\rho = \rho \wedge \rho^\circ$ obtained as the diagonal of the pullback

$$
\begin{array}{c}
\sim_\rho \\
\downarrow{(r_2, r_1)} \\
\rho \\
\downarrow{(r_1, r_2)} \\
A \times A.
\end{array}
\begin{array}{c}
\rho^\circ \\
\downarrow{(r_2, r_1)} \\
A \times A.
\end{array}
$$

is the discrete relation $(A, \Delta_A)$ on $A$.

1.1. REMARK. Given any preorder $(A, \rho)$, the relation $\sim_\rho$ defined by the pullback (3) is an equivalence relation: indeed, $\sim_\rho$ is obviously reflexive and transitive, and it is symmetric since

$$
\sim_\rho^\circ = (\rho \wedge \rho^\circ)^\circ = \rho^\circ \wedge \rho = \sim_\rho.
$$
1.2. Remark. It is clear that a preorder \((A, \rho)\) belongs to both \(\text{Eq}(\mathcal{C})\) and \(\text{ParOrd}(\mathcal{C})\) if and only if the order relation \(\rho\) is the discrete relation \(\Delta_A\) on \(A\), since in that case \(\Delta_A = \sim = \rho \land \rho^o = \rho\). If we write \(\text{Disc}(\mathcal{C})\) for the full subcategory of \(\text{PreOrd}(\mathcal{C})\) whose objects are the preorders \((A, \Delta_A)\) equipped with the discrete relation, then
\[
\text{Eq}(\mathcal{C}) \land \text{ParOrd}(\mathcal{C}) = \text{Dis}(\mathcal{C}).
\]

In this section \(\mathcal{N}\) will always denote the ideal of morphisms in \(\text{PreOrd}(\mathcal{C})\) that factor through its full subcategory \(\text{Dis}(\mathcal{C})\) of discrete relations.

1.3. Lemma. The pair of full subcategories \((\text{Eq}(\mathcal{C}), \text{ParOrd}(\mathcal{C}))\) is a pretorsion theory in \(\text{PreOrd}(\mathcal{C})\).

Proof. Let us first prove that any \((f, \overline{f}) : (A, R) \to (B, \sigma)\) in \(\text{PreOrd}(\mathcal{C})\) is a morphism in \(\mathcal{N}\). For this one observes that
\[
f(R) = f(R \land R^o) \leq f(R) \land f(R)^o \leq \sigma \land (\sigma)^o = \sim = \Delta_B,
\]
where \(R = R \land R^o\) since \(R\) is symmetric, and the last equality follows from the fact that \((B, \sigma)\) is a partial order.

Next, given any preorder \((A, \rho)\) on \(A\), build the canonical quotient \(\pi : A \to \frac{A}{\sim}\) (the coequalizer of \(p_1\) and \(p_2\)), that exists since the category \(\mathcal{C}\) is exact. In the diagram
\[
\begin{array}{ccc}
\rho & \xrightarrow{\pi} & \pi(\rho) \\
\sim \rho & \xrightarrow{p_1} & A & \xrightarrow{\pi} & \frac{A}{\sim}\rho \\
\pi & \xrightarrow{p_2} & \pi(\rho)
\end{array}
\]
the dotted arrow \(i\) exists since \(\sim \rho \leq \rho\) by definition of \(\sim\), whereas \(\pi(\rho)\) is the regular image of \(\rho\) along \(\pi\). The induced relation \(\pi(\rho)\) on \(\frac{A}{\sim}\rho\) is reflexive and transitive. Indeed, it is clear that \(\pi(\rho)\) is reflexive and, by using the formula \(\pi(\rho) = \pi \circ \rho \circ \pi^o\) giving the regular image of the relation \(\rho\) along the regular epimorphism \(\pi\), we see that \(\pi(\rho)\) is transitive:
\[
(\pi \circ \rho \circ \pi^o) \circ (\pi \circ \rho \circ \pi^o) = \pi \circ \rho \circ (\pi^o \circ \pi) \circ \rho \circ \pi^o = \pi \circ \rho \circ \sim \rho \circ \rho \circ \pi^o \leq \pi \circ \rho \circ \pi^o.
\]
The formula for the inverse image along \(\pi\) gives the inequality
\[
\pi^{-1}(\pi(\rho)) = \pi^o \circ \pi \circ \rho \circ \pi^o \circ \pi = \sim \rho \circ \rho \circ \sim \rho \leq \rho,
\]
showing that $\rho = \pi^{-1}(\pi(\rho))$. Diagrammatically, this means that the following square, yielding the regular image factorization, is a pullback:

$$
\begin{array}{ccc}
\rho & \xrightarrow{\pi} & \pi(\rho) \\
\downarrow^{<r_1, r_2>} & & \downarrow \\
A \times A & \xrightarrow{\pi \times \pi} & A \times A
\end{array}
$$

(4)

We can now show that $\pi(\rho)$ is antisymmetric: indeed, in the cube

$$
\begin{array}{ccc}
\sim\rho & \xrightarrow{\bar{\pi}} & \sim\pi(\rho) \\
\downarrow^{\rho^o} & & \downarrow \\
\pi & \xrightarrow{\pi(\rho^o)} & \pi(\rho^o) = \pi(\rho)^o \\
\downarrow^{\rho} & & \downarrow \\
A \times A & \xrightarrow{\pi \times \pi} & A \times A
\end{array}
$$

the left-hand square and the bottom square are both pullbacks, and the commutativity of the diagram implies that the external rectangle here below is a pullback:

$$
\begin{array}{ccc}
\sim\rho & \xrightarrow{\bar{\pi}} & \sim\pi(\rho) \\
\downarrow^{\rho^o} & & \downarrow \\
\pi & \xrightarrow{\pi(\rho^o)} & \pi(\rho^o) \\
\downarrow^{\rho} & & \downarrow \\
A \times A & \xrightarrow{\pi \times \pi} & A \times A
\end{array}
$$

Since the right-hand square is a pullback, we deduce that the left-hand square is a pullback as well, and the induced arrow $\bar{\pi}$ is then a regular epimorphism, since so is $\bar{\pi}$. It follows that $\sim_{\pi(\rho)} = \pi(\sim_{\rho}) = \Delta_{\sim_{\rho}}$, and the relation $\sim_{\pi(\rho)}$ is antisymmetric.

For any preorder $(A, \rho)$, the canonical short $\mathcal{N}$-exact sequence is then given by the diagram

$$
\begin{array}{ccc}
\sim_{\rho} & \xrightarrow{i} & \rho \\
\downarrow^{p_1} & & \downarrow^{p_2} \\
A & \xrightarrow{\pi} & A \sim_{\rho}
\end{array}
$$

(5)

where $(A, \sim_{\rho})$ is an equivalence relation by Remark 1.1, and $(\Delta_{\sim_{\rho}}, \pi(\rho))$ is a partial order. To see that $(\pi, \pi)$ is the $\mathcal{N}$-cokernel of $(1_A, i)$, observe that by definition of $\pi$ the composite $(\pi, \pi)(1_A, i)$ belongs to $\mathcal{N}$. One then considers a morphism $(g, \overline{g}): (A, \rho) \to (B, \sigma)$ in $\mathcal{N}$, so that $gp_1 = gp_2$. The universal property of the quotient $\pi$ yields a unique $\alpha$ such that $\alpha \pi = g$ and the result then follows (one checks that there is a unique $\overline{\alpha}$: $\pi(\rho) \to \sigma$ such that $(\alpha, \overline{\alpha})(\pi, \pi) = (g, \overline{g})$).
Dually, we now show that \((1_A, i)\) is the \(\mathcal{N}\)-kernel of \((\pi, \pi)\). To show that \((1_A, i)\) is the \(\mathcal{N}\)-kernel of \((\pi, \pi)\), consider then a morphism \((f, \bar{f})\): \((B, \tau) \rightarrow (A, \rho)\) in \(\text{PreOrd}(\mathbb{C})\) such that \((\pi, \pi)(f, \bar{f}) \in \mathcal{N}\). There is clearly only one possible arrow \(f: B \rightarrow A\) such that \(1_A f = f\), and it remains to show that there is a (unique) \(\hat{f}: \tau \rightarrow \sim_{\rho}\) making the square

\[
\begin{array}{ccc}
\tau & \xrightarrow{\hat{f}} & \sim_{\rho} \\
| & & | \\
t_1 & \sim & t_2 \\
\downarrow & & \downarrow \\
B & \xrightarrow{f} & A
\end{array}
\]

commute. The fact that \((\pi, \pi)(f, \bar{f})\) factors through a discrete equivalence relation implies that \(\pi f t_1 = \pi f t_2\). The equivalence relation \(\sim_{\rho}\) is the kernel pair of its coequalizer \(\pi\) (since \(\mathbb{C}\) is an exact category), and its universal property gives the needed morphism \(\hat{f}\).

1.4. **Corollary.** There is an adjunction

\[
\text{PreOrd}(\mathbb{C}) \xrightarrow{\perp} \text{ParOrd}(\mathbb{C}),
\]

where \(U\) is the forgetful functor and \(F\) is its left adjoint. Moreover, \(\text{ParOrd}(\mathbb{C})\) is a (regular epi)-reflective subcategory of \(\text{PreOrd}(\mathbb{C})\).

**Proof.** We already know that \(\text{ParOrd}(\mathbb{C})\) is a reflective subcategory of \(\text{PreOrd}(\mathbb{C})\), because it is the torsion-free subcategory in the pretorsion theory \((\text{Eq}(\mathbb{C}), \text{ParOrd}(\mathbb{C}))\) in \(\text{PreOrd}(\mathbb{C})\) (see Corollary 3.4 in [10], although in this case it can be easily deduced from the arguments in Lemma 1.3). The morphism \((\pi, \pi)\) in the \(\mathcal{N}\)-exact sequence (5) is the \((A, \rho)\)-component of the unit of the adjunction (6), and this is a pullback-stable regular epimorphism in \(\text{PreOrd}(\mathbb{C})\) (since the square (4) is a pullback).

1.5. **Corollary.** Let \(\mathbb{C}\) be an exact category, \(A\) an object in \(\mathbb{C}\). Then there is a bijection between:

(a) preorder structures \((A, \rho)\) on \(A\);

(b) pairs \((R, \leq)\) where \(R\) is an equivalence relation on \(A\), and \(\leq\) is a partial order on the quotient \(\frac{A}{R}\):

\[
\begin{array}{ccc}
& & \leq \\
& | & | \\
R & \xrightarrow{A} & A \\
\downarrow & & \downarrow \\
\frac{A}{R}
\end{array}
\]

**Proof.** We proved in Lemma 1.3 that, given a preorder \((A, \rho)\), there is an equivalence relation \(\sim_{\rho}\) on \(A\) with the property that the quotient \((\frac{A}{\sim_{\rho}}, \pi(\rho))\) is a partial order. The required pair \((R, \leq)\) in (b) is then the pair \((\sim_{\rho}, \pi(\rho))\).
Conversely, given a pair \((R, \leq)\) as in \((b)\) and the corresponding diagram (7), one can complete it by taking the inverse image \(q^{-1}(\leq)\) of \(\leq\) along \(q\):

\[
\begin{array}{c}
\quad \downarrow q^{-1}(\leq) \\
R \quad \xrightarrow{q} \quad A \quad q \quad \rightarrow \quad A_{\leq} \\
\end{array}
\]

The relation \((A, q^{-1}(\leq))\) is reflexive and transitive, because so is \((A_{\leq}, \leq)\).

On the one hand, if we apply the reflector \(F\) of (6) to \((A, q^{-1}(\leq))\), we get the pair \((R, \leq)\) again (up to isomorphism): indeed, the assumption that \((A_{\leq}, \leq)\) is a partial order implies that

\[
\sim_{q^{-1}(\leq)} = q^{-1}(\leq) \land q^{-1}(\leq)^o = q^{-1}(\leq) \land q^{-1}(\leq)^o = q^{-1}(\leq \land \leq^o) = q^{-1}(\Delta_A) = R,
\]

and one clearly has that \(q(q^{-1}(\leq)) = \leq\) (see diagram 8).

On the other hand, if we begin with a preorder \((A, \rho)\), the fact that the diagram (4) is a pullback implies that \(\rho = \pi^{-1}(\pi(\rho))\). This shows that the correspondence is a bijection. \(\blacksquare\)

Let \(\mathcal{A}\) be a reflective subcategory of a category \(\mathcal{B}\)

\[
\begin{array}{c}
\quad \downarrow V \\
\mathcal{B} \quad \xrightarrow{G} \quad \mathcal{A} \\
\end{array}
\]

with \(V\) the inclusion functor and \(G\) its left adjoint. The reflector \(G\): \(\mathcal{B} \rightarrow \mathcal{A}\) has stable units \([6]\) if it preserves any pullback of the form

\[
\begin{array}{c}
\quad \downarrow p_1 \\
P \quad \xrightarrow{p_2} \quad X \\
\quad \downarrow \phi \\
A \quad \xrightarrow{\pi_{\mathcal{A}}} \quad G(A),
\end{array}
\]

where \(\pi_{\mathcal{A}}\) is the \(A\)-component of the unit \(\pi\) of the adjunction (9). This property can be seen to be equivalent to the property that the components of the unit are pullback-stable, in the sense that, for any square as above, one has an isomorphism \(p_2 \cong \eta_P\). When this is the case, it follows in particular that \(\mathcal{A}\) is a semi-localization of \(\mathcal{B}\) \([19]\): indeed, by definition, for a reflector \(G\): \(\mathcal{B} \rightarrow \mathcal{A}\) having stable units is a stronger condition than being semi-left-exact in the sense of \([6]\). The following well known lemma will be needed:

1.6. Lemma. Consider the following morphism of equivalence relations

\[
\begin{array}{c}
\quad \downarrow \tau_1 \\
R \quad \xrightarrow{\tau_2} \quad S \\
\quad \downarrow \sigma_1 \\
X \quad \xrightarrow{f} \quad Y
\end{array}
\]
in an exact category \( C \). Then \( f^{-1}(S) = R \) if and only if the unique induced arrow \( \phi: X/R \to Y/S \) making the square

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow q_R & & \downarrow q_S \\
X/R & \xrightarrow{\phi} & Y/S
\end{array}
\]

commute is a monomorphism.

**Proof.** When \( f^{-1}(S) = R \), the equivalence relation \((R, r_1, r_2)\) is the kernel pair of \( q_S f \). In this case \( \phi q_R \) is simply the usual factorization of \( q_S f \) as a regular epimorphism followed by a monomorphism. Conversely, assume that \( \phi \) is a monomorphism. If \((T, t_1, t_2)\) is another equivalence relation on \( X \) and \((f, \hat{f}): (T, t_1, t_2) \to (S, s_1, s_2)\) a morphism of equivalence relations, one sees that \( q_R t_1 = q_R t_2 \) (since \( \phi q_R t_1 = \phi q_R t_2 \)). The universal property of the kernel pair \((R, r_1, r_2)\) of \( q_R \) implies that there is a unique \( \alpha: T \to R \) in \( C \) such that \((f, \hat{f})(1_X, \alpha) = (f, \hat{f})\), as desired.

**1.7. Theorem.** Given any exact category \( C \), the reflector \( F: \text{PreOrd}(C) \to \text{ParOrd}(C) \) in the adjunction (6) has stable units. That is, the functor \( F \) preserves any pullback in \( \text{PreOrd}(C) \) of the form

\[
\begin{array}{ccc}
\rho \times \pi_X(\rho) & \xrightarrow{\sigma} & Z \\
p_2 & & \sigma \\
p_1 & & s_1 \\
X \times_Y Z & \xrightarrow{f} & Z \\
\pi_X \times \pi_X(\rho) & \xrightarrow{\pi_X} & \pi_X(\rho) \\
\rho \times \pi_X(\rho) & \xrightarrow{r_2} & X \\
\rho & \xrightarrow{r_1} & X
\end{array}
\]

where the bottom square is the \((X, \rho)\)-component of the unit of the adjunction (6).

**Proof.** First note that \( p_2 \) and \( \bar{p}_2 \) in the cube (10) are regular epimorphisms since both \( \pi_X \) and \( \pi_X \) are regular epimorphisms. The image of the cube (10) by the reflector \( F \) is
the commutative diagram

\[
\begin{array}{ccccccccc}
\pi_{X \times Y Z}(\rho \times \pi_X(\rho) \sigma) & \xrightarrow{F(\bar{\rho}_2)} & \pi_{Z}(\sigma) & \xrightarrow{s'_2} & Z \\
F(\bar{\rho}_1) & \downarrow{m_2} & X \times Y Z & \xrightarrow{\sim} & F(\bar{p}_2) & \downarrow{Z} \\
\pi_X(\rho) & \xrightarrow{t_2} & \pi_X(\rho) & \xrightarrow{F(p_1)} & \rightdownarrow{Y} & \xrightarrow{1_Y} & Y \\
& \xrightarrow{t_1} & & & \xrightarrow{t_1} & & & \\
& & & \xrightarrow{1_{X \times Y Z}} & & & & \\
\end{array}
\]

(11)

where we write \(\sim\) instead of \(\sim_{\rho \times \pi_X(\rho) \sigma}\) to simplify the notations. Note that \(F(p_2)\) and \(F(\bar{p}_2)\) are both regular epimorphisms, since so are \(p_2\) and \(\bar{p}_2\). Accordingly, to prove the result, it will suffice to show that \(F(p_2)\) and \(F(\bar{p}_2)\) are monomorphisms (and then isomorphisms), since this will imply that both the back and the front faces in the cube (11) are pullbacks. For this, consider the commutative diagram

\[
\begin{array}{cccccc}
\rho \times \pi(\rho) \sigma & \xrightarrow{p_2} & \sigma & \xrightarrow{\langle s_1, s_2 \rangle} & (X \times_Y Z) \times (X \times_Y Z) & \xrightarrow{p_2 \times p_2} & Z \times Z, \\
\xrightarrow{\langle l_1, l_2 \rangle} & & & & & & \\
(X \times_Y Z) & \xrightarrow{p_2 \times p_2} & Z \times Z, \\
\end{array}
\]

and observe that it is a pullback, i.e., that \(p_2^{-1}(\sigma) = \rho \times \pi_{(\rho)} \sigma\), since in the following diagram both the external rectangle and the right-hand square are pullbacks:

\[
\begin{array}{cccccc}
\rho \times \pi_X(\rho) \sigma & \xrightarrow{\langle l_1, l_2 \rangle} & (X \times_Y Z) \times (X \times_Y Z) & \xrightarrow{p_1 \times p_1} & X \times X & \\
\xrightarrow{\langle l_2, l_1 \rangle} & & & \xrightarrow{p_2 \times p_2} & X \times X & \xrightarrow{\pi_X \times \pi_X} \\
\sigma & \xrightarrow{\langle s_1, s_2 \rangle} & Z \times Z & \xrightarrow{f \times f} & Y \times Y. \\
\end{array}
\]

This implies that

\[
\begin{array}{cccccc}
(\rho \times \pi_X(\rho) \sigma)^{\circ} & \xrightarrow{p_2} & \sigma^{\circ} & \xrightarrow{\langle s_2, s_1 \rangle} & (X \times_Y Z) \times (X \times_Y Z) & \xrightarrow{p_2 \times p_2} & Z \times Z, \\
\xrightarrow{\langle l_2, l_1 \rangle} & & & & & & \\
(X \times_Y Z) \times (X \times_Y Z) & \xrightarrow{p_2 \times p_2} & Z \times Z, \\
\end{array}
\]
is a also pullback and, consequently, the commutative square

\[
\begin{array}{c}
\sim \\
\downarrow \\
(X \times_Y Z) \times (X \times_Y Z) \\
\downarrow \\
Z \times Z,
\end{array}
\]

is a pullback (since \(\sim = (\rho \times_{\pi_X(\rho)} \sigma) \land (\rho \times_{\pi_X(\rho)} \sigma)^o\) and \(\sim_{\sigma} = \sigma \land \sigma^o\)). This means that \(p_2^{-1}(\sim_{\sigma}) = \sim\) and, by Lemma 1.6, it follows that \(F(p_2): \xymatrix@1{X \times_Y Z \ar[r]_{\sim} \ar[d] & Z \ar[d]}
\)

\(\xymatrix@1{Z \ar[r]_{\sim_{\sigma}} & Z}
\)

is a monomorphism. Therefore, \(F(p_2)\) is a monomorphism, hence an isomorphism, as desired.

We will write \(\text{Cat}(\mathcal{C})\) for the category of internal categories and internal functors in \(\mathcal{C}\). This category contains the category \(\text{PreOrd}(\mathcal{C})\) as a full subcategory. Xarez proved in [20] (Corollary 5.2) that the reflector

\[
\begin{array}{c}
\xymatrix@1{\text{Cat}(\mathcal{C}) \ar[r]_G & \text{PreOrd}(\mathcal{C})}
\end{array}
\]

has stable units, under some suitable assumptions on \(\mathcal{C}\) that are certainly satisfied when \(\mathcal{C}\) is an exact category. Accordingly, we have the following

1.8. COROLLARY. When \(\mathcal{C}\) is an exact category, the reflector \(L: \text{Cat}(\mathcal{C}) \to \text{ParOrd}(\mathcal{C})\) in the adjunction

\[
\begin{array}{c}
\xymatrix@1{\text{Cat}(\mathcal{C}) \ar[r]_L & \text{ParOrd}(\mathcal{C})}
\end{array}
\]

has stable units.

PROOF. The adjunction (12) can be decomposed as the composite adjunction

\[
\begin{array}{c}
\xymatrix@1{\text{Cat}(\mathcal{C}) \ar[r]_G & \text{PreOrd}(\mathcal{C}) \ar[r]_F & \text{ParOrd}(\mathcal{C})}
\end{array}
\]

where \(VU = W\) and \(L = FG\). Since the composite of two reflectors with stable units is itself a reflector with stable units, the result then follows from Corollary 5.2 in [20] and from Theorem 1.7 above.

Since the reflector \(F: \text{PreOrd}(\mathcal{C}) \to \text{ParOrd}(\mathcal{C})\) in (6) has stable units, and is therefore semi-left-exact, the class \(\mathcal{E}\) of morphisms inverted by the reflector \(F\) in (6) and the class \(\mathcal{M}\), that is the closure under pullbacks of morphisms lying in \(\text{ParOrd}(\mathcal{C})\), determine a (reflective) factorization system \((\mathcal{E}, \mathcal{M})\) in \(\text{PreOrd}(\mathcal{C})\). This follows from the general theory of factorization systems [6]. Thanks to the fact that the reflector \(F\) is semi-left-exact, we know that the class \(\mathcal{E}\) is stable under pullbacks along morphisms in \(\mathcal{M}\), and this latter class
admits a simple description. Indeed, the canonical \((\mathcal{E}, \mathcal{M})\)-factorization \(me\) of a morphism \(f: (A, \rho) \to (B, \sigma)\) in \(\text{PreOrd}(\mathcal{C})\) can be easily obtained via the following pullback:

\[
\begin{array}{c}
A \xrightarrow{e \in \mathcal{E}} F(A) \times_F(B) \xrightarrow{m \in \mathcal{M}} B \\
\downarrow \pi_A \quad \downarrow F(f) \quad \downarrow \pi_B \\
F(A) \xrightarrow{F(f)} F(B).
\end{array}
\]

The two classes \((\mathcal{E}, \mathcal{M})\) in \(\text{PreOrd}(\mathcal{C})\) can be explicitly described as follows:

1.9. Proposition. Given the adjunction \((6)\), consider the associated factorization system \((\mathcal{E}, \mathcal{M})\). Then

(a) a morphism

\[
\begin{array}{c}
\rho \xrightarrow{\sim} \sigma \\
\downarrow r_1 \quad \downarrow r_2 \quad \downarrow s_1 \quad \downarrow s_2 \\
A \xrightarrow{f} B
\end{array}
\]

in \(\text{PreOrd}(\mathcal{C})\) is in the class \(\mathcal{E}\) if and only if it is fully faithful, i.e. the square

\[
\begin{array}{c}
\rho \xrightarrow{\sim} \sigma \\
\downarrow \downarrow \\
A \times A \xrightarrow{f \times f} B \times B
\end{array}
\]

is a pullback and, moreover, the induced arrow \(\frac{A}{\sim_\rho} \to \frac{B}{\sim_\sigma}\) is a regular epimorphism.

(b) a morphism \((13)\) is in the class \(\mathcal{M}\) if and only if both the commutative squares

\[
\begin{array}{c}
\sim_\rho \xrightarrow{\sim} \sim_\sigma \\
\downarrow \downarrow \\
A \xrightarrow{f} B
\end{array}
\]

are pullbacks. This means that the internal functor \((f, \hat{f}): (A, \sim_\rho) \to (B, \sim_\sigma)\) is a discrete fibration.
Proof. (a) First observe that the assumption that the square (14) is a pullback implies that the following square is also a pullback:

\[
\begin{array}{ccc}
\sim_\rho & \xrightarrow{f} & \sim_\sigma \\
\downarrow & & \downarrow \\
A \times A & \xrightarrow{f \times f} & B \times B
\end{array}
\]

Indeed, this easily follows from the construction of \(\sim_\rho\) (and \(\sim_\sigma\)) as pullbacks (see (3)). Then, by applying Lemma 1.6 to the commutative diagram

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\pi_A & \downarrow & \pi_B \\
\sim_\rho F & \xrightarrow{f(f)} & \sim_\sigma
\end{array}
\]

we see that \(F(f)\) is a monomorphism if and only if the square (15) is a pullback. It follows that \(F(f)\) is an isomorphism if and only (15) is a pullback and \(F(f)\) is regular epimorphism. To complete the proof of (a) observe that the internal functor (13) is fully faithful if and only if the external rectangle in the following diagram is a pullback:

\[
\begin{array}{ccc}
\rho & \xrightarrow{\pi_A} & \pi_A(\rho) \xrightarrow{F(\bar{f})} \pi_A(\sigma) \\
\downarrow & \downarrow & \downarrow \\
\langle r_1,r_2 \rangle & \xrightarrow{\pi_A \times \pi_A} & \frac{A \times A}{\sim_\rho} \xrightarrow{\frac{A}{\sim_\rho} \times \frac{A}{\sim_\rho}} \frac{A}{\sim_\sigma} \times \frac{A}{\sim_\sigma}
\end{array}
\]

By taking into account that \(\pi_A \times \pi_A\) is a regular epimorphism and that the left square is a pullback (see (4)), we conclude by Proposition 2.7 in [14] that this is also equivalent to the property that its right square is a pullback, hence to the fact that \(F(\bar{f})\) is an isomorphism.

The condition (b) is a consequence of the fact that \((f,\bar{f})\) is in \(\mathcal{M}\) if and only if its naturality square is a pullback in \(\text{PreOrd}(\mathbb{C})\). This latter condition is easily seen to be equivalent to the fact that the square (16) is a pullback in \(\mathbb{C}\).

Goursat categories. A regular category \(\mathbb{C}\) is a Goursat category [5] when, for any pair \(R\) and \(S\) of equivalence relations on the same object in \(\mathbb{C}\), one has the equality \(R \circ S \circ R = S \circ R \circ S\). In the varietal context this property becomes the so-called 3-permutability of congruences, which is slightly more general than the well-known 2-permutability property, and is usually referred to as the Mal’tsev property in categorical algebra. Examples of
regular Goursat categories are provided by the varieties of groups, abelian groups, $R$-modules, associative algebras, Lie algebras, quasigroups, boolean algebras, implication algebras, Heyting algebras, and topological groups. When $\mathcal{C}$ is a Goursat category, then $\text{PreOrd}(\mathcal{C})$ is the category $\text{Eq}(\mathcal{C})$ of equivalence relations in $\mathcal{C}$, since any reflexive and transitive relation in $\mathcal{C}$ is symmetric [17]. The category $\text{Eq}(\mathcal{C})$ is itself regular [11], and its full subcategory $\text{ParOrd}(\mathcal{C})$ of partial orders coincides with the full subcategory $\text{Dis}(\mathcal{C})$ of discrete equivalence relations in $\mathcal{C}$, since, for any partial order $(A, \rho)$, one has that $\rho = \rho \wedge \rho = \rho \wedge \rho^o = \Delta_A$. More generally, by taking into account the results in [17], we have the following:

1.10. **Proposition.** In a Goursat category the forgetful functors $\text{Eq}(\mathcal{C}) \rightarrow \text{PreOrd}(\mathcal{C})$ and $\text{Dis}(\mathcal{C}) \rightarrow \text{ParOrd}(\mathcal{C})$ are isomorphisms. More generally, this is the case in any $n$-permutable regular category (in the sense of [5]). In the exact Goursat case, the adjunction (6) becomes the adjunction

$$\text{Eq}(\mathcal{C}) \underoverset{\pi_0}{\sim}{\leftarrow} \text{Dis}(\mathcal{C}),$$

where the left adjoint $\pi_0$ is the classical “connected component functor”, sending an equivalence relation to the coequalizer of its projections.

The reflector in this latter adjunction is known to be semi-left-exact [6] (even when the base category is only assumed to be exact, see [2]).

2. Monotone-light factorization system for preordered sets.

From now on we shall assume that $\mathcal{C}$ is the category $\text{Set}$ of sets. In this case we shall give a precise characterization of the class $\mathcal{M}^*$ of coverings in the sense of categorical Galois theory [13] with respect to the adjunction (6), and then prove the existence of a monotone-light factorization system in $\text{PreOrd}(\text{Set})$.

Recall that, given a full reflective subcategory $\mathcal{A}$ of a category $\mathcal{B}$ as in (9) with a semi-left-exact reflector $G: \mathcal{B} \rightarrow \mathcal{A}$, a morphism $f: A \rightarrow B$ is a covering with respect to the adjunction (9) when there is an effective descent morphism $p: E \rightarrow B$ with the property that the first projection $p_1: E \times_B A \rightarrow E$ in the pullback

$$E \times_B A \overset{p_2}{\rightarrow} A \quad \overset{p_1}{\rightarrow} \quad E \quad \overset{p}{\rightarrow} \quad B$$

belongs to $\mathcal{M}$, i.e., $p_1$ is a trivial covering. In the category $\text{PreOrd}(\text{Set})$ the effective descent morphisms have been characterized as follows (see Proposition 3.4 [16]):
2.1. Lemma. A morphism

\[ \rho \xrightarrow{p} \sigma \]

\[ r_1 \parallel r_2 \]

\[ A \xrightarrow{f} B \]

is an effective descent morphism in \( \text{PreOrd}(\text{Set}) \) if and only if, given elements \( b_1, b_2, b_3 \in B \) such that \( b_1 \rho b_2 \) and \( b_2 \rho b_3 \), there are elements \( e_1, e_2, e_3 \) in \( E \) such that \( e_1 \rho e_2 \) and \( e_2 \rho e_3 \) with \( p(e_i) = b_i \), for \( i = 1, 2, 3 \).

2.2. Proposition. Let \((B, \rho)\) be a preordered set. Then there exists a partially ordered set \((A, \leq)\) and an effective descent morphism \( p: (A, \leq) \to (B, \rho) \) in \( \text{PreOrd}(\text{Set}) \).

Proof. Keeping in mind [9, Proposition 2.2] or the proof of Lemma 1.3, the preorder \( \rho \) induces an equivalence relation \( \sim_\rho \) on \( B \) and a partial order \( \leq_\rho := \pi(\rho) \) on the quotient set \( B/\sim_\rho \), defined by setting \([b] \leq_\rho [b']\) if, and only if, \( b \rho b' \). The canonical projection \( \pi: (B, \rho) \to (B/\sim_\rho, \leq_\rho) \) is a morphism of preordered sets. Now, let \( \{1, 2, 3\} \) be endowed with the usual order \( \leq \), let \( B \) be endowed with the discrete partial order \( = \) and let \( \Gamma := (B/\sim_\rho) \times \{1, 2, 3\} \times B \), equipped with the lexicographic order \( \leq \) (it is partial order, because it is induced by the partial orders \( \leq_\rho, \leq, = \)). Consider the subset

\[ A := \{(b, i, \beta) \in \Gamma \mid \beta \in [b]\} \]

of \( \Gamma \), endowed with the partial order induced by \( \preceq \), and let \( p: (A, \preceq) \to (B, \rho) \) be the mapping such that \( p([b], i, \beta) := \beta \), for any \((b, i, \beta) \in A \). We claim that \( p \) is a morphism of preordered sets. Indeed, if \([(b, i, \beta)], [(b', i', \beta')] \in A \) and \([(b, i, \beta)] \preceq [(b', i', \beta')] \), then we have two cases. If \([b] = [b']\), then \( \beta \sim_\rho b \sim_\rho b' \sim_\rho \beta' \) and, a fortiori (since \( \sim_\rho \) is coarser than \( \rho \)), \( \beta \rho \beta' \). If \([b] \neq [b']\), then we must have \([b] \prec_\rho [b']\), and thus \( b \rho b' \). Since \( \beta \sim_\rho b \) and \( b' \sim_\rho \beta' \), we infer again \( \beta \rho \beta' \). By definition, \( p \) is surjective. Now let \( b_1, b_2, b_3 \in B \) be such that \( b_1 \rho b_2 \) and \( b_2 \rho b_3 \). For any \( i \in \{1, 2, 3\} \), let \( \zeta_i := ([b_i], i, b_i) \in A \), and note that, by definition, \( p(\zeta_i) = b_i \). By Lemma 2.1, the conclusion will follow if we prove that \( \zeta_1 \preceq \zeta_2 \) and that \( \zeta_2 \preceq \zeta_3 \). We only prove that \( \zeta_1 \preceq \zeta_2 \) (the other statement has a similar proof). In the case \([b_1] = [b_2]\), the inequality \( 1 \preceq 2 \) implies \( \zeta_1 \preceq \zeta_2 \). Suppose now \([b_1] \neq [b_2]\). Then \( b_1 \rho b_2 \) implies \([b_1] \preceq [b_2]\) and thus \( \zeta_1 \preceq \zeta_2 \). The proof is now complete.

The following remark will be useful:

2.3. Lemma. Consider a morphism

\[ \rho \xrightarrow{f} \sigma \]

\[ r_1 \parallel r_2 \]

\[ A \xrightarrow{f} B \]

in \( \text{PreOrd}(\text{Set}) \) such that \((B, \sigma)\) is a partial order, and any fibre \((f^{-1}(b), \rho)\) is a partial order (for any \( b \in B \)). Then \((A, \rho)\) is a partial order.
Proof. Consider two elements \(a, a'\) in \(A\) with the property that \(a \rho a'\) and \(a' \rho a\). One then has that \(f(a) \sigma f(a')\) and \(f(a') \sigma f(a)\), so that \(f(a') = f(a)\) and then both \(a\) and \(a'\) belong to the same fibre \(f^{-1}(f(a))\), which is a partial order by assumption, and \(a = a'\).

2.4. Proposition. A morphism \(f: (A, \rho) \to (B, \sigma)\) in \(\operatorname{Preord}(\operatorname{Set})\) is a covering with respect to the adjunction (6) if and only if any fibre \(f^{-1}(b, \rho)\) belongs to \(\operatorname{ParOrd}(\operatorname{Set})\) for every \(b \in B\).

Proof. Let us first prove that any covering \(f: (A, \rho) \to (B, \sigma)\) has its fibres in \(\operatorname{ParOrd}(\operatorname{Set})\). Consider a pullback (17), where \(p\) is an effective descent morphism and \(p_1\) a trivial covering. In particular the map \(p\) is surjective (by Lemma 2.1): for each \(b \in B\) there is an \(e \in E\) with \(p(e) = b\) and, moreover, \(p_1^{-1}(e) \cong f^{-1}(b)\). Since \(p_1\) is a trivial covering, the following square is a pullback:

\[
\begin{array}{ccc}
E \times_B A & \xrightarrow{\eta_E \times_B A} & F(E \times_B A) \\
\downarrow p_1 & & \downarrow F(p_1) \\
E & \xrightarrow{\eta_E} & F(E)
\end{array}
\]

Then, each fibre \(f^{-1}(b) \cong p_1^{-1}(e)\) is also isomorphic to \(F(p_1)^{-1}(\eta_E(e)) \in \operatorname{ParOrd}(\operatorname{Set})\).

Conversely, assume that each fibre \(f^{-1}(b)\) belongs \(\operatorname{ParOrd}(\operatorname{Set})\), for \(b \in B\). By Proposition 2.2 one can then “cover” \(B\) with an effective descent morphism \(p: E \to B\), with the domain \(E\) in \(\operatorname{ParOrd}(\operatorname{Set})\), and build the pullback (17). We see that \(p_1\) satisfies the assumptions of Lemma 2.3, so that \(p_1: E \times_B A \to E\) lies in \(\operatorname{ParOrd}(\operatorname{Set})\), and \(f\) is a covering, as desired.

Note that the characterization of the coverings given in the proposition above is the same as the one of the so-called \textit{locally semi-simple coverings} in [15].

We are then ready to prove the following

2.5. Corollary. A morphism \(f: (A, \rho) \to (B, \sigma)\) in \(\operatorname{Preord}(\operatorname{Set})\) is a covering with respect to the adjunction (6) if and only if its \(\mathcal{N}\)-kernel \(\operatorname{Ker}_\mathcal{N}(f)\) is a partial order.

Proof. It suffices to check that any fibre \(f^{-1}(b)\) is a partial order if and only if

\[\operatorname{Ker}_\mathcal{N}(f) = \rho \land \operatorname{Eq}(f) \in \operatorname{ParOrd}(\operatorname{Set}).\]

Assume that \(\operatorname{Ker}_\mathcal{N}(f) = \rho \land \operatorname{Eq}(f) \in \operatorname{ParOrd}(\operatorname{Set})\) and consider \(a, a'\) both in \(f^{-1}(b)\), with \(apa'\) and \(a'pa\). It follows that \(f(a) = b = f(a')\), hence \((a, a') \in \rho \land \operatorname{Eq}(f)\), so that \(a = a'\). Conversely, if any fibre \(f^{-1}(b)\) belongs to \(\operatorname{ParOrd}(\operatorname{Set})\), consider \((a, a') \in \operatorname{Ker}_\mathcal{N}(f)\) such that \(apa'\) and \(a'pa\). Then \(\{a, a'\} \subseteq f^{-1}(f(a))\), and \(a = a'\) because \(f^{-1}(f(a))\) is a partial order.

\[\blacksquare\]
We shall also prove that there is a monotone-light factorization system \((\mathcal{E}', \mathcal{M}^*)\) (in the sense of [4]) in \(\text{PreOrd}(\text{Set})\), where \(\mathcal{E}'\) is the class of morphisms that are stably in \(\mathcal{E}\).

2.6. Lemma. The following conditions are equivalent for a surjective morphism \(f: (A, \rho) \to (B, \sigma)\):

(a) \(f\) is fully faithful.
(b) \(\text{Ker}_\mathcal{N}(f) = (A, \text{Eq}(f))\) and \(f(\rho) = \sigma\).
(c) \(\text{Eq}(f) \subseteq \rho\) and \(f\) is a regular epimorphism in \(\text{PreOrd}(\text{Set})\).

Proof. (a) \(\implies\) (b). When \(f: (A, \rho) \to (B, \sigma)\) is fully faithful, we have

\[
\text{Ker}_\mathcal{N}(f) = (A, \text{Eq}(f) \wedge \rho) = (A, f^{-1}(\Delta_B) \wedge f^{-1}(\sigma)) = (A, f^{-1}(\Delta_B)) = (A, \text{Eq}(f)).
\]

(b) \(\implies\) (a). If \(\text{Eq}(f) = \text{Eq}(f) \wedge \rho\) and \(\sigma = f(\rho) = f \circ \rho \circ f^o\), we get that

\[
f^{-1}(\sigma) = f^o \circ \sigma \circ f = f^o \circ (f \circ \rho \circ f^o) \circ f = \text{Eq}(f) \circ \rho \circ \text{Eq}(f) \leq \rho,
\]

and thus \(f^{-1}(\sigma) = \rho\), as desired.

Finally, the equivalence of (b) and (c) is a straightforward consequence of [16, Proposition 2.2].

2.7. Proposition. Any morphism \(f: (A, \rho) \to (B, \sigma)\) in \(\text{PreOrd}(\text{Set})\) has a canonical factorization

\[
(A, \rho) \xrightarrow{f} (B, \sigma) \xrightarrow{m} (\frac{A}{\text{Eq}(f) \wedge \sim \rho}, e(\rho))
\]

where \(e\) is the quotient, and \(m \in \mathcal{M}^*\) is the unique morphism with \(me = f\). Furthermore, the surjective map \(e: (A, \rho) \to (\frac{A}{\text{Eq}(f) \wedge \sim \rho}, e(\rho))\) is a fully faithful functor.

Proof. First observe that the map \(e\) is surjective by construction, and consider the commutative diagram

\[
\begin{array}{ccc}
\text{Eq}(f) \wedge \sim \rho & \xrightarrow{\rho} & \rho \\
\downarrow f_1 & & \downarrow r_1 \\
A & \xrightarrow{e} & \frac{A}{\text{Eq}(f) \wedge \sim \rho}
\end{array}
\]

\[
\begin{array}{ccc}
\rho & \xrightarrow{e} & \rho \\
\downarrow r_2 & & \downarrow s_2 \\
\frac{A}{\text{Eq}(f) \wedge \sim \rho} & \xrightarrow{e} & \frac{A}{\text{Eq}(f) \wedge \sim \rho}
\end{array}
\]

The fact that \(\text{Ker}_\mathcal{N}(e) = \text{Eq}(f) \wedge \sim \rho \leq \rho\) implies that \(e\) is fully faithful (by Lemma 2.6, since \(\bar{e}\) is surjective).
On the other hand, one can easily check that the square

\[
\begin{array}{ccc}
Eq(f) \wedge \rho & \longrightarrow & \rho \\
\downarrow^\varepsilon & & \downarrow^\pi \\
Eq(m) \wedge e(\rho) & \longrightarrow & e(\rho)
\end{array}
\]

is a pullback, where the horizontal morphisms are the canonical inclusions, and \(\varepsilon\) is the restriction of \(e\) to \(Eq(f) \wedge \rho\). This implies that \(\varepsilon\) is surjective, and that

\[
\text{Ker}_N(m) = (\frac{A}{Eq(f) \wedge \sim_\rho}, Eq(m) \wedge e(\rho))
\]

\[
= (\frac{A}{Eq(f) \wedge \sim_\rho}, e(Eq(f) \wedge \rho))
\]

\[
= F(\text{Ker}_N(f)) \in \text{ParOrd}(\text{Set}),
\]

where \(F: \text{PreOrd}(\text{Set}) \rightarrow \text{ParOrd}(\text{Set})\) is the reflector. It follows from Corollary 2.5 that \(m \in \mathcal{M}^*\), as desired.

Let us denote by \(\mathcal{E}\) the class of surjective maps \(f: (A, \rho) \rightarrow (B, \sigma)\) in \(\text{Preord}(\text{Set})\) that are fully faithful.

2.8. Proposition. The adjunction

\[
\begin{array}{ccc}
\text{PreOrd}(\text{Set}) & \xrightarrow{F} & \text{ParOrd}(\text{Set}) \\
\downarrow^U & & \downarrow^V \\
\end{array}
\]

induces the monotone-light factorization system \((\mathcal{E}, \mathcal{M}^*)\).

**Proof.** To prove that \(\mathcal{E} \subseteq \mathcal{E}'\), consider a map \(e: (A, \rho) \rightarrow (B, \sigma)\) in \(\mathcal{E}\). By Proposition 1.9 (a) we know that \(e\) belongs to \(\mathcal{E}\): indeed, \(e\) is fully faithful by definition of \(\mathcal{E}\), and \(F(e): \frac{A}{\sim_\rho} \rightarrow \frac{B}{\sim_\sigma}\) is clearly surjective, because \(e\) is surjective. Furthermore, it is easy to see that the maps in \(\mathcal{E}\) are stable under pullbacks: indeed, fully faithful functors between preordered sets are pullback-stable, and so are surjective maps in \(\text{Set}\). It follows that \(\mathcal{E} \subseteq \mathcal{E}'\).

We then remark that \((\mathcal{E}, \mathcal{M}^*)\) is a factorization system. Indeed, in Proposition 2.7 we have shown the existence of an \((\mathcal{E}, \mathcal{M}^*)\)-factorization of any morphism in \(\mathbb{C}\). Clearly, both the classes \(\mathcal{E}\) and \(\mathcal{M}^*\) are stable by composition with isomorphisms. Let us then show that these two classes of morphisms are orthogonal. Consider a commutative square

\[
\begin{array}{ccc}
(A, \rho) & \xrightarrow{e} & (B, \sigma) \\
\downarrow^u & & \downarrow^v \\
(C, \tau) & \xrightarrow{m} & (D, \psi)
\end{array}
\]
where \( e \in \mathcal{E} \) and \( m \in \mathcal{M}^* \). Since \( \text{Ker}_X(e) = (A, Eq(e)) \) (Lemma 2.6) and \( \text{Ker}_X(m) \in \text{ParOrd}(\text{Set}) \) (Corollary 2.5), we deduce that \( u: (A, \rho) \rightarrow (C, \tau) \) coequalizes the projections \( e_1: Eq(e) \rightarrow A \) and \( e_2: Eq(e) \rightarrow A \) of the kernel pair of \( e \). It follows that there is a unique \( \alpha: (B, \sigma) \rightarrow (C, \tau) \) such that \( \alpha e = u \), and this morphism is also such that \( m \alpha = v \).

The class \( \mathcal{E}' \) is always orthogonal to the morphisms in \( \mathcal{M}^* \) (by Proposition 6.7 in [4]). By taking into account that \( (\mathcal{E}, \mathcal{M}^*) \) is a factorization system, we deduce that \( \mathcal{E}' \subset \mathcal{E} \), and therefore \( \mathcal{E}' = \mathcal{E} \) as desired. \( \blacksquare \)

2.9. Remark. It would be interesting to extend Proposition 2.8 to a more general context which would include the case of \( \text{PreOrd}(\text{Set}) \) as a special case. As a first step in this direction it would be useful to generalize Proposition 2.2 to the category \( \text{Preord}(\mathbb{C}) \), where \( \mathbb{C} \) is an exact category satisfying suitable additional conditions. We intend to investigate this question in the future.

Topological interpretation. In what follows we will provide a description, in topological terms, of the morphisms in the classes \( \mathcal{E}' \) and in \( \mathcal{M}^* \) determined by the adjunction (18). In order to do this, it is useful to recall some topological preliminaries, for the reader’s convenience. A topological space is called Alexandroff-discrete provided that the intersection of any non-empty collection of open sets is open. As it is well-known, the subcategory \( \text{Alex} \) of \( \text{Top} \) whose objects are Alexandroff-discrete spaces is canonically isomorphic to the category \( \text{Preord}(\text{Set}) \) of preordered sets (whose morphisms are clearly all monotone mappings). More precisely, given any preordered set \((X, \rho)\), consider the topology \( T_\rho \) on \( X \) consisting of all subsets \( A \) of \( X \) such that, whenever \( a \in A \) and \( x \in X \) is such that \( x \rho a \), then \( x \in A \). Then it is easily seen that \((X, T_\rho)\) is an Alexandroff-discrete space. For every \( x_0 \in X \), let

\[
\{x_0\}^{\rightarrow \rho} := \{x \in X \mid x \rho x_0\}, \quad \{x_0\}^{\leftarrow \rho} := \{x \in X \mid x_0 \rho x\}.
\]

Then, \( \{x_0\}^{\rightarrow \rho} \) is open in \( X \), equipped with the Alexandroff-discrete topology \( T_\rho \) canonically associated to \( \rho \). More precisely, \( \{x_0\}^{\rightarrow \rho} \) is the intersection of all open sets of \((X, T_\rho)\) containing \( x_0 \). Dually, \( \{x_0\}^{\leftarrow \rho} \) is the closure of \( \{x_0\} \). Moreover, a mapping \( f: (X, \rho) \rightarrow (Y, \sigma) \) of preordered sets is a morphism in \( \text{Preord}(\text{Set}) \) if and only if \( f \) is continuous, as a mapping \((X, T_\rho) \rightarrow (X, T_\sigma)\).

Now, let \((X, \mathcal{T})\) be any topological space. Then, \( \mathcal{T} \) induces a natural preorder \( \leq_T \) on \( X \) defined by setting, for every \( x, y \in X \), \( x \leq_T y \iff y \in \{x\} \). If \( \rho \) is any preorder on \( X \), then \( \leq_T = \rho \). Conversely, given any Alexandroff-discrete topology \( \mathcal{A} \), then \( \mathcal{A} = \mathcal{T}_{\leq_A} \). The previous arguments show the well-known fact that the categories \( \text{Alex} \) and \( \text{Preord}(\text{Set}) \) are isomorphic.

We state now a straightforward consequence of the discussion above. Recall that a topology on a set \( X \) is a partition topology if every open set of the topology is clopen (that is, there is a partition of the space \( X \) that is a basis for the topology).

2.10. Lemma. Let \( X \) be a topological space and let \( \rho \) denote the preorder induced by the topology of \( X \).
(a) $X$ is a $T_0$ space if and only if $\rho$ is a partial order.

(b) If $X$ is Alexandroff-discrete, then the topology of $X$ is a partition topology if and only if $\rho$ is an equivalence relation.

**Proof.** By definition, $x \rho y$ if $y \in \{x\}$. Thus (a) is clear (and well-known).

(b). Assume that $X$ has a partition topology, let $x, y \in X$ be such that $y \in \{x\}$, and take an open (and, by assumption, clopen) neighborhood $\Omega$ of $x$. Then $y \in \{x\} \subseteq \Omega = \Omega$, proving that $x \in \{y\}$ (notice that the assumption that $X$ is Alexandroff-discrete is not needed for this implication). Conversely, assume that $\rho$ is an equivalence relation and notice that, since $X$ is an Alexandroff-discrete space, $\{x\} \leftarrow \rho$ is an open set (that coincides with the equivalence class of $x$), for every $x \in X$. Now it is clear that each open set is the union of the equivalence classes of its elements. It follows that the partition determined by $\rho$ is a basis for the given Alexandroff-discrete topology.

It is worth noting that in case $X$ is not Alexandroff-discrete and the preorder induced by the topology is an equivalence relation, the topology can fail to be a partition topology: take for instance a set with at least two points equipped with any non trivial, connected and $T_1$ topology.

In view of Lemma 2.10 and the isomorphism between $\text{Preord}(\text{Set})$ and $\text{Alex}$, the following topological counterpart of Lemma 1.3 and Corollary 1.4 is now clear.

**2.11. Proposition.** Let $T_0\text{Alex}$ (resp., $\text{PartAlex}$) be the full subcategory of $\text{Alex}$ whose objects are the $T_0$ Alexandroff-discrete spaces (resp., the Alexandroff-discrete spaces with a partition topology).

(a) $(\text{PartAlex}, T_0\text{Alex})$ is a pretorsion theory in $\text{Alex}$.

(b) $T_0\text{Alex}$ is a (regular epi-)reflective subcategory of $\text{Alex}$. More precisely there is an adjunction

$$\xymatrix{
\text{Alex} \ar@<0.5ex>[r]^F & T_0\text{Alex},
\ar@<0.5ex>[l]_U}
$$

where $U$ is the forgetful functor and $F$ is its left adjoint. For any object $X$ in $\text{Alex}$, the $X$-component of the unit of the adjunction is the canonical projection $\pi_X : X \rightarrow X_0$, where $X_0$ is the $T_0$ quotient of $X$ (that is, $X_0$ is the quotient space of $X$ obtained by identifying points that have the same closure).

**2.12. Remark.** It is worth noting that in [10, 6.6] a more general result is provided: if $\text{Part}$ (resp., $T_0$) are the full subcategories of $\text{Top}$ whose objects are spaces equipped with a partition topology (resp., $T_0$ spaces), then $(\text{Part}, T_0)$ is a pretorsion theory in $\text{Top}$.

The following fact is a topological form of [16, Proposition 2.2].
2.13. Lemma. Let \( f : X \to Y \) be a surjective morphism in \( \text{Alex} \). Then the following conditions are equivalent.

(a) \( f \) is a regular epimorphism (in \( \text{Alex} \)).

(b) The topology of \( Y \) is the finest Alexandroff-discrete topology on \( Y \) making \( f : X \to Y \) a continuous mapping.

Keeping in mind Proposition 2.8 and the discussion above, there is a monotone-light factorization system \( (\mathcal{E}', \mathcal{M}^*) \) in the category \( \text{Alex} \). The next goal is to describe it.

2.14. Proposition. Let \( (\mathcal{E}', \mathcal{M}^*) \) be the monotone-light factorization system in \( \text{Alex} \) induced by the natural adjunction \( (b) \) \( \text{Alex} \bot T_0 \text{Alex} \), \( U \leftarrow \rightarrow \) and let \( f : A \to B \) be a morphism in \( \text{Alex} \).

(a) \( f \in \mathcal{M}^* \) if and only if each fibre of \( f \) is \( T_0 \), as a subspace of \( A \).

(b) \( f \in \mathcal{E}' \) if and only if the following conditions are satisfied:

- \( f \) is surjective.
- The topology of \( B \) is the finest Alexandroff-discrete topology on \( B \) making \( f : A \to B \) a morphism in \( \text{Alex} \).
- Each fibre of \( f \) has the trivial topology.

Proof. Statement (a) immediately follows from Proposition 2.4 and Lemma 2.10(a).

(b). By Lemma 2.6 and Proposition 2.8, the class \( \mathcal{E}' \) consists of all regular epimorphism \( f : (A, \rho) \to (B, \sigma) \) satisfying \( Eq(f) \subseteq \rho \). By Lemma 2.13, the first two conditions of statement (b) are equivalent to saying that \( f \) is a regular epimorphism. Thus, it is sufficient to prove that a morphism \( f : (A, \rho) \to (B, \sigma) \) satisfies \( Eq(f) \subseteq \rho \) if and only if each fiber of \( f \) has the trivial subspace topology. Suppose \( Eq(f) \subseteq \rho \), fix an element \( b \in B \) and let \( \Omega \) be an open subset of \( A \) such that \( V := \Omega \cap f^{-1}(b) \) is non-empty. Pick an element \( v \in V \) and fix some \( x \in f^{-1}(b) \). In particular, \( f(x) = b = f(v) \), that is \( xEq(f)v \).

Since, by assumption, \( \rho \) is finer than \( Eq(f) \), it follows \( x\rho v \), in particular, and since \( v \in \Omega \) and \( \Omega \) is open we infer \( x \in V \), that is \( x \in V \), proving that \( V = f^{-1}(\Omega) \).

Conversely, assume that each fibre of \( f \) has the trivial topology, and take elements \( x, y \in A \) such that \( f(x) = f(y) =: b \). If \( x \neq y \), \( U := f^{-1}(b) \setminus \{x\} \) is a non-empty open subspace of \( f^{-1}(b) \) (since \( y \in U \)) and thus, by assumption, \( U = f^{-1}(b) \), against the fact that \( x \in f^{-1}(b) \setminus U \). The conclusion is now clear.
References

[1] M. Barr, Exact Categories, in: Exact Categories and Categories of Sheaves, in: Lect. Notes Math. 236, Springer (1971) pp. 1–120.

[2] D. Bourn, The shift functor and the comprehensive factorization for internal groupoids, Cahiers Topologie Géom. Différentielle Catég. 28 197–226 (1987).

[3] D. Bourn and M. Gran, Torsion theories in homological categories, J. Algebra 305 (1) (2006) 18–47.

[4] A. Carboni, G. Janelidze, G.M. Kelly and R. Paré, On localization and stabilization for factorization systems, Appl. Categ. Struct. 5 (1997) 1–58.

[5] A. Carboni, G.M. Kelly and M.C. Pedicchio, Some remarks on Maltsev and Goursat categories, Appl. Categ. Structures, 1 (1993) 385–421.

[6] C. Cassidy, M. Hébert and G.M. Kelly, Reflective subcategories, localizations and factorizations systems, J. Aust. Math. Soc. 38 (1985) 287–329.

[7] S.C. Dickson, A torsion theory for abelian categories, Trans. Amer. Math. Soc. 21 (1966) 223–235.

[8] C. Ehresmann, Sur une notion générale de cohomologie, C. R. Acad. Sci. Paris 259 (1964) 2050–2053.

[9] A. Facchini and C. Finocchiaro, Pretorsion theories, stable category and preordered sets, Ann. Mat. Pura Appl. (4) (2019) https://doi.org/10.1007/s10231-019-00912-2.

[10] A. Facchini, C. Finocchiaro and M. Gran, Pretorsion theories in general categories, preprint arXiv:1908.03546 (2019).

[11] M. Gran, D. Rodelo, and I. Tchoffo Nguefeu, Some remarks on connectors and groupoids in Goursat categories, Logical Methods in Computer Science, 13 (3:14) (2017) 1-12.

[12] M. Grandis and G. Janelidze, From torsion theories to closure operators and factorization systems, Categ. Gen. Algebr. Struct. Appl., 2020, 12 (1) 89-121.

[13] G. Janelidze, Pure Galois theory in categories, J. Algebra, 132 (1990) 270–286.

[14] G. Janelidze and G.M. Kelly, Galois theory and a general notion of central extension J. Pure Appl. Algebra 2 (1994) 135–161.

[15] G. Janelidze, L. Márki and W. Tholen, Locally semi-simple coverings, J. Pure Appl. Algebra, 128 (1998) 281–289.
[16] G. Janelidze and M. Sobral, Finite preorders and topological descent I, *J. Pure Appl. Algebra* **175** (2002) 187–205.

[17] N. Martins-Ferreira, D. Rodelo and T. Van der Linden, An observation on \( n \)-permutability, *Bull. Belgian Math. Soc. Simon Stevin*, 21 (2014) 223–230.

[18] S. Mantovani, Torsion theories for crossed modules, invited talk at the “Workshop on category theory and topology”, September 2015, Université catholique de Louvain.

[19] S. Mantovani, Semilocalizations of exact and lextensive categories, *Cah. Topol. Géom. Différent. Catég.* **39** (1998) 27–44.

[20] J. Xarez, Internal monotone-light factorization for categories via preorders, *Theory Appl. Categories* **13** (2004) 235–251.

[21] J. Xarez, The monotone-light factorization for categories via preordered and ordered sets, PhD Thesis (2003), University of Aveiro.

This article may be accessed at [http://www.tac.mta.ca/tac/](http://www.tac.mta.ca/tac/)
THEORY AND APPLICATIONS OF CATEGORIES will disseminate articles that significantly advance the study of categorical algebra or methods, or that make significant new contributions to mathematical science using categorical methods. The scope of the journal includes: all areas of pure category theory, including higher dimensional categories; applications of category theory to algebra, geometry and topology and other areas of mathematics; applications of category theory to computer science, physics and other mathematical sciences; contributions to scientific knowledge that make use of categorical methods. Articles appearing in the journal have been carefully and critically refereed under the responsibility of members of the Editorial Board. Only papers judged to be both significant and excellent are accepted for publication.

Subscription information Individual subscribers receive abstracts of articles by e-mail as they are published. To subscribe, send e-mail to tac@mta.ca including a full name and postal address. Full text of the journal is freely available at http://www.tac.mta.ca/tac/.

Information for authors \LaTeX2e is required. Articles may be submitted in PDF by email directly to a Transmitting Editor following the author instructions at http://www.tac.mta.ca/tac/authinfo.html.

Managing editor. Geoff Cruttwell, Mount Allison University: gcruttwell@mta.ca

Technical editor. Michael Barr, McGill University: michael.barr@mcgill.ca

Assistant \TeX editor. Gavin Seal, Ecole Polytechnique Fédérale de Lausanne: gavin.seal@fastmail.fm

Transmitting editors.
Clemens Berger, Université de Nice-Sophia Antipolis: cberger@math.unice.fr
Julie Bergner, University of Virginia: jeb2md (at) virginia.edu
Richard Blute, Université d’ Ottawa: rblute@uottawa.ca
Gabriella Böhm, Wigner Research Centre for Physics: bohm.gabriella (at) wigner.mta.hu
Valeria de Paiva: Nuance Communications Inc: valeria.depaiva@gmail.com
Richard Garner, Macquarie University: richard.garner@mq.edu.au
Ezra Getzler, Northwestern University: getzler (at) northwestern(dot)edu
Kathryn Hess, Ecole Polytechnique Fédérale de Lausanne: kathryn.hess@epfl.ch
Dirk Hofmann, Universidade de Aveiro: dirk@ua.pt
Pieter Hofstra, Université d’ Ottawa: phofstra (at) uottawa.ca
Anders Kock, University of Aarhus: kock@math.au.dk
Joachim Kock, Universitat Autònoma de Barcelona: kock (at) mat.uab.cat
Stephen Lack, Macquarie University: steve.lack@mq.edu.au
F. William Lawvere, State University of New York at Buffalo: wlavere@buffalo.edu
Tom Leinster, University of Edinburgh: Tom.Leinster@ed.ac.uk
Matias Menni, Conicet and Universidad Nacional de La Plata, Argentina: matias.menni@gmail.com
Ieke Moerdijk, Utrecht University: i.moerdijk@uu.nl
Susan Niefield, Union College: niefiels@union.edu
Robert Paré, Dalhousie University: pare@mathstat.dal.ca
Kate Ponto, University of Kentucky: kate.ponto (at) uky.edu
Robert Rosebrugh, Mount Allison University: rrosebrugh@mta.ca
Jiri Rosicky, Masaryk University: rosicky@math.muni.cz
Giuseppe Rosolini, Università di Genova: rosolini@disi.unige.it
Alex Simpson, University of Ljubljana: Alex.Simpson@fmf.uni-lj.si
James Stasheff, University of North Carolina: jds@math.upenn.edu
Ross Street, Macquarie University: ross.street@mq.edu.au
Tim Van der Linden, Université catholique de Louvain: tim.vanderlinden@uclouvain.be