Optimal state for a Tavis-Cummings quantum battery via Bethe ansatz method
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In this paper, we investigate the effect of different optical field initial states on the performance of the Tavis-Cummings (T-C) quantum battery. In solving the dynamical evolution of the system, we found a fast way to solve the Bethe ansatz equation. We find that the stored energy and the average charging power of the T-C quantum battery are closely related to the probability distribution of the optical field initial state in the number states. We define a quantity called the number-state stored energy. With this prescribed quantity, we only need to know the probability distribution of the optical field initial state in the number states to obtain the stored energy and the average charging power of the T-C quantum battery at any time. We propose an equal probability and equal expected value splitting method by which we can obtain two inequalities, and the two inequalities can be reduced to Jensen’s inequalities. By this method, we found the optimal initial state of the quantum battery. We found that the maximum stored energy and the maximum average charging power of the T-C quantum battery are proportional to the initial average photon number, and the quantum battery can be fully charged when the initial average photon number is large enough. We found two novel phenomena, which can be described by two empirical inequalities. These two novel phenomena imply the hypersensitivity of the stored energy of the T-C quantum battery to the number-state cavity field. Finally, we discussed the impact of decoherence on battery performance.

I. INTRODUCTION

Large-capacity and high-density batteries have formed an inevitable requirement with the development of industrial technology, and high-density batteries inevitably require the miniaturization of battery cells. When the battery size is small enough that its dynamics are described by quantum mechanics, it is necessary to consider the impact of quantum effects on batteries. Based on this, a series of quantum batteries have been studied in recent years [1–15], including Dicke quantum battery [10,11], spin-chain quantum batteries [12,13], Random quantum batteries [14], Sachdev-Ye-Kitaev Batteries [15], topological batteries [16], and so on. In considering the impact of quantum entanglement on quantum batteries, Alicki and Fannes found that global entangling operations could extract more work from a quantum battery than local operations [1]. Hovhannisyan et al. found that a series of N global entangling operations can extract the maximum work without creating any entanglement in the quantum battery [2]. In studying the direction of the dissipative quantum battery, F. Barra found that a unitary evolution with a single globally conserved quantity can extract work from the thermodynamic equilibrium state, and this process does not violate the second law of thermodynamics [17]. J. Q. Quach and W. J. Munro use the dark states to charge and stabilize open quantum batteries. They found that the superextensive capacity and power density are correlated with entanglement, and the stored energy of the battery is stable without the need to continually access the battery [18]. Since the decoherence of the quantum system will cause the aging of the quantum battery [19], S. Y. Bai and J. H. An proposed to use Floquet engineering to suppress the decoherence of the quantum system to prevent the aging of the quantum battery [20].

In Ref. [9], the authors investigated the effect of three different cavity field initial states on the performance of the T-C quantum battery using the numerical or approximate method without considering other cavity field initial states. In this paper, we analytically solve the T-C model by the Bethe ansatz method to find the cavity field initial state that leads to the best performance of the T-C quantum battery. The Bethe ansatz (BA) is an exact method for the calculation of eigenenergies and eigenstates in quantum many-body systems, and it is a particular form of the wave function and was introduced by H. Bethe to solve the one-dimensional spin-1/2 Heisenberg model [21]. In the present, the method has been extended to other models in one dimension. Many other quantum many-body systems are known to be solvable by some variant of the Bethe ansatz [22-27]. C. N. Yang used Bethe ansatz to study the Fermi problem and found that the prerequisite for the Fermi system to be solved is that it must satisfy a set of equations, which we now call Yang-Baxter equations [28-30]. The Yang-Baxter equation provides a set of relations that can be solved to yield new integrable models. The BA can be constructed by using the Yang-Baxter algebra of the
II. MODEL AND SOLUTION

As shown in Fig. 1 our system consists of a single-mode cavity field and \( N \) identical two-level atoms. The cavity field and the atoms are coupled through electric dipole interaction, of which there is no interaction between the \( N \) identical two-level atoms, and this model can be described by Dicke Hamiltonian \((\hbar = 1)\) \(^{43}^{44}\)

\[
\hat{H}_D = \omega_c \hat{a}^\dagger \hat{a} + \omega_a \hat{J}_z + g(\hat{a}^\dagger + \hat{a})(\hat{J}_+ + \hat{J}_-). \tag{1}
\]

The state of a quantum battery when it has no energy to output. All the atoms are in the ground state \( |g\rangle \), and the battery is empty. (b) The quantum battery is in a fully charged state. \( N \) identical atoms are all in the excited state \( |e\rangle \).

Here, \( \omega_c \) and \( \omega_a \) are the eigenfrequency of the cavity field and the transition frequency between the two energy levels of the atom, respectively. \( \hat{a}^\dagger \) and \( \hat{a} \) respectively represent the creation and annihilation operators of bosons, which satisfy the commutation relations \( [\hat{a}, \hat{a}^\dagger] = 1 \), \( [\hat{a}, \hat{a}] = [\hat{a}^\dagger, \hat{a}^\dagger] = 0 \). \( \hat{J}_\alpha = \sum_{i=1}^N \hat{\sigma}_\alpha^i / 2 \) in terms of the Pauli matrices \( \hat{\sigma}_\alpha^i (\alpha = x, y, z) \) of the \( i \)-th atom is the collective angular momentum operator for the spin ensemble consisting of \( N \) identical two-level atoms, these operators \( \hat{J}_x, \hat{J}_y, \hat{J}_z \), satisfy the commutation relations of SU(2) algebra and \( \hat{J}_\pm = \hat{J}_x \pm i \hat{J}_y \).

However, the Dicke model is not integrable, and its precise analytical solution cannot be obtained. The rotating-wave approximation (RWA) was introduced to overcome this problem. In the regime of near resonance \( \omega_c \simeq \omega_a \) and relatively weak coupling \( g \ll \min\{\omega_c, \omega_a\} \), the counter-rotating wave term can be ignored, and the Dicke model can be reduced to following T-C model

\[
\hat{H}_{TC} = \omega_c \hat{a}^\dagger \hat{a} + \omega_a \hat{J}_z + g(\hat{a}^\dagger + \hat{a})(\hat{J}_+ + \hat{J}_-). \tag{2}
\]

The exact analytical solution of the T-C model exists. Under near resonance and weak coupling conditions, the Dicke model and the T-C model have the same dynamics in a short time. The primary purpose of our work is to find the optimal initial state of the cavity field so that the TCQB can achieve greater stored energy capacity and greater average charging power. Next, we will investigate the best initial state to achieve our goal by using the BAM.

In Appendix A we already know the eigenstates and eigenvalues of \( \hat{H}_{TC} \), and now we study the charging problem of the TCQB in the eigen-representation of \( \hat{H}_{TC} \). Let us start to consider the dynamic evolution of the system, the initial state of the system assume is

\[
|\Phi(0)\rangle = |\psi_0\rangle \otimes |J, -J\rangle, \tag{3}
\]
where $|J, -J\rangle$ is the initial state of the atom ensemble, which means that all atoms are in the ground state. $|\psi_0\rangle$ is an arbitrary initial state of the cavity field. Then the state of the system at time $t$ is

$$|\Phi(t)\rangle = e^{-i\hat{H}_{TC}t} |\Phi(0)\rangle.$$  

(4)

Inserting the following unit operator in front of the initial state in Eq. 4

$$\hat{I}_M = \sum_{\sigma} \frac{C(\Phi_{J,M}^{\sigma}, \Phi(0))}{\sqrt{N_{\sigma}}} e^{-iE_{J,M}^{\sigma}t} |\Phi_{J,M}^{\sigma}\rangle,$$  

(5)

where $N_{\sigma}$ is the normalization coefficient of the $\sigma$-th eigenstate $|\Phi_{J,M}^{\sigma}\rangle$. Then, for a particular $M$, we can obtain the state of the system at time $t$

$$|\Phi_M(t)\rangle = \sum_{\sigma} \frac{C(\Phi_{J,M}^{\sigma}, \Phi(0))}{\sqrt{N_{\sigma}}} e^{-iE_{J,M}^{\sigma}t} |\Phi_{J,M}^{\sigma}\rangle,$$  

(6)

where $C(\Phi_{J,M}^{\sigma}, \Phi(0))$ is the inner product between the eigenstate of Hamiltonian $\hat{H}_{TC}$ and the initial state of the system, and its specific expression is

$$C(\Phi_{J,M}^{\sigma}, \Phi(0)) = C(M, \psi_0) \sqrt{M}!.$$  

(7)

The calculation of the above equation is shown in Appendix. Here, $C(M, \psi_0) = \langle M | \psi_0 \rangle$, and $\langle M \rangle^\dagger$ is the number state which is the eigenstate of the number operator $\hat{a}^\dagger \hat{a}$.

III. THE STORED ENERGY AND THE AVERAGE CHARGING POWER OF THE TCQB

The energy acquired by the atomic ensemble from the cavity field at time $t$ is

$$E(t) = \langle \Phi(t) \vert \hat{J}_z \vert \Phi(t) \rangle - \langle \Phi(0) \vert \hat{J}_z \vert \Phi(0) \rangle,$$  

(8)

and the average charging power

$$P(t) = \frac{E(t)}{t}.$$  

(9)

Since $\hat{M} = \hat{J}_z + \hat{a}^\dagger \hat{a}$, we can rewrite the above equation as follows

$$E(t) = \langle \Phi(0) \vert \hat{M} \vert \Phi(0) \rangle - \langle \Phi(t) \vert \hat{a}^\dagger \hat{a} \vert \Phi(t) \rangle$$

$$- \langle \Phi(0) \vert \hat{J}_z \vert \Phi(0) \rangle.$$  

(10)

Here we use $\langle \Phi(0) \vert \hat{M} \vert \Phi(0) \rangle$ instead of $\langle \Phi(t) \vert \hat{M} \vert \Phi(t) \rangle$ for $\hat{M}$ is a conserved quantity. Substituting the initial state $|\Phi(0)\rangle$ into the above equation, then

$$E(t) = \bar{n}_0 - \langle \Phi(0) \vert \hat{a}^\dagger \hat{a} \vert \Phi(0) \rangle,$$  

(11)

where $\bar{n}_0 = \langle \Phi(0) \vert \hat{a}^\dagger \hat{a} \vert \Phi(0) \rangle$ is the average photon number in the initial state. The physical meaning of the above equation is well understood. Since the total number of excitations is conserved, the total energy acquired by all atoms must be equal to the energy lost by the cavity field. $\bar{n}_0$ is determined by the initial state of the cavity field, so we just need to obtain the average photon number in the cavity field at time $t$, and it is

$$\langle \Phi(t) \vert \hat{a}^\dagger \hat{a} \vert \Phi(t) \rangle = \sum_{M=0}^{\infty} \langle \Phi_M(t) \vert \hat{a}^\dagger \hat{a} \vert \Phi_M(t) \rangle.$$  

(12)

Substituting Eq. 4 into the above equation, then we obtain

$$\langle \Phi(t) \vert \hat{a}^\dagger \hat{a} \vert \Phi(t) \rangle = \sum_{M=0}^{\infty} |C(M, \psi_0)|^2 f(M, t),$$  

(13)

where

$$f(M, t) = M! \sum_{\gamma} \frac{1}{N_{\gamma}} e^{iE_\gamma J M t} \langle \Phi_{J,M} (\{\lambda^\gamma\}) \vert \hat{a}^\dagger \hat{a}$$

$$\times \sum_{\sigma} \frac{1}{N_{\sigma}} e^{-iE_{J,M}^{\sigma}t} |\Phi_{J,M}^{\sigma}\rangle.$$  

(14)

In summary, the energy acquired by the atomic ensemble at time $t$ is

$$E(t) = \bar{n}_0 - \sum_{M=0}^{\infty} |C(M, \psi_0)|^2 f(M, t).$$  

(15)

The average photon number of the initial state can be expanded in the number state space

$$\bar{n}_0 = \sum_{M=0}^{\infty} |C(M, \psi_0)|^2 M,$$  

(16)

then

$$E(t) = \sum_{M=0}^{\infty} |C(M, \psi_0)|^2 F(M, t),$$  

(17)

and the average charging power

$$P(t) = \sum_{M=0}^{\infty} |C(M, \psi_0)|^2 \frac{F(M, t)}{t},$$  

(18)

here $F(M, t) = M - f(M, t)$, $|C(M, \psi_0)|^2 = |\langle M | \psi_0 \rangle|^2$ is the probability distribution of the initial state $|\psi_0\rangle$ in the number states, and $F(M, t)$ is a binary function that varies with $M$ and $t$. From the above equation, we can see that the energy obtained by the atomic ensemble from the cavity field at time $t$ is actually an expected value of the function $F(M, t)$ under the probability distribution $|C(M, \psi_0)|^2$. If we choose the initial state of the cavity field as the number state $|\psi_0\rangle = |M\rangle$, then

$$E(M, t) = F(M, t), P(M, t) = \frac{F(M, t)}{t}.$$  

(19)
At this time, we need to randomly select 7 values from \( \{\lambda_1, \lambda_2, \ldots, \lambda_8\} \), and then randomly select 2 values from \( \{\lambda_1, \lambda_2, \ldots, \lambda_8\} \) to form a trial solution with 9 values. If we find a new solution, but the number of solutions is still not 10, then we respectively randomly select 6 and 3 values from \( \{\lambda_1, \lambda_2, \ldots, \lambda_8\} \) to form a set of trial solutions with 9 values, and so on. Finally, we will obtain all the solutions.

In Fig. 2, we compare the running time required to solve the Bethe ansatz equation for different values of \( M \) by our trial solution method and by the Bertini software when \( N = 10 \), and we find that the trial solution method has a significant advantage. When \( M \geq 8 \), we did not use this software to solve the Bethe ansatz equation because the time required to solve the equation using the Bertini software was too long. Because these solutions of the BAE are too lengthy, in Appendix C, we give some solutions of the BAE. We can get the corresponding binary function \( F(M, t) \) through these solutions. Also, because these functions are cumbersome, we only list a few in Appendix C.

In Fig. 3(a), the energy obtained by the atomic ensemble from the cavity field changes with time for different \( M \) are respectively drawn. The marked lines with different colors represent numerical solutions. The unmarked lines with different colors denote analytical solutions obtained with BAM. In Appendix C, we give some concrete expressions of function \( F(M, t) \), and we ignore some high-order small quantities in the analytical solution. The quantum toolbox QuTIP is used for numerical solutions [45]. It is worth noting that all marked lines are obtained by the numerical solution and all unmarked lines are obtained by the analytical solution should be strictly consistent in the power-related graphs. But we will find a little bit of deviation in some parts of the figure because we have already ignored some smaller values in \( F(M, t) \). In Fig. 3(c), we have plotted the change of \( F(M, t) \) with the initial average photon number \( M \) at different times. From Fig. 3(a) and Fig. 3(c), we can intuitively see that \( F(M, t) \) is proportional to \( M \) in the time range we consider. Therefore, when the initial state of the cavity field is a number state, the number state with a larger initial average photon number can enable the TCQB to obtain more energy. Similarly, in Fig. 3(b), we can also see that the more the initial average photon number can improve the average charging power of the TCQB when the cavity field is in a number state in the time frame we consider. It is important to note that the time range we consider is from time 0 to the time when the quantum battery first has the maximum stored energy in this article.

To verify whether the evolution of \( E(t) \) and \( P(t) \) with time \( t \) in an arbitrary state of the initial cavity field is indeed the expected values of \( F(M, t) \) and \( F(M, t) / t \) under the probability distribution of the cavity filed initial state in the number states. We have studied the change of the stored energy and the average charging power of the TCQB with time when the initial state is the coherent state. If the initial state is coherent state \( |\alpha\rangle \), then...
the stored energy and the average charging power is

$$E(t) = \sum_{M=0}^{\infty} p(M) F(M, t),$$

and

$$P(t) = \sum_{M=0}^{\infty} p(M) \frac{F(M, t)}{t},$$

where $p(M) = |\langle M | \alpha \rangle|^2$. In Fig. 4(a), we respectively draw the probability distribution of the coherent state in the number states when $\alpha = \sqrt{4}$ and $\alpha = \sqrt{6}$. According to these probability distributions and the function $F(M, t)$, the variations of the stored energy $E(t)$ and the average charging power $P(t)$ of the atomic ensemble with time $t$ are drawn respectively in Fig. 4(b) and Fig. 4(c). Indeed, the stored energy and the average charging power of the TCQB are the expected values of $F(M, t)$ and $F(M, t)/t$ under the probability distribution $p(M)$, respectively. In fact, not only for the coherent state but for any state, by finding its probability distribution in the number states and the function $F(M, t)$, we can draw the changes of the stored energy $E(t)$ and the average charging power $P(t)$ with time $t$. From here, we can also see that the stored energy capacity and the average charging power of the TCQB are proportional to the initial
average photon number. This is very easy to understand because, for the same type of state, the probability distribution of the state with more initial average photons is to the right in the number states. For example, when $\alpha = \sqrt{6}$, the probability distribution of the coherent state in the number states is more to the right than the probability distribution when $\alpha = \sqrt{4}$. We have proved that $F(M, t)$ increases as $M$ increases. Therefore, the larger the initial average photon number, the greater the stored energy capacity and the higher the average charging power of the TCQB under the same type of the initial state.

IV. THE OPTIMAL INITIAL STATE OF THE TCQB

We found the relationship between the stored energy and the average charging power of the TCQB and the probability distribution of the optical field initial state in the number states. However, for an arbitrary cavity field initial state, it is uncertain whether the more the initial average photon number, the greater the stored energy capacity and the higher the charging power of the TCQB. In Appendix D under the constraint of equal average photon number, we found the optimal initial state using equal probability and equal expected value splitting method. To more easily understand our proposed equal probability and equal expected value splitting method, in the following, we use a concrete example to illustrate how to discover the optimal initial state.

According to the equal probability and equal expected value splitting method, we assume that the initial average photon number $\bar{n} = 10$. To prove that the number state is the optimal initial state for the maximum stored energy capacity and the maximum average charging power of the TCQB under the same initial average photon number, we use the number state $|10\rangle$ as the reference state and compare it with the following state

$$|\phi\rangle = \sqrt{p(0)}|0\rangle + \sqrt{p(8)}|8\rangle + \sqrt{p(9)}|9\rangle + \sqrt{p(10)}|10\rangle$$

$$+ \sqrt{p(12)}|12\rangle + \sqrt{p(15)}|15\rangle.$$  \hspace{1cm} \text{(22)}

We can give a set of probability distributions $\{p(0) = 4/45, p(8) = 1/4, p(9) = 1/9, p(10) = 1/10, p(12) = 1/4, p(15) = 1/5\}$ that satisfy the constraints. It is easy to verify that the number state $|10\rangle$ and the state $|\phi\rangle$ have the same average photon number. The probability distribution of the above two optical states in the number states is shown in Fig. 5(a). Our purpose is to compare the magnitude of the stored energy and the average charging power of the TCQB in these two initial states. The differences between them are as follows

$$\Delta E(t) = F(10, t) - \left[ p(0)F(0, t) + \sum_{i=8}^{10} p(i)F(i, t) \right. \left. + p(12)F(12, t) + p(15)F(15, t) \right],$$

$$\Delta P(t) = \frac{\Delta E}{t}. \hspace{1cm} \text{(23)}$$

Using the equal probability and equal expected value splitting method, we divide some probabilities into two parts $p^1(i)$ and $p^2(i)$ (where $i = 2, 8, 9$), and divide the probability $p_r(10)$ of the number state $|10\rangle$ into three parts $p^1_r(10)$, $p^2_r(10)$, and $p^3_r(10)$. They satisfy the following relationships

$$1 = \sum_{j=0}^{2} p^j_r(10), \hspace{1cm} \text{(25a)}$$

$$p(i) = \sum_{j=1}^{2} p^j(i), i = 0, 8, 9. \hspace{1cm} \text{(25b)}$$

FIG. 5. (a) The blue and red histograms respectively represent the probability distribution of number state $|10\rangle$ and the state $|\phi\rangle$ in the number states. (b) The probability distributions of the number state $|10\rangle$ and the state $|\phi\rangle$ after decomposition by the equal probability and equal expected value splitting method. (c) The variations of the stored energy and the average charging power of the TCQB with time $t$ under two different initial states, the number state $|10\rangle$ and the state $|\phi\rangle$. 
In Appendix D we give a general solution of the probability of satisfying all the above equations, and the above separated probabilities are all shown in Fig. 5(b). Substituting Eq. (25a)-Eq. (25h) into Eq. (23) gives

\[
\Delta E(t) = \sum_{i=1}^{2} \left[ \sum_{i=8,9} p^2_p(i) \left( F(10, t) - F(i, t) \right) \right] + \sum_{i=12,13} p(i) \left[ F(10, t) - F(i, t) \right].
\]  

(26)

Then we substitute the \( p(12) \) and \( p(15) \), which are obtained from Eq. (25d)-Eq. (25h), into the above equation yields

\[
\Delta E(t) = \sum_{i=0,8,9} (10 - i) \left[ \frac{F(10, t) - F(i, t)}{10 - i} \right] - \frac{F(12, t) - F(10, t)}{2} + \frac{F(10, t) - F(i, t)}{10 - i} \]

\[
- \frac{F(15, t) - F(10, t)}{5}. \]  

(27)

Before going further, it is important to note that the time range we discuss is from time 0 to the time when the TCQB reaches its maximum value for the first time. In Fig. 3(c) and Fig. 6 we can find that the average slope of \( F(M, t) \) at any time decreases or remains constant as \( M \) increases in the time range we consider. And since \( 10 > i, p^{2}_p(i) > 0, \) and \( p^{2}_p(i) > 0, \) \( \Delta E(t) \geq 0 \) and \( \Delta P(t) \geq 0, \) this indicates that the number state \( |10 \rangle \) enables the TCQB to have a larger stored energy capacity and a higher average charging power compared to \( |\phi \rangle \). In Fig. 7, we plot the variations of the stored energy and the average charging power of the TCQB with time \( t \) for different cavity field initial states. From the actual dynamical evolution of the TCQB, we can obtain the same conclusion as above. In Appendix E we give complete proof that the optimal initial state that enables the TCQB to have the maximum stored energy capacity and the highest average charging power is the number state \( |\bar{n} \rangle \) when the initial average photon number \( \bar{n} \) is an integer. However, when the initial average photon number \( \bar{n} \) is a non-integer, the optimal initial state is \( \sqrt{1 - (\bar{n}_0 - |\bar{n}_0|)} |\bar{n}_0\rangle + \sqrt{\bar{n}_0 - |\bar{n}_0|} |\bar{n}_0 + 1\rangle \), which is a superposition of the number states \( |\bar{n}_0\rangle \) and \( |\bar{n}_0 + 1\rangle \), where \( \bar{n} \) indicates the integral part of \( \bar{n} \).

V. THE HYPERSENSITIVITY OF THE TCQB TO THE NUMBER-STATE OPTICAL FIELD

When we study the ratio of the energy obtained by the TCQB from the different number-state optical fields as a function of time \( t \), we find two novel phenomena, which are summarized as follows using two empirical inequlai-
ties
\[ F(M, t) \leq \frac{M}{m}, \quad (28) \]
\[ \frac{d}{dt} \left( \frac{F(M, t)}{F(m, t)} \right) \leq \frac{d}{dt} \left( \frac{F(m, t)}{F(m_0, t)} \right). \quad (29) \]

The above two inequalities hold when \( M \geq m \geq m_0 \) and \( t \leq t_{\text{max}} \) (\( t_{\text{max}} \) represents the time when \( F(M, t) \) takes the first maximum value, and show in Fig. 7(b)). The physical meaning of the above two inequalities is very clear. Inequality (28) shows that the stored energy of the TCQB is very sensitive to the number-state cavity field. When there is no coupling between the atomic ensemble and the number-state cavity field, we cannot obtain information about the cavity field through the stored energy of the TCQB. However, when there is a coupling between the atomic ensemble and the number-state cavity field, we can obtain the information of the initial average photon number of the cavity field by measuring the stored energy of the TCQB. Moreover, the shorter the coupling time between the atomic ensemble and the number-state cavity field, the more accurate we can obtain the information of the cavity field. As a simple example, the atomic ensemble with all atoms in the ground state is coupled with a known number-state cavity field \( |m \rangle \), and then we can obtain the stored energy \( E(m) \) of the atomic ensemble. Next, We use another atomic ensemble with the same initial properties to couple with an unknown number-state cavity field \( |M \rangle \), and obtain the stored energy \( E(M) \) of the atomic ensemble by measuring, then we can immediately get the average photon number of the unknown number-state cavity field, i.e., \( M = mE(M)/E(m) \) (This equation holds when the coupling time is short, and the shorter the time, the more accurate the result). Inequality (29) shows that the measurement is accurate even for long-term coupling when \( m \) is not much different from \( M \). Also, we can see from Fig. 7(b) that the TCQB can be fully charged when the initial average photon number is large enough.

VI. THE EFFECT OF THE DECOHERENCE ON THE PERFORMANCE OF THE TCQB

Above, we have studied the optimal initial state of the TCQB in the process of unitary evolution. However, in practical applications, due to the interaction between the TCQB system and its environment, the impact of the decoherence on the performance of the TCQB must be considered. Based on this practical problem, we will study the effects of the collective dephasing of \( N \) identical two-level atoms and the decay of the optical field on the performance of the TCQB when the TCQB is coupled with the environment. Under Markov approximation, Born approximation, and rotating wave approximation, the dynamics of the density matrix \( \hat{\rho} \) of the TCQB is described by the following Lindblad master equation
\[ \frac{d\hat{\rho}}{dt} = -i[H_{TC}, \hat{\rho}] + \frac{\gamma_{\Phi}}{2} \mathcal{L}_A[\hat{\rho}] + \frac{\kappa}{2} \mathcal{L}_A[\hat{\rho}], \quad (30) \]
where the Lindblad superoperators are defined by \( \mathcal{L}_A[\hat{\rho}] = 2\hat{A}\hat{\rho}\hat{A}^\dagger - \hat{A}^\dagger\hat{A}\hat{\rho} - \hat{\rho}\hat{A}^\dagger\hat{A} \), \( \gamma_{\Phi} \) \( \kappa \) are the collective dephasing of the atoms and the decay of the cavity field, respectively. Generally, it is not easy to solve Eq. (30) analytically, but the very friendly QuTiP [45] and PIQS [46] packages make it very convenient to solve the above density matrix. Then we can get the density matrix of the TCQB at any time. In Fig. 8(a) the time evolution of the stored energy of the TCQB, Fig. 8(a), and the average charging power of the TCQB, Fig. 8(b), are shown under the dynamics of Eq. (30) for different system parameters.

In Fig. 8(a) and Fig. 8(b), at the initial time, \( N \) identical two-level atoms are all in the ground state, and the light field is in the number state \( |M = 10 \rangle \). We compared the effects of the different collective dephasings of the atoms and the different decay intensities of the optical field on the stored energy and the average charging power of the TCQB. We found that the collective dephasing of the atoms or the decay of the optical field can destroy the maximum stored energy and the maximum average charging power of the TCQB, and this destruction increases as the collective dephasing or decay
increases. As photons continue to flow into the environment, the absorption and radiation of photons by the atoms no longer remain in balance. Finally, due to the complete leakage of the energy, the stored energy of the TCQB will also be exhausted. Especially under the limit of bad cavity ($\kappa \gg g$), the energy loss of the TCQB is faster, as shown by the yellow and brown dash-dot lines in Fig. 8(a). Since the decay of the cavity field destroys the performance of the TCQB, we need to avoid it as much as possible in practice. However, the difference is that although the collective dephasing of the atoms will destroy the maximum stored energy and the maximum average charging power of the TCQB, without the decay of the cavity field, the collective dephasing of the atoms will accelerate the evolution of the atoms to reach a steady state, which means the absorption and radiation of the photons by the atoms reach a dynamic balance, as shown by the green and sky-blue dashed lines in Fig. 8(a), and the solid black line represents the above-mentioned balance line.

VII. CONCLUSION

In this work, we mainly study the influence of the cavity field initial state on the stored energy and the average charging power of the T-C quantum battery. The purpose is to find the optimal initial state of the cavity field that enables the T-C quantum battery to have the maximum stored energy and the maximum average charging power. We use the Bethe ansatz method to find that the stored energy and the average charging power of the T-C quantum battery are closely related to the probability distribution of the cavity field initial state in the number states. We have defined a quantity called number-state distribution of the cavity field initial state in the number states. We use the Bethe ansatz method to find that the optimal initial state of the cavity field on the stored energy and the average charging power of the T-C quantum battery are closely related to the probability distribution of the cavity field initial state in the number states. We have defined a quantity called number-state distribution of the cavity field initial state in the number states to obtain the stored energy and the average charging power of the T-C quantum battery. We find that both the collective dephasing of the atoms and the decay of the cavity field affect the performance of the TCQB, without the decay of the cavity field.
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Appendix A: A brief review of the eigenstates and eigenenergies of the T-C model

To make our model and calculation clear, we first briefly review the exact analytical solution of the T-C model by BAM [34]. Introducing three operators

$$
\hat{X}_+(\lambda) = \hat{a}^\dagger - \frac{J_+}{\lambda}, \quad \hat{X}_-(\lambda) = \hat{a} - \frac{J_-}{\lambda},
$$

$$
\hat{X}_z(\lambda) = -\frac{J_z}{\lambda} + \frac{\Delta - \lambda}{2}, \quad (A1)
$$

and they satisfy some commutation relations shown in [34]. $\lambda$ is a complex number and $\Delta = (\omega_\alpha - \omega_\epsilon)/g$. A new operator can be constructed by these three operators

$$
\hat{I}(\lambda) = \left[\hat{X}_z(\lambda)\right]^2 + \frac{1}{2} \hat{X}_+(\lambda) \hat{X}_-(\lambda) + \frac{1}{2} \hat{X}_-(\lambda) \hat{X}_+(\lambda). \quad (A2)
$$

Substituting Eq. (A1) into Eq. (A2), the specific expression of $\hat{I}(\lambda)$ can be obtained

$$
\hat{I}(\lambda) = \lambda^{-2} \hat{J}^2 - \lambda^{-1} \hat{H}_N + \hat{M} + \frac{(\Delta - \lambda)^2}{4} + \frac{1}{2}. \quad (A3)
$$

where $\hat{J}^2$ is the square of total spin angular momentum, since it commutes with the operators, which are any linear combination of $\{\hat{J}_x, \hat{J}_y, \hat{J}_z\}$, it commutes with $\hat{H}_{TC}$ $[\hat{J}^2, \hat{H}_{TC}] = 0$. $\hat{M} = \hat{J}_z + \hat{a}^\dagger \hat{a}$ is the number of excitations. $\hat{H}_N = (\hat{H}_{TC} - \omega \hat{M})/g = \Delta \hat{J}_z + \hat{a}^\dagger \hat{J}_- + \hat{J}_+ \hat{a}$. It is easy to prove that the operators $\hat{M}$ and $\hat{H}_{TC}$ commute with each other $[\hat{M}, \hat{H}_{TC}] = 0$, which implies the conservation of the total excitation number, then it is obvious that $\hat{H}_N$ and $\hat{H}_{TC}$ commute with each other as
and \(\hat{H}_N, \hat{H}_{TC}\) = 0. In summary, \(\hat{I}_\lambda, \hat{H}_{TC}\) = 0. Since two commutative operators with the same Hilbert space have the same eigenstates, if we find the eigenstates of \(\hat{I}_\lambda\), then we can solve the dynamic problems of the system in the diagonalization representation of Hamiltonian \(\hat{H}_{TC}\). In order to facilitate the discussion, we consider the resonance condition \(\omega_\alpha = \omega_c\) (i.e., \(\Delta = 0\)) in the following analysis.

The \(M\)-particle eigenvalues of the operator \(\hat{I}(\lambda)\) are constructed according to algebraic BA

\[
|\Phi_{J,M}(\{\lambda\})\rangle = \prod_{j=1}^{M} \hat{X}_+(\lambda_j) \hat{0}, \tag{A4}
\]

where \(\{\lambda\} = \{\lambda_1, \lambda_2, \ldots, \lambda_M\}, \hat{X}_+(\lambda_j)\) are quasi-particle creation operators, and \(\hat{0}\) = |0\rangle \otimes |J, -J\rangle is a pseudo-vacuum state, \(\hat{a}|0\rangle = 0, J_- |J, -J\rangle = 0\) (0 \(\leq J \leq \frac{N}{2}\)), and \(\hat{X}_-(\lambda)|0\rangle = 0\). The eigenfunction of \(\hat{I}(\mu)\) is

\[
\hat{I}(\mu)|\Phi_{J,M}(\{\lambda\})\rangle = \Theta_M(\mu)|\Phi_{J,M}(\{\lambda\})\rangle
\]

\[+ 2 \sum_{j=1}^{M} \frac{f_j}{\mu - \lambda_j} \hat{X}_+(\mu)|\Phi_{J,M}(\{\lambda\})\rangle, \tag{A5}\]

where \(\mu\) is a complex number, and

\[
\Theta_M(\mu) = -2 \sum_{j=1}^{M} \frac{1}{\mu - \lambda_j} \left[ \frac{J}{\mu} - \frac{2}{M} \sum_{k=1, k \neq j}^{M} \frac{1}{\lambda_j - \lambda_k} \right]
\]

\[+ \mu^{-2} J(J+1) + \left( \frac{1}{2} - J \right) + \frac{\mu^2}{4}, \tag{A6}\]

\[f_j = \frac{J}{\lambda_j} - \frac{\lambda_j}{2} - \sum_{k=1, k \neq j}^{M} \frac{1}{\lambda_j - \lambda_k}. \tag{A7}\]

If all \(f_j\) = 0, then \(|\Phi_{J,M}(\{\lambda\})\rangle\) is an eigenvector of \(\hat{I}(\mu)\), and the equation

\[
\frac{J}{\lambda_j} - \frac{\lambda_j}{2} - \sum_{k=1, k \neq j}^{M} \frac{1}{\lambda_j - \lambda_k} = 0, \tag{A8}\]

are known as the Bethe ansatz equation (BAE). There are \(K = min(2J, M) + 1\) sets of solutions of these BAE, and the complex-valued roots are pairwise conjugated \[15\]. The corresponding eigenvalues of \(\hat{I}(\mu)\) are \(\Theta_M(\mu)\).

The \(\sigma\)-th (\(\sigma \leq K\)) eigenfunction of \(\hat{H}_{TC}\)

\[
\hat{H}_{TC}|\Phi_{J,M}(\{\lambda^\sigma\})\rangle = E^\sigma_{J,M} \Phi_{J,M}(\{\lambda^\sigma\})\rangle, \tag{A9}\]

where \(\{\lambda^\sigma\}\) is the \(\sigma\)-th set of solution of BAE and the corresponding eigenvalue is \(E^\sigma_{J,M} = -\sum_{j}^{M} \lambda_j\).

**Appendix B: The calculation of Eq. (7)**

In this Appendix, we present the calculation of the inner product \(C(\Phi^g_{J,M}, \Phi(0)) = \langle \Phi_{J,M}(\{\lambda^\sigma\}) | \Phi(0) \rangle\). Substituting Eq. (3) and Eq. (A4) into \(C(\Phi^g_{J,M}, \Phi(0))\) and inserting the unit operator \(\hat{I} = \sum_{n=0}^{\infty} |n\rangle \otimes \sum_{s=-J}^{J} |J, s\rangle \langle J, s|\), then (In order to prevent the formula from escaping the page, we will replace \(C(\Phi^g_{J,M}, \Phi(0))\) with \(C\) below.)

\[
C = \langle J, -J| \otimes \langle 0| \prod_{j=1}^{M} \left( \tilde{a} - \frac{j}{\lambda_j^2} \right) \sum_{n=0}^{\infty} |n\rangle \langle n| \\
\times \prod_{s=-J}^{J} \sum_{|J, s\rangle \langle J, s|} C(n, \psi_0) \prod_{j=1}^{M} \left( \tilde{a} - \frac{j}{\lambda_j^2} \right) \times \sqrt{n} |n-1\rangle \langle J, -J| \\
= \langle J, -J| \otimes \langle 0| \sum_{n=0}^{\infty} C(n, \psi_0) \prod_{j=1}^{M-1} \left( \tilde{a} - \frac{j}{\lambda_j^2} \right) \times \sqrt{n} |n-M|! \langle n-M\rangle \langle J, -J| \\
= C(M, \psi_0) \sqrt{M!}, \tag{B1}\]

where \(C(M, \psi_0) = \langle M | \psi_0 \rangle\) is the inner product of the arbitrary initial state \(|\psi_0\rangle\) and the number state \(|M\rangle\) of the cavity field.

**Appendix C: Some solutions of Bethe ansatz equation and expressions of function \(F(M,t)\)**

Since the solutions of BAE and the expressions of the function \(F(M,t)\) are too cumbersome, we only show some of them here. These solutions in table I are obtained in Eq. (A8) when \(N = 10\).

**TABLE I. Some solutions of BAE(Eq. (A8)).**

| \(M=1\) | \(M=2\) | \(M=3\) | \(M=4\) |
|---|---|---|---|
| \(|\lambda_i^{(1)}|\) | 3.16 | 3.08 ± 0.7i | -2.83 | 2.68 - 2.88 |
| \(|\lambda_i^{(2)}|\) | -3.16 | -3.08 ± 0.7i | 2.83 | -2.68 ± 2.88 |
| \(|\lambda_i^{(3)}|\) | ±3 | 2.06 ± 0.7i | 2.79 ± 2.22i | 2.99 ± 0.53i |
| \(|\lambda_i^{(4)}|\) | 3.06 | -2.99 ± 0.53i | -2.97 ± 2.23i | 2.86 ± 1.68i |
| \(|\lambda_i^{(5)}|\) | 2.73 ± 0.68i | -2.73 ± 0.68i | -2.73 ± 0.68i | -2.73 ± 0.68i |

Some specific expressions of the number state stored energy are shown below. Special attention should be paid to the fact that we ignored high-order small quantities in the following expressions

\[
F(0, t) = 0, \tag{C1a}\]
\[
F(1, t) = 1 - \cos^2\left(\sqrt{10}t\right), \tag{C1b}\]
\[
F(2, t) = 1.01 - \cos(6.16t) - 0.01 \cos(12.33t), \tag{C1c}\]
In this Appendix, to find the optimal initial state, we propose an equal probability and equal expected value splitting method. The random variable $M$ taking non-negative integer values, $F(M)$ is a function of $M$, and $p(M)$ is an arbitrary probability distribution of $M$. Since we study the effect of different initial states of the optical field on the energy storage and average charging power of the TCQB at the same moment, we use $F(M)$ instead of $F(M, t)$ here. There are two restrictions,

\begin{align}
\sum_{M=0}^{M_m} p(M) &= 1, \quad (D1) \\
\sum_{M=0}^{M_m} M p(M) &= \bar{n}, \quad (D2)
\end{align}

where $M_m$ is the maximum value among the variables $M$ whose probability is not zero. $p_s(M) = [1 - (\bar{n} - \bar{n})]\delta_{M, \bar{n}} + (\bar{n} - \bar{n})\delta_{M, \bar{n} + 1}$ is a special probability distribution of $M$, where $\bar{n}$ indicates the integral part of $\bar{n}$. Obviously, $p_s(M)$ satisfies the previous two restrictions. By our proposed equal probability and equal expected value splitting method, we prove the following theory.

If the average slope of $F(M)$ is getting smaller, then

\begin{align}
\sum_{M=0}^{M_m} p_s(M) F(M) &\leq \sum_{M=0}^{M_m} p(M) F(M), \quad (D4)
\end{align}

where $\sum_{M=0}^{M_m} p_s(M) F(M) = F([\bar{n}]) + (\bar{n} - [\bar{n}])[F([\bar{n}] + 1) - F([\bar{n}])].$ If $\bar{n}$ is an integer, then the last two inequalities reduce to Jensen’s inequalities. That is, $F([\bar{n}]) \geq \sum_{M=0}^{M_m} p(M) F(M)$ and $F([\bar{n}]) \leq \sum_{M=0}^{M_m} p(M) F(M)$ when $F(M)$ is a concave function and a convex function, respectively. If $F(M)$ is a convex function, its average slope is getting larger. In contrast, if $F(M)$ is a concave function, its average slope gets smaller and smaller. We will explain later why we use the expression of the average slope of the function to describe the properties of the function.

Next, we prove the above theorem by the equal probability and equal expected value splitting method. The difference between the expected values of $F(M)$ under the two probability distributions of $p_s(M)$ and $p(M)$ is as follows

\begin{align}
\Delta F &= \sum_{M=0}^{M_m} p_s(M) F(M) - \sum_{M=0}^{M_m} p(M) F(M) \\
&= F([\bar{n}]) - \sum_{M=0}^{M_m} p(M) F(M) + (\bar{n} - [\bar{n}])[F([\bar{n}] + 1) - F([\bar{n}])]. \quad (D5)
\end{align}

Substituting $\sum_{M=0}^{M_m} p(M) = 1$ into the above equation, we obtain

\begin{align}
\Delta F &= \sum_{i=0}^{\bar{n} - 1} p(i) [F([\bar{n}]) - F(i)] + \sum_{j=1}^{d} p([\bar{n}] + j) [F([\bar{n}]) - F([\bar{n}]) + (\bar{n} - [\bar{n}])[F([\bar{n}] + 1) - F([\bar{n}])] \quad (D6)
\end{align}

where $d = M_m - [\bar{n}]$.

We rewrite Eq. (D1) and equation Eq. (D2) in the following forms

\begin{align}
\sum_{i=0}^{[\bar{n}] - 1} p(i) + p([\bar{n}]) + \sum_{j=1}^{d} p([\bar{n}] + j) = 1, \quad (D7)
\sum_{i=0}^{[\bar{n}] - 1} p(i) + p([\bar{n}])[\bar{n}] + \sum_{j=1}^{d} p([\bar{n}] + j)([\bar{n}] + j) = \bar{n}. \quad (D8)
\end{align}

From the above two equations, we can obtain the following expression

\begin{align}
\sum_{i=0}^{[\bar{n}] - 1} p(i)([\bar{n}] - i) + (\bar{n} - [\bar{n}]) = \sum_{j=1}^{d} p([\bar{n}] + j)j. \quad (D9)
\end{align}
We divide $p(i)$, $(\bar{n} - [\bar{n}])$ and $[1 - (\bar{n} - [\bar{n}])]$ into $d$ parts, and their $j$-th parts are respectively as follows

$$p_j(i) = \frac{j p([\bar{n}] + j)}{\sum_{k=1}^{d} k p([\bar{n}] + k)} p(i), \quad (\text{D10})$$

$$[\bar{n} - [\bar{n}]]_j = \frac{j p([\bar{n}] + j)}{\sum_{k=1}^{d} k p([\bar{n}] + k)} ([\bar{n}] - [\bar{n}]), \quad (\text{D11})$$

$$[1 - (\bar{n} - [\bar{n}])]_j = \frac{\sum_{i=0}^{[\bar{n}]-1} p(i) - ([\bar{n}] - [\bar{n}])}{\sum_{k=1}^{d} k p([\bar{n}] + k)} + p([\bar{n}] + j). \quad (\text{D12})$$

It is easy to verify that $\sum_{j=1}^{d} p_j(i) = p(i)$, $\sum_{j=1}^{d} ([\bar{n}] - [\bar{n}])_j = ([\bar{n}] - [\bar{n}])$ and $\sum_{j=1}^{d} [1 - (\bar{n} - [\bar{n}])]_j = [1 - (\bar{n} - [\bar{n}])]$.

We can rewrite Eq. (D9) in the following form

$$\sum_{i=0}^{[\bar{n}]-1} p(i)([\bar{n}] - i) + ([\bar{n}] - [\bar{n}]) \sum_{j=1}^{d} p_j(i)([\bar{n}] - i) + \sum_{j=1}^{d} ([\bar{n}] - [\bar{n}])_j$$

$$= \sum_{j=1}^{d} \left[ \sum_{i=0}^{[\bar{n}]-1} p_j(i)([\bar{n}] - i) + ([\bar{n}] - [\bar{n}])_j \right]$$

$$= \sum_{j=1}^{d} p([\bar{n}] + j) j. \quad (\text{D13})$$

From Eq. (D10) and Eq. (D11), it is easy to verify that $\sum_{i=0}^{[\bar{n}]-1} p_j(i)([\bar{n}] - i) + ([\bar{n}] - [\bar{n}])_j = p([\bar{n}] + j) j$. Thus we can obtain the following expression

$$p([\bar{n}] + j) = \frac{1}{j} \left[ \sum_{i=0}^{[\bar{n}]-1} p_j(i)([\bar{n}] - i) + ([\bar{n}] - [\bar{n}])_j \right]. \quad (\text{D14})$$

It is worth noting here that we were able to obtain this expression for $p([\bar{n}] + j)$ above because of Eq. (D10) and Eq. (D11). From Eq. (D10), Eq. (D11), and Eq. (D12), the following two equations hold

$$\sum_{i=0}^{[\bar{n}] - 1} p_j(i) + p([\bar{n}] + j)$$

$$= [1 - (\bar{n} - [\bar{n}])]_j + ([\bar{n}] + 1)(\bar{n} - [\bar{n}]). \quad (\text{D15})$$

Eq. (D15) indicates that after dividing the arbitrary probability distribution $p(M)$ and the special probability distribution $p_s(M)$ into $d$ groups, their $j$-th group probabilities are equal. Eq. (D16) represents the equal expected value of $M$ under this equal probability split. It is the reason that we call this method as the equal probability and equal expected value splitting method.

Substituting Eq. (D14) into Eq. (D6) yields

$$\Delta F = \sum_{i=0}^{[\bar{n}]-1} p_{(i)}([\bar{n}] - i) \left[ \frac{F([\bar{n}]) - F(i)}{[\bar{n}] - i} \right]$$

$$- \frac{F([\bar{n}] + j) - F([\bar{n}])}{j} \sum_{j=1}^{d} ([\bar{n}] - [\bar{n}])_j \left[ \frac{F([\bar{n}] + 1) - F([\bar{n}])}{j} \right]. \quad (\text{D17})$$

Since $p_{(i)} \geq 0$, $([\bar{n}] - i) > 0$, and $([\bar{n}] - [\bar{n}])_j \geq 0$, if the average slope of $F(M)$ is increasing, then $\Delta F \leq 0$, i.e.,

$$F([\bar{n}]) + ([\bar{n}] - [\bar{n}]) [F([\bar{n}] + 1) - F([\bar{n}])] \leq \sum_{M=0}^{M_{\text{max}}} p(M) F(M). \quad (\text{D18})$$

Conversely, if the average slope of $F(M)$ is decreasing, then $\Delta F \geq 0$, i.e.,

$$F([\bar{n}]) + ([\bar{n}] - [\bar{n}]) [F([\bar{n}] + 1) - F([\bar{n}])] \geq \sum_{M=0}^{M_{\text{max}}} p(M) F(M). \quad (\text{D19})$$

When $\bar{n}$ is an integer, the two inequalities we proved can be reduced to Jensen’s inequalities.

In Fig. 3(c) and Fig. 6 we can find that the average slope of $F(M,t)$ at any time decreases or remains constant as $M$ increases in the time range we consider. Therefore, for the equal initial average photon number $\bar{n}$, the optimal initial state is the number state $|\bar{n}\rangle$ when the initial average photon number $\bar{n}$ is an integer. However, when the initial average photon number $\bar{n}$ is a non-integer, the optimal initial state is $\sqrt{(1 - (\bar{n} - [\bar{n}]))} |[\bar{n}]\rangle + \sqrt{(\bar{n} - [\bar{n}])} |[\bar{n}] + 1\rangle$, which is the superposition of the number states $|[\bar{n}]\rangle$ and $|[\bar{n}] + 1\rangle$.
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