In-Network Processing Acoustic Data for Anomaly Detection in Smart Factory

Huanzhuo Wu*, Yunbin Shen*, Xun Xiao‡, Artur Hecker† and Frank H.P. Fitzek*†

*Deutsche Telekom Chair of Communication Networks - Technische Universität Dresden, Germany
†Centre for Tactile Internet with Human-in-the-Loop (CeTI)
‡Munich Research Center, Huawei Technologies, Muenchen, Germany

Email:{huanzhuo.wu[frank.fitzek}@tu-dresden.de, yunbin.shen@mailbox.tu-dresden.de, {xun.xiao|artur.hecker}@huawei.com

Abstract—Modern manufacturing is now deeply integrating new technologies such as 5G, Internet-of-things (IoT), and cloud/edge computing to shape manufacturing to a new level – Smart Factory. Autonomic anomaly detection (e.g., malfunctioning machines and hazard situations) in a factory hall is on the list and expects to be realized with massive IoT sensor deployments. In this paper, we consider acoustic data-based anomaly detection, which is widely used in factories because sound information reflects richer internal states while videos cannot; besides, the capital investment of an audio system is more economically friendly. However, a unique challenge of using audio data is that sounds are mixed when collecting thus source data separation is inevitable. A traditional way transfers audio data all to a centralized point for separation. Nevertheless, such a centralized manner (i.e., data transferring and then analyzing) may delay prompt reactions to critical anomalies. We demonstrate that this job can be transformed into an in-network processing scheme and thus further accelerated. Specifically, we propose a progressive processing scheme where data separation jobs are distributed as microservices on intermediate nodes in parallel with data forwarding. Therefore, collected audio data can be separated 43.75% faster with even less total computing resources. This solution is comprehensively evaluated with numerical simulations, compared with benchmark solutions, and results justify its advantages.

Index Terms—In-network Computing, IoT, Smart Factory, Anomaly Detection

I. INTRODUCTION

The contemporary industry is in the dawn of the 4th revolution towards full digitization and intelligence. Deep integration of emerging technologies such as 5G, Internet-of-things (IoT), artificial intelligence (AI), and cloud computing is happening right now and brings manufacturing to a new level – Smart Factory. A critical operational task in manufacturing is anomaly detection for machines malfunctioning on the production line. It prevents machines and/or products from any serious damage and economic losses. In the past, this detection was manually done by on-site inspectors, who were replaced by remote inspectors monitoring on screens. In the future, such inspection would be fully autonomous by analyzing data from IoT sensors and necessary reactions will be triggered without human intervention.

For anomaly detection, acoustic data can reflect the internal states of machines that are not visible through videos. For a long time, acoustic data are used by experienced workers, who can directly judge whether or not a machine works properly by hearing. In addition, audio devices are much cheaper than professional cameras thus more friendly to capital investments. Therefore, acoustic data-based anomaly detection will still play an important role in future smart factory operations.

Video data is naturally separated when captured with cameras, but this is not the case for acoustic data because sounds interfere with each other by nature. Thus, anomaly detection based on acoustic data is more challenging as original signal data have to be restored first. A natural idea is to first transfer all data to a centralized node; when all data are received, a sort of Blind Source Separation (BSS) algorithm is applied to separate mixed data. BSS candidates include Independent Component Analysis (ICA)-based methods or neural network-based methods. However, forwarding and then analyzing could delay critical decision-making actions due to possibly long waiting time of transferring the data, and possibly long execution time of running the algorithm on a single node. Clearly, the realization of autonomous anomaly detection requires a better solution.

In this paper, we tackle this problem from another angle: instead of sending all data and then waiting for the separation result, we are thinking if the whole task can be accelerated by distributing the data separation job on intermediate forwarding nodes. In other words, we try to transform the centralized manner into an in-network processing manner to speed up the entire job. The key idea is sketched as follows: a new lightweight processing logic is proposed and deployed on every intermediate node running with local spare compute resources as microservices; every node best-effort computes a temporal result, which is a solution matrix that is roughly estimated to restore the original data; this temporal result (i.e., the solution matrix) will be progressively optimized along the forwarding path. Specifically, a modified ICA algorithm is proposed so that progressive improvements on every node can be maximized in order to fit such a distributed processing scheme; by doing so, at the final destination (i.e., the last hop), an optimal solution matrix shall be ready with sufficient precision approximately. In summary, our key contributions can be summarized as follows:

1) We propose an in-network processing solution for acous-
tic data-based anomaly detection, which is demonstrated as an example how audio data separation can be accelerated up to 43.75% by utilizing intermediate computing resources in networks;

2) We design a specific processing logic for intermediate nodes with a modified ICA algorithm, making the acoustic data restoration to be distributively executable as microservices and yield a faster convergence speed;

3) We conduct comprehensive simulations and numerical results which justify the effectiveness of our proposed scheme.

To the best of our knowledge, technically, this is the first work that studies how to transform a BSS algorithm into an in-network processing scheme, overcoming a key constraint where traditional BSS can be mainly executed on a centralized node.

The rest of the paper is organized as follows. In Section II, a literature review is provided and the main differences of our solution are highlighted; in Section III, we present full details of our solution. After that, in Section IV, comprehensive numerical results will be presented, and Section V concludes this paper.

II. RELATED WORK

In-network computing/processing – a joint consideration of computing and communication – raises increasing research interests because network elements now have much more powerful computing capabilities. In-network processing empowered with microservices provides a new possibility and flexibility to support emerging applications that require low latency, high bandwidth, and/or high reliability.

Existing in-network processing studies focus more on how to embed computing tasks into a network, deriving the processing results closer to the users. For example, the work in [13] decomposes an image detection job as a service function chain. Since the processing can be simply done at closer nodes, it reduces the latency by more than 25%. Similarly, in [14] a computer vision task, a real-time line-following service, is decomposed and deployed in a network with a series of programmable network devices. These works consider only the processing location and network transport issues. On the other hand, the processing logic does not have to be changed or modified.

In contrast, not every task can be deployed in a network straightforwardly. An exception is running a BSS algorithm for mixture data separation. This is because the algorithm cannot be simply split into sub-tasks, running on multiple nodes in parallel or a chain. Differently, a joint task is solved by distributed nodes coordinating with each other. Therefore, our problem considers how a BSS algorithm can be run on distributed nodes. This goal is clearly more sophisticated than pure task decomposition.

When it comes to a BSS problem, many candidate options are available. One school is machine learning (ML) based on neural networks (NNs), such as Y-Net [9], Conv-TasNet [10]. However, for our problem, ML-based solutions are less interesting because i) it is hard to obtain enough representative and labeled training data, ii) training an NN model is time-consuming and resource-intensive, and iii) once deployed on nodes, NN models are inflexible to be updated. Additionally, to maximize their performance, ML-based solutions require special hardware (e.g., GPUs), which barely appears on a network device. Another school is ICA algorithms, working directly with input data and require only average hardware capability. Typical ICA algorithms are FastICA [6], InfoMax [7], and CdICA [8]. They are free from the constraints of ML-based solutions, so more feasible to fit an in-network processing scheme.

However, existing work only provides centralized ICA algorithms, which cannot be trivially transplanted to an in-network processing framework. The main reason is: they require all data to calculate a final result (i.e., the solution matrix mentioned before). Therefore, simply executing an ICA algorithm on every node equals repeating the same procedure by multiple nodes. This does not improve the ultimate convergence.

Some recent works realized this issue and looked for a distributed version. We note that Adaptive Extraction-based ICA (AeICA) [15] has the potential to be performed in networks but is quite sensitive to initial parameter configurations, which heavily depend on the prior knowledge of input data. According to reported results, the processing time would rather increase in some cases. Its heterogeneous performances fail to fulfill our goal. We thus only pick it as one of our benchmarks.

In summary, the main differences of this work are that: we study a non-trivial in-network processing problem where the task – data separation – cannot be simply decomposed to multiple equivalent sub-tasks; secondly, we fill the gap by converting a traditional ICA algorithm to fit in a distributed environment and overcome the deficiency.

III. OUR SOLUTION

A. Main Idea

According to our observations, the performance of a traditional ICA algorithm is mainly constrained by the following two factors. The first one is the time spent on transferring all data. Before all data are received, the algorithm suspends, with unnecessary waiting time even with perfect network conditions. The second one is the execution time to wait for a full convergence when running on a centralized node. As we will see in Section III-C1, the main procedure of an ICA algorithm is to gradient-descent optimize a solution matrix in iterations. Marginal gains usually become much smaller when approaching the convergence point. In other words, more time is spent at later stages but the improvement is little.

Motivated by these observations, our main idea is to transform this sequential processing manner into an in-network processing manner so that data processing jobs can start early on intermediate nodes in parallel with data forwarding. The achieved acceleration depends on the availability of spare compute resources along the forwarding path. Obviously, the more intermediate compute resources available are, the more
accelerations intermediate nodes can contribute. With this idea, new strategies are introduced as our design principle.

We first introduce a greedy strategy, wherein once a node finds that its improvement from gradient-descent gets slower, it stops its local iterations and hands over the temporal result to the next hop. However, simply relaying the temporal results does not bring any acceleration. This leads to the next strategy.

We further introduce a growing strategy on the size of the input dataset to make every node only cache a subset data from the whole dataset but the size of the subset data progressively increases on the following nodes. With more input data, this thus guarantees that later nodes can better improve the result.

Together with the greed strategy, the synthetic effect is that every node takes a temporal solution from its last hop as an input (i.e., a better starting point) and consumes more data to derive an even better solution for the following nodes. This can mitigate the problem of spending too much processing time for little marginal improvements at later iteration stages when running in a centralized manner. Clearly, all these new strategies can be easily realized as microservices on distributed nodes.

Before we start to introduce technical details, basic assumptions are clarified here:

- We focus on the algorithmic part and its distributed design in this work. Thus we assume that possible node failures are handled by mechanisms at the network resource layer (i.e., a secondary concern here);
- We assume that the network resource allocation happens at earlier stages by management layer; our starting point begins with considering the actual service directly (i.e., in-network processing);
- We assume that an intermediate node is not as powerful as a Commercial off-the-shelf (COTS) server machine and a single network device cannot afford the whole processing task. However, collectively, the sum of all distributed compute resources is enough.

B. Scenario and System Architecture

An example scenario considered here is illustrated in Fig. 1. Specifically, every IoT sensor collects sound data from the machine “source” it attaches to. One audio sound signal interferes in the air with sounds from other machines (as noise). Every IoT sensor constantly sends collected data to a wireless access point (AP). The AP node can be either a WiFi AP or a cellular base station of a (non-public) network. This AP keeps forwarding the data (from all sensors) to the backend “Remote Agent” over a forwarding path. This path can be either dynamically determined based on a routing protocol or statically configured. The forwarding path consists of some intermediate “Node k” and “Node k + 1”.

Given this system, there are n working machines indexed by i. The original data denoted by s_i is generated from the i-th working machine. As said, the original signal data s_i will be distorted to imperfect data x_i due to mutual interference. With m time slots, collected data at the AP aggregate to a data matrix X. Accordingly, the original counterpart of X is thus a source matrix S. We formulate this mutual interference effect as the operation in Eq. (1):

\[ X = A \times S \]  

where distorting the original source data S to X is modeled by a mixing matrix A. Mathematically, a BSS problem is an inverse operation of Eq. (1): \( \hat{S} = A^{-1} \times X = W \times X \), where original data \( \hat{S} \) are estimated by deriving the solution matrix W, which will be applied on the input data X for data restoration.

Our in-network processing scheme introduces a new processing logic as a microservice running on every intermediate node (gear icons in Fig. 1). As introduced in the previous section, while forwarding the collected data matrix X, node k will start processing with a subset data sampled from X. This aims to roughly but quickly calculate a temporal solution matrix \( W_k \), then passes \( W_k \) to node \( k + 1 \) (recall the greedy strategy). Node \( k + 1 \) will evolve the temporal solution to a better solution matrix \( W_{k+1} \) with a larger size of subset data (recall the growing strategy). We will see that such a progressive manner yields a faster converging speed without sacrificing the precision on the final solution matrix W.

Next, we detail the new processing logic, namely progressive ICA (pICA), which functions as the key component calculating the solution matrix W. Besides, all notations are summarized in Table I.

C. Intermediate Node Processing Logic

1) Preliminary: A general BSS problem blindly recovers original data from mixture data without prior knowledge. One of the popular methods is ICA [5] estimating the solution matrix W mentioned above. If original data is i) statistically independent and ii) non-Gaussian distributed, conventional ICA-based algorithms (e.g., FastICA [6]) maximize the non-Gaussianity of observed data to separate the mixtures. This can be done with an approximation of Newton’s Iteration \( \mathcal{N} \):

\[ (W_l, \Delta_l) = \mathcal{N}(X, W_{l-1}), \quad l \in \mathbb{N}, \]  

where X is the given mixture data, \( W_l \) is the estimation of separation matrix in the l-th iteration. \( \Delta_l \) is the difference between two consecutive iterations, defined by:

\[ \Delta_l = W_l \times W_{l-1}^T - I, \quad l \in \mathbb{N}, \]  

where I is an identity matrix. Newton’s Iterations keep updating \( W_l \) until it converges. It sets a desired tolerance T
indicating one of the stoppage criteria (e.g., $\Delta_k \leq Tol$) to exit the iterations. The original ICA above requires all data available on a single point, without considering the issue of running in a distributed environment.

Based on the classical version, ICA variants are proposed. For example, AeICA is introduced in [15], where a very basic growing size of subsets of data is used to calculate the solution matrix $W$ in iterations. However, the performance of AeICA is heterogeneous case-by-case, because the parameter controlling the subset data sampling distance is chosen based on an ideal assumption where the distribution of the data features is uniform. This assumption does not hold in reality because the prior knowledge on $X$ is usually unknown. This means that the sampled subset data are not always representative, which leads to inconsistent separation results.

2) Our progressive ICA (pICA) runs as an in-network microservice. On an intermediate node $k$, i) it keeps forwarding the data to the next node $k+1$; and ii) it starts with the temporal result (i.e., a solution matrix $W_{k-1}$) provided by node $k-1$ and further improves the result for the next node $k+1$.

Different to AeICA, pICA makes two substantial modifications. The first one is a new sampling strategy to sample subset data, which eliminates the dependence on the prior knowledge on input data $X$; and the second one is a new set of stoppage criteria where node $k$ uses to judge whether or not local iterations should continue.

Now we introduce the first modification – the new sampling strategy. Our pICA introduces a controlling parameter $\alpha_k$, instead of assuming any prior knowledge as in AeICA. Every node will dynamically adjust $\alpha_k$ in order to control the variety of the sampled subset data based on the outcome from the last hop. Specifically, a node $k$ can tune the value of $\alpha_k$ so that the sampling step $\mu_k$ becomes $\alpha_k$ times smaller than the step value used in the last hop:

$$\mu_k \leftarrow \frac{\mu_{k-1}}{\alpha_k}, \quad (4)$$

The decreasing value of $\mu_k$ leads to the size of sampled data sequentially increasing on consecutive nodes. For example, $\alpha_k = 2$ means on every hop the sampled data are doubled than that of the previous hop, since the sampling step is halved.

With the sampled subset data, denoted as $\mu_k X$, instead of re-computing a solution matrix $W_k$, node $k$ continues with the temporal result $W_{k-1}$ provided by the last hop:

$$(W_k, \Delta_k) \leftarrow N(\mu_k X, W_{k-1}), \quad (5)$$

where stoppage criteria of a local Newton’s Iteration, which is the second modification to AeICA are as follows.

The first criterion is the local convergence tolerance $Tol$, which characterizes the required precision of solution matrix $W_k$. Obviously, if $W_k$ is seen to arrive at the required precision (i.e., $\Delta_k \leq Tol$), the iteration on node $k$ can stop. Note that this does not mean $W_k$ is globally optimal because it is calculated based on a local subset of data sampled with $\mu_k$. On node $k+1$, the size of the subset of data will increase (e.g., $\alpha_{k+1} = \alpha_k \times 2$), so $W_k$ will be further improved if possible.

Another criterion is to indicate whether or not the local marginal gain becomes too small (recall our greedy strategy). Node $k$ continues only if the gradient value $g_k$ is still large enough in iterations. If the current $g_k$ appears too small ($g_k \leq \tilde{h}_g$), further iterations will not improve the solution matrix $W_k$ significantly anymore. Recall the existing AeICA its stoppage criterion however only employs a sole convergence tolerance based on $\mu_k$ without measuring the marginal gain. This leads AeICA to waste execution time on pursuing little improvements on one node.

After node $k$ exits its iteration, it will relay its solution matrix $W_k$ together with the stepping parameter $\mu_k$ to node $k+1$. If a node sees $\mu_k$ diminishes to smaller than 1, which means that all data have been used on the previous node. Then this node knows that it is the last stop of the progressive procedure. The action is to run a classical ICA until the precision of the final solution matrix $W$ satisfies the predefined $Tol$. Note that most of the jobs for optimizing $W$ have been done on previous nodes, thus the last step only requires little extra effort. As a final output, the solution matrix $W$ is applied on the input data $X$ to estimate original data $S$, which will be eventually used for anomaly detection. The processing logic of node $k$ (i.e., the microservice’s template) is summarized in Algorithm 1.

### IV. Numerical Results

#### A. Simulation Setup

1) Dataset: We pick a published data set from [16], called MIMII \(^2\) for evaluation. It collects normal and anomalous operating sound data of $n = 4$ types of machines (including valves, pumps, fans, and slide rails). Every segment is a 10-second audio (single-channel and sample rate is 16kHz). The size

\(^1\)The algorithm is open sourced at https://github.com/Huanzhuo/pICA
\(^2\)MIMII: Malfunctioning Industrial Machine Investigation and Inspection
of one data source $s_i$ is $m = 160k$ (sample rate $\times$ duration). Since we have 4 types of data sources, the original data $S$ is a $4 \times 160k$ matrix.

A $4 \times 4$ mixing matrix $A$ generated from a standard distribution will be applied to the original data matrix $S$ according to Eq. (1) to simulate the effect of mutual interference. At the AP node, it will receive the data matrix $X$ with the same size as $S$.

Note that this is just 10s audio data of 4 types of machines. In reality, there will be much more machine types and much longer audio data, time of data transferring and after that processing them may delay critical anomaly detection.

2) Scenarios: Our simulation considers five network configurations: $k$ intermediate nodes ($k = 0, 3, 7, 10$ and $15$, respectively), representing a low to a high level of resource availability. For each given number of intermediate nodes $k$, we run our simulation 50 times to exhibit the randomness of the mixing matrix $A$.

We implemented the proposed pICA in Python, which can be directly deployed as microservices. Multi-node network configurations are virtualized on a COTS server with an i7-6700T CPU with 16GB RAM using Ubuntu 18.04 LTS.

For comparison, we choose FastICA and AeICA discussed in Section II. Note that FastICA can only be executed on a single node. When $k = 0$ (i.e., no intermediate node available), actually all candidates (FastICA, AeICA, and pICA) run in a centralized manner.

3) Measured Metrics: The first metric is total processing time $t_p$. We use a python module time (with 1 microsecond ($\mu$s) precision). $t_p$ covers the entire data processing time in our network system, i.e., from the moment the data enters the network to the end of the estimated original data $\hat{S}$ derived.

The second metric is precision. A Source-to-Distortion Ratio (SDR) metric from [17] is used to quantify the precision of the estimated original data $\hat{S}$. Its definition is given in Eq. (6):

$$ SDR = 10 \cdot \log_{10} \frac{||s_{truth}||^2}{||\epsilon_{interf} + \epsilon_{noise} + \epsilon_{artif}||^2}, $$

where $s_{truth}$ is the known truth from the picked dataset, $\epsilon_{interf}$, $\epsilon_{noise}$, and $\epsilon_{artif}$ are the respective errors of interference, noise, and artifacts errors, which can be evaluated with the output of any separation algorithm (like our $\hat{S}$) with an open-source BSS Eval Toolbox [18]. SDR is most widely used metric nowadays because different types of errors are comprehensively considered.

### B. Processing Time and Precision

Fig. 2 provides a comparison of the processing time of selected algorithms. We can observe that pICA gains much more speed-ups with increasing numbers of intermediate nodes $k$. The processing time of pICA decreases from ca. 80ms to ca. 45ms (43.75% faster). Specifically, when $k = 0$, surprisingly, the three algorithms show similar performances because no acceleration with intermediate nodes. When $k = 3$, pICA starts outperforming the other two. The gap becomes larger when $k = 7$ increasing to $k = 15$. This proves that pICA can accelerate more with intermediate resources compared with others. Additionally, such gains tend to be deterministic (i.e., smaller variances) while the other two candidates do not show good stability.

Fig. 3 further presents the impact of how the sampling step affects the precision of processing time. The result shows that our

---

**Algorithm 1: pICA algorithm on node $k$.**

```plaintext
input : $X \in \mathbb{R}^{n \times m}, W_{k-1} \in \mathbb{R}^{n \times n}, \mu_{k-1}, \alpha_k$.
output : $W_k \in \mathbb{R}^{n \times n}, \mu_k, \alpha_{k+1}$ or $\hat{S}$.
1. Update stepping parameter $\mu_k \leftarrow \frac{\mu_{k-1}}{\alpha_k}$;
2. Sample subset of sensing data $\mu_k X$;
3. while True do
   4. $W_k \leftarrow \mathcal{N}(\mu_k X, W_{k-1})$;
   5. if $\mu_k > 1$ then // Intermediate node of computing.
      6. if $\Delta_k < Tol$ then // Reach tolerance.
         7. $\alpha_{k+1} = \alpha_k \times 2$; break;
      8. else if $g_k < \hat{h}_g$ then // Small gradient variation.
         9. $\alpha_{k+1} = \text{max}(2, \frac{g_k}{\alpha_k})$; break;
     10. $k++$;
   11. else // Last node of computing.
      12. if $\Delta_k < Tol$ then // Reach tolerance.
         13. $\hat{S} = W_k \times X$; break;
   14. end
4. end
```

---
pICA even prefers starting with a small subset of data (i.e., larger values of $\mu_0$). For example, when $\mu_0 = 1$ (meaning with all data), pICA does not yield any acceleration at all; however, with $\mu_0 = 3$, the processing time declines from 65 ms to 53 ms; with $\mu_0 > 21$, the processing time constantly reduces to around 45 ms. On the other hand, since AeICA is very sensitive to the parameter $\mu_0$, which depends on the prior knowledge of the input data, its performance becomes worse. Thus, it cannot always benefit from available intermediate nodes. This justifies our proposed growing strategy.

Fig. 4: Processing precision comparison, $\mu_0 = 511, \alpha_0 = 2$.

Fig. 4 compares the achieved precision (SDR) with different methods. It proves that our pICA does not compromise its precision for acceleration but yields an equivalent precision as the other two methods to restore the original data. It again justifies the benefits of the progressive and greedy strategies when pICA is executed hop-by-hop.

C. Performance of Intermediate Nodes

At last, we reveal the intermediate procedure by showing the execution costs of pICA (with $k = 7$ and $\mu_0 = 500$) on individual nodes. The result shows that 60% of processing tasks are finished on intermediate nodes and only 40% jobs left to the last node. Meanwhile, the precision of the estimated original data $\hat{S}$ improves quickly (> 60% after node 4’s processing) with the size of the subset data growing. It reveals that with small amounts of data, a solution matrix with relatively high precision can be derived. This again justifies the effectiveness of our strategy of introducing the only subset of data on every hop.

V. CONCLUSION

This paper provides a novel in-network processing solution suitable with microservices for acoustic data separation for anomaly detection: progressICA. It is built with in-network nodes and results prove that it indeed accelerates the processing time of mixture data separation by up to 43.75%. This gives a new representative use case demonstrating the advantage of in-network processing and how spare resources can be better utilized for critical tasks.

Fig. 5: Intermediate execution costs of pICA $k = 7$ and $\mu_0 = 500, \alpha_0 = 2$.
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