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Abstract—Facial analysis models are increasingly applied in real-world applications that have significant impact on peoples’ lives. However, as literature has shown, models that automatically classify facial attributes might exhibit algorithmic discrimination behavior with respect to protected groups, potentially posing negative impacts on individuals and society. It is therefore critical to develop techniques that can mitigate unintended biases in facial classifiers. Hence, in this work, we introduce a novel learning method that combines both subjective human-based labels and objective annotations based on mathematical definitions of facial traits. Specifically, we generate new objective annotations from two large-scale human-annotated dataset, each capturing a different perspective of the analyzed facial trait. We then propose an ensemble learning method, which combines individual models trained on different types of annotations. We provide an in-depth analysis of the annotation procedure as well as the datasets distribution. Moreover, we empirically demonstrate that, by incorporating label diversity, our method successfully mitigates unintended biases, while maintaining significant accuracy on the downstream tasks.
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I. INTRODUCTION

In recent years, artificial intelligence (AI) has been incorporated into a large number of real-world applications. By integrating automated algorithm-based decision-making systems one might expect that the decisions will be more objective and fair. Unfortunately, as several approaches have shown [1], [2], this is not always the case. Given that AI algorithms are trained with historical data, these prediction engines may inherently learn, preserve and even amplify biases [3]. Special attention has been devoted to facial analysis applications since in the biometric modality performance differentials mostly fall across points of sensitivity (e.g. race and gender) [4].

Particularly, the human face is a very important research topic as it transmits plenty of information to other humans, and thus possibly to computer systems [4], such as identity, emotional state, attractiveness, age, gender, and personality traits. Additionally, the human face has also been of considerable interest to researchers due to the inherent and extraordinarily well-developed ability of humans to process, recognize, and extract information from others’ faces [5]. Faces dominate our daily situations since we are born, and our sensitivity to them is strengthened every time we see a face under different conditions [5].

With the vast adoption of those systems in high-impact domains, it is important to take fairness issues into consideration and ensure sensitive attributes will not be used for discriminative purposes. In this work, we focus our attention on two main aspects of facial analysis, attractiveness and facial expression, both of which have a powerful impact on our lives. For instance, the pursuit for beauty has encouraged trillion-dollar cosmetics, aesthetics, and fitness industries, each one promising a more attractive, youthful, and physically fitter version for each individual [6]. Beauty also seems to be an important aspect of human social interactions and matching behaviors, in which more attractive people appear to benefit from higher long-term socioeconomic status and are even perceived by peers as “better” people [6].

Simultaneously, facial expression is one of the most powerful, instinctive and universal signals for human beings to convey their emotional state and intentions [7]. Often the face express an emotion before people can even understand or verbalize it. Mehrabian et al. [8] shows that 55% of messages regarding feelings and attitudes are conveyed through facial expression, 7% of which are in the words that are spoken, and the rest of which are paralinguistic.

In part because of its importance and potential uses as well as its inherent challenges, automated attractiveness rating and facial expression recognition have been of keen interest in the computer vision and machine learning communities. Several approaches have proposed methods for automatically assessing face attractiveness and expressions through computer analysis [9], [10]. However, as already shown in previous work [1], [11], [12], models that are trained to automatically analyze facial traits might exhibit algorithmic discrimination behavior with respect to protected groups, potentially posing negative impacts on individuals and society.

Despite several advances towards understanding and mitigating the effect of bias in model prediction, limited research focused on augmenting the label diversity of the annotations. Thus, in this work, we introduce a novel learning method to mitigate such fairness issues. We propose a method to generate and combine different types of label annotations, such as the subjective human-based labels, and the objective labels based on geometrical definitions of attractiveness and facial expression. We hypothesize that introducing diversity into the
decision-making model by adding mathematical and possibly unbiased notions in the label dimension should reduce the biases. To the best of our knowledge, this is the first time a pre-processing debiasing method combines “objective” (mathematical) labels and “subjective” (human-based) annotations.

To summarize, our key contributions are as follows: (1) We generate new annotations based on specific traits of the human face. (2) We propose a novel method that aims to mitigate biases by incorporating diversity into the training data for two tasks: attractiveness classification and facial expression recognition. However, we note that our approach extends to any tasks that have objective measures as well as subjective human labeling; (3) We show that our approach is not dependent upon the data distribution of the novel annotations. Moreover, we show that the models trained on mathematical notions achieve a better fairness metric compared to the models trained on only the human-based labels; (4) Finally, using our method, we are able to achieve improvements in the fairness metrics over the baselines, while maintaining comparable accuracy.

II. RELATED WORK

We address the literature study according to three aspects: fairness in deep learning, attractiveness, and facial expression recognition (FER).

A. Fairness in Deep Learning

Machine learning algorithms can learn bias from a variety of different sources. Everything from the data used to train it, to the people who are using this tool, and even seemingly unrelated factors can contribute to AI bias [13]. Technical approaches to mitigate fairness issues may be applied to the training data (1), prior to modelling, known as pre-processing; at the point of modelling (2), named as in-processing; or at test time (3), after modelling, called post-processing.

The pre-processing approaches argue that the issue is in the data itself, as the distributions of specific sensitive variables may be biased and/or imbalanced. Thus, pre-processing approaches tend to alter the distribution of sensitive variables in the dataset itself. More generally, these approaches perform specific transformations on the data with the aim of removing discriminative attributes from the training data [14]. Our work fits into the pre-processing approach since we add new ground-truth annotations for which different models are optimized. In contrast with the pre-processing approaches, the in-processing ones argue that the fairness issue may be in the modelling technique [15]. Usually, these approaches tackle fairness issues by adding one or more fairness constraints into the model optimization functions towards maximizing performance and minimizing discriminative behavior. Finally, the post-processing approaches recognize that the actual output of a model may be unfair to one or more protected variables [15]. Thus, post-processing approaches tend to apply transformations to the model output to improve fairness metrics.

B. Attractiveness

Even though attractiveness has a considerable influence over our lives, which characteristics make a particular face attractive is imperfectly defined. In modern days a common notion is that judgments of beauty are a matter of subjective opinion. However, it has been shown that there is a very high agreement between groups of raters belonging to the same culture and even across cultures [16], [17], and that people might share a common taste for facial attractiveness [18]. Thus, if different people can agree on which faces are attractive and which faces are not attractive when judging faces of different ethnic backgrounds, then this indicates that people all around the globe use similar features or criteria when making up their judgments.

The earliest facial attractiveness predictors are based on traditional machine learning methods. As well as for other computer vision tasks, deep learning brought great performance improvements for facial beauty assessment [19], [20]. However, as recently demonstrated [11], [12], these approaches were shown to discriminate against certain groups. Some pre-processing approaches were proposed to mitigate such behavior. For instance, in the work of Sattigeri et al. [11], the authors use a generative model to create a dataset that is similar to a given dataset, but results in a model that is more fair with respect to protected attributes. Another example is the work of Ramaswamy et al. [12], which modifies the generative model to create new instances by independently altering specific attributes (e.g., removing glasses). Both works expand the training dataset from 2 to 3 × its original size.

In this work, to extract the so-called objective annotations of the attractiveness based on facial traits, we follow the work of Schmid et al. [21] and use three predictors that have been proposed in literature, and were empirically shown to correlate with human attractiveness ratings: Neoclassical Canons, Face Symmetry, and Golden Ratios. Neoclassical canons were proposed by artists in the renaissance period as guides for drawing beautiful faces [22]. The basic idea behind this definition is that the proportion of an attractive face should follow some predefined ratios. Facial symmetry has been shown as an important factor for attractiveness [23]. It has many different definitions [21], [23]–[25], but it generally refers to the extent that one half of an image (e.g., face) is the same as the other half. In our work, we follow the definition presented in the work of Schmid et al. [21], which define the axis of symmetry to be located vertically at the middle of the face. Finally, the golden ratio theory defines that faces that have features with ratios close to the golden ratio proportion are perceived as more attractive [26]. The golden ratio is approximately the ratio of 1.618 [26]. We refer to the work of Schmid et al. [21] for additional details on the methods used in this work.

C. Facial Expression Recognition

Facial expression is one of the most powerful and instinctive means of communication for human beings. In the past decade, much progress has been made to build computer systems to understand and use this natural form of human communication [9], [10], [27]. Usually such systems are treated as a classification problem, and the basic set of emotions (classes) are defined as happiness, surprise, anger, sadness, fear, disgust
and neutral (no emotion) [28]. As in other related fields, deep learning has improved the performance of FER systems, and some works [1], [29] have recently focused on understanding and mitigating biases in such systems. Li and Deng [30] observed that disgust, anger, fear, and surprise are usually underrepresented classes in datasets, thus being harder to learn compared to the majority classes.

Moreover, some works have shown slight differences in perception regarding some expressions in female and male faces. For instance, women were shown to be generally seen as happier than men [31]. Becker et al. [32] demonstrated that people are faster and more accurate at detecting angry expressions on male faces and happy expressions on female faces. Denton et al. [2] find that a smiling classifier is more likely to predict “smiling” when eliminating a person’s beard or applying makeup or lipstick to the image while keeping everything else unmodified.

In our work, to extract the objective annotations of facial expressions, we adopt the Facial Action Coding System, which consists of facial action units (AUs) [33] that objectively code the muscle actions typically seen for many facial expressions [34]. Recently, in the FER field, the idea of using the relationship among multiple labels has been explored [1]. In the context of objective labels to mitigate fairness issues, Chen and Joo [1] leads the initiative by proposing an in-processing approach that incorporates the triplet loss to embed the dependency between AUs and expression categories. However, differently than previous work, we propose to use AUs in the pre-processing step. Moreover, we show that our method not only successfully mitigates biases for FER, but also for rating attractiveness, and future work could expand it to other tasks that involve subjective labels.

III. PROPOSED METHOD

Previous work [16] suggests that there is no single feature or dimension that determines attractiveness, and that attractiveness is the result of combining several features, which individually represent different aspects of a persons’ face. Moreover, this theory indicates that some facial qualities are perceived as universally (physically) attractive. Similarly, facial expressions can be seen as a multi-signal system [35], and have been shown to possess universal meaning, regardless of culture and gender [36], [37]. Based on these premises, we propose a method that combines several models trained on two main concepts: one based on different geometrical traits (objective annotations) and another based on human judgment (subjective annotations).

Our proposed method consists of three main steps: (1) we generate annotations based on different mathematical notions. (2) next, we train one machine learning model for each of the mathematical concepts, and one model with the original human-based annotations. (3) finally, we aggregate all the models into an ensemble framework. Our main hypothesis is that by combining the objective (geometrically-based), and the biased and subjective (human-based) notions we can effectively reduce the effect of discrimination on the system. Our goal is to create a diverse set of decision-making algorithms that when combined can produce a fairer system.

To measure the discriminative behavior, we use different metrics according to the related work of the two tasks explored in this work. For the attractiveness classification [11], [12], we use the metric of Equality of Opportunity (ΔEoO), which is defined [11] as the difference of conditional false negative rates across groups. For the FER [1], we use the Calders-Verwer discrimination score [38] (ΔDisc), which is defined as the difference between conditional probabilities of advantageous decisions for non-protected and protected members.

A. Data Annotation

The first step of our proposed method consists of generating annotations based on mathematical notions. We next describe the process for each of the explored tasks.

1) Attractiveness: In this work, we use the attractive human-based labels from the CelebA dataset [59], which has been already studied by previous work [11], [12] in the context of fairness. We purposefully selected a dataset containing celebrities since previous work already claimed that some aspects of famous people might influence the way people rate attractiveness [40]. For instance, it is suggested by Thwaites et al. [40] that the humor and personality associated with a specific character make the celebrity attractive. Additionally, previous work [11], [12] already studied and demonstrated fairness issues regarding the attractive feature in this dataset.

Our first step is composed of extracting facial landmarks from the images. Given that the attractiveness measures we are using in this step are based on geometrical traits and landmarks of the face, and in order to avoid miscalculation, we discard some lateral facial poses. Specifically, we remove images in which the difference between the euclidean distance of the eyes is less than a given threshold. We empirically tested several thresholds on thousand images and found that the best one was β = 10. At the end of this process of discarding lateral images from the original CelebA dataset, we kept 137,048 of the 162,770 training images (84.19%), and 16,896 of the 19,867 validation images (85.04%).

Once we are able to detect all the necessary facial landmarks in mostly frontal images, we calculate the mathematical notions of attractiveness for all the remaining images. Figure 1 shows the dataset distribution for female and male for each calculated metric. Even though the distributions for the same metric are similar across gender, the high peaks across the metrics are slightly different. Additionally, each metric has its own ideal (target) value. While golden ratio defines the best ratio as 1.618, symmetry and neoclassical canons define it as 0. We note that neoclassical canons is the curve which posses the most distant peak from the target value. We hypothesize that this attractiveness metric may be too restrictive, thus not perfectly reflecting the real distribution of the data. This might be related to the fact that neoclassical canons is based on artistic concepts, as mentioned by Farkas et al. [22].

Since all of the attractiveness definitions generate a unique continuous value describing the attractiveness of each person, and the CelebA dataset has binary attribute annotations, to obtain consistency we define five different ranges for each mathematical attractiveness measure. These ranges correspond
to the amount of variation each metric tolerates. For golden ratio, since its ideal value is 1.618, we define a delta (δ) value that defines the range for which one is considered attractive, e.g., for a hypothetical δ = 0.1, we consider all images that possess golden ratio from 1.518 (1.618 − δ) to 1.718 (1.618 + δ) as attractive. In contrast, since symmetry and neoclassical canons establish the ideal value as 0, and negative values for both metrics are infeasible, we use a threshold t that defines the range of attractive people from 0 to t, e.g., for t = 4 a person is considered attractive if it contains a proportion below 4.

Therefore, the higher the δ or the t, the more people will fit into the attractive category. Our goal when choosing δ and t is to obtain the most balanced attractive distribution possible. Thus, we generate, for each metric, five new binary ground-truth labels for attractiveness, one for each chosen range (δ or t). It is important to note that we use the annotations provided by the CelebA for the sensitive attribute. Furthermore, the subjective annotations are the ones we obtain when using the original attractiveness labels from the CelebA. We solely generate annotations for the objective definition of attractiveness based on geometrical traits of the human face.

2) Facial Expression Recognition: For the FER system, we use all the preprocessing procedures and datasets provided in the work of Chen and Joo [1]. We highlight the fact that, in their work, the training datasets and the test splits differ. Thus, ExpW [42, 43] was used for training, and CFD [44] was used as test set. Moreover, all models are treated as a binary classification, i.e., happy/unhappy, and the unhappy class is defined as all the instances that are not annotated as happy in the original human-based labels.

For generating the objective annotations, our first step is composed of extracting the AUs for all images in the training dataset. We extract both the presence (as a binary feature) as well as the intensity (as a float feature) of each AU. Next, we create two algorithms, one which we named ‘ObjBase’, based mainly on the detection of AUs, and a second named ‘ObjLCS’, which is also based on intensities. For the first one, we simply test whether the combination of AUs for a specific facial expression exists, e.g., whether all the AUs that compose an expression [33] are active for a particular image. Thus, we only annotate the image as containing a particular facial expression if all the AUs that compose that expression are activated. In case two facial expressions are detected, which happens in 12% of images, we average the intensity of the AUs that compose the facial expressions, and annotate the one which contains the highest average.

However, requiring that all AUs be active is a very hard constraint for some expressions, such as ‘fear’ which is composed of a combination of seven AUs. This can be observed in Figure 2A since almost no instance (i.e., 0.3%) is labeled as containing the ‘fear’ expression. Hence, next, we propose a second algorithm for annotating the expressions in an objective way. We use the Longest Common Subsequence (LCS) method, which is a function whose purpose is to count the number of operations required to transform one string (i.e., activated AUs) into another (i.e., AUs that compose a facial expression). Our goal is to find the expression which contains the AUs closer to the detected ones, not necessarily requiring that all AUs pertaining to that expression be active.

Using the LCS, we compare the AUs detected in the image with the AUs that represent each of the six basic emotions as found by previous literature. However, using this method might select more than one expression for each image. In this case, we follow the work of Peres et al. [47] which calculates the euclidean distance between the intensity of the AUs detected by each facial expression selected and the ones defined by Ekman et al. [33]. The expression that results in the lowest Euclidean distance is the annotated one.

---

**Fig. 1:** Histograms showing the data distributions per gender for the attractive attribute.

**Fig. 2:** Histograms showing the data distributions per gender for the facial expression attribute. Green dots represent the frequency of each facial expression for the human-based annotations.
Nevertheless, extracting the neutral expression individually using the LCS algorithm is not possible since we try to approximate the expression which possesses the AUs closer to the active AUs, while the neutral expression implies absolutely no AU is active. To solve this, we use a threshold \( t \) that determines a neutral expression if the average intensity of the AUs of the detected facial expression is less than \( t \). We define three possible thresholds \( t \) (0.3, 0.4 and 0.5), with distributions depicted on Figures 25, 26 and 27, respectively. The higher the \( t \), the more concentrated the distribution is to the neutral expression (i.e., less evenly distributed among the six facial expressions). The green dots represent the distribution of the expressions for the human-based annotations (\( H \)). We note that all thresholds \( t \) provide a more distributed labels per facial expression than the one annotated by humans, i.e., for the human-based labels 70.9% of the instances are considered as happy or neutral. Thus, all expressions are more well-represented and balanced in the objective annotations.

B. Model Training

In our experiments for the attractive attribute, we use ResNet-18 [48] as the base architecture, while for the FER, following previous work [1], we use ResNet-50 pre-trained on ImageNet [49]. The inputs of the ResNet-18 model are \( 128 \times 128 \) colored images, and \( 224 \times 224 \) for the ResNet-50. All models were trained with the cross entropy loss and Adam [50] optimizer. The learning rate (LR) was set to 1e-3 for the attractiveness classification, and 1e-4 for the FER. We use LR scheduler for the former one, which reduces the initial value by 0.1 when the validation loss does not improve for 10 epochs. For the latter one, we reduce the LR by 0.1 every 6 epochs for the initial LR.

C. Ensemble

The last main step in our proposed method is combining models trained on different perspectives. This step has two main motivations: (1) most recent approaches replace several human decision-makers with a single algorithm, such as COMPAS for recidivism risk estimation [51]. However, in high-stake real-world applications, the decision is taken from multiple human beings. Thus, we argue that one could introduce diversity into machine decision making by instead training a collection of algorithms, each capturing a different perspective about the problem solution, and then combining their decisions in some ensemble manner (e.g., simple or weighted majority voting); (2) the rich literature on ensemble learning, where a combination of a diverse ensemble of predictors have been shown (both theoretically and empirically) to outperform single predictors on a variety of tasks [52]. In this work, we implement bagging using the following weighted process for each instance \( x \) of the test set:

\[
f(x) = \sum_{i=1}^{M} \alpha_i \cdot o_i(x),
\]

where \( f(x) \) is the ensemble prediction for the instance \( x \), \( M \) is the number of individual models we combine, \( o_i \) is the output of the \( i_{th} \) model for instance \( x \), and \( \alpha_i \) represents the weight that the \( i_{th} \) model has in the final ensemble output of \( f(x) \). Hence, each model has an influence in the final decision.

IV. Results

In this section we describe our main results for both tasks. Each follow the same presentation of sections: (1) we first report the distribution of the generated datasets; (2) we then show the result of the individual models on the test sets; (3) next, we show the results when combining individual models into an ensemble; (4) finally we compare our results with previous literature.

A. Attractiveness

1) Dataset Distribution: Our objective when generating different \( \delta \) and \( t \) choices is to analyze whether slightly altering the dataset distribution heavily affects the models’ behavior. In Table I we show the distribution of the dataset regarding the new attractiveness measures for each attractiveness range \( \delta \) or threshold \( t \), also scattered across the sensitive attribute of gender expression. We also added the new distribution of the CelebA dataset (\( H \)) when removing lateral facial poses. We first observe from Table I that the target attribute has a distribution close to 50% for at least one option of \( \delta \) and \( t \) for all attractiveness metrics. For instance, the range \( \delta = 0.19 \) for golden ratio has 51% attractive people, the thresholds \( t = 4.2 \), for symmetry, \( t = 0.29 \) for neoclassical canons, have 50% and 52% attractive people, respectively. We also note that the gender attribute varies according to the target attribute and threshold, i.e., when the target attribute is close to 50%, the distribution of male/female is also close to 50%. The only exception are the human-based (\( H \)) labels.

| \( \delta \) or \( t \) | \( Y = 1 \) | \( Y = 0 \) |
|----------------|----------------|----------------|
| \( \delta = 1 \) | 46% 23.5% 67.5% | 54% 43.8% 51.1% |
| \( \delta = 0.3 \) | 48% 32.9% 67.1% | 52% 49.3% 50.7% |
| \( \delta = 0.4 \) | 51% 33.4% 66.6% | 49% 49.7% 50.3% |
| \( \delta = 0.5 \) | 54% 33.8% 66.2% | 50% 50.2% 49.8% |
| \( \delta = 4 \) | 56% 34.2% 65.8% | 44% 50.6% 49.4% |

| \( S \) | \( \delta = 1 \) | 47% 41.9% 58.1% | 53% 40.9% 59.1% |
| \( \delta = 0.3 \) | 50% 42.0% 58.0% | 50% 40.8% 59.2% |
| \( \delta = 0.4 \) | 52% 42.1% 57.9% | 48% 40.6% 59.4% |
| \( \delta = 0.5 \) | 54% 42.2% 57.8% | 46% 40.4% 59.6% |
| \( \delta = 4 \) | 56% 42.3% 57.8% | 44% 40.3% 59.7% |

| \( NC \) | \( \delta = 1 \) | 29% 56.5% 43.5% | 71% 35.2% 64.8% |
| \( \delta = 0.3 \) | 36% 54.8% 45.2% | 64% 33.7% 66.3% |
| \( \delta = 0.4 \) | 44% 53.2% 46.8% | 56% 32.1% 67.9% |
| \( \delta = 0.5 \) | 52% 51.7% 48.3% | 48% 30.1% 69.9% |
| \( \delta = 4 \) | 60% 49.8% 50.2% | 40% 28.2% 71.8% |

| \( H \) | \( \delta = 1 \) | 53% 23.3% 76.7% | 47% 61.7% 38.3% |
| \( \delta = 0.3 \) | 48% 30.1% 69.9% | 51% 33.7% 66.6% |
| \( \delta = 0.4 \) | 52% 42.1% 57.9% | 48% 30.1% 69.9% |
| \( \delta = 0.5 \) | 54% 42.2% 57.8% | 46% 40.4% 59.6% |
| \( \delta = 4 \) | 56% 42.3% 57.8% | 44% 40.3% 59.7% |
2) Individual Models: In this section, we describe the results when individually training the models. Specifically, we train one model for each range \( \Delta s \) or threshold \( t \) and attractiveness definition as depicted in Table I. We then evaluate the models on the human-based attractiveness concept, using CelebA original test set annotations. For reproducibility, we run each model over three seeds, and report the average performance. Our goal is to verify whether testing “objective” models on the CelebA test set actually reduces the fairness metric compared to the model originally trained on its original and “subjective” annotations. Table II shows the results for models trained on golden ratio, symmetry, and neocanons, respectively, evaluated on CelebA test set for the sensitive attribute male. We also added a row named \( H \), which depicts the average result of the models trained and evaluated on CelebA annotations. We highlight the fact that all the models were trained only using the (mostly) frontal images, i.e., all models were trained on the same set of images, however, each one used a different ground-truth annotation during training.

We first note a trade-off between accuracy (“Overall” Accuracy column) and fairness (\( \Delta \text{EoO} \) column), as previously discussed in the literature [53]. This is especially the case for models trained on objective annotations, compared to the one trained on CelebA, which obtained a better fairness result (lower \( \Delta \text{EoO} \)) but close to random overall accuracy (50% in a binary classification problem). However, the low accuracy is expected since they were not trained to capture subjective human-like patterns, instead, they were trained to detect mathematical definitions of attractiveness. Furthermore, we notice that the \( \Delta \text{EoO} \) is much lower on the models based on geometrical traits than the one trained on human-based labels. In other words, all the models trained on geometrical concepts of attractiveness are much less discriminative in the chosen fairness metric than the one trained on subjective notions, regardless of the choice of threshold \( \delta \) or \( t \).

Therefore, we can conclude that individually training models on the geometric notions of attractiveness improve the fairness metrics for all test set evaluations. This supports our claim that models trained to perceive mathematical notions of attractiveness in fact mitigate some forms of biases. However, even though our goal is to add the fairness constraint to the unfair decision-making process, we do not wish to reduce the accuracy to a random-choice level since this results in a useless model that would be misclassifying half the instances. Thus, we next combine all models into an ensemble.

3) Ensemble Model: The ensemble in this section combines four models, each trained on a different definition of attractiveness. As previously described in Section III-C, we used a weighted combination of the models, i.e., each individual model possesses a different influence over the final prediction. Figure 3 shows the result of several weighting values per model for the sensitive attribute male. The plot on the left (Figure 3a) corresponds to the ensemble results for the selected best individual models, i.e., models which obtained best results with respect to \( \Delta \text{EoO} \) in the CelebA test set, while the one on the right (Figure 3b) depicts the result for the worst models. The previous results showed an average result across three different runs, each with a different seed. However, when combining the models in the ensemble we randomly chose one seed for all models.

We show the result of each ensemble with respect to accuracy (x axis) and \( \Delta \text{EoO} \) (y axis) in Figure 3. Each blue dot illustrates the result of one ensemble model (one weighted combination) of the four models. We varied the weight of each individual (base) model from 0 to 1 with steps 0.1. Thus, at the end, we obtain more than 10,000 possible combinations. To best understand the results over the baseline, we also plotted the result of models trained with a single attractiveness definition. Thus, the model trained only on human-based CelebA annotations is shown in red, and the ones trained only with mathematical concepts of attractiveness, such as golden ratio, symmetry and neoclassical canons, are shown in green, pink, and orange, respectively.

Finally, the gray dots represent the Pareto analysis, which is based on Pareto efficiency [54]. Pareto-optimal solution in multi-objective optimization delivers optimized performance across different objectives [54]. In this work, we wish to optimize for both accuracy and fairness. Thus, the optimal solutions when maximizing accuracy and minimizing \( \Delta \text{EoO} \) are the ones shown in gray.

We first observe that both Figure 5a and Figure 5b show comparable curve results. This suggests that individually combining the best and worst models into an ensemble have approximately the same result regarding overall accuracy and \( \Delta \text{EoO} \). Moreover, it reinforces our previous finding, in which the choice of \( \delta \) and \( t \) does not have a huge impact on the final result. In contrast, as shown in both plots, the final result is heavily dependent on the weights each base model has in the final ensemble. This can be directly inferred from how scattered the ensemble models are (light blue dots). Therefore, from Figure 3 we can see that there is a wide range of possible models. For instance, from the horizontal gray line,
fixed at $\Delta EoO = 0.2$ [12], it is possible to obtain an overall accuracy from $\approx 0.62$ to more than 0.8. Simultaneously, it is also possible to obtain an ensemble whose accuracy is 0.73 [11], represented by the vertical gray line, whose $\Delta EoO$ varies from 0.1 to less than $\approx 0.2$. The decision upon which ensemble to choose from will depend heavily on the downstream application.

4) Comparison with Prior Work: Finally, in this section, we compare our method with previous approaches. In order to choose some ensembles over all possible combinations, we opted for selecting models included in the Pareto boundary for both plots. Specifically, we sort the models with respect to fairness, and select the top 3 models in the intersection of both Pareto boundaries. We compare our method with previous debiasing approaches for the attractive attribute [11], [12]. Table III depicts the results. We first note that, combining different definitions of attractiveness; red, green, pink and orange crosses indicate the model trained with only CelebA (H), golden ratio (GR), symmetry (S) and neoclassical canons (NC) annotations, respectively; finally, the gray dots represent the Pareto analysis.
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(a) Best performing models.
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(b) Worst performing models.

Fig. 3: Results of different weighting values to compose the final ensemble for the attractive attribute. Plots on the first and second column correspond to the best and worst individual models with respect to $\Delta EoO$ in Table II respectively. We show the result of each ensemble with respect to accuracy (x axis) and $\Delta EoO$ (y axis) for the sensitive attribute male. Light blue dots represent the ensemble models, i.e., combining different definitions of attractiveness; red, green, pink and orange crosses indicate the model trained with only CelebA (H), golden ratio (GR), symmetry (S) and neoclassical canons (NC) annotations, respectively; finally, the gray dots represent the Pareto analysis.

TABLE II: Comparison of Fairness GAN [11], Latent Space De-biasing (LSD) [12], and a set of the ensemble models we obtained from combining individual models trained on different attractiveness definitions, as shown in Figure 3

| Data Def. | Y = 1 | M | F |
|-----------|-------|---|---|
| ObjBase   | 25.4% | 64.8% | 35.2% |
| ObjLCsH  | 15.0% | 62.0% | 38.0% |
| ObjLCsM  | 14.5% | 61.9% | 38.1% |
| ObjLCsS  | 13.5% | 62.1% | 37.9% |
| ObjLCsN  | 33.1% | 63.2% | 36.8% |
| CFD-Hap   | 36.3% | 50.0% | 50.0% |

TABLE IV: Dataset distribution for the happiness expression. We use ExpW [42], [43] as training dataset, however, following Chen and Joo [1], during training, we sample $20k$ instances and average the results over 5 runs [1]. For both happy ($Y = 1$) and unhappy ($Y = 0$) expressions, we also add their distribution with respect to gender, i.e., male (M) and female (F). ObjBase and ObjLCs correspond to the different objective definitions (Def.) for annotating the facial expressions using AUs, respectively, and $H$ represents the human perception. CFD-Hap corresponds to the test set used to evaluate models [1].

other pre-processing approaches for the attractive attribute.

B. Facial Expression Recognition

1) Dataset Distribution: Table IV shows the distribution of the training and test dataset for the FER system. We also added the distribution of the ExpW dataset ($H$). We first note that, due to the the fact that we are dealing with a binary classification [1], all expressions that are not annotated as happy, are considered as unhappy. Thus, we end up with an imbalanced training dataset for both subjective and objective annotations. The distribution of the test set was purposely modified [1] such as the allocation of happy and unhappy images between male and female would be the same. We can visualize that the base algorithm for generating the ‘objective’ labels is the closest one to the distribution of the the labels provided by humans. Additionally, since the algorithm ObjLCs generates labels that are more spread across all the six facial expressions, it ends up providing an even more imbalanced dataset with respect to the binary happiness attribute.
Overall M F  

| Def.       | Accuracy | ∆Disc |
|------------|----------|-------|
| ObjBase    | 0.926 ± 0.007 | 0.932 | 0.921 | 0.052 ± 0.019 |
| ObjLCS0.3  | 0.826 ± 0.027 | 0.830 | 0.821 | 0.009 ± 0.021 |
| ObjLCS0.4  | 0.829 ± 0.013 | 0.833 | 0.825 | 0.013 ± 0.022 |
| ObjLCS0.5  | 0.816 ± 0.017 | 0.822 | 0.810 | 0.013 ± 0.027 |
| H          | 0.935 ± 0.009 | 0.936 | 0.934 | 0.046 ± 0.025 |

TABLE V: Results of models trained on different facial expression notions and evaluated on CFD test set. We show the average results across five different seeds for the sensitive attribute gender [1]. ObjBase and ObjLCS correspond to the different objective definitions (Def.) for annotating the facial expressions using AUs, respectively, and H represent the human perception. We highlighted the best and underlined the worst average ∆Disc results.

2) Individual Models: Similarly to the attractive attribute, our goal in this section is to verify whether testing models trained on objective labels of the ExpW dataset actually reduces the fairness metric in the CFD dataset [1]. Table V depicts the average results across five different runs of the individual models, each trained on a different definition of facial expression for the happiness attribute. We trained one model for each distribution shown in Figure 2. We also added a row named H, which depicts the average result of the models trained on human-based annotations. As is the case for the attractive attribute, we notice a trade-off between accuracy (‘Overall’ Accuracy) and fairness (∆Disc). This is mainly the case for the models trained using the ObjLCS algorithm since it obtains the lowest ∆Disc values.

However, we see that the best performing ObjLCS algorithm was t = 3, while the worst was t = 5 since it has more variability regarding ∆Disc. Moreover, the algorithm ObjBase obtains competitive accuracy results with the models trained on human labels (H), with the expense of having a relatively similar and high fairness measure. We hypothesize that this happens due to the fact that ObjBase is very strict when it comes to labeling the facial expressions, i.e., it annotates the facial expression only if all the expected AUs, according to literature [55], are detected. This hurts the diversity of annotations, as it was described in Section IV.B.1. Additionally, this can be easily visualized in Figure 2a which labels more than 70% of the training dataset as containing two facial expressions, i.e., neutral and happiness. Nonetheless, we can conclude that individually training models on the objective notions of facial expressions might improve the fairness metrics.

3) Ensemble Model: The ensembles in this section are produced by a weighted combination of three models, i.e., H, ObjBase and ObjLCS, each trained on a different definition of facial expression. We followed the same procedure as in the attractive attribute, and randomly chose one seed for all models. Figure 4 shows the result of several weighting values per model. The plot on the left corresponds to the ensemble results for the selected best individual models, i.e., models which obtained best results with respect to ∆Disc, while the one on the right depicts the result for the worst models.

We show the result of each ensemble with respect to accuracy and ∆Disc in Figure 4. Each blue dot illustrates the result of one ensemble model, and the individual models are shown as crosses: the model trained on human-based annotations is shown in red, and the ones trained only with mathematical concepts, such as ObjBase and ObjLCS, are shown in green and orange, respectively. We varied the weight of each individual (base) model from 0 to 1 with steps 0.05. Finally, the gray dots represent the Pareto analysis.

We observe that both Figure 4a and Figure 4b show comparable curve results, suggesting again that individually combining the best and worst models into an ensemble have approximately the same result regarding overall accuracy and ∆Disc. We even visualize that the ensembles that combine the worst performing models have more models with ∆Disc = 0. This is possible due to the fact that this is a less strict metric, relying exclusively in keeping the proportion between predictions of both sensitive groups balanced, i.e., it does not use any information from the labels. As is the case for the attractive attribute, the final result is heavily dependent on the weights each base model has in the final ensemble. Thus, from Figure 4 we can see that there is a range of possible models, e.g., from the horizontal gray line, fixed at ∆Disc = 0.006 [1], it is possible to obtain an accuracy of 0.9.

4) Comparison with Prior Work: In this section, we compare our method with previous debiasing approaches for the FER system [1]. Table VI shows the results obtain a low standard deviation compared to previous methods. Thus, as is the case for the attractive attribute, we obtained a better trade-off between a given fairness metric.
Fig. 4: Results of different weighting values to compose the final ensemble for the facial expression attribute. Plots on the first and second column correspond to the best and worst individual models with respect to ΔDisc in Table V, respectively. We show the result of each ensemble with respect to accuracy (x axis) and ΔDist (y axis) for the sensitive attribute gender. Light blue dots represent the ensemble models, i.e., combining different annotations; red, green, and orange crosses indicate the model trained with only human-based annotations (H), base (ObjBase) and LCS (ObjLCS), objective annotations, respectively; finally, the gray dots represent the Pareto analysis.

(ΔDisc) and accuracy for the FER system.

V. ETHICAL CONSIDERATIONS

The technique proposed in this paper can be applied to mitigate unintended and undesirable biases in some facial analysis systems. While the idea behind our proposed method is important and can be broadly applied to many other domains, it is not sufficient. Rather, as described in Denton et. al [2] it must be part of a larger, socially contextualized project to critically assess ethical concerns relating to facial analysis technology. This project must include addressing questions of whether and when to deploy technologies, frameworks for democratic control and accountability, and design practices which emphasize autonomy, inclusion, and privacy.

Regarding dataset choice, in this work we use CelebA dataset [39] for the attractive attribute, and Expw [42], [43] and CFD [44] for the facial expression attribute. All of the attributes within the CelebA dataset are reported as binary categories, and for the ExpW and CFD datasets we follow the procedure on Chen and Joo [1] to binarize the facial expressions into happy/unhappy. We note that in many cases this binary categorization does not reflect the real human diversity of attributes. This is perhaps most notable when the attributes are related to continuous factors.

Moreover, we note that in this work attractiveness and facial expressions were used as means instead of ends. We do not wish to reinforce any type of prejudice or discrimination based on this measurements, nor motivate inferring these measures for individuals without their consent. Instead, we use these attributes mainly as applications of our proposed method. Additionally, gender is not necessarily the one the person identifies with, rather we considered gender expression, which can be often directly inferred by humans.

Finally, we also note that our method may have other limitations. For instance, we considered datasets collected from in-the-wild images. These images do not have any background, facial orientation or facial emotion pattern. Rather, it contains different background colors, frontal and lateral faces, and several facial expressions. This may present a limitation, since our method, which is based on landmark and AU extraction, does not fully work on lateral facial poses.

VI. FINAL CONSIDERATIONS

In this paper, we propose a new method for learning fairer models. Our approach incorporates diversity into the models by combining models trained with subjective (human-based) annotations as well as objective (mathematically-based) labels. This approach can be extended beyond the tasks explored in this work, and, in general, one can use any objective measures for tasks requiring subjective human labeling within the proposed framework. Although such objective measures may not always be accurate in practice, the belief is that because these measures are often geometrical attributes, they are fairer than the subjective labels in the training data and can thus be used to mitigate fairness issues. We demonstrated that our method improves the fairness metrics over the baselines, while maintaining competitive accuracy. For future work, we intend on analyzing which factors influence the discriminative behavior of the baseline model, as well as expand our work to other sensitive attributes.
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