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ABSTRACT

Model-free deep reinforcement learning (RL) agents can learn an effective policy directly from repeated interactions with a black-box environment. However, in practice the algorithms often require large amounts of training experience to learn and generalize well. In addition, classic model-free learning ignores the domain information contained in the state transition tuples. Model-based RL, on the other hand, attempts to learn a model of the environment from experience and is substantially more sample efficient, but suffers from significantly large asymptotic bias owing to the imperfect dynamics model. In this paper, we propose a gradient matching algorithm to improve sample efficiency by utilizing target slope information from the dynamics predictor to aid the model-free learner. We demonstrate this by presenting a technique for matching the gradient information from the model-based learner with the model-free component in an abstract low-dimensional space and validate the proposed technique through experimental results that demonstrate the efficacy of this approach.

1 INTRODUCTION

Reinforcement Learning (RL) methods aim to solve the fundamental problems involving learning and planning, where the learning problem aims to improve the policy via repeated interactions with the environment, and planning improves the policy without interaction with the environment. These problems further divide into two sub-domains of RL, model-free and model-based methods. Model-free RL using expressive deep learning techniques has recently achieved great success in several game playing tasks (Mnih et al. (2016); Mnih et al. (2013); Silver et al. (2016); Sutton et al. (2000)), however, it often requires large amounts of interaction with the environment and doesn’t generalize across tasks with similar environmental dynamics. On the other hand, model-based RL (Sutton (1991)) attempts to learn a model of an environment from experience gained during training and uses this model to plan ahead.

It has been shown recently that a combined approach incorporating both the model-based and model-free components can be used to solve problems which are unsolvable if either of the component is used in isolation (François-Lavet et al. (2019); Silver et al. (2017); Oh et al. (2017)). These architectures train both components end-to-end, often performing planning in a low-dimensional abstract space. While prior work has shown the increased capability of the agent in an online setting by using both components, it is still difficult for agents to learn from limited data and generalize across a variety of tasks. Recent work on Combined Reinforcement Learning via Abstract Representations (CRAR) (François-Lavet et al. (2019)) has addressed this issue by using the agent in a meta-learning setting with limited off-policy data.

In this work, we propose an algorithm for Gradient-Matching in the Abstract Space (GMAS) to incorporate domain knowledge acquired by the model-based learner as a means to facilitate faster learning and better generalization in unseen environments in which the underlying dynamics are similar to the training environment dynamics. Specifically, by providing an additional training signal using a loss based on the objective function gradient mismatch with respect to the abstract representation space between the model based planner and the model free learner, we demonstrate faster learning and improved test performance in a meta learning setting composed of environments drawn
from a distribution of labyrinth maze tasks. In addition, through a set of ablation experiments, we demonstrate experimentally the effect of planning depth for GMAS on sample efficiency and discuss possible extensions of the work to mitigate compounding errors introduced by model based planners.

2 BACKGROUND

The reinforcement learning setting involves an agent learning to act in a Markov Decision Process (MDP) to maximize the expected discounted return \( R_t \) where \( R_t = \sum_{t=0}^{\infty} \gamma^t r_t \) by optimizing its policy \( \pi(s) \) that maps states to actions where state \( s \in S \) and action \( a \in A \). In model-free RL, Q learning aims to find the optimal action value function (Q function, where \( Q: S \times A \rightarrow \mathbb{R} \)) which gives the best value possible from any policy, i.e., \( Q^\pi(s, a) = \mathbb{E}_\pi[r(s, a) + \gamma \max_{a'} Q^\pi(s', a')] \), where \( r \) is the reward function, \( \gamma \) the discount factor and the expectation depends on the transition function \( T(s' | s, a) \). Model based RL methods aim to directly learn the transition function from the observed roll-outs during training. These methods also aim to predict the reward at each time step as well as whether a state is terminal or not.

2.1 Combined Reinforcement Learning via Abstract Representations

François-Lavet et al. (2019) introduce the CRAR agent that combines model-based and model-free components using a loss function that encourages both components to share a common underlying abstract representation space, demonstrating improved generalization while also providing computational benefits for efficient planning. The model uses an encoder \( \rho \) which maps the raw observation \( s \) from the environment to an abstract space \( x \in \mathcal{X} \) such that both the model-free and model-based components operate on \( x \). While the model-free learner uses double-Q learning (Van Hasselt et al. (2016)) to learn an efficient policy, the model-based component updates its models for the reward \( \rho(s, a; \theta_\rho) \), discount factor \( g(s, a; \theta_g) \) and transition model \( \tau(s, a; \theta_\tau) \) according to the loss functions described below using the tuple \( (s, a, r, \gamma, s') \) from the replay buffer. The authors use the discount factor \( \gamma \) to identify terminal states for planning (details in original work).

\[
L_\rho(\theta_\rho, \theta_g) = |r - \rho(e(s; \theta_\rho), a; \theta_g)|,
L_g(\theta_\rho, \theta_g) = |\gamma - g(e(s; \theta_\rho), a; \theta_g)|,
L_\tau(\theta_\rho, \theta_\tau) = |e(s; \theta_\rho) + \tau(e(s; \theta_\rho), a; \theta_\tau) - e(s'; \theta_\rho)|
\]

The gradients from the losses above are back-propagated through both the common encoder and the individual components. To prevent contraction of the abstract representation, an auxiliary loss is used for entropy maximization as shown in Equation 2 and another loss constrains the abstract representation within an \( L_\infty \) ball of radius 1 to prevent very large values.

\[
L_\text{d1}(\theta_\rho) = \exp(-C_d \|e(s1; \theta_\rho) - e(s2; \theta_\rho)\|)
L_\text{d2}(\theta_\rho) = \max(||e(s1; \theta_\rho) - 1||_\infty, 0)
\]

At evaluation time, the agent utilizes both model-free and model-based components to estimate the optimal action at each time step. The agent performs an expansion step up to planning depth \( D \). At each step it evaluates \( b_d \in A \) actions, where \( b \) is a hyper-parameter chosen based on the environment. A backup step utilizes the trajectories with the best return to estimate the Q-value at depth \( d \) \( (Q^d) \). Finally, the agent chooses an action using the average of the Q values starting from the model-free estimate \( (d = 0) \) up to the model-based estimate till planning depth \( D : Q^\text{plan}(x, a) = \sum_{d=0}^D Q^d(x, a) / D \).

3 METHODS

Here we explain how the model-based planner can be used to better guide the model-free learner towards learning an optimal estimate of the Q-value function. As described in 2.1, the CRAR agent uses model-based components for planning and estimating the Q-value function. The depth-d estimated expected return can be defined as:

\[
\hat{Q}^d(x_t, a) = \begin{cases} 
\rho(x, a) + g(x, a) \times \max_{a' \in \mathcal{A}} Q^d-1(x_{t+1}, a'), & \text{if } d > 0 \\
Q(x, a; \theta_k), & \text{if } d = 0
\end{cases}
\]
3.1 Gradient Matching Algorithm

The goal of GMAS is to maximize the correlation between the slopes (partial derivative of the objective function with respect to input) of the model being trained and an auxiliary trained model operating under similar environmental dynamics. This approach was first described in [Mitchell & Thrun (1993)]. For example, consider a dataset $D$ with input features $x^{(i)} \in \mathbb{R}^n$ and output $y \in [0, 1]$. While training a model $M$ parameterized by $\theta$ on $(x_n, y_n)$, we provide an additional target label $\nabla_x y_n$ which is estimated using a separate neural network trained on an auxiliary task drawn from the same distribution as the main task. This additional label information for each data point helps in improving the sample efficiency of the learner.

For the case of an RL algorithm composed of both model-free and model-based components, the model-based learner acts as a domain knowledge expert and provides an approximation of the underlying environmental dynamics thereby aiding generalization by utilizing task-independent knowledge to bias the model-free learner. Specifically, the slope of Q-value estimated at depth $d$ as described in Equation 5 is

$$
\frac{\partial \hat{Q}^d(x_t, a)}{\partial x} = \begin{cases} 
\frac{\partial g(x_t, a)}{\partial x} + \frac{\partial g(x_t, a) \times \text{max}_{a' \in A^t} Q^{d-1}(x_{t+1}, a')}{\partial x_t} + \frac{\partial \hat{Q}^{d-1}(x_{t+1}, a')}{\partial x_t} \times \frac{\partial \tau(x_t, a'' \mid x)}{\partial x}, & \text{if } d > 0 \\
\frac{\partial Q(x_t, a; \theta)}{\partial x_t} & \text{if } d = 0
\end{cases}
$$

(5)

and the gradient of the complete model-based planner is $\frac{\partial \hat{Q}^d_{\text{plan}}(x_t, a)}{\partial x} = \sum_{d=0}^{D} \frac{\partial \hat{Q}^d_{\text{plan}}(x_t, a)}{\partial x}$ Equation 5 requires the best action $a''$ for each planning depth $d$ and this is found by the backup stage of model-based planner. GMAS appends $\frac{\partial \hat{Q}^d_{\text{plan}}(x_t, a)}{\partial x}$ to the training data tuple of the double-DQN agent thereby helping in a) sample efficiency by providing more information per data point and b) better generalization due to goal-agnostic dynamics information. In CRAR, the loss function of the model-free component is

$$
\mathcal{L}_{\text{model-free}}(\theta_e, \theta_Q) = (\mathcal{L}(c(s; \theta_e), a; \theta_Q) - Y)^2
$$

(6)

where, $Y$ is the target value under the double-DQN algorithm (for more details refer to [François-Lavet et al. (2019)]). With GMAS, this becomes

$$
\mathcal{L}_{\text{model-free}}(\theta_e, \theta_Q) = (\mathcal{L}(c(s; \theta_e), a; \theta_Q) - Y)^2 + \alpha \times \text{dist}(\frac{\partial \hat{Q}^d_{\text{plan}}(x_t, a)}{\partial x}, \frac{\partial \hat{Q}^d_{\text{model-free}}(x_t, a)}{\partial x})
$$

(7)

where $\alpha$ is a scaling factor and dist is a generic distance function and in this work we explore L2 norm and cosine distance $1 - \frac{\sum_{i=1}^{n} x_i y_i}{\sqrt{\sum_{i=1}^{n} x_i^2} \sqrt{\sum_{i=1}^{n} y_i^2}}$ as shown in section 4

3.1.1 Gradient with respect to the abstract space

A key aspect of GMAS is that all partial derivatives are calculated with respect to the abstract representation $x$ and not the input state $s$. This choice is crucial for two reasons. First, $s$ is high dimensional whereas $x$ is its compact representation capturing only salient information. The sparse gradient with respect to $s$ limits the applicability of the distance metric. Second, since the abstract space is shared between the model free and model based learners (and is used for planning ahead), it provides a constrained generalized feature representation, making it a better choice for GMAS.

3.1.2 Combating the moving target problem and compounding error

The estimation of gradient information is dependent on the Q value function (Equation 5). This causes a moving target problem since the parameters of the Q function are updated with each gradient step. To tackle this, we use the frozen target Q-function ($\theta_i^-$) for the estimate of $\frac{\partial \hat{Q}^d_{\text{plan}}(x_t, a)}{\partial x}$, similar to its usage in [Mnih et al. (2013)].

The dependence on the model-based planner for gradient estimates leads to a compounding-error problem as discussed in [Jiang et al. (2015), Talvitie (2017) and Wang et al. (2019)]. The error of the gradient estimate increases with the planning depth in case of an imperfect dynamics model. We discuss below possible methods to counter the compounding error problem.
• Calculating the deviation of the model-based component with respect to the ground-truth and factoring the deviation in the slope calculation (as discussed in François-Lavet et al. (2019)). This method has drawback in the case of off-policy meta-learning task discussed in this work due to the dependence on the latest policy to calculate the deviation.

• Calculating planning depth on-the-fly using Adaptive Model-based Value Expansion Xiao et al. (2019).

• Using a fixed discount factor $\gamma'$ to discount the estimate of gradient from far-away depths.

4 EXPERIMENTS

We evaluate our algorithm on tasks sampled from a distribution of maze environments, where a random maze is generated each time the environment is reset. The agent is restricted to learn with limited off-policy data collected with a random policy. The agent receives a reward of $+1$ when it reaches the key and $-0.1$ for all other transitions. During evaluation of the learned policy, an episode is considered over after 50 steps or if the agent receives all the rewards. The same environment setup was used to evaluate the CRAR agent in François-Lavet et al. (2019) and hence we compare the improvement from GMAS with the original baseline for cases where the CRAR agent performs poorly.

Figure 1: Top row: Off-policy data of size $1e5$ with GMAS using cosine distance. Bottom row: Off-policy data of size $1e5$ with GMAS using L2 distance, Evaluation Planning depth varies as [0,1,3,5] from left to right in both rows.

Figure [1] demonstrates the results obtained by CRAR (labeled baseline in the plots) and GMAS in the limited off-policy training data setting of $1e5$ samples obtained from the environment. This setting corresponds to the case where CRAR does not solve the environment in the original work. We demonstrate that the additional training signal used by GMAS significantly improves the sample efficiency even in the case of depth 0 (which is equivalent to using only the model free component with no planning). The performance is also shown to improve with planning depth used in GMAS with depth 3 performing better than lower depths in most cases. Note that this is different from the depth used at test time by CRAR and is used to estimate the gradient of the model based learner at training time. It is also worth noting that the performance gains offered by depth are not monotonic and in fact can lead to sub-optimal performance in some cases due to the compounding error problem highlighted in section 3.1.2 and incorporating the mitigation techniques are left as future work. This paper demonstrates the efficacy of the approach in the limited data setting both with respect to sample efficiency and generalization on one set of task distributions and extension of the technique to harder environments and integration with other techniques is an ongoing effort.
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Algorithm 1 Gradient Estimate of Model-Based Learner

1: procedure GRADATDEPTH(state, action, depth)
2: if depth == 0 then
3: return gradQ(state, action)
4: else
5: nextState = predictNextState(state, action)
6: bestAction = getBestActionFromPlanning(depth)
7: return gradReward(state, action) + gradGamma(state, action) * maxQVal +
8: gamma * gradAtDepth(nextState, bestAction, depth-1) * gradTransition(state, action)

A APPENDIX

A.1 IMPLEMENTATION DETAILS

As discussed in the Section 4, we consider tasks sampled from a distribution of maze environments to demonstrate the capability of GMAS. Here, the environment provides a two dimensional state representation of shape $48 \times 48$, where each pixel represents a gray-scale value. We use a similar base architecture for CRAR as described in François-Lavet et al. (2019) with some notable modifications and additions mentioned below:

1. We re-implemented the architecture in PyTorch (Paszke et al. (2019)) for ease of implementation of GMAS and found that a base-learning rate of $1 \times 10^{-3}$ improved performance even for the base CRAR agent (original work used $lr = 5 \times 10^{-4}$).

2. The scaling factor $\alpha$ from Equation 5 was set to 0.05 in case of cosine distance loss and 1.0 in the case of L2 loss. We experimented with $\alpha \in [0.01, 0.05, 0.1, 0.5, 1.0]$ for cosine distance and $\alpha \in [0.1, 0.5, 1.0, 5.0]$ for L2 distance and found 0.05 and 1.0 respectively to be the optimal values for $\alpha$.

3. We re-use the same frozen Q-function (frozen for 1000 iterations) for calculation of the gradient estimate of model-based learner.