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ABSTRACT. In this paper we obtain generalized Gronwall type inequality using Caputo Fractional delta operator. Also we have obtained the existence of solution of Cauchy’s Type problem on fractional dynamic equations using dynamic delta operator. Applying the obtained inequality we study the properties of solution on fractional dynamic equations.

1. INTRODUCTION

Fractional Calculus is an important tool which generalizes the differential and integral calculus of arbitrary order. In this it is possible to define the differentiation and integration for non-integer order. Fractional calculus is more suitable for modeling the real world problems in various branches of science and engineering. In year 1989 Stefan Hilger introduced time scale calculus which is unification of the differential and difference calculus [12]. Since then many authors have studied in properties and various applications of dynamic equations on time scales [10].

In [1, 5, 15] authors studied the Gronwall type inequality and its applications on fractional Differential Equations using various fractional operators. On the other hand [2, 7, 14, 16, 17, 18] authors have combined the fractional calculus and time scale calculus and obtained results on existence and some properties of fractional differential equations on time scales. Basic information on time scale calculus can be found in [8, 9].

The basic theory on fractional dynamic calculus and equations on time scales can be found [3, 4, 11]. This types of problems has applications in studying the properties of various processes in materials [6]. Inspired by above literature in this paper we obtain the estimates on Gronwall type inequality and obtain the existence of solution Cauchy’s Type problem on fractional dynamic equations on time scales. Using the obtained inequality we study the properties of Cauchy’s type of problem such as continuous dependence of solution.

2. PRELIMINARIES

Now in this section we give some basic definitions and theorems which are used in our subsequent discussions.
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We denote by $\mathbb{T}$ any time scale which has a topology which it inherits from standard topology on $\mathbb{T}$. We denote $C_{rd}$ for the set of all rd-continuous functions. For more basic information on time scale see [8, 9].

Now as in [13] we construct the metric space where $[t_0, \infty)_{\mathbb{T}} = I_{\mathbb{T}}$. Now consider the space function $C_{rd}(I_{\mathbb{T}}, \mathbb{R}^n)$ such that $\sup_{t \in I_{\mathbb{T}}} \frac{|u(t) - v(t)|}{e_\eta(t, t_0)} < \infty$ where $\eta > 0$. This space is denoted by $C_{rd}^\eta(I_{\mathbb{T}}, \mathbb{R}^n)$.

We couple the space $C_{rd}^\eta(I_{\mathbb{T}}, \mathbb{R}^n)$ by suitable metric

$$m_\eta^\infty(u, v) = \sup_{t \in I_{\mathbb{T}}} \frac{|u(t) - v(t)|}{e_\eta(t, t_0)},$$

where the norm is defined as

$$|u|^\infty_\eta = \sup_{t \in I_{\mathbb{T}}} \frac{|u(t)|}{e_\eta(t, t_0)}.$$

More properties of $m_\eta^\infty$ and $|.|^\infty_\eta$ can be found in [13].

We define delta power function as

**Definition 2.1 [11].** Let $\alpha \in \mathbb{R}$, we define the generalized delta power function $h_\alpha$ on $\mathbb{T}$ as follows:

$$h_\alpha(t, t_0) = L^{-1}\left(\frac{1}{z^{\alpha+1}}\right)(t), \quad t \geq t_0,$$

for all $z \in C\{0\}$ such that $L^{-1}$ exists, $t \geq t_0$. The fractional generalized delta power function $h_\alpha(t, s)$ on $T$, $t \geq s \geq t_0$ which is defined as the shift of $h_\alpha(t, t_0)$ i.e.,

$$h_\alpha(t, s) = \widehat{h}_\alpha(., t_0)(t, s), \quad t, s \in T, \quad t \geq s \geq t_0.$$

Now we define the Riemann-Liouville Fractional delta integral and Riemann Liouville Fractional delta derivative as follows. Suppose $\alpha \geq 0$ and $[-\alpha]$ denote the integral part of $-\alpha$.

**Definition 2.2 [11][16].** For a function $f : \mathbb{T} \to \mathbb{R}$ the Riemann Liouville fractional delta integral of order $\alpha$ defined by

$$I_{\Delta, t_0}^0 f(t) = f(t),$$

$$(I_{\Delta, t_0}^\alpha f)(t) = (h_{\alpha-1}(., t_0) * f)(t)$$

$$= \int_{t_0}^{t} h_{\alpha-1}(., t_0)(t, \sigma(u)) f(u) \Delta u$$

$$= \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(u)) f(u) \Delta u.$$
Definition 2.3 \cite{11,16}. Let $\alpha \geq 0$, $m = \lceil -\alpha \rceil$, $f : T \to \mathbb{R}$. For $s, t \in T^k$, $s < t$, the Riemann-Liouville fractional delta derivative of order $\alpha$ is defined by the expression

$$D_{\Delta,s}^\alpha f(t) = D_{\Delta}^m I_{\Delta,s}^{m-\alpha} f(t), \quad t \in T,$$

if it exists. For $\alpha < 0$ we define

$$D_{\Delta,s}^\alpha f(t) = I_{\Delta,s}^{-\alpha} f(t), \quad t, s \in T, \ t > s,$$

$$I_{\Delta,s}^\alpha f(t) = D_{\Delta,s}^{-\alpha} f(t), \quad t, s \in T^k, \ t > s, \ r = \lceil -\alpha \rceil + 1.$$ 

. Now we define Caputo Fractional delta derivative as

Definition 2.4 \cite{11}. Let $t \in T$. The Caputo fractional delta derivative of order $\alpha \geq 0$ is defined via the Riemann-Liouville fractional delta derivative as follows:

$$C D_{\Delta,t}^\alpha f (t) = D_{\Delta,t_0}^\alpha \left( f(t) - \sum_{k=0}^{m-1} h_k(t,t_0) f(\Delta^k(t_0)) \right), \quad t > t_0,$$

where $m = \lceil \alpha \rceil + 1$ if $\alpha \notin \mathbb{N}$, $m = \lceil \alpha \rceil$ if $\alpha \in \mathbb{N}$.

3. Gronwall Type Inequality

Now we give the Gronwall type inequality using Caputo Fractional delta operator and we prove this by iteration. Suppose $\alpha \geq 0$ and $\lceil -\alpha \rceil$ denote the integral part of $-\alpha$.

Theorem 3.1. Let $\alpha > 0$, $y, u : T \to \mathbb{R}$ be two non-negative integrable functions and $v$ be non negative, non decreasing and rd-continuous function, $v(t) \leq B$ be a constant. If

$$y(t) \leq u(t) + v(t) \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) \Delta \tau,$$

then

$$y(t) \leq u(t) + \int_{t_0}^{t} \left[ \sum_{k=1}^{\infty} (v(t))^k h_{\alpha-1}(t, \sigma(\tau)) u(\tau) \right] \Delta \tau.$$

Proof. Define a function $Q$ by

$$Q\psi(t) = v(t) \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) \psi(\tau) \Delta \tau,$$

then we get

$$y(t) \leq u(t) + Q y(t).$$

Now taking iteration of (3.4) consecutively we get for $n \in \mathbb{N}$

$$y(t) \leq \sum_{k=0}^{n-1} Q^k u(t) + Q^n u(t).$$

(3.5)
Now we prove by induction hypotheses that if $\psi$ is a non-negative function then
\[
Q^k \psi(t) \leq \int_{t_0}^t (v(t))^k h_{k\alpha-1}(t, \sigma(s)) \psi(s) \Delta s.
\] (3.6)

If $k = 1$ the result is obvious. Suppose the formula is valid for $k \in \mathbb{N}$. We have
\[
Q^{k+1} \psi(t) = Q.Q^k \psi(t)
\]
\[
\leq v(t) \int_{t_0}^t h_{\alpha-1}(t, \sigma(\tau)) \left[ \int_{t_0}^{\tau} (v(\tau))^k h_{k\alpha-1}(\tau, \sigma(s)) \psi(s) \Delta s \right] \Delta \tau.
\] (3.7)

We have $v$ non-decreasing $v(\tau) \leq v(t)$ for $\tau \leq t$, from (3.7)
\[
Q^{k+1} \psi(t)
\]
\[
\leq (v(t))^{k+1} \int_{t_0}^t \left[ \int_{t_0}^{\tau} h_{\alpha-1}(t, \sigma(\tau)) h_{k\alpha-1}(\tau, \sigma(s)) \Delta \tau \right] \psi(s) \Delta s.
\] (3.8)

From [4] and properties of the inner integral is
\[
\int_{t_0}^t h_{\alpha-1}(t, \sigma(\tau)) h_{k\alpha-1}(\tau, \sigma(s)) \Delta \tau = h_{(k+1)\alpha-1}(\tau, \sigma(s)).
\] (3.9)

Then from (3.8) we get
\[
Q^{k+1} \psi(t) \leq (v(t))^{k+1} \int_{t_0}^t h_{(k+1)\alpha-1}(\tau, \sigma(s)) \psi(s) \Delta s.
\] (3.10)

This proves that
\[
Q^n \psi(t) \leq \int_{t_0}^t (v(t))^k h_{k\alpha-1}(\tau, \sigma(s)) \psi(s) \Delta s.
\] (3.11)

Now we show that $\psi^n y(t) \to 0$ as $n \to \infty$. Since $g(t)$ is rd-continuous and there exists $B > 0$ such that $g(t) \leq B$ then we have
\[
Q^n y(t) \leq \int_{t_0}^t B^N h_{N\alpha-1}(\tau, \sigma(s)) y(s) \Delta s,
\] (3.12)

$\to 0$ as $n \to \infty$. 
Therefore we have from (3.5)
\[ y(t) \leq \sum_{k=0}^{\infty} Q^k f(t). \tag{3.13} \]
Thus we get
\[ y(t) \leq \sum_{k=0}^{\infty} Q^k f(t) \]
\[ \leq u(t) + \int_{t_0}^{t} \sum_{k=1}^{\infty} (v(t))^k h_{\alpha-1}(\tau, \sigma(s)) f(\tau) \Delta \tau, \tag{3.14} \]
for \( t \in \mathbb{T} \), which is required inequality.

4. Existence and Uniqueness

Now we consider the Cauchy’s type of problem with Caputo fractional delta derivative, suppose \( \alpha > 0 \)
\[ ^C D_{\alpha,t_0}^\alpha u(t) = f(t, u(t)), \quad t \in I_T, \tag{4.1} \]
with the initial condition
\[ ^C D_{\alpha,t_0}^\alpha u(t_0) = \overline{w}, \tag{4.2} \]
where \( f: \mathbb{T} \times \mathbb{R} \to \mathbb{R} \) is a given function and \( 0 < \alpha < 1 \).

Let \( L_\Delta [t_0, a] \) denote the space of \( \Delta \) Lebesgue summable function in \([t_0, a)\). Define the space
\[ L_\Delta^\alpha [t_0, a) = \left\{ y \in L_\Delta [t_0, a) : ^C D_{\alpha,t_0}^\alpha y \in L_\Delta [t_0, a) \right\}. \]
Then from Theorem 52, \([10]\), (4.1) and (4.2) is equivalent to
\[ u(t) = \overline{w} h_{\alpha-1}(t, t_0) + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, u(\tau)) \Delta \tau. \tag{4.3} \]

Now we give the existence of solution in next theorem

**Theorem 4.1.** Let \( L \geq 0 \) be a constant. Suppose the function \( f \) in (4.1) be rd-continuous and satisfy
\[ |f(x_1, x_2) - f(x_1, \overline{x_2})| \leq L|x_2 - \overline{x_2}|, \tag{4.4} \]
and let
\[ p_1 = \sup_{t \in I_T} \frac{1}{e^\eta(t, t_0)} \left| \overline{w} h_{\alpha-1}(t, t_0) + \int_{t_0}^{t} h_{\alpha-1}(t, t_0) f(\tau, 0) \Delta \tau \right| < \infty. \tag{4.5} \]
If \( \frac{L}{\eta} < 1 \) then equation (4.1) has a unique solution \( u \in C_{rd}^m(I_T, \mathbb{R}^n) \).
Proof. Let \( u \in C^\eta_{rd}(I_T, \mathbb{R}^n) \) and define operator \( G \) by

\[
(Gu)(t) = w h_{\alpha-1}(t, t_0) + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, u(\tau)) \Delta \tau,
\]

for \( t \in I_T \).

We prove that \( G \) maps \( C^\eta_{rd}(I_T, \mathbb{R}^n) \) into itself and is a contraction map. From (4.6) we have

\[
(Gu)(t) = w h_{\alpha-1}(t, t_0) + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, u(\tau)) \Delta \tau
\]

\[
- \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, 0) \Delta \tau + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, 0) \Delta \tau.
\]

We prove that \( G \) maps \( C^\eta_{rd}(I_T, \mathbb{R}^n) \) into itself and is a contraction map. From (4.7) we have

\[
|Gu|^\infty = \sup_{t \in I_T} \left| (Gu)(t) \right| = \sup_{t \in I_T} \left| w h_{\alpha-1}(t, t_0) + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, u(\tau)) \Delta \tau
\]

\[
- \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, 0) \Delta \tau + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, 0) \Delta \tau
\]

\[
\leq \sup_{t \in I_T} \left| w h_{\alpha-1}(t, t_0) + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, 0) \Delta \tau
\]

\[
+ \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, 0) \Delta \tau
\]

\[
= p_1 + \sup_{t \in I_T} \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) \left| f(\tau, u(\tau)) - f(\tau, 0) \right| \Delta \tau
\]
This proves that $G$ maps $C^\eta_{rd} (I_T, \mathbb{R}^n)$ into itself.

Now we prove that $G$ is a Contraction map.

Let $x, y \in C^\eta_{rd} (I_T, \mathbb{R}^n)$ then from (3.7) and by hypotheses we get

$$m^\infty_\eta (Gx, Gy) = \sup_{t \in I_T} \frac{|(Gx)(t) - (Gy)(t)|}{e_\eta(t, t_0)}$$

$$= \sup_{t \in I_T} \frac{1}{e_\eta(t, t_0)} \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, x(\tau)) \Delta \tau - \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, y(\tau)) \Delta \tau \right|$$

$$\leq \sup_{t \in I_T} \frac{1}{e_\eta(t, t_0)} \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) L \frac{|x(\tau) - y(\tau)|}{e_\eta(t, t_0)} e_\eta(t, t_0) \Delta \tau \right|$$

$$= \sup_{t \in I_T} \frac{1}{e_\eta(t, t_0)} \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) m^\infty_\eta (x, y) e_\eta(t, t_0) \Delta \tau \right|$$

$$= \sup_{t \in I_T} \frac{1}{e_\eta(t, t_0)} L m^\infty_\eta (x, y) \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) e_\eta(t, t_0) \Delta \tau$$

$$= L m^\infty_\eta (x, y) \sup_{t \in I_T} \frac{1}{e_\eta(t, t_0)} \left( e_\eta(t, t_0) - 1 \right)$$
\[ \leq \frac{L}{\eta} m_\eta^\infty (x, y). \quad (4.9) \]

Since \( \frac{L}{\eta} < 1 \). Thus \( G \) has a unique fixed point in \( C^\eta_{rd} (I_T, \mathbb{R}^n) \) from Banach Fixed point theorem. The fixed point of \( G \) is a solution of equation (4.1). This completes the proof of theorem.

5. Continuous Dependence

In this section we obtain the results for continuous dependence of solution of (4.1). Now consider the equation (4.1) and the corresponding equation

\[ ^CD_{\bar{\alpha}, t_0} v (t) = \bar{f} (t, v (t)) , \quad t \in I_T, \quad (5.1) \]

with initial condition

\[ ^CD_{\bar{\alpha}, t_0} v (t) = \bar{w}, \quad (5.2) \]

where \( f : I_T \times \mathbb{R} \rightarrow \mathbb{R} \) and \( \bar{w} \) is a given constant.

Now we give the theorem which deals with continuous dependence of solution of (4.1).

**Theorem 5.1.** Suppose the function \( f \) in (4.1) rd-continuous and satisfy the condition (4.4). Let \( v(t) \) be solution of (5.1) and

\[ H(t) = |wh_{\alpha-1} (t, t_0) - \bar{w}h_{\alpha-1} (t, t_0)| \]

\[ + \left| \int_{t_0}^t h_{\alpha-1} (t, \sigma (\tau)) f (\tau, v (\tau)) \Delta \tau \right| \]

\[ - \left| \int_{t_0}^t h_{\alpha-1} (t, \sigma (\tau)) \bar{f} (\tau, v (\tau)) \Delta \tau \right| , \quad (5.3) \]

where \( f \) and \( \bar{f} \) are functions in (4.1) and (5.1). Then the solution \( u(t), t \in I_T \) of (4.1) dependence on functions on right hand side of (4.1) and

\[ |u(t) - v(t)| \leq H(t) + \int_{t_0}^t \left[ \sum_{k=1}^{\infty} L^k h_{k\alpha-1} (t, \sigma (\tau)) H (\tau) \right] \Delta \tau. \quad (5.4) \]

**Proof.** The solutions of the equation (4.1) – (4.2) and (5.1) – (5.2) are

\[ u(t) = wh_{\alpha-1} (t, t_0) + \int_{t_0}^t h_{\alpha-1} (t, \sigma (\tau)) f (\tau, u (\tau)) \Delta \tau, \quad (5.5) \]

and

\[ v(t) = \bar{w}h_{\alpha-1} (t, t_0) + \int_{t_0}^t h_{\alpha-1} (t, \sigma (\tau)) f (\tau, v (\tau)) \Delta \tau, \quad (5.6) \]
respectively.

We have

\[ |u(t) - v(t)| \leq |w h_{\alpha-1}(t, t_0) - \overline{w} h_{\alpha-1}(t, t_0)| + \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, u(\tau)) \Delta \tau \right| - \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau, v(\tau)) \Delta \tau \right| + \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) \overline{f}(\tau, v(\tau)) \Delta \tau \right| - \left| \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) \overline{f}(\tau, v(\tau)) \Delta \tau \right| \]

\[ \leq H(t) + \int_{t_0}^{t} h_{\alpha-1}(t, \sigma(\tau)) L |u(\tau) - v(\tau)| \Delta \tau. \]  

(5.7)

Now an application of Theorem (3.1) to equation (5.7) yields the required inequality (5.6).
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