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Abstract. At present, in the field of financial science, so as to make intelligent recommendation, the potential financial intention is usually analyzed by the behavior patterns of users. However, due to the diversity of user behavior and distribution on different platforms, the feature of users' financial behavior are also composed of weak features. In this paper, a cross-distributed user behavior recognition method based on topic transfer model is proposed. To training a transfer model with APP data in source domain, the model can weaken the influence of different distributions and recognize the intention of the target user. Finally, based on the user's APP online data, we prove that the model based on topic transfer has better performance on cross-distributed data.

1. Introduction

In the traditional financial field, obtaining the financial intention of users mainly depends on the strong features and the experience of financial practitioners. With the development of artificial intelligence, the weaker features are lower in cost than the strong features, and the financial intentions of a large number of users are hidden behind the weak features in Internet. However, due to the diversification of the platform and the distribution of user feature, the majority of machine learning algorithms are based on the assumption of independent and identical distribution [1]. Therefore, how to accurately find the financial intention hidden in the weak features has become a very important project in the financial technology field.

Transfer learning can deal with these scenarios by leveraging the already existing labeled data of some related task or domain. To try to store this knowledge gained in solving the source task in the source domain and apply it to our problem of interest as can be seen in Figure 1.

![Figure 1. Transfer learning](image-url)
Given a source domain $D_s = \{X_s, f_s(X)\}$ and learning task $T_s$, a target domain $D_t = \{X_t, f_t(X)\}$ and learning task $T_t$, transfer learning aims to help improve the learning of the target predictive function $f_t(\cdot)$ in $D_t$ using the knowledge in $D_s$ and $T_s$ where $D_s \neq D_t$ or $T_s \neq T_t$.

According to the idea of Transfer learning [2], We propose a model based on topic Transfer, which is used to transfer the knowledge of user behavior and to recognize user intention in different distribution of users. The main idea is to train a topic model using the user's APP behavior data of the source domain, using the topic to represent the higher level semantics of user behavior. Through this topic models to transfer the knowledge, the target domain can be represented through the same semantics. At this time, the influence of different distributions will be weakened or even eliminated.

2. LDA topic model

We select LDA[3] (Latent Dirichlet allocation) to build the topic model. In 2003, the LDA was first proposed by Blei[4] and used widely for document topic modeling. In LDA, each document is represented as a mixed distribution of $K$ implicit topics, and each topic is a multinomial distribution over $W$ words. The probability graph is shown in Figure 2:

![Figure 2. The probability graph of the hidden topic model LDA](image)

The main idea of the LDA model is to view each article as a mixed probability distribution of all topics, and each topic is regarded as a probability distribution on a word. The process of the LDA probability topic model is as follows:

1. For the topic $z$, the polynomial distribution vector $\phi$ on the topic of a word is obtained based on the Dirichlet distribution $\text{Dir}(\beta)$;
2. The number of the words $N$ obtained from the Poisson distribution $\text{P}(\lambda)$;
3. According to the Dirichlet distribution $\text{Dir}(\alpha)$, a topic distribution probability vector $\theta$ of the document is obtained;
4. For each of the $N$ words in the document, $W_n$:
   a. Randomly select a topic $z$ from the polynomial distribution Multinomial ($\theta$) of $\theta$;
   b. Select a word as $W_n$ from the polynomial conditional probability distribution Multinomial($\phi$) of the subject $z$.

In this paper, the user-installed APP is considered as a word, and the user's APP daily is considered as a document. The APP data installed by the user during the time period $T$ is treated as a document; APP can be processed with reference to text, extract key-APPS under $z$ topics, and generate user topic vectors.

3. Recognizing intention based on topic transfer model

Transfer learning is to mine the interconnections between different distributions from a higher level and to transfer of knowledge from cross-domain by discovering potential shared subspaces. First, We propose a high-level semantic representation of APP data of user. Then, explain how to build cross-distribution topic features. Finally, the topic features are transferred to recognize the user intention.

3.1. Data representation

In the Internet finance, the data of user behavior is huge and different between platforms. We use APP data as a user behavior feature, which has no direct connection with the user's financial intention. Use the improved bag of word model feature to describe the user intentional features in cross-distribution.
The traditional bag of word model feature uses the dictionary length $|V|$ as the dimension of one-hot vector, adding the time's dimension $T$, the user's APP features are a matrix which has the dimension $|T|*|D|$, where each row represents the t day, the user-installed APP list corresponds to the APP category $n$, and is set to 1 if the user installs such an APP. Otherwise set to 0; each column shows the number of days used by the nth APP user, as shown in Figure 3 as a matrix of the bag of word feature. The source and target domain users' APP features are converted into a matrix composed of APP types and time. Because the underlying features are less robust and vulnerable on cross-distribution interference, the topic transfer model can solve cross-distribution problems very well.

### Figure 3.
Character matrix of user's bag of words

#### Table: Character matrix of user's bag of words

|   | APP1 | APP2 | APP3 | APP4 | APP5 | ... | APPn-2 | APPn-1 | APPn |
|---|------|------|------|------|------|-----|--------|--------|------|
| T1| 1    | 1    | 0    | 1    | 1    | ...| 0      | 0      | 0    |
| T2| 0    | 0    | 1    | 0    | 1    | ...| 1      | 0      | 1    |
| T3| 1    | 0    | 0    | 0    | 0    | ...| 0      | 0      | 1    |
| ...| 0    | 1    | 0    | 1    | 0    | ...| 1      | 1      | 1    |
| Tn| 0    | 1    | 0    | 1    | 0    | ...| 0      | 1      | 1    |
| Tn| 0    | 1    | 0    | 0    | 0    | ...| 1      | 0      | 1    |
| Tn| 1    | 0    | 0    | 1    | 0    | ...| 0      | 1      | 1    |

3.2. Topic Transfer Model

This model is mainly used to establish transitive high-level semantic features. As shown in Figure 4, the establishment of topic transfer model mainly has the following three steps:

- **Step1:** According to the above, the APP data in the source and target domains are featured by an improved bag of word model. The user's APP data is represented as a time span of $T$ and the APP type is the bag of word form of $D$. The source domain user APP data is described as $X_s = \{x_{s1}, x_{s2}, ..., x_{sd}\}$. The target domain user APP data is described as $X_t = \{x_{t1}, x_{t2}, ..., x_{td}\}$.

- **Step2:** In the source domain, the topic model is trained using the APP bag feature and it can obtain the probability distribution of each user under the number of topics which are defined $N$. Specifically, LDA is used to generate the topic of the user's APP and discover potential interests of the user; Z topic generated regarded as high-level semantics which can be delivered in different distribution. User behavior is abstracted into a corresponding topic, and it can be described as $Z_s = \{z_{s1}, z_{s2}, ..., z_{sn}\}$.

- **Step3:** Although the source domain and the target domain belong to the different distribution, but by improving the bag of word model, APP user data has become a consistent feature of the uniform bag of word. Therefore, through the LDA topic model, the bag of word features in the target domain can be directly translated into the high-level semantics of the source domain, so that the target domain feature data $Z_t$ and the source domain feature data $Z_s$ obey the uniform distribution in high-level semantics.

### Figure 4. The topic transfer learning framework

3.3. Recognize the Intention

Recognize the Intention refers to training a classifier using the high-level semantic features $Z_t$ converted by the topic model, thereby recognizing and classifying user intentions in the target domain feature $Z_t$. In this paper, Boosted Tree [5] is used as a classifier to train on the source domain topic
feature $Z_5$ and label collection that was defined $L$. Using the trained classifier to identify the $Z_t$ which is the topic feature of the target domain, and to recognize the intentions of different users.

The topic-based transfer model:

1. Extract the original feature of the source and target domain, and generate the word of bag model feature based on the improved bag of word model;
2. Train the LDA topic model in the source domain, obtain the topic of the source domain data, and calculate the topic feature of source domain;
3. Use the bag of word feature of target to calculate target domain topic feature;
4. Training a classifier in source domain and testing the user intention in target domain.

4. Experiments

This paper selects the APP list in real scene as the test data, in which the source domain 40,000 users have a positive and negative ratio of 1:1 and the time span is one month; the target domain has 30,000 users, the positive and negative ratio is 1:1, and the time span is one month. Select recall rate, precision rate, accuracy, and AUC (Area Under Curve) as performance measures.

The source domain and target domain are distributed from user APP data collected by different platforms. First, experiments verify the impact of cross-distribution on the classification in non-subject transfer models. The experimental results are shown in Table 1.

| Table 1. Bag of word's feature on cross-distribution |
|-----------------------------------------------------|
| Recall Rate | Precision | Accuracy | AUC  |
| Source domain | 0.71 | 0.73 | 0.71 | 0.70 |
| Target domain | 0.60 | 0.61 | 0.63 | 0.60 |

Secondly, experiments verify the impact of topic transfer model with different topic numbers for the performance of classification. The experimental results are shown in Table 2. It can be seen that after 300 topics, the growth of the performance is no longer obvious, so this paper selects 300 as the dimension of topic transfer feature.

| Table 2. The topic feature of different dimension |
|--------------------------------------------------|
| Recall Rate | Correct rate | Accuracy | AUC |
| 100 dimension | 0.65 | 0.63 | 0.61 | 0.62 |
| 300 dimension | 0.82 | 0.82 | 0.80 | 0.81 |
| 500 dimension | 0.83 | 0.81 | 0.81 | 0.81 |
| 1000 dimension | 0.83 | 0.82 | 0.82 | 0.82 |

Finally, the experiment compares the recognition performance of the 300-dimensional topic transfer feature and the non-topic transfer feature on the different data’s distribution. The experimental results are shown in Table 3. It can be seen that the topic transfer feature has better robustness across the distributed data and there is almost no loss of recognition.

| Table 3. The topic feature of 300 dimension on cross-distribution |
|---------------------------------------------------------------|
| Recall Rate | Correct rate | Accuracy | AUC |
| Source domain | 0.82 | 0.82 | 0.80 | 0.81 |
| Target domain | 0.80 | 0.81 | 0.79 | 0.80 |

5. Conclusion

We propose a topic transfer model to solve the cross-distribution to recognize the user’s intention, when the distribution of source and target domains is different, the model is established in the source domain, and recognizing the intention on the target domain’s data. First, an improved the bag of word model is proposed to express the original features. Secondly, the topic model is used to convert the bag of word features into topic-based representations in the source domain. The topic is transferred to the target domain, and the feature transfer under different distributions is achieved through transferring learning. Finally, xgboost [6] is used to recognize the classification of intention. This paper validates the proposed method using on-line user data. It has a higher recognition rate for cross-distributed users’ data and achieves better results.
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