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Abstract—A large number of problems in computer vision can be modelled as energy minimization problems in a Markov Random Field (MRF) or Conditional Random Field (CRF) framework. Graph-cuts based $\alpha$-expansion is a standard move-making method to minimize the energy functions with submodular pairwise terms. However, certain problems require more complex pairwise terms where the $\alpha$-expansion method is generally not applicable.

In this paper, we propose an iterative tiered move making algorithm which is able to handle general pairwise terms. Each move to the next configuration is based on the current labeling and an optimal tiered move, where each tiered move requires one application of the dynamic programming based tiered labeling method introduced in Felzenszwalb et. al. [9]. The algorithm converges to a local minimum for any general pairwise potential, and we give a theoretical analysis of the properties of the algorithm, characterizing the situations in which we can expect good performance. We first evaluate our method on an object-class segmentation problem using the Pascal VOC-11 segmentation dataset where we learn general pairwise terms. Further we evaluate the algorithm on many other benchmark labeling problems such as stereo, image segmentation, image stitching and image denoising. Our method consistently gets better accuracy and energy values than $\alpha$-expansion, loopy belief propagation (LBP), quadratic pseudo-boolean optimization (QPBO), and is competitive with TRWS.
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I. INTRODUCTION

A large number of problems in computer vision can be modeled as discrete labeling problems. Examples include depth estimation from stereo, object segmentation and scene understanding, photomontage and image denoising [1], [5], [9]. Random fields provide a general framework for building models for such problems, and can capture a wide range of phenomena which are relevant in many cases, such as smoothness and local interactions between labels.

In general, such problems are NP-hard. Certain subclasses though are known to have polynomial time algorithms. Examples of these include binary labeling problems with submodular pairwise interaction terms [5], and multiple label problems with convex pairwise interactions [2]. The former can include for example foreground/background segmentation problems, while the latter can naturally be applied to cases in which an ordering exists across the labels, as in stereo. In both cases, the problem can be solved by building a graph to represent the problem, and solving an s-t min cut problem on the graph. Constraining all problems to take such forms however is restrictive, and can lead to poor models in general. Examples of problems that cannot naturally be cast in such ways include multi-label problems without a label ordering (e.g. object class segmentation [3]), problems with an ordered label set but a truncated pairwise cost (e.g. state-of-the-art stereo models [5]), and binary problems with non-submodular pairwise terms.

Further, in some of the problem domains such as object-class segmentation and texture restoration, it can be beneficial to learn a function for the pairwise terms on training data, which will not in general respect such constraints. Learning general pairwise terms captures the true prior on the dataset, and has proved to improve the overall accuracy [19], [5].

A number of methods have been introduced which can be applied to solve these problems approximately. Approaches include belief propagation [15], linear programming relaxations [4], [11], dynamic programming based approaches [20], [21] [9] and move-making algorithms [1], [6], [7], [10]. We will focus on the last of these approaches, although we note that connections have recently been drawn between graph-cut based $\alpha$-expansion moves and linear programming [12], as well as graph-cuts and belief propagation [13], pointing to a fundamental unity of these methods.

Move-making algorithms are designed to handle multi-label problems. They proceed by maintaining a current solution to the problem, and updating this in a series of moves, in which all or a subset of the pixels are allowed either to maintain their current label, or switch to a possibly restricted subset of labels. Moves are made only if they decrease the global energy of the random field, and termination occurs when no further move can decrease the energy [10]. Key factors which determine the effectiveness of a move-making algorithm are the suitability of the move space for the problem at hand, and
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Finally, the fact we use optimal moves allows us to guarantee a bound on the quality of the global solution for certain classes of energy, which we show (under certain conditions) reduces to the $\alpha$-expansion bound when a metric pairwise term is used. A previous version of this paper appeared as [22]. This extended version contains experiments exploring the effects of performing tiered moves in both horizontal and vertical directions, and an extended analysis of time complexity of our method. It also contains experiments on the Pascal VOC-11 segmentation dataset.

In Sec. [3–5] we review the tiered labeling algorithm of [9]. We then show how this can be used as the basis of a move making algorithm on arbitrary energies in Sec. [1]. Sec. [3] provides a theoretical analysis of the algorithm, characterizing its optimality and complexity properties, Sec. [4] gives an experimental comparison with other approaches, and Sec. [5] concludes with a discussion.

A. Tiered Labeling

We review here Felzenszwalb et al’s tiered labeling algorithm [9], which we will use to form the basis of our move-making algorithm. The tiered labeling algorithm performs MAP inference in a pairwise MRF/CRF with general forms for the potentials subject to certain constraints on the final label configurations.

We let $p \in P$ range over the pixels of an image, and let $\mathbf{f} \in \mathcal{L}^{|P|}$ represent a labeling of the image, where $\mathcal{L}$ is a discrete label set, and we write $f_p = l$ to denote that pixel $p$ is assigned label $l$. A pairwise MRF/CRF can be defined by an energy model, $E : \mathbf{f} \rightarrow \mathbb{R}$:

$$E(\mathbf{f}) = \sum_{p \in P} D_p(f_p) + \sum_{pq \in N} V_{pq}(f_p, f_q)$$

where $D_p(f_p)$ and $V_{pq}(f_p, f_q)$ are the unary and pairwise term energies respectively, and $N$ is the set of neighbors for each pixel $p$ in the image. For the tiered labeling algorithm, we assume there are two special members of $\mathcal{L}$, which we label $T$ and $B$, for top and bottom. Writing $r_p \in \{1...m\}$ and $k_p \in \{1...n\}$ respectively for the row and column of pixel $p$ in the image, where $m$ and $n$ are the number of rows and columns, we can express the constraints on the allowable tiered labeling solutions as:

$$\forall k \leq m \exists i, j \leq n, l \in \hat{\mathcal{L}} \setminus \{T, B\} \text{ s.t.}$$

$$k_p = k \Rightarrow ((r_p < i \Rightarrow f_p = T) \land (r_p \geq j \Rightarrow f_p = B) \land (i \leq r_p < j \Rightarrow f_p = l))$$

(2)

That is, we are allowed only two breakpoints $i$ and $j$ on each column, such that above $i$ the column is labeled $T$, below (and including) $j$ it is labeled $B$, and between the two it takes a single label $l$ from the remaining labels (where $l$ can vary with the column). When $i = j$ label $l$ is not used, and only $T$ and $B$ appear on the column.

Felzenszwalb et al. are able to minimize Eq. 1 subject to Eq. 2 exactly using dynamic programming. To do this, they first reexpress Eq. 1 as:

$$E(\mathbf{f}) = \sum_{k=1}^{n} U_k(s_k) + \sum_{k}^{n-1} H_k(s_k, s_{k+1})$$

(3)
Here, $k$ ranges over the $n$ columns of the image. Instead of expressing the energy in terms of pixel label assignments, $f_p$, Eq. [3] is expressed in terms of the variables $s_k = (i_k, j_k, l_k)$, where $i_k$ and $j_k$ represent the two break-points for column $k$, as described above, and $l_k \in \hat{L}\{T, B\}$ is the label to be assigned to the pixels of the column for which $i_k \leq r_p < j_k$. Any collection \{s_1, s_2, ..., s_n\} thus defines a labeling $f$. The terms $U$ and $H$ represent unary and pairwise terms in this reformulated energy, and can be defined in terms of the previous energy terms by letting $P_k = \{p|k_p = k\}$, $N_k = \{(p, q) | (p, q) \in N, k_p = k_q = k\}$, $N_{k, k_{x2}} = \{(p, q) | (p, q) \in N, k_p = k_1, k_q = k_2\}$, and $f_p(s_k)$ be the labeling of pixel $p \in P_k$ implied by $s_k$ as:

\[
U_k(s_k) = \sum_{p \in P_k} D_p(f_p(s_k)) + \sum_{p \in N_k} V_{pq}(f_p(s_k), f_q(s_k))
\]

\[
H_k(s_k, s_{k+1}) = \sum_{p \in N_k, k+1} V_{pq}(f_p(s_k), f_q(s_{k+1}))
\] (4)

Given these definitions, it is clear that minimizing Eq. [3] with respect to $s_1...n$ is equivalent to minimizing Eq. [1] with respect to $f$, subject to the constraints in Eq. [2].

Since Eq. [3] defines an energy on a chain, it can be solved via dynamic programming (DP). Writing $n$ and $m$ for the number of columns and rows respectively, and $K$ for the number of labels (disregarding $T$ and $B$), a naive DP implementation would have time complexity $O(mn^2K^2)$, since the number of states for variable $s_k$ is $m^2K$. However, [9] introduce two tricks to reduce the time complexity to $O(mn^2K^2)$ by utilizing the special grid structure of MRF. The first involves the search for the best $(i^\prime, j^\prime)$ in column $k-1$ given $(i, j)$ in the column $k$, which would require $O(m^2)$ complexity for a brute-force search, but can be achieved in $O(m)$ time through a decoupling strategy. Second, the calculation of $U_k(s_k)$ and $H_k(s_k, s_{k-1})$ can be computed in $O(1)$ time using cumulative sums of the $U$, and $H$ respectively. Further details on how the reduction of complexity is achieved can be found in [9].

Tiered labeling has been successful in achieving globally optimal solutions on certain geometric structures such as road scenes, though it performs poorly on other general shapes and labelling problems. Fig. 2 shows some failure cases of the tiered labeling method.

II. Tiered move-making algorithm

In general, a move making algorithm can be expressed in terms of a space of moves, $t \in T$, and a transformation function $T$, which takes as input a labeling $f^1$ and transformation $t$, and outputs a second labeling $f^2$ (i.e. the result of applying $t$ to $f^1$): $T(f^1, t) = f^2$. The algorithm proceeds by generating a series of labelings across iterations $\nu = 1, 2, ..., \hat{\nu}$, such that either $E(f^{\nu+1}) = \arg \min_{t \in T} E(T(f^{\nu}, t))$, or $E(f^{\nu+1}) = \arg \min_{t \in T} E(T(f^{\nu}, t))$, where $\nu \in \nu$. For some move spaces, the minimization cannot be made exactly, in which case a move $t$ is chosen such that $E(f^{\nu+1}) = E(T(f^{\nu}, t)) \leq E(f^{\nu})$. The algorithm terminates when $E(f^{\nu+1}) \geq E(f^{\nu})$.

For our tiered move-making algorithm, we shall assume that we are minimizing a discrete energy function of the form Eq. [1] where $f_p = l \in L$ is a member of a generic label set $L$ with no special members (such as $T$ and $B$ in Sec. I-A) and subject to no constraints. We then consider the following move space, expressed in terms of vectors $t$ over the augmented space of labels $\hat{L} = L \cup \{T, B\}$, i.e. $t \in \hat{L}$. We shall require that these moves obey similar tiered constraints to those of Eq. [2]:

\[
\forall k \leq m \exists i, j \leq n, l \in \hat{L}\{T, B\} s.t.
\]

\[
k_p = k \Rightarrow ((r_p < i \Rightarrow t_p = T) \land (r_p \geq j \Rightarrow t_p = B))
\]

\[
\land (i \leq r_p < j \Rightarrow t_p = l))
\] (5)

Our move space $T$ is thus the subset of $\hat{L}^n$ satisfying constraints in Eq. [1]. Given a move $t$, we can thus write $i_k$ and $j_k$ for the break points on column $k$, and $l_k \in L$ for the single label taken by $t_p$ for $p$ on column $k$ and rows $i...j-1$. If $i = j$ we can arbitrarily set $l_k = 0$. Given a move $t$, the transformation function for our move then switches all pixels $p$ for which $t_p \neq \{T, B\}$ to the value $t_p$, and leaves all other variables unchanged. Writing $T_p(f, t)$ for the value of $T(f, t)$ at pixel $p$, we can thus express the transformation as:

\[
T_p(f, t) = \begin{cases} 
  t_p & \text{if } t_p \neq \{T, B\} \\
  f_p & \text{otherwise}
\end{cases}
\] (6)

As described above for the general case, we generate a sequence of labelings $f^{\nu=1...\hat{\nu}}$, which is initialized randomly, and satisfies $E(f^1) > E(f^2) > ... > E(f^{\hat{\nu}})$. Using the tiered labeling algorithm of Sec. I-A we can perform an optimal search at each iteration, so that $E(f^{\nu+1}) = \arg \min_{t \in T} E(T(f^{\nu}, t))$. We achieve this by transforming the search for the optimal $t$ into a tiered labeling problem as follows. We can reexpress the energy of a particular transformation $E(T(f^{\nu}, t))$ directly as an energy over the transformation vectors $t$ as:

\[
E^\nu(t) = \sum_{p \in P} D_p^\nu(t_p) + \sum_{pq \in N} V_{pq}^\nu(t_p, t_q)
\] (7)

where the data and pairwise terms in Eq. [7] are defined as:

\[
D_p^\nu(t_p) = \begin{cases} 
  D_p(t_p) & \text{if } t_p \in L \\
  D_p(f_p^\nu) & \text{otherwise}
\end{cases}
\]
Algorithm 1: Tiered move making algorithm

\begin{verbatim}
input : Energy function E, initial labeling \( f \)
converged := 0, \( \nu := 1 \);
while converged = 0 do
    Calculate \( D^f \) and \( V^f \) for \( E^f(t) \) (Eq. 8);
    Calculate \( U \) and \( H \) terms (Eq. 9);
    Solve tiered labeling problem for \( t^* = \arg \min_t E^f(t) \):
    Construct \( f^{\nu+1} \) from \( t^* \) (Eq. 10);
    if \( E(f^{\nu+1}) < E(f^\nu) \) then
        \( \nu := \nu + 1 \);
    else
        converged := 1;
    end
end

Return \( f^\nu \);
\end{verbatim}

\[ V^\nu_{pq}(t_p, t_q) = \begin{cases} V_p(t_p, t_q) & t_p, t_q \in L \\ V_p(t_p, f^\nu_q) & t_p \in L, t_q \in \{T, B\} \\ V_p(f^\nu_p, t_q) & t_p \in \{T, B\}, t_q \in L \\ V_p(f^\nu_p, f^\nu_q) & \text{otherwise} \end{cases} \]  

(8)

It is clear then that solving the minimization:

\[ f^{\nu+1} = \arg \min_{t \in T} E(T(f^\nu, t)) \]

(9)

is equivalent to minimizing Eq. 7 subject to the constraints Eq. 11 which can thus be achieved via the tiered labeling approach of Sec. II-A. Having found \( t^* = \arg \min_t E^f(t) \), we can then generate \( f^{\nu+1} \) via:

\[ f^{\nu+1}_p = \begin{cases} t^*_p & \text{if } t^*_p \in L \\ f^\nu_p & \text{otherwise} \end{cases} \]  

(10)

As described above, we terminate when \( E(f^{\nu+1}) = E(f^\nu) \). In the discussion above we enforce the tiered constraints on the move space such that the tiered move is applied only in one (vertical) direction. However in general we can apply tiered moves in any direction. For example, we can write \( i_k \) and \( j_k \) for the break points on the row \( k \), and \( l_k \in L \) for the single label taken by \( t_{p_k} \) for \( p \) on row \( k \), and columns \( i \ldots j \). Thus, a tiered move along horizontal direction follows these constraints:

\[ \forall r \leq n \exists i, j \leq m, l \in \hat{L} \setminus \{T, B\} \text{ s.t.} \]

\[ r_p = r \Rightarrow ((k_p < i \Rightarrow t_p = T) \land (k_p \geq j \Rightarrow t_p = B) \land (i \leq k_p < j \Rightarrow r_p = l)) \]  

(11)

The algorithm is summarized in Alg. 1.

III. ALGORITHM PROPERTIES AND ANALYSIS

Since our tiered move making algorithm is based on dynamic programming, it can be applied to arbitrary energy pairwise functions, and is guaranteed to converge, since \( E(f^\nu) > E(f^{\nu+1}) \) at each iteration, and given a finite label set \( L \) there are only finitely many labelings. If we make further assumptions about the energy, we can also give certain guarantees on the strength of the local optimum our algorithm achieves, as described in Sec. III-A. Further, we discuss the complexity of the algorithm in Sec. III-B.

A. Optimality

We show here that we can give guarantees about the local optimum achieved by our algorithm if we restrict the class of energy functions we consider to ones in which \( \forall p, l \ D_p(l) \geq 0 \), and \( \forall p, q, l_1, l_2 \ V_{pq}(l_1, l_2) \geq 0 \), with equality occurring if and only if \( l_1 = l_2 \). We note that the assumption that the unary terms are non-negative is not restrictive, as we can always add a constant \( \alpha \) to all outputs of \( D_p(.) \) to create a new potential \( D'_p(l) = D_p(l) + \alpha \), and replacing \( D_p(.) \) by \( D'_p(.) \) simply adds a constant to the global energy \( E(f) = E(f) + \alpha \) which leaves the CRF distribution unchanged. The restriction on the pairwise terms covers many cases of interest, such as semi-metric potentials (which additionally require \( \forall p, q, l_1, l_2 \ V_{pq}(l_1, l_2) = V_{pq}(l_2, l_1) \), metric potentials (which add to the semimetric requirements \( \forall p, q, l_1, l_2, l_3 \ V_{pq}(l_1, l_2) + V_{pq}(l_2, l_3) \geq V_{pq}(l_1, l_3) \), and pairwise Potts potentials (which require \( \forall p, q \exists \nu \forall l_1 \neq l_2 V_{pq}(l_1, l_2) = v \)). Additionally, we are interested in labelings of the image that are tiered consistent; that is, given a labeling \( f \), and an associated set of maximal contiguous regions \( R \) whose members must take a single label, be connected, and have non-matching neighboring pairs on their boundary (i.e. \( R = \{p \in P | (\exists l \in L, \forall p \in p (f_p = l)) \text{ and } (\forall p, q \in \rho, \exists Z \subset P, (p_1, p_2, \ldots p_Z) \in \rho^z (p = p_1 \land q = p_2 \land (\forall z \in Z ((p_{z+1}, p_{z+1}) \in N)) \} \) and \( \forall p, q \in P, ((p_n, q_n) \in N \land p \land q \notin \rho \Rightarrow f_p \neq f_q) \)), we can define the set of tiered consistent labelings \( C \) as:

\[ C = \{f|\forall \rho \in R, k \leq n \exists i, j \text{ s.t. } k_p = n \land (i \leq r_p < j \Rightarrow p \in \rho) \} \]

(12)

Fig. 3 illustrates the properties introduced above. Given these definitions, we can make the following guarantee:

**Theorem 1.** Let \( \tilde{f} \) be a local minimum for tiered labeling moves and \( f^\dagger = \arg \min_{f \in C} E(f) \) be the optimal tiered consistent labeling. Then for energies with non-negative unary terms and in which \( \forall p, q, l_1, l_2 \ V_{pq}(l_1, l_2) \geq 0 \), with equality occurring if and only if \( l_1 = l_2 \), we have that \( E(\tilde{f}) \leq 2k \cdot E(f^\dagger) \), where \( k = \max_{p,q \in \epsilon, l_1 \neq l_2 \in L} \frac{V_{pq}(l_1, l_2)}{\min_{l_1,l_2 \in L} V_{pq}(l_1, l_2)} \).

**Proof:** We consider the set of maximally contiguous regions
\( \rho \in R^{f^1} \). Given any \( \rho \), we define \( f^\rho \) to be:

\[
\begin{align*}
    f^\rho = \begin{cases} 
        f^1_p & \text{if } p \in \rho \\
        f^\rho_p & \text{otherwise}
    \end{cases}
\end{align*}
\]  

(13)

We can assume \( E(\hat{f}) \geq E(f^1) \), since otherwise the bound follows directly. Since \( f^\rho \) is within a tiered move of \( f \), we have:

\[
E(f^1) \leq E(\hat{f}) \leq E(f^\rho)
\]  

(14)

Further, we can define the sets \( I^p = \rho \cup \{(p, q) \in N|p, q \in \rho\} \), \( B^p = \{(p, q) \in N|p \in \rho, q \notin \rho\} \), and \( O^p = (P\setminus\rho) \cup \{(p, q) \in N|p \notin \rho, q \notin \rho\} \), which represent respectively, all pixels and neighbour pairs falling inside \( \rho (I^p) \), neighbour pairs between \( \rho \) and \( P\setminus\rho \) \( (B^p) \), and all pixels and neighbours outside of \( \rho(O^p) \). We then have:

\[
\begin{align*}
    E(f^\rho|O^p) &= E(\hat{f}|O^p) \\
    E(f^\rho|I^p) &= E(f^1|I^p) \\
    E(f^\rho|B^p) &\leq \kappa E(f^1|B^p)
\end{align*}
\]

(15)

where we write \( E(f^\rho|O^p) \) for the value of the energy Eq. 1 restricted to potentials on pixels/neighbours in \( O^p \), and similarly for \( E(f^1|I^p) \), \( E(f^1|B^p) \). The constant \( \kappa \) is defined as stated in the Theorem, \( \kappa = \max_{p,q \in N} (\max_{l \neq x \in L} V_{pq}(1, l_2)/\min_{l \neq x \in L} V_{pq}(1, l_2)) \), and we can guarantee the last of these inequalities, since the requirement that \( \rho \) is a maximal contiguous set implies that \( \forall(p,q) \in B^p f^\rho_p \neq f^1_p \), and the requirements on the energy imply therefore \( \forall(p,q) \in B^p V_{pq}(f^\rho_p, f^\rho_q) > 0 \).

Now, by separating the final inequality in Eq. 14, we get the expansion \( E(f^1|I^p) + E(f^1|B^p) + E(\hat{f}|O^p) \leq E(f^\rho|I^p) + E(f^\rho|B^p) + E(\hat{f}|O^p) \), and substituting in the values from Eq. 15 we get \( E(f^1|I^p) + E(\hat{f}|B^p) \leq E(f^\rho|I^p) + \kappa E(f^1|B^p) \), which reduces to \( E(f^1|I^p) + E(\hat{f}|B^p) \leq E(f^1|I^p) + \kappa E(f^1|B^p) \). To bound the whole energy, we must sum this final inequality over all \( \rho \in R^{f^1} \), giving \( \sum_{\rho \in R^{f^1}} (E(f^\rho|I^p) + E(\hat{f}|B^p)) \leq \sum_{\rho \in R^{f^1}} (E(f^1|I^p) + \kappa E(f^1|B^p)) \). Letting \( B = \bigcup_{\rho \in R^{f^1}} B^\rho \) and collecting together terms, we can reexpress this as:

\[
E(\hat{f}) + E(\hat{f}|B) \leq E(f^1) + (2\kappa - 1)E(f^1|B)
\]  

(16)

and subtracting \( E(\hat{f}|B) \geq 0 \) from the left hand side of Eq. 16 and adding \( (2\kappa - 1)(E(f^1) - E(f^1|B)) \geq 0 \) to the right we have the final bound \( E(\hat{f}) \leq 2\kappa E(f^1) \).

\( \Box \)

**Corollary.** For energies of the form in Theorem 1, and for which the optimal labeling \( f^* = \arg\min f E(f) \) is tiered consistent, we have that \( f^1 = f^* \), and thus we achieve the global bound \( E(\hat{f}) \leq 2\kappa E(f^1) \).

For cases in which the optimal energy \( f^* \) is tiered consistent, we can thus achieve the same bound as \( \alpha \)-expansion for energies with metric and Potts pairwise potentials. We note that, when \( f^1 = f^* \), this bound actually holds for energies with a larger class of pairwise potentials as specified by Theorem 1, including semi-metrics and a restricted class of non-symmetric potentials. In fact, for the pairwise case these are the same restrictions on the energy as in a recent generalization of the \( \alpha \)-expansion bound in [10]. Our bound is thus identical to [10] for energies with a tiered consistent \( f^* \), although we cannot apply the [10] bound directly to the analyze tiered moves, since they do not form an optimal \( \gamma \)-expansion move in the sense required by [10].

Clearly, we cannot know for any given energy whether or not \( f^1 = f^* \). For many problems though, such as segmentation of objects with approximately convex shapes, or stereo, where we can expect regions of constant disparity to be approximately vertical, we can expect that this condition will hold approximately, or equivalently that the violations of the tiered constraints in \( f^* \) will be small (assuming the energy itself provides a good representation of the problem). This argument lends theoretical support to our claim in Sec. IV that tiered moves are a competitive alternative to \( \alpha \)-expansion moves (and non-metric variants) for a wide range of problems.

**Worst case suboptimality:** Although we have argued above that for many problems of interest, we might expect \( f^1 \approx f^* \), we now construct a simple binary example to show that in general the energy of \( f^1 \) can be arbitrarily far from the optimum. Consider for example a binary energy over \( P = 6 \) pixels with \( m = 3 \) rows and \( n = 2 \) columns, with column-major indexing (see Fig. 4). Assuming a 4-connected graph, and Potts pairwise terms between neighbours, we define an energy such that \( D_1(0) = D_3(0) = Q/2 \) and \( D_2(1) = 2Q \) \( (Q > 1) \), while the non-zero term for pairwise potentials \( V_{1,2}, V_{2,3} \) and \( V_{2,5} \) is set to \( 1/3 \) and for \( V_{1,4}, V_{4,5}, V_{5,6} \) and \( V_{3,6} \) is set to \( 2Q \). Writing \( f = \{x_1, x_2, x_3, x_4, x_5, x_6\} \) for a joint setting of the 6 variables, we can determine that the global optimum is \( f^* = \{1, 0, 1, 1, 1, 1\} \), where \( E(f^*) = 1 \). This labeling however is not tiered consistent, as it contains a maximal contiguous region of 1’s with 4 break-points on the first column. The optimal tiered consistent configuration is \( f^1 = \{0, 0, 0, 0, 0, 0\} \), where \( E(f^1) = Q \) (see Fig. 4). For all other labelings \( E(f) \geq 2Q \). As well as being the optimal tiered consistent labeling, \( f^1 \) is also a local optimum for tiered moves (i.e. it forms a possible \( \hat{f} \), since the only configuration with lower energy cannot be reached in a single move (in general, the algorithm can converge to arbitrary labelings). We note that, by construction \( E(f^1) = Q \) can be increased without limit, and so can be arbitrarily far from the global optimum \( E(f^*) = 1 \). This example shows that if the global optimum contains closely connected non-convex regions.
B. Complexity

The complexity of the individual moves in our algorithm can be derived from the complexity of the tiered labeling algorithm itself, which dominates the move:

**Theorem 2.** The time complexity of each individual tiered move is $O(nm^2K^2)$, where $n,m$ are the number of image columns and rows respectively, and $K$ is the number of labels in the global energy.

**Proof:** We first note that application of the tiered labeling algorithm dominates the move, since computing $D^s, V^s, U$ and $H$ are all $O(nmK)$, and applying Eq. 10 to update the solution is $O(mn)$. As described in Sec. 1 finding the optimal move involves solving a tiered labeling problem with an expanded label set $\tilde{L} = L \cup \{T, B\}$. Since labels $T, B$ cannot appear in the dynamic programming variables $s_k = (i_k, j_k, l_k)$ we have a complexity $O(nm^2K^2)$ for each move, following [9].

In practice, on the tsukuba image (Fig. 1) of size 384×288 with 16 disparity labels for the stereo problem, our method takes almost 5 minutes, compared to $\alpha$-expansion which takes almost 1 sec, and TRWS which takes 6 sec. Each tiered move iteration takes 18 secs, and the algorithm takes almost 15 moves to converge. In general we reach an energy value very close to the optimal solution within few iterations. Further, as noted in Felzenswalb et.al. [2], the tiered labelling method can be trivially implemented on a GPU. One possible GPU implementation would involve distributing the computation per state over threads. A minimization must be performed per thread across the states of the previous site (column), and an outer minimization also made across the states of the final site. These min-calculations across states would be the computational bottleneck which could be achieved in $O(\log(n^2K))$ time on a GPU. The calculations per site would have to be done sequentially, since each site is dependent on the results of the previous site. We believe this implementation would be highly efficient compared to graph-cuts and TRWS on a GPU. Thus an optimized GPU implementation would substantially reduce the timing and make our algorithm a competitive choice for many real problems.

IV. EXPERIMENTS

We demonstrate the performance of our inference methods on two broad problem domains. In the first case, our pairwise terms take an unconstrained general form resulting from learning an arbitrary function on the training dataset. Our second experimental set-up restricts the pairwise terms to take certain basic models like Potts, (truncated) linear, or (truncated) quadratic. Details of all the experiments are provided in the following subsections.

A. Learned Pairwise Terms

We outline here experimental results on the PascalVOC-11 segmentation dataset [18] for the object class segmentation problem. This dataset consists of 1112 training images, 1111 validation images, and 20 object classes. The task is to assign every pixel in the image an object label such as car, person, etc. or background. Our energy function includes unary and pairwise terms, where the unary potentials are based on dense responses from a Textonboost style classifier [16], trained by boosting classifiers defined on multiple dense features defined on colour, textons, histogram of orientated gradients (HOG), SIFT and pixel location.

We formulate the problem of learning the general class-class and class-background pairwise terms in a max-margin framework [see [17]] under a supervised setting. Given the input and output pairs for the $i^{th}$ image $(x_i, f_i)$ where $i \in I$, the max-margin learning framework learns the parameters of the model by maximizing a scoring function $S_w(f) = \arg\max_{f \in F} \langle w, \phi(x_i, f) \rangle$, by minimizing a loss function between the true output $f_i$ and the predicted output $\hat{f}_i$. Here weight vector $w$ is the learnt pairwise terms. We follow the method of Tsochantaridis et.al. [17] who use a hamming distance based loss function. Our class-class or class-background features are based only on colour differences between pair of pixels. Thus, in order to generate the feature vector, we create a boundary dataset where we augment and update the PascalVOC-11 segmentation ground-truth dataset [18] by completely annotating the boundary regions. A set of ground-truth images from our boundary dataset is shown in the Figure 5 along with their corresponding original and Pascal ground-truth images. To train the pairwise terms, we split the images into neighbouring 2 pixel sub-images, and use a sample of these as our training examples. We access overall percentage of pixels correctly classified, the average recall and intersection/union (I/U) score for a given class as TP/(TP+FP+FN)). We first compare our model with a graph-cuts based $\alpha$-expansion method using the Potts model, where the parameters of the Potts model are set by cross validation. We observe both $\alpha$-expansion and our t-move methods achieve the same 23.91% I/U score. We observe a slight improvement in I/U accuracy by using the learnt pairwise terms to 24.03%. Table 1 gives details of the results.

B. Fixed-form Pairwise Terms

Further we present results on several low-level benchmark problems, including stereo correspondence, image segmentation, image stitching and image denoising. The review paper
of Szeliski et. al. [8] provides some benchmark images corresponding to each problem, some of which we rescale (see Fig. 6). We have two versions of our tiered move method: \( t\)-move1 and \( t\)-move2. In \( t\)-move1 tiered labeling is performed only along rows, however in \( t\)-move2 tiered labeling is performed along both rows and columns. We show the results of \( t\)-move2 when the results are significantly different from the results of \( t\)-move1. We compare our methods with four other energy minimization methods, \( \alpha\)-expansion, max-product loopy belief propagation (LBP), and sequential tree re-weighted message passing (TRWS) on these benchmark applications, and also the original tiered labeling algorithm \( \alpha\)-expansion, for segmentation. We use code provided by the authors for the QPBO method [5] and codes in the software library provided by Szeliski et. al. [8] for LBP, \( \alpha\)-expansion and TRWS. We use QPBO to perform expansion moves over a series of iterations similar to \( \alpha\)-expansion, as in Woodford et. al. [13]. The pairwise potentials we use for our comparative study are Potts models, truncated/non-truncated linear and quadratic functions. In all these examples, we use the same unary potential as used by [8].

**Stereo:** Given left and right rectified images of a scene, the stereo problem requires us to calculate the disparity of each pixel in the left image to a pixel in right image. Discrete labels are used to represent disparities in terms of pixel displacement. We conduct experiments on the tsukuba, venus, and teddy images; these three benchmark images are shown in Fig. 6(A).

Table III shows the comparative lowest energy values achieved by \( \alpha\)-expansion, LBP, TRWS and tiered moves (\( t\)-move1, \( t\)-move2) on the three benchmark images. The smoothness terms are a Potts model, and linear and quadratic pairwise potentials. We observe that our methods consistently achieve lower energy values than \( \alpha\)-expansion. QPBO, and LBP on all three images. Our \( t\)-move2 achieves lower energy values than TRWS on the tsukuba and venus images for the quadratic model. We also observe that our \( t\)-move2 consistently achieves lower energies than \( t\)-move1. Further, the lowest energy values achieved by our methods are almost equal to the lower bound on the energy values provided by TRWS method. In all these cases, \( t\)-move2 is able to achieve almost \( 1\% - 2\% \) lower energies than \( \alpha\)-expansion, QPBO and LBP methods, though TRWS achieves slightly better energies than our method in few cases.

**Segmentation:** We select the person, flower, and sponge images as shown in Fig. 6(B) for binary segmentation. Our data-term is based on gaussian mixture colour models of the foreground and background, and the smoothness term is a Potts model modulated by local contrast values. The corresponding energy values for all these images and benchmark algorithms are shown in Table III. We achieve the global minimum energy values on all images, as does \( \alpha\)-expansion. Further, we achieve almost \( 2\% - 3\% \) lower energy values than the original tiered labeling method on all images.

**Photomontage:** Given a set of overlapping images, photomontage requires us to stitch them into one seamless image. The data-term is either 0 or infinity, depending on whether that pixel is in the field of view of the current camera direction. We show our results on the family and panorama images in Fig. 6(C). Our pairwise terms depend on pixel location and labels, as given in Szeliski et. al. [8]. In this case, our method achieves lower energy values than all the other benchmark methods shown in Table IV. We achieve almost \( 0.2\% - 0.5\% \) lower energy than TRWS and \( \alpha\)-expansion on the family image.
Each iteration of algorithm makes a decision at each pixel, and the smoothness term is the squared difference between the actual pixel value and the output label, and the smoothness term is the squared difference between labels, weighted by a common factor $\lambda = 5$. In all these benchmark images, we achieve energies lower than $\alpha$-expansion by almost 5%, although our energies are slightly higher than TRWS (see Table V).

### V. Discussion and Conclusion

In this paper, we propose a tiered move making algorithm. Each iteration of algorithm makes a decision at each pixel whether to retain the current label or to take a new one based on the optimal tiered move step. Each optimal tiered move is found by applying the dynamic programming based tiered labeling method.

Our method is guaranteed to converge to a local minima for any pairwise potential. Graph cuts based $\alpha$-expansion will not converge to a local minimum when functions are non-metric and non-submodular, since generally $\alpha$-expansion solvers truncate the pairwise potential. Similarly, message passing based methods like LBP and TRWS are not guaranteed to converge and the final solution may oscillate between two different labelings. However, the TRWS method interestingly provides a lower bound on the energy, which provides a basis of comparison for other algorithms. Our tiered move method always converges to a local optimum, and does not suffer from the problem of oscillation.

The QPBO method [5] is a graph-cut based method which is able to handle non-submodular energy functions. But, this method does not always label all the nodes, which leads to partial labelings. The unlabeled pixels are labeled heuristically. However, we do not suffer from this problem since we do not allow fractional solutions.

Our tiered move making algorithm however suffers from certain limitations. The time complexity of this method is $O(nm^2K^2)$ per move, and in practice this method is almost 10-15 times slower than $\alpha$-expansion. However, this move complexity could be reduced by using schemes such as $\gamma$-expansions [10] where only subsets of the labels are expanded at each move, without affecting the guarantees in Sec. III-A. Further, as with the tiered labeling method, the space complexity is $O(nm^2K)$ due to the dynamic programming requirements. Also, we cannot guarantee that a series of tiered moves will lead to the globally optimal solution even in the 2 label sub-modular case as is guaranteed by graph cuts (see Sec. III-A). However, empirically we achieve the global minimum for many of the problems investigated, and we are mostly within 0.001% of the global minimum otherwise. We believe that only if there are many closely connected non-convex shapes in the solution will our method get stuck in bad local minima.

As our experiments suggest, we consistently do well compared to $\alpha$-expansion, LBP, and QPBO and are very competitive with the TRWS method on a wide range of problems, including object class segmentation, stereo correspondence, image stitching, image denoising. Our theoretical analysis provides further support for the expectation that our algorithm will remain competitive in many commonly encountered problems, and the code and dataset is available for download at [http://cms.brookes.ac.uk/staff/VibhavVineet/](http://cms.brookes.ac.uk/staff/VibhavVineet/)
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#### Table III

| Image   | Method | Smooth  | Data  | Total  |
|---------|--------|---------|-------|--------|
| Person  | t-label| 682815  | 32890529 | 33573344 |
|         | $\alpha$-exp | 647809 | 30157043 | 30804852 |
|         | t-move1  | 647809 | 30157043 | 30804852 |
| Flower  | t-label | 636004  | 40235734 | 40871738 |
|         | $\alpha$-exp | 679744 | 39831530 | 40511274 |
|         | t-move1  | 679744 | 39831530 | 40511274 |
| Sponge  | t-label | 273535  | 31974735 | 32248240 |
|         | $\alpha$-exp | 255933 | 31471257 | 3172165 |
|         | t-move1  | 255933 | 31471257 | 3172165 |

**Segmentation:** We compare the lowest energy values achieved by different benchmark energy minimization methods on three different segmentation images. We achieve the global minimum in all cases, as does $\alpha$-expansion. Results from the original tiered labeling algorithm (t-label) [9] are also given.

#### Table IV

| Image | Method | Smooth  | Data  | Total  |
|-------|--------|---------|-------|--------|
| Family (148956) | TRWS | 149784  | 0 | 149784 |
|         | $\alpha$-exp | 149181 | 0 | 149181 |
|         | t-move1  | 149024  | 0 | 149024 |
| Pano (80813) | TRWS | 80813  | 0 | 80813 |
|         | $\alpha$-exp | 80813 | 0 | 80813 |
|         | t-move1  | 80813  | 0 | 80813 |

**Image Stitching:** Compares lowest energy values achieved by different benchmark energy minimization methods on two different image stitching benchmarks. The lower bound on energy values given by TRWS is also shown in the first column.

#### Table V

| Image   | Method | Smooth  | Data  | Total  |
|---------|--------|---------|-------|--------|
| Penguin (1776156) | TRWS | 270425  | 1505731 | 1776156 |
|         | $\alpha$-exp | 210075 | 1778962 | 1989037 |
|         | t-move1  | 2101150 | 1521812 | 1782962 |
|         | t-move2  | 2594845 | 1518729 | 1778214 |
| House (605613) | TRWS | 181283  | 424329 | 605614 |
|         | $\alpha$-exp | 202560 | 419748 | 622418 |
|         | t-move1  | 197910  | 420549 | 606259 |
|         | t-move2  | 181548  | 424384 | 605932 |

**Denoising:** Compares lowest energy values achieved by different benchmark energy minimization methods on two different image denoising images. The lower bound on energy values given by TRWS is shown in the first column.
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