On the Relation of Trust and Explainability: Why to Engineer for Trustworthiness
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Abstract—Recently, requirements for the explainability of software systems have gained prominence. One of the primary motivators for such requirements is that explainability is expected to facilitate stakeholders’ trust in a system. Although this seems intuitively appealing, recent psychological studies indicate that explanations do not necessarily facilitate trust. Thus, explainability requirements might not be suitable for promoting trust.

One way to accommodate this finding is, we suggest, to focus on trustworthiness instead of trust. While these two may come apart, we ideally want both: a trustworthy system and the stakeholder’s trust. In this paper, we argue that even though trustworthiness does not automatically lead to trust, there are several reasons to engineer primarily for trustworthiness – and that a system’s explainability can crucially contribute to its trustworthiness.

Index Terms—Explainability, XAI, Trust, Trustworthiness, Requirements, NFR

I. INTRODUCTION

Software systems used for decision-making are becoming increasingly complex and opaque. At the same time, such systems are used in processes of high social relevance, such as loan applications or parole decisions. It is an urgent question whether we should really trust such opaque systems, which evade the understanding even of their programmers, to make critical decisions [1]. The concept of trust also plays an essential role in requirements engineering (RE), for instance, in ISO/IEC 25022 [2]. However, trust remains a rather vague concept that is hard to measure and is, therefore, a difficult requirement to engineer towards [3], [4].

Many see explainability as a suitable means to foster stakeholder trust [5], [6]: If we better understand how the system produces its outputs and the explanation for a given output fits with our expectations of how a good decision should be made, this explanation presents a reason to trust the system. Thus, at first glance, a requirement for explainability seems to be more suitable than to have a requirement for trust directly.

Its assumed potential to increase trust is one of the reasons why explainability has become a ‘hot’ topic in computer science and interdisciplinary research [5], and now proliferates in the RE community as a non-functional requirement [6]–[8]. Indeed, explainability and trust are often connected in the literature [5]–[72] and many researchers, at least implicitly, assume some form of what we will call the Explainability-Trust-Hypothesis (ET) in the following:

(ET) Explainability is a suitable means for facilitating trust in a stakeholder.

Recent psychological research has shown, however, that this widely accepted hypothesis should be called into question. Several studies have shown either no effect or even a negative effect of explanations on subjects’ trust in a system [73]–[76]. In this paper, we will discuss what these findings tell us about the relationship between explainability and trust and how to proceed when engineering for trust based on explainability.

II. ET IN THE LITERATURE

The idea of a close connection between explanations or explainability and increased trust as expressed by ET is pervasive in the literature on explainable AI (XAI). For illustration, consider the following quotes:

- “In order for humans to trust black-box methods, we need explainability […]” [9]
- “[…] in many, if not most, cases, the explanation is beneficial […] to foster better trust […]” [10]
- “Increasing user’s trust in the system […] is among the listed motivations for the explanations.” [11]
- “The need for explainable AI is motivated mainly by three reasons: the need for trust […]” [12]
- “Explanations are particularly essential […] as it [sic] raises trust […] in the system.” [13]
- “[…] explainability will also enhance trust at the user side […]” [14]
- “[…] the provided […] explainability will also enhance trust in the system at the level of the users […]” [15]
- “The main goal of Explainable Artificial Intelligence (XAI) has been variously described as a search for explainability, […] for ways of […] generating trust in the model and its predictive performance.” [16]
- “Artificial agents need to explain their decision to the user in order to gain trust […]” [17]
- “Explanations, by virtue of making the performance of a system transparent to its users, are influential […] for improving users’ trust […]” [18]
- “[…] explainability provides transparency and contributes to trust […]” [19]
- “Explainability is […] a pre-requisite for practitioner trust […]” [20]
Other authors are more cautious. While they do connect explanations and trust in some way, their statements are more hedged than the above examples, mainly through the use of modals (e.g., “could”) or by speaking about appropriate trust:

- “[…] XAI will be key for both expert and non-expert users to enable them to have a deeper understanding and the appropriate level of trust […]” [21]
- “[…] comparative explanations could help establish a more appropriate level of trust.” [22]
- “[…] there is a need to explain […] so that users and decision makers can develop appropriate trust […]” [23]
- “Explainable Machine Learning (XAI) […] enables human users to […] appropriately trust […] emerging generation of artificially intelligent partners.” [24]
- “[…] explanations are often proposed to […] moderate trust to an appropriate level […].” [25]

Overall, many authors assume some sort of systematic connection between trust and explanations. While some remain cautious about the exact nature of that relationship, many seem to endorse the straightforward relationship suggested by ET.

III. Empirical Evidence Concerning ET

Despite its intuitive appeal, ET is not without problems. As we shall see in this section, the empirical evidence is not conclusive enough to support ET.

A. Empirical Findings

Although there are empirical findings supporting the claim that explanations can lead to increased trust in systems [77], [78], various empirical studies also provide evidence against that hypothesis. For instance, providing information about what kind of information will be analyzed within AI-based personnel selection can positively and negatively affect variables that are commonly associated with trust towards intelligent systems (e.g., perceived fairness) [79]–[81].

Furthermore, results by Schlicker et al. [82] indicate that providing an explanation does not affect healthcare professionals’ perceived justice of automated scheduling decisions. Given that perceived justice is usually also associated with trust [83], this finding provides further evidence against ET.

These are just some of many examples where empirical research has found no support for the positive relationship between explanations and trust (further examples are [73], [74]). In fact, some studies even found a negative effect of explanations on trust. For instance, Kizilcec et al. [75] found that providing too much information eroded trust. Similarly, Papenmeier et al. [76] found that the presence of an explanation either did not affect or even reduced trust.

B. Discussion of Empirical Findings

Overall, there is some tension between previous empirical research and the various claims that explanations lead to trust. Thus, while it remains compatible with the data that some explanations will increase trust under certain conditions, ET in its generality should not be assumed.

Once we take a closer look at the idea underlying ET, these findings are not surprising. We can think of three straightforward reasons why explanations might fail to foster trust:

1) If a person’s trust in a system is already maximal, an explanation cannot further increase their trust.
2) If the explanation reveals a problem of the system, the explanation might decrease rather than increase trust.
3) If a person cannot comprehend the explanation or cannot use it to evaluate the system, the explanation might not change their trust in the system.

Compelling arguments can be made that these reasons do indeed often play a role: Studies show that some people have a very high initial trust in automated systems [84], explainability methods are often used for debugging systems [28], [33], and many such methods produce explanations that are too technical for laypeople to understand [5], [39]. It would be interesting to conduct research on whether these reasons are at play when explanations fail to increase trust. To this end, a meta-analysis could be a valuable starting point. For now, these considerations indicate why the relationship between explanations and trust is not as straightforward as assumed in ET. Therefore, a requirement for explainability is not necessarily a suitable substitute for a requirement for trust in RE.

IV. From Trust to Trustworthiness

Does the above discussion indicate that one should not try to engineer for trust via explainability? At this point, we can distinguish two motivations for why someone might want to elicit trust in a system: First, the developer or deployer of a system might want more people to use their technology. Second, we as a society might want reliable technologies that can improve our lives to receive the appropriate trust from their potential users and other stakeholders.

In the first case, the software developer or deployer might hope for trust independently of whether the system fulfills further desiderata like reliability, safety, or fairness. In other words, they might want users to trust their product whether or not it is actually trustworthy. In that case, explanations might not always help them reach their goal.

However, we can assume that many people who speak more generally about trust in technology, especially legislators, are interested in trust rather for the second reason. As we have seen in Section [1] many of the more cautious quotes related to ET focus on appropriate trust as opposed to trust in general. We will argue below that in the case where people are looking for the appropriate trust in a reliable system, explanations remain useful. An important mediator for such trust is a system’s trustworthiness, to which we will now turn.

A. Differentiating Trust and Trustworthiness

Trust is an attitude a stakeholder holds towards a system. Trustworthiness, by contrast, is a property of a system: intuitively, a system is trustworthy for a stakeholder when it is warranted for the stakeholder to put trust in the system. While there are many different conceptualizations of trustworthiness
we will settle for an operationalization of trustworthiness that we deem suitable for the context of engineering artificial systems:

**Definition 1 (Trustworthiness):** A system $S$ is trustworthy to a stakeholder $H$ in a context $C$ if and only if

- (a) $S$ works properly in $C$, and
- (b) $H$ would be justified to believe that (a) if $H$ came to believe that (a).

So, we see that trustworthiness is a property of a system that is parameterized with a stakeholder. Fulfilling condition (a) of Definition 1 is primarily up to the system, while fulfilling condition (b) also depends on the stakeholder in question.

Note that “works properly” is a deliberately vague expression. While it will be important to spell out this notion more precisely in future research on trust and trustworthiness, we shall not delve into the matter here. For current purposes, just note that merely fulfilling all specified requirements might not be enough for a system to ‘work properly’ in the sense of Definition 1.

An autonomous hiring system, for example, has to be just and trustworthy to its engineer who understands it in detail, but not to his friend, who has not been specified as an explicit requirement.

Ideally, we want both: that a given system is trustworthy *and* that it is actually trusted. Unfortunately, though, the two can come apart. A judge might put great trust in a system that assesses defendants, while, in fact, the system might be racist and, therefore, not trustworthy. In this case, there is trust without trustworthiness, or *unwarranted trust*.

Likewise, an elderly person, suspicious of new technological developments, may not trust their navigation system although they know that it works very reliably and will guide them to their destination safely and quickly. In this case, there is trustworthiness without actual trust, or *failed trust*.

Looking back at the two potential reasons to engineer for trust we discussed above, it can be seen that trustworthiness is closely related to the idea of appropriate trust in a reliable system: The system’s reliability is captured in part (a) of the definition above. Part (b) helps to ensure that if the person trusts the system, they are justified to do so and, thus, their trust is appropriate. Nevertheless, trustworthiness does not automatically guarantee the appropriate trust of all stakeholders.

**B. Trustworthiness as the Primary Concern**

If the system’s trustworthiness does not necessarily go hand in hand with stakeholders’ trust, the natural question to ask is which of the two should be given priority, even if we ideally want both. We argue that there are good reasons to give priority to trustworthiness.

1) **Practical Reasons:** From a pragmatic point of view, it is reasonable to spend less energy on features that designers can hardly control and instead prioritize whatever features are more controllable at design time. If we follow this reasoning, trustworthiness should take priority over trust, since our control over trust is very limited at design time, while we arguably have much better (though not complete) control over trustworthiness at design time.

Recall that trustworthiness is mainly a property of the system, while trust is an attitude of the stakeholders. Granted, even trustworthiness is parameterized with a stakeholder, but this might be less troublesome than it initially looks:

Part (a) of Definition 1 is clearly controlled at design time, for it is the main objective of designers to make the system work properly, no matter how we spell this out. Part (b) seems more problematic, as it depends on specific stakeholders and what is justified for them to believe. This, however, is also not entirely outside the control of designers. In fact, designers have considerable control over (b) as they can already deliver appropriate justifications for certain stakeholders to believe in (a) as part of their system or alongside their system. (In the next section, we will see that explanations can be of help here.)

Trust, on the other hand, can be controlled much less at design time: It can be elicited, for instance, by certain experiences a person has with a system, clever marketing and advertisement, or by the person’s prior knowledge, beliefs, or preconceptions. So, whether someone trusts a system depends not only on its design and the stakeholders’ interaction with it, but also heavily on the stakeholder’s mindset, general attitude towards the system, prior experience with similar systems, and social network’s attitude toward such systems. System designers can only influence some of these variables, while for others there is almost no possibility to influence them directly.

So, we can conclude that system designers have much less influence on the actual trust that people build in a system than the system’s trustworthiness. Therefore, trustworthiness takes priority from a pragmatic point of view.

2) **Moral Reasons:** From a normative point of view, we may run a different argument coming to the same conclusion: If designers neglect trustworthiness and build an untrustworthy system, we will probably have either an untrustworthy system that most stakeholders will not trust in the long run or an untrustworthy system that is trusted mistakenly, which can have devastating consequences. Neither of these scenarios is desirable and, arguably, deploying a trustworthy system will frequently have morally better consequences, even if it is not trusted. Think back, for example, to the racist decision system in court. If an untrustworthy system is employed in court, it is much more likely to do wrong than a trustworthy system, regardless of whether it is trusted.

So, trustworthiness should often take priority, for even a trustworthy system that fails to spark trust can be expected to be morally superior to a similar untrustworthy system.

3) **Sustainability Reasons:** Trustworthiness may also prove to be the more sustainable desideratum compared to trust. An essential factor in a person’s tendency to trust a system is the quality of experiences they have made with the system. If people are convinced to trust a system that does not work properly, their trust might easily be violated if the system
fails. Contrary to that, with a trustworthy system, people can adjust their level of trust to the system’s abilities. Consequently, it will become less likely that the system disappoints people’s expectations and, over time, a system that works very well will potentially gain more trust through positive experiences.

Thus, while the stakeholders’ trust in a system is also important, the system’s trustworthiness is a worthy goal to engineer for and might even take priority before actual trust.

C. Trustworthiness and Explainability

Several authors have remarked upon the relation between trustworthiness and explanations [96]–[104]. In a nutshell, their idea is that a system’s explainability promotes its trustworthiness. If this idea holds up, it can serve as an important motivation behind XAI. Examples from the literature are:

- “Explaining decisions […] by intelligent systems is […] essential for […] becoming trustworthy to humans.” [96]
- “[…] objectives of explanations are manifold, including aims such as increasing trustworthiness […]” [97]
- “A trustworthy system should give fair and reliable results along with its explanations.” [98]
- “It should be clear that explicability is considered to be an important part of […] ‘trustworthy’ […] AI.” [99]
- “[…] explainable AI can contribute to the bigger goal of creating trustworthy AI […]” [100]
- “[…] xAI is to produce methods that make algorithmic decision-making systems more trustworthy […]” [101]
- “To be ideally trustworthy, a […] system needs to provide us with a rationalizing explanation which is accurate, graspable, and permissible.” [102]

We, too, claim such a connection: we suggested that designers have some control over the fulfillment of condition (b) of Definition [1] namely by providing justification to the stakeholder to believe that the system ‘works properly’. Plausibly, one way to do so is by giving explanations. The reasoning here is quite straightforward: if we want to be justified in our beliefs about how well a system works, it will often be helpful to have a sufficient understanding of the system. Accurate explanations can help us to gain this understanding and, therefore, the justification. So, while explanations might not help with trust, they are likely to help with trustworthiness.

Note that this is not an empirical point but rather a theoretical one. Granted, what someone believes or whether they feel justified in their beliefs are empirical questions of psychology. However, the question that we are after, namely whether someone’s belief would be justified, is essentially a question of epistemology and, therefore, not an empirical one.

So, while we cannot assume ET, our discussion suggests a tight connection between explanations and trustworthiness.

V. Future Research Directions

We argued that explainability can contribute to a system’s trustworthiness and discussed why trustworthiness should often take precedence over trust in design processes. However, a range of questions remains to be answered by future research. For one thing, it is unclear how trustworthiness can be reliably assessed and measured. To this end, we need empirical and conceptual research to gain insights into what requirements to place on systems to make them trustworthy and how to meet these requirements. A more elaborate operationalization of system trustworthiness needs to be developed and agreed on and ways to assess trustworthiness have to be found.

A second issue that needs further research is spelling out the exact relationship between explainability and trustworthiness. It needs to be clarified which explanations, under which conditions, can justify a stakeholder’s belief that the system works properly. With this in mind, we suggest paying particular attention to the context in which an explanation is given, as different stakeholders and situations might require different explanations to make the system trustworthy [5], [6].

Third, it remains important to investigate what role explanations can play to increase trust in a system. The findings we discussed in section III-A indicate many unexplored factors in the relationship between explanations and trust that call for empirical research into this relationship. While it became evident that not all explanations foster trust, there still is the strong suspicion that some explanations in the right contexts can actually do so – and it remains to be seen which ones. To better understand how stakeholders build trust in a system based on explanations, it will, for example, be worth studying how the timing and presentation of explanatory information as well as stakeholders’ expectations affect their trust-building.

Fourth, future research should examine how to elicit, increase, and maintain stakeholders’ trust in trustworthy AI systems. To this end, researchers should investigate how explainability and other (contextual) factors may work together and interact to determine trust. Work on this question may be closely tied up with research on the other issues just mentioned.

VI. Conclusion

In summary, our exposition highlights three lessons for requirements engineers, developers, and researchers: first, current research does not imply a close relation between explanations or explainability and trust; second, trustworthiness is a property worth engineering towards; and third, further empirical research is needed to properly understand the relationship between explainability, trustworthiness, and trust.

These lessons have particular implications for RE: When designers want to ensure that stakeholders trust their system, they should not use explainability as a substitute – at least according to current research. However, if they want to make their system trustworthy, ensuring explainability might be very helpful and, thus, still of great importance. Also, one must not confuse trust and trustworthiness when formulating requirements. Overall, RE and many other disciplines would profit from more research on trust, trustworthiness, and explainability.
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