In this paper we discuss the implication of the existence of a sliding symmetry, equivalent to the absence of a shear modulus, on the low-energy theory of the quantum Hall smectic (QHS) state. We show, through renormalization group calculations, that such a symmetry causes the naive continuum approximation in the direction perpendicular to the stripes to break down through infrared divergent contributions originating from naively irrelevant operators. In particular, we show that the correct fixed point has the form of an array of sliding Luttinger liquids which is free from superficially “irrelevant operators”. Similar considerations apply to all theories with sliding symmetries.

I. INTRODUCTION

The two-dimensional electron gas (2DEG) in large magnetic fields exhibits a dazzling array of physical phenomena such as the quantum Hall fluids with their excitations with fractional charge and fractional statistics, which have led to a deeper understanding of Quantum Mechanics. A few years ago it was discovered that for Landau level fillings with \( N \geq 2 \), in addition to the expected integer quantum Hall states, the 2DEG in ultra-clean samples has highly anisotropic phases with a strongly temperature-dependent anisotropy. These self-organized anisotropic states can be regarded as electronic liquid crystal phases, quantum mechanical analogs of classical liquid crystals. One of these phases, the most anisotropic, is the quantum Hall smectic, or stripe phase. The quantum Hall smectic breaks translation invariance along one direction: it is metallic in one direction but insulating in the other. Another phase is the quantum nematic phase which is metallic, translationally invariant but has a finite anisotropy due to rotational symmetry breaking. A number of crystalline states may also be present. Near the middle of the \( N \geq 2 \) Landau level, the best presently available experimental data indicates that for these magnetic fields the 2DEG behaves as a uniform, anisotropic metallic quantum fluid, and so it is consistent with a quantum Hall nematic phase down to very low temperatures \( T \gtrsim 20 \text{ mK} \).

Of the quantum liquid crystal phases, the quantum Hall smectic phase is the one that has been most extensively studied, primarily as a Hartree-Fock state. The quantum nematic phase is currently much less understood although significant progress has already been made on this problem.

Two equivalent pictures of the quantum Hall smectic state have been developed. On the one hand, semimicroscopically this state can be regarded as an array of Luttinger liquids, similar in many ways to the stripe phases proposed in the context of high-temperature superconductors and other strongly correlated systems. This picture was developed in Refs. and it is largely based on the Hartree-Fock description of the quantum Hall smectic state. In this picture, the quantum Hall smectic phase is a unidirectional charge density wave, in which the states of the partially occupied Landau level arrange themselves in a stripe-like pattern. The edges of each stripe behave as a pair of chiral Luttinger liquids with opposite chirality. This state is translationally invariant along the stripe direction and breaks translational symmetry along the perpendicular direction, as well as rotational invariance. These edge states are coupled to each other by the residual Coulomb interactions. The effective picture of the quantum Hall smectic that arises is that of an array of coupled chiral Luttinger liquids with an infinite number of marginal operators, constrained only by the restrictions imposed by the spontaneous breaking of rotational invariance. Using Hartree-Fock methods, the effective parameters of the array of coupled chiral Luttinger liquids have been estimated, its low-lying collective modes have been studied in detail, and the stability of this phase has been investigated. This is a physically appealing and attractive picture as it captures correctly much of the basic physics of this phase. However, the Hartree-Fock state has special features, such as particle-hole symmetry for a half-filled Landau level, which are not generically present in the quantum Hall smectic even for a half-filled Landau level. (These features play an important role in the determination of the phase diagram.)

On the other hand, one can construct directly a hydrodynamic theory of the quantum Hall smectic state. This may be done by following the consequences of the spontaneous breaking of rotational invariance and of translational invariance in one direction and by taking into consideration the dynamical dominance of the Lorentz force for electrons in a Landau level. The hydrodynamic theory describes essentially the same physics as a theory based on an array of coupled Luttinger liquids, and differ only by the assumption that it is possible to regard the system as a continuous medium, \( i.e. \) on the validity of taking a continuum limit in the direction running perpendicular to the Luttinger liquids (or stripes). The quantum Hall state, as well as arrays of Luttinger liquids, have, however, an additional sliding symmetry associated with the metallic character of this state which plays a central role in the physics. Here by a sliding transformation we mean a parallel rigid displace-
mement of the charge density profile on different stripe period, which we will denote below by

\[ \phi(x, y) \rightarrow \phi(x, y) + f(y) \]  \hfill (1.1)

where \( \phi(x, y) \) denotes the phase of the charge density fluctuation along a stripe, and \( y \) is the direction perpendicular to the unidirectional charge density wave. Sliding invariance then means that in this state there is no energy cost associated with this transformation. Physically this means that the charge density fluctuations do not have a shear modulus. In this sense the quantum Hall stripe is an electron smectic, an electronic liquid crystal state.

In this paper we discuss and compare the hydrodynamic and the coupled Luttinger liquid descriptions of the quantum Hall smectic using renormalization group (RG) methods to analyze the role of various perturbations on the effective low-energy theory. It turns out that although both descriptions are superficially equivalent (i.e., at the level of the symmetry), they differ substantially due to the effects of perturbations, which are non-linear and contain higher derivatives in the direction of the charge modulation. It is the main result of this paper that the continuum limit is in fact invalid and that the correct fixed “point” which governs the quantum Hall smectic phase is given by an array of Luttinger liquids. This result is purely a consequence of keeping the sliding symmetry intact. As such, the result is more general than the context of the quantum Hall smectic and extends to any continuum theory with a line of nodes in its dispersion relation. It is therefore applicable to the hydrodynamic theory of quantum Hall nematics, DNA Lipid Complexes, and Ring exchange Bose metals.

II. HYDRODYNAMIC THEORY OF QUANTUM HALL SMECTICS

Following Ref. \[22\], we begin by deriving the simplest hydrodynamic theory whose dynamics are governed by the Lorentz force and whose statics are governed solely by the broken symmetries of the state. The Quantum Hall Smectic (QHS) is formed when the first Fourier component of the electron density in the top Landau level becomes macroscopically large along some ordering wave vector, \( q_0 = (2\pi/\lambda) \hat{y} \), which we have chosen to point along the \( y \) axis. Here \( \lambda \) is the period of the charge density modulation and it is identified with the stripe period. Long wavelength deformations of the local charge density \( \rho(x) \) may then be introduced through the displacement (or phason) field \( u(x) \):

\[ \rho(x) = \rho_0 + j_0(x) + \text{Re} \left\{ \rho_S e^{i(\mathbf{q}_0 \cdot \mathbf{x} + q_0 u(x))} + \rho_{2k_F} e^{i(2k_F \mathbf{\hat{z}} \times \mathbf{q}_0 \cdot \mathbf{x} + \phi(x))} \right\} + \ldots \]  \hfill (2.1)

Here \( \rho_0 \) is the average (uniform) density, \( j_0(x) \) is the long wavelength fluctuation of the density (about the uniform value \( \rho_0 \) and will become the one dimensional density \( \partial_x \phi \) with \( \phi \) the long wavelength phase fluctuations along the stripe, \( \rho_S \) is the amplitude of the unidirectional CDW (smectic) order parameter, \( \varphi_S \equiv \mathbf{q}_0 \cdot \mathbf{x} + q_0 u(x) \) is the phase of the complex CDW order parameter and the Goldstone boson \( u \) is the displacement field which parametrizes the stripe configuration. In this paper we will only consider the physics deep in the quantum Hall smectic phase and we will thus ignore fluctuations of the amplitude of the CDW order parameter \( \rho_S \), and only the phase fluctuations of the CDW order parameter, represented by the displacement field \( u \), will be taken into account. Also to simplify the notation we will denote the long wavelength fluctuations of the density as \( \rho \) instead of \( j_0 \) which we did above. Hence, we will focus on the quantum fluctuations of the Goldstone bosons of the spontaneously broken translational symmetry. In Eq. \[2.1\] we have included the effects of a possible CDW ordering along the stripes. CDW ordering along the stripes is represented by a modulation of the charge density with ordering wave vector \( \mathbf{Q} = 2k_F \mathbf{x} \) with amplitude \( \rho_{2k_F} \) and phase fluctuation \( \phi \). As noted in Ref. \[4\], if the phase field \( \phi \) acquires rigidity across the stripes, i.e., along the \( y \) direction, the 2DEG becomes an insulating stripe crystal. We will assume that there is no long range CDW order along the stripes in what follows.

Quantum phase fluctuations in the quantum Hall smectic phase are thus governed by an effective low-energy Quantum Hall Smectic Hamiltonian, which takes the form

\[ \mathcal{H}_{Sm} = \frac{1}{2} \int d^2x \left[ A_1 (\nabla \varphi_S)^2 + A_2 (\nabla^2 \varphi_S)^2 \right] + A_3 (\nabla^2 \varphi_S)^2 , \]  \hfill (2.2)

\[ = \frac{1}{2} \int d^2x \left[ C (\partial_y u + \frac{1}{2} (\nabla u)^2) + \kappa_\perp (\partial_y u + \frac{1}{2} (\nabla u)^2)^2 + Q (\nabla^2 u)^2 \right] , \]  \hfill (2.3)

where \( \partial_y = \mathbf{q}_0 \cdot \nabla \) and \( \partial_x = \mathbf{q}_0 \times \nabla \). The elastic constants in Eq. \[2.2\] and Eq. \[2.3\] are required to be positive (for the phase to be stable) and the constant \( C \) is chosen...
so that the Hamiltonian sits at a stress free minimum \( \langle \partial_\tau u \rangle = 0 \). Although this Hamiltonian, as given in Eq. (2.2), appears to break rotational invariance, a rotation of \( q_0 \), which sets the direction normal to the charge modulation, does not cost any energy. Finally we note that this Hamiltonian, as given in Eq. (2.2), has the same form as the energy of a classical smectic fluid, where the phase \( \varphi_S \) represents the height of the layered fluid.

Given the existence of the stripes, a current may also flow along them. This current is a defining characteristic of the quantum Hall smectic: that it is a metal in one direction of space while an insulator in the other. Thus, the fluctuations of the charge current \( J \) and long-wavelength component of the charge density \( \rho \), i.e. the fluctuations of the uniform average charge density \( \rho_0 \) (which we denoted above by \( j_0 \)), obey a continuity equation (required by charge conservation) and a geometrical constraint:

\[
\partial_t \rho + \nabla \cdot J = 0, \quad (2.4)
\]

\[
N \cdot J = 0, \quad (2.5)
\]

where \( N = \frac{1}{\rho_0} \nabla \varphi_S = q_0 + \nabla u \) is normal to the stripes. The geometrical constraint, Eq. (2.5), results from freezing out the fluctuations of the amplitude of the CDW order parameter.

We now meet the requirements of the constraint, Eq. (2.5), by writing the current \( J(x) \) in the form

\[
J(x) = J_{||}(x) = \sigma(x)N_{||}(x), \quad (2.6)
\]

where \( N_{||} = (N_x, -N_y) \) is orthogonal to \( N \). With this definition of \( J \), Eq. (2.4) becomes

\[
\partial_t \rho + D_{||} \sigma(x) = -\sigma(x) \nabla \cdot \nabla u, \quad (2.7)
\]

where \( D_{||} \equiv N_{||}(x) \cdot \nabla = \varepsilon_{ij} N_j \partial_i \) and \( \nabla \cdot \nabla u = \varepsilon_{ij} \partial_i \partial_j u \).

From this point of view, the QHS can be thought of as a collection of one-dimensional curved surfaces with singularities arising from defects in the stripe structure. These defects are dislocations whose Burgers vectors are given by the winding number of the displacement field \( u \), and if there are no dislocations \( \nabla \cdot \nabla u = 0 \). In the absence of dislocations, the charge current cannot flow at all in the direction normal to the stripes and the inter-stripe conductivity vanishes in this case. However, virtual dislocation-anti-dislocation pairs, which are high energy "interstitial" excitations, can mediate inter-stripe tunneling processes and will govern the low frequency inter-stripe transport. A quantum Hall smectic with a non-vanishing density of interstitials, as envisioned in Ref. 13, has a finite (but typically low) inter-stripe conductivity. In a stable quantum Hall smectic phase, dislocations are finite energy excitations. Dislocation energies have been calculated within a Hartree-Fock state in Ref. 24, who found them to be substantially large. Virtual processes in which dislocation-antidislocation pairs are created out of the ground state should give the leading contribution to finite frequency conductivity perpendicular to the stripes. Dislocation condensation is the naturally expected mechanism for a quantum phase transition to a uniform anisotropic quantum Hall nematic phase.

We are now in a position to write down an imaginary time partition function for the QHS. Including the Lorentz force and a local density-density interaction we obtain:

\[
Z = \int \mathcal{D}u\mathcal{D}\rho\mathcal{D}\delta(\partial_\tau \rho + D_{||}\sigma(x) + \sigma(x) \nabla \cdot \nabla u) \times \exp \left\{ -S[u, \rho, \sigma] \right\}, \quad (2.8)
\]

where the action \( S \) is given by

\[
S = \int d^2x d\tau \left[ J \cdot A + \frac{\kappa_{||}}{2} \rho^2 \right] + \int d\tau \mathcal{H}_{Sm}, \quad (2.9)
\]

where \( \mathcal{H}_{Sm} \) is defined in Eq. (2.3), and \( A = -B(q_0 \cdot x + u)\hat{N}_|| \), where \( B \) is the total magnetic field, is the Landau gauge written in the coordinates of the problem. The choice of using the Landau gauge is natural here, although not required, given the symmetries of this state.

In the absence of defects, \( \nabla \cdot \nabla u = 0 \), we can simplify Eq. (2.8) by making use of the approximations \( N \approx q_0 \approx y \) and \( N_{||} \approx \hat{x} \), valid in the long wavelength limit. (After our calculation, we will come back and discuss this approximation.) Then, in this limit, we may now implement the delta-function by letting

\[
\rho = \partial_x \phi, \quad \sigma = -\partial_y \phi, \quad (2.10)
\]

giving us the action:

\[
S[u, \phi] = \int d^2x d\tau \left[ -i eB \partial_\tau \phi + \frac{1}{2} \kappa_{||} (\partial_x \phi)^2 + \frac{1}{2} \kappa_{\perp} (\partial_y u)^2 + \frac{1}{2} Q (\partial_x^2 u)^2 \right], \quad (2.11)
\]

where we also took the long wavelength limit of \( \mathcal{H}_{Sm} \).

We also notice, as was done in Ref. 22, that the phase fluctuation of the CDW order parameter, represented by the displacement field \( u \), and the charge density fluctuation represented by the field \( \phi \), are conjugate variables due to the time-reversal breaking effects of the magnetic field \( B \). It is worth to note here the analogy between this canonical structure, induced by the external magnetic field, and the similar relation between the uniform local angular momentum and the local Néel order parameter in quantum antiferromagnet.

We may further simplify the effective action of Eq. (2.11) by letting \( u = \partial_x \theta \), integrate out \( \phi \) and rescale quantities according to

\[
\theta \rightarrow \left( \frac{\lambda^2 \kappa_{||}}{e^2 B^2 \kappa_{\perp}} \right)^{1/4} \theta, \quad y \rightarrow \sqrt{\frac{\kappa_{\perp}}{Q}} y, \quad \tau \rightarrow \frac{eB}{\lambda \sqrt{\kappa_{||} Q}} \tau. \quad (2.12)
\]

This gives us the simplified action:

\[
S_0[\theta] = \frac{1}{2} \int d^2x d\tau \left[ (\partial_\tau \theta)^2 + (\partial_y \theta)^2 + (\partial_x^2 \theta)^2 \right]. \quad (2.13)
\]
which is the natural result of our hydrodynamic picture of this phase and was first written down independently by Barci and coworkers\textsuperscript{22} and by Fogler\textsuperscript{23}.

III. SCALING THEORIES OF THE QUANTUM HALL SMECTIC: PERTURBATION THEORY, RG AND DANGEROUS IRRELEVANT OPERATORS

In Ref. \textsuperscript{22} it was shown that the quantum Hall smectic action of Eq. (2.11), \( S_0 \), as well as the action of Eq. (2.13), \( S_b \), are invariant under the scale transformations:

\[
\theta \rightarrow \theta, \quad x \rightarrow bx, \quad y \rightarrow b^2y, \quad t \rightarrow b^3t. \tag{3.1}
\]

and in this sense the quantum Hall smectic is at a fixed point. This scaling was used implicitly in the preceding discussion to justify our derivation. Anisotropic scaling similar to the type shown in Eq. (3.1) is common in liquid crystals and other anisotropic systems\textsuperscript{20,21}.

However, the actions given by Eq.(2.11) and Eq.(2.13) have the following sliding symmetry: \( \theta \rightarrow \theta + f(y) \) which follows from the charge conservation separately on each stripe (2.20). Sliding symmetry has important consequences for the behavior of the system. It implies that there is no restoring force associated with sliding the charge density profiles of two stripes past each other. In other words, this state is smectic since it does not have a shear modulus. Furthermore, sliding symmetry also requires the excitation spectrum to obey

\[
\lim_{q_x \rightarrow 0} \omega(q) = 0 \tag{3.2}
\]

for all values of \( q_y \), from small values all the way up to its natural cutoff, the inverse stripe wavelength. Thus, the low energy subspace does not automatically include only small values of \( q_y \), as we have implicitly assumed above, but all values of \( q_y \) must be included. Hence at small \( q_x \), operators with any number of derivatives in \( y \) may be important, and the validity of our continuum limit in the \( y \)-direction must be checked. On the other hand, if operators with an arbitrary number of \( y \) derivatives are to be kept, the quantum Hall smectic should be better regarded as an array of coupled Luttinger liquids, essentially similar to that discussed in Ref. \textsuperscript{10} and Ref. \textsuperscript{11}. Indeed this is the picture of the quantum Hall smectic advocated in Ref. \textsuperscript{4} and Ref. \textsuperscript{11}. In this picture, the quantum Hall smectic is a (infinitesimally) rotationally-invariant sliding Luttinger liquid (SLL) state which obeys the quasi-one-dimensional scaling laws

\[
\theta \rightarrow \theta, \quad y \rightarrow y, \quad x \rightarrow bx, \quad t \rightarrow bt \tag{3.3}
\]

In order to determine which picture is correct we will consider first the perturbative stability of the quantum Hall smectic fixed point and assume that the scaling laws of Eq. (3.1) are correct. Thus we will examine the behavior of operators which are irrelevant under the scaling laws of Eq. (3.1) but marginal under the scaling laws of Eq. (3.3).

The quantum Hall smectic fixed point, defined by the effective action of Eq. (2.13), has the scaling laws of Eq. (3.1), according to which there are a large number of naively irrelevant operators, typically involving powers of various derivatives of the dual field \( \theta \). However, by definition, if an operator is irrelevant its contributions at low energies and long distances should be negligible. While this power counting argument is a clear and transparent criterion in conventional systems, in the presence of a sliding symmetry one has to exercise special care since in this case high momentum fluctuations may have low energy.

To explore this issue in detail we will consider now the perturbative effects of a class of naively irrelevant (i.e. irrelevant according to the power counting laws of Eq. (3.1)) operators. To this effect, let us introduce a set of interactions of the form:

\[
S_I = \sum_{\{n,m\}=1}^{\infty} g_{n,m}(\partial_{x}^{m} \partial_{y}^{n} \theta)^{4} \tag{3.4}
\]

which are naively irrelevant, as implied by the tree-level \( \beta \)-functions

\[
\beta_{m,n}(\{g_{m,n}\}) = -\frac{d g_{m,n}}{d \ln \Lambda} = (6 - \Delta_{m,n})g_{m,n} \tag{3.5}
\]

with \( \Delta_{m,n} = 4(m + 2n) \geq 12 \) by power counting, and so are all irrelevant according to the scaling laws of Eq. (3.1). Let us check if this power counting argument is correct and proceed to analyze the one-loop corrections introduced by these interactions.
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\caption{The cutoff surface.}
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In the computation of our Feynman diagrams we will use a smooth cutoff function, consistent with the dispersion relations of the quantum Hall smectic, which has the
\[
e^{-\left(\omega^2 + q_x^2 q_y^2 + q_x^6\right)/\Lambda^6} \tag{3.6}\]

This cutoff neither violates our small angle rotational invariance, \(u \to u - \alpha x\), nor sliding symmetry. This cutoff defines an equipotential surface depicted in Fig. 1. Notice the volume of phase space that the low energy modes occupy! We will have to pay particular attention to the infrared behavior of our diagrams.

The one-loop corrections to the four-point vertex function, \(\Gamma^{(4)}\) typically contain the integral

\[
I(q) = \int \frac{d^3k}{(2\pi)^3} G_{\Lambda}^{m,n}(k) G_{\Lambda}^{m,n}(q-k) \tag{3.7}
\]

where \(q\) is a combination of two of the four external momenta. Here we use a smooth exponential cutoff procedure, compatible with the requirements imposed by sliding symmetry, of the form:

\[
G_{\Lambda}^{m,n}(k) = \frac{k_x^m k_y^n}{k_0^2 + k_x^2 k_y^2 + k_6^2} e^{-\left(k_0^2 + k_x^2 k_y^2 + k_6^2\right)/\Lambda^6} \tag{3.8}
\]

To explore the infrared behavior of the integral of Eq. (3.7), we will be interested in how well it behaves for small \(q_0\) and \(q_x\), though we may set \(q_y\) to zero because of the the property Eq. (3.2).

To begin, let us rewrite the Green functions in the form:

\[
G_{\Lambda}^{m,n}(k) = k_x^m k_y^n \int_{-\Lambda}^{\Lambda} dt e^{-t(k_0^2 + k_x^2 k_y^2 + k_6^2)/\Lambda^6} \tag{3.9}
\]

After performing the integrals over \(k_0\) and \(k_y\) and upon setting \(q_0 = 0\), Eq. (3.9) becomes

\[
I \propto \int_{-\Lambda}^{\Lambda} \frac{dt_1 dt_2}{\sqrt{t_1 + t_2}} \int \frac{dk_x}{2\pi} \frac{k_x^{2n} (q_x - k_x)^m e^{-t_1 k_0^2 - t_2 (q_x - k_x)^2}}{(t_1 k_x^2 + t_2 (q_x - k_x)^2)^{n+\frac{3}{2}}} \tag{3.10}
\]

which is finite for finite \(q_x\).

Now, let us set \(q_x = 0\) and perform the \(k_x\) integration. The integral is:

\[
\int \frac{dk_x}{k_x} k_x^{2(m-n)} e^{-(t_1 + t_2) k_x^6} = \frac{\Gamma\left(\frac{1}{2}(m-n)\right)}{3(t_1 + t_2)^{(m-n)/3}} \tag{3.11}
\]

where \(\Gamma(\frac{1}{2})\) is the Euler Gamma function, and we find a strong infrared divergence: for \(m \leq n\), \(I\) diverges as we send \(q_x \to 0\) and the larger \(n\) is than \(m\), the larger the infrared divergence. Hence, to leading order, for \(n > m\)

\[
I(q_x) \propto \Lambda^{2m+4n-6} \left(\frac{\Lambda}{q_x}\right)^{(n-m)/3} \tag{3.12}
\]

while for \(n = m\), we obtain a logarithmic divergence. Hence, \(g_{n,m}\) is in fact relevant for \(n > m\) rather than irrelevant as our naive power counting arguments would suggest. We may view this divergence as arising from an enlarging of the integration domain as \(q_x \to 0\). This can be seen from Fig 2 as the shaded region increases as \(q_x \to 0\). In other words, the low energy sector of the theory are the states with \(q_x \to 0\) for all \(q_y\), which follows from the sliding symmetry of the quantum Hall smectic. Therefore, operators which would be irrelevant according to the power counting rules of the scaling of Eq. (3.1) are actually relevant.

The net result of this simple calculation is that we must take the consequences of Eq. (3.12) seriously, and we must think of \(q_y\) as not having a scaling dimension at all. To see how this arises, let us examine how to remove the infrared divergence found in Eq. (3.12). To that effect, let us consider the effects of adding one of the “irrelevant” operators to the action, which will now read as follows

\[
S'_{m}[\theta] = \frac{1}{2} \int d^2 x d t \left[ \partial \theta \right]^2 + \left( \partial_x \partial_y \theta \right)^2 + \left( \partial_x^2 \theta \right)^2 \tag{3.13}
\]

where \(r\) is a positive integer. This action is a fixed point under scaling laws similar to those of Eq. (3.1) except with \(y \to b^2/r y\). So the larger \(r\) is, the smaller is the scaling dimension of \(y\) so that \(y\) doesn’t scale at all if we send \(r \to \infty\). Now, if we were to repeat our calculation, the cutoff surface, following the example of Eq. (3.9), would look like Fig 3. Hence, the divergence, for example, that occurs for \(n = m = 1\) would be removed if we kept terms with \(y\)-derivatives up to \(r = 2\). As expected, the addition of the relevant operator has removed the infrared divergence. In the general case, there always exists some \(r\) that would remove a divergence for some \(n > m\). However, for \(\text{any}\) finite value of \(r\) there will be (in fact infinitely many) operators which are superficially irrelevant under the modified scaling laws but which lead to infrared divergent perturbations. Hence, in order to remove all these infrared divergences the effective action must contain all these relevant operators, \(\text{i.e.}\) all operators which are quadratic in the field and with two derivatives on \(x\) (along the stripe direction) but with any number of derivatives in \(y\), perpendicular to the stripe direction. However for this new effective action, which now in principle contains an infinite number of coupling constants, the possible consistent scaling law are those of Eq. (3.10) according to which \(y\) does not scale at all. In other words, the quantum Hall smectic has to be regarded as an array of (sliding) Luttinger liquids. This is
the Sliding Luttinger liquid “fixed point” which by construction contains an infinite number of strictly marginal operators.\cite{11,19,20}
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FIG. 3: Cutoff shapes for $\omega_q = |q_x| \sqrt{q_y^2 + q_z^2} = \Lambda^3$

IV. CONCLUSIONS

From the discussion given above we are led to the conclusion that the continuum hydrodynamic quantum Hall smectic fixed point, characterized by the scaling laws of Eq. \[(4.1)\] is unstable, and that the correct fixed point describing the stable quantum Hall smectic phase is an array of Sliding Luttinger liquids. Like all smectics, this phase has no shear modulus.\cite{31} However, the quantum Hall smectic and the Luttinger liquid array are electron smectics since there is no shear modulus for rigid displacements of the charge profile along the stripe direction, as required by sliding symmetry.\cite{4,19}\cite{19}. Rotational invariance is spontaneously and completely broken in this stable phase of matter (see below the discussion on the stability towards crystallization). In classical three-dimensional smectics, which do not have sliding symmetry, a similar analysis shows that rotational invariance is broken mildly just by logarithmic corrections to scaling.\cite{20}

The correct scaling laws in this phase are those given in Eq. \[(6.3)\] where the $y$ coordinate does not scale and there is no true continuum limit in that direction. Thus, the quantum Hall smectic is best represented as an array of sliding Luttinger liquids with a special form insuring invariance under infinitesimal rotations.\cite{19}\cite{19}. Converting to momentum space, we may write the Hamiltonian as:

$$\mathcal{H}_d = \frac{1}{2} \int_{-\pi/a}^{\pi/a} dq_x \int_{-\pi/\lambda}^{\pi/\lambda} dq_y \left[ \kappa_{\parallel}(q_y) q_x^2 |\hat{\phi}(\vec{q})|^2 + \kappa_{\perp}(q_y) \left( \frac{\sin(q_y \lambda/2)}{\lambda/2} \right)^2 + Q(q_y) q_y^4 \right] |\hat{u}(\vec{q})|^2 \right) (4.1)$$

where $a$ is a short distance cutoff and $\lambda$ is the stripe wavelength. Clearly, three functions, $\kappa_{\parallel}(q_y)$, $\kappa_{\perp}(q_y)$ and $Q(q_y)$, are now needed to be determined to fully characterize the system. From the point of view of the QHS fixed point, these functions represent the “dangerous irrelevant operators” discussed above. Physically, these functions arise from forward scattering interactions coupling different stripes to each other.\cite{19}\cite{19}. The precise form of these functions has to be determined from a specific microscopic model. In Ref. \cite{11} and Ref. \cite{14} specific forms of these functions were calculated using Hartree-Fock approximations for the quantum Hall smectic state of the 2DEG. Except from symmetry requirements, such as invariance under infinitesimal rotations which forces the last term in Eq. \[(4.1)\] to be proportional to $q_y^4$, there are few constraints on the allowed form of these strongly non-universal functions.

It was shown in Refs. \cite{11}\cite{11}\cite{11}\cite{11}, that the functions $\kappa_{\parallel}(q_y)$, $\kappa_{\perp}(q_y)$ and $Q(q_y)$ determine the scaling dimensions of various perturbations, and hence they govern the stability of the quantum Hall smectic phase. The most important of these instabilities is the tendency to form two-dimensional crystalline states.\cite{31} Indeed, MacDonald and Fisher\cite{20} used a particular set of these functions, derived from a Hartree-Fock approximation of the quantum Hall smectic state assuming that particle-hole symmetry holds exactly at the center of the Landau level (as well as some monotonicity assumptions) to show that the instability towards a stripe crystal state, in which the CDW order parameters on each stripe lock to each other into a fully 2D pattern, is a marginally unstable instability. However, Yi, Coté and Fertig\cite{32}, who also derived an expression for these function but without enforcing particle-hole symmetry, found instead that the quantum Hall smectic has a finite region of stability. We note that particle-hole symmetry in these systems is at best approximate and that fluctuations that are not accounted for in Hartree-Fock, such as virtual dislocation-anti-dislocation pairs, should yield finite renormalizations of these functions without respecting particle-hole symmetry.
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