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In this paper, we propose a dynamic territorializing approach for the problem of distributing tasks among a group of robots. We consider the scenario in which a task comprises two subtasks—detection and completion; two complementary teams of agents, hunters and gatherers, are assigned for the subtasks. Hunters are assigned with the task of exploring the environment, i.e., detection, whereas gatherers are assigned with the latter subtask. To minimize the workload among the gatherers, the proposed algorithm utilizes the center of mass of the known targets to form territories among the gatherers. The concept of center of mass has been adopted because it simplifies the task of territorial optimization and allows the system to dynamically adapt to changes in the environment by adjusting the assigned partitions as more targets are discovered. In addition, we present a game-theoretic analysis to justify the agents’ reasoning mechanism to stay within their territory while completing the tasks. Moreover, simulation results are presented to analyze the performance of the proposed algorithm. First, we investigate how the performance of the proposed algorithm varies as the frequency of territorializing is varied. Then, we examine how the density of the tasks affects the performance of the algorithm. Finally, the effectiveness of the proposed algorithm is verified by comparing its performance against an alternative approach.

1. Introduction

Fair and efficient distribution of tasks in an area-coverage problem among the agents in a multirobot system is a common objective and has been widely considered in the literature. Multirobot systems when utilized in an area-coverage problem possess the advantage of being able to complete the global mission in a shorter period and offer improved robustness against single robot failure [1]. In addition, a team of agents is likely to offer superior performance since they can be distributed over different parts of the operating environment and often carry out dissimilar tasks if the system consists of heterogenous robots [2]. Furthermore, in situations in which the completion of a single task requires decomposition into a sequence of subtasks, multirobot systems offer more flexibility as compared to a system consisting of a single robot with multiple sensors for accomplishing the assignment [3]. Consequently, multirobot systems have been gaining popularity and are expected to take more imperative roles in applications that require fast response and pose a high level of risks for humans [4], e.g., applications that require surveillance where it is essential to visit every section of the environment regularly to inspect the frequency of anomalies and intruders may be dangerous for humans, as well as for tasks that are monotonous and repetitive [5]. However, the problem of multirobot task allocation (MRTA) gives rise to several challenges that have been investigated in the past two decades [6–8]. Distributing the workload fairly, so that a specific agent is not overloaded, remains a challenging problem, and it is imperative to develop techniques that can potentially solve the workload balance assignment issue. Moreover, in a dynamic setting where the environment is initially unknown to the agents, i.e., the number and locations of the tasks are unknown, the workload balancing assignment becomes even more challenging.
In this paper, we consider the workload balancing assignment issue in a nature-inspired problem proposed in [9, 10], called “hunter and gatherer.” More specifically, the dynamic MRTA problem is transfigured into a scenario where each task is composed of two sequential subtasks—exploration and completion. Hence, there are two sets of teams of robots: hunters, who are quickly able to explore the unknown environment and detect the locations of the tasks, and gatherers, who are a team of heavy-duty dexterous robots assigned with the completion of the detected tasks. The two sets of robots bring about heterogeneity in the system, as they possess different cognitive skills and speed profiles. Previous studies have shown that heterogeneous systems are well suited for several real-world problems, such as the urban search and rescue (USAR) [11, 12], agricultural field operations [13], environmental monitoring [14], and surveillance [5, 14, 15]. In terms of a real-world setting for the hunter and gatherer approach, we can consider the USAR in a disaster site where several victims have been stranded in unknown locations and need immediate rescue operations. For such an operation, the hunters could be a group of lightweight unmanned aerial vehicles (UAVs) as they would offer agility and provide faster exploration and their mission would be to search the site and locate the victims. On the other hand, the gatherers could be a group of unmanned ground vehicles (UGVs) whose mission would be to rescue the victims once their locations have been discovered by the UAVs. Both sets of robots should be equipped with multiple cameras such as both infrared camera and visible light which enables object detection and obstacle avoidance. However, a practical implementation of our proposed framework has been kept for future research and does not fall within the scope of this work. We encourage the readers to review [16, 17], which considers practical implementation of similar operations and offers insight into solutions related to exploration, localization, and mapping of UGVs and UAVs.

Balancing the workload amongst the agents in this work is based on environment partitioning through locational optimization. The setting considered consists of a mission composed of a set of spatially distributed tasks; i.e., they are directly associated with a fixed location in the environment. To balance the workload, we propose a dynamic territorializing algorithm that utilizes the center of mass of the known targets to form territories amongst the gatherers. As the hunters explore the environment and discover new targets, they pass this information to a central planner (CP) who uses the locations of the discovered targets to form partitions amongst the gatherers. Note that the terms territorializing and partitioning essentially have the same meaning and will be used interchangeably throughout the rest of this paper. There are several advantages of forming territories amongst the gatherers, which has been discussed in Section 4.1. Apart from being advantageous in balancing the workloads, the formation of territories offers advantages in terms of reduced overlapping of areas covered by the gatherers. The concept of center of mass has been adopted because it simplifies the task of locational optimization and allows the system to dynamically adapt to changes in the environment by adjusting the assigned partitions as more targets are discovered.

The rest of this paper is organized as follows. Section 2 provides a summary of the related work. In Section 3, we provide a schematic model of the system and introduce the problem statement. In Section 4, we present the dynamic territorializing algorithm that is employed to form territories amongst the gatherers. Section 5 provides a Nash equilibrium analysis that verifies why it is reasonable for a gatherer to stay within its assigned territory. In Section 6, statistical analysis on simulation results is presented, followed by the conclusion in Section 7.

2. Related Work

In this section, we focus on the relevant related work in the literature. More specifically, we have structured it into two different sections. The first section presents several studies that have focused on the problem of task allocation as a primitive, global, and prominent problem in the context of MRTA. The subsequent section highlights some of the research studies carried out towards the work-balancing assignment problem in MRTA.

The field of multirobot research is not newly developed, and many architectonics have been considered over the years to tackle various aspects of dynamic problems in MRTA. In [18], the authors provided a potential framework to analyze or predict the behavior of a multirobot system, focusing on MRTA. The authors provided three axes—single-task robots (ST) versus multitask robots (MT), single-robot tasks (SR) versus multirobot tasks (MR), and instantaneous assignment (IA) versus time-extended assignment (TA); they also analyzed six MRTA architectures based on the combinations of these three axes to demonstrate how relevant theories from operations research and combinatorial optimization can be used for analysis and deeper comprehension of the prevailing approaches to task allocation. A mathematical model of a general dynamic task allocation was presented in [19], where the objective was to achieve an intended task allocation without explicit communication and global knowledge. Nonetheless, in some cases, capturing the communication amongst the agents played an imperative role; to this end, Liemhetcharat and Veloso [20] introduced a novel weighted synergy graph model to capture new interactions amongst the agents. Market-based approaches utilizing an auction mechanism for task allocation have been used to solve ST-SR and ST-MR problems [21, 22]. Although market-based approaches can essentially meet the practical demands of robot teams for both distributed and centralized approaches, their scalability is limited by the computation and communication needs that arise from increasing auction frequency, bid complexity, and planning demands [23]. Common applications of MRTA also include environment exploration and mapping. In [24], a decentralized cooperative exploration strategy based on a sensor-based random graph method was proposed, which utilized cooperation and coordination mechanisms to avoid conflicts and improve efficiency. The problem of exploring an unknown environment with a team
of robots was modelled as an ST-SR problem in [25], where the selection of targets by the robots was dependent on distance and utility. In recent years, deep-learning techniques have been utilized to a great deal in the MRTA community for exploration, path-planning, and cooperation between several robotics systems [26]. For example, a deep Q-network algorithm was proposed in [27] which focused on improving the learning efficiency. A deep learning cooperative (DL-Cooper) method utilizing the cloud robotic architecture for trail following task was proposed in [28].

Workload-balancing assignment and partitioning of the environment are both an emerging field of research in robotics systems. In the context of MRTA, several studies have contributed towards providing feasible solutions to efficiently assign tasks to the agents. In [29], the authors investigated the problem of fairly dividing a single global task among a group of heterogeneous robots. The task distribution problem was formulated as a fair subdivision problem, and a centralized algorithm was presented to evaluate the allocations for each robot. Each robot could define their preference over parts of the task related to their sensing capabilities and speed profiles. A multirobot coordination approach for informative sampling based on environment partitioning was proposed in [30], where a central planner directed robots to different partitions of the environment which is formed according to the effort needed to explore each region. The system utilized a priori knowledge of the environment in this work. In [31], to balance the workloads for service vehicles over a geographic territory, the authors provided a fast algorithm, based on infinite-dimensional optimization formulation. The proposed algorithm divides the operating region into compact, connected territories of equal area with a vehicle depot assigned to each of them. The authors in [32] proposed an area decomposition algorithm to reduce the spatial interference between the robots in the operating environment. The algorithm divides the working environment into cells which are dynamically assigned to the robots. Since each robot operates in its cell, the spatial interference is reduced, and more time is allocated towards a domain task. In addition to the studies mentioned, workload balancing, or the environment partitioning problem, has also been considered in multirobot patrol, which is a fundamental application of a multirobot system. For example, in [3], a Multilevel Subgraph Patrolling (MSP) algorithm based on balanced graph partitioning was proposed to deal with the assignment of a local patrolling task. In this work, it is assumed that the environment is known and the proposed method assigns exclusive regions to each agent to ensure that work redundancy is reduced and collision between the operating robots is eliminated. In [33], a distributed self-organized graph partitioning approach was proposed that can partition a graph into nonoverlapping subgraphs without the presence of a centralized entity. The proposed self-organized autonomous algorithm required less synchronization and only local information since it required no central entity. To detect the number of incoming visitors in an area, the authors in [34] utilized a territorial approach to partition the environment into territories. Additionally, to address the challenging issue of workload balancing, dynamic partitioning strategies that utilized information about visitor trends were proposed. An area-partitioning method for cooperative cleaning robots in an environment consisting of obstacles was proposed in [35]. The proposed method partitions the area based on a model of dirt accumulation in a bottom-up manner.

When there are synchronization and precedence constraints (SP) for specifying ordering constraints for TA problems, the MRTA problem is often referred to as a TA:SP problem. In the previous work, the authors aimed to provide solutions for an MT-MR-TA:SP problem, which is a ubiquitous problem in a wide variety of fields, such as USAR and agricultural field operations. To the best of our knowledge, the workload balancing issue, or the environment partitioning problem, considered in the literature, so far do not fully capture the dynamics of the “hunter and gatherer” approach proposed in the previous work. Hence, this work serves as an extension in terms of the workload-balancing assignment issue via environment partitioning (territorializing) in the context of an MT-MR-TA:SP problem.

3. Preliminaries and Assumptions

3.1. Schematic Model. To motivate the proposed work, consider the schematic model shown in Figure 1. Some tasks are spread over the field, labelled as “Target” in the figure. In this work, we define the tasks as getting to the locations of the targets and picking them up. Hence, each task further consists of two sequential subtasks. The locations of the tasks are initially unknown, and hence, it is imperative to locate them first. For this purpose, an agile group of robots known as hunters explore the unknown environment; essentially, this is the first subtask for a specific target. The exploration is indicated by the blue trails of the hunters, as labelled in the figure, and the specific regions they have explored, as marked by lime-green color. As the hunter keeps exploring the environment, it can identify the location of the nearby targets. A Central Planner (CP) receives the locations of the discovered targets. The CP is a powerful data center whose primary goal is to collect the locations of the discovered targets and assist the gatherers in assigning their territories based on the information received from the hunters. Gatherers are another team of robots; they are heavy-duty robots capable of accumulating the targets to complete the second subtasks. Upon receiving the locations of the discovered targets from the CP, the gatherers use a “shortest path-planning algorithm” [36] to get to the nearest available location first. Besides, the CP is responsible for performing other heavy computations for the proposed algorithm, which will be discussed later.

3.2. Problem Statement. Suppose there are $m$ tasks which are randomly distributed over a given field $F$ of area $\Phi$ unit square. Let $T = \{T_1, T_2, \ldots, T_m\}$ represent the set of tasks. For any given task, it is essential to discover its location
before it can be completed; after the discovery of its location, when an agent travels to the known location of the task, it is assumed that the task is complete. Let \( A = \{A^h, A^g\} \) represent the set of two teams, where \( A^h = \{a^h_1, \ldots, a^h_{n_h}\} \) and \( A^g = \{a^g_1, \ldots, a^g_{n_g}\} \) represent the set of hunters and gatherers, respectively; the notations \( k \) and \( l \) will be used to refer to the \( k^{th} \) hunter and \( l^{th} \) gatherer, respectively, such that \( 1 \leq k \leq n_h \) and \( 1 \leq l \leq n_g \). Since \( T \) represents the set of tasks, we can represent each task as a combination of the subtasks, i.e., \( T_i = \{t^h_i, t^g_i\} \), where \( t^h_i \) represents hunting and \( t^g_i \) represents gathering and \( 1 \leq i \leq m \). The reward and cost of accomplishing a task \( t^h_i (t^g_i) \) for \( a^h_i (a^g_i) \) are denoted by \( c^h_{k,l} (c^g_{k,l}) \) and \( r^h_{k,l} (r^g_{k,l}) \), respectively. Territorializing involves dividing \( F \) amongst the gatherers in a way such that each agent receives a specific share of the total field with some tasks lying within the boundaries of the assigned territory. This will ensure that the gatherers only cover a specific portion of the entire area, thus balancing the workload and the distance covered per completed task. Hence, this work is associated with solving the workload-balancing assignment issue.

Motivated by the notion of the cake cutting problem [37], we use the concept of fair division theory [38] to ensure that the territory assigned to an agent is fair. Fair division deals with the issue of distributing resources among a certain number of interested agents such that each agent receives a fair share. Let \( A^g = \{a^g_1, \ldots, a^g_{n_g}\} \) receive \( \{q_1, \ldots, q_{n_g}\} \) unit square of area, and the number of tasks available for \( a^g_i \) in their assigned region is \( x^g_i \), respectively, where \( n_g \) is the total number of tasks available in \( q_i \). Furthermore, let us assume that \( \zeta_i = \{(x_1, y_1), \ldots, (x_p, y_p)\} \) represents the set of coordinates contained within the area \( q_i \), where \( p = |\zeta_i| \) and \( |\cdot| \) represents the cardinality of a set and each coordinate corresponds to a square unit. Using the following notations, the territorializing problem for the \( l^{th} \) gatherer can be represented by the following optimization problem:

\[
\max \left( \varphi_i + \sum_{j=1}^{\kappa_i} r^g_{l,j} \right), \\
\text{subject to } \varphi_i + \sum_{j=1}^{\kappa_i} r^g_{l,j} = \Phi_i + \sum_{j=1}^{m} t^g_{l,j} \pm \delta, \\
(x^g_i, y^g_i) \in \zeta_i, \\
\zeta_i \cap \zeta_j = \emptyset, \\
\zeta_i \cup \zeta_2 \cup \ldots \cup \zeta_k = F, \\
\tag{1}
\tag{2}
\tag{3}
\tag{4}
\tag{5}
\]

where \( (x^g_i, y^g_i) \) is the initial location of \( a^g_i \) after territorializing. The objective of (1) is to maximize the area of the territories and the number of tasks available within that region, defined by \( \varphi_i + \sum_{j=1}^{\kappa_i} r^g_{l,j} \), which is the share received by \( a^g_i \), i.e., the territory \( \varphi_i \) received and the reward \( r^g_{l,j} \), where \( i = 1, \ldots, \kappa_i \), associated with each available target in \( \varphi_i \). In the optimization problem, (2) ensures that all the gatherers receive shares which are approximately equal; subsequently, the next constraint ensures that initial locations of the gatherers lie within their assigned territory. Then, the following constraint ensures that the assigned territories do not share any common region, and finally, the last constraint makes sure that all parts of \( F \) have been allocated. Note that, for the purpose of area optimization, we assume that the unit for rewards is equivalent to the unit of area, which is unit square and it is a scalar constant. In addition, to determine how many times the optimization is to be performed, we will define two more parameters—density of targets and workload, which will be discussed later in Section 4.4.

Since it is assumed that the gatherers are heavy-duty robots, they are less agile in motion. Consequently, having them operate within a certain territory will speed up the time required to complete a certain number of tasks in a given mission; simultaneously, it will also minimize the workload as compared to one where there are no certain territories defined for the agents and they are free to move anywhere within the field. Nonetheless, it is nontrivial to divide the region under operation amongst the gatherers, because it is imperative to ensure that the approach utilized to form territories is by no means "unfair" to any of the gatherers.

3.3 Assumptions. We consider the following assumptions throughout the paper:

1. Each task has a fixed location, and initially, their locations are unknown to all the agents.
2. Agents of a specific team are identical.
3. Hunters travel at a faster speed compared to the gatherers, i.e., hunters are lightweight, while gatherers are heavy-duty robots.
4. The cost of accomplishing a task for both sets of agents is proportional to the distance covered.
5. All agents are rational; they intend to maximize their expected utility.
(6) A task is assumed to be partially or fully complete when an agent reaches the location of the target. Particularly, for a specific task, when the hunter reaches the location of a task, it is partially complete; when one of the gatherers reaches the location after being discovered, the task is assumed to be fully complete.

(7) The initial distribution of the unknown targets is assumed to be uniform over the field as grid shape; the territories are also formed based on this assumption, as shown in an example in Figure 2.

For a dynamic environment, where the locations of tasks are not initially known, it is imperative to devise appropriate methodologies capable of fairly dividing the area on which the agents operate at any given point of time. In the following section, we present the proposed method which can dynamically form territories amongst the gatherers.

4. The Proposed Method

4.1. Territorializing amongst the Gatherers. The underlying principle behind territorializing amongst a certain type of agents relies on how many of them are operating; i.e., the number of those agents determines the number of territories. Note that the \( A^b \)'s are agile in their movement, which enables them to quickly explore the environment and detect the location of tasks, while \( A^g \)'s are involved with specific movement from one target location to another. Owing to their differences in characteristics, it can be claimed that the gatherers are the heavy-duty agents, and employing a certain number of gatherers will be more expensive than employing the same number of hunters; therefore, it is desirable to have \( n_g \geq n_h \). If we were to territorialize amongst the hunters, it would mean that the number of territories would be more than \( n_h \) and it would not be possible to ensure that there is at least one agent ready for the completion of a discovered task in a specific territory. Although the formed territories could again be partitioned together to have their number equal to \( n_g \), it would further complicate the task and introduce redundancy. On the other hand, territorializing amongst the gatherers is more suitable, since it would ensure that there is one gatherer always ready for the competition of task in a territory and allow specific hunters to be allocated to a territory if needed, ensuring that the gatherers do not have to wait too long or sit idle for tasks to be discovered.

4.2. Using Center of Mass to Form Territories. The center of mass of a system is the average position of all parts of the system, weighted according to their masses. In order to dynamically divide the area among the gatherers in a suitable time period, we will use the concept of center of mass to identify the location (center) from which the territories can be formed. For the ease of discussion, consider an ideal scenario with 3 gatherers as seen in Figure 2, where \( F \) has 12 tasks, distributed uniformly over the field. The field consists of grids, where each grid corresponds to a coordinate \((x, y)\), where \( x \) and \( y \) are integers. Essentially, each target occupies one grid space in \( F \). It is straightforward to ascertain from Figure 2 that the center of mass will be located exactly at the center, given that the weights of the tasks are equal. Owing to this orientation, using simple geometry, 3 territories, OGFC, OGDE, and OEABF, can be formed, each consisting of 4 tasks for each of the gatherers. Since each of the gatherers receives an equal number of tasks distributed over an equal space, it is justifiable to surmise that the division is fair. Nonetheless, this still does not clarify the benefit of utilizing center of mass as the point from which the territories are formed. Consider another situation as portrayed by Figure 3, where the upper right section of the field has a higher concentration of targets. Under such circumstances, the center of mass can be obtained using

\[
O(x, y) = \frac{\sum_{i=1}^{m} w_i x_i}{\sum_{i=1}^{m} w_i}, \quad \frac{\sum_{i=1}^{m} w_i y_i}{\sum_{i=1}^{m} w_i},
\]

where \( O \) is the center of mass of the system and \( w_i \) and \((x_i, y_i)\) are the weights and positions of \( i^{th} \) target, respectively. Owing to the densely populated region on the upper right envelope of the field, the center of mass will shift towards it. This provides a more efficient method of partitioning, as it ensures that the territory with the highest density of targets has the least area, increasing the possibility of more targets being discovered within the other territories as the hunters continue exploring. This is evident in Figure 3; as points A, B, C, and D are fixed, during territorializing, the position of the center of mass at \( O \) and of points E, F, and G change. It is seen that the region of most densely populated targets is enclosed by OEBF, and hence, it has the least area. Note that the region least densely populated with targets has the maximum area, OGDAE. Similarly, the territory OGCF, which is slightly more densely populated, has a slightly smaller area in comparison to OGDAE. Essentially, territorializing utilizes the area and target density to ensure that the partitioning is approximately fair.

![Figure 2: Dividing the area under operation from the center among 3 gatherers when the targets are uniformly distributed over the space. Each coordinate corresponds to a grid; hence, each target occupies one grid space.](image-url)
Algorithm 1 illustrates the territorializing procedure for $A^g$. The algorithm utilizes the optimization constraints introduced in (1) to form the territories for $A^g$. First, the center of mass $O$ from which the territories are to be formed is calculated. Then, the points are initialized. Note that any points on the boundaries of field $F$ can be utilized as the initial points, but for the purpose of our analysis, we initialize the points on the boundaries with the assumption that all targets are uniformly distributed and then adjust the points accordingly. Afterwards, the share received for each agent is calculated. If the share received is equivalent to $\sum_{i=1}^{m} r_{i}^{g} + \delta$, then the algorithm stops calculating the territory for the respective agent; otherwise, the algorithm adjusts the points accordingly and checks if the condition in line 8 is met. The algorithm repeats until the condition is met for all the gatherers. Note that the proposed algorithm is not restricted to only 3 gatherers; this number has been used as an example only for the ease of analysis. It can be utilized for a higher number of $A^g$ agents, although the scalability of the proposed algorithm in terms of the number of gatherers is beyond the scope of this paper, it will be considered as a potential scenario for our future work.

4.3. Exploration and Path-Planning. In this section, the exploration for $A^h$ and path-planning for $A^h$ and $A^g$ are discussed. $A^h$ utilizes the algorithm introduced in [39] to explore the unknown environment, an algorithm based on the concept of frontiers, regions on the boundary between open space, and unexplored space. Note that the operating environment is spatially visualized as Cartesian grids containing cells, and at a given time, an agent can visit a specific cell. An example of the frontier-based exploration has been illustrated for a hunter in Figure 4. Initially, the hunter starts exploring from the center of the environment as shown in Figure 4(a). Information about the immediate nearest unexplored grids becomes available which is indicated by grids colored black. For example, if the center of the map is at (50, 50) in Figure 4(a), then information about the following nearest grids becomes available: (50, 51), (49, 51), (49, 50), (49, 49), (50, 49), (51, 49), (51, 50), and (51, 51). Initially, the hunter moves upward, so its next position will be at (50, 51). At this location, the newly discovered grids are (49, 52), (50, 52), and (51, 52); information about the other nearest grids around it has already been discovered when the hunter was at the center. In Figure 4(b), the trail of the hunter after some time is portrayed. As the hunter continues to explore the environment, the grids colored black indicates that these regions have been explored; on its way if any location of the target is discovered, they are marked by a blue flag as shown in the same figure.

For the purpose of this research, where the exploration of the same environment takes place in a repeated manner and there exists at least a minimum number of agents for exploring the environment, some modifications to the algorithm were made in order to provide enhanced coverage of the environment. Particularly, as $A^h$ continues to explore the environment, we assign ages $\Lambda_{\psi}^{M}$ to the explored regions (cells), since these agents often must come back to a previously explored region. We also set an expiration time $\tau_{\text{expired}}$ which determines for $A^h$ whether or not to revisit an available region, depending on the value of the age and the expiration time. Let $\Psi_{k} = \{ \psi_{1}, \ldots, \psi_{n_{\text{cells}}} \}$ represent the list of cells available for $a_{k}^{h}$ to visit, where $n_{\text{cells}}$ is the number of cells. If the age of all the cells in $\Psi_{k}$ is zero, then $a_{k}^{h}$ picks a cell randomly from the list. If the age of all the cells in $\Psi_{k}$ is greater than zero, then $a_{k}^{h}$ only keeps those $\psi_{i}$’s for which $\Lambda_{\psi_{i}}^{M} > \tau_{\text{expired}}$ and then picks $\psi_{i}$ for which $\Lambda_{\psi_{i}}^{M}$ is maximum. Finally, if the age of some cells (but not all) in the list equals zero, then $a_{k}^{h}$ must first eliminate $\psi_{i}$ for which $\Lambda_{\psi_{i}}^{M} = 0$ and then pick randomly from the new list. Algorithm 2 summarizes the modified frontier-based exploration for $A^h$. Essentially, these agents prioritize the cells that have not been explored before, and when they must revisit explored locations, the expiration time is utilized to prioritize the cells that were explored earlier.

For path-planning, both $A^h$ and $A^g$ utilize the $A^*$ search algorithm [40], which plans the shortest multidestination temporary path.

4.4. Utility, Expected Utility, and Workload. To analyze the behavior of the agents, it is imperative to define several parameters that influence their decision-making over the course of a mission. Particularly, we first introduce instantaneous utility, which represents the profit any agents can make upon the completion of a task. Then, we introduce expected utility for $A^h$, which is necessary because it will be used later on in Section 5 to validate why these agents do not have any incentive to move away from their assigned territory in situations in which the closest target available to them is from another territory. Finally, we want to be able to measure the performance of the proposed algorithm in terms of a suitable parameter. Since the purpose of territorializing is to ensure that the workload is balanced amongst the gatherers, we introduce a function for it. Workload-balancing or job-scheduling problems on
identical machines have been thoroughly studied in the literature, and to the best of our knowledge, any measure of dispersion used in statistical practice can be used as a performance criterion for workload balancing [41]. Hence, the Normalized Sum of Squares for Workload Deviations (NSSWD) criteria proposed in [41, 42] have been utilized in this work to quantify the workload at a given instance.

**Definition 1** (instantaneous utility function for $a^g_l$). The utility function $u(t^g_l)$ for $a^g_l$ in accomplishing a task $t^g_l$ is defined as the profit made by $a^g_l$ in completing that task. Specifically, it is the cost of completing the task subtracted from the reward:

$$u(t^g_l) = r^g_{l,i} - c^g_{l,i},$$

where $c^g_{l,i}$ is proportional to the Euclidean distance between $a^g_l$ and $t^g_l$, i.e., if $(x^g_l, y^g_l)$ is the location of $a^g_l$ and $(x_i, y_i)$ is the location of $t^g_l$, then

$$c^g_{l,i} \propto \sqrt{(x^g_l - x_i)^2 + (y^g_l - y_i)^2}.$$

For brevity, we have defined $u(t^g_l)$ for $a^g_l$; $u(t^h_k)$ for $a^h_k$ can be defined in a similar manner.

**Definition 2** (expected utility). The expected utility associated with a gatherer $a^g_l$, in territory $q_l$, is defined as the total

![Algorithm 1: Territorializing optimization for $A_g$](image-url)
expected reward, proportional to the total number of targets present in the partition, divided by the number of players present in the partition, such that

$$U(\varphi_t, a^g_t) = E\left(\frac{\kappa_i}{n^g_k}\right),$$  \hspace{1cm} (9)$$

where $n^g_k$ and $\kappa_i$ are the number of gatherers and tasks, respectively, in territory $\varphi_i$.

**Definition 3** (workload). The workload $W(t)$ at any time $t$ is defined as the extent to which the number of targets gathered by $A^g$ varies from the mean number of targets accumulated by the agents:

$$W(t) = \sqrt{\frac{\sum_{i=1}^{n^g_k} (\Gamma^g_i - \mu)^2}{\mu}}.$$  \hspace{1cm} (10)$$

where $\mu$ is the average number of tasks completed by $A^g$ and $\Gamma^g_i$ is the total tasks completed by $a^g_i$ in time $t$. Note that the denominator in (4) ensures that the equation is normalized, as the workload is calculated over different instances of time.

5. **Nash Equilibrium Analysis for Gatherers**

By proposing the territorializing optimization algorithm in the hunter and gatherer scheme, an imperative question arises: do the gatherers retain their own assigned territories? In fact, the negative answer to the question contradicts the stability of the proposed territorializing solution. To investigate the problem from the explained perspective, we apply a Nash equilibrium (NE) analysis by which we can determine whether any gatherer is motivated to deviate from its assigned territories and encounter other gatherers’ territories. Basically, according to the basic definition of NE, if we can prove that the proposed solution is a NE, then no agent would have a motivation to deviate from the proposed solution, i.e., the optimized territorializing.

To have a NE analysis, we initially need to formulate the problem from a game theory perspective. To that end, we define the problem in the following manner:

(i) The gatherers, $A^g = \{a^g_1, \ldots, a^g_{n^g}\}$, are the set of players in the game; essentially, there are $n^g$ players in the game.

(ii) The $l$th player, $a^g_l$, in $A^g$ has a finite set of pure strategies defined by $S_l = \{\varphi_1, \varphi_2, \ldots, \varphi_{n_l}\}$, where $1 < l < n^g$ and $\varphi_l$ is the territory initially assigned to $a^g_l$. Note that each player must choose a territory as its action from $S_l$. Having said that, for instance, if $a^g_l$ chooses $\varphi_l$, it means that it has decided to retain the initial territorializing. Furthermore, if $a^g_l$ chooses $\varphi_l$, where $l \neq 2$, then the agent has decided to deviate from the initial partitioning. An example with 3 gatherers where $a^g_2$ must deal with such decision-making is illustrated in Figure 5.

(iii) The expected utility associated with a player, denoted as $a^g_i$, in territory $\varphi_i$ is defined as total expected reward, proportional to the total number of targets present in the partition, divided by the number of players present in the partition, as has been defined in Definition 2.

(iv) The structure of the game played by the agents is defined as a normal-form game, where each player takes an action simultaneously and the payoffs are then determined based on the defined utility function.

**Definition 4** (normal-form game amongst the gatherers). Let $G = \langle A^g, S, U \rangle$ define a normal-form game amongst the gatherers, where $S = \{S_1, S_2, \ldots, S_{n^g}\}$ is an $n^g$-tuple of pure
strategy sets one for each player and \( U = \{U_1,U_2,\ldots, U_t,\ldots,U_n\} \) is an \( n_t \)-tuple of payoff functions in terms of expected utility function, essentially \( U_i = U(\varphi_i,a_i^t) \).

**Remark 1.** For a set of assigned territory \( \{\varphi_1,\varphi_2,\ldots,\varphi_{n_t}\} \), at each iteration, the CP can monitor the number of tasks completed by \( A_g \) and the number of tasks that they will be complete after some iterations, i.e., by sorting out the number tasks available in all the partitions by their distance the CP can determine how many iterations it will take for a gatherer to complete a certain set of tasks from the total number that is available in their region. Essentially, the CP keeps monitoring this at every iteration and waits for the number of tasks \( \{\kappa_1,\kappa_2,\ldots,\kappa_{n_t}\} \in \{\varphi_1,\varphi_2,\ldots,\varphi_{n_t}\} \) to have an equal distribution before assigning new territories. Therefore, if a set of territory is assigned at \( t^\prime \), the CP can determine, in advance, the time \( t^\prime \) when \( \{\kappa_1,\kappa_2,\ldots,\kappa_{n_t}\} \) reaches equal distribution.

**Theorem 1.** Let an \( n_t \)-tuple \( s \) represent an association of strategies to players called the pure strategy profile, \( s = \{s_1,s_2,\ldots,s_{n_t}\} \), such that \( s_1 \in S_1,s_2 \in S_2,\ldots,s_{n_t} \in S_{n_t} \).

If each player in the set \( A_g \) chooses the assigned territory as its action, i.e., \( a_i^t \) chooses \( \varphi_i \), then the strategy profile obtained in that circumstance is a NE solution of the game, i.e., the strategy profile \( s^* = \{s_1^*,s_2^*,\ldots,s_{n_t}^*\} = \{\varphi_1,\varphi_2,\ldots,\varphi_{n_t}\} \) is a NE.

**Proof.** Recall the definition of expected utility function \( U(\varphi_i,a_i^t) = E(\kappa_i/n_{i}^t) \). We know that the strategy profile in which each agent is making its best response to other agents is a NE. Essentially, we need to prove \( \forall t \), \( Ul(s_1^*,s_2^*;\ldots,s_{n_t}^*) \geq Ul(s_1,s_2;\ldots,s_{n_t}), \forall S_i \in S_t \). According to the proposed territorializing algorithm, there is an initial partitioning where the number of partitions equals the number of gatherers. As per the explanation in Remark 1, the number of targets in each partition converges to an equal distribution for the gatherers. When that happens, the \( \kappa_i \) in the utility function associated with \( \varphi_i \) will be equal for all agents. In such a situation, the best action for each agent is not to be in the same partition as another agent. In other words, since the number of targets in all partitions is equal, the more the agents present in a partition, the less the reward they accumulate based on the expected utility function. Therefore, \( Ul(s_1^*,s_2^*;\ldots,s_{n_t}^*) \geq Ul(s_1,s_2;\ldots,s_{n_t}), \forall S_i \in S_t \); hence, \( s^* \) is a NE.

Consequently, as the number of tasks in each partition converges to equal distribution, the NE of the formulated game will converge to an equal distribution for gatherers in partitions as well. Henceforth, it can be surmised that it is justifiable for the gatherers to stay within their assigned territory.

6. **Simulation Results**

To validate the efficacy of the proposed work, simulation results have been presented in this section. First, we compare how the performance of the dynamic territorializing algorithm varies, as the number of times territorializing is performed is varied. Second, we investigate the effect of varying the number of targets in the field \( F \). Then, we compare the proposed algorithm with an alternative approach, where \( F \) has no territories for the gatherers. The comparison is quantized in terms of measure of the mission accomplishment time and the effect on workload \( W(t) \). The simulation platform has been developed in MATLAB. All missions have been executed for \( n_t = 3 \) and \( n_t = 6 \). The mission environment consists of \( e_x \times e_y \) grid of squares, where \( e_x = e_y = 100 \). The hunters are set to move at a speed twice that of the gatherers, and all agents are assigned a random initial starting position in the field. In addition, all missions have been executed in an interminable mode in which each time a gatherer completes a task, another task is distributed randomly in the environment.

For the alternative approach utilized in Section 4.4, \( n_t \) and \( n_h \) remain the same. The same algorithms are utilized for the exploration and path-planning of the agents. However, no territories are formed for the gatherers and they have the freedom to collect the nearest available target from any section of the operating environment. Since the presence of a CP is no longer needed, it is assumed that there is an online board where the locations of the targets explored are revealed to the gatherers. In addition, the gatherers are assigned tokens so that when they happen to be equidistant from a target, the gatherer with the lower token number can be assigned with the task.

6.1. **Effect of the Frequency of Territorializing on Workload.** To analyze and evaluate whether there is any effect on the workload when the number of times territorializing is performed, we perform 1000 simulations for several instances, i.e., \( N_t = 1000 \). Specifically, we define a parameter frequency, \( f_{n_t} \), which is the number of times territorializing is performed over a given \( N_t \). For each frequency, \( N_t = 1000 \) is repeated 50 times, and the average of workload response is plotted against iteration as shown in Figure 6. As \( f_{n_t} \) is set to \( 2, 3, 4, \) and \( 5 \), it can be deduced from the figure that all the plots follow the same trend, and the workload decreases with respect to the number of iterations. Particularly, when territorializing is performed 5 times over the 1000 simulations, i.e., \( f_{n_t} = 5 \), the workload converges to a value of 0.1988, as indicated by the black curve on Figure 6. The values of \( W(t) \) in the plots for \( f_{n_t} = 3 \) and \( f_{n_t} = 4 \) converge to a value of 0.2073, and for \( f_{n_t} = 2 \), it reaches a value of 0.2477.

6.2. **Performance of the Proposed Algorithm with respect to the Density of Targets.** In this section, we look at how the performance of the proposed algorithm varies as the density, \( \rho \), of the targets changes. Particularly, we set \( N_t = 1000 \) and repeat the simulations 50 times, and we set \( \rho \) to 0.0005, 0.001, 0.0015, and 0.002. Like in the previous section, we plot \( W(t) \) against the number of iterations to observe the convergence of the curve. It can be seen from the plot in Figure 7 that the value of workload tends to converge to a lower value as the density of the targets or
6.3. Effectiveness of Territorializing on Mission Accomplishment Time. To demonstrate the efficacy of territorializing amongst the gatherers, we compare the mission accomplishment time of the proposed algorithm against the alternative method. Particularly, mission accomplishment time is the total time it takes for the agents to complete a certain number of tasks. The simulation is run for numerous instances, setting different goals for the agents in each instance, where the goal of the agents is to complete a certain number of tasks $|T|$. We set $|T| = \{50, 100, 150, 200\}$ for the two algorithms and then run simulations for both the algorithms; for each instance, the simulation is run 50 times so that we have 50 samples for both the algorithms for a given setting. To analyze the data, a paired $T$-test has been performed. The results are summarized in Table 1. The hypothesis has been carried out in the following manner: $H_0: \mu_{\text{proposed}} - \mu_{\text{alternative}} = D_0$, $H_1: \mu_{\text{proposed}} - \mu_{\text{alternative}} \neq D_0$, $D_0 = 0$, $n_i = 50$, $df = 49$, and $\alpha = 0.05$. Here, $\mu_{\text{proposed}}$ and $\mu_{\text{alternative}}$ are the means of the proposed algorithm and alternative approach, respectively, $n_i$ is the number of simulations, and $df$ is the degree of freedom. As summarized in Table 1, it can be seen that for all the instances, $p < \alpha$, from which it can be deduced that the null hypothesis $H_0: \mu_{\text{proposed}} - \mu_{\text{alternative}} = D_0$ cannot be retained. In fact, the positive value of $t$ indicates that the alternative approach has a greater average mean time as compared to the proposed algorithm. In addition, to visualize this difference in performance, a boxplot has been plotted in Figure 8. It can be seen from the boxplot that in each of these five settings, the proposed algorithm is able to complete the number of given tasks at a faster rate compared to the alternative approach (the green boxplot lies below the purple box in all five instances). Particularly, for $|T| = \{50, 100, 150, 200, 250\}$, the alternative approach takes 397.4, 715, 1075, 1371, and 1705 iterations, respectively, whereas the proposed algorithm takes 349.9, 631.9, 925.7, 1241, and 1520 iterations, respectively.
6.4. Validating the Functionality of the Proposed Algorithm against an Alternative Approach. In order to analyze whether there is any effect of territorializing on the workload, the alternative approach and the proposed method are simulated for 1000 iterations. In each iteration, the workload is calculated using (4). For the proposed algorithm, the territorializing is performed every 200 iterations; i.e., it is performed 5 times. For both the approaches, the 1000-iteration simulation is run 50 times, and the average is plotted as shown in Figure 9. It can be observed from the plot that for the alternative approach, the workload tends to converge to a value of 0.33; comparatively, for the proposed algorithm, the workload almost converges to a much lower value of 0.19. The curve for the proposed algorithm also lies below the alternative throughout the entire plot, confirming that the latter approach outperforms the former one.

7. Conclusion

In this work, a dynamic territorializing approach for multiagent task allocation is proposed for a “hunter and gatherer” scheme developed in the previous work. The proposed algorithm utilizes the center of mass of the targets discovered by the hunters and employs it as the point from which the territories are to be formed for the gatherers. The advantage of using the center of mass is that it lies closer to the region that is more densely populated. A game-theoretic analysis is provided to justify why it is reasonable for the agents to stay within their assigned territory. Specifically, as the number of tasks in each territory converges to equal distribution, the Nash equilibrium of the formulated game will converge to an equal distribution for gatherers in partitions as well. Furthermore, numerical results have been provided to validate the effectiveness of the proposed method. Particularly, the proposed algorithm is compared with an alternative approach in terms of mission accomplishment time and workload. It is seen that the proposed algorithm performs considerably better than the alternative approach where no territories between the agents exist. In addition, the numerical analysis shows the effect of varying two parameters on the workload—the frequency of the performance of territorializing and the density of targets in the operating environment.

Future work will consider the scalability of the algorithm by varying the number of hunters and gatherers in the operating environment. To capture a more practical scenario, we would also like to implement the algorithms in the setting utilized in [43], where the targets are normally distributed at random instead of having a uniform random distribution. Moreover, we also plan to extend the centralized algorithm to a distributed one, in which the presence of a centralized planner will not be necessary.
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