MULTI-FACTOR BUILDING DEFORMATION ANALYSIS AND PREDICTION MODEL BASED ON MULTI-SOURCE DATE
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ABSTRACT:

Normally, when using standard Kalman filter to analyze and predict the buildings deformation, the influence of a single factor is generally considered, or some factors are selected subjectively. In many cases, the objective influence of multiple effective factors on the model cannot be really considered, which adversely affects the accuracy of the model prediction and then affects the adaptability and prediction accuracy of the model. Aim at this problem, in this paper, we introduced grey relational analysis to determine the factor choice by calculating the grey relational grade of each impact factor. Then, we regarded the selected factors as state input vectors. Finally, we incorporated the state input vectors into model to establish grey relational Kalman filter model with considering multi-factors. In addition, we compared and analyzed the grey relational Kalman filter model with the stepwise regression model and BP neural network model that both can take into consideration the influence of multiple factors. The result of example analysis shows that the grey relational Kalman filter model has higher adaptability and prediction accuracy of the model as the state input vector during the modeling process, and the prediction accuracy of the recursive algorithm of standard Kalman filter is improved. Compared with the stepwise regression model and BP neural network model, the self-adaptability of the grey relational Kalman filter model is improved and the accuracy of the prediction results is also higher.

1. INTRODUCTION

Deformation refers to the deformed body affected by internal and external influence factors, which the shape, size and position of the change in the time domain and spatial domain. Deformation is a common phenomenon in nature. The deformed body incorporate artificial architecture and natural objects. When the deformation of the deformed body outstrip a particular allowable range. This can lead to natural disasters or engineering disasters, such as landslides, ground collapse, and dam collapse, bridge breaks, building collapse, etc. Since the 1980s, the research on deformation analysis and prediction has been widely promoted in China. With the increasingly complex structure of various architecture, the factors causing deformation of architecture are numerous and random, and stepwise regression analysis, grey system theory, Kalman filtering, wavelet analysis, chaos theory and BP neural network and other new theories and methods are gradually applied to deformation analysis and predictive modeling, and some research results have been achieved.

However, when analyzing and predicting the deformation of buildings, only a single factor is considered, or some factors are selected subjectively, in many cases, the objective influence of a variety of effective factors on the model is not really considered, thus affecting the prediction accuracy of the model. Kalman filter is an unbiased recurrent linear estimation, which has been widely used in deformation monitoring analysis and prediction. But, for complex, periodic and nonlinear deformation analysis and prediction, the standard Kalman filter generally only considers the influence of a single factor when constructing the model, or subjectively selects some factors, which makes the model parameters less and affects the model's self-adaptation. Sex and prediction accuracy. The deformation of the deformed body is generally caused by the internal and external factors.

The same type of deformed body, depending on the actual situation, the main factors affecting its deformation will also be different. In order to the above problems, this paper introduces the grey relational analysis, and determines the choice of factors by calculating the correlation degree of each influencing factor, and establishes a grey correlation Kalman filter model considering multi-factors, and applies it to the horizontal displacement deformation analysis of a dam deformation monitoring point. Compared with the standard Kalman filter, BP neural network model and stepwise regression model, the grey relational Kalman filter model has higher adaptability and prediction accuracy.

2. ANALYSIS OF DEFORMATION MONITORING DATA

The example analysis data of this paper is the 20-stage horizontal displacement deformation monitoring data of a certain dam. At the same time, the factors of the dam body temperature, reservoir water level and waterhead that affect the horizontal deformation were also monitored. In order to analyze whether the time series, reservoir water level, temperature, waterhead and deformation have a certain correlation, a comparison chart of the deformation amount and each impact factor is given, as shown in Figure 1.

It can be seen from the Figure 1 that the horizontal deformation and the time series deformation curve of the monitoring point change periodically. There is a significant inverse correlation between the change of air temperature and horizontal displacement deformation, the opposite relationship between water head and horizontal displacement deformation, and a positive proportional relationship between reservoir water level and horizontal displacement deformation.
3. MULTI-FACTOR GREY RELATIONAL KALMAN FILTER MODEL

According to the above deformation data, the horizontal displacement deformation of the dam is affected by multiple factors. In order to compensate for the defects of the fitting and prediction errors caused by the standard Kalman filter, the grey relational analysis is used to analyze the correlation degree, and a grey relational Kalman filter model considering multi-factor is established.

3.1 Kalman filter equation

The deformation monitoring data of the dam is discrete data, so this paper used Kalman filtering of discrete stochastic linear systems. The mathematical model is:

\[ X_k = F_{k-1}X_{k-1} + G_{k-1}W_{k-1} \]  
\[ L_k = H_kX_k + V_k \]  
\[ \hat{X}_{k|k-1} = F_{k-1}\hat{X}_{k-1} \]  
\[ P_k = F_{k-1}P_{k-1}F_{k-1}^T + G_{k-1}Q_{k-1}G_{k-1}^T \]  
\[ \hat{X}_k = \hat{X}_{k|k-1} + J_k(L_k - H_k\hat{X}_{k|k-1}) \]  
\[ P_k = (I - J_kK_k)P_{k|k-1} \]  
\[ J = P_{k|k-1}H_k^T(H_kP_{k|k-1}H_k^T + R_k)^{-1} \]

After determining the initial value of the filter, the Kalman filtering recurrence algorithm is started, and then the filtering and prediction are completed.

3.2 Multi-factor grey relational Kalman filter model

Through the grey correlation analysis, a grey relational Kalman filter model considering various impact factors is established.

Taking the horizontal displacement deformation monitoring data of the dam as an example, the correlation between the water level, temperature, head, time, and deformation of the reservoir is calculated by grey correlation analysis, as shown in Table 1.

| reservoir level | air temperature | waterhead | time |
|----------------|----------------|-----------|------|
| Correlation degree | 0.8813 | 0.8719 | 0.8792 | 0.5994 |

Table 1. Relevance of each impact factor to deformation

It is known from Table 1 that in the dynamic deformation system of the dam, the dynamics of the dam is not strong and the change is slow. Therefore, when the initial value is determined, the deformation acceleration rate is considered as random interference, which is regarded as white noise. Out the coefficient matrix of the equation of state and the observation equation:

\[ F = \begin{bmatrix} 1 & \Delta H & \Delta T & \Delta S & \Delta t \end{bmatrix} \]
\[ H = \begin{bmatrix} 1 & \Delta t \end{bmatrix} \]

Substituting the above coefficient matrix into the equation of state and observation equation of the system in equations (1) and (2), and implementing the estimation process of the filter according to formulas (3) to (7), thus completing the horizontal deformation analysis of the dam monitoring point and prediction.

4. ENGINEERING CASE ANALYSIS

Taking the horizontal displacement deformation monitoring data of the above dam as an example, this paper uses the standard Kalman filter model, the grey relational Kalman filter model, the stepwise regression model and the BP neural network model to establish the dam deformation analysis and prediction model. All four models were established using the first 17 data, and the last three data were used for prediction.

4.1 Standard Kalman Filter Model

The standard Kalman filter model only introduced the deformation amount into the observation equation of the model. According to the standard Kalman filter model, the fitted and predicted values of the model can be calculated. The calculated values and original values of the standard Kalman filter model are plotted. The comparison of the monitoring data and the residual histogram of the standard Kalman filter model are shown in Figure 2 and Figure 3.
Figure 3. Standard Kalman filter model residual bar chart

It can be seen from Figure 2 and 3 that the horizontal deformation of the dam has periodicity and large fluctuation; the calculated value of the first two phases of the model differs greatly from the measured value, and the first phase of the data shows obvious divergence; The difference has positive and negative, and the ratio of positive and negative residuals is close to 1:1, indicating that the residual of the model is random.

4.2 Grey Relational Kalman Filter Model

In this section, a multi-factor grey relational Kalman filter model was established based on the modeling method described in Section 3.1. The calculated values of the grey relational Kalman filter model are compared with the measured data, as shown in Figure 4, and the residual histogram of the grey relational Kalman filter model is plotted, as shown in Figure 5.

Comparing the analysis of Figure 4 and Figure 5, the predicted curve of the grey relational Kalman filter model is very close to the measured curve, and the first phase of the model has no divergence. The grey relational Kalman filter model considers the reservoir water level, temperature, and waterhead. The influence is better to improve the adaptability of the model, and better compensate for the defects of the standard Kalman filter model fitting and prediction error.

4.3 BP neural network model

Different input modes have certain influence on the prediction results of dam horizontal displacement. After many experiments, the paper used reservoir water level, temperature and water head as the input factors of the network, and the horizontal deformation of dam as the output value of the network. The 20 monitoring data were divided into training samples and test samples, in which the number of training samples was 17 and the number of test samples was 3. The design procedure of this paper used the mapminmax function to normalize the input data of the network before establishing the BP neural network model. The network used the traingdx function as the training function, setting the learning efficiency of the network to 0.01, the momentum coefficient to 0.9, and the preset accuracy. It is 0.01 and the highest iteration number is 1000 times. According to the determined influence factor, the number of hidden layer neurons was set to 10, and a 3×10×1 BP neural network model was constructed. The trained horizontal network model was used to predict the horizontal displacement of the dam. The comparison of the horizontal displacement deformation fitting value, predicted value and actual monitoring value calculated by BP neural network model is shown in Figure 6 and the residual of the model is shown in Figure 7.
4.4 Stepwise regression model

This paper used social science statistical software (SPSS Statistics 17.0) for data analysis and established a stepwise regression model that takes into account the effects of multiple factors. The optimal stepwise regression model was established by stepwise screening of variables, and the model calculation results are shown in Table 2, Figure 8, and Figure 9. Using SPSS to calculate the test statistic of the model, the model is more significant and available, and has practical significance.

| Model                      | C     | P     | MSE   | MAE   | AARE  |
|----------------------------|-------|-------|-------|-------|-------|
| Standard Kalman filter model | 0.4137 | 95%   | 0.5   | 0.32  | 0.24  |
| grey relational Kalman filter model | 0.071 | 100%  | 0.09  | 0.06  | 0.05  |
| BP neural network model     | 0.1882 | 100%  | 0.23  | 0.17  | 0.16  |
| Stepwise regression model   | 0.4344 | 85%   | 0.53  | 0.43  | 0.4   |

4.5 Comprehensive data analysis

The accuracy of the above four models was tested by the posterior difference test and the error analysis was performed using mean square error, average absolute error and average absolute relative error. The results are shown in Table 2.

Table 2. Accuracy and error comparison table of the four models (C represents posterior difference ratio, P denotes Small error probability. MSE represents Mean square error, MAE denotes Mean absolute error, AARE denotes Average absolute relative error.)

It can be seen from Table 2 that the residual of the stepwise regression model is generally larger; the residual of the standard Kalman filter model is generally smaller than that of the stepwise regression model; the residual of the BP neural network model is relatively small; the residual of the grey relational Kalman filter model is the smallest. The fitting accuracy and prediction effect of the grey relational Kalman filter model are the best.

The data of the four models are compared, and the residual curves of each model are shown in Figure 10 and Figure 11.
It can be seen from Figure 8 and Figure 9 that the horizontal deformation of the dam has periodicity and large fluctuation. The prediction curve of the stepwise regression model is quite different from the measured curve. The variation of the prediction curve and the measured curve of the grey relational Kalman filter model is very close; the residual curve of the grey relational Kalman filter model fluctuate greatly, and the residual curve of the grey relational Kalman filter model is almost a straight line near zero. The prediction curves and residual curves of the four models are known. The grey relational Kalman filter model has the best prediction accuracy.

5. CONCLUSION
Aiming at the problem that the standard Kalman filter model is not accurate, this paper established a grey relational Kalman filter model that taking into account the multi-factor effects based on the gray correlation analysis and Kalman filtering principle. Taking the data of 20 horizontal displacement deformation monitoring data of a dam as an example, the deformation analysis and prediction of the dam is carried out by using the grey relational Kalman filter model, and compared with the other three models. The following conclusions are obtained through case analysis:
(1) The grey relational Kalman filter model improves the recursive algorithm of standard Kalman filtering to a certain extent, and improves the adaptability and prediction accuracy of the model;
(2) BP neural network model, stepwise regression model and grey relational Kalman filter model all have considered the influence of many factors, but the grey relational Kalman filter model is a “one-step forecast-correction” recursive process in the calculation process. The model adapts strongly, and the prediction results have global optimality, which can correct the model error better. Therefore, the grey relational Kalman filter model has higher prediction accuracy than the other three models.
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