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Abstract—Lately, network sampling proved as a promising tool for simplifying large real-world networks and thus providing for their faster and more efficient analysis. Still, understanding the changes of network structure and properties under different sampling methods remains incomplete. In this paper, we analyze the presence of characteristic group of nodes (i.e., communities, modules and mixtures of the two) in social and information networks. Moreover, we observe the changes of node group structure under two sampling methods, random node selection based on degree and breadth-first sampling. We show that the sampled information networks contain larger number of mixtures than original networks, while the structure of sampled social networks exhibits stronger characterization by communities. The results also reveal there exist no significant differences in the behavior of both sampling methods. Accordingly, the selection of sampling method impact on the changes of node group structure to a much smaller extent that the type and the structure of analyzed network.
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I. INTRODUCTION

In past few years, networks grow larger and thus harder to understand and investigate. Their analysis can be computationally very expensive, besides some networks change quickly over time or the data about underlying system can be incomplete and incorrect. Therefore, the understanding of how original system differs from its incomplete or smaller version, is crucial. Lately, the network sampling proved as a promising tool for simplifying large networks, which enable us to reduce the size of the network and thus provide for its faster and more efficient analysis. However, we are able to infer from sampled on original networks only if the sampling process assure appropriate preservation of important characteristics of the original network.

Accordingly, a number of studies on network sampling focus on the preservation of different fundamental network properties under sampling process (e.g., [12], [15]). Nevertheless, real-world networks commonly consist of characteristic group of nodes, such as communities and modules. In social networks for example, communities corresponds to people with common interests and thus densely connected between [5], while modules denote group of unconnected people that share common neighbors [29]. Besides providing for better understanding of the structure of networks, detection of different group of nodes in real-world networks also include several practical applications, such as viral marketing [14], outbreak prevention [22], compression of web graphs and social networks [4]. However, if the size of a given network is too large, the time complexity of group detection can be a limitation [7]. Thus, the question arises how node group structure evolves if we sample a large network. Are sampled nodes organized in a way similar to nodes in the original network or the sampling modify their structure?

In this paper, we observe the presence of node group structure (i.e., communities [8], modules [16] and mixtures of the two [30]) in four social and information networks. We simplify the networks with two sampling methods, random node selection based on degree and breadth-first sampling. Next, we analyze the preservation of the structure of node groups under sampling process. The findings indicate that the characteristics of groups change, yet the changes are almost irrespective of sampling method. Sampled social networks are characterized by stronger community-like structure than original networks. On the other hand, the number of the mixtures increases in the sampled information networks comparing to original ones. Therefore, we show the network sampling modify the structure of node groups.

The rest of the paper is structured as follows. In Section II we survey related work in the area of the changes of networks under the sampling process. Section III presents sampling methods and real-world networks used in the study. Next, we describe a group extraction framework in Section IV. The results of the analysis are reported and formally discussed in Section V. Last, Section VI concludes the paper and gives directions for future research.

II. RELATED WORK

Various studies attempt to explain the changes of network properties and structure under sampling process. For example, Lee et al. [12] analyze different sampling methods and observe the characteristic patterns in changes of several properties of random and real-world networks. The results reveal the random node and random link sampling changes the assortativity the most, while both methods overestimate the exponent of degree and betweenness centrality distribution. On the other hand, snowball sampling underestimate all properties except clustering coefficient. Leskovec et al. [13] proved that sampling methods based on random walk and forest fire strategy perform the best comparing to several other sampling methods. Both methods match very well different important properties, such as clustering coefficient, in-degree and out-degree distribution. Moreover, other studies show random node sampling does not preserve degree distribution of scale-free networks [27];
networks are large (over 65% of directed networks better, when the simplified sampling and breadth-first sampling prove to estimate different quantities of directed networks better, when the simplified networks are large (over 65% of the original network)) [25].

A few studies on network sampling have been conducted taking into consideration the community structure of networks. Salehi et al. [24] proposed a new sampling method, which provides for better fit of networks with high community structure. Furthermore, with expansion sampling [17] nodes are sampled in a way to create a sampled networks representative of community structure in the original networks and can thus be used to infer the communities of unsampled nodes.

Sampling methods can also be applied to a slightly different problem of estimating the frequencies of network motifs [25] (i.e., a subgraph or a characteristic pattern occurring in real-world networks more frequently than in randomized networks) and graphlets [20] (i.e., small induced subgraphs of a network) in real-world networks. Counting the number of occurrences of graphlets in a large network is computationally expensive, therefore Bhuiyan et al. [11] propose an approach which estimates the graphlet frequency distribution of a given network using sampling process. Similarly, Kashtan et al. [11] used a modified random link selection for estimation and detection of network motifs and also other subgraphs in large networks.

### III. Sampling methods and datasets

#### A. Sampling methods

Different authors proposed a broad collection of sampling methods. The simple ones are based on uniformly randomized selection of nodes or links [15]. The modified version presents randomly selection of nodes or links based on some characteristics, like node degree or PageRank [18]. Next group of sampling methods is based on the exploration of the network, for example breadth-first sampling, random walk sampling or forest fire [15]. These methods select start node randomly and explore its neighborhood to reveal the sample of the network. Majority of other proposed sampling methods are derived from above and are modified for the use on a particular type of networks or for the preservation of a given property.

For the purpose of this analysis, we introduce two sampling methods, namely random node selection based on degree (RD) and breadth-first sampling (BF). In first, nodes are selected to the sample randomly based on their degree, thus the nodes with higher degree are more likely to be selected. In second, breadth-first sampling, the sample is presented by a randomly selected start node with its broad neighborhood. Fig. 1 illustrates an example of sampled networks with RD and BF sampling.

![Toy examples of the performance of sampling methods; sampled networks consist of black nodes, while gray nodes are unsampled parts of original networks. (a) Nodes are selected to the sample randomly based on their degree. This sampling process does not insure the preservation of the network connectivity. (b) Start node is selected randomly and its broad neighborhood is selected to the sample using breadth-first strategy. The sampled network consists of one connected component.](image)

The use of listed methods in this study is supported by their good performance comparing to several other methods [2]. Besides, the main advantage of RD and BF is simplicity, which enables efficient implementation with low time complexity. Both methods also allow us to set the size of sampled networks in advance. For the purpose of this study, we set the size on the 15% of original networks, which proved to be enough for adequate fit of important network properties [15, 2].

#### B. Network data

We consider two social and two information real-world networks. Their main characteristics are shown in Table I.

| Network  | Type    | Nodes | Links  |
|----------|---------|-------|--------|
| collaboration [13] | Social  | 9877  | 25998  |
| ppg [4]   |         | 10680 | 24340  |
| citation [13] | Information | 27770 | 352807 |
| peer2peer [13] |         | 8717  | 31525  |

The collaboration network is a network of collaborations among authors (i.e., researchers), who submitted their papers to High Energy Physics – Theory category on the arXiv. The nodes present the authors, while undirected links denote that two authors co-authored at least one paper together.

The citation network is gathered from the same data as collaboration. However the network consists of nodes, which represent papers, and directed links, which denote that one paper cite another.

The ppg network contains nodes, which represent users of the Pretty Good Privacy algorithm. Undirected links denotes interactions among users.

Last, the peer2peer presents the Gnutella peer-to-peer file sharing network. The nodes denote hosts, linked by undirected links meaning the connection between two Gnutella hosts.

### IV. Node group extraction framework

For detecting different node groups commonly analyzed in the literature, we consider formalism as defined in [28].

Let the network be presented by a graph $G(V,L)$, where $V$ is a set of nodes, $|V| = n$, and $L$ a set of links, $|L| = m$, in the network. Next, let $S$ be a group of nodes, $|S| = s$, and $T$ a subset of nodes, $|T| = t$, which represents characteristic linking pattern of $S$ ($S, T \subseteq V$). The node pattern $T$ is defined to maximize the number of links between $S$ and $T$, and minimize the number of links between $S$ and $T^C$. The links with both endpoints in $S^C$ are not taken into consideration.

With this formalism, we are able to detect different groups of nodes (Fig 2). Communities (i.e., densely connected
nodes, which are sparsely connected between) are characterized by \( S = T \), modules \([16]\) (i.e., groups of structurally equivalent nodes) are described with \( S \cap T = \emptyset \). Communities and modules represent extreme cases, while other groups are the mixtures of the two \([30]\), characterized by \( S \cap T \subset S, T \).

The type of some group \( S \) is determined with Jaccard index \([10]\) of \( S \) and \( T \). Thus, we define a group type parameter \( \tau \) \([30]\), \( \tau \in [0, 1] \):

\[
\tau(S, T) = \frac{|S \cap T|}{|S \cup T|}.
\]

For example, communities have \( \tau = 1 \), modules correspond to groups with \( \tau = 0 \), whereas mixtures are indicated by \( 0 < \tau < 1 \).

The framework presented below is based on a group criterion \( W \) \([30]\), \( W \in [0, 1] \):

\[
W(S, T) = \mu(S, T)(n - \mu(S, T))\left(\frac{L(S, T)}{st} - \frac{L(S, T^C)}{s(n - t)}\right),
\]

where \( L(S, T) \) denotes the number of links between \( S \) and \( T \) and \( \mu(S, T) \) is the geometric mean of \( s \) and \( t \), \( \mu \in [0, 1] \):

\[
\mu(S, T) = \frac{2st}{s + t}.
\]

\( W \) is a local asymmetric criterion, which favors the links between \( S \) and \( T \) and penalizes for the links between \( S \) and \( T^C \). Factor \( \mu(1 - \mu) \) in \( (2) \) prevents from extracting either very small or very large groups.

For group extraction, we adopt the framework \([31], [30]\), which extract groups from the network sequentially, one by one. First, the group \( S \) with its corresponding pattern \( T \) is found in a way that the criterion \( W \) is maximized using random-restart hill climbing \([23]\) with varying initial conditions for \( S \) and \( T \). At each step of the search, a single node is swapped in either \( S \) and \( T \). Next, the revealed group \( S \) is extracted from the network with removing the links between \( S \) and \( T \), and nodes that might become isolated. The procedure is then repeated on the remaining network until \( W \) is larger than expected under the same framework in a corresponding Erdős-Rényi random graph \([6]\). The latter is estimated by a simulation. All groups reported in the remaining of the paper are statistically significant at the 1% level. However, the framework allows for overlapping \([19]\), hierarchical \([21]\), nested and other classes of groups commonly found in real-world networks.

V. RESULTS AND DISCUSSION

We first analyze the basic properties of node groups revealed from the original and sampled networks. Table \( \square \) summarizes the results for original networks. For both social networks, the mean group size \( \langle s \rangle \) and the mean pattern size \( \langle t \rangle \) are approximately equal, in contrast to information network, where \( \langle t \rangle \) is larger than \( \langle s \rangle \). Moreover, characteristic group structure is reflected in the mean group parameter \( \langle \tau \rangle \), which is approaching 0 for information networks (especially peer2peer), and is around 0.6 for social ones. Observing the number of different groups, the distinction between social and information networks is noticeable again. Social networks consist of small number of communities and modules with small mean group size \( \langle s \rangle \). On the other hand, information networks are characterized by larger number of modules than social networks and contain no communities. In all networks mixtures present majority of groups. Still, the difference exists in the mean group size \( \langle s \rangle \), since information networks exhibits larger mixtures of around 280-290 nodes, in contrast to mixtures in social networks (between 60 and 65 nodes).

Table \( \square \) presents the basic properties of node groups structure of sampled networks. The values are estimates of the mean over 100 runs of each sampling method on each network. In social networks, RD reveals less groups than BF, while the mean sizes \( \langle s \rangle \) and \( \langle t \rangle \) are much smaller in all sampled networks than in original ones. Still, \( \langle s \rangle \) and \( \langle t \rangle \) of all sampled networks are approximately equal as is true for original networks. Furthermore, sampled networks are characterized by larger mean group parameter \( \langle \tau \rangle \), which indicates even stronger characterization by community-like structure than in original networks. The latter is proved also by observing the types of groups in sampled social networks, since the number of communities is much larger. In detail, RD reveals more communities than mixtures, while sampled networks with BF consist of larger number of mixtures than communities. The number of modules does not differ much between original and sampled social networks.

In information networks, no difference exists between RD and BF concerning the number of groups and the mean sizes \( \langle s \rangle \) and \( \langle t \rangle \). However, number of groups and \( \langle s \rangle \) and \( \langle t \rangle \) are smaller in sampled networks than in the original ones. Next, we analyze the types of groups in sampled information networks. The mean group parameter \( \langle \tau \rangle \) is larger for sampled networks with RD than the networks, sampled with BF. Only RD sampling of peer2peer reveals smaller \( \langle \tau \rangle \) than in original network. Nevertheless, few communities appear in sampled information networks, which do not exist in original ones. The sampled variants of citation networks consist of large number of modules than original network (in portion of all groups. The number of mixtures and modules in sampled peer2peer network is approximately equal, as is true for original network.

In general, the mean group size \( \langle s \rangle \) and the mean pattern size \( \langle t \rangle \) decrease with network sampling, still \( \langle s \rangle \) and \( \langle t \rangle \) remains comparable for social network especially. The mean group parameter \( \langle \tau \rangle \) is much larger for sampled networks than for original, with exception of peer2peer network. In detail, RD sampling reveal even larger \( \langle \tau \rangle \) than BF sampling. Observing the type of groups, in sampled social networks the number of communities increase, while in sampled information...
the distribution of $W$ sampled networks is divided by 15% due to the definition of spectively. We expect the values of a group criterion become stronger.

On the other hand, the community structure of social networks characterized by larger number of mixtures the original ones. The mean tures. However, the sampling process changes the structure of modules, while communities contains portion (60%) of nodes and links are explained by modules, while communities contains portion (96%) of links explained by RD.

We next analyze the proportion of nodes included in the revealed groups and the proportion of links explained by the group structure in the original and sampled networks. With the term background we refer to the nodes and links remaining after the extraction of groups. Table IV reports the results for the original networks. The revealed groups explain almost all links (more than 96% in all networks). On the other hand, groups contains different portion of nodes in different networks. In citation network, a large portion of nodes is explained, while in collaboration and peer2peer groups contains around 60% of nodes and in pgp even smaller portion (36%). Only in peer2peer some part of nodes and links are explained by modules, while communities contains no significant portion of nodes or links in all networks.

The changes of portion of nodes and links explained by extracted groups under sampling depend on the original networks particularly. The results for sampled networks are presented in Table IV. The most obvious difference occurs in the portion of nodes and links contained in communities of sampled social

| Network   | Group | Community | Mixture | Module |
|-----------|-------|-----------|---------|--------|
| collaboration | 129   | 66.9      | 0.568   | 2 (5.0) | 125 (69.0) | 2 (2.5) |
| pgp       | 87    | 62.2      | 0.568   | 4 (7.3) | 82 (65.6)  | 1 (4.0) |
| citation  | 284   | 271.7     | 0.186   | 0 (0.0) | 275 (279.8)| 9 (23.1)|
| peer2peer | 70    | 154.8     | 0.057   | 0 (0.0) | 31 (290.8) | .39 (46.6)|

| Network | Sampling | Group | Community | Mixture | Module |
|---------|----------|-------|-----------|---------|--------|
| collaboration | RD | 65.4  | 13.5      | 13.7    | 0.851  | 35.8 (10.5) | 27.4 (18.0) | 2.2 (5.5) |
|          | BF      | 104.0 | 18.2      | 18.5    | 0.787  | 31.6 (11.2) | 69.2 (21.8) | 3.3 (7.2) |
| pgp     | RD      | 68.2  | 15.8      | 16.0    | 0.891  | 46.2 (14.7) | 19.6 (19.7) | 2.4 (5.3) |
|          | BF      | 95.4  | 17.5      | 17.7    | 0.784  | 37.4 (16.8) | 53.0 (19.0) | 4.9 (6.5) |
| citation| RD      | 121.4 | 74.9      | 78.1    | 0.405  | 0.3 (8.8)   | 98.2 (88.5) | 22.9 (18.0)|
|          | BF      | 120.4 | 99.2      | 100.9   | 0.359  | 0.1 (11.5)  | 93.3 (122.7)| 27.0 (21.1)|
| peer2peer| RD   | 23.3  | 24.2      | 24.4    | 0.163  | 1.0 (27.4)  | 10.7 (33.2) | 11.7 (16.0)|
|          | BF      | 34.1  | 31.3      | 27.9    | 0.131  | 0.8 (18.1)  | 17.3 (43.8) | 16.0 (18.1)|

Fig. 3. Probability density function of $\tau$ and $W$ for analyzed networks and both sampling methods. The blue and green lines present the results for information and social networks, respectively.
networks (around 15% to 70% in contrast to 0% in the original networks). For citation network, the portion of nodes explained with modules increases, while for peer2peer the same portion decreases. However, the parts of nodes and links explained by group structure differ between both sampling methods. In general, RD decreases the portions of nodes and links in mixtures and the background. On the other hand, under BF the portion changes depending on original network.

VI. Conclusion

In past few years, network sampling proved as efficient tool to support understanding of large real-world networks. However, to be able to infer from the sampled networks on original, the sampling process should provide for adequate fit of properties and structure of original network. In this paper we analyze the changes of node group structure under sampling process. We consider four social and information networks and simplify them with random node selection based on degree and breadth-first sampling. The results reveal the sampled social networks are characterized by stronger community-like structure than original networks. On the other hand, in the sampled information networks the number of mixtures increases. Still, the mixtures represent the majority of groups in all, the original and sampled networks. In general, the differences in the performance of random node selection based on degree and breadth-first sampling are minor. Both methods preserve the comparable mean sizes of groups and their corresponding pattern ((s) ≈ ⟨t⟩) and increase the mean group parameter ⟨τ⟩. Nevertheless, the random node selection based on degree change the group criterion W less for information networks, while breadth-first sampling modifies W less for social networks. To conclude, the changes of node group structure under sampling process depends mainly on the type and structure of original networks, while the selection of the sampling method has a smaller impact on sampling effectiveness.

The analysis in this paper provides a brief preview of work in progress on observing the changes of node group structure under network sampling. Our future work will mainly focus on larger number of networks considered in the analysis, including also different type of networks (e.g., biological, technological). Moreover, the changes of the node group structure might be related to the preservation of fundamental network properties (e.g., degree distribution, clustering coefficient, betweenness centrality). Last, we will adopt other sampling methods and provide broader insight into the effectiveness of sampling process for the preservation of the node group structure.
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