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ABSTRACT
We present here the first stellar models on the Hertzsprung-Russell diagram (HRD), in which convection is treated according to the novel scale-free convection theory (SFC theory) by [Pasetto et al. 2014]. The aim is to compare the results of the new theory with those from the classical, calibrated mixing-length (ML) theory to examine differences and similarities.

We integrate the equations describing the structure of the atmosphere from the stellar surface down to a few percent of the stellar mass using both ML theory and SFC theory. The key temperature over pressure gradients, the energy fluxes, and the extension of the convective zones are compared in both theories.

The analysis is first made for the Sun and then extended to other stars of different mass and evolutionary stage. The results are adequate: the SFC theory yields convective zones, temperature gradients $\nabla$ and $\nabla_e$, and energy fluxes that are very similar to those derived from the “calibrated” MT theory for main sequence stars. We conclude that the old scale dependent ML theory can now be replaced with a self-consistent scale-free theory able to predict correct results, one which is simpler and more physically grounded than the ML theory. Fundamentally, the SFC theory offers a deeper insight of the underlying physics than numerical simulations.
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1 INTRODUCTION
Convection is one of the fundamental mechanisms for carrying energy throughout a star from the deep interiors to the outermost layers. This may happen during the pre-main-sequence, Hayashi phase of stars of any mass that are fully convective, during the main sequence phase of very low mass stars (lower than about 0.3 $\text{M}_\odot$) that remain fully convective, in intermediate convective shells of some stars, in the outermost layers of stars of any mass where ionization of light elements occurs, and in deep convective envelopes of red giant branch (RGB) stars, in white dwarfs, in the internal regions of stars in pre-supernova stages, during the collapse phase of Type II SNe, and in the carbon-deflagration stages of type Ia SNe: convection is ubiquitous in stars of any mass and evolutionary phase. Convection significantly contributes in the transport of energy across the layers of a star, from the deep interior to the surface and also substantially changes the structure of a star by mixing the material across it.

In a star, convection sets in where and when the condition $\nabla_{\text{rad}} < \nabla_{\text{ad}}$ is violated, where $\nabla_{\text{rad}}$ and $\nabla_{\text{ad}}$ are the radiative and adiabatic logarithmic temperature gradient with respect to pressure, i.e. $\nabla_{\text{rad}} \equiv \frac{\text{d} \ln T}{\text{d} \ln P}_{\text{rad}}$ and $\nabla_{\text{ad}} \equiv \frac{\text{d} \ln T}{\text{d} \ln P}_{\text{ad}}$ (e.g., Cox & Giuli 1968, Kippenhahn et al. 2012). While in the inner convective regions of a star the large thermal capacity of convective elements induces a temperature over pressure gradient of the medium, $\nabla_e \equiv \frac{\text{d} \ln T}{\text{d} \ln P}_{e}$, that is nearly adiabatic, i.e. $\nabla_e \approx 10^{-8} \approx 0$, in the outer layers both the temperature gradients of the medium and of the element $\nabla_e \equiv \frac{\text{d} \ln T}{\text{d} \ln P}_{e}$ differ significantly from $\nabla_{\text{ad}}$ (super-adiabaticity). Convective elements in these regions have low thermal capacity and thus the approximation
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\[ \nabla - \nabla_{\text{ad}} \simeq 0 \] can no longer be applied: \( \nabla_e \) and \( \nabla \) must be determined separately to determine the amount of energy carried by convection (and radiation) with an appropriate theory.

Despite the great importance of convection in modelling the structure and evolution of a star, a satisfactory treatment of stellar convection is still open to debate and until now a self-consistent description of this important physical phenomenon has been missing. Review of the current state-of-art of the turbulent non-linear magnetodynamics knowledges in the stars (mostly in the sun) can be found in several books (e.g., Biskamp 1993; Somov 2006; Hughes et al. 2012). The goal has been to establish from basic physical principles a self-consistent description of convection represented by a group of equations with no ad hoc parameters.

In this context, the most successful theory of stellar convection in the literature is the Mixing-Length Theory (ML theory). The ML theory stands on the works of Prandtl (1923), Biermann (1951), and Böhm-Vitense (1955). Thanks to the success it has achieved over decades of usage, it is considered as the reference paradigm to which any new theory has to be compared. In the ML theory, the motion of convective elements is expressed by means of the mean-free-path \( l_m \) that a generic convective element is supposed to travel inside the convectively unstable regions of a star (e.g., Kippenhahn et al. 2012). \( l_m \) is assumed to be proportional to the natural distance scale \( h_p \) given by the pressure stratification of the star. The proportionality factor is called the mixing-length (ML) parameter \( \lambda_m \), which is implicitly defined by the relation \( l_m = \lambda_m h_p \). Despite this parameter must be determined with external arguments as the calibration of the ML theory on observation of the Sun, the possible dependence on the star mass and evolutionary stage, i.e. on their position in the HRD, cannot be either excluded nor assessed. The ML parameter has paramount importance in calculating the convective energy transport, and hence the radius and effective temperature which fix the motion of the stars in the HRD.

To overcome this situation, several approaches have been proposed in literature. The simplest one is the already mentioned fit of results obtained with a ML parameter to observations of different stars in the CMD. In alternative formulations allow the ML-parameter to change with the position on the HRD (e.g., Pinheiro & Fernandes 2013). This approach is an extension of the original idea by Böhm-Vitense (1958) of the fit on the Sun. Helioseismology and/or asteroseismology (Brown & Gilliland 1994; Christensen-Dalsgaard 2002; Chaplin 2013; Chaplin & Miglio 2013) and much better data on the Sun produced by Solar Heliospheric Observatory (SOHO) offer independent ways of testing stellar convection and constraining the ML theory in turn (e.g., Ulrich & Rhodes 1977; Kueker et al. 1993; Grossman 1996).

Recently, sophisticated fully 3D-hydrodynamic simulations have been used to model atmospheres and test convection. This approach requires large, time consuming computational facilities to integrate the 3D-Navier-Stokes equations (e.g., Ludwig et al. 1994; Salaris & Cassisi 2014; Meakin & Arnett 2007; Ludwig et al. 1994; Bazán & Arnett 1998; Collet et al. 2011; Chiavassa et al. 2011; Magic et al. 2013; 2014).

The advantage here is that, unlike in the 1D integrations, parameter-free models of convection can be used. However, it has a very poor interpretative power: to extract a theoretical model from a simulation is not any simpler than writing a new one from scratch.

Finally, the third approach are ML-parameter free (or scale-free) theories by construction. It is worth mentioning, a few examples as Lydon et al. (1992), Balmforth (1992) or Canuto & Mazzitelli (1991) where nevertheless other free-parameters have been used instead of the mixing-length. The turbulent scale-length in Canuto & Mazzitelli (1991) is the most popular case.

In a recent paper, Pasetto et al. (2014) developed the first theory of stellar convection that is fully self-consistent and scale-free. In SFC theory, the convective elements can move radially and expand/contract at the same time and in addition to the buoyancy force, the inertia of the fluid displaced by the convective elements and the effect of their expansion on the buoyancy force itself are taken into account. The dynamical aspect of the problem is differently formulated than in the classical ML theory, and the resulting equations are sufficient to determine the radiative and convective fluxes together with the medium and element temperature gradients, as well as the mean velocity and dimensions of the convective elements as a function of the environment physics (temperature, density, chemical composition, opacity, etc.), with no need at all of the ML-parameter.

Pasetto et al. (2014) applied the new theory to the case of the external layers of the best model representing the Sun calculated with the calibrated ML theory by Bertelli et al. (2008).

In the present study, the analysis is extended first to model atmospheres and then to exploratory stellar models calculated with the new theory. The results are similar to those based on the calibrated classical ML theory.

The plan of the paper is the following. In Section 2 we present the schematic structure of a star, namely the outermost layers named the photosphere fixing the radius and effective temperature, the inner atmosphere, where ionization and super-adiabatic convection occur both requiring special care, and the remaining part of the star where convection is nearly adiabatic, nuclear energy generation may change the chemical composition of the stars and convection is further complicated by the presence of over/down-shooting (Baker & Kippenhahn 1962; Hofmeister et al. 1964; Kippenhahn & Weigert 1994). In Section 3 we introduce our treatment of stellar convection as presented in Pasetto et al. (2014). In Section 4 we present the solution of the stellar equation that we are going to adopt. In Section 5 we treat the boundary condition for the convective out-layers of the stars. In Section 6 we present some application to the first stellar model of our theory. In Section 7 we comment on our results. In Appendix A we summarize the basic solutions of stellar structure in the photosphere and atmosphere, together a few key thermodynamical quantities concerning the equation of state (EoS) with ionization and radiation pressure. In Appendix B, first we shortly review the classical ML theory with particular attention to the one in use here and then present the key hypotheses, assumptions and results of the new SFC theory of Pasetto et al. (2014) with no demonstration.
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2 SCHEMATIC STRUCTURE OF A STAR

Three regions can be considered in the treatment of the physical structure of a star:

(i) The most external layers, i.e. the photosphere described by the optical depth, the bottom of which yields the surface of the star and determines the radius $r_*$ and effective temperature $T_{\text{eff}}$.

(ii) The atmosphere which extends downward for about the 3 – 5% in mass of the star, $M_*$ from the bottom of the photosphere $M_{\text{photos}} \in [1.0, 0.97 \pm 0.95]$ (with this notation we specifically refer to the outer layer in radius of the star, as opposite to the central part that would be indicated as, e.g., $M_{\odot}$). In the atmosphere the approximation of constant luminosity (i.e. without sources or sinks of energy) can be assumed, and light elements like H and He are partially ionized. Convection is far from the regime of $\nabla - \nabla_{\text{ad}} \simeq 0$. In this region both the ML theory and SFC theory find their prime application.

(iii) The inner regions from $M_{\text{atm}}$ to the center in which energy production takes place, ionization of all elements such as H, He, C, N, O etc. is complete and convection becomes adiabatic. This inner region of the stars can contain a convective envelope, extension of the convective region in the atmosphere but in which convection is nearly adiabatic. The convective envelope can extend quite deeply in the star. Stars in the mass range $M_* \in [0.3, 1.1]M_\odot$ or so have a radiative core on the main sequence, stars with $M_* \leq 0.3M_\odot$ are fully convective during their whole live. Stars more massive than about $M_* \geq 1.1 \pm 3M_\odot$ develop a convective core from which convective overshooting can occur. Massive stars ($M_* \geq 10M_\odot$) may develop intermediate convective shells in the post main sequences stages. All stars have convective cores during the core-He burning phase and beyond (their occurrence depending on the star’s mass).

The notation in use and the physical description of regions (i) and (ii) are as in the Göttingen stellar evolution code [Hofmeister et al. (1964)]), the ancestor of the code used by Padova group for about five decades (see also below for more details). Details are given for the physical structure and mathematical technique used to calculate the physical variables in regions (i) and (ii) in the Appendix A. Specifically we present the basic equations for the photosphere and atmosphere, the treatment of ionization, and a few important thermodynamical quantities such as specific heat at constant pressure $c_p$, the ambient gradient $\nabla_{\text{ad}}$ and thermodynamical quantity $\Gamma_1$ for a gas in presence of radiation pressure and ionization that are needed to describe the super-adiabatic convective both in the ML and SFC theory.

Details on the main assumptions concerning the physical input of the equations describing region (iii), the treatment of convective overshooting from the core (if required) are given in Section G.

3 THE SET OF EQUATION FOR THE SFC THEORY

The system of equations Eq.(60) as in [Pasetto et al. (2014)] must be solved to determine the convective/radiative-conductive transfer of energy in the photosphere and atmosphere of a star. They are well defined equations once the quantities $\{T, \kappa, \nabla_{\text{rad}}, \nabla_{\text{ad}}, g, c_p\}$ are considered as input and considered constant. These quantities are, respectively, the local averaged temperature of the star, interpolated opacity tables, averaged density of the star, the radiative gradient as in Eq. (A18), the adiabatic gradient as in Eq. (A20) in the appendix, gravity and heat capacity at constant pressure as in Eq. (A21), considered as quantities averaged over an infinitesimal region $dr$ and time $dt$. This means that the time-scale over which these quantities vary is supposed to be much larger than the time over which the results of the integration over the time of the system of equations for convection are achieved. Under these approximations, the system of equations proposed in [Pasetto et al. (2014)] is

\[
\begin{align*}
\varphi_{\text{rad/cond}} & = \frac{4ac}{3h_p}\nabla e \\
\varphi_{\text{rad/cond}} + \varphi_{\text{conv}} & = \frac{4ac}{3h_p}\nabla_{\text{rad}} \\
\xi_e & = \frac{\nabla |e - \varphi_{\text{conv}}|}{\nabla |e|} \\
\varphi_{\text{conv}} & = \frac{4ac^2T^2}{\kappa c p g} \\
\nabla c_v - \nabla_{\text{rad}} & = \frac{4ac^2T^2}{\kappa c p g} \\
\xi_e & = \left(\frac{T}{T_0}\right)^2 \left(\frac{\nabla c_v - \nabla_{\text{rad}}}{\nabla |e - \varphi_{\text{conv}}|}\right) g \chi(\tau),
\end{align*}
\]

where $\varphi_{\text{rad/cond}}$ is the radiative/condusive flux, $c$ the density-radiation constant, $T$ the speed of light, $T_\odot$ the local average temperature, $\kappa$ the opacity, $h_p$ the pressure scale height, $p$ the star density, $\varphi_{\text{conv}}$ the convective flux, $\xi_e$ the average size of the convective cell moving with a average velocity $v$, $g$ the gravity, $\tau = \frac{r}{c}$ a normalized time and $\chi = \frac{\delta}{\mu}$ a normalized size of the convective elements. All these quantities are here treated as locally and temporally averaged. More details on the physical meaning of all the quantities are given in the Appendix B where a somehow different derivation of exactly these equations is explored and commented. The form taken by the above equations in the case of chemically homogeneous layers is straightforwardly derived from setting $\nabla_{\mu} = 0$. Let us briefly comment each equation of Eq. (1) from (i) to (vi), highlighting the points of novelty with respect to the ML theory.

(i) and (ii) In this set of equations, the first two represent the radiative plus conductive fluxes $\varphi_{\text{rad/cond}}$, and the total flux $\varphi_{\text{rad/cond}} + \varphi_{\text{conv}}$ which defines the fictitious radiative gradient $\nabla_{\text{rad}}$.

(iii) The third equation introduces one of the new aspects of the theory: the average velocity of the convective elements at a given location within the stars. Compared to the ML theory the velocity is derived from derived from the acceleration which in turn contains the inertia of the displaced fluid. The remarkable point of this equation is that for chemically homogeneous layers ($\nabla_{\mu} = 0$) it reduces to the equivalent in Schwarzschild approximation for stability against convection.

(iv) The fourth equation represents the convective flux. Although the overall formulation is the same as in the ML theory, here the velocity is corrected for the effects of the inertia of the displaced fluid. See also below for the discussion on the asymmetry of the velocity field.

(v) The fifth equation greatly differs from its analogue of the ML theory. It measures the radiative exchange of energy between the average convective element and the surrounding
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medium taking into account that convective elements change their dimension, volume and area of the radiating surface as function of time because of their expansion/contraction. In the present theory, the energy transfer is evaluated at each instant whereas in the classical ML theory the mean size, volume and area of the emitting surface of the convective elements are kept constant. The dependence of the energy feedback of the convective element with its surrounding is the heart of this description of convection processes.

(vi) The last equation yields the mean size of the convective elements as a function of time. Its presence is particularly important because it replaces the ML theory assumption about the dimension of the convective elements and also the distance travelled by these during their lifetime. This equation achieves the closure of the system of equations.

It is worth commenting here a few aspects of the SFC theory:

- **Time dependence and uniqueness theorem.** The system of equations Eq. (1) and its solution contain the time. Therefore one may argue that the mixing length, free parameter of the ML theory, is now replaced by the time and that there is real no advantage with the new theory of convection but for a better description of the dynamics. Furthermore, there are six degrees of freedom over six unknowns instead of the five degrees of freedom over five unknowns of ML theory Eq. (11). The solution of this apparent problem is achieved by the Uniqueness Theorem [Pasetto et al. 2014] have rigorously demonstrated that the ratio \( \chi/\tau^2 \rightarrow \text{const} \) as the time grows and the solutions of the system of Eqs. (1) have to be searched in the manifold described by:

\[
\frac{(\nabla - \nabla_0)^2}{(\nabla_{\text{rad}} - \nabla)(\nabla_0 - \nabla_{\text{ad}})} = \text{const}.
\]  

(2)

When the solutions enter the regime \( \chi/\tau^2 \rightarrow \text{const} \) where the Uniqueness theorem holds, we simply speak of ‘asymptotic regime’ for the solutions. This equation describes a surface containing the manifold of all possible solutions. Assigned \( \nabla_{\text{rad}} \) and \( \nabla_{\text{ad}} \) that at each layer within a star, \( \nabla \) and \( \nabla_0 \) are asymptotically related by a unique relation. There is no arbitrary scale length to be fixed. This theorem proves that, to the first order, there exists an unique manifold solution of the system Eq. (1). The evolution of the system is forced to stay in a single time-independent manifold by the relation existing between the evolution of the average size of the convective elements and the environment where the convective elements are embedded. This relation holds only in the subsonic regime, but in such a case it is completely general. In our context it implies that the temporal evolution of the system Eq. (1) has to cancel out: an asymptotic behaviour of the physical variables must exist. The time variable is needed to know when the asymptotic regime is reached by the system and the theory becomes fully applicable. The Uniqueness Theorem ‘de-facto’ closes the equations and rules out the need of the mixing-length free parameter.

- **Comoving reference frame \( S_1 \).** The advantage of an analysis made in a co-moving reference frame centred on the convective element can be captured with these simple arguments. We consider the kinetic energy associated with a convective element in the reference system \( S_0 (O; x) \) not co-moving with the element. From the equation of the potential flow (e.g., Eq. (B3)), putting at rest the flow far away from the bubble (i.e. adding a flux \( \langle v, x \rangle \)) we can rapidly obtain \( E_k = \frac{1}{2} \rho \int V \|v\|^2 d^3x = \frac{\pi}{2} \rho \xi^3 \left( 6 \xi^2 + v^2 \right) \). Here the spatial or temporal averages for the quantities \( \xi, v, \ldots \) are omitted but they are implicitly taken into account. For the potential energy, excluding the contribution of the surface tension as mentioned above, we can write simply write \( E_p = E_p(\xi, P^\infty) + \Phi_b, \) i.e. the potential energy is the sum of the potential energy of the fluid \( E_p(\xi, P^\infty) \) that in \( S_0 \) is a function of the size of the convective element and of the pressure far away from the bubble, and the gravitational potential of the star. If we limit ourselves to the equations of motion (EoM) for the radial direction outside the stars, \( r \), the EoM reads:

\[
\begin{align*}
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\xi}} \right) - \frac{\partial L}{\partial \xi} &= 0 \\
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\tau}} \right) - \frac{\partial L}{\partial \tau} &= 0 \\
3\frac{\dot{\xi}^2}{\tau} + \frac{\dot{\tau} \xi}{\tau} - \frac{P(\xi) - P^\infty}{\rho} &= 0 \\
A &= 2g,
\end{align*}
\]

(3)

with \( L \) the Lagrangian of the system. Thanks to the lagrangian formalism, knowing the explicit formulation for \( E_p(\xi, P^\infty) \) is not necessary, because it satisfies the equation \( E_p(\xi, P^\infty) = -\int V (P(\xi) - P^\infty) d^3x \). With the aid of the equation for hydrostatic equilibrium we re-obtain Eq. (111) of the first Theorem in [Pasetto et al. 2014] but without the term containing the acceleration \( A \) (or with \( A = 0 \)) that provides the dynamical coupling between \( S_0 \) and \( S_1 \). This forced us to apply directly the Lagrangian formalism to non-inertial reference frames as already done by Pasetto & Chiosi [2009, Section 3.1] in a different context (see also Landau & Lifshitz 1969, Section 39 for the point mass approximation). Finally, we note how this suggests also a different, completely independent derivation of the main theorem of Sec 4.1 of [Pasetto et al. 2014] from a Lagrangian formalism.

- **Local departure from hydrostatic equilibrium.** The SFC theory of convection is based on the assumption of non-local pressure equilibrium and hence local deviations from rigorous hydrostatic equilibrium (a situation thereafter referred to as mechanical equilibrium), i.e. the stellar plasma is not in mechanical equilibrium on the surface of the expanding/contracting convective element while this latter is moving outward/inward. A convective element coming into existence for whatever reason and expanding into the medium represents a perturbation of local pressure that cannot instantaneously recover the mechanical equilibrium (pressure balance) with the surrounding. The condition of rigorous mechanical equilibrium with the stellar medium is met only ‘far away’ from the surface of a convective element, i.e. only in the limit \( \xi_c \rightarrow \infty \).

In many textbooks of stellar astrophysics (e.g., Cox & Giuli 1968; Kippenhahn et al. 2012), the simple assumption of instantaneous pressure equilibrium is made because of the fast expansion of the convective
elements. Indicating the pressure difference between the element (at the surface) and medium as \(DP \equiv P - P^\infty\), it is generally assumed \(DP = 0\) identically. This is clearly a wrong assumption if one needs to argue about local deviations from hydrostatic equilibrium. There exists no instantaneous pressure equilibrium. No matter how fast it is reached, the sound speed is not infinite. We take advantage of the Eq. (3) (which is a particular case of theorem of Sec 4.1 in Pasetto et al. (2013)) to prove this statement. In Fig. 1 we show the temporal behaviour of the ratio \(DP/P^\infty\) derived from the first Lagrangian equation of System Eq. (3) using, e.g., for the temporal evolution of \(\xi_2\) an arbitrary relation of the type \(\xi_2 \propto \tau^2\). As evident from Fig. 1 only far away from the convective element \(\frac{DP}{P^\infty} \to 0\). Even though the theory does not require the mechanical equilibrium for the convective element, since the star as a whole is in hydrostatic equilibrium the condition is also formally met for the equation of convection, but only far away from the surface of the convective element. However, by ‘far away’ we mean always a distance close enough so that the local density has remained nearly constant. This description of the physical situation as far as the mechanical equilibrium at the surface of a convective element is concerned agrees with current understanding of fluid dynamics (Landau & Lifshitz 1959; Batchelor 2000) and the current ‘gross’ assumption made by the classical ML theory that convective elements expand contract in mechanical equilibrium with the surroundings.

- **Surface tension on convective elements.** It is worth recalling attention here that in the SFC theory no physical surface is enclosing a convective element and therefore the Young-Laplace treatment of the surface tension is not applied. This approach differs from classical literature on fluids in which the surface tension is taken into account (e.g., Tuteja et al. 2010 and reference therein). Our approach is consistent with astrophysical 3D-hydrodynamical simulations where convection is represented by small volumes moving up and down for a short time, not surviving enough surface tensions to be relevant.

**More general remarks:** In addition to be above issues, we would like to shortly comment here on points of strength and weakness of the SFC theory that deserve further investigation.

Since the early studies of Boussinesq (1870), Prandtl (1925) and on the Reynolds stress model, the closure of the hierarchy of averaged moment equations represented a formidable challenge for the description of turbulence and convection. Despite its simplicity, our model represents the first and to date unique way to close the equation of stellar convection, without any arbitrarily free assumptions. It is fully analytical: neither ad hoc fitting on HRD stars nor numerical simulations are required to find closure of the equations. Furthermore, rotation can be implemented in a simple fashion because the formalism of accelerated reference frames of type \(S_i\) is already in situ. Finally, in the SFC theory the convective transport of the energy is mainly driven by the expansion of the elements and less by their vertical motion, making simpler its inclusion with large eddies turbulence theories for high Reynolds numbers.

Up to now only few points of weakness have been identified. First of all, the SFC theory is a linear theory. Therefore it cannot deal with non linear phenomena that would require higher order expansion over \(\varepsilon \equiv \frac{\bar{\varepsilon}}{\sqrt{\bar{D}}}_2 \ll 1\) and a suitable treatment of resonances. This problem has not been investigated yet in the context of the present theory for the stellar plasma but it may have strong physical implications. The uniqueness theorem that provides the closure of the stellar equation does not hold in the non linear regime. Hence, we expect that second order effects will require further free parameters, as it was the case of the ML theory, to reach a finer physical description.

Closely related to the previous problem is the determination of the distribution function of the size of the convective cells. The distribution function of a turbulent cascade of eddies is not Gaussian. In our study, we consider only with the first order moments of the -unknown- underlying distribution function. This approach is far from being a correct description of the reality. However, even if the number of underlying moments required to map correctly the distribution function and hence the nature of the convection within the stars is surely very high, it is not infinite (see, e.g., Cubarsí 2010).

The size of the convection cells is expected to span from large integral scales containing the most of the kinetic energy in an anisotropic motion down to the Kolmogorov’s micro-scales of the small eddies with randomly isotropic motion where the viscous forces are effective (at least for high Reynolds numbers). For the sake of simplicity, dealing with the stellar plasmas, we limit ourselves to a simple treatment favouring the self-consistency to the complexity.

Finally, by construction, the present SFC theory does
not suitably describe the border regions of convective zones where convective cells could overshoot from the Schwarzschild border into the surrounding radiative regions. This is possible only suitably modifying the present SFC theory (Pasetto et al. 2014, in preparation).

Basing on the results that we are going to present here, we are confident that some of the above criticisms will be found to be unimportant. As a matter of fact, the first stellar models, with the envelope convection treated according to the Pasetto et al. (2014) theory are much similar to those derived from the best tuned ML theory. Implications of these results in relation with the above criticisms will be discussed in Section 4.

4 SOLVING THE BASIC EQUATIONS

We present an algebraic numerical procedure to solve the system of Eq. (1). Following Pasetto et al. (2014) we assume $g_4 = \frac{4}{3}$ and $\alpha = \frac{c_0}{\epsilon \rho^2}$, where all the symbols have their usual meaning and we limit us to the homogeneous case $\nabla_p = 0$. Inserting the first of Eqs. (4) into the second, and performing a number of algebraic manipulations, the system Eq. (1) rapidly reduces to this set of four equations in four unknowns:

$$
\begin{aligned}
\sum_{i=0}^{5} c_i \xi_i &= 0 \\
c_5 &= 1 \\
c_4 &= \frac{h_P}{\sqrt{\tau}} \\
c_3 &= \frac{4 \delta P \xi_c (\nabla - \nabla_c)}{\tau^2 (\xi_c)} \\
c_2 &= \frac{4 \delta P \xi_c (\tau^2 + 28 \nabla \xi_c)}{\tau^2 (\xi_c)} \\
c_0 &= \frac{4 \delta P \xi_c (\nabla - \nabla_c)}{\tau^2 (\xi_c)} 
\end{aligned}
$$

(10)

The first of these equations, Eq. (5), offers an immediate solution for the size and/or velocity of a convective element. Once Eq. (5) is inserted in Eq. (9) we obtain a quintic equation in $\xi_c$ (the current size of a convective element in $S_1$). At this point, we are tempted to exploit the fact that by construction $\xi_c$ is always positive, and search for real positive solutions of the quintic equation in $\xi_c$.

$$
\begin{aligned}
v^2 &= \frac{4 \delta g_4 \xi_c (\nabla - \nabla_c)}{\sqrt{\tau^2 (\xi_c)}} = \frac{4 \delta g_4 \xi_c (\nabla - \nabla_c)}{\sqrt{\tau^2 (\xi_c)}} \\
\sum_{i=0}^{5} c_i \xi_i &= 0 \\
c_5 &= 1 \\
c_4 &= \frac{h_P}{\sqrt{\tau}} \\
c_3 &= \frac{4 \delta P \xi_c (\nabla - \nabla_c)}{\tau^2 (\xi_c)} \\
c_2 &= \frac{4 \delta P \xi_c (\tau^2 + 28 \nabla \xi_c)}{\tau^2 (\xi_c)} \\
c_0 &= \frac{4 \delta P \xi_c (\nabla - \nabla_c)}{\tau^2 (\xi_c)} 
\end{aligned}
$$

(10)

(9)

$$
\begin{aligned}
\nabla &= \frac{8 \delta \nabla \nabla_c (v^2 + 4 \delta g_4 \xi_c) - 9 v^3 h_p t_0}{18 v^3 t_0 T + 8 \delta \nabla (v^2 + 4 \delta g_4 \xi_c)}. 
\end{aligned}
$$

(7)

and a more complicated equation that relates all the other quantities:

$$
\begin{aligned}
-9 v^3 h_p t_0 - 8 \delta \nabla \nabla_c (v^2 + 4 \delta g_4 \xi_c) \\
+ 28 \nabla \nabla_c (9 v^5 t_0 T + 4 \alpha (v^2 + 4 \delta g_4 \xi_c)) \\
= \left(\frac{4 \delta g_4}{\tau^2} + 1\right) \frac{12 \delta \nabla (5 \nabla \nabla_c T + h_p)}{\tau^2 (\xi_c)}. 
\end{aligned}
$$

(9)

(5)
Eq. (8) we get (χ > 0 and ξc > 0, see also Appendix B):

$$\xi_c = \frac{|v| \sqrt{\chi}}{2}, \quad (11)$$

so that the system Eq. (1) reduces to:

$$\sum_{i=0}^{5} c_i v^i = 0$$

\begin{align}
    c_5 &= 1 \\
    c_4 &= \frac{k_{\rho}}{4\alpha^2 (\nabla_{rad}^2 - \nabla_{ad}^2)} \\
    c_3 &= \frac{2}{3\alpha^3} \left( \frac{2}{\alpha} \nabla_{rad}^2 \nabla_{ad}^2 + 2 \nabla_{rad} \nabla_{ad} \right) \\
    c_2 &= -\frac{\alpha (\nabla_{rad}^2 \nabla_{ad}^2 - \nabla_{rad} \nabla_{ad})}{3\alpha^2} - \frac{12}{\alpha} \rho \\
    c_1 &= \frac{\alpha (\nabla_{rad}^2 \nabla_{ad}^2 - \nabla_{rad} \nabla_{ad})}{3\alpha^2} + \frac{12}{\alpha} \rho \\
    c_0 &= \frac{3\alpha^3}{3\alpha^2 \nabla_{rad}^2 \nabla_{ad}^2} \\
\end{align} \quad (12)

Owing to the odd velocity dependence of Eq. (12), the theory predicts different average velocities for up/down motions of convective elements. This effect has been already observed in numerical simulations (e.g., Arnett et al. 2013) and here now evident in our fully analytical treatment. The implication of this effect will be examined in greater detail in a forthcoming paper (Pasetto et al. 2016, in preparation) where over/under-shooting of the convective elements will be investigated.

Therefore, at each layer of the convective regions (which means at assigned input physics: density, temperature, etc.) the time has to be changed until the “so-called” asymptotic regime is reached (see Section 3). The time scanning is made according to the relation \( t \approx 10^{6-\Delta t} \) [s] where, e.g., \( \Delta t = 1, 2, ..., 15 \) in steps of \( \Delta t \). \( \Delta t \) is suitably chosen according to the desired time space and accuracy. Typical values \( \Delta t \in [0.01, 0.05] \) produce fine resolution for the purpose of our work. At each time step \( t \) the integration of the quintic Eq. (12) is performed with robust numerical algorithm (Jenkins & Traub 1970) and with the solution meeting the conditions

$$\begin{align}
    \text{Im} \left[ v \right] &= 0 \\
    \xi_c (\hat{i}) &> \xi_c (\hat{i} - dt) \\
    v (\hat{i}) &> v (\hat{i} - dt) \\
    v (\hat{i} - dt) &> v (\hat{i}) > \Pi, \quad (13)
\end{align}$$

where \( \Pi \) is a suitable percentage of the asymptote reached, for instance 98% (i.e. \( \Pi = 0.98 \) in our notation). When this occurs, the velocity has reached its asymptotic value and the solutions are determined. When the velocity \( v \) of a typical convective element is known, one can immediately calculate its dimension \( \xi_c \) and temperature gradient \( \nabla_c \), the temperature gradient of the medium \( \nabla \), the convective flux \( \varphi_{cv} \), and finally the radiative flux \( \varphi_{rad} \). As the quintic equation contains the integration time \( \tau \), all these quantities vary with time until they reach their asymptotic value. Furthermore, at each time the quintic equation has solutions of which only those with non-null imaginary part have physical meaning and only those satisfying all the selection criteria Eq. (13) have to be considered. To illustrate the point, we take a certain layer located somewhat inside the external convective zone. The layer is at the inner edge of the super-adiabatic zone and it characterised by the following values of the physical quantities \( R = 6.06736 \times 10^3 \text{ m}, T = 6.29506 \times 10^4 \text{ K}, P = 1.48594 \times 10^4 \text{ Newton m}^{-2}, \rho = 3.63078 \times 10^{-4} \text{ kg m}^{-3}, \kappa = 9.67164 \times 10^{-2} \text{ m}^{-1} \text{kg}^{-1}, \nabla_{ad} = 0.384, \nabla_{rad} = 0.503, \) and \( \mu = 1.279 \). solve the quintic equation and derive the whole set of unknowns listed above as a function of time until they reach the asymptotic value. The results are shown in Fig. 2 limited to the convective flux \( \varphi_{cv} \) (left panel) and ambient temperature gradient \( \nabla \) (right panel). In this Figure we display all the physical solutions, i.e. with \( \text{Im}[v] = 0 \). These are indicated by the green dots. Looking at the left panel, at increasing time the number of real solutions varies from one to five and past \( 10^4 \) s to three and asymptotically only two. Similar trend is shown by the plot in the right panel. The same quantities can also be obtained from the classical ML theory using the equations presented in Section 2. In this case only one real solution exists at each time. This is indicated by the black dots in both panels. Finally, of all the solutions given by the SFC theory only one is filtered by the selection criteria, i.e. the one with the highest value of \( \varphi_{cv} \) and \( \nabla \). Therefore, in this layer the asymptotic value of the SFC theory solution is the same as that of the ML theory.

Is this situation the same for all layers of the convective zone? It answer is no, the SFC theory differs from the ML theory in the outermost regions, whereas it closely resembles the ML theory going deeper and deeper inside. The issue is examined in detail below.

5 SFC THEORY VS. ML THEORY ON THE SURFACE BOUNDARY CONDITIONS

The luminosity and effective temperature of a star of mass \( M \), and chemical composition \( [X, Y, Z] \) depend on the energy production (the luminosity) and the energy transport (the effective temperature). The latter, in turn, depends on the combined effect of the radiative and convective transport in the stellar atmosphere, and the very outer layers of this in particular.

What is the behaviour of the SFC theory at this external boundary condition and how to treat it? The theory developed is fully dynamical, i.e. it includes explicitly the time. Hence careful boundary conditions have to be accommodated to avoid to apply the theory where it loses physical significance, i.e. every time the evolution does not reach the 'asymptotic regime'. In the very external layers, a convective elements cannot travel and/or expand upward toward the surface of the star. This greatly reduces the dimension and velocity and lifetime in turn of an element that comes into existence close to the star surface. Therefore it is likely that close to surface, the maximum time allowed to an element is shorter than the time required to reach the asymptotic values of all characteristic physical quantities of the element, the velocity in particular. As a side implication of these considerations, we expect that the resolution of the simulation, i.e. the mass and size zoning, number of mesh points etc., of the integration technique, should also play a key role in this issues. In other words, we expect a complex interplay between the mathematical and the numerical technique employed to simulate the stellar environment embedding the system Eq. (1) and the fundamental physics describing the intrinsically dynamical nature of the convection theory in use. This is expected also from the physical fact that the theory works on stellar layers not too large compared to
Figure 2. Convective Flux (left panel) and temperature gradient \( \nabla \) of the ambient medium (right panel) as a function of time for a layer in the outer convective zone of the main sequence model of the 1\( \text{M}_\odot \) star with chemical composition \([X = 0.703, \ Y = 0.280, \ Z = 0.017]\). In the two panels, we show the solutions from the quintic Eq. (12) of the SFC theory with their multiplicity (green dots) and the corresponding ones from the ML theory (black dots) with parameter \( \Lambda_m = 1.68 \). For times longer than a few \( 10^3 \) s one of the solutions from the SFC theory almost coincides with that from the ML theory. This layer falls at the inner edge of the region with strong super-adiabaticity.

Figure 3. Similar to Fig. 2 but for the velocity (left panel) and the ambient temperature gradient \( \nabla \) (right panel) and for a different layer of the outer convective zone of the 1\( \text{M}_\odot \) with composition \([X = 0.703, \ Y = 0.280, \ Z = 0.017]\) on the main sequence. This layer is below the photosphere but above the region of very strong super-adiabaticity. The physical units and the meaning of the symbols are the same as in Fig. 2. The degree of super-adiabaticity is larger that in Fig. 2. While the large values of the velocities from the SFC theory coincide with those from the ML theory for times longer that few \( 10^3 \) s, the temperature gradient does not.

Spatial scale over which the gradients in the main quantities become relevant, but large enough to contain a number of convective elements well represented by statistical indicators (as mean, dispersion etc.). This condition can possibly be missed at the boundary of the star (centre or surface).

The careful analysis of the outermost layers of stellar atmospheres reveals that while the values and profile of the velocity as a function of the position derived from the ML theory and SFC theory are nearly comparable, those for the ambient temperature gradient \( \nabla \) derived from the ML theory greatly differs from the corresponding ones obtained from the SFC theory. This is shown in Fig. 3 for one of external layers of the 1\( \text{M}_\odot \) with the chemical composition \([X = 0.703, \ Y = 0.280, \ Z = 0.017]\) on the main sequence. The layer in question is located at the outer edge of the super-adiabatic zone and it is characterized by \( R = 6.06736 \times 10^8 \) m, \( T = 7.19449 \times 10^3 \) K, \( P = 1.78649 \times 10^4 \) Newton \( \text{m}^{-2} \), \( \rho = 3.81944 \times 10^{-1} \) kg \( \text{m}^{-3} \), \( \kappa = 3.25837 \times 10^{-1} \) m\(^2\) kg\(^{-1}\), \( \nabla_{\text{ad}} = 0.345 \), \( \nabla_{\text{rad}} = 1.204 \), and \( \mu = 1.277 \). As in Fig. 2 a very fine time spacing is adopted. Finally, the meaning of the symbols is the same as in Fig. 2. Also in this case we compare the SFC theory results with those from the ML theory. Looking at the velocity (left panel), there is coincidence between the SFC theory and ML theory for the high value past the age of a few \( 10^3 \) s, whereas for \( \nabla \) at the time of a few \( 10^3 \) s, the solutions from the ML theory and the SFC theory show the minimum difference however without reaching coincidence, whereas they strongly deviate both for lower and higher values of the time (similar behaviour is found in other model atmospheres that are not shown here for the sake of brevity).

To lend further support to the above results, we look
at the systematic variation of both velocity and ambient temperature gradient across the external convective zone of the model with chemical composition \([X = 0.703, Y = 0.280, Z = 0.017]\) and \(\log \frac{L}{L_\odot} = 0\) at the age of 4.6 Gyr, our best candidate to disposal to fit the position of the Sun on the HRD. The results are presented in Fig. 4 and are compared to those of the ML theory. The red solid lines show the asymptotic velocity and companion \(\nabla\) derived from the straight application of the SFC theory. In the case of the ML theory (the black dots), the concept of an asymptotic regime for the velocity and \(\nabla\) in turn does not apply because given the physical condition of the medium there is only one, time-independent value for both the velocity and \(\nabla\). Velocities and temperature gradients in the deep regions of the convective zone predicted by the SFC theory and ML theory are nearly coincident whereas toward the surface they tend to greatly differ. The temperature gradients of the SFC theory is much lower than the one of the ML theory. Too low a value for the ambient \(\nabla\) would immediately imply a smaller radius and a higher effective temperature in turn (the luminosity being mainly driven by the internal physical conditions is hardly affected by what happens in the atmosphere). The immediate consequence is that the final position on the HRD of the evolutionary track is too blue to be able to match the Sun. Similar results are found also for models of star of different mass and evolutionary stage.

From this analysis, we learn that not all layers of a convective regions, those near the stellar surface in particular, can reach the asymptotic regime for the convective velocity (and also all other relevant quantities). To clarify this important issue, we proceed as follows.

We start calculating the time at which the solution of the quintic equation satisfies all the conditions of Eq. (13) (e.g., with \(\Pi = 0.95\)). This usually occurs when the time is about \(10^5 - 10^6\) s and sometime less in the outermost layers. We name this time "numerical time \(t_{\text{asy}}\)". It is not a physical time but a numerical-method dependent variable: different \(\Pi\) fixed arbitrarily give different \(t_{\text{asy}}\). Then we argue that in a convective region, owing to continuous upward/downward motion of the fluid elements, the effect of any variation/perturbation of the physical quantities will soon or later propagate throughout the convective region at a speed whose maximum value is the sound speed \(v_s = \sqrt{\Gamma_1 P/\rho}\) (with the usual meaning of all the symbols).

Suppose now that the whole convective region has a width \(\Delta r_{\text{conv}}\). At each layer of the convective zone, we may consider the sound velocity \(v_s\) and associate a temporal time-scale \(t_{\text{conv}}\), i.e. the time-scale a convective element would require to expand its size to the whole convective region. At each layer we have that the convective element expansion rate \(\xi_e \rightarrow v_s\) and the maximum size \(\Delta \xi_e\) satisfies the condition \(\Delta \xi_e = \Delta r_{\text{conv}}/2\) so that we define \(t_{\text{conv}}\) as

\[
    t_{\text{conv}} \sim \frac{\Delta \xi_e}{\xi_e} = \frac{\Delta \xi_e}{v_s} = \frac{\Delta r_{\text{conv}}}{2v_s}. \tag{14}
\]

\footnote{It is worth noting here that since we are dealing with the most external layers in which the ionization of light elements (H,He, C, N, O, etc...) takes place, the expression for \(\Gamma_1\) to use is the one containing the effect of ionization as well as radiation pressure. See Appendix B or \textcite{Cox1968} for details on the expression for \(\Gamma_1\) we have used.}
At any layer the asymptotic regime cannot be reached if the two time-scales are in the ratio

\[ \frac{t_{\text{asy}}}{{t_{\text{cav}}}} = \Pi < 1. \]  

(15)

This condition fixes also the maximum fraction of the local velocity with respect to its asymptotic value reached in each layer. The percentage \( \Pi \) varies with the position. Going deeper into the star the sound velocity increases, \( {t_{\text{cav}}} \) decreases, and the condition (15) is always violated, i.e. the asymptotic velocity is reached anyhow. In these regions the ratio \( \Pi \) always reaches the maximum value \( \Pi = 1 \).

From a technical point of view, the extent of the convective region \( \Delta{r_{\text{cav}}} \) is not known a priori and therefore an iterative procedure must be adopted starting from a reasonable guess. Basing on the calculations of many model atmosphere, \( \Delta{r_{\text{cav}}} \), we expressed starting guess value for the convergence as \( \Delta{r_{\text{cav}}} \propto h_p \times N \), where \( h_p \) is the pressure scale height of the outermost layer and \( N \) the typical number of mesh points describing an atmosphere when \( \log P \) is the independent variable. This finding greatly facilitates the task of choosing the initial guess for \( \Delta{r_{\text{cav}}} \). One or two iterations of the atmosphere are sufficient to refine \( \Delta{r_{\text{cav}}} \) to the desired value. Our model atmospheres are calculated with \( N \approx 150 \) mesh points. Using different codes with different resolving algorithm and numerical precision, different values of \( N \) can be found.

The procedure we have described acts as numerical scheme for the boundary conditions on the velocity profile in the outermost regions of a star. To illustrate the point, in Fig 5 we show the profile of \( \Pi \) throughout the atmosphere of the zero age main sequence model of the 1.0\( M_\odot \) star with chemical composition \([X = 0.703, Y = 0.280, Z = 0.017]\). Note the fall of \( \Pi \) to the minimum value followed by the rapid increase to \( \Pi = 1 \) at increasing pressure.

\[ \text{Figure 5.} \text{ The profile of } \Pi \text{ across the atmosphere of the MS model of the 1.0}\ M_\odot \text{ star with chemical composition } [X = 0.703, Y = 0.280, Z = 0.017]. \text{ Note the fall of } \Pi \text{ to the minimum value followed by the rapid increase to } \Pi = 1 \text{ at increasing pressure.} \]

stellar codes should have different values of \( N \). However, limited to the following discussion we will take advantage of relations (14 and 15) to assess the model response to variations of \( \Delta{r_{\text{cav}}} \), \( \Pi \), velocity \( v \) of the convective elements and finally \( \nabla \) by simply varying \( N \). At each layer, keeping the sound velocity \( v_s \) constant (the physical quantities \( P, \rho \) etc. are assigned) lower \( N_s \) would imply smaller \( \Delta{r_{\text{cav}}} \), higher values of \( \Pi \) and velocity in turn, too low \( \nabla \)'s in outermost layers, and eventually too blue evolutionary tracks in the HRD with respect to those from the ML theory. The opposite is the case for higher values of \( N \). The quintic is solved with time resolution \( \Delta{c} = 0.01 \). As explained in great detail in the text, low values of \( N \) correspond to small size of the convective region, high values of the velocity, smaller radii and hence higher effective temperatures. The opposite is the case of large values of \( N \). Therefore only the correct \( \Delta{r_{\text{cav}}} \), profile \( \Pi \), and velocities in the region of strong super-adiabaticity yield stellar models and evolutionary tracks in agreement with real HRDs. In other words, only the correct application of the SFC theory yields results able to reproduce the observations.

\[ \text{Figure 6.} \text{ Evolutionary sequences of the 0.8}\ M_\odot \text{ (Top Panel) and 1.0}\ M_\odot \text{ (Right Panel) stars with chemical composition } [X = 0.703, Y = 0.280, Z = 0.017] \text{ at artificially varying the number } N \text{ of mesh points in the atmosphere as indicated. Only the case with } N = 150 \text{ and the right value of } \Delta{r_{\text{cav}}} \text{ shows a track in agreement with current results in literature. The quintic is solved with time resolution } \Delta{c} = 0.01. \text{ As explained in great detail in the text, low values of } N \text{ correspond to small size of the convective region, high values of the velocity, smaller radii and hence higher effective temperatures. The opposite is the case of large values of } N. \text{ Therefore only the correct } \Delta{r_{\text{cav}}}, \text{ profile } \Pi, \text{ and velocities in the region of strong super-adiabaticity yield stellar models and evolutionary tracks in agreement with real HRDs. In other words, only the correct application of the SFC theory yields results able to reproduce the observations.} \]
of the outermost layers of the external convective region of a star is crucial to calculate stellar models able to reproduce the position of real stars on the HRDs.

6 RESULTS

As already recalled in the previous sections, both the classical ML theory and the new SFC theory find their best application in the convective regions of the the outer layers of a star where the super-adiabatic convection occurs. Therefore, first we investigate the physical structure of model atmospheres that are calculated both with the standard ML theory and the new SFC theory.

The numerical code for the atmosphere models has been extracted from the classical Göttingen code developed by Hofmeister et al. (1964) and used and implemented by the Padova group for more than four decades. Over the years, this code has been developed to include semi-convective (e.g., Chiosi & Summa 1974), ballistic convective overshoot from the central core (Bressan et al. 1981), envelope overshoot (Alongi et al. 1991), turbulent diffusive mixing and overshoot (Deng et al. 1996a,b Salasnich et al. 1999), and finally the many revisions of the input physics and improvements described in Bertelli et al. (1994), Bertelli et al. (1995), Bertelli & Nasi (2001), Bertelli et al. (2003), Bertelli et al. (2008). The version used here is the one by Bertelli et al. (1999) in which we have replaced the ML theory with the SFC theory. The value of $\Lambda_m$ adopted for the ML theory is taken from Bertelli et al. (2008) and provides calibrated models matching the properties of the the Sun on the HRD. The adopted value is $\Lambda_m = 1.68$. The structure of the atmosphere models is according to the equations and physical input described in Sections 2 and 12.

6.1 The outer layers of Sun-like stars: atmosphere models

We take the evolutionary track of $1M_\odot$ with chemical composition $[X=0.71, Y=0.27, Z=0.02]$ calculated by Bertelli et al. (2008) and isolate the model that fairly matches the position of the Sun on the HRD, i.e. log $L/L_\odot = 0$ and $T_{\text{eff}} = 593$. The atmosphere is shown in Fig. 7. In each panel we show the results for the standard ML theory as well as the SFC theory. We display the radiative flux $\varphi_{\text{rad}}(\text{rad})$ (top left panel) and the convective flux $\varphi_{\text{conv}}(\text{conv})$ (top right panel), the logarithmic temperature gradient of the element $\nabla_e$ (bottom left panel) and of the medium $\nabla$ (bottom right panel). The colour code indicates the underlying theory of convection, black for the ML theory and red for the new theory. It is soon evident that while the profiles of the fluxes are virtually identical with the two theories, the gradients $\nabla_e$ and $\nabla$ are much different, a result already visible in Fig. 12. In both cases, the extent of convective zones is similar. By construction the position on the HRD is the same. For the sake of illustration we show in Fig. 7 the case of a 2.0 $M_\odot$ star with same chemical composition and in an advanced stage along the RGB, the luminosity is log $L/L_\odot = 2.598$ and the effective temperature $L_{\text{eff}} = 3.593$. The situation is much similar to the previous one. The new SFC theory yields the same path on the HRD as the calibrated MLT, however the greatest merit of former is that no ML parameter or calibration is required. The properties of convection are fully determined by the physics of the layer in which convection is at work. By taking the outer envelope of the model whose luminosity and effective temperature are those of the Sun and looking at the stratification of the main variables (temperature, density pressure, radiative and convective fluxes, velocity and associated dimensions of convective elements, temperature gradient in presence of convection), it is soon evident that the ML theory is indeed a particular case in the more general solutions predicted by the SFC theory. As we go deeper into the atmospheres, the solutions for the ML theory and SFC theory tend to diverge. This is expected and it simply reflects the fact that these external solutions are not constrained to match the inner solution at the transition layer (typically $M/M_c \approx 0.97$, where $M$ and $M_c$ are the mass at the layer $r$ and total mass, respectively). Small differences among the two solutions tend to amplify as we go deeper inside. This is more evident in case of the 2.0 $M_\odot$ star along the RGB. This can be fixed only by considering complete stellar models. Hence a few preliminary exploratory stellar models will be presented below.

6.2 Preliminary, complete stellar models with the SFC theory

We have calculated a few test evolutionary sequences of complete stellar models for different initial mass and fixed chemical composition. The stellar models are followed from the main sequence stage up to the end of the RGB or core helium exhaustion, as appropriate to the initial mass of the star.

Several important remarks are mandatory here before presenting the stellar models under consideration. First the SFC theory we have described is specifically designed to deal only with convection in the outer layers of the stars: it cannot be applied to deal with physical situations in which convective overshooting either from central cores and/or convective intermediate shells is taking place. However, we would like to mention that the formalism developed by Pasetto et al. (2014) derives the acceleration acquired by convective elements under the action of the buoyancy force in presence of the inertia of the displaced fluid and gravity. Therefore, it is best suited, with the necessary modification, to derive the motion of the convective elements beyond the formal limit set by the Schwarzschild condition, the penetration of these into the surrounding radiative regions, the dissipation of their kinetic energy and finally the redistribution of energy and physical properties of the layer interested by their motion, i.e. to describe convective overshooting. We are currently working on extending SFC theory to the convective overshooting (Pasetto et al. 2016, in preparation). Therefore, in order to calculate new stellar models with the SFC theory, we must use one of the prescriptions for convective overshooting from the core currently in literature. We adopt here the ballistic model of convective overshooting developed by Bressan et al. (1981) end since adopted by the Padova group. It is not the best solution but it is sufficient to obtain significant exploratory results.

The code considered in this models is the same from which we have taken all the routines to calculate the model.
atmospheres. All the input physics, i.e. opacities (radiative conductive and molecular), nuclear reaction rates, equation of state, and the prescription for convective overshooting from the core are as described by Bertelli et al. (2008), to whom the reader should refer for all details. In particular, it is worth recalling that the treatment of core overshooting relies on Bressan et al. (1981) that stands on the ML theory (to derive the velocity of convective elements) and makes use of the ML parameter \( \Lambda_c = 0.5 \) for all masses \( M_* \geq 1.5 \, M_\odot \), \( \Lambda_c = 0 \) for stars with mass \( M_* < 1 \, M_\odot \), and finally \( \Lambda_c = M_*/M_\odot - 1.0 \) for stars in the interval \( 1.0 < M_*/M_\odot < 1.5 \). Overshooting from the bottom of the convective envelope along the RGB follows from Alongi et al. (1991) with \( \Lambda_c = 0.25 \). Therefore, the interiors are calculated according to the classical prescription, whereas the outer layers are treated according to the SFC theory. This is an intermediate step towards the correct approach in which convective overshoot in the internal regions is treated in the framework of SFC theory.

We note that an obvious drawback of using the Bertelli et al. (1994) code is that the input physics is somewhat out of date with respect to more recent versions of the same code, e.g. Nasi et al. (2008), Bertelli et al. (2008), Bertelli et al. (2009), and finally the very recent revision of the whole code by Bertelli et al. (2012), Chen et al. (2014) and Tang et al. (2014). The choice of the Bertelli et al. (1994) code is motivated by the large body of stellar models calculated with this and worldwide used. In any case, this satisfactorily permits the comparison of stellar models with the same code, input physics and both ML theory and SFC theory. Work is under way to calculate new grids of stellar models with SFC theory using an independent code with very modern input physics i.e. the Garching code named GARSTEC by Weiss & Schlattl (2008).
For the purposes of this exploratory investigation we present here five evolutionary sequences for stars of initial mass 0.8, 1.0, 1.5, 2.0, and 2.5 $M_\odot$ and chemical composition $[X = 0.703, Y = 0.280, Z = 0.017]$ calculated from the main sequence to advanced evolutionary stages using both the classical ML theory ($\Lambda = 1.68$ in our case) and the SFC theory. The 0.8, 1.0, and 1.5 $M_\odot$ sequences are indicative of the old stars in Globular Clusters and very old Open Clusters, whereas the 2.0 and 2.5 $M_\odot$ sequences correspond to intermediate age Globular and Open clusters. The 2.0 $M_\odot$ is the last low mass star of the adopted chemical composition undergoing core He-Flash (Bertelli et al. 2008). The HR Diagram is shown in Fig. 9, where the grey dots indicate the sequences with the ML theory and the dotted lines of different colours show those with the SFC theory. The 0.8, 1.0, 1.5, and 2.0 $M_\odot$ models are carried to a late stage of the RGB before core He-ignition (He-Flash), whereas the 2.5 $M_\odot$ is evolved up to very advanced stages of central He-burning, $Y_c \simeq 0.1$ (no He-Flash has occurred). The corresponding models with the classical ML theory (dotted paths) are taken from Bertelli et al. (2008).

In general the two sets of models are in close agreement. However looking at the results in some detail, the new tracks tends to have a slightly different inclination of the RGB. The SFC tracks are nearly identical to those of the ML theory at the bottom and progressively becomes redder towards the top, i.e. the RGBs of the low mass stars are less steep than those of the classical MLT models. Looking at the case of the 1 $M_\odot$ star, the MLT model are calculated with $\Lambda = 1.68$ upon calibration on the Sun and kept constant up to the end of the RGB and afterwards. The models with the SFC theory do not require the mixing length parameter but fully agree with the MLT ones during the core H-Burning phase but by the time they reach the RGB tip they would be in better agreement with MLT models with a smaller values of the mixing length parameter. The required decrease of $\Lambda$ is difficult to quantify at the is stage of model calculations. However, it agrees with the analysis made by...
**Figure 9.** The HRD of the 0.8, 1.0, 1.5, 2.0, and 2.5 $M_\odot$ stars with initial chemical composition $[X = 0.703, Y = 0.280, Z = 0.017]$ calculated from the main sequence to advanced evolutionary stages using both the classical ML theory (the crossed lines) and the SFC theory (dotted lines of different colors). The 0.8, 1.0, 1.5 and 2.0 $M_\odot$ models are carried to a late stage of the RGB before core He-ignition (He-Flash), whereas the 2.5 $M_\odot$ is evolved up to very advanced stages of central He-burning ($Y_c \approx 0.1$). The stellar models are calculated with the Padova code and input physics used by Bertelli et al. (1994) and Bertelli et al. (2008), see also the text for more details. The models are meant to prove doubt that the SFC theory with no ML parameter is perfectly equivalent to the classical ML theory with calibrated ML parameter ($\Lambda_m = 1.68$ in our case).

We have presented here the first results of the integration of stellar atmospheres and exploratory full stellar models to which the new convection theory developed by Pasetto et al. (2014) has been applied. To this aim, a mathematical and computational algorithm and a companion code have been developed to integrate the system of equations governing the convective and radiative fluxes, the temperature gradients of the medium and elements and finally, the typical velocity and dimensions of the radial and expansion/contraction motion of convective elements. In parallel we have also calculated the same quantities with the standard ML theory in which the ML parameter has been previously calibrated. All the results obtained with ML theory are recovered with the new theory but no scale parameters are adopted. We claim that the new theory is able to capture the essence of the convection in stellar interiors without a fine-tuned parameter inserted by hand.

**7 CONCLUSIONS AND FUTURE WORK**

We have presented here the first results of the integration of stellar atmospheres and exploratory full stellar models to which the new convection theory developed by Pasetto et al. (2014) has been applied. To this aim, a mathematical and computational algorithm and a companion code have been developed to integrate the system of equations governing the convective and radiative fluxes, the temperature gradients of the medium and elements and finally, the typical velocity and dimensions of the radial and expansion/contraction motion of convective elements. In parallel we have also calculated the same quantities with the standard ML theory in which the ML parameter has been previously calibrated. All the results obtained with ML theory are recovered with the new theory but no scale parameters are adopted. We claim that the new theory is able to capture the essence of the convection in stellar interiors without a fine-tuned parameter inserted by hand.

The main achievement of the theory presented in this paper is not only to prove that satisfactory results can be achieved, as was already done by the ML theory, but more
importantly to clarify that our understanding of the stellar physics is correct and fully determined by the underlying physics. Each star “knows its own convection”: i.e., where it is located, how much it extends and how much energy it is able to carry away. This is the meaning and the power of the self-consistent results we have just presented. Finally, the theoretical picture we have developed has a predictive power that merely descriptive analyses of numerical simulations still miss. In other words, successful numerical experiments of laboratory hydrodynamics with millions of degrees of freedom do not imply a complete understanding of the phenomenon under investigation. An emblematic example of this is offered by the impressive simulations by Arnett et al. (2013). However, even in this case the closure of the basic equations involved in their hydrodynamic simulations is not possible. This has been instead achieved by the much simpler and straightforward formulation of the same problem by Pasetto et al. (2016). Based on these preliminary results we are confident that this is the right path to follow. However, before moving toward more complicated physical situations such as convective overshoot and semi-convection and extending our theory to deal with these phenomena (Pasetto et al. 2016), it is necessary to check the overall consistency of the new theory by calculating stellar models over all possible evolutionary phases according to the predictive power that merely descriptive analyses of numerical simulations still miss. In other words, successful numerical experiments of laboratory hydrodynamics with millions of degrees of freedom do not imply a complete understanding of the phenomenon under investigation. An emblematic example of this is offered by the impressive simulations by Arnett et al. (2013). However, even in this case the closure of the basic equations involved in their hydrodynamic simulations is not possible. This has been instead achieved by the much simpler and straightforward formulation of the same problem by Pasetto et al. (2016). Based on these preliminary results we are confident that this is the right path to follow. However, before moving toward more complicated physical situations such as convective overshoot and semi-convection and extending our theory to deal with these phenomena (Pasetto et al. 2016), it is necessary to check the overall consistency of the new theory by calculating stellar models over all possible evolutionary phases according to the mass of the star, to extend the calculations to wider ranges of initial masses (namely to massive stars where mass loss by stellar winds is important all over their evolutionary history and the very low mass ones where convection is becoming more and more important), and finally to consider other initial chemical compositions. Work is in progress to this aim (Pasetto et al. 2016). Finally, a numerical code for the solution of the polynomial (12) or (10) both in $\xi$ and $|v|$ is available upon request to the first author.
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 Scale-free convection in stellar models
APPENDIX A: THE EXTERNAL LAYERS:

EQUATIONS AND INPUT PHYSICS

A1 The Photosphere

Given the total mass \( M \), and the chemical composition \([X, Y, Z]\) (following traditional notation, X represent the H concentration, Y the He and Z the remnant elements so that \( X + Y + Z = 1 \) identically holds), adopted the spherical symmetry, and a system of polar coordinates \( x = (r, \theta, \phi) \) centred on the barycentre of a star, the boundary conditions at the surface of a star are

\[
\tau = \tau_* \quad T_{\text{sup}} = T_{\text{ph}} \quad \rho_{\text{sup}} = \rho_{\text{ph}}. \tag{A1}
\]

Determining \( T_{\text{ph}} \) and \( \rho_{\text{ph}} \) (or \( P_{\text{ph}} \)) is not simple, requiring instead a detailed treatment of the most external layers of a star. The photosphere, which corresponds to the surface of a star, is defined as the most external layer from which the radiation coming from inside is eventually radiated away and above which the Local Thermodynamic Equilibrium can no longer be applied. It is the last layer at which the radiation is nearly identical to that of a black body at the temperature \( T \). This layer is also used to define the effective temperature \( T_{\text{eff}} \) implicitly as:

\[
L = 4\pi r^2\sigma T_{\text{eff}}^4. \tag{A2}
\]

The photosphere is also the layer at which the matter is no longer transparent to radiation as it occurs far away from the star.

\[\frac{\partial \varphi}{\partial t} + (\nabla, P_{\text{rad}}) = - \rho \kappa \varphi, \tag{A3}\]

where \( \varphi \) is the radiative flux of photons and \( P_{\text{rad}} \) is the pressure radiation tensor for photons of frequency \( \nu \). Eddington introduced the function \( K_\nu \) which is widely used in literature and related to the outward component of the monochromatic pressure tensor \( P_{\text{rad, } \nu} \) of frequency \( \nu \) as \( P_{\text{rad, } \nu} = 4\pi K_\nu \) together with two functions: \( H_\nu \) (the Eddington flux) and \( F_\nu \) related by \( P_{\text{rad, } \nu} = 4\pi H_\nu = \pi F_\nu \). Making use of the

5 These functions can be proved to be simply statistical moments of the intensity weighted by \( \cos \theta \) and \( \cos^2 \theta \) related to the radiative flux and the radiative pressure in any direction \( \theta \) pointing outside the star to the observer.
The mass conservation
\[ \frac{dM_r}{dr} = 4\pi r^2 \rho, \]  
(A9)
where \( M_r \) is the mass inside the sphere of radius \( r \).

- The gravitational potential \( \Phi_g \) satisfying the Poisson relation
\[ \frac{\partial \Phi_g}{\partial r} = 4\pi G \rho. \]  
(A10)

- The condition of mechanical equilibrium for a fluid at rest (Euler equation):
\[ \frac{dP}{dr} = -\rho \frac{GM_r}{r^2}, \]  
(A11)
with \( G \) is the gravitational constant.

- The equation for the energy conservation
\[ \frac{dL_r}{dr} = 4\pi r^2 (\varepsilon_N - \varepsilon_\nu + \varepsilon_g), \]  
(A12)
where \( \varepsilon_N \), \( \varepsilon_\nu \), and \( \varepsilon_g \) are the nuclear, neutrino losses, and gravitational sources, respectively, and \( L_r \) is the luminosity from the sphere of radius \( r \).

- Finally, the equation for energy transfer, which can be expressed as follows
\[ \frac{d\ln T}{d\ln P} = \nabla , \]  
(A13)
where \( \nabla \) depends on the dominating physical mechanism for energy transport: \( \nabla_{\text{rad}/\text{con}} \) for radiation plus conduction, \( \nabla_{\text{conv}} \) for convection (typically in stellar atmospheres), and simply \( \nabla_{\text{ad}} \) in presence of adiabatic convection (typically in deep stellar interiors).

In the atmosphere, first it is more convenient to use the pressure \( P \) instead of the radius \( r \) as the independent variable, and second all the three energy sources \( \varepsilon_N \), \( \varepsilon_\nu \), and \( \varepsilon_g \) can be assumed to be zero so that the luminosity is a constant \( L(M) = L = \text{const.} \). Consequently Eq. (A12) is no longer needed and Eqs. (A9), (A11), (A13) read:
\[ \begin{align*}
& \frac{d\ln M_r}{d\ln P} = -\frac{4\pi r^2 \rho}{GM_r}, \\
& \frac{d\ln P}{d\ln T} = -\frac{GM_r}{r^2}, \\
& \frac{d\ln T}{d\ln P} = \nabla ,
\end{align*} \]  
(A14)
with \( L(P) = L = \text{const.} \) respectively.

These equations must be complemented by the EoS in the atmosphere, \( P = P(\rho, T, \mu) \) with \( \mu \) the molecular weight of the chemical mixture (inclusive of ionization), the opacity \( \kappa(\rho, T, \mu) \), and the expressions for the derivatives that depend on the transport mechanism at work. If \( \nabla_{\text{rad}} \leq \nabla_{\text{ad}} \), the energy flows by radiative transport and the temperature gradient of the medium is
\[ \nabla = \nabla_{\text{rad}} = \frac{3}{10\pi c \sigma T^4} \kappa LP, \]  
(A15)
with a density-gradient radius and \( c \) speed of light. If \( \nabla_{\text{rad}} \geq \nabla_{\text{ad}} \) convection sets in. The energy flux is carried by radiation and convection. Let us indicate with \( \varphi \), \( \varphi_{\text{conv}} \) and \( \varphi_{\text{rad}/\text{con}} \) the total energy flux, the convective flux, and the radiative plus conductive (if needed) energy flux lumped together. Among the three fluxes the obvious equation
\[ \varphi = \varphi_{\text{conv}} + \varphi_{\text{rad}/\text{con}} \]  
applies. In this region four temperature gradients are at work: the gradient of convective elements \( \nabla_e \), the gradient of the medium in presence of convection \( \nabla_{\text{conv}} \), the adiabatic gradient \( \nabla_{\text{ad}} \), and a fictitious gradient still named \( \nabla_{\text{rad}} \) as if all the energy flux were carried by radiation. While the flux carried by radiation is easily known, the flux carried by convection requires a suitable theory to specify \( \nabla \) and \( \nabla_e \). The above system of Eqs. (A12) together with those describing the convective transport represent the ambient of the stellar atmosphere in which super-adiabatic convection is at work either according to the ML theory or the new SFC theory that will be shortly summarized in Appendix B.

To complete the physical description of the stellar medium, we need to present here a few important thermodynamic quantities that are used to derive temperature gradients and the convective flux in presence of ionization and radiation pressure.

### A3 Ionization and Thermodynamics of an ionizing gas

To proceed with the calculation of \( \nabla_e \) and \( \nabla \) required by the systems of Eqs. (B1) for ML theory or (1) for the SFC theory we need \( \nabla_{\text{ad}} \) and \( c_P \) for a gas made of a number elemental species in various degrees of ionization and in presence of radiation pressure. Despite several formulations of this equation exist in literature (e.g., Baker & Kippenhahn 1962; Hofmeister et al. 1964; Kippenhahn & Weigert 1994; Kippenhahn et al. 2012; Cox & Giuli 1968), we present here the basic equations adopted in this paper. They are taken from Baker & Kippenhahn (1962) however adapted to our notation and strictly limited to those used in our code.

#### A3.1 Ionization

Consider a mixture of atoms of type \( i = 1, ..., N \), each of which with \( n_{e,i} \) electrons and \( n_{e,i} + 1 \) stages of ionization indicated by \( r = 0, ..., n_{e,i} \) (we neglect here the case of atoms in a give stage of ionization but different state of excitation), the fraction of atoms of type \( i \) in the \( i^{th} \) stage of ionization (i.e. that have lost \( r \) electrons) is \( x_i'^r \). The total fraction \( y_i' \) of the type \( i \) which are in ionization stages higher than \( i^{th} \) is \( y_i' = \sum_{r=i+1}^{N} x_i'^r \). Let us indicate the relative number of atoms of type \( i \) as \( \nu_i = \frac{n_i}{n} \) with \( n \) total atoms of \( N \) types. The total fraction \( f_e \) of free electrons is then:
\[ f_e = \sum_{i=1}^{N} \nu_i \sum_{r=0}^{n_{e,i}} x_i'^r = \sum_{i=1}^{N} \sum_{r=0}^{n_{e,i} - 1} \nu_i y_i'. \]  
(A16)

We introduce the function
\[ K_i^* = \frac{\nu_{e,i+1}}{\nu_i} \frac{2}{\bar{P}_{\text{gas}}} (2\pi m_e)^{3/2} (k_B T)^{5/2} e^{\frac{-x_i'^r}{k_B T}}, \]  
(A17)
stars, and dominates in the isothermal cores of white dwarfs and neutron stars. The conductive flux can be expressed by the same relation for the radiative flux provided the opacity is suitably redefined. In the external layers of a normal star conduction in practice has no role and the above notation is superfluous. However in view of the future extension of the SFC theory to internal convection and/overshooting, we keep also here this more general notation.
for $r = 0, 1, ..., Z_{i-1}$, where $\chi_i^r$ is the $r^{th}$ ionization potential of atom $i$, $u$ the statistical weight of the state $r$ $k_B$ the Boltzmann constant and $h$ the Planck constant. Then, to derive the degree of ionization we need to solve the system of $\sum_{i=1}^{N}(n_{e_i} - 1)$ Saha’s equations together with the $N$ equations $\sum_{r=0}^{n_{e_i} - 1} x_i^r = 1$ for the $\sum_{i=1}^{N}$ $n_{e_i}$ quantities $X_i^r$:

$$
\begin{align*}
\frac{x_i^{r+1}}{x_i^r} &= \frac{K_i^r}{\sum_{r'=0}^{n_{e_i} - 1} x_i^{r'}}, \\
\sum_{r=0}^{n_{e_i} - 1} x_i^r &= 1,
\end{align*}
$$

(A18)

that can be solved numerically. In most cases, however, the ionization potentials $\chi_i^r$ differ sufficiently from each other so that only one ionization is taking place at any time. Therefore for a given $i = k$ only $x_i^k$ and $x_i^{k+1}$ are different from zero. The condition $\sum_{r=0}^{n_{e_i} - 1} x_i^r = 1$ can then be approximated by $x_i^k + x_i^{k+1} = 1$ and accordingly $y_k^0 = 0$ for $r > s$, $y_k^s = x_k^{s+1}$, and $y_k^1 = 1$ for $r < s$, and the Saha’s equation becomes a quadratic expression:

$$
y_k^s \frac{A_k^s + \nu_k Y_k^s}{1 - y_k^s} = K_k^s,
$$

(A19)

with the aid of the auxiliary quantity

$$
A_k^s \equiv \sum_{i \neq k} \sum_{r=0}^{n_{e_i} - 1} \nu_i y_i^r + \nu_k \sum_{r \neq s} y_k^r,
$$

(A20)

that has fully algebraic solution.

### A.3.2 Thermodynamics

The derivation of $\nabla_{ad}$ and $c_P$ accounting for the effect of ionization is as follow. In Eq. A16 and A20 we absorb the indexes over the atoms and ionization, i.e. we write simply $f_e = \sum_{i=1}^{N} \nu_i y_i$ and $A_k \equiv \sum_{i \neq k} \nu_i y_i$. Then, for any stellar layer the specific heat $c_p$ is

$$
c_p = \frac{\mathcal{R} \nu_0}{\mu_0} \left( \frac{5}{2} + \frac{4(1 - \beta)(4 + \beta)}{\beta^2} \right) (1 + f_e) + \sum_{i} \frac{\nu_i}{G_i} F_i^2,
$$

(A21)

where the auxiliary functions $F_i$ and $G_i$ are

$$
F_i \equiv \frac{2}{\beta} \left( \frac{1 - \beta}{\beta \nu_i} + \alpha \right) (1 + f_e),
$$

$$
G_i \equiv \frac{2}{\beta} \left( \frac{1 - \beta}{\beta \nu_i} + \alpha \right) (1 + f_e),
$$

(A22)

where $1 - \beta = \frac{\alpha \nu_e}{3T}$, $\mu = \frac{\alpha \nu_e}{1 + f_e}$, $\delta = -(\frac{\alpha \nu_e}{\beta \nu_i T})$, and $\alpha = -(\frac{\partial \ln \alpha}{\partial \ln T})_P$ have been used. Finally, under the same hypotheses, the adiabatic gradient is

$$
\nabla_{ad} = \left( \frac{3 + (\beta^2(4 + \beta))(1 + f_e)}{\beta^2} + \frac{1}{\beta} \sum_i \frac{\nu_i}{G_i} F_i \right) \left( \frac{2}{\beta} + \frac{4(1 - \beta)(4 + \beta)}{\beta^2} \right) (1 + f_e) + \sum_i \frac{\nu_i}{G_i} F_i^2,
$$

(A23)

where $\nabla_{ad}$ is 0.4 for a perfect neutral gas with no radiation, tends to 0.25 for a fully ionized gas in presence of radiation, and may further decrease to about 0.12 in presence of ionization as in the case of external layers. Finally, the generalized adiabatic exponent $\Gamma_1$ (that is needed to calculate the sound velocity) is

$$
\Gamma_1 = \left( 2\beta(3\beta(\beta + 8) - 32)(f_e + 1)G_i - 4\beta^2 F_i^2 \nu_i \right) \times
$$

$$
\left( \nu_i \left( 2F_i + 3 \right) - 8 \right) \left( \beta - 2F_i + 3 \right) - 8\beta ) +
$$

$$
+6\beta (7\beta - 8)(f_e + 1)G_i + 3\beta \left( \beta (4F_i + 39) - 64 \right)^{-1}.
$$

(A24)

All the model atmospheres used in this study are calculated including radiation pressure and ionization of light elements and the effect of these on all thermodynamical quantities in use. For more details the reader should refer to the original sources (Baker & Kippenhahn 1962; Hofmeister et al. 1964; Kippenhahn & Weigert 1994; Kippenhahn et al. 2012; Cox & GiuI 1968).

### APPENDIX B: THE ML AND SFC THEORIES OF CONVECTION

The above equation of stellar structure in the atmosphere require a suitable theory of convection. In this appendix first we summarize the version of the classical ML theory we have adopted and then we shortly review the new SFC theory of Pasetto et al. (2014). In what follows we will omit all demonstrations and intermediate passages to focus the attention on the basic assumptions and main results.

#### B1 Mixing-length theory: a summary

The equations for the energy flux transport of the ML theory are available from literature in several forms (but equivalent in content). They are:

$$
\begin{align*}
\varphi_{\text{rad}} &= 4\alpha c \sqrt{\rho} \mathbf{v} \cdot \mathbf{\nabla} \\
\varphi_{\text{rad}} + \varphi_{\text{conv}} &= 4\alpha c \sqrt{\rho} \mathbf{v} \cdot \mathbf{\nabla} \\
\mathbf{v}^2 &= \frac{g_0}{h_p} (\mathbf{\nabla} - \mathbf{\nabla}_c)^{3/2} \\
\mathbf{\nabla} \cdot \mathbf{\nabla}_p &= \frac{6\alpha c^2 \sqrt{\rho} \mathbf{v} \cdot \mathbf{\nabla}_c}{h_p^{3/2}} \\
\mathbf{\nabla} \cdot \mathbf{\nabla}_p &= \frac{6\alpha c^2 \sqrt{\rho} \mathbf{v} \cdot \mathbf{\nabla}_c}{h_p^{3/2}}
\end{align*}
$$

(B1)

where $h_p$ is the scale height of the pressure stratification of the star, $v$ the average velocity of the convective element, and all other symbols have their usual meaning. In particular we recall that $l_m$ is the mean dimension and mean free path of the convective elements before dissolving and releasing their energy excess to the surrounding medium. It is customarily expressed as $l_m = \lambda_m h_p$, where $\lambda_m$ is the mixing-length parameter. The derivation and solution of this system of equations can be found in any classical textbook of stellar structure (e.g. Kippenhahn & Weigert 1994; Hofmeister et al. 1964; Kippenhahn et al. 2012). In literature, there are several versions of the ML theory (see Pasetto et al. 2014, and references) but in this paper we prefer to follow the one presented by Hofmeister et al. (1964) and ever since adopted by the Padova group in their stellar evolution code to calculate the structure of the most external layers of a star (see Bertelli et al. 2008, and references).

The set of Eqs. (B1) can be lumped together in a dimensionless equation among the three gradients $\mathbf{\nabla}$ (of the medium in presence of convection), $\mathbf{\nabla}_{\text{rad}}$, and $\mathbf{\nabla}_{\text{ad}}$. Introducing the quantity

$$
V \equiv \frac{3acT^3}{\rho \mu^2 \kappa h_p} \sqrt{\frac{g_0}{h_p}} \\
W \equiv \frac{3acT^3}{\rho \mu^2 \kappa h_p} \sqrt{\frac{g_0}{h_p}}
$$

(B2)

we may derive from system Eq. (B1) the dimensionless equation

$$
(\xi - V)^3 + \frac{8}{9} V (\xi^2 - V^2 - W) = 0,
$$

(B3)

where $\xi$ is the positive root of $\xi^2 = \mathbf{\nabla} - \mathbf{\nabla}_{\text{ad}} + \mathbf{\nabla}$. The solution of Eq. (B3) is algebraic. Writing the Eq. (B3) in standard
form

$$\xi^3 - \frac{17U^3}{9} - \frac{19U}{9} \xi^2 + 3U^2 \xi - \frac{8UW}{9} = 0,$$  \hspace{1cm} (B4)

and using the Tschirnhaus transformation, \( \xi = \eta + \frac{19U}{423} \), we get

$$\eta^3 + \frac{368}{243} U^2 \eta - \frac{9344}{19683} U^3 - \frac{8}{9} UW = 0.$$  \hspace{1cm} (B5)

Writing this equation in the compact form \( \eta^3 + py + q = 0 \), the associated discriminant is \( \Delta = -4p^3 - 27q^2 < 0 \). Therefore, we expect the solutions of Eq.(B3) to have only one real root given by:

$$\eta = \frac{1}{\sqrt{2}} \left( -q + \sqrt{q^2 + \frac{4}{27}p^3} \right) + \frac{1}{\sqrt{2}} \left( -q - \sqrt{q^2 + \frac{4}{27}p^3} \right),$$  \hspace{1cm} (B6)

with \( p = \frac{368}{243} V^2 \) and \( q = -\frac{9344}{19683} V^3 - \frac{8}{9} V W \). Inverting the Tschirnhaus transformation we obtain the final solution. Once \( \nabla \) is known, one may derive \( \nabla_e \) from the relation \( \nabla_e - \nabla_{ad} = 2V \sqrt{\nabla - \nabla_e}, \) so that the four gradients and the fluxes \( \varphi_{rad} \) and \( \varphi_{cav} \) are determined, and the whole problem is solved. Despite this apparently simplicity, in the literature there are several different expressions for the coefficient of the cubic equation (Kippenhahn et al. 2012, Cox & Giuli 1968, Maeder 2002, e.g.) or even for the equation system Eq.(B1). We will adopt the solution obtained from the above equations.

The drawback of the ML theory is the ML parameter that cannot be determined in the framework of the ML theory itself. Vice versa the theory proposed by Pasetto et al. (2014) tries to describe the motion of convective elements taking into account that in addition to the upward /downward motion due to the buoyancy force they also expand/contract while moving so that they are subjected to other effects. By doing this, new equations are found which together with those based on the energy conservation lead to a self-consistent description of the motions of convective elements without introducing arbitrary free parameters. As expected, the physics of the medium itself determines all the properties of convection at each unstable layer of a star.

### B2 The new theory of stellar convection

The key idea of the new theory of stellar convection by Pasetto et al. (2014) is extremely simple. Let us consider a rising convective element. In an ideal star, because of the spherical symmetry, the motion occurs along the radial direction, while at the same time the element increases its dimension. The opposite happens for an element sinking into the medium: we have radial motion and shrinkage. Because upward (downward) motion and expansion (shrinkage) of the element are intimately related (indeed the element rises because it expands and sinks because it shrinks), we remind the reader that in the classical ML theory only the radial motion is explicitly considered whereas expansion and shrinkage although implicitly present are not taken into account. We emphasize that the presence of the ML parameter simply mirrors the incomplete description of the motion of convective elements that is limited to the radial direction. Therefore the natural trail to follow to develop an alternative scale-free theory of convection is to look at the expansion/contraction, the radial motion being physically connected. The goal can be easily achieved if instead of using the natural reference frame \( S_0 \), centered on a star’s center (inertial system), we make use of a frame of reference \( S_1 \), center on and co-moving with the generic convective element (non-inertial system). In \( S_1 \), the element is at rest with respect to the surrounding medium while it expands /contracts into it. The two reference frames are schematically shown in Fig. B1. In this case the motion of a generic element can be described by the integral of the Navier-Stokes equations, i.e. the Bernoulli equation, in which neglecting magnetic fields and viscous terms (typical of high-Reynold Number fluids in which viscous terms are small compared to inertia terms), the velocity potential approximation can be adopted. In the following, we sketch the SFC theory by Pasetto et al. (2014) highlighting the main hypotheses, fundamental equations and key results. No demonstration is given.

#### B2.1 Formulation of the problem and basic equation

As already said, the stellar medium is a perfect fluid with a suitable EoS function of time \( t \) and position \( x \) as viewed in the inertial system \( S_0 \) of Fig. B1. A perfect fluid is intrinsically unstable and turbulent, therefore the higher the Reynolds number the better the above approximation holds good. Furthermore, on macroscopic scales the stellar interiors are represented by a perfect fluid in mechanical and thermodynamical equilibrium; all other forces (viscous, centrifugal in presence of rotation by rotation, and electromagnetic in presence of magnetic fields) but gravity and pressure gradient are neglected; on large scales the fluid is incompressible and irrotational. Finally, the concept of potential flow can

---

\[ \xi = \xi_0, \]  \hspace{1cm} \[ \hat{e}_s \parallel \hat{e}_c, \]  \hspace{1cm} \[ \theta \Delta \left( n, \hat{e}_c \right), \]  \hspace{1cm} \[ x_e - x = \xi, \]  \hspace{1cm} \[ |x_e - x| = \xi = \xi_0, \]

---

Figure B1. Schematic representation of a convective element seen in the inertial frame \( S_0 \) involved and in the co-moving frame \( S_1 \). The element is represented as spherical body for simplicity. The center of the sphere indicated as \( O' \) corresponds also to the position of the element in \( S_0 \). The generic dimension of the convective element as seen in \( S_1 \) is indicated by \( \xi_e \).
Let us now introduce the reference frame $S$ for the gradient of suitable potential (see Landau & Lifshitz 1959, chap. 1). In $S$, the Euler’s mass conservation equation, we can obtain the Bernoulli equation for not inertial reference frames as (Pasetto et al. 2012):

$$\frac{\partial \Phi}{\partial t} + \frac{v_0^2}{2} + \Phi_0 = f(t) - \langle A, \xi \rangle$$

(B7)

where $\Phi_0$ is the velocity potential generating the fluid velocity $v_0$ and $\Phi_0$ the gravitational potential. This relation describes the stellar plasma in which convection is at work.

The main target of any theory of stellar convection is to find solutions of Eq. (B7) linking the physical quantities characterizing the stellar interiors such as pressure, density, temperature, velocities etc. and the mechanics governing the motion of the convective elements as functions of the fundamental temperature gradients with respect to pressure introduced above, i.e. the radiative gradient $\nabla_{\text{rad}}$, the adiabatic gradient $\nabla_{\text{ad}}$, the local gradient of the star $\nabla$, the convective element gradient $\nabla_e$ and the molecular weight gradient $\nabla_w$. The task is difficult. The problem however can be tackled in a rather simple fashion making use of the velocity potential.

B2.2 Velocity potential in an accelerated frame $S_1$

Let us now introduce the reference frame $S_1 : (O', \xi)$ co-moving and centred on the center of the generic element. From the geometry shown in Fig. (B1) the radius of a generic convective element of spherical shape is indicated as $|x_e - x_{O'}| = r_e$ in $S_0$ and $|x_e - x_{O'}| = \xi_e$ in $S_1$. Pasetto et al. (2014) have demonstrated that the total potential flow outside the surface of the moving and expanding/contracting elements in $S_1$ is given by

$$\Phi' = -\langle v, \xi \rangle \left(1 + \frac{\xi^2}{2|\xi|}\right) - \xi_e \xi_e^2 |\xi|,$$

(B8)

so that the corresponding velocity in $S_1$ can be written as

$$v_1' = \left((v, \hat{n}) n - v\right) + \xi_e \hat{n} |\xi| = \xi_e$$

(B9)

with meaning the symbols as in Fig. (B1). The above expression is evaluated at the surface of the convective. It is also easy to show that this equation yields correct results at the surface of the element once written in spherical coordinates with $\theta$ the angle between the unitary vectors $\hat{e}_z$ and $\xi$. Finally, the time derivative of Eq. (B7) is

$$\frac{\partial \Phi'}{\partial t} |_{\xi = \xi_e} = -\frac{3}{2} \xi_e \langle A, \hat{n} \rangle - \frac{5}{2} \xi_e (v, \hat{n}) - \xi_e \xi_e - 2\xi_e^2 (B10)$$

where the relative acceleration of the two reference frames is indicated with $A$. The inclusion of Eq. (B8), (B9) and (B10)

sible when describing the mean convective flux of energy (see below), but small enough that the distance travelled by the convective element is short compared to the typical distance over which significant gradients in temperature, density, pressure etc. can develop (i.e. those gradients are locally small).

In Eq. (B7) will lead to the general relation

$$\frac{v^2}{2} \left(\frac{9}{4} \sin^2 \theta - 1\right) - v_1^2 \frac{5}{2} \cos \theta + \left(\frac{P}{\rho} + \Phi_0 \right) = + A \xi_e \left(\frac{3}{2} \cos \theta - \cos \phi\right) + \xi_e \xi_e + \frac{3}{2} \xi_e^2,$$

(B11)

where $A = |A|$ is the norm of the acceleration, $\phi$ the angle between the direction of motion of the fluid as seen from $S_1$ and the acceleration direction, and $\theta$ the angle between the radius $\xi$ in $S_1$ and the velocity $v$. It is interesting to note that if we consider approximatively equal the pressure above and below the convective element, we can use the previous equation to obtain an relation for the motion of the barycentre of a non-expanding convective element. At an arbitrary point of this rigid-body approximation we get:

$$\frac{v^2}{2} \left(\frac{9}{4} \sin^2 \theta - 1\right) = \frac{A \xi_e}{\xi_e} \cos \phi - \frac{\xi_e}{v^2} = \mp A \xi_e,$$

(B12)

which is one of the equations that we want to integrate. A different derivation of this equation will be given in Section B2.3 below. Eq. (B11) is the version in spherical-coordinates of a general theorem (see Pasetto et al. 2014, Sec. 4.1) whose applicability is large but of little practical usefulness because of its complexity. Nevertheless, it is the cornerstone of the new theory.

B2.3 The motion-expansion/contraction rate relationship

In order to obtain equations analytically treatable, Pasetto et al. (2014) limited their analysis to the linear regime. To this aim they needed a parameter the value of which remains small enough to secure the linearization of the basic equations. If we limit ourselves to subsonic stellar convection, it is assumed that the upward/downward velocity of a non-expanding convective element, $\xi$, will be much smaller that its expansion rate $|\xi_e|$, i.e.

$$|\xi| < |\xi_e|.$$

This seems to be a reasonable assumption for the majority of the situations we are examining because asymptotically in time the expansion rate of the convective element will tend to the local sound velocity. This allows us to develop a linear theory based on the small parameter $\varepsilon \equiv |\xi| / |\xi_e| \ll 1$.

In this limit case, Eq. (B11) becomes

$$\frac{\xi_e^2 + 3}{2} \xi_e^2 + \frac{A \xi_e}{2} = 0,$$

(B13)

which rules the temporal evolution of the expansion rate of a convective element. The straight solution of this equation is difficult but feasible. We refer to the Appendix of Pasetto et al. (2014) for all mathematical details. The asymptotic solution for $\tau = \xi_e / \xi \rightarrow \infty$ is of interest here and it is given as a function of the dimensionless size of a generic convective element, $\chi \equiv \xi_e / \xi_e$, by:

$$\chi (\tau) = \frac{4}{\pi} \left(\frac{\xi_e}{\xi_e}\right)^2 + \frac{\sqrt{\pi} (\gamma e)}{\Gamma (\gamma e)} - \tau + \frac{\pi (\gamma e)^2}{\Gamma (\gamma e)^2},$$

(B14)
i.e. the asymptotic dependence is $\sim \tau^2$ plus lower order correction terms. As a consequence of this, also the time averaged value $\langle \chi \rangle = \frac{1}{3} \int_0^\infty \chi(\tau) d\tau'$ will grow with the same temporal proportionality:

$$\chi(t) = \frac{1}{3} \int_0^t \left( \frac{t}{3} \right)^2 \left( \sqrt{\frac{7}{8}} \right) d\tau = \frac{\tau^2}{9} + \frac{\tau}{3} \left( \frac{\sqrt{7}}{8} \right)^{1/2} \left( \frac{\tau}{3} \right)^{1/2}$$

(B15)

This is the equation we are going to use below.

### B2.4 The acceleration of convective elements

In $S_0$ the motion of an element of mass $m_e$ is driven by the Newton Laws $F_{\text{tot}} = F_\theta + F_\rho = m_e \dot{x}$ where $F_\theta$ is the gravitational force and $F_\rho$ the force due to the pressure exerted by the surrounding medium, and the total force $F_T$ is acting on the barycenter. In $S_1$ summing up all the contributions to the pressure on the element surface exerted by the medium from all directions (represented by the normal $\hat{n}$ and the solid angle $d\Omega$) we obtain

$$- \int P \hat{n} d\Omega = F_\rho = -\left( \frac{2}{3} \pi \rho \xi_c^3 + \frac{4}{3} \pi \rho \xi_c^2 + 2 \pi \rho \xi_c \xi_e^2 \right)$$

(B16)

The RHS of this equation contains three terms: the buoyancy force on the convective element $\frac{2}{3} \pi \rho \xi_c^3$, the inertial term of the fluid displaced by the movement of the convective cell, i.e. the reaction mass $\frac{4}{3} \pi \rho \xi_c^2$, and a new extra term $-2 \pi \rho \xi_c \xi_e^2$, arising from the changing size of the convective element: the larger the convective element, the stronger the buoyancy effect and the larger is the velocity acquired by the convective element. These terms must be included in the Newtonian EoM that read

$$A_z = -g \frac{m_e - M}{m_e + M} - \frac{2 \pi \rho}{m_e + M} \xi_e^2$$

(B17)

The last step now is to work out the vertical component of the acceleration $A_z$ as a function of the temperature gradient $\nabla$, $\nabla_\mu \equiv \frac{\partial \ln \xi_c}{\partial \mu}$ (gradient in molecular weight), and $\nabla_\sigma$ (convective element). Using the complete expression for $A_z$ and applying a lengthy and tedious procedure that takes into account how the densities of the medium and convective element vary with the position, one arrives to the result

$$A_z \simeq g \frac{\alpha \nabla - 2 \xi_e (\nabla - 2 \nabla)}{\nabla - 2 \nabla}$$

(B18)

with $\alpha$ and $\delta$ introduced in Sec[A3] and $\varphi \equiv g \frac{\alpha \nabla}{3 \delta}$. Particularly interesting is the case of a homogeneous medium in which $\nabla_\mu = 0$, in which

$$A_z^\infty \simeq g \frac{\alpha \nabla - 2 \xi_e (\nabla - 2 \nabla)}{\nabla - 2 \nabla}$$

(B19)

8 The same expression given in [Pasetto et al. 2014], their Eq.(23) or (A6), contained a typos that is amended here. In the RHS of their Eq.(A6) the factor 2 should read 1/2. Their Fig. (A1) is nevertheless unchanged because already plotting the correct (A6) without errors.

9 In Pasetto et al. 2014, the expression for the same acceleration, their Eq. (26), contained a typing amended here.

If we reduced equation to the leading order in $\frac{\delta}{\tau} \rightarrow \infty$, in a chemically homogeneous convective layer we recover the well known result:

$$A_z \simeq -g \frac{2 \delta}{3 \Gamma_\rho} (\nabla_e - \nabla_e) \Delta r$$

(B20)

as asymptotic approximation of order $O \left( \frac{1}{\phi} \right)$. We note that using Eqn. (B20) we can integrate the EoM of the convective element in $S_m$; $A_z = \ddot{z} = -g \frac{2 \delta}{3 \Gamma_\rho} (\nabla_e - \nabla_e)$ and it is easy to verify that a double integration will yield $z = \frac{1}{2} A_0 e^{-X^2 \left( e^{2X^2} + 1 \right)} \text{ with } X^2 \equiv 2 g \frac{2 \delta}{3 \Gamma_\rho} (\nabla - \nabla_e)$ so that the velocity of the convective element will be given by $v = \dot{z} = X_0 e^{-X^2} \frac{1}{2} 2 X_0 e^{-X^2} \left( e^{2X^2} + 1 \right) \simeq X^2 \tau + O(\tau)$. From this relation we also get $v^2 = A_z^2 \tau$. But to the leading term $\frac{\delta}{\tau} \rightarrow \infty$, we obtain again the proportionality $v^2 \propto A_e \xi_c$ already presented in Sec. [B2.2].

It is then immediately evident how this expression implies the Schwarzschild criterion for convective instability $(\nabla_e < 0)$ as the denominator of Eq.(B19) is always positive by definition. This is a very important result because it allows us to recover the Schwarzschild and/or Ledoux criteria for instability: even with the new criterion, the convective zones occur exactly in the same regions predicted by the Schwarzschild criterion. For more details on this issue see Pasetto et al. [2014].

#### B2.5 The final set of equations for the SFC theory

The final step to undertake is to set up the equations for the convective flux, the typical dimension of the convective elements, their velocity etc. The only minor point to comment briefly concerns the possible inclusion of the conductive flux. Since from a formal point of view the conductive flux is customarily expressed in the same way as the radiative one provided the pure radiative opacity is suitably replaced by $\frac{1}{\kappa} \equiv \frac{\kappa_{\text{rad}}}{\kappa_{\text{rad}}} + \frac{\kappa_{\text{cond}}}{\kappa_{\text{rad}}} \equiv \frac{\kappa_{\text{rad}}}{\kappa_{\text{rad}}} \frac{1}{1 + \frac{\kappa_{\text{cond}}}{\kappa_{\text{rad}}}}$ with obvious meaning of the symbols (see for instance Cox & Giuli 1968; Kippenhahn & Weigert 1994, or any other textbook), in the equation below we have indicated the portion of total flux carried by radiation plus conduction with the notation $\varphi_{\text{rad/cond}}$ and suitably redefined the opacity $\kappa$. If conduction is not important all this reduces to the standard radiative flux. The definition of the convective flux is the standard one.

The system of equations derived by Pasetto et al. [2014] that must be solved to determine the convective/radiative-conductive transfer of energy in the atmosphere is:

$$\varphi_{\text{rad/cond}} = \frac{4 \pi c T^4}{3 \kappa_p \gamma_{\text{rad}}} \nabla$$

$$\varphi_{\text{rad/cond}} + \varphi_{\text{conv}} = \frac{4 \pi c T^4}{3 \kappa_p \gamma_{\text{rad}}} \xi^2 \nabla - \nabla \xi$$

$$\left( \frac{\nabla \xi}{\xi^2} \frac{\nabla \xi}{\xi^2} \right) \nabla - \nabla \xi$$(B21)

At each layer, this system is defined once the quantities $\{ T, \kappa, \rho, \nabla_{\text{rad}}, \nabla_{\text{conv}}, g, c_p \}$ (considered as averages over an
infinitesimal region $dr$ and time $dt$) are given as input. This means that the time-scale over which these quantities vary is supposed to be much longer than the time over which the time integration of system is performed.