Cline-Parshall-Scott introduced the concept of \textit{quasi-hereditary algebras} (§2.5) to study highest weight categories in the representation theory of Lie algebras and algebraic groups [CPS1,2]. Quasi-hereditary algebras were effectively applied in the representation theory of artin algebras as well by Dlab-Ringel [DR1,2,3] and many other authors. On the other hand, in the representation theory of orders, the concept of \textit{overorders} and \textit{overrings} (§1.1), a non-commutative analogy of the normalization in the commutative ring theory, plays a crucial role. From an overring $Γ$ of an order $Λ$, we naturally obtain a full subcategory $\text{lat } Γ$ of $\text{lat } Λ$. Formulating this correspondence $Γ \mapsto \text{lat } Γ$ categorically, we obtain the concept of the \textit{rejection} (§1,§2). Recently it was effectively applied to study orders of finite representation type by the author [I1,2,3] and Rump [Ru1,2,3]. Originally Drozd-Kirichenko-Roiter found the one-point rejection (§1.3) in their theory of Bass orders [DKR], and later Hijikata-Nishida applied the four-points rejection (§1.5) to local orders of finite representation type and suggested a possibility of generalization [HN1,2,3].

In this paper, we will show that there exists a close relationship between quasi-hereditary algebras and the rejection from the viewpoint of the approximation theory of Auslander-Smalø [AS2]. As an application, we will solve two open problems [I4,5]. One concerns the \textit{representation dimension} of artin algebras introduced by M. Auslander about 30 years ago [A1], and another concerns the \textit{Solomon zeta functions} of orders introduced by L. Solomon about 25 years ago [S1,2]. It will turn out that the rejection relates these two quite different problems with each other closely.

| orders (Krull dimension one) | artin algebras (Krull dimension zero) |
|-----------------------------|-------------------------------------|
| overrings of an order $Λ$   | factor algebras of an artin algebra $Λ$ |
| $\parallel$                 | $\parallel$                          |
| rejective subcategories of $\text{lat } Λ$ | rejective subcategories of $\text{mod } Λ$ |
| $\cap$                      | $\cap$                              |
| right rejective subcategories of $\text{lat } Λ$ | right rejective subcategories of $\text{mod } Λ$ |
| $\downarrow$                | $\downarrow$                        |
| Solomon’s second conjecture  | finiteness of representation dimension |

The representation theory of orders looks like that of artin algebras, and the key diagram above shows their correspondence. We will use the upper part in §1, the middle part in §2, the right part in §3, and the left part in §4. In §5, we will relate Solomon zeta functions with Ringel-Hall algebras. Moreover, we will construct the universal enveloping algebra $U(g_{t_n})$ and a family of irreducible $U(s_{t_n})$-modules by using the Hall algebras of hereditary orders [I7]. This is closely related to Ringel’s construction of the quantum group of type $\tilde{A}_{n−1}$ [R2][Lu][Sc][As].
In the rest of this paper, any module is assumed to be a left module. For a ring \(\Lambda\), we denote by \(J_\Lambda\) the Jacobson radical of \(\Lambda\), and by \(\text{mod}\,\Lambda\) (resp. \(\text{pr}\,\Lambda\)) the category of finitely generated (resp. finitely generated projective) \(\Lambda\)-modules. For an artin algebra \(\Lambda\), we denote by \((\ )^* : \text{mod}\,\Lambda \leftrightarrow \text{mod}\,\Lambda^{op}\) the duality. For an additive category \(\mathcal{C}\), we denote by \(\text{ind}\,\mathcal{C}\) the set of isoclasses of indecomposable objects in \(\mathcal{C}\).

1 Overorders and the rejection

Let \(R\) be a commutative noetherian domain with the quotient field of \(K\). An \(R\)-algebra \(\Lambda\) is called an \(R\)-order if it is a finitely generated projective \(R\)-module. In this case, \(\Lambda\) forms a subring of a finite dimensional \(K\)-algebra \(A := \Lambda \otimes_R K\). For an \(R\)-order \(\Lambda\), a left \(\Lambda\)-module \(L\) is called a \(\Lambda\)-lattice if it is a finitely generated projective \(R\)-module. We denote by \(\text{lat}\,\Lambda\) the category of \(\Lambda\)-lattices. Then \((\ )^* = \text{Hom}_R(\ , R)\) gives a duality between \(\text{lat}\,\Lambda\) and \(\text{lat}\,\Lambda^{op}\). We call \(\text{in}\,\Lambda := (\text{pr}\,\Lambda^{op})^*\) the category of injective \(\Lambda\)-lattices.

In the rest of this section, assume that \(R\) is a complete discrete valuation ring. For example, \((R, K)\) is \((\mathbb{Z}_p, \mathbb{Q}_p)\) or \((k[[x]], k((x)))\) for a field \(k\). Then \(\text{lat}\,\Lambda\) forms a Krull-Schmidt category, namely any object is isomorphic to a finite direct sum of objects whose endomorphism rings are local [CR]. Moreover, we assume that \(A = \Lambda \otimes_R K\) is semisimple. Then the existence theorem of Auslander-Reiten sequences holds in \(\text{lat}\,\Lambda\) [A2][Ro2]. We denote by \(\text{A}(\Lambda)\) the Auslander-Reiten quiver of \(\Lambda\) [ARS][Y], which is a quiver with the set of vertices \(\text{ind}(\text{lat}\,\Lambda)\).

1.1 Definition Let \(\Gamma\) be another \(R\)-order. We call \(\Gamma\) an overorder of \(\Lambda\) if \(A \supset \Gamma \supset \Lambda\) holds. More generally, we call \(\Gamma\) an overring of \(\Lambda\) if \(A/I \supset \Gamma \supset (\Lambda + I)/I\) holds for some ideal \(I\) of \(A\). Then \(\text{lat}\,\Gamma\rightarrow \text{lat}\,\Lambda\) induces a full faithful functor \(\text{lat}\,\Gamma \rightarrow \text{lat}\,\Lambda\). Thus \(\text{lat}\,\Gamma\) can be regarded as a full subcategory of \(\text{lat}\,\Lambda\), and \(\text{ind}(\text{lat}\,\Gamma)\) forms a subset of \(\text{ind}(\text{lat}\,\Lambda)\). We denote by \(\mathcal{O}_0(\Lambda)\) (resp. \(\mathcal{O}(\Lambda)\)) the set of overorders (resp. overrings) of \(\Lambda\). We introduce a partial order \(\subseteq\) on \(\mathcal{O}(\Lambda)\) as follows: For \(\Gamma_i \in \mathcal{O}(\Lambda)\) \((i = 1, 2)\), define \(\Gamma_1 \subseteq \Gamma_2\) if and only if \(\Gamma_1' \subseteq \Gamma_2'\) holds as subsets of \(A\) for the pull-back \(\Gamma_i'\) of \(\Gamma_i\) to \(A\). Then the correspondence \(\Gamma \mapsto \text{ind}(\text{lat}\,\Gamma)\) gives an injection \(\mathcal{O}(\Lambda) \rightarrow 2^{\text{ind}(\text{lat}\,\Lambda)}\), which reverses the partial order \(\subseteq\) [I3]. An \(R\)-order \(\Lambda\) with \(\mathcal{O}_0(\Lambda) = \{\Lambda\}\) is called maximal.

1.2 Example (1) Put \(\Lambda := \begin{pmatrix} R & R \\ J_R^2 & R \end{pmatrix} \subset A := M_2(K) \ (n \geq 0)\). Then \(\mathcal{O}(\Lambda) = \mathcal{O}_0(\Lambda)\) is given by the following. (For simplicity, put \(n = 2\).)

\[
\begin{align*}
\begin{pmatrix} R & R \\ J_R^2 & R \end{pmatrix} & \cup \begin{pmatrix} R & J_R^{-1} \\ J_R & R \end{pmatrix} \\
\begin{pmatrix} R & J_R^{-2} \\ J_R^2 & R \end{pmatrix} & \cup \begin{pmatrix} R & J_R^{-1} \\ J_R & R \end{pmatrix} \\
\Lambda = \begin{pmatrix} R & J_R \\ J_R^2 & R \end{pmatrix} & \cup \begin{pmatrix} R & J_R \\ J_R & R \end{pmatrix} \subset \begin{pmatrix} R & R \\ R & R \end{pmatrix}
\end{align*}
\]
The corresponding subsets of $\text{ind}(\text{lat } \Lambda)$ are given by the following.

\[
\begin{align*}
\left\{ \left( \frac{R}{J} \right) \right\} \\
\left\{ \left( \frac{R}{J}, \frac{R}{J} \right) \right\} & \supset \left\{ \left( \frac{R}{J} \right) \right\} \\
\left\{ \left( \frac{R}{J}, \frac{R}{J}, \frac{R}{J} \right) \right\} & \supset \left\{ \left( \frac{R}{J}, \frac{R}{J} \right) \right\} \\
& \supset \left\{ \left( \frac{R}{J} \right) \right\}
\end{align*}
\]

(2) Put $\Lambda = \Lambda_n := \{(x, y) \in R \times R \mid x - y \in J^n_{R} \} \subset A := K \times K \ (n \geq 0)$. Then $\mathcal{O}(\Lambda) = \mathcal{O}_0(\Lambda) \cup \{0 \times R, R \times 0\}$ is given by the following.

\[
0 \times R \\
\cup
\Lambda_n \subset \Lambda_{n-1} \subset \cdots \subset \Lambda_2 \subset \Lambda_1 \subset \Lambda_0 = R \times R \subset R \times 0
\]

The corresponding subsets of $\text{ind}(\text{lat } \Lambda)$ are given by the following.

\[
\begin{align*}
\left\{ \frac{\Lambda_i}{\Lambda_{i-1}} \right\} & \supset \left\{ \frac{\Lambda_i, \Lambda_{i-1}}{R \times 0, 0 \times R} \right\} \supset \cdots \supset \left\{ \frac{\Lambda_1, \Lambda_2}{R \times 0, 0 \times R} \right\} \supset \left\{ \frac{\Lambda_1}{R \times 0} \right\} \\
& \cup \left\{ \frac{R \times 0}{R \times 0} \right\}
\end{align*}
\]

We describe their Auslander-Reiten quivers, which look like the Dynkin diagram $D_i$.

\[
\begin{align*}
\mathcal{A}(\Lambda_n) & \quad \Lambda_n \leftrightarrow \Lambda_{n-1} \leftrightarrow \cdots \leftrightarrow \Lambda_2 \leftrightarrow 0 \times R \\
\mathcal{A}(\Lambda_{n-1}) & \quad \Lambda_{n-1} \leftrightarrow \cdots \leftrightarrow \Lambda_2 \leftrightarrow 0 \times R \\
\mathcal{A}(\Lambda_2) & \quad \Lambda_2 \leftrightarrow \Lambda_1 \leftrightarrow R \times 0 \\
\mathcal{A}(\Lambda_1) & \quad \Lambda_1 \leftrightarrow R \times 0 \\
\mathcal{A}(\Lambda_0) & = \left( \begin{array}{cc} 0 \times R & R \times 0 \\ \circ & \circ \end{array} \right), \quad \mathcal{A}(R \times 0) = \left( \begin{array}{c} R \times 0 \\ \circ \end{array} \right), \quad \mathcal{A}(0 \times R) = \left( \begin{array}{c} 0 \times R \\ \circ \end{array} \right)
\end{align*}
\]

(3) Put $R := k[[x^2]]$ and $\Lambda = \Lambda_n := R + R x^{2n+1} \subset A := k((x)) \ (n \geq 0)$. Then $\mathcal{O}(\Lambda) = \mathcal{O}_0(\Lambda)$ is given by the following.

\[
\Lambda_n \subset \Lambda_{n-1} \subset \cdots \subset \Lambda_2 \subset \Lambda_1 \subset \Lambda_0
\]
The corresponding subsets of \( \text{ind(lat } \Lambda) \) are given by the following.

\[
\{ \Lambda_i \}_{0 \leq i \leq n} \supset \{ \Lambda_i \}_{0 \leq i \leq n-1} \supset \cdots \supset \{ \Lambda_0, \Lambda_1, \Lambda_2 \} \supset \{ \Lambda_0, \Lambda_1 \} \supset \{ \Lambda_0 \}
\]

We describe their Auslander-Reiten quivers, which look like the Dynkin diagram \( A_i \).

\[
\begin{align*}
\mathfrak{A}(\Lambda_n) & \quad \xRightarrow{\Lambda_{n-1}} \cdots \xRightarrow{\Lambda_2} \xRightarrow{\Lambda_1} \supset \Lambda_0 \circ \\
\mathfrak{A}(\Lambda_{n-1}) & \quad \xRightarrow{\Lambda_{n-2}} \cdots \xRightarrow{\Lambda_2} \xRightarrow{\Lambda_1} \supset \Lambda_0 \circ \\
\mathfrak{A}(\Lambda_i) & \quad \xRightarrow{\Lambda_{i-1}} \cdots \xRightarrow{\Lambda_2} \xRightarrow{\Lambda_1} \supset \Lambda_0 \circ \\
\mathfrak{A}(\Lambda_0) & \quad \xRightarrow{\Lambda_{1}} 
\end{align*}
\]

In (2) and (3) above, it is remarkable that one-point is removed repeatedly from \( \mathfrak{A}(\Lambda_n) \) to \( \mathfrak{A}(\Lambda_0) \). Similarly in (1) above, any consecutive two orders \( \Gamma_2 \subset \Gamma_1 \) satisfies \( \#(\text{ind(lat } \Gamma_2) - \text{ind(lat } \Gamma_1)) = 1 \). Although such a phenomenon does not hold in general, we will analyze it by introducing the following concept.

1.3 We call a subset \( S \) of \( \text{ind(lat } \Lambda) \) rejectable (resp. strictly rejectable) if there exists an overring (resp. overorder) \( \Gamma \) of \( \Lambda \) such that \( S = \text{ind(lat } \Lambda) - \text{ind(lat } \Gamma) \). Then the correspondence \( \Gamma \mapsto \text{ind(lat } \Lambda) - \text{ind(lat } \Gamma) \) gives a bijection from \( \mathfrak{D}(\Lambda) \) to the set of rejectable subsets of \( \text{ind(lat } \Lambda) \), which preserves the partial order \( \subset \). We can explain the phenomenon above by the following lemma of Drozd-Kirichenko [DK1][HN2].

**One-point rejection** Let \( \Lambda \) be an order and \( X \in \text{ind(lat } \Lambda) \). Then a singleton set \( \{ X \} \) is rejectable if and only if \( X \in \text{pr } \Lambda \cap \text{in } \Lambda \).

This is fundamental in the theory of Bass orders [DKR][Ro1][HN1,2]. Recall that an order \( \Lambda \) is called Gorenstein if \( \Lambda \in \text{in } \Lambda \), and Bass if any overorder of \( \Lambda \) is Gorenstein. Three examples in 1.2 are Bass orders. For any Bass order \( \Lambda \), the one-point rejection assures the existence of a sequence of overorders \( \Lambda = \Lambda_n \subset \Lambda_{n-1} \subset \cdots \subset \Lambda_0 \) with \( \#(\text{ind(lat } \Lambda_i) - \text{ind(lat } \Lambda_{i-1})) = 1 \) for any \( i \). In particular, it is shown that \( \mathfrak{A}(\Lambda) \) is ‘given by’ a Dynkin diagram (e.g. [W]). Here we won’t go further on Bass orders.

1.4 Example Let us observe rejectable subsets for non-Bass orders. Let \( \Lambda \) be the completion of a simple curve singularity [Y]. Then \( \Lambda \) forms an order over a complete discrete valuation ring \( R \) [DW]. For the case \( A_n : k[[X,Y]]/(X^{n+1} + Y^2) \), \( \Lambda \) is shown to be a Bass order given in 1.2(2) (if \( n \) is odd) or 1.2(3) (if \( n \) is even). Thus we will study the case \( D_n : k[[X,Y]]/(X^{n-1} + XY^2) \), and we assume that \( n \) is an odd \( 2m + 1 \) (the even case is quite similar). Then \( \mathfrak{D}(\Lambda) = \mathfrak{D}(\Lambda) \cup \{ \Omega, \Gamma_i \}_{1 \leq i \leq m} \) is the diagram below, where \( \Omega \) is a maximal order, \( \Gamma_i \) is a simple curve singularity of type \( A_{2i-2} \), and \( \Lambda_i \) is a unique minimal overorder of a simple curve singularity of type \( D_{2i+1} \).
Then $\mathfrak{A}(\Lambda)$ is the quiver below for some $X_i \in \text{lat } \Lambda$, where the bottom vertices are identified with the top vertices and $\Lambda^*_1 = \Lambda_1$ holds.

Let us describe $\mathfrak{A}(\Lambda_i)$ for any $i$. Since we can apply the one-point rejection 1.3 to $\mathfrak{A}(\Lambda)$, we obtain $\mathfrak{A}(\Lambda_m)$ below by removing $\{\Lambda\}$ from $\mathfrak{A}(\Lambda)$.

We obtain $\mathfrak{A}(\Lambda_{m-1})$ below by removing four-points $\Lambda_m \downarrow \downarrow \Gamma_m \rightarrow \Lambda_m$ from $\mathfrak{A}(\Lambda_m)$.

Similarly, we obtain $\mathfrak{A}(\Lambda_{m-2})$ below by removing four-points $\Lambda_{m-1} \downarrow \downarrow \Gamma_{m-1} \rightarrow \Lambda_{m-1}$ from $\mathfrak{A}(\Lambda_{m-1})$. Thus four points $\Lambda_i \downarrow \downarrow \Gamma_i \rightarrow \Lambda^*_i$ are removed repeatedly, and finally we obtain $\mathfrak{A}(\Lambda_2)$ and $\mathfrak{A}(\Lambda_1)$ below.
1.5 It is natural to ask why four-points are removed repeatedly in 1.4. The following analogy of the one-point rejection in 1.3 gives a reason.

(Four-points rejection) Let $\Lambda$ be an order, $\tau$ the Auslander translate and $S = \{P, X, Y, I\}$ a subset of $\text{ind}(\text{lat } \Lambda)$. If $S$ has the form $P \rightarrow X \downarrow \downarrow \rightarrow Y \rightarrow I$ in $\mathfrak{A}(\Lambda)$ with $P \in \text{pr } \Lambda$, $I \in \text{in } \Lambda$ and $P = \tau I$, then $S$ is rejectable.

As the one-point rejection is fundamental for Bass orders, the four-points rejection is fundamental for local orders of finite representation type [DK2][HN3]. More generally, the general rejection for any finite subset $S$ of $\text{ind}(\text{lat } \Lambda)$, a combinatorial condition which decides whether $S$ is rejectable or not, is given by the author [I1,2,3]. It depends only on the restriction of the quiver $\mathfrak{A}(\Lambda)$ to $S$, so the rejectability of $S$ is independent of the outside of $S$. Although we omit it here, we will give examples in 1.6 below.

1.6 Example [I1] Let $\Lambda$ be an order, $\tau$ the Auslander translate and $S$ a subset of $\text{ind}(\text{lat } \Lambda)$. We call $S$ minimal rejectable if all rejectable subsets of $\text{ind}(\text{lat } \Lambda)$ contained in $S$ are $S$ and $\emptyset$. Then one can show that $S \cap \text{pr } \Lambda$ and $S \cap \text{in } \Lambda$ are singleton sets.

Now we assume that $S$ is a subset of $\text{ind}(\text{lat } \Lambda)$ with $\# S \leq 4$. Then we can show that $S$ is minimal strictly rejectable if and only if $S$ has one of the forms (1)-(12) below, where we put $\{P\} := S \cap \text{pr } \Lambda$ and $\{I\} := S \cap \text{in } \Lambda$. The case (1) is the one-point rejection 1.3, and the case (12) is the four-points rejection 1.5.

\begin{itemize}
  \item (1) $\begin{array}{c}
    P = I \\
    \bullet
  \end{array}$
  \item (2) $\begin{array}{c}
    P \rightarrow I \\
    \bullet
  \end{array}$
  \item (3) $\begin{array}{c}
    \bullet \rightarrow (a \ b) \rightarrow I \\
    \bullet
  \end{array}$, $ab \leq 2$
  \item (4) $\begin{array}{c}
    P \rightarrow (a \ b) \\
    \bullet
  \end{array}$, $ab \leq 2$
  \item (5) $\begin{array}{c}
    P(a \ b) \rightarrow (b \ a) \\
    \bullet
  \end{array}$, $P = \tau I, ab \leq 3$
  \item (6) $\begin{array}{c}
    \bullet \rightarrow (a \ b) \rightarrow I \\
    \bullet
  \end{array}$, $ab \leq 2$
  \item (7) $\begin{array}{c}
    P \rightarrow (a \ b) \\
    \bullet
  \end{array}$, $ab \leq 2$
  \item (8) $\begin{array}{c}
    P \rightarrow \bullet \rightarrow (a \ b) \\
    \bullet
  \end{array}$, $ab \leq 2$
  \item (9) $\begin{array}{c}
    P(a \ b) \rightarrow (b \ a)X \rightarrow I \\
    \bullet
  \end{array}$, $P = \tau X, ab \leq 3$
  \item (10) $\begin{array}{c}
    P \rightarrow X(a \ b) \rightarrow (b \ a) \\
    \bullet
  \end{array}$, $X = \tau I, ab \leq 3$
  \item (11) $\begin{array}{c}
    \downarrow \quad \downarrow \\
    X \bullet
  \end{array}$, $P = \tau I, X = \tau X$
  \item (12) $\begin{array}{c}
    \bullet \rightarrow I \\
    \bullet
  \end{array}$, $P = \tau I$
\end{itemize}
1.7 Let us consider artin algebras. Let Λ be an artin algebra and $S$ a subset of $\text{ind} \,(\text{mod} \, \Lambda)$. We call $S$ rejectable if there exists a factor algebra $\Gamma = \Lambda / I$ of $\Lambda$ such that $S = \text{ind} \,(\text{mod} \, \Lambda) - \text{ind} \,(\text{mod} \, \Gamma)$. Then the general rejection in 1.5 (including the one-point and four-points rejections) works for artin algebras as well. This observation motivates the categorical formulation of the rejection in the following section §2.

2 Approximation, rejective subcategories and quasi-hereditary algebras

Let $\mathcal{C}$ be an additive category, $\mathcal{C}(X,Y) := \text{Hom}_\mathcal{C}(X,Y)$, and $fg$ the composition of $f \in \mathcal{C}(X,Y)$ and $g \in \mathcal{C}(Y,Z)$. Throughout this paper, any subcategory is assumed to be full and closed under isomorphisms, direct sums and direct summands. For any $X \in \mathcal{C}$, we denote by $\text{add} \, X$ the full subcategory of $\mathcal{C}$ consisting of direct summands of a finite direct sum of $X$. We call $X \in \mathcal{C}$ an additive generator of $\mathcal{C}$ if $\text{add} \, X = \mathcal{C}$ holds. In this section, we denote by $R$ a complete discrete valuation ring.

2.1 Let $I$ be an ideal of $\mathcal{C}$, namely a subgroup $I(\mathcal{C})$ of $\mathcal{C}(\mathcal{C})$ is given for any $X,Y \in \mathcal{C}$ such that $fg \in I(\mathcal{C})$ holds for any $f \in \mathcal{C}(\mathcal{C},X)$, $g \in I(\mathcal{C})$ and $h \in \mathcal{C}(\mathcal{C},Z)$. Then the factor category $\mathcal{C}/I$ is defined by $\text{ob}(\mathcal{C}/I) = \text{ob}(\mathcal{C})$ and $(\mathcal{C}/I)(\mathcal{C},\mathcal{C}) := \mathcal{C}(\mathcal{C},\mathcal{C})/I(\mathcal{C},\mathcal{C})$ for any $X,Y \in \mathcal{C}$.

We call $f \in I(\mathcal{C})$ a right $I$-approximation of $X$ if $\mathcal{C}(\mathcal{C},\mathcal{C}) \cdot f \rightarrow I(\mathcal{C},\mathcal{C}) \rightarrow 0$ is exact. We call $I$ right finitely generated if any $X \in \mathcal{C}$ has a right $I$-approximation. Dually, a left $I$-approximation and a left finitely generated ideal are defined.

The concept of the approximation is introduced by Auslander-Smallo [AS2], and there are many important examples. We denote by $J_\mathcal{C}$ the Jacobson radical of $\mathcal{C}$, namely $J_\mathcal{C}$ is the ideal of $\mathcal{C}$ such that $J_\mathcal{C}(\mathcal{C},\mathcal{C})$ forms the usual Jacobson radical of the ring $\mathcal{C}(\mathcal{C},\mathcal{C})$ for any $X \in \mathcal{C}$. For a subcategory $\mathcal{C}'$ of $\mathcal{C}$, we denote by $[\mathcal{C}']$ the ideal of $\mathcal{C}$ consisting of morphisms which factor through some object of $\mathcal{C}'$.

2.2 Example (1) Let $\Lambda$ be a commutative local noetherian ring with a dualizing module, and $\text{CM \, \Lambda}$ the category of maximal Cohen-Macaulay $\Lambda$-modules. Then the ideal $[\text{CM \, \Lambda}]$ of $\text{mod} \, \Lambda$ is left and right finitely generated by Auslander-Buchweitz theory [AB].

(2) For any $R$-order (resp. artin algebra) $\Lambda$, the ideal $J_{\text{lat} \, \Lambda}$ of $\text{lat} \, \Lambda$ (resp. $J_{\text{mod} \, \Lambda}$ of $\text{mod} \, \Lambda$) is left and right finitely generated by Auslander-Reiten theory [ARS][A2][Ro2].

2.3 Definition Let us introduce a special class of right finitely generated subcategories. We call a subcategory $\mathcal{C}'$ of an additive category $\mathcal{C}$ right rejective if any $X \in \mathcal{C}$ has a right $[\mathcal{C}']$-approximation $f \in \mathcal{C}(\mathcal{C},\mathcal{C})$ which is a monomorphism. In this case, $Y \in \mathcal{C}$ holds. Dually, a left rejective subcategory is defined, and we call a left and right rejective subcategory a rejective subcategory. These definitions are equivalent to those in [I3,5].

In the sense of 2.4 below, we can regard the concept of rejective subcategories as a categorical formulation of the concept of overrings. But right rejective subcategories do not have such a representation theoretic meaning. There are much more right rejective...
that, for a class of additive categories $\mathcal{C}$ called $\tau$-categories, we can characterize rejective subcategories of $\mathcal{C}$ in terms of the factor category $\mathcal{C}/[\mathcal{C}']$ [I3]. This immediately gives the general rejection stated in 1.5.

2.3.1 ([I5]2.1.1) We collect basic facts. Let $\mathcal{C}'$ be a right rejective subcategory of $\mathcal{C}$ and $\mathcal{C}''$ a subcategory of $\mathcal{C}'$.

1. Then $\mathcal{C}'/[\mathcal{C}'']$ is a right rejective subcategory of $\mathcal{C}/[\mathcal{C}']$.
2. If any $X \in \mathcal{C}'$ has a right $[\mathcal{C}'']$-approximation which is a monomorphism in $\mathcal{C}$, then $\mathcal{C}''$ is a right rejective subcategory of $\mathcal{C}$.

2.4 Proposition [I3] (1) Let $\Lambda$ be an $\mathcal{R}$-order and $\mathcal{C} := \text{lat} \Lambda$. Then a subcategory $\mathcal{C}'$ of $\mathcal{C}$ is rejective if and only if $\mathcal{C}' = \text{lat} \Gamma$ for an overring $\Gamma$ of $\Lambda$.

(2) Let $\Lambda$ be an artin algebra and $\mathcal{C} := \text{mod} \Lambda$. Then a subcategory $\mathcal{C}'$ of $\mathcal{C}$ is rejective if and only if $\mathcal{C}' = \text{mod} \Gamma$ for a factor algebra $\Gamma = \Lambda/I$ of $\Lambda$.

In both cases, a right $[\mathcal{C}']$-approximation and a left $[\mathcal{C}']$-approximation of $X \in \mathcal{C}$ are given by $\text{Hom}_\Lambda(\Gamma, X) \to X$ and $X \to (\Gamma \otimes \Lambda X)^{**}$ respectively.

2.5 We recall quasi-hereditary algebras of Cline-Parshall-Scott [CPS1].

Let $\Lambda$ be an artin algebra and $I$ a two-sided ideal of $\Lambda$. We call $I$ a heredity ideal of $\Lambda$ if $I^2 = I \in \text{pr} \Lambda$ and $IJ_I = 0$ hold. We call $\Lambda$ a quasi-hereditary algebra if there exists a chain $0 = I_m \subseteq I_{m-1} \subseteq \cdots \subseteq I_0 = \Lambda$ of ideals such that $I_{n-1}/I_n$ is a heredity ideal of $\Lambda/I_n$ for any $n \leq m$. In this case, $\text{gl.dim} \Lambda \leq 2m - 2$ holds [DR1]. Moreover, $\Lambda$ is a quasi-hereditary algebra if and only if mod $\Lambda$ forms a highest weight category [CPS1].

We recall an one-dimensional analogy of quasi-hereditary algebras introduced by König-Wiedemann [KW]. An $\mathcal{R}$-order $\Lambda$ is called a quasi-hereditary order if there exists an idempotent $e$ of $\Lambda$ such that $e\Lambda e$ is a maximal order and $\Lambda/e\Lambda e\Lambda$ is a quasi-hereditary algebra defined above. Then $\text{gl.dim} \Lambda < \infty$ holds again.

2.6 Definition Let $\mathcal{C}$ be an additive category. A chain $\mathcal{C}' = \mathcal{C}_m \subseteq \mathcal{C}_{m-1} \subseteq \cdots \subseteq \mathcal{C}_0 = \mathcal{C}$ of subcategories is called a right rejective chain from $\mathcal{C}$ to $\mathcal{C}'$ if $J_{\mathcal{C}_n}/[\mathcal{C}_{n+1}] = 0$ holds and $\mathcal{C}_{n+1}$ is a right rejective subcategory of $\mathcal{C}$ for any $n \leq m$ [I5], where we denote by $\mathcal{C}_n/[\mathcal{C}_{n+1}]$ the factor category 2.1. Dually, a left rejective chain is defined, and we call a left and right rejective chain a rejective chain.

For example, the chain $\text{lat} \Lambda_0 \subset \cdots \subset \text{lat} \Lambda_{n-1} \subset \text{lat} \Lambda_n$ induced by the overorders $\Lambda_n \subset \Lambda_{n-1} \subset \cdots \subset \Lambda_0$ in 1.2(2) or (3) is a rejective chain. But the chain $\text{lat} \Lambda_1 \subset \cdots \subset 

\text{In this case, } \mathcal{C}_{n+1} \text{ is a right rejective subcategory of } \mathcal{C}_n \text{ for any } n. \text{ Thus the definition above is slightly stronger than that in [I5]. Since the definition above was essentially used in [I5] as well, we adopt it. (We note here that the latter assertion in [I5]2.1.1 should be the following: If } \mathcal{C}'' \text{ is a right rejective subcategory of } \mathcal{C} \text{ with a counit } \epsilon' \text{ such that } \epsilon' \mathcal{X} \text{ is a monomorphism in } \mathcal{C} \text{ for any } \mathcal{X} \in \mathcal{C}' \text{, then } \mathcal{C}'' \text{ is a right rejective subcategory of } \mathcal{C}. \text{ Since } \epsilon \mathcal{X} \text{ in the proof of [I5]2.2 was a monomorphism in mod } \Lambda, \text{ this change has nothing to do with the main results in [I5].)
lat $\Lambda_{m-1} \subset \text{lat } \Lambda_m$ induced by the overorders $\Lambda_m \subset \Lambda_{m-1} \subset \cdots \subset \Lambda_1$ in 1.4 is neither a left nor right rejective chain since the condition $J_{\mathcal{C}_n}/[\mathcal{C}_{n+1}] = 0$ is not satisfied. But we will see in 3.4.1 and 3.7.1 that the category $\text{lat } \Lambda$ for an $R$-order $\Lambda$ and the category $\text{mod } \Lambda$ for an artin algebra $\Lambda$ always have ‘sufficiently many’ right rejective chains. This fact plays a crucial role in this paper.

2.7 The proposition below shows that right rejective chains of additive categories induce heredity chains of quasi-hereditary algebras. For example, the heredity chains of $\Gamma := \Lambda/J$ of Auslander-Smalø [AS1], are induced by right rejective chains.

**Proposition** Assume that an additive category $\mathcal{C}$ has an additive generator $M$ and $\Gamma := \mathcal{C}(M, M)$ is an artin algebra.

(1) A bijection $\{\mathcal{C}' : \text{right rejective subcategory of } \mathcal{C} \text{ with } J_{\mathcal{C}'} = 0\} \to \{I : \text{heredity ideal of } \Gamma\}$ is given by $\mathcal{C}' \mapsto I := [\mathcal{C}'](M, M)$.

(2) If there exists a right rejective chain $0 = \mathcal{C}_m \subset \mathcal{C}_{m-1} \subset \cdots \subset \mathcal{C}_0 = \mathcal{C}$ from $\mathcal{C}$ to 0, then $\Gamma$ is a quasi-hereditary algebra with a heredity chain $0 = [\mathcal{C}_m](M, M) \subset [\mathcal{C}_{m-1}](M, M) \subset \cdots \subset [\mathcal{C}_0](M, M) = \Gamma$ [15]. Thus $\text{gl.dim } \Gamma \leq 2m - 2$ holds [DR1].

**Proof** (1) Let $\mathcal{C}'$ be a right rejective subcategory of $\mathcal{C}$ with $J_{\mathcal{C}'} = 0$ and $I := [\mathcal{C}'](M, M)$. Then $I^2 = I$ holds. Take a right $[\mathcal{C}']$-approximation $f \in \mathcal{C}(N, M)$ which is a monomorphism. Then $f$ induces a homomorphism $(f) : \mathcal{C}(M, N) \to \mathcal{C}(M, M)$ of $\Gamma$-modules, which is an injection with the image $I$. Thus $I$ is isomorphic to $\mathcal{C}(M, N) \in \text{pr } \Gamma$. If $g \in \mathcal{C}(M, M)$ is contained in $IJ_I I$, then $g$ factors through a morphism in $J_{\mathcal{C}'}$ which is zero. Thus $IJ_I I = 0$ holds, and $I$ is a heredity ideal of $\Gamma$.

Conversely, let $I$ be a heredity ideal of $\Gamma$. Since $I^2 = I$, there exists a subcategory $\mathcal{C}'$ of $\mathcal{C}$ such that $I = [\mathcal{C}'](M, M)$. Since $I \in \text{pr } \Gamma$, there exists an isomorphism $\mathcal{C}(M, N) \to I$ of $\Gamma$-modules for some $N \in \mathcal{C}$. The composition $\mathcal{C}(M, N) \to I \subseteq \mathcal{C}(M, M)$ is induced by some $f \in \mathcal{C}(N, M)$. Then $f$ gives a right $[\mathcal{C}']$-approximation of $M$ which is a monomorphism. Thus $\mathcal{C}'$ is a right rejective subcategory of $\mathcal{C}$.

(2) By 2.3.1(1), $0 = \mathcal{C}_{m-1}/[\mathcal{C}_{m-1}] \subseteq \mathcal{C}_{m-2}/[\mathcal{C}_{m-2}] \subseteq \cdots \subseteq \mathcal{C}_0/[\mathcal{C}_{m-1}] = \mathcal{C}/[\mathcal{C}_{m-1}]$ is again a right rejective chain. Since $[\mathcal{C}_{m-1}](M, M)$ is a heredity ideal of $\Gamma$ by (1), the assertion follows inductively.

2.7.1 Example Let $\Lambda$ be an artin algebra. Put $\mathcal{C}_n := \text{add } \bigoplus_{i=0}^{m-n} \Lambda/J^i_\Lambda$ for $m$ such that $J^m_\Lambda = 0$. Then $0 = \mathcal{C}_m \subseteq \mathcal{C}_{m-1} \subseteq \cdots \subseteq \mathcal{C}_0$ gives a left rejective chain from $\mathcal{C}_0$ to 0. In particular, $\Gamma := \text{End}_\Lambda(\bigoplus_{i=0}^{m-1} \Lambda/J^i_\Lambda)$ is a quasi-hereditary algebra with $\text{gl.dim } \Gamma \leq m$, the theorem of Auslander-Dlab-Ringel [A1][DR2].

**Proof** Since any $f \in \mathcal{C}_0(\Lambda, \Lambda/J^i_\Lambda)$ satisfies $f(J^i_\Lambda) = 0$, the natural surjection $p : \Lambda \to \Lambda/J^{m-1}_\Lambda$ gives a left $[\mathcal{C}_1]$-approximation of $\Lambda$. Thus $\mathcal{C}_1$ is a left rejective subcategory of
Moreover, since any \( f \in J_{\mathcal{C}_0}(\Lambda, \Lambda) \) satisfies \( f(J_{\mathcal{C}_0}^{-1}) = 0 \), \( f \) factors through \( p \). Thus \( J_{\mathcal{C}_0}/[\mathcal{C}_1] = 0 \) holds. We obtain the assertion by using the dual of 2.3.1(2) repeatedly.

2.7.2 Finally, we recall the theorem of Dlab-Ringel which asserts that any artin algebra \( \Lambda \) with \( \text{gl.dim} \Lambda \leq 2 \) is quasi-hereditary [DR1], which is generalized to orders by König-Wiedemann [KW]. One can show the proposition below [I9], which is a slightly stronger version of theirs.

**Theorem** Let \( \Lambda \) be an artin algebra (resp. \( R \)-order) with \( \text{gl.dim} \Lambda \leq 2 \) and \( \mathcal{C} := \text{pr} \Lambda \). Then there exists a right rejective chain from \( \mathcal{C} \) to 0 (resp. from \( \mathcal{C} \) to \( \text{lat} \Gamma \) for some maximal overorder \( \Gamma \) of \( \Lambda \)).

3 Representation dimension

In this section, assume that \( \Lambda \) and \( \Gamma \) are artin algebras unless stated otherwise. We denote by \( \text{pd}_\Gamma X \) the projective dimension of \( X \in \text{mod} \Gamma \), and by \( 0 \to \Gamma \to I_0(\Gamma) \to I_1(\Gamma) \to I_2(\Gamma) \to \cdots \) the minimal injective resolution of the left \( \Gamma \)-module \( \Gamma \). Then the dominant dimension of \( \Gamma \) is defined by \( \text{dom.dim} \Gamma := \inf \{ i \geq 0 \mid \text{pd}_\Gamma I_i(\Gamma) \neq 0 \} [T] \). Let us start with recalling the following classical theorem of Auslander [A1][ARS].

3.1 (Auslander correspondence) There exists a bijection between Morita-equivalence classes of artin algebras \( \Lambda \) with \( \# \text{ind(mod} \Lambda) < \infty \) and those of artin algebras \( \Gamma \) with \( \text{gl.dim} \Gamma \leq 2 \) and \( \text{dom.dim} \Gamma \geq 2 \). The correspondence is given by \( \Lambda \mapsto \Gamma := \text{End}_{\Lambda}(\bigoplus_{X \in \text{ind(mod} \Lambda)} X) \) and \( \Gamma \mapsto \Lambda := \text{End}_{\Gamma}(I_0(\Gamma)) \).

We call such \( \Lambda \) an algebra of finite representation type and such \( \Gamma \) an Auslander algebra. This quite surprising theorem gives the relationship between a representation theoretic property ‘finite representation type’ and a homological property ‘Auslander algebra’. It is one of the most important theorem in the representation theory of artin algebras, which leads to later Auslander-Reiten theory [ARS] and is closely related to some duality on Auslander-Gorenstein rings [I6,8].

It would be natural to ask which ‘representation theoretic’ class of algebras corresponds to more general ‘homological’ class than Auslander algebras. Is there some kind of ‘higher-dimensional’ Auslander-Reiten theory which contains usual theory as a ‘two-dimensional’ version? One direction was already given by Auslander about 30 years ago. He introduced the class of algebras with the representation dimension at most \( n \), which corresponds to the class of algebras \( \Gamma \) with \( \text{gl.dim} \Gamma \leq n \) and \( \text{dom.dim} \Gamma \geq 2 \) [A1].

3.2 The representation dimension of an artin algebra \( \Lambda \) is defined by

\[
\text{rep.dim} \Lambda := \inf_{\Gamma} \text{gl.dim} \Gamma,
\]

where we consider all artin algebras \( \Gamma \) such that \( \text{dom.dim} \Gamma \geq 2 \) and \( \text{End}_\Gamma(I_0(\Gamma)) \) is
Morita-equivalent to \( \Lambda \). Moreover, Auslander proved basic results below. We often use (1), which is convenient to study \( \text{rep.dim} \Lambda \).

**Theorem (1)** \( \text{rep.dim} \Lambda = \inf \{ \text{gl.dim} \text{End}_{\Lambda}(\Lambda \oplus \Lambda^* \oplus N) \mid N \in \text{mod} \Lambda \} \).

(2) \( \Lambda \) is of finite representation type if and only if \( \text{rep.dim} \Lambda \leq 2 \).

In the sense of (2), \( \text{rep.dim} \Lambda \) measures how far an artin algebra is from being of finite representation type. Unfortunately, much is unknown about the representation dimension. A reason may be caused by a relationship to some open homological problems, e.g. finitistic dimension conjecture 3.6. In other words, there might be a possibility that the representation dimension gives some kind of ‘representation theoretic’ approach to such problems, e.g. 3.6.2. By the way, a basic problem 3.3(1) (conjectured in [X2]) was open until recently, and we will prove it along [I5]. More generally, we will prove the conjecture 3.3(2) of Ringel-Yamagata, which relates the representation dimension to quasi-hereditary algebras. Putting \( M = \Lambda \oplus \Lambda^* \), we can obtain 3.3(1) from 3.3(2) and 2.5 immediately.

**3.3 Problem** (1) Is \( \text{rep.dim} \Lambda \) finite for any artin algebra \( \Lambda \)?

(2) For any artin algebra \( \Lambda \) and \( M \in \text{mod} \Lambda \), is there \( N \in \text{mod} \Lambda \) such that \( \text{End}_{\Lambda}(M \oplus N) \) is a quasi-hereditary algebra?

**3.4** To prove 3.3(2), we only have to construct a subcategory \( \mathcal{C} \) of \( \text{mod} \Lambda \) such that \( M \in \mathcal{C} \) and there exists a right rejective chain from \( \mathcal{C} \) to \( 0 \) by 2.7. This is done by 3.4.1 below [I5]. Thus we obtain an answer 3.4.2 to 3.3.

**3.4.1 Theorem** Let \( \Lambda \) be an artin algebra and \( M \in \text{mod} \Lambda \). Put \( M_0 := M \), \( M_{n+1} := M_n\text{End}_{\Lambda}(M_n) \subset M_n \) and take large \( m \) such that \( M_m = 0 \). Then \( \mathcal{C}_n := \text{add} \bigoplus_{l=0}^{m-1} M_l \) gives a right rejective chain \( 0 = \mathcal{C}_m \subseteq \mathcal{C}_{m-1} \subseteq \cdots \subseteq \mathcal{C}_0 \) from \( \mathcal{C}_0 \) to \( 0 \). Thus \( \text{End}_{\Lambda}(\bigoplus_{l=0}^{m-1} M_l) \) is a quasi-hereditary algebra.

**Proof** (i) Note that there exists a surjection \( f_{n,l} \in \text{Hom}_{\Lambda}(\bigoplus M_n, M_l) \) for any \( n < l \).

(ii) Define a functor \( \mathbb{F}_n : \text{mod} \Lambda \rightarrow \text{mod} \Lambda \) by

\[
\mathbb{F}_n(X) := \sum_{Y \in \mathcal{C}_n, f \in J_{\text{mod} \Lambda}(Y,X)} f(Y).
\]

Then a natural transformation \( \epsilon : \mathbb{F}_n \rightarrow 1 \) is defined by the inclusion \( \epsilon_X : \mathbb{F}_n(X) \rightarrow X \).

By (i), \( \mathbb{F}_n(M_n) = M_n \text{End}_{\Lambda}(M_n) = M_{n+1} \in \mathcal{C}_{n+1} \) holds. Thus \( J_{\mathcal{C}_n} (\cdot , X) = [\mathcal{C}_{n+1}] (\cdot , X) = \mathcal{C}_n (\cdot , \mathbb{F}_n(X)) \) holds on \( \mathcal{C}_n \) for any \( X \in \text{ind} \mathcal{C}_n - \text{ind} \mathcal{C}_{n+1} \).

(iii) Fix \( X \in \text{ind} \mathcal{C}_n \). Put \( Y := \mathbb{F}_n(X) \) and \( g := \epsilon_X \) if \( X \notin \mathcal{C}_{n+1} \), and \( Y := X \) and \( g := 1_X \) if \( X \in \mathcal{C}_{n+1} \). By (ii), \( g \in \mathcal{C}_n(Y,X) \) gives a right \( [\mathcal{C}_{n+1}] \)-approximation of \( X \) which is a monomorphism in \( \text{mod} \Lambda \). Thus \( \mathcal{C}_{n+1} \) is a right rejective subcategory of \( \mathcal{C}_n \), and \( J_{\mathcal{C}_n}/[\mathcal{C}_{n+1}] = 0 \) holds by (ii). We obtain the assertion by using 2.3.1(2) repeatedly. \( \square \)
3.4.2 Corollary Let $\Lambda$ be an artin algebra and $M \in \text{mod} \Lambda$. Then there exists $N \in \text{mod} \Lambda$ such that $\text{End}_\Lambda(M \oplus N)$ is a quasi-hereditary algebra. Thus $\text{rep.dim} \Lambda < \infty$.

3.4.3 We will give one more application of 3.4.1. It is not difficult to show that, if a subcategory $C$ of $\text{mod} \Lambda$ with $\# \text{ind} C < \infty$ is closed under submodules, then $\text{gl.dim} \text{End}_\Lambda(\bigoplus_{X \in \text{ind} C} X) \leq 2$ holds, and there exists a right rejective chain from $C$ to 0 by 2.7.2. By 3.4.1, we can show its funny generalization below [I9]. For example, $C^{(n)} := \text{add} \bigoplus_{X \in \text{ind}(\text{mod} \Lambda), \text{length}_\Lambda X \leq n} X$ satisfies the assumption for any $n \in \mathbb{N}$.

Theorem Let $\Lambda$ be an artin algebra and $C$ a subcategory of $\text{mod} \Lambda$ such that $\# \text{ind} C < \infty$. Assume that any submodule of any $X \in \text{ind} C$ is contained in $C$. Then there exists a right rejective chain from $C$ to 0. Thus $\text{End}_\Lambda(\bigoplus_{X \in \text{ind} C} X)$ is a quasi-hereditary algebra.

3.5 Here we collect some results on the representation dimension. See also [H][X3].
(1) If $\text{gl.dim} \Lambda \leq 1$ or $J^2_\Lambda = 0$ holds, then $\text{rep.dim} \Lambda \leq 3$ [A1].
(2) If $\Lambda$ is selfinjective, then $\text{rep.dim} \Lambda \leq (\text{the Loewy length of } \Lambda)$ [A1] by 2.7.1.
(3) If $\Lambda$ and $\Gamma$ are algebras over a perfect field $k$, then $\text{rep.dim}(\Lambda \otimes_k \Gamma) \leq \text{rep.dim} \Lambda + \text{rep.dim} \Gamma$ [X1]. In particular, $\text{rep.dim} \left( \begin{array}{cc} \Lambda & \Lambda \\ 0 & \Lambda \end{array} \right) \leq \text{rep.dim} \Lambda + 2$ [FGR].
(4) Stable equivalences of Morita type preserve the representation dimension [X2].
(5) If $\Lambda$ is a special biserial algebra, then $\text{rep.dim} \Lambda \leq 3$ [EHIS].

3.6 Problem What is the set $\{\text{rep.dim } \Lambda \mid \Lambda \text{ is an artin algebra}\}$? This is unknown. It has been shown that some classes of artin algebras $\Lambda$ satisfy $\text{rep.dim } \Lambda \leq 3$ (3.5). It is curious that a question of Auslander [A1], whether any artin algebra $\Lambda$ satisfies $\text{rep.dim } \Lambda \leq 3$ or not, is still unknown.\(^2\) Nevertheless we will see that the condition $\text{rep.dim } \Lambda \leq 3$ is very interesting.

Now we define the finitistic dimension [B] of $\Lambda$ by
\[ \text{fin.dim } \Lambda := \sup \{ \text{pd}_\Lambda X \mid X \in \text{mod} \Lambda, \text{pd}_\Lambda X < \infty \}. \]

The finitistic dimension conjecture, which asserts that any artin algebra $\Lambda$ satisfies $\text{fin.dim } \Lambda < \infty$, is an old open problem [Z]. This is a rather strong conjecture among many open homological problems, e.g. Nakayama conjecture. Recently, Igusa-Todorov proved the following interesting result [IT].

3.6.1 Theorem Let $\Gamma$ be an artin algebra with $\text{gl.dim } \Gamma \leq 3$ and $P \in \text{pr } \Gamma$. Then $\Lambda := \text{End}_\Gamma(P)$ satisfies $\text{fin.dim } \Lambda < \infty$.

As an easy conclusion, $\text{rep.dim } \Lambda \leq 3$ implies $\text{fin.dim } \Lambda < \infty$. (Take $N \in \text{mod } \Lambda$ such that $\Gamma := \text{End}_\Lambda(\Lambda \oplus \Lambda^* \oplus N)$ satisfies $\text{gl.dim } \Gamma \leq 3$. Then $P := \text{Hom}_\Lambda(\Lambda \oplus \Lambda^* \oplus N, \Lambda) \in \text{pr } \Gamma$
\(^2\)At a conference in November 2002, R. Rouquier announced a proof that the exterior algebra of a 3-dimensional vector space has representation dimension 4.
satisfies $\Lambda = \text{End}_P(P)$. Thus we obtain the corollary [EHIS] below by 3.5(5). See [X4] for more results along this approach.

3.6.2 Corollary $\text{fin.dim} \Lambda < \infty$ holds for any special biserial algebra $\Lambda$.

3.7 Representation dimension of orders

Let $R$ be a complete discrete valuation ring and $\Lambda$ an $R$-order in a semisimple algebra $A = \Lambda \otimes_R K$. The one-dimensional analogy of Auslander correspondence was given by Auslander-Roggenkamp [AR]. Now we define the representation dimension of $\Lambda$ by

$$\text{rep.dim} \Lambda := \inf\{\text{gl.dim} \text{End}_\Lambda(\Lambda \oplus \Lambda^* \oplus N) \mid N \in \text{lat} \Lambda\}.$$ 

Then $\Lambda$ is of finite representation type (i.e. $\# \text{ind(lat} \Lambda) < \infty$) if and only if $\text{rep.dim} \Lambda \leq 2$. Moreover, we can show the following analogy of 3.4 [I9].

3.7.1 Theorem Let $\Lambda$ be an $R$-order in a semisimple algebra $A$ and $\Lambda$ the category of $\Lambda$-lattices ($\S$1). Define the representation dimension of $\Lambda$ by

$$\text{rep.dim} \Lambda := \inf\{\text{gl.dim} \text{End}_\Lambda(\Lambda \oplus \Lambda^* \oplus N) \mid N \in \text{lat} \Lambda\}.$$ 

3.7.2 Question It would be natural to define a higher-dimensional analogy of the representation dimension as follows: Let $R$ be a complete regular local ring, $\Lambda$ an $R$-order and $\text{lat} \Lambda$ the category of $\Lambda$-lattices ($\S$1). Define the representation dimension of $\Lambda$ by

$$\text{rep.dim} \Lambda := \inf\{\text{gl.dim} \text{End}_\Lambda(\Lambda \oplus \Lambda^* \oplus N) \mid N \in \text{lat} \Lambda\}$$. Is $\text{rep.dim} \Lambda$ finite? What is the possible value of $\text{rep.dim} \Lambda$?

4 Solomon zeta function

Let $R$ be the ring $\mathbb{Z}$ of integers or its $p$-adic completion $\mathbb{Z}_p$, and $K$ its quotient field. For an $R$-order $\Lambda$ in a semisimple $K$-algebra $A$, its Solomon zeta function is defined by $\zeta_\Lambda(s) := \sum_L (\Lambda : L)^{-s}$ where $L$ is a left ideal of $\Lambda$ such that $(\Lambda : L) < \infty$ and $s$ is a complex variable [S1]. Then $\zeta_\Lambda$ converges in the half-plane $\{s \in \mathbb{C} \mid \text{Re}(s) > \dim_K A\}$, and it can be shown that $\zeta_\Lambda$ admits analytic continuation to a meromorphic function of $s$ [S1]. When $\Lambda$ is the ring of integers in an algebraic number field $A$, then $\zeta_\Lambda$ is the usual Dedekind zeta function of $A$. For the case $R = \mathbb{Z}$, the Euler product formula $\zeta_\Lambda = \prod_{p \text{ prime}} \zeta_{\Lambda_p}$ holds for $\Lambda_p := \mathbb{Z}_p \otimes_{\mathbb{Z}} \Lambda$ [S1]. If $\Lambda$ is a Gorenstein order (i.e. $\Lambda \in \text{in} \Lambda$) with a maximal overorder $\Gamma$, then the functional equation $\zeta_\Lambda(s)/\zeta_\Lambda(1 - s) = (\Gamma : \Lambda)^{1-2s}\zeta_\Gamma(s)/\zeta_\Gamma(1 - s)$ holds [G]. Later, Bushnell-Reiner applied Solomon zeta functions to obtain the prime ideal theorem and the asymptotic distribution formula of ideals for general orders [BR1,2,3,4], which were well-known for the rings of integers in algebraic number fields [L].

13
For example, \( \zeta_{M_s}(z) \) equals \( \prod_{n=0}^{\infty} \zeta(ns-i) \). More generally, for a maximal order \( \Gamma \) of \( \Lambda \), Hey gave an explicit description of \( \zeta_\Gamma \), which is a product of Dedekind zeta functions and correction factors [BR2]§2. Since \( \{ p : \text{prime} \mid \Lambda_p \neq \Gamma_p \} \) is a finite set, the difference between \( \zeta_\Lambda \) and \( \zeta_\Gamma \) appears at only finitely many primes. To study it, we will consider the case \( R = \mathbb{Z} \) in the rest of this section.

Thus, in the rest of this section, let \( R \) be a complete discrete valuation ring with the residue field \( k \) and the quotient field \( K \). Assume that \( k \) is a finite field with \( p \) elements. It will be natural to define the zeta function not only for ideals but also for modules.

**4.1 Definition** In the rest, let \( \Lambda \) be an \( R \)-order in a semisimple algebra \( A = \Lambda \otimes_R K \). We denote by \( (\cdot) \) the functor \( (\cdot) \otimes_R K : \text{lat} \Lambda \to \text{mod} A \). For \( V \in \text{mod} A \), we denote by \( \mathfrak{L}_\Lambda(V) \) the partially ordered set of full \( \Lambda \)-lattices in \( V \), which are \( \Lambda \)-lattices \( L \) such that \( L \subset V \) and \( KL = V \). Then the set of isoclasses \( \mathfrak{I}_\Lambda(V) := \mathfrak{L}_\Lambda(V)/\sim \) is a finite set by Jordan-Zassenhaus Theorem [CR]. For \( L, M \in \mathfrak{I}_\Lambda(V) \), Solomon [S1] studied

\[
\text{a partial zeta function } \quad Z(L, M; s) := \sum_{N \subseteq L, N \subseteq M} (L : N)^{-s}
\]

and the zeta matrix of size \( \#\mathfrak{I}_\Lambda(V) \)

\[
Z_\Lambda(V; s) := (Z(L, M; s))_{L, M \in \mathfrak{I}_\Lambda(V)}.
\]

He proved that \( Z_\Lambda(V; s) \) has an inverse matrix in \( M_n(\mathbb{Z}[p^{-s}]) \) for \( n := \#\mathfrak{I}_\Lambda(V) \) by a combinatorial argument (Möbius inversion) [S1]. In particular, \( Z(L, M; s) \) and \( \zeta_\Lambda(s) \) are rational functions of \( p^{-s} \). Moreover, he gave the following conjectures in [S2].

**4.2 Problem**

1. \( Z(L, M; s)/\det Z_T(V; s) \in \mathbb{Z}[p^{-s}] \) for a maximal order \( \Gamma \) in \( A \).
2. \( \det Z_\Lambda(V; s) \) is the finite product \( \prod_i (1-p^{a_i-b_i} s)^{-1} \) with some \( a_i \in \mathbb{N}_{\geq 0} \) and \( b_i \in \mathbb{N}_{> 0} \).

Solomon’s first conjecture (1) was proved in [BR1] by using zeta integrals. However Solomon’s second conjecture (2) was open until recently, although a special case when \( \Lambda \) is hereditary was proved by Denert [D]. In the rest of this section, we will give an explicit description of \( \det Z_\Lambda(V; s) \) for general \( \Lambda \) [I4], which implies the second conjecture.

**4.3 Example**

1. Put \( \Lambda := \left( \begin{array}{cccc} J_R & R & R & \cdots \ R \\ J_R & J_R & R & \cdots \ R \\ \vdots & J_R & J_R & \cdots \ R \end{array} \right) \subset A := M_n(K) \) and \( V := M_{n,1}(K) \). Then \( \mathfrak{I}_\Lambda(V) = \{ P_i \}_{1 \leq i \leq n} \) holds for the \( i \)-th row \( P_i \) of \( \Lambda \). Putting \( T := p^{-s} \), we obtain

\[
Z_\Lambda(V; s) = (1-T^n)^{-1} \begin{pmatrix} 1 & T^{n-1} & T^{n-2} & \cdots & T^0 \\ T & 1 & T^{n-1} & \cdots & T^1 \\ T^2 & T & 1 & \cdots & T^2 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ T^n & T^{n-2} & T^{n-3} & \cdots & 1 \end{pmatrix}.
\]

Thus \( \det Z_\Lambda(V; s) = (1-T^n)^{-1} \) holds.

2. Let \( \Lambda_n \) be the order in 1.2(2) and \( T := p^{-s} \). Then \( \mathfrak{I}_{\Lambda_n}(A) = \{ \Lambda_i \}_{0 \leq i \leq n} \) holds for
example, \( Z_{A_3}(A; s) \) is

\[
(1 - T)^{-2} \begin{pmatrix}
1 - 2T + (p + 1)T^2 - 2pT^3 \\
pT - 2pT^2 + (p^2 + 1)T^3 - 2p^2T^4 + p^3T^5 \\
p^2T - 2p^2T^2 + p^3T^3 - p^4T^4 \\
(p^3 - p^2)T^3
\end{pmatrix}
\]

By an elementary transformation of rows, \( Z_{A_3}(A; s) \) is changed into

\[
(1 - T)^{-2} \begin{pmatrix}
1 - 2T + (p + 1)T^2 - 2pT^3 \\
pT - 2pT^2 + (p^2 + 1)T^3 - 2p^2T^4 + p^3T^5 \\
p^2T - 2p^2T^2 + p^3T^3 - p^4T^4 \\
(p^3 - p^2)T^3
\end{pmatrix}
\]

which is equal to \( (1 \ast \begin{pmatrix} 1 & 0 \\ \end{pmatrix} Z_{A_2}(A; s) \) \). Thus \( \det Z_{A_3}(A; s) = \det Z_{A_2}(A; s) \) holds. By a quite similar argument, we obtain \( \det Z_{A_0}(A; s) = \det Z_{A_0}(V; s) = (1 - T)^{-2} \).

(3) Let \( A_n \) be the order in 1.2(3) and \( T := p^{-s} \). Then \( \overline{\Sigma}_n(A) = \{A_i\}_{0 \leq i \leq n} \) holds. For example, \( Z_{A_3}(A; s) \) is

\[
(1 - T)^{-1} \begin{pmatrix}
1 - pT - p^2T^2 + p^3T^3 + p^4T^4 \\
pT - p^2T^2 + p^3T^3 + p^4T^4 \\
p^2T - p^2T^2 + p^3T^3 + p^4T^4 \\
(p^3 - p^2)T^3
\end{pmatrix}
\]

By an elementary transformation of rows, \( Z_{A_3}(A; s) \) is changed into

\[
(1 - T)^{-1} \begin{pmatrix}
1 - pT - p^2T^2 + p^3T^3 + p^4T^4 \\
pT - p^2T^2 + p^3T^3 + p^4T^4 \\
p^2T - p^2T^2 + p^3T^3 + p^4T^4 \\
(p^3 - p^2)T^3
\end{pmatrix}
\]

which is equal to \( (1 \ast \begin{pmatrix} 1 & 0 \\ \end{pmatrix} Z_{A_2}(A; s) \) \). Thus \( \det Z_{A_3}(A; s) = \det Z_{A_2}(A; s) \) holds. By a quite similar argument, we obtain \( \det Z_{A_0}(A; s) = \det Z_{A_0}(V; s) = (1 - T)^{-1} \).

As the above examples (2) and (3) show, we can often use a ‘good’ sequence of overorders of \( \Lambda \) to calculate \( \det Z_{\Lambda}(A; s) \). In general, there does not necessarily exist such a ‘good’ sequence. But, we will see below that we can always use a right rejective chain, which can be regarded as a generalization of a ‘good’ sequence of overorders (2.6).

4.4 Let us follow the approach in [I4]. Our first step is to define the zeta matrix for any subcategory \( C \) (§2) of lat \( \Lambda \). We denote by \( \mathcal{C}_C(V) \) (resp. \( \overline{\mathcal{C}}_C(V) \)) the subset of \( \mathcal{C}_A(V) \) (resp. \( \overline{\mathcal{C}}_A(V) \)) consisting of objects in \( C \). We will study

the zeta matrix \( Z_C(V; s) := (Z(L, M; s))_{L, M \in \overline{\mathcal{C}}_C(V)} \)

which has the size \( \#\overline{\mathcal{C}}_C(V) \). For a general subcategory \( C \), \( Z_C(V; s) \) is far from the form in 4.2(2). But we will see in 4.6(2) below that if there exists a right rejective chain (2.6) from \( C \) to lat \( \Gamma \) for some maximal overruling \( \Gamma \) of \( \Lambda \), then we can give an explicit description of \( \det Z_C(V; s) \), which has the form in 4.2(2). On the other hand, the subcategory \( C_V \)
for any \( V \in \text{mod} \, A \) in 4.5 below has a such right rejective chain. Consequently, \( Z_A(V; s) \) itself also has the form in 4.2(2) since \( Z_A(V; s) = Z_{C_V}(V; s) \) holds.

### 4.5 Theorem (cf. 3.4.3)

Let \( \Lambda \) be an \( R \)-order in a semisimple algebra \( A \) and \( V \in \text{mod} \, A \). Put \( C_V := \text{add} \bigoplus_{X \in \text{ind} \, (\text{lat} \, \Lambda)} X \subset V \). Then there exists a right rejective chain from \( C_V \) to \( \text{lat} \, \Gamma \) for a maximal overring \( \Gamma \) of \( \Lambda \), and \( \text{End}_A(\bigoplus_{X \in \text{ind} \, C_V} X) \) is a quasi-hereditary order.

**Proof** We give a different proof from [I4]2.6 as an application of 3.7.1(1). Apply the construction of 3.7.1(1) to \( M := \bigoplus_{X \in \text{ind} \, C_V} X \). Since \( M_{n+1} \) is given by \( M_{n+1} = M_n J_{\text{End}_A(M_n)} \), we obtain \( M_n \in C_V \) for any \( n \) inductively. Thus \( C_V = \text{add} \bigoplus_{l=0}^{m-1} M_l \) holds. The assertion follows from 3.7.1(1) immediately.

### 4.6

Let us state the main theorem. Put \( A = \prod_{j=1}^r A_j \) for simple algebras \( A_j \). Let \( e_j \) be the identity of \( A_j \), \( \Gamma_j \) a maximal overorder of \( e_j \Lambda \) in \( A_j \), \( \Gamma := \prod_{j=1}^r \Gamma_j \), \( S_j \) a simple \( A_j \)-module, and \( G_j \) a simple \( \Gamma_j \)-module. Then \( (S_j)_{1 \leq j \leq r} \) (resp. \( (G_j)_{1 \leq j \leq r} \)) gives the set of isoclasses of simple \( A \)-modules (resp. simple \( \Gamma \)-modules). For \( X \in \text{mod} \, A \), we denote by \( l_j(X) \) the multiplicity of \( S_j \) as a composition factor of \( X \). Put \( q_j := \# \text{End}_\Gamma(G_j) = p^{\dim_k \text{End}_\Gamma(G_j)} \). Then \( q_j \) is independent of a choice of \( \Gamma_j \) since any maximal order in \( A_j \) is conjugate to \( \Gamma_j \).

**Theorem** Let \( \Lambda \) be an \( R \)-order in a semisimple algebra \( A \), \( V \in \text{mod} \, A \) and \( V_j := V/S_j^{l_j(V)} \) \((1 \leq j \leq r)\).

1. The equation below holds. Thus Solomon’s second conjecture holds.

\[
\det Z_A(V; s) = \prod_{j=1}^r \prod_{n=0}^{l_j(V)-1} (1 - q_j^{n-l_j(A)s})^{-\# \overline{\Lambda}(S_j^n \oplus V_j)}.
\]

2. More generally, let \( C \) be a subcategory of \( \text{lat} \, \Lambda \) with a right rejective chain from \( C \) to \( \text{lat} \, \Gamma \) for a maximal overring \( \Gamma \) of \( \Lambda \). Then the equation below holds.

\[
\det Z_C(V; s) = \prod_{j=1}^r \prod_{n=0}^{l_j(V)-1} (1 - q_j^{n-l_j(A)s})^{-\# \overline{\Lambda}(S_j^n \oplus V_j)}.
\]

### 4.7

In the rest, we will give a proof of 4.6(2) **under the assumption** \( r = 1 \), namely \( A \) is simple. Thanks to this assumption, our calculation becomes much simpler than the general one in [I4]. Put \( S := S_1 \), \( G := G_1 \), \( l := l_1 \) and \( q := q_1 \). Moreover, put \( (L : M) := (L : L \cap M) \cdot (M : L \cap M)^{-1} \) for \( V \in \text{mod} \, K \) and \( L, M \in \mathcal{S}_R(V) \) for simplicity. This symbol is skew-symmetric, and satisfies \((L : M) \cdot (M : N) = (L : N)\).

#### 4.7.1

For any \( N \in \text{lat} \, \Lambda \), there exists a map \( b^N : \overline{\Lambda}(V) \to \mathbb{R}_{>0} \) such that

\[
b^N \cdot (b^N)^{-1} = (\text{Hom}_\Lambda(N, L) : \text{Hom}_\Lambda(N, M)) \cdot (L : M)^{-\mu(N)/\mu(A)}
\]
holds for any $L, M \in \mathcal{L}_A(V)$.

**Proof** Fix $X \in \mathcal{L}_A(V)$. For $L \in \mathcal{L}_A(V)$, put

$$b^N_L := (\text{Hom}_A(N, L) : \text{Hom}_A(N, X)) \cdot (L : X)^{-l(\bar{X})/l(A)}.$$ 

Then it is not difficult to show that $L \simeq M$ implies $b^N_L = b^N_M$.

### 4.7.2 The following key lemma is a generalization of calculations in 4.3(2) and (3).

**Lemma** Assume that $\mathcal{C}' \subset \mathcal{C}$ is a consecutive two terms in a right rejective chain such that $\text{ind} \mathcal{C} - \text{ind} \mathcal{C}' = \{X\}$. For any $V \in \text{mod} A$ such that $X \subset V$, there exists a diagonal matrix $B$ and a nilpotent matrix $C$ such that the following equation holds.

$$(1 - C) \cdot Z_C(V; s) = \left( B \cdot Z_C(V/\bar{X}; s - l(\bar{X})/l(A)) \cdot B^{-1} O \right)_{\ast} Z_{C'}(V; s)$$

$B$ and $C$ are given by $B_{L,L} = b^X_L$ and $C_{X@L,Y@L} = (X : Y)^{-s}$ for any $L \in \overline{\mathcal{F}}_C(V/\bar{X})$ and other entries are 0.

### 4.7.3 Sketch of the proof of 4.6(2) Take a right rejective chain lat $\Gamma = \mathcal{C}_m \subseteq \cdots \subseteq \mathcal{C}_1 \subseteq \mathcal{C}_0 = \mathcal{C}$. By an easy argument chopping the chain, we can assume $(\text{ind} \mathcal{C}_n - \text{ind} \mathcal{C}_{n+1}) = 1$ for any $n$. For the case $m = 0$ i.e. $\mathcal{C} = \text{lat} \Gamma$, we can show 4.6(2) easily (e.g. the simplest case of Hey’s formula [BR1]). Now we assume that 4.6(2) holds for $\mathcal{C}' := \mathcal{C}_1$. We will show that 4.6(2) holds for $\mathcal{C}$ as well by using the induction on the length of $V$. We will apply 4.7.2, where $\det(1 - C) = 1$ holds.

$$\det Z_C(V; s) \overset{4.7.2}{=} \det Z_C(V/\bar{X}; s - l(\bar{X})/l(A)) \cdot \det Z_{C'}(V; s)$$

$$= \prod_{n=0}^{l(V/\bar{X})-1} (1 - q^{n-l(A)}(s-l(\bar{X})/l(A))) \cdot \prod_{n=0}^{l(V)-1} (1 - q^{n-l(A)s}) = \prod_{n=0}^{l(V)-1} (1 - q^{n-l(A)s} - \#\mathbb{F}_C(S^n))$$

where we used Krull-Schmidt theorem to obtain $\#\mathbb{F}_C(S^{n-l(\bar{X})}) + \#\mathbb{F}_{C'}(S^n) = \#\mathbb{F}_C(S^n)$.

### 5 Solomon zeta functions and Ringel-Hall algebras

In this final section, we relates Solomon zeta functions to Ringel-Hall algebras. Again let $R$ be a complete discrete valuation ring with the residue field $k$ and the quotient field $K$, and we assume that $k$ is a finite field with $p$ elements. Let $\Lambda$ be an $R$-order in a
semisimple algebra $A = \Lambda \otimes_R K$. Then any $R$-order $\Lambda$ is finitary in the sense of Ringel [R1]. For $\Lambda$-modules $X, Y, Z$, we denote by $F^Y_{XZ}$ the set of submodules $W$ of $Y$ such that $W \simeq Z$ and $Y/W \simeq X$. Put $F^Y_{XZ} := \# F^Y_{XZ} \in \mathbb{N}_0 \cup \{\infty\}$. We denote by fin $\Lambda$ the set of isoclasses of $\Lambda$-modules of finite length. The Hall algebra $H(\Lambda)$ is defined as a free $\mathbb{Z}$-module with the basis $(u_X)_{X \in \text{fin} \Lambda}$ and the multiplication $u_X u_Z := \sum_{Y \in \text{fin} \Lambda} F^Y_{XZ} u_Y$. Then $H(\Lambda)$ forms an associative ring with the identity $u_0$ [R1].

Now we will construct a family of $H(\Lambda)$-modules by a Hall algebra approach. For $V \in \text{mod} \ A$, let $M_V(\Lambda)$ be a free $\mathbb{Z}$-module with the basis $(u_L)_{L \in \Sigma(\Lambda(V))}$ (4.1). Define the action of $u_X \in H(\Lambda)$ on $M_V(\Lambda)$ by $u_X u_M := \sum_{L \in \Sigma(\Lambda(V))} F^L_{XM} u_L$ for any $M \in \Sigma(\Lambda(V))$. Then $M_V(\Lambda)$ forms an $H(\Lambda)$-module, which we call the Hall module.

5.1 Put $T := p^{-s}$, $\widehat{H}(\Lambda) := \varprojlim_{n \geq 0} H(\Lambda) \otimes \mathbb{Z}[T]/(T^n)$ and $\widehat{M}_V(\Lambda) := M_V(\Lambda) \otimes \mathbb{Z}[T]$. Then $\widehat{H}(\Lambda)$ acts on $\widehat{M}_V(\Lambda)$ naturally. The proposition below shows a relationship between the zeta matrix and Hall algebras, where $z$ is regarded as an analogy of Hecke series [M].

**Proposition** Put $z := \sum_{X \in \text{fin} \Lambda} u_X \otimes (\#X)^{-s} \in \widehat{H}(\Lambda)$. Then the action of $z$ on the finite rank $\mathbb{Z}[T]%$-module $\widehat{M}_V(\Lambda)$ is given by the zeta matrix $Z(\Lambda(V); s)$.

**Proof** For $M \in \Sigma(\Lambda(V))$, the following equation shows the assertion.

\[
\begin{align*}
z \cdot u_M &= \sum_{X \in \text{fin} \Lambda} u_X u_M \otimes (\#X)^{-s} \\
&= \sum_{L \in \Sigma(\Lambda(V))} u_L \otimes \sum_{X \in \text{fin} \Lambda} F^L_{XM} (\#X)^{-s} \\
&= \sum_{L \in \Sigma(\Lambda(V))} u_L \otimes Z(L, M; s) \quad \Box
\end{align*}
\]

5.2 Hall algebras of hereditary orders and $U(\mathfrak{gl}_n)$.

In the rest, we follow [I7]. Recall that an order $\Lambda$ is called hereditary if $\text{gl.dim} \Lambda = 1$. Let $\Delta$ be the cyclic quiver with $n$-vertices, whose set $\Delta_0$ of vertices are identified with $\mathbb{Z}/n\mathbb{Z}$. We say that an order $\Lambda$ is of type $\Delta$ if $\Lambda$ is Morita-equivalent to $T_n(\Omega) = \{(x_{ij}) \in M_n(\Omega) \mid x_{ij} \in J_{ij} \text{ for any } i < j\}$ for a maximal order $\Omega$ in a division algebra. Then put $q_\Lambda := \#(\Omega/J_\Omega)$. It is well-known that any order of type $\Delta$ is hereditary, and any hereditary order is isomorphic to a direct product of such orders [CR].

In the rest, assume that $\Lambda$ is an order of type $\Delta$. For any $i \in \Delta_0$, we have a simple object $S_i = S_{ii} \in \text{fin} \Lambda$. For any $j > 0$, there exists an indecomposable object $S_{ij} \in \text{fin} \Lambda$ which has the top $S_i$ and the length $j$. It is well-known that $(S_{ij})_{(i,j) \in \Delta_0 \times \mathbb{N}}$ gives the set of indecomposable objects in $\text{fin} \Lambda$. We denote by $\Pi$ the set of $n$-tuples of partitions. Thus an element $\lambda$ of $\Pi$ can be written as $\lambda = (1^{a_1}2^{a_2}3^{a_3} \ldots)_{i \in \Delta_0}$. Putting $M(\lambda) := \bigoplus_{(i,j) \in \Delta_0 \times \mathbb{N}} S_{ij}^{\lambda_{ij}}$, we obtain a bijection $M = M_\Lambda : \Pi \rightarrow \text{fin} \Lambda$. 18
For any \( \lambda, \mu, \nu \in \Pi \), there exists \( \phi^\mu_{\lambda \nu} \in \mathbb{Z}[T] \) called the Hall polynomial such that
\[
F_{M(\lambda)M(\nu)}^{M(\mu)} = \phi^\mu_{\lambda \nu}(q_\Lambda)
\]
holds for any order \( \Lambda \) of type \( \Delta \) [Gu]. The generic Hall algebra \( \mathcal{H}(\Delta) \) is defined as a free \( \mathbb{Z}[T] \)-module with the basis \( (u_\lambda)_{\lambda \in \Pi} \) and the multiplication \( u_\lambda u_\nu = \sum_{\mu \in \Pi} \phi^\mu_{\lambda \nu} u_\mu \). Then, for any order \( \Lambda \) of type \( \Delta \), the map \( M(u_\lambda) := u_{M(\lambda)} \) gives an isomorphism \( M : \mathcal{H}(\Delta)/(T-q_\Lambda) \to \mathcal{H}(\Lambda) \). For the case \( n = 1 \), \( \mathcal{H}(\Delta) \) is the classical Hall algebra [M].

5.2.1 Generic Hall modules  Let \( \Lambda \) be an order of type \( \Delta \), \( A = \Lambda \otimes_R K \) and \( V \) an \( A \)-module of length \( m \). We denote by \( \Pi_m^\infty \) the set of \( \mu = (m_i)_{i \in \Delta_0} \) with \( m_i \in \mathbb{N}_{\geq 0} \) and \( \sum_{i \in \Delta_0} m_i = m \). For any \( i \in \Delta_0 \), we denote by \( P_i \) the projective cover of \( S_i \). Putting
\[
M(\mu) := \bigoplus_{i \in \Delta_0} P_i^{m_i},
\]
we obtain a bijection \( M = M_\Lambda : \Pi_m^\infty \to \mathfrak{S}_V(\Lambda) \).

For any \( \lambda \in \Pi \) and \( \mu, \nu \in \Pi_m^\infty \), there exists \( \psi_{\lambda \nu}^\mu \in \mathbb{Z}[T] \) such that \( F_{M(\lambda)M(\nu)}^{M(\mu)} = \psi_{\lambda \nu}^\mu(q_\Lambda) \) holds for any order \( \Lambda \) of type \( \Delta \). An \( \mathcal{H}(\Delta) \)-module \( M_m(\Delta) \) called the generic Hall module is defined as a free \( \mathbb{Z}[T] \)-module with the basis \( (u_\mu)_{\mu \in \Pi_m^\infty} \) and the action \( u_\lambda u_\nu = \sum_{\mu \in \Pi_m^\infty} \psi_{\lambda \nu}^\mu u_\mu \). Then, for any order \( \Lambda \) with type \( \Delta \) and an \( A \)-module \( V \) of length \( m \), the map \( M(u_\mu) := u_{M(\mu)} \) gives an isomorphism \( M : M_m(\Delta)/(T-q_\Lambda) \to M_V(\Lambda) \) of \( \mathcal{H}(\Delta) \)-modules.

5.2.2 Put \( \mathcal{H}(\Delta)_1^C := \mathcal{H}(\Delta) \otimes_{\mathbb{Z}} \mathbb{C}/(T-1) \) and \( M_m(\Delta)_1^C := M_m(\Delta) \otimes_{\mathbb{Z}} \mathbb{C}/(T-1) \). Then \( M_m(\Delta)_1^C \) forms an \( \mathcal{H}(\Delta)_1^C \)-module. Let \( e_i \) be the element of \( \mathfrak{g}_n \) with the \((i, i)\)-th entry 1 and other entries 0, and \( h_i := e_i - e_{i+1} \). We denote by \( \omega_1 \) the fundamental weight of \( \mathfrak{sl}_n \) defined by \( \omega_1(h_i) = \delta_{1i} \) (1 \( \leq \) \( i \) \( < \) \( n \)).

**Theorem** There exists a two-sided ideal \( I \) of \( \mathcal{H}(\Delta)_1^C \) with the following properties.

1. \( \mathcal{H}(\Delta)_1^C/I \) is isomorphic to the universal enveloping algebra \( U(\mathfrak{g}_n) \) of \( \mathfrak{g}_n \).
2. For any \( m \in \mathbb{N} \), the \( \mathcal{H}(\Delta)_1^C \)-module \( M_m(\Delta)_1^C \) is annihilated by \( I \), and restricts to the \( \left( \begin{array}{c} m+n-1 \\ n-1 \end{array} \right) \)-dimensional irreducible \( U(\mathfrak{sl}_n) \)-module with the highest weight \( m\omega_1 \).

For the case \( n = 2 \), \( (M_m(\Delta)_1^C)_{m \in \mathbb{N}} \) restricts to the set of all finite dimensional irreducible \( U(\mathfrak{sl}_2) \)-modules. It will be interesting if any irreducible finite dimensional \( U(\mathfrak{sl}_n) \)-module is constructed by a Hall algebra approach.
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