Hilbert-Glass Transition: New Universality of Temperature-Tuned Many-Body Dynamical Quantum Criticality
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We study a new class of unconventional critical phenomena that is characterized by singularities only in dynamical quantities and has no thermodynamic signatures. One example of such a transition is the recently proposed many-body localization-delocalization transition, in which transport coefficients vanish at a critical temperature with no singularities in thermodynamic observables. Describing this purely dynamical quantum criticality is technically challenging as understanding the finite-temperature dynamics necessarily requires averaging over a large number of matrix elements between many-body eigenstates. Here, we develop a real-space renormalization group method for excited states that allows us to overcome this challenge in a large class of models. We characterize a specific example: the 1 D disordered transverse-field Ising model with generic interactions. While thermodynamic phase transitions are generally forbidden in this model, using the real-space renormalization group method for excited states we find a finite-temperature dynamical transition between two localized phases. The transition is characterized by nonanalyticities in the low-frequency heat conductivity and in the long-time (dynamic) spin correlation function. The latter is a consequence of an up-down spin symmetry that results in the appearance of an Edwards-Anderson-like order parameter in one of the localized phases.
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I. INTRODUCTION

Our ability to describe emergent behavior in many-body systems relies, to a large extent, on the universality of critical phenomena associated with phase transitions and spontaneous symmetry breaking. Spontaneous symmetry breaking plays an important role even in disordered systems. For example, the spin-glass transition in classical magnets with random interactions follows this paradigm: as temperature drops, a specific frozen magnetization pattern that breaks an Ising symmetry emerges [1,2]. In one dimension, however, there are strong arguments, which forbid spontaneous symmetry breaking and, more generally, thermodynamic phase transitions from occurring at any nonvanishing temperature [3,4].

Do these arguments rule out the observation of critical phenomena in one-dimensional systems at nonvanishing temperature? A recent theoretical work, which generalizes the phenomenon of Anderson localization [5] to interacting many-body systems, suggests otherwise [6,7]. Its intriguing prediction is that an isolated many-body system subject to strong disorder can undergo a phase transition, from a state with strictly zero (thermal) conductivity at low temperature to a metallic phase above a critical temperature. This transition has only dynamical manifestations and no thermodynamic ones, and is, in this sense, a many-body extension of the mobility edge [8] in the Anderson localization transition in 3 D. A similar many-body transition was also suggested to exist in the 1 D bosonic case [9], at infinite temperatures as a function of disorder strength [10–12], and in quasiperiodic systems without disorder [13]. Very little, however, is known about the universality of such transitions.

In this paper, we uncover a wider class of unconventional critical phenomena, whose existence was hinted by the many-body localization transition example. By
investigating a random spin chain with generic interactions, we find and characterize another instance of this new class of transitions that exhibit nonanalytic dynamical behavior as a function of temperature but lack any strictly thermodynamic signatures. The transition stems from the structure of the many-body eigenstates, which decidedly changes as we tune the extensive many-body energy [14]. On one side of the transition (the paramagnetic side) the eigenstates consist of most spins aligned or antialigned with the random local field, while on the other side (the glass side) spins show a pattern of frozen magnetization that breaks a $\mathbb{Z}_2$ symmetry [see Figs. 1(a) and 1(b)]. The magnetization pattern is random, however, and varies from eigenstate to eigenstate as if each is a classical spin-glass ground state of a different disorder realization. The signatures of the phases and phase transition appear not in a single state, but rather in a large portion of the many-body Hilbert space. Therefore, we coin the term Hilbert-glass transition (HGT) to describe this type of dynamical quantum criticality. The properties of the HGT are summarized in the generic phase diagram, Fig. 1(c).

The challenges for analyzing the HGT are clear: a complete knowledge of the properties of an entire excitation spectrum—wave functions and energies alike—is necessary. Previous efforts to characterize quantum dynamical transitions, such as the many-body localization transition, relied on exact diagonalization (ED) of small systems [10,12,16–22]. Here, we pursue an alternative approach based on the strong disorder real-space renormalization group (RSRG) method [23–28] and its extensions to unitary time evolution [29]. We generalize the method to deal with arbitrary-energy excitations, hence, the acronym RSRG-X. The RSRG-X allows us to investigate the dynamics of an arbitrary-temperature thermal state of strongly disordered systems containing thousands of sites, i.e., accessing systems 2 orders of magnitude larger than what exact diagonalization can access.

Unlike the many-body localization transition, the transition we describe occurs between two localized phases, which, therefore, cannot thermalize on their own [30–32]. Nonetheless, there are physical settings in which it is meaningful to discuss thermal response functions and temperature-tuned transitions in these systems. First, one can imagine preparing the system in equilibrium by connecting it to an external bath, which is adiabatically disconnected before the start of the response measurement. Alternatively, the system could be weakly coupled to a thermal bath at all times. In the second case there is a time scale, set by the bath coupling strength, beyond which the bath dominates the dynamics. The strong-disorder fixed point that we describe would provide a faithful description of the dynamical behavior on shorter time scales.

The model we investigate with the RSRG-X is the generalized quantum Ising model

$$\mathcal{H}_{\text{hJ}} = -\sum_i (J_i \sigma_i^x \sigma_{i+1}^x + h_i \sigma_i^z + J_i' \sigma_i^x \sigma_{i+1}^x).$$

(1)

Without the last $J'$ term, Eq. (1) represents the usual transverse-field Ising model (TFIM), which was the first arena in which real-space renormalization group was used to elucidate the novel universal properties of phase transition dominated by strong disorder [25,27]. In particular, the RSRG analysis yields the infinite randomness energy-length scaling $\log(1/E) \sim e^{1/2}$, in contrast to the $E \sim e^{-x}$ scaling in conventional critical systems.
The TFIM makes a natural starting point for investigating dynamical critical points in strongly disordered systems. The TFIM, Eq. (1), however, can be mapped to a free fermion theory, making its dynamics fundamentally equivalent to that of a certain class of single-particle Anderson localization (with particle-hole symmetry). We avoid this problem by adding the $J_0$ interaction term, which preserves the $Z_2$ symmetry, while making the model intrinsically interacting. It has been shown that the dynamics in the many-body localized phase, i.e., in the presence of interactions, can be different than in the noninteracting case [20–22,29,33].

The paper is organized as follows. In Sec. II, we develop the RSRG-X procedure and consider the flows it produces. The flows reveal the evolution of the many-body eigenstate structure as temperature is varied, which allows us to identify the dynamical phase transition and construct the phase diagram. We find that the temperature-tuned transition is controlled by an infinite-randomness critical point, with the same scaling properties as the zero-temperature quantum phase transition [25]. In Secs. III and IV, we examine two dynamical observables: the low-frequency spin autocorrelation function (and an associated Edwards-Anderson-type order parameter) and the frequency-dependent thermal conductivity. Using the RSRG-X, we find that in the vicinity of the critical temperature, both observables show scaling behavior consistent with the infinite-system-size limit. Finally, we discuss the implications of our results in Sec. V.

II. DYNAMICAL PHASE DIAGRAM OF THE hJJ’ MODEL

Our task is to develop a renormalization group procedure suited for describing the excited states of the weakly interacting hJJ’ model. Our approach is based on the core ideas of the RSRG methods developed for the ground state behavior of random magnets [23–26,28], and for the TFIM, in particular [27]. In the ground state methods, at each RSRG step we diagonalize the strongest local term of the Hamiltonian [Eq. (1)] and fix the corresponding subsystem in the ground eigenstate of that term. We generate effective couplings between the subsystem and its neighboring spins through second-order perturbation theory, allowing only virtual departures from the chosen ground state of the strong term. In the TFIM, when the nearest-neighbor x-x interaction is dominant, the RSRG steps lead to the formation of a macroscopic ferromagnetic cluster that breaks the Ising symmetry. On the other hand, when the transverse field is dominant, it pins most local spins to the +z direction. The addition of weak interactions, $J_0 \ll J$, $h_i$, results in a shift of the critical point but cannot affect the universal zero temperature properties of the TFIM.

A. RSRG-X

The crucial difference between our RSRG-X method and the ground state RSRG methods has to do with the choice of the local eigenstates at each RG step. Instead of retaining only the lowest energy states at each RG step, we can choose either the low-energy or the high-energy manifold of the local term. The two manifolds are separated by a large gap, which controls the perturbation theory with which we generate the effective couplings. Thus, each RSRG-X step corresponds to a binary branching of a tree, as illustrated in Fig. 2(a), where the leaves of the tree correspond to the actual many-body spectrum, Fig. 2(b).

Implementing the RSRG-X on the hJJ’ model requires two types of RG decimation steps: site and bond decimations. Consider the $n$th RSRG-X step. If the largest gap in the system is due to a field $h_2$ [see Fig. 2(c)], the site could...
be eliminated by letting spin 2 be either mostly aligned ($c_n = +1$) or mostly antialigned ($c_n = -1$) with the local field. Second-order perturbation theory induces an effective Ising coupling between sites 1 and 3: $\hat{J} \rightarrow c_n J_1 J_2 / h_2$. Additionally, $J'$ couplings shift the local fields $\hat{h}_i(3) \rightarrow \hat{h}_i(3) + c_n J'_1(2)$. The significance of these shifts is that, in the presence of strong disorder, these resonances are not strong enough to lift the near degeneracy of the many-body eigenstates, which we describe via a sampling of typical eigenstates using the Monte Carlo Metropolis [34] (see Appendix C for details of our application of the framework to the hJJ model. Because of our choice of the initial distributions, throughout the RSRG-X flow all $J'$ values are small compared to the nearby $J$ and $h$ values, and, therefore, we do not implement a $J'$ elimination step. Once we have eliminated the largest term in the Hamiltonian, we reduce the scale of the largest gap, and then seek the next largest gap, until all degrees of freedom in the chain are eliminated.

Obtaining the entire many-body spectrum requires the construction of all branches of the tree, which is an exponentially hard task. We, therefore, perform thermal sampling of typical eigenstates using the Monte Carlo method. In our procedure, Monte Carlo states correspond to the many-body eigenstates, which we describe via a sequence of branching choices $b = \{c_1, c_2, \ldots, c_L\}$ going from the root to a leaf of the tree, where $L$ is the number of sites in the chain. To obtain a new Monte Carlo state $b'$, we start at the leaf of the tree, go up the tree a random number of nodes, e.g., $m$, and flip $c_{L-m} \rightarrow -c_{L-m}$. Next, we calculate the energy change of the many-body state due to the flip of $c_m$, by performing the RSRG-X steps from $m$ to $L$, and accept or reject the new state $b'$ according to Metropolis [34] (see Appendix C for details of our implementation of the numerics).

A possible concern regarding the RSRG-X method is that it fails to correctly account for resonant coupling between nearly degenerate but distinct branches, which could result in delocalization. Reference [29] has argued that, in the presence of strong disorder, these resonances are not strong enough to lift the near degeneracy of the eigenstates; hence, our system always remains localized.

### B. RSRG-X flows

The dynamical phase diagram of the hJJ model derives from the flow of the full distributions of coupling constants $h$, $J$, and $J'$. We can, however, characterize the flow by tracking just two parameters: $\mathcal{C} = ||(\text{avg} \ln |h|) - \text{avg} |J| ||_\text{TH}$ and $\mathcal{D} = ||(\text{var} \ln |h|) + \text{var} |J| ||_\text{TH}$, where $\langle \cdots \rangle_\text{TH}$ and $\| \cdots \|$ represent thermal and disorder averaging. Because $J'$ is irrelevant in the RG sense, we do not explicitly characterize the flow of the $J'$ distribution. $\mathcal{C}$ measures the relative strength of $h$ and $J$ distributions: $\mathcal{C} > 0$ indicates that $h$'s are dominant and the flow is towards the paramagnetic phase while $\mathcal{C} < 0$ indicates that $J$'s are dominant and the flow is towards the Hilbert glass. $\mathcal{D}$ measures the disorder strength, which always grows upon coarse graining. In the $J' = 0$ case, the ratio $\delta = \mathcal{C} / \mathcal{D}$ remains almost constant throughout the RG flow [27], and, hence, we use the initial value of $\delta_i$ as a tuning parameter.

A peculiar property of the interaction-free TFIM (i.e., $J'_i = 0$) is that the absolute values of the effective couplings following any decimation are insensitive to the choice of final state (i.e., independent of $c_n$'s). Therefore, the fate of the RSRG-X flow is solely determined by $\delta_i$. Hence, the model experiences a dynamical transition at a fixed critical value of $\delta_i$ independent of temperature: $\delta_i > 0$ results in $h$-dominated flows towards the paramagnet while $\delta_i < 0$ results in $J$-dominated flows towards the Hilbert glass.

When interactions are added, temperature starts playing an important role because gaps produced by decimation steps are no longer independent of the choice of eigenstate. Thermal averaging biases decimation steps towards low or high energies, when $\beta = 1 / T$ is positive or negative, respectively. This leads to a temperature-driven dynamical transition, which is the focus of this work. The transition is encoded in the flows shown in Fig. 3(a): fixing $\delta_i$, we observe that the inverse temperature $\beta$ tunes whether the flow is towards the Hilbert glass or the paramagnet.

### C. Dynamical phase diagram

The flows obtained from the RSRG-X method reveal a dynamical phase diagram of the hJJ model. In Fig. 3(b) we display several cross sections of the phase diagram in the space of detuning versus inverse temperature for various values of the interaction strength. We describe the strength of the interactions by the parameter $\Delta_J$, which measures the width of the $J'_i$ distribution: $\Delta_J > 0$ ($\Delta_J < 0$) corresponds to the initial distribution with all $J'_i > 0$ ($J'_i < 0$). As $\Delta_J$ (and, hence, typical $J'$) decreases, the sigmoid phase transition curve narrows, becoming vertical at the non-interacting point $J' = 0$ and finally mirroring itself for negative values of $\Delta_J$.

The shape of the phase diagram can be understood by noting the effect of the site decimation RG rule on the initial distributions (we always use $J_i > 0, h_i > 0$). When $\Delta_J > 0$, $J'$ increases $h$ on neighboring sites in the excited state branches and reduces it in the low-energy branches. Tuning the temperature changes the branching ratios, which effectively alters the tuning parameter $\delta_i$. Hence, we expect the shape of the transition line to be $\delta_i \approx C_0 \Delta_J \tanh(E_{\text{char}} / T_c)$, where $T_c$ is the critical temperature, $E_{\text{char}}$ is the characteristic energy scale describing
the initial \( J \) and \( h \) distributions, and \( C_0 \) is a constant related to the shape of the initial \( J' \) distribution. With the exception of a small offset, this shape is indeed observed in Fig. 3(b).

The offset can be understood from the infinite temperature limit: \( \beta \to 0 \) brings about an equal superposition of all branches, which washes away any \( J' \) effects. The remaining \( J'^2 \) effects, associated with the flow of \( \langle \log h \rangle \), displace the transition line from the origin:

\[
\delta_1, \beta \to 0 = C_0 E_{\text{cha}t} \beta \Delta h + C_2 \Delta^2 h,
\]

where \( C_2 \) is also constant.

III. DYNAMICAL SPIN CORRELATIONS AND THE ORDER PARAMETER

Armed with the RSRG-X method, we now characterize the two dynamical phases and the phase transition between them. In the Hilbert-glass phase, the many-body eigenstates tend to contain an infinite cluster that is produced by bond decimations. We can crudely think of these eigenstates as having a random sequence of fixed values of \( \sigma^z \) on the different sites belonging to the infinite cluster. Thus, each eigenstate breaks the \( \mathbb{Z}_2 \) symmetry of the Ising model. Of course, different eigenstates, even very close in energy, typically have completely different spin configurations.

A natural signature of the cluster phase is the dynamic spin autocorrelation function

\[
\int_{\tau} \equiv \langle [\langle \log h \rangle] \rangle = \int_{\tau} \sum_n e^{-E_n / T} Z \langle \psi_n \sigma^z_i(0) \psi_n^\dagger \rangle.
\]

For an infinite system, in the cluster phase we expect this correlator to saturate: \( \lim_{\tau \to 0} \int_{\tau} \to f \), where \( f = s_{\text{max}} / L \) is the ratio of the number of sites participating in the largest cluster over the bare size of the chain [35]. Alternatively, the glass order parameter introduced by Edwards and Anderson (EA) can capture this kind of static eigenstate order and, moreover, survive thermal averaging

\[
m_{\text{EA}} = \sum_n e^{-E_n / T} Z \langle \psi_n \sigma^z_i \psi_n^\dagger \rangle.
\]

It is important to note that, although the EA order parameter offers a static signature of the phase, it is not a thermodynamic observable [36] and, hence, does not entail a thermodynamic singularity.

To quantify the transition, we use RSRG-X to directly measure the fraction of the system occupied by the largest cluster \( s_{\text{max}} / L \). Figure 3(c) shows the evolution of the largest cluster fraction across the phase transition, as we tune the temperature. As the system size increases, the transition becomes sharper, approaching the \( L \to \infty \) asymptote indicated by the dashed line. Indeed, this notion can be made concrete using a finite-size scaling hypothesis,

\[
s_{\text{max}} = L^{\phi / 2} f [(\beta - \beta_c)^{1 / v}],
\]

to successfully collapse the \( s_{\text{max}} \) data [see inset of Fig. 3(c)]. To obtain this hypothesis, we use the intuition that temperature-\( (\beta) \) tuning is equivalent to \( \delta_1 \) tuning combined with two zero-temperature results: (1) correlation length critical exponent \( \nu = 2 \) and (2) at criticality \( s_{\text{max}} \sim L^{\phi / 2} \) (where \( \phi \) is the golden ratio) [26].

IV. LOCALIZATION AND HEAT CONDUCTIVITY

Transport measurements are an important experimental tool that could be used for the detection of dynamical phase transitions. Here, we present the first calculation of heat
transport using RSRG methods. We focus on the heat transport since the energy current is the only locally conserved current in the hJJ’ model. It is important to note that both the Hilbert glass and the paramagnetic phases are many-body localized. They do not thermalize by themselves and feature strictly vanishing dc heat conductivity. Nevertheless, it is interesting to characterize these phases by their ac transport in the low-frequency limit.

The calculation of the heat conductivity for the hJJ’ chain is a potent demonstration of the RSRG-X’s strength. Using detailed knowledge of the local decimation steps leading to each branch in the many-body state tree, we can construct the Kubo integral (see Appendix D), which yields the real part of the conductivity:

$$\kappa(\omega) = \frac{1}{\pi L} \sum_{i,j} \int_{-\infty}^{0} dt e^{-i \omega t} \langle [j_i(t), j_j(0)] \rangle_{\text{Th}}.$$

(6)

Here, $j_i(t) = \sum_{k=1}^{L} \mathcal{H}_k \mathcal{H}_i$ is the energy current operator and $\mathcal{H}_k$ the Hamiltonian pertaining to site $k$ and the bond $k, k + 1$. Plotting the low-frequency heat conductivity as a function of $\beta$ [see Fig. 4(a)], we observe a cusplike feature signaling the onset of the Hilbert-glass transition.

To understand the origin of this feature, and how it becomes sharper as $\omega \to 0$, we consider the scaling of $\kappa(\omega)$. In the noninteracting case, subsequent RSRG-X steps are independent of the preceding steps, and, hence, we can obtain (see Appendix D)

$$\kappa(\omega) \approx \alpha^\beta.$$

(7)

At criticality, $\alpha = 3$, which is the engineering dimension of $\kappa(\omega)$. As we tune away from criticality, we observe the appearance of an anomalous dimension $\alpha \sim 3 + \text{const}|\delta_\beta|$ (up to logarithmic corrections; see Appendix D). As $J'$ is an irrelevant operator, we expect this scaling to persist in the presence of $J'$. Furthermore, using the equivalence of $\beta$ and $\delta_\beta$ tuning, we hypothesize that $\alpha \sim 3 + \text{const}|\beta - \beta_c|$ when we tune across the transition using temperature.

We test our scaling hypothesis in two ways. First, we plot $\kappa$ for a small fixed $\omega$ as a function of $\beta$ on semilog axes [see inset of Fig. 4(a)]. We observe essentially linear behavior away from the transition that is consistent with the hypothesis. Second, in Fig. 4(b), we plot $\kappa(\omega)$ as a function of $\omega$ for several values of temperature. $\kappa(\omega)$ displays nonuniversal behavior at high frequencies, which becomes a power law at low frequencies, and is cut off by the system size at very low frequencies. As we tune $\beta$ towards the transition from either side, we observe that the power-law exponent $a$ decreases, reaching its lowest value of 3.3 at the critical point [see inset of Fig. 4(b)]. Thus, up to logarithmic corrections that likely account for the deviation away from the engineering value $\alpha = 3$ in our 2000 site spin chain, we find that our numerical results are consistent with the expected critical scaling at the transition.

**V. CONCLUSIONS**

We have explored the notion of a dynamical finite-temperature transition by investigating a concrete model: the hJJ’ model. This investigation is made possible by the development of the RSRG-X, which we also describe in this paper. Although notions of a dynamical finite-temperature phase transition have appeared in the literature before, we offer a detailed description of a specific example of this type of transition.

Specifically, in the thermodynamic sense, the hJJ’ model has a $0^+$ and a $0^-$ temperature quantum phase transition. Away from these two zero-temperature phase transitions, the model displays no singularities in any of its thermodynamic observables. However, connecting this pair of quantum critical points, we find the HGT line, associated with singular behavior in dynamical observables including dynamical spin autocorrelations and heat conductivity.

---

FIG. 4. (a) Low-frequency heat conductivity plotted as a function of temperature. At the phase transition, the system becomes least localized, which is associated with a cusp in the heat conductivity. Inset: Same data plotted on a log-linear scale supporting the form $\kappa \sim e^{-\text{const} |\beta - \beta_c|}$. (b) Heat conductivity plotted as a function of frequency for five different temperatures. The low-frequency heat conductivity displays power-law scaling with frequency $\kappa(\omega) \sim \omega^\alpha$. Inset: $\alpha$ as a function of $\beta$ (see text). [In all cases, $\delta_\beta = -0.555$ and $\Delta J' = -0.2$. Error bars indicate uncertainty due to disorder averaging; uncertainty due to Monte Carlo sampling is always smaller. Dashed lines in (b) indicate the region being fitted for the inset.]
We, therefore, add a new type of universality to the lore of critical phenomena.

Finally, we note that the RSRG-X method could find applications in describing many-body eigenstates, especially localized eigenstates, in other models both in 1 D and in higher dimensions.
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Note added.—Recently, a paper describing a method that has some similarities to our RSRG-X appeared [37]. Another paper posted in parallel to this one explores the HGT from the complementary viewpoint of the time evolution following a quench [38].

APPENDIX A: RSRG-X GENERAL FRAMEWORK

Our results rely on the extension of the real-space renormalization group to obtain and sample the excited spectrum of a 1 D problem. The method, which we refer to as RSRG-X, follows closely the ground-state-relevant constructions in Refs. [23–27]. In both cases, we iteratively eliminate the strongest local pieces of the Hamiltonian and construct the many-body state as an approximate tensor product of the strong terms. New low-energy terms arise during the elimination process, and they are calculated within second-order perturbation theory via a Schrieffer-Wolff transformation. The method concludes when all degrees of freedom are eliminated, or when the Hamiltonian consists only of mutually commuting terms.

We describe a single iteration step of the RSRG-X method. Our analysis assumes local Hamiltonians of the following form:

$$\mathcal{H} = \sum_i \mathcal{H}_{i/2},$$  \hfill (A1)

where the terms with an integer index pertain to a site, and the terms with a half-integer index pertain to bonds, and have a nontrivial effect on the tensor product of the two Hilbert spaces of the appropriate two neighboring sites. The first task in the RSRG-X elimination step is to separately solve the local Hamiltonians $\mathcal{H}_{i/2}$ and find the term $\mathcal{H}_{m/2}$ with the largest energy gap in its spectrum.

Next, we concentrate on the three pieces $\mathcal{H}_{m/2, (m+1)/2} = \mathcal{H}_{(m-1)/2} + \mathcal{H}_{m/2} + \mathcal{H}_{(m+1)/2}$ and partially solve for the many-body ground state using a Schrieffer-Wolff transformation. We assume that the largest gap separates the energies of two subspaces of the domain of $\mathcal{H}_{m}$; we denote them with the letters $a$ and $b$, and also define $P_a$ and $P_b$ as projections onto them. For convenience, we rewrite the three-term Hamiltonian in the following way:

$$\mathcal{H}_{m/2, (m\pm1)/2} = H_0 + V.$$  \hfill (A2)

$H_0$ encodes the largest gap we identified and ignores all the degeneracy-breaking effects within the high- and low-energy subspaces. Without loss of generality, we write $H_0$ as

$$H_0 = \frac{\lambda}{2} \begin{pmatrix} I_a & 0 \\ 0 & -I_b \end{pmatrix},$$  \hfill (A3)

where $\lambda$ is the size of the largest local gap, and $I_a$ and $I_b$ are two identity matrices with dimensions corresponding to the dimension of the subspaces $a$ and $b$. Our goal is to find a unitary transformation $e^{iS}$, such that

$$[e^{iS}(H_0 + V)e^{-iS}, H_0] = 0,$$  \hfill (A4)

i.e., that eliminates the pieces in $V$ that mix the subspaces $a$ and $b$. We perform this task perturbatively, expanding $S = S^{(0)} + S^{(1)} + S^{(2)} + \cdots$ in powers of $V$.

To facilitate the task, we introduce the notation that $P_a$ is a projection onto subspace $a \in \{a, b\}$, $P_a$ is the projection onto the complementary subspace, $(-1)^x = 1$, and $(-1)^y = -1$. $S^{(0)} = 0$ since $H_0$ does not connect the two subspaces. $S^{(1)}$ is found by solving $P_a[(iS^{(1)}, H_0) + V]P_a = 0$, which yields

$$S^{(1)} = \frac{1}{i\lambda} \sum_a \frac{(-1)^x}{i\lambda} P_a VP_a.$$  \hfill (A5)

We note that, due to the structure of $H_0$, $\{iS^{(1)}, H_0\} + \sum_a P_a VP_a = 0$. Using $S^{(1)}$, we can find the effective Hamiltonian, for the two subspaces, up to second order:

$$\mathcal{H}_{\text{eff}} = e^{iS}(H_0 + V)e^{-iS} - H_0 \approx \sum_{a=0} P_a[V + \{iS^{(1)}, V\}$$

$$- \frac{1}{2} \{\{S^{(1)}, H_0\} + S^{(1)} H_0 S^{(1)}\} P_a],$$  \hfill (A6)

where $\{f, g\}$ represents the anticommutator $fg + gf$. 
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If we are interested in the corrections to the wave functions, we need to know the unitary transformation $e^{iS}$ up to second order. $S^{(2)}$ is found by solving $P_a([iS^{(2)}, H_0] + [iS^{(1)}, V] - \frac{1}{2}((S^{(1)})^2, H_0) + S^{(1)}H_0S^{(1)})P_a = 0$, which yields

$$S^{(2)} = \frac{1}{i\lambda^2} \sum_a P_a V(P_a - P_a)V P_a.$$  \hfill (A7)

To make the RSRG-X method work, the Schrieffer-Wolff perturbation theory must converge. We infer from the above forms that a necessary condition is that the largest eigenvalue must be smaller in absolute value than $\lambda$: $||V|| \ll \lambda$. This should also be sufficient in most physical cases, but we do not attempt to pursue a proof of this notion, but rather rely on small-size numerics to confirm the validity of the method.

**APPENDIX B: APPLICATION TO THE hJJ’ MODEL**

The hJJ’ model naturally fits the mold of the RSRG-X model, just as the TFIM has become the ubiquitous example for the ground state RSRG method. Following the convention of Eq. (1), we write the site and bond terms, respectively, as

$$\mathcal{H}_i = -h_i \sigma_i^x, \quad \mathcal{H}_{i+1/2} = -J_{i} \sigma_i^x \sigma_{i+1}^x - J'_{i} \sigma_i^z \sigma_{i+1}^z.$$  \hfill (B1)

We concentrate on the case in which $J'$ is small and, therefore, can be treated perturbatively. In this case, the largest gap in the chain may arise either due to a site Hamiltonian, i.e., a large field $h_i$, or a bond Hamiltonian, i.e., a large Ising term $J_i$. For notational simplicity, we assume that the largest coupling occurs on site $i = 2$, and we refer to Figs. 2(c) and 2(d) for the definition of the notation. Applying the Schrieffer-Wolff transformation, we find the site dominant rule to be

$$\tilde{h}_1 \rightarrow h_1 + c J_1', \quad \tilde{h}_3 \rightarrow h_3 + c J_2',$$  \hfill (B2)

$$\tilde{J}_1 \rightarrow c \frac{J_1 J_2}{h_2}, \quad \tilde{J}_1' \rightarrow 0,$$  \hfill (B3)

$$\lambda \rightarrow c \left( \frac{h_2^2 + J_2^2}{2h_2} \right),$$  \hfill (B4)

and the bond dominant rule to be

$$\tilde{h}_1 \rightarrow h_1 + c \frac{h_2 J_1'}{J_2}, \quad \tilde{h}_c \rightarrow h_c + c \frac{h_3 J_1'}{J_2},$$  \hfill (B5)

$$\tilde{h}_4 \rightarrow h_4 + c \frac{h_3 J'_2}{J_2},$$  \hfill (B5)

$$\tilde{J}_1 \rightarrow c J_1, \quad \tilde{J}_c \rightarrow J_3.$$  \hfill (B6)

Here, $c = \pm 1$ indicates the choice of the local Hilbert space (tree branch) and $\lambda$ is the shift of the energy eigenvalue.

The most important thing in the RSRG-X procedure is that no relevant new terms are produced, and the decimation step could repeat itself until all degrees of freedom in the chain are accounted for.

**APPENDIX C: NUMERICS**

The RSRG-X procedure was performed numerically on random spin chains with length $L$ from 500 to 2000 spins. For each realization of disorder, we performed $5 \times L$ equilibration Monte Carlo steps, followed by $2 \times (10^5 - 10^9)$ data collection Monte Carlo steps. The initial distributions for $J_i$, $h_i$, and $J'_i$ were selected to be uniform distributions with the following ranges:

$$P[J] = U(0.3, 1 - s), \quad P[h] = U(0.3, 1 + s), \quad P[J'] = U(0, \Delta_J).$$  \hfill (C1)

where $U[a, b]$ indicates the uniform distribution that ranges from $a$ to $b$, $s$ is the initial shift of the distribution (which we translate into the initial value of the tuning parameter $\delta_i$), and $\Delta_J$ corresponds to the width of the initial $J'$ distribution. We note that, while we only used positive-definite initial distributions of $J$ and $h$, we looked at both positive-definite ($\Delta_J > 0$) and negative-definite ($\Delta_J < 0$) initial distributions of $J'$.

**APPENDIX D: DERIVATION OF THE HEAT CONDUCTIVITY**

To find the heat current operator, we apply the relation $j_i = [\sum_{k=1}^i \mathcal{H}_i, \mathcal{H}_i]$ to the TFIM model and obtain $j_i = -2i J_i h_i \sigma_i^x \sigma_{i+1}^x$. Here, we do not include $J'$ contributions because $J'$ is an irrelevant operator that will not affect the low-frequency thermal conductivity. In order to compute the heat current operator at a given RG step, we use the renormalized Hamiltonian in the commutation relation. We note that using the Schrieffer-Wolff transformation on the heat current operator as we run the RG yields exactly the same result as the direct calculation using the renormalized Hamiltonian because the heat current operator is directly tied to the Hamiltonian.

To compute the thermal conductivity, we follow Ref. [28] and write the Kubo formula [Eq. (6)] in terms of an explicit trace over many-body eigenstates:
\[ \kappa(\omega) = \frac{\pi}{oZL} \sum_{m,n} \delta(\omega + E_m - E_n) e^{-\beta E_n} \times (1 - e^{-\beta\omega}) |\langle m | \sum_i j_i | n \rangle|^2, \] (D1)

where \( Z \) is the partition function. To evaluate \( \kappa \) using Monte Carlo methods, we sample over the states \( |m\rangle \). To determine \( E_n \) and the matrix element \( \langle m | \sum_i j_i | n \rangle \), we assume that the most important contribution comes from the local Hamiltonian that is being decimated at the scale \( \omega \). That is, if we are decimating the bond \( J_k \), then \( E_n = E_m - \omega / 2 \approx E_m - 2J_k \) and \( \langle m | \sum_i j_i | n \rangle \approx 2J_k h_{k+1} \).

Similarly, if we are decimating the site \( h_k, E_n = E_m - 2h_k \) and \( \langle m | \sum_i j_i | n \rangle \approx 2J_{k-1} h_k \).

In the noninteracting case, we can evaluate \( \kappa \) explicitly, as the partition function becomes a product of \( \kappa \) functions of the individual RG steps. Thus, we can explicitly write down the heat conductivity

\[ \kappa(\omega) = \frac{1}{o_o} n(\omega) P(\omega') \int_0^\omega R(\omega'; \omega) (2\omega')^2 \omega \tanh(\omega / T) \] (D2)

\[ + (P \leftrightarrow R), \]

where \( n(\omega) \) is the fraction of the sites that survive at the scale \( \omega \) and \( P(\omega', \omega) \) is the distribution of \( [\omega] \)'s \([|h|]'s at scale \( \omega \). Using the critical and off-critical distributions from Ref. [27], we find

\[ \kappa(\omega) \sim \begin{cases} \omega^{3+2|\beta|} & \omega < T \\ \omega^{2+2|\beta|} & \omega > T. \end{cases} \] (D3)

We observe that the exponent at criticality can be obtained from the engineering dimensions using the following facts: the dimensionality of the heat current operator \( [j_k(\omega)] \sim o^2 \), the distribution functions \( P(\omega', \omega) = [R(\omega', \omega)] = o^{\omega^2} \), and remembering that \( \tanh(\omega / T) \) contributes a power of \( \omega \) in the “hydrodynamic” regime \( o \approx T \). The first logarithmic correction to this result is \( \log(1 / o)^{-1} \), where two powers of the logarithm come from the density of states, one power comes from the \( J \) distribution, and one power from the \( h \) distribution.

**APPENDIX E: BENCHMARKING**

Here, we benchmark our RSRG-X method against numerical and analytic solutions of free-fermion models and against exact diagonalization calculations on small \( hJ' \) chains. Before starting, we note that the RSRG-X method is only asymptotically exact: as one performs RSRG-X steps and flows towards stronger disorder, the method becomes more accurate. Consequently, for the case of weak disorder, one can compare scaling properties, but direct comparisons of objects like many-body spectra are expected to work only for the case of strong disorder. First, we look at exactly solvable spin chains and make a comparison of scaling properties obtained from RSRG-X with those obtained from exact diagonalization and analytically. We then move on to the nonintegrable \( hJ' \) spin chains and show that, in the limit of strong disorder, the RSRG-X becomes exact.

We begin by looking at the single-particle spectrum of long \( hJ \) spin chains. In particular, we are interested in the low-energy part of this spectrum as it is responsible for the low-frequency dynamical properties of the system such as the ac heat conductivity and the dynamic spin-correlation function. Generically, the effective couplings generated in each RSRG-X step depend on the branching choice. However, in the absence of interactions \( (J' = 0) \), the magnitude of the generated couplings becomes independent of the branching choice. Therefore, in the noninteracting case, we can associate each branching choice with a quasiparticle with the energy that corresponds to the splitting between the two choices. Eqs. (B4) and (B8).

On the other hand, the exact single-particle excitation spectrum can also be obtained by converting the \( hJ \) model Hamiltonian into the free-fermion form

\[ H = \sum_i (J_i \langle c_i^+ c_{i+1}^+ + c_i^+ c_{i+1} + \text{H.c.} \rangle + h_i (1 - 2c_i^+ c_{i+1}^+)) \] (E1)

and finding the corresponding eigenvalues numerically.

FIG. 5. (a) Comparison of the single quasiparticle spectrum for a representative 1000 spin \( hJ \) chain at criticality computed using RSRG-X and exact diagonalization (ED). (b) Comparison of the distribution of quasiparticle energies obtained using RSRG-X and ED for the \( hJ \) model. The data were obtained from 50 disorder realizations of 1000 spin chains at criticality.
To compare the single-particle RSRG-X spectrum with the exact one, we run the two methods on spin chains of 1000 spins. For the initial disorder distributions, we use flat distributions \( P(J_i) = \theta(J_i - 1) \) and \( P(h_i) = \theta(1 - h_i) \). Using identical distributions for the \( h_i \)'s and \( J_i \)'s ensures that the spin chain is critical and, thus, least local, which provides the most stringent test of the RSRG-X. In Fig. 5(a), we compare the average single-particle spectrum, for a collection of 50 disorder realizations, computed using the two different methods. We observe that there is some deviation between the two spectra at intermediate energies, but the low-energy excitations look quite similar.

To quantify the similarities between the single-particle spectra obtained using RSRG-X and exact diagonalization, we bin the eigenvalues obtained from the 50 disorder realizations and plot their probability distribution \( P(\epsilon) \) [see Fig. 5(b)]. At low frequencies, we observe that the two methods obtain a nearly identical form of \( P(\epsilon) \sim e^{-\epsilon} \) (with \( \alpha \to 0 \) at criticality). The mismatch between RSRG-X and ED is a consequence of the errors made by the RSRG-X in the initial part of the flow, before strong disorder is reached. The existence of the mismatch indicates that nonuniversal properties like \( T_c \) may not be accurately computed by RSRG-X. However, the fact that we obtain the correct low-frequency scaling form using the RSRG-X methods indicates that it should provide a good description of the universal low-frequency properties.

Next, we move to benchmarking RSRG-X applied to nonintegrable spin chains. In this case, the only reliable method at our disposal is ED. Since ED works only for very small systems, it cannot be used for investigating scaling properties. Instead, we focus on the more limited goal of showing that RSRG-X becomes asymptotically exact as we approach the strong disorder limit. To make the comparison, we focus on the many-body eigenspectra and the overlap of eigenfunctions. To set up the comparison, we must choose how to simulate strong disorder. We choose to use power-law initial distributions of the form \( P(J) \sim J^{1/\alpha-1} \), \( P(h) \sim h^{1/\beta-1} \), where the constants \( \alpha \) and \( \beta \) control the disorder strength (increasing \( \alpha \) and \( \beta \) corresponds to stronger disorder). To ensure that either \( J \) or \( h \) but not \( J' \) is the largest.

FIG. 6. (a)–(c) Comparison of the 1024 many-body eigenvalues computed using RSRG-X and ED for three representative 10-spin \( hJ' \) chains with weak, medium, and strong disorder. (d)–(f) Zoom in on spectra shown in (a)–(c). (g)–(i) Overlap of RSRG-X and ED eigenfunctions. The average overlap for the given disorder realization is indicated in the bottom of the figure (the disorder averaged overlap, frmr Fig. 7, is indicated in brackets). (See text for details.)
local coupling, we pick $J'_i$ from a uniform distribution with the range $\left[(0-0.2) \max \{J_i, h_i, h_{i+1} \}\right]$. To systematically observe the influence of the disorder, we use three values of disorder strength: weak ($a = b = 1$), medium ($a = b = 4$), and strong ($a = b = 7$). We compute the full many-body eigenspectra and the corresponding eigenfunctions for 10 site chains with weak, medium, and strong disorder using ED and RSRG-X. Comparing the many-body eigenspectra, Figs. 6(a)–6(c), we see that the spectra obtained by ED and RSRG-X look similar. Zooming in on the middle part of the spectrum, Figs. 6(d)–6(f), we observe that for weak disorder there is some difference in the ED and the RSRG-X spectrum; however, as the disorder strength increases, the ED and RSRG-X spectra match better and better. We also compare the overlap of the eigenfunctions computed using RSRG-X with those obtained using ED. In particular, for each RSRG-X eigenfunction $\psi_i$, we compute the overlap with the best matching ED eigenfunction $\phi_j$ (i.e., we maximize $\langle \psi_i | \phi_j \rangle^2$ over $j$’s). We plot the resulting overlaps in Figs. 6(g)–6(i). We observe that even in the case of weak disorder, we find significant overlap, showing that RSRG-X is performing a good job of capturing the qualitative features of the eigenfunctions. As we crank up the disorder, we find that the overlap becomes extremely good for medium and essentially perfect for strong disorder.

Here, we benchmark the RSRG-X method. In particular, we show by comparing the RSRG-X method with exact diagonalization that RSRG-X becomes essentially exact in the asymptotic limit of strong disorder. The strong disorder limit is precisely the regime that is needed for understanding the many-body localized state and its universal, low-frequency properties. Surprisingly, we also find that the RSRG-X can capture the essential features of the many-body eigenstates even at weak disorder, thus showing that it has some applicability even outside of the scaling regime that it was designed for.
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