Soliton dynamics in gas-filled hollow-core photonic crystal fibers

Citation for published version:
Saleh, MF & Biancalana, F 2016, 'Soliton dynamics in gas-filled hollow-core photonic crystal fibers', Journal of Optics, vol. 18, no. 1, 013002. https://doi.org/10.1088/2040-8978/18/1/013002

Digital Object Identifier (DOI):
10.1088/2040-8978/18/1/013002

Link:
Link to publication record in Heriot-Watt Research Portal

Document Version:
Peer reviewed version

Published In:
Journal of Optics

General rights
Copyright for the publications made accessible via Heriot-Watt Research Portal is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
Heriot-Watt University has made every reasonable effort to ensure that the content in Heriot-Watt Research Portal complies with UK legislation. If you believe that the public display of this file breaches copyright please contact open.access@hw.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Soliton dynamics in gas-filled hollow-core photonic crystal fibers
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Gas-filled hollow-core photonic crystal fibers offer unprecedented opportunities to observe novel nonlinear phenomena. The various properties of gases that can be used to fill these fibers give additional degrees of freedom for investigating nonlinear pulse propagation in a wide range of different media. In this review, we will consider some of the new nonlinear interactions that have been discovered in recent years, in particular those which are based on soliton dynamics.

\section{I. INTRODUCTION}

A soliton is a nonlinear localized wave possessing a particle-like nature, which maintains its shape during propagation, even after an elastic collision with another soliton. In optics, this special wave-packet can arise due to the balance between nonlinear and dispersive effects. Based on confinement in time or space domain, one can have either temporal or spatial solitons. Both kinds of optical solitons can occur due to the third-order nonlinearity, named as Kerr effect \cite{1} that leads to an intensity-dependent refractive index of the medium. This nonlinear dependence results in spatial self-focusing and temporal self-phase modulation \cite{2}. A spatial soliton is formed when the self-focusing effects counteracts the natural diffraction-induced broadening of the pulse. Similarly, a temporal soliton is developed when the self-phase modulation effects compensates the usual dispersion-induced broadening.

The possibility of soliton propagation in the anomalous dispersion regime of an optical fiber was predicted by analyzing theoretically the nonlinear Schrödinger equation (NLSE) \cite{3}. Due to the lack of ultrashort pulses in this regime, the experimental verification was delayed until 1980, when Mollenauer et al. were able not only to excite a fundamental soliton but also a higher-order soliton \cite{4}. A \textit{Nth}-order soliton that represents a joint state of \textit{N} fundamental solitons, can propagate in a periodic way consisting of pulse splitting followed by a recovery to the original pulse after a characteristic propagation length.

\textit{Supercontinuum generation}, which is a massive pulse broadening, was first observed in step-index silica-core optical fibers by pumping in the normal dispersion regime \cite{5} due to mutual interaction between the self-phase modulation effect and Raman-scattering process \cite{6}. After the availability of ultrashort sources in the anomalous dispersion regime, experiments show that soliton emission leads to broadband supercontinuum generation in optical fibers \cite{7–11}. In this case, an energetic pulse or a \textit{Nth}-order soliton is continuously temporally compressed and spectrally broadened due to the interplay between the anomalous dispersion and Kerr effect. After a certain propagation distance, the pulse breaks up and a series of fundamental solitons are ejected in a process known as \textit{soliton fission} due to higher-order dispersion effects. The energies of the higher-order soliton was shown to be equal to the sum of energies of its constituents \cite{12}. Because of the intrapulse Raman scattering of silica, the central frequency of the fundamental solitons are continuously downshifted during propagation \cite{13, 14}. This frequency shift continues until it saturates when the soliton gets chirped \cite{15}. Also, the transfer of energy from each fundamental soliton to a weak narrowband dispersive wave in the normal dispersion regime can be stimulated via the higher-order dispersion effects \cite{16}.

\textit{Photonic crystal fibers} (PCFs) are microstructured fibers that can be engineered in various ways to tailor their linear and nonlinear properties. PCF structures are fabricated using different techniques. The most widely used method is based on stacking a number of capillary tubes in a suitably shaped preform to form the desired arrangement, which is then drawn down to a fiber. This has led to the fabrication of the first silica-air endlessly single mode PCF \cite{17}. Followed by a series of successful experiments, PCFs with special characteristics have been demonstrated such as PCFs with large mode area \cite{18}, dispersion controlled \cite{19, 20}, hollow-core \cite{21}, multicore \cite{22}, and birefringence \cite{23}. Another different technique to manufacture PCFs (so-called Omniguide fibers) is to deposit chalcogenide glass on a polymer using thermal evaporation, then wrap it to form multilayered Bragg fibers \cite{24–26}. A full thorough review of the history, fabrication, theory, numerical modeling, and applications of PCFs are found in \cite{27}.

\textit{Solid-core} PCFs guides light via total internal reflection similar to step-index fibers. However, the additional degrees of freedom provided by modifying the capillary diameters open up different possibilities to engineer the fiber properties, such as shifting its zero dispersion wavelength (ZDW) \cite{19}, or enhancing its Kerr nonlinearity via reducing its effective-core area \cite{28}. A number of simultaneous experiments have succeeded in exploiting these new advantages offered by solid-core PCFs in generating broadband supercontinuum \cite{20, 29–31}. Supercontinuum generation in solid-core PCFs has been reviewed in \cite{32}.

\textit{Hollow-core} (HC) PCFs have also attracted much interest since their invention \cite{21, 33, 34}, because of their potential for lossless and distortion-free transmission, particle trapping, optical sensing, and novel applications in nonlinear optics \cite{35–37}. HC-PCFs can be classified into two different categories based on the guiding mechanism. Photonic bandgap (PBG) HC-PCFs guide light...
II. NONLINEAR PULSE PROPAGATION IN GUIDED KERR MEDIA

Nonlinear pulse propagation in a lossless Kerr medium can be described by the scalar nonlinear Schrödinger equation (NLSE),

\[ i \partial_t A + \sum_{m=2}^{\infty} \frac{\gamma}{m!} \beta_m \partial_t^m A + \gamma |A|^2 A = 0, \]  

(1)

where the slowly varying envelope approximation (SVEA) is assumed, \( A(z, t) \) is the complex envelope of the electric field in units of \( W^{1/2} \), \( z \) is the longitudinal coordinate along the fiber, \( t \) is time in a reference frame moving with the pulse group velocity, \( \beta_m \) is the \( m \)th order dispersion coefficient calculated at the pulse central frequency \( \omega_0 \), and \( \gamma \) is the nonlinear Kerr coefficient. This equation can be usually numerically integrated using the split-step Fourier method [15]. The second term is usually taken as a fit of the dispersion in the frequency domain \( \omega \) as \( \sum_{m=2}^{\infty} \beta_m (\omega - \omega_0)^m / m! \) or in an approximation-free manner as \( \beta(\omega) = - \beta_0 - \beta_1 (\omega - \omega_0) \) in those cases when the dispersion relation \( \beta(\omega) \) of the waveguide under consideration is known. In a regime of deep anomalous dispersion, i.e. for \( |\beta_2| \gg |\beta_{m>2}| \), the normalized solution of Eq. (1) is the fundamental Schrödinger soliton,

\[ \psi(\xi, \tau) = N \text{sech}(N\tau) \exp \left( i N^2 \xi / 2 \right), \]  

(2)

where \( N \) is an arbitrary parameter that controls the soliton amplitude and width, \( \xi = z / \lambda_0 \), \( \tau = t / t_0 \), \( \psi = A / A_0 \), \( A_0^2 = 1 / (\gamma \lambda_0) \), \( \lambda_0 = \lambda_0^f / |\beta_2| \) is the second-order dispersion length at \( \omega_0 \), and \( t_0 \) is the input pulse duration.

There are some limitations in using the above NLSE, for instance: i) when studying ultrashort pulses, with few optical cycles (\( \omega_0 t_0 \approx 1 \)), since the SVEA is no longer valid, and ii) investigating polarization effects in birefringent waveguides requires to take into account the vector nature of the electric field. Alternative, more accurate methods of simulating the propagation of electromagnetic pulses in dielectric media are the finite difference time domain (FDTD) method [55–59] or the recent unidirectional pulse propagation equation (UPPE) [60, 61]. However, accuracy is achieved at the expense of an increased computational effort, as well as a deficiency of understanding different physical mechanisms behind the pulse dynamics.

There are also several advantages in using the NLSE: i) suitability in generalizing the NLSE to include different phenomena such as Raman nonlinearity, self steepening, and photoionization effects; and (ii) the possibility of using well-known analytical techniques such as variational perturbation theory to study new nonlinear effects [15].

Based on our experience, the NLSE method can usually produce very good qualitative and quantitative results, usually accompanied by a deep physical understanding of pulse dynamics. In this review, it is our aim to present recent and novel SVEA equations that are able to provide a full understanding of the salient dynamics of pulse propagation in gas-filled fibers.

Intrapulse Raman scattering redshift — In a molecular medium, a fraction of optical power can be transferred from one pulse to another via Raman effect, when the frequency difference between the two pulses matches with the vibrational modes of the medium. This effect can occur within a single pulse, when it is too short and has a broad spectrum that exceeds the Raman-frequency shift. In this case, the high-frequency (blue) spectral components of the pulse continues to amplify the low-frequency (red) components during propagation. This amplification appears as a redshift of the pulse spectrum, known as intrapulse Raman redshift. The NLSE can be modified
to study this effect in silica-core fibers [15],

$$i\partial_t \psi + \sum_{m=2}^{m=20} \frac{i^m \alpha_0}{t_0^m m!} \beta_m \partial_m^m \psi + |\psi|^2 \psi - \tau R \partial_t |\psi|^2 = 0,$$

where $\tau R$ is the Raman coefficient in normalized units. To investigate this effect, higher-order dispersion coefficients are first neglected ($\beta_{m>2} = 0$) for simplicity. For weak Raman nonlinearity, and absence of higher-order dispersion coefficients $\beta_{m>2}$, the solution of Eq. (3) can still be assumed to be a fundamental soliton that is perturbed by the Raman effect, i.e. $\psi (\xi, \tau) = \text{sech} [N (\tau - \tau (\xi))] \exp [-i \delta (\xi) \tau]$, where $\delta$ and $\tau$ are the soliton central frequency and temporal peak that change during propagation because of Raman scattering. Applying perturbation theory [15], the soliton is found to be linearly redshifting in the frequency domain with rate $g = \frac{\mu}{\tau R} N^2$, and decelerating in the time domain, i.e. $\delta = -g \xi$, and $\tau = g \xi^2 / 2$.

III. RAMAN EFFECT IN GAS-FILLED HC-PCFS

Unlike silica glass, which has a very broad Raman spectrum, stimulated Raman scattering processes in gases have a narrow Raman-gain spectrum. For this reason, gases are characterized by having a very long molecular coherence relaxation (dephasing) time, of the order of hundreds of picoseconds or even more, in comparison to the short relaxation time of phonon oscillations in silica glass (approx. 32 fs). Within this long relaxation stage, the medium can exhibit a highly non-instantaneous response to pulsed excitations. Raman responses can be manifested in either rotational or vibrational modes. Nonlinear interactions between optical pulses and Raman-active gases have been usually exploited in the synthesis of ultrafast pulses [62-66].

Conventional approaches have been used to enhance Raman scattering in gases such as focusing a laser beam into a gas confined in a fiber-coupled cavity [67], or employing a gas-filled high-finesse Fabry-Perot cavity to increase the interaction length [68]. However, Benabid et al. have exploited the benefits of HC-PCFs and have demonstrated Stokes-generation via Raman scattering using only few microjoule optical pulses in hydrogen-filled HC-PCF [35]. The range of the used energies in this experiment were nearly two-order of magnitude less than other values reported in prior techniques; demonstrating the capability of HC-PCFs to enhance nonlinear Raman interactions in gases.

F. Belli et al. have recently shown an ultrabroadband supercontinuum generation spanning from 125 nm in the vacuum-UV to 1200 nm in the mid infrared regime, when pumping a H$_2$-filled photonic crystal fiber using a 30 fs pulse centered at wavelength 805 nm with energy 2.5 $\mu J$ [69]. The uniqueness of this work is the extension of supercontinuum generation below 200 nm. Due to the interplay between the Kerr effect, the Raman responses of both the rotational and vibrational excitations, and the shock effect along the fiber with different levels of pulse compression, a dispersive wave at 182 nm on the trailing edge of the pulse is emitted that broadens the spectrum into the vacuum-UV region.

Density matrix theory— The dynamics of the Raman polarization (also called coherence $P_R$) due to a single Raman mode excitation in gases can be determined by solving the Bloch equations for an effective two-level system [66, 70],

$$\partial_t w + \frac{w + 1}{T_1} = \frac{i \alpha_{12}}{\hbar} (\rho_{12} - \rho_{12}^*) E^2,$$

$$\left[ \partial_t + \frac{1}{T_2} - i \omega_R \right] \rho_{12} = \frac{i}{2\hbar} [\alpha_{12} w + (\alpha_{11} - \alpha_{22}) \rho_{12}] E^2,$$

where $\alpha_{ij}$ and $\rho_{ij}$ are the elements of the 2×2 polarization and density matrices, respectively, $E (z, t)$ is the real electric field, $\omega_R$ is the Raman frequency of the transition, $w = \rho_{22} - \rho_{11}$ is the population inversion between the excited and ground states, $\rho_{22} + \rho_{11} = 1$, $\rho_{21} = \rho_{12}$, $\alpha_{12} = \alpha_{21}$, $N_0$ is the molecular number density, $T_1$ and $T_2$ are the population and polarization relaxation times, respectively, and $\hbar$ is the reduced Planck’s constant. Solving these coupled equations, the Raman polarization is then given by $P_R = [\alpha_{11} \rho_{11} + \alpha_{22} \rho_{22} + (\alpha_{12} \rho_{12} + \rho_{12}^*)] N_0 E^2$. For weak Raman excitation, $\rho_{11} \approx 1$ and $\rho_{22} \approx 0$, i.e. the second term in $P_R$ can be neglected, while the first term increases the linear refractive index of the medium by a fixed amount.

Using Maxwell and Bloch equations and applying the SVEA, one can derive the following set of normalized coupled equations that govern pulse propagation in HC-PCFs filled by Raman-active gases,

$$i\partial_t \psi + \sum_{m=2}^{m=20} \frac{i^m \alpha_0}{t_0^m m!} \beta_m \partial_m^m \psi + |\psi|^2 \psi + \frac{\alpha_{12}}{4\hbar} \text{Re} (\rho_{12}) \psi = 0,$$

$$\partial_t w + \frac{w + 1}{T_1} \frac{t_0}{T_1} = -4 \mu w \text{Im} (\rho_{12}) |\psi|^2,$$

$$\partial_t w + \frac{t_0}{T_2} - i \omega_R \rho_{12} = i \mu w |\psi|^2,$$

where weak Raman excitation is assumed, $z_R = z_0 / (\alpha_{12} N_0 \omega_0)$ is the nonlinear Raman length, $\mu = P_0 / P_1$, $P_0 = A_0 \frac{\omega_0 \omega_0}{(\alpha_{12} \omega_0)}$, $\delta = \omega_0 \omega_0$, and $\text{Re}$ and $\text{Im}$ represent the real and imaginary parts.

For femtosecond pulses, the relaxation times of the population inversion ($T_1$) and the coherence ($T_2$) can be safely neglected, since they are of the order of hundreds of picoseconds or more. For instance, $T_1 \approx 20$ ns and $T_2 \approx 433$ ps for excited rotational Raman in molecular hydrogen under gas pressure 7 bar at room temperature [69, 71]. We have found also that the population inversion is almost unchanged from its initial value for pulses with energies in the order of few $\mu J$, i.e. $w (\tau) \approx w (-\infty) = -1$. The set of the governing equations Eq. (5) can be reduced to a single generalized
FIG. 1. Temporal evolution of an accelerated oscillating Raman polarization with period $\Lambda = 56.7$ fs induced by a propagating fundamental soliton with an amplitude $N_1 = 1.33$, a central wavelength 1064 nm, and a FWHM 15 fs in a H$_2$-filled HC-PCF with a Kagome-lattice cross section, a flat-top-flat core diameter 18 $\mu$m, a zero dispersion wavelength 413 nm, a gas pressure 7 bar, and a rotational Raman frequency $\omega_R = 17.6$ THz. The dashed yellow line represents the temporal evolution of the soliton that excites the coherence wave. The simulation parameters are $\gamma = 7.07 \times 10^{-8}$ W$^{-1}$ m$^{-1}$, $\beta_2 = -3425.5$ fs$^2$/m, $A_{\text{eff}} = 134$ $\mu$m$^2$, $\alpha_{12} = 0.8 \times 10^{-41}$ C m$^2$/V$^2$ [69, 73], and $t_0 = 11.34$ fs. The parameter $\gamma$ is calculated using the nonlinear susceptibility of H$_2$ [74]. For these parameters, we have found that higher-order dispersion and self steepening effects have a weak influence on the soliton dynamics. (After Ref. [53].)

nonlinear Schrödinger equation,

$$i\partial_t \psi + \frac{\beta_1 z_0}{t_0} \partial_z \psi + \frac{1}{2} \partial_z^2 \psi + |\psi|^2 \psi + R(\tau) \psi = 0,$$

where $R(\tau) = \kappa \int_{-\infty}^{\tau} \sin \left(\delta (\tau - \tau')\right) |\psi(\tau')|^2 d\tau'$ is the resulting Raman convolution, and $\kappa = \mu z_0/2R$ is the ratio between the Raman and the Kerr nonlinearities. By pumping in the deep anomalous dispersion regime ($\beta_2 < 0$), we can assume negligible higher-order dispersion coefficients $\beta_{m>2}$ can be neglected. For ultrashort pulses with durations $t_0 \ll 1/\omega_R$, $\sin \left[\delta (\tau - \tau')\right]$ can be expanded around the temporal location of the pulse peak by using the Taylor expansion. For instance, a fundamental soliton with amplitude $N$ and centered at $\tau = 0$ will induce a Raman contribution in the form of $R(\tau) \approx \kappa N \sin(\delta \tau) \left[1 + \tan \left(\frac{\langle N \tau \rangle}{2}\right)\right]$, the zeroth-order Taylor approximation. This soliton will generate a retarded sinusoidal Raman polarization that can impact the dynamics of another trailing probe pulse lagging behind it. On the other hand, for $t_0 \gg 1/\omega_R$, $R(\tau) \approx \gamma_R |\psi(\tau)|^2$ with $\gamma_R = \kappa / \delta$, i.e., the Raman nonlinearity is considered to be instantaneous. Hence, the Raman contribution would induce an effective Kerr nonlinearity that is significant, and can compete directly with the intrinsic Kerr nonlinearity of the gas [69, 72].

In the following, we will exploit the long Raman coherence induced by an ultrashort pulse in controlling pulse dynamics, see Fig. 1. We will study the propagation of two successive pulses separated by a delay $\ll T_1, T_2$ in the deep anomalous dispersion regime. The two pulses are assumed to have the same frequency, hence, they will propagate with the same group velocity, and experience the same dispersion. The leading pulse is an ultrashort strong ‘pump’ pulse $\psi_1$ with $t_0 \ll 1/\omega R$. In this case, Eq. (6) can be used to determine the pump solution by replacing $\psi$ by $\psi_1$. For weak Raman nonlinearity, the solution of Eq. (6) can be assumed to be a fundamental soliton that is perturbed by the Raman polarization, i.e. $\psi_1(\xi, \tau) = N_1 \operatorname{sech} [N_1 (\tau - u_1 \xi - \tilde{\tau}_1 (\xi))] \exp [-i \Omega_1 (\xi) \tau - u_1 \xi]$, where $u_1 = \beta_{11} z_0/t_0$, $\beta_{11}$ is the first-order dispersion coefficient of the pump, $N_1$, $\Omega_1$, and $\tilde{\tau}_1$ are the soliton amplitude, central frequency, and temporal location of the peak maximum, respectively. Assuming that we launch this soliton as a pump with $\tilde{\tau}_1 (0) = 0$, and using the variational perturbation method [15], we have found that this soliton is linearly redshifting in the frequency domain with rate $g_1 = \frac{i}{2} \kappa \pi \delta^2 \text{csch}(\pi \delta / 2N_1)$ and decelerating in the time domain, i.e. $\Omega_1 = -g_1 \xi$, and $\tilde{\tau}_1 = g_1 \xi^2 / 2$. In the case $t_0 < 1/\omega_R$, we have found that a factor of $\approx \frac{i}{2}$ might be used to correct the overestimated value of $g_1$, resulting from using the zeroth-order Taylor approximation. The treatments of the dynamics of the trailing pulse ‘probe’ $\psi_2$ are presented in Sec. III A and III B, when it is a weak long pulse and strong ultrashort soliton, respectively [53, 54]. The study of the pump-probe dynamics will prove crucial in the future understanding of the essential building blocks of supercontinuum generation in Raman-active gases when excited by ultrashort pulses [69, 75].

A. Weak probe evolution

When a second weak probe pulse is sent after the leading pump soliton, the probe evolution is ruled by the following equation:

$$i\partial_t \psi_2 + i u_2 \partial_z \psi_2 + \frac{1}{2m} \partial_z^2 \psi_2 + 2\kappa N_1 \sin(\delta \tilde{\tau}) \psi_2 = 0,$$

where $u_2 = \beta_{12} z_0 / t_0$, $m = |\beta_{21}| / |\beta_{22}|$, $\beta_{1j}$ and $\beta_{2j}$ are the first and the second order dispersion coefficients of the $j$th pulse with $j = 1, 2$. Going to the reference frame of the leading decelerating soliton, $\tilde{\tau} = \tau - u_1 \xi - g_1 \xi^2 / 2$, and applying a generalized form of the Gagnon-Bélinger phase transformation [76] $\psi_2 (\xi, \tilde{\tau}) \approx \phi (\xi, \tilde{\tau}) \exp \left[ i \tilde{\tau} (g_1 \xi + u_1 - u_2) + i (g_1 \xi + u_1 - u_2)^3 / 6 g_1 \right]$, Eq. (7) becomes [53]

$$i\partial_t \phi = -\frac{1}{2m} \partial_z^2 \phi + [-2 \kappa N_1 \sin(\delta \tilde{\tau}) + g_1 \tilde{\tau}] \phi.$$

This equation is the exact analogue of the time-dependent Schrödinger equation of an electron in a periodic crystal
in the presence of an external electric field. In Eq. (8)
time and space are swapped with respect to the con-
densed matter physics system, as usual in optics, and we
deal with a spatial-dependent Schrödinger equation of a
single particle ‘probe’ with mass $m$ in a temporal crys-
tal with a periodic potential $U = -2\kappa N_1 \sin (\delta \tau)$ in
the presence of a constant force $-g_1$ in the positive-delay
direction. The leading soliton excites a sinusoidal Raman
oscillation that forms a periodic structure in the refer-
cence frame of the soliton, as shown in Fig. 1. Due to soliton
acceleration induced by the strong spectral redshift, a
constant force is applied on this structure. Substituting
$\phi (\xi, \tau) = f (\tau) \exp (i\Omega \xi)$, Eq. (8) becomes an eigenvalue
problem with eigenfunctions $f$, and eigenvalue $-q$. The
modes of this equation are the Wannier functions [77]
that can exhibit Bloch oscillations [78], intrawell oscilla-
tions [79], and Zener tunneling [80] due to the applied
force.

**Wannier-Stark ladder** — Consider the propagation of
an ultrashort soliton with FWHM 15 fs in the deep anomalous dispersion regime of a H$_2$-filled HC-PCF with a
Kagome lattice. Exciting the rotational Raman shift fre-
quency in the fiber via this soliton will induce a long-
lived trailing temporal periodic crystal with a lattice con-
stant $\Lambda = 56.7$ fs, see Fig. 1, corresponding to the time
required by the H$_2$ molecule to complete one cycle of
rotation. In the absence of the applied force, the solu-
tions are the Bloch modes, while in the presence of the
applied force, the periodic potential is tilted, and the
eigenstates of the system are the Wannier functions por-
trayed as a 2D color plot in Fig. 2, where the horizontal
axis is the time and the vertical axis is the correspond-
ing eigenvalue. These functions are modified Airy beams
that have strong or weak oscillating decaying tails. Af-

![Image](image_url)

**FIG. 2.** A portion of the absolute eigenstates of a Raman-
induced temporal periodic crystals with a lattice constant $\Lambda = 56.7$ fs in the presence of a force with magnitude $g_1 = 0.1408$
in the positive-delay direction. The vertical axis represents
the corresponding eigenvalues $-q$. The dotted-dashed line
is the potential under the applied force. Other simulation
parameters are similar to that used in Fig. 1. (After Ref. [53].)

that after an eigenvalue step $g_1\Lambda$, the eigenstates are repeated,
but shifted by $\Lambda$, forming the Wannier-Stark ladder, well-
known in condensed matter physics. As shown, each po-
tential minimum can allow a single localized state with
very weak tails. A large number of delocalized modes
with long and strong tails exist between the localized
states.

**Bloch oscillations and Zener tunneling** — An arbitrary weak probe following the soliton will be decom-
posed into the Wannier modes of the periodic temporal
crystal. Due to beating between similar eigenstates in
different potential wells, Bloch oscillations arise with a
period $\delta/g_1$, while beating between different eigenstates
in the same potential minimum can result in intrawell
oscillations. In our case we did not observe in the sim-
ulations the latter kind of beating, since only a single
eigenstate is allowed within each well. Interference be-
tween modes lying between different wells are responsible
for Zener tunneling that allows transitions between differ-
ent wells (or bands). In the absence of the applied force
($g_1 = 0$), the band structure of the periodic medium can
be constructed by plotting the propagation constants of
the Bloch modes over the first Brillouin zone $[-\delta/2, \delta/2]$, as shown in Fig. 3(a). Zener tunneling occurs when a
particle transits from the lowest band to the next-higher
band. The evolution of a delayed probe in the form of the
first Bloch mode inside a H$_2$-filled HC-PCF under the
influence of the pump-induced temporal periodic crystal,
is depicted in Fig. 3(b). Portions of the probe are lo-
calized in different temporal wells. Bloch oscillations are
also shown with period 34.7 cm, which correspond to the
beating between localized modes in adjacent wells. Af-

B. Strong probe evolution

We now study the case when the delayed pulse is an-
other strong fundamental soliton, rather than a weak
probe pulse as in [53]. The governing equation for this
strong ‘probe’ is given by [54]

$$i\partial_\tau \psi_2 + \frac{1}{2} \partial^2_\tau \psi_2 + |\psi_2|^2 \psi_2 + R_2 (\tau) \psi_2 = 0. \quad (9)$$

For weak Raman nonlinearities, the solution of
this equation is another perturbed fundamental soli-
ton, $\psi_2 (\xi, \tau) = N_2 \text{sech} [N_2 (\tau - \tau_2 (\xi))] \exp [-i\Omega_2 (\xi) \tau]$ where
$N_2$, $\Omega_2$, and $\tau_2$ are the second soliton amplitu-
de, central frequency, and temporal location of the
peak maximum, respectively. When the soliton durations
FIG. 3. (a) Bandstructure of the temporal crystal induced by the leading ultrashort soliton propagating in the H$_2$-filled Kagome-lattice HC-PCF with $m = 1$ in the absence of the applied force. (b) Temporal evolution of a weak probe in the accelerated periodic temporal crystal. The probe initial temporal profile is a Gaussian pulse with FWHM 133.6 fs superimposed on the first Bloch mode of the periodic crystal in the absence of the applied force. The contour plot is given in a logarithmic scale and truncated at -60 dB. Other simulation parameters are similar to that used in Fig. 1. (After Ref. [53].)

FIG. 4. (Color online). Raman polarization induced by two fundamental solitons propagating in a gas-filled HC-PCF in a reference frame moving with the leading soliton. White solid lines represent the temporal evolution of the two solitons with the leading soliton, while black solid lines represent the temporal evolution of the second soliton superimposed on the total solution of the second soliton. White solid lines represent the temporal evolution of the two solitons with the leading soliton.  The contour plot is given in a logarithmic scale and truncated at -60 dB. Other simulation parameters are similar to that used in Fig. 1. (After Ref. [53].)

$\ll 1/\delta$, their Raman response functions can be approximated by using a Taylor expansion as [54],

$$R_2(\bar{\tau}) \approx \kappa \sum_{i=1,2} N_i \sin[\delta (\bar{\tau} - \bar{\tau}_i)] \left[ 1 + \tanh \left[ N_i (\bar{\tau} - \bar{\tau}_i) \right] \right].$$

(10)

The superposition of the induced-Raman effects by the two solitons will affect the trailing soliton dynamics.

Adopting the variational perturbation method to understand how Raman nonlinearities can affect the pulse dynamics [15], we have derived a set of coupled governing equations that determine the evolution of each soliton parameters [54],

$$\Omega_1 = -g_1 \xi, \quad \bar{\tau}_1 = g_1 \xi^2/2,$$

$$\Omega_2 = -g_2 \xi - g_2 \frac{2N_1}{N_2} \int_0^\xi \cos[\delta (\bar{\tau}_2 - \bar{\tau}_1)] \, d\xi,$$

$$\bar{\tau}_2 = - \int_0^\xi \Omega_2 \, d\xi,$$

(11)

where $g_j = \frac{1}{2} \kappa \pi \delta^2 \text{csch}(\pi \delta/2N_j)$. The first (leading) soliton will always linearly redshift in the frequency domain with rate $g_1$, and decelerate in the time domain. Whereas for the second (trailing) soliton, its dynamics depends on two different components: (i) its own (self) component that will lead to a linear redshift similar to the leading soliton, with rate $g_2$; (ii) a cross component representing the effect of the first soliton on the second soliton. The latter component is proportional to the ratio between their amplitudes and the cosine of the time difference between them. Since the cosine term varies between positive and negative values, the dynamics of the second soliton can switch back and forth between redshift and blueshift in the frequency domain or deceleration and acceleration in the time domain. This analytical model shows a very good agreement with the numerical model provided that the assumption of the soliton durations $\ll 1/\delta$ is satisfied. This method can be extended easily to the case of more than two solitons.

Figure 4 shows four special cases of the temporal evolution of the second soliton superimposed on the total induced-Raman polarization in a reference frame moving with the leading soliton $\bar{\tau} = \tau - g_1 \xi^2/2$. $N_2$ is chosen smaller than $N_1$ so that the cross component is comparable to the self component in Eq. (11). As we are operating in the anomalous dispersion regime, the positive (negative) variation of the refractive index represents a potential well (barrier). Thus, the periodic modulation of the refractive index corresponds to a sequence of alternative wells and barriers. Based on the initial time delay between the two solitons $\Delta \bar{\tau}_i$, the dynamics of the second soliton behaves differently. Also, the uniformity of the temporal crystal will be modified along the direction of propagation, resulting in a spatiotemporal modulation of the refractive index, i.e. a spatiotemporal crystal. Looking at Fig. 4, launching the second soliton at (a) the top of a barrier or (b) at the right edge of a well, the second soliton will be able to overcome the barriers during propagation, and transported across the potential by the acting force to the left direction. The output
spatiotemporal crystals are chirped along the direction of propagation in these cases. Interestingly, the second soliton in (b) experiences a net maximum self-frequency blueshift of 9.12 THz ≡ 51.4 nm after 10 cm of propagation, before it is redshifted. Launching the second soliton at (c) a potential minimum or (d) a left edge of a well, the second soliton will not be able to overcome the barriers in these cases, so it is trapped inside the well and will oscillate indefinitely. The amplitude of oscillation in (c) is very small, since the initial velocity of the soliton in this potential is zero. The soliton will oscillate in an asymmetric manner as in (d) due to the modified potential beyond the second soliton peak as well as the acting force that is opposite to the initial velocity. The resulting spatiotemporal crystals have uniform periods along the direction of propagation in these cases.

The temporal evolution of two successive ultrashort Gaussian pulses rather than fundamental solitons are depicted in Fig. 5 for different time delays. The two pulses have the same central frequencies and amplitudes, and the delay is again within the relaxation coherence time of the Raman-active gas. The two pulses will experience pulse compression and soliton fission processes. The ‘first’ leading pulse excites the Raman polarization ‘potential’ that will affect the ‘second’ trailing pulse. The dynamics of the leading pulse is certainly independent of the time delay and will encounter a self-induced Raman redshift (deceleration). The trailing pulse dynamics is influenced by its self Raman-induced effect as well as the cross-accelerated Raman polarization effect of the leading pulse. In Fig. 5, panel (a) shows the case when the self and cross components are working together, resulting in a strong delay in comparison to the first pulse. The situation when the self and cross components acts against each other is figured in panel (b), where initially the second pulse is nearly halted since the cross and self components cancel each other. When the second pulse is launched at one minima of the potential induced by the first pulse, the pulse is well-confined during propagation. Even after the pulse fission, the generated solitons are still traveling together, see panel (c). Launching at one potential-maxima, the dynamics of a tree-like behavior is obtained as shown in panel (d), where each soliton propagates in a different direction. In all these cases, the dynamics of each soliton depends on where exactly this soliton is born inside the total accelerated periodic potentials induced by other preceding solitons.

The above results will be of fundamental importance in the understanding of the building blocks of supercontinuum generation: the multitude of solitons propagating in the fiber influence each other in a well-defined way, managed by their intensities and their temporal separations. The condensed matter physics analogue effects will take place and they will determine the dynamics of each individual solitons in the supercontinuum process [69, 75]. This theory allows new nonlinear phenomena that are impossible to achieve in conventional solid-core optical fibers, and opens up new exciting venues for future discoveries.

**FIG. 5.** (Color online). Temporal evolution of two successive identical Gaussian pulses with profile $N \exp \left(-\tau^2/2 \right)$ in the gas-filled HC-PCF described in Fig. 4, with $N = 7$, and FWHM = 25 fs. The first pulse is launched at $\tau_1 \left(0 \right) = 0$. The second pulse is launched at: (a) $\tau_2 \left(0 \right) = 2\Lambda$, (b) $\tau_2 \left(0 \right) = 2.5\Lambda$, (c) $\tau_2 \left(0 \right) = 2.25\Lambda$, and (d) $\tau_2 \left(0 \right) = 2.75\Lambda$. (After Ref. [54].)

**IV. IONIZATION EFFECT IN GAS-FILLED HC-PCFS**

**Ionization Models** — Photoionization is the physical process in which an electron is released and an ion is formed due to the interaction of a photon with an atom or a molecule. The free electron density $n_e$ is governed by the rate equation [82]

\[
\frac{\partial n_e}{\partial t} = W \left(t \right) \left(n - n_e \right) - \eta n_e - \beta_r n_r^2,
\]

where $W$ is the ionization rate, $n$ is the total density of the atoms, and $\eta$ and $\beta_r$ are the electron attachments, and recombination rates, respectively. For pulses with pico-second duration or less, both $\eta$ and $\beta_r$ are negligible. Based on the so-called Keldysh parameter $p_K$ [83], photoionization can take place by multiphoton absorption $p_K > 1$, tunneling ionization $p_K < 1$ or both when $p_K \sim 1$. Several models have been developed to determine the dependence of the ionization rate on the electric field of the optical pulse, for instance, multiphoton ionization-based Keldysh-Faisal-Reiss model [84], tunneling-based Ammosov-Delone-Krainov method [85], Perelomov, Popov, and Terentev (PPT) hybrid technique [86], and Yudin-Ivanov model [87], which is a modification of the PPT technique. It has been shown experimentally that tunneling ionization is dominant over the multiphoton ionization in noble gases for pulses with intensities $\sim 10^{14}$ W/m$^2$ [88, 89], which is our case of study. A review of these processes and models is found in Ref. [90]. In the tunneling regime, the time-averaged ioniza-
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where \( \phi \) is a constant that is chosen to reproduce the physically observed value of the ionization threshold, and \( \Theta \) is a Heaviside function, introduced to cut the ionization rate to zero below the value of \( I_{th} \).

Photoionization results in decreasing the refractive index of the medium by a factor proportional to the square of the plasma frequency \( \omega_p \), also it attenuates the pulse amplitude due to photon absorption. To include these effects Eq. (1) can be modified as [49]

\[
\frac{i}{\hbar} \partial_z A + \sum_{m=2}^{\infty} \frac{\gamma m}{m!} \partial_t A + \gamma |A|^2 A - \frac{\omega_p^2 A}{2\omega_0} + i A_{\text{eff}} U_I \partial_t n_e = 0,
\]

where \( c \) is the speed of light, and \( A_{\text{eff}} \) is the effective area. Using the split-step Fourier method, the pulse amplitude can be determined at each propagation step after computing the free electron density \( n_e \). After neglecting the electric field and recombination effects, Eq. (12) can be directly integrated analytically, and can then be substituted in Eq. (15) to have a single generalized NLSE that describes pulse propagation in an ionizing medium. Introducing the following rescalings and redefinitions: \( \omega_0^* = c^2 n/[\varepsilon_0 m_e] \) is the maximum plasma frequency, \( \phi = \frac{1}{2} k_0 z_0 [\omega_p/\omega_0]^2 \), \( \phi_T = \frac{1}{2} k_0 z_0 [\omega_T/\omega_0]^2 \), \( \sigma = \bar{\sigma} [A_{\text{eff}}/c z_0] \), and \( \kappa = U_I \bar{\sigma} \varepsilon_0 m_e \omega_0^2/[k_0 c^2] \). In this case, Eqs. (13-15) become [91]

\[
i \frac{\partial}{\partial t} \psi + \sum_{m=2}^{\infty} \frac{i m}{m!} \beta_{m2} \partial_{\tau} \partial_{t} \psi + |\psi|^2 \psi - \phi \psi + i \alpha \psi = 0,
\]

where \( \phi = \phi_T \left[ 1 - \exp \left( -\sigma \int_{-\infty}^{r} \Delta |\psi|^2 \Theta(\Delta |\psi|^2) \, dr' \right) \right] \), \( \alpha = \kappa (\phi_T - \phi) \Delta |\psi|^2 \Theta(\Delta |\psi|^2) \), and \( \Delta |\psi|^2 = |\psi|^2 - |\psi|^2_{\text{th}} \), \( |\psi|^2_{\text{th}} = I_{\text{th}} A_{\text{eff}} \).

A. Short pulse evolution

In order to extract useful analytical information from Eq. (16), further simplifications are necessary. First, we assume operating in the deep anomalous regime. For pulses with maximum intensities just above the ionization threshold, also called floating pulses [49], the ionization loss is not large and can be neglected as a first approximation. For such pulses, only a small portion of energy above the threshold intensity contributes to the creation of free electrons. Furthermore, the effect of the \( \Theta \)-function can be approximately included via multiplying the cross-section parameter \( \sigma \) by a factor \( \varepsilon \) that represents the ratio between the pulse energy contributing to plasma formation (the portion above the ionization threshold) and the total energy of the pulse. In this case, ionization can be treated as a perturbation of the solution of the NLSE, which is the fundamental soliton. The solution of Eq. (16) can be written as \( \psi(\xi, \tau) = N(\xi) \sech \left[ N(\xi)(\tau - \bar{\tau}(\xi)) \right] e^{-i(\xi g + \tau g)} \), where \( \bar{\tau} \) is the temporal location of the soliton peak, and \( g \) is the pulse central-frequency shift. Applying the perturbation theory [15], we found \( \delta(\xi) = -g \xi \), and \( \tau(\xi) = g \xi^2/2 \), where \( g = -(2/3) \varepsilon \sigma T_n N^2 \). This shows that photoionization should lead to an absolutely remarkable soliton self-frequency blueshift. This blueshift is accompanied by a constant acceleration of the pulse in the time domain – opposite to the Raman effect, which produces pulse deceleration [14].

Including the effects of both the photoionization loss and the Heaviside function, the perturbation theory results in a set of two coupled differential equation that governs the spatial evolution of the soliton amplitude and
in the deep anomalous-dispersion regime of the fiber, and ionization fraction along the fiber. The pulse is pumped Fig. 7, respectively. Panel (c) shows the variation of the ionization threshold, are depicted in the panels (a,b) of

\[
\frac{\partial N}{\partial T} = -2\kappa \phi_T \left( N \tanh \vartheta - |\psi|_{th}^2 T \right)
\]
\[
\frac{\partial \vartheta}{\partial T} = \sigma \phi_T N^2 \left[ \frac{2}{3} \tanh^{3} \vartheta + \frac{|\psi|_{th}^2}{N^2} \left( \vartheta \text{sech}^2 \vartheta - \tanh \vartheta \right) \right],
\]

where \( \vartheta = NT \), and \( T \approx 1/N\text{sech}^{-1}[|\psi|_{th}/N] \) is the temporal position where the pulse amplitude exceeds the ionization threshold at \( \vartheta = 0 \) [91]. Solving these equations numerically as shown in Fig. 6, we found that pulses with initially large intensities \( N \vartheta > |\psi|_{th}^2 \) will experience a boosted self-frequency blueshift. However, the ionization loss suppresses the soliton intensity after a short propagation distance to the floating-soliton regime, where the soliton can propagate for a long propagation distance with a limited blueshift and negligible loss. The maximum frequency shift is achieved when the soliton intensity falls below the photoionization threshold.

To study the full dynamics of pulse propagation in fibers filled by an ionizing gas, Eq. (16) should be solved numerically via the split-step Fourier method. The temporal and spectral evolution of a pulse, with an initial temporal profile \( N\text{sech}(\tau) \) and intensity less than the ionization threshold, are depicted in the panels (a,b) of Fig. 7, respectively. Panel (c) shows the variation of the ionization fraction along the fiber. The pulse is pumped in the deep anomalous-dispersion regime of the fiber, and it undergoes self-compression. When the pulse intensity exceeds the threshold value, a certain amount of plasma is generated due to gas ionization, and a fundamental soliton is ejected from the input pulse. The soliton central frequency continues to shift towards the blue-side due to the energy received from the generated plasma. However, because of the concurrent ionization loss, the soliton intensity gradually attenuated to the regime where \( |\psi|^2 < |\psi|_{th}^2 \). Such pulses, the floating solitons, can propagate for considerably long distances with minimal attenuation and limited blueshift. When the soliton intensity goes below the ionization threshold, the blueshift process is ceased.

A second ionization event accompanied by a second-soliton emission can take place by further self-compression of the input pulse based on its initial intensity. At the end, a train of floating solitons are generated. A clear representation for the pulse dynamics in the presence of plasma is shown in Fig. 8, where the temporal profile of the pulse intensity \( |\psi|^2 \) is plotted at selected positions inside the fiber.

**Long-range non-local soliton forces and clustering** — A non-local interaction between two successive solitons have been found when their temporal separation is shorter than the recombination time [49], similar to the nonlinear interactions in Raman-active gases within the molecular coherence relaxation time presented in Sec. III. The leading soliton and its induced non-vanishing electron-density tail both co-propagate and accelerate towards the negative-delay direction. Within the recombination time, the trailing soliton will be affected by a force in the opposite direction due to the accelerated long electron-density tail. In this case, the acceleration of the trailing soliton will acquire an exponentially decaying dependence on the amplitude of the leading soliton.
These dynamics are featured in Fig. 9, that shows the temporal and spectral dependence on the soliton parameter $N$ assuming that the input pulse is $N \text{sech} \tau$. The scenario is as follows: As long as the intensity of the first-emitted soliton is above the threshold intensity, it prevents the ejection of a second soliton due to the presence of the non-local interaction force. When the ionization loss ends the blueshifting process of the leading soliton, the trailing soliton can be ejected and recovers its expected acceleration and blueshift. This allows the second soliton to catch up and cluster with the first soliton. In addition, the spectrum of the two solitons start to overlap and form spectral clustering. Similarly, when the first two solitons are very close to each other, their induced electron-density tail applies a combined force on the third soliton. The evolution of the cross-frequency-resolved optical gating (XFROG) spectrograms for pulses with different initial intensities are depicted in the panels of Fig. 10, where (a) represents the input pulse; (b) and (c) shows the emission of the first and second solitons, respectively; and (d) depicts the temporal and spectral clustering of the first two solitons and the emission of a third soliton.

**B. Long-pulse evolution**

We have shown recently that when the gas is excited by relatively long pulses with ionizing intensities, new kinds of self-phase modulation (SPM) and modulational instability (MI) can emerge during propagation. Moreover, after the initial stage of instability is over, a 'shower' of hundreds of solitons, each undergoing an ionization-induced self-frequency blueshift, pushes the supercontinuum spectrum towards shorter and shorter wavelengths. Such a blueshifting plasma-induced continuum has some similarities with the redshifting Raman-induced continuum driven by the Raman self-frequency shift in conventional solid-core fibers [92-94], although the physical processes involved are dramatically different.

Asymmetrical SPM— Ionization-induced SPM can be studied analytically using Eq. (16), in the case of small dispersion and long input pulse durations the non-linearity initially dominates over the group-velocity dispersion (GVD). Also by temporarily neglecting the losses (which do not change the qualitative picture, but only saturate the SPM spectrum after a certain distance), and assuming Gaussian pulse excitation, close forms of the spatial dependence of the mean frequency $\langle \Omega \rangle$ and the standard deviation $(\Delta \Omega)^2$ of the output spectrum can be derived [51]. For different values of $\eta = \sigma \phi_T$, which measures the ionization strength, panels (a,b) in Fig. 11 depict the spatial dependence of $\langle \Omega \rangle$ and $(\Delta \Omega)^2$ along the fiber. For $\eta = 0$, which corresponds to the absence of ionization, the mean frequency is always zero during propagation due to the well-known symmetric spectral broadening of the conventional SPM [15]. As $\eta$ increases, the plasma starts to build up inside the fiber. The mean frequency changes linearly towards the blue-side of the spectrum during propagation due to the ionization-induced phase-modulation. This leads to a strong and extremely asymmetric SPM, imbalanced towards the blue part of the spectrum. In a real case, the spectral broadening process is certainly limited by the unavoidable ionization and fiber losses.
Plasma-induced modulational instability— After the initial SPM stage is over, the interplay between nonlinear and dispersive effects can lead to an instability that modulates the temporal profile of the pulse, creating new spectral sidebands referred to as modulational instability (MI) [95–97]. MI due to the photoionization nonlinearity can be investigated by applying the standard approach described in [15, 95], starting by Eq. (16). The Kerr-induced MI occurs only in the anomalous dispersion regime, due to the Kerr-nonlinearity. However when $\psi^2 > |\psi|^2_{th}$, photoionization-induced instability generates unbounded side-lobes with slowly-decaying tails. A similar situation occurs in the normal dispersion regime, however, the gain is slightly lower due to the absence of the Kerr contribution. For this case there are no instabilities below the threshold power since no plasma is generated.

Propagation of a long Gaussian pulse inside an anomalous dispersive gas-filled HC PCF is portrayed in the panels (a,b) of Fig. 13, obtained by simulating Eq. (16). The first stage of propagation shows asymmetric spectral broadening towards the blue due to ionization-induced SPM. Immediately after the SPM stage, dispersion starts to play a role, and due to the combined Kerr and ionization MIs, broad and slowly decaying side lobes are generated and amplified quickly. In the third and final stage in the propagation, a shower of blueshifted solitons is emitted. Further insight into the dynamics can be obtained from Fig. 14, where the evolution of the XFROG spectrograms of the pulse at different positions along the fiber is shown. The pulse is initially asymmetrically chirped in the center of the pulse towards high frequencies, [Fig. 14(b)], due to the higher plasma density created at the peak intensities. At the same time two imbalanced ionization-induced MI sidebands appear in the pulse spectrum [Fig. 14(c)]. MI facilitates the formation of many solitons. In less than half a meter of propagation the initial pulse disintegrates into a ‘shower’ of solitary waves, see Fig. 14(d), each undergoing a strong self-frequency blueshift induced by the intrapulse photoionization.

V. CONCLUSIONS AND FINAL REMARKS

In this review, we have presented very recent results concerning soliton dynamics in gas-filled HC-PCFs. We have divided gases into two main categories: Raman-active (molecular gases) and Raman-inactive (monoatomic gases). The former kind of gases, such as molecular hydrogen, are characterized by long molecular coherence in comparison to silica glass. This results in highly non-instantaneous interactions that can be detected by launching a probe pulse, delayed from
FIG. 13. (a) Spectral and (b) temporal evolution of a long Gaussian pulse propagating in an Ar-filled HC-PCF with a gas pressure 1 bar, and a hexagonal core-diameter 20 µm. The input pulse has a peak power 200 MW and a duration 0.707 ps 1/e-intensity half-width. Contour plots are given in a logarithmic scale and truncated at -50 dB. (After Ref. [51].)

FIG. 14. (Color online). XFROG spectrograms for the propagation through an Ar-filled HC-PCF. The simulation parameters are the same as in Fig. 13. The reference pulse is a Gaussian with FWHM 50 fs. (a) Input pulse. (b) SPM frequency chirping. (c) Modulational instability. (d) Pulse disintegration into multiple blueshifting solitons. (After Ref. [51].)

the main pump pulse. For a weak probe, the problem is reduced to the motion of a quantum particle in a periodic ‘temporal’ crystal subject to an external force. Phenomena related to condensed matter physics such as Wannier-stark ladder, Bloch oscillations, and Zener tunneling are predicted to occur. However, if the probe is another ultrashort intense soliton, phenomena such as soliton oscillations and transport have been shown to occur. Moreover, in this case the temporal crystal is upgraded to a spatiotemporal one with a uniform or chirped spatial period. In Raman-inactive gases, such as argon, we have investigated the effect of photoionization effects on the evolution of short and long pulses. Unique phenomena such as soliton self-frequency blueshift, asymmetrical self-phase modulation, universal modulation instability, and shower of blueshifted solitons have been predicted and elaborated. These fresh theoretical results, supported by recent experiments, can pave the way for the manipulation and control of the pulse dynamics in PCFs for demonstrating completely novel optical devices.
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