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Abstract. The article describes a method for monitoring and diagnosing the state of technological processes with the possibility of dynamic selection of variables. As a basis, the algorithm known from machine learning algorithm of single-class classification OneClassSVM was used, which showed a high percentage of accuracy in determining the normal state of the technological process. A model of a technological process as an infinite data stream with changing properties with a large number of parameters is proposed. A probabilistic model of the state space is used for possible dynamic selection of variables. An experiment is described in which the effectiveness of the proposed method was studied, and its results are presented. Its validity is shown, and it is noted that it can be used in modern systems for monitoring the state of technological processes to identify malfunctions and threats to information security.

Systems for monitoring and diagnostics of technological processes are used primarily in industrial enterprises that consume natural resources and have an impact on the environment. The introduction of such systems increases the effectiveness of environmental protection activities and contributes to the maintenance of safety at the enterprise itself [1, 2].

To effectively perform their functions, monitoring systems should use methods for analyzing the state of technological processes, which will allow detecting abnormal situations at the early stages of their development.

In [3, 4] a method for analyzing the state of technological processes based on the representation of the technological process as a continuous data stream with a large number of variables is proposed.

Set of states \( \Omega = \{\omega_1, \omega_2, \ldots, \omega_m\} \) of technological process as a dynamic system is divided into regular \( \Omega^+ \subset \Omega \) and abnormal ones \( \Omega^- \subset \Omega \). There is a problem of detecting abnormal states of the technological process as the initial stage of the appearance of a non-standard state.

The technological process is represented as a set of operations \( A = \{a_1, a_2, \ldots, a_n\} \), each of them changes in some way a finite number of geometric, physical, mechanical and other properties of the material object processed by this technological process.

Each operation \( a_i \in A \) of technological process is described by a certain set of variables \( x_i^{a_i} \),

\[
\forall a_i \in A: X^{a_i} = \left\{ x_1^{a_i}, x_2^{a_i}, \ldots, x_P^{a_i} \right\},
\]

which is divided into controlled \( \hat{X}^{a_i} = \left\{ \hat{x}_1^{a_i}, \hat{x}_2^{a_i}, \ldots, \hat{x}_P^{a_i} \right\} \), used for the operation of a control system or condition analysis, and uncontrolled

\[
\forall a_i \in A: X^{a_i} = \left\{ x_1^{a_i}, x_2^{a_i}, \ldots, x_P^{a_i} \right\},
\]
\[ \hat{X} = \{ \hat{x}_{a_1}, \hat{x}_{a_2}, \ldots, \hat{x}_{a_p} \}, \]
that is, they are defined during the design of the technological process and do not change during its operation.

Controlled variables are values obtained from geographically distributed sensors used in the process.

The following statements are true.
1. The sets of controlled and uncontrolled variables do not intersect.
2. Controlled variables change over time, i.e. they are actually time series:
   \[ \forall \hat{x}_{a_i} : \hat{x}_{a_i}(t) = f(\hat{x}_{a_i}(t-1), t), \]
   where \( f \) – a time series function that describes a change in a variable \( \hat{x}_{a_i} \).
3. All controlled variables change in some ranges.
4. Uncontrolled variables do not change over time, or their change is due to a structural change in the technological process.

The following features are typical for modern production facilities.
1. The real-time operation mode is characterized by rapid changes in the values of a large number of controlled variables.
2. The values of the controlled variables \( A_{a_j} X(\hat{x}_{a_i}) \) at some point in time \( t = \tau \) determine the state of the process at this time \( \omega_{\tau} \), in other words it is actually a point in a multidimensional space \( \Xi \), described \( AX \).
3. Not all elements of the set \( AX \) have the same significance for determining \( \omega_{\tau} \).

The task of diagnosing the technological process in this case is to determine the fact that the current state is regular, which corresponds to the task of single-class classification [5, 6, 7, 8, 9, 10] for the solution of which it is proposed to use the OneClassSVM algorithm [11, 12, 13, 14].

If the entire volume of data is used for diagnostics, the time and other overhead costs can be significant and reduce the effectiveness of the classification method used to almost zero.

For this reason, the task arises either to reduce the number of variables processed [16] without losing the quality of classification, or to use the existing set more effectively by "increasing" or "reducing" the influence of individual variables in the final learning criteria.

Finding an informative subset of variables in a large volume of data stream is a non-trivial task. First, the data stream is infinite, so any off-line algorithm for selecting variables is not applicable, and second, one needs to get a subset of variables in real time. In general, it can be noted that all existing algorithms for selecting variables, both using data packets [17] and single objects [18, 19], cannot process large data streams efficiently due to time and memory constraints.

Currently, there are three main approaches to selecting variables: filtering, wrapping, and embedded methods [20, 21, 22, 23, 24, 25, 26].

In [15], a Bayesian tool for selecting variables in the problem of pattern recognition on data streams is proposed. Here we propose a mathematical model for selecting variables based on the results obtained in [15] for the case of detecting the normal states of a technological process using a single-class classification.

Let the space \( \Xi \), described by a set of controlled parameters \( \tilde{X}^A \) [4], is probabilistic, and the probability that the current state of the system belongs to a set of regular ones is described using a logistic function [27] of the form:

\[ \varphi(\tilde{X}^A | y, W, \rho) = \frac{1}{1 + \exp\left( -\frac{2}{\sigma^2} y(W, \tilde{X}^A - \rho) \right)} \quad (1) \]
Let additionally directing vector $W=(w_1,\ldots,w_n)\in\Xi$ of the separating hyperplane $\left\langle W,\bar{X}^A \right\rangle - \rho$ [4] be considered as a vector of independent normally distributed random variables with zero mathematical expectation and with different variances $R=(\eta_1,\ldots,\eta_n)$

$$\psi(w_i | \eta_i) = \frac{1}{\sqrt{2\pi\eta_i}} \exp\left(-\frac{1}{2}\eta_i w_i^2\right)$$  \hspace{1cm} (2)

With respect to the displacement $\rho$ of the hyperplane $\left\langle W,\bar{X}^A \right\rangle - \rho$ [4], no a priori information is assumed, hence

$$\Psi(W,\rho | R) = \Psi(W | R) = \prod_{i=1}^{n}(1/\eta_i)^{-1/2} \exp\left(-\frac{1}{2}\sum_{i=1}^{n} \frac{w_i^2}{\eta_i}\right)$$  \hspace{1cm} (3)

Given that the variances $R=(\eta_1,\ldots,\eta_n)$ are positive definite and there are no a priori assumptions about the type of density distribution of variances, it is fair to assume that there are independent a priori gamma distributions of quantities that are the reverse of the variances

$$\gamma(1/\eta_i | \alpha, \beta) = (1/\eta_i)^{\alpha-1} \exp[(-\beta(1/\eta_i))]$$  \hspace{1cm} (4)

where $\alpha > 0, \beta > 0$ - parameters of gamma distribution.

At the same time, the mathematical expectations and variances $\forall \eta_i \in R$ are the same and are determined by:

$$M(1/\eta_i) = \alpha / \beta$$
$$D(1/\eta_i) = \alpha / \beta^2$$
$$\sigma(1/\eta_i) = \sqrt{\alpha / \beta}$$  \hspace{1cm} (5)

To determine the influence of parameter values $\alpha$ and $\beta$ on the type of a priori gamma distribution of inverse variances, the component of the guiding vector $W$, in addition to the expectation and standard deviation (5), it is also necessary to consider the ratio of the standard deviation to the mathematical expectation. $(\sigma / M | \alpha, \beta) = 1 / \sqrt{\alpha}$ [28].

If $(\sigma / M | \alpha, \beta) \to 0$, then the training criterion uses all the features of the objects.

If $(\sigma / M | \alpha, \beta) \to 1$, the learning criterion shows a pronounced tendency to over-selection in the selection of features, suppressing most of them, even useful ones.

One can control the degree of selectivity of feature selection by varying the parameter values of $\alpha$ and $\beta$ in the a priori distribution of variances. Let these parameters be set together according to the rule [28]:

$$\alpha = 1 + 1/(2\mu)$$
$$\beta = 1/(2\mu)$$  \hspace{1cm} (6)

In this case, there is a parametric family of gamma distributions defined by only one parameter $\mu \geq 0$, so that $M(1/\eta_i) = 1 + 2\mu$ and $D(1/\eta_i) = 2\mu(1 + 2\mu)$:

$$\gamma(1/\eta_i | \mu) = (1/\eta_i)^{1/(2\mu)} \exp[(-1/(2\mu)(1/\eta_i))]$$  \hspace{1cm} (7)

The proposed probabilistic model of the process state space $\Xi$ described by a set of controlled variables [3, 4] allows us to formulate a learning criterion for constructing a dividing hyperplane in the problem of analyzing process States in terms of a generalized linear approach to restoring dependencies [26], in the following form
\[
\left( W, \tilde{X}_i^A, R | \mu \right) = \arg \min \left\{ \sum_{i=1}^{n} \left[ r_i \left( w_i^2 + \frac{1}{\mu} \right) \left( 1 + 1 \right) \text{ln} \beta_i \right] + \sum_{i=1}^{n} \left( \left( \tilde{X}_i^A - \rho \right) \right) \right\}
\]

This criterion has the ability to automatically increase the absolute values of some components \( w_i \in W \) of the guiding vector \( W \) by reducing the coefficients \( r_i > 0 \) for them in the regularizing penalty \( \sum_{i=1}^{N} r_i w_i^2 \rightarrow \text{min} \), and "press to zero" other components, increasing their coefficients.

**Conclusion**

Using the single-class classification method OneClass SVM allows one to determine the normal state of the technological process with high accuracy (more than 90%). The use of the training criteria proposed in this work for selecting variables for training the classifier increases the accuracy by an average of 3%. This result was obtained during an experiment based on data obtained from Essity production lines [29]. During the experiment, the model was trained on the same data in the first case without dynamic selection, and in the second case using dynamic selection of variables.

In general, the proposed method can be applied in systems of monitoring and diagnostics of technological processes in order to identify abnormal conditions.
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