Numerical Study of Multiphase Water–Glycerol Emulsification Process in a Y-Junction Horizontal Pipeline
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Abstract: This work aims to analyse different injection configurations for the analysis of the emulsification process in a Y-junction staggered horizontal pipeline. The case study comprises a multiphase analysis between two liquids, one with high and the other with low viscosity. Through numerical simulations, it is intended to explain the behaviour and describe the mechanism that produces the water–glycerol emulsification process with three supply zones for both fluids. According to the phase injection scheme, six input scenarios or combinations were analysed. Through strain rate and shear velocity analyses, it was possible to describe the early stages of the emulsification process before a flow pattern is constituted. The results show significant variations concerning the high viscosity fluid, mainly because it presents a partial pipe flooding, even in the injection zone of the low viscosity fluid. The fluid ratio varies according to the input position of the phases. Additionally, a smooth blending process was observed in some scenarios, due to the fact that the continuous phase gradually directs the main fluid to the pipeline centre. The analysis revealed that supply configuration has a significant relevance on the development of the main fluid flow and a substantial extent on the emulsification process.
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1. Introduction

In the oil and gas industry, there are significant challenges in maintaining hydrocarbon production. Among the most prominent issues, the optimal transport of these products stands out. Due to the implications of long-distance transportation, the flow of oil–water mixtures in pipelines has received a lot of interest. The study of the two-phase and multiphase flow has grown specifically to enhance and make the transportation of the products more profitable [1,2]. In order to optimize production, accurate knowledge of the behaviour of oil and water in pipeline flow is essential [3,4]. This is strictly entailed to the pressure drop caused by their higher viscosity [5,6].

Another reason for this growing interest in this industry is the notable increase in the management of two-phase flow due to the fact that some oil fields are at the end of their useful life and the oil–gas and water ratio changes, so the flow that is conducted in the pipes as well as their composition, are different from the main design.

Water injection is a way of reducing pressure drop that aims to create core annular flow [7], i.e., a flow regime defined by the presence of an oil core enclosed in a water annulus wetting the pipe wall, lowering the apparent viscosity of the mixture significantly. For example, Wang et al. [8] investigated the flow characteristics of two-phase heavy crude oil–water flow. Oil-water emulsion dispersed flow, intermittent flow and partially segregated water layers, water stratified flow, water semi-annular flow, and water annular flow were observed in their study. However, a briefly physical mechanism was explained.
Flow patterns in high viscous oil-water two-phase flow were investigated by Bannwart et al. [9] specifically in the horizontal pipes. They observed stratified, bubbly stratified, dispersed bubbles and annular flows. Within stratified flow patterns, the pipe upper walls were constantly lubricated by water, which was attributed to interfacial phenomena and the wettability effect. A slight reason for this natural behaviour was explained.

This bias in the analysis of results is completely understandable given that the measurements must be made using non-invasive methods, since doing so would compromise the results and contribute to the formation of other types of flow patterns. On the other hand, the oil industry has dedicated a large amount of resources to try to simulate multiphasic flow in pipes, as in the case of the Barcelona Supercomputing Centre [10,11], Schlumberger Research Centre in Cambridge, England and the Schlumberger Riboud Product Centre in Clamart, France, and who has published articles related to this topic.

Computational analysis tools, CFD, have been very helpful in revealing the physical mechanisms that directly influence the formation of these flow patterns. However, to be able to represent numerically the very nature of this type of flow is sufficiently complicated as is the solution of advection–diffusion equation [12]. For this reason, the use of High-Performance Computing [13,14] has been increasingly used. In this area, there are investigations in the open literature, which, although they are very complete, are limited by the computational performance. A proof of this is the investigation of Rodriguez and Baldani [15] who conducted experiments on two-phase liquid–liquid flows. They collected and analysed pressure gradient and holdup data with emphasis on the stratified flow pattern. Using a CFD commercial code, they conducted numerical simulations for a simplified liquid–liquid pipe flow with non-interfacial dispersion. In that study, the numerical simulations captured the interfacial waves observed in experimental video recordings and images. Particularly, the qualitative and holdup predictions of the CFD code were good, however, the pressure gradient predictions were inaccurate.

Y-junction staggered horizontal pipeline is the most common confluence configuration in which the most operative problems have been detected because the mainstream is directly affected by lateral or alternating streams. For this reason, it is of great interest to analyze the effect that alternating streams have on the development of the main flow during the confluence when different types of fluids, as in the case of oil and water, converge. Therefore, the aim of this study is to analyze different injection configurations in a multiphasic system that give rise to water–glycerol emulsion mixture, increased fouling and clogging in a Y-junction round horizontal pipe. To conduct the research, it is used the Fluid Volume (VOF) method, which is a popular Computational Fluid Dynamics (CFD) study model for multiphase studies. Through strain rate and shear velocity analyses, it is possible to describe the early stages of the emulsification process before a flow pattern is constituted and describe the above-mentioned effect.

2. Experimental Setup

Figure 1 shows the complete experimental setup rig. The pipeline is located at the Engineering Institute-UNAM and was designed to evaluate the flow properties of liquid–liquid and liquid–air mixtures constituted by high-viscosity liquids, i.e., heavy and extra-heavy crude oil. The data used for this analysis were taken from the experimental rig described in [16,17] under the P1 sensor.

As part of the development of numerical simulations, it is necessary to discretize the geometry or computational domain explicitly to focus computational resources. For this reason, the Y-junction supply system was selected and marked as Injection Point, illustrated in the close-up Figure 1B. Further details are described in [16].
3. Numerical Setup

3.1. Case Study

The numerical model considers staggered Y-joint nozzles with 25 cm of separation between each other and with an inclination of 45°. The pipe diameter, \(D\), for all injectors is 7.62 cm with a total length, \(L\), of 150 cm. A two-phase water-glycerol 3D simulations were performed using a commercial CFD software ANSYS Fluent v13 academic license in a Xeon 32 cores Workstation and two high-performance GPUs, Nvidia Quadro 6000 and a Tesla C2075 to accelerate calculation. The numerical domain is detailed as a horizontal Y-junction pipe with three incorporation zones for both fluids. The inlet mass flow is constant, for both phases is 5 kg/s which is distributed symmetrically between the injection pipes according to the study scenario. All the thermodynamic properties are shown elsewhere [17]. The injection zones have a separation distance to avoid agglomeration or collision between the inlets with the intention of minimizing high turbulence and thus avoiding areas with eddies or swirls over the main flow. According to the phase injection scheme, six input scenarios or combinations were analysed. Three cases for the incorporation of the low viscosity fluid through two alternate supply zones and three other cases for the high viscosity fluid, respectively. The numerical simulations test matrix is listed in Table 1.

| Case Studies | 1 | 2 | 3 | 4 | 5 | 6 |
|--------------|---|---|---|---|---|---|
| Nozzle       | 1 | 2 | 3 | 1 | 2 | 3 |
| Water        | X | O | O | X | O | O |
| Glycerol     | O | X | X | X | O | X |

3.2. Numerical Domain Details

A hybrid of advancing-front meshing [18] and the Cut-cell method [19] was used to construct the numerical domain mesh. The advancing-front method has advantages...
over common grids, such as facilitating tessellation in geometrically complex domains and allowing the mesh density to be adjusted. The complexity of the geometry, specifically at the Injection Point, lies in the staggered nozzles, an area to which the Cut-cell mesh must be adapted, as illustrated in Figure 2. The combination of these two methods is used to obtain a constant growth of thin layers and cells from the pipe walls to the domain’s edge, allowing a good representation of the physical phenomenon, particularly when high-order discretization schemes are used.

![Figure 2. Refinement of the Cut-cell type hexahedral mesh for the injectors.](image)

The boundary conditions used in the simulations consider adiabatic and non-slip, combined with enhanced wall function to correct any miscalculation near walls treatment. For the phases’ injection, a mass flow condition was used in each nozzle. For the outlet limit, the discharge occurs in atmospheric conditions of 1 atm of pressure and 293 K of temperature.

### 3.3. Numerical Discretization

The numerical simulations were discretized as follows. For pressure spatial discretization the PRESTO Scheme (PREssure-STaggering-Option) [20], a third-order MUSCL (Monotonic Upstream-centred Scheme for Conservation Laws) [21] for momentum solution and the modified HRIC (High-Resolution Interface Capturing) [22,23] for the volume fraction reconstruction. Furthermore, for the pressure–velocity solution method, a fully coupled scheme was implemented. The results show that the high-order MUSCL method, effectively reduces numerical diffusion, leading to better resolution of multiphase flows compared to first-order methods. Furthermore, the PRESTO and HRIC with the pressure-velocity fully coupled exhibit superior convergence compared to other alternatives.

In addition, an adaptive time step was considered for the numerical simulations in order to ensure that the time step was correct in these types of multiphase simulations. The time interval must be small enough to resolve time-dependent characteristics and guarantee convergence within a maximum number of iterations. The time step, $\Delta t$, is calculated using the equation,

$$\Delta t = \frac{\text{Typical Cell Size}}{\text{Characteristic Flow Velocity}},$$  

(1)

and the values considered in the simulations have the order of $2.25 \times 10^{-5} < \Delta t < 5 \times 10^{-3}$.

For tracking the surface of the two immiscible fluids, the most suitable multiphase model is the so-called Volume of Fluid (VOF, or surface-tracking technique), mainly due to the consideration of the hydrodynamics of the water-glycerol flow in this study. In this method, the phases are treated as continuous and prevent the phases from being interpenetrating. Furthermore, in this model, the phases are considered as isothermal, transient, without mass transfer or phase change. For this reason, each of the considered fluids shares a single set of momentum equations and the volume fraction of each of the fluids in every computational cell is tracked throughout the domain.
When using the VOF model, considerations must be set forehand to give a suitable numerical representation. In other words, in each control volume, the volume fractions of all phases must sum to unity. As long as the volume fraction of each phase is known at each location, the fields for all variables and properties are shared by the phases and represent volume-averaged values. Thus, depending on the volume fraction values, the variables and properties in any given cell are either purely representative of one of the \( t \)-phases, or representative of the phases’ mixture,

\[
\alpha_q = \begin{cases} 
0 \rightarrow & \text{Cell is empty of the } q^{th} \text{ fluid} \\
1 \rightarrow & \text{Cell is full of the } q^{th} \text{ fluid} 
\end{cases}
\]

(2)

\[0 < \alpha_q < 1 \rightarrow \text{The cell contains the interface.} (3)\]

Based on the local value of the phase \( \alpha_q \) the appropriate properties and variables will be assigned to each control volume within the domain. In this study, the primary phase is water, \( \alpha_w \).

### 3.4. Governing Equations

The solution of the continuity equation for the phase volume fraction allows the tracking of the interface between the phases, and is given by:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \rho \vec{v} = \sum_n S_n, (4)
\]

where \( \rho \) is the density, \( \vec{v} \) the velocity vector, \( t \) the time and \( S_n = 0 \) due to the no mass transfer assumption. For the interfacial tracking, glycerol as the secondary phase, \( \alpha_g \), is achieved by finding the solution of the Equation (4) for \( \alpha_g \), thus,

\[
\frac{\partial (\rho g \alpha_g)}{\partial t} + \nabla \cdot \rho g \alpha_g \vec{v} = 0 (5)
\]

Therefore, from the aforementioned considerations, the volume fraction of \( \alpha_w \) is computed from the relation

\[\alpha_w + \alpha_g = 1.\]

As the resulting velocity field is shared between the phases, only a single momentum equation is solved for the entire computational domain, which depends on the volume fractions of all phases through \( \rho \) and \( \mu \).

\[
\frac{\partial}{\partial t} \left( \rho \vec{v} \right) + \nabla \cdot \left( \rho \vec{v} \vec{v}^{T} \right) = -\nabla p + \nabla \cdot \left[ \mu \left( \nabla \vec{v} + \nabla \vec{v}^{T} \right) \right] + \rho g + F, (6)
\]

where, \( p, \mu, g \) and \( F \) are pressure in the flow field, viscosity, acceleration due to gravity and the body force, respectively. On the other hand, \( \rho \) and \( \mu \) are estimated by using \( \rho = \sum \rho_q \alpha_q \) and \( \mu = \sum \mu_q \alpha_q \).

### 3.5. Interfacial and Surface Tension Treatment

A piecewise-linear technique is used by VOF to build the interface between the fluids. Within each cell, it is assumed that the interface between two fluids has a linear slope. This linear shape is used in the system to calculate fluid advection via the cell faces. The position of the linear interface relative to the centre of each partially filled cell is computed in the first step of interface reconstruction using the volume fraction and derivatives information in each cell. Then, using the computed linear interface representation and information about the normal and tangential velocity distribution on the face, the fluid advection through each face is estimated. Finally, using the balance of fluxes calculated in the preceding step, the volume flux in each cell is calculated.

In addition, surface tension along the interface between the phases is accounted for in the VOF approach. The model specifies the contact angle between the phases and
the wall, and the surface tension coefficient is assumed to be constant. To do so, the continuum surface force model [24] is used in the surface tension model. When the surface tension is included in the VOF calculation, a source term, \( F \), appears in the momentum equation at which the pressure drop across the surface can be calculated using the surface tension coefficient, \( \sigma \), and the curvature, \( \kappa \), of the surface can be estimated using the Young–Laplace equation and two radii in orthogonal directions \( R_1 \) and \( R_2 \), defined as \( P_2 - P_1 = \sigma (1/R_1 + 1/R_2) \). As a result, the pressure drop across the surface may be used to describe surface tension. The source term for two-phase water–glycerol is then written as:

\[
F = \sigma \kappa \frac{\rho \nabla a_g}{2(\rho_g - \rho_w)}.
\]  

(7)

3.6. Turbulence Model

Turbulence models must be addressed in numerical simulations of multiphase flow if one or more of the phases are in the turbulent regime. The \( k - \omega \) Shear Stress Transport (SST) turbulence model [25], which is based on the Reynolds Averaged Navier–Stokes (RANS) technique, was utilized in this study because it has some advantages referring to high viscosity water–glycerol flow [26]. Specifically, it is implemented to facilitate the prediction of the initiation and magnitude of flow separation under unfavourable pressure gradients by including transport influences into the eddy–viscosity representation over the \( k - \varepsilon \) turbulence models. It also gives some improvements on the free-stream independence in contrast to the \( k - \varepsilon \) model. The \( k - \omega \) model is given by,

\[
\frac{\partial}{\partial t} (\rho \kappa) + \frac{\partial}{\partial x_j} (\rho \kappa v_j) = \frac{\partial}{\partial x_j} \left( \Gamma_k \frac{\partial \kappa}{\partial x_j} \right) + \tilde{G}_\kappa - Y_\kappa + S_\kappa,
\]

(8)

and

\[
\frac{\partial}{\partial t} (\rho \omega) + \frac{\partial}{\partial x_j} (\rho \omega v_j) = \frac{\partial}{\partial x_j} \left( \Gamma_\omega \frac{\partial \omega}{\partial x_j} \right) + G_\omega - Y_\omega + D_\omega + S_\omega.
\]

(9)

The term \( \tilde{G}_\kappa \) represents the production of turbulence kinetic energy due to mean velocity gradients; \( G_\omega \) the generation of \( \omega \); \( \Gamma_k \) and \( \Gamma_\omega \) the effective diffusivity of \( \kappa \) and \( \omega \), respectively; \( Y_\kappa \) and \( Y_\omega \) the dissipation of \( \kappa \) and \( \omega \) due to turbulence, respectively; \( D_\omega \) the cross-diffusion term; \( S_\kappa \) and \( S_\omega \) are user-defined source terms. The effective diffusivities for \( k - \omega \) are the same as in the standard \( k - \varepsilon \) model.

3.7. Sensitivity Analysis and Validation

Finally, four versions of the mesh were built in order to obtain numerical results independent on the mesh. In Figure 3, it can be observed the deviations of the results for every mesh version. The data were taken from the results obtained through a central line or central marker of the pressure gradient along with the calculation domain and thus, the sensitivity analysis could be carried out.

It is observed that Mesh-A greatly underestimates the pressure values, indicating that the representation of flow, that is, hydrodynamics, was correctly modelled, but the precision of the values is precarious compared to Meshes -B, -C and -D. On the other hand, Mesh-B still underestimates the pressure values in comparison with the experimental data. Although the number of cells is just over three times the number of cells in Mesh-A, 44% less than Mesh-C and 54% less than that of Mesh-D, the results are still far from those of experimental. In the case of Mesh-C, it shows an area with values already close to the experimental ones with a deviation of 22%, which is still unacceptable due to the required precision of the results.
Figure 3. Pressure plot, values along the central marker. Experimental data obtained from [17].

Finally, Mesh-D shows a deviation of 9.98% with respect to the experimental results just in the area of the injectors and as the flow develops it stabilizes, obtaining a deviation of 0.23% before 11.8 L/D. It is noteworthy, that a more refined mesh beyond this Mesh-D number of cells is not feasible due to the computational resources, which could derive in unreachable time convergence, entering on the LES refined meshes type, for which another type of model and discretization is needed to get convergence. Therefore, Mesh-D was used, since the greatest precision of the results is necessary and convergence time reachable to be able to describe the mechanism that gives rise to the emulsion mixture.

4. Results and Analysis

For this particular water-glycerol study, water is considered as the transport phase or continuous phase, while glycerol is the dispersed phase. The evaluation of the fluid will depend on the properties of the continuous phase within the VOF model. With the aforementioned, the study of the evolution of the water–glycerol emulsion will depend on the calculation and the results obtained from the behaviour along with the calculation domain of the continuous phase. Therefore, three stripes called markers were selected within the computational domain, which are represented by three straight lines starting at the inlet of the numerical domain until the outlet boundary, which are named as: right lateral line located at \((X = D/4, Y = 0)\); left lateral line at \((X = -D/4, Y = 0)\) and; centre line at. The location was selected because, in general, they are located where emulsification might arise and especially because the central marker cannot give enough information about what occurs in the injection zones. For the analysis of results, the strain rate, \(\dot{\varepsilon}\), and the shear velocity, also called friction velocity, \(U_{she}\), were selected.

4.1. Strain Rate Analysis

In multiphase systems, \(\dot{\varepsilon}\) is often used to quantify the intensity of mixing and the behaviour between fluids when they interact. The strain that fluid layers undergo due to impact, collision or rubbing reveals the nature of mixing. When \(\dot{\varepsilon}\) has several orders of magnitude compared to \(\varepsilon\) of the global development of the fluid, it is known that there is
a mixture or mixture in development and the amount or value of that magnitude gives the hint of being a mild or violent mixture. For each case analysed (Figure 4), it can be seen that the phases’ injection scenarios play an important role to achieve emulsion since \( \dot{\varepsilon} \) changes substantially.

Figure 4. Strain rate contours of the different injection scenarios.

The contours of \( \dot{\varepsilon} \) are shown in Figure 4. These contours are arranged on the ZX central plane to better appreciate the development and evolution of the phases and their own interaction. There is high \( \dot{\varepsilon} \) inherent to the geometry corners, specifically those that intersect with the main pipe. Since the lateral tubes have the function of injectors towards the main pipe, the intersections are those that present the highest \( \dot{\varepsilon} \) regardless of the geometry. In this study, the junctions are not the exception, for this reason, they show sufficiently large values \( \dot{\varepsilon} > 250 \) [1/s] with which the analysis of the fluids and their development is neglected since they are produced exclusively by geometry.

However, when analysing the values obtained from the contours of \( \dot{\varepsilon} \), the path that the conjunction of the fluids has (before emulsion) is better distinguished. Although the emulsification process is given only by the properties of the fluids and their interaction in the injection zone, it is no ruling out the influence it receives from the geometry, in particular of the staggered injectors.

In every case, the strain rate reveals the bulk fluid trajectory, but cases with major differences are noted. At a first glance, two scenarios can be differentiated, 1 and 3. After \( L/D = 9.82 \), the deformation that comes from the geometry corners starts to diminish, giving the appearance of a smooth phases blend. Nevertheless, in Case 3, higher \( \dot{\varepsilon} \) values >250 [1/s] can be distinguished. These can be products of the swirl, eddies, or turbulence within the fluid interacting with the pipe walls as studied Soleimani et al. and Meher [27,28].

In Case 2 and 5, a straight bulk fluid development can be observed from the inlet boundary until the outlet boundary with no perceivable major changes in the main flow direction. This behaviour is due to the fact that the injection of the same phase through the lateral pipes or nozzles pushes the central fluid, resulting in a directed flow. However, the \( \dot{\varepsilon} \) values are different because the lateral input fluid is different, therefore Case 2 shows higher values. This indicates that the glycerol diffuses or disperses over the water flow, while in Case 5, the water that enters through the main or central pipe only directs, in general, the development of the bulk fluid.

Now, the values of \( \dot{\varepsilon} \) in Cases 4 and 6 are greater than Cases 1 and 3, respectively, since the injection of the phases is the inverse. The change in the procedure in which the fluids
are supplied has a great influence on the mixing process and in these cases the manner in which the bulk fluid is transported and diffused along the pipeline. Furthermore, in all cases, values of $\dot{\varepsilon} > 200 \, [1/s]$ indicate that a swirl might be developed driven by a greater quantity of the same phase loaded on one side of the main pipe, specifically Cases 1, 3, 4 and 6.

In Figure 5, the $\dot{\varepsilon}$ values of the markers are shown in the scatter plot. In the same way as in the analysis of the contours of $\dot{\varepsilon}$, in the scatter plots, it is possible to recognize differences between the case studies. In the first place, Cases 2 and 5, the shear velocity does not exceed 100 \([1/s]\), indicating that, at least in the location of these three markers, the mixture is smooth which is characterized by the amount of fluid coming from the lateral injectors and directs towards the centre of the main pipe concentrating the bulk fluid. Secondly, Cases 1 and 4, whose development is influenced by the left-loaded fluid. As there is more of the same fluid on that side of the pipe, it is noted that the fluid behaviour will be substantially affected until there is sufficient development and distribution along the pipe. This is demonstrated because just after 7.82 \(L/D\) is when the disturbances occur. Finally, although in Cases 3 and 6 the disturbances also begin at 7.82 \(L/D\), they are of greater magnitude $\dot{\varepsilon} < 200 \, [1/s]$. This is essentially due to the fact that, regardless of the fluid that enters through injector 3, it receives the direct impact from the other inlets.

Figure 5. Strain rate values over the three different markers of the distinct cases.

4.2. Shear Velocity Analysis

When the mixing mechanism involved occurs between thin layers, the analysis of the density profile is not sufficient for the accurate identification of disturbances attributed to the behaviour and interaction of the phases. A second analysis should be performed using a relation between the shear rate of these layers and their location to identify instabilities.
A shear velocity is used in its simplest form to understand the development of bulk fluid flow. A velocity scale to represent shear strength is called a shear velocity, $U_{sh}$. This velocity scale or friction velocity characterizes the shear in a boundary or in a layer. In this analysis, the shear rate of the mixing/blending layer \cite{29,30} is defined as $U_{sh} = \sqrt{\tau / \rho_{q}}$, where $\tau$ is the shear stress and $\rho_{q}$ is the mixture density.

The $U_{sh}$ identifies the disturbances or in this case the relative displacement between the phases that give rise to the water–glycerol mixture as an emulsion. In this way, by taking into account the $U_{sh}$, it is possible to identify at what intensity it is that the fluids collide and diffuse among themselves. The disturbances’ intensity is a direct reflection of the emulsification process, which helps to locate the area with the dominant relevance for diffusion along the pipeline. This process can only be accounted for when the fluids are assumed immiscible since otherwise, the inter-diffusion for the mixing process prevents the intensity of the mixing mechanism from being appreciated.

Most of the correlations for obtaining the mixture assume the complete or developed emulsion and account for the proportion of glycerol in water, but do not indicate how this process is or the intensity with which such mixing is carried out.

If the $U_{sh}$ is large, this indicates that the upper layer, or in this case, the layer furthest from the walls of the pipe, is sliding on itself and towards the centre of the pipe, since there is resistance to flow either due to adhesion, friction due to roughness or because there is an obstruction pressure. This development can be observed in the central section of the numerical domain in the form of an annular flow. This is mainly due to the fact that when glycerol collides with water, the latter drives the more viscous fluid, forming an instability that gives rise to the first moments of emulsification. On the other hand, when $U_{sh} = 0$ means that both fluids are moving at the same relative velocity.

Figure 6 depicts the contours of $U_{sh}$. These contours are placed on the ZX central plane to recognize the phases’ advancement, as well as their interaction. When examining the cases by supply configuration of the phases (1, 2 and 3), it was detected that two of the cases had a similar development of the main flow. Cases 1 and 3 stand out because, in both, the $U_{sh}$ is able to stabilize between $L/D = 5.9$ and $L/D = 7.86$ with $U_{sh} < 1$ m/s. In these cases, the water supply is loaded towards the sides of the pipe, left and right, respectively, achieving a smooth mixing in early zones after the junctions, also called liquid holdup. Case 3 stands out since it manages to obtain low values of $U_{sh}$, which indicates that its disturbances are less and the mixing process is driven by the water supply, followed by Case 1. This is due to the fact that the water that is introduced by nozzles 1 and 2 pushes enough glycerol gradually forcing it to flow as shown by the strain rate graph, respectively.

For Case 1, this is somewhat more forced since the water is supplied by nozzles 2 and 3. With this change in the water supply, the glycerol flow development is driven by the water coming from the main pipe and subsequently displaced by the amount of water that is supplied immediately after the nozzle 3. This causes two areas of interaction for the emulsification process. In contrast, Case 2 is the opposite.

Case 2 shows a more aggressive development in the sense that the $U_{sh}$ does not stabilize, but almost reaches the outlet boundary of the numerical domain, particularly at $15.7 < L/D < 19.65$. This indicates that the mixture is directed by the central supply, but is forced to flow only through the centre, preventing the glycerol from getting too close to the pipe walls.

On the other hand, Cases 4, 5 and 6 have a very similar development. By carefully evaluating the contours of $U_{sh}$, it could be observed that there are also traces of the path that the phases follow in the development of the main fluid and before the mixing or emulsification process. In these 3 cases, the gradual stabilization begins from $L/D = 7.86$ manifested by the rapid decrease in the magnitude of $U_{sh}$. The behaviour is better recognized by observing the values obtained through the markers.
Figure 6. Shear velocity contours of the different injection scenarios.

The scatter plots are shown in more detail in Figure 7. The Case 1 scatter plot shows a staggered behaviour which corresponds to the location of the supply entrances. Then, the $U_{sh}$ values tend to decrease because the main fluid is already mixed or the phases have the same relative velocity, developing a complete emulsification process.

Figure 7. Shear velocity values over the three different markers of the distinct cases.
The Case 2 scatter plot corroborates the aforementioned $U_{sh}$ contour analysis. The emulsification process is much more aggressive since perturbances decrease while the main flow develops. In Case 3, a suddenly staggered decrease of $U_{sh}$ is observed after $L/D = 7.82$ and reaffirms the $U_{sh}$ contour analysis. Finally, for the remaining Cases, the progressive decay without major disturbances is inductive that the emulsification process is gradually progressive and to a certain extent, smooth or delicate. These are achieved with a location after $L/D = 7.82$ in each of the cases.

5. Conclusions

In the present study, different injection configurations were numerically analysed for the description of the emergence of the emulsion mixture development in pipelines. Six different phase supply configurations were described in a horizontal Y-junction pipeline. The results show significant variations concerning the high viscosity fluid, mainly because it presents a partial pipe flooding and clogged by the phase loaded to one or the other side of the pipe, respectively. Cases 2 and 5, show a better fluid development caused by the relative confinement to the pipeline centre driven by the phases’ supply configuration. Case 3 has the smoothest blending process due to the fact that the continuous phase gradually directs the main fluid to the pipeline centre. This behaviour is followed by Case 1. The rest of the cases have a similar development, mainly because the high viscous fluid was supplied by two of the inlet pipes, changing the main flow development. This process was almost identical for these three cases. Therefore, the supply configuration has a significant relevance on the development of the main fluid flow and a substantial extent on the emulsification process. Finally, care must exercise during the supply system in a Y-junction pipeline to achieve a better and smooth blend turning the emulsification process in order to obtain either narrow, medium or wide emulsions.
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