Percolation effects in the Fortuin-Kasteleyn Ising model on the complete graph
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The Fortuin-Kasteleyn (FK) random cluster model, which can be exactly mapped from the $q$-state Potts spin model, is a correlated bond percolation model. By extensive Monte Carlo simulations, we study the FK bond representation of the critical Ising model ($q = 2$) on a finite complete graph. We provide strong numerical evidence that the configuration space for $q = 2$ contains an asymptotically vanishing sector in which quantities exhibit the same finite-size scaling as in the critical uncorrelated bond percolation ($q = 1$) on the complete graph. Moreover, we observe that in the full configuration space, the power-law behaviour of the cluster-size distribution for the FK Ising clusters except the largest one is governed by a Fisher exponent taking the value for $q = 1$ instead of $q = 2$. This demonstrates the percolation effects in the FK Ising model.

I. INTRODUCTION

The Fortuin-Kasteleyn (FK) random cluster model is a correlated bond percolation problem, defined by assigning the probability measure $\pi(A) \propto q^{k(A)} v^{A}$ to each bond configuration $A$. Here $k(A)$ is the number of connected components, or clusters, on $A$. The parameter $v > 0$ is the bond fugacity, and the cluster fugacity $q$ controls the preference to the number of clusters. Namely, the system prefers more (less) clusters if $q > 1$ ($q < 1$). When $q = 1$, bonds become mutually independent and thus it simply corresponds to the standard (uncorrelated) bond percolation model, where the bond occupation probability $p$ relates to $v$ as $v = p/(1 - p)$. The $q = 2$ case is the FK Ising model, which can be mapped to the zero-field ferromagnetic Ising model via the FK transformation [2].

In statistical mechanics, the study of models on the complete graph (CG) is of special interest, since it can provide a qualitative approximation and thus an insightful picture for these systems in finite dimensions. In the context of phase transitions and critical phenomena, it is further expected that many quantities of these models on CG exhibit the same asymptotics as on the high-dimensional tori. The random-cluster model on CG with general $q > 0$ was first systematically studied in Ref. [3], and then extended to a broad family of pseudo-critical points in Ref. [4]. In particular, the authors in Ref. [4] proved that for the $q = 2$ case, the size of the largest cluster scales as $C_1 \sim V^{3/4}$ within the Ising critical window given by $1 - p_c/p_c = O(V^{-1/2})$, where $p_c = 2/V$ is the critical point and $V$ is the number of vertices on CG. The CG asymptotics for $C_1$ was later observed numerically on five-dimensional tori [5].

In this paper, we study the FK Ising model on CG at the critical point, using extensive Monte Carlo simulations. We partition the bond configuration space into two sectors: $S_P$ and $S_I$, according to the size of the largest cluster. A bond configuration belongs to $S_P$ if its size of the largest cluster is less than or equal to $2V^{2/3}$; otherwise it belongs to $S_I$. The first message delivered by our data is that $\mathbb{P}(S_P) \sim V^{-\theta}$ with $\theta$ consistent 1/12, and moreover, conditioned on $S_P$, many quantities are observed to exhibit the same scaling as their analogous quantities in the critical uncorrelated percolation on CG. For instance, the size of the second largest cluster scales as $C_2^P \sim V^{2/3}$, and the cluster-size distribution obeys the same scaling function as that for the percolation model on CG. We thus call $S_P$ a percolation sector. The other sector $S_I$ is called the Ising sector, conditioned on which we observe that $C_1^I \sim V^{3/4}$, and $C_2^I \sim \sqrt{V} \log V$.

As a consequence, for an arbitrary observable $Q$, its average can be written as

$$\mathbb{E}(Q) = \mathbb{E}(Q|S_P)\mathbb{P}(S_P) + \mathbb{E}(Q|S_I)\mathbb{P}(S_I).$$

As mentioned above, our data suggest that $\mathbb{P}(S_P) \sim V^{-1/12}$ and $\mathbb{P}(S_I) \sim 1 - cV^{-1/12}$, with some positive constant $c$. For the largest cluster $C_1$, we observed $C_1^P := \mathbb{E}(C_1|S_P) \sim V^{2/3}$ and $C_1^I := \mathbb{E}(C_1|S_I) \sim V^{3/4}$. Then using Eq. (1) gives that $C_1 \sim V^{3/4}$ for some positive constants $a_1, a_2$. Similarly, the size of the second largest cluster $C_2 \sim V^{7/12} + b_1 \sqrt{V} \log V - b_2 V^{5/12} \log V$, with some positive constants $b_1, b_2$. As one can see, although the effect of the percolation sector to $C_1$ is subdominant, it dominates the scaling of $C_2$.

Moreover, we also observe percolation effects in the geometric properties of the FK Ising clusters, except the largest one, without conditioning on any special sector in the configuration space. Consider the cluster-size distribution $n(s, V)$. The standard finite-size scaling, as observed for the percolation model [6] and the low-
dimensional FK Ising model \cite{5}, predicts that \( n(s,V) \sim s^{-\tilde{n}(s/V^{d_l})} \), where \( d_l \) is the volume fractal dimension of the largest cluster \( (C_1 \sim V^{d_l}) \) and \( \tilde{n}(\cdot) \) is a universal scaling function. The Fisher exponent \( \tau \) relates to \( d_l \) by the scaling relation as \( \tau = 1 + 1/d_l \). Substituting the fractal dimension \( d_l = 3/4 \) for the Ising model gives \( \tau = 7/3 \), and substituting \( d_l = 2/3 \) for percolation gives \( \tau = 5/2 \). Surprisingly, our data clearly suggest \( \tau = 5/2 \) instead of \( 7/3 \), which demonstrate the percolation effects in the FK Ising model. Moreover, we also find that the scaling function \( \tilde{n}(x) \approx 1/\sqrt{2\pi x} \) when \( x \ll 1 \), again same as the observation in the percolation model on the complete graph \cite{6} \cite{8}.

The remainder of this paper is organized as follows. Sec. II summarizes the simulation details and observables. Sec. III contains our main numerical results. In Sec. III E, we provide an explanation to the percolation scaling window from the perspective of a renormalization group. A discussion is present in Sec. IV.

II. SIMULATIONS AND OBSERVABLES

The algorithms we used to simulate the FK Ising model are Wolff and Swendsen-Wang (SW) algorithms \cite{9} \cite{10}. The update of SW algorithm involves two steps. For a given bond configuration, identify all connected components and for each of them, randomly and uniformly assign either + or − spins to all vertices on it. This step thus maps configurations from bonds to spins. Given a spin configuration, for each vertex, adding a bond between this vertex and its neighbours with probability \( p = 1 - e^{-2K} \) if they have the same spin; otherwise do not add a bond. Given a spin configuration, the Wolff algorithm updates the spins as follows. Grow only one cluster from a uniformly and randomly chosen vertex, using the same connectivity rule as SW. Then generate a new spin configuration by flipping all spins on the cluster.

In two and three dimensions, it was numerically observed \cite{11} that the Wolff algorithm has smaller dynamic exponent than SW. Thus, in simulations, we used Wolff algorithm to update and decrease the correlations of spin configurations and only used the SW update to create clusters for sampling. The number of Wolff updates between two consecutive SW steps is chosen to be approximately the volume divided by the averaged size of clusters, such that every spin has a decent chance to be updated during these steps. In both Wolff and SW updates, to speed up the process of adding bonds between neighbouring vertices with the same spin, we adopt the procedure described in detail in \cite{6}.

In simulations, every time a bond configuration is generated by the SW step, we sample

(a) the size of every cluster, and we denote \( C_1, C_2 \) the sizes of the largest and second largest clusters;

(b) the cluster number \( \mathcal{N}(s) \), defined as the number of clusters with size in \([s, s+\Delta s]\) with an appropriately chosen interval size \( \Delta s \).

We then define the percolation sector and the Ising sector as follows. A bond configuration \( A \) is classified into the percolation sector \( S_P \) if and only if \( C_1(A) \leq 2V^{2/3} \); otherwise \( A \) is classified into the Ising sector \( S_I \). Refer to Sec. IIIA for the motivation of such a definition. We then study the ensemble average of the following quantities.

(i) The averaged size of the largest and the second largest clusters: \( C_1 = \langle C_1 \rangle, C_2 = \langle C_2 \rangle \).

(ii) The cluster-size distribution \( n(s,V) = 1/V \langle \mathcal{N}(s) \rangle \).

(iii) The size of the second largest cluster conditioned being in the percolation sector: \( C^3_2 = \langle C_2 \mid S_P \rangle \).

(iv) The size of the second largest cluster conditioned being in the Ising sector: \( C^3_2 = \langle C_2 \mid S_I \rangle \).

(v) The cluster-size distribution density conditioned in the percolation sector: \( n_P(s,V) = 1/V \langle \mathcal{N}(s) \mid S_P \rangle \).

(vi) The cluster-size distribution density conditioned in the Ising sector: \( n_I(s,V) = 1/V \langle \mathcal{N}(s) \mid S_I \rangle \).

In addition, using our recorded samples, we generate the probability density functions for \( C_1, C_2, C_2 \mid S_P \) and \( C_2 \mid S_I \).

III. RESULTS

A. Anomalous scaling behavior of \( C_1 \)

We first study \( f_{C_1}(s) \), the probability density function of the size of the largest cluster \( C_1 \). Define \( X_1 = \frac{C_1}{V^{d}} \) and its probability density function as \( f_{X_1}(x) \). Then it follows that

\[
f_{C_1}(s)ds = f_{X_1}(x)dx , \tag{2}
\]

where \( dx = V^{-3/4}ds \), and thus \( f_{X_1}(x) = V^{3/4}f_{C_1}(s) \).

It follows by Eq.(32) in \cite{4} that, as \( V \to \infty \), \( X_1 \) has a limiting probability density function

\[
f_{X_1}^\infty (x) = \frac{\exp(-x^4/12)}{\int_0^\infty \exp(-t^4/12)dt} . \tag{3}
\]

In the top of Fig.\cite{1} we plot \( f_{X_1}(x) \) versus \( x \) for various system sizes, and the data collapse to \( f_{X_1}^\infty (x) \) when \( x \) is approximately larger than 1. For smaller \( x \), each system shows a single-peak distribution, and this region fails to collapse for finite systems. Our data also imply that the area of this region tends to shrink and the locations of the peaks are approaching zero as \( V \) goes to infinity. It is expected that in the \( V \to \infty \) limit, our data of \( f_{X_1}(x) \) converge to the limiting distribution \( f_{X_1}^\infty (x) \).

The observation for the small \( x \) region in the top of Fig.\cite{1} suggests that there might exist an asymptotically-decaying sector in which \( C_1 \) is over-scaled by \( V^{3/4} \), namely conditioned on being in this sector \( C_1 \sim V^{3/4} \) with...
some \( y < 3/4 \). It was proved in \(^3\) that, for the FK Ising model on the complete graph, there is a percolation scaling window near the critical point. So we conjecture that in this sector \( C_1 \sim V^{2/3} \). Define \( X_1^P = C_1/V^{2/3} \) and its corresponding probability density function \( f_{X_1^P}(x) \). A preliminary plot shows that \( f_{X_1^P}(x) \) multiplied by \( V^\theta \) with \( \theta = 1/12 \) exhibits good data collapse for various systems when \( x < 2 \). This seemingly suggests that there exist an exponent \( \theta \) and some positive constants \( a_0, c_0 \) such that

\[
\lim_{V \to \infty} V^\theta \int_0^{a_0} f_{X_1^P}(x) dx = c_0 \, , \quad (4)
\]

\( c_0 = \int_0^{a_0} f_{X_1^P}(x) dx \). To precisely estimate the exponent \( \theta \), we calculate the probability of bond configurations whose \( C_1/V^{2/3} \in (1/2, 3/2) \). We perform least-squares fits on the data of this probability to the ansatz \( c_0 V^\theta \). Our fits give that \( \theta = -0.0833(4) \); we therefore conjecture the exact value of \( \theta \) is \(-1/12\). An interesting observation is that the conjectured value of \( \theta \) is simply the difference between \( 2/3 \) and \( 3/4 \), the fractal dimensions of the largest cluster in the percolation model and the FK Ising model, respectively. The plot of \( f_{X_1^P}(x)V^{1/12} \) versus \( x \) for various systems is shown in the bottom of Fig. \( 1 \).

**B. Further evidence for the percolation sector**

In the above section, our data detect a sector which decays asymptotically with a rate \( V^{-1/12} \). We numerically found that in this sector \( C_1 \sim V^{2/3} \), which is consistent with the scaling of the largest cluster in the critical percolation model on the complete graph \(^\[12\]\).

**FIG. 1:** The probability distribution of \( C_1 \), the size of the largest cluster. Here \( f_{X_1}(x) \) (top) and \( f_{X_1^P}(x) \) are respectively the probability density functions of \( X_1 = C_1/V^{3/4} \) and \( X_1^P = C_1/V^{2/3} \). The black dashed line in the top figure shows the rigorous limiting distribution \( f_{X_1^P}(x) \), shown in Eq. \( 3 \).

**FIG. 2:** The probability distribution of \( C_2^P \), the size of the second largest cluster in the percolation sector. Here \( f_{X_2^P}(x) \) is the probability density function of \( X_2^P = C_2^P/V^{2/3} \). The inset plots the average \( C_2^P \) versus \( V \).

**FIG. 3:** The cluster-size distribution \( n_P(s, V) \) in the percolation sector. The slope of the black dashed line is \(-5/2\). The inset plots in log-log scale \( n_P(s, V)s^{5/2} \) versus \( s/V^{2/3} \). It shows the scaling function \( n(x) \) is consistent with \( 1/\sqrt{2\pi} \) if \( x \ll 1 \).

To provide further evidence of that such a sector is percolation, we study \( C_2^P := C_2|_{SP} \), the size of the second largest cluster conditioned on that it is in the percolation sector. For critical percolation on the complete graph, it has been proved \(^4\) that the size of the second largest cluster also scales as \( V^{2/3} \). We thus expect to observe the same scaling for \( C_2^P \). Define \( X_2^P := C_2^P/V^{2/3} \) and its probability density function \( f_{X_2^P}(x) \). In Fig. \( 2 \) we plot \( f_{X_2^P}(x) \) for various system sizes and indeed good data collapse are observed. As expected, our data imply \( C_2^P \sim V^{2/3} \), shown as the inset of Fig. \( 2 \).

We then study \( n_P(s, V) \), the cluster-size distribution in the percolation sector. For critical percolation on the complete graph, it was numerically observed \(^5\) that \( n(s, V) \sim s^{-7/2} \tilde{n}(s/V^{d_t}) \) where the \( d_t = 2/3 \) is the fractal dimension of the largest cluster, and the Fisher exponent
relates to $d_1$ as
\[ \tau = 1 + 1/d_1 \]
(5)
So, one has $\tau = 5/2$ for critical percolation on the complete graph. The scaling function $\tilde{n}(x)$ is approximately a constant if $x \ll 1$ and decays quickly to zero if $x \gg 1$. We conjecture $n_p(s, V)$ exhibits the same scaling as $n(s, V)$.

In Fig. 3, we plot the data for $n_p(s, V)$ in log-log scale. As expected, it shows a clear power-law behaviour with the exponent consistent with 5/2. Moreover, to show the scaling function, we log-log plot $n_p(s, V)s^{5/2}$ versus $s/V^{2/3}$, shown as the inset of Fig. 3. As can be seen, the scaling function is consistent with the constant $1/\sqrt{2\pi}$ when $s/V^{2/3} \ll 1$. This is also the same constant observed in the critical percolation model on the complete graph.

\[ \text{C. Ising sector} \]

We first study $C_1^1 := C_2|s_l$, the size of the second largest cluster in the Ising sector. In Ref. [4], a limiting distribution for $C_2$ rescaled by $\sqrt{V \log V}$ is presented. We thus expect this is also the right rescale factor for $C_1^1$. Define $X_1^1 := C_1^1/(\sqrt{V \log V})$ and its probability density function $f_{X_1^1}(x)$. In Fig. 4, we plot the data for $f_{X_1^1}(x)$ and observe excellent data collapse for various system sizes. We thus expect its average $C_1^2 \sim \sqrt{V \log V}$. In the inset of Fig. 4, we plot $C_1^2/(\sqrt{V \log V})$ versus $V$, and it shows that this ratio tends to a constant as $V \to \infty$.

We then study the cluster-size distribution $n_I(s, V)$ in the Ising sector. In Fig. 5, we plot $n_I(s, V)$ versus the cluster size $s$. Since in the Ising sector, the largest cluster dominates other clusters, we exclude the largest cluster in the plot of $n_I(s, V)$ to avoid vast and meaningless discontinuity. Our data suggest $n_I(s, V) \sim s^{-\tau}$ in the bulk region with $\tau = 5/2$, consistent with the Fisher exponent in the percolation case. In the inset of Fig. 5, we plot $n_I(s, V)s^{5/2}$ versus $s/(\sqrt{V \log V})$, which implies that the scaling function is consistent with $1/\sqrt{2\pi}$ when $s/(\sqrt{V \log V}) \ll 1$.

\[ \text{D. The total sector} \]

Combined the results in the above three subsections, we make the following conjecture. The critical FK Ising model on $K_V$ consists of a critical percolation sector and a critical Ising sector. The percolation sector decays asymptotically with a rate $V^{-1/12}$ and the Ising sector increases accordingly. The scaling of quantities in the FK ising model is a combination of their scaling in the percolation sector and the Ising sector, as conjectured in Eq. 1.

Since $C_1^0 \sim V^{2/3}$ and $C_1^1 \sim V^{3/4}$, by Eq. 1 we expect that for the FK Ising model,
\[ C_1 = C_1^0P(S) + C_1^1P(S_l) \sim V^{3/4} - a_1V^{2/3} + a_2V^{7/12}, \]
(6)
with some constants $a_1, a_2$. So, the effect of the percolation sector to the scaling of $C_1$ is subdominant. We then perform the least-square fits of the $C_1$ data to the ansatz $V^{3/4}(c_0 + c_1V^{y_1})$, and the fitting result shows $y_1 = 0.08(2)$, consistent with 1/12. Fixing all three exponents in the RHS of Eq. 6 to their expected values but leaving amplitudes free gives stable fits. In Fig. 6.
we plot $C_1/V^{3/4}$ versus $V^{-1/12}$, and the linearity shows the existence of the sub-dominant term $V^{2/3}$.

However, the effect of the percolation sector is not always subdominant. For the size of the second largest cluster, since $C_2^p \sim V^{2/3}$ and $C_2^I \sim \sqrt{V} \log V$ as observed in above sections, applying Eq. (1) yields that

$$C_2 = C_2^p P(S_p) + C_2^I P(S_I) \sim V^{7/12} + a_3 \sqrt{V} \log V - a_4 V^{5/12} \log V,$$

with some constants $a_3, a_4$. So, the effect of the percolation sector does dominate the scaling of $C_2$. Unfortunately, it is hard to numerically distinguish the three term in Eq. (7), since their differences are quite small.

Moreover, although both the distribution of $C_2^P$ and $C_2^I$ show good data collapse, as shown in Fig. 2 and Fig. 4, the distribution of $C_2$ may fail to collapse due to the distinct scaling of $C_2^p$ and $C_2^I$. Define $X_2 = C_2/\sqrt{V} \log V$ and its probability density function $f_{X_2}(x)$. We plot $f_{X_2}(x)$ in the top figure of Fig. 7. As shown, data for various systems collapse only when $x$ is small. We thus conjecture this collapsed region corresponds to the Ising sector and the rest (non-collapsed region) is contributed from the percolation sector. To confirm, we define $X_2' = C_2/V^{2/3}$ and its probability density function $f_{X_2'}(x)$. We plot $V^{1/12} f_{X_2'}(x)$ in the bottom figure of Fig. 7. Indeed, we observed a good data collapse when $x$ is approximately larger than 0.3. Moreover, we note that, from the top figure of Fig. 7, it is almost unlikely that the distribution of $C_2/(\sqrt{V} \log V)$ converges to the limiting distribution presented in Theorem 18 in Ref. 3. A detailed study of the distribution of $C_2$ is presented in Sec. A.

For the cluster-size distribution, since both $n_p(s,V)$ and $n_I(s,V)$ scale as $s^{-\tau}$ in the bulk region, see Fig. 3 and Fig. 5, we expect the same scaling for $n(s,V)$. In Fig. 8 we plot $n(s,V)$ versus $s$ in log-log scale. Indeed one can observe that in the bulk region $n(s,V) \sim s^{-\tau}$ with $\tau = 5/2$, taking the percolation value. We also notice that, if the turning points of $n(s,V)$ data for each system size are connected, then such a line shows a slope $7/3$. Taking into Eq. 5 gives $d_1 = 3/4$, which is the fractal dimension of $C_1$. 

![FIG. 6: Plot to show the leading correction term of the size of the largest cluster $C_1$. A straight line with slope 1/12 is to guide the eye.

![FIG. 7: Plot of the distribution of $C_1$, size of the second largest cluster. Here $f_{X_2}(x)$ (top) and $f_{X_2'}(x)$ (bottom) are respectively the probability density function of $X_2 = C_2/\sqrt{V} \log V$ and $X_2' = C_2/V^{2/3}$. The curve in the top figure plots $h(x)$, shown in Eq. (A1), which is the limiting distribution of $X_2$ presented in Ref. 3.

![FIG. 8: Log-log plot of $n(s,V)$ versus $s$ for various systems. The slopes of the two dashed lines are 5/2 and 7/3, respectively corresponding the Fisher exponent taking the percolation and Ising values. The inset plot $n(s,V)/S_{\sqrt{V}/2}$ versus $s/V^{3/4}$ in log-log scale, and the data suggest the scaling function is constant at $1/\sqrt{2\pi}$ when $s \ll V^{3/4}$.](image-url)
E. Understanding the percolation scaling window from a RG-flow perspective

In this section, we propose an understanding to the two scaling windows of the FK Ising model, proved in Ref. [3], from the perspective of a renormalization-group (RG) flow. Consider the standard Ising model with a coupling constant $K$ on the complete graph $K_V$. For each pair of spin variables $\sigma_i, \sigma_j$, define a bond random variable $b_{ij} \in \{0,1\}$ such that $\mathbb{P}(b_{ij} = 1) = p \delta_{\sigma_i, \sigma_j}$, where $p$ is a free parameter. In words, we consider a bond percolation problem defined as follows. Given an Ising spin configuration via the Gibbs measure, one places bonds with probability $p$ between adjacent vertices with the same spin. For convenience, we further parameterize $p = 1 - e^{-Kp}$. When $K_p = K$, the bond percolation problem defined above is the FK Ising model. Such a generalized model was studied on lattices in Refs. [13–15].

In Fig. 9 a $(K_p, K)$ diagram is shown to illustrate the RG flow. The whole line corresponding to $K_p = 0$ is the percolation unstable fixed points since $p = 0$ and no bond is placed on spin configurations. If $K = 0$, then all $V$ spin variables are identically and independently distributed, and the averaged number of plus or minus spins is $V/2$. Recall that the critical point of the bond percolation model on $K_V$ is $1/V$. We therefore expect $K_{p,c}$ defined via $p(K_{p,c}) = 2/V$ is the critical point of the $K = 0$ case. Moreover, since spins are disordered when $0 < K < K_c$, it can be shown that the vertical line up to the point $(K_{p,c}, K_c)$ is critical percolation. The percolation critical window is of size $O(V^{-1/3})$ [16], shown as the red column in Fig. 9. We note that the flow out of the point $(K_{p,c}, K_c)$ along the line $K = K_c$ is governed by the so-called red-bond exponent [17]. Our simulations suggest that the red-bond exponent is consistent with $1/3$ on the complete graph.

It was proved [2] for the FK Ising model (along the line $K_p = K$), the Ising critical window around the critical point $(K_{p,c}, K_c)$ has size $O(V^{-1/2})$. This critical window is smaller than the one along the line $K = K_c$, since the red-bond exponent is numerically found to be $1/3$, less than $1/2$. In Fig. 9, we illustrate such an anisotropic critical window around $(K_{p,c}, K_c)$ by a blue dashed ellipse. Along the $K_p = K$ line, since the percolation critical window is asymptotically wider than the Ising one, one can expect a percolation scaling window near the point $(K_{p,c}, K_c)$.

IV. DISCUSSION

For the FK Ising model on the complete graph, in addition to the percolation scaling window [3], we provide strong numerical evidence to show that, at the critical point, the FK Ising model possesses a percolation sector, which decays asymptotically with a rate $V^{-1/12}$. Quantities, such as the size of the largest and second largest clusters and the cluster-size distribution, conditioned in the percolation sector are shown to exhibit the same finite-size scaling as their counterparts in the critical percolation model on the complete graph. The effect of such a percolation sector is sub-dominant to the scaling of the largest cluster, but is dominant in the scaling of the second largest cluster. We also demonstrate that there is also a percolation scaling in the FK Ising model, which can be seen in the scaling of the cluster-size distribution. When clusters are much smaller than the largest cluster but larger than a constant, the scaling of the cluster-size distribution is governed by the Fisher exponent taking the percolation value $5/2$, rather than the Ising value $7/3$.

As can be seen in the top figure of Fig. 1, the probability distribution of $C_1$ rescaled by $V^{3/4}$ collapse nicely when $C_1/V^{3/4} \geq 1$. So, if one investigates the scaling of an observable in the Ising sector, sampling from configurations with $C_1 \geq V^{3/4}$ will suffer less finite-size corrections (effect from the percolation sector) than from configurations with $C_1 \geq 2V^{2/3}$. Thus in this paper, the data for observables in the Ising sector are sampled from configurations with $C_1 \geq V^{3/4}$.

Field theory predicts that the upper critical dimension $d_c = 4$ for the FK Ising model. In terms of finite-size scaling, one would expect that the FK Ising model on the hypercubic lattice with dimension $d > 4$ and periodic boundary conditions exhibits the complete-graph asymptotics. However, when $d = 5$, as numerically studied in Ref. [18], the above statement is only true for the size of the largest cluster. The scaling of other clusters, such as the fractal dimension and cluster-size distribution, still follows the prediction from Gaussian fixed point, which predicts the thermal and magnetic exponents $(y_t, y_h) = (2, 1 + d/2)$. For example, for the $d = 5$ case, the cluster-size distribution of clusters other than the largest one exhibits the Gaussian fixed point scal-
ing, instead of the complete-graph percolation scaling which is observed in this paper for the FK Ising model on the complete graph. The potential reason could be that 5 is still below the upper critical dimension of percolation which is 6. When \( d = 6 \), the effective thermal and magnetic exponents corresponding to complete-graph percolation asymptotics are \((d/3, 2d/3)\), which take the same value as the two exponents from Gaussian fixed point. For \( d > 6 \), the exponents \((d/3, 2d/3)\) dominate \((2, 1 + d/2)\), and we thus conjecture that the FK Ising model on the hypercubic lattice with \( d > 6 \) completely follows complete-graph asymptotics. In other words, we conjecture that, for the finite-size scaling of the FK Ising model on lattices, there are two special dimensions 4 and 6. For \( d > 4 \), only the largest cluster exhibits the complete-graph asymptotics, but for \( d > 6 \), all clusters follow the complete-graph asymptotics.
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Appendix A: The distribution of \( C_2 \)

We discuss in this section the size distribution of the second largest cluster \( C_2 \). Recall that

\[
X_2 = C_2 / (\sqrt{\nu} \log V) \tag{A1}
\]

Theorem 18 in Ref. [1] presents the limiting theorem for \( X_2 \), by which one can derive the probability density function of \( X_2 \) in the \( V \to \infty \) limit as

\[
h(x) = \frac{x^{-3/2} \exp(- \frac{1}{36x^2})}{\int_0^\infty x^{-3/2} \exp(- \frac{1}{36x^2}) dx} \tag{A2}
\]

However, from the top figure in Fig. 4, it shows that the observed distribution of \( X_2 \) is less likely to converge to \( h(x) \), especially in large \( x \) region.

Since our data provide strong evidence for the existence of a percolation sector, we first discuss the impact of such a sector to the distribution of \( C_2 \). For any \( k > 0 \), one can write

\[
P(C_2 \leq k) = P(C_2 \leq k|S_P)P(S_P) + P(C_2 \leq k|S_I)P(S_I) \tag{A1}
\]

But, it is observed that \( P(S_P) \sim V^{-1/12} \) which vanishes as \( V \) tends to infinity. This means that the percolation sector has zero impact to the limiting distribution of \( C_2 \), and therefore \( C_2 \) has the same limiting distribution as \( C_2^s \), the size of the second largest cluster conditioned in the Ising sector.

We then focus on the distribution of \( C_2^s \). Recall that \( X_2^s := C_2^s / (\sqrt{\nu} \log V) \). Fig. 10 shows quite well data collapse for the distribution of \( X_2^s \), however, it is still less likely to converge to \( h(x) \) as \( V \) tends to infinity. To study the distribution of \( X_2^s \), we first plot log \( f_{X_2}(x)x^{3/2} \) versus \( x^2 \) in Fig. 10. Clearly, when \( x \) is smaller than a constant \( x_0 \) \((x_0 \approx 0.2)\), and \( x < x_0 \) corresponds to the increasing region in Fig. 4, our data collapse to a straight line with slope 1/36. So, we conjecture, in the region \( x < x_0 \), the probability density function of \( X_2^s \) converges to

\[
f_{X_2^s}(x) \propto x^{-3/2} \exp \left(- \frac{1}{36x^2} \right). \tag{A2}
\]

We note that the function above differs with \( h(x) \) defined in Eq. (A1), that is, for the constant in front of \( x^{-2} \) inside the exponential, our data is in favor of 1/36, instead of 1/48. Possibly, such a discrepancy is due to some strong finite-size corrections, which are hard to be detected using the system sizes achieved in our simulations.

Appendix B: Critical behaviour of the reduced susceptibility

The susceptibility of the FK Ising model on the complete graph is defined as \( \chi = \sum_i \langle C_i^2 \rangle / V \), where \( C_i \) is the size of the \( i \)-th largest cluster. Under the spin representation, \( \chi \) can be written as the fluctuation of the magnetization, and it can be analytically shown that \( \chi \sim V^{1/2} \) at the critical point. On the hypercubic lattices with periodic boundary conditions and above the upper critical
dimension \((d_c = 4)\), it is believed that the scaling of \(\chi\) follows the complete-graph asymptotics by setting \(V = L^d\), i.e., \(\chi \sim L^{d/2}\), which has been numerically confirmed at \(d = 5\) [19][21].

The reduced susceptibility \(\chi'\) is defined similarly but excluding the largest cluster in the summation, i.e., \(\chi' = \sum_{i \neq 1} \langle C_i^2 \rangle / V\). Compared with \(\chi\), the finite-size scaling of \(\chi'\) turns out to be more subtle. The critical behaviour of \(\chi'\) at and near the critical point was studied on five-dimensional torus in Ref. [18]. This section presents our numerical results for \(\chi'\) on the complete graph.

We start at the critical point \(p_c\). Our results in previous sections suggest that the cluster number density \(n(s, V) \sim s^{-5/2}\) when \(s = O(\sqrt{V} \log V)\), from which \(\chi'\) can be approximated as

\[
\chi' \approx \int_1^{\sqrt{V} \log V} s^2 n(s, V) \, ds \sim V^{1/4} \sqrt{\log V}
\]  

In Fig. [11] we plot \(\chi'/V^{1/4}\) versus \(\sqrt{\log V}\) and observe that the large-\(V\) data collapse onto a straight line with non-zero intercept. We then perform the least-square fits of \(\chi'\) to the ansatz \(\chi' = V^{\gamma_h} (a_0 (\log V)^{\gamma_h} + a_1)\). Leaving both \(a_0\) and \(a_1\) free cannot produce stable fitting. As shown in Table [I] when fix \(\gamma_h = 1/2\), our fits estimate \(\gamma_h = 0.251(1)\); when fix \(\gamma_h = 1/4\), we can estimate \(\gamma_h = 0.53(6)\). Both suggest \(\chi' \sim V^{1/4} \sqrt{\log V}\).

![Figure 11](image)

**FIG. 11:** Finite-size scaling of the reduced susceptibility \(\chi'\) at the critical point \(p_c\).

Finally we study \(\chi'\) near the critical point \(p_c\). Define \(t = (p_c - p)/p_c\). We first consider the high-temperature(T) case \((t > 0)\). In Fig. [12]b, we plot \(\chi'(t, V)/V^{1/3}\) versus \(tV^{1/3}\) for various systems, and the excellent data collapse suggests the finite-size scaling \(\chi'(t, V) \sim V^{2(\gamma_h - 1)} \chi_h(t V^{1/3})\), where \(\chi_h(t)\) is the scaling function and the thermal and magnetic critical exponents \((\gamma_t, \gamma_h) = (1/3, 2/3)\) same as those for percolation on the complete graph. To recover the thermodynamic-limit behaviour \(\chi'(t, \infty) \sim t^{-\gamma_h}\), one expects \(\chi_h(x) \sim x^{-\gamma_h}\) for all \(x > (2\gamma_h - 1)/\gamma_t = 1\). This is numerically confirmed in Fig. [12]b and (d).

In the low-T region, we plot in Fig. [12]a) \(\chi'(t, V)/\sqrt{V^{1/2}} \log V\) versus \(t V^{1/2}\) for various systems, and observe good data collapse when \(t\) is close to zero. This suggests the finite-size scaling \(\chi'(t, V) \sim V^{1/4} \sqrt{\log V} \chi_h(t V^{1/2})\). To recover the thermodynamic-limit behaviour, one would expect \(\chi_h(x) \sim x^{-\gamma_h}\) such that \(\chi'(t, \infty) \sim t^{-1/2}\). However, as shown in Fig. [12]a) and (c), in low-T region \(\chi'\) become off-critical quite quickly such that the power-law scaling can hardly be observed.

**TABLE I:** Fitting results for \(\chi'\) at \(p_c\). No error bars are presented if we chose to fix a specific number for the corresponding parameter. In the last column, \(\chi^2/\text{DF}\) stand for the residual and degree of freedom in the fitting, respectively.

| \(V\) | \(a_0\) | \(a_1\) | \(\gamma_h\) | \(\gamma_h\) | \(\chi^2/\text{DF}\) |
|------|------|------|--------|--------|-------------|
| 2\(10\) | 0.64(1) | -0.20(2) | 0.2498(5) | 1/2 | 4.0/5 |
| 2\(16\) | 0.62(2) | -0.16(3) | 0.2508(9) | 1/2 | 2.0/4 |
| 2\(20\) | 0.66(4) | -0.22(5) | 1/4 | 0.49(2) | 4.0/5 |
| 2\(16\) | 0.58(5) | -0.11(6) | 1/4 | 0.53(2) | 2.0/4 |
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