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Abstract

In this paper, we show that Graph Isomorphism (GI) is not AC⁰-reducible to several problems, including the Latin Square Isotopy problem, isomorphism testing of several families of Steiner designs, and isomorphism testing of conference graphs. As a corollary, we obtain that GI is not AC⁰-reducible to isomorphism testing of Latin square graphs and strongly regular graphs arising from special cases of Steiner 2-designs. We accomplish this by showing that the generator-enumeration technique for each of these problems can be implemented in β₂FOLL, which cannot compute Parity [Chattopadhyay, Torán and Wagner, ACM Trans. Comp. Theory, 2013].

1 Introduction

In one of the original papers on Graph Isomorphism (GI), by Corneil and Gotlieb, the authors observed that in practice, strongly regular graphs serve as difficult instances [24]. A common approach for producing such instances is to construct strongly regular graphs from combinatorial objects, such as Latin squares, nets (partial geometries), and combinatorial designs [24, 42]. While strongly-regular graphs have been perceived as hard instances, there is little evidence to suggest that they are GI-complete.

There is a beautiful classification of strongly-regular graphs (of valency ρ < n/2, which is essentially without loss of generality by taking complements) due to Neumaier [39]. In using this classification in isomorphism testing, Spielman [46] and Babai–Wilmes [10] organize it as follows:
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(a) Latin square graphs,
(b) line graphs of Steiner 2-designs satisfying \( \rho < f(n) \), for a certain function \( f(n) \sim n^{3/4} \),
(c) strongly-regular graphs of degree \( \rho = (n - 1)/2 \) (also known as conference graphs),
(d) graphs satisfying a certain eigenvalue inequality referred to as Neumaier’s claw bound.

In this paper, we show (in particular) that (a) Latin square graphs, (b) line graphs arising from special cases of Steiner 2-designs, and (c) conference graphs are not GI-hard under \( \text{AC}^0 \)-computable many-one reductions. As with [19], we show this by improving the parallel complexity of isomorphism testing in these classes of graphs to \( \beta_2\text{FOLL} \), which does not compute \text{Parity} (in the case of conference graphs, we achieve a stronger bound of \( \beta_2\text{AC}^0 \)). As \text{Parity} is \( \text{AC}^0 \)-reducible to GI [19], this rules out \( \text{AC}^0 \)-reductions (and more strongly, for any \( i \geq 0 \) and any \( c \geq 0 \), we rule out \( \beta_i\text{FO}(\log \log n)^c \)-reductions). Note that \( \text{AC}^0 \)-reductions are highly parallelizable, where each parallel task is easy to accomplish. Many natural NP-completeness reductions are in fact \( \text{AC}^0 \)-computable.

Prior to our work, there were few pieces of complexity-theoretic evidence to suggest that strongly-regular graphs are not GI-complete. Babai showed that there is no functorial reduction from GI to the isomorphism testing of strongly-regular graphs [6]. We note that almost all known reductions between isomorphism problems are functorial (cf. [6]). An example where this is not the case is the reduction from 1-BLOCK CONJUGACY of shifts of finite type to \( k \)-BLOCK CONJUGACY [44, Theorem 18]. In the case of QUASIGROUP ISOMORPHISM, Chattopadhyay, Torán, and Wagner improved the upper bound to \( \beta_2\text{L} \cap \beta_2\text{FOLL} \). In particular, they showed that for any \( i \geq 0 \) and any \( c \geq 0 \), GI is not \( \beta_i\text{FO}(\log \log n)^c \)-reducible to QUASIGROUP ISOMORPHISM [19].

Let us briefly discuss why problems such as QUASIGROUP ISOMORPHISM, LATIN SQUARE ISOTOPY, and isomorphism testing of Steiner 2-designs are important from a complexity-theoretic perspective. Several families of strongly regular graphs (e.g., Latin square graphs, and the block-intersection graphs of Steiner 2-designs) arise naturally from the isomorphism problems from the underlying combinatorial objects. Precisely, many of these problems, including QUASIGROUP ISOMORPHISM, LATIN SQUARE ISOTOPY, and isomorphism testing of Steiner 2-designs, are polynomial-time (and in fact, \( \text{AC}^0 \)) reducible to GI. Polynomial-time solutions for these problems have been elusive. In particular, each of these problems are candidate NP-intermediate problems; that is, problems that belong to NP, but are neither in P nor NP-complete [31].

There is considerable evidence suggesting that GI is not NP-complete [43, 16, 28, 7, 30, 3, 35]. As QUASIGROUP ISOMORPHISM, LATIN SQUARE ISOTOPY, and isomorphism testing of Steiner 2-designs reduce to GI, this evidence also suggests that none of these problems is NP-complete. Furthermore, Chattopadhyay, Torán, and Wagner [19] showed that QUASIGROUP ISOMORPHISM is not NP-complete under
AC$^0$-reductions, and our result shows the same for Latin Square Isotopy. In light of Babai’s $n^{\Theta(\log^2(n))}$-time algorithm [7], these problems serve as key barriers to placing GI into P.

**Main Results.** In this paper, we show that several families of isomorphism problems characterized by the generator enumeration technique are not GI-complete under $\beta_i\mathsf{FO}((\log \log n)^c)$-reductions, for any choice of $i \geq 0$ and any $c \geq 0$. In particular, this rules out AC$^0$-reductions from GI to these problems. We also show that these results extend to the corresponding families of strongly regular graphs, providing complexity-theoretic evidence that isomorphism testing of strongly regular graphs may not be GI-complete.

The first problem we consider is the Latin Square Isotopy problem, which takes as input two quasigroups $L_1, L_2$ given by their multiplication tables and asks if there exist bijections $\alpha, \beta, \gamma : L_1 \to L_2$ such that $\alpha(x)\beta(y) = \gamma(xy)$ for all $x, y \in L_1$.

**Theorem 1.1.** Latin Square Isotopy $\in \beta_2 \mathsf{L} \cap \beta_2 \mathsf{FOLL}$.

**Remark 1.2.** This improves the previous bound of $\beta_2 \mathsf{NC}^2$ due to Wolf [52].

To prove Theorem 1.1, we leverage cube generating sequences, in a similar manner as Chattopadhyay, Torán, and Wagner [19, Theorem 3.4]. After non-deterministically guessing cube generating sequences, we can check in $\mathsf{L} \cap \mathsf{FOLL}$ whether the induced map extends to an isotopy of the Latin squares.

Now for any $i \geq 0$ and any $c \geq 0$, we have that $\beta_i\mathsf{FO}((\log \log n)^c)$ cannot compute Parity [19]. Thus, we obtain the following corollary.

**Corollary 1.3.** For any $i \geq 0$ and any $c \geq 0$, GI is not $\beta_i\mathsf{FO}((\log \log n)^c)$-reducible to Latin Square Isotopy.

Latin squares yield a corresponding family of strongly regular graphs, known as Latin square graphs, where two Latin square graphs $G_1$ and $G_2$ are isomorphic if and only if their corresponding Latin squares $L(G_1)$ and $L(G_2)$ are main class isotopic [36, Lemma 3] (that is, the Latin squares can be put into compatible normal forms that correspond to isomorphic quasigroups). Miller previously showed that it is possible to recover the corresponding Latin square from a Latin square graph in polynomial-time [36], and Wolf strengthened the analysis to show that this reduction is in fact $\mathsf{NC}^1$-computable [52]. A closer analysis yields that this reduction is actually $\mathsf{AC}^0$-computable (see Lemma 3.9). Furthermore, we can place a Latin square into its main isotopy class in $\mathsf{AC}^0$ (see Remark 1.6). Thus, we obtain the following corollary.

**Corollary 1.4.** Deciding whether two Latin square graphs are isomorphic is in $\beta_2 \mathsf{L} \cap \beta_2 \mathsf{FOLL}$. Consequently, for any $i \geq 0$ and any $c \geq 0$, GI is not $\beta_i\mathsf{FO}((\log \log n)^c)$-reducible to isomorphism testing of Latin square graphs.

**Remark 1.5.** It is also possible to construct a Latin square graph from a Latin square using an $\mathsf{AC}^0$-circuit. Thus, LATIN SQUARE ISOTOPY and isomorphism-testing of Latin square graphs are equivalent under AC$^0$-reductions.
Remark 1.6. We sketch an alternative proof of Theorem 1.1 and Corollary 1.4. In Miller’s [36] first proof that Latin Square Isotopy is solvable in time $n^{\log(n) + O(1)}$, Miller takes one Latin square $L'$ and places it in a normal form. Miller shows that this step is polynomial-time computable. A closer analysis shows that it is in fact $AC^0$-computable: we may label the first row and first column as 1, 2, ..., $n$. We then in $AC^0$ fill in the remaining cells of the normal form. For the second Latin square $L$, Miller places $L$ in $n^2$ possible normal forms by guessing the element to label as 1. We may consider all such guesses in parallel, and so this step is also $AC^0$-computable. Miller then checks whether the normal form of $L'$ and the normal form of $L$ are isomorphic as quasigroups. This step is $\beta_2 L \cap \beta_2 \text{FOLL}$-computable [19]. Thus, we have an $AC^0$-computable disjunctive truth-table reduction (see Section 2.2) from Latin Square Isotopy to Quasigroup Isomorphism, which places Latin Square Isotopy into $\beta_2 L \cap \beta_2 \text{FOLL}$. We note that Wolf’s [52] proof that Latin Square Isotopy $\in \beta_2 \text{NC}^2$ followed a similar strategy as Miller’s [36] proof that Quasigroup Isomorphism can be solved in time $n^{\log(n) + O(1)}$.

Since we can recover a Latin square from a Latin square graph in $AC^0$ (see Lemma 3.9), we also have an $AC^0$-computable disjunctive truth table reduction from isomorphism testing of Latin square graphs to Quasigroup Isomorphism. So isomorphism testing of Latin square graphs belongs to $\beta_2 L \cap \beta_2 \text{FOLL}$.

Instead, the proof we give of Theorem 1.1 (see Section 3) exhibits how the technique of cube generating sequences [19] can be fruitfully applied directly to isotopy (rather than isomorphism) of algebraic structures, which we do by combining cube generating sequences with Miller’s [36] second proof that Latin Square Isotopy can be solved in time $n^{\log(n) + O(1)}$.

We now turn our attention to isomorphism testing of Steiner designs.

Theorem 1.7. For any $i \geq 0$ and any $c \geq 0$, GI is not $\beta_1 \text{FO}((\log \log n)^c)$-reducible to isomorphism testing of Steiner $(t, t+1)$-designs.

We prove Theorem 1.7 in two steps. First, we establish the case of $t = 2$, which is the case of Steiner triple systems. It is well-known that Steiner triple systems correspond to quasigroups, and that this reduction is polynomial-time computable [36]. A careful analysis shows that this reduction is in fact $AC^0$-computable. Furthermore, we observe that the reduction in [10] Theorem 33] from isomorphism testing of Steiner $t$-designs to isomorphism testing of Steiner 2-designs is $\beta_2 AC^0$-computable. As a corollary, isomorphism testing of Steiner $(t, t+1)$-designs is $\beta_2 AC^0$-reducible to isomorphism testing of Steiner triple systems, and hence Quasigroup Isomorphism.

Steiner designs yield a family of graphs known as block intersection graphs. In the case of Steiner 2-designs, these graphs are strongly regular. When the block size is bounded, we observe that we may recover a Steiner 2-design from its block-incidence graph in $AC^0$. If the block size is not bounded, this reduction is $TC^0$-computable. In the case of Steiner triple systems, this yields the following corollary.
Corollary 1.8. Let $G_1, G_2$ be block-incidence graphs arising from Steiner triple systems. We can decide whether $G_1 \cong G_2$ in $\beta_2 L \cap \beta_2 \text{FOLL}$. Consequently, for any $i \geq 0$ and any $c \geq 0$, $G_1$ is not $\beta_i FO((\log \log n)^c)$-reducible to isomorphism testing of block-incidence graphs arising from Steiner triple systems.

We finally consider the case of conference graphs.

Theorem 1.9. Isomorphism testing between a conference graph $G$ and an arbitrary graph $H$ belongs to $\beta_2 AC^0$. Consequently, for any $i \geq 0$ and any $c \geq 0$, there is no $\beta_i FO((\log \log n)^c)$-reduction from $G_1$ to isomorphism testing of conference graphs.

To prove Theorem 1.9, we use a result of Babai [4], who showed that conference graphs admit so called distinguishing sets (see Section 5) of size $O(\log n)$. Distinguishing sets are quite powerful: after individualizing the vertices in a distinguishing set, only two rounds of the count-free Color Refinement algorithm are needed to assign each vertex in the graph a unique label. The $\beta_2 AC^0$ algorithm thus works as follows: we first guess such a set $S$ using $O(\log n)$ non-deterministic bits, individualize the vertices in $S$, and then run two rounds of the count-free Color Refinement algorithm.

Remark 1.10. Theorem 1.9 provides evidence that isomorphism testing of conference graphs might in fact be easier than GROUP ISOMORPHISM (and hence, isomorphism testing of Latin square graphs). The best known complexity-theoretic upper bound for GROUP ISOMORPHISM is $\beta_2 L \cap \beta_2 \text{FOLL} \cap \beta_2 \text{SC}^2$ (the $\beta_2 L \cap \beta_2 \text{FOLL}$ is due to Chattopadhyay, Tóran, and Wagner [19]; Tang [48] established the $\beta_2 \text{SC}^2$ bound and provided an alternative proof of the $\beta_2 L$ bound). Even after fixing a cube generating sequence, it is not clear that an $AC^0$ circuit of depth $o(\log \log n)$ and polynomial size could uniquely identify each group element.

These differences are quite opaque when examined from the algorithmic perspective. Both conference graphs and groups admit $n^{\Theta(\log n)}$-time isomorphism tests that have seen little improvement in the worst case in over 40 years. For conference graphs, this bound (precisely, $n^{2 \log(n) + O(1)}$-runtime) is achieved using Babai’s result showing the existence of size $O(\log n)$ distinguishing sets. In the setting of groups, Tarjan (cf. [36]) leveraged the fact that every group admits a generating set of size less than or equal to $\lceil \log_p n \rceil$ (where $p$ is the smallest prime dividing $n$) to obtain an $n^{\log_p(n) + O(1)}$ isomorphism test via the generator enumeration strategy. Rosenbaum [11] (see [32, Sec. 2.2]) improved this to $n^{(1/4) \log_p(n) + O(1)}$. And even the impressive body of work on practical algorithms for this problem, led by Eick, Holt, Leedham-Green and O’Brien (e.g., [13, 25, 12, 18]) still results in an $n^{\Theta(\log n)}$-time algorithm in the general case (see [51, Page 2]).

Further Related Work. There has been significant work on isomorphism testing of strongly regular graphs. In 1980, Babai used a simple combinatorial approach to test

---

Footnote: Here we stress that $n = |G|$. In the setting of practical algorithms, the groups are often given by generating sequences, and so polynomial time in the size of the succinct input is poly log $|G|$. 
improved the complexity theoretic bound to testing of general graphs \[9, 8, 53\] based on Luks’ group theoretic method \[34\]. The corresponding structures may be recovered from the block-intersection graphs in time \[O(n^{1/3}\log^2 n)\]. Thus, isomorphism testing of block-intersection graphs arising from Steiner 2-designs is solvable in polynomial-time, providing the block-intersection graphs are of sufficiently high degree \[36\]. We note that Babai and Spielman sufficed to handle isomorphism testing of strongly regular graphs that satisfy Neumaier’s claw bound. In particular, isomorphism testing of the corresponding block-intersection graphs is solvable in time \[O(n^{1/3}\log^2 n)\] \[9, 46\]. Namely, Spielman \[46\] handled the case of strongly regular graphs of degree \(\rho\) \(\in\) \(\Omega(n^{2/3})\) in time \[O(n^{1/3}\log^2 n)\]. In this case, the complement of a strongly-regular graph is strongly regular, hence the assumptions on the degree. As \(\rho \geq \sqrt{n-1}\), this gives an algorithm in moderately exponential time \[O(\sqrt{n}\log^2 n)\] for all \(\rho\). Spielman \[46\] subsequently improved this \(O((n/\rho)\log^2 n)\) bound to \(O(n^{1/3}\log^2 n)\). This improved upon what was at the time, the best known bound of \(O(\sqrt{n}\log n)\) for isomorphism testing of general graphs \[9, 8, 53\] based on Luks’ group theoretic method \[34\].

We note that Babai’s \[4\] work already handled the case of conference graphs in time \(n^{O(\log n)}\). Furthermore, the works of Babai and Spielman sufficed to handle isomorphism testing of strongly regular graphs that satisfy Neumaier’s claw bound. Namely, Spielman \[46\] handled the case of \(\rho \in o(n^{2/3})\) in time \(O(n^{1/4}\log^2 n)\), and Babai \[4\] handled the case of \(\rho \in \Omega(n^{2/3})\) in time \(O(n^{1/3}\log^2 n)\).

In the case of Latin square graphs, Miller \[36\] resolved this in time \(n^{O(\log n)}\). Wolf improved the complexity theoretic bound to \(\beta_3NC^2\) (uniform \(NC^2\)-circuits that accept \(O(\log^2 n)\) existentially quantified non-deterministic bits).

The isomorphism problem for Steiner 2-designs also dates back to Miller \[36\], who considered the special cases of Steiner triple systems (Steiner \((2,3,n)\)-designs), projective planes (Steiner \((2,q+1,q^2+q+1)\)-designs), and affine planes (Steiner \((2,q,q^2)\)-designs). In the case of Steiner triple systems, Miller leveraged a standard reduction to Quasigroup Isomorphism to obtain an \(n^{O(\log n)}\) upper bound. M. Colbourn \[23\] subsequently extended this result to obtain an \(n^{O(\log n)}\) canonization procedure for Steiner \((t,t+1)\)-designs.

For the cases of projective and affine planes, Miller \[36\] showed that isomorphism testing can be done in time \(n^{O(\log\log n)}\). In particular, Miller showed that the corresponding structures may be recovered from the block-intersection graphs in polynomial-time, providing the block-intersection graphs are of sufficiently high degree \[36\]. Thus, isomorphism testing of block-intersection graphs arising from Steiner triple systems can be done in time \(n^{O(\log n)}\), and the block-intersection graphs arising from projective and affine planes can be identified in time \(n^{O(\log\log n)}\).

In 1983, Babai and Luks showed that Steiner 2-designs with blocks of bounded size admit an \(n^{O(\log n)}\) canonization procedure (and hence, isomorphism test). In particular, isomorphism testing of the corresponding block-intersection graphs is solvable in time \(n^{O(\log n)}\) \[9\]. Here, Babai and Luks utilized Luks’ group theoretic method \[34\]. Huber later extended this result to obtain an \(n^{O(\log n)}\)-runtime isomorphism test for arbitrary \(t\)-designs, where both \(t\) and the block size are bounded, as well as the corresponding block-intersection graphs \[27\].

Spielman solved the general case of strongly-regular graphs of degree \(f(n) \sim n^{3/4}\) arising from Steiner 2-designs in time \(O(n^{1/4}\log^2 n)\) \[46\]. Independently, Babai and Wilmes \[10\] and Chen, Sun, and Teng \[20\] exhibited an \(n^{O(\log n)}\)-runtime isomorphism test for both Steiner 2-designs and the corresponding block-intersection graphs. Babai and Wilmes extended their result to Steiner \(t\)-designs. Here, each of these papers utilized the individualize and refine technique \[45, 10, 20\].

The isomorphism problem for combinatorial designs is another candidate NP-
intermediate problem. In the general case, testing whether two combinatorial designs are isomorphic is GI-complete under polynomial-time Turing reductions [21]. Cyclic Steiner 2-designs of prime order are known to admit a polynomial-time isomorphism test [22]. To the best of our knowledge, the complexity of deciding whether two cyclic Steiner 2-designs are isomorphic remains open for arbitrary orders.

2 Preliminaries

2.1 Algebra and Combinatorics

Graph Theory. A strongly regular graph with parameters \((n, k, \lambda, \mu)\) is a simple, undirected \(k\)-regular, \(n\)-vertex graph \(G(V, E)\) where any two adjacent vertices share \(\lambda\) neighbors, and any two non-adjacent vertices share \(\mu\) neighbors. The complement of a strongly regular graph is also strongly regular, with parameters \((n, n-k-1, n-2-2k+\mu, n-2k+\lambda)\).

Quasigroups. A quasigroup consists of a set \(G\) and a binary operation \(\star: G \times G \rightarrow G\) satisfying the following. For every \(a, b \in G\), there exist unique \(x, y\) such that \(a \star x = b\) and \(y \star a = b\). When the multiplication operation is understood, we simply write \(ax\) for \(a \star x\).

Unless otherwise stated, all quasigroups are assumed to be finite and represented using their Cayley (multiplication) tables. For a quasigroup of order \(n\), the Cayley table has \(n^2\) entries, each represented by a string of size \(\lceil \log_2(n) \rceil\).

A Latin square of order \(n\) is an \(n \times n\) matrix \(L\) where each cell \(L_{ij} \in [n]\), and each element of \([n]\) appears exactly once in a given row or a given column. Latin squares are precisely the Cayley tables corresponding to quasigroups. We will abuse notation by referring to a quasigroup and its multiplication table interchangeably. An isomorphism of Latin squares \(L_1\) and \(L_2\) is an ordered triple \((\alpha, \beta, \gamma)\), where \(\alpha, \beta, \gamma: L_1 \rightarrow L_2\) are bijections satisfying the following: whenever \(ab = c\) in \(L_1\), we have that \(\alpha(a)\beta(b) = \gamma(c)\) in \(L_2\). Alternatively, we may view \(\alpha\) as a permutation of the rows of \(L_1\), \(\beta\) as a permutation of the rows of \(L_2\), and \(\gamma\) as a permutation of the values in the table. Here, \(L_1\) and \(L_2\) are isotopic precisely if (i) the \((i, j)\) entry of \(L_1\) is the \((\alpha(i), \beta(j))\) entry of \(L_2\), and (ii) \(x\) is the \((i, j)\) entry of \(L_1\) if and only if \(\gamma(x)\) is the \((\alpha(i), \beta(j))\) entry of \(L_2\).

As quasigroups are non-associative, the parentheses of a given expression may impact the resulting value. We restrict attention to balanced parenthesizations, which ensure that words of the form \(g_0g_1\cdots g_k\) are evaluated using a balanced binary tree with \(k + 1\) levels and therefore depth \(O(\log \log n)\).

For a sequence \(S := (s_0, s_1, \ldots, s_k)\) from a quasigroup, define:

\[
\text{Cube}(S) = \{s_0s_1^{e_1} \cdots s_k^{e_k} : e_1, \ldots, e_k \in \{0, 1\}\}.
\]

We say that \(S\) is a cube generating sequence if each element \(g\) in the quasigroup
can be written as $g = s_0s_1^{e_1} \cdots s_k^{e_k}$, for $e_1, \ldots, e_k \in \{0, 1\}$. Every quasigroup is known to admit a cube generating sequence of size $O(\log n)$ [19].

For a given Latin square $L$ of order $n$, we associate a Latin square graph $G(L)$ that has $n^2$ vertices; one for each triple $(a, b, c)$ that satisfies $ab = c$. Two vertices $(a, b, c)$ and $(x, y, z)$ are adjacent in $G(L)$ precisely if $a = x$, $b = y$, or $c = z$. Miller showed that two Latin square graphs $G_1$ and $G_2$ are isomorphic if and only if the corresponding Latin squares, $L_1$ and $L_2$, are main class isotopic; that is, if $L_1$ and $L_2$ can be placed into compatible normal forms that correspond to isomorphic quasigroups [36]. A Latin square graph on $n^2$ vertices is a strongly regular graph with parameters $(n^2, 3(n-1), n, 6)$. Conversely, a strongly regular graph with these same parameters $(n^2, 3(n-1), n, 6)$ is called a pseudo-Latin square graph. Bruck showed that for $n > 23$, a pseudo-Latin square graph is a Latin square graph [15].

Albert showed that a quasigroup $Q$ is isotopic to a group $G$ if and only if $Q$ is isomorphic to $G$. In general, isotopic quasigroups need not be isomorphic [1].

Nets. A net or partial geometry of order $n \geq 1$ and degree $k \geq 1$, denoted $\mathcal{N}(n, k)$, consists of a set $P$ of $n^2$ points and a set $L$ of $kn$ lines satisfying the following.

(a) Each line in $L$ has $n$ points.

(b) Each point in $P$ lies on exactly $k$ distinct lines.

(c) The $kn$ lines of $L$ fall into $k$ parallel classes. No two lines in the same parallel class intersect. If $\ell_1, \ell_2 \in L$ are in different parallel classes, then $\ell_1$ and $\ell_2$ share exactly one common point.

Necessarily, $k \leq n + 1$. If $k = n + 1$, then the net is called an affine plane of order $n$. A projective plane is the extension of an affine plane $\mathcal{N}$ by adding $n + 1$ new points $p_1, \ldots, p_{n+1}$ (one per parallel class). The point $p_i$ is then added to each line of the $i$th parallel class. We finally add a new line containing $\{p_1, \ldots, p_{n+1}\}$. We may recover an affine plane from a projective plane by removing a line and the associated points from the projective plane. We assume that nets are given by the point-block incidence matrix.

Given a net $\mathcal{N}(n, k)$ where $k \leq n$, we may construct a net graph of order $n$ and degree $k$ $G(V, E)$ on $n^2$ vertices corresponding to the points in $\mathcal{N}$. Two vertices are adjacent in $G$ if their corresponding points in $\mathcal{N}$ determine a line. We note that a net graph uniquely determines the net $\mathcal{N}(n, k)$. Miller showed that, provided $n > (k - 1)^2$, this equivalence holds under polynomial-time reductions [36]. A net graph is strongly-regular with parameters $(n^2, k(n-1), n-2+(k-1)(k-2), k(k-1))$. Conversely, a strongly regular graph with parameters $(n^2, k(n-1), n-2+(k-1)(k-2), k(k-1))$ is referred to as a pseudo-net graph. Bruck showed that for $n$ sufficiently large, a pseudo-net graph of order $n$ and degree $k$ is a net graph [15].

Designs. Let $t \leq k \leq v$ and $\lambda$ be positive integers. A $(t, k, \lambda, v)$ design is an incidence structure $\mathcal{D} = (X, B, I)$, where $X$ denotes our set of $v$ points. Now $B$ is a
subset of \( \binom{X}{k} \), where each element of \( B \) is referred to as a \textit{block}, satisfying the property that each \( t \)-element subset of \( X \) belongs to exactly \( \lambda \) blocks. If \( t < k < v \), we say that the design is \textit{non-trivial}. If \( \lambda = 1 \), the design is referred to as a \textit{Steiner design}. We denote Steiner designs as \((t, k, v)\)-designs when we want to specify \( v \) the number of points, or Steiner \((t, k)\)-designs when referring to a family of designs. We note that Steiner \((2, 3)\)-designs are known as \textit{Steiner triple systems}. Projective planes are Steiner \((2, q + 1, q^2 + q + 1)\)-designs, and affine planes are Steiner \((2, q, q^2)\)-designs. We assume that designs are given by the point-block incidence matrix.

Let \( D = (X, B, I) \) be a design, and let \( A \subseteq X \). The \textit{derived design} at \( A \), denoted \( D(A) \), has the set of points \( X \setminus A \) and blocks \( \{B \setminus A : B \in B, A \subseteq B\} \). If \( D \) is a Steiner \((t, k, v)\)-design, then \( D(A) \) is a Steiner \((t - |A|, k - |A|, v - |A|)\)-design.

For a design \( D = (X, B, I) \), we may define a \textit{block intersection graph} (also known as a \textit{line graph}) \( G(V, E) \), where \( V(G) = B \) and two blocks \( B_1, B_2 \) are adjacent in \( G \) if and only if \( B_1 \cap B_2 \neq \emptyset \). In the case of a Steiner 2-design, the block-intersection graph is strongly regular. For Steiner triple systems, the block-intersection graphs are strongly regular with parameters \((n(n-1)/6, 3(n-3)/2, (n+3)/2, 9\)). Conversely, strongly regular graphs with the parameters \((n(n-1)/6, 3(n-3)/2, (n+3)/2, 9\)) are referred to as \textit{pseudo-STS graphs}. Bose showed that pseudo-STS graphs graphs with strictly more than 67 vertices are in fact STS graphs [14].

### 2.2 Computational Complexity

We assume familiarity with Turing machines and the complexity classes \( P, NP, L \), and \( NL \) — we refer the reader to standard references [54, 2].

**Circuit Complexity.** For a standard reference, see [50]. We consider Boolean circuits using the \textit{AND}, \textit{OR}, \textit{NOT}, and \textit{Majority}, where \textit{Majority}(\( x_1, \ldots, x_n \)) = 1 if and only if greater than or equal to \( n/2 \) of the inputs are 1. Otherwise, \textit{Majority}(\( x_1, \ldots, x_n \)) = 0. In this paper, we will consider \textit{logspace uniform} circuit families \( \langle C_n \rangle_{n \in \mathbb{N}} \), in which a deterministic logspace Turing machine can compute the map \( 1^n \mapsto \langle C_n \rangle \) (here, \( \langle C_n \rangle \) denotes an encoding of the circuit \( C_n \)).

**Definition 2.1.** Fix \( k \geq 0 \). We say that a language \( L \) belongs to \((\text{logspace uniform}) \text{ NC}^k\) if there exist a \((\text{logspace uniform}) \text{ family of circuits } \langle C_n \rangle_{n \in \mathbb{N}} \) over the \text{AND}, \text{OR}, \text{NOT} gates such that the following hold:

- The \text{AND} and \text{OR} gates take exactly 2 inputs. That is, they have fan-in 2.
- \( C_n \) has depth \( O(\log^k n) \) and uses (has size) \( n^{O(1)} \) gates. Here, the implicit constants in the circuit depth and size depend only on \( L \).
- \( x \in L \) if and only if \( C_{|x|}(x) = 1 \).

The complexity class \( \text{AC}^k \) is defined analogously as \( \text{NC}^k \), except that the \text{AND}, \text{OR} gates are permitted to have unbounded fan-in. That is, a single \text{AND} gate can compute an arbitrary conjunction, and a single \text{OR} gate can compute an arbitrary
disjunction. The complexity class $\text{TC}^k$ is defined analogously as $\text{AC}^k$, except that our circuits are now permitted Majority gates of unbounded fan-in. For every $k$, the following containments are well-known:

$$\text{NC}^k \subseteq \text{AC}^k \subseteq \text{TC}^k \subseteq \text{NC}^{k+1}.$$ 

In the case of $k = 0$, we have that:

$$\text{NC}^0 \subsetneq \text{AC}^0 \subsetneq \text{TC}^0 \subseteq \text{NC}^1 \subseteq \text{L} \subseteq \text{NL} \subseteq \text{AC}^1.$$ 

We note that functions that are $\text{NC}^0$-computable can only depend on a bounded number of input bits. Thus, $\text{NC}^0$ is unable to compute the AND function. It is a classical result that $\text{AC}^0$ is unable to compute Parity [45]. The containment $\text{TC}^0 \subseteq \text{NC}^1$ (and hence, $\text{TC}^k \subseteq \text{NC}^{k+1}$) follows from the fact that $\text{NC}^1$ can simulate the Majority gate. The class $\text{NC}$ is:

$$\text{NC} := \bigcup_{k \in \mathbb{N}} \text{NC}^k = \bigcup_{k \in \mathbb{N}} \text{AC}^k = \bigcup_{k \in \mathbb{N}} \text{TC}^k.$$ 

It is known that $\text{NC} \subseteq \text{P}$, and it is believed that this containment is strict.

Let $d : \mathbb{N} \to \mathbb{N}$ be a function. The complexity class $\text{FO}(d(n))$ is the set of languages decidable by uniform $\text{AC}$ circuit families of depth $O(d(n))$ and polynomial size. The complexity class $\text{FOLL} = \text{FO}(\log \log n)$. It is known that $\text{AC}^0 \subsetneq \text{FOLL} \subsetneq \text{AC}^1$, and it is open as to whether $\text{FOLL}$ is contained in $\text{NL}$ [11].

For a complexity class $\mathcal{C}$, we define $\beta_i \mathcal{C}$ to be the set of languages $L$ such that there exists an $L' \in \mathcal{C}$ such that $x \in L$ if and only if there exists $y$ of length at most $O(\log^i |x|)$ such that $(x,y) \in L'$. For any $i \geq 0$ and any $c \geq 0$, $\beta_i \text{FO}(\log \log n)^c$ cannot compute Parity [19].

**Reductions.** We will consider several notions of reducibility. Let $L_1, L_2$ be languages. We say that $L_1$ is many-one reducible to $L_2$, denoted $L_1 \leq_m L_2$, if there exists a computable function $\varphi : \{0,1\}^* \to \{0,1\}^*$ such that $x \in L_1 \iff \varphi(x) \in L_2$. We will often ask that, for a given complexity class $\mathcal{C}$, $\varphi$ is $\mathcal{C}$-computable.

We now turn towards recalling the notion of a Turing reduction. Intuitively, we say that the language $L_1$ is Turing-reducible to $L_2$ if, given an algorithm to solve $L_2$, we can design an algorithm to solve $L_1$. This is made precise with oracle Turing machines, which we recall now. An oracle Turing machine is a Turing machine with a separate oracle tape and oracle query state. When the Turing machine enters the query state, it transitions to one of two specified states based on whether the string on the oracle tape belongs to the oracle. When the oracle is unspecified, we write $M^\square$. When the oracle $\mathcal{O}$ is specified, we write $M^\mathcal{O}$. We now make precise the notion of a Turing reduction.

A Turing reduction from $L_1$ to $L_2$ is an oracle Turing machine $M^\square$ such that $M^{L_2}$ decides $L_1$. If there exists a Turing reduction from $L_1$ to $L_2$, we write $L_1 \leq_T L_2$. We will be particularly interested in Turing reductions from $L_1$ to $L_2$, where $M^{L_2}$ runs in polynomial time.
We finally recall the notion of a truth-table reduction. Again let $L_1, L_2$ be languages. We say that $L_1$ is truth-table reducible to $L_2$, denoted $L_1 \leq_{tt} L_2$, if there exists a computable function $g$ mapping an input $X$ to inputs $Y_1, \ldots, Y_k$, and a computable function $f$ (called the truth-table predicate), which depends on $X$ and maps $\{0,1\}^k \to \{0,1\}$ such that $X \in L_1$ if and only if $f(\chi_{L_2}(Y_1), \ldots, \chi_{L_2}(Y_k)) = 1$ (where $\chi_{L_2}$ is the characteristic function for $L_2$). The truth-table reduction is disjunctive if $f$ is the OR function. We say that the truth-table reduction is $C$-computable if both $f, g$ are $C$-computable.

It is known that:

$$L_1 \leq_m L_2 \implies L_1 \leq_{tt} L_2 \implies L_1 \leq_T L_2,$$

and that this chain of implications holds even in the presence of resource constraints (e.g., if we were to insist that all steps be $\mathcal{P}$-computable). Some care has to be taken to formulate a precise notion of a Turing reduction for circuit classes. Fortunately, we will not need the notion of a Turing reduction for circuit classes, and so we will not discuss this further.

Graph Isomorphism. We refer to GI as the decision problem GRAPH ISOMORPHISM, which takes as input two graphs and asks whether there is an isomorphism between them. The complexity class GI is the set of decision problems that are polynomial-time Turing reducible to GI.

2.3 Color Refinement

Let $G$ be a graph. The Color Refinement (or 1-dimensional Weisfeiler–Leman) algorithm works by iteratively coloring the vertices of $G$ in an isomorphism invariant manner. The algorithm begins by assigning each vertex an initial color based on their degree; that is, $\chi_0(v) = \text{deg}(v)$. Now for $r \geq 0$, we refine the coloring in the following manner:

$$\chi_{r+1}(u) = (\chi_r(u), \{\chi_r(v) : v \in N(u)\}),$$

where $\{\cdot\}$ denotes a multiset. The count-free variant of Color Refinement works analogously, except the refinement step considers the set rather than multiset of colors at each round:

$$\chi_{r+1}(u) = (\chi_r(u), \{\chi_r(v) : v \in N(u)\}).$$

The algorithm terminates when the partition on the vertices induced by the coloring is not refined. We use Color Refinement can as a non-isomorphism test by running the algorithm on $G \cup H$ and comparing the multiset of colors. Note that if at round $r$, if the multiset of colors for $G$ differs from $H$, then we can conclude that $G \not\cong H$. Each iteration of the standard counting Color Refinement can be implemented using a logspace uniform $\text{TC}^0$-circuit, and each iteration of the count-free Color Refinement can be implemented using a logspace uniform $\text{AC}^0$-circuit (cf. the work of Grohe and
Verbitsky [26] who observed this for $k$-dimensional Weisfeiler–Leman where $k \geq 2$. The analogous parallel implementation holds for Color Refinement.

The individualize-and-refine paradigm works as follows. Let $S$ be a sequence of vertices in $G$. We first assign each vertex in $S$ a unique color (so no two vertices in $S$ have the same color, and no vertex in $V(G) - S$ has the same color as any vertex in $S$), and then run Weisfeiler–Leman. The refinement step is usually performed using Color Refinement (1-WL), but may be performed using higher-dimensional Weisfeiler–Leman. For the purposes of this paper, we will use the count-free variant of Color Refinement in the refinement step.

It is known that even higher-dimensional Weisfeiler–Leman fails to place GI into P [17, 38]. We refer to Sandra Kiefer’s dissertation [29] for a thorough and current survey of Weisfeiler–Leman.

### 3 Latin Square Isotopy

In this section, we show that the Latin Square Isotopy problem is in $\beta_2 L \cap \beta_2 FOLL$. The key technique is to guess cube generating sequences $A$ and $B$ for the Latin square $L_1$, and cube generating sequences $A', B'$ for the Latin square $L_2$. We then (attempt to) construct appropriate bijections $\alpha, \beta : L_1 \to L_2$, where $\alpha$ extends the map from $A \to A'$ and $\beta$ extends the map from $B \to B'$. We can construct such bijections in $FOLL \cap L$ using the techniques from Chattopadhyay, Torán and Wagner [19].

The key step remains in checking whether the map sending the product of each pair $(x, y) \in L_1 \times L_1$, $xy \mapsto \alpha(x)\beta(y)$ a bijection. Wolf approaches this in the following manner. First, construct sets $C = \{a_ib_i : a_i \in A, b_i \in B\}$ and $C' = \{a'_ib'_i : a'_i \in A', b'_i \in B'\}$. Then check whether the map $a_ib_i \mapsto a'_ib'_i$ extends to a bijection $\gamma : L_1 \to L_2$. Finally, check whether $\alpha(x)\beta(y) = \gamma(xy)$ for all $x, y \in L_1$. We note that Wolf is able to do this in $\text{NC}^2$ [52]. If $C$ and $C'$ are cube generating sequences, then we would be able to apply the technique of Chattopadhyay, Torán, and Wagner [19] to compute the bijection $\gamma$ in $FOLL \cap L$. However, $C$ and $C'$ need not be cube generating sequences. As an example in the case of groups, suppose that $B = A^{-1}$. Then $B$ is a cube generating sequence. Furthermore, $a_ib_i = 1$ for each $i$, and so $C$ has only the identity element. In general, we do not expect $C$ and $C'$ to be cube generating sequences, even if they do generate $L_1$ and $L_2$ respectively.

Instead of extending Wolf’s technique, we extend Miller’s technique in his second proof that Latin Square Isotopy is decidable in time $n^{\log(n)+O(1)}$. Miller constructs the relation

$$R = \{(xy, \alpha(x)\beta(y)) : x, y \in L_1\},$$

and checks whether $R$ is a bijection. If $R$ is a bijection; then by construction, the triple $(\alpha, \beta, R)$ is an isotopy [36, Theorem 2, Proof 2]. Using the fact that $A$ and $B$ are cube generating sequences, we can compute $x$ and $y$ in $L \cap FOLL$. In the process
of computing $\alpha$ and $\beta$, we obtain a data structure which allows us to compute $\alpha(x)$ and $\beta(y)$ in $L \cap FOLL$.

**Theorem 3.1. Latin Square Isotopy** is in $\beta_2 L \cap \beta_2 FOLL$.

We begin with the following lemmas.

**Lemma 3.2.** Let $A, B$ be finite sets of the same size, and let $R \subseteq A \times B$ be a relation. We can decide whether $R$ is a well-defined surjection (and as $|A| = |B|$, consequently whether $R$ is a well-defined bijection) in $AC^0$.

**Proof.** For each $b \in B$, define the relation:

$$Y(b) = \bigvee_{a \in A} 1_{(a, b) \in R}.$$ 

Observe that $Y(b)$ is $AC^0$-computable. Now $R$ is surjective if and only if $Y(b) = 1$ for all $b \in B$, which is defined by the following condition:

$$\varphi := \bigwedge_{b \in B} Y(b).$$

Observe that $\varphi$ is $AC^0$ computable.

**Lemma 3.3.** Let $L_1$ and $L_2$ be Latin squares of order $n$, and let $k = 4\lceil \log_2(n) \rceil$. Suppose that $(g_0, g_1, \ldots, g_k)$ and $(h_0, \ldots, h_k)$ are cube generating sequences for $L_1$ and $L_2$ respectively, with balanced parenthesization $P$. Deciding whether the map $g_i \mapsto h_i$ for all $i \in \{0, \ldots, k\}$ extends to a bijection is in $L \cap FOLL$.

**Proof.** For each $(g, h) \in L_1 \times L_2$, define $X(g, h) = 1$ if and only if there exists $(\epsilon_1, \ldots, \epsilon_k) \in \{0, 1\}^k$ such that:

$$g := g_0 g_1^{\epsilon_1} \cdots g_k^{\epsilon_k},$$

$$h := h_0 h_1^{\epsilon_1} \cdots h_k^{\epsilon_k}.$$

Chattopadhyay, Torán, and Wagner showed that the cube words for $g$ and $h$ can be computed in $L \cap FOLL$, so $X(g, h)$ is computable in $L \cap FOLL$. We note that the FOLL bound follows from the fact that $P$ is a balanced parenthesization. As the two quasigroups are the same size, the map on the quasigroups induced by $(g_0, g_1, \ldots, g_k) \mapsto (h_0, \ldots, h_k)$ is a well-defined bijection iff the induced map is injective iff the induced map is surjective. So it now suffices to check whether the induced map is surjective. By Lemma 3.2, we may check whether the induced map is surjective in $AC^0$.

**Proof of Theorem 3.1.** Let $k = 4\lceil \log_2(n) \rceil$. We use $4k^2$ non-deterministic bits to guess cube generating sequences $A, B \subseteq L$ and $A', B' \subseteq L'$, where $A = \{a_0, a_1, \ldots, a_k\}$, $B = \{b_0, b_1, \ldots, b_k\}$, $A' = \{a'_0, a'_1, \ldots, a'_k\}$, and $B' = \{b'_0, b'_1, \ldots, b'_k\}$. We may then in $L \cap FOLL$ check the following.
• We first check that the map \( a_i \mapsto a'_i \) extends to a bijection of \( \langle A \rangle \) and \( \langle A' \rangle \). In particular, we may check in \( L \cap \text{FOLL} \) whether \( L_1 = \text{Cube}(A) \) and \( L_2 = \text{Cube}(A') \) (see [19, Theorem 5]). The procedure in Lemma 3.3 that decides whether the map \( a_i \mapsto a'_i \) for all \( i \in \{0, \ldots, k\} \) extends to a bijection \( L_1 \to L_2 \), also explicitly computes a bijection \( \varphi_A : L_1 \to L_2 \) if one exists.

• We proceed analogously for the map \( b_i \mapsto b'_i \) for all \( i \in \{0, \ldots, k\} \). In the case that \( L_1 = \text{Cube}(B) \) and \( L_2 = \text{Cube}(B') \), let \( \varphi_B : L_1 \to L_2 \) be the bijection computed by Lemma 3.3.

Suppose now that the bijections \( \varphi_A, \varphi_B : L_1 \to L_2 \) have been constructed. We now attempt to construct a relation \( \varphi_C : L_1 \to L_2 \) in such a way that \( \varphi_C \) is a bijection if and only if \( (\varphi_A, \varphi_B, \varphi_C) \) is an isotopism. For each pair \( (\ell, m) \in L_1 \times L_2 \), define \( X(\ell, m) = 1 \) if and only if we define \( \varphi_C \) to map \( \ell \mapsto m \). For each \( (\epsilon_1, \ldots, \epsilon_k), (\nu_1, \ldots, \nu_k) \in \{0, 1\}^k \), we do the following:

(a) Compute:

\[
g := a_0 a_{\epsilon_1} \cdots a_{\epsilon_k},
\]

\[
h := b_0 b_{\nu_1} \cdots b_{\nu_k}.
\]

We note that computing \( g \) and \( h \) can be done in \( L \cap \text{FOLL} \) (see Chattopadhyay, Torán, and Wagner [19]).

(b) Compute \( \ell := gh, \varphi_A(g), \varphi_B(h) \), and \( m := \varphi_A(g) \varphi_B(h) \). We set \( \varphi_C(\ell) = m \), which we indicate by defining \( X(\ell, m) = 1 \). The computations at this stage are computable using an \( \text{AC}^0 \) circuit.

(c) It remains to check whether \( \varphi_C \) is a bijection. By Lemma 3.2 we may test whether \( \varphi_C \) is a bijection in \( \text{AC}^0 \).

Now \( \varphi_C \) was constructed so that \( (\varphi_A, \varphi_B, \varphi_C) \) satisfies the homotopy condition, so, as they are also bijective, they are an isotopy. Thus, checking whether \( L_1 \) and \( L_2 \) are isotopic is in \( \beta_2 L \cap \beta_2 \text{FOLL} \).

Now for any \( i \geq 0 \) and any \( c \geq 0 \), we have that \( \beta_i \text{FO}((\log \log n)^c) \) cannot compute \text{Parity} [19]. As Latin Square Isotopy belongs to \( \beta_2 \text{FOLL} \), we obtain the following corollary.

\textbf{Corollary 3.4.} For any \( i \geq 0 \) and any \( c \geq 0 \), GI is not \( \beta_i \text{FO}((\log \log n)^c) \)-reducible to Latin Square Isotopy.

Miller [36] showed that isomorphism testing of Latin square graphs is polynomial-time reducible to the Latin square isotopy problem. Wolf [52] improved this bound, showing that isomorphism testing of Latin square graphs is \( \text{NC}^1 \)-reducible to testing for Latin square isotopy. We recall Wolf’s result below.
Lemma 3.5 ([52, Lemma 4.11]). Let $G$ be a Latin square graph derived from a Latin square of size $n$. We can retrieve a Latin square from $G$ with a polynomial-sized NC circuit with $O(\log n)$ depth.

Remark 3.6. The statement of Lemma 4.11 in Wolf actually claims a depth of $O(\log^2 n)$. However, in the proof of Lemma 4.11, Wolf shows that only $O(\log n)$ depth is needed [52].

Now by Remark 1.6, we can place the Latin squares into their main isotopy class in $\text{AC}^0$. In light of this, Wolf’s result, Theorem 3.1 and Bruck’s result that for $n > 23$, a pseudo-Latin square graph is a Latin square graph [15], we obtain the following corollary.

Corollary 3.7. Isomorphism of pseudo-Latin square graphs can be decided in $\beta_2 L$.

Remark 3.8. To the best of the author’s knowledge, the largest pseudo-Latin square graph that is not a Latin square graph is the Hall–Janko graph, where $n = 10$ (that is, the Hall–Janko graph has $n^2 = 100$ vertices) [47, 37]. The author would be grateful for references to larger examples.

We next show that the reduction from [52, Lemma 4.11], which effectively parallelizes the reduction found in [36], can be implemented in $\text{AC}^0$. Furthermore, we can place the recovered Latin square into its main isotopy class in $\text{AC}^0$ (see Remark 1.6). It follows that LATIN SQUARE GRAPH ISOMORPHISM is also in $\beta_2 \text{FOLL}$. As $\beta_2 \text{FOLL}$ cannot compute PARITY, we obtain that for any $i, c \geq 0$, GI is not $\beta_i \text{FO}((\log \log n)^c)$-reducible to LATIN SQUARE GRAPH ISOMORPHISM.

Lemma 3.9. Let $G$ be a Latin square graph obtained from a Latin square of order $n$. We can recover a Latin square from $G$ using an $\text{AC}^0$ circuit.

Proof. We carefully analyze the reduction from [36, 52]. By construction, two vertices $u$ and $v$ in $G$ are adjacent precisely if $u$ and $v$ correspond to elements in the Latin square that are either in the same row, the same column, or have the same value. As a result, each row, each column, and the nodes corresponding to a fixed given value all induce cliques of size $n$. The algorithm effectively identifies these cliques and their relations to the other cliques in order to recover a Latin square.

Denote $L = (\ell_{ij})_{1 \leq i, j \leq n}$ to be the $n \times n$ matrix, which our algorithm will populate with values for the Latin square. We proceed as follows.

1. We begin by selecting two adjacent vertices $x_1$ and $x_2$. Without loss of generality, we may assume $x_1$ and $x_2$ belong to the same row of the Latin square. We next find the $n$ vertices $v_1, \ldots, v_n$ adjacent to both $x_1$ and $x_2$. Precisely, for a vertex $v$, we have the indicator

$$X(v) = E(x_1, v) \wedge E(x_2, v),$$

where $E(u, v) = 1$ precisely if $u$ and $v$ are adjacent. Exactly $n$ indicators will evaluate to 1. All but two of these nodes form a clique of size $n$ with $x_1$ and
As $v_1, \ldots, v_n$ are adjacent to $x_1$ and $x_2$, it suffices to check which $n - 2$ vertices of $v_1, \ldots, v_n$ form a clique of size $(n - 2)$. For a given set $S \in \binom{[n]}{n-2}$, it suffices to check:

$$\bigwedge_{i,j \in S \atop i \neq j} E(v_i, v_j),$$

which is $\text{AC}^0$-computable. There are $\binom{n}{n-2} \in \Theta(n^2)$ such sets to check. Thus, identifying the clique is $\text{AC}^0$-computable.

In parallel, we label the vertices of the clique as $x_3, \ldots, x_n$. One node not adjacent to any of $x_3, \ldots, x_n$ is labeled $y_2$.

2. We associate $\ell_{1j}$ with $x_j$. Precisely, we set (in parallel) $\ell_{1j} = j$ for each $j \in [n]$. This step is $\text{AC}^0$-computable.

3. We next find the $n$-clique associated with $x_1$ and $y_2$, and label the additional vertices as $y_3, \ldots, y_n$. By similar argument as in Step 1, this step is $\text{AC}^0$-computable. Here, we view $x_1, y_2, y_3, \ldots, y_n$ as the first column of the Latin square.

4. For each $3 \leq i \leq n$, there exists a $3 \leq j \leq n$ such that $x_i$ and $y_j$ are adjacent. In particular, as $x_i$ and $y_j$ are neither in the same row nor the same column, it must be the case that $x_i$ and $y_j$ correspond to elements in the Latin square with the same value. It follows that our choice of $j$ is in fact unique. We reorder $y_3, \ldots, y_n$ so that $x_i$ is adjacent to $y_i$. This step is $\text{AC}^0$-computable.

5. For $2 \leq j \leq n$, we associate $\ell_{j1}$ with $y_j$. Precisely, we set (in parallel), $\ell_{j1} = j$ for each $2 \leq j \leq n$. This step is $\text{AC}^0$-computable.

6. For each of the remaining $(n-1)^2$ nodes $z$, we do the following in parallel:

   (a) If $z$ is adjacent to $x_1$, then the edge $\{x_1, z\}$ is a value edge (as $z$ is not in the same row or column as $x_1$). So there exist unique $i, j > 1$ such that $z$ is adjacent to $x_j$ and $y_i$. In this case, we set $\ell_{ij} = 1$. This case is $\text{AC}^0$-computable.

   (b) Suppose that $z$ is not adjacent to $x_1$. As each row, each column, and each value induce an $n$-clique, there exist unique $i, j, k \in [n]$ such that $z$ is adjacent to $x_j, y_i, x_k, y_k$. Unless $i = j = k$, we set $\ell_{ij} = k$. If $i = j = k$, we do nothing at this step and defer to step 7. This case is $\text{AC}^0$-computable.

7. We note that step 6b does not account for diagonal entries where $\ell_{ii} = i$. To this end, we do the following. For each $i \geq 2$, we (in parallel) set $\ell_{ii}$ to be the value that does not appear in row $i$. This step is $\text{AC}^0$-computable.

As we have a finite number of steps, each of which are $\text{AC}^0$-computable, it follows that we may recover a Latin square from $G$ using an $\text{AC}^0$ circuit. \qed
Proposition 3.10. Isomorphism testing of pseudo-Latin square graphs is in $\beta_2\text{FOLL}$. In particular, for any $i, c \geq 0$, GI is not $\beta_i\text{FO}((\log \log n)^c)$-reducible to isomorphism testing of pseudo-Latin square graphs.

Proof. We may handle the cases when $n \leq 23$ in $\text{AC}^0$. So suppose $n \geq 23$, and let $G$ and $H$ be pseudo-Latin square graphs. As $n \geq 23$, we have by Bruck that $G$ and $H$ are Latin square graphs [15]. By Lemma 3.9 we may in $\text{AC}^0$ recover canonical Latin squares $L_G$ and $L_H$ corresponding to $G$ and $H$. Now by [36, Lemma 3], $G \cong H$ if and only if $L_G$ and $L_H$ are main class isotopic. By Remark 1.6, we may place $L_G$ (respectively, $L_H$) into a normal form corresponding to its main isotopy class in $\text{AC}^0$. By Theorem 3.1, we can test whether $L_G$ and $L_H$ are isotopic in $\beta_2\text{FOLL}$.

Chattopadhyay, Torán, and Wagner showed that $\beta_2\text{FOLL}$ cannot compute PARITY [19]. The result now follows. \hfill \Box

4 Isomorphism Testing of Steiner Designs

In this section, we show that for any $i, c \geq 0$, GI is not $\beta_i\text{FO}((\log \log n)^c)$-reducible to isomorphism testing of several families of Steiner designs.

4.1 Nets

In this subsection, we show that for any $i, c \geq 0$, GI is not $\beta_i\text{FO}((\log \log n)^c)$-reducible to isomorphism testing of nets or the corresponding strongly regular graphs. We note that projective and affine planes are special cases of nets.

Theorem 4.1. Deciding whether two $k$-nets are isomorphic is in $\beta_2\text{L} \cap \beta_2\text{FOLL}$.

Proof. For $k = 0, 1, 2$, the pair $(k, n)$ determines the net uniquely, and so deciding isomorphism is trivial in these cases. So assume that $n + 1 \geq k \geq 3$. Let $N_1(n, k), N_2(n, k)$ be nets. We now start by guessing three non-parallel lines $\ell_a, \ell_b, \ell_c \in L(N_1)$ and three non-parallel lines $\ell'_a, \ell'_b, \ell'_c \in L(N_2)$. By definition, no two lines in the same parallel class share any points in common, and two lines in different classes share exactly one point in common. As there are $kn$ lines in $N_i$, we only require $O(\log(n))$ bits to identify a given line. As $k \leq n + 1$, in fact only $O(\log(n))$ bits are required.

We may identify whether two lines are disjoint in $\text{AC}^0$. In particular, we may check in $\text{AC}^0$ whether $\ell_a, \ell_b, \ell_c$ (respectively, $\ell'_a, \ell'_b, \ell'_c$) belong to different parallel classes. Suppose now that $\ell_a, \ell_b, \ell_c$ (respectively, $\ell'_a, \ell'_b, \ell'_c$) belong to different parallel classes. As there are $\binom{kn}{2}$ such pairs to check in a given $N_i$, we may identify in $\text{AC}^0$ the lines belonging to the three parallel classes $a, b, c$ in each $N_i$.

Now our three parallel classes determine a net $X_1(n, 3)$ in $N_1$ and a net $X_2(n, 3)$ in $N_2$. We note that a net of degree 3 identifies a quasigroup (Latin square) up to isomorphism. As QUASIGROUP ISOMORPHISM is in $\beta_2\text{L} \cap \beta_2\text{FOLL}$ [19, Theorem 3.4], we may now in $\beta_2\text{L} \cap \beta_2\text{FOLL}$ decide whether $X_1 \cong X_2$. We note that [19, Theorem
3.4] actually yields an isomorphism $\varphi : X_1 \to X_2$. We may now in $L \cap \text{FOLL}$ check whether $\varphi$ extends to an isomorphism of $N_1$ and $N_2$. The result follows.

**Corollary 4.2.** For any $i, c \geq 0$, GI is not $\beta_i \text{FO}((\log \log n)^c)$-reducible to isomorphism testing of two $k$-nets.

Miller previously showed that isomorphism testing of nets and the corresponding net graphs are equivalent under polynomial-time reductions when $n > (k - 1)^2$ [36, Theorem 8]. A closer analysis shows that this equivalence holds under $\text{TC}^0$-reductions in general; and that when $k$ is bounded, the equivalence holds under $\text{AC}^0$-reductions.

**Lemma 4.3.** Suppose that $G(V, E)$ is a $k$-net graph of order $n$ and $n > (k - 1)^2$. We can reconstruct the net $N(n, k)$ associated with $G$ in $\text{TC}^0$. If $k$ is bounded, we reconstruct the net $N(n, k)$ associated with $G$ in $\text{AC}^0$.

**Proof.** Suppose that $x_1, x_2 \in V(G)$ are adjacent. As there are $kn$ lines, it suffices to show that in $\text{AC}^0$, we can identify the remaining vertices of $V(G)$ that are on the same line as $x_1, x_2$. We first note that we can, in $\text{AC}^0$, identify the vertices adjacent to both $x_1$ and $x_2$.

Let $H$ be the subgraph induced by these vertices together with $x_1$ and $x_2$. We note that $H$ contains the maximum clique (of $n$ vertices) containing both $x_1$ and $x_2$. The vertices of this clique have degree $n - 2$. As two adjacent vertices have $(n - 2) + (k - 1)(k - 2)$ neighbors in common, there are $(k - 1)(k - 2)$ vertices of $H$ that do not belong to this clique. Recall that a net has $k$ parallel classes, and any two lines in a given parallel class have empty intersection. Furthermore, two lines from different parallel classes share exactly one point in common. Thus, each nonclique vertex of $H$ is adjacent to exactly $(k - 1)$ elements of the clique. Thus, each nonclique vertex of $H$ has degree at most:

$$(k - 1) + (k - 1)(k - 2) - 1 = (k - 1)^2 - 1.$$ 

In general, using the difference in degrees, we may identify the clique and nonclique vertices in $\text{TC}^0$. If $k$ is bounded, then we may identify the clique and nonclique vertices in $\text{AC}^0$. The result follows.

We combine Lemma 4.3 with Bruck’s result [15, Theorem 7] that for fixed $k$, pseudo-net graphs with sufficiently many vertices are net graphs to obtain the following.

**Corollary 4.4.** For fixed $k$, isomorphism testing of pseudo-net graphs of order $n$ and degree $k$ is in $\beta_2 L \cap \beta_2 \text{FOLL}$. In particular, for any $i, c \geq 0$, GI is not $\beta_i \text{FO}((\log \log n)^c)$-reducible to isomorphism testing of pseudo-net graphs of order $n$ and degree $k$.

**Remark 4.5.** Let $p(x) := (1/2)x^4 + x^3 + x^2 + (3/2)x$. Bruck [15, Theorem 7] showed that if $n > p(k - 1)$ and $k > 1$, then a pseudo-net graph of order $n$ and degree $k$ is a net graph.
4.2 Steiner Triple Systems

Using the standard connection between Steiner triple systems and quasigroups in tandem with [19], we observe the following.

Observation 4.6. Deciding whether two Steiner triple systems are isomorphic is in $\beta_2L \cap \beta_2FOLL$.

Proof. Let $S$ be a Steiner triple system of order $n$. We define a quasigroup $Q$ on the set $[n]$, with the multiplication operation satisfying the following: (i) for each $x \in [n]$, define $x^2 = x$, and (ii) for each block $\{a, b, c\}$, define $ab = c$ (note that as the blocks are unordered, all such products $ba = c, ac = ca = b, bc = cb = a$ are required). The Steiner triple system determines $Q$ up to isomorphism. In particular, this construction is $AC^0$-computable. As QUASIGROUP ISOMORPHISM belongs to $\beta_2L \cap \beta_2FOLL$ [19], it follows that deciding whether two Steiner triple systems are isomorphic is in $\beta_2L \cap \beta_2FOLL$.

Proposition 4.7. Let $G$ be a block-incidence graph on $n$ vertices derived from a Steiner 2-design, in which each block has $k$ points and $\sqrt{n} - 2 > (k - 1)^2$. We can reconstruct the Steiner 2-design in $TC^0$. Furthermore, if $k$ is bounded, then we may reconstruct the Steiner 2-design in $AC^0$.

Proof. We closely analyze the proof of [46, Proposition 10]. We note that $n$ is the number of blocks in the Steiner design. Let $v$ be the number of points in the Steiner design, and let $R = (v - 1)/(k - 1)$ be the number of blocks containing a given point. Let $B_1, B_2$ be two blocks that intersect uniquely at the point $p$. There are $R - 2 + (k - 1)^2$ blocks that intersect both $B_1$ and $B_2$. We note that $R - 2$ of these blocks also go through $p$, and the remaining $(k - 1)^2$ blocks go through points other than $p$.

We note that $p$ corresponds to the edge $\{B_1, B_2\} \in E(G)$. The $R$ blocks that intersect $p$ (including $B_1, B_2$) form a clique. Furthermore, these $R - 2$ blocks intersecting $B_1, B_2$ at $p$ do not intersect with the remaining $(k - 1)^2$ blocks that intersect with $B_1, B_2$ in points other than $p$. Let $N$ be the set of mutual neighbors for $B_1, B_2$. Now if $R - 2 > (k - 1)^2$, the $R$-clique is distinguished from the remaining $(k - 1)^2$ blocks that do not contain $p$ by their degrees in the induced subgraph $G[N]$. We may distinguish these vertices in $TC^0$ in general. If $k$ is bounded, then we may distinguish these vertices in $AC^0$.

The fact that $R > \sqrt{n}$ was established in [46, Proposition 10].

We combine Proposition 4.7 with Bose’s result that pseudo-STS graphs with strictly more than 67 vertices are STS graphs [14] to obtain the following.

Corollary 4.8. Deciding whether two pseudo-STS graphs are isomorphic is in $\beta_2L \cap \beta_2FOLL$. In particular, for any $i, c \geq 0$, GI is not $\beta_i FO((\log \log n)^c)$-reducible to isomorphism testing of pseudo-STS graphs.

Remark 4.9. To the best of the author’s knowledge, it remains open whether the bound of 67 due to Bose [14] can be decreased.
4.3 Reduction to Steiner 2-Designs

Babai and Wilmes \[10\] previously exhibited a reduction from isomorphism testing of Steiner $t$-designs to the case of Steiner 2-designs. A careful analysis shows that their reduction is $\beta_2 \mathcal{AC}^0$-computable. As a corollary, we obtain that GI is not $\mathcal{AC}^0$-reducible to isomorphism testing of Steiner $(t, t+1)$-designs.

Observation 4.10 (cf. \[10\]). If isomorphism testing of Steiner 2-designs belongs to $\beta_2 \mathcal{L} \cap \beta_2 \mathcal{FOLL}$, then testing isomorphism of Steiner $t$-designs also belongs to $\beta_2 \mathcal{L} \cap \beta_2 \mathcal{FOLL}$.

Proof. Let $\mathcal{D}_1 = (X_1, B_1, I_1)$ and $\mathcal{D}_2 = (X_2, B_2, I_2)$ be Steiner $(t, k, v)$-designs. We begin by guessing subsequences $a_1, \ldots, a_{t-2} \in X_1$ and $b_1, \ldots, b_{t-2} \in X_2$. While we think of $a_1, \ldots, a_{t-2}$ and $b_1, \ldots, b_{t-2}$ as determining subsets $A = \{a_1, \ldots, a_{t-2}\} \subseteq X_1$ and $B = \{b_1, \ldots, b_{t-2}\} \subseteq X_2$, we stress that we guess both the elements and an ordering. As $t \in \mathcal{O}(\log n)$ (see the proof of \[10\], Theorem 30), in which Babai and Wilmes cite \[40\]), guessing $A$ and $B$ requires $\mathcal{O}(\log^2 n)$ bits. We may write down the derived designs $\mathcal{D}_1(A)$ and $\mathcal{D}_2(B)$ in $\mathcal{AC}^0$ (see Section 2 for the definition of a derived design).

Suppose first that $\mathcal{D}_1 \cong \mathcal{D}_2$. Let $\varphi : X_1 \to X_2$ be an isomorphism. Then for any $A \subseteq X_1$ of size $t - 2$, the derived designs $\mathcal{D}_1(A)$ and $\mathcal{D}_2(\varphi(A))$ are isomorphic.

Conversely, let $\psi : X_1 \setminus A \to X_2 \setminus B$ be an isomorphism of the derived designs $\mathcal{D}_1(A) \cong \mathcal{D}_2(B)$. Define:

$$\hat{\psi}(x) = \begin{cases} 
\psi(x) & : x \not\in A, \\
b_i & : x = a_i \in A.
\end{cases}$$

We may easily check in $\mathcal{AC}^0$ whether $\hat{\psi}$ is an isomorphism of $\mathcal{D}_1$ and $\mathcal{D}_2$. In particular, if isomorphism testing of Steiner 2-designs belongs to $\beta_2 \mathcal{L} \cap \beta_2 \mathcal{FOLL}$, we may use the added non-determinism to guess an isomorphism of $\mathcal{D}_1(A) \cong \mathcal{D}_2(B)$ that lifts to an isomorphism of $\mathcal{D}_1 \cong \mathcal{D}_2$. In total, we are still using at most $\mathcal{O}(\log^2 n)$ non-deterministic bits.

We obtain the following corollaries.

Corollary 4.11. The problem of deciding whether two Steiner $(t, t+1)$-designs are isomorphic is $\beta_2 \mathcal{AC}^0$-reducible to the problem of finding an isomorphism of two Steiner triple systems.

Now deciding isomorphism testing of Steiner triple systems is $\mathcal{AC}^0$-reducible to QUASIGROUP ISOMORPHISM (see Theorem \[17\]). Furthermore, Chattopadhyay, Torán, and Wagner solved the search version of QUASIGROUP ISOMORPHISM; that is, their $\beta_2 \mathcal{L} \cap \beta_2 \mathcal{FOLL}$ procedure for QUASIGROUP ISOMORPHISM returns an isomorphism of the two quasigroups whenever an isomorphism exists. So in particular GI is not $\mathcal{AC}^0$-reducible to the search version of QUASIGROUP ISOMORPHISM \[19\]. We may use the isomorphism for the quasigroups to construct an isomorphism of the
Steiner triple systems, which may in turn be used to construct an isomorphism of the two Steiner \((t, t+1)\)-designs. We summarize this observation with the following corollaries.

**Corollary 4.12.** The problem of deciding whether two Steiner \((t, t+1)\)-designs are isomorphic is \(\beta_2\AC^0\)-reducible to the problem of finding an isomorphism of two quasi-groups.

**Corollary 4.13.** For any \(i, c \geq 0\), \(GI\) is not \(\beta_i\FO((\log \log n)^c)\)-reducible to the problem of deciding whether two Steiner \((t, t+1)\)-designs are isomorphic.

5 Conference Graphs

In this section, we consider the complexity of identifying conference graphs. A conference graph is a strongly regular graph with parameters \((n, (n-1)/2, (n-5)/4, (n-1)/4)\). For a graph \(G\), a distinguishing set \(S\) is a subset of \(V(G)\) such that for every \(u, v \in V(G)\), we have that \(u \in S, v \in S, or N(u) \cap S \neq N(v) \cap S\). We have the following observation.

**Observation 5.1.** Let \(G\) be a graph, and let \(S\) be a distinguishing set. After individualizing each vertex in \(S\), we have that two rounds of the count-free Color Refinement algorithm will assign each vertex in \(G\) a unique color.

Babai [4, Lemma 3.2] (take \(k = (n-5)/4\) showed that conference graphs admit distinguishing sets of size \(O(\log n)\) (in fact, almost all such subsets of this size are distinguishing). As a consequence of this and Observation 5.1, we obtain the following.

**Theorem 5.2.** Let \(G\) be a conference graph, and let \(H\) be an arbitrary graph. We can decide isomorphism between \(G\) and \(H\) in \(\beta_2\AC^0\).

**Proof.** We use \(m := O(\log^2 n)\) non-deterministic bits to guess a sequence \(S = (s_1, \ldots, s_m)\) for \(G\)– while it would suffice for \(\{s_1, \ldots, s_m\}\) to be a distinguishing set for \(G\), we only need that after individualizing the elements of \(S\), two rounds of count-free Color Refinement will assign each vertex in \(G\) a unique color. There may be non-distinguishing sets that accomplish this. Let \(S' = (s'_1, \ldots, s'_m)\) be the vertices of \(H\) that were guessed. We now individualize \(S\) and \(S'\) so that \(s_i \mapsto s'_i\) get the same color, and \(s_i, s_j\) get different colors whenever \(i \neq j\). The individualization step is \(\AC^0\)-computable. We now run two rounds of count-free Color Refinement, which is \(\AC^0\)-computable (cf. [26] and the discussion in Section 2). Lastly, we check that each vertex in \(G, H\) has a unique color, and whether the map induced by the colors is an isomorphism. This last step is \(\AC^0\)-computable. The result now follows.

In light of the previous work of Chattopadhyay, Torán, and Wagner [19], we obtain the following corollary.

**Corollary 5.3.** For any \(i, c \geq 0\), there is no \(\beta_i\FO((\log \log n)^c)\)-computable reduction from \(GI\) to isomorphism testing of conference graphs.
6 Conclusion

We showed that for any $i, c \geq 0$, GI is not $\beta_i \text{FO}((\log \log n)^c)$-reducible to several isomorphism problems characterized by the generator enumeration technique, including Latin Square Isotopy, isomorphism testing of nets (which includes affine and projective planes), isomorphism testing of Steiner $(t,t + 1)$-designs, and isomorphism testing of conference graphs. As a corollary, we obtained that GI is not $\beta_i \text{FO}((\log \log n)^c)$-reducible to isomorphism testing of Latin square graphs, $k$-net graphs (for fixed $k$), and the block-intersection graphs arising from Steiner triple systems. Our work leaves several directions for further research.

In Proposition 4.7, we showed that a Steiner 2-design can be recovered from its block-incidence graph in $\text{AC}^0$ when the block size is bounded. Otherwise, the procedure is $\text{TC}^0$-computable, as we need to distinguish vertices by their degrees. As a step towards ruling out $\beta_i \text{FO}((\log \log n)^c)$ reductions from GI, it would be of interest to show that we can recover a Steiner 2-design from its block-incidence graph in a complexity class that cannot compute $\text{Parity}$. To this end, we ask the following.

**Question 6.1.** Can Steiner 2-designs of unbounded block size be recovered from their block-incidence graphs in $\text{AC}^0$?

It would also be of interest to find additional families of Steiner 2-designs where the isomorphism problem belongs to $\beta_i \text{FO}((\log \log n)^c)$. As a starting point, we ask the following.

**Question 6.2.** For Steiner 2-designs with bounded block size, can we decide isomorphism in $\beta_2 \text{FOLL}$?

While a Steiner 2-design $D$ admits a generating set $S$ of $O(\log v)$ points, we have that $\text{Aut}_S(D)$ may in general be non-trivial. This is the key barrier for the techniques here.

Babai and Wilmes [10] and Chen, Sun, and Teng [20] independently showed that Steiner 2-designs admit a set of $O(\log v)$ points where, once individualized, the Color Refinement algorithm assigns a unique color to each point. A priori, it seems plausible that only polyloglog $v$ iterations are required. However, Color Refinement takes into account the multiset of colors, and so each round can be implemented with a $\text{TC}^0$-circuit. In particular, Babai and Wilmes rely crucially on counting [10, Target 2]. So we ask the following.

**Question 6.3.** Does there exist an absolute constant $c$, such that Steiner 2-designs admit a set $S$ of $O(\log^c v)$ points where, after individualizing $S$, the coloring from polyloglog $n$ rounds of count-free Color Refinement assigns each point a unique color?

In the remark following the proof of [4, Lemma 3.2], Babai outlines a deterministic proof that leverages the greedy set cover algorithm (see [33]) to obtain a distinguishing set of the prescribed size. Now suppose that $G$ and $H$ are isomorphic, and the
greedy set cover algorithm returns distinguishing sequences $S$ and $S'$ of the same size for $G, H$ respectively. A priori, $S$ and $S'$ need not be canonical in the sense that there need not be an isomorphism $\varphi : V(G) \to V(H)$ mapping $\varphi(S) = S'$. Thus, we ask the following.

**Question 6.4.** Is it possible to deterministically construct a canonical distinguishing set of the size prescribed by [4, Lemma 3.2] for a graph in polynomial time?

An answer of yes to Question 6.4 in tandem with the work in Section 5 would immediately yield a polynomial-time isomorphism test for conference graphs. Babai’s work [4] implies an $n^{O(\log n)}$-time algorithm, and to the best of my knowledge, no further improvements have been made to the runtime.

Alternatively, we ask the following.

**Question 6.5.** Let $G$ be a conference graph. Does there exists a set of vertices $S$ of size $O(1)$ such that, after individualizing $S$ and running Color Refinement, each vertex of $G$ would receive a unique color?

An answer of yes to Question 6.5 would also yield a polynomial-time isomorphism test for conference graphs, using the individualize-and-refine paradigm. Even finding a such a set $S$ of size $o(\log n)$ would be a major advance, as it would yield an $n^{o(\log n)}$-time isomorphism test.
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