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Abstract: In this paper, we consider a decision problem arising from higher degree research student recruitment process in a university environment. The problem is to recruit a number of research students by maximizing the sum of a performance index satisfying a number of constraints, such as supervision capacity and resource limitation. The problem is dynamic in nature as the number of eligible applicants, the supervision capacity, completion time, funding for scholarships, and other resources vary from period to period and they are difficult to predict in advance. In this research, we have developed a mathematical model to represent this dynamic decision problem and adopted an evolutionary algorithm-based approach to solve the problem. We have demonstrated how the recruitment decision can be made with a defined objective and how the model can be used for long-run planning for improvement of higher degree research program.
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1. Introduction

Many real-world decision problems, such as project scheduling, production planning, and resource allocation, are multi-period and dynamic (Sarker & Newton, 2007). In these problems, it is required to make the decisions for many periods in the future repeatedly. In some cases, firstly, the multi-period problem is solved as a static problem based on the anticipated parameters and then the solutions are updated at a regular interval with the availability of new information. In some other cases, the problem is solved only for the current period as the data and information for future periods are hardly available in the current period. In the literature, similar problems are solved as optimization problems.

In this paper, we introduce a problem of higher degree research student recruitment (HDRSR) process. In the process, we recruit the best possible set of students considering the eligibility of students, their ability for timely completion, supervision capacity, funding availability, and other resource limitation. As all these information are available at the time of the application process, the decision problem is to allocate the eligible students to some supervisors or a group of supervisors in different disciplines using a department, school or faculty specific decision criteria. Examples of decision criteria are maximizing the throughput, minimizing the average completion time, maximizing the quality of output, minimizing the overall cost, and maximizing the return on investment. The HDRSR problem looks like a single-period static optimization problem that must be solved in each period (or session or semester) with period dependent parameters and data.

To analyze the recruitment pattern or the performance over a number of future periods, it is required to solve the problem for many periods, where the parameters are either stochastic or dynamic. That means, this is a dynamic optimization problem where the timing of parameter change is known, but their magnitude must be either calculated or predicted using historical data and derived functions. For better results, such a model must be run in each period on a rolling horizon basis.

In this research, we have defined a HDRSR as an optimization problem and developed a mathematical model to represent the problem. The mathematical model has been solved using a differential evolution (DE) algorithm. The representative data were taken from a research intensive school/department considering five research focus areas. The model has been solved using DE algorithm for a single semester as a static optimization problem and for several semesters in the future as a dynamic optimization problem. The performance of each research focus area has been analyzed and their combined affect has also been reported.

The rest of this paper is organized as follows: Section 2 presents the problem definition and mathematical model of HDRSR. Section 3 gives an overview of DE. The details of the algorithm used to solve the problem are given in Section 4, while Section 5 presents the computational results. Finally, conclusions are elaborated in Section 6.

2. Problem definition and mathematical modeling

In this paper, we consider an academic unit, such as a department, school or research centre, within a higher degree institution/university. As a part of the academic activities, the selected academic unit offers higher degree research program, such as Doctor of Philosophy (PhD). The unit has a number of research focus areas and each area has limited qualified academics to supervise HDR students. The unit has its own scheme to fund scholarships to high quality HDR students. There may be some additional funding available under special projects and from external sources. The eligible students apply for admission to conduct research in a research area of his/her interest and at the same they apply for scholarships. In the HDRSR problem, for simplicity, we aim to allocate the research students to a group of supervisors, having similar research interests, by maximizing the sum of a performance index that emphasizes on quick completion as well as high quality output. However, one can consider the allocation to individual supervisors or school and faculty level. Such a problem requires input from the academic unit, such as supervision capacity in each research focus area in each semester, the number of scholarships available in each semester, the number of eligible applicants under each area
in each semester, and any special condition imposed by the unit, such as supervision performance of each research area. The output expected is the allocation of students to each research area and performance analysis for each area and the unit as a whole.

We assume that all applicants eligible for enrollment will apply for scholarships. Here, the scholarship means living allowance paid by the individual research group, or the academic unit. This assumption can be relaxed depending on the mix of applicants. For example, a group of students may require only supervision not funding. We consider two types of scholarships: (1) common pool—applicants from any research group can apply and (2) special scholarships—funded by individual research group for their own applicants. We also assume that the expected completion time for a PhD program is 3.5 years (seven semesters).

The constraints considered here are the number of eligible applicants, the supervision capacity in each research area, and the availability of funding for scholarships (converted to the number of scholarships) in both general pool and special scholarships.

To develop the mathematical model for the HDRSR problem, we define a set of decision variables and parameters, as presented in Table 1.

The objective is to maximize the sum of a performance index subject to a set of constraints, such that

\[
\text{Maximize } f(x) = \sum_{i}^{n} \left( \frac{W}{ACT_{it} - D} \right) x_{it}
\]

Subject to:

1. \[x_{it} \leq NA_{it}, \quad \forall i, t\]  
2. \[x_{it} \leq SC_{it}, \quad \forall i, t\]  
3. \[y_{it} \leq SS_{it}, \quad \forall i, t\]  

### Table 1. List of abbreviations used

| Index | Meaning |
|-------|---------|
| i     | A research group |
| t     | Time period (equal to a semester) |
| k     | An applicant (eligible research student) |
| \(x_{it}\) | Number of students recruited to start in \(t\) with \(i\) |
| \(y_{it}\) | Number of students selected for special scholarships in \(t\) with \(i\) |
| \(NS_{it}\) | Number of scholarships available in the general pool in \(t\) |
| \(SS_{it}\) | Number of special scholarships available in \(i\) at semester \(t\) |
| \(NA_{it}\) | Number of eligible applicants in \(i\) at \(t\) |
| \(SC_{it}\) | Supervision capacity available (number of students that can be supervised) in \(i\) at \(t\) |
| \(SC_{\text{com}}_{it}\) | Number of students successfully completed their degree from \(i\) at \(t\) |
| \(NPub_{it}\) | Number of elite papers published from student research in group \(i\) in semester \(t\) |
| \(DES_{kit}\) | Number of semesters taken to complete by a student \(k\) from \(i\) (who completes in semester \(t\)) |
| \(ACT_{it}\) | Average completion time of students of group \(i\) as calculated in semester \(t\) |
| \(D\) | The minimum number of semesters allowed by the university for thesis submission−1 |
| \(QI_{it}\) | Quality index of students’ research in group \(i\) in semester \(t\) |
| \(n\) | The number of groups |
| \(W\) | The weight |
where the constraint inequalities Equations 2–6 represent the limit on eligible applicants, supervision capacity, limit on special scholarships, limit on general pool of scholarships, and non-negativity of variables, respectively. Firstly, the applicants are ranked based on their qualifications, research experiences, and publications, and then the number of short-listed applicants set the limit on eligible applicants used in the constraint. The supervision capacity is determined based on the number of students that can be supervised by the research area in a semester. The number of scholarships is calculated based on the funding available. The average completion time is calculated, and updated at each \( t \), using the following equation that considers the completions of the past \( S \) semesters

\[
ACT_{it} = \frac{\sum_{t-S}^{t-1} \sum_{k} DES_{kit}}{\sum_{t-S}^{t-1} SCom_{it}}
\]  

For simplicity, in this paper, the quality index is measured as the high quality publications produced per unit supervision capacity, which is expressed as follows:

\[
QI_{it} = \frac{N Pub_{it}}{SC_{it}}
\]

\( W \) is a sum of three components as follows:

\[
W = A_i ACT_{it} + B_i y_{it} + C_i QI_{it}
\]

where \( A_i, B_i, \) and \( C_i \) are the given parameters. A higher value of \( A_i \) ensures a higher weight for average early completion, a higher value of \( B_i \) ensures higher weight for the group having own funding for scholarships, while a higher value of \( C_i \) provides higher weight for the group’s quality index. The quality index may include other achievements, such as quality of theses and external recognition.

3. Differential evolution

DE is a powerful global search algorithm for real parameter optimization. It combines the concept of using larger population from a GA and self-adapting mutation from evolution strategy (Storn & Price, 1995). DE differs from other EAs mainly in its generation of new vectors by adding the weighted difference vector between two individuals to a third individual (Storn & Price, 1995). We have selected DE in this paper because of its superior search ability in solving complex practical problems, and it does not require the satisfaction of any mathematical properties of a problem on hand (Sarker & Newton, 2007; Elsayed, Sarker, & Essam, 2013a). Also, the HDRSR problem is dynamic, so using flexible algorithms like DE can guarantee better performance in comparison with deterministic methods (Sarker, Kamruzzaman, & Newton, 2003). The rest of this section gives an overview of DE’s operators and parameters.

3.1. Mutation

A mutant vector is generated by multiplying \( F \) by the difference between two random vectors and the result is added to a third random vector (DE/rand/1) as

\[
\bar{v}_z = \bar{x}_{r_1, z} + F(\bar{x}_{r_2, z} - \bar{x}_{r_3, z})
\]

where \( r_1, r_2, \) and \( r_3 \) are different random integer numbers \( \in [1, PS] \) and none of them is similar to \( z = 1, 2, \ldots, PS \). \( PS \) is the population size. The type of mutation operator has a great effect on the performance of DE. As a consequence, many mutation types have been introduced over the last era,
such as: DE/best/1 (Storn & Price, 1997), DE/rand-to-best/1 (Qin, Huang, & Suganthan, 2009) and DE/current-to-best (Zhang & Sanderson, 2009).

3.2. Crossover

There are two well-known crossover schemes, exponential and binomial. In an exponential crossover, firstly, an integer index, $l$, is randomly selected from a range $[1,n]$, where $n$ is the problem dimension. This index acts as an initial position in the target vector from where an exchange of variables with the donor vector begins. An integer index, $L$, that defines the number of components the donor vector contributes to the target vector, is randomly selected, such that $L \in [1,n]$. Subsequently, a trial vector ($\overline{u}$) is calculated such that

\[
\overline{u}_{z,j} = \begin{cases} 
  v_{z,j} & \text{for } j = (l)_n, (l + 1)_n, \ldots, (l + L - 1)_n \\
  x_{z,j} & \forall j \in [1,n] 
\end{cases}
\]

where $j = 1, 2, \ldots, D$, and $(l)_n$ denotes a modulo function with a modulus of $n$ and a starting location of $l$.

On the other hand, the binomial crossover is conducted on every variable with a predefined crossover probability, such that:

\[
\overline{u}_{z,j} = \begin{cases} 
  v_{z,j} & \text{if } \text{rand} \leq Cr|j = j_{\text{rand}} \\
  x_{z,j} & \text{otherwise}
\end{cases}
\]

where $j_{\text{rand}} \in 1, 2, \ldots, D$ is a randomly selected index, which ensures $\overline{u}_z$ gets at least one component from $\overline{v}_z$.

3.3. Selection

The selection process is simple, in which an offspring will be survived to the next generation, if it is better than its parent, based on its objective value and/or constraints violation.

Over the last two decades, many DE variants have been proposed to adapt DE parameters and/or operators.

Storn and Price (1997) recommended a population size of $5n - 20n$ (and an $F$ value of 0.5, while Rönkkönen (2009) indicated that $F$ is typically between 0.40 and 0.95, with $F = 0.9$ being a good first choice. Abbass (2002) proposed generating $F$ using a Gaussian distribution $N(0, 1)$. This technique was then modified in Elsayed, Sarker, and Essam (2011). Qin et al. (2009) proposed a novel DE algorithm (SaDE), where $F$ was approximated by a normal distribution $N(0.5, 0.3)$, and was truncated to the interval $(0, 2]$. $Cr$ was randomly generated according to an independent normal distribution with mean $Cr_m$ and standard deviation 0.1. The $Cr_m$ values were fixed for five generations before the next regeneration. $Cr_m$ was initialized to 0.5, and it was updated every 25 generations based on the recorded successful $Cr$ values since the last $Cr_m$ update.

Using fuzzy logic controllers, Liu and Lampinen (2005) presented a fuzzy adaptive DE. Brest, Greiner, Boskovic, Mernik, and Zumer (2006) proposed a self-adaptation scheme for the DE control parameters, where in it, a set of $F$ and $Cr$ values were assigned to each individual in the population, thus augmenting the dimensions of each vector. Zhang and Sanderson (2009) introduced an adaptive DE algorithm with optional external memory (JADE). In it, at each generation, $Cr_z$ of each individual was independently generated according to a normal distribution of mean $\mu_{Cr}$ and standard deviation of 0.1. $\mu_{Cr}$ was initialized at a value of 0.5 and was latter updated. Similarly, $F_z$ of each individual was independently generated according to a Cauchy distribution with location parameter ($\mu_F$) and scale parameter 0. $\mu_F$ was initialized at a value of 0.5 and was subsequently updated at the end of each generation.
Sarker, Elsayed, and Ray (2014) proposed a DE algorithm that used a mechanism to dynamically select the best performing combinations of parameters $C_r$ and $F$ for a problem during the course of a single run. The performance of the algorithm was judged by solving three well-known sets of optimization test problems (two constrained and one unconstrained). The results demonstrated that the proposed algorithm was superior to other state-of-the-art algorithms. Elsayed et al. (2011) proposed an algorithm that divides the population into four sub-populations. Each sub-population uses one combination of search operators. During the evolutionary process, the sub-population sizes were adaptively varied, such that the sub-population size of each successful operator was increased, and at the same time the sub-population size of the unsuccessful operators was shrunk. The measure of success and failure of any combination of operators was decided based on changes in the fitness values, constraint violations, and the feasibility ratio of the sub-populations individuals. The algorithm performed well on a set of constrained problems. The algorithm was then extended and improved in Elsayed, Sarker, and Essam (2012, 2013b).

Zamuda and Brest (2012) proposed an algorithm that incorporated two multiple mutation strategies into a self-adaptive DE (jDE) (Brest et al., 2006) and a population reduction methodology which was introduced in Brest and Maučec (2008). The algorithm was tested on 22 real-world applications, and showed better performance than two other algorithms. Brest et al. (2013) also proposed a DE algorithm which embedded a self-adaptation mechanism for parameter control. In it, the population was divided into sub-populations to apply more DE strategies, and a population diversity mechanism was also introduced. The algorithm was tested on a set of unconstrained problems.

### 4. A DE algorithm for HDRSR

The general framework of the DE algorithm used in this research is presented in Algorithm 1.

**Algorithm 1** General framework of DE considered

1. Generate an initial random population. The variables of each individual $(\tilde{x}_j)$ must be within its boundaries;
2. Calculate the fitness value and constraint violation of $(\tilde{x}_j)$;
3. while $\text{iter} < \text{iter}_{\text{max}}$ do
4. for $z = 1 : PS$ do
5. Generate a new individual $(u'_z)$;
6. Calculate the fitness value and constraint violation of $(u'_z)$;
7. if $u'_z$ is better than $\tilde{x}_j$ then
8. $u'_z$ is survived to the next generation;
9. end if
10. Update and sort the new population.
11. end for
12. $\text{iter} \leftarrow \text{iter} + 1$
13. end while

Zamuda and Brest (2012) proposed an algorithm that incorporated two multiple mutation strategies into a self-adaptive DE (jDE) (Brest et al., 2006) and a population reduction methodology which was introduced in Brest and Maučec (2008). The algorithm was tested on 22 real-world applications, and showed better performance than two other algorithms. Brest et al. (2013) also proposed a DE algorithm which embedded a self-adaptation mechanism for parameter control. In it, the population was divided into sub-populations to apply more DE strategies, and a population diversity mechanism was also introduced. The algorithm was tested on a set of unconstrained problems.

Firstly, instead of encoding two initial populations, one for $x$ and one for $y$, each individual of a length $n$, a single population is encoded, of size $PS$, and each individual with a length $2n$, where the first $n$ components represent $x$, while the subsequent $n$ components are for $y$. For simplicity, instead on saying $2n$ as the problem dimension, we name it to $n$. For simplicity, we will use $x$ to represent the decision variables. Each individual must be within its range, such that

$$x_{zj} = x_{zj} + \text{rand} \times (\bar{x}_{zj} - x_{zj})$$

where $x_{zj}$, $\bar{x}_{zj}$ are the lower and upper bounds of the decision variable $x_j$, and rand is a random number $\in [0, 1]$. As we deal with an integer optimization problem, each $x_{zj}$ is rounded to an integer number, as depicted in Figure 1.

Subsequently, DE takes place to generate new individuals. DE/current-to-best (Zhang & Sanderson, 2009) is used, along with the binomial crossover, such that
where $x_{best,j}$ is the $j$th variable of the best individual within the current population, a possible representation of one individual is represented in Figure 2.

If $\vec{u}_{z}$ is better than $\vec{x}_z$, it will survive to the next generation; otherwise keep $\vec{x}_z$ in the next generation. The process continues until a stopping criterion is met. The definition of superiority is based on the superiority of feasible solutions technique (Deb, 2000), as it does not require user-defined parameters. In it, three conditions exist: (1) between two feasible candidates, the fittest one (according to fitness function) is selected; (2) a feasible point is always better than an infeasible one; and (3) between two infeasible solutions, the one with a smaller sum of constraint violations ($\Theta$) is chosen.

5. Experimental results
For the current semester $t$, the optimization model presented in Section 2 is a simple static problem, where all the relevant data and parameters can be calculated and generated using the historical data and based on the goal of the administration. For analyzing multiple periods in the future, some parameters (such as $ACT_{it}$ and $QI_{it}$) are dynamically changed with relation to their earlier activities and performances, and some other parameters (such as $NA_{it}$ and $NS_{t}$) are basically random variables. For multiple periods analysis, we ran the model for a single period, update the parameters, and then re-ran it for the next period. The process continues until all $T$ periods are completed. For the

Table 2. Data generation

| Parameter | Description |
|-----------|-------------|
| $n$       | 5 groups for $x$ and the same is for $y$, hence $n = 10$ |
| $NS_{i,t}$| Randomly generated between 20 and 30 |
| $SS_{i,t}$| Randomly between 0 and 3 |
| $NA_{i,t}$| Randomly between 25 and 40 |
| $MaxSC_{i,t}$| 48 for each group (8 supervisors, with a maximum supervision limit of 6 of each one) |
| $SC_{i,t}$| Randomly between 0 and $MaxSC_{i,t} - SCom_{i,t-1}$ |
| $SCom_{i,t}$| Randomly between 0 and $k_{i,t-6}$ |
| $k_{i,t}$| Randomly between 0 and $MaxSC_{i,t} - SCom_{i,t-1}$ |
| $DES_{kit}$| Randomly generated 5 and 10 |
| $D$ | 3 |
| $QI_{it}$| 1 to 5, where 5 is assigned for the best group. |
| $S$ | 6 |
| $t$ | 7 |
| $T$ | 18 |
| $A$ | 10 |
| $B$ | 5 |
| $x_{z,j}$| $0$ |
| $x_{z,j}$| $NA_{i,t}$ |
In our experimental study, we used random values for some parameters within their ranges observed in the past. Alternatively, the predicted values can be used which can then be changed with the availability of updated information, as shown in Table 2.

Regarding DE parameters, both $F \in [0.4 - 0.95]$, while $Cr$ was set at a value of 0.95 (Sarker et al., 2014). The algorithm was run for 25 times at each period. The best and mean objective values were recorded along with the standard deviation, as shown in Table 3. From this table, it is clear that the algorithm is robust, in which it was able to obtain the same solution, in all 25 runs, at each semester.

Furthermore, Figure 3 shows the number of students that may be recruited during each semester for the subsequent 12 semesters. This figure shows that the numbers of students, in each group, will be close to each other in the long run if they have similar supervision capacity. In the optimization
process, the students will be assigned to high performing groups first and then to the remaining capacity in other groups if the constraints permit.
Figure 5. Aggregated summary of students currently enrolled and recruited in each semester.

Figure 6. Number of students who completed their studies at each semester.

Figure presents two scenarios. In scenario 1, we assume that there are many scholarships in each semester and in scenario 2 only a few scholarships are available in each semester. In Figure 4, we present the number of students recruited in each group, at each semester, and the supervision capacity. From this figure, it is clear that the numbers of students recruited are optimized to be identical.
to the supervision capacity in each group, while Figure shows that the best performing group will receive more students compared to other groups due to the limited number of scholarships.

Figure 5 provides a summary of the total sum of enrolled and recruited students in all groups.

Lastly, Figure 6 is presented to give an overview of the performance of each group, in terms of the number of students who completed their studies at each semester.

5.1. Comparison to other algorithms
In this section, we compare the results obtained with other methods which are well-known in the literature (1) GA, and (2) branch and bound (BB) technique. Both of them are available in Matlab. The results obtained are shown in Table 4, and a comparison summary is presented in Table 5. From the results obtained, it was found that all algorithms were able to obtain the same best results. However, considering the average results achieved, it was shown that DE was the best. This gives a conclusion that DE is more robust than the other two algorithms in solving the problem under consideration in this paper.

Also, the Wilcoxon signed rank test (Corder & Foreman, 2009) is considered to statistically compare between both algorithms. As a null hypothesis, it is assumed that there is no significant difference between the best and/or average results of two samples, while the other hypothesis is that there is a significant difference in the best and/or mean fitness values of the two samples. Using a significance level of 5%, one of three signs (+, −, and ≈) is assigned for the comparison of any two algorithms, where the “+” sign means that the first algorithm is significantly better than the second, the “−” sign means that the first algorithm is significantly worse, and the “≈” sign means that there

| Table 4. Function values obtained at each semester |
|---|---|---|---|---|---|---|
| t  | DE | GA | BB | DE | GA | BB |
| 7  | 2.1362E+02 | 2.1362E+02 | 2.1362E+02 | 2.1362E+02 | 2.1362E+02 | 2.1362E+02 | 2.1362E+02 | 2.1362E+02 | 2.1362E+02 |
| 8  | 1.7674E+02 | 1.7674E+02 | 1.7674E+02 | 1.7674E+02 | 1.7674E+02 | 1.7674E+02 | 1.7674E+02 | 1.7674E+02 | 1.7674E+02 |
| 9  | 2.1210E+02 | 2.1210E+02 | 2.1210E+02 | 2.1210E+02 | 2.1210E+02 | 2.1210E+02 | 2.1210E+02 | 2.1210E+02 | 2.1210E+02 |
| 10 | 1.2655E+02 | 1.2655E+02 | 1.2655E+02 | 1.2655E+02 | 1.2655E+02 | 1.2655E+02 | 1.2655E+02 | 1.2655E+02 | 1.2655E+02 |
| 11 | 1.2205E+02 | 1.2205E+02 | 1.2205E+02 | 1.2205E+02 | 1.2205E+02 | 1.2205E+02 | 1.2205E+02 | 1.2205E+02 | 1.2205E+02 |
| 12 | 1.3513E+02 | 1.3513E+02 | 1.3513E+02 | 1.3513E+02 | 1.3513E+02 | 1.3513E+02 | 1.3513E+02 | 1.3513E+02 | 1.3513E+02 |
| 13 | 1.3941E+02 | 1.3941E+02 | 1.3941E+02 | 1.3941E+02 | 1.3941E+02 | 1.3941E+02 | 1.3941E+02 | 1.3941E+02 | 1.3941E+02 |
| 14 | 1.2122E+02 | 1.2122E+02 | 1.2122E+02 | 1.2122E+02 | 1.2122E+02 | 1.2122E+02 | 1.2122E+02 | 1.2122E+02 | 1.2122E+02 |
| 15 | 1.1663E+02 | 1.1663E+02 | 1.1663E+02 | 1.1663E+02 | 1.1663E+02 | 1.1663E+02 | 1.1663E+02 | 1.1663E+02 | 1.1663E+02 |
| 16 | 1.2524E+02 | 1.2524E+02 | 1.2524E+02 | 1.2524E+02 | 1.2524E+02 | 1.2524E+02 | 1.2524E+02 | 1.2524E+02 | 1.2524E+02 |
| 17 | 1.2930E+02 | 1.2930E+02 | 1.2930E+02 | 1.2930E+02 | 1.2930E+02 | 1.2930E+02 | 1.2930E+02 | 1.2930E+02 | 1.2930E+02 |
| 18 | 1.4790E+02 | 1.4790E+02 | 1.4790E+02 | 1.4790E+02 | 1.4790E+02 | 1.4790E+02 | 1.4790E+02 | 1.4790E+02 | 1.4790E+02 |

| Table 5. A comparison summary of DE against GA and BB |
|---|---|---|---|---|---|
| Algorithms | Results | Better | Similar | Worse | Decision |
| DE vs. GA | Best | 0 | 12 | 0 | ≈ |
| Mean | 12 | 0 | 0 | + |
| DE vs. SQP | Best | 0 | 12 | 0 | ≈ |
| Mean | 7 | 5 | 0 | + |
is no significant difference between the two algorithms. The results are shown in Table 5. From this table, it was found that DE was statistically better than both other algorithms only based on the average results.

6. Conclusions and future work

In this paper, we have introduced an interesting optimization problem arising from HDRSR process and completion in a university environment. The problem is to maximize a user given performance index by satisfying supervision capacity and resource limitation constraints. This is basically a dynamic optimization problem where many parameters not only vary from period to period but also they are difficult to predict in advance. In this research, we have presented a mathematical model to represent this problem and applied DE algorithm to solve the model. Different analysis related to recruitment and completion has been provided. This model can be used for long-run recruitment planning of higher degree research programs based on the forecasted number of applications and scholarships.

For future work, we intend to (1) study the problem in different academic units and institutions, (2) consider different objective functions, (3) consider simultaneous optimization of more than one objective function, and (4) consider many units under an institutions with limited budget constraint.
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