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ABSTRACT. In previous papers, studied are the degenerate Poisson random variables and the zero-truncated degenerate Poisson random variables, respectively as degenerate versions of the Poisson random variables and the zero-truncated Poisson random variables. The aim of this paper is to show that various moments of both kinds of random variables can be expressed in terms of certain special polynomials.

1. INTRODUCTION

Carlitz [2] initiated a study on degenerate versions of Bernoulli and Euler numbers which has been extended recently to the researches on various degenerate versions of quite a few special numbers and polynomials. They have been explored by using several different tools including generating functions, combinatorial methods, $p$-adic analysis, umbral calculus, special functions, differential equations and probability theory as well.

The degenerate Poisson random variables are degenerate versions of the Poisson random variables. In [6], studied are the degenerate binomial and degenerate Poisson random variables in relation to the degenerate Lah-Bell polynomials. Among other things, it is shown that the rising factorial moments of the degenerate Poisson random variable are expressed by the degenerate Lah-Bell polynomials. Also, it is shown that the probability-generating function of the degenerate Poisson random variable is equal to the generating function of the degenerate Lah-Bell polynomials.

The zero-truncated Poisson distributions (also called the conditional or the positive Poisson distributions) are certain discrete probability distributions whose supports are the set of positive integers. In [10], the zero-truncated degenerate Poisson random variables, whose probability mass functions are a natural extension of the zero-truncated Poisson random variables, are introduced and various properties of those random variables are investigated. Specifically, for those distributions, studied are its expectation, its variance, its $n$-th moment, its cumulative distribution function and certain expressions for the probability function of a finite sum of independent degenerate zero-truncated Poisson random variables with equal and unequal parameters.

As we mentioned in the above, it has been shown that various probabilistic methods can be applied to the study of some special numbers and polynomials arising from combinatorics and number theory. The aim of this paper is to show that various moments for both the degenerate Poisson random variables and the zero-truncated degenerate Poisson random variables can be expressed in terms of various special polynomials. In more detail, for the degenerate Poisson random variables, it is shown that the falling factorial moment is expressed in terms of degenerate Bell polynomials and degenerate Stirling numbers of the first kind, and the $n$th moment is represented by dimorphic degenerate Bell polynomials. As to the zero-truncated degenerate Poisson random variables, it is proved that the rising factorial moment is expressed in terms of the zero-truncated degenerate Lah-Bell polynomials, the falling factorial moment is represented by degenerate Bell polynomials and
the degenerate Stirling numbers of the first kind and the $\lambda$ falling factorial moment is given by the degenerate Bell polynomials.

For the rest of this section, we recall the necessary facts which are needed throughout this paper. For any $\lambda \in \mathbb{R}$, the degenerate exponential function is defined as

$$e^t_\lambda = \sum_{n=0}^{\infty} (x)_{n,\lambda} \frac{t^n}{n!}, \quad e^t_\lambda = e^t_1 \quad (\text{see } [7, 8, 9, 12]).$$

where the $\lambda$ falling factorial sequence is given by $(x)_{0,\lambda} = 1$, $(x)_{n,\lambda} = x(x-\lambda) \cdots (x-(n-1)\lambda)$, $(n \geq 1)$.

Let $\log_\lambda (t)$ be the compositional inverse of $e^1_\lambda (t)$. Then $\log_\lambda (1+t)$ is given by

$$\log_\lambda (1+t) = \sum_{n=1}^{\infty} \lambda^n (1) \frac{t^n}{n!} = \frac{1}{\lambda} (1+t - 1), \quad (\text{see } [12]).$$

The falling and rising factorial sequences are respectively given by

$$(x)_0 = 1, \quad (x)_n = x(x-1) \cdots (x-n+1), \quad (n \geq 1),$$

$$\langle x \rangle_0 = 1, \quad \langle x \rangle_n = x(x+1) \cdots (x+n-1), \quad (n \geq 1), \quad (\text{see } [1, 2, 3, 13, 14, 18]).$$

Recently, the degenerate Stirling numbers of the first kind are defined by

$$(x)_n = \sum_{l=0}^{n} S_{1,\lambda} (n, l)(x)_l, \quad (n \geq 0), \quad \frac{1}{k!} (\log_\lambda (1+t))^k = \sum_{n=k}^{\infty} S_{1,\lambda} (n, k) \frac{t^n}{n!}, \quad (k \geq 0), \quad (\text{see } [7, 11]).$$

Note that $\lim_{\lambda \rightarrow 0} S_{1,\lambda} (n, l) = S_{1} (n, l)$, where $S_{1} (n, l)$ are the ordinary Stirling numbers of the first kind (see [4, 16, 18]).

As the inversion formula of (4), the degenerate Stirling numbers of the second kind are defined as

$$(x)_{n,\lambda} = \sum_{l=0}^{n} S_{2,\lambda} (n, l)(x)_l, \quad (n \geq 0), \quad \frac{1}{k!} (e^1_\lambda (t) - 1)^k = \sum_{n=k}^{\infty} S_{2,\lambda} (n, k) \frac{t^n}{n!}, \quad (k \geq 0), \quad (\text{see } [7, 11]).$$

It is easy to see that the degenerate Stirling numbers of the first and the second kinds satisfy the following orthogonality relations:

$$\sum_{l=0}^{n} S_{1,\lambda} (n, l)S_{2,\lambda} (l, k) = \sum_{l=0}^{n} S_{2,\lambda} (n, l)S_{1,\lambda} (l, k) = \delta_{n,k}.$$ 

It is known that $X = X_\lambda$ is the degenerate Poisson random variable with parameter $\alpha > 0$, which is denoted by $X \sim \text{Poi}_\lambda (\alpha)$, if the probability mass function of $X$ is given by

$$p(i) = P\{X = i\} = e^{i-1}_\lambda (\alpha) \cdot \frac{\alpha^i}{i!}, \quad (i \geq 0), \quad (\text{see } [10, 11]).$$

Let $f$ be a real valued function. Then the expectation of $f(X)$ is defined by

$$E[ f(X) ] = \sum_{n=0}^{\infty} f(n) p(n) = \sum_{n=0}^{\infty} f(n) P\{X = n\}, \quad (\text{see } [15, 17]),$$

where $p(n)$ is the probability mass function of $X$. 

Let $X$ be the degenerate Poisson random variable with parameter $\alpha (> 0)$. Then the generating function of the moment of $X$ is given by

$$E \left[ e^{X(t)} \right] = \sum_{i=0}^{\infty} e^{\lambda(i)} \cdot p(i) = e^{-\lambda(\alpha)} \sum_{i=0}^{\infty} e^{\lambda(i)} \frac{\alpha^i}{i!} (1)_{i,\lambda}$$

$$= e^{-\lambda(\alpha)} e_\lambda (\alpha) e^{\lambda(\alpha x)} = \sum_{n=0}^{\infty} \text{Bel}_{n,\lambda} (\alpha) \frac{t^n}{n!}, \quad \text{see } [6, 10],$$

where $\text{Bel}_{n,\lambda} (x)$ are the degenerate Bell polynomials given by

$$e^{-\lambda(\alpha)} e_\lambda (\alpha) e^{\lambda(\alpha x)} = \sum_{n=0}^{\infty} \text{Bel}_{n,\lambda} (\alpha) \frac{t^n}{n!}, \quad \text{see } [6, 8].$$

Note that

$$\sum_{n=0}^{\infty} \lim_{\lambda \to 0} \text{Bel}_{n,\lambda} (x) \frac{t^n}{n!} = \lim_{\lambda \to 0} e^{-\lambda(\alpha)} e_\lambda (\alpha) e^{\lambda(\alpha x)} = e^{x(\alpha - 1)}$$

$$= \sum_{n=0}^{\infty} \text{Bel}_{n} (x) \frac{t^n}{n!},$$

where $\text{Bel}_{n} (x)$ are the ordinary Bell polynomials.

From (10), we note that

$$\text{Bel}_{n,\lambda} (x) = \frac{1}{e_\lambda (x)} \sum_{k=0}^{\infty} \frac{x^k}{k!} (1)_{k,\lambda} (k)_{n,\lambda}, \quad (n \geq 0).$$

By (9), we get

$$E [(X)_{n,\lambda}] = \text{Bel}_{n,\lambda} (\alpha), \quad (n \geq 0).$$

It is well known that the Lah-numbers are defined by

$$\frac{1}{k!} \left( \frac{t}{1 - t} \right)^k = \sum_{n=k}^{\infty} L(n, k) \frac{t^n}{n!}, \quad (k \geq 0), \quad \text{see } [5].$$

From (13), the Lah-Bell polynomials are given by the generating function to be

$$e^{x \left( \frac{1}{1 - t} \right)} = e^{x(\alpha - 1)} = \sum_{n=0}^{\infty} B_{n,\lambda} (x) \frac{t^n}{n!}.$$

Note that

$$B_{n,\lambda} (x) = \sum_{k=0}^{n} L(n, k) \alpha^k, \quad (n \geq 0), \quad \text{see } [5].$$

Recently, the degenerate Lah-Bell polynomials are defined as

$$e^{-\lambda(\alpha)} \cdot e_\lambda \left( \frac{x}{1 - t} \right) = \sum_{n=0}^{\infty} B_{n,\lambda} (x) \frac{t^n}{n!}, \quad \text{see } [6].$$

Note that $\lim_{\lambda \to 0} B_{n,\lambda} (x) = B_n (x), \quad (n \geq 0).$
2. PROPERTIES OF DEGENERATE POISSON RANDOM VARIABLES

First, we consider the fully degenerate Bell polynomials which are given by

\begin{equation}
(17)
\sum_{n=0}^{\infty} \beta_n(x) \frac{t^n}{n!}.
\end{equation}

When \( x = 1 \), \( \beta_n(x) = \beta_n(1) \) are called the fully degenerate Bell numbers.

Replacing \( t \) by \( \log (1 + t) \) in (17), we get

\begin{equation}
(18)
\sum_{n=0}^{\infty} \beta_n(x) \frac{t^n}{n!} = \sum_{n=0}^{\infty} \beta_n(x) \sum_{n=k}^{\infty} S_{1,\lambda}(n,k) \frac{t^n}{n!}.
\end{equation}

Thus, by (18) and (1), we obtain the following theorem.

**Theorem 1.** For \( n \geq 0 \), we have

\begin{equation}
(x)_{n,\lambda} = \sum_{k=0}^{n} \beta_{k,\lambda}(x) S_{1,\lambda}(n,k).
\end{equation}

By Theorem 1 and (6), we obtain the following corollary.

**Corollary 2.** For \( n \geq 0 \), we have

\begin{equation}
\beta_{n,\lambda}(x) = \sum_{k=0}^{n} S_{2,\lambda}(n,k)(x)_{k,\lambda}.
\end{equation}

Let \( X = X_{\lambda} \) be the degenerate Poisson random variable with parameter \( \alpha(>0) \). Then we have

\begin{equation}
(19)
E[ (1 + t)^X ] = E[ e^X (\log (1 + t)) ]
= \sum_{k=0}^{\infty} E[ (X)_{k,\lambda} ] \frac{1}{k!} (\log (1 + t))^k
= \sum_{k=0}^{\infty} E[ (X)_{k,\lambda} ] \sum_{n=k}^{\infty} S_{1,\lambda}(n,k) \frac{t^n}{n!}
= \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} E[ (X)_{k,\lambda} ] S_{1,\lambda}(n,k) \right) \frac{t^n}{n!}.
\end{equation}

Thus, by (19), we obtain the following theorem.

**Theorem 3.** For \( n \geq 0 \), we have

\begin{equation}
E[ (X)_n ] = \sum_{k=0}^{n} E[ (X)_{k,\lambda} ] S_{1,\lambda}(n,k) = \sum_{k=0}^{n} Bel_{k,\lambda}(\alpha) S_{1,\lambda}(n,k),
\end{equation}

where \( X \) is the degenerate Poisson random variable with parameter \( \alpha > 0 \).
For \( X \sim \text{Poi}_\lambda(\alpha) \), we have

\[
\begin{align*}
(20) \quad E \left[ (1 + t)^X \right] &= \sum_{i=0}^{\infty} (1 + t)^i p(i) = \sum_{i=0}^{\infty} \sum_{m=0}^{i} \binom{i}{m} p(i) t^m \\
&= \sum_{m=0}^{\infty} \left( \sum_{i=m}^{\infty} \binom{i}{m} p(i) t^m \right) = \sum_{m=0}^{\infty} \frac{e^{-1}(\alpha)}{m!} \sum_{i=m}^{\infty} \alpha^i \frac{(1)_i \lambda^i}{i!} t^m \\
&= \sum_{m=0}^{\infty} \frac{e^{-1}(\alpha)}{m!} \alpha^m \left( \sum_{i=0}^{\infty} \frac{\alpha^i}{i!} (1 + m \lambda) \right) t^m \\
&= \sum_{m=0}^{\infty} \left( \alpha^m e^{-1}(\alpha)(1 + m \lambda) \right) t^m \\
&= \sum_{m=0}^{\infty} \left( \alpha^m (1 + \lambda \alpha^m) \right) t^m.
\end{align*}
\]

Therefore, by (20) and Theorem 3 we obtain the following theorem.

**Theorem 4.** For \( X \sim \text{Poi}_\lambda(\alpha) \), and \( m \geq 0 \), we have

\[E \left[ (X)_m \right] = \alpha^m (1 + \lambda \alpha^m).\]

In particular,

\[(1 + \lambda \alpha^m) \sum_{k=0}^{\infty} \text{Bel}_{k,\lambda}(\alpha) S_{k,\lambda}(m, k) = \alpha^m (1 + \lambda \alpha^m).\]

For \( X \sim \text{Poi}_\lambda(\alpha) \), we observe that

\[
\begin{align*}
(21) \quad E \left[ \left( \frac{1}{1 - t} \right)^X \right] &= \sum_{i=0}^{\infty} \frac{1}{1 - t} p(i) = \sum_{i=0}^{\infty} \frac{1}{1 - t} e^{-1}(\alpha) \frac{\alpha^i}{i!} (1 + \lambda \alpha^i) \\
&= e^{-1}(\alpha) e_{\lambda} \left( \frac{\alpha}{1 - t} \right) = \sum_{n=0}^{\infty} B_{n,\lambda}(\alpha) \frac{t^n}{n!}.
\end{align*}
\]

On the other hand

\[
(22) \quad E \left[ \left( \frac{1}{1 - t} \right)^X \right] = \sum_{n=0}^{\infty} E \left[ \left( \frac{X + n - 1}{n} \right) t^n \right].
\]

Therefore, by (21) and (22), we obtain the following theorem.

**Theorem 5.** For \( X \sim \text{Poi}_\lambda(\alpha) \), and \( n \geq 0 \), we have

\[E \left[ \left( \frac{X + n - 1}{n} \right) \right] = \frac{1}{n!} B_{n,\lambda}(\alpha).\]

Now, we observe that

\[
\begin{align*}
(23) \quad E \left[ e^{Xt} \right] &= \sum_{i=0}^{\infty} e^{it} p(i) = \sum_{i=0}^{\infty} e^{-1}(\alpha) \frac{\alpha^i}{i!} (1 + \lambda \alpha^i) \\
&= e^{-1}(\alpha) e_{\lambda}(\alpha \alpha') = \sum_{n=0}^{\infty} \left( \frac{1}{e_{\lambda}(\alpha)} \sum_{k=0}^{\infty} \frac{(1 + \lambda \alpha^k \alpha^k)}{k!} \right) \frac{t^n}{n!},
\end{align*}
\]

where \( X \sim \text{Poi}_\lambda(\alpha) \).
Thus, by (22), we get

\[ E[X^n] = \frac{1}{e^{\lambda}(\alpha) - 1} \sum_{k=0}^{\infty} \frac{(1)^{k,\lambda}}{k!} \alpha^k k^n, \quad (n \geq 0), \]

where \( X \sim \text{Poi}_\lambda(\alpha) \).

Let us define the \textit{dimorphic degenerate Bell polynomials} as follows:

\[ B_{n,\lambda}(x) = \frac{1}{e^{\lambda}(x) - 1} \sum_{k=0}^{\infty} \frac{(1)^{k,\lambda}}{k!} x^k k^n, \quad (n \geq 0). \]

Then, for \( X \sim \text{Poi}_\lambda(\alpha) \), we get

\[ E[X^n] = B_{n,\lambda}(\alpha), \quad (n \geq 0). \]

Also, for \( X \sim \text{Poi}_\lambda(\alpha) \), we have

\begin{align*}
(27) \quad E \left[ \left( \frac{1}{1-t} \right)^X \right] &= \sum_{k=0}^{\infty} E[X^k] (-1)^k \frac{1}{k!} (\log(1-t))^k \\
&= \sum_{k=0}^{\infty} B_{k,\lambda}(\alpha) (-1)^k \sum_{n=k}^{\infty} (-1)^n S_1(n,k) \frac{t^n}{n!} \\
&= \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} B_{k,\lambda}(\alpha) (-1)^{n-k} S_1(n,k) \right) \frac{t^n}{n!}.
\end{align*}

Therefore, by Theorem 5 and (27), we obtain the following theorem.

**Theorem 6.** For \( X \sim \text{Poi}_\lambda(\alpha) \), we have

\[ E[(X)_n] = \sum_{k=0}^{n} B_{k,\lambda}(\alpha) S_1(n,k), \]

where \( |S_1(n,k)| \) are the unsigned Stirling numbers of the first kind.

In particular, we have

\[ B^L_{n,\lambda}(\alpha) = \sum_{k=0}^{n} B_{k,\lambda}(\alpha) S_1(n,k). \]

3. Properties of Zero-Truncated Degenerate Poisson Random Variables

In this section, we consider the zero-truncated degenerate Poisson random variables with parameter \( \alpha > 0 \). A random variable \( X = X_1 \) is the zero-truncated degenerate Poisson random variables with parameter \( \alpha > 0 \), which is denoted by \( X \sim \text{Poi}^*_\lambda(\alpha) \), if the probability mass function of \( X \) is given by

\[ p(k) = P\{X = k\} = \frac{1}{e^{\lambda}(\alpha) - 1} \frac{\alpha^k}{k!} (1)_{k,\lambda}, \quad (\text{see [10]}), \]

where \( k = 1, 2, 3, \ldots \).

For \( X \sim \text{Poi}^*_\lambda(\alpha) \), by (28), we get

\begin{align*}
(29) \quad E \left[ \left( \frac{1}{1-t} \right)^X \right] &= \sum_{i=1}^{\infty} \left( \frac{1}{1-t} \right)^i P(i) = \sum_{i=1}^{\infty} \left( \frac{1}{1-t} \right)^i \frac{1}{e^{\lambda}(\alpha) - 1} \frac{\alpha^i}{i!} (1)_{i,\lambda} \\
&= \frac{1}{e^{\lambda}(\alpha) - 1} \left( \sum_{i=0}^{\infty} \left( \frac{1}{1-t} \right)^i \frac{\alpha^i}{i!} (1)_{i,\lambda} - 1 \right) \\
&= \frac{1}{e^{\lambda}(\alpha) - 1} \left( e^{\lambda} \frac{\alpha}{1-t} - 1 \right).
\end{align*}
Now, we consider the zero-truncated degenerate Lah-Bell polynomials given by

\begin{equation}
\frac{1}{e_\lambda(x) - 1} \left( e_\lambda \left( \frac{x}{1-t} \right) - 1 \right) = \sum_{n=0}^{\infty} B_n^{(L,0)}(x) \frac{t^n}{n!}.
\end{equation}

From (30), we note that

\begin{equation}
\frac{1}{e_\lambda(x) - 1} \left( e_\lambda \left( \frac{x}{1-t} \right) - 1 \right) = \frac{1}{1 - e^{-1}_\lambda(x)} \left( e^{-1}_\lambda(x) e_\lambda \left( \frac{x}{1-t} \right) - e^{-1}_\lambda(x) \right)
= \sum_{n=1}^{\infty} \frac{1}{1 - e^{-1}_\lambda(x)} B_n^{(L,0)}(x) \frac{t^n}{n!} + 1.
\end{equation}

Therefore, by (30) and (31), we obtain the following theorem.

**Theorem 7.** For \( n \in \mathbb{N} \), we have

\begin{equation}
B_n^{(L,0)}(x) = \frac{1}{1 - e^{-1}_\lambda(x)} B_n^{(L)}(x), \quad \text{and} \quad B_0^{(L,0)}(x) = 1.
\end{equation}

From (29) we obtain the following corollary.

**Corollary 8.** For \( X \sim \text{Poi}_\lambda^*(\alpha) \), and \( n \in \mathbb{N} \), we have

\begin{equation}
E \left[ \frac{(X + n - 1)}{n} \right] = \frac{1}{n!} B_n^{(L,0)}(\alpha).
\end{equation}

For \( X \sim \text{Poi}_\lambda^*(\alpha) \), we observe that

\begin{equation}
\sum_{n=0}^{\infty} E[(X)_n] \frac{t^n}{n!} = E[(1 + t)^X] = \frac{1}{e_\lambda(\alpha) - 1} \sum_{j=1}^{\infty} \frac{(1 + t)^j}{j!} (1)_j \omega_j
= \frac{1}{e_\lambda(\alpha) - 1} \sum_{j=0}^{\infty} \frac{(1 + t)^j}{j!} (1)_j \omega_j - \frac{1}{e_\lambda(\alpha) - 1}
= \frac{1}{e_\lambda(\alpha) - 1} \sum_{j=0}^{\infty} \sum_{n=0}^{\infty} \frac{(j)}{j!} (1)_j \omega_j r^n - \frac{1}{e_\lambda(\alpha) - 1}
= \frac{1}{e_\lambda(\alpha) - 1} \sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \frac{\alpha^n}{j!} (1)_j \omega_j r^n - \frac{1}{e_\lambda(\alpha) - 1}
= \sum_{n=0}^{\infty} \frac{\alpha^n}{n!(e_\lambda(\alpha) - 1)} \sum_{j=0}^{\infty} \frac{\alpha^n}{j!} (1)_j \omega_j r^n - \frac{1}{e_\lambda(\alpha) - 1}
= \sum_{n=0}^{\infty} \frac{\alpha^n}{n!(e_\lambda(\alpha) - 1)} \sum_{j=0}^{\infty} \frac{\alpha^n}{j!} (1)_j \omega_j r^n + 1
= \sum_{n=0}^{\infty} \frac{\alpha^n}{n!(1 - e^{-1}_\lambda(\alpha))} (1)_n \omega_n r^n + 1
= \sum_{n=0}^{\infty} \frac{\alpha^n}{n!(1 - e^{-1}_\lambda(\alpha))} (1)_n \omega_n r^n + 1.
\end{equation}

Therefore, by comparing the coefficients on both sides of (32), we obtain the following theorem.

**Theorem 9.** For \( n \in \mathbb{N} \), \( X \sim \text{Poi}_\lambda^*(\alpha) \), we have

\begin{equation}
E[(X)_n] = \frac{\alpha^n}{(1 - e^{-1}_\lambda(\alpha))} \frac{1}{(1 + \lambda \alpha)^n}.
\end{equation}
For $X \sim \text{Poi}^*(\alpha)$, we have

\[(33) \quad \sum_{n=0}^{\infty} E[(X)_{n,\lambda}] \frac{t^n}{n!} = E[e^X_{\lambda}(t)] = \frac{1}{e^\lambda(\alpha) - 1} \sum_{i=1}^{\infty} e^\lambda_i(t) \frac{\alpha^i(1)_{i,\lambda}}{i!} \]

\[
= \frac{1}{e^\lambda(\alpha) - 1} \sum_{i=0}^{\infty} e^\lambda_i(t) \frac{\alpha^i(1)_{i,\lambda}}{i!} \frac{1}{e^\lambda(\alpha) - 1} = \frac{1}{e^\lambda(\alpha) - 1} e^\lambda(\alpha e^\lambda(t)) - \frac{1}{e^\lambda(\alpha) - 1} 
\]

\[
= \frac{1}{1 - e^{-1}(\alpha)} \cdot e^{-1}(\alpha) e^\lambda(\alpha e^\lambda(t)) - \frac{1}{e^\lambda(\alpha) - 1} = \frac{1}{1 - e^{-1}(\alpha)} \sum_{n=0}^{\infty} \text{Bel}_{n,\lambda}(\alpha) \frac{t^n}{n!} - \frac{1}{e^\lambda(\alpha) - 1} 
\]

\[
= \sum_{n=1}^{\infty} \frac{1}{1 - e^{-1}(\alpha)} \text{Bel}_{n,\lambda}(\alpha) \frac{t^n}{n!} + 1. 
\]

Therefore, by comparing the coefficients on both sides of (33), we obtain the following theorem.

**Theorem 10.** For $X \sim \text{Poi}^*(\alpha)$, and $n \in \mathbb{N}$, we have

\[E[(X)_{n,\lambda}] = \frac{1}{1 - e^{-1}(\alpha)} \text{Bel}_{n,\lambda}(\alpha). \]

For $X \sim \text{Poi}^*(\alpha)$, we have

\[(34) \quad E[(1+t)^X] = E[e^X_{\lambda}(\log(1+t))] = \sum_{k=0}^{\infty} E[(X)_{k,\lambda}] \frac{1}{k!} (\log(1+t))^k \]

\[
= \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} E[(X)_{k,\lambda}] S_{1,\lambda}(n,k) \right) \frac{t^n}{n!} \]

\[
= \sum_{n=1}^{\infty} \left( \sum_{k=1}^{n} \frac{1}{1 - e^{-1}(\alpha)} \text{Bel}_{k,\lambda}(\alpha) S_{1,\lambda}(n,k) \right) \frac{t^n}{n!} + 1. 
\]

Thus, by (34), we get the following result.

**Theorem 11.** For $X \sim \text{Poi}^*(\alpha)$, and $n \in \mathbb{N}$, we have

\[E[(X)_{n}] = \frac{1}{1 - e^{-1}(\alpha)} \sum_{k=1}^{n} \text{Bel}_{k,\lambda}(\alpha) S_{1,\lambda}(n,k). \]

4. CONCLUSION

In recent years, we have seen that degenerate versions of many special polynomials and numbers can be investigated by means of various different tools. Here we applied probabilistic methods in order to study both the degenerate Poisson random variables and the zero-truncated degenerate Poisson random variables. In more detail, for the degenerate Poisson random variables, we showed that the falling factorial moment is expressed in terms of degenerate Bell polynomials and degenerate Stirling numbers of the first kind, and the $n$th moment is represented by dimorphic degenerate Bell polynomials. For the zero-truncated degenerate Poisson random variables, we proved that the rising factorial moment is expressed in terms of the zero-truncated degenerate Lah-Bell polynomials, the falling factorial moment is represented by degenerate Bell polynomials and the degenerate Stirling numbers of the first kind and the $\lambda$ falling factorial moment is given by the degenerate Bell polynomials.

It is one of our future projects to continue this line of research, namely to explore applications of various methods of probability theory to the study of some special polynomials and numbers.
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