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Abstract

In this paper we present IndicBART, a multilingual, sequence-to-sequence pre-trained model focusing on 11 Indic languages and English. Different from existing pre-trained models, IndicBART utilizes the orthographic similarity between Indic scripts to improve transfer learning between similar Indic languages. We evaluate IndicBART on two NLG tasks: Neural Machine Translation (NMT) and extreme summarization. Our experiments on NMT for 12 language pairs and extreme summarization for 7 languages using multilingual fine-tuning show that IndicBART is competitive with or better than mBART50 despite containing significantly fewer parameters. Our analyses focus on identifying the impact of script unification (to Devanagari), corpora size as well as multilingualism on the final performance. The IndicBART model is available under the MIT license at https://indicnlp.ai4bharat.org/indic-bart.

1 Introduction

With the adoption of deep learning models in natural language processing, there has been significant progress in natural language generation for various tasks like machine translation, abstractive summarization, data-to-text generation etc. (Wu et al., 2016; Paulus et al., 2018; Puduppully et al., 2019). The NLG models are typically different types of attention-based sequence-to-sequence models (conditional language models), which have been successful in generation of fluent and relevant output on various tasks. In line with the trend toward unsupervised pre-training, pre-trained sequence-to-sequence models have been shown to be useful to improve performance on various NLG tasks (Rothe et al., 2020; Kale and Rastogi, 2020; Lewis et al., 2020). The pre-trained models enable the network to implicitly learn about language structure, language model and external knowledge. The pre-trained models can then be finetuned for downstream tasks and are particularly useful in low-resource scenarios. Multilingual pre-trained models trained on many languages and multilingual finetuning methods are also widely used (Tang et al., 2020; Liu et al., 2020; Xue et al., 2021).

Following this line of research, in this paper, we present IndicBART, a multilingual pre-trained sequence to sequence model specifically trained for Indic languages, which are spoken by more than a billion users. While universal pre-trained models like mT5 (Xue et al., 2021), mBART25 (Liu et al., 2020) and mBART50 (Tang et al., 2020) support a large number of languages, we believe there is a case for building a dedicated model for Indian languages. By restricting our focus to Indic languages alone, we can use the model capacity more optimally and build smaller models for Indic languages that are competitive with the above mentioned universal models (Liu et al. (2020) suggest that increasing number of languages degrades performance when monolingual data is plentiful). These models can be finetuned on comparatively modest hardware for downstream tasks. Previous work has shown the benefits of pre-trained language models as well as NMT models that cater to a set of related languages (Kakwani et al., 2020; Tan et al., 2019; Khanuja et al., 2021). Universal multilingual NLU/ NLG models like mBERT (Devlin et al., 2019), mBART (Liu et al., 2020), XLM-R (Conneau et al., 2020) or mT5 support some major Indian languages. With IndicBART, we also intend to support many more Indic languages and utilize the relatedness between Indian languages (Kunchukuttan and Bhattacharyya, 2020; Goyal et al., 2020a) to learn better multilingual representations.

The following are the highlights of the IndicBART model:

- Supports English and 11 Indian languages including 7 Indo-Aryan (Assamese, Ben-
gali, Gujarati, Hindi, Marathi, Odiya, Punjabi) and 4 Dravidian (Kannada, Malayalam, Tamil, Telugu) languages. Of these languages, mBART25, mBART50 and mT5 support only 2, 7 and 9 languages respectively.

- The model is trained on IndicCorp dataset\(^1\) (Kakwani et al., 2020) which include large, high-quality news crawls for Indian languages as well as English content from Indian websites - thus being representative of Indian English and topics.

- The model is trained with denoising autoencoder objective following the mBART architecture. Since many Indic languages use Brahmi-derived scripts, we utilize this orthographic similarity (Kunchukuttan et al., 2018) to map all the Indic language data to a single script to achieve better cross-lingual transfer while using a compact vocabulary.

- The model size is 244M parameters which is smaller than the universal models such as mBART50 and mT5(-base) which contain 611M and 580M parameters respectively.

- We finetune IndicBART on two downstream generation tasks: machine translation and extreme summarization (Narayan et al., 2018). Our results are competitive or better than fine-tuning on larger models such as mBART50. Our analysis reveals that multilingual fine-tuning and single-script models enable good performance with smaller, but language-focused language models. In fact, script unification enables better performance than bilingual translation models even on languages not included in the pre-training stage.

- The models are available under an MIT license to spur further innovation in generation tasks for Indic languages.

2 Related Work

The work presented in this paper is related to natural language generation for Indian languages. In particular, we deal with issues such as pre-training, language family specific NLP, low-resource multilingual machine translation and summarization.

Pre-training has been extensively explored in recent years as it can help improve the performance of natural language processing applications. A vast majority of the work on pre-training is for natural language understanding whereas research on pre-training for natural language generation has only become popular recently. Models such as mT5 (Xue et al., 2021), BART (Lewis et al., 2020), mBART25 (Liu et al., 2020), mBART50 (Tang et al., 2020) etc. have shown to be tremendously useful in improving NLG performance in low-resource settings, especially for applications other than translation. However, most of these models do not focus on any language family in particular and are particularly unwieldy due to their large number of parameters. While language family specific NLU language models (Kakwani et al., 2020; Khanuja et al., 2021) and NMT models (Tan et al., 2019), we believe ours is the first effort to create a pre-trained NLG model for a specific language family. Previous work has shown the importance of language relatedness for cross-lingual transfer (Dabre et al., 2017; Aharoni et al., 2019; Kudugunta et al., 2019). In the case of Indic languages, orthographic similarity between Indic languages has been utilized to represent data in a common script and improve cross-lingual transfer (Dabre et al., 2018; Goyal et al., 2020b; Khemchandani et al., 2021).

With regards to low-resource machine translation, there has been a large body of work where the issue of poor translation quality has been tackled using transfer learning (Zoph et al., 2016; Chu et al., 2017; Dabre et al., 2019), pre-trained models (Liu et al., 2020), back-translation (Sennrich et al., 2016), unsupervised learning (Artetxe et al., 2018) and multilingualism (Dabre et al., 2020; Firat et al., 2016a,b). Our work focuses on closely related languages which often benefit from the possibility of shared vocabulary (Nguyen and Chiang, 2017). Indeed, methods using script unification have been particularly successful and we endeavour to develop models that follow such techniques. We do not focus on backtranslation in this work and it is complementary to our work (Liu et al., 2020).

It has been shown that pre-trained models significantly improve abstractive summarization quality (Lewis et al., 2020; Rothe et al., 2020). However, research on summarization has been limited by the unavailability of datasets, especially for Indic languages. Fortunately, recent work on multilingual summarization (Hasan et al., 2021) has enabled experimentation for a number of Indic languages.

\(^1\)https://indicnlp.ai4bharat.org/corpora
which is one of the focus of this paper. Existing works do not focus on script unification for summarization and our work intends to bridge this knowledge gap.

3 IndicBART

We describe the IndicBART model and its training in this section. The IndicBART model is conceptually based on the mBART-25/50 model family i.e. the model is trained on monolingual corpora with masked span reconstruction objective. We refer the readers to the mBART literature (Lewis et al., 2020; Liu et al., 2020) for architectural details and highlight specific model details and the differences from the mBART50 training setup.

Some of the considerations that drove our model choices are:

- Keep the model size compact to accelerate training and fine-tuning. Given that we are catering to a smaller set of related languages, we think a smaller model will suffice our purpose and will be usable by a larger base of users.

- In addition to Indian languages, we include English since transfer-learning from English is a natural usecase, and English is widely used in the Indian subcontinent. We also use English content from the Indian subcontinent to reflect relevant content.

- Utilize the orthographic similarity between Indian languages. Many major Indic language use abugida scripts derived from the Brahmi script. The logical character set is highly overlapping, though each script has its own code-point range in the Unicode standard. We map all the data to the same script (we choose Devanagari), enabling us to achieve better transfer learning with a more compact vocabulary.

3.1 Dataset and Tokenization

We train the IndicBART model on the IndicCorp dataset (Kakwani et al., 2020) which contains (M=) 11 Indic languages and English. The Indic languages are: Assamese, Bengali, Gujarati, Hindi, Kannada, Malayalam, Marathi, Oriya, Punjabi, Tamil and Telugu. The corpora statistics are given in Table 1. We train the model on a total of approx. 450 million sentences and 9 billion tokens. All the Indic language data is represented in a single script

| Language | #sentences |
|----------|------------|
| as       | 1.39       |
| bn       | 39.9       |
| en       | 54.3       |
| gu       | 41.1       |
| hi       | 63.1       |
| kn       | 53.3       |
| ml       | 50.2       |
| mr       | 34.0       |
| or       | 6.94       |
| pa       | 29.2       |
| ta       | 31.5       |
| te       | 47.9       |

Table 1: Monolingual corpora statistics (in millions).

i.e. the Devanagari script using the IndicNLP library (Kunchukuttan, 2020). We use a vocabulary size of 64K subword learnt from raw text using SentencePiece (Kudo, 2018; Kudo and Richardson, 2018). The subword model is trained on randomly sampled 1M sentences from the IndicCorp for each language for a total of 12M sentences. The model is trained at the sentence-level, unlike the mBART50 model which is trained on contiguous fixed-size text chunks potentially spanning multiple sentences.

3.2 Model Details

We mask (p=)35% of the words in each sentence by randomly sampling a span length according to a Poisson distribution (λ = 3.5). We use (N=) 6 encoder and decoder layers with hidden and filter sizes of 1024 and 4096, respectively, and 16 attention heads. We use dropouts of 0.1 and label smoothing of 0.1. We use the Adam optimizer with a maximum learning rate of 0.001 and label decay of 0.00001. We use linear learning rate warmup and decay with 16,000 warmup steps. The model has been trained with the YANMTT toolkit (Dabre and Sumita, 2021) which is based on the mBART implementation of the HuggingFace Transformers library (Wolf et al., 2020). We use batch sizes of 4096 tokens and train for 750,000 iterations on 48 NVIDIA V-100 GPUs which corresponds to roughly 2 epochs and took around 5 days. ²

²https://github.com/anoopkunchukuttan/indic_nlp_library

³https://github.com/prajdabre/yanmtt

⁴We could have trained for longer but we were limited by the availability of a large number of GPUs simultaneously.
4 Downstream Task: NMT

Machine Translation is a standard, popular, cross-lingual generation task on which various pretrained models are typically evaluated. We compare IndicBART with mBART50 which should be the most directly comparable model. We study their performance in: (a) low-resource scenarios, (b) in-domain and general domain settings, (c) multilingual training settings.

4.1 Datasets

Training For a low-resource setting, we use the PMI subset (Haddow and Kirefu, 2020) of the WAT 2021 MultiIndicMT\(^5\) (Nakazawa et al., 2021) training set for finetuning. This represents an extremely low-resource parallel corpus setting where we expect IndicBART to be the most helpful. We also experiment with extending the PMI data with the CVIT-PIB (henceforth PIB) data (Siripragrada et al., 2020) which is similar in domain to the former. We also use the large, general domain Samanantar corpus (Ramesh et al., 2021) to compare with the generalization capabilities of pretrained models which are finetuned with small corpora (PMI, PIB). Also note that the PMI and PIB data are included in the Samanantar data.

Testing We use the WAT 2021 MultiIndicMT testset and the FLORES101 devtest (Goyal et al., 2021) for evaluation of our models. Both these testsets are n-way parallel (2,390 and 1,012 sentences respectively). The WAT 2021 testset shares the same domain as the training set. The FLORES devtest comes from a different, general domain. We rely on the FLORES dataset to evaluate performance of models trained on the PMI/PIB domain on a more general domain.

Validation We use the WAT2021 development set to determine model convergence. Note that, we do not use the FLORES dev set and our validation set is drawn only from the PMI/PIB dataset. While this may hurt the final performance on FLORES, our objective is to determine the impact of fine-tuning a model on a specific domain and evaluating it for a more general domain.

The statistics of these corpora are given in Table 2. With this experimental setup, we aim to study the benefits of pre-training in low-resource settings (finetuned on PMI and PIB) and compare it with high-resource settings (trained on Samanantar).

| Pair | Low-resource | High-resource |
|------|--------------|---------------|
|      | PMI          | PIB           | Total         | Samanantar |
| bn-en| 23,306       | 91,985        | 115,291       | 8,435,620  |
| gu-en| 41,578       | 58,264        | 99,842        | 3,019,563  |
| hi-en| 50,349       | 266,545       | 316,894       | 8,467,772  |
| kn-en| 28,901       | -             | 28,901        | 4,014,931  |
| ml-en| 26,916       | 43,087        | 70,003        | 5,780,479  |
| mr-en| 28,974       | 114,220       | 143,194       | 3,288,874  |
| or-en| 31,966       | 94,494        | 126,460       | 990,466    |
| pa-en| 28,294       | 101,092       | 129,386       | 2,400,659  |
| ta-en| 32,638       | 115,968       | 148,606       | 5,095,763  |
| te-en| 33,380       | 44,720        | 78,100        | 4,775,516  |
| Total| 326,302      | 930,375       | 1,256,677     | 46,269,643 |

Table 2: Statistics of parallel corpora (#sentences).
| Model          | #Params | bn  | gu  | hi  | kn  | ml  | mr  | or  | pa  | ta  | te  |
|---------------|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| XX-En         |         |     |     |     |     |     |     |     |     |     |     |
| Bi            | 78M     | 13.5| 27.4| 30.9| 22.5| 16.5| 18.4| 18.4| 27.1| 17.1| 16.5|
| M2O           | 78M     | 18.9| 24.8| 27.8| 23.8| 21.6| 20.7| 21.2| 26.4| 20.6| 21.8|
| MB50+Bi       | 611M    | 23.2| **35.4**| **38.3**| 26.8| **29.2**| 27.7| 27.8| **35.8**| 27.1| **30.8**|
| IB+M2O        | 244M    | **24.8**| 33.9| 37.2| **32.4**| 28.5| **28.5**| **28.8**| 35.7| **27.3**| 29.5|
| En-XX         |         |     |     |     |     |     |     |     |     |     |     |
| Bi            | 78M     | 4.5 | 17.9| 21.7| 12.1| 3.9 | 10.0| 9.2 | 17.9| 7.2 | 2.1 |
| O2M           | 78M     | 7.4 | 22.5| 25.9| 16.2| 5.6 | 14.7| 15.4| 21.9| 10.0| 2.7 |
| MB50+Bi       | 611M    | 8.6 | 23.5| 27.0| 17.4| 6.0 | 15.8| **11.6**| 24.5| 11.2| 3.3 |
| IB+O2M        | 244M    | **9.1**| 24.0| 27.3| **18.5**| 6.7 | **16.7**| 12.9 | 26.4| 11.6| 3.7 |

Table 3: Comparison of IndicBART with other models. Scores are reported on the WAT 2021 test set.

4.3 Models Trained

We train the following types models for our studies on IndicBART. Unless explicitly mentioned, our models are assumed to be trained/fine-tuned using the PMI training data.

1. Bi: Bilingual models trained from scratch.
2. MB50+Bi: Bilingual models that are fine-tuned on mBART50. Since mBART50 is not explicitly trained for Kannada, Punjabi and Oriya we map the scripts for these languages to Devanagari before fine-tuning. Results for these are italicized.
3. IB w/o SM+Bi: Bilingual models fine-tuned on the IndicBART model trained without script unification.
4. IB+Bi: Bilingual models fine-tuned on the IndicBART model trained with script unification.
5. M2O/O2M: Many-to-one or one-to-many models trained from scratch.
6. IB w/o SM+O2M/M2O: Many-to-one or one-to-many fine-tuned on the IndicBART model trained without script unification.
7. IB+O2M/M2O: Many-to-one or one-to-many fine-tuned on the IndicBART model trained with

checkpoint for a language pair with the highest development set BLEU score for that pair. Therefore, we treat multilingualism as a way to get a (potentially) different model per language pair leading to the best BLEU scores for that pair and not as a way to get a single model that gives the best performance for each language pair. During decoding the test sets, we use beam search with a beam of size 4 and a length penalty of 0.8. We report the BLEU scores on the decoded results computed using sacreBLEU. We consider the results of this model as our main result.

4.4.1 Main Results

Table 3 shows our main results where the models are trained on the PMI corpus and evaluated on the WAT21 testset. To summarize, IndicBART fine-tuned on all language pairs is significantly better than bilingual and multilingual baselines. It is also competitive or better than mBART50 tuned on a single language pair. IndicBART has only $\frac{1}{3}$rd the model size of mBART50, showing that it is advantageous to have compact models focusing on significantly fewer languages. IndicBART makes multilingual finetuning feasible with modest compute availability compared to multilingual finetuning of mBART50. Hence, for a fair comparison, we have only used bilingual finetuning of mBART50 as a baseline.

Table 4 contains the ablation tests giving the results for the impact of script unification and multilingual training when compared against using original scripts for languages and bilingual training. Comparing script unification against original script models, independent of multilingual or bilingual training, the former is clearly better than the latter which could indicate that script unification enables...
languages to better benefit from each other. On the other hand, multilingual training, independent of script unification, is definitely better than bilingual training. Ultimately, the combination of script unification and multilingual training tends to give the best results.

The case of Kannada, Punjabi and Oriya illustrates the utility of script unification. The results for these languages are italicized in the rows labelled MB50+Bi in Table 3. mBART50 was not pre-trained on these languages but we converted the training data in these languages in the Devanagari script\(^{10}\). With this trick, we still managed to get large performance improvements over the baselines and these improvements are often close to those exhibited by using IndicBART. This shows that we may not need to pre-train on all languages. However, explicitly training on the languages of interest should undoubtedly lead to the best translation quality.

### 4.4.2 Impact Of Corpora Size and Domain

Table 5 shows the impact of corpora sizes as well as training data domain on the final performance. In order to clearly evaluate the impact of domains, we evaluate on the WAT 2021 as well as the FLORES test sets. All models are one-to-many or many-to-one and are trained on unified script data. We fine-tune IndicBART on PMI (IB+PMI) as well as its combination with the PIB (IB+PMIPiB) dataset. For comparison we also train models on Samantar data from scratch (Samanantar) as well as by fine-tuning (IB+Samanantar) which represents models trained on a large amount of general domain data. We use the same model configuration as IndicBART making all 4 types of models identical in size.

Regardless of the test sets, comparing rows IB+PMI and IB+PMIPiB, it is clear that increasing the amount of fine-tuning data has a positive impact on the final translation quality. Even though the PMIPiB data is in-domain for the WAT 2021 test set and out-of-domain for the FLORES test set, the performance improvement on the latter is substantial. Furthermore, comparing rows IB+PMIPiB and Samantar, we can see widely different results depending on the test set. In the case of the WAT 2021 test set, fine-tuning on the PMIPiB dataset is comparable if not better than training on Samantar from scratch. This also shows that for domain specific models, having a small in-domain fine-tuning data is equivalent to if not better than having a large general domain data. On the other hand, we have the opposite observation on the FLORES test sets where training on Samantar data is clearly better. This makes sense because the PMI and PIB domains are very different from the domain of FLORES. PMI and PIB datasets form a tiny fraction of Samantar and thus there wont be any overfitting on the PMI and PIB domains by training on Samantar. Finally, the scores in the row IB+Samanantar show that the performance tends to degrades sometimes around 1 BLEU due to fine-tuning. This observation is in line with the ones by Liu et al. (2020) in resource rich settings.

We can conclude with a high degree of confidence that using IndicBART for fine-tuning will be more successful when evaluating on a specific domain using small domain specific training corpora. On the other hand, it will be better to use large domain specific corpora when working on specific

| Model         | bn | gu | hi | kn | ml | mr | or | pa | ta | te |
|---------------|----|----|----|----|----|----|----|----|----|----|
| IB+M2O       | 24.8 | 33.9 | 37.2 | 32.4 | 28.5 | 28.5 | 28.8 | 35.7 | 27.3 | 29.5 |
| IB w/o SM+M2O | 24.1 | 33.8 | 35.5 | 31.2 | 27.9 | 28.0 | 28.1 | 35.7 | 29.9 | 26.9 |
| IB+Bi        | 23.6 | 35.5 | 36.8 | 31.6 | 27.9 | 26.8 | 28.3 | 36.3 | 27.0 | 29.9 |
| IB w/o SM+Bi | 22.3 | 34.9 | 36.6 | 30.8 | 27.5 | 26.7 | 28.0 | 36.0 | 26.3 | 29.7 |

Table 4: Ablation studies to study the impact of multilingualism and script unification on downstream performance of IndicBART. Scores are reported on the WAT 2021 test set.
Table 5: Ablation study of the impact of using different sizes of fine-tuning corpora (PMI and its combination with PIB) and their comparison against a model trained from scratch as well as fine-tuned on a general domain corpus (Samanantar). We evaluate on the WAT 2021 as well as the FLORES test sets.

| Model          | Test Set: WAT 2021 | XX-En                  | Test Set: FLORES | XX-En                  |
|----------------|---------------------|------------------------|------------------|------------------------|
|                | bn  | gu  | hi  | kn  | ml  | mr  | or  | pa  | ta  | te  | bn  | gu  | hi  | kn  | ml  | mr  | or  | pa  | ta  | te  | bn  | gu  | hi  | kn  | ml  | mr  | or  | pa  | ta  | te  |
| IB+PMI         | 24.8 | 33.9 | 37.2 | 32.4 | 28.5 | 28.5 | 28.8 | 35.7 | 27.3 | 29.5 | 9.1  | 24.0 | 27.3 | 18.5 | 6.7  | 16.7 | 12.9 | 26.4 | 11.6 | 3.7  |
| IB+PMIPB       | 28.9 | 38.8 | 41.7 | 34.6 | 33.2 | 32.5 | 33.2 | 41.3 | 32.0 | 32.0 | 11.1 | 25.5 | 33.0 | 18.9 | 7.2  | 19.1 | 14.3 | 27.1 | 13.6 | 3.6  |
| Samanantar     | 27.9 | 39.0 | 41.8 | 34.8 | 32.7 | 32.0 | 32.9 | 41.4 | 31.2 | 34.4 | 9.7  | 24.7 | 33.0 | 17.5 | 7.0  | 18.4 | 13.3 | 25.5 | 12.7 | 5.8  |
| IB+Samanantar  | 27.1 | 38.0 | 41.0 | 34.1 | 31.6 | 31.1 | 32.3 | 40.1 | 30.1 | 32.4 | 9.4  | 24.2 | 33.0 | 17.2 | 6.5  | 17.7 | 13.5 | 25.6 | 11.8 | 5.6  |

Table 6: Evaluation of Nepali and Sinhala to English translation which IndicBART has not seen during pre-training.

| Model | ne-en | si-en |
|-------|-------|-------|
| Baseline | 5.2  | 4.3  |
| IB+Bi   | 10.5 | 8.5  |

4.4.3 Evaluating On Unseen Languages

Table 6 shows what happens when we perform fine-tuning for languages that IndicBART is not trained on. Note that for Sinhala we have to resort to script unification into Devanagari. The baselines, trained using the unified script IndicBART vocabulary will seem weaker than what is reported in previous work but it should be noted that the vocabulary was not actually trained for Nepali and Sinhala. Regardless, fine-tuning leads to substantial improvements in translation quality which indicates the utility of IndicBART even for unseen languages. We can expect some additional pre-training on monolingual corpora for these languages to have an even larger impact on fine-tuning performance.

5 Downstream Task: Summarization

We compare the performance of fine-tuning IndicBART and mBART50 on an abstractive summarization task for Indic languages textitviz the challenging extreme summarization task (Narayan et al., 2018). Given that summarization datasets are small, the utility of pre-training can be well-studied on this task.

5.1 Dataset

We used the multilingual XLSum dataset (Hasan et al., 2021), which has been curated from the same source as the English XSum dataset, for our experiments. The Indic languages we focus on for
evaluating our IndicBART models are: Bengali, Gujarati, Hindi, Marathi, Punjabi, Tamil and Telugu. We use the official splits which differ from the splits in Hasan et al. (2021). The corpora statistics are given in Table 7.

5.2 Model Training Settings

Different from NMT, we used YANMTT for fine-tuning IndicBART and the official summarization fine-tuning scripts created by HuggingFace for fine-tuning mBART50.

5.2.1 Fine-tuning IndicBART

We only perform multilingual fine-tuning with 8 GPUs. We use maximum document-summary lengths of 512-64 tokens which loosely follows previous work (Lewis et al., 2020). Unlike NMT, we do not train models from scratch as they would not work given the small data sizes and difficulty of summarization. We use dropouts of 0.1, label smoothing of 0.1, learning rate warmup steps of 4,000, learning rate of 0.001 and weight decay of 0.00001 with the ADAM optimizer. We train our models till convergence on the development set Rouge scores (Rouge-L F1) (Lin, 2004) for all languages which are computed via greedy decoding every 1,000 batches. Similar to NMT, we save the best performing checkpoints on the development set Rouge scores (Rouge-L F1) (Lin, 2004) for all languages which are computed via greedy decoding every 1,000 batches. We report Rouge scores on the decoded results computed using multilingual Rouge scoring toolkit. We report Rouge scores on the decoded results computed using multilingual Rouge scoring toolkit. We report Rouge scores on the decoded results computed using multilingual Rouge scoring toolkit.

5.2.2 Fine-tuning mBART50

We only perform monolingual fine-tuning on 1 GPU using the scripts provided in the HuggingFace transformer implementation. We use default tuning parameters in the provided scripts. Except for the following, other settings are the same as for fine-tuning IndicBART. We use label smoothing of 0.1, a learning rate of 0.00005 for mBART50, weight decay of 0.01 with the AdamW optimizer and 10% of the total number of steps as learning rate warmup. We train for 10 epochs and use the Rouge-L F1 metric for selecting the best model.

5.3 Models Trained

1. MB: A mBART50 model fine-tuned for a given language. Data for languages (Punjabi) not present in mBART50 have their scripts mapped to Devanagari and then used for fine-tuning. Results for these are italicized.

2. IB w/o SM: Our separate script IndicBART model fine-tuned multilingually for all Indic languages in consideration.

3. IB: Same as 2 but with a unified script IndicBART model and unified script training data for summarization.

5.4 Results

Table 8 contains the results for the summarization experiments. We first compare IndicBART with mBART50 and then discuss the impact of script unification.

5.4.1 IndicBART vs mBART50

Comparing the columns, MB and IB shows that our unified script IndicBART model, IB, is at par with if not better than mBART50. mBART50 is trained on document level data and one would expect that it would strongly outperform IndicBART but the latter gives competitive results despite being trained on sentence level data. In addition, IndicBART contains less than half the number of parameters as mBART50. The performance in case of Punjabi, Gujarati, Marathi and Telugu is noteworthy as they are higher than mBART50.

5.4.2 Impact of Script Unification

Comparing, columns IB w/o SM and IB shows that script unification has a positive impact in almost

---

Table 7: Statistics of the Indic portion of the multilingual XL-Sum dataset (Hasan et al., 2021) that we used for training our summarization models.

| Language | Train | Dev  | Test  |
|----------|-------|------|-------|
| bn       | 8,102 | 1,012| 1,012 |
| gu       | 9,119 | 1,139| 1,139 |
| hi       | 70,778| 8,847| 8,847 |
| mr       | 10,903| 1,362| 1,362 |
| pa       | 8,215 | 1,026| 1,026 |
| ta       | 16,222| 2,027| 2,027 |
| te       | 10,421| 1,302| 1,302 |

---

11[https://github.com/csebuetnlp/xl-sum/](https://github.com/csebuetnlp/xl-sum/)

12This means that 4-grams wont be repeated in the output.

13[https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring](https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring)

14Multilingual fine-tuning on these large models is time consuming and hence impractical.

15[https://github.com/huggingface/transformers/tree/master/examples/pytorch/summarization](https://github.com/huggingface/transformers/tree/master/examples/pytorch/summarization)
Table 8: Results for Indic languages in XL-Sum dataset (Hasan et al., 2021). We compare between mBART50(MB), IndicBART (IB) and IndicBART without script unification (IB w/o SM) models. Evaluation is conducted using ROUGE metric. Scores in italics for a language are the ones obtained via mapping scripts to Devanagari as the corresponding model was not explicitly trained for that language.

all cases. Given that Indic languages are related to each other, script unification enables better transfer learning especially during multilingual fine-tuning. We would also like the reader to consider the results for Punjabi using mBART50. mBART50 is not trained on Punjabi and so we convert the Punjabi script to Devanagari and fine-tune it. Despite not having seen any Punjabi training data, the mBART50 model can be successfully used for Punjabi summarization which shows that, just like in the case of NMT, existing pre-trained models can be easily retrofitted to serve the needs for unseen languages via simple script unification. We have already observed this in the case of NMT where Nepali and Sinhala translation into English worked well despite the IndicBART model not having seen either of these Indic languages. In the future we plan to study the summarization quality of Nepali and Sinhala datasets part of XL-Sum (Hasan et al., 2021), using IndicBART via script unification.

6 Conclusion and Future Work

We present IndicBART, a multilingual, pre-trained sequence-to-sequence model for Indic languages to support development of NLG applications for Indic languages. IndicBART supports 11 Indic languages and English, and utilizes the orthographic similarity of Indic scripts to enable better cross-lingual transfer. Our experiments on multilingual fine-tuning IndicBART for NMT and summarization show that the model is competitive with or better than those obtained using existing large models such as mBART50. Due to the use of orthographic similarity, the model can be used to build translation models for languages like Sinhala and Nepali that are not included in pre-training. We show that script unification has a strong positive impact on translation and summarization. We also showed that IndicBART, thanks to its script independent nature, can be readily used for enabling translation for languages such as Sinhala and Nepali which IndicBART has not been explicitly trained for.

As next steps, we plan to add support for more Indic languages in IndicBART, starting with all the 22 languages listed in the 8th schedule of the Indian constitution. Increased language coverage and lower compute demands can democratize access to NLP technologies. We plan to train both larger and smaller models on longer text chunks (documents) and larger text corpora. We would also like to incorporate advances in multilingual pre-trained models, cross-lingual transfer and cross-lingual tasks for Indic languages.
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