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ABSTRACT

In this paper, we examined the effect on network performance of the various strategies an attacker could adopt to launch Man-In The Middle (MITM) attacks on the wireless network, such as fleet or random strategies. In particular, we're focusing on some of those goals for MITM attackers - message delay, message dropping. According to simulation data, these attacks have a significant effect on legitimate nodes in the network, causing vast amounts of infected packets, end-to-end delays, and significant packet loss.
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1. INTRODUCTION

A wireless ad hoc network is a set of nodes that communicate wirelessly. These networks are decentralized, meaning they don't rely on a pre-existing infrastructure to set up their network topology [1][2][3]. It also refers to the communication between wireless network points (access points) without the use of a router or a central intermediary. To put it another way, each network point has a professional task for doing, i.e. (Ad hoc).

With the widespread use of smartphones, the first thing we look for when entering a cafe or restaurant is to turn on the Wi-Fi. If the Wi-Fi network has a password, it must be entered so that everyone can use the Internet to access social networking sites and other applications. The speed of connection to free Wi-Fi networks is also something we see in any other public place! Unfortunately, we are unaware of the dangers of using free public Wi-Fi networks and the consequences that can result...!? It appears that free public Wi-Fi networks pose a serious threat to the user's personal information. Thousands of people have been harmed as a result of them, and large-scale violations are common in public places. It appears that free public Wi-Fi networks present a danger to the user's personal information. Thousands of people have been harmed as a result of them, and large-scale violations are common in public places with shared free hotspots. All open Wi-Fi networks that are distributed to the Internet, whether in cafes or public places, are vulnerable to total penetration, and even your penetration.

When you connect to the Internet through a password-protected network, an encrypted tunnel is created between your computer and the router that distributes the Internet [5]. Your information passes through it, ensuring that your data is secure if a hacker attempts to obtain it. The strength of the password you use determines the strength of this tunnel that protects you, your personal
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data, and your information. However, it will not be discovered when you connect to public open networks that do not have a password and do not have this tunnel. The hacker can then obtain your information as it passes through the network through some means.

But the knowledgeable hacker would consider something new in technology. Of course not; this is a tough traditional technique that a hacker is currently employing, but he is doing the best he can. It builds a fake free Wi-Fi network to confuse users into thinking it's a secure hotspot [6]. Users make direct contact through it, completely oblivious to the fact that they are its ready prey for penetration. Users can use the internet as usual in this case. If they purchase over the internet. Enter the information with bank card, and all of information and data will be sent to the hacker who created the fake Wi-Fi hotspot [7].

The question that arises in this situation. Is it possible for a hacker to overcome the site's high-encryption HTTP protection? The encryption Https is a little tricky to crack. But we keep in mind that this is a hacker's profession, and he will undoubtedly be able to overcome it. It makes use of tools that make decoding the HTTP protocol an ease. User’s information will be sniped in this case without even realizing it [8].

1.1. Related Work

Man-In-The-Middle (MITM) attacks are well known attacks in computer security MITM attacks are mapped at the Open Systems Interconnection (OSI) layers of two mobile communication architectures, namely the Global System for Mobile Communications (GSM) and Universal Mobile Communications (UMTS), in a detailed survey. By your OSI sheet in addition, Glass et al. Examine the impact of MITM attacks on ad hoc and cellular mobile networks' MAC layers [28]. The authors took advantage of the network's optimistic accept property to reveal and recognise compromised nodes engaged in MITM attacks, resulting in high detection rates and no false positives. Similarly, Kaplanis looked at MITM attacks on WiFi networks in [29]. The lack of encryption over the data link layer, according to the author, offers a perfect medium for attackers to conduct MITM attacks.

The author also offers a solution for dealing with MITM attacks on WiFi networks. MITM attacks are investigated on both wired and wireless technologies in general.

MITM attacks on wired networks were proposed by Stricot-Tarboton et al. [25] and Chen et al. [26]. Through MITM's classification of HTTPS, it categorizes attackers into four categories: status, target, actions, and vulnerability. On the other hand, the focus was on a statistical model of MITM attacks on network adapter Secure Sockets Layer (SSL) protocols [27].

2. TYPES OF WIRELESS ATTACKS

WiFi networks are susceptible to a wide range of attacks. As a result, it's critical to be aware of them so that we can take the necessary steps to prevent and minimize their impact. Bellow we will find out in-depth information on these attacks:

2.1. Rogue Wireless Devices

A rogue wireless device, also known as an access point, is an unauthorized WiFi device that is not managed by the network administrators. They provide a way into the network for potential attackers. If an attacker has direct access to the wired network, this type of device may be
maliciously installed, but they are more often than not added by employees who are unaware of the risks [9].

2.2. Peer-to-peer Attacks

Devices connected to the same access point may be vulnerable to attacks from other access point devices. Most service providers offer a feature called "Client Isolation," which prevents clients connected to the access point from communicating with one another [10].

2.3. Eavesdropping

Wireless communications are controlled in this area. Snooping can be divided into two categories. Casual snooping, also known as WLAN discovery, is when a wireless client actively searches for available wireless access points. Malicious snooping is the unlawful kind of snooping. Someone is attempting to listen in on data exchanged between customers and the access point. As a result, it is critical to encrypt these networks, as anything not encrypted can be intercepted [11].

2.4. Encryption Cracking

The attacker tries to break the network's encryption. WEP networks are the most vulnerable to this, as they can be cracked in as little as five minutes. It's critical to use the most secure encryption possible, and to avoid using WEP whenever possible [12].

2.5. Authentication Attacks

An attacker scrapes a frame exchange between a client’s authenticating with the network and then runs an offline dictionary attack on it.

With this kind of information, and depending on the password's strength, it may only be a matter of time before they crack it and gain access. As a result, you must keep your login credentials as safe as possible.

2.6. MAC Spoofing

Spoofing a MAC address is remarkably easy. As a result, using MAC filtering to control which devices are allowed to connect to the network is not at all secured. However, it should be used in conjunction with other security measures to create a more secure network architecture in the long run [13].

2.7. Management Interface Exploits

When we use devices like wireless controllers, which allow us to control access points via web interfaces or console access, this type of attack can become a challenge. Because default login credentials are widely available on the internet, it's critical to secure all devices to prevent unauthorized access [14].

2.8. Wireless Hijacking

When an attacker configures their laptop to broadcast as a wireless access point with the same SSID as a public hotspot, this happens. They then sit back and wait for new tourists to connect to
it, believing it to be a legitimate public hotspot. This exposes them to peer-to-peer attacks and allows them to monitor the murderer's network activity [15].

2.9. Denial of Service

DoS attacks can happen at various layers. Layer 1 attacks, also known as RF jamming attacks, can be both intentional (attacker intentionally producing a signal to cause interference) and unintentional (devices like microwaves or wireless phones causing interference). Layer 2 attacks can happen in a variety of ways. An attacker might, for example, flood and AP with forged association and disassociation requests. There are solutions available that can detect these types of attacks and allow you to take action to prevent them.

2.10. Social Engineering

Scripts, software, and tools are not used in the majority of successful hacks, contrary to popular belief. The majority of them are caused by social engineering. This is a method of solving problems to reveal sensitive information, such as computer passwords or information that will assist defenders in narrowing down possible passwords. The best way to deal with this potential threat is to make sure that everyone is aware of security processes such as changing passwords regularly and not sharing personal information [16].

3. ATTACKER HIATUS

In this section, we will see how an attacker can use hiatus for arriving to his target. Below we discuss kind of hiatus can attacker used.

3.1. Delay Attack

Attack speed is stored in the game's data files in two ways.

The old method was as follows: The base attack cooldown is 1.6 seconds globally (this is the time between the start of one attack to the start of another attack, as well as the time between one hit to the next hit). Note that Riot calls attack cooldown "attack delay," but we think that's unclear with the windup time, so we call it attack cooldown [17].

Each champion has a different "attack cooldown offset percent," which the wiki wrongly refers to as "attack offset" or "attack delay." This value, which is equal to 1.6 * (1 + attack cooldown offset), is used to calculate the champion's base attack cooldown. The majority of attack cooldown offsets the majority of attack cooldown offsets are 0 or negative, resulting in attack speeds of 0.625 or higher. Positive offsets result in attack speeds that are less than 0.625. (like Annie).

The inverse of the champion's base attack cooldown is then used to determine their base attack speed, which is then visually rounded off. It's important to remember that even though the game processes attack at a different speed than how it's shown, the results are the same. The attack speed maximum and minimum usage of 2.5 and 0.2 are also determined in terms of their inverses, with a 0.4 and 5.0 second cooldown time, respectively.

Bonus attack speed boosts attack speed while lowering attack cooldown in a 1:1 ratio. Because they scale inversely, the new attack speed will be X% faster than the base attack speed, and the base attack cooldown will be X% longer than the new attack cooldown [18].
The global base attack cast percent = 0.3 or 0.333 (meaning the attack would cause 30 percent or 33 percent of the time/cooldown, so the global base windup time will be 1.6 * 0.3 = 0.48). Because 0.3 is specified explicitly in a global vars file and the default offset percent is -0.3 (which would result in a default windup time of 0), we specify two values here: 0.333 provides more precise results with manual frame timings (this will be discussed a little more later).

Each champion has their own "attack cooldown cast offset percent," which is used to calculate the base attack windup/cast time, which is calculated as base attack cooldown * (0.3 + cast offset percent). Almost every character in the game has a negative cast offset (I can't think of any with a positive value), and most champions' base attack cast time is between 0.2 and 0.4 seconds.

Some champions set a value for their "attack cooldown cast offset percent attack speed ratio," which determines how much of their attack speed goes toward minimizing windup time. 1.0 is the default value. Thresh, for example, overrides this value to 0.25, which explains why "only 25% bonus on windup" is mentioned. This value has no effect on total attack speed. The full list of champions with a non-1.0 value can be found here.

There's also a safeguard in place to prevent the attacks from being accidentally canceled. Attempting to cancel the attack windup will not work because we have a two-frame buffer consisting of the frame that an attack will fire and the frame shortly before that. This buffer is approximately 0.0667 seconds since the server runs at 30 frames per second.

The following has changed with the second method: base attack speed is no longer obtained from the base attack cooldown. Instead, the base attack speed is specifically determined, and the base attack cooldown is derived from that. The removal of the "attack cooldown offset" value from the Riot API, which was later replaced with the explicit base value, is what the wiki refers to when it says the mechanic has shifted (although only the representation changed, the actual mechanics are identical).

Furthermore, the "base" and "ratio" values for base attack speed were separated. "Base" refers to your attack speed at level 1, and "ratio" refers to how bonus attack speed is compounded before being added to the base to calculate your max. The base and ratio are the same with most champions, but champions who receive bonus attack speed at level 1 have the bonus attack speed programmed into their base score, so the level 1 bonus does not count as real bonus attack speed. For eg, Yasuo has a ratio of 0.67 but a base of 0.697 (effective bonus of 4%, but does not scale with bonus attack paces, such as his Q cooldown or Stormrarrow's proc cooldown).

A marginally unnecessary explicit specification of the base attack cooldown is also included, which is only relevant for characters with an overriding level 1 attack speed.

Only on newer champs/VGUs is attack windup now specifically specified as an "attack cast time" value. Despite being changed to the new method for their base attack speed/cooldown, older champions still use the old method for this value. This, like the base attack cooldown upgrade, may be changed in the future.

But how long does it take from the time the attack is issued/queued before it is finally realized? Will this be 0.3 seconds and a 1.3 second attack cooldown in the previous case, or 0.4 and 1.2, or 0.2 and 1.0, or whatever? It wouldn't matter if you continued fighting for a long time without giving other orders, but with so many attacks resets in the game, it's necessary to consider how much time this will save. Although it's clear that this attack cooldown issue can't be entirely abused by canceling after the attack with a movement order and then immediately giving another attack command, it does seem that this kind of stutter stepping cuts the effective total time by a
significant amount, it seems that stutter stepping decreases the successful overall time between attacks by at least a small amount [19].

Attack delay, also known as attack speed offset, was used to measure a champion's "base attack speed [21]." The following was the formula for this calculation [22][23]:

$$A_{S_{base}} = 0.625 / (1 + \text{attack delay})$$  \quad (3.1)

A lower base attack speed (i.e. attacks per second) correlated with a lower attack latency, making bonus attack speed more successful.

Attack pause, contrary to common belief, has little to do with how "nice" an attack feels. Other secret variables were used to decide when an attack's wind-up is considered complete, as well as when an attack is considered to have struck - for example, some projectile-based attackers can press to move the moment the projectile is airborne, while others can "cancel" the attack at any time before the projectile hits. These variables may not be viewed or accessed.

Attack delay speed % should be converted to decimal (divide by 100) after that will multiply by level. Each delay speed example illustrate in table 1.

**Table 1. Attack delay and base attack speed**

| Attack delay | Decimal | Precise fraction |
|--------------|---------|-----------------|
| Standard base attack speed | 0 | 0.625 | $0.625 / 1$ |
| Low base attack speed | 0.3 | 0.481 | $0.625 / 1.3$ |
| High base attack speed | -0.1 | 0.694 | $0.625 / 0.9$ |

3.2. Dropping Attack

A router that is supposed to pass packets only discards them in a denial-of-service attack. This normally happens when a router is hacked, which can happen for a variety of reasons. A denial-of-service attack on the router using a known DDoS tool is one cause listed in the study [4]. The packet drop attack is difficult to track and avoid when packets are routinely dropped from a lossy network.

4. Simulation Parameter

Our simulation was a process attack model using Omnet++ with NETA as shown in figure 1, under windows operating system with core i5 processor and 8GB RAM. The network we have to simulate will have 100 smartphones with the small geographical area.

4.1. Data Queue Length

Is a direct measurement of the number of requests present at the time that the performance data is collected. It also includes requests in service at the time of the data collection.

4.2. Drop Packet by Queue

Packet loss in a network is usually caused by network congestion, in which packets are lost as traffic arrives at a particular router or network section at a rate that exceeds the rate at which it can be sent through for an extended period of time. A bottleneck occurs when a single router or
connection restricts the ability of the entire transport path or network travel in general. Retransmission of packets is needed for efficient packet delivery since it is required to retrieve accurate information at the destination. However, due to the extra time required for retransmission, this protocol increases latency.

4.3. Loss Rate

For real-time flows like video and VoIP, the PLR (packet loss rate) is a valuable output metric. The number of packets missed or skipped during transmission must be kept low and certain data packets are guaranteed such data rates for quick and seamless transmission. Number of packet losses of 5% to 10% of the overall packet stream would have a major impact on the consistency. For streaming audio or video, less than 1% packet loss is "fine," and 1-2.5 percent is "acceptable," according to another.

Figure 1. Network in NETA Simulation

5. PERFORMANCE EVALUATION METRICS

We applied the following assessment criteria to assess the stability of wireless networks in the presence of attackers, which can evaluate MITM attacks in networks. There are the following:

E2ED: This metric is similar to network QoS, and it indicates the delay induced by valid node packets being exchanged with neighboring nodes [20]. The discrepancy between packet generation time and packet receipt time, measured as follows:

\[ \text{E2ED} = \text{Packet}_{\text{reception}} - \text{Packet}_{\text{generation}} \]  \hspace{1cm} (5.1)

Content Delivery Ratio (CDR): The content delivery ratio indicates the number of messages successfully received by legal vehicles [4]. If \( M_r \) is the number of messages sent and \( M_{PRE} \) is the number of messages predicted to be received within the network, then CDR is [24]:
CDR = \frac{M_R}{M_{PRE}} \quad (5.2)

If ‘N’ is the cumulative number of vehicles sending ‘M_{TRANS}’ messages, MPRE is measured as follows:

M_{PRE} = N \times M_{TRANS} \quad (5.3)

Packet Loss Ratio (PLR): Packet loss ratio indicates how many packets are missing as a result of MITM nodes. Where the M_T is the total number of messages and the M_L is the number of messages lost, the PLR is measured as follows:

PLR = \frac{M_L}{M_T} \quad (5.4)

M_T \text{ MT contains all legal and malicious nodes, as well as messages. Let } M_R \text{ is the number of received messages at legitimate nodes and } M_L \text{ is the amount of messages lost at the MITM nodes, then } M_T \text{ is given as:}

M_T = M_R + M_L \quad (5.5)

Number of Compromised Messages: This statistic shows the number of messages from the malicious node that has been compromised (either tampered with or delayed).

A number of Dropped Messages: The number of messages dropped is a metric specified for MITM, which drops messages obtained from valid nodes. This statistic depicts the number of messages lost by network attackers.

6. RESULTS AND DISCUSSION

In this part, we first present the simulation results of three MITM attacks in wireless networks (message delayed, message dropped). Then we discussed some of the potential options for dealing with MITM threats.

6.1. Simulation Results

The purpose of this section is to analyze the outcomes of the MITM attack. Each simulation scenario is run ten times with a different seed value each time to ensure a specific initial system assignment in the network. Furthermore, for each simulation scenario, the simulation results presented below are the average of ten runs.

6.1.1. Message Delay Attacks

In the presence of MITM, end-to-end delay (E2E) delays packets by 2 seconds as shown in figure 4. The network is challenged with malicious nodes that delay valid packets, the E2E delay increases. In figure 2 and figure 3 an ideal world, legitimate nodes would receive such messages with minimal delay; however, MITM attackers who can delay messages prevent legitimate nodes from receiving messages on time. Furthermore, when the attackers are distributed across the network, this indicates that the E2E delay increases. As a result, in the case of attackers in the network architecture, the network encountered low E2E delays. Furthermore, as opposed to a network with a network of malicious nodes, a network with dispersed attackers reaches about 47.94 percent of high E2E delays for 10% of malicious nodes. When half of the malicious nodes are inserted into the network, the delay rises to 73.44 percent.
6.1.2. Message Drop Attacks

Figure 5 shows the number of messages dropped by malicious nodes, indicating that as the number of malicious nodes in the network grows, so does the number of messages drop. Both dispersed and fleet attacker patterns have a significant effect on the network in terms of the number of messages lost, i.e., both distributed and fleet attackers lose almost identical numbers of messages. Due to the collaborative aspect of attack starting, the network with fleet attackers achieves a somewhat higher packet drop rate than the network with distributed attackers. When the number of such attackers grows, so does the pace at which messages in the network are dropped.
6.2. Discussion

Both types of MITM attacks have a high effect on networks, resulting in high E2E delays, poor content transmission ratios, higher packet losses, and the dissemination of a large number of infected packets, as seen in the preceding sections. The network is affected by distributed malicious attackers in terms of E2E delays, as can be observed. The network is influenced by the fleet MITM attackers in terms of stolen messages and PLR. As a result, when designing a network security approach, these MITM characteristics should be considered before integrating into the actual network.

7. CONCLUSION

This paper examined MITM attacks in wireless networks in depth. We tested three types of MITM attacks in a wireless network to see how they affected the network. According to the findings, these attacks have a significant impact on the network in terms of traffic distribution, end-to-end latency, infected packets, and packet losses. Furthermore, as opposed to dispersed attackers, the attacker model with fleet configuration has low network efficiency in terms of sacrificing message quality. The key cause for this low performance is that fleet attackers put a large number of network infrastructure and contact channels at risk, causing network congestion, while distributed attackers only have a minor effect on resources.

We will continue this study in the future by analyzing the effects of MITM attack models in different scenarios of wireless network styles dependent on node mobility.
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