Disentangling A Single MR Modality
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Abstract. Disentangling anatomical and contrast information from medical images has gained attention recently, demonstrating benefits for various image analysis tasks. Current methods learn disentangled representations using either paired multi-modal images with the same underlying anatomy or auxiliary labels (e.g., manual delineations) to provide inductive bias for disentanglement. However, these requirements could significantly increase the time and cost in data collection and limit the applicability of these methods when such data are not available. Moreover, these methods generally do not guarantee disentanglement. In this paper, we present a novel framework that learns theoretically and practically superior disentanglement from single modality magnetic resonance images. Moreover, we propose a new information-based metric to quantitatively evaluate disentanglement. Comparisons over existing disentangling methods demonstrate that the proposed method achieves superior performance in both disentanglement and cross-domain image-to-image translation tasks.
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1 Introduction

The recent development of disentangled representation learning benefits various medical image analysis tasks including segmentation [17,22,10], quality assessment [12,25], domain adaptation [26], and image-to-image translation (I2I) [9,29,30]. The underlying assumption of disentanglement is that a high-dimensional observation $x$ is generated by a latent variable $z$, where $z$ can be decomposed into independent factors with each factor capturing a certain type of variation of $x$, i.e., the probability density functions satisfy $p(z_1, z_2) = p(z_1)p(z_2)$ and $z = (z_1, z_2)$ [19]. For medical images, it is commonly assumed that $z$ is a composition of contrast (i.e., acquisition-related) and anatomical information of image $x$ [7,9,30,22,17]. While the contrast representations capture specific information about the imaging modality, acquisition parameters, and cohort, the anatomical
representations are generally assumed to be invariant to image domains\(^4\). It has been shown that the disentangled domain-invariant anatomical representation is a robust input for segmentation [22,7,17,21], and the domain-specific contrast representation provides rich information about image acquisitions. Recombining the disentangled anatomical representation with the desired contrast representation also enables cross-domain I2I [30,20,22].

Disentangling anatomy and contrast in medical images is a nontrivial task. Locatello et al. [18] showed that it is theoretically impossible to learn disentangled representations from independent and identically distributed observations without inductive bias (e.g., domain labels or paired data). Accordingly, most research efforts have focused on learning disentangled representations with image pairs or auxiliary labels. Specifically, image pairs introduce an inductive bias that the two images differ exactly in one factor of \(z\) and share the remaining information. Multi-contrast or multi-scanner images of the same subject are the most commonly used paired data. For example, \(T_1\)-weighted (\(T_1\)-w)/\(T_2\)-weighted (\(T_2\)-w) magnetic resonance (MR) images [22,9,29], MR/computational tomography images [7], or multi-scanner images [17] of the same subject are often used in disentangling contrast and anatomy. The underlying assumption is that the paired images share the same anatomy (domain-invariant) while differing in image contrast (domain-specific). The requirement of paired training images with the same anatomy is a limitation due to the extra time and cost of data collection. Even though such paired data are available in some applications—for example, paired \(T_1\)-w and \(T_2\)-w images are routinely acquired in MR imaging—registration error, artifacts, and difference in resolution could violate the fundamental assumption that only one factor of \(z\) changes between the pairs. As we show in Sec. 3, non-ideal paired data can have negative effects in disentangling.

Labels, such as manual delineations or domain labels, usually provide explicit supervision in either the disentangled representations or synthetic images generated by the I2I algorithm for capturing desired properties. Chartsias et al. [7] used manual delineations to guide the disentangled anatomical representations to be binary masks of the human heart. In [14,15,21], researchers used domain labels with domain-specific image discriminators and a cycle consistency loss to encourage the synthetic images to be in the correct domain and the representations to be properly disentangled. Although these methods have shown encouraging performance in I2I tasks, there is still potential for improvements. The dependency of pixel-level annotations or domain labels limits the applicability, since these labels are sometimes unavailable or inaccurate. Additionally, the cycle consistency loss is generally memory consuming and found to be an over-strict constraint of I2I [3], which leads to limited scalability when there are many image domains.

Can we overcome the limitations of current disentangling methods and design a model that does not rely on paired multi-modal images or labels and is also scalable in a large number of image domains? Deviating from most existing literature

\(^4\) Here we assume that images acquired from the same scanner with the same acquisition parameters are from the same domain.
that heavily relies on paired multi-modal images for training, we propose a **single modality disentangling framework**. Instead of using domain-specific image discriminators or cycle consistency losses, we design a novel distribution discriminator that is shared by all image domains for **theoretically and practically superior disentanglement** $p(z_1, z_2) = p(z_1)p(z_2)$. Additionally, we present an information-based metric to quantitatively measure disentanglement.

We demonstrate the broad applicability of the proposed method in a multi-site brain MR image harmonization task and a cardiac MR image segmentation task. Results show that our single-modal disentangling framework achieves performance comparable to methods which rely on multi-modal images for disentanglement. Furthermore, we demonstrate that the proposed framework can be incorporated into existing methods and trained with a mixture of paired and single modality data to further improve performance.

## 2 Method

### 2.1 The single-modal disentangling network

**General framework** As shown in Fig. 1, the proposed method has an autoencoder-like structure, where the inputs $x$ and $x'$ are two slices from different orientations of the same 3D volume. $I(\cdot; \cdot)$ denotes mutual information (MI). Note that the proposed method can be applied to datasets of other organs, as shown in Sec. 3; we use brain MR images for demonstration purposes. The anatomy encoder has a U-Net [24] structure similar to [7,9,17]. It generates one-hot encoded anatomical representations $a \in \mathbb{R}^{H \times W \times M}$, where $H$ and $W$ are with the same spatial dimension of $x$, and $M$ is the number of channels. The contrast encoder is composed of a sequence of convolutional blocks with output contrast representations $c \in \mathbb{R}^{2}$. $c$ is then broadcast to $H \times W \times 2$ and concatenated with $a$ as the input to the decoder, which is also a U-Net. The same networks are shared by all image domains, so the model size stays constant.

The overall objectives of the framework are 1) to disentangle anatomical and contrast information from input images without multi-modal paired data or labels and 2) to generate high quality synthetic images based on the disentangled...
Theorem 1 says while minimizing whether the inputs (\(U\)) we introduce a distribution discriminator to capture as much information of \(x\) as possible. Since \(c\) is calculated from \(x'\) instead of \(x\) with \(E_C(\cdot)\) and the shared information between \(x'\) and \(x\) is the contrast, maximizing \(I(c; x)\) guides \(E_C(\cdot)\) to extract contrast information. Lastly, minimizing \(I(a; c)\) penalizes \(a\) and \(c\) from capturing common information, thus encouraging disentanglement. Since \(c\) captures contrast information by maximizing \(I(c; x)\), this helps the anatomy encoder \(E_A(\cdot)\) learn anatomical information from the input \(x\). This can also prevent a trivial solution where \(E_A(\cdot)\) and \(D(\cdot)\) learn an identity transformation.

In the next section, we show how the two MI terms are optimized in training. We also theoretically show that \(a\) and \(c\) are perfectly disentangled, i.e., \(I(a; c) = 0\), at the global minimum of \(E_A(\cdot)\).

**Maximizing \(I(c; x)\)** We adopt DeepInfomax [13] to maximize the lower bound of \(I(c; x)\) during training. This approach uses this inequality:

\[
I(c; x) \geq \hat{I}(c; x) \triangleq \mathbb{E}_{p(c,x)}[-\text{sp}(-T(c, x))] - \mathbb{E}_{p(c)p(x)}[\text{sp}(T(c, x))],
\]

where \(\text{sp}(r) = \log(1+e^r)\) is the softplus function and \(T(\cdot, \cdot)\) is a trainable auxiliary network \(T(c, x): C \times X \to \mathbb{R}\). The gradient calculated by maximizing Eq. (2) is applied to both \(T(\cdot, \cdot)\) and \(E_C(\cdot)\). Density functions \(p(c, x)\) and \(p(c)p(x)\) are sampled by selecting matched pairs \(\{(c^{(i)}, x^{(i)})\}_{i=1}^{N}\) and shuffled pairs \(\{(c^{(i)}, x^{(i)\prime})\}_{i=1}^{N}\) from a mini-batch with \(N\) being the batch size and \(c = E_C(x')\). Note that paired multi-modal images are not required; \(x\) and \(x'\) are 2D slices from the same volume with different orientations. \(i\) is the instance index of a mini-batch and \(\{i\}_{i=1}^{N}\) is a permutation of sequence \(\{1, \ldots, N\}\).

**Minimizing \(I(a; c)\)** Since Eq. (2) provides a lower bound of MI, it cannot be used to minimize \(I(a; c)\). We propose a novel way to minimize \(I(a; c)\). Inspired by the distribution matching property of generative adversarial networks (GANs) [11], we introduce a distribution discriminator \(U(\cdot, \cdot): A \times C \to \mathbb{R}\) that distinguishes whether the inputs \((a, c)\) are sampled from the joint distribution \(p(a, c)\) or product of the marginals \(p(a)p(c)\). Note that \(c\) is detached from the computational graph while minimizing \(I(a; c)\), so the GAN loss only affects \(U(a, c)\) and \(E_A(x)\), where \(E_A(x)\) tries to “fool” \(U(a, c)\) by generating anatomical representations \(a\), such that \(p(a, c)\) and \(p(a)p(c)\) are sufficiently indistinguishable.

**Theorem 1.** \(E_A(x)\) achieves global minimum \(\iff\) \(p(a, c) = p(a)p(c)\).

Theorem 1 says \(a\) and \(c\) are disentangled at the global minimum of \(E_A(x)\). The minmax training objective between \(E_A(x)\) and \(U(a, c)\) is given by

\[
\min_{E_A} \max_{U} \mathbb{E}_{p(a,c)}[\log U(a,c)] + \mathbb{E}_{p(a)p(c)}[\log (1 - U(a,c))],
\]

(3)
where \( a = E_A(x) \). Density functions \( p(a, c) \) and \( p(a)p(c) \) are sampled by randomly selecting matched pairs \( \{(a^{(i)}, c^{(i)})\}_{i=1}^{N} \) and shuffled pairs \( \{(a^{(i)}, c^{(i)})\}_{i=1}^{N} \), respectively.

**Implementation details** There are in total five networks shared by all domains. \( E_A(\cdot) \) is a three-level (downsampling layers) U-Net with all convolutional layers being a kernel size of 3 × 3 convolution followed by instance normalization and LeakyReLU. \( D(\cdot) \) has a similar U-Net structure as \( E_A(\cdot) \) with four levels. \( E_C(\cdot) \) is a five-layer CNN with 4 × 4 convolutions with stride 2. The kernel size of the last layer equals the spatial dimension of the features, making the output variable \( c \) a two-channel feature with \( H = W = 1 \). Both \( T(\cdot, \cdot) \) and \( U(\cdot, \cdot) \) are five-layer CNNs. We use the Adam optimizer in all our experiments, where our model consumed approximately 20GB GPU memory for training with batch size 16 and image dimension 288 × 288. Our learning rate is \( 10^{-4} \). \( \lambda_1 = 1.0 \) and \( \lambda_2 = \lambda_3 = 0.1 \).

### 2.2 A new metric to evaluate disentanglement

Since MI between two perfectly disentangled variables is zero, intuition would have us directly estimate MI between two latent variables to evaluate disentanglement. MINE [4] provides an efficient way to estimate MI using a neural network. However, simply measuring MI is less informative since MI is not upper bounded; e.g., how much worse is \( I(a; c) = 10 \) compared with \( I(a; c) = 0.1 ? \) Inspired by the fact that \( I(a; c) = H(c) - H(c|a) \), where \( H(\cdot) \) is entropy, we define a bounded ratio \( R_I(a; c) \equiv I(a; c)/H(c) \in [0, 1] \) to evaluate disentanglement. \( R_I(a; c) \) has a nice theoretical interpretation: the proportion of information that \( c \) shares with \( a \). Different from MIG [8], which requires the ground truth factor of variations, the ratio \( R_I(a; c) \) directly estimates how well the two latent variables are disentangled.

When the distribution \( p(c) \) is known, \( H(c) \) can be directly calculated using the definition \( H(c) = -\sum p(c) \log p(c) \). To estimate \( H(c) \) when \( p(c) \) is an arbitrary distribution, we follow [6]. Accordingly, \( R_I(a; c) \) for unknown \( p(c) \) is given by

\[
R_I(a; c) \equiv \frac{I(a; c)}{H(c)} = \frac{\mathcal{D}_{KL}[p(a, c)\|p(a)p(c)]}{-\mathbb{E}_{p(c)}[\log q(c)] - \mathcal{D}_{KL}[p(c)\|q(z)]},
\]

where \( z \sim q(z) = N(0, 1) \) is an auxiliary variable with the same dimension as \( c \). The two Kullback-Leibler divergence terms can be estimated using MINE [4]. The cross-entropy term is approximated by the empirical mean \(-\frac{1}{N} \sum_{i=1}^{N} \log q(c_i)\).

### 3 Experiments and Results

We evaluate the proposed single-modal disentangling framework on two different tasks: harmonizing multi-site brain MR images and domain adaptation (DA) for cardiac image segmentation. In the brain MR harmonization experiment, we also quantitatively evaluate disentanglement of different comparison methods.

**Brain MR harmonization** \( T_1-w \) and \( T_2-w \) MR images of the human brain collected at ten different sites (denoted as \( S_1 \) to \( S_{10} \)) are used in our
harmonization task. We use the datasets [1,16,23] and preprocessing reported in [30] after communication with the authors. For each site, 10 and 5 subjects were used for training and validation, respectively. As shown in Fig. 2, the original T1-w images have different contrasts due to their acquisition parameters. We seek a T1-w harmonization such that the image contrast of the source site matches the target site while maintaining the underlying anatomy. We have a set of held-out subjects ($N = 10$) who traveled between $S_1$ and $S_2$ to evaluate harmonization.

Compare with unpaired I2I method without disentangling. We first compared our method trained only on T1-w images (100%U) with CycleGAN [28], which conducts unpaired I2I based on image discriminators and a cycle consistency loss without disentanglement. Results in Table 1 show that our (100%U) outperforms CycleGAN with statistical significance ($p < 0.01$) in a paired Wilcoxon test.

Does single-modal disentangling perform as well as multi-modal disentangling? We then compared our method with two different disentangling methods which use paired T1-w and T2-w for training. Specifically, Adeli et al. [2] learns latent representations that are mean independent of a protected variable. In our application, $a$ and $c$ are the latent and protected variable, respectively. Zuo et al. [30] tackles the harmonization problem with disentangled representations without explicitly minimizing $I(a;c)$. Paired Wilcoxon tests show that our (100%U) has comparable performance with Adeli et al. [2] and Zuo et al. [30], both of which rely on paired T1-w and T2-w images for training (see Table 1).

Are paired data helpful to our method? We present three ablations of our method: training with all T1-w images (100%U), training with 50% paired and 50% unpaired images (50%P, 50%U), and training with 100% paired T1-w and T2-w images (100%P). The existence of paired T1-w and T2-w images of the same anatomy provides an extra constraint: $a$ of T1-w and T2-w should be identical. We observe in Table 1 that introducing a small amount of paired multi-modal images in training can boost the performance of our method, as our (50%U, 50%P) achieves the best performance. Yet, training the proposed method using
Table 1. Numerical comparisons between the proposed approach and existing I2I methods in a T1-w MR harmonization task. SSIM and PSNR are calculated in 3D by stacking 2D axial slices and are reported as “mean ± standard deviation”. Bold numbers indicate the best mean performance. U: training with unpaired data (T1-w only). P: training with paired T1-w and T2-w images.

| Training data | SSIM (%) | PSNR (dB) | SSIM (%) | PSNR (dB) | R(I; a; c) (%) |
|---------------|----------|-----------|----------|-----------|----------------|
| Before I2I    |          |           | 87.54 ± 1.18 | 26.68 ± 0.77 |                 |
| CycleGAN [28] | 100%U    |           | 89.62 ± 1.14 | 27.35 ± 0.52 | 90.23 ± 1.12   |
| Adeli [2]     | 100%P    |           | 89.92 ± 0.98 | 27.47 ± 0.52 | 90.36 ± 1.05   |
| Zuo [30]      | 100%P    |           | 90.63 ± 1.08 | 27.60 ± 0.61 | 90.89 ± 1.01   |
| ours          | 100%U    |           | 90.25 ± 1.02 | 27.86 ± 0.59 | 90.52 ± 1.03   |
| ours          | 50%U, 50%P |         | 90.96 ± 1.00 | 28.55 ± 0.61 | 91.16 ± 1.31   |
| ours          | 100%P    |           | 90.27 ± 0.95 | 27.84 ± 0.54 | 90.70 ± 1.02   |

all paired images has no benefit to harmonization, which is a surprising result that we discuss in Sec. 4.

Do we learn better disentanglement? We calculated the proposed $R_I(a; c)$ to evaluate all the comparison methods that learn disentangled representations. Results are shown in the last column of Table 1. All three ablations of the proposed method achieve superior disentangling performance than the other methods. Out of the five comparisons, Zuo et al. [30] has the worst disentangling between $a$ and $c$; this is likely because Zuo et al. only encourages disentangling between $a$ and domain labels. Surprisingly, $a$ and $c$ become more entangled as we introduce more T2-w images in training. A possible reason could be that T1-w and T2-w images carry slightly different observable anatomical information, making it impossible to completely disentangle anatomy and contrast because several factors of $z$ are changing simultaneously. A similar effect is also reported in [27], where non-ideal paired data are used in disentangling.

Cardiac MR image segmentation To further evaluate the proposed method, we used data from the M&M cardiac segmentation challenge [5], where cine MR images of the human heart were collected by six sites, out of which five ($S_1$ to $S_5$) are available to us. The task is to segment the left and right ventricle and the left ventricular myocardium of the human heart. We followed the challenge guidelines to split data so that the training data (MR images and manual delineations) only include $S_1$, $S_2$, and $S_3$, and the validation and testing data include all five sites. In this way there is a domain shift between the training sites ($S_1$ thru $S_3$) and testing sites ($S_4$ and $S_5$). Since images from all five sites are available to challenge participants, DA can be applied. Due to the absence of paired data, we only applied the proposed 100%U to this task (other evaluated disentangling methods in the brain MR harmonization task cannot be applied here).

Does our method alleviate domain shift in downstream segmentation? We adopted a 2D U-Net structure similar to the $B_1$ model reported in [5] as our segmentation baseline. Without DA, our baseline method achieved a performance in Dice similarity coefficient (DSC) within the top 5. Due to domain shift, the
baseline method has a decreased performance on $S_4$ and $S_5$ (see Fig. 3). We applied the proposed method trained on MR images from all five available sites to translate testing MR images to site $S_3$ (as the baseline segmentation model has the best overall performance on the original $S_3$ images). Due to the poor through-plane resolution of cine MR images, we chose $x$ and $x'$ by selecting slices from two different cine time frames. Segmentation performance was re-evaluated using images after DA. Paired Wilcoxon test on each label of each site shows that the segmentation model has significantly improved ($p < 0.01$) DSC for all labels of $S_4$ and $S_5$ after DA, except for the right ventricle of $S_5$. Although segmentation is improved after DA, the ability of our method to alleviate domain shift is not unlimited; the segmentation performance on $S_4$ and $S_5$ is still worse than the training sites. We regard this as a limitation for future improvement.

4 Discussion and Conclusion

In this paper, we present a single-modal MR disentangling framework with theoretical guarantees and an information-based metric for evaluating disentanglement. We showcase the broad applicability of our method in brain MR harmonization and DA for cardiac image segmentation. We show in the harmonization task that satisfactory performance can be achieved without paired data. With limited paired data for training, our method demonstrates superior performance over existing methods. However, with all paired data for training, we observed decreased performance in both harmonization and disentanglement. We view this seemingly surprising observation as a result of the disentanglement-reconstruction trade-off reported in [27]. This is also a reminder for future research: using paired
multi-modal images for disentangling may have negative effects when the paired data are non-ideal. Our cardiac segmentation experiment shows that domain shift can be reduced with the proposed method; all six labels improved, with five of the six labels being statistically significant.
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