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Document clustering plays a significant task in the retrieval of the information, which seeks to divide documents into groups automatically, depending on their content similarity. The cluster consists of related documents within the group (having high intra-cluster similarity) and dissimilar to other group documents (having low inter-cluster similarity). Clustering documents should be considered an unsupervised process that aims to classify documents by identifying underlying structures, i.e. the learning process is unsupervised. Thus there is no need to determine the correct output for an input. Previous clustering methods do not know the semantic
associations between words such that the context of documents cannot be correctly interpreted. To address this problem, the advent of semantic ontology information such as WordNet was widely used to enhance text clustering consistency. This paper initially proposes an OntoVSM model to reduce the dimension of the document efficiently. The cover K-means clustering algorithm is proposed for semantic document clustering. The proposed algorithm is a hybrid version of K-means and covers coefficient-based clustering methodology (C3M) that is improved semantically using WordNet ontology. The dimensionality reduction based on semantic knowledge of each term preserves the information without loss. The performance of the proposed work is analyzed through experimental results. This shows that the proposed work gives improved results compared to other standard methods.
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1. Introduction

The exponential growth of the World Wide Web (WWW) has expanded the number of documents available online. Search engines retrieve many documents while searching for the document using WWW. While most of the documents are important to the topic, others are obsolete, limited-quality documents. Clustering plays an integral part in arranging a large number of documents that have been transferred to clusters from the search engines [14]. Document clustering is one of the methods used by search engines to locate related documents [18]. A large collection of documents can be easily navigated, browsed and organized by organizing similar documents together. It is used in the identification of patterns, machine learning and statistics [11]. It is really helpful for categorization of a collection of documents and the identification of topics [17].

Traditional text clustering algorithms typically rely on the Bag of Words (BOW) method, and an apparent drawback of the BOW is that it lacks the semantic association between terms so that the context of documents cannot be correctly interpreted. While text documents have evolved rapidly, textual details have become a range of glossary wherein they are high-dimensional and often contain semantic information. Therefore, text clustering techniques that can accurately represent the topic of documents and increase clustering accuracy are significantly required, preferably processing data with a limited scale. There are many semantic-based approaches [11], [5] that are being developed.

Vector Space Model (VSM) is used in traditional document clustering methods which identify each text in the collection with a single multidimensional vector, and each portion of this vector represents a particular keyword or concept applicable to the document. VSM text-data representation can easily result in tens, hundreds, or thousands of features. Consequently, any clustering algorithm will suffer from the dimensionality curse. In such sparse and high-dimensional space, any measure of distance that assumes all features are equally significant is likely not to be efficient. This is due to the semantically related words that are not taken into account, which can cause problem [14]. To overcome this problem, this paper has proposed an efficient document representation model called OntoVSM, which has efficiently reduced the dimension of the document features. The proposed work uses traditional VSM with Ontology model for dimensionality reduction. Ontology is a critical, widely used conceptualism for the Semantic Web. The domain of ontology is useful in developing a general glossary which defines the domain of interest. This is essential to unify and exchange domain knowledge and to connect with other domains [18].

Other problems in clustering results are word sense disambiguation, and extracting core semantics from texts. This paper has proposed an efficient document clustering algorithm called cover K-means algorithm to overcome these problems, which combines traditional K-means clustering and cover coefficient-based clustering methodology (C3M), that are improved semantically using WordNet ontology.

The remainder of this paper is organized as follows: Section 2 reviews the related work, which includes dimensional reduction and semantic clustering. Section 3 describes the materials and methodology. The proposed ontology-based dimensionality reduction with cover K-means clustering is explained in Section 4. The performance of experimental results is analyzed in Section 5, and finally, Section 6 concludes the paper.
2. Related Work

2.1. Dimension Reduction

Dimension reduction techniques are a significant step in the clustering process, and given the high dimensionality of the data, this is not a simple task. This high dimension of space typically reduces the effectiveness of the clustering mechanism. Many dimension reduction techniques such as PCA, NMF [14] and SVD [8] are proposed. This section explains some dimensionality reduction methods.

Li et al. [9] have introduced a new paradigm of matrix factorization, which concurrently incorporates the goals of clustering and reduction of dimensionality. The grouping is based on the factorization of matrices, is currently carried out on the embedded subspace, and can offer more efficient and rational solutions.

These dimension reduction does not consider the semantic relationship between words. Only a few approaches have proposed a semantic-based dimension reduction.

Semantic similarity based feature reduction algorithm for graph classification is proposed in [18]. This algorithm uses neural language models to learn vector representations of subtree patterns and then combines related subtree patterns semantically into a new feature. A new ranking is used to pick highly discriminative features. A new methodology is introduced in [13] based on the semantic structure of the Web data. It incorporates both extraction feature and data visualization and retrieval feature selection strategies, including essential features for efficient text processing.

Fahad and Yafouz [6] suggested a model for the clustering of semantic documents. The pre-processing steps of the document, WordNet semantic knowledge allow us to have the semantic relationship accessible from raw text. By remembering the constraint on the natural language of conventional clustering algorithms, find semantic clustering by logical clustering at COBWEB. The Google Tri-gram Frequency Measure is proposed in [19] to determine the correlation among documents based on the frequencies of words in the comparative documents as well as Google’s n-gram corpus as an alternative indicator of semantic similarities. In [17], an innovative model was proposed to stabilize the objects with distinct features for the ships in backpropagation neural methods. The suggested method results in excellent accuracy.

3. Materials and Methodology

3.1. Definitions

Semantic_Link_Wt: Let \( D = \{d_1, d_2, d_3, \ldots d_m \} \) be the document collection for which each document is represented as term vector \( t_k = \{t_{k1}, t_{k2}, t_{k3}, \ldots, t_{kn} \} \) for \( k=1, \ldots, m \) documents and let \( R = \{ r_1(\text{synonymy}), r_2(\text{hypernymy}), r_3(\text{hyponymy}), r_4(\text{meronymy}) \} \) be the semantic relations based on which semantic relatedness between two terms are manipulated as weight of the terms. The terms with maximum weight have more important to the documents. Every term in the document gains weight based on the background knowledge it acquires about relationships with other terms. It is defined as

For each document \( k \), the term vector is \( \{t_{k1}, t_{k2}, \ldots, t_{kn} \} \) subjected to relation \( R = \{r_1, r_2, r_3, r_4\} \) whose link weight vector is \( \{w_{t1}, w_{t2}, \ldots, w_{tn} \} \) and is computed as
∀k:k=1...m, \\
∀i:i=1...n, \\
lw^k_i = 0 \\
∀jj=1...n, i,j, \\
lw^k_j + 1, iff \{ r R, Rel r(S(t_i), S(t_j)) > 0\}, \\

where lw^k_i is link weight, r be any relation of R, S(t_i), S(t_j) is synset of the term, Relr is semantic relatedness measure between synset of the term based on four relations ‘r’.

Low-frequency uncommon terms are static and do not add to the documentation. They can be defined using the tf-idf equation, and the terms whose weight is below the specified threshold are pruned from the remaining term that is regarded as relevant. The frequency is the number of word occurrences and it is described below.

**Tf-idf_wt:** A document (k D) is a set of document defined as \{d1,d2,...,dm\} have frequency weight denoted for each term as \( i \) where n is the number of terms of the kth document. Each ‘w’ is composed using tf (t) and idf(t) that are frequency of a term in corresponding document and frequency of a term in the total collection of N document respectively. It is given as

\[
fw^k_i = tf^k_{i,i} \times idf^k_{i} 
\]

on using Tf-Idf method. A term with highest ‘fw’ value is a good discriminator of the document in which it occurs.

**Link_frequency_wt:** Let Wlink_tfidf be the total score for each term of document d obtained on summing link weight and frequency weight.

\[
W_{link\_tfidf} = \alpha lw^k_i + (1-\alpha) fw^k_i, 
\]

where \( \alpha \) is a weight parameter to adjust the contribution of both link and frequency weight.

The following are the concepts suggested for the reduction of term vectors by double level dimensionality.

The term pruning is determined by both semantic correlation and frequency value information. The frequency-based decision cannot be taken alone since more semantically relevant words can often be omitted due to minimal tfidf, which results in knowledge loss. Reduction of dimensionality with maximal pruning of terms is not promoted as it leads to information loss which affects the accuracy of clusters.

The value of \( W_{link\_tfidf} \) falls in any one of the following cases:

**Case 1:** terms which have maximum mutual semantic count and maximum tfidf weight are significant to document.

**Case 2:** terms which have maximum semantic count and minimum tfidf weight can contribute semantic information to document similarity.

**Case 3:** terms which have a minimum semantic count (i.e. term which is not correlated with many terms) and maximum tfidf weight (i.e. frequency in a particular document). More occurring terms are important to document.

**Case 4:** terms which have minimum semantic link count and minimum tfidf weight are not important.

The terms with \( W_{link\_tfidf} > \) threshold (\( \sigma \)) form term vectors for a document. The threshold is fixed to satisfy the first three cases.

4. Proposed Clustering with Dimensionality Reduction

This section explains the proposed OntoVSM model with document clustering. According to the feature selection method, the number of terms is reduced in the proposed work. Clustering is a data mining strategy that uses specific features to bind related members together. A data matrix D with I= \{1,.., n\} individuals with k features F= \{1,.., k\} is given as input for clustering process. Each individual or object (i) is represented as a vector of k features or dimensions. Any entry xik can hold numerical or categorical value. The k features are multidimensional that describe the object. When the object to be clustered is web documents, k features are taken as terms occurring in the document and each xik is frequency or number of occurrence of that term in the corresponding document in data matrix D. This depiction of the set of documents in a vector space is called the vector space model (VSM) and is the basic input for information retrieval, clustering and classification of documents.
**Term Weight:** Traditional weight for the term is of local and global type. Where the term takes 1 for the inclusion of term and 0 for the absence of term, the local types are discrete. It is the Term Frequency (TF) type where the term only takes the number of term occurrence in the document. The global weight approach represents the term frequency in the target document as well as in the whole collection called Inverse Document Frequency (IDF).

The proposed work is evaluated against TF-IDF global term weight method.

The tf-idf weighting scheme assigns to term \( t \) a weight in document \( d \) given by

\[
\text{tf-idf}(t,d) = \text{tf}(t,d) \times \text{idf}(t)
\]

where \( \text{tf}(t,d) \) is the term frequency of a term in a candidate document, and \( \text{df}(t) \) is the entire documents that have the term \( t \). In order to scale the term frequency with the growing collection inverse document frequency, \( \text{idf}(t) \) is found with \( N \) collection as

\[
\text{idf}(t) = \log \frac{N}{\text{df}(t)}.
\]

Based on the Bag-of-Word concept, which states that the importance of a document to a query is determined using the frequencies of terms, the term-document matrix which is in VSM could be used for knowledge recovery. Also used for retrieval is the document vector of binary values (0 or 1), but it showed low results relative to the frequency vector.

**Feature Selection and Feature Extraction:** Two methods used for dimension reduction are the selection of features and extraction of features. Selection of features extracts a subset which removes unnecessary features and preserves the originality of information. Extraction of the feature is a mapping of a high-dimensional vector to a small space. Both approaches help reduce the search space. In this work, unsupervised method of selection of features is modified for dimension reduction. In the case of the tf-idf method, which preserves the originality of the input, the terms are pruned depending on certain parameters such as frequency.

The VSM mentioned above is called Bag-of-Words in which each term is separate from each other and is not regarded as a link between them. In using this model for the retrieval, the estimation of similarity is based only on the number of terms that exist. Thus it defines two vectors as identical though they are not that identical. To take the hidden semantic into account, the data matrix is packed with semiconducting features that will boost the interpretability of results as IR follows the Bag-of-Concept model. The context information is embedded using information sources such as Ontology, which are defined as explicit tabilizedzation specifications. The concepts are placed in a taxonomical way associated with each other using taxonomical relationships. Using Ontology, the semantic relation between the terms is extracted to create a strong profile for the documents.

**Semantic similarity and relatedness:** Semantic similarity and semantic relatedness are two steps to map relevant related terms as documents discriminator. Semantic similarities show identical terms like car and motorcycle both are vehicle sharing generally. In contrast, Semantic relatedness identifies terms that are one-to-one related even though they are not the same type as bread and jam, or paper and pencil.

WordNet ontology is used to manipulate context information when consolidating documentation for the work. The term is hierarchically related to another based on relationships such as identities, synonyms, antonyms, hyper-hyponyms and meronyms, among others. Two approaches combine semantic information between terms: concept mapping and embedded procedures (inputs are linked to ontology concepts).

Mapping or changing terms into their correct ontology definition is concept mapping, but missing the relationship does not increase precision. The aspect of polysemous and synonyms, where a term can be mapped to more than one concept, would increase when mapped. The embedded approach involves the task of mapping the association between two terms, using specifics of taxonomy and integrated into the algorithm.

The increase in clustering accuracy is obtained on the best results of semantic similarity or semantic relatedness between two terms that will have reliable clusters and strongly bonded cluster members. In this study, semantic relatedness with identity, synonym, hypernym, hyponym and meronym relationships using WordNet is used for the reduction of semantic-based dimensionality before clustering. The proposed work is compared with the existing TF-IDF fre-
frequency-dependent method and the Latent Semantic Analysis feature selection process for dimensionality reduction in the latent semantic space.

The proposed work uses WordNet ontology to calculate the semantic relationship between terms depending on which reduction of the aspect is accomplished. Two clustering algorithms K-means and Cover Coefficient clustering technique (C3M) are subject to the reduced matrix of the vectors. The measurement is similar to a conventional TF-IDF term weight approach and commonly used LSA algorithm.

**OntoVSM**: The document-term matrix with reduced size improves clustering technique efficiency. For many applications, clustering is performed as an offline method for static collection of documents. For several implementations, the clustered classes are used. This paper deals with the dimension reduction using ontology for vector space, and the reduced vector is called OntoVSM. The relevant criteria are that any technique of reducing dimensionality is possible even if the originality of the document details is retained even after reduction. The feature selection technique incorporates a set of features and outputs a subset that satisfies the reduction limit. The terms of the document are pre-processed to remove non-informative words through stop word elimination and stemming process. Each noun is featuring document vectors. The appearance or absence of features is represented as either 1 or 0.

The significance of a term is determined based on the lexical relation it has with other terms. A term that is linked to many other terms is considered very relevant for documentation. When the relation existing between terms are semantic relations, i.e., synonyms, hyponyms, meronyms, etc., of WordNet, they are said to be semantically related. Weightage to the term is differentiated according to the type of relationship in existing work, but the proposed work considers all relationships similarly since only the link is counted.

Let D be the collection of documents \{d_1,d_2,d_3,......d_m\} and let T be the collection of terms in each document \(T = \{t_1,t_2,t_3,........t_n\}\). Related terms are preserved for each document to eliminate irrelevant terms. The pruning of the terms is calculated for each term by relationship-based weight calculation. The weight calculation, along with the lexical relationship between the terms, is the occurrence of terms in the documents. Since different terms are not necessary to document, the occurrence of the term is given priority, and the term that appears in the highest document cannot be a strong discriminator of a specific document.

All semantic relatedness and frequency determine the appropriate terms for the documents, thus pruning irrelevant terms and the dimension. The relationship-based semantic relatedness is assessed using ontology from WordNet. Only four types of identity relation, synonymy, hyper-hyponymy and meronymy are included in this study.

Parts-of-speech plays an essential role in dimensionality reduction and cluster performance. Many studies have shown that it is a noun form that has proved to be successful. Every noun may be polysemous and synonymous, and may also increase the dimensionality or information loss. In this strategy, the process adopted combines all the factors. Any term is described by a synset when mapped to WordNet ontology (collection of similar terms with the same meaning), and the number of synsets depends on the number of meanings the term carries. The sense is selected by the representation word# pos#sense no., where the word is the term, pos is parts of speech (verb, noun, adjective, etc.) and sense no. selected in this work is 1.

Algorithm1 explains the proposed OntoVSM dimensionality reduction.

**Algorithm-1 OntoVSM**

**Input**: Input Dnxm, \(\lfloor lw\rfloor_{(t_i)^k} = 0, T, \lambda = 1, \sigma = 4, \alpha = 0.7\)

**Output**: RDnxm

1. Set link weight \(lw=0\) of each term
2. Compare a term \(ti\) with other terms \(tj\) on condition \(ti \neq tj\)
3. if Rel \(r(t_i, t_j) = TRUE\)
4. \(\lfloor lw\rfloor_{(t_i)^k} \Delta (+=) \strut 1\)
5. Else
6. Go to S2
7. End If
8. For each \(\lfloor lw\rfloor_{(t_i)^k} > \lambda\)
9. Compute \(\lfloor fw\rfloor_{(t_i)^k} \Delta (\lfloor tf\rfloor_{(t_i)} \times \lfloor idf\rfloor_{(t_i)})\)
10. End For
11. For each term
12. \(Wlink_{\!tfidf} = \alpha \lfloor lw\rfloor_{(t_i)^k} + (1-\alpha) \lfloor fw\rfloor_{(t_i)^k}\)
13. End For
14. For each term if \(Wlink_{\!tfidf} \geq \sigma\)
15. Add to term set T of each document \(k \in D\)
16. End For
The resultant document vectors of document collection are the input for the clustering process. The input is subjected to two clustering algorithms K-means and Cover Coefficient and studied that hybrid of two algorithms solves each other’s limitation and yields good results on computing time. The steps of the hybrid Cover-K-means algorithm and its base Cover-Coefficient algorithm are given next section.

Cover - K-means and basic Cover Coefficient Clustering Methodology (C3M)

The steps in hybrid algorithm Cover-K-means is given as

**Step 1:** For initial clustering, construct C matrix (document-document) whose entry is $c_{ij}$ ($1 \leq i,j \leq m$) for the input D matrix with $(d_1,d_2,...,d_m)$ as rows and $\{t_1,t_2,...,t_n\}$ be the discriminator terms for each document. The entry is computed as

$$c_{ij} = \alpha_i \times \sum_{k=1}^{n} d_{ik} \times \beta_j \times d_{jk}, \quad 1 \leq i,j \leq m,$$

(6)

where $\alpha_i$ and $\beta_j$ are the reciprocals of the $i^{th}$ row sum and the $k^{th}$ column sum and is given as

$$\alpha_i = \left[ \sum_{j=1}^{n} d_{ij} \right]^{-1}, 1 \leq i \leq m, \quad and \quad \beta_j = \left[ \sum_{i=1}^{m} d_{ij} \right]^{-1}, 1 \leq k \leq n.$$  

(7)

Every $c_{ij}$ entry indicates the probability of selecting any term of the document ($d_i$) from the document ($d_j$), which is information about how long $d_i$ covers $d_j$. As the document vector consists of semantically related terms, the value gives semantic coverage capacity of each document.

**Step 2:** Seed document is selected based on the seed power of each document calculated as

$$P_i = \delta_i \times \psi_i \times \sum_{j=1}^{n} d_{ij},$$

(8)

where $\delta_i = c_{ii}$: Decoupling coefficient of $d_i$ and
$\psi_i = 1 - \delta_i$ : Coupling coefficient of $d_i$.

**Step 3:** The number of clusters is found by $n_c = \delta \times m$.

**Step 4:** Assign the non-seed document to the nearest seed that covers the non-seed document using the highest value of $c_{ij}$.

**Step 5:** The non-seed document that is not covered by any seed is assigned to the ragbag cluster.

**Step 6:** The seed as centroid and the formed cluster is given as input to K-means to cluster the incoming documents following regular steps of K-means.

The tabalized centroids found initially with static inputs increases the effectiveness and accuracy of cluster formation and increase the speed of the query-doc matching in many applications. The C matrix and seed document calculation are adopted from C3M algorithm.

Cover Coefficient Clustering Methodology (C3M)

After the dimension reduction, the documents are clustered using cover coefficient clustering. C3M is a single pass partitioning type of algorithm. Basic steps of C3M algorithm is given below:

**Step 1:** Find Number of cluster $N_c$.

**Step 2:** Find Seed power for each document.

**Step 3:** Identify first $N_c$ seed document on sorting.

**Step 4:** Each non seed document is assigned to seed which covers its maximum.

**Step 5:** Uncovered documents are moved to ragbag cluster.

The document collections $\{d_1,d_2,..,d_m\}$ is considered as D matrix and the index terms $T = \{t_1,t_2,..,t_n\}$ is given. The C matrix is a document-by-document matrix whose entries $c_{ij}$ ($1 \leq i,j \leq m$) indicate the probability of selecting any term of the document ($d_i$) from document ($d_j$) where $d_i$ and $d_j$ are the members of D matrix.

Using D matrix, construct S probability matrix. Multiplying S matrix with the transpose of $S' (S')^T$ forms the m-by-m C matrix. By multiplying S and $S'$, the C matrix is constructed.

The entries in C matrix $c_{ij}$ is computed using

$$c_{ij} = \alpha_i \times \sum_{k=1}^{n} d_{ik} \times \beta_j \times d_{jk}, \quad 1 \leq i,j \leq m,$$

(9)

where $\alpha_i$ and $\beta_k$ are the reciprocals of the $i^{th}$ row sum and the $k^{th}$ column sum.

$$\alpha_i = \left[ \sum_{j=1}^{n} d_{ij} \right]^{-1}, \quad 1 \leq i \leq m,$$

(9)

and

$$\beta_k = \left[ \sum_{j=1}^{m} d_{jk} \right]^{-1}, \quad 1 \leq k \leq n.$$
The C matrix ($c_{ii}$) diagonal values are referred to as a decoupling coefficient and are denoted with the symbol $\delta_i$. This calculation indicates exactly how irrelevant the document is to the other documents. The coefficient of coupling is determined by using $i^{th}$ row off-diagonal entries sum, and it is denoted with the symbol $\psi_i$. This coefficient shows the extent of coupling of $d_i$ with the other documents of the database.

To select seed documents, cluster seed power for all documents is computed, by using the Equation (8). The threshold value is calculated as:

$$Tr = \sum_{d_i \in \text{documents}} \frac{P_i}{\text{Current No. of documents}}. \quad (11)$$

If the Seed Power $P_i \geq Tr$ form a new cluster with cluster id $i$. Otherwise, compute the semantic similarity between the current documents with other documents in all clusters. The document is assigned to the highest semantic score cluster.

5. Experimental Results

This section presents the experimental evaluation to assess the quality of clustering algorithms. Three real-time data sets are used for cluster evaluation. The minimum configuration required is Intel Dual Core Processor with 2 GB RAM. The whole experiment was carried in Java so JDK 1.8 was used.

Data Sets

**BBC Dataset**: The BBC data set consists of 2225 BBC news website documents relating to the reports from the period 2004-2005 in five topical fields. The data set is divided into five groups of life, such as business, entertainment, politics, sport and technology.

**R8 Dataset**: R8 dataset is a Reuter’s subset of the collection (21578). The data Reuters-21578 contains eight most commonly used classes. The labels of the class are acq, crude, earn grain, interest, money, ship and trade.

**NewsGroups (NG) Dataset**: It is a series of around 20,000 newsgroup articles, partitioned (nearly) equally across 20 different newsgroups. The compilation of 20 newsgroups has become a common data set for research on machine learning techniques in text applications, for instance, text classification and clustering.

Table 1 shows the data set configuration used for the experiments.

| Dataset      | No of class | No of docs | No of terms | Avg Terms/Doc |
|--------------|-------------|------------|-------------|---------------|
| BBC          | 5           | 100        | 16542       | 165.42        |
| R8           | 8           | 100        | 4023        | 40.23         |
| NG 20        | 20          | 100        | 9078        | 90.78         |

The proposed framework is evaluated for quality assurance using standard relevant metrics such as precision (P), recall $\beta$, and F-measure (FM) in the field of information retrieval.

Performance Analysis

This section analyses the performance of the proposed work. After the preprocessing and dimension reduction, the numbers of terms are reduced. Table 2 shows the details of the terms after dimensionality reduction.

| Data set | Total terms after the process | No of Key Terms On reduction | No of terms | Avg Terms/Doc |
|----------|-------------------------------|-----------------------------|-------------|---------------|
|          |                               | Using Freq | OntoVSM | Using Freq | OntoVSM |
| BBC      | 5760                          | 1050      | 952    | 81.77%      | 83.47%  |
| R8       | 1682                          | 223       | 210    | 8.74%       | 87.51%  |
| NG 20    | 3493                          | 608       | 569    | 82.59%      | 83.71%  |
Form Table 2, the proposed OntoVSM decreases the terms by more than 80%. The values also show that Into VSM works better than the conventional approach of the frequency of terms. More reduction of terms leads to poor extraction of semantic information.

Table 3 shows the summary of evaluation metrics for BBC data set.

**Table 3**  
Result Summary of BBC Data set

| Algorithm | P   | R   | FM  | Acc | CT (sec) |
|-----------|-----|-----|-----|-----|----------|
| A1        | 0.56| 1.0 | 0.72| 0.72| 2.217    |
| A2        | 0.49| 1.0 | 0.66| 0.70| 2.13     |
| A3        | 0.91| 0.45| 0.60| 0.75| 1.815    |
| A4        | 0.81| 0.80| 0.80| 0.89| 3.5      |
| A5        | 0.84| 0.82| 0.83| 0.96| 3.7      |
| A6        | 0.65| 1.0 | 0.79| 0.81| 1.484    |

where A1 = K-means-TFIDF, A2 = K-means-OntoVSM, A3 = K-means-LSA, A4 = C3 M-TFIDF, A5 = C3 M-OntoVSM, and A6 = Cover-K-means-OntoVSM, P=precision, R=recall, FM=fmeasure, Acc=Accuracy and CT=computing time for the throughout results.

Figure 1 shows the comparison of evaluation metrics for BBC data set. From that result, K-means LSA gives high precision compared to other methods. The recall of proposed Cover-K-means is much better with the recall of 1 than K-means LSA and Cover OntoVSM. The F-Measure achieved by Cover-K-means is much better than K-means-LSA.

**Figure 1**  
Comparison of evaluation metric – BBC data set

Table 4 shows a summary of results for the R8 Data set.

**Table 4**  
Result summary of R8 data set

| Algorithm | Precision | Recall | F-measure | Acc | CT (sec) |
|-----------|-----------|--------|-----------|-----|----------|
| A1        | 0.61      | 0.59   | 0.60      | 0.75| 0.793    |
| A2        | 0.48      | 1.0    | 0.65      | 0.79| 0.572    |
| A3        | 0.97      | 0.31   | 0.47      | 0.77| 0.32     |
| A4        | 0.85      | 0.78   | 0.81      | 0.89| 1.3      |
| A5        | 0.87      | 0.81   | 0.84      | 0.97| 1.45     |
| A6        | 0.78      | 0.72   | 0.75      | 0.83| 0.287    |

Figure 2 shows the graphical representation of precision, recall and f-measures. The precision of K-means-LSA is better than Cover-K-mean. The algorithm C3M- OntoVSM shows a nearer precision performance to K-means-LSA. The F-Measure of Cover-K-means using OntoVSM dimension reduction is much better than K-means LSA by more than 50%.

**Figure 2**  
Evaluation metrics for the R8 data set

Table 5 and Figure 3 shows the summary of precision, recall, F-measure of various algorithms for newsgroup dataset.

The precision of K-means and C3M is much better than the proposed Cover-K-means. K-means achieves 24.4% better precision than Cover-K-means. The proposed Cover-K-means with dimension reduction achieves maximum recall value of 1 than K-means and Cover-K-means-Onto. Cover-K-means achieves much better F-measure value by 69.5% than K-means LSA.
The Cover-K-means is better than K-means-LSA for BBC and NG20 dataset

Figure 5 shows the comparison of computing time for the BBC, R8 and NG20 data set. For R8 dataset Cover-K-means with Onto dimension reduction achieves a little improvement of 0.03 seconds lesser computing time than K-means LSA. In contrast, two methods of C3M shows very high computing time. For NG20 dataset, Cover-K-means OntoVSM achieves less computing time with the difference of 0.89 sec when compared with K-means LSA.

Figure 5
Computing time for three data set

| Algorithm | P  | R  | FM | Acc | CT (sec) |
|-----------|----|----|----|-----|---------|
| A1        | 0.61| 1.0| 0.76| 0.73| 1.249   |
| A2        | 0.63| 1.0| 0.77| 0.77| 1.202   |
| A3        | 0.94| 0.33| 0.49| 0.69| 0.953   |
| A4        | 0.83| 0.82| 0.82| 0.88| 1.5     |
| A5        | 0.84| 0.88| 0.86| 0.98| 1.64    |
| A6        | 0.71| 1.0| 0.83| 0.81| 0.864   |

Table 5
Result summary of NG20 data set

Figure 4 shows the accuracy comparison of various methods for the BBC, R8 and NG20 data set.

Figure 4
Accuracy comparison of three data set

6. Conclusion
This paper proposes a semantic clustering using dimensionality reduction. The vector space model is modified using ontology called OntoVSM. It efficiently reduces the terms compared to the frequency method. The traditional K-means and cover coefficient clustering is improved semantically with WordNet ontology. The experimental results show that both frequency and OntoVSM method reduces the terms of more than 80%. It also indicates that clustering with OntoVSM performance has improved results compared to other methods.
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