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Abstract

A mixture of multivariate canonical fundamental skew \( t \)-distribution (CFUST) has been of interest in various fields. In particular, interest in the unsupervised learning society is noteworthy. However, fitting the model via EM algorithm suffers from significant processing time. The main cause is due to the calculation of many multivariate \( t \)-cdfs (cumulative distribution functions) in E-step. In this article, we provide an approximate, but fast calculation method for the in univariate fashion, which is the product of successively conditional univariate \( t \)-cdfs with Taylor’s first order approximation. By replacing all multivariate \( t \)-cdfs in E-step with the proposed approximate versions, we obtain the admissible results of fitting the model, where it gives 85% reduction time for the 5 dimensional skewness case of the Australian Institution Sport data set. For this approach, discussions about rough properties, advantages and limits are also presented.
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1. Introduction

Multivariate skew \( t \)-distributions (MST) reflect data asymmetry and robustness to outliers. For this reason, there is an increasing demand for mixture models of MST in applications such as statistical machine learning. However, fitting this model with the multiple skewness factors by exact-EM (Lee and McLachlan, 2016a) suffers from impractical processing time. The main reason for this problem is that the computation for multivariate cumulative distribution function (cdf) corresponding to a dimension of skewness factors is very expensive in processing time, and many multivariate cdfs have to be calculated to fit the model. For this reason, application models using a single skewness factor are often proposed (Lin et al., 2018). However, it is recommended to consider multiple skewness factors for better fit performance to asymmetric data on multidimensional space.

To cope with the fitting time problem, Lee and McLachlan (2016b) attempted parallel processing techniques with multi-processors for fitting this model, which is a non-statistical approach. They reported that their computing could reduce the processing time for model fit by about 60%.

For approximation of univariate \( t \)-cdf, Zogheib and Elsaheli (2015) provides \( t \) distribution. For approximation of multivariate \( t \)-cdf, we find in Genz and Bretz (2009), which is implemented by function \( \text{pmvt} \) in R package \( \text{mvtnorm} \), and it is used a base line compared with the approximation proposed in this article.

The calculation of univariate \( t \)-cdf based on author’s experience is exceptionally accurate and very fast regardless of the calculation method. We now provide a method of approximating multivariate cdf
with the conditional univariate cdfs for faster fitting the model. The calculation of cdfs is somewhat inaccurate; however, the result of fitting should be acceptable. Kim (2016) showed encouraging results using this approach for fitting mixtures of multivariate skew normal distributions (MSN). In this paper, a similar approach is applied to fit the mixtures of MST.

In the Section 2, we introduce the fitting method for the mixture model of MST by expectation-maximization (EM) algorithm, and provide the computational problems. In Section 3, an approximation method for multivariate t-cdf is proposed. In Section 4, we fit the mixture model of MST based on the approximate cdf, and compare it with the exact fit. In Section 5, conclusions and discussions about some of the problems with the proposed method are provided.

2. Preliminaries

2.1. Mixture model of multivariate skew t-distribution

Let \( Y_j = (Y_{j1}, \ldots, Y_{jp})^T \) be a \( p \)-dimensional random vector observed at the \( j^{th} \) (\( j = 1, \ldots, n \)) observation, and \( y_j \) denotes a realization of \( Y_j \). Consider a finite mixture model of \( Y_j \) with \( g \)-components

\[
f(y_j; \Theta) = \sum_{i=1}^{g} \pi_i f_i(y_j; \theta_i), \quad j = 1, \ldots, n, \tag{2.1}
\]

where \( \pi_i (i = 1, \ldots, g) \) are the mixing proportions, \( \Theta \) denotes the vector of all parameters in the mixture model, \( \theta_i \) is the vector of parameters in the density \( f_i(\cdot) \).

And we consider in (2.1)

\[
f_i(y_j; \theta_i) = 2^{q} t_{q}(y_j; \mu_i, \Omega_i, \nu_i) T_q \left( \frac{\nu_i + p}{\nu_i + d_i(y_j)}; 0, \Psi_i, \nu_i + p \right), \tag{2.2}
\]

where \( t_d(\cdot; m, S, v) \) and \( T_d(\cdot; m, S, v) \) are the \( d \)-variate pdf (probability density function) and cdf of multivariate \( t \)-distribution with the location vector \( m \), the scale matrix \( S \) and the degree of freedom \( v \), respectively, \( \Omega_i = \Sigma_i + \Delta_i \), \( \hat{x}_{ij} = \Delta_i^{-1} (y_{ij} - \mu_i) \), \( d_i(y_{ij}) = (y_{ij} - \mu_i)^T \Omega_i^{-1} (y_{ij} - \mu_i) \), and where \( \mu_i \) is a \( p \)-dimensional vector, \( \Sigma_i \) is a \( p \times p \) positive definite matrix, and \( \Delta_i \) is the \( p \times p \) matrix \( (q \leq p) \) called a “\( q \)-ple” skewness parameter; the \( q \) indicates the dimension of a latent truncated variable (i.e., fundamental variable) leading \( q \)-fold skewness in (2.2). When \( q = 1 \), the (2.2) refers to Pyne et al. (2009)'s model which tried to explain data asymmetry by an univariate latent variable. However, many applications, it requires \( q > 1 \) (up to \( q = p \)) in order to sufficiently accommodate to asymmetry folded toward multidimensional data space.

The model (2.2) refers to canonical fundamental skew \( t \)-distribution (CFUST) (Arellano-Valle and Genton, 2005) which is regarded as the standard form of MST recently. If \( v \rightarrow \infty \), then it becomes canonical fundamental skew normal distribution (CFUSN), and additionally when \( \Delta_i = 0 \), it reduces to a \( p \)-variate normal distribution \( \mathcal{N}_p(\mu_i, \Sigma_i) \).

2.2. Fitting by exact-EM algorithm

Given \( n \) observations \( y = (y_{1}^T, \ldots, y_{n}^T)^T \), our aim is to maximize the log-likelihood

\[
L(\Theta) \propto \sum_{j=1}^{n} \log \left( \sum_{i=1}^{g} \pi_i t_{q}(y_j; \mu_i, \Omega_i, \nu_i) T_q \left( \frac{\nu_i + p}{\nu_i + d_i(y_j)}; 0, \Psi_i, \nu_i + p \right) \right) \tag{2.3}
\]
with respect to the $\Theta$ for fitting the model. EM algorithm is used to estimate the parameters because the direct maximization of the $L(\Theta)$ is untractable.

A convenient hierarchical generative representation for the model (2.1) is given by

$$Y_j | x_{ij}, u_{ij}, z_{ij} = 1 \sim N_p \left( \mu_i + \Delta_i x_{ij}, \Sigma_{u_{ij}} \right).$$

$$X_j | u_{ij}, z_{ij} = 1 \sim HN_0 \left( 0, \frac{1}{u_{ij}} \right),$$

$$U_{ij} | z_{ij} = 1 \sim \Gamma \left( \frac{\nu_i}{2}, \frac{\nu_i}{2} \right),$$

$$Z_j = (Z_{1j}, \ldots, Z_{gj})^T \sim \text{multinomial}(1, \pi_1, \ldots, \pi_g),$$

where multinomial$(1, \pi_1, \ldots, \pi_g)$ denotes the multinomial distribution with one draw and $g$ categories with probabilities $(\pi_1, \ldots, \pi_g)$, $\Gamma(\alpha, \beta)$ denotes the gamma distribution with the mean $\alpha/\beta$, and $HN_0(\mathbf{m}, S)$ denotes the half normal distribution with location vector $\mathbf{m}$ and scale matrix $S$.

With the missing data $(X_{ij}, U_{ij}, Z_{ij})$ and the observed data $(Y_j)$, the log-likelihood for complete data is given by

$$L_c(\Theta) = \sum_{j=1}^n \sum_{i=1}^q \sum_{z_{ij}} \left[ \log \pi_i - \frac{1}{2} \log | \Sigma_i | - \frac{1}{2} u_{ij} \left( y_j - \mu_i - \Delta_i x_{ij} \right)^T \Sigma_i^{-1} \left( y_j - \mu_i - \Delta_i x_{ij} \right) \right]$$

$$+ \sum_{j=1}^n \sum_{i=1}^q \sum_{z_{ij}} \left( \frac{\nu_i}{2} \log \left( \frac{\nu_i}{2} \right) - \log \Gamma \left( \frac{\nu_i}{2} \right) + \frac{\nu_i}{2} \right) \left( \log u_{ij} - u_{ij} \right).$$

(2.4)

The EM algorithm, at the $(k + 1)$ iteration, maximizes $Q(\Theta; \Theta^{(k)}) = E[L_c(\Theta) | y, \Theta^{(k)}]$ with respect to $\Theta$, which is as follows.

In E-step, Calculate the conditional expectations of missing data on $y_j$: First, for $i = 1, \ldots, g$; $j = 1, \ldots, n$, the conditional expectations of $Z_{ij}$

$$E[Z_{ij} | y_j, \Theta^{(k)}] = \frac{\pi_i^{(k)} f_i \left( y_j; \Theta^{(k)} \right)}{\sum_{h=1}^q \pi_h^{(k)} f_h \left( y_j; \Theta^{(k)} \right)},$$

where

$$f_i \left( y_j; \Theta^{(k)} \right) = 2^{\nu_i} \left( \mu_i \right)^{\nu_i/2} \left( \nu_i \right)^{\nu_i/2}^\frac{1}{2} \left( \nu_i + p \right)^{\nu_i + p + 2} \left( \nu_i + d_i^{(k)} \right)^{\nu_i + d_i^{(k)} + 2} T_q \left( \frac{\nu_i^{(k)} + p}{\nu_i^{(k)} + d_i^{(k)}}, 0, \Psi^{(k)}, \nu_i^{(k)} + p + 2 \right).$$

(2.5)

Second, the conditional expectations of $U_{ij}$

$$E[U_{ij} | y_j, Z_{ij} = 1, \Theta^{(k)}]$$

$$= \left( \frac{\nu_i^{(k)} + p}{\nu_i^{(k)} + d_i^{(k)} \left( y_j \right)} \right) T_q \left( \frac{\nu_i^{(k)} + p + 2}{\nu_i^{(k)} + d_i^{(k)} \left( y_j \right)} \right) \left( \frac{\nu_i^{(k)} + p + 2}{\nu_i^{(k)} + d_i^{(k)} \left( y_j \right)} \right) \left( \nu_i^{(k)} + p + 2 \right) T_q \left( \frac{\nu_i^{(k)} + p + 2}{\nu_i^{(k)} + d_i^{(k)} \left( y_j \right)} \right) \left( \nu_i^{(k)} + p + 2 \right).$$

(2.6)
Third, a couple of $q$-dimensional moment

\[
m_{ij}^{(k+1)} = E \left[ X_{ij} | y_j, Z_j = 1, \Theta^{(k)} \right],
\]
\[
M_{ij}^{(k+1)} = E \left[ X_{ij} \mathcal{X}_{ij}^T | y_j, Z_j = 1, \Theta^{(k)} \right],
\]

which are first and second moment of the $q$-variate truncated $t$ distribution with the support $(0, \infty)^q$

\[
T_{ij} \left\{ \bar{\chi}_{ij}^{(k)} \left( \frac{v_i^{(k)} + p + 2}{v_i^{(k)} + d_i^{(k)}(y_j)} \right), \Psi_i^{(k)}, \bar{\nu}_{ij}^{(k)} + p + 2 \right\},
\]

respectively.

Lastly, the conditional expectations of $\log U_{ij}$

\[
\log u_{ij}^{(k+1)} = E \left[ \log U_{ij} | y_j, Z_j = 1, \Theta^{(k)} \right],
\]

\[
= u_{ij}^{(k+1)} - \left( \frac{v_i^{(k)} + p}{v_i^{(k)} + d_i^{(k)}(y_j)} \right) \log \left( \frac{v_i^{(k)} + d_i^{(k)}(y_j)}{2} \right) + \varphi \left( \frac{v_i^{(k)} + d_i^{(k)}(y_j)}{2} \right)
\]

\[
+ 2 \left[ \frac{d}{d\nu} \log T_{ij} \left\{ \bar{\chi}_{ij}^{(k)} \left( \frac{v_i^{(k)} + p}{v_i^{(k)} + d_i^{(k)}(y_j)} \right), \Psi_i^{(k)}, \bar{\nu}_{ij}^{(k)} + p \right\} \right]_{\nu=\nu_{ij}^{(k)}},
\]

where $\varphi()$ denotes the digamma function.

And in M-step, for $i = 1, \ldots, g$,

\[
\pi_i^{(k+1)} = \frac{1}{n} \sum_{j=1}^{n} \tau_{ij}^{(k+1)},
\]
\[
\mu_i^{(k+1)} = \frac{\sum_{j=1}^{n} w_{ij}^{(k+1)} \left( y_j - \Delta_i^{(k)} m_i^{(k+1)} \right)}{\sum_{j=1}^{n} w_{ij}^{(k+1)}},
\]
\[
\Delta_i^{(k+1)} = \left[ \sum_{j=1}^{n} w_{ij}^{(k+1)} \left( y_j - \mu_i^{(k+1)} m_i^{(k+1)} \right) \right]^{-1} \left[ \sum_{j=1}^{n} w_{ij}^{(k+1)} M_{ij}^{(k+1)} \right],
\]
\[
\Sigma_i^{(k+1)} = \frac{1}{\sum_{j=1}^{n} \tau_{ij}^{(k+1)}} \left[ \sum_{j=1}^{n} w_{ij}^{(k+1)} \left( y_j - \mu_i^{(k+1)} \right) \left( y_j - \mu_i^{(k+1)} \right)^T - \Delta_i^{(k+1)} \sum_{j=1}^{n} w_{ij}^{(k+1)} m_i^{(k+1)} \left( y_j - \mu_i^{(k+1)} \right) \right]
\]

where $u_{ij}^{(k+1)} = \nu_{ij}^{(k+1)} u_{ij}^{(k+1)}$. And $v_i^{(k+1)}$ is obtained by solving the following equation

\[
0 = \log \left( \frac{\nu_i^{(k+1)}}{\nu_i^{(k+1)}} \right) - \varphi \left( \frac{\nu_i^{(k+1)}}{\nu_i^{(k+1)}} \right) + 1 - \tilde{e}_i^{(k+1)},
\]

where $\tilde{e}_i^{(k+1)} = \sum_{j=1}^{n} \tau_{ij}^{(k+1)} (\log u_{ij}^{(k+1)} - u_{ij}^{(k+1)}) / \sum_{j=1}^{n} \tau_{ij}^{(k+1)}$. 


Fast approximation fitting for mixture of CFUST

For the initial estimates $\Theta^{(0)}$, we follow Lin (2010)’s method: First, $g$ clusters $G_1, \ldots, G_g$ are roughly determined by a clustering method like the Kmeans. And then, for each data matrix $Y_{G_i}$, compute $\pi_{i}^{(0)} = \# G_i / n$, for a constant $a \in (0,1)$ (e.g., $a = 0.9$), $\Sigma_{i}^{(0)} = S_i - (1-a)\text{Diag}(S_i)$, $\Delta_{i}^{(0)} = \text{diag}(K \sqrt{(1-a)/(1-2/\pi)}), \text{ and } \mu_{i}^{(0)} = m_i - \sqrt{2/\pi}\Delta_{i}^{(0)}$, where $K = \text{sign}(\text{skewness}(Y_{G_i}))$, and $m_i$ and $S_i$ are the sample mean vector and the sample covariance matrix for $Y_{G_i}$.

The Exact-EM algorithm is presented roughly. In M-step, there is no expensive part in computation time. However, all conditional expectations from (2.5) to (2.8) in E-Step contain $q$-dimensional cdfs $T_{q}()$. Therefore, at every iteration, many time-consuming multidimensional cdfs must be calculated for each observation $j$ and component $i$ when $q > 1$. Especially, many multidimensional cdf calculations are required to obtain $m_{ij}^{(k+1)}$ and $M_{ij}^{(k+1)}$ in (2.7) by Ho et al. (2012)’s routine. This is the main reason why the mixture model of CFUST is impractical for “Big data”.

It is well known that the calculation of univariate cdf is exceptionally accurate and very fast regardless of the calculation method. Thus we present an approximate but faster way to compute multivariate cdf in univariate fashion in the following section.

3. Approximation of t-cdf

Consider Taylor’s first order approximation of the continuous function $h(X)$ of a random variable $X$ at $\eta = E(X)$

$$E(h(X)) \approx h(\eta) + h'(\eta)(X - \eta) = h(\eta).$$  \hspace{1cm} (3.1)

For convenience of notation, write t-cdf $T_{q}(x; \mu, \Sigma)$ as $T_{q}(x; \nu)$, and t-pdf $t_{q}(x; \mu, \Sigma, \nu)$ as $t_{q}(x; \nu)$. And for $\Sigma = \{\sigma_{ij}\}$, write $\sigma_{ij}^2$ as $\sigma_i^2$.

Based on (3.1), the t-cdf is approximated at the first stage by

$$T_{q}(x; \nu) = \int_{-\infty}^{x} \int_{-\infty}^{x} \cdots \int_{-\infty}^{x} t_{q}(\ell_{1}, \ell_{2}, \ldots, \ell_{q}; \nu) \, d\ell_{q} \cdots d\ell_{2} \, d\ell_{1}$$

$$= \int_{-\infty}^{x} t_{1}(x; \nu) \int_{-\infty}^{x} \cdots \int_{-\infty}^{x} t_{q-1}(\ell_{2}, \ldots, \ell_{q}; \nu + 1) \, d\ell_{q} \cdots d\ell_{2} \, d\ell_{1}$$

$$= T_{1}(x; \nu) \int_{-\infty}^{x} \cdots \int_{-\infty}^{x} t_{q-1}(\ell_{2}, \ldots, \ell_{q}; \nu + 1) \, d\ell_{q} \cdots d\ell_{2} \, d\ell_{1}$$

$$= T_{1}(x; \nu) E \left[ \int_{-\infty}^{x} \cdots \int_{-\infty}^{x} t_{q-1}(\ell_{2}, \ldots, \ell_{q}; \nu + 1) \, d\ell_{q} \cdots d\ell_{2} \right] \chi_{x \leq x}$$

$$\approx T_{1}(x; \nu) \int_{-\infty}^{x} \cdots \int_{-\infty}^{x} t_{q-1}(\ell_{2}, \ldots, \ell_{q}; \nu + 1) \, d\ell_{q} \cdots d\ell_{2}$$

$$= T_{1}(x; \nu) T_{q-1}(x; \nu + 1),$$  \hspace{1cm} (3.2)

where $x_{(1,2,\ldots)}$ denotes the x with $(x_{1, x_{2}}, \ldots)$ deleted,

$$\eta_{1} = E[X_{1}|X_{1} \leq x_{1}] = \mu_{1} - \sigma_{1} \left( \frac{\nu + \frac{z_1^2}{\nu - 1}}{\nu} \right) \frac{t_{1}(z_{1}; \nu)}{T_{1}(z_{1}; \nu)}. \hspace{1cm} (3.3)$$

which is the 1st moment of univariate left-truncated t-distribution $t_{1}(\mu_{1}, \sigma_{1}, \nu; (-\infty, x_{1}))$, and $z_{1} = (x_{1} - \mu_{1})/\sigma_{1}$. Note in the second equation of (3.2) that the degree of freedom of the conditional t distribution increases by the dimension of the condition that is 1 here.
By similarly way for $T_{q-1}(x_1; \eta_1; \nu + 1)$ in (3.2), we obtain at the second stage

$$T_{q-1}(x_1; \eta_1; \nu + 1) \approx T_1(x_1; \eta_1; \nu + 1) T_{q-2}(x_{1,2}; \eta_1, \eta_2; \nu + 2).$$

Thus $T_q(x; \nu) \approx T_1(x_1; \nu) T_1(x_2; \eta_1; \nu + 1) T_{q-2}(x_{1,2}; \eta_1, \eta_2; \nu + 2)$, where

$$\eta_2 = E[X_2|X_1 = \eta_1, X_2 \leq x_2] = \mu_{2|1} - \sigma_{2|1} \left( \frac{\nu + \frac{1}{2} + \frac{1}{\nu} x_2^2}{(\nu + 1 - 1)} \right) I_1(z_2; \nu + 1), \quad (3.4)$$

$$z_2 = \left( \frac{x_2 - \mu_{20}}{\sigma_{20}} \right) = \mu_2 + \sigma_{21} (\eta_1 - \mu_1)^2 / \sigma_1^2, \quad z_{2|1} = \left( \frac{\sigma_2^2 - \sigma_{21}^2 / \sigma_1^2}{\nu + 1} \right), \quad \text{and} \quad \alpha_1 = \left( \nu + (\eta_1 - \mu_1)^2 / \sigma_1^2 \right) / (\nu + 1).$$

Subsequently, after $q$ stage, we obtain

$$T_q(x; \nu) \approx T_1(x_1; \nu) T_1(x_2; \eta_1; \nu + 1) T_1(x_3; \eta_2; \nu + 2) \times \cdots \times T_1(x_q; \eta_1, \ldots, \eta_{q-1}; \nu + q - 1)$$

$$= T_1(x_1; \nu) \prod_{i=2}^q T_1(x_i; \eta_{i-}; \nu + i - 1), \quad (3.5)$$

where $i_r = (1, 2, \ldots, i_q - 1)$, thus $\eta_{i_r} = (\eta_1, \ldots, \eta_{i_r})^T$, and

$$\eta_i = E[X_i|X_1 = \eta_1, \ldots, X_{i-1} = \eta_{i-1}|X_i \leq x_i]$$

$$= \mu_{i|i-1} - \sigma_{i|i-1} \left( \frac{(\nu + i - 1) + \frac{1}{\nu} x_i^2}{(\nu + i - 1 - 1)} \right) I_1(z_i; \nu + i - 1), \quad (3.6)$$

$$\mu_{i|i-1} = E[X_i|X_1 = \eta_1, \ldots, X_{i-1} = \eta_{i-1}]$$

$$= \mu_i + \Sigma_{i-1} \Sigma_{i-1}^{-1} (\eta_{i-} - \mu_{i-}), \quad (3.7)$$

$$\sigma_{i|i-1} = \text{var}[X_i|X_1 = \eta_1, \ldots, X_{i-1} = \eta_{i-1}]$$

$$= \alpha_{i-1} \left[ \sigma_i^2 - \Sigma_{i-1} \Sigma_{i-1}^{-1} \Sigma_{i-1} \right], \quad (3.8)$$

$$\alpha_{i-1} = \frac{(\nu + i - 2) + (\eta_{i-} - \mu_{i-})^T \Sigma_{i-1}^{-1} (\eta_{i-} - \mu_{i-})}{\nu + i - 1}, \quad (3.9)$$

$$z_i = \frac{x_i - \mu_{i|i-1}}{\sigma_{i|i-1}}, \quad (3.10)$$

specifying $\alpha_0 = 1$, and $X_i = (X_1, \ldots, X_{i-})^T$, $\mu_i = E(X_i)$, $\Sigma_{i-1} = \text{var}(X_i)$, and $\Sigma_{i-1} = \Sigma_{i-1}^T = \text{cov}(X_i, X_{i-})$, respectively.

Note that the approximate result of (3.5) is the product of all univariate t-cdfs, therefore calculated quickly. It is also easy to see that it becomes the approximate multivariate normal cdf when $\nu \to \infty$.

We investigate exact cdfs and approximate cdfs with $\mu = 0$ for various realizations $x$, scale matrices $\Sigma$, and degree of freedom $\nu$: $x = cT$ for $c \in \{-2, -1, 0, 1, 2\}$, $\nu \in \{5, 10, 20, 100, \infty\}$, and the scale matrix

$$\Sigma = \begin{bmatrix} 1 & r & r & r \\ r & 1 & r & r \\ \vdots & \vdots & \ddots & \vdots \\ r & r & \cdots & 1 \end{bmatrix}.$$
Results for $x$ whole satisfactory, except in extreme situations where

4. Experiments

In this section, the mixture of CFUST model fits the Australian Institution Sport (AIS) data set provided in Cook and Weisberg (1994) that contains 11 variables measured for 100 female and 102 male athletes. This data set is well known to be asymmetrical and contains outliers: As athletes are selected

| $x$ | $\nu$ | $F$ | $F'$ | $F''$ | $F'$ | $F''$ | $F'$ | $F''$ | $F'$ | $F''$ |
|-----|------|-----|-----|------|-----|------|-----|------|-----|------|
| 5   | 0.00094 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00165 | 0.00165 | 0.00003 | 0.00165 | 0.00165 | 0.00003 |
| 10  | 0.00024 | 0.00024 | 0.00024 | 0.00024 | 0.00024 | 0.00024 | 0.00024 | 0.00423 | 0.00423 | 0.00423 | 0.00423 | 0.00423 | 0.00423 |
| 20  | 0.00008 | 0.00008 | 0.00008 | 0.00008 | 0.00008 | 0.00008 | 0.00008 | 0.00216 | 0.00216 | 0.00216 | 0.00216 | 0.00216 | 0.00216 |
| 100 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00002 | 0.00007 | 0.00007 | 0.00007 | 0.00007 | 0.00007 | 0.00007 |
| $\infty$ | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00005 | 0.00005 | 0.00005 | 0.00005 | 0.00005 | 0.00005 |

Comparison between exact cdf $F$ and approximates $F'$ when $q = 3$

| $x$ | $\nu$ | $F$ | $F'$ | $F''$ | $F'$ | $F''$ | $F'$ | $F''$ | $F'$ | $F''$ |
|-----|------|-----|-----|------|-----|------|-----|------|-----|------|
| 5   | 0.00006 | 0.00006 | 0.00006 | 0.00006 | 0.00006 | 0.00006 | 0.00006 | 0.01432 | 0.01432 | 0.00006 | 0.01432 | 0.01432 | 0.00006 |
| 10  | 0.00064 | 0.00064 | 0.00064 | 0.00064 | 0.00064 | 0.00064 | 0.00064 | 0.01075 | 0.01075 | 0.00006 | 0.01075 | 0.01075 | 0.00006 |
| -20 | 0.00520 | 0.00520 | 0.00520 | 0.00520 | 0.00520 | 0.00520 | 0.00520 | 0.00902 | 0.00902 | 0.00006 | 0.00902 | 0.00902 | 0.00006 |
| 0   | 0.00423 | 0.00423 | 0.00423 | 0.00423 | 0.00423 | 0.00423 | 0.00423 | 0.00768 | 0.00768 | 0.00006 | 0.00768 | 0.00768 | 0.00006 |
| $\infty$ | 0.00309 | 0.00309 | 0.00309 | 0.00309 | 0.00309 | 0.00309 | 0.00309 | 0.00736 | 0.00736 | 0.00006 | 0.00736 | 0.00736 | 0.00006 |

for $r \in \{0, 0.1, 0.5, 0.9\}$. For the exact cdf, we exploited the function `pmvt` in R package `mvtnorm`, where it is the average of 10 replications.

In Table 1, exact cdfs denoted by $F$ and approximate cdfs denoted by $F'$ are presented for $q = 3$. Results for $q = 2, 4, 5, 10$ are given in the Appendix A. It is shown that the approximations are as a whole satisfactory, except in extreme situations where $x = 0$ and $r = 0.9$. As expected, the greater the degree of freedom, the better the approximation. Therefore the error is the smallest at normal distribution ($\nu = \infty$). The larger the dimension, the worse the approximation. For computational speed in time, the approximation technique is about $1, 7, 12, 61$ times faster than exact calculation for $q = 2, 3, 5, 10$ respectively.

There is one thing to note here. As Kim (2016) points out in the case of a normal distribution that if the elements of $x = (x_1, \ldots, x_q)^T$ are different, then they must be sorted in ascending order before the approximate cdf is calculated, otherwise it gives a worse approximations. This property is confirmed to be applied to the $t$-distribution as well, though its result is not included in this paper. Therefore, it is necessary to sort it in ascending order such as $x_1 \geq x_2 \geq \cdots \geq x_q$ before calculating the approximate cdf, where each $x_i$ is standardized.

Our main concern is to see how the approximation technique differs from the exact fit in the mixture of CFUST fit. We fit the model by replacing all cdfs in E-step with approximate cdf proposed in this section. In the next section presents the performance of the mixture of CFUST based on the approximate cdf.

4. Experiments

In this section, the mixture of CFUST model fits the Australian Institution Sport (AIS) data set provided in Cook and Weisberg (1994) that contains 11 variables measured for 100 female and 102 male athletes. This data set is well known to be asymmetrical and contains outliers: As athletes are selected
Table 2: Estimates by Exact-EM and Approx-EM (maximum degree of freedom is specified by 300)

| Component | Estimates | Exact-EM | Approx-EM |
|-----------|-----------|----------|-----------|
| Component1 | \(\hat{\pi}_1\), \(\hat{\mu}_1\), \(\hat{\Sigma}_1\), \(\hat{\Delta}_1\), \(\hat{\nu}_1\) (from the average person) | 0.47 (−0.27, −0.16, 1.23) | 0.47 (−0.11, 0.02, −1.21) |
|           |           | 0.34 0.31 0.02 0.02 0.20 0.44 24.44 | 0.27 0.34 0.02 0.02 0.09 0.41 |
| Component2 |           | 0.53 (−0.70, −0.11, 0.17) | 0.53 (−0.72, −0.31, 0.31) |
|           |           | 0.02 0.08 0.01 −0.63 0.74 −0.06 300 | 0.02 0.07 0.00 −0.63 0.74 −0.04 |

Figure 1: Results of fit for (LBM, Ht, Bfat). (a) 1st row: By Exact-EM, (b) 2nd row: By Approx-EM. Symbols: \(\Box\) and \(\Delta\) indicate female and male, respectively. \(a = 0.9\) for the initial estimates. Note: Fit contours are calculated with exact cdfs given their estimates.

from the average person (i.e., they are truncated from the normal), their various physical characteristics are expected to be skewed. First, we experiment for 3 variables (LBM, Ht, Bfat) among them, those are standardized before fit. Approx-EM is the fitting technique based on the proposed approximate cdf.

In Table 2, the estimates of parameter fitted by Exact-EM and Approx-EM with \(q = 3\) under the same initial estimates for \(\pi_i, \mu_i, \Sigma_i, \text{and } \Delta_i (i = 1, 2)\). They show quite slightly difference. In Figure 1, the fitted contours corresponding to their estimates are displayed (1st row: Exact-EM, 2nd row: Approx-EM).
Approx-EM), which are so similar that it is difficult to visually distinguish the differences.

Figure 2 illustrates the log-likelihood plot over the iteration of the two methods. Near the convergence point, Approx-EM’s log likelihood calculated by approximate cdfs is over-evaluated than the Exact-EM. This phenomenon is presumed to be due to the approximate cdf that has a generally positive bias. However, the convergence path patterns of the two algorithms look very similar.

Table 3 shows the log-likelihoods and the fitting times when $q = 2, 3, 4, 5$, where the log likelihood of Approx-EM is calculated by exact cdfs under its estimates for a fair comparison. The log likelihoods for Exact-EM and Approx-EM are nearly the same. Approx-EM shows a slightly lower fitness as dimension of the skewness increases. The results of fit contour for two data set (BMI, Bfat, LBM, ferr) with $q = 4$ and (BMI, Bfat, LBM, ferr, hg) with $q = 5$ are presented in the Appendix B.

For the processing time for fitting, Approx-EM is less than Exact-EM and becomes clearer as $q$ increases. It reduces the processing time by 85% when $q = 5$, which is better than Lee and McLachlan (2016b)’s results with a 60% reduction time.

All experiments in this section was implemented purely in R, and the PC used was Intel Core i7-8700 (3.2GHz).
5. Conclusion and discussions

The fit by the EM algorithm of the mixture model of CFUST with multidimensional skewness factor suffers from processing time. The main reason is that many multidimensional cdfs have to be calculated in E-step. In this paper, we propose an approximated EM algorithm that fits the model by approximating the multidimensional cdf in univariate fashion. Various experiments have shown the effectiveness of the proposed approximation method.

For applicability of approximation with (3.1), (as an anonymous reviewer noted) if \( h \) is convex, then \( E[h(X)] \geq h(E[X]) \), otherwise \( E[h(X)] \leq h(E[X]) \) by Jensen’s inequality. But the cdf in (3.2) is not strictly convex nor concave, which probably leads (3.1) to be applicable because each data point could be placed arbitrarily.

In case of \( q \leq 5 \), the performance of the proposed method is valid, but it is not confirmed how it is for further dimension. The approximate performance is deteriorated if \( q \) is very large. For a more accurate approximation, one can consider the second order Taylor’s expansion in (3.1)

\[
E(h(X)) \approx h(\eta) + h'(\eta)(X - \eta) + \frac{1}{2} h''(\eta)(X - \eta)^2.
\]

Unfortunately, however, the author found later that \( h''(\eta) \) contains \((q - 2)\)-dimensional cdfs, so that the second order approximations might have no gain unless \( q \) is less than and equal to 4.

Approx-EM is somewhat sensitive to initial estimates; in addition, the monotonicity of the algorithm is sometimes slightly broken near the convergence point depending on the data set and the initial estimates. These problems should be solved in future studies.

Appendix A: Tables of approximate cdf

Table A.1: Comparison between true cdf \( F \) and approximates \( F' \) when \( q = 2 \)

| \( x \) | \( \gamma \) | \( 0.00 \) | \( 0.01 \) | \( 0.02 \) | \( 0.03 \) | \( 0.04 \) | \( 0.05 \) | \( 0.06 \) | \( 0.07 \) | \( 0.08 \) | \( 0.09 \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 5 | 0.0075 | 0.0057 | 0.0054 | 0.0052 | 0.0050 | 0.0048 | 0.0046 | 0.0044 | 0.0042 | 0.0040 | 0.0039 |
| 10 | 0.0024 | 0.0022 | 0.0020 | 0.0019 | 0.0018 | 0.0017 | 0.0016 | 0.0015 | 0.0014 | 0.0013 | 0.0012 |
| \( -\infty \) | 0.0005 | 0.0006 | 0.0007 | 0.0008 | 0.0009 | 0.0010 | 0.0011 | 0.0012 | 0.0013 | 0.0014 | 0.0015 |
| 5 | 0.0500 | 0.2500 | 0.5000 | 0.7500 | 1.0000 | 1.2500 | 1.5000 | 1.7500 | 2.0000 | 2.2500 | 2.5000 |
| 10 | 0.2500 | 0.5000 | 0.7500 | 1.0000 | 1.2500 | 1.5000 | 1.7500 | 2.0000 | 2.2500 | 2.5000 | 2.7500 |
| \( -\infty \) | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Seung-Gu Kim
### Fast approximation fitting for mixture of CFUST

#### Table A.2: Comparison between true cdf $F$ and approximates $F^*$ when $q = 4$

| $x$ | $y$ | $F'$ | $F^*$ | $F' - F^*$ | $F''$ | $F^{**}$ | $F' - F''$ | $F'' - F^{**}$ | $F^{**} - F^*$ |
|-----|-----|------|------|-----------|------|----------|-----------|-------------|----------------|
| 5   | 0.00019 | 0.00019 | 0.00002 | 0.00050 | 0.00044 | 0.00006 | 0.00004 | 0.00004 | 0.00044 |
| 10  | 0.00003 | 0.00003 | 0.00000 | 0.00012 | 0.00010 | 0.00000 | 0.00016 | 0.00020 | 0.00025 |
| 20  | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| $\infty$ | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |

#### Table A.3: Comparison between true cdf $F$ and approximates $F^*$ when $q = 5$

| $x$ | $y$ | $F'$ | $F^*$ | $F' - F^*$ | $F''$ | $F^{**}$ | $F' - F''$ | $F'' - F^{**}$ | $F^{**} - F^*$ |
|-----|-----|------|------|-----------|------|----------|-----------|-------------|----------------|
| 5   | 0.00004 | 0.00004 | 0.00001 | 0.00001 | 0.00004 | 0.00016 | 0.00004 | 0.00004 | 0.00004 |
| 10  | 0.00000 | 0.00000 | 0.00000 | 0.00003 | 0.00002 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 20  | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| $\infty$ | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |

---

Note: The tables above provide a comparison between the true cdf $F$ and approximations $F^*$ for various values of $x$ and $y$ when $q = 4$ and $q = 5$. The columns represent different approximations and their differences from the true cdf.
Table A.4: Comparison between true cdf $F$ and approximates $F^*$ when $q = 10$

| $x$  | $y$  | 0.01 | 0.05 | 0.10 | 0.25 | 0.50 | 0.75 | 1.00 |
|------|------|------|------|------|------|------|------|------|
| 5    | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 10   | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 20   | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| $\infty$ | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |

Appendix B: Results of fit

Figure B.1: Results of fit for (BMI, Bfat, LBM, ferr). (a) 1st row: By Exact-EM, (b) 2nd row: By Approx-EM. Symbols: □ and △ indicate female and male, respectively. $a = 0.9$ for the initial estimates.
Figure B.2: Results of fit for (BMI, Bfat, LBM, ferr, hg). (a) 1st row: By Exact-EM, (b) 2nd row: By Approx-EM. Symbols: □ and △ indicate female and male, respectively. \( a = 0.9 \) for the initial estimates.
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