Effects of disorder on electron tunneling through helical edge states
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A tunnel junction between helical edge states, realized via a constriction in a Quantum Spin Hall system, can be exploited to steer both charge and spin current into various terminals. We investigate the effects of disorder on the transmission coefficient $T_p$ of the junction, by modelling disorder with a randomly varying (complex) tunneling amplitude $\Gamma_p = |\Gamma_p| \exp[i\phi_p]$. We show that, while for a clean junction $T_p$ is only determined by the absolute value $|\Gamma_p|$ and is independent of the phase $\phi_p$, the situation can be quite different in the presence of disorder: phase fluctuations may dramatically affect the energy dependence of $T_p$ of any single sample. Furthermore, analysing three different models for phase disorder (including correlated ones), we show that not only the amount but also the way the phase $\phi_p$ fluctuates determines the localization length $\xi_{loc}$ and the sample-averaged transmission. Finally, we discuss the physical conditions in which these three models suitably apply to realistic cases.
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I. INTRODUCTION

Theoretical predictions\cite{1} and experimental evidence\cite{2} have shown that the one-dimensional conducting channels emerging at the edges of a Quantum Spin Hall Effect (QSHE) system are helical, so that along one boundary spin-$\uparrow$ electrons propagate (say) rightwards, and spin-$\downarrow$ electrons leftwards.\cite{3}

A spectacular effect connected to such helical nature is the topological protection from scattering off non-magnetic impurities, which ideally makes helical edge states perfectly conducting 1D channels. This property has inspired various investigations about the effects of disorder on helical states. On the one hand, various studies have tested such robustness to disorder when inelastic scattering is included,\cite{5} possibly in interplay with Rashba impurities,\textit{\textsuperscript{6,7}} or when time-reversal symmetry is broken either by magnetic impurities,\textit{\textsuperscript{8,9}} or by applied magnetic fields.\textit{\textsuperscript{10,11}} On the other hand, it also been realised that disorder itself can cause an ordinary insulator to undergo a phase transition to a topological insulator (Topological Anderson Insulator).\textit{\textsuperscript{12,13}} In turn, such transition may be strongly modified when disorder exhibits spatial correlations.\textit{\textsuperscript{20}}

An important consequence of the helical property is that QSHE edge states represent a promising platform for applications to spintronics.\textit{\textsuperscript{26}} In particular, it has been predicted that charge and spin currents can be steered in multi-terminal devices exploiting a tunnel coupling between the four edge states.\textit{\textsuperscript{27,28}} Typically, such tunnel coupling is modelled as a clean quantum point contact. However, various sources of disorder may arise when creating a constriction in a QSHE quantum well. Indeed, due to the Klein tunneling characterizing the Dirac spectrum of the helical states, simple gating would not be effective to create a constriction, which instead has to be realized through lithographic techniques combined with an etching process. In doing that, oxides tend to form at the border of the etched region, leading to a randomly varying electric potential. In addition, the geometrical profile of the constriction may exhibit roughness, resulting in a randomly varying width of the constriction. Furthermore, a top gate is needed to drive the system into the QSHE regime, and the dielectric layer separating the metallic gate from the quantum well is typically an amorphous insulator that naturally leads to local potential fluctuations. Disorder is thus an intrinsic feature in helical tunnel junctions that has to be accounted for.

So far, analytical predictions about disorder effects are mostly available for short tunnel junctions. In that limit, the spin texture of the helical states has been shown to strongly affect the localization length,\textit{\textsuperscript{14}} whereas the presence of a magnetic field, whose breaking of time-reversal symmetry induces backscattering along the edge states, leads to a peak in the noise correlations.\textit{\textsuperscript{29}} As far as finite length tunnel junctions are concerned, results about disorder are mostly limited to numerical approaches that analyzed the transmission coefficient of individual samples.\textit{\textsuperscript{31}} A thorough investigation covering

![FIG. 1. (Color online) A constriction etched in a four-terminal Quantum Spin Hall effect setup induces an electron tunnel coupling between the helical edge states. Vertical arrows inside the circles indicate electron spin orientation. A fluctuating width along the longitudinal direction $x$ causes geometrical disorder, while electrical disorder can originate from the presence of oxides (small red dots) produced by the etching process and/or from the potential fluctuations (bigger green dots) due to the amorphous dielectric separating the conducting channel from the top gate.](image-url)
both single-sample and intrinsic disorder properties of helical tunnel junctions is still lacking. Furthermore, already in the time-reversal symmetric case, it would be desirable for a comparison with experiments to analyze how and to what extent the various disorder sources affect the transmission coefficient.

In this paper we address these problems, analyzing the effects of disorder on the QSHE setup depicted in Fig.1 using an effective 1D model, presented in Sec.II that assumes a randomly varying (complex) electron tunneling amplitude between the helical edge states. We first analyze in Sec.III the properties of individual samples, and show that the disorder on the absolute value and on the phase of the tunneling amplitude may have quite different effects on the transmission coefficient of a disordered sample. In particular, while in a clean tunnel junction the phase is unimportant, for a disordered junction it plays a major role in realistically relevant regimes. We then address in Sec.IV the localization length, the sample-independent intrinsic disorder property that determines the lengthscale over which the transmission decays as a function of the sample length. We show that not only the typical amount of phase fluctuations, but also the way the phase fluctuates strongly affects the localization length $\xi_{\text{loc}}$. In particular, we analyze three different models for phase fluctuations, including the case of correlated disorder, and show three different behaviours for the predicted energy dependence of $\xi_{\text{loc}}$. Also, we discuss how these differences impact the sample-averaged transmission. Finally, in Sec.V we discuss how the proposed models apply in realistic implementations of helical tunnel junctions, and compare our results to the case of a conventional disordered quantum wire.

II. MODEL

For a long and clean constriction it has been shown that, starting from the 2D Bernevig-Hughes-Zhang (BHZ) model defined on a stripe of width $W$, one can obtain an effective 1D model defined on the basis of the edge modes, which turn out to be coupled via a tunneling amplitude related to their wavefunction overlap. Such an overlap roughly decays exponentially with the transversal width $W$ of the junction. A straightforward way to account for the geometrical disorder due to the profile roughness is to adopt such a basis, and to assume a width $W(x)$ that fluctuates along the longitudinal direction $x$, resulting in a randomly varying tunneling amplitude. Notice that, as is well known, there are in fact two types of tunneling amplitudes, $\Gamma_p(x)$ and $\Gamma_f(x)$, related to spin-preserving(p) and spin-flipping(f) processes, respectively, both ensuring time-reversal symmetry. The model presented here can in principle include both, although we shall be mainly interested in the effects of the first coupling $\Gamma_p$, which is expected to be dominant. Furthermore, the disorder arising from the oxides formed when etching the constriction and from the inhomogeneities of the amorphous dielectric can be regarded as a series of randomly distributed electric potential centers, each coupling to the edge state densities in two different ways, $V_T(x)$ and $V_B(x)$, depending on the transversal distance from the top and bottom edges, and randomly varying along the longitudinal direction $x$.

We describe the helical edge states by four electron field operators, namely $\Psi_{R\uparrow}(x), \Psi_{L\downarrow}(x)$ for the upper edge and $\Psi_{R\downarrow}(x), \Psi_{L\uparrow}(x)$ for the lower edge, characterized by a linear spectrum Dirac Hamiltonian

$$\hat{H}_0 = -i\hbar v_F \sum_{\alpha=R/L=\pm} \alpha \sum_{\sigma=\uparrow,\downarrow} \int dx : \Psi_{\alpha\sigma}^\dagger(x) \partial_x \Psi_{\alpha\sigma}(x) : +$$

with $\alpha = R/L = \pm$ denoting the chirality for right- and left- movers, respectively $\sigma = \uparrow, \downarrow$ is the spin component, and $: :$ indicates the normal ordering. The most general tunneling terms that preserve time-reversal symmetry are given by

$$\hat{H}_{\text{tun}} = \sum_{\sigma=\uparrow,\downarrow} \int dx \left( \Gamma_{p}(x) \Psi_{L\downarrow}^\dagger(x) \Psi_{R\uparrow}(x) + \text{H.c.} \right)$$

where $\Gamma_{p}(x)$ and $\Gamma_{f}(x)$ describe the randomly varying tunneling amplitudes related to spin-preserving and spin-flipping processes, respectively. The coupling with a potential that randomly fluctuates in space reads

$$\hat{U} = \int dx \left[ e V_T(x) (\hat{\rho}_{R\uparrow}(x) + \hat{\rho}_{L\downarrow}(x)) \right.$$

$$+ e V_B(x) (\hat{\rho}_{R\downarrow}(x) + \hat{\rho}_{L\uparrow}(x)) \bigg],$$

where $\hat{\rho}_{\alpha\sigma}(x) = : \Psi_{\alpha\sigma}^\dagger(x) \Psi_{\alpha\sigma}(x) :$ is the electron chiral density. Equation (4) can also be rewritten as

$$\hat{U} = \int dx \left[ V_p(x) \hat{\rho}_e(x) + V_f(x) \hat{j}_x(x)/eF \right]$$

where

$$V_{p/f}(x) = (V_T(x) \pm V_B(x))/2,$$

couple to the charge density $\hat{\rho}_e = e(\hat{\rho}_{R\uparrow} + \hat{\rho}_{L\downarrow} + \hat{\rho}_{R\downarrow} + \hat{\rho}_{L\uparrow})$ and to the spin current $\hat{j}_x = eF(\hat{\rho}_{R\uparrow} + \hat{\rho}_{R\downarrow} - \hat{\rho}_{L\uparrow} - \hat{\rho}_{L\downarrow})$, respectively. The full Hamiltonian for the disordered junction thus reads

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{tun}} + \hat{U}.$$
(Γ_ν, Γ_f, V_p, V_f \equiv 0) for x < x_0 and x > x_f, whereas within the finite length L = x_f - x_0 of the constriction region the tunneling amplitudes Γ_ν(x), Γ_f(x) and the potentials V_p(x), V_f(x) fluctuate randomly along the longitudinal direction x.

In Ref.[43] it has been shown for model [4] that, even though the p-tunneling and f-tunneling terms in [5] do not commute, the four-terminal scattering matrix $S$ as well as the related transconductance matrix $G$ exhibit a factorisation into p- and f-processes. More specifically, each entry of $G$ is factorized into a product of two terms, one depending on only the profile of $\Gamma_p(x)$ and $V_p(x)$, and the other depending on only $\Gamma_f(x)$ and $V_f(x)$ only. Thus, if a bias voltage $V$ is applied to, say, terminal 2 in Fig.1, the resulting currents entering terminals 1, 3 and 4 are

$$I^{(1)} = (1 - T_p) \frac{e^2}{h} V$$

(7)

$$I^{(3)} = T_p T_f \frac{e^2}{h} V$$

(8)

$$I^{(4)} = T_p (1 - T_f) \frac{e^2}{h} V.$$  

(9)

Here

$$T_p = T_p[\Gamma_p(x); V_p(x); E]$$

(10)

$$T_f = T_f[\Gamma_f(x); V_f(x)]$$

(11)

are the transmission coefficients related to spin-preserving (p-sector) and spin-flipping (f-sector) tunneling processes, respectively, and can be operatively determined via Eqs.(7), (8), (9).

The separate dependence of $T_p$ and $T_f$, described by Eqs.(10) and (11), holds for any static profile of $\Gamma_p/f$ and $V_p/f$ that fluctuates randomly in space (elastic coupling). In the opposite limit, where an additional degree of freedom that is spatially localised and that dynamically couples to the edge states, inelastic backscattering can occur[5].

A. Eliminating the potentials $V_p(x)$ and $V_f(x)$ via a gauge transformation

\textit{A priori}, in both sectors $\nu = p, f$, the model is characterized by three real parameters, namely a (complex) tunneling amplitude $\Gamma_\nu(x) = |\Gamma_\nu(x)| \exp[i\phi_\nu(x)]$ and a (real) potential $V_\nu(x)$. In fact, only two parameters are sufficient. Indeed we show here below that the potential $V_\nu(x)$ can be reabsorbed into the phase $\phi_\nu$ of the tunneling amplitude, via a gauge transformation $\phi_\nu(x) \rightarrow \phi'_\nu(x)$, where the renormalised phases read

$$\phi'_\nu(x) = \phi_\nu(x) - 2 \int_{x_0}^{x} \frac{e V_\nu(x')}{h v_F} \, dx' \quad \nu = p, f.$$  

(12)

Thus, while the potential in Eqs.(3) and (4) alone does not couple the two edges directly, it does affect their tunneling term [3]. Importantly, the phase $\phi'_\nu(x)$ depends \textit{non-locally} on the related potential $V_\nu$. In particular, a constant potential $V_\nu(x) \equiv V_\nu$ yields a phase $\phi'_\nu(x) \sim -2eV_\nu/h v_F$ that varies \textit{linearly} in space, whereas a $\delta$-like potential $V_\nu(x) = V_\nu^{\delta}(x - x_j)$ centered at $x_j$ yields a \textit{phase-jump} at $x_j$, $\phi'_\nu(x) \sim -2eV_\nu^{\delta}(x - x_j)/h v_F$, where $\theta(x)$ is the Heaviside step function. This implies that different profiles for the phase $\phi$ have to be adopted to account for various types of $V_\nu(x)$ disorder[50].

A suitable way to prove that the potentials $V_\nu(x)$ can be gauged away is to exploit the equation of motion for the electron fields obtained in Ref.[43]. For this purpose, we introduce a four component electron field operator $\Psi = (\Psi_{R_L}, \Psi_{L_T}, \Psi_{R_L}, \Psi_{L_L})^T$, and rewrite the Hamiltonian [3] in a compact form as

$$\mathcal{H} = \hbar v_F \int dx \Psi^{\dagger} \{ -i \partial_x (\sigma_0 \otimes \tau_z) +$$

(13)

$$+ \sigma_0 \otimes \tau_z (\mathbf{r} \cdot \mathbf{b}_{p,E}(x)) + |\mathbf{r} \cdot \mathbf{b}_{f}(x) \otimes \tau_z \} \Psi ,$$

where $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ and $\tau = (\tau_x, \tau_y, \tau_z)$ are two sets of Pauli matrices acting on the spin space ($\sigma = \uparrow, \downarrow$), and on the chirality space ($\alpha = R, L$), respectively; $\sigma_0$ and $\tau_0$ are the $2 \times 2$ identity matrices in the related spaces, and

$$\mathbf{b}_f(x) = \frac{[\Gamma_f(x) \cos \phi_f(x), \Gamma_f(x) \sin \phi_f(x), eV_f(x)]}{\hbar v_F}$$

(14)

$$\mathbf{b}_{p,E}(x) = \frac{1}{\hbar v_F} \times$$

(15)

$$\times (-i |\Gamma_p(x)| \sin \phi_p(x), i |\Gamma_p(x)| \cos \phi_p(x), eV_p(x) - E)$$

are two local 'magnetic' fields, determined by the tunnel junction parameter profiles, and acting on the spin and the chirality spaces, respectively. Finally, $E$ is the energy measured with respect to the Dirac point of the Hamiltonian [3]. Notice that $\mathbf{b}_{p,E}$ and $\mathbf{b}_f$ enter the Hamiltonian [4] in a way that time-reversal symmetry is not broken[4].

The stationary solutions $\Psi(x, t) = e^{-iE t/\hbar} \Psi_E(x)$ of the Heisenberg equation $i\hbar \partial_x \Psi(x, t) = [\Psi(x, t), \mathcal{H}]$ obtained from (13) fulfill the equation of motion

$$i \frac{\partial}{\partial x} \Psi_E(x) =$$

(16)

$$= \left\{ [\sigma \cdot \mathbf{b}_f(x)] \otimes \tau_0 + \sigma_0 \otimes [\tau \cdot \mathbf{b}_{p,E}(x)] \right\} \Psi_E(x) ,$$

whose solution is factorized as a direct product

$$\Psi_E(x) = (U_f(x; 0) \otimes U_{p,E}(x; 0)) \Psi(0) ,$$

(17)

where the two 'evolution' operators

$$U_f(x; 0) = T \exp \left[ -i \int_0^x dx' \sigma \cdot \mathbf{b}_f(x') \right]$$

(18)

$$U_{p,E}(x; 0) = T \exp \left[ -i \int_0^x dx' \tau \cdot \mathbf{b}_{p,E}(x') \right]$$

(19)
are applied to the four-component field operator $\Psi(0)$ at the space origin. Here $T$ denotes the space ordering, and plays a role similar to time ordering in time-dependent perturbation theory. As a consequence, the total transfer matrix of the junction also factorizes into a direct product

$$M = m_f \otimes m_p$$

where

$$m_f = U_f(x_f; x_0)$$

$$m_p = e^{-i\tau z_k k \tilde{E} x_0} U_{p,E}(x_f; x_0) e^{+i\tau z_k k \tilde{E} x_0}$$

determine the transmission coefficients (10) and (11), related to spin-preserving and spin-flipping processes, via the relations

$$T_p = |(m_p)_{22}|^2$$

$$T_f = |(m_f)_{22}|^2 .$$

We now notice that the random potentials $V_f(x)$ and $V_j(x)$ appear in the equations of motion (16) through the $z$-components of the vectors $b_f(x)$ and $b_{p,E}(x)$ [see Eqs. (14) and (15)]. Thus, introducing the field

$$\Psi_E'(x) = \left( e^{i \int_{x_0}^{x} \frac{\nu_{E}(x')}{\hbar v_F} \sigma_z \otimes e^{i \int_{x_0}^{x} \frac{eV_f(x')}{\hbar v_F} \tau_z} \right) \Psi_E(x)$$

it is straightforward to verify that, if $\Psi_E(x)$ fulfills Eq. (16), then $\Psi_E'$ fulfills a similar equation,

$$i \frac{\partial}{\partial x} \Psi_E'(x) =$$

$$= \left\{ [\sigma \cdot b_f'(x)] \otimes \tau_0 + \sigma_0 \otimes [\tau \cdot b_{p,E}(x)] \right\} \Psi_E'(x) ,$$

with new vectors

$$b_f'(x) =$$

$$= \left( [\Gamma_f(x)] [\cos \phi_f(x), [\Gamma_f(x)] [\sin \phi_f(x), 0] \right) \frac{1}{\hbar v_F}$$

$$b_{p,E}'(x) =$$

$$= \left( -i [\Gamma_p(x)] [\sin \phi_p(x), i [\Gamma_p(x)] [\cos \phi_p(x), -E] \right) \frac{1}{\hbar v_F} .$$

In Eqs. (27) and (28) the potentials $V_p/f$ have disappeared from the $z$-components [see Eqs. (14) and (15) for comparison], and have been absorbed into renormalized phases of the tunneling amplitudes,

$$\left\{ \begin{array}{l}
\Gamma_\nu = [\Gamma_\nu] e^{i\phi_\nu} \\
V_\nu 
\end{array} \right. \rightarrow \left\{ \begin{array}{l}
\Gamma'_\nu = [\Gamma_\nu] e^{i\phi'_\nu} \\
V'_\nu \equiv 0
\end{array} \right. ,$$

where $\phi'_\nu(x)$ is given by Eq. (12). For the $\Psi_E'$-field the transfer matrices $m_f'$ and $m_p'$ are defined as in Eqs. (21) and (22), upon replacing $(U_f, U_{p,E}) \rightarrow (U'_f, U'_{p,E})$, where the latter evolution operators are defined as in Eqs. (18) and (19) with $b_f \rightarrow b_f'$ and $b_{p,E} \rightarrow b'_{p,E}$. From Eq. (25) one can easily show that

$$U_f'(x_f; x_0) = e^{i \int_{x_0}^{x} \frac{eV_f(x')}{\hbar v_F} \sigma_z} U_f(x_f; x_0)$$

$$U_{p,E}'(x_f; x_0) = e^{i \int_{x_0}^{x} \frac{eV_f(x')}{\hbar v_F} \tau_z} U_{p,E}(x_f; x_0) ,$$

and that the transmission coefficients are independent of the gauge transformation, as expected.

III. SINGLE SAMPLES

A. Introduction

The factorisation result (20), valid for any arbitrary profile of the tunneling amplitudes and potentials, implies the separated dependence of the two coefficients $T_p$ and $T_f$ on the disorder profiles $\Gamma_p(x), V_{j}(x)$ and $\Gamma_f(x), V_{j}(x)$, respectively [see Eqs. (10) and (11)]. This enables us to analyze the effects of disorder in the two sectors $\nu = p, f$ separately, without loss of generality. In particular, because the spin-preserving tunneling amplitude is typically bigger then the spin-flipping one, $|\Gamma_p| > |\Gamma_f|$, and because $T_p$ exhibits a richer energy-dependence than $T_f$ we shall consider henceforth the p-sector, for which the spin index acts as a dummy degeneracy variable. Furthermore, because the potential $V_p$ can be reabsorbed via the gauge transformation (29) into the phase of the tunneling amplitude [see Eq. (12)], we shall discuss without loss of generality the effects of disorder of the (complex) tunneling amplitude $\Gamma_p$.

We start our analysis by investigating the transmission coefficient of individual disordered samples. To illustrate the effects of disorder, it is first worth recalling the result for the clean junction case, characterised by a constant $\Gamma_p(x) \equiv |\Gamma_p| \exp[i\phi_p]$ over the whole junction length $L$, as investigated in Ref. [43]. In that case the transmission coefficient $T_p$ is independent of the value of the phase $\phi_p$, and depends on only the absolute value $\Gamma_p^0 := |\Gamma_p|$ of the tunneling amplitude. In particular, while for a short junction ($L < \xi_0$ with $\xi_0 := \hbar v_F / |\Gamma_p|^0$) the transmission coefficient is trivially energy independent, for an elongated junction ($L > \xi_0$) the energy $|\Gamma_p|^0$ determines the crossover from a ‘sub-gap’ region ($E < |\Gamma_p|^0$) with very low transmission to a ‘supra-gap’ region ($E > |\Gamma_p|^0$) where transmission is finite and exhibits an oscillatory behavior related to the finite length $L$ of the junction. In the limit of an infinitely long junction, $\Gamma_p^0$ would be an actual gap in the spectrum, so that $\xi_0$ is the evanescent wave decay length associated with such an energy gap. We thus focus here on the effects of disorder in the more interesting case of an elongated junction $L > \xi_0$.

For this purpose, we perform a coarse graining of the tunnel junction, dividing the length $L$ of the tunnel region into a sequence of $N$ intervals $[x_{j-1}; x_j]$ (with
The $m_p^{(j)}$s of each interval can be computed exactly for the case of locally constant tunneling amplitude, and also for the case of a phase $\phi_p$ varying linearly within the interval (see the Appendix). The transmission coefficient $T_p$ of the disordered sample, obtained from \(\text{(32)}\) through Eq. (23), depends both on the fluctuations strength of the tunneling amplitude and on the length-scales $L$, $\xi_0$ and $l_p$. Here we shall focus on the regime $l_p < \xi_0 < L$, which is physically more relevant, as we shall discuss later.

### B. Roles of the absolute value and phase of the tunneling amplitude with disorder

In the presence of disorder, the roles of the absolute value $|\Gamma_p(x)|$ and of the phase $\phi_p(x)$ can be quite different from those for the clean junction case. In particular, while in the clean case $T_p$ is independent of the phase, in the disordered case the fluctuations of $\phi_p(x)$ dramatically affect $T_p$.

We illustrate this point with an illuminating example, namely, the case where $\Gamma_p$ in each interval $j$ are chosen from a Gaussian distribution in the complex plane. Then, the absolute value $|\Gamma_p|$ follows the Rayleigh distribution and the phase $\phi_p$ is uniformly distributed between $0$ and $2\pi$. We have analyzed independently the effects of these two distributions on the transmission coefficient $T_p$. Explicitly, Fig. 2 shows the $T_p$ of a disordered sample in the cases where (i) $|\Gamma_p|$ is Rayleigh-distributed and $\phi_p$ is kept constant (solid blue curve), and (ii) $\phi_p(x)$ fluctuates uniformly and $|\Gamma_p|$ is constant (dashed red curve). For comparison, the case of a clean junction is described by the thin black curve, and the Rayleigh distribution is taken with an average value $\langle |\Gamma_p| \rangle = |\Gamma_p|^0$ equal to the absolute value $|\Gamma_p|^0$ of the clean case. As one can see, the fluctuations of the absolute value $|\Gamma_p|$ leave essentially unaltered the qualitative features of the clean case. Indeed, the particle-hole symmetry $T_p(E) = T_p(-E)$ of the transmission coefficient is preserved, and the crossover between a low transmission 'sub-gap' region and a high transmission 'supra-gap' region is still present, possibly with a slight quantitative change of the 'gap' $|\Gamma_p|$ and a modification of the $T_p$ oscillations in the supra-gap region. In contrast, the disorder of the phase $\phi_p$ breaks the particle-hole symmetry of the clean case, and introduces transmission peaks in the 'sub-gap' region, whose width decreases when $L/\xi_0$ increases. The origin of these peaks can be qualitatively understood in analogy to the case of barriers in quantum interference problems. In the simplest case of a tunneling amplitude with a phase jump in the middle of the junction, for instance, the two halves of the junction play the role of a series of two barriers, located very close to each other, with equal transmission coefficients (here determined by $|\Gamma_p|L/2$), but with a difference in the transmission amplitude phases (here determined by $\Delta \phi_p$ and $E$): perfect resonances are then known to arise even when each individual barrier is not perfectly transmitting, provided that the phase difference fulfills specific conditions (here $\Delta \phi_p = \pi$ and $E = 0$).

In a more general case where phase fluctuations occur at various junction positions and are not necessarily equal to $\pi$, as in Fig. 2 peaks do not reach exactly 1 and may occur at different values of energy $E$. The phase disorder thus significantly modifies the clean case scenario, replacing the crossover between the two regions with a sequence of maxima and minima, and breaking the particle-hole symmetry. While the specific shape of $T_p$ is sample-dependent, the qualitative features described above in Fig. 2 are present in any sample in the same regime of parameters, namely $l_p \lesssim \xi_0 < L$.

The difference in the role of $|\Gamma_p|$ and $\phi_p$ becomes particularly striking in the regime $l_p \ll \xi_0 < L$, where disorder fluctuates over a length scale much smaller than the typical electronic scale characterizing the clean junction at $E = 0$. In this limit the integral in \(\text{(2)}\) exhibits a slowly varying component $\langle |\Psi(x)|^2 \rangle$ and a

\[ T_p = \prod_{j=1}^{N} m_p^{(j)}. \]
rapidly fluctuating term [the tunneling amplitude $\Gamma_p(x)$], and the electron probes only the space-averaged disorder $\langle \Gamma_p \rangle_x$, which is a statistical estimate of the distribution average itself. Thus, when only $|\Gamma_p|$ fluctuates, one has $\langle \Gamma_p \rangle_x \simeq |\langle \Gamma_p \rangle| \exp[i \phi_p] = \Gamma_p^{\text{cl}} \exp[i \phi_p]$ and the clean case result is recovered. In contrast, if $\phi_p$ fluctuates of about $2\pi$, then for any value of $\Gamma_p$, also $-\Gamma_p$ is equally likely to occur, so that $\langle \Gamma_p \rangle_x \simeq 0$. The phase fluctuations completely wash out the tunneling term, so that the transmission coefficient becomes energy independent and tends to 1. This is illustrated in Fig. 3, which displays the transmission coefficient for a sample where both $|\Gamma_p|$ and $\phi_p$ are disordered over a length $l_p = 500$. In particular, the former is Rayleigh-distributed and the latter is uniformly sampled within a range $\Delta \phi_p$. As one can see, when $\Delta \phi_p \leq \pi$, the transmission coefficient does not significantly change with respect to the clean case (see thin black curve in Fig. 2 for comparison), whereas when $\Delta \phi_p$ approaches $2\pi$ the transmission coefficient rapidly rises towards 1, becoming independent of $E$.

These results about single samples indicate that, already with the customary assumption of a Gaussian distributed tunneling amplitude $\Gamma_p$ (i.e. a Rayleigh distributed $|\Gamma_p|$ and a uniformly distributed $\phi_p$), the fluctuations of the phase have a much more significant impact on $T_p$ than those of the absolute value. Also, as we shall discuss in Sec. V, the Rayleigh distribution used in Figs. 2 and 3 in fact already greatly overestimates the actual amount of fluctuations of $|\Gamma_p|$ of realistic systems. For these reasons, we shall henceforth neglect the disorder on $|\Gamma_p|$ and focus on the phase. In the next section we show that different models for the phase fluctuations may lead to strongly different results also for the localization length of disordered tunnel junctions.

IV. LOCALIZATION LENGTH AND SAMPLE AVERAGING

This section is devoted to the investigation of intrinsic disorder effects on helical tunnel junctions, i.e. effects that do not depend on the specific sample. The localization length $\xi_{\text{loc}}$ is an intrinsic property of disorder that determines the exponential decay of the transmission coefficient of a disordered sample with its length $L$, 

$$T_p(E) \sim e^{-2L/\xi_{\text{loc}}(E)}.$$  

It can be computed as a Lyapunov exponent. Denoting by $\lambda^{\text{max}}(M)$ the maximal eigenvalue of the transfer matrix for a system with $M$ disordered intervals, one has 

$$\xi^{-1}_{\text{loc}} := \frac{1}{l_p \lim_{M \to \infty} \ln |\lambda^{\text{max}}(M)|}{M},$$

where $l_p$ is the length of each interval. In practice, a convergence is reached for values of $M \sim 10^5$, and one can see that $\xi_{\text{loc}}$ is sample independent, in agreement with Oseledec’s theorem.

To identify how disorder affects $\xi_{\text{loc}}$, it is first necessary to specify the length dependence of the transmission in the clean case, which is not necessarily a conducting system. Indeed, from the expression for $T_p$ for a clean junction,

$$T_p(E) = \begin{cases} 
1 + \frac{\Gamma_p^0}{E^2 - \Gamma_p^0} \sin^2 \left( \frac{L}{\xi_0} \sqrt{\frac{E^2}{\Gamma_p^0} - 1} \right) & |E| > \Gamma_p^0 \\
1 + \frac{\Gamma_p^0}{E^2 - \Gamma_p^0} \sin^2 \left( \frac{L}{\xi_0} \sqrt{1 - \frac{E^2}{\Gamma_p^0}} \right) & |E| < \Gamma_p^0 
\end{cases},$$

one can straightforwardly read off the ‘localization length’ for the clean case

$$\xi_{\text{cl}}(E) = \begin{cases} 
\xi_0 (1 - (E/\Gamma_p^0)^2)^{-1/2} & |E| < \Gamma_p^0 \\
\infty & |E| > \Gamma_p^0
\end{cases}.$$  

where $\xi_0 = \hbar v_F/\Gamma_p^0$ is the decay length of the clean case wavefunction at $E = 0$. Below we show how the behavior is modified in the presence of disorder.
A. Localization length: Comparison between three different models for phase fluctuations

The results of Sec. III obtained for single samples suggest that, in the regime $l_p < \xi_0 < L$, the fluctuations of the phase of the tunneling amplitude matter more than those of its absolute value. Here we analyze three models for phase fluctuations, and show that they lead to quite different predictions for the localization length of disordered tunnel junctions. In Sec. IV we shall discuss which model better suits which situation. The three models differ in the way the phase $\phi_p$ is assumed to vary from one interval to another, and are schematically depicted in Fig. 4.

a) Uncorrelated Gaussian (u-G) Model. The phase $\phi_p$ is generated independently from one interval to another, according to a uniform distribution ‘ran’ between $-\pi$ and $\pi$ [see Fig. 4a]]

$$\phi^{(j)}_p = \text{ran}(-\pi; +\pi) \quad (37)$$

The name ‘Gaussian’ originates from the fact that, when the values of a complex tunneling amplitudes $\Gamma_p = |\Gamma_p| \exp[i\phi_p]$ are generated from a Gaussian distribution, Eq. (37) is the distribution for their phases;

b) correlated random-walk (c-RW) model. The phase $\phi^{(j+1)}_p$ in the $(j+1)$-th interval deviates only by an amount $\Delta \phi_p$ from the phase in $\phi^{(j)}_p$ in the $j$-th interval, namely it is generated as

$$\phi^{(j+1)}_p = \phi^{(j)}_p + \text{ran}(-\Delta \phi_p/2 ; +\Delta \phi_p/2) \quad (38)$$

The phase randomly evolves by ‘steps’ of (at most) $\pm \Delta \phi_p/2$ to the ‘right’/‘left’ with respect to the value in the previous interval, similarly to a random-walk [see Fig. 4b]]. When the ‘step’ parameter $\Delta \phi_p \to 2\pi$, the c-RW Model reduces to the u-G Model;

c) Correlated linear and continuous (c-LC) model. The phase $\phi_p$ is assumed to vary linearly within each interval $l_p$, with a random slope $-2k_p^{(j)}$. However, the phase is assumed to be continuous, so that the extremal values of $\phi_p$ in the $j$-th interval have to match the ones of the neighboring intervals $j \pm 1$ [see Fig. 4c]]. This amounts to setting

$$\phi^{(j)}_p(x) = -2k^{(j)}_p(x - x_{j-1}) - 2l_p \sum_{i=1}^{j-1} k^{(i)}_p \quad (39)$$

for $x_{j-1} \leq x \leq x_j$.

We shall assume that the $k^{(j)}_p$'s are generated from a Gaussian distribution, with a vanishing average and with a standard deviation $\text{SD}(k_p)$, which is the parameter characterizing this model. When $2l_p \text{SD}(k_p) \ll 2\pi$, the clean case is recovered.

We have computed the localization length as a function of the energy $E$ for these three models, obtaining quite different results, as shown in Fig. 4. All the curves refer to an interval length $l_p = 2\xi_0$. For comparison, the ‘localization length’ $\xi_{loc}(E)$ of the clean case [see Eq. (36)] is plotted with a dotted black curve, and exhibits a single lobe within the gap.

For the u-G model (black solid curve), $\xi_{loc}$ has a non-monotonous energy dependence: this type of disorder transforms the single-lobe of the clean case into a ‘Framboise-like’ pattern of lobes, with decreasingly high maxima, which extend also in the ‘supra-gap’ region and are separated by energy values of infinite localization length. These energy values correspond to resonances related to the lengths scale $l_p$ of the disorder. Indeed, although in each interval $j$ the phase fluctuates randomly, for the particular energy values $E = \pm \sqrt{\Gamma_p^0 + (m\pi h v_F / l_p)^2}$ ($m = 1, 2, \ldots$) the transfer matrix $m^{(j)}_p$ becomes proportional to the identity matrix, independent of the local random value $\phi^{(j)}_p$ of the phase (see the Appendix).

In contrast, the c-RW model (red dashed curve) leaves the clean case behavior essentially unchanged, with the only visible effect of smoothening the transition at $E = \Gamma_p^0$ from the ‘sub-gap’ to the ‘supra-gap’ region, where the localization length is reduced to a finite value with respect to the clean case. Notice that the phase-step parameter $\Delta \phi_p$ of the c-RW model [see Eq. (38)] has been purposely chosen to be smaller but not much smaller than $2\pi \ (\Delta \phi_p = \pi/2)$, to emphasize that the result of the clean

FIG. 4. (Color online) Three different models of disorder fluctuations for the phase $\phi_p$ of the tunneling amplitude [see Eqs. (37)-(38) and (39)]. The horizontal axis represent the longitudinal coordinate along the junction, divided into $N$ intervals with a size $l_p$. 

a) u-G model (uncorrelated Gaussian)

b) c-RW model (correlated Random-walk)

c) c-LC model (Linear and Continuous)
The quite different behaviors are described in the text. The quite different behaviors are different models of phase fluctuations depicted in Fig. 4 and in units of $\xi_l / \xi_{loc}$ curve represents the clean case result into a smooth Gaussian-like energy profile, with a thin solid curve) transforms the sharp lobe of the clean case into a smooth Gaussian-like energy profile, with a thin solid curve) and the c-LC model (blue thin solid curve) and gives rise to the local energy shift $E' \rightarrow E - \hbar \nu_F k_F^{(j)}$. In contrast, for piece-wise constant $\phi_p(x)$ and $\tau \cdot b_{p,E}(x)$, space-ordering can be dropped within each interval, and no shift arises.

**B. Sample averaging**

The energy dependence of the localization length directly impacts sample-averaged quantities. Denoting by $\langle \ldots \rangle$ the average over samples with different disorder realizations, the sample-averaged transmission coefficient $T_p$, the ‘typical’ transmission coefficient

$$T_p^{typ} = \exp[\ln T_p]$$

and the transmission fluctuations

$$\delta T_p = \sqrt{(T_p - T_p^{typ})^2}$$

can be compared with $\xi_{loc}$. The result is shown in Fig. 5 for phase fluctuations following the u-G model (panel a) and the c-LC model (panel b). As one can see, $T_p$ (black solid line) and $T_p^{typ}$ (red dashed line) are different (in particular $T_p^{typ} < T_p$), a typical signature that 1D disordered systems are not self-averaging. Furthermore, the fluctuations $\delta T_p$ (blue dotted line) are of the order of the average transmission and, as expected for mesoscopic samples, do not decrease with an increasing number of samples. For the u-G model, all these three quantities follow the ‘Fraunhofer-like’ energy pattern of the phase varies from one interval to another does matter in determining $\xi_{loc}$, as is apparent from the different behaviors of the u-G model (black solid curve) and the c-LC model (blue thin solid curve) in Fig. 5. We observe that, while both models deviate from the clean case, at a given value of $\xi_0 / L$ the c-LC model exhibits the most striking difference. Indeed, the effect of a linearly varying phase is to produce a local shift of the electron energy $E \rightarrow E - \hbar \nu_F k_F^{(j)}$, related to the phase variation rate $-2k_F^{(j)}$ in Eq. (39). Such an energy shift does not occur for piecewise constant phase fluctuations, as can be seen by comparing the expressions for the electron field evolution operator $U_{p,E}$ within a given interval $j$ in the two cases, explicitly given in the Appendix, Eqs. (A2) and (A3) and (A8) and (A9). Because the transmission coefficient is strongly energy dependent, such an energy shift can effectively displace the local transmission of that interval from the ‘sub-gap’ regime to the ‘supra-gap’ regime and vice versa, even when $|\Gamma_p|$ is not fluctuating. When the sequence of all intervals is now considered, for a value of energy $E$ corresponding to the ‘sub-gap’ (‘supra-gap’) region of the clean case, a c-LC disordered sample also exhibits intervals in the conducting ‘supra-gap’ (‘sub-gap’) regime. This is the reason why for the blue thin solid curve $\xi_{loc}(E)$ increases (decreases) for $|E| < \Gamma_p$ ($|E| > \Gamma_p$), as compared to the thin dotted black curve for the clean case. At a more formal level, this effect stems from the fact that a linearly varying phase $\phi_p$ results into a space-dependent $b_{p,E}(x)$ vector, so that the matrices $\tau \cdot b_{p,E}(x)$ and $\tau \cdot b_{p,E}(x')$ at any two different points do not commute, even within each interval. Space-ordering $T$ in Eq. (19) is thus crucial in determining the evolution operator $U_{p,E}$, and gives rise to the local energy shift $E \rightarrow E - \hbar \nu_F k_F^{(j)}$.
\( \xi_0/\xi_{loc}(E) \), shown in Fig.[3] and given in Fig. [b], as a thin black line as a guide to the eye. The transmission coefficient reaches 1 and its fluctuations \( \delta T_p \) vanish at the energy values for which \( \xi_{loc} \) diverges. For the c-LC model, the fluctuations \( \delta T_p \) exhibit a local minimum at \( E = 0 \), as shown in Fig.[3b]. Its origin can be understood in terms of the energy-shift effect \( E \rightarrow E - \hbar v_F k_p(x) \) that arises in this model and is discussed above. For a given value of \( \text{SD}(k_p) \), the energy ranges in which \( T_p \) is less affected by such disorder-induced shift are small energies \( |E| \ll \Gamma_0^p \) and very high energies \( |E| \gg \Gamma_0^p \), where the local transmission is likely to remain in the ‘sub-gap’ region and in the ‘supra-gap’ region, respectively, despite the fluctuating shift. This is why \( \delta T_p \) are minimal in these ranges. When, however, the amount of the fluctuating energy shift becomes much bigger than the clean case ‘gap’ \( \Gamma_0^p \) (i.e. for \( \hbar v_F \text{SD}(k_p) \gg \Gamma_0^p \)), the minimum at \( E = 0 \) increases and the fluctuations \( \delta T_p \) become energy independent. We also notice that, while in a single sample the phase fluctuations typically lead to a \( T_p \) that is not particle-hole symmetric (see the red dashed curve in Fig[2]), Fig[6] shows that particle-hole symmetry is recovered upon sample averaging.

V. DISCUSSION

A. Geometrical vs electrical disorder

We now want to discuss the previous results in terms of realistic systems, identifying situations where the three models of phase fluctuations can be applied. As observed in the Introduction, in realistic implementations of helical edge state tunnel junctions, disorder has mainly two origins. One is the presence of roughness in the borders delimiting the constriction, which causes the width \( W(x) \) of the junction to fluctuate along the longitudinal direction \( x \). We shall refer to that as the ‘geometrical disorder’. The second origin is the presence of locally fluctuating potentials, due to the oxides arising at the etching process and/or to the amorphous dielectric below the top gate. We shall refer to the latter as the ‘electrical disorder’.

Concerning the geometrical disorder, it is worth mentioning that current lithographic techniques allow us to obtain an extremely precise profile. Thus, although some roughness is ultimately unavoidable due to lithographic resolution (\( \sim 20 \text{nm} \)), one can quite reasonably treat the local width \( W(x) \) as a fluctuating variable that is sharply peaked around its average value \( W \sim 100 - 300 \text{nm} \) [see Fig[2b]]. Because \( W(x) \) determines the local absolute value \( |\Gamma_p(x)| \) of the tunneling amplitude, one can fairly claim that the distribution of \( |\Gamma_p(x)| \) is also sharply peaked around its average value. The Rayleigh distribution (i.e. the distribution of the absolute value of a complex Gaussian variable) is not particularly peaked, for its standard deviation is proportional to its average value, \( \text{SD}(|\Gamma_p|) \sim 0.52 \langle |\Gamma_p| \rangle \), and it overestimates the

![Figure 6](Color online) Energy dependence of sample-averaged transmission: the average transmission \( \overline{T_p} \) (black solid curve), the ‘typical’ transmission \( T_p^{typ} \) [see Eq.(40)] (red dashed curve), and the transmission fluctuations \( \delta T_p \) [see (41)] (blue dotted curve). Here \( l_p = 2\xi_0 \), \( N = 6 \) and averaging has been performed over \( 6 \times 10^5 \) samples. a) the u-G model and b) the c-LC model for phase fluctuations (see Fig.[4]). In both cases the behavior of \( \xi_0/\xi_{loc} \) has also been reported (thin black solid curve) as a guide to the eye. The disorder parameter for the c-LC model is \( \text{SD}(k_p) = 2/\xi_0 \).
actual amount of fluctuations of \(|\Gamma_p(x)|\). Nevertheless, even when the fluctuations of \(|\Gamma_p(x)|\) are assumed to follow such a distribution, the transmission coefficient turns out to be essentially unaltered with respect to the clean case, as we have shown in Sec. [II]. We conclude that, for practical purposes, one can fairly approximate the absolute value as being locked to its average value, \(|\Gamma_p(x)| \approx \Gamma_p^0\), corresponding to the sharply peaked average width. To estimate the amount of phase fluctuations, one observes that the local tunneling amplitude \(\Gamma_p(x)\) is related to the overlap integral between the two uncoupled edge states wavefunctions \(\Phi(x, y)\) over a local randomly varying area \(A(x) \sim l_p W(x)\) centered around a longitudinal point \(x\) over the typical roughness length-scale \(l_p\). Because the wavefunctions are of the form \(\Phi(x, y) = e^{i k x} \varphi(y)\) where \(\varphi(y)\) is a real function that exponentially decays, the only contribution to phase fluctuations is roughly \(\Delta \phi_p^{(j)} \sim k \delta s^{(j)}\), where \(\delta s^{(j)}\) is the difference between the lengths of the two edge profiles around \(x\) [see Fig. 7b]. For the helical states the Dirac spectrum is centered around \(k = 0\), so that for a 1 meV energetic electron one has \(k \sim 10^5 m^{-1}\), while the roughness \(\delta s\) is limited by a lithographic resolution of 20 nm. It is thus reasonable to assume that \(\Delta \phi_p^{(j)} < 1\) and that the phase fluctuations due to geometrical disorder are fairly small. They can be accounted for by either the c-RW model (with a parameter \(\Delta \phi_p < 1\)) or the c-LC model (with a parameter SD(\(k_p\) ) \(< 1\)). In this limit small step-like variations and linear variations with a small slope are equivalent. For the above reasons, we believe that in realistic junctions geometrical disorder due to roughness does not play a major role.

For the electrical disorder the scenario is richer. Let us consider the random potential \(V_p(x)\), which consists of the sum of various electric potential sources, and denote by \(\lambda_p\) the typical extension range of these potential centers, and by \(l_p\) their average distance from each other (notice that the value of \(l_p\) for the electrical disorder can of course differ from the roughness length-scale mentioned above for the geometrical disorder). There can be two limiting configurations, depicted in panels b) and c) of Fig. 7 in the case with \(\lambda_p \gg l_p\) [panel b)], the average of the potential over the distance \(l_p\) is fairly representative of the potential distribution at such a lengthscale. Thus, in defining a coarse grained disorder one can assign a constant value of the potential to the interval (denoted by black thick lines). In contrast, in the opposite regime \(\lambda_p \ll l_p\) [panel c)] the inhomogeneous distribution of strongly peaked potential centers cannot be replaced by the averaged potential over \(l_p\). However, this difference can be reworded in terms of the phase \(\phi_p\) of the tunneling amplitude. Indeed, as shown in Sec. [IV A] with the gauge transformation \(\phi_p \rightarrow \phi_p + \delta \phi_p\) one can eliminate the potential \(V_p(x)\) by introducing a renormalized phase \(\phi_p \rightarrow \phi_p^\prime\) of the tunneling amplitude, given by the integral of \(V_p\) [see Eq. [12]]. Thus, in the first case \(\lambda_p \gg l_p\) one obtains a linearly varying phase [dashed red line in panel b)], and the c-LC model applies. In the second case, \(\lambda_p \ll l_p\), the phase exhibits jumps at the potentials source centers [dashed red line in panel c)]. The amount of such phase jumps depends on the typical strength of the potential peaks, \(\Delta \phi_p \sim \int_{l_p} dx V_p(x)/v_F\). The situation of sharp and strong peaks \((\Delta \phi_p \sim 2\pi)\) can be described by the u-G model, whereas for weaker peaks one can simply replace Eq. [17] for the u-G model by a uniform distribution with \(\Delta \phi_p < 2\pi\), similarly to what has been done in the analysis of Fig. 5.

**Experimental conditions.** Tunnel junctions in QSHE can be realized by lateral etching of HgTe/CdTe and InAs/GaSb quantum wells, and lithographic techniques can be exploited to tailor arbitrary shapes. The presence of the top gate enables one to enter the QSHE regime and to tune the Fermi level \(E_F\). For constriction widths \(W \sim 100 – 200 \text{ nm}\) in the HgTe/CdTe case, one obtains a tunneling amplitude magnitude \(|\Gamma_p^0| \sim 0.25 – 2.5 \text{ meV}\) These energy values are
well below the bulk gap and are experimentally accessed\textsuperscript{32} Using the value of the Fermi velocity \( v_F \approx 0.5 \times 10^6 \text{ m/s} \) a lengthscale \( \xi_0 = \hbar v_F / |\Gamma_0| \approx 0.1 \sim 1 \mu\text{m} \) is obtained. For InAs/GaSb quantum wells, smaller values for \( \xi_0 \) may be expected, due to a Fermi velocity \( v_F \approx 2 \times 10^4 \text{ m/s} \) that is more than one order of magnitude smaller than that in HgTe/CdTe edge states.\textsuperscript{33} Thus, for an \( L \sim 1 \mu\text{m} \) long junction, one has \( \xi_0 / L \sim 0.1 \sim 1 \). The geometrical disorder and the electrical disorder discussed above thus occur over a typical lengthscale \( L_0 < \xi_0 \), whose value depends on the specific fabrication method.

### B. Differences from a disordered quantum wire

Formal analogies arise between the disordered tunnel junction of helical states and the problem of a 1D disordered quantum wire. Indeed the \( \Gamma_p(x) \) term and the \( V_p(x) \) term play the role of backward scattering (BS) and forward scattering (FS) in a disordered wire, respectively.

There are, however, various aspects that distinguish the problem of a tunnel junction of helical edge states from the case of a quantum wire. In the first instance, far away from the constriction region the helical states eventually separate, enabling one to separately measure the backscattering and the transmitted currents, given by Eqs. (7) and (8), respectively, for an injection from e.g. terminal 2.\textsuperscript{22} This separation is not possible in a quantum wire.

Secondly, while in a quantum wire impurities are typically distributed everywhere, here disorder is effective over only the finite length \( L \) of the constriction, because topological protection from disorder occurs away from the tunnel junction.

Furthermore, in quantum wires the disorder effects should be compared with the disorder-free case, which is a clean conducting wire with a roughly energy independent transmission coefficient. As a consequence, only one typical electron lengthscale can be compared with the disorder fluctuation lengthscale, namely, the Fermi wavelength \( \lambda_F \) of a traveling wave in the clean state at the Fermi energy, which is of the order a few angstroms. In contrast, a clean tunnel junction with a uniform tunneling \( \Gamma_p(x) \equiv \Gamma_0 \exp[i\phi_p] \) exhibits a much richer structure.

Indeed one can identify the ‘sub-gap’ region \( |E| < \Gamma_0 \), characterised by decaying electron waves with a wavelength that takes the minimal value \( \xi_0 = \hbar v_F / |\Gamma_0| \) at \( E = 0 \) and diverges at \( E = \Gamma_p \), and the ‘supra-gap’ region \( |E| > \Gamma_0 \), characterised by traveling waves with a wavelength decreasing in energy down to a behavior \( \lambda_k \approx \hbar v_F / E \) for high energies. This causes the energy dependence of the clean-case localization length Eq. (36).

When investigating the disorder effects in a tunnel junction, such rich energy dependence of the clean case becomes crucial.

Finally, in a disordered quantum wire, FS and BS terms have the same physical origin, namely the presence of impurities in the wire, and are associated with the \( k \approx 0 \) and \( k \approx 2k_F \) Fourier components of the impurity potential, respectively, so that disorder always involves both terms. In contrast, in a tunnel junction \( \Gamma_p(x) \) is mainly due to the geometrical disorder and \( V_p(x) \) is due to the electrical disorder, and we have argued above that the former disorder is significantly less relevant than the latter.

This difference has severe physical implications, which can be described by invoking the gauge transformation \textsuperscript{29} that casts the FS term \( V_p \) into the renormalized phase \( \phi'_p \) [see Eq. (12)] of a new BS term \( \Gamma'_p = |\Gamma_p| \exp[i\phi'_p] \). Now, if the original \( \Gamma_p \) is a Gaussian-distributed BS term, then the new \( \Gamma'_p \), obtained after the gauge is also a Gaussian distributed variable. The FS term is thus effectively canceled by the local correlation of the original BS term \( \Gamma_p(x) \Gamma'_p(x') = \eta_0 \delta(x - x') \), and does not play any role. This is indeed the case of a quantum wire.\textsuperscript{29} However, if the original BS can be considered to be not disordered, the FS term indirectly induces a fluctuating BS term \( \Gamma'_p \), via Eq. (29). The non-locality of the gauge transformation (12) maps an uncorrelated disorder on the FS term \( V_p \), \( V_p(x) V_p(x') = \eta_0 \delta(x - x') \), into a correlated non-Gaussian disorder on the BS term \( \Gamma_p \), whose space-correlations are related to the distribution parameter \( \eta_0 \) of the FS term \( V_p \). This effect causes the strikingly different behaviors of the localization length in the u-G and the e-LC models, described by the black solid curve and the red dashed curve in Fig. 3. Notice that this phenomenon is essentially different from the more customary case of the Anderson model with correlated disorder, where correlations are introduced directly on the disordered potential,\textsuperscript{60–64} and is more similar to the case of periodic-on-average systems.\textsuperscript{65}

### VI. CONCLUSIONS

We have analyzed the effects of disorder on a tunnel junction of helical edge states (Fig. 1) using an effective 1D model where the tunneling amplitude \( \Gamma_p(x) = |\Gamma_p(x)| \exp[i\phi_p(x)] \) is randomly varying along the longitudinal direction of the junction. The analysis of the transmission coefficient \( T_p \) of individual samples has shown that the disorders of the absolute value \( |\Gamma_p| \) and of the phase \( \phi_p \) of the tunneling amplitude lead to quite different effects, the latter being typically more relevant in the physical regime \( L_0 \lesssim \xi_0 < L \), as shown in Fig. 2. In particular, in the regime \( L_0 \ll \xi_0 < L \), the fluctuations of \( \phi_p \) can even suppress tunneling strongly, leading to an energy independent transmission coefficient (see Fig. 3).

This is in striking contrast to the behavior of a clean junction, where the transmission coefficient is independent of the value of the phase.

Furthermore, we have also shown that, when phase fluctuations by an amount of about \( \Delta\phi_p \sim 2\pi \), the way the phase fluctuates also becomes important. In particular, we have analyzed three different models for phase fluctuations (see Fig. 4), and we have shown that the en-
ergy dependence of the localization length $\xi_{loc}(E)$ is dramatically different for the three cases, as illustrated in Fig. 5. Furthermore, the sample-averaged transmission, displayed in Fig. 6, turns out to be different. Finally, we have discussed the physical situations where these three models apply in realistic tunnel junction implementations, and we have outlined the differences with respect to disordered quantum wires.
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Appendix A: Transfer Matrix for the three phase disorder models

The tunnel region is divided into $N$ intervals $[x_{j-1}; x_j]$ ($j = 1, \ldots, N$), characterised by the disorder lengthscale $l_p$ each. Here $x_0$ and $x_N = x_f$ are the left and right extremal points of the tunnel region, respectively. Within each interval the absolute value of the tunneling amplitude is assumed to take a constant value

$$|\Gamma_p(x)| \equiv |\Gamma^{(j)}_p| \quad x_{j-1} \leq x < x_j . \quad (A1)$$

The phase $\phi_p(x)$ fluctuates from one interval to another according to the three different models described in Sec. IV A. The transfer matrix of the sample is obtained from the evolution operator through Eq. (22), where the evolution operator $U_{p,E}(x_f; x_0)$ is provided here below for the three phase fluctuation models:

i) models u-G and c-RW

For the u-G and c-RW models the phase takes a constant value $\phi^{(j)}_p$ within each interval, given by Eqs. (37) and (38), respectively. The total evolution operator across the junction is given by

$$U_{p,E}^\mu(x_f; x_0) = \prod_{j=N}^1 U_{p,E}^\mu(x_j; x_{j-1}) , \quad (A2)$$

where $x_N = x_f$ and $\mu = u$-G, c-RW, and

$$U_{p,E}^\mu(x_f; x_{j-1}) = T e^{-i \int_{x_{j-1}}^{x_f} \tau \cdot b^{(j)}_{p,E}(x') dx'} = e^{-i \int_{x_{j-1}}^{x_f} \tau \cdot b^{(j)}_{p,E}} \left\{ \begin{array}{ll} \tau_0 \cos(k^{(j)}_E l_p) - i \tau \cdot b^{(j)}_{p,E} \frac{\sin(k^{(j)}_E l_p)}{k^{(j)}_E} & \text{for } |E| > |\Gamma^{(j)}_p| \\ \tau_0 \cosh(q^{(j)}_E l_p) - i \tau \cdot b^{(j)}_{p,E} \frac{\sinh(q^{(j)}_E l_p)}{q^{(j)}_E} & \text{for } |E| < |\Gamma^{(j)}_p| \end{array} \right. \quad (A3)$$

is the evolution operator in the $j$-th interval. Here

$$k^{(j)}_E = \frac{\sqrt{E^2 - |\Gamma^{(j)}_p|^2}}{\hbar v_F} \quad \text{for } |E| > |\Gamma^{(j)}_p| \quad (A4)$$

and

$$b^{(j)}_{p,E} = \left( -i |\Gamma^{(j)}_p| \sin \phi^{(j)}_p , i |\Gamma^{(j)}_p| \cos \phi^{(j)}_p (x) , -E \right) .$$

ii) model c-LC

For this model the phase $\phi_p(x)$ varies linearly within each interval according to Eq. (39). The related $b^{c-LC}_p(x)$ vectors in Eq. (15) oscillate in space and, as a consequence, the matrices $\tau \cdot b^{c-LC}_p(x)$ and $\tau \cdot b^{c-LC}_p(x')$ at any two different points do not commute, even within the same interval $j$, so that

$$T e^{-i \int_{x_{j-1}}^{x_f} \tau \cdot b^{c-LC}_p(x') dx'} \neq e^{-i \int_{x_{j-1}}^{x_f} \tau \cdot b^{c-LC}_p(x') dx'} \quad (A5)$$

This makes the evaluation of the time-ordered exponential in (19) a priori non-trivial. To circumvent this problem, we observe that the linearly continuous behavior [39] can be rewritten as

$$\phi^{c-LC}_p(x) = \phi^0_p - 2 \int_{x_0}^x k_p(x') dx' . \quad (A6)$$

where $\phi^0_p$ is a constant and $k_p(x)$ is a random piece-wise constant function

$$k_p(x) \equiv k^{(j)}_p \quad x_{j-1} \leq x < x_j . \quad (A7)$$

The phase (A6) can thus be regarded to as the result of an applied gauge transformation (25), upon setting $\phi^{c-LC}_p(x) = \phi^0_p - \Gamma^{c-LC}_p(x)$ and $V_p(x) = \hbar v_F k_p(x)/e$. Then, the evolution operator for the c-LC model is easily written [see Eq. (11)] as

$$U_{p,E}^{c-LC}(x_f; x_0) = e^{i \int_{x_0}^{x_f} k_p(x') r_x} \prod_{j=N}^1 U_{p,E}(x_j; x_{j-1}) , \quad (A8)$$
with

$$U_{p,E}(x_j;x_{j-1}) =$$

$$\begin{cases} 
\tau_0 \cos(\tilde{k}_E^{(j)} l_p) - i \mathbf{r} \cdot \mathbf{b}^{(j)}_{p,E} \frac{\sin(\tilde{q}_E^{(j)} l_p)}{\tilde{q}_E^{(j)}} & \text{for } |E - \hbar v_F k_p^{(j)}| > |\Gamma_p^{(j)}| \\
\tau_0 \cosh(\tilde{q}_E^{(j)} l_p) - i \mathbf{r} \cdot \mathbf{b}^{(j)}_{p,E} \frac{\sinh(\tilde{q}_E^{(j)} l_p)}{\tilde{q}_E^{(j)}} & \text{for } |E - \hbar v_F k_p^{(j)}| < |\Gamma_p^{(j)}| 
\end{cases}$$

(A9)

$$\tilde{k}_E^{(j)} = \sqrt{(E - \hbar v_F k_p^{(j)})^2 - |\Gamma_p^{(j)}|^2}$$

(A10)

Here

$$\tilde{q}_E^{(j)} = \sqrt{k_p^{(j)}|^2 - (E - \hbar v_F k_p^{(j)})^2}$$

are the local wavevectors and

$$\mathbf{b}^{(j)}_{p,E} = \frac{-i |\Gamma_p^{(j)}| \sin \phi_p, i |\Gamma_p^{(j)}| \cos \phi_p, \hbar v_F k_p^{(j)} - E}{\hbar v_F}$$

are the local ‘magnetic’ fields that the gauge transformation would transform into the $b_{p,E}^{\text{LC}(j)}$ fields.

---

[1] C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005), and Phys. Rev. Lett. 95, 226801 (2005); B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science 314, 1757 (2006); B. A. Bernevig and S.-C. Zhang, Phys. Rev. Lett. 96, 160802 (2006).

[2] M. König, S. Wiedmann, C. Brüne, A. Roth, H. Buhmann, L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang, Science 318, 766 (2007); M. König, H. Buhmann, L. W. Molenkamp, T. L. Hughes, C.-X. Liu, X.-L. Qi, and S.-C. Zhang, J. Phys. Soc. Jpn. 77, 031007 (2008); C. Brüne, A. Roth, H. Buhmann, E. M. Hankiewicz, L. W. Molenkamp, J. Maciejko, X.-L. Qi, and S.-C. Zhang, Nat. Phys. 8, 485 (2012); K. C. Nowack et al., Nat. Mater. 12, 787 (2013).

[3] M. Z. Hasan, and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).

[4] X.-L. Qi and S. C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).

[5] C. Xu, and J. E. Moore, Phys. Rev. B 73, 045322 (2006).

[6] C. Wu, B. A. Bernevig, and S.-C. Zhang, Phys. Rev. Lett. 96, 106401 (2006).

[7] N. Lezmy, Y. Oreg, M. Berkooz, Phys. Rev. B 85, 235304 (2012).

[8] J. I. Väyrynen, M. Goldstein, and L. I. Glazman, Phys. Rev. Lett. 110, 216402 (2013).

[9] J. C. Budich, F. Dolcini, P. Recher, and B. Trauzettel, Phys. Rev. Lett. 108, 086602 (2012).

[10] A. Ström, H. Johannesson, and G. I. Japaridze, Phys. Rev. Lett. 104, 256804 (2010).

[11] F. Crépin, J. C. Budich, F. Dolcini, P. Recher, and B. Trauzettel, Phys. Rev. B 86, 121106 (2012).

[12] T. L. Schmidt, S. Rachel, F. von Oppen, and L. I. Glazman, Phys. Rev. Lett. 108, 156402 (2012).

[13] T. Geissler, F. Crépin, and B. Trauzettel, Phys. Rev. B 89, 235136 (2014).

[14] V. Cheianov, and L. I. Glazman, Phys. Rev. Lett. 110, 206803 (2013).

[15] J. Maciejko, C. Liu, Y. Oreg, X.-L. Qi, C. Wu, and S.-C. Zhang, Phys. Rev. Lett. 102, 256803 (2009).

[16] Y. Tanaka, A. Furusaki, K. A. Matveev, Phys. Rev. Lett. 106, 236402 (2011).

[17] G. Dolcetto, F. Cavaliere, and M. Sassetti, Phys. Rev. B 89, 125419 (2014).

[18] P. Delplace, J. Li, and M. Büttiker, Phys. Rev. Lett. 109, 246803 (2012).

[19] D. I. Pikulin, T. Hyart, Shuo Mi, J. Tworzydło, M. Wimmer, and C. W. J. Beenakker, Phys. Rev. B 89, 161403(R) (2014).

[20] Y. Xing and Q.-f. Sun, Phys. Rev. B 89, 085309 (2014).

[21] J. Li, R. L. Chu, J. K. Jain, S.-Q. Shen, Phys. Rev. Lett. 102, 136806 (2009).

[22] H. Jiang, L. Wang, Q.F. Sun, and X. C. Xie, Phys. Rev. B, 80, 165316 (2009).

[23] C. W. Groth, M. Wimmer, A. R. Akhmerov, J. Tworzydło, and C.W. J. Beenakker, Phys. Rev. Lett. 103, 106805 (2009).

[24] L. Chen, Q. Liu, X. Lin, X. Zhang, and X. Jiang, New J. Phys. 14, 043028 (2012).

[25] A. Girschik, F. Libisch, and S. Rotter, Phys. Rev. B 88, 014201 (2013).

[26] C. Day, Phys. Today 61(1), 19 (2008); A. Roth, C. Brüne, H. Buhmann, L. W. Molenkamp, J. Maciejko, X.-L. Qi, and S.-C. Zhang, Science 325, 294 (2009); J. E. Moore, Nature (London) 464, 194 (2010); X.-L. Qi, and S.-C. Zhang, Phys. Today, 63(1) 33 (2010); Z. Qiao, S. A. Yang, B. Wang, Y. Yao, and Q. Niu, Phys. Rev. B 84, 035431 (2011); A. Inhofer, and D. Bercioux, Phys. Rev. B 88, 235412 (2013); T. Yokoyama, and S. Murakami, Physica E (Amsterdam, Neth.), 55, 1 (2014).

[27] J. C. Y. Teo and C. L. Kane, Phys. Rev. B 79, 235321 (2009).

[28] C.-Y. Hou, E.-A. Kim, and C. Chamon, Phys. Rev. Lett. 102, 076602 (2009).

[29] A. Ström, and H. Johannesson, Phys. Rev. Lett. 102, 096806 (2009).

[30] J. Nilsson, and A. R. Akhmerov, Phys. Rev. B 81, 205110 (2010).

[31] C.-X. Liu, J. C. Budich, P. Recher, and B. Trauzettel,
The time-reversal (TR) transformation is

$$T = (i\sigma_y \otimes \tau_z)K,$$

where $K$ denotes complex conjugation. Notice that, although the combinations $\tau \cdot b_{p, E}$ and $\sigma \cdot b_\sigma$ are odd under TR, the way they appear in the Hamiltonian (13) does preserve TR, due to the presence of the additional $\tau_z$ matrix acting in the chirality space.