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Abstract
We present our work in progress exploring the possibilities of a shared embedding space between textual and visual modality. Leveraging the textual nature of object detection labels and the hypothetical expressiveness of extracted visual object representations, we propose an approach opposite to the current trend, grounding of the representations in the word embedding space of the captioning system instead of grounding words or sentences in their associated images.

Based on the previous work, we apply additional grounding losses to the image captioning training objective aiming to force visual object representations to create more heterogeneous clusters based on their class label and copy a semantic structure of the word embedding space. In addition, we provide an analysis of the learned object vector space projection and its impact on the IC system performance.

With only slight change in performance, grounded models reach the stopping criterion during training faster than the unconstrained model, needing about two to three times less training updates. Additionally, an improvement in structural correlation between the word embeddings and both original and projected object vectors suggests that the grounding is actually mutual.

1 Introduction
The task of image captioning (IC) or image description generation focuses on generating a sentence describing a given input image. Combining the tasks from computer vision and natural language generation, IC has become an important task for the currently dominant deep learning research. The emergence of image captioning datasets such as MSCOCO (Lin et al., 2014) or Flick30k (Plummer et al., 2017) has also greatly helped the research progress in this area.

Throughout the years, several captioning approaches have been suggested. In the early days of neural IC, the systems were trained mainly in the end-to-end fashion using an output of a convolutional neural network (CNN) for conditioning a sequential language model to generate an output caption. The CNN output consisting of some mid-level image features was either used to initialize the language model decoding (Vinyals et al., 2017) or fed directly into each decoding step via attention mechanism (Xu et al., 2015). Despite its good performance, these models are hard to interpret and it has been shown that they mainly exploit distributional similarity in the multimodal feature space (Madhyastha et al., 2018).

Recently, several methods that suggest using information about the objects present in the image were revisited. Object information is usually extracted via an object detection network (Girshick et al., 2014; Ren et al., 2015; Redmon et al., 2016) and consists of a set of bounding boxes locating the objects and labels that describe them. Treating such labels as a simple bag-of-objects (BOO) representations Wang et al. (2018) or using a context-dependent encoding of the detected objects Yin and Ordonez (2017) and using them to initialize the language model can outperform IC systems using CNN features as their input. Also, using explicitly detected objects makes these models easier to interpret.

Even though the detection-based IC systems show promising results, by design, they are bound to fail at distinguishing images with identical BOO representations as shown in Figure 1. The image contains the same number of detected animals (dogs and cows) with different location distribution. Even though we can alleviate the BOO identity by incorporating the location (Yin and Ordonez, 2017)
Figure 1: Example of two images where an identical sets of objects were detected even though the actions related to the objects differ (e.g. upper: dog jumping, lower: dog lying down).

and size (Wang et al., 2018) of the objects into the model, it should be impossible for the model to capture details about the actions tied to the objects (dog jumping vs dog lying down). Using a more robust (detailed) object detector might help to solve this problem, but we argue that it is often too costly and task-specific.

Instead of using embedded object detection labels, Anderson et al. (2018) proposed a method using intermediate object representations (called bottom-up attention) extracted from the CNN features via their object bounding boxes. According to their results, these object features are more effective than the “raw” CNN features. We also hypothesise that these features are more descriptive than the combination of object labels and bounding boxes. The potential problem of this approach is that the parts of the network (CNN, object detection network) are trained independently which can lead to different representational spaces for each modality. This can be partially fixed by end-to-end fine-tuning of the whole captioning pipeline, but again this can be quite costly.

In this work we propose a novel method of grounding of the pretrained intermediate visual object representations (VOR) in the textual embedding space. We also focus on the analysis of the learned VOR projections and their relationship with the IC captioning performance. The paper is structured as follows: In section 2, we provide a brief overview of the previous work on multimodal grounding and shared embedding space representational learning. In section 3, we describe our method. In section 4, we describe the settings and results of our experiments and the learned projection space analysis. Section 5 concludes the paper.

2 Related Work

Currently, there is an ongoing research studying shared multimodal representation learning. Inspired by human perception, the aim is to find a way to comprehensively represent information from various sensory inputs. In the case of deep learning, these sensory inputs are usually represented by different parts of the neural network model. This is often difficult to accomplish either due to a fact that we usually train these parts of the network separately on different tasks or by a lack of constraints that would force the network to learn better semantically correlated representations between the modalities, the latter being referred to as a heterogeneity gap (Guo et al., 2019).

In the case of combining a visual and textual modality, current research focuses mainly on the natural language grounding in its visual counterpart. This is motivated by a difference in occurrence between the textual representation of objects and their relations and their actual real-world frequency (Gordon and Van Durme, 2013). Majority of the current work therefore focus on reducing this bias between text and reality.

There are generally two approaches towards the textual grounding: a word-level and a sentence-level approach. The word-level methods either learn grounded representations separately for each modality first and combine them later (Silberer and Lapata, 2014; Collell et al., 2017) or learn them jointly from multiple sources (Hill et al., 2016). This can be done by taking a standard word embedding objective, e.g. continuous bag-of-words (Mikolov et al., 2013a) or skip-gram (Mikolov et al., 2013b) and introducing an additional training objective to force the word vectors to imitate the structure of the related visual features (Lazari-dou et al., 2015) or visual context (Zablocki et al., 2018).

The sentence-level methods usually try to learn grounded sentence representations by adding an ad-
ditional training objective for predicting visual features associated with the sentence (Chrupała et al., 2015; Kiela et al., 2018). They accomplish this via cross-modal projection, however, according to Collell and Moens (2018), the learned cross-modal mapping does not properly preserve the structure of the original representation space. To address this issue, Bordes et al. (2019) suggest using an intermediate grounded space as it weakens the imposed constraint on the textual representations.

The currently most common approach towards IC is to condition a language model on the intermediate visual features extracted by an image processing network. These features can be either general feature map or bounded to objects detected inside the picture. Ideally, we would like the language model to extract important details about the input from these features, however, Madhyastha et al. (2018) show that these models mostly exploit a distributional similarity in the multimodal feature space, finding the closest training examples in the multimodal space and combining their captions to describe the test image.

In spite of that, we think that intermediate VORs extracted by an object detection network can contain more useful information than we are currently able to exploit. Since word embeddings are a crucial part of the IC decoder, we assume that by grounding object features in the word embedding space using the embeddings of their labels can help the IC decoder to better extract structural information about the input image. This idea seems even more plausible with the attention-based IC decoders (Xu et al., 2015; Anderson et al., 2018), where decoder learns to shift its focus to different parts of an image during the caption generation process.

3 Proposed Method

In this section, we describe our proposed method starting from its model architecture, the motivation behind grounding of VORs in a word embedding space and the investigated grounding methods.

3.1 Model

Our model implementation is based on the one proposed by Anderson et al. (2018). For a given image, the model takes an input set of \( k \) feature vectors \( \mathbf{v} = \{v_1, ..., v_k\} \), \( v_i \in \mathbb{R}^{d_{in}} \), where \( d_{in} \) is the vector dimension. These vectors can be extracted either directly from the object detection network, such as Faster RCNN (Ren et al., 2015) or by cropping out the relevant object regions from the CNN feature map using methods such as region-of-interest (RoI) pooling (Girshick et al., 2014).

Since we use only fixed image/object feature vectors in this work, we want to learn a following transformation \( f(\cdot) \) of the input:

\[
z_i = f(v_i)
\]

where \( z_i \in \mathbb{R}^d \), \( d \) being a dimension of the projected vector space, is a feature representation specific for our image captioning task. The transformation \( f(\cdot) \) can be either linear transformation or a MLP.

The transformed features \( \mathbf{z} = \{z_1, ..., z_k\} \) are then passed to the LSTM decoder (Hochreiter and Schmidhuber, 1997). The decoder consists of two stacked LSTM layers; a top-down attention layer and a language model layer. Figure 2 shows a schematic overview of the model.

At time step \( t \in \{1, ..., T\} \), we encode a previously generated output symbol \( y_{t-1} \) using an embedding matrix \( W_e \in \mathbb{R}^{d \times |V|} \), where \( V \) is the captioning symbol vocabulary, producing an input embedding vector \( x_t \):

\[
x_t = W_e \phi(y_{t-1})
\]

where \( \phi \) converts the symbol \( y_{t-1} \) to its corresponding one-hot encoding. We then pass a concatenation of the input vector \( x_t \), mean-pooled transformed features \( \bar{z} = \frac{1}{k} \sum_i z_i \), and a previous hid-
den state from the second layer $h^2_{t-1}$ to the top-down attention LSTM layer:

$$h^1_t = LSTM^1([x_t, z, h^2_{t-1}], h^1_{t-1})$$  (3)

The top-down LSTM output $h^1_t$ is then passed to an attention layer together with the transformed feature vectors producing a context vector $c_t$:

$$c_t = Att(h^1_t, z)$$  (4)

where $Att(\cdot)$ is an attention mechanism (Bahdanau et al., 2015). Following the previous work, we use the concat attention described in Luong et al. (2015).

A concatenated output of the attention layer $c_t$ and the top-down LSTM layer $h^1_t$ is then passed to the language LSTM layer producing a hidden state $h^2_t$:

$$h^2_t = LSTM^2([c_t, h^1_t], h^2_{t-1})$$  (5)

Using the second hidden state, we produce a conditional probability distribution over the symbol vocabulary using a following transformation:

$$p(y_t|y_{1:t-1}) = Softmax(W_yh^2_t + b_o)$$  (6)

where $W_y \in \mathbb{R}^{|V| \times d}$ is output projection matrix and $b_o \in \mathbb{R}^{|V|}$ is bias. Getting the output probability distribution for each decoding time step, we can compute the distribution over the entire caption space as their product over the time steps:

$$p(y_{1:T}) = \prod_{t=1}^{T} p(y_t|y_{1:t-1})$$  (7)

We initialize $y_0$ with special beginning of sentence symbol and $h^0_0, h^2_0$ with zero values.

### 3.2 Grounding methods

The main idea behind the VOR grounding is to transform the object features in such a way that the IC decoder can extract necessary information in an easier way. This approach improves the performance on downstream tasks when the learned projection is between two spaces with a same modality (Artetxe et al., 2016, 2018), however to our knowledge, it is still unclear how well this can be applied when different modalities are involved.

We decided to perform an initial experiment with a simple IC system. We used MSCOCO (Lin et al., 2014) with Karpathy splits (Karpathy and Li, 2015)\(^1\), using training dataset for training and development dataset for training validation. For each example, we extracted a feature map using Oxford VGG16 (Simonyan and Zisserman, 2015) pretrained on ImageNet (Russakovsky et al., 2015) with fixed weights. Then we applied ground truth bounding boxes from the MSCOCO dataset to pool the object features out of the feature map.

The IC system used a following function for input projection:

$$f(v_i) = W_{in}v_i$$  (8)

The size of the projection, embeddings and LSTM were 512. We used batch size 100, learning rate 2e-3 and applied early stopping when the CIDEr (Vedantam et al., 2014) score on the development dataset did not improve for 10 epochs.

We then looked at the learned embeddings and the input projection. To analyze the embeddings, we extracted a subset of 65 words that overlap with the MSCOCO object detection labels. We analyzed object vectors extracted from the instances in the development dataset. Since each object class contains a various number of object vectors, we decided to compute object centroids for each class as the class representation. We used t-SNE (van der Maaten and Hinton, 2008) for vector visualization.

Figure 3 shows a proximity comparison between the object centroid space to the word embedding space (left) and a cluster overlap of the class vectors for a chosen subset of classes (right). We compare the VORs before the linear projection (top) and after its application.

We can see, that without any implicit constraints, the IC system tries to learn a mapping that closes the distance between the object representations and word embeddings. However, both representations differ in the way they model relationships between the classes (e.g. carrot being close to the animals in the centroid cluster and distant in the word embedding cluster when projected by t-SNE). Furthermore, we can see that the learned input projection is unable to explicitly separate clusters of objects with a same class label. We hypothesise that by explicitly learning to separate these clusters we can improve the model performance.

Based on these observations, we decided to apply an idea presented by Bordes et al. (2019) and ground the projected VOR space in the word embedding space using their grounding objectives. Similarly, we constrain our input projection function $f(v_i, \theta_f)$ by an additional grounding objective:

\(^1\)http://cs.stanford.edu/people/karpathy/deepimagesent
The cluster loss alone does not provide any direct basis for the grounding in the textual modality. Our hypothesis is that a separation of VORs with different class labels without any structure can hurt the performance since it disregards actual relations between the classes. For example in Figure 3, even though we want the representations of dog, cat and train to be in separate cluster, we still want most of the time to have dog closer to cat rather then the train because they are semantically closer.

The perceptual information loss $L_P$ aims to solve this problem by modeling relations between the object representations based on the relations of the word embeddings of their labels. Bordes et al. (2019) express these relations through vector similarities, formulating the following loss:

$$L_P = -\rho(\{\text{sim}_{i,j}^{\text{obj}}\}, \{\text{sim}_{i,j}^{\text{text}}\})$$

where $\rho$ is Pearson correlation. The similarity functions $\text{sim}_{i,j}^{\text{obj}}$ and $\text{sim}_{i,j}^{\text{text}}$ are defined as follows:

$$\text{sim}_{i,j}^{\text{obj}} = \cos(z_i, z_j)$$
$$\text{sim}_{i,j}^{\text{text}} = \cos(W_e \phi(c(z_i)), W_e \phi(c(z_j)))$$

where $\phi$ denotes a class of the object vector. 

Due to the memory constraints, in practice we sample a subset of triplets $(z_i, z_j, z_k)$ of size $N$ from a training batch and normalize the loss sum by the number of valid triplets per sample. Using this loss we aim to explicitly separate clusters of object features according to their classes and examine what effect it has on the learning abilities of the image captioning system.
Similar to cluster loss, we sample a subset of object vectors from the batch. Note that we compute similarity correlation only using vector pairs that belong to different classes to avoid further clustering this process might lead to.

4 Experiments

4.1 Experiment setup

Similar to our initial run, we use MSCOCO dataset in our experiments with the Karpathy splits. During training, we use CIDEr score on the validation split (5,000 images) as the early stopping criterion and we report results measured on the test split (another 5,000 images). We use a default caption preprocessing available at the NeuralTalk2 (Karpathy and Li, 2015) codebase, resulting in a captioning vocabulary of size around 9570 tokens.

In all our following experiments, we use the following network parameters:

- batch size: 100
- optimizer: Adam (Kingma and Ba, 2015)
- initial learning rate: 2e-3
- exponential decay: 0.8, every 6000 steps
- gradient clipping (by norm): 1.0
- dropout: 0.2
- maximum sentence length: 16

When we compute the $L_C$ and $L_P$, we sample $N = 500$ object vector instances from a current batch. During training, we use teacher forcing (Sutskever et al., 2014) where at each time step we use a ground truth token as an input instead of a previous network output. We use greedy decoding during inference, outputting a token with the highest probability at each time step. This is to remove any other variables from our experiments. In practice, sampling techniques like beam search are commonly used to avoid phenomena such as exposure bias (Bengio et al., 2015; Ranzato et al., 2016).

In our experiments, we investigate two scenarios based on the process of the object feature extraction, CNN+SSD and Bottom_Up+SSD.

**CNN+SSD.** We use a Single Shot Multibox Detector (SSD) network available at Tensorflow Object Detection API (Huang et al., 2017). We decided to use the ssd.mobilenet.v2.coco model pretrained on the MSCOCO dataset mainly because of its fast performance. The object detector output consists of object bounding boxes and their labels, however, it does not provide us with any explicit object representation vectors. Therefore, we use the bounding boxes to extract object representations from the output of VGG16 (Simonyan and Zisserman, 2015) similar to our initial experiment. We use the 14x14x512 feature map extracted from the last convolutional layer before applying max pooling. Then, we apply RoI pooling on the feature map using the bounding boxes to extract the VORs.

**Bottom_Up+SSD.** We use pretrained object features provided by Anderson et al. (2018). They extract the features using Faster RCNN network initialized with ResNet-101 (He et al., 2016) pretrained on ImageNet (Russakovsky et al., 2015) which they fine tune on the Visual Genome (Krishna et al., 2017) dataset. They further modify the object classifier to also predict attribute classes for every detected object. The Visual Genome dataset contains a very large number of object and attribute classes, however, the authors use only a subset of 1600 object classes and 400 attribute classes for the model training.

The downside of using these pretrained features is a fact that the authors provide only the VORs and their bounding box information, however, they do not extract any object nor attribute labels. To assign the MSCOCO labels to the extracted VORs we compute an intersection-over-union (IoU) between the pretrained representation bounding boxes and the bounding boxes of the objects extracted by the SSD network we used in the CNN+SSD scenario. Each object representation then gets assigned a label with the highest IoU value. If there is an IoU overlap of 0 with every SSD bounding box, we assign an UNK label to the VOR vector.

In both scenarios, we provide a comparison with a baseline setting which is only optimized for the standard captioning cross-entropy objective. It optimizes the trainable parameters $\theta$ using the ground truth data. 

---

1. https://github.com/tensorflow/models/tree/master/research/object_detection
2. https://github.com/karpathy/neuraltalk2
3. https://github.com/peteanderson80/Up-Down-Captioner
Table 1: Comparison of the performance between the suggested model baselines (CNN-SSD, Bottom-Up+SSD) and their combination with the cluster loss (L_C), perceptual loss (L_P) or their combination (L_C + L_P). We include One-Hot model for comparison. Results outperforming their respective baseline are in **bold**.

| Model                        | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | ROUGE-L | CIDEr |
|------------------------------|--------|--------|--------|--------|---------|-------|
| **CNN + SSD**                | 64.6   | 46.0   | 31.8   | 22.0   | 47.1    | 68.9  |
| +L_C                        | **65.0** | **46.1** | **32.0** | **22.3** | 47.0    | **69.4** |
| +L_P                        | 63.2   | 44.1   | 29.8   | 20.1   | 45.6    | 65.5  |
| +L_C + L_P                  | 64.5   | 45.4   | 31.1   | 21.4   | 46.6    | 68.5  |
| **Bottom_Up + SSD**         | 65.0   | 46.4   | 32.3   | 22.4   | 47.1    | **70.5** |
| +L_C                        | 64.6   | 46.0   | 31.9   | 22.1   | 46.9    | 68.7  |
| +L_P                        | 64.5   | 45.9   | 31.8   | 22.0   | 46.6    | 68.5  |
| +L_C + L_P                  | 64.6   | 46.2   | 32.2   | 22.3   | 47.2    | 68.8  |
| **One-Hot** (SSD)           | 63.3   | 43.9   | 29.5   | 20.3   | 45.6    | 66.2  |

We normalize the sum by the caption length to simplify its combination with the grounding losses. We then compare a model variations trained using $L_{XE} + L_C$, $L_{XE} + L_P$ and $L_{XE} + L_C + L_P$ with the baseline. For the loss parameters, we set $\gamma = 0.5$ and $\alpha_C = \alpha_P = 1.0$.

For contrast, we also compare our results with a One-Hot model which only uses one-hot label representations extracted by the SSD object detector.

4.2 Results

Beside CIDEr, we used BLEU (Papineni et al., 2002) and ROUGE-L (Lin, 2004) metrics that are commonly used in the IC literature. We used the same implementation as in NeuralTalk2.\(^5\)

Table 1 shows a comparison between the described models. For CNN+SSD, we gained a small improvement using the clustering objective $L_C$. That means that even objects cropped from a general feature map by a separately trained object detector can benefit from properly constrained input projection. However, the perceptual loss seems to have a negative effect on the overall system performance, both alone ($L_P$) and leads to small drop in performance when combined with the cluster loss ($L_C + L_P$). However, Figure 4 shows that the grounded models reach the early stopping criterion about two to three times faster making their training much efficient.

The results are worse for the Bottom_Up+SSD where an additional training losses did not have any positive effect at all. We suspect that the main reason might be mislabeling of the pretrained object vectors because we used an SSD with lower rate of detection together with a portion of VOR vectors being assigned the generic UNK label.

Following Bordes et al. (2019), we also provide results of a structural analysis in Table 2. Note that we compute the mean nearest neighbor overlap (mNNO) (Collell and Moens, 2018) as a proportion neighbor overlap between the word embeddings and object feature centroids of clusters for each MSCOCO label. Other metrics are the same as the original paper.

Surprisingly, it seems that cluster homogeneity or a distinction between clusters is not crucial for the IC task. The unconstrained model seems to learn structure regardless of the vector clustering. On the other hand, the structure of the projected object vectors (mNNO) are always closer to the structure of the word embeddings regardless of whether we use the grounding losses or not.

The cluster loss was able to efficiently separate the clusters with different labels ($C_{inter} = 23.8$ and $25.3$ in both scenarios) while still maintaining some cluster homogeneity ($C_{intra} = 43.4$ and $48.9$ vs the $C_{intra} = 6.8$ and $3.7$ in the baselines).

The perceptual loss managed to achieve the best results regarding the mNNO between the centroids and word embeddings while disabling the default unclustering behaviour of the baseline. This in-

\(^5\)https://github.com/tylin/coco-caption
ability to separate the initial clusters could have been the reason for the lower CIDEr scores. The combination of both losses then led to the best structural similarity correlation ($\rho_{vis}$). Interesting observation is the overall increase in mNNO and visual correlation between the original VOR vectors and the learned word embeddings when the grounding losses are applied. This suggests that the grounding between the modalities is mutual: not only the VOR vectors are being grounded in the textual modality, the word embeddings are also being grounded in the projected VOR space.

The results of the structural analysis are similar between CNN-SSD and Bottom_Up-SSD while being slightly worse for the latter in the mNNO and $\rho_{vis}$. Again, this is probably due to a sub-optimal label assignment for the pretrained bottom-up features.

5 Conclusion

We presented a method for grounding of object feature vectors extracted by an object detection network in a word embedding space learned by the IC system and investigated a hypothesis whether such grounding can improve said IC system performance. We used previously proposed grounding losses to enforce clustering of the object features based on their class label and a distance correlation loss to enforce a structural similarity between these features and corresponding label embeddings.

The results indicate that while having similar performance measured by the automatic metrics, the grounded models converge about two to three times faster than the original baseline. Furthermore, the structural analysis showed that the unconstrained IC system completely ignores cluster information and is inclined to learn a projection that unclusters the object features regardless of their class. Finally, the proposed grounding methods enforce a mutual grounding between the projected object features and the word embedding space.

In future, we plan to confirm the results with a more descriptive set of object features properly trained on a larger set of object labels such as Visual Genome, to rule-out a possibility that our results were biased by the coarseness of the relatively small set of labels in MSCOCO dataset. We also plan to further investigate the mutual grounding using different layers of textual representation, e.g. intermediate or output states of the caption decoder.

Table 2: Analysis of the structure of the learned projection space. mNNO and $\rho_{vis}$ compare the original/projected object embedding space. Values in brackets ($C_{inter}$, $C_{intra}$) are related to the original non-projected object spaces. The best results outperforming the baseline are in bold. We include their respective CIDEr scores for comparison.

![Figure 4: Model performance on validation data during CNN+SSD training showing faster convergence of the grounded models.](image)
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