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Abstract

In this paper, Amplified Ant Colony (AAC) algorithm has been proposed for solving optimal reactive power problem. Mutation of Genetic algorithm (GA) is used in Ant Colony Algorithm (ACA) and the output of the GA is given as an input to the ACA. The proposed Amplified Ant Colony (AAC) algorithm has been tested on standard IEEE 118 & practical 191 bus test systems and simulation results show clearly the superior performance of the proposed Amplified Ant Colony (AAC) algorithm in reducing the real power loss & voltage profiles are within the limits.
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1. Introduction

The main objective of optimal reactive power problem is to minimize the real power loss and bus voltage deviation. Various numerical methods like the gradient method [1-2], Newton method [3] and linear programming [4-7] have been adopted to solve the optimal reactive power dispatch problem. Both the gradient and Newton methods have the complexity in managing inequality constraints. If linear programming is applied then the input- output function has to be uttered as a set of linear functions which mostly lead to loss of accuracy. The problem of voltage stability and collapse play a major role in power system planning and operation [8]. Evolutionary algorithms such as genetic algorithm have been already proposed to solve the reactive power flow problem [9-11]. Evolutionary algorithm is a heuristic approach used for minimization problems by utilizing nonlinear and non-differentiable continuous space functions. In [12], Hybrid differential evolution algorithm is proposed to improve the voltage stability index. In [13] Biogeography Based algorithm is projected to solve the reactive power dispatch problem. In [14], a fuzzy based method is used to solve the optimal reactive power scheduling method. In [15], an improved evolutionary programming is used to solve the optimal reactive power dispatch problem. In [16], the optimal reactive power flow problem is solved by integrating a genetic algorithm with a nonlinear interior
point method. In [17], a pattern algorithm is used to solve ac-dc optimal reactive power flow model with the generator capability limits. In [18], F. Capitanescu proposes a two-step approach to evaluate Reactive power reserves with respect to operating constraints and voltage stability. In [19], a programming based approach is used to solve the optimal reactive power dispatch problem. In [20], A. Kargarian et al present a probabilistic algorithm for optimal reactive power provision in hybrid electricity markets with uncertain loads. This paper introduces a novel Enhanced Ant colony Algorithm (EACA) for solving optimal reactive power dispatch problem. Genetic Algorithm (GA) and Ant Colony Algorithm (ACA) [21-26] has been combined to solve the reactive power problem. The proposed Amplified Ant Colony (AAC) algorithm has been tested on standard IEEE 118 & practical 191 bus test systems and simulation results show clearly the superior performance of the proposed Amplified Ant Colony (AAC) algorithm in reducing the real power loss & voltage profiles are within the limits.

2. Problem Formulation

2.1. Active Power Loss

The objective of the reactive power dispatch is to minimize the active power loss in the transmission network, which can be described as follows:

\[ F = PL = \sum_{k \in Nbr} g_k \left( V_i^2 + V_j^2 - 2V_i V_j \cos \theta_{ij} \right) \]  \( \cdots \) (1)

Or

\[ F = PL = \sum_{i \in N_g} P_{gi} - P_d = P_{gs \text{ack}} + \sum_{i \neq \text{slack}} P_{gi} - P_d \]  \( \cdots \) (2)

Where \( g_k \): is the conductance of branch between nodes i and j, \( Nbr \): is the total number of transmission lines in power systems, \( P_d \): is the total active power demand, \( P_{gi} \): is the generator active power of unit i, and \( P_{gs \text{ack}} \): is the generator active power of slack bus.

2.2. Voltage Profile Improvement

For minimizing the voltage deviation in PQ buses, the objective function becomes:

\[ F = PL + \omega_v \times VD \]  \( \cdots \) (3)

Where \( \omega_v \): is a weighting factor of voltage deviation.

\( VD \) is the voltage deviation given by:

\[ VD = \sum_{i=1}^{Npq} |V_i - 1| \]  \( \cdots \) (4)
2.3. Equality Constraint

The equality constraint of the optimal reactive power dispatch power (ORPD) problem is represented by the power balance equation, where the total power generation must cover the total power demand and the power losses:

\[ P_G = P_D + P_L \] (5)

This equation is solved by running Newton Raphson load flow method, by calculating the active power of slack bus to determine active power loss.

2.4. Inequality Constraints

The inequality constraints reflect the limits on components in the power system as well as the limits created to ensure system security. Upper and lower bounds on the active power of slack bus, and reactive power of generators:

\[ P_{g\text{slack}}^{\text{min}} \leq P_{g\text{slack}} \leq P_{g\text{slack}}^{\text{max}} \] (6)

\[ Q_{gi}^{\text{min}} \leq Q_{gi} \leq Q_{gi}^{\text{max}} , i \in N_g \] (7)

Upper and lower bounds on the bus voltage magnitudes:

\[ V_i^{\text{min}} \leq V_i \leq V_i^{\text{max}} , i \in N \] (8)

Upper and lower bounds on the transformers tap ratios:

\[ T_i^{\text{min}} \leq T_i \leq T_i^{\text{max}} , i \in N_T \] (9)

Upper and lower bounds on the compensators reactive powers:

\[ Q_c^{\text{min}} \leq Q_c \leq Q_c^{\text{max}} , i \in N_c \] (10)

Where \( N \) is the total number of buses, \( N_T \) is the total number of Transformers; \( N_c \) is the total number of shunt reactive compensators.

3. Genetic Algorithms

Genetic algorithms (GA’s) are search algorithms that work via the process of natural selection. They begin with a sample set of potential solutions which then evolves toward a set of more optimal solutions. Within the sample set, solutions that are poor tend to die out while better solutions mate and propagate their advantageous traits, thus introducing more solutions into the set that boast greater potential (the total set size remains constant; for each new solution added, an old one is removed). A little random mutation helps guarantee that a set won't stagnate and simply fill up with numerous copies of the same solution.
In general, genetic algorithms tend to work better than traditional optimization algorithms because they're less likely to be led astray by local optima. This is because they don't make use of single-point transition rules to move from one single instance in the solution space to another. Instead, GA's take advantage of an entire set of solutions spread throughout the solution space, all of which are experimenting upon many potential optima.

However, in order for genetic algorithms to work effectively, a few criteria must be met:

- It must be relatively easy to evaluate how "good" a potential solution is relative to other potential solutions.
- It must be possible to break a potential solution into discrete parts that can vary independently. These parts become the "genes" in the genetic algorithm.
- Finally, genetic algorithms are best suited for situations where a "good" answer will suffice, even if it's not the absolute best answer.

**Basic Mechanics of Genetic Algorithms**

The basic operations of the genetic algorithm are simple and straightforward:

- **Reproduction**: The act of making a copy of a potential solution.
- **Crossover**: The act of swapping gene values between two potential solutions, simulating the "mating" of the two solutions.
- **Mutation**: The act of randomly altering the value of a gene in a potential solution.

**Fitness Functions and Natural Selection**

As mentioned earlier, it's necessary to be able to evaluate how "good" a potential solution is relative to other potential solutions. The "fitness function" is responsible for performing this evaluation and returning a positive integer number, or "fitness value", that reflects how optimal the solution is: the higher the number, the better the solution.

The fitness values are then used in a process of natural selection to choose which potential solutions will continue on to the next generation, and which will die out. It should be noted, however, that natural selection process does not merely choose the top $x$ number of solutions; the solutions are instead chosen statistically such that it is more likely that a solution with a higher fitness value will be chosen, but it is not guaranteed. This tends to correspond to the natural world.

A common metaphor for the selection process is that of a large roulette wheel. Remembering that fitness values are positive integers, imagine that each potential solution gets a number of slots on the wheel equal to its fitness value. Then the wheel is spun and the solution on which it stops is selected. Statistically speaking, solutions with a higher fitness value will have a greater chance of being selected since they occupy more slots on the wheel, but even solutions with just a single slot still have a chance.

**4. Ant Colony Algorithm**

Based on the fact that ants are able to find the shortest route between their nest and a source of food. This is done using pheromone trails, which ants deposit whenever they travel, as a form of indirect communication. When ants leave their nest to search for a food source, they randomly rotate around an obstacle, and initially the pheromone deposits will be the same for the right and
left directions. When the ants in the shorter direction find a food source, they carry the food and start returning back, following their pheromone trails, and still depositing more pheromone. An ant will most likely choose the shortest path when returning back to the nest with food as this path will have the most deposited pheromone. For the same reason, new ants that later starts out from the nest to find food will also choose the shortest path. Over time, this positive feedback process prompts all ants to choose the shorter path.

Ant chooses direction using roulette wheel selection applied to the pheromone amounts. Than it moves arbitrarily to the place the vector points and does an arbitrary walk inside a local search radius. This radius can shrink in time to do more detailed searches around the point. The ant Fitness is then calculated from its position and the amount of pheromone on choosing direction vector is proportionally increased. If a better solution is found, the vector is changed to actual ant position.

5. Amplified Ant Colony (AAC) algorithm

In this phase, the ant colony algorithm is used as a mutation of GA, the output of the GA is given as an input to the ACA. The genetic algorithm undergoes the selection, crossover process and it gives the result. The result contains only one value which is optimal value. This is the procedure utilized in, Amplified Ant Colony (AAC) algorithm.

- Preliminary population
  Genetic algorithm initiate its work with a group of chromosomes (solutions) known as the preliminary population, members of this population be configured up arbitrarily.
- Fitness Function
  This step is the appraisal of solutions (chromosome).
- Creation of new generations

Selection
There are many different selection methods, such as elitist selection, rank selection and roulette wheel selection. In this paper, the roulette wheel selection technique is used. In roulette wheel selection, the individual is selected based on the relative fitness with its contestants. This is alike to dividing the wheel into a number of slices.

Crossover
There are many different crossover methods, in this paper, the arithmetic crossover is used. Arithmetic crossover operator linearly combines two parent chromosome vectors to create two new offspring according to the equations:

\[
\text{offspring}_1 = a \times \text{parent}_1 + (1 - a) \times \text{parent}_2
\]

\[
\text{offspring}_2 = (1 - a) \times \text{parent}_1 + a \times \text{parent}_2
\]

Where is “a” arbitrary weighting factor chosen before each crossover operation.
Using ACA as a mutation for GA according to the following steps

1) Chromosomes that have been obtained from the procedure of mating (crossover) is pass into ant colony algorithm, is calculate the probability \( P_{ij} \) of each chromosome according to the equation Probability,

\[
P_{ij} = \frac{T_{ij}}{\sum_{j=1}^{P} T_{ij}}
\]

Where \( T_{ij} \) is an amounts of pheromone, \( T_{ij} = 1 \) for each chromosome (solution) in preliminary state of algorithm, \( P \) number of chromosome, Set the iteration number \( L = 1 \).

2) Create arbitrary numbers in the range \((0,1)\), one for each ant. Number of ants= number of chromosomes.

3) Each ant chooses specific value (specific chromosome) if the ant be within the range of probability of the value (chromosome), this step is repeated for each ant.

4) Calculate the objective function values; determine the best and worst values among the values chosen by different ants.

\[
F_{best} = \min (values)
\]

\[
F_{worst} = \max (values)
\]

The greatest value is stored during each iteration within a matrix.

5) Test for the convergence. The procedure is assumed to converge if all ants take the same best value. If convergence is not attained, then assume that all the ants return home and start again in search of food. Set the new iteration number as \( L = L + 1 \), and modernize the pheromones on different values as,

\[
T_{ij}^{(L)} = T_{ij}^{(old)} + \sum_{K} \Delta T^{(K)}
\]

Where \( T_{ij}^{(old)} \) symbolizes the pheromone amount of the preceding iteration left after evaporation, which is taken as,

\[
T_{ij}^{(old)} = (1 - PP) * T_{ij}^{(L-1)}
\]

\( \sum_{K} \Delta T^{(K)} \) is the pheromone deposited by the best ant \( k \) and the summation extends over all the best ants \( k \) (if multiple ants take the same best path). The evaporation rate or pheromone decay factor \( PP \) is assumed to be in the range 0.48 to 0.79 and the pheromone deposited \( \sum_{K} \Delta T^{(K)} \) is computed using,

\[
\sum_{K} \Delta T^{(K)} = \frac{F_{best}}{F_{worst}}
\]

With the new values of \( T_{ij}^{(L)} \), go to step 1. Steps 1, 2, 3, 4 and 5 are repeated until the process converges, that is, until all the ants select the same best path. In some cases, the iterative process is stopped after completing a pre-specified maximum number of iterations (\( L_{max} \)).
6) Modernized generation: The matrix contains that best value is enter to genetic algorithm as population.
7) End Criterion: The iterative process is stopped after completing a pre-specified maximum number of generations of genetic algorithm.

6. Simulation Results

At first Amplified Ant Colony (AAC) algorithm has been tested in standard IEEE 118-bus test system [27]. The system has 54 generator buses, 64 load buses, 186 branches and 9 of them are with the tap setting transformers. The limits of voltage on generator buses are 0.95 -1.1 per-unit., and on load buses are 0.95 -1.05 per-unit. The limit of transformer rate is 0.9 -1.1, with the changes step of 0.025. The limitations of reactive power source are listed in Table 1, with the change in step of 0.01.

Table 1: Limitation of reactive power sources

| BUS | QCMAX | QCMin |
|-----|-------|-------|
| 5   | 34    | 44    |
| 37  | 10    | 10    |
| 45  | 0     | 0     |
| 46  | 15    | 0     |
| 48  | 0     | 0     |

The statistical comparison results have been listed in Table 2 and the results clearly show the better performance of proposed Amplified Ant Colony (AAC) algorithm.

Table 2: Comparison results

| Active power loss (p.u) | BBO [28] | ILSBBO/strategy1 [28] | ILSBBO/strategy1 [28] | Proposed AAC |
|-------------------------|----------|------------------------|------------------------|--------------|
| Min                     | 128.77   | 126.98                 | 124.78                 | 115.68       |
| Max                     | 132.64   | 137.34                 | 132.39                 | 120.12       |
| Average                 | 130.21   | 130.37                 | 129.22                 | 118.24       |

Then the Amplified Ant Colony (AAC) algorithm has been tested in practical 191 test system and the following results have been obtained. In Practical 191 test bus system – Number of Generators = 20, Number of lines = 200, Number of buses = 191 Number of transmission lines = 55. Table 3 shows the optimal control values of practical 191 test system obtained by AAC method. And table 4 shows the results about the value of the real power loss by obtained by Amplified Ant Colony (AAC) algorithm.

Table 3: Optimal Control values of Practical 191 utility (Indian) system by AAC method

| VG1 | 1.100 |
| VG 2 | 0.760 |
| VG 3 | 1.010 |
| VG 4 | 1.010 |
| VG 5 | 1.100 |
Table 4: Optimum real power loss values obtained for practical 191 utility (Indian) system by AAC method

| Real power Loss (MW) | AAC |
|----------------------|-----|
| Min                  | 140.226 |
| Max                  | 145.048 |
| Average              | 143.124 |

7. Conclusion

In this paper, Amplified Ant Colony (AAC) algorithm has been efficiently implemented to solve optimal Reactive Power problem. *Mutation of Genetic algorithm (GA) is used in Ant Colony Algorithm (ACA) and the output of the GA is given as an input to the ACA.* The proposed Amplified Ant Colony (AAC) algorithm has been tested on standard IEEE 118 & practical 191 bus test systems and simulation results show clearly the superior performance of the proposed Amplified Ant Colony (AAC) algorithm in reducing the real power loss & voltage profiles are within the limits.
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