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Abstract. This paper is concerned with sequential filtering based stochastic optimization (FSO) approaches that leverage a probabilistic perspective to implement the incremental proximity method (IPM). The present FSO methods are derived based on the Kalman filter (KF) and the extended KF (EKF). In contrast with typical methods such as stochastic gradient descent (SGD) and IPMs, they do not need to pre-schedule the learning rate for convergence. Nevertheless, they have limitations that inherit from the KF mechanism. As the particle filtering (PF) method outperforms KF and its variants remarkably for nonlinear non-Gaussian sequential filtering problems, it is natural to ask if FSO methods can benefit from PF to get around of their limitations. We provide an affirmative answer to this question by developing two PF based stochastic optimizers (PFSOs). For performance evaluation, we apply them to address nonlinear least-square fitting with simulated data, and empirical risk minimization for binary classification of real data sets. Experimental results demonstrate that PFSOs outperform remarkably a benchmark SGD algorithm, the vanilla IPM, and KF-type FSO methods in terms of numerical stability, convergence speed, and flexibility in handling diverse types of loss functions.
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1 Introduction

In this paper, we consider a type of optimization problem that arises in supervised machine learning (ML), formulated as below,

$$\min_{\theta \in \mathbb{R}^d} f(\theta) = \min_{\theta \in \mathbb{R}^d} \frac{1}{K} \sum_{k=1}^{K} f_k(\theta),$$  

(1)

$$f_k(\theta) = l(\theta | x_k, y_k), k = 1, \ldots, K,$$

where \( \{x_k, y_k\}_{k=1}^{K} \) denotes a number \( K \) of training data points, \( x \in \mathbb{R}^d \) the feature vector, \( y \) the label, and \( l \) the loss function. Such a finite-sum optimization problem is also known as empirical risk minimization (ERM) in the context of ML. We consider cases in which the number \( K \) is so large that it is infeasible to apply any first or second-order optimization methods that need to access gradients of \( f_k, k = 1, \ldots, K \), per iteration. When \( K \) takes a large value, the cost of evaluating and storing such gradients can be too expensive.

The massive scale of modern data sets poses a significant research challenge for developing efficient algorithms to solve such large-scale ERM problems [1, 2]. A large body of work has focused on the SGD methods. In principle, SGD can be regarded as a stochastic version of the gradient descent method [3, 4]. The key idea of SGD is to select a cheap, noisy but unbiased estimate of the true gradient of \( f \) for use. The common practice is to randomly choose one or a subset of the training data points, and then to estimate the gradient based on the chosen data points. SGD requires low computation and memory resources to run, and has a frequently fast initial convergence rate, while its performance is highly dependent on the scheduling of the step-size, also known as the learning rate. One has to elaborately design a schedule of the step-size for one dataset, while this schedule is incapable of adapting to other datasets characteristics. To improve the adaptivity or accelerate convergence rate of the vanilla SGD, much work has been conducted such as Momentum [5], Nesterov accelerated gradient [6], Adagrad [7], Adadelta [8], Adaptive Moment Estimation (Adam) [9], Nesterov-accelerated Adaptive Moment Estimation (Nadam). These improved methods can perform better than the vanilla SGD, while they also require human effort for hyper-parameter tuning.

IPM, an alternative approach to SGD, has also raised concerns [10–12]. IPM runs a sequence of proximal operators, each of which minimizes a single or a mini-batch of components in the additive cost function. Each proximal operator searches over a constrained local parameter space centered around the solution given in the former iteration. IPM is preferable to SGD for linear cases since it has an analytical solution [10, 11]. For nonlinear cases, no analytical solution exists anymore; instead, a numerical solver is required at every proximal searching step, rendering the searching process computationally inefficient [10, 11]. Besides, when the estimated minimum approaches the actual minimum, IPM tends to be numerically unstable, due to the lack of a mechanism to reduce the step-size [12].
Based on a probabilistic explanation of the proximity operator, KF has recently been applied to improve IPM. The introduction of the KF iteration into the IPM provides a natural dampening mechanism for parameter updates, rendering the resulting KF-IPM algorithm much more numerically stable than the vanilla IPM [12]. Nevertheless, for KF-IPMs, there are two severe problematic issues that inherit from the intrinsic limitations of KF. First, KF-IPMs only work for cases in which each component $f_k$ of the cost function $f$ takes a specific form $f_k(\theta) = (y_k - h_k(\theta))^2$; otherwise, the closed-form update formulas are not available. Second, when $h_k$ is highly nonlinear, an extended KF (EKF) should be applied instead of KF; the resulting EKF-IPM algorithm is likely to be divergent, due to model mismatch resulted from the application of the first-order linearization of $h_k$. The presence of the aforementioned problematic issues hinders the KF type IPMs from being widely used in ML tasks. For example, if a logistic loss function $f_k(\theta) \triangleq \log(1 + \exp(-y_k x_k^\top \theta))$ is adopted, the KF type IPMs cannot be applicable, as the KF updating formula is not available. Here $A^\top$ denotes the transposition of $A$ (we assume that both $\theta$ and $x$ are column vectors).

In this paper, we investigate whether stochastic optimization can benefit from the PF theory to get around the limitations of KF-IPM and EKF-IPM. We provide an affirmative answer to this research question. Specifically, we develop the PF based stochastic optimization (PFSO) algorithm and show that it owns desirable properties that have been beyond the capability of previous methods. Some related solutions are proposed for ad hoc scenarios, e.g., operations and logistics [13–18]. We do not consider such applied methods here since they have no direct connection to the research question of our concern. Instead, we select the most representative and generic algorithms, including the vanilla IPM, KF-IPM, EKF-IPM, and a typical SGD algorithm termed Adaline [4], for performance comparison in Section 5.

The remainder of this paper is organized as follows. In Section 2, we briefly review the link between KF and IPM. In Section 3, we present the proposed PFSO method in detail. In Section 4, we discuss connections between our methods and other related work. In Section 5, we present experimental results that demonstrate the superiority of our methods. Finally, we conclude the paper in Section 6.

2 Revisit the link between KF and IPM

Here we briefly review the link between KF and IPM. This review provides the necessary background information required for developing the proposed PFSO method in Section 3.

IPMs solve problems of the form (1) iteratively. Each iteration produces an updated estimate of $\theta$. Denote the estimate of $\theta$ generated at iteration $k$ as $\hat{\theta}_k$. Given $\theta_{k-1}$, only a single component $f_k$ of the objective function is involved for generating $\hat{\theta}_k$. Specifically, $\hat{\theta}_k$ is obtained through solving the following
problem

\[ \theta_k = \text{prox}_{\lambda, f_k} (\theta_{k-1}) = \arg \min_{\theta \in \mathbb{R}^d} \left[ f_k(\theta) + \lambda \|\theta - \theta_{k-1}\|_2^2 \right] \tag{2} \]

where prox denotes the proximal operator, \( \lambda \in \mathbb{R}_+ \) a regularization parameter, \( \mathbf{V} \in \mathbb{R}^{d \times d} \) a symmetric positive definite matrix, \( \|\mathbf{a}\|_2^2 \mathbf{V}^{-1} \) the inverse of \( \mathbf{V} \). The same as in [12], we slightly abuse the notation \( f_k \) here for simplicity, which stands for \( f_{j_k} \), where \( j_k \) is a random sample drawn uniformly from the set \{1, 2, \ldots, n\}. For cases in which \( f_k(\theta) = (y_k - x_k^T \theta)^2 \), the solution to (2) is shown to be [12]:

\[ \theta_k = \theta_{k-1} + \frac{\mathbf{V}_{k} (y_k - x_k^T \theta_{k-1})}{\lambda + x_k^T \mathbf{V}_{k-1} x_k} \tag{3} \]

Now we define a model that consists of a prior density function and a likelihood function as follows,

\[ p(\theta) = \mathcal{N}(\theta; \theta_0, \mathbf{V}_0), \quad p(y_k|\theta) = \mathcal{N}(y_k; x_k^T \theta, \lambda), \tag{4} \]

where \( \mathcal{N}(\theta; \mathbf{A}, \mathbf{B}) \) denotes a Gaussian distribution with mean vector \( \mathbf{A} \) and covariance matrix \( \mathbf{B} \). Let \( y_{1:k} = \{y_1, \ldots, y_k\} \). Since both the prior density and the likelihood function are Gaussian, the posterior distribution \( p(\theta|y_{1:k}) \) is also Gaussian. Let \( p(\theta|y_{1:k}) = \mathcal{N}(\theta; \theta_k, \mathbf{V}_k) \). Then we have [12, 19]:

\[ \theta_k = \theta_{k-1} + \frac{\mathbf{V}_{k-1} x_k (y_k - x_k^T \theta_{k-1})}{\lambda + x_k^T \mathbf{V}_{k-1} x_k}, \tag{5} \]

\[ \mathbf{V}_k = \mathbf{V}_{k-1} - \frac{\mathbf{V}_{k-1} x_k x_k^T \mathbf{V}_{k-1}}{\lambda + x_k^T \mathbf{V}_{k-1} x_k}. \tag{6} \]

The above equations (5)-(6) constitute the recursion of KF-IPM at iteration \( k \). It is shown that the term \( \mathbf{V} \) in (3) is now replaced with \( \mathbf{V}_{k-1} \) in (5). The corresponding proximity operator addressed by KF-IPM can be formulated as

\[ \theta_k = \text{prox}_{\lambda, f_k} (\theta_{k-1}) = \arg \min_{\theta \in \mathbb{R}^d} \left[ f_k(\theta) + \lambda \|\theta - \theta_{k-1}\|_2^2 \right] \tag{7} \]

Comparing (7) with (2), one can see that KF-IPM is a special type of IPMs that tunes its matrix parameter \( \mathbf{V} \) across iterations. It has been demonstrated that, by adapting \( \mathbf{V} \) according to (6), KF-IPM is markedly more numerically stable than the vanilla IPM [12].

The above KF-IPM recursion is only applicable for cases in which \( y_k \approx x_k^T \theta \) and \( f_k \) takes the form \( f_k = (y_k - x_k^T \theta)^2, k = 1, \ldots, K \). The EKF-IPM is derived to handle cases in which \( y_k \approx h_k(\theta) \), \( f_k \) takes the form \( f_k = (y_k - h_k(\theta))^2, k = 1, \ldots, K, \) and \( h_k \) is nonlinear and differentiable. The recursion of EKF-IPM is [12]

\[ \theta_k = \theta_{k-1} + \frac{\mathbf{V}_{k-1} \mathbf{a}_k (y_k - h_k(\theta_{k-1}))}{\lambda + \mathbf{a}_k^T \mathbf{V}_{k-1} \mathbf{a}_k}, \tag{8} \]
\[ V_k = V_{k-1} - \frac{V_{k-1} a_k a_k^\top V_{k-1}}{\lambda + a_k^\top V_{k-1} a_k} \]  
\text{(9)}

where \( a_k = \nabla_{\theta} h_k(\theta_{k-1}) \), \( \nabla_{\theta} \) denotes the gradient operator with respect to \( \theta \).

Despite advantages over the vanilla IPM, such KF-IPMs have two unresolved issues that keep them from being more widely applied. The first one is that to apply KF-IPMs, the component function \( f_k \) should take a specific form \( f_k(\theta) = (y_k - h_k(\theta))^2 \). ML applications often involve other forms of nonlinear loss functions, e.g., the logistic loss \( f_k(\theta) = \log(1 + \exp(-y_k x_k^\top \theta)) \). For such cases, neither KF-IPM nor EKF-IPM can be employed. The second issue is that, if \( h_k \) is highly nonlinear, the estimate given by EKF-IPM is likely to be divergent due to a significant model mismatch caused by the first-order linearization of \( h_k \). In the next section, we propose PFSO methods that elegantly resolve the above issues.

3 The Proposed Particle-based Stochastic Optimization Methods

In this section, we show how to apply PF as an alternative of KF to address the stochastic optimization problem formulated in (1). We first present a generic particle-based scheme that extends KF-IPMs. Then we introduce the proposed algorithms to implement this scheme.

3.1 A Particle-based Scheme for Stochastic Optimization

Let consider a model defined by a prior density function and a likelihood function as follows,

\[ p(\theta) = N(\theta; \theta_0; V_0) \]; \( p(y_k|\theta) = \exp(-f_k(\theta)/\lambda). \]  
\text{(10)}

In this model, the prior density function is the same as that in (4), while the form of the likelihood function is different. Recall that the model defined by (4) is the basis on which KF-IPM is derived. At iteration \( k \), KF-IPM outputs \( \theta_k \) as an updated estimate of \( \theta \), which is exactly the mean of the posterior \( \pi_k(\theta) \equiv p(\theta|y_{1:k}) \). In model (10) considered here, we allow \( f_k \) to take any form, while, for ease in presentation, we focus on the logistic loss \( f_k(\theta) = \log(1 + \exp(-y_k x_k^\top \theta)) \) in what follows. For this logistic loss case, neither KF-IPM nor EKF-IPM is applicable for calculating the mean of the posterior, due to the lack of analytical recursion equations. Here we resort to particle-based methods to estimate the mean \( \theta_k \) of the posterior \( \pi_k(\theta) \).

The basic idea is to run a sequential importance sampling (SIS) procedure to simulate \( \pi_k(\theta) \), \( k = 1, 2, \ldots, K \). Then one can seek an estimate \( \hat{\theta}_k \) of \( \theta_k \) by making use of the samples yielded from the simulation. The SIS procedure is the backbone of all PF methods. Following the standard in PF related literature, we call sampled values of \( \theta \) as “particles” in what follows. Suppose that, standing at the beginning of iteration \( k \), we have a weighted particle
set \{\theta_{k-1}^i, \omega_{k-1}^i\}_{i=1}^N$, which provides a Monte Carlo approximation to \(\pi_{k-1}(\theta)\), namely

\[
\pi_{k-1}(\theta) \simeq \sum_{i=1}^N \omega_{k-1}^i \delta_{\theta_{k-1}^i},
\]

where \(\delta_x\) denotes the delta-mass function located at \(x\). Then a two-stage operation is performed in the SIS procedure. First, draw a set of new particles \(\{\theta_k^i\}_{i=1}^N\) from a proposal function \(q_k: \theta_k^i \sim q_k(\cdot)\). Then, calculate the importance weights of these particles as follows

\[
\hat{\omega}_k^i = \omega_{k-1}^i \times \frac{\pi_k(\theta_k^i)}{q_k(\theta_k^i)}, \quad i = 1, \ldots, N,
\]

\[
\omega_k^i = \frac{\hat{\omega}_k^i}{\sum_{j=1}^N \hat{\omega}_k^j}, \quad i = 1, \ldots, N.
\]

Under mild conditions and with an appropriate design of the proposal function, this updated particle set can provide a satisfactory Monte Carlo approximation to \(\pi_k(\theta)\) [20], namely,

\[
\pi_k(\theta) \simeq \sum_{i=1}^N \omega_k^i \delta_{\theta_k^i}.
\]

Then one can calculate \(\hat{\theta}_k\) as below

\[
\hat{\theta}_k = \frac{1}{N} \sum_{i=1}^N \omega_k^i \theta_k^i.
\]

The SIS algorithm has a seriously problematic issue, namely the variance of the importance weights increases stochastically over iterations [20]. The variance increase will cause the phenomenon of particle degeneracy, which means that, after a few iterations, one of the normalized importance weights approaches one, while others tend to zero. To reduce particle degeneracy, a resampling procedure is usually used to eliminate particles with low importance weights and duplicate particles with high importance weights [20]. Several resampling schemes, such as residual resampling and minimum variance sampling, have been proposed, while their impacts on the final performance are not significantly different among each other [21]. We used residual resampling in all our experiments in Section 5. A pseudo-code illustrating the PF scheme for stochastic optimization is presented in Algorithm 1.

The PFSO scheme provides the basis for developing PF based stochastic optimization algorithms, while a critical issue, namely the choice of the proposal function \(q_k\), has not been addressed so far. For sampling from \(\pi_k(\theta)\), we hope that, by choosing an appropriate \(q_k\), the variance of the importance weights can tend to zero. The choice of the proposal function plays an important role in reducing the variance of the importance weights [20–22]. An empirical guideline is to choose one that mimics the target distribution but has heavier tails. In the following subsections, we present two algorithm designs to implement the PFSO scheme.
Algorithm 1: PFSO: A generic PF scheme for stochastic optimization

1: Initialization: Draw a random sample \( \{ \theta_0^i \}_{i=1}^N \) from \( \pi_0(\theta_0) \). Set \( \omega_0^i = 1/N, \forall i \). (Here and in what follows, ‘\( \forall i \)’ means ‘for all \( i \) in \( \{1, \ldots, N\} \)’)
2: for \( k = 1, \ldots, K \) do
3: Sample \( \theta_k^i \sim q_k(\theta_k), \forall i; \)
4: Calculate the importance weights of the particles: \( \hat{\omega}_i^k = \frac{\pi_k(\theta_i^k)}{q_k(\theta_i^k)}, \forall i; \)
5: Normalize the importance weights: \( \omega_i^k = \frac{\hat{\omega}_i^k}{\sum_{i=1}^N \hat{\omega}_i^k}, \forall i; \)
6: Set \( \hat{\theta}_k = \sum_{i=1}^N \omega_i^k \theta_i^k; \)
7: Resampling step: Eliminate/duplicate samples with low/high importance weights, respectively, yielding \( N \) equally weighted particles \( \theta_k^i \) approximately distributed as \( \pi_k(\theta) \); Set \( \omega_k^i = 1/N, \forall i. \)
8: end for

3.2 Kernel Smoothing based PFSO

Here we adopt a kernel smoothing technique, referred to as Liu and West method [23] in the literature, to generate new particles in the context of PFSO. The resulting algorithm is termed kernel smoothing based PFSO (KS-PFSO). Suppose that, standing at the beginning of iteration \( k \), we have at hand a weighted particle set \( \{ \theta_{k-1}^i, \omega_{k-1}^i \}_{i=1}^N \), that satisfies \( \pi_{k-1}(\theta_{k-1}) \simeq \sum_{i=1}^N \omega_{k-1}^i \theta_{k-1}^i \). We calculate the mean and variance of \( \pi_{k-1}(\theta_{k-1}) \) with particle approximation. Denote the approximated mean and variance by \( \hat{m}_{k-1} \) and \( \hat{V}_{k-1} \), respectively. Then sample \( \epsilon_k \sim \mathcal{N}(0_d, \gamma \hat{V}_{k-1}) \) and set

\[
\theta_k^i = \rho \theta_{k-1}^i + (1-\rho) \hat{m}_{k-1} + \epsilon_k, \quad (16)
\]

where \( 0_d \) denotes a \( d \)-dimensional zero valued vector, \( \rho \) and \( \gamma \) are free parameters chosen to satisfy \( \rho^2 + \gamma = 1 \), ensuring the mean and variance of these new-born particles to be correct [23]. The operation in (16) brings two desirable effects. First, particle rejuvenation is achieved. Second, it retains the mean of the particles, and meanwhile avoids over-dispersion of these new particles [23]. Set the value of \( \rho \) to approach 1, then, from (16), one can infer that the position of \( \theta_k^i \) will be close to \( \theta_{k-1}^i \), \( i = 1, \ldots, N \) and the corresponding proposal \( q_k(\theta) \) from which the new particles are drawn is approximately equivalent to \( \pi_{k-1}(\theta) \). According to (12), the importance weights of the new-born particles are obtained as follows

\[
\hat{\omega}_k^i = \omega_{k-1}^i p(y_k|\theta_k^i), i = 1, \ldots, N, \quad (17)
\]

\[
\omega_k^i = \frac{\hat{\omega}_k^i}{\sum_{j=1}^N \hat{\omega}_k^j}, i = 1, \ldots, N. \quad (18)
\]

Note that, after the resampling step, all particles have the same importance weight \( 1/N \), and thus (17) can be substituted with a simpler calculation, namely \( \hat{\omega}_k^i = p(y_k|\theta_k^i) \). The KS-PFSO algorithm is summarized as follows in Algorithm 2.
Algorithm 2 The KS-PFSO Algorithm

1: Initialization: Draw random particles \{\theta^i_0\}_{i=1}^N from \pi_0(\theta_0) \triangleq \mathcal{N}(\theta_0, \hat{V}_0)

Set \hat{m}_0 = \theta_0 and \omega^0_i = 1/N, \forall i.

2: for \(k = 1, \ldots, K\) do

3: Sample \(\theta^i_k\) using Eqn.(16), \forall i.

4: Calculate importance weights of the particles: \(\hat{\omega}^i_k = p(y_k|\theta^i_k), \forall i\).

5: Normalize the weights: \(\omega^i_k = \hat{\omega}^i_k / \sum_{i=1}^N \hat{\omega}^i_k\), \forall i.

6: Set \(\hat{\theta}_k = \sum_{i=1}^N \omega^i_k \theta^i_k\).

7: Set \(\hat{m}_k = \theta_k, \hat{V}_k = \sum_{i=1}^N \omega^i_k (\theta^i_k - \hat{m}_k)(\theta^i_k - \hat{m}_k)^T\).

8: Resampling step: the same as in Algorithm 1.

end for

3.3 Random Perturbation Assisted PFSO

In KS-PFSO, as shown in Algorithm 2, a resampling procedure is adopted to reduce particle degeneracy. This procedure results in multiple copies of the fittest particles and removal of low weight particles, which may lead to a phenomenon called particle impoverishment [20]. The extreme case is that, after the resampling step, all \(N\) particles take the identical value. The effect of particle impoverishment can be more disastrous if \(N\) takes a small value. Here we present a random perturbation assisted PFSO (RP-PFSO), in which a random perturbation step is introduced to strengthen particle diversity after the resampling step. The idea is to move each particle, say \(\theta^i_k\), to a new state \(\tilde{\theta}^i_k\), if the following condition satisfies

\[ v \leq \min \left\{1, \frac{p(y_k|\tilde{\theta}^i_k)}{p(y_k|\theta^i_k)} \right\}, \tag{19}\]

where \(v \sim \mathcal{U}_{[0,1]}\) and \(\mathcal{U}_{[0,1]}\) denotes uniform distribution over \([0,1]\). The candidate state \(\tilde{\theta}^i_k\) is a random sample drawn from a Gaussian distribution centered at \(\theta^i_k\). As shown in (19), as long as \(p(y_k|\tilde{\theta}^i_k) \geq p(y_k|\theta^i_k)\), the new state \(\tilde{\theta}^i_k\) will be accepted. Even if \(p(y_k|\tilde{\theta}^i_k) < p(y_k|\theta^i_k)\), the new state \(\tilde{\theta}^i_k\) will also be accepted with a probability \(p(y_k|\tilde{\theta}^i_k)/p(y_k|\theta^i_k)\). Therefore, we improve the particle diversity by performing a local exploration biased toward higher likelihood regions recommended by \(y_k\). The pseudo-code of the RP-PFSO algorithm is presented in Algorithm 3. Empirical results in Section 5 show that RP-PFSO is preferable to KS-PFSO when the particle size \(N\) takes a small value, corresponding to cases wherein the posterior distribution is under-sampled.

4 Connections to Related Algorithms

Here we discuss connections between our methods and the major related works in the literature.
Algorithm 3 The RP-PFSO Algorithm

1: Initialization: the same as in Algorithm 2
2: for $k = 1, \ldots, K$ do
3: Sample $\theta^i_k$ according to (16), $\forall i$;
4: Calculate the importance weights: $\hat{\omega}^i_k = p(y_k | \theta^i_k)$, $\forall i$;
5: Normalize the importance weights: $\omega^i_k = \frac{\hat{\omega}^i_k}{\sum_{i=1}^{N} \hat{\omega}^i_k}$, $\forall i$;
6: Resampling step: the same as in Algorithm 1;
7: Random perturbation step: for $\forall i$, perform the following three operations:
   – Sample $v \sim U[0,1]$;
   – Sample a new particle $\tilde{\theta}^i_k$ from a Gaussian distribution centered at $\theta^i_k$;
   – Set $\theta^i_k = \tilde{\theta}^i_k$ if (19) holds.
8: Set $\hat{\theta}_k = \sum_{i=1}^{N} \omega^i_k \theta^i_k$.
9: Set $\hat{m}_k = \hat{\theta}_k$, $V_k = \sum_{i=1}^{N} \omega^i_k (\theta^i_k - \hat{m}_k)(\theta^i_k - \hat{m}_k)^T$.
10: end for

4.1 Connections to PF methods for dynamic state filtering

Most of PF algorithms are developed in the context of dynamic state filtering [20, 24]. In these methods, a state transition prior is usually precisely defined and then adopted as the proposal to generate new particles. For PFSOs, there is no state transition prior function defined, and the new particles are sampled by using a kernel smoothing technique, termed Liu and West method [23]. In PFSOs, the proposal distribution, from which new born particles are sampled, is an approximation of the posterior yielded from the last iteration. Besides, RP-PFSO is related with the improved PF methods presented in [25, 26], which adopt a Markov Chain Monte Carlo moving step to strengthen particle diversity.

The fundamental difference between the presented PFSO approach and the conventional PF methods developed for dynamic state filtering can be summarized as follows. The former treats the variable to be estimated, namely $\theta$ here, as an unknown static parameter; while, the latter models it as a dynamic state that changes over time.

4.2 Connections to PF methods for static parameter estimation

The PFSOs proposed here have connections to existent PF methods derived for static model parameter estimation, the most representative of which are those presented in [27, 28]. Specifically, both RP-PFSO and methods of [27, 28] use a random perturbation step to bypass particle impoverishment after the resampling step. The difference lies in that, the former employs Liu and
West method to generate new particles besides the random perturbation step, while the latter relies completely on an MCMC moving step to generate new particles. Besides, in the context of PFSOs, the index of the data point that arrives at iteration $k$ is $j_k$, which is randomly and uniformly drawn from the index set $\{1, \ldots, K\}$. For methods in [27, 28], the data point processed at iteration $k$ is exactly the $k$th item of the training data set.

4.3 Connections to filtering methods for optimization

As a type of recursive filter based stochastic optimization methods, our PFSO algorithm has connections to all KF-type stochastic optimization methods, e.g., in [12, 29–32]. In this paper, we substitute KFs with specially designed PFs in the context of stochastic optimization. With aid of PF, our methods allow any form of the loss function to be employed, while the KF-type method requires an ad hoc form of the loss function. Besides, with PF as its backbone, the presented PFSO algorithm is well suitable for handling highly nonlinear models that bother KF-type methods.

Our PFSO methods also find connections to several PF based global optimization (PFO) methods in [33–35], as they all fall within an algorithmic framework termed Sequential Monte Carlo (SMC) sampler [36]. In this framework, the task of optimizing an objective function $f(\theta)$ is translated to sampling a sequence of target distributions $\pi_k(\theta)$, and then evaluating the optimum based on the samples. A basic difference between the existent PFO approaches and the PFSO here is as follows. To evaluate a candidate value of $\theta$ in searching the minimum of (1), the former needs a full computation of the objective function $f(\theta)$, while the latter only needs to compute a component function value, say $f_k(\theta)$. When the number of the additive components $K$ is large, the former can be inapplicable, while the latter can still work elegantly.

5 Experimental Evaluations

We seek to experimentally validate two claims about our methods. The first is that the proposed PFSO methods outperform both the KF-type IPMs and the vanilla IPM in handling nonlinear models in the context of stochastic optimization. We tested this claim across two synthetic nonlinear least-square fitting cases and 6 real-world binary classification applications. The second claim is that our PFSO algorithms own the flexibility for handling diverse types of loss functions with a performance guarantee. We tested this claim with 6 real-world binary classification applications. All objective functions involved in our experiments are nonlinear.
5.1 Synthetic data experiments

We considered two nonlinear model fitting experiments, in which EKF-IPM, UKF-IPM and the vanilla IPM are involved for performance comparison. The term UKF-IPM is the abbreviation of unscented Kalman filter (UKF) based IPM. It is obtained by substituting the EKF recursion, namely (8)-(9), with a UKF recursion. See [37] for details about UKF.

5.1.1 Least-square fitting of a sigmoid function

The setting of this experiment is borrowed from [12]. The cost function to be minimized takes the form (1) with \( f_k \) and \( h_k \) defined as follows

\[
 f_k(\theta) = (y_k - h_k(\theta))^2, \\
 h_k(\theta) = \frac{1}{1 + \exp(-\alpha - \beta^T x_k)},
\]

where \( x_k \in \mathbb{R}^{d-1}, \alpha \in \mathbb{R}, \beta \in \mathbb{R}^{d-1}, \theta \triangleq [\alpha, \beta^T]^T, y_k \in \mathbb{R} \). We simulated \( K = 3000 \) training data points \( \{x_k, y_k\}_{k=1}^K \) for use, in which \( x_k \sim \mathcal{N}(0_{d-1}, I_{d-1}) \) and, given \( x_k \), \( y_k \) is set to be \( \frac{1}{1+\exp(-\alpha - \beta^T x_k)} + \sqrt{\lambda}n_k \), where \( n_k \sim \mathcal{N}(0,1) \), \( I_d \) denotes a \( d \) by \( d \) identity matrix. In this experiment, we set \( d = 2 \) and \( \lambda = 0.1 \), respectively. The initial estimate \( \theta_0 \) of \( \theta \) for IPM is randomly selected from a uniform distribution that centered around \( \theta \). As the model is nonlinear, the vanilla IPM applied here is actually an approximate nonlinear IPM, which applies an iterative numerical solver at each iteration. The initial particle values of the PFSO methods are set to be \( \theta_0 \). The EKF-IPM and UKF-IPM are initialized with \((\theta_0, V_0)\), where \( V_0 = I_d \). As all methods adopt the same initial estimate of \( \theta \), a fair comparison of these methods is thus guaranteed. The particle size \( N \) of PFSOs is set at 500. Given an estimate \( \theta_k \) of \( \theta \) yielded at iteration \( k \), the corresponding cost or loss value \( C(k) \) is defined to be \( C(k) = \frac{1}{K} \sum_{i=1}^K f_i(\theta_k) \). A normalized cost (NC) is adopted as the performance metric, defined as \( NC(k) = C(k)/C(0) \).

Each algorithm is run 30 times independently and an averaged \( NC(k) \), \( k = 0, \ldots, K \), is calculated over these runs. The experimental result is presented in Fig.1 and Tables 1-2. As is shown, KS-PFSO and RP-PFSO have a faster convergence rate during the first 10 iterations. They perform comparatively with EKF-IPM and UKF-IPM in terms of the final cost. Both the KF-type and the particle-based methods are numerically stable, while the vanilla IPM suffers from instability in the final stage. In Fig.2 and Table 3, the experimental result on the relationship between the PFSO performance and the particle size is presented. It shows that, when \( N \) achieves 500, the performance of the particle-based methods tends to be stable. Besides, RP-PFSO performs better than KS-PFSO when \( N \) takes small values, which represent cases in which the posterior is under-sampled.
Fig. 1: Fitting a sigmoid function using the vanilla IPM, EKF-IPM, UKF-IPM and the proposed PFSOs. Each algorithm is run 30 times independently. This figure shows the result averaged over these runs. The upper panel shows the evolution of the normalized cost over the iterations. One can see that KS-PFSO and RP-PFSO perform comparatively with EKF-IPM and UKF-IPM, and significantly better than the vanilla IPM. The vanilla IPM suffers from instability in iterations of the final phase. The lower panel depicts the sum of the absolute values of the entries of $\hat{V}$ per iteration, which implies that KS-PFSO and RP-PFSO converge faster than the other methods.

5.1.2 Least-square fitting of a highly nonlinear model

We conducted another least-square fitting experiment to further test our methods. The experimental setting is the same as in subsection 5.1.1 except for the
Table 1: A tabular show for the top panel of Fig.1

| k      | 1   | 4   | 7   | 10  | 100 | 1000 | 3000 |
|--------|-----|-----|-----|-----|-----|------|------|
| IPM    | 1   | 0.642 | 0.476 | 0.448 | 0.412 | 0.444 | 0.441 |
| EKF-IPM| 1   | 0.648 | 0.480 | 0.437 | 0.361 | 0.356 | 0.355 |
| UKF-IPM| 1   | 0.709 | 0.510 | 0.452 | 0.362 | 0.356 | 0.355 |
| KS-PFSO| 1   | 0.559 | 0.462 | 0.437 | 0.370 | 0.360 | 0.359 |
| RP-PFSO| 1   | 0.593 | 0.440 | 0.425 | 0.365 | 0.359 | 0.358 |

Table 2: A tabular show for the bottom panel of Fig.1

| k      | 1    | 4    | 7    | 10   | 100  | 1000 | 3000 |
|--------|------|------|------|------|------|------|------|
| EKF-IPM| 1.964 | 1.483 | 1.040 | 0.742 | 0.074 | 0.007 | 0.002 |
| UKF-IPM| 1.962 | 1.528 | 1.133 | 0.838 | 0.081 | 0.007 | 0.002 |
| KS-PFSO| 1.325 | 0.281 | 0.130 | 0.064 | 0.005 | 0.0002 | 0 |
| RP-PFSO| 0.932 | 0.337 | 0.162 | 0.085 | 0.004 | 0.0002 | 0 |

Fig. 2: The particle size $N$ of the PFSOs vs. the achieved minimum cost. This result is obtained for the experimental case presented in Subsection 5.1.1.

Table 3: A tabular show for Fig.2

| $N$ | 15   | 50   | 158  | 500  | 1580 | 5000 |
|-----|------|------|------|------|------|------|
| KS-PFSO | 0.545 | 0.233 | 0.231 | 0.198 | 0.197 | 0.197 |
| RP-PFSO | 0.303 | 0.217 | 0.208 | 0.198 | 0.197 | 0.197 |

formulation of $h_k(\theta)$, which is now defined to be:

$$h_k(\theta) = \frac{\theta_{(1)}}{x_{k,(1)}} \left[ \sqrt{1 + \left( \theta_{(2)} + \theta_{(3)} \right)^2 - x_{k,(2)}} \right] + \left( \theta_{(1)} + x_{k,(3)} \theta_{(4)} \right) \exp \left[ x_{k,(4)} + \sin \left( \theta_{(3)} \right) \right],$$

(22)
where $\theta \triangleq [\theta^{(1)}, \theta^{(2)}, \theta^{(3)}, \theta^{(4)}]^T$, $x_k \triangleq [x_{k,(1)}, x_{k,(2)}, x_{k,(3)}, x_{k,(4)}]^T$. Each algorithm is run 30 times independently. The averaged $NC(k)$, $k = 0, \ldots, K$, over these runs is calculated and plotted in Fig.3. A tabular show of Fig.3 is presented in Tables 4-Tables 5. We see that, for this highly nonlinear case, KS-PFSO performs significantly better than the other competitors. The vanilla IPM again suffers from instability during the final iterative phase.

| $k$  | 1  | 4  | 7  | 10 | 100 | 1000 | 3000 |
|------|----|----|----|----|-----|------|------|
| IPM  | 1  | 0.022 | 0.028 | 0.025 | 0.013 | 3.0 $\times$ 10$^{-4}$ | 3.3 $\times$ 10$^{-5}$ |
| EKF-IPM | 1  | 0.053 | 0.024 | 0.012 | 0.003 | 2.5 $\times$ 10$^{-4}$ | 5.3 $\times$ 10$^{-5}$ |
| UKF-IPM | 1  | 0.804 | 0.705 | 0.662 | 0.002 | 1.1 $\times$ 10$^{-4}$ | 1.4 $\times$ 10$^{-5}$ |
| KS-PFSO | 1  | 0.454 | 0.050 | 0.025 | 2 $\times$ 10$^{-9}$ | 2.2 $\times$ 10$^{-6}$ | 2.1 $\times$ 10$^{-6}$ |
| RP-PFSO | 1  | 0.176 | 0.028 | 0.010 | 6 $\times$ 10$^{-5}$ | 2.5 $\times$ 10$^{-5}$ | 2.3 $\times$ 10$^{-5}$ |

| $k$  | 1  | 4  | 7  | 10 | 100 | 1000 | 3000 |
|------|----|----|----|----|-----|------|------|
| EKF-IPM | 4.253 | 1.475 | 0.571 | 0.355 | 0.008 | 2.5 $\times$ 10$^{-4}$ | 4.1 $\times$ 10$^{-5}$ |
| UKF-IPM | 4.110 | 3.936 | 3.655 | 3.492 | 0.009 | 2.3 $\times$ 10$^{-4}$ | 3.6 $\times$ 10$^{-5}$ |
| KS-PFSO | 1.325 | 0.777 | 0.410 | 0.260 | 0.003 | 5.4 $\times$ 10$^{-5}$ | 7.7 $\times$ 10$^{-6}$ |
| RP-PFSO | 0.735 | 0.680 | 0.257 | 0.130 | 0.002 | 4.6 $\times$ 10$^{-5}$ | 4.6 $\times$ 10$^{-6}$ |

5.2 Binary classification using real data sets

We then tested the proposed PFSO methods with 6 UCI data sets [38]: Haberman [39], HTRU2 [40], IRIS, Banknote Authentication, Pima Indians Diabetes, Skin Segmentation. Table 6 summarizes the data sets. In our tests, the vanilla IPM, UKF-IPM, and a typical SGD algorithm termed Adaline [4] are included for performance comparison. We focused on ERM for binary classification. The objective function is (1), where $y \in \{1, -1\}$ is the label and $x$ the feature vector. Except IRIS, each data set consists of two classes of data instances. IRIS has three classes. We convert IRIS into a two-class data set by combining its first two classes into one. We considered two types of loss functions, namely the least-quadratic (LQ) function $f_k(\theta) \triangleq (y_k - h_k(\theta))^2$, where $h_k(\theta) = \frac{1}{1 + \exp(-\alpha - \beta^T x_k)}$, and the logistic function $f_k(\theta) \triangleq \log(1 + \exp(-y(\alpha + \beta^T x_k)))$. For both of them, we have $\theta \triangleq [\alpha, \beta^\top]^\top$. For performance evaluation, we adopt the 10-fold cross-validation technique. Given the optimum $\theta^* \triangleq [\alpha^*, (\beta^*)^\top]^\top$ that has been found, we predict the label of a data instance
Fig. 3: Fitting a more complex and highly nonlinear function as presented in subsection 5.1.2. Each algorithm is run 30 times independently. This figure shows the result averaged over these runs. The upper panel shows the evolution of the normalized cost over the iterations. The lower panel depicts the sum of the absolute values of the entries of $\hat{V}$ per iteration. One can see that KF-PFSO performs best, KS-PFSO and RP-PFSO converge faster than the others, and the vanilla IPM suffers again from instability in the final phase of the iterations.

By comparing the predicted labels with the ground truth for data items in the test set, one can obtain the error rate, i.e., the performance metric adopted here.
Table 6: Benchmark datasets from UCI

| Name of data set | Haberman | HTRU2 | IRIS | Banknote | Pima | Skin |
|------------------|----------|-------|------|----------|------|------|
| Number of Instances | 306      | 17898 | 150  | 1372     | 768  | 245057 |
| Number of Attributes | 3        | 9     | 4    | 5        | 8    | 4    |

Table 7: Error rate results of the algorithms when applied to analyze the UCI benchmark data sets. The best result given by these algorithms is indicated with boldface font.

| Algorithm | Loss function | Haberman | HTRU2 | IRIS | Banknote | Pima | Skin |
|-----------|---------------|----------|-------|------|----------|------|------|
| Adaline   | LQ            | 0.2647   | 0.0899| 0.3333| 0.3943   | 0.3490| 0.2187|
| IPM       | LQ            | 0.2647   | 0.0514| 0.3333| 0.0255   | 0.3490| 0.0600|
| EKF-IPM   | LQ            | 0.2647   | 0.0514| 0.3267| 0.0445   | 0.3490| 0.0849|
| UKF-IPM   | LQ            | 0.2647   | 0.0514| 0.3333| 0.0452   | 0.3490| 0.0845|
| KS-PFSO   | LQ            | 0.2647   | 0.0447| 0.0933| 0.0233   | 0.3060| 0.0592|
| Logistic  |               | 0.2549   | 0.0363| 0.0533| 0.0561   | 0.2708| 0.1110|
| RP-PFSO   | LQ            | 0.2647   | 0.0363| 0.1000| 0.0241   | 0.3021| 0.0726|

Table 8: Computing time comparison (the unit of the time is 3 milliseconds). This experiment is conducted with a one-core Intel i5-3210M 2.50 GHz processor. The particle size for all PFSOs is set at 1000.

| Algorithm | Adaline | IPM   | EKF-IPM | UKF-IPM | KS-PFSO  | RP-PFSO  |
|-----------|---------|-------|---------|---------|----------|----------|
| Scaled time | 1       | 2.6686| 2.6544  | 21.7107 | 2.1500 $\times 10^4$ | 3.7313 $\times 10^4$ |

For each data set, we do the same initialization for each algorithm. The regularization parameter $\lambda$ is set at 0.25. The particle size of PFSOs is $N = 4 \times 10^4$. All the other parameters are initialized in the same way as that presented in Subsection 5.1. The learning rate parameter in Adaline is set to $1/k$, where $k$ denotes the iteration index.

The experimental result is presented in Table 7. It shows that, for every data set, the best classification result in terms of error rate is always given by KS-PFSO. For datasets Haberman, HTRU2, IRIS and Pima, the employment of the logistic loss function leads to better performance than of the LQ function, in terms of error rate. For the other two data sets, Banknote and Skin, the LQ type loss function is preferable to the logistic loss function for use with KS-PFSO. Besides, we see that the performance of UKF-IPM is indistinguishable from that of EKF-IPM. We also checked the influence of the particle size $N$ on the error rate for PFSOs, which is shown in Fig.4. Once again we see that RP-PFSO outperforms KS-PFSO when $N$ takes small values.
Fig. 4: The particle size $N$ of the PFSOs vs. the error rate. This experiment is conducted using the UCI benchmark data set termed Pima-Indians-diabetes. The abbreviations “LQ” and “LG” represent “least-quadratic” and “Logistic”, respectively.

5.3 Summary of Results

Overall, for all cases considered here, the proposed PFSO method shows a promising level of performance in terms of convergence rate, as anticipated. Its flexibility in handling different types of loss functions is also verified. That says PFSO finds more applications than KF-IPMs. The particle size $N$ is a major factor that influences the error rate of PFSO. When $N$ takes small values, RP-PFSO performs better than KS-PFSO, which shows the evidence of the benefit provided by the RP operation.

We also compared the involved algorithms in terms of computing time. As shown in Table 8, the PFSO methods consume more computing time, while it is worth noting that PFSO can be markedly accelerated by algorithmic parallelization. Specifically, the particle generation and the importance weighting steps can be parallelized straightforward, as they only involve independent operations on each particle. The resampling procedure can also be parallelized as reported in [41]. The Rao-Blackwellization technique can provide another way to accelerate the PF methods if there is any analytic structure included in the model [42, 43].
6 Concluding Remarks

Motivated by both the success and the limitations of the KF-type IPM (Section 2), we proposed a PF based IPM scheme called PFSO for large-scale stochastic optimization. We presented two specific implementations of PFSO, termed KS-PFSO and RP-PFSO. The PF method in itself is not new since it has been developed for more than two decades since the seminal paper [24] was published, while, the PFSO methods presented here are novel as they are distinctive from any existent stochastic optimization method. Specifically, our PFSO methods own four desirable properties:

– they free the user from computing gradients (actually they do not require the objective function be differentiable);
– they have no requirement on the form of the components of the objective function;
– they outperform their competitors significantly in terms of convergence rate and accuracy;
– their performance can be easily tuned by adapting the particle size.

The performance of the PFSO methods has been empirically demonstrated based on both simulated and real-life data sets.

This work opens the door to borrow a rich body of PF methods to solve large-scale stochastic optimization problems. For example, one can borrow ideas from adaptive importance sampling, see e.g., in [44–46], to design adaptive PFSO methods that can build up the proposal functions automatically. Our recent work on robust PF [47–51] may also provide tools for developing robust PFSO methods.

By far a rigorous theoretical analysis for PFSO lacks, while the theoretical work on PF and Sequential Monte Carlo is rich, see e.g., in [52–56], and can provide clues for analyzing PFSO. Besides, another future research direction is to verify the robustness of our methods by evaluating them on data sets of larger scales.
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