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Abstract

We study the problem of the reconstruction of a Gaussian field defined in [0, 1] using N sensors deployed at regular intervals. The goal is to quantify the total data rate required for the reconstruction of the field with a given mean square distortion. We consider a class of two-stage mechanisms which a) send information to allow the reconstruction of the sensor’s samples within sufficient accuracy, and then b) use these reconstructions to estimate the entire field. To implement the first stage, the heavy correlation between the sensor samples suggests the use of distributed coding schemes to reduce the total rate. We demonstrate the existence of a distributed block coding scheme that achieves, for a given fidelity criterion for the reconstruction of the field, a total information rate that is bounded by a constant, independent of the number N of sensors. The constant in general depends on the autocorrelation function of the field and the desired distortion criterion for the sensor samples. We then describe a scheme which can be implemented using only scalar quantizers at the sensors, without any use of distributed source coding, and which also achieves a total information rate that is a constant, independent of the number of sensors. While this scheme operates at a rate that is greater than the rate achievable through distributed coding and entails greater delay in reconstruction, its simplicity makes it attractive for implementation in sensor networks.

1 Introduction

In this paper, we consider a sensor network deployed for the purpose of sampling and reconstructing a spatially varying random process. For the sake of concreteness, let us assume that the area of interest is represented by the line segment [0, 1]; and that for each s ∈ [0, 1], the value of the random process is X(s). For example, X(s) may denote the value of some environmental variable, such as temperature, at point s.

A sensor network, for the purpose of this paper, is a system of sensing devices (sensors) capable of

1. taking measurements from the environment that they are deployed in, and
2. communicating the sensed data to a fusion center for processing.

The task of the fusion center is to obtain a reconstruction {̂X(s), s ∈ [0, 1]} of the spatially varying process, while meeting some distortion criteria.

There has been great interest recently in performing such sensing tasks with small, low power sensing devices, deployed in large numbers in the region of interest [1, 2, 3, 4]. This interest is motivated by the commercial availability of increasingly small and low-cost sensors which have a wide array of sensing and communication functions built in (see, for example, [5]), and yet must operate with small, difficult to replace batteries.

Compression of the sensed data is of vital importance in a sensor network. Sensors in a wireless sensor network operate under severe power constraints, and communication is a power intensive operation. The rate at which sensors must transmit data to the fusion center in order to enable a satisfactory reconstruction is therefore a key quantity of interest. Further, in any communication scheme in which there is an upper bound (independent of the number of sensors) on the amount of data that the fusion center can receive per unit time, there is another obvious reason why the compressibility of sensor data is important - the average
rate that can be guaranteed between any sensor and the fusion center varies inversely with the number of sensors. Therefore, any scheme in which the per-sensor rate decreases slower than inversely with the number of sensors will build backlogs of data at sensors for large enough number of sensors.

Environmental variables typically vary slowly as a function of space and it is reasonable to assume that samples at locations close to each other will be highly correlated. The theory of distributed source coding ([9], [10], [11], [12], [13]) for implementing distributed source coding typically focuses on two correlated sources, with good solutions for the many sources problem still to be developed. Thus, in our work, we attack the problem at hand using the available theoretical tools which have their origins in [6].

This approach has been taken earlier in [1] and [2], which investigate whether it is possible to use such distributed coding schemes to reduce the per-sensor data rate by deploying a large number of sensors at closely spaced locations in the area of interest. In particular, it is investigated whether it is possible to construct coding schemes in which the per-sensor rate decreases inversely with the number of sensors. The conclusion of [1], however, is that if the sensors quantize the samples using scalar quantizers, and then encode them, the sum of the data rates of all sensors increases as the number of sensors increases (even with distributed coding), and therefore the per-sensor rate cannot be traded off with the number of sensors in the manner described above.

Later, though, it was demonstrated in [14] that there exists a distributed coding scheme which achieves a sum rate that is a constant independent of the number of sensors used (so long as there is a large enough number of sensors). The per-sensor rate of such a scheme therefore decreases inversely with the number of sensors, which is the trade-off of sensor number with per-sensor rate that was desired, but shown unachievable with scalar quantization, in [1]. Results similar to those of [14] for the case when a field of infinite size is sampled densely have since appeared in [5]. However, a question that still appears to be unresolved is whether it is possible to achieve a per-sensor rate that varies inversely with the number of sensors using a simple sensing (sampling, coding, and reconstruction) scheme.

This paper is an expanded version of [14]. We describe the distributed coding scheme of [14] in detail, and then study another sampling and coding scheme which achieves the desired decrease of per-sensor rate with the number of sensors. The two main properties of this scheme are that (1) it does not make use of distributed coding and therefore does not require the sensors to have any knowledge of the correlation structure of the spatial variable of interest, and (2) it can in fact be implemented using only scalar quantizers at the sensors for the purpose of coding the samples. The scheme utilizes the fact that the sensors are synchronized, which is already assumed in the models of [1], [2], [3], and is easily achievable in practice. Since scalar quantizers are easily implementable in sensors with very low complexity, this paper shows that it is possible achieve per-sensor rates that decrease inversely with the number of sensors with simple, practical schemes.

A brief outline of this paper is as follows: We pose the problem formally and establish notation in Section 1.1. We study the achievability of the above tradeoff with a distributed coding scheme in Section 2 and compare the rate of this coding scheme with that of a reference centralized coding scheme in Section 3. We describe the simple coding scheme mentioned above in Section 4. Some numerical results are presented in Section 5. We make some concluding remarks in Section 6.

1.1 Problem statement

1.1.1 Model for the spatial process

We take a discrete time model, and assume that the spatial process of interest is modeled by a (spatially) stationary, real-valued Gaussian random process, $X^{(i)}(s)$ at each time $i$, where $s$ is the space variable. The focus of this paper is the sampling and reconstruction of a finite section of the process, which we assume without loss of generality to be the interval $[0, 1]$. We follow conventional usage in referring to the spatial process $X^{(i)} = \{X^{(i)}(s), s \in [0, 1]\}$ as the field at time $i$.

We assume that the field $X^{(i)}$ at time $i$ is independent of the field $X^{(j)}$ for any $j \neq i$, and has identical statistics at all times. (In what follows, we omit the time index when we can do so without any ambiguity.) For simplicity, we assume that $X$ is centered, $\mathbb{E}[X(s)] = 0$, and that the variance of $X(s)$ is unity, for all
s ∈ [0, 1]. The autocorrelation function of the field is denoted as
\[ \rho(\tau) = \mathbb{E}[X(s)X(s + \tau)]. \]

Following common usage, we sometimes refer to \( \rho \) as the correlation structure of the field. Clearly, \( \rho(0) = 1 \), and \( \rho(\tau) \leq 1 \) for any \( \tau \). We need only mild assumptions on the field \( X \):

1. We assume that \( X \) is mean-square continuous, which is equivalent to the continuity of \( \rho \) at 0 (see, for example, [15]).
2. We assume that there is a neighborhood of 0 in which \( \rho \) is non-increasing.

Note that all results in this paper extend to fields in higher dimensions. We restrict the exposition to one-dimensional fields for clarity and to avoid the tedious notation required for higher dimensional fields.

1.1.2 Assumptions on the sensor network

We assume that \( N \) sensors are placed at regular intervals in the segment \([0, 1]\), with sensor \( k \) being placed at \( s_k = \frac{2k - 1}{2N} \) for \( k = 1, 2, \ldots, N \). Sensors are assumed to be synchronized, and at each time \( i \), sensor \( k \) can observe the value \( X^{(i)}(s_k) \) of the field at its location, for each \( k \). Sensor \( k \) encodes a block of \( m \) observations, \([X^{(1)}(s_k), X^{(2)}(s_k), \ldots, X^{(m)}(s_k)]\) into an index \( I_k \) chosen from the set \( \{1, 2, \ldots, \lfloor e^{mR_k} \rfloor\} \), where \( R_k \) is the rate of sensor \( k \), which we state in the units of nats per discrete time unit. We assume that the blocklength \( m \) is the same at all sensors. The messages of the sensors are assumed to be communicated to the fusion center over a shared, rate constrained, noiseless channel. The fusion center then uses the received data to produce a reconstruction \( \tilde{X}^{(i)}(s) \) of the field.

A coding scheme is a specification of the sampling and encoding method used at all sensors, as well as the reconstruction method used at the fusion center.

1.1.3 Error criterion

We refer to \( \mathbb{E}(X^{(i)}(s) - \tilde{X}^{(i)}(s))^2 \) as the mean square error (MSE) of the reconstruction of the field at point \( s \) and time \( i \). We measure the error in the reconstruction as the average (over a blocklength) integrated MSE, which is defined as
\[
J_{MSE}(m) = \frac{1}{m} \sum_{i=1}^{m} \int_0^1 \mathbb{E} \left( X^{(i)}(s) - \tilde{X}^{(i)}(s) \right)^2 ds. \tag{1}
\]

We study coding schemes in which, for all large enough blocklengths \( m \) and a specified positive constant \( D_{net} \), the fusion center is able reconstruct the field with an integrated MSE of less than \( D_{net} \), that is, schemes for which
\[
\lim_{m \to \infty} J_{MSE}(m) \leq D_{net}. \tag{2}
\]

1.1.4 Sum rate

In this paper, we describe coding schemes in which for any given value of \( D_{net} \) in (2), the sum rate, \( \sum_{k=1}^{N} R_k \), is bounded above by some constant \( \bar{R} \) independent of the number \( N \) of sensors. The bound \( \bar{R} \) may in general depend on \( D_{net} \). This allows the per-sensor rate can be traded off with the number of sensors, so that for all \( N \) large enough, the rate of each sensor is no more than a constant multiple of \( \frac{1}{N} \).

1.2 Contributions

Our main contributions are:

1. We prove the existence of a distributed coding scheme in which, under the assumption that the correlation structure is known at each sensor, a sum rate that is independent of the number of sensors \( N \) can be achieved.
2. We design a simple coding scheme which can be implemented using scalar quantization at sensors, which does not require the sensors to have any information about the correlation structure, and which makes use of the fact that the sensors are synchronized to achieve a sum rate that is a constant independent of \( N \).

The latter scheme has the advantage of being simple enough to be implementable even with extremely resource-constrained sensors. However, the sum-rate achievable through this scheme is in general greater than the sum-rate achievable through distributed coding. Also, unlike distributed coding, this scheme entails a delay that increases with the number of sensors in the network.

2 Distributed coding

In this section we describe a distributed coding scheme which achieves the desired scaling.

2.1 Encoding and decoding

The scheme consists of \( N \) encoders, \( \{f_k\}_{k=1}^N \), where \( f_k \) is the encoder at sensor \( k \), and \( N \) decoders, \( \{g_k\}_{k=1}^N \) at the fusion center. For each \( k \), the rate of \( f_k \) is assumed to be \( R_k \), and \( f_k \) maps the block

\[
[X^{(1)}(s_k), X^{(2)}(s_k), \ldots, X^{(m)}(s_k)]
\]

of samples to an index \( I_k \) chosen from \( \{1, 2, \ldots, \lfloor e^{mR_k} \rfloor \} \), which is then communicated to the fusion center. While the output of encoder \( k \) may not depend on the realizations of the observations at any other sensor \( i \neq k \), it is assumed that all sensors have knowledge of the statistics of the field (in particular, the function \( \rho \) is assumed known at each sensor\(^1\)) and utilize this information to compress their samples. The decoders may use the messages received from all encoders to produce their reconstruction:

\[
\hat{X}^{(1,\cdots,m)}(s_k) = g_k(f_1(X^{(1,\cdots,m)}(s_1)), \ldots, f_N(X^{(1,\cdots,m)}(s_N))),
\]

where \( X^{(1,\cdots,m)}(s_k) \) is shorthand for \( [X^{(1)}(s_k), X^{(2)}(s_k), \ldots, X^{(m)}(s_k)] \), for \( k = 1, \ldots, N \) and similarly for \( \hat{X} \).

2.2 Reconstructing the continuous field

The reconstruction of the field for those values of \( s \in [0, 1] \) where there are no sensors is done in a two-step fashion as follows. In the first step, the estimates \( \hat{X}(s_k) \) of sensor samples are obtained as described above. Then, the value of the field between sensor locations is found by interpolation.

The interpolation \( \hat{X}(s) \) for \( s \notin \{s_k| k = 1, \ldots, N \} \) is based on the minimum MSE estimator for \( X(s) \) given the value of the sample closest to \( s \). Formally, for any \( s \), define \( n(s) = \lfloor \frac{2s+1}{2N} \rfloor \) if \( s \in [\frac{k}{N}, \frac{k+1}{N}] \) as the location of the sample closest to \( s \). Then, given \( X(n(s)) \), the minimum MSE estimate for \( X(s) \) is given by

\[
E[X(s)|X(n(s))] = \rho(s-n(s))X(n(s)).
\]

The reconstruction of the field at the fusion center is obtained by replacing \( X(n(s)) \) in this estimate with the quantized version \( \hat{X}(n(s)) \),

\[
\hat{X}(s) = \rho(s-n(s))\hat{X}(n(s)).
\]  \hspace{1cm} (3)

While this two-step reconstruction procedure is not optimal in general, it suffices for our purposes.

2.3 Error analysis

Define

\[
J'_{MSE}(m) = \frac{1}{N} \sum_{k=1}^N \sum_{i=1}^m \mathbb{E} \left( X^{(i)}(s_k) - \hat{X}^{(i)}(s_k) \right)^2.
\]  \hspace{1cm} (4)

\(^1\)In practice, the sensors need only know the vector \( \left[ \rho \left( \frac{1}{N} \right), \rho \left( \frac{2}{N} \right), \ldots, \rho \left( \frac{N-1}{N} \right) \right] \).
Using the upper bound found in equation \(21\) (Appendix \(A\)) on the error of the coding scheme described above, we see that \(\lim_{m} J_{MSE}(m) \leq D_{net}\) is met if \(\lim_{m} J'_{MSE}(m) \leq D'(N)\), where

\[
D'(N) = \left( \sqrt{D_{net} - \left( 1 - \rho^2 \left( \frac{1}{2N} \right)^2 \right)} - \sqrt{\rho^2 \left( \frac{1}{2N} \right)(1 - \rho^2 \left( \frac{1}{2N} \right))} \right)^2,
\]

given that \(N\) is large enough so that \(1 - \rho^2 \left( \frac{1}{2N} \right) < D_{net}\). It is easy to see that \(D'(N)\) approaches \(D_{net}\) from below as \(N \to \infty\).

### 2.4 Sum rate

We now study the sum rate of the distributed coding scheme discussed above. We begin with finding the encoding rates required for achieving

\[
\lim_{m} J'_{MSE}(m) \leq D,
\]

for some constant \(D\).

The rate region \(R(D)\) is defined as the set of all \(N\)–tuples of rates \((R_1, R_2, \ldots, R_N)\) for which there exist encoders \(f_k\) and decoders \(g_k\), for \(k = 1, \ldots, N\), such that (6) can be met. If a rate vector belongs to the rate region, we say that the corresponding set of rates is achievable.

The rate-distortion problem in (6) is a Gaussian version of the Slepian-Wolf distributed coding problem \([6]\). Until recently, the rate region for this problem was not known for even 2 sources. An achievable region for two discrete sources first appeared in \([16]\), and was extended to continuous sources in \([7]\). The extension to a general number of Gaussian sources appears in \([17]\). The two-source Gaussian distributed source coding problem was recently solved in \([8]\), where the achievable region of \([16]\) was found to be tight. The rate region is still not known for more than 2 sources. We use the achievable region found in \([17]\).

Though the result is stated in \([17]\) for individual distortion constraints on the sources, the extension to a more general distortion constraint is straightforward. We state the achievable region for distributed source coding in the form most useful to us in Theorem 1 below. In the statement of the theorem, we use \(A \leftrightarrow B \leftrightarrow C\) to denote a Markov-chain relationship between random variables \(A, B\) and \(C\), that is, conditioned on \(B\), \(A\) is independent of \(C\). Also, for any \(S \subseteq \{1, \ldots, N\}\), \(X_S\) denotes the vector of those sources the indexes of which lie in the set \(S\) and \(S^c\) denotes the complement of the set \(S\).

**Theorem 1** \(R(D) \supset R_{in}(D)\), where \(R_{in}(D)\) is the set of \(N\)–tuples of rates for which there exists a vector \(U \in \mathbb{R}^N\) of random variables that satisfies the following conditions.

1. \(\forall S \subseteq \{1, 2, \ldots, N\}, \quad U_S \leftrightarrow X_S \leftrightarrow X_{S^c} \leftrightarrow U_{S^c}\).
2. \(\forall S \subseteq \{1, 2, \ldots, N\}, \quad \sum_{i \in S} R_i \geq I(X_S; U_S | U_{S^c})\).
3. \(\exists \hat{X}(U)\) such that

\[
\frac{1}{N} \sum_{i=1}^{N} \mathcal{E} \left[ \left( X(s_i) - \hat{X}(s_i)(U) \right)^2 \right] \leq D.
\]

Note that each of the rate-constraints in Theorem 1 forms some part of the boundary of the achievable region \(R_{in}\) (see, for example, \([17]\)). In particular, the constraint on the sum rate is not implied by any other set of constraints.

**Constructing a vector** \(U\) **satisfying the conditions of Theorem 1** corresponds to the usual construction of a forward channel for proving achievability in a rate-distortion problem. For each \(i, U_i\) can be thought of as the encoding of \(X(s_i)\).

We now construct a \(U\) that would suffice for our purposes. Consider a random vector \(Z \in \mathbb{R}^N\) that is independent of \(X\), and has a Gaussian distribution with mean 0 and covariance matrix \(\rho I\), where \(I\) is the identity matrix. Then \(U = X + Z\) satisfies the Markov chain constraints of Theorem 1. To find a good bound on the sum rate, we now find a lower bound on the variance \(p\) for which there exists an estimator \(\hat{X}(X + Z)\).  
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Lemma 1

Let \( f \) be a symmetric autocorrelation function such that \( \lim_{t \to 0} \rho(t) = 1 \) and a threshold \( \theta > 0 \) exists for which

1. \( 1 \geq \rho(\tau) \geq \rho(\theta) > 0 \) if \( \tau \in (0, \theta) \) and

2. the inequality \( 1 - \rho^2(\theta)/(1 + \theta) \leq D \) holds.

Then

\[
\lim_{N \to \infty} \frac{1}{N} p_{\max}(N, D, \rho) \geq \theta^2.
\]

Note: The second condition can be met for all \( D > 0 \) since \( 1 - \rho^2(\theta)/(1 + \theta) \to 0 \) as \( \theta \to 0 \).

Proof: We call a value of \( \rho \) allowable if the expected reconstruction error in (7), with \( U = X + Z \), is less than \( D \). We find the largest \( \rho \) for the error criterion: \( E[(\hat{X}(s_i) - X(s_i))^2] \leq D \) for each \( i \in \{1, \ldots, N\} \), which is more stringent than the average error requirement of (7).

Let us consider the estimation of \( X(s_i) \). Since \( \hat{X}(s_i) \) is the best linear estimate of \( X(s_i) \) from the data \( X + Z \), any other linear estimator cannot result in a smaller expected MSE. We take advantage of this observation and choose a linear estimator that although suboptimal, is simple to analyze and yet suffices to establish the lemma.

Our estimator for \( X(s_i) \) shall be the scaled average \( \alpha \sum_{1 \leq i \leq N\theta} X(s_i) + Z_i \), where \( \alpha \) is a parameter to be optimized shortly. To estimate \( X(s_i) \) for \( i \neq 0 \), simply substitute the samples used with those whose indexes lie in the set \( \{i + 1, \ldots, i + N\theta\} \) (or, for samples at the right edge of the interval \([0, 1]\), \( \{i - N\theta, \ldots, i - 1\} \); this does not lead to any change in what follows because of the stationarity of the field).

It is not difficult to see that

\[
E \left[ (X(s_1) - \alpha \sum_{1 \leq i \leq N\theta} X(s_i) + Z_i)^2 \right] = E \left[ X(s_1)^2 \right] - 2\alpha \sum_{1 \leq i \leq N\theta} \rho(i/N) + \alpha^2 E \left( \sum_{1 \leq i \leq N\theta} X(s_i) \right)^2 + \alpha^2 E \left( \sum_{1 \leq i \leq N\theta} Z_i \right)^2 \leq 1 - 2\alpha(N\theta - 1)\rho(\theta) + \alpha^2 N\theta^2 + 2\alpha^2 N\theta p = [1 - 2\alpha N\theta \rho(\theta) + \alpha^2 N\theta^2 + 2\alpha N\theta p] + 2\alpha \rho(\theta),
\]

where we have used the inequality \( 1 \geq \rho(\tau) \geq \rho(\theta) \) for \( \tau \in (0, \theta) \) and the fact that the greatest integer not greater than \( N\theta \) is at least \( N\theta - 1 \). The value of \( \alpha \) that makes the bracketed expression in (9) smallest is equal to \( \alpha^* = \frac{\rho(\theta)}{N\theta + p} \). We do not optimize the entire expression for simplicity. Substitution of this value yields

\[
1 - \frac{\rho^2(\theta)}{1 + \rho/(N\theta)} \left( 1 - \frac{2}{N\theta} \right).
\]

Now let \( \epsilon > 0 \) be sufficiently small so that \( \theta^2 - \epsilon \theta(1 + \theta) > 0 \), and let \( N \) be sufficiently large so that \( \frac{2}{\pi N^2} < \epsilon \). We can always do this since \( \theta \) only depends on \( D \) and on the autocorrelation function. Now suppose that \( p/N = \theta^2 - \epsilon \theta(1 + \theta) \), then

\[
1 - \frac{\rho^2(\theta)}{1 + \rho/(N\theta)} \left( 1 - \frac{2}{N\theta} \right) \leq 1 - \frac{\rho^2(\theta)}{1 + \rho/(N\theta)}(1 - \epsilon) = 1 - \frac{\rho^2(\theta)}{1 + \theta} \leq D.
\]
The above implies that for $N$ sufficiently large, $\frac{1}{N}p_{\text{max}}(N, D, \rho) \geq \theta^2 - \epsilon\theta(1 + \theta)$. Taking the liminf, we obtain that for all sufficiently small $\epsilon > 0$,

$$
\lim \inf_{N \to \infty} \frac{1}{N}p_{\text{max}}(N, D, \rho) \geq \theta^2 - \epsilon\theta(1 + \theta).
$$

Since $\epsilon > 0$ can be arbitrarily small, we obtain the desired conclusion.

The purpose of this Lemma is only to establish that $p_{\text{max}}(N, D, \rho)$ grows at least linearly with $N$. The constants presented were chosen for simplicity of presentation.

The following is our main result on the rate of distributed coding:

**Proposition 1** The sum rate of the distributed coding scheme described above is bounded above by a constant, independent of $N$.

**Proof:** Consider a vector Gaussian channel with input $W \in \mathbb{R}^N$ and output $Y \in \mathbb{R}^N$, $Y = W + Z$, where $Z$ is as above, and where the power constraint on the input is given by $E[W^TW] \leq N$. Since $Z$ is distributed $N(0, pI)$, the capacity of this channel,

$$
\max_I I(W; W + Z) \text{ subject to } E[W^TW] \leq N,
$$

is equal to $\frac{N}{2} \log \left(1 + \frac{1}{\theta^2 N}\right)$ (see, for example, [18]).

Let $\epsilon > 0$ be any number smaller than $D_{\text{net}}$. We know from Section 2.3 that there is an $N_1$ such that for $N \geq N_1$, $D'(N) \geq D_{\text{net}} - \epsilon$. Further, from Lemma 1 we know that there exists some $N_2 \geq 0$ and a constant $\theta > 0$ such that for $N \geq N_2$, $p_{\text{max}}(N, D_{\text{net}} - \epsilon, \rho) \geq \theta^2 N$. Clearly, $p_{\text{max}}(N, D, \rho)$ is a non-decreasing function of $D$, and therefore for $N \geq \max\{N_1, N_2\}$, $p_{\text{max}}(N, D'(N), \rho) \geq p_{\text{max}}(N, D_{\text{net}} - \epsilon, \rho)$. It then follows that for $N \geq \max\{N_1, N_2\}$,

$$
I(X; X + Z) \leq \frac{N}{2} \log \left(1 + \frac{1}{\theta^2 N}\right).
$$

Then, using the inequality $\log(1 + x) \leq x$, and using the result of Theorem 1 to substitute $\sum_{k=1}^N R_k$ for $I(X; X + Z)$, we see that

$$
\sum_{k=1}^N R_k = \frac{1}{2\theta^2}
$$

is achievable.

The constants in Proposition 1 have been chosen for simplicity. In general, the rates achievable by distributed coding are smaller than the bound found in Proposition 1.

### 3 Comparison with a reference scheme

In this section, we compare the rate of the distributed coding scheme discussed in Section 2 with a reference scheme, which for reasons that will become apparent below, we call as centralized coding.

The scheme consists of one centralized encoder $f$, which has access to samples taken at all sensors at times $\{1, \ldots, m\}$, and $N$ decoders, $\{g_k\}_{k=1}^N$ at the fusion center. The encoder maps the samples of the sensors, $X^{(1, \ldots, m)}(s_1, \ldots, s_N)$, into an index chosen from the set $\{1, 2, \ldots, e^{mR^*_N}\}$, where $R^*_N$ is the rate of the centralized scheme, and communicates this index to the fusion center. The decoder $g_k$ at the fusion center reconstructs the samples from sensor $k$ from the messages received from the centralized encoder,

$$
\tilde{X}^{(1, \ldots, m)}(s_k) = g_k(f(X^{(1, \ldots, m)}(s_1, \ldots, s_N))),
$$

for $k = 1, \ldots, N$.

At the fusion center, the reconstruction of the field $\tilde{X}(s)$ is obtained in the same two-step manner described in Section 2.2, the fusion center constructs estimates $\tilde{X}(s_k)$ of the samples $X(s_k)$, for $k = 1, \ldots, N$ from the messages received from the sensors, and then interpolates between samples using \{4\}. 
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Let $R^*_N(D_{net})$ be the smallest rate for which there exists an encoder $f$ and decoders $\{g_k\}_{k=1}^N$ such that the integrated MSE (1) achieved by the above scheme satisfies the constraint (2). Then, it is clear that $R^*_N(D_{net})$ is a lower bound on the rates of all schemes which use the two-step reconstruction procedure of Section 2.2. In this section we bound the excess rate of the distributed coding scheme of Section 2 over the rate $R^*_N(D_{net})$ of the centralized scheme.

### 3.1 Error analysis

Using the lower bound in Appendix A, equation (22), on the error (1) in terms of $J'_MSE(m)$ of (4) we conclude that for $N$ large enough, if $J'_MSE(m) \leq D_{net}$, then $J'_MSE(m) \leq D''(N)$, where

$$D''(N) = \frac{2 \left( 1 - \rho^2 \left( \frac{1}{2N} \right) \right) + 2 \sqrt{ \left( 1 - \rho^2 \left( \frac{1}{2N} \right) \right) \left( 1 - \rho^2 \left( \frac{1}{2N} \right) + D_{net} \right)} + D_{net}}{\rho^2 \left( \frac{1}{2N} \right)}.$$  

Note that $D''(N)$ approaches $D_{net}$ from above as $N \to \infty$.

### 3.2 Bounding the rate loss

Now, consider

$$V^* = \arg \min_{V \in \mathbb{V}^{X}} I(X; V), \text{subject to } \frac{1}{N} \mathcal{E} \left[ \|X - V\|_2^2 \right] \leq D''(N). \quad (10)$$

From Section 3.1, it is clear that the rate of the centralized coding scheme, $R^*_N(D_{net})$ satisfies, for any $N$, $R^*_N(D_{net}) \geq I(X; V^*)$.

We now use techniques similar to those in [19] to bound the redundancy of distributed coding over the rate of joint coding. Let $Z$ be as in Proposition 1. Expanding $I(X; X + Z; V)$ in two ways, we get $I(X; X + Z) + I(X; V|X + Z) = I(X; V) + I(X; X + Z|V)$, so that

$$I(X; X + Z) - I(X; V) \leq I(X; X + Z|V) \quad (11)$$

Since $V \leftrightarrow (X - V) \leftrightarrow (X - V) + Z$, we have $I((X - V); (X - V) + Z|V) \leq I((X - V); (X - V) + Z)$. Subject to the constraint in (10), $I((X - V); (X - V) + Z)$ is upper bounded by the capacity of a parallel Gaussian channel, with noise $Z$ and input $W = X - V$, the power constraint on which is given by $\frac{1}{N} \mathcal{E}[\|W\|_2^2] \leq D''(N)$. The capacity of this channel is $C = \frac{1}{2} \log \left( 1 + \frac{D''(N)}{p} \right)$, and therefore from (11) and the definition (10) of $V$ as the rate-distortion achieving random vector, we get

$$I(X; X + Z) - R^*_N(D_{net}) \leq \frac{N}{2} \log \left( 1 + \frac{D''(N)}{p} \right),$$

where the second inequality follows because $\log(1 + x) \leq x$. From Section 3.1, we know that for any $\epsilon > 0$, there is a $N_1$ large enough so that for all $N \geq N_1$, $D''(N) \leq D_{net} + \epsilon$, and we can choose the variance $p$ of the entries of $Z$ to be at least $N \theta^2$, where $\theta$ is as in Lemma 1 while still ensuring that $X + Z$ meets the requirements on the auxiliary random variable $U$ of Theorem 1. Therefore, substituting $\sum_{i=1}^N R_i$ for $I(X; X + Z)$, and using Lemma 1 and the result of Section 3.1, we get that for any $\epsilon > 0$, there is an $N_1$ large enough so that for all $N \geq N_1$,

$$\sum_{i=1}^N R_i - R^*_N(D_{net}) \leq \frac{D_{net} + \epsilon}{2\theta^2}. \quad (12)$$

We conclude that the rate of the distributed coding scheme of Section 2 is no more than a constant (independent of $N$) more than the rate of a centralized coding scheme with the same reconstruction procedure. Again, the constant in (12) has been chosen for simplicity of presentation and is in general much larger than the actual excess of the rate of the distributed coding scheme (see Section 5).
4 Point-to-point coding

The distributed coding scheme studied in Section 2 shows that the tradeoff of sensor numbers to sensor accuracy is achievable. However, it may not be feasible to implement complicated distributed coding schemes in simple sensors. In this section we show that if the sensors are synchronized and if a delay that increases linearly with the number of sensors is tolerable, then the desired tradeoff can be achieved by a simple scheme in which encoding can be performed at sensors without any knowledge of the correlation structure of the field.

In this scheme, we partition the interval [0, 1] into K equal sized sub-intervals, [0, 1/K], 1/K, 2/K, . . ., (K−1)/K, 1. We specify K later, but assume that N > K sensors are placed uniformly in [0, 1]. We assume that K divides N for simplicity (so that there are an integer number, N/K, of samples in each interval).

Since the somewhat involved notation may obscure the simple idea behind the scheme, we explain it before describing the scheme in detail. We consider time in blocks of duration N/K units each. The scheme operates overall with a blocklength of m = m′N/K, that is, m′ blocks, for some integer m′. Each sensor is active exactly once in any time interval that is N/K units in duration. A sensor samples the field at its location only at those times when it is active. Each sensor uses a point-to-point code of blocklength m′ and rate R_p nats per active time unit. The code is chosen appropriately so as to meet the distortion constraint. However, since the sensor is active only in m′ out of mN/K time units, the rate of the code per time-step is only N/KR_p nats. We show below that the desired distortion can be achieved with a rate R_p that is independent of N and therefore the desired scaling can be achieved by the above scheme.

We now describe the scheme in detail. Consider the time instants 1, 2, . . . , mN/K. Each sensor uses a code of blocklength m = m′N/K, which is constructed from a code of blocklength m′, as follows. For each j in {1, 2, . . . , N} and each l in {0, 1, . . . , K − 1}, sensor Nl + j (which is the j-th sensor from the left in the sub-interval (l/K, (l + 1)/K], and is at location sNl+j) samples the field only at times Tk,j = {j + N/K, j + 2N/K, . . . , j + (m′−1)N/K}. It uses a code of rate R_p, to be specified below, to map the m′ samples {X(i)(sNl+j), i ∈ Tk,j} to an element of the set {1, 2, . . . , e(m′R_p)}. The rate per-time unit of each sensor is therefore mKm′R_p = KN′R_p nats.

The fusion center consists of N decoders, one for each sensor. Decoder k constructs estimates of the samples encoded by sensor k using only messages received from sensor k. Then, for each time i = Nl + j in {1, 2, . . . , mN/K}, the fusion center has reconstructions

\[ \hat{X}^{(i)}(s_j), \hat{X}^{(i)}(s_{Nl+j}), \hat{X}^{(i)}(s_{2Nl+j}), \ldots, \hat{X}^{(i)}(s_{(K−1)Nl+j}) \],

that is, one reconstruction for each sub-interval.

For any s ∈ [0, 1], we denote the location of the (unique) sensor active within the interval (l/K, (l + 1)/K] to which s belongs by r(i)(s). For each time instant i, the fusion center reconstructs the field for s \neq r(i)(s) as

\[ \hat{X}^{(i)}(s) = p(s − r^{(i)}(s))\hat{X}^{(i)}(r^{(i)}(s)), \]

where \( \hat{X}^{(i)}(r^{(i)}(s)) \) is the decoded sample at the fusion center of the sensor at r^{(i)}(s) at time i.

We show in Appendix B that

\[ \frac{1}{m} \sum_{i=1}^{m} \int_0^1 E[(X^{(i)}(s) − \hat{X}^{(i)}(s))^2] ds \]

\[ \leq 1 − \rho^2(\frac{1}{K}) + \frac{1}{N} \sum_{k=1}^{N} \left\{ \frac{1}{m′} \sum_{i_k \in T_k} E\left[\left(X^{(i_k)}(s_k) - \hat{X}^{(i_k)}(s_k)\right)^2\right] \right\} \] (13)

where, with some abuse of notation, we use \( T_k \) to denote the set of time steps in which sensor k is active.

Note that the cardinality of \( T_k \) is m′ for each k.

We now choose K large enough so that \( 1 − \rho^2(\frac{1}{K}) < D_{net} \) and choose

\[ D_K = D_{net} − (1 − \rho^2(\frac{1}{K})). \] (14)
The $m'$-blocklength code used at sensor $k$ for the times that it is active is a code that achieves the rate-
distortion bound for the distortion constraint
\[ \frac{1}{m'} \sum_{i_k \in T_k} E\left[\left(X^{(i_k)}(s_k) - \tilde{X}^{(i_k)}(s_k)\right)^2\right] \leq D_K, \]
as $m' \to \infty$. It is well known that the rate of this code is $R_p = \frac{1}{2} \log \frac{1}{D_K}$ nats per time step. It is clear
from (13) and (14) that this scheme achieves the required distortion. Since the rate of each sensor in the
overall scheme is $\frac{1}{N} R_p$ nats per time step we have therefore constructed a scheme in which the bit rate of
each sensor is
\[ - \frac{K}{N} \log \left[ D_{net} - (1 - \rho^2(\frac{1}{K})) \right] \tag{15} \]
nats per time step. We can now choose $K$ to minimize the sum-rate $- \frac{K}{N} \log \left[ D_{net} - (1 - \rho^2(\frac{1}{K})) \right]$. Further, it is well known (see [20, Section 5.1]) that using scalar quantization, each sensor can achieve
distortion $D_K$ at rate $\frac{1}{2} \log \frac{1}{D_K} + \delta$, where $\delta$ is a small constant. For example, for Max-Lloyd quantizers
(see [20, Section 5.1]), $\delta$ is less than 1 bit.

Therefore, we conclude that it is indeed possible to achieve the desired tradeoff between sensor numbers
and the per-sensor rate even when the sensors encode their measurements using appropriate scalar quantizers,
given that we also make use of the synchronization between sensors to activate sensors appropriately. This is
in contrast to the conclusions of [1], where full use of synchronization is not made, and therefore it is found
that the above tradeoff is not achievable with scalar quantization.

## 5 Numerical examples

In this section we give numerical examples of the rates of the coding schemes discussed in Section 2, Section 3
and Section 4. The two fields we consider as examples are (1) a (spatially) band-limited Gaussian field, for
which $\rho(\tau) = \text{sinc}(\tau)$, where $\text{sinc}(\tau) = \frac{\sin(\pi \tau)}{\pi \tau}$, and (2) a Gauss-Markov field, for which $\rho(\tau) = \exp(-|\tau|)$.

For these fields, we numerically find the largest value $p_{max}$ of the variance $p$ of $Z$ for which the error for
the estimator in (8) is no more than the distortion $D'(N)$ of (5), with $D_{net} = 0.1$. The resulting values are
shown in Figure 1. We see that for large values of $N$, $p_{max}$ is indeed approximately linear in $N$.

We compute the achievable sum rate of the distributed source coding scheme, which is equal to $I(X; X + Z)$ from Theorem 1 with the $p_{max}$ found above as the variance of the entries of $Z$. These rates are shown
in Figure 2. For reference, we also show the lower bound on the rate of the centralized coding scheme
computed in Section 5.

In comparison, on minimizing the rate (15) of the point-to-point coding scheme of Section 4 we find
that best sum rate for $\rho(\tau) = \text{sinc}(\tau)$ is 11.77 nats for $K = 7$ intervals, and that the best sum rate for
$\rho(\tau) = \exp(-|\tau|)$ is 46.92 nats with $K = 24$ intervals, which is significantly greater than the sum-rate of the

![Figure 1: Linear increase of $p_{max}$ for large $N$: $\rho(\tau) = \text{sinc}(\tau)$ (left) and $\rho(\tau) = \exp(-|\tau|)$ (right). $D_{net} = 0.1$.](image-url)
Figure 2: Rates of joint and distributed coding (in nats per snapshot) vs. number of sensors $N$: $\rho(\tau) = \text{sinc}(\tau)$ (left) and $\rho(\tau) = \exp\{-|\tau|\}$ (right). $D_{net} = 0.1$.

distributed coding scheme found above. However, part of the reason for the large sum-rate of the point-to-point coding scheme is that our analysis exaggerates an edge-effect for the sake of simplicity: In Section 4, we estimated the value of the field at point $s$ at time $i$ using the sample that the fusion center has at time $i$ from the sub-interval that $s$ lies in. We could instead have used the sample closest to $s$ that is available at the fusion center at time $i$, similar to what is done in Section 2 and Section 3. However, this would have meant dealing with the first and the last sub-interval differently, and therefore we did not follow the analysis outlined above. Without this edge effect, the rates of the point-to-point coding scheme are approximately half the rates found above, which are still considerably larger than the sum-rates of the distributed coding scheme.

6 Conclusions

We have studied the sum rate of distributed coding for the reconstruction of a random field using a dense sensor network. We have shown the existence of a distributed coding scheme which achieves a sum rate that is a constant independent of the number of sensors. Such a scheme is interesting because it allows us to achieve a per-sensor rate that decreases inversely as the number of sensors, and therefore to achieve small per-sensor rates using a large number of sensors.

In obtaining bounds on the sum rate of distributed coding, we made full use to the heavy correlation between samples of the field taken at positions that are close together. When the number of sensors is large, the redundancy in their data can be utilized by coding more and more coarsely: this corresponds to more noisy samples, and is manifested in the growth of the noise $p_{\text{max}}$ in the forward channel in Section 2. We believe that this technique of bounding the sum rate is of independent interest.

We have also shown that contrary to what has been suggested in [1] and [3], it is indeed possible to design a scheme that achieves a constant sum rate with sensors that are scalar quantizers, even without the use of distributed coding. This scheme, however, requires that we make appropriate use of the synchronization between the sensors, results in a delay in reconstruction which increases linearly with the number of sensors, and achieves rates that may be significantly higher than the rates achieved by distributed coding. The scheme is nevertheless interesting because its low complexity makes it easy to implement.
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A Bounds on $J_{MSE}(m)$ for the schemes in Section\textsuperscript{2} and Section\textsuperscript{3}

We can write the error in reconstruction at any $s \in [0, 1]$ as

$$X(s) - \bar{X}(s) = X(s) - \rho(s - n(s))\bar{X}(n(s))$$

$$= [X(s) - \rho(s - n(s))X(n(s))] + \left[\rho(s - n(s))\left(X(n(s)) - \bar{X}(n(s))\right)\right]$$

$$= E_S(s) + E_Q(s), \quad \text{(16)}$$

where $E_S(s) = X(s) - \rho(s - n(s))X(n(s))$ and $E_Q(s) = \rho(s - n(s))\left(X(n(s)) - \bar{X}(n(s))\right)$. Note that in the schemes described in Section\textsuperscript{2} and Section\textsuperscript{3} the encodings of all samples are used to obtain the estimate $\bar{X}(n(s))$, and therefore $\bar{X}(n(s))$ is in general not independent of $X(s_k)$, for $s_k \neq n(s)$. As a result, $E_S(s)$ and $E_Q(s)$ are in general not independent. In this appendix, we find upper and lower bounds on $J_{MSE}(m)$ that hold for the schemes of Section\textsuperscript{2} and Section\textsuperscript{3}.

Using the Cauchy-Schwarz inequality (for any two appropriately integrable random variables $A$ and $B$, $|\mathbb{E}[AB]| \leq \sqrt{\mathbb{E}[A^2]\mathbb{E}[B^2]}$), it is easy to see that

$$\mathbb{E}(E_S(s) + E_Q(s))^2 \leq \mathbb{E}(E_S(s))^2 + \mathbb{E}(E_Q(s))^2 + 2\sqrt{\mathbb{E}(E_S(s))^2\mathbb{E}(E_Q(s))^2} \quad \text{(17)}$$

$$\mathbb{E}(E_S(s) + E_Q(s))^2 \geq \mathbb{E}(E_Q(s))^2 - 2\sqrt{\mathbb{E}(E_S(s))^2\mathbb{E}(E_Q(s))^2} \quad \text{(18)}$$

Now, note that $\mathbb{E}(E_S(s))^2 = (1 - \rho^2(s - n(s)))$. Therefore,

$$\mathbb{E}(E_S(s))^2 \mathbb{E}(E_Q(s))^2 = \rho^2(s - n(s))(1 - \rho^2(s - n(s))) \mathbb{E}\left(X(n(s)) - \bar{X}(n(s))\right)^2. \quad \text{(19)}$$

For $N$ large enough so that both $\rho^2\left(\frac{1}{2N}\right) \geq \frac{1}{2}$ and $1/(2N)$ lies in the interval around 0 in which $\rho$ is non-increasing (so that for $s \in \left(\frac{1}{2N}, \frac{1}{2}\right)$, $\rho^2(s - n(s))(1 - \rho^2(s - n(s)) \leq \rho^2\left(\frac{1}{2N}\right)(1 - \rho^2\left(\frac{1}{2N}\right))$, which holds because the function $h(x) = x(1 - x)$ is decreasing in $[\frac{1}{2}, 1]$), we get that

$$\mathbb{E}(E_S(s))^2 \mathbb{E}(E_Q(s))^2 \leq \rho^2\left(\frac{1}{2N}\right) \left(1 - \rho^2\left(\frac{1}{2N}\right)\right) \mathbb{E}\left(X(n(s)) - \bar{X}(n(s))\right)^2. \quad \text{(20)}$$

From (1) and (16), we have

$$J_{MSE}(m) = \frac{1}{m} \sum_{i=1}^{m} \int_{0}^{1} \mathbb{E}(E_S^{(i)}(s) + E_Q^{(i)}(s))^2 \, ds. \quad \text{(21)}$$

Therefore, integrating (17) and (18) over $[0, 1]$, using (20) and Jensen’s inequality (and the concavity of the function $y(x) = \sqrt{x}$), and averaging over the time index, we get

$$J_{MSE}(m) \leq \left\{1 - \rho^2\left(\frac{1}{2N}\right)\right\} + J'_{MSE}(m) + 2\sqrt{\rho^2\left(\frac{1}{2N}\right)(1 - \rho^2\left(\frac{1}{2N}\right))}J'_{MSE}(m), \quad \text{(21)}$$

$$J_{MSE}(m) \geq \rho^2\left(\frac{1}{2N}\right)J'_{MSE}(m) - 2\sqrt{\rho^2\left(\frac{1}{2N}\right)(1 - \rho^2\left(\frac{1}{2N}\right))}J'_{MSE}(m), \quad \text{(22)}$$

where $J'_{MSE}(m)$ is as in (4).

B Error analysis for the point-to-point coding scheme

With some abuse of notation, we can still write the error in reconstruction as

$$X(s) - \bar{X}(s) = E_S(s) + E_Q(s),$$
where now
\[
E_S(s) = X(s) - \rho(s - r(s))X(r(s)), \quad \text{and}
\]
\[
E_Q(s) = \rho(s - r(s)) \left( X(r(s)) - \tilde{X}(r(s)) \right).
\]

In the point-to-point coding scheme, the fusion center estimates the samples of each sensor using only the messages that it receives from that particular sensor. Note that \(E_S(i)(s)\) is the error in the optimal MSE estimate of \(X(s)\) given \(X(i)(r(s))\). It is well known that if \(\{X(s), s \in [0, 1]\}\) is a Gaussian process, the error \(E_S(i)(s)\) in is independent of \(X(i)(r(i)(s))\). Further, due to the independence of the field \(X(i)\) and the field \(X(j)\) for any \(j \neq i\), \(E_S(i)(s)\) is independent of \(X(j)(r(j)(s))\) for all \(j\), and hence also of the reconstructions \(\tilde{X}(i)(r(i)(s))\) and the error terms \(E_Q(i)(s)\). Therefore, for any \(i\),
\[
E[(X(i)(s) - \tilde{X}(i)(s))^2] = E[(E_S(i)(s))^2] + E[(E_Q(i)(s))^2].
\]

Now, for \(K\) large enough, \(E[(E_S(i)(s))^2] = 1 - \rho^2(s - r(i)(s)) \leq 1 - \rho^2(\frac{1}{K})\) for every \(s \in [0, 1]\). Also, since \(\rho^2(s) \leq 1\) for all \(s \in [0, 1]\),
\[
E[(E_Q(i)(s))^2] \leq E[(X(i)(r(i)(s)) - \tilde{X}(i)(r(i)(s)))^2] = E[(E_S(i)(s))^2] + E[(E_Q(i)(s))^2].
\]

So, we get
\[
\int_0^1 E[(X(i)(s) - \tilde{X}(i)(s))^2]ds = \sum_{l=0}^{K-1} \int_{\frac{l}{K}}^{\frac{l+1}{K}} E[(X(i)(s) - \tilde{X}(i)(s))^2]ds
\]
\[
\leq \sum_{l=0}^{K-1} \int_{\frac{l}{K}}^{\frac{l+1}{K}} (1 - \rho^2(\frac{1}{K}) + E[(X(i)(r(i)(s)) - \tilde{X}(i)(r(i)(s)))^2]ds
\]
\[
é = (1 - \rho^2(\frac{1}{K}) + \frac{1}{K} \sum_{l=0}^{K-1} E[(X(i)(r(i)(\frac{l+1}{K})) - \tilde{X}(i)(r(i)(\frac{l+1}{K})))^2],
\]

where we note that by our notation, \(r(i)(\frac{l+1}{K})\) is the location of the (unique) sensor active at time step \(i\) in the interval \([\frac{l}{K}, \frac{l+1}{K}]\).

Now summing over the time index we get,
\[
\frac{1}{m} \sum_{i=1}^{m} \int_0^1 E[(X(i)(s) - \tilde{X}(i)(s))^2]ds
\]
\[
\leq (1 - \rho^2(\frac{1}{K}) + \frac{1}{Km} \sum_{l=0}^{K-1} \sum_{i=1}^{m} E[(X(i)(r(i)(\frac{l+1}{K})) - \tilde{X}(i)(r(i)(\frac{l+1}{K})))^2].
\]

Rearranging the sum on the right and substituting \(m = \frac{m'N}{K}\) we get
\[
\frac{1}{m} \sum_{i=1}^{m} \int_0^1 E[(X(i)(s) - \tilde{X}(i)(s))^2]ds
\]
\[
\leq (1 - \rho^2(\frac{1}{K}) + \frac{1}{m'N} \sum_{k=1}^{N} \sum_{i_k \in T_k} E[(X(i_k)(s_k) - \tilde{X}(i_k)(s_k))^2],
\]
\[
eq (1 - \rho^2(\frac{1}{K}) + \frac{1}{N} \sum_{k=1}^{N} \left\{ \frac{1}{m'} \sum_{i_k \in T_k} E[(X(i_k)(s_k) - \tilde{X}(i_k)(s_k))^2] \right\}
\]

where \(T_k\) is the set of time steps in which sensor \(k\) is active.
References

[1] D. Marco, E. J. Duarte-Melo, M. Liu, and D. L. Neuhoff, “On the many-to-one transport capacity of a dense wireless sensor network and the compressibility of its data,” in Lecture notes in Computer Science, L. J. Guibas and F. Zhao, Eds. Springer, 2003, pp. 1–16.

[2] A. Scaglione and S. D. Servetto, “On the interdependence of routing and data compression in multi-hop sensor networks,” in Proc. of IEEE MOBICOM, 2002.

[3] D. Neuhoff and S. Pradhan, “An upper bound to the rate of ideal distributed lossy source coding of densely sampled data,” in Proc. of IEEE ICASSP, 2006.

[4] P. Ishwar, A. Kumar, and K. Ramchandran, “On distributed sampling in dense sensor networks: a “bit-conservation” principle,” submitted to IEEE Journal on Selected Areas in Communication, July 2003.

[5] Crossbow Technologies, “MICA2DOT datasheet,” Available online at http://www.xbow.com/Products/productsdetails.aspx?sid=73.

[6] D. Slepian and J. Wolf, “Noiseless coding of correlated information sources,” Transactions on Information Theory, vol. IT-19, pp. 471–480, July 1973.

[7] R. Zamir and T. Berger, “Multiterminal source coding with high resolution,” IEEE Transactions on Information Theory, vol. 45, pp. 106–117, January 1999.

[8] A. B. Wagner, S. Tavildar, and P. Viswanath, “Rate-region of the quadratic Gaussian two-terminal source-coding problem,” February 2006, submitted to IEEE Transactions on Information Theory.

[9] S. S. Pradhan and K. Ramchandran, “Distributed source coding using syndromes (DISCUS): design and construction,” IEEE Transactions on Information Theory, March 2003.

[10] T. P. Coleman, A. H. Lee, M. Medard, and M. Effros, “Low-complexity approaches to slepian-wolf near-lossless distributed data compression,” IEEE Transactions on Information Theory, submitted for publication.

[11] V. Stankovic, A. Liveris, Z. Xiong, and C. Georgiades, “On code design for the general Slepian-Wolf problem and for lossless multiterminal communication networks,” IEEE Transactions on Information Theory, submitted for publication.

[12] J. Li, Z. Tu, and R. S. Blum, “Slepian-wolf coding for nonuniform sources using turbo codes,” in Proc. of IEEE/ACM Data Compression Conference, March 2004.

[13] J. Chen, D. He, and A. Jagmohan, “Slepian-wolf code design via source-channel correspondence,” in Proc. of IEEE International Symposium on Information Theory, July 2006.

[14] A. Kashyap, L. A. Lastras-Montaño, C. Xia, and Z. Liu, “Distributed coding in dense sensor networks,” in Proc. of IEEE/ACM Data Compression Conference, 2005.

[15] B. Hajek, An Exploration of Random Processes for Engineers. Available online at http://www.ifp.uiuc.edu/~hajek/Papers/randomprocesses.html, 2006.

[16] T. Berger, “Multiterminal source coding,” in The Information Theory Approach to Communication, G. Longo, Ed. Springer, 1977.

[17] P. Viswanath, “Sum rate of multiterminal Gaussian source coding,” in DIMACS Series in Discrete Mathematics and Theoretical Computer Science, 2002.

[18] T. M. Cover and J. A. Thomas, Elements of Information Theory. New York: Wiley, 1991.

[19] R. Zamir, “Rate loss in the Wyner-Ziv problem,” IEEE Transactions on Information Theory, vol. 42, no. 6, pp. 2073–2084, November 1996.

[20] T. Berger, Rate Distortion Theory. Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1971.