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Abstract

The dimension of the population genetics data produced by next-generation sequencing platforms is extremely high. However, the “intrinsic dimensionality” of sequence data, which determines the structure of populations, is much lower. This motivates us to use locally linear embedding (LLE) which projects high dimensional genomic data into low dimensional, neighborhood preserving embedding, as a general framework for population structure and historical inference. To facilitate application of the LLE to population genetic analysis, we systematically investigate several important properties of the LLE and reveal the connection between the LLE and principal component analysis (PCA). Identifying a set of markers and genomic regions which could be used for population structure analysis will provide invaluable information for population genetics and association studies. In addition to identifying the LLE-correlated or PCA-correlated structure informative marker, we have developed a new statistic that integrates genomic information content in a genomic region for collectively studying its association with the population structure and LASSO algorithm to search such regions across the genomes. We applied the developed methodologies to a low coverage pilot dataset in the 1000 Genomes Project and a PHASE III Mexico dataset of the HapMap. We observed that 25.1%, 44.9% and 21.4% of the common variants and 89.2%, 92.4% and 75.1% of the rare variants were the LLE-correlated markers in CEU, YRI and ASI, respectively. This showed that rare variants, which are often private to specific populations, have much higher power to identify population substructure than common variants. The preliminary results demonstrated that next generation sequencing offers a rich resources and LLE provide a powerful tool for population structure analysis.

Introduction

Next-generation sequencing technologies detect millions or even ten millions of the genomic variants including both common and rare variants [1–3]. The structure and organization of the human genome can be completely identified by next-generation sequencing. The fully sequenced population samples of the human genome are a rich resource for uncovering the distribution of genetic variability among populations, identifying the population structure and inferring the demographic histories of natural populations [4,17]. Next-generation sequencing will broaden the range of questions open to empirical investigation of population genetics and offer unprecedented opportunities for population genetic studies, but also raises great challenges for our data analysis. The next generation sequencing technologies suffer from three limitations: sequence errors, assembly errors, and missing data. The dimension of the population genetics data produced by next-generation sequencing platforms is extremely high. However, the “intrinsic dimensionality” of sequence data which determines the structure of populations is much lower. It is increasingly recognized that the high dimension reduction that can reduce the noises and effectively extract useful population genetics information from the data holds a key to the success of population structure and historical inference from next-generation sequencing data [4]. This motivates us to use dimension reduction techniques to represent high dimensional sequence data in a low dimensional space for population structure studies.

A widely used method for dimension reduction in population genetic studies is principal component analysis (PCA) which searches directions with maximum variability [5–9]. PCA is a traditional nonparametric linear data reduction method and is designed to model linear variability in high-dimensional space and applied to inferring axes of human genome variation PCA identifies axes that are uncorrelated and represent maximal variance of the data in a linear projection [10]. The computational simplicity of PCA makes it a major tool for population structure and historical inference from large data sets. However, PCA also suffers from some limitations. It is still difficult to completely reveal substructure of heterogeneous samples collected from continents using PCA [7]. More seriously, PCA is sensitive to data noises and missing values [11].

In the past decade, there has been increasing interest in developing algorithms for recovering compact, informative low dimensional structure hidden in the high dimensional space. The underlying hidden structure of the observed data often arises from a low dimensional manifold embedded in the high
dimensional ambient space [11–20]. This approach for recovering hidden manifold structure is usually referred to as manifold learning which seeks to design a low-dimensional graph embedding incorporating neighborhood information of the data set [12,16]. Manifold learning has several remarkable features. First, it develops a low dimensional graph representation of the high dimensional data set which optimally preserves local topological and structural (or neighborhood) information of the original dataset. The structure of the dataset can be characterized by the geodesic distance in isometric mapping (ISOMAP) [13], or geometrical distance between data points in locally linear embedding (LLE) [21], or the Laplacian function of the data points in the Laplacian Eigenmap [12]. In population genetic studies, the geometrical distance between individuals can be measured by their sequence (or genetic) similarity. The neighborhood information among the data points reflects the population structure of the individuals. Second, the manifold learning is a nonlinear data reduction technique. Unlike PCA that searches for representation to maximize the linear variability of the dataset, the manifold learning searches for a nonlinear low dimensional representation which optimally preserves the local neighborhood structure of the data. Third, the neighborhood preserving projection of manifold learning makes it relatively insensitive to outliers, sequencing errors and noises. Outliers in the classical PCA will dramatically increase dimensions to separate outliers from the bulk of the remaining data.

The purposes of this report are twofold. The first is to use LLE [21] as a general framework for inferring relationships among individuals and population structure from next-generation sequencing data in the presence of common and rare variants. The second is to use LLE and LASSO [22] as tools for developing algorithms to identify structure informative SNPs and genomic regions. To achieve this, we first introduce geometric distance and frequency-weighted genetic distance. Then, we use the LLE method as a tool to develop a low dimensional representation of the high dimensional genomic data while preserving the structural relations among the data points. To facilitate application of the LLE to population genetic analysis, we systematically investigate several important properties of the LLE for population structure and history inference and reveal the connection between the LLE and PCA. To achieve the second goal, in addition to analyzing a set of markers significantly correlated with top principal components (PCs) and genomic regions enriched with these PC correlated markers, we develop statistical methods for identifying markers that are significantly correlated with low dimensional representation of the high dimensional genomic data. To further reduce the impact of the sequence errors on the population structure inference and increase the power to identify structure informative genomic regions, we propose to integrate genomic information content in a genomic region and use LASSO regression for collectively testing association of the genomic region with the low dimensional representation of the high dimensional genomic data. Finally, to assess the challenges which the LLE method faces in analyzing next-generation sequencing data, we apply the LLE and PCA to low coverage pilot dataset in the 1000 Genomes Project which was released in July, 2010 [23]. To further evaluate the performance of the LLE for population structure inference, we also apply the LLE and PCA to the PHASE III Mexico dataset of the HapMap released in May, 2010 [ftp://ftp.ncbi.nih.gov/hapmap/phenotypes/2010-05_phaseIII] [24]. Our results show that the LLE provide a valuable tool for population structure analysis of next-generation sequencing data.

Results
Neighborhood Structure of Genomic Data
A remarkable feature of the LLE for nonlinear dimensionality reduction is to compute a low dimensional coordinates of high dimensional genomic data by incorporating neighborhood information of the genomic data set. To examine the neighborhood structure of the genomic data set, the LLE was applied to the low coverage pilot dataset in the 1000 Genomes Project which were released in July, 2010 (ftp://ftp.1000genomes.ebi.ac.uk). The dataset included 179 unrelated individuals from four populations: Yoruba in Ibadan, Nigeria (YRI, 59 individuals); Utah residents with ancestry from Northern and Western Europe (CEU, 60 individuals); Han Chinese in Beijing, China (CHB, 30 individuals) and Japanese in Tokyo, Japan (JPT, 30 individuals). In this study, CHB and JPT populations were combined as one population (ASJ). These samples were sequenced on an average cover rate of 4×. A total of 14,397,437 SNPs on the 22 autosomes were identified. The LLE algorithm first used geometric distance to calculate k = 7 nearest neighbors and computed the weights that best reconstructed each data point from its neighbors. Figure 1 shows a graphical representation of 179 individuals based on 14,397,437 SNPs where each node in the graph represents an individual and each edge represents the connection between a pair of nodes. If a weight associated with a pair of nodes was not equal to zero, two nodes were then connected in the graph. Several remarkable features emerge from Figure 1. First, Figure 1 shows that individuals from YRI, CEU and ASJ formed three disconnected subgraphs. It clearly uncovered population structure in the genomic dataset. Second, each subgraph has several hubs with high node degrees. These individuals might play an important role in the evolution of population. Third, several isolated individuals in the YRI and CEU subgraphs were observed. These individuals shared less genetic similarity with other individuals in the populations.

It can be shown that the weights in the LLE are a function of kinship coefficients or the probability sharing IBD (identical by descent) among individuals (see Material and Methods). Therefore, the LLE algorithms can be used to estimate the genetic relationships between individuals. To further illustrate the power of the LLE for discovering the genetic relations among individual in the dataset, the LLE was applied to the PHASE III Mexico dataset of the HapMap released in May, 2010, which included 86 individuals from 33 families (ftp://ftp.ncbi.nih.gov/hapmap/phenotypes/2010-05_phaseIII). These samples were genotyped on both the Illumina Human 1 M BeadChip and the Affymetrix Genome-Wide Human SNP Array 6.0 platforms. After quality control and removing SNPs with missing genotype, the final data set for our analyses consisted of 374,434 SNPs on the autosomes. Similar to Figure 1, Figure 2 presents the graph of 86 individuals computed by the LLE algorithms where strong connections between individuals were represented by real lines with the width of the lines denoting the degree of connection and weak connections were represented by dotted lines. Figure 2 demonstrates that the LLE can reconstruct 33 families. We observe that all parents and their children were connected by thick real lines. It is surprising that all family structures discovered by the LLE are completely consistent with the records in the original dataset. Except for family 5 where only the father was genotyped, all remaining 32 families were connected. Families 8 and 13 and families 12 and 15 were strongly connected.

Next we consider three generation families with much less genotyped SNPs. Figure 3 plots a reconstructed three generation French family from the CEPH dataset by the LLE where 765
SNPs were genotyped. We observed that the estimated pedigree structures by the LLE algorithms were consistent with the reported pedigree structures very well (http://ccr.coriell.org).

**Block Structure and Ancestral Representation of Populations in Low Dimensional Space**

To evaluate the topology (genetic structure) preservation of the LLE for mapping high dimensional genomic data to low dimensional space, we plot Figure 4 to visualize the map of all 14,397,437 SNPs of 179 individuals from three populations to low dimensional space by the LLE where the X axis is the individual index and the Y axis is the eigenvalue that is arranged from large to small. The color of the pixel at (X, Y) is the value of the eigenvector corresponding to eigenvalue at Y for individual X. Green color represents negative values, red color represents positive values and white color represents values close to zero. Figure 4 clearly shows that the LLE algorithm mapped individuals from three populations to three separate clusters in low dimensional embedding. It is interesting to observe that eigenvectors (low dimensional coordinates of the genomic data) have remarkable block structure. Each block represents a specific population.

If several populations are completely separated, the eigenvectors with zero eigenvalue can be used to define the axes of population ancestry. The LLE for mapping the low coverage pilot genomic data in the 1000 Genomes Project to the low dimensional data space found four eigenvectors with zero eigenvalue. The unit eigenvector with all equal components should be removed to enforce the constraint: \( \mathbf{Y}_1 \sim 0 \). The remaining three eigenvectors with zero eigenvalue were coordinates in low dimensional space of the high dimensional genomic data of 179 samples from three populations. Figure 5 shows that these three eigenvectors define the axes of the populations: YRI, CEU and ASI. We can link each population to an eigenvector. Three eigenvectors can form three axes and an axis corresponds to a population. The LLE projects samples from three populations onto three orthogonal axes with samples from a population projected onto its corresponding axis.

To assess the impact of different measures of genetic distance between individuals on the performance of LLE for investigating population structure, we plot Figure 6A showing the corresponding coordinate of the eigenvector associated with individuals from YRI, CEU, and CHB and JPT (ASI) mapped by the LLE using

![Diagram of reconstructed graphs of 179 human genomes from three populations: YRI, CEU and ASI by the LLE algorithms assuming \( k = 7 \) nearest neighbors. Each node in the graph represents an individual. A pair of nodes associated with the non zero weight is connected.](http://ccr.coriell.org)
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the allele frequency weighted genetic distance. The individuals from YRI and CEU were mapped to a point in the X axis and Y axis, respectively, and individuals from the CHB and JPT were mapped to the Z axis. It is clear from Figure 6 that the individuals from the CHB and JPT were completely separated. However, as shown in Appendix S1, the mapped points of the individuals in the Z axis from the CHB and JPT by the Euclidean distance cannot be well separated except for the individuals NA18976 and NA18532. This demonstrates that the genetic distance measures between individuals have a large impact on the performance of the LLE to study the population structure.

To further evaluate the performance of the LLE, we plot the first two PCs for 179 individuals from four populations YRI, CEU, CHB and JPT on 14,397,437 SNPs in Figure 6B to compare the power of the LLE and the popular PCA for detecting the population structure. Unlike in Figure 6A where the individuals from the CHB and JPT can be well separated by the LLE algorithms, Figure 6B shows that the individuals from the CHB and JPT cannot be well separated by the PCA.

The LLE has very nice property that the genetic relationship information in the original genomic data will be preserved in their low dimensional projection. We have shown that the low

Figure 2. The reconstructed graph of Mexican Americans in the Los Angeles, California (MEX) population data of HapMap phase III released in May 2010 with 86 individuals from 33 families. A father is represented with a large size square, a mother is represented with a large size circle and a child is represented with a small size circle. The number insight the squares and circles denotes the index of the family. The strong connections between individuals are represented by real lines and the weak connections between individuals is represented by dotted lines. doi:10.1371/journal.pone.0029901.g002
dimensional coordinates are a function of kinship coefficients of the individuals (Appendix S2). Therefore, we can expect that the weights that are calculated by the original genomic data can be well approximated by the weights that are calculated by the low dimensional coordinates. To confirm this, we plot Appendix S3, that shows the differences between weights estimated by the original genomic data and the low dimensional coordinates. Appendix S3, shows that their differences in weights are very small. However, we can also see from Appendix S3, that the difference between the weights estimated by the original genomic data and PCA are quite large. This further shows that the low dimensional coordinates may include more genetic information than the principal components.

**Fine-Scale Population Structure by the LLE**

To investigate the properties of the LLE for discovering fine-scale population structure, the LLE was applied to the PHASE III dataset of the HapMap released in May, 2010 (ftp://ftp.ncbi.nih.gov). This dataset included 1,397 individuals from eleven populations: Yoruba in Ibadan, Nigeria (YRI); Utah residents with ancestry from Northern and Western Europe (CEU); Han Chinese in Beijing, China (CHB) and Japanese in Tokyo, Japan (JPT); Luhya in Webuye, Kenya (LWK); Maasai in Kinyawa, Kenya (M KK); Toscani in Italy (TSI); Gujarati Indians in Houston, Texas (GIH); Chinese in Metropolitan Denver, Colorado (CHD); Mexican Americans in Los Angeles, California (MEX); and African Americans from the Southwestern United States (ASW). The samples were genotyped on both the Illumina Human 1 M BeadChip and the Affymetrix Genome-Wide Human SNP Array 6.0 platforms. After quality control and removing SNPs with missing genotyping, a total of 374,434 SNPs on the autosomes were used for our analysis. The results of the LLE were shown in Figure 7 where the X axis represents an individual index in each population and the eight eigenvectors (low dimensional coordinates) with increasing eigenvalues were placed along the Y axis. Similar to Figure 5, four continental populations: Africa, Europe and Mexican American, Asia and Gujarati Indians were completely separated by the four smallest eigenvectors. Eigenvector 7 can separate Europe and Mexican American populations and eigenvector 8 can well separate Chinese and Japanese populations. Combinations of eigenvectors 5 and 6 can further distinguish the YRI, ASW, LWK and MKK.

**SNPs Significantly Correlated with Low Dimensional Coordinates for Structure identification**

A popular method for detecting structure informative SNPs and genomic regions is to identify SNPs that are significantly correlated with PCs [10,25]. In this report, we show that SNPs significantly
correlated with the low dimensional coordinates (representations) can also be used to measure local contributions to structure inference. To illustrate this, we present Table 1 in which the number of SNPs significantly correlated with top low-dimensional coordinates in a non-linear dimensional projection which define the populations and the PC with the largest eigenvalue is listed. The P-values after Bonferroni correction for multiple tests for declaring significance are 6.51 x 10^-9, 4.75 x 10^-9 and 8.23 x 10^-9 for the samples from the CEU, YRI and ASI, respectively. For the convenience of discussion, the SNPs that are significantly correlated with the low-dimensional coordinates in a non-linear dimensional projection or PC are referred to as ancestry informative SNPs. We observed that 40.3%, 59.1% and 28.6% of the total SNPs in the CEU, YRI and ASI were ancestry informative SNPs, respectively, and YRI had the largest number while ASI had the smallest number of ancestry informative SNPs. It is also interesting to find that the majority of rare variants (89.2%, 92.4% and 75.1% of the rare variants in the CEU, YRI and ASI, respectively) are ancestry informative SNPs. The rare variants arose recently and are often population specific. The populations with recent expansion have a higher proportion of rare variants. Therefore, rare variants are often likely to be ancestry informative markers [26]. The number of ancestry informative SNPs identified by the LLE algorithms and PCA is close except for ASI where the number of ancestry informative rare SNPs identified by PCA is much smaller than that identified by the LLE algorithms. We also observe that the proportion of shared ancestral informative SNPs identified by LLE and PCA is very high except for ASI.

Next we study the frequency pattern of the ancestral informative SNPs across populations. Some examples illustrating the frequency pattern of the ancestral informative SNPs for CEU are presented in Figure 8 where the top 3 most informative common and top 2 most informative rare SNPs identified by the LLE algorithms and PCA, respectively are listed. As shown in Figure 8 where the blue color represents an ancestral allele and the red color represents a non-ancestral allele, the ancestry informative SNPs are population specific. These SNPs characterize local changes in ancestry along the genome. For example, the top informative ancestral SNP RS 139903495 identified by the LLE algorithms is a CEU specific SNP. It has an ancestral allele A. The frequency of allele A in the YRI and ASI is 0. In other words, the samples from the YRI and ASI show no polymorphism at RS 139903495. The mutation at this SNP is private for the CEU. However, samples from the CEU showed significant DNA variation at this SNP. The frequency of an ancestral allele was reduced to 0.46. The top informative ancestral rare SNPs identified by the LLE algorithms shared the same feature with the informative ancestral common SNPs.
However, both top informative ancestral common and rare SNPs identified by PCA do not show such population specific features. We observe that these SNPs show DNA variations at least in two populations. This observation demonstrates that the LLE algorithms can identify the most informative ancestral SNPs and unravel finer population structure than PCA methods. From Figure 8 we also observe that when the P-values for declaring significance for informative ancestry are increased this remarkable population specific feature for the informative ancestral SNPs identified by the LLE algorithms disappeared. Following this argument, we can expect that un-informative ancestral SNPs will show DNA variations across the three populations (Figure 8). We can observe the similar features for YRI and ASI population specific SNPs (Appendix S4 and Appendix S5).

Structure Informative Genomic Regions

The evolutionary forces such as genetic drift, positive natural selection, recombination, and admixture and population bottle-

![Figure 5. Three eigenvectors in the eigenspace of zero eigenvalue for the nonlinear dimensional mapping of all 14,397,437 SNPs of 179 individuals from three populations mapped by the LLE define axes of populations: YRI, CEU and ASI. Three intervals along the y-axis ranging from −0.15 to 0.15 were used to represent the values of the components in the eigenvectors (low dimensional representations) and the x-axis represents the individual index. The red color represents the YRI samples, green color represents the CEU samples and blue color represents the ASI samples. doi:10.1371/journal.pone.0029901.g005](image)

![Figure 6. A. Three eigenvectors in the eigenspace of zero eigenvalue for the nonlinear dimensional mapping of all 14,397,437 SNPs of 179 individuals from four populations YRI, CEU, CHB and JPT mapped by the LLE using the allele frequency weighted genetic distance. The corresponding coordinate of the eigenvector associated with individuals from YRI, CEU, and CHB and JPT (ASI) was mapped to the x axis, the y axis and z axis, respectively. B. Graphic representation of the first two PCs for 179 individuals from four populations YRI, CEU, CHB and JPT on 14,397,437 SNPs. doi:10.1371/journal.pone.0029901.g006](image)
neck shape the patterns of population structure. The relative effects of various evolutionary forces on the genomic information contents are difficult to separate. However, we can identify structure informative genomic regions that may have implication in characterizing locus-specific patterns of evolutionary forces. In this report, two approaches are used to identify structure informative genomic regions. One approach is to integrate genomic information content in a genomic region and use the LASSO regression (Materials and Methods) that uses a L1 penalty to achieve a sparse solution for identifying structure-informative genomic regions that characterize local changes in ancestry. A second approach is to identify regions significantly enriched with ancestry informative SNPs identified by either the LLE algorithms or PCA (see Material and Methods). To search for the structure informative genomic regions across the genome, we divide the genome into nonoverlapping 250 kb bins. The total number of regions is 10,805. Table 2 lists the number of structure informative genomic regions (P{eq}4\{eq}63\{eq}610\{eq}6){eq}6\{eq}6|\{eq}9\{eq}6) where LLE and PCA represent that we use the Fisher Exact Test for testing whether the region is enriched with LLE-correlated SNPs or PCA-correlated SNPs (P-value{eq}3\{eq}45\{eq}310\{eq}3) than expected by chance, and LASSO represents a structure information region that is identified by LASSO regression [22]. Table 2 shows that the number of regions identified by the LLE algorithms or PCA is almost sixteen times than that identified by the LASSO method. The number of significant regions shared by the LLE and LASSO method, and the number of significant regions shared by the LLE and PCA is close. They share about half the structure informative regions. However, the number of significant regions shared by three methods: LLE, PCA and LASSO is only 38. The distribution of structural informative genomic regions identified in the CEU samples by the three methods is shown in Figure 9. The distribution of structural informative genomic regions in the YRI and ASI is shown in Appendix S6 and Appendix S7, respectively. Some regions on chromosomes 1 and 4, and HLA regions on chromosome 6 demonstrate high significance in ancestry although in general structural informative regions are widely distributed across the genome, which is consistent with the conclusion of Biswas et al. 2009 [25].

To characterize the features of the structure informative genomic regions and investigate the difference in the genotype frequency pattern between the structure informative genomic regions identified by the LASSO method and by LLE or PCA methods we present Figures 10 and 11. The genomic region considered in Figure 10 is significantly enriched with informative genomic regions. One approach is to integrate genomic information content in a genomic region and use the LASSO regression (Materials and Methods) that uses a L1 penalty to achieve a sparse solution for identifying structure-informative genomic regions that characterize local changes in ancestry.
both LLE-correlated and PCA-correlated SNPs, but shows no significance by LASSO. We observe substantial difference in genotype frequencies of each SNP within the region among the CEU, YRI and ASI samples in Figure 10. However, we also can observe in Figure 10 that in all three populations CEU, YRI and ASI there were large genotype frequency variation among SNPs in the region. On the whole region, we did not observe large differences in genotype frequency variation patterns among the CEU, YRI and ASI samples. Therefore, this region was assessed to be a structure un-informative region by the LASSO method. The genomic region on Chromosome 3 covering positions from 164,500,000 to 164,750,000 in Figure 11 is a structure informative region identified by the LASSO method, but not enriched with LLE-correlated or PCA-correlated SNPs. We do not observe large genotype frequency variation among SNPs in the CEU samples. In other words, the genotype frequencies at each SNP in the region were similar. However, we do observe significant genotype allele frequency variation in the YRI and ASI samples. This genotype frequency pattern was CEU population specific. This explains why this region was identified as a structure informative genomic region by the LASSO method, but not by the LLE or PCA method.

The human genomic variation is created by mutation and changed by biological, demographic and historical processes [27]. Genomic variation has been shaped by genetic drift and natural selection, and by the demographic history of our ancestors. To investigate the potential causes of the structure informative genomic regions and impact of natural selection on their formation, we scanned the CEU population for selection using Tajima D test. The number of most extreme 5% regions under selection is 1,080. We observe that 3.2%, 53.2% and 57.4% of the identified selection regions were overlapped with the structure informative genomic regions detected by the LASSO, LLE and PCA, respectively.

To further illustrate that natural selection might be involved in the formation of structural informative genome regions, we present Figures 12 and 13 where the structure informative genomic regions (CEU specific) on Chromosomes 1 and 10 identified by all three methods: LASSO, LLE and PCA were overlapped with negative and positive selection regions in the CEU samples, respectively. Figure 12 shows that negative selection reduces variation in the region by eliminating some deleterious alleles in the CEU samples, while we observe in Figure 13 that positive selection caused local reduction in genetic diversity via increasing frequencies of favorable alleles in the population and “genetic hitchhiking”.

To further characterize the inherent features of the structural informative genomic regions, we study their LD patterns. The LD pattern is characterized by pair-wise $r^2$ between SNPs. We
consider the genomic region on Chromosome 3 between 164,500 kb and 164,750 kb which is identified to be a structure informative region for the CEU by the LASSO method. Figure 14 shows that a large proportion of SNPs in the CEU samples has a much stronger LD than that in the YRI and ASI samples. However, if the genomic region that is identified as structure uninformative, the LD levels across the region in all three populations CEU, YRI and ASI are very weak (Appendix S8).

Since the LASSO regress the axis of population variation on the integral of genomic content within the region, it identifies collective association of the SNPs in the genomic region with the formation of structure. The many SNPs in the region as a whole undergo the same evolution events. These SNPs are co-evolved. The most SNPs in the structure informative region identified by the LASSO method will show a similar pattern. The existing LD among the SNPs in the region is kept in the evolution. The genotypes of SNPs in the structure informative region identified by the LASSO will be correlated and hence have a strong LD between them.

Discussion

Emerging next-generation sequencing technologies which are evolving rapidly enable sequencing individual genomes and have the potential to discover the entire spectrum of sequence variations in a sample of individuals. The analysis of genome-wide sequencing data will provide new valuable tools for uncovering the evolution of populations, identifying the structure informative markers and genomic regions, improving our knowledge of population structure and developing personalized medicine. However, the development of efficient analysis tools for sequence-based population genetic studies is significantly lagging behind. Low frequency, high sequence errors, and missing data are three important challenges for the population genetic analysis of DNA sequence data. While often successful in uncovering population structure, PCA is sensitive to genotyping errors, outliers and missing values. As an alternative to PCA for population structure analysis, we used the LLE as a new low dimensional data representation tool to infer population structure and history. The population genetic analysis of next-generation sequencing data is currently in its infancy. The goal of this report is to stimulate discussion about the challenges for analyzing next-generation sequencing data in population structure and evolution studies.

We have shown several remarkable features of the LLE method for population structure and historical inference. First, the LLE was designed to discover a single global coordinate system in low dimensional space while preserving an important property that nearby data points in the high dimensional genomic space are co-projected to the low dimensional space. We showed that the reconstruction weights in the LLE which capture the topological properties of local neighborhoods of the subjects allow the estimation of relatedness structure among individuals and discover the pedigree tree of studied individuals. Second, we observed that in the presence of rare variants, the performance of the weighted genetic distance is better than Euclidean distance in the LLE analysis. Third, unlike PCA which is a linear reduction method,
the LLE is a nonlinear dimension reduction algorithm. The LLE can efficiently extract information on an intrinsically low dimensional nonlinear graph embedding from high dimensional data space. The LLE has higher power to uncover population substructure. For instance in a study of 179 individuals from four populations YRI, CEU, CHB and JPT on 14,397,437 SNPs which were obtained from a low coverage pilot dataset in the 1000 Genomes Project, the individuals from the CHB and JPT can be completely separated by the LLE algorithms, but cannot be well separated by the PCA. Fourth, the LLE generates a sparse eigenvalue problem derived from a weighted graph which represents neighborhood relations, as opposed to the dense eigenvalue problems in PCA. The eigenvectors generated by both LLE and PCA can be used to define axes of genomic variation. However, the eigenvectors generated by the LLE can completely define the population axis. An interesting observation is that in a study of 179 individuals from a low coverage pilot dataset in the 1000 Genomes Project, the eigenvectors can form axes of genomic variation individually, at the population level, the contribution of some individual SNP to the axes of genomic variation is too small to detect. Thus the LLE can alleviate the impact of missing genotypes on the population structure inference. The presence of rare variants, the true heterozygous are more likely to be called as missing. Biased estimation of genomic variation may introduce spurious population structure. Since the LLE algorithms only use pair-wise individual distance to construct neighborhood and genomic data of a few nearby individuals to calculate local reconstruction weights and low dimensional representation of the high dimensional genomic space, the impact of missing values and sequence errors on the LLE maps is limited. Therefore, the LLE is a better choice for sequence-based population structure inference than the PCA methods.

Identifying a set of markers that could be used for population structure and history inference will provide valuable information for population genetics and association studies. Similar to identifying PCA-correlated SNPs, we used a simple regression to search all LLE-correlated SNP markers that explicitly capture the structure of a population as identified by the LLE algorithms. We used gene-set enrichment analysis to identify genomic regions which are enriched with either PCA-correlated SNPs or the LLE-correlated SNPs. Although traditional simple regression is successful for identifying PCA or LLE-correlated SNPs for structure inference one at a time, this method is mainly designed for common variants. While single SNP might make large contributions to the major axes of genomic variation individually, alternative to simple regions methods for identifying LLE or PCA-correlated SNPs and gene enrichment analysis for identifying genomic regions enriched with LLE or PCA-correlated SNPs, we have developed a new statistic that integrates genomic information content in a genomic region for collectively studying association of the genomic region with the low dimensional representation of the genomic data and used LASSO regression to search such regions across the genomes.

We have analyzed the entire set of SNPs including both common and rare variants in a low coverage pilot dataset in the

Figure 10. Genotype frequency pattern of the SNPs within the structure significantly informative genome region located on chromosome 2 between 32,750 kb and 32,500 kb which was identified by the LLE and PCA methods, but non-significant by the LASSO method for CEU samples. The red color represents the homozygous genotype with the main allele, green color represents the heterozygous genotype and blue color represents the homozygous genotype with the minor allele.
doi:10.1371/journal.pone.0029901.g010
We observed that 25.1%, 44.9% and 21.4% of common variants were LLE-correlated SNPs and 31.8%, 44.2% and 22.3% of common SNPs were PCA-correlated, in the CEU, YRI and ASI populations, respectively. We found that the majority of rare variants ranging from 75.1% to 92.4% were LLE-correlated SNPs, which show that most rare variants are population specific. The number of ancestry informative SNPs identified by the LLE algorithms and PCA is close except for ASI where the number of ancestry informative rare SNPs identified by PCA is much smaller than that identified by the LLE algorithms. Interestingly, we observed the different allele frequency patterns between the top LLE-correlated and PCA-correlated SNPs. The top LLE-correlated SNPs contributing to the axis of genetic variation in the CEU were CEU specific. In other words, samples from the CEU showed significant DNA variation at the top LLE-correlated SNPs. However, samples from the YRI and ASI did not show any DNA variation at these top-LLE correlated SNPs. However, both top PCA-correlated common and rare SNPs did not show such population specific features. We observed that these SNPs showed DNA variations at least in two populations.

We observed that the number of the LLE-correlated SNP or PCA-correlated SNP enriched genomic regions is almost sixteen times than that identified by the LASSO method. We observed substantial differences in allele frequency and LD patterns between the LLE-correlated SNP or PCA-correlated SNP enriched genomic regions, and LASSO identified structure informative genomic regions. In the LLE-correlated or PCA-correlated SNP enriched genomic regions, we observed not only large variation in genotype frequency at single SNPs in the region among three populations, but also large genotype frequency variation among SNPs across the genome in all three populations. However, in the LASSO identified structure informative genomic regions that are specific for the CEU, the genotype frequencies at almost all SNP in the region were similar in the CEU samples, but genotype allele frequency variation among SNPs in the YRI and ASI samples were significant. It is also observed that a large proportion of the structure informative genomic regions identified by the LLE, PCA and LASSO methods are not overlapped. This shows that these three methods are complimentary.

Interestingly, we found that a large proportion of identified selection regions ranging from 3.2% to 57.4% were overlapped with the structure informative genomic regions. This implies that natural selection might contribute to the formation of population structure. We also observed that both negative and positive natural selection may lead to local reduction in genetic diversity and cause differences in the genotype frequency and LD patterns between populations.

Although our results are preliminary due to limitations of available next-generation sequence data, the concepts and methods described in this report are expected to emerge as an alternative analytic framework to current methods for population structure and historical inference and should stimulate further discussions in addressing the great challenges raised by next-generation sequencing technologies for population genetic studies.

A program for implementing the developed statistics can be downloaded from our website http://www.sph.uth.tmc.edu/hgc/faculty/xiong/index.htm.
Materials and Methods

Problem Formulation for the Low Dimensional Representation of High Dimensional Genomic Data by the LLE

The dimension in the genomic variant data space is very high. To alleviate the curse of dimensionality, it is indispensable to transform the data from the original high dimensional space to a low dimensional space. The LLE algorithm is a recently developed algorithm [28]. It is an extension of mixture models for local dimensionality reduction which perform PCA within each cluster [29]. The LLE algorithm attempts to project a nonlinear manifold in a high dimensional space onto the desired low dimensional representation with the property that nearby data points in the high dimensional space remain nearby in the low dimensional space.

We assume that \(n\) individuals are sampled. We consider \(p\) SNPs. In general, \(p\) is much larger than \(n\). Values of 0, 1, and 2 are assigned to the indicator variable \(x_{ij}\) for the genotypes AA, Aa and aa at the \(j\)-th SNP of the \(i\)-th individual, respectively. Let \(x_i = [x_{i1}, x_{i2}, \ldots, x_{ip}]^T\) be a vector of the indicator variables for the \(i\)-th individual which represent the genetic information for the \(i\)-th individual with dimension \(n \times p\). The data \(X\) can be represented by an undirected weighted graph \(G = (X, W)\), where each node denotes an individual and weight associated with an edge measures the similarity between a pair of nodes (a pair of individuals). Given a set of genotype data \(x_1, x_2, \ldots, x_n\) in \(\mathbb{R}^p\), find a set of points \(y_1, y_2, \ldots, y_n\) in the low dimensional space \(\mathbb{R}^m (m < p)\) which best preserves the similarity relationship between the individuals in the original high dimensional data space. To achieve this goal, the LLE algorithm consists of three steps. The first step is to search the nearest neighbors of each data point. The second step is to compute the weights that best reconstruct each data point from its neighbors. The third step is to find the desired low-dimensional coordinates in a non-linear dimensional projection \(Y = [y_1, y_2, \ldots, y_n]\) of the original high dimensional data \(X\). Next we introduce three steps in detail.

Neighborhood Construction

Before searching nearest neighbors, we should develop a statistic to measure the distance between two data points. The widely used geometric distance between two data points is the Euclidean distance. Euclidean distance is similar to the genetic distance between individuals defined as the number of alleles shared by state (IBS) [30]. Other genetic distance measures between individuals can also be used to quantify the genetic similarity between data points (individuals) [31,32]. To adjust for impact of allele frequency on the genetic distance we can incorporate allele-specific weights into the genetic distance measure. Let \(IBS_{A_j}\) and \(IBS_{a_j}\) be the number of copies of alleles \(A_j\) and \(a_j\) at the \(j\)-th SNP shared by the pair of individuals, respectively. Then, the allele frequency weighted genetic distance can be defined as

\[
d = 1 - \frac{1}{2p} \sum_{j=1}^{p} \left( \frac{1}{P_{A_j}} IBS_{A_j} + \frac{1}{P_{a_j}} IBS_{a_j} \right),
\]
where \( P_{A_j} \) and \( P_{a_j} \) are the frequencies of the alleles \( A_j \) and \( a_j \), respectively.

Now we are in a position to introduce the neighbors of each data point \([29,33]\). The simplest formulation of the algorithm is to find a fixed number of nearest neighbors per data point. Let \( k \), \( p \) be the number of data points in a neighborhood and \( N^k_i \) denote the neighborhood of the data point \( x_i \) in the high dimensional data space that includes only its \( k \) nearest data points, as measured by genetic distance (each data point may choose a different size \( k \) of its neighborhood). In the graphical representation of the data, nodes \( i \) and \( j \) are connected by an edge, if \( i \) is among \( k \) nearest neighbors of \( j \) or \( j \) is among \( k \) nearest neighbors of \( i \). The size \( k \) of the neighborhood has a large impact on the performance of the LLE algorithm. The size \( k \) should be small enough to make the approximate manifold locally linear, but also must be sufficiently large to recover embedding. An implementation of LLE should ensure that the graph formed by linking each data point to its neighbors is connected. Otherwise, the LLE algorithm should be applied separately to each connected component.

### Local Reconstruction Weight Calculation

The second step of the LLE algorithm is to reconstruct each data point by a linear combination of its nearest \( k \) neighbors:

\[
x_i = \sum_{j=1}^{n} w_{ij} x_j,
\]

where \( w_{ij} \) is a scalar weight, \( w_{ij} = 0 \) if \( x_j \notin N^k_i \) and \( \sum_{j=1}^{n} w_{ij} = 1 \). Let \( W = (w_{ij})_{n \times n} \) be a sparse weight matrix. We define the reconstruction error as

\[
e = \sum_{i=1}^{n} \left( ||x_i - \sum_{j=1}^{n} w_{ij} x_j||^2 \right) = \sum_{i=1}^{n} w_i^T G_i w_i,
\]

where \( w_i = [w_{i1}, \ldots, w_{in}]^T \) and \( G_i = (G_{ij})_{n \times n}, G_{ij} = (x_i - x_j)^T (x_i - x_j) \), is a symmetric, nonnegative definite matrix. The optimal reconstructed weights can be obtained by minimizing the reconstruction error under the constraint: \( \sum_{j=1}^{n} w_{ij} = 1 \). The optimal solution is given by

\[
w_i = \frac{G_i^{-1} 1_n}{1_n^T G_i^{-1} 1_n} \text{ for } i = 1, \ldots, n,
\]

where \( 1_n = [1, \ldots, 1]^T \) and it is understood that for \( x_j \notin N^k_i \) the corresponding weight \( w_{ij} \) is zero. The solution (2) requires an explicit inverse of the matrix \( G_i \). In practice, to avoid inverse computing, the same results can be obtained by solving the linear system of equations:

\[
GW_i = 1_n.
\]
The final optimal weights can be obtained by rescaling the weights to sum to one.

Eigenvalue Problem

The final step of the LLE algorithm is to compute the low dimensional representation \( Y \) while preserving the neighborhood relationship among the data points in the original high dimensional data space. Since the local construction weights measure the neighborhood relations among the data points in the original high dimensional data space, the low dimensional representation \( Y \) can be identified by minimizing the following graph embedding cost function:

\[
\sum_{i=1}^{n} \left\| Y_i - \sum_{j=1}^{n} w_{ij} Y_j \right\|^2 \quad (3)
\]

subject to the constraints: \( Y_1 = 0 \) and \( \frac{1}{n} YY^T = I_m \). The cost function in equation (3) can be obtained by replacing \( x_i \) by \( y_i \) in the equation (1). Instead of optimizing the weights in equation (1), we optimize the low dimensional representation \( Y \) that are reconstructed by the same weights as that for the high dimensional data \( X \).

Let \( W = [W_1, \ldots, W_n] \), \( I_n \) be an identity matrix and \( M = (I_n - W)(I_n - W) \). Then equation (3) can be reduced to

\[
\text{tr}(YMY^T), \quad (4)
\]

where \( \text{tr} \) denotes a trace of the matrix. Therefore, the low dimensional representation \( Y \) can be identified by solving the constrained minimization problem:

\[
\text{tr}(YMY^T) \quad (5)
\]

s.t. \( Y_1 = 0 \) and \( \frac{1}{n} YY^T = I_m \).

There are many ways to solve this optimization problem. One way that has a close connection to PCA and is also most straightforward is to find the bottom \( m \) eigenvectors of the matrix \( M \) as the desired low dimensional representation \( Y \) (see Appendix S9).

Why would we expect that the LLE will preserve the neighborhood structure of the graph embedding in the low dimensional space? For simplicity, we explain the one dimensional case. We assume that \( Y \) is a vector of low dimensional representation. Then, we have

\[
F = \text{tr}(YMY^T) = y^T(I - W)^T(I - W)y = \sum_{i=1}^{n} (y_i - \sum_{j} w_{ij}y_j)^2.
\]

If \( y_i = \sum_{j} w_{ij}y_j \) which implies that each data point in the low dimensional space can be restructured from the same neighbors with the same weights as that in the original dataset then the objective function \( F \) is minimized over all vectors. The neighborhood relationships among the data points reflect the population structure. If vectors that minimize the objective function \( F \) are chosen then they will allow revealing of the population structure.

The LLE for the population genetic studies has several remarkable features (Appendix S2 and Appendix S10 [34]). First, we can show that both weights and low dimensional coordinates of nonlinear dimensional project are a function of kinship coefficients or the probability of individual sharing IBD. Therefore, the LLE algorithms will provide a useful tool for identifying the genetic relationships among the individuals and population structure.

Second, if the number of \( \gamma + 1 \) eigenvalues of the matrix \( M \) is equal to zero then the number of subpopulations in the studies is \( \gamma \). Third, the eigenvalues measure the reconstruction errors. We can show that the eigenvalue is the average square of the locally linear reconstruction error in the low dimensional embedding space. The eigenvalue zero indicates that the each low dimensional coordi-
nates can be completely, linearly reconstructed by its neighborhood data points. Fourth, the degree of population substructure can be measured by the trace of between-class covariance matrix. If \( m \) subpopulations are completely separated, then their separability is defined as

\[
D = 1 - \frac{1}{m}.
\]  
(6)

If subpopulations cannot be completely separated, the measure of separability of subpopulations is defined as

\[
D = \frac{1}{m} \sum_{i=1}^{m} (\tilde{u}^j)^T \tilde{u}^j,
\]  
(7)

where \( \tilde{u} \) is a vector of the average of \( m \) low dimensional representation of the original genetic data in the high dimensional data space of \( n \) individuals.

The LLE and PCA have close relationships. PCA seeks projection direction with maximal variance or to remove the projection directions with minimal variance [14]. PCA can be formulated (Appendix S11) as

\[
\min y^T (I - W)y,
\]  
(8)

where \( W = \frac{1}{n} 11^T, 1 = [1,1,\ldots,1]^T \), \( y \) is a vector. Equation (8) implies that under the graph embedding framework for dimension reduction of the graph embedding underlying PCA has the intrinsic graph structure with all nodes connected and equal weights associated with the edges. If we define the matrix \( W' = W + W^T - W^T W \) and consider a row vector \( y \) of the data matrix \( Y \), the equation (5) is reduced to

\[
\min y^T (I - W')y.
\]  
(9)

Equation (9) has the similar form as that in equation (8), but with the complex weight matrix \( W' \) which has neighborhood structure. Unlike PCA whose graph embedding connects all the nodes in the graph and hence does not have neighborhood structure, the LLE projects high dimensional data to a desired low dimensional space while optimally preserving local neighborhood information. However, we should also point out that PCA gives a very natural ranking, whereas LLE-like methods may not so.

**Identification of Ancestry-Informative Markers and Genomic Regions**

The low-dimensional coordinates in a non-linear dimensional projection of genomic variants of an individual are summary statistics. Although they unravel the patterns of genomic variation in populations and uncover the population substructure the low dimensional representation of genomic data do not provide information about what genomic variations and regions influence the formation of subpopulations. It is useful to identify SNPs or genomic regions associated with the low dimensional representation of the high dimensional genomic data which can provide information on local changes in ancestry across the genome. Emerging next-generation sequencing technologies enable sequencing individual genomes and have the potential to discover the entire spectrum of sequence variations in a sample of individuals including common and rare variants [1,35–41]. A popular method for identifying ancestry-informative markers in the PCA is a simple regression where the principal component score is regressed on a genomic variant variable. Although an individual rare variant may have a large genetic effect, at the population level, their genetic effect is too small to detect. In addition, new sequence technologies are highly error prone. To overcome these limitations, we propose to integrate genomic information content in a genomic region for collectively testing association of the genomic region with the low dimensional representation of the genomic data. Let \( t \) be the position of a genetic variant along a chromosome or within a genomic region and \( T \) be the length of the genomic region being considered. For convenience, we rescale the region \([0,T]\) to \([0,1]\); because the density of genetic variants is high, we can view \( t \) as continuous. We assume that the whole genome is grouped into \( k \) genomic regions \([a_i,b_j], i = 1,\ldots,k\). We define the indicator variable for the genotype of the \( i \)-th individual at the genomic location \( t \) in the genomic region \([a_i,b_j]\) as

\[
\tilde{z}_{ij}(t) = \begin{cases} 
1 & \text{MM} \\
1 & \text{MM}, \quad i = 1, \ldots, n, j = 1, \ldots, k \\
0 & \text{mm}
\end{cases}
\]  
(10)

where \( M \) is a minor allele at the genomic position \( t \). The genotypic profiles \( \tilde{z}_{ij}(t) \) contain the information of the genetic variation and its relative genomic position. For convenience of discussion, \( \tilde{z}_{ij}(t) \) are referred to as the information content at the genomic position \( t \). Their integral \( x_j = \int_0^1 \tilde{z}_{ij}(t) dt \) summarizes the information content of the genome in the region \([a_i,b_j]\). It is a useful measure of the genetic variability of a genome region. We assume that the variable \( \tilde{x}_j \) are standardized:

\[
\tilde{x}_j = \frac{x_j - \bar{x}_j}{S_j},
\]

where \( \bar{x}_j = \frac{1}{n} \sum_{i=1}^{n} x_{ij} \) and \( S_j = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_{ij} - \bar{x}_j)^2} \). Thus, we have

\[
\frac{1}{n} \sum_{i=1}^{n} \tilde{x}_{ij} = 0 \quad \text{and} \quad \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_j = 1.
\]

The LASSO regression that uses a \( L_1 \) penalty to achieve a sparse solution will be used to identify ancestry-informative genomic regions which characterize local changes in ancestry. The LASSO is to solve the following problem:

\[
\min \beta \frac{1}{n} \sum_{i=1}^{n} (y_i - \sum_{j=1}^{k} \tilde{x}_j \beta_j)^2 + \lambda \sum_{j=1}^{k} |\beta_j|,
\]  
(11)

where \( y_i \) is the low dimensional coordinate of the genomic data for the \( i \)-th individual in the nonlinear dimensional project, \( \lambda \) is a penalty parameter, and \( \beta_j \) are regression coefficients. A solution by a successive coordinate-wise descent algorithm for optimization problem (11) is given by [42]

\[
\hat{\beta}_j = S \left( \tilde{x}_j (y_j - \hat{y}_j^{(0)}), \lambda \right),
\]  
(12)

where \( \hat{y}_j^{(0)} = \sum_{i=j}^{n} \tilde{x}_i \hat{\beta}_i, S(z, \lambda) = \text{sign}(z), \text{sign}(z) = \begin{cases} a & z > 0 \\
0 & \text{otherwise}
\end{cases} \), \( (a, a > 0) \). The genomic regions with \( \hat{\beta}_j \neq 0 \) are considered ancestry-
informative regions which provide information on local changes in ancestry across the genome. After the ancestry-informative genomic regions are identified, a simple regression will be used to test association of each SNP in the ancestry-informative region.
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Appendix S1 Three eigen-vectors in the eigen-space of zero eigen-value for the nonlinear dimensional mapping of all 14,397,437 SNPs of 179 individuals from four populations YRI, CEU, CHB and JPT mapped by the LLE using the Euclidean distance. The corresponding coordinate of the eigenvector associated with individuals from YRI, CEU, and CHB and JPT (ASI) was mapped to the x axis, the y axis and z axis, respectively.

Appendix S2 Proof A.

Appendix S3 The differences between the weights estimated by the original genomic data, and the low dimensional coordinates and the difference between the weights by the original genomic data and the PCA as a function of the weights arranged by their location in the weight matrix for 60 individuals from CEU population.

Appendix S4 DNA variation pattern of the LLE-correlated, YRI specific SNPs across populations.

Appendix S5 DNA variation pattern of the LLE-correlated, ASI specific SNPs across populations.

Appendix S6 The distribution of structural informative genomic regions identified by the LASSO, LLE and PCA for YRI samples. The genome was divided into nonoverlapping 250 kb bins (x axis), and the y axis represents the P-value for testing whether the genomic region is significantly structure informative.

Appendix S7 The distribution of structural informative genomic regions identified by the LASSO, LLE and PCA for ASI samples. The genome was divided into nonoverlapping 250 kb bins (x axis), and the y axis represents the P-value for testing whether the genomic region is significantly structure informative.

Appendix S8 LD pattern in the structure significantly informative genome region for CEU samples, but not for YRI and ASI samples located on chromosome 13 between 66,000 kb and 66,250 kb which was identified by the LLE and PCA method except the LASSO method. The LD levels were measured by pair-wise r² and illustrated by colors.

Appendix S9 Proof B.

Appendix S10 Proof C.

Appendix S11 Proof D.

Acknowledgments

We thank Ms. Shengjun Hong for drawing Figures 1–3.

Author Contributions

Conceived and designed the experiments: MX LJ. Analyzed the data: HS. Wrote the paper: MX.

References

1. Shendure J, Ji H (2008) Next-generation DNA sequencing. Nat Biotechnol 26: 1135–1145.
2. Bentley DR, Balasubramanian S, Swerdlow HP, Smith GP, Bignell HR, et al. (2008) Accurate whole human genome sequencing using reversible terminator chemistry. Nature 456: 53–59.
3. Drmanac R, Sparks AB, Callow MJ, Halpern AL, Fernandez A, et al. (2009) Human genome sequencing using unchained base reads on self-assembling DNA nanosets. Science 327: 78–81.
4. Pool JE, Hellmann I, Jensen JD, Nielsen R (2010) Population genetic inference from genomic sequence variation. Genome Res 20: 291–300.
5. Menozzi P, Piazza A, Cavalli-Sforza L (1978) Synthetic maps of human gene frequencies in europeans. Science 201: 786–792.
6. Cavalli-Sforza L, Feldman M (2003) The application of molecular genetic approaches to the study of human evolution. Nat Genet 33: 266–275.
7. Patterson N, Price A, Reich D (2006) Population structure and eigenanalysis. PLoS Genet 2: e190.
8. Novembre J, Stephens M (2008) Interpreting principal component analyses of spatial population genetic variation. Nat Genet 40: 646–649.
9. Price AL, Patterson N, Plenge RM, Weinblatt ME, Shadick NA, et al. (2006) Principal components analysis corrects for stratification in genome-wide association studies. Nat Genet 38: 904–909.
10. Paschou P, Ziv E, Burchard EG, Choudhry S, Deinuca P, et al. (2007) PCA-correlated SNPs for structure identification in worldwide human populations. PLoS Genet 3: e160.
11. Lee AB, Luca D, Klei L, Devlin B, Roeder K (2010) Discovering genetic ancestry using spectral graph theory. Genet Epi 34: 51–59.
12. Belkin M, Niyogi P (2001) Laplacian eigenmaps and spectral techniques for embedding and clustering. Advances in Neural Information Processing System 14: 585–591.
13. Tenenbaum J, Silva V, Langford J (2000) A global geometric framework for nonlinear dimensionality reduction. Science 22: 2319–2323.
14. Yan S, Xu D, Zhang B, Zhang HJ, Lin S, et al. (2007) Graph embedding and extensions: a general framework for dimensionality reduction. IEEE Transactions on Pattern Analysis and Machine Intelligence 29: 40–51.
15. Zhang W, Lin ZC, Tang XO (2011) Learning Semi-Riemannian Metrics for Semi-supervised Feature Extraction. IEEE Transactions on Knowledge and Data Engineering 23: 600–611.
16. Wang R, Shan S, Chen X, Chen J, Gao W (2009) Maximal linear embedding for dimensionality reduction. IEEE Trans Pattern Anal Mach Intell Feb 23.
17. Lee AB, Luca D, Roeder K (2010) A spectral graph approach to discovering genetic ancestry. Annal Appl Stat 4: 179–192.
18. Zhang J, Weng C, Niyogi P (2009) Graphic analysis of population structure on genome-wide association study of rheumatoid arthritis. BMC 3: S110.
19. Zhang J, Niyogi P, McPeek MS (2009) Laplacian eigensfunctions learn population structure. PLoS One 4: e7920.
20. Zhang J (2010) Ancestral informative marker selection and population structure visualization using sparse laplacian eigensfunctions. PLoS One 5: e13734.
21. Roweis S, Saul L (2000) Nonlinear Dimensionality Reduction by Locally Linear Embedding. Science 290: 2323–2326.
22. Tibshirani R (1996) Regresssion shrinkage and selection via the LASSO. J Royal Statist Soc B 58: 267–288.
23. The 1000 Genomes Project Consortium (2010) A map of human genome variation from population scale sequencing. Nature 467: 1061–1073.
24. The International HapMap Consortium (2005) A haplotype map of the human genome. Nature 457: 1299–1320.
25. Bioussé S, Schiefenhövel LB, Akey JM (2009) Genome-wide insights into the patterns and determinants of fine-scale population structure in humans. Ann. J Hum Genet 84: 641–650.
26. Hein B, Gravel S, Moreno-Estrada A, Acedo-Acedo S, Bustamante CD (2010) Fine-scale population structure and the era of next-generation sequencing. Hum Mol Genet 19: R221–R226.
27. Chakravarti A (1999) Population genetics-making sense out of sequence. Nat Genet 21: 56–60.
28. Kambhatla N, Leen TK (1997) Dimension reduction by local principal component analysis. Neural Computation 9: 1493–1516.
29. Saul LK, Roweis ST (2002) Think alobally, fit locally: unsupervised learning of nonlinear manifolds. Technical Report MS CIS-02-18.
30. Guan W, Liang L, Boehnke M, Abecasis GR (2009) Genotype-based matching to correct for population stratification in large-scale case-control genetic association studies. Genet Epi 33: 508–517.
31. Kosman E, Leonard KJ (2003) Similarity coefficients for molecular markers in studies of genetic relationships between individuals for haploid, diploid, and polyploid species. Mol Ecol 12: 415–424.
32. Smouse PE, Peakall R (1999) Spatial autocorrelation analysis of individual multiallele and multilocus genetic structure. Heredity 82: 561–573.
33. Izenman AJ (2008) Modern multivariate statistical techniques: regression, classification, and manifold learning. Springer.
34. Deng C, He XF, Han JW (2007) Spectral Regression for Efficient Regularized Subspace Learning. IEEE International Conference on Computer Vision. Rio de Janeiro. Brazil Oct.
35. Li B, Leaf SM (2000) Methods for detecting associations with rare variants for common diseases: application to analysis of sequence data. Am J Hum Genet 83: 311–321.
36. Kryukov GV, Shpunt A, Stamatoyannopoulos JA, Sunyaev SR (2009) Power of deep, all-exon resequencing for discovery of human trait genes. Proc Natl Acad Sci 106: 3871–3876.
37. Nielsen R (2010) Genomics: In search of rare human variants. Nature 467: 1050–1051.
38. Collins F (2010) Has the revolution arrived? Nature 464: 674–675.
39. Venter JC (2010) Multiple personal genomes await. Nature 464: 676–677.
40. Metzker ML (2010) Sequencing technologies - the next generation. Nat Rev Genet 11: 31–46.
41. Kim SY, Li Y, Gao Y, Li R, Nielsen R, et al. (2010) Design of association studies with pooled or un-pooled next-generation sequencing data. Genet Epi 34: 470–491.
42. Friedman J, Hastie T, Hofling H, Tibshirani R (2007) Pathwise coordinate optimization. Annal Appl Stat 2: 302–332.