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A distributed MIMO radar network consists of a large number of transmitters/receivers to cover a sensing area of interest but under the constraint that the number of antennas is limited. The problem of selecting a subset of antennas at a sampling time to maximize the diversity capability of the MIMO radar in terms of target resolvability is addressed from the information geometric viewpoint in this paper. Fisher information matrix of distributed MIMO radar which takes both radar waveform and SNR into account is derived as a function of individual antenna locations. The Fisher information distance (FID) between the measurement distribution based on all antennas and that based on only the selected set of antennas is calculated and is adopted as the criterion of selecting a subset of antennas. The underlying antenna selection problem is then to select a subset of antennas from all antennas which can result in the “shortest” FID with respect to a given target location. Since an NP hard search process is involved, an exhaustive search method is considered for efficient antenna subset selection. Simulation examples are presented to demonstrate the effectiveness of the proposed algorithm compared with other criteria in different antenna configurations.

1. Introduction

A multiple input multiple output (MIMO) radar network consisting of multiple widely separated transmitters and receivers is known as a distributed MIMO radar [1] and it is capable of jointly processing signals collected by all receivers in a fusion center [1]. The work on the MIMO radar systems with distributed transmitters and receivers, initiated by Fishler et al. in [2, 3], has attracted great attention of many researchers in the last decade [4–10]. A significant advantage of MIMO radar over a conventional radar is that the widely separated transmit/receive antennas are able to capture different cross sections of a target and thus potentially provide information about the spatial scattering properties of the target referred as spatial diversity gain [3], which can be utilized to avoid target scattering scintillations and potentially create a superior performance in detecting low-observable target (e.g., stealthy, low signal-noise ratio target, subject to some countermeasures) [11].

Advanced hardware technology development enables the low-cost, portable radar devices equipped with wireless communication ability to be built. It is desirable to understand the important issues and develop effective algorithms to facilitate the joint signal processing of a MIMO radar that encapsulates a large scale of transmitters and receivers.

The number of transmitters and receivers and their locations play a critical role on the sensing capability of a MIMO system. Practically, a particular antenna placement in a MIMO radar may not be controlled by the operator. Moreover, the number of antennas that can be utilized for joint signal processing may be limited by the network communication capability and power availability. In addition, the realization of an effective sensor network with a significant lifespan will rely on energy awareness at both the node and system levels [12]. One of the central issues for radar system design and resource management to address is energy-constrained dynamic antenna selection; such a system will require the antenna selector that can determine which antennas should be active. Like optimal path planning, the main idea behind the antenna selection is to create a balance between the amount of power, that is, the number of active antennas, and the amount of information that can be gained with a predefined cost function.
In target localization problem, the geometrical dilution of precision (GDOP) metric, which is commonly used in global positioning system (GPS) for mapping the attainable localization precision for a given layout of GPS satellites, is adopted as an evaluation criterion by Godrich et al. in [13] to select subset of radars. In [14] the authors investigated the estimate uncertainty ellipse whose area is inversely proportional to the determinant of Fisher information matrix (FIM). The design goal is to maximize the diversity capability of the MIMO radar in order to capture the amount of information about target location from the selected set of antennas as close as possible to that obtained by using all antennas. However, either GDOP or determinant of FIM is absolute quantity measured by the network and it is not suitable to schedule sensors using one absolute value since the sensing ability varies among different radar layouts.

Information geometry, as the study of intrinsic properties of manifolds of probability distributions, is proposed by Amari and Nagaoka (2000) [15], where the Riemannian metric tensor is defined as the FIM. The applications of information geometry to statistical inference have gained certain degree of success. In [16], information geometry is used to provide additional perspective on the sensor performance analysis and has been identified as a sophisticated powerful tool. This work is motivated to incorporate the specific properties of information geometry to facilitate antenna selection in MIMO radar network, using target localization as exemplars. The main difference between this paper and [13] is as follows. In [13], the FIM without considering path-loss effect is derived and GDOP is used as a metric of target localization to select the optimal subset using multistart local search (MLS) algorithm, whereas, in this paper, we derive the explicit FIM expression taking into account the range-dependent signal-to-noise ratio (SNR) and propose Fisher information distance (FID) in the statistical manifold as the evaluation criterion, which is one relative metric of corresponding configuration for optimization of antenna selection. Then we investigate the selection using exhaustive search method and compare the results with that using other criteria.

Antenna distribution optimization problem may be cased in two scenarios including (1) antenna placement problem: the deployment of $M$ transmitters and $N$ receivers in order to cover a surveillance region (to achieve a constant Ricci curvature of the underlying information surface [16]); (2) selection of a subset antennas under the constraints of total antennas involved in data processing (to achieve maximal information locally measured by FID). In this example, we consider the latter case where two selection strategies are considered. One is to find the minimal subset of antennas satisfying the FID threshold and the other is to achieve the minimal FID with fixed size of antennas.

The main contribution of the work is as follows: (1) derive FIM as a function of signal bandwidth, antenna locations, and SNR; (2) define the cost function from the information geometric viewpoint for selecting a subset of antennas from total available antennas; (3) formulate two optimal antenna selection strategies and describe optimal antenna deployment with respect to specific stealthy target; (4) compare performance with other cost functions.

The paper is structured as follows. In Section 2, system model for target localization in a distributed MIMO radar network is described and the FIM of the underlying network parameterized by target location is derived, where SNR as a function of signal travel range and radar signal bandwidth are explicitly taken into account. In Section 3, the information geometry theory is introduced and the FID for antenna selection is derived, respectively. Section 4 proposes the antenna selection strategies in terms of two different objectives and solves them using exhaustive search method. Simulation results are presented in Section 5. Finally, Section 6 concludes the paper.

2. Problem Formulation

2.1. System Scenario. The MIMO radar network under consideration involves $M$ transmitting radars and $N$ receiving radars and they are assumed to be widely separated and time synchronized. As shown in Figure 1(a), in (a) 2D area of interest, the locations of the $k$th transmitting antenna and the $l$th receiving antenna are denoted as $(x_k^t, y_k^t)$, $k = 1, \ldots, M$, and $(x_l^r, y_l^r)$, $l = 1, \ldots, N$, respectively, and they are assumed known. The system operates via a fusion center where all received signals are jointly processed. A typical application of such a MIMO radar is to estimate the parameter of a target location $\theta = (x, y)$ from the time of arrival (TOA) measurements.

Active localization is generated through multilateration. In multiple radar systems the time delay measured between a transmit-receive antenna pair defines an elliptical path of possible target locations, drawn using the locations of the transmit-receive antenna pair as the foci of the ellipse [13]. Each ellipse has an uncertainty region that is proportional to the time delay variance. The target is probably located in the intersection of multiple ellipses as the shadow area depicted in Figure 1(b). While the localization result is most accurate, in theory, when all radars are being active, it is usually better to invoke only a subset of sensors in order to conserve the power supplies for the network.

Let $\psi_k^t$ be the line of sight bearing between the $k$th transmitter to target and the $x$-axis viewed at the transmitter origin. Similarly, $\psi_l^r$ is the line of sight bearing of the $l$th receiver. And $\psi$ is the azimuth of target. According to the bistatic radar equation, an attenuation factor $\alpha_{k,l}(\theta)$ which describes the power loss for signal traveling from the $k$th transmitter via the target to the $l$th receiver can be defined as

$$
\alpha_{k,l}(\theta) = \frac{G_{T_k}G_{R_l}\lambda^2}{(4\pi)^3(R_k^t(\theta)R_l^r(\theta))},
$$

where $G_{T_k}$ and $G_{R_l}$ are the transmitter and receiver antenna gains, respectively, $\lambda$ is the carrier wavelength, and $c$ is the speed of light. $R_k^t(\theta)$ and $R_l^r(\theta)$ (see Figure 1(a)) are the ranges.
from the $k$th transmitter to target and from target to the $l$th receiver, respectively, and they are expressed as follows:

$$
R_k^l (\Theta) = \sqrt{(x-x_k^l)^2 + (y-y_k^l)^2},
$$

(2)

$$
R_l^k (\Theta) = \sqrt{(x-x_l^k)^2 + (y-y_l^k)^2}.
$$

In some applications, the total number of antennas that can be used at each time is limited and there is an antenna selection problem. In this work, we assume that for a given MIMO radar the measurement of target location can only be obtained from the processing of the signals of a subset of antennas. The underlying problem is how to choose a subset of transmitters and receivers from the total number of available antennas for a given target location such that measurement error is minimized. Next, the signal model and measurement model of MIMO radar are described and the likelihood function and thus the Fisher information matrix for the underlying measurement problem are derived.

### 2.2. Signal Model

A low pass equivalent of orthogonal signal transmitted from the $k$th transmitter may be represented by

$$
\sqrt{E_k} s_k(t),
$$

where $E_k$ is the signal power transmitted from the $k$th transmitter and $s(t)$ is a normalized waveform; that is,

$$
\int_{-\infty}^{\infty} |s_k(t)|^2 dt = \int_{-\infty}^{\infty} |S_k(f)|^2 df = 1.
$$

Signals originating from different transmitters can be separated at a receiver by exploiting the orthogonality between the transmitted waveforms.

Let $\zeta_{kj}(\Theta)$ denote the reflection coefficient of a target corresponding to the $(k,l)$th path; let $r_l(t)$ denote the signal received by the $l$th receiver at $t$; let $r$ denote the entire set of received signal $r = [r_1(t), r_2(t), \ldots, r_M(t)]^T$, where $[\cdot]^T$ denotes the transpose operator. For simplicity, we assume that only a single scatterer is present. The received signal noise $\omega_{kj}(t)$ associated with the $(k,l)$th path is assumed to follow a spatially and temporally white, zero-mean complex Gaussian random process with autocorrelation function $\sigma^2_w \delta(\tau)$, where $\delta(\tau)$ is a unit impulse function. The received signal at receiver $l$ can be modeled as

$$
r_l(t) = \sum_{k=1}^{M} E_k \alpha_k j \zeta_{kj} s_k(\tau_{kj}(\Theta)) + \omega_{kj}(t),
$$

(3)

where

$$
\tau_{kj}(\Theta) = \frac{R_k^l (\Theta) + R_l^k (\Theta)}{c},
$$

(4)

represents the time delay corresponding to the $(k,l)$th path. The SNR of the $(k,l)$th path at time delay $\tau_{kj}(\Theta)$ is defined as

$$
\eta_{kj}(\Theta) = \frac{E_k \alpha_{kj} (\Theta) \zeta_{kj}^2 (\Theta)}{\sigma^2_w}.
$$

(5)

In view of (2) and (4), it is clear that, under the criterion of maximum likelihood estimate (MLE) of the delay $\tau_{kj}(\Theta)$, the length of the $(k,l)$th path $R_k^l (\Theta) + R_l^k (\Theta)$ can be estimated.

### 2.3. Measurement Model

In the joint signal processing, a low pass received signal is implemented with a bank of matched filters to separate signal from different propagation path. The time delay measurements may be expressed in a vector form as

$$
\tau (\Theta) = [\tau_{1,1}(\Theta), \tau_{1,2}(\Theta), \ldots, \tau_{M,N}(\Theta)]^T.
$$

(6)

In particular, the time delay observation $\bar{\tau}_{kj}(\Theta)$ corresponding to the $(k,l)$th path is given by

$$
\bar{\tau}_{kj}(\Theta) = \arg \max \left| \int_{-\infty}^{\infty} r_l(t) s_k^* (t - \tau) dt \right|.
$$

(7)

After a few algebraic manipulations including substituting (3) into (7) and Taylor expanding around true time delay $\tau_{kj}(\Theta)$ and neglecting the third-order term, (7) becomes

$$
\bar{\tau}_{kj}(\Theta) = \tau_{kj}(\Theta) + \epsilon_{kj},
$$

(8)
where it can be shown that the noise term \( \varepsilon_{k,l} \) follows a zero-mean Gaussian distribution with variance [8]

\[
\mathbb{E} (\varepsilon_{k,l}^2 | m, n) = 1 \quad \text{for } k = m, l = n, \\
= 0 \quad \text{for } k \neq m \text{ or } l \neq n,
\]

where \( \eta_{k,l} \) is the SNR of the \((k,l)\)th path defined in (5) and \( \beta_k \) is the effective bandwidth of the \(k\)th transmitted signal measured in Hz.

Under the assumption that signals from different propagation paths are independent, the time delay measurement vector \( \tau(\theta) \) can then be described by a multivariate normal distribution

\[
p (\tau(\theta)) = \frac{1}{(2\pi)^{MN/2} \det[C(\theta)]^{1/2}} \exp \left\{ -\frac{1}{2} ([\tau(\theta) - \tau(\theta)]^T C^{-1}(\theta) [\tau(\theta) - \tau(\theta)]) \right\},
\]

where \( \det(\cdot) \) denotes the determinant operation and

\[
C(\theta) = \frac{1}{8\pi^2} \text{diag} \left\{ \frac{1}{\eta_{1,1} \beta_1^2}, \frac{1}{\eta_{1,2} \beta_1^2}, \ldots, \frac{1}{\eta_{MN} \beta_M^2} \right\}_{MN \times MN}.
\]

Target localization problem is then to estimate \( \hat{\theta} \) from the measurement \( \tau(\theta) \) which contains time delays from all antennas. In the absence of noise, at least three time delay measurements are required in order to uniquely localize a target in 2D plane, while, in the presence of noise, a distribution with mean and variance given by (11) is sought as illustrated in Figure 1(b).

3. Fisher Information Matrix and Fisher Information Distance

From the measurement distribution described by (10), one is able to derive the Fisher information matrix which encapsulates full information capacity of the underlying sensor network. The latter serves as the metric tensor of a statistical manifold and defines the local distance-related property under the Levi-Civita connection. Naturally, the Fisher information distance defined as the shortest geodesics between two points on a statistical manifold is considered as a similarity measure between the two distributions corresponding to these two points.

3.1. Fisher Information Matrix. Based on the measurement probability density (10) with respect to target location \( \theta \), the FIM, denoted by \( I(\theta) \), can be derived. Specifically, the \((i, j)\)th entry of the FIM, denoted by \( I(\theta)_{ij} \), is defined as [17]

\[
I(\theta)_{ij} = -\mathbb{E} \left\{ \partial^2 \ln p (\tau(\theta)) / \partial \theta_i \partial \theta_j \right\}.
\]

For a Gaussian distribution described by (10), (12) can be derived in the following form [18]:

\[
I(\theta)_{ij} = \frac{\partial \tau(\theta)}{\partial \theta_i}^T C^{-1}(\theta) \frac{\partial \tau(\theta)}{\partial \theta_j} + \frac{1}{2} \text{tr} \left[ C^{-1}(\theta) \frac{\partial C(\theta)}{\partial \theta_i} C^{-1}(\theta) \frac{\partial C(\theta)}{\partial \theta_j} \right],
\]

where \( \text{tr}(\cdot) \) denotes the trace operation.

Substituting (11) into (13), we obtain the following expression of the FIM:

\[
I (\theta) = \sum_{k=1}^{M} \sum_{l=1}^{N} G_{k,l},
\]

where \( G_{k,l} \) signifies the component of FIM contributed by the \((k,l)\) propagation path with respect to \( \theta \) and it can be written as

\[
G_{k,l} = \begin{pmatrix} u_{a_{k,l}} & u_{b_{k,l}} \\ u_{b_{k,l}} & u_{b_{k,l}} \end{pmatrix},
\]

where

\[
u_{a_{k,l}} = \frac{8\pi^2}{c^2} \eta_{k,l} (\theta) \beta_k^2 A_{k,l}^2 (\theta) + 2 \left( \cos \phi_k^l R_k^l (\theta) + \cos \phi_k^l R_k^l (\theta) \right)^2,
\]

\[
u_{b_{k,l}} = \frac{8\pi^2}{c^2} \eta_{k,l} (\theta) \beta_k^2 B_{k,l}^2 (\theta) + 2 \left( \sin \phi_k^l R_k^l (\theta) + \sin \phi_k^l R_k^l (\theta) \right)^2,
\]

\[
u_{c_{k,l}} = \frac{8\pi^2}{c^2} \eta_{k,l} (\theta) \beta_k^2 A_{k,l}^2 (\theta) B_{k,l} (\theta) + 2 \left( \cos \phi_k^l R_k^l (\theta) + \cos \phi_k^l R_k^l (\theta) \right) \left( \sin \phi_k^l R_k^l (\theta) + \sin \phi_k^l R_k^l (\theta) \right),
\]

where

\[ A_{k,l}(\theta) = \cos (\phi_k^l) + \cos (\phi_k^l), \]

\[ B_{k,l}(\theta) = \sin (\phi_k^l) + \sin (\phi_k^l). \]

To address the antenna selection problem, we introduce a set of binary variables to model a binary antenna selection process

\[
\rho_{tk} = \begin{cases} 1, & \text{if transmitter } k \text{ is selected} \; k = 1, 2, \ldots, M, \\ 0, & \text{otherwise}, \end{cases}
\]

\[
\rho_{rl} = \begin{cases} 1, & \text{if receiver } l \text{ is selected} \; l = 1, 2, \ldots, N, \\ 0, & \text{otherwise}, \end{cases}
\]

Hence, the FIM due to a subset of antennas can be expressed as

\[
I (\rho_{ta}, \rho_{rc}) = \sum_{k=1}^{M} \sum_{l=1}^{N} \rho_{tk} \rho_{rl} G_{k,l}.
\]
From the derived FIM expression (19), the following observations can be made.

(i) The achievable Fisher information about target state \( \theta \) depends on SNR \( \eta \), the effective bandwidth \( \beta \), and the angles of antennas with respect to the target \( \theta \).

(ii) Contributions from multiple propagation paths are additive due to their independence of each other.

(iii) The values of FIM vary with different combinations and configurations of antennas.

3.2. Fisher Information Distance. The antenna selection problem can be formulated in an information theoretic framework. Our aim for antenna selection is to derive optimal policies for selecting a subset of antennas under resource constraints such that the available Fisher information is maximized. To that end, there are several functions characterizing the information gain. The Kullback-Leibler divergence (KLD), shown in (20), is one successfully used measure of the information gain. The Kullback-Leibler divergence is defined as the shortest geodesics of antennas under different constraints to obtain the best possible parameter estimation accuracy for a distributed MIMO radar network.

\[
\mathcal{D}_K (P \parallel Q) = \int_{-\infty}^{\infty} p(x) \ln \frac{p(x)}{q(x)} dx. \quad (20)
\]

Here we introduce the Fisher information distance (FID) or Rao’s distance to measure the difference between the measurement distribution with all antennas and that with the selected subset of antennas. In principle, all FIM related measures such as the GDOP and the determinant/trace of the statistical manifold. Based on the above analysis, the FID can be rewritten as

\[
\mathcal{D}_F (S_1, S_2) = \frac{1}{2} \text{tr} \left( \log^2 \left( \Sigma^{-1/2} \mathcal{S}_1 \Sigma^{-1/2} \right) \right). \quad (23)
\]

Consequently, the policy for optimal antenna subset selection under resource constraints can be stated in the following simple form:

Optimal measurement distribution derived from all antennas \( \implies S_1 = \mathcal{N} (\theta, I^{-1}(\theta)) \), Measurement distribution derived from asubset of antennas \( \implies S_2 = \mathcal{N} (\theta, I^{-1}(\rho_{xx}, \rho_{rx})) \).

Substitute (24) into (23), and the FID can be rewritten as

\[
\mathcal{D}_F (S_1, S_2) = \frac{1}{\sqrt{2}} \text{tr} \left( \log \left[ I^{1/2}(\theta) \Gamma^{-1} (q_{xx}, q_{rx}) I^{1/2}(\theta) \right] \right).
\]

\[
= \frac{1}{\sqrt{2}} \left[ \log \left| I^{1/2}(\theta) \Gamma^{-1} (q_{xx}, q_{rx}) I^{1/2}(\theta) \right| \right]. \quad (25)
\]

where \( \cdot \parallel \cdot_F \) denotes the Frobenius norm operation. The KLD in this problem can be derived as [20]

\[
\mathcal{D}_K (S_1, S_2) = \frac{1}{2} \left\{ \text{tr} (I (q_{xx}, q_{rx}) I^{-1}(\theta)) + \log \left( \frac{\det I (\theta)}{\det I (q_{xx}, q_{rx})} \right) - 2 \right\}. \quad (26)
\]

For subset selection problem, each subset of radars will obtain a different probability distribution of the target location parameter, which can be treated as a point on the statistical manifold. Based on the above analysis, the difference between two distributions of subset and fully used radars can be measured in terms of FID \( \mathcal{D}_F \) as well as KLD \( \mathcal{D}_K \). The smaller the value of \( \mathcal{D}_F \) or \( \mathcal{D}_K \) is, the better the subset’s sensing capability of target localization can be obtained. Therefore sensor selection procedure is to choose one subset based on which the measurement distribution is statistically the “closest” to \( \mathcal{N} (\theta, I^{-1}(\theta)) \) satisfying the given resource constraints. In the simulation experiments, we will compare their performance in antenna selection and placement analysis.

4. Practical Antenna Selection Strategies

In this section, two practical strategies for selecting a subset antennas under different constraints to obtain the best possible parameter estimation accuracy for a distributed MIMO radar network are discussed.
4.1. Minimal Subset Selection Strategy. The minimal subset selection strategy is to identify a minimal subset of transmitters and receivers for the MIMO radar network at a sampling time such that the FID calculated in (25) is less than the threshold $\mathcal{D}_{max}$. This problem may be written as follows:

$$\min_{\rho_{tx}, \rho_{rx}} \mathcal{D}_F \left( \Gamma^{-1}(\theta), \Gamma^{-1}(\rho_{tx}, \rho_{rx}) \right)$$

subject to

$$\sum_{k=1}^{M} \rho_{tx_k} + \sum_{l=1}^{N} \rho_{rx_l} = K,$$

where $\sum_{k=1}^{M} \rho_{tx_k} \geq 1$ and $\sum_{l=1}^{N} \rho_{rx_l} \geq 1$.

4.2. K-Subset Scheduling Strategy. The K-subset scheduling strategy is to minimize the FID calculated in (25) by selecting only K active transmitters in the MIMO radar system from the available M transmitters and N receivers. The problem may be formulated as

$$\min_{\rho_{tx}, \rho_{rx}} \mathcal{D}_F \left( \Gamma^{-1}(\theta), \Gamma^{-1}(\rho_{tx}, \rho_{rx}) \right),$$

subject to

$$\sum_{k=1}^{M} \rho_{tx_k} + \sum_{l=1}^{N} \rho_{rx_l} = K,$$

where $\sum_{k=1}^{M} \rho_{tx_k} \geq 1$ and $\sum_{l=1}^{N} \rho_{rx_l} \geq 1$.

5. Numerical Analysis

In this section, numerical simulation analysis is provided for the subset selection algorithms using the FID as the criterion.

5.1. Network Configuration. Consider a MIMO radar system with $M = N = 6$ and that it requires the order of $2^{12} = 4,096$ iterations with an exhaustive search to select the optimal subset of antennas. To demonstrate the influence of antennas deployment on localization accuracy, four different antenna configurations are set up, as depicted in Figure 2. The target is located in the axis origin $(x, y) = (0, 0)$. The ranges from the transmit and receive radars to the target are set to be identical, which is equivalent to setting the attenuation factor $\alpha_{kj}$ to be equal. Both antenna gains $G_{tx}$ and $G_{rx}$ are 50 dB, the carrier frequency $f_c$ is 9 GHz, the noise variance $\sigma_n^2$ is 1, the transmitted power $E_k = 10^7$ W, and the bandwidth of transmitted signal is $\beta_k = 1$ MHz.

5.2. Target Model. To demonstrate the spatial diversity gain obtained by a distributed MIMO radar, a target RCS model which is an extension of the bistatic RCS model in [22] is adopted in the simulation. Transmitters and receivers in different angles with respect to the target will mostly lead to different reflection coefficients. As shown in Figure 3, the model is a function of the incident angle $\phi_k^t$, the reflected angle $\phi_k^r$, and the azimuth angle $\psi$ (see Figure 1(a)) and it is designed to achieve a lower scattering in the directions of nose and tail of the target body ($\psi - \phi_k^t = 0/\pm \pi$ and $\psi - \phi_k^r = 0/\pm \pi$), while the RCS values are significantly higher around four directions that are perpendicular to the target body ($\psi - \phi_k^t = \pm \pi/2$ and $\psi - \phi_k^r = \pm \pi/2$). In the simulation analysis presented below, the azimuth $\psi$ is set to be 0. This target RCS model can be used in many practical applications [22].

5.3. Criteria Used in the Comparison. The performances of antenna selection results via the FID, KLD, GDOP, and determinant of inverse of FIM are compared in the following two antenna subset selection scenarios described in the previous section. And the GDOP can be expressed as

$$GDOP = \sqrt{\Gamma^{-1}(q_{tx}, q_{rx})_{11} + \Gamma^{-1}(q_{tx}, q_{rx})_{22}}.$$

5.4. Simulation Results

5.4.1. Minimal Subset Selection Analysis. The given FID, KLD, GDOP, and determinant thresholds are set to 0.5, 0.15, 1.5, and 0.6, respectively. The subsets selection results for Case 1 through Case 4 are shown in Table 1.

It can be seen from Table 1 that transmitters or receivers with orientations approximately perpendicular to the object, in other words, with larger reflection coefficients, tend to be selected, like transmitters 2 and 3 and receivers 2 and 5 are selected via all four evaluation criteria in Case 1. Besides, the transmit-receive path providing best angular spread trends to be selected, like the result for Case 4 in Table 1(a). Also, the minimum size of selected subset in Cases 1 and 4 is much smaller than that of Cases 2 and 3 in four tables due to the greater angular spread configuration in Cases 1 and 4. In addition, the result for Case 3 in Tables 1(c) and 1(d) suggests that even when all the underlying radars are used, we are still not able to achieve the GDOP and determinant threshold, which is the drawback of using the absolute values for this problem. The numbers of selected subset using relative quantities, FID and KLD, are mostly the same.

Figure 4 shows that uniformly distributed MIMO radar networks, like Cases 1 and 4, need small number of radars operating due to the spatial diversity gain while the nonuniform networks in Cases 2 and 3 need more radars to satisfy the threshold.
Figure 2: MIMO radar layouts; Cases 1, 2, 3, and 4.

Figure 3: RCS model for distributed MIMO radar.
5.4.2. K-Subset Selection Analysis. The subset size of MIMO radar is set to $K = 6$. The other simulation parameters are the same as the above. The resulting subset selections are shown in Table 2.

It can be seen from Table 2 that transmit–receive path with larger reflection coefficients as well as the best angular spread is favorable over others. Plus, as illustrated in Tables 2(a), 2(b), and 2(c), Cases 1 and 4 outperform Cases 2 and 3 for target localization in terms of smaller FID, KLD, and GDOP, respectively, while this is not obvious in Table 2(d). The combinations of selected radars in four cases using FID and KLD are mostly the same.

In Figure 5 the FID values of optimal selected subset curves versus number of radars are calculated for the four different configurations. The range of subset size is varied from 4 to 12. The FID values decrease with the increment of subset size, which suggests that the probability distribution of target location for subset approaches the best one with more antennas involved. Additionally, like the analysis of strategy 1, uniformly distributed MIMO radar networks, like Cases 1 and 4, obtain smaller FID values due to the better spatial diversity gain than those of Cases 2 and 3 with the same subset size.

5.5. Result Discussion. The following may be deduced from the simulation result analysis.

(i) Antenna selection is a kind of sensor management to accomplish a balance between operational objectives and operational constraints [23]. Although the spatial diversity gain with more antennas will benefit the target detection and parameter estimation, antenna selection technology will reduce the communication requirement as well as the transmitted power under resource awareness.

(ii) Different structures of antenna deployment obtain different information about the target location due to the target RCS fading with angles. The uniformly distributed MIMO radar configuration like Case 1 is demonstrated to be the best choice for surveillance over a region since all antennas are uniformly spread around the target compensating the RCS fluctuations.

(iii) Different cost functions for determining the optimal antenna selection lead to different results. The FID directly measures the distance between two probability distributions in the statistical manifold. It has been demonstrated to be effective for antenna selection, and more importantly it can identify the closeness of the optimal subset to all radars while the GDOP or determinant can not. The KLD, as an information gain, can also measure the similarity between two probability distributions, though it is not a real metric in statistical manifold.
(iv) The transmit-receive path with high target RCS value tends to be selected since the corresponding SNR is large. Besides, the angular spread of radars plays an important role in antenna selection. In our paper, RCS around the directions that are perpendicular to the target body is higher since the cross section there is large. Therefore, we can deploy the transmitters and receivers according to some prior information about target RCS model and its heading direction to observe the target body.

(v) Since the size of the underlying antennas in our paper is modest, the exhaustive search method can effectively obtain the global optimum. For practical situations, we need the greedy algorithm to do the optimization for the sake of computational reduction and saving time when the search space is large.

6. Conclusion

In this paper, we address the problem of optimal antenna selection analysis for distributed MIMO radar network for target localization by utilizing theory of information geometry. Firstly, we derived the explicit FIM of target location which takes both radar signal parameter and SNR into account. Then, the information geometry is used to analyze the intrinsic property of multivariate normal distributions and the Fisher information distance between subset and all radars for positioning target is derived. In order to solve this NP hard search problem, we adopt an exhaustive search method to efficiently select the subset of antennas of the shortest FID for a given target location from all possible combinations of subsets drawn from the $M + N$ antennas. Thus, we can obtain measurements which contain maximal observable target information with limited energy resources. The effectiveness and robustness of information geometry of

a tool has been demonstrated through numerical analysis. The information geometry based approach is proved to be the most natural one from a geometric perspective and is capable of future application to signal processing.

Appendix

Let $S$ be an $n$-dimensional parameter space; let $\theta = (\theta_1, \theta_2, \ldots, \theta_n)$ be an arbitrary parameter vector in $S$ to specify a distribution; let $x$ be a random variable; let $p(x \mid \theta)$ be the probability (continuous) density function. $S$ is regarded as an $n$-dimensional manifold with $\theta$ as its natural coordinate system.

A curve $\gamma(t)$ is a geodesic if and only if it is the solution of the $n$ second order Euler-Lagrange equations \[\frac{d^2 \dot{\theta}_k}{dt^2} + \sum_{i,j=1}^{n} \Gamma_{ij}^k \frac{d \dot{\theta}_i}{dt} \frac{d \dot{\theta}_j}{dt} = 0, \quad \forall k = 1, \ldots, n, \quad (A.1)\]

where $\Gamma_{ij}^k$, $i, j, k = 1, \ldots, n$ are the Christoffel symbols of the second kind and are defined as Riemannian connection coefficients (Levi-Civita connection):

\[\Gamma_{ij}^k = \frac{1}{2} \sum_{l=1}^{n} g^{kl} \left( \frac{\partial g_{jl}}{\partial \theta_i} + \frac{\partial g_{il}}{\partial \theta_j} - \frac{\partial g_{ij}}{\partial \theta_l} \right), \quad (A.2)\]

where $g_{kl}$ and $g^{kl}$ are the $(k,l)$th entry of FIM $G(\theta)$ and inverse of the FIM $G^{-1}(\theta)$, respectively. An important property of Levi-Civita connection is that it is compatible with Fisher information metric. However, solving the Euler-Lagrange equations and the evaluation of the geodesic distance $D$ becomes, in general, a computationally nontrivial task.
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