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\begin{abstract}
Since the new coronavirus (COVID-19) outbreak spread from China to other countries, it has been a curiosity for how and how long the number of cases will increase. This study aims to forecast the number of confirmed cases of COVID-19 in Italy, the United Kingdom (UK) and the United States of America (USA). In this study, grey model (GM(1,1)), nonlinear grey Bernoulli model (NBGM(1,1)) and fractional nonlinear grey Bernoulli model (FANGBM(1,1)) are compared for the prediction. Therefore, grey prediction models, especially the fractional accumulated grey model, are used for the first time in this topic and it is believed that this study fills the gap in the literature. This model is applied to predict the data for the period 19/03-22/04/2020 (35 days) and forecast the data for the period 23/04-22/05/2020. The number of cases of COVID-19 in these countries are handled cumulatively. The prediction performance of the models is measured by the calculation of root mean square error (RMSE), mean absolute percentage error (MAPE) and \( R^2 \) values. It is obtained that FANGBM(1,1) gives the highest prediction performance with having the lowest RMSE and MAPE values and the highest \( R^2 \) values for these countries. Results show that the cumulative number of cases for Italy, UK and USA is forecasted to be about 233000, 189000 and 1160000, respectively, on May 22, 2020 which corresponds to the average daily rate is 0.80%, 1.19% and 1.13%, respectively, from 22/04/2020 to 22/05/2020. The FANGBM(1,1) presents that the cumulative number of cases of COVID-19 increases at a diminishing rate from 23/04/2020 to 22/05/2020 for these countries.
\end{abstract}
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\section{1. Introduction}

The new coronavirus (COVID-19) outbreak first appeared allegedly in Wuhan, China in December 2019. There have been reported about 2.1 million confirmed COVID-19 cases and 146 thousand deaths worldwide since then. China, Europe and USA have been the centre of this outbreak, respectively. Italy and the United Kingdom are most affected countries in Europe by this outbreak \cite{21}. Italy has the largest number of the cumulative confirmed cases of COVID-19 with 86500 cases as of 28/03/2020 in the world. Furthermore, USA ranks the first place with the most cumulative confirmed cases as of 22/04/2020 \cite{22}. Therefore, it may be vital research topic to estimate how far the outbreak would spread in a specific country or worldwide.

Recently, many researchers have focused on forecasting the number of COVID-19 cases accurately. Fanelli and Piazza \cite{7} used susceptible-infected-recovered-deaths (SIRD) model to forecast COVID-19 spreading for Italy, China and France. Al-qaness et al. \cite{1} used an improved adaptive neuro-fuzzy inference system (ANFIS), called FPASSA-ANFIS, to forecast confirmed cases of COVID-19 in China. Roosa et al. \cite{17} employed a generalized logistic growth model, the Richards growth model, and a sub-epidemic wave model to forecast the cumulative cases in the provinces of Guangdong and Zhejiang, China. Petropoulos and Makridakis \cite{16} used logistics curve (S-Curve), which is a kind of time series approaches, to forecast the cumulative confirmed cases globally. Benvenuto et al. \cite{3} used Auto Regressive Integrated Moving Average (ARIMA) model to forecast the prevalence and incidence of COVID-19. Magal and Webb \cite{13} used a model which consists of ordinary differential equations, to forecast the cumulative reported and unreported cases for COVID-19 in South Korea, Italy, France and Germany. Zhang et al. \cite{27} used a segmented Poisson model to forecast the daily new cases data of the COVID-19 in Canada, France, Germany, Italy, UK and USA. They tried to determine turning point, duration and attack rate of COVID-19 in these countries. To sum up, the studies on forecasting the number of cases
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of COVID-19 pandemic have been interesting, important and trending. However, it can be argued that only a few forecasting methods have been employed for the prediction of COVID-19 cases in the literature. Therefore, the methods used to estimate prospective cases in the future need to be diversified. To fill the gap in the literature, the fractional accumulated grey prediction models are employed for forecasting COVID-19 cases in Italy, UK and USA in this study.

The fractional accumulated grey prediction models have been widely used as a forecasting tool due to its high prediction performance by many researchers recently ([8,14,24] and [23]). One of these is the fractional nonlinear grey Bernoulli model (FANGBM(1,1)), which is proposed by Wu et al. [25]. The FANGBM(1,1) is a highly improved form of the basic grey prediction model (GM(1,1)) which is firstly proposed by Jiulong Deng in 1982 [5]. The FANGBM(1,1) is the combination of the r-th accumulated generation operation and nonlinear grey Bernoulli model (NGBM(1,1)). Two parameters, which are fractional order value (r) and power index value (γ), determine the prediction characteristic of this model. Also, it is known that FANGBM(1,1) reduces to NGBM(1,1) when γ ≠ 0 and r = 1 and reduces to the GM(1,1) when γ = 0 and r = 1 [25]. Wu et al. [25] used the FANGBM(1,1) to forecast China’s total renewable energy consumption, hydroelectricity consumption, wind consumption, solar consumption, and consumption of other renewable energies. Şahin [18] used the FANGBM(1,1) to forecast Turkey’s electricity generation and installed capacity from total renewable and hydro energy. The common feature of these two studies is that the FANGBM(1,1) gives the best prediction result among other models. Additionally, this model has not yet been used as a forecasting method in the field of the infectious diseases.

To benefit from the powerful forecasting nature of the fractional grey prediction model is the main motivation of this study for predicting the number of cases of COVID-19. This study aims at forecasting the number of cases of COVID-19 in Italy, UK and USA using FANGBM(1,1), which is an improved grey prediction model. Two parameters of the FANGBM(1,1), which are r and γ, are optimized using genetic algorithm (GA) technique for this study.

The main contributions of this study are:

- As far as is known, the FANGBM(1,1) model is used for the first time in forecasting the number of cases COVID-19. Therefore, it is believed that this study fills the gap in the literature.
- The results of this study are expected to help the governments in developing their own policies to take appropriate measures regarding COVID-19 outbreaks at this time when more information is needed on time.
- Additionally, it is believed that this study will be one of the alternative and guiding studies for estimating the number of cases of COVID-19 for other countries or provinces.

The remainder of this paper is structured as follows. Section 2 gives the methodology of grey prediction models. Section 3 specifies how optimal parameters are obtained and prediction performance is measured. Section 4 presents the results and discusses the results of this study. In section 5, the main conclusions of this study and suggestions for further studies are mentioned.

2. The methodology of grey prediction models for this study

In this section, the mathematical form of fractional nonlinear grey Bernoulli model (FANGBM(1,1)), nonlinear grey Bernoulli model (NGBM(1,1)) and grey model (GM(1,1)) is presented.

2.1. The fractional nonlinear grey Bernoulli model (FANGBM(1,1))

The methodology of FANGBM(1,1) can be explained in the following steps [25].

Step 1: The original data sequence \( X^{(0)} \) is formed.

\[
X^{(0)} = \{ X^{(0)}(1), X^{(0)}(2), X^{(0)}(3), \ldots, X^{(0)}(n) \}
\]

where \( n \) indicates the length of the sequence or the number of the original data.

Step 2: Transforming the \( X^{(0)} \) to the \( X^{(r)} \) using r-th accumulated generating operation (r-AGO) where \( r \) indicates the fractional order value \( r > 0 \).

\[
X^{(r)}(k) = \sum_{i=1}^{k} X^{(r-1)}(i), \ k = 1, 2, 3, \ldots, n
\]

And, \( X^{(r)} \) can be formed with matrix.

\[
X^{(r)} = A X^{(0)}
\]

where \( A^r \) and \( A^{-r} \) indicate the r-th order accumulated generating matrix and the inverse accumulated generating operation matrix, respectively. The form of \( A^r \) and \( A^{-r} \) can be given by the following equations [8].

\[
A^r = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
r & 1 & 0 & \cdots & 0 \\
\frac{r(r+1)}{2!} & r & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{r(r+1) \cdots (r+n-2)}{(n-1)!} & \frac{r(r+1) \cdots (r+n-3)}{(n-2)!} & \frac{r(r+1) \cdots (r+n-3)}{(n-3)!} & \cdots & 1
\end{pmatrix}
\]

\[
A^{-r} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
-1 & 0 & 0 & \cdots & 0 \\
\frac{r(r-1)}{2!} & -r & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{(r(r-1) \cdots (r-n+2))(−1)^{n-1}}{(n-1)!} & \frac{(r(r-1) \cdots (r-n+3))(−1)^{n-2}}{(n-2)!} & \frac{(r(r-1) \cdots (r-n+4))(−1)^{n-3}}{(n-3)!} & \cdots & 1
\end{pmatrix}
\]
When \( r = 1 \), \( X^{(1)}(k) \) turns into the first-order accumulated generating operation (1-AGO) sequence of \( X^{(0)} \), called as \( X^{(1)}(k) \). \( X^{(1)}(k) \) can be formulated as,

\[
X^{(1)}(k) = \sum_{i=1}^{k} X^{(0)}(i), \quad k = 1, 2, 3, \ldots, n
\]

(6)

The relationship between \( X^{(0)} \) and \( X^{(1)} \) can be given as,

\[
X^{(0)} = A^{-1} X^{(1)}
\]

(7)

where, \( A^{-1} \) is the inverse of the \( A \) matrix. The matrix form of \( A \) and \( A^{-1} \) can be given by the following equations:

\[
A = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
1 & 1 & 0 & \cdots & 0 \\
1 & 1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 1
\end{pmatrix}
\]

(8)

and,

\[
A^{-1} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
-1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix}
\]

(9)

Additionally, \( X^{(0)} \) can be derived by various forms of the A matrix [8] as,

\[
X^{(0)} = A^{-1} X^{(1)} = A^{-2} X^{(2)} = A^{-3} X^{(3)} = \cdots = A^{-r} X^{(r)}
\]

(10)

Step 3: Defining the whitening equation and the grey differential equation by the following equations.

\[
\frac{dX^{(r)}(k)}{dt} + aX^{(r)}(k) = b(X^{(r)}(k))^\gamma, \quad r > 0
\]

(11)

\[
X^{(r)}(k) = -X^{(r)}(k-1) + az^{(r)}(k) = b(z^{(r)}(k))^\gamma
\]

(12)

where \( \gamma \) indicates the power index value. In Eq. (12), \( z^{(r)}(k) \) can be given as [14]:

\[
z^{(r)}(k) = 0.5 \ast (X^{(r)}(k) + X^{(r)}(k-1)), \quad k = 2, 3, 4 \ldots n
\]

(13)

Step 4: Obtaining of parameters \( a \) and \( b \) using the least squares method:

\[
[a \ b]^T = [B^T B]^{-1} B^T Y
\]

(14)

where, \( B \) and \( Y \) are given by the following equations:

\[
B = \begin{bmatrix}
-z^{(r)}(2) & (z^{(r)}(2))^\gamma \\
-z^{(r)}(3) & (z^{(r)}(3))^\gamma \\
-z^{(r)}(4) & (z^{(r)}(4))^\gamma \\
\vdots & \vdots \\
-z^{(r)}(n) & (z^{(r)}(n))^\gamma
\end{bmatrix}
\]

(15)

and,

\[
Y = \begin{bmatrix}
X^{(r)}(2) - X^{(r)}(1) \\
X^{(r)}(3) - X^{(r)}(2) \\
X^{(r)}(4) - X^{(r)}(3) \\
\vdots \\
X^{(r)}(n) - X^{(r)}(n-1)
\end{bmatrix}
\]

(16)

Step 5: Finally, calculation of the predicted values by the following equations:

\[
\hat{X}^{(1)}(1) = X^{(0)}(1)
\]

\[
\hat{X}^{(1)}(k) = \left( (\hat{X}^{(1)}(1))^{1-\gamma} - \frac{b}{\gamma} \right) e^{a(x-1)\gamma(k-1)} + \frac{b}{\gamma}, \quad k = 2, 3, \ldots, n
\]

(17)

2.2. The nonlinear grey Bernoulli model (NGBM(1,1))

The structure of the nonlinear grey Bernoulli model NGBM(1,1) is defined as [4, 25]:

Step 1 and Step 2 is the same as the FANGBM(1,1).

Step 3: In NGBM(1,1), power index value and fractional order value are obtained as \( \gamma \neq 0 \) and \( r = 1 \), respectively. Therefore, the first-order differential equation or whitening equation is established as:

\[
\frac{dX^{(1)}(k)}{dt} + aX^{(1)}(k) = b(X^{(1)}(k))^\gamma
\]

(18)

Step 4 and 5 is the same as the FANGBM(1,1).

2.3. The basic grey model (GM(1,1))

The methodology of the GM(1,1) can be summarised as:

Step 1 and 2 is the same as the FANGBM(1,1).

Step 3: When \( \gamma = 0 \) and \( r = 1 \), the FANGBM(1,1) reduces to GM(1,1) which is firstly proposed by Deng [5]. The mathematical form of the first-order differential equation or whitening equation of GM(1,1) is:

\[
\frac{dX^{(1)}(k)}{dt} + aX^{(1)}(k) = b
\]

(19)

Step 4 and 5 is the same as the FANGBM(1,1).

3. Obtaining of the optimal parameters and statistical analysis

In this study, parameters \( \gamma \) and \( r \) of the FANGBM(1,1) and parameter \( \gamma \) of NGBM(1,1) are obtained by using genetic algorithm (GA) technique that is solved by a software package add-in Microsoft Excel 2016 [15]. To obtain the optimal parameters \( \gamma \) and \( r \), the accuracy between the predicted value and the original value is measured by the calculation of absolute percentage error (APE). Additionally, mean absolute percentage error (MAPE) and root mean square error (RMSE) values are calculated to measure the prediction performance of this model. If MAPE is lower than 10%, the prediction model is classified as high level [11,20].

The calculation of APE, MAPE, RMSE and \( R^2 \) can be expressed by the following equations [1,6,19,26],

\[
APE \% = \frac{\sum_{i=1}^{n} |u(i) - \hat{u}(i)|}{\sum_{i=1}^{n} u(i)} \times 100
\]

(20)

\[
MAPE \% = \frac{\sum_{i=2}^{n} |u(i) - \hat{u}(i)|}{\sum_{i=1}^{n} u(i)} \times \frac{100}{n-1}
\]

(21)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (u(i) - \hat{u}(i))^2}{n-1}}
\]

(22)

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (u(i) - \hat{u}(i))^2}{\sum_{i=1}^{n} (u(i) - \bar{u})^2}
\]

(23)

where, \( u \), \( \hat{u} \) and \( \bar{u} \) denotes the original data, the predicted data and the average of the original data, respectively. It is known that the highest \( R^2 \) and the lowest MAPE and RMSE values define the model as the best prediction model [1].
4. Results and Discussions

In this study, data of the cumulative confirmed cases of coronavirus (COVID-19) for Italy, the United Kingdom (UK) and the United States of America (USA) was taken from the database of World Health Organization [22]. Table 1 gives the optimal parameters of the FANGBM(1,1) for the prediction of the cumulative confirmed cases of COVID-19 in Italy, UK and USA for the period 20/03-22/04/2020. The optimal parameters of NGBM(1,1) and FANGBM(1,1) are obtained according to having minimum mean absolute percentage error (MAPE) value which is given in Eq. (21).

Table 2 presents the absolute percentage error (APE) values of GM(1,1), NGBM(1,1) and FANGBM(1,1) for Italy, UK and USA. It is known that the first APE value of GM(1,1), NGBM(1,1) and FANGBM(1,1) for the data 19/03/2020 is ignored for this study.

Results of the RMSE, MAPE and R2 values of GM(1,1), NGBM(1,1) and FANGBM(1,1) for the prediction of the cumulative cases of COVID-19 for Italy, UK and USA are given in Table 3. Due to the optimization of the parameters \( \gamma \) and \( r \), it is obvious that FANGBM(1,1) gives the highest prediction performance with having the highest \( R^2 \) and the lowest MAPE and RMSE values. This result is consistent with the results of other studies on forecasting of Turkey's electricity generation and installed capacity from total renewable and hydro energy [18] and forecasting of renewable energy consumption of China [25].

As a result, it is obtained that FANGBM(1,1) is successful prediction method with having the lowest MAPE, RMSE and the highest \( R^2 \) values. The reason of this can be explained as both parameters \( \gamma \) and \( r \) are optimized in this method. In this way, it can adapt to nonlinear curve behaviour.

Fig. 1 presents the prediction and forecasting results of the cumulative cases of COVID-19 for Italy using FANGBM(1,1). The model estimates that the cumulative cases of COVID-19 for Italy will be about 233000 on May 22, 2020. Additionally, it can be said that the cumulative cases will continue to increase until this date. However, the daily rate \( \% \) will decrease from 22/04/2020 to 22/05/2020 and the average daily rate is obtained as 0.80\% for this period according to this model. Zhang et al. [27] expected the cumulative cases of COVID-19 in Italy will end on June 01, 2020 with the
cumulative cases about 172500. According to the Fig. 1, it can be said that the cumulative cases of COVID-19 in Italy will continue to increase after the date of May 22, 2020.

Forecasting results of the cumulative cases number of COVID-19 for the United Kingdom (UK) are presented in Fig. 2. It can be said that the cumulative cases of COVID-19 in UK will increase at a diminishing rate from 22/04/2020 to 22/05/2020. Additionally, the cumulative cases will reach to about 189000 on May 22, 2020 with the average daily rate is 1.19% from 22/04/2020 to 22/05/2020. The cases of COVID-19 in UK are expected to end in the early June
(June, 05) with the cumulative cases about 133000 by other study [27]. According to this study [27], the turning point of cases in UK will be April 09, 2020 with the daily new cases are less than 5000. Unfortunately, the number of daily new cases has continued to increase since this date. The daily new cases in UK are reported by World Health Organization (WHO) as more than 8500 on 12/04/2020 and more than 5500 from 18/04/2020 to 20/04/2020.

Fig. 3 gives the prediction and forecasting results of FANGBM(1,1) for the cumulative cases of COVID-19 in USA. It is forecasted that the cumulative cases of COVID-19 for USA will increase at a diminishing rate until May 22, 2020 which correspond to about 1160000. However, the daily rate (%) will decrease from 22/04/2020 to 22/05/2020 with the average daily rate is 1.13% for this period. Zhang et al. [27] forecasted the cases of COVID-19 in USA will end in the early June (June, 03) with the cumulative cases about 835000. In this regard, it can be said that there are similar results between the present study and this study.

- The cumulative number of cases of COVID-19 in Italy, UK and USA is forecasted as approximately 233000, 189000 and 1160000, respectively, on 22/05/2020 by using FANGBM(1,1).
- It is estimated that the cumulative cases number of COVID-19 will increase at a diminishing rate until May 22, 2020 for Italy, UK and USA.
- It is forecasted that the daily rate of this outbreak in these countries will decrease until 22/05/2020 which means that the number of daily cases will decrease. However, the rate of decline of daily cases in Italy is expected to be slower than UK and USA until May 22, 2020.
- The highest and the lowest average daily rate of the cumulative cases number are obtained for the United Kingdom and Italy, respectively, from 22/04/2020 to 22/05/2020.

Moreover, following suggestions can be given for further studies on this topic.

- To obtain higher prediction results, the cases of COVID-19 can be forecasted using a hybrid model consisting of decomposition method, deep learning and meta heuristic based optimization technique [2], improved artificial neural network model [9] or machine learning systems [10].
- The optimal parameters $r$ and $\gamma$ of fractional grey prediction model can be optimized by using other algorithm techniques such as particle swarm optimization (PSO) [28] or grey wolf optimizer (GWO) [12]. By this way, effects of algorithm techniques on the prediction performance can be compared and forecasting results can be diversified.

From politicians and policy makers to business executives, many authorities need more data and information to shape the future of their countries and the world. It is very important that the policies developed through data obtained by scientific method provide a more realistic infrastructure in creating current action plans. Because, human and human health take the crucial role in the

5. Conclusions

This study presents forecasting results of the cumulative cases number of coronavirus (COVID-19) in Italy, the United Kingdom (UK) and the United States of America (USA). The GM(1,1), NGBM(1,1) and FANGBM(1,1) models are used to predict the data from 19/03/2020 to 22/04/2020. The prediction performance of the models is tested by mean absolute percentage error (MAPE) and root mean square error (RMSE) and $R^2$ values. The forecasting procedure is applied from 23/04/2020 to 22/05/2020 using the model which gives the highest prediction performance.

The main conclusion of this study can be given as:

- FANGBM(1,1) is selected as the best prediction model with having the lowest MAPE and RMSE values and the highest $R^2$ value for all cases.
pandemic case which is analysed thoroughly in this study. Since each mistake threatens human health directly, there should be no major inaccuracy in policymaking in this regard. It is expected that the results of this study will help the authorities in developing policies for different fields.
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