Web document classification using topic modeling based document ranking
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ABSTRACT

In this paper, we propose a web document ranking method using topic modeling for effective information collection and classification. The proposed method is applied to the document ranking technique to avoid duplicated crawling when crawling at high speed. Through the proposed document ranking technique, it is feasible to remove redundant documents, classify the documents efficiently, and confirm that the crawler service is running. The proposed method enables rapid collection of many web documents; the user can search the web pages with constant data update efficiently. In addition, the efficiency of data retrieval can be improved because new information can be automatically classified and transmitted. By expanding the scope of the method to big data based web pages and improving it for application to various websites, it is expected that more effective information retrieval will be possible.
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1. INTRODUCTION

The Internet provides diverse information in the fields of education, politics, economy, sports, society, culture, science, and technology. Such information from the Internet is easy to access as web-based open data, but the data provided are complex in a nonhierarchical and heterogeneous form. Thus, data collection and analysis are becoming increasingly important.

Among big data, research to derive implications through text data has been conducted from various viewpoints [1, 2]. The development of information and communication technology has made possible the analysis of frequency of text data, clustering, classification, time series analysis, and network analysis [3]. A lot of attention has recently been focused on services that utilize artificial intelligence based on big data [4].

It is time-consuming and expensive to collect and analyze information in order to utilize different data from the web [5]. To extract valuable information from the web data and create value-added content, it is necessary to extract, transform, and rework data [6]. Recently, web crawlers have attracted attention as a way of extracting relevant information stored in a specific website. Web crawlers are also known as web spiders because their web crawling process works like a spider crawling over a spider web. The web crawler browses the web server, collects considerable information on each hyperlinked homepage, replaces the repetitive task of following each link and obtaining information, automatically analyzes the content of the web page, and connects to the web pages one by one to collect information [7].
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There are two major problems related to the collected information. First is the problem of searching for a website address that is rich in good information. The conventional search tools do not take into consideration the possibility of renewing the information of a website because they search by title, introductory article, etc. The second problem to be addressed is the need for information classification. Existing crawlers only need to gather new information at a time, so the user must sort the new information to find the relevant information [8]. To reduce this effort, there is a need for a method by which new information can be automatically classified according to the fields set by the user through document ranking techniques [9].

Most of the search engines use Boolean and vector model variants for ranking. The proposed three ranking algorithms in addition to the classical tf-idf method [10, 11]. They are Boolean spread, vector spread, and most-cited. The first two are regular ranking algorithms of the extended Boolean and vector models to include the pages that a specific page in the response points to, or pages that have a page in the response. The third algorithm, most-cited, is based on terms contained in pages that have links to pages in the response. By comparing these techniques with 56 queries for a collection of 2400 web pages, the vector model produces a better recall-to-precision curve compared to the other algorithms, with an average accuracy of 75% [12, 13].

In hyperlink-induced topic search (HITS), hyperlinked information is used for ranking. The number of hyperlinks pointing to a page provides a level of popularity and quality. Moreover, many links common to pages or pages referenced by the same page often represent relationships between these pages [14]. HITS refers to the pages in the response or considers the set S of pages to which they refer. Pages that have many links pointing to themselves in S are called authorities, and pages that have several outgoing links are called hubs [15, 16].

PageRank was proposed to measure the relative importance of web documents [17]. Authority and hub values are calculated each time they are searched, whereas the page rank is calculated in advance when indexing, so that it can be searched quickly. Consequently, PageRank is used more for commercial information retrieval systems [18, 19]. PageRank is a graphical representation of Web documents linked through hyperlinks and the ranking of Web documents. Many documents assume that the document they are pointing to is more important and express its value in numerical terms.

To obtain the page rank of all web documents, a method of initially setting a start value and repeatedly calculating a page rank is applied. The page rank of the web document converges from the initial value to the approximate value of the original page rank through an iterative calculation process [20]. In this study, we analyze research trends in the field of big data; a topic modeling technique recently applied among text mining techniques is used. Document rankings can be used to collect various website addresses that can be utilized by users; the number of data and the number of updates can be set by the user. The problem of new information classification to be delivered to the user can be solved by suggesting an appropriate index selection method suitable for the field set by the user.

2. RESEARCH METHOD

2.1. Collection of web documents

The amount of web information available to web users has increased dramatically. Such web information is scattered across various portal sites. However, the web information is collected only by the user's own registration, and the information can be collected only through various efforts taken by the user. In addition, the search for current information is limited to the title and introduction part of the web document. In this paper, we propose a method to collect web document information by automating the crawler without interacting with the user and extracting the title, content, author, authoring time, and so on.

The considerations for theme-driven crawler implementation are as follows: First, web documents do not have a single formal structure. Second, important web address links usually reside on the main page of the website. Therefore, the range of the link search for searching the address of the web document should be limited to the number of links existing on the main page of the web site. To address the abovementioned issues and to increase the effect of collecting web documents, the crawler presented in this paper uses the random access module of the portal site. Through the call of the module, the crawler continuously obtains website addresses, restricts the size of the search queue by the number of links existing on the main page, and examines the links in a breadth-first manner. However, additional effort is required if the main page of the website is in frame form. As frames do not contain actual link information, it is necessary to access a page constituting a frame to actually find a web page in which a link exists.

2.2. Topic modeling

The learned website address dynamically constitutes a directory. The directory to which a web document belongs to can help users find the information they need, if they did not know the specific query.
keyword [6]. Topic modeling defines meaning as a relationship of words and seeks meaning through clusters to which words belong to [21]. At this time, the cluster is a sack of unordered words, so the frequency with which words appear simultaneously is a requirement for determining the subject. The topic modeling algorithm is a probabilistic model that extracts latent topics from a set of unstructured documents. It extracts important topics from unstructured data, text, and determines whether a relationship exists between a single topic and a single topic or between multiple topics and multiple topics.

Topic modeling can be regarded as similar to document clustering techniques from the viewpoint of clustering a large number of documents according to the topic [22]. However, it is to be noted that topic modeling fits the demands of the present scenario because one document can be mapped to multiple topics simultaneously. Topic modeling can be said to be of high value in the sense that it can analyze a large number of documents and provide insight into related fields, apart from using the analysis results to perform supplementary analysis.

Topic modeling is mainly used in industry and social computing, such as the proposed initial online user review analysis, and opinion mining in online blogs. Recently, it has also been used in various fields, including industry and academia. Topic modeling uses data that have a clear distinction between topics and relatively objective judgment on word relevance for model evaluation [23]. The main model of this study, latent Dirichlet allocation (LDA), is a Bayesian inference model that utilizes the Dirichlet probability distribution. The name is given because the Dirichlet distribution is used as a dictionary distribution for estimating the probability distribution of the topic and the word probability distribution [5]. Bayesian inference basically takes the form of a posterior probability distribution by multiplying the likelihood function obtained from the data with the prior probability distribution assumed by the researcher.

LDA2VEC was proposed by Moody in an attempt to improve the performance of topic modeling by integrating word embedding into LDA after Mikolov’s Word2Vec was developed [10, 11]. Word embedding is suitable for expressing the relationship between words. Nevertheless, it is difficult to intuitively understand what each vector represents [11, 13]. LDA can easily interpret topics expressed through words; however, it does not reflect the meaning of individual words as well as word embedding [24, 25]. Therefore, a model was proposed to combine the semantic information inherent in word embedding with the interpretative advantage of LDA [26, 27].

### 2.3. Index word comparison and similarity calculation

The similarity of words extracted from the input document can be calculated based on a group of indexes by field as in (1) and the words are classified into the field with the highest similarity.

$$Sim(D, Q) = \sum_{i=1}^{n} w_{di} \times w_{qi}$$

$$w_{di} = \frac{\log tf_{di}}{\sum_{i=1}^{n} [\log tf_{di}]^2}$$

$$w_{qi} = \frac{\log tf_{qi}) \log N}{\sum_{i=1}^{n} (\log tf_{qi}) \log N}$$

(1)

**D**: document  
**Q**: Query  
**w_{di}**: Weight of the i-th index word t in document D  
**w_{qi}**: Weight of the i-th index word t in query Q  
**tf_{di}**: frequency of occurrence of the i-th index word in document D  
**tf_{qi}**: Frequency of occurrence of the i-th index word in query Q

After examining the frequency of the index words and the frequency of the documents in which the index words appear, and selecting a group of index words by field, it is necessary to consider the overlap of index words with other fields. Therefore, a word that is selected as an index word in another field must be removed from the field to become a group of index words with efficiency when classifying in terms of field. The criteria for classifying duplicate documents based on index terms are as given in (2).

$$S_2 > S_1 \times 0.9$$

(2)

In (2), S_1 is a first-order similarity value and S_2 is a second-rank similarity value. The weight for determining the similarity is set to 0.9 based on experiments on 20 documents randomly selected by field. That is, if the condition of the expression is satisfied, it is classified as another document and the subject area is normally classified.
2.4. Classification and ranking of web documents

Since documents such as SNS automatically deliver content, web document search tools search for titles and contents in Internet newspapers, SNS, and general websites, and they present a ranking regardless of the information update cycle. Therefore, it is necessary to prioritize and present documents to which information is updated rather than to present them as they are. To this end, a method of determining the ranking by calculating the similarity of documents is proposed, but it is difficult to prioritize the documents of the sites at a time. Furthermore, a study that calculates the similarity of word criteria based on a title using hyperlink information is not suitable because it does not consider whether information such as images and multimedia other than the characteristics of the document exists. The method of ranking a document based on a static link is not suitable for ranking SNS because hyperlink information with other documents changes dynamically and the number of links is limited in most cases.

In this study, priority is given to documents whose content is frequently updated though the data update cycle is short. To this end, we propose a ranking method for web documents that considers the update rate and update cycle of data, including user query words. The first criterion for setting the web document search and update period, and ranking the web documents is as shown in (3).

\[ \text{DocumentRank} = \text{TitleDR} + \text{TextDR} \]

\[ \text{TitleDR} = \sum_{i=1}^{n} \left( \frac{q}{m_i} \times 1 \right) \]  \hspace{1cm} (3)

\[ \text{TextDR} = \sum_{i=1}^{n} \left( \frac{q}{m_i} \times 0.5 \right) \]

DocumentRank : Priority value of web document
TitleDR : the location of the query in the case of the title and Priority value according to the number of posts
TextDR : the location of the query in the case of the body and Priority value according to the number of posts
n : Number of documents that matched the corresponding post among query words
q : User's query word count
mi : The number of posts in the i-th web document, including query words, during the web search period

The first criterion is ranking according to the number of the title and body text of the post, including the queried words that exist within the web document search period. If the results of the first criterion are the same, the ranking is determined by applying the second criterion, such as (4), to determine whether the web document update is consistent.

\[ \sigma^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - M)^2 \]  \hspace{1cm} (4)

\( n \) : (Web search period)/(Web renewal cycle)
\( x_i \) : number of posts including query words in the i cycle
\( M \) : Average number of documents updated during the web search period

Using this priority method, documents in which posts are frequently updated within a web document search period are preferentially presented. If the web document search period and update period are the same, the document with a high match with the user’s query word has a higher priority. For example, the search period for the web document is set to 45 days and that for the sample period to 5 days. The number of posts including query words in the search period of web document A and web document B is 1, 2, 3 and 0, 5, 0, 5, 0, 3, 0, 2, 0 respectively. Assuming the number of posts including query words in the search period to be the same, web document A has a smaller variance value compared to web document B, so it has a higher ranking. It is significant to have such a high ranking because the amount of information updated within a specified search period is an important factor in providing suitable information to the user.

3. RESULTS AND DISCUSSION

We selected seven fields, i.e., education, politics, economy, culture, society, sports, and IT for this study, and prepared 100 news articles already classified for each field. There were three important considerations when extracting index words. The first was the word frequency (tf). The decision whether to treat words that appear more than once in a document is an important index. The second was the document frequency (df). In the same field, determining the number of times the document frequency of the word is a
word that can represent the field. Finally, it was a criterion for eliminating overlapping index words in each field. If a word representing a field exists in another field, it should make a mistake in classification and set a criterion for removing it. If all are removed without proper criteria, it is likely that a word with a high document frequency in one field is deleted by a word in another field with a relatively low document frequency.

The ultimate goal in extracting index words for real-time content classification is to obtain the maximum classification effect with a minimum number of index words. The smaller the size of the index word group, the smaller the number of similarity comparison operations. Therefore, the extraction of the index word representing the field should select the optimal value of the aforementioned three factors and select the minimum set of index words with appropriate classification performance. Figure 1 shows the pseudo code of the proposed algorithm.

\[
\text{(Word frequency, document frequency) } \\
\text{[AVG(tf, w)], [AVG(df, w)]}
\]

\[
\text{(Duplicate index Removal Criteria) } \\
\text{Not Elimination, where } \\
df_w' = ddf_w - df_w - df_w
\]

Figure 1. Pseudocode of the proposed algorithm

In summary, the method of selecting the minimum indexing group for rapid classification is to maintain the correct accuracy and construct a group of indexing words by taking the average word frequency of each field and the average value of the average document frequency average. It is effective to adopt a scheme in which an index removal standard is applied. The proposed system automatically extracts a group of index keywords from the initial document with criteria of frequency of occurrence and elimination of redundant indexes in each field. In order to investigate the effectiveness of this method, we conducted a comparative experiment with the case of explicit index extraction for each field.

Five students were used to extract the index words for each field. When the actual users select the index words related to the field, they tend to select nouns representing each field in view of their personal experience. The number of selections ranged from 5 to 20. Based on the index words selected by the five participants of the experiment, 10-20 index words were assigned to each field. Figure 2 shows a comparison of the indexing method based on the frequency of the proposed system and the explicit indexing method of the user.

In this case, the proposed method showed approximately 18% improvement in performance. This result shows that there are many cases where the number of index words set by the user is too small to be classified. In addition, there are many cases where the indexes are miscategorized because the index words were generated without elimination criteria of the duplicate indexes.
4. CONCLUSION
Recently, the amount of web information that users can use through search engines has become immense. The proposed document rankings based web crawler service uses a document ranking technique to avoid problems related to duplicate crawling. A classification method that can properly classify new information on websites was discussed through the proposed document ranking method. Users who use conventional web crawler services to search for web information can view relevant information by searching, filtering, bookmarking, and so on.

Users who use the web crawler service based on the proposed document ranking can select relevant web information from the database constructed by web crawling using a desired search keyword or a filtering function. It is also possible to provide a bookmark function such that when a user finds information they are interested in, the user can keep the information; the web crawler then notifies the user whenever new information is updated. In this study, we designed and implemented a web crawler service by crawling web pages for a certain site for a particular period of time. In future, if the web page range that can be applied to the web crawler service based on the proposed document rankings is increased and applied to various web sites at the same time, more efficient information retrieval can be achieved.
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