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PMI Öncü Bir Gösterge mi? Türkiye Örneği

Abstract

In this study, the causal relationships of the Purchasing Managers Index (PMI) with various financial factors are examined. As a result of the analysis, it is determined that the change in the Istanbul-Stock-Exchange-Industry Index (ISEIND) causes the change in the PMI and the changes in the PMI also causes the changes in the Industrial Production Index (IPI) and the Capacity-Utilization Rates (CUR). It is also determined that the causality towards to PMI from the ISEIND and causality towards IPI from PMI is valid in the medium- and long-run, whereas the causality towards PMI to CUR are valid for the all periods. According to these results, PMI can be considered as a leading indicator for the real sector. However, the same result does not apply to the financial sector.
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Öz

Bu çalışmada Satınalma Yöneticileri Endeksi (PMI) ile çeşitli finansal faktörler arasındaki nedensellik ilişkisi araştırılmıştır. Analiz sonucunda BİST Sanayi Endeksindeki değişimin PMI’deki değişimin nedeni olduğu, PMI’deki değişim ise Sanayi Üretim Endeksi (SÜE) ve Kapasite Kullanım Oranındaki (KKO) değişimini nedeni olduğu tespit edilmiştir. Ayrıca BİST Sanayi Endeksinde PMI’ya doğru nedensellik orta ve uzun dönemde, benzer şekilde PMI’dan SÜE doğru nedenselliğinde yine orta ve uzun dönemde olduğu, ancak PMI’den KKO’na doğru nedenselliği ise tüm dönemlerde geçerli olduğu tespit edilmiştir. Bu sonuçlarla göre PMI’nin reel sektör için öncü bir gösterge olabileceği değerlendirilebilirken, finansal sektör için benzer bir durumun söz konusu olmadığı değerlendirilmektedir.

Anahtar Sözcükler : Satınalma Yöneticileri Endeksi, BİLST Sanayi Endeksi, Sanayi Üretim Endeksi, Kapasite Kullanım Oranı, Granger Nedensellik, Frekans Nedensellik Analizi.
1. Introduction

Investors attain many economic signals or indicators that confirm or refute their beliefs about the future of the economy. Such indicators are typically divided into three categories, namely; leading, lagging, and overlapping indicators. The PMI-Purchasing Managers’ Index, which is compiled monthly by the Institute for Supply Management (ISM), is one of the most important indicators calculated since 1948 in the USA. The PMI is recognized as a sensitivity indicator since it is the result of survey data obtained from purchasing managers in many countries, particularly in the United States (Johnson & Watson 2011:89). The Purchasing Managers’ Indexes are characterized as financial indicators which have been followed by both the economics press and global markets in the measurement of economic activity conditions. Due to the fact that being one of the first official data that are reported in the relevant month by indicating the current economic activity conditions along with its correlation with the other market data, the PMI would be regarded as a crucial leading financial indicator (Istanbul Chamber of Industry, 2018). Since the purchasing managers tend to consider their financial decisions depending on economic developments, this indicator may provide advance information regarding market developments.

The Purchasing Managers’ Index (PMI) is a financial indicator that identifies the tendency of businesses’ purchasing managers to purchase goods and services. This indicator functions as a survey towards determining the growth estimates of enterprises. This survey, which is organized for the purchasing managers of the enterprises, includes a questionnaire about how the managers would take a position in the context of the demands of goods and services. It aims to identify the future tendencies of those managers. Those are accepted as the most observed business survey by commercial decision-makers, financial markets and central banks due to the capacity of the business world for indicating the actual monthly economic trends. At the same time, this index is recognized as one of the leading indicators of growth estimates for countries. It stems from the fact that the survey is not conducted by any governmental unit, but by business managers holding a significant share of the gross national product in the country (Istanbul Chamber of Industry, 2018).

The PMI, calculated by Markit Economics, is published in monthly reports for various sectors in many developed and developing countries. As a general rule, PMI is published on the first business day of each month. The relevant index is a composite index calculated by five different indicators such as new orders, production, employment, the delivery time of suppliers and input stock. The survey questionnaire for the calculation of the indexes is prepared for determining how the parameters of those five different indicators are expected to be developed from the previous period to the next period. Spillover indexes are calculated for each parameter, and the PMI is calculated using these spillover indexes (Istanbul Chamber of Industry, 2018).

Similarly, there is a real sector confidence index published by the Central Bank of the Republic of Turkey (CBRT). The real sector confidence index is calculated separately for the current situation on the basis of the components, the total order quantity and the inventory amount of manufactured goods, the production volume for the next three months,
total employment, total order quantity, and export order, fixed capital investment expenditure, and general conduct. The real sector confidence index differs from the PMI since it also includes confidence-based forecasted information for the upcoming period. In addition, the CBRT also publishes services and construction sector confidence indexes. Upon considering regarding scope, the PMI indicates the attitudes of purchasing managers, whereas real sector confidence reflects the tendencies of business owners or senior executives operating in the manufacturing industry.

The PMI can be used as a signal for the future since it includes the attitude of the purchasing managers towards economic improvements. The relevant index which is above 50 indicates an improvement in comparison with the previous month, whereas the index which is below 50 indicates a deterioration in comparison with the previous month. The PMI is seen as an important tendency indicator in terms of indicating the direction of change rather than the quantitative size of the change in the operating conditions of the underlying economy or sectors (Istanbul Chamber of Industry, 2018). Accordingly, this study aims to determine whether or not PMI is a leading indicator. For this purpose, the causal relationship between the PMI and Istanbul Stock Exchange (ISE) Industry Index, the Industrial Production Index and the Capacity Utilization Rate were tested. In this respect, the study consists of five parts. In the first part, information is provided about the PMI and its scope. In the second part, the studies investigating various other factors that interact with the PMI are summarized. In the third part, information is given about the method used in the study. In the fourth part, the obtained findings of the study are included. In the last part, the findings are interpreted, and various suggestions are presented.

2. Literature Review

Only a limited number of studies which examined the interaction between the Purchasing Managers’ Index (PMI) and various financial indicators are found during the literature review. Accordingly, the studies which examined the relationship between the PMI and various financial indicators are summarized in Table 1.

Table: 1

| Studies                          | Model                 | Data                                      | Results                                                                 |
|---------------------------------|-----------------------|-------------------------------------------|-------------------------------------------------------------------------|
| Afshar et al., (2007)           | Granger Causality     | 1980: Q1 - 2005: Q4                      | PMI Granger-causes economic growth.                                    |
| Chindamo (2010)                 | Granger Causality     | 1993: Q3 - 2010: Q2                      | A causality from the PMI towards the Manufacturing Industry growth is detected. |
| Johnson & Watson (2011)         | Regression Analysis   | January 1973 - December 2009 Monthly Data| A positive and significant relationship between the PMI and stock returns is detected. |
| Joseph et al. (2011)            | Neural Network Models | August 1964 - July 2010 Monthly Data     | Compressed interest rates are detected as one of the determinants of the PMI. |
| Tsuchiya (2012)                 | Fisher’s Exact Test based on Probability Table | January 1991 - December 2010 Monthly Data | The PMI is determined as a useful predictor of the direction of change in the Industrial Production Index. However it does not succeed in predicting the GDP. |
| Khundrakpam & George (2013)     | Regression and Cointegration | April 2005 - October 2012 Monthly Data | The PMI is determined as a useful indicator for the purpose of forecasting WPI. |
| Chiang (2014)                   | Granger Causality     | January 1997 - December 2014 Monthly Data | The PMI Granger-causes Vanguard Total Stock Market ETF (VTI), whereas VTI Granger-causes PMI. |
| Mudgal (2014)                   | Granger Causality     | August 2000 - August 2013 Monthly Data   | A causal relationship is determined from the stock prices of manufacturing sector companies towards the PMI. |
3. Data and Methodology

In this study, the Purchasing Managers’ Index (PMI), ISE Industry Index, the Industrial Production Index and the Manufacturing Industry Capacity Utilization Rate are utilized by calculating the percentage change in monthly frequency over the period from February 2007 to December 2017. The main reason for determining the period interval involves the first publication of PMI data as of February 2007. The data of the PMI, ISE Industrial Index, the Industrial Production Index and the Capacity Utilization Rate are obtained from IHS Markit authorized by Istanbul Chamber of Industry, ISE, Turkish Statistical Institute (TSI), and the CBRT’s website, respectively.

In order to test the causal relationship, the data are subjected to unit root tests with the Augmented Dickey-Fuller (ADF), Philips and Perron test to determine whether the series is stationary. In order to determine whether there is causality between the variables after determining that the data is stationary, Granger (1969) causality test and Breitung and Candelon (2006) frequency causality test are applied to determine whether the causality between variables is short, medium and long term.

Yule (1926) drew attention to stationarity of time-series in analyses conducted with macroeconomic data. Similarly, Nelson and Plosser (1982) stated that the time-series must be stationary in order to be used in statistical analysis. Stationarity can be expressed as the mean and variance of time series being independent of time. Stationarity is commonly tested by Philips and Perron, Dickey-Fuller and Augmented Dickey-Fuller (ADF) tests (Saraç et al., 2016). Related unit root tests, assumptions, hypotheses, and the results may differ depending on the sample size. For instance, results in the ADF test may vary depending on the statistical confidence level, lag length and sample size (Campbell & Perron, 1991). Balke and Fomby (1997) and Schwert (2002) stated that the Philips and Perron test with larger sample sized series provided more accurate results.

Granger Causality Test is based on the principle of testing whether there is a unilateral or bilateral causality relationship between the two variables. In Granger (1969), causality is expressed as the measurement of the use of the past values of X for the estimation of Y in comparison with the non-use of the past values of X. According to Granger (1988), it can be concluded that X Granger-causes Y if the use of past values makes the prediction more successful. Measurements in the relevant test are performed with F and Wald tests. In this context, it can be concluded that X Granger-causes Y, or vice versa, as well as bilateral causality between X and Y, or no causality at all. Although the Granger Causality test points out some results regarding the causality between series, the Wald and F tests used in the methodology may reveal a long-run relationship, whereas the short-term relationships may be ignored (İskenderoğlu & Akdağ, 2017). In order to solve this problem, Geweke (1982), Hosoya (1991) and Yao and Hosoya (2000) proposed the measurement of causality for frequencies based on the decomposition of spectral density functions. Frequency domain causality is preferred since it allows Granger causality to be evaluated at different frequencies and is an easily applicable model because of being based on linear constraints.
The spectral density function, which is the basis of frequency domain causality, can be expressed by the following equation (Kratschell & Schmidt, 2012):

\[ f_x(\omega) = \frac{1}{2\pi} \left\{ |\Psi_{11}(e^{-i\omega})|^2 + |\Psi_{12}(e^{-i\omega})|^2 \right\} \]  

(1)

However, the problem of the use of the F-test in the implementation of the relevant tests is solved by the application of the proposed linear limitations in the Breitung and Candelon (2006). Granger Causality Test examines a single test statistic for the variables included in the analysis, whereas a nonlinear causality analysis is performed by Frequency Causality Test. Granger causality at different frequencies by Geweke (1982) and Hosoya (1991) is expressed in the following equation:

\[ M_{y\rightarrow x}(\omega) = \log \left[ 2\pi f_x(\omega) \right] = \log \left[ 1 + \frac{|\Psi_{12}(e^{-i\omega})|^2}{|\Psi_{11}(e^{-i\omega})|^2} \right] \]  

(2)

According to Equation (2) above, if \( |\Psi_{12}(e^{-i\omega})| = 0 \), there would not be a causality from \( y \) variable to \( x \) variable at any \( \omega \) frequency (Ciner, 2011, 500). Breitung and Candelon (2006) recommended a new method to test the null hypothesis suggesting no causality.

If \( M_{y\rightarrow x}(\omega) = 0 \), \( |\Psi_{12}(e^{-i\omega})| = 0 \), then the equation below is used:

\[ \Psi(L) = \theta(L)^{-1}G^{-1} \quad \text{and} \quad \Psi_{12}(L) = -g^{22} \Psi_{12}(L) \left/ |\theta(L)| \right. \]  

(3)

\( g^{22} \) denotes the lower diagonal element of \( G^{-1} \) matrix, whereas \( |\theta(L)| \) stands for the determinant of \( \theta(L) \). Thus, the hypothesis suggesting that “\( y \)” does not cause “\( x \)” at frequency “\( \omega \)” can be tested by courtesy of the following equation (Bodart & Candelon, 2009):

\[ |\theta_{12}(e^{-i\omega})| = \left| \sum_{k=1}^{p} \theta_{12,k} \cos(k\omega) - \sum_{k=1}^{p} \theta_{12,k} \sin(k\omega) \right| = 0 \]  

(4)

\[ |\theta_{12}(e^{-i\omega})| = 0 \] is the sufficient condition corresponding to the case where “\( y \)” does not cause “\( x \)” at frequency “\( \omega \)” (Tari et al., 2012). The model brought forth by Breitung ve Candelon (2006) is based on the following linear restrictions:

\[ \sum_{k=1}^{p} \theta_{12,k} \cos(k\omega) = 0 \]  

(5)

\[ \sum_{k=1}^{p} \theta_{12,k} \sin(k\omega) = 0 \]  

(6)

Upon simplification of the notations under these linear restrictions; \( \alpha_j = \theta_{11,j} \) and \( \beta_j = \theta_{12,j} \), so that the VAR equation for \( x_t \) can be written as follows:

\[ x_t = \alpha_1 x_{t-1} + \cdots + \alpha_p x_{t-p} + \beta_1 y_{t-1} + \cdots + \beta_p y_{t-p} + \epsilon_{1t} \]  

(7)
Since the hypothesis $M_{y \rightarrow x} (\omega) = 0$ is equivalent to the linear restrictions, $H_0$ can be written as follows:

$$H_0: R(\omega)\beta = 0 \ (\beta = [\beta_1, \ldots, \beta_p]')$$

whereas $R(\omega)$ can be estimated with the following equation:

$$R(\omega) = \begin{bmatrix} \cos (\omega) \cos (2\omega) \ldots \cos (p\omega) \\ \sin (\omega) \sin (2\omega) \ldots \sin (p\omega) \end{bmatrix}$$ \hspace{1cm} (8)

4. Findings

In this study that analyzed the causality between the Purchasing Managers’ Index (PMI), ISE Industry Index (ISEIND), the Industrial Production Index (IPI) and the Capacity Utilization Rate (CUR), the analysis period is determined as for February 2007 - December 2017. Descriptive statistics on variables are presented in Table 2.

| Variables | Mean | Minimum | Maximum | Standard Deviation |
|-----------|------|---------|---------|-------------------|
| PMI       | 0.0002 | -0.1512 | 0.1814 | 0.0411 |
| ISEIND    | 0.0128 | -0.1959 | 0.1581 | 0.0662 |
| IPI       | 0.0044 | -0.0678 | 0.0667 | 0.0223 |
| CUR       | 0.0001 | -0.0761 | 0.0362 | 0.0155 |

Upon examining Table 2, the highest volatility among the series is seen in ISE Industry Index.

In addition, the highest value belongs to the PMI. The unit root test results of the relevant variables can be seen in Table 3.

| Variables | Test Type          | ADF              | PP              |
|-----------|--------------------|------------------|-----------------|
|           | Test Stat. | Probability | Test Stat. | Probability |
| PMI       | Constant       | -7.2303 | 0.0000 | -7.1385 | 0.0000 |
|           | Constant and Trend | -7.1992 | 0.0000 | -7.1084 | 0.0000 |
| ISEIND    | Constant       | -9.8098 | 0.0000 | -9.8422 | 0.0000 |
|           | Constant and Trend | -9.8028 | 0.0000 | -9.3011 | 0.0000 |
| IPI       | Constant       | -14.0749 | 0.0000 | -13.7805 | 0.0000 |
|           | Constant and Trend | -14.1645 | 0.0000 | -13.8673 | 0.0000 |
| CUR       | Constant       | -9.4922 | 0.0000 | -9.7779 | 0.0000 |
|           | Constant and Trend | -9.5330 | 0.0000 | -9.7940 | 0.0000 |

*The lag length is determined according to Akaike Information Criterion.*

The results in Table 3 indicate the stationarity of the PMI, ISE Industrial Index, the Industrial Production Index and the Capacity Utilization Rate series at 1% level. Moreover, these results indicate that all series have mean-reverting tendencies, but Granger (1969)
stated that causality analysis could also be performed. The results of the Granger (1969) causality analysis, which examines the causality relationship between the series as one of the main causality analyses, can be examined in Table 4.

| Direction of Causality | Null Hypothesis | F Stat.       | Lag | Result                                |
|------------------------|-----------------|---------------|-----|---------------------------------------|
| PMI→ISEIND             | PMI does not Granger-cause ISEIND | 1.6389 (0.1553) | 5   | No Granger causality.                 |
| ISEIND→PMI             | ISEIND does not Granger-cause PMI | 3.5597 (0.0050)* | 5   | Granger causality exists.             |
| PMI→IPI                | PMI does not Granger-cause IPI   | 9.1513 (0.0000)* | 6   | Granger causality exists.             |
| IPI→PMI                | IPI does not Granger-cause PMI   | 0.9592 (0.4563)  | 6   | No Granger causality.                 |
| PMI→CUR                | PMI does not Granger-cause CUR   | 7.7129 (0.0000)* | 5   | Granger causality exists.             |
| CUR→PMI                | CUR does not Granger-cause PMI   | 1.5937 (0.1674)  | 5   | No Granger causality.                 |

The lag length is determined according to the Akaike Information Criterion. Probability values are indicated in parentheses.

* indicates significance at 1% level of significance.

The results in Table 4 indicate the existence of a unilateral causality from ISE Industry Index towards the PMI, however no causality from the PMI towards ISE Industry Index. A unilateral causality relationship from the PMI towards the Industrial Production Index is also determined. Nonetheless, a unilateral causality relationship from the PMI towards the Capacity Utilization Rate is also found. The complex causality behavior of PMI and other variables need more sophisticated tests to have further view.

The Granger (1969) causality test and the Breitung and Candelon (2006) frequency domain causality test use the same lag lengths regardless of having different assumptions. In this respect, Granger (1969) found a single causality result for the entire analysis period, whereas Breitung and Candelon (2006) yielded different results in the short-, medium- and long-run through the unit circle. Accordingly, it would be stated that the Breitung and Candelon (2006) frequency domain causality test reveals more detailed results depending on the frequency (İskenderoğlu & Akdağ, 2017: 631).

In the Breitung and Candelon (2006) frequency domain causality test, the period lengths are calculated based on the $2\pi/f_x(\omega)$ formula, which represents the perimeter of the unit circle. In this context, term lengths correspond to 13 - 63 months interval in the long-run, 4 - 13 months interval in the medium-run and 2 - 3 months interval in the short-run. Breitung and Candelon (2006) Frequency domain causality test results can be examined in Table 5.
Upon examining Table 5 which indicates the frequency domain causality results, no causality relationship running from the PMI towards ISE Industry Index is detected. However, the causality relationships from ISE Industry Index towards the PMI are determined in the medium- and long-run. In addition, the existence of causality relationships from the PMI towards the Industrial Production Index in the medium- and long-run, and towards the Capacity Utilization Rate in the short-, medium- and long-run is detected. A causality relationship from the Capacity Utilization Ratio towards the PMI is detected only in the long-run. Nonetheless, no causality relationship from the Industrial Production Index towards the PMI is detected during any period.

The results from a finance perspective indicate that investors do not credit PMI on investing decisions. However, purchase managers are monitoring ISE industry index to assess the advantages and disadvantages of purchasement. This result reveals that ISE industry index is a motivating parameter for purchase managers. Besides, the same motivating conditions for PMI are also found to be efficient on IPI.

The results of lags at different frequencies can be examined with the graphs in Appendix 1.

5. Conclusion

The Purchasing Managers’ Index (PMI) is an important index that measures the attitudes of purchasing managers and is calculated over the period from 2007 onwards. This index is used as an important indicator for central banks, investors and sector managers. In this study, it is examined to determine whether or not causality relationships exist between the PMI and ISE Industry Index, Industrial Production Index and Capacity Utilization Rate via Granger (1969) and Breitung and Candelon (2006) causality tests. The results of the analysis conducted over the period from February 2007 to December 2017 indicate that the PMI unilaterally causes the Industrial Production Index in the medium- and long-run. Such

| Variables       | Long-Term | Medium-Term | Short-Term |
|-----------------|-----------|-------------|------------|
| PMI → ISEIND    | w=0.1     | w=0.5       | w=1.0      |
|                 | 126.3540  | (0.0005)*   | 5.5533     |
|                 | 28.3816   | (0.0006)*   | 6.1330     |
|                 | 26.7798   | (0.0007)*   | 5.3419     |
|                 | 3.1433    | (0.0008)*   | 4.1217     |
| ISEIND → PMI    | w=0.1     | w=0.5       | w=1.0      |
|                 | 15.2744   | (0.0006)*   | 4.4902     |
|                 | 12.7826   | (0.0017)*   | 0.6562     |
|                 | 26.1798   | (0.0008)*   | 18.6473    |
|                 | 3.1437    | (0.0009)*   | 6.1330     |
| PMI → IPI       | w=0.1     | w=0.5       | w=1.0      |
|                 | 4.9200    | (0.0008)*   | 4.4902     |
|                 | 12.7826   | (0.0017)*   | 0.6562     |
|                 | 26.7798   | (0.0007)*   | 18.6473    |
|                 | 3.1433    | (0.0008)*   | 6.1330     |
| ISEIND → PMI    | w=0.1     | w=0.5       | w=1.0      |
|                 | 15.2744   | (0.0006)*   | 4.4902     |
|                 | 12.7826   | (0.0017)*   | 0.6562     |
|                 | 26.7798   | (0.0007)*   | 18.6473    |
|                 | 3.1433    | (0.0008)*   | 6.1330     |

The lag length is determined according to the Akaike Information Criterion. Probability values are indicated in parentheses.
* indicates significance at 1% level of significance.
** indicates significance at 5% level of significance.
a unilateral relationship between the PMI and the Industrial Production Index is similar to the result of Tsuchiya (2012).

Moreover, it is concluded that PMI is the cause of the Capacity Utilization Rate in the short-, medium- and long-run, whereas the Capacity Utilization Rate causes the PMI only in the long-run. Nevertheless, ISE Industry Index is determined to unilaterally cause the PMI in the medium- and long-run. Such unilateral relationship, which is determined between the PMI and ISE Industry Index, shares similarities with of Mudgal (2014), but it is distinguished from the related study by mutual causality determined in Chiang (2014). From a more detailed perspective, if PMI is determined as a proxy for real sector activity and ISE Industry Index is determined as a proxy for financial sector activity, the result of no causal relationship running from the PMI towards ISE Industry Index can be interpreted as real sector activity does not causally affect financial sector activity. According to these results, PMI can be considered as a leading indicator for the real sector. However, the same result does not apply to the financial sector.

According to the results obtained from the study, it can also be stated that the course of the stock market index is one of the determining factors that affect the purchasing managers’ future decisions. Furthermore, it also suggests that the PMI can be used to estimate the Industrial Production Index and the Capacity Utilization Rate. It is thought that new studies, upon examining the relationships between the PMI and other different financial data, would provide distinctive contributions to the subject.
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**Appendix: 1**

*Graphics of the Frequency Domain Causality Analysis*
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