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Abstract

When writing, a person may need to anticipate questions from their readers, but different types of readers may ask very different types of questions. If someone is writing for advice about a problem, what question will a domain expert ask, and is this different from how a novice might react? In this paper, we address the task of reader-aware question generation. We collect a new data set of questions and posts from social media, augmented with background information about the post readers. Based on predictive analysis and descriptive differences, we find that different readers, such as experts and novices, consistently ask different types of questions. We next develop several text generation models that incorporate different types of reader background, including discrete and continuous reader representations based on the readers’ prior behavior. We demonstrate that reader-aware models can perform on par or slightly better than the text-only model in some cases, particularly in cases where a post attracts very different questions from readers of different groups. Our work has the potential to help writers anticipate the information needs of different readers.

1 Introduction

Writers are often trained to be aware of their audience (Park, 1986) and to minimize the effort required for others to understand their message, especially if the communication is one-directional. However, NLP tools for writing assistance are often not made aware of the writer’s likely readers (Zhang et al., 2020) and the information gaps that the readers may have when reading the writer’s message. For instance, someone in the US who is writing about a problem may omit important details related to US norms and customs, which a non-US reader may then misunderstand due to the missing context. A system that could preempt the readers’ information needs would enable the writer to include additional information in their original message. This would be especially useful in situations where writers are seeking advice from readers (Govindarajan et al., 2020), since preempting clarification questions from readers would help writers modify their original post and arrive at a solution more quickly.

While it is not possible to predict the information needs of every possible future reader, it is likely that there are consistent tendencies among reader groups based on their prior backgrounds (Garimella et al., 2019). In this paper, we propose a reader-aware question generation model with the goal of providing possible feedback questions to writers, in the context of writing requests for advice. This kind of model could prove useful for people learning how to write in new contexts as well as people who have difficulty anticipating the information needs of different audiences. We provide examples of questions generated by one of our reader-aware models in Table 1.

| Post | “I’m stuck in debt. My partner and I are only 30, and we bought a condo last year that we almost couldn’t afford.” |
|---|---|
| Target question (Expert author) | “What’s your income and what are your expenses?” |
| Text-only model | “How much do you have in savings?” |
| Reader-attention model (Expert) | “What are your expenses?” |
| Reader-attention model (Novice) | “Do you have a budget?” |

Table 1: Example questions generated by reader-attention model and text-only model for sample post (text modified for privacy).

Our work contributes the following:

- We collect a dataset of 200000 Reddit posts seeking advice about a variety of everyday topics such as technology, legal issues, and finance, containing 700000 questions. We will release the dataset and data processing code.
define several dimensions of reader groups that are relevant to writers’ requests for information such as expertise (§ 4.1).

- We demonstrate that the questions that readers ask are consistently different between members of the groups, using prediction and descriptive analysis (§ 5.1).
- We extend a transformer-based language model to incorporate reader information with discrete and continuous representations. The reader-aware model outperforms the text-only model for highly “divisive” posts that attract very different questions from different reader groups, which suggests that the model adapts well to posts with a variety of information expectations.

2 Background

2.1 Question generation

Researchers have proposed a variety of systems to generate questions based on a given document and a known answer to the question, with the goal of improving QA systems with augmented data (Dong et al., 2019) and improving automated writing systems with question prompts for writers (Becker et al., 2012; Liu et al., 2012). Some approaches have extended existing sequential generation language models, such as the LSTM and the transformer, to accommodate both the textual context (e.g. a document) and the likely answer to the question, in order to maximize the probability of generating an informative question (Du et al., 2017; Indurthi et al., 2017). Reinforcement learning can also be leveraged to reward a system for generating questions that are more likely to have interesting answers (Qi et al., 2020a) and more likely to be relevant to the context (Rao and Daumé, 2019). Furthermore, work such as Gao et al. (2019) has proposed controllable generation techniques (e.g. increased difficulty) to encourage less generic questions. The foundation of this line of work has been to collect human-generated questions from a variety of domains, including Wikipedia (Du and Cardie, 2018), Stack Overflow (Kumar and Black, 2020), and Twitter (Xiong et al., 2019). This study builds on the lines of controlled generation and online data collection by testing several variants of reader-aware question generation on data from online forums, which provide questions and documents across many domains.

2.2 Language model personalization

Personalized language modeling often seeks to improve the performance of common language tasks, such as generation, using prior knowledge about the human writing the text (Paik et al., 2001). Personalization can both improve performance as well as make language processing more human-aware (Hovy, 2018), which can ensure that a more diverse sample of society is included in language models (Hovy and Spruit, 2016). While initially focused on recommendation and generation, human-aware language processing has proven useful to a variety of prediction tasks such as syntactic parsing (Garimella et al., 2019) and geolocation (Bamman et al., 2014). How to best represent the “human” in such systems remains an open question, and personalized systems often use a writer’s demographics (Welch et al., 2020) or a writer’s social network information (Del Tredici et al., 2019) in combination with language to optimize task performance. One common approach is to convert each writer to a latent representation such as an embedding (Pan and Ding, 2019) and then combine this information with the language context (represented as e.g. word embeddings) in a neural network model, where the writer’s representation is learned jointly with the text representations during training (Miura et al., 2017). We draw inspiration from the contextualized view of personalization from Flek (2020), and we build models to represent the question-askers based on their prior behavior with respect to the specific context of a given question.

3 Data

In this study, we consider the task of generating clarification questions on informational posts. Prior work in social computing has illustrated the rich diversity of advice-seeking behavior on social media such as Reddit (Fu et al., 2019; Govindarajan et al., 2020; Lahmala et al., 2021), which leads us to focus on several popular advice-seeking forums on Reddit. We choose the following subreddits which have a high proportion of text-only submissions, topical diversity, and where questions are frequently asked in response to the submissions: Advice, AmITheAsshole, LegalAdvice, PCMasterRace, and PersonalFinance.²

²AmITheAsshole hosts discussions about social norms in everyday situations; Advice hosts discussions about general lifestyle decisions including work, health, and family.
We collect all submissions (∼8 million) to the above subreddits from January 2018 through December 2019, using a public archive (accessed February 2021) (Baumgartner et al., 2020). We filter the post data to only include submissions written in English with at least 25 words. To identify potential clarification questions, we collect all children comments of the parent submission (∼6 million) that are not written by bots.

Initial analysis revealed that some questions were either irrelevant to the post (e.g., “what about X” where X is unrelated to the post topic) or did not actually seek more information from the original post (e.g., rhetorical questions). To address this, we sampled 100 questions from each subreddit in the data along with the parent post, and we collected binary annotations for relevance (“question is relevant”) and information-seeking (“question asks for more information”) from three annotators, who are undergraduate students and native English speakers. We provided instructions and a sample of 20 questions labeled by one of the authors as training data for the annotators. On the full data, the annotators achieved fair agreement on question relevance (\( \kappa = 0.56 \)) and on whether questions are information-seeking (\( \kappa = 0.62 \)).

After annotation, we removed all instances of disagreement among annotators to yield questions with perfect agreement for relevance (76% perfect-agreement) and on whether questions are information-seeking (80%). In the perfect-agreement data, the majority of questions (94%) were marked as relevant by both annotators, which makes sense considering that the advice forums generally attract good-faith responses from commenters. We therefore chose to not filter questions based on potential relevance.

To filter information-seeking questions, we trained a simple bag-of-words classifier on the annotated data (binary 1/0; based on questions with perfect annotator agreement). The annotated data were split into 10 folds for training and testing, and the model achieved 87.5% mean F1 score, which is reasonable for “noisy” user-generated text. We applied the classifier to the full dataset and removed questions for which the classifier’s probability was below 50%.

We summarize the overall data in Table 2, and

| Total posts | 207694 |
| Total questions | 730620 |
| Post length | 304 ± 221 |
| Question length | 13.9 ± 8.08 |
| Questions with reader data | 77.7% |
| Questions with discrete reader data | 75.2% |
| Questions with reader embeddings | 43.5% |

Table 2: Summary statistics about posts, questions, and author data (see § 4.1, § 4.5); ± indicates mean and standard deviation.

| Subreddit            | Posts  | Questions |
|----------------------|--------|-----------|
| Advice               | 48858  | 87592     |
| AmItheAsshole        | 61857  | 331345    |
| LegalAdvice          | 53577  | 92737     |
| PCMasterRace         | 31657  | 47613     |
| PersonalFinance      | 74745  | 171333    |

Table 3: Summary statistics about subreddits.

we show the distribution of the posts and questions among subreddits in Table 3. Example posts and associated clarification questions are shown in Table 4 under “Example questions.”

4 Models

The typical goal of question generation is to accurately predict the text of question \( q \) considering the context of a post \( p \), i.e. maximizing \( P(q|p) \). The primary goal of this study is to assess the relevance of the “reader” in the task of question generation: how can we best capture the prior knowledge and the likely interests of reader \( r \) with respect to post \( p \), to better predict question \( q \)? The goal is to find model parameters \( \theta \) that maximize the conditional likelihood of observing \( q \) given \( p \) and \( r \):

\[
\hat{\theta} = \arg \max_{\theta} P(q|p, r, \theta)
\]

This task is different from other settings that condition on the question answer (Du et al., 2017). We introduce several models to incorporate discrete and continuous representations of \( r \) (defined in § 4.1), including a token-based model (§ 4.3), an attention-specific model (§ 4.4), and a reader-embedding model (§ 4.5).

4.1 Defining reader background

In this study, we assume that the prior background of a post reader plays a role in their information-seeking goals, and we therefore collect a limited history for a sample of readers to quantify
| Reader group | Description | Values | Example questions | Example post title |
|-------------|-------------|--------|-------------------|-------------------|
| EXPERT      | Prior rate of commenting in the target subreddit OR a topically-related subreddit. | **Expert** ($\geq$ 75th percentile) **Novice** ($< 75$th percentile) | If you were to switch tomorrow how much would you need to make on day 1 to meet your current financial obligations? Where do you live? | (PersonalFinance) Career change at 42 |
| TIME        | Mean amount of time elapsed between original post and reader’s comment, among prior comments from reader. | **Fast** ($< 50$th percentile) **Slow** ($\geq 50$th percentile) | So your wife still has a relationship with him? If he is a registered sex offender, doesn’t he have a restriction not to be around young children based on what he did? | (LegalAdvice) My wife and I are having a baby and her step dad is a child sex offender |
| LOCATION    | Likely location of question asker, based on prior comments. | US non-US | Have you also looked at the RX 480 or 580? The 1050ti is 180 $ in India? | (PCMasterRace) Should I buy GTX 1050Ti? |

Table 4: Reader groups assigned to question authors, based on prior comments.

relevant aspects of their background that may explain their information goals.

While there are many possible social attributes that can affect question asking, we choose to focus on attributes that are readily extracted from text and cover a wide variety of readers in our data. We consider the following dimensions of “background experience” to characterize the readers:

1. **EXPERT**: A reader with less experience may ask about surface-level aspects of the post, while a reader with more expertise might ask about a more fundamental aspect of the post. We quantify this dimension using the proportion of prior comments that the reader made in the subreddit $s$ (or a topically related subreddit)
2. **TIME**: A reader who replies quickly may ask about missing information that is easily corrected (e.g., clarifying terminology), while a reader who replies more slowly may ask about more complicated aspects of the writer’s request (e.g., a connection between disparate details). We quantify this with the speed of responses of the author’s prior comments, relative to the parent post.

3. **LOCATION**: A reader who is based in the US may ask questions that reflect US-centric assumptions (e.g., owning a car), while a reader who is not based in the US may ask about aspects of the post that are unfamiliar to them. Using “non-US” as a single category does combine people from many different countries, but we use this category to group clear patterns among people from other countries (e.g. non-US vocabulary) and to avoid data sparsity. We quantify location with the reader’s self-identification from prior comments (Welch et al., 2020) and from their posting history in location-specific subreddits. We identify all location-specific subreddits $S_L$ in an author’s previous posts based on whether the subreddit name can be geolocated to a known geographic entity in OpenStreetMap with high confidence (e.g., r/nyc maps to New York City). A reader $r$’s location is identified with the location-specific subreddit where $r$ writes at least 5 comments and where they write the most comments out of all location-specific subreddits $S_{L,r}$ in which they have written.

We summarize these definitions of “reader” in Table 4. The example questions demonstrate that readers who occupy different ends of the dimensions proposed above tend to write questions about different aspects of the post. Note that

---

4 We collect up to $N = 1000$ comments for 50% of all question-askers, which omits comments that were deleted between their original creation date and the time of collection (Gaffney and Matias, 2018). Data collected in March 2021.

5 We find related subreddits for each advice subreddit $s$ by (1) computing the top-10 nearest neighbors for subreddit $s$ in subreddit embedding space (see § 4.5) and (2) manually filtering unrelated subreddits.

6 A statement such as “I live in the US” has “US” tagged by an high-precision NER system (Qi et al., 2020b) and geolocated to a known geographic entity in OpenStreetMap with high confidence.
some readers may belong to multiple groups: an Expert reader could also be non-US. For simplicity, in all our models we only handle one reader group at a time and therefore split readers with multiple groups into different data points: e.g. we provide the same post \( p \) and question \( q \) from reader \( r \) to the model for different reader groups \( r_1, r_2 \) if \( r \) belongs to groups 1 and 2.

### 4.2 Baseline model

We build all reader-aware models on top of the same baseline BART model (Lewis et al., 2020), an encoder-decoder model shown to be more resistant to data noise than the typical transformer model. For fair comparison, we use the same pre-trained model \( \text{bart-base}; |V| \approx 50,000 \) and the same training settings for all models.\(^7\) We use cross-entropy loss during training to maximize the probability of generating a question given the provided post, i.e. \( P(q|p) \).

### 4.3 Reader tokens

For the “reader-token” model, we add a token to the text input of the baseline model to indicate whether the reader belongs to one of the groups proposed above. This aligns with work in for text generation (Keskar et al., 2019) and translation (Wang et al., 2021). The embeddings for these reader tokens are learned during training in the same way as the other text tokens. All readers who could not be assigned to a group are represented with UNK tokens.

### 4.4 Reader attention

Some work in personalization has suggested training a separate model for different author groups (Welch et al., 2020), which can be expensive in terms of runtime and memory. An alternative approach is to customize a single part of the model for different reader groups. The transformer model relies on multiple layers of attention modules (Vaswani et al., 2017) to determine the most important part of the input text for the generation task. For the reader-attention model, we therefore add reader-specific attention layers to represent the different focus patterns that some readers may exhibit toward the original post. In our model, we replace layer \( \ell \) of attention in the encoder with a different attention module for each reader group (a layer for the Expert readers, etc.), and we dynamically switch to the module associated with group \( r \) when predicting a question generated by reader group \( r \). For regularization, we train a separate generic attention module at the same time as the reader-group attention, concatenate the reader attention with the generic attention, and pass the concatenated attention through a fully-connected neural network to produce the final attention distribution.\(^8\)

### 4.5 Reader embeddings

The previous models represent readers as discrete entities, e.g. as a “expert” or “novice” in a particular domain. For a continuous approach, we represent readers using latent embeddings \( e^{(r)} \) based on their prior posting activity, which are generated using social and linguistic information respectively. To represent a reader’s social history, we compute an embedding based on the subreddits in which the reader commented before writing their question.\(^9\) To generate subreddit embeddings, we collect the cross-posting matrix \( P \) for all subreddits and all readers in our data.\(^10\) We then decompose the matrix into a latent representation \( P \) using SVD \( (d = 100) \) and compute the average subreddit embedding \( e^{(r)}_s \) for reader \( r \) based on the reader’s prior posts history in different subreddits, i.e. \( e^{(r)}_s = \frac{1}{N} \sum_{t \in \text{history}(r)} P_{s,t} \).

To represent a reader’s linguistic history, we compute an embedding based on the reader’s text from previous comments. To generate text embeddings, we first train a Doc2Vec model \( \mathcal{D} \) (Le and Mikolov, 2014) on all prior comments extracted from the readers \( (d = 100, \text{default skip-gram parameters}) \), to represent each comment as a single document embedding. Next, we compute each reader’s average language embedding \( e^{(r)}_t \) based on the text \( t \) in their prior \( N \) posts, i.e. \( e^{(r)}_t = \frac{1}{N} \sum_{t \in \text{history}(r)} \mathcal{D}(t) \).

We combine the reader embedding \( e^{(r)} \) with the input text by appending a special “author embedding” token and the reader embedding to the

---

\(^7\)Learning rate 0.0001, weight decay 0.01, Adam optimizer. 10 training epochs, batch size 2, max source length 1024 tokens, max target length 64 tokens.

\(^8\)We choose the hyperparameter \( \ell = 1 \) from \( \{1, 3, 5\} \) through training and testing on a subset of the training data to maximize performance on BLEU-1 and ROUGE. We also experimented with other modifications, such as computing a weighted average of the attention distributions, and found that concatenation had the best performance.

\(^9\)We collect up to 100 comments written before the reader’s original question.

\(^10\)Each cell \( P_{r,j} \) is set equal to the PMI of author \( j \) commenting in subreddit \( i \).
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Table 7: Question generation results by model, best results bolded (↑ indicates that higher score is better, ↓ indicates lower is better).

| Model type                  | BLEU-1 ↑ | ROUGE-L ↑ | Perplexity ↓ | WMD ↓ | BERT Dist. ↓ | Diversity ↑ | Redundancy ↓ |
|-----------------------------|----------|-----------|--------------|-------|--------------|-------------|--------------|
| Text-only (Reddit)          | 0.159    | 0.128     | 264          | 0.728 | 0.233        | 0.613       | 0.187        |
| Reader tokens               | 0.159    | 0.128     | 271          | 0.731 | 0.233        | 0.675       | 0.191        |
| Reader attention            | 0.157    | 0.127     | 450          | 0.752 | 0.242        | 0.511       | 0.468        |
| Author embedding (subreddit)| 0.153    | 0.120     | 657          | 0.746 | 0.238        | 0.744       | 0.277        |
| Author embedding (text)     | 0.154    | 0.121     | 609          | 0.745 | 0.238        | 0.732       | 0.292        |

Table 8: Question generation results for divisive posts.

| Model                  | BLEU-1 | ROUGE-L | PPL |
|------------------------|--------|---------|-----|
| Text-only              | 0.163  | 0.118   | 305 |
| Reader token           | 0.169  | 0.119   | 310 |
| Reader attention       | 0.157  | 0.116   | 385 |
| Reader embedding (subreddit) | 0.152 | 0.117   | 746 |
| Reader embedding (text) | 0.158  | 0.116   | 572 |

We turn next to divisive posts: e.g., can the reader-aware models perform well in cases where Expert and Novice readers ask very different questions? Considering post p, question q₁ written by an author of group 1 (e.g., Expert), and question q₂ written by an author of group 2 (Novice), we define sim(q₁, q₂) based on the cosine similarity of the latent representations of the questions, where we use a pretrained transformer model to generate the representations (Sanh et al., 2019). We identify posts with pairs of questions from readers of different groups, then filter for pairs of questions that have a similarity score in the lowest 25th percentile, for a total of 571 posts and 1142 questions. We label these data pairs (p, q₁, q₂) as divisive posts, since they attract divergent responses from different types of readers.

We present the results of the question prediction task on these divisive posts in Table 8. We find that the reader-token model slightly outperforms the text-only baseline. This suggests that the reader-token model picks up critical information about the reader groups that is required to anticipate how the readers approach potentially divisive posts. For example, one divisive post on PersonalFinance asks for advice about how to pay for a car, and a Novice reader asks “Are you above water on the car?” while a Expert reader asks “Have you been applying for jobs all day?” Being able to accurately predict such questions may be important in personalized language modeling (Madotto et al., 2019).
questions is critical to helping the post author understand what different readers need to know about, e.g., a **Novice** reader asking about details on payment for the car as compared to a **Expert** reader asking about underlying financial issues.

### 5.3 Error analysis

We assess the relative performance of the reader-aware models across different conditions, to assess their potential value for downstream applications.

#### Performance by question type

First, we assess the relative performance of different models according to the type of question asked. We separate questions based on the root question word, e.g. “who,” “what,” “when.”

12 We compare the BLEU-1 scores of all question generation models on the specified questions, restricting to questions asked by readers with available reader data (i.e. non-UNK readers).

The results are shown in Figure 1. In contrast to the aggregate results, the reader-attention model outperforms the text-only baseline for “do,” “where,” and “who” questions. All reader-aware models outperform the text-only model for “when” questions. These questions may reflect more of a focus on concrete details such as locations, times, and people mentioned by the original poster, and therefore the reader-aware models may generally identify differences among readers in terms of the details requested. The text-only model outperforms the reader-aware models for questions that are potentially more subjective, including “can,” “could,” “would,” and “should” questions. These more subjective questions may require the models to focus more precisely on the original post (e.g. a “would” question to pose a hypothetical concern about the post author’s situation), and therefore such questions may be less dependent on reader identity.

#### Post similarity

A helpful question should be related to the original post, but should not be so similar that it requests information that the post has already provided. We therefore assess the tendency of the models to generate semantically related questions for the given posts. We compute the similarity between each generated question \( q \) and the associated post \( p \) using the maximum cosine similarity between the sentence embedding for \( q \) and each sentence \( s \) in \( p \). The sentence embeddings are generated using a BERT model trained to generate paraphrased data (Sanh et al., 2019).

The results in Figure 2 show that the best overall models, text-only and reader-token, generate questions that are more similar to the original post than expected (cf. “target text” i.e. ground-truth). The other models show a significantly lower similarity, implying that their generated questions

---

12 We use the dependency parser from *spacy* (Honnibal and Johnson, 2015) to identify root question words based on their dependency to the root verb of the question (e.g. **advmod** for “where” in “where do you live?”)

13 While we acknowledge that metrics like QBLEU are designed to evaluate question generation specifically using token overlap between the question and related document (Nema and Khapra, 2018), we use latent semantic representations instead to identify semantic similarities that may not appear obvious from the text tokens alone. E.g. if a question in PCMasterRace mentions “motherboard” in response to a post, this may cause the question to score poorly with a typical overlap metric despite the semantic relevance of the question to the post.
address new information about the post that is not mentioned in the post itself. For example, in response to a r/Advice post about self-improvement (“I just need some tips on maybe motivating myself”), the reader text embedding model asks “What do you want to do with your life?” The generated question is less semantically similar to the original post than the target question (“Have you talked to a doctor about this?”) but addresses an underlying personal issue for the post author that only a particularly thoughtful reader would uncover.

6 Conclusion

This study proposes several modifications to existing language models to incorporate information about the reader of a given post, for the purpose of question generation. We first compare the types of questions asked on Reddit by readers of different groups, and we find consistent differences in content between reader group members. We next train and evaluate the reader-aware and reader-agnostic transformer models on the task of question generation. Using automated metrics, we find that the reader-token model tends to do best in situations when a post attracts especially diverse questions from different reader groups, and for questions that solicit concrete details from the post author. The more complicated reader-aware models also seem to be more creative than the simpler models, which could be useful in cases where more diverse perspectives can help the original post author.

6.1 Future work

One limitation of our work is the definition of reader groups. We use prior commenting behavior as a proxy for expert or novice status, but a better metric would consider the content of their comments rather than frequency. If someone asks many simple questions in their comments in PersonalFinance, our approach would consider them an expert even if the questions did not reflect expert-level knowledge. In addition, we use relative time of a reader’s comment as a proxy for their response time, but there are many factors that can influence response time besides simply thinking about a question: a reader may respond late to a post simply because they didn’t see the post until long after it was written. Future work should consider refining and “stress-testing” these definitions of reader groups to better fit the task of modeling the reader’s curiosity and information needs for question generation.

Further research should also consider refining the generation process with more fine-grained controls (Keskar et al., 2019), such as the assumed difficult of the question (Gao et al., 2019). Providing more control features to the model, such as the desired similarity of the question to the original post or the question type, could produce questions that better adapt to the diversity of the data. In addition, it should be noted that not all questions benefit from reader information (see Figure 1), and further research should investigate how to choose between reader-aware and reader-agnostic models depending on the data domain and question types.

7 Ethics statement

We acknowledge that text generation is an ethically fraught application of NLP that can be used to manipulate public opinion (Zellers et al., 2020) and reinforce negative stereotypes (Bender et al., 2021). Our models could be modified to generate abusive questions or factually misleading questions, which we do not endorse. Furthermore, our models may be tricked into giving up private information from the training data, due to accidental memorization. We intend for our work to benefit people who share information about themselves for the purpose of gaining feedback from like-minded peers. All data used in this project was publicly available, and in our final release we will not release any data with personally identifiable information (e.g., reader LOCATION data), in order to protect the original authors.
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