ON AN ELECTROSTATIC PROBLEM AND A NEW CLASS OF EXCEPTIONAL SUBDOMAINS OF $\mathbb{R}^3$
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Abstract. We study the existence of nontrivial unbounded surfaces $S \subset \mathbb{R}^3$ with the property that the constant charge distribution on $S$ is an electrostatic equilibrium, i.e. the resulting electrostatic force is normal to the surface at each point on $S$. Among bounded regular surfaces $S$, only the round sphere has this property by a result of Reichel [29] (see also Mendez and Reichel [19]) confirming a conjecture of P. Gruber. In the present paper, we show the existence of nontrivial unbounded exceptional domains $\Omega \subset \mathbb{R}^3$ whose boundaries $S = \partial \Omega$ enjoy the above property.

MSC 2010: 35J57, 35J66, 35N25, 35J25, 35R35, 58J55

1. Introduction and main result

A smooth domain $\Omega$ of the Euclidean space $\mathbb{R}^N$ is called exceptional if there exists a positive harmonic function in $\Omega$ which satisfies the overdetermined boundary conditions $u = 0$ and $\partial_\nu u = \text{const} \neq 0$ on $\partial \Omega$, where $\partial_\nu$ denotes the outer normal derivative on $\partial \Omega$. Half spaces in $\mathbb{R}^N$, $N \geq 1$ and complements of balls in $\mathbb{R}^N$, $N \geq 2$ are trivial examples of exceptional domains. Moreover, if $\Omega \subset \mathbb{R}^N$ is exceptional, then $\Omega \times \mathbb{R}^k$ is obviously exceptional in $\mathbb{R}^{N+k}$. In particular, cylindrical domains of the type $B \times \mathbb{R}^k$ with a ball $B \subset \mathbb{R}^N$ are exceptional in $\mathbb{R}^{N+k}$ if $N \geq 2$.

The problem of finding and classifying exceptional domains was first studied by L. Hauswirth, F. Hélein, and F. Pacard in the seminal paper [14], where the authors exhibit, in particular, the nontrivial example

$$\Omega_0 := \{(x, y) \in \mathbb{R}^2 : |y| < \frac{\pi}{2} + \cosh(x)\} \quad (1.1)$$

in the plane. The classification problem in the planar case was then further studied by Khavinson, Lundberg and Teodorescu [10], who showed that within a specific class of planar exceptional domains characterized by additional assumptions, the only examples up to rotation and translation are the exterior of a disk, a halfplane and the nontrivial domain $\Omega_0$. Shortly later, Traizet [32] developed a different approach which allowed him to characterize these three examples as the only planar exceptional domains having finitely boundary components. Moreover, he established a one-to-one correspondence between exceptional domains of $\mathbb{R}^2$ and the so called minimal bigraphs. With the help of this correspondence, he also reveals the existence of a nontrivial periodic exceptional domain corresponding to Scherk’s simply periodic minimal bigraphs, [32, Example 7.3].
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It is worth noting that the previous examples are not the only exceptional domains in the plane. Indeed, a family of infinitely connected exceptional domains was already discovered in fluid dynamics by G. R. Baker, P. G. Saffman and J. S. Sheffield [1], when modelling hollow vortex equilibria with an infinite periodic array of vertices, see also [6].

Despite the significant efforts in the previous literature, the structure of the set of exceptional domains in dimensions $N \geq 3$ remains largely unknown. With the help of an earlier result from [29], the exteriors of balls were classified in [16] as the only exceptional domains in $\mathbb{R}^N$ whose complements are bounded, connected and have $C^{2,\alpha}$ boundaries. In the planar case, this classification holds under much weaker regularity assumptions, see [8] and [19]. On the other hand, analogues of the domain $\Omega_0$ in (1.1) in higher dimensions have been detected recently in [17].

In this work, we deal with the construction of a new class of exceptional subdomains $\Omega \subset \mathbb{R}^3$ with the property that $\partial \Omega$ does not have constant principal curvatures. Specifically, we wish to study domains of the form $\Omega = \mathbb{R}^3 \setminus D$, where $D \subset \mathbb{R}^3$ is regular open set which is periodic in $x_3$-direction and bounded in directions $x_1, x_2$ such that the overdetermined problem

$$
\begin{cases}
-\Delta u = 0 & \text{in } \Omega \\
u = 0, \frac{\partial u}{\partial \nu} = \text{const} \neq 0 & \text{on } \partial \Omega
\end{cases}
$$

is solvable by a function $u$ of constant sign. Here, as before, $\nu$ is the unit outward normal vector to the boundary $\partial \Omega$.

The domains we wish to construct are complements of perturbed cylinders of the form

$$\Omega_\varphi := \{(z, t) \in \mathbb{R}^2 \times \mathbb{R} : |z| > \varphi(t)\} \subset \mathbb{R}^3,$$

where $\varphi : \mathbb{R} \to (0, \infty)$ is a $2\pi$-periodic function of class $C^{2,\alpha}$ for some $\alpha > 0$. The case $\varphi \equiv \lambda$ corresponds to the complement of a straight cylinder $\Omega_\lambda$ of radius $\lambda > 0$. In this case, the function

$$(z, t) \mapsto u_\lambda(z, t) = \log \frac{|z|}{\lambda}$$

is – up to a multiplicative constant – the unique nontrivial solution of (1.2) which is periodic in $t$ and grows at most logarithmically in $|z|$. Our aim is to study possible bifurcation of nontrivial exceptional domains from the branch $\Omega_\lambda$, $\lambda > 0$.

The domains we construct solve an electrostatic problem, as they enjoy the property that the constant charge distribution on $\partial \Omega_\varphi$ is an electrostatic equilibrium. The question of determining equilibrium distributions has been intensively investigated by several authors in the literature, [18, 19, 26, 27, 29, 30]. In [29, 30], Reichel addressed a conjecture by P. Gruber which states that the equilibrium distribution is constant on the boundary of a domain if and only if the domain is a ball, and he proved the conjecture within the class of $C^{2,\alpha}$-domains. Later in [19], Mendez and Reichel proved the validity of the conjecture in dimension $N = 2$ for the class of bounded Lipschitz domains and in dimension $N \geq 3$ for the class of bounded convex domains.
In our case, we are concerned with the unbounded exceptional domains of the form $\Omega_\varphi$ given in (1.3). To set-up our problem, we intend to make the following ansatz which is directly inspired by the electrostatic interpretation of the problem. We put $Z_\varphi := \partial \Omega_\varphi$ and define

$$u_\varphi : \mathbb{R}^3 \to \mathbb{R}, \quad u_\varphi(x) := \frac{1}{4\pi} \int_{Z_\varphi} \left( \frac{1}{|x-y|} - \frac{1}{|y|} \right) d\sigma(y), \quad x = (z, t) \in \mathbb{R}^3.$$  

Then $u_\varphi$ represents the normalized (because $Z_\varphi$ is unbounded) electrostatic potential induced by a globally constant charge of density 1 on $Z_\varphi$, see [19]. It is well known that $u_\varphi$ is continuous on $\mathbb{R}^3$ and $u_\varphi \in C^1(\Omega_\varphi) \cap C^1(D_\varphi)$, where

$$D_\varphi := \mathbb{R}^N \setminus \overline{\Omega_\varphi} = \{ (z, t) \in \mathbb{R}^2 \times \mathbb{R} : |z| < \varphi(t) \} \subset \mathbb{R}^3.$$  

Moreover, $u_\varphi$ is harmonic in $\Omega_\varphi \cup D_\varphi$, and on $Z_\varphi$, see [33, Theorem 1.11] it satisfies the jump condition

$$\frac{\partial u_\varphi}{\partial \nu^\pm} = N_\varphi \mp \frac{1}{2}. \quad (1.4)$$  

Here $\nu^+$ resp. $\nu^-$ is the unit normal on $Z_\varphi$ pointing inside $\Omega_\varphi$, $D_\varphi$, respectively and $N_\varphi : Z_\varphi \to \mathbb{R}$ is given by

$$N_\varphi(x) := \frac{1}{4\pi} \int_{Z_\varphi} \frac{(y-x) \cdot \nu^+(x)}{|x-y|^3} d\sigma(y). \quad (1.5)$$  

Following [19], the property that the constant charge density is an equilibrium distribution can be rewritten as the equation

$$N_\varphi + \frac{1}{2} = 0 \quad \text{on} \ Z_\varphi. \quad (1.6)$$  

Indeed, in this case it follows from (1.4) that $\frac{\partial u_\varphi}{\partial \nu^\pm} \equiv 0$ on $Z_\varphi$ and therefore $u_\varphi$ equals a constant on $\overline{D_\varphi} \supset Z_\varphi$ since it is harmonic in $D_\varphi$. More precisely, since $0 \in D_\varphi$ and $u_\varphi(0) = 0$ by definition of $u_\varphi$, we deduce that that $u \equiv 0$ in $D_\varphi$. It follows that the function $u_\varphi$ satisfies the overdetermined problem (1.2) on $\Omega = \Omega_\varphi$ in this case. Hence $\Omega_\varphi$ is an exceptional domain provided that $u_\varphi$ does not change sign. To see this latter fact, we estimate

$$u_\varphi(z, t) = \int_{Z_\varphi} \left( \frac{1}{(|z-y'|^2 + (s-t)^2)^{1/2}} - \frac{1}{|y|} \right) d\sigma(y) \leq \int_{Z_\varphi} \left( \frac{1}{(|z|^2/2 + (s-t)^2)^{1/2}} - \frac{1}{|y|} \right) d\sigma(y) \quad \text{for} \ |z| \geq 3 \| \varphi \|_{L^\infty(\mathbb{R})}, \quad (1.7)$$  

where we have written $y = (y', s)$ with $y' \in \mathbb{R}^2, s \in \mathbb{R}$. Since the integrand in (1.7) is monotone decreasing in $|z| \geq 3 \| \varphi \|_{L^\infty(\mathbb{R})}$ and tends to the function $y \mapsto -\frac{1}{|y|}$ as $|z| \to \infty$, monotone convergence yields

$$\lim_{|z| \to \infty} u_\varphi(z, t) = -\int_{Z_\varphi} \frac{1}{|y|} d\sigma(y) = -\infty. \quad (1.8)$$
Moreover, since $u_\varphi$ is harmonic, it cannot attain a maximum in $\Omega_\varphi$ unless it is constant, which is excluded by (1.8). Since, in addition, $u_\varphi = 0$ on $Z_\varphi$ and $u_\varphi$ is $2\pi$-periodic in the $t$ direction, it follows that $u_\varphi < 0$ in $\Omega_\varphi$.

Consequently, our problem is reduced to the problem of finding nonconstant $2\pi$-periodic $C^2$ functions $\varphi : \mathbb{R} \to (0, \infty)$ such that (1.6) holds on $Z_\varphi$. As noted already, the constant functions $\varphi \equiv \lambda$, $\lambda > 0$ are trivial solutions of (1.6).

The following is our main result.

**Theorem 1.1.** Let $\alpha \in (0, 1)$. There exists a strictly decreasing sequence $(\lambda_k)_{k \geq 1}$ with $\lim_{k \to \infty} \lambda_k = 0$ and the following properties: For each $k \geq 1$, there exists $\varepsilon_k > 0$ and a smooth map $(-\varepsilon_k, \varepsilon_k) \to (0, \infty) \times C^{2,\alpha}(\mathbb{R})$

$s \mapsto (\lambda_k(s), \psi^k_s)$

with $\lambda_k(0) = \lambda_k$, $\psi^k_0 \equiv 0$ and such that for all $s \in (-\varepsilon_k, \varepsilon_k)$, letting $\varphi^k_s := \lambda_k(s) + \psi^k_s$, the set

$$
\Omega_{\varphi^k_s} = \left\{(z, t) \in \mathbb{R}^2 \times \mathbb{R} : |z| > \varphi^k_s(t)\right\} 
$$

(1.9)

is an exceptional domain. In addition, its boundary $Z_{\varphi^k_s} = \partial \Omega_{\varphi^k_s}$ satisfies (1.6).

Moreover, for every $s \in (-\varepsilon_k, \varepsilon_k)$, the function $\psi^k_s$ is even and $2\pi$-periodic in $t$.

Furthermore, we have

$$
\psi^k_s(t) = s \left(\cos(kt) + \mu^k_s(t)\right) \quad \text{for } s \in (-\varepsilon_k, \varepsilon_k)
$$

with a smooth map $(-\varepsilon_k, \varepsilon_k) \to C^{2,\alpha}(\mathbb{R})$, $s \mapsto \mu^k_s$ satisfying

$$
\int_0^{2\pi} \mu^k_s(t) \cos(kt) \, dt = 0 \quad \text{for } s \in (-\varepsilon_k, \varepsilon_k)
$$

and $\mu^k_0 \equiv 0$.

As mentioned earlier, since the exceptional domains constructed in Theorem 1.1 satisfy (1.10), they allow the interpretation that the constant charge distribution on $\partial \Omega_{\varphi^k_s}$ is an electrostatic equilibrium. Physically, this means there is no potential difference between any two points on the boundary $\partial \Omega_{\varphi^k_s}$ and therefore no electric current which could alter the constant charge distribution [19, 35].

To solve (1.6), we first need to write this equation as a functional equation in suitable function space. For $j = 0, 1, 2$, we let $C^{j,\alpha}_{p,e}(\mathbb{R})$ denote the space of even and $2\pi$ periodic functions in $C^{j,\alpha}(\mathbb{R})$. Moreover, we let $\mathcal{U}$ denote the cone of strictly positive functions in $C^{2,\alpha}_{p,e}(\mathbb{R})$. We can then write (1.6) as a functional equation in the unknown $\varphi \in \mathcal{U}$ of the form

$$
H(\varphi) + 2\pi = 0 \quad \text{in } C^{2,\alpha}_{p,e}(\mathbb{R}), \quad (1.10)
$$
where $H: \mathcal{U} \to C^{1,\alpha}_{p,e}(\mathbb{R})$, is a nonlinear operator defined by

$$H(\varphi)(t) = 4\pi \mathcal{N}_{\varphi}(\varphi(t)\sigma,t) \quad \text{for} \ \varphi \in \mathcal{U}, \ t \in \mathbb{R}. \quad (1.11)$$

Here $\sigma \in S^1$ can be chosen arbitrarily by the rotational invariance of $\mathcal{N}_{\varphi}$. We can further rewrite (1.10) as a bifurcation equation of the form

$$\Phi(\lambda, \varphi) = 0 \quad \text{in} \ C^{1,\alpha}_{p,e}(\mathbb{R}), \quad (1.12)$$

where $\Phi$ is defined on an open subset of $\mathbb{R} \times C^{2,\alpha}_{p,e}(\mathbb{R})$ by

$$\Phi(\lambda, \varphi) := H(\lambda + \varphi) + 2\pi. \quad (1.13)$$

With the help of bifurcation theory, we establish the existence of nonconstant solutions $\varphi$ close to the trivial branch of solutions $\{(\lambda, 0) : \lambda > 0\} \subset \mathbb{R} \times C^{2,\alpha}_{p,e}(\mathbb{R})$.

We emphasize that the function $\mathcal{N}_{\varphi}$ has similarities with the so-called nonlocal mean curvature functions of order $\alpha \in (0, 1)$ on $Z_{\varphi}$, which are given by

$$x \mapsto c_{\alpha} \int_{Z_{\varphi}} \frac{(y - x) \cdot \nu^+(y)}{|x - y|^{3+\alpha}} d\sigma(y), \quad (1.14)$$

where $c_{\alpha}$ is a constant. The problem of constructing surfaces of the type $Z_{\varphi}$ with constant nonlocal mean curvature has been considered recently by Cabré, Fall and Weth in [3], and Minlend, Niang and Thiam [20]. The difference between (1.5) and (1.14) is two-fold. First, the case $\alpha = 0$ corresponds to a limiting case which is not admitted in [3, 20] but more closely related to the 0-fractional perimeter, which has been studied recently in [7]. Moreover, the normal $\nu^+$ is taken at $x$ in (1.5), while it evaluated at $y$ in (1.14).

Despite these differences which strongly affect the analysis, the construction here follows the general strategy of [3, 20] which is based on an application of the Crandall-Rabinowitz bifurcation theorem, see [5, Theorem 1.7]. The main difficulties in this approach are the following. On a technical level, proving sufficient regularity of the operator $H$ in (1.11) as a map between Hölder spaces is not straightforward since we are dealing with a quasilinear hypersingular integral operator. To prove smoothness of $H$, we follow the approach in [3]. We note that we need $H$ to be at least of class $C^2$ to apply the Crandall-Rabinowitz theorem. The second main difficulty is to verify the functional analytic properties of the linearization of $H$ at constant functions $\lambda > 0$ which guarantees that the problem admits transversal bifurcation from a simple eigenvalue in the sense of Crandall and Rabinowitz [5]. With regard to this aspect, the key steps of the proof are the representation formula in Lemma 4.3, the transversality property given in Lemma 4.5 and the Schauder type regularity property in Lemma 5.1.

At this point, we wish to remark that the Crandall-Rabinowitz bifurcation theorem and other related tools in topological bifurcation theory are commonly used in the study of overdetermined boundary value problems. In particular, we wish to mention the references [11, 17, 21, 23, 31], where similar results are obtained for overdetermined
boundary value problems related to different types of linear and nonlinear elliptic equations.

The paper is organized as follows: In Section 2, we derive suitable representations of the operator $H$ which allow to study its regularity and its linearization at constant functions. In Section 4, we then study the spectral properties of the linearized operator of $H$ at a constant function $\lambda > 0$ and derive qualitative properties of its eigenvalues, as $\lambda$ varies. In Section 5, we complete the proof of Theorem 1.1 based on the Crandall-Rabinowitz theorem. In Section 3, we prove smoothness of the operator $H$ in (1.11). Finally, in the appendix of this paper, we collect some useful properties of modified Bessel functions.
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2. Representations of the nonlocal nonlinear operator $H$

We fix $\alpha \in (0, 1)$ in the following. For $j = 0, 1, 2$, we consider the Banach space

$$C_{p,e}^{j,\alpha}(\mathbb{R}) := \{ u \in C^{j,\alpha}(\mathbb{R}) : u \text{ is even and } 2\pi\text{-periodic} \},$$

and let

$$U := \{ \varphi \in C_{p,e}^{2,\alpha}(\mathbb{R}) : \min_{\mathbb{R}} \varphi > 0 \}.$$

For a function $\varphi \in U$, we define the domain

$$\Omega_\varphi := \{(z,t) \in \mathbb{R}^2 \times \mathbb{R} : |z| > \varphi(t)\}.$$

The boundary

$$Z_\varphi = \{(\varphi(s)\sigma, s) \in \mathbb{R}^2 \times \mathbb{R} : \sigma \in S^1\}$$

is parametrized by

$$F_\varphi : \mathbb{R} \times S^1 \to \partial \Omega_\varphi, \quad F_\varphi(s, \sigma) = (\varphi(s)\sigma, s), \quad (2.1)$$

and the unit normal on $Z_\varphi$ pointing inside $\Omega_\varphi$ is given by

$$\nu_{Z_\varphi}^+(F_\varphi(s, \theta)) = \frac{1}{\sqrt{1 + (\varphi'(s))^2}}(\theta, -\varphi'(s)) \quad \text{for } s \in \mathbb{R}, \theta \in S^1. \quad (2.2)$$

We recall the definition of the nonlinear operator $H$ given by (1.5) and (1.11), which can be written as

$$H(\varphi)(s) := 4\pi N_\varphi(s, F_\varphi(s, e_1)) = \int_{Z_\varphi} \frac{(y - F_\varphi(s, e_1)) \cdot \nu^+(F_\varphi(s, e_1))}{|F_\varphi(s, e_1) - y|^3} d\sigma(y) \quad (2.3)$$

for $\varphi \in U, s \in \mathbb{R}$. The following lemma provides a more explicit representation of $H$ as an integral operator.
Lemma 2.1. Let \( \varphi \in \mathcal{U} \). Then for \( s \in \mathbb{R} \) we have 
\[
H(\varphi)(s) = -\frac{1}{\sqrt{1+(\varphi')^2(s)}} \mathcal{H}(\varphi)(s)
\]
with
\[
\mathcal{H}(\varphi)(s) = \int_{\mathbb{R}} \int_{S^1} \frac{\varphi(s) - \varphi(s-t) - t\varphi'(s)}{t^2 + (\varphi(s) - \varphi(s-t))^2 + \varphi(s)\varphi(s-t)|\sigma - e_1|^2} \sqrt{1+(\varphi')^2(s-t)}
\]
\[
+ \frac{1}{2} \int_{\mathbb{R}} \int_{S^1} \frac{\varphi^2(s-t)|\sigma - e_1|^2 \sqrt{1+(\varphi')^2(s-t)}}{t^2 + (\varphi(s) - \varphi(s-t))^2 + \varphi(s)\varphi(s-t)|\sigma - e_1|^2} \, d\sigma dt. \tag{2.4}
\]

Proof. Using (2.3) and the parameterization (2.1), we have
\[
H(\varphi)(s) = \int_{\mathbb{R}} \int_{S^1} \frac{\{F_\varphi(s, \sigma) - F_\varphi(s, e_1)\} \cdot \nu_{\varphi,s}^+(F_\varphi(s, e_1))}{|F_\varphi(s, e_1) - F_\varphi(s, \sigma)|^3} J_{F_\varphi}(s, \sigma) \, ds d\sigma, \tag{2.5}
\]
where
\[
J_{F_\varphi}(s, \sigma) = \varphi(s) \sqrt{1+(\varphi')^2(s)} \quad \text{for } s \in \mathbb{R}, \sigma \in S^1.
\]
We also note that for \( s, \bar{s} \in \mathbb{R} \) and \( \sigma \in S^1 \) we have
\[
|F_\varphi(s, e_1) - F_\varphi(\bar{s}, \sigma)|^2 = |s - \bar{s}|^2 + |\varphi(s)e_1 - \varphi(\bar{s})\sigma|^2
\]
\[
= |s - \bar{s}|^2 + (\varphi(s) - \varphi(\bar{s}))^2 + 2\varphi(s)\varphi(\bar{s})(1 - e_1 \cdot \sigma)
\]
and
\[
\{F_\varphi(\bar{s}, \sigma) - F_\varphi(s, e_1)\} \cdot \nu_{\varphi,s}^+(F_\varphi(s, e_1)) = \frac{(s - \bar{s})\varphi'(s) - (\varphi(s)e_1 - \varphi(\bar{s})\sigma)e_1}{\sqrt{1+(\varphi')^2(s)}}
\]
\[
= \frac{\varphi(s) - \varphi(\bar{s}) + (s - \bar{s})\varphi'(s) - \varphi(\bar{s})(1 - e_1 \cdot \sigma)}{\sqrt{1+(\varphi')^2(s)}}.
\]
Inserting these identities in (2.5), we find that 
\[
\mathcal{H}(\varphi)(s) = -\sqrt{1+(\varphi')^2(s)} H(\varphi)(s)
\]
satisfies
\[
\mathcal{H}(\varphi)(s) = -\int_{\mathbb{R}} \int_{S^1} \frac{(\varphi(\bar{s}) - \varphi(s) + (s - \bar{s})\varphi'(s) - \varphi(\bar{s})(1 - e_1 \cdot \sigma))\varphi(s)}{|s - \bar{s}|^2 + (\varphi(s) - \varphi(\bar{s}))^2 + 2\varphi(s)\varphi(\bar{s})(1 - e_1 \cdot \sigma)} \varphi(s) \sqrt{1+(\varphi')^2(s)} \, d\sigma ds
\]
\[
= \int_{\mathbb{R}} \int_{S^1} \frac{(\varphi(s) - \varphi(s-t) - t\varphi'(s) + \varphi(s-t)(1 - e_1 \cdot \sigma))\varphi(s-t)}{t^2 + (\varphi(s) - \varphi(s-t))^2 + 2\varphi(s)\varphi(s-t)(1 - e_1 \cdot \sigma)} \varphi(s-t) \sqrt{1+(\varphi')^2(s-t)} \, d\sigma dt
\]
\[
= \int_{\mathbb{R}} \int_{S^1} \frac{(\varphi(s) - \varphi(s-t) - t\varphi'(s) + \varphi(s-t)(1 - \sigma_1))\varphi(s-t)\sqrt{1+(\varphi')^2(s-t)}}{t^2 + (\varphi(s) - \varphi(s-t))^2 + 2\varphi(s)\varphi(s-t)(1 - \sigma_1)} \, d\sigma dt. \tag{2.4}
\]
Here, the second equality follows from the change of variable \( t = s - \bar{s} \). Moreover, we use \( 1 - \sigma_1 = \frac{\sigma - e_1}{2} \) to get (2.4) from the third equality.
\[\square\]
In the next lemma, we rewrite the representation of the operator $H$ from Lemma 2.1 in a somewhat more convenient form, which will then allow us to study its regularity and to compute its linearization at constant functions.

We need some preliminary definitions and observations. First we set

$$p_\sigma := |\sigma - e_1| \quad \text{for } \sigma \in S^1$$

and define the maps $\Lambda_0, \Lambda_1 : C^{2,\alpha}(\mathbb{R}) \times \mathbb{R}^2 \rightarrow \mathbb{R}$ by

$$\Lambda_0(\varphi, s, t) := \frac{\varphi(s) - \varphi(s - t)}{t} = \int_0^1 \varphi'(s - \rho t)d\rho,$$

$$\Lambda_1(\varphi, s, t) := \Lambda_0(\varphi, s, t) - \varphi'(s) = \int_0^1 (\varphi'(s - \rho t) - \varphi'(s))d\rho. \quad (2.7)$$

With these notations, we get the following alternative representation of the operator $H$ in Lemma 2.4.

**Lemma 2.2.** For every $\varphi \in \mathcal{U}$ and $s \in \mathbb{R}$, we have $H(\varphi)(s) = -\frac{1}{\sqrt{1 + (\varphi')^2(s)}} \mathcal{H}(\varphi)(s)$ with

$$\mathcal{H}(\varphi)(s) = \int_{S^1} \frac{1}{p_\sigma} \int_\mathbb{R} \mathcal{M}(\varphi, s, t, p_\sigma)dtd\sigma + \frac{1}{2} \int_{S^1} \int_\mathbb{R} \mathcal{M}(\varphi, s, t, p_\sigma)dtd\sigma \quad (2.8)$$

with

$$\mathcal{M}(\varphi, s, t, p) := t\Lambda_1(\varphi, s, tp)\mathcal{K}(\varphi, s, t, tp),$$

$$\overline{\mathcal{M}}(\varphi, s, t, p) := \varphi(s - tp)\mathcal{K}(\varphi, s, t, tp) \quad (2.9)$$

and

$$\mathcal{K}(\varphi, s, t, \xi) := \frac{\varphi(s - \xi)\sqrt{1 + (\varphi')^2(s - \xi)}}{\{t^2 + t^2\Lambda_0^2(\varphi, s, \xi) + \varphi(s)\varphi(s - \xi)\}^{\frac{3}{2}}}. \quad (2.10)$$

**Proof.** The expression (2.8) follows from (2.7) and (2.4) with the change of variables $\tau = \frac{t}{p_\sigma}$. \hfill $\Box$

**Remark 2.3.** (i) It does not appear obvious that the integrals in Lemma 2.1 and Lemma 2.2 converge absolutely in Lebesgue sense. To see this, it suffices to consider the first integral in (2.8), since second integral in (2.8) is clearly convergent. We let $\delta := \min_{\mathbb{R}} \varphi > 0$ and we note that

$$p_\sigma = |\sigma - e_1| = 2 \sin\left(\frac{\theta}{2}\right) \quad \text{for } \theta \in [-\pi, \pi] \text{ and } \sigma = (\cos(\theta), \sin(\theta)) \in S^1. \quad (2.11)$$

As a consequence,

$$\int_{S^1} g(p_\sigma)d\sigma = 2 \int_0^\pi g(2 \sin\left(\frac{\theta}{2}\right))d\theta = 4 \int_0^{\frac{\pi}{2}} g(2 \sin\theta)d\theta \quad (2.12)$$

for every measurable function $g$ on $(0, \pi)$ for which the integral on the RHS exists in Lebesgue sense. Then (2.7) implies that

$$|\Lambda_1(\varphi, s, tp)| \leq 2\|\varphi\|_{C^{1,\alpha}(\mathbb{R})} \min(1, |p|^\alpha |t|^{\alpha}) \quad (2.13)$$
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and we have
\[
\int_{S^1} \frac{1}{p_\sigma} \int_{\mathbb{R}} |\tau| |\Lambda_1(\varphi, s, \tau \rho_\sigma)| \varphi(s - \tau \rho_\sigma) \mathcal{K}(\varphi, s, \tau, \tau \rho_\sigma) d\tau d\sigma \\
\leq C \int_{S^1} \frac{1}{p_\sigma^{1-\alpha}} d\sigma \int_{\mathbb{R}} \left| \frac{\tau^{1+\alpha}}{\{\tau^2 + \delta^2\}^{\frac{3}{2}}} \right| d\tau,
\]
(2.14)

where $C$ is a constant only depending on $\|\varphi\|_{C^{1,\alpha}(\mathbb{R})}$. Applying (2.12) with $g(x) = x^{\alpha-1}$, we find
\[
\int_{S^1} \frac{1}{p_\sigma^{1-\alpha}} d\sigma = 2^{1+\alpha} \int_0^{\frac{\pi}{2}} \sin^{\alpha-1}(\theta) d\theta < \infty,
\]
since $\alpha < 1$. The second integral in (2.14) is also finite and we deduce the convergence of the first integral in (2.8).

(ii) From Lemma 2.2, we have, for all $\lambda > 0$,
\[
H(\lambda)(s) = -\frac{1}{2} \int_{\mathbb{R}} \int_{S^1} \frac{\lambda^2}{(t^2 + \lambda^2)^{\frac{3}{2}}} d\sigma dt = -2\pi \int_0^{+\infty} \frac{1}{(1 + t^2)^{\frac{3}{2}}} dt = -2\pi
\]
(2.15)

To see the last equality, we note that, by the change of variable $\tau = \frac{1}{1+t^2}$, we have, more generally,
\[
\int_0^{+\infty} \frac{1}{(1 + t^2)^{\frac{3}{2}}} dt = \frac{1}{2} \int_0^1 \tau^{s-\frac{3}{2}} (1 - \tau)^{-\frac{1}{2}} d\tau = \frac{1}{2} B(s - \frac{1}{2}, \frac{1}{2}) \text{ for } s > \frac{1}{2}
\]
(2.16)

with the Beta-Function $B$. We shall use this identity later for different values of $s$ later. It follows from (2.13) that $H(\lambda) \equiv -2\pi$ on $\mathbb{R}$ and, consequently,
\[
\Phi(\lambda, 0) = 0 \text{ for all } \lambda > 0
\]
(2.17)

with $\Phi$ defined in (1.13). Hence, as pointed out already in the introduction, (1.12) has the trivial solution branch $\{(\lambda, 0) : \lambda > 0\}$.

3. Regularity of the Operator $H$

In this section, we prove the regularity of the operator $H$ using the expression in Lemma 2.2. The proof follows the strategy of the argument in [3, Section 4] for a nonlocal mean curvature operator, but some modifications are necessary due to the different form of the underlying operators and due to the fact that we need to show that $H$ is smooth as an operator from $C^{2,\alpha}(\mathbb{R})$ to $C^{1,\alpha}(\mathbb{R})$.

3.1. Preliminaries. For a finite set $\mathcal{A}$, we let $|\mathcal{A}|$ denote the length (cardinal) of $\mathcal{A}$. It will be understood that $|\emptyset| = 0$. Let $Z$ be a Banach space and $U$ a nonempty open subset of $Z$. If $T \in C^k(U, \mathbb{R})$ and $\varphi \in U$, then $D^kT(\varphi)$ is a continuous symmetric $k$-linear form on $Z$ whose norm is given by
\[
\|D^kT(\varphi)\| = \sup_{v_1, \ldots, v_k \in Z} \frac{|D^kT(\varphi)[v_1, \ldots, v_k]|}{\prod_{j=1}^k \|v_j\|_Z}.
\]
If $T_1, T_2 \in C^k(U, \mathbb{R})$, then also $T_1 T_2 \in C^k(U, \mathbb{R})$, and the $k$-th derivative of $T_1 T_2$ at $u$ is given by

$$D^k(T_1 T_2)(\varphi)[v_1, \ldots, v_k] = \sum_{\mathcal{A} \in \mathcal{S}_k} D^{[\mathcal{A}]} T_1(\varphi)[v_i]_{i \in \mathcal{A}} D^{k-[\mathcal{A}]} T_2(\varphi)[v_i]_{i \in \mathcal{A}^c},$$

(3.1) where $\mathcal{S}_k$ is the set of subsets of $\{1, \ldots, k\}$ and $\mathcal{A}^c = \{1, \ldots, k\} \setminus \mathcal{A}$ for $\mathcal{A} \in \mathcal{S}_k$. If, in particular, $L : Z \to \mathbb{R}$ is a linear map, we have

$$D^k(LT_2)(\varphi)[v_i]_{i \in \mathcal{A}_k} = L(\varphi) D^k T_2(\varphi)[v_i]_{i \in \mathcal{A}_k} + \sum_{j=1}^k L(v_j) D^{k-1} T_2(\varphi)[v_i]_{i \neq j},$$

(3.2)

where $\mathcal{A}_k := \{1, \ldots, k\}$.

3.2. Regularity of the operator $H$. To prove the regularity of the operator $H$ in (1.11) on the open set $\mathcal{U}$, it suffices to fix $\delta > 0$ and to show the regularity of the operator

$$\mathcal{H} : \mathcal{O}_\delta \to C^{1,\alpha}(\mathbb{R}), \quad \mathcal{H}(\varphi)(s) := -\sqrt{1 + (\varphi')^2(s)} H(\varphi)(s).$$

(3.3)

where $\mathcal{O}_\delta := \{ \varphi \in C^{2,\alpha}_p(\mathbb{R}) : \min_{\mathbb{R}} \varphi > \delta \}$. The following is the main result of this section.

**Proposition 3.1.** For every $\delta > 0$, the map $\mathcal{H} : \mathcal{O}_\delta \subset C^{2,\alpha}(\mathbb{R}) \to C^{1,\alpha}(\mathbb{R})$ defined by (3.3) is of class $C^\infty$, and for every $k \in \mathbb{N}$, and $v_1, \ldots, v_k \in C^{2,\alpha}(\mathbb{R})$, we have

$$D^k \mathcal{H}(\varphi)[v_1, \ldots, v_k](s) = \int_{S_1} \int_{p_\sigma} D^k \mathcal{M}(\varphi, s, t, p_\sigma)[v_1, \ldots, v_k] dtd\sigma$$

+(3.4)

$$+ \frac{1}{2} \int_{S_1} \int_{p_\sigma} D^k \overline{\mathcal{M}}(\varphi, s, t, p_\sigma)[v_1, \ldots, v_k] dtd\sigma,$$

(3.5)

where $\mathcal{M}$ and $\overline{\mathcal{M}}$ are defined in (2.2).

The remainder of this section is devoted to the proof of Proposition 3.1. For this, we need to decompose the terms appearing in the integral formula (2.2) for the operator $\mathcal{H}$ in a suitable way into even and odd parts which we then estimate separately. For this, we first note that

$$t \Lambda_1(\varphi, t, tp) = \frac{1}{2p} (L_e(\varphi, t, tp) + L_o(\varphi, t, tp))$$

for $\varphi \in \mathcal{O}_\delta$, $s, t \in \mathbb{R}$, $p \geq 0$ with

$$L_e(\varphi, s, t) = t \left( \Lambda_1(\varphi, s, t) + \Lambda_1(\varphi, s, -t) + 2\varphi'(s) \right) = 2\varphi(s) - \varphi(s - t) - \varphi(s + t),$$

$$L_o(\varphi, s, t) = t \left( \Lambda_1(\varphi, s, t) - \Lambda_1(\varphi, s, -t) - 2\varphi'(s) \right) = \varphi(s + t) - \varphi(s - t) - 2t\varphi'(s)$$

(3.6)
and thus, by Lemma 2.2
\[ H(\varphi)(s) = \frac{1}{2} \int_{S^1} \frac{1}{p^2_\sigma} \int_\mathbb{R} \left( L_e(\varphi, s, t) + L_o(\varphi, s, t) \right) K(\varphi, s, t) dt d\sigma \]
\[ + \frac{1}{2} \int_{S^1} \frac{1}{p^2_\sigma} \int_\mathbb{R} \varphi(s - t) K(\varphi, s, t) dt d\sigma, \]
\[ = \frac{1}{2} \int_{S^1} \frac{1}{p^2_\sigma} \int_\mathbb{R} L_e(\varphi, s, t) K(\varphi, s, t) dt d\sigma + \frac{1}{2} \int_{S^1} \int_\mathbb{R} \varphi(s - t) K(\varphi, s, t) dt d\sigma, \]
where \( K \) is defined in (2.10) and \( K_o \) is the odd part of \( K \) in its last variable, given by
\[ K_o(\varphi, s, t, \xi) = \frac{1}{2} \left( K(\varphi, s, t, \xi) - K(\varphi, s, t, -\xi) \right). \]

We have the following result.

**Lemma 3.2.** Let \( m \in \{0, 1\} \), \( \mu \in C^{m,\alpha}(\mathbb{R}^2) \) and \( \nu \in C^{m,\alpha}(\mathbb{R}^3) \) such that \( \nu(\cdot, \cdot, 0) = 0 \)
and for all \( i \leq m \),
\[ \|\partial^i_s \mu(\cdot, t)\|_{C^\alpha(\mathbb{R})} + \|\partial^i_s \nu(\cdot, t, \cdot)\|_{C^\alpha(\mathbb{R}^2)} \leq \frac{C_0}{(1 + t^2)^{3/2}}. \]  

Define, for \( \varphi \in C^{m+1,\alpha}(\mathbb{R}) \),
\[ I_e(s) := \frac{1}{2} \int_{S^1} \frac{1}{p^2_\sigma} \int_\mathbb{R} L_e(\varphi, s, t) \mu(s, t) dt d\sigma \]
and
\[ I_o(s) := \frac{1}{2} \int_{S^1} \frac{1}{p^2_\sigma} \int_\mathbb{R} L_o(\varphi, s, t) \nu(s, t) dt d\sigma. \]
Then
\[ \|I_e\|_{C^{m,\alpha}(\mathbb{R})} + \|I_o\|_{C^{m,\alpha}(\mathbb{R})} \leq C C_0 \|\varphi\|_{C^{m+1,\alpha}(\mathbb{R})}, \]
for some \( C = C(m, \alpha) \).

**Proof.** We consider the case \( m = 0 \) as the proof will be similar in the case \( m = 1 \).
By linearity, we assume that \( \|\varphi\|_{C^{1,\alpha}(\mathbb{R})} \leq 1 \). We start with \( I_e \). We have
\[ |L_e(\varphi, s, t)| \leq 4|t|^{1+\alpha}|p|^{1+\alpha}, \quad (3.10) \]
\[ |L_e(\varphi, s, t) - L_e(\varphi, \xi, t)| \leq 4|p| \min(|s - \xi|^\alpha, |p|^\alpha) \min(|t|, |t|^{1+\alpha}) \quad (3.11) \]
and
\[ |L_e(\varphi, s, t) - L_e(\varphi, \xi, t)| \leq 4|s - \xi|^\alpha |t|^{\alpha}|p|^{\alpha}. \quad (3.12) \]
Now using (3.10) and (3.9), we get
\[ \int_\mathbb{R} |L_e(\varphi, s, t)\mu(s, t) dt \leq CC_0 |p|^{1+\alpha} \int_\mathbb{R} \frac{|t|^{1+\alpha} dt}{(1 + t^2)^{3/2}} \leq CC_0 |p|^{1+\alpha}. \quad (3.13) \]
From this, we deduce that
\[ |I_e(s)| \leq CC_0 \int_{S^1} p_{\sigma}^{-1+\alpha} d\sigma \leq CC_0. \quad (3.14) \]

Similarly, using (3.22), (3.11), (3.13), (3.12) and (3.9), we have
\[
|I_e(s) - I_e(\overline{s})| \leq CC_0 \int_{\{\sigma \in S^1, p_{\sigma} \leq |s - \overline{s}|\}} p_{\sigma}^{-1} \min(|s - \overline{s}|^\alpha, p_{\sigma}^\alpha) d\sigma \int_{\mathbb{R}} \frac{|t|^{1+\alpha} dt}{(1 + t^2)^{3/2}}
+ CC_0 |s - \overline{s}| \int_{\{\sigma \in S^1, p_{\sigma} \geq |s - \overline{s}|\}} p_{\sigma}^{-2+\alpha} d\sigma \int_{\mathbb{R}} \frac{|t|^{1+\alpha} dt}{(1 + t^2)^{3/2}}
+ CC_0 |s - \overline{s}|^\alpha \int_{S^1} p_{\sigma}^{-1+\alpha} d\sigma \int_{\mathbb{R}} \frac{|t|^{1+\alpha} dt}{(1 + t^2)^{3/2}}
\leq CC_0 \left(|s - \overline{s}|^\alpha + |s - \overline{s}|\right). \quad (3.15)
\]

Combining (3.15) with (3.14) we get
\[ \|I_e\|_{C^\alpha(R)} \leq CC_0. \quad (3.16) \]

To estimate \( I_o \), we write
\[ L_o(\varphi, s, tp) = tp \int_{-1}^{1} \{ \varphi'(s + \tau tp) - \varphi'(s) \} d\tau \] so that
\[ |L_o(\varphi, s, tp)| \leq 4|t|^{1+\alpha}|p|^{1+\alpha} \quad (3.17) \]
and
\[ |L_o(\varphi, s, tp) - L_o(\varphi, \overline{s}, tp)| \leq 4|t| |p| |s - \overline{s}|^\alpha. \quad (3.18) \]

On the other hand, since \( \nu(s, t, 0) = 0 \), we get from (3.9),
\[ |\nu(s, t, tp)| \leq CC_0 \frac{p^\alpha |t|^{\alpha}}{(1 + t^2)^{3/2}} \quad (3.19) \]
and
\[ |\nu(s, t, tp) - \nu(\overline{s}, t, tp)| \leq CC_0 \frac{|s - \overline{s}|^\alpha}{(1 + t^2)^{3/2}}. \quad (3.20) \]

Now using (3.17) and (3.19), we obtain
\[ |I_o(s)| \leq CC_0 \int_{S^1} p_{\sigma}^{-1+\alpha} d\sigma \int_{\mathbb{R}} \frac{|t|^{1+\alpha} dt}{(1 + t^2)^{3/2}} \leq CC_0. \quad (3.21) \]

Moreover, using (3.17), (3.18), (3.19) and (3.20), we get
\[ |I_o(s) - I_o(\overline{s})| \leq CC_0 |s - \overline{s}|^\alpha \int_{S^1} p_{\sigma}^{-1+\alpha} \int_{\mathbb{R}} \frac{|t|^{1+\alpha} dt}{(1 + t^2)^{3/2}} \leq CC_0 |s - \overline{s}|^\alpha. \]

From this and (3.21), we obtain the estimate of \( I_o \) and thus by (3.16) the proof is complete. \( \square \)
The following Lemma provides some estimates related to the kernel $K$ defined in (2.10). For a function $u : \mathbb{R} \to \mathbb{R}$, we also set

$$[u; s_1, s_2] := u(s_1) - u(s_2)$$

for $s_1, s_2 \in \mathbb{R}$,

and we note that

$$[uw; s_1, s_2] = [u; s_1, s_2]w(s_1) + u(s_2)[w; s_1, s_2]$$

for $u, w : \mathbb{R} \to \mathbb{R}$, $s_1, s_2 \in \mathbb{R}$. (3.22)

With this, we have the following estimate.

**Lemma 3.3.** Let $k \in \mathbb{N} \cup \{0\}$, $i \in \{0, 1\}$ and $K$ defined in (2.10). Then, there exists a constant $c = c(\alpha, k, \delta) > 1$ such that for all $(s, s_1, s_2, t, p, p') \in \mathbb{R}^6$ and $\varphi \in \mathcal{O}_\delta$, we have

$$\|\partial_s^i D_k^k \varphi K(\varphi, s, t, \cdot)\| \leq \frac{c(1 + \|\varphi\|_{C^{\alpha,1}(\mathbb{R})})^c}{(1 + t^2)^{3/2}},$$

(3.23)

$$\|\partial_s^i D_k^k \varphi K(\varphi, \cdot, t, \cdot) ; s_1, s_2\| \leq \frac{c(1 + \|\varphi\|_{C^{\alpha,1}(\mathbb{R})})^c |s_1 - s_2|^\alpha}{(1 + t^2)^{3/2}}$$

(3.24)

and

$$\|\partial_s^i D_k^k \varphi K(\varphi, s, \cdot, \cdot) ; \xi, \xi'\| \leq \frac{c(1 + \|\varphi\|_{C^{\alpha,1}(\mathbb{R})})^c |\xi - \xi'|^\alpha}{(1 + t^2)^{3/2}}.$$ (3.25)

**Proof.** Since the proof is similar to the one of [3, Lemma 4.1], we will only sketch it. Throughout this proof, the letter $c$ stands for different constants greater than one and depending only on $\alpha, k,$ and $\delta$. By definition, we have

$$K(\varphi, s, t, \xi) = \varphi(s - \xi) \sqrt{1 + (\varphi')^2(s - \xi)} \tilde{K}(\varphi, s, t, \xi)$$

(3.26)

with

$$\tilde{K}(\varphi, s, t, \xi) = \frac{1}{\{t^2 + t^2 \Lambda^2_0(\varphi, s, \xi) + \varphi(s)\varphi(s - \xi)\}^{\frac{3}{2}}}.$$ 

By (3.1), it is then enough to prove the estimates for $\tilde{K}$ in place of $K$. Following the same argument as in the proof of [3, Lemma 4.1], we get (3.23), (3.24) and (3.25) for $i = 0$. Now, for $i = 1$, by direct computations, we have

$$\partial_s \tilde{K}(\varphi, s, t, \xi) = \tilde{Q}(\varphi, s, t, \xi) \frac{1}{\{t^2 + t^2 \Lambda^2_0(\varphi, s, \xi) + \varphi(s)\varphi(s - \xi)\}^{\frac{3}{2}}}$$

with

$$\tilde{Q}(\varphi, s, t, \xi) := -\frac{3}{2} t^2 D_\varphi \Lambda^2_0(\varphi, s, \xi)[\varphi'] + \varphi'(s)\varphi(s - \xi) + \varphi(s)\varphi'(s - \xi)$$

By (3.1) and the argument in the proof of [3, Lemma 4.1], we also get the estimates of $\partial_s D_k^k \tilde{K}$, so that (3.23), (3.24) and (3.25) hold for $i = 1$.  

$\square$
We now use (3.30) to write
\[
H(\varphi)(s) = \frac{1}{2} \int_{S^1} \frac{1}{p_{\sigma}} \int_{\mathbb{R}} \left( M_e(\varphi, s, t, p) + M_o(\varphi, s, t, p) \right) dtd\sigma
+ \frac{1}{2} \int_{S^1} \int_{\mathbb{R}} \varphi(s - tp_{\sigma})K(\varphi, s, t, tp_{\sigma}) dtd\sigma,
\]
(3.27)
with \( M_e, M_o : \mathcal{O}_\delta \times \mathbb{R}^3 \to \mathbb{R} \) defined by
\[
M_e(\varphi, s, t, p) := L_e(\varphi, s, tp)K(\varphi, s, t, tp),
\]
(3.28)
\[
M_o(\varphi, s, t, p) := L_o(\varphi, s, tp)K_o(\varphi, s, t, tp),
\]
(3.29)
where \( K \) is given in (2.10) and \( K_o \) is given in (3.8). By (3.2) we have
\[
D^k \varphi M_e(\varphi, s, t, p)[v_i]_{i \in A_k}
\]
(3.30)
\[
= L_e(\varphi, s, tp)D^k \varphi K(\varphi, s, t, tp)[v_i]_{i \in A_k} + \sum_{j=1}^{k} L_e(v_j, s, tp)L_o(v_j, s, tp)D^{k-1} \varphi K(\varphi, s, t, tp)[v_i]_{i \neq j}
\]
and
\[
D^k \varphi M_o(\varphi, s, t, p)[v_i]_{i \in A_k}
\]
(3.31)
\[
= L_o(\varphi, s, tp)D^k \varphi K_o(\varphi, s, t, tp)[v_i]_{i \in A_k} + \sum_{j=1}^{k} L_o(v_j, s, tp)L^o(v_j, s, tp)D^{k-1} \varphi K_o(\varphi, s, t, tp)[v_i]_{i \neq j},
\]
for \( k \geq 1 \) with \( A_k = \{1, \ldots, k\} \).

**Lemma 3.4.** Let \( k \in \mathbb{N} \cup \{0\}, \delta > 0, \varphi \in \mathcal{O}_\delta, \) and \( v_1, \ldots, v_k \in C^{2,\alpha}(\mathbb{R}) \). Moreover, let \( F_e, F_o, \widetilde{F} : \mathbb{R} \to \mathbb{R} \) be defined by
\[
F_e(s) = \int_{S^1} \frac{1}{p_{\sigma}} \int_{\mathbb{R}} D^k \varphi M_e(\varphi, s, t, p)[v_1, \ldots, v_k] dtd\sigma,
\]
\[
F_o(s) = \int_{S^1} \frac{1}{p_{\sigma}} \int_{\mathbb{R}} D^k \varphi M_o(\varphi, s, t, p)[v_1, \ldots, v_k] dtd\sigma,
\]
\[
\widetilde{F}(s) = \int_{S^1} \int_{\mathbb{R}} D^k \varphi \{\varphi(s - tp_{\sigma})K(\varphi, s, t, tp_{\sigma})\}[v_1, \ldots, v_k] dtd\sigma,
\]
where \( M_e, M_o : \mathcal{O}_\delta \times \mathbb{R}^3 \to \mathbb{R} \) are defined by (3.28) and (3.29). Then \( F_e, F_o, \widetilde{F} \in C^{1,\alpha}(\mathbb{R}) \). Moreover, there exists a constant \( c = c(\alpha, k, \delta) \) such that
\[
\|F_e\|_{C^{1,\alpha}(\mathbb{R})} + \|F_o\|_{C^{1,\alpha}(\mathbb{R})} + \|\widetilde{F}\|_{C^{1,\alpha}(\mathbb{R})} \leq c(1 + \|\varphi\|_{C^{2,\alpha}(\mathbb{R})}) \sum_{i=1}^{k} \|v_i\|_{C^{2,\alpha}(\mathbb{R})}.
\]

**Proof.** The estimates of \( F_e \) and \( F_o \) follow from Lemma 3.2, Lemma 3.3, 3.30, 3.8 and (3.31). On the other estimate of \( \widetilde{F} \), follows from Lemma 3.3 and the formula (3.2). 
\( \square \)
Using the representation (3.27) and Lemma 3.4, we can now follow precisely the argument in the proof of [3, Proposition 4.4] to prove that the map $H$ defined in (3.3) is of class $C^\infty$, and that for every $k \in \mathbb{N}$, $v_1, \ldots, v_k \in C^{2,\alpha}(\mathbb{R})$, we have

$$D^k H(\varphi)[v_1, \ldots, v_k](s) =$$

$$= \frac{1}{2} \int_{S^1} \frac{1}{p_\sigma^2} \int_{\mathbb{R}} \left( D^k \mathcal{M}_e(\varphi, s, t, p_\sigma)[v_1, \ldots, v_k] + D^k \mathcal{M}_o(\varphi, s, t, p_\sigma)[v_1, \ldots, v_k] \right) dtd\sigma$$

$$+ \frac{1}{2} \int_{S^1} \int_{\mathbb{R}} D^k \varphi(s - tp_\sigma) \mathcal{K}(\varphi, s, t, tp_\sigma)[v_1, \ldots, v_k] dtd\sigma.$$

Here $\mathcal{M}_e$, $\mathcal{M}_o$ and $\mathcal{K}$ are defined in (3.28), (3.29) and (2.10).

To finish the proof of Proposition 3.1, it only remains to observe that (3.32) is equivalent to (3.4). This follows since

$$\varphi(s - tp_\sigma) \mathcal{K}(\varphi, s, t, tp_\sigma) = \overline{\mathcal{M}}(\varphi, s, t, p)$$

and

$$\mathcal{M}_e(\varphi, s, t, p) + \mathcal{M}_o(\varphi, s, t, p)$$

$$= 2tp_\sigma \Lambda_1(\varphi, s, t, p) \mathcal{K}(\varphi, s, t) - L_0(\varphi, s, t, tp_\sigma) \left( \mathcal{K}(\varphi, s, t, tp_\sigma) - \mathcal{K}_0(\varphi, s, t, tp_\sigma) \right)$$

$$= 2p_\sigma \mathcal{M}(\varphi, s, t, p) - \overline{\mathcal{M}}(\varphi, s, t, p),$$

where the quantity

$$\overline{\mathcal{M}}(\varphi, s, t, p) := L_0(\varphi, s, t, tp_\sigma) \left( \mathcal{K}(\varphi, s, t, tp_\sigma) - \mathcal{K}_0(\varphi, s, t, tp_\sigma) \right)$$

is odd in $t$. Hence also $D^k \varphi \overline{\mathcal{M}}(\varphi, s, t, p)[v_1, \ldots, v_k]$ is odd in $t$, and this implies that

$$\frac{1}{2} \int_{S^1} \frac{1}{p_\sigma^2} \int_{\mathbb{R}} \left( D^k \varphi \mathcal{M}_e(\varphi, s, t, p_\sigma)[v_1, \ldots, v_k] + D^k \varphi \mathcal{M}_o(\varphi, s, t, p_\sigma)[v_1, \ldots, v_k] \right) dtd\sigma$$

$$= \int_{S^1} \frac{1}{p_\sigma} \int_{\mathbb{R}} D^k \mathcal{M}(\varphi, s, t, p_\sigma) dtd\sigma.$$}

Hence (3.32) is equivalent to (3.4), and the proof of Proposition 3.1 is finished. \(\square\)

4. The Linearization of $H$ at Constant Functions

In this section, we compute the linearization of the operator $H$ at the constant function $\lambda \in \mathcal{U}$, and we study key spectral properties of this linearization. We keep using the notation from the previous section. We need the following preliminary lemma on properties of the function

$$G : \mathbb{R} \setminus \{0\} \to \mathbb{R}, \quad G(t) := \int_{S^1} \frac{1}{(t^2 + p_\sigma^2)^\frac{3}{2}} d\sigma,$$

which will appear in the expression for the linearization of $H$ at constant functions, see Lemma 4.2.
Lemma 4.1. The function $G$ is even with
\[ |G(t)| = O(|t|^{-3}) \quad \text{as } |t| \to \infty. \] (4.2)

Moreover, we have
\[ G(t) = 4t^{-2}g(t) \quad \text{for } t \in (0, +\infty) \] (4.3)
with a function $g \in C^1([0, \infty))$ satisfying $g(t) > 0$ for all $t \geq 0$.

Proof. The evenness and (4.2) follow directly from the definition of $G$. By (2.12) we have
\[ G(t) = 4 \int_0^{\pi/2} \frac{1}{(t^2 + 4 \sin^2(\theta))^{3/2}} d\theta = 4t^{-2}g(t), \] (4.4)
where $g \in C^\infty(0, \infty)$ is given by
\[ g(t) := \int_0^1 \frac{1}{(1 + 4r^2)^{3/2}} \frac{1}{\sqrt{1 - (rt)^2}} dr \quad \text{for all } t > 0. \] (4.5)

We extend $g$ to $[0, \infty)$ by setting
\[ g(0) := \int_1^{+\infty} \frac{1}{(1 + 4r^2)^{3/2}} dr. \]

Then
\[ g(t) - g(0) = \int_0^1 \frac{1}{(1 + 4r^2)^{3/2}} \left( \frac{1}{\sqrt{1 - (rt)^2}} - 1 \right) dr + \int_1^{+\infty} \frac{1}{(1 + 4r^2)^{3/2}} dr \]
\[ = \frac{t^2}{2} \int_0^1 \int_0^1 \frac{1}{(1 + 4r^2)^{3/2}} \frac{r^2}{(1 - \varepsilon(rt)^2)^{3/2}} d\varepsilon dr + \int_1^{+\infty} \frac{1}{(1 + 4r^2)^{3/2}} dr \]
\[ = \frac{t^2}{2} \int_0^{+\infty} \int_0^1 \frac{1}{(1 + 4r^2)^{3/2}} \frac{r^2}{(1 - \varepsilon(rt)^2)^{3/2}} d\varepsilon dr \]
\[ + \frac{1}{2} \int_0^{+\infty} \int_0^1 \frac{(rt)^2}{(1 + 4r^2)^{3/2}} \sqrt{1 - \varepsilon(rt)^2} d\varepsilon dr - \int_1^{+\infty} \frac{1}{(1 + 4r^2)^{3/2}} dr. \] (4.6)

It is plain that
\[ \int_1^{+\infty} \frac{1}{(1 + 4r^2)^{3/2}} dr \leq Ct^2 \quad \text{for all } t \in \mathbb{R}. \] (4.7)

In addition,
\[
\left| \int_0^1 \int_0^1 \frac{1}{(1 + 4r^2)^{3/2}} \frac{r^2}{(1 - \varepsilon(rt)^2)^{3/2}} d\varepsilon dr \right| \leq \left| \int_0^1 \int_0^1 \frac{r^{-1}}{(1 - \varepsilon(rt)^2)^{3/2}} d\varepsilon dr \right| \leq \left| \int_t^{2t} \int_0^1 \frac{\rho^2}{(\rho^2 - \varepsilon t^2)^{3/2}} d\varepsilon d\rho \right|,
\]
and since
\[ \int_0^1 \frac{1}{(\rho^2 - \varepsilon t^2)^{\frac{3}{2}}} d\varepsilon = \frac{2}{t^2} \left( \frac{1}{\rho} - \frac{1}{\sqrt{\rho^2 - t^2}} \right), \]
it follows that
\[ \int_t^{2t} \int_0^1 \frac{\rho^2}{(\rho^2 - \varepsilon t^2)^{\frac{3}{2}}} d\varepsilon d\rho = \frac{2}{t^2} \left( \int_1^{2t} \rho d\rho - \int_1^{2t} \frac{\rho^2 d\rho}{\sqrt{\rho^2 - t^2}} \right) = \frac{2}{t^2} \left( \int_1^{2t} \rho d\rho - t^2 \int_1^2 \frac{\rho^2 d\rho}{\sqrt{\rho^2 - 1}} \right). \] (4.8)

Consequently,
\[ \left| \int_{\frac{1}{t}}^{\frac{1}{t}} \int_0^1 \frac{1}{(1 + 4 r^2)^{\frac{3}{2}}} \frac{(rt)^2}{\sqrt{1 - \varepsilon (rt)^2}} d\varepsilon dr \right| \leq Ct^2. \] (4.9)

For \( r \leq \frac{1}{2t} \) and \( \varepsilon \leq 1, 1 - \varepsilon (rt)^2 \geq \frac{3}{4} \). Therefore for every \( t \in (0,1] \),
\[ \left| \int_0^{\frac{1}{t}} \int_0^1 \frac{1}{(1 + 4 r^2)^{\frac{3}{2}}} \frac{r^2}{(1 - \varepsilon (rt)^2)^{\frac{3}{2}}} d\varepsilon dr \right| \leq C \left( \int_0^1 \frac{r^2}{(1 + 4 r^2)^{\frac{3}{2}}} dr + \int_0^\frac{1}{t} \frac{r^2}{(1 + 4 r^2)^{\frac{3}{2}}} dr \right) \leq C(1 - \ln(t)). \] (4.10)

Combining (4.6), (4.7) (4.8) and (4.10), we obtain
\[ |g(t) - g(0)| \leq Ct^2(1 - \ln(t)), \quad t \in (0,1]. \]

Hence \( g \) is differentiable at zero with
\[ g'(0) = 0. \] (4.11)

We now check the continuity of the derivative at zero.

By change of variable \( \rho = rt \), we get from (4.5),
\[ g(t) = t^2 \int_0^1 \frac{1}{(t^2 + 4 \rho^2)^{\frac{3}{2}}} \frac{1}{\sqrt{1 - \rho^2}} d\rho = t^2 \int_0^{\frac{\pi}{2}} \frac{1}{(t^2 + 4 \cos^2(\theta))^{\frac{3}{2}}} d\theta, \]
where we used \( \rho = \cos(\theta) \) to get that last equality. Hence
\[ g(t) = \frac{t^2}{2} \int_0^\frac{\pi}{2} \frac{1}{(t^2 + 2 + 2 \cos(\theta))^{\frac{3}{2}}} d\theta = \frac{t^2}{2} \int_0^\frac{\pi}{2} \frac{1}{\sqrt{a + b \cos(\theta)}} d\theta, \] (4.12)
where \( a = t^2 + 2 \) and \( b = 2 \). Applying [13, Page 182, 3.], we find that
\[ \int_0^\frac{\pi}{2} \frac{1}{\sqrt{a + b \cos(\theta)}} d\theta = \frac{2}{t^2 \sqrt{4 + t^2}} E\left(\frac{\pi}{2}, r(t)\right), \quad t \neq 0 \] (4.13)
where \( r(t) = \frac{2}{\sqrt{4 + t^2}} \) and \( E(., .) \) is the elliptic integral of second kind defined (see [13, Page 860, 3.]) by
\[ E(y, k) = \int_0^y \sqrt{1 - k^2 \sin^2(\theta)} d\theta = \int_0^{\sin(y)} \sqrt{1 - k^2 x^2} \frac{dx}{\sqrt{1 - x^2}}. \] (4.14)
From (4.14), (4.13) and (4.12),

$$g(t) = \frac{1}{\sqrt{4 + t^2}} \int_0^{\frac{\pi}{2}} \sqrt{1 - r^2(t) \sin^2(\theta)} d\theta. \quad (4.15)$$

We consider the function $h(t, \theta) := \sqrt{1 - r^2(t) \sin^2(\theta)}$ defined for $\theta \in [0, \frac{\pi}{2}]$ and $t \in (0, \infty)$. Then

$$\frac{\partial h}{\partial t} = \frac{4t \sin^2(\theta)}{(4 + t^2)^2} \frac{1}{\sqrt{1 - r^2(t) \sin^2(\theta)}}.$$  

Since $\sin(\theta) \leq 1$, we have

$$t \sqrt{1 - r^2(t) \sin^2(\theta)} \leq \sqrt{4 + t^2} \quad (4.16)$$

and

$$\left| \frac{\partial h}{\partial t} \right| = \frac{4t \sin^2(\theta)}{(4 + t^2)^2} \frac{1}{\sqrt{1 - r^2(t) \sin^2(\theta)}} \leq \frac{4 \sin^2(\theta)}{(4 + r^2)^2} \leq \frac{1}{2}.$$  

By Lebesgue’s theorem, we deduce with (4.15) that $g$ is differentiable and for all $t \in (0, \infty)$,

$$g'(t) = \frac{t}{(4 + t^2)^{\frac{3}{2}}} \int_0^{\frac{\pi}{2}} \sqrt{1 - r^2(t) \sin^2(\theta)} d\theta + \frac{1}{(4 + t^2)^{\frac{5}{2}}} \int_0^{\frac{\pi}{2}} \frac{4t \sin^2(\theta)}{(4 + t^2)^2} \sqrt{1 - r^2(t) \sin^2(\theta)} d\theta. \quad (4.17)$$

Moreover, it follows from (4.11), (4.16), (4.17) and Lebesgue’s theorem that $g \in C^1([0, \infty))$. In addition, since $r^2(t) \leq 1$, (4.15) gives

$$g(t) \geq \frac{1}{\sqrt{4 + t^2}} \int_0^{\frac{\pi}{2}} \sqrt{1 - \sin^2(\theta)} d\theta = \frac{1}{\sqrt{4 + t^2}} > 0. \quad (4.18)$$

This completes the proof. \hfill \Box

The next lemma yields a representation of the linearization of the operator $H$ at the constant function $\lambda \in \mathcal{U}$ as a principal value integral operator.

**Lemma 4.2.** At any constant function $\lambda \in \mathcal{U}$, we have

$$- \lambda D_\varphi H(\lambda)v(s) = PV \int_\mathbb{R} \{v(s) - v(s - \lambda \tau)\} G(\tau) d\tau +\int_\mathbb{R} v(s - \lambda \tau) F(\tau) d\tau - 2\pi v(s), \quad (4.19)$$

where $PV$ denotes the principal value integral, $G$ is defined in (4.1), and

$$F := G_0 - \frac{3}{4} G_1 \quad \text{with} \quad G_0(\tau) := \int_{S^1} \frac{\sigma^2}{(\tau^2 + \sigma^2)^{\frac{3}{2}}} d\sigma, \quad G_1(\tau) := \int_{S^1} \frac{\sigma^4}{(\tau^2 + \sigma^2)^{\frac{5}{2}}} d\sigma. \quad (4.20)$$
Proof. We first observe that
\[ G_0, G_1 \in L^1(\mathbb{R}) \quad \text{and therefore also} \quad F \in L^1(\mathbb{R}). \] (4.21)
Indeed, by (2.16) we have
\[ \int_{\mathbb{R}} G_0(\tau)d\tau = \int_{S^1} \int_{\mathbb{R}} \frac{p^2}{(\tau^2 + p^2)^{\frac{3}{2}}}d\sigma d\tau = \int_{S^1} \frac{1}{p_\sigma} \int_{\mathbb{R}} \frac{1}{(\tau^2 + 1)^{\frac{3}{2}}}d\sigma d\tau \]
\[ = \int_{S^1} \int_{\mathbb{R}} \frac{1}{(t^2 + 1)^{\frac{3}{2}}}d\sigma dt = 4\pi \int_{0}^{\infty} \frac{1}{(t^2 + 1)^{\frac{3}{2}}}d\sigma dt = 4\pi \] (4.22)
and also
\[ \int_{\mathbb{R}} G_1(\tau)d\tau = \int_{S^1} \int_{\mathbb{R}} \frac{1}{(t^2 + 1)^{\frac{3}{2}}}d\sigma dt = \frac{8\pi}{3}. \] (4.23)
Hence (4.21) follows. Next we fix \( \lambda > 0 \), regarded as a constant function in \( U \). By (3.1) and Proposition 3.1,
\[ -D_{\phi}H(\lambda)v(s) = D_{\phi}H(\lambda)v(s) = \int_{S^1} \frac{1}{p_\sigma} \int_{\mathbb{R}} D_{\phi}M(\lambda, s, t, p_\sigma)v\,dtd\sigma \]
\[ + \frac{1}{2} \int_{S^1} \frac{1}{p_\sigma} \int_{\mathbb{R}} D_{\phi}\overline{M}(\lambda, s, t, p_\sigma)v\,dtd\sigma \] (4.24)
for \( v \in C^{2,\alpha}_{p,\varepsilon}(\mathbb{R}) \), \( s \in \mathbb{R} \) with \( H \) given in (3.3). We now write
\[ M(\varphi, s, t, p) = M_1(\varphi, s, t, p)\sqrt{1 + (\varphi')^2(s - \tau p)}, \]
\[ \overline{M}(\varphi, s, t, p) := M_2(\varphi, s, t, p)\sqrt{1 + (\varphi')^2(s - tp)} \]
where
\[ M_1(\varphi, s, t, p) := t\Lambda_1(\varphi, s, t, p)K(\varphi, s, t, p) = t\Lambda_1(\varphi, s, t, p)\varphi(s - tp)\tilde{K}(\varphi, s, t, p) \]
\[ M_2(\varphi, s, t, p) := \varphi(s - tp)K(\varphi, s, t, p) = \varphi(s - tp)^2\tilde{K}(\varphi, s, t, p) \]
with
\[ \tilde{K}(u, s, t, p) = \frac{1}{\{t^2 + t^2\Lambda_0^2(u, s, tp) + u(s)u(s - tp)\}^{\frac{3}{2}}}. \]

Since \( \Lambda_1(\lambda, s, t, p) = 0 \), we have
\[ D_{\phi}M_1(\lambda, s, t, p)v = \lambda t\Lambda_1(\lambda, s, t, p)v\tilde{K}(\lambda, s, t, p) \]
\[ = \frac{t}{p\lambda} \left( \frac{v(s) - v(s - tp)}{pt} - v'(s) \right) \frac{\lambda}{t^2 + \lambda^2} = \frac{t}{\lambda^2} \left( \frac{v(s) - v(s - tp)}{pt} - v'(s) \right) \frac{p^3}{(t^2 + p^2)^{\frac{3}{2}}}. \]
Hence, making the change of variable \( \tau = \frac{tp_\sigma}{\lambda} \), we get
\[ \int_{S^1} \frac{1}{p_\sigma} \int_{\mathbb{R}} D_{\phi}M_1(\lambda, s, t, p_\sigma)v\,dtd\sigma = \frac{1}{\lambda} \int_{S^1} \int_{\mathbb{R}} \frac{v(s) - v(s - \lambda \tau) - \lambda \tau v'(s)}{(\tau^2 + p_\sigma^2)^{\frac{3}{2}}}\,d\tau d\sigma \]
\[ = \frac{1}{\lambda} \lim_{\varepsilon \to 0} \left( \int_{S^1} \int_{|\tau| \geq \varepsilon} \frac{v(s) - v(s - \lambda \tau) - \lambda \tau v'(s)}{(\tau^2 + p_\sigma^2)^{\frac{3}{2}}}\,d\tau d\sigma \right). \]
where we used the Lebesgue’s theorem together with Lemma 4.1 and the estimate $|v(s) - v(s - \lambda \tau) - \lambda \tau v'(s)| \leq \min(1, |\lambda \tau|^{1+\alpha})$. Consequently, by Fubini’s theorem,

\begin{equation}
\lambda \int_{\mathbb{R}} \frac{1}{p_{\sigma}} \int_{0}^{t} D_{\varphi} \mathcal{M}_1(\lambda, s, t, p_{\sigma}) v dt d\sigma = \lim_{\varepsilon \to 0} \int_{|\tau| \geq \varepsilon} (v(s) - v(s - \lambda \tau) - \lambda \tau v'(s)) G(\tau) d\tau
\end{equation}

\begin{equation}
= \lim_{\varepsilon \to 0} \int_{|\tau| \geq \varepsilon} (v(s) - v(s - \lambda \tau)) G(\tau) d\tau = PV \int_{\mathbb{R}} \{v(s) - v(s - \lambda \tau)\} G(\tau) d\tau
\end{equation}

with $G$ given in (4.20). We also have

\begin{equation}
D_{\varphi} \tilde{K}(\lambda, s, t, p_{\sigma}) v(s) = -\frac{3}{2} \frac{\lambda v(s) + v(s - tp_{\sigma})}{(t^2 + \lambda^2)^{\frac{3}{2}}}
\end{equation}

and

\begin{equation}
D_{\varphi} \mathcal{M}_2(\lambda, s, t, p_{\sigma}) v = \lambda \left(2 \tilde{K}(\lambda, s, t, p_{\sigma}) v(s - tp_{\sigma}) + \lambda D_{\varphi} \tilde{K}(\lambda, s, t, p_{\sigma}) v\right)
\end{equation}

\begin{equation}
= \lambda \left(\frac{2}{(t^2 + \lambda^2)^{\frac{3}{2}}} \frac{3}{2} \frac{\lambda v(s) + v(s - tp_{\sigma})}{(t^2 + \lambda^2)^{\frac{3}{2}}}
\end{equation}

\begin{equation}
= \frac{1}{\lambda^2 p_{\sigma}^3} \left(\frac{2}{(t^2 + \lambda^2)^{\frac{3}{2}}} \frac{3}{2} \frac{p_{\sigma}^2 (v(s) + v(s - tp_{\sigma}))}{(t^2 + \lambda^2)^{\frac{3}{2}}} - \frac{3}{4} \frac{p_{\sigma}^2 (v(s) + v(s - \lambda \tau))}{(t^2 + \lambda^2)^{\frac{3}{2}}} \right)
\end{equation}

yielding, again by the change of variable $\tau = \frac{tp_{\sigma}}{\lambda}$,

\begin{equation}
\frac{\lambda}{2} \int_{\mathbb{R}} \frac{1}{p_{\sigma}} \int_{0}^{t} D_{\varphi} \mathcal{M}_2(\lambda, s, t, p_{\sigma}) v dt d\sigma = \int_{\mathbb{R}} \int_{S^1} \left(\frac{p_{\sigma}^2 v(s - \lambda \tau)}{(t^2 + p_{\sigma}^2)^{\frac{3}{2}}} - \frac{3}{4} \frac{p_{\sigma}^4 (v(s) + v(s - \lambda \tau))}{(t^2 + p_{\sigma}^2)^{\frac{3}{2}}} \right) d\tau d\sigma
\end{equation}

\begin{equation}
= \int_{\mathbb{R}} \left(\frac{G_0(\tau) v(s - \lambda \tau) - \frac{3}{4} G_1(\tau) (v(s) + v(s - \lambda \tau))}{(t^2 + p_{\sigma}^2)^{\frac{3}{2}}} \right) d\tau
\end{equation}

\begin{equation}
= \left(\int_{\mathbb{R}} v(s - \lambda \tau) F(\tau) d\tau - \frac{3}{4} \int_{\mathbb{R}} v(s) \int_{\mathbb{R}} G_1(\tau) d\tau\right) = \int_{\mathbb{R}} v(s - \lambda \tau) F(\tau) d\tau - 2\pi v(s)
\end{equation}

with $G_0$ and $G_1$ given in (4.20). Here we used (4.23) and Fubini’s theorem together with the finiteness of the integrals in (4.22) and (4.23). Combining (4.24) with (4.25) and (4.26), we deduce (4.19). \hfill \Box

Next, we study the eigenvalues of the linearized operator

\begin{equation}
L_{\lambda} := -\lambda D_{\varphi} H(\lambda)
\end{equation}

computed in Lemma 4.2. As we shall see, the eigenvalues are expressed in term of modified Bessel functions $I_{\nu}$ and $K_{\nu}$. We shall use various identities, inequalities and asymptotics involving these functions, and we collect them in the appendix of this paper for the convenience of the reader.
Lemma 4.3. Let $\lambda > 0$. The functions $e_k \in C_{\rho,e}^2(\mathbb{R})$ given by

$$s \mapsto e_k(s) = \cos(k s), \quad k \in \mathbb{N} \cup \{0\}$$

(4.28)

are the eigenfunctions of the operator $L_\lambda$ given (4.27). More precisely,

$$L_\lambda e_k = V(\lambda k)e_k,$$

(4.29)

with

$$V(\rho) = 4\pi \rho I_1(\rho)\left(\rho K_1(\rho) - K_0(\rho)\right) \quad \text{for } \rho > 0.$$

(4.30)

Here $I_\nu$ and $K_\nu$ are the Bessel functions defined in the appendix in (A.1) and (A.2) for $\nu \geq 0$.

**Proof.** To get (4.30), we recall that

$$L_\lambda e_k(s) = \text{PV} \int_{\mathbb{R}} \{e_k(s) - e_k(s - \lambda \tau)\} G(\tau) d\tau + \int_{\mathbb{R}} e_k(s - \lambda \tau) F(\tau) d\tau - 2\pi e_k(s)$$

by (4.19). Using the identity

$$e_k(s - \lambda \tau) = \cos(k(s - \lambda \tau)) = \cos(k s) \cos(k \lambda \tau) + \sin(k s) \sin(k \lambda \tau),$$

(4.31)

the evenness of the functions $G$ and $F$ and the oddness of the sine function, we get

$$L_\lambda e_k(s) = \left(\int_{\mathbb{R}} (1 - e_k(\lambda \tau)) G(\tau) d\tau + \int_{\mathbb{R}} e_k(\lambda \tau)) F(\tau) d\tau - 2\pi\right) e_k(s),$$

and this proves (4.29) with

$$V(\rho) := \int_{\mathbb{R}} \{1 - \cos(\rho t)\} G(t) dt + \int_{\mathbb{R}} \cos(\rho t) F(t) dt - 2\pi.$$

(4.32)

It thus remains to prove that (4.30) holds with this definition of $V$. For this we write

$$1 - \cos(\rho t) = \rho \int_0^1 t \sin(\rho t) dr,$$

which gives, by (2.12) and the integral identity (A.18),

$$\int_{\mathbb{R}} \{1 - \cos(\rho t)\} G(t) dt = \rho \int_0^1 \int_{S^1} \frac{t \sin(\rho t)}{(t^2 + p_2^2)^{3/2}} d\sigma dt dr$$

$$= 4\rho \int_0^1 \int_0^{\pi/2} \left(\frac{t \sin(\rho t)}{(t^2 + 4 \sin^2(\theta))^{3/2}}\right) d\theta dt dr$$

$$= 8\rho \int_0^{\pi/2} \int_0^1 \left(\int_0^{\infty} \frac{t \sin(\rho t)}{(t^2 + (2 \sin \theta)^2)^{3/2}} dt\right) dr d\theta$$

$$= 8\rho^2 \int_0^{\pi/2} \int_0^1 r K_0(2 \rho r \sin \theta) dr d\theta.$$
Since, by (A.3) and (A.6), we also have
\[
\int_0^1 rK_0(2\rho r \sin \theta) \, dr = (2\rho \sin \theta)^{-2} \int_0^{2\rho \sin \theta} rK_0(r) \, dr
\]
\[
= \frac{1}{(2\rho)^2 \sin^2(\theta)} \left( 1 - 2\rho \sin(\theta) K_1(2\rho \sin(\theta)) \right),
\]
we conclude that
\[
\int_{\mathbb{R}} \{1 - \cos(\rho t)\} G(t) \, dt = 2 \int_0^{\frac{\pi}{2}} \frac{1}{\sin^2(\theta)} \left( 1 - 2\rho \sin(\theta) K_1(2\rho \sin(\theta)) \right) d\theta.
\]
\[
= -2 \int_0^{\frac{\pi}{2}} \cot(\theta) \frac{d}{d\theta} \left( 1 - 2\rho \sin(\theta) K_1(2\rho \sin(\theta)) \right) d\theta
\]
\[
= 8\rho^2 \int_0^{\frac{\pi}{2}} \cos^2(\theta) K_0(2\rho \sin(\theta)) d\theta
\]
(4.33)

Here we used integration by parts and (A.3), noting in particular that \(1 - xK_1(x) = O(x^2)\) as \(x \to 0^+\) as a consequence of (A.3) and (A.6).

Next we compute, using (2.12), Fubini’s theorem and (A.20),
\[
\int_{\mathbb{R}} \cos(\rho t)G_0(t) \, dt = \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{\cos(\rho t)p^2}{(t^2 + p^2)^{\frac{3}{2}}} \, d\sigma dt
\]
\[
= 32 \int_0^{\frac{\pi}{2}} \int_0^{\infty} \frac{\cos(\rho t) \sin^2 \theta}{(t^2 + 4 \sin^2 \theta)^{\frac{3}{2}}} dtd\theta = 16\rho \int_0^{\frac{\pi}{2}} \sin(\theta) K_1(2\rho \sin(\theta)) d\theta.
\]
(4.34)

Proceeding in the same manner, using now (2.12), Fubini’s theorem and (A.20), we get
\[
\int_{\mathbb{R}} \cos(\rho t)G_1(t) \, dt = \frac{32}{3} \rho^2 \int_0^{\frac{\pi}{2}} \sin^2(\theta) K_2(2\rho \sin(\theta)) d\theta
\]
\[
= \frac{32}{3} \rho \int_0^{\frac{\pi}{2}} \sin(\theta) K_1(2\rho \sin(\theta)) d\theta + \frac{32}{3} \rho^2 \int_0^{\frac{\pi}{2}} \sin^2(\theta) K_0(2\rho \sin(\theta)) d\theta,
\]
(4.35)

where we have used (A.15) to get the last equality. Since \(F = G_0 - 3/4G_1\), it follows from (4.34) and (4.35) that
\[
\int_{\mathbb{R}} e_k(\lambda t)F(t) \, dt = 8\rho \int_0^{\frac{\pi}{2}} \sin(\theta) K_1(2\rho \sin(\theta)) d\theta - 8\rho^2 \int_0^{\frac{\pi}{2}} \sin^2(\theta) K_0(2\rho \sin(\theta)) d\theta
\]
\[
= V_2(\rho) - V_3(\rho),
\]
(4.36)

with
\[
V_2(\rho) := 8\rho \int_0^{\frac{\pi}{2}} \sin(\theta) K_1(2\rho \sin(\theta)) d\theta \quad \text{and} \quad V_3(\rho) := 8\rho^2 \int_0^{\frac{\pi}{2}} \sin^2(\theta) K_0(2\rho \sin(\theta)) d\theta.
\]
We also set
\[ V_1(\rho) := 8\rho^2 \int_0^{\frac{\pi}{2}} \cos(\theta) K_0(2\rho \sin(\theta)) d\theta. \]

Then (4.32), (4.33) and (4.36) yield
\[ V(\rho) = V_1(\rho) + V_2(\rho) - V_3(\rho) - 2\pi. \] (4.37)

We now derive further identities for the functions \( V_1, V_2 \) and \( V_3 \).

Using the identity \( 2 \sin^2 \theta = 1 - \cos(2\theta) \) and (A.22), we find that
\[ V_1(\rho) = 8\rho^2 \int_0^{\frac{\pi}{2}} \cos^2(\theta) K_0(2\rho \sin(\theta)) d\theta \]
\[ = 4\rho^2 \left( \int_0^{\frac{\pi}{2}} K_0(2\rho \cos(\theta)) d\theta - \int_0^{\frac{\pi}{2}} K_0(2\rho \cos(\theta)) \cos(2\theta) d\theta \right) \]
\[ = 2\pi \rho^2 \left( I_0(\rho) K_0(\rho) + I_1(\rho) K_1(\rho) \right). \] (4.38)

We also have, due to the identity \( 2 \cos^2 \theta = 1 + \cos(2\theta) \) and (A.22),
\[ V_3(\rho) = 8\rho^2 \int_0^{\frac{\pi}{2}} \sin^2(\theta) K_0(2\rho \sin(\theta)) d\theta \]
\[ = 4\rho^2 \left( \int_0^{\frac{\pi}{2}} K_0(2\rho \cos(\theta)) d\theta + \int_0^{\frac{\pi}{2}} K_0(2\rho \cos(\theta)) \cos(2\theta) d\theta \right) \]
\[ = 2\pi \rho^2 \left( I_0(\rho) K_0(\rho) - I_1(\rho) K_1(\rho) \right), \] (4.39)

where we used again (A.22). Finally, we compute \( V_2 \). By Lebesgue’s theorem, (A.6) and (A.9),
\[ \lim_{\rho \to 0^+} V_2(\rho) = 2\pi. \] (4.40)

Moreover, \( V_2 \) is differentiable on \( \mathbb{R}_+ \), and from (A.3) and (4.39) we deduce that
\[ V_2'(\rho) = -16\rho \int_0^{\frac{\pi}{2}} \sin^2(\theta) K_0(2\rho \sin(\theta)) d\theta = -\frac{2}{\rho} V_3(\rho) \]
\[ = -4\pi \rho \left( I_0(\rho) K_0(\rho) - I_1(\rho) K_1(\rho) \right). \] (4.41)

Setting now \( W(\rho) := 4\pi \rho I_0(\rho) K_1(\rho) \), we see that \( \lim_{\rho \to 0^+} W(\rho) = 4\pi \) by (A.6) and since \( I_0(0) = 1 \), whereas
\[ W'(\rho) = -4\pi \rho \left( I_0(\rho) K_0(\rho) - I_1(\rho) K_1(\rho) \right) = V_2'(\rho). \]

by (A.4) and (A.5). This together with (4.40) implies that
\[ V_2(\rho) = W(\rho) - 2\pi = 4\pi \rho I_0(\rho) K_1(\rho) - 2\pi. \] (4.42)
Inserting the identities (4.38), (4.39), (4.42) in (4.37), we obtain
\[ V(\rho) = 4\pi \rho^2 I_1(\rho)K_1(\rho) + 4\pi \rho I_0(\rho)K_1(\rho) - 4\pi. \] (4.43)

Finally, we observe that
\[ 4\pi \rho I_0(\rho)K_1(\rho) = 4\pi - 4\pi \rho I_1(\rho)K_0(\rho) \]
by the Wronskian identity (A.16), and we get (4.30).

**Lemma 4.4.** The function \( V \) defined in (4.32) has the following asymptotics:

(i) \( \lim_{\rho \to 0^+} V(\rho) = 0. \)

(ii) \( \lim_{\rho \to +\infty} \frac{V(\rho)}{\rho} = 2\pi. \) In particular, \( \lim_{\rho \to +\infty} V(\rho) = +\infty. \)

**Proof.** Recalling (4.30), we find that
\[ V(\rho) = 4\pi \rho I_1(\rho)\left(\rho K_1(\rho) - K_0(\rho)\right) = 4\pi I_1(\rho)\left(\rho^2 K_1(\rho) - \rho K_0(\rho)\right) \to 0 \quad \text{as } \rho \to 0^+ \] (4.44)
as a consequence of (A.6) and the fact that \( I_1(\rho) \to I_1(0) = 0 \) as \( \rho \to 0^+. \)

To prove (ii), we use that \( K_1 > K_0 \) (see (A.8)) and the bound (4.44) to obtain that
\[ 4\pi(\rho - 1)\rho I_1(\rho)K_0(\rho) \leq V(\rho) \leq 4\pi \rho^2 I_1(\rho)K_1(\rho) \quad \text{for } \rho > 0. \] (4.45)
Moreover, by the asymptotics given in (A.7), we have
\[ \lim_{\rho \to +\infty} \rho I_1(\rho)K_0(\rho) = \lim_{\rho \to +\infty} \rho I_1(\rho)K_1(\rho) = \frac{1}{2}. \] (4.46)
Combining (4.45) and (4.46) readily yields \( \lim_{\rho \to +\infty} \frac{V(\rho)}{\rho} = 2\pi, \) as claimed in (ii). \[ \square \]

The next lemma is of key importance for the application of the Crandall-Rabinowitz theorem in Section 5 below.

**Lemma 4.5.** Let \( V \) be the function defined in (4.30). Then for all \( \rho \in (0, +\infty), \)
\[ V'(\rho) = 4\pi \rho^2 \left(I_0(\rho)K_1(\rho) - I_1(\rho)K_0(\rho)\right) - 4\pi \rho \left(I_0(\rho)K_0(\rho) - I_1(\rho)K_1(\rho)\right). \] (4.47)
Moreover,
\[ \text{there exists a unique } \lambda_* > 0 \text{ satisfying } V(\lambda_*) = 0, \text{ and we have } V'(\lambda_*) > 0. \] (4.48)

**Proof.** By a straightforward computation using (4.30), (A.4) and (A.5), we get (4.47).
It thus remains to prove (4.48). We start by observing from the right inequality in (A.11) that
\[ \rho K_1(\rho) < \frac{1 + 2\rho}{2} K_0(\rho) \quad \text{for all } \rho > 0. \] (4.49)
Inserting this in (4.30), we obtain
\[ V(\rho) < 2\pi \rho I_1(\rho)(2\rho - 1)K_0(\rho). \] (4.50)
Hence,
\[ V(\rho) < 0 \quad \text{for all} \quad \rho \in (0, \frac{1}{2}). \quad (4.51) \]

As a consequence of Lemma 4.4 and (4.51), there exists a number \( \rho_* > \frac{1}{2} \) such that \( V(\rho) = 0 \).

Hence, to show (4.48), it now suffices to show that \( V'(\rho) > 0 \) for \( \rho > \frac{1}{2} \). Let \( \rho > \frac{1}{2} \) such that \( V(\rho) = 0 \). Then from (4.30)
\[ \rho K_1(\rho) = K_0(\rho), \quad \rho > \frac{1}{2}. \quad (4.52) \]

This with (4.49) and (A.11) yields the inequality
\[ \rho K_1(\rho) = K_0(\rho) < \frac{1 + 4\rho}{3 + 4\rho} K_1(\rho), \]

which allows to see that any zero of \( V \) is confined in the interval
\[ \frac{1}{2} < \rho < \frac{1 + \sqrt{17}}{8}. \quad (4.53) \]

We now prove that
\[ V'(\rho) > 0 \quad \text{for all} \quad \rho \in \left( \frac{1}{2}, \frac{1 + \sqrt{17}}{8} \right) \quad \text{with} \quad V(\rho) = 0. \quad (4.54) \]

After inserting (4.52) in (4.47),
\[ \frac{V'(\rho)}{4\pi} = \rho^2 \left( I_0(\rho) K_1(\rho) - I_1(\rho) K_0(\rho) \right) - \rho I_0(\rho) K_0(\rho) + I_1(\rho) K_0(\rho). \quad (4.55) \]

Set
\[ B(\rho) := I_0(\rho) K_1(\rho) - I_1(\rho) K_0(\rho) \quad \text{and} \quad D(\rho) := I_0(\rho) K_0(\rho) \quad (4.56) \]

so that
\[ \frac{V'(\rho)}{4\pi} = \rho^2 B(\rho) - D(\rho) + I_1(\rho) K_0(\rho). \quad (4.57) \]

By computation using (A.10) and (A.11),
\[ \rho B(\rho) > \frac{\rho(6 + 7\rho - 4\rho^2)}{2(1 + 4\rho)} D(\rho) \quad \text{and} \quad I_1(\rho) K_0(\rho) > \frac{\rho}{2 + \rho} D(\rho) \quad (4.58) \]

and (4.57) yields, after computation,
\[ \frac{V'(\rho)}{4\pi} = \rho^2 B(\rho) - D(\rho) + I_1(\rho) K_0(\rho) > \left( \rho B(\rho) - \frac{1 + \rho}{2 + \rho} \right) D(\rho) \]
\[ > \left( \frac{2\rho + 12\rho^2 - \rho^3 - 4\rho^4 - 2}{2(1 + 4\rho)(2 + \rho)} \right) D(\rho). \quad (4.59) \]

Finally, a simple comparison using the bounds in (4.53) shows that the function \( \rho \mapsto 2\rho + 12\rho^2 - \rho^3 - 4\rho^4 - 2 \) is positive on the interval \( \left( \frac{1}{2}, \frac{1 + \sqrt{17}}{8} \right) \). This shows (4.54), and
from (4.54) it follows that $V$ has at most one zero in the interval $(\frac{1}{2}, \frac{1+\sqrt{17}}{8})$. This ends the proof.

5. Existence of exceptional domains

In the following, we consider the fractional Sobolev spaces

$$H^\sigma_{p,e} := \left\{ v \in H^\sigma_{\text{loc}}(\mathbb{R}) : v \text{ even and } 2\pi\text{-periodic} \right\}$$

for $\sigma \geq 0$, and we put $L^2_{p,e} := H^0_{p,e}$. Note that $L^2_{p,e}$ is a Hilbert space with scalar product $(u,v) \mapsto \left\langle u,v \right\rangle_{L^2_{p,e}} := \int_{-\pi}^{\pi} u(t)v(t) \, dt$ for $u,v \in L^2_{p,e}$.

We denote the induced norm by $\| \cdot \|_{L^2_{p,e}}$. Consider the functions $e_k, k \in \mathbb{N}$ defined in (4.28). Since $\|e_k\|_{L^2_{p,e}} = \sqrt{\pi}$, the set $\left\{ \frac{e_k}{\sqrt{\pi}}, k \in \mathbb{N} \right\}$ forms a complete orthonormal basis of $L^2_{p,e}$. Moreover, $H^\sigma_{p,e} \subset L^2_{p,e}$ is characterized as the subspace of all functions $v \in L^2_{p,e}$ such that

$$\sum_{k \in \mathbb{N}} (1+k^2)^{\sigma} \left\langle v,e_k \right\rangle^2_{L^2_{p,e}} < \infty.$$ 

Therefore, $H^\sigma_{p,e}$ is also a Hilbert space with scalar product

$$(u,v) \mapsto \sum_{k \in \mathbb{N}} (1+k^2)^{\sigma} \left\langle u,e_k \right\rangle_{L^2_{p,e}} \left\langle v,e_k \right\rangle_{L^2_{p,e}} \text{ for } u,v \in H^\sigma_{p,e}.$$ 

Defining

$$W_k := \text{span} \{ e_k \} \subset \bigcap_{j \in \mathbb{N}} H^j_{p,e}$$

for $k \in \mathbb{N}$, we see, by Lemma 4.3, that the spaces $W_k$ are precisely the eigenspaces of the operator $L_\lambda$ in given in (4.27) corresponding to the eigenvalues $V(\lambda k)$, i.e., we have

$$L_\lambda v = V(\lambda k)v \quad \text{for every } v \in W_k.$$ 

We also consider their orthogonal complements in $L^2_{p,e}$, given by

$$W_k^\perp := \left\{ w \in L^2_{p,e} : \int_{-\pi}^{\pi} \cos(k \tau) w(\tau) \, d\tau = 0 \right\}.$$ 

For fixed $\alpha \in (0,1)$ as before, we now define the spaces

$$X := \left\{ \varphi : \mathbb{R} \to \mathbb{R}, \varphi \in C^{2,\alpha}(\mathbb{R}) \text{ is even and } 2\pi\text{-periodic and } \left\langle \varphi,1 \right\rangle_{L^2_{p,e}} = 0 \right\},$$

and

$$Y := \left\{ \varphi : \mathbb{R} \to \mathbb{R}, \varphi \in C^{1,\alpha}(\mathbb{R}) \text{ is even and } 2\pi\text{-periodic and } \left\langle \varphi,1 \right\rangle_{L^2_{p,e}} = 0 \right\}.$$
In order to prove our main result, we shall apply the Crandall-Rabinowitz bifurcation theorem to the smooth nonlinear map

$$\Phi : D_{\Phi} \subset \mathbb{R} \times X \to Y, \quad \Phi(\lambda, \varphi) := H(\lambda + \varphi) + 2\pi$$

(5.6)
defined on the open set

$$D_{\Phi} := \left\{(\lambda, \varphi) : \lambda > 0, \varphi \in X, \min_{\mathbb{R}} \varphi > -\lambda \right\} \subset \mathbb{R} \times X.$$  

(5.7)

As we have proved in Proposition 3.1, the map $\Phi$ is smooth, and by (2.17) we have $\Phi(\lambda, 0) = 0$ for every $\lambda > 0$.

To apply the Crandall-Rabinowitz bifurcation theorem, we need to verify some assumptions regarding the linearized operators $D_{\varphi} \Phi(\lambda, 0) : X \to Y$, $\lambda > 0$, which are given as

$$D_{\varphi} \Phi(\lambda, 0) = -\frac{1}{\lambda} L_{\lambda}$$

(5.8)

with $L_{\lambda}$ defined in (4.27). To proceed, we need some preliminaries. In particular, regularity results for the following equation

$$PV \int_{\mathbb{R}} \{v(s) - v(\tau)\} G(s - \tau) d\tau + \lambda v = f(s), \quad s \in \mathbb{R},$$

(5.9)

will be used for the proof of Proposition (5.2) below. From Lemma 4.1, we have $|G(t)| = O(|t|^{-3})$ as $|t| \to \infty$. Furthermore since $G(-\tau) = G(\tau)$ for all $\tau > 0$, weak solutions $v \in H_{p,e}^{1/2}$ of (5.9) are characterised by

$$\frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \{v(s) - v(\tau)\} \{\psi(s) - \psi(\tau)\} G(s - \tau) ds d\tau = \int_{\mathbb{R}} (f - \lambda v) \psi d\tau \quad \text{for all } \psi \in C_\infty^\infty(\mathbb{R}).$$

(5.10)

**Lemma 5.1.** Let $\lambda \in \mathbb{R}$, $\sigma \in (0, 1)$ and $f \in L_{p,e}^2$. Let $v \in H_{p,e}^{1/2}$ be a weak solution of

$$PV \int_{\mathbb{R}} \{v(s) - v(\tau)\} G(s - \tau) d\tau + \lambda v = f(s), \quad s \in \mathbb{R}$$

(5.11)

in the sense that (5.10) holds. Then, if $f \in C^{m,\sigma}(\mathbb{R})$ for some $m \in \{0, 1\}$, we have $v \in C^{m+1,\sigma}(\mathbb{R})$, and (5.11) holds pointwisely.

**Proof.** We have that $G(-\tau) = G(\tau)$ for all $\tau > 0$. In addition, by Lemma 4.1 we have $t^2 G(t) = 4g(t)$, for some function $g \in C^1([0, \infty)$ with $g(t) > 0$ for all $t \geq 0$. Hence for every $R > 0$ we have $g \in C^\gamma([0, R])$ for all $\gamma \in (\sigma, 1)$ and $\inf_{[0, R]} g > 0$. We can thus apply [10] [Theorem 1.3-(i)] to get

$$\|v\|_{C^\sigma([-R/2, R/2])} \leq C(R, \sigma, \gamma, \lambda) \left(\|v\|_{L^2([-R, R])} + \int_{\mathbb{R}} \frac{|v(t)|}{1 + |t|^2} dt + \|f\|_{L^\infty(\mathbb{R})}\right).$$

Therefore since $v$ is periodic, we get

$$\|v\|_{C^\sigma(\mathbb{R})} \leq C(\|v\|_{L_{p,e}^2} + \|f\|_{L^\infty(\mathbb{R})})$$

(5.12)
Now, by [10] [Theorem 1.4-(iv)] and using again that $v$ is periodic, we obtain
\[ \|v\|_{C^{1,\sigma}(\mathbb{R})} \leq C \left( \|v\|_{L^\infty(\mathbb{R})} + \|f - \lambda v\|_{C^\sigma(\mathbb{R})} \right). \] (5.13)
Combining (5.12) and (5.13), we deduce that
\[ \|v\|_{C^{1,\sigma}(\mathbb{R})} \leq \left( \|v\|_{L^2_p,e} + \|f\|_{C^\sigma(\mathbb{R})} \right). \] (5.14)
Suppose now that $f \in C^{1,\sigma}(\mathbb{R})$. Then, from (5.9) and a change of variable, we get
\[ \text{PV} \int_{\mathbb{R}} \left\{ v_h(s) - v_h(\tau) \right\} G(s - \tau) d\tau + \lambda v_h = f_h(s) \quad \text{for all } s \in \mathbb{R}, \]
where $v_h = \frac{v(\cdot + h) - v}{|h|}$ and $f_h = \frac{f(\cdot + h) - f}{|h|}$. Applying once again [10] [Theorem 1.4-(iv)] and using the periodicity of $v$, we get
\[ \|v_h\|_{C^{1,\sigma}(\mathbb{R})} \leq C \left( \|v_h\|_{L^\infty(\mathbb{R})} + \|f_h - \lambda v_h\|_{C^\sigma(\mathbb{R})} \right). \]
Letting $h \to 0$ and using (5.14), we get $v \in C^{2,\sigma}(\mathbb{R})$ in this case.
Finally, the regularity properties of $v$ may be combined with Fubini’s theorem to see that (5.11) holds pointwisely.

Proposition 5.2. There exists a unique $\lambda^* > 0$ such that the linear operator $L^*_\lambda : X \to Y$ has the following properties.
(i) The kernel $N(L^*_\lambda)$ of $L^*_\lambda$ is spanned by the function $\cos(\cdot)$.
(ii) $L^*_\lambda : X \cap W^1_1 \to Y \cap W^1_1$ is an isomorphism.
Moreover
\[ \left. \frac{\partial}{\partial \lambda} \right|_{\lambda = \lambda^*} L^*_\lambda e_1 = V'(\lambda^*) e_1 \notin Y \cap W^1_1. \] (5.15)

Proof. By Lemma 4.5 there exists a unique $\lambda^* > 0$ such that $V(\lambda^*) = 0$ and $V'(\lambda^*) > 0$. This with (5.5) imply that $N(L^*_\lambda) = \text{span}\{e_1\} = W_1$ and we get (i) and (5.15).

We now prove (ii). We pick $h \in Y \cap W^1_1$ and consider the equation
\[ L^*_\lambda w = h. \] (5.16)
Recalling (4.29), (5.16) is uniquely solved by the function
\[ w(s) = \sum_{\ell \in \mathbb{N}^* \setminus \{1\}} w_\ell e_\ell(s), \]
where
\[ w_\ell = \frac{1}{\pi V(\lambda^*_\ell)} \langle h, e_\ell \rangle_{L^2_p,e}, \quad \ell \neq 1, \quad \ell \neq 0. \] (5.17)
In addition,
\[ \sum_{\ell \in \mathbb{N}^* \setminus \{1\}} \left( 1 + \ell^2 \right) \langle w, e_\ell \rangle_{L^2_p,e}^2 = \frac{1}{\pi^2} \sum_{\ell \in \mathbb{N}^* \setminus \{1\}} \frac{\left( 1 + \ell^2 \right)}{V^2(\lambda^*_\ell)} \langle h, e_\ell \rangle_{L^2_p,e}^2. \] (5.18)
Note that \( h \in H^1_{p,e} \) since \( h \in C^1(\mathbb{R}) \subset H^1_{loc}(\mathbb{R}) \) and \( g \) is periodic and even. This together with the asymptotic in Lemma 4.4(ii) and the characterization (5.2) allows to see that the sum in (5.18) is finite. Hence \( w \in H^1_{p,e} \subset H^{1/2}_{p,e} \).

To conclude the proof, we show that \( w \in C^{2,\alpha}(\mathbb{R}) \). By a change of variable, we have from [1,2]
\[
L_\ast w(s) = \frac{1}{\lambda_\ast} \int_\mathbb{R} \{w(s) - w(s-t)\} G(t/\lambda_\ast) dt + \frac{1}{\lambda_\ast} F_{\lambda_\ast} \ast w(s) - 2\pi w(s),
\]
where \( F_{\lambda_\ast}(t) = F(t/\lambda_\ast) \) and \( F \) is defined in (4.20). Consequently, (5.16) reads
\[
\int_\mathbb{R} (w(s) - w(\bar{s})) G((s - \bar{s})/\lambda_\ast) d\bar{s} - 2\pi \lambda_\ast w(s) = f_\ast(s),
\]
where
\[
f_\ast(s) := \lambda_\ast h(s) - F_{\lambda_\ast} \ast w(s).
\]
Now by Morrey’s embedding theorem \( w \in H^1_{p,e} \subset C^{0,1/2-\varepsilon}(\mathbb{R}) \) for all \( \varepsilon \in (0,1/2) \). Hence \( F_{\lambda_\ast} \ast w \in C^{0,1/2-\varepsilon}(\mathbb{R}) \) (see (4.21)). Thus \( f_\ast \in C^{0,1/2-\varepsilon}(\mathbb{R}) \). By (5.19) and Lemma 5.1 we get \( w \in C^1(\mathbb{R}) \) so that \( F_{\lambda_\ast} \ast w \in C^1(\mathbb{R}) \). Applying once again Lemma 5.1 we obtain \( w \in C^2(\mathbb{R}) \), yielding \( F_{\lambda_\ast} \ast w \in C^2(\mathbb{R}) \). It then follows that \( f^* \in C^{1,\alpha}(\mathbb{R}) \), so that by Lemma 5.1 we get \( w \in C^{2,\alpha}(\mathbb{R}) \). The proof is thus complete.

Combining Proposition 5.2 with (5.8) and the fact that
\[
\partial_\lambda \Big|_{\lambda = \lambda_\ast} D_\varphi \Phi(\lambda,0) e_1 = -\frac{V'(\lambda_\ast)}{\lambda_\ast} e_1 \notin Y \cap W^1_1,
\]
we are now in position to apply the Crandall-Rabinowitz theorem [5, Theorem 1.7], which will give rise to the following bifurcation property.

**Theorem 5.3.** Let \( \lambda_\ast \) be defined as in Proposition 5.2 and consider \( X \cap X^\perp_1 \) the closed subspace of codimension one such that \( X = (X \cap X^\perp_1) \oplus X_1 \), and let \( D_\varphi \subset (0, +\infty) \times X \) be the open set defined in (5.7). Then there exists \( b_0 > 0 \) and a unique \( C^\infty \) curve
\[
(-b_0, b_0) \to D_\varphi, \quad b \mapsto (\lambda(b), \varphi_b)
\]
such that
(i) \( \Phi(\lambda(b), \varphi_b) = \mathcal{N}(\lambda(b) + \varphi_b) + \frac{1}{2} \equiv 0 \) for \( b \in (-b_0, b_0) \),
(ii) \( \lambda(0) = \lambda_\ast \),
(iii) \( \varphi_b = b(\cos(\cdot) + v_b) \) for \( b \in (-b_0, b_0) \), and
\[
(-b_0, b_0) \to X \cap X^\perp_1, \quad b \mapsto v_b
\]
is a \( C^\infty \) curve satisfying \( v_0 = 0 \).

The proof of Theorem 1.1 follows from Theorem 5.3 by considering for every \( k \geq 1 \), the operator \( L_k := L_{k, F} \) as given in (4.27) and (4.29).
Appendix A. Identities and estimates involving modified Bessel functions

This section collects useful properties of the families of modified Bessel functions $I_\nu$ and $K_\nu$. We have used these properties in Section 4.

A.1. General properties. For $\nu \geq 0$, the function $I_\nu$ is defined on $[0, \infty)$ by

$$I_\nu(x) = \sum_{m=0}^{\infty} \frac{\left(\frac{x}{2}\right)^{\nu+2m}}{m! \Gamma(\nu + m + 1)} \quad \text{for } x \geq 0. \quad (A.1)$$

We note that $I_\nu$ is smooth on $(0, \infty)$ and positive on $(0, \infty)$, while $I_\nu(0) = 1$ for $I_\nu(0) = 0$ for $\nu > 0$

Moreover, for $\nu \in \mathbb{R}$, the integral representation

$$K_\nu(x) = \int_0^\infty e^{-x \cosh(t)} \cosh(\nu t) dt \quad \text{for } x > 0 \quad (A.2)$$

can be used to define the smooth positive function $K_\nu : (0, \infty) \to \mathbb{R}$.

A.2. Derivatives. For all $x \in (0, +\infty)$, we have

$$K'_0(x) = -K_1(x), \quad [xK_1(x)]' = -xK_0(x), \quad (A.3)$$

$$xI_\nu'(x) = xI_{\nu-1}(x) - \nu I_\nu(x), \quad (A.4)$$

$$-xK'_\nu(x) = xK_{\nu-1}(x) + \nu K_\nu(x), \quad (A.5)$$

see e.g. [9] and [2].

A.3. Asymptotic behaviour. Asymptotics of $I_\nu$ and $K_\nu$ are given e.g. in [36, Page 4]). In particular, we have

$$\lim_{x \to 0} xK_1(x) = 1, \quad \lim_{x \to 0} xK_0(x) = 0 \quad (A.6)$$

$$\forall \mu \geq 0, \quad K_\mu(x) \sim \frac{\sqrt{\pi}}{\sqrt{2}} x^{-\frac{3}{2}} e^{-x}, \quad I_\mu(x) \sim \frac{1}{\sqrt{2\pi}} x^{-\frac{3}{2}} e^{x}, \quad \text{as } x \to +\infty \quad (A.7)$$

A.4. Inequalities. Since cosh is a strictly increasing function on $[0, \infty)$, it follows from (A.2) that

$$K_\nu(x) < K_\mu(x) \quad \text{for } 0 \leq \nu < \mu \text{ and } x \in (0, \infty) \quad (A.8)$$

In addition, (A.8), the first limit in (A.6) and the second identity in (A.3) imply,

$$xK_0(x) < xK_1(x) \leq 1 \quad \text{for all } x \in (0, +\infty). \quad (A.9)$$

The following inequalities for $x > 0$ are also available, see e.g. [12 (3.34), (3.35)], [36] and [24]:

$$\frac{x}{2 + x} < \frac{I_1(x)}{I_0(x)} < \frac{2x}{1 + 2x} \quad \text{and} \quad \frac{x}{2 + x} < \frac{I_1(x)}{I_0(x)} < \frac{x}{2}, \quad (A.10)$$
\[
\frac{3 + 4x}{1 + 4x} < \frac{K_1(x)}{K_0(x)} < \frac{1 + 2x}{2x}, \quad (A.11)
\]
\[
I_\nu(x) > I_\mu(x), \quad \mu > \nu \geq 0,
\]
\[
0 \leq xK_\nu(x)I_\nu(x) < \frac{1}{2}; \quad \nu > \frac{1}{2} \quad (A.13)
\]
\[
\frac{1}{2} < xK_{\nu+1}(x)I_\nu(x) \leq 1; \quad \nu > -\frac{1}{2}. \quad (A.14)
\]

A.5. A Wronskian identity. For all \(x \in (0, +\infty)\) we have (see e.g. [31, page 79])
\[
x^2K_2(x) = x^2K_0(x) + 2xK_1(x), \quad (A.15)
\]
and the following Wronskian identity (see e.g. [25, page 251]):
\[
I_\nu(x)K_{\nu+1} + I_{\nu+1}(x)K_\nu(x) = \frac{1}{x}. \quad (A.16)
\]

A.6. Some integral identities. As noted in [13, Page 442, 5.7], we have
\[
\int_0^\infty \frac{t \sin(at)}{(t^2 + \beta^2)^\nu} dt = \frac{\Gamma(1 - \nu)(2\beta/a)^{1-\nu}}{\sqrt{\pi}} K_{\frac{1}{2}-\nu}(a\beta) = \frac{\sqrt{\pi}}{\Gamma(\nu)} \beta \left(\frac{2\beta}{a}\right)^{\frac{1}{2}-\nu} K_{\frac{1}{2}-\nu}(a\beta) \quad (A.17)
\]
for \(a, \beta > 0, \nu > \frac{1}{2}\), so in particular
\[
\int_0^\infty \frac{t \sin(at)}{(t^2 + \beta^2)^{\frac{1}{2}}} dt = aK_0(a\beta) \quad \text{for } a, \beta > 0. \quad (A.18)
\]
Similarly, we have, as noted in [13, Page 442, 2.],
\[
\int_0^\infty \frac{\cos(at)}{(t^2 + \beta^2)^\nu} dt = \frac{\Gamma(1 - \nu)(2\beta/a)^{\frac{1}{2}-\nu}}{\sqrt{\pi}} K_{\nu-\frac{1}{2}}(a\beta) = \frac{\sqrt{\pi}}{\Gamma(\nu)} \left(\frac{2\beta}{a}\right)^{\frac{1}{2}-\nu} K_{\nu-\frac{1}{2}}(a\beta) \quad (A.19)
\]
for \(a, \beta > 0, \nu > 0\), so in particular
\[
\int_0^\infty \frac{\cos(at)}{(t^2 + \beta^2)^{\frac{1}{2}}} dt = \frac{a}{\beta} K_1(a\beta) \quad \text{for } a, \beta > 0. \quad (A.20)
\]
and
\[
\int_0^\infty \frac{\cos(at)}{(t^2 + \beta^2)^{\frac{3}{2}}} dt = \frac{a^2}{3\beta^2} K_2(a\beta) \quad \text{for } a, \beta > 0. \quad (A.21)
\]
We also recall the following identity, as stated in [13, 13.8., Page 724]:
\[
\int_0^{\frac{\pi}{2}} K_{\nu-m}(2\rho \cos \theta) \cos((m + \nu)\theta) d\theta = (-1)^m \frac{\pi}{2} I_m(\rho) K_\nu(\rho) \quad (A.22)
\]
for every nonnegative integer \(m\) and \(\nu < m + 1\).
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