Bayesian active learning for multi-objective feasible region identification in microwave devices
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In microwave device and circuit design, many simulations are often needed to find a set of designs that satisfy one or multiple specifications chosen by the designer upfront: the feasible region. A novel Bayesian active learning framework is presented to accurately identify the feasible region with a low number of simulations. The technique leverages on a stochastic model to obtain an efficient and automated procedure. A suitable application example validates the proposed technique and shows its effectiveness to rapidly obtain many suitable designs.

Introduction: Over the last decades, the increase of available computing power has moved electronic designers away from hardware-based prototyping, towards computer aided design (CAD) simulations. However, simulations of modern microwave devices and circuits are expensive, both in terms of computational time as well as resources, due to the bandwidth requirements coupled with the complexity of modern microwave systems. Hence, several data-efficient techniques have been developed in recent years to reduce the number of expensive simulations required during the design process [1–4]. In this work, a novel Bayesian active learning framework for microwave applications is proposed. Contrary to optimization problems, where the goal is to find the best solution, this method identifies the set of all design configurations that satisfies chosen design specifications. This set of design solutions is called the feasible region in the rest of the contribution, while the chosen design specifications are referred to as feasibility conditions. The adopted active learning framework requires only a limited number of expensive CAD simulations (i.e. full-wave simulations) to efficiently identify the feasible region. This novel methodology is particularly well suited for design space exploration and reduction.

Goal: The main objective is to define a general methodology for feasible region discovery, which can be applied to a large range of microwave design problems. Hence, designers should be able to define multiple feasibility conditions, and the corresponding feasible region must be identified by an efficient and automated procedure. The proposed solution is a Bayesian active learning approach that relies on a stochastic model, coupled with a suitable sequential sampling strategy to minimize the number of expensive simulations needed to build and update such a model.

Bayesian active learning framework: Let us assume that the behaviour of the microwave system under study depends on a set of geometrical or electrical parameters, collected in the vector x. Typical examples include the width and length of a metallic trace or the relative permittivity of a dielectric. Furthermore, the range of admissible values for each parameter is specified by the designers, and this defines the design space for the problem at hand. Finding a solution to the design problem corresponds to finding a point in the design space that satisfies all feasibility conditions. In general, the larger the design space (either by increasing the number of design parameters or their range), the higher the complexity of this problem. Our goal is to reduce this complexity by identifying the feasible region, that is, the area(s) in the design space that contains only feasible designs. Feasibility conditions are to be defined upon performance metrics that can be computed via CAD simulations. These performance metrics, which depend on the values assumed by design parameters, are called objective functions in this contribution. For example, in a filter design, the bandwidth can be specified as an objective function, and the corresponding feasible region is given by all the values of the design parameters leading to the desired bandwidth. In order to reach the stated goal, a new Bayesian active learning approach is proposed, which is summarized in Figure 1. The first step is to evaluate via CAD simulations the objective function(s) of interest for a small set of initial samples in the design space, which are chosen via Latin hypercube design (LHD) [5]. Based on the initial simulations, a regression model of each objective function is built. Next, a new sample in the design space is selected according to a suitable sampling strategy. It is important to note that the model employed here is stochastic: The sampling strategy chooses the new design point to be evaluated based on the model prediction at the location of the feasible region. Subsequently, a new simulation is performed and the model can be updated accordingly. This iterative process is repeated until a stopping criterion is met. Finally, the location of the feasible region in the design space can be estimated from the stochastic model.

In particular, a Gaussian process (GP) is chosen as a stochastic model due to its flexibility and modelling power [4]. A GP is a distribution over functions, which can approximate a selected objective function f. In this framework, each point can be represented with a random Gaussian variable, with associated mean m and covariance k:

\[
m(x) = \mathbb{E}[f(x)] \quad (1a)
\]

\[
k(x, x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))], \quad (1b)
\]

where x, x’ are vectors of data points, while \( \sigma_\ell \) and \( \ell_\ell \) are tunable hyper-parameters. GP regression [6] computes the predictive distribution for new test points \( x_\text{test} \), conditioned to the available training data \( D_n = \{x_i, f(x_i)\}_{i=1}^{n} \). Under the previous assumptions, the predictive distribution \( p( f(x_\text{test}) | D_n ) \) is also Gaussian, and is determined by the mean \( \mu \) and variance \( \sigma^2 \) defined as:

\[
\mu(x^*) = \mathbb{E}[f(x_\text{test}) | D_n] = K_{x_\text{test}x}^T(K_{xx} + \sigma^2 I)^{-1} f(x), \quad (3)
\]

\[
\sigma^2(x^*) = \mathbb{V}[f(x_\text{test}) | D_n] = K_{x_\text{test}x} - K_{x_\text{test}}^T(K_{xx} + \sigma^2 I)^{-1}K_{x_\text{test}}, \quad (4)
\]

where \( K_{x_\text{test}x} \) and \( K_{xx} \) matrices consist of kernel functions (2) evaluated on pairs of data points, pairs of test points, pairs of a data and a test point, respectively. Also, \( \mathbb{V} \) represents the variance operator. \( \sigma^2 \) is a Gaussian noise variance, which accounts for an eventual additive noise on data points. Thus, for each test point, the regression provides an estimate of the function value and its uncertainty, indicated by \( \mu(x^*) \) and \( \sigma^2(x^*) \), respectively.

Fig. 1 Flowchart of Bayesian active learning for feasible region identification. A Gaussian process stochastic model is built on initial design samples and updated after each new sample evaluation until the stopping criterion is met.
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When multiple feasibility conditions are defined, the corresponding objective function is multi-dimensional: \( f = [f_1, f_2, \ldots, f_l] \). In this case, the model consists of one GP for each component of \( f \).

Apart from the regression model, the other pillar of active learning is the definition of a suitable sequential sampling strategy. Here, the objective is to individuate the design point that maximizes the information gain on the location of the feasible region. Such point is chosen as new sample to update the regression model, as shown in Figure 1. In particular, the design point maximizing the information-gain function \([7]\) is chosen as new sample point:

\[
a_{\epsilon}(x) = \mathbb{E}(p(f|D_n, x)) - \mathbb{E}_{p(g|D_n)}[\mathbb{E}(p(f|D_n, x, g))],
\]

where \( \alpha \) is called the acquisition function, \( \mathbb{H} \) is the entropy operator and \( g \) is one of the intervals defined as follows. Let us suppose that the feasible region for the problem at hand is the area of the design space for which \( f \in [a, b] \), where \( a \) and \( b \) are suitable scalar values. Then, the feasible region and its complement are defined by three intervals:

\[
g_1 = [f < a], \quad g_2 = [a < f < b], \quad g_3 = [f > b].
\]

In this framework, the probability densities \( p(f|D_n, x) \) and \( p(f|D_n, x, g) \) correspond to a normal distribution and a truncated normal distribution, respectively, both with mean \( \mu(x) \) and variance \( \sigma^2(x) \); it follows that their entropy can be expressed analytically. For instance, on the finite \( g_2 \) interval the information gain becomes \([7]\):

\[
a_{\epsilon}(x) = \frac{1}{2} \ln(2\pi e \sigma^2) - \left[ \frac{1}{2} \ln(2\pi e \sigma^2 Z^2) + \frac{1}{2Z^2} \left[ (a - \mu(x))N(\mu(x)|a, \sigma^2) - (b - \mu(x))N(\mu(x)|b, \sigma^2) \right] \right],
\]

where \( Z = \Phi[\frac{\mu(x) - a}{\sigma(x)}] - \Phi[\frac{\mu(x) - b}{\sigma(x)}] \) is a normalization constant, and \( \Phi \) is the cumulative density function of the standard normal distribution \( N \). Then, the acquisition function on the entire domain is the sum of \( \alpha_{\epsilon}(x) \) for each interval:

\[
a_{\epsilon}(x) = \sum_{i=1}^{3} \alpha_{\epsilon}(x).
\]

Now, an optimization problem must be solved to identify the sample maximizing (5). In this work, an L-BFGS-B gradient-based optimizer \([8]\) is used for this purpose. Note that the optimization process can be performed very efficiently: the acquisition function depends only on the GP model, which is very cheap to evaluate, and the training data \( D_n \), which has already been computed.

However, the acquisition function in (5) can be adopted only for problems defined by a single feasibility constraint \([7]\). In the following, the information-gain metric defined above is generalized for multiple feasibility constraints. Indeed, (5) can be written as:

\[
a_{\epsilon}(x) = \mathbb{H}(p(f|D_n, x)) - \mathbb{E}_{p(g|D_n)}[\mathbb{E}(p(f|D_n, x, g))]
\]

\[
= \frac{1}{2} \ln(\det(2\pi e \Sigma(x))) - \sum_{i=1}^{l} \mathbb{E}(p(f_i|D_n, x, g_i)),
\]

where \( \Sigma \) is the covariance matrix of \( f \), while \( g \) is the multi-dimensional interval to be discriminated. Assuming that the components of \( f \) are independent, then \( \Sigma = \text{diag}([\sigma_1^2, \ldots, \sigma_l^2]) \) and (9) for interval \( g_i \) becomes:

\[
a_{\epsilon}(x) = \sum_{i=1}^{l} \frac{1}{2} \ln(2\pi e \sigma_i^2) - \sum_{i=1}^{l} \left[ \frac{1}{2Z_i} \left[ (a_i - \mu_i)N(\mu_i|a_i, \sigma_i^2) - (b_i - \mu_i)N(\mu_i|b_i, \sigma_i^2) \right] \right].
\]

Comparing (7) and (10), the information gain on multiple dimensions is the sum of the gains of each component. Under the same considerations, this result is also valid for the other non-finite \( g \) intervals. Finally, by applying (8), the acquisition function for multiple constraints can be expressed as:

\[
a_{\epsilon}(x) = \sum_{i=1}^{k} \alpha_{\epsilon}(x).
\]

It follows that the overall acquisition function is simply the sum of \( \alpha_{\epsilon}(x) \) for each dimension of \( f \).

A suitable criterion must be defined to stop the iterative refinement of the model, as shown in Figure 1. In this work, an upper bound on the number of total samples is adopted for simplicity. Note that alternative criteria can also be employed, based, for example, on the variance of the regression model \([9]\).

In this application, the main task of the regression model is to evaluate whether a point is inside or outside the feasible region. Hence, the accuracy of the model predictions is evaluated by using a binary classification metric: the F1 score \([10]\). Typically the F1 score is evaluated on a test set, an independent set of samples. Computing the test set requires to perform CAD simulations over a large number of points in the design space and to compare the simulation results with the model predictions. In fact, the F1 score is defined as the harmonic mean between precision and recall:

\[
\text{precision} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}},
\]

\[
\text{recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}},
\]

where ‘true positives’ are the points correctly identified as feasible, while ‘false’ are incorrectly labelled points, which can be either ‘positives’ (if predicted feasible) or ‘negatives’ (if predicted unfeasible). Note that the F1 score cannot be integrated in the algorithm as stopping criterion, due to the large number of simulations required, leading to a high computational cost.

**Application example:** The proposed methodology is tested on a microstrip stop-band filter \([11]\). This device consists of a dielectric substrate between a top metallization and a bottom ground plane. The geometry of the top layer consists of two stubs, with identical length and spacing, folded along the transmission line, as shown in Figure 2. On this device, a feasible region identification problem is set up as follows. Four design parameters \( x = (L, S, h, \epsilon) \) are considered and described in Table 1, along with the corresponding range in the design space. Then, two feasibility conditions are defined on the \( -3 \) dB bandwidth (\( BW \)) and

| Parameter | Description | Range |
|-----------|-------------|-------|
| L         | Stub length | [2, 2.5] mm |
| S         | Line-stub spacing | [0.1, 0.2] mm |
| h         | Dielectric height | [0.10, 0.15] mm |
| \( \epsilon \) | Substrate permittivity | [9.5, 11] |

**Fig. 2** Geometry of the microstrip band-stop filter under study (top view)

| Table 1. Design parameters for the microstrip band-stop filter |

| Parameter | Description | Range |
|-----------|-------------|-------|
| L         | Stub length | [2, 2.5] mm |
| S         | Line-stub spacing | [0.1, 0.2] mm |
| h         | Dielectric height | [0.10, 0.15] mm |
| \( \epsilon \) | Substrate permittivity | [9.5, 11] |
possible region estimated by the regression model rapidly converges to the initial samples chosen via LHD. As demonstrated by Figure 4, the feature of the initial samples, the model construction is repeated 10 times for different robustness of the proposed methodology with respect to the choice of samples used to compute the model. Additionally, in order to verify the model F1 score as a function of the number of samples, which are randomly chosen in the design space. In particular, Figure 4 shows the model F1 score with 10,000 (budget chosen for this problem: 50 total samples. The model accuracy is validated by computing the F1 score with 10,000 (∑i=1Nxi) samples randomly chosen in the design space, only 7 acceptable designs are found. In order to evaluate (14) for a particular set of parameters, the filter frequency response is simulated via the momentum electromagnetic field simulator of Advanced Design System [12], by adopting an adaptive frequency sampling in the range (7 − 21) GHz. Note that the filter response is very dynamic with respect to the chosen design parameters, as shown in Figure 3, thus making it a challenging feasible region identification problem. Indeed, Figure 3 shows that, by evaluating 300 (∑i=1Nxi) samples randomly chosen in the design space, only 7 acceptable designs are found. In order to identify the feasible region, a GP regression model consisting of one GP for each component of the objective function is built. First, the GP model is trained on 10 samples chosen via LHD [5]. Then, the model is updated one sample at a time, by using the proposed information-based acquisition function: For each new samples, the value of f is computed via an Advanced Design System simulation, by setting design parameters x which maximizes the total information gain (11). Finally, this procedure is halted after 40 iterations, reaching the maximum computational budget chosen for this problem: 50 total samples. The model accuracy is validated by computing the F1 score with 10,000 (∑i=1Nxi) validation samples, which are randomly chosen in the design space. In particular, Figure 4 shows the model F1 score as a function of the number of samples used to compute the model. Additionally, in order to verify the robustness of the proposed methodology with respect to the choice of initial samples, the model construction is repeated 10 times for different initial samples chosen via LHD. As demonstrated by Figure 4, the feasible region estimated by the regression model rapidly converges to the one provided by the simulator: The average score reaches 97% after only 32 samples. One can also observe that the F1 scores of all different runs converges rapidly: The choice of the initial samples has a limited impact on the model performance. In Table 2, the classification errors (false positives and false negatives) are indicated for the 10 models computed. On average, 13.7 errors are recorded over 10,000 samples and most of them are due to the bandwidth constraint (14a). Among all 10 models computed, the maximum discrepancy between model and simulator results is 10.8 MHz for the bandwidth estimation and 6.93 MHz for the central frequency, meaning that errors occur near the edge of the feasible region. Finally, an illustration of the feasible region is given in Figure 5. The figure confirms the high modelling accuracy of the proposed technique, since only few errors are present at the border of the feasible region.

**Conclusion:** A novel feasible region identification methodology was presented, based on Bayesian active learning. In particular, this novel approach is able to classify designs according to one or multiple feasibility conditions, and it can be applied to a large range of microwave devices and systems, thanks to the flexibility and modelling power of GP models. A suitable information-based sampling strategy is adopted in the model-building phase, which allows for the feasible region identification with an efficient and automated framework. A suitable application example validates the proposed methodology.

**Acknowledgements:** This work has been supported by the Flemish Government under the ‘Onderzoeksprogramma Artificiële Intelligente (AI) Vlaanderen’ and the ‘Fonds Wetenschappelijk Onderzoek (FWO)’ programmes.

© 2021 The Authors. Electronics Letters published by John Wiley & Sons Ltd on behalf of The Institution of Engineering and Technology

---

**Table 2. Number of classification errors (false positives + false negatives) for each condition (14), occurred out of 10,000 randomly chosen validation points, on different runs of the proposed algorithm**

| Run | NBP | NNEG |
|-----|-----|------|
| 1   | 8   | 1    |
| 2   | 15  | 3    |
| 3   | 19  | 2    |
| 4   | 12  | 0    |
| 5   | 9   | 0    |
| 6   | 13  | 0    |
| 7   | 9   | 0    |
| 8   | 18  | 2    |
| 9   | 9   | 2    |
| 10  | 14  | 1    |
| **Average** | **12.6** | **1.1** |

---

**Fig. 3** Magnitude of the element $S_{21}$ of the scattering matrix, computed for $300(L, S, h, \epsilon)$ combinations. Only seven designs are feasible.

**Fig. 4** Average F1 score (blue line) for 10 different GP models, after 20 samples. The light blue color indicates the variability of the score.

**Fig. 5** Example of feasible designs computed for 10,000 random combinations of all parameters, plotted for varying ($L, S, h$). True positives (green), false positives (blue) and false negatives (red) are highlighted for the GP model.
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