PETROV-GALERKIN AND SPECTRAL COLLOCATION METHODS FOR DISTRIBUTED ORDER DIFFERENTIAL EQUATIONS
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Abstract. Distributed order fractional operators offer a rigorous tool for mathematical modelling of multi-physics phenomena, where the differential orders are distributed over a range of values rather than being just a fixed integer/fraction as it is in standard/fractional ODEs/PDEs. We develop two spectrally-accurate schemes, namely a Petrov-Galerkin spectral method and a spectral collocation method for distributed order fractional differential equations. These schemes are developed based on the fractional Sturm-Liouville eigen-problems (FSLPs) [61]. In the Petrov-Galerkin method, we employ fractional (non-polynomial) basis functions, called Jacobi poly-fractonomials, which are the eigenfunctions of the FSLP of first kind, while, we employ another space of test functions as the span of poly-fractonomial eigenfunctions of the FSLP of second kind. We define the underlying distributed Sobolev space and the associated norms, where we carry out the corresponding discrete stability and error analyses of the proposed scheme. In the collocation scheme, we employ fractional (non-polynomial) Lagrange interpolants satisfying the Kronecker delta property at the collocation points. Subsequently, we obtain the corresponding distributed differentiation matrices to be employed in the discretization of the strong problem. We perform systematic numerical tests to demonstrate the efficiency and conditioning of each method.
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1. Introduction. Fractional differential equations (FDEs) seamlessly generalize the notion of standard (integer-order) differential equations to those of fractional order [48, 32, 56]. There exists plenty experimental evidence revealing the anomalous transport and nonlocal history dependent effect in complex physical systems. Fractional calculus and FDEs open up new possibilities for robust modeling of such complex multi-scale problems. Examples include: non-Gaussian (Lévy flights) processes in turbulent flows [50, 29, 9], non-Newtonian fluids and rheology [27, 45], non-Brownian transport phenomena in porous and disordered materials [5, 41], and non-Markovian processes in multi-scale complex fluids and multi-phase applications [28]. Over the past two decades, an extensive amount of work has been done developing numerical schemes for FDEs such as variational iteration method [25], homotopy perturbation method [54], Adomians decomposition method [26], homotopy analysis method [22] and collocation method [47]. While most of the attention has been devoted to the finite difference methods (FDMs), [38, 39, 49, 52, 42, 21, 13, 33, 53, 47, 37, 57, 24, 7, 67, 66], recent works have focused on exploring the potential efficiency of spectral methods and their inherent global nature as more suitable to discretizing FDEs, see e.g., [52, 47, 37, 30, 31, 36, 8, 56, 6].

Two new spectral theories on fractional and tempered fractional Sturm-Liouville problems (TFSLPs) have been recently developed by Zayernouri et al. in [61, 59]. This approach first fractionalizes and then tempers the well-known theory of Sturm-Liouville eigen-problems. The explicit eigenfunctions of TFSLPs are analytically obtained in terms of tempered Jacobi poly-fractonomials. Recently, in [63, 60, 62], Jacobi poly-fractonomials were successfully employed in developing a series of high-order and efficient Petrov-Galerkin
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spectral and discontinuous spectral element methods of Galerkin and Petrov-Galerkin projection type for fractional ODEs. To treat nonlinear problems the collocation schemes are relatively easy to implement. Khader in [30] presented a Chebyshev collocation method for the discretization of the space-fractional diffusion equation. More recently, Khader and Hendy [31] developed a Legendre pseudospectral method for fractional-order delay differential equations. For fast treatment of nonlinear and multi-term fractional PDEs such as the fractional Burgers equation, a new spectral method, called fractional spectral collocation method, was developed in [64]. This new class of collocation schemes introduces a new family of fractional Lagrange interpolants, mimicking the structure of the Jacobi polynomials. For variable-order fractional PDEs, a fast and spectrally accurate collocation method was developed and implemented in [65].

Distributed order fractional operators offer a rigorous tool for mathematical modeling of multi-physics phenomena. In this case, the differential order is distributed over a range of values rather than being just a fixed fraction as it is in standard/fractional ODEs/PDEs. There is a rapidly growing interest in the use of fractional derivatives in the construction of mathematical models, which contain distributed order terms of the form

\[ \int_{\sigma_1}^{\sigma_2} \phi(\sigma) \, D^\sigma_t u(t) d\sigma = f(t), \quad t > a, \]

in the field of uncertainty quantification as the inherent uncertainty of experimental data can be directly incorporated into the differential operators; see [40, 11, 3, 4, 51], for some work on numerical methods. Almost all of the numerical schemes developed for such models are finite-difference methods. While the treatment of fractional differential equations with a fixed fractional order could be memory demanding due to the locality of these methods and their low-accuracy, the main challenge remains the additional effect of the discretization of the distributed order model, which may lead to exceeding computational cost of numerical simulations.

To the best of our knowledge, the first numerical study of distributed order differential equations (DODEs) was performed by Diethelm and Ford in [10], where a two-stage basic framework was developed. In the first stage, the distributed order differentiation term was approximated using a quadrature rule, and in the second stage, a suitable multi-term numerical method was employed. They later performed the corresponding error analysis of the method in [12]. Subsequently, most of the numerical studies have followed the same approach yet they vary in the discretization method in the second stage. The distributed order time-fractional diffusion equation was numerically studied in [16] and the corresponding stability and convergence study of the scheme was provided in [17]. Adding a nonlinear source, [44] studied the distributed order reaction diffusion equation following the same scheme. In [34], the second stage of the distributed order diffusion equation was established using a reproducing kernel method. The distributed order time fractional diffusion-wave equation was investigated by developing a compact difference scheme in [58]. Other numerical studies include: an implicit numerical method of a temporal distributed order and two-sided space-fractional advection-dispersion equation in [23], high-order difference schemes in [18], alternating direction implicit (ADI) difference schemes with the extrapolation method for one-dimensional case in [20] and two-dimensional problem in [19], and an operational matrix technique in [14].

In this paper, we first introduce the distributed Sobolev spaces and their associated norms. We show their equivalence to the defined left-side and right-side norms as well. By employing Riemann-Liouville derivatives, we define the distributed order differential equation and then obtain its variational form. We develop a Petrov-Galerkin (PG) spectral method following the recent theory of fractional Sturm-Liouville eigen-problems (FSLP) in [61] and
employ the corresponding eigenfunctions, namely the Jacobi Poly-fractonomials of first kind as the bases and the Jacobi Poly-fractonomials of second kind as test functions. We develop a spectrally accurate Gauss-Legendre quadrature rule in the construction of the linear system, where we investigate the stability and error analysis of the scheme. In addition, we construct a spectrally-accurate fractional spectral collocation scheme, where we employ fractional Lagrange interpolants satisfying the Kronecker delta property at the collocation points, and then, we obtain the corresponding fractional differentiation matrices. We demonstrate the computational efficiency of both schemes considering several numerical examples and distribution functions.

The organization of the paper is as follows: section 2 provides preliminary definitions along with useful lemmas. We recall fractional Sobolev spaces, and then, introduce their generalization to so called distributed Sobolev space and associated norms, which provides the natural setting of our problem in this study. We furthermore obtain some equivalent norms to facilitate the corresponding analysis of our methods. In section 3 we derive and discretize the corresponding variational form of the problem and subsequently we prove the stability and convergence rate of the scheme. In addition, we develop a fractional collocation method in section 4 and test the performance of the two methods in section 5. We conclude the paper with a summary and conclusion.

2. Definitions. Let \( \xi \in [-1, 1] \). Then, the left-sided and right-sided Riemann-Liouville integral of order \( \sigma, n - 1 < \sigma \leq n, n \in \mathbb{N} \), are defined (see e.g., [43, 46]) respectively as

\[
(\mathcal{I}_1^\sigma u)(\xi) = \frac{1}{\Gamma(\sigma)} \int_{-1}^\xi u(s) ds, \quad \xi > -1,
\]

\[
(\mathcal{I}_1^\sigma u)(\xi) = \frac{1}{\Gamma(\sigma)} \int_{\xi}^1 u(s) ds, \quad \xi < 1.
\]

The corresponding left-sided and right-sided fractional derivative of order \( \sigma \) are then defined, as

\[
(\mathcal{D}_1^\sigma u)(\xi) = \frac{d^n}{d\xi^n}(\mathcal{I}_1^{n-\sigma} u)(\xi) = \frac{1}{\Gamma(n-\sigma)} \frac{d^n}{d\xi^n} \int_{-1}^\xi u(s) ds, \quad \xi > -1,
\]

\[
(\mathcal{D}_1^\sigma u)(\xi) = \frac{(-1)^n}{\Gamma(n-\sigma)} \frac{d^n}{d\xi^n} \int_{\xi}^1 u(s) ds, \quad \xi < 1,
\]

respectively. We recall a useful property of the Riemann-Liouville fractional derivatives [46]. Assume that \( 0 < p < 1 \) and \( 0 < q < 1 \) and \( g(x) = 0 \) \( x > x_L \), then

\[
x_L^\sigma D_{\xi}^{p+q} g(x) = \left( x_L^\sigma D_{\xi}^p x_L^\sigma D_{\xi}^q g \right)(x).
\]

An alternative approach in defining the fractional derivatives is to begin with the left-sided Caputo derivatives of order \( \sigma, n - 1 < \sigma \leq n, n \in \mathbb{N} \), defined, as

\[
(\mathcal{D}_1^\sigma u)(\xi) = (\mathcal{I}_1^{n-\sigma} D_1^u)(\xi) = \frac{1}{\Gamma(n-\sigma)} \int_{-1}^\xi u^{(n)}(s) ds, \quad \xi > -1.
\]

By performing an affine mapping from the standard domain \([-1, 1]\) to the interval \( t \in [a, b] \), we obtain

\[
^a \mathcal{D}_t^\sigma u = \left( \frac{2}{b-a} \right)^\sigma (\mathcal{D}_1^\sigma u)(\xi),
\]

\[
^c \mathcal{D}_t^\sigma u = \left( \frac{2}{b-a} \right)^\sigma (\mathcal{D}_1^\sigma u)(\xi).
\]
Hence, we can perform the operations in the standard domain only once for any given \( \sigma \) and efficiently utilize them on any arbitrary interval without resorting to repeating the calculations. Moreover, the corresponding relationship between the Riemann-Liouville and Caputo fractional derivatives in \([a, b]\) for any \( \sigma \in (0, 1) \) is given by

\[
(\mathcal{D}_a^\sigma u)(t) = \frac{u(a)}{\Gamma(1-\sigma)(t-a)^\sigma} + (\mathcal{C}_a^\sigma u)(t).
\]

**Lemma 2.1.** Let \( \sigma, \mu > 0 \). The fractional derivative of the Jacobi poly-fractonomials, \([61]\), of first \((i = 1)\) and second kind \((i = 2)\) are given by

\[
\mathcal{D}_x^\sigma \{ (i)_n^\mu (\xi) \} = \frac{\Gamma(n + \mu)}{\Gamma(n + \mu - \sigma)} (i)_n^{\mu-\sigma} (\xi),
\]

and are also of Jacobi poly-fractonomial type, where \( \mathcal{D}_x^\sigma \equiv \mathcal{D}_1^\sigma \) when \( i = 1 \), \( \mathcal{D}_x^\sigma \equiv \mathcal{D}_2^\sigma \) when \( i = 2 \).

*Proof.* See Appendix (A).

**Remark 2.2.** Lemma [27] shows that the structure of Jacobi poly-fractonomials is preserved under the action of fractional derivatives. Moreover, we note that when \( \sigma = \mu \) in Lemma [27], the fractional derivatives of Jacobi poly-fractonomials are obtained in terms of Legendre polynomials, which has been reported in [61].

### 2.1. Fractional Sobolev Spaces.

By \( H^s(\mathbb{R}) \), \( s \geq 0 \), we denote the fractional Sobolev space on \( \mathbb{R} \), defined as

\[
H^s(\mathbb{R}) = \{ v \in L^2(\mathbb{R}) \mid (1 + |\xi|^2)^{\frac{s}{2}} \mathcal{F}(v)(\omega) \in L^2(\mathbb{R}) \},
\]

which is endowed with the norm

\[
\| \cdot \|_{L^2, R} = \|(1 + |\xi|^2)^{\frac{s}{2}} \mathcal{F}(-)(\omega)\|_{L^2(\mathbb{R})},
\]

where \( \mathcal{F}(v) \) represents the Fourier transform of \( v \). Subsequently, we denote by \( H^s(I) \), \( s \geq 0 \) the fractional Sobolev space on any finite closed interval \( I \), defined as

\[
H^s(I) = \{ v \in L^2(I) \mid \exists \bar{v} \in H^s(\mathbb{R}) \text{ s.t. } \bar{v}|_I = v \},
\]

with the norm

\[
\| \cdot \|_{L^2, I} = \inf_{\bar{v} \in H^s(\mathbb{R}), \bar{v}|_I = v} \| \bar{v} \|_{L^2, \mathbb{R}}.
\]

We note that the definition of \( H^s(I) \) and the corresponding norm relies on the Fourier transformation of the function. Other useful norms associated with \( H^s(I) \), e.g., when \( I = [x_L, x_R] \), have been been introduced in [35].

\[
\| \cdot \|_{L^2, I} = \left( \| \cdot \|_{L^2(I)}^2 + \| \frac{\mathcal{D}_x^\alpha}{\mathcal{D}_x^\alpha} \mathcal{F}(\omega)\|_{L^2(I)}^2 \right)^{\frac{1}{2}},
\]

\[
\| \cdot \|_{L^2, I} = \left( \| \cdot \|_{L^2(I)}^2 + \| \mathcal{D}_x^\alpha \mathcal{F}(\omega)\|_{L^2(I)}^2 \right)^{\frac{1}{2}},
\]

such that the left-side \( \| \cdot \|_{L^2, I} \), the right-sided \( \| \cdot \|_{L^2, I} \), and \( \| \cdot \|_{L^2, I} \) are shown to be equivalent.

Next, let \( \phi \in L^1([\alpha_{\text{min}}, \alpha_{\text{max}}], 0 \leq \alpha_{\text{min}} < \alpha_{\text{max}}) \), be nonnegative. By \( \phi^s H(\mathbb{R}) \), we denote the distributed fractional Sobolev space on \( \mathbb{R} \), defined as

\[
\phi^s H(\mathbb{R}) = \{ v \in L^2(\mathbb{R}) | \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} |\phi(\alpha)(1 + |\xi|^2)^{\frac{s}{2}} \mathcal{F}(v)(\alpha) \, d\alpha \in L^2(\mathbb{R}) \},
\]
Fig. 2.1: Schematic of distributed fractional Sobolev space $\mathcal{H}(\mathbb{R})$: (left) $\phi = \delta(\alpha - \alpha_{\text{max}})$ hence $\mathcal{H}(\mathbb{R}) = H^{\alpha_{\text{max}}}(\mathbb{R})$; (middle) $\phi$ defined on a compact support in $[\alpha_{\text{min}}, \alpha_{\text{max}}]$, hence, $\mathcal{H}(\mathbb{R}) \supset H^{\alpha_{\text{max}}}(\mathbb{R})$; (right) $\phi = \delta(\alpha - \alpha_{\text{min}})$, where $\mathcal{H}(\mathbb{R}) = H^{\alpha_{\text{min}}}(\mathbb{R})$.

which is endowed with the norm

$$
\| \cdot \|_{\phi, \mathbb{R}} = \left( \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \left\| (1 + \|\omega\|^2)\mathcal{F}(\cdot)(\omega) \right\|_{L^2(\mathbb{R})}^2 d\alpha \right)^{\frac{1}{2}}.
$$

Subsequently, we denote by $\mathcal{H}(I)$ the distributed fractional Sobolev space on the finite closed interval $I$, defined as

$$
\mathcal{H}(I) = \{ v \in L^2(R) \mid \exists \tilde{v} \in \mathcal{H}(\mathbb{R}) \text{ s.t. } \tilde{v}|_I = v \},
$$

with the norm

$$
\| \cdot \|_{\phi, I} = \inf_{\tilde{v} \in \mathcal{H}(\mathbb{R}), \tilde{v}|_I = v} \| \tilde{v} \|_{\phi, \mathbb{R}}.
$$

Moreover, we introduce the following useful norms, associated with $\mathcal{H}(I)$:

$$
\| \cdot \|_{L, \phi, I} = \left( \| \cdot \|_{L^2(I)}^2 + \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \left\| \frac{RLD_\alpha^\phi(\cdot)}{\alpha} \right\|_{L^2(I)}^2 d\alpha \right)^{\frac{1}{2}},
$$

and

$$
\| \cdot \|_{r, \phi, I} = \left( \| \cdot \|_{L^2(I)}^2 + \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \left\| \frac{RLD_\alpha^\phi(\cdot)}{\alpha} \right\|_{L^2(I)}^2 d\alpha \right)^{\frac{1}{2}}.
$$

We note that when $\phi > 0$ is continuous in $I$, $\mathcal{H}(\mathbb{R})$ is equivalent to $H^{\alpha_{\text{max}}}(\mathbb{R})$. However, in general, the choice of $\phi$ can arbitrarily confine the domain of integration in practice. In other words, $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ are only the theoretical lower and upper terminals in the definition of distributed order fractional derivative. For instance, in a distributed sub-diffusion problem, the temporal derivative is associated with $\alpha_{\text{min}} = 0$ and $\alpha_{\text{max}} = 1$, and in a super-diffusion problem, the theoretical upper terminal $\alpha_{\text{max}} = 2$. In this study we particularly aim to let $\phi$ be defined in any possible subset of the interval $[\alpha_{\text{min}}, \alpha_{\text{max}}]$. Hence, in each realization of a physical process (e.g. sub- or super-diffusion) $\phi$ can be obtained from data, where the theoretical setting of the problem remains invariant yet requiring the solution to have less regularity (since $\mathcal{H}(\mathbb{R}) \supset H^{\alpha_{\text{max}}}(\mathbb{R})$ in general, see Fig. 2.1).
In the following theorem, we prove the equivalence (shown by the notation \( \sim \)) of the aforementioned norms.

**Theorem 2.1.** Let \( \phi \in L^1([\alpha_{\min}, \alpha_{\max}]) \) be non-negative. Then, the norms \( \| \cdot \|_{\phi,I} \), \( \| \cdot \|_{\alpha,I} \), and \( \| \cdot \|_{r,I} \) are equivalent.

**Proof.** See Appendix (B).

**Lemma 2.3.** [35]: For all \( 0 < \alpha \leq 1 \), if \( u \in H^1([a,b]) \) such that \( u(a) = 0 \), and \( w \in H^{(\alpha/2)}([a,b]) \), then

\[
(\mathcal{D}_a^\alpha u, w)_\Omega = (\mathcal{D}_a^{\alpha/2} u, \mathcal{D}_b^{\alpha/2} w)_\Omega,
\]

where \( (\cdot, \cdot)_\Omega \) represents the standard inner product in \( \Omega = [a,b] \).

**Lemma 2.4.** Let \( 1/2 < \mu < 1 \), \( a \) and \( b \) be arbitrary finite or infinite real numbers. Assume \( u \in H^{2\mu}(a,b) \) such that \( u(a) = 0 \), also \( \mathcal{D}_b^\mu w \) is integrable in \( (a,b) \) such that \( v(b) = 0 \). Then

\[
(\mathcal{D}_a^{2\mu} u, v) = (\mathcal{D}_a^\mu u, \mathcal{D}_b^\mu v).
\]

**Proof.** See Appendix (C).

**Remark 2.5.** Unlike other existing proofs (e.g., see Proposition 1 in [68]), our proof requires \( v(x) \) to only vanish at the right boundary (note that \( v(a) \) can be non-zero), moreover, we only require the \( \mu \)-th derivative (rather than the first derivative) of \( v(x) \) to be integrable in \( (a,b) \).

### 2.2. Problem Definition.

Following [2], let \( \alpha \mapsto \phi(\alpha) \) be a continuous mapping in \( [\alpha_{\min}, \alpha_{\max}] \). Then, we define the distributed order fractional derivative as

\[
D_{\phi}^\alpha u(t) = \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \mathcal{D}_a^\alpha u(t) d\alpha, \quad t > a,
\]

where \( \mathcal{D}_a^\alpha \) denotes Riemann-Liouville fractional derivative of order \( \alpha \). Next, we aim to solve the following differential equation of distributed order:

\[
D_{\phi}^\alpha u(t) = f(t; u), \quad \forall t \in (0, T],
\]

\[
u(0) = 0, \quad (\alpha_{\max}) \in (0, 1],
\]

\[
u(0) = \frac{du}{dt} |_{t=0} = 0, \quad (\alpha_{\max}) \in (1, 2].
\]

In the sequel, we present different approaches to discretize the aforementioned differential operator. Due to [59], the Caputo and Riemann-Liouville fractional derivatives of order \( \alpha \in (0, 1) \) coincide with each other when \( u(a) = 0 \). Therefore, in this study, we employ the definition of the distributed fractional derivatives of Riemann-Liouville sense and remove the pre-superscript \( RL \) for simplicity.

### 3. Variational Formulation.

In order to obtain the variational form we multiply (2.26) by a proper test function \( v \) (defined later) and integrate over the computational domain:

\[
\int_{\Omega} D_{\phi}^\alpha u(t) v(t) d\Omega = \int_{\Omega} f(t; u) v(t) d\Omega.
\]

Using the definition of distributed order fractional derivatives defined in (2.25) we get
\[
\int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \int_{\Omega} \partial^\alpha_t u(t) v(t) \, d\Omega \, d\alpha = \int_{\Omega} f(t; u) v(t) \, d\Omega,
\]
where
\[
\forall \alpha \in (\alpha_{\text{min}}, \alpha_{\text{max}}), \quad \int_{\Omega} \partial^\alpha_t u v \, d\Omega = \left(\partial^\alpha_t u, v\right)_\Omega.
\]
denotes the well-known \(L^2\)-inner product. Given the initial conditions (2.27) and/or (2.28) and by Lemmas (2.3), we define the bilinear form associated with \(\alpha \in (\alpha_{\text{min}}, \alpha_{\text{max}})\) as
\[
a^{(\alpha)}(u, v) = \left(\partial^\alpha_t u, v\right)_\Omega = \left(\partial^{\alpha/2}_t u, \partial^{\alpha/2}_T v\right)_\Omega.
\]
We choose \(v\) such that \(v(T) = 0\) and \(\partial^{\alpha/2}_T v\) is integrable in \(\Omega\) \(\forall \alpha \in (\alpha_{\text{min}}, \alpha_{\text{max}})\). Moreover, let \(U\) be the solution space, defined as
\[
U = \{u \in L^2(\Omega) : \sqrt{\int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \left\|\partial^{\alpha/2}_t u\right\|^2_{L^2(\Omega)} \, d\alpha < \infty \}
\]
s.t. \(u(0) = 0\) if \(\alpha_{\text{max}} \in (0, 1]\)
\(u(0) = \frac{du}{dt} |_{t=0} = 0\) if \(\alpha_{\text{max}} \in (1, 2]\)
and let \(V\) be the test function space given by
\[
V = \{v \in L^2(\Omega) : \sqrt{\int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \left\|\partial^{\alpha/2}_T v\right\|^2_{L^2(\Omega)} \, d\alpha < \infty} \quad \text{s.t.} \quad v(T) = 0\}.
\]
The problem thus reads as: find \(u \in U\) such that \(a(u, v) = l(v), \quad \forall v \in V\) where
\[
a(u, v) := \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) a^{(\alpha)}(u, v) \, d\alpha
\]
denotes the distributed bilinear form and \(l(v) := (f, v)_\Omega\).

### 3.1. Petrov-Galerkin Method: Modal Expansion

In the Petrov-Galerkin (PG) method, we follow the recent theory of fractional Sturm-Liouville eigen-problems (FSLP) in [61] and employ the corresponding eigenfunctions, known as the Jacobi Poly-fractonomials (of first kind) given in the standard domain \([-1, 1]\) by
\[
^{(1)}P_n^{\mu}(\xi) = (1 + \xi^2)^{\mu/2} P_{\mu-1}^{(\mu)}(\xi), \quad \xi \in [-1, 1],
\]
as non-polynomial basis functions consisting of a fractional term multiplied by the Jacobi polynomial \(P_{\mu-1}^{(\mu)}(\xi)\), hence we employ (5.7) in construction of a basis to formulate a projection type scheme, namely modal expansion. We represent the solution in terms of the elements of the basis space \(U_N\) given as follows
\[
U_N = \text{span}\{^{(1)}P_n^\mu(\xi), \quad \xi \in [-1, 1], \quad n = 1, 2, \ldots, N\},
\]
via the poly-fractonomial modal expansion as

\[
(3.9) \quad u_N(\xi) = \sum_{n=1}^{N} c_n (1)^{\alpha} \mathcal{P}_n^\mu(\xi),
\]

in which \( \mu \) is to be fixed as a fractional parameter \textit{a priori} depending on the range of distribution order interval, i.e. \( \mu \in (0, 1) \) if \( \alpha_{\text{max}} \in (0, 1) \) and \( \mu \in (1, 2) \) if \( \alpha_{\text{max}} \in (1, 2) \). It can also be tuned to capture possible singularities in the exact solution if some knowledge about that is available.

Moreover, in the PG scheme, we employ another space of test functions \( V_N \), however of the same dimension, given by

\[
(3.10) \quad V_N = \text{span}\{ (2)^{\alpha} \mathcal{P}_k^\mu(\xi), \quad \xi \in [-1, 1], \quad k = 1, 2, \cdots, N, \}
\]
in which \((2)^{\alpha} \mathcal{P}_k^\mu(\xi) = (1 - \xi)^{\mu} \mathcal{P}_{k-1}^{\mu}(\xi)\) denotes the Jacobi poly-fractonomial of second kind, which is the explicit eigenfunction of fractional Sturm-Liouville problem of second kind in [61].

It should be noted that since \( \phi(\alpha) \geq 0 \) and \( \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\alpha) d\alpha = 1 \) it is not difficult to see that \( U_N \subset U \) and \( V_N \subset V \) when \( \mu \) is chosen properly. Therefore, the bilinear form (3.3) reduces to the discrete bilinear form

\[
(3.11) \quad a_h^\mu(u_N, v_N) = (a_\mathcal{D}^{\mu/2}_T u_N, a_\mathcal{D}^{\mu/2}_T v_N)_{\Omega}
\]

and thus the problem reads: find \( u_N \in U_N \) such that

\[
(3.12) \quad a_h(u_N, v_N) = l_h(v_N), \quad \forall v_N \in V_N,
\]

where \( a_h(u_N, v_N) := \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\alpha) a_h^\mu(u_N, v_N) d\alpha \) denotes the discrete distributed bilinear form and \( l_h(v_N) = (f, v_N)_{\Omega} \) represents the load vector.

By substituting the expansion (3.9), choosing \( v_N = (2)^{\alpha} \mathcal{P}_k^\mu(\xi) \in V_N, k = 1, 2, \cdots, N \) and using (2.7), the discrete distributed bilinear form in (3.12) can be written as

\[
(3.13) \quad \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\alpha) \sum_{n=1}^{N} c_n \left( \frac{2}{T} \right)^{\alpha} \left( \mathcal{D}_{\xi}^{\mu/2}[1(1)^{\alpha} \mathcal{P}_n^\mu(\xi)], \mathcal{D}_{\xi}^{\mu/2}[1(2)^{\alpha} \mathcal{P}_k^\mu(\xi)] \right)_{\Omega} d\alpha.
\]

From Lemma 2.1 we have

\[
(3.14) \quad \mathcal{D}_{\xi}^{\mu/2}[1(1)^{\alpha} \mathcal{P}_n^\mu(\xi)] = \frac{\Gamma(n + \mu)}{\Gamma(n + \eta)} (1)^{\alpha} \mathcal{P}_n^\mu(\xi),
\]

\[
(3.15) \quad \mathcal{D}_{\xi}^{\mu/2}[1(2)^{\alpha} \mathcal{P}_k^\mu(\xi)] = \frac{\Gamma(k + \mu)}{\Gamma(k + \eta)} (2)^{\alpha} \mathcal{P}_k^\mu(\xi),
\]

where \( \eta = \mu - \alpha/2 \). Thus, by changing the order of summation, the integral (3.13) takes the form

\[
(3.16) \quad \sum_{n=1}^{N} c_n \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\alpha) \left( \frac{2}{T} \right)^{\alpha} \frac{\Gamma(n + \mu)}{\Gamma(n + \eta)} \frac{\Gamma(k + \mu)}{\Gamma(k + \eta)} \left( (1)^{\alpha} \mathcal{P}_n^\mu(\xi), (2)^{\alpha} \mathcal{P}_k^\mu(\xi) \right)_{\Omega} d\alpha
\]

\[
= \sum_{n=1}^{N} c_n \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\alpha) \left( \frac{2}{T} \right)^{\alpha} \frac{\Gamma(n + \mu)}{\Gamma(n + \eta)} \frac{\Gamma(k + \mu)}{\Gamma(k + \eta)} \int_{-1}^{1} (1)^{\alpha} \mathcal{P}_n^\mu(\xi), (2)^{\alpha} \mathcal{P}_k^\mu(\xi) d\xi d\alpha,
\]
where by changing the order of integrations we get

\begin{equation}
(3.17) \quad \delta_h(u_N, v_N) = \sum_{n=1}^{N} c_n \int_{-1}^{1} \left[ \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\xi) \left( \frac{2}{T} \right)^{\alpha} \frac{\Gamma(n+\mu) \Gamma(k+\mu)}{\Gamma(n+\eta) \Gamma(k+\eta)} \left( \frac{\partial}{\partial \xi} \right)^{\eta} \left( \frac{\partial}{\partial \xi} \right)^{\mu} \right] d\xi.
\end{equation}

**Theorem 3.1** (Spectrally/Exponentially Accurate Quadrature Rule in \(\alpha\)-Dimension).

**Part A:** \(\forall \xi = \xi_0 \in [-1, 1]\) fixed, and \(\forall n \in N \cup \{0\}\), the Jacobi polynomial \(P_{n,\alpha}^2(\xi_0)\) is a polynomial of order \(n\) in \(\alpha\).

**Part B:** Let \(\phi \in H^r([\alpha_{\text{min}}, \alpha_{\text{max}}])\), \(r > 0\). Then \(\forall \mu \geq \alpha_{\text{max}}/2\)

\[
\left| \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\xi) \left( \frac{2}{T} \right)^{\alpha} \frac{\Gamma(n+\mu) \Gamma(k+\mu)}{\Gamma(n+\eta) \Gamma(k+\eta)} \left( \frac{\partial}{\partial \xi} \right)^{\eta} \left( \frac{\partial}{\partial \xi} \right)^{\mu} \right| \leq \mathcal{C} Q^{-r} ||\phi||_{H^r([\alpha_{\text{min}}, \alpha_{\text{max}}])},
\]

where \(\mathcal{C} > 0\), \(\phi_N(\alpha) = \sum_{n=0}^{N} \bar{P}_n P_n(\alpha)\) denotes the polynomial expansion of \(\phi(\alpha)\), and \(\{\alpha_q, \bar{w}_q\}_{q=1}^{Q}\) represents the set of Gauss-Legendre quadrature points and weights.

**Part C:** If \(\phi(\alpha)\) is smooth, the quadrature rule in \(\alpha\)-dimension becomes exponentially accurate in \(Q\).

\[\Box\]

By Theorem (3.1) and performing an affine mapping from \([\alpha \in [\alpha_{\text{min}}, \alpha_{\text{max}}]]\) to the standard domain \(\alpha_{\text{st}} \in [-1, 1]\), the inner integral in (3.17) can be evaluated with spectral accuracy by employing a Gauss-Legendre quadrature rule. Then by changing the order of summation and integral \(\delta_h(u_N, v_N) = l_h(v_N)\) can be written as:

\begin{equation}
(3.18) \quad \sum_{n=1}^{N} \sum_{j=1}^{Q} \frac{j_{\alpha}}{2} w_j \phi_j \left( \frac{2}{T} \right)^{\alpha} \frac{\Gamma(n+\mu) \Gamma(k+\mu)}{\Gamma(n+\eta) \Gamma(k+\eta)} \int_{-1}^{1} \left( \frac{\partial}{\partial \xi} \right)^{\eta} \left( \frac{\partial}{\partial \xi} \right)^{\mu} \right] d\xi
\end{equation}

\[
= \left( f, \left( \frac{\partial^2}{\partial \xi^2} \right)^{k} \right)_{\Omega'}, \quad k = 1, 2, ..., N,
\]

where \(J_\alpha = \frac{da}{dx} = \frac{(\alpha_{\text{max}} - \alpha_{\text{min}})}{2}\) is constant and \(\alpha_j = \alpha(\alpha_{\text{st}}), \phi_j = \phi(\alpha(\alpha_{\text{st}})), \eta_j = \mu - \alpha_j/2\) and \(\alpha_{\text{st}}\) and \(w_j\) are the quadrature points and weights respectively. The linear system is then constructed as

\begin{equation}
(3.19) \quad S \bar{\phi} = \bar{f}^e,
\end{equation}

in which the entries of the stiffness matrix \(S\) and force vector \(\bar{f}^e\) are given by

\begin{equation}
(3.20) \quad S_{\text{kin}} = \sum_{j=0}^{Q-1} J_\alpha w_j \phi_j \left( \frac{2}{T} \right)^{\alpha} C_{\text{kin}} \int_{-1}^{1} \left( \frac{\partial}{\partial \xi} \right)^{\eta} \left( \frac{\partial}{\partial \xi} \right)^{\mu} \right] d\xi
\end{equation}

\[
\text{and}
\]

\begin{equation}
(3.21) \quad \bar{f}_k = \int_{-1}^{1} f(\xi) \left( \frac{\partial^2}{\partial \xi^2} \right)^{k} d\xi
\end{equation}
respectively, where
\[ C_{kn} = \frac{\Gamma(n + \mu) \Gamma(k + \mu)}{\Gamma(n + \eta_j) \Gamma(k + \eta_j)}. \]

**Remark 3.1.** For each fixed \( j \) and given the structure of \((1)\mathcal{P}_{n}^{\mu}(\xi)\) and \((2)\mathcal{P}_{k}^{\mu}(\xi)\), the above integrations take the form
\[
\begin{align*}
\int_{-1}^{1} (1)\mathcal{P}_{n}^{\mu}(\xi) (2)\mathcal{P}_{k}^{\mu}(\xi) d\xi &= \int_{-1}^{1} (1 - \xi)^{\eta_j}(1 + \xi)^{\eta_j} \mathcal{P}_{n}^{\mu-\eta_j}(\xi) \mathcal{P}_{k-1}^{\mu-\eta_j}(\xi) d\xi, \\
\int_{-1}^{1} f(\xi) (2)\mathcal{P}_{k}^{\mu}(\xi) d\xi &= \int_{-1}^{1} (1 - \xi)^{\mu} f(\xi) \mathcal{P}_{k-1}^{\mu-\eta_j}(\xi) d\xi,
\end{align*}
\]
and therefore, the full stiffness matrix \( S \) and vector \( \bar{F} \) can be constructed accurately using a proper Gauss-Lobatto-Jacobi rule corresponding to the weight function \((1 - \xi)^{\eta_j}(1 + \xi)^{\eta_j}\) and \((1 - \xi)^{\eta_j}\) respectively.

**3.2. Discrete Stability Analysis.** In this section, we investigate the stability of the numerical scheme, developed based on the aforementioned choice of solution and test function space considering the bilinear form in \((3.12)\).

**Theorem 3.2.** The scheme \((3.12)\) is stable and the following inequality holds
\[
\inf \sup_{u_{N}, v_{N}} a_{h}(u_{N}, v_{N}) \geq \beta.
\]

**Proof.** Recalling from \((3.6)\)
\[ a_{h}(u_{N}, v_{N}) = \int_{a_{\text{min}}}^{a_{\text{max}}} \phi(\alpha) a_{h}(u_{N}, v_{N}) d\alpha, \]
where, by lemma \((2.1)\),
\[
a_{h}(u_{N}, v_{N}) = a_{h}^{(1)} \left( \sum_{n=1}^{N} a_{n} (1)\mathcal{P}_{n}^{\mu}(\xi), \sum_{k=1}^{N} a_{k} (2)\mathcal{P}_{k}^{\mu}(\xi) \right), \quad \forall \alpha \in (a_{\text{min}}, a_{\text{max}}),
\]
\[
= \sum_{n=1}^{N} \sum_{k=1}^{N} a_{n} a_{k} C^{\mu, \alpha}_{n,k} \int_{-1}^{1} (1 - \xi)^{\hat{\mu}}(1 + \xi)^{\hat{\mu}} P_{n-1}^{\mu,\hat{\mu},\hat{\mu}}(\xi) P_{k-1}^{\mu,\hat{\mu},\hat{\mu}}(\xi) d\xi,
\]
in which, \( \hat{\mu} = \mu - \alpha/2 \), \( C^{\mu, \alpha}_{n,k} = \frac{\Gamma(n + \mu) \Gamma(k + \mu)}{\Gamma(n + \eta_j) \Gamma(k + \eta_j)} \) and \((1 + \xi)^{\hat{\mu}}\) is replaced by \((1 + \xi)^{\mu}(1 + \xi)^{\hat{\mu}}\). We let \( \hat{\mu} > -1/2 \), hence the function \((1 + \xi)^{\hat{\mu}}\) is nonnegative, nondecreasing, continuous and integrable in the integration domain. Therefore,
\[
a_{h}(u_{N}, v_{N}) \geq \sum_{n=1}^{N} \sum_{k=1}^{N} a_{n} a_{k} C^{\mu, \alpha}_{n,k} C_{0} \int_{-1}^{1} (1 - \xi)^{\hat{\mu}}(1 + \xi)^{\hat{\mu}} P_{n-1}^{\mu,\hat{\mu},\hat{\mu}}(\xi) P_{n-1}^{\mu,\hat{\mu},\hat{\mu}}(\xi) d\xi.
\]
Moreover, the Jacobi polynomial \( P_{n-1}^{\mu,\hat{\mu},\hat{\mu}}(\xi) \) can be expanded as:
\[
P_{n-1}^{\mu,\hat{\mu},\hat{\mu}}(\xi) = \sum_{j=0}^{n-1} \binom{n-1+j}{j} \binom{n-1+\hat{\mu}}{n-1-j} (-1)^{n-1+j} \frac{1}{2} (1 + \xi)^{j}.
\]
By multiplying and dividing each term within the summation by \(\binom{n-1-\tilde{\mu}}{n-1-j}\) we get

\[
P_{n-1}^{\tilde{\mu},\tilde{\mu}}(\xi) = \sum_{j=0}^{n-1} \mathcal{A}_{n,j} \binom{n-1+j}{j} \binom{n-1-\tilde{\mu}}{n-1-j} (-1)^{j-n+1} \frac{1}{2^j} (1 + \xi)^j,
\]

where \(\mathcal{A}_{n,j} = \binom{n-1+j}{n-1-j} / \binom{n-1-\tilde{\mu}}{n-1-j}\) is nondecreasing, positive and bounded \(\forall n, j, \tilde{\mu}\). Therefore, there exists \(C_1 = C_1(n) > 0\) such that

\[
a_n^2(u_N, v_N) \geq \sum_{k=1}^{N} \sum_{j=1}^{N} a_n \alpha_k C_n \mu C_1(n) \int_{-1}^{1} (1 - \xi)^{\mu}(1 + \xi)^{-\tilde{\mu}} P_{k-1}^{\tilde{\mu},\tilde{\mu}}(\xi) P_{n-1}^{\tilde{\mu},\tilde{\mu}}(\xi) \, d\xi
\]

\[
\geq C_0 \sum_{k=1}^{N} a_n^2 C_n \mu C_1(n) \epsilon_{k-1}^{\tilde{\mu},\tilde{\mu}},
\]

in which \(\epsilon_{k-1}^{\tilde{\mu},\tilde{\mu}} = \frac{2}{2^{k-1}} \frac{\Gamma(k+\mu) \Gamma(k-\mu)}{(2k-1)! \Gamma(k)}\). Hence,

\[
(3.22) \quad a_n(u_N, v_N) \geq C_0 \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \sum_{k=1}^{N} a_n^2 C_n \mu C_1(n) \epsilon_{k-1}^{\tilde{\mu},\tilde{\mu}} \, d\alpha.
\]

Moreover, we have

\[
\|v_N\|^2_{L^2(\Omega)} = \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left\| I_{1} D_{x}^{\lambda/2} v_N \right\|^2_{L^2(\Omega)} \, d\alpha
\]

where by considering \(v_n = \sum_{k=1}^{N} a_k (2k)! \phi_{k}(\xi)\), we can write \(\forall \alpha \in (\alpha_{\min}, \alpha_{\max})\).

\[
\left\| I_{1} D_{x}^{\lambda/2} v_N \right\|^2_{L^2(\Omega)} = \int_{-1}^{1} \sum_{k=1}^{N} a_k^2 \frac{\Gamma(k+\mu)}{\Gamma(k+\tilde{\mu})} (1 - \xi)^{\mu}(1 + \xi)^{\tilde{\mu}} P_{k-1}^{\tilde{\mu},\tilde{\mu}}(\xi) d\xi,
\]

\[
\leq \int_{-1}^{1} \sum_{k=1}^{N} a_k^2 \left( \frac{\Gamma(k+\mu)}{\Gamma(k+\tilde{\mu})} \right)^2 (1 - \xi)^{\mu}(1 + \xi)^{\tilde{\mu}} P_{k-1}^{\tilde{\mu},\tilde{\mu}}(\xi)^2 d\xi,
\]

(By Jensen Inequality).

By multiplying the integrand by \((1 + \xi)^{\tilde{\mu}}(1 + \xi)^{\tilde{\mu}}\) and changing the order of summation and integration, we obtain

\[
\left\| I_{1} D_{x}^{\lambda/2} v_N \right\|^2_{L^2(\Omega)} \leq \sum_{k=1}^{N} a_k^2 \left( \frac{\Gamma(k+\mu)}{\Gamma(k+\tilde{\mu})} \right)^2 \int_{-1}^{1} (1 - \xi)^{\mu}(1 + \xi)^{\tilde{\mu}} P_{k-1}^{\tilde{\mu},\tilde{\mu}}(\xi) P_{k-1}^{\tilde{\mu},\tilde{\mu}}(\xi) d\xi,
\]

\[
\leq \sum_{k=1}^{N} a_k^2 \left( \frac{\Gamma(k+\mu)}{\Gamma(k+\tilde{\mu})} \right)^2 C_2 \int_{-1}^{1} (1 - \xi)^{\mu}(1 + \xi)^{\tilde{\mu}} P_{k-1}^{\tilde{\mu},\tilde{\mu}}(\xi) P_{k-1}^{\tilde{\mu},\tilde{\mu}}(\xi) d\xi,
\]

since \(\tilde{\mu} > -1/2\) and consequently \((1 - \xi)^{\mu}\) is nonnegative and integrable in the domain of integration. By the orthogonality of Jacobi polynomials, we get

\[
\left\| I_{1} D_{x}^{\lambda/2} v_N \right\|^2_{L^2(\Omega)} \leq C_2 \sum_{k=1}^{N} a_k^2 \left( \frac{\Gamma(k+\mu)}{\Gamma(k+\tilde{\mu})} \right)^2 \epsilon_{k-1}^{\tilde{\mu},\tilde{\mu}}.
\]
and thus

\[(3.23)\quad \| u_N \|_{V_0} \leq \sqrt{C_2 \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \sum_{n=1}^{N} a_n^2 \left( \frac{\Gamma(n + \mu)}{\Gamma(n + \bar{\mu})} \right)^2 \epsilon_{n-1}^{-\bar{\mu}} \ d\alpha.} \]

Similarly for \( \| u_N \|_{U_0}^2 \):

\[\| u_N \|_{U_0}^2 = \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \| -1 D_{x}^{\mu/2} u_N \|_{L^2(\Omega)}^2 \ d\alpha, \]

where \( \phi(\alpha) \in (\alpha_{\text{min}}, \alpha_{\text{max}}) \):

\[\| -1 D_{x}^{\mu/2} u_N \|_{L^2(\Omega)}^2 = \int_{-1}^{1} \left( \sum_{n=1}^{N} a_n \left( \frac{\Gamma(n + \mu)}{\Gamma(n + \bar{\mu})} \right)^2 \right)^2 (1 - \xi)^{\bar{\mu}} P_{n-1}^{\bar{\mu}}(\xi) \bar{P}_{n-1}^{\bar{\mu}}(\xi) d\xi, \]

\[\leq \int_{-1}^{1} \left( \sum_{n=1}^{N} a_n^2 \right) \left( \frac{\Gamma(n + \mu)}{\Gamma(n + \bar{\mu})} \right)^2 (1 - \xi)^{\bar{\mu}} P_{n-1}^{\bar{\mu}}(\xi) \bar{P}_{n-1}^{\bar{\mu}}(\xi) d\xi, \]

By Jensen Inequality.

Following similar steps, and by multiplying the integrand by \((1 - \xi)^{\bar{\mu}}(1 - \xi)^{\bar{\mu}}\) and changing the order of summation and integration, we obtain

\[\| -1 D_{x}^{\mu/2} u_N \|_{L^2(\Omega)}^2 \leq C_3 \sum_{n=1}^{N} a_n^2 \left( \frac{\Gamma(n + \mu)}{\Gamma(n + \bar{\mu})} \right)^2 \epsilon_{n-1}^{-\bar{\mu}}, \]

since \((1 - \xi)^{\bar{\mu}}\) is a nonnegative and integrable in the domain of integral. Next, by the orthogonality of Jacobi polynomials,

\[\| -1 D_{x}^{\mu/2} u_N \|_{L^2(\Omega)}^2 \leq C_3 \sum_{n=1}^{N} a_n^2 \left( \frac{\Gamma(n + \mu)}{\Gamma(n + \bar{\mu})} \right)^2 \epsilon_{n-1}^{-\bar{\mu}}.\]

Therefore,

\[(3.24)\quad \| u_N \|_{U_0} \leq \sqrt{C_3 \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \phi(\alpha) \sum_{n=1}^{N} a_n^2 \left( \frac{\Gamma(n + \mu)}{\Gamma(n + \bar{\mu})} \right)^2 \epsilon_{n-1}^{-\bar{\mu}} \ d\alpha,} \]

where \( \epsilon_{n-1}^{-\bar{\mu}} = \epsilon_{n-1}^{-\bar{\mu}}. \)

Therefore, using \((3.22), (3.23)\) and \((3.24)\),

\[\inf_{u_N \in U_0} \sup_{V_N \in V_0} \frac{a_N(u_N, V_N)}{\| u_N \|_{U_0} \| V_N \|_{V_0}} \geq \frac{C_0}{\sqrt{C_2 C_3}} = \beta. \]
3.3. Projection Error Analysis. In this section, we investigate the error due to the projection of the true solution onto the defined set of basis functions.

**Theorem 3.3.** Let \( \frac{du}{dt} \in U \), that is, \( \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left\| \partial_t^{\alpha/2} u \right\|_{L^2(\Omega)}^2 \, d\alpha < \infty \) and \( u_N \) denotes the projection of the exact solution \( u \). Then,

\[
(3.25) \quad \|u - u_N\|_{U}^2 \leq C N^{-2r} \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left\| \partial_t^{\alpha/2} u \right\|_{L^2(\Omega)}^2 \, d\alpha.
\]

**Proof.** By performing an affine mapping from \( t \in [0,T] \) to the standard domain \( \xi \in [-1,1] \), we expand the exact solution \( u \) in terms of the following infinite series of Jacobi poly-fractonomials

\[
(3.26) \quad u(\xi) = \sum_{n=1}^{\infty} c_n \left( \frac{1}{2} \right)^n P_n(\xi).
\]

Then, we note that by using (2.1) and (2.7),

\[
\partial_t^{\alpha/2} u(\xi(t)) = \left( \frac{2}{T} \right)^{\alpha/2} \xi^{\alpha/2} - \frac{1}{\xi} \frac{d^\alpha}{d\xi^\alpha} - \frac{d^\alpha}{d\xi^\alpha} u(\xi),
\]

\[
= \left( \frac{2}{T} \right)^{\alpha/2} \xi^{\alpha/2} \sum_{n=1}^{\infty} c_n \left( \frac{\Gamma(n + \mu)}{\Gamma(n)} \right) - \frac{1}{\xi} \frac{d^\alpha}{d\xi^\alpha} \left[ P_{n-1}(\xi) \right],
\]

where,

\[
\frac{d^\alpha}{d\xi^\alpha} \left[ P_{n-1}(\xi) \right] = \begin{cases} \frac{(n-1+r)!}{2r(2n-1)!} P_{n-r}(\xi) & r < n, \\ 0 & r \geq n. \end{cases}
\]

Thus, by multiplying with a proper weight function, \( w(\xi) = (1 + \xi)^{\alpha/2-\mu/2} (1 - \xi)^{\alpha/2} \), the right-hand-side of (3.25) takes the form

\[
(3.27) \quad \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left( \frac{2}{T} \right)^{2\alpha/2} \left[ (1 + \xi)^{\alpha/2-\mu/2} (1 - \xi)^{\alpha/2} \sum_{n=r+1}^{\infty} c_n \left( \frac{\Gamma(n + \mu)}{\Gamma(n)} \right) \right] \left( \frac{n-1+r}{2r(n-1)!} \right) - \frac{1}{\xi} \frac{d^\alpha}{d\xi^\alpha} \left[ P_{n-r}(\xi) \right] \bigg|_{L^2(\Omega)} \, d\alpha.
\]

By expanding the Jacobi polynomial as

\[
P_{n-r}(\xi) = (-1)^{n-r} \sum_{j=0}^{n-r} \binom{n-1+r}{j} \binom{n-1}{n-1-r-j} \frac{1}{2^{j}} (1 + \xi)^{j},
\]

and changing the order of summation and the integration, we obtain the fractional integral as

\[
(3.28) \quad -\frac{\Gamma(\alpha)}{\Gamma(\alpha + \mu)} P_{n-r}(\xi),
\]

\[
= (-1)^{n-r} \binom{n-1+r}{j} \binom{n-1}{n-1-r-j} \frac{1}{2^{j}} \frac{\Gamma(1+j)}{\Gamma(1+j+\mu-\alpha/2)} (1 + \xi)^{j},
\]

\[
= (-1)^{n-r} \binom{n-1+r}{j} \sum_{q=0}^{n-r} c_q(\alpha) P_{q+r}(\xi),
\]
Hence, by taking $C_n = c_n (-1)^{r-1} \frac{\Gamma(n+\mu)}{\Gamma(n)}$, (3.27) takes the form

\begin{equation}
\int_{\sigma_{\alpha\max}} \phi(\alpha) \left( \frac{2}{T} \right)^{2r+\alpha} \left[ \left( 1 + \xi \right)^r \left( 1 - \xi \right)^r \sum_{n=r+1}^{\infty} C_n \left( \frac{n-1+r}{2r(n-1)!} \right)^2 \sum_{q=0}^{n-1-r} \tilde{c}_q(\alpha) P^r_q(\xi) \right] d\xi, \tag{3.29}
\end{equation}

\begin{equation}
= \int_{\sigma_{\alpha\max}} \phi(\alpha) \left( \frac{2}{T} \right)^{2r+\alpha} \left[ \int_{-1}^{1} \left( 1 + \xi \right)^r \left( 1 - \xi \right)^r \sum_{n=r+1}^{\infty} C_n \left( \frac{n-1+r}{2r(n-1)!} \right)^2 \sum_{q=0}^{n-1-r} \tilde{c}_q(\alpha) P^r_q(\xi) \right] d\xi \tag{3.30}
\end{equation}

Then, we change the order of two summations in order to use the orthogonality of Jacobi polynomials and obtain

\begin{equation}
\int_{\sigma_{\alpha\max}} \phi(\alpha) \left( \frac{2}{T} \right)^{2r+\alpha} \left[ \int_{-1}^{1} \left( 1 + \xi \right)^r \left( 1 - \xi \right)^r \sum_{n=r+1+q}^{\infty} C_n \left( \frac{n-1+r}{2r(n-1)!} \right)^2 \sum_{q=0}^{n-1-r-q} \tilde{c}_q(\alpha) P^r_q(\xi) \right] d\xi \tag{3.31}
\end{equation}

Moreover, using the approximation of the solution given in (3.9) and by multiplying with the proper weight functions, the left-hand-side of (3.28) takes the form

\begin{equation}
\left\| (1 + \xi)^{\mu + \alpha/2} (\mu - u_N) \right\|^2_T, \tag{3.32}
\end{equation}

in which $-1 D^{\mu/2}_\xi = -1 D^{\mu/2}_\xi = -1 D^{\mu/2}_\xi$ and the fractional derivative is taken using (2.1). By expanding the Legendre polynomial as

\begin{equation}
P_{n-1}(\xi) = (-1)^{n-1} \sum_{j=0}^{n-1} \binom{n-1}{j} \binom{n-1-j}{j} (-1)^j (1 + \xi)^j,
\end{equation}

and following similar steps as in (3.29), we obtain the fractional integral as

\begin{equation}
-1 T^{\mu-\alpha/2}_\xi P_{n-1}(\xi) = (-1)^{n-1} (1 + \xi)^{\mu-\alpha/2} \sum_{q=0}^{n-1} \tilde{a}_q(\alpha) P_q(\xi),
\end{equation}
where the coefficient, \( \tilde{a}_j(\alpha) \), can be obtained using the orthogonality of Legendre polynomials. Hence, (3.31) takes the form

\[
(3.33) \quad \left\| (1 + \xi)^{\mu+n/2} (u - u_N) \right\|_U^2 = \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left( \frac{2}{T} \right)^\alpha \int_{-1}^{1} \left( \sum_{q=0}^{\infty} C_q \sum_{n=1}^{\infty} \tilde{a}_q(\alpha) P_q(\xi) \right) \, d\xi \, d\alpha,
\]

in which, \( C_n = c_n (-1)^{n-1} \frac{\Gamma(n+1)}{\Gamma(n+\mu+1)} \). We change the order of two summations to use the orthogonality of Legendre polynomials and obtain

\[
(3.34) \quad \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left( \frac{2}{T} \right)^\alpha \int_{-1}^{1} \left( \sum_{q=0}^{\infty} C_q \sum_{n=1}^{\infty} \tilde{a}_q(\alpha) P_q(\xi) \right)^2 \, d\xi \, d\alpha,
\]

\[
= \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left( \frac{2}{T} \right)^\alpha \left( \sum_{q=0}^{\infty} C_q \sum_{n=1}^{\infty} \tilde{a}_q(\alpha) \int_{-1}^{1} (P_q(\xi))^2 \, d\xi + \sum_{q=0}^{\infty} C_q \sum_{n=1}^{\infty} \tilde{a}_q(\alpha) \int_{-1}^{1} (P_q(\xi))^2 \, d\xi \right) \, d\alpha,
\]

\[
\leq \sum_{q=0}^{\infty} C_q \sum_{n=1}^{\infty} \tilde{a}_q(\alpha) \frac{2}{2q+1} \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left( \frac{2}{T} \right)^\alpha \, d\alpha,
\]

\[
\leq \left( \frac{N!}{(N-r)!} \right)^2 \sum_{q=0}^{\infty} C_q \sum_{n=1}^{\infty} \frac{(n-1+r)!}{(n-1)!} \frac{2}{2q+1} \frac{(q+1)^2 q!}{(q+2r+1)(q+2r)!} \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left( \frac{2}{T} \right)^\alpha \tilde{a}_q(\alpha) \, d\alpha,
\]

\[
\leq \left( \frac{N!}{(N-r)!} \right)^2 \sum_{q=0}^{\infty} \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left( \frac{2}{T} \right)^{2r+\alpha} \left\| (1 + \xi)^{\mu+n/2} (1 - \xi)^{r/2} - 1 \right\|_{L^2(\Omega)}^2 \, d\alpha.
\]

Therefore,

\[
\|u - u_N\|_U^2 \leq \left\| (1 + \xi)^{\mu+n/2} (u - u_N) \right\|_U^2 \leq C N^{-2r} \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) \left\| \Omega^{r+\alpha/2} u \right\|_{L^2(\Omega)}^2 \, d\alpha.
\]

\[\Box\]

**Remark 3.2.** Since the inf-sup condition holds (see Theorem (3.2)), by the Banach-Nečas-Babuška theorem (15), the error in the numerical scheme is less than or equal to a constant times the projection error. Choosing the projection \( u_N \) in Theorem (3.3), we infer the spectral accuracy of the scheme.

4. **Fractional Collocation Method: Nodal Expansion.** Next, we represent the solution via the following poly-fractonomial nodal expansion as

\[
(4.1) \quad u_N(\xi) = \sum_{j=1}^{N} u_N(\xi_j) h_j^\mu(\xi),
\]

where \( h_j^\mu(\xi) \) represent fractional Lagrange interpolants FLIs, which are all of fractional order \( (N + \mu - 1) \) and constructed using the aforementioned interpolations points \(-1 = \xi_1 < \xi_2 < \cdots < \xi_N = 1\) as:

\[
(4.2) \quad h_j^\mu(\xi) = \left( \frac{\xi - \xi_1}{\xi_j - \xi_1} \right)^\mu \prod_{k=1 \atop k \neq j}^{N} \left( \frac{\xi - \xi_k}{\xi_j - \xi_k} \right), \quad j = 2, 3, \ldots, N.
\]
Because of the homogeneous Dirichlet boundary condition(s) in (2.27) and (2.28), \(u_N(-1) = 0\), and thus we only construct \(h_j^p(\xi)\) for \(j = 2, 3, \ldots, N\). We note that FLIs satisfy the Kronnecker delta property, i.e., \(h_j^p(\xi_k) = \delta_{jk}\), at interpolation points, however they vary as a polynomfractonomial between \(\xi_k\)'s.

### 4.1. Differentiation Matrices \(D^\alpha\) and \(D^{1+\alpha}\), \(\alpha \in (0, 1)\).

By breaking the domain of integration in \(\alpha\). (2.25) takes the form

\[
\int_{\xi_{\min}}^{\xi_{\max}} \phi(\alpha) \frac{d}{d^\alpha} u(t) d\alpha + \int_1^{\alpha_{\max}} \phi(\alpha) \frac{d}{d^\alpha} u(t) d\alpha = f(t; u), \quad \forall t \in (0, T].
\]

Following [64], we obtain the corresponding fractional differentiation matrices \(D^\alpha\) and \(D^{1+\alpha}\), \(\alpha \in (0, 1)\) by substituting (4.2) in (4.1) and taking the \(\alpha\)-th order fractional derivative. These matrices are given as:

\[
D^\alpha_{ij} = \frac{1}{(\xi_j + 1)^\mu} \sum_{n=1}^{N} \beta_n \sum_{\mu=[\alpha-\mu]}^{n-1} b_{nj}(\xi_i + 1)^{\mu+\alpha-\mu},
\]

and

\[
D^{1+\alpha}_{ij} = \frac{1}{(\xi_j + 1)^\mu} \sum_{n=1}^{N} \beta_n \sum_{\mu=[\alpha-\mu]}^{n-1} b_{nj}(q + \mu - \alpha)(\xi_i + 1)^{\mu+\alpha-1},
\]

in which \([\alpha - \mu]\) denotes the ceiling of \(\alpha - \mu\) and

\[
b_{nj} = (-1)^{n+\mu-1} \frac{1}{2} \binom{n+\mu-1}{\mu} \binom{n+\mu-1}{\mu+\alpha-1} \frac{\Gamma(q+\mu+1)}{\Gamma(q+\mu-\alpha+1)}.
\]

The coefficients, \(\beta_n\), are the coefficients in expansion of the polynomial \(p_j(\xi) = \prod_{k=1}^{N} \frac{\xi - \xi_k}{x_j - x_k}\) in terms of Jacobi polynomials as

\[
\prod_{k=1}^{N} \frac{\xi - \xi_k}{x_j - x_k} = \sum_{n=1}^{N} \beta_n p_n^{\alpha-\mu}(\xi).
\]

Due to the orthogonality of the Jacobi poly-fractonominals \(\Phi_{n+1}^{\alpha-\mu}(\xi)\) with respect to the weight function \(w(\xi) = (1 - \xi)^{\mu}(1 + \xi)^{-\mu}\), these coefficients can be computed efficiently only once by employing a proper Gaussian-Lobatto-Jacobi quadrature rule.

Therefore, by substituting the nodal expansion (4.2) into (4.3), performing an affine mapping from \([\alpha_{\min}, \alpha_{\max}]\) to the standard domain \([-1, 1]\), and employing a proper quadrature rule in \(\alpha\)-domain, (4.3) can be written as

\[
\sum_{j=2}^{N} \sum_{q} w_q \phi(\alpha_q) \left( \frac{2}{T} \right)^{\alpha_q} \left( D^\alpha_{ij} + D^{1+\alpha}_{ij} \right) u_N(\xi_j) = f(\xi_i),
\]

\[
\sum_{j=2}^{N} \mathcal{R}_{ij} u_N(\xi_j) = f(\xi_i), \quad i = 2, 3, \ldots, N.
\]

**Remark 4.1.** Multi-term problems can be generalized to the distributed order counterparts through the definition of distribution function \(\phi(\alpha)\). For instance, if the operator consists
of multiple fractional orders \( 0 < \alpha_1 < \alpha_2 < \cdots < \alpha_p \leq 2 \), the corresponding multi-term problem

\[
\sum_{p=1}^{p=P} D_t^{\alpha_p} u(t) = f(t)
\]

can be represented as a distributed order problem of the form (2.25), in which \( \phi(\alpha) = \sum_{p=1}^{p=P} \delta(\alpha - \alpha_p) \). We note that in this case, the distributed fractional Sobolev space, \( \mathcal{D}_p^m(\mathbb{R}) \), coincides with the fractional Sobolev space \( \mathcal{H}^m(\mathbb{R}) \). The choice of collocation/interpolation points is the key to construct well-conditioned linear systems with optimal approximability. In the present work, we leave \( \mu \) in expansion (4.1) as a free interpolation parameter to capture possible singularities and employ the zeros of Legendre polynomials as the interpolation collocation/interpolation points.

5. Numerical Simulations. In order to examine the convergence of the schemes with modal and nodal expansions, we consider problems with smooth and non-smooth solutions.

5.1. Smooth Solutions. Let \( \alpha \in [0, 2] \) and consider the following two cases:

- Case I: \( u^{ext} = t^5 \), \( \phi(\alpha) = \Gamma(6 - \alpha)/5! \), \( f(t) = \left(\frac{t-\alpha}{\log(t)}\right)^{-5} \).
- Case II: \( u^{ext} = t^3 \), \( \phi(\alpha) = \Gamma(4 - \alpha) \sinh(\alpha) \), \( f(t) = \sinh(2) - \sinh(2) \log(t) \).

By taking the simulation time \( T = 2 \) and for different choices of \( \mu \), we provide the convergence study in \( L^\infty \)-norm, \( L^2 \)-norm, \( H^\mu \)-norm and \( H^\delta \)-norm using the PG scheme and in \( L^\infty \)-norm using the collocation scheme. It is observed that the choice of \( \mu \) has an important effect on the convergence behaviour of the scheme. For instance, since the exact solution is a polynomial, as \( \mu \to 1 \), we recover the exponential convergence in capturing the exact solution.

Table 5.1: Case-I; PG scheme convergence study in \( L^\infty \)-norm, \( L^2 \)-norm, \( H^\mu \)-norm and \( H^\delta \)-norm, where \( T = 2 \).

| \( \mu_1 \) | \( N \) | \( L^\infty \)-Error | \( L^2 \)-Error | \( H^\mu \)-Error | \( H^\delta \)-Error |
|---|---|---|---|---|---|
| 1 + 10^{-4} | 2 | 9.49784 | 3.38063 | 20.604 | 6.52567 |
| 4 | 0.163856 | 0.082368 | 0.302757 | 0.187176 |
| 6 | 9.71043 \times 10^{-4} | 6.7433 \times 10^{-4} | 8.3761 \times 10^{-4} | 1.705 \times 10^{-4} |
| 8 | 2.9053 \times 10^{-4} | 2.2457 \times 10^{-4} | 3.5357 \times 10^{-4} | 6.5948 \times 10^{-5} |
| 10 | 2.2748 \times 10^{-5} | 2.0102 \times 10^{-5} | 3.6074 \times 10^{-5} | 6.3846 \times 10^{-6} |

\( \mu_1 = 1.1 \)

| \( N \) | \( L^\infty \)-Error | \( L^2 \)-Error | \( H^\mu \)-Error | \( H^\delta \)-Error |
|---|---|---|---|---|
| 2 | 9.6776 | 3.2898 | 23.3004 | 6.38693 |
| 4 | 0.160434 | 0.0661304 | 0.872809 | 0.159757 |
| 6 | 0.0000947942 | 0.0000589784 | 0.00107458 | 0.00015822 |
| 8 | 3.10668 \times 10^{-6} | 2.19939 \times 10^{-6} | 0.000507737 | 6.59429 \times 10^{-6} |
| 10 | 2.48519 \times 10^{-7} | 1.9822 \times 10^{-7} | 5.5753 \times 10^{-8} | 6.61409 \times 10^{-9} |

\( \mu_1 = 1.5 \)

| \( N \) | \( L^\infty \)-Error | \( L^2 \)-Error | \( H^\mu \)-Error | \( H^\delta \)-Error |
|---|---|---|---|---|
| 2 | 9.8476 | 3.1068 | 35.8457 | 5.96161 |
| 4 | 0.102534 | 0.0264974 | 0.949183 | 0.07174569 |
| 6 | 0.000584995 | 0.00015105 | 0.0117235 | 0.0005247239 |
| 8 | 0.0000272635 | 7.37649 \times 10^{-7} | 0.000989138 | 0.0000306404 |
| 10 | 2.75271 \times 10^{-8} | 7.75346 \times 10^{-9} | 0.000158823 | 3.72512 \times 10^{-9} |
Table 5.2: Case-II; PG scheme convergence study in $L^\infty$-norm, $L^2$-norm, $H^{p_1}$-norm and $\phi H$-norm, where $T = 2$. 

| $N$ | $L^\infty$-Error | $L^2$-Error | $H^{p_1}$-Error | $\phi H$-Error |
|-----|------------------|-------------|----------------|----------------|
| 2   | 0.359134         | 0.32255     | 1.44392       | 1.36897        |
| 4   | 6.8022 \times 10^{-4}   | 6.33141 \times 10^{-4} | 4.61395 \times 10^{-3} | 5.29606 \times 10^{-3} |
| 6   | 5.22608 \times 10^{-4}  | 4.52071 \times 10^{-4} | 4.80236 \times 10^{-4} | 5.08999 \times 10^{-4} |
| 8   | 1.27547 \times 10^{-4}  | 9.98313 \times 10^{-5} | 1.05322 \times 10^{-4} | 1.049 \times 10^{-4} |
| 10  | 7.31142 \times 10^{-4}  | 7.21402 \times 10^{-4} | 3.44882 \times 10^{-4} | 3.39574 \times 10^{-4} |

Table 5.3: Case-I and II; collocation scheme convergence study in $L^\infty$-norm, where $T = 2$.

| $\mu = 1 - 10^{-3}$ | $\mu = 7/10$ | $\mu = 1/10$ |
|---------------------|-------------|-------------|
| $N$ | $L^\infty$-Error | $L^2$-Error | $H^{p_1}$-Error | $\phi H$-Error |
| 2   | 2.59 \times 10^{-4}       | 5.74         | 3.0 \times 10^{-3} | 8.84           |
| 6   | 6.31 \times 10^{-4}       | 1.30 \times 10^{-3} | 1.10 \times 10^{-4} | 4.3 \times 10^{-5} |
| 8   | 8.75 \times 10^{-5}       | 2.10 \times 10^{-4} | 2.55 \times 10^{-5} | 2.31 \times 10^{-5} |
| 10  | 1.0 \times 10^{-5}        | 2.68 \times 10^{-5} | 3.10 \times 10^{-6} | 3.34 \times 10^{-7} |

Tables 5.1 and 5.2 show the convergence behaviour of the simulation results based on the PG scheme for the two case-I and II respectively. Table 5.3 shows the convergence behaviour of the simulation results based on the collocation scheme for the two cases I and II. Table 5.4 shows the convergence behaviour of the simulation results based on the collocation scheme for the case where the exact solution is the same as case-I but the distribution function is $\phi(\alpha) = \sum_{p=1}^{4} \alpha(\alpha - \alpha_p)$ with the fractional orders $\{1/10, 1/2, 13/10, 19/10\}$ and the forcing function is $f(t) = \sum_{p=1}^{120} \frac{1}{(6-\alpha_p)} \tilde{f}^{\alpha_p}$.

Table 5.4: Multi-term case; collocation scheme convergence study in $L^\infty$-norm, where $T = 2$.

| $N$ | $\mu = 1 - 10^{-3}$ | $\mu = 7/10$ | $\mu = 1/10$ |
|-----|---------------------|-------------|-------------|
| 6   | 2.99596 \times 10^{-4} | 1.93088 \times 10^{-4} | 7.10859 \times 10^{-5} |
| 10  | 4.40056 \times 10^{-5} | 3.90916 \times 10^{-5} | 1.95735 \times 10^{-5} |
| 14  | 9.35031 \times 10^{-5} | 3.39228 \times 10^{-5} | 7.99603 \times 10^{-5} |
| 18  | 9.15918 \times 10^{-5} | 3.53369 \times 10^{-5} | 8.27226 \times 10^{-5} |

5.2. Non-Smooth Solutions. Since the exact solution is not always known and in contrast to the standard fractional ODEs where the forcing term gives some regularity information about the exact solution, in distributed order problems such a prediction is rather difficult to...
make. Hence, the fractional parameter $\mu$ can play the role of a fine-tuning knob giving the possibility of searching for the best/optimal case, where the highest rate can be achieved with minimal degrees of freedom. Here, we let $\alpha \in [0, 1]$ and consider the following two cases of singular solution, where by the proper choice of $\mu$ we can easily capture the singularity of the solution.

- **Case III:** $u^{\alpha_tt} = \mu^t$, $\phi(\alpha) = \Gamma(1 + \mu_0 - \alpha)/(\mu_0)!$, $\mu_0 = 1/10, 9/10$,
- **Case IV:** $u^{\alpha_tt} = \mu^t \sin(t)$, $\phi(\alpha)$, $\mu_0 = 75/100, 25/100$.

In case-III, we are able to obtain the exact solution only with one term by choosing $\mu = \mu_0$. In case-IV, we take $\mu = \mu_0$ and expand $\sin(t)$ using Taylor series. Table 5.5 shows the $L^2$-norm convergence of the PG scheme for two different distribution functions.

### Table 5.5: Case-IV; PG scheme convergence study in $L^2$-norm, where $T = 2$.

| $\mu$          | $N$   | $\phi(\alpha) = 1$ | $\phi(\alpha) = \text{Normal}$ | $\phi(\alpha) = 1$ | $\phi(\alpha) = \text{Normal}$ |
|----------------|-------|---------------------|-------------------------------|---------------------|-------------------------------|
| $\mu = 75/100$| 2     | $1.5682 \times 10^{-1}$ | $1.62765 \times 10^{-1}$ | $1.5773 \times 10^{-1}$ | $1.548 \times 10^{-1}$ |
| $\mu = 25/100$| 4     | $3.13043 \times 10^{-1}$ | $3.3898 \times 10^{-1}$ | $3.4228 \times 10^{-1}$ | $3.28626 \times 10^{-1}$ |
|               | 6     | $2.53359 \times 10^{-1}$ | $2.81522 \times 10^{-1}$ | $2.8956 \times 10^{-1}$ | $2.76729 \times 10^{-1}$ |
|               | 8     | $1.13562 \times 10^{-1}$ | $1.2512 \times 10^{-1}$ | $4.24126 \times 10^{-1}$ | $1.40114 \times 10^{-1}$ |
|               | 10    | $6.63324 \times 10^{-2}$ | $7.84054 \times 10^{-2}$ | $2.9524 \times 10^{-2}$ | $5.39852 \times 10^{-2}$ |

### 5.3. Condition Number.
The condition number of the constructed linear system is obtained for different distribution functions, $\phi(\alpha)$. Tables 5.6 and 5.7 show, respectively, the condition number of the constructed linear system for case-I and II based on PG and collocation scheme for the aforementioned distribution functions.

### Table 5.6: Case-I and II; PG scheme condition number of the constructed linear system, where $T = 2$.

| $\mu = 2 \times 10^{-3}$ | $\mu = 2 \times 10^{-1}$ | $\mu = 1 + 1/2$ | $\mu = 1 + 1/10$ |
|--------------------------|--------------------------|-----------------|------------------|
| $N$                      | Case-I                   | Case-II         | Case-I           | Case-II         |
| 6                        | 29706.682                | 4865.50         | 14319.465        | 2166.87         |
| 10                       | 240000.55                | 33494.8         | 90197.388        | 11817.9         |
| 14                       | 882010.62                | 118283          | 279501.78        | 33595.6         |
| 18                       | 2.2811229 $\times 10^{9}$| 301479          | 633507.06        | 79323.0         |

### Table 5.7: Case-I and II; collocation scheme condition number of the constructed linear system, where $T = 2$.

| $\mu = 1 \times 10^{-8}$ | $\mu = 1 \times 10^{-1}$ | $\mu = 1/2$  | $\mu = 1/10$ |
|--------------------------|--------------------------|---------------|--------------|
| $N$                      | Case-I                   | Case-II       | Case-I        | Case-II       |
| 6                        | 67.5606                  | 345.045       | 60.3467       | 302.74        |
| 10                       | 386.339                  | 2781.51       | 325.037       | 2309.25       |
| 14                       | 1330.11                  | 10646.1       | 1076.14       | 8518.56       |
| 18                       | 3388.95                  | 28619.5       | 2665.32       | 22290.4       |

Moreover, three cases for the distribution function are considered: 1) the distribution is more biased toward the left of domain, 2) the distribution is symmetric and 3) the distribution is more biased toward the right of domain, namely left biased, symmetric and right biased respectively. The distribution functions are well-known normal, exponential, log-normal, Cauchy, Laplace, Beta and Maxwell distributions, however, they are truncated and normalized, see Fig 5.1. For these distributions, the condition number of the constructed linear system based on the two methods is computed and provided in Tables 5.8, 5.9 and 5.10.
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Table 5.8: Left biased distribution function; PG (top) and collocation (bottom) scheme condition number of the constructed linear system, where $T = 2$.

| $\mu = 2 - 1/10$ | N | LogNormal | Exponential | Normal | Laplace | Cauchy | Beta |
|-----------------|---|-----------|-------------|--------|---------|--------|------|
| 6               | 62101.5 | 130227 | 85410.4 | 21714.7 | 31361 | 70458.4 |
| 10              | 1.2819 × 10^6 | 2.62286 × 10^6 | 2.15167 × 10^6 | 186527 | 294830 | 1.51681 × 10^7 |
| 14              | 9.84911 × 10^5 | 1.61563 × 10^6 | 1.39124 × 10^6 | 668178 | 1.34566 × 10^7 | 1.22214 × 10^7 |
| 18              | 4.48721 × 10^6 | 5.34425 × 10^6 | 1.04816 × 10^6 | 1.62018 × 10^6 | 2.41399 × 10^7 | 5.86944 × 10^7 |

| $\mu = 1 + 1/10$ | N | LogNormal | Exponential | Normal | Laplace | Cauchy | Beta |
|-----------------|---|-----------|-------------|--------|---------|--------|------|
| 6               | 200.626 | 503.679 | 300.643 | 71.5348 | 100.504 | 233.849 |
| 10              | 654.259 | 1397.74 | 1309.12 | 91.8644 | 140.467 | 816.254 |
| 14              | 1322.63 | 1969.15 | 3437.72 | 64.4093 | 98.4193 | 1780.96 |
| 18              | 2145.61 | 2178 | 7037.99 | 70.7541 | 91.8767 | 3134.64 |

| $\mu = 1/10$ | N | LogNormal | Exponential | Normal | Laplace | Cauchy | Beta |
|---------------|---|-----------|-------------|--------|---------|--------|------|
| 6             | 20.1001 | 9.42989 | 13.3574 | 51.9103 | 39.5064 | 16.8765 |
| 10            | 48.3364 | 25.6229 | 26.3825 | 237.89 | 169.114 | 38.3283 |
| 14            | 91.0866 | 53.5712 | 46.5097 | 714.563 | 503.229 | 65.4666 |
| 18            | 143.171 | 126.19 | 73.3388 | 1672.61 | 1185.15 | 97.5852 |

6. Summary and Discussion. We developed two spectrally-accurate schemes, namely the Petrov-Galerkin spectral method and the fractional spectral collocation method for distributed order fractional differential equations. The two schemes were constructed based on the recently developed spectral theory for fractional Sturm-Liouville problems (FSLPs). In the Petrov-Galerkin method, we employed the Jacobi poly-fractonomials as the bases, which are the eigenfunctions of FSLP-I, and the poly-fractonomial eigenfunctions of FSLP-II as the test functions. We carried out the discrete stability analysis of the proposed scheme employing some equivalent/bilinear-induced norms based on the defined distributed Sobolev spaces and their associated norms. In addition, we performed a convergence study of the proposed scheme. In the collocation method, we employed fractional Lagrange interpolants satisfying the Kronecker delta property at the collocation points, and then we obtained the corresponding distributed differentiation matrices to discretize the strong problem.

The existing schemes in the literature are mostly employing finite difference methods. The main challenge in these methods, in comparison to spectral methods, is the history calculation as well as extensive memory allocation while they deliver fixed algebraic accuracies.
remains a challenge. To this end, we constructed a spectrally accurate fractional spectral col-

\[ \text{monic framework for performing theoretical studies, however, treating nonlinear problems} \]

where the former leaves the fractional order,

\[ \text{motivates the use of Petrov-Galerkin spectral methods, where the arising bilinear forms are} \]

\[ \text{naturally as the bases and test spaces, where their left- and right-sided derivatives} \]

\[ \text{proper choice of fractional part of the bases provides the exact solution with only one term ex-} \]

\[ \text{pansion. Furthermore, we proved that the distributed bilinear form can be approximated with} \]

\[ \text{spectral accuracy using a proper quadrature rule. The PG spectral method treats} \]

\[ \text{effects efficiently through a global spectral method and provides a nice mathematical} \]

\[ \text{framework for performing theoretical studies, however, treating nonlinear problems} \]

remains a challenge. To this end, we constructed a spectrally accurate fractional spectral col-

location method employing fractional Lagrange interpolants, where for linear problems the two
described schemes become equivalent in terms of the rate of convergence.

The distribution function, \( \phi(\alpha) \), defined the distribution of the differentiation fractional-

\[ \text{order,} \alpha, \text{and it could arbitrarily confine the domain over which the fractional differen-} \]

\[ \text{tiation is taken. If} \phi \text{ was integrable in a compact support in} [\alpha_{\min}, \alpha_{\max}], \text{then} \]

\[ H^{\alpha_{\max}}(\mathbb{R}) \supseteq \phi(\mathbb{H})(\mathbb{R}) \supseteq H^{\alpha_{\min}}(\mathbb{R}). \]

Hence, \( \phi \) could play a crucial rule in defining the underlying solution space properly.

In anomalous physical processes, the distribution function can be obtained from experi-

mental data, where the inherent data uncertainty can be incorporated through the \( \phi \) ob-
tained from the observed data, hence, leading to a robust data-driven simulation framework for
multi-physics problems.

\[ \text{Appendix A. Proof Of Lemma} \] \text{(2.1).}
Proof. Following [1] and for \( \sigma > 0, \alpha > 1, \beta > -1, \) and \( \forall x \in [-1, 1] \) we have

\[
(1 + x)^{\beta + \sigma} \frac{P_{n}^{\alpha-\sigma,\beta+\sigma}(x)}{P_{n}^{\alpha-\sigma,\beta+\sigma}(-1)} = \frac{\Gamma(\beta + \sigma + 1)}{\Gamma(\beta + 1)\Gamma(\sigma)} \int_{-1}^{x} \frac{(1 + s)^{\beta} P_{n}^{\alpha}(s)}{(x - s)^{\beta+\sigma}} ds,
\]

and

\[
(1 - x)^{\alpha + \sigma} \frac{P_{n}^{\alpha+\sigma,\beta-\sigma}(x)}{P_{n}^{\alpha+\sigma,\beta-\sigma}(+1)} = \frac{\Gamma(\alpha + \sigma + 1)}{\Gamma(\alpha + 1)\Gamma(\sigma)} \int_{x}^{1} \frac{(1 - s)^{\alpha} P_{n}^{\alpha}(s)}{(s - x)^{\alpha+\sigma}} ds.
\]

By the definition of the left-sided Riemann-Liouville integral \( RL \int_{-1}^{x} \) and evaluating the special end-values \( P_{n}^{\alpha-\sigma,\beta+\sigma}(-1) \) and \( P_{n}^{\alpha}(+1) \), we can re-write (A.1) as

\[
RL \int_{-1}^{x} (1 + x)^{\beta + \sigma} P_{n}^{\alpha}(x) = \frac{\Gamma(n + \beta + 1)}{\Gamma(n + \beta + \sigma + 1)}(1 + x)^{\beta} P_{n}^{\alpha}(x),
\]

where, by taking the fractional derivative \( RL \int_{-1}^{x} \) on the both sides, we obtain

\[
RL \int_{-1}^{x} (1 + x)^{\beta + \sigma} P_{n}^{\alpha}(x) = \frac{\Gamma(n + \beta + 1)}{\Gamma(n + \beta + 1)}(1 + x)^{\beta} P_{n}^{\alpha}(x).
\]

Hence, taking \( \beta + \sigma = \mu, \alpha - \sigma = -\mu \) in (A.3), and shifting from \( n \) to \( n - 1 \), we obtain

\[
(1 + x)^{\beta + \sigma} \frac{P_{n}^{\eta}(x)}{P_{n}^{\eta}(+1)} = \frac{\Gamma(n + \mu)}{\Gamma(n + \mu - \sigma)}(1 + x)^{\beta} P_{n}^{\eta}(x),
\]

where \( \eta = \mu - \sigma \). Moreover, by the definition of the right-sided Riemann-Liouville integral \( RL \int_{1}^{x} \) and evaluating the special end-values \( P_{n}^{\alpha-\sigma,\beta+\sigma}(+1) \) and \( P_{n}^{\alpha}(+1) \), we can re-write (A.2) as

\[
RL \int_{1}^{x} (1 - x)^{\alpha + \sigma} P_{n}^{\alpha}(x) = \frac{\Gamma(n + \alpha + 1)}{\Gamma(n + \alpha + \sigma + 1)}(1 - x)^{\alpha} P_{n}^{\alpha}(x).
\]

In a similar fashion, by taking the fractional derivative \( RL \int_{1}^{x} \) on the both sides, we obtain

\[
RL \int_{1}^{x} (1 - x)^{\alpha + \sigma} P_{n}^{\alpha}(x) = \frac{\Gamma(n + \alpha + 1)}{\Gamma(n + \alpha + 1)}(1 - x)^{\alpha} P_{n}^{\alpha}(x).
\]

Next, by taking \( \alpha + \sigma = \mu, \beta - \sigma = -\mu \) in (A.5), and again shifting from \( n \) to \( n - 1 \) we have

\[
RL \int_{1}^{x} (1 - x)^{\alpha + \sigma} P_{n}^{\alpha}(x) = \frac{\Gamma(n + \mu)}{\Gamma(n + \mu - \sigma)}(1 - x)^{\alpha} P_{n}^{\alpha}(x),
\]

and that completes the proof. \( \square \)

Appendix B. Proof Of Theorem (2.1).
Proof. Let \( \phi \) be bounded in \((a_{\min}, a_{\max})\). Then,

\[
C_1 \phi_{\min} A \leq \| \cdot \|^2_{L^2(I)} \leq C_2 \phi_{\max} A,
\]
(B.1)

\[
C_3 \phi_{\min} B \leq \| \cdot \|^2_{L^2(I)} \leq C_4 \phi_{\max} B,
\]

where

\[
A = \| \cdot \|^2_{L^2(I)} + \int_{a_{\min}}^{a_{\max}} \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)} \, d\alpha,
\]
\[
B = \| \cdot \|^2_{L^2(I)} + \int_{a_{\min}}^{a_{\max}} \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)} \, d\alpha,
\]

and \( C_1, C_2, C_3, \) and \( C_4 \) are positive constants. From \([35]\), we know that \( \forall \alpha = s \) fixed, \( \| \cdot \|_{L^2(I)} \sim \| \cdot \|_{L^2(I)} \). Taking \( s = s_q \) the aforementioned equivalence holds. Therefore, any linear combination of

\[
\sum_{q=1}^Q w_q \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)} \sim \sum_{q=1}^Q w_q \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)}.
\]

Taking \( Q \to \infty \) and assuming \( \{w_q, s_q\} \) to be Riemann integral weights and points in \([a_{\min}, a_{\max}]\),

\[
\int_{a_{\min}}^{a_{\max}} \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)} \sim \int_{a_{\min}}^{a_{\max}} \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)}.
\]

By adding \( \| \cdot \|^2_{L^2(I)} \) to the both sides of the above equivalence, we obtain \( A \sim B \); and by (B.1),

\[
\| \cdot \|_{L^2(I)} \sim \| \cdot \|_{L^2(I)}.
\]

In addition, from \([35]\), we know that \( \forall \alpha = s \) fixed, \( \| \cdot \|_{L^2(I)} \sim \| \cdot \|_{L^2(I)} \). Let \( \mathcal{S} = \{s_1, s_2, \cdots, s_Q\} \) thus \( \forall s = s_q \in \mathcal{S}, \| \cdot \|^2_{L^2(I)} \sim \| \cdot \|^2_{L^2(I)} \). Therefore, for any linear combination of \( \sum_{q=1}^Q w_q \| \cdot \|^2_{L^2(I)} \sim \sum_{q=1}^Q w_q \| \cdot \|^2_{L^2(I)} \).

Taking \( Q \to \infty \), we obtain:

\[
\int_{a_{\min}}^{a_{\max}} \| \cdot \|^2_{L^2(I)} \, d\alpha \sim \int_{a_{\min}}^{a_{\max}} \| \cdot \|^2_{L^2(I)} \, d\alpha,
\]

where the right hand side of the equivalence is

\[
\int_{a_{\min}}^{a_{\max}} \left( \| \cdot \|^2_{L^2(I)} + \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)} \right) \, d\alpha = (a_{\max} - a_{\min}) \| \cdot \|^2_{L^2(I)} + \int_{a_{\min}}^{a_{\max}} \| RL \mathcal{D}_s^a(\cdot) \|^2_{L^2(I)} \, d\alpha,
\]

\[
\sim \| \cdot \|^2_{L^2(I)} \sim \| \cdot \|^2_{L^2(I)}.
\]

Therefore,

(B.2)

\[
\int_{a_{\min}}^{a_{\max}} \| \cdot \|^2_{L^2(I)} \, d\alpha \sim \| \cdot \|^2_{L^2(I)} \sim \| \cdot \|^2_{L^2(I)}.
\]

We can also show that

\[
\phi_{\min} \int_{a_{\min}}^{a_{\max}} \| (1 + |\omega|^2)^{\frac{3}{2}} \mathcal{F}(\cdot)(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha \leq \| \cdot \|^2_{L^2(I)} \leq \phi_{\max} \int_{a_{\min}}^{a_{\max}} \| (1 + |\omega|^2)^{\frac{3}{2}} \mathcal{F}(\cdot)(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha.
\]
Because of the non-negativity of the norms, we have

\[
\phi_{\min} \inf_{\tau \in \mathcal{H}(\mathbb{R}), v_0 = (\cdot)} \int_{\alpha_{\min}}^{\alpha_{\max}} \| (1 + |\alpha|^2)^{\frac{\tau}{2}} F(\bar{v})(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha \\
\leq \inf_{\tau \in \mathcal{H}(\mathbb{R}), v_0 = (\cdot)} \| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}} \\
\phi_{\max} \inf_{\tau \in \mathcal{H}(\mathbb{R}), v_0 = (\cdot)} \int_{\alpha_{\min}}^{\alpha_{\max}} \| (1 + |\alpha|^2)^{\frac{\tau}{2}} F(\bar{v})(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha.
\]

In general, \( \mathcal{H}(\mathbb{R}) \subset H^{\alpha_{\min}}(\mathbb{R}), \forall \alpha \in [\alpha_{\min}, \alpha_{\max}] \). Therefore, we have:

\[
\int_{\alpha_{\min}}^{\alpha_{\max}} \| (1 + |\alpha|^2)^{\frac{\tau}{2}} F(\bar{v})(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha, \\
\leq C \int_{\alpha_{\min}}^{\alpha_{\max}} \| (1 + |\alpha|^2)^{\frac{\tau}{2}} F(\bar{v})(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha, \\
= C \int_{\alpha_{\min}}^{\alpha_{\max}} \| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}} \, d\alpha.
\]

However, for some choices of \( \phi = \delta(\alpha - \alpha_{\min}) \) and thus \( \mathcal{H}(\mathbb{R}) \supset H^{\alpha_{\min}}(\mathbb{R}), \forall \alpha \in [\alpha_{\min}, \alpha_{\max}] \). Therefore,

\[
\int_{\alpha_{\min}}^{\alpha_{\max}} \| (1 + |\alpha|^2)^{\frac{\tau}{2}} F(\bar{v})(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha, \\
\geq \tilde{C} \int_{\alpha_{\min}}^{\alpha_{\max}} \| (1 + |\alpha|^2)^{\frac{\tau}{2}} F(\bar{v})(\alpha) \|^2_{L^2(\mathbb{R})} \, d\alpha, \\
= \tilde{C} \int_{\alpha_{\min}}^{\alpha_{\max}} \| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}} \, d\alpha,
\]

which by (B.3) and (2.14), we get

\[
\int_{\alpha_{\min}}^{\alpha_{\max}} \| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}} \, d\alpha \sim \| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}}.
\]

Comparing (B.2) and (B.4), we have

\[
\| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}} \sim \| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}} \sim \| \cdot \|^2_{\mathcal{H}_{\mathbb{R}}}.
\]

**Remark 1.** We note that if \( \phi = \delta(\alpha - \delta) \), we recover the standard \( RL \mathcal{D}_\delta(u) = f \), where the equivalence between the corresponding \( \| \cdot \|^2_{L^2_{\mathbb{R}}} \) and \( \| \cdot \|^2_{L^2_{\mathbb{R}}} \) has been already established. Moreover, we note that for the case \( \phi \in L^1([\alpha_{\min}, \alpha_{\max}) \) containing finitely many singularities at \( \alpha_1, \alpha_2, \ldots, \alpha_m \), the whole interval \( [\alpha_{\min}, \alpha_{\max}] \) and the integration can be written as

\[
\int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) RL \mathcal{D}_\delta(u) \, d\alpha + \int_{\alpha_1}^{\alpha_2} \phi(\alpha) RL \mathcal{D}_\delta(u) \, d\alpha + \cdots + \int_{\alpha_{m-1}}^{\alpha_{\max}} \phi(\alpha) RL \mathcal{D}_\delta(u) \, d\alpha,
\]

where all the previous steps in the proof can apply in each interval.

**Appendix C. Proof of Lemma (2.4).**
Moreover, it is easy to check that

\[(aD^\mu_x u, v) = (aD^\mu_x \bar{u}, v),\]

\[
\frac{1}{\Gamma(1-\mu)} \int_a^b \left( \frac{d}{ds} \int_a^s \bar{u}(s) ds \right) \frac{d}{dx} v(x) dx,
\]

\[
\frac{1}{\Gamma(1-\mu)} \int_a^b \left( \frac{d}{ds} \int_a^s \bar{u}(s) ds \right) \frac{d}{dx} v(x) dx, \quad \text{by } v(b) = 0,
\]

which make sense when the interior term \( \int_a^b \frac{d}{ds} \frac{d}{dx} \bar{u}(s) ds \) is integrable in \( (a, b) \). Taking into account that \( v(a) \) is bounded, we can show that the boundary term \( v(a) \lim_{x \to a} I_{-1}^{-\mu} \bar{u} \) also vanishes as

\[
\lim_{x \to a} I_{-1}^{-\mu} \bar{u} = \int_a^b \frac{d}{ds} \bar{u}(s) ds \frac{d}{dx} v(x) dx,
\]

\[
\leq \lim_{x \to a} \frac{1}{\Gamma(1-\mu)} \int_a^b \frac{d}{ds} \bar{u}(s) ds \frac{d}{dx} v(x) dx,
\]

\[
= \lim_{x \to a} \frac{1}{\Gamma(1-\mu)} \frac{1}{1-\mu} ||\bar{u}||_{L^\infty} = 0.
\]

Moreover, it is easy to check that

\[
\frac{d}{ds} \int_a^b \frac{v(x) dx}{(x-s)^\mu} = \frac{d}{ds} \int_a^b \frac{v(x) dx}{(x-s)^{1-\mu}} |_{s=a}^{s=b} - \frac{1}{1-\mu} \int_a^b \frac{d}{dx} \frac{v(x) dx}{(x-s)^{1-\mu}} dx,
\]

\[
= \frac{d}{ds} \left[ 0 - \frac{1}{1-\mu} \int_a^b \frac{d}{dx} \frac{v(x) dx}{(x-s)^{1-\mu}} dx \right],
\]

\[
= \int_a^b \frac{d}{dx} \frac{v(x) dx}{(x-s)^\mu},
\]

Now, by substituting (C.3) into (C.1), we obtain

\[
(aD^\mu_x u, v) = \int_a^b \frac{1}{\Gamma(1-\mu)} \frac{d}{ds} \int_a^s \bar{u}(s) ds \frac{d}{dx} v(x) dx ds,
\]

\[
= (\bar{u}, aD^\mu_x v),
\]

when \( aD^\mu_x v \) is well-defined and is integrable in the interval \( [a, b] \). \( \square \)

**Appendix D. Proof of Theorem (5.1).**

**Proof.**

**Part A:**

The Jacobi polynomials, \( P_\alpha^\beta(\xi) \), can be constructed via the three-term recursion relation. By letting \( \beta = -\alpha \), the corresponding tree term recursion reduces to

\[
P_{n+1}^{\alpha,-\alpha}(\xi) = \frac{(2n+1)}{(n+1)} \xi P_n^{\alpha,-\alpha}(\xi) - \frac{(n+\alpha^2)}{n(n+1)} \xi P_{n-1}^{\alpha,-\alpha}(\xi),
\]

where \( \xi = (aD^\mu_x v) \).
and therefore, the Jacobi polynomials evaluated at $\xi = \xi_0 \in [-1, 1]$ are obtained in the following standard form

\[(D.2)\]

\[
P_{n}^{\alpha,-\alpha}(\xi_0) = P_0(\alpha) = 1, \quad \text{: zeroth order in } \alpha
\]

\[
P_{1}^{\alpha,-\alpha}(\xi_0) = P_1(\alpha) = \alpha + \xi_0, \quad \text{: linear in } \alpha
\]

\[
P_{2}^{\alpha,-\alpha}(\xi_0) = P_2(\alpha) = \frac{1}{2} \alpha^2 + \frac{3}{2} \xi_0 \alpha + \frac{3 \xi_0^2 - 1}{2}, \quad \text{: quadratic in } \alpha
\]

\[
P_{3}^{\alpha,-\alpha}(\xi_0) = P_3(\alpha) = \frac{1}{6} \alpha^3 + \xi_0 \alpha^2 + \frac{15 \xi_0^2 - 4}{6} \alpha + \frac{5 \xi_0^3 - 3 \xi_0}{2}, \quad \text{: cubic in } \alpha
\]

Now, let $n = k$, thus, $P_{k}^{\alpha,-\alpha}(\xi_0)$ and $P_{k-1}^{\alpha,-\alpha}(\xi_0)$ are respectively polynomials of order $k$ and $k - 1$ in $\alpha$. Using \((D.1)\) for $n = k + 1$, we get

\[
P_{k+1}^{\alpha,-\alpha}(\xi_0) = \frac{(2k + 1)}{(k + 1)} \xi_0 \frac{P_{k}^{\alpha,-\alpha}(\xi_0) - (k - \alpha^2) k_0 P_{k-1}^{\alpha,-\alpha}(\xi_0)},
\]

which is a polynomials of order $k + 1$ in $\alpha$ due to the second term. Hence, by mathematical induction, $P_{n}^{\alpha,-\alpha}(\xi_0) = P_n(\alpha)$ is a polynomial of order $n$ in $\alpha \forall \xi_0 \in [-1, 1]$. Similarly with the same argument, we can show that $P_{n}^{-\alpha}(\xi_0) = P_n(-\alpha)$ is also a polynomial of order $n$ in $\alpha \forall \xi_0 \in [-1, 1]$. 

\section*{Part B:}

The inner integral of the discrete distributed bilinear form \((3.17)\) can be written as

\[(D.3)\]

\[
\int_{\eta_{\text{ran}}} \phi(\alpha) \left( \frac{2}{T} \right)^{\eta} \frac{\Gamma(n + \mu)}{\Gamma(n + \eta)} \frac{\Gamma(k + \mu)}{\Gamma(k + \eta)} \mathcal{W}^k_{kn}(\alpha) \cdot \int_{\eta_{\text{ran}}} \phi(\alpha) \mathcal{W}^k_{kn}(\alpha) \cdot \sum_{l=0}^{k-1} \sigma_l P_l(\alpha) \cdot d\alpha =
\]

in which $\eta = \mu - \alpha / 2$. By theorem \((3.1)\) part A, $P_{n-1}^{\alpha,-\alpha}(\xi)$ and $P_{k-1}^{\alpha,-\alpha}(\xi)$ are polynomials in $\alpha$ of order $n - 1$ and $k - 1$, respectively, $\forall \xi \in [-1, 1]$, and $\mu$ fixed. Thus,

\[(D.4)\]

\[
P_{n-1}^{\alpha,-\alpha}(\xi) = \sum_{r=0}^{n-1} \sigma_r P_r(\alpha),
\]

\[(D.5)\]

\[
P_{k-1}^{\alpha,-\alpha}(\xi) = \sum_{l=0}^{k-1} \sigma_l P_l(\alpha).
\]

By plugging \((D.4)\) and \((D.5)\) into \((D.3)\), we obtain

\[(D.6)\]

\[
\int_{\eta_{\text{ran}}} \phi(\alpha) \mathcal{W}^k_{kn}(\alpha) \cdot \sum_{r=0}^{n-1} \sigma_r P_r(\alpha) \cdot \sum_{l=0}^{k-1} \sigma_l P_l(\alpha) \cdot d\alpha,
\]

in which

\[
\mathcal{W}^k_{kn}(\alpha) = \left( \frac{2}{T} \right)^{\eta} \frac{\Gamma(n + \mu)}{\Gamma(n + \mu - \alpha)} \frac{\Gamma(k + \mu)}{\Gamma(k + \mu - \alpha)}
\]
is smooth in any compact support in \([\alpha_{\min}, \alpha_{\max}]\) and its polynomial expansion \(W^{\xi, \mu}_{kn}(\alpha) = W_N(\alpha) = \sum_{q=0}^N \rho_q P_q(\alpha)\) converges exponentially i.e.,

\[
\|W^{\xi, \mu}_{kn}(\alpha) - W_N(\alpha)\| \leq c_1 \exp(-c_2 N^r),
\]

in which \(\|\cdot\|\) denotes the \(L^2\)-norm in \([\alpha_{\min}, \alpha_{\max}]\). If the distribution function \(\phi \in H^r([\alpha_{\min}, \alpha_{\max}])\), \(r > 0\), we have the following projection error:

\[
\|\phi(\alpha) - \phi_N(\alpha)\| \leq c_4 N^{-r} \|\phi\|_{H^r([\alpha_{\min}, \alpha_{\max}])},
\]

where \(\phi_N(\alpha) = \sum_{n=0}^N \tilde{\rho}_n P_n(\alpha)\). Consequently, the integrand in \((D.7)\) can be well-approximated via

\[
\phi(\alpha) W^{\xi, \mu}_{kn}(\alpha) \sum_{r=0}^{n-1} \sigma_r P_r(\alpha) \sum_{l=0}^{k-1} \tilde{\sigma}_l P_l(\alpha) \approx \phi_N(\alpha) W_N(\alpha) \sum_{r=0}^{n-1} \sigma_r P_r(\alpha) \sum_{l=0}^{k-1} \tilde{\sigma}_l P_l(\alpha).
\]

Next, let

\[
I = \int_{\alpha_{\min}}^{\alpha_{\max}} \phi(\alpha) W^{\xi, \mu}_{kn}(\alpha) \sum_{r=0}^{n-1} \sigma_r P_r(\alpha) \sum_{l=0}^{k-1} \tilde{\sigma}_l P_l(\alpha) \, d\alpha,
I_N = \int_{\alpha_{\min}}^{\alpha_{\max}} \phi_N(\alpha) W_N(\alpha) \sum_{r=0}^{n-1} \sigma_r P_r(\alpha) \sum_{l=0}^{k-1} \tilde{\sigma}_l P_l(\alpha) \, d\alpha,
\]

where \(I_N\) can be accurately calculated via

\[
I_N = \sum_{q=1}^Q \bar{w}_q \phi_N(\alpha_q) W_N(\alpha_q) \sum_{r=0}^{n-1} \sigma_r P_r(\alpha_q) \sum_{l=0}^{k-1} \tilde{\sigma}_l P_l(\alpha_q),
\]

employing a Gauss-Legendre quadrature rule, provided \(Q = 2N\). Thus by Cauchy-schwarz inequality,

\[
|I - I_N| \leq \sqrt{\alpha_{\min} - \alpha_{\max}} \left\| \phi W^{\xi, \mu}_{kn} \sum_{r=0}^{n-1} \sigma_r P_r \sum_{l=0}^{k-1} \tilde{\sigma}_l P_l - \phi_N W_N \sum_{r=0}^{n-1} \sigma_r P_r \sum_{l=0}^{k-1} \tilde{\sigma}_l P_l \right\|,
\]
in which

\[ (D.13) \]
\[
\left\| \left( \phi W_{kn}^{\xi} \sum_{r=0}^{n-1} \sigma_r P_r \sum_{l=0}^{k-1} \bar{\sigma}_l P_l \right) - \left( \phi_N W_N \sum_{r=0}^{n-1} \sigma_r P_r \sum_{l=0}^{k-1} \bar{\sigma}_l P_l \right) \right\|.
\]
\[
\leq \sum_{r=0}^{n-1} \sigma_r P_r \sum_{l=0}^{k-1} \bar{\sigma}_l P_l \| \phi W_{kn}^{\xi} - \phi_N W_N \|, \quad \text{(by Hölder inequality),}
\]
\[
\leq c_5 \| \phi W_{kn}^{\xi} - \phi_N W_N \|,
\]
\[
\leq c_5 \| ||(\phi - \phi_N)|| \left( ||W_{kn}^{\xi} - W_N|| + ||W_N|| - \phi_N W_N \right) ||
\]
\[
\leq c_5 \| (\phi - \phi_N)(W_{kn}^{\xi} - W_N) + \phi_N(W_{kn}^{\xi} - W_N) + (\phi - \phi_N)W_N + \phi_N W_N - \phi_N W_N \|
\]
\[
\leq c_5 \left( \| (\phi - \phi_N)(W_{kn}^{\xi} - W_N) \| + \| \phi_N(W_{kn}^{\xi} - W_N) \| + \| (\phi - \phi_N)W_N \| \right), \quad \text{(by triangle inequality),}
\]
\[
\leq c_5 \left( c_4 N^{-r} ||\phi||_{H^r([\sigma_{\min}, \sigma_{\max}])} \cdot c_1 \exp(-c_2 N^\epsilon) + ||\phi_N|| c_1 \exp(-c_2 N^\epsilon) + ||W_N|| c_4 N^{-r} ||\phi||_{H^r([\sigma_{\min}, \sigma_{\max}])} \right)
\]
\[
\leq c_6 N^{-r} ||\phi||_{H^r([\sigma_{\min}, \sigma_{\max}])}.
\]

Hence, by (D.12) and (D.13) we can show

\[ (D.14) \]
\[
| I - I_N | \leq \mathcal{C} N^{-r} ||\phi||_{H^r([\sigma_{\min}, \sigma_{\max}])},
\]

and therefore, by (D.4), (D.5), (D.10) and (D.11), we obtain

\[
\left| \int_{\sigma_{\min}}^{\sigma_{\max}} \phi(\alpha) \left( \frac{2}{T} \right) \sum_{n=0}^{\infty} \frac{\Gamma(n+\mu)}{\Gamma(n+\eta)} \frac{\Gamma(k+\mu)}{\Gamma(k+\eta)} \hat{\phi}(\xi) d\alpha \right|
\]
\[
- \sum_{q=1}^{Q} \bar{\psi}_q \psi(\alpha_q) \left( \frac{2}{T} \right) \left( \frac{\Gamma(n+\mu)}{\Gamma(n+\eta_q)} \frac{\Gamma(k+\mu)}{\Gamma(k+\eta_q)} \hat{\phi}(\xi) \right)
\]
\[
\leq \mathcal{C} Q^{-r} ||\phi||_{H^r([\sigma_{\min}, \sigma_{\max}])}.
\]

Part C:

If \( \phi(\alpha) \) is smooth, then the approximation \( \phi_N(\alpha) \), in (D.8), converges with an exponential accuracy and so does the norm in (D.13). Thus,

\[ (D.15) \]
\[
| I - I_N | \leq \mathcal{C}_1 \exp(-\mathcal{C}_2 N^\epsilon),
\]

and therefore, the quadrature rule becomes exponentially accurate in \( Q \).

\[ \square \]
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