An Epidemic Analogy Highlights the Importance of Targeted Community Engagement in Spaces Susceptible to Misinformation
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The study of the misinformation and disinformation epidemics includes the use of disease terminology as an analogy in some cases, and the formal application of epidemiological principles in others. While these have been effective in reframing how to prevent the spread of misinformation, they have less to say about other, more indirect means through which misinformation can be addressed in marginalized communities. In this perspective, we develop a conceptual model based on an epidemiology analogy that offers a new lens on science-driven community engagement. Rather than simulate the particulars of a given misinformation outbreak, our framework instead suggests how activities might be engineered as interventions to fit the specific needs of marginalized audiences, towards undermining the invasion and spread of misinformation. We discuss several communication activities—in the context of the COVID-19 pandemic and others—and offer suggestions for how practices can be better orchestrated to fit certain contexts. We emphasize the utility of our model for engaging communities distrustful of scientific institutions.
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INTRODUCTION

Over several decades, the science of information has effloresced into a sophisticated technical field, comprising scholars of the humanities, psychologists, communication theorists, computer scientists, and others. Exemplars include the study of how misinformation and disinformation can spread faster than truths (Vosoughi et al., 2018) or how “hashtag activism” manifests in social justice movements online (Jackson et al., 2020). More recently, perspectives from the science of epidemiology have been invoked towards the general science of information contagion. The “misinformation as disease” analogy has grown into its own subfield, with public health experts suggesting practical, disease-oriented interventions (Scales et al., 2021). These studies identified the basic reproductive number of misinformation campaigns (Cinelli et al., 2020), and even discussed ways to “immunize” populations against misinformation by pre-emptive campaigns (Maertens et al., 2021). At the very least, the infectious disease analogy highlights the seriousness of the misinformation crisis, and how information has features that allow it to spread through digital spaces. Moreover, these analogies have now provided the language and methods for one to describe how misinformation spreads over...
networks of interconnected individuals, and highlighting the centrality of social media spaces (e.g., Facebook) as hubs.

That a science surrounding the contagiousness of information was already developing prior to the 2010s was critical, as the decade would present two global events—a worldwide neo-fascist movement and the COVID-19 pandemic—where the spread of misinformation would be central and carry dire consequences. For example, believing in COVID-19 conspiracy theories is predictive of a number of troublesome outcomes, including a higher chance of testing positive for COVID-19, job loss, reduced income, social rejection and decreased overall well-being (van Prooijen et al., 2021).

During the COVID-19 era, evidence-based social science has provided important insights into what makes misinformation contagious and pernicious, especially on social media (Ferrara et al., 2020; Krittanawong et al., 2020). What is clear from such work is an acute need to transfigure the study of science communication into practical means through which one can stymie the propagation of mis- and disinformation as recently exemplified by the COVID-19 pandemic. Here, we develop a qualitative schematic-analogy based compartmental infection model (as classically used in epidemiology) of misinformation. We use this schematic to deconstruct the many routes that mis- and disinformation can propagate through an ecosystem of individuals and how science driven community engagement can be appropriately used as an intervention.

This is especially applicable to marginalized and low-resource communities that are affected by structural violence or poor health outcomes, justifying ongoing mistrust of science or medical information. For example, in the COVID-19 pandemic, communities of color in the United States had infection and mortality rates higher than whites for the much of the American wing of the pandemic (CDC, 2019; Chowkwanyun and Reed, 2020; APM Research Lab Color of Coronavirus, 2021; Tai et al., 2021). These communities are examples of settings where nonspecific approaches to addressing misinformation are ineffective. Alternatively, the context that surrounds marginalized communities implores very specific interventions.

In sum, the many forces that foster the spread of misinformation have created a status quo where scientists, journalists and public health officials must regularly compete with anti-science messaging for the dominant narrative surrounding scientific and health-related information. The model we propose helps to identify specific groups of people and the communication efforts which may be most effective to utilize. Further, it addresses a critical challenge of science communication: how to ensure the programming that we've designed is addressing the specific needs of the audience that it is intended for.

The Public Misinformation and Education Model (PME)

For many decades, mathematical modeling efforts have been crucial for organizing available information, transforming the unknowns into testable hypotheses, and providing projections of how disease may progress under a set of assumptions (Lofgren et al., 2014; Cobey, 2020). Epidemiological modeling has been a centerpiece for thinking about contagion from actual diseases to supernatural contexts (França et al., 2013; Adams, 2014), or even in purely fantastical digital worlds (Lofgren and Fefferman, 2007).

The most widely used of the modeling efforts involves the compartmental Susceptible (S)-Infected (I)-Recovered (R) framework. While it is based on simple differential equations, the entire S-I-R approach has been so successful because the model building process is abetted by a visual instrument, whereby the modeler can build mathematical relationships between the actors in a model based on a structured notation and logic. This method is widely taught in introductory coursework in epidemiology, dynamical systems, even calculus courses.

In this perspective, we use the structure of S-I-R models to build a non-mathematical analogy for a system where misinformation steers a population of individuals towards being misinformed. Our model, called the PME model (Figure 1; Public Misinformation and Education Model) uses original names for the individual compartments and uses the framework as a guide to anchor a new qualitative model for considering how to build interventions based on the specific scope of a misinformation problem.

**Person-Compartments.** Our model comprises two sets of populations, corresponding to people (Table 1), and information (Table 2). The people compartments include the broader population of individuals susceptible to conversion to a misinformed (M) or informed (E) status. The model also contains a population of science communicators (SC). These are individuals in society who are equipped with the scientific knowledge and tools to properly create accurate content and counteract misinformation. These can be professional scientists who, because of formal science communication training or a related experience, regularly engage the public. Also, educators (at all levels) who teach members of the public in formal or informal settings qualify.

**Information-Compartments.** The information compartments in our model correspond to the body of information that the individuals in the person-compartments interact with. The IM component, corresponding to misinformation, serves as the body of misinformation that the public might become exposed to via social media and other sources. The IA box, alternatively, is the body of accurate information that comes from formal education (e.g., coursework), scientific engagement activities, and accurate social media memes all of which are generated by science communicators (SC).

As demonstrated in Figure 1, the PME model coordinates these compartments into a dynamic system where information interacts with populations of individuals. Arrows correspond to different relationships and interactions between compartments. In Figure 1, [a] corresponds to the rate at which the public becomes misinformed. [b] corresponds to the rate at which the public becomes properly educated. [c] is the rate at which the misinformed become properly educated, and [d], the rate at which the educated become science communicators (SC). Solid arrows (→) correspond to full transitions. That is, when one compartment becomes another, as in the transition from the...
FIGURE 1 | The PME Model. This is a simplified visual compartmental flow diagram of misinformation and disinformation. Solid arrows correspond to transitions between individuals. $P$ corresponds to the public that is undecided with regards to scientific understanding surrounding a scientific phenomenon. $M$ corresponds to those members who are misinformed. $E$, those individuals who are informed and acting on accurate scientific information. Letters a–d correspond to different transition states. For more details, see Tables 1–3. Several dashed arrows describe places where a compartment influences another process or compartment. Positive (+) and negative (−) signs correspond to type of effect on the process.

### TABLE 1 | PME model person-compartments.

| Person-compartment | Definition |
|---------------------|------------|
| P                   | The broader public of individuals who are susceptible to misinformation, but can also be educated with accurate information |
| M                   | The population of individuals who are misinformed |
| SC                  | The population of science communicators. They function in stymying the propagation of misinformation (IM) and the growth of misinformed individuals (M). Note that these need not be formally trained scientists |
| E                   | The population of individuals are properly informed, equipped with the facts |

These describe the compartments in the model that correspond to people.

### TABLE 2 | PME model information-compartments.

| Information-compartment | Definition |
|--------------------------|------------|
| IA                       | Resources and memes containing accurate technical information, corresponding to that agreed upon by a scientific consensus at a given time |
| IM                       | Resources and memes containing inaccurate information. This might have been the product of more passive processes (as in standard misinformation) |

These describe the compartments in the model that correspond to bodies of information that interact with the people discussed in Table 1.

### TABLE 3 | Terms that define the transition between certain compartments.

| Transition | Explanation |
|------------|-------------|
| a          | $P \rightarrow M$: process through which the public ($P$) becomes misinformed ($M$) |
| b          | $P \rightarrow E$: process through which the public ($P$) becomes informed |
| c          | $M \rightarrow E$: process through which the misinformed become informed |
| d          | $E \rightarrow SC$: process through which the informed become science communicators |
TABLE 4 | Example interventions and their connection to the PME model.

| Class of intervention | Example(s)                                                                 | PME model explanation                                                                 |
|------------------------|---------------------------------------------------------------------------|----------------------------------------------------------------------------------------|
| Curricular changes to STEM education | Laboratory-based courses that teach complex ideas such as evolution Efforts to improve critical-information skills in primary and secondary schools | Enhances the process associated with [b]: through which the public becomes informed ($P \rightarrow E$). Decreases the process associated with [a]: rate through which people become misinformed ($P \rightarrow M$). Also increases the amount and quality of accurate information, [A] |
| Community engagement | Engagement with faith leaders on COVID-19 science and vaccine advocacy (e.g., scientists speaking to local churches in the Harlem neighborhood in New York City about the COVID-19 vaccine) Scientists and physicians appearing on popular cultural podcasts or radio stations to address public health issues | Enhances process [b]: the rate through which the public becomes informed ($P \rightarrow E$). Also potentially increases the process through which the misinformed become informed, [c] |
| Science communication training | Courses that teach science students how to write broadly across genres Social media driven events that highlight diversity in science communicator space (e.g., “Black in Science Communication Week”), Norton (2020) | Enhances process [d], that through which individuals who are already gain skills in science communication ($E \rightarrow SC$) |
| Social media engagement activities | Live Q & A sessions with public health experts or science communicators producing shareable content related to public health issues | Can actively debunk and decrease the amount and quality of misinformation, [IM]. Can increase resources and memes containing accurate technical information [A]. Can amplify [c]: that through which the public becomes informed ($P \rightarrow E$) |
| “Pre-bunking” activities | Courses developed to help students spot misinformation. Understanding the susceptibilities that conspiracy theorists exploit helps us identify ways to better safeguard the trustworthiness of health science and public trust in it | Decreases the rate in which the public becomes misinformed, [a] |

We identify the types of interventions, and specifically where they may aid in the preventing the spread of misinformation. This can facilitate the anchoring of activities to meet specific challenges and community contexts.

Public to misinformed ($M$) or educated ($E$) at rate [$a$] or [$b$]. Dashed arrows, on the other hand, correspond to the relationship between a compartment and the rate at which one of the transitions is occurring ($a$-$d$). For example, science communicators ($SC$) produce accurate information ($IA$), remove misinformation ($IM$), increase the rate, [$b$], through which the public becomes educated ($E$), and decrease the rate through which the public becomes misinformed, [$a$].

The PME model comes with several features that may foster a new perspective on the modern problem of misinformation in vulnerable and marginalized communities. As observed in Table 4, interventions can be engineered that address certain transition points of the model. Below we outline these transition stages, discuss the types of suitable intervention, and how they interact with the ecosystem outlined.

$P \rightarrow M$: Process Through Which the Public ($P$) Becomes Misinformed ($M$)

As has been measured and documented in many studies, social media has emerged as a major instrument in the propagation of misinformation, across various paradigms, for over a decade. Further, conspiracists have actively exploited COVID-19 science for manipulative purposes (Jamieson, 2021). This played a particular role in the spread of misinformation and disinformation, especially with regards to the COVID-19 vaccine (Loomba et al., 2021). For example, in the United Kingdom, 5G masts were set on fire based on misinformation linking 5G to COVID-19 a theory that was trending on twitter under the #5GConronavirus hashtag (Ahmed et al., 2020). This is but one of the many types of misinformation campaigns which have helped to undermine effectiveness of good public health practices.

“Immunizing” $P$ Against the $P \rightarrow M$ Dynamic

Tools for preparing the public to engage misinformation. Pre-bunking is based on the idea of “psychological inoculation,” whereby an individual learns how to identify misinformation tropes, which would decrease susceptibility to misinformation (Maertens et al., 2021). It is based on the idea that misinformation often has a fundamental structure, and knowledge of this structure may aid our quest to lower its contagiousness (Douglas et al., 2019). A number of tools and content have been created to help people identify their own vulnerabilities and the weaknesses of media and also improve individual evaluation of quality of information. These include courses aimed at spotting misinformation (Breakstone et al., 2021) and games (Basol et al., 2020).

$P \rightarrow E$: Process Through Which the Public ($P$) Becomes Informed

Just as social media has been weaponized for misinformation, the powers of social media are also being put into use by educators, scientists, physicians and public health experts in innovative ways towards educating people on science and thus aiding in the public becoming informed. For example, during the COVID-19 pandemic, multiple social media platforms including
Practitioners of science communication collaborating with knowledgeable and trusted members in minoritized communities, who curate spaces for discussions, have several goals: to uncover how distrust pervades and impacts a community, while simultaneously addressing misinformation and defusing hesitation among members of the community. This creates an ideal ecosystem for the delivery of accurate information which aims to result in behavior change.

Relatedly, communication efforts with minoritized communities need to be carefully tailored to incorporate politics, history and how these factors interact to affect these communities’ engagement with science. Practitioners must embrace the complexity inherent in these spaces by expressing humility and asking respectful questions, acknowledging the valid concerns of the community (i.e. openly recognize historical oppressions, discrimination and inequities which contribute to mistrust in science and authorities). Note that many of these ideas are similar to the tasks associated with the $P \rightarrow E$ transition discussed above.

There are myriad examples of science communication where the cultural sensitivity of interventions has been critical to the effectiveness of messaging. For example, the 2014 Ebola virus pandemic, which affected several countries in West Africa, provided a scenario from which lessons can be learned about effective science communication that results in behavior change. In this scenario, practitioners tapped into the folklore and indigenous communication practices of the region’s communities, specifically their rich heritage of traditional modes of community engagement. One such mode was partnering with Griots—West African troubadours, storytellers, historians, poets, praise singers and musicians. These figures utilized story and music to communicate key scientific and public health messages to communities. This proved an effective platform through which science communication and public engagement could engender the trust and buy-in of local communities, which resulted in behavioral change that had a positive impact on containment of Ebola (Defor, 2019).

Such approaches illustrate the transformative power of language, culture, and Indigenous knowledge in attempts to communicate in settings that are potentially rife with misinformation. They also emphasize the benefit of culturally assertive approaches and practices which build on and harness the values of communities in question (Canfield and Menezes, 2020; Finlay et al., 2021; Wilkinson, 2021).

**$M \rightarrow E$: Process Through Which the Misinformed Become Informed**

Any communicator who has firsthand experience addressing this transition (including the authors of this perspective) will testify to its difficulty. In general, it cannot occur until the misinformed individual is prepared to embrace new information. At the level of the community, this challenge is amplified. In this scenario, a vulnerable community is identified, and programming is engineered to fit the needs of that community. Grassroots efforts are often the best examples of this and involve the recognition of that faith leaders are influential in some communities (Abara et al., 2015; Santibañez et al., 2017). In marginalized communities, science communication requires empathy and acknowledgment of why communities may distrust scientific institutions.

**$E \rightarrow SC$: Process Through Which the Informed Become Science Communicators**

There is a dire need to increase the pool of scientists and healthcare professionals who are properly trained to communicate complex science matters in a simple format to the public. The challenge in training science communicators is in the fact that science communication (or “Sci-Comm”) is a multifaceted skill, involving:
• Ability to gain public’s trust and be relatable
• Ability to explain complicated concepts using simple language
• Building on current expertise, while not speaking on matters too far outside of one’s area of expertise

Impactful science communicators often make use of the power of combined visuals and storytelling to improve the effectiveness of their messaging, improving recall and enhanced understanding as well as increased engagement with content. These attributes can be especially beneficial for communities with low health literacy/scientific literacy. That is, marginalized communities, like the ones who suffer disproportionately from the COVID-19 pandemic, need effective science communicators.

Because of the many skills necessary to be an effective science communicator, training them can be challenging. It is a skillset that is rarely taught at any level of education, nor directly emphasized in scientific training. Additionally, many science communicators attribute their growth in the craft to being self-taught or learning by practice. Thankfully, there are several new initiatives that are aimed at improving the ability of scientists to communicate with the public. For example, newer curriculum aimed to teaching science graduate students to write across different genres has been effective in improving writing ability through aiding in students’ ability to gauge audience, and other important dimensions of science communication (Harrington et al., 2021). This is just one example of many initiatives that falls under the umbrella effort to train professionals in science communication (Silva and Bultitude, 2009; Besley and Tanner, 2011). Though this perspective hasn’t focused on journalists, they are a critical actor in how information propagates. And many modern effects in training professionals to communicate science with the public has focused on journalists specifically (Menezes, 2018; Smith et al., 2018).

More broadly, we argue that the amplification of refined education programs that transform science practitioners into communicators is an underappreciated means through which one can intervene in the spread of misinformation. The PME model highlights how the science communicator compartment affects the dynamics of the system in multiple ways. They produce accurate information that is digestible to the public [IA] and help to debunk inaccurate or misleading information [IM].

SUMMARY
In this perspective, we offer a conceptual model that adds further depth to epidemiological analogies for the spread of misinformation. We offer that the existing models, while effective for a more general dialogue around preventing the spread of misinformation, have undervalued the context-sensitivity of the misinformation ecology. We offer a new qualitative model, based on epidemiological principles, but engineered around a nuanced understanding of the specific transitions in the spread of misinformation, which reveals the many indirect ways that one can intervene. Importantly, our model highlights the role of grassroots interventions, and the importance of programs that train science communicators. Furthermore, our model also reveals the specific place for “pre-bunking” and innovative STEM education approaches.

More important than any single intervention, we propose that “one size fits all” approaches are ineffective, and that interventions should be tailored to the individual needs of settings, with targeted goals in mind. This will require that the individual doing the communicating have intimate knowledge of the setting in which they operate. For example, approaching a group of individuals who are already deeply embedded in the misinformation ecosystem with classical STEM education tools will be a waste of effort. Similarly, an aggressive or persuasively pro-science message may not be necessary for those who simply want to understand the basics or have earnest questions about how complex phenomena work. It is our hope that our framework aids these efforts towards more nuanced and targeted messaging, that can undermine the process through which the public becomes misinformed.
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