Abstract

Variable selection problem for the nonlinear Cox regression model is considered. In survival analysis, one main objective is to identify the covariates that are associated with the risk of experiencing the event of interest. The Cox proportional hazard model is being used extensively in survival analysis in studying the relationship between survival times and covariates, where the model assumes that the covariate has a log-linear effect on the hazard function. However, this linearity assumption may not be satisfied in practice. In order to extract a representative subset of features, various variable selection approaches have been proposed for survival data under the linear Cox model. However, there exists little literature on variable selection for the nonlinear Cox model. To break this gap, we extend the recently developed deep learning-based variable selection model LassoNet to survival data. Simulations are provided to demonstrate the validity and effectiveness of the proposed method. Finally, we apply the proposed methodology to analyze a real data set on diffuse large B-cell lymphoma.
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1. Introduction

One of the areas of great methodologic advance in clinical trials and medical research has been the ability to handle censored time-to-event data. By censored time-to-event data, we mean that the value of observation is only partly known and the exact time-to-event is not observed. For example, a patient may drop off in the follow-up of the clinical study. For such censored data, we only know that the true time to event is less or greater than, or within the observed time, which refers to left censored, right censored and interval-censored respectively, and thus the classical statistical analysis methods may not be applicable to censored data. Survival analysis is a commonly-used method for the analysis of censored data, where the response is often referred to as a survival time, failure time, or event time. In practice, covariates are collected along with each observation object and the main objective of survival analysis is to demonstrate the dependence of the survival time on these covariates. To achieve this goal, the author in Cox (1972) introduced a famous semiparametric regression model that calculates the effect of each covariate on the survival time, which is called the Cox proportional hazards model. Instead of modeling the mean function of the survival time, the essential novelty of Cox proportional hazards is to model the hazard function, where the hazard function, as a function of $t$, is defined as instantaneous potential per unit time for the event to occur, given that the individual has survived up to time $t$. To be more specific, the classical Cox proportional hazard model assumes the logarithm of hazard is a linear function of the covariates, which, however, can be complex and nonlinear in practice. In contrast to the linear Cox proportional hazards model, a considerable interest has also been paid on nonlinear survival models, relaxing the assumption of linearity of log-hazard function (Fan et al. (1997); Ishwaran et al. (2008); Katzman et al. (2018)).

In practice, not all the covariates may contribute to the prediction of the survival outcomes, and researchers are interested in identifying a subset of significant covariates upon which the hazard function depends. For example, in genome-wide association studies with time-to-event outcomes, people are interested in identifying the diagnostic single nucleotide polymorphisms that are associated with the response. From a statistical point of view, this kind of problem is referred to as variable selection or feature selection. Under the context of classical regression analysis, there are numbers of variable selection techniques, which are roughly categorized into three classes: filter methods, wrapper methods, and embedded methods. In the filter methods, features are filtered based on certain statistical measures for their correlation with the response, such as Pearsons correlation, and fisher score. Wrapper methods evaluate different subsets of covariates on model and the best subset of covariates is selected based on the model performance; some commonly used wrapper methods include forward/backward selection or recursive feature elimination. Finally, in embedded methods, feature
selection process is embedded in the learning phase such as the least absolute shrinkage and selection operator (LASSO) (Tibshirani (1996)), the smoothly clipped absolute deviation (SCAD) (Fan and Li (2001)), and the adaptive LASSO (ALASSO) (Zou (2006)). The advantage of the embedded method is that the model training and feature selection can be performed simultaneously. See Saëys et al. (2007) for more details on the three methods. Many of these classical variable selection methods have been extended from regression analysis to survival analysis such as best subset variable selection, stepwise deletion, and Bayesian variable selection (Faraggi and Simon (1998); Ibrahim et al. (1999)). Penalized approach, which optimizes an objective function with a penalty function, has also been extended to right-censored failure time data (Fan and Li (2002); Tibshirani (1997); Zhang and Lu (2007)). More recently, the authors in Fan et al. (2010) extended the iterative sure feature screening procedure to Cox proportional hazards model. The works in Du et al. (2021); Yi et al. (2020); Zhao et al. (2019) considered the variable selection problem for interval-censored data. However, these methods rely on strong parametric assumptions that are often violated in practice. To overcome this problem, and owing to the advancement of deep learning for handling nonlinearity, we investigate the application of deep neural networks to variable selection for the nonlinear Cox model. To be more specific, we extend LassoNet proposed by Lemhadri et al. (2021) to right-censored survival data.

Besides the above three categories of variable selection methods, in recent years, applying deep learning to variable selection has also made a great breakthrough. To name a few, the work of Han et al. (2018); Liu et al. (2017) added row-sparse regularization to hidden layers to achieve feature selection; the authors in Abid et al. (2019) applied reparametrization trick, or Gumbel-softmax trick to autoencoder and obtain discrete feature selection; in Mirzaei et al. (2020), the authors established a teacher-student neural network for feature selection; LassoNet, proposed by Lemhadri et al. (2021), introduced a novel feature selection framework by penalizing the parameters in the residual layer with the constraint that the norm of the parameters in the first layer is less than the corresponding norm of the parameters in the residual layer; the method introduced in Li et al. (2022) combined deep neural networks and feature screening under the high-dimensional, low-sample-size setting. Even though these deep learning-based variable selection methods have made great success in regression or classification problems, the extension of them to survival data is not trivial. One of the objectives of this paper is to break this gap.

The rest of the paper is organized as follows. In Section 2, we formulate the problem of interest and briefly review the recent applications of deep learning in survival analysis. Section 3 describes the variable selection procedure in the nonlinear Cox regression model using LassoNet. Section 4 gives several comprehensive simulation studies to evaluate finite sample performances of the proposed methods. Finally, in Section 5, we apply our method to diffuse large B-cell lymphoma and give our conclusion in Section 6.

2. Problem Formulation and Related Works

In this section, we first formulate the problem of interest and then provide a literature review of recent deep learning models applied in survival analysis.

2.1 Problem Formulation

Denote \( T, C, X \in \mathbb{R}^p \) by the survival time, the censoring time, and the corresponding covariates, respectively. For simplicity, we assume that \( T \) and \( C \) are conditionally independent given \( X \). In practice, \( T \) may not be completely observed, and let \( Y = \min(T, C) \), \( \delta = \mathbb{I}(T \leq C) \) be the observed time and the censoring indicator, respectively. Thus, our observed data set is \( \{ (Y_i, \delta_i, x_i) : Y_i \geq 0, \delta_i \in \{0,1\}, x_i \in \mathbb{R}^p, i = 1, \ldots, n \} \) which is independently and identically distributed from \((Y, \delta, X)\). Furthermore, we let \( \mathcal{R}(t) = \{ i : Y_i \geq t \} \) be the set of all individuals who are available (have survived) at time \( t \), which is referred to as the risk set. In survival analysis, with a particular value \( x \) for the covariate \( X \), there are two commonly used quantitative measurements to describe the distribution of survival time \( T \). The first one is the survival function \( S(t|x) \), which is defined as \( S(t|x) = \mathbb{P}(T > t | X = x) \), representing the probability of surviving beyond time \( t \). Another one is the hazard function \( h(t|x) \), which is defined as:

\[
h(t|x) = \lim_{\Delta t \to 0} \frac{\mathbb{P}(t \leq T < t + \Delta t | T \geq t, X = x)}{\Delta t}.
\]

According to the definition of \( h(t|x) \), the hazard function characterizes the instantaneous rate of failure at time \( t \) given that the individual has survived up to time \( t \). Given an observed data set \( \{ (Y_i, \delta_i, x_i) \} \), the corresponding complete likelihood function of the observed data is given by

\[
L_{\text{complete}} = \prod_{i \in U} f(Y_i|x_i) \prod_{i \in C} S(Y_i|x_i) = \prod_{i \in U} h(Y_i|x_i) \prod_{i = 1}^n S(Y_i|x_i), \tag{1}
\]

where \( U = \{ i : \delta_i = 1 \} \) and \( C = \{ i : \delta_i = 0 \} \) are the index set of uncensored and censored data respectively, and \( f(t|x) \) is the conditional density function. In practice, people are interested in modeling the possible relationship between the survival
time $T_i$ and the covariates $x_i$. The Cox proportional hazards model in Cox (1972) is a popular approach to achieve this goal. To be more specific, given features $x = (x_1, \ldots, x_p)^T$, Cox proportional hazards model assumes that the covariate has a log-linear effect on the hazard function, that is, $$h(t|x) = h_0(t) \exp[x^T \beta] = h_0(t) \exp[\sum_{j=1}^{p} x_j \beta_j],$$

where $h_0(t)$ is a completely unspecified baseline hazard function assuming to be constant across all individuals and $\beta = (\beta_1, \ldots, \beta_p)^T$ is the regression coefficient. The model assumes that the hazard function $h(t|x)$ is a multiplication of a non-parametric hazard function and a relative risk function, which is given by $x^T \beta$. Let $H_0(t) = \int_0^t h_0(t)$ be the cumulative baseline hazard function. Under Cox proportional hazards model in (2), using the fact that $S(t|x) = \exp[-\int_0^t h(t|x)]$, the complete likelihood function in (1) becomes

$$L_{\text{complete}}(\beta) = \prod_{i \in U} h_0(Y_i) \exp[\mathbf{x}_i^T \beta] \prod_{i} \exp[-H_0(Y_i) \exp[\mathbf{x}_i^T \beta]].$$

Specifically, if $h_0(t)$ (or equivalent $H_0(t)$) is parameterized by $\theta$, then both $\theta$ and $\beta$ can be estimated by maximizing the complete likelihood function in (3). However, in practice, the form of $h_0(t)$ is unknown, thus, instead of optimizing $L_{\text{complete}}(\beta)$, $\beta$ can be estimated by maximizing the following partial likelihood function, without specification of $h_0(t)$

$$L_{\text{partial}}(\beta) = \prod_{i=1}^{n} \left( \frac{\exp[\mathbf{x}_i^T \beta]}{\sum_{j \in R(Y_i)} \exp[\mathbf{x}_j^T \beta]} \right)^{\delta_i}.$$  

From now on, we let $L(\beta) = L_{\text{partial}}(\beta)$ and $\ell(\beta) = \log L(\beta)$ for simplicity. Notice that the model in (2) assumes the covariate effect on the hazard function is log-linear, however, the linearity assumption is too stringent in real-world applications and thus we should consider more flexible choices for the covariate effect to model the nonlinearity and interaction.

Now, we describe the problem of variable selection in right-censored data. In variable selection, the goal is to identify a subset $S \subseteq \{1, 2, \ldots, p\}$ of the most discriminative and informative features with size $|S| = k \leq p$ and also a function $g : [0, \infty) \times \mathbb{R}^k \rightarrow \mathbb{R}$ such that the hazard function $h(t|x)$ in (2) equals $g(t|x^{(S)})$, where $x^{(S)} = (x_{s_1}, \ldots, x_{s_k})^T \in \mathbb{R}^k$ and $s_i \in S$.

### 2.2 Deep Learning for Survival Analysis

Recently, deep learning has made great breakthroughs in a wide range of applications, such as natural language processing (Bahdanau et al. (2014)), computer vision (He et al. (2016)), dynamics system (Li et al. (2021)), drug discovery and toxicology (Jiménez-Luna et al. (2020)). Owing to the superior performance and good theoretical guarantees of deep learning, applying deep learning to survival data has also drawn much attention. In this subsection, we provide a brief review of recent contributions of deep learning in the field of survival analysis.

To the best of our acknowledge, the first attempt to apply deep neural networks in survival data is by Faraggi and Simon (1995), where the authors extended the linear Cox proportional hazards (Cox (1972)) by replacing the linear combination of covariates in (2) with a single layer feed-forward neural network. However, they showed that the proposed model fail to outperform the classical linear Cox model. Under a similar framework, instead of using a single-layer neural network, Katzman et al. (2018) explored more complex networks and demonstrated that modern deep learning techniques perform as well as or better than the linear Cox model. In addition, $\ell_1$ and $\ell_2$ regularization terms have been utilized to the loss function to reduce the over-fitting. Kvamme et al. (2019) further alleviated the proportional hazards assumption by approximating the loss function based on case-control sampling. The authors also came up with a heuristic to approximate the gradients, enabling the models to scale to large data sets. Ren et al. (2019) considered deep recurrent neural network to capture the sequential patterns of the feature over time in survival analysis. Lee et al. (2018) introduced a novel approach called DeepHit which is able to directly estimate the joint distribution of events in discrete time. To improve discriminative performance, Lee et al. (2018) combined the log-likelihood function with a ranking loss and is applicable for competing risks. Zhu et al. (2017) added convolutional architectures to the loss function in order to capture image-based covariates and applied the method to pathological images of lung cancer. Luck et al. (2017) combined Cox partial likelihood function with an isotonic regression loss to improve the predictive performance. Manduchi et al. (2021) studied the problem of clustering survival data by using a deep generative model. Nagpal et al. (2021a) introduced a fully parametric approach, named deep survival machines, to estimate relative risks in time-to-event prediction problems by modeling the survival function as a weighted mixture of individual parametric survival distributions. Nagpal et al. (2021b) further extended their...
work to a mixture of Cox model, by assuming there exists a latent group structure and within each group, the proportional
hazards assumption holds. Zhong et al. (2021) considered deep neural networks to generalize the extended hazard model,
which includes both the Cox proportional hazards model and the accelerated failure time model as special cases, and
teoretically proved the consistency as well as the rate of convergence of the proposed estimator. However, all the works
mentioned above failed to touch the variable selection problem in survival, and the main objective of this paper is to fill
the gap.

3. Methods

Before introducing our method, let us briefly review the classical penalized partial likelihood techniques for Cox propor-
tional hazards model. To the best of our acknowledge, Tibshirani (1996) is the first attempt to use the penalization method
to achieve variable selection on survival data, where the author adds an $\ell_1$ penalty term in the partial likelihood function
to estimate $\beta$, that is,

$$\hat{\beta}_{\text{lasso}} = \arg\min_{\beta} -\ell(\beta), \text{ subject to } \sum_{j=1}^{p} |\beta_j| \leq s,$$

where $s$ is a tuning parameter. The above equation can be rewritten equivalently in a Lagrangian form

$$\hat{\beta}_{\text{lasso}} = \arg\min_{\beta} -\ell(\beta) + \lambda \sum_{j=1}^{p} J(\beta_j),$$

where $J(\beta_j) = |\beta_j|$ and the exact relationship between $s$ and $\lambda$ is data dependent. In addition to the $\ell_1$ penalty, some other
penalty forms have also been studied in the literature, such as adaptive Lasso (Zhang and Lu (2007)), SCAD (Fan and
Li (2002)). However, the aforementioned variable selection methods ignore feature interaction and nonlinear structure,
to overcome the problem, we extend the advantages of LassoNet (Lemhadri et al. (2021)) to survival data to tackle
nonlinearity and complex structure. Before presenting the proposed variable selection approach using LassoNet, we first
briefly review the notations and terminologies used in deep neural networks. Unlike traditional approximation theory
in mathematics where people approximate complex functions based upon the summation of a series of simple functions, such
as the Taylor Series and Fourier series, deep learning uses the compositions of simple functions. To be more specific, from
a high-level point of view, a typical feed-forward neural network $g(x, W, v)$ is a composition of several simple functions,
that is,

$$g(x, W, v) := W_L \sigma_{v_L} \ldots W_1 \sigma_{v_1} W_0 x, \quad x \in \mathbb{R}^{d_0}, d_0 = p,$$

where $W \in \mathcal{W} := \{(W_0, \ldots, W_L) : W_l \in \mathbb{R}^{d_{l-1} \times d_l}, 0 \leq l \leq L\}$ is the weight matrix, $v \in \mathcal{V} := \{v_1, \ldots, v_L : v_l \in \mathbb{R}^d, 1 \leq l \leq L\}$ is the bias term, and $\sigma : \mathbb{R}^r \rightarrow \mathbb{R}^r$ is a non-linear activation function to learn the complex pattern from the data.
Here $L$ is the number of hidden layers, i.e., the length of the network, and $d = (d_0 = p, \ldots, d_{L+1})$, $d_{L+1} = 1$, $d_j > 0$ is
the number of units in each layer, i.e., the depth of the network. In our paper, we consider the following shift activation
function

$$\sigma_x \begin{bmatrix} y_1 \\ \vdots \\ y_r \end{bmatrix} = \begin{bmatrix} \sigma(y_1 - v_1) \\ \vdots \\ \sigma(y_r - v_r) \end{bmatrix},$$

where $v = (v_1, \ldots, v_r) \in \mathbb{R}^r$. The parameters need to be estimated from the data are $(W_j)_{j=0,\ldots,L}$ and $(v_j)_{j=1,\ldots,L}$. In practice,
the network depth is of crucial importance to capture the complex hidden structure of the data. A deeper network is
able to learn a more complex representation of the input data, however, with the network depth increasing, accuracy gets
saturated and then degrades rapidly, this is called degradation problems. To overcome this problem, He et al. (2016)
troduced a famous framework, denoted as residual neural networks. By adding skip connections, the number of layers
in residual neural networks can easily achieve more than one hundred. Thus, we consider the following class of residual
feed-forward neural networks

$$\mathcal{F} = \{f(x, W, \theta) := \theta^T x + g(x, W, v), \quad g(x, W, v) \text{ of form (7)}, \quad \theta, x \in \mathbb{R}^p.\}$$

To tackle the complicated structure between the covariates and survival time, we replace the linear function in (2) by a
complex nonlinear function $\Phi(x, W, v, \theta) \in \mathcal{F}$ and the corresponding hazard function and partial likelihood function now becomes

$$h(t|x) = h_0(t) \exp[\Phi(x, W, v, \theta)],$$

$$L(W, v, \theta) = \prod_{i=1}^{n} \left( \frac{\exp[\Phi(x_i, W, v, \theta)]}{\sum_{j \in R(t_i)} \exp[\Phi(x_j, W, v, \theta)]} \right)^{d_i}.$$
By replacing the linear relationship $x^\top \beta$ to $\Phi(x, W, v, \theta)$, the approach is capable of modeling interactions and nonlinearity between the covariates and survival time. In order to achieve variable selection, penalty terms are needed in the following optimization problem

$$ (\bar{W}, \bar{v}, \bar{\theta}) = \arg\min L(W, v, \theta) + \lambda \|\theta\|_1, $$

subject to $\|W_{0,i}\|_\infty \leq M|\theta_i|, i = 1, \ldots, p$. (11)

In (11), $\theta_i$ is the $i$-component of $\theta \in \mathbb{R}^p$ and $W_{0,i}$ contains the weights for the $i$-th input variable in the first hidden layer. There are two tuning parameters in the objective function: $\lambda$ and $M$, which penalize the linear and nonlinear components simultaneously. The constraint $\|W_{0,i}\|_\infty \leq M|\theta_i|$ plays a vital role, in that $M$ leverages the effect of the $i$-th input variable, thereby capturing the non-linearity in the data. When $M = 0$, the neural network part $g(x, W, v)$ in $\Phi(x, W, v, \theta)$ vanishes and $\Phi(x, W, v, \theta) = \theta^\top x$, and thus (11) degenerates to standard LASSO in (Tibshirani (1996)). When $M \to \infty$, we get a feed-forward network with an $\ell_1$ penalty on the residual layer. Following the optimization procedure outlined in Lemhadri et al. (2021), we optimize the objective function (11) using proximal gradient descent. It is worth mentioning that without domain knowledge, it is difficult to determine the value of $M$. In practical implementation, we use cross-validation to select $M$, a common practice in machine learning algorithms. By introducing the residual layer $\theta^\top x$, the linear and nonlinear components can be optimized simultaneously. The architecture of the network and the detailed pseudocode are summarized in Figure 1 and Algorithm 1.

![Figure 1. The architecture of LassoNet. $\theta^\top x$ is a residual layer and $g(x, W, v)$ is a feed-forward neural network](image)

**Algorithm 1**

**Input:** observed data set is $\{(Y_i, \delta_i, x_i) : Y_i \geq 0, \delta_i \in \{0, 1\}, x_i \in \mathbb{R}^p, i = 1, \ldots, n\}$, residual network $\Phi(x, W, v, \theta) \in \mathcal{F}$, number of epochs $E$, learning rate $\alpha$, hyper-parameter $M$, and path multiplier $\epsilon$

Initialize $\theta, W, v, \lambda, k = p$, and loss function $L(W, v, \theta) = \prod_{i=1}^n \left( \frac{\exp[\Phi(x_i, W, v, \theta)]}{\sum_{i=1}^n \exp[\Phi(x_i, W, v, \theta)]} \right)^{\delta_i}$

while $k > 0$ do

Update $\lambda \leftarrow (1 + \varepsilon)\lambda$

for $e \in \{1, \ldots, E\}$ do

Compute gradients $\nabla_{\theta^e} \ell, \nabla_{W^e} \ell, \nabla_v \ell$ using back-propagation

Update $\theta \leftarrow \theta - \alpha \nabla_{\theta^e} \ell$, $W \leftarrow W - \alpha \nabla_{W^e} \ell$, $v \leftarrow v - \alpha \nabla_v \ell$

Update $(\theta, W_{0,i}) \leftarrow$ Hier-Prox$(\theta, W_{0,i}, \alpha, \lambda, M)$, where Hier-Prox is provided in the Algorithm 2 in Lemhadri et al. (2021)

end for

Update $k$ to be the number of non-zero elements of $\theta$

end while
4. Numerical Results

In this section, we carry out simulation studies to assess the finite sample performance of the LassoNet on right-censored survival data. In both designs, we use the same network architecture with length \( L = 3 \) and width \( N = 30 \). The dropout probability is set to 0.2 to avoid overfitting. Summary statistics from each simulation setting are calculated based on 100 independent simulation runs. In each setting, we use the inverse probability method by Bender et al. (2005) to generate the event times from the hazard function. Suppose the conditional survival function under Cox proportional hazards model in (2) is

\[
S(t|x) = \exp(-H_0(t)\exp(\psi(x))),
\]

where \( H_0(t) \) is the cumulative baseline hazard function and \( \psi(x) \) is the covariates effect. Let \( U \) be uniformly distributed on [0, 1], then the corresponding event time

\[
T = S^{-1}(U|x) = H_0(t)^{-1}\left(-\frac{\log(U)}{\exp(\psi(x))}\right).
\]

In order to evaluate the performance of the variable selection method, we consider the following three metrics:

- **MinSize** = the minimum number of selected variables to includes all true variables
- **Prob(k, all)** = the success rate that the selected top \( k \) variables are all true variables
- **Prob(k, i)** = the success rate that the selected top \( k \) variables contain variable \( x_i \)

These three metrics are widely used in feature selection literature. Suppose the number of true variables is \( k \), then by definition, MinSize is expected to be at least \( k \); and the closer to \( k \), the better the procedure. The metric Prob(k, all) measures the sensitivity (true positive) rate of the method in detecting the true variables. A higher value of Prob(k, all) is desirable, as this indicates there is a higher chance that the algorithm will pick all the true variables. The metric Prob(k, i) measures the true positive and false positive rate of the proposed method. If the set of the true variable contains variable \( x_i \), then the higher value of Prob(k, i), the better of the model, in contrast, if \( x_i \) is not associated with the survival time, then the lower value of Prob(k, i), the better of the model.

We compare the proposed model \( \text{Cox}_{\text{LassoNet}} \) with three other methods: (1) classical Cox proportional hazards model \( \text{Cox}_{\text{classical}} \); (2) \( \ell_1 \) regularized Cox model \( \text{Cox}_{\text{Lasso}} \); and (3) stepwise variable selection Cox proportional hazards model \( \text{Cox}_{\text{Stepwise}} \). In each method, we rank the importance of each feature and select the top \( k \) features accordingly. The importance of each feature from model \( \text{Cox}_{\text{classical}} \) is based on the \( p \)-value associated with each variable. The \( \ell_1 \) regularized Cox model \( \text{Cox}_{\text{Lasso}} \) and stepwise variable selection Cox proportional hazards model \( \text{Cox}_{\text{Stepwise}} \) are implemented by the “coxphMIC” package and “pec” package in R.

4.1 Model 1: Linear Cox Proportional Hazards Model

In the first model, we consider the classical Cox proportional hazards model in (2) with \( \beta = (0.8, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)\top \), and the ten covariates \( x = (x_1, \ldots, x_{10}) \) are from multivariate Gaussian distribution with piecewise correlation \( \text{Cor}(x_i, x_j) = \rho^{j-i}, i, j = 1, \ldots, 10 \). Event times are generated from (13) with \( \psi(x) = x\beta \) and without loss of generality, we let \( h_0(t) = 1 \). Censoring times \( C \) are generated from a uniform distribution \( U(0, c) \), where \( c \) is a predetermined parameter to control the rates of censored samples. The MinSize and Prob(3, all) are summarized in Figure 2, which suggests that the MinSize decreases and Prob(3, all) increases as \( n \) increases. Moreover, as \( c \) increases, the results get better. This is because increasing \( c \) will diminish the impact of censoring. Furthermore, we investigate the influence of \( \rho \), i.e., the correlation of the covariates. We observe that when the dependence increases (\( \rho \) increases), it is more difficult to select the true variables for all the methods. From Figure 2, we also find that classical Cox regression outperforms other methods. This is mainly because the data generating process is nothing but the linear Cox proportional hazards model thus the parametric test is more powerful than other nonparametric methods. Among all the other three methods \( \text{Cox}_{\text{LassoNet}}, \text{Cox}_{\text{Lasso}}, \) and \( \text{Cox}_{\text{Stepwise}} \), the deep learning method is the best. The results of Prob(k, i), \( i = 1, 4, 9 \) is reported in Figure 3 to check the probability of selecting each true variable for each method. It is straightforward to see that, Prob(3, 4) \( \geq \) Prob(3, 1) \( \geq \) Prob(3, 9), which is consistent with the fact that the coefficient of \( x_4 \) is greater than \( x_1 \) and \( x_9 \). We only report the results for \( \rho = 0 \) to save space, and the pattern for \( \rho = 0.5 \) is similar.

4.2 Model 2: Nonlinear Cox Proportional Hazards Model

In the second example, we consider a nonlinear Cox proportional hazards where the hazard function is generated by

\[
h(t) = x_1 + \max(x_4, 1) + x_4 \times x_9.
\]
Figure 2. MinSize and Prob(3, all) of Simulation 1. The true hazard function is a linear function defined as 
\[ h(t) = 0.8x_1 + x_4 + 0.6x_9. \] LassoNet: CoxLassoNet; Lasso: CoxLasso; Cox: Coxclassical; Piecewise: CoxStepwise

Similar to Simulation 1, we generate the ten covariates \( x = (x_1, \ldots, x_{10}) \) are from multivariate Gaussian distribution with piecewise correlation \( \text{Cor}(x_i, x_j) = \rho^{i-j}, i, j = 1, \ldots, 10 \) and the baseline hazard function \( h_0(t) = 1 \). In this example, variable \( x_1 \) is a linear term while \( x_4, x_9 \) are nonlinear and interacted terms. The goal of this setting is to compare the ability of selecting the nonlinear variables. The summary statistics of different metrics are summarized in Figure 4 and
5. Real Data Analysis

In this section, we apply the proposed methods to the diffuse large-B-cell lymphoma data (Rosenwald et al. (2002)). The data set consists of \( n = 240 \) observations with diffuse large-B-cell lymphoma after chemotherapy and 138 patients die during the follow-up study, that is, the censor rate is \( 138/240 = 57.5\% \). DNA microarrays techniques were examined for gene expression to analyze for genomic abnormalities. The purpose of this analysis is to identify the prognostic genes among \( p = 7399 \) microarray features. The length and width of the network are \( L = 3, N = 30 \), respectively with a dropout rate equal 0.2.

We standardize each predictor to have amean zero and standard deviation 1 and apply LassoNet to select the top five genes, which are: BC012161, LC33732, X00457, AK000978, and LC24433. It is interesting that three of the selected genes, BC012161, X00457, and LC24433 belong to the proliferating cells, major-histocompatibility-complex class, and immune cells in the lymph node, respectively. These three classes were the gene-expression signatures defined in Rosenwald et al. (2002). The other two selected genes do not belong to the classes defined in Rosenwald et al. (2002), however, they may also be related to lymphoma as reported by Sha et al. (2006). To further verify the selected genes are significant, we fit the Cox proportional hazard model with all these five genes and report the \( p \)-values. The \( p \)-values are all less than \( 10^{-4} \) which confirms that the five genes are significant. The results are summarized in Table 5.

Table 1. Top five genes selected by LassoNet for diffuse large-B-cell lymphoma data

| Genes        | Description                     | \( p \)-value |
|--------------|---------------------------------|--------------|
| BC012161     | reported by Rosenwald et al. (2002) | \(< 10^{-3} \) |
| LC33732      | reported by Sha et al. (2006)     | \(< 10^{-5} \) |
| X00457       | reported by Rosenwald et al. (2002) | \(< 10^{-5} \) |
| AK000978     | reported by Sha et al. (2006)     | \(< 10^{-5} \) |
| LC24433      | reported by Rosenwald et al. (2002) | \(< 10^{-4} \) |
MinSize

Figure 4. MinSize and Prob(3, all) of Simulation 2. The true hazard function is a nonlinear function defined as
\[ h(t) = x_1^2 + \max(x_4, 1) + x_4 \times x_9 \]

6. Conclusion
The successful application of deep neural networks in variable selection problem on survival data is limited. In this work, we extend the state-of-the-art deep learning variable selection algorithm to survival data. Owing to the superiority of deep neural networks to capture complex structure feature space, the proposed method is able to select the informative features
Figure 5. $\text{Prob}(3, 1)$, $\text{Prob}(3, 4)$, and $\text{Prob}(3, 9)$ of Simulation 2. The true hazard function is a nonlinear function defined as $h(t) = x_1^2 + \max(x_4, 1) + x_4 \times x_9$

when the true hazard function is nonlinear. Simulation results verify the validity of the method and the real world data analysis indicates that the deep learning method can also be applied to survival data with the dimensionality that can be much larger than sample size.
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