GEOMETRIC SATAKE, CATEGORICAL TRACES, AND ARITHMETIC OF
SHIMURA VARIETIES

XINWEN ZHU

Abstract. We survey some recent work on the geometric Satake of p-adic groups and its applications to some arithmetic problems of Shimura varieties. We reformulate a few constructions appeared in the previous works more conceptually.

1. Introduction

The geometric Langlands program, initiated by Drinfeld and Laumon, arose as a continuation and generalization of Drinfeld’s approach to the Langlands correspondence for GL_2 over a global function field. In the geometric theory, the fundamental object to study shifts from the space of automorphic forms of a reductive group G to the category of sheaves on the moduli space of G-bundles on an algebraic curve.

In recent years, the geometric Langlands program has found fruitful applications to the classical Langlands program and some related arithmetic problems. Traditionally, one applies Grothendieck’s sheaf-to-function dictionary to “decategorify” the category of sheaves studied in geometric theory to obtain the space of functions studied in arithmetic theory. This was used in Drinfeld’s approach to the Langlands correspondence for GL_2 ([Dr]), as mentioned above. Another celebrated example
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is Ngô’s proof the the fundamental lemma ([Ng]). In this expository article, we explain another passage from the geometric theory to the arithmetic theory, again via a trace construction, but of different nature. The abstract version of this method is discussed in [XZ1]. We should mention that this idea already appeared implicitly in V. Lafforgue’s work on Langlands correspondence over global function fields ([La]), and has also been explained in an informal article by Gaitsgory ([Ga]).

One of the cornerstones of the geometric Langlands program is the geometric Satake equivalence, which establishes a tensor equivalence between the category of certain perverse sheaves on the affine Grassmannian of $G$ and the category of finite dimensional algebraic representations of the Langlands dual group $\hat{G}$. This is a vast generalization of the classical Satake isomorphism (via the sheaf-to-function dictionary), and can be regarded as a conceptual construction of the Langlands dual group. For reductive groups over equal characteristic local fields, the geometric Satake is a result of works of Lusztig, Ginzburg, Beilinson-Drinfeld and Mirković-Vilonen ([Lu1, Gi95, BD, MV]), which has been found many applications in representation theory, mathematical physics, and (arithmetic) algebraic geometry. The recent work [Zh2] also established this equivalence for $p$-adic groups, which will be reviewed in §2. We will take the opportunity to discuss a motivic version of the geometric Satake in [XZ1], which in some sense is a toy model for our arithmetic applications. Then in §4 we apply the above mentioned abstract trace construction to the geometric Satake of $p$-adic groups, which leads to some applications to the study of the cohomology and cycles of Shimura varieties, as discussed in §5. These last two sections are based on the work [XZ1].
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2. Geometric Satake for $p$-adic groups

In this section, we review the work [Zh2]. We also take the opportunity to reformulate the geometric Satake in a motivic way. This makes some ideas behind the constructions in [Zh2] more transparent and also gives a toy model of the arithmetic applications in [XZ1], which will be discussed in later sections.

2.1. Review of the geometric Satake for $p$-adic groups. We start with a brief review the classical Satake isomorphism.

Let $F$ be a non-archimidean local field with $\mathcal{O}$ its ring of integers and $k = \mathbb{F}_q$ its residue field. I.e. $F$ is a finite extension of $\mathbb{Q}_p$ or is isomorphic to $\mathbb{F}_q((\varpi))$. Let $\sigma$ be the geometric $q$-Frobenius of $k$.

We will assume that $G$ is a connected reductive group over $\mathcal{O}$. Then $G(F)$ is topological group, with a basis of open neighborhoods of the unit element given by subgroups of $K := G(\mathcal{O})$ of finite index. For example, if $G = \text{GL}_2$, $F = \mathbb{Q}_p$ and $\mathcal{O} = \mathbb{Z}_p$, let

$$\Gamma(p^n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid a = d = 1 \mod p^n, \ b = c = 0 \mod p^n \right\}$$

denote the $n$th principal congruence subgroup. Then

$$\text{GL}_2(\mathbb{Z}_p) = \Gamma(1) \supset \Gamma(p) \supset \Gamma(p^2) \supset \cdots$$

form a basis of open neighbourhood of the identity matrix in $\text{GL}_2(\mathbb{Q}_p)$.

With this topology, $G(F)$ is locally compact, and $K$ is an open compact subgroup. Therefore, there is a unique Haar measure such that the volume of $K$ is 1. The classical spherical Hecke algebra
is the space of compactly supported \(G(O)\)-bi-invariant \(\mathbb{C}\)-valued functions on \(G(F)\), equipped with the convolution product

\[
(f * g)(x) = \int_{G(F)} f(y)g(y^{-1}x)dy,
\]

Note that if both \(f\) and \(g\) are \(\mathbb{Z}\)-valued, so is \(f * g\). Therefore, the subset of \(\mathbb{Z}\)-valued functions form a \(\hat{\mathbb{Z}}\)-subalgebra, which we denote by \(H_G\).

It follows from the definition that the characteristic functions of the double cosets \(\{KgK \mid g \in G\}\) form a \(\mathbb{Z}\)-basis of \(H_G\). We recall an explicit parameterization of these double cosets.

Let \(T \subset G\) be a maximal torus defined over \(\mathcal{O}\). Let

\[
X_\bullet(T) = \text{Hom}(\mathbb{G}_m, T)
\]

denote the group of one-parameter subgroups of \(T\), on which \(\sigma\) acts. Elements in \(X_\bullet(T)\) are usually called cocharacters. A \(\sigma\)-invariant cocharacter \(\lambda\) is defined over \(F\) and induces \(\lambda : F^\times \to T(F) \subset G(F)\), and therefore for a choice of uniformizer \(\varpi \in F\), we obtain a map

\[
X_\bullet(T)^\sigma \to G(F), \quad \lambda \mapsto \lambda(\varpi).
\]

The Cartan decomposition asserts that this map induces a canonical bijection

\[
\text{Inv} : K \backslash G(F)/K \cong X_\bullet(T)^\sigma / W_0
\]

which is independent of the choice of the uniformizer. Here \(W = N_G(T)/T\) is the Weyl group of \(T\), on which \(\sigma\) acts, and \(W_0 = W^\sigma\).

**Example 2.1.1.** If \(G = \text{GL}_n\) over \(\mathbb{Q}_p\), we can choose \(T \subset G\) be the group of diagonal matrices. Then there is a canonical identification \(X_\bullet(T) \simeq \mathbb{Z}^n\), on which \(\sigma\) acts trivially. The above map \(X_\bullet(T) \to G(F)\) is then given by

\[
\mu = (m_1, m_2, \ldots, m_n) \mapsto \mu(p) = \left( \begin{array}{c} p^{m_1} \\ p^{m_2} \\ \vdots \\ p^{m_n} \end{array} \right).
\]

The Weyl group in this case is the permutation group \(S_n\) of \(n\) letters acting on \(\mathbb{Z}^n\) by permuting direct factors. Then every element in \(X_\bullet(T)/W\) admits a unique representative in

\[
X_\bullet(T)^+ = \{\mu = (m_1, \ldots, m_n) \in \mathbb{Z}^n \mid m_1 \geq m_2 \geq \cdots \geq m_n\}.
\]

We fix a coefficient ring \(E\), which for simplicity is assumed to be an algebraically closed field of characteristic zero. From \(G\), one can construct another split connected reductive group \(\hat{G}\) over \(E\), called the Langlands dual group. The original definition of \(\hat{G}\) is combinatoric, and relies on the the classification of connected reductive groups. A more conceptual construction is via the geometric Satake presented below (see Remark 2.1.16) so we do not recall the original definition of \(\hat{G}\) here.

For the moment, it is enough to know that \(\hat{G}\) is equipped with a Borel subgroup \(\hat{B}\), a maximal torus \(\hat{T} \subset \hat{B}\) whose character group \(\text{Hom}(\hat{T}, \mathbb{G}_m)\) is equal to \(X_\bullet(T)\), and that and the set of isomorphism classes of irreducible representations of \(\hat{G}\) are parameterized by \(X_\bullet(T)/W\). In addition, the action of \(\sigma\) induces a canonical finite order automorphism of \((\hat{G}, \hat{B}, \hat{T})\). Here is a list of examples to keep in mind (ignoring \((\hat{B}, \hat{T})\) and the action of \(\sigma\)).

| \(G\)   | \text{GL}_n | \text{SL}_n | \text{SO}_{2n+1} | \text{SO}_{2n} | E_8 |
|---------|--------------|--------------|----------------|----------------|-----|
| \(G \times G\) | \text{GL}_n | \text{PGL}_n | \text{Sp}_{2n} | \text{SO}_{2n} | E_8 |
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Now consider the $\sigma$-twisted conjugation of $\hat{G}$ on itself given by
\begin{equation}
(2.1.3) \quad c_\sigma : \hat{G} \times \hat{G} \to \hat{G}, \quad (g, h) \mapsto c_\sigma(g)(h) := gh\sigma(g)^{-1},
\end{equation}
which is equivalent to the usual conjugation action of $\hat{G}$ on the coset $\hat{G}\sigma \subset \hat{G} \times \langle \sigma \rangle =: L\hat{G}$. Let $R(L\hat{G})$ denote the Grothendieck $K$-ring of the category $\text{Rep}(L\hat{G})$ of finite dimensional algebraic representations of $L\hat{G}$. Let $J = E[\hat{G}\sigma]^G$ denote the space of $\sigma$-twisted conjugate invariant functions on $\hat{G}$. For a representation $V$ of $L\hat{G}$, let $\chi_V$ be the restriction of the character of $V$ to $\hat{G}\sigma$. Then the map $R(L\hat{G}) \otimes E \to J$ sending $[V]$ to $\chi_V$ is surjective.

We fix a choice of $q^{1/2} \in E$. The classical Satake isomorphism (or rather, Langlands’ reinterpretation) establishes a canonical isomorphism
\begin{equation}
(2.1.4) \quad \text{Sat}^{cl} : H_G \otimes E \cong J.
\end{equation}
This can be deduced via Grothendieck’s sheaf-to-function dictionary from the geometric Satake which will be discussed below. So we do not discuss the proof here (but see [Zh3, §5.6] and [XZ1, §3.5] for details). Instead, we give an example.

**Example 2.1.2.** Let $G = \text{GL}_2$. Then $\hat{G} = \text{GL}_2$ on which $\sigma$ acts trivially so $L\hat{G} = \hat{G}$. As an algebra

\[ H_{\text{GL}_2} = \mathbb{Z}[T_p, S_p^\pm 1], \]
where $T_p$ is the characteristic function of $K\begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} K$, and $S_p$ is the characteristic function of $\begin{pmatrix} p & 0 \\ 0 & p \end{pmatrix} K$. On the other hand, we know that

\[ R(\text{GL}_2) = \mathbb{Z}[\text{tr}, \text{det}^\pm], \]
where $\text{tr}$ is the usual trace function (the character of the standard representation $\text{Std}$), and $\text{det}$ is the usual determinant function (the character of $\wedge^2 \text{Std}$). Then after choosing $p^{1/2} \in E$, the Satake isomorphism is given by

\[ \text{Sat}^{cl}(T_p) = p^{1/2} \cdot \text{tr}, \quad \text{Sat}^{cl}(S_p) = \text{det}. \]

Note that

\[ T_p \ast T_p = (T_p^\sigma + S_p) + pS_p, \quad \text{tr} \cdot \text{tr} = \chi_{\text{sym}^2 \text{Std}} + \text{det}, \]
where $T_p^\sigma$ is the characteristic function of $K\begin{pmatrix} p^\sigma & 0 \\ 0 & 1 \end{pmatrix} K$, and $\chi_{\text{sym}^2 \text{Std}}$ is the trace function of the symmetric square of the standard representation. It follows that
\begin{equation}
(2.1.5) \quad \text{Sat}^{cl}(T_p^\sigma + S_p) = p \cdot \chi_{\text{sym}^2 \text{Std}}.
\end{equation}

**Remark 2.1.3.** Note that it follows from the definition that both rings in (2.1.4) have a natural basis labelled by $X_\bullet(T)^\sigma/W_0$. I.e. every $\mu \in X_\bullet(T)^\sigma/W_0$ gives the characteristic function $1_{K_\mu(\pi)K} \in H_G$, and the function $\chi_{V_\mu} \in J$, where $V_\mu$ is the irreducible representation of $L\hat{G}$ of “highest weight $\mu$”. However, the above example shows that the isomorphism $\text{Sat}^{cl}$ does not send $1_{K_\mu(\pi)K}$ to $\chi_{V_\mu}$ in general.

**Remark 2.1.4.** Of course, it is possible to define an isomorphism $\text{Sat}^{cl} : H_{\text{GL}_2} \to R(\text{GL}_2)$ sending $T_p$ to $\text{tr}$ (which is defined over $\mathbb{Z}$ and is independent of the choice of $p^{1/2}$). This is related to the question of normalization of the Satake isomorphism (see [Gros, §8]). More fundamentally, it is related to the correct definition of the Langlands dual group. We will not discuss this issue in this article (except Remark 2.1.4). A detailed discussion, from the point of view of the geometric Satake, can be found in [Zh3, §5.5].
Now we explain the geometric approach, where instead of thinking $G(F)$ as a topological group and considering the space of $K$-bi-invariant compactly supported functions on it, we regard $G(F)$ as certain algebro-geometric object and study the category of $K$-bi-equivariant sheaves on it. It is equivalent, but more convenient to regard $G(F)/K$ as an algebro-geometric object and to study the category of $K$-equivariant sheaves on it. More precisely, we will construct an infinite dimensional algebraic variety $Gr_G$ over $k$, called the affine Grassmannian of $G$, such that $G(F)/K$ is the set of its $k$-points. To see why this is possible, let us first analyze some subsets of $G(F)/K$, which can naturally be identified with the set of $k$-points of some algebraic varieties.

**Example 2.1.5.** Assume $G = GL_n$ over $F$. Then the quotient $GL_n(F)/K$ can be identified with the set of lattices in $F^n$. Here by a lattice, we mean a finite free $O$-submodule $\Lambda$ of $F^n$ such that $\Lambda \otimes O F = F^n$. For example, $\Lambda_0 := O^n \subset F^n$ is a lattice, usually called the standard lattice. Then the bijection is given by

\[ GL_n(F)/K \simeq \{ \text{Lattices in } F^n \}, \quad gK \mapsto \Lambda := g\Lambda_0. \]

We consider $\omega_i = 1^{i0^{n-i}} \in \mathbb{Z}^n$, regarded as a coweight of $GL_n$ as in Example 2.1.4. Then it is easy to see that under the identification (2.1.6), the set $K\omega_i(\varpi)K/K$ can be identified with the set of lattices $\Lambda \subset F^n$ satisfying

\[ \{ \varpi O^n \subset \Lambda \subset O^n, \quad \dim_k O^n/\Lambda = i \}. \]

The map

\[ \Lambda \mapsto (k^n = O^n/\varpi O^n \rightarrow O^n/\Lambda) \]

identifies this set with the set of $i$-dimensional quotient spaces of $k^n$ (or equivalently, $(n-i)$-dimensional subspaces of $k^n$). To summarize, we have a canonical bijection between $K\omega_i(\varpi)K/K$ and the set of $k$-points of the Grassmannian variety $Gr(n-i,n)$ of $(n-i)$-planes in a fixed $n$-dimensional space. It is natural to expect that $Gr(n-i,n)$ is a subvariety of $Gr$.

**Example 2.1.6.** We assume $G = GL_2$ over $F$. According to the Satake isomorphism (in particular see (2.1.5)), it is reasonable to consider the set

\[ K \left( \begin{array}{c} \varpi^2 \\ 1 \end{array} \right) K/K \sqcup \left( \begin{array}{c} \varpi \\ \varpi \end{array} \right) K/K. \]

Under the identification (2.1.6), it can be identified with the set of lattices $\Lambda \subset F^2$ such that

\[ \{ \Lambda \subset O^2 \mid \text{length } O^2/\Lambda = 2 \}. \]

If $F = k((\varpi))$, we may regard $O^2/\Lambda$ as a 2-dimensional quotient space of $k^4 = O^2/\varpi^2 O^2$. In addition, multiplication by $\varpi$ induces a nilpotent endomorphism on $O^2/\varpi^2 O^2$, which stabilizes $O^2/\Lambda$. It is easy to see that every 2-dimensional quotient space of $O^2/\varpi^2 O^2$ stable under this nilpotent endomorphism arises in this way. Therefore, (2.1.7) can be identified with the set of $F_\varpi$-points of a closed subvariety of $Gr(2,4)$.

If $F = Q_p$, the situation is more complicated since we cannot regard $O^2/\Lambda$ as a vector space over $k = F_p$. To overcome this difficulty, it is natural to consider another set

\[ \{ \Lambda \subset \Lambda' \subset O^2 \mid \dim O^2/\Lambda' = \Lambda/\Lambda' = 1 \}. \]

There is a natural surjective map $m$ from (2.1.9) to (2.1.8) by forgetting $\Lambda'$. It is an easy exercise to see that $m^{-1}(\Lambda)$ consists of one element unless $\Lambda = p\Lambda_0$.

Using a reasoning similar as before, one shows that (2.1.9) is identified with the set of $F_\varpi$-points of the Hirzebruch surface $\text{Proj}(O_{F^2}(-1) + O_{F^2}(1))$. In addition, the set $p^{-1}(\Lambda_0)$ form the set of $F_\varpi$-points of a $(-2)$-curve on the surface. Blowing down this curve, one obtains a projective variety whose set of $F_\varpi$-points is naturally identified with (2.1.8).
Remark 2.1.9. One may wonder why we just consider the affine Grassmannian $\text{Gr}$ as a presheaf on $\text{Aff}_k$, rather than on the whole category $\text{Aff}_k$ of $k$-algebras as usual. In equal characteristic, this is indeed possible and is the situation considered in [BL, Fa]. In the mixed characteristic situation (i.e. $\text{char} \neq \text{chark}$), we do not know a correction definition of $\text{Gr}$ as a presheaf on $\text{Aff}_k$, due to some pathology of taking ring of Witt vectors for non-perfect characteristic $p$ rings. On the other hand, passing to the perfection does not change the topology of a scheme so we do not lose any information if we are just interested in topologically problems related $\text{Gr}$ (i.e. perverse sheaves on $\text{Gr}$).

1In equal characteristic situation, i.e. $\text{char} F = \text{chark}$, this assumption is not really necessary. We impose here to have a uniform treatment.

Now we give a precise definition of the affine Grassmannian of $G$. In the rest of the section, we allow $F$ to be slightly more general. Namely, we will assume that $F$ is a local field complete with respect to a discrete valuation, with ring of integer $\mathcal{O}$ and a perfect residue field $k$ of characteristic $p > 0$. Let $\varpi \in \mathcal{O}$ be a uniformizer.

Recall that a $k$-algebra $R$ is called perfect if the Frobenius endomorphism $R \to R$, $r \mapsto r^p$ is a bijection. For a perfect $k$-algebra $R$, let $W(R)$ be the ring of $(p$-typical) Witt vectors of $R$. This is a ring whose elements are sequences $(r_0, r_1, r_2, \ldots) \in \mathbb{R}^\mathbb{N}$, with the addition and the multiplication given by certain (complicated) polynomials. The projection to the first component $W(R) \to R$, $(r_0, r_1, \ldots) \mapsto r_0$ is a surjective ring homomorphism, with a multiplicative (but non-additive) section $\tilde{R} \to W(R)$, $r \mapsto [r] = (r, 0, 0, \ldots)$, called the Teichmüller lifting of $r$. If $R$ is a perfect ring, every element in $W(R)$ can be uniquely written as $\sum_{i \geq 0} a_i p^i$ so $W(R)$ can be regarded as a “power series ring in variable $p$ and with coefficients in $R$”. For example, $W(\mathbb{F}_p) = \mathbb{Z}_p$. We define the ring of Witt vectors in $R$ with coefficient in $\mathcal{O}$ as

$$W_{\mathcal{O}}(R) := W(R) \otimes_{W(k)} \mathcal{O} := \lim_{\longrightarrow} W_{\mathcal{O}, n}(R), \quad W_{\mathcal{O}, n}(R) := W(R) \otimes_{W(k)} \mathcal{O}/\varpi^n.$$  

In particular, if $R = \bar{k}$, we sometimes write $W_{\mathcal{O}}(k)$ by $\mathcal{O}_L$ and $W_{\mathcal{O}}(k)[1/\varpi]$ by $L$. Note that if $\text{char} F = \text{chark}$, then $W_{\mathcal{O}}(R) \simeq R[[\varpi]]$, and $r \mapsto [r]$ a ring homomorphism. We sometimes write

$$D_{n,R} = \text{Spec} W_{\mathcal{O},n}(R), \quad D_R = \text{Spec} W_{\mathcal{O}}(R), \quad D^*_R = \text{Spec} W_{\mathcal{O}}(R)[1/\varpi],$$  

which are thought as families of (punctured) discs parameterized by $\text{Spec} R$. Given two $G$-torsors $\mathcal{E}_1$ and $\mathcal{E}_2$ on $D_R$, a modification from $\mathcal{E}_1$ to $\mathcal{E}_2$ is an isomorphism $\mathcal{E}_1|_{D^*_R} \simeq \mathcal{E}_2|_{D^*_R}$. We usually denote it by $\mathcal{E}_1 \dashrightarrow \mathcal{E}_2$ to indicate that the map is not defined over the whole $D_R$.

We need to work with perfect algebraic geometry. Some foundations can be found in [Zh2, Appendix A], [BS] and [XZ1, §A.1]. Let $\text{Aff}^{pf}_k$ denote the category of perfect $k$-algebras. We define the affine Grassmannian $\text{Gr}_G$ of $G$ over $k$ as a presheaf over $\text{Aff}^{pf}_k$,

$$\text{Gr}_G(R) = \left\{ (\mathcal{E}, \beta) \mid \mathcal{E} \text{ is a } G\text{-torsor on } D_R \text{ and } \beta : \mathcal{E} \dashrightarrow \mathcal{E}^0 \text{ is a modification} \right\},$$  

where $\mathcal{E}^0$ denotes the trivial $G$-torsor. If the group $G$ is clear, we write $\text{Gr}_G$ by $\text{Gr}$ for simplicity.

**Theorem 2.1.7.** The affine Grassmannian $\text{Gr}$ is represented as the inductive limit of subfunctors $\text{Gr} = \lim_{\longrightarrow} X_i$, with $X_i \to X_{i+1}$ closed embedding, and $X_i$ being perfections of projective varieties.

In the case when $\text{char} F = \text{chark}$, this is a classical result, due to Beauville-Laszlo, Faltings, etc (cf. [BL, Fa]). In the mixed characteristic situation (i.e. $\text{char} F \neq \text{chark}$), this was conjectured in [Zh2, Appendix B], and proved by Bhattacharya-Scholze ([BS]). Previously a weaker statement that $X_i$ are perfections of proper algebro spaces was proved in [Zh2], which allows one to formulate the geometric Satake in this setting.

**Remark 2.1.8.** The category of perfect $k$-schemes is a full subcategory of the category of presheaves on $\text{Aff}^{pf}_k$, see [Zh2, Lemma A.10]. So the above theorem makes sense.
Remark 2.1.10. If $F = k((t))$, there exists the Beilinson-Drinfeld Grassmannian living over the disc $D$ (in fact, the Beilinson-Drinfeld Grassmannians are living over all Cartesian powers of $D$ over $k$), such that the above defined $\text{Gr}$ appears as the fiber over the closed point $s \in D$. In mixed characteristic, the analogous geometric objects were recently constructed by Scholze, after he invented some new geometric structure called diamonds (cf. [SW]). Using these objects, it literally makes sense to define the fiber product like $\text{Spec } \mathbb{Q}_p \times \text{Spec } \mathbb{Q}_p$ and it is possible to define the analogous Beilinson-Drinfeld Grassmannians over these fiber products.

Here is another useful interpretation of the affine Grassmannian as a homogeneous space. Let $H$ be an affine group scheme of finite type defined over $\mathcal{O}$. We denote by $L^+ H$ (resp. $LH$) the jet group (resp. loop group) of $H$. As presheaves,

$$L^+ H(R) = H(W_\mathcal{O}(R)), \quad LH(R) = H(W_\mathcal{O}(R)[1/\varpi]).$$

It is represented by an affine group scheme (resp. ind-scheme). For $r \geq 0$, let $L^r H$ be the $r$th jet group, i.e.

$$L^r H(R) = H(W_{\mathcal{O},r}(R)).$$

Then $L^r H$ is represented by the perfection of an algebraic $k$-group (the usual Greenberg realization), and $L^+ H = \varprojlim L^r H$.

Now we can define a space $\text{Gr}^{(\infty)}$ over $\text{Gr}$ consisting of $(\mathcal{E}, \beta) \in \text{Gr}(R)$ and a trivialization $\epsilon : \mathcal{E} \simeq \mathcal{E}^0$. It turns out that this is an $L^+ G$-torsor over $\text{Gr}$ and there is a canonical isomorphism $\text{Gr}^{(\infty)} \simeq LG$ (see [Zh2] Lemma 1.3 or [Zh3] Proposition 1.3.6)). Therefore, one can realize $\text{Gr}$ as the fpqc quotient

$$(2.1.13) \quad \text{Gr} \simeq LG/L^+ G.$$

It follows that $L^+ G$ acts naturally on $\text{Gr}$ by left multiplication. In terms of the moduli problem (2.1.12), it is the natural composition of $\beta$ with automorphisms $L^+ G = \text{Aut}(\mathcal{E}^0)$.

Next, we define some closed subvarieties of $\text{Gr}$, including those studied in Example 2.1.5 and Example 2.1.6 as special cases. First let $\mathcal{E}_1$ and $\mathcal{E}_2$ be two $G$-torsors over $D_k = \text{Spec } \mathcal{O}_L$, and let $\beta : \mathcal{E}_1 \rightarrow \mathcal{E}_2$ be a modification. We attach to $\beta$ an element $G(\mathcal{O}_L)\backslash G(L)/G(\mathcal{O}_L)$ as follows: by choosing isomorphisms $\epsilon_1 : \mathcal{E}_1 \simeq \mathcal{E}^0$ and $\epsilon_2 : \mathcal{E}_2 \simeq \mathcal{E}^0$, one obtains an automorphism of the trivial $G$-torsor $\epsilon_2 \beta \epsilon_1^{-1} \in \text{Aut}(\mathcal{E}^0|_{D_1})$ and therefore an element in $G(L)$. Different choices of $\epsilon_1$ and $\epsilon_2$ will modify this element by left and right multiplication by elements from $G(\mathcal{O}_L)$. Therefore, $\beta$ gives rise to a well-defined element in $G(\mathcal{O}_L)\backslash G(L)/G(\mathcal{O}_L)$. Via the bijection (2.1.2), we attach $\beta$ an element

$$\text{Inv}(\beta) \in X_\bullet(T)/W.$$

We call $\text{Inv}(\beta)$ the relative position of $\beta$.

Example 2.1.11. Let $G = \text{GL}_n$. We identify $\text{GL}_n$-torsors on $D$ with finite projective $\mathcal{O}$-modules of rank $n$ in the usual way. Then $\text{Inv}(\beta)$ can be described as follows. We identify $X_\bullet(T) \simeq \mathbb{Z}^n$ as in Example 2.1.1. Given two finite free $\mathcal{O}$-modules of rank $n$ $\Lambda_1$ and $\Lambda_2$, and $\beta : \Lambda_1[1/\varpi] \simeq \Lambda_2[1/\varpi]$, there always exist a basis $(e_1, \ldots, e_n)$ of $\Lambda_1$ and a basis $(f_1, \ldots, f_n)$ of $\Lambda_2$ such that $\beta$ is given by

$$\beta(e_i) = p^{m_i} f_i$$

and $m_1 \geq m_2 \geq \cdots \geq m_n$. In addition, this sequence $(m_1, \ldots, m_n)$ is independent of the choice of the basis. Then we define $\text{Inv}(\beta) = (m_1, \ldots, m_n)$.

Now let $\mathcal{E}_1$ and $\mathcal{E}_2$ be two $G$-torsors over $D_R$, and let $\beta : \mathcal{E}_1 \rightarrow \mathcal{E}_2$ be a modification. Then for each geometric point $x \in \text{Spec } R$, by base change we obtain a triple $(\mathcal{E}_1|_{D_x}, \mathcal{E}_2|_{D_x}, \beta_x : \mathcal{E}_1|_{D_x} \rightarrow \mathcal{E}_2|_{D_x})$. Let $\text{Inv}_x(\beta) := \text{Inv}(\beta_x)$. 
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We define the (spherical) Schubert cell $\tilde{G}_\mu \subset Gr \otimes \tilde{k}$ as

$$\tilde{G}_\mu := \{(\mathcal{E}, \beta) \in Gr \otimes \tilde{k} \mid \text{Inv}(\beta) = \mu\}.$$ 

One can show that it is locally closed in $Gr \otimes \tilde{k}$ and forms an $L^+ G \otimes \tilde{k}$-orbit through $\mu(\varpi)$. Its closure, denoted by $Gr_\mu$, is called a (spherical) Schubert variety. It is a union of Schubert cells. Then one can define a partial order (usually called the Bruhat order) on $X_\bullet(T)/W$ as follows:

$$\lambda \leq \mu \iff Gr_\lambda \subset Gr_\mu.$$ 

**Remark 2.1.12.** Usually, the Bruhat order is defined combinatorially in terms of the root datum associated to $G$. For our discussion in the sequel, the above definition will suffice.

**Example 2.1.13.** Let $G = GL_n$. We identify $X_\bullet(T)/W$ with $X_\bullet(T)^+$ as in Example 2.1.11. Then Bruhat order can be explicitly described as follows: $\mu = (m_1, \ldots, m_n) \leq \mu^2 = (l_1, \ldots, l_n)$ if

$$m_1 + \cdots + m_j \leq l_1 + \cdots + l_j, \quad j = 1,\ldots, n, \quad \text{and} \quad m_1 + \cdots + m_n = l_1 + \cdots + l_n.$$ 

The Schubert variety $Gr_\mu$ is a projective variety in general defined over $\tilde{k}^\bullet$. It is perfectly smooth if and only if $Gr_\mu = \tilde{G}_\mu$, in which case $\mu$ is a minimal element in $X_\bullet(T)/W$ with respect to the Bruhat order. Such $\mu$ is called *minuscule*.

**Example 2.1.14.** Let $G = GL_n$. Let $\omega_i = 1^{i-1}n-i$ as in Example 2.1.5 and let $\omega_i^* = \omega_{n-i} - \omega_n$. Note that $\text{Inv}(\beta) = \omega_i$ if and only if $\beta$ extends to a genuine map $\Lambda_1 \to \Lambda_2$ such that $\varpi \Lambda_2 \subset \Lambda_1$ and $\Lambda_2/\Lambda_1$ is a $k$-vector space of dimension $i$. Similarly, $\text{Inv}(\beta) = \omega_i^*$ if and only if $\beta^{-1}$ induces the inclusions $\varpi \Lambda_1 \subset \Lambda_2 \subset \Lambda_1$ such that $\Lambda_1/\Lambda_2$ is of dimension $i$. It is not hard to see that $\omega_i, \omega_i^*$ are minuscule, and $Gr_{\omega_i} \cong Gr_{\omega_i^*} \cong Gr(n-i,n)$. Taking $k$-points recovers Example 2.1.5.

Next we briefly discuss the usual formulation of the geometric Satake and refer to [Zh3] for a much more detailed discussion (at least in the equal characteristic case). A motivic version will be discussed in the next subsection. For simplicity, we assume that $k = \tilde{k}$ in the rest of this subsection, and denote $L^+ G$ by $K$ and $L^0 G$ by $K_n$ (so contrary to the previous notations, in this rest of this subsection $K$ is a pro-algebraic group rather than a pro-finite group). Let $K^{(n)} = \ker(K \to K_n)$ denote the $n$th congruence subgroup. We fix a coefficient ring $E$ in which char $k$ is invertible. Sheaves will mean $E$-sheaves.

We first briefly recall the definition of the category $P_K(Gr)$ of perverse sheaves on the affine Grassmannian, usually called the *Satake category*, and denoted by $\text{Sat}_G$. First, we can choose a presentation $Gr = \varprojlim X_i$ such that each $X_i$ is a $K$-invariant closed subscheme (e.g. we can choose $X_i$ to be a finite union of Schubert varieties). In addition, the action of $K$ on $X_i$ factors through some $K_m$. Then one can define

$$\text{Sat}_G = P_K(Gr) = \varprojlim P_K(X_i),$$

where $P_K(X_i)$ is defined as the category of $K_m$-equivariant perverse sheaves on $X_i$ (which is independent of the choice of $m$ up to a canonical equivalence) and the connecting functor $P_K(X_i) \to P_K(X_{i'})$ is the pushforward along the closed embedding $X_i \to X_{i'}$. We refer to [Zh3, §A.1.17] for a detailed discussion of the definition of this category.

It turns out that this is a semisimple abelian monoidal category with the monoidal structure given by Lusztig’s convolution product of sheaves. We recall the definition. Let $Gr \times Gr$ be the

\[\text{Sat}_G = P_K(Gr) = \varprojlim P_K(X_i),\]

where $P_K(X_i)$ is defined as the category of $K_m$-equivariant perverse sheaves on $X_i$ (which is independent of the choice of $m$ up to a canonical equivalence) and the connecting functor $P_K(X_i) \to P_K(X_{i'})$ is the pushforward along the closed embedding $X_i \to X_{i'}$. We refer to [Zh3, §A.1.17] for a detailed discussion of the definition of this category.

It turns out that this is a semisimple abelian monoidal category with the monoidal structure given by Lusztig’s convolution product of sheaves. We recall the definition. Let $Gr \times Gr$ be the

\[\text{Sat}_G = P_K(Gr) = \varprojlim P_K(X_i),\]

where $P_K(X_i)$ is defined as the category of $K_m$-equivariant perverse sheaves on $X_i$ (which is independent of the choice of $m$ up to a canonical equivalence) and the connecting functor $P_K(X_i) \to P_K(X_{i'})$ is the pushforward along the closed embedding $X_i \to X_{i'}$. We refer to [Zh3, §A.1.17] for a detailed discussion of the definition of this category.

It turns out that this is a semisimple abelian monoidal category with the monoidal structure given by Lusztig’s convolution product of sheaves. We recall the definition. Let $Gr \times Gr$ be the

\[\text{Sat}_G = P_K(Gr) = \varprojlim P_K(X_i),\]

where $P_K(X_i)$ is defined as the category of $K_m$-equivariant perverse sheaves on $X_i$ (which is independent of the choice of $m$ up to a canonical equivalence) and the connecting functor $P_K(X_i) \to P_K(X_{i'})$ is the pushforward along the closed embedding $X_i \to X_{i'}$. We refer to [Zh3, §A.1.17] for a detailed discussion of the definition of this category.

It turns out that this is a semisimple abelian monoidal category with the monoidal structure given by Lusztig’s convolution product of sheaves. We recall the definition. Let $Gr \times Gr$ be the

\[\text{Sat}_G = P_K(Gr) = \varprojlim P_K(X_i),\]

where $P_K(X_i)$ is defined as the category of $K_m$-equivariant perverse sheaves on $X_i$ (which is independent of the choice of $m$ up to a canonical equivalence) and the connecting functor $P_K(X_i) \to P_K(X_{i'})$ is the pushforward along the closed embedding $X_i \to X_{i'}$. We refer to [Zh3, §A.1.17] for a detailed discussion of the definition of this category.

It turns out that this is a semisimple abelian monoidal category with the monoidal structure given by Lusztig’s convolution product of sheaves. We recall the definition. Let $Gr \times Gr$ be the

\[\text{Sat}_G = P_K(Gr) = \varprojlim P_K(X_i),\]

where $P_K(X_i)$ is defined as the category of $K_m$-equivariant perverse sheaves on $X_i$ (which is independent of the choice of $m$ up to a canonical equivalence) and the connecting functor $P_K(X_i) \to P_K(X_{i'})$ is the pushforward along the closed embedding $X_i \to X_{i'}$. We refer to [Zh3, §A.1.17] for a detailed discussion of the definition of this category.

It turns out that this is a semisimple abelian monoidal category with the monoidal structure given by Lusztig’s convolution product of sheaves. We recall the definition. Let $Gr \times Gr$ be the
twisted product of affine Grassmannians (also known as the convolution Grassmannian). In terms of moduli problem, it is defined as the presheaf

\[(\text{Gr} \times \text{Gr})(R) = \left\{ (\mathcal{E}_1, \mathcal{E}_2, \beta_1, \beta_2) \mid \mathcal{E}_1, \mathcal{E}_2 \text{ are } G\text{-torsors on } D_R, \beta_1 : \mathcal{E}_1 \to \mathcal{E}_0^0, \beta_2 : \mathcal{E}_2 \to \mathcal{E}_1 \right\}.\]

There exist a natural map

\[(2.1.14) \quad m : \text{Gr} \times \text{Gr} \to \text{Gr}, \quad (\mathcal{E}_1, \mathcal{E}_2, \beta_1, \beta_2) \mapsto (\mathcal{E}_2, \beta_1 \beta_2).\]

and a natural projection

\[(2.1.15) \quad \text{pr}_1 : \text{Gr} \times \text{Gr} \to \text{Gr}, \quad (\mathcal{E}_1, \mathcal{E}_2, \beta_1, \beta_2) \mapsto (\mathcal{E}_1, \beta_1),\]

which together induce an isomorphism \((\text{pr}_1, m) : \text{Gr} \times \text{Gr} \cong \text{Gr} \times \text{Gr} \). In particular, the convolution Grassmannian is representable. The map \(m\) is usually called the convolution map.

More generally, there exists the \(r\)-fold convolution Grassmannian \(\text{Gr} \times \cdots \times \text{Gr}\), classifying a chain of modifications of \(G\)-torsors

\[(2.1.16) \quad \mathcal{E}_r \mapsto \mathcal{E}_{r-1} \mapsto \cdots \mapsto \mathcal{E}_0 = \mathcal{E}^0.\]

There exist a natural projection \(\text{pr}_j \) to the \(j\)-fold convolution Grassmannian for each \(j = 1, \ldots, r-1\) by remembering \(\mathcal{E}_j \mapsto \cdots \mapsto \mathcal{E}_0 = \mathcal{E}^0\), and an \(r\)-fold convolution map

\[(2.1.17) \quad m : \text{Gr} \times \cdots \times \text{Gr} \to \text{Gr}, \]

sending \((2.1.15)\) to \((\mathcal{E}_r, \beta_1 \cdots \beta_r)\). As before, \(K\) acts naturally on \(\text{Gr} \times \cdots \times \text{Gr}\) as automorphisms of \(\mathcal{E}^0\), and there is a \(K\)-torsor \((\text{Gr} \times \cdots \times \text{Gr})^{(\infty)} \to \text{Gr} \times \cdots \times \text{Gr}\), which classifies \((2.1.15)\) together with an isomorphism \(\mathcal{E} \simeq \mathcal{E}^0\).

Using the isomorphism \((2.1.13)\), it is easy to see that \(\text{Gr} \times \text{Gr} \cong \text{Gr}^{(\infty)} \times \text{Gr} = \text{LG} \times \text{Gr}\) with the convolution map induced by the action map \(\text{LG} \times \text{Gr} \rightarrow \text{Gr}\). This motivates us to define the twisted product of \(K\)-invariant closed subsets of \(\text{Gr}\). Namely, for a closed subset \(X \subset \text{Gr}\), let \(X^{(\infty)}\) denote its preimage in \(\text{Gr}^{(\infty)}\). So \(X^{(\infty)} \rightarrow X\) is a \(K\)-torsor, and for every \(n\), let \(X^{(n)} = X^{(\infty)}/K^{(n)} \subset \text{LG}/K^{(n)}\), which is a \(K_n\)-torsor over \(X\). Then given two closed subsets \(X_1, X_2\) with \(X_2\) being \(K\)-invariant, we denote their twisted product as

\[(2.1.17) \quad X_1 \times_X^{(\infty)} X_2 := X_1^{(\infty)} \times_K X_2,\]

which is a closed subsets of \(\text{Gr} \times \text{Gr}\) (and therefore is representable). If \(X_2\) is quasi-compact, there is an integer \(m\) sufficiently large so that the action of \(K\) on \(X_2\) factors through \(K_m\). Then \(X_1^{(\infty)} \times_K X_2 = X_1^{(m)} \times_K M X_2\). Note that if \(X_i = \text{Gr}_{\mu_i}\) for \(\mu_i \in X^{*}(T)/W\), we can alternatively describe \(\text{Gr}_{\mu_1} \times \text{Gr}_{\mu_2}\) as

\[\text{Gr}_{\mu_1} \times \text{Gr}_{\mu_2} \cong \left\{ (\mathcal{E}_1, \mathcal{E}_2, \beta_1, \beta_2) \in \text{Gr} \times \text{Gr} \mid \text{Inv}(\beta_1) \leq \mu_1, \text{Inv}(\beta_2) \leq \mu_2 \right\}.\]

More generally, we can define the twisted product of a closed subset \(X_1\) in the \(r\)-fold convolution Grassmannian and a \(K\)-invariant closed subset \(X_2\) in the \(s\)-fold convolution Grassmannian by the same formula in \((2.1.17)\), with \(X_1^{(\infty)}\) understood as the preimage of \(X_1\) in \((\text{Gr} \times \cdots \times \text{Gr})^{(\infty)}\). In particular, if \(\mu = (\mu_1, \ldots, \mu_r)\) is a sequence of dominant coweights of \(G\), one can define the twisted product of Schubert varieties

\[\text{Gr}_{\mu} := \text{Gr}_{\mu_1} \times \cdots \times \text{Gr}_{\mu_r} \subset \text{Gr} \times \cdots \times \text{Gr},\]

and if \(\nu = (\nu_1, \ldots, \nu_s)\) is another sequence, then \(\text{Gr}_{\nu} \times \text{Gr}_{\nu} \cong \text{Gr}_{\nu_1 \cdots \nu_s}\). Let \(|\mu| = \sum \mu_i\). Then the convolution map \((2.1.16)\) induces

\[(2.1.18) \quad m : \text{Gr}_{\mu} \to \text{Gr}_{\nu}, \quad (\mathcal{E}_1, \mathcal{E}_2, \beta_1, \beta_2) \mapsto (\mathcal{E}_r, \beta_1 \cdots \beta_r).\]
which is known to be a semismall map. This implies that

\[(2.1.19) \quad \dim(\Gr_{\mu_*} \times_{\Gr} \Gr_{\nu_*}) \leq \frac{1}{2}(d_{\mu_*} + d_{\nu_*}),\]

where we denote \(d_{\mu_*} = \dim \Gr_{\mu_*}\). (See [XZ1, Proposition 3.1.10].)

Now, for \(A_1, A_2 \in P_K(\Gr)\), we denote by \(A_1 \boxtimes A_2\) the “external twisted product” of \(A_1\) and \(A_2\) on \(\Gr \times \Gr\). It is the unique perverse sheaf on \(\Gr \times \Gr\) whose pullback to \(\text{Supp}(A_1)^{(m)} \times \text{Supp}(A_2)\) is isomorphic to the external product of the pullback of \(A_1\) to \(\text{Supp}(A_1)^{(m)}\) and \(A_2\). Here \(\text{Supp}(A_i)\) is the support of \(A_i\), which is \(K\)-invariant, and \(m\) is sufficiently large so that the action of \(K\) on \(\text{Supp}(A_2)\) factors through \(K_m\). For example, if \(A_i = IC_{\mu_i}\), then \(IC_{\mu_1} \boxtimes IC_{\mu_2}\) is canonically isomorphic to the intersection cohomology sheaf of \(\Gr_{\mu_1} \times \Gr_{\mu_2}\). Then the convolution product of \(A_1\) and \(A_2\) is defined as

\[(2.1.20) \quad A_1 \ast A_2 := m!(A_1 \boxtimes A_2),\]

where \(m : \Gr \times \Gr \to \Gr\) is the convolution map (defined by (2.1.14)). A priori, this is a \(K\)-equivariant complex on \(\Gr\). But because of the semismallness of the convolution map (2.1.18), it is a perverse sheaf.

The twisted product \(\Gr \times \Gr\) is “topologically isomorphic to” the product \(\Gr \times \Gr\). If \(F = \mathbb{C}((\varpi))\), one can make this precise using the analytic topology on \(\Gr\). Namely, under the analytic topology, the \(K\)-torsor \(\Gr^{(\infty)} \to \Gr\) is trivial. In general, this can be understood motivically. Then when \(E = \mathfrak{q}_\ell (\ell \neq \text{char} k)\), applying the Künneth formula, one can endow the hypercohomology functor

\[H^*(\Gr_G, \cdot) : P_K(\Gr_G, \overline{\mathbb{Q}}_\ell) \to \text{Vect}_{\overline{\mathbb{Q}}_\ell}\]

with a canonical monoidal structure (see [Zh2 §2.3] and [Zh3 §5.2]).

This following theorem is usually referred as the geometric Satake equivalence. We assume that \(E = \mathfrak{q}_\ell\).

**Theorem 2.1.15.** The monoidal functor \(H^*\) factors as the composition of an equivalence of monoidal categories from \(\text{Sat}_{C_G}\) to the category \(\text{Rep}_{\overline{\mathbb{Q}}_\ell}^\text{et}(\hat{G})\) of finite dimensional representations of the Langlands dual group \(\hat{G}\) over \(\overline{\mathbb{Q}}_\ell\) and the forgetful functor from \(\text{Rep}_{\overline{\mathbb{Q}}_\ell}^\text{et}(\hat{G})\) to the category \(\text{Vect}_{\overline{\mathbb{Q}}_\ell}\) of finite dimensional \(\overline{\mathbb{Q}}_\ell\)-vector spaces. Under the equivalence, the intersection cohomology sheaf \(IC_{\mu}\) of the Schubert variety \(\Gr_{\mu}\) corresponds to the irreducible representation \(V_{\mu}\) of \(\hat{G}\) of “highest weight” \(\mu\).

**Remark 2.1.16.** (1) Indeed, it is more canonical to define the dual group \(\hat{G}\) of \(G\) as the Tannakian group of the Tannakian category \((\text{Sat}_{C_G}, H^*)\), and define \(V_{\mu}\) as \(H^*(\Gr, IC_{\mu})\), equipped with the tautological action \(\hat{G} = \text{Aut}_G^G(H^*)\). In the rest of the article, we will take this point of view.

(2) As explained in [Zh3 §5.3], the Tannakian group is canonically equipped with a pinning \((\hat{G}, \hat{B}, \hat{T}, \hat{X})\). We briefly recall the construction of \((\hat{B}, \hat{T})\) and refer to loc. cit. for more details. The grading on the cohomology \(H^*\) defines a cocharacter \(\mathbb{G}_m \to \hat{G}\), which can be shown to be regular. Then its centralizer gives a maximal torus \(\hat{T}\), and \(\hat{B} \supset \hat{T}\) is the unique Borel in \(\hat{G}\) with respect to which this cocharacter is dominant.

When \(F = k((t))\) is an equal characteristic local field, this theorem is a result of works of Lusztig, Ginzburg, Beilinson-Drinfeld and Mirković-Vilonen (cf. [Lus1, G95, BD, MV]). When \(F\) is a mixed characteristic local field, this theorem was proved in [Zh2].

The most difficult part of theorem is the construction of a commutativity constraint for the monoidal structure on \(P_K(\Gr_{C_G})\) such that \(H^*\) becomes a tensor functor. In equal characteristic, the construction relies on an interpretation of the convolution product as fusion product, which crucially uses the existence of Beilinson-Drinfeld Grassmannians over Cartesian powers of an algebraic curve over \(k\). As mentioned in Remark 2.1.10, the analogous geometric objects in mixed characteristic
have been constructed by Scholze recently. Scholze also announced recently that it is possible to define the fusion product and establish the geometric Satake in mixed characteristic in a fashion similar to the equal characteristic case.

The approach used in [Zh2] is different. We constructed a commutativity constraint using a categorical version of the classical Gelfand’s trick. This idea is not new, and already appeared in [Gi95]. Therefore, we do have a candidate of the commutativity constraint even in mixed characteristic. The problem is that it is not clear how to verify the properties it supposes to satisfy (e.g. the hexagon axiom), without using the fusion interpretation.

Our new observation is that the validity of these properties is equivalent to a numerical result for the affine Hecke algebra. Namely, in [LV, Lu2] Lusztig and Vogan introduced, for a Coxeter system \((W, S)\) with an involution, certain polynomials \(P_{w, w}(q)\) similar to the usual Kazhdan-Lusztig polynomials \(P_{y, w}(q)\). Then it was conjectured in [Lu2] that if \((W, S)\) is an affine Weyl group and \(y, w\) are certain elements in \(W\),

\[
P_{y, w}(q) = P_{y, w}(-q).
\]

See loc. cit. for more details. This conjecture is purely combinatoric, but its proof by Lusztig and Yun [LY] is geometric, which in fact uses the equal characteristic geometric Satake! We then go in the opposite direction by showing that this formula implies that the above mentioned commutativity constraint is the correct one.

So our proof of Theorem 2.1.15 in mixed characteristic uses the geometric Satake in equal characteristic. It is an interesting question to find a direct proof of the above combinatoric formula, which will yield a purely local proof of the geometric Satake, in both equal and mixed characteristic. In addition, a similar strategy should be applicable to proving the geometric Satake for ramified \(p\)-adic group (whose equal characteristic counterparts were established in [Zh1, Ri]).

2.2. The motivic Satake category. To explain some ideas behind the later application of the geometric Satake to arithmetic geometry of Shimura varieties, we would like to reformulate the geometric Satake motivically. We have to assume that readers are familiar with basic theory of (pure) motives in this subsection. A classical reference is [K1].

We assume that \(k\) is a perfect field in this subsection. We will construct a \(\mathbb{Q}\)-linear semisimple super Tannakian subcategory \(\text{Sat}^m\) inside the category of (numerical) motives. One can recover (a variant of) the usual Satake category by tensoring \(\text{Sat}^m\) with \(\mathbb{Q}_\ell\). To avoid some complicated geometry, we will mainly focus on the \(GL_n\) case and briefly mention modifications needed to deal with general reductive groups at the end of this subsection.

Let \(\text{Var}_k\) denote the category of smooth projective varieties over \(k\). Let \(\text{Mot}^\text{rat}_k\) (resp. \(\text{Mot}^\text{num}_k\)) denote the \(\mathbb{Q}\)-linear category of pure motives over \(k\) with respect to rational (resp. numerical) equivalence relations. Then \(\text{Mot}^*_k\) (for * = \text{rat, num}) is a symmetric monoidal \(\mathbb{Q}\)-linear pseudo-abelian category, and \(\text{Mot}^\text{num}_k\) is a super Tannakian semisimple \(\mathbb{Q}\)-linear abelian category (see [Ja]).

Following [Ja], objects in \(\text{Mot}^*_k\) are denoted by triples \((X, p, m)\), where \(X\) is a smooth projective variety over \(k\), \(p\) is an idempotent in the ring of degree zero self-correspondences of \(X\) (defined via one of above adequate relations), and \(m \in \mathbb{Z}\). Then there is the natural functor

\[
h : \text{Var}^\text{op}_k \to \text{Mot}^*_k, \quad X \mapsto h(X) := (X, \text{id}, 0).
\]

As usual, we write \(h(X)(m)\) for \((X, \text{id}, m)\). The functor \(h\) factors through the localization of \(\text{Var}_k\) with respect to universal homeomorphisms. Note that \(\text{char} k = p > 0\), the perfection functor from \(\text{Var}_k\) to the category \(\text{Sch}^\text{pf}_k\) of perfect \(k\)-schemes factors through this localization and in fact induces a full embedding of this localized category to \(\text{Sch}^\text{pf}_k\) (by [Zh2, Corollary A.16, Proposition A.17], see also [BS, Lemma 3.8, Proposition 3.11]). The essential image is denoted by \(\text{Var}^\text{pf}_k\), consisting of perfect schemes over \(k\) as the perfection of smooth projective schemes. Therefore, we obtain a
functor
\[ h : (\text{Var}_k^{\text{pf}})^{\text{op}} \to \text{Mot}_k. \]

Recall that given a sequence \( \mu^* = (\mu_1, \ldots, \mu_r) \), there is the twisted product \( \text{Gr}_{\mu^*} = \text{Gr}_{\mu_1} \times \cdots \times \text{Gr}_{\mu_r} \) of Schubert varieties, whose dimension is denoted by \( d_{\mu^*} \). If (and only if) each \( \mu_i \) is minuscule, \( \text{Gr}_{\mu^*} \) is the perfection of a smooth projective variety and therefore defines an object in \( \text{Var}_k^{\text{pf}} \). In the case of \( \text{GL}_n \), \( \text{Gr}_{\mu^*} \) is an iterated fibration by perfect Grassmannian varieties, classifying chains of lattices \( \{ \Lambda_i, i = 0, \ldots, r \} \) satisfying
\[ A_0 = \mathcal{O}^n, \quad \varpi^{d_{\mu^*} + d_{\nu^*}} \lambda_i \subset \varpi \Lambda_i \subset \varpi^{d_{\mu^*} + d_{\nu^*}} \Lambda_i \]
for some \( d_i \in \mathbb{Z} \).

(Here and in the rest of this subsection, we only describe \( k \)-points of \( \text{Gr}_{\mu^*} \) for simplicity.) Let \( \text{H}(\text{Gr}_{\mu^*}, \text{Gr}_{\nu^*}) \) be the \( \mathbb{Q} \)-vector space with a basis given by irreducible components of \( \text{Gr}_{\mu^*} \times_{G^r} \text{Gr}_{\nu^*} \) of dimension exactly \( \frac{1}{2}(d_{\mu^*} + d_{\nu^*}) \). We need the following geometric fact.

**Lemma 2.2.1.** Let \( m, n, r \) be three integers satisfying \( 2(m - n) = d_{\mu^*} - d_{\nu^*} \) and \( 2(n - r) = d_{\nu^*} - d_{\lambda^*} \). Then the natural map
\[ \text{H}(\text{Gr}_{\mu^*}, \text{Gr}_{\nu^*}) \to \text{Hom}_{\text{Mot}_k}(h(\text{Gr}_{\mu^*})(m), h(\text{Gr}_{\nu^*})(n)) \]
is injective. In addition, there is a unique \( \mathbb{Q} \)-linear map
\[ \text{H}(\text{Gr}_{\mu^*}, \text{Gr}_{\nu^*}) \otimes \text{H}(\text{Gr}_{\nu^*}, \text{Gr}_{\lambda^*}) \to \text{H}(\text{Gr}_{\mu^*}, \text{Gr}_{\lambda^*}) \]
making the following diagram commutative
\[ \begin{array}{ccc}
\text{H}(\text{Gr}_{\mu^*}, \text{Gr}_{\nu^*}) & \otimes & \text{H}(\text{Gr}_{\nu^*}, \text{Gr}_{\lambda^*}) \\
\downarrow & & \downarrow \\
\text{Hom}_{\text{Mot}_k}(h(\text{Gr}_{\mu^*})(m), h(\text{Gr}_{\nu^*})(n)) & \otimes & \text{Hom}_{\text{Mot}_k}(h(\text{Gr}_{\nu^*})(n), h(\text{Gr}_{\lambda^*})(r)) \\
\end{array} \]
\[ \text{Hom}_{\text{Mot}_k}(h(\text{Gr}_{\mu^*})(m), h(\text{Gr}_{\nu^*})(n)) \to \text{Hom}_{\text{Mot}_k}(h(\text{Gr}_{\mu^*})(m), h(\text{Gr}_{\lambda^*})(r)). \]

**Proof.** We give a sketch. Since \( \text{Gr}_{\mu^*} \times \text{Gr}_{\nu^*} \) admits a cellular decomposition (by the convolution product of semi-infinite orbits, e.g. using [XZ1 §3.2.5, §3.2.6]), rational equivalence, homological equivalence and numerical equivalence. Then it is enough to show that the cycle classes of those \( \frac{1}{2}(d_{\mu^*} + d_{\nu^*}) \)-dimensional irreducible components of \( \text{Gr}_{\mu^*} \times_{G^r} \text{Gr}_{\nu^*} \) in the étale cohomology of \( \text{Gr}_{\mu^*} \times \text{Gr}_{\nu^*} \) are linearly independent. But this follows from the usual decomposition theorem for the convolution map (2.1.18) (which is semismall).

Given the injectivity and the definition of the composition of correspondences, to prove the commutativity of the diagram, it is enough to note and inside \( \text{Gr}_{\mu^*} \times \text{Gr}_{\nu^*} \times \text{Gr}_{\lambda^*} \) the intersections of cycles from \( \text{H}(\text{Gr}_{\mu^*}, \text{Gr}_{\nu^*}) \) and \( \text{H}(\text{Gr}_{\nu^*}, \text{Gr}_{\lambda^*}) \) are proper, and then to apply the dimension estimate (2.1.19). \( \square \)

Now we define a \( \mathbb{Q} \)-linear additive category \( \text{Sat}_G^0 \) and define the *motivic Satake category* \( \text{Sat}_G^m \) as the idempotent completion of \( \text{Sat}_G^0 \). We note that idea of defining \( \text{Sat}_G^0 \) already appeared in [FKK §4.3].

- Objects are pairs \( (X, f) \), where \( X \) is a disjoint union of perfect smooth projective schemes of the form \( \text{Gr}_{\mu^*} \) for \( \mu^* \) being a sequence of minuscule coweights, and \( f \) is a \( \mathbb{Z} \)-valued locally constant function on \( X \). If \( X = \text{Gr}_{\mu^*} \), then \( f \) is given by an integer \( m \). In this case we denote the pair by \( (\text{Gr}_{\mu^*}, m) \). If in addition \( m = 0 \), sometimes we simply denote \( (\text{Gr}_{\mu^*}, 0) \) by \( \text{Gr}_{\mu^*} \).

- \( \text{Hom}_{\text{Sat}_G^0}( (\text{Gr}_{\mu^*}, m), (\text{Gr}_{\nu^*}, n) ) = \begin{cases} 
0 & \text{if } 2(m - n) \neq d_{\mu^*} - d_{\nu^*} \\
\text{H}(\text{Gr}_{\mu^*}, \text{Gr}_{\nu^*}) & \text{if } 2(m - n) = d_{\mu^*} - d_{\nu^*}
\end{cases} \)
If we write \((X, f) = \sqcup_i (X_i, m_i)\) and \((Y, g) = \sqcup_j (Y_j, n_j)\) as disjoint unions of connected objects, then we define
\[
\text{Hom}_{\text{Sat}_G^0}((X, f), (Y, g)) = \bigoplus_{ij} \text{Hom}_{\text{Sat}_G^0}((X_i, m_i), (Y_j, n_j)).
\]

Lemma 2.2.1 guarantees that this is a well-defined category, and the natural functor
\[
\text{Sat}_G^0 \to \text{Mot}_k^* : (X, f) \mapsto \oplus h(X_i)(m_i)
\]
is a faithful (but not full) additive functor. In the sequel, given an irreducible component \(Z \subset \text{Gr}_{\mu^e} \times_{\text{Gr}_{\nu^e}}\text{Gr}_{\nu^e} \) of dimension \(\frac{1}{2}(d_{\mu^e} + d_{\nu^e})\), we will use \([Z]\) to denote the morphism in \(\text{Sat}_G^0\) induced by \(Z\). Note that to make use of Lemma 2.2.1 we do need to include various “Tate twists” of \((\text{Gr}_{\mu^e}, m)\) as objects in \(\text{Sat}_G^0\).

Next, we endow \(\text{Sat}_G^0\) with a monoidal structure (which a priori is different from the usual tensor product structure in \(\text{Mot}_k^*\)). Note that the diagonal \(\Delta : \text{Gr}_{\mu^e} \to \text{Gr}_{\mu^e} \times_{\text{Gr}_{\nu^e}}\text{Gr}_{\nu^e}\) gives the identity morphism \(1_{(\text{Gr}_{\mu^e}, m)}\) of \((\text{Gr}_{\mu^e}, m)\) in \(\text{Sat}_G^0\). We define the tensor product on connected objects as
\[
(\text{Gr}_{\mu^e}, m) \times (\text{Gr}_{\nu^e}, n) := (\text{Gr}_{\mu^e \cdot \nu^e}, m + n),
\]
and naturally extend to all objects by linearity. To define the tensor product on morphisms, it is enough to define \(1_{(\text{Gr}_{\mu^e}, m)} \times [Z]\) and \([Z'] \times 1_{(\text{Gr}_{\nu^e}, n)}\), where \([Z]\) is a morphism in \(\text{Sat}_G^0\). The natural (not full) embedding \(\text{Sat}_G^0 \subset \text{Mot}_k^*\) can be realized by a cycle \([\Delta \times Z]\), \([Z'] \times 1_{(\text{Gr}_{\nu^e}, n)} := [Z' \times \Delta]\), where we use the fact that \(Z\) is \(K\)-invariant to form the twisted product defined via (2.1.17).

**Lemma 2.2.2.**

1. The natural (not full) embedding \(\text{Sat}_G^0 \subset \text{Mot}_k^*\) admits a canonical monoidal structure, i.e. there is a canonical isomorphism
   \[
   h(\text{Gr}_{\mu^e \cdot \nu^e})(m + n) \cong h(\text{Gr}_{\mu^e})(n) \otimes h(\text{Gr}_{\nu^e})(n),
   \]
in \(\text{Mot}_k^*\) compatible with the monoidal structures of both categories.
2. There is a unique commutativity constraint in \(\text{Sat}_G^0\), making the above monoidal functor symmetric.
3. The functor \(\text{Sat}_G^0 \to \text{Mot}_k^*\) extends to a symmetric monoidal functor
   \[
   \text{Sat}_G^m \to \text{Mot}_k^*.
   \]

Since \(\text{Mot}_k^*\) is the idempotent complete and by definition \(\text{Sat}_G^m\) is the idempotent completion of \(\text{Sat}_G^0\), the last statement follows from the other two. By replacing (equivariant) cohomology in [Zh2, §2.3, §2.4] by (equivariant) Chow rings (cf. [EG]), one can construct the map \(A^*(\text{Gr}_{\mu^e}) \otimes \mathbb{Q} A^*(\text{Gr}_{\nu^e}) \to A^*(\text{Gr}_{\mu^e \cdot \nu^e})\), and \(A^*(\text{Gr}_{\mu^e \cdot \nu^e}) \to A^*(\text{Gr}_{\mu^e \cdot \nu^e})\), where \(A^*(-)\) denotes the rational Chow groups. Since all the varieties admit cellular decomposition, these maps give the candidates of the desired structures in (1) and (2). By passing to the cohomology and using [Zh2, §2.3, §2.4], one sees that these are indeed the required structures. Instead of recalling all details, we give an example.

**Example 2.2.3.** Let \(G = \text{GL}_2\). We consider \(\text{Gr}_{\omega_1, \omega_1}\), which classifies a chain of lattices \(\{\Lambda_2 \subset \Lambda_1 \subset \Lambda_0 = \mathcal{O}^2\}\) such that \(\Lambda_i/\Lambda_{i+1}\) is 1-dimensional. It is isomorphic to the perfection of \(\mathbb{P}(\mathcal{O}_{\mathbb{P}^1}(-1) \oplus \mathcal{O}_{\mathbb{P}^1}(1))\), as mentioned in Example 2.1.6 (see [Zh2, §B.3] for a detailed discussion). Recall that it contains a \((-2)\)-curve define by the condition \(\Lambda_2 = \omega \Lambda_0\), denoted by \(\text{Gr}_{\omega_2, \omega_1, \omega_1} \subset \text{Gr}_{\omega_1, \omega_1}\). (More precisely, in each case we consider the deperfection given by \(\mathbb{P}(\mathcal{O}_{\mathbb{P}^1}(-1) \oplus \mathcal{O}_{\mathbb{P}^1}(1))\). Then the corresponding reduced closed subscheme of \(\mathbb{P}(\mathcal{O}_{\mathbb{P}^1}(-1) \oplus \mathcal{O}_{\mathbb{P}^1}(1))\) is a \((-2)\)-curve.)

The isomorphism \(h(\text{Gr}_{\omega_1, \omega_1}) \cong h(\text{Gr}_{\omega_1}) \oplus h(\text{Gr}_{\omega_1})\) can be realized by a cycle
\[
Z_1 + Z_2 \subset \text{Gr}_{\omega_1, \omega_1} \times \text{Gr}_{\omega_1} \times \text{Gr}_{\omega_1},
\]
where
\[ Z_1 = \{(z, \text{pr}_1(z), \text{pr}_1(z)) \mid z \in \text{Gr}_{\omega_1, \omega_1}\}, \quad Z_2 = \{(z, \text{pr}_1(z), y) \mid z \in \text{Gr}_{\omega_1, \omega_1}^\omega, y \in \text{Gr}_{\omega_1}\}. \]

The automorphism of \( \text{Gr}_{\omega_1, \omega_1} \) in \( \text{Sat}_G^0 \)
\[ c' : \text{Gr}_{\omega_1, \omega_1} = \text{Gr}_{\omega_1} \times \text{Gr}_{\omega_1} \cong \text{Gr}_{\omega_1} \times \text{Gr}_{\omega_1} = \text{Gr}_{\omega_1, \omega_1}, \]
induced by the commutativity constraint \( c \), is given by
\[ (2.2.1) \]
where the diagonal \( \Delta \) and \( \text{Gr}_{\omega_1, \omega_1} \times \text{Gr}_{\omega_1, \omega_1} \) are the irreducible components of \( \text{Gr}_{\omega_1, \omega_1} \times \text{Gr}_{\omega_1, \omega_1} \), giving a basis of \( \text{Hom}_{\text{Sat}_G^0}(\text{Gr}_{\omega_1, \omega_1}, \text{Gr}_{\omega_1, \omega_1}) \).

Let us explain the relation between \( \text{Sat}_G^0 \) and the usual Satake category. Let \( \text{Sat}_G^T \subset P_K(\text{Gr}) \) denote the full subcategory spanned by \( \text{IC}_{\mu}(i), \quad \mu \in X_\bullet(T)/W, i \in \mathbb{Z} \), where \( \text{IC}_{\mu} \) is the intersection cohomology sheaf on \( \text{Gr}_{\mu} \) (whose restriction to the Schubert cell is \( \overline{Q}_\ell[\mu] \)). By [Zh3] Lemma 5.5.14 (whose argument works in mixed characteristic without change), one can bootstrap the geometric Satake to obtain the following commutative diagram
\[ \begin{array}{ccc}
\text{Sat}_G^T & \xrightarrow{\cong} & \text{Rep}_{Q_\ell}(\hat{G}^T) \\
\downarrow & & \downarrow \\
\text{Sat}_G \otimes \mathcal{O}_L & \xrightarrow{\cong} & \text{Rep}_{Q_\ell}(\hat{G}).
\end{array} \]

Here
- The group \( \hat{G}^T \) is the semi-direct product of \( \hat{G} \) with \( \mathbb{G}_m \) with the action of \( \mathbb{G}_m \) on \( \hat{G} \) defined as follows (see [Zh3] (5.5.10) for details): Let \( \hat{G}_{\text{ad}} \) denote the adjoint quotient of \( \hat{G} \), which acts on \( \hat{G} \) by conjugation. Then the composition \( \mathbb{G}_m \to \hat{G} \to \hat{G}_{\text{ad}} \), where the first map is the cocharacter in Remark 2.1.10 (2), admits a square root \( \rho_{\text{ad}} : \mathbb{G}_m \to \hat{G}_{\text{ad}} \) which induces an action of \( \mathbb{G}_m \) on \( \hat{G} \). Note that \( \hat{G}^T \) is equipped with a Borel subgroup \( \hat{B}^T := \hat{B} \times \mathbb{G}_m \) and a maximal torus \( \hat{T}^T = \hat{T} \times \mathbb{G}_m = \hat{T} \times \mathbb{G}_m \).
- The bottom equivalence is as in Theorem 2.1.15
- The left vertical functors are the natural pullback functor along \( \text{Gr} \otimes \overline{k} \to \text{Gr} \) and the right vertical functor is the restriction functor along \( \hat{G} \to \hat{G}^T \).

By the semismallness of the convolution map [Zh2] and the decomposition theorem, there is a fully faithful monoidal functor
\[ \text{Sat}_G^0 \otimes \overline{Q}_\ell \to \text{Sat}_G^T, \quad (\text{Gr}_{\mu^\bullet}, m) \mapsto m \otimes \overline{Q}_\ell[\text{Gr}_{\mu^\bullet}[d_{\mu^\bullet}]](m) \in P_K(\text{Gr}), \]
which by [Zh2] Lemma 2.16 extends to an equivalence
\[ \text{Sat}_G^m \otimes \overline{Q}_\ell \cong \text{Sat}_G^T. \]

Therefore, after a Koszul sign change of the commutativity constraint as in [Zh2] (2.4.4), we have the equivalence of symmetric monoidal categories
\[ \text{Sat}_G^m \otimes \overline{Q}_\ell \cong \text{Rep}(\hat{G}^T), \]
which we regard as the motivic geometric Satake.

Remark 2.2.4. As already mentioned above, we do need to introduce the Tate twist to define \( \text{Sat}_G^0 \) as a subcategory of \( \text{Mot}_1^\ast \). Therefore the Tannakian group for \( \text{Sat}_G^m \otimes \overline{Q}_\ell \) is not the original Langlands dual group \( \hat{G} \), but the modified one \( \hat{G}^T \). As being realized in recent years, the group \( \hat{G}^T \) might be the more correct object to use in the formulation of the Langlands correspondence.
reductive group $G$. The affine Grassmannian can be calculated via some representation theory of the Langlands dual group. We refer to [Zi] §5.5 for more detailed discussions of different versions of Langlands dual groups.

The equivalence induces an isomorphism of $\mathbb{Z}[[v, v^{-1}]]$-algebras

$$K(\text{Sat}_G^m) \cong K(\text{Rep}(\hat{G}^T)),$$

where the inclusion of $\mathbb{Z}[[v, v^{-1}]]$ to the left hand side is induced by the inclusion of the full subcategory $\{(Gr_0, m), m \in \mathbb{Z}\}$ into $\text{Sat}_G^m$ and the inclusion of $\mathbb{Z}[[v, v^{-1}]]$ to the right hand side is induced by the inclusion of the full subcategory $\text{Rep}(\mathcal{L}_m) \subset \text{Rep}(\hat{G}^T)$. Then specializing to $v = q$ gives a canonical Satake isomorphism, which unlike (2.1.4), is independent of any choice. In the case of $GL_2$, this isomorphism together with (2.2.2) induces the normalized Satake isomorphism $\text{Sat}_G^{\text{nd}}$ in Remark 2.2.4.

Example 2.2.5. Here is the toy model of our following applications of the geometric Satake.

We consider $G = GL_2$. Let $Gr_{\omega_1, \omega_1}^*$ (resp. $Gr_{\omega_1^*, \omega_1}$) be the moduli classifying a chain of lattices

$$(2.2.3) \quad \{\Lambda_2 \supset \Lambda_1 \subset \Lambda_0 = O^2\}, \quad \text{resp.} \quad \{\Lambda'_2 \subset \Lambda'_1 \supset \Lambda_0 = O_2\}$$

such that both $\Lambda_0/\Lambda_1$ and $\Lambda_2/\Lambda_1$ (resp. $\Lambda'_1/\Lambda_0$ and $\Lambda'_1/\Lambda_2$) are one-dimensional over $k$. Note that there are the canonical isomorphisms

$$(2.2.4) \quad Gr_{\omega_1, \omega_1}^* \cong Gr_{\omega_1, \omega_1}, \quad \Lambda_2 \supset \Lambda_1 \subset \Lambda_0 \mapsto \varpi \Lambda_2 \subset \varpi \Lambda_1 \subset \Lambda_0,$$

and

$$(2.2.5) \quad Gr_{\omega_1^*, \omega_1} \cong Gr_{\omega_1, \omega_1}, \quad \Lambda'_2 \subset \Lambda'_1 \supset \Lambda_0 \mapsto \varpi \Lambda'_2 \subset \varpi \Lambda'_1 \subset \Lambda_0,$$

so both $Gr_{\omega_1, \omega_1}^*$ and $Gr_{\omega_1^*, \omega_1}$ are isomorphic to the perfection of $\mathbb{P}(O_{\mathbb{P}^1}(-1) \oplus O_{\mathbb{P}^1}(1))$. Note that

$$Gr_{\omega_1, \omega_1}^* := Gr_{\omega_1, \omega_1} \times_{Gr_0} Gr_0, \quad \text{resp.} \quad Gr_{\omega_1^*, \omega_1}^* := Gr_{\omega_1^*, \omega_1} \times_{Gr} Gr_0$$

is the closed subscheme of $Gr_{\omega_1, \omega_1}^*$ (resp. $Gr_{\omega_1^*, \omega_1}$) classifying those chains in (2.2.3) with $\Lambda_2 = \Lambda_0$ (resp. $\Lambda'_2 = \Lambda_0$) and therefore is isomorphic to the perfection of $\mathbb{P}^1$, which as mentioned in Example 2.1.6 is a $(-2)$-curve on the surface.

We consider the composition of the following map in $\text{Sat}_G^0$, given by

$$Gr_0 \xrightarrow{Gr_{\omega_1, \omega_1}^*} Gr_{\omega_1, \omega_1}^* \xrightarrow{Gr_{\omega_1^*, \omega_1}^*} Gr_{\omega_1^*, \omega_1} \xrightarrow{G_{\omega_1^*, \omega_1}} Gr_0,$$

where we regard $Gr_{\omega_1, \omega_1}^* \in \text{Hom}(Gr_0, Gr_{\omega_1, \omega_1}^*)$ and $Gr_{\omega_1^*, \omega_1}^* \in \text{Hom}(Gr_{\omega_1^*, \omega_1}, Gr_0)$ and $c$ is the commutativity constraint. One can see that this is given by multiplication by 2, by combining the isomorphism (2.2.4) and (2.2.5), the commutativity constraint (2.2.1), and the fact that $G_{\omega_1^*, \omega_1}$ is a $(-2)$-curve in $Gr_{\omega_1^*, \omega_1}$.

On the other hand, according to the geometric Satake, this map can be computed by the following map

$$1 \rightarrow \text{Std} \otimes \text{Std}^* \cong \text{Std}^* \otimes \text{Std} \rightarrow 1$$

in the category of finite dimensional representations of $GL_2 \times G_m$, which is also given by multiplying $\dim \text{Std} = 2$. To summarize, the intersection numbers between certain cycles in the (convolution) affine Grassmannian can be calculated via some representation theory of the Langlands dual group.

Finally, let us briefly mention how to generalize the above construction from $GL_n$ to a general reductive group $G$ over $\mathcal{O}$. For a general reductive group, there are not enough minuscule coweights. For example, if $G = E_8$, there is no non-zero minuscule coweight. So in general, we need to define $\text{Sat}_G^0$ as the category with objects being disjoint unions of $(Gr_{\mu}, m)$ where $\mu = (\mu_1, \ldots, \mu_r)$ with
$\mu_i$ minuscule or quasi-minuscule (see, for example, [Zh2, §2.2.2] for the notion of quasi-minuscule coweights), and with morphisms between $(\text{Gr}_{\mu_i}, m)$ and $(\text{Gr}_{\mu_i}, n)$ given by the same formula as before.

We need to show that this is a well-defined category (i.e. morphisms can be composed) which admits a faithful embedding into $\text{Mot}_k^*$. If $\mu$ is quasi-minuscule, $\text{Gr}_{\mu}$ is not perfectly smooth, but is the perfection a projective cone over some partial flag variety $G/P$, which admits an explicit resolution of singularities by blowing up the singular point of the cone (e.g. see [Zh2, Lemma 2.12]). Let $\pi : \text{Gr}_{\mu} \to \text{Gr}_{\mu}$ denote this “resolution”, which is $K$-equivariant from the construction. It is not difficult to write down the idempotent $p$, which can be represented by a $K$-invariant cycle in $\text{Gr}_{\mu} \times \text{Gr}_{\mu}$, such that the étale realization of $(\text{Gr}, p, 0)$ gives the intersection cohomology of $\text{Gr}_{\mu}$ (which is a direct summand of $H^*(\text{Gr}_{\mu})$ by the decomposition theorem). Then there is a lemma similar to Lemma 2.2.1 with obvious modifications. Repeating the previous constructions then gives the motivic Satake category $\text{Sat}_G^m$.

3. The categorical trace construction

In recent years, the notion of categorical center/trace has played important roles in representation theory. We refer to [BN, BFO, Ln3, Lu4, Lu5, Lu6] for the applications to the theory of character sheaves and to [BKV] for the applications to the stable Bernstein center. In the remaining part of this article, we explain a different perspective and application of these categorical constructions, based on a joint work with Liang Xiao [XZ1].

3.1. The categorical trace. To motivate the definition, let us first briefly recall the notion of the trace (or sometimes called the cocenter) of an algebra. Let $E$ be a base commutative ring and $A$ an $E$-algebra. A trace function from $A$ to an $E$-module $V$ is an $E$-linear map $f : A \to V$ such that $f(ab) = f(ba)$. The trace of $A$ is an $E$-module $\text{Tr}(A)$ equipped with a trace function $\text{tr} : A \to \text{Tr}(A)$, such that every trace function $f : A \to V$ uniquely factors as $A \xrightarrow{\text{tr}} \text{Tr}(A) \xrightarrow{f} V$ for some linear map $f : \text{Tr}(A) \to V$. Clearly, if we define $\text{Tr}(A)$ as the quotient of $A$ by the $E$-submodule spanned by elements of the form $ab - ba$, $a, b \in A$ and let $\text{tr}$ be the quotient map, then $(\text{Tr}(A), \text{tr})$ is the trace of $A$. Alternatively, we can express $\text{Tr}(A)$ as the colimit of the following diagram in the category of $E$-modules

\begin{equation}
\text{Tr}(A) = \text{colim}(A \otimes A \xrightarrow{\rightarrow} A)
\end{equation}

where the two maps $A \otimes A \to A$ are given $a \otimes b \mapsto ab$ and $a \otimes b \mapsto ba$. Note that this diagram is just the first two terms of the bar complex of $A$ that computes the Hochschild homology of $A$.

Now we move to the categorical setting and introduce the notion of categorical trace of a monoidal category. The basic idea is as follows: monoidal categories are algebra objects in the symmetric monoidal 2-category of certain categories; in general one should define the trace of an algebra object in a symmetric monoidal (higher) category as the colimit of its bar complex (3.1.1). Thanks to the robust higher category theory, this idea works in a quite general setting. For example, we refer to [BN] for excellent discussions.

For our later applications, it is enough to introduce this notion at the level of ordinary $E$-linear categories and it is important to construct the categorical trace explicitly. On the other hand, we need to notion of the twisted categorical trace of a monoidal endofunctor. So let us spread out the definition in detail. We will work in the 2-category of essentially small $E$-linear categories. Let $(C, \otimes, 1)$ be an $E$-linear monoidal category and $\sigma : C \to C$ a monoidal endofunctor. For every $n$, let $C^\otimes n$ denote the $E$-linear category with objects $(X_i)_{i=1,...,n}$, and morphisms $\text{Hom}_{C^\otimes n}((X_i)_i, (Y_i)_i) = \otimes_i \text{Hom}_C(X_i, Y_i)$. Then the left $\sigma$-twisted categorical trace $\text{Tr}_\sigma(C)$ is defined to be the 2-colimit of the diagram

\[ C^\otimes 3 \xrightarrow{\otimes} C^\otimes 2 \xrightarrow{\otimes} C, \]
where the functors $C^\otimes 2 \to C$ are given by $(X, Y) \mapsto X \otimes Y$ and $Y \otimes \sigma X$ respectively, and $C^\otimes 3 \to C^\otimes 2$ are given by $(X, Y, Z) \mapsto (X, Y \otimes Z), (Y, Z \otimes \sigma X)$ and $(X \otimes Y, Z)$ respectively.

More concretely, let $D$ be a (plain) $E$-linear category. A left $\sigma$-twisted trace functor from $C$ to $D$ is a functor $F : C \to D$, together with a family of canonical isomorphisms (functorial in each argument)

$$\alpha_{X,Y} : F(X \otimes Y) \cong F(Y \otimes \sigma X)$$

such that the following diagram is commutative

$$\begin{array}{ccc}
F((X \otimes Y) \otimes Z) & \xrightarrow{\alpha_{X,Y,Z}} & F(Z \otimes \sigma(X \otimes Y)) \\
\downarrow & & \downarrow \\
F((X \otimes (Y \otimes Z)) & \xrightarrow{\alpha_{X,Y,Z}} & F((Y \otimes Z) \otimes \sigma X))
\end{array}$$

Note that it follows that the following two diagrams are commutative

$$\begin{array}{ccc}
F(1 \otimes X) & \xrightarrow{\alpha_{1,X}} & F(X \otimes 1) \\
\downarrow & & \downarrow \\
F(X) & \xrightarrow{=} & F(X \otimes 1)
\end{array} \quad \begin{array}{ccc}
F(X \otimes Y) & \xrightarrow{\alpha_{Y,X,Y}} & F(\sigma X \otimes \sigma Y) \\
\downarrow & & \downarrow \\
F((X \otimes Y) \otimes 1) & \xrightarrow{=} & F(1 \otimes \sigma(X \otimes Y)).
\end{array}$$

Let $\text{Func}^{tr}(C, D)$ denote the category of left $\sigma$-twisted trace functors. Then $\text{Tr}_\sigma(C)$ if exists, is the unique (up to a unique equivalence) category such that for any (plain) $E$-linear category $D$,

$$\text{Func}^{tr}(C, D) \cong \text{Func}(\text{Tr}_\sigma(C), D),$$

where $\text{Func}(-,-)$ denote the category of $E$-linear functors between $E$-linear categories.

For our application, we need an explicit description of hom spaces of $\text{Tr}_\sigma(C)$. Usually, describing the hom spaces of a colimit diagram of categories is difficult. However, in our case this is possible under a mild assumption on $C$.

**Proposition 3.1.1.** Assume that $C$ is a small $E$-linear category, and that every object in $C$ admits a left dual object. Then $(\text{Tr}_\sigma(C), \text{tr})$ exists. If $C$ is additive, so is $\text{Tr}_\sigma(C)$.

Recall that in a monoidal category, the left dual of an object $V$ is an object $V^*$ equipped with morphisms

$$\text{coev}_V : 1 \to V \otimes V^*, \quad \text{ev}_V : V^* \otimes V \to 1$$

such that both of the following compositions are the identity map

$$V \cong 1 \otimes V \xrightarrow{\text{coev}_V \otimes \text{id}_V} (V \otimes V^*) \otimes V \cong V \otimes (V^* \otimes V) \xrightarrow{\text{id}_V \otimes \text{ev}_V} V \otimes 1 \cong V$$

$$V^* \cong V^* \otimes 1 \xrightarrow{\text{id}_{V^*} \otimes \text{coev}_V} V^* \otimes (V \otimes V^*) \cong (V^* \otimes V) \otimes V^* \xrightarrow{\text{ev}_V \otimes \text{id}_{V^*}} 1 \otimes V^* \cong V^*.$$

The triple $(V^*, \text{coev}_V, \text{ev}_V)$ is unique up to a unique isomorphism.

**Proof.** We give a detailed proof since it will serve as a motivation for the construction of $S$-operators in the next subsection. To simplify notations, we suppress the associativity constraint in all formulas and diagrams appearing below.

We first define the category $\text{Tr}'_\sigma(C)$ whose objects are the same as those of $C$. To avoid confusion, an object $X \in C$ will be denoted by $\tilde{X}$ when it is regarded as an object of $\text{Tr}'_\sigma(C)$. We define the space of morphisms as

$$\text{Hom}_{\text{Tr}'_\sigma(C)}(\tilde{X}, \tilde{Y}) := \bigoplus_{(V, W) \in C \times C} \text{Hom}(X, V \otimes W) \otimes_E \text{Hom}(W \otimes \sigma V, Y))/\sim.$$
where the equivalence relation is generated as follows: if we denote by \( S_{u,v} \) the element in \( \text{Hom}_{\text{Tr}'(C)}(\tilde{X}, \tilde{Y}) \) corresponding to \( u: X \to V \otimes W \) and \( v: W \otimes \sigma V \to Y \), then \( S_{u,v} = S_{u',v'} \) if there is the following commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{u} & V \otimes W \\
\downarrow_{u'} & & \downarrow_{v'} \\
V' \otimes W' & \xrightarrow{v} & Y \\
\end{array}
\]

where the vertical maps are induced by an element in \( \text{Hom}_C(V, V') \otimes \text{Hom}_C(W, W') \). In particular, it follows from the two commutative diagrams

\[
\begin{array}{ccc}
V \otimes V^* \otimes X & \xrightarrow{\text{coev}_V \otimes \text{id}_X} & X \\
\downarrow \text{id}_V \otimes \text{id}_X & & \downarrow \text{id}_X \\
V \otimes W & \xrightarrow{u} & V \otimes W \\
\end{array}
\]

\[
\begin{array}{ccc}
V \otimes X \otimes V^* & \xrightarrow{\text{id}_V \otimes \text{id}_X} & V \otimes W \otimes \sigma V \\
\downarrow \text{id}_V \otimes \text{id}_X & & \downarrow \text{id}_X \\
V \otimes X & \xrightarrow{v} & Y \\
\end{array}
\]

\[
\begin{array}{ccc}
V \otimes \sigma V^* \otimes X & \xrightarrow{\text{id}_V \otimes \text{id}_X} & X \\
\downarrow \text{id}_V \otimes \text{id}_X & & \downarrow \text{id}_X \\
V \otimes \sigma V^* \otimes W' & \xrightarrow{\text{id}_X} & W' \otimes \sigma V \\
\end{array}
\]

that \( S_{\text{coev}_V \otimes \text{id}_X, \text{id}_V} = S_{u,v} = S_{u',v'} \). Here, \( V^* \) is the left dual of \( V \), \( u^* : V^* \otimes X \to W \) dual to \( u \) and \( v^* : W \otimes \sigma V \to Y \), and \( u_v = (\text{id}_V \otimes v^*) \circ u \) and \( v_u = v \circ (u^* \otimes \text{id}_V) \).

We also need to explain the composition of morphisms in \( \text{Tr}'(C) \). Given \( u_1 : X \to V_1 \otimes W_1 \) and \( v_1 : W_1 \otimes \sigma V_1 \to Y \), and given \( u_2 : Y \to V_2 \otimes W_2 \) and \( v_2 : W_2 \otimes \sigma V_2 \to Z \), let \( S_{u_1,v_1} \in \text{Hom}_{\text{Tr}'(C)}(\tilde{X}, \tilde{Y}) \) and \( S_{u_2,v_2} \in \text{Hom}_{\text{Tr}'(C)}(\tilde{Y}, \tilde{Z}) \) be the corresponding elements. We define \( S_{u_2,v_2} \circ S_{u_1,v_1} \) as \( S_{u,v} \), where

\[
\begin{align*}
u & : V_2^* \otimes W_1 \otimes \sigma V_1 \otimes \sigma V_2 \xrightarrow{\text{id}_V \otimes \text{id}_{V_1} \otimes \text{id}_{V_2}} V_2^* \otimes Y \otimes \sigma V_2 \xrightarrow{(v_2)_{u_2}} Z. 
\end{align*}
\]

One checks immediately that the composition is independent of the choice of \((u_1,v_1)\). On the other hand, using (3.1.4), it is easy to see that \( S_{u,v} = S_{u',v'} \), where

\[
\begin{align*}
u & : V_1 \otimes Y \otimes \sigma V_1 \xrightarrow{\text{id}_V \otimes \text{id}_W \otimes \sigma V_1} V_1 \otimes V_2 \otimes \sigma V_1^* \xrightarrow{(u_1)_{v_1}} W_1 \otimes \sigma V_1 \otimes \sigma V_2, \\
u & : W_2 \otimes \sigma V_1 \otimes \sigma V_2 \xrightarrow{\text{id}_{W_2} \otimes \text{id}_{V_1} \otimes \sigma V_2} W_2 \otimes \sigma V_2 \xrightarrow{\text{id}_{W_2} \otimes \sigma V_2} Z. 
\end{align*}
\]

Using this expression, one checks that the composition is also independent of the choice of \((u_2,v_2)\). In addition, one checks immediately the identity map of \( \tilde{X} \) can be represented by the canonical isomorphisms \( X \cong 1 \otimes X \) and \( X \otimes 1 \cong X \otimes 1 \cong X \).

We have defined \( \text{Tr}'(C) \) as a category. Given \( X \) and \( Y \), there is a canonical morphism

\[
\alpha_{X,Y} : \tilde{X} \otimes \tilde{Y} \to \tilde{Y} \otimes \tilde{X}
\]

given by \( S_{u,v} \), where both \( u \) and \( v \) are the identity map. In particular, for every \( X \), there is a canonical morphism

\[
\gamma_X : \tilde{X} \cong \tilde{X} \otimes 1 \xrightarrow{\alpha_{X,1}} 1 \otimes \tilde{X} \cong \tilde{X}.
\]

One checks from the construction that the collection \( \{\alpha_{X,Y}\} \) satisfy the commutative diagram (3.1.2), and therefore (3.1.3) also holds. We define \( \text{Tr}_\sigma(C) \) as the localization of \( \text{Tr}'(C) \) with respect to the multiplicative system \( \{\gamma_X^n : X \in \mathcal{C}, n \in \mathbb{Z}_{\geq 0}\} \) so that \( \gamma_X \) becomes an isomorphism in \( \text{Tr}_\sigma(C) \). It follows that all \( \alpha_{X,Y} \) become isomorphisms the \( \text{Tr}_\sigma(C) \).
Remark 3.1.2. The idea of defining the composition $S_{u_2,v_2} \circ S_{u_1,v_1}$ can be explained by the following diagram

\[
\begin{array}{ccc}
X & \xrightarrow{u_1} & V_1 \otimes W_1 \\
& \searrow & \\
& & Y \\
& \nearrow & \\
& & V_2 \otimes W_2 \\
\end{array}
\]

Namely, we can first replace $S_{u_2,v_2}$ by $S_{\text{coev}_{V_2} \otimes \text{id}_Y \cdot (v_2)_{u_2}}$. Then $S_{\text{coev}_{V_2} \otimes \text{id}_Y \cdot (v_2)_{u_2}} \circ S_{u_1,v_1}$ has to be the one given in the proof since the triangle in the middle is commutative in $\mathcal{C}$ and the dotted arrows should be isomorphisms in $\text{Tr}_\sigma(\mathcal{C})$.

Remark 3.1.3. Of course, there is a dual notion of a right trace functor, i.e. a functor $F : \mathcal{C} \to \mathcal{D}$ equipped with a family of functorial isomorphisms $\beta_{X,Y} : F(X \otimes Y) \cong F(\sigma Y \otimes X)$ satisfying a condition analogous to (3.1.2), and therefore the notion of the right $\sigma$-twisted trace category. The above construction and the following discussions have counterparts for these dual notions.

To simply the exposition, in the sequel, we will call left trace functors by trace functors and the left $\sigma$-twisted trace category of $\mathcal{C}$ simply by the $\sigma$-twisted trace category of $\mathcal{C}$.

Here is a concrete example of the above construction.

Example 3.1.4. Let $H$ be a split reductive algebraic group over a field $E$ of characteristic zero, equipped with an automorphism $\sigma : H \to H$. Consider the $\sigma$-twisted conjugation of $H$ on itself given by the formula (2.1.3), which is equivalent to the usual conjugation of $H$ on the coset $H \sigma \subset H \rtimes \langle \sigma \rangle$. Let $\mathcal{B}_{c_\sigma H}$ denote the corresponding quotient stack. We regard the category $\text{Rep}_E(H)$ of finite dimensional representations of $H$ (over $E$) as the category of coherent sheaves on the classifying stack $\mathcal{B}H$. Then the pullback functor $\pi^* : \text{Rep}_E(H) \to \text{Coh}(\frac{H}{c_\sigma H})$ has a $\sigma$-twisted trace functor structure, which induces

$$\text{Tr}_\sigma(\text{Rep}_E(H)) \cong \text{Coh}_{fr}(H\sigma) \subset \text{Coh}(\frac{H}{c_\sigma H}),$$

where $\text{Coh}_{fr}(H\sigma)$ denotes the full subcategory of $\text{Coh}(\frac{H}{c_\sigma H})$ spanned by those $V(=\pi^*V)$. This can be seen as follows. Via descent, we may regard $\tilde{V}$ as the trivial vector bundle $H \times V$ on $H$, with the diagonal $H$-equivariant structure. In addition, for a representation $H \to \text{GL}(V)$, let $\sigma V$ denote the $\sigma$-twist of $V$, i.e. the representation of $H$ defined by $H \xrightarrow{\sigma^{-1}} H \to \text{GL}(V)$. Let us formally denote the identity map $V \to \sigma V$ by $\sigma$, so that $h \cdot \sigma = \sigma \cdot \sigma^{-1}(h) : V \to \sigma V$. Then for a morphism $S_{u,v}$ in $\text{Tr}_\sigma(\text{Rep}_E(H))$, given by $u : X \to V \otimes W$ and $v : W \otimes \sigma V \to Y$, we define a morphism $\tilde{X} \to \tilde{Y}$ in $\text{Coh}_{fr}(H\sigma)$ whose restriction to the fiber over $h \in H$ is given by

$$\tilde{X}|_h = X \xrightarrow{u} V \otimes W \xrightarrow{h \sigma \otimes \text{id}} \sigma V \otimes W \cong W \otimes \sigma V \xrightarrow{v} Y = \tilde{Y}|_h.$$
Assume that $\sigma = \text{id}$. Note that since $\text{Rep}_E(H)$ is symmetric monoidal, the identity functor is a trace functor, and therefore induces a functor $\text{Tr}_\sigma(\text{Rep}_E(H)) \cong \text{Coh}^H_H(H\sigma) \to \text{Rep}_E(H)$. One checks that this is nothing but the restriction of sheaves on $H^H$ the unit of $H$.

We continue our general discussion of the categorical trace. Assume that $\mathcal{C}$ is as in Proposition 3.1. Let us assume momentarily that $\sigma$ is the identity functor. In this case, we denote $\text{Tr}_\sigma(\mathcal{C})$ by $\text{Tr}(\mathcal{C})$. For every endomorphism $f : V \to V$ in $\mathcal{C}$, we denote $\text{coev}_f : 1 \to V \otimes V^*$ to be the morphism given by $1 \xrightarrow{\text{coev}_V} V \otimes V^* \xrightarrow{f \otimes \text{id}_{V^*}} V \otimes V^*$. Then there is an element $S_{\text{coev}_f, \text{ev}_V} \in \text{End}_{\text{Tr}(\mathcal{C})} \tilde{1}$.

In particular, if $f = \text{id}$, we denote it by

$$S_V := S_{\text{coev}_f, \text{ev}_V} \in \text{End}_{\text{Tr}(\mathcal{C})} \tilde{1}. \tag{3.1.5}$$

This element depends only on the isomorphism classes of $V$. It follows from the construction that

$$S_1 = \text{id}, \quad S_V \cdot S_V = S_{V \otimes V^*}, \quad S_{V \otimes V^*} = S_V + S_{V^*}. \tag{3.1.6}$$

Thus if $\mathcal{C}$ is additive, there is a canonical homomorphism

$$K^{\oplus}(\mathcal{C})^{\text{op}} \to \text{End}_{\text{Tr}(\mathcal{C})} \tilde{1},$$

where $K^{\oplus}(\mathcal{C})$ denotes the split Grothendieck ring of $\mathcal{C}$: as an abelian group, it is generated by objects in $\mathcal{C}$ modulo the relations $[X] + [Y] = [X \oplus Y]$, with the ring structure given by the tensor product.

**Remark 3.1.5.** Note that if $\mathcal{C}$ is symmetric monoidal, then the identity functor of $\mathcal{C}$ has a natural trace functor structure provided by the commutativity constraint, and therefore factors as $\mathcal{C} \to \text{Tr}(\mathcal{C}) \to \mathcal{C}$. It is clear that the induced map $\text{End}_{\text{Tr}(\mathcal{C})}(\tilde{1}) \to \text{End}_{\mathcal{C}}(1)$ sends $S_{\text{coev}_f, \text{ev}_V}$ to the usual trace $\text{tr}_V(f)$ of $f$ and $S_V$ to rank($V$), the rank of $V$ (see, for example, [DM (1.7.3)] for the definitions of these notions).

The above construction admits the following generalization. Let $X \in \mathcal{C}$, $V \in \mathcal{C}$, and let $c_{X,V} : X \otimes V \simeq V \otimes X$ be a given isomorphism. Then we have an element $S_{c_{X,V}} \in \text{End}_{\text{Tr}(\mathcal{C})} \tilde{X}$ given by

$$X \xrightarrow{\text{coev}_V \otimes \text{id}_X} V \otimes V^* \otimes X, \quad V^* \otimes X \otimes V \xrightarrow{\text{id}_{V^*} \otimes c_{X,V}} V^* \otimes V \otimes X \xrightarrow{\text{ev}_V \otimes \text{id}_X} X. \tag{3.1.7}$$

If we define the centralizer category of $X$ in $\mathcal{C}$ as the category $\mathcal{Z}_\mathcal{C}(X)$ whose objects are pairs $\{V \in \mathcal{C}, c_{X,V} : X \otimes V \simeq V \otimes X\}$, and whose morphisms are those morphisms $V \to V'$ in $\mathcal{C}$ compatible with $c_{X,V}$ and $c_{X,V'}$, then $\mathcal{Z}_\mathcal{C}(X)$ is a monoidal category, and if $\mathcal{C}$ is in addition additive, so is $\mathcal{Z}_\mathcal{C}(X)$. It follows that we have a morphism

$$K^{\oplus}(\mathcal{Z}_\mathcal{C}(X))^{\text{op}} \to \text{End}_{\text{Tr}(\mathcal{C})}(\tilde{X})$$

In particular, if $\mathcal{C}$ is an additive braided monoidal category, there is a natural monoidal functor $\mathcal{C} \to \mathcal{Z}_\mathcal{C}(X)$ for every $X$. Therefore, in this case we have

$$K^{\oplus}(\mathcal{C})^{\text{op}} \to \text{End}_{\text{Tr}(\mathcal{C})}(\tilde{X}).$$

Now for general $\sigma$, let $\mathcal{C}^{\sigma}$ denote the category of $\sigma$-equivariant objects in $\mathcal{C}$. I.e. objects are pairs $(X, \phi)$ consisting of an object $X \in \mathcal{C}$ and an isomorphism $\phi : \sigma X \simeq X$, and morphisms between $(X, \phi)$ and $(X', \phi')$ are those morphisms in $\mathcal{C}$ compatible with $\phi$ and $\phi'$. Note that $\mathcal{C}^{\sigma}$ is a natural monoidal category, and if every object in $\mathcal{C}$ admits a left dual, so is every object in $\mathcal{C}^{\sigma}$. We can apply the above discussions to $\mathcal{C}^{\sigma}$. The forgetful functor $\mathcal{C}^{\sigma} \to \mathcal{C}$ induces a functor

$$\text{Tr}(\mathcal{C}^{\sigma}) \to \text{Tr}_\sigma(\mathcal{C}).$$
In particular, we have

\[(3.1.8) \quad K^{\oplus}(C^\sigma)^{\text{op}} \to \text{End}_{\text{Tr}_\sigma(C)}(\tilde{1}),\]

Concretely, for \((X, \phi : \sigma X \cong X) \in C^\sigma\), the corresponding endomorphism of \(\tilde{1}\) in \(\text{Tr}_\sigma(C)\) is given by \(S_{\text{coev}_X, \text{ev}_X(1 \otimes \phi)}\).

Now, we assume that \(E\) is an algebraically closed field, and that \(C\) is semisimple abelian in which the unit object \(1\) is irreducible. Then, \(C^\sigma\) is an abelian monoidal category.

**Proposition 3.1.6.** Under the above assumption, the map \((3.1.8)\) induces an isomorphism

\[\frac{(K(C^\sigma)^{\text{op}} \otimes E)}{I} \cong \text{End}_{\text{Tr}_\sigma(C)}(\tilde{1}),\]

where \(I\) is the ideal of \(K(C^\sigma)^{\text{op}} \otimes E\) generated by \([[(X, a\phi)] - a[(X, \phi)]\], with \((X, \phi)\) irreducible in \(C^\sigma\) and \(a \in E^\times\).

There is a similar result by Ostrik [Os, Corollary 2.16], in light of Remark 3.1.8 below.

**Proof.** Since the result is not used in the sequel, we only sketch the proof. First, since \(E\) is algebraically closed and \(1\) is irreducible, one shows that if \(S_{u,v} \neq 0\) for some \(u : 1 \to V \otimes W\) and \(v : W \otimes \sigma V \to 1\), then \(S_{u,v}\) is a linear combination of \(S_{\text{coev}_Y, \text{ev}_Y(1 \otimes \psi)}\) with \((Y, \psi)\) indecomposable. Next, one shows that indecomposable objects in \(C^\sigma\) are of the form \((Y, \psi) = (X \otimes W, \phi \otimes f)\), where \((X, \phi)\) is irreducible in \(C^\sigma\), \(W\) is a finite dimensional \(E\)-vector space and \(f\) is an automorphism of \(W\). Let \(f^{ss}\) denote the semisimplification of \(f\), and \((Y, \psi^{ss}) = (X \otimes W, \phi \otimes f^{ss})\) the semisimplification of \((Y, \psi)\). Then one shows that \(S_{\text{coev}_Y, \text{ev}_Y(1 \otimes \psi)} = S_{\text{coev}_Y, \text{ev}_Y(1 \otimes \psi^{ss})}\). It follows that \((3.1.8)\) induces the desired map which in addition is surjective. The injectivity is clear. □

**Remark 3.1.7.** Recall that the traditional categorification/decategorification is a passage between monoidal categories and algebras via the K-ring construction. The above proposition suggests another passage via the categorical trace construction.

**Remark 3.1.8.** There is also a notion of categorical center (or called Drinfeld center) of a monoidal category (as appearing in [BFO] [BN Lu3]). Given \((C, \otimes, 1)\), its categorical center \(Z(C)\) is the category whose objects consist of \((X \in C, \{\alpha_{X,Y} : X \otimes Y \cong Y \otimes X\}_{Y \in C})\), satisfying the natural compatibility conditions. In certain cases, there is an equivalence \(Z(C) \to \text{Tr}(C)\). However, in our applications, it is more natural to use the notion of categorical trace.

3.2. The categorical trace of finite Hecke categories. In this subsection, we work in usual algebraic geometry (as opposed to perfect algebraic geometry). We study the category defined in \([6.2]\) in the following situation. Let \(G\) be an affine algebraic group over \(k\) with an endomorphism \(\sigma\), and let \(K \subset G\) be a closed subgroup such that \(\sigma\) restricts to an endomorphism of \(K\). We assume that \(\sigma\) induces a universal homeomorphism, so it induces an automorphism of the underlying étale topos of \(G\). For example, if \(G\) is defined over a finite field \(\mathbb{F}_q\), we can choose \(\sigma\) to be the \(q\)-Frobenius. Another example is \(\sigma = \text{id}\). We denote \(\sigma\)-twisted adjoint action as

\[\text{Ad}_\sigma : G \times G \to G, \quad \text{Ad}_\sigma(g_1)(g_2) = \sigma(g_1)g_2g_1^{-1}.\]

Let

\[X = \frac{G}{\text{Ad}_\sigma K}, \quad Y = \frac{G}{\text{Ad}_\sigma G} \]

be the quotient stacks of \(G\) by the \(\sigma\)-twisted adjoint action by \(K\) and by \(G\) respectively. Note that \(f : X \to Y\) is proper if and only if \(K\) is a parabolic subgroup of \(G\).

Let \(C = X \times_Y X\), and let \(D^C(X)\) be the category constructed in \([6.2]\) from the groupoid \(C \Rightarrow X\). By Lemma 6.2.1, this is a full subcategory of the category \(D(G, G)\) of \(\text{Ad}_\sigma G\)-equivariant sheaves on \(G\), which are familiar objects in representation theory. So we did not construct anything new in this subsection. However, expressing \(\text{Ad}_\sigma G\)-equivariant sheaves on \(G\) as objects in \(D^C(X)\) would
help us gain new insights of many well-known constructions in representation theory, and will serve as a toy model for the construction in the next section when we move to the affine setting, where the formalism of $D^C(X)$ becomes essential.

As a warm-up, we first translate some well-known results/constructions using the new formulation.

**Example 3.2.1.** Let $\sigma = \text{id}$ and $K = B$. By Lemma 6.2.1, this is a full subcategory of the category $D(\frac{G}{X_{\text{Reg}}})$ of $\text{Ad}G$-equivariant sheaves on $G$.

One can also consider the closed substack $\frac{B}{\text{Ad}B} \subset \frac{G}{\text{Ad}B}$ and the constant sheaf $\delta_B$ supported on it. Note that the base change of $\frac{B}{\text{Ad}B} \to \frac{G}{\text{Ad}B}$ along $G \to \frac{G}{\text{Ad}B}$ is $\tilde{G} := G \times_{\text{Ad}B} B \to G$, usually referred to as the Grothendieck-Springer alteration. It follows from the classical Springer theory that

$$\text{End}_{D^C(X)}(\delta_B) \cong E[W]$$

is isomorphic to the group algebra of the Weyl group $W$ of $G$. We will see shortly that this $W$-action on $\delta_B$ can be induced from (3.1.6), applied to the current setting. More generally, for every element $w \in W$, one can regard the intersection cohomology sheaf on $\frac{B}{\text{Ad}B}$ as an object in $D^C(X)$. Then its idempotents will correspond to Lusztig’s unipotent character sheaves under the embedding $D^C(X) \subset D(\frac{G}{X_{\text{Reg}}})$.

Let $U \subset B$ be the unipotent radical. One can also consider the closed substack $\frac{U}{\text{Ad}B} \subset \frac{G}{\text{Ad}B}$, and the constant sheaf $\delta_U$ supported on it. This corresponds to the Springer sheaf in $D(\frac{G}{X_{\text{Reg}}})$. Again, it follows from the classical Springer theory that $\text{End}_{D^C(X)}(\delta_U) \cong E[W]$.

**Example 3.2.2.** Let $k = \mathbb{F}_q$, and let $K = B$ be the Borel subgroup. Let $\sigma$ be the $q$-Frobenius. By Lang’s theorem, this is a full subcategory of $D^C(X) = D(\text{pt}/G(\mathbb{F}_q))$. Consider the closed substack $\frac{B}{\text{Ad}_\sigma B} \subset \frac{G}{\text{Ad}_\sigma B}$. By Lang’s theorem, the correspondence

$$\frac{B}{\text{Ad}_\sigma B} \leftrightarrow \frac{B}{\text{Ad}_\sigma B} \times_{\frac{G}{\text{Ad}_\sigma B}} \frac{B}{\text{Ad}_\sigma B} \to \frac{B}{\text{Ad}_\sigma B}$$

(3.2.1)

$$B(\mathbb{F}_q) \setminus \text{pt} \leftrightarrow B(\mathbb{F}_q) \setminus G(\mathbb{F}_q)/B(\mathbb{F}_q) \to \text{pt} / B(\mathbb{F}_q).$$

Here $G(\mathbb{F}_q)$ and $B(\mathbb{F}_q)$ are regarded as discrete algebraic groups over $\mathbb{F}_q$. It follows that for every representation $\rho : B(\mathbb{F}_q) \to \text{GL}(V)$, there is a local system $\delta_\rho$ supported on $\frac{B}{\text{Ad}_\sigma B}$ via the usual associated construction, which in turn defines an object in $D^C(X)$. If $\rho$ is the trivial representation, we also denote the corresponding object $\delta_\rho$ by $\delta_e$. Let $H_W$ denote the $E$-module of $E$-valued functions on $B(\mathbb{F}_q) \setminus G(\mathbb{F}_q)/B(\mathbb{F}_q)$, with the algebra structure given by the convolution (compare with (2.1.1))

$$(f * g)(x) = \sum_{y \in G(\mathbb{F}_q)/B(\mathbb{F}_q)} f(y)g(y^{-1}x).$$

It is usually called the Iwahori-Hecke algebra attached to $W$, with coefficient in $E$. Essentially by definition (and by Example 6.1.5 (5)), we have

$$\text{End}(\delta_e) = H_W^{\text{op}}.$$ (3.2.2)

Similarly, if $\rho = \text{Reg}$ is the regular representation of $B(\mathbb{F}_q)$, then

$$\text{End}(\delta_{\text{Reg}}) = E[G(\mathbb{F}_q)]^{\text{op}},$$ (3.2.3)

where $E[G(\mathbb{F}_q)]$ is the group algebra of $G(\mathbb{F}_q)$.  
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More generally, for every $w \in W$, the fibers of the map \( \overline{c} : \overline{c}^{-1}(BwB) \rightarrow \frac{G_{w}}{M_{w}B} \) are just the usual Deligne-Lusztig variety $DL_w$ associated to $w$. In addition, there is the isomorphism

\[
U \frac{U}{\text{Ad}_{\sigma}((U \cap w^{-1}U)(w^{-1}T)}} \simeq \frac{BwB}{\text{Ad}_{\sigma}B}, \quad u \mapsto uw.
\]

where $T^{-1} = \{ t \in T \mid \sigma(t) = wt^{-1} \}$ is a finite torus, and $\hat{w}$ is a lifting of $w$ to the normalizer of $T$ in $G$. Therefore, for any character $\theta$ of this finite torus, there is a local system $L_{w, \theta}$ on $\frac{BwB}{\text{Ad}_{\sigma}B}$, which can be regarded as an object in $D^C(X)$ by extension to $\frac{G}{\text{Ad}_{\sigma}B}$ by zero. Its image under the full embedding $D^C(X) \subset D(\text{Rep}(G(\mathbb{F}_q)))$ is the usual Deligne-Lusztig representation.

Remark 3.2.3. In fact, one can check that in the above two examples, the idempotent completion of $D^C(X)$ is just $D(Y)$ if $\text{char} E = 0$.

Now, we explain a general construction of morphisms in $D^C(X)$, following some ideas from [XZ1 §6], which in turn generalizes V. Lafforgue’s construction of $S$-operators ([La, §6]). We will heavily make use of the formalism of the cohomological correspondences, which is briefly reviewed in §6.1.

We denote by $X_r$ the quotient of $G^r$ by $K^r$ given by the action

\[(k_1, \ldots, k_r) \cdot (g_1, \ldots, g_r) = (\sigma(k_1)g_1^{-1}k_2^{r_2}, k_2^{r_2}g_2^{-1}k_3^{r_3}, \ldots, k_2^{r_2}g_2^{-1}k_3^{r_3}g_1^{-1}), \quad k_i \in K, \ g_i \in G.\]

In particular $X_1 = X = \frac{G}{Ad_{\sigma}K}$. Sometimes, we also write $\frac{GxK}{KxK}$ for $X_2$. The map $m_i : G^r \rightarrow G^{r-1}$ of multiplying the $i$th and the $(i+1)$th factors induces

\[(3.2.4) \quad m_i : X_r \rightarrow X_{r-1},\]

which we still call the multiplication map. In addition, the map $(g_1, \ldots, g_r) \mapsto (\sigma(g_r), g_1, \ldots, g_{r-1})$ induces

\[(3.2.5) \quad p\sigma : X_r \rightarrow X_r,\]

which we call the partial $\sigma$-map. Note that $(p\sigma)^r = \sigma$, which justifies the name. The following equalities are clear.

\[p\sigma \cdot m_i = \begin{cases} m_{i-1} \cdot p\sigma & i > 1 \\ m_{r-1} \cdot (p\sigma)^2 & i = 1. \end{cases}\]

Lemma 3.2.4. There is a canonical isomorphism

\[C = X \times_Y X \simeq X_2\]

such that the left projection $\overline{c} : X \times_Y X \rightarrow X$ to the first factor is identified with the partial $\sigma$-map (3.2.5) composed with the multiplication map (3.2.4) and that the right projection $\overline{c} : X \times_Y X \rightarrow X$ to the second factor is identified with the multiplication map (3.2.4).

Proof. Note that $X \times_Y X \simeq K \setminus G \times K \set Ad_{\sigma} G$, with the two projections

\[\overline{c}, \overline{c} : K \setminus G \times K \set Ad_{\sigma} G \rightarrow \frac{G}{Ad_{\sigma}K}\]

induced by $G \times G \rightarrow G$, $(g_1, g_2) \mapsto (\sigma(g_1)g_2g_1^{-1}$, and $(g_1, g_2) \mapsto g_2$. Now the isomorphism $G \times G \simeq G \times G$, $(g_1, g_2) \mapsto (g_2g_1^{-1}, g_1)$ induces

\[K \setminus G \times K \set Ad_{\sigma} G \simeq X_2\]

under which, $\overline{c}$ and $\overline{c}$ become those maps described in the lemma. \qed
Construction 3.2.5. (S-operators à la V. Lafforgue.) Using the above observation, we will construct morphisms between objects in $D^C(X)$ that come from

$$D(K\backslash G/K) \to D(X) \to D^C(X),$$

where the first functor is the pullback along $\frac{G}{\text{Ad}_{\sigma} K} \to K\backslash G/K$. For an object $\mathcal{F} \in D(K\backslash G/K)$, let $\tilde{\mathcal{F}}$ denote its image in $D(X)$ (and in $D^{X\sharp}(X)$). For $\mathcal{F}_1, \mathcal{F}_2$, let $\tilde{\mathcal{F}}_1 \times \tilde{\mathcal{F}}_2$ denote the pullback of $\mathcal{F}_1 \boxtimes \mathcal{F}_2$ along the projection map

$$\frac{G \times K^G}{\text{Ad}_{\sigma} K} \to K\backslash G/K \times K\backslash G/K.$$

Consider the following correspondence

$$K\backslash G/K \times K\backslash G/K \leftarrow K'\backslash G^\times G/K \xrightarrow{m} K\backslash G/K,$$

where $m$ is induced by multiplication $G \times K \to G$ and $\pi$ is the natural projection. Note that $m$ is proper and $\pi$ is smooth (as it is a $K$-torsor). Similar to the definition of the convolution product for the Satake category (see [2.1.20]), there is the convolution product on $D(K\backslash G/K)$:

$$(3.2.6) \quad \mathcal{F}_1 \star \mathcal{F}_2 = m \pi^\ast (\mathcal{F}_1 \boxtimes \mathcal{F}_2) = m \pi^\ast (\mathcal{F}_1 \boxtimes \mathcal{F}_2)(-2 \text{dim } K).$$

With this convolution product, $D(K\backslash G/K)$ is a monoidal category, with the unit object being the skyscraper sheaf supported on $K\backslash K/K$, denoted by $\delta_e$.

By adjunction, giving a morphism $u : \mathcal{F} \to \mathcal{G}_1 \star \mathcal{G}_2$ is equivalent to giving a cohomological correspondence

$$m^\ast \mathcal{F} \to \pi^\ast (\mathcal{G}_1 \boxtimes \mathcal{G}_2)(-2 \text{dim } K),$$

which, by abuse of notation, is still denoted by $u$. Dually, the datum of a morphism $v : \mathcal{G}_1 \star \mathcal{G}_2 \to \mathcal{F}$ is the same as the datum of a cohomological correspondence

$$\pi^\ast (\mathcal{G}_1 \boxtimes \mathcal{G}_2) \to m^\ast \mathcal{F},$$

still denoted by $v$. In addition, consider the morphism

$$\text{sw}(\text{id} \times \sigma) : K\backslash G/K \times K\backslash G/K \to K\backslash G/K \times K\backslash G/K,$$

where $\text{sw} : (K\backslash G/K)^2 \to (K\backslash G/K)^2$ swaps the two factors. Then we have the pullback cohomological correspondence (see Example 6.1.5 (2))

$$(3.2.7) \quad \Gamma^\ast_{\text{sw}(\text{id} \times \sigma)} : (K\backslash G/K \times K\backslash G/K, \mathcal{F}_1 \boxtimes \mathcal{F}_2) \to (K\backslash G/K \times K\backslash G/K, \mathcal{F}_2 \boxtimes \sigma^\ast \mathcal{F}_1).$$

Now, given $u : \mathcal{F} \to \mathcal{G}_1 \star \mathcal{G}_2$, by applying the formalism of pullback of cohomological correspondences [6.1.7]-[6.1.9] to the following commutative diagram (where the left square is Cartesian)

$$\begin{array}{ccc}
G & \xrightarrow{m} & G \times K^G \\
\downarrow & & \downarrow \\
K\backslash G/K & \xrightarrow{m} & K\backslash G \times K\backslash G/K \\
\downarrow & & \downarrow \\
K\backslash G/K \times K\backslash G/K & \xrightarrow{\pi} & K\backslash G \times K\backslash G/K
\end{array}$$

we obtain a cohomological corresponding $\tilde{u} : m^\ast \tilde{\mathcal{F}} \to \tilde{\mathcal{G}}_1 \times \tilde{\mathcal{G}}_2$. Dually, a morphism $v : \mathcal{G}_1 \star \mathcal{G}_2 \to \mathcal{F}$ induces $\tilde{v} : \tilde{\mathcal{G}}_1 \times \tilde{\mathcal{G}}_2 \to m^\ast \tilde{\mathcal{F}}$. In addition, from the following Cartesian diagram

$$\begin{array}{ccc}
K\backslash G/K \times K\backslash G/K & \xrightarrow{\text{sw}(\text{id} \times \sigma)} & K\backslash G/K \times K\backslash G/K \\
\downarrow & & \downarrow \\
G \times K^G & \xrightarrow{\pi} & G \times K^G \\
\downarrow & & \downarrow \\
G \times K^G & \xrightarrow{\text{Ad}_{\sigma} K} & G \times K^G
\end{array}$$
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we see that the pullback of (3.2.7) gives \( \Gamma^*_{\sigma} : \left( \frac{G \times K G}{\text{Ad}_K}, \tilde{F}_1 \times \tilde{F}_2 \right) \to \left( \frac{G \times K G}{\text{Ad}_K}, \tilde{F}_1 \times \sigma^* \tilde{F}_2 \right) \).

Now, suppose we have

\[
u : F_1 \to G_1 \ast G_2, \quad v : G_2 \ast \sigma^* G_1 \to F_2
\]

we obtain a cohomological correspondence by composition

\[
S_{u,v} := \nu \circ \Gamma^*_{\sigma} \circ \tilde{u} : \left( \frac{G}{\text{Ad}_K}, \tilde{F}_1 \right) \to \left( \frac{G \times K G}{\text{Ad}_K}, \tilde{G}_1 \times \tilde{G}_2 \right) \to \left( \frac{G \times K G}{\text{Ad}_K}, \tilde{G}_1 \times \sigma^* \tilde{G}_1 \right) \to \left( \frac{G}{\text{Ad}_K}, \tilde{F}_2 \right).
\]

It follows from Lemma [3.2.4] that \( S_{u,v} \in \text{Hom}_{\text{D}^b(\mathcal{X})}(\tilde{F}_1, \tilde{F}_2) \). These operators are called \( S \)-operators.

Here is a direct consequence of the above construction.

**Corollary 3.2.6.** The functor \( D(K\backslash G/K) \to D(X) \to D^b(X) \) has a natural \( \sigma \)-twisted trace functor structure. Therefore, the composition \( D(K\backslash G/K) \to D(\frac{G}{\text{Ad}_K}) \to D(\frac{G}{\text{Ad}_K}) \) (known as the horocycle transform) admits a natural \( \sigma \)-twisted trace functor structure.

The second statement already appeared \([BFO, BN, Lu3]\).

**Proof.** There is a canonical isomorphism \( \tilde{F}_1 \ast \tilde{F}_2 \cong \tilde{F}_2 \ast \sigma^* \tilde{F}_1 \) induced by

\[
u = \text{id} : F_1 \ast F_2 = F_1 \ast F_2, \quad v = \text{id} : F_2 \ast \sigma^* F_1 = F_2 \ast \sigma^* F_1.
\]

If \( F \in D^b_c(K\backslash G/K) \), then \( F \) is dualizable with respect to the monoidal structure on \( D(K\backslash G/K) \) given by the convolution product \((3.2.6)\). Indeed, let

\[F^* = \nu^* D(X)(2 \dim K),\]

where \( D \) is the Verdier dual on \( D^b_c(K\backslash G/K) \) and

\[
\nu : K\backslash G/K \to K\backslash G/K, \quad g \mapsto g^{-1}.
\]

Then \( F^* \) is both the left and the right dual of \( F \). Namely, using the projection \( \pi : B K = K\backslash K/K \), we may regard the cohomological correspondences in Example [6.1.3] (4) as cohomological correspondences

\[
\text{coev}_F \in \text{Corr}_{K\backslash K}(K\backslash G/K, E), (K\backslash G/K \times K\backslash G/K, F \otimes \mathbb{D} F).
\]

\[
\text{ev}_F \in \text{Corr}_{K\backslash K}(K\backslash G/K \times K\backslash G/K, \mathbb{D} F(2 \dim K) \otimes F), (K\backslash K, E))
\]

There is the following commutative diagram

\[
\begin{array}{ccc}
K\backslash K & & K\backslash G/K \\
\downarrow & \Delta' & \downarrow \text{id} \\
K\backslash G/K & & K\backslash G/K \times K\backslash G/K
\end{array}
\]

where \( \Delta' \) is the map induced by \( G \to G \times G, \ g \mapsto (g, g^{-1}) \) so that the left commutative square is Cartesian. Note that the right commutative is also base changeable in the sense of Definition [6.1.1] Then the pushforward of \( \text{coev}_F \) and \( \text{ev}_F \) along \( \Delta' \) in the sense of \((6.1.6)\) gives

\[
\text{coev}_F : \delta_e \to F \ast F^*, \quad \text{ev}_F : F^* \ast F \to \delta_e
\]

making \( F^* \) the left dual of \( F \). Similarly, there are morphisms \( \text{coev}_F^* : \delta_e \to F^* \ast F \) and \( \text{ev}_F^* : F \ast F' \to \delta_e \) making \( F^* \) the right dual of \( F \). From the construction, there is the particular element

\[
S_F := S_{\text{coev}_F, \text{ev}_F} \in \text{End}_{D^b_{2}(\mathcal{X})}(D\delta_e).
\]

This is the original \( S \)-operator constructed by V. Lafforgue.
It follows from Proposition 3.1.1 and Lemma 3.2.6 that the functor $D_C^b(K\backslash G/K) \to D^C(X)$ factors through

$$\text{Tr} (D_C^b(K\backslash G/K)) \to D^C(X).$$

The element $S_{u,v}$ defined in the proof of Proposition 3.1.1 goes exactly to the $S$-operator constructed in Construction 3.2.5. In particular, the element (3.1.5) goes to (3.2.8).

**Example 3.2.7.** Now we specify the above general discussions to the particular cases. We consider the case $G$ is reductive, $K = B$. Recall that $D_C^b(B\backslash G/B)$ is usually referred as the finite Hecke category. If $E = \mathbb{Q}_l$ and $k$ is a finite field, for $w \in W$, let $IC_w$ denote the intermediate extension of local system $\mathcal{L}_w[\ell(w)](\ell(w)/2)$ on $B\backslash BW/B$ to its closure, where $\ell(w) = \dim BW/B$ is the usual length function on $W$. (Here we fix a half Tate twist.) Then the subcategory of $D_C^b(B\backslash G/B)$ formed by $\{IC_w[d](\frac{d}{2}), w \in W, d \in \mathbb{Z}\}$ form a semisimple monoidal subcategory. Its Grothendieck ring is isomorphic to the finite Hecke algebra $\mathbb{H}_W$ over $\mathbb{Z}[v, v^{-1}]$ (with the inclusion $\mathbb{Z}[v, v^{-1}] \subset \mathbb{H}_W$ induced by the inclusion of $\{IC_0(i), i \in \mathbb{Z}\}$ into the Hecke category). When $v = 1$, $\mathbb{H}_W$ specializes to the group algebra of $W$, and when $v = \sqrt{-1}$, it specialize to the Hecke algebra $H_W$ mentioned before. It follows from Lemma 3.1.6 that

- In the case as in Example 3.2.1 there is a natural action of $\mathbb{H}_W^{\op}$ on $\delta_B$. But it is clear that $S_{IC_w(i)} = S_{IC_w}$. Therefore, the action of $\mathbb{H}_W^{\op}$ factors through the action of $W$ on $\delta_B$. In fact, our construction is nothing but a reformation of Ginzburg’s construction of the Springer action by correspondences.

- In the case as in Example 3.2.2 the map (3.1.8) induces a canonical action of $H_W^{\op}$ on $\tilde{\delta}_e$. On the other hand, $\text{End} \tilde{\delta}_e = H_W^{\op}$ by (3.2.1). It follows that we obtain a morphism $H_W^{\op} \to H_W^{\op}$. Proposition 3.2.9 below implies that this map is the identity.

**Remark 3.2.8.** The map (3.1.7) (and its $\sigma$-twisted analogue) should allow one to deduce information of endomorphism rings of more general objects in $D^C(X)$ (e.g. the Deligne-Lusztig representations).

Let $\mathcal{F} \in D_C^b(B\backslash G/B)$. Assume that it is equipped with a canonical isomorphism $\sigma^* \mathcal{F} \cong \mathcal{F}$ (a Weil structure). Let $f_{\mathcal{F}}$ denote the function on $B(\mathbb{F}_q)\backslash G(\mathbb{F}_q)/B(\mathbb{F}_q)$ via Grothendieck’s sheaf-to-function dictionary. It follows from (3.2.1) that this function gives an element in $\text{End}(\tilde{\delta}_e)$, denoted by $S'_{\mathcal{F}}$.

**Proposition 3.2.9.** Under the map $\text{End}_{\text{Tr}(D_C^b(B\backslash G/B))}(1) \to \text{End}(\tilde{\delta}_e)$, the element $S_{\mathcal{F}}$ maps to $S'_{\mathcal{F}}$.

**Proof.** We give a detailed proof of this proposition. A similar, but more complicated argument was used in [XZ1, §6.3] to establish its affine analog (which will be stated as part of Theorem 4.3.1 below).

Let us denote $Z = m^{-1}(\frac{B}{\Ad_e B}) \subset \frac{G \times B G}{\Ad_e B}$. We consider the following diagram

$$
\begin{array}{cccc}
\text{pt} & G/B & \Delta & G/B \times G/B & \Delta & G/B & \text{pt} \\
\text{pt} & Z_1 & G \times G & \Delta & G \times G & \Delta & Z_2 & \text{pt} \\
B/\Ad_e B & \rightarrow & G \times B G & \rightarrow & G \times B G & \rightarrow & B/\Ad_e B
\end{array}
$$

where

- the two vertical maps in Square $(C)$ are natural projections, and the map $G \times G \rightarrow G \times G$ is given by $(g_1, g_2) \mapsto (\sigma(g_2), g_1)$ so that $(C)$ is Cartesian;

- the two vertical maps in Square $(B)$ are canonical projections from $G \times G$ to $G$.

- the two maps in Square $(A)$ are the usual projections from $G \times G$ to $G$.

- the two vertical maps in Square $(D)$ are natural projections from $G \times B G$ to $G$.

- the two vertical maps in Square $(B)$ are the usual projections from $G \times G$ to $G$.

- the two vertical maps in Square $(A)$ are canonical projections from $G \times G$ to $G$.

- the two maps in Square $(C)$ are natural projections from $G \times B G$ to $G$.

- the two vertical maps in Square $(D)$ are the usual projections from $G \times B G$ to $G$.
• the variety $Z_2$ is defined so that the diagram (D) is Cartesian, i.e. $Z_2 = (g_1, g_2) \in G \times G$, $g_1 g_2 \in B$;
• the left vertical map $G \times G \to G/B \times G/B$ in diagram (A) is is given by $(g_1, g_2) \mapsto (g_1 B, g_2^{-1} B)$, and the right vertical map $G \times G \to G/B \times G/B$ in diagram (A) is given by $(g_1, g_2) \mapsto (g_1^{-1} B, g_2 B)$, so that (A) and (B) are Cartesian;
• the variety $Z_1 = G$, with the map $Z_1 \to G \times G$ given by $g \mapsto (g, g^{-1})$ so that the composition $Z_1 \to G \times G \to G \times G \to \mathbb{G}_{Ad_{G/B}}$ factors through $Z$ and the resulting morphism $Z_1 \to Z$ is smooth, and with the map $Z_1 \to G/B$ being the natural projection (and therefore is also smooth).

Taking the fiber products of each row, we obtain the commutative diagram

$$
\begin{array}{ccc}
\text{pt} & \xrightarrow{(G/B)(\mathbb{F}_q)} & \text{pt} \\
\downarrow & & \downarrow \\
\text{pt} & \xrightarrow{W} & \text{pt} \\
B(\mathbb{F}_q) \backslash \text{pt} & \xrightarrow{B(\mathbb{F}_q) \backslash G(\mathbb{F}_q)/B(\mathbb{F}_q)} & \text{pt}/B(\mathbb{F}_q),
\end{array}
$$

where $W := Z_1 \times_{G \times G, \text{sw}(\text{id} \times \sigma)} Z_2 \cong \{ g \in G \mid \sigma(g)^{-1} g \in B \}$, which maps to $Z_1 = G$ by sending $g$ to $\sigma(g)$ and maps to $Z_2$ by sending $g$ to $(\sigma(g)^{-1}, g)$. The map $W \to (G/B)(\mathbb{F}_q)$ sends $g$ to $g B$, so that the fibers of this map are isomorphic to $B$. The map $W \to B(\mathbb{F}_q) \backslash G(\mathbb{F}_q)/B(\mathbb{F}_q)$ sends $g$ to its image in $B(\mathbb{F}_q) \backslash (G/B)$ (which automatically lands in $B(\mathbb{F}_q) \backslash G(\mathbb{F}_q)/B(\mathbb{F}_q)$).

By definition, $S_{F} : (B(\mathbb{F}_q) \backslash \text{pt}, \tilde{e}) \to (\text{pt}/B(\mathbb{F}_q), \tilde{e})$ is a cohomological correspondence supported on the bottom row of the above diagram. On the other hand, there is the cohomological correspondence

$$S'_{F} := \text{ev}_{F} \circ \Gamma_{\text{sw}(\text{id} \times \sigma)}^{*} \circ \text{coev}_{F} : (\text{pt}, E) \to (\text{pt}, E)$$

supported on the top row, which by a trace formula of Braverman-Varshavsky (see [XZ1 Lemma A.2.22]), is given by the function $f_{F}$ on $B(\mathbb{F}_q) \backslash G(\mathbb{F}_q)/B(\mathbb{F}_q)$.

Since both maps $W \to (G/B)(\mathbb{F}_q)$ and $W \to B(\mathbb{F}_q) \backslash G(\mathbb{F}_q)/B(\mathbb{F}_q)$ are equidimensionally smooth (of dimension $\dim B$), we can pullback $S_{F}$ and $S'_{F}$ to the middle row using the formalism explained in (6.1.7)-(6.1.9). It is enough to show that their pullbacks are equal.

Note that both $S_{F}$ and $S'_{F}$ are composition of three cohomological correspondences. Since commutative squares (A)-(D) are all Cartesian, Lemma 6.1.8 implies that smooth pullbacks commute with compositions of cohomological correspondences. Therefore, it remains to observe that in Diagram (3.2.9)

• the pullback of the cohomological correspondence $\text{coev}_{F} : (\mathfrak{B}_{\text{Ad}_{G/B}}, \tilde{e}) \to (\mathfrak{G}_{\text{Ad}_{G/B}}, \tilde{F} \times \tilde{F}^{*})$ supported on $Z$ to the middle row is equal to the pullback of $\text{un}_{F} : (\text{pt}, E) \to (G/B \times G/B, \mathcal{F} \boxtimes \mathbb{D} \mathcal{F})$ supported on $G/B$, and similarly the dual statement holds for $\text{ev}_{F}$ and $\text{com}_{\mathcal{F}}$; and
• the pullback of $\Gamma_{\sigma}^{*} : (\mathfrak{G}_{\text{Ad}_{G/B}}, \tilde{F} \times \tilde{F}^{*}) \to (\mathfrak{G}_{\text{Ad}_{G/B}}, \tilde{F}^{*} \times \tilde{F})$ to the middle row is equal to the pullback of $\Gamma_{\text{sw}(\text{id} \times \sigma)}^{*} : (G/B \times G/B, \mathcal{F} \boxtimes \mathbb{D} \mathcal{F}) \to (G/B \times G/B, \mathbb{D} \mathcal{F} \boxtimes \mathcal{F})$.

4. The categorical trace of the geometric Satake

In this section, we move to the affine setting. While the basic idea remains the same, the technical details are more involved.
Let $F$ denote a local field with finite residue field $k = \mathbb{F}_q$. The $q$-Frobenius is denoted by $\sigma$. Recall the notations from §2.1 in particular (2.1.10) and (2.1.11). We assume that $G$ is a connected reductive group over $\mathcal{O}$. For simplicity, we write $K = L^+G$.

It is clear from the discussion in the previous section that to study the representation theory of $p$-adic groups, it is important to study the category of $\text{Ad}LG$ or $\text{Ad}_sLG$-equivariant sheaves on $LG$. However, one of the difficulties in the affine setting is that the quotient $Y = \frac{LG}{\text{Ad}_sLG}$ is far from being algebraic so it is not clear how to make sense of the category of sheaves on it. Our approach (which should be equivalent to the approach outlined in [Ga]) is to replace $D(Y)$ by the category $D^Hk(X)$ introduced in §6.2 where $X = \frac{LG}{\text{Ad}_sK}$ or $X = \frac{LG}{\text{Ad}_sK}$ and $Hk = Hk(X) := X \times_Y X^\sigma$. As we shall see, although neither $X$ or $Hk$ are algebraic stacks, they can be approximated by finite dimensional algebraic stacks so $D^Hk(X)$ makes sense. Another advantage to replace $D(Y)$ by $D^Hk(X)$ is that the latter is realized via cohomological correspondences and is related to global moduli spaces (Shimura varieties or moduli of global Shtukas). Let us also mention that in Fargues-Scholze’s approach to the local Langlands correspondence for $p$-adic groups, they replace the sought-after category $D(\frac{LG}{\text{Ad}_sLG})$ by the category of sheaves on the moduli of $G$-bundles on the Fargues-Fontaine curve. It should relate to our category $D^Hk(X)$ via the nearby cycle functors. However, it is not clear to the author how to access $D(\frac{LG}{\text{Ad}_sLG})$ in Fargues-Scholze’s approach.

Once the appropriate category is defined, we can take the categorical trace of the geometric Satake correspondence, which will be the key ingredient of our arithmetic applications in the next section. In this section, we will only discuss the case $Y = \frac{LG}{\text{Ad}_sLG}$. However, almost all constructions also apply to the case $Y = \frac{LG}{\text{Ad}_sLG}$. See Remark 6.3.3.

### 4.1. Moduli of local Shtukas

Since $X = \frac{LG}{\text{Ad}_sK}$, $Y = \frac{LG}{\text{Ad}_sLG}$ and $X \times_Y X$ are not algebraic stacks, to extend to previous discussions to the affine setting the first step is to make sense the category defined in §6.2 in this setting. It turns out the $\frac{LG}{\text{Ad}_sK}$ in this case has an interpretation as the moduli of local Shtukas.

Let $R$ be a perfect $k$-algebra. If $\mathcal{E}$ is a $G$-torsor on $D_R$, its pullback along the $q$-Frobenius $\sigma : D_R \to D_R$ is denoted by $^\sigma \mathcal{E}$. A local $r$-iterated $G$-Shtuka over Spec $R$ is a sequence of $G$-torsors $\mathcal{E}_1, \ldots, \mathcal{E}_r$ on $D_R$, together with a chain of modifications

\[
\mathcal{E}_r \rightarrow \mathcal{E}_{r-1} \rightarrow \cdots \rightarrow \mathcal{E}_0 := {^\sigma \mathcal{E}_r}.
\]

We say its singularities are bounded by $\mu_\bullet = (\mu_1, \ldots, \mu_r)$ if

\[
\text{Inv}(\mathcal{E}_i \rightarrow \mathcal{E}_{i-1}) \leq \mu_i.
\]

We define the moduli of local $r$-iterated $G$-Shtukas $\text{Sht}^{r,\text{loc}}$ as the prestack that assigns every $R$ the groupoid of local $r$-iterated $G$-Shtukas on Spec $R$. It is the union (over $\mu_\bullet$) of closed sub-prestacks $\text{Sht}^{r,\text{loc}}_{\mu_\bullet}$ consisting of those local Shtukas with singularities bounded by $\mu_\bullet = (\mu_1, \ldots, \mu_r)$. In particular, if $r = 1$, $\text{Sht}^{1,\text{loc}}$ is denoted by $\text{Sht}^{\text{loc}}$, called the moduli of local $G$-Shtukas, which is the union of closed sub-prestacks $\text{Sht}^{\text{loc}}_{\mu}$.

Since every $G$-torsor on $W(R)$ can be trivialized étale locally on $R$ (e.g. see [Zh:2] Lemma 1.3)), there is a natural isomorphism

\[
(4.1.1) \quad \text{Sht}^{\text{loc}} \cong \frac{LG}{\text{Ad}_sK}, \quad \text{which restricts to the isomorphism } \text{Sht}^{\text{loc}}_{\mu} \cong \frac{G_{\mu}^{(\infty)}}{\text{Ad}_sK}, \quad \mu \in \mathcal{X}_\bullet(T)/W
\]

\[\text{More precisely, one needs to define } D(Y) \text{ as the homotopy category of } \text{Shv}^{\text{loc}}(X) \text{ as outlined in Remark 6.2.2(2). But we do not need the more sophisticated version in this article.}\]
Namely, let $\text{Sht}^{\text{loc},[]}$ denote the $K$-torsor over $\text{Sht}^{\text{loc}}$ classifying local $G$-Shtukas $(\beta : \mathcal{E} \to \sigma \mathcal{E})$ together with a trivialization $\epsilon : \mathcal{E} \cong \mathcal{E}^0$. Then the composition $\mathcal{E}^0 \xrightarrow{\epsilon^{-1}} \mathcal{E} \xrightarrow{\beta} \sigma \mathcal{E} \xrightarrow{\sigma(\epsilon)} \mathcal{E}^0$ defines an element $g \in LG$ and induces the isomorphism $\text{Sht}^{\text{loc},[]} \cong LG$, under which the $K$-action on $\text{Sht}^{\text{loc},[]} \cong LG$, is identified with the action $\text{Ad}_g$ on $LG$. In addition, if $\text{Inv}(\beta) \leq \mu$, then $g \in \text{Gr}_{\mu}^{(\infty)}$. Taking the quotient gives the above isomorphism.

**Example 4.1.1.** If $\mu_* = \mu = 0$, $\text{Sht}^{\text{loc}}_0 = \text{BG}(\mathcal{O})$ is the the classifying stack of the profinite group $G(\mathcal{O})$.

**Example 4.1.2.** If $\mathcal{O} = \mathbb{Z}_p$, the category of $\text{GL}_n$-Shtukas over $R$ with singularities bounded by the coweight $\omega_i$ (as defined in Example 2.1.5) is equivalent to the category of $p$-divisible groups of dimension $i$ and height $n$ over $R$. The functor sends a $p$-divisible group $X$ to its Dieudonné module, and a theorem of Gabber’s asserts that this is an equivalence. Note that $\text{GL}_n$-Shtukas coming from $p$-divisible groups are very special. Namely their singularities must be bounded by a minuscule coweight.

**Remark 4.1.3.** What we just defined are local Shtukas with singularities at the closed point $s \in D$. One can also define local Shtukas with singularities at the generic point $\eta \in D$, or even with singularities moving along $D$. In mixed characteristic, local Shtukas with singularities along $D$ are closely related the Breuil-Kisin modules ([SW]).

**Remark 4.1.4.** In equal characteristic, one can define global $G$-Shtukas, where $D$ is replaced by a global algebraic curve over a finite field. This is what Drinfeld originally invented, which vastly generalizes the notion of elliptic modules. However, currently it is not clear whether there exists analogue of global $G$-Shtukas in the number field setting. We refer to [Sc] for some speculations.

The isomorphism (4.1.1) clearly generalizes to an isomorphism

$$
\frac{LG \times^K LG \times^K \cdots \times^K LG}{\text{Ad}_g K} \cong \text{Sht}^{r,\text{loc}},
$$

under which the map analogous to (3.2.5) also admits a moduli interpretation, usually called the partial Frobenius map. Fix a sequence of dominant coweights $\mu_* = (\mu_1, \ldots, \mu_r)$ as above and set $\mu_0 = \sigma(\mu_r)$. Then we define the partial Frobenius map as

$$
F_{\mu_*} : \text{Sht}^{r,\text{loc}}_{(\mu_1, \ldots, \mu_r)} \to \text{Sht}^{r,\text{loc}}_{(\sigma(\mu_r), \mu_1, \ldots, \mu_{r-1})},
$$

which is an isomorphism of prestacks (as functors over perfect $k$-algebras).

We define the following correspondence of prestacks

(4.1.2)

$$
\xymatrix{ 
\text{Hk}^{s,t}(\text{Sht}^{\text{loc}}) 
\ar[rr]^{\sim} & & \text{Hk}^{s,\text{loc}} 
\ar[rr]^{\sim} & & \text{Sht}^{s,\text{loc}} 
\ar[rr]^{\sim} & & \text{Sht}^{t,\text{loc}},
}
$$

where $\text{Hk}^{s,t}(\text{Sht}^{\text{loc}})$ is the prestack classifying, for each perfect $k$-algebra $R$, the following commutative diagram of modifications of $G$-torsors over $D_R$:
such that the top row (resp. bottom row) defines an \( R \)-point of \( \text{Sht}^{s, \text{loc}} \) (resp. \( \text{Sht}^{t, \text{loc}} \)). We call such a diagram a Hecke correspondence from the top row to the bottom row. When \( s = t = 1 \), we denote \( Hk^{s,t}(\text{Sht}^{\text{loc}}) \) simply by \( Hk(\text{Sht}^{\text{loc}}) \). Then similar to [4.1.1], there is a canonical isomorphism

\[
Hk(\text{Sht}^{\text{loc}}) \cong \frac{LG}{Ad_\sigma K} \times_{\text{Res}_{\sigma,K}} \frac{LG}{Ad_\sigma K},
\]

with \( \overdir{h}^{\text{loc}} \) and \( \overdir{h}^{\text{loc}} \) being natural projections. For two sequences of dominant coweights \( \lambda_* \) and \( \mu_* \), let

\[
\text{Sht}^{\text{loc}}_{\lambda_*|\mu_*} := (\overdir{h}^{\text{loc}})^{-1}(\text{Sht}^{\text{loc}}_{\lambda_*}) \cap (\overdir{h}^{\text{loc}})^{-1}(\text{Sht}^{\text{loc}}_{\mu_*})
\]

and sometimes denote the restriction of \( \overdir{h}^{\text{loc}} \) and \( \overdir{h}^{\text{loc}} \) to \( \text{Sht}^{\text{loc}}_{\lambda_*|\mu_*} \) by \( \overdir{h}^{\text{loc}}_{\lambda_*|\mu_*} \). If we further require \( \beta \) to have relative position \( \leq \nu \), we obtain a closed sub-prestack \( \text{Sht}^{\text{loc}}_{\mu_*|\lambda_*} \) of \( \text{Sht}^{\text{loc}}_{\mu_*|\lambda_*} \).

**Remark 4.1.5.** Note that fibers of the morphism \( \overdir{h}^{\text{loc}} : Hk(\text{Sht}^{\text{loc}}) \to \text{Sht}^{\text{loc}} \) are just affine Grassmannians. For every \( \mu \), the fibers of \( \overdir{h}^{\text{loc}} : (\overdir{h}^{\text{loc}})^{-1}(\text{Sht}^{\text{loc}}_{\mu}) \to \text{Sht}^{\text{loc}} \) are affine Deligne-Lusztig varieties (e.g. see [Zh2, §3.1] for the definition).

As we already see from Example 4.1.1, \( \text{Sht}^{\text{loc}}_{\mu} \) is not algebraic so the general construction in §6.2 does not apply in the current situation directly. In order to define the category in this setting, we need to replace the moduli spaces by their finite dimensional approximations. We sketch the construction here and refer to [XZ1 §5] for details. A group theoretical description of the constructions is given in Remark 4.1.9.

Recall that \( K \) acts on the convolution Grassmannians. Given a sequence \( \mu_* = (\mu_1, \ldots, \mu_r) \) of dominant coweights, an integer \( m \) is called \( \mu_* \)-large if it is \( \geq (\sum \alpha_i) \), where \( \alpha_i \) is the highest root of \( G \). It is easy to see that given a pair of non-negative integers \( (m, n) \) \( (m, n) = (\infty, \infty) \) allowed), if \( m - n \) is \( \mu_* \)-large the action \( K \) on \( \text{Gr}^{(n)} \) factors through the action of \( K_m \) (cf. [XZ1 Lemma 3.1.7]). In this case, the fpqc quotient stack \( \text{Hk}_{\mu_*}^{\text{loc}(m)} := [K_m \backslash \text{Gr}_{\mu_*}] \) is called the \( m \)-restricted local Hecke stack. By writing

\[
[K_m \backslash \text{Gr}_{\mu_*}] \cong [K_m \backslash \text{Gr}_{\mu_*}^{(n)}/K_n] \xrightarrow{t_{\leftarrow}} K_n \times K_m,
\]

we see that over \( \text{Hk}_{\mu_*}^{\text{loc}(m)} \), the first map \( t_{\leftarrow} \) defines the \( K_m \)-torsor

\[
\text{Gr}_{\mu_*} \to [K_m \backslash \text{Gr}_{\mu_*}],
\]

and the second map \( t_{\rightarrow} \) defines the \( K_n \)-torsor

\[
[K_m \backslash \text{Gr}_{\mu_*}^{(n)}] \to [K_m \backslash \text{Gr}_{\mu_*}].
\]

We write \( \mathcal{E}_{\rightarrow}|_{D_m} \) and \( \mathcal{E}_{\leftarrow}|_{D_n} \) for these two canonical torsors. For \( m \geq n \), let

\[
\text{res}_m^m : \text{BK}_m \to \text{BK}_n
\]

denote the map induced by the quotient map \( \pi_{m,n} : K_m \to K_n \). Clearly, for \( m \leq m' \leq m'' \),

\[
(4.1.3) \quad \text{res}_m^{m'} \circ \text{res}_m^{m''} = \text{res}_m^{m''},
\]

where we allow \( m'' \) to be \( \infty \). Then for \( m \leq m' \) and \( n \leq n' \) \((m', n') = (\infty, \infty) \) allowed) such that both \( m' - n' \) and \( m - n \) are \( \mu_* \)-large, there is a restriction map

\[
\text{res}_m^{m'} : \text{Hk}_{\mu_*}^{\text{loc}(m')} \to \text{Hk}_{\mu_*}^{\text{loc}(m)}
\]
such that the following diagram is commutative and the right square is Cartesian.

\[
\begin{array}{c}
{\text{BK}}_{n'} \xrightarrow{t-} {\text{Hk}}_{\mu^*}^{\text{loc}(m')} \xrightarrow{t-} {\text{BK}}_{m'} \\
\downarrow\text{res}^\mu_{n'} \downarrow\text{res}^\mu_{m'} \downarrow\text{res}^\mu_{m'} \\
{\text{BK}}_n \xrightarrow{t-} {\text{Hk}}_{\mu^*}^{\text{loc}(m)} \xrightarrow{t-} {\text{BK}}_m.
\end{array}
\]

In addition, these restrictions maps satisfy the natural compatibility condition (4.1.3).

Now fix a sequence \(\mu^*\) of dominant coweights and choose a pair of integers \((m, n)\) such that \(m - n\) is \(\mu^*\)-large. For a perfect \(k\)-algebra \(R\), an \((m, n)\)-restricted local iterated \(G\)-Shtuka over \(\text{Spec} \ R\) with singularities bounded by \(\mu^*\) consists of

- an \(R\)-point of \(Hk_{\mu^*}^{\text{loc}(m)}\), and
- an isomorphism of \(K_n\)-torsors over \(\text{Spec} \ R\)

\[
\psi : \sigma(\mathcal{E}_{-}|D_n) \simeq (\mathcal{E}_{-}|D_m)|D_n.
\]

We define \(\text{Sht}_{\mu^*}^{\text{loc}(m,n)}\) as the prestack that classifies all \((m, n)\)-restricted local \(G\)-Shtukas. In other words, \(\text{Sht}_{\mu^*}^{\text{loc}(m,n)}\) is defined as the Cartesian product of \(Hk_{\mu^*}^{\text{loc}(m)}\) with a Frobenius graph

\[
(4.1.4) \quad \text{Sht}_{\mu^*}^{\text{loc}(m,n)} \xrightarrow{\varphi^{\text{loc}(m,n)}} \text{Hk}_{\mu^*}^{\text{loc}(m)} \\
\downarrow \quad \downarrow \quad \downarrow \\
{\text{BK}}_n \xrightarrow{1\times\sigma} {\text{BK}}_n \times {\text{BK}}_n,
\]

In particular, \(\text{Sht}_{\mu^*}^{\text{loc}(m,0)} = Hk_{\mu^*}^{\text{loc}(m)}\), and \(\text{Sht}_{\mu^*}^{\text{loc}(\infty,\infty)} = \text{Sht}_{\mu^*}^{\text{loc}}\). Note that \(\varphi^{\text{loc}(m,n)}\) is a perfectly smooth morphism of relative dimension \(n \dim G\).

Let \((m', n')\) and \((m, n)\) be two pairs of non-negative integers such that \(m \leq m'\), \(n \leq n'\) are both \(m' - n'\) and \(m - n\) are \(\mu^*\)-large \((m', n') = (\infty, \infty)\) allowed). There is the restriction morphism

\[
(4.1.5) \quad \text{res}^{m',n'}_{m,n} : \text{Sht}_{\mu^*}^{\text{loc}(m',n')} \longrightarrow \text{Sht}_{\mu^*}^{\text{loc}(m,n)},
\]

which is perfectly smooth of relative dimension \((m - n) - (m' - n')\), compatible with (4.1.4), and satisfying

\[
(4.1.6) \quad \text{res}^{m_2,n_2}_{m_1,n_1} \circ \text{res}^{m_3,n_3}_{m_2,n_2} = \text{res}^{m_3,n_3}_{m_1,n_1}.
\]

**Example 4.1.6.** When \(\mu = 0\) or more generally \(\mu = \tau \in \mathbb{X}_*(Z_G)\), we have

\[
\text{Sht}_{\tau}^{\text{loc}(n,n)} \cong B G(\mathcal{O}/\mathbb{Z}^n).
\]

The restriction map \(\text{res}_{n,n} : \text{Sht}_{\tau}^{\text{loc}} \cong B G(\mathcal{O}) \rightarrow \text{Sht}_{\tau}^{\text{loc}(m,n)} \cong B G(\mathcal{O}/\mathbb{Z}^n)\) is induced by the natural map \(G(\mathcal{O}) \rightarrow G(\mathcal{O}/\mathbb{Z}^n)\).

**Remark 4.1.7.** As mentioned in Example (4.1.2) moduli of local shtukas can be regarded as a generalization of the moduli of \(p\)-divisible groups with \(G\)-structures. It is natural to expect that the moduli of restricted local shtukas can be regarded as a generalization of moduli of truncated Barsotti-Tate groups with \(G\)-structures. It turns out that they are indeed closely related but the relation is slightly more complicated than the unrestricted case. As explained in [XZ1, Lemma 5.3.6], if \(\mu\) is minuscule, and \((m, n) = (2, 1)\), there is a natural perfectly smooth map

\[
(4.1.7) \quad \text{Sht}_{\mu}^{\text{loc}(2,1)} \rightarrow G \cdot \text{Zip}_{\mu}^{\text{pf}}.
\]

Here, \(G \cdot \text{Zip}_{\mu}^{\text{pf}}\) is the perfection of the moduli of \(F\)-zips with \(G\)-structures as defined in [PWZ], which is homeomorphic to the moduli of 1-truncated Barsotti-Tate groups with \(G\)-structure.
We describe the morphism $\phi$ in the case when $G = GL_n$ and $\mu = \omega_i$. In this case $G$-Zip$_{\omega_i}(R)$ classifies quadruples $(M, C^0 M, D, \phi, \phi_1)$, where $M$ is a finite projective $R$-module of rank $n$, $M = C^0 M \supset C^1 M \supset C^2 M = 0$ is a decreasing filtration and $D - 1 M = 0 \subset D_0 M \subset D_1 M$ is an increasing filtration, such that $\phi_0 : \sigma^* gr^0 C M \cong gr^0 D M$ is an isomorphism of finite projective $R$-modules of rank $i$ and $\phi_1 : \sigma^* gr^1 C M \cong gr^1 D M$ is an isomorphism of finite projective $R$-modules of rank $n - i$. The relation between $F$-zips of the above type and 1-truncated Barsotti-Tate groups of height $n$ and dimension $i$ was explained in [PWZ §9.3].

Note that giving an $R$-point of Sh$_{\omega_i}^{loc(2,1)}$, there is an honest map of finite projective $R$-modules

$$\mathcal{E}_+ \mid R \xrightarrow{\beta} \mathcal{E}_- \mid R \cong \sigma^* (\mathcal{E}_- \mid R),$$

whose cokernel is a finite projective $R$-module of rank $i$. Then $(4.1.7)$ sends an $R$-point of Sh$_{\omega_i}^{loc(2,1)}$ to the $R$-point of $G$-Zip$_{\omega_i}$ represented by $M = \mathcal{E}_+ \mid R$, $C^1 M = \text{Im} \beta$, and $D_0 M = \ker (\sigma^* \beta)$. The isomorphism $\phi_1 : \sigma^* (gr^1 C M) = \sigma^* \text{Im} \beta \cong gr^1 D M = \frac{M}{\ker \sigma^* \beta}$ is the canonical one. The canonical isomorphism $\phi_0 : \sigma^* (gr^0 D M) = \sigma^* \frac{M}{\text{Im} \sigma^* \beta} \cong \ker (\sigma^* \beta) = gr^0 D M$ can be deduced from [Zh2, (1.3.2)].

There exist Hecke correspondences between the various moduli spaces of restricted local iterated shtukas that are compatible with the correspondence $(4.1.2)$ via the restriction morphism $(4.1.5)$. In addition, these Hecke correspondences can be composed, and the compositions are associative. We will summarize these structures in Proposition $(4.1.8)$ which will allow us to define the category $\text{PfH}(\text{Sh}^{loc})$ in the next subsection.

It will be convenient to introduce the following terminology. Given a sequence of dominant coweights $\mu_* = (\mu_1, \ldots, \mu_t)$, a quadruple of non-negative integers $(m_1, n_1, m_2, n_2)$ is said to be $\mu_*$-acceptable if

1. $m_1 - m_2 = n_1 - n_2$ are $\mu_i$-large (or equivalently $\sigma(\mu_i)$-large),
2. $m_2 - n_1$ is $(\mu_1, \ldots, \mu_{t-1})$-large.

In particular, $m_1 - n_1$ is $\mu_*$-large. We regard $(\infty, \infty, \infty, \infty)$ to be $\mu_*$-acceptable for any $\mu_*$. The following proposition summarizes a large part of [XZ1, §5.3]. For simplicity, we only consider moduli of restricted local Shtukas whose singularities are bounded by a single coweight.

**Proposition 4.1.8.**

1. Let $\mu_1, \mu_2$ be two dominant coweights, and $\nu$ a dominant coweight. Let $(m_1, n_1, m_2, n_2)$ be a quadruple that is $(\mu_1 + \nu, \nu)$-acceptable and $(\mu_2 + \nu, \nu)$-acceptable. Then there exists the Hecke correspondence

$$(4.1.8) \quad \text{Sh}_{\mu_1}^{loc(m_1, n_1)} \xleftarrow{\text{res}_{\mu_1}} \text{Sh}_{\mu_1 | \mu_2}^{\nu, loc(m_1, n_1)} \xrightarrow{\text{res}_{\mu_2}} \text{Sh}_{\mu_2}^{loc(m_2, n_2)}$$

where $\text{Sh}_{\mu_1 | \mu_2}^{\nu, loc(m_1, n_1)}$ is an algebraic stack independent of the choice of $(m_1, n_1)$.

Moreover, if $(m'_1, n'_1, m'_2, n'_2) \geq (m_1, n_1, m_2, n_2)$ is another quadruples satisfying the same conditions (the case $(m'_1, n'_1, m'_2, n'_2) = (\infty, \infty, \infty, \infty)$ being allowed). Then the following diagram is commutative with the left diagram Cartesian

$$
\begin{array}{ccc}
\text{Sh}_{\mu_1}^{loc(m'_1, n'_1)} & \xleftarrow{\text{res}_{m'_1, n'_1}} & \text{Sh}_{\mu_1 | \mu_2}^{\nu, loc(m'_1, n'_1)} \\
\text{Sh}_{\mu_1}^{loc(m_1, n_1)} & \xrightarrow{\text{res}_{m_1, n_1}} & \text{Sh}_{\mu_1 | \mu_2}^{\nu, loc(m_1, n_1)} \\
\end{array}
\begin{array}{ccc}
\text{Sh}_{\mu_2}^{loc(m'_2, n'_2)} & \xrightarrow{\text{res}_{m'_2, n'_2}} & \text{Sh}_{\mu_2}^{loc(m_2, n_2)} \\
\text{Sh}_{\mu_2}^{loc(m_2, n_2)} & \xrightarrow{\text{res}_{m_2, n_2}} & \text{Sh}_{\mu_2}^{loc(m_2, n_2)} \\
\end{array}
$$
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(2) Let \( \mu_1, \mu_2, \mu_3, \nu_1, \nu_2 \) be dominant coweights and let \((m_1, n_1, m_2, n_2, m_3, n_3)\) be a sextuple such that every quadruple \((m_1, n_1, m_i+1, n_{i+1})\) is \((\mu_i + \nu_i, \nu_i)\)-acceptable and \((\mu_{i+1} + \nu_i, \nu_i)\)-acceptable. Then there is a natural perfectly proper morphism

\[
\text{Comp}_{\mu_1, \mu_2, \mu_3}^{\text{loc}(m_1, n_1)} : \text{Sht}_{\mu_1}^{\nu_1, \text{loc}(m_1, n_1)} \times \text{Sht}_{\mu_2}^{\nu_2, \text{loc}(m_2, n_2)} \rightarrow \text{Sht}_{\mu_3}^{\nu_1 + \nu_2, \text{loc}(m_1, n_1)}.
\]

Moreover, if \((m_1', n_1', m_2', n_2', m_3', n_3') \geq (m_1, n_1, m_2, n_2, m_3, n_3)\) is another sextuple satisfying the same conditions \((m_1', n_1', m_2', n_2', m_3', n_3') = (\infty, \infty, \infty, \infty, \infty, \infty)\) being allowed), then the following diagram is commutative.

In addition, the middle trapezoid is Cartesian.

(3) Let \( \mu_1, \mu_2, \mu_3, \mu_4, \nu_1, \nu_2, \nu_3 \) be dominant coweights and \((m_1, n_1, m_2, n_2, m_3, n_3, m_4, n_4)\) be an octuple of non-negative integers such that \((m_1, n_1, m_{i+1}, n_{i+1})\) is \((\mu_i + \nu_i, \nu_i)\)-acceptable and \((\mu_{i+1} + \nu_i, \nu_i)\)-acceptable. Then

\[
\text{Comp}_{\mu_1, \mu_2, \mu_3}^{\text{loc}(m_1, n_1)} \circ (\text{Comp}_{\mu_1, \mu_2, \mu_3}^{\text{loc}(m_1, n_1)} \times \text{id}) = \text{Comp}_{\mu_1, \mu_2, \mu_3}^{\text{loc}(m_1, n_1)} \circ (\text{id} \times \text{Comp}_{\mu_2, \mu_3}^{\text{loc}(m_2, n_2)}).
\]

Remark 4.1.9. We give a group theoretical explanation of the moduli of restricted local G-Shtukas. Given an \((m, n)\)-restricted local G-Shtuka, by trivialization both \(\mathcal{E} \rightarrow |D_m|\) and \(\mathcal{E} \rightarrow |D_n|\), the isomorphism \(\psi\) defines an element in \(K_n\). Note that \(\text{Gr}^{(n)}_{\mu^*}\) is exactly the moduli space that classifies trivializations of both \(\mathcal{E} \rightarrow |D_m|\) and \(\mathcal{E} \rightarrow |D_n|\) on \(H^1_{\mu^*}\). It follows that

\[
\text{Sht}_{\mu^*}^{\text{loc}(m, n)} \cong \frac{\text{Gr}^{(n)}_{\mu^*} \times K_n, \sigma K_n}{\text{Ad} K_m},
\]

where the right hand side denotes the quotient of \(\text{Gr}^{(n)}_{\mu^*} \times K_n\) by \(K_m \times K_n\) with the action given by

\[
(k_m, k_n) \cdot (x, k) = (k_m x k_n^{-1}, \sigma(k_n) k k_n^{-1}), \quad (k_m, k_n) \in K_m \times K_n, \quad (x, k) \in \text{Gr}^{(n)}_{\mu^*} \times K_n.
\]

In particular, the Frobenius automorphism of \(\text{Gr}^{(n)}_{\mu^*}\) then induces an isomorphism

\[
\sigma : \text{Sht}_{\mu^*}^{\text{loc}(m, n)} \cong \frac{\text{Gr}^{(n)}_{\mu^*}}{\text{Ad} \sigma K_m}.
\]

(In equal characteristic, these spaces admit canonical deperfection, and the Frobenius endomorphism of \(\text{Gr}^{(n)}_{\mu^*}\) induces a universal homeomorphism between \(\text{Sht}_{\mu^*}^{\text{loc}(m, n)}\) and \(\frac{\text{Gr}^{(n)}_{\mu^*} \times K_n, \sigma K_n}{\text{Ad} K_m}\). Therefore, later on when we define the category of perverse sheaves on \(\text{Sht}_{\mu^*}^{\text{loc}(m, n)}\), one can use either \(\text{Sht}_{\mu^*}^{\text{loc}(m, n)}\) or \(\frac{\text{Gr}^{(n)}_{\mu^*} \times K_n, \sigma K_n}{\text{Ad} K_m}\). However, although the latter appears to be simpler to describe (group theoretically), the former space is need to relate to Shimura varieties (or moduli of global Shtukas). There is a
similar group theoretical description of $\text{Sh}^{\mu, \text{loc}}_{\mu_1 | \mu_2}$, for which we refer to [XZII, Remark 5.3.15] for details.

4.2. The category $\mathcal{P}^{\text{H}k}(\text{Sh}^{\text{loc}}_k)$. After the preparation of the last subsection, it is possible to define the category $\mathcal{D}^{\text{H}k}(\text{Sh}^{\text{loc}}_k)$, which in light of Lemma 4.2.1 can be thought as the replacement of (a subcategory of) the category of $\text{Ad}_0 LG$-equivariant sheaves on $LG$. In fact, we will be mainly focusing on the subcategory $\mathcal{P}^{\text{H}k}(\text{Sh}^{\text{loc}}_k) \subset \mathcal{D}^{\text{H}k}(\text{Sh}^{\text{loc}}_k)$, which will be the receiver of our categorical trace of the geometric Satake.

First, it is easy to define the category $\mathcal{P}(\text{Sh}^{\text{loc}}_k)$ of perverse sheaves on the moduli of local shtukas (base changed to $\bar{k}$). Let $\mu_\bullet$ is a sequence of dominant coweights. For two pairs $(m', n'), (m, n)$ of non-negative integers, satisfying $m \leq m', n \leq n'$ and both $m' - n'$ and $m - n$ are $\mu_\bullet$-large ($m' \neq \infty$), the functor

$$\text{Res}^{m', n'}_{m, n} = (\text{res}^{m', n'}_{m, n}) !((m' - n') - (m - n)) \dim G : \mathcal{P}(\text{Sh}^{\text{loc}}_{\mu_\bullet}^{(m, n)}) \to \mathcal{P}(\text{Sh}^{\text{loc}}_{\mu_\bullet}^{(m', n')})$$

of the shifted $!$-pullback of sheaves is perverse exact. By (4.1.6), there is a canonical isomorphism of functors

$$\text{Res}^{m', n'}_{m, n} \circ \text{Res}^{m', n'}_{m, n} \cong \text{Res}^{m', n'}_{m, n}.$$  

The functor $\text{Res}^{m', n'}_{m, n}$ induces an equivalence of categories if $m \geq 1$. On the other hand, $\text{res}^{m', n'}_{m, n}$ is a torsor under $\text{Ker} (\text{Aut}(E_{\rightarrow} | D_n) \to \text{Aut}(E_{\rightarrow} | D_n))$, which is again the perfection of a unipotent (non-constant) group scheme if $n \geq 1$, therefore, $\text{Res}^{m', n'}_{m, n}$ is fully faithful.

Then we can define the category of perverse sheaves on $\text{Sh}^{\text{loc}}_k$ as (a direct sum of) filtered limits

$$\mathcal{P}(\text{Sh}^{\text{loc}}_k) := \lim_{(\mu, m, n)} \mathcal{P}(\text{Sh}^{\text{loc}}_{\mu}^{(m, n)}),$$

where the limit is taken over the triples $\{(\mu, m, n) \in X_\bullet(T)/W \times \mathbb{Z}_{\geq 0}^2 | m - n \text{ is } \mu\text{-large}\}$, with the product partial order, and where the connecting functor is given by the following composite of fully faithful functors

$$\mathcal{P}(\text{Sh}^{\text{loc}}_{\mu}^{(m, n)}) \xrightarrow{\text{Res}^{m', n'}_{m, n}} \mathcal{P}(\text{Sh}^{\text{loc}}_{\mu}^{(m', n')}) \xrightarrow{i_{\mu, \mu', \ast}} \mathcal{P}(\text{Sh}^{\text{loc}}_{\mu'}^{(m', n')}),$$

and where $i_{\mu, \mu'} : \text{Sh}^{\text{loc}}_{\mu}^{(m', n')} \to \text{Sh}^{\text{loc}}_{\mu'}^{(m', n')}$ is the natural closed embedding. Note that these connecting functors satisfy natural compatibility conditions given by proper or smooth base change so the limit indeed makes sense. By replacing $\mathcal{P}(\text{Sh}^{\text{loc}}_{\mu}^{(m, n)})$ by $\mathcal{D}(\text{Sh}^{\text{loc}}_{\mu}^{(m, n)})$ in the above colimit, we also define $\mathcal{D}(\text{Sh}^{\text{loc}}_k), which is equipped with a perverse $t$-structure.

**Remark 4.2.1.** According to (4.1.1) and Remark 4.1.9, we can interpret the above definition in a more group theoretical language. Namely, we write

$$\frac{\text{Ad}_0 K}{\mu} = \lim_{\mu, m, n} \frac{\text{Gr}^{(n)}_{\mu}^{(m, n)}}{\text{Ad}_0 K},$$

and therefore define

$$\mathcal{P}(\text{Sh}^{\text{loc}}_k) = \lim_{\mu, m, n} \mathcal{P}(\frac{\text{Gr}^{(n)}_{\mu}^{(m, n)}}{\text{Ad}_0 K_m}).$$

For each dominant coweight $\mu$ and a pair $(m, n)$ such that $m - n$ is $\mu$-large, we have a natural pullback functor

$$\Phi^{\text{loc}(m, n)} := \text{Res}^{m, n}_{m, 0} : P_{K \otimes \bar{k}}(\text{Gr}_\mu) \cong P(\text{H}^{\text{loc}(m, n)}_\mu) \to \mathcal{P}(\text{Sh}^{\text{loc}}_{\mu}^{(m, n)}),$$

where $\text{res}^{m, n}_{m, 0} : P_{K \otimes \bar{k}}(\text{Gr}_\mu) \cong P(\text{H}^{\text{loc}(m, n)}_\mu) \to \mathcal{P}(\text{Sh}^{\text{loc}}_{\mu}^{(m, n)}),$ for details.
which commutes the above connecting morphism by (4.1.6) and the proper smooth base change. Taking the colimit, we obtain a well-defined functor

\[ \Phi_{\text{loc}} : P_{K \otimes k}(\text{Gr} \otimes \bar{k}) \to P(\text{Sh}^{\text{loc}}_k). \]

**Remark 4.2.2.** Note that there are many objects in \( P(\text{Sh}^{\text{loc}}_k) \) that do not come from \( P_{K \otimes k}(\text{Gr} \otimes \bar{k}) \) under the above functor \( \Phi_{\text{loc}} \). For example, as mentioned in Example 4.1.6 \( \text{Sh}^{\text{loc}}_0(n,n) = BG(O/\mathcal{O}^n) \). Therefore, every representation \( \rho \) of the finite group \( G(O/\mathcal{O}^n) \) defines a local system on \( \text{Sh}^{\text{loc}}_0(n,n) \), and therefore an object in \( P(\text{Sh}^{\text{loc}}_k) \). This object does not lie in the essential image of \( \Phi_{\text{loc}} \) (as soon as \( n > 0 \)). More generally, for every \( \mu \), and every representation \( \rho \) of \( G(O) \), there is an object \( F_{\mu,\rho} \) in \( P(\text{Sh}^{\text{loc}}_k) \) coming from the nearby cycle functors construction \( [GL17] \).

We now define the category \( P^{\text{Hk}}(\text{Sh}^{\text{loc}}_k) \). It has the same objects as \( P(\text{Sh}^{\text{loc}}_k) \). And we just need to explain the space of morphisms and compositions of them as follows. An object \( F \) of \( P(\text{Sh}^{\text{loc}}_k) \) (or equivalently of \( P^{\text{Hk}}(\text{Sh}^{\text{loc}}_k) \)) is called connected if it comes from \( P(\text{Sh}^{\text{loc}}_k(m,n)) \) for some \( (\mu, m, n) \) in the limit (4.2.4). In this case, we denote by \( F_{\mu}^{(m,n)} \in P(\text{Sh}^{\text{loc}}_k(m,n)) \) the unique (up to a unique isomorphism) object that represents \( F \). Since every object of \( P(\text{Sh}^{\text{loc}}_k) \) is a direct sum of connected objects, it is enough to define the space of morphisms between two connected objects \( F_1, F_2 \), and to extend the definition of the morphisms between general objects by linearity.

Recall that for a septuple \( (\mu_1, \mu_2, \nu, m_1, n_1, m_2, n_2) \) such that \( (m_1, n_1, m_2, n_2) \) is \( (\mu_1 + \nu, \nu) \)-acceptable and \( (\mu_2 + \nu, \nu) \)-acceptable, there is the correspondence (4.1.8) from Proposition 4.1.8. Given another septuple \( (\mu_1', \mu_2', \nu', m_1', n_1, m_2', n_2') \geq (\mu_1, \mu_2, \nu, m_1, n_1, m_2, n_2) \) satisfying similar acceptability conditions, there is the following diagram

\[
\begin{array}{c}
\text{Sh}^{\text{loc}}_{\mu_1}(m_1,n_1) & \xleftarrow{\text{res}^{m_1,n_1}_{m_1',n_1'}} & \text{Sh}^{\text{loc}}_{\mu_1'}(m_1',n_1') \\
\downarrow & & \uparrow \\
\text{Sh}^{\text{loc}}_{\mu_1\mu_2}(m_1,n_1) & \xleftarrow{\text{res}^{m_1,n_1}_{m_1,n_1}} & \text{Sh}^{\text{loc}}_{\mu_1}(m_1,n_1) \\
\downarrow & & \uparrow \\
\text{Sh}^{\text{loc}}_{\mu_2}(m_2,n_2) & \xleftarrow{\text{res}^{m_2,n_2}_{m_2',n_2'}} & \text{Sh}^{\text{loc}}_{\mu_2'}(m_2',n_2') \\
\end{array}
\]

where arrows to the left are equidimensional, perfectly smooth, of the same relative dimension, and arrows to the right are closed embeddings. Note that the upper left square is Cartesian by Proposition 4.1.8 and all arrows in the upper right square are perfectly proper.

Now, for two connected objects \( F_1, F_2 \) of \( P^{\text{Hk}}(\text{Sh}^{\text{loc}}_k) \), we define \( \text{Mor}_{P^{\text{Hk}}(\text{Sh}^{\text{loc}}_k)}(F_1, F_2) \) as

\[
\lim_{\rightarrow} \text{Corr}_{\text{Sh}^{\text{loc}}_{\mu_1}\mu_1\mu_2}( (\text{Sh}^{\text{loc}}_{\mu_1}(m_1,n_1), F_{(m_1,n_1)}^{(m_1,n_1)}), (\text{Sh}^{\text{loc}}_{\mu_2}(m_2,n_2), F_{(m_2,n_2)}^{(m_2,n_2)}) ) ,
\]

where the colimit is taken over all (partially ordered) sextuples \( (\mu_1, \mu_2, \nu, m_1, n_1, m_2, n_2) \) satisfying the acceptability conditions as above and such that \( F_{(m_1,n_1)}^{(m_1,n_1)} \) represents \( F_1 \), and where the connecting map of colimit is given by \( i_0 \circ \text{res}^{1}[((m' - n') - (m - n)) \dim G] \), where \( i_0 \) denotes the pushforward of cohomological correspondence along \( i \) as in (6.1.6) and where \( \text{res}^{1} \) is the pullback of cohomological correspondences as in (6.1.8). As explained in [XZ1] \( \S 5.4.1 \), these connecting maps compose and the colimit is well-defined.

Next, we explain the composition of morphisms. By linearity, it suffices to define this on the connected objects and we may assume that the given morphisms \( c_1 : F_1 \to F_2 \) and \( c_2 : F_2 \to F_3 \)
are realized as correspondences (as opposed to linear combinations of correspondences)
\[ c_1^{(\mu_1,\mu_2,\nu_1,m_1,n_1,m_2,n_2)} \in \text{Corr}_{\text{Sh}_{\mu_1,\nu_1}(m_1,n_1)} \left( (\text{Sh}_{\mu_1}^{\text{loc}}(m_1,n_1), \mathcal{F}_{1,\mu_1}^{(m_1,n_1)}), (\text{Sh}_{\mu_2}^{\text{loc}}(m_2,n_2), \mathcal{F}_{2,\mu_2}^{(m_2,n_2)}) \right), \]
and
\[ c_2^{(\mu_2,\mu_3,\nu_2,m_2,n_2,m_3,n_3)} \in \text{Corr}_{\text{Sh}_{\mu_2,\nu_2}(m_2,n_2)} \left( (\text{Sh}_{\mu_2}^{\text{loc}}(m_2,n_2), \mathcal{F}_{2,\mu_2}^{(m_2,n_2)}), (\text{Sh}_{\mu_3}^{\text{loc}}(m_3,n_3), \mathcal{F}_{3,\mu_3}^{(m_3,n_3)}) \right), \]
where the septuples satisfy the conditions as above. According to the formalism of the composition of cohomological correspondences (see Definition 6.1.4), the composition \( c_2^{(\mu_2,\mu_3,\nu_2,m_2,n_2,m_3,n_3)} \circ c_1^{(\mu_1,\mu_2,\nu_1,m_1,n_1,m_2,n_2)} \) is supported on the following correspondence
\[ \text{Sh}_{\mu_1}^{\text{loc}}(m_1,n_1) \leftarrow \text{Sh}_{\mu_1,\nu_1}(m_1,n_1) \times \text{Sh}_{\mu_2,\nu_2}(m_2,n_2) \xrightarrow{\text{Comp}_{\mu_1}(m_1,n_1)} \text{Sh}_{\mu_2,\nu_2}(m_2,n_2) \rightarrow \text{Sh}_{\mu_3}^{\text{loc}}(m_3,n_3). \]

We then define the composition \( c_2 \circ c_1 \) to be the cohomological correspondence from \( \mathcal{F}_1 \) to \( \mathcal{F}_3 \) so that \( (c_2 \circ c_1)^{(\mu_1,\mu_2,\nu_1,m_1,n_1,m_2,n_2,m_3,n_3)} \) is given by the push forward of \( c_2^{(\mu_2,\mu_3,\nu_2,m_2,n_2,m_3,n_3)} \circ c_1^{(\mu_1,\mu_2,\nu_1,m_1,n_1,m_2,n_2)} \) along the perfectly proper morphism
\[ \text{Sh}_{\mu_1,\nu_1}(m_1,n_1) \times \text{Sh}_{\mu_2,\nu_2}(m_2,n_2) \xrightarrow{\text{Comp}_{\mu_1}(m_1,n_1)} \text{Sh}_{\mu_2,\nu_2}(m_2,n_2) \rightarrow \text{Sh}_{\mu_3}^{\text{loc}}(m_3,n_3), \]
in the sense of 6.1.6. Using Proposition 4.1.8 and several lemmas in 6.1, one can show that \( c_2 \circ c_1 \) is well-defined, and satisfies the natural associativity law \( (c_3 \circ c_2) \circ c_1 \cong c_3 \circ (c_2 \circ c_1) \). The construction of \( \text{P}^{\text{Hk}}(\text{Sh}_{\mu_1}^{\text{loc}}) \) now is complete.

We describe the endomorphism ring of some objects in \( \text{P}^{\text{Hk}}(\text{Sh}_{\mu_1}^{\text{loc}}) \). For every \( n > 0 \), let \( \text{reg}_n \) denote the regular representation of \( G(O/\mathcal{O}^n) \). It defines a local system \( \delta_{\text{reg}_n} \) on \( \text{Sh}_{\mu_1}^{\text{loc}}(n,n) = BG(O/\mathcal{O}^n) \) (see Remark 4.2.2). Let \( \delta_{\text{reg}_0} \) be the corresponding object in \( \text{P}^{\text{Hk}}(\text{Sh}_{\mu_1}^{\text{loc}}) \). Note that \( \delta_{\text{reg}_0} \) is contained in the image of the functor \( \text{eq}_{\mu_1}(\mathcal{E}) \). We also denote it by \( \tilde{\sigma}_c \). The following statement is the affine analogue of 3.2.2 and 3.2.3.

**Proposition 4.2.3.** There is a canonical isomorphism
\[ \text{End}_{\text{P}^{\text{Hk}}(\text{Sh}_{\mu_1}^{\text{loc}})}(\delta_{\text{reg}_0}) \cong C_c(K(n)\backslash G(F)/K(n),E)^{\text{op}}, \]
where \( K(n) = K^{(n)}(k) \) is the \( n \)th principal congruence subgroup, and \( C_c(K(n)\backslash G(F)/K(n),E) \) denotes the corresponding Hecke algebra. In particular, \( \text{End}_{\text{P}^{\text{Hk}}(\text{Sh}_{\mu_1}^{\text{loc}})}(\tilde{\sigma}_c) \) is isomorphic to the \( E \)-valued spherical Hecke algebra \( H_G \otimes E = C_c(G(O)\backslash G(F)/G(O),E) \).

**Remark 4.2.4.** Exactly the same definition gives \( \text{D}^{\text{Hk}}(\text{Sh}_{\mu_1}^{\text{loc}}) \). In addition, if \( \text{Iw} \subset K \) is an Iwahori subgroup, then one can similarly define the moduli of local Shtukas with Iwahori level structure, denoted by \( \text{Sh}_{\text{Iw}}^{\text{loc}} \). Similarly, one can define the Hecke correspondence \( \text{Hk}(\text{Sh}_{\text{Iw}}^{\text{loc}}) \), and the category \( \text{D}^{\text{Hk}}(\text{Sh}_{\text{Iw}}^{\text{loc}}) \). As mentioned in Remark 3.2.3, if \( \text{char}E = 0 \), up to idempotent completion it is equivalent to \( \text{D}^{\text{Hk}}(\text{Sh}_{\mu_1}^{\text{loc}}) \).

### 4.3. The categorical trace of the geometric Satake.
Now we are ready to state one of the key ingredients for our arithmetic applications in the next section. Let \( \hat{G} \) be the Langlands dual group of \( G \), defined over \( \overline{Q}_l \), as constructed as a Tannakian group via the geometric Satake (Theorem 2.1.15 and Remark 2.1.16). It is equipped with an action of the geometric \( q \)-Frobenius \( \sigma \) of \( k \).

Recall from Example 3.1.4 that the pullback functor \( \text{Rep}(\hat{G}) \rightarrow \text{Coh}(\hat{G}) \) identifies \( \text{Coh}_{f_{\overline{G}}}^{\hat{G}}(\hat{G}^{\sigma}) \) with the \( \sigma \)-twisted categorical trace of \( \text{Rep}(\hat{G}) \), where \( \text{Coh}_{f_{\overline{G}}}^{\hat{G}}(\hat{G}^{\sigma}) \) is the full subcategory of \( \text{Coh}(\hat{G}) \) spanned by those \( V \) (the pullback of algebraic representations \( V \) of \( G \)).

Given all the preparations, the following theorem now becomes natural.
Theorem 4.3.1. There is a functor
\[ S : \text{Coh}^\hat{G}_f(\hat{G}\sigma) \to P^\text{Hk}(\text{Sh}_{\text{loc}} \hat{k}) \]

making the following diagram commutative
\[
\begin{array}{ccc}
\text{Rep}(\hat{G}) & \cong & \text{P}_K \otimes \bar{k} (\text{Gr} \otimes \bar{k}) \\
\downarrow & & \downarrow \\
\text{Coh}^\hat{G}_f(\hat{G}\sigma) & \longrightarrow & P^\text{Hk}(\text{Sh}_{\text{loc}} \hat{k})
\end{array}
\]

In particular, \( S(\mathcal{O}) = \tilde{\delta}_e \), where \( \mathcal{O} \) denotes the structure sheaf of \( \hat{G}_{c_{\sigma}} \).

In addition, the map
\[ S : J = \mathbb{Q}_l[\hat{G}\sigma] \rightarrow \Gamma(\hat{G}/\hat{G}, \mathcal{O}) \rightarrow \text{End}(S(\mathcal{O})) \cong H_G \otimes \mathbb{Q}_l \]

coincides with the Satake isomorphism (2.1.4).

Remark 4.3.2. The functor \( S \) should be fully faithful. This should follow from the study of irreducible components of certain affine Deligne-Lusztig varieties as in [XZ1, §4]. It would be better to have a conceptual proof of this fact.

Remark 4.3.3. Most discussions in this section also apply to the setting \( X = LG_{\text{Ad}} K \) and \( Y = LG_{\text{Ad}} LG_{\text{Ad}} \), where \( K \subset LG \) acts on \( LG \) by usual conjugation. E.g. we have the Hecke correspondence
\[
\begin{array}{c}
LG_{\text{Ad}} K \leftarrow - \rightarrow h \rightarrow - \rightarrow LG_{\text{Ad}} K,
\end{array}
\]

and the fibers of \( h : h^{-1}(\text{Gr}_{\text{Ad}}) \rightarrow LG_{\text{Ad}} K \) are so-called generalized (or group version) affine Springer fibers (compare to Remark 4.1.5). If \( m - n \) is \( \mu \)-large, we have the space \( \text{Gr}_{\text{Ad}} \), and similarly the Hecke stack between them. One can define \( D^\text{Hk}(LG_{\text{Ad}} K) \) similarly. Theorem 4.3.1 has a counterpart in this case, giving the affine Springer action.

5. Applications to Shimura varieties

We will construct cohomological correspondences between mod \( p \) fibers of different Shimura varieties, following [XZ1, §7]. We have to assume in this section some familiarity with the basic theory of mod \( p \) geometry of Shimura varieties. Readers can refer to [XZ1, §7.1, §7.2] for some necessary background needed in the following discussions.

5.1. Cohomological correspondences between mod \( p \) fibers of Shimura varieties. Let \((G, X)\) be a (weak) Shimura datum. We fix an open compact subgroup \( K \subset G(\mathbb{A}_f) \), and let
\[ \text{Sh}_K(G, X) = G(\mathbb{Q}) \setminus X \times G(\mathbb{A}_f)/K \]
denote the corresponding Shimura variety. The Shimura datum defines a conjugacy class of one-parameter subgroups \( \mu \) of \( G_{\mathbb{C}} \), usually called the Shimura cocharacter. Let \((\hat{G}, \hat{B}, \hat{T})\) be the Langlands dual group of \( G \) (see Remark 2.1.16). Then \( \mu \) determines an irreducible representation of \( \hat{G} \) of highest weight \( \mu \). Recall that \( \text{Sh}_K(G, X) \) has a canonical model defined over the reflex field \( E = E(G, X) \subset \mathbb{C} \). The representation \( V_\mu \) extends canonically to a representation of \( \hat{G} \times \text{Gal}(\overline{\mathbb{Q}}/E) \). If \((G, X)\) is of Hodge type, one can interpret \( \text{Sh}_K(G, X) \) as moduli of abelian varieties equipped with additional structures.

Now let \( p > 2 \) be an unramified prime for \((G, X, K)\), by which we mean that \( K_p \subset G(\mathbb{Q}_p) \) is a hyperspecial open compact subgroup. In addition, we assume that \((G, X)\) is of Hodge type. Under these assumptions, \( \text{Sh}_K(G, X) \) admits a canonical integral model \( \mathcal{S}_K(G, X) \) over \( \mathcal{O}_{E,(v)} \) by the
work of Kisin ([Kl]) and Vasiu ([Va]), where \( v \) is a place of \( E \) over \( p \) with \( \mathbb{F}_v \), its residue field. We denote by \( \mathcal{F} \) its mod \( p \) fiber, and \( \text{Sh}_\mu \) the perfection of \( \mathcal{F} \). Kisin’s construction also gives rise to a \( G \)-Shtuka \( \mathcal{E}_1 \rightarrow \mathcal{E}_0 \cong \sigma \mathcal{E}_1 \) with singularities bounded by \( \mu \) over \( \text{Sh}_\mu \). Namely,
\[
\mathcal{E}_0 := \mathcal{E}_{\text{cris}},
\]
where \( \mathcal{E}_{\text{cris}} \) is the usual crystalline \( G \)-torsor on \( \text{Sh}_\mu \) ([XZ1 Corollary 7.1.14]). We thus obtain a morphism of prestacks
\[
\text{loc}_p : \text{Sh}_\mu \rightarrow \text{Sh}^\text{loc}_\mu.
\]
In the Siegel case, \( \text{loc}_p \) is the perfection of the morphism sending an abelian variety to its underlying \( p \)-divisible group.

According to the Serre-Tate theory, this morphism (before perfection) is formally \( \text{étale} \). However, formal \( \text{étaleness} \) is not a good notion for morphisms between perfect schemes, so we will not make use of it. In addition, \( \text{Sh}^\text{loc}_\mu \) is not an algebraic stack so it is difficult to work with it directly. Instead, we will compose it with the morphism from \( \text{Sh}^\text{loc}_\mu \) to the moduli of restricted local Shtukas. Let \((m,n)\) be a pair of non-negative integers such that \( m - n \) is \( \mu \)-large. We set
\[
\text{loc}_p(m,n) : \text{Sh}_\mu \overset{\text{loc}_p}{\rightarrow} \text{Sh}^\text{loc}_\mu \overset{\text{res}_{m,n}}{\rightarrow} \text{Sh}^\text{loc}(m,n).
\]

The following result ([XZ1 Proposition 7.2.4]) allows us to study the special fibers of Shimura varieties via the local Shtukas defined earlier.

**Proposition 5.1.1.** The morphism \( \text{loc}_p(m,n) \) is perfectly smooth.

**Remark 5.1.2.** By virtual of Remark 1.1.7 this proposition refines the well-known perfectly smooth morphism \( \text{Sh}_\mu \rightarrow G\text{-zip}_\mu^p \) (e.g. see [Zha]), which can be used to define the Ekedahl-Oort stratification on Shimura varieties.

Now we discuss cohomological correspondences between mod \( p \) fibers of Shimura varieties.

Let \((G_1, X_1)\) and \((G_2, X_2)\) be two Shimura data. Let \( \theta : G_1 \otimes \mathbb{A}_f \simeq G_2 \otimes \mathbb{A}_f \) be an isomorphism. We fix an open compact subgroup \( K_i \subset G_i(\mathbb{A}_f) \) which is sufficiently small such that \( \theta K_1 = K_2 \), and we assume that \( K_{1,p} \) (and therefore \( K_{2,p} \)) is hyperspecial. Let \( \hat{G}_i \) be the integral model of \( G_{i,\mathbb{Q}_p} \) over \( \mathbb{Z}_p \) determined by \( K_{i,p} \). We have the isomorphism \( \theta : \hat{G}_1 \simeq \hat{G}_2 \), which allows us to identify their Langlands dual group \((\hat{G}, \hat{B}, \hat{T})\), on which the Frobenius \( \sigma_p \) acts by an automorphism. We fix an isomorphism \( \iota : \mathbb{C} \simeq \overline{\mathbb{Q}}_p \). Let \( \{\mu_i\} \) denote the conjugacy class of Hodge cocharacters of \( G_{i,\mathbb{C}} \), determined by \( X_i \), which via the isomorphism \( \iota \), can be regarded as a dominant character of \((\hat{G}, \hat{B}, \hat{T})\). Let \( V_{\mu_1} \) and \( V_{\mu_2} \) denote the corresponding vector bundles on \( \hat{G} \), as in Example 3.1.4.

Let \( E_i \subset \mathbb{C} \) be the reflex field of \((G_i, X_i)\). Let \( v \) be a place of \( E = E_1 E_2 \) lying over \( p \), determined by the isomorphism \( \iota \). Let \( \text{Sh}_{\mu_i, K_i} \) denote the mod \( p \) fiber of the canonical integral model for \( \text{Sh}_{K_i}(G_i, X_i) \), base changed to \( k_v \). We assume that there exists a perfect ind-scheme \( \text{Sh}_{\mu_1|\mu_2} \) fitting into the following commutative diagram, with both squares Cartesian,

\[
(5.1.1)
\begin{array}{ccc}
\text{Sh}_{\mu_1, K_1} & \xrightarrow{\text{loc}_p} & \text{Sh}_{\mu_1|\mu_2} \\
\text{Sh}^\text{loc}_{\mu_1} & \xrightarrow{\text{loc}_p} & \text{Sh}^\text{loc}_{\mu_1|\mu_2} \\
\end{array}
\]

Note that nonemptiness of \( \text{Sh}^\text{loc}_{\mu_1|\mu_2} \) is equivalent to the following condition

\[
(5.1.2)
\text{Hom}_{\text{Coh}_{f, G}(\mathbb{Q}_p)}(V_{\mu_1}, V_{\mu_2}) \neq 0.
\]
But even Sh_{\mu_1|\mu_2}^\text{loc} is non-empty, there are some restrictions on (G_i, X_i) to guarantee the existence of (5.1.1). Namely, one can define Sh_{\mu_1|\mu_2} making the left square in (5.1.1) Cartesian. Then Sh_{\mu_1|\mu_2} is represented by an ind-perfect scheme since \overline{h}_{\mu_1}^\text{loc} is ind-proper (see Remark 4.1.3). But it is in general not true that there exists a morphism from Sh_{\mu_1|\mu_2} to Sh_{\mu_2} making the right square commutative (and also Cartesian). We do not discuss the general conditions needed for the existence of (5.1.1) here. Instead, we mention the following two extremal cases and refer to [XZ1] for more discussions.

**Theorem 5.1.3.** The diagram (5.1.1) exists in the following cases. Assume that both (G_i, X_i) are of Hodge type and \( p > 2 \).

1. When \((G_1, X_1) = (G_2, X_2)\) and \( \theta \) is the identity map, Sh_{\mu_1|\mu_2} exists and is the perfection of the mod \( p \) fiber of a natural integral model of the p-power Hecke correspondences of Sh_K(G_1, X_1).

2. When there is an inner twist \( \Psi : G_1 \to G_2 \) which is equal to Ad_h \circ \theta for some \( h \in G_2(\overline{\mathbb{A}}_f) \) at all finite places, and which realizes \( G_{2\mathbb{R}} \) as the compact modulo center inner form of \( G_{1\mathbb{R}} \) (so in particular Sh_{\mu_2} is a finite set, usually called a Shimura set), then Sh_{\mu_1|\mu_2} exists and can be regarded as the Rapoport-Zink uniformization of the basic locus of Sh_{\mu_1}.

**Remark 5.1.4.** As just mentioned, if \((G, X) = (G_1, X_1) = (G_2, X_2)\), Sh_{\mu_1|\mu} is the mod \( p \) fiber of a natural integral model of the Hecke correspondence

\[
\begin{align*}
G(\mathbb{Q}) \times G(\mathbb{A}_f)/K^p & \to G(\mathbb{Q}_p) \times K^p \to G(\mathbb{Q}_p)/K_p \\
G(\mathbb{Q}) \times G(\mathbb{A}_f)/K & \to G(\mathbb{Q}_p) \times K^p \to G(\mathbb{Q}_p)/K_p
\end{align*}
\]

If \((G_1, X_1) \neq (G_2, X_2)\) but (5.1.2) holds, then Sh_{\mu_1|\mu_2} can be regarded as “exotic Hecke correspondences” between mod \( p \) fibers of different Shimura varieties. These correspondences cannot be lifted to characteristic zero, and give a large class of characteristic \( p \) cycles on Shimura varieties. (See the next subsection.)

Combining (5.1.1) with Proposition 4.1.8, we have the following commutative diagram with the left square Cartesian

\[
\begin{array}{ccc}
\text{Sh}_{\mu_1,K_1} & \xrightarrow{\overline{h}_{\mu_1}} & \text{Sh}_{\mu_1|\mu_2} \xrightarrow{\overline{h}_{\mu_2}} \text{Sh}_{\mu_2,K_2} \\
\text{Sh}_{\mu_1}^{\text{loc}(m_1,n_1)} & \xrightarrow{\overline{h}_{\mu_1}} & \text{Sh}_{\mu_1|\mu_2}^{\text{loc}(m_1,n_1)} \xrightarrow{\overline{h}_{\mu_2}} \text{Sh}_{\mu_2}^{\text{loc}(m_2,n_2)}
\end{array}
\]

Now, by pulling back morphisms between (Sh_{\mu_1}^{\text{loc}(m_1,n_1)}, \mathcal{F}_1) and (Sh_{\mu_1|\mu_2}^{\text{loc}(m_2,n_2)}, \mathcal{F}_2) in \text{P}^{\mathbb{H}_K(\text{Sh}_K^{\text{loc}})} along vertical maps in the above diagram in the sense of (6.1.8), we obtain cohomological correspondences between (Sh_{\mu_1}, \text{loc}_p(m_1,n_1)^j\mathcal{F}_1) and (Sh_{\mu_2}, \text{loc}_p(m_2,n_2)^j\mathcal{F}_2). Taking the cohomology with compact support and applying Lemma 6.1.7, we obtain the following theorem.

**Theorem 5.1.5.** (1) Let \((G_i, X_i), i = 1, 2, 3\) be a collection of Shimura data, together with the isomorphism \( \theta_{ij} : G_i(\mathbb{A}_f) \cong G_j(\mathbb{A}_f) \) satisfying the natural cocycle condition. We fix a common level structure \( K \). Let \( p > 2 \) be an unramified prime and fix an isomorphism \( i : \mathbb{C} \cong \mathbb{Q}_p \). In addition, assume that for each pair \((G_i, X_i), (G_j, X_j)\), the Cartesian diagram (5.1.1) exists. Let \( \{\mu_i\} \) denote the conjugacy class of Shimura cocharacters of \((G_i, X_i)\), \( V_i = V_{\mu_i} \) the corresponding highest weight representation of \( \hat{G} \), and \( \hat{V}_i \) the corresponding vector bundle on \( \frac{\hat{G}}{c_{\mu_i}G} \). Denote \( d_i = \dim \text{Sh}_K(G_i, X_i) \). Let \( \mathcal{H}_p \) denote the prime-to-\( p \) Hecke
algebra. Let \( v \mid p \) be the place of the compositum of all reflex fields determined by \( i \). Then there is a natural action of \( J \) on \( H^c_*(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell(d_i/2)) \), and a canonical \( J \)-equivariant map
\[
S_{\theta, j}: \text{Hom}(\tilde{V}_i, \tilde{V}_j) \rightarrow \text{Hom}_{\mathbb{Q}_\ell} (H^c_{\nu} + d_i(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell(d_i/2)), H^c_{\nu} + d_j(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell(d_j/2))),
\]
which is compatible with the natural compositions on both sides. In particular, there is a natural action of the algebra End(\( \tilde{V}_\mu \)) on \( H^c_*(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell) \).

(2) When \( \text{Sh}_{\nu}^p \) is a Shimura set, the action of \( J = \text{End}(\tilde{V}_\mu) \) on
\[
H^c_*(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell) \cong C_c(G(\mathbb{Q}) \backslash G(\mathbb{A}_f)/K, \mathbb{Q}_\ell)
\]
coinsides with the usual Hecke algebra action under the Satake isomorphism \( \text{2.1.4} \).

**Remark 5.1.6.** (1) The above theorem in particular gives some Jacquet-Langlands transfer in geometric way, as first studied by David Helm (\( \text{2.1.4} \)) in some special cases.

(2) The action of \( J \subset \text{End}(\tilde{V}_\mu) \) on \( H^c_*(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell) \) in the theorem is the Shimura variety analogue of V. Lafforgue’s \( \mathcal{S} \)-operators. However, the action of the larger algebra \( \text{End}(\tilde{V}_\mu) \) on \( H^c_*(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell) \) is new, even in the function field case (where instead of Shimura varieties one considers the moduli spaces of shtukas). The following conjecture is the analogue of V. Lafforgue’s

**Conjecture 5.1.7.** Under the Satake isomorphism, the action of \( J \) in the above theorem coincides with the usual Hecke algebra action on \( H^c_*(\text{Sh}_{\nu}^p, \mathbb{Q}_\ell) \) under the Satake isomorphism \( \text{2.1.4} \).

(3) By [XXZ] \( \text{6.3} \), the above \( S = T \) conjecture implies the congruence relation conjecture (known as the Blasius-Rogawski conjecture) for Shimura varieties of Hodge type.

**Remark 5.1.8.** The following is a (heuristic) conjectural description of the cohomology of \( \overline{\mathcal{F}} \), inspired by Drinfeld’s interpretation of V. Lafforgue’s work: There exists a graded \( \mathbb{Q}_\ell \)-vector space \( A^* \) (depending only on \( G \otimes \mathbb{A}_f \)), equipped with an \( \mathcal{H}_K \)-action, and a commuting action of \( \mathbb{Q}_\ell[G \sigma_p] \), such that
\[
H^c_{\nu} + d_i(\overline{\mathcal{F}}_{\nu}^p, \mathbb{Q}_\ell(d/2)) = (A^* \otimes V_\mu)^\hat{G}.
\]
It is clear that Theorem 5.1.5 is implied by this conjecture. In fact, there is similar conjectural description of the cohomology of \( \text{Sh}_K(G, X) \), which we plan to discuss in details in another occasion.

5.2. **Tate cycles on some mod \( p \) fibers of Shimura varieties.** We apply the above machinery to verify “generic” cases of Tate conjecture for the mod \( p \) fibers of many Shimura varieties.

Let \( (G, X, K) \) be as in the previous subsection and let \( p > 2 \) be an unramified prime. Let \( (\hat{G}, \hat{B}, \hat{T}) \) be the Langlands dual group of \( G_{\mathbb{Q}_p} \), equipped with a Borel and a maximal torus as in Remark 21.16. We fix an isomorphism \( i: \mathbb{Q}_p \simeq \mathbb{C} \) as before, and regard the Shimura cocharacter \( \mu \) as a dominant weight of \( (\hat{G}, \hat{B}, \hat{T}) \). Let \( v \mid p \) be the place of \( E \) determined by \( i \) and let \( \overline{\mathcal{F}} \) be the mod \( p \) fiber of the canonical integral model of \( \text{Sh}_K(G, X) \) over \( \mathcal{O}_{E,(v)} \) as before.

For \( \lambda \in X^*(\hat{T}) \) and a representation \( V \) of \( \hat{G} \), let \( V(\lambda) \) denote the \( \lambda \)-weight subspace of \( V \) (with respect to \( \hat{T} \)). We define the following lattice
\[
\Lambda^\text{Tate}_p = \left\{ \lambda \in X^*(\hat{T}) \mid \sum_{i=0}^{m-1} \sigma^i_p(\lambda) \in X^*_\mu(Z_G) \right\} \subset X^*(\hat{T}).
\]
Here, \( Z_G \) denotes the center of \( G \), and \( X^*_\mu(Z_G) \) denotes the coweight lattice of \( Z_G \), which is a natural subgroup of \( X^*(\hat{T}) \). For a representation \( V \) of \( G \), we define the following space
\[
V^\text{Tate} = \bigoplus_{\lambda \in \Lambda^\text{Tate}_p} V(\lambda).
\]
We are in particular interested in the condition $V^\text{Tate}_\mu \neq 0$, where $\mu$ is the Shimura cocharacter of $G$. As explained in the introduction of [XZ1], under the conjectural description of the cohomology of the Shimura varieties given in Remark 5.1.8 for a Hecke module $\pi_f$ whose Satake parameter at $p$ is generic enough, certain multiple $a(\pi_f)$ of the dimension of this vector space should be equal to the dimension of the space of Tate classes in the $\pi_f$-component of the middle dimensional compactly-supported cohomology of $\mathcal{F}$. In addition, this space is usually large. For example, in the case $G$ is an odd unitary (similitude) group of signature $(i, n-i)$ over a quadratic imaginary field, the dimension of this space at an inert prime is $\left(\frac{n+1}{2}\right)$.

We need one more notation. For a (not necessarily irreducible) algebraic variety $Z$ of dimension $d$ over an algebraically closed field, let $H^\text{BM}_d(Z)(-d)$ denote the $(-d)$-Tate twist of the top degree Borel–Moore homology, which is the vector space spanned by the irreducible components of $Z$. Now let $X$ be a smooth variety of dimension $d+r$ defined over a finite field $\mathbb{F}_q$, and let $Z \subseteq X_{\mathbb{F}_q}$ be a (not necessarily irreducible) projective subvariety of dimension $d$. There is the cycle class map

$$\text{cl} : H^\text{BM}_{2d}(Z)(-d) \to \bigcup_{j \geq 1} H^\text{et}_{2j,c}(X_{\mathbb{F}_q}, \mathbb{Q}_l(r))^\sigma_f.$$

Our main theorem of [XZ1] is as follows. There is a natural Newton stratification on $\mathcal{F}$. Let $\mathcal{F}_b$ denote the basic Newton stratum, on which $\mathcal{H}_K$ acts by (cohomological) correspondences (given by $S$-operators constructed in the previous subsection.)

**Theorem 5.2.1.** Assume that $(G, X)$ is of Hodge type such that the center $Z_G$ of $G$ is connected. Let $K \subseteq G(A_f)$ be an open compact subgroup. Write $2d = \dim \text{Sh}_K(G, X)$. Let $p > 2$ be an unramified prime for $(G, X, K)$ such that $r := V^\text{Tate}_\mu \neq 0$. Then:

1. The basic Newton stratum $\mathcal{F}_b$ of $\mathcal{F}$ is pure of dimension $d$. In particular, $d$ is always an integer. In addition, there is an $\mathcal{H}_K$-equivariant isomorphism

$$H^\text{BM}_{2d}(\mathcal{F}_b_{\mathbb{F}_q})(-d) \cong C(G'(\mathbb{Q})) \setminus G'(A_f)/K)^{\oplus r}.$$ 

Here $G'$ is an inner form of $G$ over $A_f$ and is compact modulo center at infinity, and $C(G'(\mathbb{Q}) \setminus G'(A_f)/K)$ denotes the space of functions on the finite set $G'(\mathbb{Q}) \setminus G'(A_f)/K$.

2. Let $\pi_f$ be an irreducible module of $\mathcal{H}_K$, and let

$$H^{BM}_{2d}(\mathcal{F}_b_{\mathbb{F}_q})(\pi_f) = \text{Hom}_{\mathcal{H}_K}(\pi_f, H^{BM}_{2d}(\mathcal{F}_b_{\mathbb{F}_q})(-d) \otimes \pi_f)$$

be the $\pi_f$-isotypical component. Then the cycle class map

$$\text{cl} : H^{BM}_{2d}(\mathcal{F}_b_{\mathbb{F}_q})(-d) \to H^\text{et}_{2d}(\mathcal{F}_b_{\mathbb{F}_q}, \mathbb{Q}_l(d))$$

restricted to $H^{BM}_{2d}(\mathcal{F}_b_{\mathbb{F}_q})(\pi_f)$ is injective if the Satake parameter of $\pi_{f,p}$ (the component of $\pi_f$ at $p$) is $V^\mu_\mu$-general.

3. Assume that $\text{Sh}_K(G, X)$ is a quaternionic Shimura variety or a Kottwitz arithmetic variety. Then the $\pi_f$-isotypical component of $\text{cl}$ is surjective to $T^d(\mathbb{Q}_l) \otimes \pi_f$ if the Satake parameter of $\pi_{f,p}$ is strongly $V^\mu_\mu$-general. In particular, the Tate conjecture holds for these $\pi_f$.

**Remark 5.2.2.** (1) The assumption that $Z_G$ is connected is not essential, but simplifies the formulation.

(2) For a representation $V$ of $\hat{G}$, the definitions of “$V$-general” and “strongly $V$-general” Satake parameters were given in [XZ1, Definition 1.4.2]. Regular semisimple elements in $\hat{G}\sigma_p$ are always $V$-general, but not the converse. See [XZ1, Remark 1.4.3].

(3) Some special cases of the theorem were originally proved in [HTX] [TX].
The proof of this theorem relies on several different ingredients. Via the Rapoport-Zink uniformization of the basic locus of a Shimura variety, Part (1) can be reduced to a question about irreducible components of certain affine Deligne-Lusztig varieties, which was studied in [XZ1] §4. The most difficult part is (2), which we proved by calculating the intersection numbers among all \(d\)-dimensional cycles in \(\mathcal{F}_b\). By Part (1), the intersection numbers of \(d\)-dimensional cycles in \(\mathcal{F}_b\) can be encoded in an \(r \times r\)-matrix with entries in the spherical Hecke algebra at \(p\). In general, it seems hopeless to calculate this matrix directly and explicitly. However, similar to the toy model explained in Example 2.2.5, this matrix can be understood as the composition of certain morphisms in \(\text{Coh}^G_{\mathcal{F}_r}(\hat{G}\sigma_p)\). Namely, first we realize \(G'(\mathbb{Q})\backslash G'(\mathbb{A})/K\) as a Shimura variety with \(\tau\) and its Shimura cocharacter. Then using Theorem 5.1.5 this matrix can be calculated as

\[
\text{Hom}_{\text{Coh}^G_{\mathcal{F}_r}(\hat{G}\sigma_p)}(\mathcal{V}_\tau, \mathcal{V}_\mu) \otimes \text{Hom}_{\text{Coh}^G_{\mathcal{F}_r}(\hat{G}\sigma_p)}(\mathcal{V}_\mu, \mathcal{V}_\tau) \to \text{Hom}_{\text{Coh}^G_{\mathcal{F}_r}(\hat{G}\sigma_p)}(\mathcal{V}_\tau, \mathcal{V}_\tau) = J.
\]

To proof Part (2), one needs to determine when this pairing is non-degenerate. This itself is an interesting question in representation theory, whose solution relies on the study of the Chevalley’s restriction map for vector-valued functions. The determinant of this matrix was calculated in [XZ2], giving (2). Part (3) was proved by comparison two trace formulas, the Lefschetz trace formula for \(G\) and the Arthur-Selberg trace formula for \(G'\). We refer to [XZ1] §2 for details.

**Example 5.2.3.** Let \(G = \text{GU}(1, 2r)\) be the unitary similitude group of \((2r+1)\)-variables associated to an imaginary quadratic extension \(E/\mathbb{Q}\), whose signature is \((1, 2r)\) at infinity. It is equipped with a standard Shimura datum. We fix a level \(K \subset G(\mathbb{A})\) and let \(\text{Sh}_K(G, X)\) be the corresponding Shimura variety. In particular if \(r = 1\), this is the Picard modular surface. Let \(p\) be an unramified inert prime. In this case \(\mathcal{F}_b\) is a union of certain Deligne-Lusztig varieties, parametrized by \(G'(\mathbb{Q})\backslash G'(\mathbb{A})/K\), where \(G' = \text{GU}(0, 2r + 1)\) that is isomorphic to \(G\) at all finite places. The intersection pattern of these cycles inside \(\mathcal{F}_b\) were given in [VW]. However, the intersection numbers between these cycles are much harder to compute. In fact we do not know how to compute them directly for general \(r\), except applying Theorem 5.1.5 to this case. (The case \(r = 1\) can be handled directly.)

We have \(\hat{G} = \text{GL}_{2r+1} \times \mathbb{G}_m\) on which \(\sigma_p\) acts as \((A, c) \mapsto (J(A^T)^{-1}J, c)\), where \(J\) is the anti-diagonal matrix with all entries along the anti-diagonal being 1. The representation \(V_\mu\) is the standard representation of \(\text{GL}_{2r+1}\) on which \(\mathbb{G}_m\) acts via homotheties. One checks that \(\dim V_\mu^{\text{Tate}} = 1\) (which is consistent with the above mentioned parameterization of irreducible components of \(\mathcal{F}_b\) by \(G'(\mathbb{Q})\backslash G'(\mathbb{A})/K\)). We can choose \(\tau = ((1, \ldots, 1), 1)\), and think \(G'(\mathbb{Q})\backslash G'(\mathbb{A})/K\) as a Shimura set with Shimura cocharacter \(\tau\). Here we identify the weight lattice of \(\hat{G}\) as \(\mathbb{Z}^{2r+1} \times \mathbb{Z}\) as usual. Then \(\text{Hom}_{\text{Coh}^G_{\mathcal{F}_r}(\hat{G}\sigma_p)}(\mathcal{V}_\tau, \mathcal{V}_\mu)\) is a free rank one module over \(J\). A generator \(a_{\text{in}}\) induces a homomorphism \(J \times \mathcal{H}^p\text{-equivariant}

\[
S(a_{\text{in}}) : C(G'(\mathbb{Q})\backslash G'(\mathbb{A})/K) \to H^2_{\text{c}}(\mathcal{F}_b, \mathcal{F}_b(r)),
\]

realizing the cycle class map of \(\mathcal{F}_b\) (up to a multiple). The module \(\text{Hom}_{\text{Coh}^G_{\mathcal{F}_r}(\hat{G}\sigma_p)}(\mathcal{V}_\mu, \mathcal{V}_\tau)\) is also free of rank one over \(J\). For a chosen generator \(a_{\text{out}}\), the composition

\[
S(a_{\text{out}}) \circ S(a_{\text{in}}) = S(a_{\text{out}} \circ a_{\text{in}})
\]

calculates the intersection matrix of those cycles from the irreducible components of \(\mathcal{F}_b\).

The element \(h := a_{\text{out}} \circ a_{\text{in}} \in J\) was explicitly computed in [XZ2] Example 6.4.2] (up to obvious modification). Under the Satake isomorphism \(J \cong H_{\mathbb{G}_m \otimes \mathbb{Q}_\ell}\), it can also be written explicitly as

---

There is a subtlety regarding the choice of \(\tau\) which we ignore here. See [XZ1] Remark 7.4.4.
a combination of Hecke operators ([XZ3])

\[(5.2.1) \quad h = p^{r(r+1)} \sum_{i=0}^{r} (-1)^i (2i+1)p^{(i-r)(r+i+1)} \sum_{j=0}^{r-i} \sum_{j=0}^{r-i} \binom{2r+1-2j}{r-i-j}_{v=p} T_{p,j}.\]

Here, \(T_{p,j} = 1_{K_p} \lambda_j(p) K_p\), with \(\lambda_i = (1^i, 0^{2r-2i+1}, (-1)^i, 0)\), and \(\binom{n}{m}_v\) is the \(v\)-analogue of the binomial coefficient:

\[\binom{0}{v}_v = 1, \quad \binom{n}{v}_v = \frac{v^n - 1}{v - 1}, \quad \binom{n}{m}_v! = \prod_{i=1}^{v} \binom{n}{i}_v, \quad \binom{n}{m}_v = \frac{\binom{n}{n}_v!}{\binom{m}{m}_v!}.\]

In other words, the intersection matrix of cycles in \(\mathcal{F}_b\) in this case is calculated by the Hecke operator \((5.2.1)\). We refer to [XZ3] for details and further discussions.

6. Appendix: A category formed by correspondences

Let \(C \Rightarrow X\) be a groupoid of spaces. The main goal of the appendix ([6.2]) is to introduce a category \(D(X)\), which captures a large part of information of \(D(Y)\) when \(C = X \times_Y X\) for a proper morphism \(X \to Y\).

We fix a perfect field \(k\) and write \(pt\) for \(\text{Spec} k\). By a stack (resp. a perfect stack) \(\mathcal{X}\), we mean a stack over \(\text{Aff}_k\) (resp. \(\text{Aff}^p_k\)) with fpqc topology whose diagonal is representable by an algebraic space (resp. by a perfect algebraic space) and such that there exists smooth (resp. perfectly smooth) surjective map from a scheme (resp. perfect scheme) \(X \to \mathcal{X}\). In the sequel, (perfect) stacks of (perfectly) of finite presentation over \(k\) are also called spaces. We refer to [Zh2, Appendix A], [BS] and [XZ1, §A.1] for some discussions on the foundations of perfect algebraic geometry.

6.1. Review of cohomological correspondence. Since we heavily make use of the formalism of cohomological correspondences, we briefly review some facts following [XZ1, §A.2]. We refer loc. cit. for a more thorough treatment.

Let \(E\) be a coefficient ring of such that \(char k\) is invertible in \(E\). If \(X\) is a (perfectly) finitely presented scheme over \(k\) and \(E\) is finite, let \(D(X) = D(X, E)\) denote the (unbounded) derived category of \(\mathcal{E}\)tal sheaves with \(E\)-coefficients. For a general space \(X\) and possibly more general coefficient ring \(E\) (e.g. \(E = \mathbb{Q}_l\)), one can define \(D(X) = D(X, E)\) via as certain limit (see [XZ1, §A.1.15] for the precise formulation). Let \(D_c^X(X) \subset D(X, E)(\ast = +, -, b, 0)\) denote its constructible derived categories, and let \(P(X) \subset D_b^X(X)\) denote the category of perverse sheaves. Let \(\omega_X \in D_b^X(X)\) denote the dualizing sheaf on \(X\), and let \(D\mathcal{F} = R\mathcal{H}om(\mathcal{F}, \omega_X)\) denote the Verdier dual. By definition, there is canonical evaluation map

\[(6.1.1) \quad ev_{\mathcal{F}} : \Delta^*(\mathbb{D}\mathcal{F} \boxtimes \mathcal{F}) = \mathbb{D}\mathcal{F} \otimes \mathcal{F} \to \omega_X,\]

and if \(\mathcal{F} \in D_b^X(X)\), there is the canonical coevaluation map by taking the Verdier dual

\[(6.1.2) \quad coev_{\mathcal{F}} : E \to \Delta^!(\mathcal{F} \boxtimes \mathbb{D}\mathcal{F}),\]

It is useful to introduce the following notions.

**Definition 6.1.1.** A commutative square of spaces

\[(6.1.3) \quad \begin{array}{ccc}
D & \xrightarrow{p} & C \\
\downarrow b & & \uparrow a \\
Y & \xrightarrow{f} & X
\end{array}\]

is called base changeable if the induced morphism \(h : D \to C \times_X Y\) is representable by (perfectly) proper algebraic spaces.
The following lemma is straightforward.

**Lemma 6.1.2.** (1) A commutative diagram as (6.1.3) is base changeable if

- either $p$ is representable by (perfectly) proper algebraic spaces and $f$ is separated;
- or $b$ is representable by (perfectly) proper algebraic spaces and $a$ is separated.

(2) In the commutative diagram

\[
\begin{array}{ccc}
E & \xrightarrow{q} & D \\
\downarrow c & & \downarrow b \\
Z & \xrightarrow{g} & Y \\
\end{array}
\]

(6.1.4)

\[
\begin{array}{ccc}
& D & \xrightarrow{p} & C \\
& c & & \downarrow a \\
& Y & \xrightarrow{f} & X \\
Z & \xrightarrow{g} & \\
\end{array}
\]

if both inner squares are base changeable, so is the outer rectangle.

This name is justified by the following fact.

**Lemma 6.1.3.** Assume we have a base changeable commutative diagram of spaces as (6.1.3). Then there is a natural base change homomorphism

\[\text{BC}^*_a : a^*f_! \to pb^*,\]

which is an isomorphism if (6.1.3) is Cartesian. If $p$ and $f$ are separated, it fits into the commutative diagram

\[
\begin{array}{ccc}
a^*f_! & \longrightarrow & pb^* \\
\downarrow & & \downarrow \\
a^*f_* & \longrightarrow & p_*b^*,
\end{array}
\]

where the bottom arrow is the natural adjunction.

In addition, given (6.1.4) with both squares base changeable, the base change homomorphism $a^*(fg)_! \to (pq)_!c^*$ is equal to the composition

\[a^*(fg)_! = a^*f_! g_! \xrightarrow{\text{BC}^*_a} fb^*g_! \xrightarrow{\text{BC}^*_c} fgc^* = (fg)c^*.
\]

Similarly, $(fg)^*a_! \to c_!(pq)^*$ is equal to the composition

\[(fg)^*a_! = g^*f^*a_! \xrightarrow{\text{BC}^*_c} g^*b_!f^* \xrightarrow{\text{BC}^*_b} c^*f^* = c!(fg)^*.
\]

**Definition 6.1.4.** Let $(X_i, \mathcal{F}_i)$ for $i = 1, 2$ be two pairs, where $X_i$ are spaces, and $\mathcal{F}_i \in \mathcal{D}(X_i, E)$.

A cohomological correspondence $(C, u) : (X_1, \mathcal{F}_1) \to (X_2, \mathcal{F}_2)$ is a space $C \xrightarrow{c_1 \times c_2} X_1 \times X_2$, together with a morphism $u : c_1^*\mathcal{F}_1 \to c_2^*\mathcal{F}_2$. We call $C$ the support of $(C, u)$. For simplicity, $(C, u)$ is sometimes denoted by $C$ or by $u$. There is an obvious notion of (iso)morphisms between two cohomological correspondences $(C, u)$ and $(C', u')$ from $(X_1, \mathcal{F}_1)$ to $(X_2, \mathcal{F}_2)$. The set of isomorphism classes of cohomological correspondences from $(X_1, \mathcal{F}_1)$ to $(X_2, \mathcal{F}_2)$ supported on $C$ is denoted by $\text{Corr}_C((X_1, \mathcal{F}_1), (X_2, \mathcal{F}_2))$ and by definition

\[\text{Corr}_C((X_1, \mathcal{F}_1), (X_2, \mathcal{F}_2)) \cong \text{Hom}_C(c_1^*\mathcal{F}_1, c_2^*\mathcal{F}_2).
\]

If $(C, u) : (X_1, \mathcal{F}_1) \to (X_2, \mathcal{F}_2)$ and $(D, v) : (X_2, \mathcal{F}_2) \to (X_3, \mathcal{F}_3)$ are two cohomological correspondences, we define their composition to be $(C \times_{X_2} D, v \circ u) : (X_1, \mathcal{F}_1) \to (X_3, \mathcal{F}_3)$, with $v \circ u$ being the following composition

\[
p^*c_1^*\mathcal{F}_1 \xrightarrow{p^*u} p^*c_2^*\mathcal{F}_2 \xrightarrow{\text{BC}^*_c} q^*d_1^*\mathcal{F}_2 \xrightarrow{q^*v} q^*d_2^*\mathcal{F}_3,
\]

where $\text{BC}^*_c$ is the base change homomorphism as in (6.1.5), and $p, q$ are the projections from $C \times_{X_2} D$ to $C$ and to $D$ respectively.

Here are examples.
Example 6.1.5.  

(1) For a morphism $f : X \to Y$ and $\mathcal{F} \in \mathcal{D}(X)$, there is a cohomological correspondence $(X \xleftarrow{id} X \xrightarrow{f} Y, \mathcal{F})$ from $(X, \mathcal{F})$ to $(Y, f_*\mathcal{F})$, called the pushforward correspondence, and denoted by $\Gamma^f_j$ for simplicity.

(2) For a morphism $f : X \to Y$ and $\mathcal{F} \in \mathcal{D}(Y)$, there is a natural cohomological correspondence $(Y \xleftarrow{id} X \xrightarrow{f} Y, u : \mathcal{F} \to f^*f_*\mathcal{F})$ from $(Y, \mathcal{F})$ to $(X, f^*\mathcal{F})$, called the pullback correspondence, and denoted by $(\Lambda^f)_j$ for simplicity.

(3) If $(C, u) : (X_1, \mathcal{F}_1) \to (X_2, \mathcal{F}_2)$ is a cohomological correspondence, with $\mathcal{F}_i \in \mathbb{D}^b_C(X_i)$, then $(C, \Delta u) : (X_2, \Delta \mathcal{F}_2) \to (X_1, \Delta \mathcal{F}_1)$ is a cohomological correspondence, called the dual correspondence.

(4) Let $(X, \mathcal{F})$ be a pair with $\mathcal{F} \in \mathbb{D}^b_C(X)$. Then (6.1.1) and (6.1.2) give a cohomological correspondence and its dual

\[ \text{ev}_\mathcal{F} \in \text{Corr}_X((X \times X, \Delta \mathcal{F} \boxtimes \mathcal{F}), (pt, E)), \quad \text{coev}_\mathcal{F} \in \text{Corr}_X((pt, E), (X \times X, \mathcal{F} \boxtimes \Delta \mathcal{F})). \]

(5) Assume that $k = \overline{k}$. Let $X_1 \leftarrow C \to X_2$ be a correspondence. Then

\[ \text{Corr}_C((X_1, E[d_1]), (X_2, \omega_{X_2}[d_2])) = \text{Hom}_{\mathbb{D}^b_C}(E[d_1], \omega_C[d_2]) = H_{d_1-d_2}^{BM}(C). \]

So if $2 \dim C = d_1 - d_2$, $\text{Corr}_C((X_1, E[d_1]), (X_2, \omega_{X_2}[d_2]))$ is identified with the top Borel-Moore homology of $C$. In particular, If $X_1, X_2, C$ are finite sets, regarded as zero dimensional spaces over $k$, $\text{Corr}_C((X_1, E), (X_2, E))$ can be identified with the space of $E$-valued functions on $C$.

Now assume that we have the following commutative diagram

\[
\begin{array}{ccc}
X_1 & \xleftarrow{c_1} & C & \xrightarrow{c_2} & X_2 \\
\downarrow f_1 & & \downarrow f & & \downarrow f_2 \\
Y_1 & \xleftarrow{d_1} & D & \xrightarrow{d_2} & Y_2
\end{array}
\]

and let $(C, u : c_1^*\mathcal{F}_1 \to c_2^*\mathcal{F}_2)$ be a cohomological correspondence from $(X_1, \mathcal{F}_1)$ to $(X_2, \mathcal{F}_2)$. Assume that the left commutative square is base changeable (Definition 6.1.1), then we have

\[
d_1^*(f_1)_!\mathcal{F}_1 \overset{\text{BC}}{\xrightarrow{\text{H}^*_C}} f_1c_1^*\mathcal{F}_1 \overset{f_1u}{\xrightarrow{} f_1c_2^*\mathcal{F}_2} d_2^*(f_2)_!\mathcal{F}_2,
\]

where the last map is the natural adjunction. By abuse of notation, we still denote the above map by $f_1(u)$. Then $(D, f_1(u))$ is a cohomological correspondence from $(Y_1, (f_1)_!)\mathcal{F}_1$ to $(Y_2, (f_2)_!\mathcal{F}_2)$. We call it the pushforward of the cohomological correspondence.

In particular, if $(Y_1 \xleftarrow{d_1} D \xrightarrow{d_2} Y_2)$ is $(S = S = S)$ for some base scheme $S$, and $c_1$ is proper (so the left square is base changeable), we get a homomorphism of sheaves

\[ f_1(u) : (f_1)_!\mathcal{F}_1 \to (f_2)_!\mathcal{F}_2. \]

More specifically, if $S = \text{Spec} k$ is algebraically closed, and $c_1$ is proper, we obtain the induced map on cohomology $H_*(u) : H_*^c(X_1, \mathcal{F}_1) \to H_*^c(X_2, \mathcal{F}_2)$.

Remark 6.1.6. If $f_1$ is separated and $f$ is representable by perfectly proper algebraic spaces (so the left square is base changeable), then $f_1(u)$ factors as the composition of the natural map $(f_1)_!\mathcal{F}_1 \to (f_1)_*\mathcal{F}_1$ and

\[ d_1^*(f_1)_*\mathcal{F}_1 \to f_1c_1^*\mathcal{F}_1 \to f_1c_2^*\mathcal{F}_2 \to d_2^*(f_2)_*\mathcal{F}_2. \]

The latter map is the pushforward of cohomological correspondences considered in SGA 5. However, in most situations we are considering, $d_1$ is separated and $c_1$ is representable by perfectly proper algebraic spaces.
The pushforward cohomological correspondence is compatible with composition of cohomological correspondences.

**Lemma 6.1.7.** Suppose we have a commutative diagram

\[
\begin{array}{c}
X_1 \leftarrow \overset{c_1}{C} \rightarrow \overset{c_2}{X_2} \leftarrow \overset{c'_1}{C'} \rightarrow \overset{c'_2}{X_3} \\
\downarrow f_1 \quad \quad \quad \quad \downarrow f \quad \quad \quad \quad \downarrow f_2 \quad \quad \quad \quad \downarrow f' \quad \quad \quad \quad \downarrow f_3 \\
Y_1 \leftarrow \overset{d_1}{D} \rightarrow \overset{d_2}{Y_2} \leftarrow \overset{d'_1}{D'} \rightarrow \overset{d'_2}{Y_3}
\end{array}
\]

with the first and the third square base changeable, $c_1, c'_1$ proper and $d_1, d'_1$ separated, and let $u : c_1^* F_1 \rightarrow c_2^* F_2$ and $v : c'_1^* F_2 \rightarrow c'_2^* F_3$ be cohomological correspondences from $(X_1, F_1)$ to $(X_2, F_2)$ and from $(X_2, F_2)$ to $(X_3, F_3)$, respectively. Set $\bar{C} := C \times_{X_2} C'$ and $\bar{D} := D \times_{Y_2} D'$ and let $\bar{f} : \bar{C} \rightarrow \bar{D}$ denote the naturally induced morphism. Then the following statements hold.

1. The right square in the diagram

\[
\begin{array}{c}
X_1 \leftarrow \overset{c_1}{C} \rightarrow \overset{PC}{\tilde{C}} \\
\downarrow f_1 \quad \quad \quad \quad \downarrow f \\
Y_1 \leftarrow \overset{d_1}{D} \rightarrow \overset{PD}{\tilde{D}}
\end{array}
\]

is base changeable. Note that this ensures that $\bar{f}_1(v \circ u)$ is well defined by Lemma 6.1.2 (1).

2. We have an equality of cohomological correspondences from $(Y_1, (f_1)_{\ast} F_1)$ to $(Y_3, (f_3)_{\ast} F_3)$ supported on $\bar{D}$:

\[\bar{f}_1(v \circ u) = f'_1(v) \circ f_1(u)\]

In particular, if $c_1$ and $c'_1$ are representably by (perfectly) proper algebraic spaces, then

\[H_c(v \circ u) = H_c(v) \circ H_c(u) : H^c_c(X_1 \otimes \bar{k}, F_1) \rightarrow H^c_c(X_3 \otimes \bar{k}, F_3)\]

Next, assume that we have the following commutative diagram

\[
\begin{array}{c}
Y_1 \leftarrow \overset{d_1}{D} \rightarrow \overset{d_2}{Y_2} \\
\downarrow f_1 \quad \quad \quad \quad \downarrow f \quad \quad \quad \quad \downarrow f_2 \\
X_1 \leftarrow \overset{c_1}{C} \rightarrow \overset{c_2}{X_2}
\end{array}
\]

Given $u : c_1^* F_1 \rightarrow c_2^* F_2$ so that $(C, u)$ is a cohomological correspondence from $(X_1, F_1)$ to $(X_2, F_2)$, we would like to define the “pullback of” $(C, u)$. There are at least three situations where this is possible.

1. Assume that $f$ is (cohomologically) smooth, equidimensional, of relative dimension $d_f$, and let us choose a trace map $\text{Tr}_f : R^{2d_f} f_! E(d) \rightarrow E$ (see [XZ1] Definition A.1.18)). Then we have a cohomological correspondence $(D, f^!(u))$ from $(Y_1, f_1^! F_1)$ to $(Y_2, f_2^! F_2(\sim 2d_f))$ defined as follows:

\[f^!(u) : d_1^* f_1^! F_1 \cong f^* c_1^* F_1 \overset{f^! u}{\rightarrow} f^* c_2^* F_2 \cong f^! c_2^! F_2(\sim 2d_f) \cong d_2^! f_2^! F_2(\sim 2d_f)\]

Here and below, $\langle d \rangle$ denotes the shift and twist $[d](d/2)$ as usual. We call this the smooth pullback of the cohomological correspondence. Note that this depends on a choice of $\text{Tr}_f$.

2. If the left inner square of the above diagram is Cartesian, then we have

\[f^!(u) : d_1^* f_1^! F_1 \overset{\text{BC}^{c_1}}{\rightarrow} f^! c_1^! F_1 \overset{f^! u}{\rightarrow} f^! c_2^! F_2 = d_2^! f_2^! F_2\]

If in addition $f_1$ is cohomologically smooth, we can choose a trace map $\text{Tr}_{f_1}$ to identify $f_1^! \cong f_1^!(\sim 2d_{f_1})$ and let $\text{Tr}_f$ be the base change of $\text{Tr}_{f_1}$. Then (6.1.8) and (6.1.7) coincide.
(3) Similarly, if the right inner square of the above diagram is Cartesian, then we can define

\begin{equation}
(6.1.9) \quad f^*(u) : d'_1 f'^*_1 \mathcal{F}_1 = f^* c'_1 \mathcal{F}_1 \xrightarrow{f^*u} f^* c'_2 \mathcal{F}_2 \xrightarrow{B_C u} d'_2 f'^*_2 \mathcal{F}_2.
\end{equation}

If f is cohomologically smooth, we can choose Tr\_f as above and let Tr\_f' be the base change of Tr\_f to identify f'^*_2 \cong f'_2 (-2df). Then (6.1.9) and (6.1.7) coincide.

Similar to pushforward cohomological correspondences, pullback of cohomological correspondences is also compatible with composition of cohomological correspondences in certain situations.

**Lemma 6.1.8.** Suppose we have a commutative diagram

\[
\begin{array}{c}
Y_1 \leftarrow \frac{d_1}{f_1} \rightarrow C \leftarrow \frac{c_1}{c_2} \rightarrow X_1 \\
D \leftarrow \frac{d_2}{f_2} \rightarrow C' \leftarrow \frac{c_2}{c_2} \rightarrow X_2 \\
Y_2 \leftarrow \frac{d'_1}{f'_1} \rightarrow C \leftarrow \frac{c'_1}{c'_2} \rightarrow X_2 \\
Y_3 \leftarrow \frac{d'_2}{f'_2} \rightarrow C' \leftarrow \frac{c'_2}{c'_2} \rightarrow X_3
\end{array}
\]

with f cohomologically smooth equidimensional of relative dimension \(df\). Assume that the third inner square is Cartesian. Set \(\bar{C} := C \times_{X_2} C'\) and \(\bar{D} := D \times_{Y_2} D'\), and let \(\bar{f} : \bar{D} \rightarrow \bar{C}\) be the natural map. Then \(\bar{f}\) is the base change of \(f\) along \(\bar{C} \rightarrow C\) and therefore is cohomologically smooth.

We choose Tr\_f and let Tr\_\bar{f} be the base change of Tr\_f. Let \(u : c'_1 \mathcal{F}_1 \rightarrow c'_2 \mathcal{F}_2\) and \(v : c'_1 \mathcal{F}_2 \rightarrow c'_2 \mathcal{F}_3\) be cohomological correspondences from \((X_1, \mathcal{F}_1)\) to \((X_2, \mathcal{F}_2)\) and from \((X_2, \mathcal{F}_2)\) to \((X_3, \mathcal{F}_3)\), respectively. Then cohomological correspondence \(\bar{f}^*(v \circ u) : (Y_1, f'_1 \mathcal{F}_1) \rightarrow (Y_3, f'_3 \mathcal{F}_3(2df))\) is equal to

\[
(Y_1, f'_1 \mathcal{F}_1) \xrightarrow{\bar{f}^*(u)} (Y_2, f'_2 \mathcal{F}_2(2df)) \xrightarrow{\bar{f}^*(v)} (Y_3, f'_3 \mathcal{F}_3(2df)).
\]

**6.2. A category of correspondences.** Let \((\bar{c}, \bar{c}) : C \rightrightarrows X\) be a groupoid in spaces. In particular, there is the following diagram

\[
\begin{array}{c}
\begin{array}{c}
\bar{p} \downarrow \quad m \quad \bar{p} \\
C \times_X C \quad C \quad C
\end{array} \\
\begin{array}{c}
\bar{c} \downarrow \quad \bar{c} \quad \bar{c} \\
X \quad X \quad X
\end{array}
\end{array}
\]

where \(\bar{p}, \bar{p} : C \times_X C \rightarrow C\) are the projections to the first and the second factor and \(m : C \times_X C \rightarrow C\) is the multiplication map. There also exists the map \(\delta : X \rightarrow C\) such that \((\bar{c}, \bar{c}) \circ \delta : X \rightarrow X \times X\) is the diagonal map.

Now we assume that \(m\) is proper and representable by an algebraic space, and \(\delta\) is a closed embedding. We define an \(E\)-linear category \(D^C(X)\) as follows: objects are sheaves on \(X\); morphisms are

\begin{equation}
(6.2.1) \quad \text{Hom}_{D^C(X)}(\mathcal{F}_1, \mathcal{F}_2) = \text{Hom}_{D^C(C)}(\bar{c}^* \mathcal{F}_1, \bar{c}^! \mathcal{F}_2),
\end{equation}

of cohomological correspondences from \(\mathcal{F}_1\) to \(\mathcal{F}_2\) supported on \(C\).
Remark 6.2.2. (1) One reason to make the above definitions is that in some cases even when the
which is compatible with the compositions.

\[ \text{Corr}_C((X, F_1), (X, F_2)) \otimes \text{Corr}_C((X, F_2), (X, F_3)) \]

→ Corr_{\times X C}((X, F_1), (X, F_3))

\[ \xrightarrow{m_i} \text{Corr}_C((X, F_1), (X, F_3)) \]

= Hom_{D^C(X)}(F_1, F_3).

It contains a full subcategory \( P^C(X) \) consisting of those \( F \in D^C(X) \) that are perverse on \( X \).

The motivation to consider the above category is as follows. Let \( f : X \to Y \) be a proper representable morphism and let \( C = X \times_Y X \), with \( \overline{c} \) and \( \overline{d} \) the two projections. By its very definition,

**Lemma 6.2.1.** The functor \( f_! : D(X) \to D(Y) \) factors as

\[ D(X) \to D^C(X) \to D(Y) \]

and the second arrow is fully faithful.

**Proof.** The first statement is clear. The second statement follows from the canonical isomorphism (by the proper base change)

\[ \text{Hom}(\overline{c}^* F_1, \overline{d}^! F_2) = \text{Hom}(f_! F_1, f_! F_2) \]

which is compatible with the compositions. \( \square \)

**Remark 6.2.2.** (1) One reason to make the above definitions is that in some cases even when the
stack \( Y \) (and therefore \( D(Y) \)) is ill-behaved, the category \( D^C(X) \) can still be defined appropriately.

(2) The category \( D^C(X) \) introduced as an \( E \)-linear category as above is sufficient for the applications in this article. However, let us indicate how to define it as an \( \infty \)-category, at least in the case where both \( \overline{c} \) and \( \overline{d} \) are (perfectly) proper morphisms of separated (perfectly) finite type schemes over a finite or algebraically closed field \( k \). Let us denote \( \text{Shv}(\cdot) \) the natural \( \infty \)-categorical enhancement of \( D(\cdot) \). If \( X \) is separated and (perfectly) of finite type over a field of finite \( \ell \)-cohomological dimension, \( \text{Shv}(X, E) \) is compactly generated with the compact objects being constructible complexes, when \( E = \mathbb{F}_\ell, \mathbb{Z}_\ell, \mathbb{Q}_\ell \), etc.

Notice that \( D^C(X) \) is a monadic description of the colimit of the diagram in the 2-category of \( E \)-linear categories

\[ D(C \times_X C) \xrightarrow{\to} D(C) \xrightarrow{\to} D(X), \]

with the functors given by proper pushforwards. Then it is clear that one can define an \( \infty \)-category \( \text{Shv}^C(X) \) as the colimit of

\[ \cdots \xrightarrow{\to} \text{Shv}(C \times_X C) \xrightarrow{\to} \text{Shv}(C) \xrightarrow{\to} \text{Shv}(X), \]

with respect to proper push forwards. There is a monadic description of \( \text{Shv}^C(X) \) in terms of \( \text{Shv}(X) \) (by the Barr-Beck-Lurie theorem). In particular, the hom spaces of its homotopy category can be described in terms of cohomological correspondences: Let \( F_1, F_2 \in \text{Shv}(X) \), considered as objects in \( \text{Shv}^C(X) \) via the natural functor \( \text{Shv}(X) \to \text{Shv}^C(X) \). Then

\[ \text{Hom}_{\text{Shv}^C(X)}(F_1, F_2) = R\text{Hom}_{D(C)}(\overline{c}^* F_1, \overline{d}^! F_2). \]

If \( C = X \times_Y X \) for some proper surjective morphism \( f : X \to Y \), then \( f_! : \text{Shv}(X) \to \text{Shv}(Y) \) induces an equivalence of \( \infty \)-categories \( \text{Shv}^C(X) \simeq \text{Shv}(Y) \).
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