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Abstract—This paper presents a method to stabilize state and input constrained nonlinear systems using an offline optimization on variable triangulations of the set of admissible states. For control-affine systems, by choosing a continuous piecewise affine (CPA) controller structure, the non-convex optimization is formulated as iterative semi-definite program (SDP), which can be solved efficiently using available software. The method has very general assumptions on the system’s dynamics and constraints. Unlike similar existing methods, it avoids finding terminal invariant sets, solving non-convex optimizations, and does not rely on knowing a control Lyapunov function (CLF), as it finds a CPA Lyapunov function explicitly. The method enforces a desired upper-bound on the decay rate of the state norm and finds the exact region of attraction. Thus, it can be also viewed as a systematic approach for finding Lipschitz CLFs in state and input constrained control-affine systems. Using the CLF, a minimum norm controller is also formulated by quadratic programming for online application.

I. INTRODUCTION

The dynamics of most systems, like autonomous vehicles [1], robotics [2], and chemical processes [3], is constrained. Inputs are constrained by actuation capability, and state constraints are either imposed by physical limitations or safety considerations. Depending on the dynamics and constraints, different methods exist to find a controller that ensures existence of a Lyapunov function, and thus Lyapunov stability. Two major approaches are model predictive control (MPC) [4] and Lyapunov-based methods [1]. This work presents a method that for control-affine systems improves on MPC by avoiding non-convex optimizations, and on Lyapunov-based methods by not requiring a known CLF.

Most nonlinear MPC formulations depend on careful choices of terminal ‘ingredients’ that consist a set, a cost function, and a stabilizing controller [4]. Other MPC approaches either ensure existence of these ingredients implicitly [5, Ch. 2.3], or circumvent them using Lyapunov-based MPC [6], [7] if a CLF is known. These methods often rely on solving a non-convex optimization online. Using numerical methods to solve them not only does not guarantee finding the global solution, but is computationally taxing, making their efficient implementation a question of ongoing research [8], [9]. To avoid online optimization, explicit nonlinear MPC finds the controller offline [10], [11]. However, solving a highly nonlinear optimization on a priori unknown polyhedral partitions remains difficult.
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Lyapunov-based methods rely on Lyapunov-like functions, such as CLFs and control barrier functions, to ensure stability of control-affine systems. While barrier functions [12]–[14] impose state constraints by ensuring positive invariance of a subset of admissible states, satisfying input constraints needs the conditions on the Lyapunov-like functions’ time derivatives to hold for admissible inputs [1], [15]. If such functions are known, online quadratic programming (QP) can be used to find a minimum-norm controller that not only ensures safety and stability, but can also prioritize safety if needed [1]. However, these methods require Lyapunov-like functions, which are not trivial to find.

This paper presents a method to stabilize state and input constrained nonlinear systems via an offline optimization on variable triangulations of admissible states that refines simplexes if needed. Since it finds the corresponding CPA Lyapunov function explicitly, the exact region of attraction and an upper-bound on the decay rate of the state norm are provided. By choosing a CPA state feedback controller structure, the nonlinear optimization is solved iteratively using SDPs for control-affine systems. In this case, the corresponding Lipschitz CLF is used to formulate a minimum-norm controller by QP. In seeking both the controller and the Lyapunov function offline, this method is similar to [16], but it is not limited to polynomial systems. Like [10], the method depends on refining elements in a subset of the state space, but it avoids solving the highly nonlinear optimization. The method builds upon the analysis technique of [17] that implements CPA Lyapunov functions. For control-affine systems, it improves [18], which is also based on [17], by not requiring a known CLF, and removing the need for a priori constraints on the controller’s gradient.

II. PRELIMINARIES

Notation. The interior, boundary, and closure of $\Omega \in \mathbb{R}^n$ are denoted by $\Omega^\circ$, $\partial \Omega$, and $\bar{\Omega}$, respectively. The set of real-valued functions with $r$ times continuously differentiable partial derivatives over their domain is denoted by $C^r$. The $i$-th element of a vector $x$ is denoted by $x^{(i)}$. The element in the $i$-th row and $j$-th column of a matrix $G$ is denoted by $G^{i,j}$. The preimage of a function $f$ with respect to a subset $\Omega$ of its codomain is defined by $f^{-1}(\Omega) = \{ x \mid f(x) \in \Omega \}$. The transpose and Euclidean norm of $x \in \mathbb{R}^n$ are denoted by $x^T$ and $\| x \|$, respectively. The set of all subsets $\Omega \subset \mathbb{R}^n$ satisfying i) $\Omega$ is compact, ii) $\Omega^\circ$ is a connected open neighborhood of the origin, and iii) $\Omega = \bar{\Omega}^S$ is denoted by $\mathcal{R}^n$. The vector of ones in $\mathbb{R}^n$ is denoted by $1_n$. 


The exponential stability of an autonomous system’s equilibrium point can be verified by constructing a Lipschitz Lyapunov function on a triangulated subset of $\mathbb{R}^n$ [17]. The required definitions are given next.

Definition 1 (Affine independence [17]): A collection of vectors $\{x_0, \ldots, x_n\}$ in $\mathbb{R}^n$ is called affinely independent if $x_1 - x_0, \ldots, x_n - x_0$ are linearly independent.

Definition 2 (n-simplex [17]): An n-simplex is the convex combination of $n+1$ affinely independent vectors in $\mathbb{R}^n$, denoted $\sigma = \text{co}(\{x_j\}_{j=0}^n)$, where $x_j$’s are called vertices. In this paper, simplex always refers to n-simplex. By abuse of notation, $T$ will refer to both a collection of simplices and the set of points in all the simplices of the collection.

Definition 3 (Triangulation [17]): A set $\mathcal{T} \subset \mathbb{R}^n$ is called a triangulation if it is a finite collection of $m_T$ simplices, denoted $\mathcal{T} = \{\sigma_i\}_{i=1}^{m_T}$, and the intersection of any of the two simplices in $T$ is either a face or the empty set.

The following two conventions are used throughout this paper for triangulations and their simplices. Let $\mathcal{T} = \{\sigma_i\}_{i=1}^{m_T}$, and if $0 \notin \sigma_i$, then 0 is a vertex of $\sigma_i$. Further, let $\{x_{i,j}\}_{j=0}^n$ be the vertices of simplex $\sigma_i$. Then $\sigma_i$ is represented by $\sigma_i = \text{co}(\{x_{i,j} \}_{j=0}^n)$. The choice of $x_{i,0}$ in $\sigma_i$ is arbitrary unless $0 \in \sigma_i$, where $x_{i,0}$ is selected as 0. The vertices in the triangulation $T$ is denoted by $\mathbb{E}_T$.

Definition 4 (CPA interpolation [17]): Consider a triangulation $T = \{\sigma_i\}_{i=1}^{m_T}$, and a set $W = \{W_x\}_{x \in \mathbb{E}_T} \subset \mathbb{R}$. The unique CPA interpolation of $W$ on $T$, denoted $W : T \rightarrow \mathbb{R}$, is affine on each $\sigma_i \in T$ and satisfies $W(x) = W_x$, $\forall x \in \mathbb{E}_T$.

Remark 1 ([17, Rem. 9]): Given $\mathcal{T} = \{\sigma_i\}_{i=1}^{m_T}$ and $W$, the CPA interpolation assigns a unique affine function $W(x) = x^T \nabla W + \omega_1$ to each $\sigma_i \in \mathcal{T}$. The $\nabla W_i$ is linear in the elements of $W$, and can be computed as follows. Let $\sigma_i = \text{co}(\{x_{i,j}\}_{j=0}^n)$, and $X_i \in \mathbb{R}^{n \times n}$ be a matrix that has $x_{i,j} - x_{i,0}$ as its j-th row. Since the elements of $\{x_{i,j}\}_{j=0}^n$ are affinely independent, $X_i$ is invertible. Each $x_{i,j}$ is an element of $\mathbb{E}_T$, so it has a corresponding element $X$, denote $W_{x_{i,j}}$. Let $W_i \in \mathbb{R}^n$ be a vector that has $W_{x_{i,j}} - W_{x_{i,0}}$ as its $j$-th element. Then, $\nabla W_i = X_i^{-1} W_i$.

The following theorem from [17] bounds the time derivative of a CPA function above on a simplex using its values at the vertices of that simplex using Taylor’s theorem.

Theorem 1 ([17]): Consider the system
\[
\dot{x} = g(x), \quad x \in \mathcal{X} \subset \mathbb{R}^n, \tag{1}
\]
where $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is in $C^2$. Let $\mathcal{T} = \{\sigma_i\}_{i=1}^{m_T} \subset \mathcal{X}$ be a triangulation, and $W(x) : \mathcal{T} \rightarrow \mathbb{R}$ be the CPA interpolation of a set $W = \{W_x\}_{x \in \mathbb{E}_T}$. Consider a point $x \in \mathcal{T}$. The Dini derivative of $W$ at $x$ is defined as $D^+W(x) = \lim_{h \rightarrow 0^+} \frac{W(x + h g(x) ) - W(x) }{h}$, which equals $W(x) \in \mathbb{E}_T$. For an arbitrary $x \in \mathcal{T}$, there exists a $\sigma_i = \{x_{i,j}\}_{j=0}^n \in \mathcal{T}$ so that for small enough $h > 0$, $\text{co}(x, x + h g(x)) \subset \sigma_i$. Let $0 \leq \alpha_j \leq 1$, where $j \in \mathbb{Z}_0^n$ and $\sum_{j=0}^n \alpha_j = 1$, be the unique set of coefficients satisfying $x = \sum_{j=0}^n \alpha_j x_{i,j}$. Then
\[
D^+W(x) \leq \sum_{j=0}^n \alpha_j \left( g(x_{i,j})^T \nabla W_i + c_{i,j} \beta_i l_i \right), \tag{2}
\]
where $l_i \in \mathbb{R}^n$ satisfies $l_i \geq |\nabla W_i|$, and
\[
\beta_i \geq \max_{p,q,r} \max_{\xi \in \mathcal{E}_T} \left| \frac{\partial^2 g^{(p)} / \partial x^{(q)} \partial x^{(r)}}{||x||} \right|, \tag{3}
\]
where $c_{i,j} = \frac{n}{2} |x_{i,j} - x_{i,0}| (\max_{k \in \mathbb{Z}_0^n} ||x_{i,k} - x_{i,0}|| + ||x_{i,j} - x_{i,0}||)$.

Note that in (3), $\beta_i$ bounds the largest absolute value of the elements of the Hessian of $g(x)$ on $\sigma_i$ above.

III. CONTROL DESIGN

Using Theorem 1 the exponential stability of of the equilibrium can be verified by constructing a CPA Lyapunov function formulated as a linear feasibility program [17]. Here, the goal is to turn the analysis method of [17] into a design method for state and input constrained control systems by finding a state-feedback controller that makes the origin exponentially stable. Choosing a parameterized controller structure, the search for parameters can be formulated as a non-convex optimization since the CPA Lyapunov function is also unknown. First, a stability theorem and piecewise twice continuous differentiability on a triangulation are defined and then, the optimization is formulated. The following theorem, improves on [17, Def 2, Rem 5] by bounding the convergence rate of $||x(t)||$ above.

Theorem 2: The origin in (1), where $g : \Omega \rightarrow \mathbb{R}^n$ is a Lipschitz map, $\Omega \in \mathbb{R}^n$, and $g(0) = 0$, is exponentially stable if there exists a Lipschitz function $V : \Omega \rightarrow \mathbb{R}^n$ and constants $a, b_1, b_2 > 0$ satisfying $V(0) = 0$ and
\[
|b_1||x||^\alpha \leq V(x), \quad \forall x \in \Omega, \tag{4a}
\]
\[
D^+ V(x) \leq -b_2 V(x), \quad \forall x \in \Omega^2 \{0\}. \tag{4b}
\]

Further, let $A = \nabla^{-1}(0, r) \leq \Omega$ in $\mathbb{R}^n$ for some $r > 0$. Then, $||x(t)|| \leq \sqrt{\frac{b_1}{b_2}} e^{-b_2(t-t_0)}$, $\forall x(t_0) \in A^2$.

Proof: Since $A \subset \mathbb{R}^n$, $x(t_0) \in A^2$ implies $V(x(t)) \leq r$ and $x(t) \in A^2$ holds for all $t \geq t_0$. Using the Comparison Lemma [19, Lem. 3.4], $V(x(t)) \leq V(x(t_0)) e^{-b_2(t-t_0)}$ for all $t \geq t_0$. So, $||x(t)|| \leq \sqrt{V(x(t_0)) / b_2 e^{-b_2(t-t_0)}}$, and therefore $||x(t)|| \leq \sqrt{b_1 / b_2} e^{(b_2/a)(t-t_0)}$.

Definition 5: A continuous function $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is piecewise in $C^2$ on a triangulation $T = \{\sigma_i\}_{i=1}^{m_T}$, denoted $g \in C^2(T)$, if it is in $C^2$ on $\sigma_i$ for all $i \in \mathbb{Z}_0^m$.

From now on, in case $x \in \sigma_i$, $\frac{\partial^2 g^{(p)} / \partial x^{(q)} \partial x^{(r)}}{||x||}$ for any vector function $g(x)$ and $p, q, r \in \mathbb{Z}_0^n$ means that the derivatives at the point $x = \xi$ are evaluated in those directions $y \in \mathbb{R}^n$ in which $\text{co}(x, x + h y) \subset \sigma_i$ as $h \rightarrow 0$.

Theorem 3: Consider the system
\[
\dot{x} = g(x, u), \quad x \in \mathcal{X} \subset \mathbb{R}^n, \quad u \in \mathcal{U} \subset \mathbb{R}^m, \quad g(0, 0) = 0. \tag{5}
\]
Given a triangulation $T = \{\sigma_i\}_{i=1}^{m_T}$, where $\mathcal{T} \subset \mathcal{X}$, suppose that a class of Lipschitz controllers $F = \{u(\cdot, \lambda)\}$ parameterized by $\lambda$ is chosen so that $u(0, \lambda) = 0$, and $g_\lambda(\cdot) := g(\cdot, u(\cdot, \lambda))$ is Lipschitz on $\mathcal{T}$, and both $u(\cdot, \lambda), \lambda \in C^2(T)$, and $u(\cdot, \lambda) \in \mathcal{U}$ for $\forall x \in \mathbb{E}_T$ implies
Consider the following nonlinear program.

\[ \dot{V} = \arg \min_{V, \lambda, a, b} \hat{J}(V, L, \lambda, a, b) \]

subject to

\[ V_0 = 0, \quad a, b_1 > 0 \quad \text{(6a)} \]
\[ b_1 ||x||^2 \leq V_x, \quad \forall x \in \mathbb{R}^n \setminus \{0\}, \quad \text{(6b)} \]
\[ |\nabla V_x| \leq l_i, \quad \forall i \in Z_{m^r}, \quad \text{(6c)} \]
\[ u(x_i, \lambda) \leq \Upsilon, \quad \forall i \in Z_{m^r}, \quad \forall j \in Z_{n^r}, \quad \text{(6d)} \]
\[ D_i^+ V_x \leq -b_2 V_{x_i}, \quad \forall i \in Z_{m^r}, \quad \forall j \in Z_{n^r}, \quad \text{(6e)} \]

where \( D_i^+ V = gA(x_i, j)V_x \) + \( c_{i,j} \) if \( b_1 \) is defined by
\[ \begin{align*}
V = \{ V_x \}_{x \in \mathbb{R}^n} & \quad \text{and } L = \{ l_i \}_{i \in \mathbb{R}^n} \quad \text{with } b = \{ b_1, b_2 \} \in \mathbb{R}, \quad \text{and } J \text{ is a cost function, and for } u(\cdot, \lambda) \text{ satisfying (6d),} \\
\beta_i & \geq \max_{p, q, r \in Z_{m}^{n}} \left\{ \frac{\partial^2 gA(x, \lambda)}{\partial x^p \partial r^q} \right\}_{x = \xi} \\
\left( \text{max}_{k \in Z_{m^r}} \left| \right| |x_i - k - i - l| \right)_{x = \xi} \\
\end{align*} \]

The optimization (6) is feasible. If \( b_2 > 0 \) in (6), then the CPA function \( V^* : \mathcal{F} \rightarrow \mathbb{R} \) constructed from the elements of \( \mathcal{V}^* \) is a Lyapunov function of \( \ddot{x} = gA(x) \). Let \( \mathcal{A} = V^* \setminus \{0, r\} \subseteq \mathcal{E}^* \) be in \( \mathbb{R}^n \) for some \( r > 0 \). Then \( x = 0 \) is locally exponentially stable for \( \ddot{x} = gA(x) \) with \( ||x(t)|| < \alpha^* \) if \( x(t) \in \mathcal{A} \), where \( \alpha^* = \min \left\{ -D_i^+ V_x/V_{x_i} \mid i \in I \right\} \). \( \square \)

Proof: For all simplexes in \( \mathcal{E}_i, D_i^+ V_x \) is negative except at \( 0 \) where \( x \) is 0, making \( b_2^* \). Positive. \( \mathcal{E}_i \) ensures that \( \mathcal{E}_i \subseteq \mathcal{E}_0 \) exists because \( \mathcal{E}_0 \) is nonempty. The claim follows from Theorem 6 by letting \( \mathcal{T} = \mathcal{E}_1 \), and \( b_2^*\mathcal{E}_0 \).

In practice, it may not be obvious how to apply Theorem 3 and Corollary 1 for control design. For one, finding a control structure in which point-wise feasibility on vertices of a triangle implies feasibility at all points in the triangulation, is not trivial. Once the control structure is chosen, its first and second derivatives may need to be constrained to compute \( \beta_i \) in (7). Moreover, constraints (6e) and (6d) are nonlinear. Note that searching for a positive \( b_2 \) in (6) is important because even if \( \mathcal{E}_1 \subseteq \mathcal{E}_0 \) in Corollary 1 \( \beta_2 \) or \( \mathcal{A} \) obtained by it might be too small. A practical design for control-affine systems using Theorem 3 is discussed next.

A. Design for Control-Affine Systems

Let the system in (5) be control-affine with a polytopic input constraint. If CPA controllers are chosen as class \( \mathcal{F} \) in Theorem 3 which means each element of \( u \) is a CPA function, then \( \beta_i \) is computed using (7), the only remaining nonlinearities in (6)'s constraints are bilinear terms in (6c).

Using a feasible initialization that has \( b_2 \leq 0 \), convex overbounding can be used to iteratively find larger values for \( b_2 \) on a fixed triangulation in a process inspired by [20]. This is formulated as an iterative SDP here. The following theorem integrates the computation of \( \beta_i \) with (6) when a CPA controller is sought, and highlights the remaining nonlinearities.

Theorem 4: Consider the constrained control system

\[ \ddot{x} = f(x) + G(x)u, \quad x \in \mathcal{X} \subseteq \mathbb{R}^n, \quad u \in \mathcal{U} \subseteq \mathbb{R}^m, \quad \text{(8)} \]

where \( f(0) = 0 \) and \( \mathcal{U} = \{ u \in \mathbb{R}^m \mid Hu \leq h_c \} \). Given a triangulation \( \mathcal{T} = \{ \sigma_i \}_{i=1}^{m^r} \), where \( \mathcal{T} \subseteq \mathcal{X} \), suppose that both \( f(\cdot), G(\cdot) \in C^2(\mathcal{T}) \). Let \( u(\cdot) : \mathcal{T} \rightarrow \mathbb{R}, \forall s \in \mathcal{S}^{m^r}, \forall x \in \mathcal{T} \), \( u(s) = \chi_{\mathcal{T}} \nabla \chi_{\mathcal{T}} + \omega(s), \forall s \in \mathcal{S}^{m^r}, \forall i \in \mathcal{Z}^{m^r} \). Let \( y = [V, L, U, Z, a, b] \) be the unknowns, where \( V = \{ V_x \}_{x \in \mathcal{E}_r} \subseteq \mathbb{R}^n \) and \( L = \{ l_i \}_{i \in \mathbb{R}^n} \subseteq \mathbb{R}^n \), \( U = \{ u_x \}_{x \in \mathcal{E}_r} \subseteq \mathbb{R}^m \), \( V = \{ v_i \}_{i \in \mathbb{R}^n} \subseteq \mathbb{R}^n \), and \( a \in \mathbb{R}^n \), \( b = \{ b_1, b_2 \} \subseteq \mathbb{R}^n \). The following optimization is feasible.

\[ y^* = \arg \min_{y} J(y) \]

subject to

\[ V_0 = 0, \quad a, b_1 > 0 \quad \text{(9a)} \]
\[ b_1 ||x||^2 \leq V_x, \quad \forall x \in \mathcal{E}_r \setminus \{0\}, \quad \text{(9b)} \]
\[ |\nabla V| \leq l_i, \quad \forall i \in \mathcal{E}_r \setminus \{0\}, \quad \text{(9c)} \]
\[ u_0 = 0, \quad Hu \leq h_c, \quad \forall x \in \mathcal{E}_r \setminus \{0\}, \quad \text{(9d)} \]
\[ |\nabla u(\cdot)| \leq z_i, \quad \forall i \in \mathcal{E}_r \setminus \{0\}, \quad \forall i \in \mathcal{Z}^{m^r}, \quad \forall s \in \mathcal{S}^{m^r}, \quad \forall x \in \mathcal{T}, \quad \text{(9e)} \]
\[ D_i^+ V_x \leq -b_2 V_{x_i}, \quad \forall i \in Z_{m^r}, \quad \forall j \in Z_{n^r}, \quad \text{(9f)} \]
where $D_{i,j}^z V = \phi_{i,j} + u_{i,j}^T G(x_{i,j})^T \nabla V_i + c_{i,j} \eta_i \sigma_i 1_i^T I_i$ and $\phi_{i,j} = f(x_{i,j})^T \nabla V_i + c_{i,j} \mu_1 1_i^T I_i$, and $c_{i,j}$ is given in (7), and
\[
\mu_i = \max_{p,q,r \in \mathbb{Z}^n} \max_{1 \leq \xi \leq \sigma_i} \left| \frac{\partial^2 f(p) / \partial x^{(0)} \partial x^{(0)}}{\partial x^{(0)} \partial x^{(0)}} \right|_{x = \xi} + \ldots 
\] (10)

\[
\sum_{s=1}^m \left| \frac{\partial^2 f(p) / \partial x^{(0)} \partial x^{(0)}}{\partial x^{(0)} \partial x^{(0)}} \right|_{x = \xi} \max_{u^{(0)}} \left[ \text{proj}(U) \right], 
\]
and
\[
\eta_i = \max_{p,q,r \in \mathbb{Z}^n} \max_{1 \leq \xi \leq \sigma_i} \left| \frac{\partial^2 g^{(p)} / \partial x^{(0)} \partial x^{(0)}}{\partial x^{(0)} \partial x^{(0)}} \right|_{x = \xi} + \left| \frac{\partial^2 g^{(p)} / \partial x^{(0)} \partial x^{(0)}}{\partial x^{(0)} \partial x^{(0)}} \right|_{x = \xi},
\]
where proj$(U)$ projects $U$ onto the $s$-th axis of $\mathbb{R}^m$. □

**Proof:** Consider any $\sigma_i \in T$. By generalizing [18, Lem III.1] to multi-input systems with polytopic input constraints, the right-hand side of (7) can be bounded above by $\mu_i + \eta_i z_i$, where $z_i \geq |\nabla u^{(0)}|$, using the Triangle Inequality. Considering $z_i$ as an optimization variable, and replacing $\beta_i$ with $\mu_i + \eta_i z_i$, and including $z_i \geq |\nabla u^{(0)}|$ in (9), (9) is obtained. Thus, the claim follows from Theorem 4. □

The only remaining nonlinearities in (9)'s constraints are $||x||^0$ terms in (9b), and the bilinear terms in $D_{i,j}^z V - \phi_{i,j}$ and the right-hand side of (9f), since $\mu_{i,j}, \eta_{i,j}$'s are known constants on a given triangulation, $T$. Note that there are $(n+1)m_T$ constraints in the form of (9f), which grows linearly with $m_T$. Thus, convexifying (9) is valuable to make it more practical. Theorem 3 can be used as a nonlinear optimization to find a CPA controller, or used to find an initialization for the following iterative SDP algorithm.

**B. Iterative Design Algorithm**

The primary objective in both nonlinear optimizations (6) and (9) is finding a $b_2^+ > 0$ to ensure stability. Choosing a cost function that weighs increasing $b_2$ against performance is a bad choice because no controller is formulated until $b_2 > 0$ is found. This section gives an algorithm for system (8) that iteratively searches for $b_2 > 0$ using a sequence of SDPs. If a sufficiently large $b_2 > 0$ is found, the algorithm fixes it, and then optimizes other performance objectives in another sequence. The following theorem formulates each iteration.

**Theorem 5:** Suppose that $J$ in (9) is linear or quadratic, and $a > 0$ is a fixed number. Let $y = [V, L, U, Z, a, b]$ satisfy (9b)–(9f). Consider the following optimization.
\[
\delta y^* = \underset{\delta y}{\arg\min} J(y + \delta y)
\]
\[
\text{s.t.}
\]
\[
J = \frac{\partial V}{\partial x} \frac{\partial L}{\partial x} \delta U Z \delta \eta, \delta \eta = 0, b_1 + b_2 > 0,
\]
\[
|\nabla V_i + \delta V_i| \leq |l_i + \delta l_i|, \quad i \in \mathbb{Z}_m^{n_T},
\]
\[
|\nabla u^{(s)} + \delta u^{(s)}| \leq |z_i + \delta z_i|, \quad i \in \mathbb{Z}_m^{n_T}, \quad s \in \mathbb{Z}_m^n,
\]
\[
P_{i,j} \leq 0, \quad i \in \mathbb{Z}_m^{n_T}, \quad j = 0, \quad (11a)
\]
\[
Q_{i,j} \leq 0, \quad i \in \mathbb{Z}_m^{n_T}, \quad j \neq 0, \quad (11b)
\]
where $\delta V_i, \delta u^{(s)}$ as in Remark 1.

\[
P_{i,j} = \begin{bmatrix}
\hat{\phi}_{i,j} & * & * & * \\
\delta V_i & -2I_n & * & * \\
\delta V_{i,j} & 0 & -2I_n & * \\
\delta V_{j,i} & 0 & 0 & -2 * \\
\end{bmatrix}
\]
(12)

**Proof:** To see that (11) is feasible, observe that $\delta y = 0$ satisfies (11) since in this case, (11) is equivalent to (9) with $y = y$. In fact, (11b) and (11g) are the convexified equivalences of (9). To show this, recall that $w^T v \leq 1/2(w^T v + v^T w)$ for any $v, w$ vectors with the same dimension. Applying this fact with $(v, w) = (\delta V_i i, \delta u^{(s)} i)$ for any $v, w$ in the simplices that have 0 as their vertex, and letting $b_1 + b_2$ be greater than or equal to a small positive number, (11a) is a SDP in the standard format. The small positive number must be kept constant in the later iterations. Two methods of finding a feasible initialization point are given next.

**Initialization 1:** Choosing $a, b_1 > 0$, let $V_x = b_1 |x|$, and $u_0 = 0$ and assign admissible $u_x$ for all $x \in E_T$. They can be random. Compute $l_i = |\nabla V_i|$ and $z_i = |\delta u^{(s)}|$ for all $i \in \mathbb{Z}_m^{n_T}$ in (11g) as in Remark 1. Finally, find the largest $b_2$ satisfying (9f) in all simplices. □

**Initialization 2:** Linearize (9) around the origin. Design a LQR controller, and find the corresponding quadratic Lyapunov function, $x^T P x$. Sample $x^T P x$ at the vertices of $T$ to find $V$, and let $a = 2$ and $b_1$ be equal to the smallest eigenvalue of $P$. Sample the LQR controller at the vertices of $T$ to form $U_{LQR} = \{u^{(s)} x \in E_T \}$. Divide each element of $U_{LQR}$ by a positive number so that the result, $U = \{u^{(s)} x \in E_T \}$, has admissible values for all vertices. Compute $l_i = |\nabla V_i|$ and $z_i = |\delta u^{(s)}|$ for all $i \in \mathbb{Z}_m^{n_T}$ as in Remark 1 using the computed values of $V_x$ and $u_x$, respectively. Finally, find the largest $b_2$ satisfying (9f) in all simplices. □
Given a triangulation and a linear or quadratic cost function $J(V, L, U, Z, b_1)$, the procedure for finding a stabilizing CPA controller for $\mathcal{G}$ is given in Algorithm 1. It iteratively increases $b_2$ until it is positive. Since $e^{-(r/2)b_2}$ is proportional to the state norm’s upper-bound when $a > 0$ is fixed, increasing $b_2 > 0$ can continue until a desired decay rate is ensured. Then, by fixing $b_2$’s value, $\hat{J}(\cdot)$ is iteratively minimized. Finally, the corresponding positive-invariant set $A = V^{-1}(\{0, r\})$, $r > 0$, where $A \subseteq T$ and $A \in \mathbb{R}^n$, is found. Both of the loops can be terminated in lines 5 and 10 if a predefined maximum number of iterations is reached. If a sufficiently large positive $b_2$ cannot be found, triangulation refinement, discussed later, is needed.

**Algorithm 1 CPA control design on a fixed triangulation**

**Inputs:** The control-affine system $\mathcal{G}$, and a triangulation $T \subseteq \mathcal{X}$, and a linear or quadratic $J(V, L, U, Z, b_1)$

**Outputs:** $u(x)$, and a positive-invariant set $A$

1: $y := \text{a feasible point of }$ (9) (using Initialization 1 or 2)
2: $J := -b_2 I_{\mathcal{X}}$ since $b_2$ is to be maximized
3: repeat
4: Use Theorem 5
5: until $b_2 > 0$ is large enough OR $b_2$ is not changing
6: if $b_2 > 0$ is found then
7: Fix $b_2$, and let $J := \hat{J}(\cdot)$
8: repeat
9: Use Theorem 5
10: until $J$ is sufficiently small OR $J$ is not changing
11: Return $u(x)$ and find a set $A = V^{-1}(\{0, r\})$, $r > 0$, where $A \subseteq T$ and $A \in \mathbb{R}^n$
12: end if
13: end if

Once Algorithm 1 returns the stabilizing controller, the corresponding point, $y$, can serve as the initial guess for the non-convex optimization (9) with a nonlinear cost function $J(\cdot)$, as a final attempt to boost the performance.

**C. Minimum-norm Online Implementation**

Consider system $\mathcal{G}$, Algorithm 1 only minimizes the objective pointwise on the vertices of the triangulation unless $\hat{J}(\cdot)$ is chosen wisely. However, since the corresponding Lyapunov function of the returned controller is also a Lipschitz CLF, a minimum-norm controller can be formulated as a QP [1], [7]. Suppose that $b_2 > 0$ is found by Algorithm 2 and $V^*$ is the corresponding CPA Lyapunov function. Let $\mathbf{A} = A_{\mathcal{X}} - V^{-1}(\{0, r\})$, $r > 0$, where $A_{\mathcal{X}} \subseteq T$ and $A_{\mathbb{R}^n}$. Starting at any $x \in A^\circ$, the minimum-norm controller can be written as

$$u^*(x) = \arg\min_u u^T \hat{H}(x) u + \hat{h}(x)^T u$$

s.t. $Hu \leq h_c, \quad (15a)$

$$\nabla V^*_i (f(x) + G(x) u) + b_2 V^*(x) \leq 0, \quad \forall i \in \mathcal{I}, \quad (15b)$$

where $\mathcal{I} = \{ i \in \mathbb{Z}_n^m \mid x \in \mathcal{I}_i \}$, and $\hat{H}(x)$ is positive definite.

The set $\mathcal{I}$ has more than one element if $x$ is on the common face of some simplexes. The optimization (15) is feasible for all $x \in A$, because the corresponding CPA controller of $V^*$ is a feasible point for it. Therefore, the convergence inequality $||x(t)|| \leq \sqrt{r/\rho} e^{-\gamma b_2 t(n-\delta)}$ holds for the CPA controller, also holds for the QP-based controller.

**IV. Triangulation Refinement**

Both Theorem 3 and Algorithm 1 work on given fixed triangulations. If a positive $b_2$ cannot be found, the triangulation can be refined. These refinements can be local by tracking the value of $D^b_{\mathcal{X}, V}$ on the simplexes $T$. However, for simplicity, a structured triangulation with uniform refinement over all simplexes is proposed here.

The standard triangulation, denoted by $T_{\mathcal{X}}$, is a hypercube in $\mathbb{R}^n$ composed of generalized isosceles right triangle simplexes with unit length sides that can be tessellated to cover the whole $\mathbb{R}^n$ [17, Sec 3.1]. Multiplying all of its vertices with a positive number scales the triangulation.

**Definition 6:** Given $\mathcal{X} \in \mathbb{R}^n$ and $\rho > 0$, a scaled subset of the $T_{\mathcal{X}}$ in $\mathcal{X}$, denoted $T_{\mathcal{X}}^\rho$, is a triangulation obtained by scaling $T_{\mathcal{X}}$ with $\rho$, and then finding the largest collection of its simplexes entirely in $\mathcal{X}$.

Let the volume enclosed by $\Omega \in \mathbb{R}^n$ be denoted by $\text{vol}(\Omega)$. Given an initial $\rho$, and a minimum threshold on the covering percentage of $\mathcal{X}$, denoted by $\epsilon_c$. Algorithm 2 finds a small enough $\rho$ so that $\text{vol}(T_{\mathcal{X}}^{\rho})/\text{vol}(\mathcal{X}) \geq \epsilon_c$. Then it searches for a controller. If not successful, $\rho$ is decreased to refine all simplexes, and the search continues. The algorithm terminates if $u(x)$ is returned, or if decreasing $\rho$ finally violates a given threshold, $\rho_{\text{min}}$.

**Algorithm 2** Control design with triangulation refinement

**Inputs:** System (5) or (6), cost function, $\rho$, $0 < \gamma < 1$, $\epsilon_c$.

**Outputs:** $u(x)$ and a positive-invariant set $A$

1: repeat
2: $T := T_{\mathcal{X}}^\rho$, where $\text{vol}(T_{\mathcal{X}}^{\rho})/\text{vol}(\mathcal{X}) \geq \epsilon_c$
3: Solve (6) or Algorithm 1
4: if $b_2 > 0$ is found then
5: Return: output of Theorem 3 (or Algorithm 1)
6: end if
7: $\rho := \gamma \rho$ and make sure $\text{vol}(T_{\mathcal{X}}^{\rho})/\text{vol}(\mathcal{X}) \geq \epsilon_c$
8: until $\rho < \rho_{\text{min}}$ OR $b_2 > 0$

**Remark 3:** Since (15)’s solution satisfies (6). Whenever (6) is solved or Theorem 5 in Algorithm 1 is invoked, and a $b_2 \leq 0$ is found, Corollary 4 can be checked to see if a positive $b_2$ exists. If so, $A$ is also obtained by Corollary 4.

**V. Numerical Simulation**

Consider the inverted pendulum $\dot{x}^{(1)} = x^{(2)}$, $\dot{x}^{(2)} = 4.9 \sin x^{(1)} - 0.3 x^{(2)} + u$, where the polytope $\mathcal{X}$ in Fig. 1 and $|u| \leq 5$ define its state and input constraints. All units are SI. To solve SDPs, Yalmip [21] with Sedumi [22] were used in MATLAB. For initialization, an LQR with the cost function $x^T Q x + u^2$, where $Q = 2I$, was used. Choosing $\rho = 0.5$, $\gamma = 0.8$, and $\epsilon_c = 0.85$ in Algorithm 2, and limiting the convex-overbounding iterations in Algorithm 1 to five, a CPA controller was found on $T_{\mathcal{X}}^{0.13}$ with $b_2 = 0.33$ and $b_1 = 4.27$ after five iterations. Corollary 4 could be used in the second

\[ b_2 \neq 0 \]
The state and input constraints are respected. Since the initial point is inside the sub-level set, for the CPA controller is \( u^{\text{CPA}} \). The time it takes for both states to settle in the QP-based controller, the trajectory of its input, \( u \), is depicted in Fig. 2. Since the state has a different evolution using the state trajectories and inputs of the two controllers are always below the trajectory of the CPA controller input, \( x \), using the 4th order Runge-Kutta with a \( \Delta t \) was used in (15), and the system equations were integrated in (15) may not be Lipschitz \( [1] \), occasional jumps in \( u \) happen.

The triangulation resulted in a larger positive invariant set. The triangulation and the boundary of the Lyapunov function’s sub-level set \( A \subseteq T \) satisfying \( A \in \mathbb{R}^n \) are depicted in Fig. [1]. No further improvement was made offline. To simulate the QP-based controller \([15]\), the objective function \( u^2 \) was used in \([15]\), and the system equations were integrated using the 4th order Runge-Kutta with a 0.01 s time step. Starting at \( x = (0.52, -0.78) \), which is inside the level set, the state trajectories and inputs of the two controllers are given in Fig. [2]. Since the state has a different evolution using the QP-based controller, the trajectory of its input, \( u_{\text{QP}} \), is not always below the trajectory of the CPA controller input, \( u_{\text{CPA}} \), despite the fact that \( u_{\text{CPA}} \) is a minimum-norm realization.

The time it takes for both states to settle in \( \pm 0.05 \) range for the CPA controller is 1.8 s and is 4.1 s for the QP-based controller. Since the initial point is inside the sub-level set, the state and input constraints are respected.

VI. CONCLUSION

In this paper, a method to stabilize state and input constrained nonlinear systems was proposed via an offline optimization on a variable triangulation. The method provides an exact region of attraction, and bounds the decay rate of the state norm above. For control-affine systems, the optimization was formulated by iterative SDPs assuming CPA structure for the controller. In this case, the corresponding Lyapunov function, which is a Lipschitz CLF, was used to also formulate a minimum-norm QP-based controller.
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