Introduction

There is an increasing demand for distributed health care systems. Nevertheless, distributed health care environments do not come without risks. At the same time that distributed health care systems are growing, so are the cybersecurity threats targeting them. Additionally, the demand for compliance to new regulations increases as these distributed health care systems hold sensitive patient data. The use of data-driven technologies presents a promising opportunity for significant advances in the field toward improved health care for patients and the general public.\(^1,2\) Several recent studies have highlighted the importance and the necessity of developing a data-driven approach where patient data are collected, analyzed, and leveraged for medical research purposes with the help of different types of artificial intelligence. To address the privacy-related challenges, novel methods, such as protection of personal health information, ensuring compliance, guaranteeing FAIR information processing, and building of trust, are required. In this issue, new paradigms and prominent applications are presented for secure, trustworthy, and privacy-preserving data sharing and knowledge representation to address the emerging needs.

Selected Articles

Three articles were selected after a rigorous peer-review process. Next, there are brief descriptions of the different articles:

Privacy-Preserving Artificial Intelligence Techniques in Biomedicine

Torkzadehmahani et al\(^3\) in their recent work have reviewed the latest advances in privacy-preserving AI techniques applied to facilitate collaborative research in biomedicine that is currently being hindered by the privacy risks that emerge when training AI models on sensitive data. The numerous advantages of using AI in genomic and biomedical data analysis are counterbalanced by the serious privacy concerns raised regarding an individual’s privacy. The paper goes beyond existing surveys by presenting a broader set of privacy-preserving AI techniques, including homomorphic encryption, secure multiparty computation, federated learning, and previously proposed hybrid approaches that combine characteristics from the above techniques to overcome their disadvantages. Comparing the different approaches in terms of efficiency, accuracy, and privacy revealed that the federated learning as a standalone approach or in combination with differential privacy is the most promising approach to be adopted in biomedicine.

A Privacy-Preserving Distributed Analytics Platform for Health Care Data

In recent years, data-driven medicine has gained an increasing importance in diagnosis, treatment, and research due to the exponential growth of health care data. However, data protection regulations prohibit data centralization for analysis purposes because of potential risk such as unauthorized disclosure. Therefore, this paper\(^4\) aims to enable analyses on sensitive patient data by simultaneously complying with local data protection regulations by using an approach called the personal health train (PHT), which is a paradigm that utilizes distributed analytics methods.\(^1,2\) The main principle of the PHT is that the analytical task is brought to the data provider and the data instances remain in their original location. This work presents the implementation of PHT and its novel features, which preserve the sovereignty and autonomy of the data providers.

Toward the Representation of Network Assets in Health Care Environments Using Ontologies

The article by Prieto Santamaría et al\(^5\) describes the development of ontological models to represent distributed health care computer networks’ data by reusing and
creating classes and properties consistent with the information context. Ontologies are a formal way to express knowledge employing triples composed of a subject, a predicate, and an object. The context is essential as health care environments are demanding as the systems deal with sensitive patient data, and thus cybersecurity becomes crucial. Therefore, this representation makes it possible for network administrators in health care institutions to clearly understand potential threats that may emerge in the network and monitor these threats in real time.

**Conclusion**

Within the context of distributed health care environments, technology has become critical as it processes and preserves sensitive patient data. Furthermore no matter how useful the data-driven technologies are for the advancement of medical science and for the effective health care delivery, they can only be used if they do not threaten patients' privacy. Various approaches and infrastructures have been developed to ensure that patients and research participants remain anonymous when data are shared and analyzed for research purposes. A set of relevant works has been presented in this issue targeting some of the domain’s emerging security and privacy concerns.
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