Far-off-equilibrium expansion trajectories in the QCD phase diagram
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We consider the hydrodynamic evolution of a quark-gluon gas with non-zero quark masses and net baryon number in its phase diagram. For far-off-equilibrium initial conditions the expansion trajectories appear to violate simple rules based on the second law of thermodynamics that were previously established for ideal or weakly dissipative fluids. For Bjorken flow we present a detailed analysis within kinetic theory that provides a full microscopic understanding of these macroscopic phenomena and establishes their thermodynamic consistency. We point out that, for certain far-off-equilibrium initial conditions, the well-known phenomenon of “viscous heating” turns into “viscous cooling” where, driven by dissipative effects, the temperature decreases faster than in adiabatic expansion.

I. INTRODUCTION

One of the primary goals of relativistic heavy-ion collisions is to study the phase diagram of Quantum Chromodynamics (QCD). In a simplified version which ignores additional dimensions [1] associated with strangeness and isospin (which are conserved by the strong interactions), this phase diagram reduces to a plane spanned by the temperature \( T \) and the baryon chemical potential \( \mu_B \). Based on first principles lattice QCD calculations at vanishing \( \mu_B \) [2–5] and theoretical modeling at large \( \mu_B \) [1], it is conjectured that there exists a first-order phase transition line in this plane which terminates at a critical point at finite \( (T_{\text{crit}}, \mu_{B,\text{crit}}) \) [6, 7], turning into a continuous crossover at smaller \( \mu_B \) values. The search for the QCD critical point has been an area of intense research over the last two decades [8, 9].

A key feature common to equilibrated systems near a critical point is the enhancement of thermodynamic fluctuations accompanied by diverging correlation length of these fluctuations [10]. Accordingly, the QCD critical point search program using heavy-ion collisions is driven by exploration of final-state observables that are sensitive to the correlation length. One such class of observables are higher-order cumulants of net-proton fluctuations, which are predicted to exhibit non-monotonic behavior as the freeze-out region of collision fireballs is systematically varied in the \( (T, \mu_B) \) plane from low to high \( \mu_B \) [6, 7, 11–14]. This strategy has been pursued in the two-stage Beam Energy Scan (BES) program at RHIC, by varying the collision energy \( \sqrt{s_{NN}} \) from 200 GeV down to 7.7 GeV (for BES-I) and 3.0 GeV (for BES-II) [9, 15].

However, this simple concept is complicated along several fronts by the realities of relativistic heavy-ion collisions [16–25]. The main complication arises from the explosive expansion dynamics of the fireballs formed in the collisions which drive the fireball medium out of local thermal equilibrium. At the lower BES energies additional considerations make thermalization even more elusive [26]. Equally important is the observation [27, 28] (reviewed in [25, 29]) that different fluid cells inside the expanding medium follow different expansion trajectories through the phase diagram such that the measured final-state particles represent an average over contributions with different chemical compositions at freeze-out. This has led to revived interest in fireball expansion trajectories through the QCD phase diagram.

Such expansion trajectories were first studied over 35 years ago in the context of ideal fluid dynamics where both entropy and baryon number are conserved and the expansion therefore occurs at fixed entropy per baryon, \( S/A = s/n = \text{const.} \) (where \( S \) is the total entropy, \( A \) is the nuclear mass (baryon) number, \( s = S/V \) is the entropy density, and \( n = A/V \) is the net baryon density) [30–33]. From these studies it is known that a thermalized gas of massless quarks, antiquarks and gluons expands isentropically along lines of constant \( \mu_B/T \), ending at the origin \( (T_\infty = 0, \mu_{B,\infty} = 0) \), whereas for a thermalized gas of hadron resonances the adiabatic expansion trajectories end at \( (T_\infty = 0, \mu_{B,\infty} = m_N) \) (where \( m_N \) is the mass of the nucleon, the lightest baryon number carrying hadron). It was also understood that, at constant temperature \( T > 0 \), an increase in specific entropy \( s/n \) leads to local thermal equilibrium to a decrease of the chemical potential \( \mu_B \), irrespective of the mass of the constituents. It came therefore to the present authors as a surprise when in a recent study [34] of dissipative expansion trajectories, where viscous heating leads to an increase of entropy with time, for some initial conditions in the quark-gluon plasma phase the chemical potential \( \mu_B \) did not initially decrease, but rather grow with decreasing temperature. Clearly, along such trajectories the equilibrium value of the specific entropy \( s/n \) decreased initially [35]. What causes this decrease, and how can this be compatible with the second law of thermodynamics asserting that the total entropy can never decrease (Boltzmann’s “H-theorem”)? The authors of Ref. [35] pointed to non-equilibrium entropy corrections as the likely culprit for this phenomenon. In this paper we show that this conjecture was correct and explain in detail all of the possible manifestations of dissipative effects in the heavy-ion fireball expansion trajectories through the QCD phase diagram.
We point out that the above phenomenon of decreasing \textit{equilibrium} entropy is associated with more rapid cooling along the expansion trajectory than expected for adiabatic expansion. One usually associates dissipative effects with the phenomenon of \textit{“viscous heating”}—a form of internal friction that causes the medium to cool down more slowly in dissipative evolution than in adiabatic expansion. To distinguish the far-off-equilibrium dynamics discovered numerically by Dore \textit{et al.} \cite{34,35} from this expected behavior we introduce the concept of \textit{“viscous cooling”} where the dissipative system cools more rapidly than the ideal fluid.

To allow for a largely analytic discussion we follow Ref. \cite{34} and assume 1-dimensional Bjorken expansion, but our insights are generic and generalize to arbitrary expansion geometries that can only be studied numerically. Moreover, Dore \textit{et al.} employed a Lattice QCD based equation of state that included the effects of criticality \cite{36}. Since a realistic equation of state will not be crucial for our discussion, we simplify the system further and consider a weakly interacting gas of massive quarks and gluons at finite chemical potential. Such a gas does not have a phase transition or a critical point, but it has non-vanishing transport coefficients arising from the weak interactions among its constituents. We calculate these transport coefficients from kinetic theory self-consistently with our model assumptions.

Dividing the entropy (or any other macroscopic hydrodynamic quantity) into equilibrium and non-equilibrium contributions requires a definition of the temperature $T$ and chemical potential $\mu_B$ associated with the equilibrium part. This matching of equilibrium parameters to the non-equilibrium state is ambiguous. An important aspect of the work presented here is a comparison between macroscopic and microscopic descriptions; for the former we use second-order hydrodynamics, whereas for the latter we implement the relativistic Boltzmann equation with a collision kernel in Relaxation Time Approximation (\textit{“RTA Boltzmann”}). To ensure conservation of energy-momentum and baryon number by the RTA collision kernel \cite{37–41} \footnote{This works for a momentum independent relaxation time in the RTA collision kernel as used here. For a momentum-dependent relaxation time the RTA collision term must be generalized to remain compatible with these conservation laws under Landau matching \cite{42–45}.} we employ the Landau matching conditions \cite{46} $e = e_{eq}(T, \mu_B)$ and $n = n_{eq}(T, \mu_B)$, i.e. we assign $T$ and $\mu_B$ such that the associated equilibrium values reproduce the actual energy and net baryon densities of the fluid cell in its non-equilibrium state.

This paper is organized as follows: In Sec. II we describe the non-conformal hydrodynamic equations studied in this work. When we study a \textit{multi-component quantum gas} at finite baryon chemical potential $\mu_B$, its transport coefficients differ from those used in Refs. \cite{34} for a single-component Boltzmann gas without conserved charge \cite{47}; these transport coefficients are derived in App. A. Section III briefly summarizes the characteristics of the isentropic expansion trajectories in ideal fluid dynamics for conformal and non-conformal systems. This is followed by a discussion of dissipative expansion trajectories for conformal systems in Sec. IV and for non-conformal systems in Sec. V. In each case two different subsections describe and analyze the hydrodynamic and kinetic theory solutions for these trajectories; for the non-conformal case the two are compared in App. C. We explain how, for certain types of far-off-equilibrium initial conditions, the system can expand following trajectories along which the \textit{equilibrium part of the entropy} initially decreases. For the conformal case, the splitting of the entropy current into equilibrium and non-equilibrium parts is described in App. B. Our conclusions are presented in Sec. VI.

\section{II. DISSIPATIVE HYDRODYNAMICS WITH BJORKEN FLOW}

Bjorken expansion is defined by the flow velocity field $v^x = v^y = 0, v^z = z/t$ \cite{48}. Symmetries dictate that all macroscopic quantities are independent of transverse position $(x, y)$ and space-time rapidity $\eta \equiv \tanh^{-1}(z/t)$, and thus depend only on Milne proper time $\tau \equiv \sqrt{t^2 - z^2}$. Together with invariance under longitudinal reflections ($\eta \rightarrow -\eta$), these symmetries force the dissipative part of the conserved baryon current to vanish, and the shear stress tensor reduces to a single independent component $\pi(\tau) \equiv \pi_{\tau\tau}(\tau)$. The hydrodynamic evolution equations reduce to \cite{34,49}

\begin{align}
\frac{d e}{d \tau} &= -\frac{1}{\tau} \left( e + P + \Pi - \pi \right), \quad (1) \\
\frac{d n}{d \tau} &= -\frac{n}{\tau}, \quad (2) \\
\frac{d \Pi}{d \tau} &= -\frac{\Pi}{\tau_R} - \frac{\beta_{\Pi}}{\tau} - \delta_{\Pi\Pi} \frac{\Pi}{\tau} + \lambda_{\Pi\Pi} \frac{\pi}{\tau}, \quad (3) \\
\frac{d \pi}{d \tau} &= -\frac{\pi}{\tau_R} + \frac{4}{3} \frac{\beta_{\pi}}{\tau} - \left( \frac{1}{3} \tau_{\pi\pi} + \delta_{\pi\pi} \right) \frac{\pi}{\tau} + \frac{2}{3} \lambda_{\pi\pi} \frac{\Pi}{\tau}, \quad (4)
\end{align}

where $e$ and $n$ are the energy and net quark density, $P$ is the thermal equilibrium pressure, given by the equation of state $P(e, n) = P(T, \mu)$, and $\Pi$ and $\pi$ are the bulk and shear viscous stresses. $\tau_R$ is the microscopic relaxation time in an underlying kinetic description to be discussed below, and $\beta_{\pi}, \beta_{\Pi}, \delta_{\pi\pi}, \delta_{\Pi\Pi}, \tau_{\pi\pi}, \lambda_{\pi\pi}, \lambda_{\Pi\Pi}$ are associated transport coefficients, derived in Appendix A using the Chapman-Enskog expansion \cite{49}.

In Bjorken flow the system volume grows linearly with Milne time $\tau$. Eq. (2) thus reflects conservation of the co-moving net quark number per unit transverse area, $n \tau$, owing to the lack of net quark diffusion out of a fluid cell. Equation (1) shows that the same is not true for
the energy density: As long as the effective longitudinal pressure $P + \Pi - \pi$ is positive, the comoving energy density per unit area, \( \epsilon \tau \), decreases with \( \tau \) due to work done by the pressure which converts some of the thermal energy into kinetic motion energy associated with the collective longitudinal expansion.

The evolution equations (3.4) for the bulk and shear viscous stresses are derived by iteratively solving (up to second-order in velocity gradients) the Boltzmann equation in relaxation-time approximation, followed by coarse-graining and partial resummation of the gradient terms \[40, 49\]. We parametrize the relaxation time \( \tau_R \) in terms of the local temperature \( T \) as \( T \tau_R = 5C \) where \( C \) is a unitless constant.\(^2,3\)

As we will be interested in obtaining the hydrodynamic trajectories in the \((T, \mu)\)-plane we shall directly solve Eqs. (1)–(4) in terms of the Lagrange parameters, \( x_a \equiv \{T, \mu\} \), instead of the associated densities \( X_a = \{c, n\} \). Making use of the Landau matching conditions (A4) (see App. A) we express \( X_a \) in terms of \( x_a \) using the equilibrium distributions

\[
\begin{align*}
   f^q_{eq} &= \frac{1}{\exp(\beta E_p - \alpha) + 1}, \\
   f^{\bar{q}}_{eq} &= \frac{1}{\exp(\beta E_p + \alpha) + 1}, \\
   f_{eq} &= \frac{1}{\exp(\beta E_p) - 1}.
\end{align*}
\]

Here \( \beta \) is the inverse temperature, \( \alpha \equiv \beta \mu \), and \( E_p = \sqrt{p^2 + m^2} \) is the energy of a particle of momentum \( p \) and mass \( m \) in the fluid rest frame.

For massless quarks and gluons with degeneracy factors \( g_q \) and \( g_g \), respectively, the desired relations are simply

\[
\begin{align*}
   e_{eq}(T, \mu) &= T^4 \left[ \frac{(4g_q + 7g_g)\pi^2}{120} + \frac{g_q}{4} \left( \frac{\mu}{T} \right)^2 + \frac{g_q}{8\pi^2} \left( \frac{\mu}{T} \right)^4 \right] \\
   &= 3P_{eq}(T, \mu), \\
   n_{eq}(T, \mu) &= T^3 \left[ \frac{g_q}{6} \left( \frac{\mu}{T} \right)^2 + \frac{g_g}{6\pi^2} \left( \frac{\mu}{T} \right)^3 \right],
\end{align*}
\]

which we use to compute \( dx_a = M_{\mu}^a dX_a \) and convert Eqs. (1,2) into evolution equations for \( T \) and \( \mu \). We use \( g_q = 2 \times N_c \times N_f = 12 \) (with \( N_c = 3 \) colors and \( N_f = 2 \) flavors) for quarks and antiquarks and \( g_g = 2 \times (N_f^2 - 1) = 16 \) for gluons.

Giving the (anti-)quarks a mass \( m \neq 0 \) changes these relations to

\[
\begin{align*}
   e_{eq}(T, \mu) &= T^4 \left[ \frac{(4g_q + 7g_g)\pi^2}{120} + \frac{g_q}{4} \left( \frac{\mu}{T} \right)^2 + \frac{g_q}{8\pi^2} \left( \frac{\mu}{T} \right)^4 \right] \\
   &\quad + f_{eq}^q \left( u, \frac{m}{T}, \mu \right) + f_{eq}^{\bar{q}} \left( u, \frac{m}{T}, \mu \right), \\
   P_{eq}(T, \mu) &= T^4 \left[ \frac{3g_q}{8\pi^2} \left( \frac{\mu}{T} \right)^4 \right] \\
   &\quad + f_{eq}^q \left( u, \frac{m}{T}, \mu \right) + f_{eq}^{\bar{q}} \left( u, \frac{m}{T}, \mu \right), \\
   n_{eq}(T, \mu) &= T^3 \left[ \frac{g_q}{6} \left( \frac{\mu}{T} \right)^2 + \frac{g_g}{6\pi^2} \left( \frac{\mu}{T} \right)^3 \right],
\end{align*}
\]

where \( f_{eq}^q(u, z, \alpha) = [\exp(\sqrt{u^2 + z^2} - \alpha z) - \theta]^{-1} \) with \( \alpha_q = -\alpha_{\bar{q}} = \alpha \), \( \alpha_g = 0 \) as well as \( \theta_q = \theta_{\bar{q}} = -1, \theta_g = 1 \).

## III. Expansion Trajectories in Ideal Hydrodynamics

We first solve the hydrodynamic equations in the absence of dissipation, by setting the shear and bulk viscous stresses to zero throughout the evolution: \( \pi = \Pi = 0 \). The ideal expansion trajectories are shown in Fig. 1, for the massless (conformal) case in panel (a) and for a quark-gluon gas with massive \( m = 1 \) GeV quarks and antiquarks in panel (b). Throughout this work, initial conditions are imposed at initial Milne time \( \tau_C = 0.1 \) fm/c. In panel (a) the initial temperature and chemical potentials \( \langle T_0, \mu_0 \rangle \) are chosen to yield the integer \( s/n \) ratios indicated.\(^4\) For the non-conformal case, the same initial values \( \langle T_0, \mu_0 \rangle \) correspond to the larger \( s/n \) ratios listed in panel (b). In ideal fluids both entropy and net quark number of a fluid element in its local rest frame are conserved during evolution, and the decrease of the associated comoving densities arises entirely from volume expansion. This follows directly from the thermodynamic relations \( dc = T \frac{ds}{d\tau} + \mu \frac{dn}{d\tau} \) and \( s = (e + P - \mu n)/T \) which allow to re-cast Eqs. (1), (2) as

\[
\frac{ds}{d\tau} = -\frac{s}{\tau}, \quad \frac{dn}{d\tau} = -\frac{n}{\tau},
\]

with the straightforward solution \( s/n = \text{const} \). Since for Bjorken flow Milne coordinates serve as a comoving

\[4\] Note that \( n = \frac{1}{2} n_B \) is the net quark density such that \( s/n = \frac{1}{2} (S/A) \) where \( S \) and \( A \) are the total entropy and net baryon number of the system.
In Fig. 1a are straight lines passing through the origin. This follows from the ideal evolution (conformal) trajectories near $T/m \sim 0.2 - 0.3$ reflects the transition from a high-temperature state where quarks, antiquarks and gluons contribute democratically to the thermodynamic quantities, to a low-temperature state where antiquark and gluon contributions to $n$ are exponentially suppressed relative to those from quarks by combined mass and fugacity effects.

The late-time slopes of the various trajectories can be obtained from thermodynamic arguments: At low temperatures, quarks dominate over antiquarks and gluons, and their rest mass dwarfs their kinetic energy, such that $P \ll e$. As a result, work done by the pressure can be neglected and the energy density falls off $\propto 1/\tau$ while the ratio between energy and entropy density, $e/s$, stays approximately constant. Using this in the thermodynamic relation $Ts = e + P - \mu n$ yields

$$T \approx -\frac{1}{(s/n)} \mu + C$$

where $C = e/s \approx$ constant. Thus, at late-times the isentropic trajectories are straight lines with negative slopes whose magnitude is inversely proportional to $s/n$, as borne out in Fig. 1b.

We note for later use that it follows from Fig. 1 that in ideal fluids at fixed temperature $g = s/n$ is a monotonic function of $\mu$, i.e. $\mu$ decreases when the specific entropy $s/n$ increases.

IV. DISSIPATIVE EXPANSION TRAJECTORIES FOR CONFORMAL SYSTEMS WITH NON-ZERO BARYON CHEMICAL POTENTIAL

We now proceed to discuss the expansion trajectories for dissipative systems. We begin in this section with conformal systems without bulk viscous pressure.

---

5 For each trajectory, its mirror image with respect to the temperature axis is itself a solution with the opposite sign of $s/n$, reflecting the oddness of the function $g(\alpha)$.

6 This also explains the massless case where $\mu \to m = 0$ as $T \to 0$. 
\( \Pi = 0 \). Non-conformal systems with non-vanishing values for both the shear and bulk viscous stresses will be studied in the following Section V. In both sections, we will begin with a discussion of macroscopic hydrodynamic phenomena, followed by an in-depth microscopic analysis using kinetic theory.

### A. Conformal Bjorken hydrodynamics

We turn on dissipation by letting the shear stress tensor evolve via Eq. (4), with \( \Pi \) set to zero. For illustration the constant \( C \) appearing in \( \tau_R = 5C/T \) is set to \( C = 10/4\pi \), and we consider two sets of initial temperatures and chemical potentials at initial time \( \tau_0 = 0.1 \text{ fm}/c \): \( (T_0, \mu_0) = (0.8, 0.5) \text{ GeV} \) and \( (0.7, 0.83) \text{ GeV} \), shown as blue and green curves in Fig. 2. For both sets we further consider two different values for the initial normalised shear stress: \( (\pi/4p)_0 = 0.2 \) and \( (\pi/4p)_0 = -0.3 \). The resulting dissipative expansion trajectories are shown as dotted and dashed lines in Fig. 2a, together with solid lines for ideal expansion starting from the same point \( (T_0, \mu_0) \). Fig. 2b shows the evolution of the normalized shear stress \( \pi/(e+P) \) as a function of the scaled time \( \tau/\tau_R \). As the initial temperatures of the green and blue sets of curves are slightly different, their starting values of \( \tau/\tau_R = \tau T/(5C) \) differ correspondingly. The solid red line in Fig. 2b shows the Navier-Stokes solution \( \pi_{NS} = 4\eta/3\tau \) which can also be written as \( \pi_{NS}/(e+P) = 4\tau_R/(15\tau) \). It is a universal function of the scaled time and provides a late-time attractor for the evolution of \( \pi/(e+P) \) \[41, 50–53\].

Looking at panel (a) we notice immediately that, in spite of the production of additional entropy by dissipation, only the dotted lines (where the initial shear stress \( \pi_0 \) is positive) exhibit the well-known phenomenon of viscous heating where the dissipative fluid cools more slowly than the ideal one. The dashed lines, corresponding to negative initial shear stress, instead deviate from the ideal expansion trajectories initially towards the right (i.e. towards larger \( \mu \) or lower \( T \), depending on your point of view), i.e. they initially exhibit viscous cooling where the dissipative fluid cools more rapidly than the ideal one. Only at later times do the dashed lines cross over to the left, towards smaller \( \mu \).\(^7\)

\[ \text{FIG. 2. (a) Expansion trajectories of a conformal gas in the phase diagram using dissipative hydrodynamics. Solid lines show adiabatic expansion for comparison. (b) Scaled time evolution of the normalised shear stress tensor.} \]

\[ \text{FIG. 3. Evolution of the total specific entropy } s_{\text{tot}}/n \text{ computed from Eq. (16), along trajectories of corresponding line style and color shown in Fig. 2a. The brown curves are obtained using the equilibrium definition.} \]

At first sight this feature appears to contradict the argument from the preceding subsection that points with larger \( (s/n)(\tau) > (s/n)_0 \) should be located in the phase diagram to the left of the isentropic expansion trajectory with \( (s/n)_0 = \pi_{eq} = (s/n)_0 \). When (incorrectly) interpreted within the ideal thermodynamic framework used in that subsection, the specific entropy \( s/n \) initially seems to decrease along the dashed trajectories! The flaw in

\(^7\) Qualitatively similar features were first observed by the authors of [34] (see also [35]). In their work, which also includes bulk viscous effects, some dissipative expansion trajectories even started moving towards the right of the standing point \( (T_0, \mu_0) \), not just right of the ideal isentrope with \( (s/n)(\tau) = (s/n)_0 \). We will return to this observation further below.
that argument is that it does not recognize the fact that the dissipative stresses describe deviations of the microscopic phase-space distributions from local thermal equilibrium which manifest themselves in non-equilibrium corrections to the entropy density. Initial conditions with non-vanishing shear stress (or, for that matter, any other dissipative flows) have different \( s/n \) than an ideal fluid prepared with the same initial temperature and chemical potential \((T_0, \mu_0)\). An initial condition with a large negative non-equilibrium correction to the entropy density can produce additional total entropy by dissipative heating (thus satisfying the second law of thermodynamics) while, at the same time, reducing the equilibrium entropy, by transferring negative entropy from the non-equilibrium to the equilibrium part as the system thermalizes and moves closer to local equilibrium.

A little manipulation of Eqs. (1,2) in the presence of dissipation leads (for \( \Pi = 0 \)) to

\[
\frac{d(s_{eq})}{d\tau} = \frac{\pi}{T}. \tag{14}
\]

Here \( s_{eq} \) is the equilibrium entropy density, related to \( e, p, \) and \( n \) via the fundamental relation which holds in thermal equilibrium. Clearly, the equilibrium entropy per transverse area of a fluid cell can decrease with time whenever the shear stress \( \pi \) is negative (i.e. far from its positive first-order Navier-Stokes limit for Bjorken flow). This is precisely the case for the dashed curves in Fig. 2a. Since in these cases it takes some time for \( \pi \) to turn positive (see Fig. 2b), the growth with time of the total specific entropy by viscous heating is reflected also in its equilibrium contribution only at later times.

For a conformal gas of quarks and gluons at finite chemical potential, the second-order out-of-equilibrium entropy four-current using kinetic theory is

\[
S^\mu = s_{eq} u^\mu - \alpha n^\mu - \frac{\beta}{4 \beta_\pi} u^\mu \pi^{\alpha\beta} \pi_{\alpha\beta} + c_{nn} u^\mu n^\alpha n_\alpha + c_{n\pi} \tilde{\pi}^{\mu\alpha} n_\alpha, \tag{15}
\]

where \( \pi^{\mu\nu} \) is the shear stress tensor and \( n^\mu \) is the net-quark diffusion current. Due to the vanishing of baryon diffusion in Bjorken flow, the second-order entropy density simplifies to

\[
s_{tot} = s_{eq} - \frac{3\beta}{8\beta_\pi} \pi^2, \tag{16}
\]

where the second term is a (negative!) non-equilibrium correction. The entropy density is largest in local thermal equilibrium and reduced by dissipative corrections: \( s_{tot} < s_{eq} \). The second law of thermodynamics applies only to the total specific entropy \( s_{tot}/n \) but not to the equilibrium part \( s_{eq}/n \) in isolation. This is illustrated in Fig. 3 where only \( s_{tot}/n \) is seen to always grow monotonically with time while for the dashed lines (corresponding to initially negative shear stress) the equilibrium part \( s_{eq}/n \) initially decreases with time. As the system approaches local thermal equilibrium at late times, dissipative effects become small and the total and equilibrium specific entropies converge and saturate.

We next turn to solving kinetic theory for Bjorken flow in order to find out whether, and to what extent, the features observed in hydrodynamics also manifest themselves in the underlying microscopic theory from which CE hydrodynamics is obtained.

**B. Kinetic theory for a system of massless quarks and gluons**

Let us consider a system of massless quarks, antiquarks, and gluons whose evolution is governed by the Boltzmann equation with a relaxation-type collision kernel, sharing a common relaxation time \( \tau_R \):

\[
p^{\mu} \partial_{\nu} f^i(x, p) = -\frac{u^{\nu}}{\tau_R} \left( f^i - f_{eq}^i \right). \tag{17}
\]

Their equilibrium distributions are given by Eqs. (5), setting \( m = 0 \). Energy-momentum and net-baryon number conservation by the RTA collision kernel are ensured (see, e.g., [37, 41, 43–45]) if the macroscopic parameters \( \beta = 1/T, \alpha = \mu/T, \) and fluid four-velocity \( u^\mu \) are defined by the Landau matching conditions:

\[
u_{\mu} u_{\nu} T^{\mu\nu} = \int dP (p \cdot u)^2 \left[ g_q (f^q + f^{\bar{q}}) + g_g f^g \right] = e_{eq}(T, \mu), \tag{18}
\]

\[
u_{\mu} N^{\mu} = \int dP (p \cdot u) g_q (f^q - f^{\bar{q}}) = n_{eq}(T, \mu), \tag{19}
\]

with the right hand sides given by Eqs. (6-7). The Lorentz invariant integration measure is defined as \( dP \equiv d^4p/[2(2\pi)^3 E_p] \), with \( E_p = p \) here.

For a system undergoing Bjorken expansion, Eq. (17) reduces in Milne coordinates to the ordinary differential equation

\[
\frac{df^i}{d\tau} = -\frac{f^i - f_{eq}^i}{\tau_R}, \tag{20}
\]

where the superscript \( i \) denotes the species considered. The formal solution of the above equation is [39, 54]

\[
f^i(\tau; p_T, w) = D(\tau, \tau_0) f^i_{\text{in}}(\tau; p_T, w) + \int_{\tau_0}^{\tau} \frac{d\tau'}{\tau_R(\tau')} D(\tau, \tau') f^i_{\text{eq}}(\tau'; p_T, w), \tag{21}
\]

where \( w \equiv p_\lambda \) is the longitudinal momentum in Milne coordinates and the damping function \( D \) is defined by

\[
D(\tau_2, \tau_1) = \exp \left( -\int_{\tau_1}^{\tau_2} \frac{d\tau'}{\tau_R(\tau')} \right). \tag{22}
\]
For the initial momentum distributions we choose a Romatschke-Strickland type parametrization \cite{55}:

\[
\begin{align*}
\bar{f}^q_m & = \frac{1}{\exp\left(\sqrt{p_T^2 + (1 + \xi_0) u_m^2} / \tau_0^2 + m^2 / \Lambda_0 - \frac{\mu_0}{\Lambda_0}\right)} + 1, \\
\bar{f}^\bar{q}_m & = \frac{1}{\exp\left(\sqrt{p_T^2 + (1 + \xi_0) u_m^2} / \tau_0^2 \right)} + 1, \\
\bar{f}^g & = \frac{1}{\exp\left(\sqrt{p_T^2 + (1 + \xi_0) u_m^2} / \Lambda_0\right) - 1},
\end{align*}
\]

where in this subsection we set the quark mass to \( m = 0 \).

For simplicity we have taken a common anisotropy parameter \( \xi_0 \) and momentum scale \( \Lambda_0 \) for all three species, and the same parameter \( \nu_0 \) for quarks and anti-quarks characterizing a non-zero initial net-quark density. To solve for temperature and chemical potential we use the Landau matching conditions \cite{39}:

\[
\begin{align*}
e_{\text{eq}}(T, \mu) & = D(\tau, \tau_0) E(\tau) \\
& \quad + \int_0^\tau \frac{d\tau'}{\tau R(\tau')} D(\tau, \tau') \mathcal{H}_c\left(\frac{\tau'}{\tau}\right) e_{\text{eq}}(T(\tau'), \mu(\tau')), \\
n_{\text{eq}}(T, \mu) & = \frac{\tau_0}{\tau} n_{\text{in}}.
\end{align*}
\]

Noting the absence of net-quark diffusion in Bjorken flow we directly used the non-diffusive solution for the net-quark density in the number matching condition. The \( \mathcal{H}_c \) function is defined as

\[
\mathcal{H}_c(x) = \frac{1}{2} \left( \frac{x^2 + \tanh^{-1}\left(\sqrt{1 - \frac{1}{x^2}}\right)}{\sqrt{1 - \frac{1}{x^2}}} \right).
\]

The time-dependent function \( E \) arises from the momentum integral of the initial distributions:

\[
E(\tau) = \mathcal{H}_c\left(\frac{\tau_0}{\tau \sqrt{1 + \xi_0}}\right) e_{\text{eq}}(\Lambda_0, \nu_0).
\]

The initial net-quark density is given by \( n_{\text{in}} = n_{\text{eq}}(\Lambda_0, \nu_0) / \sqrt{1 + \xi_0} \).

The integral equations (26,27) are solved iteratively for the temperature and chemical potential by numerical quadrature. After finding the solutions \((T(\tau), \mu(\tau))\) we use them to compute the shear stress tensor component \( \pi \equiv \pi^\eta_q \):

\[
\pi(\tau) = D(\tau, \tau_0) C(\tau) \\
+ \int_0^\tau \frac{d\tau'}{\tau R(\tau')} \mathcal{H}_\pi\left(\frac{\tau'}{\tau}\right) e_{\text{eq}}(T(\tau'), \mu(\tau')),
\]

where we defined

\[
\mathcal{H}_\pi(x) = 6 \left(1 - x^2\right) \left[ x^2 \left(1 + 2 x^2\right) \\
+ (1 - 4 x^2) \frac{\tanh^{-1}\left(\sqrt{1 - \frac{1}{x^2}}\right)}{\sqrt{1 - \frac{1}{x^2}}} \right]
\]

as well as

\[
C(\tau) = \mathcal{H}_\pi\left(\frac{\tau_0}{\tau \sqrt{1 + \xi_0}}\right) e_{\text{eq}}(\Lambda_0, \nu_0).
\]

We are particularly interested in computing the evolution of the out-of-equilibrium entropy density in kinetic theory. For this, we start from the following definition of the entropy current of a gas of quarks, anti-quarks, and gluons:

\[
S^\mu = - \sum_{i=1}^3 g_i \int dP^\mu \phi_i[f^i].
\]

Here \( i = 1, 2, 3 \) labels quarks, antiquarks, and gluons, respectively. The function \( \phi_i[f^i] \) is defined by

\[
\phi_i[f^i] = f^i \ln f^i - \frac{1}{\theta_i} \frac{f^i}{\theta_i} \ln \left(1 + \theta_i f^i\right).
\]

It distinguishes between statistics of the constituents via the parameter \( \theta_i \): \( \theta_1 = \theta_2 = -1 \) (Fermi-Dirac) and \( \theta_3 = 1 \) (Bose-Einstein). For Bjorken flow, the entropy density \( s_{\text{tot}} = u_\mu S^\mu \) is given by

\[
s_{\text{tot}} = \sum_{i=1}^3 g_i \int \frac{dP_T \, dw^i \, P_T}{4 \pi^2} \phi_i[f^i(\tau; P_T, w)]
\]

where \( f^i(\tau; P_T, w) \) is the solution given in Eq. (21).

In Fig. 4 we compare, for identical initial conditions, the dissipative expansion trajectories through the phase diagram (panel (a)) and the evolution of the shear inverse Reynolds number \( \eta / (e + P) \) (panel (b)) obtained from the exact solution (26,27) of conformal kinetic theory (magenta and black curves) with those computed with second-order conformal hydrodynamics (blue and green curves, same as those shown in Fig. 2). This comparison tests the accuracy of the hydrodynamic approximation to the underlying microscopic dynamics described by the RTA Boltzmann equation. In particular, the phenomenon of viscous cooling exhibited by the dashed-line
FIG. 4. Comparison of the expansion trajectories (panel (a)) and the evolution of the inverse Reynolds number (panel (b)) between exact kinetic theory (magenta and black curves) and their second-order conformal hydrodynamic approximation (blue and green curves).

traversing trajectories in panel (a) is seen to be a robust feature of the exact solution to the underlying microscopic kinetic theory and not an artefact of the macroscopic hydrodynamic approximation. The corresponding initial parameters \((\Lambda_0, \nu_0, \xi_0)\) in the initial distribution functions (23)–(25) are listed in Table I.

![Table I](image)

TABLE I. Initial parameters \((\Lambda_0, \nu_0, \xi_0)\) used to generate the kinetic theory trajectories in Fig. 4. Due to conformal invariance, \(\bar{\pi}_0\) depends only on \(\xi_0\). Hence, the \(\xi_0\) values for the dotted \((\bar{\pi}_0 = 0.2)\) and dashed \((\bar{\pi}_0 = -0.3)\) pairs of curves are each identical.

In panel (a) the magenta and black curves for kinetic theory lie slightly to the right of the corresponding blue and green hydrodynamic trajectories, suggesting that their specific entropies are somewhat smaller in kinetic theory than in the hydrodynamic approximation. This is further substantiated in Fig. 5 below. Consistent with this observation, the normalised shear stress shown in panel (b) is somewhat smaller in kinetic theory than for hydrodynamics which is seen to over-predict the deviation from equilibrium, especially if the initial shear stress is large and positive (dotted curves). Up to these differences, hydrodynamics shows excellent agreement with kinetic theory for conformal Bjorken evolution.

FIG. 5. (a) Comparison of the out-of-equilibrium specific entropy evolution in conformal RTA Boltzmann theory and its hydrodynamic approximation. Line styles and colors are identical to Fig. 4. (b) Comparison of the kinetic evolution of \(s_{\text{tot}}/n\) with its equilibrium part \(s_{\text{eq}}/n\) (red lines) along the magenta and black trajectories shown in Fig. 4a.

As noted earlier in a different context [57], differences between hydrodynamics and kinetic theory become more readily apparent in the evolution of the out-of-equilibrium specific entropy. Its time evolution is shown in Fig. 5a. Similar to Fig. 4, the black and magenta curves in Fig. 5a denote kinetic theory trajectories, whereas the green and blue curves correspond to hydrodynamics. The hydrodynamic solutions are identical to those shown in Fig. 3. All kinetic theory solutions lie below the hydrodynamic ones, consistent with the observations made in Figs. 4a and 4b. For example, for \(\bar{\pi}_0 = 0.2\)
(dotted lines) the initial value of the total specific entropy, \( s_{\text{tot}}/n \), computed in kinetic theory is about 7% percent less than the one obtained within hydrodynamics. For the dotted black and magenta curves, kinetic theory yields \( s_{\text{tot}}(\Lambda_0, \nu_0)/n_{\text{ini}}(\Lambda_0, \nu_0) \approx 5.92 \) and 11.23, respectively, whereas the dotted green and blue hydrodynamic curves correspond to \( s_{\text{tot}}/n_0 \approx 6.39 \) and 11.98. This initial difference between dotted kinetic theory and dotted hydrodynamic results persists throughout the evolution, resulting in an error of approximately 10 percent at late times.

For the other initial condition, \( \bar{\pi}_0 = -0.3 \) (dashed lines), the kinetic theory and hydrodynamic trajectories start from approximately the same initial value for \( s_{\text{tot}}/n \). However, the hydrodynamic trajectories are characterised by larger entropy production and therefore differ at late times from the microscopic theory prediction by ~ 7%. It is fascinating to note the sensitivity of entropy production to the initial conditions of the fluid: in spite of starting from nearly equal initial values of \( s_{\text{tot}}/n \), the dotted and dashed kinetic theory solutions (corresponding to \( \bar{\pi}_0 = 0.2 \) and \( \bar{\pi}_0 = -0.3 \), respectively) differ appreciably in the late time values of \( s_{\text{tot}}/n \). For the dashed black and magenta trajectories in Fig. 4a, the late-time \( s/n \) is approximately twice its initial value, whereas for the dotted trajectories the viscous heating factor is more than 3 times. The reason for this is the following: the total amount of specific entropy \( \Delta(s/n) \) that can be generated during the fluid’s equilibration is

\[
\Delta \left( \frac{s}{n} \right) = - \left( \frac{\delta s_{\text{eq}}}{n} \right) \left( \frac{1}{n \pi} \right) \int_{\tau_0}^{\infty} \frac{d\tau}{T(\tau)} \pi(\tau), \tag{36}
\]

where \( \delta s_{\text{eq}} = s_{\text{tot}} - s_{\text{eq}} \). Although both dotted and dashed kinetic theory trajectories have nearly equal \( (\delta s_{\text{eq}}/n_0) \) initially, the dotted lines are characterised by positive shear throughout, leading to a larger value of the integral in Eq. (36) than for the dashed ones where the integrand has both negative and positive contributions.

In Fig. 5b we compare the evolution of the \( \text{equilibrium} \) specific entropy \( s_{\text{eq}}/n \), red curves) with the \( \text{out-of-equilibrium} \) \( s_{\text{tot}}/n \) (magenta and black), both computed using kinetic theory. The magenta and black curves are the same as those in panel (a). The observed features are qualitatively similar to Fig. 3 obtained within hydrodynamics. For initialisation \( \bar{\pi}_0 = 0.2 \) (dotted lines), \( s_{\text{eq}}/n \) increases monotonically — consistent with the dotted magenta and green phase trajectories in Fig. 4a lying to the left of the isentropic straight line trajectories shown in Fig. 2. In contrast, the dashed red curves for \( \bar{\pi}_0 = -0.3 \) show \( s_{\text{eq}}/n \) evolving non-monotonically: the equilibrium part of the specific entropy initially decreases before starting to increase after \( \tau/\tau_R \approx 0.3 \). This reflects a transfer of large negative specific entropy from the non-equilibrium to the equilibrium sector at early times. During this stage the local momentum distribution forms a prolate ellipsoid whose deformation is continuously decreasing via free-streaming which red-shifts the longitudinal momenta. Once the momentum distribution reaches local isotropy, the sign of the shear stress \( \pi \) flips and, according to Eq. (14), so does the direction of entropy flow between the non-equilibrium and equilibrium sectors. In Figure 4a the initial decrease of \( s_{\text{eq}}/n \) manifests itself by causing the dashed magenta and black curves to first move to the right of the straight-line ideal expansion trajectory before veering left at late times, eventually crossing the ideal line (see Fig. 2) due to the overall production of entropy by viscous heating and the approach to local equilibrium at late times.

This transfer of entropy from the non-equilibrium to the equilibrium sector is a novel effect which to our knowledge has not been previously described. The second law of thermodynamics demands (i) \( s/n \leq s_{\text{eq}}/n \) and (ii) \( d(s/n)/d\tau \geq 0 \), where \( s = s_{\text{tot}} \) stands for the \( \text{total} \) specific entropy (i.e. the sum of its equilibrium contribution \( s_{\text{eq}}/n \)(\( T, \mu \)) and its non-equilibrium correction which depends on the dissipative flows). As time evolves, entropy can be transferred from the (negative) non-equilibrium correction to the equilibrium part. Therefore \( d(s_{\text{eq}}/n)/d\tau \) does not need to be positive definite.

Comparison of the dashed and dotted curves in Fig. 4b shows that the rate (sign and magnitude) at which entropy flows from the non-equilibrium to the equilibrium sector depends on the values of the dissipative fluxes. Within the hydrodynamic framework this is expressed by Eq. (14). However, while the dashed lines in Fig. 4a move to the right of the ideal expansion trajectories, they do not move towards larger chemical potential as has been observed for some expansion trajectories shown in Refs. [34, 35]. In the following subsection we will therefore discuss the criteria that must be satisfied for obtaining dissipative expansion trajectories that start out by moving towards larger \( \mu \). We will see that this very hard to achieve in conformal systems but much easier in non-conformal systems. This will set the stage for discussion of non-conformal expansion trajectories in Section V.

C. Criteria for generating trajectories with increasing chemical potential

Let us explore the necessary conditions required to generate Bjorken expansion trajectories where the chemical potential increases with Milne time. The discussion will be general, including both shear and bulk viscous stresses. We start with the thermodynamic relations among differentials of the Lagrange parameters \( x_a = \{ T, \mu \} \) and the densities \( X_a = \{ e, n \} \):

\[
\left( \frac{dT}{d\mu} \right)_n = \frac{1}{\mathcal{A}} \begin{pmatrix} a_4 & -a_2 \\ -a_3 & a_1 \end{pmatrix} \left( \frac{de}{d\mu} \right), \tag{37}
\]

with the determinant \( \mathcal{A} = (a_1 a_4 - a_2 a_3) \) and the positive definite thermodynamic response functions

\[
a_1 = \left( \frac{\partial e}{\partial T} \right)_\mu, \quad a_2 = \left( \frac{\partial e}{\partial \mu} \right)_T.
\]
The determinant $\mathcal{A}$ is also positive since a thermodynamic transformation ($de > 0$, $dn = 0$) must lead to $dT > 0$.\(^{10}\) Thus, the criterion for an increase in chemical potential, $d\mu/d\tau \geq 0$, is

$$
a_3 \frac{de}{d\tau} + a_1 \frac{dn}{d\tau} \geq 0 \quad \Rightarrow \quad a_3 \frac{e + P - \phi}{\tau} - a_1 \frac{n}{\tau} \geq 0,
$$

where we used the equations of motion (1, 2) and introduced the shorthand $\phi \equiv \pi - \Pi$. Accordingly, the amount of normalised dissipative stress, $\bar{\phi} \equiv \phi/(e+P)$, required for generating $d\mu > 0$ trajectories is

$$
\bar{\phi} \leq 1 - \frac{a_1}{a_3} \frac{n}{e+P} \equiv \psi.
$$

This obviously prefers negative shear stress values, $\pi < 0$, and positive bulk viscous pressure, $\Pi > 0$. Both are “unnatural” for Bjorken expansion where the Navier-Stokes values for the dissipative fluxes have the opposite signs.

Let us first explore the implications of this criterion for the simpler case of a conformal system ($\Pi = 0$) of massless quarks, anti-quarks, and gluons at non-zero net baryon density.\(^{11}\) In this case the response functions $a_1$ and $a_3$ simplify to

$$
a_1 = 3 s_{\text{eq}}, \quad a_3 = \frac{g_2}{3} T \mu,
$$

such that the condition (40) yields

$$
\bar{\pi} \leq 1 - 3 \left(1 + \frac{\alpha^2}{2 \pi^2}\right)/\left(1 + \alpha \frac{n}{s_{\text{eq}}}\right) \equiv \psi_c(\alpha).
$$

A plot of $\psi_c(\alpha)$ is shown in Fig. 6. For the trajectory to move towards the right in the phase diagram, $d\mu > 0$, $\bar{\pi}$ must lie below the blue curve. In kinetic theory there is a lower bound on the normalised shear, $\bar{\pi} \geq -0.5$ (arising from the condition of non-negative effective transverse pressure, $P_T = P + \pi/2 \geq 0$), indicated by the black dashed line. In conformal kinetic theory the condition $d\mu > 0$ thus restricts $\bar{\pi}$ to a very thin sliver of parameter space bounded by the solid blue and dashed black lines which covers only a small fraction of the overall parameter space $\bar{\pi} \in [-0.5, 0.25]$. Moreover, even if the system is initialized within this sliver at early times, it quickly moves out of it as the normalised shear stress rapidly approaches the free-streaming attractor $\bar{\pi} \approx 0.25$. Thus, in conformal kinetic theory it is nearly impossible to find trajectories characterised by substantial increase in chemical potential.

---

\(^{10}\) Similarly, a transformation where $de = 0$ and $dn > 0$ must yield $d\mu > 0$. We spot-checked both expectations numerically.

\(^{11}\) Note that the upper limit of $\phi$ depends on the equation of state of the system. Accordingly, the bound changes somewhat when replacing quantum statistics (which we use here) by classical Boltzmann statistics, or changing the degeneracy factors for (anti-)quarks or gluons.

---

FIG. 6. The solid blue line shows the upper bound on the normalised shear stress that ensures $d\mu/d\tau > 0$ in conformal Bjorken dynamics. The dashed black line, $\psi_c = -0.5$, represents the lower bound on $\bar{\pi}$ allowed by kinetic theory.

FIG. 7. The upper bound $\psi_{nc}(\alpha, z)$ in non-conformal systems, as (a) a function of $\alpha = \mu/T$ for fixed values of $z = m/T$ and (b) a function of $z$ for fixed values of $\alpha$. For $\phi < \psi_{nc}$ expansion trajectories are characterised by $d\mu/d\tau > 0$.

However, the introduction of masses for the quarks changes the equation of state of the system, and accordingly all thermodynamic quantities determining the upper bound of $\phi$ on the r.h.s. of Eq. (40) change, too. As $\phi$ is dimensionless, the bound can depend only on the...
dimensionless variables $\alpha = \mu/T$ and $z \equiv m/T$. A plot of $\psi_{nc}(\alpha, z)$ (defined by the r.h.s. of the inequality (40)) is shown in Fig. 7, where in panel (a) $\alpha$ is varied while keeping $z$ constant, and vice-versa in panel (b). Clearly, with increasing quark mass the allowed domain of $\phi$ that allows for trajectories with $d\mu/d\tau > 0$ significantly increases. For instance, for typical initial values $\alpha_0 \sim 1$ and $m/T_0 \sim 1$, one needs $\phi_0 \lesssim -0.36$ which is much less restrictive than the requirement $\phi_0 \lesssim -0.49$ for the same $\alpha_0$ in the conformal case.

V. DISSIPATIVE EXPANSION TRAJECTORIES FOR NON-CONFORMAL SYSTEMS WITH A CONSERVED CHARGE

A. Non-conformal Bjorken hydrodynamics

FIG. 8. Expansion trajectories from second-order non-conformal hydrodynamics for a massive quark-gluon gas with non-zero net quark number, in the $T-\mu$ plane (a) and $e-n$ plane (b), respectively. The green dash-dotted lines show the corresponding ideal expansion trajectories from Fig. 1b (for $s/n = 14.8$ and $8.2$, respectively) for comparison. The other lines are explained in the text.

We now relax the restriction to conformal symmetry and restore the bulk viscous pressure $\Pi$ in the second-order viscous hydrodynamic equations (1-4) and solve them with initial conditions imposed at $\tau_0 = 0.1 \, \text{fm}/c$ using the transport coefficients obtained in Appendix A for a massive quark-gluon gas at $\mu \neq 0$. The resulting expansion trajectories in the temperature-chemical potential plane (panel a) and the energy-(quark) density plane (panel b) are shown in Fig. 8. We consider two sets of initial conditions taken from Fig. 1, with $(T_0, \mu_0) \approx (0.8, 0.5) \, \text{GeV}$ (set I) and $\approx (0.7, 0.83) \, \text{GeV}$ (set II), respectively. The corresponding ideal expansion trajectories from Fig. 1b are shown as green dash-dotted lines for orientation. In both panels the blue and black curves show dissipative expansion trajectories for two choices of the coupling strength, parametrized by the relaxation time constant $C$ as given in the legend, while solid and dashed lines distinguish between different initial conditions for the dissipative flows: dashed lines use local equilibrium initial conditions $\bar{\pi}_0 = \bar{\Pi}_0 = 0$ whereas solid lines correspond to $\bar{\pi}_0 \approx -0.437$, $\bar{\Pi}_0 \approx 0.012$ for set I and $\bar{\pi}_0 \approx -0.439$, $\bar{\Pi}_0 \approx 0.010$ for set II, such that for both sets $\phi_0 \equiv \bar{\pi}_0 - \bar{\Pi}_0 = -0.45$. Similar to the conformal case shown in Fig. 2, the dashed and solid lines in Fig. 8 form two qualitatively different classes of dissipative expansion trajectories. The differences between them are much more pronounced in the $T-\mu$ plane (panel (a)) than in the $e-n$ plane (panel (b)): the dashed lines, corresponding to equilibrium initial conditions, first graze along the ideal trajectories before viscous heating drives them left towards larger equilibrium specific entropies. Since larger $C$ values (longer relaxation times) describe more weakly coupled systems with larger shear and bulk viscosities, they lead to stronger viscous entropy production. The solid lines, on the other hand, which correspond to large negative initial values for the (normalized) shear and bulk stress combination $\tilde{\phi} = \bar{\pi} - \bar{\Pi}$, exhibit viscous cooling: in panel (a) they move initially right, i.e. towards larger chemical potentials, as anticipated in Sec. IV C, and cool more rapidly than the ideal fluid. Again, this phenomenon lasts longer for more viscous systems described by larger $C$ values. The decrease in equilibrium specific entropy along these curves is due to their initialisation with large

\[\text{[12] These correspond to initial energy and net-quark densities of $(e_0, n_0) \approx (667 \, \text{GeV}/\text{fm}^3, 70/\text{fm}^3)$ (set I) and $\approx (476 \, \text{GeV}/\text{fm}^3, 94/\text{fm}^3)$ (set II).}

\[\text{[13] The specific choice of these somewhat arbitrary-looking values is motivated by the comparison with kinetic theory in Sec. V B below. As explained in footnote 9, the three-parameter Romatschke-Strickland distributions (23-25) limit the range of initial dissipative flows that can be generated; in particular, this parametrization takes away the freedom of choosing $\bar{\pi}_0$ and $\bar{\Pi}_0$ independently once their difference $\phi_0$ is specified.}

\[\text{[14] In the $e-n$ plane (panel (b)) the differences arising from different coupling strengths $C$ are almost unrecognizable: the blue and black dashed trajectories are indistinguishable, and also their solid analogues (corresponding to off-equilibrium initial conditions) are very close to each other.}\]
negative $\phi$, as dictated by the non-conformal version of Eq. (14),
\[
\frac{d(s_{eq}T)}{d\tau} = \frac{\phi}{T} = \frac{\pi - \Pi}{T}.
\] (43)

As described in Secs. IV A and IV B, it reflects the transfer of negative viscous entropy between the non-equilibrium and equilibrium contributions to the total specific entropy.

As the system evolves one expects the shear and bulk viscous pressures to approach their Navier-Stokes limits (which is positive for shear stress and negative for the bulk viscous pressure). This is illustrated in Fig. 9.\textsuperscript{15} When this happens, $\phi$ turns positive and $s_{eq}/n$ increases again, forcing the solid curves in Fig. 8 to turn left, towards regions of smaller chemical potential. As the overall result of dissipation is an increase of total entropy, the solid lines eventually have to cross the ideal expansion trajectories and end up to their left where $s_{eq}/n > (s/n)_0$.

As the system approaches local thermal equilibrium $s_{eq}/n$ saturates, for different initial conditions generally at different values, and the expansion trajectories settle on isentropic trajectories corresponding to these asymptotic $s/n$ values. Therefore, once $T/m$ drops below about 0.3, all trajectories again turn to the right, due to the nonzero mass of the carriers of the conserved baryon charge as explained in Sec. III. A deeper understanding of this on a microscopic level will be obtained in the next subsection where the same phenomena are seen to arise in non-conformal kinetic theory.

We close this subsection with some additional discussion of Fig. 9. Remember that the dashed trajectories start with equilibrium initial conditions whereas the solid lines correspond to large negative initial shear combined with a much smaller initial bulk viscous pressure. Panel (a) shows that for both types of initial conditions $\pi$ initially grows rapidly to significantly large positive values, on a rapid time scale $\tau \lesssim \tau_R$, i.e. before microscopic collisions become effective. This is caused by the rapid longitudinal expansion which red-shifts the longitudinal momenta and reduces the longitudinal pressure of the system [52, 53, 56].\textsuperscript{16} At much later times $\tau \gg \tau_R$ the shear stress joins its first-order Navier-Stokes limit (here shown for $C = 10/4\pi$) $\pi_{NS} = 4/3 \times \beta_\pi/(e + P)/((\tau/\tau_R)$ where the dimensionless quantity $\beta_\pi/(e + P)$ is a function of $\mu/T$ and $m/T$ that approaches 1/5 in the massless limit.

Panel (b) of Fig. 9 shows that the bulk viscous pressure evolves in a rather complex fashion which, for the case of equilibrium initial conditions, even features oscillations driven by the bulk-shear coupling terms in Eqs. (3,4) (qualitatively consistent with hydrodynamic results obtained in [49, 58] for a single-species massive Boltzmann gas at vanishing chemical potential).\textsuperscript{17} Also, it approaches its first-order Navier-Stokes limit $\Pi_{NS} = -[\beta_\Pi/(e + P)]/((\tau/\tau_R)$ (shown as dotted lines for both choices of $C$ in Fig. 9b) only at much later times than the shear stress (even outside the time range shown here). We checked that this is, too, is caused by bulk-shear coupling [47] with a shear stress that exceeds the magnitude of $\Pi$ by more than an order of magnitude.

B. Kinetic theory for a non-conformal quark-gluon gas with net baryon charge

1. Formal solution

The RTA Boltzmann equation (20) for a system of gluons and massive quarks with Boltzmann statistics undergoing Bjorken flow has been solved in Refs. [59, 60]. For

\textsuperscript{15} To avoid clutter we show the evolution of $\pi$ and $\Pi$ only for set II. The results for set I are qualitatively similar.

\textsuperscript{16} This argument holds strictly only as long as $\Pi$ is small which applies here.

\textsuperscript{17} Due to the smallness of $\Pi$ its back-reaction on the evolution of $\pi$ is negligible.
reasons of uniformity of notation we briefly review this solution, generalizing it along the way to include quantum statistics in the distribution functions. The solution will be expressed in terms of macroscopic quantities, i.e. the temperature, chemical potential, shear, and bulk viscous pressures. The initial conditions for the shear and bulk viscous pressures are generated from Eqs. (23-25). With these initial distributions, the exact evolutions of the temperature and chemical potential are obtained by the Landau matching conditions (26,27), generalized to the temperature, chemical potential, shear, and bulk viscous statistics in the distribution functions. The solution

\[ H_{L}(y, z) = \frac{y^3}{(y^2 - 1)^{3/2}} \left( \sqrt{(y^2 - 1)(y^2 + z^2)} - (z^2 + 1) \tanh^{-1} \sqrt{\frac{y^2 - 1}{y^2 + z^2}} \right) \]  

(50)

\[ H_{T}(y, z) = \frac{y}{2(y^2 - 1)^{3/2}} \left( -\sqrt{(y^2 - 1)(y^2 + z^2)} + (z^2 + 2y^2 - 1) \tanh^{-1} \sqrt{\frac{y^2 - 1}{y^2 + z^2}} \right) \]  

(51)

2. Numerical results

Figure 10a shows the expansion trajectories obtained from non-conformal kinetic theory, for the same initial conditions as for the hydrodynamic solutions presented in the preceding subsection, and the associated scaled-time evolution of the shear and bulk viscous stresses is shown in Fig. 11. Line styles and colors have the same meaning as for the corresponding hydrodynamic solutions shown in Figs. 8, 9. The initial Romatschke-Strickland parameters for the non-equilibrium initial conditions used to generate the solid lines are listed Table II.

The qualitative and quantitative similarities between the kinetic theory results shown in Figs. 10a, 11 and the hydrodynamic results shown earlier in Figs. 8, 9 are obvious. Some of the quantitative differences are discussed in Appendix C but they do not impact our qualitative observations. Additional insights into the mechanisms at work in Fig. 10a can be gleaned from Fig. 10b. In kinetic theory Eq. (35) provides an unambiguous definition of the total entropy density, and it can be easily split into an equilibrium part and a non-equilibrium correction. For the expansion trajectories corresponding to the set of far-from-equilibrium initial conditions listed in Table II and shown as solid lines in Fig. 10a, panel (b) plots the scaled time evolution of the full specific entropy

| Set | \( \Lambda_0 \) (GeV) | \( \nu_0 \) (GeV) | \( \xi_0 \) | \( \phi_0 \) | \( \psi_{n.c.0} \) |
|-----|----------------|----------------|----------|----------|----------------|
| I   | 0.342          | 0.597          | -0.981   | -0.45    | -0.301         |
| II  | 0.209          | 1.001          | -0.986   | -0.45    | -0.269         |

TABLE II. Initial parameters \((\Lambda_0, \nu_0, \xi_0)\) used to generate the blue and black solid curves in the sets I and II of Fig. 10. As before \( \phi_0 \) denotes the corresponding initial value of \( \phi = \pi - \Pi \). \( \psi_{n.c.0} \) denotes the maximum value of \( \phi_0 \) that leads to trajectories for which initially \( d\mu/d\tau > 0 \).

---

18 Lacking an expression for the non-equilibrium entropy density in non-conformal second-order dissipative hydrodynamics, there was no analogous plot provided for the hydrodynamic solutions presented in Sec. V B 1.
FIG. 10. (a) Expansion trajectories from non-conformal kinetic theory with quark mass $m = 1$ GeV. Initial conditions are the same and line colors and styles have the same meaning as in Fig. 8a. (b) Solid lines: evolution of the full (non-equilibrium + equilibrium) specific entropy $s_{tot}/n$ obtained from kinetic theory for the identically colored solid lines in panel (a). Dotted lines show the corresponding equilibrium contributions $s_{eq}/n$ for comparison.

using solid lines, together with the corresponding equilibrium contributions $s_{eq}/n$ using dotted lines. Note that, up to overall larger specific entropies at smaller $\mu/T$ values, the qualitative characteristics of the curves shown in Fig. 10b are the same for initial condition sets I and II, and we will therefore discuss them together.

These expansion trajectories are characterised by large initial dissipative fluxes, resulting in large negative non-equilibrium corrections to the initial specific entropy (i.e. the solid lines start at much lower $s/n$ values than the dotted lines). The large negative deformation parameters $\xi_0$, close to their absolute lower limits $\xi_{\text{min}} = -1$ (see Table II), imply that initially the longitudinal momentum distribution is much wider than the transverse one and almost flat. Accordingly, the total $(s/n)_0$ is much smaller than its initial equilibrium contribution $(s_{eq}/n)_0$. Note that, for both sets I and II, the starting values of $s/n$ (both equilibrium and non-equilibrium parts) are the same for the blue and black lines; they start, however, at different $\tau/\tau_R$ due to different values for $C$. At first sight, the steep initial drop of all the dotted $s_{eq}/n$ lines seems to indicate a rapid approach to-wards local thermal equilibrium, on a time scale $\tau \lesssim \tau_R$, but once $s_{eq}/n$ reaches the solid line showing the total $s/n$, it doesn’t stay there but “bounces off”, settling on the solid line for good only much later at $\tau \gg \tau_R$.

The clue to understanding this phenomenon is the observation that the initial “fake” equilibrium state (when $s_{tot}/n$ and $s_{eq}/n$ coincide for the first time) happens at $\tau < \tau_R$, i.e. before microscopic collisions have had much of an effect. It is rather a consequence of approximate free-streaming at very early times in Bjorken flow [52, 53, 56, 61] which red-shifts the longitudinal momenta, causing the momentum distribution to eventually cross from its initially strongly prolate ($P_L > P_T$) to an oblate ($P_L < P_T$) ellipsoidal shape. Near the crossing point, when the momentum distribution is spherical, the full specific entropy $s_{tot}/n$ approximately coincides with its equilibrium part $s_{eq}/n$ but since collisions require more time they cannot keep the system in this “fake” equilibrium state — instead, the momentum distribution becomes anisotropic again by turning oblate. Only much later are collisions able to locally isotropize the momentum distribution and keep it there. At that stage the dotted lines for $s_{eq}$ merge with the solid lines for $s_{tot}$, and both measures for $s/n$ saturate at their common asymptotic, global thermal equilibrium value.

The time when $s_{eq}/n$ approaches its minimum roughly marks the point where viscous cooling turns into viscous heating and the initially rightward moving expansion trajectories in Fig. 10a turn again towards the left of the phase diagram.

The solid lines show that the total specific entropy grows in two spurts: The first of these (the viscous cooling stage) occurs early, before the system reaches its “fake” equilibrium state, and is driven by longitudinal momentum-stratification via free-streaming. The second spurt is caused by local thermalization via microscopic interactions which lead to viscous heating. From the work of Israel and Stewart [62] it is known that, in viscous hydrodynamics, the rate of entropy production is quadratic in the bulk and shear stresses, $\sim \pi^2/2\eta + \Pi^2/\zeta$. The evolution of $\pi$ and $\Pi$ for the initial condition set II is shown in Fig. 11. Comparison of the solid lines for set II in Fig.10b with those in Fig. 11 confirms that the plateau for $s/n$ indeed lies close to the time when $\pi$ passes

---

19 Note that a non-interacting (i.e. free-streaming) system initialised with Romatschke-Strickland distributions characterised by two energy scales ($\Lambda_0, m_0$) and a negative $\xi_0$ passes through such a “fake thermal equilibrium” state. This happens at $\tau_0 = \tau_0/\tau_R = \Lambda_0/\zeta + \xi_0$ when the free-streaming distribution function takes a thermal form: $f(\tau; \rho; \pi) = f_{\text{eq}}(\tau; \rho; \pi; \tau_0/\tau_0) = f_{\text{eq}}(\Lambda_0, \nu_0; \rho)$.

20 i.e. up to deviations caused by a non-exponential energy dependence and a non-equilibrium normalization value.

21 We note that the first spurt is larger for the more strongly coupled (less viscous) system with $C = 3/4\pi$ but the second spurt and overall entropy production is higher for the less strongly coupled (more viscous) system with $C = 10/4\pi$. 
This brief analysis does not rule out the existence of an early-time Navier-Stokes attractor only at very late times \( \tau/\tau_R \), the initial conditions, with convergence to the first-order times is seen in Fig. 11 which shows strong sensitivity to \( \pi/\Pi \) and \( \Pi \) is not ruled by a universal attractor at early-time evolution of \( \pi/\Pi \) and \( \Pi \) separately. That the early-time evolution of \( \pi/\Pi \) and \( \Pi \) is not ruled by a universal attractor at early times is seen in Fig. 11 which shows strong sensitivity to the initial conditions, with convergence to the first-order Navier-Stokes attractor only at very late times \( \tau/\tau_R \gg 1 \) (i.e. small Knudsen number).\(^{22}\) In contrast, an early-time, far-from-equilibrium attractor for \( P_L/P \), to which all initial conditions converge on very short time scales \( \tau/\tau_R \lesssim 1 \), as seen in Fig. 12. Figure 14 in Appendix C demonstrates that this attractor is not reproduced by the hydrodynamic approximation studied in Sec. V A. All this is consistent with earlier work \([56, 61]\) and extends it to systems with non-zero net baryon number.

\section{C. (Absence of) early-time universality}

In Refs. \([56, 61]\) it was shown that in non-conformal RTA kinetic theory with Bjorken flow there is an early-time, far-from-equilibrium attractor for the longitudinal pressure \( P_L = P + \Pi - \pi \) (driven by the approximate free-streaming dynamics at early times) while no such attractor exists for the shear and bulk viscous stresses \( \pi \) and \( \Pi \) separately. That the early-time evolution of \( \pi/\Pi \) and \( \Pi \) is not ruled by a universal attractor at early times is seen in Fig. 11 which shows strong sensitivity to the initial conditions, with convergence to the first-order Navier-Stokes attractor only at very late times \( \tau/\tau_R \gg 1 \) (i.e. small Knudsen number).\(^{22}\) In contrast, an early-time, far-from-equilibrium attractor for \( P_L/P \), to which all initial conditions converge on very short time scales \( \tau/\tau_R \lesssim 1 \), as seen in Fig. 12. Figure 14 in Appendix C demonstrates that this attractor is not reproduced by the hydrodynamic approximation studied in Sec. V A. All this is consistent with earlier work \([56, 61]\) and extends it to systems with non-zero net baryon number.

\section{VI. CONCLUSIONS}

In this paper we explored the evolution of phase trajectories of a system of quarks and gluons undergoing Bjorken expansion, comparing second-order Chapman-Enskog hydrodynamics and kinetic theory. Using this bare bones model we were able to reproduce the findings in Ref. \([34]\) which, under certain circumstances, suggest at first sight a loss of entropy, violating the second law of thermodynamics. This phenomenon is accompanied by a novel feature of far-off-equilibrium expansion dynamics which we call viscous cooling: the dissipative fluid cools more rapidly than an ideal one, contrary to the more common internal friction effect in dissipative fluids known as viscous heating. We found that viscous cooling arises only for far-off-equilibrium initial conditions where both the shear and bulk viscous stresses have the opposite signs of their Navier-Stokes values, to which they relax over time. Its most dramatic manifestation, where the cooling system initially moves towards larger \( \mu_B \) whereas an ideal fluid would have evolved towards smaller \( \mu_B \), requires non-zero quark masses, large negative shear stress and (relatively) large positive initial bulk viscous pressures.\(^{23}\)

As the origin of this phenomenon we identified a transfer of negative entropy from the (large) dissipative cor-

\(^{22}\) This brief analysis does not rule out the existence of an early-time attractor in the full phase-space of variables, \((T, \mu, \pi, \Pi)\), as often considered in the theory of non-autonomous dynamical systems. Attractors using such generalized definitions have been pursued for conformal and non-conformal fluids at vanishing chemical potential \([63, 64]\).

\(^{23}\) We stress that the natural scales for the (smaller) bulk and (larger) shear viscous pressures differ by about an order of magnitude in our system, see Figs. 9 and 11.
rection in the initial state to the equilibrium sector. For the massless (conformal) case we succeeded in deriving a macroscopic expression for the dissipative entropy correction, and hence we were able to check this mechanism in both the macroscopic hydrodynamic and microscopic kinetic theory approaches. For the massive (non-conformal) system our detailed quantitative analysis relied entirely on the unambiguous microscopic definition (35) from kinetic theory. On a qualitative level, though, the sign (i.e. the direction) of this entropy transfer can in both cases be obtained from the macroscopic equation (43). We confirmed that the total entropy (i.e. the sum of the equilibrium contribution and the non-equilibrium correction) always increases with time, as required by the H-theorem.

It is worth contemplating how the phenomenon of viscous (or more generally: dissipative) cooling generalizes to systems undergoing arbitrary 3-dimensional expansion, without Bjorken symmetry. A particularly interesting problem arising in this context is to identify a general criterion for far-off-equilibrium initial conditions (for both the flow velocity profile and the dissipative fluxes) that lead to dissipative cooling. For systems that ultimately move towards local thermal equilibrium we expect dissipative cooling to be a transient phenomenon that turns to dissipative heating once the dissipative fluxes approach their Navier-Stokes values and become weak. But there may exist (possibly externally driven) flow profiles where this does not happen. It will be very interesting to establish conditions for dissipative cooling that can be realized in laboratory experiments and make the phenomenon directly observable. These questions are the subject of ongoing research.
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Appendix A: Second-order hydrodynamics for a massive quark-gluon gas

The energy-momentum tensor of a gas of quarks, antiquarks, and gluons is

\[ T^{\mu \nu} = \sum_{i=1}^{3} \left( \frac{dP_i^0}{\pi} \right) \rho_i \dot{f}_i = e u^\mu u^\nu - (P + \Pi) \Delta^{\mu \nu} + \pi^{\mu \nu}, \]

where \( \dot{f}_i \) differentiates between the species which have masses \( m_1 = m_2 = m \) (quarks and antiquarks) and \( m_3 = 0 \) (gluons), and \( dP^0_i = g_i d^3p/(2\pi)^3 E_{p,i} \) with \( E_{p,i} = \sqrt{p^2 + m_i^2} \). In the constitutive relation, \( e \) is the energy density in the fluid rest frame, \( P \) and \( \Pi \) are the equilibrium and bulk viscous pressures, respectively, and \( \pi^{\mu \nu} \) is the shear stress tensor. The projection tensors \( u^\mu u^\nu \) and \( \Delta^{\mu \nu} = g^{\mu \nu} - u^\mu u^\nu \) select the components of \( T^{\mu \nu} \) along the temporal and spatial directions in the local fluid rest frame, defined by \( u^\mu_{\text{LRF}} = (1,0,0,0) \). The conserved net-quark charge current is given by

\[ N^\mu = n u^\mu + n^\mu = N_1^\mu - N_2^\mu \]

where \( n \) is the LRF net quark density and \( n^\mu \) the quark number diffusion current, with

\[ N_1^\mu = \int dP_i p_i^\mu f_i. \]

In the Landau matching scheme the energy and net quark densities are written in terms of the local equilibrium distributions as

\[ e = u_\alpha u_\beta \sum_{i=1}^{3} \int dP_i p_i^\alpha p_i^\beta f_{eq}^i, \]

\[ n = u_\alpha \sum_{i=1}^{2} (-1)^{i-1} \int dP_i p_i^\alpha f_{eq}^i, \]

which defines the values for the inverse temperature and chemical potential in the latter:

\[ f_{eq}^i = \frac{1}{\exp(\beta u_i - \alpha_i) - \theta_i}. \]

Here \( \beta = 1/T \) is the inverse temperature and \( \alpha_i = \mu_i/T \) the normalized chemical potential of species \( i \) \( (\alpha_1 = -\alpha_2 = \alpha, \alpha_3 = 0) \), and \( \theta_1 = \theta_2 = -1, \theta_3 = 1 \) distinguishes between Fermi-Dirac and Bose-Einstein statistics. The dynamics of the system is governed by conservation of energy-momentum and charge current: \( \partial_\mu T^{\mu \nu} = 0 \) and \( \partial_\mu N^\mu = 0 \). Projection of the former along the fluid velocity, \( u_\mu \partial_\mu T^{\mu \nu} = 0 \), and the latter yield the comoving evolution of energy and number densities, whereas projection of the former orthogonal to the flow, \( \Delta_\gamma \partial_\mu T^{\mu \nu} = 0 \), determines the acceleration of a fluid element:

\[ \dot{\vartheta} = -(e + P) \dot{\theta} - \Pi \dot{\theta} + \pi^{\mu \nu} \dot{\sigma}_{\mu \nu}, \]

\[ \dot{n} = -n \theta - \partial_\mu n^\mu. \]

\[ (e + P) \dot{u}^\gamma = \nabla^\gamma P_{eq} - \Pi \dot{u}^\gamma + \nabla^\gamma \Pi - \Delta_\gamma \partial_\mu \pi^{\mu \nu}. \]

Here we defined the comoving time derivative \( \dot{A} = u^\mu \partial_\mu A \), the spatial derivative in the fluid rest-frame \( \nabla^\mu = \Delta^{\mu \alpha} \partial_\alpha \), the fluid expansion rate \( \theta = \nabla_\mu u^\mu \), and the velocity shear stress tensor \( \sigma^{\mu \nu} = \Delta^{\mu \alpha} \nabla_\alpha u^\beta \), where

\[ \Delta^{\mu \nu}_{\alpha \beta} = \left( \Delta^{\mu \nu}_\alpha + \Delta^{\mu \nu}_\beta \right) / 2 - \frac{1}{3} \Delta^{\mu \nu} \Delta_{\alpha \beta} \]

projects any rank-2 tensor on its traceless part and locally spatial components.

In Eqs. (A7-A9), the first terms on r.h.s. stem from ideal hydrodynamic constitutive relations, while the others arise due to dissipation. We shall eventually express comoving derivatives of energy density and net-quark
density in terms of derivatives of inverse temperature $\beta$ and normalized chemical potential $\alpha$. For this, we use the definitions given by Eqs. (A4) to write

$$
\dot{\beta} = -\beta I^{(0)}_{3,0} - \dot{\alpha} \sum_{i=1}^{2} (-1)^i I^{(0),i}_{2,0},
$$

$$
\dot{n} = \beta \sum_{i=1}^{2} (-1)^i I^{(0),i}_{2,0} + \dot{\alpha} \sum_{i=1}^{2} I^{(0),i}_{1,0},
$$

(A11)

where we used the notation $I^{(r)}_{n,q} = \sum_{i=1}^{3} I^{(r),i}_{n,q}$, with

$$
I^{(r),i}_{n,q} = \frac{1}{(2q+1)!!} \int dP_i \, (u \cdot p_i)^{n-r-2q} \left( \Delta^{\alpha \beta} \pi_{\alpha}^{\beta} \right) \mathcal{F}_{eq}^i,
$$

(A12)

The function $\mathcal{F}_{eq}^i$ stems from taking a derivative of $f_{eq}$ and is defined as $\mathcal{F}_{eq}^i = f_{eq}^i \mathcal{F}_{eq}$ where $f_{eq}^i = 1 + a_i f_{eq}^{i,25}$.

Using Eqs. (A11) along with the time evolution equations for $\dot{e}$ and $\dot{n}$ in Eqs. (A7-A8) we obtain

$$
\dot{\beta} = -\mathcal{G}_\beta - \mathcal{H}_\beta \left( \Pi \theta - \pi^{\mu \nu} \sigma_{\mu \nu} \right),
$$

$$
\dot{\alpha} = -\mathcal{G}_\alpha - \mathcal{H}_\alpha \left( \Pi \theta - \pi^{\mu \nu} \sigma_{\mu \nu} \right).
$$

(A13)

The functions $\mathcal{G}$ and $\mathcal{H}$ are defined as

$$
\mathcal{G}_\beta = \frac{1}{D} \left[ (e + P_{eq}) \sum_{i=1}^{2} I^{(0),i}_{1,0} - n \sum_{i=1}^{2} (-1)^i I^{(0),i}_{2,0} \right],
$$

(A14)

$$
\mathcal{G}_\alpha = \frac{1}{D} \left[ (e + P_{eq}) \sum_{i=1}^{2} (-1)^i I^{(0),i}_{2,0} + n I^{(0),0}_{1,0} \right],
$$

(A15)

$$
\mathcal{H}_\beta = \frac{1}{D} \sum_{i=1}^{2} I^{(0),i}_{1,0},
$$

$$
\mathcal{H}_\alpha = -\frac{1}{D} \sum_{i=1}^{2} (-1)^i I^{(0),i}_{2,0},
$$

(A16)

$$
D = \left( \sum_{i=1}^{2} (-1)^i I^{(0),i}_{2,0} \right) \left( \sum_{i=1}^{2} I^{(0),i}_{1,0} \right) - I^{(0),0}_{3,0} \sum_{i=1}^{2} I^{(0),i}_{1,0}.
$$

(A17)

In the conformal case, the coefficients $\mathcal{G}_\beta$ and $\mathcal{G}_\alpha$ simplify to $\mathcal{G}_\beta = -\beta/3$, $\mathcal{G}_\alpha = 0$, consistent with [65]. To compute the bulk viscous pressure and shear stress tensor of the system we start from their respective definitions

$$
\Pi = -\frac{\Delta^{\alpha \beta}}{3} \sum_{i=1}^{3} \int dP_i \, p_{i \alpha}^{\beta} \, \frac{\partial f_i}{\partial p_i^\beta},
$$

$$
\pi^{\mu \nu} = \Delta^{\mu \nu} \sum_{i=1}^{3} \int dP_i \, p_{i \mu}^{\beta} \, p_{i \beta}^{\nu} \frac{\partial f_i}{\partial p_i^\mu}. \quad \text{(A18)}
$$

These off-equilibrium corrections are obtained by solving the RTA Boltzmann equation

$$
p_{i \mu}^{\alpha} \frac{\partial f_i}{\partial p_i^\mu} = -\frac{u \cdot p_i}{\tau_R} \left( f_i - f_{eq}^i \right), \quad \text{(A19)}
$$

iteratively in powers of $\delta f_i = f_i - f_{eq}^i$. The leading order correction is

$$
\delta f_{(1)} = -\frac{\tau_R}{u \cdot p_i} \, p_{i \mu}^{\alpha} \frac{\partial f_{eq}}{\partial p_i^\mu} = -\tau_R \left( \frac{1}{u \cdot p_i} \frac{1}{p_i^\mu} \nabla_{\mu} f_{eq}^i \right). \quad \text{(A20)}
$$

With Eq. (A6) this can be written as

$$
\delta f_{(1)} = \tau_R \left( (u \cdot p_i) \beta - \alpha_i + \frac{\beta \theta}{3(u \cdot p_i)} \Delta^{\mu \nu} p_{i \mu}^{\alpha} p_{i \alpha}^{\nu} \right) \mathcal{F}_{eq}^i
$$

$$
+ \frac{\tau_R \beta}{(u \cdot p_i)} p_{i \mu}^{\alpha} p_{i \alpha}^{\nu} \mathcal{F}_{eq}^i
$$

$$
+ \frac{\tau_R \beta}{(u \cdot p_i)} p_{i \mu}^{\alpha} \sigma_{\mu \nu} \mathcal{F}_{eq}^i
$$

$$
\mathcal{F}_{eq}^i.
$$

(A21)

The terms in the first square bracket give rise to the bulk viscous pressure, the second term involving $\sigma_{\mu \nu}$ yields the shear stress tensor, and the terms in the second line result in the first-order quark diffusion current.

Since it is not needed for Bjorken flow we shall neglect the quark diffusion current in the following. Also, we convert time derivatives of $\beta$ and $\alpha$ into velocity gradients using Eqs. (A13) to obtain

$$
\delta f_{(1)} = \tau_R \theta \left( -\mathcal{G}_\beta (u \cdot p_i) + \mathcal{G}_\alpha \beta \frac{\Delta^{\mu \nu}}{3(u \cdot p_i)} p_{i \mu}^{\alpha} p_{i \alpha}^{\nu} \right) \mathcal{F}_{eq}^i
$$

$$
+ \frac{\tau_R \beta}{(u \cdot p_i)} p_{i \mu}^{\alpha} \sigma_{\mu \nu} \mathcal{F}_{eq}^i
$$

$$
+ \tau_R \left( \Pi \theta - \pi^{\mu \nu} \sigma_{\mu \nu} \right) (\mathcal{H}_\beta (u \cdot p_i)). \quad \text{(A22)}
$$

Here we defined $\mathcal{G}_\alpha = \mathcal{G}_\alpha^3 = 0$ and $\mathcal{H}_\alpha = 0$. Note that the terms in the first line of the r.h.s. of Eq. (A22) are of first order in velocity gradients whereas those in the second line are of second order. Using Eq. (A22) in the definitions (A18) of the bulk viscous pressure and shear stress tensor and retaining terms only up to first order in gradients, we obtain the Navier-Stokes expressions for $\Pi$ and $\pi^{\mu \nu}$:

$$
\Pi = -\tau_R \beta \Pi \theta, \quad \pi^{\mu \nu} = 2\tau_R \beta \sigma_{\mu \nu}. \quad \text{(A23)}
$$
The coefficients $\beta_\Pi$ and $\beta_\pi$ are given by\textsuperscript{27}

$$\begin{align*}
\beta_\Pi &= \frac{5}{3} \beta_1 I^{(1)}_{2,1} + \frac{3}{5} \sum_{i=1}^3 G^i \pi_{\xi,2,1}^{i(0), i} - G^i \beta I^{(0)}_{3,1}, \\
\beta_\pi &= \frac{5}{3} \beta_\pi - (e + P) c^2,
\end{align*}$$

(A24)

We simplified the coefficient $\beta_\Pi$ using the definition of squared speed of sound,\textsuperscript{28}

$$c^2 = \left( \frac{\partial P}{\partial \epsilon} \right)_{s/n} = - \frac{1}{\epsilon + P} D \left( \frac{\partial P}{\partial \alpha} \frac{\partial n}{\partial \beta} + \frac{\partial n}{\partial \beta} \frac{\partial \alpha}{\partial \beta} \right) + \frac{\partial P}{\partial \alpha} \left( e + P \right) \frac{\partial \epsilon}{\partial \alpha} + \left( e + P \right) \frac{\partial \epsilon}{\partial \beta},
$$

(A25)

where $D$ is given by (A17). Moreover, using the properties of $F^i_{eq}$ one finds the following relations:

$$
I^{(0),i}_{2,1} = - \frac{\partial P}{\partial \alpha}, \quad I^{(0),j}_{2,1} = \frac{\partial P}{\partial \alpha}, \quad I^{(0)}_{3,1} = \frac{\partial P}{\partial \beta}.
$$

(A26)

Here $P_1$ and $P_2$ are the partial pressures of quarks and anti-quarks, respectively. This yields\textsuperscript{29}

$$
\sum_{i=1}^3 G^i \pi_{\xi,2,1}^{i(0), i} - G^i \beta I^{(0)}_{3,1} = - G^i \frac{\partial P}{\partial \alpha} - G^i \beta \frac{\partial P}{\partial \beta} = -(e + P) c^2.
$$

(A27)

To derive second-order relaxation-type evolution equations for the bulk and shear stresses one takes the time-derivative of Eqs. (A18) and then uses the RTA Boltzmann equation; one finds

$$
\dot{\Pi} = - \frac{\Pi}{\tau_R} + \frac{\Delta_{\alpha\beta}}{3} \sum_{i=1}^3 \int dP_i p_i^{\alpha} p_i^{\beta} \left[ - \frac{\delta f_i^{(1)}}{\tau_R} - \frac{1}{u \cdot p_i} p_i^{\alpha} \nabla_\gamma \delta f_i \right],
$$

$$\dot{\pi}^{(\mu \nu)} = \frac{\pi^{(\mu \nu)}}{\tau_R} - \frac{\Delta^{\mu \nu}}{2 \beta_\pi} \sum_{i=1}^3 \int dP_i p_i^{\alpha} p_i^{\beta} \left[ - \frac{\delta f_i^{(1)}}{\tau_R} + \frac{1}{u \cdot p_i} p_i^{\alpha} \nabla_\gamma \delta f_i \right].
$$

(A28)

(A29)

The momentum integration over $\delta f_i^{(1)}$ is performed after using Eq. (A22); as we are interested in computing the dissipative evolution to second order in gradients we also include the second-order terms in Eq. (A22):

$$\dot{\Pi} = - \frac{\Pi}{\tau_R} - \beta_\Pi \theta + K_0 (\Pi \theta - \pi^{\mu \nu} \sigma_{\mu \nu}) + \frac{1}{2} \Delta_{\alpha\beta} K^{\alpha\beta},
$$

(A30)

$$\dot{\pi}^{(\mu \nu)} = - \frac{\pi^{\mu \nu}}{\tau_R} + 2 \beta_\pi \sigma^{\mu \nu} - \Delta^{\mu \nu}_{\alpha\beta} K^{\alpha\beta},
$$

(A31)

where $K_0 (\Pi \theta - \pi^{\mu \nu} \sigma_{\mu \nu}) + \frac{1}{2} \Delta_{\alpha\beta} K^{\alpha\beta}$

(A32)

These tensors are defined in analogy to $I^{\mu \nu}_{\gamma \delta}$, by $\rho^{\mu \nu}_{i \gamma \delta} = \sum_{i=1}^3 \rho^{\mu \nu \cdot \gamma \delta}_{i \gamma \delta}$. The $\rho$-tensors for each species stem from deviations of the corresponding distribution functions from equilibrium:

$$\rho^{\mu \nu \cdot \gamma \delta}_{i \gamma \delta} = \int \frac{dP_i}{(u \cdot p_i)} \frac{p_i^{\mu} p_i^{\nu}}{\Delta_{\mu \nu}} \delta f_i.
$$

(A33)

In the rest of this Appendix we compute those $\rho^{\mu \nu \cdot \gamma \delta}_{i \gamma \delta}$ that are required to obtain $K^{\alpha\beta}$. We start by noting from Eq. (A32) that $K^{\alpha\beta}$ is at least of second order in gradients. This implies that we can simply use the first-order terms of $\delta f_i^{(1)}$ in Eq. (A22). However, it is customary to re-write $\delta f_i^{(1)}$ such that it contains only dissipative fluxes, $\Pi$ and $\pi^{\mu \nu}$, and not gradients of velocity (like $\theta$ and $\sigma^{\mu \nu}$). This is implemented by substituting the Navier-Stokes equations (A23) into the expression (A22) for $\delta f_i^{(1)}$ \textsuperscript{[40]}. We denote the resulting correction as $\delta f_i^{(1),r}$ where the subscript $r$ denotes re-summation:

$$\delta f_i^{(1),r} = \frac{\Pi}{\beta_\Pi} \left[ \left( \frac{\pi^{(\mu \nu)}}{\tau_R} - \frac{\Delta^{\mu \nu}}{2 \beta_\pi} \sum_{i=1}^3 \frac{1}{u \cdot p_i} p_i^{\alpha} p_i^{\beta} \nabla_\gamma \delta f_i \right) \right] + \frac{\beta}{2 \beta_\pi} \left[ \frac{\pi^{(\mu \nu)}}{\tau_R} \sum_{i=1}^3 \frac{1}{u \cdot p_i} p_i^{\alpha} p_i^{\beta} \nabla_\gamma \delta f_i \right].
$$

(A34)

With this we express the $\rho$-tensors as momentum integrals over $\mathcal{F}$:

$$\rho^{\mu \nu \cdot \gamma \delta}_{i \gamma \delta} = \frac{\Pi}{\beta_\Pi} \frac{\frac{\pi^{(\mu \nu)}}{\tau_R} - \frac{\Delta^{\mu \nu}}{2 \beta_\pi} \sum_{i=1}^3 \frac{1}{u \cdot p_i} p_i^{\alpha} p_i^{\beta} \nabla_\gamma \delta f_i}{\Delta_{\mu \nu}} + \frac{\beta}{2 \beta_\pi} \frac{\pi^{(\mu \nu)}}{\tau_R} \sum_{i=1}^3 \frac{1}{u \cdot p_i} p_i^{\alpha} p_i^{\beta} \nabla_\gamma \delta f_i.
$$

(A35)

27 We have checked that in the conformal limit $\beta_\pi \rightarrow 4P/5$ as obtained in \textsuperscript{65} for a conformal quark-gluon gas at finite $\mu_B$. Also, in this limit $e = 3P$ and $c^2 = 1/3$ such that $\beta_\Pi \rightarrow 0$ as expected.

28 To obtain the following relation, we write $dP/de = \partial P/\partial \beta \times d\beta/de + \partial P/\partial \alpha \times d\alpha/de$, and then use the condition of fixed specific entropy, i.e., $d(s/n)_{eq} = 0 \Rightarrow n \, de = (e + P) \, dn$, to express the derivatives $d\beta$ and $d\alpha$ in terms of $de$.

29 To write $G_\alpha$ and $G_\alpha$ in terms of the quantities appearing in Eq. (A25) we used Eqs. (A13) to identify $I^{(0)}_{3,1} = - \delta e/\partial \beta$, $\sum_{i=1}^3 \delta e/\partial \alpha$, $\sum_{i=1}^3 \delta e/\partial \alpha$, and $\sum_{i=1}^3 \delta e/\partial \alpha$.

30 Using $H_\beta = (1/D) \times \partial n/\partial \alpha, H_\alpha = (1/D) \times \partial e/\partial \alpha$, along with the definitions (A26), the coefficient $K_0$ simplifies to $K_0 = (\partial P/\partial e)_{\alpha}$. 
To obtain the evolution of the bulk viscous pressure we evaluate the projection of the tensor $K^\alpha{}^\beta$ along $\Delta_{\alpha\beta}$. For the sake of clarity we show the contributions from the term involving the gradient of $\rho^\alpha{}^\beta{}^\gamma$ and those involving $\rho_{\alpha\beta}^\gamma$ separately:

$$\frac{1}{3} \Delta_{\alpha\beta} \nabla \gamma \rho^\alpha{}^\beta{}^\gamma = K_1 \Pi \theta + \frac{2}{3} \pi_{\mu\nu} \sigma_{\mu\nu},$$

$$\frac{\Delta_{\alpha\beta}}{3} \left( \sigma_{\gamma\delta} \rho_{2}^{\alpha\beta\gamma\delta} + \frac{3}{\Delta_{\gamma\delta}} \rho_{2}^{\alpha\beta\gamma\delta} \right) = K_2 \Pi \theta + K_3 \pi_{\mu\nu} \sigma_{\mu\nu},$$

(A36)

The coefficients occurring in these expressions are

$$K_1 = \frac{5}{3 \beta_\Pi} \left[ G_\beta I_{3,1}^{(0)} - \sum_{i=1}^{3} G_\alpha I_{3,1}^{(1),i} + \frac{5}{3} \beta_\pi \right] = -\frac{5}{3},$$

$$K_2 = \frac{5}{3 \beta_\Pi} \left[ G_\beta I_{4,2}^{(1)} - \sum_{i=1}^{3} G_\alpha I_{4,2}^{(2),i} + \frac{7}{3} \beta_\pi I_{6,3}^{(3)} \right],$$

$$K_3 = \frac{7 \beta_\pi}{3 \beta_\Pi} I_{6,3}^{(3)},$$

(A37)

Similarly, for the shear stress tensor evolution we compute the projection of $K^\mu{}^\nu$ along $\Delta_{\alpha\beta}$. This gives rise to the contributions

$$\Delta_{\alpha\beta} \nabla \gamma \rho^\alpha{}^\beta{}^\gamma = K_4 \Pi \sigma_{\mu\nu} - 2 \pi_{\gamma}^{(\mu} \omega_{\nu)}^{\gamma} + 2 \pi_{\gamma}^{(\mu} \omega_{\nu)}^{\gamma} + \frac{5}{3} \pi_{\mu\nu} \theta,$$

$$\Delta_{\alpha\beta} \left( \sigma_{\gamma\delta} \rho_{2}^{\alpha\beta\gamma\delta} + \frac{3}{\Delta_{\gamma\delta}} \rho_{2}^{\alpha\beta\gamma\delta} \right) = K_5 \Pi \sigma_{\mu\nu} + \frac{4 \beta_\pi}{3} I_{6,3}^{(3)} \pi_{\gamma}^{(\mu} \omega_{\nu)}^{\gamma} + K_6 \pi_{\mu\nu} \theta,$$

(A38)

with

$$K_4 = \frac{2}{\beta_\Pi} \left[ G_\beta I_{3,1}^{(0)} - \sum_{i=1}^{3} G_\alpha I_{3,1}^{(1),i} - \frac{5}{3} \beta_\pi \right] = -2,$$

$$K_5 = \frac{2}{\beta_\Pi} \left[ G_\beta I_{4,2}^{(1)} - \sum_{i=1}^{3} G_\alpha I_{4,2}^{(2),i} - \frac{7}{3} \beta_\pi I_{6,3}^{(3)} \right] = \frac{6}{5} K_2,$$

$$K_6 = \frac{7 \beta_\pi}{3 \beta_\Pi} I_{6,3}^{(3)} = K_3.$$

(A39)

Putting everything together we finally arrive at the following second-order non-conformal evolution equations for the bulk and shear viscous stresses for a quark-gluon gas:

$$\dot{\Pi} = -\frac{\Pi}{\tau_R} - \beta_\Pi \Pi \theta - \delta_{\Pi} \Pi \theta + \lambda_\Pi \pi_{\mu\nu} \sigma_{\mu\nu},$$

$$\dot{\pi}_{\mu\nu} = -\pi_{\mu\nu}^{(\Pi)} + 2 \beta_\pi \sigma_{\mu\nu} + 2 \pi_{\gamma}^{(\mu} \omega_{\nu)}^{\gamma} - \Pi \pi_{\mu\nu}^{(\Pi)} \pi_{\nu}^{(\mu} \omega_{\nu)}^{\gamma} + \delta_{\Pi} \pi_{\mu\nu} \theta + \lambda_\Pi \Pi \sigma_{\mu\nu}.$$

(A41)

The transport coefficients are given by

$$\delta_{\Pi} = - (K_0 + K_1 + K_2) = -K_0 - \frac{5}{3} \chi,$$

$$\lambda_{\Pi} = \frac{2}{3} - K_0 + K_3 = \frac{2}{3} - K_0 + \frac{7 \beta_\pi}{3} I_{6,3}^{(3)},$$

$$\tau_{\Pi} = 2 + \frac{4 \beta_\pi}{3} I_{6,3}^{(3)},$$

$$\delta_{\Pi} = \frac{5}{3} + \frac{7 \beta_\pi}{3} I_{6,3}^{(3)},$$

$$\lambda_{\Pi} = - (K_4 + K_5) = \frac{2}{3} \chi,$$

with

$$\chi = \frac{3}{\beta_\Pi} \left[ G_\beta \left( I_{3,1}^{(0)} + I_{4,2}^{(1)} \right) - \sum_{i=1}^{3} G_\alpha I_{3,1}^{(i),i} \left( I_{5,1}^{(1),i} + I_{5,2}^{(2),i} \right) \right] - \beta_\pi \left( 5 I_{5,2}^{(2)} + 7 I_{6,3}^{(3)} \right).$$

(A42)

At vanishing chemical potential and ignoring quantum statistical effects, the expressions for $\tau_{\Pi}$ and $\delta_{\Pi}$ are identical to those found in [49] for a single-species massive Boltzmann gas. Moreover, in this limit the coefficient $K_0 = (\partial P/\partial c_s)_{\mu} \rightarrow 0$ becomes equal to the squared speed of sound $c_s^2$, and the coefficient $\chi$ reduces to \[^{31}\]

Using Eqs. (8, 9) in Ref. [49], this expression for $\chi$ is found to match with their Eq. (40). Accordingly, the transport coefficients obtained in this section fully reduce to those obtained in [49] for a single-component Boltzmann gas at $\mu = 0$ in the appropriate limit.

Also, in the conformal limit ($m = 0$), the coefficient $I_{6,3}^{(3)} \rightarrow - \beta_\pi/(7 \beta)$. Accordingly, $\tau_{\Pi} \rightarrow 10/7$, $\delta_{\Pi} \rightarrow 4/3$, such that Eq. (A41) reduces to the shear stress evolution equation derived in [65] for a conformal quark-gluon gas at finite quark density.

Appendix B: Second-order entropy current from conformal kinetic theory

We start with the general definitions (33,34) for the entropy current in kinetic theory, assuming small deviations of the distribution functions from their equilibrium forms: $f^i = f_{eq}^i + \delta f^i$. One can then write

$$S^\mu = s_{eq} u^\mu + \delta S^\mu$$

(B1)

where $s_{eq}$ is the equilibrium entropy density of the system and the deviation $\delta S^\mu$ can be Taylor expanded about

[^{31}]: For this, we substitute $G_\beta = -(e + P)/I_{3,0}^{(0)} = -\beta c_s^2$ and $G_\alpha = 0$ in Eq. (A47).
equilibrium as\footnote{Different from App. A we here shall not include include any degeneracy factors in the integration measure but simply write} 

\[
\delta S^\mu = -\sum_{i=1}^{3} g_i \int dP \, p^\mu \left( \phi_i[f_{\text{eq}}^i] \delta f^i + \frac{\phi_i''[f_{\text{eq}}^i]}{2} (\delta f^i)^2 + \cdots \right).
\]

Here \( \phi_i[f_{\text{eq}}^i] \) and \( \phi_i''[f_{\text{eq}}^i] \) denote the first and second derivative of \( \phi_i[f] \) w.r.t. \( f^i \), evaluated at \( f^i = f_{\text{eq}}^i \).

The leading-order term in \( \delta S^\mu \) (i.e. the one linear in \( \delta f \)) can be simplified using the Landau matching conditions. Taking the first derivative of Eq. (34),

\[
\phi_i'[f_{\text{eq}}^i] = \ln \left( \frac{f_{\text{eq}}^i}{1 + \theta_i f_{\text{eq}}^i} \right),
\]

and inserting the equilibrium distributions for quarks, anti-quarks, and gluons yields \( \phi_i'[f_{\text{eq}}^i] = -\beta \, (u \cdot p) + \alpha_i \), where \( \alpha_q = -\alpha_{\bar{q}} = \alpha, \, \alpha_q = 0 \). With this the first term in \( \delta S^\mu \) evaluates to

\[
\delta S^\mu_1 = \beta u_\nu \int dP \, p^\mu \, p^\nu \left[ g_q \left( \delta f^q + \delta f^{\bar{q}} \right) + g_g \delta f^g \right] - \alpha \int dP \, p^\mu \, g_{q} \left( \delta f^q - \delta f^{\bar{q}} \right)
= \beta u_\nu \delta T_{\mu\nu} - \alpha \, n^\mu = -\alpha \, n^\mu;
\]

(B3)

(B4)

here \( n^\mu \) is the net-quark diffusion current, and we used the matching condition \( u_\nu \delta T_{\mu\nu} = 0 \). This result could have been anticipated as to linear-order in dissipation the only available four-vector is \( n^\mu \) \cite{66}. Moreover, this shows that the non-equilibrium correction to the entropy density \( u_\mu S^\mu \) is necessarily of second order in the dissipative fluxes as \( u_\mu n^\mu = 0 \). This is also expected, as for a system with given values of energy and conserved charge densities the thermal equilibrium state represents a maximum of the entropy density where its first derivatives with respect to the dissipative flows vanish.

Let us now compute the corrections of \( \mathcal{O}(\delta f^2) \) in the entropy four-current:

\[
S^\mu = s_{\text{eq}} \, u^\mu - \alpha \, n^\mu - \sum_{i=1}^{3} g_i \int dP \, p^\mu \frac{\phi_i''[f_{\text{eq}}^i]}{2} (\delta f^i)^2.
\]

With \( \tilde{f}_{\text{eq}}^i = 1 + \theta_i f_{\text{eq}}^i \), \( \phi_i''[f_{\text{eq}}^i] = 1/(f_{\text{eq}}^i f_{\text{eq}}) \equiv 1/f_{\text{eq}}^i \), and the \( (\delta f)^2 \) correction to the entropy current is

\[
\delta S^\mu_2 = -\sum_{i} g_i \int dP \, p^\mu \frac{(\delta f^i)^2}{f_{\text{eq}}^i}.
\]

(B5)

From Ref. \cite{65} we know that to first order in the Chapman-Enskog expansion

\[
\frac{\delta f^q}{f_{\text{eq}}^q} = A^\mu_{p \, \nu} \pi_{\mu\nu} + B_p \, n^\mu \, n_\nu,
\]

\[
\frac{\delta f^{\bar{q}}}{f_{\text{eq}}^{\bar{q}}} = A^\mu_{p \, \nu} \pi_{\mu\nu} + \bar{B}_p \, n^\mu \, n_\nu,
\]

\[
\frac{\delta f^g}{f_{\text{eq}}^g} = A^\mu_{p \, \nu} \pi_{\mu\nu},
\]

(B6)

(B7)

(B8)

with

\[
A^\mu_{p \, \nu} \equiv \frac{\beta}{2(u \cdot p)} \frac{p^\mu p^\nu}{\beta},
\]

\[
B_p = \frac{1}{\beta_n} \left( \frac{n}{c+P} - \frac{1}{u \cdot p} \right),
\]

\[
\bar{B}_p = \frac{1}{\beta_n} \left( \frac{n}{c+P} + \frac{1}{u \cdot p} \right); \quad (B9)
\]

here \( \beta_x \equiv 4P/5 \) and \( \beta_n \equiv \frac{1}{3}(\partial n/\partial \alpha_x) - n^2/(4P) \). Using these definitions one obtains

\[
\sum_{i=1}^{3} g_i \frac{(\delta f^i)^2}{f_{\text{eq}}^i} = \frac{\beta^2}{4\beta_n^2} \pi_{\alpha\beta} \pi_{\gamma\delta} \, p^\alpha p^\beta p^\gamma p^\delta \left( \frac{1}{(u \cdot p)^2} \right) \left[ g_q \left( f_{\text{eq}}^q + f_{\text{eq}}^{\bar{q}} \right) + g_g f_{\text{eq}}^g \right]
+ \frac{1}{\beta_n} \pi_{\alpha\beta} \pi_{\gamma\delta} \, p^\alpha p^\beta p^\gamma p^\delta \left( \frac{n^2}{(e+P)^2} \right) \left( f_{\text{eq}}^q + f_{\text{eq}}^{\bar{q}} \right)
- \frac{2n}{(e+P)} \frac{1}{u \cdot p} \left( f_{\text{eq}}^q - f_{\text{eq}}^{\bar{q}} \right)
+ \frac{\beta}{\beta_x \beta_n} \pi_{\alpha\beta} \pi_{\gamma\delta} \, p^\alpha p^\beta p^\gamma p^\delta \left( \frac{n}{e+P} \right) \left( f_{\text{eq}}^q - f_{\text{eq}}^{\bar{q}} \right)
\]

(B10)

\[
dP \equiv d^3p/(2\pi^3) \, p^\mu.
\]
To obtain $\delta S^\mu$ we will substitute the above expression in Eq. (B5). The term quadratic in the shear stress yields
$$
\delta S^\mu_{2,\pi \pi} = -\frac{\beta^2}{8\beta^2} \pi_{\alpha \beta} \pi_{\rho \gamma} \int \frac{dP}{u \cdot p} p^\mu p^\alpha p^\beta p^\gamma \times \left[ g_q \left( F_{eq}^q + F_{eq}^q \right) + g_g F_{eq}^g \right]
$$

$$
= -\frac{\beta^2}{4\beta^2} u^\mu \pi_{\alpha \beta} \pi_{\rho \gamma} \left[ g_q \left( J^q_{3,2} + J^q_{3,2} \right) + g_g J^g_{3,2} \right],
$$

(B11)

where we introduced the thermodynamic integrals
$$
J_{n,t}^i = \frac{1}{(2I + 1)!} \int dP \left( u \cdot p \right)^n F_{eq}^i.
$$

(B12)

Noting that
$$
F_{eq}^q = f_{eq}^q f_{eq}^q = -\frac{1}{u \cdot p} \frac{\partial f_{eq}^q}{\partial \beta}
$$

(B13)

(with the derivative to be taken at fixed $\alpha$) we simplify
$$
g_q \left( J^q_{3,2} + J^q_{3,2} \right) + g_g J^g_{3,2} = -\frac{1}{15} \sum_i g_i \int dP \left( u \cdot p \right)^2 \frac{\partial f_{eq}^q}{\partial \beta}
$$

$$
= -\frac{1}{15} \frac{\partial f_{eq}^q}{\partial \beta} = \frac{\beta}{\beta}
$$

(B14)

such that
$$
\delta S^\mu_{2,\pi \pi} = -\frac{\beta}{4\beta^2} u^\mu \pi_{\alpha \beta} \pi_{\rho \gamma}.
$$

(B15)

The term in Eq. (B10) quadratic in the quark diffusion current is manipulated similarly:
$$
\delta S^\mu_{2,nn} = -\frac{g_q}{2\beta^2} n_\alpha n_\beta \int dP p^\mu p^\alpha p^\beta \left[ -\frac{2n}{(e + P)} \frac{F_{eq}^q}{u \cdot p} \right]
$$

$$
+ \left( \frac{n}{(e + P)^2} + \frac{1}{u \cdot p} \right) \left( F_{eq}^q + F_{eq}^q \right)
$$

$$
= \frac{g_q}{2\beta^2} u^\mu n_\alpha n_\beta \left[ \frac{n}{(e + P)^2} \left( J^q_{3,1} + J^q_{3,1} \right) + \left( J^q_{1,1} + J^q_{1,1} \right) \right]
$$

$$
- \frac{2n}{e + P} \left( J^q_{1,1} - J^q_{1,1} \right).
$$

(B16)

With Eq. (B13) this simplifies further to
$$
g_q \left( J^q_{3,1} + J^q_{3,1} \right) = -\frac{1}{3} \frac{\partial}{\partial \beta} \int dP \left( u \cdot p \right)^2 g_q \left( f_{eq}^q + f_{eq}^q \right)
$$

$$
= -\frac{1}{3} \frac{\partial}{\partial \beta} \left( e_{eq}^q + e_{eq}^q \right).
$$

(B17)

To compute $g_q \left( J^q_{1,1} + J^q_{1,1} \right)$ we use $F_{eq}^q = \left( \partial f_{eq}^q / \partial \alpha \right)$, $F_{eq}^q = -\left( \partial f_{eq}^q / \partial \alpha \right)$ and obtain
$$
g_q \left( J^q_{1,1} + J^q_{1,1} \right) = \frac{1}{3} \frac{\partial}{\partial \alpha} \int dP \left( u \cdot p \right) g_q \left( f_{eq}^q - f_{eq}^q \right) = \frac{1}{3} \frac{\partial n}{\partial \alpha}.
$$

(B18)

Finally, we calculate
$$
g_q \left( J^q_{2,1} - J^q_{2,1} \right) = \frac{1}{3} \frac{\partial}{\partial \alpha} \int dP \left( u \cdot p \right)^2 g_q \left( f_{eq}^q + f_{eq}^q \right)
$$

$$
= \frac{1}{3} \frac{\partial}{\partial \alpha} \left( e_{eq}^q + e_{eq}^q \right).
$$

(B19)

All this allows to express $\delta S^\mu_{2,nn}$ in compact form:
$$
\delta S^\mu_{2,nn} = \frac{1}{6\beta^2} u^\mu n_\alpha n_\beta \left[ -\frac{n^2}{(e + P)^2} \frac{\partial}{\partial \beta} \left( e_{eq}^q + e_{eq}^q \right) + \frac{\partial n}{\partial \alpha} \right].
$$

(B20)

Finally, we calculate
$$
\delta S^\mu_{2,\pi \pi} = -\frac{1}{2\beta^2} \pi_{\alpha \beta} \pi_{\rho \gamma} \int dP \frac{p^\mu p^\alpha p^\beta p^\gamma}{u \cdot p}
$$

$$
\times \left[ \frac{n}{e + P} \left( F_{eq}^q + F_{eq}^q \right) - \frac{1}{u \cdot p} \left( F_{eq}^q - F_{eq}^q \right) \right]
$$

$$
= -\frac{\beta}{\beta^2} \pi_{\alpha \beta} \pi_{\rho \gamma} g_q \left[ \frac{n}{e + P} \left( J^q_{3,2} + J^q_{3,2} \right) - \left( J^q_{2,2} - J^q_{2,2} \right) \right].
$$

(B21)

Using
$$
g_q \left( J^q_{3,2} + J^q_{3,2} \right) = -\frac{1}{15} \frac{\partial}{\partial \beta} \left( e_{eq}^q + e_{eq}^q \right),
$$

$$
g_q \left( J^q_{2,2} - J^q_{2,2} \right) = \frac{1}{15} \frac{\partial}{\partial \alpha} \int dP \left( u \cdot p \right)^2 g_q \left( f_{eq}^q + f_{eq}^q \right)
$$

$$
= \frac{1}{15} \frac{\partial}{\partial \alpha} \left( e_{eq}^q + e_{eq}^q \right)
$$

(B22)

with coefficients $c_{nn}$ and $c_{n\pi}$ given by
$$
c_{nn} = \frac{1}{6\beta^2} \left[ -\left( \frac{n}{e + P} \right)^2 \frac{\partial}{\partial \beta} \left( e_{eq}^q + e_{eq}^q \right) + \frac{\partial n}{\partial \alpha} \right]
$$

$$
- \frac{2n}{e + P} \frac{\partial}{\partial \alpha} \left( e_{eq}^q + e_{eq}^q \right),
$$

(B23)

Collecting all contributions we finally obtain for the second-order entropy current of a conformal gas of quarks and gluons at finite chemical potential
$$
S^\mu = \left( e_{eq}^q + e_{eq}^q \right) \frac{\partial}{\partial \beta} \left( e_{eq}^q + e_{eq}^q \right) + \frac{\partial n}{\partial \alpha},
$$

(B24)

with coefficients $c_{nn}$ and $c_{n\pi}$ given by
$$
c_{nn} = \frac{1}{15\beta^2} \left[ -\left( \frac{n}{e + P} \right)^2 \frac{\partial}{\partial \beta} \left( e_{eq}^q + e_{eq}^q \right) + \frac{\partial n}{\partial \alpha} \right]
$$

$$
- \frac{2n}{e + P} \frac{\partial}{\partial \alpha} \left( e_{eq}^q + e_{eq}^q \right),
$$

(B25)

Collecting all contributions we finally obtain for the second-order entropy current of a conformal gas of quarks and gluons at finite chemical potential
$$
S^\mu = \left( e_{eq}^q + e_{eq}^q \right) \frac{\partial}{\partial \beta} \left( e_{eq}^q + e_{eq}^q \right) + \frac{\partial n}{\partial \alpha},
$$

(B26)
The last term in Eq. (B22) implies that the entropy flux in the fluid rest frame is not along the direction of net-quark diffusion unless the latter points along an eigendirection of the shear stress tensor.\footnote{Note that at vanishing $\mu_B$ the second-order entropy density, $s = s_{eq} - \beta/(4\beta_{\pi})\pi^{\alpha\beta}\pi_{\alpha\beta}$, with $\beta_{\pi} = 4P/5$, is identical in form to that obtained for a conformal Boltzmann gas \cite{67}.}

**Appendix C: Non-conformal kinetic theory versus hydrodynamics**

In this Appendix we compare some of the results obtained in Sec. V using non-conformal kinetic theory (Sec. VB) and second-order hydrodynamics (Sec. VA). The insights gained from this comparison are not new but confirm the findings reported in Refs. \cite{56, 61} and extend them to systems with non-zero net baryon charge.

Figure 13 compares the phase trajectories (upper panels) and the evolution of the dissipative flows (lower panels) from second-order viscous hydrodynamics ("hydro", taken from Fig. 8) and kinetic theory ("KT", taken from Fig. 10). While the hydrodynamic and kinetic expansion trajectories agree well for equilibrium initial conditions (where dissipative effects manifest themselves by viscous heating), and this agreement gets better with increasing interaction strength, they differ substantially for the far-off-equilibrium initial conditions for which the expansion initially leads to viscous cooling. Clearly, the hydrodynamic approach as a macroscopic approximation of the underlying microscopic kinetic theory degrades in far-off-equilibrium situations. This might not have been expected from the evolutions of the normalized shear viscous stress shown in panel (c) which shows discrepancies between microscopic and macroscopic approaches that are of similar size for both sets of initial conditions. On the other hand, the evolution of the normalized bulk viscous pressure shown in panel (d) also shows much larger discrepancies between "hydro" and "KT" for the far-off-equilibrium initial conditions, in particular in the amplitude of its oscillations around zero at early times. Both features are shared by both weakly and strongly coupled fluids, at least qualitatively.

Figure 14 illustrates the observation made in Refs. \cite{56, 61} that the failure of the (standard) second-order viscous hydrodynamic approximation is most severe at early times when the expansion rate is large and the system is far away from equilibrium. During this stage the expansion is dominated by free-streaming and the exact...
In the latter case the hydrodynamic approximation even produces a negative longitudinal pressure at early times, violating a fundamental kinetic theory limit for the system at hand [61]. kinetic evolution (blue) of the longitudinal pressure is ruled by a “far-from-equilibrium attractor” that is not reproduced in the hydrodynamic approximation (magenta) [61]. The discrepancies are particularly large for far-from-equilibrium initial condition \((P/P_L)_0 \gg 1\) or \((P/P_L)_0 \ll 1\). Readers interested in a more detailed discussion are referred to Refs. [56, 61].

FIG. 14. Evolution of the scaled longitudinal pressure in kinetic theory (blue curves) and second-order hydrodynamics (magenta curves). The kinetic theory trajectories are identical to those in Fig. 12.
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