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Abstract: We study both canonical reproducing kernels and constructive reproducing kernels for holomorphic functions in $\mathbb{C}^1$ and $\mathbb{C}^n$. We compare and contrast the two, and also develop important relations between the two types of kernels. We prove a new result about the relationship between these two kernels on certain domains of finite type.

0 Introduction

Every working mathematician has encountered integral reproducing formulas for holomorphic functions. The Cauchy integral formula and the Poisson integral formula are perhaps the two most central and important examples. These are examples of constructive reproducing formulas (kernels) because the integral formulas (kernels) can often be written down explicitly or perhaps asymptotically (see [KRA2] and [KRA4]). What is of interest for our purpose here is that there are other integral reproducing formulas, which are canonical in nature (to be explained below), but for which the formulas (kernels) generally cannot be written down explicitly. Often the canonical kernels have many attractive features, but the fact that they are not explicit means that we do not necessarily understand their singularities, and therefore it is difficult to analyze them or to make estimates on them. We find it nearly impossible to determine their mapping properties.

But there are techniques for making peace between the canonical and the constructive. And these methods can be extremely useful in practice. The purpose of this paper is to explain these connections, and to explore where they might lead. Furthermore, we shall prove a version of the Kerzman/Stein theorem relating canonical and constructible kernels on strongly pseudoconvex domains in the more general context of convex, finite type domains.
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1 First Principles

In what follows, a domain is a connected open set.

It is arguable that many, if not most, constructible integral reproducing formulas are consequences of (and often equivalent to) the fundamental theorem of calculus. Or, in several variables, we would substitute “Stokes’s theorem” for “fundamental theorem of calculus.” As a simple example,

\[ f(x) - f(a) = \int_a^x f'(t) \, dt \]

is an integral reproducing formula. If \( \varphi \) is a \( C^1 \) function on \([a, x]\) such that \( \varphi(a) = 0 \) and \( \varphi(x) = 1 \) then we have (from Leibniz’s product rule)

\[ f(x) = \int_a^x f(t) \varphi'(t) \, dt + \int_a^x f'(t) \varphi(t) \, dt . \]

In this way we have introduced the kernels \( \varphi \) and \( \varphi' \). The monograph [BIN, pp. 103–113] contains incisive generalizations of this last reproducing formula to the several-variable context. It is again worth noting that all these formulas are based on the fundamental theorem of calculus (or Stokes’s theorem).

A perhaps more profound illustration of the connection between Stokes’s theorem and an important and central integral reproducing formula is the generalized Cauchy integral formula. We begin with a key but ancillary idea.

**Lemma 1.1** Let \( \Omega \) be a bounded domain in \( \mathbb{C} \) with \( C^1 \) boundary. Let \( \omega = \alpha(z) \, dz \) be a 1-form with coefficient that is continuously differentiable on \( \Omega \). Then

\[ \int_{\partial \Omega} \omega = \int_{\Omega} \frac{\partial \alpha}{\partial \bar{z}} \, d\bar{z} \wedge dz . \] (1.1.1)

For a general 1-form \( \lambda = a(z) \, dz + b(z) \, d\bar{z} \), it is useful to write

\[
\begin{align*}
\, d\lambda & = \, \partial \lambda + \overline{\partial} \lambda \\
& = \left[ \frac{\partial a}{\partial z} \, dz \wedge dz + \frac{\partial b}{\partial z} \, dz \wedge d\bar{z} \right] + \left[ \frac{\partial a}{\partial \bar{z}} \, d\bar{z} \wedge dz + \frac{\partial b}{\partial \bar{z}} \, d\bar{z} \wedge d\bar{z} \right] \\
& = \frac{\partial a}{\partial z} \, d\bar{z} \wedge dz + \frac{\partial b}{\partial \bar{z}} \, dz \wedge d\bar{z} .
\end{align*}
\]

Recall that, for a \( C^1 \) function \( f \),

\[
\frac{\partial}{\partial z} f = \frac{1}{2} \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right) f \quad \text{and} \quad \frac{\partial}{\partial \bar{z}} f = \frac{1}{2} \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) f .
\]

It is convenient to also introduce here the notation

\[
\partial f = \frac{\partial f}{\partial z} \, dz \quad \text{and} \quad \bar{\partial} f = \frac{\partial f}{\partial \bar{z}} \, d\bar{z} .
\]
There is complex exterior differential notation for forms, and we refer the reader to [KRA2] or [WEL] for details of that topic.

With this notation, formula (1.1.1) in the theorem becomes

$$\int_{\partial \Omega} \omega = \int_{\Omega} \nabla \omega.$$ 

Now we prove a generalized version of the Cauchy integral formula. Note that it is valid for essentially all functions—not just holomorphic functions.

**Theorem 1.2** If $\Omega \subseteq \mathbb{C}$ is a bounded domain with $C^1$ boundary and if $f \in C^1(\overline{\Omega})$ then, for any $z \in \Omega$,

$$f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(\zeta)}{\zeta - z} d\zeta - \frac{1}{2\pi i} \int_{\Omega} \frac{\partial f(\zeta)}{\zeta - z} d\zeta \wedge d\zeta.$$

**Proof:** Fix $z \in \Omega$ and choose $\epsilon > 0$ so that $D(z, \epsilon) \subseteq \Omega$. Set $\Omega_\epsilon = \Omega \setminus D(z, \epsilon)$. We apply Stokes’s theorem to the form

$$\omega(\zeta) = \frac{f(\zeta) d\zeta}{\zeta - z}$$

on the domain $\Omega_\epsilon$. Note here that $\omega$ has no singularity on $\Omega_\epsilon$.

Thus

$$\int_{\partial \Omega_\epsilon} \omega(\zeta) = \int_{\Omega_\epsilon} \nabla \omega.$$

Writing this out gives

$$\int_{\partial \Omega} \frac{f(\zeta)}{\zeta - z} d\zeta - \int_{\partial D(z, \epsilon)} \frac{f(\zeta)}{\zeta - z} d\zeta = \int_{\Omega_\epsilon} \frac{\partial f(\zeta)}{\zeta - z} d\zeta \wedge d\zeta. \quad (1.2.1)$$

Observe that we have reversed the orientation in the second integral on the left because the disk is inside the region $\Omega$.

Now, as $\epsilon \to 0^+$, the integral on the right tends to

$$\int_{\Omega} \frac{\partial f(\zeta)}{\zeta - z} d\zeta \wedge d\zeta.$$

[We use here the fact that $1/(\zeta - z)$ is integrable.] The first integral on the left does not depend on $\epsilon$. The second integral on the left requires a little analysis:

$$\int_{\partial D(z, \epsilon)} \frac{f(\zeta)}{\zeta - z} d\zeta = \int_0^{2\pi} \frac{f(z + \epsilon e^{it})}{\epsilon e^{it}} \cdot i\epsilon e^{it} dt = i \int_0^{2\pi} f(z + \epsilon e^{it}) dt.$$

Now the last expression tends, as $\epsilon \to 0^+$, to $2\pi i f(z)$. 
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Putting all this information into equation (1.2.1) yields

\[ f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(\zeta)}{\zeta - z} \, d\zeta - \frac{1}{2\pi i} \iint_{\Omega} \frac{\partial f}{\partial \zeta} \frac{\zeta - z}{\zeta - \zeta} \, d\zeta \wedge d\zeta \]

as desired. \hfill \square

**Corollary 1.3** With hypotheses as in Theorem 1.2, and the additional assumption that \( \partial f = 0 \) on \( \Omega \), we have

\[ f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(\zeta)}{\zeta - z} \, d\zeta . \]

**Remark 1.4** Corollary 1.3 is the familiar Cauchy integral formula from the analysis of one complex variable.

Thus we have seen Stokes’s theorem, in its complex formulation, used in an important fashion to derive a decisive integral formula.

## 2 Canonical Integral Formulas

One of the first canonical integral formulas ever created was that of Stefan Bergman [BER]. We shall present Bergman’s idea in the context of a more general construction due to Nachman Aronszajn [ARO]. This is the idea of a Hilbert space with reproducing kernel. Fortunately Aronszajn’s idea also entails the Szegő kernel and several other important reproducing kernels.

**Definition 2.1** Let \( X \) be any set and let \( \mathcal{H} \) be a Hilbert space of complex-valued functions on \( X \). We say that \( \mathcal{H} \) is a **Hilbert space with reproducing kernel** if, for each \( x \in X \), the linear (point evaluation) map of the form

\[ L_x : \mathcal{H} \to \mathbb{C} \]

\[ f \mapsto f(x), \]

is continuous. We write this as

\[ |f(x)| \leq C \cdot \|f\|_{\mathcal{H}}. \quad (2.1.1) \]

In this circumstance, the classical Riesz representation theorem (see [RUD]) tells us that, for each \( x \in X \), there is a unique element \( k_x \in \mathcal{H} \) such that

\[ f(x) = \langle f, k_x \rangle \quad \forall f \in \mathcal{H}. \quad (2.1.2) \]

We then define a function

\[ K : X \times X \to \mathbb{C} \]

by the formula

\[ K(x, y) \equiv k_x(y). \]

The function \( K \) is the **reproducing kernel** for the Hilbert space \( \mathcal{H} \).
We see that $K$ is uniquely determined by $H$ because, again by the Riesz representation theorem, the element $k_x$ for each $x \in H$ is unique.

It is a classical fact, and we shall not provide the details here (but see [KRA2] for all the particulars), that the kernel $K$ may be (at least in principle) constructed by way of a complete orthonormal basis for $H$. To wit, let $\{\varphi_j\}$ be such a basis. Then

$$K(x, y) = \sum_{j=1}^{\infty} \varphi_j(x)\overline{\varphi_j(y)}.$$ 

Here the convergence is in the Hilbert space topology in each variable. And in fact the fundamental property (2.1.1) of a Hilbert space with reproducing kernel shows that the convergence is uniform on compact subsets of $X \times X$.

In what follows, on $\mathbb{C}^n$, we use $dV$ to denote volume measure.

**EXAMPLE 2.2** Let $\Omega$ be a bounded domain in $\mathbb{C}$ or $\mathbb{C}^n$. Define

$$A^2(\Omega) = \left\{ f \text{ holomorphic on } \Omega : \int_{\Omega} |f(z)|^2 \, dV(z) < \infty \right\}.$$

Clearly $A^2(\Omega)$ is a complex linear space. It is commonly called the Bergman space. We equip $A^2(\Omega)$ with the norm $\|f\|_{A^2(\Omega)} \equiv \left[ \int_{\Omega} |f(z)|^2 \, dV(z) \right]^{1/2}$.

We have the following important preliminary result.

**Lemma 2.3** There is a constant $C = C(K, \Omega)$, depending only on the domain $\Omega$ and on $K$ compact in $\Omega$, such that, if $f \in A^2(\Omega)$, then

$$\sup_{z \in K} |f(z)| \leq C \left( \int_{\Omega} |f(\zeta)|^2 \, dV(\zeta) \right)^{1/2} \equiv C \cdot \|f\|_{A^2(\Omega)}.$$  \hfill (2.3.1)

**Proof:** Choose $r > 0$ so that, if $z \in K$, then $B(z, r) \subseteq \Omega$. Then, for $z \in K$, we have

$$|f(z)| = \frac{1}{V(B(z, r))} \left| \int_{B(z, r)} f(\zeta) \, dV(\zeta) \right| \leq \frac{1}{\sqrt{V(B(z, r))}} \int_{B(z, r)} |f(\zeta)|^2 \, dV(\zeta)^{1/2} \leq C(\Omega, K) \left( \int_{\Omega} |f(\zeta)|^2 \, dV(\zeta) \right)^{1/2} \equiv C(\Omega, K) \cdot \|f\|_{A^2(\Omega)}.$$

That proves the result. \hfill $\Box$
With the indicated norm, the space $A^2(\Omega)$ is a Hilbert space. For the completeness, note that if $\{f_j\}$ is a Cauchy sequence, then it will converge in the $L^2$ topology to some limit function $g$. But the lemma tells us that, for holomorphic functions, $L^2$ convergence implies uniform convergence on compact sets (sometimes called normal convergence). Hence the limit function is holomorphic and $L^2$, thus a member of $A^2$.

Of course the lemma tells us immediately that $A^2(\Omega)$ is a Hilbert space with reproducing kernel (just take the compact set $K$ to be a singleton \{z\}). The kernel $K$ is known as the Bergman kernel. It is one of the most important invariants of modern function theory.

**EXAMPLE 2.4** Using the remark preceding Example 2.2, it is possible to calculate the Bergman kernel for the disc. We do so now.

Let $\psi(\zeta) = \zeta^j$ on the disc, $j = 0, 1, 2, \ldots$. The theory of power series tells us that these functions form a complete basis for $A^2(D)$. Moreover, by parity, these functions are pairwise orthogonal. A simple calculation with polar coordinates shows that

$$\|\psi_j\|_{A^2(D)} = \sqrt{\frac{\pi}{j+1}}.$$ 

Therefore

$$\varphi_j(\zeta) = \sqrt{\frac{j+1}{\pi}} \zeta^j$$ 

forms a complete orthonormal basis for $A^2(\Omega)$.

Using the formula preceding Example 2.2, we then see that

$$K(z, \zeta) = \sum_{j=0}^{\infty} \frac{j+1}{\pi} (z\zeta)^j.$$ 

Let $\alpha = z\overline{\zeta}$. So we have

$$\sum_{j=0}^{\infty} \frac{j+1}{\pi} \alpha^j = \frac{1}{\pi} \frac{d}{d\alpha} \sum_{j=0}^{\infty} \alpha^{j+1} = \frac{1}{\pi} \frac{d}{d\alpha} \alpha \sum_{j=0}^{\infty} \alpha^j = \frac{1}{\pi} \frac{d}{d\alpha} \frac{1}{1-\alpha} = \frac{1}{\pi} \frac{1}{1-\alpha^2}.$$ 

In conclusion,

$$K(z, \zeta) = \frac{1}{\pi} \cdot \frac{1}{(1-z\zeta)^2}.$$ 

**EXAMPLE 2.5** We now want to describe the Szegö theory. In order to make this work, we need to present some preliminary results about the Bochner-Martinelli kernel and integral representation formula.

**Definition 2.6** On $\mathbb{C}^n$ we let

$$\omega(z) \equiv dz_1 \wedge d\zeta_2 \wedge \cdots \wedge d\zeta_n$$

$$\eta(z) \equiv \sum_{j=1}^{n} (-1)^{j+1} z_j d\zeta_1 \wedge \cdots \wedge d\zeta_{j-1} \wedge d\zeta_{j+1} \wedge \cdots \wedge d\zeta_n.$$
The form \( \eta \) is sometimes called the Leray form. We shall often write \( \omega(\zeta) \) to mean \( d\zeta_1 \wedge \cdots \wedge d\zeta_n \) and likewise \( \eta(\zeta) \) to mean \( \sum_{j=1}^n (-1)^{j+1} \zeta_j d\zeta_1 \wedge \cdots \wedge d\zeta_{j-1} \wedge d\zeta_{j+1} \wedge \cdots \wedge d\zeta_n \).

The genesis of the Leray form is explained by the following lemma.

**Lemma 2.7** For any \( z_0 \in \mathbb{C}^n \), any \( \epsilon > 0 \), we have

\[
\int_{\partial B(z_0, \epsilon)} \eta(\zeta) \wedge \omega(z) = n \int_{B(z_0, \epsilon)} \omega(\zeta) \wedge \omega(z).
\]

**Proof:** Notice that \( d\eta(\zeta) = \overline{\partial} \eta(\zeta) = n \omega(\zeta) \). Therefore, by Stokes’s theorem,

\[
\int_{\partial B(z_0, \epsilon)} \eta(\zeta) \wedge \omega(z) = \int_{B(z_0, \epsilon)} d(\eta(\zeta) \wedge \omega(z)).
\]

Of course the expression in \([ \ ]\) is saturated in \( dz \)’s so, in the decomposition \( d = \partial + \overline{\partial} \), only the term \( \overline{\partial} \) will not die. Thus the last line equals

\[
\int_{B(z_0, \epsilon)} [\overline{\partial}(\eta(\zeta))] \wedge \omega(z) = n \int_{B(z_0, \epsilon)} \omega(\zeta) \wedge \omega(z).
\]

\[\square\]

**Remark 2.8** Notice that, by change of variables,

\[
\int_{B(z_0, \epsilon)} \omega(\zeta) \wedge \omega(z) = \int_{B(0, \epsilon)} \omega(\zeta) \wedge \omega(z) = \epsilon^{2n} \int_{B(0,1)} \omega(\zeta) \wedge \omega(z).
\]

A straightforward calculation shows that

\[
\int_{B(0,1)} \omega(\zeta) \wedge \omega(z)
\]
\[
= (-1)^q(n) \cdot (2i)^n \cdot \text{(volume of the unit ball in } \mathbb{C}^n \approx \mathbb{R}^{2n}),
\]
where \( q(n) = [n(n-1)]/2 \). We denote the value of this integral by \( W(n) \).

**Theorem 2.9 (Bochner-Martinelli)** Let \( \Omega \subset \mathbb{C}^n \) be a bounded domain with \( C^1 \) boundary. Let \( f \in C^1(\Omega) \). Then, for any \( z \in \Omega \), we have

\[
f(z) = \frac{1}{nW(n)} \int_{\partial \Omega} \frac{f(\zeta) \eta(\zeta - \zeta) \wedge \omega(\zeta)}{|\zeta - \zeta|^2n} - \frac{1}{nW(n)} \int_{\Omega} \overline{\partial} f(\zeta) \cdot |\zeta - \zeta|^2n \wedge \eta(\zeta - \zeta) \wedge \omega(\zeta).
\]

**Proof:** Fix \( z \in \Omega \). We apply Stokes's theorem to the form

\[
M_\zeta(\zeta) = \frac{f(\zeta) \eta(\zeta - \zeta) \wedge \omega(\zeta)}{|\zeta - \zeta|^2n}.
\]
on the domain $\Omega_{z,\epsilon} \equiv \Omega \setminus B(z, \epsilon)$, where $\epsilon > 0$ is chosen so small that $B(z, \epsilon) \subset \Omega$. Note that Stokes’s theorem does not apply to forms that have a singularity; thus we may not apply the theorem to $L_z$ on any domain that contains the point $z$ in either its interior or its boundary. This observation helps to dictate the form of the domain $\Omega_{z,\epsilon}$. As the proof develops, we shall see that it also helps to determine the outcome of our calculation.

Notice that

$$\partial(\Omega_{z,\epsilon}) = \partial \Omega \cup \partial B(z, \epsilon)$$

but that the two pieces are equipped with opposite orientations. Thus, by Stokes,

$$\int_{\partial \Omega} M_z(\zeta) - \int_{\partial B(z, \epsilon)} M_z(\zeta) = \int_{\partial \Omega_{z,\epsilon}} M_z(\zeta) = \int_{\Omega_{z,\epsilon}} d\zeta M_z(\zeta). \quad (2.9.1)$$

Notice that we consider $z$ to be fixed and $\zeta$ to be the variable. Now

$$d\zeta M_z(\zeta) = \overline{\partial} \zeta M_z(\zeta) = \frac{\overline{\partial} f(\zeta) \wedge \eta(\overline{\zeta} - \overline{z}) \wedge \omega(\zeta)}{|\zeta - z|^{2n}}$$

$$+ f(\zeta) \cdot \left[ \sum_{j=1}^{n} \frac{\partial}{\partial \zeta_j} \left( \frac{\zeta_j - \zeta_j}{|\zeta - z|^{2n}} \right) \right] \omega(\overline{\zeta}) \wedge \omega(\zeta). \quad (2.9.2)$$

Observing that

$$\frac{\partial}{\partial \zeta_j} \left( \frac{\zeta_j - \zeta_j}{|\zeta - z|^{2n}} \right) = \frac{1}{|\zeta - z|^{2n}} - n \frac{[\zeta_j - \zeta_j]^2}{|\zeta - z|^{2n+2}},$$

we find that the second term on the far right of (2.9.2) dies and we have

$$d\zeta M_z(\zeta) = \frac{\overline{\partial} f(\zeta) \wedge \eta(\overline{\zeta} - \overline{z}) \wedge \omega(\zeta)}{|\zeta - z|^{2n}}.$$

Substituting this identity into (2.9.1) yields

$$\int_{\partial \Omega} M_z(\zeta) - \int_{\partial B(z, \epsilon)} M_z(\zeta) = \int_{\Omega_{z,\epsilon}} \frac{\overline{\partial} f(\zeta) \wedge \eta(\overline{\zeta} - \overline{z}) \wedge \omega(\zeta)}{|\zeta - z|^{2n}}. \quad (2.9.3)$$
Next we remark that
\[
\int_{\partial B(z,\epsilon)} M_z(\zeta) = f(z) \int_{\partial B(z,\epsilon)} \frac{\eta(\overline{\zeta} - \overline{z}) \wedge \omega(\zeta)}{|\zeta - z|^{2n}} \\
+ \int_{\partial B(z,\epsilon)} \frac{(f(\zeta) - f(z)) \eta(\overline{\zeta} - \overline{z}) \wedge \omega(\zeta)}{|\zeta - z|^{2n}} \\
\equiv T_1 + T_2. \tag{2.9.4}
\]

Since \(|f(\zeta) - f(z)| \leq C|\zeta - z| \) (and since each term of \(\eta(\overline{\zeta} - \overline{z})\) has a factor of some \(\zeta_j - \overline{z}_j\)), it follows that the integrand of \(T_2\) is of size \(O\left(\frac{|\zeta - z|}{|\zeta - z|^{2n}}\right)\), and since each term of \(\eta(\overline{\zeta} - \overline{z})\) has a factor of some \(\zeta_j - \overline{z}_j\), it follows that the integrand of \(T_2\) is of size \(O\left(\frac{|\zeta - z|}{|\zeta - z|^{2n}}\right)\), and since each term of \(\eta(\overline{\zeta} - \overline{z})\) has a factor of some \(\zeta_j - \overline{z}_j\), it follows that the integrand of \(T_2\) is of size \(O\left(\frac{|\zeta - z|}{|\zeta - z|^{2n}}\right)\), and since each term of \(\eta(\overline{\zeta} - \overline{z})\) has a factor of some \(\zeta_j - \overline{z}_j\), it follows that the integrand of \(T_2\) is of size \(O\left(\frac{|\zeta - z|}{|\zeta - z|^{2n}}\right)\). Since the surface over which the integration is performed has area \(\approx \epsilon^{2n-1}\), it follows that \(T_2 \to 0\) as \(\epsilon \to 0^+\).

By Lemma 2.7 and the remark following, we also have
\[
T_1 = \epsilon^{-2n} f(z) \int_{\partial B(z,\epsilon)} \eta(\overline{\zeta} - \overline{z}) \wedge \omega(\zeta) \\
= n \epsilon^{-2n} f(z) \int_{B(0,\epsilon)} \omega(\zeta) \wedge \omega(\zeta) \\
= n W(n) f(z). \tag{2.9.5}
\]

Finally, (2.9.3)–(2.9.5) yield that
\[
\left(\int_{\partial \Omega} M_z(\zeta) \right) - n W(n) f(z) + o(1) = \int_{\partial \Omega^*} \overline{T} f(\zeta) \wedge \left[\frac{\eta(\overline{\zeta} - \overline{z})}{|\zeta - z|^{2n}}\right] \wedge \omega(\zeta).
\]

Since
\[
\left|\frac{\eta(\overline{\zeta} - \overline{z})}{|\zeta - z|^{2n}}\right| = O(|\zeta - z|^{-2n+1}),
\]
the last integral is absolutely convergent as \(\epsilon \to 0^+\) (remember that \(\overline{T} f\) is bounded). Thus we finally have
\[
f(z) = \frac{1}{n W(n)} \int_{\partial \Omega} L_z(\zeta) - \frac{1}{n W(n)} \int_{\Omega} \overline{T} f(\zeta) \wedge \left[\frac{\eta(\overline{\zeta} - \overline{z})}{|\zeta - z|^{2n}}\right] \wedge \omega(\zeta).
\]

This is the Bochner-Martinelli formula. \(\Box\)

**Remark 2.10** We see that the Bochner-Martinelli formula is a quintessential example of a constructible integral formula. The kernel is quite explicit, and it is the same for all domains. For the Bergman kernel, and for other canonical kernels that we shall see below, this latter property does not hold.

We note that the classical Cauchy integral formula in one complex variable is an immediate consequence of our new Bochner-Martinelli formula.
Corollary 2.11 If $\Omega \subset \mathbb{C}^n$ is bounded and has $C^1$ boundary and if $f \in C^1(\overline{\Omega})$ and $\overline{\partial}f = 0$ on $\Omega$, then

$$f(z) = \frac{1}{n W(n)} \int_{\partial \Omega} \frac{f(\zeta) \eta(\zeta - z)}{|\zeta - z|^{2n}} \wedge \omega(\zeta). \quad (2.11.1)$$

Corollary 2.12 In complex dimension 1, the last corollary says that

$$f(z) = \frac{1}{2\pi i} \oint_{\partial \Omega} \frac{f(\zeta)}{\zeta - z} d\zeta.$$

Corollary 2.11 is particularly interesting. Like the classical Cauchy formula, it gives a constructible integral reproducing formula that is the same on all domains. Unlike the classical Cauchy formula, its kernel is not holomorphic in the free variable $z$. This makes the Bochner-Martinelli formula of limited utility in constructing holomorphic functions.

We note that Corollary 2.11 holds for broader classes of holomorphic functions—such as the Hardy classes. One sees this by a simple limiting argument. See our discussion of $H^2$ below.

Now we turn to the development of the Szegő theory. Let $\Omega$ be a bounded domain in $\mathbb{C}$ or $\mathbb{C}^n$ with $C^1$ boundary. Define $A(\Omega)$ to be those functions which are continuous on $\overline{\Omega}$ and holomorphic on $\Omega$. Identify each element of $A(\Omega)$ with its boundary trace. Define $H^2(\Omega)$ to be the closure in the $L^2(\partial \Omega)$ norm of $A(\Omega)$. If $z \in \Omega$ is fixed then, by inspection of the formula in Corollary 2.11, and the Schwarz inequality,

$$|f(z)| \leq C \cdot \|f\|_{H^2(\Omega)}.$$

Thus we see that $H^2(\Omega)$ is a Hilbert space with reproducing kernel. We denote the kernel for this space by $S(z, \zeta)$.

Using the comment preceding Example 2.2 of Section 2, we can actually calculate the Szegő kernel on the disc. We first note that $\{z^j\}_{j=0}^\infty$ forms a basis for the Hilbert space $H^2(D)$. This follows from the standard theory of power series for holomorphic functions on $D$. It is orthogonal by parity. It is complete by the uniqueness of the power series expansion. With a simple calculation, we can normalize the basis to the complete orthonormal basis $\{1/\sqrt{2\pi z^j}\}_{j=0}^\infty$. Thus we see that

$$S(z, \zeta) = \sum_{j=0}^\infty \frac{1}{2\pi} z^j \zeta^j = \frac{1}{2\pi} \cdot \frac{1}{1 - z \cdot \zeta}.$$

Now it is instructive to write out the Szegő integral for a function in $A(D)$:

$$f(z) = \int_0^{2\pi} f(e^{i\theta}) \cdot \frac{1}{2\pi} \cdot \frac{1}{1 - z \cdot e^{-i\theta}} d\theta$$

$$= \frac{1}{2\pi i} \int_0^{2\pi} \frac{f(e^{i\theta})}{e^{i\theta} - z} \cdot i e^{i\theta} d\theta$$

$$= \frac{1}{2\pi i} \oint_{\partial D} \frac{f(\zeta)}{\zeta - z} d\zeta.$$
Thus we see that the canonical Szegö integral formula is in fact nothing other than the constructive Cauchy integral formula. But only on the disc!

We conclude this section by noting that the integral

$$Sg(z) = \int_{\partial\Omega} S(z, \zeta) g(\zeta) \, d\zeta$$

defines a projection from $L^2(\partial\Omega)$ to $H^2(\Omega)$. This is because the mapping is self-adjoint, idempotent, and fixes $H^2$. We call this mapping the Szegö projection. [Note that the Bergman projection is constructed similarly.]

### 3 Constructive Integral Formulas with Holomorphic Kernel

In one complex variable it is easy to construct integral formulas. The Cauchy formula is quite trivial to write down. And it is the same for any domain. One may also write down formulas on the ball and polydisc in $C^n$. After that things become complicated. Certainly one should mention here the classic work [HUA] in which the Bergman kernel is calculated for each of the Cartan bounded symmetric domains.

It was not until about 1970 that people found ways to write down integral reproducing formulas with holomorphic kernels in several complex variables. Here we discuss the idea. [It should be noted that both Bungart [BUN] and Gleason [GLE] proved some time ago—by abstract means—that reproducing kernels that are holomorphic in the free variable always exist. But their methods are nonconstructive, and the proofs quite abstract.]

Fix a non-negative integer $k$ and a strongly pseudoconvex domain $\Omega \subset \subset C^n$ with $C^{k+3}$ boundary. Let $\rho : C^n \rightarrow \mathbb{R}$ be a $C^{k+3}$ defining function for $\Omega$ with the property that it is strictly plurisubharmonic in a neighborhood of $\partial\Omega$. It is a standard fact (see [KRA2]), for which we do not provide the details, that the function (known as the Levi polynomial)

$$L : C^n \times C^n \rightarrow C$$
given by

$$L_P(z) = L(z, P) \equiv \rho(P) + \sum_{j=1}^{n} \frac{\partial \rho}{\partial z_j}(P)(z_j - P_j) + \frac{1}{2} \sum_{j,k=1}^{n} \frac{\partial^2 \rho(P)}{\partial z_j \partial z_k}(z_j - P_j)(z_k - P_k)$$

satisfies the following properties:

(3.1) For each $P \in C^n$, the function $z \mapsto L(z, P)$ is holomorphic (indeed, it is a polynomial);

(3.2) For each $z \in C^n$, the function $P \mapsto L(z, P)$ is $C^{k+1}$;

(3.3) For each $P \in \partial\Omega$, there is a neighborhood $U_P$ such that if $z \in \Omega \cap \{ w \in U_P : L_P(w) = 0 \}$, then $z = P$. 


Our goal is to remove the need to restrict to a small neighborhood of $P \in \partial \Omega$ (property (3.3)) while preserving properties (3.1)–(3.3). We proceed through a sequence of lemmas. Following Henkin, we use the notation

\[ \Omega_\delta = \{ z \in C^n : \rho(z) < \delta \}; \]
\[ U_\delta = \{ z \in C^n : |\rho(z)| < \delta \}, \quad \delta > 0. \]

Further, let us fix the following constants:

(3.4) Choose $\delta > 0$ and $\gamma > 0$ such that
\[ \sum_{j,k=1}^{n} \frac{\partial^2 \rho}{\partial z_j \partial \bar{z}_k}(P)w_j \bar{w}_k \geq \gamma |w|^2, \quad \text{all } P \in U_\delta, \text{ all } w \in C^n. \]

(3.5) Shrinking $\delta$ if necessary, we may select $\kappa > 0$ so that
\[ |\nabla \rho(z)| \geq \kappa \quad \text{for all } z \in U_\delta. \]

(3.6) With $\delta$ as above, let
\[ K = \sum_{|\alpha| + |\beta| \leq 3} \left\| \left( \frac{\partial}{\partial z} \right)^\alpha \left( \frac{\partial}{\partial \bar{z}} \right)^\beta \rho(z) \right\|_{L^\infty(U_\delta)}. \]

**Lemma 3.7** There is a $\lambda > 0$ such that, if $P \in \partial \Omega$ and $|z - P| < \lambda$, then
\[ 2\text{Re} L_P(z) \leq \rho(z) - \gamma |z - P|^2/2. \]

**Proof:** Let $\lambda = \frac{1}{2} \gamma/(K + 1)$. If $|z - P| < \lambda$, then
\[ \rho(z) = \rho(P) + 2\text{Re} L_P(z) + \sum_{j,k=1}^{n} \frac{\partial^2 \rho}{\partial z_j \partial \bar{z}_k}(P)(z_j - P_j)(\bar{z}_j - \bar{P}_j) + R_P(z), \]
where $R_P$ is the remainder term for Taylor’s formula. Therefore
\[ 2\text{Re} L_P(z) \leq \rho(z) - \sum_{j,k=1}^{n} \frac{\partial^2 \rho}{\partial z_j \partial \bar{z}_k}(P)(z_j - P_j)(\bar{z}_j - \bar{P}_k) + |R_P(z)| \]
\[ \leq \rho(z) - \gamma |z - P|^2 + (K |z - P|)^3 \]
\[ \leq \rho(z) - \gamma |z - P|^2/2. \]

**Lemma 3.8** Let $\epsilon = \gamma \lambda^2/20$. If $P \in \partial \Omega, z \in \Omega_\epsilon, \lambda/3 \leq |z - P| \leq 2\lambda/3$, then
\[ \text{Re} L_P(z) < 0. \]

**Proof:** With $z$ as in the hypotheses, we have by Lemma 3.7 that
\[ 2\text{Re} L_P(z) \leq \epsilon - \frac{\gamma \lambda^2}{20} = \frac{\lambda^2}{20} - \frac{\gamma \lambda^2}{18} < 0. \]

We may assume that $\epsilon < \lambda < \delta < 1$ (where $\delta$ is as in (3.4) and (3.5)). Let $\eta : \mathbb{R} \to [0,1]$ be a $C^\infty$ function that satisfies $\eta(x) = 0$ for $x \geq 2\lambda/3$ and $\eta(x) = 1$ for $x \leq \lambda/3$. 12
Lemma 3.9  Fix $P \in \partial \Omega$. The $(0,1)$ form
\[ f_P(z) = \begin{cases} -\overline{\partial}_z \{ \eta(|z-P|) \} \cdot \log L_P(z) & \text{if } |z-P| < \lambda, z \in \Omega_\epsilon \\ 0 & \text{if } |z-P| \geq \lambda, z \in \Omega_\epsilon \end{cases} \]
is well-defined (if we take the principal branch for logarithm) and has $C^\infty$ coefficients for $z \in \Omega_\epsilon$. If $z$ is fixed, then $f_P(z)$ depends $C^k$ on $P$. Finally, $\overline{\partial}_z f_P(z) = 0$ on $\Omega_\epsilon$. [One may note that this construction is valid even for $P$ sufficiently near $\partial \Omega$.]

**Proof:** On $\text{supp} (\overline{\partial} \eta(|z-P|))$, we have $\lambda/3 \leq |z-P| \leq 2\lambda/3$, so if $z$ is also in $\Omega_\epsilon$, then Lemma 3.8 applies and $\text{Re} L_P(z) < 0$. Therefore $\log L_P(z)$ makes sense. It follows that the form has $C^\infty$ coefficients for $|z-P| < \lambda$. When $|z-P| > 2\lambda/3$, we have $\overline{\partial}_z \{ \eta(|z-P|) \} \equiv 0$, so that $f_P(z)$ is smooth. Since $\log L_P(z)$ is holomorphic on $\text{supp} \overline{\partial}_z \eta(|z-P|)$, it follow that $\overline{\partial} f_P(z) = 0$ on all of $\Omega_\epsilon$. The fact that $f_P(z)$ depends $C^k$ on $P$ is clear since $L_P(z)$ does. \[ \square \]

Lemma 3.10 There is a $C^\infty$ function $u_P$ on $\Omega_\epsilon$ such that $\overline{\partial} u_P = f_P$.

**Proof:** Since $\epsilon < \delta$, we know that $\rho_\epsilon(z) \equiv \rho(z) - \epsilon$ is a defining function for $\Omega_\epsilon$; hence $\Omega_\epsilon$ is strongly pseudoconvex. By Hörmander’s existence theorem for the $\overline{\partial}$ equation (see [KRA2, Ch. 4]), such a function $u_P$ must exist. \[ \square \]

We now define
\[ \Phi(z, P) = \begin{cases} [\exp u_P(z)] \cdot L_P(z) & \text{if } |z-P| < \lambda/3 \\ \exp [u_P(z) + \eta(|z-P|) \log L_P(z)] & \text{if } \lambda/3 \leq |z-P| < \lambda \\ \exp(u_P(z)) & \text{if } \lambda \leq |z-P| \end{cases} \]

Notice that $\Phi$ is unambiguously defined. To study the properties of $\Phi$, we require two technical lemmas.

Lemma 3.11 If $U \subset \subset \subset U$ is any open set and $K \subset \subset U$, then any $u \in C^1(U)$ satisfies
\[ \sup_K |u| \leq C \left( \|u\|_{L^2(U)} + \|\overline{\partial} u\|_{L^\infty(U)} \right). \]

Here the constant $C$ depends on $U$ and $K$ but not on $u$.

**Proof:** Let $V \subset \subset U$ be a $C^1$ domain such that $K \subset \subset V$. Choose $\eta \in C^\infty_c(V)$ such that $\eta \equiv 1$ on $K$. Apply the full Bochner-Martinelli formula to the function $\eta u$ on $V$. Then the boundary term (the first term of the Bochner-Martinelli formula) vanishes and the desired estimate follows directly from the integrability of the kernel in the remaining term.

The reader who knows something about partial differential equations will note that this result also follows from the uniform ellipticity of the $\overline{\partial}$ operator on compact subsets of $U$. \[ \square \]
Corollary 3.12 Let $\Omega \subset \subset \mathbb{C}^n$ be pseudoconvex and $K \subset \subset \Omega$. Let $f$ be a $\overline{\partial}$-closed $(0,1)$ form with $C^1$ coefficients. If $u = Mf$ is the Hörmander solution to $\overline{\partial}u = f$ (see [KRA2, Ch. 4]), then we have

$$\|u\|_{L^\infty(\Omega)} \leq C\|f\|_{L^\infty(\Omega)},$$

where $C$ depends only on $K$ and $\Omega$ (and not on $f$ or $u$).

Proof: We shall not provide the details of this argument, but instead refer the reader to [KRA2, Ch. 5]. \qed

Proposition 3.13 Assume once more that $\Omega \subset \subset \mathbb{C}^n$ has $C^{k+3}$ boundary. Then $\Phi(\cdot, P)$ is holomorphic on $\Omega$. Also there is a $C > 0$, independent of $P$, such that for all $z \in \Omega_{\epsilon/2}$ we have

(7.1) if $|z - P| < \lambda/3$, then $|\Phi(z, P)| \geq C|L_P(z)|$;

(7.2) if $|z - P| \geq \lambda/3$, then $|\Phi(z, P)| \geq C$.

Proof: If $|z - P| \geq 2\lambda/3$, then $\Phi(z, P) = \exp u_P(z)$ and $\overline{\partial}_z\Phi(z, P) = (\exp u_P(z)) \cdot f_P(z) = 0$ by construction. If $\lambda/3 \leq |z - P| < 2\lambda/3$ then

$$\overline{\partial}_z\Phi(z, P) = \exp [u_P(z) + \eta(|z - P|) \log L_P(z)]$$

$$\cdot \{\overline{\partial}[u_P(z) + \eta(|z - P|) \log L_P(z)]\}$$

$$= \exp [u_P(z) + \eta(|z - P|) \log L_P(z)]$$

$$\cdot \{f_P(z) + \overline{\partial}\eta(|z - P|) \cdot \log L_P(z)\}$$

since $\log L_P(z)$ is holomorphic when $\lambda/3 \leq |z - P| < 2\lambda/3$. The last line is 0 by definition of $f_P$. The calculation for $|z - P| > \lambda/3$ is trivial. Hence we find that $\Phi_P$ is holomorphic in the $z$ variable, $z \in \Omega_{\epsilon}$.

For the estimate, notice that $f_P$ is bounded on $\Omega_{\epsilon}$, uniformly in $P$, so that $u_P$ is bounded on $\Omega_{\epsilon/2}$ uniformly in $P$ (by Corollary 3.12). So there is a $C' > 0$ such that $|\exp u_P(z)| \geq C'$. Thus

$$|\Phi(z, P)| = |\exp u_P(z)| \geq C' \text{ if } |z - P| \geq 2\lambda/3$$

and

$$|\Phi(z, P)| = |\exp u_P(z)| \cdot |L_P(z)| \geq C'|L_P(z)| \text{ if } |z - P| \leq \lambda/3.$$
Thus

\[ |L_P(z)| \geq \frac{11\gamma \lambda^2}{360}. \]

We conclude that, for \( \lambda/3 \leq |z - P| \leq 2\lambda/3, \)

\[ |\Phi(z,P)| \geq |\exp u_P(z)| \cdot |L_P(z)| \geq C''\gamma \lambda^2 \frac{1}{360}. \]

Now we would like to consider the smooth dependence of \( \Phi \) on \( P. \) The subtlety is that our construction of \( \Phi_P \) involved solving \( \overline{\partial} u_P = f_P \) so, in principle, it appears that we must check the smooth dependence of Hörmander’s solution operator on parameters. In fact this type of smooth dependence has been checked for various solutions of the \( \overline{\partial} \) problem (see [GRK1]). But, by using a little functional analysis, we may avoid such difficult calculations.

Now fix \( z \in \Omega. \) Let \( \theta \in C^\infty_c(\Omega) \) satisfy \( \theta(z) = 1 \). Let \( s > 2n. \) Let \( M^\theta \) be the right inverse to \( \overline{\partial}_0,0 \) (the Hörmander solution operator) for the pseudoconvex domain \( \Omega. \) Let notation be as in (3.4) through (3.6). Let \( \mu \) be in the dual space of \( W^s(\Omega, \phi_1) \) [naturally this dual space is just \( W^s(\Omega, \phi_1) \) itself]. Then

\[ \langle \mu, M^\theta f_P \rangle = \langle (M^\theta)^* \mu, f_P \rangle, \]

which depends \( C^k \) on \( P \) because \( f_P \) does.

**Proposition 3.14** The function \( \Phi(z,P) \) depends in a \( C^k \) fashion on \( P \) for fixed \( z \in \Omega. \)

**Proof:** Fix \( s > 2n \) and let \( \mu = e_z \) be the point evaluation functional on \( C(\Omega) \supseteq W^s(\Omega, \phi_1). \) Then, by the preceding discussion,

\[ \langle e_z, M^\theta f_P \rangle = (M^\theta f_P)(z) = u_P(z) \]

depends \( C^k \) on \( P. \) Therefore \( \Phi(z,P) \) itself depends \( C^k \) on \( P. \)

**Proposition 3.15** Let \( \Omega \subseteq \mathbb{C}^n \) be pseudoconvex. Let \( \Omega_k = \Omega \cap \{z \in \mathbb{C}^n : z_1, \ldots, z_k = 0\}, k = 1, \ldots, n. \) Let \( A_k(\Omega) = \{f \text{ holomorphic on } \Omega : f|_{\Omega_k} = 0\}. \)

Then there are linear operators

\[ Q_i^k : A_k(\Omega) \to \{f \text{ holomorphic on } \Omega\}, \quad i = 1, \ldots, k, \]

such that

\[ f(z) = \sum_{i=1}^{k} z_i \cdot (Q_i^k f)(z) \]

for all \( f \in A_k(\Omega). \)

**Remark 3.16** We are primarily interested in the proposition when \( k = n. \) However the proof is by induction on \( k. \)
Key in the proof that we are about to present is the following extension result. We cannot provide the detailed proof of this tool, but refer the reader to Section 5.1 of [KRA2].

**Theorem 3.17** Let \( \Omega \subseteq \mathbb{C}^n \) be pseudoconvex (no assumptions about boundary smoothness, or even boundedness, need be made). Let \( \omega = \Omega \cap \{ (z_1, \ldots, z_n) : z_n = 0 \} \). Let \( f : \omega \to \mathbb{C} \) satisfy the property that the map

\[
(z_1, \ldots, z_{n-1}) \mapsto f(z_1, \ldots, z_{n-1}, 0)
\]

is holomorphic on \( \widehat{\omega} = \{ (z_1, \ldots, z_{n-1}) : (z_1, \ldots, z_{n-1}, 0) \in \omega \} \). Then there is a holomorphic \( F : \Omega \to \mathbb{C} \) such that \( F|_\omega = f \). Indeed there is a linear operator

\[
E_{\omega, \Omega} : \{ \text{holomorphic functions on } \omega \} \to \{ \text{holomorphic functions on } \Omega \}
\]

such that \( (E_{\omega, \Omega} f)|_\omega = f \). The operator is continuous in the topology of normal convergence.

**Proof of the Proposition:** If \( k = 1 \) and \( n \) is arbitrary then the result follows by setting \( Q_1 f(z) = f(z)/z_1 \). Now suppose that the result has been proved for \( k = K - 1 \) and for any \( n \).

Let \( \widetilde{\Omega} = \{ z : z_K = 0 \} \). Let \( f \in A_K(\Omega) \). Then \( \widetilde{f} \equiv f|_{\widetilde{\Omega}} \in A_{K-1}(\widetilde{\Omega}) \). Therefore, by the inductive hypothesis,

\[
\widetilde{f}(z) = \sum_{i=1}^{K-1} z_i \cdot \left( \widetilde{Q}_i^{K-1} \widetilde{f} \right)(z), \quad z \in \widetilde{\Omega},
\]

where \( \widetilde{Q}_i^{K-1} \) are the operators assumed to exist on \( \widetilde{\Omega} \) for \( K - 1, n - 1 \).

Now we apply Theorem 3.17. Indeed we let

\[
Q_K^K(f)(z) = \frac{f(z) - \sum_{i=1}^{K-1} z_i \left( E_{\Omega, \Omega} \widetilde{Q}_i^{K-1} \widetilde{f} \right)(z)}{z_K}.
\]

This is well defined and holomorphic on \( \Omega \) since the expression in the numerator vanishes on \( \Omega \). Also, let

\[
Q_i^K f(z) = E_{\Omega, \Omega} \widetilde{Q}_i^{K-1} \widetilde{f}(z), \quad i = 1, \ldots, K - 1.
\]

By algebra, \( f(z) = \sum_{i=1}^{K} z_i \cdot Q_i^K f(z) \), all \( z \in \Omega \). The induction is now complete.

**Corollary 3.18** Let \( \Omega \subseteq \mathbb{C}^n \) be pseudoconvex. Then there are continuous linear operators

\[
T_i : \{ \text{holomorphic functions on } \Omega \} \to \{ \text{holomorphic functions on } \Omega \times \Omega \}
\]
such that, for any holomorphic $f : \Omega \to \mathbb{C}$, we have

$$f(z) - f(w) = \sum_{i=1}^{n} (z_i - w_i)T_i f(z, w), \quad \text{all } z, w \in \Omega.$$ 

**Proof:** Apply Proposition 3.15 to the function $F(z, w) = f(z) - f(w)$ on the domain $\Omega \times \Omega$ with coordinates

$$
\begin{align*}
z'_1 &= z_1 - w_1 \\
\vdots \\
z'_n &= z_n - w_n \\
z'_{n+1} &= z_1 \\
\vdots \\
z'_{2n} &= z_n.
\end{align*}
$$

The continuity will follow from the closed graph theorem. 

**Proposition 3.19 (Hefer’s Lemma)** Let $\Omega \subseteq \mathbb{C}^n$ be strongly pseudoconvex with $C^4$ boundary. Let $\Phi : \Omega_{\varepsilon/2} \times \partial \Omega \to \mathbb{C}$ be the $C^1$ singular function constructed above. Then we may write

$$\Phi(z, \zeta) = \sum_{i=1}^{n} (\zeta_i - z_i) \cdot P_i(z, \zeta), \quad z \in \Omega_{\varepsilon/2}, \quad \zeta \in \partial \Omega,$$

where each $P_i$ is holomorphic in $z \in \Omega_{\varepsilon/2}$ and $C^1$ in $\zeta \in \partial \Omega$.

**Proof:** Fix $\zeta \in \partial \Omega$. Apply Corollary 3.18 to the function $\Phi(\cdot, \zeta) = \Phi(\cdot, \zeta)$ on $\Omega_{\varepsilon/2}$. So

$$\Phi(z, \zeta) - \Phi(w, \zeta) = \sum_{i=1}^{n} (z_i - w_i) [(T_i \Phi)(z, w)].$$

Since this is true for all $w \in \Omega_{\varepsilon/2}$, we may set $w = \zeta \in \partial \Omega$ to obtain

$$\Phi(z, \zeta) = \sum_{i=1}^{n} (z_i - \zeta_i) [(T_i \Phi)(z, \zeta)] = \sum_{i=1}^{n} (\zeta_i - z_i) P_i(z, \zeta).$$

It remains to check that $P_i$ is $C^1$ in $\zeta$. For this, it is enough to verify that $(T_i \Phi)(z, w)$ is $C^1$ in $\zeta$. But, just as in the proof of Proposition 3.14, we let $e_{(z, w)}$ be the point evaluation functional on $\Omega \times \Omega$ and observe that

$$(T_i \Phi)(z, w) = \langle e_{(z, w)}, T_i \Phi \rangle = \langle T^*_i e_{(z, w)}, \Phi \rangle.$$ 

The last expression is $C^1$ in $\zeta$ by Proposition 3.14. 

We now quickly review the Cauchy-Fantappié formula. See [KRA2, Ch. 1] for the details.
Theorem 3.20 Let $\Omega \subset \subset \mathbb{C}^n$ be a domain with $C^1$ boundary. Let $w(z, \zeta) = (w_1(z, \zeta), \ldots, w_n(z, \zeta))$ be a $C^1$, vector-valued function on $\overline{\Omega} \times \overline{\Omega} \setminus \{$diagonal$\}$ that satisfies
\[ \sum_{j=1}^{n} w_j(z, \zeta)(\zeta_j - z_j) \equiv 1. \]
Then, using the notation from Section 2, we have for any $f \in C^1(\overline{\Omega}) \cap \{\text{holomorphic functions on } \Omega\}$ and any $z \in \Omega$ the formula
\[ f(z) = \frac{1}{nW(n)} \int_{\partial \Omega} f(\zeta) \eta(w) \wedge \omega(\zeta). \]
We see that the Cauchy-Fantappié formula is a direct generalization of the Bochner-Martinelli formula discussed above. Now we can give the punchline of this development.

Theorem 3.21 (Henkin [2]) Let $\Omega \subset \subset \mathbb{C}^n$ be a strongly pseudoconvex domain with $C^4$ boundary. Let $\Phi : \Omega \rightarrow \mathbb{C}$ be the Henkin singular function. Define $w_i(z, \zeta) = \frac{P_i(z, \zeta)}{\Phi(z, \zeta)}$, $i = 1, \ldots, n$. Here $P_i(z, \zeta)$ are as in Proposition 3.19. Just as in our earlier discussion, let
\[ \eta(w) = \sum_{i=1}^{n} (-1)^{i+1} w_i dw_1 \wedge \cdots \wedge dw_{i-1} \wedge dw_{i+1} \wedge \cdots \wedge dw_n \]
and
\[ \omega(\zeta) = d\zeta_1 \wedge \cdots \wedge d\zeta_n. \]
Then, for any $f \in C^1(\overline{\Omega}) \cap \{\text{holomorphic functions on } \Omega\}$, we have the integral representation
\[ f(z) = \int_{\partial \Omega} f(\zeta) \eta(w) \wedge \omega(\zeta). \]
Proof: The functions $w_i$ satisfy
\[ \sum_{i=1}^{n} w_i(z, \zeta)(\zeta_i - z_i) \equiv 1, \quad z \in \Omega, \quad \zeta \in \partial \Omega. \]
Now apply the Cauchy-Fantappié formula (see [KRA2, Ch. 5]).

Corollary 3.22 With notation as in the theorem, we have
\[ f(z) = \int_{\partial \Omega} f(\zeta) \frac{K(z, \zeta)}{\Phi_n(z, \zeta)} d\sigma(\zeta), \quad (3.22.1) \]
where $K : \Omega \times \partial \Omega$ is holomorphic in $z$ and continuous in $\zeta$. In fact, $K(z, \zeta)d\sigma(\zeta) = \eta(z) \wedge \omega(\zeta)$. 
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Proof: See [KRA2, Ch. 5].

Of course Corollary 3.22 gives us a constructive integral reproducing formula with kernel that is holomorphic in the free $z$ variable. This is a very useful device, and important for the function theory of several complex variables.

4 Asymptotic Expansion for the Canonical Kernel

C. Fefferman [FEF] made an important contribution in 1974 when he produced an asymptotic expansion for the Bergman kernel of a strongly pseudoconvex domain. Basically he was able to write

$$K(z, \zeta) = P(z, \zeta) + E(z, \zeta),$$

where $P$ (the principal term) is, in suitable local coordinates, the Bergman kernel of the ball and $E$ (the error term) is a term of strictly lower order (in some measurable sense). This powerful formula gives one a means for calculating mapping properties of the Bergman integral. Fefferman himself used the formula to calculate the boundary asymptotics of Bergman metric geodesics (for the purpose of proving the smooth boundary extension of biholomorphic mappings). Fefferman states in his paper—although the details have never been worked out—that there is a similar asymptotic expansion for the Szegő kernel of a strongly pseudoconvex domain.

At about the same time, Boutet de Monvel and Sjöstrand [BOS] used the technique of Fourier integral operators [HOR] to directly derive an asymptotic expansion for the Szegő kernel of a strongly pseudoconvex domain. This expansion is quite similar to Fefferman’s: there is a principal term, which in suitable local coordinates is the Szegő kernel of the ball, and there is an error term which is of lower order. It is not known whether the techniques of [BOS] can be used to derive an asymptotic expansion for the Bergman kernel.

The main purpose of the present paper is to consider another method, due to Kerzman and Stein, for deriving asymptotic expansions for the canonical kernels that is more elementary and uses less machinery. Fefferman’s rather complicated argument uses Kohn’s solution of the $\bar{\partial}$-Neumann problem as well as the theory of nonisotropic singular integrals. Boutet de Monvel and Sjöstrand’s argument uses the theory of Fourier integral operators. The method of Kerzman and Stein [KES] that we treat here uses only basic complex function theory and a little functional analysis.

At this time there are virtually no results about asymptotic expansions for the canonical kernels on weakly pseudoconvex domains. Some interesting partial results appear in [HAN], But see our Section 6 below.
5 The Relation Between Constructive Kernels and Canonical Kernels on Strongly Pseudo-convex Domains

The ideas that we present now have thus far only been developed on strongly pseudoconvex domains. It is an important open problem to determine how to carry out a similar program on finite type domains or more general domains.

In previous sections, we have defined the Szeg"o projection $S : L^2(\partial \Omega) \rightarrow H^2(\Omega)$. We also have a mapping $H : L^2(\partial \Omega) \rightarrow H^2(\Omega)$ that is determined by the Henkin kernel of Corollary 3.22. We note that $H$ defines a bounded operator from $L^2(\partial \Omega)$ to $H^2(\Omega)$ (the Hardy space—see [KRA, Chapter 8]) for the following reason.

It is known that $\partial \Omega$, when equipped with balls coming from the complex structure and the usual boundary area measure (see [NSW1], [NSW2]), is a space of homogeneous type in the sense of Coifman and Weiss [COW]. Further, it is straightforward to verify that the Henkin operator $H$ satisfies the hypotheses of the David-Journé $T^1$ theorem for spaces of homogeneous type (see [CHR] for a nice exposition of these ideas). Thus we may conclude that the Henkin operator maps $L^2(\partial \Omega)$ to $L^2(\partial \Omega)$. Since the Henkin kernel also obviously maps $L^2(\partial \Omega)$ to holomorphic functions, we may conclude that the Henkin integral maps $L^2(\partial \Omega)$ to $H^2(\Omega)$.

Now of course $S$, being a projection, is self-adjoint. So $S = S^*$. It is not at all true that $H = H^*$, but one may calculate (see below for the details) that $A \equiv H^* - H$ is small in a measurable sense.

We also have

$$HS = S,$$
$$SH^* = S,$$
$$SH = H,$$
$$H^*S = H^*.$$  

Let us discuss these four identities for a moment.

For the first, notice that $S$ is the projection onto $H^2$, and $H$ preserves holomorphic functions. So certainly $HS = S$. For the second, we calculate that

$$\langle SH^*x, y \rangle = \langle H^*x, Sy \rangle = \langle x, HSy \rangle = \langle x, Sy \rangle$$

(because $H$ preserves holomorphic functions) and thus $A = (Sx, y)$. Hence $SH^* = S$. For the third, notice that $H$ maps to the holomorphic functions, and $S$ preserves holomorphic functions. And, for the fourth, we calculate that

$$\langle H^*Sx, y \rangle = \langle Sx, Hy \rangle = \langle x, SHy \rangle = \langle x, Hy \rangle = \langle H^*x, y \rangle.$$  

In conclusion, $H^*S = H^*$.

Now we see that

$$SA = S(H^* - H) = SH^* - SH = S - H.$$

As a result,

$$S = H + SA$$
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so

\[ S(I - A) = H. \]

In conclusion,

\[ S = H(I - A)^{-1}. \]

If indeed we can show that \( A \) is norm small in a suitable sense, then \( (I - A)^{-1} \) is well defined by a Neumann series. Thus we may write

\[ S = H + HA + HA^2 + \cdots + HA^j + HA^{j+1} + \cdots. \]

Hence we have expressed the Szegő projection \( S \) as an asymptotic expansion in terms of the Henkin projection \( H \). By applying this asymptotic expansion to the Dirac delta mass, this last formula can be translated into saying that the Szegő kernel \( S \) can be written as an asymptotic expansion in terms of the Henkin kernel.

It should be noted that Ewa Ligocka [LIG] has shown that these same ideas may be applied to expand the Bergman kernel in an asymptotic expansion in terms of the Henkin kernel. We shall not treat the details of her argument here.

6 A version of the Kerzman/Stein Theorem on Finite Type Domains

Here we treat a version of the main result of [KES] on certain finite type domains. Since most of the steps follow [KES] rather closely, we shall outline much of the proof.

We shall concentrate in this section on a convex domain \( \Omega = \{ z : \rho(z) < 0 \} \) of finite type in \( C^2 \) (see [KRA2] for a thorough discussion of the concept of finite type). In particular, the construction of Henkin’s reproducing formula with holomorphic kernel as in Section 3 is straightforward for such domains. For one can let \( \Phi(z, P) \), for \( P \in \partial \Omega \), be given by

\[ \Phi(z, P) = \rho(P) + \sum_{j=1}^{n} \frac{\partial \rho}{\partial \zeta_j}(P)(z_j - P_j). \]

No construction of \( \Phi \) using the \( \overline{D} \) problem, as in Lemmas 3.10 and 3.12 and the discussion adhering thereto, is needed. And we also have no need for the quadratic terms that occur in the Levi polynomial as discussed at the beginning of Section 3.

As a consequence, there is no need for our Lemma 3.7 in this context, and Proposition 3.14 is automatic. Proposition 3.15 and Corollary 3.18 are true for all pseudoconvex domains, and Proposition 3.19 is immediate from our new definition of \( \Phi \). Thus we derive a suitable version of Theorem 3.21 and Corollary 3.22 in the present context. We note that Range [RAN1], [RAN2] has explored these ideas on domains of this type.
Now, looking at [KES], we see that a crucial ingredient is the function $g$ which is defined on page 202. In our context, the function $g$ is simply

$$g(z, \zeta) = \rho(\zeta) + \sum_{j=1}^{n} \frac{\partial \rho}{\partial z_j}(z_j - \zeta_j).$$

Then the key properties of $g$ enunciated in (2.1.6)–(2.1.10) of [KES] are immediate. Also, for us, the kernel of the operator $A$ will have the same form as in the paper [KES] of Kerzman and Stein. The only key difference is in the estimate from below on $|g(z, \zeta)|$. Whereas, for Kerzman and Stein, the estimate is

$$|g(z, \zeta)| \geq C \left[ \text{dist}(z, \partial \Omega) + c|\zeta - z|^2 \right],$$

(6.1) for us it is

$$|g(z, \zeta)| \geq C \left[ \text{dist}(z, \partial \Omega) + c|\zeta - z|^{2m} \right].$$

(6.2)

Here $m$ comes from the inequality

$$\rho(\zeta + \tau) \geq C|\tau|^{2m}$$

(6.3) for $\tau$ a complex tangent vector at $\zeta \in \partial \Omega$. And it is plain that (6.3) holds because the domain $\Omega$ is of finite type in $C^2$. These ideas are discussed in detail in [RAN1] and [RAN2].

It is plain to see that the estimate in (6.2) is not as favorable as the one (6.1) that Kerzman and Stein got to deal with in the strongly pseudoconvex case. But we have the advantage that the boundary of our domain $\Omega$ has a different geometry. For any given boundary point $\zeta \in \partial \Omega$, we have the inequality (6.3), which says that the boundary is $m$th-order flat at $\zeta$. Thus one can analyze the expressions

$$\frac{\phi(z)}{|g(\zeta, z)|^n}$$

just as in [KES], and use the methods of [KRA1], to find that the kernel of $H$ is of weak type 1 in the $z$ variable, for each fixed value of $\zeta$. And also of weak type 1 in the $\zeta$ variable, for each fixed value of $z$.

It follows then, because of (2.1.8) and (2.2.2) in [KES], that the kernel of $A$ is in fact of weak type $1 + \delta$, some $\delta > 0$, in the variable $z$ for each fixed value of $\zeta$. And it is of weak type $1 + \delta$ in the variable $\zeta$, for each fixed value of $z$ (it can also be useful here to use nonisotropic polar coordinates—see [FOS]).

Thanks to a nice lemma of Folland and Stein (which is presented in detail in [KRA3, Theorem 9.7.7]), we then know that the operator $A$ maps $L^p$ to $L^{p+\epsilon}$, some $\epsilon > 0$ (where $\epsilon$ depends in an explicit fashion on $\delta$).

But, more importantly, we can make the following analysis. For $\lambda > 0$, we can define a fractional differential operator of order $1 - \lambda$ by

$$D^\lambda f(x) = (-\Delta)^{1/2} \left( \int \frac{f(t)}{|x-t|^{N-(1-\lambda)}} \, dt \right).$$
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Here $\triangle$ is the usual Euclidean Laplacian, and the fractional power is calculated using the Fourier transform. Correspondingly, we let the fractional integration operator of order $\mu$ be given by

$$I^\mu f(x) = \int \frac{f(t)}{|x-t|^{N-\mu}} dt.$$  

Of course, in practice, we would define these operators on a coordinate patch in $\partial \Omega$.

It is easy to check, using elementary Fourier analysis, that $I^\mu \circ D^\lambda = \text{id}$ precisely when $\lambda = \mu$ (and of course $0 < \lambda < 1$, $0 < \mu < 1$).

Now we can write

$$A = I^\lambda \circ D^\lambda \circ A = I^\lambda \circ (D^\lambda \circ A).$$

Here $\lambda$ is chosen to be quite small relative to $\epsilon$. Denote the operator in parentheses on the right of this last formula by $T^\lambda$. So

$$A = I^\lambda \circ T^\lambda.$$ 

If $\lambda$ is small enough and positive, then the kernel of $T^\lambda$ will be of weak type $1 + \delta/2$ in each variable. So it will certainly map $L^p$ at least to $L^p$, and in fact to a higher-order Lebesgue space. And certainly $I^\lambda$ will map $L^2$ to a Sobolev space of positive order. As a result (and Kerzman/Stein discuss this point in some detail in their paper), by Rellich’s lemma, $A$ is a compact operator on $L^2$.

It follows then that the asymptotic expansion of $S$ in terms of $H$ given by formula (*) is a valid, convergent expansion. And that is what we wished to prove.

We conclude by noting that the paper [KES] makes decisive use of the Heisenberg group approximation technique introduced in [FOS] in order to obtain these last results about the mapping properties of $A$. In the finite type case, one might consider using the ideas in [ROS] to imitate those arguments. We have taken a different approach to the matter in the present paper.

7 Concluding Remarks

It is a matter of definite interest to be able to expand the canonical, but non-explicit, Szegő kernel in terms of a more explicit kernel like the Henkin kernel. Until now, this expansion had only been achieved on strongly pseudoconvex domains. We have indicated here a way to perform the procedure on a class of finite type domains in $\mathbb{C}^2$. One might anticipate that the result ought to be true on all finite type domains in any dimension. Of course the analytic difficulties attendant to obtaining such a result are rather formidable.

We hope to explore the matter in future papers.
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