Do we need Feynman diagrams for higher order perturbation theory?
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We compute the two loop and three loop corrections to the beta function for Yang Mills theories in the background gauge field method and using the background gauge field as the only source. The calculations are based on the separation of the one loop effective potential into zero and positive modes contributions and are entirely analytical. No two or three loop Feynman diagrams are considered in the process.
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I. INTRODUCTION

The instanton approach for $SU(N)$ gauge theories with or without fermions has been initiated by ’t Hooft [1] and further developed in [2] and [3]. In this method the separation of quantum degrees of freedom into zero modes (spin dependent) and positive modes (spin independent) is crucial. Moreover the so called zero modes have an "antiscreening" effect which is ultimately responsible for asymptotic freedom. The presence of fermions has an opposite effect. In [4] we suggest that in essence the magnetic properties of the QCD vacuum play a decisive role in the chiral symmetry breaking. Furthermore we show in [5] that in the process of gluino decoupling from supersymmetric QCD separation into zero and positive modes is very important.

A very useful method for computing beta functions for the gauge coupling constant is the background gauge field method [6] which is based on the decomposition of the gauge field into a background gauge field and a fluctuating field, the quantum gauge field. Even from the dawn of this method the background gauge field was regarded as an alternate source. However the regular sources $J(x)$ and $\eta(x)$, $\eta'(x)$ (corresponding to the quantum gauge fields and ghost respectively) are introduced and one uses the conventional functional formalism to derive beta function or other loop corrections. The reason is simple; the background gauge field does not couple linearly to the other fields (as linear terms are canceled) and it is not obvious how one can compute simply Green functions with the background gauge field as a source.

In the present work we determine the two and three loop contributions to the beta function for Yang Mills theories using the background gauge field as the only source present in the functional formalism. Of course the beta function is known up to the fourth order [7] in the MS scheme so our main interest lies in the method that we introduce and the possibility for that to be developed for higher orders. We rely on the well-known result of the one loop effective potential (derived either in the perturbative or in the instanton approach) and on the decomposition of the one loop operators into spin dependent and spin independent operators corresponding to each field. Our derivation is entirely based on an analytic functional approach that does not involve the computation of any two or three loop Feynman diagrams.

II. THE ONE LOOP EFFECTIVE POTENTIAL

The Yang Mills Lagrangian in the background gauge field method (where the gauge field is separated into $B_\mu^a + A_\mu^a$ and $B_\mu^a$ is the background gauge field) has the expression:

$$\mathcal{L} = \frac{1}{4g^2}[F_{\mu\nu}^a + D_\mu A_\nu^a - D_\nu A_\mu^a + f^{abc}A_b^\mu A_c^\nu]^2 - \frac{1}{2g^2}(D_\mu A_\mu^a)^2 + \bar{c}^a(-D^2)^{ac} - D_\mu f^{abc}A_b^\mu c^c$$  (1)

This lagrangian contains quantum gauge fields $A_\mu^a$ and ghosts $c^a$, $\bar{c}^a$ and can be separated into a quadratic contribution and a higher order one [8].
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The quadratic operator has the expression,
\[
L_2 = -\frac{1}{2g^2}[A_\mu^a(-(D^2)^{ac}\gamma^{\mu\nu} - 2f^{abc}F_{\mu\nu}^b)A_\nu^c] + \bar{c}^a(-(D^2)^{ac})c^c
\]  
(2)
and can be decomposed as in:
\[
-\frac{1}{2g^2}[-(D^2)^{ac} - 2f^{abc}F^b_{\mu\nu}] = -\frac{1}{2g^2}[-\partial^2 + \Delta^1 + \Delta^2 + \Delta^J] = -\frac{1}{2g^2}\Delta,
\]
(3)
where \(\Delta^1 + \Delta^2\) is a spin independent operator and \(\Delta^J\) is a spin dependent operator,
\[
\begin{align*}
\Delta^1 &= i[\partial^\mu B^b_{\mu}f^{abc} + B^b_{\mu}f^{abc}\partial^\mu] \\
\Delta^2 &= B^{a\mu\nu}B^b_{\mu\nu}b^b \\
\Delta^J &= -2f^{abc}F^b_{\mu\nu}.
\end{align*}
\]
(4)
No spin dependent operator acts on ghosts.
The one loop effective potential for a Yang Mills theory is obtained by computing,
\[
\exp[i\Gamma[B]] = \exp[i \int d^4x[-\frac{1}{4g^2}(F_{\mu\nu}^a)^2][\text{det}(\Delta_{G,1})]^{-1/2}\text{det}(\Delta_{G,0}),
\]
(5)
where \(\Delta_{G,1}\) refers to the gauge fields and \(\Delta_{G,0}\) to the ghost fields. This leads to:
\[
\Gamma[B] = -\frac{1}{4} \int d^4x(F_{\mu\nu}^a)^2 + \frac{1}{2} \ln[\text{det}(\Delta_{G,1})] - \ln[\text{det}(\Delta_{G,0})].
\]
(6)
The logarithms are then expanded as in:
\[
\ln \text{det} \Delta_{r,j} = \ln \text{det}(-\partial^2) + Tr[(-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_J) - \frac{1}{2}(-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_J)(-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_J) + ...].
\]
(7)
In Eq (7) the operator \((-\partial^2)^{-1}\) should be simply regarded as Feynman operators. For example,
\[
Tr[(-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_J)(-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_J)] \approx Tr \int \int d^4xd^4yS(x - y)(\Delta_1 + \Delta_2 + \Delta_J)(x)S(y - x)(\Delta_1 + \Delta_2 + \Delta_J)(y),
\]
(8)
where \(S(x - y)\) is the Feynman propagator.
Each operator \(\Delta\) has the decomposition from Eq (4) with the following calculated contribution to the one loop effective potential:
\[
\begin{align*}
-\frac{1}{4g^2} \int d^4x(F_{\mu\nu}^a)^2 &\rightarrow -\frac{1}{4}[-4N \ln \frac{M^2}{k^2}] \int d^4x(F_{\mu\nu}^a)^2 \text{ zero modes contribution for quantum gauge fields} \\
-\frac{1}{4g^2} \int d^4x(F_{\mu\nu}^a)^2 &\rightarrow -\frac{1}{2}[\frac{2}{3}N \ln \frac{M^2}{k^2}] \int d^4x(F_{\mu\nu}^a)^2 \text{ positive modes contribution for quantum gauge fields} \\
-\frac{1}{4g^2} \int d^4x(F_{\mu\nu}^a)^2 &\rightarrow -\frac{1}{4} \int \frac{1}{3}N \ln \frac{M^2}{k^2} \int d^4x(F_{\mu\nu}^a)^2 \text{ positive modes contribution for ghost fields}.
\end{align*}
\]
(9)
However it is more convenient for us to represent these results as,
\[
\begin{align*}
\ln[\text{det}(\Delta^1 + \Delta^2)_{G,1}] &= \frac{1}{3}NX \int d^4x(F_{\mu\nu}^a)^2 \\
\ln[\text{det}(\Delta^J)_{G,1}] &= -2NX \int d^4x(F_{\mu\nu}^a)^2 \\
\ln[\text{det}(\Delta^1 + \Delta^2)_{G,0}] &= \frac{1}{12}NX \int d^4x(F_{\mu\nu}^a)^2.
\end{align*}
\]
(10)
Here X is the regularized part of the one loop integral (see Eq [53] in Section VI).
III. THE METHOD

In order to obtain higher order corrections to the beta function we need to expand in the trilinear and quadrilinear terms in the Lagrangian. These are summarized below:

\[ L_{3,4} = -\frac{1}{2g^2}(D_\mu A_\nu^a - D_\nu A_\mu^a) f^{abc} A^b_\mu A^{c\nu} - \]
\[ -\frac{1}{4g^2} f^{abc} f^{ade} A^b_\mu A^c_\nu A^{dm} A^{en} + \bar{e}^a (-D_\mu f^{abc} A^b_\mu) e^c \]  

(11)

Then the effective action reduces to:

\[ e^{[B]} = \int DADc \exp[i \int d^4x (L + L_{ct})] = \]
\[ = \int DADc \exp[i \int d^4x \left[ -\frac{1}{4g^2} (F_{\mu\nu}^a)^2 + L_{ct} + L_2 + L_{3,4} \right]] = \]
\[ = \int DADc \exp[i \int d^4x \left[ -\frac{1}{4g^2} (F_{\mu\nu}^a)^2 + L_2 + L_{ct} \right]] \]
\[ \times [1 + i \int d^4x L_{3,4} - \frac{1}{2} \int \int d^4x d^4y L_{3,4}(x) L_{3,4}(y) + ....] \]  

(12)

where \( L_{ct} \) is the counterterm Lagrangian.

We plan to compute two or three loop contributions to the beta function using a simple novel procedure which uses the background gauge field as the only source in the functional approach. For that we denote:

\[ L_4 = -\frac{1}{4g^2} f^{abc} f^{ade} A^b_\mu A^c_\nu A^{dm} A^{en} \]
\[ L_{3a} = -\frac{1}{g^2} D_\mu A_\nu^a f^{abc} A^{b\mu} A^{c\nu} \]
\[ L_{3b} = \bar{e}^a (-D_\mu f^{abc} A^b_\mu) e^c . \]  

(13)

The two loop expansion contains the terms:

\[ i \int d^4x L_4 \]
\[ -\frac{1}{2} \int \int d^4x d^4y L_{3a}(x) L_{3a}(y) \]
\[ -\frac{1}{2} \int \int d^4x d^4y L_{3b}(x) L_{3b}(y) \]
\[ - \int \int d^4x d^4y L_{3a}(x) L_{3b}(y) . \]  

(14)

The three loop corrections come from the terms:

\[ -\frac{1}{2} \int \int d^4x d^4y L_4(x) L_4(y) \]
\[ -\frac{i}{2} \int \int \int d^4x d^4y d^4z L_{3a}(x) L_{3a}(y) L_4(z) \]
\[ -\frac{i}{2} \int \int \int d^4x d^4y d^4z L_{3b}(x) L_{3b}(y) L_4(z) \]
\[ -i \int \int \int d^4x d^4y d^4z L_{3a}(x) L_{3b}(y) L_4(z) \]
\[ +\frac{1}{24} \int \int \int d^4x d^4y d^4z d^4u L_{3a}(x) L_{3a}(y) L_{3a}(z) L_{3a}(u) \]
\[ +\frac{1}{24} \int \int \int d^4x d^4y d^4z d^4u L_{3b}(x) L_{3b}(y) L_{3b}(z) L_{3b}(u) \]
It turns out that in the expansion \(14\) and \(15\) of the lagrangian all combinations of terms that appear can be also decomposed into spin dependent and spin independent factors that can be obtained by suitable differentiation of the corresponding quadratic operators.

Before proceeding further we need to revise the rules of differentiation and integration in a general functional formalism and specifically for our case. Note that we are dealing only with gaussian integrals and their derivatives. We start with the simple formula:

\[
\prod_k \int d\xi_k \text{exp}[\xi_i B_{ij} \xi_j] = \prod_k \int dx_k \text{exp}[-b_i x_i^2] = \prod_i \sqrt{\frac{\pi}{b_i}} = \text{const}[\text{det} B]^{-1/2}
\]

In what follows we will drop the constant factors.

We extend this to a slightly more complicated case; assume the following:

\[
\prod_k \int d\xi_k \text{exp}[\xi_i B_{ij} \xi_j]\text{exp}[\xi_i D_{ij} \xi_j] = \prod_i \sqrt{\frac{\pi}{\text{det}(B + D)}}
\]

Note that B and D correspond in our case to the spin dependent and spin independent operators respectively in the quadratic part of the Lagrangian. Let us now differentiate one of the above factors with respect to a quantity (In the end this \(H_m\) will be the background gauge field tensor or any component of it).

\[
\frac{\delta}{\delta H_m} \prod_k \int d\xi_k \text{exp}[\xi_i B_{ij} \xi_j]\text{exp}[\xi_i D_{ij} \xi_j] = -\frac{1}{2} [\text{det}(B + D)]^{-1/2} \sum_{i,j} \frac{\partial D_{ij}}{\partial H_m} (D + B)_{ji} = -\frac{1}{2} [\text{det}(B + D)]^{-1/2} \sum_i \frac{\delta d_i}{\delta H_m} \frac{1}{b_i + d_i}
\]

Here we assumed that the operators B and D are diagonalized by the same unitary operators in the functional formalism and that \(b_i\) and \(d_i\) are their eigenmodes. This is true provided that the one loop effective potential does not contain gauge invariants of order higher than two in the gauge tensor (see section IV for the proof).

We need to compute higher order derivatives of various types:

\[
\frac{\delta}{\delta H_p} \prod_k \int d\xi_k \text{exp}[\xi_i B_{ij} \xi_j]\text{exp}[\xi_i D_{ij} \xi_j] = \frac{\delta^2}{\delta H_m \delta H_n} \prod_k \int d\xi_k \text{exp}[\xi_i B_{ij} \xi_j]\text{exp}[\xi_i D_{ij} \xi_j] = \frac{\delta^2}{\delta H_m \delta H_n} \prod_k \int d\xi_k \text{exp}[\xi_i B_{ij} \xi_j]\text{exp}[\xi_i D_{ij} \xi_j]
\]

Furthermore,

\[
\prod_k \int d\xi_k \frac{\delta}{\delta H_p} \text{exp}[\xi_i B_{ij} \xi_j]\text{exp}[\xi_i D_{ij} \xi_j] = \frac{1}{4 (b_i + d_i)^2 (b_j + d_j)} \delta_{ij} + \frac{1}{2 (b_i + d_i)^2} \delta_{ij} \delta_{ik}
\]
We treat separately the ghost terms. Thus,

$$\prod_k \int d\theta_k d\theta_k^* \exp[\theta_k^* C_{ij} \theta_j] = \prod_k \int dz_i dz_i^* \exp[-c_i |z_i|^2] = \prod_i c_i = \text{det}[C]$$

(21)

from which we can deduce,

$$\prod_k \int d\theta_k d\theta_k^* \frac{\delta}{\delta H_m} \exp[\theta_k^* C_{ij} \theta_i] = \prod_k \int dz_k dz_k^* \frac{\delta}{\delta H_m} \exp[-z_k^* c_i z_i] = \frac{\delta c_i}{\delta H_m c_i} \prod_k [1 + \sum_j \frac{\delta c_j}{\delta H_m c_i} [1 - c_i c_j] !] \prod_k c_k]$$

(22)

and further,

$$\prod_k \int d\theta_k d\theta_k^* \frac{\delta^2}{\delta H_m \delta H_n} \exp[\theta_k^* C_{ij} \theta_i] = \prod_k \int dz_k dz_k^* \frac{\delta^2}{\delta H_m \delta H_n} \exp[-z_k^* c_i z_i] =$$

$$\frac{\delta^2 c_i}{\delta H_m \delta H_n c_i} \prod_k [1 + \sum_j \frac{\delta c_j}{\delta H_m c_i} [1 - c_i c_j] !] \prod_k c_k]$$.

(23)

In general higher order derivatives will appear as one increases the order in perturbation theory. All of them can be easily computed along the same line.

We will assume for the moment that the one loop effective potential contains only terms proportional to the square of the gauge tensor. In order to better illustrate the method we compute in detail the simplest contribution to the two loop beta function, that coming from the quadrilinear term in Eq(14):

$$\int \mathcal{D}A \frac{-i}{4g^2} f^{abc} f^{ade} A^b_{\mu} A^c_{\nu} A^{dm} A^{ev} \exp\left[i \int d^4 x \left[ \frac{1}{2} (F_{\mu\nu}^a)^2 + \mathcal{L}_2 \right] \right]$$

(24)

The correct structure can be obtained from:

$$\int \mathcal{D}A \frac{g^2}{4} \int d^4 x d^4 y \delta(x - y) \frac{\delta^2}{\delta F_{\mu\nu}^a(x) \delta F_{\rho\sigma}^b(y)} \exp\left[i \int d^4 x \frac{i}{g^2} f^{abc} F_{\mu\nu}^b \left( A^c_{\mu} A^{\nu} \right) \right] =$$

$$= \int \mathcal{D}A \frac{-i}{4g^2} f^{abc} f^{ade} A^b_{\mu} A^c_{\nu} A^{dm} A^{ev} \exp\left[i \int d^4 x \frac{i}{g^2} f^{abc} F_{\mu\nu}^b A^c_{\mu} A^e_{\nu} \right]$$

(25)

so it is clear that this operator comes only from the spin dependent part in the one loop effective potential. We apply Eq (19). The contribution multiplying $\frac{\delta d_{mn}}{\delta H_m \delta H_n}$ is clearly coming only from

$$\frac{\delta \exp[k_1 \int d^4 u (F_{\mu\nu}^a)^2(u)]}{\delta F_{\rho\sigma}^b(x)} \times \frac{\delta \exp[k_1 \int d^4 u (F_{\mu\nu}^a)^2(u)]}{\delta F_{\rho\sigma}^b(y)} = 4k_1^2 F_{\rho\sigma}^b F_{\rho\sigma}^b$$

(26)

and depends only on the first term in the exponential. The second type of terms are stemming from $\frac{\delta d_{mn}}{\delta H_m \delta H_n}$ and they may involve besides the term similar to that in Eq (26) another contribution:

$$\int d^4 x d^4 y \delta(x - y) \frac{\delta^2}{\delta F_{\rho\sigma}^b(x) \delta F_{\rho\sigma}^b(y)} [k_1 \int d^4 u (F_{\mu\nu}^a)^2(u)] \times \exp[k_1 \int d^4 u (F_{\mu\nu}^a)^2(u)] =$$

$$= \int d^4 x d^4 y \delta(x - y) [2k_1 \delta(x - y)] \times \exp[k_1 \int d^4 u (F_{\mu\nu}^a)^2(u)]$$

(27)

Let us show that terms of the type,

$$\int d^4 x d^4 y \delta(x - y) [2k_1 \delta(x - y)] \times \exp[k_1 \int d^4 x F(x)^2]$$

(28)

should be disregarded. For that we rewrite Eq (28) as,

$$\int \int d^4 x d^4 y \delta(x - y) \frac{\partial^2}{\partial F_{\rho\sigma}^b \partial F_{\rho\sigma}^b} \left[ \int \int d^4 u d^4 v \Delta_j(u) S(u - v) \Delta_j(v) S(v - u) \right] \approx$$

$$\approx \int \int d^4 x d^4 y \delta(x - y) S(x - y) S(y - x) = \int d^4 x S(x - x) S(x - x).$$

(29)
It is clear that this leads to bubble diagrams not connected to any external legs such that they do not contribute to the beta function. In what follows we will apply quite often this result especially for the three loop case where conveniently a number of terms will be dropped for this very reason. However we should note that there is no one to one correspondence between our approach and the standard functional formalism and one cannot just simply replace delta function by propagators in order to find the relation between the two of them.

Finally one finds the correct answer for the quadrilinear contribution.

\[
\int \mathcal{D}A \frac{-i}{4g^2} f^{abc} f^{ade} A^b_\mu A^c_\nu A^d_\rho A^e_\sigma \exp[i \int d^4x \left[- \frac{1}{4g^2}(F_{\mu\nu})^2 + \mathcal{L}_2\right] =
\]

\[
i g^2 \left[- \frac{1}{8} \int d^4x d^4y \delta(x-y) \frac{\delta^2}{\delta F_{\mu\nu}^b(x) \delta F_{\rho\sigma}^b(y)} \exp[-2NX \int d^4z F^2(z)] \exp[\frac{5}{3} NX \int d^4z F^2(z)] +
\]

\[
+ \int d^4x d^4y \delta(x-y) \frac{3}{16} \frac{\delta}{\delta F_{\mu\nu}^b(x)} \exp[-2NX \int d^4z F^2(z)] \times \exp[\frac{10}{3} NX \int d^4z F^2(z)] \times
\]

\[
\times \frac{\delta}{\delta F_{\mu\nu}^b(x)} \exp[-2NX \int d^4z F^2(z)] \times \text{one loop contribution}
\]

\[
= ig^2 X^2 N^2 \int d^4z F^2(z) \times \text{one loop contribution} \times \exp[-\frac{1}{3} NX \int d^4z F^2(z)][1 + ...].
\] (30)

IV. INDEPENDENCE OF OPERATORS

In the previous section we used heavily the fact that the operators B and D which correspond to the spin dependent and respectively spin independent quadratic operators in the Lagrangian can be diagonalized by the same unitary matrix. Since the mixing of these operators can appear only from higher order gauge invariants it is proportional to the square of the gauge tensor the spin dependent and spin independent can be diagonalized by the same unitary matrix. Where the contribution \((-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_j)\) in the expansion is zero if one consider only terms proportional to the square of the gauge tensor.

It is quite safe to state that if the one loop effective potential contains only gauge invariants of order two (i.e. proportional to the square of the gauge tensor) the spin dependent and spin independent can be diagonalized by the same unitary matrix. Since the mixing of these operators can appear only from higher order gauge invariants it is our task to show that higher order correction to the beta function cannot appear in our approach from these kind of terms (which in the Feynman diagram language correspond to one loop diagrams with more than two external legs).

In order to do that we will use as example Eq (26) which, if we eliminate the assumption of simultaneous diagonalization, contains terms of the type:

\[
\frac{\partial B_{ij}}{\partial H_p} (-\partial^2 + B + D)^{-1} \frac{\partial D_{kl}}{\partial H_m} (-\partial^2 + B + D)^{-1}
\]

\[
\frac{\partial B_{ij}}{\partial H_p} (-\partial^2 + B + D)^{-1} \frac{\partial D_{kl}}{\partial H_m} (-\partial^2 + B + D)^{-1} \frac{\partial D_{rs}}{\partial H_n} (-\partial^2 + B + D)^{-1}
\]

Here \(B = \Delta_1 + \Delta_2\) and \(D = \Delta_j\). Then,

\[
(-\partial^2 + \Delta_1 + \Delta_2 + \Delta_j)^{-1} = \frac{(-\partial^2)^{-1}}{1 + (-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_j)} =
\]

\[
= (-\partial^2)^{-1} \left[ 1 - (-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_j) + (-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_j)(-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_j) + \ldots \right]
\] (33)

From Eq (26) which must be of order \(F^2\) in the gauge tensor one can deduce that the expansion \(35\) should contains at most the second order term in \(\Delta_1 + \Delta_2 + \Delta_j\). Let us assume that for example \((-\partial^2 + B + D)^{-1}_{ij}\) contains the term \((\Delta_1 + \Delta_2 + \Delta_j)^2\). Then the other terms will be simply propagators and the second equation in \(32\) will become:

\[
Tr[\frac{\partial B}{\partial H_m} (-\partial^2)^{-1}((-\partial^2)^{-1}((\Delta_1 + \Delta_2 + \Delta_j)^2))] \times Tr[\frac{\partial D}{\partial H_n} (-\partial^2)^{-1}] Tr[\frac{\partial D}{\partial H_p} (-\partial^2)^{-1}]
\] (34)
But \( Tr(D) = Tr(\Delta_1 + \Delta_2) = Tr(\Delta_2) \) and in our derivation \( H_m \) is just a component of the background gauge field. The corresponding term will thus not contribute since it is of an order higher than two in the gauge tensor. However in the first line of Eq (32) the factor \( Tr[\frac{\partial^2 D}{\partial H^a \partial H^b}] \) could contribute but it would lead to a delta function which in the full result gives a wrong space time structure (disconnected diagrams) (see Eq (33)). If on the other hand \( (-\partial^2 + B + D)^{-1} \) contains the term \((\Delta_1 + \Delta_2 + \Delta_j)^2\) then we would obtain \( Tr(B) = Tr(\Delta_j) = 0 \). Although illustrated for a particular case the result is quite general since these represent all types of terms that can appear. This means that the inverse of the operator \((\partial^2 + \Delta_1 + \Delta_2 + \Delta_j)^{-1}\) does not contain in its expansion (33) any term proportional to \( B^2 \) where \( B \) is the background gauge field. Then

\[
Q = 1 + (-\partial^2)^{-1}(\Delta_1 + \Delta_2 + \Delta_j)
Q^{-1} = 1 - (\partial^2)^{-1}(\Delta_1 + \Delta_j)
\]

\[
\det[Q] = \exp[Tr[(-\partial^2)^{-1}\Delta_2 - \frac{1}{2}((\partial^2)^{-1}\Delta_1)^2 - \frac{1}{2}((\partial^2)^{-1}\Delta_j)^2 + ...]]
\]

\[
\frac{d\det Q}{dB} = \det QTr[Q^{-1}\frac{dB}{dQ}]
= \det QTr[(-\partial^2)^{-1}\frac{d\Delta_2}{dB} - (-\partial^2)^{-1}\Delta_1(-\partial^2)^{-1}\frac{d\Delta_1}{dB} - (-\partial^2)^{-1}\Delta_j(-\partial^2)^{-1}\frac{d\Delta_j}{dB}]
\]

Note that the differentiation of the operator in the third line leads to the result in the fifth line only and only if the one loop effective potential contains only terms at most proportional to the square of the gauge tensor and not to higher order ones. But in this case the spin independent operator and the spin dependent one can be diagonalized simultaneously. This result is applicable in each order of perturbation theory and simplifies our calculations considerably. From this point on we will not need anymore the analogy with the standard functional approach and we will proceed with our method to compute the two and three loop correction to the beta function.

V. THE TRILINEAR PURE GAUGE TERM

This term corresponds to:

\[
-\frac{1}{2}g^2[\int d^4x(A^{au}D_\rho A^\rho_c A^{mb} f^{acmn})(x) \int d^4y(A^{dm} D_\sigma A^{\sigma}_e A^{nse} f^{den})(y)] \exp[i \int d^4x[-\frac{1}{4g^2}(F^{a}_{\mu\nu})^2 + L_2]]
\]

It is simpler in this case to work with the gauge tensor \( F^{a}_{\mu\nu} t^a \) where \( t^a \) is the generator in the adjoint representation such that,

\[
Tr(F^{a}_{\mu\nu} t^a F^{a_{\mu\nu}} t^a) = N F^{a}_{\mu\nu} F^{a_{\mu\nu}}
\]

and \( B^a = b^{\mu\nu} t^a \).

First we notice that the part of the term in Eq (36) that contains covariant derivatives can be easily derived from the spin independent quadratic operator in accordance to:

\[
\frac{\delta}{\delta (B^{\rho})_{ac}} \left[ \int d^4x \exp[-\frac{i}{2g^2} A^{a}_{\mu}(\Delta_1 + \Delta^2)^{ac} A^{a}_\nu] \right] = \frac{1}{g^2} A^{a}_{\mu} D_\rho A^\rho_c g^{\mu\nu} \exp[-\frac{i}{2g^2} \int d^4x A^{a}_{\mu}(\Delta_1 + \Delta^2)^{ac} A^{a}_\nu]
\]

Then,

\[
\frac{\delta^2}{\delta B^{a}_{ac}(x) \delta B^{a}_{de}(y)} \exp[-\frac{i}{2g^2} \int d^4x A^{a}_{\mu}(\Delta_1 + \Delta^2)^{ac} A^{a}_\nu] =
\]

\[
\left[ -\frac{i}{g^2} A^{a}_{\mu} A^\nu_c \delta^{\rho\sigma} \delta_{cd} + \frac{1}{g^4} A^{a}_{\mu} D_\rho A^{\rho}_c A^{a}_{\mu} D_\sigma A^\sigma_c \right] \times
\exp[-\frac{i}{2g^2} \int d^4x A^{a}_{\mu}(\Delta_1 + \Delta^2)^{ac} A^{a}_\nu].
\]

We need two more component gauge fields which can be simply obtained from the spin dependent operator. The desired result is finally obtained from:

\[
\frac{\delta^2}{\delta B^{a}_{ac}(x) \delta B^{a}_{de}(y)} \exp[-\frac{i}{2g^2} \int d^4x A^{a}_{\mu}(\Delta_1 + \Delta^2)^{ac} A^{a}_\nu] \frac{\delta}{\delta F^{a}_{\rho\sigma}(u)} \exp[\frac{1}{g^2} \int d^4x A^{a}_{\mu} F^{a}_{\mu\nu} A^{a}_\nu] =
\]
\[
A = \left[ -\frac{i}{g^2}A^\mu_\rho A^\nu_\sigma A^{\rho\sigma} A^\alpha_\mu \delta^{\alpha\sigma} \delta^{\rho\mu} \delta^{\nu}(x-y) + \frac{1}{g^3}(A^{\alpha\nu} D_\rho A^\nu_\sigma)(x) A^\mu_\rho (u)(A^{\mu\nu} D_\sigma A^\nu_\rho)(y) A^{\nu\sigma}(u) \right] \times \\
\times \exp\left[ -\frac{i}{2g^2} \int d^4 x A^\mu_\rho (\Delta^1 + \Delta^2) A^\nu_\sigma + \frac{1}{g^2} \int d^4 x A^\mu_\rho F^{\mu\nu} A^\nu_\sigma \right]. 
\]

Equation (40) has the correct structure except for the space time dependence. We will use a small artifice in order to correct that. First we use:

\[
\frac{\delta J(y)}{\delta x} = \delta^4(x-y)
\]

Then,

\[
\frac{\delta^2 J(y)}{\delta^4(x-y)} = J(x)
\]

Since both terms in the last line of Eq (42) contribute equally to the result we add a factor of 1/2. This leads to:

\[
-\frac{1}{2g^2} \int d^4 x (A^{\alpha\nu} D_\rho A^\nu_\sigma f^{acm})(x) \int d^4 y (A^{\mu\nu} D_\sigma A^\nu_\rho f^{acm})(y) \exp\left[ i \int d^4 x \left[ -\frac{1}{4g^2} (F^a_{\mu\nu})^2 + \mathcal{L}_2 \right] \right] = \\
-\frac{1}{2g^2} \int d^4 x d^4 y d^4 u d^4 v \delta(x-u) \delta(y-v) f^{acm} f^{den} \times \left[ \frac{1}{2} \frac{\delta^2}{\delta (B^\rho)_{ac}(x) \delta (B^\sigma)_{de}(y)} \right] \exp\left[ -\frac{1}{2g^2} \int d^4 x A^\rho_\sigma (\Delta^1 + \Delta^2) A^\sigma_\rho \right] \times \\
\times \frac{\delta^2}{\delta F^{mn}(u) \delta (\delta(u-v))} \exp\left[ \frac{1}{g^2} \int d^4 x A^\mu_\rho F^{mn} A^{\nu\sigma} \right] \times \text{one loop ghost term} + \\
+ i A^\rho_\sigma A^{ac} A^{\nu\sigma} \times \text{one loop term}
\]

Using the fact that the last term in Eq (43) is proportional to the already computed quadrilinear term we get:

\[
-\frac{g^2}{4} \int d^4 x d^4 y d^4 u d^4 v \delta(x-u) \delta(y-v) f^{acm} f^{den} \times \\
\frac{3}{4} \frac{\delta^2}{\delta (B^\rho)_{ac}(x) \delta (B^\sigma)_{de}(y)} \exp\left\{ \frac{N}{3} X \int d^4 x F^2 \right\} \times \\
\times \frac{\delta^2}{\delta F^{mn}(u) \delta (\delta(u-v))} \times \exp[-2N X \int d^4 x F^2] \times \exp\left\{ \frac{5}{3} N X \int d^4 x F^2 \right\} \times \text{ghost contribution}
\]

\[
= -2ig^2 N^2 X^2 \int d^4 x F^2(x) \times \text{one loop contribution},
\]

and,

\[
-\frac{1}{2g^4} \int d^4 x (A^{\alpha\nu} D_\rho A^\nu_\sigma f^{acm})(x) \int d^4 y (A^{\mu\nu} D_\sigma A^\nu_\rho f^{acm})(y) \exp\left[ i \int d^4 x \left[ -\frac{1}{4g^2} (F^a_{\mu\nu})^2 + \mathcal{L}_2 \right] \right] = \\
= -4ig^2 N^2 X^2 \int d^4 x F^2(x) \times \text{one loop contribution}.
\]

VI. TERMS THAT INCLUDE GHOSTS

There is one quadratic term which contains ghosts and two higher order contributions. We will need to determine two terms, respectively:

\[
-\frac{1}{2} (D_\mu c^a f^{abc} A^\mu_\nu c^c)^2 \exp\left[ i \int d^4 x \left[ -\frac{1}{4g^2} (F^a_{\mu\nu})^2 + \mathcal{L}_2 \right] \right]
\]

\[
-\frac{1}{g^2} D_\mu c^a f^{abc} A^\mu_\nu c^c (D_\rho A^\rho f^{def} A^\nu_\sigma A^\nu_\rho) \exp\left[ i \int d^4 x \left[ -\frac{1}{4g^2} (F^a_{\mu\nu})^2 + \mathcal{L}_2 \right] \right].
\]
We start by analyzing the first term in Eq (46). Both these expressions contain the ghost fields mixed with quantum gauge fields. For the sake of simplicity we write:

\[ \bar{c}^a (-D^\mu f^{abc} A_{\mu}^b) c^c \equiv D_\mu \bar{c}^a f^{abc} A_{\mu}^b c^c \]  

(47)

which is true up to a total derivative. Moreover the quadratic term must also be written in a similar manner as:

\[ \bar{c}^a (-D^2)_{ac} c^c \equiv (-D^2 \bar{c}^a c^c) \]  

(48)

We can switch in all these terms the order of the ghost field without problem since we are dealing with the square of the trilinear operator. Then the analogy with the previous case is obvious and with exactly the same derivation we obtain:

\[ -\frac{1}{2g^2} \int d^4x(D_\rho \bar{c}^a c^a A_{\rho\sigma} f^{acm}(x)) \int d^4y(D_\sigma \bar{c}^a c^a A_{\mu\sigma} f^{den}(y)) \exp[i \int d^4x \left(-\frac{1}{4g^2}(F_{\mu\nu}^a)^2 + \mathcal{L}_2 \right)] = -\frac{g^2}{2} \int d^4x d^4y d^4ud^4v \delta(x-u) \delta(y-v) f^{acm} f^{den} \times \]

\[ \left(-\frac{1}{8}\right) \delta(B^\rho)_{ac}(x) \delta(B^\sigma)_{de}(y) \exp[\frac{1}{12}NX \int d^4xF^2] \times \]

\[ \times \frac{\delta^2}{\delta F_{\mu\nu}^{mn}(u)} \exp[-2NX \int d^4xF^2] \times \]

\[ \times \exp\left(\frac{5}{3}N - \frac{1}{12}N\right)X \int d^4F^2 \times \text{one loop spin independent gauge contribution} \]

\[ = ig^2 \frac{17}{6} N^2 X^2 \int d^4xF^2(x) \times \exp\left[-\frac{1}{3}NX \int d^4xF^2\right] \times \text{one loop contribution}. \]  

(49)

In this approach the second term in Eq (46) will give no contribution since it will appear as a product of three functional derivatives corresponding to the spin dependent, spin independent and ghost terms in the one loop potential and this would lead to a result proportional to a gauge invariant (in the background gauge field) of an order higher than two.

VII. TWO LOOP BETA FUNCTION

We add the results from Eq (30), Eq (44) and Eq (49) to obtain for the second order correction:

\[ -ig^2 \frac{17}{6} N^2 X^2 \int d^4x(F^a_{\mu\nu})^2 \]  

(50)

Here X is just the result of the regularization at one loop. After taking into account all gauge and internal indices X amounts to a one loop scalar integral so one can write schematically for the proper loop result:

\[ \approx \int d^4x d^4y F^a_{\mu\nu} U(x-y) F^{a\mu\nu}(y) \]  

(51)

The two loop expression then corresponds to:

\[ \approx \int d^4x d^4y F^a_{\mu\nu} (UU)(x-y) F^{a\mu\nu}(y) \]  

(52)

where \((UU)(x-y)\) is the result of the scalar two loop diagram with two bubbles and two external legs. But this regularized is just the square of \(U\) regularized at one loop so practically we do not need it. So finally we will take for X the expression:

\[ X = i \frac{1}{(4\pi)^2} \int_0^1 \ln\left(-\frac{x\Lambda^2}{-x(1-x)k^2}\right) = i \frac{1}{(4\pi)^2} (1 + \ln \Lambda^2/k^2) \]  

(53)
We multiply by a loop factor $\frac{1}{4}$ to obtain the second order contribution to the coupling constant:

$$i \frac{g^2(k)}{4} \int d^4 x (F_{\mu\nu}^a)^2 = i \frac{g^2}{4} [1 - \frac{11 N}{3} \frac{1}{(4\pi)^2} \ln M^2/k^2 - \frac{34 N^2 g^2}{16\pi^2} \ln M^2/k^2 + ...] \int d^4 x (F_{\mu\nu}^a)^2$$  \hspace{1cm} (54)

From that the known result for the two loop beta function is obtained:

$$\beta(g^2) = \frac{g^4}{(4\pi)^2} \left[-\frac{11}{3} N - \frac{34 N^2 g^2}{16\pi^2}\right].$$  \hspace{1cm} (55)

Here we defined $\beta(g) = \frac{dg^2}{d\ln(g^2)}$.

VIII. THREE LOOP BETA FUNCTION

We need to evaluate each term in the list of Eq (55). We illustrate our work in some detail for the second one,

$$-\frac{i}{2} \int d^4 x d^4 y d^4 z \mathcal{L}_{3a}(x) \mathcal{L}_{3a}(y) \mathcal{L}_4(z) =$$

$$= -\frac{i}{8} \int d^4 x d^4 y d^4 z (A^{\alpha\nu} D_\mu A^\nu_\alpha)(x) (A^{\alpha\mu} D_\sigma A^\sigma_\alpha)(y) f^{acm} f^{den} (-f^{prs} f^{pqt} A^a_\alpha A^a_\beta A^a_\gamma A^{4\beta}).$$  \hspace{1cm} (56)

and only list the results for the others. The right structure in Eq (56) can be obtained from:

$$\int \int \int d^4 x d^4 y d^4 z d^4 u \delta(x - u) \delta(y - v) \left[\frac{1}{2} f^{acm} f^{den} \frac{\delta^4}{\delta(B^\alpha_{ac}(x) \delta(B^\sigma_{de}(y))} \exp\left[-\frac{i}{2g^2} \int d^4 x A^a_\mu (\Delta_1 + \Delta_2)_{ac} A^{c\alpha}\right] \times$$

$$\times \frac{\delta^4}{\delta(B^\alpha_{mn}(v) \delta(u - v) \delta(B^\sigma_{de}(z)} \delta f^{abc} f^{b\mu
u} A^a_\nu \frac{\delta^4}{\delta f^{abc} f^{b\mu
u} A^a_\nu}} =$$

$$= \int \int \int d^4 x d^4 y d^4 z d^4 u \delta(x - u) \delta(y - v) f^{acm} f^{den} (A^{\alpha\nu} D_\mu A^\nu_\alpha)(x) A^{\alpha\mu} D_\sigma A^\sigma_\alpha)(y) A^{\alpha\sigma}(v) \times$$

$$\times (-f^{prs} f^{pqt} A^a_\alpha A^a_\beta A^{a\gamma} A^{4\beta}(z) \times \text{one loop gauge contribution} +$$

$$+ \int \int \int d^4 x d^4 y d^4 z d^4 u \delta(x - u) \delta(y - v) (-i) f^{acm} f^{den} \delta_{cd} A^{\alpha\nu}(x) A^\nu_\alpha(x) \delta(x - y) A^{\alpha\sigma}(u) A^{\alpha\sigma}(y) \times$$

$$\times (-f^{prs} f^{pqt} A^a_\alpha A^a_\beta A^{a\gamma} A^{4\beta}(z) \times \text{one loop gauge contribution}.$$  \hspace{1cm} (57)

The last term in Eq (54) is proportional to $-\frac{i}{2} \int d^4 x d^4 y \mathcal{L}_4 \mathcal{L}_4$ and needs to be subtracted from the result whereas the first one is exactly what appears in Eq (56). Then a simple computation yields:

$$-\frac{i}{2} \int d^4 x d^4 y d^4 z \mathcal{L}_{3a}(x) \mathcal{L}_{3a}(y) \mathcal{L}_4 = 12 N^3 X^3 g^4 + 4 N^3 X^3 g^4$$  \hspace{1cm} (58)

where the first quantity in the last line corresponds to the second term in Eq (57) and the second one is the subtracted contribution.

For completitude all contributions are listed below:

$$-\frac{1}{2} \int d^4 x d^4 y \mathcal{L}_4(x) \mathcal{L}_4(y) = -N^3 X^3 g^4$$

$$-\frac{i}{2} \int d^4 x d^4 y d^4 z \mathcal{L}_{3a}(x) \mathcal{L}_{3a}(y) \mathcal{L}_4(z) = 12 N^3 X^3 g^4 + 4 N^3 X^3 g^4$$

$$-\frac{i}{2} \int d^4 x d^4 y d^4 z \mathcal{L}_{3b}(x) \mathcal{L}_{3b}(y) \mathcal{L}_4(z) = -\frac{1}{3} N^3 X^3 g^4$$

$$-i \int d^4 x d^4 y d^4 z \mathcal{L}_{3a}(x) \mathcal{L}_{3a}(y) \mathcal{L}_4(z) = 0$$

$$+ \frac{1}{24} \int d^4 x d^4 y d^4 z d^4 u \mathcal{L}_{3a}(x) \mathcal{L}_{3a}(y) \mathcal{L}_{3a}(z) \mathcal{L}_{3a}(u) = -(24 + \frac{8}{9}) N^3 X^3 g^4$$
+ \frac{1}{24} \int \int \int d^4xd^4yd^4z^4u \mathcal{L}_{3b}(x) \mathcal{L}_{3b}(y) \mathcal{L}_{3b}(z) = \left( -\frac{1}{432} + \frac{1}{18} \right) N^3 X^3 g^4 \\
+ \frac{6}{24} \int \int \int d^4xd^4yd^4z^4u \mathcal{L}_{3b}(x) \mathcal{L}_{3b}(y) \mathcal{L}_{3b}(z) = \left( \frac{1}{6} + \frac{2}{3} \right) N^3 X^3 g^4 \\
+ \frac{4}{24} \int \int \int d^4xd^4yd^4z^4u \mathcal{L}_{3b}(x) \mathcal{L}_{3b}(y) \mathcal{L}_{3b}(z) = 0 \\
+ \frac{4}{24} \int \int \int d^4xd^4yd^4z^4u \mathcal{L}_{3b}(x) \mathcal{L}_{3b}(y) \mathcal{L}_{3b}(z) = 0.

We add the results in Eq. (59), introduce them in the effective potential, substitute for the value of X (see Eq. (53)), divide by a factor of three (as corresponding to a second order differentiation of a product of three factors). This yields the following three loop beta function:

\begin{equation}
\beta(g^2) = \frac{g^4}{(4\pi)^2} \left[ -\frac{11}{3} N - \frac{34}{3} N^2 \frac{g^2}{16\pi^2} - \frac{4033}{108} N^3 \frac{g^4}{256\pi^4} \right]
\end{equation}

It is well known that the first two orders of the beta function are renormalization scheme independent whereas the higher orders can take a large number of values depending on the renormalization scheme. Our result of \( \frac{4033}{108} = 37.3 \) does not coincide, as expected, with the standard MS result \( \frac{4033}{108} = 54.7 \). There are no other three loop estimates in the literature except for the all orders beta function proposed by Pica and Sannino \[9\]:

\begin{equation}
\beta(g^2) = -\frac{11}{3} \frac{g^4}{16\pi^2} \frac{N}{1 - \frac{g^2}{16\pi^2} N}.
\end{equation}

The corresponding three loop coefficient can be deduced to be \( \frac{1156}{33} = 35 \) which is very close to our value.

**IX. DISCUSSION**

It is important to know the beta function for non-abelian gauge theories for several reasons. First the one loop coefficient of beta function was the main clue that these theories are endowed with asymptotic freedom. Second higher order coefficients can reveal information about the phase structure of these type of models. And it is always useful to learn more about the mathematical structures that lie at the basis of contemporary particle physics.

In the present work we introduced a new method for computing beta functions for Yang Mills theories and applied it for determining two and three loop corrections. Our approach relies entirely on the functional formalism and on the separation of the one loop operators onto spin dependent and spin independent ones. It turns out that each term in the expansion of the action can be decomposed in factors derived from one or another of these operators. The calculations are based almost entirely on functional differentiation and do not involve any two or three loops Feynman diagrams.
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**Appendix A**

It is useful to give in what follows some results regarding the functional derivatives of the square of the gauge tensor (Here \( F_{\mu\nu}^a t^a = F_{\mu\nu} \), where \( t^a \) is the generator in the adjoint representation).

\[
\frac{\delta^2}{\delta B_{dc}^a(x) \delta B_{de}^a(y)} \left[ \int d^4 z T r (F_{\mu\nu}^2) \right] = \\
\int d^4 z T r \left[ (F_{\mu\nu}^a)^2 \frac{\delta^2}{\delta B_{dc}^a(x) \delta B_{de}^a(y)} + \frac{\delta (F_{\mu\nu}^a)_{gh} (z)}{\delta B_{dc}^a(x)} \frac{\delta (F_{\mu\nu}^a)_{gh} (z)}{\delta B_{de}^a(y)} \right] = \\
8 i \left[ (F_{\rho e}^a c_d (x) \delta \delta (x - y) - (F_{\rho e}^a)_{ce} \delta \delta (x - y) \right].
\]
Furthermore from this one can deduce:

\[ \int d^4xd^4y d^4ud^4v \delta(x-u)\delta(y-v) f_{acm}^a f_{den}^d \times \]

\[ \frac{\delta^2}{\delta(B^\rho)_{ac}(x)\delta(B^\sigma)_{de}(y)} \exp[k_1 \int d^4z (F_{\mu\nu}^a F_{\mu\nu}^a)(z)] \times \]

\[ \frac{\delta^2}{\delta F_{\rho\sigma}^{mn}(u)\delta(\delta(u-v))} \exp[k_2 \int d^4z (F_{\mu\nu}^a F_{\mu\nu}^a)(z)] = \]

\[ = -16ik_1k_2 \int d^4x (F_{\mu\nu}^a)^2 \times \exp[(k_1 + k_2) \int d^4z (F_{\mu\nu}^a F_{\mu\nu}^a)(z)] \quad (A2) \]

We also used the relations,

\[ Tr[t^a t^b] = N \delta_{ab} \]
\[ Tr[t^c t^a t^c t^d] = \frac{N^2}{2} \delta_{ad} \]
\[ -Tr[t^c t^a t^s t^a t^c] = \frac{N^3}{4} \delta_{rs}. \quad (A3) \]

Here all generators are in the adjoint representation and summation over repeated indices is understood.
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