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Abstract
The current study used seven optimization algorithms such as stochastic gradient descent (SGD), root mean square propagation (RMSprop), adaptive grad (AdaGrad), adaptive delta (AdaDelta), adaptive moment estimation (Adam), adaptive maximum (Adamax), and Nesterov-accelerated adaptive moment estimation (Nadam) and eight learning rates (1, 0.1, 0.01, 0.001, 0.0001, le-05, le-06, and le-07) to investigate the effects of these learning rates and optimizers on the forecasting performance of the convolutional neural network (CNN) model to forecast hourly typhoon rainfall. The model was developed using antecedent hourly typhoon rainfall within a 500 km radius from each typhoon center. Results showed that too-large and too-small learning rates would result in the inability of the model to learn anything to forecast hourly typhoon rainfall. The CNN model showed the best performance for learning rates of 0.1, 0.01, and 0.001 to forecast hourly typhoon rainfall. For long-lead-time forecasting (1–6 hr), the CNN model with SGD, RMSprop, AdaGrad, AdaDelta, Adam, Adamax, Nadam optimizers and learning rates of 0.1, 0.01, and 0.001 showed more accurate forecasts than the existing models. Therefore, this study recommends that future work may consider the CNN model as an alternative to the existing model for disaster warning systems.

1. Introduction
Accurate typhoon rainfall forecasting has become a great concern among the scientific community because typhoons' heavy rainfall results in coastal flooding that leads to loss of lives and properties. Typhoon In-Fa, a recent typhoon in China, for example, affected millions of people in Henan province by its heavy rainfall and floods (Guardian, 2021; Jazeera, 2021; NASA, 2021; News, 2021; The Washington Post, 2021). For disaster mitigation, therefore, accurate typhoon rainfall forecasting plays a vital role in the warning system (Lin et al., 2009, 2013). However, it is a challenging task to obtain accurate forecasts of typhoon rainfall. To solve this problem, the deep learning (DL) model can be an attractive alternative technique to forecast typhoon rainfall. Previous studies (e.g., Huang et al., 2018; Lin & Chen, 2005; Lin & Wu, 2009; Wei & Chou, 2020) based on the DL model have been proven to forecast typhoon rainfall more accurately than the model developed by the traditional neural network technique. It can be seen that the application of the DL model has been increasing in hydrological forecasting (Lin & Chen, 2004; Partal & Cigizoglu, 2008; Pulido-Calvo & Portela, 2007; Valverde Ramírez et al., 2005) because the DL model has powerful capability to model nonlinear systems without the need to make any assumptions (Lin & Wu, 2009).

Methods and results of previous studies related to typhoon rainfall forecasting are discussed herein. Lin and Chen (2005) and Lin and Wu (2009) were aimed to forecast typhoon rainfall within 1-hr lead-time. Lin's team in 2005 used typhoon features and spatial rainfall information as input to the artificial neural network (ANN) model, while Lin's group in 2009 used self-organizing map (SOM) and multilayer perceptron network (MLPN) to cluster typhoon rainfall and forecast typhoon rainfall respectively. Lin and Chen (2005) showed that the ANN model could only yield accurate forecasts 1 hr ahead of forecasting, whilst Lin and Wu (2009) found that their models forecasted typhoon rainfall more accurately than the model developed by the traditional neural network technique. Huang et al. (2018) used stepwise regression (SRM) and local linear embedding (LLE) algorithms to construct the input of the fuzzy neural network (FNN) model to forecast typhoon rainfall within a 1-day lead-time. The authors reported that the FNN-LLE model performed better than the FNN-SRM model to forecast typhoon rainfall. Finally, Wei and Chou (2020) applied the deep neural network (DNN) model to evaluate typhoon rainfall...
forecasting accuracy within 1–6 hr ahead of forecasting. They showed that this model can solve challenges in terms of real-time typhoon rainfall forecasting with high accuracy.

Optimization algorithms help the DL model to minimize the loss and maximize the efficiency of outputs. On the other hand, the learning rate is a tuning parameter of optimization algorithms, and it controls how much to change the DL model in response to the estimated error each time the model weights are updated (Brownlee, 2020). The effects of optimization algorithms and learning rates on the forecasting performance of DL models were confirmed by previous studies (e.g., Bengio, 2012; R. Chen et al., 2019; Goodfellow et al., 2016; Prasetya & Djamal, 2019; Saputri et al., 2020). These studies reported that optimization algorithms and learning rates determined the accuracy of the DL model significantly. A long training process would result from a small value of learning rate, while too fast or an unstable training process would result from a large value of learning rate (Brownlee, 2018a, 2018b, 2020; Goodfellow et al., 2016). To solve this problem, proper configuration of the DL model is necessary.

However, the selecting procedure or description of the learning rate is absent in the typhoon rainfall forecasting model based on the DL model (Huang et al., 2018; Lin & Chen, 2005; Lin & Wu, 2009; Wei & Chou, 2020). Lin and Chen (2005) selected a learning rate as 0.01 for their study without describing the procedure or method. On the other hand, Lin and Wu (2009) and Huang et al. (2018) just mentioned the learning rate in Equation 3 and flowchart 2 respectively (see their papers). While Wei and Chou (2020) used the trial and error method to select optimal learning rates. However, there was no description of how they tested the variation of learning rates regarding forecasting performance.

More importantly, optimization algorithms such as stochastic gradient descent (SGD), root mean square propagation (RMSprop), adaptive grad (AdaGrad), adaptive delta (AdaDelta), adaptive moment estimation (Adam), adaptive maximum (Adamax), and Nesterov-accelerated adaptive moment estimation (Nadam) are absent in the typhoon rainfall forecasting model based on the DL model (Huang et al., 2018; Lin & Chen, 2005; Lin & Wu, 2009; Wei & Chou, 2020). These optimization algorithms have successfully been applied in rainfall forecasting (Barrera-Animas et al., 2021; Fadhilah et al., 2021; Manoj & Ananth, 2020; Prasetya & Djamal, 2019; Sari et al., 2020; Zhang et al., 2018), spatial prediction of landslides (Bui et al., 2019), wind speed and wind direction forecasting (Puspita Sari et al., 2020; Saputri et al., 2020), evapotranspiration forecasting (Walls et al., 2020), run-off forecasting (Nath et al., 2021), air quality index prediction (H. He & Luo, 2020), river stage, flash flood susceptibility and streamflow forecasting (Hitokoto et al., 2017; Rahimzad et al., 2021; Tien Bui et al., 2020), water demand forecasting (Koo et al., 2021), temperature and global solar radiation prediction (Del & Starchenko, 2021; Ghimire et al., 2019).

Therefore, this paper aims to examine the effects of learning rate and optimization algorithms on the forecasting performance of the convolutional neural network (CNN) model to obtain effective hourly rainfall forecasts. The reason to use the CNN model is that this model has successfully been applied to forecast typhoon genesis (R. Chen et al., 2019; Matsuoka et al., 2018), typhoon track (Giffard-Roisin et al., 2019), and typhoon intensity (B. F. Chen et al., 2019). Moreover, typhoons and their precursors in the Northwestern Pacific Ocean were successfully detected by the CNN model (Matsuoka et al., 2018). This model has overcome the problem of overfitting by MLPN using some regularization methods such as dropout or skipped connections.

In this paper, we present a straightforward approach to adjust the learning rate for optimization algorithms during training the model. This process is known as grid search cross-validation, where we can provide a list of optimizers and ranges of learning rate to see the changes of loss over training epochs (see Section 2.4 for more details). The rest of the paper is organized as follows. Data and methods are described in Section 2. The third section represents the results and discussions. Finally, this paper is wrapped up with a conclusion.

2. Data and Methods

2.1. Data Quality Control

2.1.1. Select Data Within a 500 km Radius From the Typhoon Center

The Northwestern Pacific Ocean (NWPO) has been selected for this study because this area was affected by heavy rainfall and coastal flooding during typhoons events. The typhoon best track dataset was collected from the China Meteorological Administration (http://tcdata.typhoon.org.cn; Lu et al. [2021]; Ying et al. [2014]).
spatial positions together with the best tracks of the typhoons in the NWPO during 2019 are shown in Figure 1. Most of the typhoons were tended to form in the eastern part of the Philippine Sea and recurved and moved eastward. This study used Global Precipitation Measurement (GPM) data from the National Aeronautics and Space Administration (NASA; Huffman et al. [2014]).

For all typhoons in 2019 in the NWPO, the maximum rainfall was mainly located within a 500 km radius from each typhoon center (Figure 2). The amount of rainfall declines with increasing distance from the typhoon center. Less than 1 mm hr\(^{-1}\) azimuthally averaged rainfall was found in most cases from 500 to 1,000 km distance. Therefore, our study used antecedent typhoon rainfall within a 500 km distance from the typhoon center as input for the CNN model.

Similarly, to forecast typhoon rainfall, some studies applied this distance as input for statistical models (Kim et al., 2020; Lonfat et al., 2007; Tuleya et al., 2007). Moreover, several studies have defined typhoon rainfall events that occurred within a 500 km radius from the typhoon center to show the contribution of typhoon rainfall to total rainfall (F. J. Chen & Fu, 2015; Dare et al., 2012; Hernández Ayala & Matyas, 2018; Jiang & Zipser, 2010; Larson et al., 2005; Lau et al., 2008; Lavender & Abbs, 2013; Lee et al., 2010; Nogueira & Keim, 2011; Prat & Nelson, 2013a, 2013b; Schreck et al., 2011; Uddin et al., 2019).

Another reason to use a 500 km radius from the typhoon center to select typhoon rainfall is that the range of the typhoon primary wind circulation region (80–400 km radius) and of the curved typhoon cloud shield (550–600 km radius) is consistent with this distance (Englehart & Douglas, 2001).

2.1.2. Check for the Stationarity of Hourly Total Typhoons' Rainfall

The stationarity of a time series indicates that its mean, variance, and covariance do not change over time (Kwiatkowski et al., 1992). Therefore, a time series is not considered stationary if seasonal effects or white noise exist in it. The seasonal pattern indicates a repeated pattern in the time series. On the other hand, a time series is a white noise if the mean value is nearly zero, and the standard deviation is nearly one. In addition, the values of a non-stationary time series do not correlate with their lag values.

Kwiatkowski et al. (1992) reported that seasonality and white noise could affect the forecasting model. A recent study by Prabhakaran (2019) showed that the model could forecast easier and the outputs were more reliable when the time series was stationary. Therefore, it is necessary to check whether a time series is stationary or non-stationary. For data quality control, we used all typhoon rainfall events (3,768 hr) to check for stationarity (Figure 3). Please note that 10 typhoon events (2,328 hr) were used for training the model, and five typhoon events (1440 hr) were used for testing the model outputs (see Section 2.4 for more details). We can check whether
a time series is stationary or non-stationary in three ways: a) decompose a time series into its components, b) statistical test, and c) check for white noise.

1. Decompose a time series into its components.

In this study, we used the additive decompose method (i.e., additive method = observed + trend + seasonal pattern + residual) to decompose hourly total typhoons' rainfall into three components such as trend, seasonal pattern, and residual. Results showed that there were no seasonal patterns and errors in hourly total typhoons' rainfall (Figure 3). This output suggests that the entire data is a stationary time-series.

2. Augmented Dickey-Fuller (ADF) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test.

ADF (Dickey & Fuller, 1979) and KPSS (Kwiatkowski et al., 1992) are the unit root tests. The unit root is a characteristic of a time series which makes it non-stationary. For the ADF test, if the test statistic and p-value are smaller than the corresponding critical value and significant levels (0.05 and 0.01) respectively, the null
hypothesis is rejected. In this case, the alternate hypothesis is accepted, and the ADF test provides evidence that
the time series is stationary (Table 1). For the KPSS test, the null hypothesis is accepted if the test statistic is
smaller than the corresponding critical value and the p-value is greater than significant levels (0.05 and 0.01). In
this case, the KPSS test provides evidence that the time series is stationary. A detailed description of ADF and
KPSS tests can be found in articles of Dickey and Fuller (1979) and Kwiatkowski et al. (1992). In this study, we
used ‘statsmodels’ in Python (Seabold & Perktold, 2010) to calculate ADF and KPSS.

Results showed that test statistics (−11.01) for the ADF test is less than the critical values (−3.432, −2.862, and
−2.567) at 1%, 5%, and 10% confidence levels. Similarly, p-value (0.000) is less than significant levels (0.05
and 0.01; Table 2). For KPSS test, the critical values (0.739, 0.463, and 0.347) at 1%, 5% and 10% confidence
levels are greater than test statistics (0.329). Likewise, the p-value is greater than the significant levels (0.05 and
0.01). Finally, both ADF and KPSS tests confirmed that hourly total typhoons’ rainfall is a stationary time series
(Table 2).

3. Check for white noise in hourly total typhoons’ rainfall.

Hourly total typhoons’ rainfall will be considered a stationary time series if the mean value is non-zero, and the
standard deviation is not one. In addition, the values of hourly total typhoons’ rainfall should be correlated with
lag values. Here, this study used summary statistics and autocorrelation to check the white noise in hourly total
typhoons’ rainfall. Table 3 shows the mean, standard deviation, minimum, maximum as well as 25, 50, and 75
percentiles values of hourly typhoons’ rainfall. Results show that the mean value is 35 mm hr⁻¹, and the standard
deviation is 72 mm hr⁻¹. This result indicates that white noise is absent in hourly total typhoons’ rainfall, and the
data in this study is a stationary time series. On the other hand, the autocorrelation function (ACF; calculated
and plotted with pandas library in Python, McKinney, 2010) was used to check whether the values of hourly total

![Figure 3. Decompose time-series (hourly total typhoons' rainfall) into its components such as trend, seasonal pattern (a cycle structure that consistently repeats at the same frequency), and residual. The first figure represents the observed data.](image-url)

| Table 1 |
| --- |
| **Description of Augmented Dickey-Fuller and Kwiatkowski-Phillips-Schmidt-Shin Test** |
| Statistical test | ADF | KPSS |
| Null Hypothesis is accepted | The series has a unit root (non-stationary). | The process is trend stationary. |
| Alternate Hypothesis is accepted | The series has no unit root (stationary). | The series has a unit root. |
typhoons’ rainfall correlate with lag values (Figure 4). The 95% and 99% confidence levels are shown by the horizontal lines in Figure 4, with the dashed line that represents the 99% confidence level. Results show that hourly total typhoons’ rainfall is correlated with lag values. Therefore, hourly total typhoons’ rainfall is a stationary time series.

2.2. Overview of the CNN Model

Here, we describe a common architecture of the CNN model. This model consists of the input layer, convolutional layer (Conv layer), fully connected layer (FC layer) and output layer. A specific filter or a set of shared weights on the input is convolved by the Conv layer. On the other hand, the FC layer maps the input vector linearly into another one.

2.3. Input and Output Variables to the CNN Model

In supervised learning, we can represent the input sequence and forecast sequence as $t-n \ldots t-1, t \text{ and } t+1 \ldots t+n$, respectively. This study employed previous time steps to forecast the next time step — which was known as the sliding window method or window method or lag method (Bontempi et al., 2013; Brownlee, 2016). The current study used the direct strategy method for multi-step forecasting, i.e., this method was applied to each forecast lead-time (Bontempi et al., 2013; Brownlee, 2018a, 2018b; Cheng et al., 2006; Makridakis, 1994; Sorjamaa et al., 2007).

We used a partial autocorrelation function (PACF) to determine the appropriate lag lengths of input. PACF can be calculated from the following equation:

$$\rho(k) = \frac{\frac{1}{n-k} \sum_{t=k+1}^{n} (R_t - \bar{R})(R_{t-k} - \bar{R})}{\sqrt{\frac{1}{n} \sum_{t=1}^{n} (R_t - \bar{R})^2} \sqrt{\frac{1}{n-k} \sum_{t=k+1}^{n} (R_{t-k} - \bar{R})^2}}$$

(1)

$$R_t = \emptyset_{21} R_{{t-1}} + \emptyset_{22} R_{{t-2}} + e_t$$

(2)

Where $R_t$ is the typhoon rainfall within 500 km radius, $k = 0, 1, 2 \ldots$ for $t = 1, 2, 3 \ldots n$, and $\bar{R}$ represents mean typhoon rainfall within a 500 km radius. $\emptyset_{22}$ is the value of the partial autocorrelation of order 2. To calculate and plot PACF, we used ‘statsmodels’ in Python (Seabold & Perktold, 2010).

It can be seen that the current hour is directly correlated with its previous hour for typhoon rainfall (Figure 5). Therefore, current time t and previous time t−1 were used as input to the CNN model. The input and output variables to the CNN model are shown in Table 4. A general form of the CNN model can be represented as:

$$R_{t+lead \ time} = f (R_t, R_{t-1})$$

(3)
Where lead time = 1–6 hr, $R_t$ and $R_{t-1}$ are typhoon rainfall within 500 km radius at current time $t$ and previous time $t-1$. The “series_to_supervised” function in Python (Brownlee, 2017) was employed to complete the process of supervised learning.

We used the “StandardScaler” package in Python (Pedregosa et al., 2011) to standardize hourly typhoon rainfall data. The reason to use standardized data as input for the model is that the data with large values cannot dominate the model (Yu et al., 2006). Equation 4 shows this method. Finally, we used the standardized data to feed the CNN model, and then, the model output was returned to the original scale.

$$z = \frac{(x - \mu)}{s}$$

(4)

Where $x$ is the training samples, $\mu$ is the mean of the training samples, and $s$ is the standard deviation of the training samples.

![Figure 4. Autocorrelation with lag variables.](image1)

![Figure 5. The correlation statistics of the lags for typhoon rainfall data.](image2)
Table 4
Input and Output of the CNN Model

| Lead-time (h) | Input | Output |
|---------------|-------|--------|
|               | R(t-1) | R(t)   |
| 1             | *      | ●      |
| 2             | *      | ●      |
| 3             | *      | ●      |
| 4             | *      | ●      |
| 5             | *      | ●      |
| 6             | *      | ●      |

Note. Here, R is the typhoon rainfall at current time t, previous time t-1 and 277 lead-time period t+1 to 6 [* = input, ● = output].

Table 5
Description of the Number of Typhoon Events for Training and Testing

| No. event | Date (2019) | Typhoon name | Note |
|-----------|-------------|--------------|------|
| 1         | 1–8 Aug     | Francisco    | Training |
| 2         | 3–14 Aug    | Lekima       |       |
| 3         | 5–17 Aug    | Krosa        |       |
| 4         | 31 Aug – 11 Sep | Lingling |       |
| 5         | 2 Sep – 11 Sep | Faxai   |       |
| 6         | 17 Sep – 23 Sep | Tapah  |       |
| 7         | 27 Sep – 05 Oct | Mitag |       |
| 8         | 05 Oct – 14 Oct | Hagibis |       |
| 9         | 15 Oct – 22 Oct | Neoguri |       |
| 10        | 18 Oct – 25 Oct | Bualoi  |       |
| 11        | 01 Nov – 10 Nov | Halong  | Testing |
| 12        | 04 Nov – 11 Nov | Nakri   |       |
| 13        | 11 Nov – 18 Nov | Fengshen |       |
| 14        | 11 Nov – 06 Dec | Kalmuaei |       |
| 15        | 20 Dec – 27 Dec | Phanfone |       |

2.4. Parameter Tuning

2.4.1. Grid Search Cross-Validation

Ten typhoon events were used for training the model, while 5 typhoon events were used for testing the model performance (Table 5). We used the grid-search with k-fold cross-validation method in Python (Pedregosa et al., 2011; and details could be found at https://scikit-learn.org/stable/modules/grid_search.html) to avoid overfitting the model. Here, the training set was divided into k-folds [k-1 sets were used for training and the remaining set (red box in Figure 6) was used for validation]. Fivefold cross-validation was employed in this study. The grid search algorithm has a significant advantage over time-consuming mitigation, and it is simple, robust, and time-saving (Hsu, 2003; Noori et al., 2011; C. L. Wu et al., 2008; J. Wu et al., 2019; Yu et al., 2006). To find the best parameters for the CNN model, we used the ‘KerasRegressor’ wrapper (Abadi et al., 2016; Chollet, 2015) in ‘scikit-learn’ software (Pedregosa et al., 2011).

2.4.2. Hyper-Parameters Tuning for the CNN Model

Filters, units, kernel size, kernel initializer, activation function, optimizers, learning rate, momentum, loss function, epochs, and batch size are the hyper-parameters for the CNN model. Table 6 shows the ranges and lists of these parameters and the selected optimal hyper-parameter for the CNN model, respectively.

2.4.2.1. Filters and Kernel Size

The dimensionality of the output space is known as filters for the CNN model. The ranges of filters were set from 10 to 64, and 50 was the best for this model. The length of the 1-dimensional convolution window for the CNN is specified by the kernel size. This parameter was set from 1 to 5, and the optimal kernel size was 1.

2.4.2.2. Kernel Initializer

For the linear transformation of the inputs, we used a kernel initializer. Uniform, lecun_uniform (Klambauer 2017), normal, zero, glorot normal and uniform (Glorot & Bengio, 2010), and he normal and uniform (K. He et al., 2015) are initializers in Keras (defaults to ‘glorot_uniform’). These initializers were set to find the best initializer for this study (a detailed description can be found online at https://www.tensorflow.org/api_docs/python/tf/keras/initializers). Among eight initializers, glorot uniform was the best kernel initializer for this study. This initializer draws samples from a uniform distribution within [-limit, limit].

\[
\text{limit} = \sqrt{\frac{6}{n_{\text{in}} + n_{\text{out}}}} \tag{5}
\]

Where, \(n_{\text{in}}\) is the number of input units in the weight tensor, and \(n_{\text{out}}\) is the number of output units.

2.4.2.3. Activation Function

To transform outputs of the convolutional layer and the fully connected layer for nonlinearity, this study tested activation functions such as softmax, softplus, softsign, relu, tanh, sigmoid, hard_sigmoid, and linear. The relu was the best activation function for the CNN model. This activation function can be defined as relu = max(x, 0). Here, relu takes the element-wise rectified linear of the input (x), where all negative values of the input (x) are set to zero.

2.4.2.4. Loss Function

This study used mean absolute error (MAE) as a loss function. Equation 6 can be used to calculate MAE.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \tag{6}
\]
Where $\hat{y}_i$ = the predicted value of the $i$th sample, $y_i$ = the observed value of the $i$th sample, and $(\hat{y}_i - y_i) = \text{the difference between the predicted value and actual value.}$

### 2.4.2.5. Epochs and Batch Size

As we cannot pass the entire training dataset at once to the computer, we need to divide the training dataset into smaller batches for the CNN model and give it to the computer one by one. Therefore, the epoch can be defined by Equation 7.

$$1 \text{ epoch} = \frac{\text{training set size}}{\text{batch size}} \times \text{iterations} \quad (7)$$

| Hyper-parameters          | The ranges and lists of hyper-parameters | The selected optimal hyper-parameter |
|---------------------------|-----------------------------------------|-------------------------------------|
| Filters                   | 10, 30, 40, 50, 64                      | 50                                  |
| Kernel size               | 1, 2, 3, 5                              | 1                                   |
| Kernel initializer        | uniform, lecun_uniform, normal, zero, glorot_normal, glorot_uniform, he_normal, he_uniform | glorot_uniform                      |
| Activation function       | softmax, softplus, softsign, relu, tanh, sigmoid, hard_sigmoid, linear | relu                                |
| Loss function             | MAE                                     | MAE                                 |
| Epochs                    | 10, 50, 100                             | 50                                  |
| Batch size                | 10, 20, 40, 60, 72, 80, 100             | 72                                  |
| Optimizers                | SGD, RMSprop, AdaGrad, AdaDelta, Adam, Adamax, Nadam | SGD, RMSprop, AdaGrad, AdaDelta, Adam, Adamax, Nadam |
| Learning rate             | 1, 0.1, 0.01, 0.001, 0.0001, le-05, le-06, le-07 | 1, 0.1, 0.01, 0.001, 0.0001, le-05, le-06, le-07 |
| Momentum                  | 0.0, 0.2, 0.4, 0.6, 0.8, 0.9             | 0.4                                 |
For this study, epochs and batch size were tested from 10 to 100, and optimal values were found as 50 and 72, respectively.

2.4.2.6. Optimizers, Learning Rate, and Momentum

The CNN model uses optimizers to minimize the loss and maximize the efficiency of production, and this model uses momentum to accelerate the optimization process. On the other hand, the learning rate is a tuning parameter in an optimization algorithm. In other words, while moving toward a minimum of a loss function, the learning rate determines the step size at each iteration (Murphy, 2012). The learning rate can be calculated by using Equation 8 (Brownlee, 2018a, 2018b).

\[
\text{Learning rate (}\eta\text{)} = \text{initial learning rate} \times \frac{1}{1 + \text{decay rate} \times \text{iteration}} \tag{8}
\]

Where the learning rate is for the current epoch, the initial learning rate is the learning rate specified as an argument to optimization algorithms. The decay rate is the learning rate decay, and it starts training the CNN model with a large learning rate. After that, the learning rate slowly reduces until local minima are obtained. Finally, iteration is the epoch number.

Stochastic gradient descent (SGD), root mean square propagation (RMSprop), adaptive grad (AdaGrad), adaptive delta (AdaDelta), adaptive moment estimation (Adam), adaptive maximum (Adamax), and Nesterov-accelerated adaptive moment estimation (Nadam) optimizers are available in Keras (https://keras.io/api/optimizers/). Seven optimizers, eight learning rate values (1, 0.1, 0.01, 0.001, 0.0001, le-05, le-06, and le-07) and six momentum values (0.0, 0.2, 0.4, 0.6, 0.8, and 0.9) were tested in this study.

The formulas of SGD (Robbins & Monro, 1951), RMSprop (Hinton, 2012), AdaGrad (Duchi et al., 2012), AdaDelta (Zeiler, 2012), Adam and Adamax (Kingma & Ba, 2015), and Nadam (Dozat, 2016) are discussed herein.

SGD: Given a minibatch of m from the training set \{\{x^{(i)}\}, \ldots, \{x^{(m)}\}\} with corresponding targets \{y^{(i)}\} (i = 1, 2 \ldots m), the parameters of the CNN can be updated according to Equation 9.

\[
W_{\text{new}} = W_{\text{old}} - \eta \nabla L(W_{\text{old}}, x_{i}, y_{i}) \tag{9}
\]

Where \(W_{\text{new}}\) is the updated weight, \(W_{\text{old}}\) is the previous value of the weight, \(\eta\) is the learning rate and \(\nabla L(W_{\text{old}}, x_{i}, y_{i})\) is the gradient of loss function \(L(W_{\text{old}}, x_{i}, y_{i})\).

RMSprop keeps a moving average of the square of gradients and divides the learning rate by the root of this average (Hinton, 2012).

RMSprop:

\[
W_{\text{new}} = W_{\text{old}} - \frac{\eta}{\sqrt{\text{MeanSquare}(W, t)}} \nabla L(W_{\text{old}}) \tag{10}
\]

\[
\text{MeanSquare}(W, t) = \rho \text{MeanSquare}(W, t-1) + (1 - \rho)(\nabla L(W))^2 \tag{11}
\]

Where \(\rho\) = the forgetting factor = 0.9, \(t\) = the current time step.

AdaGrad: Based on the parameters, AdaGrad allows the learning rate to adapt (Zhao & Liu, 2018). This optimizer ignores the need to manually tune the learning rate (Do et al., 2019).

\[
W_{t+1, i} = W_{t, i} - \frac{\eta}{\sqrt{G_{t, i} + \epsilon}} \cdot g_{t, i} \tag{12}
\]

Where \(g_{t, i}\) is a partial derivative of the loss function, \(G_{t, i}\) is a diagonal matrix where each diagonal element \(i,\) and \(\epsilon\) is a smoothing term that avoids division by zero.
AdaDelta: To solve the problem of learning rate decay, AdaDelta is extended from AdaGrad (Do et al., 2019).

\[
W_{t+1} = W_t - \frac{RMS[\Delta W]_{t-1}}{RMS[g]_t} g_t
\]  

(13)

Where RMS is the root mean square error.

Adam: The first moment \((m_t)\) and the second moment \((u_t)\) of the gradients can be calculated by using the following equations:

\[
m_t = \rho_1 m_{t-1} + (1 - \rho_1) g_t
\]

(14)

\[
u_t = \rho_2 u_{t-1} + (1 - \rho_2) g_t^2
\]

(15)

Where \(\rho_1\) and \(\rho_2\) are exponential decay rates, \(g\) is the gradient.

After that, by using Equations 16 and 17, the correct biases in the first and second moment can be calculated as.

\[
\hat{m}_t = \frac{m_t}{1 - \rho_1 t}
\]

(16)

\[
\hat{u}_t = \frac{u_t}{1 - \rho_2 t}
\]

(17)

Finally, the parameters of the CNN can be updated according to the following formula:

\[
W_{new} = W_{old} + \Delta W
\]

\[
\Delta W = -\eta \frac{\hat{m}_t}{\sqrt{\hat{u}_t} + \epsilon}
\]

(18)

(19)

Where \(\epsilon = 10^{-8}\) is a small constant used to ensure numerical stability.

Adamax: This optimizer is based on infinity normalization, and it is an extension of Adam. Adamax calculates the biased first-moment moment \((m_t)\) and exponentially weighted infinity normalization \((\gamma_t)\) using Equations 20 and 21.

\[
m_t = \rho_1 m_{t-1} + (1 - \rho_1) g_t
\]

(20)

\[
\gamma_t = \max (\rho_2 \gamma_{t-1}, |g_t|)
\]

(21)

Finally, the CNN model parameters can be updated by using the following equation.

\[
W_{new} = W_{old} = \left(\frac{\eta}{1 - \rho_1^t}\right) \frac{m_t}{\gamma_t}
\]

(22)

Nadam: This optimizer modifies Adam with Nesterov’s accelerated gradient. The following two Equations 23 and 24 are similar to Adam to compute the gradient of first and second-moment variables.

\[
m_t = \rho_1 m_{t-1} + (1 - \rho_1) g_t
\]

(23)

\[
u_t = \nu u_{t-1} + (1 - \nu) g_t^2
\]

(24)

Equations 25 and 26 can be used to calculate the corrected moments.

\[
\hat{m} = \frac{\rho_{t+1} m_t}{1 - \prod_{i=1}^{t+1} \rho_i} + \frac{(1 - \rho_1) g_t}{1 - \prod_{i=1}^{t} \rho_i}
\]

(25)

\[
\hat{u} = \frac{\nu u_t}{1 - \nu_t}
\]

(26)
Parameters of the CNN model can be updated by using the following equation.

\[
W_{new} = W_{old} - \frac{\eta}{\sqrt{\hat{u}_i} + \varepsilon} \hat{m}_i
\]  

(27)

2.4.3. Performance Measure

The root mean square error (RMSE), MAE, Nash-Sutcliffe model efficiency coefficient (NSE), and coefficient of correlation (CC) were employed to evaluate the performance of the CNN model. The NSE ranges from the negative infinitive to 1, with 1 being a perfect match between forecasting results and observations. The better performance of the predicted results can be obtained from the smaller value of the RMSE and MAE and the higher value of NSE and CC.

The RMSE can be defined by Equation 28.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2}
\]  

(28)

NSE can be calculated as:

\[
NSE = 1 - \frac{\sum_{i=1}^{N} (y_i - \bar{y})^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2}
\]  

(29)

Equation 30 can be used to estimate the CC.

\[
CC = \frac{\sum_{i=1}^{N} (y_i - \bar{y})(\hat{y}_i - \bar{y})}{\sqrt{\sum_{i=1}^{N} (y_i - \bar{y})^2 \sum_{i=1}^{N} (\hat{y}_i - \bar{y})^2}}
\]  

(30)

Here, \(\hat{y}_i\) = the predicted value of the \(i\)th sample, \(y_i\) = the observed value of the \(i\)th sample, \(\bar{y}\) = mean observed value, and \(\bar{\hat{y}}\) = mean predicted value.

3. Results and Discussions

3.1. Effects of Learning Rates and Optimization Algorithms on Training the CNN Model Including Observation-Forecast Results

Loss over training epochs for SGD optimizer during training the CNN model is shown in Figure 7. The penalty for a bad prediction of the CNN model is defined by the loss that is a number. For the perfect prediction, this number is 0; otherwise, it is larger than 0. Results showed that a very high loss was found for a too-large learning rate of 1 and too-small learning rates from 0.0001 to 1E−7. A very small loss was found for only three learning rates: 0.1, 0.01, and 0.001. Similar results were found for the CNN model with RMSprop, Adam, AdaDelta, AdaGrad, Adamax, and Nadam algorithms (see supplementary Figures S1, S3, S5, S7, S9 and S11). Therefore, a too-large learning rate of 1 and too-small learning rates from 0.0001 to 1E−7 caused the inability of the CNN model with the SGD, RMSprop, Adam, AdaDelta, AdaGrad, Adamax, and Nadam algorithms. However, learning rates of 0.1, 0.01, and 0.001 were useful for the CNN model with these algorithms to learn the problem well. This result indicates that only three learning rates (0.1, 0.01, and 0.001) helped the CNN model to perform well on the training and testing dataset.

The observation-forecast results of the CNN model in terms of learning rates and the SGD algorithm are shown in Figure 8. For a too-large learning rate of 1, the CNN model with the SGD algorithm could not forecast anything, as the prediction line was straight. For too-small learning rates from 0.0001 to 1E−7, hourly typhoon rainfall was underestimated by the CNN model with the SGD algorithm. However, forecasting values were very close to the observed values for learning rates of 0.1, 0.01, and 0.001. The results for the CNN model with RMSprop, Adam, AdaDelta, AdaGrad, Adamax, and Nadam algorithms were similar (see Figures S2, S4, S6, S8, S10 and S12). Our results indicate that the CNN model is unable to forecast hourly typhoon rainfall with a learning rate of 1 and learning rates from 0.0001 to 1E−7. On the other hand, this model is able to forecast hourly typhoon rainfall with learning rates of 0.1, 0.01, and 0.001.
Figure 7. Loss over training epochs for stochastic gradient descent optimizer during training the convolutional neural network model. Mean absolute error is used for the loss function. The lead-time is 1 hr. The learning rate is denoted by ‘lrate’.

Figure 8. The observation-forecast results of the convolutional neural network model with the stochastic gradient descent optimizer. Here, the blue line represents the observed typhoon rainfall (mm h\(^{-1}\)), while the red line represents the forecasted typhoon rainfall (mm h\(^{-1}\)). The lead-time is 1 hr. The learning rate is denoted by ‘lrate’.
3.2. Statistical Performance of the CNN Model for 1–6 hr Lead-Time in Terms of Learning Rates and Optimization Algorithms

Figure 9 shows the forecasting performance of the CNN model with eight learning rates (1, 0.1, 0.01, 0.001, 0.0001, 0.00001, 0.000001, and 0.0000001) and seven optimization algorithms such as SGD, RMSprop, Adam, AdaDelta, AdaGrad, Adamax, and Nadam. For the too-large learning rate (learning rate = 1), both RMSE and MAE values were too high, and all algorithms provided the almost same result. For too-small learning rates (learning rate = 0.0001–1E−7), values of RMSE and MAE were also high and fluctuated in terms of optimization algorithms. However, both RMSE and MAE values showed that forecasting error was low and stable for learning rates of 0.1, 0.01, and 0.001. More importantly, forecasting error increased with increasing lead-time for these learning rates, but it was abnormal for a too-large learning rate of 1 and too-small learning rates from 0.0001 to 1E−7. It can be concluded that the CNN model shows the best performance for learning rates 0.1, 0.01, and 0.001, and the worst performance for the too-large and the too-small learning rates.

The model efficiency and correlation between observed and predicted values are shown in Figure 10. Here, the value 1 of NSE indicates a perfect match between prediction results and observations, and all values of CC are significant at 95% and 99% confidence levels. The model efficiency was too worse for the too-large learning rate (learning rate = 1), as NSE ranges from −3.5 to −2 for all lead-time forecasting. For the too-small learning rate (learning rates from 0.0001 to 1E−7), the value of NSE was close to 0 in most cases. However, the value of NSE was nearly 1 for learning rates 0.1, 0.01, and 0.001 in terms of 1–2 hr ahead of forecasting. After that, the model efficiency decreased with increasing lead-time for these learning rates. On the other hand, the value of CC was close to 0 for the too-large learning rate (1), while this value reached −1 for the too-small learning rate (0.0001–1E−7). However, a significant strong positive correlation was found for learning rates 0.1, 0.01, and 0.001. Overall, the lowest model efficiency and lowest correlation (p < 0.05, 0.01) between observed and prediction values were found for the too-large learning rate and the too-small learning rates. On the other hand, the highest model efficiency and highest correlation (p < 0.05, 0.01) between observed and forecasted values were found for learning rates 0.1, 0.01, and 0.001.
3.3. Model Comparison

We compared the results of the present study with previous studies in terms of optimization algorithm, learning rate, NSE (%), average relative RMSE (rRMSE = RMSE/mean observation value), and RMSE (Table 7). Lin and Chen (2005) and Lin and Wu (2009) used typhoon data from 10 rain gauges in the Tanshui River basin in northern Taiwan for forecasting typhoon rainfall within 1-hr lead-time. The model efficiency results of Lin and

![Image](image-url)

Figure 10. Nash-Sutcliffe model efficiency coefficient and coefficient of correlation within 1–6 hr lead-time in terms of learning rate and optimization algorithms for the convolutional neural network model.

| Method                  | Region | Lead-time | Optimization algorithms | Learning rate | NSE (%) | Average rRMSE | RMSE (mm)   |
|-------------------------|--------|-----------|-------------------------|---------------|---------|---------------|-------------|
| Lin and Chen (2005)     | NT     | 1 hr      | -                       | 0.01          | 30–40   | -             | -           |
| Lin and Wu (2009)       | NT     | 1 hr      | -                       | -             | 40–80   | -             | -           |
| Huang et al. (2018)     | NWPO   | 1 day     | -                       | -             | -       | 21.94 (FNN-LLE), 24.07 (ECMWF), and 25.22 (SRM) |
| Wei and Chou (2020)     | NT     | 1–6 hr    | -                       | 0.1–0.4       | -       | 1.98 (Case 1), 2.025 (Case 2), and 2.03 (Case 3) |
| Our study               | NWPO   | 1–6 hr    | SGD, RMSprop, AdaGrad, AdaDelta, Adam, Adamax, Nadam | 0.1, 0.01, and 0.001 | 90 (1h), 83 (2h), 78 (3h), 70 (4h), 65 (5h) and 59 (6h) | 0.96 | 14 (1h), 17–18 (2h), 20–21 (3h), 23–24 (4h), 25–26 (5h), and 28–29 (6h) |

Note. Here, NT, NWPO, FNN-LLE, ECMWF, and SRM represent northern Taiwan, Northwestern Pacific Ocean, fuzzy neural network locally linear embedding, European Center for Medium-Range Weather Forecasts, and stepwise regression method respectively. Note. Case 1 = 271 typhoons events that affected Taiwan, Case 2 = typhoons that passed through Taiwan, and Case 3 = typhoon events that reached the level of heavy rain (40 mm/hr).
Chen (2005) and Lin and Wu (2009) varied rain gauge wise (30%–40% and 40%–80%, respectively). For SGD, RMSprop, AdaGrad, AdaDelta, Adam, Adamax, Nadam optimizers with learning rates 0.1, 0.01, and 0.001, the efficiency of our model was higher (90%) for 1-hr lead-time than the model developed by Lin's team. For 2–6 hr lead-time, the model efficiency of this study was also higher (59%–83%) than Lin and Chen (2005) and Lin and Wu (2009). The rRMSE value (0.96) of our model was lower than the model (rRMSE value = 1.98 for Case 1, 2.025 for Case 2, and 2.03 Case 3) developed by Wei and Chou (2020). Here, the authors used cases 1, 2, and 3 for 271 typhoons events that affected Taiwan, typhoons that passed through Taiwan, and typhoon events that reached the level of heavy rain (40 mm/hr) respectively. Finally, the value of RMSE (mm) was lower for our study than Huang et al. (2018). It can be concluded that the current CNN model appears to be a powerful tool for forecasting the hourly typhoon rainfall, especially for the long lead-time forecasting (1–6 hr).

4. Conclusion

This study has investigated the effects of learning rates and optimization algorithms on the forecasting performance of the CNN model. This model used hourly typhoon rainfall within a 500 km radius from each typhoon center as input. Results show that the CNN model is very sensitive to learning rate because too-large and too-small learning rates result in the inability of the model to learn to forecast hourly typhoon rainfall. Only learning rates of 0.1, 0.01, and 0.001 are useful for the CNN model to forecast hourly typhoon rainfall. More importantly, the CNN model with SGD, RMSprop, AdaGrad, AdaDelta, Adam, Adamax, Nadam optimizers and learning rates of 0.1, 0.01, and 0.001 is capable of providing more accurate hourly typhoon rainfall forecasts than the existing models. Therefore, the CNN model is recommended as an alternative to the existing model for disaster prevention and mitigation.

Data Availability Statement

To run the CNN model, the Keras (Chollet, 2015) from TensorFlow (Abadi et al., 2016) can be used in Python (https://www.tensorflow.org/api_docs/python/tf/keras/layers/Conv1D). The typhoon best track dataset can be downloaded from the China Meteorological Administration (https://tcdata.typhoon.org.cn/en/zjlsjji_zlhq.html; Lu et al., 2021; Ying et al., 2014). The rainfall data can be downloaded from the National Aeronautics and Space Administration (NASA; Huffman et al., 2014; https://disc.gsfc.nasa.gov/datasets/GPM_3IMERGHH_06/summary?keywords=%22IMERG%20final%22). Scripts in NCL, Python, and MATLAB for the corresponding figure of this article can be found in Md. Jalal Uddin’s Zenodo repository (https://doi.org/10.5281/zenodo.5915311).
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