Evaluating Variable Selection and Machine Learning Algorithms for Estimating Forest Heights by Combining Lidar and Hyperspectral Data
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Abstract: Machine learning has been employed for various mapping and modeling tasks using input variables from different sources of remote sensing data. For feature selection involving high-spatial and spectral dimensionality data, various methods have been developed and incorporated into the machine learning framework to ensure an efficient and optimal computational process. This research aims to assess the accuracy of various feature selection and machine learning methods for estimating forest height using AISA (airborne imaging spectrometer for applications) hyperspectral bands (479 bands) and airborne light detection and ranging (lidar) height metrics (36 metrics), alone and combined. Feature selection and dimensionality reduction using Boruta (BO), principal component analysis (PCA), simulated annealing (SA), and genetic algorithm (GA) in combination with machine learning algorithms such as multivariate adaptive regression spline (MARS), extra trees (ET), support vector regression (SVR) with radial basis function, and extreme gradient boosting (XGB) with trees (XGbtree and XGBdart) and linear (XGBlin) classifiers were evaluated. The results demonstrated that the combinations of BO-XGBdart and BO-SVR delivered the best model performance for estimating tropical forest height by combining lidar and hyperspectral data, with $R^2 = 0.53$ and RMSE = 1.7 m (18.4% of nRMSE and 0.046 m of bias) for BO-XGBdart and $R^2 = 0.51$ and RMSE = 1.8 m (15.8% of nRMSE and −0.244 m of bias) for BO-SVR. Our study also demonstrated the effectiveness of BO for variables selection; it could reduce 95% of the data to select the 29 most important variables from the initial 516 variables from lidar metrics and hyperspectral data.
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1. Introduction

Forest structural properties are critical information sources for measuring and monitoring aboveground biomass (AGB), which is used to predict the amount of carbon stock in forest stands [1–3]. Accurate biomass data are needed in order to monitor the progress toward the 5.2% reduction in carbon emission compared with 1990 levels, agreed by 37 nations in the Kyoto Protocol of the United Nations Framework Convention on Climate Change (UNFCC) [4]. In addition, forest structural properties are also important to infer forest conditions, as well as to assess the habitat and biodiversity within forest structures, especially for canopy-dwelling organisms [5–7].

The UNFCC has set up three levels of accuracy for mapping carbon emissions, from national to regional and global scales, where remote sensing has been recognized as one of the promising technologies for mapping these features. Carbon measurement was traditionally carried out by field
plot sampling, with high accuracy; however, this method was expensive and time-consuming [1,8,9]. Therefore, the development of remote sensing technologies that can map broader areas from regional (1000’s km²) to global (10⁸ s km²) scales at high levels of detail has been widely explored for mapping and modeling forest structural properties. However, mapping forest structural properties using remote sensing is still a challenging task, especially when dealing with complex forest environments; thus, further assessment related to the uncertainties of using remote sensing methods for mapping forest structural properties is needed [10].

1.1. Remote Sensing for Forest Structural Property Modeling

Forest structural variables are a complex set of properties that portray the quantities and spatial distribution of forest components, including leaves and branches [11]. These variables, including tree height, diameter at breast height (DBH), basal area, and AGB, have been modeled from multi/hyperspectral data [12,13], radar intensity backscattering [14,15], and height metrics from both large- and small-footprint lidar data [2,16,17]. Owing to the inability of remote sensing methods to directly measure the forest structural properties, they are typically measured by linking the field plot inventory data with remote sensing metrics through empirical modeling using single or multivariate analysis.

Univariate analysis employing single variables from remote sensing metrics has several limitations. For example, the strong relationship between broadband multispectral vegetation indices and the leaf area index tends to lower the prediction accuracy for measuring high-density complex forest areas [18], while radar backscatter tends to saturate for biomass levels greater than 100 mg/ha [15] and is also affected by precipitation levels; the saturation of the radar backscatter and the influence of precipitation levels increases the soil and vegetation moisture level and reduce the dynamic range of radar backscatter, hence lowering the sensitivity of the model [14,19,20]. The most appropriate remote sensing technology for measuring forest structural properties is the use of lidar data, which can provide accurate and precise measurement of ground and objects elevation, enabling the measurement of aboveground object properties closely related to forest structural properties. Hyde et al. [1] found that the performance of lidar data can be enhanced by combining lidar sensors with other sensors.

Multi-sensor modeling, such as by combining lidar and other remote sensing sensors, can increase the modeling performance of forest structural properties, mainly tropical forest biomass, and can fulfill the standard accuracy for the monitoring, reporting, and verification (MRV) activities; however, the performance and accuracy of the multi-sensor fusion can be varied [21,22]. The improvement when combining various multi-sensor remote sensing data comes from the unique features or metrics that each datum can generate, which are able to increase the accuracy of modeling forest structural properties. Zolkos, Goetz and Dubayah [21] pointed out that lidar corresponded strongly with the vertical profiles of trees. Passive optical sensors provided information regarding the species and types of forests, and radar provided the variability of tree foliage and branches through the backscattering values. Meanwhile, Lu, Chen, Wang, Liu, Li and Moran [22] listed the possible features of spatial, spectral, and height that can be generated separately from different sources of remote sensing (RS) data from active and passive sensors and this has been used in forest structural property modeling. Therefore, it is essential to explore the possible optimization of the multisensory fusion model for forest structure mapping [22].

1.2. Objectives

Previous research has indicated that combining remote sensing data, particularly those of passive and active sensors, can improve the accuracy of forest structural parameter mapping and modeling. More variables are being used in the modeling, which can increase the computation time and model complexity and affect the classifier accuracy [23,24]. In addition, the curse of dimensionality affects most machine learning algorithms, so that optimization is necessary in order to select the significant variables [25]. Therefore, this study explores the best combination between variable selection strategies
and machine learning algorithms for modeling using high-dimensionality input data. Several variable selection strategies, such as Boruta (BO), principal component analysis (PCA), simulated annealing (SA), and genetic algorithms (GAs), were combined with machine learning algorithms such as extra trees (ET), support vector machine (SVM) with radial basis function kernel, and a family of extreme gradient boosting (XGB) algorithms, including linear booster XGB (XGBlin), tree booster XGB (XGBtree), and regression tree booster XGB (XGBdart). The forest height was modeled using variables collected from the AISA (airborne imaging spectrometer for applications) hyperspectral data (479 bands) and airborne lidar elevation statistical metrics (37 variables).

2. Materials and Methods

2.1. Study Site

The study was conducted at Robson Creek, Far North Queensland Rainforest, Queensland, Australia, which is part of the Wet Tropics bioregion located along the coastline and adjacent to the Great Barrier Reef. The Robson Creek area is a tropical rainforest dominated by dense notophyll vine forests, which hold the highest biomass in Australia [26]. The study area is located in the northeast of Atherton, on the western slopes of the Lamb Range in Danbulla Park, Queensland, Australia. It has an average elevation of 700 m, with a 2300 mm rainfall intensity and an average temperature of 19 °C. The forest in this area is dominated by simple notophyll vine forests, with an average height of 26 to 40 m. A 500 × 500 m grid area with average biomass values of 418.5 mg/ha [27], located at 145.232° east and 17.12° south within Robson Creek, was used as the study site in this area (Figure 1).

![Figure 1. Study site area of Robson Creek, Far North Queensland, Australia, with the (right figure) showing the canopy height model from airborne lidar and the middle figure showing the AISA (Airborne Imaging Spectrometer for Applications) false color composites and the 100-m plots, while the (left figures) show the inset of the study area over broader scales.](image)

2.2. Data

2.2.1. Field Datasets

Field data were acquired from the study of Bradford, Metcalfe, Ford, Liddell, Green and Mckeown [27], which conducted a census of the trees with diameter at breast height (DBH) > 10 cm within the Danbulla National Park in the northwest of Atherton, Far North Queensland, Australia. The Robson Creek study site is a 25-ha permanent plot consisting of 100 × 100 m plots and 20 × 20 m quadrat-plots. This area is managed by the Terrestrial Ecosystem Research Network and CSIRO Tropical Forest Research. From December 2009 to December 2012, this area was surveyed to collect...
the vegetation species data and the tree structures configuration, including the height of the trees (m), particularly for trees with a DBH of above 10 cm.

In the field survey, approximately 23,000 individual trees, belonging to 209 species, were mapped and measured using a differential GPS system, Trimble Pro XRT, equipped with OmniSTAR DGPS signal with 2.3 m and 1.8 m standard deviation accuracy. The vegetation species in this area are dominated by *Litsea leefeana*, *Cardwellia sublimis*, *Findersia bourjotiana*, *Elaeocarpus largiflorens*, and *Alphitonia whitei*, which account for 28% of the species in this area. The vegetation height varied from 2 to 120 m, with an average height of 18.4 m and an average DBH of 20.9 cm (Table 1). On the field plots, there were no signs of man-made disturbance, including the signs for silvicultural treatments with the last selective loggings that were conducted between 1960 and 1969, as described in the study by Bradford, Metcalfe, Ford, Liddell, Green and Mckeown [27].

Table 1. Field inventory data statistics for the Robson Creek study site (Bradford et al. [27]).

| Parameters                        | Statistical Analysis                              |
|-----------------------------------|--------------------------------------------------|
|                                   | Min      | Mean    | Max      | Standard Deviation | 5th Percentile | 95th Percentile |
| Height (H) (m)                    | 2.0      | 18.4    | 120.0    | 6.6                | 10             | 30             |
| Diameter at Breast Height (DBH) (cm) | 10.0     | 20.9    | 152.5    | 13.1               | 10.4           | 48.5           |
| Aboveground Biomass (AGB) (mg/ha) | 294.81   | 402.53  | 540.75   | 56.59              | 311.529        | 534.85         |
| Number of Trees (count/ha)        | 715      | 935.2   | 1074     | 75.78              | 743.5          | 1065           |

2.2.2. Hyperspectral Data

The SPECIM AISA hyperspectral system consists of two hyperspectral sensors, Eagle and Hawk, mounted under the wing of the ARA’s (Aircraft Research Association) ECO-Dimona research aircraft. These data were acquired on 13 and 14 September 2012. The Eagle sensor has 252 spectral bands, from 400.7 to 999.2 nm, with 2.2 to 2.45 nm of full-width half maximum (FWHM), while the Hawk sensor has 227 bands, from 993.1 to 2497.4 nm, with 6.22 to 6.32 nm of FWHM (Table 2), with a swath width of 296 pixels. Examples of the spectral responses of vegetation in the study areas from Eagle and Hawk sensors are presented in Figure 2. Images were acquired at an altitude of 500 m above ground level, resulting in 30 cm to 1 m spatial resolution, and the sensors were operated in a push-broom mode. The data were then atmospherically corrected to reflectance values using the FLAASH (Fast Line-of-Sight Atmospheric Analysis of Spectral Hypercubes) module in ENVI 4.8. The data were corrected for cross-track anomaly to remove limb or edge brightening effects, which change the value for pixels located across the flight track [28].

Table 2. Hyperspectral metrics variable acronyms with values representing the center of wavelength.

| Sensors | Wavelength          | Acronyms   | Number of Bands | Full-Width Half Maximum (FWHM) |
|---------|---------------------|------------|-----------------|-------------------------------|
| Eagle   | 400.7–450 nm        | E401–E450  | 23              |                               |
|         | 452.6–501 nm        | E453–E501  | 22              |                               |
|         | 503.3–580.4 nm      | E503–E580  | 34              |                               |
|         | 582.8–599.4 nm      | E582–E599  | 8               | 2.2 to 2.45 nm                |
|         | 601.9–680.7 nm      | E602–E681  | 34              |                               |
|         | 683–749.8 nm        | E683–E750  | 29              |                               |
|         | 752.4–999.2 nm      | E752–E999  | 102             |                               |
| Hawk    | 993.1–1396.7 nm     | H993–H1397 | 61              | 6.22 to 6.32 nm               |
|         | 1403–2497.37 nm     | H1403–H2497| 166             |                               |
|         | Total bands         |            | 479 bands       |                               |
| Sensors Wavelength Acronyms | Number of Bands | Full-Width Half Maximum (FWHM) |
|----------------------------|----------------|-------------------------------|
| Eagle (E) 400.7–450 nm     | 23             | 2.2 to 2.45 nm                |
| 452.6–501 nm               | 22             |                               |
| 503.3–580.4 nm             | 34             |                               |
| 582.8–599.4 nm             | 8              |                               |
| 601.9–680.7 nm             | 34             |                               |
| 683–749.8 nm               | 29             |                               |
| 752.4–999.2 nm             | 102            |                               |
| Hawk 993.1–1396.7 nm       | 61             | 6.22 to 6.32 nm               |
| 1403–2497.3 nm             | 166            |                               |

Total bands 479 bands

Figure 2. Examples of spectral responses from Eagle (top figure) and Hawk (bottom figure) sensors at 10 random points at the study area.

2.2.3. Lidar Metrics

Small-footprint discrete-return lidar data were used in this study. The data were generated from full-waveform lidar using a Riegl Q560 instrument mounted under the wing of ARA’s ECO-Dimona aircraft and were taken at the same time as the hyperspectral measurements. The lidar sensor recorded at 300 m above ground level with a velocity of 40 m/s and created a 0.30 m point distribution along-track and across-track, with a diameter of <0.15 m for each pulse, in order to produce lidar point clouds. The lidar flight was closer to the ground to ensure a higher penetration rate and higher first/last return, useful for forest structural property assessment [29,30].

The lidar processing was started by generating the height normalized lidar. To create the height-normalized lidar, the raw lidar data were normalized by using the triangulated irregular network (TIN) interpolation surface by using the ground returns. Lidar sensor was able to record the multiple returns from a pulse that hits multiple objects, with the first return being the highest object, and the ground return can be identified from the high intensity of the last return when large lidar footprint was used [31], although not all last returns can be classified as ground returns. Another method to detect ground return can be identified from the lidar return, which only has a single return, that typically happened when the pulse hits a solid object or a surface. The process of height normalization was conducted in the R environment by using the “LidR” package [32]. A comparison of non-normalized lidar and height normalized lidar is presented in Figure 3.
ground return can be identified from the high intensity of the last return when large lidar footprint was used [31], although not all last returns can be classified as ground returns. Another method to detect ground return can be identified from the lidar return, which only has a single return, that typically happened when the pulse hits a solid object or a surface. The process of height normalization was conducted in the R environment by using the “LidR” package [32]. A comparison of non-normalized lidar and height normalized lidar is presented in Figure 3.

Figure 3. The differences between the non-height normalized lidar (top figure) and the height normalized lidar (bottom figure); color represents elevation.

To derive the lidar height statistical metrics, the “standard_z” function in the “LidR” package [32] was used to derive the standard lidar metrics calculated using the elevation values. This process generated 36 raster metrics, which represented the statistical properties of the point clouds within a $5 \times 5$ m$^2$ bin. Additional canopy height metrics (CHMs) were generated using the pit-free algorithm developed by Khosravipour et al. [33] to account for the canopy height irregularities and remove pits from the final CHM data. Therefore, 37 lidar variables in total were used for the forest height modeling (Table 3).

Table 3. Lidar metrics variable acronyms.

| Acronyms     | Statistical Metric Type                                                                 | Number of Variables |
|--------------|----------------------------------------------------------------------------------------|---------------------|
| LD01–LD06    | Maximum, mean, standard deviation, skewness, kurtosis, entropy                          | 6                   |
| LD07–LD08    | Height above mean and number of returns from the 2nd and above 2nd return, divided by the 1st return | 2                   |
| LD09–LD27    | Height percentile from 5% to 95% (5% interval)                                         | 11                  |
| LD28–LD36    | Cumulative height based on nine breaks from minimum to maximum                         | 9                   |
| CHM          | Pit-free canopy height metrics                                                         | 1                   |
|              | Total lidar statistical variables                                                      | 37                  |

3. Methodology

3.1. Feature Selection and Dimensionality Reduction

3.1.1. Random Forest Implementation in Boruta

Boruta was developed by Kursa and Rudnicki [34], designed as a wrapper around the random forest (RF) algorithm. The original RF algorithm can determine significant variables by considering the decrease in accuracy when permutation of the input variables is conducted. However, in BO, the important variables are determined by introducing the shadow variables generated by randomly shuffling the attribute values to be used in the RF classification alongside the original variables; then, an iterative search for a set of original variables that outperform the shadow variables is performed by referring to the Z-score as a measure for accuracy loss. The pseudocode for BO can be found in Paja et al. [35] study.

Boruta has been implemented in various types of machine learning modeling for variable selection, including gully erosion modeling [36], peat thickness modeling [37], and digital soil mapping and modeling [38,39]. It has also been applied for hyperspectral band selection [36] to reduce the number
of bands used in the analysis. In this study, Boruta was run with the number of iterations and number of trees set as 200 and 1000, respectively.

3.1.2. Principal Component Analysis

PCA is a classic method for compressing the data dimensionality by rotating the data according to the direction of the majority of the data distribution on n-dimensional spaces; the first principal component (PC) is created, while the second PC is directed to be perpendicular to the first, and so on, to create the PC bands with numbers equal to the number of input bands [40]. The PC bands are highly uncorrelated with each other and hold the most variance contained in the original data, especially for the first PC bands. Thus, PCA analysis is beneficial for reducing the dimensionality from the highly correlated data while retaining the majority of information stored at the original data. The analysis can also be extended to reduce the noises in the original data by transforming/rotating the PCA bands back to the original data. PCA has been applied mainly for classification using hyperspectral data, and it resulted in unstable accuracy when high-dimensionality data with high correlation between variables were used; this decrease in accuracy when using high-dimensionality data is commonly referred to as the “Hughes” phenomenon [41].

In our study, PCA was applied to several datasets to measure the performance of the PC bands when applied in modeling using machine learning algorithms. Here, PCA was applied to the hyperspectral data from each sensor (Eagle and Hawk sensors) and the lidar statistical metrics. The first ten PC bands from each electromagnetic spectrum and lidar metric were extracted. Therefore, the total number of PC variables to be used as the input for the machine learning algorithms was 30. The selection of a fixed number of PC bands from each dataset was performed due to the difficulty of automatically assessing the meaningful components of the PC bands without visual assessment [42]. The processing was conducted by using the “rasterPCA” function in the RSToolbox package in R [43]. The output was standardized (scaled and centered) so that determining the variable importance from the PC bands could be identified from the PC’s factor loadings.

3.1.3. Simulated Annealing

SA is a non-deterministic feature selection strategy that uses a probabilistic function [44]. This variable selection strategy, which is used for multivariate optimization, mimics the statistical mechanics process of achieving thermal equilibrium in the solidification of metal or glass [45]. The probability function in SA is constructed from a search process that allows trial subsets that worsen the objective function by controlling the range of temperature variables and the cooling scheme, mimicking the physical process of annealing [46]. The pseudocode for SA can be found in Gheyas and Smith [47] study. In this study, SA was implemented using an RF wrapper in the Caret package [48]. A three-fold cross-validation was run, with 1000 iterations to generate the variable selection and R² with the fitness measure. We also set the improvement values with 50 iterations, meaning that if there was no improvement at the 50th iteration after the best combination was found, the algorithm would reset the search grid using the latest best combination. This was conducted in order to avoid becoming stuck in local maxima.

3.1.4. Genetic Algorithm

GA is also a non-deterministic strategy for variable selection. This strategy mimics the natural evolution stages to find the best combination of variables (or chromosome) through the following processes: (1) selection based on the fitness criterion to generate parent candidate from the random initial combination, (2) combination of genes from two parents, and (3) the mutation of genes within the parents’ chromosome (or the variable combination) by randomly flipping the gene [49,50]. The pseudocode for GA can be found in the studies of Chau et al. [51] and Gheyas and Smith [47]. These three processes are iteratively conducted until the stopping criterion is met; that is, no significant improvement in the fitness level is found or the number of designated iterations has been achieved.
In this study, similar to SA, the GA was implemented using an RF wrapper in Caret, with a three-fold cross-validation run for 1000 iterations and the coefficient of determination ($R^2$) as the fitness measure. In addition, the same setting for improvement as used in SA was used to find the local best combination while avoiding becoming trapped in the local minimum/maxima.

3.2. Machine Learning Algorithm

3.2.1. Multivariate Adaptive Regression Spline

Multivariate adaptive regression spline (MARS) is a method developed by Friedman [52] and explained in detail by Friedman and Roosen [53]. It involves using a spline basis function to construct an accurate non-linear model from high-dimensionality data. Unlike the standard spline function, the non-linear model was constructed to resemble the general approximation of the data distribution by dividing the predictors into several linear functions based on the detected joints or knots. The pseudocode for the MARS algorithm can be found in the study by Alkaim and Al-Janabi [54]. MARS has been used in various types of multivariate modeling and has been reported to outperform other modeling algorithms, such as the generalized additive model for species distribution [55], Cubist for AGB modeling [56], maximum likelihood, and parallelepiped for land cover classification [57]; however, the accuracy of MARS may be dependent on the pixel size of the data used in the modeling [58]. This study used the MARS implementation in the “earth” package, called the “Caret” train function [59].

3.2.2. Extra Trees

RF, developed by Breiman [60], is a bagging ensemble method that has gained popularity in the study of remote sensing for regression and classification in recent years. This is due to the low number of parameters used in the analysis and its comparable performance with other machine learning methods such as SVM [61]. In addition, the algorithm is also less prone to overfitting, due to the parallel process in creating the ensemble of classifiers, and computationally less intensive [62]. RF combines multiple tree classifiers from the random subset of data and determines the final value from the majority vote (classification) or average (regression) [63].

This study used the extension of the original RF implementation, so-called the extremely randomized trees or extratrees (ET), in the “extraTrees” package [64]. This algorithm was developed by Geurts et al. [65], who modified the strategy for splitting the nodes by using a random subset of the best feature and the corresponding attributes and trained each tree classifier using the whole dataset instead of the random subset of data in the original RF. Geurts, Ernst and Wehenkel [65] study also listed the details and pseudocode for the ET algorithm. Therefore, the ET model will be less likely to overfit, and the randomization in the node splitting process will reduce the variance better than the original RF and minimize bias [65]. In addition, the algorithm also has also been reported to be faster in training and prediction processes, with accuracy comparable to that of the original bagging RF [66–68]. Moreover, ET used for land cover classification in remote sensing has been reported to provide better accuracy than the original RF and SVM [69].

3.2.3. Extreme Gradient Boosting

Extreme gradient boosting (XGB) is also an ensemble method based on the boosting strategy rather than the bagging strategy in RF. The boosting strategy works by assessing the loss function of the previously constructed ensemble and assigning a weight to the previous error of classification when constructing and refining a new set of classifiers [70]. This study used the linear, tree, and DART implementation of XGB in the “xgboost” package [71], which is based on the gradient boosting algorithm by Friedman [72]. The details, steps, and pseudocodes of the XGB algorithms were presented at Chen and Guestrin [73]. The XGB algorithm is capable of performing classification and regression tasks in several applications, including remote sensing. The growing popularity of this method is
due to its better or comparable accuracy and stability relative to other algorithms, such as RF and SVM for land cover classification in urban areas; SVM for modeling global solar radiation; SVM, RF, and Gaussian process regression for mangrove AGB modeling, and ET, SVM, and RF for high-resolution vegetation mapping [74–77].

3.2.4. Support Vector Regression

SVM, developed by Cortes and Vapnik [78], is a machine learning algorithm that transforms input data into a high-dimensional space to enable optimal linear separation between the different clusters of data. With the additional settings of soft margin and kernel, SVMs separate data by a linear surface model or hyperplane and project the data into a higher-dimensional space to accommodate the linear separation of the class [79]. The details and pseudocodes for SVM can be found in the report by Alloghani et al. [80]. This method can be used for classification and regression tasks and, when used for the latter, the method is also known as support vector regression (SVR) [81]. Both SVR and SVM have been widely applied for many remote sensing studies, particularly to perform modeling from high-dimensionality data [82]. In addition, SVM and SVR are easy to use, robust, and less prone to noise from the input data [83]. In this study, we employed the SVR with the radial basis function kernel in the R package of “kernlab” [84]. The radial basis function kernel is the most commonly used function in the modeling of vegetation biophysical properties [77].

3.3. Model Construction

In this study, each feature reduction and selection analysis method described above was combined with machine learning. Since there were four feature reduction and selection analysis methods and six machine learning algorithms, 24 combinations were tested in this study. In addition, three scenarios of input data were used: hyperspectral bands (HS), lidar CHM and height metrics (LD), and hyperspectral and lidar data (ALL). Therefore, 72 combinations of input data, feature reduction and selection analysis methods, and machine learning algorithms were tested in this study.

In the model construction, the input data were split into training and testing data in 70:30 proportion. Each model was trained using five-fold cross-validation, with $R^2$ as the model performance metric. Hyperparameter optimization was conducted via a random search with 50 iterations to find the best parameter for each machine learning algorithm. The random search can find the best optimization for the tuning parameter with a relatively faster computation time [85].

3.4. Model Validation

Error estimation of the models was performed to determine which models had better prediction levels. Root mean squared error (RMSE) analysis was used to determine the magnitude of the margin of error between predicted and actual field plot data. The RMSE value was calculated by taking the square root from the quadrat difference of the predicted $Pi$ and the field data $Oi$, as shown in Equation (1). Additional metrics of bias and normalized RMSE (nRMSE) were also added to evaluate the error of the output models (Equations (2) and (3)), where bias was used to determine whether the output model is over- or underestimating the actual values [86] and nRMSE is a scaled RMSE value (can be represented by percentage) calculated by using the maximum and minimum values of population, where smaller values indicate the better fit of the model to the actual values.

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (Pi - Oi)^2}{n}}$$  \hspace{1cm} (1)

$$\text{nRMSE} (\%) = \frac{\text{RMSE}}{(\text{Max}(Oi) - \text{Min}(Oi))} \times 100$$  \hspace{1cm} (2)

$$\text{Bias} = \frac{\sum_{i=1}^{n} (Pi - Oi)}{\sum_{i=1}^{n} Oi}$$  \hspace{1cm} (3)
where \( n \) is the number of observations; \( O_i \) is the observed/true value, which is the field data measurement; \( P_i \) is the model predicted regarding forest structure attributes from the remote sensing model. The RMSE, nRMSE, and bias were calculated for the output models by using metrics [87] and the hydroGOF package [88]. The error assessment was conducted by using 30\% of the total field data (36 points), while the remaining 70\% of the data (85 points) was used to construct the model.

This study can be summarized into the following workflow (Figure 4).

4. Results

4.1. Feature Selection and Dimensionality Reduction

Feature selection analyses and dimensionality reduction were conducted using Boruta (BO), Simulated Annealing (SA), Genetic Algorithm (GA), and Principal Component Analysis (PCA). These methods were used to select the significant variables from AISA hyperspectral bands (479 variables), lidar statistical metrics (37 variables), and the combination of both datasets (516 variables) for modeling the forest height data. Each of the feature selection and dimensionality reduction frameworks was applied to three datasets: hyperspectral bands, lidar height metrics, and a combination of hyperspectral and lidar metrics. The feature selection identified different numbers of variables, ranging from 4 to 133 variables (Table 4), which were deemed significant for modeling forest height.

| Variables | All Data | Hyperspectral | Lidar |
|-----------|----------|---------------|-------|
|           | BO       | GA | SA | BO | GA | SA | BO | GA | SA |
| Eagle     | 4        | 85 | 48 | 2  | 66 | 66 |
| Hawk      | 1        | 44 | 46 | 2  | 42 | 62 |
| Lidar     | 24       | 4  | 10 | 27 | 9  | 14 |
| Total     | 29       | 133| 104| 4  | 108| 128| 27 | 9  | 14 |
| % from initial datasets | 5.62 | 25.78 | 20.16 | 0.84 | 22.55 | 26.72 | 72.97 | 24.32 | 37.84 |

From Table 4, GA and SA generally identified more significant variables than BO; they identified a range of 20.16\% to 37.84\% of the total number of variables, while BO identified a range of 0.84\% to 72.97\%. The higher identified significant variables in BO were obtained when it was applied to select the significant lidar variables. Boruta identified the significant variables by measuring the number of variables.
of times the original variables performed better than the randomly generated shadow variables and considered the variable to be significant when the importance frequency for the variable reached >95% quantile of confidence. Therefore, it seemed that most of the lidar variables performed better than the shadow variables, hence more detected significant variables. Details of the selected variables from BO can be seen in Figure 5.

Figure 5 shows the ranking of importance considering each selected variable, where a higher value indicates better performance. Based on the feature selection results from BO, lidar showed overall better performance than the hyperspectral bands as more lidar variables were detected as significant. The detection of fewer variables from hyperspectral metrics indicates the poor performance of most of the original spectral bands against the randomly generated “shadow” variables. In addition, BO also identified CHM metrics as the most significant variables, both for the combined variables and lidar metrics, while the wavelength of 2410 nm in the Hawk (H_{2410}) sensor was considered the most significant variable among the hyperspectral sensors (both Hawk and Eagle). However, in terms of the number of identified variables from hyperspectral bands, Eagle sensors performed better than Hawk, with more detected variables coming from the Eagle sensors.

Unfortunately, there was no ranking for variables generated from GA and SA analyses since the outputs of the identified variables were considered as a combination that generated the best performance, measured using the fitness function of RMSE and R^2 after 1000 iterations. However, the identified combination of the significant variables differed considerably from the BO results. For instance, GA and SA identified more hyperspectral bands than the lidar metrics, although most of the identified variables were from the Eagle sensors, similar to the results of BO analysis. Moreover, CHMs were not identified as significant variables in GA and SA, contrary to the BO results.

![Image](image_url)
Figure 5. Selected variables by using Boruta. (A) Hyperspectral datasets (E769, E804, H1924, and H2410), (B) lidar height metrics (LD1, LD2, LD4-LD7, LD10, LD12-LD28, LD35-LD36, and CHM), and (C) hyperspectral and lidar metrics (E767, E799, E870, E875, H2410, LD1, LD2, LD4–LD7, LD10, LD13–LD27, and LD36), based on the number of variables with better performance against the shadow variables (y-axis; importance).

Different results were presented using PCA analysis since PCA did not select the best variables but rather compressed the data into a PC and retained most of the information or variance in the data. Here, we used the first 10 PCs from Eagle, Hawk, and lidar height metrics. The first 10 components of Eagle, Hawk, and lidar data stored a cumulative variance of 99.60%, 99.46%, and 96.11%, respectively. Most of the variance was stored in the first to third PCs, which could make up to 81% to 90% of the total variance. To understand the contribution of each variable to the PC, the loading factors of the first 10 components are presented in Figure 6.
Unfortunately, there was no ranking for variables generated from GA and SA analyses since the outputs of the identified variables were considered as a combination that generated the best performance, measured using the fitness function of RMSE and R² after 1000 iterations. However, the identified combination of the significant variables differed considerably from the BO results. For instance, GA and SA identified more hyperspectral bands than the lidar metrics, although most of the identified variables were from the Eagle sensors, similar to the results of BO analysis. Moreover, CHMs were not identified as significant variables in GA and SA, contrary to the BO results.

Different results were presented using PCA analysis since PCA did not select the best variables but rather compressed the data into a PC and retained most of the information or variance in the data. Here, we used the first 10 PCs from Eagle, Hawk, and lidar height metrics. The first 10 components of Eagle, Hawk, and lidar data stored a cumulative variance of 99.60%, 99.46%, and 96.11%, respectively. Most of the variance was stored in the first to third PCs, which could make up to 81% to 90% of the total variance. To understand the contribution of each variable to the PC, the loading factors of the first 10 components are presented in Figure 6.

Figure 6. Factor loading (standardized) from each dataset, showing the linear contribution of each input variable to the PC bands: (A) Eagle sensor, (B) Hawk sensor, and (C) Lidar metrics.

The factor loading analysis showed that some hyperspectral bands and lidar height metrics had more contributions than other variables within each dataset. In the Eagle dataset, higher contributions can be found from the blue (E_{401} to E_{419}) and near-infrared spectra (E_{972} to E_{999}), while Hawk sensors showed high factor loadings at short infrared spectra (H_{1767} to H_{1961} and H_{2354} to H_{2410}). In lidar height metrics, the variables from LD1 to LD9 and LD27 to LD36 showed high factor loadings, although, contrary to results from BO, the CHM metric did not show a high contribution to the PCs.

The results of the variable selection showed diverse combinations of the significant variables, although some agreement of the significant variables was also found. All the detected variables were then employed as the input variables for the machine learning modeling so that the accuracy of the modeling while using the set of identified variables could be determined.

4.2. Model Performance

The performance of the models generated using the machine learning algorithms in the Caret package was assessed by using the R² values to determine the best possible parameter combination. In this study, the R² and RMSE values using training and testing data were calculated and presented to evaluate the overall models’ performance.
Figure 7 shows the performance of models of the forest heights generated using 85 datasets (in a plot size of 50 × 50 m²) from the selected hyperspectral metrics. In general, the model generated using the hyperspectral metrics had an $R^2$ of 0.127 to 0.432 and an RMSE of 1.78 m to 2.961 m. The best model performance was obtained using the dataset from the combination of GA and XGBtree ($R^2 = 0.432$ and RMSE = 1.78 m) and GA and XGBdart ($R^2 = 0.424$ and RMSE = 1.79 m); however, the validation process using the testing data yielded lower $R^2$ but stronger RMSE values, i.e., GA-XGBtree validation performances using testing data are $R^2$ of 0.15, RMSE of 1.37 m, nRMSE = 19.60%, and bias of −0.277, suggesting a lower model fit but with lower error and an overall underestimation when being validated by using testing data. Some generated models resulted in overfitting, with lower $R^2$ or increased RMSE, when tested using the testing data ($n = 36$), such as in the combination of PCA with MARS (increased error of RMSE from 1.956 m (model) to 2.54 m (validation) with nRMSE of 26.7 % and bias of 0.763 (overestimation)) and SVR (increased error from 1.942 m (model) to 2.07 m (validation) with 18.7 % nRMSE and 0.252 (overestimation)), suggesting the increased error level from the generated model when tested with data not used in the input process.

![Figure 7. Machine learning model performance of $R^2$ (left) and RMSE (right) using input dataset from selected hyperspectral band.](image)

In addition, although the best model performance was acquired by GA-XGBtree, the best validation performance by using hyperspectral data alone was displayed by using the combination of BO and ET, with an $R^2$ of 0.36, RMSE of 1.16 m, nRMSE of 16.6 %, and bias of 0.086 m. The complete table of nRMSE and bias values can be found in the Supplementary Materials.

By comparing Figures 7 and 8 above, some notable improvements can be found in the models’ performance using selected lidar metrics. The models generated by selected lidar metrics yielded performances ranging from 0.27 to 0.50 ($R^2$) and 1.82 m to 3.62 m (RMSE). The best performance by selected lidar metrics was generated from the combination of PCA data and SVR ($R^2 = 0.50$ and RMSE = 2.2 m), while the second-best model was generated from the GA and XGBtree combination ($R^2 = 0.45$ and RMSE = 1.87 m). Although the PCA and SVR combination yielded the best performance
when lidar metrics were used, the case of overfitting with PCA data can still be seen, as indicated by the increased RMSE and lower $R^2$ when the model was tested with testing data ($R^2 = 0.31$, RMSE = 2.2 m, nRMSE = 20.70 %, bias = 0.012, $n = 36$). In addition, the GA and XGBoost combination also generated a lower $R^2$ value ($0.16 < 0.44$) in the validation process but a higher validation RMSE value than the RMSE value in the model performance ($0.86 \text{ m} > 1.86 \text{ m}$), with nRMSE of 19% and bias of $-0.0461$, suggesting that the model generated values were slightly lower than the actual field data. The best model performance by using lidar only data, however, came from the combination of SA-ET, with an $R^2$ of 0.33, RMSE of 0.94, nRMSE of 17.3%, and bias of $-0.004 \text{ m}$, and GA-MARS, with an $R^2$ of 0.38, RMSE of 1.09, nRMSE of 16.7%, and bias of $-0.4 \text{ m}$, showing the general underestimation of the GA-MARS model.
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**Figure 7.** Machine learning model performance of $R^2$ (left) and RMSE (right) using input dataset from selected hyperspectral band.
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**Figure 8.** Machine learning model performance of $R^2$ (left) and RMSE (right) using input dataset from selected lidar metrics.

Additional improvements and the best performance among other models using lidar and hyperspectral only as the input data in the model could be obtained using the data combination of lidar and hyperspectral metrics, as summarized in Figure 9. The $R^2$ values ranged from 0.25 to 0.53 and the RMSE from 0.47 m to 2.3 m. Overall, the BO variable selection performed better at this section of the analysis, whereby the best and second-best performances were acquired by combining the BO-selected variables with XGBoost ($R^2 = 0.53$ and RMSE = 1.7 m) and SVR ($R^2 = 0.51$ and RMSE = 1.8 m), respectively. Both methods yielded lower validation $R^2$ ($0.43 < 0.53$ in XGBoost) but higher validation RMSE values ($1.06 \text{ m} > 1.7 \text{ m}$ in XGBoost), with an nRMSE of 15.8%, which was the lowest nRMSE value among other models, and a bias of 0.046, suggesting slight overestimation of values from BO-XGBoost model. Complete bias and nRMSE values can be found in the Supplementary Materials.
5. Discussion

5.1. Results Overview

This study explored the combination of different input datasets, variable selection methods, and machine learning algorithms to model the forest heights at Robson Creek, Far North Queensland Rainforest, Queensland, Australia, using high-spatial-resolution and high-dimensionality airborne hyperspectral and lidar data. Overall, the performance measured in the analyses can be summarized under three headings: the performance of different input datasets, different variable selection methods, and different machine learning algorithms.

A summary of the performance of the input datasets can be seen in the boxplots in Figure 10. The model could be improved by combining lidar and hyperspectral data to obtain an average model performance of 0.41 (R^2) and 1.9 m (RMSE), compared with when hyperspectral or lidar metrics were solely used. However, some models generated using lidar metrics could produce similar or better performance compared with the combination/all datasets. Among the datasets, the lidar metrics yielded the best average RMSE values (Figure 10D). In addition, the improvement detected when incorporating hyperspectral data for modeling forest height was not statistically significant, as some of the models using lidar data could generate almost similar or better performance with a more efficient computation time compared with models using the combination dataset; this finding is similar to that of Swatantran et al. [89], who used lidar and AVIRIS hyperspectral data to model forest biomass.
A summary of the performance of the input datasets can be seen in the boxplots in Figure 10. The model could be improved by combining lidar and hyperspectral data to obtain an average model performance of 0.41 (R²) and 1.9 m (RMSE), compared with when hyperspectral or lidar metrics were solely used. However, some models generated using lidar metrics could produce similar or better performance compared with the combination/all datasets. Among the datasets, the lidar metrics yielded the best average RMSE values (Figure 10 D). In addition, the improvement detected when incorporating hyperspectral data for modeling forest height was not statistically significant, as some of the models using lidar data could generate almost similar or better performance with a more efficient computation time compared with models using the combination dataset; this finding is similar to that of Swatantran, et al. [89], who used lidar and AVIRIS hyperspectral data to model forest biomass.

Figure 10. Performance of different input datasets when employed for modeling forest heights.

The better performance of lidar over hyperspectral is expected since the lidar measurement corresponds directly to the height structure of the vegetation as compared to the spectral values presented in the hyperspectral bands. Other studies have indicated the ability of lidar data to model tree height (especially tall top layer canopy) with high accuracy [90]. The maps of the best validation performance models using lidar (SA-ET), hyperspectral (BO-ET), and the combined datasets (BO-XGBdart) can be found in Figure 11. From the maps, it can be seen that hyperspectral-sensor was not able to portray the taller and shorter tree areas, as depicted on the lidar and lidar-hyperspectral combination based maps (highlighted with green circles in Figure 11). Figure 11 also showed the lower capability of hyperspectral bands alone when being used to model the vegetation structure in the study area. Unlike lidar sensors, hyperspectral sensors were rarely used for modeling vegetation structural properties, especially height, without the combination of other datasets. There was one study by Cho, et al. [91] which showed the capability of this sensor for modeling DBH and tree densities better than height, which will be useful for biomass estimation, as demonstrated by the study by Laurin, et al. [92]. Nevertheless, hyperspectral sensors can still be used to map different vegetation species to complete the 3D canopy information from lidar [25,93,94]. However, it should be noted that there was a time difference in the field data collection for some plots taken at the earlier census campaign (2009) and the flight observation (2012), which may affect the accuracy of models and the generated maps at some locations in the study area.
be noted that there was a time difference in the field data collection for some plots taken at the earlier census campaign (2009) and the flight observation (2012), which may affect the accuracy of models and the generated maps at some locations in the study area.

The important spectrum corresponding to the forest structural properties identified in Cho, Skidmore and Sobhan [91] study was similar to the important spectra identified in our study, especially the result from BO. Cho, Skidmore and Sobhan [91] study identified a red-edge spectrum (756 to 820 nm), near infrared spectrum (1172 to 1301 nm), and shortwave infrared spectrum (SWIR) (1953 to 1972 nm and 2221 to 2420 nm), whereas BO analysis in our study found the important spectra of 769 nm, 804 nm, 1924 nm, and 2410 nm as the important hyperspectral bands for modeling forest height.

Figure 11. The height maps produced by using the best model found by using different datasets. (A) Lidar metrics only (SA-ET), (B) hyperspectral bands only (BO-ET), and (C) combination of lidar and hyperspectral (BO-XGBdart). Green circles showed the regions of lower tree height which went undetected by the hyperspectral model.

A summary of different variable selection methods is presented in Figure 12. The average values displayed in the figure indicate that there were no significant differences in the output models generated by the input variables from different variable selection methods. However, BO yielded models with $R^2$ of above 0.4 (Figure 12A). Besides BO, GA could select variables that can be used to produce models with lower RMSE (Figure 12C,D). However, GA (and SA) selected more variables (>100 variables) than BO, especially when the input was high-dimensionality data, which subsequently increased the computation time in the modeling steps, with no significant improvement in modeling performance. As suggested by Latifi, Fassnacht and Koch [25], a model with 9 to 12 predictors is enough to generate an accurate model for forest structure, which will also reduce the computation time. In addition, the computation time from conducting the GA in the Caret package was notably longer than the computation time in BO or SA, a problem which has also been reported in other studies [95].
was notably longer than the computation time in BO or SA, a problem which has also been reported in other studies [95].

Figure 12. Performance of variables selected from different variable selection algorithms when used for modeling forest height.

The next part of this discussion section discusses the performance of different machine learning methods. Figure 13 displays a summary of the modeling and validation performance of the 72 generated models. Although the differences were not significant, the three methods generated slightly better models: ET, XGBtree, and SVR. Moreover, XGBtree, in particular, generated a relatively stable result, as displayed by the model and validation statistics, which may be due to the normalization of the loss function in XGBtree, which can reduce the likelihood of overfitting [96]. The better performance of the tree-based model of machine learning in our study is similar to the results obtained by Kattenborn et al. [97] when comparing random forests with generalized boosting regression model (GBM), generalized additive model (GAM), and boosted GAM for modeling forest biomass from the combination of Hyperion, Worldview-2, and Tandem-X.
5.2. Future Improvement

Our study reviewed the combination of various feature selection and extraction methods and machine learning algorithms for forest structural property modeling by using high spatial and spectral dimension remote sensing data of airborne lidar and hyperspectral sensors. However, the rapid development of the feature selection methods still leaves room for improvement in this study. For instance, the exploration of various nature-inspired optimization algorithms besides GA, such as particle swarm optimization (PSO) and other variations with the ability to solve the non-deterministic polynomial computational problem [98], to be used with high-dimensionality data is needed. A study by Hamedianfar et al. [99] has reported the superiority of combining PSO and XGB for land use land cover classification.

In addition, our study gave an overview of the performance of different combinations of feature selection and machine learning methods for forest structural assessment. The existence of the recent satellite-based hyperspectral sensors such as PRRecursore IperSpettrale della Missione Applicativa (PRISMA) [100–102] and satellite-based laser altimetry of NASA’s Global Ecosystem Dynamics Investigation (GEDI) [103] will trigger more studies by utilizing the combination of multi-sensor data. GEDI data, for instance, has been combined with radar backscatter intensity for forest structural assessment [104]. With the growing satellite data from optical (multispectral and hyperspectral) passive sensors and active sensors from radar and lidar, optimization of the processing workflow in the form of variable selection and machine learning methods is needed when a combination of different datasets is performed.
6. Conclusions

This study explored the combination of lidar and hyperspectral data using different combinations of variable selection methods and machine learning algorithms to model forest heights in Robson Creek, Australia. In total, 72 machine learning models were generated from different input variables using different variable selection methods, and a wide range of model performance was obtained. Generally, no noticeable performance differences were found when different variable selection and machine learning algorithms were combined. However, BO and GA showed some peculiarities; they generated input variables that performed better during the modeling process. Boruta in particular could distinguish and remove almost 95% of the original data to identify 29 variables that produced models with similar or better performance compared with other models. The combination of Boruta and XGdart could generate the best performance model in our study, with $R^2 = 0.53$ and RMSE = 1.7 m, with the Boruta and SVR combination yielding the second-best performance model, with $R^2 = 0.51$ and RMSE = 1.8 m. In addition, our study also found overall better performance of XGBoost, XGBoost, and SVR when they were combined with various datasets for estimating forest height. Our study highlighted the optimization results by using different strategies of variable selection and machine learning methods, which would be beneficial for the upcoming studies utilizing the combination of multi-sensor data, such as satellite-based hyperspectral, i.e., Hyperion and PRISMA, and satellites’ laser altimetry data, i.e., ICESat GLAS and GEDI.

Supplementary Materials: The following are available online at http://www.mdpi.com/2220-9964/9/9/507/s1. The supplementary material contains (1). Table S1. The Normalized RMSE (nrmse) and Bias for every model, and (2). Table S2. Summaries of average nRMSE and bias values for machine learning algorithms, variable selection methods, and different input datasets.
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