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Abstract—This paper proposes a new non-iterative time-domain simulation approach using Differential Transform Method (DTM) to solve the set of non-linear Differential-Algebraic Equations (DAEs) involved in a DFIG-based wind power system. The DTM is an analytical as well as numerical approach applied to solve high dimensional non-linear dynamical systems and the solution can be expressed in the form of a series. In this approach, there is no need to compute higher-order derivatives as DAEs are converted into a set of linear equations after applying transformation rules so that the power series coefficients can be computed directly. The transformation rules are used to transform power system models of various devices, such as induction generator, wind turbine, rotor and grid side converter, which includes trigonometric, square root, exponential functions etc. Further, to increase the interval of convergence for the series solutions, the multi-step DTM (MsDTM) approach is used. The numerical performance of the proposed approach is compared with the traditional numerical RK-4 method to demonstrate the potential of the proposed approach in solving power system non-linear DAEs.

Index Terms—Doubly-feed induction generator (DFIG), differential transform method (DTM), differential-algebraic equations (DAEs), multi-step DTM (MsDTM), time-domain simulation, wind turbine (WT).

I. INTRODUCTION

The integration of renewable energy sources into the main grid is continuously increasing to reduce the carbon footprints, global warming, dependency on the fossil fuels and unsustainability of conventional energy sources [1], [2]. The global emphasis on the use of clean and green energy have led to increase in initiatives to harness the energy from Wind Energy Conversion System (WECS). Among various state-of-the-art wind generation technologies, the doubly-feed induction generator (DFIG) is most prevalent, because it allows bidirectional power flow, operation on wide range of rotor speed, reduction in the mechanical stress and offers higher energy harness capability [1]–[6]. These benefits are possible as the DFIG based wind turbine is equipped with the power electronics converters, which consist of a Grid Side Converter (GSC) and a Rotor Side Converter (RSC) in rotor circuit. The controlling capability of these converters permits independent control of both active and reactive powers injected to the grid. However, as the penetration of DFIGs increases, the number of states in the WECS mathematical model also increase, thereby, further increasing the complexity of the power system dynamic model. Moreover, the penetration of WECS also effects the overall stability of the system. Therefore, a detailed investigation of both challenges is a pressing concern for power system researchers and engineers.

For this purpose, the various dynamic models and control algorithms for the DFIG controllers have been developed in the literature [1], [3]. The dynamic performance of the DFIG system has been accessed using traditional numerical integration methods such as Modified Euler method, Runge-Kutta method, Gear method, Trapezoidal method etc. with enough small step size to achieve desired accuracy and numerical stability requirements [3]–[6]. To suggest corrective
measures for any insecure contingency before its occurrence, it is preferred that the dynamic simulation must be transitioned from offline to real-time operations. Therefore, more advanced and powerful simulation tools are required by the system operator to perform time-domain simulation in real-time. In the literature, various techniques such as: a) model reduction e.g. selective modal analysis [7], balanced truncation [8], singular perturbation analysis [9] and coherency-based model reduction technique [10], [11]; b) parallel computing [12], the waveform relaxation method [13], the instantaneous relaxation method [14], and the practical parallel implementation techniques [15], [16]; c) semi-analytic methods [17]–[20] have been suggested to improve the time complexity of dynamic simulation. In model reduction approach, the computational cost is reduced by simplifying the DAEs but the accuracy is decreased. In parallel computing approach, the computational cost is reduced by allocating the computing task to the multiple computer cores, but it requires integration and small time-step to maintain the accuracy. In semi-analytic approach, firstly the semi-analytic solutions are obtained offline and then analytic solutions of DEs are obtained online, but the numerical values of algebraic variables are still determined using numerical iterative method.

Therefore, a non-iterative approach known as Differential Transform Method (DTM) is developed in the literature to mitigate the aforesaid problems. The Differential Transform (DT) is a mathematical approach by which an approximate solution of a set of linear or non-linear differential, differential-algebraic and partial differential equations can be obtained [21]–[23]. Moreover, DTM is also used to solve DAE model of the power systems and proved to be an adequate tool for the dynamic simulation [24], [25]. The absence of DTM based time-domain simulation approach to assess the dynamic performance of DFIG in the literature, motivates to introduce the DTM to the DFIG systems. Firstly, in this work the DTM of all differential and algebraic equations are derived and then a non-iterative algorithm is used to solve state and algebraic variables by power series in time.

The rest of the paper is organized as follows: In section II the basic philosophy and the transformation rules of DT theory have been discussed. Section III presents the DTM of the DFIG systems. The profiling of the numerical performance of the proposed approach has been addressed in the section IV. Finally, the conclusions of this research work are drawn in section V.

II. BASIC PHILOSOPHY AND TRANSFORMATION RULES OF DIFFERENTIAL TRANSFORM (DT)

The set of non-linear differential algebraic equations (DAEs) arises very frequently to represent the mathematical models of engineering and science problems. In general, the analytic or numerical solution of these problems are difficult to achieve. However, the set of non-linear DAEs can be transformed into the recurrence relations by means of DT which leads to the set of algebraic equations and their approximate solution can be expressed as a finite power series in time [26], [27], [29]–[33]. The coefficients of this power series can be easily evaluated by the DT without calculating the higher-order derivatives of DAEs [31]–[33].

Definition: If a function \( y(t) \) is analytic in a domain \( D \) and \( t = t_0 \) is any point in \( D \) then the function \( y(t) \) can be represented by a power series whose center is located at \( t_0 \). The differential transformation of the \( k \)th derivative of a function \( y(t) \) is defined as follows:

\[
Y[k] = \frac{1}{k!} \left[ \frac{d^k y(t)}{dt^k} \right]_{t=t_0}; \forall t \in D
\]

(1)

where, \( y(t) \) is the original function, \( Y[k] \) is the transformed function, and \( k \in \mathbb{N} \) is the order. The inverse DT of \( Y[k] \) is defined by (2) as follows:

\[
y(t) = \sum_{k=0}^{\infty} Y[k](t-t_0)^k; \forall t \in D
\]

(2)

From (1) and (2), it can be observed that the concept of DT is derived from the Taylor series expansion. The approximate solution of \( y(t) \) can be expressed by a finite series (i.e. up to \( NL \)); if \( \sum_{k=NL+1}^{\infty} Y[k](t-t_0)^k \) is assumed to be negligible. The approximate solution obtained by DT is valid in the neighborhood of a fixed point \( t_0 \) i.e. the series solution doesn’t converge for the larger domain. In order to increase the convergence region, MsDTM approach is used [32].

The approximate solution of the given initial value problem using DT (using (2)) over the interval \([t_0, T]\) can be expressed by a finite series as follows:

\[
y(t) = \sum_{k=0}^{NL} Y[k](t-t_0)^k, t \in [t_0, T]
\]

(3)

Let the interval \([t_0, T]\) is divided into \( n \) sub-intervals \([t_{i-1}, t_i]\), \( i = 1, 2, ..., n \) of equal step-size \( h = (T-t_0)/n \). Now, the MsDTM can be applied as follows:

1) Firstly, apply the DTM to given differential equation over the interval \([t_0, t_1]\) and using the initial condition \( y(t_0) = c \), then the approximate solution denoted by \( y_1(t) \) can be obtained as follows:

\[
y_1(t) = \sum_{k=0}^{NL} Y_1[k](t-t_0)^k, t \in [t_0, t_1]
\]

(4)

2) For \( i \geq 2 \), we will use the initial conditions \( y_i(t_{i-1}) = y_{i-1}(t_{i-1}) \) at each sub-interval \([t_{i-1}, t_i]\) and apply the DTM to the given differential equation over the interval \([t_{i-1}, t_i]\). This process is repeated and generate a sequence of approximate solutions \( y_i(t) \), \( i = 1, 2, ..., n \) for the solution of \( y(t) \). Finally, the MsDTM assumes the following solutions:

\[
y(t) = \begin{cases} y_1(t), & t \in [t_0, t_1] \\ y_2(t), & t \in [t_1, t_2] \\ \vdots & \\ y_n(t), & t \in [t_{n-1}, t_n] \end{cases}
\]

(5)

The transformation rules of DT are given in (6) and for their detailed proof see [28], [32]. In (6), the \( x(t), y(t), z(t), w(t), \phi(t), \psi(t), \text{ and } \theta(t) \) are the original functions and \( X[k], Y[k], Z[k], W[k], \Phi[k], \Psi[k], \text{ and } \Theta[k] \) are their DTM's, respectively.
The symbol $\delta$ represents the Kronecker delta function; and $c$ and $d$ are constants.

\[
y(t)|_{t=0} = y(0) = y(0)
y(t) = cx(t) + dt(t) = Y[k] = cX[k] + dZ[k]
\]

\[
y(t) = x(t)z(t) = Y[k] = \sum_{m=0}^{k} X[m]Z[k-m]
\]

\[
y(t) = x(t)z(t)\psi(t)
\]

\[
Y[k] = \sum_{m=0}^{k} X[m]Z[k-m]
\]

\[
y(t) = \frac{\phi(t)}{t^x} \Rightarrow Y[k] = \frac{1}{\pi^2} \left[ x[k] - \sum_{m=0}^{k-1} Y[m]Z[k-m] \right]
\]

\[
y(t) = e^{it} \Rightarrow Y[k] = \phi[k-n] = \begin{cases} 1, & k = n \\
0, & k \neq n \end{cases}
\]

\[
y(t) = \frac{\phi(t)}{t^x} \Rightarrow Y[k] = k(k+1)...(k+n)X[k+n]
\]

\[
\phi(t) = \sin(\theta(t) \Rightarrow \Phi[k] = \sum_{m=0}^{k-1} \left( \frac{k-m}{k} \right) \Psi[m] \Theta[k-m]
\]

\[
\psi(t) = \cos(\theta(t) \Rightarrow \Psi[k] = -\sum_{m=0}^{k-1} \left( \frac{k-m}{k} \right) \Phi[m] \Theta[k-m]
\]

\[
y(t) = e^{it} \Rightarrow Y[k] = \sum_{m=0}^{k-1} \left( \frac{k-m}{k} \right) Y[m]X[k-m]
\]

\[
y(t) = \frac{\sqrt{1}}{t^x} \Rightarrow Y[k] = \sqrt{\frac{1}{\pi^2}} \left[ X[k] - \sum_{m=0}^{k-1} Y[m]Y[k-m] \right]
\]

Note that, the transformed functions are represented by capital letters to discriminate between the original and DT functions; and throughout this paper the similar representation is used. Moreover, the time ‘$t$’ symbol is also omitted for simplicity.

### III. Modeling of DFIG-based Wind Power System Using Differential Transform (DT)

Consider a grid connected single machine infinite bus system as shown in Figure 1. The mathematical models of converters, electrical and mechanical components are required to capture the realistic response during time-domain simulation. The considered DFIG-based wind power system consists of a turbine, drive train, induction generator and the back-to-back converter system. The modeling of these components is well established in the literature [4], [5], but to cover every aspect the mathematical modeling of these components is discussed in the subsequent sections.

![Figure 1. Grid connected DFIG-based wind turbine generator](image)

#### A. Turbine and Drive Train Model

The time domain differential equations of two mass drive train model are taken from [1], [4], [5] and given in (48)-(50) (see Appendix A). The derived differential transformed functions (DTs) of (48)-(50) using (6) can be expressed as follows:

\[
\omega_R[k+1] = \frac{1}{2H_s[k+1]} \left[ K_{sh} \Theta_TW[k] + C_{sh} \omega_I \left( \omega_T[k] \right) \right] - \omega_R[k] - T_E[k]
\]

\[
\omega_T[k+1] = \frac{1}{2H_s[k+1]} \left[ T_M[k] - K_{sh} \Theta_TW[k] \right] - C_{sh} \omega_I \left( \omega_T[k] - \omega_R[k] \right)
\]

\[
\Theta_TW[k+1] = \frac{\omega_I[k]}{k+1} \left[ \omega_T[k] - \omega_R[k] \right]
\]

The DTs of algebraic equations expressed in (52), (53), (54) and (55) (see Appendix A) can be expressed as given in (10), (11), (12) and (13), respectively.

\[
T_E[k] = k \left\{ E'_S[m]I_QS[k-m] + E'_D[m]I_{DS}[k-m] \right\} \omega_s
\]

\[
T_M[k] = \frac{1}{\omega_T[0]} \left[ P_T[k] - \sum_{m=0}^{k-1} T_M[m] \omega_T[k-m] \right]
\]

\[
P_T[k] = k_{opt} \left( \frac{t_w}{\omega} \right)^3
\]

\[
C_{PPV}[k] = B_4[0]B_5[k] - B_4[0]B_2[k] = \sum_{m=1}^{k-1} B_2[m]B_4[k-m]
\]

where

\[
B_4[k] = \sum_{m=0}^{k-1} \left( \frac{k-m}{k} \right) B_2[m]B_4[k-m]
\]

\[
B_4[k] = \frac{280}{1299} v_w B_1[k] = 0.735 \rho[k]
\]

\[
B_4[k] = -1.283927808 v_w B_1[k] = -9.7697 \rho[k]
\]

\[
B_4[k] = \frac{1}{\omega_R[0]} \left\{ \rho[k] - \sum_{m=0}^{k-1} B_2[m] \omega_R[k-m] \right\}
\]

#### B. Induction Generator Model

As the dynamics of DFIG is of interest, so the single machine infinite bus system is considered for better understanding. The dynamics of the considered test system can be represented by the DAEs in p.u. on machine base [4], [5] and can be expressed as given in (57)-(62) (see Appendix A). Equations (57)-(60) and (61)-(62) are the differential and algebraic equations, respectively. The algebraic equations represent the interface with the power system network or interface with the infinite bus. The numerical values of all the parameters are taken from [4], [5]. The DTs of (57)-(60) are derived using (6) and can be expressed as presented in (14)-(17).

\[
I_{Q_S}[k+1] = \frac{\omega_I[k]}{k+1} \left[ \omega_s L'_s I_{DS}[k] - R_1 I_{Q_S}[k] - \frac{1}{\omega_s} E'_s \right]
\]

\[
+ \frac{1}{\omega_I} \sum_{m=0}^{k} \omega_R[m]E'_Q[k-m] - V_{Q_S}[k] + K_{mre} V_{R}[k]
\]

\[
I_{D_S}[k+1] = \frac{\omega_I[k]}{k+1} \left[ -R_1 I_{D_S}[k] - \omega_s L'_s I_{Q_S}[k] - V_{D_S}[k] \right]
\]

\[
+ \frac{1}{\omega_I} \sum_{m=0}^{k} \omega_R[m]E'_D[k-m] + \frac{1}{\omega_s} E'_Q[k] + K_{mre} V_{D}[k]
\]
\[ E'_{QS}[k+1] = \frac{\omega_s}{(k+1)} \left[ R_2 I_{DS}[k] - \frac{1}{\tau_s} \omega_s E'_{QS}[k] + E'_{DS}[k] \right] \]
\[ E'_{DS}[k+1] = \frac{\omega_s}{(k+1)} \left[ -R_2 I_{QS}[k] - \frac{1}{\tau_s} \omega_s E'_{QS}[k] - E'_{SQ}[k] \right] + \frac{1}{\omega_s} \sum_{m=0}^{k} \omega_r[m] E'_{QS}[k-m] + K_{mrr} V_{QR}[k] \]

The DTs of algebraic equations (61) and (62) can be expressed as given in (18) and (19), respectively.

\[ V_{DS}[k] V_{QG} - x_e P_{GRID}[k] = 0 \] (18)
\[ V_{QS}[k](2V_{QS}[0] - V_{QG}) - x_e Q_{GRID}[k] + 2V_{DS}[0] V_{DS}[k] = -\sum_{m=1}^{k-1} \left\{ V_{QS}[m] V_{QG}[k-m] + V_{DS}[m] V_{DS}[k-m] \right\} \] (19)

C. Converter Model

The converter has two inverters connected back-to-back through a common dc-link. These inverters are commonly known as rotor side converter (RSC) and grid side converter (GSC). The transformed function of the active power balance equation for these converters (see (63) in Appendix A) can be obtained as given in (20).

\[ V_{DC}[k+1] = \frac{FF[k]}{C_{DC} V_{DC}[0](k+1)} \] (20)

where, \( FF[k] \) is as follows:

\[ FF[k] = -\sum_{m=0}^{k-1} FF[m] V_{DC}[k-m] + \sum_{m=0}^{k-1} \left( V_{DR}[m] I_{DR}[k-m] + V_{QR}[m] I_{QR}[k-m] - V_{DG}[m] I_{DG}[k-m] - V_{QG}[m] I_{QG}[k-m] \right) \]

D. Controllers

This section demonstrates the two controllers namely GSC and RSC which are required to control the back-to-back converters used in DFIG system. The concept of controllers can be expressed by DAEs as given in (64)-(71) (see Appendix A), where, \( e_{qs} = \frac{e'_{ds}}{\omega_s/\tau_s} = e'_{qs} + j e_{qs} \) is the internally generated voltage in the stator. In this work, \( V_{dc-ref} \) is set to constant value independent of wind speed and \( Q_{grid} = 0 \) to reduce the power rating of GSC. This implies that the reactive power can only be transmitted through the stator of DFIG and the GSC only exchange active power with the grid. The transformed functions of (64)-(69) using DT transformation rules (i.e. using (6)) can be derived as follows:

\[ U_1[k+1] = \frac{1}{(k+1)} [P_{REF}[k] - P_{GRID}[k]] \] (21)
\[ U_2[k+1] = \frac{1}{(k+1)} [\delta_{GRID}[k] - \delta_{ICG} + K_{P1}(P_{REF}[k] - P_{GRID}[k]) + K_{I1} U_1[k]] \] (22)
\[ U_3[k+1] = \frac{1}{(k+1)} [V_{GRID}[k] - V_S[k]] \] (23)
\[ U_4[k+1] = \frac{1}{(k+1)} [E_{GRID}[k] - E_{ICG} + K_{I3} U_3[k] + K_{P2}(V_{GRID}[k] - V_S[k])] \] (24)
\[ U_5[k+1] = \frac{1}{(k+1)} [V_{DREF}[k] - V_{DG}[k]] \] (25)
\[ U_6[k+1] = \frac{1}{(k+1)} [Q_{GRID}[k] - Q_{CG}[k]] \] (26)

The DTs of algebraic equations given in (70)-(77) can be derived using transformation rules and can be expressed as given in (27)-(47), respectively.

\[ V_{DG}[k] = -x_{qs}(K_{P6} V_{DREF}[k] - K_{P5} V_{DG}[k] + K_{I5} U_5[k]) \] (27)

\[ V_{QG}[k] + x_{qs} K_{P6} Q_{G}[k] - V_S[k] = -V_{DREF}[k] + x_{qs}(K_{P6} V_{DREF}[k] + K_{I6} U_6[k]) \] (28)

\[ P_{REF}[k] = k_{opt} \sum_{m=0}^{m=k} \omega_r[m] \omega_r[m-1] \omega_r[k-m] \] (29)

\[ P_{GRID}[k] - I_{DS}[0] V_{DS}[k] - I_{QS}[0] V_{QS}[k] - I_{DG}[0] V_{DG}[k] = \sum_{m=0}^{k} \{ V_{DS}[m] I_{DS}[k-m] + V_{QS}[m] I_{QS}[k-m] \} \] (30)

\[ Q_{GRID}[k] - I_{DS}[0] V_{DS}[k] + I_{DS}[0] V_{QS}[k] - I_{DG}[0] V_{DG}[k] = \sum_{m=0}^{k} \{ V_{DS}[m] I_{QS}[k-m] - V_{QS}[m] I_{DS}[k-m] \} \] (31)

\[ I_{DC}[k] x_{qs} + V_{QG}[k] - V_S[k] = 0 \] (32)
\[ I_{QG}[k] x_{qs} - V_{DG}[k] + V_S[k] = 0 \] (33)
\[ I_{DR}[k] = \frac{e'_{QS}[k]}{\omega_s/\tau_s} - K_{mrr} I_{DS}[k] \] (34)
\[ I_{QR}[k] = \frac{-e'_{DS}[k]}{\omega_s/\tau_s} - K_{mrr} I_{DS}[k] \] (35)

\[ V_{P}[k] + K_{P4} E_{ICG}[k] + K_{P4} K_{P3} V_{DG}[k] = K_{P4} E_{GRID}[k] \] (36)
\[ \delta_0 + K_{P2} \delta_{ICG}[k] - K_{P2} K_{P1}(P_{REF}[k] - P_{GRID}[k]) \] (37)
DFIG system, various disturbances, A. Investigating Various Disturbances

All the simulations have been performed in MATLAB using numerical method namely Runge-Kutta (RK-4) method.

To validate the accuracy of the proposed approach, the system is subjected to a small perturbation by changing the wind speed at different time instants. The wind speed is considered to be 10 m/s from 0 – 2 sec., 11 m/sec. from 2 – 100 sec., and 10 m/sec. from 100 – 200 sec.

The dynamic behavior of the DFIG-based wind power system is studied by observing the eigenvalues which are computed numerically using state matrix. The participation factors are calculated at wind speed 10 m/sec. and shown in Figure 2. The movement of eigenvalues with the increase in wind speed is shown in Figure 3. The participation factor analysis is carried out to relate the contribution of individual physical state to a particular mode. The participation factor represents the nature of modes: the \( \lambda_1 \) and \( \lambda_2 \) are the electrical modes (as electrical states \( e_{qs}, e_{ds} \), participate in this), \( \lambda_3 \)-\( \lambda_7 \) and \( \lambda_{10}-\lambda_{11} \) are the electromechanical modes (as the electrical states \( i_{qs} \) and mechanical states (\( \omega_r, \omega_i, \theta_{tw} \) participate in this); and \( \lambda_3, \lambda_8, \lambda_9, \lambda_{12}, \lambda_{13} \) and \( \lambda_{14} \) are the non-oscillating modes. The electrical mode has lowest damping ratio and highest frequency among all the modes.

V. Simulation Results and Discussions

In this section, the derived DTs of DFIG are tested by considering a DFIG connected to the grid through a transmission line. To validate the accuracy of the proposed approach, the proposed model is investigated through various disturbances. Further, the numerical results have been compared with traditional numerical method namely Runge-Kutta (RK-4) method. All the simulations have been performed in MATLAB environment on Intel(R) Core(TM) i5-1135G7 CPU 4.20 GHz processor with 8-GB RAM.

A. Investigating Various Disturbances

For the single machine connected to infinite bus (SMIB) DFIG system, various disturbances, viz., variable wind speed, variable grid reactance and network disturbance are considered for investigation purpose and simulated for 200 sec.

\begin{align}
V_S[k] - \frac{V_{QS}[0]}{V_S[0]}V_S[k] - \frac{V_{DS}[0]}{V_S[0]}V_S[k] = \frac{1}{2V_S[0]} \sum_{m=1}^{k-1} \left\{ \frac{k-m}{k} \psi_R[m] \delta_R[k-m] \right\} \\
V_Q[k] = \frac{1}{2E_{IG}[0]} \left[ - \sum_{m=1}^{k-1} E_{IG}[m] E_{IG}[k-m] + \sum_{m=0}^{k-1} \left\{ E_{QS}[m] E_{QS}[k-m] + E_{DS}[m] E_{DS}[k-m] \right\} \right] \\
\delta_{IC}[k] = - \sum_{m=1}^{k-1} \frac{1}{m} \left[ \psi_{IG}[m] \delta_{IC}[k-m] \right] \\
\psi_{IC}[k] = \frac{1}{E_{IG}[0]} E_{IG}[k] \\
V_{DR}[k] - V_R[k] \psi_{IC}[k] - \delta_{IC}[k] V_R[k] = \sum_{m=1}^{k-1} V_R[m] \delta_{IC}[k-m] \\
V_{QR}[k] - V_R[k] \psi_{IC}[k] - \delta_{IC}[k] V_R[k] = \sum_{m=1}^{k-1} V_R[m] \psi_{IC}[k-m] \\
Q_G[k] = V_{DC}[0] I_{QC}[k] - I_{QC}[0] V_{DC}[k] + V_{QC}[0] I_{DC}[k] \\
+ I_{DC}[0] V_{QC}[k] = \sum_{m=1}^{k-1} \left\{ V_{DC}[m] I_{QC}[k-m] \right\} \\
- V_{QC}[m] I_{DC}[k-m] \\
\end{align}

IV. Simulation Results and Discussions

1) Case 1: Performance under variable wind speed: The constant wind speed is not the real case scenario as the wind speed depends on various environmental factors which are not controllable. As the wind speed is variable quantity in nature, so the performance of proposed approach should be capable to deal with the uncertain nature of wind speed. Therefore, for the investigation purpose, the system is subjected to a small perturbation by changing the wind speed at different time instants. The wind speed is considered to be 10 m/s from 0 – 2 sec., 11 m/sec. from 2 – 100 sec., and 10 m/sec. from 100 – 200 sec.

The dynamic behavior of the DFIG-based wind power system is studied by observing the eigenvalues which are computed numerically using state matrix. The participation factors are calculated at wind speed 10 m/sec. and shown in Figure 2. The movement of eigenvalues with the increase in wind speed is shown in Figure 3. The participation factor analysis is carried out to relate the contribution of individual physical state to a particular mode. The participation factor represents the nature of modes: the \( \lambda_1 \) and \( \lambda_2 \) are the electrical modes (as electrical states \( e_{qs}, e_{ds} \), participate in this), \( \lambda_3 \)-\( \lambda_7 \) and \( \lambda_{10}-\lambda_{11} \) are the electromechanical modes (as the electrical states \( i_{qs} \) and mechanical states (\( \omega_r, \omega_i, \theta_{tw} \) participate in this); and \( \lambda_3, \lambda_8, \lambda_9, \lambda_{12}, \lambda_{13} \) and \( \lambda_{14} \) are the non-oscillating modes. The electrical mode has lowest damping ratio and highest frequency among all the modes.

The dynamic response of the various parameters (generator speed, active and reactive power delivered to the grid, electromagnetic torque, rotor angle, terminal voltage, de-link voltage and performance coefficient of wind turbine) of the DFIG system using proposed approach are shown in Figure 4 and 5. From Figure 4 and 5, it can be observed that the generator speed, rotor angle, active power delivered to the grid and electromagnetic torque settled at 0.91 p.u., 0.054 rad., 0.56 p.u. and 0.61 p.u. respectively, as the wind speed...
Fig. 3. Eigenvalues at different wind speeds (varies from 10 to 12 m/sec.)

Fig. 4. Dynamic response of the generator speed, electromagnetic torque, active and reactive power to the grid under variable wind speed using DT

Fig. 5. Dynamic response of the rotor angle, terminal voltage, dc capacitor voltage and performance coefficient under variable wind speed using DT

The action of controllers bringing back the DFIG operation to its maximum power point tracking level after every changed operating conditions i.e. wind speed.

Further, from Figure 3, it can be observed that as the wind speed increases some poles start moving right hand side and remaining poles to the left hand side. At 12 m/sec. wind speed, the system poles shifted to the right half plane i.e. unstable. It can be observed that as the wind speed increases both the electrical and mechanical damping decrease, thereby increasing the oscillations. The similar conclusion can be drawn from the time-domain simulation results using DTM as shown in Figure 6.

To investigate the accuracy of the proposed approach, the results obtained using DT and RK-4 method are also compared and shown in Figure 7. From the figure, it can be observed that the results of the proposed approach with \( k = 8 \) and the time step length 0.01 sec. accurately match with the results of the RK-4 method for all the parameters. The maximum error between the values of parameters evaluated using the proposed approach and RK-4 method are \( 4 \times 10^{-5}, 1 \times 10^{-4}, 6 \times 10^{-3} \) and \( 4 \times 10^{-4} \) over the 200 sec. simulation period. Therefore, it can be concluded that the proposed model can assess the dynamic performance of the DFIG-based wind power system.
accurately considering the variability of wind speed.

2) Case 2: Performance under line outage: In this section, the performance of the proposed model is investigated during the variation in grid reactance i.e. line outage. For this purpose, the value of grid reactance $x_e$ is changed from 0.02 to 0.04 p.u. The value of grid reactance is considered to be 0.02 p.u. from 0−2 sec., 0.04 p.u. from 2−50 sec. (due to outage of one of the grid line) and 0.02 p.u. from 50−100 sec. The dynamic response of various parameters are presented in Figures 8 and 9; and the similar inferences can be drawn from these.

The eigenvalues at 10 m/sec. wind speed for the grid reactance 0.02 p.u. and 0.04 p.u. has been calculated and it is observed that as the value of grid reactance is increased (i.e. weak grid) the stability of the system is decreased. Figure 9 also depicts the same as the grid reactance is increased, the rotor angle is set to higher values. It can also be observed that when the grid is strong, i.e., $x_e$ is small, the oscillations are less. So, it can be concluded that the time-domain simulations results using DTM are consistent with eigenvalue analysis.

3) Case 3: Performance under grid disturbance: The voltage of the system and the electromagnetic torque developed by the machines reduce whenever there is a fault in the network. The reduction in the system voltage and electromagnetic torque depends on various factors such as location of the fault, type of fault, fault impedance etc. The imbalance between electromagnetic torque developed and the input mechanical torque leads to either acceleration or deceleration of the rotor. The time domain analysis has been carried out to recommend remedial action before the system loose synchronism. Therefore, the performance of the proposed approach is also investigated with grid disturbance. For this purpose, it is assumed that due to the grid fault, the voltage magnitude of infinite bus is 0.92 p.u. for a duration of 0.1 sec, after that the infinite bus voltage magnitude restores to the nominal value i.e. 1 p.u.. The dynamic response of various parameters are presented in Figures 10 and 11. After, 0.1 sec. the fault is cleared, now as per the network configuration the rotor angle settles to its new equilibrium position. The oscillations of the rotor angle and speed depend on the damping offered by the system. From these figures, it can be observed that due to the advancement of rotor during fault, the voltage phase angle are changed so the power oscillations in the system can be observed. The terminal voltage falls to 0.92 p.u. during the fault and restores to its nominal value 1 p.u. around 0.5 sec.

From the simulations results, it can be concluded that the proposed model can accurately assess the dynamic response of the DFIG-based wind power system under different DFIG control and operating conditions.

B. DT vs. RK-4 Method

To investigate the numerical stability, the derived DTs have been tested with different time step length. The maximum time step length to maintain the numerical stability for both the methods has been obtained by gradually increasing the time step length until numerical instability occurs. The maximum time step length for case 1 with proposed approach and RK-4 method are 0.53 and 0.51 respectively, beyond these limits the respective methods will diverge. Further, the DT method requires 1.6652 sec. execution time and 195 number of steps to simulate the considered system over the period of 200 sec.
However, the RK-4 method requires 1.8573 sec. execution time and 231 number of steps to simulate the same scenario. For case 2 and case 3, the maximum time step length with DT method are 0.8971 and 0.2356 respectively, while with RK-4 method are 0.8514 and 0.2284 respectively. The execution time required by DT method are 3.9854 and 2.5506 sec.; and number of steps taken by the DT method are 3459 and 1574 for 100 sec. and 5 sec. simulation period respectively. However, the execution time required by RK-4 method are 4.2892 and 2.5506 sec.; and number of steps taken by the RK-4 method are 4164 and 1701 for case 2 and case 3 respectively. From these simulations results, it can be observed that the maximum time step length of DT method is larger than the RK-4 method and the computation time of the DT method is reduced by around 9% as compared to RK-4 method. Therefore, it can be concluded that the DT method is more stable and reduces the execution time as compared to the traditional numerical RK-4 method.

V. CONCLUSION

This paper proposed a differential transform method based approach for time-domain simulation of DFIG-based wind power system. In this research work, the differential transforms of the differential and algebraic equations involved in the DFIG-based wind power system are derived. Further, to investigate the derived DTs, the numerical simulations have been carried out for grid connected DFIG-based wind power system with various disturbances. The simulations results shows that the proposed approach increases the time step length hence reduces the execution time by maintaining the accuracy which is comparable to the traditional numerical RK-4 method. Therefore, it can be concluded that the proposed approach has great potential for fast power system simulation. The influence on the performance of the proposed model when the wind-mills are interconnected to the multi-machine power system will be our next focus of the research.
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APPENDIX A

DAEs of DFIG Based Wind Turbine Generator System [1], [4], [5]

Turbine and Drive Train

\[ \frac{d\omega_r}{dt} = \frac{1}{2H_p} \left[ T_{sh} + C_{sh} \omega_d (\omega_r - \omega_f) - T_e \right] \] (48)
\[ \frac{d\omega_d}{dt} = \frac{1}{2H_p} \left[ T_m - T_{sh} - C_{sh} \omega_d (\omega_f - \omega_r) \right] \] (49)
\[ \frac{db_{tw}}{dt} = \omega_d (\omega_f - \omega_r) \] (50)

where,

\[ T_{sh} = K_{sh} \theta_{tw} \] (51)
\[ T_e = (e'_{iq} i_{qs} + e_{ds} i_{ds})/\omega_s \] (52)
\[ T_m = P_l/\omega_t \] (53)
\[ P_l = k_{opt} (v_{w}/v_{wref})^3 C_{ppu} (\lambda, \beta) \] (54)
\[ C_p(\lambda, \beta) = c_{100} + c_1 \left( \frac{\beta}{\lambda + c_6} - \frac{e_2 c_0}{\beta^2 + 1} - c_3 \beta \right) \] (55)

The value of parameters \((c_0 - c_{10} \text{ etc.})\) taken from [5] and after simplification, (55) can be expressed in terms of state variable \((\omega_r)\) as follows:

\[ C_{ppu}(\lambda, \beta) = \frac{1.283927808 v_{wref}}{\omega_r} - 9.7697 \]
\[ \exp \left[ \frac{-280 v_{wref}}{1299 \omega_r} + 0.735 \right] + \frac{1.3801875 \omega_r}{v_{wref}} \] (56)

Induction Generator

\[ \frac{di_{qs}}{dt} = \frac{\omega_d}{L_s} \left[ -R_i i_{qs} + \omega_s L_s i_{qs} + \frac{\omega_r e_{qs}}{\omega_s} - e_{ds} \frac{v_r}{\tau_r \omega_s} - v_{qs} \right] + K_{mrr} v_{qr} \] (57)
\[ \frac{di_{ds}}{dt} = \frac{\omega_d}{L_s} \left[ -R_i i_{ds} + \omega_s L_s i_{ds} + \frac{\omega_r e_{ds}}{\omega_s} + e_{qs} \frac{v_r}{\tau_r \omega_s} - v_{ds} \right] + K_{mrr} v_{qr} \] (58)
\[ \frac{de'_{qs}}{dt} = \omega_d \omega_s \left[ R_2 i_{qs} - e_{qs} \frac{v_r}{\tau_r \omega_s} + \left( 1 - \frac{\omega_r}{\omega_s} \right) e'_{ds} - K_{mrr} v_{qr} \right] \] (59)
\[ \frac{de'_{ds}}{dt} = \omega_d \omega_s \left[ K_{mrr} v_{qr} - R_2 i_{ds} - e_{ds} \frac{v_r}{\tau_r \omega_s} - \left( 1 - \frac{\omega_r}{\omega_s} \right) e'_{qs} \right] \] (60)
\[ v_{ds} v_{qqr} - x_c \varphi_r = 0 \] (61)
\[ v_{ds}^2 + v_{ds}^2 - v_{ds} v_{qqr} = x_c \varphi_r = 0 \] (62)

Converter and Controllers

\[ \frac{dv_{dr}}{dt} + v_{qqr} = \frac{v_{ds} i_{ds} + v_{qqr} i_{qqr} + C_{dc} v_{dc} \frac{dv_{dc}}{dt}}{P_{dc}} \] (63)

\[ \frac{du_1}{dt} = P_{ref} - P_{grid} \] (64)
\[ \frac{du_2}{dt} = \delta_{qqr} + K_{P1} (P_{ref} - P_{grid}) + K_{I1} u_1 \] (65)
\[ \frac{du_3}{dt} = |v_{ds}|_{ref} - |v_{ds}| \] (66)
\[ \frac{du_4}{dt} = |e_{iq}|_{ref} - |e_{iq}| + K_{P3} (|V_s|_{ref} - |V_s|) + K_{I3} u_3 \] (67)
\[ \frac{du_5}{dt} = |v_{dc}|_{ref} - |v_{dc}| \] (68)
\[ \frac{du_6}{dt} = Q_{grid} - Q_{g} \] (69)
\( v_{dg} = -x_{tg} \left[ K_{P5}(|v_{dc}|_{ref} - |v_{dc}|) + K_{I5}u_{5} \right] \quad (70) \\
\( v_{gg} = x_{tg} \left[ K_{P6}(Q_{ggref} - Q_{g}) + K_{I6}u_{6} \right] - |v_{s}|_{ref} + |v_{s}| \quad (71) \)

The other relationships among different parameters are as follows:

\[
\begin{align*}
P_{ref} &= k_{opt}\omega_{3}^2 \\
P_{grid} &= v_{ds}i_{ds} + v_{qs}i_{qs} + v_{dq}i_{dq} + v_{qg}i_{qg} \\
Q_{grid} &= v_{ds}i_{qs} - v_{qs}i_{ds} + v_{dq}i_{qg} - v_{qg}i_{dq} \\
i_{dq} &= (v_{qs} - v_{qg})/x_{tg} \quad (75) \\
i_{qg} &= (v_{dq} - v_{ds})/x_{tg} \quad (76) \\
i_{dr} &= (e_{qs}/\omega_{s}L_{m}) - K_{mrr}i_{ds} \quad (77) \\
i_{qr} &= -(e_{ds}/\omega_{s}L_{m}) - K_{mrr}i_{qs} \quad (78) \\
v_{r} &= K_{P4}\left\{ |e'_{iq}|_{ref} - |e'_{iq}| + K_{P3}(|v_{s}|_{ref} - |v_{s}|) \right\} \\
&+ K_{P4}K_{I4}u_{4} + K_{I4}u_{4} \quad (79) \\
\delta_{r} &= K_{P2}\left\{ |\delta_{iq}|_{ref} - |\delta_{iq}| + K_{P1}(P_{ref} - P_{grid}) \right\} \\
&+ K_{P2}K_{I1}u_{1} + K_{I2}u_{2} \quad (80) \\
v_{s}^2 &= v_{qs}^2 + v_{ds}^2 \quad (81) \\
e'_{iq} &= e'_{qs} + e'_{ds} \quad (82) \\
\phi_{r} &= \sin\delta_{r} \quad (83) \\
\psi_{r} &= \cos\delta_{r} \quad (84) \\
\phi_{iq} &= \sin\delta_{iq} \quad (85) \\
\psi_{iq} &= \cos\delta_{iq} \quad (86) \\
\psi_{ig} &= \sqrt[\psi_{ig}]{} \quad (87) \\
v_{dr} &= v_{r}\sin\delta_{r} \quad (88) \\
v_{qr} &= v_{r}\cos\delta_{r} \quad (89) \\
Q_{g} &= v_{dq}i_{qg} - v_{qg}i_{dq} \quad (90)
\end{align*}
\]