Double decoupled network for imbalanced obstetric intelligent diagnosis
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Abstract: Electronic Medical Record (EMR) is the data basis of intelligent diagnosis. The diagnosis results of an EMR are multi-disease, including normal diagnosis, pathological diagnosis and complications, so intelligent diagnosis can be treated as multi-label classification problem. The distribution of diagnostic results in EMRs is imbalanced. And the diagnostic results in one EMR have a high coupling degree. The traditional rebalancing methods does not function effectively on highly coupled imbalanced datasets. This paper proposes Double Decoupled Network (DDN) based intelligent diagnosis model, which decouples representation learning and classifier learning. In the representation learning stage, Convolutional Neural Networks (CNN) is used to learn the original features of the data. In the classifier learning stage, a Decoupled and Rebalancing highly Imbalanced Labels (DRIL) algorithm is proposed to decouple the highly coupled diagnostic results and rebalance the datasets, and then the balanced datasets is used to train the classifier. This paper evaluates the proposed DDN using Chinese Obstetric EMR (COEMR) datasets, and verifies the effectiveness and universality of the model on two benchmark multi-label text classification datasets: Arxiv Academic Papers Datasets (AAPD) and Reuters Corpus1 (RCV1). Demonstrating the effectiveness of the proposed methods is an imbalanced obstetric EMRs. The accuracy of DDN model on COEMR, AAPD and RCV1 datasets is 84.17, 86.35 and 93.87% respectively, which is higher than the current optimal experimental results.
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1. Introduction

With the implementation of China’s three-child policy, obstetric clinical research is faced with unprecedented challenges, and the number of elderly parturient women is increasing rapidly. The incidence rate of obstetric and gynecological diseases in elderly maternal is significantly higher than that of pregnant women at the right age [1]. Electronic Medical Records (EMRs) are the most detailed and direct record of clinical medical activities. The clinical diagnosis process of doctors can be regarded as judging the probability of suffering from a certain disease according to the clinical manifestations and examination results of patients. An obstetric EMR usually contains multiple diagnostic results, that is, patients may be diagnosed with both “gestational diabetes mellitus” and “gestational hypertension”, and the diagnosis results have strong coupling. If an EMR is regarded as one sample, each sample can be grouped into multiple categories. Therefore, the intelligent diagnosis problem can be regarded as a multi-label classification problem in machine learning, and multiple diagnostic results in an EMR have different labels [2].

However, the data distribution of EMRs is often imbalanced, and the sample number of rare diseases is far less than that of common diseases [3]. The imbalanced distribution of datasets will lead to the performance degradation of traditional classification algorithms [4]. Traditional algorithms tend to treat a few classes as noise or outliers, and ignore them in classification [5]. For imbalanced EMRs, the cost of false negative is much higher than that of false positive. For example, in 100 EMRs, 99 results were normal and one detected cancer. If the traditional classification algorithm is directly applied to this kind of data, the diagnostic results of EMR will be predicted as normal. Although the precision rate is as high as 99%, the most critical cancer information is ignored.

In neural networks, the features of input samples have a great influence on classifiers. The reason that rebalancing method works is that it can update the weights of classifiers and significantly improve the learning ability of deep network classifiers, but it damages the feature learning ability of deep network [6,7]. In addition, the coupling of high-frequency diagnostic results and low-frequency diagnostic results in an EMR needs to be considered in the multi-label rebalancing method: removing the EMR containing high-frequency diagnostic results also means losing low-frequency diagnostic results, and cloning the EMR containing low-frequency diagnostic results to add new instances will also increase the frequency of existing high-frequency diagnostic results.

In recent years, intelligent diagnosis has become a research focus. Yin et al. [8] proposed a method to extract signal features from heart rate variability signals and classify patients’ states using the long short-term memory network. Yan et al. [9] collected 1880 endoscopic images, and developed a Gastric Intestinal Metaplasia (GIM) system with these images using a modified convolutional neural network algorithm. Wang et al. [10] proposed Patch Shuffle stochastic pooling neural network, which improved recognition performances of Corona Virus Disease 2019 (COVID-19) infection from chest CT (CCT) images, and will help assist radiologists to make diagnosis more quickly and accurately on COVID-19 cases.

In addition to using image data for intelligent diagnosis, text-based intelligent diagnosis is also a research focus. Rajkomar et al. [11] proved that in all the methods using EMRs, deep learning methods are superior to the most advanced statistical prediction model. Maxwell et al. [12] used physical examination data to predict the possible chronic diseases such as diabetes, hypertension and fatty liver. Yang et al. [13] proposed a Convolutional Neural Network (CNN) based auxiliary diagnosis method, which is based on self-learning to learn high-level semantic understanding from EMRs, and output the
prediction probability of common diseases including hypertension and diabetes. Liang et al. [14] proposed a system framework based on pediatric EMRs, which integrates medical knowledge in pediatric EMRs for intelligent diagnosis.

In the current researches, the imbalanced distribution of datasets is an important factor limiting the performance of intelligent diagnosis. The precision of low-frequency disease diagnosis is too low, which leads to the decline of the practicability of the diagnosis model. The existing researches based on imbalanced data can be divided into data-level methods and algorithm-level methods.

The data-level methods are to transform the original datasets into a relatively balanced datasets from the data preparation stage. Liu et al. [15] proposed an algorithm based on information granulation. The algorithm assembles the data in most classes into particles to balance the proportion of classes in the data, and uses prostate cancer data to predict the survival rate of patients. Huang et al. [16] proposed random balanced sampling algorithm based on association rule selection, and verified the performance of the algorithm in a private diabetes EMRs.

Unlike the data-level methods, the algorithm-level methods do not change the distribution of training data; instead, they increase the importance of minority classes in the learning and decision-making process [17]. Li et al. [18] proposed dice loss to improve the weight of difficult samples and reduce the weight of simple negative samples. For high-dimensional imbalanced text data, researchers found that selecting features that are conducive to identifying minority classes can effectively deal with imbalanced data. Yang et al. [19] proposed a text feature selection method based on relation score. By calculating the relationship score of each feature and category, the relationship score of minority features is increased and the imbalance degree of data concentration categories.

At present, intelligent diagnosis researches based on EMRs are mostly for a single disease, and does not consider the multiple complications and other diagnostic results. In addition, the existence of rare diseases causes the imbalance of EMRs, and the diagnostic performance of the model needs to be further improved.

This paper proposes Double Decoupled Network (DDN) to improve the performance of intelligent diagnosis based imbalanced datasets. Our main contributions are summarized as follows:

1) DDN is proposed to decouple representation learning from classifier learning and high coupling diagnostic results.

2) In the classifier learning stage, a Decoupled and Rebalancing highly Imbalanced Labels (DRIL) algorithm is proposed to decouple the highly coupled diagnostic results and rebalance the datasets.

3) Experiments on a real Chinese Obstetric EMR (COEMR) datasets and two public datasets show that DDN method has better performance than comparison methods.

2. Materials and methods

Inspired by paper [6], we firstly analyze the performance of rebalancing strategies in neural network. Secondly, we discuss the rebalancing strategies in high coupling diagnostic results of COEMR datasets. This paper proposes DDN to decouple representation learning from classifier learning, and high coupling diagnostic results.

2.1. Overall framework

In order to solve the problem of high coupling of diagnosis results and obtain better features of
input samples, an intelligent diagnosis model based on double decoupling network is proposed in this section. The overall architecture of DDN is shown in Figure 1. First, DDN decouples representation learning from classifier learning. In the presentation learning stage, DDN uses CNN to learn the original features of COEMR datasets \( D = \{d_1, d_2, ..., d_n\} \), and fixed parameters of presentation learning, where \( d_i \) represents a sample in the datasets. Map the input text to a sequence of embedding vector. Words are embedded in a vector sequence through a convolutional layer and linearly transformed using a non-linear activation function to capture indicative information. Different types of useful information for prediction are selected in the pooling layer, and the maximum value is chosen from the feature mapping for each type. Finally, fully connected layers are used to integrate information with disease differentiation in the convolutional or pooling layers. In the classifier learning stage, DRIL algorithm is proposed to decouple the high coupling diagnostic results and rebalance the datasets \( D' = \{d'_1, d'_2, ..., d'_n\} \), using the datasets \( D' \) to train the classifier. The classifier consists a full connection layer and Softmax function. Both stages use the same CNN network structure and share all weights except for the last full connection layer.

![Figure 1. The architecture of DDN model.](image)

### 2.2. Representation and classifier learning decoupling module

Two methods are adopted to deal with unbalanced data: resampling samples and reweighting sample loss in small batches. In order to explore the working mechanism of rebalancing method, we divide the training process of neural network into two stages, namely representation learning and classifier learning. Specifically, in the first stage, we use the common method (Cross Entropy, CE) or rebalancing methods (Re-sampling/R-weighting, RS/RW) to train the neural network to get the corresponding feature extractor. Then we fix the parameters of the feature extractor. In the second stage, the classifier is retrained by common method or rebalancing methods. In this section, representation learning and classifier learning are used to compare the effects of different training methods. Figure 2 shows the precision of different methods on COEMR and Arxiv Academic Papers Datasets (AAPD) datasets.

1) **CE**: the traditional cross entropy loss is used to train the network on the original imbalanced data.
2) RS: in this section, class balanced resampling method is used to ensure that the probability of each class in each batch is the same. The sampling probability is $p_j$ calculated as Eq (1).

$$p_j = \frac{1}{C}$$

where $C$ is the number of all labels in the training set.

3) RW: reweighting all classes according to the reciprocal of their sample size.

For representation learning, when using the same classifier learning method (comparing the precision of three blocks in the horizontal direction), the precision of CE block is always higher than that of RW/RS block. We can find that CE can get better classification results since it obtains better features. The worse results of RW/RS block show that RW/RS method has a poor ability to identify depth features, which will damage the ability of representation learning.

For classifier learning, when using the same representation learning method (comparing the precision of three blocks in the vertical direction), it can be found that RW/RS methods can achieve higher precision than CE. The results show that the main reason why rebalancing methods can achieve a balanced performance on imbalanced data is that these methods directly affect the update of the weights of deep network classifiers, that is, promote the learning of classifiers.

![Figure 2. Precision of different methods on COEMR and AAPD datasets.](image)

This section discusses the influence of rebalancing methods on representation learning and classifier learning in neural network. We can find that rebalancing methods can significantly promote classifier learning, but it also damages the ability of learning features to a certain extent. To solve these problems, we propose decoupled representation learning from classifier learning. In the representation learning stage, the original features of the datasets are learned. In the classifier learning stage, the rebalancing datasets are used for training, so as to give consideration to both representation learning and classifier learning, and improve the generalization ability of low-frequency data, and improve the classification performance of imbalanced data.

### 2.3. Label decoupling module

The rebalancing strategy is independent of classifier, so it is applicable to a wider range of
scenarios than does the adaptive classifier. It is difficult for traditional rebalancing methods to achieve good performance for multi-label data. The main problems include the huge difference of imbalanced degree between labels in multi-label datasets, and the highly coupling of low-frequency labels and high-frequency labels in the same sample.

The imbalance ratio and average imbalance ratio between labels in a multi-label dataset can be determined according to the method proposed in reference [20]. The first measure is the Imbalance Ratio per label (IR), as shown in Eq (2), which evaluates the imbalance ratio of a single label. Define a multi-label dataset \( D = \{(X_i, Y_i) | 0 \leq i \leq n, Y_i \in L\} \), where \( X_i \) is the \( i^{th} \) sample in the datasets, \( Y_i \) is the label set of the datasets \( X_i \), and \( L \) is the label set of the datasets.

\[
IR(l) = \frac{\sum_{i=1}^{D} h(l', Y_i)}{L|L|} = \frac{\sum_{i=1}^{D} h(l, Y_i)}{\sum_{i=1}^{D} h(l, Y_i)}
\]

where \( h(l', Y_i) \) is the number of labels that are in both \( l' \) and \( Y_i \), and \( h(l, Y_i) \) is the number of labels that are in \( l \) and \( Y_i \). Eq (2) is the Imbalance Ratio per label (IR).

The second measure is Mean Imbalance Ratio (MeanIR), which is the overall estimation of the imbalance degree of multi-label datasets, that is, the average IR value of all labels, See Eq (3), where \(|L|\) is the label set of the datasets.

\[
MeanIR = \frac{1}{|L|} \sum_{l \in L} IR(l)
\]

According to MeanIR and IR value, this section defines high-frequency label and low-frequency label. When IR value is higher than mean IR value, it is a low-frequency label; otherwise, it is high-frequency label. For label y, if \( IR(y) \geq MeanIR \), it belongs to minBags, otherwise it belongs to majBags.

In order to understand the coupling degree of low-frequency and high-frequency labels in the same sample in multi-label datasets, we can evaluate it by SCUMBLE measure [21]. As can be seen from Eq (4), SCUMBLE relies on the aforementioned IR metric. The coupling degree for each sample is first obtained \( SCUMBLE_{ins}(i) \), and then, the average coupling degree \( SCUMBLE(D) \) is calculated for the entire multi-label datasets, as shown in Eq (5). The values of SCUMBLE are normalized in the \([0, 1]\) range, and the larger the values, the higher the coupling between the unbalanced labels.

\[
SCUMBLE_{ins}(i) = \frac{1}{IR_i} \left( \prod_{l=1}^{|L|} IR_{il} \right)^{(1/|L|)}
\]

\[
SCUMBLE(D) = \frac{1}{|D|} \sum_{i=1}^{D} SCUMBLE_{ins}(i)
\]

We calculate the average coupling degree \( SCUMBLE(D) = 0.3 \) of the COEMR datasets, and visualizes the label coupling of the COEMR datasets by using chord diagram, as shown in Figure 3.
can be seen that there is a high coupling degree in the COEMR datasets, and the low-frequency labels are completely associated with some high-frequency labels.

The high coupling of imbalanced labels can be alleviated with label decoupling strategy. Chart et al. [22] proposed remedial algorithm, which is independent of resampling algorithm and uses $SCUMBLE_{ins}(i) > SCUMBLE(D)$ as the judgment condition of whether to decouple labels, the coupling degree between high-frequency labels and low-frequency labels is reduced by decoupling them. Based on this, this paper proposes a DRIL algorithm, which decouples and clones the samples with high scumble value, and obtains two examples, one of which is associated with high-frequency labels, and the other is associated with low-frequency labels, so as to reduce the coupling degree, and then uses the method of combining oversampling and under-sampling to rebalance the datasets. It can reduce the loss of high-frequency disease sample information and the over fitting of low-frequency disease.

![Figure 3. Visualization of label coupling in COEMR datasets.](image)

Table 1 shows the pseudo code of DRIL. Specifically, DRIL first calculates the IR value and MeanIR value of each label to determine which category the label belongs to. Resampling rate $P$ indicates that the proportion of samples needs to be adjusted. Then, DRIL calculates the $SCUMBLE$ of each sample and whole dataset $SCUMBLE(D)$. The $NumOfMinBag$ is calculated:

$$NumOfMinBag = \sum_{l} h(l, \text{minBags})$$

(6)

When $SCUMBLE_{ins}(i) > SCUMBLE(D)$ and $NumOfMinBag < |Y_i|$, the label will be decoupled. Find sample $D_i$ with high coupling label according to step 5. From step 5 to step 7, one sample is decoupled into two samples, namely clone sample $D_i'$, $L_i$ is the label set of
$D_t, L'_i$ is the label set of $D'_t$, $L_i = L_i^{[IR(y \leq MeanIR)]}, L'_i = L_i^{[IR(y \geq MeanIR)]}$. By decoupling, the low-frequency and high-frequency labels in the samples can be separated, and the decoupled datasets $D'_t$ is obtained. MeanSamples is the number of samples required for all labels to reach the mean state of MeanIR. Its calculation method is to divide the number of samples of the most frequent labels by the value of MeanIR:

$$\text{MeanSamples} = \frac{\left| L_1 \right|}{\text{argmax}(\sum_{i=1}^{\left| D \right|} h(i', Y_i))}$$

From step 9 to step 21, the datasets are balanced by the method of combining oversampling and under-sampling. Firstly, a random label $y$ is generated and $X$ samples are randomly selected from $y$. If $y$ belongs to minBags, $x = \text{Random}(0, \text{MeanSamples} - |y|)$, then the selected samples are added to the datasets $D'$. If $y$ belongs to majBags, $x = \text{Random}(0, |y| - \text{MeanSamples})$, delete the $X$ samples from the datasets $D'$. DRIL uses Mean samples to limit the number of samples $x$ to balance the distribution among samples, and the number of samples needed to achieve the balance is not more than or less than the number of samples needed to achieve the balance. At the end of each rebalancing, MeanIR and IR are recalculated. Mean samples always use the initial value, and the original distribution of the datasets will not be greatly affected. Finally, we get the datasets $D'$ which is decoupled and balanced by the DRIL algorithm.

\textbf{Table 1. DRIL algorithm.}

| Step | Action |
|------|--------|
| 1    | Calculate samplesToResampling = |D| * P, IR, MeanIR & MeanSamples |
| 2    | Calculate the SCUMBLE$_{ins}$ of each sample $D_t$ in D, calculate the SCUMBLE(D) of the datasets |
| 3    | For each instance $D_t$ in $D$ do |
| 4    | Calculate number of low-frequency labels of sample $D_t$: NumOfMinBag |
| 5    | If SCUMBLE$_{ins}(t) > \text{SCUMBLE and NumOfMinBag} < |Y_t|$ then |
| 6    | clone $D'_t \leftarrow D_t$, $L'_t = L_t^{[IR(y \geq MeanIR)]}, L_t = L_t^{[IR(y \leq MeanIR)]}$ |
| 7    | $D_d = D_d + D_t + D'_t$, $D = D - D_t$ (D_d is a decoupled dataset) |
| 8    | $D = D + D_d$, $D' = D$ |
| 9    | While SCUMBLE($D'$) > 0.1 or samplesToResampling > 0 |
| 10   | Randomly select label $y$ |
| 11   | If $|y| < \text{MeanSamples and } y \in \text{minBags}$ then |
| 12   | $x = \text{Random}(0, \text{MeanSamples} - |y|)$ Select x samples from the samples of label y |
| 13   | Add x to $D'$, $D' += x$, |
| 14   | If $|y| > \text{MeanSamples and } y \in \text{majBags}$ then |
| 15   | $x = \text{Random}(0, |y| - \text{MeanSamples})$ Select x samples from the samples of label y |
| 16   | Remove x from $D'$, $D' -= x$, |
| 17   | samplesToResampling -= x, Recalculate MeanIR and IR |
| 18   | Return $D'$ |
3. Experiments

We evaluate the proposed intelligent diagnosis model using COEMR datasets, and verifies the effectiveness and universality of the model in two benchmark multi-label text classification datasets: AAPD and RCV1. Table 2 shows the descriptive statistics of the datasets used in the experiment. In the presentation learning stage, the data filter widths of CNN are set to (2, 3, 4) and the number of each filter is 25. When training the classifier, the Xaiver method [23] is used to randomly initialize the classifier parameters. The resampling rate P of DRIL is set to 0.1, which is the best resampling rate for multi-label data [24]. Adam [25] is employed as the optimizer and the learning rate set to 0.001, batch size set to 32 and dropout set to 0.3.

Table 2. Statistical information of COEMR, AAPD and RCV1 datasets.

| Dataset | Total  | Train  | Test  | Label | MeanIR | SCUMBLE |
|---------|--------|--------|-------|-------|--------|---------|
| COEMR   | 24,339 | 21,905 | 2434  | 73    | 246.5693 | 0.3028  |
| AAPD    | 55,840 | 54,840 | 1000  | 54    | 16.9971  | 0.1158  |
| RCV1    | 804,414| 23,149 | 781,265| 103   | 279.6319 | 0.3497  |

Table 3. Sample of an obstetric COEMR datasets.

| Title            | Content                                                                                                                                 |
|------------------|----------------------------------------------------------------------------------------------------------------------------------------|
| Sex              | Female                                                                                                                                  |
| Age              | Thirty-six years old                                                                                                                   |
| Chief complaint  | Taking “rest of June, vaginal bleeding for 4 hours” as the chief complaint, the pregnant woman had regular menses with normal menses, and the urine HCG was positive by self-measurement for 30 days after menorrhea. After rest of January, the patient was diagnosed with ectopic pregnancy by B-ultrasound examination, and 40 days of menorrhea showed nausea and vomiting and other early pregnancy reactions... |
| Admission physical examination | T: 36.6 °C. P: 80/min R: 20/min BP:120/80 mm Hg. Normal development, nutrition medium, Clear headed, spirit can, walk into the ward, autonomous body position, check body cooperation. the whole-body skin mucous membrane is rudimentary and without yellow stain, rash, bleeding points, not touch the enlarged superficial lymph nodes... |
| Obstetric examination | Extrapelvic measurements is: 24.0 cm IC: 27.0 cm ec19.0 cm to: 9.0 CM. Uterine height: 29.0 cm abdominal circumference: 93.0 cm fetal heart 144 beats/min fetal estimated weight 2600 g, no contractions |
| Auxiliary examination | Fetal color ultrasound: BPD: 74.0 mm, FL: 53.0 mm, AFI: 165.0 mm, fetal orientation: breech s/D 2.2 placenta grade I |
| Admission diagnosis | Threatened preterm birth Placenta previa (marginal) Intrauterine pregnancy 28+2 weeks G3P1 Breech presentation One week around umbilicus |
| Diagnostic basis | Pregnancy greater than or equal to 28 weeks and less than 37 weeks Presence of irregular or regular contractions with or without distension of the endocervical OS Minimal vaginal bleeding |
COEMR: In this dataset, 24,339 EMRs were randomly selected from the inpatient departments of several hospitals. EMRs are mainly composed of structured and unstructured text data. Structured data includes basic patient information, such as age, ethnicity, and laboratory test data. Unstructured data mainly refers to patients’ statement, condition of hospitalization and objective examination, etc. In order to protect the privacy of patients, the patient’s name, ID number and other privacy information were removed. Table 3 shows the detailed description of the obstetric COEMR.

The distribution of COEMR datasets diagnostic results is visualized and shown in Table 4. In the COEMR datasets, more than 90% of the diagnostic results have “head position”, while “gestational hypertension” accounts for less than 10%. According to the diagnostic results of 73 diseases with high coupling degree, all 24,339 samples were divided into training set (21,905) and test set (2434) according to 9 : 1.

Arxiv academic papers datasets (AAPD): AAPD datasets is a large dataset of MLTC constructed by Yang et al. [26]. It includes 55,840 abstracts from Arxiv1 on computer science.

Reuters Corpus1 (RCV1): RCV1 is provided by Gleviset et al. [27] and consists of artificially annotated Reuters news from 1996 to 1997. Each piece of news can be assigned multiple topics, a total of 103 topics.

| Label                                | Number | Label                     | Number | Label                               | Number |
|--------------------------------------|--------|---------------------------|--------|-------------------------------------|--------|
| Head position                        | 18,139 | Fetal dysplasia           | 1249   | Induced labor                       | 265    |
| Threatened labor                     | 6257   | threatened abortion       | 1112   | RH negative blood                   | 259    |
| Pregnancy with uterine scar          | 5757   | Placenta previa           | 1033   | Fetal distress                      | 257    |
| Premature rupture of membranes       | 3239   | Preeclampsia              | 1029   | Pregnancy induced hypertension      | 251    |
| Oligohydramnios                      | 2897   | Precious child            | 819    | Cervical insufficiency              | 217    |
| Gestational diabetes mellitus        | 2661   | Polyhydramnios            | 496    | Pregnancy complicated with hysteromyoma | 201 |
| Threatened preterm birth             | 2130   | Intrauterine fetal growth restriction | 405 | Diabetes complicated with pregnancy | 189    |
| Umbilical cord around neck           | 2054   | Group B streptococcal infection | 374 | Pregnancy complicated with hyperthyroidism | 182 |
| Breech                               | 1806   | Pregnancy with hypothyroidism | 335 | Pregnancy complicated with anemia | 178    |
| Twin pregnancy                       | 1329   | Low placental             | 287    | Inevitable abortion                 | 177    |

1 https://arxiv.org/
4. Results

This paper compares DDN model with common multi-label text classification methods: Binary Relevance (BR) [28], Label Powerset (LP) [29] and CNN. BP algorithm establishes a two classifier for each tag in the tag data set to predict, which has the advantages of simplicity and efficiency. LP algorithm regards the combination of each label as a new class, and transforms the multi label problem into a multi classification problem. Its advantage is that it pays attention to the semantic correlation between each label. Chen [30] used CNN for the first time in the text classification task. The key information in the sentence is extracted by multiple filters of different sizes in CNN, and the local correlation of the text can be better captured.

In addition, in order to verify the effectiveness of the proposed decoupled module, DDN is compared with BR + DRIL, LP + DRIL and RS + CNN + DRIL is to use the datasets balanced by the DRIL algorithm proposed in this section for classification. RS + CNN means that the data after class rebalancing is directly input into CNN for classification.

From the mean IR value in Table 2, it can be seen that the three datasets are imbalanced, so theoretically, the three datasets can benefit from the rebalancing method. It can be seen from the SCUMBEL value that the SCUMBEL value of COEMR datasets and RCV1 datasets is larger, which belongs to the difficult multi-label datasets, and has high coupling on the labels of different imbalance levels. Tables 5–7 show the experimental results on COEMR datasets, AAPD and RCV1 datasets respectively. In each column, the best results are expressed in bold.

Table 5. Experimental results of DDN in COEMR datasets.

| Model    | HL   | P    | R    | F1    |
|----------|------|------|------|-------|
| BR       | 0.0307 | 0.6114 | 0.5442 | 0.5758 |
| LP       | 0.0305 | 0.6073 | 0.5030 | 0.5503 |
| BR+DRIL  | 0.0281 | 0.6438 | 0.5581 | 0.5979 |
| LP+DRIL  | 0.0293 | 0.6352 | 0.5176 | 0.5704 |
| CNN      | 0.0266 | 0.8065 | 0.5427 | 0.6488 |
| RS+CNN   | 0.0251 | 0.8134 | 0.5496 | 0.6560 |
| DDN      | 0.0241 | 0.8417 | 0.5534 | 0.6678 |

Table 6. Experimental results of DDN in AAPD datasets.

| Model    | HL   | P    | R    | F1    |
|----------|------|------|------|-------|
| BR       | 0.0316 | 0.6642 | 0.6476 | 0.6558 |
| LP       | 0.0312 | 0.6624 | 0.6082 | 0.6344 |
| BR+DRIL  | 0.0433 | 0.6665 | 0.6491 | 0.6576 |
| LP+DRIL  | 0.0320 | 0.6630 | 0.6113 | 0.6361 |
| CNN      | 0.0256 | 0.8491 | 0.5456 | 0.6643 |
| RS+CNN   | 0.0253 | 0.8540 | 0.5587 | 0.6755 |
| DDN      | 0.0243 | 0.8635 | 0.5986 | 0.7071 |
Table 7. Experimental results of DDN in RCV1 datasets.

| Model       | HL   | P    | R    | F1   |
|-------------|------|------|------|------|
| BR          | 0.0086 | 0.9043 | 0.8160 | 0.8578 |
| LP          | 0.0087 | 0.8956 | 0.8244 | 0.8585 |
| BR+DRIL     | 0.0081 | 0.9192 | 0.8225 | 0.8682 |
| LP+DRIL     | 0.0084 | 0.9034 | 0.8251 | 0.8625 |
| CNN         | 0.0089 | 0.9223 | 0.7984 | 0.8559 |
| RS+CNN      | 0.0086 | 0.9244 | 0.7986 | 0.8569 |
| DDN         | 0.0076 | 0.9387 | 0.8231 | 0.8771 |

5. Discussion

It can be seen from the results in Tables 5 and 6 that after the application of the proposed DRIL on COEMR and RCV1 datasets, all measurements have been improved. Compared with the traditional BR algorithm, BR + DRIL algorithm improves the P, R and F1 by 5.30, 2.55 and 3.84% respectively. Compared with the traditional LP algorithm, LP + DRIL algorithm improves the P, R and F1 by 4.59, 2.90 and 3.65% respectively. For RCV1 datasets, due to the large number of labels and the complex hierarchical structure between labels, the improvement of each index is relatively small. Compared with the traditional BR algorithm, the F1 value of BR + DRIL algorithm is increased by 1.21%, and that of LP + DRIL algorithm is increased by 0.27%. This is because the DRIL algorithm decouples the high coupling labels, and combines the over-sampling and under-sampling methods to balance the distribution of the datasets, which makes it easier for the multi-label classification algorithm to process. In addition, the smaller SCUMBLE value of AAPD datasets indicates that there is almost no imbalanced label concurrency in the datasets, so the impact of using DRIL algorithm on the results is relatively small. DDN model is based on CNN. CNN is suitable for extracting local features. Using Bert and other models can have higher recall than DDN model, but F1 value may be reduced.

The neural network model can capture more abundant features and deeper semantic information, so CNN has a certain improvement in most of the evaluation indexes than the traditional classification methods BR and LP. Because CNN model is suitable for extracting local features, CNN model tends to select features favorable to high-frequency samples for unbalanced data, so the recall increment of CNN is relatively low. For the RS + CNN model, the traditional class resampling method can improve the frequency of low-frequency class samples, but without considering the high coupling between labels, the performance is only slightly improved. Compared with CNN model, the P value and F1 value of DDN are improved by 4.36 and 2.93%, respectively, reaching 84.17 and 66.78%, and the Hamming loss is reduced by 9.40%.

DDN model can solve the problem of high coupling of imbalanced labels by decoupling of representation learning from classifier learning and high coupling label so that the model can learn high-quality text feature representation, and performance has been further improved. DDN also performs well on AAPD and RCV1, which indicates that DDN model can also be applied to other multi-label text classification tasks.

This paper further evaluates the COEMR datasets to explore the effect of DDN model on different parts of the dataset distribution. As shown in the Figure 4, the horizontal axis is the diagnostic result sorted in descending order according to the number of corresponding samples, and the vertical axis is the accuracy increment of each category.
Figure 4. DDN increases the accuracy of diagnostic results on COEMR datasets.

It can be seen that DDN has a certain improvement in the diagnostic performance of low-frequency diseases. Taking the disease “Pregnancy with hypothyroidism” as an example, after label decoupling, the number of electronic medical records containing the disease will increase, and the model is more sensitive to the characteristics of this type of disease, such as “Excessive serum TSH”, “Edema” and other disease-related signs and symptoms. The decoupled low-frequency labels will not be restrained by the high-frequency labels. In addition, DDN does not improve the performance of low-frequency diseases by sacrificing the diagnostic accuracy of high-frequency diseases. After label decoupling, the performance of the model can be improved on most diseases. As mentioned above, the resampling method often results in overfitting of low-frequency data, and DDN decouples representation learning from classifier learning to learn good feature representations, and improve the generalization ability of low-frequency data. In conclusion, the DDN model including representation and classifier learning decoupling and label decoupling proposed in this paper has good performance for the diagnosis of low-frequency diseases.

6. Conclusions

This paper proposes a DDN model for intelligent diagnosis based on imbalanced EMRs. A two-stage training method is proposed to decouple the representation learning and classifier learning: in the representation learning stage, CNN model is used to learn the original features of data. In the classifier stage, considering the high coupling diagnostic results of EMRs, a DRIL algorithm is proposed to decouple the high coupling diagnostic results and balance the data distribution. The experimental results on COEMR datasets show that DDN can effectively improve the performance of intelligent diagnosis based on imbalanced EMRs, especially the precision of low-frequency disease diagnosis. In the future, we will try to use DDN for intelligent diagnosis in diseases with more complications such as diabetes.
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