Low-depth arithmetic circuit lower bounds via shifted partials
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Abstract

We prove superpolynomial lower bounds for low-depth arithmetic circuits using the shifted partials measure [GKKS14, Kay12] and the affine projections of partials measure [GKS20, KNS20]. The recent breakthrough work of Limaye, Srinivasan and Tavenas [LST21] proved these lower bounds by proving lower bounds for low-depth set-multilinear circuits. An interesting aspect of our proof is that it does not require conversion of a circuit to a set-multilinear circuit, nor does it involve random restrictions. We are able to upper bound the measures for homogeneous formulas directly, without going via set-multilinearity. Our lower bounds hold for the iterated matrix multiplication as well as the Nisan-Wigderson design polynomials. We also define a subclass of homogeneous formulas which we call unique parse tree (UPT) formulas, and prove superpolynomial lower bounds for these. This generalizes the superpolynomial lower bounds for regular formulas [KSS14, FLMS15].
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1 Introduction

Arithmetic circuits are a natural model for computing polynomials using the basic operations of addition and multiplication. One of the most fundamental questions about arithmetic circuits is about finding a family of explicit polynomials (if they exist) that cannot be computed by polynomial-sized arithmetic circuits. The existence of such explicit polynomials was conjectured by Valiant in 1979 [Val79] and is the famed VP vs VNP conjecture. Arithmetic circuit lower bounds are expected to be easier than Boolean circuit lower bounds. Among many reasons, one is due to the phenomenon of depth reduction. Arithmetic circuits can be converted into low-depth circuits preserving the output polynomial and not blowing up the size too much [VSBR83, AV08, Koi12, Tav15, GKKS16]. Due to this, strong enough lower bounds even for restrictive models of computation like depth-3 circuits or homogeneous depth-4 circuits can lead to superpolynomial arithmetic circuit lower bounds.

Arithmetic formulas are an important subclass of arithmetic circuits where the out-degree of every gate is at most 1. For constant-depth, formulas and circuits are polynomially related. Also, all our results deal with formulas. So we will only refer to formulas from here on. We consider (families of) polynomials having degree at most polynomial in $n$, the number of inputs/variables. One of the first results studying low-depth arithmetic formulas was that of [NW97], who proved lower bounds for homogeneous depth-3 formulas. Progress was stalled for a while, and then various lower bounds for homogeneous depth-4 formulas were proven in a series of works [Kay12, GKKS14, KSS14, FLMS15, KS14b, KLSS17, KS17b]. There was limited progress for higher-depth formulas, and lower bounds remained open even for depth-5 formulas. In a recent breakthrough work, [LST21] proved superpolynomial lower bounds for constant-depth arithmetic formulas. Their lower bounds are of the form $n^{\Omega(\log(n)^{\Delta})}$ for a constant $0 < c_\Delta < 1$ depending on the depth $\Delta$ of the formula. The following two open problems naturally emerge out of their work.

Open Problem 1.1. Prove superpolynomial lower bounds for general arithmetic formulas. This is interesting even for homogeneous arithmetic formulas.

Open Problem 1.2. Prove exponential lower bounds for constant-depth arithmetic formulas. This is interesting even for homogeneous depth-5 formulas.

Towards answering Open Problems 1.1 and 1.2, let us examine the lower bound proof in [LST21] at a high level. Their proof has two main steps: First, they reduce the problem of proving lower bounds for low-depth formulas to the problem of proving lower bounds for low-depth set-multilinear formulas; set-multilinear formulas are special homogeneous formulas with an underlying partition of the variables into subsets (see Section 2.3.2). [LST21] calls such reductions ‘hardness escalation’. Second, they use an interesting adaptation of the rank of the partial derivatives matrix measure [Nis91] to prove a lower bound for low-depth set-multilinear formulas. They call this measure relative rank ($\text{relrk}$). The effectiveness of the $\text{relrk}$ measure crucially depends on a certain ‘imbalance’ between the sizes of the sets used to define set-multilinear polynomials. The proof in [LST21] raises two natural and related questions:

Question 1: Can we skip the hardness escalation, i.e., the set-multilinearization, step?

Question 2: Can we design a measure that exploits some weakness of homogeneous (but not necessarily set-multilinear) formulas directly?
Motivations for studying Question 1: Set-multilinearization comes with an exponential blow up in size – a homogeneous, depth-$\Delta$ formula computing a set-multilinear polynomial of degree $d$ can be converted to a set-multilinear formula of depth $\Delta$ and size $d^{O(d)} \cdot s$ (see Lemma 12 in [LST21]). So, an exponential lower bound for low-depth set-multilinear formulas does not seem to imply an exponential lower bound for low-depth homogeneous formulas since we are restricted to work with $d \leq \frac{\log n}{\log \log n}$. Indeed, it is possible to strengthen and refine the argument in [LST21] to get an exponential lower bound for low-depth set-multilinear formulas (Appendix E). An approach that evades the hardness escalation step and directly works with homogeneous formulas has the potential to avoid the $d^{O(d)}$ loss and give an exponential lower bound for low-depth homogeneous formulas. For instance, a variant of the shifted partials measure [GKKS14, Kay12] yields an exponential lower bound for homogeneous depth-4 formulas [KLSS17, KS17b]. If we go via the hardness escalation approach, then we only get a quasi-polynomial lower bound for the same model.

Besides, such a direct argument can be used to prove lower bounds for polynomials which are not necessarily set-multilinear or do not have a ‘non-trivial’ set-multilinear component.

Motivations for studying Question 2: Typical measures used for proving lower bounds for arithmetic circuits include the partial derivatives measure (PD) [NW97, SW01], the rank of the partial derivatives matrix measure (a.k.a. evaluation dimension – in short, evalDim) [Nis91, Raz06, RY09], the shifted partials measure (SP) and its variants [GKKS14, KSS14, KLSS17], the affine projections of partials measure (APP) [GKS20, KNS20], etc. All these measures are defined for any polynomial, which is not necessarily set-multilinear.\footnote{Whereas the relrk measure used in [LST21], although very effective, is defined only for set-multilinear polynomials. Measures such as PD, SP, and APP have the geometrically appealing property that they are invariant under the application of invertible linear transformations on the variables. Since low-depth formulas, as well as low-depth homogeneous formulas, are closed under linear transformations, it is natural to look for measures that do not blow up much on applying linear transformations.} Another important motivation for studying Question 2 is towards learning low-depth homogeneous formulas. While the ‘hardness escalation’ paradigm of reducing to the set-multilinear case works for proving lower bounds, it is not clear how to exploit it to design learning algorithms. Lower bounds for arithmetic circuits are intimately connected to learning [FK09, Vol16, KS19a, GKS20]. Hence if we have a lower bound measure that directly exploits the weakness of low-depth homogeneous formulas, it opens up the possibility of new learning algorithms for such models.

1.1 Our Results

We give a direct lower bound for low-depth homogeneous formulas via the shifted partials measure which was used in the series of works on homogeneous depth-4 lower bounds. While our proof also yields lower bounds only in the low degree setting, the hope is that it could potentially lead to a stronger lower bound in the future.

\footnote{Note that a homogeneous degree-$d$ polynomial can be computed by a depth-2 homogeneous formula of size $n^{O(d)}$ (assuming $d \ll n$). So, to obtain an exponential lower bound, $d$ must be $n^{\Omega(1)}$.}

\footnote{To define evalDim for a polynomial in $F[x]$, we just need to partition $x$ into two variable sets $y$ and $z$ such that the $y$ variables are used for evaluations, and the remaining variables are $z = x \setminus y$.}
Consider the shifted partials measure: \( \text{SP}_{k, \ell}(f) := \dim \langle x^\ell \cdot \partial^k(f) \rangle \), where \( f \) is a polynomial. That is, \( \text{SP}_{k, \ell}(f) \) is the dimension of the space spanned by the polynomials obtained on multiplying degree \( \ell \) monomials to partial derivatives of \( f \) of order \( k \). Also, for convenience, let us denote by \( M(n, k) := \binom{n+k-1}{k} \) the number of monomials of degree \( k \) in \( n \) variables. Then note that for a homogeneous polynomial \( f \) of degree \( d \),

\[
\text{SP}_{k, \ell}(f) \leq \min \{ M(n, k)M(n, \ell), M(n, d - k + \ell) \}.
\]

We show that for polynomials computed by low-depth homogeneous formulas, the shifted partials measure with an appropriate setting of \( k \) and \( \ell \) is substantially smaller than the above upper bound. At the same time, we exhibit explicit ‘hard’ polynomials for which the shifted partials measure is close to the above bound, hence yielding a lower bound.

**Theorem 1.3 (Lower bound for low-depth homogeneous formulas via shifted partials).** Let \( C \) be a homogeneous formula of size \( s \) and product-depth \( \Delta \) that computes a polynomial of degree \( d \) in \( n \) variables. Then for an appropriate value of \( k \) and \( \ell \),

\[
\text{SP}_{k, \ell}(C) \leq \frac{s 2^{O(d)}}{n^{\Omega(d^2 - \Delta)}} \min \{ M(n, k)M(n, \ell), M(n, d - k + \ell) \}.
\]

At the same time, there are homogeneous polynomials \( f \) of degree \( d \) in \( n \) variables (e.g. an appropriate projection of iterated matrix multiplication polynomial, Nisan-Wigderson design polynomial etc.) s.t.

\[
\text{SP}_{k, \ell}(f) \geq 2^{-O(d)} \min \{ M(n, k)M(n, \ell), M(n, d - k + \ell) \}.
\]

This gives a lower bound of \( s \geq n^{\Omega(d^2 - \Delta)} \) on the size of homogeneous product-depth \( \Delta \) formulas computing these polynomials.

**Remark 1.4.** Here are a few remarks about the above theorem.

1. We also show that the above lower bound can be derived using the affine projections of partials measure, or even skewed partials (Lemma 4.5).

2. The above lower bound is slightly better than the lower bound of [LST21]. Instead of the \( d^{O(d)} \) loss incurred due to converting homogeneous formulas to set-multilinear formulas, our direct analysis only incurs a \( 2^{O(d)} \) loss.\(^3\) So, for example, for homogeneous product-depth 2 formulas, our superpolynomial lower bound continues to hold for a higher degree (\( \log^2(n) \) vs \( (\log(n)/ \log \log(n))^2 \)) in [LST21]). While the improvement maybe insignificant, this hints at something interesting going on with the direct approach.

3. The dependence on \( \Delta \) is slightly better as compared to [LST21]. But this is not because of the direct approach but due to improvements in the underlying number theoretic calculations. In fact the paper [BDS22] improves these calculations even further but similar to [LST21], they also work with set-multilinear formulas and not directly with homogeneous formulas.

\(^3\)In fact, this loss can be brought down to \( 2^{O(k)} \), but we ignore this distinction because eventually we set \( k = \Theta(d) \) to get the lower bounds.
Lower bounds for general-depth arithmetic formulas are expected to be easier than arithmetic circuit lower bounds. However, despite several approaches and attempts (e.g. via tensor rank lower bounds [Raz13]), we still do not have superpolynomial arithmetic formula lower bounds. However, there has been some success in proving lower bounds for some natural restricted models (apart from the depth restrictions considered above). For example, [KSS14] considered the model of regular arithmetic formulas. These are formulas which consist of alternating layers of addition (+) and multiplication (×) gates s.t. the fanin of all gates in any fixed layer is the same. This is a natural model and the best known formulas for many interesting polynomial families like determinant, permanent, iterated matrix multiplication etc. are all regular. [KSS14] proved a superpolynomial lower bound on the size of regular formulas for an explicit polynomial and later [FLMS15] proved a tight lower bound for the iterated matrix multiplication polynomial.

We prove superpolynomial lower bounds for a more general model. Consider a model of homogeneous arithmetic formulas consisting of alternating layers of addition (+) and multiplication (×) gates s.t. the fanin of all addition gates can be arbitrary but fanin of product gates in any fixed layer is the same. We call these product-regular. We prove super-polynomial lower bounds for (homogeneous) product-regular formulas. Previously we did not know of lower bounds for even a much simpler model where the fanins of all the product gates are fixed to 2.

In fact, we prove lower bounds for an even more general model which we call Unique Parse Tree (UPT) formulas. A parse tree of a formula is a tree where for every addition gate, one picks exactly one child and for every product gate, we pick all the children. Then we “short circuit” all the addition gates. Parse trees capture the way monomials are generated in a formula. We say that a formula is UPT if all its parse trees are isomorphic. A product-regular formula is clearly UPT. In the theorem below, \( IMM_{n,\log n} \) is the iterated multiplication polynomial of degree \( \log n \) (see Section 2.4).

**Theorem 1.5.** Any UPT formula computing \( IMM_{n,\log(n)} \) has size at least \( n^{\Omega(\log \log(n))} \). A similar lower bound holds for the Nisan-Wigderson design polynomial.

**Remark 1.6.** Here are a few remarks about the above theorem.

1. While (homogeneous) product-regular formulas are restricted to compute polynomials with only certain degrees (e.g. higher product-depth cannot compute prime degrees), (homogeneous) UPT formulas do not suffer from this restriction. For example, see Figure 1a for a UPT formula of product-depth 2 that computes a degree 3 polynomial.

2. While this result could possibly also be obtained by defining a similar model in the set-multilinear world, proving a lower bound there and then transporting it back to the homogeneous world, our framework has fewer number of moving parts and hence makes it easier to derive such results.

### 1.2 Techniques and proof overview

A lot of lower bounds in arithmetic complexity follow the following outline.

---

4The model in [KSS14, FLMS15] allowed non-homogeneity but with the formal degree upper bounded by a small constant times the actual degree. However, we only work with homogeneous formulas.
Step 1: Depth reduction/decomposition. One first shows that if \( f(x) \) is computed by a small circuit from some restricted subclass of circuits, then there is a corresponding subclass of depth four circuits such that \( f(x) \) is also computed by a relatively small circuit from this subclass\(^5\). The resulting subclass is of the form:

\[
f(x) = \sum_{i=1}^{s} \prod_{j=1}^{t_i} Q_{i,j}
\]

Usually there are simple restrictions on the degrees of \( Q_{i,j} \)'s. For example, they could be upper bounded by some number.

Step 2: Employing a suitable set of linear maps. Let \( \mathbb{F}[x]^d \) be the vector space of homogeneous polynomials of degree \( d \), \( W \) be a suitable vector space, and \( \text{Lin}(\mathbb{F}[x]^d, W) \) be the space of linear maps from \( \mathbb{F}[x]^d \) to \( W \). We choose a suitable set of linear maps \( \mathcal{L} \subseteq \text{Lin}(\mathbb{F}[x]^d, W) \). These define a complexity measure

\[
\mu_{\mathcal{L}}(f) := \dim(\mathcal{L}(f)), \quad \text{where } \mathcal{L}(f) := \langle \{ L(f) : L \in \mathcal{L} \} \rangle.
\]

We would like to choose the set of linear maps \( \mathcal{L} \) so that they identify some weakness of the terms \( \prod_{j=1}^{t} Q_j \) in the depth-4 circuit. That is \( \mu_{\mathcal{L}}(\prod_{j=1}^{t} Q_j) \) should be much smaller than \( \mu_{\mathcal{L}}(f) \) for a generic \( f \). For example, if \( Q_j \)'s are all linear polynomials, then we can choose \( \mathcal{L} \) to be the partial derivative maps of order \( k \), \( \partial^k \). Then \( \mu_{\mathcal{L}}(\prod_{j=1}^{t} Q_j) \leq \binom{t}{k} \ll \left( \frac{n+k-1}{k} \right) \) which is the value for a generic \( f \) (for \( k \leq t/2 \)). This is the basis of homogeneous depth-3 formula lower bounds in [NW97].

For proving lower bounds for bounded bottom fan-in depth-4 circuits (i.e. when degree of \( Q_j \)'s is upper bounded by some number), [GKKS14,Kay12] introduced the shifted partials measure and used the linear maps \( \mathcal{L} = x^\ell \cdot \partial^k \). The main insight in their proof was that if we apply a partial derivative of order \( k \) on \( \prod_{j=1}^{t} Q_j \) and use the product rule, then at least \( t - k \) of the \( Q_j \)'s remain untouched. This structure can then be exploited by the shifts to get a lower bound. This intuition however completely breaks down for \( k \geq t \) (see Appendix F for more discussion on this). Due to this, progress remain stalled for higher depth arithmetic circuit lower bounds.

[LST21] get around the above obstacle by working with set-multilinear circuits\(^6\) which entails working with polynomials over \( d \) sets of variables \( (x_1, \ldots, x_d) \), \( |x_i| = n \). Let us use the shorthand \( x_S = (x_i)_{i \in S} \). The products they deal with are of the form \( \prod_{j=1}^{t} Q_j(x_S) \) where \( S_1, S_2, \ldots, S_t \) form a partition of \([d]\). The set of linear maps they use are \( \mathcal{L} = \Pi \circ \partial_{x_A} \) for a subset \( A \subseteq [d] \). \( \Pi \) is a map which sets \( n - n_0 \) variables in each of the variable sets in \( x_{[d]\setminus A} \) to 0. They observe (for the appropriate choice of \( n_0 \)) that

\[
\mu_{\mathcal{L}} \left( \prod_{j=1}^{t} Q_j(x_{S_j}) \right) \leq \frac{n^{|A|}}{2^{|A|} \Sigma_{j=1}^{t-1} \text{imbalance}_j}
\]

\(^5\)Some major results in the area such as [Raz03,LST21] did not originally proceed via a depth reduction but instead analysed formulas directly. These results can however be restated as first doing a depth reduction and then applying the appropriate measure.

\(^6\)[LST21] use only a special case of their relative rank framework (with two different set sizes). We only consider this special case here in a slightly different interpretation.
Here imbalance \( j = ||A \cap S_j| \log(n) - |S_j \setminus A| \log(n_0)|| \). For the appropriate choice of \( n_0 \), a generic set-multilinear \( f \) satisfies \( \mu_L(f) = n^{|A|} \), so that lower bound (on the number of summands of the low depth circuit) obtained is exponential in the total imbalance \( \sum_{j=1}^t \text{imbalance}_j \). \cite{LST21} observe that this quantity is somewhat large for the depth four circuits obtained from various circuit models that they consider.

We observe here that the core of the argument \cite{LST21} allows us to unravel some structure in partial derivatives of order \( k \) applied on \( \prod_{j=1}^t Q_j \) for values of \( k \gg t \). We use this to derive a structure for the partial derivative space of a product \( \prod_{j=1}^t Q_j(x) \). Consider a partial derivative operator of order \( k \) indexed by a multiset \( \alpha \) of size \( k \). Then using Leibniz’s differentiation rule,

\[
\partial_{\alpha} \prod_{j=1}^t Q_j = \sum_{\alpha_1, \ldots, \alpha_t: \sum_{i=1}^t \alpha_i = \alpha} c_{\alpha_1, \ldots, \alpha_t}^\alpha \prod_{j=1}^t \partial_{\alpha_j} Q_j
\]

for appropriate constants \( c_{\alpha_1, \ldots, \alpha_t}^\alpha \)’s. In the product \( \prod_{j=1}^t \partial_{\alpha_j} Q_j \), we can try to club terms into two groups depending on if the size of \( |\alpha_j| \) is small or large. It turns out that the right threshold for \( |\alpha_j| \) is \( k \deg(Q_j)/d \) (i.e. if we divide the order of the derivative proportional to the degrees of the terms). Let

\[
S := \{ j : |\alpha_j| \leq k \deg(Q_j)/d \}
\]
Define \( k_0 := \sum_{j \in S} |\alpha_j| \) and \( \ell_0 := \sum_{j \in S}(\deg(Q_j) - |\alpha_j|) \). Notice that we can write the product \( \prod_{j=1}^t \partial_{\alpha_j} Q_j \) as

\[
P \prod_{j \in S} \partial_{\alpha_j} Q_j
\]

for a degree \( \ell_0 \) polynomial \( P \). Hence \( \partial_{\alpha} \prod_{j=1}^t Q_j \) can be written as sums of this form. While it is not immediate (due to the condition on \( \alpha_j \)’s in \( S \)), it turns out with a bit more work, one can combine the product of partials into a single partial.

What can we say about \( k_0 \) and \( \ell_0 \)? It turns out that the quantity that comes up in calculations is the following: \( k_0 + \frac{k}{d-k} \ell_0 \) and it satisfies

\[
k_0 + \frac{k}{d-k} \ell_0 \leq k.
\]
Note that \( k_0 \) is between 0 and \( k \), and \( \ell_0 \) between 0 and \( d-k \). So the normalization brings \( \ell_0 \) to the right ‘scale’.

It turns out we can give a better bound in terms of a quantity we call as residue defined as

\[
\text{residue}_k(d_1, \ldots, d_t) := \frac{1}{2} \min_{k_1, \ldots, k_t \in \mathbb{Z}} \sum_{j=1}^t \left| k_j - \frac{k}{d} \cdot d_j \right|.
\]
and having the property that:

**Proposition 1.7.** Let \( k_0 \) and \( \ell_0 \) be defined as above. Then

\[
k_0 + \frac{k}{d-k} \ell_0 \leq k - \text{residue}_k(d_1, \ldots, d_t)
\]

where \( d_j = \deg(Q_j) \).
We want to spread the derivatives equally among all terms but cannot do so due to integrality issues. The residue captures this quantitatively and as described below, is what gives us our lower bounds!

Combined with the above discussion, we get the following structural lemma about the partial derivative space of \( \prod_{j=1}^{t} Q_j \).

**Lemma 1.8.**

\[
\left\langle \partial^k (Q_1 \cdots Q_t) \right\rangle \subseteq \sum_{S \subseteq [t], \ k_0 \in [0,k], \ \ell_0 \in [0, (d-k)], \ k_0 + \frac{1}{d-k} \ell_0 \leq k - \text{residue}_k (d_1, \ldots, d_t)} \left\langle x^\ell_0 \cdot \partial^{k_0} \left( \prod_{j \in S} Q_j \right) \right\rangle.
\]

Now we have the choice to utilize the above structure using an additional set of linear maps. Both shifts and projections give similar lower bounds, so let us explain shifts here. Note that there is an intriguing possibility of getting even better lower bounds (in terms of dependence on degree \( d \)) using other sets of linear maps! Because of the above structural result, we have

\[
\left\langle x^\ell \cdot \partial^k (Q_1 \cdots Q_t) \right\rangle \subseteq \sum_{S \subseteq [t], \ k_0 \in [0,k], \ \ell_0 \in [0, (d-k)], \ k_0 + \frac{1}{d-k} \ell_0 \leq k - \text{residue}_k (d_1, \ldots, d_t)} \left\langle x^{\ell + \ell_0} \cdot \partial^{k_0} \left( \prod_{j \in S} Q_j \right) \right\rangle.
\]

Thus we can upper bound,

\[
\text{SP}_{k,\ell} ((Q_1 \cdots Q_t)) \leq 2^t \cdot d^2 \cdot \max_{k_0, \ell_0 \geq 0 \atop k_0 + \frac{1}{d-k} \ell_0 \leq k - \text{residue}_k (d_1, \ldots, d_t)} M(n, k_0) \cdot M(n, \ell_0 + \ell)
\]

It turns out that \( 2^t d^2 \) is usually not a problem and the calculations yield that

\[
\max_{k_0, \ell_0 \geq 0 \atop k_0 + \frac{1}{d-k} \ell_0 \leq k - \text{residue}_k (d_1, \ldots, d_t)} M(n, k_0) \cdot M(n, \ell_0 + \ell) \leq 2^{O(d)} \min \{M(n, k)M(n, \ell), M(n, d - k + \ell)\}
\]

Now to upper bound the shifted partial dimension of polynomials computed by low-depth formulas, we give a decomposition for such formulas into sums of products of polynomials (Lemma 4.1) where the degree sequences are carefully chosen so that the residues can be simultaneously lower bounded for all the terms (Lemma 4.2). While in a different context, these calculations do bear similarity with related calculations in [LST21].

**Step 3: Lower Bounding \( \dim(L(f)) \) for an explicit \( f \).** As a last step, one shows that for some explicit candidate hard polynomial (such as the iterated matrix multiplication polynomial \( \text{IMM}_{n,d} \)) that \( \dim(L(f)) \) is large and thereby obtains a lower bound. It turns out that the calculations involved in this step are easier for [LST21] and somewhat more tedious for our choice of linear maps \( L \).

**Application to other subclasses of formulas.** We observe here that for the subclass of homogeneous formulas that we call UPT formulas, one can do a depth-reduction to obtain a depth-four
formula in which all the summands have the same factorization pattern (i.e. the sequence of degrees of the factors in all the summands is that same) - see Lemma 5.1. We further observe (Lemma 5.3) that for any fixed sequence of degrees, there exists a suitable value of the parameter $k$ such that the residue is not too small. This gives us the superpolynomial lower bound for UPT formulas as stated in Theorem 1.5.

**Challenges to using the PD and the SP measures.** Let us remark briefly why it is a bit surprising that we are able to prove low-depth lower bounds via shifted partials. [GL19, Rez92] showed that the PD measure of the polynomial $(x_1^2 + \cdots + x_n^2)^d$ is the maximum possible when the order of derivatives, $k$, is at most $\frac{d}{2}$. Notice that $(x_1^2 + \cdots + x_n^2)^d$ can be computed by a homogeneous depth-4 formula of size $O(nd)$. So, it is not possible to prove super-polynomial lower bounds for low-depth homogeneous formulas using the PD measure as it is. One may ask if the SP measure also has a similar limitation.

Some of the finer separation results in [KS14a, KS19b] indicate that the SP measure (and some of its variants) can be fairly large for homogeneous depth-4 and depth-5 formulas for some particular choices of the order of the derivatives $k$. Also, the exponential lower bounds for homogeneous depth-4 circuits in [KLSS17, KS17b] use random restrictions along with a variant of the SP measure. It is not clear how to leverage random restrictions for homogeneous depth-5 circuits – this is also pointed out in the Appendix of [LST21].

Fortunately, [KS14a, KS19b] do not rule out the possibility of using SP for all choices of parameters, like, say, $k \approx \frac{d}{2}$, to prove lower bounds for low-depth homogeneous formulas. But, the original intuition from algebraic geometry that led to the development of the SP measure (see [GKKS14] Section 2.1) breaks down when $k$ is so large (see Appendix F). Despite these apparent hurdles, and to our surprise, we overcome these challenges and are able to use SP with $k \approx \frac{d}{4}$ to prove super-polynomial lower bounds for low-depth homogeneous formulas! To the best of our knowledge, no previous work uses SP with this high a value of $k$.

### 1.3 Prior Work

We now give a brief account of some of the known arithmetic circuit lower bounds that are related to our work.

**General circuits and formulas.** Not much is known about lower bounds for general arithmetic circuits and formulas computing explicit polynomials. Baur and Strassen [BS83, Str73a] proved that any arithmetic circuit computing the power symmetric polynomial ($\text{PSym}_{n,d} := x_1^d + \cdots + x_n^d$) or the elementary symmetric polynomial ($\text{ESym}_{n,d} := \sum_{S \subseteq [n]}: |S| = d \prod_{i \in S} x_i$) must have size $\Omega(n \log d)$.

There has been no improvement on this bound and their result continues to be the best-known lower bound for general arithmetic circuits.

The best-known lower bound for arithmetic formulas is quadratic. [Kal85] proved that any arithmetic formula computing the polynomial $\sum_{i,j \in [n]} x_i^d y_j$ must have size $\Omega(n^2)$. Recently, [CKSV22] proved an $\Omega(n^2)$ lower bound for arithmetic formulas computing $\text{ESym}_{n,0,1n}$. They also showed that any ‘layered’ Algebraic Branching Program (ABP) computing $\text{PSym}_{n,n}$ has size $\Omega(n^2)$. ABPs are algebraic analogues of (Boolean) branching programs and, as a model of computation, are known to be at least as powerful as formulas. Because of the apparent diffi-
Multilinear and set-multilinear circuits. A circuit or formula is said to be multilinear if every gate in it computes a multilinear polynomial. [RSY08] showed a lower bound of $\Omega(n^{4/3} / \log^2 n)$ for syntactically multilinear circuits. This lower bound was improved to an $\Omega(n^2 / \log^2 n)$ bound in [AKV18]. Unlike the case of general circuits and formulas, a super-polynomial separation is known between multilinear circuits and formulas. [Raz06, RY08] proved that there exists a polynomial computable by polynomial-size multilinear circuits but can only be computed by multilinear formulas of size $n^{\Omega(\log n)}$. [DMPY12] showed a similar lower bound but for a polynomial computable by a polynomial-size multilinear ABP.

Exponential lower bounds are known for low-depth multilinear circuits. A lower bound of $2^{n^{O(1/\Delta)}}$ for multilinear circuits of product-depth $\Delta = o(\log n / \log \log n)$ computing the $n \times n$ permanent and determinant was shown in [RY09]. [CLS19] proved a lower bound of $2^{\Omega(\Delta^{1/\Delta})}$ for multilinear circuits of product-depth at most $\Delta \leq \log d$ computing $IMM_{2,d}$. A quasi-polynomial separation between product-depth $\Delta$ multilinear circuits and product-depth $\Delta + 1$ multilinear circuits was proved in [RY09] and improved to an exponential separation in [CELS18].

Notice that the lower bounds mentioned in the previous paragraph are of the form $n^{O(1)} \cdot f(d)$ where $f(d)$ is a superpolynomial but sub-exponential function of the degree. Borrowing terminology from parameterised complexity, [LST21] calls such lower bounds FPT lower bounds. As pointed out in [LST21], it is unclear if FPT bounds can be used to prove lower bounds for low-depth circuits. [LST21] and later [BDS22] prove a non-FPT lower bound of $n^{\Omega^{(\Delta^{1/\Delta})}}$ for set-multilinear formulas of product-depth $\Delta$ computing $IMM_{n,d}$ when $d = O(\log n)$. These lower bounds are then used to prove super-polynomial lower bounds for low-depth circuits. In [TLS22], a non-FPT lower bound of $(\log n)^{\Omega(\Delta^{1/\Delta})}$ is proved for set-multilinear formulas of product-depth $\Delta = O(\log d)$ computing $IMM_{n,d}$. They also prove a lower bound of $O((\log n)^{\Omega(\log d)})$ for any set-multilinear circuit computing $IMM_{n,d}$. Recently, [KS22] proved a lower bound of $n^{\Omega(n^{1/\Delta}/\Delta)}$ for set-multilinear formulas of product-depth $\Delta$ computing the Nisan-Wigderson design polynomial.

Homogeneous and low-depth circuits. [SS97, Raz10] proved a lower bound of $\Omega(\Delta n^{1+1/\Delta})$ for depth $\Delta$ circuits with multiple output gates. In a classic work [NW97], Nisan and Wigderson showed that any homogeneous depth 3 circuit computing $ESym_{n,d}$ has size $n^{\Omega(d)}$. A series of papers [Kay12, GJKS14, KSS14, FLMS15, KLSS17, KS17b] resulted in an $n^{\Omega(\sqrt{d})}$ lower bound for homogeneous depth 4 circuits computing the Nisan-Wigderson design polynomial and $IMM_{n,d}$.

[SW01] proved a quadratic lower bound for depth 3 circuits computing elementary symmetric polynomials of degree $\Omega(n)$. This was improved to an almost cubic lower bound in [KST16a] for a polynomial in VNP. Subsequently, [BLS16, Yau16] proved similar lower bounds for polynomials in VP. [GST20] obtained a lower bound of $\tilde{\Omega}(n^{2.5})$ for depth 4 circuits computing the Nisan-Wigderson design polynomial. As mentioned before, in a recent breakthrough work [LST21], Limaye, Srinivasan, and Tavenas proved a lower bound of $n^{\Omega(d^{1/(2^k-1)/\Delta})}$ for product-depth $\Delta$ circuits computing $IMM_{n,d}$, $d = O(\log n)$. [BDS22] improved this to a lower bound of $n^{\Omega(d^{1/(\phi^{2^k})/\Delta})}$ where $\phi = (\sqrt{5} + 1)/2 \approx 1.618$. 

The difficulty of proving lower bounds for general models of computation, restricted classes of circuits like multilinear, homogeneous, and low-depth circuits have received a lot of attention in the last few decades. We now discuss a few results for these models.
Circuits with a few parse trees. Circuits with a bounded number of parse trees have been studied before in the non-commutative setting [LMP19, LLS19]. [LLS19] proved a lower bound of $n^{d/4}$ for non-commutative circuits having at most $2^{d/4}$ parse trees. This was an improvement on [LMP19], which proved a lower bound of $2^Ω(n)$ for non-commutative UPT circuits computing the $n \times n$ permanent and determinant.

The UPT formulas that we study in this work are also related to regular formulas considered in [KSS14, FLMS15]. A formula is said to be regular if it has alternating levels of addition and multiplication gates and all gates at the same level have the same fan-in. Recall that we call a formula product-regular if the fan-ins of the addition gates in a formula are arbitrary, but the multiplication gates at the same level are restricted to having the same fan-ins. It is easy to see that UPT formulas are a generalization of homogeneous product-regular formulas. [KSS14] obtains a lower bound of $n^{Ω(\log n)}$ for regular formulas computing a polynomial in VNP. [FLMS15] later obtained a lower bound of $n^{Ω(\log d)}$ for regular formulas computing IMM$_{n,d}$.

Organization. After describing preliminaries in Section 2, we present a structural theorem about the partial derivative space of a product of homogeneous polynomials in Section 3. This result is then directly used to upper bound both the SP and APP measures of a product of polynomials. Using this result and a decomposition result for low-depth formulas, we obtain lower bounds for low-depth formulas in Section 4. Finally, we prove lower bounds for UPT formulas in Section 5.

2 Preliminaries

In this section, we describe the algebraic models we are interested in, and the complexity measures and polynomials used for proving lower bounds for those models. We begin by establishing standard notations and terminology.

2.1 Notations

Basics. We will attempt to stick to the following usage of symbols: $C, D$ for circuits; $P, Q$ for polynomials; $i, j$ for indices; $d$ for the degree of a polynomial; $s$ for the size of a formula or a sum-of-products decomposition; $k$ for the order of derivatives and $\ell$ for the order of shifts; $t$ for the number of polynomials; $m$ or $X$ for monic monomials; $\alpha, \tau$ as some real parameters; $\mu, \kappa, \sigma$ for maps; $S, T$ for spaces (sets) of polynomials; and $P, T$ for binary trees.

Let $a, b, c$ be real numbers. Then we define the sets $[a..b] := \{x \in \mathbb{Z} : x \in [a,b]\}$ and $[a] := [1..a]$. For a constant $c \geq 1$ and $b \geq 0$, we say $a \approx_c b$ if $a \in [b/c, b]$. We write $a \approx b$ if $a \approx_c b$ for some (unspecified) constant $c$. All logarithms have base 2 unless specified otherwise. We define the integer part of $a$ as $[a] := \max \{n \in \mathbb{Z} : n \leq a\}$, the ceiling of $a$ as $\lceil a \rceil := \min \{n \in \mathbb{Z} : n \geq a\}$, the fractional part of $a$ as $\{a\} := a - [a]$, the nearest integer of $a$ by $[a]$ (i.e., if $\{a\} \leq 1/2$, $[a] = [a]$ and otherwise $\{a\} = [a]$), and the absolute value of $a$ by $|a|$.

The following quantity will be crucially used in the proofs of our lower bounds. Here we think of $d_1, \ldots, d_t$ as degrees of certain homogeneous polynomials, $d$ as the degree of the product of those polynomials, and $k$ is the order of partial derivatives used for the complexity measures.

Definition 2.1 (residue). For non-negative integers $d_1, \ldots, d_t$ such that $d := \sum_{i=1}^{t} d_i \geq 1$ and $k \in \mathbb{N}$, we define

$$
\text{residue}(d_1, \ldots, d_t, k) := \frac{d}{k!} \sum_{i=1}^{t} \frac{d_i!}{k^{d_i-i}} \prod_{j=1}^{i-1} \frac{d_j!}{(k-1)^{d_j}}.
$$
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When we use $k$ necessarily an integer) that is at most $\frac{k}{d}$. The minimum is attained when for all $i \in [t], k_i = \left\lfloor \frac{k}{d} \cdot d_i \right\rfloor$.

When we use residue in the analysis of complexity measures, we would also have the following additional constraints that $k_i \geq 0$ and $k_i \leq d_i$, $k_1 + \cdots + k_u = k$, where $k$ shall be the order of derivatives. However, imposing these constraints does not alter the value of residue by much, so we omit them.

**Sets and functions.** When some sets $S_1, \ldots, S_t$ are pair-wise disjoint, we write their union as $S_1 \sqcup \cdots \sqcup S_t$. For a function $\mu : S \to T$ and a subset $A \subseteq S$, we define the multiset $\mu(A) := \{\mu(x) : x \in A\}$. Clearly $|\mu(A)| = |A|^7$. We denote the power set of a set $S$ by $2^S$. We say that a function $\mu : S \to T$ extends $\kappa : A \to T$ if $A \subseteq S$ and for all $x \in A$, $\mu(x) = \kappa(x)$. Let $\mu : S \to T$ and $\kappa : A \to T$ be functions such that $S \cap A = \emptyset$. Then $\mu \sqcup \kappa : S \cup A \to T$ is defined by setting $(\mu \sqcup \kappa)(x) = \mu(x)$ for all $x \in S$ and $(\mu \sqcup \kappa)(x) = \kappa(x)$ for all $x \in A$.

**Binomial coefficients.** For non-negative integers $a, b$, we shall denote the quantity $\binom{a+b-1}{b}$ by $M(a, b)$. Note that $M(a, b)$ is the number of (monic) monomials of degree $b$ over $a$ many variables.

The following lemma is useful when dealing with binomial coefficients (see Appendix A.1 for a proof).

**Lemma 2.2 (Approximations for $M(a, b)$).** For positive integers $a \geq b \geq c$ and $d$, we have

1. $(a/b)^b \leq M(a, b) \leq (a/b)^{b}$,
2. $(a/2b)^c \leq M(a, b) \leq (a/2b)^{c}$,
3. $\frac{M(a, b)}{M(b, d)} \geq (c/b)^d$.

**Polynomials, derivatives, and affine projections.** Let $n$ and $n_0$ be positive integers. Define variable sets $x := \{x_1, \ldots, x_n\}$ and $z := \{z_{1,1}, \ldots, z_{n_0}\}$, where $x_1, \ldots, x_n$ and $z_{1,1}, \ldots, z_{n_0}$ are distinct variables. Then $\mathbb{F}[x]$ denotes the set of all multivariate polynomials in $x$-variables over the field $\mathbb{F}$. The degree of a polynomial $P \in \mathbb{F}[x]$ is denoted by $\deg(P)$.

There is a natural one-to-one correspondence between monic monomials over $x$ and multisets over $x$ obtained by associating the monomial $m = \prod_{i \in [n]} x_i^{e_i}$ with the multiset $X$ containing $e_i$ many copies of $x_i$ for all $i \in [n]$. For a monic monomial $m$, its corresponding multiset $X$, and a $P \in \mathbb{F}[x]$, we define $\partial_m P = \partial_X P \in \mathbb{F}[x]$ to be the polynomial obtained by successively taking partial derivatives with respect to all the elements of $X$ (the order of elements does not matter). For a function $\mu : A \to x$, we may simply denote $\partial_\mu P$ by $\partial_\mu P$ if the domain of $\mu$ is clear from the context. We will use the following facts about partial derivatives.

**Proposition 2.3 (Sum and product rules of derivatives).** Let $k$ be a positive integer and $P, Q, Q_1, \ldots, Q_i \in \mathbb{F}[x]$. Suppose $\mu$ is a function from $[k]$ to $x$. Then

---

For a multiset $B$, $|B|$ denotes its size, i.e. the number of elements in $B$ counted with their respective multiplicities.
1. \( \partial \mu (P + Q) = \partial \mu P + \partial \mu Q \),

2. \( \partial \mu (Q_1 \cdots Q_t) = \sum_{k: (\kappa) = t} \partial \mu(\kappa(1)) Q_1 \cdots \partial \mu(\kappa(t)) Q_t \).

The product rule above can be obtained by repeatedly using the fact that \( \partial \mu (P \cdot Q) = P \cdot \partial \mu Q + Q \cdot \partial \mu P \) for appropriate polynomials \( P, Q \) and index \( j \).

For a non-negative integer \( \ell \), we define
\[
x^\ell := \{ x_1^{e_1} \cdots x_n^{e_n} : e_1, \ldots, e_n \in \mathbb{Z}_{\geq 0} \text{ and } e_1 + \cdots + e_n = \ell \}.
\]

For a non-negative integer \( k \) and \( P \in \mathbb{F}[x] \), we define
\[
\partial^k P := \{ \partial^m P : m \in x^k \}.
\]

For \( P \in \mathbb{F}[x] \), a map \( L : x \rightarrow \langle z \rangle \) and \( S \subseteq \mathbb{F}[x] \), we define \( \pi_L(P) \in \mathbb{F}[z] \) and \( \pi_L(S) \subseteq \mathbb{F}[z] \) as
\[
\pi_L(P) := P(L(x_1), \ldots, L(x_n)) \quad \text{and} \quad \pi_L(S) := \{ \pi_L(P) : P \in S \}.
\]

We now present some elementary notions regarding polynomials that are needed to formulate our complexity measures.

**Spaces of polynomials.** For \( S, T \subseteq \mathbb{F}[x] \), we define
\[
S \cdot T := \{ P \cdot Q : P \in S \text{ and } Q \in T \} \quad \text{and} \quad S + T := \{ P + Q : P \in S \text{ and } Q \in T \}.
\]

For a set of polynomials \( S \subseteq \mathbb{F}[x] \), we define its span as \( \langle S \rangle \subseteq \mathbb{F}[x] \) to be the set of all polynomials which can be expressed as a linear combination of some elements in \( S \). That is,
\[
\langle S \rangle := \{ P \in \mathbb{F}[x] : \exists t \geq 0, a_1, \ldots, a_t \in \mathbb{F}, \text{ and } P_1, \ldots, P_t \in S \text{ such that } P = a_1 \cdot P_1 + \cdots + a_t \cdot P_t \}.
\]

For a set of polynomials \( S \subseteq \mathbb{F}[x] \), its dimension, denoted by \( \dim S \), refers to the maximum number of linearly independent polynomials in \( S \). It is easy to observe the following relations.

**Proposition 2.4.** For any two sets of polynomials \( S, T \subseteq \mathbb{F}[x] \),

1. \( 0 \in \langle S \rangle \),
2. \( \dim \langle S \rangle \leq |S| \),
3. If \( S \subseteq T \), then \( \dim \langle S \rangle \leq \dim \langle T \rangle \),
4. \( \langle S + T \rangle \subseteq \langle S \rangle + \langle T \rangle \) and \( \dim \langle S + T \rangle \leq \dim \langle S \rangle + \dim \langle T \rangle \),
5. \( \dim \langle S \cdot T \rangle \leq \dim \langle S \rangle \cdot \dim \langle T \rangle \).
2.2 Complexity measures

We can now define the complexity measures for polynomials that we use to prove our lower bounds: the shifted partials (SP) measure and the affine projections of partials (APP) measure. We remark here that both these measures (with different parameters) have been used in the literature prior to our work – for example, the shifted partials measure in [GKKS14, Kay12] and the affine projections of partials in [GKS20, KNS20].

Definition 2.5 (Complexity measures). For a polynomial $P \in \mathbb{F}[x]$, non-negative integers $k, \ell$ and $n_0 \in [n]$, we define

- $\text{SP}_{k,\ell}(P) := \dim \langle x^\ell \cdot \partial^k P \rangle$,
- $\text{APP}_{k,n_0}(P) := \max_{L : x \mapsto \pi_L} \dim \langle \pi_L(\partial^k P) \rangle$.

Both the above measures are sub-additive; this can be argued using Proposition 2.4.

Proposition 2.6 (Sub-additivity of the measures). For two polynomials $P, Q \in \mathbb{F}[x]$, field constants $c_1, c_2 \in \mathbb{F}$, and any parameters $k, \ell, n_0$,

1. $\text{SP}_{k,\ell}(c_1 \cdot P + c_2 \cdot Q) \leq \text{SP}_{k,\ell}(P) + \text{SP}_{k,\ell}(Q)$,
2. $\text{APP}_{k,n_0}(c_1 \cdot P + c_2 \cdot Q) \leq \text{APP}_{k,n_0}(P) + \text{APP}_{k,n_0}(Q)$.

Remark 2.7. The lower bounds that we prove in this work can also be obtained using the skewed partials measure (SkewP) [KNS20], which is a special case of APP. [KNS20] used the SkewP measure to prove an optimal “non-FPT” lower bound of $n^{\Omega(d)}$ for multilinear depth-3 circuits computing $\text{IMM}_{n,d}$. However, we use the more general APP measure for several reasons: Firstly, APP has the geometrically appealing feature that it is invariant under the application of invertible linear transformations on the variables. Secondly, there are models for which APP gives lower bounds but SkewP does not (see Section A.3). The third reason is that for reconstruction of circuits using the recently proposed learning from lower bounds framework [KS19a, GKS20], APP might give weaker non-degeneracy conditions than SkewP. Thus using APP, we might be able to learn more circuits from a circuit class than we can learn using the SkewP measure.

Also, there is a close connection between APP and the relative rank (relrk) measure used in [LST21]: Both of them are variants of evalDim with the added feature of ‘imbalance’. It is natural to wonder to what extent the imbalance is required. The relrk measure works with an imbalance between the sizes of the sets involved in a set-multilinear partition. An imbalance or skew between the sizes of variable sets also appears in APP, albeit at a gross level: APP uses two sets – one for taking derivatives, the other for affine projections – and there is an imbalance between the sizes of these two sets. Drawing analogy with evalDim, one may also view these two sets as the variables used for evaluations ($y$) and the remaining variables ($z$). It turns out that (for set-multilinear polynomials) the “finer” imbalance used in the relrk measure implies an imbalance – at a gross level – between $y$ and $z$.\(^9\) One may naturally ask if an imbalance at a gross level, like in APP and its precursor SkewP, is sufficient to prove lower bounds for low-depth circuits.

\(^8\)Borrowing terminology from [LST21].

\(^9\)[LST21] talks about the (relative) rank of the partial derivatives matrix. The rank of this matrix is evalDim with respect to an appropriate set $y$. 
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2.3 Algebraic circuits

In this section, we describe the relevant algebraic models of computation – homogeneous circuits and unique-parse-tree formulas.

2.3.1 Algebraic circuits and formulas

An algebraic/arithmetic circuit $C$ is a directed acyclic graph (DAG) whose source nodes (called input gates) are labelled by variables (say, from a set $x$) or constants from an underlying field $\mathbb{F}$, all other nodes are addition ($+$) or multiplication ($\times$) gates, and edges (called wires) are labeled by field constants. Each gate $g$ in $C$ naturally computes a polynomial in $\mathbb{F}[x]$ and the polynomial computed by the (unique) sink node (called the output gate) is said to be the polynomial computed by $C$. If the underlying DAG is a directed rooted tree, the circuit is said to be a formula.

Whether $C$ refers to a circuit or the polynomial computed by it is understood from the context. For example, $\text{size}(C)$ refers to the number of gates in the circuit $C$, whereas $\deg(C)$ refers to the degree of the polynomial computed by $C$. The depth of a circuit is the maximum number of addition and multiplication gates in any path in the underlying DAG, and the product-depth is the maximum number of multiplication gates in any path.

Sub-circuits and substitutions. For a gate $g$ in a circuit $C$, the circuit between the input gates and $g$ is called the sub-circuit at $g$ and is denoted by $C_g$. We will denote by $C_g \leftarrow y$ the circuit obtained by replacing $g$ with $y$. A sub-circuit of a formula is called a sub-formula.

A circuit of ‘low-depth’ can be converted to a formula of the same depth without much blow-up in size. Thus, lower bounds against low-depth formulas also give lower bounds against low-depth circuits. In fact, it is shown in [LST21] that to prove lower bounds against low-depth formulas computing ‘low’ degree polynomials, it suffices to prove lower bounds against low-depth homogeneous formulas (provided the characteristic of the underlying field is large enough). In [LST21], the authors prove lower bounds for low-depth set-multilinear formulas which are even restrictive models. We now define these models. Unlike [LST21], we show lower bounds on homogeneous formulas directly without converting them to set-multilinear formulas.

2.3.2 Homogeneous circuits

A polynomial $P$ is said to be homogeneous if all its monomials (if any) have the same degree i.e., all its monomials have the same number of variables, counted with repetition. We consider the zero polynomial to be homogeneous. A circuit $C$ is said to be homogeneous if each gate $g$ in $C$ computes a homogeneous polynomial. A homogeneous formula is defined analogously. Furthermore, we may assume without loss of generality that all the input gates in a homogeneous circuit or formula are labeled by variables.

If there exists a partition of variables as $x = x_1 \sqcup \cdots \sqcup x_d$ such that all the monomials in a polynomial $P \in \mathbb{F}[x]$ have exactly one variable from each of the variable sets, then $P$ is said to be set-multilinear with respect to the partition $\{x_1, \ldots, x_d\}$. We shall denote the set of all set-multilinear polynomials over $\{x_1, \ldots, x_d\}$ by $\mathbb{F}_{\text{sm}}[x_1, \ldots, x_d]$. A circuit is said to be set-multilinear (with respect to $\{x_1, \ldots, x_d\}$) if each gate in it computes a set-multilinear polynomial with respect to a subset of $\{x_1, \ldots, x_d\}$. Observe that a set-multilinear circuit is also a homogeneous circuit.

---

10i.e., the sub-graph of $C$ induced by the nodes that lie on any directed path from a source node to $g$.  

An arithmetic circuit of size $s$ computing a homogeneous polynomial of degree $d$ can be converted into a homogeneous circuit of size $\text{poly}(s,d)$ computing the same polynomial [Str73b]. An arithmetic formula computing a homogeneous polynomial can also be homogenized; however, the size of the resulting homogeneous formula is $d^{O(d)}\text{poly}(s)$ [Raz13]. Notice that when $d = O(\log s / \log \log s)$ the homogeneous formula has size $\text{poly}(s)$. Unfortunately, the homogenization process in [Raz13] does not preserve the depth of the formula. It can convert a formula of even constant depth to a homogeneous formula of depth as large as $O(\log s)$. Recently [LST21] showed that a product-depth $\Delta$ formula of size $s$ computing a homogeneous, degree $d$ polynomial over a field of characteristic 0 or more than $d$ can be converted into an equivalent homogeneous formula of product-depth $2\Delta$ and size $2^{O(\sqrt{\Delta})}\text{poly}(s)$.

Irrespective of the above-mentioned homogenisation results, homogeneous circuits and formulas are a natural model of computation, and also many polynomials for which lower bounds are known are homogeneous. Thus, in this article, we focus on homogeneous circuits and formulas. Further, we work in the regime of ‘low’ depth circuits and formulas computing ‘low’ degree polynomials. Since a depth $\Delta$ circuit of size $s$ can be converted into an equivalent formula of size $s^{O(\Delta)}$, we shall work with homogeneous formulas (as opposed to homogeneous circuits) for the remainder of the article.

2.3.3 Unique-parse-tree (UPT) formulas

Next, we formalize certain notions about rooted trees and define a subclass of homogeneous formulas which we call UPT formulas$^{11}$. For this, we define parse trees of a homogeneous formula; they capture the structure of multiplication gates in the formula.

Definition 2.8 (Parse trees of a homogeneous formula). Given a homogeneous formula $C$ computing a degree-$d$ polynomial, we obtain a parse tree $P$ of $C$ as follows: Let $\tilde{C}$ be the formula obtained by arbitrarily removing all but one sub-formula feeding into each addition gate. Viewing $\tilde{C}$ as a rooted directed tree (with edges directed away from the root) with internal nodes being multiplication gates, leaves being variables, and ignoring the addition gates (by bypassing them) as well as the field constants labelling the edges, we get a parse tree $P$. We also discard the labelling of all the (multiplication) gates and the input gates in $P$.

Clearly, there are only a finite number of parse trees corresponding to a given formula $C$ and they all have exactly $d$ many leaves$^{12}$ as $C$ is homogeneous. For an empty formula (i.e., 0), the empty tree is a parse tree. Substituting some variables to 0 does not affect UPT-ness of a formula (the same way as it does not affect homogeneity).

Definition 2.9 (UPT formula). A homogeneous formula $C$ is said to be a unique-parse-tree (UPT) formula if all of its parse trees are isomorphic to each other as directed graphs.

It is easy to observe that any sub-formula of a UPT formula is also a UPT formula. Moreover, without increasing the size by much, any UPT formula can be converted into a UPT formula in which all the multiplication gates have fan-in exactly 2 – in other words, all the parse trees are binary trees. Henceforth, we will work with this additional structure for UPT formulas.

$^{11}$Our definition for UPT formulas is more general than the model considered in a recent paper by Limaye, Srinivasan and Tavenas [LST22] as we do not impose set-multilinearity.

$^{12}$unless $C$ computes the 0 polynomial.
Formulas with a bounded number of parse trees have been studied before [LLS19] in the non-commutative setting. [LLS19] proved an exponential lower bound for non-commutative circuits having at most exponentially many parse trees. While the lower bound that we prove in this work is only against formulas containing one parse tree, it is in the much more powerful commutative setting. UPT formulas are also related to regular formulas considered in [KSS14]. A formula is said to be regular if it has alternating levels of addition and multiplication gates, and all gates at the same level have the same fan-in. It is easy to see that UPT formulas capture homogeneous formulas wherein the addition gates at the same level can have different fan-ins, and only the multiplication gates at the same level are restricted to having the same fan-ins. Hence UPT formulas are a generalisation of homogeneous regular formulas.

Figure 1 gives an example of a UPT formula and two of its parse trees, which can be seen to be isomorphic to each other.

Binary trees, isomorphism, and canonical trees. Unless stated otherwise, every binary tree \( \mathcal{T} \) which we consider in this article will be a rooted, directed (away from the root) binary tree in which all the internal nodes have a left child and a right child. For a node \( v \) of \( \mathcal{T} \), \( \mathcal{T}_v \) denotes the
subtree rooted at \( v \) and \( \text{leaves}(v) \) denotes the number of leaves in \( T_v \).

A binary tree \( T \) is said to be right-heavy if for all internal nodes \( v \) with left child \( v_L \) and right child \( v_R \), we have \( \text{leaves}(v_L) \leq \text{leaves}(v_R) \). Two binary trees \( T \) and \( \tilde{T} \) are said to be equal or identical if there is a bijection between their nodes preserving the \((\text{parent, left-child})\) and \((\text{parent, right-child})\) relations. They are said to be isomorphic if there exists a bijection preserving the \((\text{parent, child})\) relations.

For any given binary tree \( T \), we define its canonical tree \( \text{can}(T) \) using the function in Algorithm 3 given in Appendix A. For every node \( v \) in \( T \), that function swaps the subtrees rooted at its left and right children if the former has more leaves than the latter. The only properties of that function we need are mentioned in the following proposition; its proof is given in Section A.2. These properties can be verified to be true for the parse trees of the formula in Figure 1.

**Proposition 2.10 (Isomorphism means same canonical tree).** For any binary trees \( T \) and \( \tilde{T} \),

1. \( \text{can}(T) \) is right-heavy and is isomorphic to \( T \).
2. \( T \) and \( \tilde{T} \) are isomorphic if and only if \( \text{can}(T) = \text{can}(\tilde{T}) \). Hence, \( \text{can}(\text{can}(T)) = \text{can}(T) \).
3. Let \( \phi \) denote an isomorphism between \( T \) and \( \text{can}(T) \). Then for a node \( v \) in \( T \), \( \text{can}(T_v) = \text{can}(T)_{\phi(v)} \).

**Definition 2.11 (Canonical parse tree).** For a UPT formula \( C \), we define its canonical parse tree as \( T(C) := \text{can}(\mathcal{P}) \), where \( \mathcal{P} \) is an arbitrary parse tree of \( C \). The canonical parse tree is a binary tree and is well-defined as all parse trees of a UPT formula are isomorphic.

### 2.4 Polynomial families

The polynomials for which we prove the formula lower bounds are the Iterated Matrix Multiplication (IMM) polynomial and the Nisan-Wigderson design polynomial (NW).

**Iterated Matrix Multiplication.** The iterated matrix multiplication, \( \text{IMM}_{d,d} \) is a polynomial in \( N = d \cdot n^2 \) variables defined as the \((1,1)\)-th entry of the matrix product of \( d \) many \( n \times n \) matrices such that the variables in each matrix and across different matrices are all distinct.

To prove a lower bound for \( \text{IMM} \), we analyze the shifted partials (and APP) for a different, but related polynomial \( P_w \) that was introduced in [LST21]. This polynomial is parameterized by a word \( w = (w_1, \ldots, w_d) \), a sequence of integers. It was shown in Lemma 22 of [LST21] that \( P_w \) is a projection of \( \text{IMM} \). Thus a lower bound for formulas computing \( P_w \) also gives a lower bound for formulas computing \( \text{IMM} \). Both these polynomials can be seen to be homogeneous (in fact, they are set-multilinear), so they can indeed be computed by homogeneous as well as UPT formulas.

**Definition 2.12 (Word polynomial \( P_w \) [LST21]).** Given a word \( w = (w_1, \ldots, w_d) \in \mathbb{Z}^d \), let \( x(w) \) be a tuple of \( d \) pairwise disjoint sets of variables \( (x_1(w), \ldots, x_d(w)) \) with \( |x_i(w)| = 2^{|w_i|} \) for all \( i \in [d] \).

We call a variable set \( x_i(w) \) negative if \( w_i < 0 \) and positive otherwise. As the set sizes are powers of 2, we can map the variables in a set \( x_i(w) \) to boolean strings of length \( |w_i| \). Let \( \sigma : x \rightarrow \{0,1\}^* \) be such a mapping.\(^{13}\) We extend the definition of \( \sigma \) from variables to set-multilinear monomials as follows.

\(^{13}\)Note that \( \sigma \) may map a variable from \( x_i(w) \) and a variable from \( x_j(w) \) to the same string if \( i \neq j \).
Let $X = x_1 \cdots x_r$ be a set-multilinear monomial where $x_i \in x_{\phi(i)}(w)$ and $\phi : [r] \to [d]$ be an increasing function – in other words, the variables in $X$ are ordered based on the index of the corresponding variable sets. Then, we define a boolean string $\sigma(X) := \sigma(x_1) \circ \cdots \circ \sigma(x_r)$, where $\circ$ denotes the concatenation of bits. Let $\mathcal{M}_+(w)$ and $\mathcal{M}_-(w)$ denote the set of all (monic) set-multilinear monomials over all the positive sets and all the negative sets, respectively. For two Boolean strings $a, b$, we say $a \sim b$ if $a$ is a prefix of $b$ or vice versa. The word polynomial $P_w \in \mathbb{F}_{sm}[x(w)]$ for a word $w$ is defined as

$$P_w := \sum_{m_+ \in \mathcal{M}_+(w), m_- \in \mathcal{M}_-(w)} m_+ \cdot m_-.$$

Notice that if $\sum_{i \geq 0} |w_i| \leq \sum_{i < 0} |w_i|$, then for any $m_+ \in \mathcal{M}_+$ and $m_- \in \mathcal{M}_-$, $\sigma(m_+)$ will be a prefix of $\sigma(m_-)$ and if $\sum_{i \geq 0} |w_i| > \sum_{i < 0} |w_i|$, then for any $m_+ \in \mathcal{M}_+$ and $m_- \in \mathcal{M}_-$, $\sigma(m_-)$ will be a prefix of $\sigma(m_+)$. We will make use of the following lemma from [LST21] which shows that IMM is at least as hard as $P_w$. For this, we recall the notion of $h$-unbiased-ness of $w = (w_1, \ldots, w_d)$ from [LST21] – we say that $w$ is $h$-unbiased if $\max_{i \in [d]} |w_1 + \cdots + w_i| \leq h$.

**Lemma 2.13** (Lemma 7 in [LST21]). Let $w \in [-h..h]^d$ be $h$-unbiased. If for some $n \geq 2^h$, $\text{IMM}_{n,d}$ has a formula $C$ of product-depth $\Delta$ and size $s$, then $P_w$ has a formula $C'$ of product-depth at most $\Delta$ and size at most $s$.

Moreover, if $C$ is homogeneous, then so is $C'$ and if $C$ is UPT, then so is $C'$ with the same canonical parse tree, i.e., $\mathcal{T}(C') = \mathcal{T}(C)$.

**Nisan-Wigderson design polynomial.** For a prime power $q$ and $d \in \mathbb{N}$, let $x = \{x_{1,1}, \ldots, x_{1,q}, \ldots, x_{d,1}, \ldots, x_{d,q}\}$. For any $k \in [d]$, the Nisan-Wigderson design polynomial on $qd$ variables, denoted by $\text{NW}_{q,d,k}$ or simply $\text{NW}$, is defined as follows:

$$\text{NW}_{q,d,k} = \sum_{h(z) \in \mathbb{F}_q[z]} \prod_{i \in [d]} x_{i,h(i)}.$$  

The IMM and the NW polynomials, and their variants, have been extensively used to prove various circuit lower bounds [NW97, KSS14, KLSS17, KS17b, KS16, KST16a, KST16b, FKS16, CLS19, KS19b, GST20, LST21, KS22].

## 3 Structure of the space of partials of a product

In this section, we bound the partial derivative space of a product of homogeneous polynomials. In the following lemma, we show that the space of $k$-th order partial derivatives of a product of polynomials is contained in a sum of shifted partial spaces with shift $\ell_0$ and order of derivatives $k_0$ such that $k_0 + \frac{k}{d-k} \cdot \ell_0$ is ‘small’. Using this lemma, we upper bound the SP and APP measures of a product of homogeneous polynomials. These upper bounds are then used in Sections 4 and 5 for proving lower bounds for low-depth homogeneous formulas and UPT formulas respectively.

---

14Although the lemma in [LST21] is stated for set-multilinear circuits, it also applies to homogeneous formulas and UPT formulas (albeit with a mild blow-up in size) by the same argument.
Lemma 3.1 (Upper bounding the partials of a product). Let $n$ and $t$ be positive integers and $Q_1, \ldots, Q_t$ be non-constant, homogeneous polynomials in $F[x]$ with degrees $d_1, \ldots, d_t$ respectively. Let $d := \deg(Q_1 \cdots Q_t) = \sum_{i=1}^{t} d_i$ and $k < d$ be a non-negative integer. Then,\(^{15}\)

$$\left\langle \partial^k (Q_1 \cdots Q_t) \right\rangle \subseteq \sum_{S \subseteq [t], \, k_0 \in [0..k], \, \ell_0 \in [0..(d-k)], \, k_0 + \frac{k}{d-k} \cdot \ell_0 \leq k - \text{residue}_k(d_1, \ldots, d_t)} \left\langle x^\ell_0 \cdot \partial^{k_0} \left( \prod_{i \in S} Q_i \right) \right\rangle .$$

Proof. We first give some intuition about the proof. Let $m$ be any multilinear monomial (i.e., no variable appears more than once) of degree $k$, and $X$ be the corresponding set of variables. Then, by the product rule $\partial_X(Q_1 \cdots Q_t)$ can be expressed as the sum

$$\sum_{(x_1, \ldots, x_t) : x_1 | \cdots | x_t = X} \partial_{x_1} Q_1 \cdots \partial_{x_t} Q_t.$$  

(1)

Note that since the sizes of $X_i$'s should sum to $k$ and the degrees of $Q_i$'s should sum to $d$ in each term of the above summation, some factors are differentiated 'a lot' while the others are differentiated only 'a little'. More specifically, if $|X_i| > \frac{k}{d} \cdot d_i$, we use the fact that $\partial_{X_i} Q_i \in \left\langle x^{d_i - |X_i|} \right\rangle$ and otherwise we use $\partial_{X_i} Q_i \in \left\langle \partial |X_i| Q_i \right\rangle$ to conclude that

$$\partial_{x_1} Q_1 \cdots \partial_{x_t} Q_t \in \left\langle x^\sum_{i \in S} \ell_{0,i} \cdot \prod_{i \in S} \partial^{k_{0,i}} Q_i \right\rangle ,$$

where $S := \left\{ i \in [t] : |X_i| \leq \frac{k}{d} \cdot d_i \right\}$, $S' = [t] \setminus S$, $\ell_{0,i} = d_i - |X_i|$ for all $i \in S'$, and $k_{0,i} = |X_i|$ for all $i \in S$. By the nature of our construction, we can show that $k_0 + \frac{k}{d-k} \cdot \ell_0 \leq k - \text{residue}_k(d_1, \ldots, d_t)$, where $k_0 := \sum_{i \in S} k_{0,i}$ and $\ell_0 := \sum_{i \in S} \ell_{0,i}$ (see the calculations at the end of the proof). Now suppose it holds that $\prod_{i \in S} \partial^{k_{0,i}} Q_i = \partial^{k_0} \prod_{i \in S} Q_i$. In such a case, we would get the space required in the R.H.S. of the lemma statement, and we would be done. However, this assumption need not be true if $|S| \geq 1$. To get around this issue, we employ an inductive argument on the size of $S$ (see Claim 3.3). For this argument, it will be helpful to combine certain terms in the sum (1) depending on the set of factors that are differentiated a 'lot' (see Claim 3.2). We now present the proof in full detail. Since, in general, the variables in $m$ need not be distinct, it will be convenient to think of degree $k$ monomials over $x$ as maps from $[k]$ to $x$.

For a function $\mu : P \to x$ and any $P' \subseteq P$, recall that $\mu(P')$ refers to the multiset of images of the elements of $P'$ under $\mu$. Thus $|\mu(P')| = |P'|$. Let $\mathcal{V}$ be the set of polynomials on the R.H.S., i.e.,

$$\mathcal{V} := \sum_{S \subseteq [t], \, k_0 + \frac{k}{d-k} \cdot \ell_0 \leq k - \text{residue}_k(d_1, \ldots, d_t)} \left\langle x^\ell_0 \cdot \partial^{k_0} \left( \prod_{i \in S} Q_i \right) \right\rangle .$$

\(^{15}\)As the ranges $k_0 \in [0..k]$ and $\ell_0 \in [0..(d-k)]$ follow from $k_0 + \frac{k}{d-k} \cdot \ell_0 \leq k$, we do not explicitly mention them in the proof.
We now argue that for an arbitrary total function \( \mu : [k] \to x, \partial_{\mu([k])} \left( \prod_{i \in [t]} Q_i \right) \in \mathcal{V} \); the lemma then follows immediately. We use the following identity which is a direct consequence of the product rule for derivatives (Proposition 2.3):

\[
\partial_{\mu([k])} \left( \prod_{i \in [t]} Q_i \right) = \sum_{\kappa : [t] \to 2^k \text{ s.t. } i \in [t]} \prod_{i \in [t]} \partial_{\mu(\kappa_i)} Q_i.
\]

In fact, the product rule yields something general: for any \( P \subseteq [k] \), function \( \mu : P \to x \), and \( S \subseteq [t] \),

\[
\partial_{\mu(P)} \left( \prod_{i \in S} Q_i \right) = \sum_{\kappa : S \to 2^P \text{ s.t. } i \in S} \prod_{i \in S} \partial_{\mu(\kappa_i)} Q_i. \tag{2}
\]

In the above identities we have used \( \kappa_i \) as a shorthand for \( \kappa(i) \); we shall also do so for the rest of this section.

For an arbitrary \( S \subseteq [t] \), recall that we denote \( \overline{S} = [t] \setminus S \). Let \( \overline{\kappa} : \overline{S} \to 2^k \) be such that \(|\overline{\kappa}_i| > \frac{k}{d} \cdot d_i \) for all \( i \in \overline{S} \). Then we define a polynomial \( R_{\overline{S}, \overline{\kappa}} \) as

\[
R_{\overline{S}, \overline{\kappa}} := \sum_{\kappa : [t] \to 2^k \text{ s.t. } i \in [t]} \prod_{i \in [t]} \partial_{\mu(\kappa_i)} Q_i. \tag{3}
\]

The idea is to express any \( k \)-th order partial derivative of the product \( Q_1 \cdots Q_t \) in terms of \( R_{\overline{S}, \overline{\kappa}} \). Indeed we have the following claim; its proof (which uses the product rule for derivatives) can be found in Section B.1.

Claim 3.2.

\[
\partial_{\mu([k])} \left( \prod_{i \in [t]} Q_i \right) = \sum_{S \subseteq [t]} \sum_{\overline{\kappa} : \overline{S} \to 2^k \text{ s.t. } \forall i \in S, |\kappa_i| \leq \frac{k}{d} \cdot d_i} R_{\overline{S}, \overline{\kappa}}.
\]

Hence, to show that \( \partial_{\mu([k])} (Q_1 \cdots Q_t) \in \mathcal{V} \), it suffices to argue that the polynomials \( R_{\overline{S}, \overline{\kappa}} \) are in \( \mathcal{V} \). We show this by induction on the size of \( S \). In the base case of \(|S| = 0\), there does not exist any function \( \kappa : [t] \to 2^k \) that extends \( \overline{\kappa} \) such that \( \left\{ i \in [t] : |\kappa_i| \leq \frac{k}{d} \cdot d_i \right\} = S \) and \( \bigcup_{i \in [t]} \kappa_i = [k] \). This is so because \(|\kappa_i| = |\overline{\kappa}_i| > \frac{k}{d} \cdot d_i \) for all \( i \in [t] \) implies that \( \sum_{i \in [t]} |\kappa_i| > \sum_{i \in [t]} \frac{k}{d} \cdot d_i = k \), and hence \( \bigcup_{i \in [t]} \kappa_i \neq [k] \). So by definition, \( R_{\overline{S}, \overline{\kappa}} = 0 \in \mathcal{V} \).

Suppose that \( R_{T, \overline{\kappa'}} \in \mathcal{V} \) for all \( T \subseteq [n] \) such that \(|T| < |S| \). Let \( \overline{\kappa} : \overline{S} \to 2^k \) be any function such that \(|\overline{\kappa}_i| > \frac{k}{d} \cdot d_i \) for all \( i \in \overline{S} \), and let \( \kappa : [t] \to 2^k \) be a function that extends \( \overline{\kappa} \) such that

\[
\bigcup_{i \in [t]} \kappa_i = [k] \quad \text{and} \quad \left\{ i \in [t] : |\kappa_i| \leq \frac{k}{d} \cdot d_i \right\} = S. \tag{4}
\]
Denoting $\bigcup_{i \in S} \kappa_i$ by $P_S$ and $\bigcup_{i \in S} \kappa_i$ by $P_S$,

\[
\partial_{\mu(\bigcup_{i \in S} \kappa_i)} \prod_{i \in S} Q_i = \partial_{\mu(P_S)} \prod_{i \in S} Q_i
\]

\[
= \sum_{\kappa' : S \to 2^S \text{ s.t. } \bigcup_{i \in S} \kappa'_i = P_S} \prod_{i \in S} \partial_{\mu(\kappa'_i)} Q_i. \quad \text{(from Equation (2))}
\]

For $U_{S,x} \in \mathbb{F}[x]$ defined as $U_{S,x} := \left(\partial_{\mu(P_S)} \prod_{i \in S} Q_i\right) \cdot \prod_{i \in S} \partial_{\mu(\kappa'_i)} Q_i$, we have the following claim. It is proved in Section B.2.

**Claim 3.3.**

\[
R_{S,x} = U_{S,x} - \sum_{T \subseteq S \text{ and } \kappa'' : S \to 2^S \text{ s.t. } \forall i \in S \setminus T, \kappa''_i \neq \kappa'_i} R_{T,\kappa''|_S}. 
\]

When $T \subseteq S$, by the induction hypothesis, all the terms $R_{T,\kappa''|_S}$ in the above expression are in $V$. Therefore, to conclude that $R_{S,x} \in V$, it suffices to show that $U_{S,x} \in V$. From its definition, note that $U_{S,x} \in \left(\partial^{k_0} \left(\prod_{i \in S} Q_i\right) \cdot x^{d_0}\right)$ where $k_0 := |\mu(P_S)| = |P_S| = \sum_{i \in S} |\kappa_i|$ and $\ell_0 := \sum_{i \in S} \deg(\partial_{\mu(\kappa'_i)} Q_i) = \sum_{i \in S} (d_i - |\kappa_i|)$. Also,

\[
\begin{align*}
&k - k_0 - \frac{k}{d-k} \cdot \ell_0 = k - \sum_{i \in S} |\kappa_i| - \frac{k}{d-k} \cdot \sum_{i \in S} (d_i - |\kappa_i|) \\
&= \sum_{i \in S} |\kappa_i| - \frac{k}{d-k} \cdot \sum_{i \in S} (d_i - |\kappa_i|) \quad \text{(as from (4), } \kappa_1, \ldots, \kappa_t \text{ form a partition of } [k]) \\
&= \sum_{i \in S} |\kappa_i| - \frac{k}{d-k} \cdot (d_i - |\kappa_i|) \\
&= \sum_{i \in S} \frac{d}{d-k} \cdot \left(|\kappa_i| - \frac{k}{d} \cdot d_i\right) \\
&\geq \sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i \quad \text{(using } d \geq d - k \text{ and } |\kappa_i| > \frac{k}{d} \cdot d_i \text{ iff } i \in S) \\
&= \frac{1}{2} \left(\sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i\right) + \frac{1}{2} \left(\sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i\right) \\
&+ \frac{1}{2} \left(\sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i\right) - \frac{1}{2} \left(\sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i\right) \\
&= \frac{1}{2} \left(\sum_{i \in \mathbb{N}} |\kappa_i| - \frac{k}{d} \cdot d_i\right) + \frac{1}{2} \left(\sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i\right) - \frac{1}{2} \left(\sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i\right)
\end{align*}
\]
For a fixed $S$ we have,

$$\dim \left( \sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i \right)$$

(since $|\kappa_i|$'s sum to $k$ and $d_i$'s sum to $d$)

$$\frac{1}{2} \left( \sum_{i \in S} |\kappa_i| - \frac{k}{d} \cdot d_i \right)$$

$$\geq \text{residue}_k(d_1, \ldots, d_l).$$

Hence, $U_{S,t} \in \left\langle x_0^\ell \cdot \partial^k \left( \prod_{i \in S} Q_i \right) \right\rangle \subseteq V$ as $k_0 + \frac{k}{d_x} \cdot \ell_0 \leq k - \text{residue}_k(d_1, \ldots, d_l)$.

We now use the above lemma to upper bound the shifted partials and affine projections of partials measures of a product of polynomials.

**Lemma 3.4 (Upper bounding SP and APP of a product).** Let $Q = Q_1 \cdots Q_t$ be a homogeneous polynomial in $\mathbb{F}[x_1, \ldots, x_n]$ of degree $d = d_1 + \cdots + d_t \geq 1$, where $Q_i$ is homogeneous and $d_i := \text{deg}(Q_i)$ for $i \in [t]$. Then, for any non-negative integers $k < d$, $\ell \geq 0$, and $n_0 \leq n$,

1. $$\text{SP}_{k,\ell}(Q) \leq 2^\ell \cdot d^2 \cdot \max_{k_0, \ell_0 \geq 0} M(n, k_0) \cdot M(n, \ell_0 + \ell),$$

2. $$\text{APP}_{k,n_0}(Q) \leq 2^\ell \cdot d^2 \cdot \max_{k_0, \ell_0 \geq 0} M(n, k_0) \cdot M(n_0, \ell_0).$$

**Proof.** We will first upper bound the shifted partials measure. From Lemma 3.1, we know that

$$\left\langle \partial^k (Q_1 \cdots Q_t) \right\rangle \subseteq \sum_{S \subseteq [t]; k_0, \ell_0 \geq 0 \atop k_0 + \frac{k}{d_x} \cdot \ell_0 \leq k - \text{residue}_k(d_1, \ldots, d_l)} \left\langle x_0^\ell \cdot \partial^k \left( \prod_{i \in S} Q_i \right) \right\rangle.$$

Hence,

$$\left\langle x^\ell \cdot \partial^k (Q_1 \cdots Q_t) \right\rangle \subseteq \sum_{S \subseteq [t]; k_0, \ell_0 \geq 0 \atop k_0 + \frac{k}{d_x} \cdot \ell_0 \leq k - \text{residue}_k(d_1, \ldots, d_l)} \left\langle x_0^{\ell_0 + \ell} \cdot \partial^k \left( \prod_{i \in S} Q_i \right) \right\rangle.$$  \hspace{1cm} \text{(5)}

For a fixed $S \subseteq [t]$ and $k_0, \ell_0$, since $\left\langle x_0^{\ell_0 + \ell} \cdot \partial^k \left( \prod_{i \in S} Q_i \right) \right\rangle \subseteq \left\langle x_0^{\ell_0 + \ell} \right\rangle \cdot \left\langle \partial^k \left( \prod_{i \in S} Q_i \right) \right\rangle$, and $\dim \left\langle x_0^{\ell_0 + \ell} \right\rangle \leq \left| x_0^{\ell_0 + \ell} \right| = M(n, \ell_0 + \ell)$ and $\dim \left\langle \partial^k \left( \prod_{i \in S} Q_i \right) \right\rangle \leq \left| \partial^k \left( \prod_{i \in S} Q_i \right) \right| = \left| x^k \right| = M(n, k_0)$, we have,
\[
\dim \left( x_{\ell_0 + \ell} \cdot \partial_{k_0} \left( \prod_{i \in S} Q_i \right) \right) \leq \dim \left( x_{\ell_0 + \ell} \right) \cdot \dim \left( \partial_{k_0} \left( \prod_{i \in S} Q_i \right) \right) \leq M(n, \ell_0 + \ell) \cdot M(n, k_0).
\]

Adding up the above upper bound over all the \(2^t \cdot d^2\) possible combinations of \(S \subseteq [t], k_0 \in [0..k],\) and \(\ell_0 \in [0..(d - k)]\) in (5), we get,

\[
SP_{k, \ell}(Q) = \dim \left( x^k \cdot \partial^k (Q_1 \cdots Q_t) \right) \leq 2^t \cdot d^2 \cdot \max_{k_0, \ell_0 \geq 0, \text{ gcd}(k_0, \ell_0) \leq k - \text{residue}(d_1, \ldots, d_t)} M(n, k_0) \cdot M(n, \ell_0 + \ell).
\]

The details for an upper bound on APP are similar and can be found in Section B.3.

4 Lower bound for low-depth homogeneous formulas

In this section, we present a superpolynomial lower bound for “low-depth” homogeneous formulas computing the IMM and NW polynomials. We begin by proving a structural result for homogeneous formulas.

4.1 Decomposition of low-depth formulas

We show that any homogeneous formula can be decomposed as a sum of products of homogeneous polynomials of lower degrees, where the number of summands is bounded by the number of gates in the original formula. The decomposition lemma given below bears some resemblance to a decomposition of homogeneous formulas in [HY11]. In the decomposition in [HY11], the degrees of the factors of every summand roughly form a geometric sequence, and hence each summand is a product of a ‘large’ number of factors. Here we show that each summand has ‘many’ low-degree factors. While the lower bound argument in [LST21] does not explicitly make use of such a decomposition, their inductive argument can be formulated as a depth-reduction or decomposition lemma (with slightly different thresholds for the degrees).

**Lemma 4.1 (Decomposition of low-depth formulas).** Suppose \(C\) is a homogeneous formula of product-depth \(\Delta \geq 1\) computing a homogeneous polynomial in \(F[x_1, \ldots, x_n]\) of degree at least \(d > 0\). Then, there exist homogeneous polynomials \(\{Q_{i,j}\}_{i,j}\) in \(F[x_1, \ldots, x_n]\) such that

1. \(C = \sum_{i=1}^{s} Q_{i,1} \cdots Q_{i,t_i}\), for some \(s \leq \text{size}(C)\), and

2. for all \(i \in [s]\), either
   \[
   \left| \left\{ j \in [t_i] : \deg(Q_{i,j}) = 1 \right\} \right| \geq d^{2^{1-\Delta}} , \text{ or }\]
   \[
   \left| \left\{ j \in [t_i] : \deg(Q_{i,j}) \approx_2 d^{2^{1-\delta}} \right\} \right| \geq d^{2^{1-\delta} - 1} , \text{ for some } \delta \in [2..\Delta].
   \]
Proof. The decomposition is constructed inductively – at addition gates, we simply add the decompositions of the smaller sub-formulas, whereas the multiplication gates need to be handled more carefully. Consider a multiplication gate \( Q_1 \times \cdots \times Q_i \). If all the factors (\( Q_i \)'s) have ‘low’ degrees, we use this expression directly to construct the decomposition. Otherwise, we go deeper into a factor which has a ‘large’ degree, but do not expand the other factors. The thresholds to decide whether a factor is of ‘low’ degree may appear arbitrary (and are indeed so) for this lemma, but we fix them to be \( d^{2^{\delta-1}} \) for \( \delta \in [2..\Delta] \) as these give us the desired lower bounds.

Without loss of generality, we may assume that \( C \) has alternate layers of addition and multiplication gates. Further, we can assume that the degrees of the polynomials computed by all the multiplication gates that feed into an addition gate are the same as the degree of the polynomial computed by that addition gate. This is so because disconnecting all the multiplication gates that compute polynomials of other degrees does not affect the polynomial computed by the addition gate. Also, for brevity, we will ignore the edge weights in \( C \), i.e., we assume that all the field constants on the edges are equal to 1. As scaling with constant factors does not affect the homogeneity of polynomials, this is a valid assumption. Let

\[
C = \sum_{i=1}^{u} C_i, \quad \text{and for } i \in [u], C_i = \prod_{j=1}^{u_i} C_{i,j},
\]

where \( u \) and \( \{u_i\} \), are integers and \( \{C_{i,j}\}_{i,j} \) are (homogeneous) sub-formulas of \( C \) of product-depth \( \Delta - 1 \). The proof of this lemma is by induction on the product-depth. For \( \Delta = 1 \), for all \( i \in [u] \), we have \( u_i \geq d \) and for all \( j \in [d] \), \( \deg(C_{i,j}) = 1 \), so both the conditions in the lemma statement are met for \( Q_{i,j} := C_{i,j} \).

Suppose that the lemma is true for all homogeneous formulas of product-depth at most \( \Delta - 1 \), \( \Delta \geq 2 \). For a formula \( C \) with product-depth \( \Delta \), we consider the term \( C_{i,1} \cdots C_{i,u_i} \) for an arbitrary \( i \in [u] \) and analyze the following two cases.

**Case 1:** There exists some \( j^* \in [u_i] \) such that \( \deg(C_{i,j^*}) \geq \sqrt{d} \). As the product-depth of \( C_{i,j^*} \) is at most \( \Delta - 1 \), we have the following expression for the polynomial computed by \( C_{i,j^*} \) from the induction hypothesis:

\[
C_{i,j^*} = \sum_{\bar{s}_i} \bar{Q}_{i,j^*_1} \cdots \bar{Q}_{i,j^*_t}, \tag{6}
\]

where

\[
\bar{s}_i \leq \text{size}(C_{i,j^*}) \leq \text{size}(C_i), \tag{7}
\]

and \( \{\bar{Q}_{i,j^*_i}\}_{i,j^*_i} \) are homogeneous polynomials such that for all \( \bar{t} \in \bar{s}_i \), either

\[
\left| \left\{ \bar{j} \in [\bar{s}_i] : \deg(\bar{Q}_{i,j^*_i}) = 1 \right\} \right| \geq \sqrt{d}^{2^{\Delta-1}} = d^{2^{\Delta-1}}, \quad \text{or} \tag{8}
\]

\[
\left| \left\{ \bar{j} \in [\bar{s}_i] : \deg(\bar{Q}_{i,j^*_i}) \approx_2 \sqrt{d}^{2^{\delta-1}} \right\} \right| \geq \sqrt{d}^{2^{\delta-1}} - 1, \quad \text{for some } \delta \in [2..(\Delta - 1)]. \tag{9}
\]

Note that since \( \sqrt{d}^{2^{\delta-1}} = d^{2^{(\delta+1)}} \), (9) is equivalent to
Thus, we are able to decompose the sub-formula $C_i$ as a sum of at most size$(C_i)$ many products.

**Case 2:** For all $j \in [u_i]$, deg$(C_{ij}) < \sqrt{d}$. Consider the polynomials computed by $C_{i1}, \ldots, C_{ui}$. Suppose there exists $j_1 \neq j_2 \in [u_i]$ such that deg$(C_{ij_1}) < \sqrt{d}$ and deg$(C_{ij_2}) < \sqrt{d}$. Then deg$(C_{ij_1} \cdot C_{ij_2}) < \sqrt{d}$. By repeatedly combining such low degree factors, we can express $C_i = C_{i,1} \cdots C_{i,u_i}$ as

$$C_i = D_{i,1} \cdots D_{i,u_i},$$

(12)

where $\{D_{ij}\}_{ij}$ are homogeneous polynomials such that for all $j \in [v_i]$, we have deg$(D_{ij}) < \sqrt{d}$ and there exists at most one index $j^* \in [v_i]$ such that deg$(D_{ij^*}) < \sqrt{d}$. In other words, for at least $v_i - 1$ indices $j \in [v_i]$, deg$(D_{ij}) \approx_2 \sqrt{d}$. Using the fact that $C$ is a homogeneous formula,

$$d \leq \text{deg}(C) = \text{deg}(C_i) = \sum_{j=1}^{v_i} \text{deg}(D_{ij}) \leq v_i \cdot \sqrt{d}.$$ 

Therefore, the number of indices $j \in [v_i]$ such that deg$(D_{ij}) \approx_2 \sqrt{d}$ is at least $v_i - 1 \geq \sqrt{d} - 1$. In other words,

$$\left| \left\{ j \in [v_i] : \text{deg}(D_{ij}) \approx_2 \sqrt{d} \right\} \right| \geq d^{2^{1-\delta}} - 1, \text{ for } \delta = 2.$$ 

(13)

Now, expressing $C_i$ for each $i \in [u]$ using (11) if $i$ falls under Case 1, and using (12) if $i$ falls under Case 2, we get

$$C = \sum_{i=1}^{u} C_i = \sum_{i=1}^{s} Q_{i,1} \cdots Q_{i,u_i},$$

for polynomials $\{Q_{ij}\}_{ij}$ that are defined appropriately based on $\{\tilde{Q}_{ij,1}\}_{ij}$ and $\{D_{ij}\}_{ij}$. Using (7) and (12), we get that the number of terms is $s \leq \sum_{i=1}^{u} \text{size}(C_i) \leq \text{size}(C)$. Item 2 in the lemma statement directly follows from (8), (13), or (10). \hfill \Box

### 4.2 Low-depth formulas have high residue

The following lemma gives us a value for the order of derivatives $k$ with respect to which low-depth formulas yield high residue. Its proof uses Lemma 4.1.
Lemma 4.2 (Low-depth formulas have high residue). Suppose $C$ is a homogeneous formula of product-depth $\Delta \geq 1$ computing a homogeneous polynomial in $\mathbb{F}[x_1, \ldots, x_n]$ of degree $d$, where $d^{2^{\Delta-1}} = \omega(1)$.\(^{16}\) Then, there exist homogeneous polynomials $\{Q_{i,j}\}_{i,j}$ in $\mathbb{F}[x_1, \ldots, x_n]$ such that $C = \sum_{i=1}^{s} Q_{i,1} \cdot \cdots \cdot Q_{i,t},$ for some $s \leq \text{size}(C)$. Fixing an arbitrary $i \in [s]$, let $t := t_i$ and define $d_j := \deg(Q_{i,j})$ for $j \in [t]$. Then, $\text{residue}_k(d_1, \ldots, d_t) \geq \Omega \left( d^{2^{\Delta-1}} \right)$, where $k := \left\lfloor \frac{\alpha \cdot d}{1 + \alpha} \right\rfloor$, $\alpha := \frac{\Delta - 1}{\tau^{2^{\Delta-1}}}$, and $\tau := \left\lfloor d^{2^{\Delta-1}} \right\rfloor$.

Proof. We will show that the decomposition proven in Lemma 4.1 itself satisfies the required property. We first establish a range for the value of $k$ (and $\alpha$) given in the lemma statement. We have $\alpha \leq 1$ and

$$\alpha \geq \frac{1}{\tau^{2^{\Delta-1}} - 1} = 1 - \frac{1}{\tau} = 1 - \frac{1}{\lceil d^{2^{\Delta-1}} \rceil} \geq \frac{1}{2},$$

Hence, $k \in \left[ \frac{d}{4}, \frac{d}{2} \right] \subseteq \left[ \frac{d}{4}, \frac{d}{2} \right]$ because $d = \omega(1)$. As $C$ computes a polynomial of degree $d \geq \tau^{2^{\Delta-1}}$, we can apply Item 2 of Lemma 4.1 to $C$ using $\tau^{2^{\Delta-1}}$ (rather than $\tau$) as the threshold. Thus, we have that at least one of the following two cases will hold.

Case 1: $|\{j \in [t] : d_j = 1\}| \geq \left( \tau^{2^{\Delta-1}} \right)^{2^{\Delta-1}} = \tau$. Then,

$$\text{residue}_k(d_1, \ldots, d_t) = \frac{1}{2} \cdot \min_{k_1, \ldots, k_t \in \mathbb{Z}} \left| k_j - \frac{k}{d} \cdot d_j \right| \geq \frac{1}{2} \cdot \sum_{j \in [t]} \min \left\{ \left\lfloor \frac{k}{d} \cdot d_j \right\rfloor, 1 - \left\lfloor \frac{k}{d} \cdot d_j \right\rfloor \right\} \geq \frac{1}{2} \cdot \sum_{j \in [t] : d_j = 1} \min \left\{ \left\lfloor \frac{k}{d} \cdot d_j \right\rfloor, 1 - \left\lfloor \frac{k}{d} \cdot d_j \right\rfloor \right\} \geq \frac{1}{2} \cdot \min \left\{ \left\lfloor \frac{k}{d} \right\rfloor, 1 - \left\lfloor \frac{k}{d} \right\rfloor \right\} \geq \tau / 8. \quad \text{(as } k/d \in [1/4, 1/2])$$

Case 2: $\left| \{j \in [t] : d_j \approx_2 \left( \tau^{2^{\Delta-1}} \right)^{2^{\Delta-1}} \} \right| \geq \frac{1}{2} \cdot \sum_{j \in [t] : d_j = 1} \min \left\{ \left\lfloor \frac{k}{d} \cdot d_j \right\rfloor, 1 - \left\lfloor \frac{k}{d} \cdot d_j \right\rfloor \right\} \geq \frac{1}{2} \cdot \min \left\{ \left\lfloor \frac{k}{d} \right\rfloor, 1 - \left\lfloor \frac{k}{d} \right\rfloor \right\} \geq \tau / 8.$

Let $k_1, \ldots, k_t$ be arbitrary non-negative integers such that $k_j \leq d_j$ for all $j \in [t]$. Then for any $j \in [t]$ such that $d_j \approx_2 \tau^{2^d}$, we have

$$\tau^{2^{\Delta-1}} \cdot \left| k_j - \frac{k \cdot d_j}{d} \right| = \tau^{2^{\Delta-1}} \cdot \left| k_j - \frac{d_j}{d} \cdot \left\lfloor \frac{\alpha \cdot d}{1 + \alpha} \right\rfloor \right|$$

\(^{16}\)In fact the lemma holds as long as $d^{2^{\Delta-1}}$ is greater than a large enough constant.
we expect the shifted partials measure to be close to the maximum number of operators used to

For a ‘random’ homogeneous degree-

residue

Claim 4.3. \( \eta := \tau^{2^{i-1}} \cdot |k_j - \alpha \cdot m_j| \geq \Omega(1) \).

Let \( k_1, \ldots, k_t \in \mathbb{Z} \) be the such that \( \sum_{i=1}^{t} \left| k_i - \frac{k}{d} \cdot d_i \right| \) is minimised. Hence,

\[
\text{residue}_k(d_1, \ldots, d_t) \geq \frac{1}{2} \sum_{j \in [t]: d_j \approx \tau^{2^i}} \left| k_j - \frac{k}{d} \cdot d_j \right|
\]

\[
\geq \frac{1}{2} \cdot \left| \left\{ j \in [t]: d_j \approx \tau^{2^i} \right\} \right| \cdot \min_{j \in [t]: d_j \approx \tau^{2^i}} \left| k_j - \frac{k}{d} \cdot d_j \right|
\]

\[
\geq \Omega\left( \tau^{2^i} \right) \cdot \min_{j \in [t]: d_j \approx \tau^{2^i}} \left| k_j - \frac{k}{d} \cdot d_j \right|
\]

\[
= \Omega\left( \tau \right) \cdot \min_{j \in [t]: d_j \approx \tau^{2^i}} \tau^{2^{i-1}} \cdot \left| k_j - \frac{k}{d} \cdot d_j \right|
\]

\[
\geq \Omega(\tau) \cdot \left( \frac{d}{2} - o(1) \right)
\]

\[
\geq \Omega(\tau).
\]

Therefore, \( \text{residue}_k(d_1, \ldots, d_t) \geq \Omega(\tau) \geq \Omega\left( \frac{\tau+1}{2} \right) \geq \Omega(\tau + 1) \geq \Omega\left( d^{2^{i-\Delta}} \right) \).

\( \square \)

4.3 High residue implies lower bounds

For a ‘random’ homogeneous degree-\( d \) polynomial in \( F[x_1, \ldots, x_n] \), if the shift \( \ell \) is not too large, we expect the shifted partials measure to be close to the maximum number of operators used to
construct the shifted partials space, i.e., $M(n, k) \cdot M(n, \ell)$. In the lemma below, we derive a lower bound for such polynomials. Explicit examples of such polynomials are given in Section 4.4.

**Lemma 4.4 (High residue implies lower bounds).** Let $P = \sum_{i=1}^{s} Q_{i,1} \cdots Q_{i,t_i}$ be a homogeneous polynomial in $F[x_1, \ldots, x_n]$ of degree $d$ where $\{Q_{ij}\}_{i,j}$ are homogeneous and $SP_{k,\ell}(P) \geq 2^{-O(d)} \cdot M(n, k) \cdot M(n, \ell)$ for some $1 \leq k < \frac{d}{2}$, $n_0 \leq n$ and $\ell = \left\lfloor \frac{nd}{n_0} \right\rfloor$ such that $d \leq n_0 \approx 2(d - k) \cdot (\frac{d}{2})^{\frac{k}{17}}$. If there exists a $\gamma > 0$ such that for all $i \in [s]$,

$$\text{residue}_k(\deg(Q_{i,1}), \ldots, \deg(Q_{i,t_i})) \geq \gamma,$$

then $s \geq 2^{-O(d)} \left( \frac{n}{d} \right)^{\Omega(\gamma)}$.

**Proof.** Using Lemma 3.4 (Item 1) and the fact that SP is sub-additive (Proposition 2.6), we get

$$SP_{k,\ell}(P) \leq \sum_{i=1}^{s} SP_{k,\ell}(Q_{i,1} \cdots Q_{i,t_i}) \leq s \cdot 2^t \cdot d^2 \cdot \max_{k_0, \ell_0 \geq 0} M(n, k_0) \cdot M(n, \ell + \ell_0),$$

where $t := \max_i t_i$ is at most $d$. On the other hand, by our assumption we have $SP_{k,\ell}(P) \geq 2^{-O(d)} \cdot M(n, k) \cdot M(n, \ell)$. Putting these two together, we get for some integers $k_0 \in [0..k], \ell_0 \in [0..(d - k)]$ satisfying

$$k_0 + \frac{k}{d - k} \cdot \ell_0 \leq k - \gamma,$$

that,

$$s \geq 2^{-O(d)} \cdot 2^{-t} \cdot d^{-2} \cdot M(n, k) \cdot M(n, \ell) \frac{M(n, k_0) \cdot M(n, \ell + \ell_0)}{M(n, k_0) \cdot (2n / \ell)_0}.$$

(Lemma 2.2 (Item 2) is applicable as $n_0 \geq d$ implies that $n \geq \left\lfloor \frac{nd}{n_0} \right\rfloor = \ell$; also $n_0 \leq n$ implies $\ell = \left\lfloor \frac{nd}{n_0} \right\rfloor \geq d \geq \ell_0$)

$$\geq 2^{-O(d)} \cdot M(n, k) \frac{M(n, k_0) \cdot (n_0 / \ell_0)^{\ell_0}}{M(n, k_0) \cdot (n_0 / \ell_0)^{\ell_0}}.$$

(because $2n / \ell \leq 4n_0 / \ell_0$ as $\ell_0 \leq d$ and absorbing $4^{\ell_0}$ in $2^{-O(d)}$)

$$\geq 2^{-O(d)} \cdot \frac{(n/k)^k}{(6n/k_0)^{k_0} \cdot (n_0 / \ell_0)^{\ell_0}}.$$

---

17 Even though $2(d - k) \left( \frac{d}{2} \right)^{\frac{k}{17}}$ can be greater than $n$, in the analysis in Sections 4.4, 4.5, $n_0$ will be chosen in such a way that it lies between $d$ and $n$. 
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(assuming \(k_0, \ell_0 \neq 0\) and using Lemma 2.2 (Item 1) as \(n \geq n_0 \geq d \geq \max \{k_0, \ell_0\}\); the analysis is easier if any of \(k_0, \ell_0\) is 0)

\[
\geq 2^{-O(d)} \cdot \frac{(n/k)^k}{(n/k)^{k_0} \cdot (n_0/\ell_0)^{\ell_0}} \quad \text{(since } k_0 = O(d))
\]
\[
\geq 2^{-O(d)} \cdot \frac{(n/k)^k}{(n/k)^{k_0} \cdot \left(\frac{2(d-k)}{\ell_0} \cdot \frac{1}{n_0} \cdot \frac{k}{k_0} \right)^{\ell_0}} \quad \text{(substituting } n_0)\]
\[
= 2^{-O(d)} \cdot \frac{(n/k)^k}{(n/k)^{k_0} \cdot (k/k_0)^{\ell_0} \cdot (n/k)^{\ell_0} \cdot (n/k)^{\ell_0}} \quad \text{(as } \ell_0 = O(d))
\]
\[
= 2^{-O(d)} \cdot \frac{(n/k)^k}{(n/k)^{k_0} \cdot (k/k_0)^{\ell_0} \cdot (n/k)^{\ell_0}} \quad \text{(as } n/k_0 = (n/k) \cdot (k/k_0)\)
\]
\[
= 2^{-O(d)} \cdot \frac{(n/k)^k}{(n/k)^{k_0} \cdot (k/k_0)^{\ell_0} \cdot (n/k)^{\ell_0}} \quad \text{(as } n/k_0 = (n/k) \cdot (k/k_0)\)
\]
\[
\geq 2^{-O(d)} \cdot \left(\frac{n}{d}\right)^\gamma \cdot \left(\frac{k_0}{d}\right)^{k_0} \cdot \left(\frac{\ell_0}{d}\right)^\ell_0 \quad \text{(using } k < d \text{ and (15))}
\]
\[
= 2^{-O(d)} \cdot \left(\frac{n}{d}\right)^\gamma \cdot \left(\frac{k_0}{d}\right)^{k_0} \cdot \left(\frac{\ell_0}{d}\right)^\ell_0 \quad \text{(using } x^d \geq e^{-1/e} \text{ for } x > 0)\]
\[
\geq 2^{-O(d)} \cdot \left(\frac{n}{d}\right)^{\Omega(\gamma)}.
\]

\[\square\]

We state an analogous lemma with APP instead of SP – the proof given in Section C.2 is similar.

**Lemma 4.5 (High residue implies lower bounds, using APP).** Let \(P = \sum_{i=1}^s Q_{i,1} \cdots Q_{i,t_i}\) be a homogeneous polynomial in \(\mathbb{F}[x_1, \ldots, x_n]\) of degree \(d\) where \(\{Q_{i,j}\}_{i,j}\) are homogeneous and APP\(_{k,n_0}(P) \geq 2^{-O(d)} \cdot M(n,k)\) for some \(1 \leq k < \frac{1}{2}, n_0 \leq n\) such that \(d \leq n_0 \approx 2(d - k) \cdot \left(\frac{n}{k}\right)^{\ell_0}\). If there exists a \(\gamma > 0\) such that for all \(i \in [s]\),

\[\text{residue}_k(\deg(Q_{i,1}), \ldots, \deg(Q_{i,t_i})) \geq \gamma,\]

then \(s \geq 2^{-O(d)} \cdot \left(\frac{n}{d}\right)^{\Omega(\gamma)}\).

**Remark 4.6.** In the above lemmas, although our lower bound appears as \(2^{-O(d)} \cdot n^{\Omega(\gamma)}\), similar calculations actually give a lower bound of \(2^{-O(k)} \cdot n^{\Omega(\gamma)}\) for any choice of \(k\) and an appropriate choice of \(\ell\) (or \(n_0\) in the case of APP). We do not differentiate between the two, as for our applications (i.e., low-depth circuits and UPT formulas), the value of \(k\) we choose is \(\Theta(d)\). Using our technique, one can recover the known exponential lower bound for homogeneous depth-4 circuits with bottom fan-in upper bounded by \(\sqrt{d}\) proved in [KSS14,GKS20] by noting that for \(k = \Theta(\sqrt{d})\)

\[29\]
the residue is at least $\gamma = \Omega \left( \sqrt{d} \right)$. Thus, we get a lower bound of $2^{-O(\sqrt{d})} \cdot n^{\Omega(\sqrt{d})} \geq n^{\Omega(\sqrt{d})}$ for some $d = n^{\Theta(1)}$. This is not surprising as the lower bound proofs for this model in [KSS14, GKS20] also use the shifted partials and APP measures.

Moreover, we observe that the factor of $2^{-O(k)}$ in our lower bounds is likely unavoidable for any choice of $k$ and $\ell$ (or $n_0$ in the case of APP) using our current estimates for the complexity measures. The first two factors in the R.H.S. of the inequality (16) are not the bottlenecks (at least for $\Delta = 2$), as we can always make sure that $t \leq \sqrt{d}$ and the SP measure is exactly equal to $M(n, k) \cdot M(n, \ell)$ without the extra $2^{-O(d)}$ factor. It is rather the ratio of the binomial coefficients where this factor gets introduced. We refer the reader to the discussion in Section C.6 for more details.

4.4 The hard polynomials

We shall prove our lower bound for the word polynomial $P_4$. We refer the reader to the discussion in Section C.6 for more details.

**Lemma 4.7 (APP as a hard polynomial).** For integers $h, d, k$ such that $h \geq 100$ and any parameter $k \in \left[ \frac{d}{30}, \frac{d}{2} \right]$, there exists an $h$-unbiased word $w \in [-h..h]^d$, integers $n_0 \leq n$, $\ell = \left\lfloor \frac{n d}{n_0} \right\rfloor$ such that $n_0 \approx 2(d-k) \cdot (\frac{n}{2})^{\frac{k}{2}}$ and the following bounds hold. Here $n$ refers to the number of variables in $P_w$, i.e., $n = \sum_{i \in [d]} 2^{|w_i|}$.

1. $SP_{k, \ell}(P_w) \geq 2^{-O(d)} \cdot M(n, k) \cdot M(n, \ell)$,
2. $APP_{k, n_0}(P_w) \geq 2^{-O(d)} \cdot M(n, k)$.

The above lemma is proved in Section C.3. The construction of the word $w$ given in that section is similar to the one in [LST21], except that potentially we need to work with three different weights instead of the two weights used in [LST21] - this is mainly because we want our lower bound to apply for slightly higher values of $d$ (like $O(\log^2 n)$).

The following lemma shows that the SP measure of the Nisan-Wigderson design polynomial is ‘large’ for $k$ as high as $\Theta(d)$, if $\ell$ is chosen suitably. Its proof can be found in Section C.4.

**Lemma 4.8 (NW as a hard polynomial).** For $n, d \in \mathbb{N}$ such that $120 \leq d \leq \frac{1}{150} \left( \frac{\log n}{\log \log n} \right)^2$, let $q$ be the largest prime number between $\left\lfloor \frac{n}{29} \right\rfloor$ and $\left\lfloor \frac{n}{17} \right\rfloor$. For parameters $k \in \left[ \frac{d}{30}, \frac{d}{2} - \frac{\sqrt{d}}{8} \right]$ and $\ell = \left\lfloor \frac{qd}{n_0} \right\rfloor$, where $n_0 = 2(d-k) \cdot (\frac{qd}{2})^{\frac{k}{2}}$, $SP_{k, \ell}(NW_{q,d,k}) \geq 2^{-O(d)} \cdot M(qd, k) \cdot M(qd, \ell)$.

**Non set-multilinear hard polynomial.** An advantage of directly analysing the complexity measures for homogeneous formulas instead of for set-multilinear formulas is that our hard polynomial need not be set multilinear. We now describe a non set-multilinear polynomial $P$ with a large APP measure; the construction is similar to a polynomial in [GKS20]. The proof that APP of $P$ is large is considerably simpler than the proofs of the above two lemmas.

---

18 Bertrand’s postulate ensures that such a prime exists.
19 Note that in this lemma, we do not need $n_0$ to be an integer, it is just used to define $\ell$. 
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For any \( n, d, \Delta \in \mathbb{N} \) such that \( 120 \leq d \leq \frac{1}{150} \left( \frac{\log n}{\log \log n} \right)^2 \), define \( k = \left\lfloor \frac{\alpha \cdot d}{1 + \alpha} \right\rfloor \), where \( \alpha := \sum_{v=0}^{\Delta-1} \frac{(-1)^v}{\tau^v} \) and \( \tau := \left\lfloor d^{2^{1-\Delta}} \right\rfloor \). Then, let \( n_0 = \left\lfloor 2(d - k) \cdot \left( \frac{n}{\nu} \right)^{\frac{1}{\theta}} \right\rfloor \) \( (n_0 \leq n, \text{see Section C.5}) \), \( n_1 = n - n_0 \), \( y = \{x_1, \ldots, x_{r_1}\} \) and \( z = \{x_{r_1+1}, \ldots, x_r\} \). Let \( \mathcal{M}_y \) be the set of all (monic) monomials of degree \( k \) in \( y \) variables and \( \mathcal{M}_z \) be the set of all (monic) monomials in \( z \) variables of degree \( d - k \); it can be verified that \( |\mathcal{M}_y| \leq |\mathcal{M}_z| \). Fix any one-to-one function \( \sigma : \mathcal{M}_y \rightarrow \mathcal{M}_z \). Then, it is easy to see that for \( P_\sigma := \sum_{m \in \mathcal{M}_y} \sigma(m) \), \( \text{APP}_{k,n_0}(P) = M(n_1, k) \). It can be verified that for our choice of parameters, this is at least \( 2^{-O(k)} M(n, k) \). More details can be found in Section C.5.

**Lemma 4.9 (Non-set-multilinear hard polynomial).** \( \text{APP}(P_\sigma) \geq 2^{-O(k)} M(n, k) \).

While \( P_\sigma \) defined above might have a non-trivial set-multilinear component, it can be modified to ensure that there are no multilinear monomials in it. Notice that to prove a lower bound for such a polynomial, we must analyse the measure of a homogeneous formula computing it directly; we cannot hope to get a lower bound by going via set-multilinearity as is done in [LST21].

### 4.5 Putting everything together: the low-depth lower bound

**Theorem 4.10 (Low-depth homogeneous formula lower bound for IMM).** For any positive integers \( d, n, \Delta \) such that \( n = \omega(d) \), any homogeneous formula of product-depth at most \( \Delta \) computing \( \text{IMM}_{n,d} \) over any field \( \mathbb{F} \) has size at least \( 2^{-O(d)} \cdot n^{\Omega\left(d^{2^{1-\Delta}}\right)} \).

In particular, when \( d = O(\log n) \), we get a lower bound of \( n^{\Omega\left(d^{2^{1-\Delta}}\right)} \).

**Proof.** We can assume that \( d^{2^{1-\Delta}} = \omega(1) \) and \( h := \lfloor \log n \rfloor \geq 100 \), as otherwise the lower bound is trivial. Suppose \( \text{IMM}_{n,d} \) has a homogeneous formula \( C \) of product-depth at most \( n \). Consider the polynomial \( P_\mathbf{w} \), given by Lemma 4.7, by setting \( k := \left\lfloor \frac{\alpha \cdot d}{1 + \alpha} \right\rfloor \), where \( \alpha := \sum_{v=0}^{\Delta-1} \frac{(-1)^v}{\tau^v} \) and \( \tau := \left\lfloor d^{2^{1-\Delta}} \right\rfloor \); these parameters are the same as those in Lemma 4.2. It is easy to show that \( k \in \left[ \frac{d}{4}, \frac{d}{2} \right] \). As \( \mathbf{w} \) is \( h \)-unbiased, by Lemma 2.13 there exists a homogeneous formula \( C' \) of product-depth at most \( n \) computing \( P_\mathbf{w} \) such that \( \text{size}(C') \leq \text{size}(C) \). Hence, by Lemma 4.2, there exist homogeneous polynomials \( \{Q_{i,j}\}_{i,j} \) such that \( P_\mathbf{w} = \sum_{i \in [s]} Q_{i,1} \cdots Q_{i,t_i} \), \( s \leq \text{size}(C') \) and \( \text{residue}_k(\deg(Q_{i,1}), \ldots, \deg(Q_{i,t_i})) \geq \Omega\left( d^{2^{1-\Delta}} \right) \) for \( i \in [s] \). Denoting the number of variables in \( P_\mathbf{w} \) by \( \bar{n} \), Lemma 4.7 guarantees that \( n_0 \leq 2(d - k) \cdot \left( \frac{n}{\nu} \right)^{\frac{1}{w}} \cdot \ell = \left[ \frac{\bar{n} d}{n_0} \right] \) and \( \text{SP}_{k,\ell}(P_\mathbf{w}) \geq 2^{-O(d)} \cdot M(\bar{n}, k) \cdot M(\bar{n}, \ell) \). Therefore, we can apply Lemma 4.4 to the same polynomial \( P_\mathbf{w} \) which gives that \( s \geq 2^{-O(d)} \cdot \left( \frac{\bar{n}}{\nu} \right)^{\Omega\left( d^{2^{1-\Delta}} \right)} \). Hence, \( \text{size}(C) \geq \text{size}(C') \geq s \geq 2^{-O(d)} \cdot n^{\Omega\left( d^{2^{1-\Delta}} \right)} \), since \( \bar{n} \geq 2^h \geq n/2 = \omega(d) \).

**Theorem 4.11 (Low-depth homogeneous formula lower bound for NW).** Let \( n, d, \Delta \) be positive integers. If \( \Delta = 1 \), let \( d = n^{1-\epsilon} \) for any constant \( \epsilon > 0 \) and \( k = \left\lfloor \frac{d - 1}{2} \right\rfloor \). Otherwise, let \( d \leq \frac{1}{150} \left( \frac{\log n}{\log \log n} \right)^2 \), let \( \tau = \left\lfloor d^{2^{1-\Delta}} \right\rfloor \), \( \alpha = \sum_{v=0}^{\Delta-1} \frac{(-1)^v}{\tau^v} \), and \( k = \left\lfloor \frac{\alpha \cdot d}{1 + \alpha} \right\rfloor \). In both cases, let \( q \) be the largest prime number between
Let \( \frac{n}{2^\alpha} \) and \( \left\lfloor \frac{n}{2} \right\rfloor \). Then, any homogeneous formula of product-depth at most \( \Delta \) computing \( NW_{q,d,k} \) over any field \( \mathbb{F} \) has size at least \( 2^{-O(d)} \cdot n^{\Omega(d^{1-\alpha})} \).

In particular, when \( d = O(\log n) \), we get a lower bound of \( n^{\Omega(d^{1-\Delta})} \).

**Proof.** We analyse the cases \( \Delta = 1 \) and \( \Delta \geq 2 \) separately.

\( \Delta = 1 \). Let \( C \) be a homogeneous formula of product-depth 1 computing \( NW_{q,d,k} \). Then, \( C = \sum_{i \in [s]} \prod_{j \in [d]} Q_{i,j} \), where \( Q_{i,j} \) are linear forms. Observe that for any \( i \in [k] \), \( \partial^k \left( \prod_{j \in [d]} Q_{i,j} \right) \subseteq \langle \prod_{j \in [d]} S C_{i,j} : |S| = k \rangle \). Thus, \( \dim \langle \partial^k \left( \prod_{j \in [d]} Q_{i,j} \right) \rangle \leq \binom{d}{k} \). As \( \partial^k C \subseteq \sum_{i \in [s]} \langle \partial^k \left( \prod_{j \in [d]} Q_{i,j} \right) \rangle \), \( \dim \langle \partial^k C \rangle \leq s \cdot \binom{d}{k} \).

On the other hand, \( \dim \langle \partial^k (NW_{q,d,k}) \rangle = \binom{d}{k} \cdot q^k \). For every \( S \subseteq [d], |S| = k \),

\[
T_S := \left\{ \prod_{i \in [d]\setminus S} x_i h(i) : h \in \mathbb{F}[z], \deg(h) < k \right\} \subseteq \partial^k (NW_{q,d,k}).
\]

Now, for \( h_1 \neq h_2 \in \mathbb{F}[z], \deg(h_1), \deg(h_2) < k \), there exists an \( i \in [d] \setminus S \) such that \( h_1(i) \neq h_2(i) \) because \( |[d] \setminus S| = d - k \geq k + 1 \). Thus, \( \prod_{i \in [d]\setminus S} x_i h_1(i) \neq \prod_{i \in [d]\setminus S} x_i h_2(i) \), and \( |T_S| = q^k \). Also, for \( S \neq S' \subseteq [d], |S| = |S'| = k, T_S \) and \( T_{S'} \) are disjoint. Hence, \( \dim \langle \partial^k (NW_{q,d,k}) \rangle \geq \binom{d}{k} \cdot q^k \). Thus, \( s \geq q^k = \left( \frac{n}{d} \right)^{O(d)} \) as \( k = \Theta(d) \) and \( q d = \Theta(n) \). Because \( d \leq n^{1-\epsilon} \), this means that \( s \geq n^{O(d)} \).

\( \Delta \geq 2 \). We can assume that \( d^{1-\alpha} = o(1) \), as otherwise the given bound is trivial. Let \( C \) be a homogeneous formula of product-depth at most \( \Delta \) computing \( NW_{q,d,k} \); \( C \) is a formula in \( q d \) variables. By Lemma 4.2, there exist homogeneous polynomials \( \{Q_{i,j}\}_{i,j} \) such that \( NW_{q,d,k} = \sum_{i \in [s]} Q_{i,1} \cdots Q_{i,t_i} \), \( s \leq \text{size}(C) \), and \( \text{res}_{k} (\deg(Q_{i,1}), \ldots, \deg(Q_{i,t_i})) \geq \Omega \left( d^{2^{1-\alpha}} \right) \) for \( i \in [s] \). From the proof of Lemma 4.2, \( k \in \left[ \frac{d}{4}, \frac{d}{2} \right] \). In fact, as \( \frac{k}{d} - \frac{1}{2} \leq \frac{1}{d} \leq \frac{1}{2} - \frac{1}{2\sqrt{d}} \), \( k \leq \frac{d}{2} - \frac{\sqrt{d}}{\alpha} \). Thus, Lemma 4.8 guarantees that for \( n_0 = 2(d - k) \cdot \left( \frac{qd}{n_0} \right)^{1/k} \) and \( \ell = \left\lfloor \frac{qd}{n_0} \right\rfloor \), \( \text{Sp}_{k,\ell} \left( NW_{q,k,d} \right) \geq 2^{-O(d)} \cdot M(qd,k) \cdot M(qd,\ell) \). Also, it follows from the proof of Lemma 4.8 (see Claim C.1) that for \( n_0 \leq q d \), so applying Lemma 4.4 to \( NW_{k,d,q} \) we get that \( s \geq 2^{-O(d)} \cdot \left( \frac{qd}{n_0} \right) \Omega \left( d^{2^{1-\alpha}} \right) = 2^{-O(d)} \cdot n^{\Omega(d^{1-\Delta})} \) as \( q d \geq \frac{n}{4} \) and \( d = o(n) \). Hence, \( \text{size}(C) \geq 2^{-O(d)} \cdot n^{\Omega(d^{1-\Delta})} \).

**Remark 4.12.** Notice that in the above theorem, as \( k \) depends on the product-depth \( \Delta \), the polynomial \( NW_{q,d,k} \) may be different for different values of \( \Delta \). However, much like in [KSS14], there is a way to ‘stitch’ all the different \( NW \) polynomials for different values of \( \Delta \) into a single polynomial \( P \) such that any homogeneous formula of product-depth \( \Delta \) computing \( P \) has size at least \( 2^{-O(d)} \cdot n^{\Omega(d^{1-\Delta})} \). See Theorem 5.8 for more details.

In [LST21], the authors showed how to convert a general circuit of product-depth \( \Delta \) computing a homogeneous polynomial to a homogeneous formula of product-depth \( 2\Delta \) without much

---

\(^{20}\)In fact, it can be shown that this is an equality.
increase in the size. Combining Lemma 11 from [LST21] with Theorems 4.10 and 4.11, we get the following corollaries.

**Corollary 4.13 (Low-depth circuit lower bound for IMM).** For any positive integers \(d, n, \Delta\) such that \(n = \omega(d)\), any circuit of product-depth at most \(\Delta\) computing \(\text{IMM}_{n,d}\) over any field \(\mathbb{F}\) with characteristic 0 or more than \(d\) has size at least \(2^{-O(d)} \cdot n^{\Omega\left(\frac{d^{\Delta-2}n}{\Delta}\right)}\).

In particular, when \(d = O(\log n)\), we get a lower bound of \(n^{\Omega\left(\frac{d^{\Delta-2}n}{\Delta}\right)}\).

**Corollary 4.14 (Low-depth circuit lower bound for NW).** Let \(n, d, \Delta\) be positive integers. If \(\Delta = 1\), let \(d = n^{1-\epsilon}\) for any constant \(\epsilon > 0\) and \(k = \left\lfloor \frac{d-1}{2} \right\rfloor\). Otherwise, let \(d \leq \frac{1}{150} \left(\frac{\log n}{\log \log n}\right)^2\), let \(\tau = \left\lfloor d^{2^{\Delta-1}} \right\rfloor\), \(\alpha = \sum_{v=0}^{\Delta-1} \frac{(-1)^v}{2^{v+1}}\), and \(k = \left\lfloor \frac{d}{1+\alpha} \right\rfloor\). In both cases, let \(q\) be the largest prime number between \(\left\lfloor \frac{n}{2\tau} \right\rfloor\) and \(\left\lfloor \frac{n}{d} \right\rfloor\). Then, any circuit of product-depth at most \(\Delta\) computing \(\text{NW}_{q,d,k}\) over any field \(\mathbb{F}\) of characteristic 0 or more than \(d\) has size at least \(2^{-O(d)} \cdot n^{\Omega\left(\frac{d^{\Delta-2}n}{\Delta}\right)}\).

In particular, when \(d = O(\log n)\), we get a lower bound of \(n^{\Omega\left(\frac{d^{\Delta-2}n}{\Delta}\right)}\).

We note that our lower bounds quantitatively improve on the original homogeneous formula lower bound of [LST21] in terms of the dependence on the degree. While [LST21] gives a lower bound of \(d^{O(d)} \cdot n^{\Omega\left(d/2^{\Delta-1}\right)}\) (as the conversion from homogeneous to set-multilinear formulas increases the size by a factor of \(d^{O(d)}\)), our lower bound is \(2^{-O(d)} \cdot n^{\Omega\left(d^{\Delta-2}\right)}\). Thus, we get slight improvement both in the multiplicative factor (from \(d^{O(d)}\) to \(2^{O(d)}\)) and in the exponent of \(n\) (from \(d^{2^{\Delta-1}}\) to \(d^{2^{\Delta-2}}\)). We point out what these improvements mean for smaller depths:

For \(\Delta = 2\), we observe that our lower bound for homogeneous formulas computing \(\text{IMM}\) is superpolynomial as long as \(d \leq \epsilon \cdot \log^2 n\) for a small enough positive constant \(\epsilon\), whereas the lower bound in [LST21] does not work beyond \(d = O\left(\left(\frac{\log n}{\log \log n}\right)^2\right)\). In particular, we obtain a lower bound of \(n^{\Omega(\log n)}\) for the size of homogeneous depth-5 formulas computing \(\text{IMM}_{n,d}\) when \(d = \Theta(\log^2 n)\).

Finally, we note that for \(\Delta = 3\) and \(d \leq \epsilon \cdot \log^4 n\), we get a lower bound of \(n^{\Omega\left(d^{1/4}\right)}\), as compared to the bound \(n^{\Omega\left(d^{1/7}\right)}\) from [LST21].

5  **Lower bound for unique-parse-tree formulas**

In this section we show that UPT formulas computing \(\text{IMM}\) must have a ‘large’ size. We begin by giving a decomposition for such formulas.

5.1  **Decomposition of UPT formulas**

In order to upper bound the SP (or APP) measure of a UPT formula, we need certain results about binary trees and UPT formulas. For a given canonical parse tree, we define its degree sequence
Algorithm 1 Degree sequence of a right-heavy binary tree

1. function D\text{EG-SEQ}(T)
2. \hspace{1em} v_0 \leftarrow \text{root node of } T.
3. \hspace{1em} if \hspace{0.5em} v_0 \hspace{0.5em} \text{is a leaf then}
4. \hspace{1em} \hspace{1em} return \hspace{0.5em} (1).
5. \hspace{1em} \hspace{1em} /* returning a singleton tuple */
6. \hspace{1em} end if
7. \hspace{1em} d \leftarrow \text{leaves}(v_0), \hspace{0.5em} i \leftarrow 0.
8. \hspace{1em} while \hspace{0.5em} v_i \hspace{0.5em} \text{is not a leaf do}
9. \hspace{1em} \hspace{1em} v_{i+1} \leftarrow \text{right child of } v_i, \hspace{0.5em} i \leftarrow i + 1.
10. \hspace{1em} end while
11. \hspace{1em} v \leftarrow v_j \text{ corresponding to the largest index } j \text{ such that } \text{leaves}(v_j) > \frac{d}{3}.
12. \hspace{1em} d_1 \leftarrow d - \text{leaves}(v).
13. \hspace{1em} return \hspace{0.5em} (d_1, \text{D\text{EG-SEQ}(T_v)}).
14. \hspace{1em} /* To avoid a tuple of tuples, we may assume that \hspace{0.5em} (d_1, \text{D\text{EG-SEQ}(T_v)}) \hspace{0.5em} \text{is flattened before returning. */}
15. end function

We prove the following lemma in Section D.1. The idea here is to ‘break’ the tree at various nodes so that the successive sizes of the smaller trees are far from each other.

Lemma 5.1. For a given canonical parse tree T with \( d \geq 1 \) leaves, let \((d_1, \ldots, d_t) := \text{D\text{EG-SEQ}(T)}\), where the function D\text{EG-SEQ} is given in Algorithm 1. Also let \( e_i := d - \sum_{j=1}^{i} d_j \) for \( i \in [t] \) and \( e_0 := d \). Then, for all \( i \in [t-1], e_i \in \left( \frac{e_i-1}{3}, \frac{2e_i-1}{3} \right) \). Additionally, \( d_1 = 1, e_t = 0, \) and \( \log_3{d} + 1 \leq t \leq \log_3/2{d} + 1 \).

As mentioned in Section 4.1, it was shown in [HY11] that a homogeneous formula can be expressed as a “small” sum of products of homogeneous polynomials such that in each summand, the degrees of the factors roughly form a geometric sequence. We observe that this result can be strengthened for UPT formulas; in particular, we show that for UPT formulas, the “degree sequences” of all the summands are identical. The idea of the proof of the following lemma is similar to the proof in [HY11]; we repeatedly break the formula at gates corresponding to the nodes v obtained from line 10 of D\text{EG-SEQ}(T(C)). The main difference between our proof and the one in [HY11] is in showing that all the summands obtained in this way have the same degree sequence. For a detailed proof of the following lemma, see Section D.2.

Lemma 5.2 (Log-product decomposition of UPT formulas). Let \( f \in \mathbb{F}[x] \) be a homogeneous polynomial of degree \( d \geq 1 \) computed by a UPT formula C with canonical parse tree T(C). Let \((d_1, \ldots, d_t) := \text{D\text{EG-SEQ}(T(C))}\). Then there exist an integer \( s \leq \text{size}(C) \) and homogeneous polynomials \( \{Q_{i,j}\}_{i,j} \) where \( \deg(Q_{i,j}) = d_j \) for \( i \in [s], j \in [t] \), such that

\[
 f = \sum_{i=1}^{s} Q_{i,1} \cdots Q_{i,t}.
\]
5.2 UPT formulas have high residue

Now we show that there exists a value of $k$ that has high residue with respect to the degrees of the factors given by the above log-product lemma.

**Lemma 5.3.** [High residue for a degree sequence] For any given canonical parse tree $T$ with $d \geq 1$ leaves, let $(d_1, \ldots, d_t) := \text{DEG-SEQ}(T)$ and $k := \text{Upt-K}(d_1, \ldots, d_t)$ where the function Upt-K is described in Algorithm 2. Then

$$\text{residue}_k(d_1, \ldots, d_t) \geq \frac{\log d - 10}{216}.$$ 

**Proof.** The definition of residue implies that it is sufficient to show that $\sum_{p=1}^{t} \left| k_p - \frac{k}{d} \cdot d_p \right| \geq \frac{\log d - 10}{108}$ for arbitrary integers $k_1, \ldots, k_t$. We now argue that this is indeed the case. Let us assume that $d > 3^{10}$ as otherwise, the lower bound on residue is trivial. We import the definitions of $\{e_i\}_{i \in [0, t]}$ (line 4), $m$ (line 6), and the function $J$ (line 8) from Algorithm 2. By Lemma 5.1, we have $d_t = 1$, $e_t = 0$, $t \geq \log_3 d + 1 \geq 11$, and for all $i \in [t-1]$,

$$e_i \in \left(\frac{e_{i-1}}{3}, \frac{2 \cdot e_{i-1}}{3}\right].$$ (18)

We have the following property of $J$.

**Claim 5.4.** For all $i \in [3m]$, we have $3^{i-1} < e_{J(i)} \leq 3^i$, hence $J : [3m] \to [t-2]$ is an injective mapping.

A proof of the above claim can be found in Section D.3. We now fix an $i \in [m]$ and $j := J(3i) \in [t-2]$ at line 12 in Algorithm 2 and continue our analysis. Note that, by the definition of $e_j$ and Equation (18),

$$d_{j+1} = e_j - e_{j+1} \in \left[\frac{e_j}{3}, \frac{2e_j}{3}\right) \subseteq \left(3^{3i-2}, 2 \cdot 3^{3i-1}\right),$$ (19)

where the last containment follows from the fact that $e_j \in (3^{3i-1}, 3^{3i})$ (by applying Claim 5.4 for the index $3i$). From line 21, we have

$$\alpha = \sum_{p=1}^{m} \frac{a_p}{3^{3p}}.$$ 

Then,

$$\alpha \cdot d_{j+1} = \left(\sum_{p=1}^{m} \frac{a_p}{3^{3p}}\right) \cdot d_{j+1} = \left(\sum_{p=1}^{i-1} \frac{a_p}{3^{3p}} + \frac{a_i}{3^{3i}} + \sum_{p=i+1}^{m} \frac{a_p}{3^{3p}}\right) \cdot d_{j+1} = s_1 + s_2 + s_3,$$

where

$$s_1 := \left(\sum_{p=1}^{i-1} \frac{a_p}{3^{3p}}\right) \cdot d_{j+1},$$

$$s_2 := \left(\frac{a_i}{3^{3i}}\right) \cdot d_{j+1},$$
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Algorithm 2 The value of \( k \) for a given sequence of degrees

1. function \( \text{UPT-K}(d_1, \ldots, d_t) \)
   
   /* Returns \( k \) which shall be the order of derivatives for the SP and APP measures. */

2. \( d = d_1 + \cdots + d_t \).

3. for \( i \in [0..t] \) do

4. \( e_i \leftarrow d - \sum_{j=1}^{i} d_j. \)

5. end for

6. \( m \leftarrow \left\lfloor \log_3 d - 1 \right\rfloor. \) /* Defining a function \( J : [3m] \rightarrow [t - 2]. */

7. for \( i \in [3m] \) do

8. \( J(i) \leftarrow \min \{ j \in [0..t] : e_j \leq 3^i \}. \)

9. end for

10. \( (a_1, \ldots, a_m) \leftarrow \text{undefined}. \)

11. for \( i \in [m] \) do

12. \( j \leftarrow J(3i). \)

13. \( b_0 \leftarrow \left( \sum_{p=1}^{i-1} \frac{a_p}{3^p} \right) \cdot d_{j+1}. \)

14. \( b_1 \leftarrow \left( \sum_{p=1}^{i-1} \frac{a_p}{3^p} + \frac{1}{3^i} \right) \cdot d_{j+1}. \) /* \( b_1 \) defined below is not used in the algorithm but will be useful in the analysis. */

15. if \( \{b_0\} \in \left[ \frac{1}{18}, \frac{17}{18} \right] \) then

16. \( a_i \leftarrow 0. \)

17. else

18. \( a_i \leftarrow 1. \)

19. end if

20. end for

21. \( \alpha \leftarrow \sum_{p=1}^{m} \frac{a_p}{3^p} \)

22. \( k \leftarrow \left\lfloor \alpha \cdot d \right\rfloor \)

23. return \( k. \)

24. end function
Note that $|b_1 - b_0| = b_1 - b_0 = \frac{d_{j+1}}{3^p} \leq \left[ \frac{1}{3^p} \right]$. We now consider two cases \{b_0\} $\in \left[ \frac{1}{18}, \frac{17}{18} \right]$ and \{b_0\} $\notin \left[ \frac{1}{18}, \frac{17}{18} \right]$ based on the if-else condition at line 15. The following simple claim whose proof can be found in Section D.4 will be helpful in analysing these cases.

**Claim 5.5.** For real numbers $b_0$ and $b_1$, if $|b_1 - b_0| \in \left[ \frac{1}{9}, \frac{8}{9} \right]$, then either \{b_0\} $\in \left[ \frac{1}{18}, \frac{17}{18} \right]$ or \{b_1\} $\in \left[ \frac{1}{18}, \frac{17}{18} \right]$.

**Case 1:** \{b_0\} $\in \left[ \frac{1}{18}, \frac{17}{18} \right]$. In this case, $a_i = 0$, so $s_2 = 0$. Because $s_1 = b_0$, we have

$$\{ \alpha \cdot d_{j+1} \} = \{ s_1 + s_2 + s_3 \} = \{ b_0 + 0 + s_3 \} = \{ b_0 \} + s_3$$

$$\{ b_0 \} + s_3 \in \left[ \frac{1}{18} - 1 + \frac{17}{18} + \frac{1}{3^p} \right] = \left[ \frac{7}{234} \cdot \frac{227}{234} \right] \cdot \frac{1}{3^p} \quad \text{(as } s_3 \leq 1/39\text{)}.$$

**Case 2:** \{b_0\} $\notin \left[ \frac{1}{18}, \frac{17}{18} \right]$. By Claim 5.5, \{b_1\} $\in \left[ \frac{1}{18}, \frac{17}{18} \right]$. As $a_i = 1$ in this case,

$$\{ \alpha \cdot d_{j+1} \} = \{(s_1 + s_2) + s_3\} = \{ b_1 + s_3 \} = \{ b_1 \} + s_3$$

$$\{ b_1 \} + s_3 \in \left[ \frac{1}{18} - 1 + \frac{17}{18} + \frac{1}{3^p} \right] = \left[ \frac{7}{234} \cdot \frac{227}{234} \right] \cdot \frac{1}{3^p} \quad \text{(as } s_3 \leq 1/39\text{)}.$$

Thus, in both the cases, we have, for all $i \in [m]$ and $j = J(3i)$ that,

$$\{ \alpha \cdot d_{j+1} \} \in \left[ \frac{7}{234} \cdot \frac{227}{234} \right].$$

As $k_{j+1}$ is an integer,

$$|k_{j+1} - \alpha \cdot d_{j+1}| \geq \left| \left\{ \alpha \cdot d_{j+1} \right\} - \alpha \cdot d_{j+1} \right|$$

$$= \min \left\{ \left\{ \alpha \cdot d_{j+1} \right\}, 1 - \left\{ \alpha \cdot d_{j+1} \right\} \right\}$$

$$\geq \frac{7}{234}.$$

Now let $X := \{ J(3i) + 1 : i \in [m - 2]\} \subseteq \{ l - 1\}$. Then the above condition translates to: For all $p \in X$,

$$|k_p - \alpha \cdot d_p| \geq \frac{7}{234} \quad \text{(20)}$$

and Equation (19) implies that

$$d_p \leq 2 \cdot 3^{(m-2)-1} \leq \frac{d}{3^6} \quad \text{(21)}$$

We thus have

$$\sum_{p=1}^t \left| k_p - \frac{k \cdot d_p}{d} \right| \geq \sum_{p \in X} \left| k_p - \frac{\alpha \cdot d}{d} \cdot d_p \right| \quad \text{ (using line } 22\text{)}$$
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\[
\sum_{p \in \mathcal{X}} |k_p - \alpha \cdot d_p| - \left| \left\{ \alpha \cdot d \right\} \cdot \frac{d_p}{d} \right| \geq \sum_{p \in \mathcal{X}} |k_p - \alpha \cdot d_p| - \frac{d_p}{d} \geq \sum_{p \in \mathcal{X}} \frac{7}{234} \sum_{p \in \mathcal{X}} - \frac{1}{36} \geq \frac{1}{36} \cdot |\mathcal{X}| = \frac{m - 2}{36} = \frac{1}{36} \cdot \left( \left\lfloor \frac{\log_3 d - 1}{3} \right\rfloor - 2 \right) \geq \frac{\log_3 d - 10}{108}.
\]

(9)

Hence, we have a lower bound for UPT formulas computing the IMM polynomial as well as a polynomial related to the NW polynomial – the next section contains the details.

5.3 Putting everything together: the UPT formula lower bound

In this section, we prove the following theorem.

**Theorem 5.6 (UPT formula lower bound for IMM).** For \( n \in \mathbb{N} \) and \( d \leq \varepsilon \cdot \log n \cdot \log \log n \), where \( \varepsilon > 0 \) is a small enough constant, any UPT formula computing \( \text{IMM}_{n,d} \) over any field \( \mathbb{F} \) has size \( n^{\Omega(\log d)} \).

**Proof.** Let \( C \) be a UPT formula computing \( \text{IMM}_{n,d} \), \( (d_1, \ldots, d_t) := \text{DEG-SEQ}(\mathcal{T}(C)) \), and \( k := \text{UPT-K}(d_1, \ldots, d_t) \). We now delve into the program \( \text{UPT-K}(d_1, \ldots, d_t) \) in Algorithm 2 to understand the range of the \( k \) that it outputs. Notice that for \( i = 1 \), \( b_0 \) gets the value 0 (at line 13), so the condition in line 15 fails resulting in the value of \( a_1 \) being 1. Hence, \( k = \lfloor \alpha \cdot d \rfloor \geq \left( \frac{\varepsilon}{36} \right) \cdot d - 1 = \frac{d}{36} - 1 \geq \frac{d}{36} \). On the other hand, \( k \leq \alpha \cdot d \leq \left( \sum_{p=1}^{\infty} \frac{1}{3^p} \right) \cdot d \leq \frac{d}{36} \leq \frac{d}{2}. \) Hence Lemma 4.7 is applicable with \( k = \text{UPT-K}(\mathcal{T}(C)) \) and \( h = \lfloor \log n \rfloor \) giving a polynomial \( P_w \) in \( \bar{n} \) (say) variables such that its SP measure is large. By Lemma 2.13, this means that there exists a UPT formula \( C' \) of similar size computing \( P_w \) (in fact, \( \mathcal{T}(C') = \mathcal{T}(C) \)).

Lemma 5.2 and Lemma 5.3 when put together give

\[
P_w = \sum_{i=1}^{s} Q_{i,1} \cdots Q_{i,t}
\]

for some \( s \leq \text{size}(C') \) such that for all \( i \in s \), \( \text{residue}_k(\text{DEG-SEQ}(\mathcal{T}(C'))) \geq \Omega(\log d) \). Here we are using the fact that \( k = \text{UPT-K}(\text{DEG-SEQ}(\mathcal{T}(C'))) \) as \( \mathcal{T}(C) = \mathcal{T}(C') \). Now since \( w \) is obtained by Lemma 4.7, applying Lemma 4.4 with \( \gamma = \Omega(\log d) \) gives that \( s \geq 2^{-O(d)} \cdot n^{\Omega(\log d)} \). Hence, \( \text{size}(C) \geq \text{size}(C') \geq s \geq 2^{-O(d)} \cdot n^{\Omega(\log d)} \).

If \( d \leq \varepsilon \cdot \log n \cdot \log \log n \) for some \( \varepsilon > 0 \), then \( \frac{d}{\log d} \leq \frac{e \cdot \log n \cdot \log \log n}{\log \log n + \log \log \log n} \leq \varepsilon' \cdot \log n \) for some \( 0 < \varepsilon' \leq \varepsilon \). Hence, \( d = \varepsilon' \cdot \log n \cdot \log d \) and \( 2^{-O(d)} \cdot n^{\Omega(\log d)} = n^{\Omega(\log d)} \) if \( \varepsilon \) (and thus \( \varepsilon' \)) is a small enough constant. \( \square \)
Remark 5.7. The above theorem can also be derived by using the complexity measure studied in \[\text{LST21}\] along with the observation that the unbounded-depth set-multilinearization due to \[\text{Raz13}\] (which increases the size by a factor of \(2^{O(d)}\)) preserves parse trees.

We also get an analogous theorem for a polynomial related to the NW polynomial.

Theorem 5.8. Let \(n \in \mathbb{N}, d \leq \epsilon \cdot \log n \cdot \log \log n\), where \(\epsilon > 0\) is a small enough constant, and \(q\) be the largest prime number between \(\left\lfloor \frac{n}{2d} \right\rfloor\) and \(\left\lfloor \frac{n}{d} \right\rfloor\). Then, any UPT formula computing \(P = \sum_{i=\lceil d/30 \rceil}^{\lfloor d/2 \rfloor} y_i \cdot NW_{q,d,i}\) (where the \(y\) variables are distinct from the \(x\) variables), over any field \(\mathbb{F}\) has size \(n^{\Omega(d)}\).

Proof. Let \(C\) be any UPT formula computing \(P, (d_1, \ldots, d_t) := \text{DEG-SEQ}(T(C))\), and \(k := \text{UPT-K}(d_1, \ldots, d_t)\). Observe that the formula \(C'\) obtained by setting \(y_i = 0\) for all \(i \in [d] \setminus \{k\}\) in \(C\) computes \(NW_{q,d,k}(x)\). It follows from the proof of Lemma 5.2 that not only is \(C'\) a UPT formula, but also that its canonical parse tree \(T(C')\) is the same \(T(C)\). Hence, \((\hat{d}_1, \ldots, \hat{d}_t) := \text{DEG-SEQ}(T(C'))\) and \(k = \text{UPT-K(DEG-SEQ}(T(C'))\). Then, arguing as in the proof of Theorem 5.6, we get that \(\text{size}(C') \geq (qd)^{\Omega(d)} = n^{\Omega(d)}\). As \(\text{size}(C') \leq \text{size}(C)\), this proves the theorem.

6 Conclusion

In this work, we prove superpolynomial lower bounds for low-depth arithmetic circuits as well as UPT formulas using the SP and APP measures. Unlike \[\text{LST21}\], which proves low-depth circuit lower bounds by proving lower bounds for low-depth set-multilinear formulas, we directly upper bound the SP and APP of low-depth homogeneous formulas. Our approach has a potential advantage: Since the set-multilinearization process incurs a loss of a factor of \(d^{O(d)}\), it is not clear if proving exponential lower bounds for low-depth set-multilinear formulas would yield exponential lower bounds for low-depth homogeneous formulas. A direct approach does not seem to incur such an inherent loss. So, it is conceivable that one might be able to prove exponential lower bounds for low-depth homogeneous formulas or other related models using a direct approach.

Problem 1. Prove exponential lower bounds for low-depth homogeneous arithmetic formulas.

Prove exponential lower bounds for low-depth, multi-r-ic formulas.

The UPT formula lower bound proved in this work is for formulas computing polynomials of degree at most \(O(\log n \cdot \log \log n)\). It would be interesting to increase the range of degrees for which our bound works. In the non-commutative setting, exponential lower bounds are known for formulas with exponentially many parse trees \[\text{LLS19}\]. It is natural to ask if the same can also be done in the commutative setting.

Problem 2. Prove an \(n^{\Omega(\log d)}\) lower bound for UPT formulas for \(d = n^{O(1)}\). Prove a superpolynomial lower bound for formulas with “many” parse trees.

\[\text{21A formula is said to be multi-r-ic, if the formal degree of every gate with respect to every variable is at most } r \text{ [KS17a,KST16b].}\]
Our work also raises the prospect of learning low-depth homogeneous formulas given black-box access using the ‘learning from lower bounds’ paradigm proposed in [GKS20,KS19a].

**Problem 3.** Obtain efficient learning algorithms for random low-depth homogeneous formulas.

To upper bound SP or APP of a homogeneous formula \( C \), we first show in Section 3 that the space of partial derivatives of \( C \) has some structure and then exploit this structure using shifts or affine projections. There might be a better way to exploit the structure of the space of partials and get better lower bounds. Some candidates for an alternate way to exploit this structure are going modulo an appropriately chosen ideal or using random restrictions along with shifts as done in [KLSS17,KS17b] for homogeneous depth-4 formulas. Exploring this possibility is also an interesting direction for future work.
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A Proofs from Section 2

A.1 Proof of Lemma 2.2

1. \[ M(a, b) = \frac{(a + b - 1) \cdots (a)}{b!} \geq \frac{a^b}{b^b} , \text{ and} \]

\[ M(a, b) \leq \frac{(a + b - 1)^b}{\left(\frac{b}{e}\right)^b} \leq \frac{(2a)^b \cdot e^b}{b^b} \leq \left(\frac{6a}{b}\right)^b. \]

2. \[ \frac{M(a, b + c)}{M(a, b)} = \left(\frac{a + b + c - 1}{b + c}\right) \cdots \left(\frac{a + b}{b + 1}\right). \]

The bounds follow from the fact that each of the above \( c \) many fractions lies between \( \frac{a}{2b} \) and \( \frac{2a}{b} \).

3. \[ \frac{M(c, d)}{M(b, d)} = \left(\frac{c + d - 1}{b + d - 1}\right) \cdots \left(\frac{c}{b}\right). \]

The lower bound follows from the fact that each of the above \( d \) many fractions is at least \( \frac{c}{b} \).

\[ \square \]
The lemma is trivially true for empty trees, so we will assume that $\mathcal{T}$ has at least one leaf.

1. In Algorithm 3, we swap the left and right subtrees of a node when the left-subtree has more leaves than the right-subtree and do not swap if the right-subtree has more nodes than the left-subtree. Because of this, it follows from a simple inductive argument that $\text{can}(\mathcal{T})$ is right-heavy and is isomorphic to $\mathcal{T}$.

2. Suppose $\text{can}(\mathcal{T}) = \text{can}(\bar{T})$. Using Item 1, we get that $\mathcal{T}$ and $\bar{T}$ are isomorphic as both of them are isomorphic to $\text{can}(\mathcal{T})$. Conversely, suppose that $\mathcal{T}$ is isomorphic to $\bar{T}$ via a bijection $\phi$. We shall use induction on the number of leaves of $\mathcal{T}$ and $\bar{T}$; if both of them have just one leaf, then we trivially have that $\text{can}(\mathcal{T}) = \text{can}(\bar{T})$. Denoting the left and right children of the root $v$ of $\mathcal{T}$ by $v_L$ and $v_R$, we get that $\mathcal{T}_{v_L}$ and $\bar{T}_{\phi(v_L)}$ are isomorphic under $\phi$ and so are $\mathcal{T}_{v_R}$ and $\bar{T}_{\phi(v_R)}$. As these trees have fewer leaves than $\mathcal{T}$ and $\bar{T}$, we have $\text{can}(\mathcal{T}_{v_L}) = \text{can}(\bar{T}_{\phi(v_L)})$ and $\text{can}(\mathcal{T}_{v_R}) = \text{can}(\bar{T}_{\phi(v_R)})$ by induction. Hence, after line 10 in the execution of Algorithm 3 on inputs $\mathcal{T}$ and $\bar{T}$, either $\text{can}(\mathcal{T}_{v_L})$ and $\text{can}(\bar{T}_{\phi(v_L)})$ are both the left child of $v$ and $\phi(v)$ respectively, or both are the right child. The same is true for $\text{can}(\mathcal{T}_{v_R})$ and $\text{can}(\bar{T}_{\phi(v_R)})$. Thus $\text{can}(\mathcal{T}) = \text{can}(\bar{T})$.

3. Note that $\phi$ also induces an isomorphism from $\mathcal{T}_v$ to $\text{can}(\mathcal{T})_{\phi(v)}$. Hence from Item 2, $\text{can}(\mathcal{T}_v) = \text{can}(\text{can}(\mathcal{T})_{\phi(v)})$. By our design of the function $\text{can}()$, note that all subtrees of a canonical tree are themselves canonical trees i.e., there exists a binary tree $\mathcal{T}'$ such that $\text{can}(\mathcal{T}') = \text{can}(\mathcal{T})_{\phi(v)}$, Thus, $\text{can}(\mathcal{T}_v) = \text{can}(\text{can}(\mathcal{T})_{\phi(v)}) = \text{can}(\text{can}(\mathcal{T}')) = \text{can}(\mathcal{T}') = \text{can}(\mathcal{T})_{\phi(v)}$. 

A.2 Proof of Proposition 2.10
A.3 APP vs skewed partials

In this section, we show that there are some lower bounds that can be proved using APP but not with the skewed partials measure (SkewP). Consider circuits of the form \( C = Q_1^{x_1} + \cdots + Q_s^{x_s} \), where \( Q_1, \ldots, Q_s \) are arbitrary polynomials of degree at most \( d \leq \frac{n}{2} \). How large an \( s \) do we need for \( C \) to compute the monomial \( P := x_1 \cdots x_n \)? [Kay12] introduced the SP measure to show that \( s = 2^\Omega(\frac{n}{d}) \). Here, we prove the same using the APP measure. However, this lower bound cannot be proved using SkewP. Let \( \mathbb{F} \) be a field of size greater than \( n \).  

### Analysing SkewP\((P)\)

The SkewP measure is defined in [KNS20]. If \( x = y \cup z \), then

\[
\text{SkewP}_{y,k}(P) := \dim \left( \left[ \frac{\partial P}{\partial m} \right]_{y=0} : m \text{ is a monomial of degree } k \text{ in } y \right).
\]

Observe that \( \text{SkewP}_{y,k}(P) \leq 1 \) for all \( y \subseteq x \) and \( k \). Hence, we cannot hope to get a lower bound on \( s \) using skewed partials.

### Analysing APP of \( C \) and \( P \)

Let \( k = \left\lfloor \frac{n}{2d} \right\rfloor \) and \( n_0 = k + 1 \). We begin by proving an upper bound on \( \text{APP}_{n_0,k}(C) \).

#### Claim A.1

**APP**\(_{n_0,k}(C) \leq s \cdot (\binom{n_0 + dk - k}{n_0}) \)

**Proof.** Observe that for all \( i \in [s] \),

\[
\mathfrak{d}^k(Q_{i}^{e_i}) \subseteq \left\{ x \leq d(k-1)Q_i^{\max(e_i,0)} \right\}.
\]

Thus, \( \text{APP}_{k,n_0}(Q_{i}^{e_i}) \leq (\binom{n_0 + dk - k}{n_0}) \). The claim follows from the sub-additivity of APP. 

We now compute \( \text{APP}_{k,n_0}(P) \).

#### Claim A.2

**APP**\(_{k,n_0}(P) = \binom{n}{k} \)

**Proof.** Fix distinct \( x_1, \ldots, x_n \in \mathbb{F} \) and let \( z = \{z_1, \ldots, z_{n_0}\} \) be a fresh set of variables. Let \( \mathcal{L} \) map \( x_i \) to \( \ell_i(z) := x_i + a_i \cdot z_1^2 + \cdots + a_i^{n_0-1} z_{n_0} \) for all \( i \in [n] \). Observe that any \( n_0 = k + 1 \) many linear forms in \( \{\ell_1, \ldots, \ell_n\} \) are linearly independent. Now,

\[
\mathfrak{d}^k(P) = \left\{ \prod_{i \in S} x_i : S \subseteq [n], |S| = n - k \right\}.
\]

We now argue that the polynomials of the set \( \pi_L(\mathfrak{d}^k(P)) = \{\pi_L(\prod_{i \in S} x_i) : S \subseteq [n], |S| = n - k\} = \{\prod_{i \in S} \ell_i : S \subseteq [n], |S| = n - k\} \) are linearly independent; this would prove the claim.

---

22This restriction on \( \mathbb{F} \) is not required. If \( |\mathbb{F}| < n \), we take any extension \( \mathbb{K} \) of size more than \( n \), consider \( C \) and \( P \) over \( \mathbb{K} \), and prove the lower bound on \( s \). Observe that the bound will continue to hold over \( \mathbb{F} \).

23Here \( x^\leq d(k-1) \) denotes the set of all monomials of degree at most \( d(k-1) \).
Consider any $F$-linear combination

$$\sum_{|S| = n-k} \beta_S \cdot \prod_{i \in S} \ell_i = 0$$

and fix an arbitrary $S'$ of size $n - k$. Observe that for every $S \neq S'$, at least one of the linear forms \{ $\ell_j : j \notin S'$ \} divides $\prod_{i \in S} \ell_i$. Thus, if $I$ is the ideal generated by \{ $\ell_j : j \notin S'$ \}, then

$$\beta_{S'} \prod_{i \in S'} \ell_i = 0 \mod I.$$ 

Since $I$ is an ideal generated by linear forms, $F[z]/I$ is a polynomial ring. This implies that $\beta_{S'} = 0$ or $\prod_{i \in S'} \ell_i = 0 \mod I$. The latter is not true: It implies that there exists an $i \in S'$ such that $\ell_i = 0 \mod I$, i.e., $\ell_i$ is an $F$-linear combination of \{ $\ell_j : j \notin S'$ \}. However, as $|[n]| \setminus S' = k$, this contradicts the fact that every $k + 1$ linear forms in \{ $\ell_1, \ldots, \ell_n$ \} are linearly independent. Thus, $\beta_{S'} = 0$. Repeating this argument for all $S' \subseteq [n]$ such that $|S'| = n - k$, we get that the elements of \{ $\prod_{i \in S} \ell_i : S \subseteq [n], |S| = n - k$ \} are linearly independent. \hfill \qed

From the above two claims, and using $k = \lceil \frac{n}{2d} \rceil$, $n_0 = k + 1$, we get,

$$s \geq \frac{(\frac{n}{k})}{(n_0 + d - k)} \geq \frac{(\frac{n}{k})^k}{(\ell(n_0 + kd - k))} \geq \frac{(\frac{n}{k})^k}{(\ell(kd + 1)')} \geq \frac{1}{\ell n^O(1)} \frac{(n/2d)^k}{(k e d)} \geq 2^k \frac{2^k}{n^{O(1)}} \geq 2^{\Omega(\#)}.$$

### B Proofs from Section 3

#### B.1 Proof of Claim 3.2

$$\partial_{\mu([k])} \left( \prod_{i \in [t]} Q_i \right) = \sum_{\kappa : [t] \rightarrow 2^{|\kappa|}, \kappa_\ell = \kappa} \prod_{i \in [t]} \partial_{\mu(\kappa)} Q_i$$

$$= \sum_{S \subseteq [t]} \left( \sum_{\kappa : [t] \rightarrow 2^{|\kappa|}, \kappa_\ell = \kappa} \prod_{i \in [t]} \partial_{\mu(\kappa)} Q_i \right)$$

$$= \sum_{S \subseteq [t]} \left( \sum_{\kappa : [t] \rightarrow 2^{|\kappa|}, \kappa_\ell = \kappa} \prod_{i \in [t]} \partial_{\mu(\kappa)} Q_i \right)$$

$$= \sum_{S \subseteq [t]} \left( \sum_{\kappa : [t] \rightarrow 2^{|\kappa|}, \kappa_\ell = \kappa} \prod_{i \in [t]} \partial_{\mu(\kappa)} Q_i \right)$$

$$= \sum_{S \subseteq [t]} \left( \sum_{\kappa : [t] \rightarrow 2^{|\kappa|}, \kappa_\ell = \kappa} \prod_{i \in [t]} \partial_{\mu(\kappa)} Q_i \right)$$

(by the definition of $R_{S,\tilde{S}}$ in (3)) \hfill \qed
B.2 Proof of Claim 3.3

\[
U_{S,\kappa} = \left( \partial_{\mu(P_S)} \prod_{i \in S} Q_i \right) \cdot \prod_{i \in \bar{S}} \partial_{\mu(\kappa_i)} Q_i \\
= \sum_{\kappa': S \to 2^{P_S}} \sum_{\cup_{i \in S} \kappa'_i = P_S} \prod_{i \in S} \partial_{\mu(\kappa'_i)} Q_i \cdot \prod_{i \in \bar{S}} \partial_{\mu(\kappa_i)} Q_i \\
= \sum_{T \subseteq S} \sum_{\kappa': S \to 2^{P_S} \text{ s.t.}} \left\{ \cup_{i \in S} \kappa'_i = P_S \right\} \prod_{i \in S \setminus T} \partial_{\mu(\kappa'_i)} Q_i \cdot \prod_{i \in T} \partial_{\mu(\kappa_i)} Q_i \\
(\text{reordering the summation based on } T) \\
= \sum_{T \subseteq S} \sum_{\kappa': S \to 2^{P_S} \text{ s.t.} \kappa'' = \kappa' \cup \kappa'''} \left\{ \cup_{i \in S} \kappa'_i = P_S \right\} \prod_{i \in S \setminus T} \partial_{\mu(\kappa'_i)} Q_i \cdot \prod_{i \in T} \partial_{\mu(\kappa_i)} Q_i \\
(\text{as } \kappa' \text{ extends } \kappa' = \kappa'' \cup \kappa''' \text{ and } \kappa \text{ extends } \bar{k} ) \\
= \sum_{T \subseteq S} \sum_{\kappa': S \to 2^{P_S} \text{ s.t.} \kappa'' = \kappa' \cup \kappa'''} \left\{ \cup_{i \in S} \kappa'_i = P_S \right\} \prod_{i \in S \setminus T} \partial_{\mu(\kappa'_i)} Q_i \\
\left(\text{because } \cup_{i \in [k]} \kappa'_i = \left( \cup_{i \in S} \kappa''_i \cup \cup_{i \in T} \kappa'_i \right) \cup \cup_{i \in \bar{k}} \kappa_i = P_S \cup \cup_{i \in [k]} \kappa_i = \cup_{i \in [k]} \kappa_i = [k] \text{ from (4)} \right) \\
= \sum_{T \subseteq S} \sum_{\kappa': S \to 2^{P_S} \text{ s.t.} \kappa'' = \kappa' \cup \kappa'''} R_{T,\kappa'' \cup \bar{k}} \\
(R_{T,\kappa'' \cup \bar{k}} \text{ is well-defined because } \kappa'' \text{ extends } \kappa'' \cup \bar{k} \text{ and (4)}) \\
= R_{S,\bar{k}} + \sum_{T \subseteq S \text{ and } \kappa': S \to 2^{P_S} \text{ s.t.} \kappa'' \subseteq \bar{k} \setminus T} \left\{ \sum_{\kappa'' \subseteq \bar{k} \setminus T} \prod_{i \in S \setminus T} \partial_{\mu(\kappa'_i)} Q_i \prod_{i \in T} \partial_{\mu(\kappa_i)} Q_i \right\} \\
(\text{separating out the case } T = S) \\
\square
B.3 Proof of Lemma 3.4 (continued)

\[ \text{APP}_{k,m_0}(Q) = \max_{L:x \rightarrow \{z\}} \dim \left( \pi_L \left( \partial^k(Q_1 \cdots Q_t) \right) \right) \]

\[ \leq \max_{L:x \rightarrow \{z\}} \dim \left( \text{Lagrange} \left( \sum_{S \subseteq [t]; k_0, \ell_0 \geq 0} \langle x^{\ell_0} \cdot \partial^{k_0} \left( \prod_{i \in S} Q_i \right) \rangle \right) \right) \]

(from Lemma 3.1)

\[ \leq \max_{L:x \rightarrow \{z\}} \dim \left( \sum_{S \subseteq [t]; k_0, \ell_0 \geq 0} \langle \pi_L \left( x^{\ell_0} \right) \cdot \pi_L \left( \partial^{k_0} \left( \prod_{i \in S} Q_i \right) \right) \rangle \right) \]

(as \( \pi_L \) distributes over addition)

(using Proposition 2.4 (Item 4) and \( \pi_L \) distributes over multiplication)

\[ \leq \max_{L:x \rightarrow \{z\}} \sum_{S \subseteq [t]; k_0, \ell_0 \geq 0} \dim \left( \pi_L \left( x^{\ell_0} \right) \right) \cdot \dim \left( \pi_L \left( \partial^{k_0} \left( \prod_{i \in S} Q_i \right) \right) \right) \]

(from Proposition 2.4 (Item 5))

\[ \leq \max_{L:x \rightarrow \{z\}} \sum_{S \subseteq [t]; k_0, \ell_0 \geq 0} \left| \pi_L \left( x^{\ell_0} \right) \right| \cdot \left| \pi_L \left( \partial^{k_0} \left( \prod_{i \in S} Q_i \right) \right) \right| \]

(as \( L \) is a map from \( x \) to \( \langle z \rangle \), \( \pi_L(m) \in z^{\ell_0} \) for any monomial \( m \) over \( x \) of degree \( \ell_0 \))

\[ \leq 2^{t \cdot d^2} \cdot \max_{k_0, \ell_0 \geq 0} M(n_0, \ell_0) \cdot M(n, k_0). \]

\[ \square \]

C Proofs from Section 4

C.1 Proof of Claim 4.3

We prove the claim by analysing the following three sub-cases.

Case (i): \( m_j < k_j \). Then, \( \eta \geq |k_j - \alpha \cdot m_j| = k_j - \alpha \cdot m_j \geq k_j - m_j \geq 1 \).
Now, let \( \alpha_1 := \sum_{v=0}^{\delta} (-1)^v \), \( \alpha_2 := (-1)^{\delta+1} \) and \( \alpha_3 := \sum_{v=0}^{\Delta-1} (-1)^v \). Then, let \( \alpha_4 := \tau^{2^\delta-1} \cdot (k_j - m_j \cdot \alpha_1) \).

Noting that \( \alpha = \alpha_1 + \alpha_2 + \alpha_3 \) we have,

\[
\eta = \tau^{2^\delta-1} \cdot |k_j - \alpha \cdot m_j| = |\tau^{2^\delta-1} \cdot k_j - \tau^{2^\delta-1} \cdot m_j \cdot (\alpha_1 + \alpha_2 + \alpha_3)| \quad \text{(as } \alpha = \alpha_1 + \alpha_2 + \alpha_3 \text{ by definition)}
\]

\[
\geq |\alpha_4 - \tau^{2^\delta-1} \cdot m_j \cdot (\alpha_1 + \alpha_2 + \alpha_3)|
\]

\[
\geq |\alpha_4 - \tau^{2^\delta-1} \cdot m_j - \tau^{2^\delta-1} \cdot m_j \cdot \alpha_1| - |\tau^{2^\delta-1} \cdot m_j \cdot \alpha_3|
\]

\[
= |\alpha_4 - \tau^{2^\delta-1} \cdot m_j| - \frac{m_j}{\tau^{2^\delta-1}} \cdot \left| \sum_{v=0}^{\Delta-1} (-1)^v \cdot \frac{\tau^{2^\delta-1} \cdot m_j}{\tau^{2^\delta-1}} \right|
\]

\[
\geq |\alpha_4 - \frac{m_j}{\tau^{2^\delta-1}}| - \frac{1}{\tau}
\]

\[
= |\alpha_4 - \frac{m_j}{\tau^{2^\delta-1}}| - o(1).
\]

(taking only the leading term of the summation)

\[
\geq |\alpha_4 - \frac{m_j}{\tau^{2^\delta-1}}| - \frac{\tau^{2^\delta-1}}{\tau^{2^\delta-1}}
\]

(since \( m_j \leq d_j \approx \tau^{2^\delta} \))

\[
\geq |\alpha_4 - \frac{m_j}{\tau^{2^\delta-1}}| - \frac{1}{\tau}
\]

\[
= |\alpha_4 - \frac{m_j}{\tau^{2^\delta-1}}| - o(1).
\]

Notice that, as \( m_j \leq d_j \approx \tau^{2^\delta} \), \( \frac{m_j}{\tau^{2^\delta}} \leq 1 \).

**Case (ii):** \( k_j \leq m_j \leq 6 \cdot k_j \). Note that

\[
m_j = \frac{6 \cdot m_j + m_j}{7} \leq \frac{6 \cdot m_j + 6 \cdot k_j}{7} = \frac{6}{7} \cdot d_j \leq \frac{6}{7} \cdot \tau^{2^\delta},
\]

and

\[
m_j \geq \frac{m_j + k_j}{2} = \frac{d_j}{2} \geq \frac{1}{4} \cdot \tau^{2^\delta}.
\]

Thus \( \frac{m_j}{\tau^{2^\delta}} \in \left[ \frac{1}{4}, \frac{6}{7} \right] \). On the other hand, \( \alpha_4 = \tau^{2^\delta-1} \cdot k_j - \tau^{2^\delta-1} \cdot m_j \cdot \alpha_1 \) is an integer since the denominators of all the terms in \( \alpha_1 \) divide \( \tau^{2^\delta-1} \). Therefore \( \frac{m_j}{\tau^{2^\delta}} \) is at least \( \min \{ 1/4, 3/4, 6/7, 1/7 \} = 1/7 \) distance from any integer, and from \( |\alpha_4| \) in particular. That is, \( |\alpha_4| - \frac{m_j}{\tau^{2^\delta}} \geq 1/7 \) and \( \eta \geq |\alpha_4| - \frac{m_j}{\tau^{2^\delta}} - o(1) \geq \Omega(1) \).

**Case (iii):** \( m_j > 6 \cdot k_j \). Then,

\[
-k_j + m_j \cdot \alpha_1 = -k_j + m_j \cdot \left( \sum_{v=0}^{\delta} \frac{(-1)^v}{\tau^{2^v-1}} \right)
\]
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\[ a_j - \frac{m_j}{\tau^2} = \left( \sum_{v=1}^{\ell} \frac{(-1)^{v-1}}{\tau^{2v-1}} \right) \]
\[ \geq -k_j + m_j - \frac{m_j}{\tau^2} \]
\[ \geq \frac{m_j}{2} - k_j \]
\[ \geq \frac{m_j}{6} - \frac{m_j}{2} = \frac{m_j}{3} \geq \frac{2}{\tau} \cdot (m_j + k_j) = \frac{2 \cdot d_j}{\tau} \geq \frac{\tau}{\tau} \geq 2. \]

Hence, \[ |a_t - \frac{m_j}{\tau^2}| = \left| \tau^{2^t-1} \cdot (-k_j + m_j \cdot a_1) - \frac{m_j}{\tau^2} \right| \geq 2 - 1 = 1 \] and \( \eta \geq \Omega(1). \)

**C.2 Proof of Lemma 4.5**

Using Lemma 3.4 (Item 2) and the fact that APP is sub-additive (Proposition 2.6), we get

\[ \text{APP}_{k,n_0}(P) \leq \sum_{i=1}^{s} \text{APP}_{k,n_0}(Q_{i,1} \cdots Q_{i,\ell}) \leq s \cdot 2^{t} \cdot d^2 \cdot \max_{k_{0,\ell_{0} \geq 0}} M(n,k_{0}) \cdot M(n_{0},\ell_{0}). \]

On the other hand, we have \( \text{APP}_{k,n_0}(P) \geq 2^{-O(d)} \cdot M(n,k). \) Putting these two together, we get for some integers \( k_{0}, \ell_{0} \geq 0 \) satisfying

\[ k_{0} + \frac{k}{d-k} \cdot \ell_{0} \leq k - \gamma, \]

that,

\[ s \geq 2^{-O(d)} \cdot 2^{-t} \cdot d^{-2} \cdot \frac{M(n,k)}{M(n,k_{0}) \cdot M(n_{0},\ell_{0})} \geq 2^{-O(d)} \cdot \left( \frac{n}{d} \right)^{O(1)}. \]

(Using Lemma 2.2 (item 1), absorbing \( 6^6 \) in \( 2^{-O(d)} \), and borrowing calculations beginning from (17))

**C.3 Proof of Lemma 4.7**

We construct the word \( w \) as follows. Let \( h' = \frac{h_k}{d-k} \in \left[ \frac{h}{2^9}, h \right] \). The word \( w \) shall consist of the following elements (the ordering of these elements shall be fixed shortly): \( h, \ldots, h \) (\( k \) times), \(- [h'], \ldots, - [h'] \) (\( k_1 \) times), \(- [h'], \ldots, - [h'] \) (\( k_1 \) times), where \( k_1 := (d-k) [h'] - kh \) and \( k_2 := d - k - k_1 \). We note that \( k_1, k_2 \in \mathbb{Z}_{\geq 0} \) and \( k + k_1 + k_2 = d \). Assuming \( [h'] = [h'] - 1 \) (even if \( h' \in \mathbb{Z} \), the calculations are similar), the total sum of the weights is

\[ \sum_{i \in [d]} w_i = kh - k_1 [h'] - k_2 [h'] = kh - k_1 ([h'] - 1) - k_2 [h'] = kh - k_1 [h'] + k_1 - k_2 [h'] \]
\[ = kh - k_1 [h'] + (d-k) [h'] - kh - k_2 [h'] = 0. \]

(22)

Now we fix the ordering of the above weights. For \( i = 1 \) to \( d \) in this order, if the sum \( \sum_{j \in [i-1]} w_j \) is non-negative (for example, this happens for \( i = 1 \)), set \( w_i \) to be an arbitrary negative weight that is available, otherwise set it to be the positive weight \( h \) (if available).
If the above procedure never runs out of positive or negative weights at any step \(i \in [d]\), then for all \(i \in [d]\), \(|w_1 + \cdots + w_i| \leq h\). In other words, \(w\) is \(h\)-unbiased. Now suppose the procedure runs out of negative weights at an index \(i \in [d]\). This means that the sum \(\sum_{j \in [i-1]} w_j\) is non-negative but there are no negative weights available among the unused weights. But then, the total sum of the weights would be equal to \(\sum_{j \in [i-1]} w_j\) plus the sum of unused weights, which is greater than 0, contradicting (22). We get a similar contradiction if there are insufficient positive weights at any point. For the rest of the proof, we fix \(w\) to be the above word. Then,

\[
k \cdot 2^h \leq n \leq d \cdot 2^h, \text{ so } 2^h \approx_{30} \left(\frac{n}{k}\right). \tag{23}\]

Denoting the variables of \(P_w\) by \(x = y \cup z\), where \(y\) are the positive variables and \(z\) are the negative variables, we take

\[
n_0 := |z| \approx_2 (d - k) \cdot 2^{h'}.
\]

Note that \(n_0 \approx 2(d - k) \cdot 2^{h'} \approx 2(d - k) \cdot 2^{h/2} \leq 2k \cdot 2^h = 2(n - n_0)\) where the last inequality follows from the fact that \(d^{-k} \cdot 2^{h'}\) is an increasing function of \(k\) when \(k \in \left[\frac{d}{2^{100}}, \frac{d}{2}\right]\) and \(h > 100\). That is, \(n_0 \leq 2n/3\) and \(n_0 \approx 2(d - k) \cdot \left(\frac{n}{2}\right)^{h/2}\) by (23) and \(k \leq \frac{d}{2}\). Also, \(n_0 \geq \frac{d-k}{2} \cdot 2^{h'} \geq \frac{d-k}{2} \cdot 2^h \geq \frac{d-k}{2} \cdot 2^3 \geq 2d\) as \(h > 100\) and \(k \leq \frac{d}{2}\). Define a map \(L : x \rightarrow \langle z\rangle\) as follows:

\[
L(x) = \begin{cases} 
0, & \text{if } x \in y, \\
x, & \text{if } x \in z.
\end{cases}
\]

We can lower bound the APP measure by using \(L\) and considering only the derivatives with respect to the set-multilinear monomials over all the positive sets, i.e., \(M_+(w)\). By the definition of the polynomial \(P_w\) and because \(\sum_{i \in [d]} w_i = 0\), for every \(m_+ \in M_+\), there exists a unique \(m_- \in M_-\) such that \(m_+ \cdot m_-\) is a monomial in \(P_w\) and vice versa.\(^{24}\) Hence the set of all derivatives of \(P_w\) with respect to monomials in \(M_+\) is exactly \(M_-\), yielding

\[
\partial^k (P_w) \supseteq M_- (w). \tag{24}
\]

Using the fact that \(\sum_{i \in [d]} w_i = 0\) and (23), the size of \(M_- (w)\) is

\[
|M_- (w)| = 2^{\sum_{i \in [d]} w_{i < 0} |w_i|} \geq 2^h \geq 2^{-O(k)} \left(\frac{n}{k}\right)^k \geq 2^{-O(d)} \cdot M(n, k). \tag{25}
\]

The last bound follows from Lemma 2.2 (Item 1), as \(n \geq n_0 \geq d \geq k\). As the substitution \(\pi_L\) does not affect negative variables, thus,

\[
\text{APP}_{k,n_0} (P_w) \geq \dim \left(\pi_L \left(\partial^k (P_w)\right)\right) \geq \dim \left(\pi_L (M_- (w))\right) = \dim (M_- (w)) \geq 2^{-O(d)} \cdot M(n, k).
\]

We now analyze the shifted partials of the same polynomial with \(\ell := \left\lceil \frac{n \cdot d}{n_0} \right\rceil\). Recall that \(n_0 \leq 2n/3\).

\[
\text{SP}_{k,\ell} (P_w) \geq \dim \left(\chi^\ell \cdot \partial^k (P_w)\right)
\]

\(^{24}\)Recall the definition of \(P_w\) from Section 2. Because \(|M_+| = |M_-|\), the bit representations of \(m_+\) and \(m_-\) are the same. However, they can have different degrees.
\[ \geq \dim \left\langle y^f \cdot \mathcal{M}_-(w) \right\rangle \quad \text{(as } x \supseteq y \text{ and (24))} \]
\[ \geq \left| y^f \cdot \mathcal{M}_-(w) \right| \quad \text{(since } \mathcal{M}_-(w) \subseteq z^{d-k} \text{ and } y \cap z = \emptyset) \]
\[ = M(n - n_0, \ell) \cdot 2^{-O(d)} \cdot M(n, k) \quad \text{(using } |y| = |x| - |z| \text{ and (25))} \]
\[ \geq M(n, \ell) \cdot \left( 1 - \frac{n_0}{n} \right)^\ell \cdot 2^{-O(d)} \cdot M(n, k) \quad \text{(using Lemma 2.2 (Item 3))} \]
\[ \geq M(n, \ell) \cdot \left( 1 - \frac{n_0}{n} \right)^n \cdot 2^{-O(d)} \cdot M(n, k) \]
\[ \geq 2^{-O(d)} \cdot M(n, k) \cdot M(n, \ell). \quad \text{(since } (1 - x)^{1/x} \geq 1/3 \sqrt{3} \text{ for } x := n_0/n \leq 2/3) \]

C.4 Proof of Lemma 4.8

We begin by obtaining bounds on the value of \( \ell \).

Claim C.1. \( n_0 = o(qd), d^2 = o(\ell) \) and \( \ell = o(qd) \).

**Proof.**

\[ n_0 = 2(d - k) \left( \frac{qd}{k} \right)^{\frac{1}{2\sqrt{2}}} \]
\[ \leq 2(d - k) \left( \frac{qd}{k} \right)^{\frac{d/2 - \sqrt{2}/8}{\sqrt{2} + \sqrt{2}/8}} \quad \text{(because } k = o(qd) \text{ and } k \leq \frac{d}{2} - \frac{\sqrt{d}}{8} \text{)} \]
\[ = 2(d - k) \cdot \frac{qd}{k} \cdot \left( \frac{k}{qd} \right)^{\frac{2}{2\sqrt{3} + 1}} \]
\[ \leq 2d \cdot qd \cdot \frac{1}{(qd)^{2\sqrt{3}} \cdot 2^{\sqrt{3}} \log{q}} \]
\[ \leq 2d \cdot qd \cdot \frac{1}{2^{5\sqrt{3}}} \cdot \frac{1}{\log{q}} \]

As \( d \leq \frac{1}{150} \left( \log{n} \log \log{n} \right)^2 \) and \( qd \geq q \), \( \frac{\log{qd}}{2\sqrt{3}} \geq \frac{12\log{\log{n}}}{3} = 4 \log \log{n} \). As \( \log{d^2} \leq 4 \log \log{n} - \omega(1), \)
\( \frac{\log{qd}}{2\sqrt{3} \log{n}} = \log{d^2} + \omega(1) \) and \( \frac{\log{qd}}{\log{n}} = \omega(d^2) \). Thus, \( n_0 = o(q) = o(qd) \).25 Now, \( \ell \geq \frac{qd^2}{n_0} - 1 \geq \frac{qd^2}{o(q)} - 1 = \omega(d^2) \). Thus, \( d^2 = o(\ell) \). Also,

\[ \ell \leq \frac{qd^2}{n_0} \]

\[ ^{25}\text{In this proof, we need } n_0 = o(q). \text{ However, we require } n_0 = o(n), \text{ in Section C.5 and so we have mentioned } n_0 = o(qd) \text{ in the statement of the claim.} \]
\[
\begin{align*}
&= \frac{qd^2}{2(d-k)} \left( \frac{k}{qd} \right)^{\frac{1}{2d}} \\
&\leq \frac{qd^2}{2(d-k)} \left( \frac{k}{qd} \right)^{\frac{1}{2d}} \\
&\leq k \cdot (qd)^{\frac{1}{2d}} \\
&= o(n)
\end{align*}
\]

because \( k = o(qd) \) and \( \frac{d}{30} \leq k \)

as \( k \leq \frac{d}{2} \)

because \( k \leq \log^2 n \) and \( qd \leq n \).

\[\square\]

Let

\[
S = \left\{ \prod_{i \in [k+1...d]} x_{i,h(i)} : h \in \mathbb{F}_q[z], \deg(h) < k \right\}
\]

and

\[
T = \{ m : \exists \text{ monomials } m_1, m_2, \deg(m_1) = \ell, m_2 \in S \text{ and } m = m_1m_2 \}.
\]

Observe that \( T \subseteq \langle x^d \partial^k NW_{q,d,k} \rangle \) and so, \( \text{SP}_{k,\ell}(NW_{q,d,k}) \geq |T| \). We obtain a lower bound on \(|T|\).

For \( h \in \mathbb{F}_q[z] \) such that \( \deg(h) < k \), let

\[
T_h = \left\{ m_1 \prod_{i \in [k+1...d]} x_{i,h(i)} : \deg(m_1) = \ell \right\}.
\]

Then, \( T = \bigcup_{h \in \mathbb{F}_q[z] : \deg(h) < k} T_h \). Thus, from the inclusion-exclusion principle,

\[
|T| \geq \sum_{h \in \mathbb{F}_q[z] : \deg(h) < k} |T_h| - \sum_{h_1 \neq h_2 \in \mathbb{F}_q[z] : \deg(h_1),\deg(h_2) < k} |T_{h_1} \cap T_{h_2}|.
\] (26)

**Lower bound on** \( \sum_h |T_h| \). Fix an \( h \in \mathbb{F}_q[z] \) such that \( \deg(h) < k \). Then, since for monomials \( m_1 \neq m_2, m_1 \cdot \prod_{i \in [k+1...d]} x_{i,h(i)} \neq m_2 \cdot \prod_{i \in [k+1...d]} x_{i,h(i)}, |T_h| = \binom{qd+\ell-1}{qd-1}. \) Hence,

\[
\sum_{h \in \mathbb{F}_q[z] : \deg(h) < k} |T_h| = |S|^k \cdot \binom{qd+\ell-1}{qd-1} = q^k \cdot \binom{qd+\ell-1}{qd-1}.
\] (27)

**Upper bound on** \( \sum_{h_1 \neq h_2} |T_{h_1} \cap T_{h_2}| \). For \( h_1, h_2 \in \mathbb{F}[z] \) such that \( \deg(h_1), \deg(h_2) < k \), we say that \( |h_1 \cap h_2| = r \) if \( |\{h_1(k+1),...,h_1(d)\} \cap \{h_2(k+1),...,h_2(d)\}| = r \). Now

\[
\sum_{h_1 \neq h_2} |T_{h_1} \cap T_{h_2}| = \sum_{r=0}^{k-1} \sum_{h_1 \neq h_2, |h_1 \cap h_2| = r} |T_{h_1} \cap T_{h_2}|.
\] (28)

Fix \( h_1 \) and \( h_2 \) such that \( |h_1 \cap h_2| = r \). Let \( m_1 = \prod_{i \in [k+1..d]} x_{i,h_1(i)} \) and \( m_2 = \prod_{i \in [k+1..d]} x_{i,h_2(i)} \). A monomial \( m \in T_{h_1} \cap T_{h_2} \) if and only if there exist degree \( \ell \) monomials \( m_1' \) and \( m_2' \) such that
Proof. We shall show that for all $m = m_1 m_2 = m' m_2$. Thus \( \frac{m_2}{\gcd(m_1, m_2)} \) must divide \( m' \). As \( |h_1 \cap h_2| = r, \gcd(m_1, m_2) \) has degree \( r \), and so \( \frac{m_2}{\gcd(m_1, m_2)} \) has degree \( d - k - r \). Hence the number of possible monomials \( m' \), and thus the number of possible monomials \( m \) is at most \( (q^{d + 1 + d + k + r})^{q^{d - 1}} \). Now, the number of possible polynomials \( h_1 \) and \( h_2 \) such that \( |h_1 \cap h_2| = r \) is at most \( (d')^k q^k r \). Hence,
\[
\sum_{h_1 \neq h_2; |h_1 \cap h_2| = r} |T_{h_1} \cap T_{h_2}| \leq q^{2k - r} \cdot \binom{d - k}{r} \left( \frac{q^d \ell + d + k + r - 1}{q^d - 1} \right).
\]

Claim C.2. For \( r \in [0..k - 1] \), let \( \chi(r) = q^{2k - r} \cdot \binom{d - k}{r} \left( \frac{q^d \ell + d + k + r - 1}{q^d - 1} \right) \). Then \( \chi(0) \geq \chi(r) \) for all \( r \in [k - 1] \).

Proof. We shall show that for all \( r \in [0..k - 2] \), \( \frac{\chi(r + 1)}{\chi(r)} < 1 \); this will prove the claim. Fix any \( r \in [0..k - 2] \).

\[
\frac{\chi(r + 1)}{\chi(r)} = \frac{q^{2k - r} \cdot \binom{d - k}{r} \left( \frac{q^d \ell + d + k + r}{q^d - 1} \right)}{q^{2k - r} \cdot \binom{d - k}{r} \left( \frac{q^d \ell + d + k + r - 1}{q^d - 1} \right)}
\]

\[
= 1 \cdot \frac{(d - k)!}{(r + 1)! (d - k - r)!} \cdot \frac{(q^d \ell + d - k + r)!}{(q^d \ell + d - k + r + 1)!} \cdot \frac{(q^d \ell + d - k + r - 1)!}{(q^d \ell + d - k + r)!} \cdot \frac{q^d \ell - d + k + r}{q^d \ell - d + k + r + 1}
\]

\[
= \frac{d}{q} \cdot \frac{(1 + o(1))q^d}{(1 - o(1))q^d}
\]

\[
= (1 + o(1)) \frac{d^2}{\ell}
\]

(by Claim C.1)

where the second to last inequality follows from \( k, r \geq 0, \ell, d, k, r = o(n) \) and \( d, k, r = o(\ell) \) (Claim C.1), and the last equality from the fact that \( d^2 = o(\ell) \) (Claim C.1).

From Equations (28), (29), and the above claim, we get
\[
\sum_{h_1 \neq h_2} |T_{h_1} \cap T_{h_2}| \leq k \cdot q^{2k} \cdot \binom{d + \ell - d + k - 1}{q^d - 1}.
\]

Thus from Equations (26), (27), and (30),
\[
|T| \geq q^k \cdot \binom{q^d + \ell - 1}{q^d - 1} - k \cdot q^k \cdot \binom{q^d + \ell - d + k - 1}{q^d - 1}
\]

\[
= q^k \cdot \binom{q^d + \ell - 1}{q^d - 1} \left( 1 - k \cdot q^k \cdot \binom{q^d + \ell - d + k - 1}{q^d - 1} \right)
\]

(31)

\( ^{26} \)This is so because \( |h_1 \cap h_2| = r \) implies that \( h_1 - h_2 = (z - a_1) \cdots (z - a_r) \cdot g(z) \), where \( a_1, \ldots, a_r \) are distinct elements in \( [k + 1..d] \) and \( g(z) \) is a polynomial of degree at most \( d - k \).
Claim C.3. \( \frac{k \cdot q^{2k} \cdot (q^d + \ell - d + k - 1)}{q^{k} \cdot (q^d + \ell - d + k - 1)} \leq \frac{1}{2} \).

Proof.

\[
\frac{k \cdot q^{2k} \cdot (q^d + \ell - d + k - 1)}{q^{k} \cdot (q^d + \ell - d + k - 1)} = k \cdot q^{k} \cdot \frac{(q^d + \ell - d + k - 1)!}{(q^d - 1)! \cdot (\ell - d + 1)!} \leq k \cdot q^{k} \cdot \frac{\ell \cdot (\ell - 1) \cdot (\ell - 2) \cdots (\ell - d + k + 1)}{(q^d + \ell - d + k - 1) \cdot (q^d + \ell - d + k - 2) \cdots (q^d + \ell - d + k)} \leq k \cdot q^{k} \cdot \frac{1}{(q^d - 1) \cdot (q^d - 2) \cdots (q^d - d + k + 1)} \leq k \cdot q^{k} \cdot \frac{1}{(q^d - 1) \cdot (q^d - 2) \cdots (q^d - d + k + 1)} = (1 + o(1)) \cdot k \cdot q^{k} \cdot \frac{d}{(n_0)}^{d - k} = (1 + o(1)) \cdot k \cdot q^{k} \cdot \frac{d}{2(d - k)}^{d - k} \cdot \left(\frac{k}{q^d}\right)^k \leq (1 + o(1)) \cdot k \cdot \left(\frac{1}{2}\right)^k \leq \frac{1}{2},
\]

when \( d \geq 120 \).

Thus, from Equation (31) and \( k = \Theta(d) \), we get

\[
|T| \geq \frac{1}{2} \cdot q^{k} \cdot \left(\frac{q^d + \ell - 1}{q^d - 1}\right) \geq 2^{-O(d)} \cdot \left(\frac{k}{q^d}\right)^k \cdot \frac{q^d + \ell - 1}{q^d - 1} \geq 2^{-O(d)} \cdot \left(\frac{q^d + k - 1}{q^d - 1}\right) \cdot \frac{q^d + \ell - 1}{q^d - 1},
\]

where the last inequality follows from Lemma 2.2. Recall that \( SP_{k,\ell}(NW_{q,d,k}) \geq |T| \). Hence, \( SP_{k,\ell}(NW_{q,d,k}) \geq 2^{-O(d)} \cdot M(q,d,k) \cdot M(q,d,\ell) \).

C.5 Details about the non-set-multilinear hard polynomial

Using an analysis similar to the one in the proof of Claim C.1, it can be shown that \( n_0 = o(n) \). Also, from the proof of Lemma 4.2, \( k \in \left[ \frac{d}{4}, \frac{d}{2} \right] \). Let us assume that \( \Delta \geq 2 \); the case of \( \Delta = 1 \) is simple and can be handled separately. Then, as \( \frac{k}{q^d} \leq \alpha \leq 1 - \frac{1}{2\tau} \leq 1 - \frac{1}{2\sqrt{d}}, k \leq d - \frac{\sqrt{d}}{2} - k + \frac{k}{2\sqrt{d}}, \) and hence \( k \leq d - \frac{\sqrt{d}}{4} + \frac{k}{4\sqrt{d}} \leq d - \frac{\sqrt{d}}{4} + \frac{\sqrt{d}}{8\sqrt{d}} = d - \frac{\sqrt{d}}{8} \).
Claim C.4. $|M_y| \leq |M_z|$. 

Proof. $|M_y| = \binom{n_1 + k - 1}{n_1 - 1}$ and $M_z = \binom{n_0 + d - k - 1}{n_0 - 1}$. Thus,

$$|M_z| = \frac{(n_0 + d - k - 1)(n_0 + d - k - 2) \cdots n_0}{(n_1 + k - 1)(n_1 + k - 2) \cdots n_1} \cdot \frac{k!}{(d - k)!} \geq \frac{k! \cdot n_0^{d-k}}{(d - k)!} \cdot \frac{1}{n_1^k} \cdot \left(1 + \frac{k}{n_1} \right)^k$$

$$\geq (1 - o(1)) \cdot \frac{n_0^{d-k}}{(d - k)!} \cdot \left( (2 - o(1))(d - k) \right)^{d-k} \cdot \frac{1}{n_1^k} \frac{n_0^{d-k}}{k!}$$

(replacing $n_0$ by its value and as $n_0 = o(n), n_1 = \Theta(n) = \omega(k^2)$)

$$\geq (1.9)^{d-k} \frac{(1 - o(1)) \sqrt{2\pi k} \left( \frac{k}{e} \right)^k}{(1 + o(1)) \sqrt{2\pi (d - k)} \left( \frac{d-k}{e} \right)^{d-k}} \cdot \frac{(d-k)^{d-k}}{k^k}$$

(using Sterling’s approximation)

$$\geq (1.8)^{d-k} \cdot d^{d-k} \cdot \sqrt{\frac{k}{d-k}} \cdot 1$$

$$\geq 1,$$ for $d \geq 120$. \qed

Claim C.5. $M(n_1, k) \geq 2^{-O(k)} M(n, k)$. 

Proof. As $n_1 = \Theta(n) \geq k$, from Lemma 2.2, we get

$$M(n_1, k) \geq \binom{n_1}{k} \geq \left( \frac{n}{k} \right)^k \left( 1 - \frac{n_0}{n} \right)^k \geq \left( \frac{n}{k} \right)^k \cdot e^{-\frac{2kn_0}{n}} \geq 2^{-O(k)} \cdot \left( \frac{6n}{k} \right)^k \geq 2^{-O(k)} \cdot M(n, k),$$

where the third to last inequality follows from $n_0 = o(n)$ and the last inequality follows from $n \geq k$ and Lemma 2.2. \qed

C.6 Can we avoid the $2^{-O(k)}$ factor loss in our lower bounds? 

In this section, we will work with the shifted partials measure, but the conclusion also holds for APP. For any homogeneous polynomial $P \in \mathbb{F}[x_1, \ldots, x_n]$ of degree $d$ and any choice of parameters $k < d$ and $\ell$, note that

$$\text{SP}(P) \leq \min \{ M(n, k) \cdot M(n, \ell), M(n, \ell + d - k) \}.$$ 

Hence, the best possible lower bound with our current estimates for the measure (from Lemma 3.4), for fixed values of $n, d, k, \gamma$, is at most

$$\Lambda := \max_{\ell} \left\{ \frac{\min \{ M(n, k) \cdot M(n, \ell), M(n, \ell + d - k) \}}{\max_{k_0, \ell_0 \geq 0: k_0 + \frac{1}{2} \ell_0 \leq k - \gamma} M(n, k_0) \cdot M(n, \ell + \ell_0)} \right\}. \quad (32)$$
We claim that the above quantity is at most $2^{-\Omega(k)} \cdot n^{O(\gamma)}$ as long as $d \leq n^{1/4}$. We will assume that $k \leq d/2$ as the other case simply reduces to this case. Also, we assume that $\gamma = o(k)$ as otherwise the multiplicative factor of $2^{-\Omega(k)}$ is irrelevant. The maximum of the R.H.S. in (32) is attained for the choice of $\ell$ when $M(n, k) \cdot M(n, \ell)$ and $M(n, \ell + \ell - k)$ are the closest. Notice that $\frac{M(n, k) \cdot M(n, \ell)}{M(n, \ell + \ell - k)}$ increases along with $\ell$. Also, as $k \leq d/2$, there are values of $\ell$ for which the ratio is less than 1 and greater than 1. Thus we can fix $\ell$ (for a given $k$) such that $M(n, k) \cdot M(n, \ell) = M(n, \ell + \ell - k)$ (we use an exact equality here for brevity). Then,

$$\Lambda \leq \max_{k_0, \ell_0 \geq 0: \frac{k}{\ell} \ell_0 \leq k - \gamma} \frac{M(n, k) \cdot M(n, \ell)}{M(n, k_0) \cdot M(n, \ell + \ell_0)}$$

$$= \min_{k_0, \ell_0 \geq 0: \frac{k}{\ell} \ell_0 \leq k - \gamma} \frac{M(n, k) \cdot M(n, \ell)}{M(n, k_0) \cdot M(n, \ell + \ell_0)} \quad (33)$$

We have two cases depending on how large the value of $\ell$ is.

**Case 1:** $\ell \geq d^2$.

$$\frac{M(n, k) \cdot M(n, \ell)}{M(n, k_0) \cdot M(n, \ell + \ell_0)} \leq \frac{M(n, k)}{M(n, k_0) \cdot (1 + \frac{n - 1}{\ell + \ell_0})^{\ell_0}}$$

$$\leq \frac{4 \cdot M(n, k)}{M(n, k_0) \cdot (1 + \frac{n - 1}{\ell + 1})^{\ell_0}} \quad (\ell_0 \leq d \text{ and } \ell \geq d^2 \text{ implies that } (\ell + \ell_0 \frac{\ell_0}{\ell + 1})^{\ell_0} \leq 4)$$

$$\leq \frac{4 \cdot M(n, k)}{M(n, k_0) \cdot M(n, k)^{\ell_0/(d - k)}}$$

(using $(1 + \frac{n - 1}{\ell + 1})^{d - k} \geq \frac{M(n, \ell + d - k)}{M(n, \ell)}$ and $M(n, k) \cdot M(n, \ell) = M(n, \ell + d - k)$

$$\leq \frac{4 \sqrt{2\pi k_0} \cdot (1 + o(1))^k \cdot (en/k)^{\frac{k}{2}} \cdot e^{-\frac{k}{2}} \cdot \ell_0}{(en/k_0)^{\ell_0}}$$

(33) (using Sterling’s approximation and $k_0 = o(n)$)

**Case 2:** $\ell \leq d^2 \leq \sqrt{n}$. In this regime, ignoring some polynomial factors, $M(n, k) = \left(\frac{en}{k}\right)^k$, $M(n, \ell) = \left(\frac{en}{\ell}\right)^\ell$ (unless $\ell$ is 0, in which case we may take $\ell = 1$ as this does not alter the quantities we are considering by more than linear factors) and $M(n, \ell + d - k) = \left(\frac{en}{\ell + d - k}\right)^{\ell + d - k}$. Similarly, $M(n, k_0) = \left(\frac{en}{k_0}\right)^{\ell_0}$ and $M(n, \ell + \ell_0) = \left(\frac{en}{\ell + \ell_0}\right)^{\ell + \ell_0}$. These approximations follow as we can upper bound $\left(1 + \frac{x}{y}\right)^x$, and upper and lower bound $\left(1 - \frac{x}{y}\right)^x$ by a constant when $x^2 = O(y)$. Note that the real valued function defined by $f(x) := x \cdot \ln(en/x)$ over $x \in [1, \ell + d - k]$ is concave. Hence applying Jensen’s inequality we obtain that $f(\ell + \ell_0) - f(\ell) \geq \ell_0^{\ell_0} \cdot \left(\frac{en}{\ell + d - k}\right)^{\ell + d - k} - \frac{\ell_0}{\ell + d - k} - f(\ell)$ or equivalently, $\left(\frac{en}{\ell + d - k}\right)^{\ell + \ell_0} \geq \left(\frac{en}{\ell + d - k}\right)^{\ell + \ell_0} \cdot \left(\frac{en}{\ell + d - k}\right)^\ell_0 = \text{poly}(n, d) \cdot \left(\frac{en}{\ell + d - k}\right)^{\ell_0}$ as $M(n, k) M(n, \ell) = M(n, \ell + d - k)$ and $\ell_0 \leq d - k$. Therefore,
\[
\frac{M(n,k)\cdot M(n,\ell)}{M(n,k_0)\cdot M(n,\ell + \ell_0)} \leq \text{poly}(n,d) \cdot \frac{\left(\frac{en}{k}\right)^k \cdot \left(\frac{en}{\ell}\right)^\ell}{\left(\frac{en}{k_0}\right)^k \cdot \left(\frac{en}{\ell + \ell_0}\right)^{\ell + \ell_0}} \leq \text{poly}(n,d) \cdot \left(\frac{en}{k}\right)^{k - \frac{k}{\ell - 2}} \cdot \left(\frac{en}{k_0}\right)^{k_0}.
\]

Thus, in both cases, ignoring some polynomial factors and \((1 + o(1)) k \leq 2^{o(k)}\) because they are asymptotically smaller than the \(2^{\Omega(k)}\) factor, we get that

\[
\Lambda \leq \min_{k_0,\ell_0 \geq 0: k_0 + \frac{k}{\ell - 2} \leq k - \gamma} \frac{\left(\frac{en}{k}\right)^{k - \frac{k}{\ell - 2}} \cdot k_0}{\left(\frac{en}{k_0}\right)^{k_0}},
\]

(34)

Thus to show that \(\Lambda \leq 2^{-\Omega(k)\cdot n^{O(\gamma)}}\), we only need to show that there exist values of \(k_0\) and \(\ell_0\) for which the fraction in the R.H.S. of (34) is at most \(2^{-\Omega(k)\cdot n^{O(\gamma)}}\). To find such \(k_0,\ell_0\), we let \(k_0\) be a function of \(\ell_0\) defined as \(k_0 = \left\lfloor k - \gamma - \frac{k}{\ell_0 - 2}\right\rfloor\). As we keep adding 1 to \(\ell_0\) starting from \(\left\lfloor \frac{d-k}{3} \right\rfloor\) to \(\left\lfloor \frac{d-k}{2} \right\rfloor\), note that \(k_0\) decreases from nearly \(\left\lfloor 2k/3 - \gamma \right\rfloor\) to nearly \(\left\lfloor k/2 - \gamma \right\rfloor\), with the decrease being at most 1 at a time (as \(k \leq d - k\)). Therefore, as \(\gamma = o(k)\), there must be a choice of \(\ell_0 \in [0,(d-k)]\) such that \(k_0 \approx 2k/3\). Further, for this value of \(\ell_0\) and \(k_0\), we also have \(k - \gamma - 1 \leq k_0 + \frac{k}{\ell_0 - 2} \leq k - \gamma\). Thus, (34) yields \(\Lambda \leq 2^{-\Omega(k)\cdot n^{O(\gamma)}}\).

## D Proofs from Section 5

### D.1 Proof of Lemma 5.1

By induction on \(d\). If \(d = 1\), then \(\text{DEG-SEQ}(T) = (d_1) = (1)\), so all the conditions are trivially met. For \(d \geq 2\), consider the node \(v\) of \(T\) defined at line 10 of Algorithm 1. Suppose the left and right children of \(v\) are \(v_L\) and \(v_R\) respectively. We have

\[
\text{leaves}(v) = \text{leaves}(v_L) + \text{leaves}(v_R) \leq 2 \cdot \text{leaves}(v_R) \leq \frac{2d}{3}.
\]

Then by line 11,

\[
e_1 = d - d_1 = \text{leaves}(v) \in \left[\frac{d}{3}, \frac{2d}{3}\right] = \left[\frac{\ell_0}{3}, \frac{2\ell_0}{3}\right].
\]

Note that if \(v\) itself was a leaf, then \(\text{leaves}(v) \leq \frac{2d}{3}\) still holds as \(d \geq 2\). From line 12, it is evident that \((d_2, \ldots, d_i) = \text{DEG-SEQ}(T_0)\). As the number of leaves in \(T_0\) is \(\text{leaves}(v) < d\), by induction, we have that for all \(i \in [1, t-2]\),

\[
f_i \in \left[\frac{f_{i-1}}{3}, \frac{2f_{i-1}}{3}\right]
\]
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where \( f_i := \text{leaves}(v) - \sum_{j=2}^{i+1} d_j \). But, notice that \( f_i = d - d_1 - \sum_{j=2}^{i+1} d_j = e_{i+1} \). Hence, we have, for \( i \in [t-1] \),

\[
e_i = f_{i-1} \in \left( e_{i-2} \cdot \frac{2f_{i-2}}{3}, \frac{2e_{i-2}}{3} \right) = \left( \frac{e_{i-1}}{3}, \frac{2e_{i-1}}{3} \right).
\]

Also, by induction, we trivially get \( d_1 = 1 \) and \( e_i = d - d_1 - \sum_{j=2}^{t} d_j = \text{leaves}(v) - \sum_{j=2}^{t} d_j = 0 \).

Using \( e_i \in \left( \frac{e_{i-1}}{3}, \frac{2e_{i-1}}{3} \right) \) and \( e_0 = d \), we get \( e_i \in \left( \frac{d}{3}, \frac{2d}{3} \right) \), so \( 1 = d_i = e_{i-1} - e_i = e_{i-1} \). Hence, \( \frac{d}{3^r} \leq 1 \leq \frac{2^{r-1}d}{3^r} \) and \( \log_3 d + 1 \leq t \leq \log_{3/2} d + 1 \). \(\square\)

### D.2 Proof of Lemma 5.2

The proof is by induction on the size of the formula \( C \). In the base case, \( C \) computes a variable, say \( x_1 \). Then, we have \( d = s = \text{size}(C) = t = d_1 = 1 \) and \( f = x_1 \), all consistent with the lemma statement.

Let \( v \) be the node in the canonical parse tree \( T := T(C) \) at line 10 in Algorithm 1 – that is, it is the last node in the rightmost path of \( T \) which has more than \( \frac{d}{3} \) leaves in its subtree. Now, let \( P \) be an arbitrary parse tree of \( C \) and let \( \phi \) denote an isomorphism from \( P \) to \( T \) – we know such an isomorphism exists from Proposition 2.10. Let \( u \) be the node in \( P \) such that \( \phi(u) = v \). Let \( g \) be the multiplication gate in \( C \) that corresponds to \( u \).

Recall that \( C_g \) and \( C_{g \leftarrow y} \), respectively, denote the sub-formula at \( g \) and the formula obtained by replacing the gate \( g \) with \( y \), where \( y \) could be a new variable or a constant from the field. Due to homogeneity, \( \deg(C_g) = \text{leaves}(u) = \text{leaves}(v) \). Also, note that \( C_g \) is a UPT formula as it is a sub-formula of \( C \). However, the formula \( C_{g\leftarrow 0} \) need not be homogeneous, as we require all the leaves of homogeneous formulas to be labelled by variables. Nevertheless, one can easily eliminate the zero gates by simplifying the formula using the rules \( g' \times 0 = 0 \) and \( g' + 0 = g' \); this ultimately results in a homogeneous formula. In fact, we argue below that it would be a UPT formula.

Let \( h \) be the first addition gate on the path from \( g \) to the root of \( C \). If no such gate exists, then \( C_{g \leftarrow 0} = 0 \) and thus can be considered to be a UPT formula with its canonical parse tree being the empty tree. Otherwise, let \( h' \) be the child of \( h \) such that \( g \) is in the subformula rooted at \( h' \). Then, \( C_{g \leftarrow 0} = 0 \) is equivalent to the formula obtained by removing the edge from \( h' \) to \( h \) in \( C \) and the entire sub-formula at \( h' \). Now, a parse tree is constructed by picking only one child of every addition gate. Since \( C_{g \leftarrow 0} = 0 \) is equivalent to the formula obtained by removing a child of an addition gate from \( C \), every parse tree of \( C_{g \leftarrow 0} \) is also a parse tree of \( C \). Thus, \( C_{g \leftarrow 0} \) is a UPT formula. We will make use of the fact that \( C_g \) and \( C_{g \leftarrow 0} \) are UPT formulas later.

For a new variable \( y \), the formula \( C_{g \leftarrow y} \) uses exactly one copy of \( y \), so \( C_{g \leftarrow y} \) computes a polynomial in \( \mathbb{F}[x_1, \ldots, x_n, y] \) of the form \( A_g \cdot y + B_g \), where \( A_g \) and \( B_g \) are polynomials in \( \mathbb{F}[x_1, \ldots, x_n] \). Substituting the variable \( y \) to 0 in \( C_{g \leftarrow y} = A_g \cdot y + B_g \), we see that \( B_g \) is computed by the formula \( C_{g \leftarrow 0} \). Plugging in \( y \) to be the polynomial computed by \( C_g \) results in the original formula \( C \). Therefore,

\[
C = C_{g \leftarrow y} \mid_{y = c_g} = A_g \cdot C_g + B_g = A_g \cdot C_g + C_{g \leftarrow 0}.
\]

It is easy that \( A_g \) is a homogeneous polynomial of degree \( d - \text{leaves}(v) \).
As $C_g$ and $C_{g\leftarrow 0}$ are smaller formulas compared to $C$, by induction, we have the expressions:

$$C_g = \sum_{i=1}^{s_1} Q_{i,1}^{(1)} \cdots Q_{i,t_i}^{(1)}$$

and

$$C_{g\leftarrow 0} = \sum_{i=1}^{s_2} Q_{i,1}^{(2)} \cdots Q_{i,t_2}^{(2)}$$

for some homogeneous polynomials $\{Q_{i,j}^{(1)}\}_{i,j}$ and $\{Q_{i,j}^{(2)}\}_{i,j}$, $t_1 \geq 1$, $t_2 \geq 1$, $s_1 \in [0..\text{size}(C_g)]$, and $s_2 \in [0..\text{size}(C_{g\leftarrow 0})]$. Plugging these expressions in (35), we get

$$C = A_g \cdot C_g + C_{g\leftarrow 0} = A_g \cdot \sum_{i=1}^{s_1} Q_{i,1}^{(1)} \cdots Q_{i,t_i}^{(1)} + \sum_{i=1}^{s_2} Q_{i,1}^{(2)} \cdots Q_{i,t_2}^{(2)}$$

(36)

Since the canonical parse tree of $C_g$ is

$$\mathcal{T}(C_g) = \text{can}(\mathcal{P}_u)$$

(as $\mathcal{P}$ is a parse tree of $C$, $\mathcal{P}_u$ is a parse tree of $C_g$)

$$= \text{can}(\mathcal{P})_{\phi(u)}$$

(from Proposition 2.10)

$$= \text{can}(\mathcal{P})_v$$

(as $\phi(u) = v$)

$$= \mathcal{T}(C)_v$$

(as $\mathcal{T}(C) = \text{can}(\mathcal{P})$)

and that of $C_{g\leftarrow 0}$ is $\mathcal{T}(C)$, we have $\text{DEG-SEQ}(\mathcal{T}(C)_v) = (d_1^{(1)}, \ldots, d_{t_1}^{(1)})$ and $\text{DEG-SEQ}(\mathcal{T}(C)) = (d_1^{(2)}, \ldots, d_{t_2}^{(2)})$, where $d_j^{(\kappa)} := \deg(Q_{i,j}^{(\kappa)})$ for any $\kappa \in [2], i \in [s_k], j \in [t_k]$. From line 12 of the function $\text{DEG-SEQ}$ for input $\mathcal{T}(C)$, we have $\text{DEG-SEQ}(\mathcal{T}(C)) = (d - \text{leaves}(v), \text{DEG-SEQ}(\mathcal{T}(C)_v))$;

comparing these two sequences element-wise, we get, $d_1^{(2)} = d - \text{leaves}(v)$, and $d_{j+1}^{(2)} = d_j^{(1)}$ for $j$ in $[t_1]$, and $t_2 = 1 + t_1$. From (36), we have

$$C = \sum_{i=1}^{s} Q_{i,1} \cdots Q_{i,t},$$

where $s := s_1 + s_2$, $t := t_2$, and

$$Q_{i,j} := \begin{cases} A_g & \text{for } i \in [s_1] \text{ and } j = 1 \\ Q_{i,j-1}^{(1)} & \text{for } i \in [s_1] \text{ and } j \in [2, t_2] \\ Q_{i+1}^{(2)} & \text{for } i \in [s_1 + 1, s_1 + s_2] \text{ and } j \in [t_2] \end{cases}$$

All that remains to be checked now is that the degrees of $Q_{i,j}$ for different $j$’s matches the degree sequence $\text{DEG-SEQ}(\mathcal{T}(C)) = (d_1^{(2)}, \ldots, d_{t_2}^{(2)})$.

For $i > s_1$, clearly $\deg(Q_{i,j}) = \deg(Q_{i-s_1,j}^{(2)}) = d_j^{(2)}$. For $i \leq s_1$, we have $\deg(Q_{i,1}) = \deg(A_g) = d - \text{leaves}(v) = d_1^{(2)}$, and for $j \in [2, t_2]$, $\deg(Q_{i,j}) = \deg(Q_{i,j-1}^{(1)}) = d_{j-1}^{(1)} = d_j^{(2)}$. As desired, $s = s_1 + s_2 \leq \text{size}(C_g) + \text{size}(C_{g\leftarrow 0}) \leq \text{size}(C)$. \qed
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D.3 Proof of Claim 5.4

First, the function \( J : \mathbb{Z} \to \mathbb{Z} \) is well-defined: Consider any \( i \in \mathbb{Z} \). Then the set \( \{ j \in \mathbb{Z} : e_j \leq 3^i \} \) is not empty; it contains \( t - 2 \), as \( e_{t-2} < 3 \cdot e_{t-1} = 3 \leq 3^i \).\(^{27}\) And, 0 is not contained in this set as \( e_0 = d > 3^{\frac{\log_3 d - 1}{3}} = 3^{3m} \geq 3^i \).

Let \( j := J(i) \in [t-2] \). We show that \( 3^i < e_j \) by contradiction. Suppose that \( e_j \leq 3^i - 1 \). From the minimality condition in the definition of \( J \), we have \( e_j > 3^i - 1 \). Hence, \( e_j \leq 3^i - 1 < \frac{e_j - 1}{3} \), which contradicts Equation (18). It follows that \( J \) is injective because an integer cannot lie between two different pairs of consecutive powers of 3.

\[ e_0 = d > 3^{\frac{\log_3 d - 1}{3}} = 3^{3m} \geq 3^i. \]

D.4 Proof of Claim 5.5

As \( b_0 \) and \( b_1 \) are close to each other, so are their integer parts. Indeed, \( |\lfloor b_1 \rfloor - \lfloor b_0 \rfloor| \) is 0 or 1. We will only analyse the former case, as the latter case can be easily reduced to the former. Hence we have, \( |\lfloor b_1 \rfloor - \lfloor b_0 \rfloor| = |(b_1 - \lfloor b_1 \rfloor) - (b_0 - \lfloor b_0 \rfloor)| = |b_1 - b_0| \leq \left\lfloor \frac{1}{9} \right\rfloor \). As \( \{b_0\} \) and \( \{b_1\} \) are in the range \([0,1]\), if neither of them lies in \([\frac{1}{18}, \frac{17}{18}]\), the difference between them cannot be in the range \([\frac{1}{9}, \frac{8}{9}]\). Therefore, at least one of \( \{b_0\} \) or \( \{b_1\} \) lies in \([\frac{1}{18}, \frac{17}{18}]\).

E Large-degree set-multilinear lower bound (using \([LST21]\))

One of the primary motivations for our alternate approach of the lower bounds of \([LST21]\) is based on a hope that we can achieve exponential constant-depth homogeneous formula lower bounds (rather than simply superpolynomial) and resolve Open Problem 1.2 from Section 1. A necessary condition for us to be able to achieve this is to at least get such lower bounds for set-multilinear constant-depth formulas. Although exponential set-multilinear (or even multilinear) constant-depth lower bounds already follow from \([RY09, CLS19, CELS18]\), these techniques do not give non-FPT lower bounds, unlike \([LST21]\).

In this section, we show how to obtain an exponential non-FPT lower bound against constant-depth set-multilinear formulas by making a small adjustment to the lower bound proof in \([LST21]\). However, we note that this change does not allow us to retain the iterated matrix multiplication as the hard polynomial, instead we are only able get the lower bound for some polynomial in VNP. For the sake of simplicity, we shall present the idea only for depth-5 set-multilinear formulas; the parameters that work for larger depths are similar to the parameters we use in Section 4. We will assume that the reader is familiar with the original paper \([LST21]\), where the authors handle degree at most \( O(\log^2 n) \) (Lemma 13 in \([LST21]\)), whereas the following claim handles the full range of degrees up to \( n \).

Claim E.1. For any integers \( d \leq n \), there is a set-multilinear polynomial (family) \( P \in \text{VNP} \) of degree \( d \) over at most \( N = nd \) variables such that any set-multilinear formula of product-depth 2 computing it has size \( n^{O(\sqrt{d})} \). In particular, this gives a \( N^{O(N^{1/4})} \) lower bound.

\(^{27}\) is shown in the proof of Lemma 5.1.
Proof. The main idea to handle a larger degree is that the set sizes need not be powers of 2 if we are content with proving the lower bound for some polynomial in VNP, and not necessarily for the IMM polynomial (or its projection).

Let \( x = x_1 \sqcup \cdots \sqcup x_d \) be the variable sets; of which some are “positive” and the rest are “negative” sets; in particular, let \( w = (w_1, \ldots, w_d) \) be a tuple of (not necessarily integers) formed by \( h \) and \(-h\) such that all the prefix sums are at most \( h \) in absolute value. According to the signs of the \( w_i \)'s, we classify the variable sets as positive or negative, and fix the sizes of the positive sets to be \( n = 2^h \), and that of negative sets to be \( n_0 = 2^{h_0} \). We set \( h = \log n \) and \( h_0 = h - c \cdot h / \sqrt{d} \) for an appropriate constant \( c \in [0.9, 1] \) that we fix later so that \( n_0 \) is an integer.

Let \( M_+ \) be the set-multilinear monomials over the positive sets and similarly \( M_- \) be the “negative monomials”, both sets ordered in lexicographical order, where we express a monomial in a canonical way by ordering the variables in increasing order of the corresponding variable set indices. Then we define
\[
P := \sum_{m_+ \in M_+, \ m_- \in M_- \atop \text{rank}(m_+) - \text{rank}(m_-)} m_+ \cdot m_-,
\]
where \( \text{rank}(m) \) is the position of the positive or negative monomial \( m \) in the corresponding monomial set. It is not hard to show that \( P \in \text{VNP} \) and \( \text{relrk}(P) \geq 2^{-O(h)} = n^{-O(1)} \). By following the same proof of Claim 14 in [LST21], we conclude that any product-depth 2 set-multilinear formula \( C \) must satisfy \( \text{relrk}(C) \leq \frac{\text{size}(C)}{n^{h \cdot \sqrt{d}}} \). Hence, \( \text{size}(C) \geq n^{\Omega(\sqrt{d})} \) if \( C \) computes \( P \).

All that remains to show is that there exists a value of \( c \in [0.9, 1] \) such that \( n_0 = 2^{h_0} = 2^{h - c \cdot h / \sqrt{d}} \) is an integer. This is true because \( n_0 \) is a monotonous real function of \( c \) with range
\[
2^{h - 0.9h / \sqrt{d}} - 2^{h - h / \sqrt{d}} = 2^{h(1 - 1 / \sqrt{d})} \left( \frac{0.1h}{2 \sqrt{d}} - 1 \right)
\geq 2^{h(1 - 1 / \sqrt{d})} \left( \frac{0.1h}{\log e \sqrt{d}} \right)
\geq n^{1 - 1 / \sqrt{d} / \sqrt{d}} / \sqrt{d}
\geq n^{1 - 1 / \sqrt{d} / \sqrt{n}}
\geq 1.
\]
As the range of \( n_0 \) is at least 1, it must take an integral value for some setting of \( c \).

\[ \square \]

F Geometric intuition behind SP and APP measures

In this section, we give the geometric intuition which led to the development of the shifted partials measure \( SP_{k,\ell} \) and the affine projection of partials measure \( APP_{k,n_0} \). We will see, however, that this intuition breaks down when \( k \) is large and prior lower bounds did indeed only use small values of \( k \). By using higher values of \( k \) here, we depart from this geometric intuition.

Preliminaries: the algebra-geometry dictionary. Let \( \mathbb{V} \subseteq \mathbb{F}^n \) be the zero set of polynomials \( \{g_1(x), g_2(x), \ldots, g_s(x)\} \subseteq \mathbb{F}[x]^d \). Let \( P_{\ell}(\mathbb{V}) \subseteq \mathbb{F}[x]^\ell \) be the vector space of polynomials of degree \( \ell \) which vanish at every point in \( \mathbb{V} \). Now, if \( \mathbb{V} \) has a small codimension, then \( \mathbb{V} \) contains
a lot of points which in turn imposes a lot of (linear) constraints on \( P_\ell(V) \) and so intuitively we should have that:

**Proposition F.1. (Informal/Qualitative).** If codimension of \( V \) is small then dimension of \( P_\ell(V) \) is also small.

Now notice that for all \( \ell \geq d \), the set of polynomials \( x^{(\ell-d)} \cdot \{ g_1(x), g_2(x), \ldots, g_s(x) \} \) is contained in \( P_\ell(V) \) and so intuitively we should have:

**Proposition F.2. (Informal/Qualitative).** If codimension of \( V \) is small then dimension of \( x^{(\ell-d)} \cdot \{ g_1(x), g_2(x), \ldots, g_s(x) \} \) is also small\(^{28}\).

We also have that

**Fact F.3.** If \( L \subseteq \mathbb{F}^n \) is a random linear subspace, then the codimension of \( V \cap L \) inside \( L \) is the same as the codimension of \( V \) inside \( \mathbb{F}^n \).

We can use the above intuition to formulate the shifted partials measure \( \text{SP}_{k,\ell} \) and the affine projection of partials measure \( \text{APP}_{k,n_0} \) as follows.

**Formulating the measures.** Arithmetic circuits and formulas admit various depth reductions and in particular, can be reduced to depth 4 without increasing the size too much. Consider a term \( T \) of such a depth 4 formula. Specifically, let \( T(x) \in \mathbb{F}[x] \) be a product of \( t \) polynomials, i.e. \( T = Q_1(x) \cdot Q_2(x) \cdot \ldots \cdot Q_t(x) \). First observe that for any \( k < t \), the zero set of \( k \)-th partials of \( T \), denoted \( V(\partial^k T) \) is of codimension \( (k+1) \). The above intuition then suggests that

\[
\text{SP}_{k,\ell} := \dim \left( x^\ell \cdot \partial^k T \right)
\]

should also be small. Also notice that for a subspace \( L \subseteq \mathbb{F}^n, \pi_L(\partial^k T) \) is the set of polynomials whose zero set is \( L \cap V(\partial^k T) \) and so for such a \( T \)

\[
\text{APP}_{k,n_0}(P) := \max_{L,x \rightarrow (z)} \dim \left( \pi_L(\partial^k P) \right)
\]

should be small as well. Prior work \cite{GKKS14, KSS14, GKS20} showed that when the degree of the factors of \( T \) are also small, then these measures are indeed significantly small for such a \( T \) (as compared to a random polynomial), thereby leading to lower bounds for certain classes of depth 4 formulas (and also for some subclasses of higher depth formulas via appropriate depth reductions). But notice that the geometric intuition behind these measures holds only when \( k \) is less than the number of factors \( t \). In particular when \( k \geq t \) then \( V(\partial^k T) \) could be empty\(^{29}\) and so its no longer clear why either \( \text{SP}_{k,\ell}(T) \) or \( \text{APP}_{k,n_0}(T) \) should be small in this regime. Our conceptual contribution is that even when \( k > t \) then \( \text{SP}_{k,\ell}(T) \) and \( \text{APP}_{k,n_0}(T) \) can be small (this depends on \( \gamma(k) \)) and this can be used to more directly obtain the lower bounds in \cite{LST21}.

\(^{28}\)An asymptotic statement that captures this qualitative intuition is obtained through the notion of the Hilbert polynomial of the variety \( V \).

\(^{29}\)For example when \( T = (x_1^3 + x_2^3 + \ldots + x_n^3)^t \), then \( V(\partial^k T) \) is empty for all \( k \geq t \).