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Implantable medical devices (IMDs) continuously monitor the condition of a patient and directly apply treatments if considered necessary. Because IMDs are highly effective for patients who frequently visit hospitals (e.g., because of chronic illnesses such as diabetes and heart disease), their use is increasing significantly. However, related security concerns have also come to the fore. It has been demonstrated that IMDs can be hacked—the IMD power can be turned off remotely, and abnormally large doses of drugs can be injected into the body. Thus, IMDs may ultimately threaten a patient's life. In this paper, we propose an energy-efficient key-exchange protocol for securing IMDs. We utilize synchronous interpulse intervals (IPIs) as the source of a secret key. These IPIs enable IMDs to agree upon a secret key with an external programmer in an authenticated and transparent manner without any key material being exposed either before distribution or during initialization. We demonstrate that it is difficult for adversaries to guess the keys established using our method. In addition, we show that the reduced communication overhead of our method enhances battery life, making the proposed approach more energy-efficient than previous methods.

1. Introduction

Implantable medical devices (IMDs) enable the continuous monitoring of patients with chronic illnesses and automatically deliver therapies when necessary. Recently, advances in medical technology and a convergence with information technology (IT) have led to the development of high-performance IMDs. As a result, millions of people worldwide are now supported by IMDs [1, 2]. Because IMDs are partially or fully inserted into the body of a patient to monitor his/her health, they carry and handle large amounts of personal data. At least once a year, patients with an IMD are supposed to visit their doctors for treatment. The status of the device is checked by the doctor, and its settings are adjusted according to the functionality of the patient's organs.

Only authorized medical staff should be able to adjust an IMD's settings and access the data stored in the IMD related to the health of a patient. However, current IMDs have limited resources for applying security measures, so they have been commercialized and placed on the market without any preventive method against security threats on IMD systems. In fact, the possibilities for a hacker to break into a device to obtain sensitive health-related data and intentionally cause the device to malfunction have been reported over several years [3, 4]. This implies that these devices have the potential to lead to deaths, although they are intended to save lives.

To resolve the security problems of medical devices including IMD systems, relevant policy regulations have been presented. The United States Government Accountability Office (GAO) issued a report in 2012 entitled “Medical Devices: FDA Should Expand Its Consideration of Information Security for Certain Types of Devices” [5]. In this report, the GAO identifies the potential security risks of IMDs and determines how the Food and Drug Administration (FDA) should protect IMDs against information security risks that affect their safety and effectiveness by examining pre- and postmarket activities. The key to reducing the security risks faced by patients using IMDs lies in the authentication technology, because the underlying cause of the IMD vulnerabilities is that external programmers can access the system without any authentication. However, unlike security technologies in other areas, it is difficult
to directly apply security protocols to an IMD, because of its limited resources and constraining requirements. The following four limitations need to be resolved in order to apply effective security to IMD systems: (i) there are high energy overheads of authentication and encryption protocols, (ii) the use of preshared credentials deployed during the manufacturing process remains unchanged after device implantation, (iii) secure access cannot be deployed during emergency situations, and (iv) protection against resource depletion attacks and denial of IMD functions is insufficient.

This study focuses on the first limitation and suggests a corresponding solution for IMD systems. As IMDs operate on a nonrechargeable battery inside the body, the ultimate depletion of the battery inevitably means that the old IMD needs to be replaced with a new one through surgery. This means that the lifespan of an IMD is mainly determined by the battery's capacity. Therefore, energy-inefficient security mechanisms cannot be applied to an IMD system, even if they would guarantee a high level of security. In this study, we designed a key-exchange method between an IMD and an external programmer, which minimizes the communication overhead of the IMD. The external programmer is the device used by the medical staff to communicate with a patient's IMD. Our basic premise involves utilizing an error correction code (ECC) to adjust the physiological values measured by an IMD and an external programmer. The ECC enables the error correction of redundant data without additional communication between the two entities. Because wireless communication consumes more energy than other processes, such as computation, it is possible to dramatically reduce the total energy consumption of IMDs. This implies that our method not only establishes a secure channel between the IMD and an external programmer but also allows for longer use compared with previous methods [6–15]. In addition, we provide a security analysis by showing that our method satisfies the properties of Secure Sketch, which means that our method is secure against random guessing. To the best of our knowledge, our method is the most energy-efficient means of securing an IMD. The following points summarize the detailed contributions of our method:

(i) Our method minimizes the communication overhead to significantly reduce the IMD's battery consumption.

(ii) We propose a self-recovery method that does not rely on mutual communication between the IMD and an external programmer at the peak misdetection of physiological signals (e.g., ECG or PPG).

2. Related Work

In this section, we introduce related work focusing on security and privacy issues related to IMDs. We classify these studies into several groups presented in the following subsections.

2.1. Alarm-Based Methods. Halperin et al. [3] suggested that an alarm should sound as a warning whenever an attempt is made to access a patient's IMD. Upon hearing the alarm, patients are able to distinguish between valid and invalid attempts. If an invalid attempt by a malicious attacker occurs, the patient takes appropriate action, such as moving from their current location to avoid the attack. However, there are several limitations that prevent this method from being applied to IMD systems. When the patient is in a noisy area, it may be difficult to hear the alarm, and disabled patients could find it difficult to avoid an attack or take appropriate action.

2.2. Distance Bounding. Rasmussen et al. [16] suggested employing proximity-based access control. They assumed that malicious attacks cannot be launched from within a certain distance, as the patient would notice such an attack. Based on this assumption, the IMD authenticates an external programmer by checking that the distance between them is below a certain threshold. The distance is estimated using the relation between the speed of ultrasound and its arrival time. However, their method requires an additional module that enables ultrasonic communication, which results in an additional cost. This module may also incur a significant burden on the battery.

2.3. Communication Cloaking. To reduce battery consumption in IMDs, methods have been suggested that use an external device (called a cloaker) [17–19]. A cloaker is a device, such as a smartphone, that operates on behalf of the IMD. The IMD obtains computational results from the cloaker, thus saving its battery resources. As a result, several cryptographic methods can be applied to IMDs, even though they require heavy computation (i.e., they require significant battery consumption). However, an additional complex security method must be designed to establish a secure channel between an IMD and a cloaker.

2.4. Jamming or Body-Coupled Communication. To achieve security without an additional module or heavy computational burden on the IMD, jamming techniques can be employed [19, 20]. When a hacker attempts to access a patient's IMD, a wireless signal is generated. Accordingly, a jamming technique interrupts the malicious signal to block access to the IMD. However, jamming techniques can affect other valid signals, implying that authorized electronic devices may also not work properly. Although Shen et al. [21] proposed an approach for jamming an attack signal and simultaneously maintaining valid wireless connectivity, channel information must be known in advance to separate the jammed and normal channels. In terms of security, this information should only be shared with authenticated devices. It is impossible to securely share information without using an additional method, such as a secret key exchange. Thus, the jamming technique is not a suitable security method for application to body sensors.

Body-coupled communication [4, 22] is assumed to be secure because an attacker eavesdropping on a communication must be close to or even touching the target's body. However, to apply this method to a body area network (BAN), body sensors require an additional module that enables body-coupled communication.
2.5. Physiological Value/IPI-Based Key Exchange. The concept of physiological value- (PV-) based key exchange (or key agreement) was first introduced by Cherukuri et al. [23]. As PV-based key exchange does not require the exchange of preshared secret information between body sensors, it is highly effective from a key management perspective. In particular, this can resolve the problem of emergency access, which is an important requirement in the IMD setting. For this reason, there have been many recent studies conducted in this field [6–15]. Interpulse intervals (IPIs) are the most common metric used in PV-based key exchange. They can be measured noninvasively and easily using low-cost equipment. Studies concerning IPI-based key exchange generally consider three aspects. First, IPIs are derived from different types of heart-related biometric information (e.g., ECG or PPG) [9, 11]. For example, even if an IMD and an external programmer measure different biometric information, the same IPI information can be extracted for key exchange. Second, peak misdetection must be handled effectively [11, 24]. In general, to measure IPIs from heart-related biometric information, a peak detection algorithm is employed. In the real world, all peak detection algorithms have imperfections, which can cause a significant drop in the security performance. If a security method uses an inaccurate peak detection algorithm, then there is a decrease in the security performance compared with the case of using a perfect peak detection algorithm [24]. The third aspect concerns extracting the bit sequence with the highest entropy from one IPI. A 4-bit sequence is extracted from the most common IPI [10, 11, 19]. This implies that at least 32 IPIs are required if a 128-bit key is required. In general, measuring one IPI takes about 0.85 s, and it would take approximately 27.2 s to obtain 32 IPIs. Therefore, to reduce the overall time required for key exchange, high entropy should be retained from one IPI and long bit sequences extracted [25].

3. Motivation

As mentioned in Section 1, security attacks on IMDs have become a critical issue, as researchers have demonstrated that security attacks on commercial IMDs are a reality [3, 4]. In 2008, Halperin et al. [3] described several examples of attacks on a commercial implantable cardioverter defibrillator (ICD). They fully analyzed the communication protocol between a commercial ICD and an external programmer using an oscilloscope and a universal software defined radio (USRP). Because the communication channel they analyzed was not encrypted, they could capture the transmitted data without any difficulty. Using this method, they were able to read and modify the patient’s name in the ICD. Moreover, the attackers could even access the patient’s ECG data as measured by the ICD. Because this information is related to the patient’s health, it should be well protected. Furthermore, because the ICD accepts commands that are used by an external programmer to modify its configuration without any authentication process, the attackers were able to regenerate a certain command using the USRP device. In this manner, the attackers could intentionally deactivate the ICD and induce fibrillation.

Another security problem related to IMDs was demonstrated by Li et al. [4], who were able to attack a popular glucose monitoring and insulin delivery system. The system they targeted used a personal identification number (PIN) for secure access. They explained how to discover PIN information by reverse-engineering the communication protocol and packet format. Moreover, because they could discover the information in a legitimate packet format, it was possible to regenerate a legitimate data packet containing misleading information, which was accepted by the insulin pump, for example, incorrect reading of the glucose level, a control command for stopping/resuming an insulin injection, or a control command for immediately injecting a dose of insulin into the human body. It should be noted that misconfigured insulin therapy may cause hyperglycemia (high blood glucose) or hypoglycemia (low blood glucose) and endanger the patient’s life [26].

Fundamentally, the reason for such security problems in the IMD system is that IMDs are not able to authenticate external programmers for secure communication. This lack of authentication makes IMDs vulnerable to a variety of potential attacks, thus compromising their reliable functioning.

4. System Model

In this section, we describe the overall system model for our proposed method. Figure 1 illustrates an example of an IMD system. It is possible to extend the domain to which our method can be applied from IMD systems to body area networks (BANs). As body sensors handle health-related personal information, an appropriate security method for protecting this information is necessary. In particular, because IMDs typically have very limited resources, it is difficult to apply an effective security method. Therefore, in this paper, we focus on the development of a security method that can be applied to IMDs. Moreover, if a security method can be applied to IMDs, this generally implies that the same security method could be used with other body sensors. We propose a method that can perform an authentication protocol and establish a secure channel before the IMD and external programmer communicate with each other. To clarify our proposed method, we describe the IMD system, the main requirements for a security method, the threat model, and our underlying assumptions below.

4.1. IMD System. The IMD system consists of two components: an IMD and an external programmer. Because we are designing a security method for IMDs with resource constraints, only the characteristics of IMDs will be explained in this paper. As IMDs are surgically implanted, wireless communication with an external programmer should be established to access the IMD configuration, especially when the doctor decides to change the therapy delivered by the IMD. Access is also required for diagnosing problems with the equipment, extracting historic information related to the patient’s vital signs, or updating the IMD firmware. Traditionally, the IMD and the programmer communicate using inductive telemetry, which is based on inductive
coupling between coils in the IMD and coils in the programmer. However, this type of communication involves several limitations, including a short communication range and a limited data rate (less than 50 kbps). However, modern IMDs communicate wirelessly with programmers using radio frequency (RF) telemetry through the 402–405 MHz Medical Implant Communication Service (MICS) band, which was established in 1999 by the U.S. Federal Communications Commission. The introduction of MICS has enabled greater communication ranges and higher data rates [27].

4.2. Requirements. In our system model, there are two underlying requirements for the security method to be applied to an IMD system.

4.2.1. Efficient Energy Consumption (Efficiency). Once an IMD is implanted, its battery can last for up to 8 years (in the case of neurostimulators [28]) or up to 10 years (in the case of pacemakers [29]). The exact period is highly dependent on the patient’s health (i.e., the more the patient exhibits abnormal physiological conditions over time, the more energy will be consumed by the IMD to react and apply therapy). Three ongoing trends suggest that energy consumption will remain a challenge for IMDs [30]. First, the devices are becoming increasingly complex and power-hungry, because of demands for new and sophisticated therapeutic and monitoring functionalities. Their power requirements are outstripping the benefits of Moore’s Law and low-power design techniques that have enabled progress in the area of smartphones. Second, IMDs are collecting more data as new sensors are added to monitor patient health. The transmission of sensor data from an IMD involves wireless communication, which is power-intensive. Third, well-designed security protocols, including authentication and code verification, require the use of cryptography primitives. Even though the overall IMD energy consumption does not stem from a key-exchange protocol, it is known that key-exchange protocols are notoriously computation- and power-intensive. Moreover, the minimal energy consumption in a key-exchange protocol has rarely been considered. Battery usage has a direct impact on the lifetime of an IMD. Once the battery has been depleted, the entire device has to be replaced, which requires a surgical procedure along with the associated risks. Some designs support batteries that can be charged wirelessly using magnetic fields [31–33], but this incurs the risk of damaging the organs close to the IMD [27]. The only realistic alternative is to perform surgery to replace the old battery with a new one. Accordingly, we assume that IMDs use nonrechargeable batteries, meaning that the battery issue is critical when a security method is applied to an IMD system. Therefore, the energy consumption should be minimized.

4.2.2. Emergency Access (Usability). In IMD systems, the balance between usability and security is very important.
Because an IMD is a life-support machine for a patient, its usability has a direct effect on that patient's life. In other words, if the usability of the device is affected by its security features, life-threatening problems can arise. When a security method is applied to an IMD, one typical requirement is emergency access. When a patient loses consciousness, the IMD should be automatically turned off to enable a proper examination of the patient, without errors being introduced by the operating IMD [34, 35]. For wearable devices, this can be achieved by simply removing the device from the patient's body. However, this does not apply to IMDs, implying that emergency access should also be considered when designing a security method. More specifically, if the patient requires an operation in a case of emergency or a scan with magnetic resonance imaging (MRI) when they are fitted with a pacemaker, the pacemaker must be deactivated before the operation in order to prevent unintentional shocks. However, because a hacker may attempt to access the IMD by pretending that there is an emergency, there must be a clear distinction between normal and emergency situations. Therefore, an appropriate security method should define the criteria to distinguish between these situations and perform the appropriate operations.

4.3. Threat Model/Assumption. To clarify the purpose of our method, we first define the threat model that formally identifies the adversaries who may attack an IMD in our system model. The goal of adversaries is to compromise the confidentiality of communications between an IMD and the external programmer. Adversaries' abilities are to eavesdrop on communications, replay old messages, and inject messages. Because our method is a kind of IPI- (or PV-) based key agreement, adversaries may attempt to break the key-exchange process by using PV's from another person or old physiological values from the victim.

We assume that adversaries are unable to obtain the valid PVs to be used as the source of a secret key. Recently, remote photoplethysmography has been suggested, which measures subtle color variations in a human skin surface using a regular RGB camera [36, 37], where heart-related PVs can be inferred. This method could represent one of the most serious threats to PV-based key agreements, including our method. However, it can only be employed to remotely measure such PVs within a short distance (e.g., 50 cm) and thus is not yet a practical threat. We expect that PV-based key agreement will have to be improved as threats that remotely measure PVs of a human body emerge in the future. In addition, denial-of-service (DoS) attacks, such as jamming or battery depletion attacks, are beyond the scope of this paper. Such attacks should be considered separately.

5. The Proposed Method

In this section, we describe our method, which enables efficient key exchanges between an IMD and an external programmer. For ease of understanding, we first explain IPI-based key exchange and ECCs, which are the underlying methods of our approach. We then describe our method in detail.

5.1. IPI-Based Key Exchange. There have been many studies concerning the authentication of external programmers by IMDs using IPI-based key exchange, in which measured IPIs are converted to a bit sequence [6–15]. In these methods, IPIs should be simultaneously measured at different parts of a body so that they can be converted to the same bit sequence. These bit sequences are then used as a secret value in a key-exchange method.

An IPI is defined as the elapsed time between two successive pulses (heart rates). The pulse rate changes slightly depending on the condition of the arteries and heart: the rate is around 60–80 beats per minute for an adult and 120–140 beats per minute for an infant. Moreover, the more active the heart is, the faster the blood will be pumped through the arteries, thus leading to a faster pulse rate. Because it is possible to extract randomness from such IPIs, the same random bit sequences can be generated by measuring IPIs at the same time on the same body. Furthermore, two random bit sequences will be different from each other even if they are extracted from two different sets of IPIs that are measured at different times on the same body. Rostami et al. [10] showed that an 8-bit gray-coded sequence from an IPI contains at least 4 bits of entropy. The IPI information is obtained by measuring biosignals of the heart such as ECGs and PPGs. Based on these biosignals, the expansion and contraction intervals of the heart can be measured, thus giving the corresponding IPI values. The expansion and contraction intervals of the heart are calculated from the biosignals using a peak detection algorithm. Figure 2 shows an example of the calculation of IPIs and their conversion to bit sequences using gray encoding, based on ECG measurements.

In the real world, the measurement data includes noise, meaning that the IPI values measured at two different locations may be slightly different. Accordingly, every IPI-based key-exchange method requires a step to make these the same. Figure 3 shows an example of a procedure in IPI-based key-exchange method as a diagram. Step 4 of this figure is the step for the error correction, which usually requires wireless communication between the IMD and the external programmer.
programmer. Because wireless communications require a lot of battery power, this step is key saving battery power in an IPI-based key-exchange method.

5.2. Error Correction Code. In general, most communication channels are subject to channel noise, and thus errors can be introduced during transmission from the source to the receiver. To handle such errors, error detection or error correction techniques are often employed. Error detection identifies errors caused by noise or other impairments during transmission from the transmitter to the receiver. Cyclic redundancy checks (CRCs) and checksums are typical examples of error detection techniques. In the case of error correction, more redundant data is added to the original data than in error detection, because error correction aims to reconstruct the original data as well as detect errors. In a simple example known as a repetition code, each data bit is transmitted three times. When the bit sequence 001 is transmitted through a noisy channel, if the third bit contains an error, then the bit sequence 001 is interpreted as being 0.

Formally, ECC is an injective mapping of the form

$$C : \{0, 1\}^k \rightarrow \{0, 1\}^n,$$

where \(k < n\). Here, \(k \in \mathbb{Z}^+\) is the message length and \(n \in \mathbb{Z}^+\) is the block length.

An ECC with Hamming distance \(2t + 1\) is denoted by \((n, k, 2t + 1)\). For an ECC \((n, k, 2t + 1)\), the original message should be correctly decoded if no more than \(t\) errors occur.

5.3. Our Method. We describe the two steps of the proposed method: (i) the self-recovery of peak misdetection and (ii) the key-exchange protocol. Before describing our method, we list the notations used in our method in the "Notation" section.

5.3.1. Self-Recovery of Peak Misdetection. A peak detection algorithm is used to calculate IPIs from PVs such as ECGs or PPGs. Using a peak detection algorithm, the R peaks of an ECG can be detected, and the time differences between two adjacent R peaks can be calculated to obtain \(n\) IPIs. We note that the QRS complex is a name for the combination of three of the graphical deflections seen on a typical ECG. Unfortunately, peak detection algorithms are not 100% accurate, leading to peak misdetections. Although such misdetections degrade the performance of IPI-based key exchange, most previous studies have not attempted to resolve this problem [7, 10, 14, 15]. For such methods, the only available method is to restart the whole procedure for obtaining a set of IPIs whenever a peak misdetection occurs, which drains the battery.

For the first time, Seepers et al. [11, 24] pointed out this inefficiency and proposed a method that tolerates peak misdetection. Their method detects any missed peaks based on a threshold, and the detected results are exchanged via a 1-bit flag. If peak misdetection occurs in one result, then both IPIs are dropped and remeasured.

Unlike the method devised by Seepers et al., we suggest a new approach that can perform a self-recovery procedure when peak misdetection occurs without any communication between the IMD and external programmer. Figure 4 shows two types of peak misdetection, namely, failure of peak detection and fake peak detection, where in the latter the IPIs are misaligned. As peak detection algorithms have reported detection rates of over 99%, we assume that peak misdetection occurs at most once every time our method is performed [38–40].

For a given set of \(n\) IPIs, we calculate the sample mean \(\bar{x}\) and sample variance \(s^2\) as follows:

$$\bar{x} = \frac{1}{n} \sum_{i=1}^{n} IPI_i,$$

$$s^2 = \frac{1}{n-1} \sum_{i=1}^{n} (IPI_i - \bar{x})^2.$$ (2)

To verify IPI, we measure the one-dimensional Mahalanobis distance between IPI and a distribution of IPIs as follows:

$$d = \sqrt{\frac{(IPI_i - \bar{x})^2}{s^2}} = \frac{|IPI_i - \bar{x}|}{s}.$$ (3)

Because we assume that IPIs are normally distributed, 99% of IPIs are separated by less than 2.575 from the standard normal (\(Z\)) table. Accordingly, we consider any IPI with a Mahalanobis distance larger than 2.575 to be incorrect because of peak misdetection. If the value of \((IPI_i - \bar{x})/s\) is positive and its distance is larger than 2.575, then it can be
considered as a Type I Misdetection. If the value of \((\text{IPI}_i - \bar{x})/s\) is negative and its distance is larger than 2.575, then it is considered as a Type II Misdetection. In case of Type I error, we add a new peak to half of IPI. In our method, an IMD and an external programmer need to have the same number of IPI blocks even if their values of IPI blocks are not equal. By this addition, IMD does not have to additionally communicate with an external programmer for peak misdetection. The difference that is caused by the simple addition of a new peak would be corrected by the error correction code. In case of Type II error, we discard the corresponding peak of IPI.

Because this method for peak misdetection recovery does not require communication between the IMD and the external programmer, less battery power is consumed. Moreover, because extra IPIs are not measured, the overall key-exchange time for our method is shorter than in the technique devised by Seeppers et al.

5.3.2. Key-Exchange Protocol. Because we focus on the energy efficiency of IMDs under a secure key exchange, our method is designed to minimize the communication overhead. We describe the key-exchange procedure between the IMD \(I\) and external programmer \(P\) in three steps. The bit sequences from IPIs of \(I\) and \(P\) are denoted by \(\alpha\) and \(\beta \in \{0, 1\}^k\), respectively.

1. \(P\) sends identifiers ID\(_I\) and ID\(_P\) to \(I\) to initiate the key-exchange procedure. We note that both \(I\) and \(P\) work on the same body and simultaneously measure IPIs. Given the measured IPIs, the “self-recovery of peak misdetection” procedure is performed.

2. \(P\) randomly chooses \(\gamma \in \{0, 1\}^k\). Using the \((n, k, 2t + 1)\) ECC, \(\text{SS}(\beta; \gamma) \in \{0, 1\}^m\) is calculated as follows:

   \[
   \text{SS}(\beta; \gamma) = \beta \oplus \text{ECC}.\text{encode}(\gamma). \tag{4}
   \]

   A secret key \(sk\) is then calculated using the cryptographic hash function \(H : \{0, 1\}^k \rightarrow \{0, 1\}^l\) as

   \[
   sk = H(\gamma). \tag{5}
   \]

3. With the \((n, k, 2t + 1)\) ECC, \(I\) recovers \(\gamma'\) from \(\text{SS}(\beta; \gamma)\) as follows:

   \[
   \gamma' = \text{ECC}.\text{decode}(\text{SS}(\beta; \gamma) \oplus \alpha). \tag{6}
   \]

   Since \(\text{ECC}.\text{encode}()\) and \(\text{ECC}.\text{decode}\) are inverse to each other, \(\text{ECC}.\text{decode}(\text{SS}(\beta; \gamma) \oplus \beta)\) is naturally decoded to \(\gamma\). In addition, the values that are encoded by \(\text{SS}()\) and have smaller difference than a threshold can be also decoded to \(\gamma\). Accordingly, \(\text{ECC}.\text{decode}(\text{SS}(\beta; \gamma) \oplus \alpha)\) can be successfully decoded if \(\alpha\) and \(\beta\) are within the threshold.

Using the calculated \(\gamma'\) and \(H()\), the secret key \(sk'\) can be calculated as

\[
sk' = H(\gamma'). \tag{7}
\]

Using \(sk'\) for key confirmation, the MAC value transmitted by \(P\) is verified as follows:

\[
\text{MAC}_{sk'}(1, \text{ID}_P, \text{ID}_I) = \text{MAC}_{sk}(1, \text{ID}_P, \text{ID}_I). \tag{8}
\]

Once the verification is complete, the IMD checks whether it is sharing the same key as the programmer and calculates \(\text{MAC}_{sk'}(2, \text{ID}_P, \text{ID}_I)\) to send to \(P\). If this fails, then the session will be aborted.

\(P\) also uses \(sk\) to verify the MAC values from \(P\) for the key confirmation, as follows:

\[
\text{MAC}_{sk'}(2, \text{ID}_P, \text{ID}_I) = \text{MAC}_{sk}(2, \text{ID}_P, \text{ID}_I). \tag{9}
\]

If the verification fails, then the session will be aborted.

If \(\text{dist}(\alpha, \beta) \leq t\), then \(I\) obtains \(r' = r\). From this, the secret key can be exchanged as in \(P\) (i.e., \(sk' = sk\)). Figure 5 illustrates the key-exchange protocol between \(I\) and \(P\). We note that a hash operation would
Figure 5: Key-exchange protocol.

be cheaper than the MAC operation in our method in terms of the computational overhead. However, the MAC operation enables explicit key confirmation, which provides stronger assurances for the IMD than implicit key confirmation [41]. The MAC operation in our method can be made optional to reduce computational overhead. In addition, our method is designed as an authenticated key-exchange protocol approach that provides authentication before the key establishment. Because external programmers are authenticated by IMDs in our method, the symmetric key generated by the programmer can be trusted.

6. Security Analysis

To verify the security of our method, we show that it satisfies the requirements of Secure Sketch on the metric space \( M = \{0, 1\}^n \) under the Hamming distance metric. If a function satisfies the properties of Secure Sketch, we can analyze its security in terms of the entropy. That is, we show that the encoding function of our method satisfies the requirements of Secure Sketch.

Before the detailed analysis, we describe the concept of how our method is securely designed based on the Secure Sketch. It is verified that the random value \( y \) encoded with biometric information (i.e., \( SS(\beta; y) \)) leaks only \( n - k \) bits about \( y \), where \( n \) is the length of the encoded bit sequence by the Secure Sketch and \( k \) is the entropy of the decoded message by error correction code (i.e., a random secret in our case). With respect to a biometric value whose entropy is \( m \), at most \( (n - k) \) bits of information are leaked from \( SS(\beta; y) \), and the remaining \( m - (n - k) \) bits of information are still preserved. Accordingly, it is said that \( \beta \) is of high entropy when the value of \( m - (n - k) \) is larger than the security level. In our method, we determined the security level at 128 bits, to conform with current NIST key length recommendations [42].

6.1. Secure Sketch. The Secure Sketch concept was introduced by Dodis et al. [43, 44] for correcting errors in noisy secrets (e.g., biometrics) by releasing a helper string \( S \) that does not reveal any information about the secret. An \( (M, m, m', t) \)-Secure Sketch is a randomized map \( SS: M \rightarrow \{0, 1\}^* \) with the following properties, where \( M \) is a metric space with distance function dist(\( \cdot \)).

(1) There is a deterministic recovery function \( \text{Rec}(\cdot) \) that recovers the original \( \omega \) from its sketch \( SS(\omega) \), as follows:

\[
\text{Rec}(\omega', SS(\omega)) = \omega, \quad \text{if dist}(\omega, \omega') \leq t, \quad (10)
\]

for all \( \omega, \omega' \in M \).

(2) For all random variables \( W \) over \( M \) with min-entropy \( m \), the average min-entropy variable with the min-entropy of \( W \) given \( SS(\omega) \) is at least \( m' \). That is,

\[
\overline{H}_\omega(W | SS(\omega)) \geq m'.
\]

The Secure Sketch is efficient if \( SS \) and \( \text{Rec} \) run in polynomial time in the representation size of a point in \( M \). Secure Sketches have been constructed for various different types of metric spaces with defined distance functions. The security of a Secure Sketch is evaluated in terms of the entropy of \( W \) when releasing the sketch \( SS(\omega) \), that is, the entropy loss \( m - m' \) associated with making \( SS(\omega) \) public. To satisfy the properties of Secure Sketches, most Secure Sketch constructions are designed using the ECC mentioned in previous sections. Furthermore, in this paper, we mainly focus on the second property of Secure Sketches for the security analysis. In other words, we show that the secret key is secure by proving that our method satisfies the second
property of Secure Sketches. Regarding the first property, our method does not use the recovery function as it is. In our method, only random numbers are recovered to generate the Secure Sketches, whereas the conventional recovery function recovers biosignals as well as random numbers.

6.2. Security of the Proposed Method. We show that the function \(SS(\cdot)\) in our method, which is based on the \((n, k, 2t + 1)\) ECC, satisfies the requirements of the \((M, m, m + k - n, t)\) Secure Sketch. Function \(SS(\cdot)\) is expressed as follows:

\[
SS(\beta; \gamma) = \beta \oplus ECC.encode(\gamma),
\]

where \(\beta \in W \subset M\) and \(\gamma \in \mathbb{R}X \subset \{0, 1\}^k\).

To be a Secure Sketch, this function must satisfy the following properties.

1. For any \(\alpha, \beta \in W\) such that \(\text{dist}(\alpha, \beta) \leq t\) and \(\gamma \in X\), when \(SS(\beta; \gamma)\) and \(\alpha\) are given, \(\beta\) needs to be recovered. Here, because recovering \(\beta\) is equivalent to recovering \(\gamma\), we will show how to recover \(\gamma\).

2. \(\text{dist}(\omega | SS(\omega)) \geq m + k - n\) should hold.

We can prove that \(SS(\cdot)\) satisfies the above two properties, using Lemma 3 of [44], as follows.

**Proof.** Let \(ECC.decode(\cdot)\) be the decoding procedure of \(ECC.encode(\cdot)\). As \(ECC.decode(\cdot)\) can correct up to \(t\) errors, if \(\nu = \beta \oplus ECC.encode(\gamma)\) and \(\text{dist}(\alpha, \beta) \leq t\), then \(ECC.decode(\alpha \oplus \nu) = \gamma\).

Let \(A\) be the joint variable \((X, W)\). These have minimum entropy \(m + k\) when \(\text{dist}(A, SS(W)) = m + k - n\). In the information exposure of \(A\) resulting from \(SS(W)\) is the maximum (i.e., the entropy reduction caused by information exposure is the maximum), then the minimum value of \(\text{dist}(A | SS(W))\) is \(m + k - n\). In other words, because \(SS(W)\) exposes at most \(n\) bits of information, \(\text{dist}(A | SS(W))\) cannot be smaller than \(m + k - n\). Now, given \(SS(W), W\) and \(X\) determine each other uniquely, and so it also holds that \(\text{dist}(\omega | SS(\omega)) \geq m + k - n\).

As a result, our method provides \((l = m + k - n)\)-bit security. \(\Box\)

### 7. Experimental Results

We evaluated our method by performing a series of experiments. First, we calculated the entropy of the IPIs used for the secret key, to demonstrate the security level of our method. We set the security level to 128 bits, to conform with current NIST key length recommendations [45]. We estimated the parameters that yield 128-bit security and used these to evaluate the performance of our method. Second, we evaluated the energy consumed by our method in terms of computation and communication and compared this with the energy consumption of state-of-the-art secure IMD systems [7, 10, 11].

| Table 1: Average entropy. | #lowest bits | Entropy | # lowest bits | Entropy |
|---------------------------|--------------|---------|--------------|---------|
| H(6IPI)                   | 6.51         | H(7IPI) | 5.55         |
| H(7IPI)                   | 6.23         | H(6IPI) | 5.26         |
| H(6IPI)                   | 5.87         | H(5IPI) | 4.73         |
| H(5IPI)                   | 4.95         | H(4IPI) | 3.96         |
| H(4IPI)                   | 3.99         | H(3IPI) | 2.99         |

We let \(k\)-PI denote the \(k\) lowest bits other than the least significant bit. In other words, if a least significant bit is removed from the \((k + 1)\)th IPI, then this becomes \(k\)-PI.

### 7.1. Experimental Setup. We extracted IPIs from ECG signals provided by PhysioBank, which is a large archive of well-characterized digital recordings of physiological signals [46]. Among their many data types, we used the MIT-BIH [47], PTB [48], and MGH/MF datasets to ensure a fair comparison between our method and previous methods [10, 11]. In addition, we evaluated our method on the EUROPEAN ST-T and LONG-TERM ST datasets, in order to demonstrate how IPI-based key agreements work on IPIs for patients with heart-related diseases. With the extracted IPIs, we adopted a quantization method that uses the cumulative distribution function (CDF) transformation, known as dynamic quantization. The quantized values were then encoded as 8-bit unsigned integers, and their gray code representations were calculated. The Bose-Chaudhuri-Hocquenghem (BCH) code was used as the ECC in our method.

### 7.2. Entropy of IPIs. Before evaluating the security level of the secret key derived from our method, we first calculate the entropy of the IPIs, which is the source of the secret key. In comparison to [10, 11], in which three or four least-significant bits were used from an 8-bit gray-coded IPI, our method is designed to acquire the maximum entropy from a single IPI. For most human bodies, the IPI value would be about 0.85 s [7], and so reducing the number of IPIs saves time for the key exchange. We first extracted IPIs from ECG signals in the MIT-BIH, PTB, and MGH/MF datasets, and then gray codes were converted from the IPIs. Using the gray-coded sequences, we performed the MatLab function called Entropy(\(\cdot\)) [49] to obtain the entropies of the sequences. In this function, a probability density function (PDF) is estimated from the normalized histogram of a sequence. Using the PDF function, the entropy is calculated as follows:

\[
H(X) = -\sum_{i=1}^{n} p(x_i) \log p(x_i),
\]

where \(x_i\) is a bit sequence. Table 1 shows the average entropy when \(n\) least-significant bits are selected from the 8-bit gray-coded bit sequence of a single IPI. We will evaluate the security level of our method based on this result.

### 7.3. Parameter Estimation for BCH Code. We estimate parameters used in the BCH code. We consider the false rejection (FR) and false acceptance (FA) rates. FR refers to the case in which a valid pair of IPIs that were simultaneously measured
from the same human body is incorrectly considered as being invalid. FA refers to the case in which an invalid pair of IPIs that were measured from two different human bodies is incorrectly considered as being valid.

For the FR and FA rates, we utilize the cumulative distribution function (CDF) of the binomial distribution. We define two types of error rates: \( \text{err}_{\text{same}} \) denotes the error rate where values of two bit sequences are different at each bit, even if they are from the same body, and \( \text{err}_{\text{diff}} \) denotes the error rate where values of two bit sequences are the same at each bit even if they are from different bodies. Table 2 shows the two types of error rates at each most significant bit (MSB) of an 8-bit sequence. These error rates were calculated from the MIT-BIH, PTB, and MGH/MF databases. We note that we obtained different results compared with existing studies \([10,11]\), even if we employed the same dataset. However, because we used a higher error rate to evaluate our method, the difference does not affect the fair comparison with other methods.

The probability in the binomial distribution is calculated using the mean value of error rates. For example, for 8IPI, the average \( \text{err}_{\text{same}} \) is \( 0.001 + 0.003 + 0.005 + 0.007 + 0.010 + 0.020 + 0.045 + 0.092)/8 \approx 0.0023 \). When 7IPI is used, the average \( \text{err}_{\text{same}} \) is \( 0.001 + 0.003 + 0.005 + 0.007 + 0.010 + 0.020 + 0.045)/7 \approx 0.0031 \). In our evaluation, we set the objective FR rate to be obtained if a larger value of \( n \) is used, \( n/|q| \) IPI blocks are needed to derive \( n \)-bit sequences (\( q = |q| \)). The values are considered to be reasonable in terms of usability and security. Furthermore, the FA rate should be lower than the FR rate, because security should be a more important concern.

A threshold \( t \) in BCH code should be calculated that satisfies \( P(X_{\text{same}} > t) \leq 10^{-3} \) and \( P(X_{\text{diff}} > t) \leq 10^{-30} \), where \( X_{\text{same}} \) and \( X_{\text{diff}} \) are binomial distribution with \( \text{err}_{\text{same}} \) and \( \text{err}_{\text{diff}} \), respectively. Table 3 lists the minimum values of \( t \) that achieve these FR and FA rates for each \( n \) value.

Once \( n \) and \( t \) are determined for the BCH code, the remaining parameter \( k \) is determined automatically. For example, if we use \( n = 255 \) and \( t = 19 \), then \( k = 123 \). Details on the BCH code parameters and their relationships are not discussed in this paper.

Subsequently, the security level was calculated for various code parameters. The security level of our method is equal to \( l = m + k - n \), where \( m \) is the entropy of the entire IPI. Recall that we analyzed the security level of our method in Section 6.2. For example, when 255-bit sequences need to be derived using 5IPI, 51 IPI blocks are needed. Therefore, the entropy of the bit sequence is \( m = 51 \times H(5IPI) = 51 \times 4.95 = 252.45 \). Figure 6 shows the security level \( l(= m + k - n) \) for different values of \( n, k, \) and \( t \) when the FR and FA rate constraints are satisfied. These results show that the security level increases with the length of the bit sequence. The security level of our method is 128 bits when a 255-bit sequence is derived using 6IPI with BCH code parameters \( (n, k, t) = (255, 131, 18) \). Although a higher security level can be obtained if a larger value of \( n \) is used, \( n/|q| \) IPI blocks are needed to derive \( n \)-bit sequences (\( q = |q| \)).

7.4. Performance. We calculated the FR and FA rates for each dataset provided by PhysioBank using the estimated parameters \( (n, k, t) = (255, 131, 18) \) and 6IPI. Figure 7 presents the FR and FA rates of five different datasets, including the three mentioned datasets in the previous section. The reason for the high values in Figure 7 (compared with the initial values for the FR rate of \( 10^{-3} \) and FA rate of \( 10^{-30} \)) is that when we estimated the parameters, there were differences in the average error rate. The higher FA rate for EUROPEAN ST-T and LONG-TERM ST may be because of these datasets being taken from patients diagnosed with heart disease, meaning that the key randomness was relatively lower and the corresponding performance was lower than for the other datasets.

7.5. Temporal Variance. A higher temporal variance implies that an ECG signal has a higher randomness, which reduces the probability of success for attackers employing a replay attack. The bit sequence that is converted from IPIs has sufficient entropy, which means that asynchronous IPIs should not match each other. However, in reality, the probability

| Table 2: Two types of error rates. |
|-----------------------------------|
| \( \text{err}_{\text{same}} \) | \( \text{err}_{\text{diff}} \) |
| 1st MSB | 0.001 | 2nd MSB | 0.003 |
| 2nd MSB | 0.001 | 3rd MSB | 0.005 |
| 3rd MSB | 0.007 | 4th MSB | 0.010 |
| 4th MSB | 0.020 | 5th MSB | 0.092 |
| 5th MSB | 0.045 | 6th MSB | 0.092 |
| 6th MSB | 0.020 | 7th MSB | 0.045 |
| 7th MSB | 0.092 | 8th MSB | 0.045 |
| 8th MSB | 0.092 |

Figure 6: Security level as a function of BCH code parameters \( (n, k, t) \).
Table 3: BCH code parameter \((n, t)\) for various \(k\).

|       | 8IPI | 7IPI | 6IPI | 5IPI | 4IPI |
|-------|------|------|------|------|------|
| **\(n\)** | 127  | 127  | 127  | 127  | 127  |
| **\(t\)** | -    | -    | -    | -    | -    |
| **\(n\)** | 255  | 255  | 255  | 255  | 255  |
| **\(t\)** | 26   | 18   | 19   | 22   |      |
| **\(n\)** | 511  | 511  | 511  | 511  | 511  |
| **\(t\)** | 3     | 28   | 32   | 37   |      |
| **\(n\)** | 1023 | 1023 | 1023 | 1023 | 1023 |
| **\(t\)** | 44   | 49   | 55   | 64   |      |

\(\ldots\) indicates no \((n, t)\) values available for \(FN = 10^{-3}\) and \(FP = 2.7 \times 10^{-15}\).

that asynchronous IPIs match each other is not zero. We examine the temporal variance of our method by employing asynchronous IPIs. If an IMD and an external programmer establish a secret key with the asynchronous IPIs, this can be considered to represent the FA case. Figure 8 illustrates the FA rates with respect to the time differences of IPIs. For example, the FA rate is approximately 0.01 when an IMD and external programmer have a time difference of 3 IPIs from the PTB dataset. We can see that the FAR decreases if the time difference is greater than 130 IPIs, which is around 2 min. We conclude that the IPI information should be protected from attackers for at least 2 min, as attackers can establish a secret key for IMDs within this time.

7.6. Energy Consumption. The effectiveness of IMDs that use nonrechargeable batteries is highly sensitive to the additional energy consumption resulting from new security techniques. We analyzed the energy consumption of our method in terms of communication and computation.

7.6.1. Energy Consumption due to Communication. We used the method proposed in [51] to evaluate the energy consumption of message exchanges. As presented in [52], a Chipcon CCI000 radio used in Crossbow MICA2DOT motes consumes 28.6 \(\mu\)J and 59.2 \(\mu\)J to receive and transmit 1 byte, respectively. Moreover, most of the communication protocol data payloads are set in bytes. For instance, the length of the payload of ZigBee’s frame format ranges from 0 to 127 bytes [42]. That is, even when 1 bit of data is transmitted, 1 byte of payload space is required. Therefore, we measured the communication overhead of our method and existing methods in terms of the byte size. To ensure a fair comparison, we measured the communication overhead by modifying each method slightly to enable key confirmation.

For our method, the message sizes to be transmitted and received were 64 and 96 bytes, respectively. Hence, the energy consumption required to transmit and receive the message...
Figure 9: Energy consumption due to communication overhead.

was 3.79 mJ and 1.83 mJ, respectively. Table 4 lists the communication overheads for our method and the existing methods. The method in [7] was set to 4,000 so that the Coffer size (the number of chaff points) provided 128-bit security. Although 128-bit security could be achieved with a Coffer size of 2,000, this gave a high FRR. In [11], the authors employ PRESENT, which is an encryption algorithm using an 80-bit symmetric key. However, we evaluate the method in [11] assuming AES128 is employed for a fair comparison with our method, which also employs AES128. Figure 9 shows the energy consumption of each method due to communications under 128-bit security. Because our method has the lowest communication overhead of the techniques compared here, the energy consumption due to communication is also the lowest.

7.6.2. Energy Consumption due to Computation. To measure the energy consumed by computations, we used the EFM32LG-DK3650 Development Kit with a 32-bit ARM Cortex-M3 processor, 256 Kb flash, and 32 Kb SRAM. This development kit provides a power-consumption profiler and power debugging tools. We implemented various block components used by either our method or the comparative techniques in the EFM32LG-DK3650 Development Kit. The code size, number of clock cycles, and approximate power consumption of each block component are listed in Table 5. We note that we assume that the method in [11] employs AES128 instead of PRESENT with an 80-bit symmetric key, for a fair comparison with our method. Because less energy is consumed for BCH encoding than BCH decoding, we designed the IMD to perform BCH decoding. Thus, the energy consumption of our method is lower than that of [11], which performs BCH encoding. Figure 10 shows the energy consumption of our method and existing approaches due to computation.

As public key operations require a considerable amount of energy, the method described in [10] consumes the most energy in the computation stage. For [7], which has the lowest energy consumption for computations, the overall amount of energy consumption is high, because of the communication overhead. In conclusion, our method consumes the least amount of energy when the IMD and external programmer perform the key-exchange protocol.

8. Discussion

Electrogram (EGM) Signal. Our method was evaluated using IPIs that are extracted from an ECG. However, an IMD actually measures electrograms (EGMs), rather than ECG within individual chambers of hearts. On the other hand, EGM is not measurable outside the body, and hence an external programmer is not able to measure it. Our plans for future work involve additional evaluations using EGM for an IMD and ECG for an external programmer. Because EGM also determines heart-related PVs, like ECG, it is expected that IPIs can be extracted from EGM. In addition, most IMDs have the functionality to record a series of IPIs [53].

Cardiac Arrhythmia. Those who implant IMDs into their body would be patients with heart-related diseases such as arrhythmia. It is known that it is difficult to detect peaks in the ECG signals of such patients [54]. In fact, most PV-based key agreement solutions have the same limitation [7, 34, 51, 52]. Our plans for future work include an improved method to address this issue.

Distribution of IPIs. The normal distribution of IPIs was assumed for self-recovery of peak misdetection. Our method is designed based on the existing research results assuming the normal distribution for IPIs [55, 56]. However, it is expected that the more accurate distribution for IPIs is
|                | Preparation for key exchange | Misdetection tolerance | Secure PV exchange (authentication) | Key confirmation | Total         |
|----------------|------------------------------|------------------------|-------------------------------------|-----------------|---------------|
| [7] Send       | ID_{IMD} + ID_{P}            | n/a                    | [Coffer] + [No]                     | [MAC]           | [ID_{IMD}] + [ID_{P}] + [R] + [MAC] = 10,080 bytes |
| [7] Receive    | ID_{IMD} + ID_{P}            | n/a                    | [Ind] + [MAC]                       | -               | [ID_{IMD}] + [ID_{P}] + [IND] + [MAC] = 65 bytes   |
| [10] Send      | ID_{IMD} + ID_{P} + Enc_{RSA2048} | n/a                    | [MAC]                              | ACK_{Auth}      | Enc_{RSA2048} + [MAC] + [ACK_{Auth}] = 289 bytes |
| [10] Receive   | ID_{IMD} + ID_{P} + [Cert]   | n/a                    | [MAC]                              | -               | ID_{IMD} + [ID_{P}] + [Cert] + [MAC] = 1,088 bytes |
| [11] Send      | ID_{IMD} + ID_{P}            | 85 \times |m_{IMD}| | ECC| | ID_{IMD} + [ID_{P}] + 85|m_{P}| + [ECC] + [MAC] = 181 bytes |
| [11] Receive   | ID_{IMD} + ID_{P}            | 85 \times |m_{P}| | Enc_{AES128} | - | ID_{IMD} + [ID_{P}] + 85|m_{P}| + [Enc_{AES128}] = 133 bytes |
| Ours Send      | ID_{IMD} + ID_{P}            | -                      | [MAC]                              | -               | ID_{IMD} + [ID_{P}] + [MAC] = 64 bytes             |
| Ours Receive   | ID_{IMD} + ID_{P}            | -                      | [ECC]                              | [MAC]           | ID_{IMD} + [ID_{P}] + [ECC] + [MAC] = 96 bytes    |

(i) References [7, 10] do not support misdetection tolerance. (ii) ID_{IMD} and ID_{P} denote the identity of an IMD and external programmer, respectively. |ID_{IMD}| = |ID_{P}| = 16 bytes. (iii) Coffer denotes the set that includes both real PVs and chaff points (|Coffer| = 100,000 bytes). (iv) No denotes a nonce (unique random number) (|No| = 16 bytes). (v) Ind denotes the information indicating the index of real measurements out of all elements in Coffer (|Ind| = 1 byte). (vi) MAC denotes the message authentication code (|MAC| = 32 bytes). (vii) ECC denotes the error correction code (|ECC| = 32 bytes). (viii) m_{IMD} and m_{P} denote the misdetection flag (|m_{IMD}| = |m_{P}| = 1 byte). (ix) Cert denotes the certificate that includes the public key of an external programmer (|Cert| = 1024 bytes).
necessary to improve our self-recovery of peak misdetection. One of our future works will cover analyzing distribution of IPIs.

### 9. Conclusion

In this paper, we have presented an energy-efficient key-exchange protocol, which enables secure communication between an IMD and external programmer. Our method utilizes IPIs to generate a secret key in an authenticated and transparent manner, without any key material being exposed before distribution or during initialization. As the battery consumption of IMDs is a critical issue, we first focused on the energy efficiency of IMDs when using our method. Our approach dramatically reduces energy consumption, while still enabling secure key exchange. A security analysis showed that our method satisfies the Secure Sketch requirements, meaning that it is difficult for adversaries to guess the secret key. Finally, experiments were conducted to estimate the energy efficiency of IMDs when using our method. Our method also analyzed the performance, temporal variance, and key-entropy of IPIs and the parameters for the BCH code. We also analyzed the performance, temporal variance, and key-exchange time. Finally, we demonstrated that our method consumes less energy in communications and computations than comparable techniques. As a result, our method is more feasible and efficient for securing IMD systems than the existing approaches.

### Notation

- $\bar{x}$: given a sample of size $n$, consider $n$ independent random variables $X_1, X_2, \ldots, X_n$, each corresponding to one randomly selected observation. The sample mean is defined to be $\bar{x} = (1/n)\sum_{i=1}^{n} x_i$, where $x_i$ is the $i$th observation.
- $s^2$: the sample variance is defined to be $s^2 = (1/n)\sum_{i=1}^{n} (x_i - \bar{x})^2$.
- $\alpha, \beta$: $\alpha$ and $\beta \in [0, 1]^n$ are denoted by $n$-bit sequences converted from IPIs measured at the IMD and external programmer, respectively.
- $y$: $y$ is denoted by a $k$-bit random sequence $\in [0, 1]^k$ selected by the external programmer.
- $ECC$.decode($\cdot$): for $(n, k, 2t + 1) - ECC$, $ECC$.encode($\cdot$) is the encoding mapping.
- $H(\cdot)$: $H(\cdot)$ is denoted by a cryptographic hash function.
- $MAC_k(\cdot)$: $MAC_k(\cdot)$ is denoted by a message authentication code with a secret key $k$.
- $ID_P, ID_I$: $ID_P$ and $ID_I$ are denoted by identities of the external programmer ($P$) and IMD ($I$), respectively.
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