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Objective - The research looks forward to extracting strategies for accelerated recovery during the ongoing Covid-19 pandemic.

Design - Research design considers quantitative methodology and evaluates significant factors from 170 countries to deploy supervised and unsupervised Machine Learning techniques to generate non-trivial predictions.

Findings - Findings presented by the research reflect on data-driven observation applicable at the macro level and provide healthcare-oriented insights for governing authorities.

Policy Implications - Research provides interpretability of Machine Learning models regarding several aspects of the pandemic that can be leveraged for optimizing treatment protocols.

Originality - Research makes use of curated near-time data to identify significant correlations keeping emerging economies at the center stage. Considering the current state of clinical trial research reflects on parallel non-clinical strategies to co-exist with the Coronavirus.
Introduction

The discovery of Acute Respiratory Syndrome Coronavirus-2 (also known as Covid-19) as a deadly virus has put the globe on high alert. With a high infection rate and rising death toll, it has changed the way we live in society. It is beyond doubt that Coronavirus has caused massive economic distress around the world, leading to business interruptions and regional shutdowns (Martin et al., 2020a). The negative impact of Covid-19 on the economy is visible on the disruption of the supply chain and extends to stumbling socio-economic activities (Mhalla, 2020; Phillipson et al., 2020). The associated uncertainty of the pandemic is not only limited to the economic aspect but also increasing the psychological distress of people (Silva Junior et al., 2020).

As scientists are striving to contain the virus, it has become essential to adopt an approach that can take calculated risk to bring the situation to normalcy. While health professionals denounced the certification of the Russian Covid-19 vaccine as premature, as of now, social distancing appears to be the most effective measure for combating the pandemic (Mahase, 2020). Social distancing may work in high-income countries; however, low-income countries may not enjoy such benefits. On the contrary, the limitation posed due to lockdown in underdeveloped nations may lead to deprivation of people and a steep decline in the economy. This fact can make social distancing reflect poorly and make emerging countries vulnerable, and hence the exploration of alternative strategies appears to be a need of time (Barnett-Howell & Mobarak, 2020).

These alternative strategies can be drawn with the help of a technology called Artificial Intelligence (A.I.). Artificial Intelligence is viewed as a revolution in the current era, and it possesses an immense application in several areas, including healthcare. Machine Learning (ML) is the branch of Artificial Intelligence that can solve real-life problems by learning from data rather than being explicitly programmed (Saeb et al., 2016). Such digital transformation presents an opportunity to address issues across multiple facets of healthcare and administration using Machine Learning models (Feldman et al., 2017). While we are exposed to the Covid-19 pandemic, it presents an ideal scenario where we can exploit a digital transformation for the immediate benefits of society.

Considering the current state of a pandemic, it has become necessary to seek support from areas such as statistics and computer science. Accordingly, research makes use of state-of-the-art technology to extract an accelerated recovery plan with a data-driven approach. Researchers can deploy Machine Learning in the healthcare sector to predict future possibilities and propose effective strategies to deal with the Covid-19 outbreak. Based on the predictions from Machine Learning models, administrators can focus on planning and decision making during the pandemic (Madurai Elavarasan & Pugazhendhi, 2020).

The proposed research looks forward to fulfilling the same using data aggregated from the nations that have unfortunately been subjected to the ongoing pandemic. Research prominently demonstrates that Machine Learning can be used to discover interesting patterns and support sound decision-making. With efficient technology management, the study draws parallel plans to co-exist with Covid-19 while clinical trials await approval.

Literature Review

Impact of Coronavirus

Since it first appeared, Covid-19 has turned into a life-threatening pandemic that has pushed global health and socio-economic activities to the breaking point. A model developed to evaluate the socio-economic impact of pandemic estimates the negative effect of social-distancing on household income, savings, consumption, and poverty (Martin et al., 2020b). It is expected that the emerging world, including low and middle-income countries, will undergo more significant concerns during an ongoing pandemic (Klinger et al., 2020).
Countries at present are trying to inhibit the spread of the Coronavirus by adopting various strategies. While a lockdown can be an effective strategy of social distancing and successful in tackling the rapid spread of the infectious Covid-19 virus, it can also have a negative impact on society (Zhang et al., 2020). This fact is in agreement with research manifested in China by Zhu et al. (2020), where people experienced enormous psychological impact due to the pandemic.

Associated Factors

Prior research has established that the odds of death due to the Covid-19 infection increases along with age (Talukder et al., 2019). The study further elaborated on the types of diseases like hypertension, diabetes, and cardiovascular (referred to as comorbidities) that have a significant direct impact on infected patients. Apart from age and existing health conditions, there are a number of factors that can affect the recovery of Covid-19 patients. According to Livadiotis (2020), the statistical analysis of the impact of environmental temperature on Covid-19 patients suggests a negative correlation on the growth rate of infected cases. It has been suggested that Bacillus Calmette-Guérin (BCG) vaccination may also have a protective effect on the Covid-19 mortality rate. The data from publicly available resources also indicate that both Covid-19 incidences and deaths are associated with regional BCG vaccination policies. However, as per Miyasaka (2020), if BCG vaccination does contribute to lower Covid-19 mortality, it is not the only factor. The presented study looks for such associations in a systematic manner.

Another independent research by Klinger et al. (2020) concluded that the inverse correlation with BCG vaccine administration and the validated role of the young population in the spread of Covid-19 calls for revisiting the BCG immunization policies. It must be noted that BCG vaccination is routine and near-universal in many low and middle-income countries. Data suggests that many countries in Asia, the Gulf, and Africa have maintained a flat mortality rate that can be correlated with the BCG vaccination policies (Debnath et al., 2020; Gursel & Gursel, 2020).

Recent studies have observed the dietary patterns where the ability of curcumin (a type of spice) has been found to have an inhibitory potential against different types of viral infections, making it a fit for resisting the coronavirus infection (Zahedipour et al., 2020). As per the guidance provided by Rozenfeld et al. (2020), the research has also identified additional factors associated with Covid-19. Considering lifestyle choices, the current study further explores associations with smoking as well as drinking habits (Chodkiewicz et al., 2020; Reddy et al., 2020; Sidor & Rzymski, 2020). Further, building on observations made by other studies, the proposed research attempts to re-confirm relationships among factors such as population density and pollution index (Contini & Costabile, 2020; Rashed et al., 2020; Rocklöv & Sjödin, 2020).

Treatment of Coronavirus

According to Jean & Hsueh (2020), several countries are working on medical trials that may deliver potentially applicable solutions to handle patients with various levels of Covid-19 infections. Although the Russian government has endorsed a Covid-19 vaccine - Sputnik V - it followed only a limited trial with no published results (Mahase, 2020).

Researchers believe that many of the reviewed trials lack the robust methodology required to make a sound conclusion (Sethi & Bach, 2020). Their study also suggests, these therapeutics still need a considerable level of investigation to establish efficacy and determine adverse effect profiles. Arguably, there is no valid confirmation of well-designed randomized and completed controlled studies for Covid-19 therapy.
Presented Challenges
At the same time, the existing set of drugs have been deemed as promising candidates for controlling Covid-19. These drugs have specific safety profiles. Although drug re-purposing is an essential step against the fight with Coronavirus, it may require caution. As a number of clinical trials that are underway, it is safe to assume that their results might help us defeat Covid-19, but it is likely to take a considerable amount of time (Scavone et al., 2020).

The evidence further indicates that more data is required to determine whether any therapeutic agent has strong efficacy in the treatment of Covid-19. While society is being subjected to Coronavirus’s fury and working to develop an effective cure, we need to be aware that human-to-human virus spread is skyrocketing. It may result in an exponential rise of Covid-19 cases, and a sheer number of infected people can be overwhelming for populous nations. This presents a challenge to humanity in terms of limited information, limited time, and increased infection rate.

Application of Machine Learning
The above considerations in dealing with Coronavirus pave a way to address concerns using Artificial Intelligence as a method of choice. The transformative potential of Machine Learning in healthcare supports the prediction made by Alan Turing (1950) that ‘machine intelligence’ will have a pervasive role within our society (Ashrafian et al., 2015).

As per Tan et al. (2020), the evolution of deep learning mechanism as a sub-discipline of Machine Learning requires minimal user input and demonstrates the tremendous potential to identify patterns. The patterns retrieved using a computing algorithm can facilitate healthcare interventions as a powerful approach. (Ashrafian & Darzi, 2018; Saria et al., 2018) Machine Learning guided outcomes can offer new inroads through enhanced health-related screening (Goshen et al., 2018). Such digital transformation can help governing bodies to determine the applicability of the Machine Learning models and discover trends that are related to Covid-19. The most prominent contribution of A.I. to health policy knowledge currently resides within the application of ML to large, population-level datasets, as presented in current research.

Recommended Strategies
The pandemic originated due to Coronavirus is going to have a long-lasting global impact. It is expected that the effect of this pandemic would harshly reflect on our lives and reverberate for some time to come. Based on the review of literature, the presented research works towards a new line of research, keeping in mind that society may not be able to sustain the restriction posed by Covid-19 for too long. Without effective treatment protocol, the placement of cities in ‘lockdown’ can affect economies on a multi-lateral level, including both social and economic standpoints. Every country cannot afford extended lockdowns as it may affect people with limited financial means, and hence, the best approach includes a transition to live with Coronavirus.

Considering the relationships between the factors that caused the virulence of the respiratory disease, the measures are needed to be placed to control the pandemic. Also, the impact associated with the disease is necessary to be understood scientifically. Thus, the detection and management of the Covid-19 can become increasingly dependent upon the predictive capabilities of the technological backbone (Allam & Jones, 2020).

In the absence of vaccine and treatment to cure Covid-19, it is suggested that a data-driven reflection needs to be carried out. Proposed research makes the use of Machine Learning to fulfill the same for accelerated recovery. In the process, it looks forward to identifying significant correlations that are associated with Coronavirus. The research includes both supervised learning & unsupervised learning for greater accuracy.
Supervised Machine Learning identifies ‘field Importance’ and ‘partial dependence’ to identify correlations across variables at the same time, unsupervised Machine Learning enlightens ‘associations’ as well as ‘component weightage’ using the curated data. Using predictive analytics given study evaluates several permutations and combinations to offer recommendations. Such interaction and integration with near-time dataset using the Machine Learning may yield an effective containment of Coronavirus outbursts. In the current state of Covid-19, the data-driven prediction will help the society to find means to survive during the pandemic, while it lasts.

Research Objective

Research Gap
Bluhm et al. (2020) believe that the ongoing pandemic may last considerably longer, and there may be a second wave of infection. Presuming the vaccine and its mass administration is still out of reach, existing measures of social distancing do not appear to be sustainable.

As established earlier, emerging economies may suffer substantial losses by the time clinical trials develop control over the pandemic. This fact brings us to the development of parallel strategies to deal with Covid-19.

Arguably the least explored area of Artificial Intelligence in healthcare is its role in governance, and researchers have also observed the limited impact A.I. has had in the management of Covid-19 (Ashrafian & Darzi, 2018; Hu et al., 2020). It reflects the need for translating insights from Machine Learning models to Covid-19 affected environments.

Research Questions
In consideration of insights retrieved via Machine Learning, it is possible to open the global economies and establish the normalcy in economic activities.

To achieve the same, the strategic review of Covid-19 related factors needs to be made by governing authorities.

Hence proposed research aims -

- To extract a data-driven solution to contain the current virus outbreak
  - That is sustainable in emerging economies
  - That can be applied to communities
- To identify strategies to avoid the future virus outbreak
  - That exist without strict social distancing norms
  - That manages the coronavirus outbreak at a macro level

Research Methodology

Data Collection
The research followed the ‘quantitative research’ methodology to be able to draw insights from curated datasets. A total of 170 countries was selected as a sample based on the gravity of impact experienced during the Covid-19 event. The sample size represented Africa, Asia & Pacific, Europe, Oceania, Middle Eastern, and the Arab States as well as Southern & Northern American regions to achieve accurate representation. The identification of direct and indirect measures was made through a comprehensive review of the literature. In line with the assessment of the literature, eleven measures were identified for data collection.

The range of the collected dataset included the very first reported instance of Coronavirus until July 2020. Further scientific evidence was compiled from various sources and consolidated for predictive modeling. The
dataset related to food consumption patterns was collected from Helgi Library (2020), and global vaccination policies were retrieved from BCG World Atlas (2020) to identify relevant associations.

**Data Modelling**

The data staging was done with the Covid-19’ Recovery Index’ as the target value. Lower target value represented better outcomes (or improved recovery rate) arising from the pandemic. As per Ooms & Spruit (2020), there have been many instances where data science has leveraged the use of Machine Learning techniques in the healthcare sector, and considering the same, a set of models were created and evaluated to generate Covid-19 related predictions. Machine Learning offered the ability to program real-world problems, explicitly using computer algorithms and statistical techniques. To accomplish the research outcome, a Machine Learning model was trained to identify the probable effect of Covid-19.

In general, Machine Learning is categorized in supervised (i.e., consists of output variables that are predicted from input variables) or unsupervised (i.e., deals with clustering of different groups for an intervention) learning process that simulates complex real-life scenarios. (Battineni et al., 2020) In the given study, supervised Machine Learning was achieved using Ensemble Modelling, while unsupervised learning was carried using Associations Modelling. The default ML model was built using Decision Tree (DT) algorithms, where the datasets were configured for identifying the ‘Recovery Index’ of Covid-19 as the predictive outcome. During model building, a supervised Machine Learning algorithm required a dataset that is split into a ‘training’ data set and a ‘test’ or ‘validation’ data set. A Machine Learning model was then trained using 80% of the data to predict a Recovery Index accurately. As the number of measures reflected on the Covid-19 Recovery Index, the accuracy of predicting the same improved significantly over the period. Post model training, the ‘trained’ Machine Learning model was validated – post evaluation of its predictive performance. The evaluation was performed using 20% of the test data.

The performance of the algorithm was tested by splitting the initial data through the random sampling, into training and testing sets being mutually exclusive subsets. This event enabled validation of the Recovery Index in predicted versus actual scenarios to meet a predetermined threshold for model evaluations. This process reflected positively on both the reliability and validity of the model. The ‘validated’ Machine Learning model was then applied to a new dataset for gauging target value. Model deployment supported the identification of factors and observed significant correlations that predicted the Covid-19 Recovery Index. This approach of model deployment to predict the Covid-19 Recovery Index was a key component of technology management that generated recommendations for accelerated recovery.

**Data Analysis**

**Machine Learning Model**

According to Caballé et al. (2020) in Artificial Intelligence, Machine Learning stands out as a method for providing tools for intelligent data analysis. There are specific algorithms that are used to develop models with predictive capabilities, and the selection of such algorithms depends on the research objective. The algorithm learns from the existing data, can be used to build complex models and predicts the target values (Arpitha et al., 2018). However, as per Feldman et al. (2017), the ability to derive informative insights requires more than the processing and execution of Machine Learning models. Rather, it calls for a deeper understanding of the data on which the models are executed.
For the current study, a dataset was created with relevant fields where both supervised and unsupervised learning modes were carried out for the development of multiple models. The default model utilized Decision Trees (DT), and one of its instances as Sunburst analytics chart is as shown in Figure 1.

A Machine Learning model was trained with an algorithm that can be used to reason over and learn from previous outcomes to recognize patterns. The areas in green color represent the accuracy level of the ‘Sunburst chart,’ as shown in Figure 1. The accuracy is derived from associated factors predicting the Recovery Index using Decisions Trees. As can be seen from Figure 1, Machine Learning algorithms require the fitting of data to statistical models. Unlike traditional model fitting, the goal of a Machine Learning algorithm is to make accurate predictions using the input data. According to Talevi et al. (2020), the parameter values returned by the model are generally of secondary interest; however, to interprets parameter values in a meaningful way, another set of supervised learning (Ensemble modeling) and unsupervised learning (Associations modeling) was carried out during the presented research.

**Ensemble Modelling**

Ensemble learning is commonly applied to Machine Learning models to improve efficiency and reduce the risk in the decision-making process. In this approach, predictions from a diverse set of models are combined to yield the best fitting model (Battineni et al., 2020). In supervised learning, aggregated predictions from an ensemble model of diverse classifiers consistently outperform individual methods (Ahsen et al., 2019). However, the difficulty of the optimization problem during data fitting depends on the nature and complexity of the real-world situation, and also the determination of metrics (that are an optimal fit for precise decision making) remains a challenging task (Chui et al., 2017; Tan et al., 2020).

There were several factors being considered while building the Ensemble model. However, the Median Age showed the greatest importance (33.58 %), as per Figure 2.
Figure 2 signifies the importance of Ambient Temperature on the exponential growth rate of Covid-19 infection. (Livadiotis, 2020) Interestingly, Smoking Index has also shown considerable importance. In line with research conducted by Hayden & Parkin (2020), countries with a higher smoking index have observed an unsatisfactory Covid-19 recovery rate. The impact of the food consumption pattern can also be seen above in Figure 2. As food consumption includes uses of 'edible spices' as corroborated by Boukhatem & Setzer (2020), it would seem reasonable to assume that these products contain antiviral compounds. Figure 2 also shows the importance of population density that suggests the necessity of avoiding situations in highly populated areas to limit the spread of Covid-19. A similar observation was made by Rocklöv & Sjödin (2020); however, such observation may not always be universally accurate and warrants further investigation when using Machine Learning.

Although it may appear that some factors have low relevance to Covid-19, the complexity of the study involves finding that indirect associations that can be achieved using a separate Machine Learning model. Hence to reconfirm the output of the Machine Learning model, associations were identified through an unsupervised modeling technique called ‘Associations modeling.’

**Associations Modelling**

Associations modeling is an unsupervised Machine Learning technique that explores unique relationships among variables in a large dataset. Unlike conventional modeling techniques, associations algorithms measure degrees of similarity to identify hidden correlations to generate an exploratory graph, as displayed in Figure 3.

Associations are the product of the intersection between the antecedent variable and the consequent variable. The association is determined using the number of instances, probability, confidence level, and occurrence in the intersected dataset. The values of an association and leverage can be set by researchers to reduce the complexity of analysis.

The associations (K=5) and leverage (6.18%) based on curated data have been represented using Figure 3.
As per the model displayed in Figure 3, there exists a clear association between Median Age with Drinking Index as well as with Vaccination Coverage. The model shows that people of median age (>41.55), with no BCG vaccination, shall avoid consuming alcohol after a specific limit (Index 10.2) as it may negatively affect the Covid-19 recovery rate. Another study by Urashima et al. (2020) presented a similar hypothesis where BCG vaccination appears to be associated with reduced mortality of Covid-19.

The presented model further implies that populations with a specific age group (20.7) may get adversely affected in case the Smoking Index exceeds 244. Although this is an association based analysis, it does elaborate on the impact of smoking on the recovery rate of Coronavirus infected persons (Berlin et al., 2020; Reddy et al., 2020; Saadat et al., 2020). The act of smoking has several consequences as active smoking affects not only an individual but also affects people that are around. Further, in a social setting, smoking may also lead to minimal social distancing, which inevitably reflects on the Covid-19 Recovery Index.

**Reliability**

The current adoption of Machine Learning technology in healthcare emphasizes the need for characterizing model reliability. Considering the purpose as well as the application of Machine Learning in healthcare, it is imperative to conduct a thorough verification to support robust decision making (Rodr et al., 2006).

Reliability is a measure of consistency, and it focuses on the re-production of results when research is repeated under the same set of conditions. The reliability of the ML training process in the current study was achieved during model training automation process using the following steps -

1. Automated data extraction
2. Feature extraction
3. Model training and testing
4. Model selection and
5. Model evaluation
Reliability was further tested by checking the consistency of results across parts of the test itself. The approach involved the creation of ML models and the comparative analysis of the performances between the test set and a training set of data. The data reliability was identified upon training the dataset (using 80% data) and testing the model with the remaining training dataset (using 20% data).

To avoid the inefficient models in Machine Learning, quality checks were conducted on the following aspects:

- Data Quality
- Features Importance
- Model Matrices

Thus, as recommended by Cabitza et al. (2019), the presented study minimized the uncertainty of the Machine Learning model.

**Validity**

Validity is about the accuracy of a measure that confirms the extent to which the results measure; what they are supposed to measure. Model validation is performed to assess the model’s predictive performance using a dataset that was not a part of the original build of the model.

As suggested by Huber-Carol et al. (2008), in the given study, validity was achieved by checking how well the results correspond to Goodness-Of-Fit. The Goodness-Of-Fit indicators summarize the disparity between observed values and the model’s anticipated values. As far as a Machine Learning algorithm is concerned, a good fit is when both the training data error and the test data are minimal. The same is evident in the presented research based on the following characteristics -

**A) MEAN ABSOLUTE ERROR - 0.11**

Statistically, Mean Absolute Error refers to the results of measuring the difference between two continuous variables. It is the average of the absolute values of the differences between the target predicted by the model and the true target.

**B) R-SQUARED VALUE - 0.95**

R-squared is a statistical measurement of the vicinity of the data points to the fitted regression line. It is also called the coefficient of determination for multiple regression. It is a measure of how a model performs than predicting the mean of the test set.

The Goodness-Of-Fit of a Machine Learning model explains how well it matches a set of observations and based on the ML Model output (from Table 1) following facts were validated –

**More Significant Factors:**

- AMBIENT TEMPERATURE, VACCINATION COVERAGE, MEDIAN AGE, SMOKING INDEX

**Less Significant Factors:**

- POPULATION DENSITY, POLLUTION INDEX, DIET CONSUMPTION, DRINKING INDEX

In accordance with existing literature, similar observations were reflected in the ‘Discussion’ sections.

Data-driven characteristics represent the level of ‘Significance’ as well as ‘Confidence’ of factors as mentioned below -
Table 1 - Significant factors and Confidence levels of test data

| CONFIDENCE | POPULATION DENSITY | POLLUTION INDEX | AMBIENT TEMPERATURE | VACCINATION COVERAGE | MEDIAN AGE | DIET CONSUMPTION | SMOKING INDEX | DRINKING INDEX |
|------------|---------------------|-----------------|----------------------|----------------------|------------|------------------|---------------|---------------|
| 3.31861    | 0                   | 0               | 0.00209              | 0.71612              | 0.12009    | 0                | 0.16171       | 0             |
| 0.15803    | 0                   | 0.00152         | 0.00175              | 0.71013              | 6.80E-04   | 0                | 0.28365       | 0.00228       |
| 6.21581    | 0                   | 0               | 0                    | 0                    | 0.991      | 0                | 0             | 0.009         |
| 1.5993     | 0                   | 0               | 0                    | 0.95251              | 0.04749    | 0                | 0             | 0             |
| 0.07364    | 0.23137             | 0               | 0.01746              | 0.74232              | 0          | 0.00384          | 0.005         | 0             |
| 0.10535    | 0.23008             | 0               | 0.01737              | 0.74013              | 0.00362    | 0.00382          | 0.00498       | 0             |
| 0.59015    | 0.02908             | 0               | 0.02152              | 0                    | 0.90103    | 0                | 0.04019       | 0.00818       |
| 0.10258    | 0                   | 0               | 0.74986              | 0.24482              | 0          | 0.00531          | 0             | 0             |
| 0.05268    | 0.23058             | 0               | 0.0174               | 0.73818              | 0          | 0.00886          | 0.00498       | 0             |
| 0.33955    | 0                   | 0               | 0.00175              | 0.71078              | 0          | 0                | 0.28389       | 0.00358       |
| 6.21581    | 0                   | 0               | 0.00175              | 0.71078              | 0          | 0                | 0.28398       | 0.00358       |
| 0.02633    | 0                   | 0               | 2.10E-04             | 0.7506               | 0.24442    | 0                | 0.00531       | 0             |
| 1.5993     | 0                   | 0               | 0                    | 0                    | 0          | 0                | 0             | 0             |
| 0.05268    | 0.23058             | 0               | 0.0174               | 0.73818              | 0          | 0.00886          | 0.00498       | 0             |
| 0.42141    | 0                   | 0               | 0.74809              | 0.23872              | 0          | 0.01319          | 0             | 0             |
| 0.36873    | 0.03749             | 0               | 0.00977              | 0                    | 0.89934    | 0.00512          | 0.04012       | 0.00817       |
| 0.36873    | 0.2302              | 0               | 0.01738              | 0.73858              | 0          | 0.00887          | 0.00498       | 0             |
| 0.50055    | 0                   | 0               | 2.10E-04             | 0.7497               | 0.24477    | 0                | 0.00531       | 0             |
| 0.53061    | 0.23053             | 0               | 0.0174               | 0.73963              | 0.00362    | 0                 | 0.00383       | 0.00499       |
| 0.03841    | 3.00E-05            | 0               | 7.40E-04             | 0.74928              | 0.24463    | 0                | 0.00531       | 0             |
| 0.15803    | 0.23001             | 0               | 0.01736              | 0.73798              | 0.00383    | 0                | 0.01082       | 0             |
| 1.5993     | 0                   | 0               | 0                    | 0                    | 0          | 0                | 0             | 0             |
| 0.02934    | 0.23056             | 0               | 0.0175               | 0.73818              | 0.00294    | 0                | 0.01082       | 0             |
| 0.93905    | 0                   | 0               | 0                    | 1                    | 0          | 0                | 0             | 0             |
| 0.15803    | 0                   | 0.00152         | 0.00175              | 0.71013              | 6.80E-04   | 0                | 0.28365       | 0.00228       |
| 0.36873    | 0.03749             | 0               | 0.00977              | 0                    | 0.89934    | 0.00512          | 0.04012       | 0.00817       |
| 0.47409    | 0                   | 0               | 0.00175              | 0.71077              | 0.00133    | 0                | 0.28388       | 0.00228       |
| 0.31606    | 0                   | 0.0012          | 0.00175              | 0.71037              | 6.80E-04   | 0                | 0.28372       | 0.00228       |
| 0.01174    | 5.00E-05            | 0               | 7.40E-04             | 0.74927              | 0.24463    | 0                | 0.00531       | 0             |
| 11.4336    | 0                   | 0               | 0                    | 1                    | 0          | 0                | 0             | 0             |
| 0.02075    | 0.23056             | 0               | 0.01739              | 0.73817              | 0.00302    | 0                | 0.01087       | 0             |
| 0.08337    | 0.23058             | 0               | 0.01739              | 0.73826              | 0.00295    | 0                | 0.01082       | 0             |

Table 1 infers from the 20% of test data (output from ML Model, including 34 countries) that four factors have high significance as well as confidence than other factors included in the Covid-19 dataset.

**Evaluation**

**Decision Tree**

Reliability and validity have been established in given research to evaluate the quality of the proposed research. It indicates how effectively the current built of the Machine Learning model can make predictions. There are several ways to use data and reflect the trends and make predictions. Each one uses a technique that can be applied to infer from output structure (Supervised Learning) or represents specific data clusters (unsupervised
The default model for given research is based on Decision Trees (DT) that are predictive representations of datasets. Decision trees are a hierarchical way of partitioning the space, where the goal is to develop a model that predicts the value of a target variable based on several input variables (Caballé et al., 2020).

As shown in Figure 4, the Decision Tree evaluated multiple fields from the given dataset and achieved Recovery Indices based on the field of importance. A Decision Tree learns by splitting the source dataset into subsets that are based on an attribute value test. When a DT is used for classification activities, it is more appropriately referred to as a classification tree. On the other hand, it is called a regression tree when used for the regression tasks. Such a model is expected to make sufficiently accurate predictions for the intended use, which in this case, is the Covid-19 Recovery Index.

As Figure 4 displayed a regression tree with a complexity, Principal Component Analysis (PCA) was conducted to be able to maintain accuracy during predictions.

**Principal Component Analysis**
Principal Component Analysis (PCA) is a statistical technique that is used for dimensionality reduction to improve model performance. Because of unsupervised learning, PCA seeks to cluster the data without prior training. During the presented study, the dataset was evaluated using Principal Component Analysis to overcome feature redundancy. It also reduced the complexity of the model and provided greater computation efficiency.

Figure 5 below shows the Scree plot of Principal Component Analysis with variances -
A Scree Plot is a graphical utility used in the selection of the number of factors to be considered in a Principal Components’ Analysis (or factor analysis.) Conceptually, the Scree Plot supports visualizing the magnitude of the variability associated with every component extracted through Principal Component Analysis (PCA).

In the given study, the Scree plot facilitated the examination of the pattern of decreasing variability attributable to each successive component that may be used for component selection and feature extraction.

As Figure 5 re-confirms, the selected Principal Components (Set 1) used in current research possess the highest variance. It translates into the fact that model selection by the researchers was robust. Also, the variables identified for the study were unique and statistically independent.

Discussion

Observations
Machine Learning, a subfield of Artificial Intelligence, leverages numerical techniques derived from computer science, mathematics, and statistics to automatically ‘learn’ by processing massive datasets. Machine Learning can provide several indispensable tools for intelligent data analysis. According to Ashrafian & Darzi (2018), Machine Learning has the potential to address complex real-world problems, and for current research, it played a significant role by supporting predictive modeling.

Predictive models in Machine Learning can effectively support decision-making activities (Battineni et al., 2020). Additionally, Caballé et al. (2020) believe that technology is currently well suited for analyzing medical data and presents a wide range of possible applications. Unlike early A.I. systems, where it relied heavily on expert-derived rules to perform analytical processing; Machine Learning can fulfill tasks such as sensing, learning, reasoning, to make predictions and support serendipitous discovery (Morande & Pietronudo, 2020).
One of the outputs of Machine Learning models is in the form of Partial Dependence Plots (PDP). Partial Dependence Plots show the dependence between the target response and a set of target features, marginalizing over the values of complement features. As it can be observed from Figure 6, Partial Dependence Plots with two target features show the interactions among the two features (Molnar, 2019). Using the same, researchers can interpret the relationship between the expected target response as a function of the target features.

Using PDP, it is possible to predict and analyze the impact of different factors on the Covid-19 Recovery Index. In line with the inference drawn by Wyper et al. (2020), Figure 6 displays population vulnerability to Covid-19 concerning the Median Age. It also signifies one of the factors (Smoking Index) affecting the recovery of the patient. Partial Dependence Plots further presents a greater depth of insights, as described in the next section.

**Insights**

The use of real-life data identified important correlations, discovered unseen trends and suggested best practices regarding Covid-19. Following are the salient points with respect to various factors -

[A] Median Age

The age of an individual appears to be the most significant factor during the Covid-19 Pandemic (Karadag, 2020).

The Machine Learning model displayed that individuals above the age of forty-five fall under the ‘High Risk’ category. Other studies carried out by Solomou & Constantinitou (2020) also affirmed that age plays an important role when dealing with the Covid-19 pandemic.

[B] Smoking Index

Although the current study by Cai (2020) does not support smoking as a predisposing factor for Covid-19 infection, the data-driven approach tells a different story. It suggests that Smoking Index is one of the significant factors in the Covid-19 pandemic.

The Machine Learning model shows a significant correlation between Age and Smoking Index as well. It further suggests that smoking deteriorates Recovery Index and adversely affects an individual beyond the age of 25.
Covid-19 being a respiratory condition, supporting argument can be made, stating smoking increases the risk of viral infection (Berlin et al., 2020).

[C] Vaccination Coverage

Gursel & Gursel (2020) have hypothesized that a limited number of Covid-19 cases in Asia and Africa might reflect from the ‘BCG immunization induced heterologous protective activity’ of the vaccine.

According to the Machine Learning model, after the age of 45, if not vaccinated - an individual can experience a weaker Recovery Index. This observation further aligns with the claim made by Iwasaki & Grubaugh (2020), where the BCG vaccine may induce certain immune stimuli to gain resistance against pathogens. That said, the ML model showed a positive but limited impact of BCG vaccination on the recovery rate, which may not be very conclusive and may call for additional data required for future studies.

[D] Ambient Temperature

The Machine Learning model displayed that temperature range from 7-15 °C (degree Celsius) presents the lower Recovery Index, and the age group beyond the age of twenty-seven might get exposed to the adverse effect of Covid-19 in cold regions.

Research conducted by scientists on similar grounds affirms the impact of temperature on the number of Covid-19 patients (Bukhari et al., 2020; Jiang et al., 2020).

[F] Drinking Index

The Machine Learning model also inferred that after the age of forty, the Recovery Index suffers if the Drinking Index exceeds 3.0. That re-confirms, drinking alcohol does have some impact on the Covid-19 Recovery Index.

Szabo & Saha (2015) also believe that exposure to alcohol may harm host response and may impair immune function that can enhance susceptibility to viral infection. Although Drinking Index is one of the factors identified in the given study, the significance is relatively low, as shown in Table 1.

[H] Food Habits

The data modeling suggests that the inclusion of spices in the diet does positively affect the Covid-19 Recovery Index. This may also translate into a flat Covid-19 mortality rate observed in Asian and African regions based on respective diet patterns (Debnath et al., 2020).

As per Boukhatem & Setzer (2020), it would be reasonable to assume that herbs or spices that contain antiviral compounds can provide health benefits against viral infections.

[E] Population Index

Ahmed et al. (2020) suggest that population density plays an essential role in the spreading of Covid-19 & higher population density poses an extreme risk.

Surprisingly, the ML model shows that the Recovery Index improves as population density becomes higher. This observation is inclined towards ‘herd immunity,’ which may not be a practical approach as far as Covid-19 is concerned. (Iwasaki & Grubaugh, 2020) It may also be an indirect effect observed by the administration of the BCG vaccine that is more common in countries with higher population density (Zwerling et al., 2011).

Such circumstances call for additional studies for the reasoning of factors in question.
[E] Pollution Level

One of the preliminary studies by Han et al. (2020) suggests that Pollution Levels are associated with Covid-19 infection. However, according to the Machine Learning model, the Pollution and Recovery Index are not highly correlated.

(In the future studies using A.I. driven fusion modeling may reflect some co-relation but is unlikely to be highly significant.)

It must be noted that the above interpretation drawn from Machine Learning modeling applies only to the macro level. This is because collected data is based on population-level, and hence insight derived for the dataset can only be transferred to masses.

Implications

Over the last few years, the immense increase in computational power and data storage has enabled A.I. (more specifically, Machine Learning) to provide almost unbelievable classification and prediction performances compared to well-trained humans (Clifford, 2020). According to Stiglic et al. (2020), emerging Machine Learning algorithms are beginning to transform the healthcare sector, where it is possible to classify interpretability approaches into two types. The first type focuses on personalized interpretation (local interpretability) while the second summarizes prediction models on a population level (global interpretability).

With a focus on the developing world, the research presents a data-driven but non-clinical approach that assumes the time barrier for the availability of Covid-19 treatment. The study attempts to provide insights that can be adopted during policy-making exercise on a population level for effective governance. Research provides a set of practical aspects related to Covid-19, including causal effect leading to the prediction of health-related outcomes. The same can be applied to the communities for a healthier society.

Limitations and Future possibilities

Every Machine Learning experiment begins with data curation required to build a model, and a model will be only as good as the data from which it is derived. Therefore, data quality is often highly dependent on data aggregators. As data curation and preparation are a cornerstone to develop a reliable model, the results presented in this study are dependent on the collected dataset. While a significant effort has been undertaken for accurate data modeling, the overfitting of data in the Machine Learning may bring in less clarity in the output. Such conditions may make it challenging to identify associations in the dataset that are not genuinely intrinsic to the predictions made. Furthermore, drawing on data from an increasingly diverse set of sources, it presents an incredibly complex set of attributes that must be accounted for throughout the Machine Learning modeling (Feldman et al., 2017).

It must also be noted that the Machine Learning outcomes are derived from data available until July 2020. Any mutation of the Covid-19 virus may differ from current observation and reduce the value presented by the existing set of data. As per the suggestions by Urashima et al. (2020), the observation made in the study needs to be further examined and proved by randomized clinical trials. The predictive inferences in the given research are broad in nature and do reflect on the macro level only, and to make these insights applicable to micro-level data needs further augmentation.

In the near future, researchers plan to engage in personalized interpretation using a longitudinal approach. Beyond that, future research would segregate and reflect on the data by classifying it as per the regions to provide detailed insights.
Conclusion
The Covid-19 pandemic has changed the people’s lifestyle, caused extensive losses, and threatened the sustenance of millions of people. Overall, the economic activities have been suspended, and commercial activities have been hibernated to control the spread of the virus.

As advancements in healthcare fields are expanding the access to electronic data, the utilized approach emphasizes on accelerated Covid-19 recovery through technology management. Using substantial computation power, the healthcare field can apply Artificial Intelligence to address challenges in healthcare, especially during a current pandemic. Although many of these Machine Learning systems remain experimental, it ultimately presents the most substantial transformative role in healthcare governance. With the proposed research, Machine Learning modeling has evaluated multiple scenarios to focus on the Covid-19 Recovery Index. The research presents a strong case where Machine Learning models can be used to identify specific traits and rescue masses from the impending outcome of Covid-19.

As the given study feeds on near-time data and comprehensive academic underpinning, the generalization of developed Machine Learning models is possible. The insights derived from this research are applicable to regional and national levels and can be used by both developed and developing countries to develop strategies. Like other revolutionary technologies, Machine Learning should consider the limitations on algorithm development and understanding its appropriateness to apply.

While researchers are progressively attracted by predictive modeling techniques, Machine Learning is likely to play a vital role in the advancement of healthcare and enhancement of societal health. The data-driven insights from the presented research could offer advice to accelerate the Covid-19 recovery and make policy recommendations to help administrators develop well-informed health policies.
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