Singular limit for reactive diffusive transport through an array of thin channels in case of critical diffusivity

M. Gahn and M. Neuss-Radu

Abstract
We consider a nonlinear reaction–diffusion equation in a domain consisting of two bulk regions connected via small channels periodically distributed within a thin layer. The height and the thickness of the channels are of order $\epsilon$, and the equation inside the layer depends on the parameter $\epsilon$. We consider the critical scaling of the diffusion coefficients in the channels and nonlinear Neumann-boundary condition on the channels' lateral boundaries. We derive effective models in the limit $\epsilon \to 0$, when the channel-domain is replaced by an interface $\Sigma$ between the two bulk-domains. Due to the critical size of the diffusion coefficients, we obtain jumps for the solution and its normal fluxes across $\Sigma$, involving the solutions of local cell problems on the reference channel in every point of the interface $\Sigma$.
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1 Introduction
In this paper we consider reaction-diffusion processes in a microscopic domain $\Omega_\epsilon$ consisting of two bulk-domains $\Omega^+_\epsilon$ and $\Omega^-_\epsilon$, which are connected via small periodically distributed channels $\Omega^M_{\epsilon,\epsilon}$ obtained by scaled and shifted reference elements $Z^*$. The height and the thickness of the channels, as well as the periodicity of the channels, are of order $\epsilon$, where the parameter $\epsilon$ is small compared to the size of the bulk-domains. Within the microscopic domain $\Omega_\epsilon$ we consider a reaction-diffusion equation with nonlinear reaction-kinetics and nonlinear Neumann-boundary condition on the lateral boundary of the channels. This boundary condition describes for example reactions taking place at the boundary of the channels or exchange with the surrounding medium. Within the channels we assume low diffusivity of order $\epsilon$. The aim is the derivation of a macroscopic model with effective interface conditions in the singular limit $\epsilon \to 0$. We only consider the case of a scalar equation. However, the results can be easily extended to systems of equations.

Reaction-diffusion transport in domains connected by thin channels plays an important role in many applications. We are particularly interested in applications in biology and biomedicine, where, for example, the exchange between cells and extra-cellular space occurs through pores in the cell membrane, or where cell layers such as the blood-brain barrier or the blood-air barrier control the exchange of chemical substances, ions, fluids, or cells (e.g., immune cells) between compartments of the
organism. Quantifying the barrier function of such layers in dependence also on micro-environmental influences (pH, hypoxia) leads to extremely challenging problems. First experimental investigations in this direction are performed with the help of in vitro devices consisting of microchambers separated by cell layers cultured on porous membranes see e.g. Figure 1. These so called organs-on-chips simulate structural and functional features of in vivo cellular layers, see e.g., [18] for a lung-on-chip microdevice reproducing key structural and functional properties of the human alveolar-capillary interface. Other important applications where reaction-diffusion transport through small channels play an important role are membranes perforated by tiny pores and filters used in engineering sciences, see e.g. Figure 1. In all these applications nonlinear effects on the boundary of the channels play an important role. We note that in the mentioned applications the geometry and the bio-chemical and bio-physical processes can be considerably more complicated than in our model. However, even for relatively simple models, just taking into account reaction and diffusion processes, numerical simulations are very expensive. Therefore, macroscopic approximations of the solutions, obtained in the limit $\epsilon \to 0$, are highly demanded and the methods derived in our paper are an essential step for the treatment of more complex problems.
In the singular limit $\epsilon \to 0$ we obtain two bulk-domains $\Omega^+\epsilon$ and $\Omega^-\epsilon$, which are separated by the interface $\Sigma$. The crucial point is the derivation of the interface conditions across $\Sigma$ in the macroscopic model. These interface conditions carry information about the microscopic processes in the channels $\Omega^M_{\epsilon,\epsilon}$ We obtain a jump for the solution and its normal fluxes across $\Sigma$, involving the solution of local cell problems of reaction-diffusion type on the reference element $Z^*$ in every point of the interface $\Sigma$. This coupling between the microscopic variable from $Z^*$ and the macroscopic variable from $\Sigma$ arises due to critical scaling for the diffusion in the microscopic model, and leads to additional difficulties in the limit process. Here, the most challenging step is to pass to the limit in the thin channels, where we have to cope simultaneously with the singular limit and the periodicity of the channels. For this we use the method of two-scale convergence for thin channels and their oscillating surface, which was defined in [3] and is closely related to the two-scale convergence in thin heterogeneous layers introduced in [23], see also [20] for homogeneous thin structures. Due to the specific scaling in the microscopic equation in the channels, the macroscopic two-scale limit of the microscopic solution is depending on both, the macroscopic variable $\bar{x} \in \Sigma$ and the microscopic variable $y \in Z^*$. 

As a first step in the derivation of the macroscopic model we derive $\epsilon$-dependent a priori estimates for the microscopic solutions, which imply (weak) two-scale convergence for the solutions in the thin layer. These compactness results are enough to pass to the limit in the linear terms of the microscopic equation, but not for the nonlinear terms, especially on the boundary of the channels. For those terms we need strong two-scale compactness results. Using the unfolding method for thin channels, which gives us an equivalent characterization of the two-scale convergence, we prove a general strong two-scale compactness result of Kolmogorov-Simon-type based on error estimates for the discrete shifts of the microscopic solution. An additional difficulty in our problem arises due to the fact, that because of the low regularity assumptions on the data and the nonlinear boundary condition the time-derivative of the microscopic solution is only a functional on a function space defined on the whole domain $\Omega_\epsilon$. Therefore, it is not straightforward to obtain the existence of the time-derivative of the unfolded sequence together with suitable a priori estimates. To overcome this problem we use a duality argument to show that the time-derivative of the unfolded sequence in the channels exists and can be controlled by the time-derivative of the microscopic solution on the whole domain. To exhibit the form of the macroscopic model in the limit $\epsilon \to 0$, we construct test-functions adapted to the structure of the transmission problem and which are admissible for the definition of the two-scale convergence in the channel domain. These test-functions lie in a function space which we show to be dense in the space of macroscopic solutions.

First homogenization results for problems with a geometrical framework related to our setting were given in [25]. In [8, 9], the Stokes-equation was considered in two-bulk domains separated by a sieve of thickness zero. Contributions to the homogenization of the Laplace equation in domains connected by thin channels have been given in [10, 24, 26, 27], where the asymptotic behavior of the solution is investigated for different ratio of the thickness of the layer and the radius of the cylindrical channels. The more challenging problem concerning the ion transport through channels of biological membranes was announced in [22]. The homogenization of an elliptic Steklov type spectral problem in domains connected by thin channels was considered in [1, 12]. In [21] a homogenization problem for diffusion-advection processes for oxygen transport through skin layer (heterogeneous thin layer) and fat tissue (heterogeneous bulk do-
The problem is linear and the case of high diffusivity of order $\epsilon^{-1}$ was investigated. The case of transport through channels for moderate and high diffusivity, again for linear problems with Neumann boundary conditions, can be found in [3]. More precisely, the diffusion in the channels is of order $\epsilon^\gamma$ with $\gamma \in [-1, 1)$. In this case, the two-scale limit of the microscopic solution in the channels is not depending on the microscopic variable $y \in \mathbb{Z}^*$. In the present paper we treat the critical case $\gamma = 1$ of small diffusion (leading to a coupled micro-macro model), and additionally take into account nonlinear reaction-kinetics in the bulk-domains and in the channels, as well as on the boundary of the channels.

Reaction-diffusion problems through a thin layer instead of channels were considered in [16, 17, 23]. In [23] continuous transmission conditions between the bulk and the layer and nonlinear reaction kinetics are considered. The results are based on uniform $L^\infty$-estimates for the solution and $L^2$-estimates for the time-derivative. In [17] a nonlinear interface condition between the thin layer and the bulk domains is considered, leading to $(H^1)'$-regularity for the time-derivative. In our paper we extend those results to channels with continuous transmission conditions to the bulk domains, nonlinear boundary conditions, especially on the channels lateral boundaries, and low regularity for the time-derivative (operators on function spaces defined on the whole microscopic domain $\Omega_\epsilon$), in the critical case of low diffusion in the channels, see also [13]. For this purpose we derive general strong two-scale compactness results of Kolmogorov-Simon-type which allow us to avoid the use of $L^\infty$-estimates.

The structure of the paper is as follows. In Section 2 we introduce the microscopic model with its underlying geometrical structure, and give the definition of a weak solution and the necessary function spaces. Further, we prove existence and uniqueness of a unique solution and establish a priori estimates for these solutions and their shifts. In Section 3 we give the definition of the two-scale convergence and the unfolding operator for thin channels. Further, we derive weak and strong two-scale compactness results associated with the specific scaling in our microscopic model. Finally in Section 4 we derive the macroscopic model.

1.1 Highlights and original contributions

In this paper we address the dimension reduction and homogenization of a reaction-diffusion model in a domain consisting of two bulk regions connected by an array of thin channels with critical scaling of order $\epsilon$ of the diffusivity in the channels. This scaling leads in the limit $\epsilon \to 0$ to a macroscopic model with effective interface transmission conditions which couple the micro and macro variables. We derive general strong two-scale compactness results of Kolmogorov-Simon-type, which are needed also for more complex nonlinear problems involving transmission processes through channels, arising e.g. from bio-medical or engineering applications. The main results of the paper are:

- Existence of a microscopic solution with uniform a priori estimates with respect to $\epsilon$ and estimates for the differences between the shifted solution and the solution itself, see Section 2.3.

- Commuting property between the unfolding operator and the generalized time-derivative based on a general duality argument, see Lemma 7 and Proposition 2.
- A general strong multi-scale compactness result of Kolmogorov-Simon-type under low regularity assumptions on the time-derivative, see Theorem 1;

- Derivation of a macroscopic model including effective transmission conditions across Σ, where the jump of the solution and its flux across Σ is coupled to local cell problems of reaction-diffusion type, see Theorem 3;

- Density result for a class of test functions adapted to the micro-macro structure of the macroscopic model, see Proposition 4.

2 The microscopic model

Let $\epsilon > 0$ be a sequence of positive numbers tending to zero such that $\epsilon^{-1} \in \mathbb{N}$ and let $H > 0$ be a fixed real number. Let $n \in \mathbb{N}, n \geq 2$. For $x \in \mathbb{R}^n$, we write $x = (\bar{x}, x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}$. Let $\Omega$ be a subset of $\mathbb{R}^n$ defined as

$$\Omega := \Sigma \times (-H, H),$$

where $\Sigma \subset \mathbb{R}^{n-1}$ is a connected and open domain with Lipschitz-boundary.

We consider the domain $\Omega_{\epsilon} \subset \Omega$ consisting of three subdomains: the bulk regions $\Omega_{\epsilon}^+$ and $\Omega_{\epsilon}^-$ which are connected by channels periodically distributed within a thin layer constituting the domain $\Omega_{M,\epsilon}^*$, see Figure 3. The bulk regions are given by:

$$\Omega_{\epsilon}^+ = \Sigma \times (\epsilon, H), \quad \Omega_{\epsilon}^- = \Sigma \times (-H, -\epsilon).$$

Furthermore, we denote by

$$S_{\epsilon}^+ = \Sigma \times \{\epsilon\}, \quad S_{\epsilon}^- = \Sigma \times \{-\epsilon\},$$

Figure 3: Microscopic domain $\Omega_{\epsilon}$ for the case $\epsilon = \frac{1}{5}$ and $n = 3$. Figure 4: Standard channel domain $Z^*$ in the standard cell $Z$. 
the bottom and the top of $\Omega^+_\epsilon$ and $\Omega^-_\epsilon$, respectively. The thin layer separating the two bulk domains is given by

$$\Omega^M_\epsilon := \Sigma \times (-\epsilon, \epsilon).$$

To define the channels, which are periodically distributed within $\Omega^M_\epsilon$, we first define the standard cell

$$Z := Y \times (-1,1) := (0,1)^{n-1} \times (-1,1)$$

with the upper and lower boundaries

$$S^+ := Y \times \{1\}.$$

Let $Z^* \subset Z$ be a connected and open Lipschitz domain representing the standard channel domain, see Figure 4, such that

$$S^+_\ast := \{y \in \partial Z^* : y_n = \pm 1\}$$

is a Lipschitz-domain in $\mathbb{R}^{n-1}$ with positive measure. Let the lateral boundary of the standard channel be denoted by

$$N := \partial Z^* \setminus (S^+_\ast \cup S^-).$$

We assume that this lateral boundary has a non-zero distance to the lateral boundary $\partial Z \setminus (S^+ \cup S^-)$ of the standard cell $Z$. The domain consisting of the channels is then given by

$$\Omega^M_{\ast, \epsilon} := \bigcup_{k \in I_{\epsilon}} \epsilon \left( Z^* + (\hat{k},0) \right)$$

where $I_{\epsilon} = \{k \in \mathbb{Z}^{n-1} : \epsilon \left( Z + (\hat{k},0) \right) \subset \Omega^M_\epsilon \}$. The interfaces between the channel domain and the bulk domains are defined by

$$S^+_{\ast, \epsilon} := \bigcup_{k \in I_{\epsilon}} \epsilon \left( S^+_\ast + (\hat{k},0) \right).$$

The microscopic domain $\Omega_\epsilon$ is thus defined by

$$\Omega_\epsilon = \Omega^+_\epsilon \cup \Omega^-_\epsilon \cup \Omega^M_{\ast, \epsilon} \cup S^+_{\ast, \epsilon} \cup S^-_{\ast, \epsilon}.$$ 

We assume $\Omega_\epsilon$ to be Lipschitz. The boundary of $\Omega_\epsilon$ is given by $\partial \Omega_\epsilon = N_\epsilon \cup \partial N \Omega_\epsilon$, where

$$N_\epsilon := \bigcup_{k \in I_{\epsilon}} \epsilon \left( N + (\hat{k},0) \right), \quad \partial N \Omega_\epsilon := \partial \Omega_\epsilon \setminus N_\epsilon.$$

For a function defined on $\Omega_\epsilon$, we usually add superscripts $+, -, M$ to denote its restriction to the sub-domains $\Omega^+_\epsilon, \Omega^-_\epsilon$ and $\Omega^M_{\ast, \epsilon}$ respectively. Finally, we define the domains

$$\Omega^+ := \Sigma \times (0,H), \quad \Omega^- := \Sigma \times (-H,0),$$

which are separated by the interface $\Sigma$. 
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Let \( p \in [1, \infty] \) and \( p' \) denotes the dual exponent of \( p \), i.e., \( \frac{1}{p} + \frac{1}{p'} = 1 \). For a suitable subset \( G \subset \mathbb{R}^m \) with \( m \in \mathbb{N} \) we use the following notation for \( u \in L^p(G) \) and \( v \in L^{p'}(G) \):

\[
(u,v)_G := \int_G u(z)v(z)dz,
\]

and for \( p = p' = 2 \) we just obtain the inner product on \( L^2(G) \). For a Banach space \( X \) we denote its dual by \( X' \) and by \( \langle \cdot, \cdot \rangle_{X' \times X} \) the duality pairing between \( X' \) and \( X \), i.e., for \( x' \in X' \) and \( x \in X \) we write

\[
\langle x', x \rangle_{X' \times X} := x'(x).
\]

With the subscript \( \text{per} \) we indicate function spaces of functions defined on subsets of \( \mathbb{R}^n \) which are periodic with respect to the first \( (n-1) \) components. For example we write \( C_{\text{per}}(\mathbb{Z}^*) \) for the space of functions \( C(\mathbb{Z}^*) \) periodically extended in \( \bar{y} \)-direction.

2.1 The microscopic model

We study the following reaction-diffusion problem for the unknown function \( u_\epsilon = (u^+_{\epsilon,i}, u^-_{\epsilon,i}, u^M_{\epsilon,i}) : (0,T) \times \Omega_\epsilon \rightarrow \mathbb{R} \):

\[
\begin{aligned}
\partial_t u^+_\epsilon - D^+ \Delta u^+_\epsilon &= f^+(u^+_\epsilon) \quad \text{in } (0,T) \times \Omega^+_\epsilon, \\
\frac{1}{\epsilon} \partial_t u^M_{\epsilon,i} - \nabla \cdot \left( \epsilon D^M \left( \frac{x}{\epsilon} \right) \nabla u^M_{\epsilon,i} \right) &= \frac{1}{\epsilon} g_{\epsilon,i}(u^M_{\epsilon,i}) \quad \text{in } (0,T) \times \Omega^M_{\epsilon,i},
\end{aligned}
\tag{1a}
\]

with the boundary conditions

\[
\begin{aligned}
\nabla u^+_\epsilon \cdot \nu &= 0 \quad \text{on } (0,T) \times \partial_N \Omega_\epsilon, \\
-\epsilon D^M \left( \frac{x}{\epsilon} \right) \nabla u^M_{\epsilon,i} \cdot \nu &= h_{\epsilon,i}(u^M_{\epsilon,i}) \quad \text{on } (0,T) \times N_\epsilon,
\end{aligned}
\tag{1b}
\]

where \( \nu \) denotes the outer unit normal with respect to \( \Omega_\epsilon \), and the initial conditions

\[
u_{\epsilon,i}(0) = u_{\epsilon,i} \quad \text{on } \Omega_\epsilon.
\tag{1c}
\]

At the interfaces \( S^\pm_{\epsilon,i} \), we impose the natural transmission conditions, i.e., the continuity of the solution and of the normal flux, namely

\[
\begin{aligned}
u^+_\epsilon = u^M_{\epsilon,i} \quad &\text{on } (0,T) \times S^+_\epsilon, \\
D^+ \nabla u^+_\epsilon \cdot \nu = \epsilon D^M \left( \frac{x}{\epsilon} \right) \nabla u^M_{\epsilon,i} \cdot \nu \quad &\text{on } (0,T) \times S^M_{\epsilon,i},
\end{aligned}
\tag{1d}
\]

where here \( \nu \) denotes the unit normal on \( S^\pm_{\epsilon,i} \) (with respect to \( \Omega^\pm_{\epsilon,i} \)). We emphasize that we consider constant diffusion coefficients \( D^\pm \) in the bulk-domains \( \Omega^\pm_\epsilon \) just for an easier notation. The results can be easily extended to more general problems, for example oscillating diffusion coefficients.
2.1.1 Assumptions on the Data

(A1) We assume \( D^+ > 0 \) and \( D^M : Z^* \to \mathbb{R}^{n \times n} \) with \( D^M \in L^\infty(Z^*)^{n \times n} \) \( Y \)-periodic and coercive, that means for almost every \( y \in Z^* \) and all \( \xi \in \mathbb{R}^n \) it holds for \( c_0 > 0 \) independent of \( y \) and \( \xi \) that

\[
D^M(y)\xi \cdot \xi \geq c_0\|\xi\|^2.
\]

(A2) For the reaction rates in the bulk domains we assume \( f \in C^0([0, T] \times \overline{\Omega} \times \mathbb{R}) \) is globally Lipschitz-continuous with respect to the last variable.

(A3) For the reaction rate in the channels domain we assume \( g(t, x, z) = g(t, \tfrac{x}{\epsilon}, z) \) for \((t, x, z) \in (0, T) \times \Omega^M_{\epsilon, t} \times \mathbb{R} \), with \( g \in C^0([0, T] \times \overline{Z^*} \times \mathbb{R}) \) \( Y \)-periodically extended in the second variable. Further, we assume that \( g \) is globally Lipschitz-continuous with respect to the last variable.

(A4) For the reaction rate on the lateral surface of the channels we assume that \( h_{\epsilon}(t, x, z) := h(t, \tfrac{x}{\epsilon}, z) \) for \((t, x, z) \in (0, T) \times N_{\epsilon} \times \mathbb{R} \), with \( h \in C^0([0, T] \times \overline{N} \times \mathbb{R}) \) extended \( Y \)-periodically with respect to the second variable, and globally Lipschitz-continuous with respect to the last variable.

(A5) For the initial conditions, we assume that

\[
u_{\epsilon, i}(x) = \begin{cases} u^+_i(x) & \text{for } x \in \Omega^+_\epsilon, \\ u^M_i\left(x, \frac{\cdot}{\epsilon}\right) & \text{for } x \in \Omega^M_{\epsilon, i}, \\ u^-_i(x) & \text{for } x \in \Omega^-_\epsilon, \end{cases}
\]

where \((u^+_i, u^M_i, u^-_i) \in L^2(\Omega^+) \times L^2(\Sigma, C^0(\overline{Z^*})) \times L^2(\Omega^-)\). Especially, it holds that

\[
\frac{1}{\epsilon} \left\| u^M_i\left(x, \frac{\cdot}{\epsilon}\right) \right\|_{L^2(\Omega^M_{\epsilon, i})} \leq \left\| u^M_i\right\|_{L^2(\Sigma, C^0(\overline{Z^*}))} \leq C.
\]

2.2 Weak solution of the microscopic problem

In this section we define a weak solution of the microscopic model \([1]\). Therefore, we introduce Hilbert spaces with inner products adapted to the scaling in the equation for \( u^M_{\epsilon} \) in the channels. First of all, we define

\[
L_{\epsilon} := L^2(\Omega_{\epsilon}) = L^2(\Omega^+_{\epsilon}) \times L^2(\Omega^M_{\epsilon, \epsilon}) \times L^2(\Omega^-_{\epsilon}),
\]

together with the inner product

\[
(w_{\epsilon}, v_{\epsilon})_{L_{\epsilon}} := (w_{\epsilon}, v_{\epsilon})_{\Omega^+_{\epsilon}} + (w_{\epsilon}, v_{\epsilon})_{\Omega^-_{\epsilon}} + \frac{1}{\epsilon}(w_{\epsilon}, v_{\epsilon})_{\Omega^M_{\epsilon, \epsilon}}.
\]

The second equality in the definition of \( L_{\epsilon} \) means that we always identify \( L^2(\Omega_{\epsilon}) \) with the product space on the different compartments. Further, we define

\[
H_{\epsilon} := \{(u^+_\epsilon, u^M_{\epsilon}, u^-_{\epsilon}) \in H^1(\Omega^+_{\epsilon}) \times H^1(\Omega^M_{\epsilon, \epsilon}) \times H^1(\Omega^-_{\epsilon}) : u^+_\epsilon = u^M_{\epsilon} \text{ on } S^+_{\epsilon, \epsilon}, \}
\]

with the inner product

\[
(w_{\epsilon}, v_{\epsilon})_{H_{\epsilon}} := (w_{\epsilon}, v_{\epsilon})_{L_{\epsilon}} + (\nabla w_{\epsilon}, \nabla v_{\epsilon})_{\Omega^+_{\epsilon}} + (\nabla w_{\epsilon}, \nabla v_{\epsilon})_{\Omega^-_{\epsilon}} + \epsilon(\nabla w_{\epsilon}, \nabla v_{\epsilon})_{\Omega^M_{\epsilon, \epsilon}}.
\]
Of course, it holds $\mathcal{H}_c = H^1(\Omega_c)$ in a topological sense. The associated norms on $\mathcal{L}_c$ and $\mathcal{H}_c$ are denoted by $\| \cdot \|_{\mathcal{L}_c}$ and $\| \cdot \|_{\mathcal{H}_c}$. We immediately obtain the Gelfand-triple

$$\mathcal{H}_c \hookrightarrow \mathcal{L}_c \hookrightarrow \mathcal{H}_c' \tag{2}$$

Hence, for $v_c \in L^2((0, T), \mathcal{H}_c) \cap H^1((0, T), \mathcal{H}_c')$ the time-derivative $\partial_t v_c$ is characterized by the identity (see [28, Prop. 23.20])

$$\int_0^T (\partial_t v_c, \phi_c)_{\mathcal{H}_c} \psi dt = -\int_0^T (v_c, \phi_c)_{\mathcal{L}_c} \psi' dt \tag{3}$$

for all $\phi_c \in \mathcal{H}_c$ and $\psi \in \mathcal{D}(0, T)$.

**Definition 1.** We say that $u_c = (u^+_c, u^-_c, u^\mathcal{M}_c)$ is a weak solution of the microscopic model (1), if

$$u_c \in L^2((0, T), \mathcal{H}_c) \cap H^1((0, T), \mathcal{H}_c'),$$

for all $\phi_c \in \mathcal{H}_c$ it holds the variational equation

$$\langle \partial_t u_c, \phi_c \rangle_{\mathcal{H}_c} = \sum_x (D^s \nabla u^+_c, \nabla \phi_x)_{\Omega^s_x} + \epsilon \bigg( D^M \bigg( \frac{\partial}{\partial t} \bigg) \nabla u^\mathcal{M}_c, \nabla \phi_x \bigg)_{\Omega^\mathcal{M}_x}$$

$$+ \sum_x (f^s(u^+_c), \phi_x)_{\Omega^s_x} + \frac{1}{\epsilon} \langle g_\epsilon(u^\mathcal{M}_c), \phi_x \rangle_{\Omega^\mathcal{M}_x} - \langle h_\epsilon(u^\mathcal{M}_c), \phi_x \rangle_{\Omega^\mathcal{M}_x} \tag{4}$$

and $u_c$ fulfills the initial condition (1c). This condition makes sense since $u_c \in C^0([0, T], \mathcal{L}_c)$, see [28, Prop. 23.23] and $u_{c, i} \in \mathcal{L}_c$ by Assumption (A5).

Let us specify how the weak formulation in Definition 1 is related to the scaling for the time-derivative in the classical formulation in (1a). Under the additional regularity assumptions (which is not necessary for our analysis) $\partial_t u^+_c \in L^2((0, T), H^1(\Omega^s))$ and $\partial_t u^\mathcal{M}_c \in L^2((0, T), H^1(\Omega^\mathcal{M}))$ for a weak solution $u_c$, we obtain from the Gelfand-triple (2) and the definition of the inner product on $\mathcal{L}_c$ (see also (3))

$$\langle \partial_t u_c, \phi_c \rangle_{\mathcal{H}_c} = \sum_x \langle \partial_t u^+_c, \phi_x \rangle_{H^1(\Omega^s_x)'} + \frac{1}{\epsilon} \langle \partial_t u^\mathcal{M}_c, \phi_x \rangle_{H^1(\Omega^\mathcal{M}_x)'}.$$

However, in our case the time-derivative $\partial_t u_c$ is a functional defined on the whole space $\mathcal{H}_c$, i.e., a space of functions defined on the whole domain $\Omega_c$, and it is not straightforward to restrict such functionals to $H^1(\Omega^s)'$ and $H^1(\Omega^\mathcal{M})'$. For the derivation of the strong compactness results in the channels we have to control the time-derivative in the domain $\Omega^s_x$. Therefore, we introduce the space of functions with zero traces on the interface between the channels and the bulk-domains

$$\mathcal{H}^\mathcal{M}_{c,0} := \left\{ u^\mathcal{M}_c \in H^1(\Omega^\mathcal{M}_x) : u^\mathcal{M}_c |_{\Omega^s_x} = 0 \right\},$$

together with the inner product

$$\langle w^\mathcal{M}_c, v^\mathcal{M}_c \rangle_{\mathcal{H}^\mathcal{M}_{c,0}} := \frac{1}{\epsilon} \langle w^\mathcal{M}_c, v^\mathcal{M}_c \rangle_{\Omega^\mathcal{M}_x} + \epsilon \langle \nabla w^\mathcal{M}_c, \nabla v^\mathcal{M}_c \rangle_{\Omega^\mathcal{M}_x}.$$
\[
\int_0^T \langle \partial_t u^\epsilon, \phi^\epsilon \rangle_{H^1, H^1} \psi(t) dt = -\int_0^T (u^\epsilon, \phi^\epsilon)_{L^2, L^2} \psi'(t) dt = -\frac{1}{\epsilon} \int_0^T (u^\epsilon, \phi^\epsilon)_{L^2(\Omega^\epsilon_0)} \psi'(t) dt,
\]

and since \( \phi^\epsilon \to \epsilon (\partial_t u^\epsilon, \phi^\epsilon)_{H^1, H^1} \) is continuous on \( H^1_{x,0} \), we get using [28, Prop. 23.20]

\[
\langle \partial_t u^\epsilon, \phi^\epsilon \rangle_{(H^1_{x,0})'} = \epsilon (\partial_t u^\epsilon, \phi^\epsilon)_{H^1, H^1},
\]

and thus

\[
\| \partial_t u^\epsilon \|_{(H^1_{x,0})'} \leq \epsilon \| \partial_t u^\epsilon \|_{H^1}.
\] (5)

### 2.3 Existence of a weak solution and a priori estimates

In this section we give the existence result for the microscopic model [1] and show a priori estimates depending explicitly on the parameter \( \epsilon \). These estimates form the basis for the derivation of the macroscopic model.

**Proposition 1.** There exists a unique weak solution of the microscopic model [1].

**Proof.** The claim follows from the Galerkin-method and a Leray-Schauder fixed-point argument, together with a priori estimates similar as in Lemma [1]. Since this is quite standard we skip the details. \( \square \)

In the next lemma, we state the a priori estimates for the microscopic solution \( u^\epsilon \).

Therefore, we make use of the following trace-inequality: For all \( \theta > 0 \) there exists \( C(\theta) > 0 \), such that for all \( \phi^\epsilon \in H^1(\Omega^\epsilon_0) \) it holds that

\[
\| \phi^\epsilon \|_{L^2(\Omega_\epsilon)} \leq \frac{C(\theta)}{\sqrt{\epsilon}} \| \phi^\epsilon \|_{L^2(\Omega^\epsilon_0)} + \theta \sqrt{\epsilon} \| \nabla \phi^\epsilon \|_{L^2(\Omega^\epsilon_0)}.
\] (6)

This result is easily obtained by decomposing \( \Omega^\epsilon_\epsilon \) into microscopic cells \( \epsilon (Z + (k, 0)) \) for \( k \in I_\epsilon \), using a scaling argument, and the usual trace estimate on \( \partial Z^* \).

**Lemma 1.** The solution \( u^\epsilon \) of the microscopic model [1] fulfills the following a priori estimate for a constant \( C > 0 \) independent of \( \epsilon \)

\[
\| \partial_t u^\epsilon \|_{L^2((0,T), H^1)} + \| u^\epsilon \|_{L^2((0,T), H^1)} \leq C.
\]

Especially, we obtain

\[
\| \partial_t u^\epsilon \|_{L^2((0,T),(H^1_{x,0})')} \leq C \epsilon.
\]

**Proof.** We test the variational equation [4] with \( u^\epsilon \) to obtain with the coercivity of \( D^M \)

\[
\frac{1}{2} \frac{d}{dt} \| u^\epsilon \|_{L^2}^2 + \sum_k D^g \| u^\epsilon_k \|_{L^2(\Omega^\epsilon_k)}^2 + \epsilon_0 \epsilon \| \nabla u^\epsilon \|_{L^2(\Omega^\epsilon_0)}^2 \leq \sum_k (f^g(u^\epsilon_k), u^\epsilon_k)_{\Omega^\epsilon_k} + \frac{1}{\epsilon} (g(u^\epsilon_k, u^\epsilon_k)_{\Omega^\epsilon_0} - (h(u^\epsilon_k), u^\epsilon_k)_{N_\epsilon}).
\] (7)
We only consider the boundary term on \( N \) in more detail, since the other terms can be treated in a similar way. The Lipschitz-continuity of \( h_\epsilon \) and the trace-inequality (5) imply for \( \theta > 0 \) (remember \( |N_\epsilon| \leq C \))

\[
\left| (h_\epsilon(u^M_\epsilon), u^M_\epsilon)_{N_\epsilon} \right| \leq C \left( 1 + \| u^M_\epsilon \|_{L^2(N_\epsilon)} \right) \| u^M_\epsilon \|_{L^2(N_\epsilon)}^2 \leq C \left( 1 + \| u^M_\epsilon \|_{L^2(N_\epsilon)}^2 \right) + \theta \epsilon \| u^M_\epsilon \|_{L^2(N_\epsilon)}^2.
\]

For \( \theta > 0 \) small enough the last term can be absorbed from the left-hand side in the inequality (6). Integration with respect to time and the Gronwall inequality implies the estimate for \( u_\epsilon \) in the norm of \( L^2((0,T),\mathcal{H}_\epsilon) \). For the estimate of the time-derivative we just test equation (3) with \( \phi_\epsilon \in \mathcal{H}_\epsilon \) and \( \| \phi_\epsilon \|_{\mathcal{H}_\epsilon} \leq 1 \):

\[
(\partial_t u_\epsilon, \phi_\epsilon)_{\mathcal{H}_\epsilon'} \mathcal{H}_\epsilon = - \sum \{ D^2 \nabla u^\ast_\epsilon, \nabla \phi_\epsilon \}_{\Omega^\ast} - \epsilon \left( \frac{\partial}{\partial \epsilon} \right) \nabla u^M_\epsilon, \nabla \phi_\epsilon \}_{\Omega^M_\epsilon} + \sum \{ f^\ast(u^\ast_\epsilon), \phi_\epsilon \}_{\Omega^\ast} + \frac{1}{\epsilon} \{ g_\epsilon(u^M_\epsilon), \phi_\epsilon \}_{\Omega^M_\epsilon} - \{ h_\epsilon(u^M_\epsilon), \phi_\epsilon \}_{N_\epsilon} \leq C \left( \sum \{ \| \nabla u^\ast_\epsilon \|_{L^2(\Omega^\ast)} \| \nabla \phi_\epsilon \|_{L^2(\Omega^\ast)} + \frac{\epsilon}{\| u^M_\epsilon \|_{L^2(\Omega^M_\epsilon)}} \| \nabla \phi_\epsilon \|_{L^2(\Omega^M_\epsilon)} \right)
\]

\[
+ \sum \{ \| \phi_\epsilon \|_{L^1(\Omega^\ast)} + \| u^\ast_\epsilon \|_{L^2(\Omega^\ast)} \| \phi_\epsilon \|_{L^2(\Omega^\ast)} + \frac{1}{\epsilon} \| \phi_\epsilon \|_{L^1(\Omega^M_\epsilon)} \}
\]

\[
+ \sum \{ \| u^M_\epsilon \|_{L^2(\Omega^M_\epsilon)} \| \phi_\epsilon \|_{L^2(\Omega^M_\epsilon)} + \| \phi_\epsilon \|_{L^1(\Omega^\ast)} + \| u^M_\epsilon \|_{L^2(\Omega^\ast)} \| \phi_\epsilon \|_{L^2(\Omega^\ast)} \}
\]

\[
\leq C \left[ 1 + \| u_\epsilon \|_{\mathcal{H}_\epsilon} \right] \| \phi_\epsilon \|_{\mathcal{H}_\epsilon} \leq C \left[ 1 + \| u_\epsilon \|_{\mathcal{H}_\epsilon} \right].
\]

where we used similar arguments as above and again the trace inequality (6). This implies almost everywhere in \((0,T)\)

\[
\| \partial_t u_\epsilon \|_{\mathcal{H}_\epsilon'} \leq C \left[ 1 + \| u_\epsilon \|_{\mathcal{H}_\epsilon} \right].
\]

Integration with respect to time and using the estimates already obtained at the beginning of the proof we obtain

\[
\| \partial_t u_\epsilon \|_{L^2((0,T),\mathcal{H}_\epsilon')} \leq C.
\]

The last inequality in the Lemma follows from (5). \( \square \)

To pass to the limit in the nonlinear terms of (3), we need strong two-scale compactness results. Due to the critical scaling of the equation in the channels, the two-scale limit \( u_0^M \) of \( u_\epsilon^M \) is depending on a macroscopic variable \( x \in \Sigma \) and a microscopic variable \( y \in \mathbb{Z}^\ast \), see Theorem 2. Hence, usual compactness arguments, for example a direct application of the Aubin-Lions lemma, fail. More precisely, extending the functions \( u^M_\epsilon \) to the whole thin layer \( \Omega^M_\epsilon \), such that the a priori estimates from Lemma 1 remain valid, and transform \( \Omega^M_\epsilon \) to the fixed domain \( \Sigma \times (-1,1) \) will not give a uniform bound for the sequence of the gradient with respect to \( \epsilon \) and therefore the Aubin-Lions lemma is not applicable. To overcome this problem we use the unfolding operator for thin layers and apply a Kolmogorov-type compactness result.
We emphasize that on extending function in what leads to the Gelfand-triple to the whole domain $\Omega$. On this domain we define the function space where we consider $H$ boundary of the channels by and $v$.

If it is clear from the context we neglect the index $l$ and just write $\delta v$. Now, for $0 < h \ll 1$ we define

$$\Sigma_h := \{ x \in \Sigma : \text{dist}(\partial \Sigma, x) > h \},$$

and

$$\Omega_{e,h} := \Omega_e \cap (\Sigma_h \times (-H, H)), \quad \Omega^\pm_{e,h} := \Omega_{e,h} \cap \Omega^\pm_e.$$

We emphasize that in the definition of $\Omega_{e,h}$ channels can be intersected by the boundary of $\Sigma_h \times (-H, H)$ and we would loose the Lipschitz-regularity of $\Omega_{e,h}$. Therefore we use the domain $\hat{\Omega}_{e,h}$ defined in the following. Let

$$I_{e,h} := \{ k \in \mathbb{Z}^{n-1} : \epsilon(Y + k) \subset \Sigma_h \}, \quad \hat{\Sigma}_h := \text{int} \left( \bigcup_{k \in I_{e,h}} \epsilon(Y + k) \right),$$

and

$$\hat{\Omega}^M_{e,c,h} := \hat{\Omega}^M_{e,c} \cap (\hat{\Sigma}_h \times (-\epsilon, \epsilon)), \quad \hat{\Omega}^c_{e,h} := \hat{\Sigma}_h \times (\epsilon, H), \quad \hat{\Omega}^{-}_{e,h} := \hat{\Sigma}_h \times (-H, -\epsilon).$$

The top and the bottom of the channels in $\hat{\Omega}_{e,c,h}$ are denoted by $\hat{S}^+_{e,c,h}$, and the lateral boundary of the channels by $\hat{N}_{e,h}$. Then we define

$$\hat{\Omega}_{e,h} := \hat{\Omega}^c_{e,h} \cup \hat{\Omega}^-_{e,h} \cup \hat{\Omega}^M_{e,c,h} \cup \hat{S}^+_{e,c,h} \cup \hat{S}^-_{e,c,h}.$$ On this domain we define the function space

$$\mathcal{H}_{e,h,0} := \left\{ v_e \in H^1(\hat{\Omega}_{e,h}) : \left. v_e \right|_{\partial \hat{\Sigma}_h \times (-H, -\epsilon)} = v_e \right|_{\partial \hat{\Sigma}_h \times (\epsilon, H)} = 0 \right\} \subset \mathcal{H}_e,$$

where we consider $\mathcal{H}_{e,h,0}$ as a subset of $\mathcal{H}_e$ by extending functions from $\mathcal{H}_{e,h,0}$ by zero to the whole domain $\Omega_e$. In a similar way we define

$$\mathcal{L}_{e,h} := L^2(\hat{\Omega}_{e,h}) = L^2(\hat{\Omega}^c_{e,h}) \times L^2(\hat{\Omega}^M_{e,c,h}) \times L^2(\hat{\Omega}^-_{e,h}) \subset \mathcal{L}_e,$$

what leads to the Gelfand-triple

$$\mathcal{H}_{e,h,0} \hookrightarrow \mathcal{L}_{e,h} \rightarrow \mathcal{H}'_{e,h,0}.$$ We emphasize that on $\mathcal{L}_{e,h}$ we consider the same inner product as on $\mathcal{L}_e$, just by extending function in $\mathcal{L}_{e,h}$ by zero to the whole domain $\Omega_e$. 
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Lemma 2. Let \( u_\epsilon \) be the solution of the microscopic model \([1]\). Then, for every \( 0 < h \ll 1 \), there exists a \( C = C(h) > 0 \), such that for all \( l \in \mathbb{Z}^n - 1 \times \{0\} \) with \( |el| \ll h \) it holds that

\[
\frac{1}{\epsilon} \| \delta u_\epsilon \|_{L^\infty((0,T),L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon},\mathbb{R}^n))} + \sqrt{\epsilon} \| \nabla \delta u_\epsilon \|_{L^2((0,T),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon},\mathbb{R}^n)} \leq C \left( \epsilon + \| \delta u_\epsilon(0) \|_{L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})} + \sum \| \delta u_\epsilon^l \|_{L^2((0,T),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})} \right).
\]

(8)

Proof. We have \( u_\epsilon|_{\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon}} \) and \( \tilde{\delta u}_M \) in \( H^1((0,T),H^{2,0}_{\epsilon,h}) \) and for all \( \phi_{\epsilon,h} \in \mathcal{H}_{\epsilon,h,0} \) it holds almost everywhere in \( (0,T) \) that

\[
\langle \partial_t \delta u_\epsilon, \phi_{\epsilon,h} \rangle_{\mathcal{H}_{\epsilon,h,0}} + \sum \left( D^p \nabla \delta u_\epsilon, \nabla \phi_{\epsilon,h} \right)_{\mathcal{H}_{\epsilon,h}} + \epsilon \left( D^M \left( \frac{x}{\epsilon} \nabla \delta u_\epsilon, \nabla \phi_{\epsilon,h} \right)_{\mathcal{H}_{\epsilon,h}} \right)
\]

\[
= \sum \left( f^p((u_\epsilon^m)^i) - f^p((u_\epsilon^0)^i), \phi_{\epsilon,h} \right)_{\mathcal{H}_{\epsilon,h}} + \frac{1}{\epsilon} \left( g_p(u_\epsilon^m), \phi_{\epsilon,h} \right)_{\mathcal{H}_{\epsilon,h}}
\]

\[
- \left( \delta u_\epsilon^l \left( (u_\epsilon^m)^i \right), \phi_{\epsilon,h} \right)_{\mathcal{H}_{\epsilon,h}}.
\]

Now, let \( \eta \in C_0^\infty(\mathbb{R}_+^n) \) be a cut-off function with \( 0 \leq \eta \leq 1 \) and \( \| \nabla \eta \|_{L^\infty(\mathbb{R}_+^n)} \leq C = C(h) \). As a test-function in the equation above we choose \( \phi_{\epsilon,h} = \eta^2 \delta u_\epsilon \) and obtain with the coercivity of \( D^M \)

\[
\frac{1}{2} \frac{d}{dt} \| \eta \delta u_\epsilon \|_{L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2 + \sum \| \eta \nabla \delta u_\epsilon \|_{L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2 + C_0 \epsilon \| \eta \nabla \delta u_\epsilon^M \|_{L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2
\]

\[
\leq \sum \left( -2 \left( D^p \eta \delta u_\epsilon, \eta \delta u_\epsilon \right)_{\mathcal{H}_{\epsilon,h}} + \left( \delta u_\epsilon^l \left( (u_\epsilon^m)^i \right), \eta^2 \delta u_\epsilon^M \right)_{\mathcal{H}_{\epsilon,h}} \right)
\]

\[
= \sum \left( I_{\epsilon,1}^* + I_{\epsilon,2}^* \right) + \sum \left( I_{\epsilon,j}^* \right),
\]

Integration with respect to time gives us for almost every \( t \in (0,T) \)

\[
\| \eta \delta u_\epsilon(t) \|_{L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2 + \sum \| \eta \nabla \delta u_\epsilon \|_{L^2((0,t),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2 + \epsilon \| \eta \nabla \delta u_\epsilon^M \|_{L^2((0,t),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2
\]

\[
\leq C \int_0^t \left( \sum \left( I_{\epsilon,1}^* + I_{\epsilon,2}^* \right) + \sum \left( I_{\epsilon,j}^* \right) \right) \, dt + \sum \left( I_{\epsilon,6}^* + I_{\epsilon,7}^* \right),
\]

with

\[
I_{\epsilon,6}^* := \| \eta \delta u_\epsilon^l(0) \|_{L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2, \quad I_{\epsilon,7}^* := \frac{1}{\epsilon} \| \eta \delta u_\epsilon^M(0) \|_{L^2(\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2.
\]

We start to estimate the term \( I_{\epsilon,1}^* \). For \( \theta > 0 \) we obtain

\[
\int_0^t I_{\epsilon,1}^* \, dt \leq C \| \eta \nabla \delta u_\epsilon \|_{L^2((0,t),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})} \| \delta u_\epsilon \|_{L^2((0,t),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}
\]

\[
\leq C(\theta) \| \delta u_\epsilon \|_{L^2((0,t),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2 + \theta \| \eta \nabla \delta u_\epsilon \|_{L^2((0,t),\tilde{\Omega}^{\delta u_\epsilon}_{\epsilon})}^2.
\]
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for a constant $C(\theta) > 0$ depending on $\theta$. In a similar way and using the a priori estimate from Lemma 1 we obtain for $I_{e,\delta}^M$

$$\int_0^t I_{e,\delta}^M dt \leq C\epsilon \|\nabla \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})} \|\eta \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}$$

$$\leq C\left(\epsilon^3 \|\nabla \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2 + \frac{1}{\epsilon} \|\eta \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2\right)$$

$$\leq C\left(\epsilon^2 + \frac{1}{\epsilon} \|\eta \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2\right).$$

For $I_{e,\delta}^M$ we use the Lipschitz-continuity of $h_\epsilon$, the trace-inequality (6), and again the a priori estimate from Lemma 1 to obtain for $\theta > 0$

$$\int_0^t I_{e,\delta}^M dt \leq C\|\eta \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2$$

$$\leq \frac{C(\theta)}{\epsilon} \|\eta \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2 + C\epsilon \|\delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2 + \theta \epsilon \|\eta \nabla \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2$$

$$\leq \frac{C(\theta)}{\epsilon} \|\eta \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2 + C\epsilon^2 + \theta \epsilon \|\eta \nabla \delta u_e^M\|_{L^2((0,t) \times \Omega_{e,\delta})}^2.$$

For $I_{e,\delta}^M$ and $I_{e,\delta}^M$ we obtain directly from the Lipschitz-continuity of $f^\epsilon$ and $g_\epsilon$

$$\int_0^t I_{e,\delta}^M dt \leq C\|\delta u_e\|_{L^2((0,t) \times \Omega_{e,\delta})}^2.$$  

Choosing $\theta > 0$ small enough, the desired result follows from the Gronwall-inequality.

**Remark 1.** The error term $I_{e,\delta}^M$ arises due to the cut-off function $\eta$ in the proof of Lemma 2. Hence, with the method used above we are not able to get rid of the norms of $\delta u_e^M$ on the right-hand side of inequality (8). For specific boundary conditions, like zero Dirichlet-boundary conditions, or in case of a rectangle $\Sigma$, zero Neumann-boundary conditions or periodic boundary conditions on the lateral boundary, it is easy possible to extend the solution $u_e$ in $\bar{x}$-direction and obtain an estimate of the form

$$\|\delta u_e\|_{L^2((0,T) \times \Sigma_{e,\delta})} \leq C(\epsilon + \|\delta u_e(0)\|_{L^2}).$$

However, the interior estimate in Lemma 2 is enough to obtain strong two-scale compactness results in the channel domain and the method presented in the proof has the advantage that it is applicable for more general boundary conditions.

### 3 Two-scale convergence and the unfolding operator for thin channels

In this section we define the two-scale convergence for thin channels and give some weak two-scale compactness results based on a priori estimates in $L^2((0,T), \mathcal{H}_e)$. Further, we derive strong two-scale convergence results based on error estimates for the discrete shifts as in Lemma 2. Therefore, we make use of the unfolding operator and a Kolmogorov-type compactness result. We start with the definition of the two-scale convergence for channels, see also 3.
Definition 2. Let $p \in [1, \infty)$ and $p'$ the dual exponent of $p$.

(i) We say the sequence $v_{\epsilon} \in L^p((0,T) \times \Omega^M_{\epsilon,\epsilon})$ converges (weakly) in the two-scale sense to a limit function $v_0 \in L^p((0,T) \times \Sigma \times Z^*)$, if

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_0^T \int_{\Omega^M_{\epsilon,\epsilon}} v_{\epsilon}(t,x) \psi(t,\bar{x},\frac{x}{\epsilon}) \, dx \, dt = \int_0^T \int_{\Sigma} v_0(t,\bar{x},y) \psi(t,\bar{x},y) \, dy \, d\bar{x} \, dt,
\]

for all $\psi \in L^{p'}((0,T) \times \Sigma, C_{\text{per}}(Z^*))$. The sequence converges strongly in the two-scale sense (in $L^p$) if it holds that

\[
\lim_{\epsilon \to 0} \epsilon^{-\frac{1}{p'}} \| v_{\epsilon} \|_{L^p((0,T) \times \Omega^M_{\epsilon,\epsilon})} = \| v_0 \|_{L^p((0,T) \times \Sigma \times Z^*)}.
\]

(ii) We say the sequence $v_{\epsilon} \in L^p((0,T) \times N_{\epsilon})$ converges (weakly) in the two-scale sense to a limit function $v_0(t,\bar{x},y) \in L^p((0,T) \times \Sigma \times N)$ on $N_{\epsilon}$, if

\[
\lim_{\epsilon \to 0} \int_0^T \int_{N_{\epsilon}} v_{\epsilon}(t,x) \psi(t,\bar{x},\frac{x}{\epsilon}) \, dx \, dt = \int_0^T \int_N v_0(t,\bar{x},y) \psi(t,\bar{x},y) \, dy \, d\bar{x} \, dt,
\]

for all $\psi \in L^{p'}((0,T), C(\Sigma, C_{\text{per}}(N)))$. The sequence converges strongly in the two-scale sense (in $L^p$) on $N_{\epsilon}$ if it holds that

\[
\lim_{\epsilon \to 0} \| v_{\epsilon} \|_{L^p((0,T) \times N_{\epsilon})} = \| v_0 \|_{L^p((0,T) \times \Sigma \times N)}.
\]

We just say a sequence converges in the two-scale sense, if it converges in the two-scale sense in $L^p$.

In the following Lemma we give some weak two-scale compactness results in the microscopic channels, based on a priori estimates of the microscopic solution.

Lemma 3. Let $p \in (1, \infty)$ and $p'$ the dual exponent of $p$.

(i) Let $v_{\epsilon}$ be a sequence of functions in $L^p((0,T) \times \Omega^M_{\epsilon,\epsilon})$ such that

\[
\epsilon^{-\frac{1}{p'}} \| v_{\epsilon} \|_{L^p((0,T) \times \Omega^M_{\epsilon,\epsilon})} \leq C.
\]

Then, there exists $v_0 \in L^p((0,T) \times \Sigma \times Z^*)$ such that, up to a subsequence, $v_{\epsilon}$ two-scale converges to $v_0$.

(ii) Let $v_{\epsilon}$ be a sequence of functions in $L^p((0,T), W^{1,p}(\Omega^M_{\epsilon,\epsilon}))$ such that

\[
\epsilon^{-\frac{1}{p'}} \| v_{\epsilon} \|_{L^p((0,T) \times \Omega^M_{\epsilon,\epsilon})} + \epsilon^{-\frac{1}{p'}} \| \nabla v_{\epsilon} \|_{L^p((0,T) \times \Omega^M_{\epsilon,\epsilon})} \leq C.
\]

Then, there exists $v_0 \in L^p((0,T) \times \Sigma, W^{1,p}(Z^*))$, such that up to a subsequence $v_{\epsilon} \to v_0$ and $\epsilon \nabla v_{\epsilon} \to \nabla y v_0$ in the two-scale sense.

(iii) Let $v_{\epsilon}$ be a sequence of functions in $L^p((0,T) \times N_{\epsilon})$ such that

\[
\| v_{\epsilon} \|_{L^p((0,T) \times N_{\epsilon})} \leq C.
\]

Then, there exists $v_0 \in L^p((0,T) \times \Sigma \times N)$, such that $v_{\epsilon} \to v_0$ in the two-scale sense on $N_{\epsilon}$.
Proof. Statements \([\text{(i)}]\) and \([\text{(iii)}]\) were shown in \([3, \text{Theorem 4.4}]\) for \(p = 2\). The general case works the same lines. To prove \([\text{(ii)}]\) we notice that
\[
e^{-\frac{1}{2}\epsilon}\left(\|v\|_{L^p((0,T)\times \Omega^N_{\epsilon,\delta})} + \|\epsilon \nabla v\|_{L^p((0,T)\times \Omega^N_{\epsilon,\delta})}\right) \leq C.
\]
Hence, there exist \(v_0 \in L^p((0,T) \times \Sigma \times Z^*)\) and \(\xi_0 \in L^p((0,T) \times \Sigma \times Z^*)^n\), such that up to a subsequence
\[
v_\epsilon \rightarrow v_0 \quad \text{in the two-scale sense},
\]
\[
\epsilon \nabla v_\epsilon \rightarrow \xi_0 \quad \text{in the two-scale sense}.
\]
By integration by parts we obtain for all \(\Phi \in C_c^\infty((0,T) \times \Sigma \times Z^*)^n\)
\[
\int_0^T \int_{\Sigma} \int_{Z^*} v_0 \nabla_y \cdot \Phi(t, \bar{x}, y) \, dy \, dt
\]
\[
= \lim_{\epsilon \rightarrow 0} \int_0^T \int_{\Omega^N_{\epsilon,\delta}} \epsilon \nabla v_\epsilon \cdot \Phi\left(t, \bar{x}, \frac{x}{\epsilon}\right) \, dx \, dt
\]
\[
= -\lim_{\epsilon \rightarrow 0} \int_0^T \int_{\Omega^N_{\epsilon,\delta}} \nabla v_\epsilon \cdot \Phi\left(t, \bar{x}, \frac{x}{\epsilon}\right) \, dx \, dt
\]
\[
= -\int_0^T \int_{\Sigma} \int_{Z^*} \xi_0 \cdot \Phi(t, \bar{x}, y) \, dy \, dt,
\]
which yields the desired result. \(\Box\)

Lemma 2 and the a priori estimates for the microscopic solution from Lemma 3 are enough to pass to the limit in the linear terms in the channels \(\Omega^N_{\epsilon,\delta}\) in the variational equation \([4]\). To pass to the limit in the nonlinear terms, we need strong two-scale convergence. To establish these convergence results, we use the unfolding operator for channels defined below. This operator is closely related to the unfolding operator in thin domains, see for example \([23]\) and \([7]\).

Definition 3. Let \((G, G) \in \{(\Omega^N_{\epsilon,\delta}, Z^*), (N, N)\}\). Then for \(p \in [1, \infty)\) we define the unfolding operator
\[
T_\epsilon : L^p((0,T) \times G) \rightarrow L^p((0,T) \times \Sigma \times G),
\]
\[
T_\epsilon v_\epsilon(t, \bar{x}, y) = v_\epsilon\left(t, \epsilon\left(\left\lfloor \frac{x}{\epsilon}\right\rfloor, 0\right) + \epsilon y\right),
\]
where \(\left\lfloor \cdot \right\rfloor\) denotes the integer part of \(\cdot\).

Here, for an easier notation, we use the same notation for the unfolding operator for different domains of definition as for the usual unfolding operator for domains defined in \([3]\). It should be clear from the context in which sense it has to be understood. Further it makes sense to use the same notation for the unfolding operator on \(\Omega^N_{\epsilon,\delta}\) and \(N\), since the unfolding operator commutes with the trace operator in the following sense: For \(v_\epsilon \in L^p((0,T), W^{1,p}(\Omega^N_{\epsilon,\delta}))\) it holds that
\[
T_\epsilon(v_\epsilon)|_N = T_\epsilon(v_\epsilon|_{N_\epsilon}).
\]
We summarize some properties of \(T_\epsilon\):

Lemma 4. Let \(p \in [1, \infty)\). Then it holds that:
The following Lemma shows, that the strong two-scale convergence is sufficient to pass to the limit in the nonlinear terms.

**Lemma 6.** Let $g_e$ and $h_e$ satisfy the Assumptions [(A3)](##) and [(A4)](##)

(i) Let $v_e$ be a sequence in $L^2((0,T) \times \Omega^M_e)$ such that

$$\frac{1}{\sqrt{\epsilon}} \|v_e\|_{L^2((0,T) \times \Omega^M_e)} \leq C,$$

and $v_e$ converges to $v_0 \in L^2((0,T) \times \Sigma \times Z^*)$ strongly in the two-scale sense in $L^p$ for $p \in [1,2]$. Then it holds that

$$g_e(v_e) \to g(v_0)$$  in the two-scale sense.
Let \( v_\epsilon \) be a sequence in \( L^2((0,T) \times N_\epsilon) \) such that
\[
\|v_\epsilon\|_{L^2((0,T) \times N_\epsilon)} \leq C,
\]
and \( v_\epsilon \) converges to \( v_0 \in L^2((0,T) \times \Sigma \times N) \) strongly in the two-scale sense in \( L^p \) on \( N_\epsilon \) for \( p \in [1,2] \). Then it holds that
\[
h_\epsilon(v_\epsilon) \to h(v_0) \quad \text{in the two-scale sense.}
\]

**Proof.** We only prove the second result, since the first one follows in a similar way. Let \( \phi \in L^p((0,T), C(\Sigma, C_{\text{per}}(\overline{N}))) \), \( v^n \in C^0_{\text{per}}((0,T) \times \Sigma, C_{\text{per}}(\overline{N})) \) for \( n \in \mathbb{N} \) such that \( v^n \to v_0 \) in \( L^2((0,T) \times \Sigma \times N) \), and we define \( v^n_\epsilon(t,x) := v^n(t,\bar{x},\frac{x}{\epsilon}) \).

\[
\int_0^T \int_{N_\epsilon} h_\epsilon(v_\epsilon) \phi \left( t, \bar{x}, \frac{x}{\epsilon} \right) d\sigma dt = \int_0^T \int_{N_\epsilon} [h_\epsilon(v_\epsilon) - h_\epsilon(v^n_\epsilon)] \phi \left( t, \bar{x}, \frac{x}{\epsilon} \right) d\sigma dt + \int_0^T \int_{N_\epsilon} h_\epsilon(v^n_\epsilon) \phi \left( t, \bar{x}, \frac{x}{\epsilon} \right) d\sigma dt = I_{\epsilon,1} + I_{\epsilon,2}.
\]

For the first term \( I_{\epsilon,1} \) we use the Lipschitz continuity of \( h_\epsilon \) and the properties of the unfolding operator to obtain (with \( \mathcal{T}_\epsilon v^n_\epsilon(t,\bar{x},y) = v^n(t,\epsilon \left\lfloor \frac{\bar{x}}{\epsilon} \right\rfloor + \epsilon y, y) \))
\[
|I_{\epsilon,1}| \leq C \|v_\epsilon - v^n_\epsilon\|_{L^p((0,T) \times N_\epsilon)} = C \|\mathcal{T}_\epsilon v_\epsilon - \mathcal{T}_\epsilon v^n_\epsilon\|_{L^p((0,T) \times \Sigma \times N)} \\
\leq C \|\mathcal{T}_\epsilon v_\epsilon - v_0\|_{L^p((0,T) \times \Sigma \times N)} + \|v_0 - v^n\|_{L^p((0,T) \times \Sigma \times N)} + \|v^n - \mathcal{T}_\epsilon v^n_\epsilon\|_{L^p((0,T) \times \Sigma \times N)}.
\]

The first term converges to zero for \( \epsilon \to 0 \), due to the strong two-scale convergence of \( v_\epsilon \) and Lemma [5]. The second term goes to zero for \( n \to \infty \), and the last term vanishes for \( \epsilon \to 0 \), due to the dominated convergence theorem of Lebesgue, since \( \mathcal{T}_\epsilon v^n_\epsilon \to v^n \) almost everywhere in \( (0,T) \times \Sigma \times N \). Let us estimate \( I_{\epsilon,2} \):
\[
I_{\epsilon,2} = \left[ \int_0^T \int_{N_\epsilon} h_\epsilon(v^n_\epsilon) \phi \left( t, \bar{x}, \frac{x}{\epsilon} \right) d\sigma dt - \int_0^T \int_{N_\epsilon} h(v^n) \phi(t,\bar{x},y) d\sigma d\bar{x} dt \right] \\
+ \int_0^T \int_{N_\epsilon} \int_{\Sigma} \left[ h(v^n) - h(v_0) \right] \phi d\sigma dt + \int_0^T \int_{N_\epsilon} h(v_0) \phi d\sigma dt.
\]

The term in the brackets converges to zero for \( \epsilon \to 0 \), due to the oscillation lemma, see [5] Lemma 4.3. The second term vanishes for \( n \to \infty \), due to the Lipschitz continuity of \( h \). This gives the desired result. \( \square \)

To establish the strong two-scale convergence of \( u^M_\epsilon \) we will show the strong convergence in \( L^p \) of \( \mathcal{T}_\epsilon u^M_\epsilon \). This requires to control the dependence on the time-variable. Since the time-derivative of \( u_\epsilon \) respectively \( u^M_\epsilon \) only exists in a weak sense, in fact we have \( \partial_t u^M_\epsilon \in L^2((0,T),H^{-1}_{\text{per}}) \), it is not obvious in which space \( \partial_t \mathcal{T}_\epsilon u^M_\epsilon \) lies and how its norm can be estimated with respect to \( \epsilon \). To overcome this problem we use a functional analytical argument. We consider the \( L^2 \)-adjoint of \( \mathcal{T}_\epsilon \), the so called averaging operator \( \mathcal{U}_\epsilon \), to obtain a representation of \( \partial_t \mathcal{T}_\epsilon \) via the averaging operator. Therefore, we have to restrict the domain of definition for \( \mathcal{T}_\epsilon \) and \( \mathcal{U}_\epsilon \). This idea was already used in [17] and here we put in a more general framework. First of all, let us give a general functional analytic result:
Lemma 7. Let $V, W$ be reflexive, separable Banach-spaces, and $Y, X$ Hilbert-spaces, such that we have the Gelfand-triples

$$V \hookrightarrow Y \hookrightarrow V', \quad W \hookrightarrow X \hookrightarrow W',$$

with continuous and dense embeddings. Here, we identify $Y$ and $X$ with their dual spaces $Y'$ and $X'$ via the Riesz-representation theorem. Let $A \in L(Y, X)$ and we denote by $A^* \in L(X, Y)$ the adjoint operator of $A$. If $A^*(W) \subset V$ with $\|A^*w\|_V \leq C\|w\|_W$ for all $w \in W$, and $u \in L^2((0,T), Y) \cap H^1((0,T), V')$, then it holds $\partial_t Au \in L^2((0,T), W')$ with

$$\langle \partial_t Au, w \rangle_{W',W} = \langle \partial_t u, A^*w \rangle_{V',V} \quad \text{for all } w \in W.$$

Here we apply the operator $A$ pointwise to $u$ with respect to $t \in (0,T)$.

Proof. This is just a consequence of the definition of the adjoint operator and the generalized time-derivative. In fact, we have to show, see [28], Prop. 23.20, that there exists $F \in L^2((0,T), W')$ such that for all $w \in W$ and $\psi \in D(0,T)$ it holds that

$$-\int_0^T \langle F,w \rangle_{W',W} \psi dt = \int_0^T (Au,w)_{X'} \psi dt.$$

We have for all $w \in W$ and $\psi \in D(0,T)$

$$\int_0^T (Au,w)_{X'} \psi dt = \int_0^T (u,A^*w)_{Y'} \psi dt = -\int_0^T \langle \partial_t u, A^*w \rangle_{V',V} \psi dt.$$

Due to our assumptions, we have almost everywhere in $(0,T)$

$$\|\partial_t u, A^*w \|_{V',V} \leq \|\partial_t u\|_V \|A^*w\|_V \leq C\|\partial_t u\|_V \|w\|_W.$$

Hence, $w \mapsto -\langle \partial_t u, A^*w \rangle_{V',V} \in L^2((0,T), W')$, which gives the desired result. \qed

Let us define $\mathcal{U}_\epsilon$ as the $L^2$-adjoint of $\mathcal{T}_\epsilon$, i.e., let

$$\mathcal{U}_\epsilon : L^2((0,T) \times \Sigma \times Z^*) \rightarrow L^2((0,T) \times \Omega^M_{*,\epsilon}),$$

such that

$$\langle \mathcal{T}_\epsilon v_\epsilon, \phi \rangle_{(0,T) \times \Sigma \times Z^*} = \frac{1}{\epsilon} \langle v_\epsilon, \mathcal{U}_\epsilon \phi \rangle_{(0,T) \times \Omega^M_{*,\epsilon}}$$

for all $v_\epsilon \in L^2((0,T) \times \Omega^M_{*,\epsilon})$ and $\phi \in L^2((0,T) \times \Sigma \times Z^*)$. It is easy to check that

$$\mathcal{U}_\epsilon(\phi)(t,x) = \int_Y \phi(t,\epsilon \left( z + \left[ \frac{x}{\epsilon} \right] \right), \left( \left[ \frac{x}{\epsilon} \right], \frac{x_n}{\epsilon} \right)) dz$$

for $(t,x) \in (0,T) \times \Omega^M_{*,\epsilon}$, and $x = [x] + \{x\}$, but we will not use this explicit formula for $\mathcal{U}_\epsilon(\phi)$.

**Corollary 1.** For all $\phi \in L^2((0,T) \times \Sigma \times Z^*)$ it holds that

$$\|\mathcal{U}_\epsilon \phi\|_{L^2((0,T) \times \Omega^M_{*,\epsilon})} \leq \sqrt{\epsilon} \|\phi\|_{L^2((0,T) \times \Sigma \times Z^*)}.$$

Proof. This follows by a simple duality argument, see also [14], Corollary 2.15 for more details. \qed
Concerning the regularity of $\mathcal{U}_\epsilon(\phi)$ with respect to the spatial variable, we have that

$$
\mathcal{U}_\epsilon : L^2((0, T) \times \Sigma, H^1(\mathcal{Z}^*)) \to L^2((0, T), H^1(\Omega^M_{\epsilon, o}))
$$

with

$$
e\nabla \mathcal{U}_\epsilon(\phi) = \mathcal{U}_\epsilon(\nabla_y \phi) \quad \text{for all} \quad \phi \in L^2((0, T) \times \Sigma, H^1(\mathcal{Z}^*)). \tag{9}
$$

This result uses the fact that $\mathcal{Z}^*$ is not touching the lateral boundary of $\mathcal{Z}$ and can be shown by similar arguments like in the proof of \cite{17} Proposition 6. We emphasize that the situation gets more delicate if the channel $\mathcal{Z}^*$ touches the lateral boundary of $\mathcal{Z}$ and in that case one has to restrict to function spaces with vanishing traces on $\partial \mathcal{Z}$, see also \cite{17}.

Next, we apply Lemma \cite{7} to obtain a representation of $\partial_t \mathcal{T}_\epsilon u^M_\epsilon$ by means of the $\partial_t u^M$ and $\mathcal{U}_\epsilon$. However, since we have just $\partial_t u^M_\epsilon \in L^2((0, T), (\mathcal{H}^M_{\epsilon, o})')$, we have to restrict the operator $\mathcal{U}_\epsilon$. We define

$$
\mathcal{H}_0 := \{ v \in H^1(\mathcal{Z}^*) : v|_{S^2_t} = 0 \} \subset H^1(\mathcal{Z}^*).
$$

and consider

$$
\mathcal{U}_\epsilon : L^2((0, T) \times \Sigma, \mathcal{H}_0) \to L^2((0, T), \mathcal{H}^M_{\epsilon, o}).
$$

**Remark 2.** We emphasize that in the definitions of the unfolding operator $\mathcal{T}_\epsilon$ and the averaging operator $\mathcal{U}_\epsilon$ the time-variable acts as an additional parameter. More precisely, both operators may be defined for the time-independent case and then for time-dependent spaces pointwise with respect to $t \in (0, T)$. Hence, in the following we use the same notation for the unfolding operator $\mathcal{T}_\epsilon$ as an operator on $L^2((0, T) \times \Omega^M_{\epsilon, o})$ and $L^2(\Omega^M_{\epsilon, o})$, and in the same way we proceed for the averaging operator $\mathcal{U}_\epsilon$.

**Proposition 2.** Let $v_\epsilon \in L^2((0, T), L^2(\Omega^M_{\epsilon, o})) \cap H^1((0, T), (\mathcal{H}^M_{\epsilon, o})')$. Then we have $\mathcal{T}_\epsilon v_\epsilon \in H^1((0, T), L^2(\Sigma, \mathcal{H}_0))$ with

$$
\langle \partial_t \mathcal{T}_\epsilon v_\epsilon(t), \phi \rangle_{L^2(\Sigma, \mathcal{H}_0), L^2(\Sigma, \mathcal{H}_0)} = \frac{1}{\epsilon} \langle \partial_t v_\epsilon(t), \mathcal{U}_\epsilon \phi \rangle_{(\mathcal{H}^M_{\epsilon, o})', \mathcal{H}^M_{\epsilon, o}} \tag{10}
$$

for all $\phi \in L^2(\Sigma, \mathcal{H}_0)$ and almost every $t \in (0, T)$. Additionally, we have

$$
\| \partial_t \mathcal{T}_\epsilon v_\epsilon \|_{L^2((0, T), L^2(\Sigma, \mathcal{H}_0))} \leq \frac{1}{\epsilon} \| \partial_t v_\epsilon \|_{L^2((0, T), (\mathcal{H}^M_{\epsilon, o})')} \tag{11}.
$$

**Proof.** In Lemma \cite{7} we choose (here we first consider $\mathcal{T}_\epsilon$ as a stationary operator, see Remark \cite{2}):

$$
V = \mathcal{H}^M_{\epsilon, 0}, \quad Y = L^2(\Omega^M_{\epsilon, o}), \quad W = L^2(\Sigma, \mathcal{H}_0), \quad X = L^2(\Sigma \times \mathcal{Z}^*), \quad A = \mathcal{T}_\epsilon.
$$

Then we have $\mathcal{T}_\epsilon \in \mathcal{L}(Y, X)$ and $A^* = \epsilon^{-1} \mathcal{U}_\epsilon \in \mathcal{L}(X, Y)$. Hence, the conditions of Lemma \cite{7} are fulfilled and we obtain $\partial_t \mathcal{T}_\epsilon v_\epsilon \in L^2((0, T), L^2(\Sigma, \mathcal{H}_0))$ with \cite{10}. For the estimate \cite{11} we choose $\phi \in L^2(\Sigma, \mathcal{H}_0)$ with $\| \phi \|_{L^2(\Sigma, \mathcal{H}_0)} \leq 1$ and obtain

$$
\langle \partial_t \mathcal{T}_\epsilon v_\epsilon, \phi \rangle_{L^2(\Sigma, \mathcal{H}_0), L^2(\Sigma, \mathcal{H}_0)} = \frac{1}{\epsilon} \langle \partial_t v_\epsilon, \mathcal{U}_\epsilon \phi \rangle_{(\mathcal{H}^M_{\epsilon, o})', \mathcal{H}^M_{\epsilon, o}} \leq \frac{1}{\epsilon} \| \partial_t v_\epsilon \|_{(\mathcal{H}^M_{\epsilon, o})'} \| \mathcal{U}_\epsilon \phi \|_{\mathcal{H}^M_{\epsilon, o}} \leq \frac{1}{\epsilon} \| \partial_t v_\epsilon \|_{(\mathcal{H}^M_{\epsilon, o})'},
$$

where the last inequality follows from \cite{2} and Corollary \cite{1} (see also Remark \cite{2}).  \qed
Lemma 8. For all \( \phi_\epsilon \in L^2((0,T) \times \Omega^{M}_{\epsilon,x}) \), \( 0 < h \ll 1 \), and \( \bar{\xi} \in \mathbb{R}^{n-1} \) with \( |\bar{\xi}| \ll h \), it holds for \( \epsilon \) small enough that

\[
\left\| T_\epsilon \phi_\epsilon (\cdot, \cdot + \bar{\xi}, \cdot) - T_\epsilon \phi_\epsilon \right\|_{L^2((0,T) \times \Sigma \times Z)}^2 \leq \frac{1}{\epsilon} \sum_{j \in (0,1)^{n-1}} \left\| \delta_{\epsilon} \phi_\epsilon \right\|_{L^2((0,T) \times \bar{\Omega}^{M}_{\epsilon,x,h})}^2
\]

with \( l = l(\epsilon, \bar{\xi}, j) = j + \left\lfloor \frac{\bar{\xi}}{\epsilon} \right\rfloor \).

Proof. The idea of the proof can be found in [23, page 709] for a thin layer and can be extended in an obvious way to our setting. \(\square\)

In the next theorem we formulate a general two-scale compactness result for sequences \( v_\epsilon \in L^2((0,T), H^1(\Omega^{M}_{\epsilon,x}) \) and their traces \( v_\epsilon |_{N_\epsilon} \). This result allows us to pass to the limit in the nonlinear terms in (4). Similar ideas have been used in [17, Theorem 7.5], where however, they were carried-out for the sequence of solutions of a microscopic problem in a thin layer with oscillating diffusion coefficients.

Theorem 1. Let \( v_\epsilon \in L^2((0,T), H^1(\Omega^{M}_{\epsilon,x})) \cap H^1((0,T), (\mathcal{H}^{M}_{\epsilon,x})^\prime) \) such that

(i) we have the estimate

\[
\frac{1}{\epsilon} \left\| \partial_t v_\epsilon \right\|_{L^2((0,T), (\mathcal{H}^{M}_{\epsilon,x})^\prime)} + \frac{1}{\sqrt{\epsilon}} \left\| v_\epsilon \right\|_{L^2((0,T) \times \Omega^{M}_{\epsilon,x})} + \sqrt{\epsilon} \left\| \nabla v_\epsilon \right\|_{L^2((0,T) \times \Omega^{M}_{\epsilon,x})} \leq C,
\]

(ii) for all \( 0 < h \ll 1 \) and \( l \in \mathbb{Z}^{n-1} \times \{0\} \) and \( |d| \ll h \) it holds that

\[
\frac{1}{\epsilon} \left\| \delta_{\epsilon} v_\epsilon \right\|_{L^2((0,T) \times \bar{\Omega}^{M}_{\epsilon,x,h})} + \sqrt{\epsilon} \left\| \nabla \delta_{\epsilon} v_\epsilon \right\|_{L^2((0,T) \times \bar{\Omega}^{M}_{\epsilon,x,h})} \xrightarrow{d \rightarrow 0} 0.
\]

Then there exists \( v_0 \in L^2((0,T) \times \Sigma, H^1(\mathbb{Z}^*)) \) such that up to a subsequence it holds for \( p \in [1,2) \) and \( \beta \in \left( \frac{1}{2}, 1 \right) \)

\[
\begin{align*}
&v_\epsilon \rightharpoonup v_0 \quad \text{in the two-scale sense}, \\
&\epsilon \nabla v_\epsilon \rightharpoonup \nabla_y v_0 \quad \text{in the two-scale sense}, \\
&T_\epsilon v_\epsilon \rightharpoonup v_0 \quad \text{strongly in } L^p(\Sigma, L^2((0,T), H^\beta(\mathbb{Z}^*))).
\end{align*}
\]

Especially, we have \( v_\epsilon \rightarrow v_0 \) strongly in the two-scale sense in \( L^p \) and \( v_\epsilon |_{N_\epsilon} \rightarrow v_0 |_{N} \) strongly in the two-scale sense on \( N_\epsilon \) in \( L^p \).

Proof. The weak two-scale convergences of \( v_\epsilon \) and \( \epsilon \nabla v_\epsilon \) follow directly from Lemma 3 and the estimates in [6]. The strong two-scale convergence of \( v_\epsilon \) and \( v_\epsilon |_{N_\epsilon} \) in \( L^p \) follow from the strong convergence of \( T_\epsilon v_\epsilon \) in \( L^p(\Sigma, L^2((0,T), H^\beta(\mathbb{Z}^*))) \) by the embedding \( H^\beta(\mathbb{Z}^*) \hookrightarrow L^2(N) \), and Lemma 5. So it remains to prove the strong convergence of \( T_\epsilon v_\epsilon \). Therefore, we use the Kolmogorov-type compactness result [13, Corollary 2.5] for the sequence

\[
T_\epsilon v_\epsilon \in L^2(\Sigma, L^2((0,T), H^1(\mathbb{Z}^*))) \rightharpoonup L^p(\Sigma, L^2((0,T), H^\beta(\mathbb{Z}^*))).
\]

We have to check the following three conditions:
(K1) For every $A \in \Sigma$ measurable, the sequence

$$v^A_\epsilon(t, y) := \int_A T_\epsilon v_\epsilon \, d\bar{x}$$

is relatively compact in $L^2((0, T), H^3(Z^*))$.

(K2) For $0 < h \ll 1$ and $\bar{\xi} \in \mathbb{R}^{n-1}$ with $|\bar{\xi}| < h$ it holds that

$$\sup \|T_\epsilon v_\epsilon(\cdot, \cdot + \bar{\xi}, \cdot) - T_\epsilon v_\epsilon\|_{L^p(\Sigma_\epsilon, L^2((0, T), H^3(Z^*)))} \xrightarrow{\epsilon \to 0} 0.$$  

(K3) For $0 < h \ll 1$ it holds that

$$\sup_t \|T_\epsilon v_\epsilon\|_{L^p(\Sigma_\epsilon, L^2((0, T), H^3(Z^*)))} \xrightarrow{h \to 0} 0.$$  

Let us start with [K3]. We obtain from the Hölder-inequality since $p < 2$ that

$$\|T_\epsilon v_\epsilon\|_{L^p(\Sigma \times \Sigma, L^2((0, T), H^3(Z^*)))} \leq C|h|^{\frac{2p-2}{2p}} \|T_\epsilon v_\epsilon\|_{L^2(\Sigma \times \Sigma, L^2((0, T), H^3(Z^*)))} \leq C|h|^{\frac{2p-2}{2p}},$$

where the last inequality follows from (i) and Lemma 4. This gives [K3] and the properties of the unfolding operator from Lemma 4. This gives [K3]. To prove [K1] we first notice that we have

$$v^A_\epsilon \in L^2((0, T), H^1(Z^*)) \cap H^1((0, T), \mathcal{H}_0')$$

with

$$\langle \partial_1 T_\epsilon v_\epsilon A, \phi \rangle_{\mathcal{H}_0'} = \langle \partial_1 T_\epsilon v_\epsilon A, \chi_A(\cdot) \phi(\cdot) \rangle_{L^2(\Sigma, \mathcal{H}_0')} \quad (12)$$

for all $\phi \in \mathcal{H}_0$. In fact, since $\chi_A(\cdot) \phi(\cdot) \in L^2(\Sigma, \mathcal{H}_0)$ and $\partial_1 T_\epsilon v_\epsilon \in L^2((0, T), L^2(\Sigma, \mathcal{H}_0'))$ by Proposition 2 we obtain for every $\psi \in \mathcal{D}(0, T)$

$$\int_0^T \langle v^A_\epsilon, \phi \rangle_{L^2(Z^*)} \psi' \, dt = \int_0^T \langle T_\epsilon v_\epsilon, \chi A(\cdot) \phi(\cdot) \rangle_{L^2(\Sigma \times Z^*)} \psi' \, dt$$

$$= - \int_0^T \langle \partial_1 T_\epsilon v_\epsilon A, \chi_A(\cdot) \phi(\cdot) \rangle_{L^2(\Sigma, \mathcal{H}_0')} \psi dt,$$

what implies (12). Obviously, due to (i) and Lemma 4, the sequence $v^A_\epsilon$ is bounded in $L^2((0, T), H^1(Z^*))$. Proposition 2 and the estimate of $\partial_1 v_\epsilon$ in (11) imply the boundedness of $\partial_1 T_\epsilon v^A_\epsilon$ in $L^2((0, T), L^2(\Sigma, \mathcal{H}_0')$ from which we immediately obtain the boundedness of $\partial_1 v^A_\epsilon$ in $L^2((0, T), \mathcal{H}_0')$ using (12). Since $H^1(Z^*) \to H^3(Z^*)$ is compact for $\frac{1}{2} < \beta < 1$ and $H^\beta(Z^*) \to \mathcal{H}_0'$ is continuous, the Aubin-Lions lemma, see [19], implies [K1]. Now, we choose $0 < h \ll 1$ and obtain for $|\bar{\xi}| < h$ with Lemma 8

$$\|T_\epsilon v_\epsilon(\cdot, \cdot + \bar{\xi}, \cdot) - T_\epsilon v_\epsilon\|_{L^2(\Sigma_{\epsilon h}, L^2((0, T), H^1(Z^*)))}$$

$$\leq C \sum_{j \in (0, 1)^{n-1}} \left( \frac{1}{\sqrt{\epsilon}} \|\delta v_\epsilon\|_{L^2((0, T), \Omega_{\epsilon h}^l)} + \sqrt{\epsilon} \|\nabla \delta v_\epsilon\|_{L^2((0, T), \Omega_{\epsilon h}^l)} \right),$$

for $l = j + \left[ \frac{\bar{\xi}}{h} \right]$. Due to assumption (ii), the right-hand side converges to zero for $\epsilon, \xi \to 0$. Next we show that this convergence implies in fact the uniform convergence
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in [K2] with respect to $\epsilon$, see also [23] p.710-711 or [11] p.1476-1477. Let $0 < \rho$. Due to our previous results there exist $0 < \epsilon_0, \delta_0$, such that for all $\epsilon \leq \epsilon_0$ and $|\xi| \leq \delta$ it holds that

$$\|T_\epsilon v_\epsilon(\cdot, + \xi, \cdot) - T_\epsilon v_\epsilon\|_{L^p([0,T], H^q(Z^+)\})} \leq \rho. \quad (13)$$

Since $\epsilon^{-1} \in \mathbb{N}$, there are only finitely many elements $\epsilon_i$ with $i = 1, \ldots, N$, such that $\epsilon_0 < \epsilon_i$. For every $\epsilon_i$ there exists a $0 < \delta_i$, such that [13] is valid for $\epsilon = \epsilon_i$ and all $|\xi| \leq \delta_i$. Choosing $\delta := \max_{i=1,\ldots,N}\{\delta_i\}$, inequality (13) holds uniformly with respect to $\epsilon$ for all $|\xi| \leq \delta$. This implies [K2]. The result follows from [15, Corollary 2.5].

### 4 Derivation of the macroscopic model

The aim of this section is the derivation of the macroscopic model for $\epsilon \to 0$ with the methods developed in Section 3, which are based on the a priori estimates for the microscopic solutions established in Section 2.3. First of all, we give a convergence result for the sequences in the bulk-domains:

**Proposition 3.** Let $u_\epsilon$ be the sequence of solutions of the microscopic problem [1]. Then there exists $u_0^\epsilon \in L^2((0,T), H^1(\Omega^\epsilon))$ such that up to a subsequence

- $\chi_{\Omega^\epsilon} u_\epsilon^\epsilon \rightarrow u_0^\epsilon$ strongly in $L^2((0,T) \times \Omega^\epsilon)$,
- $u_\epsilon^\epsilon(x, \pm \epsilon) \rightarrow u_0^\epsilon|_{\Sigma}$ strongly in $L^2((0,T) \times \Sigma)$,
- $\chi_{\Omega^\epsilon} \nabla u_\epsilon^\epsilon \rightarrow \nabla u_0^\epsilon$ weakly in $L^2((0,T) \times \Omega^\epsilon)$.

**Proof.** This result was shown in [23] Proposition 2.1 and 2.2 for time-derivatives $\partial_t u_\epsilon^\epsilon$ in $L^2((0,T) \times \Omega^\epsilon)$. In our case, we have that $\partial_t u_\epsilon^\epsilon$ are functionals on the space

$$\{ \phi^\epsilon \in H^1(\Omega^\epsilon) : \phi^\epsilon = 0 \text{ on } \Sigma \times \{\pm \epsilon\} \}.$$

However, the methods from [23] can easily be extended to our setting and we skip the details.

In the next theorem we give the convergence results for the sequences in the channels.

**Theorem 2.** Let $u_\epsilon$ be the sequence of solutions of the microscopic problem [1]. Then there exists $u_0^M \in L^2((0,T) \times \Sigma, H^1(Z^+))$ such that up to a subsequence it holds for $p \in [1,2)$

$$u_\epsilon^M \rightarrow u_0^M \quad \text{strongly in the two-scale sense in } L^p,$$

$$\epsilon \nabla u_\epsilon^M \rightarrow \nabla_y u_0^M \quad \text{in the two-scale sense},$$

$$\epsilon^\epsilon u_\epsilon^M|_{N_\epsilon} \rightarrow u_0^M|_{N} \quad \text{strongly in the two-scale sense in } L^p.$$

Additionally, $u_0^M$ and $u_0^M|_{N_\epsilon}$ also converges weakly in the two-scale sense in $L^2$. Further, $u_0^M$ fulfills the following boundary condition on the top and the bottom of $Z^+$:

$$u_0^M(t, \bar{x}, y) = u_0^M(t, \bar{x}, 0) \quad \text{for almost every } (t, \bar{x}, y) \in (0,T) \times \Sigma \times \mathbb{S}^{+}, \quad (14)$$

i. e., $u_0^M$ is constant on $\mathbb{S}^{+}$.
Proof. For the convergence results we only have to check the conditions in Theorem 1. Condition (i) is just Lemma 1. For (ii) we use inequality (8) from Lemma 2. To show that the initial terms in (8) tend to 0 for \( \epsilon \to 0 \) we use [5, Lemma 4.3], and the Assumption (A5) on the initial conditions. We have

\[
\| \delta u_\epsilon (0) \|_{L^2,\Omega}^2 = \frac{1}{\epsilon} \left\| \delta u_\epsilon^M \left( \frac{\cdot}{\epsilon} \right) \right\|_{L^2(G_{\epsilon,N},L^\infty)}^2 + \sum_\delta \| \delta u_\epsilon^\delta \|_{L^2(G_{\epsilon,N})}^2.
\]

The second term obviously tends to zero for \( \epsilon \to 0 \). For the first term we have

\[
\frac{1}{\epsilon} \left\| \delta u_\epsilon^M \left( \frac{\cdot}{\epsilon} \right) \right\|_{L^2(G_{\epsilon,N},L^\infty)}^2 \leq \left\| T_\delta \left( \delta u_\epsilon^M \left( \frac{\cdot}{\epsilon} \right) \right) \right\|_{L^2(\Sigma \times Z^\ast)} = \int_{\Sigma} \int_{Z^\ast} \left( \delta u_\epsilon^M \left( \frac{2}{\epsilon} + \epsilon \delta + \epsilon \bar{y}, \delta \right) - u_\epsilon \hat{M} (\delta, \bar{y}) \right)^2 d\bar{y} dy.
\]

Since \( \epsilon \left( \frac{2}{\epsilon} + \epsilon \delta + \epsilon \bar{y} \right) = 0 \) the right-hand side converges to zero for \( \epsilon \to 0 \), see [5, Lemma 4.3]. The last term on the right-hand side in (8) goes to 0, because of the strong convergence of \( u_\epsilon^\delta \) from Proposition 3 and the standard Kolmogorov-compactness result.

It remains to show the equation on \( S^2_+ \). Therefore we choose functions \( \phi \in C^\infty((0,T) \times \Sigma \times \mathbb{T})^n \) such that \( \phi (t, \cdot, \cdot) \) has compact support in \( Z^\ast \cup S^2_+ \cup S^2_- \), and extend this function by zero to \( Z \) and then \( Y \)-periodically in \( \bar{y} \)-direction. From the two-scale results for \( u_\epsilon^M \) and the strong convergence of \( u_\epsilon^\delta (\cdot, \cdot, \epsilon) \) we obtain by integration by parts

\[
\int_0^T \int_{\Sigma} \int_{Z^*} \nabla_y u_\epsilon^0 \cdot \phi dy dx dt = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_0^T \int_{\Omega^1_{\epsilon^2}} \nabla u_\epsilon^0 \cdot \phi \left( t_+, \frac{X}{\epsilon} \right) dx dt
\]

\[
= \lim_{\epsilon \to 0} \left\{ \frac{1}{\epsilon} \int_0^T \int_{\Omega^1_{\epsilon^2}} u_\epsilon^M \nabla_y \cdot \phi \left( t_+, \frac{X}{\epsilon} \right) dx dt + \sum_\delta \int_0^T \int_{S^2_+} u_\epsilon^\delta \phi \left( t_+, \frac{X}{\epsilon} \right) \nu d\sigma dt \right\}
\]

\[
= \int_0^T \int_{\Sigma} \int_{Z^*} u_\epsilon^0 \nabla_y \cdot \phi dy dx dt + \sum_\delta \int_0^T \int_{S^2_+} u_\epsilon^\delta \phi \cdot \nu d\sigma dy dx dt.
\]

Using again the integration by parts formula gives us the desired result. \( \square \)

Next, we will state the macroscopic model, which is solved by the limit function \( u_0 := (u_0^0, u_0^M, u_0^\delta) \) from Proposition 3 and Theorem 2. The appropriate solution space is \( L^2((0,T), \mathcal{H}) \), where \( \mathcal{H} \) is given by

\[
\mathcal{H} \ := \ \{ u = (u^r, u^M, u^\delta) \in H^1(\Omega^r) \times L^2(\Sigma, H^1(Z^*)) \times H^1(\Omega^r) : u^\delta |\Sigma = u^M |_{S^2_+} \text{ on } \Sigma \times S^2_\ast \},
\]

with the inner product

\[
(u, (u^r, \phi^r, \phi^M))_\mathcal{H} = \sum_\delta (u^r, \phi^r)_{H^1(\Omega^r)} + (u^M, \phi^M)_{\Sigma \times Z^*} + (\nabla_y u^M \cdot \nabla_y \phi^M)_{\Sigma \times Z^*}.
\]

For the derivation of the macroscopic problem in the limit \( \epsilon \to 0 \), we have to exploit the convergence properties of the microscopic solutions \( u_\epsilon \). Especially this requires to choose in the variational equation test-functions adapted to the structure of the transmission problem and whose restrictions to the channel domain is admissible.
for the definition of two-scale convergence. In fact, in general, for \( u \in \mathcal{H} \) the function \( u^M(\bar{x}, \frac{y}{\sqrt{N}}) \) is not well-defined in \( \Omega^M_{\epsilon} \) and \( N_{\epsilon} \). Therefore, we consider the subspace \( \mathcal{H}^\infty \) of smooth functions

\[
\mathcal{H}^\infty := C^\infty(\overline{\Omega^M}) \times C^\infty_0(\Sigma, C^\infty(Z^*)) \times C^\infty(\overline{\Omega^M}) \cap \mathcal{H}.
\]

The following density result holds.

**Proposition 4.** The space \( \mathcal{H}^\infty \) is dense in \( \mathcal{H} \) with respect to the norm induced by \( \| \cdot \|_{\mathcal{H}} \).

**Proof.** First of all, we have the orthogonal decomposition

\[
\mathcal{H} = \overline{\mathcal{H}^\infty} \oplus \mathcal{H}^\infty^\perp.
\]

We will show that \( \overline{\mathcal{H}^\infty^\perp} = \{0\} \) and therefore \( \mathcal{H} = \mathcal{H}^\infty \). Due to (16), if \( u = (u^+, u^M, u^-) \in \mathcal{H}^\infty^\perp \) we have for all \( \phi = (\phi^+ , \phi^M, \phi^-) \in \mathcal{H}^\infty \)

\[
(u^M, \phi^M)_{L^2(\Sigma, H^1(Z^*)^\perp)} + \sum_x (u^x, \phi^x)_{H^1(\Omega^\star)} = 0.
\]

Especially, it holds for all \( \phi^M \in C^\infty_0(\Sigma, C^\infty(Z^*)) \) with \( \phi^M = 0 \) on \( S^*_\epsilon \) that (choose \( \phi = (0, \phi^M, 0) \) in (17))

\[
(u^M, \phi^M)_{\Sigma \times Z^*} + (\nabla_y u^M, \nabla_y \phi^M)_{\Sigma \times Z^*} = 0.
\]

This implies \( \nabla_y u^M \in L^2(\Sigma, H(\text{div}, Z^*)) \) and \( \Delta_y u^M = u^M \). Hence, we have \( \nabla_y u^M, \nu \in L^2(\Sigma, H^{-\frac{1}{2}}(\partial Z^*)) \) and the divergence theorem implies that for all \( \phi^M \in C^\infty_0(\Sigma, C^\infty(Z^*)) \) with \( \phi^M = 0 \) on \( S^*_\epsilon \) it holds

\[
(\nabla_y u^M, \nu, \phi^M)_{L^2(\Sigma, H^{-\frac{1}{2}}(\partial Z^*))^\perp, L^2(\Sigma, H^\frac{1}{2}(\partial Z^*))} = 0. \tag{18}
\]

By density, see [2, Theorem 3.1], equation (18) is also true for all \( \phi^M \in L^2(\Sigma, H^1(Z^*)) \) with \( \phi^M = 0 \) on \( S^*_\epsilon \). Using again (17) and the divergence theorem, we obtain for arbitrary \( \phi = (\phi^+ , \phi^M, \phi^-) \in \mathcal{H}^\infty \)

\[
(\nabla_y u^M, \nu, \phi^M)_{L^2(\Sigma, H^{-\frac{1}{2}}(\partial Z^*))^\perp, L^2(\Sigma, H^\frac{1}{2}(\partial Z^*))} = -\sum_x (u^x, \phi^x)_{H^1(\Omega^\star)}. \tag{19}
\]

Now, let us define the function

\[
\tilde{\phi}^M(\bar{x}, \frac{y}{\sqrt{N}}) := \frac{y_n + 1}{2} \phi^+(\bar{x}, 0) - \frac{y_n - 1}{2} \phi^-(\bar{x}, 0).
\]

It holds that \( (\phi^+, \tilde{\phi}^M, \phi^-) \in \mathcal{H}^\infty \) and \( \phi^M - \tilde{\phi}^M = 0 \) on \( S^*_\epsilon \). Hence, due to (18) and (19) we have

\[
-\sum_x (u^x, \phi^x)_{H^1(\Omega^\star)} = (\nabla_y u^M, \nu, \phi^M)_{L^2(\Sigma, H^{-\frac{1}{2}}(\partial Z^*))^\perp, L^2(\Sigma, H^\frac{1}{2}(\partial Z^*))}.
\]

By density of \( C^\infty(\overline{\Omega^M}) \) in \( H^1(\Omega^\star) \), the equation above holds for all \( \phi^* \in H^1(\Omega^\star) \). Using again (18), we get (19) for all \( \phi \in \mathcal{H} \) and especially for \( \phi^* = u^M \). Now, the divergence theorem applied to the left-hand side of (19) with \( \phi^M = u^M \) and using \( \Delta u^M = u^M \) implies \( u = 0 \).

\[\square\]
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Theorem 3. The limit function \( u_0 = (u_0^+, u_0^M, u_0^-) \) from Proposition 3 and Theorem 2 is the unique weak solution of the following problem:

\[ u_0 \in L^2((0, T), \mathcal{H}) \cap H^1((0, T), \mathcal{H}') \]

and

\[
\begin{align*}
\partial_t u_0^+ - D^x \Delta u_0^+ &= f^x(u_0^+) & \text{in } (0, T) \times \Omega^+, \\
-D^x \nabla u_0^+ \cdot \nu^+ &= 0 & \text{on } (0, T) \times \partial \Omega^+ \setminus \Sigma, \\
u_0^+(0) &= u_0^+ & \text{in } \Omega^+, \\
\end{align*}
\]

with the interface conditions

\[
\begin{align*}
u_0^+|\Sigma &= u_0^M|S^+_i, & \text{on } (0, T) \times \Sigma \times S^*_i; \\
D^x \nabla u_0^+ \cdot \nu^+ &= \int_{S^+_i} D^M \nabla y u_0^M \cdot \nu^M d\sigma & \text{on } (0, T) \times \Sigma, \\
\end{align*}
\]

where \( \nu^+ \) is the outer unit normal on \( \partial \Omega^+ \), and \( \nu^M \) is the outer-unit normal on \( \partial Z^* \), and \( u_0^M \) solves the local cell problem

\[
\begin{align*}
\partial_t u_0^M - \nabla_y \cdot \left( D^M \nabla_y u_0^M \right) &= g(u_0^M) & \text{in } (0, T) \times \Sigma \times Z^*, \\
-D^M \nabla_y u_0^M \cdot \nu &= h(u_0^M) & \text{on } (0, T) \times \Sigma \times N, \\
u_0^M &= u_0^- & \text{in } \Sigma \times Z^*. \\
\end{align*}
\]

In other words, \( u_0 \) is a solution of the following problem: For all \( \phi = (\phi^+, \phi^M, \phi^-) \in \mathcal{H} \) it holds almost everywhere in \((0, T)\)

\[
\begin{align*}
\langle \partial_t u_0, \phi \rangle \mathcal{H}', \mathcal{H} + \sum_x \langle D^x \nabla u_0^+, \nabla \phi^+ \rangle_{\Omega^+} + \langle D^M \nabla_y u_0^M, \nabla_y \phi^M \rangle_{\Sigma \times Z^*} \\
= \sum_x \langle f^x(u_0^+), \phi^+ \rangle_{\Omega^+} + \langle g(u_0^M), \phi^M \rangle_{\Sigma \times Z^*} \quad - \langle h(u_0^M), \phi^M \rangle_{\Sigma \times N}, \\
\end{align*}
\]

and the initial condition \( u_0(0) = (u_0^+, u_0^M, u_0^-) \) (which is well-defined since it holds \( u_0 \in C^0([0, T], L^2(\Omega^+)) \times L^2(\Sigma \times Z^*) \times L^2(\Omega^-)) \). Here, the weak equation \((21)\) is formally obtained in the usual way by testing the strong formulation with \( \phi \in \mathcal{H} \), integrating with respect to \( \Omega^+ \) resp. \( \Sigma \times Z^* \), and using integration by parts.

Proof. From Proposition 3 and Theorem 2 immediately follows that \( u_0 \in L^2((0, T), \mathcal{H}) \). Let \( \phi \in C_0^\infty((0, T), \mathcal{H}^{\infty}) \) and choose as a test-function in \((14)\)

\[
\phi_\epsilon(t, x) := \begin{cases} 
\phi^+(t, \bar{x}, x_n - \epsilon) & \text{for } x \in \Omega^+_\epsilon, \\
\phi^M(t, \bar{x}, \bar{z}) & \text{for } x \in \Omega^M_\epsilon, \\
\phi^-(t, \bar{x}, x_n + \epsilon) & \text{for } x \in \Omega^-_\epsilon.
\end{cases}
\]

Integration with respect to time, integration by parts in time, and Proposition 3 together with Theorem 2 imply for \( \epsilon \to 0 \)

\[
\sum_x \left\{ -\langle u_0^+, \partial_t \phi^+ \rangle_{(0, T) \times \Omega^+} + \langle D^x \nabla u_0^+, \nabla \phi^+ \rangle_{(0, T) \times \Omega^+} \right. \\
- \langle u_0^M, \partial_t \phi^M \rangle_{(0, T) \times \Sigma \times Z^*} + \langle D^M \nabla_y u_0^M, \nabla_y \phi^M \rangle_{(0, T) \times \Sigma \times Z^*} \\
= \sum_x \left\{ \langle f^x(u_0^+), \phi^+ \rangle_{(0, T) \times \Omega^+} + \langle u_0^+, \phi^+(0) \rangle_{\Omega^+} \right. \\
+ \langle g(u_0^M), \phi^M \rangle_{(0, T) \times \Sigma \times Z^*} \quad - \langle h(u_0^M), \phi^M \rangle_{(0, T) \times \Sigma \times N} + \langle u_0^M, \phi^M(0) \rangle_{\Sigma \times Z^*}.
\]
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By density, see Proposition 4, this equation also holds for all \( \phi \in C_0^\infty([0,T), \mathcal{H}) \). Especially, this equation implies \( \partial_t u_0 \in L^2((0,T), \mathcal{H}') \) and \( u_0(0) = (u_0^+, u_0^-, u_0^+) \). Hence, \( u_0 \) is a weak solution of the macroscopic model in the theorem. Uniqueness follows by standard arguments.

We emphasize that a regular solution of (21) satisfies the strong formulation in the theorem. This is obtained in the following way: We first choose as test-functions \( \varphi \) in (21) functions from \( C_0^\infty((0,T), \mathcal{H}) \) with compact support in \( \Omega^\pm \) respectively in \( Z^* \). This immediately yields the equations (20a) respectively (20b). Afterwards, we test the weak formulation (21) with functions of the form \( \varphi \) in (21) functions from \( C_0^\infty((0,T), \mathcal{H}) \) and analogously with functions of the form \( \varphi^* \) of (21) functions from \( C_0^\infty((0,T), \mathcal{H}) \), with \( \varphi^* \not\equiv 0 \) on \( \Sigma \), to obtain the transmission condition

\[
D^+ \nabla u_0^+ \cdot \nu^+ = \int_{S^*_+} D^M \nabla_y u_0^M \cdot \nu^M \, d\sigma \text{ on } (0,T) \times \Sigma
\]

and analogously with functions of the form \( (0, \phi^M, \phi^-) \in C_0^\infty((0,T), \mathcal{H}) \), with \( \phi^- \not\equiv 0 \) on \( \Sigma \), to obtain the second transmission condition in (20e). We emphasize that the interface conditions (20e) have been derived in Theorem 2.

Remark 3.

(i) By choosing test-functions in (21) with \( \phi^+ = \phi^- \) on \( \Sigma \) (and \( \phi^M \) for example constant with respect to \( y \), i.e., \( \phi^M = \phi^M = \phi^* \) in \( Z^* \)) we obtain in a weak sense the following relation for the jump of the normal fluxes:

\[
(\nabla D^+ u_0^+ - \nabla D^- u^-) \cdot \nu^* = \sum_i \int_{S^*_i} D^M \nabla_y u_0^M \cdot \nu^M \, d\sigma \text{ on } (0,T) \times \Sigma.
\]

Formally this is obtained by subtracting the two equations in (20e).

(ii) We only considered a single concentration \( u_\epsilon : (0,T) \times \Omega_\epsilon \rightarrow \mathbb{R} \). However, the result can easily be generalized to systems and vector-valued functions \( \tilde{u}_\epsilon : (0,T) \times \Omega_\epsilon \rightarrow \mathbb{R}^m \). In this case, the nonlinear reaction-kinetics have the form \( F : [0,T] \times \Omega_\epsilon \times \mathbb{R}^m \rightarrow \mathbb{R}^m \) and have to be uniformly Lipschitz-continuous with respect to the last variable. The main difference lies in the derivation of the a priori estimates. However, this can be done by adding up the single equations, see for example [17] for more details.

(iii) For the sake of simplicity we just considered constant scalar diffusion \( D^\pm \) in the bulk-domains. It is obvious that we can also consider a diffusion tensor \( D^\pm \in \mathbb{R}^{m \times m} \) positive and symmetric. However, we can also consider oscillating diffusion coefficients \( D^\pm(\xi) \) with \( D^\pm \in L^\infty((0,1)^m) \). In this case one can use standard homogenization theory in the bulk-domains to obtain a reaction-diffusion problem in the macroscopic bulk-domains \( \Omega^\pm \) with effective diffusion coefficients.

(iv) We emphasize that our method is not restricted to the specific form of the microscopic problem [1], but the methods developed in Section 3 can also be applied to other problems for which the a priori estimates from [7] and [2] are satisfied.
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