A HIGHER ORDER FABER SPLINE BASIS FOR SAMPLING DISCRETIZATION OF FUNCTIONS

NADIIA DEREVIANKO\textsuperscript{a,b} AND TINO ULLRICH\textsuperscript{a}

Abstract. This paper is devoted to the question of constructing a higher order Faber spline basis for the sampling discretization of functions with higher regularity than Lipschitz. The basis constructed in this paper has similar properties as the piecewise linear classical Faber-Schauder basis \cite{19} except for the compactness of the support. Although the new basis functions are supported on the real line they are very well localized (exponentially decaying) and the main parts are concentrated on a segment. This construction gives a complete answer to Problem 3.13 in Triebel’s monograph \cite{46} by extending the classical Faber basis to higher orders. Roughly, the crucial idea to obtain a higher order Faber spline basis is to apply Taylor’s remainder formula to the dual Chui-Wang wavelets. As a first step we explicitly determine these dual wavelets which may be of independent interest. Using this new basis we provide sampling characterizations for Besov and Triebel-Lizorkin spaces and overcome the smoothness restriction coming from the classical piecewise linear Faber-Schauder system. This basis is unconditional and coefficient functionals are computed from discrete function values similar as for the Faber-Schauder situation.

1. Introduction

In this paper a higher order Faber spline basis for the sampling discretization of functions with higher regularity than Lipschitz is constructed. Similar as for the classical piecewise linear Faber-Schauder basis \cite{19}, the coefficients in the basis expansion are computed from discrete point evaluations. The classical piecewise linear Faber-Schauder basis is nowadays a well-understood object and used in several mathematical disciplines, such as probability \cite{8}, (nonlinear) approximation and sampling recovery of multivariate functions \cite{2, 12, 3}, numerical integration and discrepancy \cite{15, 16, 25}. However, from the limited regularity of the classical basis functions we may not expect approximation rates beyond \( n^{-2} \) if \( n \) denotes the number of degrees of freedom (e.g. function values). Therefore, it is a natural question to ask for a more regular variant of this basis. The basis constructed in this paper has similar properties as the classical Faber-Schauder basis except for the compactness of the support. Although the new basis functions are supported on the real line they are very well localized (exponential decay) and the main parts are concentrated on a segment, which makes them also relevant for computational issues. This construction gives a complete answer to Problem 3.13 in Triebel’s monograph \cite{46}.

Having this new basis we consider the problem of characterizing smoothness spaces in terms of coefficients with respect to this particular basis. This question is part of a more general problem – the characterization of function spaces with respect to a spline (wavelet) basis system or a frame. This problem has been studied from the 1960/70ies starting with the work of Ciesielski \cite{6, 7}, Ropela \cite{35} and Triebel \cite{43, 44}. It has been further continued by Ciesielski and Kamont in \cite{8, 9, 26} and also by Bourdaud \cite{1}. In particular, the Haar system \cite{23} recently attracted renewed interest, see for instance Seeger, T. Ullrich \cite{41, 42}, Garrigós, Seeger, T. Ullrich \cite{20, 21} or V. Romanyuk \cite{32, 33} and \cite{34}. The series of papers of Düng \cite{11, 12, 13, 14, 15} and \cite{16} introduces a multivariate “frame-type” spline system (see
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Remark 6.5 (for more extended explanation) for this purpose. Let us also mention Schmeisser, Sickel [37] where a univariate Shannon sampling theory for smoothness spaces on the real line is developed. When it comes to the multivariate (tensor product) Faber system [19] we refer to the recent monographs Triebel [45, 46], Byrenheid [3] and also to Bungartz, Griebel [2]. Discretizations in terms of such non-smooth functions are also called “non-smooth atomic decompositions” of Besov and Sobolev spaces. We refer to the papers [47], [36] and [39] for more details in this direction.

In his 2010 monograph [45] Triebel offered a new approach based on the classical Faber basis to get sampling characterizations of smoothness spaces. The result is an equivalent characterization for the norm of Besov spaces for the range of smoothness $1/p < r < \min\{1+1/p, 2\}$. Note that in [45] a similar question was also considered for Triebel-Lizorkin spaces with further additional restrictions on the smoothness parameter $r$ and in a more general framework for multivariate functions given on $\mathbb{R}^d$ in [3]. Independently of [3], in 2011 the tensorized Faber-Schauder basis was investigated in detail for the sampling representation of Besov spaces in [12, Section 4]. The corresponding characterization uses only the values of the function at dyadic points. The lower restriction $r > 1/p$ is natural and due to the availability of the point evaluation, but the upper restriction $r < \min\{1+1/p, 2\}$ comes from the smoothness of Faber hat-functions. Therefore, it is a natural question to overcome this restriction and to obtain the corresponding characterization in general for all $r > 1/p$.

This question was formulated as a problem in Triebel’s monograph [45, §3.5]. In his books [45, §3.5.2] and [46, §3.4] he also offers some ideas how to extend results for Faber hat-functions to higher order Faber splines. The idea was to integrate so-called higher order Battle-Lemarie spline wavelets (see [45] Remarks 2.44 and 2.45 for detailed information). Since these wavelets are not compactly supported (although exponentially decaying) and constitute an orthogonal basis in $L^2(\mathbb{R})$ the coefficients in a series expansion with respect to this “integrated” system (see [45]) can of course be represented as a linear combination of function values at dyadic points. However, the number of values depends on the scaling level $j$. Another issue is the starting term of the expansion since the scaling function of a wavelet system can not be integrated properly (there are no vanishing moments). This is formulated as Problem 3.13 in [46].

In this paper we present the solution of this problem in the univariate setting. We construct a higher order B-spline basis that allows to get sampling discretizations of Besov-Triebel-Lizorkin function spaces with higher smoothness $r$. We follow the idea of constructing the Faber-Schauder basis by integrating the Haar functions. As a replacement for Haar we use the biorthogonal wavelet system constructed by Chui and Wang [5, 4], see also Lorentz, Oswald [28]. To this end we use the fact that (primal) Chui-Wang wavelet (2.1) represents a compactly supported semi-orthogonal Riesz basis in the wavelet spaces $W_j$ (see Theorem 2.1). As a first step we compute the dual wavelet explicitly using tools from complex analysis. To be more precise, we explicitly determine the coefficients $a_n^{(m)}$ in the following representation (see Theorem 2.2 for linear wavelets and Section 6 for higher order wavelets)

$$\psi_m^*(x) = \sum_{n \in \mathbb{Z}} a_n^{(m)} \psi_m(x - n).$$

In [5] it was shown that coefficients of this representation decay exponentially, but as far as we know the exact formula for $a_n^{(m)}$ was not known before. Note, that there is also another construction of biorthogonal spline wavelets by Cohen, Daubechies, Feauveau [10] based on two different mutliresolution analyses. This construction has the advantage that both, primal and dual wavelet, are compactly supported. However, the semi-orthogonality property, which is crucial for our approach, is not present.
Applying Taylor’s remainder formula to the dual Chui-Wang wavelets $\psi^*_m(\cdot)$ leads to the new basis mother functions $b_{2m}(\cdot)$. These ideas are described in Lemma 3.1. As the starting term we use the fundamental spline interpolant $L^{2m}(\cdot)$, which, due to its fundamental interpolant property at integer points, represents the correct starting term of the expansion. Since primal Chui-Wang wavelets are compactly supported we get that the coefficients in a series expansion with respect to the higher order Faber spline basis $b$ are given as a linear combination of samples (the number of points depends only on the order $m$ of basis functions). In case $m = 2$ we obtain (see the expansion (6.4) and the formula for the coefficients (6.5) for arbitrary $m \geq 3, m \in \mathbb{N}$)

$$f = \sum_{k \in \mathbb{Z}} f(k)L^4(x - k) + \sum_{j=0}^{\infty} \sum_{k \in \mathbb{Z}} \lambda_{j,k}(f)b_{j,k}(x),$$

where the coefficients $\lambda_{j,k}(f)$ are given as a linear combination of 4-th order differences, i.e.,

$$\lambda_{j,k}(f) = \frac{1}{6} \left( \Delta^4_{2-j} f \left( \frac{2k}{2j+1} \right) - 4 \Delta^4_{2-j} f \left( \frac{2k + 1}{2j+1} \right) + \Delta^4_{2-j} f \left( \frac{2k + 2}{2j+1} \right) \right).$$

Note the similarity to $\lambda_{j,k}(f) = -\frac{1}{2} \Delta^2_{2-j} f(2^j k)$ for the classical Faber-Schauder system.

The main discretization result of this paper is formulated in Theorem 4.1. With the use of this basis we obtain sampling discretizations of functions from Besov spaces $B^r_{p,q}(\mathbb{R})$ for the smoothness parameter $r$ that satisfies $1/p < r < \min\{2m - 1 + 1/p, 2m\}$ and $\max\{1/p, 1/q\} < r < 2m - 1$ for Triebel-Lizorkin spaces $F^r_{p,q}(\mathbb{R})$. Note that for the simplicity we consider the case of piecewise cubic splines and in Section 6 we give the main ideas for the extension of the obtained results for Faber splines of higher order.

The Chui-Wang biorthogonal wavelet basis is of independent interest for the discretization of function spaces. It has for instance application for new characterizations in terms of “Haar frames”, see [22]. Therefore, we also give equivalent representations for the (quasi-)norm of Besov spaces in terms of Chui-Wang wavelet coefficients. Note also that for the periodic case very well time-localized basis functions were constructed in [30] and [18] for one- and two-dimensional cases. The corresponding characterization of Besov spaces (for the univariate case so far) was obtained in [17].

**Outline.** This paper has the following structure. In Section 2 we give the definition of Chui-Wang wavelets and prove a formula for the explicit representation of dual linear Chui-Wang wavelets. In Section 3 we describe the construction of a piecewise cubic B-spline basis and prove uniform convergence of the expansion (i.e. in $\| \cdot \|_{\infty}$) for compactly supported continuous functions. Section 4 is dedicated to sampling characterization of Besov-Triebel-Lizorkin spaces. In Section 5 we give description of these spaces via Chui-Wang biorthogonal basis. In Section 6 we show how to extend results of Sections 2-5 to Chui-Wang wavelets and B-splines of higher order. Finally, definitions of functions spaces and some auxiliary results we put to the Appendix.

**Notation.** As usual $\mathbb{N}$ denotes the natural numbers, $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$, $\mathbb{N}_{-1} := \mathbb{N} \cup \{0, -1\}$, $\mathbb{Z}$ and $\mathbb{R}$ denote the integer and real numbers respectively and let $\mathbb{Z}_+ := \{ k \in \mathbb{Z} : k \geq 0 \}$ and $\mathbb{R}_+ := \{ x \in \mathbb{R} : x \geq 0 \}$. For $a \in \mathbb{R}$ we denote by $a_+$ the number $a_+ := \max\{a, 0\}$. For two nonnegative quantities $a$ and $b$ we write $a \lesssim b$ if there exists a positive constant $c$ that does not depend on one of the parameters known from the context such that $a \leq cb$. We write $a \asymp b$ if $a \lesssim b$ and $b \lesssim a$. Let $C(\mathbb{R})$ be the space of continuous functions on $\mathbb{R}$ with the usual supremum norm, $C_0(\mathbb{R})$ be the space of compactly supported continuous functions on $\mathbb{R}$ and $C^r(\mathbb{R})$ be the space of functions on $\mathbb{R}$ with continuous $r$-th derivative. By $L_p(\mathbb{R})$, $0 < p \leq \infty$.
as usual we denote the space of Lebesgue measurable functions with the finite norm
\[
\|f\|_p := \begin{cases} \left( \int \left| f(x) \right|^p dx \right)^{1/p}, & 0 < p < \infty, \\ \text{ess sup}_{x \in \mathbb{R}} |f(x)|, & p = \infty. \end{cases}
\]

Let \( S(\mathbb{R}) \) be the Schwartz space of infinitely times differentiable fast decreasing functions. By \( S'(\mathbb{R}) \) we denote the topological dual of \( S(\mathbb{R}) \) that is the space of tempered distributions.

2. Non-compactly supported dual wavelets

In this section we give definition of wavelets and B-splines (see [4], [5]) and prove an explicit representation for dual wavelets of order 2. General result for \( m \)-th order dual wavelets is formulated in Section 6.

2.1. Construction of the Chui-Wang wavelets. Let \( N_m, m \in \mathbb{N} \), be the \( m \)-th order B-spline with knots at \( \mathbb{Z} \) defined by
\[
N_m(x) = (N_{m-1} * N_1)(x) = \int_{0}^{1} N_{m-1}(x-t)dt,
\]
where \( N_1 = \chi_{[0,1]} \). It is clear that \( \text{supp} \ N_m = [0, m] \). By \( N_{m,j,k} \) we denote \( N_{m,j,k} := N_m(2^j \cdot k) \) and let
\[
V_j = \text{span}\{N_{m,j,k} : k \in \mathbb{Z}\}.
\]

It is well known that spaces \( V_j \) constitute a multiresolution analysis of \( L_2(\mathbb{R}) \) (see, for example, [5]), i.e. the following properties hold

(i) \( V_j \subset V_{j+1} \) for \( j \in \mathbb{Z} \);
(ii) \( \text{clos}_{L_2} \left( \bigcup_{j \in \mathbb{Z}} V_j \right) = L_2 \);
(iii) \( \bigcap_{j \in \mathbb{Z}} V_j = \{0\} \);
(iv) for each \( j \) the system \( \{N_{m,j,k} : k \in \mathbb{Z}\} \) is an unconditional basis of \( V_j \). 

Then as usually the wavelet space \( W_j \) is defined as orthogonal complement of the space \( V_j \) to the space \( V_{j+1} \), i.e.
\[
W_j = V_{j+1} \ominus V_j, \quad j \in \mathbb{Z}.
\]

Wavelet spaces \( W_j \) are generated by some basic wavelet. Detailed information about it may be found in [5] and here we only state the following result.

**Theorem 2.1.** [5] The \( m \)-th order spline
\[
\psi_m(x) = \frac{1}{2^{m-1}} \sum_{l=0}^{2m-2} (-1)^l N_{2m}(l + 1) N_{2m}^{(m)}(2x - l),
\]
with support \([0, 2m-1]\), is a basic wavelet that generates \( W_0 \), and consequently, all the wavelet spaces \( W_j, \ j \in \mathbb{Z} \), that is \( W_j = \text{span}\{\psi_m(2^j \cdot - k), \ k \in \mathbb{Z}\} \).

Note that \( \psi_1 \) is the Haar function.

By \( \psi_{m,j,k} \) we denote \( \psi_{m,j,k} := \psi_m(2^j \cdot - k) \). The space \( L_2(\mathbb{R}) \) can be represented
\[
L_2(\mathbb{R}) = V_0 \oplus W_0 \oplus W_1 \oplus ..., 
\]
where \( V_0 \) is generated by \( N_m(\cdot) \) and each \( W_j \) by \( \psi_m(2^j \cdot) \). By \( \psi^*_m \) we denote the dual wavelet of \( \psi_m \), and by \( N_m^* \) dual of \( N_m \). Then each \( f \in L_2(\mathbb{R}) \) can be represented (see [5] for details)
\[
f = \sum_{k \in \mathbb{Z}} \langle f, N_{m,0,k} \rangle N_{m,0,k}^* + \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{Z}} \langle f, 2^j \psi_{m,j,k} \rangle \psi^*_{m,j,k},
\]
Figure 1. Wavelets $\psi_1$ (left), $\psi_2$ (middle) and $\psi_3$ (right).

2.2. Representation for a dual wavelet. The following theorem holds

**Theorem 2.2.** The dual wavelet $\psi_2^*$ can be represented as

$$\psi_2^*(x) = \sum_{n \in \mathbb{Z}} a_n \psi_2(x - n),$$

where coefficients $a_n$ are defined as follows

$$a_n = \begin{cases} (-6 - 4\sqrt{3})(-2 - \sqrt{3})^{n-1} + (6 + 7\sqrt{3}/2)(7 + 4\sqrt{3})^{n-1} & \text{if } n \leq 1, \\
(6 - 4\sqrt{3})(-2 + \sqrt{3})^{n-1} + (-6 + 7\sqrt{3}/2)(7 - 4\sqrt{3})^{n-1} & \text{if } n > 1. 
\end{cases}$$

**Proof.** According to the definition of the dual wavelet we have $\langle \psi_2^*(\cdot - n), \psi_2(\cdot - l) \rangle = \delta_{n,l}$ what is the same as $\langle \psi_2^*(\cdot), \psi_2(\cdot - l) \rangle = \delta_{0,l}$. Then

$$\delta_{0,l} = \langle \psi_2^*(\cdot), \psi_2(\cdot - l) \rangle = \sum_{n \in \mathbb{Z}} a_n \langle \psi_2(\cdot - n), \psi_2(\cdot - l) \rangle = \sum_{n \in \mathbb{Z}} a_n \langle \psi_2(\cdot + l - n), \psi_2(\cdot) \rangle = \sum_{n \in \mathbb{Z}} a_n c_{l-n},$$

where $c_{l-n} = \langle \psi_2(\cdot + l - n), \psi_2(\cdot) \rangle$.

Let us further find $a_n$ from the condition $\sum_{n \in \mathbb{Z}} a_n c_{l-n} = \delta_{0,l}$. Computing the coefficients $c_l$ for $l \in \mathbb{Z}$ we get $c_0 = \frac{1}{4}$, $c_{\pm 1} = \frac{5}{16}$, $c_{\pm 2} = -\frac{1}{216}$ and $c_l = 0$ for $|l| \geq 3$. Then we consider the product of the following two polynomials

$$t_a = \sum_{n \in \mathbb{Z}} a_n e^{inx} \quad \text{and} \quad t_c = \sum_{l \in \mathbb{Z}} c_l e^{ilx}.$$ 

We have

$$(t_a \cdot t_c)(x) = \sum_{n \in \mathbb{Z}} \sum_{l \in \mathbb{Z}} a_n c_l e^{i(n+l)x} = \sum_{l \in \mathbb{Z}} \left( \sum_{n \in \mathbb{Z}} a_n c_{l-n} \right) e^{ilx}.$$ 

Since the sum in the brackets $\sum_{n \in \mathbb{Z}} a_n c_{l-n} = \delta_{l,0}$ we get

$$(t_a \cdot t_c)(x) = \sum_{l \in \mathbb{Z}} \delta_{l,0} e^{ilx} = 1.$$ 

Then $t_a(x) = \frac{1}{t_c(x)}$ or

$$\sum_{n \in \mathbb{Z}} a_n e^{inx} = \frac{1}{t_c(x)}.$$
Multiplying both parts of the last equality by $e^{-inx}$ and integrating over $[0, 2\pi]$, we obtain

$$a_n = \frac{1}{2\pi} \int_0^{2\pi} e^{-inx} dx = \frac{216}{2\pi i} \int_0^{2\pi} \frac{i e^{ix} e^{-i(n-1)x}}{-1 + 10e^{ix} + 54e^{2ix} + 10e^{3ix} - e^{4ix}} dx.$$

Making changes of variables $e^{ix} = z$ we have

$$a_n = -\frac{216}{2\pi i} \int_{|z|=1} \frac{z^{-n+1}}{1 - 10z - 54z^2 - 10z^3 + z^4} dz. \tag{2.4}$$

Let us further consider the following polynomial $q(z) = \frac{z^{-n+1}}{1 - 10z - 54z^2 - 10z^3 + z^4}$. The numbers $z_0 = 7 - 4\sqrt{3}$, $z_1 = -2 - \sqrt{3}$, $z_2 = -2 + \sqrt{3}$ and $z_3 = 7 + 4\sqrt{3}$ are roots of the denominator.

Further we consider two cases.

1) $n > 1$:

$$\frac{1}{z^{n-1} (1 - 10z - 54z^2 - 10z^3 + z^4)} = \sum_{i=1}^{n-1} \frac{A_l}{z^l} + \frac{B_0}{z - z_0} + \frac{B_1}{z - z_1} + \frac{B_2}{z - z_2} + \frac{B_3}{z - z_3},$$

where $A_l$ and $B_s$ are some constants. Multiplying both parts of the last equality by $z - z_s$, $s = 0, 1, 2, 3$, and then putting $z = z_s$ we find that

$$B_s = \frac{1}{z_s^{n-1} \prod_{i=0,1,2,3,i \neq s} (z_s - z_i)}.$$ \hspace{1cm} (2.5)

It is easy to see that $A_1 = -B_0 - B_1 - B_2 - B_3$, $A_l = 0$, $l = 2, 3, \ldots, n - 1$. Then using (2.4) and Cauchy’s integral formula we get that

$$a_n = -216 \left( \frac{1}{2\pi i} \int_{|z|=1} \frac{A_1}{z} dz + \sum_{s=0}^{3} \frac{1}{2\pi i} \int_{|z|=1} \frac{B_s}{z - z_s} dz \right)$$

$$= -216(A_1 + B_0 + B_2) = 216(B_1 + B_3).$$
Using formula for $B_s (2.5)$ we have

$$a_n = (6 - 4\sqrt{3})(-2 + \sqrt{3})^{n-1} + (-6 + 7\sqrt{3}/2)(7 - 4\sqrt{3})^{n-1}, \ n > 1.$$  

2) $n \leq 1$: here we use notation

$$B_s = \prod_{i=0,1,2,3, i \neq s} (z_i - z_s).$$

From (2.4) and Cauchy’s integral formula we obtain

$$a_n = -216 \left( \sum_{s=0}^{\infty} \frac{1}{2\pi i} \int_{|z|=1} \frac{B_s z^{-n+1}}{z - z_s} \, dz \right) = -216 \left( B_0 z_0^{-n+1} + B_2 z_2^{-n+1} \right).$$

Substituting $B_s$ in the last formula we get that

$$a_n = (-6 - 4\sqrt{3})(-2 - \sqrt{3})^{n-1} + (6 + 7\sqrt{3}/2)(7 + 4\sqrt{3})^{n-1}.$$  

\[\blacksquare\]

By using similar technique as in the proof of Theorem 2.2 it is easy to show that for $N_2^s$,

$$N_2^s(x) = \sum_{n \in \mathbb{Z}} a_n N_2(x + 1 - n),$$

where $a_n = (-1)^n \sqrt{3}(2 - \sqrt{3})^{|n|}$.

3. Construction of Piecewise Cubic Faber Splines in the Space of Compactly Supported Continuous Functions

In this section we present a construction of piecewise cubic Faber spline basis and prove the uniform convergence in the space $C_0(\mathbb{R})$.

First we give some necessary definitions. We define the cardinal spline function as (see [4] for details)

$$L^m(x) := \sum_{n \in \mathbb{Z}} c_n^{(m)} N_m(x + m/2 - n),$$

with the property $L^m(j) = \delta_{j,0}, \ j \in \mathbb{Z}$. By $J^m f(x)$ we define the following interpolation polynomial

$$\ (J^m f)(x) := \sum_{n \in \mathbb{Z}} f(n) L^m(x - n).$$

It is clear that $J^m f(j) = f(j)$ for $j \in \mathbb{Z}$.

Further we are interested in the case $m = 4$ (see [4, P. 112])

$$L^4(x) = \sum_{n \in \mathbb{Z}} (-1)^n \sqrt{3}(2 - \sqrt{3})^{|n|} N_4(x + 2 - n).$$

For $N \in \mathbb{N}$ we define the scaling version of the operator $J^4$ as

$$\ (J^4_N f)(x) = \sum_{n \in \mathbb{Z}} f(2^{-N} n) L^4(2^N x - n),$$

and then $(J^4_N f)(n/2^N) = f(n/2^N)$ for $n \in \mathbb{Z}$. By $V_N^4$ we denote the space

$$V_N^4 := \left\{ f : f = \sum_{n \in \mathbb{Z}} c_n N_4(2^N \cdot - n), \{c_n\}_{n \in \mathbb{Z}} \in \ell_1 \right\}.$$  

Due to the compactness of the support of $N_4$ we have $V_N^4 \subset L_1(\mathbb{R})$. 

3.1. **Construction of piecewise cubic Faber splines.** In this subsection we show the main ideas of the construction of piecewise cubic Faber splines.

**Lemma 3.1.** Every $f \in V_N^4$ can be reproduced by the operator $S_N$, i.e. $(S_N f)(x) = f(x)$, $\forall x \in \mathbb{R}$, where $S_N$ is defined as follows

$$
(3.3) \quad S_N f(x) = \sum_{k \in \mathbb{Z}} f(k) L^4(x - k) + \sum_{j=0}^{N-1} \sum_{k \in \mathbb{Z}} \lambda_{j,k}(f) b_{j,k}(x),
$$

where coefficients $\lambda_{j,k}(f)$ are defined as

$$
(3.4) \quad \lambda_{j,k}(f) = \frac{1}{6} \left( \Delta^4_{2-j-1} f \left( \frac{2k}{2j+1} \right) - 4 \Delta^4_{2-j-1} f \left( \frac{2k+1}{2j+1} \right) + \Delta^4_{2-j-1} f \left( \frac{2k+2}{2j+1} \right) \right),
$$

and piecewise cubic polynomials $b_{j,k}$ are defined as follows

$$
(3.5) \quad b_{j,k}(x) = \sum_{n \in \mathbb{Z}} a_n b(2^j x - k - n),
$$

here coefficients $a_n$ are defined by [2.3] and

$$
(3.6) \quad b(t) = \frac{1}{36} \begin{cases} 
 t^3, & 0 \leq t \leq 1/2, \\
 1 - 6t + 12t^2 - 7t^3, & 1/2 < t \leq 1, \\
 -22 + 63t - 57t^2 + 16t^3, & 1 < t \leq 3/2, \\
 86 - 153t + 87t^2 - 16t^3, & 3/2 < t \leq 2, \\
 -98 + 123t - 51t^2 + 7t^3, & 2 < t \leq 5/2, \\
 27 - 27t + 9t^2 - t^3, & 5/2 < t \leq 3. 
\end{cases}
$$

**Proof.** Since $f \in C^2(\mathbb{R})$ (because $f \in V_N^4$), we can consider $f^{(2)} = (J^4 f)^{(2)} + (f - J^4 f)^{(2)}$. According to definition of the space $V_N^4$ we get that $f^{(2)} \in L_2(\mathbb{R})$ and then from the viewpoint on [2.2] we have the following expansion (in the sense of $L_2$ convergence):

$$
\begin{align*}
 f^{(2)} &= \sum_{k \in \mathbb{Z}} (f^{(2)}, N_{2;0,k}) N^{*}_{2;0,k} + \sum_{j \in \mathbb{Z}^+} \sum_{k \in \mathbb{Z}} \langle f^{(2)}, 2^j \psi_{2;j,k} \rangle \psi^{*}_{2;j,k} \\
 &= \sum_{k \in \mathbb{Z}} (J^4 f)^{(2)}, N_{2;0,k}) N^{*}_{2;0,k} + \sum_{j \in \mathbb{Z}^+} \sum_{k \in \mathbb{Z}} \langle (J^4 f)^{(2)}, 2^j \psi_{2;j,k} \rangle \psi^{*}_{2;j,k} \\
 &\quad + \sum_{k \in \mathbb{Z}} ((f - J^4 f)^{(2)} N_{2;0,k} N^{*}_{2;0,k} + \sum_{j \in \mathbb{Z}^+} \sum_{k \in \mathbb{Z}} \langle (f - J^4 f)^{(2)}, 2^j \psi_{2;j,k} \rangle \psi^{*}_{2;j,k}.
\end{align*}
$$

![Figure 3. The piecewise cubic basis functions $L^4$ (left) and $b$ (right)](image-url)
Since \((J^4 f)^{(2)}\) can be represented as

\[
(J^4 f)^{(2)}(x) = \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} f(k)(-1)^j(2 - \sqrt{3})^{|j|} \sum_{m=0}^{2} (-1)^m \binom{2}{m} N_2(x + 2 - j - k - m),
\]

then \((J^4 f)^{(2)} \in V_0\) and consequently \(\sum_{k \in \mathbb{Z}} \langle (J^4 f)^{(2)}, N_{2,j,k} \rangle N_{2,j,k}^* = (J^4 f)^{(2)}\). Further we will often use

\[
\tag{3.7}
N_{m}^{(m)}(x) = \sum_{j=0}^{m} (-1)^j \binom{m}{j} \delta(x - j),
\]

were \(\delta\) denotes the Dirac delta distribution.

Let us consider the following coefficients \(\langle g^{(2)}, N_{2,0,k} \rangle\) for some \(g \in C^2\):

\[
\langle g^{(2)}, N_{2,0,k} \rangle = \int_{-\infty}^{\infty} g^{(2)}(t) N_2(t - k) dt = \int_{-\infty}^{\infty} g(t) N_2^{(2)}(t - k) dt
\]

\[
= \frac{2}{m=0} (-1)^m \binom{2}{m} \int_{-\infty}^{\infty} g(t) \delta(t - k - m) dt = \sum_{m=0}^{2} (-1)^m \binom{2}{m} g(k + m).
\]

According to this \(\langle (f - J^4 f)^{(2)}, N_{2,0,k} \rangle = \frac{2}{m=0} (-1)^m \binom{2}{m} (f - J^4 f)(k + m) = 0\) since \(J^4 f(j) = f(j)\) for \(j \in \mathbb{Z}\). Then

\[
\tag{3.8}
f^{(2)} = (J^4 f)^{(2)} + \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \langle f^{(2)}, 2^j \psi_{2,j,k} \rangle \psi_{2,j,k}^*.
\]

Further we find the coefficients \(\langle f^{(2)}, 2^j \psi_{2,j,k} \rangle\). From Theorem 2.1 and formula (3.7) we get

\[
\psi_{2,j,k}^{(2)}(x) = 2^{2j+1} \sum_{l=0}^{2} (-1)^l N_4(l + 1) N_4^{(4)}(2^{j+1}x - 2k - l)
\]

\[
= 2^{2j+1} \sum_{l=0}^{2} (-1)^l N_4(l + 1) \sum_{m=0}^{4} (-1)^m \binom{4}{m} \delta(2^{j+1}x - 2k - l - m).
\]

Therefore we can write for \(\langle f^{(2)}, 2^j \psi_{2,j,k} \rangle\)

\[
\tag{3.9}
\langle f^{(2)}, 2^j \psi_{2,j,k} \rangle = 2^j \int_{-\infty}^{\infty} f^{(2)}(t) \psi_{2,j,k}(t) dt = 2^j \int_{-\infty}^{\infty} f(t) \psi_{2,j,k}^{(2)}(t) dt
\]

\[
= 2^{3j+1} \sum_{l=0}^{2} (-1)^l N_4(l + 1) \sum_{m=0}^{4} (-1)^m \binom{4}{m} \int_{-\infty}^{\infty} f(t) \delta(2^{j+1}t - 2k - l - m) dt
\]

\[
= 2^{3j+1} \sum_{l=0}^{2} (-1)^l N_4(l + 1) \sum_{m=0}^{4} (-1)^m \binom{4}{m} \int_{-\infty}^{\infty} f(t) \delta \left( t - \frac{2k + l + m}{2^{j+1}} \right) dt
\]

\[
= 2^{2j} \int_{-\infty}^{\infty} (-1)^l N_4(l + 1) \sum_{m=0}^{4} (-1)^m \binom{4}{m} f \left( \frac{2k + l + m}{2^{j+1}} \right)
\]

\[
= 2^{2j} \sum_{l=0}^{2} (-1)^l N_4(l + 1) \Delta_{2^{j+1}} f \left( \frac{2k + l}{2^{j+1}} \right).
\]
Let us further denote \( \lambda_{j,k}(f) \) as in (3.4). From (3.1), (3.4), (3.8) and (3.9) we have the following expansion for the second derivative

\[
f^{(2)} = (J^2 f)^{(2)} + \sum_{j \in \mathbb{Z}^+} \sum_{k \in \mathbb{Z}} 2^{2j} \lambda_{j,k}(f) \psi_{2,j,k}^*.
\]

Since \( f \in V^4_N \) we have that \( \langle f^{(2)}, 2^j \psi_{2,j,k}^* \rangle = 0 \) for \( j \geq N \). Therefore,

(3.10) \[
f^{(2)} = (J^4 f)^{(2)} + \sum_{j=0}^{N-1} \sum_{k \in \mathbb{Z}} 2^{2j} \lambda_{j,k}(f) \psi_{2,j,k}^*.
\]

By using Taylor expansion we get

\[
f(x) = f(x_0) + f'(x_0)(x - x_0) + \int_{x_0}^{x} \frac{f^{(2)}(t)}{1!} (x - t) \, dt.
\]

When \( x_0 \to -\infty \) we get (because of \( \lim_{|x| \to \infty} f(x) = 0 \) and \( \lim_{|x| \to \infty} f'(x) = 0 \))

(3.11) \[
f(x) = \int_{-\infty}^{x} \frac{f^{(2)}(t)}{1!} (x - t) \, dt.
\]

Note, that

\[
\int_{-\infty}^{x} \psi_{2,j,k}^*(t)(x - t) \, dt = \sum_{n \in \mathbb{Z}} a_n \int_{-\infty}^{x} \psi_{2}(2^j t - k - n)(x - t) \, dt
\]

(3.12) \[
= \frac{1}{2^{2j}} \sum_{n \in \mathbb{Z}} a_n b(2^j x - k - n),
\]

where \( b \) is defined by (3.6).

Applying Taylor expansion to (3.10) and taking (3.11) and (3.12) into account, we get the result.

3.2. Uniform convergence in the space \( C_0(\mathbb{R}) \). Before formulating the main result of this subsection we prove some auxiliaries statements. The following lemma is probably known, but since we were unable to find a reference we give a proof.

**Lemma 3.2.** Every \( f \in V^4_N \) can be reproduced by the fundamental spline interpolation operator \( J^4_N \), i.e.

(3.13) \[
(J^4_N f)(x) = f(x), \quad \forall x \in \mathbb{R}.
\]

**Proof.** We prove that \( J^4(N_4) = N_4 \). According to definition of \( J^4 \) we have

\[
(J^4 N_4)(x) = \sum_{k \in \mathbb{Z}} N_4(k) L^4(x - k) = \sum_{k \in \mathbb{Z}} N_4(k) \sum_{l \in \mathbb{Z}} c_l^{(4)} N_4(x + 2 - l - k)
\]

\[
= \sum_{n \in \mathbb{Z}} \sum_{l \in \mathbb{Z}} N_4(n + 2 - l) c_l^{(4)} N_4(x - n) = \sum_{n \in \mathbb{Z}} N_4(x - n) \sum_{l \in \mathbb{Z}} c_l^{(4)} N_4(n + 2 - l)
\]

\[
= \sum_{n \in \mathbb{Z}} N_4(x - n) L^4(n) = \sum_{n \in \mathbb{Z}} N_4(x - n) \delta_{n,0} = N_4(x).
\]

Now (3.13) is a trivial consequence of the last equality.

In the next lemma we consider functions \( f \in C_0(\mathbb{R}) \), since then all sums in (3.3) is finite and \( S_N f \) is well defined.
Lemma 3.3. For every function \( f \in C_0(\mathbb{R}) \) we have \( S_N f = J_N^4 f \), where \( S_N \) and \( J_N^4 \) are defined by \([3.3]\) and \([3.2]\) respectively.

**Proof.** Let \( f \in C_0(\mathbb{R}) \) and \( x \in \text{supp} \, f \). Since \( J_N^4 f \in V_N^4 \) according to Lemma 3.1, we have that \( S_N(J_N^4 f)(x) = J_N^4 f(x) \). On the other hand, since \( J_N^4 f(k/2^N) = f(k/2^N) \), \( k \in \mathbb{Z} \cap \text{supp} \, f \), according to definition of \( S_N \) we get that \( S_N(J_N^4 f)(x) = S_N f(x) \).

\[ \tag{3.17} \]

Remark 3.4. As a consequence from the last lemma we have that the operator \( S_N \) interpolates a function \( f \in C_0(\mathbb{R}) \) at points \( k/2^N \), \( k \in \mathbb{Z} \), i.e.

\[ S_N f(k/2^N) = f(k/2^N), \quad k \in \mathbb{Z}. \]

**Theorem 3.5.** For a function \( f \in C_0(\mathbb{R}) \), we have that

\[ \lim_{N \to \infty} \| f - S_N f \|_\infty = 0, \]  

where \( S_N \) is defined by \([3.3]\).

**Proof.** By \( Q^m_N \) we denote a quasi-interpolation operator

\[ Q^m_N(x) = \sum_{k \in \nu(N)} a^{(N)}_k(f) N_m(2^N x - k), \]

where the set \( \nu(N) \) is finite and the functional \( a^{(N)}_k(f) \) is defined by using finite number of function values (see [14] for details). Since according to Lemma 3.3 we have that \( S_N = J_N^4 \), we can write

\[ \| f - S_N f \|_\infty = \| f - J_N^4 f \|_\infty \leq \| f - Q^4_N f \|_\infty + \| Q^4_N f - J_N^4 f \|_\infty \]

\[ = \| f - Q^4_N f \|_\infty + \| J_N^4 (f - Q^4_N f) \|_\infty \]

\[ \leq (1 + \| J_N^4 \|_{\infty \to \infty}) \| f - Q^4_N f \|_\infty. \]

We used that \( Q^4_N f \in V_N^4 \) and according to Lemma 3.2, \( J_N^4(Q_N^4 f) = Q_N^4 f \).

Further we use the facts that \( \| f - Q_N^4 f \|_\infty \to 0 \) if \( N \to \infty \) (see [14]) and the norm \( \| J_N^4 \|_{\infty \to \infty} \) is bounded (see [31]). It implies (3.14). \( \square \)

Further for the convenience we use the following notation. We define sequence of coefficients \( \lambda_{j,k}(f) \) and functions \( b_{j,k} \) for \( j \in \mathbb{N} - 1, k \in \mathbb{Z} \), in the following way: if \( j \geq 0 \) we use definition \([3.4]\) and \([3.5]\) consequently, and if \( j = -1 \) we put

\[ \lambda_{-1,k}(f) := f(k) \]

and

\[ b_{-1,k}(x) := L^4(x - k). \]  

Then from Theorem 3.5 for each function \( f \in C_0(\mathbb{R}) \) we have the following expansion

\[ f(x) = \sum_{j \in \mathbb{N} - 1} \sum_{k \in \mathbb{Z}} \lambda_{j,k}(f) b_{j,k}(x), \]  

where convergence is understood in the sense of the space \( C \).

Further we prove the uniqueness of this expansion. We show that all coefficients \( c_{j,k} \) in the following expansion

\[ 0 = \sum_{k \in \mathbb{Z}} c_{-1,k} L^4(x - k) + \sum_{j=0}^\infty \sum_{k \in \mathbb{Z}} c_{j,k} b_{j,k}(x), \]
equal to 0. Note that from definition of piecewise cubic functions $b_{j,k}$ we have that $b_{j,k}(n) = 0$ for $n \in \mathbb{Z}$. If we put $x = n$, $n \in \mathbb{Z}$, in (3.17) we get $c_{-1,k} = 0$ for all $k \in \mathbb{Z}$. Then we apply the functional $\lambda_{l,n}(f)$ with $l \in \mathbb{N}_0$ and $n \in \mathbb{Z}$ to the series (3.17). Since

$$\lambda_{l,n}(b_{j,k}) = (b_{j,k}^{(2)}, 2^n \psi_{2,j,n}) = 2^{2j}2^m \langle \psi_{2,j,k}^*, \psi_{2,j,n} \rangle = 2^{2j+m} \delta_{j,l,k,n},$$

we have that $c_{l,n} = 0$ for all $l \in \mathbb{N}_0$ and $n \in \mathbb{Z}$.

4. Sampling Characterization of Besov-Triebel-Lizorkin Spaces via Piecewise Cubic Faber splines

The main goal of this section is to prove the following theorem.

**Theorem 4.1.** (i) Let $0 < p, \theta \leq \infty$, $p > 1/4$ and $1/p < r < \min\{3 + 1/p, 4\}$. Then every compactly supported $f \in B_{p,\theta}^r$ can be represented by the series (3.16), which is convergent unconditionally in the space $B_{p,\theta}^{r-\varepsilon}$ for every $\varepsilon > 0$. If $\max\{p, \theta\} < \infty$ we have unconditional convergence in the space $B_{p,\theta}^r$. Moreover, the following norms are equivalent

$$\|f\|_{B_{p,\theta}^r} \asymp \|\lambda(f)\|_{b_{p,\theta}^r}. \quad (4.1)$$

(ii) Let $1/4 < p, \theta \leq \infty$, $p \neq \infty$, and $\max\{1/p, 1/\theta\} < r < 3$. Then every compactly supported $f \in F_{p,\theta}^r$ can be represented by the series (3.16), which is convergent unconditionally in the space $F_{p,\theta}^{r-\varepsilon}$ for every $\varepsilon > 0$. If $\theta < \infty$ we have unconditional convergence in the space $F_{p,\theta}^r$. Moreover, the following norms are equivalent

$$\|f\|_{F_{p,\theta}^r} \asymp \|\lambda(f)\|_{f_{p,\theta}^r}. \quad (4.2)$$

First we prove some auxiliary statements. We apply some known technique that was also used in [3], [25] and [40]. Let $\lambda = (\lambda_{j,k})_{j \in \mathbb{N}_0, k \in \mathbb{Z}}$ be some sequence of real numbers that satisfy certain conditions (later we specify that $\lambda \in b_{p,\theta}^r$ or $\lambda \in f_{p,\theta}^r$). We denote

$$f := \sum_{j \in \mathbb{N}_0} \sum_{k \in \mathbb{Z}} \lambda_{j,k} b_{j,k}. \quad (4.3)$$

This formal series converges in $S'({\mathbb{R}})$ due to assumptions on $\lambda$. The estimates below shows that (4.3) exists in $S'({\mathbb{R}})$.

**Proposition 4.2.** Let $0 < p, \theta \leq \infty$, $\max\{1/p - 1, 0\} < r < 3 + 1/p$ and a sequence $\lambda \in b_{p,\theta}^r$. Then the series (4.3) converges unconditionally in the space $B_{p,\theta}^{r-\varepsilon}$ for every $\varepsilon > 0$. If $\max\{p, \theta\} < \infty$ we have unconditional convergence in the space $B_{p,\theta}^r$. Moreover, the following inequality holds

$$\|f\|_{B_{p,\theta}^r} \lesssim \|\lambda\|_{b_{p,\theta}^r}. \quad (4.4)$$

**Proof.** First we prove the inequality (4.4) for the case $\theta < \infty$. For $\theta = \infty$ the proof is similar. We denote $f_j := \sum_{k \in \mathbb{Z}} \lambda_{j,k} b_{j,k}$ for $j \in \mathbb{N}_0$. Then

$$f = \sum_{l \in \mathbb{Z}} f_{j+l}. \quad (4.5)$$
By using characterization of Besov spaces via local means (Theorem A.3) and \( u \)-triangle inequality with \( u := \min\{p, \theta, 1\} \) we have

\[
\|f\|_{B^\nu_{p,\theta}} \leq \left( \sum_{j \in \mathbb{N}_0} 2^{j\nu} \left\| \psi_j \ast f \right\|_p^\theta \right)^{1/\theta} \\
= \left( \sum_{j \in \mathbb{N}_0} 2^{j\nu} \left\| \psi_j \ast \left( \sum_{l \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} b_{j+1,k} \right) \right\|_p^\theta \right)^{1/\theta} \\
\leq \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_0} 2^{j\nu} \left\| \psi_j \ast \left( \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \right) \right\|_p^\theta \right)^{1/\theta} \right)^{u/\theta/1/u}. 
\]

By using inequality (A.3) we can proceed for \( v = \min\{p, 1\} \)

\[
\|f\|_{B^\nu_{p,\theta}} \leq \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_0} 2^{j\nu} \left\| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} 2^{-\alpha|l|} \sum_{n \in \mathbb{Z}} |a_n| \chi_{\mathcal{A}_{j+l,k+n}}(\cdot) \right\|_p^\theta \right)^{1/\theta} \right)^{u/\theta/1/u} \\
\leq \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_0} 2^{j\nu} 2^{-\alpha|l|} \left( \sum_{n \in \mathbb{Z}} |a_n| \right)^v \left( \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(\cdot) \right)^{\theta/v} \right)^{1/\theta/v} \right)^{u/\theta/v/1/u}. 
\]

Further we consider the following norm \( \left\| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(\cdot) \right\|_p \). For \( x \in \mathbb{R} \) since \( \mathcal{A}_{j+l,n+k} \subset \bigcup_{|i-k| \leq 2^{l+}} I_{j+1,i+n} \) we can write

\[
\left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(x) \right|^p \leq \left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(x) \right|^p \leq \left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(x) \right|^p, 
\]

where \( G_l(k) := \{ i : |i-k| \leq 2^l \} \) with \( |G_l(k)| \geq 2^{l+} \). By changing order of summation and on the viewpoint that segments \( I_{j+l,n+i} \) do not intersect for different \( i \) we have

\[
\left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(x) \right|^p \leq \left| \sum_{i \in \mathbb{Z}} \chi_{I_{j+l,n+i}}(x) \sum_{k \in G_l(i)} \lambda_{j+l,k} \right|^p \\
= \sum_{i \in \mathbb{Z}} \chi_{I_{j+l,n+i}}(x) \left( \sum_{k \in G_l(i)} \lambda_{j+l,k} \right)^p. 
\]

From the Hölder inequality for \( p > 1 \) we obtain

\[
\left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(x) \right|^p \leq 2^{l+1(p-1)} \sum_{i \in \mathbb{Z}} \chi_{I_{j+l,n+i}}(x) \sum_{k \in G_l(i)} \lambda_{j+l,k}^p. 
\]

For \( p < 1 \) we use the embedding \( L_p \hookrightarrow L_1 \) to get

\[
\left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{\mathcal{A}_{j+l,k+n}}(x) \right|^p \leq \sum_{i \in \mathbb{Z}} \chi_{I_{j+l,n+i}}(x) \sum_{k \in G_l(i)} \lambda_{j+l,k}^p. 
\]
By using last inequality we can write for the norm
\[
\left\| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} X_{j+l,k+n} \right\|_p^p = \int_{\mathbb{R}} \left\| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} X_{j+l,k+n} (x) \right\|_p^p dx \\
\leq 2^{l+1}(p-1) + \sum_{i \in \mathbb{Z}} \int_{\mathbb{R}} X_{j+l,k+i+n} (x) dx \sum_{k \in G_l(i)} |\lambda_{j+l,k}|^p \\
= 2^{l+1}(p-1) + \sum_{i \in \mathbb{Z}} \int_{2^{-j-l_1}(i+n)} 1 dx \sum_{k \in G_l(i)} |\lambda_{j+l,k}|^p \\
= 2^{l+1}(p-1) + 2^{-j-l_1} \sum_{i \in \mathbb{Z}} \sum_{k \in G_l(i)} |\lambda_{j+l,k}|^p \\
\asymp 2^{l+1}(p-1) + 2^{-j} \sum_{k \in \mathbb{Z}} |\lambda_{j+l,k}|^p.
\]

By using this inequality we can continue estimation of (4.6)
\[
\|f\|_{B^r_{p,\theta}} \lesssim \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_0} 2^{\theta j} r^{2-\alpha l} \left( \sum_{n \in \mathbb{Z}} |a_n| + 1 \right)^{1/v} \right)^{p/p} \right)^{1/u} \\
= \left( \sum_{n \in \mathbb{Z}} |a_n|^v \right)^{1/v} \cdot \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_0} 2^{\theta j} r^{2-\alpha l} \left( \sum_{n \in \mathbb{Z}} |\lambda_{j+l,k}|^p \right)^{\theta/p} \right)^{u/\theta} \right)^{1/u}.
\]

From definition of coefficients \(a_n\) we conclude that \(\sum_{n \in \mathbb{Z}} |a_n|^v < \infty\), so we can proceed as follows
\[
\|f\|_{B^r_{p,\theta}} \lesssim \left( \sum_{l \in \mathbb{Z}} 2^{-\alpha l} u 2^{l_1(1-1/p) + u} \left( \sum_{j \in \mathbb{N}_0} 2^{\theta j} (r-1/p) \left( \sum_{k \in \mathbb{Z}} |\lambda_{j+l,k}|^p \right)^{\theta/p} \right)^{u/\theta} \right)^{1/u} \\
= \left( \sum_{l \in \mathbb{Z}} 2^{-\alpha l} u 2^{l_1(1-1/p) + u} \left( \sum_{j \in \mathbb{N}_0} 2^{\theta j} (r-1/p) \left( \sum_{k \in \mathbb{Z}} |\lambda_{j+l,k}|^p \right)^{\theta/p} \right)^{u/\theta} \right)^{1/u} \\
\leq \left( \sum_{l \in \mathbb{Z}} 2^{-\alpha l} u 2^{l_1(1-1/p) + u} 2^{-l(r-1/p) u} \right)^{1/u} \|\lambda\|_{B^r_{p,\theta}}.
\]

Due to the choice of the parameter \(\max\{1/p - 1, 0\} < r < 3 + 1/p\) the series
\[
\sum_{l \in \mathbb{Z}} 2^{-\alpha l} u 2^{l_1(1-1/p) + u} 2^{-l(r-1/p) u}
\]

is convergent. Therefore, inequality (4.4) holds.

Let us further prove the unconditional convergence of the series (4.3) in the space \(B^r_{p,\theta}\) when \(\max\{p, \theta\} < \infty\). By \(\nabla\) we define a set of indices for the basis \(b_{j+l,k}\), i.e.
\[
\nabla = \{(j, k) : j \in \mathbb{N}_-, k \in \mathbb{Z}\}.
\]

We consider the set of sequences
\[
\Theta = \{A = (A_n)_{n \in \mathbb{N}} : A_n \subset \nabla, |A_n| = n, A_n \subset A_{n+1}, \bigcup_{n=1}^{\infty} A_n = \nabla\}.
\]
Each $A \in \Theta$ defines some order of summation of the series (4.3). By $S_n$ we denote the following partial sum

$$S_n := \sum_{(j,k) \in A_n} \lambda_{j,k} b_{j,k}.$$ 

According to first part of the proof we have that

$$\|f - S_n\|_{B_{p,\theta}^r} \lesssim \|\lambda_{j,k} \|_{\nabla \setminus A_n} \|b_{j,k}\|_{B_{p,\theta}^r}.$$ 

Since all finite sequences are dense in the space $b_{p,\theta}^r$, $\max\{p, \theta\} < \infty$ we have that if $n$ is large enough

$$\|\lambda_{j,k} \|_{\nabla \setminus A_n} \|b_{j,k}\|_{B_{p,\theta}^r} < \epsilon,$$

what together with arbitrary choice of $A$ finishes the proof.

Let now $0 < p, \theta \leq \infty$ and $\lambda \in b_{p,\theta}^r$. Then by using Hölder’s inequality with respect to index $j$ in the definition of the norm of $b_{p,\theta}^r$ it is easy to show that

$$\lim_{n \to \infty} \|\lambda_{j,k} \|_{\nabla \setminus A_n} \|b_{j,k}\|_{B_{p,\theta}^r} = 0.$$ 

By using inequality (4.4) that is already proven we write

$$\|f - S_n\|_{B_{p,\theta}^r} \lesssim \|\lambda_{j,k} \|_{\nabla \setminus A_n} \|b_{j,k}\|_{B_{p,\theta}^r} \to 0$$

which finishes the proof. 

Now we prove the analogue of this proposition for $F$-spaces.

**Proposition 4.3.** Let $0 < p, \theta \leq \infty$, $p \neq \infty$, $\max\{1/\theta - 1, 1/p - 1, 0\} < r < 3$ and a sequence $\lambda \in F_{p,\theta}^r$. Then the series (4.3) converges unconditionally in the space $F_{p,\theta}^r - \varepsilon$ for every $\varepsilon > 0$. If $\theta < \infty$ we have unconditional convergence in the space $F_{p,\theta}^r$. Moreover, the following inequality holds

$$\|f\|_{F_{p,\theta}^r} \lesssim \|\lambda\|_{F_{p,\theta}^r}.$$ 

**Proof.** We use $u$-triangle inequality with $u = \min\{1, p, q\}$, representation (4.5) and Theorem A.3

$$\|f\|_{F_{p,\theta}^r} \lesssim \left( \sum_{j \in N_0} 2^{\theta r j} |\Psi_j * f|^\theta \right)^{1/\theta} \lesssim \left( \sum_{j \in N_0} 2^{\theta r j} \left( \sum_{k \in Z} \lambda_{j+1,k} b_{j+1,k} \right)^\theta \right)^{1/\theta} \lesssim \left( \sum_{l \in Z} \left( \sum_{j \in N_0} 2^{\theta r j} \left( \sum_{k \in Z} \lambda_{j+l,k} b_{j+l,k} \right)^\theta \right) \right)^{1/\theta} \lesssim \left( \sum_{l \in Z} \left( \sum_{j \in N_0} 2^{\theta r j} \left( \sum_{k \in Z} \lambda_{j+l,k} b_{j+l,k} \right)^\theta \right) \right)^{1/\theta}.$$ 

By using inequality (A.4) we obtain

$$\|f\|_{F_{p,\theta}^r} \lesssim \left( \sum_{l \in Z} 2^{-\alpha |l| u} \left( \sum_{j \in N_0} 2^{\theta r j} \left( \sum_{k \in Z} \lambda_{j+l,k} \left( 1 + 2^{\min\{j,j+l\}} |x - x_{j+l,k}| - R \right)^\theta \right) \right)^{1/\theta} \right)^{1/u}.$$

From the following property ([27, Lem. 7.1])

$$\sum_{k \in Z} \left| \lambda_{j+l,k} \left( 1 + 2^{\min\{j,j+l\}} |x - x_{j+l,k}| - R \right)^{-R} \right| \lesssim 2^j/\tau \left( M \sum_{k \in Z} \lambda_{j+l,k} \chi_{j+l,k} \right)^{1/\tau} (x).$$
for $0 < \tau \leq 1$ and $R > 1/\tau$, we get
\[
\|f\|_{F_{p,\theta}} \lesssim \left( \sum_{l \in \mathbb{Z}} 2^{-\alpha \|l\|2} \left\| \left( \sum_{j \in \mathbb{N}_0} 2^{\theta r j} \left| M \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{j+l,k} \right|^\tau \right)^{1/\theta} \right\|_p \right)^{1/u}.
\]
It is obvious that $\left\| \left( \sum_{l} [M|f_l|^r]^{\theta/\tau} \right)^{1/\theta} \right\|_p = \left\| \left( \sum_{l} [M|f_l|^r]^{\theta/\tau} \right)^{\tau/\theta} \right\|_{p/\tau}^{1/\tau}$. We assume that $\min\{\theta/\tau, p/\tau\} > 1$. By using the Hardy-Littlewood maximal inequality we have
\[
\|f\|_{F_{p,\theta}} \lesssim \left( \sum_{l \in \mathbb{Z}} 2^{-\alpha \|l\|2} \left\| \left( \sum_{j \in \mathbb{N}_0} 2^{\theta r (j+l)} \left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{j+l,k} \right|^\theta \right) \right\|_p \right)^{1/u}
\]
\[
= \left( \sum_{l \in \mathbb{Z}} 2^{-\alpha \|l\|2} \left\| \left( \sum_{j \in \mathbb{N}_0} 2^{\theta r (j+l)} \left| \sum_{k \in \mathbb{Z}} \lambda_{j+l,k} \chi_{j+l,k} \right|^\theta \right) \right\|_p \right)^{1/u}
\]
\[
\leq \left( \sum_{l \in \mathbb{Z}} 2^{-\alpha \|l\|2} \right)^{1/u} \left\| \lambda \right\|_{f_{p,\theta}}^r
\]
for $\tau < \min\{1, p, \theta\}$. If $\max\{1/\theta - 1, 1/p - 1, 0\} \leq 1/\tau - 1 < \tau < 3$ then the series $\sum_{l \in \mathbb{Z}} 2^{-\alpha \|l\|2} / 2 - \tau r l u$ converges.

Now we prove unconditional convergence. We start with the case when $\theta < \infty$. We use notations from Proposition 4.2. We know that
\[
\|f - S_n\|_{F_{p,\theta}} \lesssim \|\lambda_{j,k}|_{(j,k) \in \nabla \setminus A_n}\|_{f_{p,\theta}}^r.
\]
From density of finite sequences in the space $l_\theta$ we have that
\[
\left( \sum_{(j,k) \in \nabla \setminus A_n} 2^{\theta r j} |\lambda_{j,k}|^\theta \chi_{j,k} \right)^{1/\theta} \to 0, \text{ if } n \to \infty.
\]
Since for all $n \in \mathbb{N}$
\[
\left( \sum_{(j,k) \in \nabla \setminus A_n} 2^{\theta r j} |\lambda_{j,k}|^\theta \chi_{j,k} \right)^{1/\theta} \leq \left( \sum_{(j,k) \in \nabla} 2^{\theta r j} |\lambda_{j,k}|^\theta \chi_{j,k} \right)^{1/\theta} \in L_p,
\]
then according to Lebesgue dominated convergence theorem we may write that
\[
\|\lambda_{j,k}|_{(j,k) \in \nabla \setminus A_n}\|_{f_{p,\theta}} \to 0, \text{ if } n \to \infty.
\]
When $\theta = \infty$ we use similar consideration as in Proposition 4.2.

**Proposition 4.4.**

(i) Let $0 < p, \theta \leq \infty$, $p > 1/4$, $1/p < r < 4$ and $f \in B_{p,\theta}$. Then the inequality
\[
\|\lambda(f)\|_{B_{p,\theta}^r} \lesssim \|f\|_{B_{p,\theta}^r}
\]
holds.

(ii) Let $1/4 < p, \theta \leq \infty$, $p \neq \infty$, $\max\{1/p, 1/\theta\} < r < 4$ and $f \in F_{p,\theta}^r$. Then the inequality
\[
\|\lambda(f)\|_{F_{p,\theta}^r} \lesssim \|f\|_{F_{p,\theta}^r}
\]
holds.

**Proof.** We use representation (A.2) in the following form
\[
f = \sum_{l \in \mathbb{Z}} \delta_{j+l}[f], \quad j \in \mathbb{N}_0.
\]
We give a proof for the case $\theta < \infty$. For $\theta = \infty$ one can obtain the results by using similar technique with trivial modification.

First we prove one additional inequality. We denote $F_{j,l}(x) := \sum_{k \in \mathbb{Z}} \lambda_{j,k} (\delta_{j+l}[f]) \chi_{j,k}(x)$, $x \in \mathbb{R}$. For $x \in I_{j,k}$ we have that

$$|F_{j,l}(x)| \leq |\lambda_{j,k} (\delta_{j+l}[f])|.$$

Let first $j \geq 0$. Then

$$|F_{j,l}(x)| \leq \frac{1}{6} \left| \Delta_{2^{-j-1}}^4 \delta_{j+l}[f] \left( \frac{2k}{2^{j+1}} \right) \right| + 4 \left| \Delta_{2^{-j-1}}^4 \delta_{j+l}[f] \left( \frac{2k + 1}{2^{j+1}} \right) \right| + \left| \Delta_{2^{-j-1}}^4 \delta_{j+l}[f] \left( \frac{2k + 2}{2^{j+1}} \right) \right|.$$

By using Lemma 4.8 we get for some bandlimited function $g$ with $\mathcal{F}g \subset [-A 2^{j+l}, B 2^{j+l}]$

$$|\Delta_{2^{-j-1}}^4 g(x_{j,k})| \lesssim \min \{1, 2^l \} \max \{1, 2^k \} P_{2^{l},a} g(x_{j,k}).$$

From this inequality for $l < 0$ and $|x - x_{j,k}| \leq 2^{-j}$ we get

$$|\Delta_{2^{-j-1}}^4 g(x_{j,k})| \lesssim 2^l P_{2^{l},a} g(x_{j,k}) \leq 2^l \sup_{y \in \mathbb{R}} \frac{|g(y)|}{(1 + 2^l |y - x|)^a} (1 + 2^l |x - x_{j,k}|)^a$$

$$ \lesssim 2^l \sup_{y \in \mathbb{R}} \frac{|g(y)|}{(1 + 2^l |y - x|)^a} = 2^l P_{2^{l},a} g(x).$$

For $l \geq 0$ and $|x - x_{j,k}| \leq 2^{-j}$ by using definition of the 4th order difference we write

$$|\Delta_{2^{-j-1}}^4 g(x_{j,k})| \lesssim \sup_{|y| \leq 2^{-j}} |g(x_{j,k} + y)| \lesssim \sup_{|y| \leq 2^{-j}} \frac{|g(x_{j,k} + y)|}{(1 + 2^l |y|)^a} \leq P_{2^{l},a} g(x_{j,k})$$

$$= \sup_{y \in \mathbb{R}} \frac{|g(y)|}{(1 + 2^l |y - x_{j,k}|)^a} \frac{(1 + 2^l |y|)^a}{(1 + 2^l |y - x_{j,k}|)^a} \lesssim P_{2^{l},a}(x).$$

Since for $l \geq 0$ we have

$$P_{2^{l},a}(x) = \sup_{y \in \mathbb{R}} \frac{|g(y)|}{(1 + 2^l |y - x|)^a} \frac{(1 + 2^l |y - x|)^a}{(1 + 2^l |y - x|)^a} \leq 2^{la} P_{2^{l},a} g(x),$$

then

$$|\Delta_{2^{-j-1}}^4 g(x_{j,k})| \lesssim 2^{la} P_{2^{l},a} g(x).$$

If $x \in I_{j,k}$ then not only $|x - x_{j,k}| \leq 2^{-j}$, but also $|x - x_{j,k+1}| \leq 2^{-j}$ and $|x - x_{j+1,2k+1}| \leq 2^{-j}$. Therefore inequalities (4.11) and (4.13) hold also for differences $\Delta_{2^{-j-1}}^4 g(x_{j+1,2k+1})$ and $\Delta_{2^{-j-1}}^4 g(x_{j,k+1})$.

Let now $j = -1$. In this case $x \in [k - 1/2, k + 1/2]$ and

$$|F_{j,l}(x)| \leq |\lambda_{j,k} (\delta_{j+l}[f])| \leq |\delta_{j+l}[f](k)|.$$

Let again $g$ be some bandlimited function. We consider only the case $l \geq 0$ because $g \equiv 0$ for $l < 0$ and there is nothing to prove. So, for $l \geq 0$

$$|g(k)| \leq \sup_{|y| \leq 1} |g(x + y)| = \sup_{|y| \leq 1} \frac{|g(x + y)|}{(1 + 2^j |y|)^a} (1 + 2^j |y|)^a \leq P_{2^{l},a}(x).$$

Using (4.12) we get

$$|g(k)| \lesssim 2^{la} P_{2^{l},a} g(x).$$
Since segments $I_{j,k}$ do not intersect for fixed $j$ and different $k$ from (4.11), (4.13) and (4.14) we conclude that for $x \in \mathbb{R}$

\begin{equation}
|F_{j,l}(x)| \lesssim \min\{2^d, 1\} \max\{2^d, 1\} P_{2j+l, \alpha} \delta_{j+l} |f|(x).
\end{equation}

Let us now prove part (i). From definition of the space of sequences $b_{p,\theta}^r$ by using the $u$-triangle inequality with $u = \min\{p, \theta, 1\}$ we can write

$$
\|\lambda(f)\|_{b_{p,\theta}^r} = \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k}(f) \chi_{j,k} \right)^{\theta} \right)^{1/\theta}
= \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k} \left( \sum_{l \in \mathbb{Z}} \delta_{j+l}[f] \right) \chi_{j,k} \right)^{\theta} \right)^{1/\theta}
\leq \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k} \left( \delta_{j+l}[f] \right) \chi_{j,k} \right)^{\theta} \right)^{u/\theta} \right)^{1/u}
\end{equation}

By using Lemma A.9 and inequality (4.15) we have that for $a > 1/p$

$$
\|F_{j,l}\|_p \lesssim \min\{2^d, 1\} \max\{2^d, 1\} \|P_{2j+l, \alpha} \delta_{j+l}[f]\|_p \lesssim \min\{2^d, 1\} \max\{2^d, 1\} \|\delta_{j+l}[f]\|_p.
$$

We denote $\beta = a$ if $l \geq 0$ and $\beta = 4$ if $l < 0$. Now we can proceed estimation (4.16)

$$
\|\lambda(f)\|_{b_{p,\theta}^r} \leq \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k} \left( \delta_{j+l}[f] \right) \chi_{j,k} \right)^{\theta} \right)^{u/\theta} \right)^{1/u}
\leq \left( \sum_{l \in \mathbb{Z}} 2^{\beta u} \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k} \left( \delta_{j+l}[f] \right) \chi_{j,k} \right)^{\theta} \right)^{u/\theta} \right)^{1/u}
\leq \left( \sum_{l \in \mathbb{Z}} 2^{(\beta-r)u} \right)^{1/u} \|f\|_{b_{p,\theta}^r}.
$$

Now if $r$ satisfies $1/p < a < r < 4$ with $p > 1/4$ we have that the series $\sum_{l \in \mathbb{Z}} 2^{(\beta-r)u}$ converges and inequality (4.8) holds.

Now we prove part (ii). We use representation (4.10) and the $u$-triangle inequality

$$
\|\lambda(f)\|_{b_{p,\theta}^r} = \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k}(f) \chi_{j,k} \right)^{\theta} \right)^{1/\theta} \right)^{1/p}
= \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k} \left( \sum_{l \in \mathbb{Z}} \delta_{j+l}[f] \chi_{j,k} \right)^{\theta} \right)^{1/\theta} \right)^{1/p}
\leq \left( \sum_{l \in \mathbb{Z}} \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\theta r j} \left( \sum_{k \in \mathbb{Z}} \lambda_{j,k} \left( \delta_{j+l}[f] \chi_{j,k} \right)^{\theta} \right)^{1/\theta} \right)^{u/\theta} \right)^{1/u}
$$

.
By using inequality (4.15) and Lemma A.10 we write for \( a > \max\{1/p, 1/\theta\} \)

\[
\|\lambda(f)\|_{p, \theta}^{r_u, \lambda} \leq \left( \sum_{l \in \mathbb{Z}} 2^{\beta l u} \left( \left( \sum_{j \in \mathbb{N}_1} 2^{\beta r j} \left( P_{2j+i, a} \delta_{j+i}[f] \right)^{\theta/p} \right)^{1/\theta} \right)^{1/u} \right)
\]

\[
\leq \left( \sum_{l \in \mathbb{Z}} 2^{\beta l u} \left( \left( \sum_{j \in \mathbb{N}_1} 2^{\beta r j} \left( \delta_{j+i}[f] \right)^{\theta/p} \right)^{1/\theta} \right)^{1/u} \right)
\]

Due to the choice of the parameter \( \max\{1/p, 1/\theta\} < a < r < 4 \) with \( p, \theta > 1/4 \) the series \( \sum_{l \in \mathbb{Z}} 2^{\beta l u} 2^{-lu} \) is convergent and inequality (4.9) holds.

\[■\]

**Proof of Theorem 4.1.** We give a short proof of part (i). Proof of part (ii) may be obtained in similar way by simple replacement of Proposition 4.2 by Proposition 4.3 and part (i) of Proposition 4.4 by part 4.4 (ii).

Relation (4.1) follows from Propositions 4.2 and 4.4 (i). We prove convergence for the case \( \max\{p, \theta\} < \infty \). Since \( f \in B_{p, \theta}^r \), according to Proposition 4.4 (i) we have that \( \lambda(f) \in b_{p, \theta}^r \). Then Proposition 4.2 implies that the series \( \sum_{j \in \mathbb{N}_1} \sum_{k \in \mathbb{Z}} \lambda_{j,k}(f) b_{j,k} \) converges unconditionally in \( B_{p, \theta}^r \) to some function \( g \). But since \( B_{p, \theta}^r \subset C_0(\mathbb{R}) \) because of the choice of the parameter \( r > 1/p \) then according to Theorem 3.5 we have uniform convergence of the series \( \sum_{j \in \mathbb{N}_1} \sum_{k \in \mathbb{Z}} \lambda_{j,k}(f) b_{j,k} \) to \( f \). That implies that \( f \equiv g \).

\[■\]

5. **Characterization of Besov-Triebel-Lizorkin Spaces via Chui-Wang Wavelets**

Further we use the following notations. We denote \( \psi_{j,k} := \psi_{2j,k} \) for \( j \in \mathbb{N}_0 \) and \( \psi_{-1,k} := \psi_{2j,k} \). Analogously, \( \psi_{j,k}^* := \psi_{2j,k} \) for \( j \in \mathbb{N}_0 \) and \( \psi_{-1,k}^* := \psi_{2j,k} \). Let \( \mu_{j,k}(f) := \langle f, 2^j \psi_{j,k} \rangle \). Then for each \( f \in L_2(\mathbb{R}) \) the following expansion holds

\[
f = \sum_{j \in \mathbb{N}_1} \sum_{k \in \mathbb{Z}} \mu_{j,k}(f) \psi_{j,k}^*,
\]

where convergence is understood in term of the \( L_2 \) norm.

The main goal of this section is to prove the following theorem.

**Theorem 5.1.**

(i) Let \( 0 < p, \theta \leq \infty, p > 1/4 \) and \( 1/p - 2 < r < \min\{1 + 1/p, 2\} \). Then \( f \in B_{p, \theta}^r \) can be represented by the series (5.1), which convergent unconditionally in the space \( B_{p, \theta}^{r_\varepsilon} \). If \( \max\{p, \theta\} < \infty \) we have unconditional convergence in the space \( B_{p, \theta}^r \). Moreover, the following norms are equivalent

\[
\|f\|_{B_{p, \theta}^r} \asymp \|\mu(f)\|_{b_{p, \theta}^r},
\]

(ii) Let \( 1/4 < p, \theta \leq \infty, p \neq \infty, \) and \( \max\{1/p - 2, 1/\theta - 2\} < r < 1 \). Then \( f \in F_{p, \theta}^r \) can be represented by the series (5.1), which convergent unconditionally in the space
If $\theta < \infty$ we have unconditional convergence in the space $F_{p,\theta}^{r-\varepsilon}$. Moreover, the following norms are equivalent

\begin{equation}
\|f\|_{F_{p,\theta}^{r}} \asymp \|\mu(f)\|_{F_{p,\theta}^{r}}.
\end{equation}

**Remark 5.2.** Let $\tilde{p} := \max\{p, 1\}$. Then for the scalar product $\langle f, \psi_2 \rangle := \sum_{j \in \mathbb{N}_0} \langle \Psi_j \ast f, \Lambda_j \ast \psi_2 \rangle$

we have

\[ \|\langle f, \psi_2 \rangle\| \leq \sum_{j \in \mathbb{N}_0} \|\Psi_j \ast f\|_{\tilde{p}} \|\Lambda_j \ast \psi_2\|_{\tilde{p}} \]

\[ \leq \sup_{j \in \mathbb{N}_0} 2^{j(r-(1/p-1)_+)} \|\Psi_j \ast f\|_{\tilde{p}} \sum_{j \in \mathbb{N}_0} 2^{j(-r+(1/p-1)_+)} \|\Lambda_j \ast \psi_2\|_{\tilde{p}} \]

\[ \leq \|f\|_{F_{p,\infty}^{r-(1/p-1)_+}} \|\psi_2\|_{B_{\tilde{p}',1}^{-r+(1/p-1)_+}}. \]

By using Theorem A.3 it is easy to show that $\psi_2 \in B_{p,\theta}^r$ if $r < 1/p + 1$. Therefore, due to the choice of parameter $r$ in Theorem 5.1 we have that $\psi_2 \in B_{\tilde{p}',1}^{-r+(1/p-1)_+}$. If $f \in F_{p,\theta}^r$ we use the embedding $F_{p,\theta}^r \subset B_{\max\{1,p\},\infty}^{-r+(1/p-1)_+}$ to conclude that $\|f\|_{B_{\tilde{p}',1}^{-r+(1/p-1)_+}} < \infty$. Note, that we can choose $\Psi_j$ and $\Lambda_j$ such that $\Psi_j$ is compactly supported on the Fourier side and $\Lambda_j$ is compactly supported on time domain (see [35]).

First we prove some auxiliaries statements. Let $\mu = (\mu_{j,k})_{j \in \mathbb{N}_{-1}, k \in \mathbb{Z}}$ be some sequence of real numbers that satisfy certain conditions ($\mu \in b^{r}_{p,\theta}$ or $\mu \in f_{p,\theta}^{r}$). We denote

\begin{equation}
\begin{array}{c}
f := \sum_{j \in \mathbb{N}_{-1}} \sum_{k \in \mathbb{Z}} \mu_{j,k} \psi_{j,k}^{r}.
\end{array}
\end{equation}

Due to assumptions on $\mu$ we have convergence of the series (5.4) at least at $S'(\mathbb{R})$.

**Proposition 5.3.** Let $0 < p, \theta \leq \infty$, $\max\{1,1/p\} - 3 \leq r < 1 + 1/p$ and a sequence $\mu \in b^{r}_{p,\theta}$. Then a series (5.4) converges unconditionally in the space $B_{p,\theta}^{r-\varepsilon}$. If $\max\{p, \theta\} < \infty$ we have unconditional convergence in the space $B_{p,\theta}^{r}$. Moreover, the following inequality holds

\begin{equation}
\|f\|_{B_{p,\theta}^{r}} \lesssim \|\mu\|_{b^{r}_{p,\theta}}.
\end{equation}

**Proof.** For the proof we use the same technique as in Proposition 4.2 with Lemma A.12 instead of Lemma A.11. Different values of $\alpha$ for positive and negative $l$ lead to different range of smoothness parameter $r$. ■

**Proposition 5.4.** Let $0 < p, \theta \leq \infty$, $p \neq \infty$, $\max\{1,1/p,1/\theta\} - 3 \leq r < 1$ and a sequence $\mu \in f_{p,\theta}^{r}$. Then a series (5.4) converges unconditionally in the space $F_{p,\theta}^{r-\varepsilon}$. If $\theta < \infty$ we have unconditional convergence in the space $F_{p,\theta}^{r}$. Moreover, the following inequality holds

\begin{equation}
\|f\|_{F_{p,\theta}^{r}} \lesssim \|\mu\|_{f_{p,\theta}^{r}}.
\end{equation}

**Proof.** For the proof we use the same technique as in Proposition 4.3 with Lemma A.12 instead of Lemma A.11. Different values of $\alpha$ for positive and negative $l$ lead to different range of smoothness parameter $r$. ■

**Proposition 5.5.** \hspace{1cm} (i) Let $0 < p, \theta \leq \infty$, $p > 1/4$, $1/p - 2 < r < 2$ and $f \in B_{p,\theta}^{r}$. Then the inequality

\begin{equation}
\|\langle f, 2^{j} \psi_{j,k} \rangle\|_{b^{r}_{p,\theta}} \lesssim \|f\|_{B_{p,\theta}^{r}}
\end{equation}

holds.
(ii) Let $1/4 < p, \theta \leq \infty$, $p \neq \infty$, $\max\{1/p - 2, 1/\theta - 2\} < r < 2$ and $f \in F_{p,\theta}^{r}$. Then the inequality

$$\|\langle f, 2^j \psi_{j,k} \rangle\|_{r_{p,\theta}} \lesssim \|f\|_{r_{p,\theta}}$$

holds.

**Proof.** First we estimate one coefficient $|\langle f, 2^j \psi_{j,k} \rangle|$. By properly chosen Littlewood-Paley building blocks we may write

$$|\langle f, 2^j \psi_{j,k} \rangle| \leq \sum_{l \in \mathbb{Z}} \left| 2^j \langle \Psi_{j+l} \ast f, \Lambda_{j+l} \ast \psi_{j,k} \rangle \right|$$

(5.9)

We estimate the inner integral. For $l \geq 0$ we have that

$$|(\Lambda_{j+l} \ast \psi_{j,k})(y)| \lesssim 2^{-l} \chi_{A_{j+l,k}}(y).$$

The set $A_{j+l,k}$ here is the union of at most 7 intervals centered at nodes of $\psi_{j,k}$ with lengths $2^{-j-l}$ and factor $2^{-l}$ is due to the smoothness of $\psi_{j,k}$ ($\psi_{j,k} \in B_{\infty,\infty}^1$). By using this we have

$$\left| \int_{-\infty}^{\infty} 2^j (\Psi_{j+l} \ast f)(y) \cdot (\Lambda_{j+l} \ast \psi_{j,k})(y) dy \right| \lesssim 2^{j} 2^{-l} \int_{-\infty}^{\infty} |(\Psi_{j+l} \ast f)(y)| \chi_{A_{j+l,k}}(y) dy$$

$$= 2^{j} 2^{-l} \int_{A_{j+l,k}} |(\Psi_{j+l} \ast f)(y)| dy$$

$$\lesssim 2^{j} 2^{-l} 2^{-j-l} \sup_{y \in A_{j+l,k}} |(\Psi_{j+l} \ast f)(y)|$$

$$= 2^{-2l} \sup_{y \in A_{j+l,k}} \frac{|(\Psi_{j+l} \ast f)(y)\chi_{A_{j+l,k}}(x)dy|}{(1 + 2^{j+l}|x-y|)^{a}}.$$

For $x \in I_{j,k}$ and $y \in A_{j+l,k}$ we have that $|x-y| < 2^{-j}$. Therefore

$$\left| \int_{-\infty}^{\infty} 2^j (\Psi_{j+l} \ast f)(y) \cdot (\Lambda_{j+l} \ast \psi_{j,k})(y) dy \right| \lesssim 2^{j(a-2)} P_{2^{j+l},a}(\Psi_{j+l} \ast f)(x).$$

(5.10)

For $l < 0$

$$|(\Lambda_{j+l} \ast \psi_{j,k})(y)| \lesssim 2^{3l} \chi_{A_{j+l,k}}(y),$$

where $A_{j+l,k}$ is a segment centered at $x_{j,k}$ with length $\sim 2^{-j-l}$. Factor $2^{3l}$ is due to vanishing moments of $\psi_{j,k}$. Therefore, as above

$$\left| \int_{-\infty}^{\infty} 2^j (\Psi_{j+l} \ast f)(y) \cdot (\Lambda_{j+l} \ast \psi_{j,k})(y) dy \right| \lesssim 2^{j} 2^{3l} \int_{A_{j+l,k}} |(\Psi_{j+l} \ast f)(y)| dy$$

$$\lesssim 2^{j} 2^{3l} 2^{-j-l} \sup_{y \in A_{j+l,k}} |(\Psi_{j+l} \ast f)(y)|$$

$$= 2^{j} \sup_{y \in A_{j+l,k}} \frac{|(\Psi_{j+l} \ast f)(y)\chi_{A_{j+l,k}}(x)dy|}{(1 + 2^{j+l}|x-y|)^{a}}$$

(5.11)

$$\lesssim 2^{j} P_{2^{j+l},a}(\Psi_{j+l} \ast f)(x).$$

From (5.9), (5.10) and (5.11) we conclude

$$|\langle f, 2^j \psi_{j,k} \rangle| \lesssim \sum_{l \in \mathbb{Z}} 2^{3l} P_{2^{j+l},a}(\Psi_{j+l} \ast f)(x),$$
where \( x \in I_{j,k} \) and \( \beta = a - 2 \) if \( l \geq 0 \) and \( \beta = 2 \) if \( l < 0 \). Then for \( x \in \mathbb{R} \) we have

\[
\sum_{k \in \mathbb{Z}} |\langle f, 2^l \psi_{j,k} \rangle| \chi_{I_{j,k}}(x) \lesssim \sum_{l \in \mathbb{Z}} 2^{\beta l} P_{2j+l,a}(\Psi_{j+l} * f)(x).
\]

Further we prove part (i). By using \( u \)-triangle inequality with \( u = \min\{1, p, \theta\} \) we may write

\[
\|\langle f, 2^j \psi_{j,k} \rangle\|_{p, \theta}^r = \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\beta r j} \left( \sum_{l \in \mathbb{Z}} 2^{\beta l} P_{2j+l,a}(\Psi_{j+l} * f) \right)^{\theta} \right)^{1/\theta}
\]

\[
\lesssim \left( \sum_{l \in \mathbb{Z}} 2^{\beta l u} \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\beta r (j+l)} \|\Psi_{j+l} * f\|_p \right)^{u/\theta} \right)^{1/u}
\]

Using Lemma A.9 we have for \( a > 1/p \)

\[
\|\langle f, 2^j \psi_{j,k} \rangle\|_{p, \theta}^r \lesssim \left( \sum_{l \in \mathbb{Z}} 2^{\beta l u 2^{-l u}} \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\beta r (j+l)} \|\Psi_{j+l} * f\|_p \right)^{u/\theta} \right)^{1/u}
\]

\[
\times \left( \sum_{l \in \mathbb{Z}} 2^{(\beta - r) l u} \| f \|_{B^r_{p, \theta}} \right)^{1/u}
\]

The series \( \sum_{l \in \mathbb{Z}} 2^{(\beta - r) l u} \) is convergent when \( 1/p - 2 < a - 2 < r < 2 \).

Now we prove (ii). We use inequality (5.12), \( u \)-triangle inequality and Lemma A.10. Then

\[
\|\langle f, 2^j \psi_{j,k} \rangle\|_{p, \theta}^r = \left\| \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\beta r j} \|\langle f, 2^j \psi_{j,k} \rangle \chi_{j,k} \|^{\theta} \right)^{1/\theta} \right\|_p
\]

\[
\lesssim \left( \sum_{l \in \mathbb{Z}} 2^{\beta l u 2^{-l u}} \left( \sum_{j \in \mathbb{N}_{-1}} 2^{\beta r (j+l)} \|\Psi_{j+l} * f\|_p \right)^{1/\theta} \right)^{1/u}
\]

\[
\times \left( \sum_{l \in \mathbb{Z}} 2^{\beta l u 2^{-l u}} \| f \|_{P^r_{p, \theta}} \right)^{1/u}
\]

holds with \( a > \max\{1/p, 1/\theta\} \). On viewpoint of choice of the parameter \( r \) the series \( \sum_{l \in \mathbb{Z}} 2^{\beta l u 2^{-l u}} \) is convergent.

**Proof of Theorem 5.1.** To get (5.2) we use (5.5) and (5.7). The equivalence of norms (5.3) follows from (5.6) and (5.8). The rest of the proof can be obtained by using the same technique as in Theorem 4.1 (Step 4) [40] and Remark 5.2.

6. Extensions on Higher Order Faber splines

In this section we describe the main ideas of extension of results of Sections 2-5 for higher order splines. We start from explicit representation of a dual Chui-Wang wavelets \( \psi^*_m \) for \( m \in \mathbb{N} \) and \( m \geq 3 \). In this case we have similar formula

\[
\psi^*_m(x) = \sum_{l \in \mathbb{Z}} a_l^{(m)} \psi_m(x - l).
\]
Further we give a definition of coefficients $a_i^{(m)}$. We consider the following polynomial

$$t^{(m)}(z) := \sum_{n=0}^{4(m-1)} c_n^{(m)} z^n,$$

were $c_n^{(m)} = \langle \psi_m (\cdot + n - 2(m-1)), \psi_m \rangle$. Since the Chui-Wang wavelet is compactly supported the coefficients $c_n^{(m)}$ create finite sequence in increasing symmetric form, i.e.

$$|c_{2(m-1)}^{(m)}| > |c_{2(m-1)-1}^{(m)}| > |c_{2(m-1)-2}^{(m)}| = |c_{2(m-1)+2}^{(m)}| > ... > |c_0^{(m)}| = |c_{4(m-1)}^{(m)}|.$$  

The polynomial (6.1) defined in this way is called self-reciprocal or palindromic. The roots of this polynomial form reciprocal pairs $(\lambda, \frac{1}{\lambda})$ (see, for example, [24]).

Let $z_0, z_1, ..., z_{4(m-1)-1} \in \mathbb{R}$ be the roots of polynomial (6.1). Let us first show that we never have the case $|z_i| = 1$. The system $(\psi_m (\cdot - k))_{k \in \mathbb{Z}}$ is a Riesz sequence. According to Proposition 2.8 [51] it means that

$$A^2 \leq \sum_{l \in \mathbb{Z}} |F \psi_m (\xi + 2\pi l)|^2 \leq B^2$$

for some $A, B > 0$. From the Poisson summation formula we get

$$\sum_{l \in \mathbb{Z}} |F \psi_m (\xi + 2\pi l)|^2 = \frac{1}{\sqrt{2\pi}} \sum_{n \in \mathbb{Z}} F (F \psi_m: F \psi_m) (n) e^{inx}$$

$$= \frac{1}{\sqrt{2\pi}} \sum_{n \in \mathbb{Z}} F (\psi_m \ast \psi_m) (n) e^{inx}.$$ 

By using definitions of Fourier transform and inverse Fourier transform it is easy to show that $F (F(g))(t) = \sqrt{2\pi} g(-t)$. Therefore,

$$\sum_{l \in \mathbb{Z}} |F \psi_m (\xi + 2\pi l)|^2 = \sum_{n \in \mathbb{Z}} \langle \psi_m, \psi_m (\cdot + n) \rangle e^{inx} = t^{(m)}(e^{ix}).$$

From the last equality and (6.2) we have that the polynomial (6.1) is bounded away from zero on the unite circle $|z| = 1$, therefore it does not have roots that satisfy $|z_i| = 1$.

We rearrange roots in the following way: let $z_0, ..., z_{2(m-1)-1}$ be the roots that are located inside of the unite circle, i.e $|z_i| < 1$ for $i = 0, ..., 2(m-1)-1$, and $z_{2(m-1)}, ..., z_{4(m-1)-1}$ be the roots that are located outside of the unite circle, i.e $|z_i| > 1$ for $i = 2(m-1), ..., 4(m-1)-1$. Then for $n \leq 2(m-1)-1$

$$a_n^{(m)} = \frac{(-1)^{m+1}}{|c_0^{(m)}|} \sum_{i=0, ..., 2(m-1)-1} \frac{1}{z_i^{n-(2(m-1)-1)}} \prod_{j=0, ..., 2(m-1)-1, j \neq i} (z_i - z_j)$$

Figure 4. Dual wavelets $\psi_3^*$ (left) and $\psi_4^*$ (right).
and for $n \geq 2(m-1) - 1$

$$a_n^{(m)} = \frac{(-1)^m}{|c_0^{(m)}|} \sum_{i=2(m-1),...,4(m-1)-1} \frac{1}{z_i^{n-(2(m-1)-1)}} \prod_{j=2(m-1),...,4(m-1)-1, j \neq i} (z_i - z_j).$$

Since we have the multiplier $\frac{1}{z_i^{n-(2(m-1)-1)}}$ we get again exponential decay of coefficients $a_n^{(m)}$ with respect to $n$. Note that since coefficients $a_n^{(m)}$ are defined by

$$a_n^{(m)} = \frac{1}{2\pi} \int_0^{2\pi} \frac{e^{-inx}}{t^{(m)}(e^{ix})} dx,$$

i.e they are Fourier coefficients of the function $\frac{1}{t^{(m)}(x)}$ (see Section 2 for details) which is even due to properties of coefficients $c_n^{(m)}$, we have that $a_n^{(m)}$ are real. At Figure 3 we present plot of dual wavelets for cases $m = 3$ and $m = 4$. The coefficients $a_n^{(3)}$ and $a_n^{(4)}$ are computed numerically.

Analogical, we write for $N_m^{*}$ that is dual to $N_m$

$$N_m^{*}(x) = \sum_{i \in \mathbb{Z}} b_i^{(m)} N_m(x + m/2 - l).$$

Further we define coefficients $b_i^{(m)}$. Let $z_0, z_1, ..., z_{2(m-1)-1} \in \mathbb{R}$ be the roots of the palindromic polynomial of the order $2(m-1)$

$$\sum_{n=0}^{2(m-1)} c_n^{(m)} z^m,$$

were $c_n^{(m)} = \langle N_m(\cdot + m/2 + n - (m-1)), \psi_m(\cdot + m/2) \rangle$. Let again by $z_0, ..., z_{m-2}$ we denote the roots that are located inside of the unite circle and by $z_{m-1}, ..., z_{2(m-1)-1}$ roots that are located outside of the unit circle. Then

$$b_n^{(m)} = \frac{1}{|c_0^{(m)}|} \sum_{i=0, ..., m-2} \frac{1}{z_i^{n-(m-2)}} \prod_{j=0, ..., m-2, j \neq i} (z_i - z_j), \quad n \leq m - 2$$

and

$$b_n^{(m)} = \frac{1}{|c_0^{(m)}|} \sum_{i=m-1, ..., 2(m-1)-1} \frac{1}{z_i^{n-(m-2)}} \prod_{j=m-1, ..., 2(m-1)-1, j \neq i} (z_i - z_j), \quad n \geq m - 2.$$

We denote $\psi_{m-1,k} := N_m(\cdot + m/2 - k)$ and $\psi_{m-1,k}^{*} := N_m^{*}(\cdot - k)$ and we can write for $f \in L_2(\mathbb{R})$

$$(6.3) \quad f = \sum_{j \in \mathbb{N}_1} \sum_{k \in \mathbb{Z}} \mu_{m,j,k}(f) \psi_{m,j,k}^{*},$$

where $\mu_{m,j,k}(f) := \langle f, 2^j \psi_{m,j,k} \rangle$. Now we formulate the analog of Theorem 5.1 for higher order Chui-Wang wavelets.

**Theorem 6.1.**

(i) Let $0 < p, \theta \leq \infty$, $m \in \mathbb{N}$, $m \geq 2$, $p > 1/(2m)$ and $1/p - m < r < \min\{m - 1 + 1/p, m\}$. Then $f \in B_{p,\theta}^r$ can be represented by the series (6.3), which convergent unconditionally in the space $B_{p,\theta}^{r-\varepsilon}$. If $\max\{p, \theta\} < \infty$ we have
unconditional convergence in the space $B_{p,\theta}^r$. Moreover, the following norms are equivalent
$$\|\mu(f)\|_{B_{p,\theta}^r} \asymp \|f\|_{B_{p,\theta}^r}.$$ 

(ii) Let $m \in \mathbb{N}$, $1/(2m) < p, \theta \leq \infty$, $p \neq \infty$, and $\max\{1/p - m, 1/\theta - m\} < r < m - 1$. Then $f \in F_{p,\theta}^r$ can be represented by the series (6.3), which convergent unconditionally in the space $F_{p,\theta}^{r-\varepsilon}$. If $\theta < \infty$ we have unconditional convergence in the space $F_{p,\theta}^r$. Moreover, the following norms are equivalent
$$\|\mu(f)\|_{F_{p,\theta}^r} \asymp \|f\|_{F_{p,\theta}^r}.$$ 

Figure 5. The range of values of parameter $r$ in Theorem 6.1 for B-case.

Remark 6.2. In Theorem 6.1 we consider the situation when $m \geq 2$. For the Haar basis, i.e. for $m = 1$ the corresponding results was obtained in [45]. See also [32]–[34] where the author describes the “non-tenzor” approach to the multivariate Haar basis.

By using $m$-th order biortogonal Chui-Wang wavelets and similar technique as in Section 3 we can construct the following $2m$-th order Faber spline basis for $j \in \mathbb{N}_0$:

$$b_{2m;j,k}(x) := 2^{mj} \int_{-\infty}^{x} \psi_{m;j,k}(t) \left(\frac{t}{m-1}\right)^{m-1} dt$$

and $b_{2m-1;j,k}(x) := L^{2m}(x - k)$. Note that from these formulas for basis functions $b_{2m;j,k}$ we obtain also that they are not compactly supported but due to exponential decay of coefficients $a_{n}^{(m)}$ ”very well localized”. Each function $f \in C_0(\mathbb{R})$ can be expanded in the series

$$f = \sum_{j \in \mathbb{N}_0} \sum_{k \in \mathbb{Z}} \lambda_{2m;j,k}(f) b_{2m;j,k},$$

in the sense of the uniform norm. The coefficients $\lambda_{2m;j,k}(f)$ are defined as follows $\lambda_{2m-1;j,k}(f) := f(k)$ and for $j \in \mathbb{N}_0$

$$\lambda_{2m;j,k}(f) := \sum_{l=0}^{2m-2} (-1)^{l} N_{2m}(l+1) \Delta_{2j-l-1}^{2m} f \left(\frac{2k+l}{2j+1}\right).$$
Now we are ready to formulate the theorem about sampling discretization of Besov-Triebel-Lizorkin spaces via higher order Faber splines.

**Theorem 6.3.**

(i) Let \(0 < p, \theta \leq \infty\), \(m \in \mathbb{N}\), \(m \geq 2\), \(p > 1/(2m)\) and \(1/p < r < \min\{2m - 1 + 1/p, 2m\}\). Then every compactly supported \(f \in B^r_{p,\theta}\) can be represented by the series (6.4), which convergent unconditionally in the space \(B^r_{p,\theta}\) for every \(\varepsilon > 0\). If \(\max\{p, \theta\} < \infty\) we have unconditional convergence in the space \(B^r_{p,\theta}\).

Moreover, the following norms are equivalent

\[
\|\lambda(f)\|_{B^r_{p,\theta}} \asymp \|f\|_{B^r_{p,\theta}}.
\]

(ii) Let \(1/(2m) < p, \theta \leq \infty\), \(p \neq \infty\), and \(\max\{1/p, 1/\theta\} < r < 2m - 1\) for \(m \in \mathbb{N}\). Then every compactly supported \(f \in F^r_{p,\theta}\) can be represented by the series (6.4), which convergent unconditionally in the space \(F^r_{p,\theta}\) for every \(\varepsilon > 0\). If \(\theta < \infty\) we have unconditional convergence in the space \(F^r_{p,\theta}\). Moreover, the following norms are equivalent

\[
\|\lambda(f)\|_{F^r_{p,\theta}} \asymp \|f\|_{F^r_{p,\theta}}.
\]

**Figure 6.** The range of values of parameter \(r\) in Theorem 6.3 for B-case.

**Remark 6.4.** In Theorem 6.3 we consider cases \(m \geq 2\). The case \(m = 1\) corresponds to the Faber Schauder basis and respective characterizations were obtained in [45]. Note, that for the multivariate situation these results were extended in [3].

**Remark 6.5.** The operator \(S_N\) defined in Lemma 3.1 interpolates a function \(f \in C_0(\mathbb{R})\) at points \(k/2^N\), \(k \in \mathbb{Z}\), i.e. \(S_N f(k/2^N) = f(k/2^N)\) (see Remark 3.3). In the papers [11]-[16] the author offers other approach to sampling characterization of Besov spaces based on rather the quasi-interpolation. This essential difference leads to the fact that the system \(b_{2m;j,k}\) constructed in this paper is the “basis-type” system in the sense that this system is linearly independent and further we also prove that \(b_{2m;j,k}\) is unconditional basis in Besov-Triebel-Lizorkin spaces while in [11]-[16] the author consider “frame-type” system. This frame-type system for linear case was also considered in [29].

**Appendix A. Definitions and auxiliary statements**

A.1. **Definition of Besov and Triebel-Lizorkin spaces.** First we introduce the concept decomposition the Fourier image called resolution of unity.
Definition A.1. By $\Phi(\mathbb{R})$ we define a class of systems $\varphi = (\varphi_j)_{j=0}^\infty \subset C_0^\infty(\mathbb{R})$ that satisfies the following conditions

(i) there exists $A > 0$ such that supp $\varphi_0 \subset [-A, A]$;
(ii) there are constants $0 < B < C$ such that supp $\varphi_j \subset \{ \xi \in \mathbb{R} : B2^j \leq |\xi| \leq C2^j \}$;
(iii) for all $\alpha \in \mathbb{N}_0$ there are constants $C_\alpha > 0$ such that
$$\sup_{\xi \in \mathbb{R}, j \in \mathbb{N}_0} 2^\alpha |D^\alpha \varphi_j(\xi)| \leq C_\alpha < \infty.$$
(iv) for all $\xi \in \mathbb{R}$
$$\sum_{j=0}^\infty \varphi_j(\xi) = 1.$$

We define
(A.1) $\delta_j[f](x) := \mathcal{F}^{-1}(\varphi_j \mathcal{F}f)(x), \quad j \in \mathbb{N}_0.$

Then every $f \in S'(\mathbb{R})$ can be decomposed
(A.2) $f = \sum_{j \in \mathbb{N}_0} \delta_j[f]$ with convergence in $S'(\mathbb{R})$.

We define Besov $B_{p,\theta}^r(\mathbb{R})$ and Triebel-Lizorkin $F_{p,\theta}^r(\mathbb{R})$ function spaces via the Fourier-analytic building blocks $\delta_j[f]$.

Definition A.2. Let $\varphi = \{ \varphi_j \}_{j=0}^\infty \in \Phi(\mathbb{R})$, $r \in \mathbb{R}$. Then

(i) for $0 < p, \theta \leq \infty$ we define
$$B_{p,\theta}^r(\mathbb{R}) := \left\{ f \in S'(\mathbb{R}) : \| f \|_{B_{p,\theta}^r(\mathbb{R})} < \infty \right\},$$
where
$$\| f \|_{B_{p,\theta}^r(\mathbb{R})} := \begin{cases} \left( \sum_{j \in \mathbb{N}_0} 2^{\theta j} \| \delta_j[f] \|_p \right)^{1/\theta}, & 0 < \theta < \infty, \\
\sup_{j \in \mathbb{N}_0} 2^{\theta j} \| \delta_j[f] \|_p, & \theta = \infty. \end{cases}$$

(ii) for $0 < p, \theta \leq \infty$, $p \neq \infty$ we define
$$F_{p,\theta}^r(\mathbb{R}) := \left\{ f \in S'(\mathbb{R}) : \| f \|_{F_{p,\theta}^r(\mathbb{R})} < \infty \right\},$$
where
$$\| f \|_{F_{p,\theta}^r(\mathbb{R})} := \begin{cases} \left\| \left( \sum_{j \in \mathbb{N}_0} 2^{\theta j} |\delta_j[f]|^\theta \right)^{1/\theta} \right\|_p, & 0 < \theta < \infty, \\
\sup_{j \in \mathbb{N}_0} 2^{\theta j} |\delta_j[f]|_p, & \theta = \infty. \end{cases}$$

Let us give equivalent characterization of Besov-Triebel-Lizorkin spaces via local mean kernels. Let $\Psi_0, \Psi_1 \in S(\mathbb{R})$ such that for some $\varepsilon > 0$: 1) $|\mathcal{F}\Psi_0(\xi)| > 0$ for $|\xi| < \varepsilon$; 2) $|\mathcal{F}\Psi_1(\xi)| > 0$ for $\varepsilon/2 < |\xi| < 2\varepsilon$; 3) $D^\alpha \mathcal{F}\Psi_1(0) = 0$ for $0 \leq \alpha < L$. Then for $j \geq 2$
$$\Psi_j(\xi) = 2j^{-1} \Psi_1(2j^{-1} \xi).$$

From definition it follows that the $L$-th order moment condition hold, i.e. for all $0 \leq \alpha < L$
$$\int_{\mathbb{R}} x^{\alpha} \Psi_j(x) dx = 0.$$
Theorem A.3. [50] Let $0 < p, \theta \leq \infty$ ($p < \infty$ for $F$ case), $\{\Psi_j\}_{j \in \mathbb{N}_0}$ as defined above with $L + 1 > r$. Then

$$
\|f\|_{B^r_{p, \theta} (\mathbb{R})} \asymp \begin{cases} 
\left( \sum_{j \in \mathbb{N}_0} 2^{\theta r j} \|\Psi_j * f\|_p^\theta \right)^{1/\theta}, & 0 < \theta < \infty, \\
\sup_{j \in \mathbb{N}_0} 2^{r j} \|\Psi_j * f\|_p, & \theta = \infty,
\end{cases}
$$

and

$$
\|f\|_{F^r_{p, \theta} (\mathbb{R})} \asymp \begin{cases} 
\left( \sum_{j \in \mathbb{N}_0} 2^{\theta r j} \|\Psi_j * f\|_p^\theta \right)^{1/\theta}, & 0 < \theta < \infty, \\
\sup_{j \in \mathbb{N}_0} 2^{r j} \|\Psi_j * f\|_p, & \theta = \infty.
\end{cases}
$$

Further we define discrete function spaces $b^r_{p, \theta}$ and $f^r_{p, \theta}$. For $j \in \mathbb{N}_0$ and $k \in \mathbb{Z}$ we define the intervals

$$I_{j,k} := \begin{cases} 
[2^{-j}k, 2^{-j}(k+1)], & j \geq 0, \\
[k - 1/2, k + 1/2], & j = -1,
\end{cases}$$

and the corresponding characteristic functions

$$\chi_{j,k}(x) := \begin{cases} 
1, & x \in I_{j,k}, \\
0, & \text{otherwise}.
\end{cases}$$

Definition A.4. Let $r \in \mathbb{R}$ and $0 < p, \theta \leq \infty$. By $b^r_{p, \theta}$ and $f^r_{p, \theta}$ ($p < \infty$ for $f$-case) we define the spaces of sequences of coefficients $\lambda = (\lambda_{j,k})_{j \in \mathbb{N}_0, k \in \mathbb{Z}}$ with the finite norms

$$
\|\lambda\|_{b^r_{p, \theta}} := \begin{cases} 
\left( \sum_{j \in \mathbb{N}_0} 2^{\theta r j} \left\| \sum_{k \in \mathbb{Z}} \lambda_{j,k} \chi_{j,k} \right\|_p^\theta \right)^{1/\theta}, & 0 < \theta < \infty, \\
\sup_{j \in \mathbb{N}_0} 2^{r j} \left\| \sum_{k \in \mathbb{Z}} \lambda_{j,k} \chi_{j,k} \right\|_p, & \theta = \infty.
\end{cases}
$$

and

$$
\|\lambda\|_{f^r_{p, \theta}} := \begin{cases} 
\left( \sum_{j \in \mathbb{N}_0} 2^{\theta r j} \left\| \sum_{k \in \mathbb{Z}} \lambda_{j,k} \chi_{j,k} \right\|_p^\theta \right)^{1/\theta}, & 0 < \theta < \infty, \\
\sup_{j \in \mathbb{N}_0} 2^{r j} \left\| \sum_{k \in \mathbb{Z}} \lambda_{j,k} \chi_{j,k} \right\|_p, & \theta = \infty.
\end{cases}
$$

respectively.

A.2. Maximal inequalities.

Definition A.5. Let $b > 0$ and $a > 0$. Then for $f \in L_1(\mathbb{R})$ with $\mathcal{F} f$ compactly supported we define the Peetre maximal operator

$$P_{b,a} f(x) := \sup_{y \in \mathbb{R}} \frac{|f(y)|}{(1 + b |x - y|)^a}.$$

Definition A.6. For a locally integrable function $f : \mathbb{R} \to \mathbb{C}$ we define the Hardy-Littlewood maximal operator defined by

$$(Mf)(x) = \sup_{x \in Q} \frac{1}{Q} \int_Q |f(y)| dy, \quad x \in \mathbb{R},$$

where the supremum is taken over all segments that contain $x$. 
Lemma A.7. For $1 < p < \infty$ and $1 < q \leq \infty$ there exists a constant $c > 0$ such that
\[
\left\| \left( \sum_{l \in I} |M f_l|^q \right)^{1/q} \right\|_p \leq c \left\| \left( \sum_{l \in I} |f_l|^q \right)^{1/q} \right\|_p
\]
holds for all sequences $\{f_l\}_{l \in I}$ of locally Lebesgue integrable functions on $\mathbb{R}$.

Lemma A.8. Let $a, b > 0$, $m \in \mathbb{N}$, $h \in \mathbb{R}$ and $f \in L_1(\mathbb{R})$ with $\text{supp} f \subset [-b, b]$. Then there exists a constant $C > 0$ independent of $f, b$ and $h$ such that
\[
|\Delta_h^m f(x)| \leq C \min\{1, |bh|^m\} \max\{1, |bh|^a\} P_{b,a} f(x)
\]
holds.

Lemma A.9. Let $0 < p \leq \infty$, $b > 0$ and $a > 1/p$. For a bandlimited function $f \in L_1(\mathbb{R})$ with $\text{supp} f \subset [-b, b]$ the following inequality holds
\[
\|P_{b,a} f\|_p \leq C \|f\|_p,
\]
where $C$ is some constant independent on $f$ and $b$.

Lemma A.10. Let $0 < p, \theta \leq \infty$, $p \neq \infty$, $b' > 0$ for $l \in I$ and $a > \max\{1/p, 1/\theta\}$. There exists a constant such that for all systems of functions $\{f_l\}_{l \in I}$ with $\text{supp} f_l \subset [-b', b']$ the following inequality holds
\[
\left\| \left( \sum_{l \in I} |P_{b',a} f_l|^\theta \right)^{1/\theta} \right\|_p \leq C \left\| \left( \sum_{l \in I} |f_l|^\theta \right)^{1/\theta} \right\|_p.
\]

A.3. Convolution inequalities.

Lemma A.11. Let $j \in \mathbb{N}_0$, $k, l \in \mathbb{Z}$ and $j + l \geq -1$. Then for the local means $\Psi_j$ with $\text{supp} \Psi_0 \subset [-1/2, 1/2]$ and $\text{supp} \Psi_j \subset [-2^{-j}, 2^{-j}]$ with finitely many vanishing moments of order $L$ the following estimates hold
\[
|\Psi_j * b_{j+l,k}(x)| \leq C 2^{-\alpha |l|} \sum_{n \in \mathbb{Z}} |a_n| \chi_{A_{j+l,k+n}}(x)
\]
and
\[
|\Psi_j * b_{j+l,k}(x)| \leq C R 2^{-\alpha |l|} (1 + 2^{\min(j,l)} |x - x_{j+l,k}|)^{-R},
\]
where $\alpha = 1$ if $l \geq 0$, $\alpha = 3$ if $l < 0$. Coefficients $a_n$, $n \in \mathbb{Z}$, are defined by (2.3) for $j + l \geq 0$ and as $a_n = (-1)^n \sqrt{3} (2 - \sqrt{3})^{|n|}$ for $j + l = -1$. For the set $A_{j+l,n+k}$ we have $A_{j+l,n+k} \subset \cup_{k \in \mathbb{N}} I_{j+l,k+n}$.

Proof. Let us first consider the convolution $\Psi_j * b_{j+l,k}$ for $b_{j+l,k} = b(2^{j+l} \cdot + k)$ where $b$ is defined in Lemma 3.1 for $j + l \geq 0$. If $j + l = -1$ we take $b = N_4$ (or if to be strict $N_4(-2)$).

Since $\text{supp} \Psi_j \subset [-2^{-j}, 2^{-j}]$ and $\text{supp} b_{j+l,k} \subset [2^{-j-l}k, 2^{-j-l}(k + 4)]$ we can write the following necessary conditions
\[
|x - y| \lesssim 2^{-j} \quad \text{and} \quad |x_{j+l,k} - x| \lesssim 2^{-j-l}
\]
for the non-vanishing of the integral $\Psi_j * b_{j+l,k}(x)$. From the triangle inequality we have
\[
|x_{j+l,k} - x| \leq |x_{j+l,k} - x| + |x - y| \lesssim \max\{2^{-j}, 2^{-j-l}\}.
\]
Therefore, if we denote $A_{j+l,k} := \{x : |x_{j+l,k} - x| \lesssim \max\{2^{-j}, 2^{-j-l}\}\}$ we can write
\[
|\Psi_j * b_{j+l,k}(x)| = |\Psi_j * b_{j+l,k}(x)| \chi_{A_{j+l,k}}(x).
\]

Let us consider the case $j > 0$ and $l < 0$. In this case the support of $b_{j+l,k}$ is larger than the support of $\Psi_j$. Since $\Psi_j$ has vanishing moments of order 4 and since $b_{j+l,k}$ is piecewise cubic then the integral $\Psi_j * b_{j+l,k}(x)$ is not vanishing in the union of not more then seven
intervals centered at nodes of function $b$ with length $\sim 2^j$. For this set we also use notation $A_{j+l,k} \subseteq \cup_{|u-k| \leq c I_{j,u}}$. Making change of variables we get

$$|\Psi_j * b_{j+l,k}(x)| = 2^{-l-1} \int_R \Psi_1(2^{j-1}(x-y))b(2^{j+l}y-k)dy|\chi_{A_{j+l,k}}(x)$$

$$= |2^{-l-1} \int_R \Psi_1(2^{j-l-1}(2^{j+l}x-y))b(y-k)dy|\chi_{A_{j+l,k}}(x) = |\Psi_{-l} * b_{0,k}(2^{j+l}x)|\chi_{A_{j+l,k}}(x).$$

(A.5)

Since $b \in B^3_{\infty,\infty}$ by using characterization of Besov spaces via local means Theorem A.3 we can proceed the estimate (A.5)

$$|\Psi_j * b_{j+l,k}(x)| = 2^{3j}2^{-3j}\Psi_{-l} * b_{0,k}(2^{j+l}x)|\chi_{A_{j+l,k}}(x) \leq 2^{3j}||b_{0,k}||_{B^3_{\infty,\infty}}\chi_{A_{j+l,k}}(x) \lesssim 2^{3j}\chi_{A_{j+l,k}}(x).$$

(A.6)

For $l \geq 0$ we have

$$|\Psi_j * b_{j+l,k}(x)| \leq 2^{j-1} \int_R |\Psi_1(2^{j-1}(x-y))||b_{j+l,k}(y)|dy \chi_{A_{j+l,k}}(x)$$

$$\leq 2^{-j-l}(k+4) \int_{2^{-j-l}k}^{2^{-j-l}(k+4)} 1dy \chi_{A_{j+l,k}}(x)$$

$$\lesssim 2^{-l}\chi_{A_{j+l,k}}(x).$$

(A.7)

In this case the set $A_{j+l,k}$ is written as $A_{j+l,k} = [2^{-j-l}(k-c2^l), 2^{-j-l}(k+c2^l)]$. Therefore, it is easy to see that the following inclusion $A_{j+l,k} \subseteq \cup_{|u-k| \leq 2^l I_{j+l,u}}$ takes place.

If $j = 0$ we use arguments as in (A.7). We have

$$|\Psi_0 * b_{l,k}(x)| \leq ||\Psi_0||_{\infty}||b_{l,k}||_{\infty} \int_{2^{-l}k}^{2^{-l}(k+4)} 1dy \chi_{A_{l,k}}(x) \lesssim 2^{-l}\chi_{A_{l,k}}(x).$$

(A.8)

We use the inequality (A.8) for $l \geq 0$. If $l = -1$ we write it in the following way

$$|\Psi_0 * b_{-1,k}(x)| \leq C\chi_{A_{-1,k}}(x) = C12^{-3}\chi_{A_{-1,k}}(x),$$

(A.9)

where $\chi_{A_{-1,k}}(x) \subseteq \cup_{|u-k| \leq c I_{c1,u}}$. So we get (A.6) for $j = 0$ and $l = -1$.

From (A.6), (A.7), (A.8) and (A.9) we have that for the functions $b_{j+l,k}$ the following inequality holds

$$|\Psi_j * b_{j+l,k}(x)| \leq C2^{-\alpha[l]}\chi_{A_{j+l,k}}(x),$$

(A.10)

where $\alpha = 1$ if $l \geq 0$, $\alpha = 3$ if $l < 0$ and $A_{j+l,k} \subseteq \cup_{|u-k| \leq 2^l I_{j+l,u}}$.

Now we prove the inequality (A.3) for functions $b_{j+l,k}$ defined by (3.5) and (3.15). If $j + l \geq 0$ we consider $a_n$ defined as in (2.3). For $j + l = -1$ we put $a_n = (-1)^n \sqrt{3}(2 - \sqrt{3})^{|n|}$. 

By using \((\text{A.10})\) we get
\[
|\Psi_j \ast b_{j+l,k}(x)| = \left| \sum_{n \in \mathbb{Z}} a_n \int_{\mathbb{R}} \Psi_j(x - y)b(2^{j+l}y - k - n)dy \right|
\]
\[
= \left| \sum_{m \in \mathbb{Z}} a_{m-k} \int_{\mathbb{R}} \Psi_j(x - y)b(2^{j+l}y - m)dy \right|
\]
\[
\leq \sum_{m \in \mathbb{Z}} |a_{m-k}| |\Psi_j \ast b_{j+l,m}(x)|
\]
\[
\leq C2^{-\alpha[l]} \sum_{m \in \mathbb{Z}} |a_{m-k}| |\chi_{A_{j+l,m}}(x)|
\]
\[
= C2^{-\alpha[l]} \sum_{n \in \mathbb{Z}} |a_n| |\chi_{A_{j+l,n+k}}(x)|.
\]

For the set \(A_{j+l,n+k}\) we have \(A_{j+l,n+k} \subset \bigcup_{|u-k| \leq 2^l} I_{j+l,u+n}\).

Now we prove the inequality \((\text{A.4})\). From \((\text{A.10})\) we have that for each \(R > 0\) there is a constant \(C_R\) such that
\[
\chi_{A_{j+l,k}}(x) \leq C_R(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,k}|)^{-R}.
\]
Therefore,
\[
|\Psi_j \ast b_{j+l,k}(x)| \leq C2^{-\alpha[l]}C_R(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,k}|)^{-R}.
\]

By using this inequality we can write
\[
|\Psi_j \ast b_{j+l,k}(x)| \leq \sum_{m \in \mathbb{Z}} |a_{m-k}| |\Psi_j \ast b_{j+l,m}(x)|
\]
\[
\leq C_R2^{-\alpha[l]} \sum_{n \in \mathbb{Z}} |a_n||(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,n+k}||)^{-R}
\]
\[
= C_R2^{-\alpha[l]} \sum_{n \in \mathbb{Z}} |a_n|(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,n+k}||)^{-R}
\]
\[
= C_R2^{-\alpha[l]}(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,k}||)^{-R} \sum_{n \in \mathbb{Z}} |a_n|(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,n+k}||)^{-R}
\]
\[
\leq C_R2^{-\alpha[l]}(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,k}||)^{-R} \sum_{n \in \mathbb{Z}} |a_n|(1 + |n|)^{R}.
\]

From the viewpoint on definition of coefficients \(a_n\) we get convergence of the series \(\sum_{n \in \mathbb{Z}} |a_n|(1 + |n|)^{R}\) that implies \((\text{A.4})\).

Lemma A.12. Let \(j \in \mathbb{N}_0, k, l \in \mathbb{Z}\) and \(j + l \geq -1\). Then for the local means \(\Psi_j\) with \(\text{supp} \Psi_j \subset [-2^{-j}, 2^{-j}]\) with finitely many vanishing moments of order \(L\) the following estimates hold
\[
(\text{A.11}) \quad |\Psi_j \ast \psi_{j+l,k}^*(x)| \leq C2^{-\alpha[l]} \sum_{n \in \mathbb{Z}} |a_n| \chi_{A_{j+l,k+n}}(x)
\]
and
\[
(\text{A.12}) \quad |\Psi_j \ast \psi_{j+l,k}^*(x)| \leq C_R2^{-\alpha[l]}(1 + 2^{\min\{j,j+l\}}|x - x_{j+l,k}||)^{-R},
\]}
where $\alpha = 3$ if $l \geq 0$, $\alpha = 1$ if $l < 0$. Coefficients $a_n$, $n \in \mathbb{Z}$, are defined by (2.3) for $j + l \geq 0$ and as $a_n = (-1)^n \sqrt{3} (2 - \sqrt{3})^{|n|}$ for $j + l = -1$. For the set $A_{j+l,n+k}$ we have $A_{j+l,n+k} \subset \bigcup_{|u-k| \leq 2^l} I_{j+l,u+n}$.

**Proof.** For the case $l < 0$ we use the same arguments as in Lemma A.12 and the fact that $\psi \in B_{\infty,\infty}^1(\mathbb{R})$. This yields $|\langle \Psi_j \ast \psi_{j+l,k} \rangle(x)| \lesssim 2^l$ for $l < 0$. For $l \geq 0$ we use the moment condition of $\psi$. We subtract the Taylor polynomial of order two to get

$$
|\langle \Psi_j \ast \psi_{j+l,k} \rangle(x)| = \left| \int_{-\infty}^{\infty} \Psi_j(x-y) \psi_{j+l,k}(y) dy \right|
$$

$$
= \left| \int_{-\infty}^{\infty} (\Psi_j(x-y) - \Psi_j(x-x_{j+l,k})) + (\Psi_j)'(x-x_{j+l,k})(y-x_{j+l,k}) \psi_{j+l,k}(y) dy \right|
$$

$$
\leq \int_{-\infty}^{\infty} \int_{|t-x_{j+l,k}| \leq |y-x_{j+l,k}|} |(\Psi_j)'(t) t-x_{j+l,k}| dt \psi_{j+l,k}(y) dy
$$

$$
\lesssim 2^{3j} 2^{-3(j+l)} = 2^{-3l}.
$$

Inequality (A.12) can be proven in a similar way as the inequality (A.4). \qed
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