On the Single-Parity Locally Repairable Codes with Multiple Repairable Groups

Yanbo Lu 1,2, Xinji Liu 1,2 and Shutao Xia 1,2,*

1 Graduate School at Shenzhen, Tsinghua University, Shenzhen 518055, China; gluyanbo@gmail.com (Y.L.); jstxlxj@gmail.com (X.L.)
2 Department of Computer Science and Technology, Tsinghua University, Beijing 100084, China
* Correspondence: xiast@sz.tsinghua.edu.cn

Received: 25 September 2018; Accepted: 20 October 2018; Published: 24 October 2018

Abstract: Locally repairable codes (LRCs) are a new family of erasure codes used in distributed storage systems which have attracted a great deal of interest in recent years. For an \([n, k, d]\) linear code, if a code symbol can be repaired by \(t\) disjoint groups of other code symbols, where each group contains at most \(r\) code symbols, it is said to have availability-\((r, t)\). Single-parity LRCs are LRCs with a constraint that each repairable group contains exactly one parity symbol. For an \([n, k, d]\) single-parity LRC with availability-\((r, t)\) for the information symbols (single-parity LRCs), the minimum distance satisfies \(d \leq n - k - \lceil kt/r \rceil + t + 1\). In this paper, we focus on the study of single-parity LRCs with availability-\((r, t)\) for information symbols. Based on the standard form of generator matrices, we present a novel characterization of single-parity LRCs with availability \(t \geq 1\). Then, a simple and straightforward proof for the Singleton-type bound is given based on the new characterization. Some necessary conditions for optimal single-parity LRCs with availability \(t \geq 1\) are obtained, which might provide some guidelines for optimal coding constructions.
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1. Introduction

In the era of big data, more and more modern large-scale distributed storage systems (DSSs) tend to use erasure codes as the redundancy scheme rather than simple replication redundancy schemes [1,2]. Some storage systems like Hadoop Distributed File System (HDFS) [3] firstly divide a data file into many data blocks (chunks) with the same storage size (typically 128 MB in HDFS) and then store these data blocks in many storage nodes. The storage cost of these replication schemes is equal to the number of replicas (replication ratio) of files stored in DSSs. When a storage node fails, the storage system uses its available replica to repair (regenerate) the node in order to maintain data reliability and system performance. This repair process consumes system resources of disk I/O and network bandwidth. The replication scheme provides optimal repair performance, however, it results in a high repair cost.

DSSs which use erasure codes can achieve higher storage efficiency and better data reliability compared to systems using replication. The most widely adopted erasure codes in DSSs are the well known Reed-Solomon codes (RS codes), due to their optimal coding property (Maximal Distance Separable (MDS) property). Although RS codes can achieve great improvements on the storage performance of DSSs compared with replication schemes, they also suffer from high repair cost for a failed storage node. In recent years, locally repairable codes (LRCs) [4] were proposed in order to improve the repair efficiency. LRCs have attracted a lot of attention in the coding theory community. LRCs can greatly improve the repair efficiency of DSSs while maintaining relatively high system storage efficiency and system reliability performance. Much research has been devoted to the theoretical...
bounds and constructions of LRCs in recent years. Many researchers have made great achievements on LRCs in both theoretical study and system application.

LRCs introduced the concept of locality to improve the repair efficiency of DSSs compared with conventional erasure codes in DSSs. For an \([n,k,d]\) linear code, a code symbol with locality \(r\) indicates that it can be repaired by at most \(r\) other code symbols. For conventional erasure codes, such as \([n,k]\) RS codes with length \(n\) and dimension \(k\), adopted in DSSs, repairing a failed symbol requires reading \(k\) other symbols [5]. LRCs with \(r \ll k\) [4] can achieve a great reduction in the repair cost.

Figure 1 illustrates a comparison of \([n=8,k=4]\) RS code and \([n=8,k=4,r=2]\) LRC [1]. The \([n=8,k=4]\) RS code has four data (information) blocks \(c1, c2, c3, c4\) and four parity blocks \(c5, c6, c7, c8\). Each local parity block is in a single repairable group and is generated from the data blocks in its reparable group. \(c1, c2\) and \(c5\) form a repairable group and local parity \(c5\) is computed from \(c1, c2\). \(c3, c4\) and \(c6\) form a repairable group and local parity \(c6\) is obtained from \(c3, c4\). The global parity blocks \(c7, c8\) are generated from all the data blocks \(c1, c2, c3, c4\). When repairing a failed block (e.g., \(c3\)), instead of reading 4 other blocks in the repair of RS codes, the LRC is more efficient since it reads only \(r = 2\) blocks \([c4, c6]\) in its group to reconstruct \(c3\). Therefore, the repair cost of the LRC with \(r = 2\) is \(2\times\). We can see that the repair cost of conventional RS codes depends on the code dimension \(k\), while the locality \(r\) of LRCs improves the repair cost of failed storage blocks. Therefore, bounds and constructions of LRCs have attracted interest from many researchers.

**Figure 1.** Comparison of \([n=8,k=4]\) Reed-Solomon (RS) code and \([n=8,k=4,r=2]\) locally repairable codes (LRC) [1].
In this paper, the codeword of a $q$-ary $[n, k, d]$ linear code $C$ is denoted as $c = (c_1, c_2, \ldots, c_n)$ [5]. If a code symbol $c_i$ ($1 \leq i \leq n$) can be repaired by at most $r$ other code symbols, then this symbol is considered to have locality $r$. It is not hard to see that a code symbol with locality $r \ll k$ implies that the repair cost of this code symbol is lower than that of $[n, k]$ RS codes. Gopalan et al. [4] considered $[n, k, d]$ LRCs with locality $r$ for all information symbols and obtained the following well-known Singleton-type bound,

$$d \leq n - k - \left\lceil \frac{k}{r} \right\rceil + 2.$$  \hspace{1cm} (1)

Optimal codes achieving the above bound have been proposed in [6,7]. Moreover, as to LRCs with locality $r$ for all the code symbols, Cadambe et al. [8] proposed an improved theoretical bound. This upper bound takes the field size $q$ into consideration,

$$k \leq \min_{s \in \mathbb{Z}_+} \left\{ sr + k^{(q)}_{\text{opt}}(n - s(r + 1), d) \right\},$$  \hspace{1cm} (2)

where $s \leq \min \left\{ \left\lceil \frac{n}{r+1} \right\rceil, \left\lceil \frac{k}{r} \right\rceil \right\}$, and the largest possible dimension of a $q$-ary linear code with length $n$, distance $d$ is denoted by $k^{(q)}_{\text{opt}}(n, d)$. It is clear that this bound (2) proposed in [8] is better than bound (1), especially when the size $q$ is small.

With the further research on LRCs with locality $r$, it is discovered that locality $r$ has some limitations in case of a multiple-node failure issue. Consider for example, if two blocks $c_3, c_4$ in a repairable group are lost in Figure 1, then the system can not use the local repair method to repair the failed blocks. Because there is only one block $c_6$ available in this repairable group. To deal with the multiple-node failure issue [9], the concept of availability $t$ is introduced to support $t$ disjoint available local repairable groups. A code symbol with availability $t$ indicates that there exist $t$ disjoint choices of local repairable groups to repair the failed storage code. Hence, a code symbol with availability $t$ can be locally repaired even there are $t - 1$ node failures. Many recent works on LRCs focused on the study of availability-$(r, t)$, which is the key to fault-tolerance in coding theory, system reliability and computation architecture [10–12]. In this paper, our works focus on single-parity LRCs with $t$ available disjoint repairable groups (availability $t \geq 1$).

**Organization**

Section 1 shows the concept of locality $r$ and availability $t$ (or availability-$(r, t)$) of LRCs; gives a comparison of RS codes and LRCs with the same $[n, k]$ in order to discuss the reduction of repair cost of LRCs compared with RS codes.

Section 2 presents some related work. In Section 3, we introduce the main storage redundancy schemes of DSSs and the formal definitions of $(n, k, r, t)$ LRCs, together with our contribution. In Section 4, we study single-parity LRCs on the basis of the generator matrices with the standard form under the condition of availability $t \geq 1$, and give the novel proof of the bound (3) and some necessary conditions of optimal codes. Section 5 discusses the scalability of the novel characterization by considering local multiple-parity case of LRCs. Section 6 concludes the paper.

### 2. Related Work

To reduce the repair cost of conventional erasure codes like RS codes, a new family of erasure codes, called Regenerating codes [13], has been presented and formed a new field in coding theory. Regenerating codes focus on the cost of network bandwidth during the repair process in DSSs. Regenerating codes introduce the concept of the degree of helpers and sub-packetization to improve the repair cost of network bandwidth [13–17], while LRCs consider the concept of locality $r$ and availability $t$ (or availability-$(r, t)$) to reduce the repair cost of failed nodes in DSSs. An overview of erasure codes including LRCs with availability-$(r, t)$ for distributed storage was given in [18].
Recently, a novel method motivated by parity-check matrix for LRCs was proposed by Hao and Xia [19], where a unified proof of bound (1) and (2) was provided. Wang and Zhang [20] presented a Singleton-type bound for LRCs with \((n, k, r, t)\). Constructions of \((n, k, r, t)\) LRCs were considered in [21,22], and the binary constructions were proposed by Su [23] and Wang et al. [24]. Here, we propose a novel proof of the theoretical bounds of \((n, k, r, t)\) LRCs motivated by a novel characterization of the standard form of generator matrices.

Lu et al. [25] studied a special case of single-parity LRCs with a single reparable group. Specifically, it just considered the case \(t = 1\). While here we focus on LRCs with multiple reparable groups and study the general case of availability \(t \geq 1\).

3. Background

DSSs introduce some modern storage strategies to have high data reliability. In this section, we give the introduction of replication schemes, erasure codes, and we focus on LRCs with parameters \((n, k, r, t)\). The notations are shown in Table 1.

Table 1. Notations.

| Notations  | Descriptions                                                                 |
|-----------|------------------------------------------------------------------------------|
| \(n\)    | code length                                                                   |
| \(k\)    | code dimension                                                                |
| \(d\)    | code minimum distance                                                         |
| \(c_o, o \in \{1,2,...,n\}\) | code symbols                                                               |
| \(c_p, p \in \{1,2,...,k\}\) | information symbols                                                          |
| \(r\)    | locality of locally repairable codes (LRC)                                   |
| \(t\)    | availability of LRC                                                           |
| \(\text{Singleton bound}\) | \(d \leq n - k + 1\)                                                      |
| \(G\)    | generator matrix                                                              |
| \(\text{locality} - \text{columns}/\text{locality} - \text{symbols}\) | the columns with weight at most \(r\) in \(G\)                              |
| \(w_H(\cdot)\) | weight of vectors, the number of non-zero elements of vectors               |
| \(\text{supp}(\cdot)\) | support of vectors, the set of the indices of non-zero elements              |

3.1. Replication Scheme

It is quite clear that a replication scheme is the simplest storage strategy for large distributed storage systems. Replication schemes have some obvious advantages, including easy implementation and flexible deployment, while they provide some obvious disadvantages, including the fact that replication has a high storage cost because the system storage cost increases significantly based on specific replication settings, with the rapid growth of data stored in DSSs. More clearly, DSSs make replication of a file into many replicas based on given replication ratio (factor) [3].

3.2. Erasure Codes

In DSSs, erasure codes are a better choice compared to a replication storage strategy for data reliability and system storage efficiency. As for erasure codes, all files need to be coded and then stored in DSSs. HDFS Erasure Coding [26] and HDFS-RAID [27], based on HDFS architecture, provide typical erasure codes for the reduction of storage overhead. HDFS Erasure Coding uses Intel ISA-L library [28] to implement erasure codes in order to improve the coding and repairing performance. Specifically, a DSS with an \([n,k]\) erasure code needs to divide a file into \(k\) data blocks (information blocks), which are then encoded \(n - k\) coded blocks (parity blocks). If a block is lost, the system needs to repair (regenerate) it for maintaining system reliability by fetching other information or parity blocks, based on coding theory of the \([n,k]\) erasure code.

For Reed-Solomon codes (RS codes), due to their MDS property, a DSS with an \([n,k]\) RS code has to read and transfer \(k\) information/parity blocks to regenerate (repair) a failed block. However, a DSS with a replication scheme needs to fetch only one data block for repairing the lost block. We can see
that the repair process of erasure codes needs higher network and disk I/O cost, compared to a simple replication scheme.

To improve the repair efficiency of conventional erasure codes, LRCs are introduced in DSSs. The aim of the application of LRCs is to reduce the repair cost of DSSs, as well as to engender high storage efficiency and data reliability.

3.3. Locally Repairable Codes

LRCs consider the concept of locality, denoted by \( r (r < k) \), in order to improve the repair efficiency of conventional erasure codes with parameters \( n, k \). To be specific, LRCs in DSSs [1] use locality \( r \) to generate local parity blocks and form local repairable groups. If a block in some local repairable group is lost, the system can use \( r \) other blocks in its local repairable group to regenerate it. Thus, it is clear that LRCs with locality \( r \) reduce the network and disk I/O cost during the repair process. Distributed storage systems like Windows Azure Storage [1] have adopted LRCs to provide high repair performance, storage efficiency, and data reliability. With the development of theory research and system application of LRCs, another important concept of availability \( t \) has been presented to provide many repair choices for failed blocks and then improve local repair performance. A lot of works on LRCs with availability-(\( r, t \)) or similar concepts are proposed in [9,29,30]. Comparisons on the repair cost and storage cost of the three different redundancy schemes, including replications, RS codes and LRCs, are given in Table 2.

| Storage Scheme | Repair Cost | Storage Cost |
|----------------|-------------|-------------|
| \([f]\) Replication | 1 × | \(f ×\) |
| \([n,k]\) RS | \(k ×\) | \(n/k ×\) |
| \([n,k,r]\) LRC | \(r ×\) | \(n/k ×\) |

Here we firstly introduce the concept of single-parity, and availability-(\( r, t \)) of LRCs. Then the formal definitions of \((n,k,r,t)\) LRCs and single-parity LRCs are presented.

**Single-parity** in LRCs denotes the property that each local repairable group has exactly one parity symbol [9]. As for availability-(\( r, t \)) of LRCs, if there exist \( t \) local disjoint repairable groups, in which at most \( r \) other symbols can reconstruct (repair) a code symbol, we say that this code symbol possesses availability-(\( r, t \)). LRCs with length \( n \), dimension \( k \), locality \( r \) and availability \( t \) \(((n,k,r,t)\) LRCs for simplicity), are defined as LRCs with all information symbols having availability-(\( r, t \)). Let \([n] = \{1,2,...,n\}\). Here we then let \(\{c_o, o \in [k]\}\) denote \(k\) information symbols of an \((n,k,r,t)\) LRC and \(\{c_p, p \in [n]\}\) denote its \(n\) symbols.

The formal expression is as follows:

**Definition 1.** [9,29] An \((n,k,r,t)\) LRC has its \(k\) information symbols \(\{c_o, o \in [k]\}\) satisfying the following conditions:

1. \( \exists t \) subsets \(\Psi_1(o),...\Psi_t(o) \subset [n]\{o\}\), such that the code symbols denoted by \(\Psi_p(o), p \in [t]\) can reconstruct the symbol \(c_o\).
2. \( \forall p \in [t], \text{ that } |\Psi_p(o)| \leq r.\)
3. \( \forall p \neq q \in [t], \text{ that } \Psi_p(o) \cap \Psi_q(o) = \emptyset.\)

There was a lot of research work which focused on \((n,k,r,t)\) LRCs. Wang and Zhang [20] proposed a Singleton-type bound for \((n,k,r,t)\) LRCs. Constructions of \((n,k,r,t)\) LRCs can be found in [21,22]. Wang et al. [24] and Su [23] considered the constructions of binary LRCs. Here, we propose a novel proof of the theoretical bounds of \((n,k,r,t)\) LRCs motivated by a novel characterization of the standard form of generator matrices.
The following is the definition of single-parity LRCs.

**Definition 2.** Single-parity LRCs are considered as \((n, k, r, t)\) LRCs with exactly one parity symbol in each repairable group.

In this paper, we focus on single-parity LRCs with availability-\((r, t)\) for all information symbols. As shown in [9], Rawat et al. considered single-parity LRCs, and then obtained the following achievable bound on code minimum distance,

\[
d ≤ n - k - \left\lceil \frac{kt}{r} \right\rceil + t + 1.
\]

Here we focus on the study of single-parity LRCs. More specifically, we study single-parity LRCs with availability \(t > 1\).

### 3.4. Contribution

For the discussion of single-parity LRCs, we have the following contributions:

1. Motivated by a novel perspective on generator matrices with the standard form, we propose a novel characterization of single-parity LRCs.
2. Based on this novel characterization, we give a simple novel proof of the bound (3).
3. Some necessary conditions of the optimal codes are proposed based on the new proof, which might provide some guidelines for the optimal code constructions.
4. Our novel characterization has high scalability and can be applied to local multiple-parity case of LRCs.

### 4. Single-Parity LRCs

This section proposes a novel characterization of single-parity LRCs based on the standard form of generator matrices. A novel proof of the bound (3) and some necessary conditions on the structure of optimal single-parity LRCs are obtained.

#### 4.1. Terminology

Let \(G\) be the corresponding generator matrix of a linear \(q\)-ary \([n, k, d]\) code \(C\). Suppose \(G\) has the standard form \(G = [I_k, g_1, g_2, \ldots, g_{n-k}]\). It is clear that information symbols of code \(C\) can be represented as the columns in \(I_k\) of the generator matrix \(G\), while parity symbols of code \(C\) can be denoted as the columns \([g_i, i \in [n-k]]\) of \(G\). Consider a vector \(c\) with non-zero elements, let weight \(w_H(c)\) denote the number of non-zero elements, and \(\text{supp}(c)\) denotes the support of \(c\) which refers to the set of the corresponding indices.

#### 4.2. Novel Characterization

Let code \(C\) denote single-parity \((n, k, r, t)\) LRCs with length \(n\), dimension \(k\), availability-\((r, t)\) and its generator matrix \(G\). Let \(G\) be the standard form and \(c_i (1 \leq i \leq k)\) be the information symbols of \(C\). Each information symbol \(c_i\) of \(C\) has \(t\) repairable groups, and each of these groups has at most \(r\) code symbols. The \(t\) parity symbols in each of these groups are represented as \(g_{j_1}, \ldots, g_{j_t}\).

The following proposition holds for single-parity LRCs.

**Proposition 1.** The generator matrix of a single-parity LRC must have the standard form in which each information symbol \(\{c_i, i \in [k]\}\) meets the following conditions:

1. \(\exists t\) parity symbols \(g_{j_1}, \ldots, g_{j_t}\), where \(\{j_m \in [n-k]\}\), such that \(i \in \text{supp}(g_{j_m})\) for any \(m \in [t]\).
2. \(w_H(g_{j_m}) \leq r\) for any \(m \in [t]\).
we can obtain that

\[ w \]

\textbf{Theorem 1.} pairwise disjoint, it follows that \( \text{supp}(g_{i_n}) \cap \text{supp}(g_{j}) = \{i\} \) for any \( m \neq l \in [t] \).

\textbf{Proof.} Consider the first repairable group of the \( i \)-th information symbol which contains a single parity symbol \( g_{i_1} \), all the other code symbols in this repairable group are information symbols. Suppose that there are \( r \) information symbols in this repairable group. Each of these information symbols corresponds to a column in \( I_k \) which has weight one. Since the parity symbol \( g_{i_1} \) is a linear combination of these \( r \) information columns, we have that \( w_H(g_{i_1}) \leq r \). Similarly, for \( 2 \leq m \leq t \), we can obtain that \( w_H(g_{i_m}) \leq r \). Since the \( t \) repairable groups for the \( i \)-th information symbol are pairwise disjoint, it follows that \( \text{supp}(g_{i_m}) \cap \text{supp}(g_{j}) = \{i\} \), for any \( m \neq l \in [t] \). An information symbol \( \{e_i, \ i \in [k]\} \) with availability-(\( r, t \)) must satisfy the above three conditions. Since all the \( k \) information symbols satisfy availability-(\( r, t \)), the conclusion follows. \( \Box \)

In the following of this paper, we will call the columns with weight at most \( r \) in \( G \) as \textit{locality-columns} or \textit{locality-symbols}. As to a fixed code symbol of a single-parity LRC, every \( t \) local repairable groups have to be disjoint. Now let us relax this condition and present a novel proof of the theoretical bound (3).

\textbf{Theorem 1.} For an \((n, k, r, t)\) optimal single-parity LRC with all information symbols having \( t \) repairable groups (disjoint or not disjoint), each of which has size at most \( r \) and contains exactly one parity symbol, the minimum distance satisfies \( d \leq n - k - \lceil kt/r \rceil + t + 1 \).

\textbf{Proof.} Note that \( G = (I_k, B) \) and the locality-symbols are in \( B \). Now, we show how to select these locality-symbols. Let \( L \) be a set of coordinates, initialized by an empty set. For the first information symbol, we add its \( t \) locality-symbols into \( L \). Then for the second information symbol, suppose it has already had \( t_2 \) locality-symbols in \( L \), where \( 0 \leq t_2 \leq t \), we add its \( t - t_2 \) locality-symbols into \( L \). Repeat this process until all information symbols have at least \( t \) locality-symbols in \( L \). Note that at the end of this process, some information symbols might have more than \( t \) locality-symbols in \( L \). But there exists one information symbol which has exactly \( t \) locality-symbols in \( L \). Suppose \( L \) contains \( l \) locality-symbols in total. Without loss of generality, on the basis of the realignment of the sequence of columns in \( G \), it follows that,

\[ G = \left[ \begin{array}{c|c} \text{locality-symbols} & \text{other-symbols} \\ \hline \end{array} \right] \]

\[ \left[ \begin{array}{c|c} g_1, & \cdots, g_l \\ \hline g_{l+1}, & \cdots, g_{n-k} \end{array} \right]. \] \quad (4)

Let \( G_L = (g_1, \cdots, g_l) \) and \( \Delta \) be the number of nonzero elements in \( G_L \). Firstly, let us count \( \Delta \) from the view of rows. Since each information symbol \( \{e_i, \ i \in [k]\} \) belongs to \( l \) local repairable groups, every row of \( G_L \) has weight \( \geq t \), we have \( \Delta \geq kt \). Then let us count \( \Delta \) from the view of columns. Since \( w_H(g_i) \leq r \), we obtain that \( \Delta \leq lr \). Hence, it follows that \( kt \leq \Delta \leq lr \), which implies

\[ \left\lceil \frac{kt}{r} \right\rceil \leq l \leq n - k. \] \quad (5)

Since there must exist a row with weight \( t \) in the submatrix \( G_L \), and all rows in \( I_k \) have weight one and the weight of all rows in \( [g_{l+1}, \cdots, g_{n-k}] \) is no more than \( n - k - l \). Then, there must exist a row with weight at most \( 1 + t + (n - k - l) \) in \( G \). Thus, it follows that

\[ d \leq n - k - l + t + 1, \]
\[ \leq n - k - \left\lceil \frac{kt}{r} \right\rceil + t + 1, \] \quad (6)

which completes the proof. \( \Box \)
The above proof employed a new characterization of single-parity LRCs based on the standard form of the generator matrices. The technique seems to be more straightforward to study single-parity LRCs. The following result can be naturally obtained from the proof.

**Corollary 1.** For an optimal single-parity \((n, k, r, t)\) LRC attaining the bound (3), let \(G\) denote the corresponding generator matrix with the standard form (4). The number of the locality-symbols in \(G\) is exactly \(\lceil \frac{kt}{r} \rceil\). Furthermore, if \(r \mid kt\), \(G_L = (g_1, \ldots, g_l)\) is a regular \(k \times \lceil \frac{kt}{r} \rceil\) matrix, which has the uniform column weight \(r\) and uniform row weight \(t\).

The above result is a necessary condition on the structure of optimal single-parity \((n, k, r, t)\) LRCs attaining the bound (3). Hence, it might provide guidelines for the constructions of optimal single-parity LRCs.

### 4.3. Illustration and Discussion

Now we give some illustrations of the new technique in this section by the following typical instances.

**Example 1.** Given a \((17, 10, 4, 2)\) single-parity LRC with the following generator matrix

\[
G = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
\end{bmatrix}
\]

where \(*\)'s denote nonzero entries of the generator matrix \(G\). Thus, the number of the locality-symbols of \(G\) is \(l = \lceil \frac{kt}{r} \rceil = 5\). Each row of the generator matrix \(G\) has weight 5. It is clear that \(d \leq n - k - \lceil \frac{kt}{r} \rceil + t + 1 = 5\) according to the bound (3).

This example considers multiple repairable groups with availability-(\(r = 4, t = 2\)), and other coding parameters \(n = 17, k = 10\). For an information symbol (e.g., \(c_1\)), there exist \(t = 2\) (multiple) local repairable groups (\(g_1: [c_1, c_2, c_3, c_4, c_{11}]\); \(g_2: [c_5, c_6, c_7, c_{12}]\)), in which each local repairable group has \(r = 4\) other symbols (\(g_1: [c_2, c_3, c_4, c_{11}]\); \(g_2: [c_5, c_6, c_7, c_{12}]\)). According to this construction, it is clear that \(c_2, c_3, c_4, c_{11}\) can reconstruct \(c_1\) and \(c_5, c_6, c_7, c_{12}\) can also reconstruct symbol \(c_1\). Thus, the repair cost of this construction is \((r = 4) \times\).

As to optimal coding constructions attaining the Singleton-type bound (1), the next result follows directly by Theorem 1.

**Corollary 2.** Let \(G\) denote the standard form of generator matrix of an \((n, k, r)\) optimal single-parity LRC attaining the bound (1). The number of the locality-symbols in \(G\) is equal to \(\lceil \frac{k}{r} \rceil\). Additionally, we can see that \(l = \frac{k}{r}\), when \(r \mid k\). The locality-columns \(g_1, \ldots, g_l\) of \(G\) have the following properties. They have pairwise disjoint supports and the same column weight \(r\).
Remark 1. As shown in [4], Theorem 9 states that when \( r < k \) and \( r \mid k \), together with \( d < r + 3 \), every systematic \([n, k, d]\) LRC with information locality \( r \) satisfies similar conditions in Corollary 2. Note that Corollary 2 does not require that \( r \mid k \) and \( d < r + 3 \).

According to the above discussion, we can also see that the codes in [7] have the same structure in Corollary 2.

Example 2. Given an \((n = 10, k = 6, r = 3)\) single-parity LRC with the following generator matrix \( G \),

\[
G = \begin{pmatrix}
1 & * & * & * \\
1 & * & * & * \\
1 & * & * & * \\
1 & * & * & *
\end{pmatrix},
\]

where \( * \)'s denote nonzero entries of \( G \). The number of the locality-symbols is \( l = k/r = 2 \). We can see that each row of the generator matrix \( G \) has weight four. It is clear that \( d \leq n - k - \lceil k/r \rceil + 2 = 4 \), according to the bound (1).

Note that this example considers single repairable group with locality \( r = 3 \). As to each information symbol (e.g., \( c_2 \)), there exists one local repairable group \( (g_1: [c_1, c_2, c_3, c_7]) \), and the local repairable group has \( r = 3 \) other symbols \( (g_1: [c_1, c_3, c_7]) \). It is obvious that \( c_2 \) can be reconstructed by \( c_1, c_3 \) and \( c_7 \). In this example, the system with this construction has only one choice \( (t = 1 - \text{availability}) \) of local-repair strategy with low repair cost \( (r = 3 - \text{locality}) \) for each lost information symbol.

Remark 2. The necessary conditions in Corollary 1 and Corollary 2 characterize the structures of generator matrices of optimal single-parity LRCs attaining the bound (3) and (1), respectively. Structured constructions based on these structure properties with relatively small \( q \) are more interesting.

The above discussions, in this paper, focus on the case of single-parity LRCs, which implies that the characterization considers LRCs of which each local repairable group contains exactly one parity symbol. Next, we will show that our methods can be generalized to study LRCs with local multiple-parity case.

5. Scalability of the Novel Characterization

In this section, we will show high scalability of this novel characterization by applying it to the case that each local repairable group has multiple parity symbols, which is usually denoted as \((r, \delta)\)-locality in other literatures.

5.1. Local Multiple-Parity Case

Prakash et al. in [31] considered “local-correction” codes. Their codes can locally-efficiently reconstruct a lost symbol by accessing at most \( r \) code symbols in case of \( \delta - 1 \) symbol failures since each information symbol is contained in an inner \( \delta \)-distance code meeting the condition that \( (r + \delta - 1) \geq \text{length} \). This concept of locality is denoted as \((r, \delta)\)-locality for the lost code symbol. As to an \([n, k] \) LRC with \((r, \delta)\)-locality for information symbols, Prakash et al. proposed the following Singleton-type bound

\[
d \leq n - k - \left( \left\lceil \frac{k}{r} \right\rceil - 1 \right)(\delta - 1) + 1
\]
In fact, if we add a restriction that there are exactly \( \delta - 1 \) parity symbols in each local repairable group of an \([n,k]\) LRC with \((r,\delta)\)-locality for information symbols, the above Singleton-type bound can also be derived by using the technique in this section.

5.2. Discussion and Proof

As discussed above, each information symbol is contained in an inner \( \delta \)-distance code meeting the condition that the length is at most \( r + \delta - 1 \). Here we suppose this inner code with length \( n' \), dimension \( k' \), and minimum distance \( d' \). That is \( n' \leq (r + \delta - 1) \) and \( d' = \delta \). Based on the Singleton bound \( d' \leq n' - k' + 1 \), it is clear that

\[
k' \leq n' - d' + 1 \leq (r + \delta - 1) - \delta + 1 = r.
\]

Hence, the inner code contains at most \( r \) information symbols. In other words, \( w_H(g_i) \leq r \), where \( g_i \) denotes a locality-symbol in \( G_L \). Moreover, every local parity symbol in the same local repairable group has the same support. By the condition that there are exactly \( \delta - 1 \) parity symbols in each local repairable group, there are \( \delta - 1 \) locality-columns in \( G \) that have the same support.

**Proof.** Now we select locality-symbols for all information symbols to construct the generator matrix with standard form. Let \( \Omega \) be a set of coordinates of information symbols. Let \( L \) be a set of coordinates of parity symbols. Both \( \Omega \) and \( L \) are initialized by empty sets.

For the first information symbol, there are \( r' - 1 \) (\( 1 \leq r' \leq r \)) other information symbols and \( \delta - 1 \) parity symbols to form an inner code (repairable group).

Without loss of generality, by interchanging the rows or the columns, let these \( r' \) information symbols be the first \( r' \) information symbols. Add the coordinates of this information symbol and these \( r' \) information symbols to \( \Omega \). Let these \( \delta - 1 \) parity symbols be the first \( \delta - 1 \) parity symbols, which are denoted as \( g_1, \ldots, g_{\delta - 1} \), and the first \( r' \leq r \) components of these parity symbols are non-zero. Add the coordinates of these parity symbols to \( L \). Then, for the first uncovered information symbol in \([k] \setminus \Omega\), choose the corresponding information symbols and \( \delta - 1 \) parity symbols to \( \Omega \) and \( L \) respectively. Repeat the above process for the remaining information symbols until no information symbol is left.

Suppose that the resulting columns in \( L \) are \( g_1, g_2, \ldots, g_l \), i.e., \( G_L = (g_1, \ldots, g_l) \). Since the weight of each column in \( G_L \) is at most \( r \), we can see that

\[
\begin{bmatrix} \frac{k}{r} \\ \delta - 1 \end{bmatrix} (\delta - 1) \leq l \leq n - k.
\]

The submatrix containing the parity symbol in generator matrix has the following form:

\[
G_L = \begin{pmatrix}
* & \cdots & * & 0 & \cdots & 0 & 0 & \cdots & 0 \\
* & \cdots & * & 0 & \cdots & 0 & 0 & \cdots & 0 \\
* & \cdots & * & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
* & \cdots & * & 0 & \cdots & 0 & 0 & \cdots & 0 \\
* & \cdots & * & 0 & \cdots & 0 & 0 & \cdots & 0 \\
* & \cdots & * & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\end{pmatrix},
\]

In the above generator matrix, *'s denote non-zero elements of \( G_L \). Note that on condition that the weight of columns of \( G_L \) is at most \( r \), notation 0 in \( G_L \) can be zero or not.
Note that the elements of the lower left corner of the submatrix of $G_L$ are all zeros. The last row of $G_L$ has weight at most $1 + (\delta - 1) + (n - k - l)$. Therefore, based on (9), it follows that

$$d \leq (n - k - l) + (\delta - 1) + 1,$$

$$\leq n - k - \left\lceil \frac{k}{r} \right\rceil (\delta - 1) + \delta - 1 + 1,$$

$$= n - k - \left( \left\lceil \frac{k}{r} \right\rceil - 1 \right) (\delta - 1) + 1$$

(10)

which completes the proof. □

Remark 3. Let $C$ be an optimal LRC attaining the bound (7) and there are $\delta - 1$ parity symbols in each local repairable group of $C$, $G$, with its generator matrix with the standard form (4). It could be obtained that the number of the locality-symbols in $G$ is exactly $\left\lceil \frac{k}{r} \right\rceil (\delta - 1)$.

5.3. Illustration

Example 3. Given an $(n = 14, k = 8, r = 4)$ LRC with $\delta = 3$, its generator matrix $G$ and locality-symbols matrix $G_L$ respectively are

$$G = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & * \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & * & *
\end{pmatrix}, \quad G_L = \begin{pmatrix}
* & * & * & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * & * & *
\end{pmatrix},$$

where *’s denote nonzero entries. The number of the locality symbols of $G_L$ is $l = \left\lceil \frac{k}{r} \right\rceil (\delta - 1) = 4$. It is clear that each row of the above generator matrix $G$ possesses weight 5, and according to the bound (7), it follows that

$$d \leq n - k - (\left\lceil \frac{k}{r} \right\rceil - 1) (\delta - 1) + 1 = 5.$$

In this example, there are $\delta - 1 = 2$ locality-columns in $G_L$. That is, each repairable group has $\delta - 1 = 2$ local parities, which have the same support. $c_i$ $(1 \leq i \leq 8)$ denotes an information symbol, while $c_j$ $(9 \leq j \leq 12)$ represents a local parity symbol. There are two inner codes (repairable groups). $c_1, c_2, c_3, c_4, c_9$ and $c_{10}$ form one repairable group, where $c_9$ and $c_{10}$ with the same support are local parity symbols. While $c_5, c_6, c_7, c_8, c_{11}$ and $c_{12}$ form one group, where $c_{11}$ and $c_{12}$ with the same support are local parity symbols.

6. Conclusions

By considering the generator matrices with the standard form under the condition of availability $t \geq 1$, this paper focus on the study of LRCs with multiple local parities. The paper provides a novel proof of the theoretical bound (3). Motivated by the novel proof, we researched into optimal coding constructions with availability-$(r, t)$ meeting the Singleton-like bounds and then obtained valuable results on necessary conditions of the optimal codes from the characterized generator matrices perspective. It is shown that this novel characterization has high scalability for LRCs by applying it to the local multiple-parity case. For the theoretical bound (3), we will take the corresponding optimal constructions into our future research work.
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