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Abstract

For a Hilbert space setting Chambolle and Pock introduced an attractive first-order algorithm which solves a convex optimization problem and its Fenchel dual simultaneously. We present a generalization of this algorithm to Banach spaces. Moreover, under certain conditions we prove strong convergence as well as convergence rates. Due to the generalization the method becomes efficiently applicable for a wider class of problems. This fact makes it particularly interesting for solving ill-posed inverse problems on Banach spaces by Tikhonov regularization or the iteratively regularized Newton-type method, respectively.

1 Introduction

Let $X$ and $Y$ be real Banach spaces and $T : X \to Y$ a linear, continuous operator, with adjoint $T^* : Y^* \to X^*$. In this paper we will consider the convex optimization problem

$$\bar{x} = \text{argmin}_{x \in X} (g(Tx) + f(x)) \quad (P)$$

as well as its Fenchel dual problem

$$\bar{p} = \text{argmax}_{p \in Y^*} (-f^*(T^*p) - g^*(-p)) \quad (D)$$

where $f : X \to [0, +\infty)$ and $g : Y \to [0, +\infty)$ belong to the class $\Gamma(X)$ and $\Gamma(Y)$ of proper, convex and lower semicontinuous (l.s.c.) functions. By $f^* \in \Gamma(X^*)$ and $g^* \in \Gamma(Y^*)$ we denote their conjugate functions. A problem of the form $(P)$ arises in many applications, such as image deblurring (e.g. the ROF model [24]), sparse signal restoration (e.g. the LASSO problem [29]) and inverse problems. We would like to focus on the last aspect. Namely solving a linear ill-posed problem $Tx = y$ by the Tikhonov-type regularization of the general form

$$x_\alpha = \text{argmin}_{x \in X} S(y;Tx) + \alpha R(x), \quad (3)$$

leads for common choices of the data fidelity functional $S(y;\cdot) \in \Gamma(Y)$ and the penalty term $R \in \Gamma(X)$ to a problem of the form $(P)$. Also for a nonlinear Fréchet differentiable operator $T : X \to Y$, where the solution of the operator equation $Tx = y$ can be recovered by the iteratively regularized Newton-type method (IRNM, see e.g. [16])

$$x_{n+1} = \text{argmin}_{x \in X} S(y;T(x_n) + T'[x_n](x-x_n)) + \alpha_n R(x), \quad (4)$$
we obtain a minimization problem of this kind in every iteration step. In particular if $S$ or $R$ is (up to an exponent) given by a norm $\| \cdot \|_Z$ of a Banach space $Z$ it seems to be natural to choose $X$ respectively $Y$ equal to $Z$. These special problems are of interest in the current research, see e.g. [17, 25, 26] and references therein.

Also inverse problems with Poisson data, which occur for example in photonic imaging, are a topic of certain interest (cf. [16, 33]). Due to the special form of the appropriate choice of $S$, here proximal algorithms appear to be particularly suitable for minimizing the corresponding regularization functional.

If $X$ and $Y$ are Hilbert spaces one finds a wide class of first-order proximal algorithms in literature for solving $(P)$, e.g. FISTA [6], ADMM [10], proximal splitting algorithms [13]. Chambolle and Pock introduced the following first-order primal-dual algorithm ([11]), which solves the primal problem $(P)$ and its dual $(D)$ simultaneously:

**Algorithm 1 (CP).** For suitable choices of $\tau_k, \sigma_k > 0$, $\theta_k \in [0, 1], (x_0, p_0) \in X \times Y, \hat{x}_0 := x_0$, set:

\[
p_{k+1} = (\sigma_k \partial g^* + I)^{-1} (p_k + \sigma_k T \hat{x}_k)
\]

\[
x_{k+1} = (\tau_k \partial f + I)^{-1} (x_k - \tau_k T^* p_{k+1})
\]

\[
\hat{x}_{k+1} = x_{k+1} + \theta_k (x_{k+1} - x_k)
\]

Here $\partial f$ denotes the (set-valued) subdifferential of a function $f$, which will be defined in section 2. There exists generalizations of this algorithm in order to solve monotone inclusion problems ([7, 30]) and to the case of nonlinear operators $T$ ([31]). Recently, Lorenz and Pock ([19]) proposed a quite general forward-backward algorithm for monotone inclusion problems with CP as an special case.

In [11] there are three different parameter choice rules given, for which strong convergence was proven. Two of them base on the assumption that $f$ and/or $g^*$ satisfy a convex property, which enable to prove convergence rates. In order to speed up the convergence of the algorithm, [21] and [15] discuss efficient preconditioning techniques. Thereby the approach studied in [21] can be seen as a generalization from Hilbert spaces $X$ and $Y$ to spaces of the form $\mathcal{X} \subset X$ and $\mathcal{Y} \subset Y$ for symmetric, positive definite matrices $T$ and $\Sigma$, where the dual spaces with respect to standard scalar products are given by $\mathcal{X}^* \subset X$ and $\mathcal{Y}^* \subset Y$, respectively. Motivated by this approach, in this paper we further develop a nonlinear generalization of CP to reflexive, smooth and convex Banach spaces $X$ and $Y$, where we assume $X$ to be 2-convex and $Y$ to be 2-smooth. For all three variations of CP, introduced in [11], we will prove the same convergence results, including linear convergence for the case that $f$ and $g^*$ satisfy a specific convex property on Banach spaces. Moreover the generalization provides clear benefits regarding the efficiency and the feasibility:

First of all the essential factor affecting the performance of the CP-algorithm is the efficiency of calculating the (well-defined, single-valued) resolvents $(\sigma \partial g^* + I)^{-1}$ and $(\tau \partial f + I)^{-1}$ (cf. [32] addressing problem of non exact resolvents in forward-backward algorithms). By the generalization of CP and of the resolvents, inter alia, we obtain closed forms of these operators for a wider class of functions $f$ and $g$. Furthermore, there exists a more general set of functions that fulfill the generalized convex property on which the accelerated variations of CP are based on. Moreover, in numerical experiments we obtained faster convergence for appropriate choices of $X$ and $Y$.

The paper is organized as follows: In the next section we give necessary definitions and results of convex analysis and optimization on Banach spaces. In section 3 we present a generalization of CP to Banach spaces, and prove convergence results for special parameter choice rules. The generalized resolvents, which are included in the algorithm, are the topic of section 4. In order to illustrate the numerical performance of the proposed method we apply it in section 5 to some inverse problems. In
particular we consider a problem with sparse solution and a special phase retrieval problem, given as a nonlinear inverse problem with Poisson data.

2 Preliminaries

The following definitions and results from convex optimization and geometry of Banach spaces can be found e.g. in [4,12].

For a Banach space $Z$ let $Z^*$ denote its topological dual space. In analogy to the inner product on Hilbert spaces, we write $\langle z,z^* \rangle_Z = z^*(z)$ for $z \in Z$ and $z^* \in Z^*$. Moreover, for a function $h \in \Gamma(Z)$ on a Banach space $Z$ let $\partial h : Z \ni z \mapsto \{z^* \in Z^* | \forall u \in Z \langle u - z,z^* \rangle_Z \leq h(u) - h(z)\}$ denote the subdifferential of $h$. Then $\bar{x}$ is the unique minimizer of $h \in \Gamma(X)$ if and only if $0 \in \partial h(\bar{x})$. Moreover, under certain conditions $\bar{x} \in X$ is a solution to the primal problem ($\mathbf{P}$) and $-\bar{p} \in Y^*$ is a solution to the dual problem ($\mathbf{D}$) if and only if the optimality conditions (see e.g. [36, Section 2.8])

$$-T^* \bar{p} \in \partial f(\bar{x}), \quad T \bar{x} \in \partial g^*(\bar{p})$$

(8)

hold. Another equivalent formulation is that the pair ($\bar{x}, -\bar{p}$) solves the saddle-point problem

$$\min_{x \in X} \max_{p \in Y^*} -\langle Tx, p \rangle_Y + f(x) - g^*(-p) \quad (\mathbf{S})$$

Rewriting lines (5) and (6)

$$\sigma_k T \dot{x}_k \in \sigma_k \dot{g}^* + p_{k+1} - p_k, \quad \tau_k T^* p_{k+1} \in \tau_k \partial f(x_{k+1}) + x_{k+1} - x_k$$

we can interpret the CP-algorithm as a fixed point iteration with an over-relaxation step in line (7).

The objective value can be expressed by the partial primal-dual gap:

$$\mathcal{G}_{B_1 \times B_2}(x,p) := \max_{p' \in B_2} \langle (Tx,p')_Y - g^*(p') + f(x) \rangle - \min_{x' \in B_1} \langle (Tx',p)_Y - g^*(p) + f(x') \rangle,$$

on a bounded subset $B_1 \times B_2 \subset X \times Y^*$.

Resolvents On a Hilbert space $Z$ the operator $(\tau \partial h + I)^{-1}$ is bijective for any $h \in \Gamma(Z)$ and any $\tau > 0$, i.e. the resolvent $(\tau \partial h + I)^{-1} : Z^* = Z \to Z$ of $h$ is well-defined and single-valued. More generally Rockafellar proved ([22, Proposition 1]) that on any reflexive Banach space $Z$ the function $(\tau \partial h + J_Z)^{-1} : Z^* \to Z$, where $J_Z = \partial \Phi$ is the subdifferential of $\Phi(x) = \frac{1}{2}\|x\|_Z^2$, is well-defined and single-valued, as well. Furthermore, as $z = (\tau \partial h + J_Z)^{-1}(u)$ is the unique solution of

$$0 \in \partial (\tau h(z) + \partial \Phi(z)) - u$$

this generalized resolvent can be rewritten as follows:

$$(\tau \partial h + J_Z)^{-1}(u) = \argmin_{z \in Z} \left( \tau h(z) - \langle z,u \rangle_Z + \frac{1}{2}\|z\|_Z^2 \right).$$

(9)
Regularly of Banach spaces We make some assumptions on the regularity of the Banach spaces $X$ and $Y$. A Banach space $Z$ is said to be $r$-convex with $r > 1$ if there exists a constant $C > 0$, such that the modulus of convexity $\delta_Z : [0, 2] \to [0, 1]$

$$\delta_Z(\epsilon) := \inf \left\{ 1 - \frac{1}{2} \| x + u \|_Z \bigg| \| x \|_Z = \| u \|_Z = 1, \| x - u \|_Z \leq \epsilon \right\}$$

satisfies

$$\delta_Z(\epsilon) \geq C \epsilon^r, \quad \epsilon \in [0, 2].$$

We call $Z$ $r$-smooth, if the modulus of smoothness $\rho_Z : [0, \infty) \to \mathbb{R}$

$$\rho_Z(\tau) := \frac{1}{2} \sup \{ \| x + u \|_Z - \| x - u \|_Z - 2 \| x \|_Z = 1, \| u \|_Z \leq \tau \}$$

fulfills the inequality $\rho_Z(\tau) \leq G_Z \tau^r$ for any $\tau \in [0, \infty)$ and some constant $G_Z > 0$. In the following we will assume both $X$ and the dual space $Y^*$ to be reflexive, smooth and 2-convex Banach spaces. Because of the Lindenstrauss duality formula the second statement is equivalent to the condition that $Y$ is a reflexive, convex and 2-smooth Banach space.

Duality mapping For $q \in (1, \infty)$ let us introduce the duality mapping

$$J_{q,Z} : Z \rightrightarrows Z^*, J_{q,Z}(x) := \left\{ x^* \in Z^* \mid \langle x, x^* \rangle_Z = \| x \|_Z \| x^* \|_{Z^*}, \| x^* \|_{Z^*} = \| x \|_{Z}^{q-1} \right\}$$

with respect to the weight function $\phi(t) = t^r$, i.e. $\frac{1}{q} + \frac{1}{r} = 1$. By the theorem of Asplund (see [3]) $J_{q,Z}$ can be also defined as the subdifferential $\partial \Phi_q$ of $\Phi_q(x) := \frac{1}{q} \| x \|_{Z}^q$. Thus, for the case $q = 2$ the so-called normalized duality mapping $J_{2,Z}$ coincides with the function $J_Z$, we introduced in the previous section. Note that the duality mapping is in general nonlinear.

Bregman distance Instead of for the functional $(u, v) \mapsto \| u - v \|_X^2$ we will prove our convergence results with respect to the Bregman distance

$$B_Z(u, x) := \frac{1}{2} \| u \|_Z^2 - \frac{1}{2} \| x \|_Z^2 - \langle u - x, J_Z(x) \rangle_Z$$

with gauge function $\Phi_2$. Note that $B_Z$ is not a metric, as symmetry is not fulfilled. Nevertheless, a kind of symmetry with respect to the duals holds true:

$$B_{Z^*}(J_Z(v), J_Z(x)) = B_Z(x, v). \quad (10)$$

Moreover, the Bregman distance $B_Z$ satisfies the following identity

$$B_Z(u, x) + B_Z(v, u) = \frac{1}{2} \| v \|_Z^2 - \frac{1}{2} \| x \|_Z^2 - \langle u - x, J_Z(x) \rangle_Z - \langle v - u, J_Z(u) \rangle_Z$$

$$= B_Z(v, x) + \langle v - u, J_Z(x) - J_Z(u) \rangle_Z, \quad x, u, v \in Z. \quad (11)$$

From (9) we observe that

$$(\tau \Phi h + J_Z)^{-1}(u) = \arg\min_{z \in Z} (\tau h(z) + B_Z(z, J_Z(u))$$
is a resolvent with respect to the Bregman distance.

The assumption $X$ and $Y^*$ to be reflexive, smooth and 2-convex Banach spaces provide the following helpful inequalities (see e.g. [8]): There exist positive constants $C_X$ and $C_{Y^*}$, such that:

$$B_X(x, u) \geq \frac{C_X}{2} \|x - u\|^2_X \quad \forall x, u \in X,$n and $$B_{Y^*}(y^*, p) \geq \frac{C_{Y^*}}{2} \|y^* - p\|^2_{Y^*} \quad \forall y^*, p \in Y^*. \quad (12)$$

**Example 1.** Considering the proof of the last inequalities (12), we find that the constant $C_X > 0$ comes from a consequence of the Xu-Roach inequalities ([35]):

$$\frac{1}{2} \|x - u\|^2_X \geq \frac{1}{2} \|x\|^2 - \langle J_X x, u \rangle_X + \frac{C_X}{2} \|u\|^2_X, \quad u, x \in X. \quad (13)$$

For example for $X = l^r$ with $r \in (1, 2]$ this estimate holds for $C_X < r - 1$ as it is shown in [34].

**Lemma 2.** For any $x, u \in X$, $y^*, p \in Y^*$ and any positive constant $\alpha$, we have

$$|\langle T(x - u), p - y^* \rangle_Y| \leq \|T\| \left( \frac{\min \{B_X(x, u), B_X(u, x)\}}{C_X} + \frac{\min \{B_{Y^*}(p, y^*), B_{Y^*}(y^*, p)\}}{\alpha C_{Y^*}} \right), \quad (14)$$

where $\|T\| = \max \{\|T \cdot \|_Y \mid x \in X, \|x\|_X = 1\}$ denotes the operator norm.

**Proof.** Applying Cauchy-Schwarz’s inequality as well as the special case of Young’s inequality:

$$ab \leq \frac{a^2}{2} + \frac{b^2}{2 \alpha}, \quad a, b \geq 0 \quad (15)$$

with $a := \|x_k - x_{k-1}\|_X$, and $b := \|p_{k+1} - p_k\|_{Y^*} \in \mathbb{R}$ leads to

$$|\langle T(x - u), p - y^* \rangle_Y| \leq \|T\| \|x - u\|_X \|p - y^*\|_{Y^*} \leq \|T\| \left( \frac{\alpha \|x - u\|^2_X}{2} + \frac{\|p - y^*\|^2_{Y^*}}{2 \alpha} \right).$$

Now, the inequalities (12) gives the assertion. \hfill $\Box$

## 3 Algorithms and convergence results

**Algorithm 2 (CP-BS).** For $(\tau_k, \sigma_k)_{k \in \mathbb{N}} \subseteq (0, \infty)$, $\theta \in [0, 1]$, $(x_0, p_0) \in X \times Y^*$, $\hat{x}_0 := x_0$, set:

$$p_{k+1} := (\sigma_k \partial g^* + J_{Y^*})^{-1} (J_{Y^*} (p_k) + \sigma_k T \hat{x}_k) \quad (16)$$

$$x_{k+1} := (\tau_k \partial f + J_X)^{-1} (J_X (x_k) - \tau_k T^* p_{k+1}) \quad (17)$$

$$\hat{x}_{k+1} := x_{k+1} + \theta_k (x_{k+1} - x_k) \quad (18)$$

Let us assume that there is a solution $(\bar{x}, -\bar{p})$ to the saddle-point problem (S). In analogy to [11] we like to bound the distance of one element of the sequence $(x_k, p_k)_{k \in \mathbb{N}}$ to a solution of (S). For the given general Banach space case we measure this misfit by Bregman distances and define for an arbitrary point $(x, y^*) \in X \times Y^*$

$$\Delta_k(x, y^*) := \frac{B_{Y^*}(y^*, p_k)}{\sigma_k} + \frac{B_X(x, x_k)}{\tau_k}.$$
Theorem 3. We choose constant parameters \( \sigma_k = \sigma, \tau_k = \tau \) and \( \theta_k = 1 \) for some \( \sigma, \tau \) with \( \sqrt{\sigma \tau} \|T\| < \min \{C_X, C_Y\} \), where \( C_X, C_Y \) are given by (12). Then for algorithm (2) the following assertions hold true:

- The sequence \((x_k, p_k)_{k \in \mathbb{N}}\) remains bounded. More precisely there exists a constant
  \[
  C < \left( 1 - \frac{\|T\|^2 \sigma \tau}{C_X C_Y} \right)^{-1},
  \]
  such that for any \( N \in \mathbb{N} \)
  \[
  \Delta_N(x, p) \leq C \Delta_0(x, p).
  \]

- The restricted primal-dual gap \( G_{B_1 \times B_2}(x^N, p^N) \) at the mean values \( x^N := \frac{1}{N} \sum_{k=1}^{N} x_k \in X \) and \( y^N := \frac{1}{N} \sum_{k=1}^{N} y_k \in Y \) is bounded by
  \[
  D(B_1, B_2) := \frac{1}{N} \sup_{(x,y) \in B_1 \times B_2} \Delta_0(y, x)
  \]
  for any bounded set \( B_1 \times B_2 \in X \times Y \). Moreover, for every weak cluster point \((\bar{x}, \bar{p})\) of the sequence \((x^N, p^N)_{N \in \mathbb{N}}\), \((\bar{x}, \bar{p})\) solves the saddle-point problem (S).

- If we further assume the Banach spaces \( X \) and \( Y \) to be finite dimensional, then there exists a solution \((\bar{x}, \bar{p})\) to the saddle-point problem (S) such that the sequence \((x_k, p_k)\) converges strongly to \((\bar{x}, \bar{p})\).

Proof. Using (11) the misfit functional \( \Delta_k(x, y^*) \) for some \((x, y^*) \in X \times Y^* \) reads

\[
\Delta_k(x, y^*) = \frac{B_Y(J_Y(p_k), J_Y(y^*))}{\sigma} \frac{B_X(J_X(x_k), J_X(x))}{\tau} + \frac{B_Y(J_Y(p_{k+1}), J_Y(y^*))}{\sigma} \frac{B_X(J_X(x_{k+1}), J_X(x_k))}{\tau}
\]

The iteration formulas (16) and (17) imply that

\[
\frac{1}{\sigma}(J_Y(p_k) - J_Y(p_{k+1})) + T \hat{x}_k \in \partial g^*(p_{k+1}) \quad \text{and} \quad \frac{1}{\tau}(J_X(x_k) - J_X(x_{k+1})) - T^* p_{k+1} \in f(x_{k+1}).
\]

So by the definition of the subdifferential we obtain:

\[
g^*(y^*) - g^*(p_{k+1}) \geq \left( \frac{J_Y(p_k) - J_Y(p_{k+1})}{\sigma}, y^* - p_{k+1} \right)_Y + \left( T \hat{x}_k, y^* - p_{k+1} \right)_Y
\]

\[
f(x) - f(x_{k+1}) \geq \left( x - x_{k+1}, \frac{J_X(x_k) - J_X(x_{k+1})}{\tau} \right)_X - \left( T(x - x_{k+1}), p_{k+1} \right)_X.
\]

Using (10) this yields

\[
\Delta_k(x, y^*) \geq g^*(p_{k+1}) - g^*(y^*) - \left( T \hat{x}_k, p_{k+1} - y^* \right)_Y + f(x_{k+1}) - f(x) - \left( T(x_{k+1} - x), -p_{k+1} \right)_X
\]

\[
+ \frac{B_Y(y^*, p_{k+1})}{\sigma} + \frac{B_Y(y^*, p_{k+1})}{\tau} + \frac{B_X(x_k, x_{k+1})}{\sigma} + \frac{B_X(x_k, x_{k+1})}{\tau}
\]

\[
+ \left( T \hat{x}_k, p_{k+1} - y^* \right)_Y - \left( T(x_{k+1} - x), p_{k+1} \right)_Y + \left( T x_{k+1}, y^* \right)_Y - \left( T x, p_{k+1} \right)_Y
\]

\[
= [(T x_{k+1}, y^*)_Y - g^*(y^*) + f(x_{k+1})] - [(T x, p_{k+1})_Y - g^*(p_{k+1}) + f(x)]
\]

\[
+ \Delta_{k+1}(x, y^*) + \frac{B_Y(y^*, p_{k+1})}{\sigma} + \frac{B_X(x_{k+1}, x_k)}{\tau}
\]

\[
+ \left( T(x_{k+1} - \hat{x}_k), p_{k+1} - y^* \right)_Y.
\]
In order to estimate the last summand in (26), we insert (18) with \( \alpha = \left( \frac{\tau}{\sigma} \right) > 0 \):

\[
\langle T((x_{k+1} - x_k) - (x_k - x_{k-1})) , p_{k+1} - y^* \rangle_Y \\
= \langle T(x_{k+1} - x_k , p_{k+1} - y^*) \rangle_Y - \langle T(x_k - x_{k-1}) , p_k - y^* \rangle_Y - \langle T(x_k - x_{k-1}) , p_{k+1} - p_k \rangle_Y \\
\geq \langle T(x_{k+1} - x_k , p_{k+1} - y^*) \rangle_Y - \langle T(x_k - x_{k-1}) , p_k - y^* \rangle_Y \\
- \frac{\|T\| \sigma^2 \tau^2}{\sigma} \mathcal{B}_X(x_k, x_{k-1}) - \frac{\|T\| \sigma^2 \tau^2}{\sigma} \mathcal{B}_{Y^*}(p_{k+1}, p_k) - \tau.
\]

Thus, we conclude that

\[
\Delta_k(x, y^*) \geq \left[ \langle T(x_{k+1}, y^*) \rangle_Y - g^*(y^*) + f(x_{k+1}) \right] - \left[ \langle T(x, p_{k+1}) \rangle_Y - g^*(p_{k+1}) + f(x) \right] + \Delta_{k+1}(x, y^*) + \left( 1 - \frac{\|T\| \sigma^2 \tau^2}{\sigma} \right) \frac{\mathcal{B}_{Y^*}(p_{k+1}, p_k)}{\sigma} \mathcal{B}_X(x_k, x_{k-1}) - \tau
\]

Summing from \( k = 0 \) to \( N - 1 \) leads to

\[
\Delta_0(x, y^*) + \| \langle T(x_N - x_{N-1}) , p_N - y^* \rangle_Y \| \geq \sum_{k=0}^{N} \left[ \langle T(x_{k+1}, y^*) \rangle_Y - g^*(y^*) + f(x_{k+1}) \right] - \left[ \langle T(x, p_{k+1}) \rangle_Y - g^*(p_{k+1}) + f(x) \right] + \Delta_N(x, y^*) + \left( 1 - \frac{\|T\| \sigma^2 \tau^2}{\sigma} \right) \frac{\mathcal{B}_{Y^*}(p_{k+1}, p_{k-1})}{\sigma} + \frac{\mathcal{B}_X(x_N, x_{N-1})}{\sigma} + \left( 1 - \frac{\|T\| \sigma^2 \tau^2}{\sigma} \right) \frac{1}{\tau} \sum_{k=1}^{N-1} \mathcal{B}_X(x_k, x_{k-1}).
\]

Now, applying again Lemma 2 with \( \alpha = \frac{C_1}{\|T\|} \) yields

\[
\| \langle T(x_N - x_{N-1}) , p_N - y^* \rangle_Y \| \leq \frac{\mathcal{B}_X(x_N, x_{N-1})}{\tau} + \frac{\|T\|^2 \sigma \tau}{\sigma} \mathcal{B}_{Y^*}(y^*, p_N),
\]

so that we deduce

\[
\Delta_0(x, y^*) \geq \sum_{k=0}^{N} \left[ \langle T(x_{k+1}, y^*) \rangle_Y - g^*(y^*) + f(x_{k+1}) \right] - \left[ \langle T(x, p_{k+1}) \rangle_Y - g^*(p_{k+1}) + f(x) \right] + \left( 1 - \frac{\|T\|^2 \sigma \tau}{\sigma} \right) \frac{\mathcal{B}_{Y^*}(y^*, p_N)}{\sigma} + \left( 1 - \frac{\|T\| \sigma^2 \tau^2}{\sigma} \right) \frac{1}{\tau} \sum_{k=1}^{N-1} \mathcal{B}_X(x_k, x_{k-1}).
\]

Here, because of the choice \( \sigma^2 \tau^2 < \frac{\min(C_X,C_{Y^*})}{\|T\|} \), we obtain only positive coefficients. Moreover, for \((x, y^*) = (\bar{x}, \bar{p})\), where \((\bar{x}, -\bar{p})\) solves the saddle point problem \((S)\), we have \(-T^* \bar{p} \in \partial f(\bar{x})\) and
\( T \bar{x} \in \partial g^*(\bar{p}) \), such that every summand in the first line of (28) is non negative as well:

\[
\left[ - \langle T x_{k+1}, - \bar{p} \rangle_Y - g^*(y^*) + f(x_{k+1}) \right] - \left[ \langle T \bar{x}, p_{k+1} \rangle_Y - g^*(p_{k+1}) + f(\bar{x}) \right]
= f(x_{k+1}) - f(\bar{x}) - \langle x_{k+1} - \bar{x}, T^* \bar{p} \rangle_X - g^*(p_{k+1}) - g^*(\bar{p}) - \langle T \bar{x}, p_{k+1} - \bar{p} \rangle_Y \geq 0.
\]  

(29)

This proves the first assertion. The second follows directly along the lines of the corresponding proof in [11], p. 124, where we use

\[
\mathcal{G}_{B_1 \times B_2} \left( x^N, p^N \right) = \sup_{(x, y^*) \in B_1 \times B_2} \left[ \langle T x_N, y^* \rangle_Y - g^*(y^*) + f(x_N) \right] - \left[ \langle T x, p_N \rangle_Y - g^*(p_N) + f(x) \right]
\leq \frac{1}{N} \sup_{(x, y^*) \in B_1 \times B_2} \Delta_0(x, y^*)
\]

instead of (16). For the last assertion, which needs the assumption that \( X \) and \( Y \) are finite dimensional, we apply again the same arguments as in [11], p. 124, to (28) from which we obtain

\[
\lim_{k \to \infty} \Delta_k(\bar{x}, \bar{p}) = 0
\]

for a solution \((\bar{x}, -\bar{p})\) to the saddle-point problem (S). This completes the proof.

\(\square\)

**Remark 4.** This generalization covers also the preconditioned version of CP proposed in [21]: There \( X \) and \( Y \) are Banach spaces of the form \( X = \mathcal{Y}^* H_X \) with \( \|x\|_X = \|\mathcal{Y}^{-\frac{1}{2}} x\|_{H_X} \) and \( Y = \mathcal{F}^{-\frac{1}{2}} H_Y \) with \( \|y\|_Y = \|\mathcal{F}^{-\frac{1}{2}} y\|_{H_Y} \) for Hilbert spaces \( H_X, H_Y \) and symmetric, positive definite matrices \( \mathcal{Y} \) and \( \mathcal{F} \). Considering the dual spaces \( X^* = \mathcal{Y}^{-\frac{1}{2}} H_X \) and \( Y^* = \mathcal{F}^{-\frac{1}{2}} H_Y \) with respect to the scalar product on the corresponding Hilbert spaces, the duality mappings read as

\[
J_X(x) = \mathcal{Y}^{-1} x, \quad J_Y^*(y) = \mathcal{F}^{-1} y.
\]

Due to their linearity line (16) and (17) take the form of update rule (4) in [21]:

\[
p_{k+1} = (\sigma_k \mathcal{Y} \partial g^* + I)^{-1} \left( p_k + \sigma_k \mathcal{Y} T \hat{x}_k \right), \quad x_{k+1} = (\tau_k \mathcal{Y} \partial f + I)^{-1} \left( x_k + \tau_k \mathcal{Y} T^* p_{k+1} \right).
\]

In order to generalize also the accelerated forms of the CP-algorithm, which base on the assumption that \( f \) is strongly convex, to Banach spaces, we need a similar property of \( f \). More precisely, in [11] the following consequence of \( f \) being strongly convex with modulus \( \gamma > 0 \) is used:

\[
f(u) - f(x) \geq 2 f \left( \frac{x + u}{2} \right) - 2 f(x) + \frac{\gamma}{2} \|x - u\|^2_X \geq \langle u - x, x^* \rangle_X + \frac{\gamma}{2} \|x - u\|^2_X, \quad u, x \in X, x^* \in \partial f(x).
\]

Accordingly, we assume that there exists a constant \( \gamma > 0 \) such that \( f \) satisfies for any \( x, u \in X \) and \( x^* \in \partial f(x) \) the following inequality

\[
f(u) - f(x) \geq \langle u - x, x^* \rangle_X + \gamma \mathcal{B}_X(u, x).
\]

(30)

With this definition we can formulate the next convergence result. The case that (30) holds for \( g^* \) instead of \( f \) follows analogously.

**Theorem 5.** Assume that \( f \) satisfies (30) for some \( \gamma > 0 \) and choose the parameters \((\sigma_k, \tau_k)_{k \in \mathbb{N}}\), \((\theta_k)_{k \in \mathbb{N}}\) in algorithm 2 as follows:

- \( \sigma_0 \tau_0 \|T\|^2 \leq \min \{C_X, C_Y\} \)
Therefore the inequality:

\[
\mathcal{B}_X(\bar{x}, x_N) \leq \frac{4 + 4\epsilon}{N^2} \left( \mathcal{B}_X(\bar{x}, x_0) + \mathcal{B}_Y(\bar{p}, p_0) + \mathcal{B}_Y(p_{k+1}, p_k) + \mathcal{B}_X(x_{k+1}, x_k) \right),
\]

for all \( N \geq N_0 \).

**Proof.** We go back to the estimate \((22)-(26)\) where we set \((x, y') := (\bar{x}, \bar{p})\) for a solution \((\bar{x}, -\bar{p})\) to the saddle-point problem \(\mathbf{S}\). Assumption \((30)\) applied to \(x^r = 1/t_k (J_X(x_k) - J_X(x_{k+1})) - T^* p_{k+1} \in \partial f(x_{k+1})\) gives:

\[
f(\bar{x}) - f(x_{k+1}) \geq \frac{J_X(x_k) - J_X(x_{k+1})}{\tau_k} - \langle T(\bar{x} - x_{k+1}), p_{k+1} \rangle + \gamma \mathcal{B}_X(\bar{x}, x_{k+1}).
\]

Thus replacing \((21)\) by \((32)\) and estimating the expansion in line \((25)\) with the help of \((29)\) leads to the inequality:

\[
\Delta_k(\bar{x}, \bar{p}) \geq \left( \gamma + \frac{1}{\tau_k} \right) \mathcal{B}_X(\bar{x}, x_{k+1}) + \frac{\mathcal{B}_Y^r(\bar{p}, p_{k+1})}{\sigma_k} + \frac{\mathcal{B}_Y^r(p_{k+1}, p_k)}{\sigma_k} \frac{\mathcal{B}_X(x_{k+1}, x_k)}{\tau_k} + \langle T(x_{k+1} - \bar{x}_k), p_{k+1} - \bar{p} \rangle_Y.
\]

Now we use Lemma \((\ref{lemma})\) with \(\alpha = \frac{C_x}{\|T\| \sigma_k \tau_k} \geq \frac{\mathcal{B}_X(x_{k+1}, x_k)}{\tau_k} \frac{\mathcal{B}_Y^r(p_{k+1}, p_k)}{\sigma_k} \frac{\mathcal{B}_X(x_{k+1}, x_k)}{\tau_k}\), and insert \(\bar{x}_k = x_k + \theta_k (x_k - x_{k-1})\) from \((\ref{beta})\) such that we end up with

\[
\Delta_k(\bar{x}, \bar{p}) \geq (1 + \gamma \tau_k) \mathcal{B}_X(\bar{x}, x_{k+1}) + \frac{\mathcal{B}_Y^r(\bar{p}, p_{k+1})}{\sigma_k} + \frac{\mathcal{B}_Y^r(p_{k+1}, p_k)}{\sigma_k} \frac{\mathcal{B}_X(x_{k+1}, x_k)}{\tau_k} + \langle T(x_{k+1} - x_k), p_{k+1} - \bar{p} \rangle_Y - \theta_k \langle T(x_k - x_{k-1}), p_k - \bar{p} \rangle_Y.
\]

The choice of the parameters ensures that

\[
(1 + \gamma \tau_k) \frac{\tau_{k+1}}{\tau_k} \Delta_k(\bar{x}, \bar{p}) \geq \theta_k \geq 1, \quad \frac{\sigma_{k+1}}{\sigma_k} = \theta_k^{-1} \geq 1, \quad \text{and} \quad \frac{\tau_k}{\tau_{k+1}} \geq \theta_k^{-1} \geq 1 \quad \text{for all } k \in \mathbb{N}.
\]

Moreover, because of \(\min(C_X, C_Y) \geq \|T\|\), the inequality \(\gamma \tau_k \sigma_k \geq 1\) holds for \(k \in \mathbb{N}\) we have

\[
\frac{1}{\tau_k} \left( \frac{\theta_k^2 \|T\|}{\tau_{k-1} \tau_k} \frac{\sigma_{k-1}}{\sigma_k} \right) \leq \frac{1}{\tau_{k-1}} \frac{\|T\|^2 \tau_k}{C_X C_Y} \leq \frac{1}{\tau_{k-1}}.
\]

Therefore

\[
\frac{\Delta_k(\bar{x}, \bar{p})}{\tau_k} \geq \Delta_k(\bar{x}, \bar{p}) \frac{\tau_{k+1}}{\tau_k} + \frac{\mathcal{B}_X(x_{k+1}, x_k)}{\tau_{k+1}^2} - \frac{\mathcal{B}_X(x_k, x_{k-1})}{\tau_{k+1}^2} + \frac{1}{\tau_k} \langle T(x_{k+1} - x_k), p_{k+1} - \bar{p} \rangle_Y - \frac{1}{\tau_{k-1}} \langle T(x_k - x_{k-1}), p_k - \bar{p} \rangle_Y.
\]
holds. Now, summing these inequalities from \( k = 0 \) to \( N - 1 \) for some \( N > 0 \) with \( x_{-1} := x_0 \) and applying (27) with \( \tau = \tau_{N-1} \) leads to

\[
\frac{\Delta_0 (\bar{x}, \bar{p})}{\tau_0} \geq \frac{\Delta_N (\bar{x}, \bar{p})}{\tau_N} + \frac{B_X (x_N, x_{N-1})}{\tau^2_{N-1}} \frac{1}{\tau_{N-1}} \langle T(x_N - x_{N-1}), p_N - \bar{p} \rangle_Y
\]

By multiplying by \( \tau^2_N \) and using the identity \( \tau_N \sigma_N = \tau_0 \sigma_0 \) we obtain the following error bound:

\[
\frac{\tau^2_N}{\tau_0 \sigma_0} \left( 1 - \frac{\|T\|^2_{C_X Y^*}}{\sigma_0 \tau_0} \right) B_Y^* (\bar{p}, p_N) + B_X (\bar{x}, x_N) \leq \frac{\tau^2_N}{\tau^2} \left( \frac{B_Y^* (\bar{p}, p_0)}{\sigma_0 \tau_0} + \frac{B_X (\bar{x}, x_0)}{\tau_0} \right).
\]

Substituting \( \gamma \) by \( \frac{\gamma}{\gamma} \) in Lemma 1-2 and Corollary 1 in [11] shows that for any \( \epsilon > 0 \) there exists a \( N_0 \in \mathbb{N} \) (depending on \( \epsilon \) and \( \gamma \tau_0 \)) with \( \tau^2_N \leq 4(1 + \epsilon)(N\gamma)^{-2} \) for all \( N \geq N_0 \). This completes the proof.

Note that compared to the error estimate in [11] Theorem 2 the error bound (31) is 4 times larger for the generalized version CP-BS. That is due to the fact that in the Hilbert space case also the positive term (29) is bounded from below by \( \frac{\gamma}{\gamma} \|x_{k+1} - \bar{x}\|_X^2 \). In the considered Banach space setting we obtain \( \gamma B_X (x_{k+1}, \bar{x}) \) as a lower bound, while \( \gamma B_X (\bar{x}, x_{k+1}) \) would be required in order to prove the same result.

Finally, we will show that under the additional assumption that \( g^* \) fulfills (30) for some \( \delta \) we will achieve linear convergence:

**Theorem 6.** Assume both \( f \) and \( g^* \) to satisfy property (30) for some constants \( \gamma > 0 \) and \( \delta > 0 \), respectively. Then for a constant parameter choice \( \sigma_k = \sigma, \tau_k = \tau, \theta_k = \theta, k \in \mathbb{N}, \) with

\[
\bullet \ \mu \leq \frac{\sqrt{\min(C_X, C_Y)}}{\|T\|},
\]

\[
\bullet \ \sigma = \frac{\mu}{\gamma}, \quad \tau = \frac{\mu}{\gamma},
\]

\[
\bullet \ \theta \in \left[ \frac{1}{2 + \mu}, 1 \right],
\]

the sequence \( (x_k, p_k)_{k \in \mathbb{N}} \) we receive from algorithm 2 has the error bound:

\[
(1 - \omega) \delta B_Y^* (\bar{p}, p_N) + \gamma B_X (\bar{x}, x_N) \leq \omega^N (\delta B_Y^* (\bar{p}, p_0) + \gamma B_X (\bar{x}, x_0)),
\]

with \( \omega = \frac{1 + \theta}{2 + \mu} < 1 \).

**Proof.** In analogy to the proof of Theorem 5 we obtain from property (30) of \( f \) and \( g^* \) a sharper estimate for (22)-(26), where we set \( (x, y^*) = (\bar{x}, \bar{y}) \): We replace (21) by (32) and (20) by

\[
g^* (\bar{p}) - g^* (p_{k+1}) \geq \left( \frac{J_Y (p_k) - J_Y (p_{k+1})}{\sigma}, \bar{p} - p_{k+1} \right)_Y + \left( T\hat{x}_k, \bar{p} - p_{k+1} \right)_Y + \delta B_Y^* (\bar{p}, p_{k+1}).
\]

This together with (29) leads to

\[
\Delta_k (\bar{x}, \bar{p}) \geq \left( \frac{1}{\sigma}, \frac{1}{\tau} \right) B_Y^* (\bar{p}, p_{k+1}) + \left( \gamma + \frac{1}{\tau} \right) B_X (\bar{x}, x_{k+1}) + \frac{B_Y^* (p_{k+1}, p_k)}{\sigma} + \frac{B_X (x_{k+1}, x_k)}{\tau} \tag{34}
\]
Using (18) and (14) with some $\alpha > 0$ we can estimate the last term in the following way:

\[
\langle T(x_{k+1} - \tilde{x}_k), p_{k+1} - \tilde{p} \rangle_Y = \langle T(x_{k+1} - x_k), p_{k+1} - \tilde{p} \rangle_Y - \omega \langle T(x_k - x_{k-1}), p_k - \tilde{p} \rangle_Y
\]
\[
- \omega \langle T(x_k - x_{k-1}), p_{k+1} - p_k \rangle_Y - (\theta - \omega) \langle T(x_k - x_{k-1}), p_k - \tilde{p} \rangle_Y
\]
\[
\geq \langle T(x_{k+1} - x_k), p_{k+1} - \tilde{p} \rangle_Y - \omega \langle T(x_k - x_{k-1}), p_k - \tilde{p} \rangle_Y
\]
\[
- \omega \|T\| \frac{\mathcal{B}_{Y'}(p_{k+1}, p_k)}{C_{Y'} \alpha} - \theta \|T\| \frac{\mathcal{B}_{X}(x_k, x_{k-1})}{C_X} - (\theta - \omega) \frac{\|T\|}{\|T\|_{\alpha}} \frac{\mathcal{B}_{Y'}(\tilde{p}, p_{k+1})}{C_{Y'} \alpha},
\]

for any $\omega \in [(1 + \mu)^{-1}, \theta]$. Now, we set $\alpha = \omega(\frac{\gamma}{\mu})^2$ such that $\frac{\|T\| \mu \omega}{C_{Y'} \alpha} \leq \delta = \frac{\mu}{\gamma}$ and $\frac{\|T\| \mu}{C_X} \leq \omega \gamma$ and multiply inequality (34) by $\mu$:

\[
\mu \Delta_k (\tilde{x}, \tilde{p}) \geq \left(1 + \mu - \frac{1}{\omega}\right) \mu \Delta_{k+1} (\tilde{x}, \tilde{p}) + \frac{\mu}{\omega} \Delta_{k+1} (\tilde{x}, \tilde{p}) + \gamma \mathcal{B}_{X}(x_{k+1}, x_k) - \theta \omega \gamma \mathcal{B}_{X}(x_k, x_{k-1})
\]
\[
+ \mu \langle T(x_{k+1} - x_k), p_{k+1} - \tilde{p} \rangle_Y - \mu \omega \langle T(x_k - x_{k-1}), p_k - \tilde{p} \rangle_Y - \frac{(\theta - \omega)}{\omega} \mathcal{B}_{Y'}(\tilde{p}, p_{k+1}).
\]

As in [11] we choose

\[
\omega = \frac{1 + \theta}{2 + \mu} \geq \frac{1 + \theta}{\sqrt[4]{\delta \min\{C_X, C_{Y'}\}}},
\]

in order to ensure that

\[
\left(1 + \mu - \frac{1}{\omega}\right) \mu \Delta_{k+1} (\tilde{x}, \tilde{p}) - \frac{(\theta - \omega)}{\omega} \mathcal{B}_{Y'}(\tilde{p}, p_{k+1}) \geq 0.
\]

Thus, multiplying (35) with $\omega^{-k}$ and summing from $k = 0$ to $N - 1$ for some $N > 0$ where we set $x_{-1} = x_0$ leads to

\[
\mu \Delta_0 (\tilde{x}, \tilde{p}) \geq \omega^{-N} \mu \Delta_N (\tilde{x}, \tilde{p}) + \omega^{-N+1} \gamma \mathcal{B}_{X}(x_N, x_{N-1}) + \omega^{-N+1} \mu \langle T(x_N - x_{N-1}), p_N - \tilde{p} \rangle_Y.
\]

Finally, by using Lemma 2 with $\alpha = (\gamma/\delta)^{\frac{1}{2}}$, we obtain from $\|T\| \mu \alpha \gamma \leq \gamma \min\{C_X, C_{Y'}\}$ as well as $\|T\| \mu / \alpha \leq \delta \min\{C_X, C_{Y'}\}$:

\[
\mu \Delta_0 (\tilde{x}, \tilde{p}) \geq \omega^{-N} \mu \Delta_N (\tilde{x}, \tilde{p}) - \omega^{-N+1} \delta \mathcal{B}_{Y'}(\tilde{p}, p_N),
\]

which completes the proof. \(\square\)

Remark 7. Because of (12) we proved in Theorem 5 a convergence rate of $O\left(\frac{1}{N}\right)$, while Theorem 6 even gives a convergence rate of $O\left(\omega^{\frac{3}{2}}\right)$, i.e. linear convergence.

Remark 8. The parameter choice rules provided by Theorems 3, 5 and 6 depend on the constants $C_X$ and $C_{Y'}$ given by (12). That is due to the application of Lemma 2 in the corresponding proofs. Now, if we assume that for a specific application this estimate is only required on bounded domains, the constants $C_X$ and $C_{Y'}$ might be not optimal. In fact, the numerical experiments indicate that we obtain faster convergence if we relax the parameter choice of $\sigma$ and $\tau$ by replacing the product $C_X C_{Y'}$ by a value $C \in [C_X, C_{Y'}, 1]$ close to 1.
4 Duality mappings and generalized resolvents

In this section we give some examples of duality mappings and discuss the special generalization of the resolvent in our algorithm.

**Duality mappings** As shown in [14], the reflexive Banach space \( l^r \) with \( r \in (1, \infty) \) is max \( \{ r, 2 \} \)-convex and \( \min \{ r, 2 \} \)-smooth. One easily checks that the same holds true for the weighted sequence space \( l^r_W \) with positive weight \( W \) and norm \( \|x\|_W := \left( \sum_j w_j |x_j|^r \right)^{\frac{1}{r}} = \left\| \left( w_j^{\frac{1}{r}} x_j \right) \right\|_r \). With respect to the \( l^2 \)-inner product the dual space is given by \( Z^* = l^r_W \), where \( W^{-1} = (w_j^{-1}) \) and we have

\[
J_{q, r^*_w} : l^r_W \to l^{r^*_w}, \quad J_{q, r^*_w}(x) = \frac{W}{\|x\|_{r^*_w}} |x|^{r^*_w} \text{sign}(x),
\]

which has to be understood componentwise.

In order to model for example “blocky” structured solutions \( \tilde{x} \in X \) let us consider (a discretization of) a Sobolev space \( H^{1, s}(\mathbb{T}^d) \) where \( \mathbb{T} = (-\pi, \pi) \) with periodic boundary conditions or equivalently the unit circle \( S^1 \). To define these spaces we introduce the Bessel potential operators \( \Lambda_s := (I - \Delta)^{-s} \) by

\[
\Lambda_s \phi := \sum_{n \in \mathbb{Z}^d} (1 + |n|^2)^{-s/2} \hat{\phi}(n) \exp(in\cdot), \quad s \in \mathbb{R},
\]

a-priori for \( \phi \in C^\infty(\mathbb{T}^d) \) where \( \hat{\phi}(n) := (2\pi)^{-d} \int_{\mathbb{T}^d} \exp(-inx)\phi(x) \, dx \) denote the Fourier coefficients. Note that \( \Lambda_0 = I \) and \( \Lambda_s \Lambda_t = \Lambda_{s+t} \) for all \( s, t \in \mathbb{R} \). For \( s \geq 0 \) and \( r \in (1, \infty) \) the operators \( \Lambda_{-s} \) have continuous extensions to \( L^r(S^1) \), and so the Sobolev spaces

\[
H^{s, r}(\mathbb{T}^d) := \Lambda_{-s} L^r(\mathbb{T}^d)
\]

are well defined. Actually, this definition also makes sense for \( s < 0 \), and we have the duality relation

\[
\left( H^{s, r}(\mathbb{T}^d) \right)^* = H^{-s, r}(\mathbb{T}^d)
\]

for \( 1/r + 1/r^* = 1 \) (see e.g. [28, §13.6]). The normalized duality mapping \( J_{H^{s, r}(\mathbb{T}^d)} : H^{s, r}(\mathbb{T}^d) \to H^{-s, r^*}(\mathbb{T}^d) \) is given by

\[
J_{H^{s, r}(\mathbb{T}^d)} = \Lambda_{-s} J_{L^r} \Lambda_s.
\]

Recall that for \( s \in \mathbb{N} \) the space \( H^{s, r}(\mathbb{T}^d) \) coincide with the more commonly used Sobolev spaces

\[
W^{s, r}(\mathbb{T}^d) := \left\{ \phi \in L^r(\mathbb{T}^d) \mid D^\alpha \phi \in L^r(\mathbb{T}^d) \text{ for all } |\alpha| \leq s \right\},
\]

with equivalent norms ([28, §13.6]). \( H^{s, r}(\mathbb{T}^d) \) is a separable, reflexive, max \( \{ r, 2 \} \)-convex and min \( \{ r, 2 \} \)-smooth Banach space (see e.g. [11], [35]).

In the discrete setting we approximate \( \mathbb{T} \) by the grid \( \mathbb{T}_N := \frac{\pi}{N} \left\{ -\frac{N}{2}, -\frac{N}{2} + 1, \ldots, \frac{N}{2} - 1 \right\} \) for some \( N \in 2\mathbb{N} \). The dual grid in Fourier space is \( \mathbb{T}_N^* := \frac{\pi}{N} \mathbb{T}_N \), and the discrete Fourier transform \( \mathcal{F}_N := (2\pi N)^{-d} \left( \exp(\imath x \xi) \right)_{x \in \mathbb{T}_N^d, \xi \in \mathbb{T}_N^d} \) and its inverse \( \mathcal{F}_N^{-1} \) can be implemented by FFT. Hence, the Bessel potentials are approximated by the matrices

\[
\Lambda_{s, N} := \mathcal{F}_N^{-1} \text{diag} \left[ (1 + |\xi|^2)^{-s/2} : \xi \in \mathbb{T}_N^d \right] \mathcal{F}_N.
\]
On the finite dimensional space of grid functions $\phi_N : T^d_N \to \mathbb{C}$ we introduce the norms

$$\|\phi_N\|_{H^2(T^d_N)} := \|A_{k,N}\phi_N\|_{l(T^d_N)}.$$  

If $T^d_N$ is replaced by $aT^d_N$ for some $a > 0$, then $\bar{T}^d_N$ has to be replaced by $\frac{1}{a}\bar{T}^d_N$.

**Generalized resolvents** Setting $F = J_X$ the resolvent $(A + F)^{-1}$ is obviously closely related to the $F$-resolvents $(A + F)^{-1} F$ of maximal monotone operators $A$ as used in [18] and studied in [5]. Our focus lies on the evaluation of these operators. The following generalization of Moreau’s decomposition (see e.g. [23, Theorem 31.5]) allows us to calculate the generalized resolvent $\bar{A}$ of maximal monotone operators $(\sigma_k g^* + J_{Y^*})^{-1}$ in line (16) without knowledge of $g^*$. This identity can be also derived from [5, Theorem 7.1], but for the convenience of the reader we present a proof for this special case:

**Lemma 9.** For any $g \in \Gamma(Y), \sigma > 0$, and $y \in Y$ the minimization problem $\arg\min_{z \in Y} \left( \frac{\sigma}{2} \|z - \frac{y}{\sigma}\|_Y^2 + g(z) \right)$ has a unique solution $\bar{y}$ which is equivalently characterized by $J_Y(y - \sigma \bar{y}) \in \partial g(\bar{y})$. Therefore, the operator $(J_{Y^*} \circ \sigma g + \sigma I)^{-1} : Y \to Y$ is well defined and single valued. Moreover, the following identity holds:

$$\left( \sigma \partial g^* + J_{Y^*} \right)^{-1}(y) = J_Y(y - \sigma \left( \partial g + \sigma I \right)^{-1}(y)), \quad y \in Y \quad (37)$$

**Proof.** The first assertion follows from [36, Theorem 2.5.1], [12, Theorem 3.4] and the optimality condition $0 \in \partial \left( \frac{\sigma}{2} \|y - \frac{y}{\sigma}\|_Y + g(y) \right)$. In order to prove the second assertion, we set

$$\bar{y} = (J_{Y^*} \circ \sigma g + \sigma I)^{-1}(y)$$

for some $y \in Y$. Moreover, let $\bar{p} \in Y^*$ be a solution to the minimization problem

$$\bar{p} = \arg\min_{p \in Y^*} (\sigma g^*(p) - \langle y, p \rangle_Y + \Phi_{2,Y^*}(p)) = \arg\max_{p \in Y^*} \left\{-g^*(p) + \left( \frac{y}{\sigma}, p \right)_Y - \frac{1}{\sigma} \Phi_{2,Y^*}(p) \right\},$$

with $\Phi_{2,Y^*}(p) := \frac{1}{2}\|p\|_{Y^*}^2$. Then $\bar{p}$ can be rewritten as $\bar{p} = (\partial \sigma g^* + J_{Y^*})^{-1}(y)$, cf. (9). Because of

$$\left( \frac{1}{\sigma} \Phi_{2,Y^*} \right)^* (y) = \left( \langle y, \sigma J_Y(y) \rangle_Y - \frac{\sigma^2}{2} \|J_Y(y)\|_Y^2 \right) = \sigma \Phi_{2,Y^*}(y)$$

$\bar{y} = \arg\min_{z \in Y} \left( \sigma \Phi_{2,Y^*} \left( \frac{y}{\sigma} - \frac{z}{\sigma} \right) + g(z) \right)$ is the solution $\bar{y} \in Y$ to the corresponding Fenchel dual problem (cf. (1), (2)). Now, (8) implies $-\bar{p} \in \sigma \partial \Phi_{2,Y^*} \left( \frac{y}{\sigma} - \frac{z}{\sigma} \right) = \sigma J_Y \left( \frac{y}{\sigma} - \frac{z}{\sigma} \right)$. Thus we end up with

$$-(\partial \sigma g^* + J_{Y^*})^{-1}(y) = -\bar{p} = \sigma J_Y \left( (J_{Y^*} \circ \sigma g + \sigma I)^{-1}(y) - \frac{y}{\sigma} \right). \quad \square$$

Our algorithm appears to be predestined for the case that $f$ and $g$ are given by Banach space norms

$$f(x) := \frac{1}{2} \|x\|_Z^2, \quad g(y) := \frac{1}{2} \|y - y_0\|_W^2$$

for reflexive, smooth and 2-convex Banach spaces $Z$ and $W^*$ and some $y_0 \in W$. The natural choice of the space $X$ and $Y$ in this case is $X = Z, Y = W$. Then, due to the theorem of Asplund and
the generalization of Moreau’s decomposition \((37)\) the generalized resolvents of \(f\) and \(g^*(y^*)\) reduce to the corresponding duality mappings:

\[
(\tau \partial f + J_X)^{-1}(x^*) = (\tau J_X + J_X)^{-1}(x^*) = \frac{1}{\tau + 1} J_X(x^*) \tag{38}
\]

\[
(\sigma \partial g^* + J_Y)^{-1}(y) = J_Y \left( y - \sigma (J_Y J_Y \cdot - y_0) + \sigma I \right)^{-1}(y) = J_Y \left( \frac{y - \sigma y_0}{\sigma + 1} \right). \tag{39}
\]

Moreover, as we have

\[
f(u) - f(x) - \langle u - x, x^* \rangle_X = \mathcal{B}_X(u, x), \quad g^*(p) - g^*(y^*) = \langle y, p - y^* \rangle_Y = \mathcal{B}_Y(y^*, p).
\]

for all \(u, x \in X, x^* \in \partial f(x) = J_X(x)\) and \(y^*, p \in Y, y = \partial J_Y(p)\), the functions \(f\) and \(g^*\) satisfy property \(30\) for all \(\gamma, \delta \in (0, 1]\), respectively.

If \(X \neq Z\) or \(Y \neq W\), however, a system of nonlinear equations has to be solved in order to evaluate the resolvents in lines \((10)\) and \((17)\). In general for all exponents \(r \in (1, \infty)\), these resolvents of

\[
f(x) := \frac{1}{r} \|x\|_X^r, \quad g(y) := \frac{1}{r} \|y - y_0\|_Y^r, \quad y_0 \in Y
\]

become rather simple:

**Corollary 10.** For \(\sigma, \tau > 0\) and \(f, g\) given by \((40)\), we have

\[
(\tau \partial f + J_X)^{-1}(x^*) = \frac{1}{\tau \alpha r^2 + 1} J_X(x^*), \quad x^* \in X \tag{41}
\]

\[
(\sigma \partial g^* + J_Y)^{-1}(y) = \frac{1}{\beta r^2 + \sigma} J_Y(y - \sigma y_0), \quad y \in Y \tag{42}
\]

where \(\alpha \geq 0\) is the maximal solution of \(\tau \alpha r^2 + \alpha = \|x^*\|_X\) and \(\beta \geq 0\) the maximal solution of \(\beta r^2 + \sigma = \|y - \sigma y_0\|_Y\).

**Proof.** Setting \(x = (\tau \partial f + J_X)^{-1}(x^*)\), the identity \(\partial f(x) = J_{\partial \chi}(x) = \|x\|_X^2 J_X(x)\) implies that \(\left(\tau \|x\|_X^2 + 1\right) J_X(x) = x^*\), and thus \(\alpha = \|x\|_X = \|J_X(x)\|_X \geq 0\). Inserting \(\alpha\) proves the first assertion. For the second one we set \(\tilde{y} := (J_Y \circ \partial g + \sigma I)^{-1}(y)\). Because of \(y - \sigma y_0 = J_Y \circ \partial g(\tilde{y}) + \sigma (\tilde{y} - y_0) = (\|\tilde{y} - y_0\|_Y^2 + \sigma) (\tilde{y} - y_0)\) we have \(\beta = \|\tilde{y} - y_0\|_Y\) and \(\tilde{y} = \frac{y - \sigma y_0}{\beta r^2 + \sigma}\). Now, by Lemma 9 follows:

\[
(\sigma \partial g^* + J_Y)^{-1}(y) = J_Y(y - \sigma \tilde{y}) = J_Y \left( \frac{y - \sigma y_0}{\beta r^2 + \sigma} \right).
\]

Also other standard choices of \(f\) for which the resolvent has a closed form, provide a rather simple form for \((\tau \partial f + J_X)^{-1}\) as well.

**Example 11.** Consider the indicator function \(\chi_C \in \Gamma(X)\) of a closed convex set \(C \subset X\):

\[
\chi_C(x) = \begin{cases} 
0 & x \in C \\
+\infty & \text{otherwise.}
\end{cases}
\]

Then we obtain for any \(x^* \in X^*\) and any positive \(\tau\)

\[
(\tau \partial \chi + J_X)^{-1}(x^*) = \arg\min_{z \in X} \left( \tau \chi_C(z) - \langle z, x^* \rangle_X + \frac{1}{2} \|z\|_X^2 \right) \tag{43}
\]

\[
= \arg\min_{z \in C} \left( \frac{1}{2} \|J_X(x^*)\|_X^2 - \langle z, J_X(J_X(x^*)) \rangle_X + \frac{1}{2} \|z\|_X^2 \right) = \pi_C(x^*)
\]
where \( \pi_C : X^* \to C \) with \( \pi_C(x^*) := \arg\min_{z \in C} B_X(z, J_X(x^*)) \) denotes the generalized projection introduced by Alber [2]. For \( f(x) = \|x\|_\beta \) the subdifferential is given by

\[
\partial f(x) = \begin{cases} 
\text{sign}(x) & x \neq 0 \\
[-1, 1] & \text{otherwise}.
\end{cases}
\]

Therefore we have for any \( x^* \in X^* \) and any \( \tau > 0 \)

\[
(\tau \partial f + J_X)^{-1} (x^*) = J_X (\max \{ |x^*| - \tau, 0 \} \cdot \text{sign}(x^*)).
\]

5 Numerical examples

In this section, we will test the performance of the generalized Chambolle-Pock method for linear and nonlinear inverse problems \( T x = y \), i.e. solving (3) or (4). In most examples, \( X \) and \( Y \) are weighted sequence spaces \( l^r_w(I) \) with \( r \in (1, \infty) \), countable or finite index sets \( I \), and positive weight \( W \), for which the required operator norm \( \|T\| \) is calculated by the power method of Boyd [9]. Also when \( X \) is the discrete Sobolev space \( H^{1/ \gamma}(\mathbb{T}_N^d) \) this method can be applied, since the operators \( T : X \to Y = l^r_w(I) \) and \( A := T\Lambda_{-s} : l^r(\mathbb{T}_N^d) \to Y \) have the same norms. For all versions of the algorithm, we relax the parameter choice of \( \sigma \) and \( \tau \) according to Remark 8.

First, let us consider a linear ill-posed problem \( T x = y \), with convolution operator

\[
T(x) : [-1, 1] \to \mathbb{R}, \quad T(x)(t) := \int_{-1/2}^{1/2} x(s) \cdot k(t - s) \, ds, \quad k(t) := \exp(-5|t|) \tag{43}
\]

and sparse solution \( x : \left[ -\frac{1}{2}, \frac{1}{2} \right] \to \mathbb{R} \) (see Figure 1). This sparsity constraint is modeled by setting \( R(x) = \|x\|_1 \) in (3). Moreover, as instead of the exact data \( y^e \), only data \( y^p \) perturbed by 18% normal distributed noise is given, we choose \( S(y^p; y) = \frac{1}{2} \|y^p - y\|_1^2 \) as data fidelity functional. According to the properties of the problem, \( X = l^r(I_X) \), with \( r \in (1, 2) \) and \( Y = l^2(I_Y) \), seems to be a good choice. Here, \( I_X = \left\{ -\frac{1}{2}, -\frac{1}{2} + \frac{1}{N-1}, \ldots, \frac{1}{2} \right\} \) is the discretization of \( \left\{ -\frac{1}{2}, \frac{1}{2} \right\} \) and \( I_Y = \left\{ -1, -1 + \frac{2}{N-1}, \ldots, 1 \right\} \) the of \( [-1, 1] \). The discretization of \( T \) is the discrete convolution. Now, for \( r = 2, 1.75, 1.5, 1.25 \) and \( \alpha = 5 \) we apply the version described in theorem 1 of our algorithm to (3). Inspired by the optimality
so called Fresnel propagator \(\kappa\) sample, where in the real phase \(\phi\) want to retrieve information on the refractive index of the sample. More precisely, we are interested

illuminated by a coherent x-ray point source. From intensity measurements \(u\) iteration step \(k\) for different choices of \(X\). The parameters \(\tau, \sigma\) are chosen optimally.

\[
x = l^2(IX) \quad 76476 \quad (\tau = 0.0915)
\]

\[
x = l^{1.25}(IX) \quad 26271 \quad (\tau = 1.7)
\]

\[
x = l^{1.75}(IX) \quad 22368 \quad (\tau = 0.279)
\]

\[
x = l^{1.5}(IX) \quad 39418 \quad (\tau = 0.854)
\]

\[
x = l^{1.25}(IX) \quad 38710 \quad (\tau = 14.66)
\]

Table 1: Comparison of CP with \(X = l^2(IX)\) and CP-BS1 with \(X = l^{1.25}(IX)\) for the deconvolution problem with different choices of \(\sigma\). The table shows the first iterations number \(k\) for which \(\|x_0 - x_k\|_\mu \leq 10^{-5}\), averaged over 100 experiments.

\[
T \hat{x} \in \partial g^*(\hat{p}) \text{ with } g^*(p) = S(y^\phi; p)^\ast = \frac{1}{2} \|p\|_{2(l^2(T^*)^\ast)}^2 + \langle y^\phi, p \rangle_{l^2}, \text{ we pick } T x_0 \in \partial g^*(p_0) = p_0 + y^\phi \iff p_0 = T x_0 - y^\phi \tag{44}
\]

and \(x_0 = 0\) as an initial guess. The generalized resolvents are given by \((\ref{39})\) and example \((\ref{11})\) Figure \((\ref{2})\) shows that for experimental optimal chosen parameters \(\sigma, \tau\) (according to Remark \((\ref{8})\), we obtain faster convergence if \(r\) turns 1. As Table \((\ref{1})\) illustrates, this holds not only for the optimal parameter choice but also for any other choice of \(\sigma\). Here, we chose \(\tau \in (\sigma^{-1}\|T\|^{-2} - 2^{-6}, \sigma^{-1}\|T\|^{-2})\) for the Hilbert space case \(X = l^2(IX)\), and \(\tau \in \left[\sigma^{-1}\|T\|^{-2}C_1, \sigma^{-1}\|T\|^{-2}C_2\right]\), with \(C_1 = 0.89\), \(C_2 = 0.96 \in [0.25, 1]\), for the Banach space case \(X = l^{1.25}(IX)\) (cf. Remark \((\ref{8})\)). Thus, we conclude that a choice of \(X\), which reflects the properties of the problem best, may provide the fastest convergence.

As a second example, we consider a phase-retrieval problem (see figure \((\ref{3})\)): a sample of interest is illuminated by a coherent x-ray point source. From intensity measurements \(|u(\cdot, D)|^2\) of the electric field \(u : \mathbb{R}^3 \to \mathbb{C}\), which are taken in the detector plane, orthogonal to the beam at a distance \(D > 0\), we want to retrieve information on the refractive index of the sample. More precisely, we are interested in the real phase \(\phi : \mathbb{R}^2 \times \{0\} \to \mathbb{R}\) of the object function \(O_\phi(x) = \exp(-ik\phi(x))\) describing the sample, where \(\kappa\) denotes the wavenumber. We assume that \(e^{-ikD}u(\cdot, D)\) can be approximated by the so called Fresnel propagator \((P_D O) := \mathcal{F}^{-1}\left(\chi_{-\frac{D}{2}} \cdot (\mathcal{F} O)\right)\) where \(\chi_{-c}(t_1, t_2) := \exp\left(-ic\left(t_1^2 + t_2^2\right)\right)\) is a chirp function with parameter \(c > 0\). Using the Fresnel scaling theorem we obtain the following forward operator \(T\) mapping \(\phi\) to \(|u(\cdot, D)|^2\):

\[
(T(\phi))(M t_1, M t_2) := \frac{1}{M^2} \left|\left(P_{\frac{D}{M}} O_\phi\right)(t_1, t_2)\right|^2.
\]
Here $M = \frac{R+D}{R}$, where $R > 0$ is the distance between the sample and the source, denotes the geometrical magnification. For a detailed introduction to this problem and phase retrieval problems in general we refer to [20]. $T$ is Fréchet differentiable with

$$T'(\phi)(h)(M t_1, M t_2, D) = \frac{2}{M^2} \Re \left( P_{\frac{D}{M}} (O(\phi)) (t_1, t_2) \left( P_{\frac{D}{M}} O'_\phi (t_1, t_2) \right) \right)$$

so the IRNM (4) is applicable. This is an example with Poisson data, thus following [16, 33], after the discretization

$$x = (x_j)_{j \in T^2_N} := \phi(j_1, j_2)_{j \in T^2_N}, \quad y = (y_j)_{j \in M T^2_N} := |u(j_1, j_2, D)|^2_{j \in M T^2_N}$$

we choose (using the convention 0 ln 0 := 0):

$$S \left( y^\delta; y \right) = \begin{cases} \sum_{j \in M T^2_N} y_j - y^\delta_j \ln y_j & \text{if } y \geq 0 \text{ and } y_j > 0 \text{ for all } j \text{ with } y^\delta_j > 0 \\ +\infty & \text{otherwise.} \end{cases}$$

Moreover, motivated by the weighted least square approximation (cf. [27])

$$S \left( y^\delta; y \right) \approx \frac{1}{2} \left\| \left( \frac{y_j - y^\delta_j}{\sqrt{y_j}} \right)_{j \in M T^2_N} \right\|_{\ell_2}^2,$$

in the $(n+1)$-th iteration step of the IRNM, we consider the weighted space $Y = \ell^2_W$, with weight $W := (T(\phi_n) + \epsilon)^{-1}$ and $\epsilon = 0.1$. Compared to setting $Y = \ell^2$, this leads to a faster convergence as numerical experiments show. $J_{\ell^2_W}(y) = W y$, and $\partial S \left( y^\delta; y \right)_j = 1 - \frac{y^\delta_j}{y_j}$ for $(y^\delta, y) \in \text{dom}(S) = \left\{ (y^\delta, y) \mid S(y^\delta; y) < +\infty \right\}$ imply

$$\left( (J_{\ell^2_W} \circ \partial S \left( y^\delta; \cdot \right) + \sigma I)^{-1} \right)_j \left( y_j - W_j^{-1} \right) = \frac{y_j - W_j^{-1}}{2 \sigma} + \frac{\sqrt{(y_j - W_j^{-1})^2 + 4 \sigma W_j^{-1} y^\delta_j}}{2 \sigma}. $$
Hence, we obtain the generalized resolvent \((\sigma \partial S(y^\delta, \cdot) + I)^{-1}\) by Lemma 9. The “blocky” structured solution is taken into account by setting \(X := H^{1,\tau}(\mathbb{R}^2)\) with \(r = 1.1\) and \(R(x) = \frac{1}{2}||x||^2_X\). Note that although evaluating the generalized resolvent \((\tau \alpha R + J_X)^{-1} = \frac{1}{\tau \alpha + 1}J_{H^{-1}} = \frac{1}{\tau \alpha + 1} \Lambda_1 J_{H^{-1}} \Lambda_{-1}\) is more expensive than in the case \(X = \mathbb{R}^l\), it does not increase the complexity of the algorithm as the evaluations of \(T[\phi]\) and \(T'[\phi]^{\ast}\) include Fourier transforms as well. Since \(R\) satisfies property (30), we can apply the variant CP-BS1 described in Theorem 3 and also the variant CP-BS2 given by Theorem 5. Figure 5 compares both versions in the \(n = 8\)-th iteration step of the IRNM, where \(\alpha = 0.001\). The solid blue curve belongs to the version CP-BS1 for an optimal parameter choice of \(\tau\) and \(\sigma\) we found experimentally. Note that for the limit \(\gamma \to \infty\) the parameter choice rule of CP-BS2 coincide with the one of CP-BS1. In fact, choosing \(\tau_0\) and \(\sigma_0\) in the same way as \(\tau\) and \(\sigma\) that corresponds to this blue curve the version CP-BS2 with \(\gamma = 0.0025\alpha_8\) gives the same curve. Tuning also the parameters \(\tau_0\), \(\sigma_0\) and \(\gamma\) (reasonable large) in an optimal way, we did not obtain a better convergence result for CP-BS2 than for CP-BS1. However, CP-BS2 converges faster for \(\tau = \tau_0\) sufficiently large and adequately chosen \(\gamma\).

In our last example, we apply the version described by Theorem 6 which we denote as CP-BS3, to the Tikhonov functional

\[
\frac{1}{2}||Tx - y^\delta||^2_X + \frac{\sigma}{2}||x||^2_X
\]

where \(T\) is again the convolution operator \((43)\). We set \(\alpha = 1\), \(X = l^{1.5}(I_X)\) and \(Y = \ell^2(I_X)\) (see figure 6). Setting \(\mu = \frac{C \sqrt{\gamma}}{2||y^\delta||}\) with \(C = 0.98\), we obtain for any choice \(\gamma = \delta \in (0, 2]\) the fastest convergence rate. The same rate is also provided by CP-BS1 and CP-BS2 for optimal chosen (initial) parameter. Compared to the first example where more than 15000 iterations were required to satisfy the stopping criterion, here we only need 558 iterations.
Figure 6: Deconvolution problem with penalty $R(x) = \frac{1}{2}||x||_{p,3}^2$. From left to right: exact solution, reconstruction, exact (blue) and given (green) data, reconstructed data.
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