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ABSTRACT

Corona Virus Disease 2019 (COVID-19) has affected millions of people worldwide and caused more than 6.3 million deaths (World Health Organization, June 2022). Increased attempts have been made to develop deep learning methods to diagnose COVID-19 based on computed tomography (CT) lung images. It is a challenge to reproduce and obtain the CT lung data, because it is not publicly available. This paper introduces a new generalized framework to segment and classify CT images and determine whether a patient is tested positive or negative for COVID-19 based on lung CT images. In this work, many different strategies are explored for the classification task. ResNet50 and VGG16 models are applied to classify CT lung images into COVID-19 positive or negative. Also, VGG16 and ResNet50 combined with U-Net, which is one of the most used architectures in deep learning for image segmentation, are employed to segment CT lung images before the classifying process to increase system performance. Moreover, the image size dependent normalization technique (ISDNT) and Wiener filter are utilized as the preprocessing techniques to enhance images and noise suppression. Additionally, transfer learning and data augmentation techniques are performed to solve the problem of COVID-19 CT lung images deficiency, therefore the over-fitting of deep models can be avoided. The proposed frameworks, which comprise of, end-to-end, VGG16, ResNet50, and U-Net with VGG16 or ResNet50, are applied on the dataset which is sourced from COVID-19 lung CT images in Kaggle. The classification results show that using the preprocessed CT lung images as the input for U-Net hybrid with ResNet50 achieves the best performance. The proposed classification model achieves 98.98% accuracy (ACC), 98.87% area under the ROC curve (AUC), 98.89% sensitivity (Se), 97.99% precision (Pr), 97.88% F1-score, and 1.8974-second computational time.

1. Introduction

Corona Virus Disease 2019 (COVID-19) is an infectious disease that has affected more than millions of people worldwide and resulted in more than 6.3 million deaths (World Health Organization, June 2022) [1]. To alleviate the inefficiency and scarcity of current COVID-19 samples, a great deal of works have been placed into looking for alternate research methods. Several studies have shown that computed tomography (CT) scans reveal consistent radiological observations in COVID-19 patients [2]. Wide availability of CT devices makes testing more efficient and accessible. While CT imaging is useful for the diagnosis of COVID-19, reading the scans
manually is time-consuming and subject to human errors. Therefore, advanced artificial intelligence (AI)-based automated image analysis is demanded to analyze CT scans in the assessment of COVID-19. AI-based image analysis methods can provide accurate and rapid diagnosis of the disease to cope with the demand for a large number of patients. For example, a manual assessment of a CT scan can take up to 15 min, while AI-based image analysis requires only a few seconds. Further, to alleviate the burden of medical professionals in reading CT scans, several works have developed deep learning methods that can automatically interpret CT images and predict whether the CT scans show positive for COVID-19 [3]. Although these studies show positive results, there are two drawbacks to them. First, because of privacy issues, the CT scan datasets used in such works are not sharable to the public. Therefore, their findings cannot be replicated and the models learned cannot be seen in other hospitals. Furthermore, the lack of an open-sourced annotated COVID-19 CT data collection significantly impedes training the deep learning models. Due to the low quality of COVID-19 CT lung images, some preprocessing techniques are applied to increase the quality of images.

A lot of research works for preprocessing techniques have been carried out in last two decades. The Gabor algorithmic filter technique was applied by Guo et al. [4]. The image size dependent normalization technique (ISDNT) [5] was used as a major part for enhancing the images. Previous studies [6,7] compared the efficiency of six image denoising techniques: the Gaussian filter, average filter, weighted average filter, Wiener filter, and median filter, showing that the Weiner filter provides the best results.

Impressive results have been achieved by using the deep learning algorithm [8] in the biomedical field, especially the deep convolutional neural networks (CNNs). For learning millions of parameters, deep CNNs require a large number of training images as well as the availability of its ground truth, which prevents many superior deep CNNs to be used in medical applications [9]. The U-Net model is the main architecture in segmentation, while both VGG16 and ResNet50 models are considered as powerful tools in image classification.

Data augmentation [10] is one of the applied techniques to overcome the scarcity of medical images. It expands the training data as new samples by applying a series of random transformations to existing data. It has the advantages of speeding up the convergence process, preventing over-fitting, and increasing generalization capabilities. Moreover, transfer learning [11] is defined as using a pre-trained model from one problem to solve another problem. This is more explained in subsection 3.5.

In [12], some algorithms were developed to describe deep learning, such as AlexNet, GoogLeNet [13], ResNet [14], VGG16, VGG19, and a U-Net model, for the classification and segmentation processes [15,16]. Since the COVID-19 epidemic, intensified attempts have been made to develop deep learning approaches to conduct the COVID-19 screening based diagnosis, such as using CT scans and chest X-rays to classify positive or negative COVID-19. Ni et al. set up an early-screening process focused on several CNN models to distinguish COVID-19 patients’ CT scans [17]. Furthermore, CNN was used to classify COVID-19 patients based on X-ray images of the chest [18]. Several researches have used 3-dimensional (3D) deep learning models to view COVID-19 based on CT images from the chest [19] - [22]. The transfer-learning technique was utilized by Wang et al. [23] to develop the deep learning models. Zhang et al. used the neural network "Visual Basic-Net (VB-Net)" for the CT scans to segment the COVID-19 infection regions [24]. Chen et al. have developed a U-Net++ based framework to classify COVID-19 patients using CT images [25]. Shi et al. introduced a random forest (iSARF) infection-size-aware approach that can automatically categorize subjects into classes of specific sets of infected lesion sizes [26]. However, latest methods in the literature have many cons and pros. One of the main cons is the need of large datasets and a lot of computational resources (memory and storage) for building and training CNNs. In our work, the dataset is limited, so it is not sufficient for building and training CNNs, but the data augmentation technique and transfer learning are applied to overcome the lack of tagged data and minimize the computational costs accordingly, increasing our frame work performance. However, CNNs still play an important role in medical filed diagnosis.

In this paper, VGG16 and ResNet50 models are used to distinguish positive and negative COVID-19 CT lung images results, while U-Net is used with both models to apply image segmentation for increasing the system efficiency. In addition to enhancements and noise suppression, preprocessing techniques, such as ISDNT and the Wiener filter are applied. Furthermore, system performance is improved by using transfer learning and data augmentation.

2. Methodology

The proposed framework is divided into four phases: 1) the preprocessing phase; 2) data augmentation and transfer learning; 3) segmentation based on the U-Net architecture; 4) classification based on VGG16 and ResNet50 models. This work proposes techniques to segment and classify COVID-19 CT images into positive or negative. This work depends on utilizing the full power of pre-

\[\text{Original CT images} \rightarrow \text{Determine the size of the images} \rightarrow \text{Enhanced CT image} \rightarrow \text{Denoising (preprocessed image)}\]

Fig. 1. Image preprocessing stage.
trained ResNet50 and VGG-16, as starting the training from scratch will lead to the over-fitting, time-consuming, and high-computational.

2.1. Image preprocessing phase

In the proposed algorithm, enhancing the image contrast and denoising are applied as the preprocessing step for the CT lung images. This step is performed to improve the image quality and therefore increase the images identification. In this paper, ISDNT [5] gives the best results. In addition, the Wiener filter [27] is utilized to denoise the CT lung images as explained in Fig. 1.

2.2. Data augmentation phase

We have already tried many strategies for data augmentation, including rotation and shifting [10]. Firstly, cropping, padding, and horizontal flipping are performed in our work. However, it is observed that after performing these data augmentation techniques, a part of the important information inside the CT images is lost, which affects the performance of the system. Secondly, another data augmentation technique is performed, in which our CT images are rotated 45°, 45° vertical flipped, and horizontal flipped. However, this data augmentation technique achieves poorer performance. Finally, some other rotation ways are performed in our work. Each preprocessed image rotates 0, 90°, 180°, and 270°, respectively. Therefore, each preprocessed image is augmented to four images as shown in Fig. 2. So, it is observed that the third raw in Fig. 2 is the optimal one. The results of the first and second two data augmentation techniques are added in Figs. 3 and 4.

2.3. Transfer learning

In this study, pre-trained VGG-16 and ResNet50 models [14,15] are used to produce higher performance than using these models starting from scratch. Training from scratch needs a huge number of datasets. So, using pre-trained models saves time and speeds up our suggested approach. Transfer learning is the process of using pre-trained models and modifying their parameters. This tackles the problem of small COVID-19 CT lung databases, which is our goal.

2.4. Segmentation phase

The segmentation of the region of interest (ROI) is a crucial step in the automated analysis of CT images for early detection. The segmentation could be considered as a classification task to classify each pixel in the dataset images either ROI or background (BG) [28].
Fig. 3. Data augmentation: (a) original CT lung images, (b) horizontal flipping, (c) padding and cropping, and (d) rotation.

Fig. 4. Data augmentation: (a) original CT lung images, (b) 45° vertical flip rotation, (c) 45° rotation, (d) vertical flipping, and (e) horizontal flipping.

Fig. 5. U-Net architecture [15].
The input of this phase is the preprocessed COVID-19 CT lung images and the output is ROI segmented COVID-19 CT images. Then, the ROI images are masked with the original grayscale CT lung images as the input to the classifier phase. Fig. 5 explains the U-Net model. It consists of two paths with the same padding followed by the rectified linear unit (ReLU) and a $2 \times 2$-pixel max pool with the step of 2 pixels [16], which are the basic elements of the U-Net based on the fully convolutional neural network (FCN) architecture, as the mixture of the layers of convolution in the contract direction and the layers of deconvolution in the expansive path. Segmented images of COVID-19 negative and positive images are showed in Figs. 6 and 7.

2.5. Classification phase based on deep CNN

Based on the obtained results in our previous work [14], it is observed that the ResNet50 and VGG16 models achieved the best performance in the classification process. The greyscale CT lung images are resized as $572 \times 572$ pixels, as explained in Fig. 5, to be suitable as the input of the proposed models. Our aim is to divide the COVID-19 CT images into two categories: Positive and negative. Some settings are tweaked to improve the performance of the COVID-19 CT image classification procedure. To begin, the parameters (the iteration number is $1 \times 10^7$, primary learning is adjusted to be $1 \times 10^{-6}$, the number of epoch is 150, the momentum is 0.9, and the weight decay is $5 \times 10^{-4}$) are fine-tuned to improve the performance, whereas prior parameters reflect the number of iterations, learning rate, number of epochs, momentum, and weight decay in the ResNet50 model. Second, to obtain the optimum performance, the iteration number, primary learning, epoch number, momentum, and weight decay should be $1 \times 10^6$, $1 \times 10^{-5}$, 200, 0.7, and $4 \times 10^{-3}$, respectively, in the VGG16 model. Tables 1 and 2 give more detailed descriptions of the deep convolution neural network algorithm.

3. Results

CT lung scans are promising in providing accurate, fast, and cheap screening and testing of COVID-19 [29]. Our collected COVID19-CT dataset consists of 349 COVID-19 CT and 397 non-COVID-19 CT. The dataset under investigation is split into two groups as follow: 70% for training and 30% for validation and testing based on patient IDs. These CT images have different sizes. The average, maximum and minimum heights are 491 pixels, 1853 pixels, and 153 pixels, respectively. The average, maximum, and minimum widths are 383 pixels, 1485 pixels, and 124 pixels, respectively. Our CT images are resized as $244 \times 224$ pixels to be suitable for our proposed deep learning models. Our research is based on Keras, a high-level Python library that runs smoothly on Notebook GPU cloud (2 CPU cores and 13 GB RAM).

Our proposed framework is implemented on 2312 total positive and negative COVID-19 CT lung images. All images under investigation are 2088 augmented CT images for training and 224 CT images for testing and validation, respectively. In order to authenticate
Fig. 7. Images segmentation of COVID-19 positive images: (a) original images, (b) segmented images, and (c) ground truth.

Table 1
Summary of the CNN layers for the ResNet50 architecture.

| Layer No. | Type        | Size           | Kernel/Stride | Activation |
|-----------|-------------|----------------|---------------|------------|
|          | Input       | $224 \times 224 \times 3$ | /             | /          |
| 1         | Convolution | $64 \times 3 \times 3$ | 2             | ReLU       |
| 2         | Convolution | $1 \times 1 \times 64$  | 2             | ReLU       |
| 3         | Convolution | $3 \times 3 \times 64$  | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 256$ | 2             | ReLU       |
| 4         | Convolution | $1 \times 1 \times 128$ | 2             | ReLU       |
| 5         | Convolution | $3 \times 3 \times 128$ | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 256$ | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 512$  | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 1024$ |              |            |
| Output    | 2           | $1 \times 1 \times 2048$ | /             | SVM        |

Table 2
Summary of the CNN layers for the VGG-16 architecture.

| Layer No. | Type        | Size           | Kernel/Stride | Activation |
|-----------|-------------|----------------|---------------|------------|
|          | Input       | $224 \times 224 \times 3$ | /             | /          |
| 1         | Convolution | $64 \times 3 \times 3$ | 2             | ReLU       |
| 2         | Convolution | $1 \times 1 \times 64$  | 2             | ReLU       |
| 3         | Convolution | $3 \times 3 \times 64$  | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 256$ | 2             | ReLU       |
| 4         | Convolution | $1 \times 1 \times 128$ | 2             | ReLU       |
| 5         | Convolution | $3 \times 3 \times 128$ | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 256$ | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 512$  | 2             | ReLU       |
|           | Convolution | $1 \times 1 \times 1024$ |              |            |
| Output    | 2           | $1 \times 1 \times 2048$ | /             | SVM        |
the diagnosis results, different strategies are introduced, as shown in Tables 3 and 4. It is observed that the proposed framework using positive and negative COVID-19 CT lung databases with and without data augmentation achieves the best performance in terms of all metrics (the accuracy (ACC), sensitivity (Se), precision (Pr), \(F_1\)-score, and area under the ROC curve (AUC)).

To increase the total number of images, training images are augmented to four images using different directions of rotation to get a total number of 2312 CT images. The diagnosis performance is evaluated in terms of ACC, Se, Pr, \(F_1\)-score, AUC, and computational time.

ACC is a measure of true predictions as in (1); Pr is the positive predictive value or fraction of detected malignant cases that match the ground truth, as in (2); Se is the true positive rate or the fraction of true malignant cases that are detected malignant, as in (3). \(F_1\)-score is the harmonic mean of Pr and Se and it represents a more generalized form balancing both, which gives the sample sets, similarity and diversity as represented in (4). And AUC can be obtained directly from the results (without a definition equation). It measures the entire two-dimensional area under the entire ROC curve and it provides an aggregate measure of performance across all possible classification thresholds. Except AUC, the mentioned metrics are defined as follows [30]:

\[
\text{ACC} = \frac{(\text{TP} + \text{TN})}{(\text{TP} + \text{FP} + \text{TN} + \text{FN})} \quad (1)
\]

\[
\text{Pr} = \frac{\text{TP}}{(\text{TP} + \text{FP})} \quad (2)
\]

\[
\text{Se} = \frac{\text{TP}}{(\text{TP} + \text{FN})} \quad (3)
\]

\[
F_1\text{-score} = \frac{2(\text{Pr} \times \text{Se})}{(\text{Pr} + \text{Se})} \quad (4)
\]

Table 3
Classification results for positive or negative COVID-19 without data augmentation for different phases (CT lung databases (LUNA16 and NLST) without data augmentation).

| Model | ACC (%) | AUC (%) | Se (%) | Pr (%) | \(F_1\)-score (%) |
|-------|---------|---------|--------|--------|------------------|
| VGG16 | 78.58   | 78.99   | 78.78  | 78.97  | 78.89            |
| ResNet50 | 83.58  | 83.45   | 82.88  | 83.57  | 82.99            |
| VGG16 + U-Net | 86.78 | 87.85   | 86.98  | 87.43  | 86.59            |
| ResNet50 + U-Net | 89.48 | 89.45   | 88.98  | 88.57  | 88.99            |
| Preprocessing + VGG16 | 85.48 | 85.45   | 84.98  | 85.57  | 84.99            |
| Preprocessing + ResNet50 | 92.74 | 92.89   | 91.99  | 92.44  | 93.13            |
| Preprocessing + U-Net + VGG16 | 94.89 | 94.99   | 94.88  | 95.43  | 95.12            |
| Preprocessing + U-Net + ResNet50 | 96.88 | 96.87   | 95.99  | 95.78  | 96.46            |

Table 4
Classification results for positive or negative COVID-19 with data augmentation for different phases (CT lung databases (LUNA16 and NLST) with data augmentation).

| Model | ACC (%) | AUC (%) | Se (%) | Pr (%) | \(F_1\)-score (%) |
|-------|---------|---------|--------|--------|------------------|
| VGG16 | 80.68   | 80.89   | 80.78  | 80.97  | 80.92            |
| ResNet50 | 85.88  | 85.45   | 85.95  | 85.82  | 85.99            |
| VGG16 + U-Net | 88.58 | 87.85   | 87.98  | 88.43  | 88.59            |
| ResNet50 + U-Net | 90.68 | 90.45   | 89.99  | 90.57  | 89.99            |
| Preprocessing + VGG16 | 87.98 | 88.95   | 87.98  | 88.77  | 87.99            |
| Preprocessing + ResNet50 | 94.54 | 94.89   | 93.99  | 94.34  | 94.43            |
| Preprocessing + U-Net + VGG16 | 96.79 | 95.99   | 96.78  | 96.53  | 96.82            |
| Preprocessing + U-Net + ResNet50 | 98.98 | 98.87   | 98.89  | 97.99  | 97.88            |

Table 5
A comparison between several classification methods based on different CNN architectures, datasets, and our proposed models.

| Model                      | Dataset               | Total number of images | ACC (%) | \(F_1\)-score (%) | AUC (%) |
|----------------------------|-----------------------|------------------------|---------|-------------------|---------|
| Our proposed framework     | COVID-19 CT images    | 2312                   | 98.98   | 97.88             | 98.87   |
| Preprocessing + U-Net + ResNet50 | COVID-19 CT images   | 2312                   | 94.54   | 94.43             | 94.89   |
| Our proposed framework     | COVID-19 CT images    | 2312                   | 90.68   | 89.99             | 90.45   |
| ResNet50                   | COVID-19 CT images    | 2312                   | 85.88   | 85.99             | 85.45   |
| VGG16 [30]                 | COVID-19 CT images    | 746                    | 76.00   | 76.00             | 82.00   |
| ResNet50 [30]              | COVID-19 CT images    | 746                    | 83.00   | 85.00             | 91.00   |
| DenseNet-169 [30]          | COVID-19 CT images    | 746                    | 86.00   | 85.00             | 94.00   |
| DenseNet-169 [31]          | COVID-CT-349 images   | 812                    | 87.10   | 86.10             | 95.20   |
| ResNet-50 [31]             | COVID-CT-349 images   | 812                    | 77.40   | 74.60             | 86.40   |
where FP is the non-lesion pixel segmented as the lesion pixel, which denotes the false positive; FN is the lesion pixel segmented as the non-lesion pixel, which denotes the false negative. TP is the true positive and TN is the true negative.

Tables 3 and 4 show the COVID-19 classification results for the CT lung images by using the proposed classification models. To assess the impact for each of the four phases on the proposed classification framework, the performance is evaluated for the following models individually:

- VGG16 and ResNet50 classify the CT images into positive or negative COVID-19.
- U-Net for segmenting, then VGG16 and ResNet50 classify the segmented CT images into positive or negative COVID-19.
- After preprocessing for the CT images using ISDNT and the Wiener filter, then the classification is performed by the VGG16 and ResNet50.
- Preprocessing is followed by the U-Net segmentation network, and then the VGG16 and ResNet50 classification networks work.

Also, for proving the influence of the data augmentation technique on the models performance, the classifier performance with and without data augmentation is explored, as shown in Tables 3 and 4.

The proposed framework for positive or negative COVID-19 CT lung classification is compared with other recent systems [31,32], and the results are shown in Table 5. The results show that the better performance is achieved by the proposed frameworks, as shown in Table 5.

4. Conclusions

In this paper, firstly, end-to-end, VGG16 and ResNet50 are applied to classify lung CT images into positive or negative COVID-19, respectively. Then, the U-Net with VGG16 or ResNet50 models are performed to segment and classify lung CT images into positive or negative COVID-19. In addition, preprocessing techniques are used to improve the image quality and remove noise. And data augmentation and transfer learning are applied to overcome the lack of the tagged COVID-19 dataset.

The diagnosis performance is evaluated in terms of AUC, ACC, Se, Pr, F1-score, and computational time. Experimental results show that the strategy using preprocessing, U-Net combined with the ResNet50 architecture, and data augmentation provides very accurate classification results with the average AUC of 98.87%, ACC of 98.98%, Se of 98.89%, Pr of 97.99%, and F1-score of 97.88% for the used database, and the computation memory requirement of this strategy is as low as possible. The results highlight the positive impact of using data augmentation and transfer learning in enhancing the classification performance. The robustness of the proposed system is investigated by comparing it with the other recent COVID-19 classification systems, and the results reveal the superior performance of the proposed approach.
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