Rotation Equivariant 3D Hand Mesh Generation from a Single RGB Image
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Abstract

We develop a rotation equivariant model for generating 3D hand meshes from 2D RGB images. This guarantees that as the input image of a hand is rotated the generated mesh undergoes a corresponding rotation. Furthermore, this removes undesirable deformations in the meshes often generated by methods without rotation equivariance. By building a rotation equivariant model, through considering symmetries in the problem, we reduce the need for training on very large datasets to achieve good mesh reconstruction.

The encoder takes images defined on $\mathbb{Z}^2$ and maps these to latent functions defined on the group $C_8$. We introduce a novel vector mapping function to map the function defined on $C_8$ to a latent point cloud space defined on the group $SO(2)$. Further, we introduce a 3D projection function that learns a 3D function from the $SO(2)$ latent space. Finally, we use an $SO(3)$ equivariant decoder to ensure rotation equivariance. Our rotation equivariant model outperforms state-of-the-art methods on a real-world dataset and we demonstrate that it accurately captures the shape and pose in the generated meshes under rotation of the input hand.

1. Introduction

Vision based models for 3D hand mesh generation are currently receiving a lot of interest, as they facilitate a wide range of applications including virtual reality (VR), augmented reality (AR), and sign language recognition. Currently, two main approaches exist to tackle the difficulties of 3D mesh generation from 2D RGB images. One approach uses deformable models which exploit a prior distribution in 3D shape shape. These models can be trained on relatively small datasets, although typically they struggle to generalise to a diverse range of hand meshes. As such, they often do not accurately generate hand meshes of correct shape and pose. The second approach is to use neural network models, which are more general and do not exploit a 3D shape prior. The neural network model is generally in the form of a convolutional encoder and graph or mesh neural network decoder. These models are able to more accurately predict the correct shape and pose of the hands, although these models currently require large amounts of data to train. This often requires the use of synthetic data as a pre-training step. Despite this, use of synthetic data often results in a model that does not generalise well to real-world examples. On the other hand, collecting large datasets of real-world data is expensive and time consuming. The lack of robustness presented from using synthetic data or the expense of gathering real-world data may limit the number of applications of the approach.

In this work we overcome the issue of requiring large amounts of data by building a neural network model with a suitable inductive bias. We quantitatively demonstrate the effectiveness of this approach on real-world data, outperforming previous state-of-the-art methods. Further, we qualitatively demonstrate the benefit of our choice of inductive bias and compare to alternative models. We follow the approach of using a neural network based decoder, rather than a deformable model with 3D shape prior, to overcome the issue with generalisation. In addition to building a model than can generalise, we utilise suitable inductive biases in each component of the model. This improved weight sharing in the model reduces the need for pre-training on large synthetic datasets and generalises well training only on a small real-world dataset. The resulting model is rotation equivariant, which is a suitable inductive bias for generating 3D meshes from RGB images due to the symmetries present in the data. To the best of our knowledge this is the
first work proposing rotation equivariance for the generation of 3D meshes from RGB images.

Previous approaches use a convolutional encoder and graph based decoder to generate meshes. We introduce a rotation-equivariant convolutional encoder and an SO(3)-equivariant decoder. In addition, we introduce two new novel components into the framework for 3D mesh generation from RGB images which we term a vector mapping function and 3D projection function. Instead of encoding images into a latent vector where no structure is enforced, as is done in previous works, we introduce a vector mapping function which maintains the rotation equivariance enforced in the encoder while projecting the data into a latent vector space. This guarantees that a rotation of the input image maps to a rotation of the latent space and therefore enforces some structure in the latent space. Furthermore, we introduce a 3D projection function that maintains the rotation equivariance enforced in the prior components of the model by utilising an SO(2) equivariant map. This maps from a vector representation of the group SO(2), \( \rho_1 \), to the direct sum of a vector and scalar representation of the group SO(2), \( \rho_1 \oplus \rho_0 \). This produces a third inferred dimension which we treat as the third dimension of a 3D space and feeds into the SO(3)-equivariant decoder.

Current leading models use some form of graph neural network as the decoder. Using a graph neural network (GNN) model enforces locality in the model as the features of each node in the graph are updated from the features of nodes within some neighbourhood. Current approaches choose a small sized neighbourhood for the update functions, although do not consider a larger neighbourhood. This locality is lost if the graph chosen is a fully connected graph. Current methods allow longer range dependency between nodes in the graph by stacking multiple GNN layers. No attention appears to be paid to the impact of this choice and whether there is a benefit to using larger neighbourhoods during update functions or even fully connected graphs. Further, it can be noted that using an MLP layer instead of fully connected GNN could be seen as an alternative approach to allowing long range dependency on node features. In this work we compare models with both an MLP and GNN decoder to explore the benefit of using a decoder with locality as an inductive bias. While this highlights some advantages of using a GNN decoder, there are also some disadvantages and this motivates us to build a MLP based model with rotational equivariance.

2. Related Work

Equivariance in neural networks has been used for many years in the form of translation equivariance [38], which led to many successes with image data [34]. More recently, equivariance has been considered for rotations of images. Initially this was achieved by looking at group actions for the discrete groups \( \rho_4 \) and \( \rho_{4m} \) of rotations by 90° and also reflections [10]. The theory of steerable CNNs describes rotation and reflection equivariant convolutions on the image plane \( \mathbb{R}^2 \) [8, 9, 11, 12, 55]. Steerable CNNs have a feature space that is defined as a space of feature fields, which is characterised by a group representation. This group representation defines the transformation law of the feature space under transformation of the input. A range of group equivariant convolution neural networks have been proposed [2, 10, 14, 29, 33, 54, 56], which consider equivariance to the group \( E(2) \) and its subgroups. It has been shown that rotation equivariance is a useful choice of inductive bias in a range of applications where there is a known symmetry of the input domain [2, 23, 41, 52, 54].

Similarly to the developments of equivariance for image data on the plane \( \mathbb{R}^2 \), equivariance has been considered for graphs and point clouds in 3D space. In general for 3D point clouds or graphs the group considered is that of 3D rotations, \( SO(3) \), 3D rotations and translations, \( SE(3) \), or 3D rotations, reflections and translations, \( E(3) \) [19, 32, 47, 49, 51]. The group representations for \( SO(3) \) are orthogonal matrices that can be decomposed as \( \rho(g) = Q^T \left[ \begin{bmatrix} D_l(g) \end{bmatrix} \right] Q \), where \( Q \) is a change-of-basis matrix and \( D_l \) is a Wigner-D matrix [19]. In work on \( E(3) \) equivariant models the message passing graph neural network [21] is modified such that edge updates use the squared distance and position is updated using a vector field in a radial direction to guarantee equivariance to the group \( E(n) \). In addition to 3D point clouds, an equivariance constraint can be placed over a network for 2D rotational groups, such as \( SO(2) \) or \( SE(2) \) [17].

Following this, work has been conducted on a more general method of constructing equivariant models [37, 45]. However these methods still require considerable mathematical work limiting there general application. On the other hand, a general framework for constructing rotation reflection equivariant convolutional networks for the group \( E(2) \) including subgroups was presented in [54]. Further, a general framework for solving equivariance constraints for a range of different groups was presented for a multilayer perceptron (MLP) based architecture in [18].

GNNs were first introduced as a means to learn on graph structured data using neural networks where the data is irregularly structured [15, 22, 40, 48]. GNNs become more widely used when they were developed to scale better with the size of input graph [4, 13, 21, 31, 53]. Since then GNNs have been used to learn about graphs [7, 42, 43, 50, 58], point clouds [19, 28, 39, 57, 60], and meshes [16, 24, 25]. Graph-convolutions are relevant here as they can be used in the decoder as an inductive bias to build into the model. They provide the inductive bias of locality in the model, meaning that features are updated only based on neighbouring nodes. On the other hand, using an MLP does
not provide any locality inductive bias in the model, as the features at every node are updated based on the features of every other node.

Generating meshes from 2D images has seen increased attention in recent years [6]. Using a convolutional encoder is the approach taken in all prior works to embed the image into a latent space, with differing choices of convolutional architecture. The main difference between prior works comes in the form of the decoder. One approach is to use a deformable model which has been fit to landmarks, exploiting a prior distribution in 3D shape space [1, 3, 26, 36, 59]. This has the advantage that the model will generate realistic looking hands. On the other hand, this approach has a weakness that the model will tend to generate hands only from the prior distribution and therefore the generated meshes may not accurately reflect the input image. Another approach is to use more general models as the decoder with no prior distribution guiding the model to generate hands. One such method uses a ResNet-50 encoder and spacial mesh convolutional decoder [35]. Another method uses a stacked hourglass convolutional encoder and graph convolutional decoder utilising Chebyshev polynomials [20]. While these approaches more accurately generate hand meshes with the correct shape and pose of the input image, they generally require large amounts of synthetic data as a pre-training step. This is not advantageous as it requires significant effort in creating a synthetic dataset. In addition, these methods are not robust at generating real-world meshes due to the reliance on large datasets.

3. Methodology

3.1. Overview

Our work follows the general structure of previous works on learning to generating 3D hand meshes from RGB images in that it uses an encoder to embed the image into a latent space and a decoder to generate the 3D meshes. Unlike previous works we consider the symmetries in the problem and create a rotation equivariant encoder and decoder. In addition, we add two new modules a vector mapping function and a 3D projection function. The vector mapping function maps from a latent image space on the group $C_8$ to an SO(2) representation space. The 3D projection function maps from an SO(2) vector space to an SO(2) vector space and scalar space which allows us to introduce the third inferred dimension of the 3D space in a controlled way. By ensuring rotation equivariance at each stage of the model a 2D rotation of the input image corresponds to a 2D rotation of the output mesh about the third axis. Ensuring rotation equivariance within the model reduces the dependency on very large data sets and removes undesirable deformations of the mesh under rotation of the image.

The input to the model is RGB images of hands and the model outputs predicted meshes of the hand. The decoder predicts the point positions of a mesh, where we follow previous work [20, 35] and output the points of the mesh in a fixed order which makes use of a predefined topology. In this work, we train directly on a small dataset of real-world data and do not have any expensive pre-training step on synthetic data.

3.2. Graphs

The state-of-the-art prior methods utilise a GNN decoder with node neighbourhoods chosen to be relatively small in comparison to the entire set of vertices in the output mesh. No consideration is given to the neighbourhood size used in the graph decoder and whether a global update could improve upon the local updates of a GNN. A MLP could be viewed as a fully connected GNN update with separate update on each edge. The main drawback of an MLP is the fixed size outputs of the model and in general GNNS are used due to the variable size of the data. Here when generating 3D meshes the output is of fixed size and hence one benefit of using a GNN is moot. The remaining advantage of using a GNN over an MLP is that the GNN has an inductive bias of locality. We experimentally compare using a GNN and MLP decoder in Table 1 and note that the MLP decoder achieves a lower vertex and Laplacian loss indicating the GNN decoder learns to generate more accurate and smoother meshes. We further look at the validation mesh error for both the GNN and MLP decoders in Table 4. This shows that the MLP produces a lower mesh error on the fixed orientation images, but a larger mesh error on the rotated hands. This indicates that the inductive bias of locality marginally reduces over fitting over the MLP model. The GNN decoder therefore predicts less accurate and less smooth meshes. As we seek to build the inductive bias of rotational equivariance into our model, which aims to improve the generalisation of the vertex position prediction, we conclude that an MLP decoder is desirable given its improved performance.

3.3. Encoder

For the encoder we use a steerable convolutional neural network (CNN) model which is translation-rotation equivariant. We enforce equivariance to the group $C_8$, the group of rotations by 45°, and use the regular representation, $ρ_{reg}$, to define the transformation law of the feature fields in the network. The steerable CNN has a feature space of steerable fields $f : \mathbb{R}^2 \rightarrow \mathbb{R}^8$ which associate an 8-dimensional vector $f(x) \in \mathbb{R}^8$ with each point $x$ in the base space. The transformation law of the feature fields in the convolutional model is given by $f(x) := ρ(g) \cdot f(g^{-1}(x - t))$, which says that it transforms the feature fields by moving the feature vectors from $g^{-1}(x - t)$ to their new position $x$ and acts on them by $ρ(g)$ which permutes the order of the feature vec-
tor depending on the group element $g$. For the encoder we define a residual block, which comprises of two steerable convolution layers, two batch normalisation layers [30], and two ReLU layers [44] with skip connection [27]. The encoder comprises of a steerable convolution, batch normalisation, and ReLU layer followed by five residual blocks and final steerable convolution. The encoder is detailed in Figure 1 and Figure 3a.

3.4. Vector Mapping

The vector mapping layer converts latent functions defined on the group $C_8 \rtimes \mathbb{Z}_{n^2}$ to a latent vector space on the group $SO(2)$. This is done by using representations of the group $\rho(g) \in \mathbb{R}^{2 \times 2}$. Finally, we apply a permutation invariant function as we specify that the output graph should be of fixed topology. This permutation invariant function ensures the topology of the output graph is not dependent on the permutations of the encoder’s transformation law. In tensor notation the vector mapping function maps from $T^1_{C_8 \rtimes \mathbb{Z}_{n^2}} \rightarrow T^1_{SO(2)}$. The vector mapping function is detailed in Figure 3b.

3.5. 3D Projection

The 3D projection function takes a latent vector space as the input, where the input representations are representation of the group $SO(2)$, in tensor notation $T^1_{SO(2)}$. This function maps to both a vector representation and scalar representation of the group $SO(2)$, in tensor notation $T^1_{SO(2)} \oplus T^0_{SO(2)}$. Therefore, the 3D projection function maps from $T^1_{SO(2)} \rightarrow T^1_{SO(2)} \oplus T^0_{SO(2)}$. We treat the scalar representation as the third inferred dimension of the 3D mesh and reshape the output into a 3D vector space. The 3D projection function is detailed in Figure 3c.

3.6. Decoder

The decoder maps the latent function, which is a vector representation of the group $SO(3)$, into the vertex points of the output mesh such that the decoder is $SO(3)$-equivariant. The decoder comprises of three layers mapping between representations of the group $SO(3)$ with an output space of $954V^1$, which reflects that the output mesh has 954 position vectors in 3D space as the vertex set. The architecture of the decoder is presented in Figure 2 and Figure 3d.

3.7. Training

The loss function consists of a vertex reconstruction loss and a Laplacian loss. The vertex reconstruction loss is a mean squared error loss and enforces that points in the predicted mesh are close to points in the true mesh.
Figure 3. The 3D hand mesh generation model can be broken down into four key components, namely an encoder, vector mapping, 3D projection, and decoder. (a) The encoder is a rotation equivariant convolutional neural network that takes as input 2D RGB images of hands and outputs a latent space that comprises of functions on the group. This means that a rotation of the input image corresponds to a rotation and permutation of the latent space. (b) The vector mapping function takes as input the latent functions and outputs 2D vector spaces. (c) The 3D projection function takes as input 2D vector spaces and outputs both a 2D vector space and a 1D vector, which are interpreted as the X-Y and Z dimensions in 3D space respectively. This function uses representations of the group SO(2) to map from a vector representation, $T_1$, to both a vector representation, $T_1$, and scalar representation, $T_0$. (d) The decoder is a SO(3) equivariant function that maps from 3D points to 3D points, where the output is the hand mesh.
\[ L_v = \frac{1}{N} \sum_{i=1}^{N} \left\| \hat{v}_i^{3D} - \tilde{v}_i^{3D} \right\|_2^2, \]  
\[ L_l = \frac{1}{N} \sum_{i=1}^{N} \left\| \delta_i - \sum_{v_k \in \mathcal{N}(v_i)} \delta_k / B_i \right\|_2^2, \]

where \( v_i^{3D} \) and \( \tilde{v}_i^{3D} \) are the ground truth and predicted vertex locations respectively. The Laplacian loss is introduced to preserve the local surface smoothness of the mesh:

where \( \delta_i = v_i^{3D} - \hat{v}_i^{3D} \) is the offset between the ground truth and predicted vertex locations, \( \mathcal{N}(v_i) \) is the set of neighboring vertices of \( v_i \), and \( B_i \) is the number of vertices in the set \( \mathcal{N}(v_i) \). We use hyperparameters \( \lambda_v = 1 \) and \( \lambda_l = 10 \) in our implementation.

The model is trained with the Adam optimizer for 1000 epochs with an initial learning rate of \( 10^{-5} \), decayed by a factor of 0.5 every 100 epochs. We do not use data augmentation as in general the typical data augmentation applied to images does not have a corresponding augmentation on the mesh. Therefore, using data augmentation where the input data is defined on the group \( \mathbb{Z}^2 \) and the output data is defined on the group \( \text{SO}(3) \) is ill-defined. Further, ignoring this and applying data augmentation to the input images, such as rotations, without applying the corresponding rotation to the output mesh will guide the learning process of the model to being invariant to such transformations, which is undesirable. We train on a Titan Xp with a batch size of 8 with input image size of \( 256 \times 256 \).

4. Experiments

We experiment on the real-world dataset from [20] which we split into 500 training examples of images and meshes, and 83 validation examples of images and meshes. We report the vertex and Laplacian losses and the mesh error as evaluation metrics, where the mesh error is the average error in Euclidean space between corresponding vertices in each generated 3D mesh and its ground truth 3D mesh.

We first experiment with the choice of decoder in the model by considering an MLP and GNN decoder. As presented in Table 1, the MLP decoder achieves lower vertex and Laplacian loss indicating it is predicting more accurate and smoother meshes. This result indicates that the inductive bias of locality introduced by using a GNN decoder has a negative impact upon the accuracy and smoothness of generated meshes, while updating each vertex position based on the positions of all other vertices through the use of an MLP generates more accurate and smoother meshes. We also compare to a rotation equivariant model, EMLP. The EMLP model performs worse than the MLP model for the vertex loss, but outperforms the GNN model. Despite the worse vertex prediction accuracy of the EMLP model, it achieves almost comparable performance to the MLP model for Laplacian loss in Table 1 indicating it is predicting equally smooth meshes. The better performance of the MLP model is due to the model having more trainable parameters than the other two models and being unconstrained through the addition of no inductive bias, which allows the model to over-fit to the training data.

Secondly, we consider three different models two non-rotation equivariant models, named MLP and GNN, and a rotation equivariant model, named EMLP. All three models have an identical training scheme and they are tested on the 83 validation examples. As presented in Table 2 the model without rotation equivariance using an MLP decoder achieves the best validation mesh error on the fixed orientation validation dataset. The GNN decoder performs more poorly indicating worse generalisation to the validation dataset. Further, the rotation equivariant model performs worse still. This result is due to the constraints placed over the GNN and EMLP models via a choice of inductive bias, which results in them having less trainable parameters in the models. In addition to comparing to the fixed orientation validation set, which is likely to contain hands in similar orientations to the training dataset, we consider a rotated orientation validation dataset, where the hands and meshes are correspondingly rotated. Evaluation on this validation dataset highlights the failure of the non-rotation equivariant models, where the rotation equivariant EMLP model drastically outperforms the other methods. Overall, the consistency of the rotation equivariant model across all validation datasets and the improved generalisability results in it outperforming other models. This indicates our choice our choice of model for generating 3D meshes is beneficial and rotation equivariant is a useful inductive bias to build into the model.

In addition to the performance of the three networks, we present the number of trainable parameters. Table 3 shows that overall our EMLP model has two orders of magnitude less trainable parameters than both the MLP and GNN model. Our model has significantly less parameters in the encoder due to both the improved weight sharing and con-
Figure 4. Qualitative mesh reconstruction results on the validation dataset from the real-world dataset of [20] comparing our model’s predictions to the target meshes.

| Method    | Fixed orientation mesh error (mm) | Rotated orientation mesh error (mm) |
|-----------|-----------------------------------|-------------------------------------|
| MLP       | 5.33                              | 143.10                              |
| GNN       | 6.02                              | 138.5                               |
| EMLP      | 9.67                              | 10.41                               |

Table 2. Average mesh error tested on the validation set of the real-world dataset [20] in the column fixed orientation mesh error. Also, a rotated version of this validation dataset in the column rotated orientation mesh error, where the rotations used are 90°, 180°, and 270°.

Table 3. Number of trainable parameters in each component of the model in millions.

| Method   | Encoder | Reshaper | Decoder | Total  |
|----------|---------|----------|---------|--------|
| MLP      | 235.73  | 11.73    | 45.80   | 293.26 |
| GNN      | 235.73  | 11.73    | 0.56    | 348.02 |
| EMLP     | 0.06    | 1.11     | 0.52    | 1.69   |

Fine-tuning only convolutional layers, where as the other two models have MLP layers at the end of the encoder to maintain similarity with previous work. Our model also has less trainable parameters in the reshaper. This is also due to the improved weight sharing through the use of SO(2)-equivariance. In the decoder our model reduces the parameter count over the MLP model due to the weight sharing imposed by SO(3)-equivariance. The inductive bias of locality causes the GNN decoder to have a similar number of parameters to the EMLP model.

Further, we compare our rotation equivariant model to other prior works in Table 4. This demonstrates that our method produces superior results to previous methods on a real-world validation dataset.

| Method            | Mesh error (mm) |
|-------------------|-----------------|
| MANO-based [46]   | 20.86           |
| Direct LBS [5]    | 13.33           |
| Graph CNN [20]    | 12.72           |
| Ours              | 9.67            |

Table 4. Average mesh error tested on the validation set of the real-world dataset. Results for prior methods are taken from [20].
Finally, we qualitatively validate our method by comparing the target mesh to the mesh predicted by our model in Figure 4. We present the image input into the model with both the target and predicted meshes projected onto the input image. Further, we show the mesh generated by our model for the image in two different view points. This shows that the generated meshes accurately capture the pose and shape required and the generated meshes are smooth. In addition to qualitative analysis on the validation dataset, we also compare how our model performs to the two non-rotation equivariant models with MLP and GNN decoders on a validation dataset where the hands have been rotated by 90°. As is demonstrated in Figure 5 our EMLP model generates meshes that accurately capture the pose and shape of the hand. On the contrary, the MLP and GNN model fail to capture the pose correctly and do not predict realistic looking hand meshes in many cases. This result is an effect of the type of inductive bias that we chose to build into our model. Table 2 shows that the GNN model can accurately reconstruct the meshes when the orientation remains fixed, although in reality this will not be the case and therefore the inductive bias of locality hurts the models ability to generalise. Further, the MLP model with no inductive bias appears to generate more realistic looking hands than the GNN model, despite generating hands of incorrect pose.

Comparing both models to our EMLP model highlights the value of building useful inductive bias into the model, especially those that reflecting some known symmetry in the data.

5. Limitations

We use a discrete group of rotations, $C_8$, in the encoder, which means the encoder presented here is equivariant to rotations by 45°. This could be modified to use a larger group consisting of smaller rotations, although this would increase the feature space size. Ideally this would be modified to use a continuous rotation group, which although possible, would require a different choice of vector mapping function. However, we leave this to future work.

6. Conclusion

We present a novel framework for generating 3D hand meshes from 2D RGB images comprising of equivariant layers that ensure the entire model is rotation equivariant. To the best of our knowledge this is the first model for generating 3D meshes from 2D RGB images that considers equivariance. We provide a comparison between and MLP and GNN based decoder, showing that an MLP model generates smoother meshes than a GNN model. This im-
provement in mesh generation justifies our choice of using an MLP based model. Further, we demonstrate that rotation equivariance is a suitable inductive bias to build into each component of the model by outperforming other leading methods on a real-world dataset. In addition, this improves robustness by removing undesirable deformations of the generated meshes under rotation of the input image, which we both quantitatively and qualitatively compare with non-rotation equivariant models. The theoretical match of prior knowledge about the problem, and the improved empirical performance compared to the state of the art support the use of these new inductive biases in models generating 3D hand meshes from 2D RGB images.
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