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The quantification of tumor-infiltrating lymphocytes (TILs) has been shown to be an independent predictor for prognosis of breast cancer patients. Typically, pathologists give an estimate of the proportion of the stromal region that contains TILs to obtain a TILs score. The Tumor Infiltrating Lymphocytes in breast cancer (TIGER) challenge, aims to assess the prognostic significance of computer-generated TILs scores for predicting survival as part of a Cox proportional hazards model. For this challenge, as the TIAger team, we have developed an algorithm to first segment tumor vs. stroma, before localising the tumor bulk region for TILs detection. Finally, we use these outputs to generate a TILs score for each case. On preliminary testing, our approach achieved a tumor-stroma weighted Dice score of 0.791 and a FROC score of 0.572 for lymphocytic detection. For predicting survival, our model achieved a C-index of 0.719. These results achieved first place across the preliminary testing leaderboards of the TiGER challenge.

Introduction

Breast cancer is the most common type of cancer worldwide. In the UK, it accounts for 15% of all new cancer cases and 7% of all cancer deaths [1]. Only 76% of women diagnosed with breast cancer will survive their disease for ten years or more and it is still the second most common cause of cancer deaths in the UK [1]. Breast cancer is primarily classified by its histological appearance, with most breast cancers deriving from the epithelial lining of the lobules or ducts (known as lobular/ductal carcinoma). It is a heterogenous disease, consisting of many types, and thus many factors must be considered when prescribing treatment for patients.

There has been a surge in literature emphasising the prognostic and predictive importance of tumor-infiltrating lymphocytes (TILs) visually assessed by pathologists on biopsies and surgical resections, particularly within triple negative (TNBC) and human epidermal growth factor receptor 2 (HER2+) breast cancer [2, 3]. Studies have shown that an increased degree of lymphocytic infiltration is prognostic of better long-term disease control. This has resulted in the development of guidance for generating a ‘TILs score’. Here, the proportion of stromal area (within the borders of the invasive tumor) to contain TILs is estimated and given as a TILs score between 0 and 100 [2].

With the advances of deep learning methods over the last decade for image analysis, several methods have been proposed to detect and/or segment nuclei and different regions in H&E stained whole slide images (WSIs) [4–7]. The Tumor Infiltrating Lymphocytes in breast cancer (TiGER) challenge was formed to evaluate new computer algorithms for the automated assessment of TILs in HER2+ and TNBC histopathology slides. The challenge aims to inspire the generation of algorithms that can automatically generate a TILs score with high prognostic value, in an objective and efficient manner. As part of this challenge contestants were asked to submit an algorithm to two leaderboards. Leaderboard 1 (L1) assesses the performance of the algorithm for the segmentation of tumor/stroma and the detection of all TILs in provided regions of interest (ROIs). Leaderboard 2 (L2) consists of WSIs that must be used to generate a TILs score for the case that is predictive of survival.

In this work, we propose a pipeline for use with breast cancer H&E slides that segments tumor/stroma regions and detects TILs before producing a TILs score per slide. This algorithm was submitted to the TiGER challenge as team TIAger. Following the segmentation of tumor/stroma regions, our algorithm calculates the total tissue area from the tissue mask to determine whether the tissue should be part of the L1 or L2 pipeline. If the tissue is less than 5 mm\(^2\) in area, then it is processed in the L1 pipeline to segment tumor-stroma and detect all TILs in the entire tissue mask. If it is greater than this area, then it is processed as part of L2 that next generates a tumor bulk region and detects TILs within the stroma area of the tumor bulk region alone. These segmentations and detections are then used to generate a TILs score for the WSI. We first provide a description of the data used, before describing the segmentation/detection deep learning models and how they were trained. We next give a detailed overview of the whole pipeline for inference on new images along with the preliminary results achieved for L1 and L2.
We briefly list our contributions from this work below:

1. First, we train segmentation and detection deep learning models based on the Efficient-UNet architecture to generate state-of-the-art results on the preliminary leaderboards.
2. We then incorporate our models as part of a fully automated pipeline for TILs scoring.
3. To allow our pipeline to be reproduced by future researchers we have made our code and model weights publicly available on GitHub: https://github.com/adamshephard/TlAger.

Methodology

A. Data. For training our segmentation and detection models, we employed the ‘WSIROIS’ dataset. This dataset provided by the challenge organisers consists of 195 WSIs of breast cancer (core-needle biopsies and surgical resections) with pre-selected ROIs and manual annotations. This dataset was curated by combining cases from three sources:

1. TCGA: TNBC cases from TCGA-BRCA archive (n = 151). The annotations provided for this dataset were generated by adapting the publicly available BCSS [8] and NuCLS [9] datasets.
2. RUMC: 26 cases of TNBC and HER2+ cases from Radboud University Medical Center (Netherlands), with annotations by a panel of board-certified breast pathologists.
3. JB: 18 cases of TNBC and HER2+ cases from Jules Bordet Institute (Belgium). Annotations for these were made by a panel of board-certified breast pathologists.

All data was extracted and provided at 20× magnification (resolution of 0.5 micron-per-pixel) by the organisers for processing. All provided images have corresponding tissue masks for use in processing. Each image had manual region annotations provided with the following classes: invasive tumor, tumor-associated stroma, in-situ tumor, healthy glands, necrosis not in-situ, inflamed stroma and other. In this work, we merged the classes ‘tumor-associated stroma’ and ‘inflamed stroma’ to form a ‘stroma’ class. We then set all other classes to zero, except the ‘in-situ tumor’ class. In this way, our segmentation task only consisted of three classes: background, stroma and tumor.

For the development and optimisation of our TILs score pipeline (e.g., generating tumor bulk region and forming a TILs score) we used the ‘WSITILS’ dataset. This dataset was additionally provided by the challenge organisers and contained 82 WSIs of biopsies and surgical resections of TNBC and HER2+ breast cancer tissue from RUMC and JB. Here, ground truth TILs scores were provided for each WSI from a board-certified breast pathologist.

B. Segmentation.

B.1. Network Architecture. We employed a lightweight segmentation model, called Efficient-UNet [10], for the segmentation task (implemented in TensorFlow). Efficient-UNet is a fully convolutional network based on an encoder-decoder design paradigm where the encoder branch is the B0 variant of Efficient-Net [11]. Using this model with pre-trained weights from ImageNet as a backbone allows the overall model to benefit from transfer-learning, by extracting better feature representations and gaining higher domain generalizability. The following Jaccard loss function was utilised to train the model [12]:

\[
\mathcal{L}_\text{Jaccard}(y_t, y_p) = 1 - \frac{\sum y_t y_p + \epsilon}{\sum y_t^2 + \sum y_p^2 - \sum y_t y_p + \epsilon},
\]  

where \(y_p\), \(y_t\), \(\epsilon\) are the model prediction, ground truth segmentation, and a constant equal to 1 to avoid division by zero, respectively.

B.2. Model Training. We trained the Efficient-UNet to semantically segment the input image into three prediction maps: invasive tumor (label index 1), stroma (label indices 2 and 6), and others (which comprises the background and all other tissue components rather than the first two). The model was trained via a stratified 5-fold cross-validation framework, where each fold contained approximately the same number of images from each of the three subsets of the ‘WSIROIS’ dataset. For training, patches of size 512 × 512 pixels were extracted at 10× magnification, with a stride of 256 pixels. Images were normalised prior to being fed into the model for training by subtracting the ImageNet mean intensity and dividing by the ImageNet standard deviation. The segmentation model was trained using standard data augmentation techniques, with the addition of stain augmentation. The extent and combination of these augmentation techniques were randomly selected on-the-fly and differ from epoch to epoch.

Model training was performed across two phases. First, weights of the encoder were fixed to train the randomly initialised decoder for 10 epochs (Adam optimiser with learning rate of 0.003). We then trained the entire network for an additional 50 epochs using the same optimizer but a reduced learning rate of 4 × 10\(^{-4}\).

B.3. Model Inference. For model inference, we used the top three performing segmentation models from 5-fold cross-validation to obtain an assembled result. Patches of size 512 × 512 were extracted from the tissue region at 10× magnification with a stride of 256 and a zero-padding of 128 pixels. Inference was then performed on each patch using each of the three segmentation models. The predicted segmentation maps were then averaged and the resulting segmentation mask was then thresholded for each predicted tissue type \((\tau_{\text{stroma}} = 0.35, \tau_{\text{tumor}} = 0.20\), optimised over experiments) and morphological opening was performed on the predicted tumor region (disc of radius 10). Following this, each segmentation mask was combined with the corresponding tissue mask. Only the centrally cropped 256 × 256 region was saved to the overall segmentation mask.
C. Detection.

C.1. Network Architecture. For the detection task, we used the same model (Efficient-UNet) architecture and loss function as was employed for the segmentation task as described in Section B.1. The model takes an RGB input image of 128 × 128 pixels at 20× magnification for inference and returns a 128 × 128 segmentation map.

C.2. Model Training. The model was trained via a stratified 5-fold cross-validation framework, where each fold contained approximately the same number of images from each of the three subsets of the ‘WSIROIS’ dataset. A binary segmentation was produced for each TIL by dilating each ground truth detection by a radius of 5 pixels using morphological operations. In producing pseudo-segmentation masks for each detection we transformed the detection task into a segmentation task. For producing the output segmentation maps were then aggregated across all batches. Then the model was trained via a stratified 5-fold cross-validation framework, where each fold contained approximately the same number of images from each of the three subsets of the ‘WSIROIS’ dataset. A binary segmentation was produced for each TIL by dilating each ground truth detection by a radius of 5 pixels using morphological operations. In producing pseudo-segmentation masks for each detection we transformed the detection task into a segmentation task. For producing the output segmentation maps were then aggregated across all batches.

C.3. Model Inference. For model inference we used the top three performing models from the 5-fold cross-validation and ensembled their output. Tiles of size 1024 × 1024 were extracted from the tissue region at 20× with a stride of 1024 on inference. The patch was then further divided into sub-patches of size 128 × 128 with an overlap of 28 pixels. These patches were then fed into each of the three detection models. The output segmentation maps were then aggregated across each 1024 × 1024 tile. The output tile segmentations were then averaged to generate an ensemble lymphocyte segmentation map. We then thresholded the output segmentation mask (threshold = 0.3) and performed connected components analysis to find each individual detection. The centroids of the predicted nuclei and the mean intensities were then stored as the output detection coordinates/probabilities.

D. Processing Pipeline. The first step of our pipeline for processing each WSI consisted of performing semantic segmentation of the WSI. Next, we used the tissue mask to determine the area of the WSI. For L1, only ROIs were provided for processing, and we returned a semantic segmentation and a list of detections for the entire ROI area. In contrast, for L2, we were required to instead use the segmentations/detections to generate a TILs score for the WSI. Thus, if the area of the tissue mask was less than 5 mm², we performed the L1 pipeline and if it was greater, the L2 pipeline.

For the L2 pipeline, following the generation of the segmentation mask for the WSI we next found the ‘tumor bulk’ region. This was defined using the same pipeline as the baseline algorithm (e.g., morphological operations followed by Delaunay triangulation). Following this, the tumor-associated stroma was found by taking the overlap between the bulk tissue mask and the stroma from the inferred segmentation mask. We then performed detection in this stroma region alone. Next, we performed slide-level non-maxima suppression on the detected lymphocytes (patch size 2048 × 2048 pixels, at 20× magnification). We then counted the number of lymphocytes within the bulk-stroma area. We multiplied this by an estimated lymphocyte area of 16 microns (optimised on ‘WSITILs’) and calculated the area of the bulk stroma. The TILs score was calculated by dividing the total predicted TILs area by the stromal area and multiplying by 100. The score was further constrained to be an integer between 0 and 100.

Results

Many configurations for the segmentation and classification networks were tested, but the ones with minimum segmentation loss and best F1-score/dice scores across each experiment on 5-fold cross-validation were selected. The threshold values and hyper-parameters used for each detection/segmentation model were selected based on the cross-validation experiments. Following 5-fold cross-validation, our segmentation model achieved a dice score of 0.762 for tumor segmentation and 0.718 for stroma segmentation. We achieved a F1-score of 0.702 for detection. Example segmentations and detections with Efficient-UNet can be seen in Figures 1 and 2 respectively. When predicting TILs scores with the ‘WSITILS’ dataset we achieved a Pearson correlation coefficient of 0.744.

The preliminary test sets for L1 consisted of 26 WSIs with ROIs manually selected by the organisers. Using the proposed method, we achieved a tumor-stroma dice score of 0.791 on the L1 preliminary test set. Here, the tumor-stroma dice score is the average of the tumor vs background and the stroma vs background dice scores. For the detection of TILs we achieved a free-response receiver operating characteristic curve (FROC) score of 0.572 on the preliminary test set. When tested on L2 (containing 200 WSIs), our approach got the highest C-index of 0.719 for predicting survival as part of a Cox proportional hazards model based on our generated TILs scores. This demonstrates the robustness and generalisability of our method to new data. Combined, these results obtained first place in the challenge for both the L1 and L2 preliminary leaderboards.

Discussion and Conclusions

In this work, we have presented a new pipeline for TILs scoring in breast cancer cases using the segmentation of tumor/stroma regions and the detection of TILs for each WSI. Both our segmentation and detection models are based on the Efficient-UNet architecture. The proposed method achieved the highest rank on the preliminary leaderboards of the TiGER challenge for both the segmentation/detection and predicting survival tasks.
Fig. 1. Sample segmentation output from Efficient-UNet with tumor, stroma and other regions coloured in green, blue and red, respectively.

Fig. 2. Sample detection output from Efficient-UNet: Raw input images (left); Detections (middle) shown in circles, where green circles represent true positives, blue circles false negatives and yellow circles false positives; Images showing further zoomed versions of the selected regions (right).
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