Information break of time symmetry in the macroscopic limit
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The evident contrast between the time symmetry of fundamental microscopic laws and the time asymmetry of macroscopic processes is a challenging physical problem. The observation of unitary evolution of a general physical system by an idealized observer whose recording and processing information is time neutral is studied in a full information context. In the macroscopic limit, a contradiction between observations and predictions done at different times appears. It implies that the observer cannot read records performed at times when the entropy of the system is larger.

Consider two observers detecting independently the macroscopic state of a gas in box at two different times. At $t_a$, Alice detects the gas at the left part occupying the volume $V/2$. Bob finds it as filling the whole volume $V$ at $t_b$. Bob does not know the past of the gas but using statistical analysis he deduces that the probability that its actual microstate $x_b$ is a final microstate of a process $V'/\rightarrow V$, where $V'$ is smaller then $V$ (e.g. $V' = V/2$), is in order of $10^{-10^{20}}$, i.e. it is practically impossible.

When studying this situation in a broader context we see that, before $t_a$, there must exist some operations guaranteeing the initial conditions of the gas at $t_a$. Such considerations lead into the so called past hypothesis that the past of the system tends to states with an extremely low entropy. Using this hypothesis Bob knows that the past states have lower entropy and cannot derive the previous (incorrect) result.

Bob knows that the past states have lower entropy and cannot derive the previous (incorrect) result.

In this Letter, we analyze such situations from a pure information viewpoint. The observer here is a robot strictly determined by doing only these operations: it performs a measurement at time $t$, gains coarse-grained information $\mathcal{I}(t)$ about the state of a system, processes it anyway, and records the result. The question is at which time this record can be read. The answer is simple: if the observed system is macroscopic and it is isolated between times $t$ and $t'$ (its microstate evolves unitary) the record can be read at $t'$ only if its entropy fulfills $S(t') \geq S(t)$. If $S(t') > S(t)$ the time symmetry is broken: records written at $t$ can be read at $t'$ while records written at $t'$ cannot be read at $t$.

It nicely corresponds to the fact that we remember the past but not the future. Moreover, the results may have a relation to the quantum-mechanical phenomenon studied in Ref. [20]: the decrease of entropy during the evolution of a system quantum-mechanically entangled with its observer is accompanied by erasure of records about the observed process (e.g. in observer’s brain).

The contribution is organized as follows. First, the concepts like ”observation” and “record” are defined by using the special model of the information gathering and utilizing system (IGUS) [21]. Information gathered by the IGUS defines the (information) entropy [14] that allows to derive an information form of the fluctuation theorem [22–25], Eq. (3). In the macroscopic limit, it implies the break of time symmetry in possibility of reading records of the IGUS. It determines the time arrow in the direction of increasing entropy. The problem of Loschmidt’s time reverse [26] (as a spin-echo experiment [27]) is then discussed in the light of the gained result.
Observation and records. Consider the evolution of a physical system $S$ that is observed by an observer $O$. The observer may be a human who passively detects the varying current situation, an experimenter or a robot connected with an experimental device measuring given actual parameters, etc. Whichever the case, $O$ gains immediate information $\mathcal{I}(t)$ about $S$ at a time $t$ (a set of coarse-grained data concerning the observed state of $S$).

Information $\mathcal{I}(t)$ is transformed into a complex set of records that become various physical representations of this information [28] and can serve as a memory [29][30]: changes in human brain cells, photos, experimental data saved at hard disks, etc. In Ref. [21], the concept of information gathering and utilizing systems (IGUS) is introduced to represent a simplified version of $O$. The IGUS has $n+1$ registers. The actual information $\mathcal{I}(t)$ is stored in the register $P_0$ so that the existing content of $P_0$ is relocated into $P_1$, $P_1 \rightarrow P_2, \ldots, P_{n-1} \rightarrow P_n$, and the content of $P_n$ is erased.

The ordered set of registers $P_t$ determines the time orientation: the content of $P_t$ is the past with respect to that of $P_{t-1}$. We assume, however, that the observer has no predetermined time direction (is time neutral). That is why we introduce a time neutral IGUS that has only the register $P_0$. It stores the actual information $\mathcal{I}(t)$, $P_0$ cannot serve as a memory: if information from another time, $\mathcal{I}(t')$, is detected it is automatically stored in $P_0$ and $\mathcal{I}(t)$ is erased.

The memory of IGUS is a single storage $M$ in which it can record its knowledge about $S$. The record exists till new information is recorded into $M$. The knowledge of the IGUS about $S$ is $\mathcal{I}(t)$ (with $t$ being the time of the last observation) or any information transformed from $\mathcal{I}(t)$. For example, it can recalculate data included in $\mathcal{I}(t)$ by the use of existing physical laws and gain information $\mathcal{J}(t|t')$ about possibly observed state of $S$ at another time $t'$ (see Fig.2). We call $\mathcal{J}(t|t')$ the prediction though there is no order of times $t$ and $t'$; obviously $\mathcal{J}(t|t)=\mathcal{I}(t)$.

FIG. 2. Two records in the IGUS “brain”: information about the actual situation ($\mathcal{I}(t)$) is in register $P_0$. This record is erased whenever a new observation of $S$ is done. The second register, $M$, is a simple memory of IGUS. It can save information $\mathcal{I}(t_0)$ from an arbitrary time $t_0$ or any transformation (processing) of this information. A typical transformed information is a prediction of possible state of $S$ at another time.

The state of IGUS is thus defined by the content of $P_0$ and $M$, i.e. $\mathcal{I}(t)$ and $\mathcal{I}_{tr}(t_0)$, respectively, where $\mathcal{I}_{tr}(t_0)$ is a transformed information $\mathcal{I}(t_0)$ (e.g. $\mathcal{I}_{tr}(t_0) = \mathcal{J}(t_0|t_0)$). In the case when $\mathcal{I}_{tr}(t_0) = \mathcal{J}(t_0|t)$ the IGUS records two information about $S(t)$. The both information are gained from correct physical observations, possible processed by the use of valid physical laws. It implies that $\mathcal{I}(t)$ and $\mathcal{J}(t_0|t)$ cannot be in contradiction.

It is worth emphasizing that the prediction is usually based on incomplete data (it is done only on a coarse-grained knowledge of the system at a given time moment). Hence its accuracy can be relatively low and it may have sometime only a probabilistic character. Nevertheless, even so we can imagine predictions that are clearly inconsistent with the observed data. Excluding such situations (i.e. demand that the IGUS cannot be at a state $[P_0, M]$ in which $P_0$ contradicts $M$) is thus crucial for connecting a robotic IGUS with a physical reality. Notice that it is also a leading principle in our research of physical world – if an inconsistency is found out we must either correct the used laws or look for a mistake in our evaluation of experiments or observations.

Entropy. From an information theoretic perspective, entropy is associated with observer’s ignorance (lack of information) as to the microstate of the system [15][31]. In other words, the observer has some information about the system, $\mathcal{I}_S$, and entropy is information that is necessary to “add” to observer’s knowledge to determine the actual microstate, $x$. The entropy thus can be written as $S(x|\mathcal{I}_S)$. The entropy is a state quantity [32][33], what means that information $\mathcal{I}_S$ must depend only on actual data gained at a concrete time. Hence $\mathcal{I}_S$ is information gathered by our special IGUS, i.e. $\mathcal{I}_S = \mathcal{I}$.

The concrete form of $\mathcal{I}$ can be very diverse: it can be the actual value of the system microstate, $x$, the value of a thermodynamic quantity $\alpha$ (e.g. $\alpha = V$, the quantum projector $X = \sum_{\psi_i} |\psi_i\rangle\langle\psi_i|$ describing an incomplete knowledge about the system in a mixed state [34], or parameters of any coarse-graining description [35]. Whatever the case, we can identify $\mathcal{I}$ with a subset $\Gamma(\mathcal{I}) \subset \Gamma_S$, where $\Gamma_S$ is the state space of the studied system $S$ and the actual microstate $x \in \Gamma(\mathcal{I})$. Using the Shannon characterization of information [36][37] we can identify the entropy of the microstate of the system [31].

$$S(x|\mathcal{I}) = -k_B \ln p(x|\mathcal{I}),$$  

(1)

where $p(x|\mathcal{I})$ is a probability that the system is at the microscopic state $x$ if we know that $x \in \Gamma(\mathcal{I})$, and $k_B$ is the Boltzmann constant. Eq. (1) implies that if $\mathcal{I}_1$ is more precise then $\mathcal{I}_2$, i.e. $\Gamma(\mathcal{I}_1) \subset \Gamma(\mathcal{I}_2)$, then $S(x|\mathcal{I}_1) \leq S(x|\mathcal{I}_2)$ (with the use of conditional probabilities).

Time evolution. Imagine an experimental setup arranged in a closed lab with two observers, Alice and Bob. Alice comes into the lab at $t_a$, gains information $\mathcal{I}_a = \mathcal{I}(t_a)$ about a system $S$ and leaves the lab. Bob does the same at $t_b$ when he gains information $\mathcal{I}_b = \mathcal{I}(t_b)$ (see Fig.1). There is a single memory cell $M$ outside the lab. After leaving the lab, each observer reads $M$ and compare its content with own observation (if it is relevant). Then she/he makes a transformation of her/his observation ($\mathcal{I} \rightarrow \mathcal{I}_{tr}$) and records it in $M$. The observers are independent and can communicate only via the record in
M. Hence Alice and Bob can be formally identified with one IGUS with a single register $P_0$ including either "$\mathcal{I}_a$ at $t_a$" or "$\mathcal{I}_b$ at $t_b$".

The system $S$ is isolated in between the times when Alice and Bob perform their observations and its evolution is unitary: the microstate at time $t_a$, $x_a$, is transformed to the microstate at $t_b$, $x_b$, via a one-to-one mapping, $\mathcal{F}$, defined on $\Gamma_S$, i.e. $x_b = \mathcal{F}(x_a)$. Denote $G_a$ the maximal subset of $\Gamma(\mathcal{I}_a)$ so that $G_a = \mathcal{F}(G_a) \subset \Gamma(\mathcal{I}_b)$. If $x_a \in G_a$ then the conditional probabilities $\pi = p/P_{a \rightarrow b}$ on $G_a$ and $\pi = p/P_{b \rightarrow a}$ on $G_b$ fulfill

$$\pi(x_a) = \pi(\mathcal{F}(x_a)), \quad (2)$$

where $P_{a \rightarrow b} = \sum_{x \in G_a} p(x|\mathcal{I}_a)$ is the probability that information $\mathcal{I}_a$ gained by Alice at $t_a$ implies that Bob gains information $\mathcal{I}_b$ at $t_b$, i.e. $\mathcal{F}(t_a|t_b) = \mathcal{I}_b$ is valid with the probability $P_{a \rightarrow b}$. Similarly, $P_{b \rightarrow a} = \sum_{x' \in G_b} p(x'|\mathcal{I}_b)$ is the probability that information $\mathcal{I}_b$ gained by Bob at $t_b$ implies that Alice gains information $\mathcal{I}_a$ at $t_a$, i.e. $\mathcal{F}(t_b|t_a) = \mathcal{I}_a$ with the probability $P_{b \rightarrow a}$. Eqs. \ref{eq:2} relate the probabilities $P_{a \rightarrow b}$ and $P_{b \rightarrow a}$.

$$P_{b \rightarrow a}/P_{a \rightarrow b} = e^{-k_B \Delta S}, \quad (3)$$

where $\Delta S = S(x_b|\mathcal{I}_b) - S(x_a|\mathcal{I}_a) \equiv S(t_b) - S(t_a)$.

In the context of IGUS it means, for example, that if the register $P_0$ includes "$\mathcal{I}_a$ at $t_a$" it can be written "$\mathcal{I}_b$ at $t_b$ with the probability $P_{a \rightarrow b}$" in the register $M$. If the system is microscopic or mesoscopic $k_B/|\Delta S|$ is not negligible and the prediction has only stochastic character.

**Macroscopic limit.** The existence of macroscopic limit means that it is possible to formulate physics in the limit $k_B \rightarrow 0$ so that $\Delta S$ remains nonzero. Hence $|\Delta S|/k_B \rightarrow \infty$ which simulates the description of macroscopic processes when $|\Delta S|/k_B \sim 10^{30}$. In the macroscopic limit, Eq. \ref{eq:3} implies that $P_{a \rightarrow b} = 0$ whenever $\Delta S < 0$. Hence Alice must predict that observed information at $t_b$ must be connected with entropy $S(t_b) \geq S(t_a)$ and Bob must predict that observed information at $t_a$ must be connected with entropy $S(t_a) \geq S(t_b)$. If $\Delta S \neq 0$ one prediction must be wrong.

It is exactly the situation depicted at Fig. 1. Alice observes (the IGUS has in $P_0$) "$V(t_a) = V'/2"$. Bob must conclude that the gas cannot occupy the volume less than $V$ at any time, i.e. he records "$V(t_a) = V"$ in $M$. If Alice can read Bob’s record (i.e. if there exists the state of IGUS $[P_0, M] = [V(t_a) = V/2, V(t_b) = V]$) we get the situation when the contents of $P_0$ and $M$ are in contradiction. On the other hand, if Bob reads Alice’s prediction he does not indicate any controversy since the record in $M$ is "$V(t_b) = V', V' \geq V/2"$ and Bob knows (the IGUS has in $P_0$) that "$V(t_b) = V"$.

The only conclusion is that the IGUS cannot be in the state $[V(t_a) = V/2, V(t_b) = V]$, i.e. Alice cannot read Bob’s prediction. It breaks the symmetry between times $t_a$ and $t_b$: the record written at $t_a$ can be read at $t_b$ but the record written at $t_b$ cannot be read at $t_a$. This symmetry break has the general validity. Since information can be transferred (can flow) into a different time only via some records \ref{eq:20, 32} this conclusion means that information concerning macroscopic observations of an isolated system can flow from $t$ to $t'$ only if $S(t') \geq S(t)$.

This symmetry break is in agreement with our everyday observation. Information gained at $t_b$ cannot flow to any time $t < t_b$: we cannot influence the past. On the other hand, sending information to future (via performed records) is a typical human activity: writing, planning, etc. The message written morning can be read the same day afternoon. The opposite order is impossible.

It implies why we can remember only the past. Namely any memory is a record in our brain. The record done at $t$ can be read at $t_0$ only if $t < t_0$. If we imagine that Bob is the older Alice (i.e. Alice at $t_b$) then Alice can record the actual situation observed at $t_a$ into $M$ (some cells in her brain), i.e. "$V(t_a) = V'/2"$ in $M$. At $t_b$, Alice gains information $\mathcal{I}(t_b) = V$ (has it in $P_0$). Since $t_b > t_a$ she can read $M$, i.e. she remembers the situation at $t_a$: she knows that the gas occupied the volume $V'/2$ at $t_a$.

It seems, however, as a contradiction with Bob’s prediction done at $t_b$: $\mathcal{I}(t_b|t_a) = V$. This prediction, however, is derived (transformed) only from $\mathcal{I}(t_b)$ corresponding to the entropy $S(x|\mathcal{I})$ at $t_b$. But Alice (as older Bob) has information about $S$ at $t_b$ that is not $\mathcal{I}(t_b)$ but $\mathcal{I}_a = (\mathcal{I}(t_b), \mathcal{I}(t_a))$. Information $\mathcal{I}_a$, however, does not define entropy. Eq. \ref{eq:3} then cannot be used (the knowledge of Alice is $\mathcal{I}_a$ that implies that $x_a \in G_a$ and probabilities $\pi$, $\pi$ and Eq. \ref{eq:2} must be used instead).

**Time reverse.** Notice that the direction of information flow is given only by the difference of entropy – no aspects of microscopic dynamics play here a role. A nice illustration is an idea of a hypothetical twin of our universe whose macroscopic state is a time reversed state of our universe. The molecules in the box at Fig. 1 thus have opposite signs of velocities in this universe and the dynamic operator $\mathcal{F}$ works as follows: $\mathcal{F}(x^R) = x^R$, where $x^R$ is the reverse of the macrostate \ref{eq:39}. But time does not flow from $t_b$ to $t_a$ since information can flow only from $t_a$ to $t_b$ ($S(t_a) < S(t_b)$ is valid in the twin universe too). The passage of time in such a twin universe must be the same as that in ours, i.e. in the agreement with the second law of thermodynamics \ref{eq:40}.

The existence of time reversed states in our universe then seems to be paradoxical. Imagine that there exists a possibility of realizing the Loschmidt thought experiment, i.e. performing a sudden change of the sign of velocities of all molecules, $x \rightarrow x^R$, by an external action with the system at the moment when the gas occupies the whole box after the unitary evolution with the entropy increase, i.e. at time $t_b$ at Fig. 1. The next unitary evolution brings the system into the state $x^R_a$, i.e. to the macrostate when the gas is in the left half of the box (see Fig. 3). The passage of time (as information flow) then must have the opposite direction in the stage depicted within the dashed box at Fig. 3. How can it be?

To answer the question we must ask who can observe
the problematic process, \( V \rightarrow V/2 \). It is important realizing that the initial conditions of this process has to be prepared by the standard thermodynamic process \( V/2 \rightarrow V \) and the subsequent time reversion. Namely the microstate before the reversion has to be within an extremely small, precisely given set \( G_b \). It implies that the preparing process has to be strictly unitary and no external perturbation can happen.

After the reversion, the microstate of the system belongs into the small, special set \((G_b)^R\). The microstates from this set represent the gas occupying the whole volume at the macroscopic scale. But how this macrostate can be observed? It is necessary to break the isolation and interact with the system. This interaction – whatever small – perturbs the initial condition, the microstate leaves the set \((G_b)^R\) and the system does not follow the process \( V \rightarrow V/2 \) (and \( V \rightarrow V \) is expected instead).

Hence the whole Loschmidt process must be realized in an absolute isolation that is not realistic [11]. If so, the observer can still observe only the beginning and the end of the process, i.e. \( V/2 \rightarrow V/2 \). It would be a strange situation but it would not be in contradiction with the second law of thermodynamics since \( \Delta S = 0 \) during this process.

Concluding discussion. The main idea of Boltzmann’s statistical program is that the macrostate with a higher entropy is overwhelmingly larger then that with a lower one. Hence the microstate wanders into this huge set in overwhelmingly many cases [6]. There are two problematic points: (i) a certain dependence on the concrete form of microscopic dynamics [8], (ii) problematic conclusions obtained in the opposite time direction.

The content of Eq. (3) is similar: the probability that \( \mathcal{F}(x) \) or \( \mathcal{F}^{-1}(x) \) with \( x \) being a random microstate from a huge subset \( \Gamma \) of the state space "hits" a very small target is extremely low. The interpretation is, however, different: \( P_{a \rightarrow b} \) or \( P_{b \rightarrow a} \) are probabilities of the rightness of predictions of an observer who has information only from the time when \( x \in \Gamma \). The result is valid for each unitary dynamics and the inconsistency in one time direction has a deep physical meaning in the macroscopic limit. Namely if a consistent physical description of the macroscopic world exists the macroscopic limit cannot give contradictory physical results.

The assumption that records of predictions concerning times with lower entropy cannot be read at those times gives a consistent picture without contradictions. The crucial (and most subtle) point of this consideration is that Eq. (6) is valid if it concerns observers who have information only from a single time moment. Pictures like Fig. 1 are deceptive: they present the situation as if it were known at both times. But information of this kind cannot be connected with entropy.

Entropy – as a state quantity – must be related to information concerning a concrete time moment. The question is if entropy at \( t \) can be defined also from a prediction \( \mathcal{F}(t_0|t) \) that is also information concerning \( t \). Let us define \( S'(t) \equiv S(x(t)|\mathcal{F}(t_0|t)) \). Information \( \mathcal{F}(t_0|t) \) is, however, only transformation of information \( \mathcal{I}(t_0) \) which implies that it cannot be more precise then \( \mathcal{I}(t_0) \), i.e. \( S'(t) \geq S(t_0) \). If \( S(t) < S(t_0) \), i.e. we do the prediction towards the past, it cannot be in accord with the observation at \( t \) since \( S'(t) \) is always different from \( S(t) \) (\( S(t) < S'(t) \)). Towards the future, \( S'(t) \) can equal \( S(t) \) since \( S(t) \geq S(t_0) \).

This consideration outlines again the important role of predictions (i.e. processed information gained from external impulses at different times). It is worth stressing that information about a concrete event that happens at a given time is usually ‘read’ by humans via various physical stimuli (visual, auditory, etc.) that are recorded at different times [9]. The permanent ‘recalculation’ of records (in the sense of \( I \rightarrow I_r \) defined above) thus appears as important element of our perception of time.

Concerning the whole concept we may ask for the role of probabilities since the observer may not have any idea about probabilities of possible microstates. The answer is that Eq. (3) is used here only in the macroscopic limit in which a concrete probability distribution does not play a role (entropy \( S(x|\mathcal{I}) \) can be defined without using the concept of probabilities, the crucial result that \( P_{a \rightarrow b} \) or \( P_{b \rightarrow a} \) tends to zero is then equivalent to \( I \rightarrow \infty \) [12]).

There are many other questions connected with the derived break of time symmetry, especially the relation to the perceived time passage or the concept of time on a relativistic spacetime block [8, 13, 14]. It would be also appealing to find an interconnection with the past hypothesis (that can be interpreted as new additional information) including its cosmological context [4, 8, 10, 15]. We also do not explain here the mechanism why the record ‘vanishes’ at times when the entropy is lower. It might have an interesting relation to quantum-mechanical phenomenon analyzed in Ref. [20]. Our approach may also contribute to the question of emergence of the macroscopic world [19]. The information description of the macroscopic limit can be instructive here.
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