Pairwise constraints cross entropy fuzzy clustering algorithm based on manifold learning and feature selection
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Abstract. In weakly supervised learning, it is difficult for us to utilize pairwise constraints information in feature selection. In order to solve the problem, we propose Pairwise constraints cross entropy fuzzy clustering algorithm based on manifold learning and feature selection (FCPC-LEFS). There are four phases in our approach: 1) Generate pseudo label; 2) Dimension reduction by Laplacian Eigenmaps; 3) Feature increment and selection; 4) Cross-Entropy semi-Supervised Clustering Based on Pairwise Constraints. We apply our approach to three UCI datasets and a COVID19-CT image dataset. Experiments show that our manifold learning and feature selection method are able to increase improve the clustering performance.

1. Introduction

In many scenarios, it is very expensive for us to label samples. Compared with supervised learning algorithms that require a lot of the labelled samples [1][2][3][4], it’s a wise idea to choose semi-supervised learning algorithms that can make good use of a small few of labeled samples [5].

Semi-supervised fuzzy clustering, which is widely used in computer vision, pattern recognition, speech recognition and all kinds of other fields [6][7][8], is an vital research topic concerned by many scholars [9]. In contrast to unsupervised fuzzy clustering, which is unable to make use of the labeled samples, semi-supervised fuzzy clustering is able to effectually make use of a small few of labeled samples. Generally speaking, there have three types of semi-supervised information that are used in semi-supervised fuzzy clustering: 1) labeled samples; 2) prior membership information; 3) pairwise-constraints information [15].

Feature selection can remove redundant features and improve clustering performance [16]. But Pairwise constraints information cannot be directly used in classic feature selection methods such as Fisher Score like category label information. In real life, however, labels which are category information labeled by the expert are expensive to acquire, but pairwise constraints are easy to calibrate. Therefore, some scholars proposed a feature selection method based on pairwise constraints. [17][18][19]

Based on the above consideration, it is proposed that Pairwise constraints cross entropy fuzzy clustering algorithm based on manifold learning and feature selection in our paper. For the purpose of achieving fast as well as valid fuzzy clustering based on pairwise constraints, we are committed to
improving the salience of features by manifold learning and feature selection. at a word, the primary work in this paper are summarized as follows:

1) We introduce Cross-Entropy semi-Supervised Clustering Based on Pairwise Constraints (CE-sSC).
2) We construct a kind of feature selection method utilizing pairwise constraints.
3) Pairwise constraints cross entropy fuzzy clustering algorithm based on manifold learning and feature selection.
4) We use three datasets from UCI and a COVID19-CT dataset to establish numerical experiments so as to evaluate the performance our method.

2. Related work

2.1. Cross-Entropy semi-Supervised Clustering Based on Pairwise Constraints (CE-sSC)
In semi-supervised fuzzy c-means clustering, pairwise-constrains-samples which belong to the same class or different classes are given in advance. This kind of pairwise constraints [20] are denoted as \( <x_j, x_k> \in ML(Must - Link) \) or \( <x_j, x_k> \in CL(Cannot - Link) \). The mark matrix of pair-wise constraints \( \Gamma = (\Gamma_{jk}) \):

\[
\Gamma_{jk} = \text{sign}(<x_j, x_k>) = \begin{cases} 
-1, & <x_j, x_k> \in CL \\
+1, & <x_j, x_k> \in ML \\
\gamma, & j = k \\
0, & \text{other}
\end{cases}
\]  (1)

Let us first assume that the samples set to be clustered be \( X = \{x_1, x_2, \ldots, x_n\} \) where \( x_j \in \mathbb{R}^d \) \((1 \leq j \leq n)\) in the \( d \)-dimensional Euclidean space. \( c \) is the number of clusters. The objective function of CE-sSC [21] can be expressed as:

\[
J_{CE-sSC}(U,V) = \sum_{i=1}^{c} \sum_{j=1}^{n} \|x_j - v_i\|^2 + \sum_{i=1}^{c} \sum_{j=1}^{n} \Gamma_{ij} \ln u_{ij} 
\]  (2)

Where \( u_{ij} \) is the membership degree, \( v_i \) is the \( i \)-th cluster center, \( x_j \) is the \( j \)-th sample. the membership degree \( U = (u_{ij}) \), cluster center \( V = [v_1,v_2,\ldots,v_c] \), \( 1 \leq i \leq c \), \( 2 \leq c < n \), \( 1 \leq j \leq n \), \( u_{ij} = (\mu_{ij},\cdots,\mu_{ij})^T \) and \( u_{ij} \) must satisfy the constraints:

\[
\sum_{i=1}^{c} u_{ij} = 1, \quad 0 < u_{ij} \leq 1 \quad (3)
\]

By minimizing (1), and using the Lagrange optimization, we may get the following alternative update equations for the cluster center \( v_i \) and the membership degree \( u_{ij} \):

\[
v_i = \frac{\sum_{j=1}^{n} u_{ij} x_j}{\sum_{j=1}^{n} u_{ij}} \quad (4)
\]
2.2. Manifold learning

Laplacian Eigenmaps (LE) [22] is a classical manifold learning method which is applied to dimension reduction. The specific method of Laplacian Eigenmaps is as follows:

$$L = (l_{jk})_{n \times n}$$

(6)

$$L = D - W$$

(7)

Where $L$ is laplacian matrix, $D$ is the degree matrix of a graph, and $W$ is the adjacency matrix of a graph.

$$l_{jk} = \begin{cases} 
\text{deg}(p_j), & j = k \\
-1, & j \neq k \\
0, & \text{other}
\end{cases}$$

(8)

Where $\text{deg}(p_j)$ is the degree of vertex $p_j$.

Let the sample set projected by $X = \{x_1, x_2, \cdots, x_n\}$ be $Z = \{z_1, z_2, \cdots, z_n\}$, and the template of Le be the minimization objective function:

$$E(z) = \sum_{j,k} (z_j - z_k)^2 W_{jk}$$

(9)

Where $W_{jk} = e^{-\frac{||x_j - x_k||^2}{\sigma^2}}$

2.3. Feature selection

Fisher score[23] is a classical feature selection method, the specific method of Fisher score is as follows:

$$FS(X) = \text{tr}\{ (S_w)^{-1} S_b \}$$

(10)

between-class scatter matrix:

$$S_b = \sum_{i=1}^{c} n_i (v_i - v)(v_i - v)^T$$

(11)

within-class scatter matrix:

$$S_w = \sum_{j=1}^{n} n_j (x_j - v)(x_j - v)^T$$

(12)

3. Pairwise constraints cross entropy fuzzy clustering algorithm based on manifold learning and feature selection

3.1. Motivation

Some data have feature redundancy [24], which will have a large impact on clustering performance. It is the traditional method that feature selection is used to solve to feature redundancy. But the
traditional feature selection needs accurate labels rather than pairwise constraints information, how to exclude redundant features by using pairwise constraint information is a topic worthy of discussion.

In order to solve the problem that pairwise constraint information can not be used for feature selection, we propose FCPC-LEFS. The main idea of fuzzy clustering based on pairwise constraints is shown in Figure 1.

![Figure 1. The main ideas of FCPC-LEFS](image)

In Figure 2, influence of manifold learning and feature selection on the performance of pairwise constrained cross entropy clustering algorithm before and after improvement. The stretched image is extracted into 16 features of covid19-ct image data set [25] by hog algorithm. We compare the clustering effect between original pairwise constrained fuzzy clustering and the improved pairwise constrained fuzzy clustering which uses manifold learning and feature selection. The results show that FCPC-LEFS has better clustering effect.

### 3.2. Pairwise constraints cross entropy fuzzy clustering algorithm based on Laplacian Eigenmaps and fisher score (FCPC-LEFS)

Based on the analysis above, we propose pairwise constrained cross entropy fuzzy clustering algorithm based on Laplacian Eigenmaps and fisher score.

- The first is to generate pseudo tags.
Get the predicted category tag $\hat{y}$ by Fuzzy c-means clustering, using $\hat{y}$. Generating the predicted mark matrix of pair-wise constraints $\hat{\Gamma}$.

$$\hat{\Gamma} - \hat{\Gamma} = \hat{\Gamma}^{\Theta}$$  \hspace{1cm} (13)

Search the row or column index of 0 elements in the matrix $\hat{\Gamma}^{\Theta}$ to find their corresponding index. These are the labels that can be used for feature selection, that is, the effective category labels.

- Second, manifold learning.
- Dimension reduction of original data $X$ to get $Z$.
- Then, Feature increment and feature selection.

The dimensionality-reduced data and the original data are combined to form new data. For convenience, the new data is still recorded as $X$:

$$\hat{X} = [X \ Z]$$  \hspace{1cm} (14)

The saliency of each feature is calculated by fisher score using effective labels $\hat{y}$ and corresponding samples in new data. The feature with lower 50% Fisher score value is discarded from all features.

- Semi-supervised Clustering Based on Pairwise Constraints using Cross-Entropy semi-Supervised Clustering Based on Pairwise Constraints get $U$ and $V$.

3.3. Algorithm flow (FCPC-LEFS)

1) Generate pseudo label by (13).
2) manifold learning: Dimension reduction by Laplacian Eigenmaps (9).
3) Feature increment: Add dimension reduction data to original data to form new data by (10).
4) Feature selection: The score of each feature of the new data is calculated by discarding the insignificant features through the Fisher score (13).
5) Given suppression coefficient $\gamma$, the number of cluster centers $c$, error-threshold $E$, weighted power exponent $m$, maximum number of iterations $T$, and currently iterative order $t = 1$;
6) initialize: the cluster center $\nu_i$, the membership matrix $u_{ij}$, The mark matrix of pair-wise constraints $\Gamma$;
7) Update $\nu_i$ on fixing $u_{ij}$ by (4);
8) Update $u_{ij}$ by (5);
9) Calculate the objective function value by (2). $e = J(t) - J(t-1)$ when $t > 1$. If $e < E$ or $t = T$ algorithm ends; otherwise $t = t + 1$ then go back to step 7.

4. Experiment

4.1. Data set
UCI data set (iris and wine).

4.2. Evaluation Measures
F-measure is the weighted harmonic average of precision and recall, which is a common evaluation standard in the field of IR (information retrieval). When the value of F-measure is higher, the corresponding clustering method is more effective. Therefore, We used $F_1$-measure[26] to evaluate the effectiveness of the algorithm.
4.3. Algorithm Performance

![Algorithm Performance](image)

Figure 3. Algorithm effect comparison.

The result in Figure 3 shows that pairwise constrained cross entropy fuzzy clustering algorithm based on Laplacian Eigenmaps and fisher score has the better performance.

5. Conclusion

Selecting valid or significant features can avoid over-fitting, which is an important role in improving the robustness and interpretability of the algorithm. This paper proposes pairwise constraints fuzzy clustering algorithm based on manifold learning and feature selection, which can get better pairwise-constrained fuzzy clustering results.
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