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Abstract

Modern retrieval problems are characterised by training sets with potentially billions of labels, and heterogeneous data distributions across subpopulations (e.g., users of a retrieval system may be from different countries), each of which poses a challenge. The first challenge concerns scalability: with a large number of labels, standard losses are difficult to optimise even on a single example. The second challenge concerns uniformity: one ideally wants good performance on each subpopulation. While several solutions have been proposed to address the first challenge, the second challenge has received relatively less attention. In this paper, we propose doubly-stochastic mining ($S^2M$), a stochastic optimization technique that addresses both challenges. In each iteration of $S^2M$, we compute a per-example loss based on a subset of hardest labels, and then compute the minibatch loss based on the hardest examples. We show theoretically and empirically that by focusing on the hardest examples, $S^2M$ ensures that all data subpopulations are modelled well.

1 Introduction

Information retrieval concerns finding documents that are most relevant for a given query, and is a canonical real-world use case for machine learning [Manning et al., 2008]. The simplest incarnation of retrieval models involves learning a real-valued scoring function that ranks, for each example, the set of possible labels it may be matched to. A core challenge is scalability: there may be billions of examples (e.g., user queries) and labels (e.g., videos in a recommendation system), each of whose scores naively needs to be updated at every training iteration. Effective means of addressing both problems have been widely studied [Mikolov et al., 2013, Jean et al., 2015, Reddi et al., 2019].

A distinct challenge is heterogeneity: the distribution over examples is often a mixture of diverse subpopulations (e.g., queries may arise from geographically disparate user bases). Naive training on such data may lead to models that perform disproportionately well on one subpopulation at the expense of others; e.g., if queries originate from multiple countries, the retrieval model may only perform well on queries from the dominant country. Such behaviour is clearly undesirable.

Unfortunately, the heterogeneity problem plagues (to our knowledge) all state-of-the-art retrieval models. Indeed, while there has been considerable progress on improving the efficacy of retrieval systems [Prabhu et al., 2018, Reddi et al., 2019, Guo et al., 2019], any such method reliant on optimising examples drawn uniformly at random from the training set (e.g., via SGD) will inherently be biased towards the “dominant” subpopulations. This raises the natural question: Can one mitigate such bias without introducing significant computational overhead?

In this paper, we affirmatively answer this question, and propose a simple algorithm which ensures good performance across different subpopulations, while scaling to large-scale retrieval settings. Specifically, our contributions are:
(i) we propose **doubly-stochastic mining** ($S^2$M), an algorithm that optimises a loss computed over the **hardest** examples and labels in a randomly drawn minibatch.

(ii) we establish that $S^2$M controls the retrieval loss over latent subpopulations, drawing on a connection between our objective and the **conditional value-at-risk** (CVaR).

(iii) we show that empirically, $S^2$M yields improved retrieval performance on subpopulations compared to state-of-the-art retrieval methods.

In more detail, given a minibatch of examples, $S^2$M randomly draws a sample of **labels**, from which we compute a per-example loss based on the hardest labels in this subset; we then average the hardest per-example losses to form the minibatch loss. Algorithmically, this is a combination of two distinct proposals in the literature (see Figure 1): the **stochastic negative mining** (SNM) algorithm of [Reddi et al., 2019], and $q$-SGD [Kawaguchi and Lu, 2019], which focus on the hardest labels and examples, respectively.

While combining these two algorithms is conceptually straightforward, it is far less obvious that the result can cope with the heterogeneity problem. Contribution (ii) exploits two non-apparent links — that of the $S^2$M objective to the conditional value-at-risk (CVaR) [Rockafellar and Uryasev, 2000], and of the CVaR to a worst-case loss over subpopulations — to establish that by focusing on the hardest examples, $S^2$M ensures good performance on latent data subpopulations. Our analysis integrates recent results from both the fairness [Mohri et al., 2019] and the operations research [Cherukuri, 2019] literature.

The idea of focusing on the hardest examples has more broadly been explored in several different contexts. For example, minimising the maximal loss forms the basis for the hard-margin SVM [Vapnik, 1999], and has more broadly been studied in Shalev-Shwartz and Wexler [2016]. However, these works do not consider jointly sampling instances and labels, and are thus not attuned to the retrieval setting of interest. Active learning also concerns finding “hard” examples to label [Dagan and Engelson, 1995], but in an interactive setting distinct to our passive retrieval setting.

## 2 Background and notation

We review the multiclass retrieval setting of interest\(^1\), and approaches to address the underlying challenges. Table 1 summarises some commonly used symbols.

\(^1\)Our results easily extend to multilabel setting via suitable reductions (see, e.g., Wydmuch et al. [2018]).
When \( r = 1 \), this reduces to the misclassification risk \( L_{01}(f; \mathcal{D}) \).

In practice, directly minimising \( L_{\text{ret}(r)}(f; \mathcal{D}) \) is computationally prohibitive owing to the non-differentiability of the loss \( L_{\text{ret}(r)} \). This can be alleviated by minimising a suitable surrogate loss \( \ell: [K] \times \mathbb{R}^K \to \mathbb{R}_+ \). Examples of \( \ell \) include the softmax cross-entropy \( \ell(y, f(x)) = -f_y(x) + \log \sum_{y'} e^{f_{y'}(x)} \), and binary ordered weighted losses \( \text{(BOWLs)} \) \cite{Reddi2019}

\[
\ell(y, f(x)) = \phi(f_y(x)) + \text{avg}_{\text{top}(k)} \{ \phi(-f_{y'}(x)) \}_{y' \neq y},
\]

where \( \phi: \mathbb{R} \to \mathbb{R}_+ \) is a margin loss (e.g., hinge \( \phi(z) = [1 - z]_+ \)), \( k \) is an integer, and \( \text{avg}_{\text{top}(k)} \) denotes the average of the top-\( k \) largest elements of a vector. When \( k = 1 \), this is the Cramer-Singer loss \cite{Crammer2002},

\[
\ell(y, f(x)) = \phi(f_y(x)) + \max_{y' \neq y} \phi(-f_{y'}(x)).
\]

This provides a tight bound on \( L_{\text{ret}(1)}(f; \mathcal{D}) \). When \( k = K - 1 \), this is the averaged loss \cite{Zhang2004b},

\[
\ell(y, f(x)) = \phi(f_y(x)) + \frac{1}{K - 1} \sum_{j \neq y} \phi(-f_j(x)).
\]

For a training set \( S = \{(x_i, y_i)\}_{i \in [N]} \sim \mathcal{D}^N \) and surrogate loss \( \ell \), one may seek to minimise the empirical risk

\[
\hat{L}_{\text{avg}}(f; S) = \frac{1}{N} \sum_{i \in [N]} \ell(y_i, f(x_i)).
\]

### 2.2 Challenges in multiclass retrieval

Multiclass retrieval poses several challenges. First, the number of samples \( N \) can potentially be in the order of billions, thus making computing \( L_{\text{avg}}(f; S) \) prohibitive \cite{Bottou2007}. Second, the number of labels \( K \) may also be in the order of billions, thus making even computing a single \( \ell(y_i, f(x_i)) \) prohibitive \cite{Agrawal2013, Yu2014, Bhatia2015, Jain2016, Jain2016b}.
Babbar and Schölkopf, 2017, Prabhu et al., 2018, Jain et al., 2019; e.g., the softmax cross-entropy requires computing $\log \sum_{y' \in [L]} e^{f_{y'}(x)}$, which is expensive for large $K$.

Third, the distribution $\mathcal{D}$ typically comprises heterogeneous subpopulations; e.g., the users of the retrieval system may be from different countries. Formally, suppose $\mathcal{D} = \sum_{p \in [P]} \nu_p \cdot \mathcal{D}_p$ for $P$ distributions $\{\mathcal{D}_p\}_{p \in [P]}$ with mixture weights $\nu \in \Delta_P$, where $\Delta_P$ denotes the simplex. Our goal is to ensure good performance for each $\mathcal{D}_p$.

We now review proposals to deal with each challenge.

### 2.3 Stochastic gradient descent and negative mining

When $N$ is large, one may perform minibatch stochastic gradient descent (SGD) [Robbins and Monro, 1951] by sampling a minibatch $S_{\text{mb}} = \{(x_j, y_j)\}_{j=1}^{N_{\text{mb}}} \subseteq S$, and performing descent based on the average minibatch loss:

$$\hat{L}_{\text{avg}}(f; S_{\text{mb}}) = \frac{1}{N_{\text{mb}}} \sum_{j \in [N_{\text{mb}}]} \ell(y_j, f(x_j)).$$

(6)

When $K$ is large, however, it is challenging to use SGD since even computing the minibatch loss may be prohibitive, let alone optimising it. As noted above, to compute the loss on even a single example, the softmax cross-entropy as well as the BOWL losses in (2) require the scores of all $K$ labels, which may not be feasible.

One approach to cope with this problem is to sample the labels, and use a resulting stochastic approximation to the loss [Bengio and Senecal, 2008, Jean et al., 2015, Grave et al., 2017]. In stochastic negative mining (SNM) [Reddi et al., 2019], in addition to the minibatch of random examples, for each example one draws a random subset of “negative” labels $\bar{Y} \subseteq Y - \{y\}$ of size $\bar{K} \ll K$. One can then treat $\bar{Y}$ as the entire label space, and compute a new BOWL

$$\ell_{\text{snm}}(y, f(x); \bar{Y}) = \phi(f_y(x)) + \text{avg}_{\text{top}(k)}(\{\phi(-f_y'(x))\}_{y' \in \bar{Y}}).$$

(7)

As a simple example, for $k = 1$,

$$\ell_{\text{snm}}(y, f(x); \bar{Y}) = \phi(f_y(x)) + \max_{y' \in \bar{Y}} \phi(-f_y'(x)),$$

(8)

where, by contrast to (3), the maximum is only over the labels in $\bar{Y}$. A key property of SNM is that one only needs to update $O(\bar{K})$ labels’ parameters, which can be a significant saving compared to updating the parameters for all $K$ labels.

Observe that $\ell_{\text{snm}}$ is stochastic, owing to $\bar{Y}$ being random. The expected loss is itself a BOWL, which is calibrated [Zhang, 2004b] under mild conditions.

### 2.4 Maximum empirical loss

Both SGD and SNM take minimising (5) to be their basic goal. This involves minimising the average loss over the training set. One may however replace the average with other summaries, such as the maximum:

$$\hat{L}_{\max}(f; S) = \max_{i \in [N]} \ell(y_i, f(x_i)).$$

(9)

Shalev-Shwartz and Wexler [2016] established that the minimiser of (9) guarantees good performance on subpopulations. Intuitively, (9) encourages predicting well on all examples, including those from a rare subpopulation. The authors also proposed a means of stochastically optimising the objective, but this requires $O(N)$ auxiliary variables, which can be prohibitive in large-scale settings.
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Formally, our controlling subpopulation performance while being more noise-robust.

Interestingly, this can be seen as an example level counterpart to the SNM loss of (8): in the latter,
given a minibatch \( \bar{S}_{mb} \), the analogous to (9) is:

\[
\hat{L}_{\text{max}}(f; \bar{S}_{mb}) = \max_{j \in [N_{mb}]} \ell(y_j, f(x_j)).
\]

(10)

Interestingly, this can be seen as an example level counterpart to the SNM loss of (8): in the latter,
we compute a per-example loss \( \ell_{\text{snm}}(y, f(x)) \) via the maximal loss over all labels \( \bar{Y} \), while in (10),
we compute the minibatch loss \( \hat{L}_{\text{max}}(f; \bar{S}_{mb}) \) via the maximal loss over all examples in the minibatch.

To further highlight this, suppose we replace the maximum with the average of the \( k' \) largest losses:

\[
\bar{L}_{\text{top}(k')}(f; \bar{S}_{mb}) = \frac{1}{k'} \sum_{j \in [N_{mb}]} \ell(y_j, f(x_j)).
\]

(11)

This is in contrast to (7), which obtains a per-example loss by averaging over the \( k \) labels with the
highest contribution to the loss value. By combining the SNM loss of (7) with the top-\( k' \) minibatch loss of (11), we have a doubly stochastic procedure which handles both large \( K \) and heterogeneous example distributions. Intuitively, this should behave similarly to the maximum loss in (10) in controlling subpopulation performance while being more noise-robust.

Formally, our doubly stochastic mining (S\(^2\)M) algorithm\(^{2}\) with a training set \( S \sim D^N \) is summarised in Algorithm 1. In a nutshell, the procedure is as follows: first, following SGD, we draw a random minibatch \( \bar{S}_{mb} \subseteq S \). Next, following SNM, for a given example \( (x, y) \in \bar{S}_{mb} \), we draw a random sample of \( K \ll K \) labels \( \bar{Y} \subseteq \bar{Y} - \{y\} \), and compute per-example loss \( \ell_{\text{snm}}(y, f(x)) \), per (7); this will
only focus on the hardest \( k \) labels within \( \bar{K} \). Given \( \bar{L}_{\text{snm}}(y, f(x); \bar{Y}) : (x, y) \in \bar{S}_{mb} \), we average the top-\( k' \) loss values, and use this as our minibatch loss, per (11).

\(^{2}\)The name signifies that given a minibatch, the algorithm mines both the hardest labels as well as examples.

| Method      | Loss on minibatch | Large \( N \)? | Large \( K \)? | Heterogeneity? |
|-------------|-------------------|----------------|---------------|---------------|
| SGD \[Robbins and Monro, 1951\] | \( \text{avg}(\{s(f)(x) + \text{avg}(\{s(-f)(y)\}_{y \in Y})\}) \) | ✓ | ✗ | ✗ |
| SNM \[Reddi et al., 2019\] | \( \text{avg}(s(f)(x) + \text{avg}_{\bar{Y}}(\{s(-f)(y)\}_{y \in Y})) \) | ✓ | ✓ | ✗ |
| Top-\( k \) SGD \[Kawaguchi and Lu, 2019\] | \( \text{avg}_{\bar{Y}}(\{s(f)(x) + \text{avg}(\{s(-f)(y)\}_{y \in Y})\}) \) | ✓ | ✗ | ✓ |
| S\(^2\)M (This paper) | \( \text{avg}_{\bar{Y}}(\{s(f)(x) + \text{avg}_{\bar{Y}}(\{s(-f)(y)\}_{y \in Y})\}) \) | ✓ | ✓ | ✓ |

Table 2: Comparison of losses employed in stochastic gradient descent (SGD), stochastic negative mining (SNM),
average top-\( k \) SGD (top-\( k \) SGD), and our proposed doubly stochastic mining (S\(^2\)M). Here, \( \bar{S}_{mb} \) denotes
a random minibatch of (instance, label) pairs \( (x, y) \), and \( f(x) \in \mathbb{R}^K \) the model predictions for each of \( K \) possible classes. We assume the use of a base convex loss \( \phi : \mathbb{R} \to \mathbb{R} \) used to construct a multiclass loss per (2). In SGD, one computes the average loss over the minibatch, which implicitly averages over all labels. In SNM, one draws a random batch of “negative” labels \( \bar{Y} \subseteq \bar{Y} - \{y\} \), and only operates on the top-\( k \) highest scoring labels, denoted by the \( \text{avg}_{\bar{Y}}(\cdot) \) operation. In top-\( k \) SGD, one only operates on the top-\( k \) highest per-example losses, but for each per-example loss averages over all labels. In S\(^2\)M, one combines both of these, with the aim of allowing tractable training under a large \( K \), while ensuring good performance on heterogeneous data subpopulations.

3 Doubly-stochastic mining (S\(^2\)M)

We now present S\(^2\)M, our doubly-stochastic mining algorithm, which addresses all three challenges discussed above: S\(^2\)M scales to settings with a large number of examples, labels, and performs well on heterogeneous subpopulations.

3.1 Doubly-stochastic mining

Reviewing existing multiclass retrieval methods, we see that they fail to meet one or more of the
challenges in §2.2 (see Table 2 for a summary); e.g., while SNM handles large \( N \) and \( K \), it does not
adapt to heterogeneous distributions.

A natural question is whether we can extend SNM to rectify this. Following §2.4, we take inspiration from Shalev-Shwartz and Wexler \[2016\] and move from average to the maximal empirical loss. Indeed, given a minibatch \( \bar{S}_{mb} = \{(x_j, y_j)\}_{j=1}^{N_{mb}} \), the analogue of (9) is:

\[
\tilde{L}_{\text{max}}(f; \bar{S}_{mb}) = \max_{j \in [N_{mb}]} \ell(y_j, f(x_j)).
\]

(10)

Formally, our doubly stochastic mining (S\(^2\)M) algorithm\(^{2}\) with a training set \( S \sim D^N \) is summarised in Algorithm 1. In a nutshell, the procedure is as follows: first, following SGD, we draw a random minibatch \( \bar{S}_{mb} \subseteq S \). Next, following SNM, for a given example \( (x, y) \in \bar{S}_{mb} \), we draw a random sample of \( K \ll K \) labels \( \bar{Y} \subseteq \bar{Y} - \{y\} \), and compute per-example loss \( \ell_{\text{snm}}(y, f(x)) \), per (7); this will
only focus on the hardest \( k \) labels within \( \bar{K} \). Given \( \bar{L}_{\text{snm}}(y, f(x); \bar{Y}) : (x, y) \in \bar{S}_{mb} \), we average the top-\( k' \) loss values, and use this as our minibatch loss, per (11).

\(^{2}\)The name signifies that given a minibatch, the algorithm mines both the hardest labels as well as examples.
We emphasise that $S^2M$ involves two forms of top-$k$ averaging, with different purposes. In constructing the SNM loss $\ell_{\text{snm}}$, we only average over the top-$k$ highest scoring labels. This is motivated by yielding both computational tractability, and a tight bound to the retrieval loss. In constructing the final minibatch loss, we only average over the top-$k'$ highest per-sample losses. This is motivated by controlling the loss over subpopulations; we formalise this in §4.

Further, $K$ and $k$ may be picked following Reddi et al. [2019]: to ensure good retrieval performance, one can pick $K$ based on computational considerations, and $k = r$ for the retrieval threshold $r$ in (1). The choice of $k'$ is more subtle: the discussion following Proposition 5 in §4 reveals that $k'$ should correspond to the number of samples from the rarest subpopulation one expects to see in $S$. In practice, this can be specified as a tuning parameter.

3.2 Special cases of $S^2M$

$S^2M$ generalises several existing approaches:

(a) when $K = K'$ and $k = k'$, we recover SGD.

(b) when $K \ll K'$ and $k = k'$, we recover SNM.

(c) when $K = K'$ and $k \ll k'$, we recover average top-$k'$ SGD [Kawaguchi and Lu, 2019].

Our interest is in focussing on both the hardest per-example losses ($k' \ll k'$), and the hardest labels within each such loss ($k \ll K$). For point (c) above, for the small $K$ setting, Fan et al. [2017], Kawaguchi and Lu [2019] considered minimising the average top-$k'$ loss per (11), with the latter specifically focussed on the stochastic setting. However, these works did not consider sampling over labels, nor theoretically justify the ability of top-$k'$ losses to handle heterogeneous example distributions (as we shall do in §4).

Compared to SNM, $S^2M$ replaces the average of all per-example losses with the average of the top-$k'$ per-example losses. For a minibatch size of $N_{\text{mb}}$, this step becomes $\mathcal{O}(N_{\text{mb}} \cdot \log N_{\text{mb}})$ rather than $\mathcal{O}(N_{\text{mb}})$. Since $N_{\text{mb}} \ll N$ is typically a small constant, the overhead is minimal.

3.3 Expected loss under $S^2M$

Recall that in SGD, one works with the stochastic average minibatch loss $\hat{L}_{\text{avg}}(f; S_{\text{mb}})$ per (6). A key property of this loss is that its expectation is precisely the quantity we wish to optimise, namely, the empirical risk $\hat{L}_{\text{avg}}(f; S)$.

In $S^2M$, our minibatch loss (11) has two sources of stochasticity, as we draw both a minibatch and a label sample. Further, the minibatch loss only keeps the top-ranked loss values, which makes its expected behaviour more subtle. As with SNM and average top-$k'$ SGD, this expected loss involves the order-weighted average [Usunier et al., 2009] of a vector, $\text{owa}(z; \theta) = \sum_{i \in [N]} \theta_i \cdot z[i]$, where $z[i]$ denotes the $i$th largest element of the vector $z$. We have the following.

**Lemma 1.** Pick any $\phi : \mathbb{R} \rightarrow \mathbb{R}_+$ and $k'$, with induced SNM loss $\ell_{\text{snm}}$ per (7). Then, the expected
$S^2M$ loss (cf. (11)) over the draw of minibatch $S_{mb}$ and label set $\tilde{Y}$ is
\[
E \left[ L_{\text{top}(k')} (f; S_{mb}) \right] = \text{owa} \left( \{ \tilde{\ell}(y_i, f(x_i)) : i \in [N] \} ; \theta \right)
\]
\[
\tilde{\ell}(y, f(x)) = \phi(f_y) + \text{owa} (\{ \phi(-f_{y'}(x)) : y' \neq y \} ; \varphi),
\]
where $\theta \in \mathbb{R}_+^N, \varphi \in \mathbb{R}_+^{K-1}$ are fixed weight vectors.

Concretely, suppose $k' = 1$, i.e., we compute the maximal loss over the minibatch. By Lemma 1, the expected loss is not the maximum loss $i$ (9), but rather an order-weighted average of the per-example losses. We thus place a low, but non-zero, weight on smaller per-example losses.

We thus see that $S^2M$ involves a doubly order-weighted average: the expected loss emphasises the individual examples with high loss, where the per-example loss in turn emphasises the individual labels with high loss. Reddi et al. [2019] establish that the latter guarantees a tight bound on the retrieval performance. In §4, we show that the former ensures good performance on subpopulations.

### 3.4 Consistency of average top-$k'$ for retrieval

A minimal requirement to impose on the expected loss in Lemma 1 is that it is consistent [Zhang, 2004a, Bartlett et al., 2006] for retrieval, i.e., that its minimisation also ensures that the retrieval risk is minimised. Here, we establish this when $\ell$ is the softmax cross-entropy, provided that the label distribution $P_{Y|X}$ satisfies certain regularity conditions and $k'$ is chosen suitably as the number of sample $N$ increases.

**Proposition 2.** Pick the softmax cross-entropy loss $\ell$. Let $\alpha = \lim_{N \to \infty} \frac{k'(N)}{N}$. Then, for any $\alpha > 0$, there exists an integer $r(\alpha)$ depending on $P_{Y|X}$, such that the average top-$k'(N)$ loss with $\ell$ is consistent for top-$r(\alpha)$ retrieval.

### 4 Analysis of $S^2M$ under heterogeneity

We now establish that minimising the average top-$k'$ loss controls performance over heterogeneous subpopulations of the data. Thus, in retrieval settings, we ensure that good retrieval over different data subpopulations.

Formally, following §2.2, suppose the underlying data distribution comprises $P$ distinct subpopulations $\{ \mathcal{D}_p \}_{p \in [P]}$; i.e., $\mathcal{D} = \sum_{p \in [P]} \nu_p^* \cdot \mathcal{D}_p$ for some unknown mixture weights $\nu_p^* \in \Delta_p$. Our aim is to control the following maximal retrieval loss across different subpopulations:
\[
\max_{p \in [P]} L_{\text{ret}(r)} (f; \mathcal{D}_p),
\]
where $L_{\text{ret}(r)}$ is the retrieval loss for integer $r$ (cf. (1)). We make two related comments here. First, any $\mathcal{D}$ will admit an infinitude of mixture representations involving different $\mathcal{D}_p$’s. Second, performance on a given $\mathcal{D}_p$ ought to depend on how well-represented it is in $\mathcal{D}$, i.e., the magnitude of $\nu_p^*$. This intuition will be manifest in our subsequent bounds.

For simplicity, we focus on the full batch setting, i.e., $N_{mb} = N$. We also consider the use of a generic multiclass loss $\ell$, which could be the expected SNM loss from Lemma 1. Our analysis easily generalises to the minibatch setting, using Lemma 1 and the techniques of Reddi et al. [2019, Theorem 5], Kawaguchi and Lu [2019, Theorem 2].

#### 4.1 Warm-up: known subpopulation membership

As a warm-up, we illustrate how we can control (12) if we know in advance which subpopulation each training example in $S$ belongs to. For $p \in [P]$, let $S_p = \{ i \in [N] : (x_i, y_i) \sim \mathcal{D}_p \}$ with $N_p := |S_p|$
be the indices of the samples drawn from \( \mathcal{D}_p \), the distribution of the \( p \)th subpopulation. Given a surrogate loss \( \ell \), e.g., the SNM loss of (7), the empirical loss for each subpopulation is

\[
\hat{L}_{\text{avg}}(f; S_p) = \frac{1}{N_p} \sum_{i \in S_p} \ell(y_i, f(x_i)) \quad \forall \ p \in [P].
\]  

To achieve good performance on each subpopulation, we may consider the agnostic empirical loss from Mohri et al. [2019], which considers the worst-case performance over all mixtures of subpopulations: for a mixture set \( \Lambda \subseteq \Delta_p \),

\[
\hat{L}_{\text{max}}(f; S, \Lambda) \doteq \max_{p \in [P]} \nu_p \cdot \hat{L}_{\text{avg}}(f; S_p).
\]

Observe that if we pick \( \Lambda = \Delta_p \), then the maximum in (14) is exactly (12). Equipped with this, one may then appeal to generalisation bounds for the agnostic empirical loss [Mohri et al., 2019, Theorem 2] to conclude that with high probability over the draw of the training sample,

\[\max_{p \in [P]} L_{\text{ret}(r)}(f; \mathcal{D}_p) \leq \hat{L}_{\text{max}}(f; S, \Lambda) + \mathcal{C}_{S, \Lambda_{\text{top}}, N},\]

where \( \mathcal{C}_{S, \Lambda_{\text{top}}, N} \) depends on a weighted Rademacher complexity of the function class \( \mathcal{F} \), and covering number of the mixture set \( \Lambda_{\text{top}} \); see Mohri et al. [2019] for details.

We now move to the main focus of this paper, the more common and and challenging setting where the subpopulation membership for the training samples is unknown. In this case, we cannot even compute the empirical loss over each subpopulation (13), let alone minimise the agnostic empirical loss (14) to ensure good performance over each subpopulation. Fortunately, we can establish that the proposed average top-\( k' \) minimisation controls the loss in (12). Our analysis proceeds as follows:

(i) first, we relate the top-\( k' \) risk that \( S^2M \) minimises to the conditional value at risk (CVaR)

(ii) next, we further relate the population version of the CVaR to the maximal subpopulation loss in (12)

(iii) finally, we derive a generalisation bound for the CVaR, which shows that the maximal retrieval loss can be controlled by minimising the empirical top-\( k' \) risk.

4.2 From top-\( k' \) to maximal retrieval loss via CVaR

We begin by introducing the conditional value at risk (CVaR) at level \( \alpha \in (0, 1) \) of a random variable \( U \), defined as [Rockafellar and Uryasev, 2000, Theorem 1]

\[
\text{CVaR}_\alpha(U) = \inf_{t \geq 0} \mathbb{E} \left[ \frac{1}{\alpha} [U - t]_+ + t \right],
\]

where \([x]_+ = \max\{x, 0\}\). Given iid samples \( u_i \sim U \), we may construct an empirical estimate

\[
\text{CVaR}_\alpha(\hat{U}) = \inf_{t \geq 0} \left\{ \frac{1}{N\alpha} \sum_{i=1}^{N} [u_i - t]_+ + t \right\}.
\]

for \( \alpha = \frac{k'}{N} \). Here, \( \text{CVaR}_\alpha(\hat{U}) \) is a biased estimate of \( \text{CVaR}_\alpha(U) \), since the expectation of the infimum is not the same as the infimum of the expectation [Brown, 2007].

Interestingly, (16) is equivalent to the average of the top-\( k' \) largest elements of \( \{u_i\}_{i=1}^{N} \) [Rockafellar and Uryasev, 2002, Proposition 8], [Fan et al., 2017, Lemma 2]. This gives a means of re-expressing the average top-\( k' \) loss in terms of the CVaR. Specifically, consider the random variable of loss values \( L_f \doteq \ell(Y, f(X)) \) for \( (X, Y) \sim \mathcal{D} \) and given scorer \( f \). Given \( N \) examples \( S = \{(x_i, y_i)\}_{i=1}^{N} \sim \mathcal{D}^{N} \), we
obtain $N$ measurements $\{\ell(y_i, f(x_i))\}_{i=1}^N$ of the random variable $L_f$. Thus, for $\alpha = k' / N$, the empirical average top-$k'$ risk

$$
\hat{L}_{\text{top}(k')} (f; S) = \text{CVaR}_\alpha(\hat{L}_f),
$$

(17)
gives us an empirical estimate of $\text{CVaR}_\alpha(L_f)$.

This connection between the empirical average top-$k'$ risk and CVaR has twofold advantage. First, the representation in (15) enables us to derive generalisation bounds for the retrieval problem. Second, appealing to a distinct representation for the CVaR evinces how it controls subpopulation uncertainty.

The representation in (18) can be seen as a generalisation of the agnostic loss in (14), wherein there was made in [Duchi et al., 2019, Eq. (2)].

The following result presents two such bounds. The first bound relies on a result of Cherukuri [2019], and depends on the covering number of $\mathcal{F}$. The second bound is an application of Rademacher bounds to the formulation in (15).

**Lemma 3.** Pick a scorer $f$ and $k' \in \mathbb{N}_+$. For any sample $S$ with subpopulation indices $\{S_p\}_{p \in \mathcal{P}}$ of sizes $N_p = |S_p|$, 

$$
\text{CVaR}_{\alpha}(\hat{L}_f) = \max_{\nu \in \mathcal{T}_{k', \mathcal{P}}} \sum_{p \in \mathcal{P}} \nu_p \cdot \hat{L}_{\text{top}(k'\nu_p)}(f; S_p),
$$

(19)

where the uncertainty set $\mathcal{B}(P, \alpha) = \{Q \in \Delta_U \mid (\exists R \in \Delta_U) P = \alpha \cdot Q + (1 - \alpha) \cdot R\}$ with $\Delta_U$ denoting the set of all distributions on the sample space $U$. The CVaR is thus the maximal expectation under any minority subpopulation of the original distribution with mass at least $\alpha$. A similar connection was made in [Duchi et al., 2019, Eq. (2)].

The representation in (18) can be seen as a generalisation of the agnostic loss in (14), wherein there are subpopulation dependent mixing weights, and the empirical subpopulation losses are replaced with average top-$k'$ counterparts.

**Lemma 4.** Pick any $\alpha \in (0, 1)$. Fix a function class $\mathcal{F} \subset \mathbb{R}^X$ and bounded loss $\ell: [K] \times \mathbb{R}^k \to \mathbb{R}_+$. Then, for every $f \in \mathcal{F}$,

$$
\text{CVaR}_\alpha(L_f) - \mathbb{E}[\text{CVaR}_\alpha(\hat{L}_f)] = O\left(N^{-1/2}\right).
$$

We may thus seek a generalisation bound for $\text{CVaR}_\alpha(\hat{L}_f)$ in terms of its population counterpart, with an additional bias term that asymptotically vanishes. While concentration bounds for the CVaR are well-studied [Brown, 2007, Wang and Gao, 2010], these do not suffice for our purposes since we seek a uniform bound over all $f \in \mathcal{F}$.

The following result presents two such bounds. The first bound relies on a result of Cherukuri [2019], and depends on the covering number of $\mathcal{F}$. The second bound is an application of Rademacher bounds to the formulation in (15).
Proposition 5. Pick any $\alpha, \delta \in (0, 1)$. Fix a function class $\mathcal{F} \subset \mathbb{R}^X$ with diameter $\text{diam}(\mathcal{F})$, and bounded, 1-Lipschitz loss $\ell: [K] \times \mathbb{R}^K \to \mathbb{R}_+$ with $B \equiv \|\ell\|_{\infty}$. Then, with probability at least $1 - \delta$ over $S \sim \mathcal{D}^N$, for every $f \in \mathcal{F}$,

$$\text{CVaR}_\alpha(L_f) \leq \text{CVaR}_\alpha(\hat{L}_f) + (M_1 \wedge M_2) + O\left(N^{-1/2}\right),$$

where

$$M_1 \equiv O\left(\min\left\{\frac{\text{diam}(\mathcal{F})}{\alpha \delta}, B\sqrt{\frac{\log\left(\frac{\text{diam}(\mathcal{F})}{\alpha \delta}\right)}{\alpha N}}\right\}\right)$$

$$M_2 \equiv \frac{1}{\alpha} \cdot \left(\text{Rad}_N(\mathcal{F}) + B\sqrt{\frac{\log(1/\delta)}{2N}}\right),$$

for empirical Rademacher complexity $\text{Rad}_N(\mathcal{F})$.

An immediate consequence of Proposition 5 is that minimising the empirical top-$k'$ risk for $k' = \alpha N$ controls the maximum subpopulation risk: using (15), (17), and (18),

$$\sup_{\mathcal{D} \in \mathcal{B}(\mathcal{D}, \alpha)} \mathbb{E}_{(X, Y) \sim \mathcal{D}}[\ell(Y, f(X))] \leq \hat{L}_{\text{top}(k')}(f; S) + (M_1 \wedge M_2) + O\left(N^{-1/2}\right),$$

where the uncertainty set $\mathcal{B}(\mathcal{D}, \alpha)$ comprises all subpopulations of $\mathcal{D}$ occupying at least $\alpha$ mass. The LHS is exactly the maximal retrieval loss in (12), assuming $\mathcal{D} = \sum_{p \in [P]} \nu^*_p \cdot \mathcal{D}_p$ with $\nu^*_p \geq \alpha$, for all $p \in [P]$. This is intuitive: as the subpopulation becomes rarer ($\alpha \to 0$), it is harder to guarantee good performance using a finite number of samples ($M_1, M_2 \to \infty$).

4.4 Relation to existing work

The two key steps in our analysis are to relate the top-$k$ loss to the CVaR, and to then relate the CVaR to a worst-case subpopulation loss. The implication of combining these observations for retrieval has not previously been noted.

The issue of controlling the risk across subpopulations has been studied in prior work. Shalev-Shwartz and Wexler [2016] showed that minimising the maximal loss over all examples can guarantee good performance on data sub-populations. However, this analysis was for separable binary problems. By contrast, our analysis is for non-separable multiclass problems, and uses the more robust top-$k'$ loss. Fan et al. [2017] proposed to minimise the average of the top-$k'$ largest per-example losses. However, their analysis only established consistency in binary classification settings, and did not establish guarantees on different subpopulations.

In the fairness literature, a line of work has explored the use of the maximum or average top-$k'$ per-subgroup losses [Alabi et al., 2018, Mohri et al., 2019, Williamson and Menon, 2019]. These assume the subgroup memberships are known, akin to §4.1, which is not the case in our setup.

When subgroup membership is unknown, Duchi and Namkoong [2018], Hashimoto et al. [2018], Oren et al. [2019], Duchi et al. [2019] propose robust optimisation procedures. These can be seen as directly working with variational representations akin to (15), which requires fundamentally altering the training procedure (e.g., introducing an auxiliary parameter to be iteratively optimised over); further, such techniques are not attuned to the retrieval setting, where $K$ is large. By contrast, the minibatch top-$k'$ minimisation in $S^2M$ requires only a minor modification to the state-of-the-art SNM retrieval method [Reddi et al., 2019].

5 Experiments

We now present experiments confirming our central claim that $S^2M$ can ensure good performance on heterogeneous data subpopulations, while being efficient to optimise in settings with a large number
### Table 3: Test set accuracy on MNIST and CIFAR-10, where the training set is downsampled so that 5 classes appear 1% of the time. We assess average top-$k'$ minibatch SGD for varying $k'$, on a minibatch size of $N_{mb} = 64$.

The best performance on the tail subpopulation defined by the downsampled classes is achieved by choosing $k' < 64$.

| Dataset | Method     | Head   | Tail   | Full   |
|---------|------------|--------|--------|--------|
| MNIST   | Top-1      | 0.9521 | 0.4412 | 0.6915 |
|         | Top-16     | 0.9956 | 0.8826 | 0.9380 |
|         | Top-32     | 0.9959 | 0.8636 | 0.9288 |
|         | All 64 (SGD) | 0.9964 | 0.8736 | 0.9341 |
| CIFAR-10| Top-1      | 0.5273 | 0.3657 | 0.4465 |
|         | Top-16     | 0.8656 | 0.4743 | 0.6700 |
|         | Top-32     | 0.8734 | 0.4875 | 0.6805 |
|         | All 64 (SGD) | 0.8594 | 0.4694 | 0.6645 |

of labels. We will illustrate this on both a controlled setting where the subpopulations are artificially created, and a setting with natural subpopulations.

At the outset, we emphasise that to our knowledge, no existing retrieval method addresses the heterogeneity problem; state-of-the-art retrieval methods [Jain et al., 2016, Prabhu et al., 2018, Reddi et al., 2019, Guo et al., 2019] focus on aggregate performance, which we shall demonstrate can lead to a bias towards a dominant subpopulation. Further, while we do not claim to improve upon the state-of-the-art in terms of standard retrieval performance — involving metrics agnostic to heterogeneous subpopulations — we show that $S^2M$ remains competitive on such metrics as well.

**Results on small-scale data.** We begin with an experiment on two benchmark datasets, MNIST and CIFAR-10, each of which has 10 classes. On each dataset, we artificially create pronounced subpopulations as follows:

(a) we split the classes into two groups, Head & Tail
(b) on the training set, we downsample the Tail classes such that the ratio of Head: Tail classes is 100:1.

The data associated with the resulting Head and Tail classes form two imbalanced subpopulations of the data distribution. We do not modify the test data in any way, and so there is no such population imbalance in the test set.

We consider standard neural architectures for these datasets: for MNIST, we train a LeNet [Lecun et al., 1998] with minibatch size $N_{mb} = 64$ for 100K iterations, and for CIFAR-10, we train a ResNet-50 [He et al., 2016] with batch size $N_{mb} = 64$ for 600K iterations. On each dataset, we train $S^2M$ for $k' \in \{1, 16, 32, 64\}$, with softmax cross-entropy as our base loss. Since the number of labels in both datasets is only $K = 10$, we do not perform sampling over labels, i.e., $k = K$. Recall from §3.2 that this corresponds to performing average top-$k'$ SGD and that when $k' = 64$, the method is identical to standard minibatch SGD.

Table 3 shows the performance of all methods on both the downsampled and unaltered classes. We see that on both datasets, using the average top-$k'$ loss for $k' < 64$ results in the best performance on tail, i.e., the rare subpopulation corresponding to the downsampled classes. Further, on the CIFAR-10 dataset, we even see slight gains on modelling head, i.e., the subpopulation associated with the unaltered classes. This indicates that even within the head, we are able to better model more difficult examples.

**Results on large-scale data.** We next consider large-scale classification on AmazonCat-13k, a standard benchmark for extreme multilabel classification. Following Reddi et al. [2019], we convert this to a multiclass dataset as follows: given an instance $x$ and its $m$ positive labels $\{y_1, \ldots, y_m\} \subseteq [K]$ in the original dataset, we add $m$ multiclass examples $\{(x, y_1), \ldots, (x, y_m)\}$ in the new dataset.
| Metric | Method | Head  | Torso | Tail  | Full  |
|--------|--------|-------|-------|-------|-------|
| recall@5 | Top-256 | 0.8143 | 0.5302 | 0.4591 | 0.5822 |
|        | Top-512 | 0.8271 | 0.5347 | 0.4682 | 0.5911 |
|        | All 2048 (SNM) | 0.8241 | 0.5475 | 0.4944 | 0.6115 |
| recall@10 | Top-256 | 0.9081 | 0.7005 | 0.6205 | 0.7313 |
|         | Top-512 | 0.9170 | 0.7111 | 0.6388 | 0.7358 |
|         | All 2048 (SNM) | 0.9016 | 0.7041 | 0.6429 | 0.7419 |
| recall@25 | Top-256 | 0.9716 | 0.8556 | 0.7775 | 0.8632 |
|          | Top-512 | 0.9762 | 0.8718 | 0.7885 | 0.8661 |
|          | All 2048 (SNM) | 0.9507 | 0.8313 | 0.7681 | 0.8439 |
| recall@50 | Top-256 | 0.9866 | 0.9319 | 0.8613 | 0.9215 |
|          | Top-512 | 0.9896 | 0.9353 | 0.8629 | 0.9254 |
|          | All 2048 (SNM) | 0.9684 | 0.8974 | 0.8428 | 0.8913 |

Table 4: Test set recall on AmazonCat-13k, where the evaluation is split into three subpopulations (Head, Torso, Tail) based on label popularity. We assess $S^2M$ for varying values of $k'$, on a minibatch size of $N_{mb} = 2048$. Note that SNM corresponds to choosing $k' = 2048$. During each optimization step, we select the $k = 64$ hardest negative labels from a set of $ar{K} = 4096$ randomly sampled negative labels. The best performance at high levels of recall is achieved by choosing $k' < 2048$. 

Unlike the previous experiment, on this dataset we consider the naturally occurring subpopulations induced by the inherent label imbalance. We thus do not modify the training set in any way; rather, at test time, we simply evaluate performance per-subpopulation. These subpopulations are defined based on the label frequency as follows:

(a) for each label $y \in [K]$, we compute the fraction $\pi_y$ of times it appears in the training set
(b) we let $q, q'$ be the 66% and 33% quantile of the $\pi_y$’s
(c) we say a test sample $(x, y)$ belongs to Head if $\pi_y > q$, Torso if $q \geq \pi_y > q'$, and Tail otherwise.

At test time, we then separately evaluate performance on each of these three subgroups. Observe that by this construction, the subpopulations have overlapping support: indeed, an instance $x$ may be associated with both rare and frequent labels, in which case it will belong to multiple subgroups.

To measure performance on a subpopulation, we compute recall@$r$ for varying values of $r \in \{5, 10, 25, 50\}$, which is simply the negation of the retrieval risk (cf. (1)). This measures the number of $(x, y)$ pairs where $y$ is amongst the top-$r$ scored labels from the model. Since each instance can have many labels and frequent labels tend to get higher scores compared to rare labels, we expect higher recall@$r$ for Head labels, especially for low values of $r$.

For minibatch size $N_{mb} = 2048$, we compare the performance of $S^2M$ for $k' \in \{256, 512, 2048\}$. Note that $k' = 2048$ refers to the baseline of SNM, which averages the loss over all examples within a batch. Following Reddi et al. [2019], we train a fully connected neural network with a single hidden layer of width 512 employing linear activations. We use the cosine contrastive loss [Hadsell et al., 2006] as our base loss $\ell$. During each step of training, for each instance, we select the $k = 64$ hardest negative labels from a set of $\bar{K} = 4096$ negative labels sampled uniformly.

Table 4 shows the retrieval performance across multiple recall thresholds on all subpopulations (Head, Torso, Tail), as well as the Full test set. From the results, we make the following key observations. First, on the Full test set, with increasing values of $r$ the benefit of the proposed method becomes more pronounced: for $r = 25$, we observe best performance by selecting the Top-512 examples per batch.

Second, while we already observe increased recall of head labels in the top-5 results, with increasing $r$, recall further improves over the baseline across subpopulations of increasingly rare labels. For $r \geq 25$, performance improves across all subpopulations. This indicates that in addition to overall improved
recall, S²M learns a consistent ranking across labels, i.e., head labels are consistently ranked within the top labels, followed by torso and then tail labels.

Overall, S²M achieves good overall recall performance as well as across different data subpopulations, while being efficient to optimise with a large number of labels.

6 Conclusion and future work

We proposed doubly-stochastic mining (S²M), wherein we minimise the loss of the hardest examples and labels. Theoretically and empirically, S²M controls the retrieval loss over heterogeneous data subpopulations. Mitigating the effect of noise on the top-\(k\)' loss, e.g. using “semi-hard” examples [Schroff et al., 2015], would be of interest.
References

Rahul Agrawal, Archit Gupta, Yashoteja Prabhu, and Manik Varma. Multi-label learning with millions of labels: Recommending advertiser bid phrases for web pages. In Proceedings of the 22nd International Conference on World Wide Web, WWW ’13, pages 13–24, New York, NY, USA, 2013. ACM. ISBN 978-1-4503-2035-1.

Daniel Alabi, Nicole Immorlica, and Adam Tauman Kalai. Unleashing linear optimizers for group-fair learning and optimization. In Proceedings of the 31st Conference On Learning Theory, pages 2043–2066, 06–09 Jul 2018.

Barry C. Arnold, N. Balakrishnan, and H. N. Nagaraja. A First Course in Order Statistics. Wiley series in probability and mathematical statistics. John Wiley & Sons, Inc., New York, 1992.

Rohit Babbar and Bernhard Schölkopf. Dismec: Distributed sparse machines for extreme multi-label classification. In Proceedings of the Tenth ACM International Conference on Web Search and Data Mining, WSDM ’17, pages 721–729, New York, NY, USA, 2017. ACM. ISBN 978-1-4503-4675-7.

Peter L. Bartlett, Michael I Jordan, and Jon D McAuliffe. Convexity, classification, and risk bounds. Journal of the American Statistical Association, 101(473):138–156, 2006.

Aharon Ben-Tal and Marc Teboulle. An old-new concept of convex risk measures: The optimized certainty equivalent. Mathematical Finance, 17(3):449–476, 2007.

Y. Bengio and J. S. Senecal. Adaptive importance sampling to accelerate training of a neural probabilistic language model. Trans. Neur. Netw., 19(4):713–722, April 2008. ISSN 1045-9227.

Kush Bhatia, Himanshu Jain, Purushottam Kar, Manik Varma, and Prateek Jain. Sparse local embeddings for extreme multi-label classification. In Advances in Neural Information Processing Systems 28, pages 730–738. Curran Associates, Inc., 2015.

Leon Bottou and Olivier Bousquet. The tradeoffs of large scale learning. In Proceedings of the 20th International Conference on Neural Information Processing Systems, NIPS’07, pages 161–168, USA, 2007. Curran Associates Inc. ISBN 978-1-60560-352-0.

Stephen Boyd, Corinna Cortes, Mehryar Mohri, and Ana Radovanovic. Accuracy at the top. In F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger, editors, Advances in Neural Information Processing Systems 25, pages 953–961. Curran Associates, Inc., 2012.

David B. Brown. Large deviations bounds for estimating conditional value-at-risk. Operations Research Letters, 35(6):722 – 730, 2007.

Ashish Cherukuri. Sample average approximation of CVaR-based Wardrop equilibrium in routing under uncertain costs. arXiv e-prints, art. arXiv:1909.03783, Sep 2019.

Koby Crammer and Yoram Singer. On the algorithmic implementation of multiclass kernel-based vector machines. J. Mach. Learn. Res., 2:265–292, March 2002. ISSN 1532-4435.

Ido Dagan and Sean P. Engelson. Committee-based sampling for training probabilistic classifiers. In Proceedings of the Twelfth International Conference on International Conference on Machine Learning, ICML’95, pages 150–157, San Francisco, CA, USA, 1995. Morgan Kaufmann Publishers Inc. ISBN 1-55860-377-8.

John Duchi and Hongseok Namkoong. Learning models with uniform performance via distributionally robust optimization, 2018.

John C. Duchi, Tatsunori Hashimoto, and Hongseok Namkoong. Distributionally robust losses against mixture covariate shifts. https://thashim.github.io/assets/publications/condrisk.pdf, 2019.
Yanbo Fan, Siwei Lyu, Yiming Ying, and Baogang Hu. Learning with average top-k loss. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors, \textit{Advances in Neural Information Processing Systems 30}, pages 497–505. Curran Associates, Inc., 2017.

Édouard Grave, Armand Joulin, Moustapha Cissé, David Grangier, and Hervé Jégou. Efficient softmax approximation for GPUs. In Doina Precup and Yee Whye Teh, editors, \textit{Proceedings of the 34th International Conference on Machine Learning}, volume 70 of \textit{Proceedings of Machine Learning Research}, pages 1302–1310, International Convention Centre, Sydney, Australia, 06–11 Aug 2017. PMLR.

Chuan Guo, Ali Mousavi, Xiang Wu, Daniel N Holtmann-Rice, Satyen Kale, Sashank Reddi, and Sanjiv Kumar. Breaking the glass ceiling for embedding-based classifiers for large output spaces. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché Buc, E. Fox, and R. Garnett, editors, \textit{Advances in Neural Information Processing Systems 32}, pages 4944–4954. Curran Associates, Inc., 2019.

Raia Hadsell, Sumit Chopra, and Yann LeCun. Dimensionality reduction by learning an invariant mapping. In \textit{Proceedings of the 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition - Volume 2}, CVPR ’06, pages 1735–1742, Washington, DC, USA, 2006. IEEE Computer Society. ISBN 0-7695-2597-0.

T. B. Hashimoto, M. Srivastava, H. Namkoong, and P. Liang. Fairness without demographics in repeated loss minimization. In \textit{International Conference on Machine Learning}, 2018.

K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In \textit{IEEE Conference on Computer Vision and Pattern Recognition (CVPR)}, pages 770–778, June 2016.

Himanshu Jain, Yashoteja Prabhu, and Manik Varma. Extreme multi-label loss functions for recommendation, tagging, ranking & other missing label applications. In \textit{Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining}, KDD ’16, page 935–944, New York, NY, USA, 2016. Association for Computing Machinery. ISBN 9781450342322.

Himanshu Jain, Venkatesh Balasubramanian, Bhamu Chanduri, and Manik Varma. Slice: Scalable linear extreme classifiers trained on 100 million labels for related searches. In \textit{Proceedings of the Twelfth ACM International Conference on Web Search and Data Mining}, WSDM ’19, pages 528–536, New York, NY, USA, 2019. ACM. ISBN 978-1-4503-5940-5.

Sebastien Jean, Kyunghyun Cho, Roland Memisevic, and Yoshua Bengio. On Using Very Large Target Vocabulary for Neural Machine Translation. In \textit{Proceedings of ACL}, 2015.

Kenji Kawaguchi and Haihao Lu. A Stochastic First-Order Method for Ordered Empirical Risk Minimization. \textit{arXiv e-prints}, art. arXiv:1907.04371, Jul 2019.

Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based learning applied to document recognition. \textit{Proceedings of the IEEE}, 86(11):2278–2324, Nov 1998.

Christopher D. Manning, Prabhakar Raghavan, and Hinrich Schütze. \textit{Introduction to Information Retrieval}. Cambridge University Press, New York, NY, USA, 2008. ISBN 0521865719, 9780521865715.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean. Distributed representations of words and phrases and their compositionality. In \textit{Advances in Neural Information Processing Systems}, pages 3111–3119, 2013.

Mehryar Mohri, Gary Sivek, and Ananda Theertha Suresh. Agnostic federated learning. In \textit{International Conference on Machine Learning}, 2019.
Yonatan Oren, Shiori Sagawa, Tatsunori B. Hashimoto, and Percy Liang. Distributionally robust language modeling, 2019.

Yashoteja Prabhu, Anil Kag, Shrutendra Harsola, Rahul Agrawal, and Manik Varma. Parabel: Partitioned label trees for extreme classification with application to dynamic search advertising. In Proceedings of the 2018 World Wide Web Conference, WWW ’18, pages 993–1002, Republic and Canton of Geneva, Switzerland, 2018. International World Wide Web Conferences Steering Committee. ISBN 978-1-4503-5639-8.

Sashank J. Reddi, Satyen Kale, Felix Yu, Daniel Holtmann-Rice, Jiecao Chen, and Sanjiv Kumar. Stochastic negative mining for learning with large output spaces. In Proceedings of Machine Learning Research, volume 89 of Proceedings of Machine Learning Research, pages 1940–1949. PMLR, 16–18 Apr 2019.

Herbert Robbins and Sutton Monro. A stochastic approximation method. Ann. Math. Statist., 22(3):400–407, 09 1951.

R. Tyrrell Rockafellar and Stanislav Uryasev. Optimization of conditional value-at-risk. Journal of Risk, 2:21–41, 2000.

R.T. Rockafellar and S. Uryasev. Conditional value-at-risk for general loss distributions. Journal of Banking & Finance, 26(7):1443–1471, 2002.

Florian Schroff, Dmitry Kalenichenko, and James Philbin. Facenet: A unified embedding for face recognition and clustering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2015.

Shai Shalev-Shwartz and Yonatan Wexler. Minimizing the maximal loss: How and why. In Proceedings of the 33rd International Conference on International Conference on Machine Learning - Volume 48, ICML'16, pages 793–801. JMLR.org, 2016.

Nicolas Usunier, David Buffoni, and Patrick Gallinari. Ranking with ordered weighted pairwise classification. In Proceedings of the 26th Annual International Conference on Machine Learning, ICML ’09, pages 1057–1064, New York, NY, USA, 2009. ACM. ISBN 978-1-60558-516-1.

Vladimir N. Vapnik. The Nature of Statistical Learning Theory. Springer-Verlag New York, Inc., New York, NY, USA, 2nd edition, 1999. ISBN 0-387-98780-0.

Ying Wang and Fuqing Gao. Deviation inequalities for an estimator of the conditional value-at-risk. Operations Research Letters, 38(3):236–239, May 2010.

Robert C. Williamson and Aditya Krishna Menon. Fairness risk measures. In Proceedings of the 36th International Conference on Machine Learning, ICML 2019, 9-15 June 2019, Long Beach, California, USA, pages 6786–6797, 2019.

Marek Wydmuch, Kalina Jasinska, Mikhail Kuznetsov, Róbert Busa-Fekete, and Krzysztof Dembczynski. A no-regret generalization of hierarchical softmax to extreme multi-label classification. In Advances in Neural Information Processing Systems 31, pages 6355–6366. Curran Associates, Inc., 2018.

Hsiang-Fu Yu, Prateek Jain, Purushottam Kar, and Inderjit S. Dhillon. Large-scale multi-label learning with missing labels. In Proceedings of the 31st International Conference on International Conference on Machine Learning - Volume 32, ICML’14, pages I–593–I–601. JMLR.org, 2014.

Tong Zhang. Statistical behavior and consistency of classification methods based on convex risk minimization. Ann. Statist., 32(1):56–85, 02 2004a.

Tong Zhang. Statistical analysis of some multi-category large margin classification methods. J. Mach. Learn. Res., 5:1225–1251, December 2004b. ISSN 1532-4435.
A Proofs

Proof of Lemma 1. Let \( N_{mb} \subseteq \{N\} \) denote the indices of the \( N_{mb} \) samples selected in the minibatch \( S_{mb} \). Note that

\[
E_{(\bar{y}_i), N_{mb}} \left[ L_{\text{top}}(k; S_{mb}) \right] = E_{\{\bar{y}_i\}} \left[ E_{N_{mb}} \left[ L_{\text{top}}(k; f; S_{mb}) \right] \right]
\]

\[
\equiv \left( i \right) E_{\{\bar{y}_i\}} \left[ \text{owa} \left( \{\ell_{\text{snn}}(y_i, f(x_i); \bar{y}_i) : i \in [N] \} ; \theta \right) \right]
\]

\[
= \text{owa} \left( E_{\{\bar{y}_i\}} \left[ \ell_{\text{snn}}(y_i, f(x_i); \bar{y}_i) : i \in [N] \right] ; \theta \right),
\]

where \( (i) \) follows from Kawaguchi and Lu [2019]. The precise form of the weights vector \( \theta \in \mathbb{R}^N \) is per Kawaguchi and Lu [2019]. Compared to SGD, the expected loss is a weighted average of the loss over the samples. Further, the weighting places emphasis on the labels with highest loss. Next, by following Reddi et al. [2019], we have

\[
E_{\bar{y}_i} \left[ \ell_{\text{snn}}(y_i, f(x_i); \bar{y}_i) \right] = \phi(f_{y_i}) + \text{owa} \left( \{\phi(-f_{y'}) \} \right)_{y' \neq y_i} \varphi,
\]

where \( \varphi \in \mathbb{R}^{K-1} \) is a weight vector. Here, the weighting places emphasis on the labels with highest loss. (The precise form of the weights is per Reddi et al. [2019].) Now, Lemma 1 follows by combining (20) and (21). \qed

Proof of Proposition 2. We follow the proof of Fan et al. [2017], which was done for the binary classification setting. By exploiting the connection between the average top-\( k \) risk and the CVaR (15), we have that

\[
\hat{L}_{\text{top}}(k') (f; S) \xrightarrow{k' = \frac{\alpha}{N} \rightarrow \infty} L_{\text{top}}(k) (f; D) = \inf_{t \geq 0} \mathbb{E}_{(X,Y) \sim D} \left[ \frac{1}{\alpha} [\ell(Y, f(X)) - \ell t]_+ + t \right]
\]

(22)

where \( \alpha = \frac{k'}{N} \). Let \((f^*, t^*)\) be the minimizer of the RHS in (22).

Further, letting \( f^*_\ell \) be the minimiser of the risk with respect to loss \( \ell \), i.e., \( f^*_\ell = \arg\min_f : \mathbb{R} \rightarrow \mathbb{E}_{(X,Y) \sim D} [\ell(Y, f(X))] \). Therefore, we have

\[
t^* \leq \mathbb{E}_{(X,Y) \sim D} \left[ \frac{1}{\alpha} [\ell(Y, f^*(X)) - t^*]_+ + t^* \right]
\]

\[
= \min_{f, t} \mathbb{E}_{(X,Y) \sim D} \left[ \frac{1}{\alpha} [\ell(Y, f(X)) - \ell t]_+ + t \right]
\]

\[
\leq \min_{t} \mathbb{E}_{(X,Y) \sim D} \left[ \frac{1}{\alpha} [\ell(Y, f^*_\ell(X)) - \ell t]_+ + t \right]
\]

\[
\leq \mathbb{E}_{(X,Y) \sim D} \left[ \frac{1}{\alpha} [\ell(Y, f^*_\ell(X))]_+ \right]
\]

\[
= \frac{1}{\alpha} \cdot L^*,
\]

(23)

where \( L^* = \min_{f} : \mathbb{R} \rightarrow \mathbb{E}_{(X,Y) \sim D} [\ell(Y, f(X))] \) denotes the Bayes-risk (minimal loss) with respect to \( \ell \).

Equipped with this, let us consider the following problem

\[
\text{minimize} \quad \mathbb{E}_{Y|X=x} [\ell(Y, f(x))] = \sum_y p_y(x) \cdot [-\log g_y(x) - \ell]_+ = \sum_y p_y(x) \cdot [-\log \tau g_y(x)]_+
\]
subject to $\sum_y g_y(x) = 1$ and $g_y(x) \geq 0 \forall y,$

where $g_y(x) = \frac{e^{f_y(x)}}{\sum_y e^{f_y(x)}}$ and $\tau = e^t$. In what follows, we suppress the dependence on $x$ to obtain the following problem.

$$\begin{align*}
\text{minimize} & \quad \sum_y p_y \cdot \lceil \log \tau g_y \rceil \\
\text{subject to} & \quad \sum_y g_y = 1 \quad \text{and} \quad g_y \geq 0 \forall y,
\end{align*}$$

The problem can be rewritten as

$$\begin{align*}
\min_{g_y \geq 0 \forall y} \max_{\lambda \in \mathbb{R}} & \quad \sum_y p_y \cdot \lceil \log \tau g_y \rceil + \lambda \cdot (1 - \sum_y g_y) - \sum_y \mu_y \cdot g_y \\
& \geq \max_{\lambda \in \mathbb{R}} \min_{g_y \geq 0 \forall y} \sum_y p_y \cdot \lceil \log \tau g_y \rceil + \lambda \cdot (1 - \sum_y g_y) - \sum_y \mu_y \cdot g_y.
\end{align*}$$

Note that

$$\frac{\partial W}{\partial g_y} = \begin{cases} -\frac{p_y}{g_y} - \lambda, & \text{if } -\log \tau g_y > 0 \text{ or } g_y < \frac{1}{\tau} \\ \alpha_y p_y - \lambda \text{ for } \alpha_y \in [0, 1], & \text{if } -\log \tau g_y = 0 \text{ or } g_y = \frac{1}{\tau} \\ -\lambda, & \text{if } -\log \tau g_y \leq 0 \text{ or } g_y > \frac{1}{\tau} \end{cases}$$

Let $y_1 = \{ y : g_y = \frac{1}{\tau} \}$ and $y_2 = \{ y : g_y < \frac{1}{\tau} \}$. Assuming that $K \cdot \frac{1}{\tau} > 1$, we claim that $y_1 \cup y_2 = y$, i.e., at the optimal solution we don’t have $g_y > \frac{1}{\tau}$. This easily follows from the observation that assigning more that $\frac{1}{\tau}$ mass to $g_y$ does not further reduce the objective, however, it can increase the contribution of $g_y'$, for $y' \neq y$, to the objective. From KKT condition, an optimal solution satisfies

$$\frac{\partial W}{\partial g_y} = 0 \quad \forall y$$

or

$$g^*_y = -\frac{p_y}{\lambda} \quad \forall y \in y_2.$$  

Now, since $\{g_y\}$ forms a valid distribution, we have

$$1 = \sum_y g^*_y = \sum_{y \in y_1} g^*_y + \sum_{y \in y_2} g^*_y = |y_1| \cdot \frac{1}{\tau} - \sum_{y \in y_2} \frac{p_y}{\lambda} = |y_1| \cdot \frac{1}{\tau} - \frac{1}{\lambda^*} \cdot (1 - \sum_{y \in y_1} p_y)$$

or

$$-\frac{1}{\lambda^*} = \frac{(1 - |y_1|/\tau)}{(1 - \sum_{y \in y_1} p_y)}.$$  

Thus, we have

$$g^*_y = \begin{cases} \frac{1}{\tau} \frac{(1 - |y_1|/\tau)}{(1 - \sum_{y \in y_1} p_y)} \cdot p_y, & y \in y_1 \cup y_2.
\end{cases}$$

Recall that, for $y \in y_2$, we have $g^*_y < \frac{1}{\tau}$. Thus, $y \in y_2$ if

$$p_y < \frac{1}{\tau} \cdot \frac{(1 - \sum_{y \in y_1} p_y)}{(1 - |y_1|/\tau)}.$$
Let $\tau^* = e^{t^*}$. Consequently, the minimiser of the average top-$k'$ risk collapses the probabilities of the largest $|y_i|$ labels into $\frac{1}{N}$. Further, these largest elements will have probability larger than the other labels. Consequently, the minimiser will be will be top-$\tau^*$ consistent.

To get some intuition, recall that $\tau^* = e^{t^*}$ for the optimal threshold $t^*$. Thus, in light of (23), $\tau^* \leq e^{t^*/\alpha}$. When $L^* \sim 0$ (i.e., the problem is noise-free), and $\alpha \sim 1$ (i.e., we average most of the labels), this indicates that the loss will be top-1 consistent, as is intuitive.

**Proof of Lemma 3.** Consider the following set of weightings on the training samples:

$$
\Lambda_{\text{top}(k'),N} = \{\tau \in \{0,1/k'\}^N : \|	au\|_0 = k'\} \subset \Delta_N,
$$

i.e., all $k'$-sparse vectors with equal weight on the nonzero components. The empirical average top-$k'$ loss as defined in (11) can then be rewritten as

$$
\hat{L}_{\text{top}(k')}(f;S) = \max_{\tau \in \Lambda_{\text{top}(k'),N}} \sum_{i \in [N]} \tau_i \cdot \ell(y_i, f(x_i)).
$$

Given $\tau \in \Lambda_{\text{top}(k'),N}$, for each subpopulation, we can further consider only those samples which have nonzero associated weight: $S_{\tau,p} = \{i \in S_p : \tau_i > 0\} \subseteq S_p, p \in [P]$. Now, we can rewrite (35) as follows:

$$
\hat{L}_{\text{top}(k')}(f;S) = \max_{\tau \in \Lambda_{\text{top}(k'),N}} \sum_{p \in [P]} \frac{1}{k'} \sum_{i \in S_{\tau,p}} \ell(y_i, f(x_i))
$$

$$
= \max_{\tau \in \Lambda_{\text{top}(k'),N}} \sum_{p \in [P]} \frac{|S_{\tau,p}|}{k'} \cdot \frac{1}{|S_{\tau,p}|} \sum_{i \in S_{\tau,p}} \ell(y_i, f(x_i)).
$$

Note that the maximisation over $\tau$ is equivalent to selecting $\lambda_p = \frac{|S_{\tau,p}|}{|S_{\tau,p}|}$ fraction of the $k'$ hardest examples that define the average top-$k'$ loss from the $p$-th subpopulation. We may thus write

$$
\hat{L}_{\text{top}(k')}(f;S) = \max_{\lambda \in \mathcal{F}_{k',P}} \sum_{p \in [P]} \lambda_p \cdot \hat{L}_{\text{top}(k';\lambda_p)}(f;S_p),
$$

$$
\mathcal{F}_{k',P} = \{\lambda \in \{0,1/k',\ldots,1\}^P : k'\lambda_p \leq N_p, \sum_{p \in [P]} \lambda_p = 1\}.
$$

**Proof of Lemma 4.** Fix any $f \in \mathcal{F}$. From the definition of the empirical and population CVaR (16), (15), we have

$$
\mathbb{E}\left[\text{CVaR}(L_f) - \text{CVaR}(\hat{L}_f)\right] = \mathbb{E}\left[\frac{1}{\alpha} \cdot (\ell(Y, f(X)) - t^*)_+ + t^*\right] - \mathbb{E}\left[\frac{1}{N\alpha} \sum_{i=1}^{N} (\ell(y_i, f(x_i)) - \hat{t}^*)_+ + \hat{t}^*\right],
$$

where $\hat{t}^*,t^*$ are the optimal values of $t$ in (16), (15). Following Rockafellar and Uryasev [2000], these correspond to the empirical and population quantiles of the losses, which we denote by $q_\alpha$ and $q_\alpha$ respectively. Thus,

$$
\mathbb{E}\left[\text{CVaR}(L_f) - \text{CVaR}(\hat{L}_f)\right] = \mathbb{E}\left[\frac{1}{\alpha} \cdot (\ell(Y, f(X)) - q_\alpha)_+\right] - \mathbb{E}\left[\frac{1}{N\alpha} \sum_{i=1}^{N} (\ell(y_i, f(x_i)) - \hat{q}_\alpha)_+\right] + \mathbb{E}\left[|q_\alpha - \hat{q}_\alpha|\right]
$$

$$
= \frac{1}{N\alpha} \sum_{i=1}^{N} \mathbb{E}[|\ell(y_i, f(x_i)) - q_\alpha|] - \mathbb{E}\left[\frac{1}{N\alpha} \sum_{i=1}^{N} (\ell(y_i, f(x_i)) - \hat{q}_\alpha)_+\right] + \mathbb{E}\left[|q_\alpha - \hat{q}_\alpha|\right]
$$

$$
= \frac{1}{N\alpha} \sum_{i=1}^{N} \mathbb{E}[|\ell(y_i, f(x_i)) - q_\alpha|] + \mathbb{E}\left[(\ell(y_i, f(x_i)) - q_\alpha)_+\right] + \mathbb{E}\left[(\ell(y_i, f(x_i)) - q_\alpha)_+\right] + \mathbb{E}\left[|q_\alpha - \hat{q}_\alpha|\right].
A simple case-analysis reveals that \(|[\ell(y_i, f(x_i)) - q_\alpha]_+ - [\ell(y_i, f(x_i)) - \hat{q}_\alpha]_+| \leq |q_\alpha - \hat{q}_\alpha|\). Thus, the RHS can be bounded by \((1 + \frac{1}{\alpha}) \cdot \mathbb{E} |q_\alpha - \hat{q}_\alpha|\). Now observe that the empirical quantile \(\hat{q}_\alpha\) converges in distribution to a Gaussian with mean \(q_\alpha\) and variance \(\mathcal{O} \left( \frac{1}{N} \right) \) [Arnold et al., 1992, Theorem 8.5.1]. Since the mean of the absolute value of a zero-mean Gaussian with variance \(\sigma^2\) is \(\mathcal{O}(\sigma)\), the result follows.

Proof of Proposition 5. We provide both a covering number bound based on Cherukuri [2019], and a Rademacher bound based on Boyd et al. [2012].

Covering number bound. Note that for any fixed \(f \in \mathcal{F}\),

\[
\text{CVaR}(L_f) - \text{CVaR}(\hat{L}_f) \leq \sup_{h \in \mathcal{F}} \text{CVaR}(L_h) - \text{CVaR}(\hat{L}_h),
\]

Let the loss function \(\ell : [K] \times \mathbb{R}^K \to \mathbb{R}\) satisfy the Lipschitz condition:

\[
\|\ell(h; z) - \ell(h'; z)\|_2 \leq \gamma \|h - h'\|_2.
\]

Under this assumption, it follows from Cherukuri [2019, Proposition IV.9] that

\[
\mathbb{P} \left[ \sup_{f \in \mathcal{F}} |\text{CVaR}(L_f) - \text{CVaR}(\hat{L}_f)| > \epsilon \right] \leq \gamma(\epsilon) \cdot e^{-N \beta(\epsilon)},
\]

where \(\gamma(\epsilon) = O(\text{diam}(\mathcal{F}) \cdot (\epsilon \cdot \alpha)^{-1})\), and \(\beta(\epsilon) = O(\alpha \cdot \epsilon^2 \cdot B^{-2})\), where \(\text{diam}(\mathcal{F})\) is the diameter of the function class, and \(B = \|\ell\|_\infty\) is the maximum possible CVaR value. Now, for a large enough constant \(\mu\), by setting

\[
\epsilon = M = O \left( \min \left\{ \frac{\text{diam}(\mathcal{F})}{\alpha \delta}, B \cdot \sqrt{\frac{1}{\alpha N} \cdot \log \left( \frac{\text{diam}(\mathcal{F})}{\alpha \delta} \right)} \right\} \right)
\]

we obtain that

\[
\mathbb{P} \left[ \sup_{f \in \mathcal{F}} |\text{CVaR}(L_f) - \text{CVaR}(\hat{L}_f)| > \epsilon \right] \leq \delta.
\]

Thus, it follows from \((36), (39)\), and \((40)\) that with probability at least \(1 - \delta\),

\[
\text{CVaR}_\alpha(L_f) \leq \text{CVaR}_\alpha(\hat{L}_f) + O \left( \min \left\{ \frac{\text{diam}(\mathcal{F})}{\alpha \delta}, B \cdot \sqrt{\frac{1}{\alpha N} \cdot \log \left( \frac{\text{diam}(\mathcal{F})}{\alpha \delta} \right)} \right\} \right),
\]

Rademacher bound. Define

\[
L_\alpha(f, t; \mathcal{D}) \doteq \mathbb{E} \left[ \frac{1}{\alpha} [\ell(Y, f(X)) - t]_+ + t \right].
\]

We thus have \(\text{CVaR}_\alpha(L_f) = L_\alpha(f, t^*; \mathcal{D})\) where \(t^*\) is the \((1 - \alpha)\)th quantile of the loss values. We similarly have the empirical version

\[
\hat{L}_\alpha(f, t; S) \doteq \frac{1}{N\alpha} \sum_{n=1}^N [\ell(Y, f(X)) - t]_+ + t,
\]

where again \(\text{CVaR}_\alpha(\hat{L}_f) = L_\alpha(f, \hat{t}^*; S)\), for \(\hat{t}^*\) the empirical quantile of the loss values. For \(\hat{\ell}_{\alpha,t}(y, f) = \frac{1}{\alpha} [\ell(y, f) - t]_+ + t\), we may write

\[
L_\alpha(f, t; \mathcal{D}) = \mathbb{E} \left[ \hat{\ell}_{\alpha,t}(Y, f(X)) \right],
\]
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and similarly for the empirical version. Consequently, a standard analysis yields that with probability at least $1 - \delta$,

$$L_\alpha(f, t; \mathcal{D}) \leq \hat{L}_\alpha(f, t; S) + 2 \cdot \text{Rad}_N(\bar{F}_t) + \sqrt{\log \frac{1}{\delta}} \cdot \frac{2}{2N},$$

where $\bar{F}_\alpha = \{(x, y) \mapsto \bar{\ell}_{\alpha, t}(y, f(x)) : f \in \mathcal{F}, t \in [0, B]\}$.

The function $z \mapsto \frac{1}{\alpha} \cdot [z]_+$ is clearly $\frac{1}{\alpha}$-Lipschitz, and so by the contraction principle, $\text{Rad}_N(\bar{F}_\alpha) \leq \frac{1}{\alpha} \cdot \text{Rad}_N(\bar{F})$, where $\bar{F} = \{(x, y) \mapsto \ell(y, f(x)) - t : f \in \mathcal{F}, t \in [0, B]\}$. Following Boyd et al. [2012, Theorem 1], we have that $\text{Rad}_N(\bar{F}) \leq \text{Rad}_N(\mathcal{F}_t) + \frac{B}{\sqrt{N}}$, for $\mathcal{F}_t = \{(x, y) \mapsto \ell(y, f(x)) : f \in \mathcal{F}\}$. Applying the contraction principle once more, by the assumption that $\ell$ is 1-Lipschitz, $\text{Rad}_N(\mathcal{F}_t) \leq \text{Rad}_N(\mathcal{F})$. It thus follows that for every $f \in \mathcal{F}$ and $t \in [0, B],$

$$L_\alpha(f, t; \mathcal{D}) \leq \hat{L}_\alpha(f, t; S) + \frac{1}{\alpha} \cdot \left( \text{Rad}_N(\mathcal{F}) + \frac{B}{\sqrt{N}} \right) + \sqrt{\log \frac{1}{\delta}} \cdot \frac{1}{\alpha} \cdot \frac{B}{\sqrt{N}}.$$  

Since the above holds uniformly for every $t \in [0, B]$, we may plug in $t$ to be the population-level loss quantile. For the right hand side, one may bound this (following Lemma 4) by the choice of the empirical quantile, plus the deviation between the empirical and true quantile. Thus, we arrive at

$$\text{CVaR}_\alpha(L_f) \leq \text{CVaR}_\alpha(\hat{L}_f) + \frac{1}{\alpha} \cdot \left( \text{Rad}_N(\mathcal{F}) + \frac{B}{\sqrt{N}} \right) + \sqrt{\log \frac{1}{\delta}} \cdot \frac{1}{\alpha} \cdot \frac{B}{\sqrt{N}} + O \left( \frac{1}{\sqrt{N}} \right).$$

$\square$