SCATTERING FOR THE CUBIC SCHRÖDINGER EQUATION IN 3D WITH RANDOMIZED RADIAL INITIAL DATA

NICOLAS CAMPS

Abstract. We obtain almost-sure scattering for the cubic defocusing Schrödinger equation in the Euclidean space $\mathbb{R}^3$, with randomized radially-symmetric initial data at some supercritical regularity scales. Since we make no smallness assumption, our result generalizes the work of Bényi, Oh and Pocovnicu [1]. It also extends the results of Dodson, Lührmann and Mendelson [19] on the energy-critical equation in $\mathbb{R}^4$, to the energy-subcritical equation in $\mathbb{R}^3$. In this latter setting, even if the nonlinear Duhamel term enjoys a stochastic smoothing effect that makes it subcritical, it still has infinite energy. In the present work, we first develop a stability theory from the deterministic scattering results below the energy space, due to Colliander, Keel, Staffilani, Takaoka and Tao. Then, we propose a globalization argument in which we set up the I-method with a Morawetz bootstrap in a stochastic setting. To our knowledge, this is the first almost-sure scattering result for an energy-subcritical Schrödinger equation outside the small data regime.
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1. Introduction

We consider the initial value problem for the cubic defocusing Schrödinger equation

\[
\begin{align*}
\i \partial_t u(t,x) + \Delta u(t,x) &= |u(t,x)|^2 u(t,x), & (t,x) \in \mathbb{R} \times \mathbb{R}^3. \\
u(0,x) &= u_0(x),
\end{align*}
\]

(NLS)

The equation has a Hamiltonian structure associated with the energy

\[
E(u) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u(s,x)|^2 dx + \frac{1}{4} \int_{\mathbb{R}^3} |u(s,x)|^4 dx.
\]

For smooth solutions, the above energy is conserved as time evolves. The mass

\[
M(u) = \int_{\mathbb{R}^3} |u(s,x)|^2 dx
\]

is also formally conserved. In addition, the equation enjoys the scaling symmetry. Namely, given \( \lambda > 0 \) and \( u \) a solution to the equation,

\[
u_{\lambda}(t,x) = \lambda^{-1} u(\lambda^{-2}t, \lambda^{-1}x), \quad (t,x) \in \mathbb{R} \times \mathbb{R}^3,
\]

is also a solution. Since the scaling symmetry leaves invariant the homogeneous Sobolev space \( H^{1/2} \), the scale \( s_c = 1/2 \) is critical. In the scaling-subcritical regime \( s > 1/2 \), we deduce from a contraction mapping argument that the initial value problem is locally well-posed in the following sense:

- (Uniqueness) Given two solutions \( u_1, u_2 \) in \( H^s \) and a time \( t \), if \( u_1(t) = u_2(t) \) then \( u_1 = u_2 \).
- (Existence) For all \( u_0 \in H^s \), there exists \( T(\|u_0\|_{H^s}) > 0 \) and a solution to (NLS)

\[
u(t) = e^{it\Delta} u_0 - \i \int_0^t e^{i(t-\tau)\Delta} |u(\tau)|^2 u(\tau)d\tau, \quad u \in C([-T,T];H^s).
\]
- (Continuity) The solution map \( u_0 \in H^s \mapsto u \in C([-T,T],H^s) \) is continuous.

1.1. Known results. Note that in the scaling-subcritical regime, the maximal lifespan of the solution is bounded from below by a quantity that only depends on the \( H^s \) norm of the initial data. Therefore, one can use a continuity argument and deduce global existence from a priori uniform bound on the \( H^s \) norm of the solution.

In the present case, \( s_c < 1 \) and the equation is energy-subcritical. Note that an initial data in \( H^1 \) have a finite energy. Besides, it follows from the defocusing nature of the equation that the energy is coercive, and yields a uniform control on the \( H^1 \) norm of the solution so that (NLS) is globally well-posed in the energy space \( H^1 \). In addition, the solution display linear scattering in large time. Namely, for all \( u_0 \in H^1 \), there exist some unique final states \( u_{\pm} \in H^1 \) such that

\[
\lim_{t \to \pm \infty} \|e^{-it\Delta} u(t) - u_{\pm}\|_{H^1} = 0.
\]

It is conjectured that (NLS) is globally well-posed in \( H^s \) for \( 1/2 \leq s < 1 \), and that the solution scatters at infinity. Still, we do not have a coercive conservation law at these regularities and, in general, we cannot always preclude the \( H^s \) norm from blowing up in finite time. In the scaling-critical case, the time of existence of the solution does not only depend on its norm \( \tilde{H}^{1/2} \), but also on its profile. Nevertheless, by using a concentration-compactness method, Kenig and Merle proved in [25] some conditional scattering.

At scaling-supercritical scales \( s < 1/2 \), the equation is ill-posed (see for instance [12]). Nevertheless, following the pioneering work of Bourgain, a probabilistic Cauchy theory has emerged. It displays the existence of a local flow defined on generic sets of initial data, in some regimes where
a deterministic Cauchy theory does not hold. In the present work, we address the globalization of such a probabilistic flow for (NLS) in the Euclidean space, with randomized initial data at supercritical regularities $3/7 < s$.

**Global well-posedness & Scattering below the energy space.** Let us present the general framework used to study (NLS) at scaling-subcritical regularity, below the energy space, where we still have a local flow. At regularities $1/2 \leq \sigma < 1$, there is no coercive conservation law that prevents the Sobolev norm to grow up. Hence, to obtain global a priori estimates for a general initial data $^1$, one has to make use of some modified energies. The idea is to consider a frequency truncated version of the solution, and to control the increments of its energy along the evolution. Bourgain implemented this idea in $^7$ to prove global existence for the cubic Schrödinger equation in $H^\sigma(\mathbb{R}^2)$, for $2/3 < \sigma$, by using the high-low argument together with some bilinear estimates. The observation is that the nonlinear evolution of the high frequencies is well approximated by the linear evolution. Namely, if we evolve on a short time step the low-frequency modes by the nonlinear flow, and the high-frequency modes by the linear flow, the error we make turns out to be in the energy space $H^1$. Furthermore, the methods displays a nonlinear smoothing effect: for all $t \in \mathbb{R}$,

$$u(t) - e^{it\Delta} u_0 \in H^1.$$  \hfill (1.2)

This globalization method is now standard, and was used in many contexts (see, e.g., $^26$ for the wave equation). Bourgain extended the method to the 3D case in $^8$, where he proved global existence for $11/13 < \sigma$. Then, Colliander, Keel, Staffilani, Takaoka and Tao refined this frequency-cutoff in $^13$ and introduced the I-operator, which goes from $H^\sigma$ to $H^1$. By exploiting the structure of the nonlinearity, the authors provide some frequency cancellations that come with a nonlinear smoothing effect, and that loosen the regularity threshold at which the local flow extends globally.

**Definition 1.1 (I operator).** Given $1/2 < \sigma < 1$ and $N \gg 1$, the I-operator is the Fourier multiplier

$$I = F^{-1}(mF), \quad m(\xi) = \begin{cases} 1 & \text{if } |\xi| \leq N, \\ \left(\frac{N}{|\xi|}\right)^{1-\sigma} & \text{if } |\xi| \geq 2N. \end{cases}$$  \hfill (1.3)

It holds that

$$\|\nabla I u\|_{L^2} \leq \|u\|_{H^\sigma}, \quad \|u\|_{H^\sigma} \leq N^{1-\sigma}\|I u\|_{H^1}.\hfill (1.4)$$

As $N$ becomes larger, the energy is supposed to grow to infinity, while we expect it’s time derivative to decrease. Specifically, if we assume that $J \times \mathbb{R}^3$ is a spacetime slab where we have a smallness assumption on the $L^4_{t,x}$ norm of $u$, then

$$\int_J \left|\frac{d}{dt}E(I u)(\tau)\right| d\tau \lesssim \frac{1}{N} + O\left(\frac{1}{N^2}\right).$$  \hfill (1.5)

The method usually comes with a rescaling argument, that allows one to assume that the energy of $I u$ is less than 1 initially. In addition, the *interaction Morawetz inequality* gives a bound on the $L^4_{t,x}$ norm, depending on the energy of $I u$. Hence, we have a control on the number of spacetime slabs where the increment of $E(v)$ satisfies (1.5). By finely tuning the parameters $N$ and $s$, we would be able to sum (1.5) over finitely many spacetime slabs, and to obtain a uniform bound on

$^1$ Note that one can easily prove scattering under smallness assumption on the initial data at regularity $1/2 \leq \sigma < 1$, by directly performing a contraction argument and obtaining global spacetime bounds.
both the energy of $Iu$ and on the $L^4_{t,x}$ norm of $u$, from which scattering follows. The interaction Morawetz estimate reads
\[ \int_J \int_{\mathbb{R}^3} |u(t,x)|^4 dx dt \lesssim \|u_0\|_{L^2}^2 \left( \|\sup_{t \in J} |u(t)|\|_{H^{1/2}} \right)^2. \]

It is due to [13], and its proof consists in averaging over $y$ the recentered Morawetz action against the mass density, and in tracking some monotonicity. The $I$-method with a Morawetz bootstrap has been refined, and adapted in different contexts. Let us cite some works that are relevant to our problem. By the use of linear-nonlinear decomposition of the initial data, [17] reached the exponent $5/7 < s$, further improved to $2/3 < s$ in [33] by combining the arguments of Dodson with a second generation $I$-method. In the present work, we implement the following key idea. To improve the results of [13], Dodson provided a refined version of the energy increment estimate (1.5), by keeping some sub-additive quantities on the right-hand-side: for some constant $c$ independent of $N$,
\[ \int_J \frac{d}{dt} E(Iu)(\tau) d\tau \lesssim \frac{1}{N^{1/2}} \|\nabla P_{>cN} Iu\|_{L^2_{t,x}(J;L^6)}^2 + O \left( \frac{1}{N^2} \right). \]

For radial initial data, this comes together with the so-called long-time Strichartz estimate, that yields a uniform a priori estimate on $\|\nabla P_{>cN} Iu\|_{L^2_{t,x}(J;L^6)}$. This strategy avoids losing too many powers of $N$ when brutally multiplying the energy increments by the number of intervals where we have a control. Dodson implemented this idea in [17, 18] to prove scattering for $s > 5/7$, and for $s > 1/2$ in the radial case. However, the conjecture is still open for general data. Before ending this paragraph, we formulate the optimal result known at this date. We will largely use it throughout our analysis.

**Theorem 1.2** (Global well-posedness below the energy space, [13, 17, 33]). Let $2/3 < \sigma < 1$ and $u_0 \in H^\sigma_x(\mathbb{R}^3)$. The Cauchy problem (NLS) with $u(t_0) = u_0$ is globally well-posed in and the solution scatters at infinity in $H^\sigma_x(\mathbb{R}^3)$. Moreover, there exists a constant $C(\|u_0\|_{H^\sigma_x}) > 0$ such that
\[ \|u\|_{L^\infty_t L^2_{t,x}(\mathbb{R} \times \mathbb{R}^3)} \leq C(\|u_0\|_{H^\sigma_x}). \] (1.6)

1.1.1. **Probabilistic Cauchy theory.** Given a randomized initial data $f^\omega_0$, which is basically the superposition of modes decoupled by multiplying each of them with a Gaussian variable, the probabilistic approach consists in performing a linear-nonlinear decomposition in the Duhamel integral representation, and in studying the nonlinear term
\[ v(t) = u(t) - e^{it\Delta} f^\omega_0 = \int_0^t e^{i(t-t')\Delta} (e^{i\Delta} f^\omega_0)^2 e^{i\Delta} f^\omega_0 dt' + \cdots. \]

The remaining terms correspond to higher order Duhamel iterations. It turns out that the probabilistic decoupling enhances the nonlinear smoothing effect (1.2), even in scaling-supercritical regimes and, in the favorable cases, we expect $v$ to be at critical, or subcritical regularity, where we have some local existence result. Besides, $v$ is solution to (NLS) with a stochastic forcing term.
\[ \begin{cases} i\partial_t v + \Delta v = |v|^2 v + (|v + f|^2 v + f) - |v|^2 |v|, & (t, x) \in \mathbb{R} \times \mathbb{R}^3, \\ v(t_0) = v_0 \in H^\sigma, \end{cases} \text{ (NLS)} \]

\[ ^2 \text{Some stronger restrictions will appear in the analysis, and we shall only use (1.6) when } \sigma > 6/7. \text{ The high-low method from Bourgain [8] already settle global existence at these range of regularities, and the original version of the I-method from [13] yields the global spacetime estimates (1.6) and scattering.} \]
At time $t = 0$, we have $v(0) = 0$. Hence, we can exploit the deterministic Cauchy theory at scaling-subcritical regularities, at least locally in time, and prove almost sure local well-posedness by some perturbative arguments. This strategy corresponds to the Da Prato Debussche trick \[16\]. In the context of dispersive equations, it was first implemented by Bourgain for the 2D Schrödinger equation on the torus \[5\], and then by Burq and Tzvetkov for the wave equation on compact manifolds without boundaries \[10, 11\]. In such contexts, the randomization procedure is based on the spectral resolution of the Laplacian. However, on the Euclidean space, we do not have such natural decompositions for the initial data. It turns out that the so-called Wiener randomization proved to be suitable, in the sense that linear evolution of Wiener randomized initial data displays improved spacetime integrability, and the nonlinear Duhamel term benefits from a nonlinear probabilistic smoothing that makes it subcritical.

**Definition 1.3** (Wiener randomization). Let $f_0 \in L^2(\mathbb{R}^3)$ be radially-symmetric. We define the unit-scale Wiener decomposition of $f_0$ by

$$f_0 \sim \sum_{k \in \mathbb{Z}^3} Q_k f_0,$$

where $Q_k$ is the Fourier projector associated with a smooth multiplier localized on the unit cube centered around $k \in \mathbb{Z}^3$. Next, given a sequence of real valued mean zero and independent complex Gaussian variables $\{g_k\}_{k \in \mathbb{Z}^3}$, we define a random variable

$$\omega \in \Omega \mapsto f_\omega^0 = \sum_{k \in \mathbb{Z}^3} g_k(\omega) Q_k f_0.$$  \hspace{1cm} (1.7)

Let us emphasize that the procedure does not gain regularity in the sense that if $f_0 \in H^s \setminus \bigcap_{s>\epsilon} H^\delta$, then $f_\omega^0 \in H^s \setminus \bigcap_{s>\epsilon} H^\delta$ for almost every $\omega$. We refer to the works \[1–4, 19, 20, 28\] and the references therein for further details on the Wiener randomization.

1.1.2. **Globalization arguments in the stochastic setting.** Besides the construction of local solutions in supercritical regimes, one may ask about the global existence and asymptotic behavior of these solutions. This question is out of reach in general, and the probabilistic method is mainly concerned with perturbations of the zero solution. Still, there are different globalization procedures in such a stochastic context outside the small data regime that make use, in a mild sense, of the conservation laws. In the compact setting, we can use some invariant, or quasi-invariant measure as a substitute for the conservation of energy. Once again, this was initiated by Bourgain, who settled in \[5, 6\] the invariance property of the Gibbs measure for (NLS) on the torus, in dimension 1 and 2. In \[11\], Burq and Tzvetkov proved almost sure global well-posedness by using the energy increment for $v$ and a Gronwall’s argument.

In the Euclidean space, we do not have invariant measures and the globalization arguments are mostly based on deterministic methods. Still, some works concern the harmonic oscillator. Thanks to the so-called lens transform that intertwine the harmonic oscillator and (NLS), a randomization procedure emerges from the decomposition on the Hermite functions, that forms an orthonormal basis of eigenfunctions for the harmonic oscillator. On the support of the induced measure, that lies in a space just below $L^2$, we have global existence and scattering under smallness assumptions (see \[31, 32\] in dimension $d \geq 2$). Recently, Burq and Thomann evidenced in \[9\] that this randomization procedure provides quasi-invariant measures for Schrödinger equations in 1D, and proved almost-sure scattering. However, note that in higher dimensions $d \geq 2$, the randomization on the Hermite functions induces a gain of regularity in $L^p$ for $p \neq 2$, as well as a gain of decay in weighted $L^2$-spaces. To address energy-critical equations, for which the
conservation law is not enough, the natural strategy in the random data setting consists in using a stability theory for \((NLS_f)\) in the energy space, and to infer a priori space-time bounds, from which we deduce scattering. This method was used by [20] to prove almost sure scattering for the 4D energy critical wave equation. Note that the case of the wave equation is more favorable, since the energy controls \(\partial_t v\). Nevertheless, Killip, Murphy and Visan proved the counterpart of [20] for the energy critical Schrödinger equation in 4D via a double bootstrap argument, that combines a modified energy and a Morawetz like estimate. In addition, the result of [27] was improved in [19], where the authors finely exploited the local smoothing effect. Namely, they refined the probabilistic local well-posedness theory in a new functional framework, inspired by some spaces used to study Schrödinger maps, together with an improved Sobolev embedding for randomized radial initial data. We stress out that the stability-perturbation strategy is more likely to work under some radial assumption on the data, in order to use local energy decay estimate and to gain smoothness when estimating the modified energy increments, with rough data. Specifically, one needs to use a radial Sobolev embedding at some point in the analysis, in order to absorb a weight that comes from the need to use local energy decay, or from the Lin-Strauss estimate. However, Oh, Okamoto and Pocovnicu [30] proved almost sure global existence for the energy critical Schrödinger in higher dimension \(d \geq 5\), where the potential energy controls more terms. To our knowledge, stability-perturbation arguments for NLS were only used in the energy critical case. In the energy-subcritical case, one may be lead to consider modified energy arguments as well. Colliander and Oh already used the high-low method in a stochastic context, to prove almost-sure global well-posedness for the cubic periodic Schrödinger equation below \(L^2(\mathbb{T})\) in [14], using the mass as a conservation law. Then, Lührmann and Mendelson [28] applied the high-low method to prove global well-posedness for the NLW. Poiret Robert and Thomann also used this method to prove scattering for supercritical small initial data for the harmonic oscillator in [32]. More recently, the authors of [22] used the I-method in the context of the stochastic nonlinear wave equation. In [21], the I-method was used to address the log-log blow up profile for the mass critical NLS in \(L^2(\mathbb{R}^2)\), with a randomization procedure based on wiener cubes.

In the present work, we consider the 3D case, where the equation is energy-subcritical. Hence, there is a gap to bridge between the scaling-critical space \(\dot{H}^{1/2}\) and the energy space \(\dot{H}^1\). The known results for this equation with supercritical initial data are the followings. On the one hand, we have the almost-sure scattering result for small-data that comes from [31] by the use of the lens transform. On the other hand, the works of [3] based on the wiener randomization address scattering for small data, and conditional global existence for general data. Let us also mention the work [3], where the authors used higher order expansion in the Duhamel formula. The idea is to refine Da Prato Debussche’s trick and include higher order terms in the Ansatz. By doing so, they prove that the remainder lies in \(\dot{H}^1\), and has finite energy. Yet, it is not clear how to deduce global well-posedness from this observation.

1.2. Main result and outline of the proof. Our approach is a bit different. Since \(v\) is not in the energy space but just below, we use the scattering theory in \(H^\sigma\) for \(1/2 < \sigma < 1\) detailed in paragraph 1.1, and we establish a stability theory for the perturbed equation \((NLS_f)\) to obtain a conditional scattering result. Then, we obtain some global a priori estimates and prove the following result.

**Theorem 1.4.** Let \(s, \sigma\) be such that \(3/7 < s \leq 1\), and \(6/7 < \sigma < 2s\). Given a radially-symmetric function \(f_0\) in \(H^s(\mathbb{R}^3)\), we define the randomized initial data \(f_0^\omega\) as in (1.7). Then, for almost every \(\omega\), there exists a global solution \(u\) to the defocusing cubic Schrödinger equation \((NLS)\), with

\[
u - e^{it\Delta} f_0^\omega \in C(\mathbb{R}; H^\sigma_x(\mathbb{R}^3)).\]
Moreover, there exist \( u_{\pm} \in H^2_x(\mathbb{R}^3) \) such that
\[
\lim_{t \to \pm \infty} \| u(t) - e^{it\Delta} (f_0^\omega + u_{\pm}) \|_{H^s_x(\mathbb{R}^3)} = 0.
\]

Uniqueness holds for \( v = u - e^{it\Delta} f_0^\omega \in X^s (\mathbb{R}) \subset C(\mathbb{R}; H^s_x (\mathbb{R}^3)) \), solution to the nonlinear Schrödinger equation with some stochastic forcing terms \((\text{NLS}_f)\), in the critical space \( X^s \) defined in (2.2) and with zero initial data. Note that we have scattering at regularity closed \( H^{2s} \), which has to be compared to Theorem 1.2, where we do not directly have scattering in \( H^1 \). The threshold \( 3/7 < s \) is certainly not optimal. Even if the local probabilistic flow exists up to \( 1/4 < s \), it would be more realistic to reach \( 1/3 < s \), since the deterministic theory is known for \( 2/3 < \sigma \). One way of loosening the threshold on \( s \) would be to have a local-smoothing estimate as (2.20) independent of \( N \), and then to perform a scaling argument to have an energy smaller than 1. In addition, one can also hope to prove a long-time Strichartz estimate in a probabilistic setting, and to refine the local existence theory by the use of lateral spaces as in [19].

We stress out that randomized initial data \( f_0^\omega \) are not radial. \(^3\) However, we follow [19, 20] and use the radial assumption on each frequency localized pieces \( Q_k f_0 \), for \( k \in \mathbb{Z}^3 \). Then, we deduce from probabilistic decoupling to deduce an estimate on the linear Schrödinger evolution of the whole function \( f_0^\omega \sim \sum g_n(\omega) Q_k f_0 \), which is not radially-symmetric. The radial-symmetry assumption turns out to be crucial in our analysis, since it gives access to the energy decay estimates. It might be loosened, but probably not entirely removed. Indeed, when we estimate the modified energy increment, a lot of derivatives fall on the rough term \( f \), and we need at least to gain of 1/2 derivative when taking the \( L^2 \)-in-time spacetime norms of \( f \). For this purpose, we use the local-energy decay. Subsequently, since we avoid using some decay assumptions, we need to use a radial Sobolev embedding to absorb the weights that comes from the local smoothing estimates. This is also the reason Dodson settled the deterministic subcritical theory for radial data only, since the long time Strichartz estimates used in [18] exploits the local energy decay effect.

1.2.1. Outline of the proof. First, we fix \( \alpha > 0 \), and \( N_0 = N_0(\alpha, s, \sigma, \| f_0 \|_{H^s_x}) \gg 1 \), to be chosen at the end of the analysis. From the large deviation bounds presented in section 2, we can find a set \( \tilde{\Omega}_\alpha \), with \( \mathbb{P}(\Omega \setminus \tilde{\Omega}_\alpha) \leq 2\alpha \), such that for every \( \omega \), the linear evolution of the random initial data \( f_0^\omega \) satisfies refined global spacetime estimates. Specifically, for every \( \omega \in \tilde{\Omega}_\alpha \) and every \( N \geq N_0 \), we have the finiteness of \( F^\omega(\mathbb{R}), F^\omega_x(\mathbb{R}) \) \( \text{and } F^\omega_2(\mathbb{R}) \) defined in (1.10). The large deviation estimate (2.21) for this latter quantity \( F^\omega_2 \) follows from an improved radial Sobolev embedding estimate, which is a weakened version in dimension 3 of the estimate (1.10) from [20]. In some sense, it reflects the local energy decay for the linear Schrödinger evolution. Then, we first prove in section 3.3 a conditional scattering result, written in Proposition 3.8. It states that the nonlinear Duhamel term \( v \) scatters in \( H^s \) provided that we have a uniform bound for its \( H^s \) norm, on its maximal lifespan. This follows from the stability theory for the perturbed equation \((\text{NLS}_f)\), at the subcritical energy scales \( H^s \) for \( 2/3 < s < 1 \) where one can use the global spacetime bounds provided by the recent progresses we recalled in Theorem 1.2. We avoid the use of (2.21) and of the radial assumption in this section, and we restrict the analysis to some \( \omega \in \tilde{\Omega}_\alpha \), where we only assume (2.12).

\(^3\)One can also perform an extra microlocal randomization to decouple the orientation of each block that appears in (1.7). For instance, one can multiply in the physical space each block by some independent Gaussian vectors on the sphere, and make therefore the initial data as generic as possible.
The rest of the paper is devoted to the proof of such an a priori bound for $v$. For this purpose, we fix $6/7 < \sigma < 1$ and $v \in C(J^*; L^6)$, the maximal lifespan solution of (NLS$_f$). Then, we perform a double bootstrap argument that involves a modified energy and a modified interaction Morawetz inequality, together with large deviation estimates (2.21) on $F_2$, that comes from the local energy decay. In section 4, we set up the I-method in a stochastic setting. First, we define the modified energy, and compute its increment on some intervals where we assume a smallness condition for the $L_{t,x}^4$ norm of $v$. In addition, we establish a modified interaction Morawetz estimate for the frequency truncated solution $Iu$, where $I : H^\sigma \to H^1$ is the I-operator at regularity $H^\sigma$. Indeed, the usual Morawetz cannot hold for the whole solution, since it requires $H^{1/2}$ regularity. Yet, the general strategy of the globalization argument is to consider $Iu$ instead, solution to the cubic Schrödinger equation with the forcing term $H = IN(u) - N(Iu)$. Namely, $H$ is the commutator between the nonlinearity and $I$. By doing so, we can exploit the nonlinear smoothing effect yielded by the frequency cancellations in the commutator $H$. Basically, we can extract a power $N^{-1}$ from spacetime quantities where $H$ appears, and we write a general key estimate in Lemma 4.3 that encapsulate this smoothing effect. Then, we specify this estimate to handle the modified energy increment and the modified Morawetz interaction. Let us now comment a bit on the modified energy we use. It contains two terms, and writes

$$E(v)(t) := \frac{1}{2} \int_{\mathbb{R}^3} |\nabla I v(t,x)|^2 dx + \frac{1}{4} \int_{\mathbb{R}^3} |I v + f|^4 dx.$$ 

The kinetic energy only depends on $v$, truncated by the I-operator. However, the potential energy depends on $f$, as in [34] and [30]. The motivation for this is to preserve the structure of the unperturbed equation (NLS), and to benefit from the key frequency cancellations. Formally, we have

$$\frac{d}{dt} E(v) = \text{Re} \int_{\mathbb{R}^3} \partial_t (I v) (N(I u) - IN(u)) dx + \text{Re} - i \int_{\mathbb{R}^3} \nabla(I f) N(\nabla I u, I u, I u) dx.$$ 

To control the first term, we exploit the frequency cancellations in the commutator, which do not appear in the second term. Indeed, this latter term is purely perturbative, and we handle it thanks to local smoothing (2.27). Similarly, we write the interaction Morawetz estimate for $Iu$, and not only $Iv$, in order to have some perturbation terms that contain $H$. Note that in the modified energy increment (4.10), we use the aforementioned idea from Dodson [17, 18], and we keep track of some sub-additive quantities on the right-hand side as in, not to lose too many powers of $N$ when summing over the spacetime slabs. Finally, we perform the double bootstrap in section 4 as follows. From the almost conservation of energy, we gain a negative power of $N$, multiplied by some polynomial powers of $N$ on intervals where the $L_{t,x}^4$ norm of $Iv$ is small. However, the interaction Morawetz estimate yields a control on such a spacetime norm, that depends on the energy of $Iv$. Hence, by doing a continuity argument, and after tuning up the parameter $s, \sigma$, we may be able to sum the energy increments over a partition of $J^*$ made of spacetime slabs where the $L_{t,x}^4$ norm of $Iv$ is small, and to prove that the energy cannot exceed $N^{2(1-\sigma)}$ on the lifespan of $v$. At the difference of the standard framework, we cannot use the scaling argument in this perturbed setting. Indeed, some perturbation terms coming from $\|\nabla I f\|_{L_t^2 L_x^6}$ of size $N^{\frac{4-2\sigma}{2}}$ appear on the right-hand side of the energy increment estimate, so that the energy cannot remain less than 1 as time evolves. Furthermore, we will use the almost-conserved mass, which is harmless, although it is supercritical with respect to scaling.

1.2.2. Organization of the paper. The analysis is divided into two parts. In the first one, we prove the conditional scattering result for $v$, solution to the perturbed equation (NLS$_f$). In section 2,
we recall standard large deviation estimates, as well as an improved bound for radially-symmetric randomized initial data. Then, we address the stability theory in section 3.3. In the second part of the analysis, we prove the global a priori estimate for $v$. Namely, we obtain almost conservation laws in section 4, used in section 5.1 to perform the double bootstrap argument.

**Notations.** $\sigma$ is a scaling-subcritical exponent, and $s$ a scaling supercritical one. They are linked together by the relation

$$s < \frac{1}{2} < \sigma < 2s.$$  

We shall keep in mind that the nonlinear Duhamel term is in $H^{\sigma}$, whereas the initial data is in $H^{s}$. $I$ is the I-operator defined in (1.3), and $N$ is a large dyadic integer. Throughout the analysis, one can keep in mind that the energy is a priori of order

$$E(v) \lesssim N^{2(1-s)}.$$  

We denote the Duhamel integral by

$$I([t_{0},t],F) := -i \int_{t_{0}}^{t} e^{i(t-t')\Delta} F(t')dt'.$$  

(1.8)

The nonlinearity is seen as a trilinear operator, and writes

$$N(u^{(1)},u^{(2)},u^{(3)}) := u^{(1)}u^{(2)}u^{(3)},$$

$$N(u) := N(u,u,u).$$  

(1.9)

Given a time-interval $J \subseteq \mathbb{R}$, a randomized initial data $f^{\omega}_{0}$ corresponding to some $\omega \in \Omega$, and its linear evolution at time $t$ denoted $f^{\omega}_{t} = e^{it\Delta} f^{\omega}_{0}$, we define

$$F^{\omega}_{J} := \|\langle \nabla \rangle^{s} f^{\omega}\|_{L^{10}_{t,x}(J)} + \|\langle \nabla \rangle^{s} f^{\omega}\|_{L^{1}_{t,x}(J)} + \|\langle \nabla \rangle^{s} f^{\omega}\|_{L^{2}_{t,x}(J)} + \|\langle \nabla \rangle^{s} f^{\omega}\|_{L^{1}_{t}L^{10}_{x}(J)},$$

$$F^{\omega}_{\infty}(J) := \|I f^{\omega}\|_{L^{\infty}_{t}L^{5}_{x}(J)} + \|I f^{\omega}\|_{L^{\infty}_{x}L^{5}_{t}(J)},$$

$$F^{\omega}_{2}(J) := \|\langle \nabla \rangle I f^{\omega}\|_{L^{2}_{t}L^{5}_{x}(J)} + \|\langle \nabla \rangle I f^{\omega}\|_{L^{2}_{x}L^{5}_{t}(J)}.$$  

(1.10)

We will often drop the dependence on $\omega$ from the notations. Some large deviation estimates on this terms are proved in section 2. In addition, $C$ is a constant that is irrelevant, and that may change from line to line. We may also write $\lesssim$. Finally, we shall denote by $P_{K}$ the Littlewood Paley multiplier around the dyadic frequency of size $K = 2^{k}$:

$$\text{supp} \hat{P}_{K} f \subset \{ \xi \in \mathbb{R}^{3} \mid 1/2K \leq |\xi| \leq 2K \}.$$  

The counterpart in the physical space is $\chi_{j}$:

$$\text{supp} \chi_{j} f \subset \{ x \in \mathbb{R}^{3} \mid 2^{j-1} \leq |x| \leq 2^{j+1} \}.$$  

The Wiener multiplier around $k \in \mathbb{Z}^{3}$ is denoted by $Q_{k}$:

$$\text{supp} \hat{Q}_{k} f \subset k + [-1,1]^{3}.$$  
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\[4\] We might also incorporate the $L^{10/3}_{t,x}$ norm in the definition of $F^{\omega}(J)$, which corresponds to the Strichartz admissible pair $(10/3,10/3)$. Indeed, at some point in the analysis, we will need to consider some spacetime slabs $J \times \mathbb{R}^{3}$ for which this quantity is small.
2. Preliminaries and probabilistic estimates.

2.1. The free Schrödinger evolution and critical spaces.

**Proposition 2.1** (Strichartz estimates in dimension $d = 3$). Let $u_0 \in L^2_x(\mathbb{R}^3)$. We have
\[ \|e^{it\Delta} u_0\|_{L^2_t(\mathbb{R}; L^6_x(\mathbb{R}^3))} \lesssim \|u_0\|_{L^2_x(\mathbb{R}^3)}, \]
for any Strichartz admissible pair
\[ (q, r) \in [2, +\infty], \quad s(q, r) = \frac{2}{q} + \frac{d}{r} = 0. \]

**Definition 2.2** (Functions of bounded $2$-variation $V^2$ and atomic space $U^2$). Let $J \subseteq \mathbb{R}$ be a time-interval, and $\mathcal{Z}$ be the collection of every finite partitions of $J$. The set of functions with bounded $2$-variation $V^2(J)$ is the set of functions $v : J \to L^2_x(\mathbb{R}^3)$, endowed with the norm
\[ \|v\|_{V^2(J)} := \sup_{\{t_k\}_{k=0}^{K-1} \in \mathcal{Z}} \left( \sum_{k=1}^{K} \|v(t) - v(t_{k-1})\|_{L^2_x}^2 \right)^{\frac{1}{2}}. \]
A function $a : J \to L^2_x(\mathbb{R}^3)$ is an atom if there exists a partition $\{t_k\}_{k=0}^{K-1} \in \mathcal{Z}$ and $\{\phi_k\}_{k=0}^{K-1}$ some elements in $L^2_x$ such that
\[ a(t) = \sum_{k=1}^{K} 1_{[t_{k-1}, t_k)}(t)\phi_{k-1}, \quad \sum_{k=0}^{K-1} \|\phi_k\|_{L^2_x}^2 \leq 1. \]
The atomic space $U^2(J)$ is the set of functions $u : J \to L^2_x(\mathbb{R}^3)$ endowed with the norm
\[ \|u\|_{U^2(J)} := \inf \{ \|\lambda_j\|_{\ell^2} \mid u = \sum_{j \geq 1} \lambda_j a_j \text{ for some } U^2\text{-atoms } (a_j) \}. \tag{2.1} \]

**Definition 2.3** (Function spaces adapted to the free Schrödinger evolution). Spaces adapted to the linear propagator $e^{it\Delta}$ are the Banach spaces endowed with the norms
\[ \|u\|_{U^2_x(J)} := \|e^{it\Delta} u\|_{U^2_x(J)}, \quad \|v\|_{V^2_x(J)} := \|e^{it\Delta} v\|_{V^2_x(J)}. \]
Then, given $\sigma \in \mathbb{R}$, the critical spaces $X^\sigma(J)$ and $Y^\sigma(J)$ are the Banach spaces endowed with the norms
\[ \|u\|_{X^\sigma_x(J)} := \sum_{K \in \mathbb{Z}} K^{2\sigma} \|P_K u\|_{L^2_x(J)}^2, \quad \|v\|_{Y^\sigma_x(J)} := \sum_{K \in \mathbb{Z}} K^{2\sigma} \|P_K v\|_{L^2_x(J)}^2. \tag{2.2} \]

**Proposition 2.4** (Embeddings, [23] Proposition 2.2 and Corollary 2.6 5).
\[ U^2_x H^s_x \hookrightarrow X^\sigma(J) \hookrightarrow Y^\sigma(J) \hookrightarrow V^2_x H^s_x \hookrightarrow L^\infty_t(J, H^s_x). \tag{2.3} \]

**Proposition 2.5** (Duality (see [23] and [24])). There exists a unique bilinear map $B : U^2 \times V^2 \to \mathbb{C}$ such that
\[ v \in V^2 \mapsto B(\cdot, v) \in (U^2)^* \]
is a surjective isometry, and
\[ \|v\|_{V^2} = \sup_{\|u\|_{U^2} \leq 1} |B(u, v)|, \quad \|u\|_{U^2} = \sup_{\|v\|_{V^2} \leq 1} |B(u, v)|. \]

---

5 The spaces $U^2_x H^s$ and $V^2_x H^s$ are generalizations of the spaces $L^2_x$ and $H^s$, with functions $u, v : J \to H^s(\mathbb{R}^3)$ instead of $L^2_x(\mathbb{R}^3)$. 

---
If \( \partial_t u \in L^1_t(J; L^2_x(\mathbb{R}^3)) \) we have the explicit formula

\[
B(u, v) = \int_1 (\partial_t u | v)_{L^2_x(\mathbb{R}^3)} dt.
\]

In particular, for the Duhamel term (1.8) and when \( F \in L^1_t(J; L^2_x(\mathbb{R}^3)) \), we have

\[
\| \mathcal{I}(J, F) \|_{U^2} \lesssim \sup_{\|v\|_{\Delta} \lesssim 1} \left| \int J \times \mathbb{R} F v dx dt \right|.
\]

**Proposition 2.6** (Transferred linear and bilinear estimates, Lemma 3.3 in [1]). Let \( (q, r) \) be an admissible pair as in Proposition 2.1. We have

\[
\|u\|_{L^q_t(\mathbb{R}; L^r_x(\mathbb{R}^3))} \lesssim \|u\|_{U^q}.
\]

Let \( K, M \) be two dyadic integers. The bilinear estimate from Bourgain

\[
\left\| (e^{i\Delta} P_K u_0)(e^{i\Delta} P_M u_0) \right\|_{L^2_{t,x}((\mathbb{R} \times \mathbb{R}^3))} \lesssim KM^{-\frac{1}{2}} \|P_K u_0\|_{L^2_x} \|P_M u_0\|_{L^2_x}
\]

has transferred versions to the context of the spaces \( U^2 \) and \( V^2 \), that read

\[
\|P_K u P_M v\|_{L^2_{t,x}((\mathbb{R} \times \mathbb{R}^3))} \lesssim KM^{-\frac{1}{2}} \|P_K u\|_{V^2} \|P_M v\|_{V^2},
\]

\[
\|P_K u P_M v\|_{L^2_{t,x}((\mathbb{R} \times \mathbb{R}^3))} \lesssim KM^{-\frac{1}{2}} \|P_K u\|_{U^2} \|P_M v\|_{U^2}.
\]

**Lemma 2.7** (Time continuity and sub-additivity, see Lemma A.4 and A.8 in [1]). Let \( J = [a, b] \) and \( u \in X^q(J) \cap C(J; H^p_{x}((\mathbb{R}^3))) \). The mapping

\[
t \in J \rightarrow \|u\|_{X^q(J)}
\]

is continuous. Moreover, given a partition \( J = \bigcup_{k=1}^L J_k \), we have

\[
\|u\|_{X^q(J)} \leq \sum_{k=1}^L \|u\|_{X^q(J_k)}.
\]

### 2.2. Large deviation estimates for the free Schrödinger evolution

First, we recall the following probabilistic decoupling estimate. It expresses the gain of integrability that emerge in probabilistic averaging effects, due to the cancelation of interferences.

**Lemma 2.8** (Lemma 3.1 in [10]). Let \( \{g_n\} \) be a sequence of real valued, zero-mean and independent random variables with distribution \( \{\mu_n\} \) on a probability space \((\Omega, \mathcal{A}, \mathbb{P})\). Assume that there exists \( c > 0 \) such that for any \( \gamma \in \mathbb{R} \) and any \( n \geq 0 \) we have

\[
\int_{\mathbb{R}} e^{\gamma x} d\mu_n(x) \leq e^{c\gamma^2}.
\]

Then, there exists \( C > 0 \) such that for every \( 2 \leq p \leq \infty \) and for every sequence of complex numbers \( \{c_n\} \) in \( l^p(\mathbb{N}; \mathbb{C}) \) it holds that

\[
\left\| \sum_{n \in \mathbb{N}} c_n g_n(\omega) \right\|_{L^p_v(\Omega)} \leq C \sqrt{p} \left( \sum_{n \in \mathbb{N}} |c_n|^2 \right)^{1/2}.
\]

From this, we obtain the general large deviation estimate, on which rely all the estimates stated in this section.
Lemma 2.9 (Large deviation estimate). Let $F$ be a real valued measurable function on a probability space $(\Omega, \mathcal{A}, P)$. Assume that there exists some constants $C_0 > 0$, $M > 0$ and $p_0 \geq 1$ such that for all $p \geq p_0$ we have
\[ \|F\|_{L_p^p(\Omega)} \leq C_0 \sqrt{p} M. \] (2.9)

Then, there exists $C = C(C_0)$ and $c = c(C_0) > 0$ independent of $M$, such that for all $\lambda > 0$,
\[ \mathbb{P}\left( \{ \omega \in \Omega \mid \|F(\omega)\| > \lambda \} \right) \leq C \exp\left(-c\lambda^2 M^{-2}\right). \] (2.10)

In the following lemma, we recall the probabilistic Strichartz estimates, that provide improved global spacetime bounds by loosening the Strichartz admissibility condition.

**Lemma 2.10** (Improved Strichartz estimates). Let $(q, r)$ be a Strichartz admissible pair, i.e. $s(q, r) = 0$. For all $\tilde{r} \geq r$, there exists $C = C(q, \tilde{r}) > 0$ and $c = c(q, r) > 0$ such that for all $f_0 \in H^s(\mathbb{R}^3)$ and $\lambda > 0$, we have
\[ \mathbb{P}\left( \{ \omega \in \Omega \mid \|\nabla \ast e^{it\Delta} f_0\|_{L^q_t(\mathbb{R}; L^r_x(\mathbb{R}^3))} > \lambda \} \right) \leq C \exp\left(-c\lambda^2 \|f_0\|_{H^s(\mathbb{R}^3)}^{-2}\right). \] (2.11)

**Proof.** The proof is standard, and we refer to [1, 2]. To prove (2.9) for $p > \max(q, \tilde{r})$, we apply Minkowski’s inequality and then the decoupling estimate (2.8). Then, we apply the unit-scale Bernstein estimate on each frequency bloc, that yields a bound on the Fourier multiplier $Q_k$ from $L^r_{\tilde{r}}$ to $L^{r}_{\tilde{r}}$, uniformly in $k$. We conclude by applying the Strichartz estimate with $(q, \tilde{r})$. □

Next, we state a uniform in time large deviation estimate for the linear evolution of randomized initial data.

**Lemma 2.11.** Let $f_0$ in $H^s$ for some $s > 0$. For all $q > 2$, there exists $C, c > 0$ such that for all $\lambda > 0$,
\[ \mathbb{P}\left( \{ \omega \in \Omega \mid \|e^{it\Delta} f_0\|_{L^q_t(\mathbb{R}; L^r_x(\mathbb{R}^3))} > \lambda \} \right) \leq C \exp\left(-c\lambda^2 \|f_0\|_{H^s(\mathbb{R}^3)}^{-2}\right). \]

**Proof.** See Lemma 5.15 in [19]. This follows from a Sobolev embedding in time, and from the improved Strichartz estimate stated in the previous Lemma. □

We deduce from these large deviation bounds, together with lemma 2.9, the following spacetime estimates on $f^\omega$, for some $\omega$ in a large measure set.

**Lemma 2.12.** For every $\alpha > 0$ there exists a set $\Omega_\alpha$ and a constant $C_\alpha$ depending on $\|f_0\|_{H^s}$ such that $\mathbb{P}(\Omega \setminus \Omega_\alpha) \leq \alpha$, and for every $\omega \in \Omega_\alpha$ we have
\[ F^\omega(\mathbb{R}) + F^\omega_{\infty}(\mathbb{R}) \leq C_\alpha. \] (2.12)

In what follows, $\omega \in \Omega_\alpha$ is fixed such that (2.12) holds. At this stage, we do not need the radial assumption on $f_0$.

### 2.3. Additional estimate for randomized radial initial data.

The following improved Sobolev embedding for radial functions was introduced in [20], and used in [19] in order to prove almost-sure scattering for the energy critical Schrödinger and wave equation in $\mathbb{R}^4$. Here, we present an analog of this lemma in dimension 3, whose proof needs some slight modifications.

**Lemma 2.13** (Improved Sobolev embedding for radial functions in $\mathbb{R}^3$). For all $\delta > 0$, there exists $C_\delta > 0$ such that for all radially-symmetric function $f_0$ in $H^s(\mathbb{R}^3)$ we have
\[ \left\| \langle x \rangle \left( \sum_{k \in \mathbb{Z}^3} |Q_k f_0|^2 \right)^{\frac{1}{2}} \right\|_{L^{r}_{\tilde{r}}(\mathbb{R}^3)} \leq C_\delta \|f_0\|_{H^s(\mathbb{R}^3)}. \] (2.13)
2.16

To gain some decay with respect to $H$, we need to study the following oscillatory integral

$$Q_k f(x) = \int_{\mathbb{R}^3} e^{i\xi \cdot x} \psi_k(\xi) \hat{f}(\xi) d\xi$$

with $\rho > 0$, $\theta \in (0, \pi)$ and $\varphi \in [0, 2\pi]$. Given some $k \in \mathbb{Z}^3$ such that $1 \ll |k|$, we write

$$Q_k f(x) = \int_0^{+\infty} \int_0^{2\pi} \left( \int_0^\pi e^{i|x|\rho \cos \theta} \psi_k(\xi(\rho, \theta, \varphi)) \sin \theta d\theta \right) d\varphi \rho^2 \hat{f}_0(\rho) d\rho. \quad (2.14)$$

Hence, we need to study the following oscillatory integral

$$I(x, \rho, \varphi) = \int_0^\pi e^{i|x|\rho \cos \theta} \psi_k(\xi(\rho, \theta, \varphi)) \sin \theta d\theta. \quad (2.15)$$

The function $\psi_k$ and its derivatives provide a localization on the unit cube centered around $k$. More precisely, this localization reads in spherical coordinates as follows: if $\xi(\rho, \theta, \varphi)$ is in supp$(\psi_k)$, then

- $\rho$ is in an interval of size $\sim 1$ around $|k|$.
- $\theta$ in an interval of size $\sim \frac{1}{|k|}$ around the angle $\theta_k$, where $\sin(\theta_k) \sim \sqrt{1 - (\frac{k}{|k|}e_3)^2}$.
- $\varphi$ is in an interval $J_k$ of size $\sim \min(1, \frac{1}{|k| \sin(\theta_k)})$.

To gain some decay with respect to $x$, we integrate by parts in the variable $\theta$. It holds

$$I(x, \rho, \varphi) = -\frac{1}{i|x|\rho} \int_0^\pi \partial_\theta \left( e^{i\rho \cos \theta |x|} \psi_k(\xi(\rho, \theta, \varphi)) \right) d\theta$$

$$= -\frac{1}{i|x|\rho} \left[ e^{i\rho \cos \theta |x|} \psi_k(\xi(\rho, \theta, \varphi)) \right]_0^\pi + \frac{1}{i|x|\rho} \int_0^\pi e^{i\rho \cos \theta |x|} \partial_\theta \psi_k(\xi(\rho, \theta, \varphi)) d\theta. \quad (2.16)$$

Moreover, we have for all $\xi(\rho, \theta, \varphi) \in \mathbb{R}^3$ and all $x \in \mathbb{R}^3$ and $k \in \mathbb{Z}^3$ that

$$|\frac{\partial}{\partial \theta} \psi_k(\xi)| \leq \rho |n_\xi \psi_k(\xi)|. \quad (2.17)$$

Keeping in mind the localization in the variables $\rho, \theta$ yielded by the amplitude $\psi_k$ and its derivatives, we deduce from (2.16) and (2.17) that

$$|I(x, \rho, \varphi)| \lesssim \frac{1}{|x|\rho} \mathbf{1}_{(|k|-1,|k|+1)}(\rho) \mathbf{1}_{J_k}(\varphi). \quad (2.18)$$

Using that $\varphi$ is localized on the interval $J_k$ of size $\min(1, \frac{1}{|k| \sin(\theta_k)})$, integrating over the domain $|k| - 1, |k| + 1 \times J_k$ and using Cauchy-Schwarz in $\rho$, we get

$$|Q_k(f_0)(x)| \lesssim \frac{1}{|k|} \min(1, \frac{1}{|k| \sin(\theta_k)}) ||\mathbf{1}_{(|k|-1,|k|+1)}(\rho) \hat{f}_0(\rho)\rho^2||_{L^1_p(\mathbb{R})}$$

$$\lesssim \min(1, \frac{1}{|k| \sin(\theta_k)}) ||\mathbf{1}_{(|k|-1,|k|+1)}(\rho) \hat{f}_0(\rho)\rho||_{L^2_p(\mathbb{R})}$$
Summing the above estimate over $\mathbb{Z}^3$ gives
\[
|x|^2 \sum_{k \in \mathbb{Z}^3} |Q_k(f_0)(x)|^2 \lesssim \sum_{k \in \mathbb{Z}^3} \min(1, \frac{1}{|k| \sin \theta_k})^2 \|1_{(|k|-1,|k|+1)}(\rho) \hat{f}_0(\rho)\rho\|_{L^2_2(\mathbb{R})}^2
\]
\[
\lesssim \sum_{j \in \mathbb{N}} \sum_{l=0}^{j} \frac{1}{1+l} \|1_{(|j-1,j+1)}(\rho) \hat{f}_0(\rho)\rho\|_{L^2_2(\mathbb{R})}^2
\]
\[
\lesssim \sum_{j \geq 1} \log(1+j) \|1_{(|j-1,j+1)}(\rho) \hat{f}_0(\rho)\rho\|_{L^2_2(\mathbb{R})}^2 \lesssim \delta \|f_0\|^2_{H^s(\mathbb{R}^3)}.
\]
This ends the proof of Lemma 2.13.

\[\square\]

**Corollary 2.14.** Let $2 \leq r \leq \infty$, $K \in 2^\mathbb{N}$ and $\delta > 0$. There exists a constant $C_\delta > 0$ such that for any radial function $f_0 \in L^2(\mathbb{R}^3)$ we have
\[
\left\| \langle x \rangle^{1-\frac{2}{r}} \left( \sum_{k \in \mathbb{Z}^3} |Q_k P_K f_0|^2 \right) \right\|_{L^r_x(\mathbb{R}^3)} \leq C_\delta K^\delta \|P_K f_0\|_{L^2_x(\mathbb{R}^3)}.
\]

**Proof.** The estimate (2.19) is obtained by interpolation between (2.13) and the trivial estimate
\[
\left\| \left( \sum_{k \in \mathbb{Z}^3} |Q_k P_K f_0|^2 \right) \right\|_{L^2_x(\mathbb{R}^3)} \leq \|P_K f_0\|_{L^2_x(\mathbb{R}^3)}.
\]

It holds
\[
\left\| \langle x \rangle^{1-\frac{2}{r}} \left( \sum_{k \in \mathbb{Z}^3} |Q_k P_K f_0|^2 \right) \right\|_{L^r_x(\mathbb{R}^3)} \leq \left\| \langle x \rangle \left( \sum_{k \in \mathbb{Z}^3} |Q_k P_K f_0|^2 \right) \right\|_{L^r_x(\mathbb{R}^3)}^{\frac{1}{2}} \left\| \left( \sum_{k \in \mathbb{Z}^3} |Q_k P_K f_0|^2 \right) \right\|_{L^r_x(\mathbb{R}^3)}^{\frac{1}{2}} \lesssim C_\delta \|P_K f_0\|_{H^s(\mathbb{R}^3)} \|P_K f_0\|_{L^2_x(\mathbb{R}^3)} \lesssim C_\delta K^\delta \|P_K f_0\|_{L^2_x(\mathbb{R}^3)}.
\]

We will use the local smoothing estimate under the following form.

**Lemma 2.15** (Local smoothing, [15]). For any $d \geq 3$ and $\alpha > 0$, there exists a constant $C$ such that for all $f_0 \in L^2(\mathbb{R}^d)$,
\[
\sup_{R > 0} \| e^{it\Delta} f_0 \|_{L^2_x(\mathbb{R} \times \{ |x| < R \})} \leq CR^{1/2} \| \nabla |^{-1/2} f_0 \|_{L^2_x(\mathbb{R}^d)}.
\]

Recall that the Fourier multiplier $I : H^s_\sigma \rightarrow H^1_\alpha$ was defined in (1.3).

**Proposition 2.16.** Let $s > 1/4$ and $\sigma > 1/2$ such that $\sigma < 2s$. Then, for all $r \in (4, +\infty]$ and $\delta > 0$, there exist $N_0$, $C > 0$ and $c > 0$ depending on $r, \delta, s, \sigma$ such that for all $\lambda > 0$ and $N \geq N_0$, we have the large deviation estimates
\[
P(\{ \omega \in \Omega : \| \nabla I e^{it\Delta} f_0 \|_{L^2_x(\mathbb{R};L^2_x(\mathbb{R}^d))} > \lambda \}) \leq C \exp\left( -c \lambda^2 \left( N^{-\delta} N^{\sigma - \frac{3}{2}} \| f_0 \|_{H^1_\sigma(\mathbb{R}^d)} \right)^{-2} \right).
\]
Similarly, given $L \in 2^N$ and $k, m \in \mathbb{Z}^3$ such that $|k - m| \geq 100$, it holds that
\[ \|Q_k \chi_l Q_m\|_{L_x^2(R^3) \to L_x^2(R^3)} \leq C_{\nu} L^{-\alpha} |k - m|^{-\nu}. \]
However, we detail how to handle the main term, since this requires to combine the local smoothing estimate (2.20) with the improved radial Sobolev embedding (2.13). Given \( j \geq 0 \), we have
\[
\left\| \left( \sum_{k \in \mathbb{Z}^3, \dist{k}{\sim}{K}} |\chi_j Q_k \chi_{\leq j + 5} \nabla P_K I e^{it \Delta} f_0|^2 \right)^{\frac{1}{2}} \right\|_{L^2_t L^\infty_x} \lesssim 2^{-j(1-\frac{s}{2})} \left\| \langle x \rangle^{1-\frac{s}{2}} \left( \sum_{k \in \mathbb{Z}^3, \dist{k}{\sim}{K}} |Q_k \chi_{\leq j + 5} \nabla P_K I e^{it \Delta} f_0|^2 \right)^{\frac{1}{2}} \right\|_{L^2_t L^2_x}.
\]

By the improved radial Sobolev embedding (2.19), we have
\[
\left\| \langle x \rangle^{1-\frac{s}{2}} \left( \sum_{k \in \mathbb{Z}^3, \dist{k}{\sim}{K}} |Q_k \chi_{\leq j + 5} \nabla P_K I e^{it \Delta} f_0|^2 \right)^{\frac{1}{2}} \right\|_{L^2_t L^2_x} \lesssim K^{\delta} \| \chi_{\leq j + 5} \nabla P_K I e^{it \Delta} f_0 \|_{L^2_t L^2_x}.
\]

Next, we apply the local smoothing estimate (2.20) to see that the above line is controlled by
\[
\left\| \left( \sum_{k \in \mathbb{Z}^3, \dist{k}{\sim}{K}} |\chi_j Q_k \chi_{\leq j + 5} \nabla P_K I e^{it \Delta} f_0|^2 \right)^{\frac{1}{2}} \right\|_{L^2_t L^2_x} \lesssim 2^{-j(1-\frac{s}{2})} K^{\frac{1}{2}+\delta} \| P_K I f_0 \|_{L^2_x}.
\]

The above expression can be summed over \( j \) provided that \( r > 4 \). In addition, we observe that if \( K > 2N \), there exists \( \gamma > 0 \) such that
\[
K^{\frac{1}{2}+\delta} \| P_K I f_0 \|_{L^2_x} \leq N^{1-\sigma} K^{\sigma-\frac{1}{2}-s+\delta} \| P_K I f_0 \|_{H^s_x}.
\]

Indeed, Plancherel estimate and the definition of the \( I \)-multiplier (1.3) yield
\[
K^{1+2\delta} \| P_K I f_0 \|_{L^2_x}^2 = K^{1+2\delta} \int_{-1 < |\xi| < 2K} \left( \frac{N}{|\xi|^2} |\hat{P_K f_0}(\xi)|^2 \right)^{\frac{1}{2}} d\xi \lesssim N^{2(1-\sigma)} K^{2(\sigma-1)+1-2s+2\delta} \| P_K f_0 \|_{H^s_x}^2.
\]

When \( K \leq 2N \), we directly get that
\[
\| \nabla \|^{\frac{1}{2}+\delta} P_K I f_0 \|_{L^2_x} \leq N^{\frac{1}{2}-s+\delta} \| P_K f_0 \|_{H^s_x}.
\]

We now sum over \( K \) in estimate (2.23) and get that for all \( r > 4 \) and \( \delta > 0 \),
\[
\| \nabla e^{it \Delta} IF \|_{L^r_t L^q_x L^\infty_y} \lesssim_{\delta,r} \sqrt{p} \| P_{\leq 1} f_0 \|_{L^2_x} + \sqrt{p} \sum_{K \in 2^{s\mathbb{N}} \atop 2N < K} K^{\delta-\frac{1}{2}-s+\delta} \| P_K f_0 \|_{H^s_x}.
\]

\[6\text{ The case when } j = 0 \text{ is actually easier and does not require to use the improved radial Sobolev embedding. We refer to the original proof in [20] where this term is handled separately.}

\[7\text{ In the case when we look at the } L^2_t L^\infty_x \text{ norm, we need to add a } K \text{ to the power } \frac{1}{2}, \text{ for } r \text{ arbitrarily large, that comes from the Sobolev embedding from } W^{\frac{1}{r}, r}(\mathbb{R}^3) \text{ to } L^\infty(\mathbb{R}^3). \text{ This term is harmless, and can be absorbed in the residual power } K^\delta.\]
Define $\gamma_0(s, \sigma) = s - \frac{\sigma^2}{2} > 0$ such that $\frac{1}{2} - s = \frac{1 - \sigma^2}{2} - \gamma_0$.

$\sigma - \frac{1}{2} - s + \delta < 0, \quad \text{and} \quad \frac{1}{2} - s \leq \frac{1 - \sigma^2}{2} - \gamma_0.$ \hspace{1cm} (2.26)

By using Cauchy Schwarz, we conclude that

$$\|\nabla e^{it\Delta} I e^{it\Delta} f_0\|_{L^p_t L^2_x L^\infty_x} \lesssim_{\delta, r} \sqrt{pN^{\frac{1}{2} - s + \delta}} \|P_K f_0\|_{H^s_x}.$$  

This ends the proof of Proposition 2.16.

We deduce from the above large deviation estimates the following bounds on the linear evolution of the randomized initial data.

**Proposition 2.18.** For all $\alpha > 0$, there exists a set $\tilde{\Omega}_\alpha \subset \Omega_\alpha$, with $\mathbb{P}(\Omega_\alpha \setminus \tilde{\Omega}_\alpha) \leq \alpha$, a constant $C_\alpha > 0$ and $N_0(\alpha)$ such that for all $\omega \in \Omega_\alpha$, and all $N \geq N_0$ we have

$$F^\omega_2(\mathbb{R}) \leq C_\alpha N^{\frac{1 - \sigma}{2}}.$$  

**(2.27)**

**Proof.** Estimate (2.27) follows from the large deviation estimate (2.21) by choosing

$$\lambda = C_\alpha N^{0 - N^{\frac{1 - \sigma}{2}}} \|f_0\|_{H^s_x}, \quad C_\alpha^2 \geq e^{-1} \ln(C_\alpha^{-1}).$$ \hspace{1cm} □

3. **Cauchy theory for the forced NLS equation**

The main step of this section is to come with a conditional scattering result for the solutions $v$ to the perturbed Schrödinger equation with a random forcing term $(\text{NLS}_f)$. More precisely, we prove that an a priori uniform estimate of the $H^s$ norm of $v$ on its maximal lifespan yields global existence and scattering, when $2/3 < \sigma \leq 1$. To prove such a result, we essentially follow the same lines as in the proof of Proposition 3.1 from [27]. However, since $v$ lies below the energy space, we need to develop a stability theory in $H^s$. For this, given a solution $v$ to $(\text{NLS})$, a time $t_0$ and a solution $u$ to $(\text{NLS})$ with $u(t_0) = v(t_0)$, we appeal to the global Cauchy theory in such subcritical regimes provided by [13, 17], that claims that $u$ enjoys the spacetime global estimate

$$\|u\|_{L^5_{t,x}} \leq C(\|u_0\|_{H^s}).$$

With this global spacetime bound at hand, we can use sub-additivity and reduce the analysis to intervals $J$ where we have a smallness assumption on the $L^5_{t,x}(J)$ norm of $u$, which is scaling-critical, and hence on $v$ which is expected to stay close to $u$. For this reason, we are led to refine the trilinear stochastic estimates from [3], and to estimate the Duhamel nonlinear term not only by the critical norm $X^s(J)$, which is not small, but also by some powers of the norm $L^5_{t,x}(J)$ of $v$ to gain smallness. This is the matter of the nonlinear estimates from Propositions 3.2 and 3.3. Throughout this section, we fix $\alpha > 0$ and $\omega \in \Omega_\alpha$ such that

$$F^\omega(\mathbb{R}) \leq C_\alpha.$$  

In particular, we do not use the quantity $F^\omega_2(\mathbb{R})$, so that we can release the radial assumption on $f_0$.

---

8 Recall the assumption that $s \leq 1/2$ and $\sigma < 2s$. 
3.1. **Nonlinear estimates.** Before diving into the nonlinear analysis, let us detail how to address the Littlewood-Paley summation of $L^q$-norms of dyadic blocks $u_N$, for a given function $u$ that comes with a gain of regularity materialized by the presence of a negative power of $N$ in front of each $u_N$.

**Observation 3.1.** Let $q > 2$ and $u$ in $L^q_t(J;W^{\gamma,q}_x(\mathbb{R}^3))$ for some $\gamma \in \mathbb{R}$. We denote by $u \sim \sum_{N \in 2^\mathbb{N}} u_N$ the Littlewood-Paley decomposition of $u$. We have

$$\sum_{N \in 2^\mathbb{N}} N^{a_0}N^\gamma \|u_N\|_{L^q_t(J \times \mathbb{R}^3)} \lesssim \|u\|_{L^q_t(J;W^{\gamma,q}_x(\mathbb{R}^3))}. \tag{3.1}$$

**Proof.** From Hölder, we have

$$\sum_{N \in 2^\mathbb{N}} N^{a_0}N^\gamma \|u_N\|_{L^q_t(J \times \mathbb{R}^3)} \leq \left( \sum_{N \in 2^\mathbb{N}} N^{a_0} \right)^{\frac{1}{q}} \left( \sum_{N \in 2^\mathbb{N}} (N^\gamma \|u_N\|_{L^q_t(J \times \mathbb{R}^3)})^q \right)^{\frac{1}{q}} \lesssim \|N^\gamma u_N\|_{L^q_t(J \times \mathbb{R}^3;L^q_x(\mathbb{R}^3))} = \|N^\gamma u_N\|_{L^q_t(J \times \mathbb{R}^3;L^q_x(\mathbb{R}^3))}.$$

Since $q \geq 2$, we obtain

$$\|N^\gamma u_N\|_{L^q_t(J \times \mathbb{R}^3;L^q_x(\mathbb{R}^3))} \leq \|N^\gamma u_N\|_{L^q_t(J \times \mathbb{R}^3;L^q_x(\mathbb{R}^3))}.$$

We conclude the proof of (3.1) by applying the Littlewood-Paley square function theorem

$$\|u_N\|_{L^q_t(J \times \mathbb{R}^3;L^q_x(\mathbb{R}^3))} = \left\| \left( \sum_{N \in 2^\mathbb{N}} \|u_N\|^2 \right)^{\frac{1}{2}} \right\|_{L^q_t(J \times \mathbb{R}^3)} \lesssim \|u\|_{L^q_t(J \times \mathbb{R}^3)}. \quad \Box$$

Now, we establish quadrilinear estimates that involve three types of terms. First, we have the stochastic forcing terms of type $f = e^{it\Delta}f_0^\omega$, for which we proved improved Strichartz estimates. More precisely, we have that $F^\omega(\mathbb{R}) < +\infty$, and using sub-additivity, we will reduce the analysis to a finite number of intervals where $F^\omega(J)$ is small. Then, we have the term $v$ solution to the forced Schrödinger equation (NLS$_f$) at the subcritical regularity $H^\sigma$, and that corresponds to the nonlinear Duhamel term for the solution $u = e^{it\Delta}f_0^\omega + v$. We want to obtain a priori estimates for $v$ in the spacetime spaces $X^\sigma$ and $L^q_{t,x}$, at least, on some intervals where there holds a smallness assumption on the forcing term. Finally, the terms $w \in Y^0$ that appear in the analysis come from duality.

**Proposition 3.2** (Trilinear estimates with random terms). Let $1/4 < s \leq 1/2$ and $1/2 < \sigma < 2s$. Denote by $f^\omega = e^{it\Delta}f_0^\omega$ the linear evolution of the randomized initial data. There exists a constant $C(||f_0||_{H^s}) > 0$ such that for all interval $J \subseteq \mathbb{R}$ where $F^\omega(J) \leq 1$, and all $v \in X^\sigma(J)$ with $\|v\|_{L^q_{t,x}(J)} \leq 1$, it holds

$$\|\mathcal{I}(\cdot,\mathcal{N}(f,f,f))\|_{X^\sigma(J)} \leq C(||f_0||_{H^s})F^\omega(J), \tag{3.2}$$

$$\|\mathcal{I}(\cdot,\mathcal{N}(f,f,v))\|_{X^\sigma(J)} \leq C(||f_0||_{H^s})F^\omega(J)\|v\|_{X^\sigma(J)}, \tag{3.3}$$

$$\|\mathcal{I}(\cdot,\mathcal{N}(f,v,v))\|_{X^\sigma(J)} \leq C(||f_0||_{H^s})(F^\omega(J) + \|v\|_{L^q_{t,x}(J)}F^\omega(J)^{\frac{1}{2}})\|v\|_{X^\sigma(J)}. \tag{3.4}$$

In particular, the above trilinear estimates yield the following estimate for the forcing term of (NLS$_f$) at the regularity $H^\sigma$:

$$\|\mathcal{I}(\cdot,\mathcal{N}(v+f) - \mathcal{N}(v))\|_{X^\sigma(J)} \lesssim C(||f_0||_{H^s})F^\omega(J) + C\{F^\omega(J) + \|v\|_{L^q_{t,x}(J)}F^\omega(J)^{\frac{1}{2}}\}\|v\|_{X^\sigma(J)}. \tag{3.5}$$
Proof. In the following, we take all the spacetime norms over $J \times \mathbb{R}^3$. Using the duality between $U^2$ and $V^2$ (see Proposition 2.5), we have

$$\|v\|_{X^s(J)}^2 \leq \sum_N I_N^2,$$

where, denoting $w^{(i)} \in \{v, f\}$ for $i \in \{1, 2, 3\}$, we have that for all $v \in X^s(J)$

$$I_N := N^s\|P_N v\|_{U^2(J)} \leq C N^s \sup_{\|w\|_{V^3(J)} \leq 1} \left| \int_J \int_{\mathbb{R}^3} P_N (w^{(1)} w^{(2)} w^{(3)}) \overline{w} \, dx \, dt \right|.$$ 

Given a fixed function $w$ with $\|w\|_{V^3(J)} \leq 1$, we perform a Littlewood-Paley decomposition of each term and we are left to estimate quadrilinear spacetime integrals of the form

$$I_N \leq \sum_{L=(N_1,N_2,N_3)} N^s \left| \int_J \int_{\mathbb{R}^3} w^{(1)} w^{(2)} w^{(3)} \overline{w} \, dx \, dt \right| =: \sum_{L=(N_1,N_2,N_3)} I_N(L). \quad (3.6)$$

For dyadic integers $N_1, N_2, N_3$, we denote by $N_{(1)} \geq N_{(2)} \geq N_{(3)}$ the non-increasing ordering among them, and we use the shorthand notation $w_N := P_N w^{(i)}, i \in \{1, 2, 3\}$. Note that it suffices to consider the nontrivial cases, where $N \lesssim N_{(1)}$. To be able to sum the terms $I_N$ over $N$, we need to gain a negative power of $N$ after summing $I_N^L$ over $L$. Hence, we shall bound the above quadrilinear integrals by some negative power of the highest frequency $N_{(1)}$, and by some appropriate norms of each $w_i$. Then, we proceed as in observation 3.1.

Three random terms. Here we address the first Duhamel iteration, that is

$$-i \int_0^t e^{(t-t')\Delta} \mathcal{N}(f, f, f)(t') \, dt',$$

and we prove (3.2). By symmetry, we can assume that $N_1 \geq N_2 \geq N_3$ without loss of generality.

Case 1: High-high-high $N_1^\frac{7}{10} \lesssim N_3$. Applying Hölder with $1 = \frac{3}{10} + \frac{7}{10}$ yields

$$|(3.6)| = N^s \left| \int_J \int_{\mathbb{R}^3} f_{N_1} \overline{f}_{N_2} f_{N_3} \overline{w}_N \, dx \, dt \right| \lesssim N_1^{s-2s} N_2^{-s} N_3^{-s} \prod_{1 \leq j \leq 3} \| (\nabla)^s f_{N_j} \|_{L^{30/7}_{t,x}} \| w_N \|_{L^{10/3}_{t,x}} \lesssim N_1^{s-2s} \prod_{1 \leq j \leq 3} \| (\nabla)^s f_{N_j} \|_{L^{10/3}_{t,x}} \| w_N \|_{V^3}.$$ 

Recall that $\sigma < 2s$. Hence, we have a negative power of the highest frequency, and we can proceed as in observation 3.1 to obtain

$$\sum_{N_1, N_2, N_3, N} N_1^s \left| \int_J \int_{\mathbb{R}^3} f_{N_1} \overline{f}_{N_2} f_{N_3} \overline{w}_N \, dx \, dt \right| \lesssim \sum_N N^{0-\| (\nabla)^s f \|^3_{L^{10/3}_{t,x}}} \| w_N \|_{V^3}.$$
When we eventually sum over $N$, we apply Cauchy-Schwarz and use that $\|v\|_{V^3} \leq 1$ to conclude that

$$\sum_{N} N^{1-} \|w_N\|_{V^3} \lesssim (\sum_{N} \|w_N\|_{V^3}^2)^{\frac{1}{2}} \lesssim 1.$$  

We conclude similarly in the other cases.

**Case 2:** **High-low-low** $N_2 \leq N_1^{1/2}$. We apply Cauchy-Schwarz, we use interpolation and the bilinear estimate (2.6) in its transferred version (2.7) to obtain

$$|\langle 3.6 \rangle| = N_1^2 \left| \int_{\mathbb{R}^3} f_{N_1} \nabla f_{N_3} w_N \, dx \right| \lesssim N_1^2 \|f_{N_1} f_{N_3} \|_{L^2_{\text{loc}}} \|f_N w_N\|_{L^2_{\text{loc}}}$$

$$\lesssim N_1^2 N_1^{-\frac{1}{2}} N_2^{\frac{1}{2}} \|f_{N_1}(0)\|_{L^2_{\text{loc}}} \|f_{N_2}(0)\|_{L^2_{\text{loc}}} \|f_{N_3}(0)\|_{L^2_{\text{loc}}} \lesssim N_1^{-\frac{1}{2}} N_2^{\frac{1}{2}} N_3^{\frac{1}{2}} \|f_{N_1}(0)\|_{H^s_{\text{loc}}} \|f_{N_2}(0)\|_{H^s_{\text{loc}}} \|f_{N_3}(0)\|_{H^s_{\text{loc}}}$$

$$\lesssim N_1^{-\frac{1}{2}} N_2^{\frac{1}{2}} \|f_{N_1}(0)\|_{H^s_{\text{loc}}} \|f_{N_2}(0)\|_{H^s_{\text{loc}}} \|f_{N_3}(0)\|_{H^s_{\text{loc}}} \|f_{N_1}(0)\|_{H^s_{\text{loc}}} \|f_{N_2}(0)\|_{H^s_{\text{loc}}} \|f_{N_3}(0)\|_{H^s_{\text{loc}}}$$

As in the first case, we use that $\sigma < 2s$ and we sum over the $N_j$'s to get

$$\sum_{N_1, N_2, N_3, N} N_1^2 \left| \int_{\mathbb{R}^3} f_{N_1} \nabla f_{N_3} w_N \, dx \right| \lesssim \|\langle \nabla \rangle^s f\|_{L^2_{\text{loc}}} \|f_0\|_{H^s_{\text{loc}}}.$$  

**Case 3:** **High-high-low** $N_3 \leq N_1^{\frac{1}{2}} \leq N_2$. Similarly, it follows from Hölder’s inequality, from the bilinear estimate (2.6) and from the Strichartz embedding (2.5) that

$$\left| \int_{\mathbb{R}^3} f_{N_1} \nabla f_{N_3} w_N \, dx \right| \lesssim N_1^2 \|f_{N_1} f_{N_3} \|_{L^2_{\text{loc}}} \|f_N w_N\|_{L^2_{\text{loc}}},$$

$$\lesssim N_1^{-\frac{1}{2}} N_2^{\frac{1}{2}} N_3^{\frac{1}{2}} \|f_{N_1}(0)\|_{H^s_{\text{loc}}} \|f_{N_2}(0)\|_{H^s_{\text{loc}}} \|f_{N_3}(0)\|_{H^s_{\text{loc}}} \|\langle \nabla \rangle^s f_{N_1}\|_{L^2_{\text{loc}}} \|\langle \nabla \rangle^s f_{N_2}\|_{L^2_{\text{loc}}} \|\langle \nabla \rangle^s f_{N_3}\|_{L^2_{\text{loc}}}$$

Summing over the different dyadic integers yields

$$\sum_{N_1, N_2, N_3, N} N_1^2 \left| \int_{\mathbb{R}^3} f_{N_1} \nabla f_{N_3} w_N \, dx \right| \lesssim \|\langle \nabla \rangle^s f\|_{L^2_{\text{loc}}} \|\langle \nabla \rangle^s f\|_{L^2_{\text{loc}}} \|f_0\|_{H^s_{\text{loc}}}.$$  

**Mixed terms.** Here we consider the case when at least one term is random, say $w^{(1)} = f$, and at least another one is deterministic, say $w^{(2)} = v$. As for the last term $w^{(3)} \in \{f, v\}$, we always place it in $L^2_{\text{loc}}(J \times \mathbb{R}^3)$. We prove (3.3) and (3.4).

**Case 1:** **One deterministic term comes with the highest frequency** Without loss of generality, we assume that $N_{(1)} = N_2$. By applying Hölder’s inequality, we get

$$|\langle 3.6 \rangle| = N_2^2 \left| \int_{\mathbb{R}^3} f_{N_1} \nabla f_{N_3} w^{(3)} N \, dx \right| \lesssim N_2^2 \|f_{N_1} v_{N_3}\|_{L^2_{\text{loc}}} \|w^{(3)}\|_{L^2_{\text{loc}}} \|w_N\|_{L^{10/3}_{\text{loc}}}.$$
The transferred bilinear estimate and Strichartz embedding yield

\[
|\text{(3.6)}| \lesssim N_2^3 \|f_{N_1} v_{N_2}\|_{L^2_{t,x}}^{3} \|f_{N_1}\|_{L^1_{t,x}}^{3} \|v_{N_2}\|_{L^{10/3}_{t,x}}^{3} \|w^{(3)}_{N_3}\|_{L^5_{t,x}} \|w_N\|_{V^2_{\Delta}}
\]

\[
\lesssim N_2^{-3} N_1^{1-s} (\|v_{N_2}\|_{U^2_2}) \|f_{N_1}(0)\|_{H^s_2} \|\nabla f_{N_1}\|_{L^5_{t,x}} \|w^{(3)}_{N_3}\|_{L^5_{t,x}} \|w_N\|_{V^2_{\Delta}}
\]

Finally, we sum over the \(N_i\)'s to obtain that the contribution of this term to \text{(3.6)} is less than

\[
\sum_{N_i} N_i^3 \left| \int f_{N_i} \nabla v_{N_2} w^{(3)}_{N_3} v_N dx dt \right|
\]

\[
\lesssim \sum_{N_i} N_i^{s} N_2^{1-s} \|v_{N_2}\|_{U^2_2} \|f_{N_i} f_0\|_{H^s_2} \|f_{N_i}\|_{L^5_{t,x}} \|w^{(3)}_{N_3}\|_{L^5_{t,x}} \|w_N\|_{V^2_{\Delta}}
\]

\[
\lesssim \sum_{N_i} N_i^{s} \|f_{N_i} f_0\|_{H^s_2} \|f_{N_i}\|_{L^5_{t,x}} \|w^{(3)}_{N_3}\|_{L^5_{t,x}} \|w_N\|_{V^2_{\Delta}}
\]

\[
\lesssim N_0^{-s} \|f_0\|_{H^{s/2}_2} \|\nabla f\|_{L^5_{t,x}} \|w^{(3)}\|_{L^5_{t,x}} \|v\|_{V^s} \|w_N\|_{V^2_{\Delta}}.
\]

Note that we used the assumption that \(\frac{1}{2} < s\).

**Case 2:** One random term comes with the highest frequency: \(N_{(1)} = N_1\). We distinguish between two cases.

**Case 2a:** High-high term comes with the highest frequency: \(N_{(1)} = N_1\). We apply Hölder’s inequality and the Strichartz embedding \text{(2.5)}, to get

\[
|\text{(3.6)}| = N_1^3 \left| \int f_{N_1} \nabla v_{N_2} w^{(3)}_{N_3} v_N dx dt \right|
\]

\[
\lesssim N_1^{s} N_2^{1-s} \|\nabla f_{N_1}\|_{L^5_{t,x}} \|\nabla f_{N_2}\|_{L^{10/3}_{t,x}} \|w^{(3)}_{N_3}\|_{L^5_{t,x}} \|w_N\|_{V^2_{\Delta}}
\]

\[
\lesssim N_1^{s} \|\nabla f_{N_1}\|_{L^5_{t,x}} \|\nabla f_{N_2}\|_{L^{10/3}_{t,x}} \|w^{(3)}_{N_3}\|_{L^5_{t,x}} \|w_N\|_{V^2_{\Delta}}.
\]

Since \(s < 2s\), we can sum over the dyadic frequencies and obtain

\[
\sum_{N_i} N_i^3 \left| \int f_{N_i} \nabla v_{N_2} w^{(3)}_{N_3} v_N dx dt \right| \lesssim N_0^{-s} \|\nabla f\|_{L^5_{t,x}} \|v\|_{L^5_{t,x}} \|v\|_{V^s} \|w_N\|_{V^2_{\Delta}}.
\]

**Case 2b:** High-low-low interactions \(N_2, N_3 \ll N_1^{\frac{1}{2}}\), and \(N_1 \sim N\). We make a different analysis depending on the type of \(w^{(3)}\).

**Case 2b(i):** \(w^{(3)} = f\). The idea is to use Cauchy Schwarz in order to apply the bilinear estimate twice to gain derivatives, and to use Hölder’s inequality in order to gain smallness.

\[
|\text{(3.6)}| = N_1^3 \left| \int f_{N_1} \nabla v_{N_2} f_{N_3} v_N dx dt \right| \leq N_1^{s} \|f_{N_1} v_{N_2}\|_{L^2_{t,x}} \|f_{N_3} v_N\|_{L^2_{t,x}}
\]

\[
\lesssim N_1^{s} \|f_{N_1} v_{N_2}\|_{L^2_{t,x}} \|f_{N_1}\|_{L^5_{t,x}} \|v_{N_2}\|_{L^{10/3}_{t,x}} \|f_{N_3} v_N\|_{L^5_{t,x}} \|f_{N_3}\|_{L^5_{t,x}} \|v_N\|_{L^{10/3}_{t,x}}
\]

Note that we used the assumption that \(\frac{1}{2} < s\).
Applying bilinear Strichartz estimate yields

\[
|\text{(3.6)}| \lesssim N_1^{-s-\frac{4}{5}} N_2^{-\frac{\sigma}{2}} N_3^{\frac{1}{5}} N^{-\frac{4}{5}+\frac{1}{2}} \langle \nabla \rangle^s f N_1 \| f N_1(0) \|_{L_{t,x}^5}^2 \| w N \|_{V_2^1}^2
\]

\[
\lesssim N_1^{-s-\frac{4}{5}} N_2^{-\frac{\sigma}{2}} N_3^{\frac{1}{5}} \langle \nabla \rangle^s v N_2 \| f N_1(0) \|_{L_{t,x}^5}^2 \| w N \|_{V_2^1}^2
\]

\[
\lesssim N_1^{-s-\frac{4}{5}+\frac{1}{2}} N_2^{-\frac{\sigma}{2}} N_3^{\frac{1}{5}} \langle \nabla \rangle^s v N_2 \| w N \|_{V_2^1}^2
\]

\[
(\| f N_1(0) \|_{H^2} \| f N_1(0) \|_{H^2})^{\frac{1}{2}} (\| \langle \nabla \rangle^s f N_1 \|_{L_{t,x}^5}^2 \| \langle \nabla \rangle^s f N_3 \|_{L_{t,x}^5}^2)^{\frac{1}{2}}.
\]

Finally, we observe that

\[
N_1^{-s-\frac{4}{5}+\frac{1}{2}} N_2^{-\frac{\sigma}{2}} N_3^{\frac{1}{5}} \leq N_1^{-s-\frac{4}{5}+\frac{1}{2}} N_3^{1-\sigma-\frac{1}{5}} \leq N_1^{-s+\frac{1}{5}}
\]

and we can sum over the \( N_i \)’s to see that the contribution for this term is less than

\[
\sum N_i \int J \times R \ | f N_1(0) \|_{H^2} \| f N_1(0) \|_{H^2} \| \langle \nabla \rangle^s f \|_X \| v \|_X^s.
\]

**Case 2b(ii):** \( u^{(3)} = v \). We use Hölder’s inequality, interpolation, and then apply the bilinear estimate (2.7)

\[
|\text{(3.6)}| = N_1^2 \int J \times R \ | f N_1 \|_{H^2} \| f N_1 \|_{H^2} \| v N_2 \|_{L_{t,x}^6} \| v N_2 \|_{L_{t,x}^6}
\]

\[
\lesssim N_1^2 \left( \| f N_1 \|_{L_{t,x}^5} \| v N_2 \|_{L_{t,x}^5} \| f N_1 \|_{L_{t,x}^5} \| v N_2 \|_{L_{t,x}^5} \right)^\frac{1}{2} \left( \| v N_2 \|_{L_{t,x}^5} \| w N \|_{L_{t,x}^{10/3}} \| v N_2 \|_{L_{t,x}^5} \right)^\frac{1}{2}
\]

\[
\lesssim \delta N_1^{-s-\frac{4}{5}+\frac{1}{2}} N_2^{-\frac{\sigma}{2}} N_3^{\frac{1}{5}} \left( N_1^\sigma \| f N_1 \|_{L_{t,x}^5} \| v N_2 \|_{L_{t,x}^5} \right)^\frac{1}{2} \left( \| v N_2 \|_{L_{t,x}^5} \| w N \|_{L_{t,x}^{10/3}} \| v N_2 \|_{L_{t,x}^5} \right)^\frac{1}{2}
\]

\[
\left( \| v N_2 \|_{L_{t,x}^5} \| w N \|_{L_{t,x}^{10/3}} \| v N_2 \|_{L_{t,x}^5} \| w N \|_{V_2^1} \right)^\frac{1}{2}.
\]

Since, \( N_3 \leq N_2 \leq N_1^\frac{1}{2} \), we have

\[
N_1^{-s-\frac{4}{5}+\delta} N_2^{-\frac{\sigma}{2}} N_3^{\frac{1}{5}} \leq N_1\delta^{-s+\delta}.
\]

Next, we use the assumption that \( \sigma < 2s \), and we chose \( \delta < \frac{s}{2} - s \). Subsequently, we can sum over the \( N_i \)’s and we conclude that

\[
\sum N_i^2 \int J \times R \ | f N_1 \|_{H^2} \| f N_1 \|_{H^2} \| v N_2 \|_{L_{t,x}^5} \| v \|_{X^s} \| w N \|_{V_2^1}.
\]

This finishes the proofs of estimates (3.3) and (3.4), and of Proposition 3.2. \( \square \)

In order to perform a double bootstrap argument with \( \| v \|_{L_{t,x}^5(J)} \) and \( \| v \|_{X^s(J)} \) to prove local well-posedness, we need to estimate the spacetime critical \( L_{t,x}^5 \) norm of \( v \).

**Proposition 3.3** (Additional trilinear estimates).

\[
\| I(\cdot, N(f, f, v)) \|_{L_{t,x}^5(J)} \lesssim \| f_0 \|_{H^2} \| F(J) \|_{1/2} \| v \|_{X^{1/2}(J)} \quad (3.7)
\]

\[
\| I(\cdot, N(f, v, v)) \|_{L_{t,x}^5(J)} \lesssim \| f_0 \|_{H^2} \| F(J) \|_{1/2} \| v \|_{L_{t,x}^5(J)} \| v \|_{X^{1/2}(J)} \quad (3.8)
\]
Proof. By the TT* Strichartz estimate and the Sobolev embedding, we have
\[ \| \mathcal{I}(.N) \|_{L_t^5 L_x^5(J)} \lesssim \| \nabla \frac{1}{2} \mathcal{I}(.N) \|_{L_t^{30/11} L_x^{10/7}} \cdot \]
Once again we perform a Littlewood-Paley decomposition of each term and conduct a case by case analysis. We write \( N_1, N_2, N_3 \) the non-increasing ordering among them.

**Proof of (3.7).** We need to estimate
\[ N_{(1)}^{\frac{1}{2}} \| f N_1 f N_2 v N_3 \|_{L_t^{10/7}}. \]
Without loss of generality, we may assume that \( N_1 \geq N_2 \).

**Case 1:** \( N_1 = N_1 \). We use Hölder’s inequality with \( \frac{7}{10} = \frac{2}{3} + \frac{3}{10} \) and get
\[ N_{(1)}^{\frac{1}{2}} \| f N_1 f N_2 v N_3 \|_{L_t^{10/7}} \leq N_1^{\frac{1}{2} - 2s} \| (\nabla)^s f N_1 \|_{L_{t,x}^5} \| (\nabla)^{3/2} f N_2 \|_{L_{t,x}^2} \| v N_3 \|_{L_t^{10/7}}. \]
Under the assumption that \( 1/4 < s \) we can use Observation 3.1 and see that in this case,
\[ \sum_{N_i} N_i^{\frac{1}{2}} \| f N_1 f N_2 v N_3 \|_{L_t^{10/7}} \lesssim \| (\nabla)^s f \|_{L_{t,x}^5} \| v \|_{L_{t,x}^2} \| v \|_{X^0}. \]

**Case 2:** \( N_1 = N_3 \).

**Case 2a:** \( N_1 < N_2^{\frac{1}{3}} \). In this case we shall apply the bilinear estimate once.
\[ N_{(1)}^{\frac{1}{2}} \| f N_1 f N_2 v N_3 \|_{L_t^{10/7}} \leq N_3^{\frac{1}{2} - \frac{1}{3} - s} \| f N_2(0) \|_{H_{t,x}^\frac{3}{2}} \| (\nabla)^s f N_1 \|_{L_{t,x}^5} \| (\nabla)^{3/2} f N_2 \|_{L_{t,x}^2} \| v N_3 \|_{L_t^{10/7}} \]
\[ \lesssim N_3^{-s} \| f N_2(0) \|_{H_{t,x}^\frac{3}{2}} \| (\nabla)^s f N_2 \|_{L_{t,x}^5} \left( N_3 \| v N_3 \|_{H_{t,x}^3} \| v N_3 \|_{L_t^{10/7}} \right) \| (\nabla)^{3/2} f N_1 \|_{L_{t,x}^2}. \]
Summing over the \( N_i \)’s yields
\[ \sum_{N_i} N_i^{\frac{1}{2}} \| f N_1 f N_2 v N_3 \|_{L_t^{10/7}} \lesssim \| f_0 \|_{H_{t,x}^\frac{3}{2}} \| (\nabla)^s f \|_{L_{t,x}^5} \| v \|_{X^\frac{1}{2}}. \]

**Case 2b:** \( N_2^{\frac{1}{3}} \leq N_1 \). In this case there is no need to apply the bilinear estimate and we only use Hölder. We have
\[ N_{(1)}^{\frac{1}{2}} \| f N_1 f N_2 v N_3 \|_{L_t^{10/7}} \leq N_3^{\frac{1}{2} - \frac{1}{3} - s} \| (\nabla)^s f N_1 \|_{L_{t,x}^5} \| f N_2 \|_{L_{t,x}^5} \| v N_3 \|_{L_t^{10/7}} \]
\[ \leq N_3^{-s} \| (\nabla)^s f N_1 \|_{L_{t,x}^5} \| f N_2 \|_{L_{t,x}^5} \left( N_3 \| v N_3 \|_{H_{t,x}^3} \right). \]
Then we sum over the \( N_i \)’s and get
\[ \sum_{N_i} N_i^{\frac{1}{2}} \| f N_1 f N_2 v N_3 \|_{L_t^{10/7}} \lesssim \| (\nabla)^s f \|_{L_{t,x}^5} \| f \|_{L_{t,x}^5} \| v \|_{X^\frac{1}{2}}. \]
This concludes the proof of (3.7).
**Proof of (3.8).** We need to estimate

\[ N_1^{\frac{1}{2}} \| f_{N_1} v_{N_2} v_{N_3} \|_{L_{t,x}^{10/7}}. \]

Without loss of generality, we assume that \( N_2 \geq N_3. \)

**Case 1:** \( N_1 = N_2. \) We use Hölder with \( \frac{2}{10} = \frac{1}{5} + \frac{1}{5} \) to apply the bilinear estimate once.

\[
N_1^{\frac{1}{10}} \| f_{N_1} v_{N_2} v_{N_3} \|_{L_{t,x}^{10/7}} \leq \| f_{N_1} v_{N_3} \|_{L_{t,x}^{7/5}} \| v_{N_2} \|_{L_{t,x}^{3/5}}
\]

\[
\lesssim N_1^{\frac{1}{10}} N_2^{\frac{3}{10}} \| (\nabla)^s f_{N_1} \|_{L_{t,x}^{7/5}} \| f_{N_1}(0) \|_{H_{t,x}^{7/2}} \| v_{N_3} \|_{L_{t,x}^{3/5}} \| v_{N_2} \|_{L_{t,x}^{3/5}}
\]

\[
\lesssim N_1^{\frac{1}{10}} N_2^{\frac{3}{10}} \| (\nabla)^s f_{N_1} \|_{L_{t,x}^{7/5}} \| f_{N_1}(0) \|_{H_{t,x}^{7/2}} \| v_{N_3} \|_{L_{t,x}^{3/5}} \| v_{N_2} \|_{L_{t,x}^{3/5}}.
\]

Under the assumption that \( 1/4 < s \) we can use Observation 3.1 and see that in this case,

\[
\sum_{N_i} N_i^{\frac{1}{10}} \| f_{N_i} v_{N_2} v_{N_3} \|_{L_{t,x}^{10/7}} \lesssim \| f_0 \|_{H_{t,x}^{7/2}} \| (\nabla)^s f \|_{L_{t,x}^{7/5}} \| v \|_{L_{t,x}^{3/5}} \| v \|_{X^{\frac{1}{2}}}.
\]

**Case 2:** \( N_1 = N_2. \)

**Case 2a:** \( N_1 < N_2^{\frac{1}{2}}. \) We proceed similarly, and get

\[
N_2^{\frac{1}{2}} \| f_{N_1} v_{N_2} v_{N_3} \|_{L_{t,x}^{10/7}} \leq \| f_{N_1} v_{N_2} \|_{L_{t,x}^{7/5}} \| v_{N_2} \|_{L_{t,x}^{3/5}}
\]

\[
\lesssim N_2^{\frac{1}{2}} N_1^{\frac{1}{2}} \| (\nabla)^s f_{N_1} \|_{L_{t,x}^{7/5}} \| f_{N_1}(0) \|_{H_{t,x}^{7/2}} \| v_{N_2} \|_{L_{t,x}^{7/5}} \| v_{N_2} \|_{L_{t,x}^{3/5}}
\]

\[
\lesssim N_2^{\frac{1}{2}} N_1^{\frac{1}{2}} \| (\nabla)^s f_{N_1} \|_{L_{t,x}^{7/5}} \| f_{N_1}(0) \|_{H_{t,x}^{7/2}} \| v_{N_2} \|_{L_{t,x}^{7/5}} \| v_{N_2} \|_{L_{t,x}^{3/5}}.
\]

Hence,

\[
\sum_{N_i} N_i^{\frac{1}{2}} \| f_{N_i} v_{N_2} v_{N_3} \|_{L_{t,x}^{10/7}} \lesssim \| f_0 \|_{H_{t,x}^{7/2}} \| (\nabla)^s f \|_{L_{t,x}^{7/5}} \| v \|_{L_{t,x}^{3/5}} \| v \|_{X^{\frac{1}{2}}}.
\]

**Case 2b:** \( N_2^{\frac{1}{2}} \leq N_1. \) We apply Hölder and get

\[
N_2^{\frac{1}{2}} \| f_{N_1} v_{N_2} v_{N_3} \|_{L_{t,x}^{10/7}} \leq N_2^{\frac{1}{2}} \| f_{N_1} \|_{L_{t,x}^{7/5}} \| v_{N_2} \|_{L_{t,x}^{7/5}} \| v_{N_3} \|_{L_{t,x}^{3/5}}
\]

\[
\leq N_2^{\frac{1}{2}} \| (\nabla)^s f_{N_1} \|_{L_{t,x}^{7/5}} \| v_{N_2} \|_{U_{t,x}^{7/2}} \| v_{N_3} \|_{L_{t,x}^{3/5}}.
\]

We deduce from this and from Observation 3.1 that in this case,

\[
\sum_{N_i} N_i^{\frac{1}{2}} \| f_{N_i} v_{N_2} v_{N_3} \|_{L_{t,x}^{10/7}} \lesssim \| (\nabla)^s f \|_{L_{t,x}^{7/5}} \| v \|_{L_{t,x}^{7/5}} \| v \|_{X^{\frac{1}{2}}}.
\]

\[ \square \]
3.2. Local well-posedness. In the following local well-posedness statement, the smallness assumption comes from the \( L^5_t x \) norm of the free evolution of the initial data. Since the problem is at a subcritical regularity scale \( 1/2 < \sigma \), we could avoid using such a critical norm. Nevertheless, the \( L^5_t x \) norm provides a blow-up and scattering criterion that can be easily deduced from such a local well-posedness result. Then, we prove in the next section that this blow-up criterion can be exploited as soon as we are able to obtain an a priori uniform bound on the \( H^\sigma \) norm of the solution.

**Proposition 3.4** (Local well-posedness). Let \( 1/4 < s \leq 1/2 \) and \( \omega \in \Omega_\alpha \). Then, for every \( 1/2 < \sigma < 2s \), the Cauchy problem \((\text{NLS}_f)\) with data \( v(t_0) \in H^\sigma \) is locally well-posed. More precisely, for every \( E > 0 \), there exists \( \epsilon_0(E) \) such that for every \( \epsilon \leq \epsilon_0 \), every interval \( J \) that contains \( t_0 \) on which

\[
F^\omega(J) \leq \epsilon, \quad \| e^{it\Delta} v_0 \|_{L^5_t x(J)} \leq \epsilon, \tag{3.9}
\]

and for every \( v_0 \in H^\sigma \) with \( \| v_0 \|_{H^\sigma} \leq E \), there exists a unique solution \( v \) to \((\text{NLS}_f)\) in \( X^\sigma(J) \), with data \( v(t_0) = v_0 \). Moreover, there exists \( C = C(\| f_0 \|_{H^\sigma}) > 0 \) such that

\[
\| v \|_{X^\sigma(J)} \leq 2E, \quad \| v \|_{L^5_t x(J)} \leq \epsilon, \quad \text{and } v \in C(J; H^\sigma).
\]

**Proof.** We perform a contraction mapping argument in the Banach space,

\[
B_{E,\epsilon} = \{ v \in X^\sigma(J) \mid \| v \|_{X^\sigma(J)} \leq 2E, \quad \| v \|_{L^5_t x(J)} \leq \epsilon \},
\]

where \( C = C(\| f_0 \|_{H^\sigma}) > 0 \) is an irrelevant constant that comes from the multilinear estimates of Proposition 3.3. We endow this space with the norm \( X^\sigma(J) \), and we define the mapping

\[
\Phi : v \in B_{E,\epsilon} \mapsto e^{it\Delta} v_0 - i \int_0^t e^{i(t-t')\Delta} \mathcal{N}(v+f)(t')dt'.
\]

From the Duhamel integral representation formula, we see that \( v \) is solution to \((\text{NLS}_f)\) with \( v(t_0) = v_0 \) if an only if \( \Phi(v) = v \). Let us prove that

\[
\Phi(B_{E,\epsilon}) \subseteq B_{E,\epsilon}
\]

when \( \epsilon \ll E^{-1} \). We get from Strichartz and from the trilinear estimate (3.5) that for all \( v \in B_{E,\epsilon} \),

\[
\| \Phi(v) \|_{X^\sigma(J)} \leq \| v_0 \|_{H^\sigma} + \| \mathcal{I}(\cdot, \mathcal{N}(v)) \|_{X^\sigma(J)} + \| \mathcal{I}(\cdot, \mathcal{N}(v+f) - \mathcal{N}(v)) \|_{X^\sigma(J)}
\]

\[
\leq E + C \| (\nabla)^\sigma \mathcal{N}(v) \|_{L^{10/7}_{t,x}} + C(\| f_0 \|_{H^\sigma}) \| F^\omega(J) \|_{L^{10/3}_{t,x}} + C(\| f_0 \|_{H^\sigma}) \| v \|_{X^\sigma(J)}.
\]

Applying the Fractional Leibniz rule with \( \frac{7}{10} = \frac{2}{5} + \frac{3}{10} \) yields

\[
\| (\nabla)^\sigma \mathcal{N}(v) \|_{L^{10/7}_{t,x}} \leq \| v \|_{L^5_{t,x}(J)}^2 \| (\nabla)^\sigma v \|_{L^{10/3}_{t,x}} \leq \| v \|_{L^5_{t,x}(J)}^2 \| v \|_{X^\sigma(J)} \leq C^2 \epsilon^2 E.
\]

Hence, for all \( v \in B_{E,\epsilon} \) and under the smallness assumption (3.9) we get

\[
\| \Phi(v) \|_{X^\sigma(J)} \leq E + C \epsilon^2 E + C(1 + \epsilon) \epsilon E. \tag{3.10}
\]

Similarly, we have

\[
\| \Phi(v) \|_{L^5_{t,x}} \leq \| e^{it\Delta} v_0 \|_{L^5_{t,x}(J)} + \| \mathcal{I}(\cdot, \mathcal{N}(v)) \|_{L^5_{t,x}(J)} + \| \mathcal{I}(\cdot, \mathcal{N}(f)) \|_{L^5_{t,x}(J)}
\]

\[
+ \| \mathcal{I}(\cdot, \mathcal{N}(f, f, v) + \mathcal{N}(f, v, v)) \|_{L^5_{t,x}(J)}. \tag{3.11}
\]
then, observe from the Sobolev embedding and from (3.2) that
\[ \|I(\cdot, N(f))\|_{L_t^r_x(J)} \leq C \|I(\cdot, N(f))\|_{X^{1/2}(J)} \leq C(\|f_0\|_{H^s})F^\omega(J). \]
By Hölder’s inequality, Sobolev embedding and Strichartz embedding we have
\[ \|I(\cdot, N(v))\|_{L_t^r_x(J)} \leq \|v\|_{X^{1/2}(J)}\|v\|_{L_t^r_x(J)}. \]
Then, using the trilinear estimates presented in Proposition 3.3 we get that for any \( v \in B_{E, \epsilon} \),
\[ \|I(\cdot, N(f, f, v))\|_{L_t^r_x(J)} \leq C(F^\omega(J)^{1/2} + F^\omega(J)^{1/2})\|v\|_{X^{\sigma}(J)}. \]
Collecting the above estimates, we deduce from (3.11) that under the smallness condition (3.9), we have for \( v \in B_{E, \epsilon} \)
\[ \|\Phi(v)\|_{L_t^r_x(J)} \leq \epsilon + C\epsilon + 2C^2\epsilon^2E + 2CE\left(\epsilon^{3/2} + C\epsilon^{3/2}\right). \quad (3.12) \]
Combining (3.10), (3.12) and choosing \( \eta = 3C\epsilon, R = 2CE, \) for \( \epsilon \leq \epsilon_0(E) \) with, say \( \epsilon_0(E) \sim E^{-1} \) when \( E \gg 1 \), we obtain
\[ \|\Phi(v)\|_{X^{\sigma}(J)} \leq 2CE, \quad \|\Phi(v)\|_{L_t^r_x(J)} \leq 3C\epsilon. \]
for any \( v \in B_{E, \epsilon} \). Thus, \( \Phi : B_E \rightarrow B_E \). Similarly, we prove that
\[ \|\Phi(v_1) - \Phi(v_2)\|_{X^{\sigma}(J)} \leq C\left(\|v_1\|_{L_t^r_x(J)}\|v_1\|_{X^{\sigma}(J)} + \|v_2\|_{L_t^r_x(J)}\|v_2\|_{X^{\sigma}(J)}\|v_1 - v_2\|_{X^{\sigma}(J)}\right). \]
Choosing \( \epsilon_0(E) \ll E^{-1} \), we see that \( \Phi \) is a contraction mapping, and it admits a unique fixed point \( v \), solution to (NLS_f). Finally, we deduce the continuity of \( t \rightarrow v(t, \cdot) \) from the embedding \( X^{\sigma}(J) \rightarrow C(J; H^s_T(\mathbb{R}^3)) \).

**Proposition 3.5** (Blow-up criterion). Let \( v \) be the maximal lifespan solution to (NLS_f) on \( J^* \times \mathbb{R}^3 \) given by the local well-posedness theory. If we have
\[ \|v\|_{L_t^r_x(J^*)} < +\infty, \quad (3.13) \]
then \( \sup J^* = +\infty \) and the solution scatters as \( t \) goes to \(+\infty\).

**Proof.** Denote \( E = \|v(0)\|_{H^s} \), and \( \epsilon > 0 \) to be chosen later on. We proceed by contradiction and assume that \( \|v\|_{L_t^r_x(J^*)} < +\infty \), but \( T^* = \sup J^* < +\infty \). We will raise the contradiction by extending the solution up to \( T^* \). By the local Cauchy theory from Proposition 3.4, it is enough to prove that there exist a constant \( C(E, f_0) \), \( t_0 \in J^* \) and \( \delta > 0 \) such that
\[ \|v(t)\|_{L_t^r_x H^s_x(J^*)} \leq C(E, f_0), \quad (3.14) \]
\[ e^{\delta(t-t_0)} \Delta v(t_0) \|_{L_t^r_x(J^*)} \leq \epsilon_0 \], \quad (3.15)
where \( \epsilon_0 = \epsilon_0(E) \) is as in the local well-posedness Proposition 3.4. To prove the above estimates, we proceed as follows. First, we use the global assumption (3.13) to decompose \( J^* \) into a finite number \( L(\epsilon) \) of intervals \( \{J_l\}_{1 \leq l \leq L} \) such that for \( j \in \{1, \ldots, L\} \),
\[ \|v\|_{L_t^r_x(J_l)} \leq \epsilon. \]
Using the assumption (2.12) that \( \|f\|_{L_t^r_x(J_l)} < +\infty \), and up to an extra decomposition of \( J^* \) into \( O(L) \) intervals, we may assume that for each \( l \in \{1, \ldots, L\} \),
\[ F(J_l) \leq \epsilon. \]
Next, we take $\tilde{J} \Subset J^*$ a compact sub-interval of $J^*$, and denoting $\tilde{J} \cap J_l$ by $\tilde{J}_l$, we prove by induction on $l \leq L$ that there exists $C(\|f_0\|_{H^{\sigma}})$ such that
\[ \|v\|_{X^{\sigma}(\tilde{J}_l)} \leq C 2^l E. \tag{3.16} \]
For this purpose, we apply the trilinear estimates (3.5) to get
\[ \|v\|_{X^{\sigma}(\tilde{J}_l)} \leq \|v(0)\|_{H^{\sigma}} + C\epsilon + 2C\epsilon \|v\|_{X^{\sigma}(\tilde{J}_l)}. \]
Hence, choosing $\epsilon$ small enough we see that
\[ \|v\|_{X^{\sigma}(\tilde{J}_l)} \leq 2E. \]
Iterating this on $\tilde{J}_2, \ldots, \tilde{J}_L$ with the same $\epsilon$, we obtain that for $l \in \{1, \ldots, L\}$,
\[ \|v\|_{X^{\sigma}(\tilde{J}_l)} \leq 2^l E. \]
Since $\epsilon$ does not depend on $\tilde{J} \Subset J^*$, we have from sub-additivity of the norm $X^{\sigma}$ (see Lemma 2.7) that
\[ \|v\|_{L^\infty_t H^{\sigma}(J^*)} \leq \sup_{\tilde{J} \Subset J^*} \|v\|_{X^{\sigma}(\tilde{J})} \leq (\sum_{l=1}^L 2^l) E \leq C(L, E). \tag{3.17} \]
Similarly, the multilinear estimates from Proposition 3.3 yield for all $t_0 \in J^*$,
\[ \|\mathcal{I}((t_0, \cdot),\mathcal{N}(f + v))\|_{L^5_t L^5_x(\tilde{J})} \leq \tilde{C}(E, f_0). \]
Therefore, taking the sup over all the possible $\tilde{J}$ we obtain a uniform bound with respect to $t_0$ on the $L^5_t L^5_x(J^*)$-norm of the Duhamel integral. Consequently, we have from Duhamel’s formula that
\[ \|e^{i(t-t_0)\Delta}v(t_0)\|_{L^5_t L^5_x[0, T^*)} = \|v - \mathcal{I}((t_0, \cdot),\mathcal{N}(f + v))\|_{L^5_t L^5_x[0, T^*)} \leq \|v\|_{L^5_t L^5_x(J^*)} + \|\mathcal{I}((t_0, \cdot),\mathcal{N}(f + v))\|_{L^5_t L^5_x(t_0, T^*)}, \]
and we conclude the proof of (3.15) by monotone convergence
\[ \lim_{t_0 \to T^*} \|e^{i(t-t_0)\Delta}v(t_0)\|_{L^5_t L^5_x[0, T^*)} = 0. \]
As explained above, this finishes the proof of the global existence. At that point, it is standard to deduce scattering from these global bounds. Indeed, when $J^* = [0, +\infty)$ and $\|v\|_{L^5_t L^5_x(J^*)} < +\infty$, we use the uniform bound (3.17), the nonlinear estimates from Proposition 3.2 and monotone convergence to deduce from the Duhamel integral formulation that $\{e^{-i\Delta t_n}v\}_n$ is a Cauchy sequence in $H^{\sigma}_x$ as $t_n$ goes to $+\infty$. This ends the proof of Proposition 3.5. \hfill \Box

3.3 Stability theory. In this subsection, we prove that global existence and scattering for $v$ can be deduced from a priori uniform estimate on the $H^{\sigma}$ norm of $v(t)$. Note that this is true when $v$ is solution to (NLS) without forcing terms, and when $\sigma > \frac{2}{3}$ (see Theorem 1.2). Hence, since $v$ is actually solution to the forced equation (NLS), we will settle a stability theory at regularity $H^{\sigma}$. In particular, on some spacetime slabs where the perturbation satisfies a smallness condition, we shall be able to approach $v$ by a solution to (NLS) and to infer local spacetime bound on $v$. Then, provided we have a global a priori estimate for the $H^{\sigma}$ norm of $v$, we perform a bootstrap argument to extend the spacetime bound to the whole maximal lifespan of $v$, and to deduce conditional scattering. For now on, we fix $\sigma > 2/3$, which corresponds to the lowest regularity where the global Cauchy theory for (NLS) is known.
Lemma 3.6 (Short-time stability in $H^2_x$). Let $t_0 \in \mathbb{R}$, $E \geq 0$ and $v_0 \in H^2_x$ with $\|v_0\|_{H^2_x} \leq E$. Let $v$ be the local solution to (NLS) as in Proposition 3.4 associated with $v(t_0) = v_0$. Then, take $u_0 \in H^2_x$ and denote by $u$ the global solution to (NLS) in $C^\infty(\mathbb{R}; H^2_x)$, with data $u(t_0) = u_0$. There exists $\epsilon_1 = \epsilon_1(E)$ and $C_0(E)$ such that

$$\|v_0 - u_0\|_{H^2_x} \leq \epsilon, \quad F^\omega(J) \leq \epsilon, \quad \|w\|_{L^2_{t,x}(J)} \leq \epsilon,$$

for some $\epsilon \leq \epsilon_1$, then $v$ stays close to $u$ on any compact interval $J \subseteq J^*$ that contains $t_0$

$$\|v - u\|_{X^\omega(J)} \leq C_0(E)\epsilon.$$

Proof. Let us consider the difference $w = v - u$ \footnote{Note that $w$, hence $v$, is in $X^\omega(J)$. This follows from the uniqueness part of Theorem 1.2 combined with a contraction mapping argument in $X^\omega(J)$. Moreover, $\|w\|_{X^\omega(J)} \leq CE$.}, solution to the equation

$$\begin{cases} i\partial_t w + \Delta w = N(v + f) - N(v) + N(v) - N(u), & (t,x) \in \mathbb{R} \times \mathbb{R}^3, \\
 w|_{t=0} = v_0 - u_0,
\end{cases}$$

Let $g : t \in J \mapsto \|w\|_{X^\omega(t_0,t)}$, and we perform a continuity argument. Note that as a consequence of the smallness condition $\|w(0)\|_{H^2_x} \leq \epsilon$ and from Lemma 2.7, we have that $g$ is continuous and $\limsup_{t \to t_0} g(t) \leq \epsilon$. Moreover, it follows from Duhamel’s formulation that

$$\|w\|_{X^\omega(t_0,t)} \leq C\|v_0 - u_0\|_{H^2_x} + \|I(\cdot,N(v + f) - N(v))\|_{X^\omega(J)} + \|I(\cdot,N(u) - N(v))\|_{X^\omega(J)}.$$

From the trilinear estimate (3.5) of Proposition 3.2 and the smallness assumptions, we get

$$\|I(\cdot,N(v + f) - N(v))\|_{X^\omega(t_0,t)} \leq CF^\omega(J) + C\|v\|_{X^\omega(t_0,t)}(F^\omega(J) + \|v\|_{L^2_{t,x}(t_0,t)}F^\omega(J)^{\frac{3}{2}}) \leq C\epsilon + C\|w\|_{X^\omega(t_0,t)}(\epsilon + \epsilon^\frac{1}{2}\|w\|_{L^2_{t,x}(t_0,t)} + \epsilon^\frac{1}{2}\|u\|_{L^2_{t,x}(t_0,t)}) \leq C\epsilon + C\epsilon^{\frac{1}{2}}(CE + g(t))(2\epsilon + Cg(t)).$$

Moreover,

$$\|I(\cdot,N(\cdot) - N(\cdot))\|_{X^\omega(t_0,t)} \leq C\|w\|_{X^\omega(t_0,t)}(\|w\|_{L^2_{t,x}(t_0,t)} + \|u\|_{L^2_{t,x}(J)}) \leq C\|w\|_{X^\omega(t_0,t)}(\|w\|_{L^2_{t,x}(t_0,t)} + \|u\|_{L^2_{t,x}(J)}) \leq Cg(t)(g(t)^2 + \epsilon^2).$$

Hence, by combining the above estimates, we prove that for all $t \in J$ with $t_0 \leq t$,

$$g(t) \leq 2C\epsilon + 2C\epsilon^{\frac{3}{2}}E + g(t)(\epsilon^{\frac{1}{2}}CE + \epsilon^3 + g(t)^2 + \epsilon^2),$$

and the result follows from a continuity argument, by choosing $\epsilon_1 \ll E^{-\frac{1}{2}}$. \hfill $\Box$

Next, we combine the local well-posedness result with the blow-up criterion to turn the short-time stability result into a long time stability statement.

Lemma 3.7 (Long-time stability). Let $A > 0$, $t_0 \in \mathbb{R}$, $J = [t_0,T)$, $v_0 \in H^2_x$ with $\|v_0\|_{H^2_x} \leq E$. Let $u$ be the global-in-time solution to (NLS) in $H^2_x$ with data $u(t_0) = v_0$, and assume that

$$\|u\|_{L^2_{t,x}(J)} \leq A.$$

There exists $\epsilon_2 = \epsilon_2(E,A) > 0$ such that under the smallness condition

$$F^\omega(J) \leq \epsilon_2,$$
there exists a unique solution \( v \) to (NLS\(_f\)) and a constant \( C(E, \Lambda) > 0 \) such that for every compact interval \( \tilde{J} \subseteq J \), we have \( v \in X^\sigma(\tilde{J}) \), and
\[
\|v\|_{L^\infty_x(J)} \leq C(E, \Lambda).
\] (3.21)

**Proof.** Let \( v \) be the maximal lifespan solution to (NLS\(_f\)) with \( v(t_0) = v_0 \), on an interval \( J^* \times \mathbb{R}^3 \). The whole statement reduces to the estimate (3.21). Indeed, we would be in position to apply the blow-up criterion, and to deduce that \( J \subseteq J^* \). The strategy to prove such a global estimate is to break \( J \) into a finite number \( L(E, \Lambda) \) of intervals where the \( L^2_{t,x} \) norm of \( u \) is small, so that we can apply the short-time stability Lemma 3.6. Then, we sum over the different spacetime slabs. Since their number does only depend on \( E \) and \( \Lambda \), we obtain (3.21).

We proceed as follows. First, we use the deterministic global well-posedness Theorem 1.2 and we get a constant \( C_0(E) \), such that for any \( \tilde{J} \subseteq J^* \), we have
\[
\|u\|_{X^\sigma(\tilde{J})} \leq C_0(E).
\]
In addition, we take \( \epsilon_1 = \epsilon_1(2C_0(E)) \) as in Lemma 3.6, and \( \epsilon_2 < \epsilon_1 \), to be determined shortly. Next, we decompose \( J \) into \( L(E, \epsilon, \Lambda) \) intervals \( \{J_i\}_{1 \leq i \leq L} \), with \( J_i = [t_i, t_{i+1}) \), such that for \( i \in \{0, \ldots, L - 1\} \) and for some \( \epsilon < \epsilon_2 \),
\[
\|u\|_{L^\infty_{t,x}(J_i)} \leq \epsilon.
\]
Now, we write \( w = v - u \), we fix \( \tilde{J}^* \subseteq J^* \) and we denote \( \tilde{J}_i = \tilde{J}^* \cap J_i \). We would like to apply Lemma 3.6 on each \( \tilde{J}_i \). To this end, we need to make sure that for all \( i \in \{1, \ldots, L - 1\} \), we have
\[
\|v(t_i)\|_{H^s} \leq 2C_0(E), \quad \|w(t_i)\|_{H^s} \leq \epsilon_1(2C_0(E)).
\]
Indeed, we already know by assumption and by construction that
\[
F^w(\tilde{J}_i) \leq \epsilon_1, \quad \|u\|_{L^\infty_{t,x}(\tilde{J}_i)} \leq \epsilon_1.
\]
Hence, we shall prove by induction on \( i \) that for some \( \epsilon_2 < \epsilon_1 \), for every \( \epsilon < \epsilon_2 \) and for every \( i \in \{0, \ldots, L\} \), there exists \( C_i = C_i(E, \Lambda) \) such that
\[
\|w\|_{X^\sigma(\tilde{J}_i)} \leq C_i \epsilon, \quad ( \sup_{1 \leq i \leq L} C_i ) \epsilon_2 \leq \epsilon_1, \quad \|v(t_i)\|_{H^s} \leq 2C_0(E).
\] (3.22)
In the case when \( i = 0 \), we have \( w(t_0) = 0 \) and it follows from the short-time stability Lemma 3.6 applied on \( J_1 \), where \( v \) and \( f \) satisfy the smallness condition (3.18), that there exists \( C_1(E) \) with
\[
\|w\|_{X^\sigma(\tilde{J}_1)} \leq C_1(E) \epsilon.
\]
Hence, we choose \( \epsilon_2 \) such that \( C_1(E) \epsilon_2 \leq \epsilon_1(2C_0(E)) \). Next, we assume that (3.22) holds up to time \( t_i \). By Duhamel’s integral formulation, and since \( w(t_0) = 0 \), we have
\[
\|w(t_i)\|_{H^s} \leq \|i(t_0, t_i, \mathcal{N}(v + f) - \mathcal{N}(u))\|_{H^s}.
\]
Then, we proceed as in the proof of the short-time stability Lemma 3.6, and we use the multilinear estimates from Propositions 3.2, 3.3, as well as the induction assumption, to see that
\[
\|i(t_0, t_i, \mathcal{N}(v + f) - \mathcal{N}(u))\|_{H^s} \leq C \sum_{l=0}^{i-1} \|i(\cdot, \mathcal{N}(v + f) - \mathcal{N}(u))\|_{X^\sigma(\tilde{J}_l)} \leq C \sum_{l=0}^{i-1} C_l(E) \epsilon.
\]
We define $C_i = C(\mathcal{E})C \sum_{1 \leq l \leq i-1} C_l$ and choose $\epsilon_2$ such that $C_i \epsilon_2 \leq \epsilon_1 (2C_0(\mathcal{E}))$. Subsequently, the smallness condition (3.18) is satisfied on the interval $J_i = [t_i, t_{i+1})$, so that we can apply Lemma 3.6 and obtain 

$$
\|w\|_{X^\sigma(\tilde{J}_i)} \leq C(\mathcal{E}) \sum_{0 \leq l \leq i-1} C_l \epsilon_i .
$$

In addition, we get from the triangle inequality that 

$$
\|v(t_{i+1})\|_{H_t^\sigma} \leq \|u\|_{L^\infty(\mathcal{J}_{i+1};H_t^\sigma)} + \|w\|_{L^\infty(\mathcal{J}_{i+1};H_t^\sigma)} \leq C_0(\mathcal{E}) + C_{i+1} \epsilon \leq 2C_0(\mathcal{E}) .
$$

This finishes the proof of the induction result (3.22). Moreover, it follows from the sub-additivity of the $X^\sigma$ norm (see Lemma 2.7) that 

$$
\|v\|_{X^\sigma(\tilde{J})} \leq \|u\|_{X^\sigma(J)} + \sum_{j=1}^L \|w\|_{X^\sigma(J_j)} \leq C(\mathcal{E}; \Xi) .
$$

The proof of (3.21) follows by using the embedding $X^\sigma(\tilde{J}) \hookrightarrow L^5_{t,x}(\tilde{J})$, and the monotone convergence theorem which implies that $\|v\|_{L^5_{t,x}(\tilde{J})} = \sup_{J \in J} \|v\|_{L^5_{t,x}(J)}$. \qed

**Proposition 3.8** (Uniform bound in $H_t^\sigma$ implies scattering). Let $v_0 \in H_t^\sigma$, and let $v$ be the maximal-lifespan solution in $H_t^\sigma$ to (NLS$_f$) from initial data $v(0) = v_0$. Suppose that we have the uniform a priori bound 

$$
\sup_{t \in J^*} \|v(t)\|_{H_t^\sigma} \leq E .
$$

Then, the solution $v$ is global and scatters as $t$ goes to $\infty$.

**Proof.** We get from the blow-up criterion of Lemma 3.5 that it suffices to prove the global spacetime bound 

$$
\|v\|_{L^5_{t,x}(J^*)} < +\infty . \quad (3.23)
$$

Recall that the deterministic Cauchy theory in $H^\sigma$, for $2/3 < \sigma \leq 1$, provides such a bound. Indeed, Theorem 1.2 claims that there exists $\Lambda(E)$ such that for any solution $u$ to (NLS) starting from an initial data $u(t_0)$ with $\|u(t_0)\|_{H_t^\sigma} \leq E$, we have 

$$
\|u\|_{L^5_{t,x}(\mathbb{R})} \leq \Lambda(E) .
$$

Subsequently, we fix $\epsilon_2(E, \Lambda(E)) = \epsilon_3(E)$ as in Lemma 3.7, and we divide $J^*$ into a finite number $L(\mathcal{E})$ of intervals $J_i = [t_i, t_{i+1})$, with $t_0 = 0$, such that 

$$
F^\omega(J_i) \leq \epsilon_1, \quad j \in \{1, \ldots, L\} .
$$

Next, for each $i \in \{0, \ldots, L-1\}$, we consider the global solution $u$ to (NLS) with initial data $u(t_i) = v(t_i)$. Since $\|v(t_i)\| \leq E$ by assumption, we have 

$$
\|v\| \leq \Lambda(E) .
$$

Hence, we can apply Lemma 3.7 on $J_i$, and obtain 

$$
\|v\|_{L^5_{t,x}(J_i)} \leq C_i(E) .
$$

By summing over the spacetime slabs, we conclude that 

$$
\|v\|_{L^5_{t,x}(J^*)} \leq C(E, \Lambda(E)) \leq C(E) .
$$

This finishes the proof of Proposition 3.8. \qed
4. Almost conservation laws

In this section, we prove some almost conservation laws in order to obtain the uniform bound on the $H^\sigma$ norm of $v$. Recall that throughout this section, $\epsilon > 0$ and $\omega \in \tilde{\Omega}_\alpha$ are fixed, such that for $N$ large enough,

$$F^\omega_\infty(\mathbb{R}) + F^\omega_\infty(\mathbb{R}) \leq C_\alpha, \quad F^\omega_2(\mathbb{R}) \leq C_\alpha N^{\frac{1-\gamma}{2}}.$$

Since there is no coercive conservation law at the level of $H^\sigma$ for $(\text{NLS})$, we need to use a modified energy. More precisely, we consider the energy of $Iv$, which is finite but not preserved, in order to damp the frequencies of size larger than $N$. However, we expect the time-derivative of the modified energy to be small when $N$ is large, at least on a spacetime slab where there hold some smallness conditions for the $L^4_{t,x}$ norm of $v$ and spacetime bounds for the stochastic forcing term.

4.1. Setting up the I-method. Let $v \in H^\sigma_\infty(\mathbb{R}^3)$ be the maximal lifespan solution to $(\text{NLS}_f)$ on $[0, T^*)$. There is no difficulty to estimate the low frequencies of $v$ since the $L^2$-norm is almost-conserved, and the forcing term is uniformly in $L^2$.

**Lemma 4.1** (Almost conservation of the mass (see Lemma 7.1 in [30])). Let $v$ be solution to $(\text{NLS}_f)$ on a time interval $J$. Then,

$$\int_{\mathbb{R}^3} |v(t,x)|^2 dx \lesssim \int_{\mathbb{R}^3} |v_0(x)|^2 dx + \int_{\mathbb{R}^3} |f_0(x)|^2 dx.$$

**Proof.** The proof is a straightforward consequence of the conservation of mass for $(\text{NLS})$ and the unitarity of the linear Schrödinger propagator $e^{it\Delta}$, from which we deduce that

$$\int_{\mathbb{R}^3} |v(t)|^2 dx = -2\text{Re} \left( \int v(t) \overline{v_0(t)} dx \right) \leq \frac{1}{2} \int |v(t)|^2 dx + 2 \int |f_0(t)|^2 dx.$$

We refer to Lemma 7.1 in [30] for further details. $\Box$

To obtain some estimates on the high frequencies of $v$, which has infinite energy, we need to smooth it by applying the I-operator, and by considering $Iv$, which has finite energy, or sometimes $Iu = I(v + f)$. The aim is to prove the uniform bound

$$\sup_{t \in [0, T^*)} \|Iv(t)\|_{H^1(\mathbb{R}^3)} < +\infty. \quad (4.1)$$

Indeed, we deduce from this that

$$\sup_{t \in [0, T^*)} \|v(t)\|_{H^\sigma_\infty(\mathbb{R}^3)} < +\infty. \quad (4.2)$$

With this uniform estimate (4.2) on $\|v\|_{H^\sigma_\infty}$ at hand, we will be in position to apply Proposition 3.8 to show that the solution $v$ to $(\text{NLS}_f)$ is global-in-time and scatters. Now, observe that the truncated solution $Iu$, as well as $Iv$, satisfies the perturbed cubic Schrödinger equation

$$i\partial_t Iu + \Delta Iu = \mathcal{N}(Iu) + H, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^3, \quad (I-\text{NLS})$$

where we denoted by $H$ the commutator

$$H := IN(u) - \mathcal{N}(Iu). \quad (4.3)$$

This perturbation $H$ can be seen as a trilinear operator acting on functions $u^{(j)}$ of type $v$ or $f$, and some appropriate spacetime norms of $H$ enjoy some decay with respect to $N$ thanks to frequency cancellations. These cancellations come from the gauge-invariant structure of the equation, and from the definition of the I-operator.
Definition 4.2. Given a time-interval \( J = (t_0, b) \subset [0, T^*) \), we define the Strichartz norm of a frequency truncated function \( v \) by
\[
Z_I(J) := \| Iv \|_{S^1(J)} = \sup_{s(q,r)=0} \| \langle \nabla \rangle Iv \|_{L_t^p(J; L_x^q(\mathbb{R}^3))},
\]
where we recall that \( s(q,r) = \frac{2}{q} - d\left(\frac{1}{2} - \frac{1}{r}\right) \) encodes the admissibility condition for the Strichartz estimate to hold.

We shall prove that \( Z_I(J) \) is of size \( \sim N^{1-\sigma} \) provided \( E(Iv(t_0)) \leq N^{2(1-\sigma)} \) and \( \| Iv \|_{L_t^\infty L_x^2(J)} \ll 1 \). This is the matter of Lemma 4.4. Before this, let us state and prove the main result of this section, where we estimate the spacetime Lebesgue norm of \( wH \) for a given function \( w \) that lies uniformly in \( L_x^2 \).

Lemma 4.3. Let \( J \subset [0, T^*) \) such that \( Z_I(J) < +\infty \), and let \( w \in L_t^\infty (J; L_x^2(\mathbb{R}^3)) \). For all \( \delta > 0 \), there exists a constant \( C \) such that we have
\[
\int \left| \int_{\mathbb{R}^3} w(t,x) \overline{H}(t,x) dx \right| dt \leq CN^{-1+\delta} \sup_{K \in \mathbb{Z}^3} (K^{-1}\| P_K w \|_{L_t^\infty L_x^2(J)}) (Z_I(J)^2 + F_2^\omega(J)2) (Z_I(J) + F_\infty^\omega(J)). \tag{4.4}
\]

The idea is to use the frequency cancellations from the \( I \) operator in the error term \( H \) to gain a negative power of \( N \). As we will see, we shall often come across terms as in the left-hand-side of (4.4), especially when we estimate the modified energy and the modified Morawetz interaction. Hence, obtaining estimates like (4.4) turns out to be the crucial part of our analysis.

Proof. The strategy of the proof follows the same lines as the one of Proposition 3 from [13], but with some differences. At a fixed time \( t \in J \), we use Plancherel’s formula, and we develop the nonlinearity in Fourier. We obtain
\[
\int_{\mathbb{R}^3} w(t,x) \overline{H}(t,x) dx = \int_{\xi_1=0} \left( 1 - \frac{m(\xi_2 + \xi_3 + \xi_4)}{m(\xi_2)m(\xi_3)m(\xi_4)} \right) \hat{w}(t,\xi_1) \overline{\hat{u}}(t,\xi_2) \overline{\hat{u}}(t,\xi_3) \overline{\hat{u}}(t,\xi_4). \tag{4.5}
\]
We perform a Littlewood-Paley decomposition of each term appearing in the above integral, so that each term in the above multilinear integral is localized around a dyadic frequency \( N_1 \), and we denote by \( B \) the pointwise bound of the Fourier multiplier
\[
\sup_{\xi_1 \sim N_1} \left| 1 - \frac{m(\xi_2 + \xi_3 + \xi_4)}{m(\xi_2)m(\xi_3)m(\xi_4)} \right| \leq B(N_1, N_2, N_3, N_4).
\]
Next, we factorize by the pointwise bound \( B \) benefit from the cancellations of the Fourier multiplier appearing in (4.5), and we are left to estimate
\[
\int_{\mathbb{R}^3} \Lambda(w, \overline{\hat{u}}, \overline{\hat{u}}, \overline{\hat{u}})(\xi) \overline{\hat{u}}(\xi) d\xi,
\]
for a given multilinear operator \( \Lambda \) as in equality (3.22) from [13]. To estimate such a multilinear integral, we apply Plancherel, Hölder’s inequality and the Coifman-Meyer estimate (see Page 179 in [29]). We also integrate in time and use Hölder’s inequality in time, to see that the left-hand-side of (4.4) is bounded from above by
\[
\sum_{N_4} B(N_1, N_2, N_3, N_4) \| P_{N_1} w \|_{L_t^\infty L_x^2(J)} \| P_{N_2} \hat{u} \|_{L_t^2 L_x^q(J)} \| P_{N_3} \hat{u} \|_{L_t^2 L_x^q(J)} \| P_{N_4} \hat{u} \|_{L_t^\infty L_x^q(J)}.
\]
It turns out from the case by case analysis conducted in the proof of Proposition 3.1 in [13] that for all $\delta > 0$, there exits $C > 0$ such that for all $N_1, N_2, N_3, N_4, N \in 2\mathbb{N}$ we have
\[ B(N_1, N_2, N_3, N_4)N^{-1+\delta} \frac{N_1}{N_2N_3} \leq CN^{-1+\delta} \max(N_1, N_2, N_3, N_4)^{-\delta}. \]
Hence, we are able to sum over the $N_i$’s and to gain a power of $N$. We have therefore
\[ \int_J \int_{\mathbb{R}^3} w(t, x) \overline{H}(t, x) dx \, dt \leq C \left( N_1^{-1} \| P_{N_1} w \|_{L^\infty_t L^2_x} \right) \| \nabla \mathcal{I} u \|_{L^2_t L^6_x(J)} \| \nabla \mathcal{I} u \|_{L^2_t L^6_x(J)} \| Iu \|_{L^\infty_t L^6_x(J)}. \tag{4.6} \]
It remains to estimate the contributions of the terms on the right hand side in (4.6). Each term $Iu$ is decomposed into $Iu = If + Iv$. To estimate the terms $Iv$ in $L^2_t L^6_x$, we use the endpoint Strichartz estimate, whereas we need Sobolev embedding to estimate $Iv$ in $L^\infty_t L^6_x$. As for the terms $If$, we only use the definitions from Section 2. This concludes the proof of Lemma 4.3. \qed

Let us now address the a priori estimate for $Z_{t}(J)$ on a spacetime slab, where we assume a bound for the modified energy of $\nu$, as well as a smallness condition on spacetime norms of $Iv$ and $f$. More precisely, provided that the energy of $Iv$ is initially of size $N^{2(1-\sigma)}$, we prove that $Z_{t}(J)$ is of size $\sim N^{1-\sigma}$ on an interval $J$ where there holds (4.7) and (4.8).

**Lemma 4.4** (Modified local existence theory). Let $t_0 \in J^*$ be such that
\[ \mathcal{E}(v)(t_0) \leq N^{2(1-\sigma)}. \]
There $C > 0$ and $\eta > 0$ that do not depend on $N$, $\epsilon_N = N^{-2(1-\sigma)} - \delta$ for some arbitrarily small $\delta$, and $N_0 = N_0(C, \epsilon_0, f_0)$ such that for any interval $J = [t_0, b) \subset [0, T^*)$ on which the following smallness conditions \footnote{Note that (4.3) is an admissible pair. Hence, $\| f \|_{L^1_t L^2_x(\omega)} \leq C \| f_0 \|_{L^2}$ for every $\omega$.} are satisfied
\[ \| Iv \|_{L^4_t L^6_x(J)}^4 \leq \epsilon_N, \tag{4.7} \]
\[ \| f \|_{L^4_t L^6_x(J)} \leq \eta, \tag{4.8} \]
we have that for all $N \geq N_0$,
\[ Z_{t}(J) \leq CN^{1-\sigma}. \tag{4.9} \]

For now on, we assume that $N > N_0$, such that (4.9) holds whenever the assumptions of Lemma 4.4 are satisfied.

**Proof.** Recall that $Iv$ is solution to $(I-\text{NLS})$. By the Duhamel’s integral formulation for equation $(I-\text{NLS})$, we have that
\[ Iv(t) = e^{i(t-t_0)\Delta} Iv(t_0) - \int_{t_0}^{t} e^{i(t-r)\Delta} \left( \mathcal{N}(Iu) + H \right) dr \]
\[ = e^{i(t-t_0)\Delta} Iv(t_0) + \mathcal{I}((t_0, t); \mathcal{N}_1) + \mathcal{I}((t_0, t); \mathcal{N}_2) + \mathcal{I}((t_0, t); H), \]
where \footnote{We also have similar terms, but the analysis does not depend on the complex conjugates at this stage.}
\[ \mathcal{N}_1 := \mathcal{N}(v, v, v) + \mathcal{N}(f, f, f) + \mathcal{N}(f, v, v), \quad \mathcal{N}_2 = \mathcal{N}(f, f, f). \]
It follows from the dual Strichartz estimate of Proposition 2.1 that
\[ Z_I(J) \leq C \left( \| I_v(t_0) \|_{H^1} + \| \langle \nabla \rangle I N_1 \|_{L^{6/5}_{t} L^{18/11}_{x}(J)} + \| \langle \nabla \rangle I N_2 \|_{L^{1}_{t} L^{2}_{x}(J)} + \| I((t_0, t), \langle \nabla \rangle IH) \|_{L^{3}_{x}(J)} \right). \]

**Term** $I_1$: We deduce from the Leibniz rule that
\[ \| \langle \nabla \rangle I(\mathcal{N}(Iv)) \|_{L^{6/5}_{t} L^{18/11}_{x}} \leq \| \langle \nabla \rangle Iv \|_{L^{2}_{t} L^{6}_{x}} \| Iv \|_{L^{6/5}_{t} L^{6/2}_{x}}. \]

By interpolation and Sobolev embedding, we have
\[ \| Iv \|_{L^{6/5}_{t} L^{6/2}_{x}} \leq \| Iv \|_{L^{4}_{t} L^{2}_{x}(J)} \| Iv \|_{L^{6/5}_{t} L^{6/2}_{x}(J)} \leq C \epsilon_N Z_I(J)^{1/2}. \]

Consequently, the contribution of this term is less than
\[ \| \langle \nabla \rangle I(\mathcal{N}(Iv)) \|_{L^{6/5}_{t} L^{18/11}_{x}} \leq C \epsilon_N^3 Z_I(J)^{1+\frac{3}{2}}. \]

Similarly, we have
\[ \| \langle \nabla \rangle I(\mathcal{N}(Iv, Iv, If)) \|_{L^{6/5}_{t} L^{18/11}_{x}} \leq \| \langle \nabla \rangle If \|_{L^{2}_{t} L^{6}_{x}} \| If \|_{L^{6/5}_{t} L^{6/2}_{x}} \leq C \| f_0 \|_{L^{2}_{x} F_2(J)}. \]

Hence, the contribution of the first term is less than
\[ I_1 \leq C Z_I(J) (F_2(J) Z_I(J)^{-1} + \epsilon_N^4 N^{\frac{1}{2} - \frac{1}{2}} Z_I(J)^{-\frac{1}{2}} C_{\alpha} + \epsilon_N^4 N^{\frac{1}{2}} Z_I(J)^{\frac{5}{2}} C_{\alpha}). \]

**Term** $I_2$: Once again, when a derivative falls on the term $If$, we need to place it inside $L^{2}_{t}$, and use the improved Sobolev embedding for randomized radial initial data. It follows from the Leibniz rule that
\[ \| \langle \nabla \rangle I N_2 \|_{L^{1}_{t} L^{2}_{x}} \leq C \left( \| \langle \nabla \rangle If \|_{L^{2}_{t} L^{2}_{x}(J)} + \| \langle \nabla \rangle Iv \|_{L^{2}_{t} L^{2}_{x}(J)} \right). \]

We use H"{o}lder’s inequality, Sobolev embedding and the assumption that $s \geq 3/7$ to get
\[ \| \langle \nabla \rangle If \|_{L^{2}_{t} L^{2}_{x}(J)} \leq C \| \langle \nabla \rangle Iv \|_{L^{2}_{t} L^{2}_{x}(J)} \| If \|_{L^{1}_{t} L^{2}_{x}(J)} \| Iv \|_{L^{1}_{t} L^{2}_{x}(J)} \leq C C_{\alpha}^2 N^{\frac{1}{2} - \frac{1}{2}}. \]

Finally,
\[ \| \langle \nabla \rangle IvIf \|_{L^{2}_{t} L^{2}_{x}(J)} \leq \| \langle \nabla \rangle Iv \|_{L^{2}_{t} L^{2}_{x}(J)} \| If \|_{L^{1}_{t} L^{2}_{x}(J)} \leq C C_{\alpha}^2 N^{\frac{1}{2} - \frac{1}{2}} + \epsilon_N^3 Z_I(J). \]

Collecting the above estimates, we see that the contribution of this term is less than
\[ I_2 \leq C Z_I(J) \left( C_{\alpha}^3 N^{\frac{1}{2} - \frac{1}{2}} Z_I(J)^{-1} + C_{\alpha}^2 N^{\frac{1}{2} - \frac{1}{2}} + \epsilon_N^3 \right). \]
Term $I_3$: It follows from the duality estimate in $U^2_{\Delta}$ as stated in Proposition 2.5 and from Lemma 4.4 that
\[
\|\mathcal{I}((t_0, t), (\nabla)IH)\|_{U^2_{\Delta}} \leq C \sup_{\|u\|_{V^2_{\Delta}} \leq 1} \left| \int_{J \times \mathbb{R}^3} w(t, x)(\nabla)IHdxdt \right|
\]
\[
\leq CN^{-1+\delta} \sup_{\|u\|_{V^2_{\Delta}} \leq 1} \left( K^{-1} \|P_K(\langle\nabla\rangle Iw)\|_{L^\infty_t L^2_x(J)} \right) \left( Z_1(J)^2 + F_2^u(J)^2 \right) \left( Z_1(J) + F_\infty^u(J) \right)
\]
\[
\leq CN^{-1+\delta}(Z_1(J)^2 + F_2^u(J)^2)(Z_1(J) + F_\infty^u(J))
\]
Next, we take $\gamma > 0$ arbitrarily small, and we fix
\[
\epsilon_N = N^{-2(1-\sigma)/\gamma}
\]
We have
\[
I_1 \leq CZ_1(J) \left( N^{-\frac{2(1-\sigma)}{\gamma}} Z_1(J)^{\frac{\sigma}{2}} + C_{\alpha} N^{-\frac{2(1-\sigma)}{\gamma}} Z_1(J)^{-\frac{1+\sigma}{2}} + C_{\alpha} N^{-\frac{2(1-\sigma)}{\gamma}} Z_1(J)^{\frac{\sigma}{2}} \right).
\]
If $Z_1(J) \sim N^{1-\sigma}$, then the term in the parenthesis on the right-hand-side of the above estimate is smaller than a negative power of $N$. Moreover, we have
\[
\lim_{|J| \to 0} Z_1(J) = 0.
\]
Hence, we shall be able to apply a continuity argument in this case, and prove that $Z_1(J)$ is indeed of size $\sim N^{1-\sigma}$. Similarly, we have
\[
I_2 \leq CZ_1(J) \left( C_{\alpha}^2 N^{\frac{\sigma}{2}} Z_1(J)^{-1} + C_{\alpha}^2 Z_1(J)^{-1} + \eta^2 \right).
\]
Here again, we shall be able use the continuity method. We emphasize that $\eta$ does not have to depend on $N$. The last contribution is estimated as follows:
\[
I_3 \leq CN^{-1+\delta}(Z_1(J)^2 + N^{1-\sigma})(Z_1(J) + C_{\alpha}).
\]
In this case, we can see that when $Z_1(J) \sim N^{1-\sigma}$, the parenthesis in the right-hand-side of the above estimate is bounded by a negative power of $N$ provided $1/2 < \sigma$. Finally, we conclude by collecting the above contributions and by using the continuity method for $1/2 < \sigma$, $N > N_0$ large enough and $\eta$ small enough. We stress out that $\eta$ and $N_0$ only depend on some universal constants and on $C_{\alpha}$, which is fixed throughout the analysis. This concludes the proof of Lemma 4.4. \qed

4.2. Modified energy increment. In this section, we revisit in a probabilistic setting the analysis of modified-energy increment performed when using the I-method (see for instance [13, 17, 18]). A similar strategy was developed in [21]. Here, we propose a different approach that strongly relies on the structure of the nonlinearity. Subsequently, we follow [30] and we include the probabilistic forcing term in the potential part of the energy
\[
\mathcal{E}(v(t)) := \frac{1}{2} \int_{\mathbb{R}^3} |\nabla Iv(t, x)|^2 dx + \frac{1}{4} \int_{\mathbb{R}^3} |Iv + If|^2 dx.
\]
The idea is to benefit from the frequency cancellations appearing in $H$. More precisely, when we handle the increment of the energy, we aim to come up with terms under the form $wH$, for which we already obtained some spacetime bounds in Lemma 4.3. In the next Proposition, we estimate the energy increments on some intervals where the $L^1_{t,x}$ norm of $Iv$ satisfies a smallness condition.
Proposition 4.5. Let $t_0 \in J^*$, such that
\[ \mathcal{E}(v)(t_0) \leq N^{2(1-\sigma)}. \]
Then, for all interval $J = [t_0, t] \subset [0, T^*)$ where $Iv$ satisfies the smallness conditions (4.7) and (4.8), that lead to the modified local well-posedness statement of Lemma 4.4, there exists $C(\alpha)$ such that
\[ \int_J \left| \frac{d}{dt} \mathcal{E}(v) \right| dt dx \leq C N^{0+} N^{6(1-\sigma)-1} + C N^{1-\sigma} F_2^\infty(J) 2 + C N^{1-\sigma} F_2(J) \| Iv \|_{L_{t,x}^1(J)}^2. \] (4.10)

Observe that we gain a negative power of $N$ from the perturbative term that contains $H$. However, as explained in the introduction, we keep track of some sub-additive quantities when we estimate the other terms. This will be useful when we will sum over the intervals where we have the modified local well-posedness result of Lemma 4.4. Still, we are forced to lose some powers of $N$ when we estimates the terms where the gradient hits $N$ by $F_2$. This indicates that we have no hope to prevent the energy from extending $O(1)$, even if we rescale the initial data at the beginning of the analysis.

Proof. We deduce from (I–NLS) that
\[ \frac{d}{dt} E(Iv(\tau)) = \text{Re} \int_{\mathbb{R}^3} \partial_t(Iv) (N(Iu) - IN(u)) dx + \text{Re} \int_{\mathbb{R}^3} \partial_t(If) N(Iu) dx \]
\[ = \text{Re} \int_{\mathbb{R}^3} \partial_t(Iv) H dx + \text{Re} \int_{\mathbb{R}^3} i\Delta(Iv) N(Iu) dx. \]

Consequently,
\[ \int_J \left| \frac{d}{dt} E(Iv(\tau)) \right| d\tau \leq C \int_J \left( \int_{\mathbb{R}^3} |\partial_t(Iv)|^2 dx \right) dt + \| \Delta(Iv) N(Iu) \|_{L_{t,x}^1(J)}. \] (4.11)

Estimate of term I. In light of Lemma 4.3, it suffices to prove that
\[ \sup_{K \in 2^N} \left( K^{-1} \| (\partial_t Iv) \|_{L_{t,x}^1 L_x^2} \right) \leq N^{3(1-\sigma)}. \] (4.12)

Indeed, we have
\[ Z_I(J) \leq C N^{1-\sigma}, \quad F_\infty^\omega(\mathbb{R}) \leq C_\alpha, \quad F_2(J) \leq C_\alpha N^{1-\frac{2-\gamma}{2}}. \]
The first estimate on $Z_I(J)$ follows from the assumptions (4.7), (4.8), and Lemma 4.4. Subsequently, we use Lemma 4.3 to get that
\[ \int_J \int_{\mathbb{R}^3} |\partial_t(Iu)|^2 dx dt \]
\[ \leq C N^{-1+\delta} \sup_{K \in 2^N} \left( K^{-1} \| P_K (\partial_t(Iu)) \|_{L_{t,x}^\infty L_x^2(J)} \right) (Z_I(J)^2 + F_2^\infty(J) 2) (Z_I(J) + F_\infty^\omega(J)) \]
\[ \leq C C_\alpha N^{-1+\delta} \sup_{K \in 2^N} \left( K^{-1} \| P_K (\partial_t(Iu)) \|_{L_{t,x}^\infty L_x^2(J)} \right) N^{3(1-\sigma)}. \]

Let us turn to the proof of (4.12), and fix $K \in 2^N$. Recall that $Iv$ is solution to
\[ \partial_t Iv = i\Delta Iv - iN(u). \]

First, we have from the definition of $Z_I(J)$ and form (4.9) that
\[ \| P_K \Delta Iv \|_{L_{t,x}^\infty L_x^2(J)} \leq CK Z_I(J) \leq CK N^{1-\sigma}. \]
It remains to handle the nonlinear term $IN(u) \sim IN(u^{(1)}, u^{(2)}, u^{(3)})$ with $u^{(i)} \in \{v, f\}$. For this purpose, we shall lose some derivatives and apply the fractional Leibniz rule with the operator $\nabla I$, especially when all the three terms are of type $v$ since we only have some controls on norms of $\nabla I v$, and not on $\nabla v$. One way of losing some derivatives is to use Sobolev embedding. We eventually prove that

$$\|P_K IN(u)\|_{L_t^\infty L_x^2(J)} \leq CK(Z_1(J)^3 + F_\infty(J)^3). \quad (4.13)$$

In what follows, all the spacetime norms will be taken over $J \times \mathbb{R}^3$. First, we observe that

$$\|v\|_{L_t^\infty L_x^2} \leq C \|\langle \nabla \rangle^{1/2} v\|_{L_t^\infty L_x^2} \leq C \|\langle \nabla \rangle I v\|_{L_t^\infty L_x^2} \leq CZ_1(J).$$

This follows from the Sobolev embedding and from the definition of the I-operator (see (1.3)). Next, we perform a case by case analysis depending on the type of terms that occur in the trilinear form.

**Case 1: Three random terms.** In this case, we use Hölder inequality and the probabilistic estimates (2.12) to get

$$\|P_K I(f^3)\|_{L_t^\infty L_x^2(J)} \leq \|f\|_{L_t^\infty L_x^2(J)}^{3/\alpha} \leq C \|f\|_{L_t^\infty L_x^2(J)} F_\infty(J)^3 \leq C_\alpha.$$ 

**Case 2: Two random terms.** In this case, we use Sobolev embedding, Hölder’s inequality and the almost conservation of the mass to obtain

$$\|P_K I(f^2 v)\|_{L_t^\infty L_x^2} \leq C \|\langle \nabla \rangle P_K I(f^2 v)\|_{L_t^\infty L_x^{5/4}} \leq C K \|f\|_{L_t^\infty L_x^6} \|v\|_{L_t^\infty L_x^2} \leq CKF_\infty(J)^2 \|f_0\|_{L_x^2}.$$ 

**Case 3: One random term.** Similarly,

$$\|P_K I(f v^2)\|_{L_t^\infty L_x^2} \leq C \|\langle \nabla \rangle P_K I(f v^2)\|_{L_t^\infty L_x^{5/3}} \leq C K \|f\|_{L_t^\infty L_x^6} \|v\|_{L_t^\infty L_x^3} \leq CKF_\infty(J)Z_1(J)^2.$$ 

**Case 4: Three deterministic terms.** Here, we need to use the Leibniz rule for $I(\nabla)$. We obtain

$$\|P_K I(v^3)\|_{L_t^\infty L_x^2} \leq C \|\langle \nabla \rangle^{5/4} P_K I(v^3)\|_{L_t^{12/11}} \leq C K \|\langle \nabla \rangle^{1/4} P_K I(v^3)\|_{L_t^{12/11}} \leq C K \|\langle \nabla \rangle I v\|_{L_t^\infty L_x^2} \|v\|_{L_t^\infty L_x^2} \leq CKZ_1(J)^3.$$ 

This addresses the contribution for the term I in the energy increment.

**Estimate of term II.** After integrating by parts and applying the Leibniz rule, we write

$$\|\Delta(I f) N(I u)\|_{L_{t,x}^1(J)} \leq C \int J_{x \in \mathbb{R}^3} |\nabla (I f) N(\nabla I u^{(i)}, I u^{(2)}, I u^{(3)})| dt dx \quad (4.14)$$

with $u^{(i)} \in \{f, v\}$ for $i \in \{1, 2, 3\}$. Next, we perform a case by case analysis to estimate the contribution of the different terms on the right-hand side of (4.14).

**No random term.** In this case, we have $u^{(i)} = v$ for $i \in \{1, 2, 3\}$. We apply Cauchy-Schwarz inequality to obtain

$$(4.14) \leq C \|\nabla I f\|_{L_t^2 L_x^2(J)}^2 \|\nabla I v\|_{L_t^\infty L_x^2(J)}^2 \|\nabla I v\|_{L_t^\infty L_x^2(J)}^2 \|I v\|_{L_{t,x}^4(J)}^2 \leq CF_2(J)Z_1(J) \|I v\|_{L_{t,x}^4(J)}^2.$$ 

To handle the other cases, we apply Cauchy-Schwarz and we use the estimate (2.27).
that weight vector field $\nabla$. It corresponds to the contraction of the current density $T$.

Hence, in a perturbed setting, for the equation (4.1),

(4.14) $\leq C\|\nabla I f\|_{L^2_t L^\infty_x(J)}^2\|I J v\|_{L^2_t L^2_x(J)}^2 \leq C F_2^a(J)^2$.

**Case 2:** $u^{(1)} = u^{(2)} = v, u^{(3)} = f$. Similarly,

(4.14) $\leq C\|\nabla I f\|_{L^2_t L^\infty_x(J)}\|I f\|_{L^2_t L^2_x(J)}\|\nabla I v\|_{L^\infty_t L^2_x(J)}\|I v\|_{L^\infty_t L^2_x(J)} \leq C F_2^a(J)2Z_1(J)$.

**Two random terms.**

**Case 1:** $u^{(1)} = u^{(2)} = f, u^{(3)} = v$. We deduce from Cauchy-Schwarz and from the almost conservation of the mass that

(4.14) $\leq \|\nabla I f\|_{L^2_t L^\infty_x(J)}^2\|I f\|_{L^\infty_t L^2_x(J)}\|I v\|_{L^\infty_t L^2_x(J)} \leq C F_2^a(J)^2$.

**Case 2:** $u^{(1)} = v, u^{(2)} = u^{(3)} = f, u^{(2)} = u^{(3)} = f$. In this case, we have

(4.14) $\leq C\|\nabla I f\|_{L^2_t L^\infty_x(J)}\|\nabla I v\|_{L^\infty_t L^2_x(J)}\|I f\|_{L^\infty_t L^2_x(J)}\|I v\|_{L^\infty_t L^2_x(J)} \leq C F_2^a(J)\|I f\|_{L^\infty_t L^2_x(J)}Z_1(J) \leq C F_2(J)Z_1(J)$.

**Three random terms.** Here, we have $u^{(i)} = f$ for $i \in \{1, 2, 3\}$, so that

(4.14) $\leq C\|\nabla I f\|_{L^2_t L^\infty_x(J)}^2\|I f\|_{L^\infty_t L^2_x(J)}^2 \leq C F_2^a(J)^2$.

Collecting all the contributions, we obtain the desired estimate on the modified energy increment.

**4.3. Modified interaction Morawetz.** We revisit the standard interaction Morawetz inequality in a perturbed setting, for the equation $(J-NLS)$ satisfied by $I u$. First, we recall the formal computations that leads to the so-called Lin-Strauss inequality. Given a convex weight $a$, we define the action

$$M_0(t) = 2\text{Im} \int_{\mathbb{R}^3} \partial_j a(x)(\partial_j I u)(x)\overline{T J u}(x)dx = 2\text{Im} \int_{\mathbb{R}^3} \partial_j a T_{0,j} dx.$$  

It corresponds to the contraction of the current density $T_{0,j} = T_{j,0} = 2\text{Im}(\partial_j (I u)\overline{T J u})$ against the vector field $\nabla a$. Thanks to the convexity of $a$, we hope to get some monotonicity for $M_0$. The general virial identity reads

$$\frac{d}{dt} M_y(t) = \int_{\mathbb{R}^3} -\Delta^2 a|I u|^2 + 4\partial^2_{jk} a(\partial_k(T J u)\partial_j(I u)) + \Delta a|I u|^4 + 2\text{Re}(2\partial_j a\partial_j(I u)H + \Delta a(I u)H)dx.$$  

Given a point $y \in \mathbb{R}^3$, the recentered Morawetz action, denoted $M_y$, corresponds to the particular weight $a_y(x) = |x - y|$, that satisfies

$$\partial_j a = \frac{x_j - y_j}{|x - y|}, \quad \Delta a = \frac{2}{|x - y|}, \quad \Delta^2 a = -2\pi \delta_y, \quad \partial^2_{jk} a = 1 - \frac{x - y}{|x - y|} \otimes \frac{x - y}{|x - y|} =: P.$$  

Hence,

$$-\frac{d}{dt} M_y(t) = \pi|I u(t, y)|^2 + 2\int_{\mathbb{R}^3} |P \nabla I u(x)|^2 dx + \int_{\mathbb{R}^3} \frac{1}{|x - y|}|I u(x)|^4 dx$$  

$$+ 4\text{Re}\int_{\mathbb{R}^3} \frac{x_j - y_j}{|x - y|} \partial_j(I u)\overline{H} dx + 4\text{Re}\int_{\mathbb{R}^3} \frac{1}{|x - y|} I u H dx. \quad (4.15)$$

---

14 we sum over the indices, and $\partial_j f = \sum_{j=1}^3 \partial_j f_j.$
Observe the presence of two extra terms, that come from the presence of the forcing term $H$. Next, we average the recentered Morawetz action against the mass density $|Iu(y)|^2$ to obtain the Morawetz interaction,

$$\int_{\mathbb{R}^3} M_y(t)|Iu(y)|^2 dy .$$

Note that this quantity is bounded by the conserved $L^2$-norm times the critical $\dot{H}^{1/2}$-norm of $Iu$.

$$| \int_{\mathbb{R}^3} M_y(t)|Iu(y)|^2 dy | \leq C\|Iu(t)\|_{L^2}^2 \|Iu(t)\|_{\dot{H}^{1/2}}^2 . \quad (4.16)$$

We can now state and prove the modified Morawetz interaction, that will provide a spacetime control on $Iu$.

**Proposition 4.6** (Modified interaction Morawetz). Assume that $J \subset J^*$ is an interval such that $Z_1(J_k) < \infty$. Then, for any $\delta > 0$, there exists $C > 0$ such that for any partition $J = \bigcup_{k=0}^{L-1} J_k$, there holds

$$\iint_{J \times \mathbb{R}^3} |Iu|^4 dt dx \leq C\|Iu\|_{L^\infty H^{1/2}(J)}^2 \|Iu\|_{\dot{H}^{1/2}(J)}^2 + CN^{-1+\delta}\|Iu\|_{L^\infty L^2(J)}^2 \|Iu\|_{L^2 H^{1/2}(J)}^2 \left( \sum_{k=0}^{L-1} (Z_1(J_k)^2 + F_2(J_k)^2)(Z_1(J_k) + F_\infty(J_k)) \right). \quad (4.17)$$

**Proof.** By using the Leibniz rule, and then integrating over time, we obtain

$$\left[ \int_{\mathbb{R}^3} M_y(t)|Iu(y)|^2 dy \right]_{t=t_0}^{t=t_1} = \iint_{J \times \mathbb{R}^3} |Iu(t,y)|^2 \left( \frac{d}{dt} \int_{\mathbb{R}^3} \frac{x_j-y_j}{|x-y|} T_{0,j}(x) dx \right) dy dt$$

$$+ \iint_{J \times \mathbb{R}^3 \times \mathbb{R}^3} \frac{x_j-y_j}{|x-y|} T_{0,j}(x) 2 \text{Re}(\partial_t Iu(y) \bar{Iu}(y)) dx dy dt . \quad (4.15)$$

Next, we plug (4.15) into I and II. We have

$$I = \pi \iint_{J \times \mathbb{R}^3} |Iu(t,y)|^4 dy dt$$

$$+ 2 \iint_{J \times \mathbb{R}^3 \times \mathbb{R}^3} |P_{x,y} \nabla u(t,x)|^2 |Iu(y)|^2 dx dy dt + \iint_{J \times \mathbb{R}^3 \times \mathbb{R}^3} \frac{2}{|x-y|} |Iu(x)|^4 |Iu(y)|^2 dx dy dt$$

$$+ 4 \text{Re} \iint_{J \times \mathbb{R}^3 \times \mathbb{R}^3} |Iu(y)|^2 \frac{x_j-y_j}{|x-y|} \partial_j(Iu)(x) |\bar{H}(x)| dx dy dt \quad (4.16)$$

$$+ 4 \text{Re} \iint_{J \times \mathbb{R}^3 \times \mathbb{R}^3} \frac{|Iu(y)|^2}{|x-y|} \int_I u(x) \bar{H}(x) dx dy dt . \quad (4.18)$$
To expand the term II we use equation \((I - \text{NLS})\) and we write the time derivative of \(Iu\) in terms of the perturbation \(H\).

\[
II = - \iint_{J \times \mathbb{R}^3 \times \mathbb{R}^3} \frac{x_j - y_j}{|x - y|} T_{0,j}(x) 2\Re(i \Delta Iu(y) \overline{Iu(y)}) dx dy dt + \iint_{J \times \mathbb{R}^3 \times \mathbb{R}^3} \frac{x_j - y_j}{|x - y|} I_{0,j}(x) 2\Re(i Iu(y) \overline{H}(y)) dx dy dt . \tag{4.19}
\]

Next, we observe that the terms which does not come from the perturbation have a sign. Hence, we can use the bound \((4.16)\) and see that

\[
\pi \int_{J \times \mathbb{R}^3} |Iu(t, y)|^4 dy dt \leq 2C||Iu||_{L^\infty_t L^2_x(J)}^2||Iu||_{L^\infty_t H^{1/2}x(J)}^2 + |I_1 + I_2 + II_1| .
\]

We are left to estimate three terms \(I_1, I_2\) and \(II_1\), that contain a spacetime norm of the commutator \(H\). Hence, we will use Lemma 4.3 to address these three terms. Up to a partition, and using sub-additivity, we may assume that \(L = 1\).

**Term I_1:** We use the triangular inequality and Lemma 4.3 to get

\[
|I_1| \leq ||Iu||_{L^\infty_t L^2_x(J)}^2 \int_{J} \sup_y \left| \int_{\mathbb{R}^3} \frac{x_j - y_j}{|x - y|} \partial_j(Iu)(x) \overline{H}(x) dx \right| dt
\]

\[
\leq CN^{-1+\delta} ||Iu||_{L^\infty_t L^2_x(J)}^2 \sup_{y \in \mathbb{R}^3} \sup_{K \in 2^\mathbb{N}} \left( K^{-1} ||P_K \left( \frac{x_j - y_j}{|x - y|} \partial_j(Iu)(x) \right) ||_{L^\infty_t L^2_x(J)} \right)
\]

\[
\left( Z_1(J)^2 + F_2^x(J)^2 \right) \left( Z_1(J) + F_\infty(J) \right) .
\]

We fix \(y \in \mathbb{R}^3, t \in J\) and \(K \in 2^\mathbb{N}\), and we proceed as follows.

\[
||P_K \left( \frac{x_j - y_j}{|x - y|} \partial_j(Iu)(x) \right) ||_{L^2_x} = \sup_{||g||_{L^2_x} \leq 1} \left| \int_{\mathbb{R}^3} \left( \frac{x_j - y_j}{|x - y|} \partial_j(Iu)(t, x) \right) \overline{P_K g}(dx) \right|
\]

We deduce from the Leibniz rule that for each \(x \in \mathbb{R}^3\),

\[
\frac{x - y}{|x - y|} \cdot \nabla Iu(x) = \text{div} \left( \frac{x - y}{|x - y|} \overline{Iu(x)} \right) - \frac{2}{|x - y|} \overline{Iu(x)} .
\]

Next, we apply Hardy’s inequality to handle the singular term with \(|x - y|^{-1}\), and we obtain

\[
||P_K \left( \frac{x_j - y_j}{|x - y|} \partial_j(Iu)(x) \right) ||_{L^2_x} \leq \sup_{||g||_{L^2_x} \leq 1} \left| \int_{\mathbb{R}^3} \frac{x - y}{|x - y|} \cdot Iu(t, x) \nabla \overline{P_K g}(x) + Iu(t, x) \frac{2}{|x - y|} \overline{P_K g}(dx) \right|
\]

\[
\leq C ||Iu||_{L^2_x} \sup_{||g||_{L^2_x} \leq 1} \left( K ||g||_{L^2} + \frac{1}{|x - y|} ||P_K g||_{L^2} \right)
\]

\[
\leq CK ||Iu||_{L^2_x} .
\]

This addresses the estimate for the term \(I_1:\)

\[
|I_1| \leq CN^{-1+\delta} ||Iu||_{L^\infty_t L^2_x(J)}^2 \left( Z_1(J)^2 + F_2^x(J)^2 \right) \left( Z_1(J) + F_\infty(J) \right) .
\]

**Term I_2:** We proceed similarly. In this case, we are left to estimate
\[ \|P_K(Iu(x))\|_{L^2_x(J)} = \sup_{\|g\|_{L^2} \leq 1} \left| \int_{\mathbb{R}^3} Iu(t, x) \frac{1}{|x-y|} P_K g(x) dx \right| \]

\[ \leq \|Iu\|_{L^2} \|g\|_{L^2_x} \]

\[ \leq CK \|Iu\|_{L^2} \|g\|_{L^2_x}, \]

where we used Hardy’s inequality in the last line. Hence,

\[ |I_2| \leq CN^{-1+\delta}\|Iu\|_{L^\infty_t L^2_x(J)}^2 (Z_1(J)^2 + F_2^\omega(J)) (Z_1(J) + F_\infty(J)) . \]

**Term II:**

\[ |I_1| \leq \sup_{t,y} \left| \int_{\mathbb{R}^3} \frac{x_j - y_j}{|x-y|} f_{0,j}(x) dx \right| \left| \int_{\mathbb{R}^3} Iu(y) H(y) dy \right| dt \]

\[ \leq CN^{-1+\delta}\|Iu\|_{L^\infty_t H^{1/2}_x(J)}\|Iu\|_{L^\infty_t L^2_x(J)} (Z_1(J)^2 + F_2^\omega(J)) (Z_1(J) + F_\infty(J)) . \]

This concludes the proof of Proposition 4.6. \( \square \)

## 5. Almost-sure Global Well-posedness and Scattering

In this section, we glue together the pieces collected in the previous sections to prove the main theorem. First, we take \( \omega \in \Omega_\alpha \) such that

\[ F^\omega(\mathbb{R}) + F_\infty^\omega(\mathbb{R}) \leq C_\alpha . \]

Then, we apply the local probabilistic Cauchy theory developed in Section 3.2. For such an \( \omega \), we have a local solution \( u = e^{it\Delta} f_0^\omega + v \) to (NLS) with initial data \( u|_{t=0} = f_0^\omega \), and \( v \) satisfies (NLS) with zero initial condition up to a maximal lifetime \( T^* \). Next, assuming that \( f_0 \) is radially-symmetric, and taking \( \omega \in \tilde{\Omega}_\alpha \), we obtain in this section a uniform a priori estimates on \( \|v(t)\|_{H^s} \), and we deduce from the stability theory from Section 3.3 that \( T^* = +\infty \), and that \( v \) scatters at infinity. For this purpose, we perform a double bootstrap argument with a modified interaction Morawetz, in order to establish global estimates on the modified energy \( \mathcal{E}(v) \).

### 5.1. Double bootstrap argument

Recall that we fixed \( \alpha > 0 \), \( N_0(\alpha) \) large enough and \( \tilde{\Omega}_\alpha \) with \( \mathbb{P}(\Omega_\alpha \setminus \tilde{\Omega}_\alpha) \leq \alpha \), such that for every \( \omega \in \Omega_\alpha \) and \( N \geq N_0(\alpha) \), there holds (2.27). Furthermore, we can assume from the large deviation estimate on the \( L^p_x \) norm of the randomized initial data (see [2], Lemma 2.3), and from the fact that the I-operator commutes with the randomization and that it is bounded on \( L^2 \), that for all \( \omega \in \tilde{\Omega}_\alpha \) and all \( N \),

\[ \|I f_0^\omega\|_{L^4_x} \leq C_\alpha . \] (5.1)

Then, we write \( C \) the constant that appears in the modified Morawetz inequality (4.17), and we define

\[ \mathcal{M}_0 := \|u\|_{L^\infty_t L^2_x([0,T^*))} , \quad M = 4C\mathcal{M}_0^3 . \] (5.2)

It follows from the almost conservation of the mass from Lemma 4.1 that \( \mathcal{M}_0 \) does only depend on \( \|f_0\|_{L^2_x} \). Afterwards, we consider the set

\[ \Theta_N = \{ T \in [0,T^*) \mid \sup_{t \in [0,T]} \mathcal{E}(v(t)) \leq N^{2(1-\delta)}, \|Iv\|_{L^4_{t,x}(0,T)}^4 \leq MN^{1-\sigma} \} . \]
We claim that for every $6/7 < \sigma < 2s \leq 1$, there exists $N_0(\epsilon, \|f_0\|_{L^2(R^3)}, s, \sigma)$ to be defined later such that for all $N \geq \max(N_0, N_0')$, we have

$$\Theta_N = [0, T^*) .$$

(5.3)

Before diving into the proof, we note that $\Theta_N$ is nonempty. Indeed, it follows from (5.1) and from $v(0) = 0$ that $E(v)(0) = \frac{1}{4} \|I f_0\|_{L^2_x}^4 \leq C_0 \ll N^{2(1-\sigma)}$, and hence $T = 0 \in \Theta_N$. Moreover, we see from a continuity argument that it is also closed. Hence, it remains to prove that $\Theta_N$ is open. Let us fix $T \in \Theta_N$, with $T < T^*$. By the local well-posedness theory for (NLS$_f$) presented in Proposition 3.4, there exists a small $T_2 > T$ such that

$$\|I v\|_{L^4_t, (0, T+\delta)}^4 \leq 2MN^{1-\sigma} .$$

(5.4)

The double bootstrap argument is the following. First, by using the a priori estimate (5.4), by tuning the parameter and by summing over the spacetime slabs where

$$\|I v\|_{L^4_t, (T_1, T)}^4 \leq \epsilon_N ,$$

we observe from the local-in-time energy increment of Proposition 4.5 that if a time $T_1$ is such that $E(v(T_1)) \leq N^{2(1-\sigma)}$, where $\epsilon_N \sim N^{-2(1-\sigma)}$ is as in Lemma 4.4, then the energy remains less than $N^{2(1-\sigma)}$ as long as we control the $L^4_t$ norm of $I v$. Next, we deduce from the modified interaction Morawetz (4.17) that we eventually have (5.4) with $MN^{1-\sigma}$ on the right-hand side, instead of $2MN^{1-\sigma}$.

**Proposition 5.1** (Double bootstrap argument). Let $6/7 < \sigma < 2s$. There exists $\tilde{N}_0(\epsilon, \sigma, s, \|f_0\|_{L^2})$ such that for all $N \geq \max(N_0, \tilde{N}_0)$, if $T_1$ is in $\Theta_N$ and $T_1 < T_2 < T^*$ is such that

$$\|I v\|_{L^4_t, (0, T_2)}^4 \leq 2MN^{1-\sigma} ,$$

then $T_2$ is also in $\Theta_N$.

**Proof.** Given a fixed $N \geq N_0$, we consider $\epsilon_N = N^{-4(1-\sigma)-\delta}$ as in Lemma 4.4, where $\delta > 0$ is arbitrarily small. As a consequence of the assumption $\|I v\|_{L^4_t, [0, T_2]} \leq 2MN^{1-\sigma}$, there are $L = 2MN^{1-\sigma} \epsilon_N^{-1}$ spacetime-slabs on which the smallness condition $\|I v\|_{L^4_t, \cdot}^4 \leq \epsilon_N$ is satisfied. We decompose therefore $[0, T_2)$ into $L$ intervals $J_k = [t_k, t_{k+1})$ such that for $k \in \{0, \ldots, L - 1\}$

$$\|I v\|_{L^4_t, (J_k)}^4 \leq \epsilon_N ,$$

with

$$0 = t_0 < t_1 < \cdots < t_L = T_2, \quad \text{and} \quad L = \frac{2MN^{1-\sigma}}{\epsilon_N} = 2MN^{3(1-\sigma)+\delta} .$$

Up to some extra decomposition of these intervals into a finite number of intervals that does only depend on $\|f_0\|_{H_s}$ and on $\eta$, a universal constant that controls the $L^4_tL^4_x$ norm of $f$ on $J_k$ used in the modified well-posedness result from Lemma 4.4. Hence, the number of spacetime-slabs on which we have all the smallness condition we need is bounded from above by

$$L \leq C(f_0, \eta) \frac{2M}{\epsilon_N} \leq C(f_0, \eta) 2MN^{3(1-\sigma)+\delta} .$$

Now, by iteration on $k$, let us deduce from Proposition 4.5 that

$$\sup_{t \in [0, t_k]} \mathcal{E}(v(t)) \leq N^{2(1-\sigma)} .$$

(5.5)
We note from the definition of $\Theta_N$ that (5.5) is already known when $t_k \leq T_1$, since we assumed that $T_1 \in \Theta_N$. After that, we consider $k$ such that (5.5) holds for $t_k$. We prove that it still holds for any $t \in J_k$. To do so, we fix $t \in J_k$ and we use sub-additivity:

$$
E(v(t)) \leq E(v(0)) + \int_0^{t_k+1} \left| \frac{d}{dt} E(Iv(\tau)) \right| d\tau = E(v(0)) + \sum_{0 \leq i \leq k-1} \int_{J_i} \left| \frac{d}{dt} E(v(\tau)) \right| d\tau.
$$

Initially, we know from (5.1) that $E(v(0)) \leq C_\alpha$. Moreover, we have by construction that $E(Iv(t_i)) \leq N^{2(1-\sigma)}$, and $\| Iv \|_{L^4_{t,x}(J_i)}^4 \leq \epsilon_N$ for each $i \in \{0, \ldots, k\}$. Hence, we can apply the modified energy increment (4.10) on each interval $J_i$, and get

$$
E(v(t)) \leq C_\alpha + C_0 \sum_{0 \leq i \leq k-1} \left( N^{6(1-\sigma)-1} + N^{1-\sigma} F_2(J_i)^2 + N^{1-\sigma} F_2(J_i) \| Iv \|_{L^4_{t,x}(J_i)}^2 \right),
$$

where $C_0 = C_0(f_0, s, \sigma)$ is a universal constant that arises in (4.10). Next, we brutally multiply the first term by the number of spacetime-slabs $^{15}$, and we use sub-additivity for the second term and the third term. When summing over the spacetime slabs, we also apply Cauchy-Schwarz on the third term, and we obtain

$$
E(v(t)) \lesssim N\gamma + L N^{6(1-\sigma)-1}
$$

$$
+ N^{1-\sigma} \left\{ \sum_{0 \leq i \leq k-1} F_2(J_i)^2 + \left( \sum_{0 \leq i \leq k-1} F_2(J_i)^2 \right)^{1/2} \left( \sum_{0 \leq i \leq k-1} \| Iv \|_{L^4_{t,x}(J_i)}^2 \right)^{1/2} \right\}.
$$

We conclude by using the upper bound on $L$ and the estimate (2.27) on $F_2$ that

$$
E(v(t)) \leq C_\alpha + C_0 \left( L N^{6(1-\sigma)-1} + N^{1-\sigma} \left( F_2^2(\mathbb{R}) + F_2^2(\mathbb{R})(2MN^{1-\sigma})^{1/2} \right) \right)
$$

$$
\leq C_\alpha + C_0 \left( 2MN^{9(1-\sigma)-1+\delta} + N^{1-\sigma} (N^{-\gamma} N^{1-\sigma} + N^0 N^{1-\sigma} N^{1-\sigma}) \right)
$$

$$
\leq N^{2(1-\sigma)} \left( C_\alpha N^{-2(1-\sigma)} + 2C_0 MN^{7(1-\sigma)-1+\delta} + N^{-2\gamma} + N^{-\gamma} \right)
$$

$$
\lesssim N^{2(1-\sigma)},
$$

provided that $6/7 < \sigma$, and $N \geq N'_0 = N'_0(C_\alpha, \gamma, M)$. This finishes the first part of the proof of Proposition 5.1. To show that $T_2 \in \Theta_N$, it remains to prove that

$$
\iint_{[0, T_2] \times \mathbb{R}^3} | Iv |^4 dt dx \leq MN^{1-\sigma}.
$$

For this purpose, we perform the same analysis as in the first part of the proof to handle the remainders that contain the commutator $H$. Namely, we decompose $[0, T_2]$ into $L$ intervals $\{ J_k \}_{0 \leq k \leq L-1}$ such that (4.7) and (4.8) holds on each $J_k$. Since we already know from Proposition (5.1) that

$$
\sup_{t \leq T_2} E(v(t)) \leq N^{2(1-\sigma)},
$$

we can deduce from Lemma 4.4 that for each $k$

$$
Z_{N, J_k}(v) \leq C N^{1-\sigma}.
$$

$^{15}$ If we prove a long time Strichartz estimate as in [18], we might be able to use also some sub-additivity to estimate the first term, and to loosen therefore our restriction on $s$. 
Therefore, it follows from the modified interaction Morawetz that (4.17)
\[
\int_{[0,T_2] \times \mathbb{R}^3} |Iu|^4 \, dt \, dx \leq C \left( \|Iv\|_{L^\infty([0,T_2]; \dot{H}^{1/2})}^2 + \|If\|_{L^\infty([0,T_2]; \dot{H}^{1/2})}^2 \right) \|Iu\|_{L^\infty([0,T_2]; L_2^2)}^2 + CN^{-1+\delta} L \|Iu\|_{L^\infty L_2^2([0,T_2])} \|Iu\|_{L^\infty \dot{H}_{2}^{\frac{1}{2}}([0,T_2])} \left( N^{2(1-\sigma)} + C_1^2 N^{1-\alpha} \right) (N^{1-\alpha} + C_\alpha).
\]
As a consequence of the global energy estimate on \([0, T_2]\) shown in the first part of the proof, we deduce from interpolation and from the coercivity of \(\mathcal{E}(v)\) that
\[
\|Iv\|_{L^\infty \dot{H}^{1/2}[0,T_2]} \leq \|Iv\|_{L^\infty \dot{H}^{1}[0,T_2]} \|Iv\|_{L^\infty \dot{L}^2_2[0,T_2]} \leq \sqrt{2} \mathcal{E}(v)^{\frac{1}{2}} \mathcal{M}_0 \leq \sqrt{2} \mathcal{M}_0 N^{1-\sigma}.
\]
(5.6)
Moreover,
\[
\|If\|_{L^\infty \dot{H}^{1/2}} \leq CN^{-1-2\varepsilon} \|f_0\|_{H^s}^2 \leq C(f_0) N^{0-} N^{1-\sigma},
\]
(5.7)
for some irrelevant constant \(C(f_0) = C(\|f_0\|_{H^s}, s, \sigma)\). We deduce from the almost conservation of the mass, and from estimates (5.6), (5.7) that
\[
C(\|Iv\|_{L^\infty([0,T_2]; \dot{H}^{1/2})}^2 + \|If\|_{L^\infty([0,T_2]; \dot{H}^{1/2})}^2) \|Iu\|_{L^\infty \dot{H}_{2}^{\frac{1}{2}}([0,T_2])}^2
\leq CM_0^2 (\sqrt{2} N^{1-\sigma} + C(f_0)^{1-\sigma-\delta}) \leq 2CM_0^2 N^{1-\sigma} \leq \frac{M}{2} M_0^2 N^{1-\sigma},
\]
(5.8)
provided that \(6/7 < \sigma\), and that \(\delta\) is taken sufficiently small. We conclude that
\[
\int_{[0,T_2] \times \mathbb{R}^3} |Iu|^4 \, dt \, dx \leq \frac{M}{2} N^{1-\sigma} + N^{1-\sigma} N^{0-} (C_0 + C_0')
\].
Moreover, using the bound \(^{16}\) on \(F\) written in (1.10),
\[
\int_{[0,T_2] \times \mathbb{R}^3} |Iu|^4 \, dt \, dx \leq \int_{[0,T_2] \times \mathbb{R}^3} |If|^4 \, dt \, dx + \int_{[0,T_2] \times \mathbb{R}^3} |Iu|^4 \, dt \, dx
\leq 4F_\infty((0,T_2))^4 + \frac{M}{2} N^{1-\sigma} + 4N^{0-} (C_0 + C_0') N^{1-\sigma} \leq MN^{1-\sigma}.
\]
In the last estimate, we took \(N \geq N_0^{\alpha} = N_0^{\alpha}(f_0)\) large enough. This concludes the proof of Proposition 5.1 with \(\tilde{N}_0 = \max(N_0^{\alpha}, N_0^{\alpha})\).

5.2. Proof of Theorem 1.4. We proved that for every \(\alpha > 0\) and \(\omega \in \Omega_a\) as in Lemma 2.27, the Cauchy problem \((\text{NLS})_f\) admits a unique local solution \(v\), with a maximal lifespan \([0, T^*)\).
Moreover, we find a set \(\tilde{\Omega}_a\) such that \(\mathbb{P}(\Omega_a \ \setminus \ \tilde{\Omega}_a) \leq \alpha\), where we proved in Proposition 5.1 by a double bootstrap argument on \(\mathcal{E}(v)\) and a modified Morawetz estimate that if \(\omega \in \tilde{\Omega}_a\), there exists \(N_0 = N_0(\epsilon, \|f_0\|_{H^s}, s, \sigma)\) such that for all \(N \geq N_0\), we have \(\Theta_N = [0, T^*)\). In particular,
\[
\sup_{0 \leq t \leq T^*} \mathcal{E}(v(t)) \leq N^{2(1-\sigma)}.
\]
Hence, we deduce from the above estimate on the coercive modified energy, from the operator bound (1.4) for the I-operator and from the almost conservation of the mass, that there exists \(N\) large enough and a constant \(C_N\) such that
\[
\sup_{0 \leq t \leq T^*} \|v\|_{H^s_\omega} \leq \|v\|_{L^\infty([0,T^*]; L^2)} + CN^{1-\sigma} \|Iv\|_{L^\infty([0,T^*]; \dot{H}^1)} \leq CN^{3(1-\sigma)} =: C_N.
\]
\(^{16}\)We actually control \(F\) defined with \(f\) instead of \(If\). But we can easily replace \(f_0\) by \(If_0\) using the fact \(I\) is a Fourier multiplier and commutes therefore with the randomization. Moreover, the operator norm of \(I\) acting on \(L^2\) is less than 1. Hence, we do not lose any power of \(N\).
In what follows we drop the dependence on \( N \). Since we have a global a priori estimate on the \( H^s \) norm of \( v \), we can apply the stability theory presented in Section 3.2, and deduce from Proposition 3.8 that \( T^* = +\infty \), and that \( v \) scatters at infinity. Finally, we take

\[
\Sigma = \bigcap_{\epsilon > 0} \bar{\Omega}_\alpha.
\]

Since \( \mathbb{P}(\Omega \setminus \bar{\Omega}_\alpha) \leq 2\alpha \) for every \( \alpha > 0 \), we have that \( \mathbb{P}(\Sigma) = 1 \) and, by construction, a unique global scattering solution to (NLS) with initial data \( u(0) = f_0^\omega \in H^s \) for all \( \omega \in \Sigma \).
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