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Abstract

Machine learning has played an important role in information retrieval (IR) in recent times. In search engines, for example, query keywords are accepted and documents are returned in order of relevance to the given query; this can be cast as a multi-label ranking problem in machine learning. Generally, the number of candidate documents is extremely large (from several thousand to several million); thus, the classifier must handle many labels. This problem is referred to as extreme multi-label classification (XMLC). In this paper, we propose a novel approach to XMLC termed the **Sparse Weighted Nearest-Neighbor Method**. This technique can be derived as a fast implementation of state-of-the-art (SOTA) one-versus-rest linear classifiers for very sparse datasets. In addition, we show that the classifier can be written as a sparse generalization of a representer theorem with a linear kernel. Furthermore, our method can be viewed as the vector space model used in IR. Finally, we show that the Sparse Weighted Nearest-Neighbor Method can process data points in real time on XMLC datasets with equivalent performance to SOTA models, with a single thread and smaller storage footprint. In particular, our method exhibits superior performance to the SOTA models on a dataset with 3 million labels.

1 Introduction

In recent times, machine learning has become important for information retrieval (IR). Search engines are notable examples of this relationship, as input query keywords are used to return documents in order of relevance to the given entry. A keyword-tagging system assesses the content of a candidate document and returns tagged keywords in order of relevance to the document. Furthermore, an advertisement system takes viewer and landing page information and returns advertisements in order of their expected click-through rate (CTR; McMahan et al. (2013)).

These systems can be cast as multi-label ranking problems in machine learning. In such problems, the classifier takes the feature vector of the given data entry and returns the labels in order of estimated confidence value. In the above examples, the data entries are query keywords (search engine), the document content (keyword-tagging system), or the viewer and landing page information (advertisement system). In this paper, it is assumed that each data entry is encoded as a real-valued feature vector $\mathbf{x} \in \mathbb{R}^d$.

However, for such IR systems, the number of candidate labels is generally extremely large (more than several thousand); therefore, it is difficult for classical machine learning approaches to handle these problems. Previously, Prabhu et al. (2014) advocated **extreme multi-label classification** (XMLC) as a multi-label ranking problem. Use of ensemble tree models (Prabhu et al., 2014) and dimension reduction models (Bhatia et al., 2015) has been
proposed for XMLC problems. However, the former cannot achieve high accuracy because of classification errors at internal nodes, whereas the latter is unsuitable for XMLC because of the assumption that the label space can be embedded in the lower-dimension vector space, and because of the instability of the clustering used to handle non-linearities.

Recently, methods without assumptions regarding the properties of the label space have been proposed. The one-versus-rest approach (Babbar et al., 2017) is one such method, which has achieved SOTA performance on many XMLC datasets (see Bhatia et al. (2016)). The one-versus-rest approach trains each classifier for each label in order to return the corresponding confidence value; therefore, because of the many labels, it is difficult to train the classifiers on XMLC datasets and perform real-time inference using this technique. To overcome these difficulties, the Parallel Primal-Dual Sparse (PPDSparse, Yen et al. (2017)) has been proposed, which exploits the sparsity in XMLC datasets for efficient training. PPDSparse has improved the SOTA performance.

In this paper, we propose a novel approach named the Sparse Weighted Nearest-Neighbor Method for XMLC. We derive the classifier formula considering fast inference of one-versus-rest classifiers, which exploits various sparsities in XMLC datasets. Then, we show that the proposed approach can be expressed as a sparse extension of a representer theorem with a linear kernel, and can also be viewed as the vector space model (VSM; Manning et al. (2008, Chapter 7)) in IR. Furthermore, there is no need to train our model. Our method exhibits equivalent performance to SOTA models in real time with a single thread and smaller storage footprint. In particular, our method improves upon the SOTA performance on a dataset with 3 million labels.

The outline of this paper is as follows. In Section 2, we summarize previous works concerning XMLC problems and note the associated difficulties and problems. In Section 3, we explain our method for exploiting several sparsities in XMLC datasets and discuss relationships to other methods. Furthermore, we confirm the several consistency of our method. In Section 4, we compare the performance of our method and various SOTA models on XMLC datasets. Finally, in Section 5, we conclude this paper and discuss future work.

2 Previous Works

In this section, we summarize previous works on XMLC problems, noting the associated difficulties and problems.

Prabhu et al. (2014) have proposed the ensemble tree model known as FastXML; this model is fundamentally random forest, but each tree is trained with the entire dataset and the method for training each splitter function at each node is different. The splitter function is trained by maximizing the sum of the normalized discounted cumulative gain at the left and right child nodes under the constraint that the predictors at these nodes return the constant probability distribution on the labels. In FastXML, each probability distribution is empirically estimated from the data points fallen to the node.

FastXML splits the given training dataset recursively; thus, the expected number of splitter functions hit at inference is the logarithm (with base 2) of the size of dataset, which enables fast inference. However, FastXML yields inferior performance to other modern methods (see Bhatia et al. (2016)). This is because the error at the internal nodes misdirects the path in the tree significantly, as noted by Babbar et al. (cascading effect; Babbar et al. (2017, Subsection 1.2)). Furthermore, when a FastXML model is trained on AmazonCat-13K (see Bhatia et al. (2016)), for example, the model size of each tree is approximately 1 GB; therefore, the storage footprint is several tens of gigabytes in the forest total.

One popular approach involves a dimension reduction method that reduces the (effective) number of labels with co-occurrence. For example, Sparse Local Embeddings for Extreme Multi-Label Classification (SLEEC, Bhatia et al. (2015)) is a previously developed method combining linear dimension reduction and k-means clustering. Note that simple linear di-
mension reduction methods (such as Low-Rank Empirical Risk Minimization for Multi-Label Learning (LEML, Yu et al. (2013))) do not perform well on XMLC datasets. Therefore, SLEEC implements clustering to handle the non-linearity of XMLC datasets. This method seems to have the capacity to perform faster inference, as reported by Yen et al. (2017); however, the model size is extremely large and the performance is inferior to other methods. Furthermore, the training cost is high, as dimension reduction and clustering are involved.

The above methods assume certain properties of the label co-occurrences on XMLC datasets. That is, FastXML splits the dataset recursively using the label co-occurrences, whereas SLEEC uses dimension reduction exploiting the label co-occurrences. Thus, even if the correct co-occurrences were found, it would be difficult to improve the prediction accuracy. This is because the desired classifier takes a feature vector and returns the labels in order, meaning that additional steps such as re-ranking of each label are needed.

Overcoming these difficulties, models without assumptions regarding the XMLC datasets have recently been proposed, which have achieved SOTA performance. Distributed Sparse Machines for Extreme Multi-Label Classification (DiSMEC, Babbar et al. (2017)) is one such method and employs the one-versus-rest linear classifier, which is composed of classifiers for each label that return the corresponding label confidence value. In fact, the one-versus-rest approach is proven to be Bayes optimal (Dembczynski et al., 2010), and other complex approaches such as exploitation of the label co-occurrence (causing inconsistency (Gao et al., 2011)) are not required.

DiSMEC has achieved SOTA performance on almost all XMLC datasets; however, it is difficult to train and infer each classifier because of the many labels in these datasets. Hence, PPDSparse (Yen et al., 2017) has been proposed to reduce the training complexity of the one-versus-rest linear classifier by exploiting the sparsities in XMLC datasets. Although PPDSparse has improved upon the SOTA performance when implemented on one dataset, it is necessary to use all classifiers for each label in inference at present.

In this paper, we consider a fast implementation of the SOTA one-versus-rest linear classification. Exploiting several sparsities of the XMLC datasets used in our experiments, we propose a more compact and faster method based on nearest-neighbors, i.e., the Sparse Weighted Nearest-Neighbor Method, which exhibits equivalent performance to the SOTA models.

3 Method

In this section, we present the novel Sparse Weighted Nearest-Neighbor Method for XMLC. First, we formulate XMLC problems mathematically. Then, we derive our model by deriving fast inference with the one-versus-rest linear classifier and exploiting several sparsities of the XMLC datasets used in our experiments (the target datasets). Furthermore, the several consistencies of our method are analyzed. Finally, the relationships between our model and other methods are discussed.

3.1 Mathematical formulation of XMLC problems

Let \( \mathcal{D} := \{(x_i, y_i) | x_i \in \mathbb{R}^d, y_i \in \{-1, +1\}^L, i = 1, \ldots, n\} \) be the given training dataset. The \( i \)-th data entry is assumed to be encoded as the feature vector \( x_i \). Although \( d \) is more than several hundred thousand in the target datasets (Table 1), the number of non-zero elements (activated features) in each \( x_i \) is several thousand on average (Table 4). Hence, let \( \text{Supp}(\mathbf{x}) := \{j \in \{1, \ldots, d\} | x_j \neq 0\} \) be the support of \( \mathbf{x} \in \mathbb{R}^d \); that is, \( \text{Supp}(\mathbf{x}) \) is the set of the non-zero element identifiers (IDs) of \( \mathbf{x} \). Further, \( y_i \) is the label vector for the \( i \)-th data entry, of which the \( l \)-th element \( y_{il} \) is +1 if the \( i \)-th data entry has the label \( l \), and −1 otherwise. In addition, let \( y_+ := \{(y_i)_+\}_{i=1}^n := (\max\{0, y_i\})_{i=1}^n \in \{0, +1\}^L \).

A model \( \mathcal{F} \) is a subset of the function (classifier) \( f : \mathbb{R}^d \rightarrow \mathbb{R}^L \), where \( f \) takes the \( \mathbf{x} \) encoding the given data entry and returns the label confidence vector \( \mathbf{z} := f(\mathbf{x}) \). If the
classifier predicts that the data entry has the label $l$, then $z_l$ is positive; otherwise, $z_l$ is negative. The absolute value of $z_l$ indicates the prediction strength. Using the classifier, we can rank labels in order of confidence.

Then, a classifier $f \in F$ is trained by minimizing the empirical loss with the loss function $L : \{-1, +1\}^L \times \mathbb{R}^L \to \mathbb{R}$; that is,

$$f := \arg\min_{f \in F} \sum_{i=1}^n L(y_i; f(x_i)).$$

As discussed in Section 2, we use a one-versus-rest loss function:

$$L(y, z) := \sum_{l=1}^L L(y_l, z_l).$$

Here, $L : \{-1, +1\} \times \mathbb{R} \to \mathbb{R}$ is a loss function for binary-class classification.

### 3.2 Fast Inference with One-Versus-Rest Linear Classifier

In this subsection, we consider fast inference with the trained one-versus-rest linear classifier $f$, which predicts the label confidence vector as follows:

$$f(x) = Wx = (w^*_l x)_l = \left( \sum_{j=1}^d w_{lj} x_j \right)_l L_{l=1}^L,$$

$$W := (w^*_l)_{l=1}^L : L \times d.$$

Exploiting the empirical fact that the feature vectors in the target XMLC datasets are sparse (Table 5), we can rewrite the above expression as follows:

$$f(x) = \left( \sum_{j:x_j \neq 0} w_{lj} x_j \right)_l L_{l=1}^L.$$

Hence, we can perform more rapid calculations, as only non-zero features of the given feature vector are considered. This approach can be implemented efficiently with the index list mapping from the feature ID to the index of the target label ID and the corresponding weight.

### 3.3 Sparse Weighted Nearest-Neighbor Method

If there are a large number of labels in a dataset, the number of labels exceeds the number of data entries. Thus, designing the classifier using the data entries themselves is more efficient than training classifiers for each label. Some of the target XMLC datasets have many labels, which occur once only (Table 1); therefore, we can use the data entries themselves instead of the corresponding classifiers.

Based on this approach, we propose the Sparse Weighted Nearest-Neighbor Method for XMLC. The classifier is defined as follows:

$$f(x) := \sum_{r=1}^S \max\{\text{Sim}(x, x_{N(r; x)}), 0\}^\alpha(y_{N(r; x)}).$$

Here, $S$ is the hyper-parameter (hyper-param) specifying the size of the neighborhood and $\alpha \geq 0$ is the smoothing parameter for weighted votes. Further, $N(1; x), \ldots, N(S; x)$ are the
indices of the data entries in the training dataset $D$, which belong to the neighborhood in decreasing order of similarity $\text{Sim}$, defined as follows:

$$\text{Sim}(\mathbf{x}, \mathbf{x}_i) := J(\mathbf{x}, \mathbf{x}_i)^{\beta} = \frac{\mathbf{x}^\top \mathbf{x}_i}{\|\mathbf{x}\|_2 \|\mathbf{x}_i\|_2}.$$  

Here, $J(\mathbf{x}, \mathbf{x}_i)$ is the Jaccard similarity between $\mathbf{x}$ and $\mathbf{x}_i$, which is defined as follows:

$$J(\mathbf{x}, \mathbf{x}_i) := \frac{|\text{Supp}(\mathbf{x}) \cap \text{Supp}(\mathbf{x}_i)|}{|\text{Supp}(\mathbf{x}) \cup \text{Supp}(\mathbf{x}_i)|} \in [0, 1].$$

The Jaccard similarity value increases with the number of common non-zero elements of $\mathbf{x}$ and $\mathbf{x}_i$. Here, $\beta \geq 0$ is the hyper-param for balancing the Jaccard similarity and cosine similarity.

Note that we adopt the cosine similarity in this technique because our preliminary experiments confirmed that use of the $L_1$- or $L_2$-distance degrades performance. Considering the $L_2$-distance among $\mathbf{x}, \mathbf{x}_i$, and $\mathbf{x}_j$ normalized to unit length, we find

$$\|\frac{\mathbf{x}}{\|\mathbf{x}\|_2} - \frac{\mathbf{x}_i}{\|\mathbf{x}_i\|_2}\|_2 \leq \|\frac{\mathbf{x}}{\|\mathbf{x}\|_2} - \frac{\mathbf{x}_j}{\|\mathbf{x}_j\|_2}\|_2 \iff \|\frac{\mathbf{x}^\top}{\|\mathbf{x}\|_2} \mathbf{x}_j\|_2 \leq \|\frac{\mathbf{x}^\top}{\|\mathbf{x}\|_2} \mathbf{x}_i\|_2.$$  

Hence, the nearer feature vector in terms of $L_2$-distance has the larger value in terms of the cosine similarity.

Balancing of the Jaccard similarity and cosine similarity is adopted in this method because, again, we found empirically that the vote given by the best matched training data entry is sometimes ignored by the votes from the nearer training data entries. As an example, assume that $D$ has one data entry for which the feature vector support is $\{1, 2, 4\}$ and the labels are 1 and 2, and four data entries for which the feature vector support is $\{1, 2, 4, 5, 8\}$ and the labels are 3, 5, and 6. If the data point for which the feature vector support is $\{1, 2, 4\}$ is given, the classifier returns labels 3, 5, and 6 before 1 and 2 based on the cosine similarities, even if the given data point has labels 1 and 2. In this case, we let the classifier discount the similarity to the latter data entries, because the best matched data entry has identical information in the feature vector. Therefore, we designed the classifier using the Jaccard similarity to measure the matching of the supports between two feature vectors if needed.

If $\beta$ is non-negative integer, then the similarity $\text{Sim}$ satisfies the properties of a kernel function:

**Lemma 1 (Sim is Kernel Function).** If $\beta$ is non-negative integer, then $\text{Sim}$ satisfies the following properties: (i: Symmetry) For any $\mathbf{x}, \mathbf{x}' \in \mathbb{R}^d$, $\text{Sim}(\mathbf{x}, \mathbf{x}') = \text{Sim}(\mathbf{x}', \mathbf{x})$, and (ii: Positive Definiteness) For any $\mathbf{x}_1, \ldots, \mathbf{x}_n \in \mathbb{R}^d$ and $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$, $\sum_{i=1}^n \sum_{j=1}^n \alpha_i \alpha_j \text{Sim}(\mathbf{x}_i, \mathbf{x}_j) \geq 0$.

**Proof.** (i) From the definition of $\text{Sim}$, it is symmetric.

(ii) The inner product on $\mathbb{R}^d$ is positive definite, so by Mohri et al. (2012, Lemma 5.2), cosine similarity, that is the normalized version of the inner product, is also. The Jaccard similarity is positive definite (Bouchard et al., 2013, Theorem 2.1). By Mohri et al. (2012, Theorem 5.3), the product of two positive definite functions is also positive definite; thereby the integer power of a positive definite function is also. Hence, Sim is positive definite. \(\square\)

Hence, Sim induces a reproducing kernel Hilbert space, therefore, Sim can be viewed as a natural similarity measure.

### 3.4 Sparsities Exploited by Sparse Weighted Nearest-Neighbor Method

In addition to a fast inference method exploiting the sparsity of each feature vector in the target XMLC datasets, we can exploit two other sparsities of the target XMLC datasets, thereby improving the speed and efficiency of our method.
First, each data entry has several tens of labels on average (Table 3); therefore, we can reduce the number of candidate labels with the location of the given data entry. Furthermore, it would be difficult to ensure that the unattached label is truly irrelevant if the data entry does not have that label. Thus, it would be better to use only the labels attached to each training data entry, so we use only positive parts of the label vector \( (y_i)_+ \) instead of \( y_i \) itself.

Second, each feature occurs only several hundred times on average (Table 5); therefore, if we prepare the index list from the feature ID to the index of the data entry ID and the feature value, we can reduce the target training data entries significantly. In the target XMLC datasets, each element of a feature vector is a monotone increasing function of the count of each word or event in the data entry; therefore, it would be plausible to ignore the votes of training data entries with different supports. Therefore, the weighted vote based on training data entries with positive Sim only is selected for more efficient and accurate inference.

### 3.5 Several Consistencies

In this subsection, we confirm several consistencies of our method. Their proofs are in Appendix A.

We prepare the following notations: The given training dataset is composed of the independent and identical random variables \( (X_i, Y_i) \in \mathcal{X} \times \{-1, +1\}^L, i = 1, \ldots, n \) drawn from the unknown population distribution. Since our classifier does not depend on the length of the feature vectors, let \( \mathcal{X} \) be the unit sphere \( B_1(0) := \{x \in \mathbb{R}^d | \|x\|_2 = 1\} \). Hence, we assume that each feature vector is normalized to unit length.

We assume that the population distribution satisfies the following conditions. First, it has a probability density function \( f \). If the feature vectors are discrete, the following discussion can be applied to the probability function instead of the probability density function. Second, the support is entire \( \mathcal{X} \), that is, for any \( x \in \mathcal{X} \) and \( \epsilon > 0 \),

\[
P[X \in B_\epsilon(x)] > 0.
\]

Furthermore, we assume that \( \alpha > 0 \), because if \( \alpha \) is 0, our method becomes an unweighted nearest-neighbor method which has already been analyzed well (Biau et al., 2015).

First, we show that the similarity in the S-nearest-neighbors converges to 1 in probability:

**Lemma 2** (Similarity Consistency). Fix any \( S = o(n) \in \mathbb{Z}_{\geq 1} \). For any \( x \in \mathcal{X} \), \( r \in \{1, \ldots, S\} \),

\[
\text{Sim}(x, X_{\pi(r)}) \to 1 \text{ in probability},
\]

as \( n \) goes to infinity. Here, \( X_{\pi(1)}, \ldots, X_{\pi(n)} \) are \( X_1, \ldots, X_n \) in decreasing order of similarity Sim.

Hence, we obtain the following weight consistency:

**Corollary 1** (Weight Consistency). Under the assumption of Lemma 2,

\[
W_{\pi(r)}(x) := \max\{\text{Sim}(x, X_{\pi(r)}), 0\}^\alpha \to 1 \text{ in probability}.
\]

Next, it follows that any data entry in the nearest-neighbors of a given data entry \( x \) converges to \( x \) in probability:

**Lemma 3** (Data Point Consistency). Under the assumption of Lemma 2,

\[
X_{\pi(r)} \to x \text{ in probability},
\]

as \( n \) goes to infinity, that is,

\[
\|X_{\pi(r)} - x\|_2^2 \to 0 \text{ in probability}.
\]
Furthermore,

$$\mathbb{E} \left[ \| \mathbf{X}_{\pi(r)} - \mathbf{x} \|^2 \right] \to 0.$$

At last, we prove the risk consistency of our method for estimating each label probability \( \mathbb{P}[Y_l = 1 \mid \mathbf{X} = \mathbf{x}] \). Hence, we fix any label ID \( l \), and we rewrite the classifier of our method for estimating the label probability as follows:

$$\hat{f}_n(\mathbf{x}) := \hat{f}_{n,l}(\mathbf{x}) := \sum_{i=1}^{n} V_i(\mathbf{x})(y_{il})_+.$$

Here,

$$V_i(\mathbf{x}) := \frac{W_i(\mathbf{x})}{\sum_{j=1}^{n} W_j(\mathbf{x})}.$$

This is the estimator of the probability for a given \( l \), thus let \( f(\mathbf{x}) := f_l(\mathbf{x}) := \mathbb{P}[Y_l = 1 \mid \mathbf{X} = \mathbf{x}] \). For notation convenience, we omit the label ID \( l \), and use the positive version, so we define \( y_i := (y_{il})_+ \).

The following lemma gives the upper bound of the squared loss for estimating the label probability:

**Lemma 4** (Upper Bound of Squared Loss). Assume that there exists \( \sigma^2 \in [0, \infty) \) such that, for any \( \mathbf{x} \in \mathcal{X} \),

$$\text{Var}(Y \mid \mathbf{X} = \mathbf{x}) \leq \sigma^2,$$

and \( f \) is Lipschitz continuous, that is, there exists \( L > 0 \) such that \( |f(\mathbf{x}) - f(\mathbf{x}')| \leq L \|\mathbf{x} - \mathbf{x}'\|_2, \forall \mathbf{x}, \mathbf{x}' \in \mathbb{R}^d \). Then, the squared loss of \( \hat{f}_n(\mathbf{x}) \) is bounded as follows:

$$\mathbb{E} \left[ (\hat{f}_n(\mathbf{X}) - f(\mathbf{X}))^2 \right] \leq \sigma^2 \sum_{r=1}^{\mathcal{S}} \mathbb{E} \left[ V_{\pi(r)}(\mathbf{X})^2 \right] + L^2 \sum_{r=1}^{\mathcal{S}} \mathbb{E} \left[ V_{\pi(r)}(\mathbf{X}) \|\mathbf{X}_{\pi(r)} - \mathbf{X}\|_2^2 \right].$$

Here, the first and second terms correspond to the variance and bias terms, respectively (see the proof). The proof is based on the proof of Biau et al. (2010, Theorem 4). Notice that \( V_i(\mathbf{X}) \) is not deterministic, and depends on both \( \mathbf{X} \) and \( \mathbf{X}_1, \ldots, \mathbf{X}_n \).

Furthermore, the variance term of our method is asymptotically bounded by \( \sigma^2 / S \) as \( n \) goes to infinity for \( S = o(n) \). This is because, by Corollary 1, \( V_{\pi(r)}(\mathbf{X}) \to 1 / S \) in probability and the uniform integrability. This means that the variance of our method is not worse than an unweighted nearest-neighbor method asymptotically. Next, the bias term converges to 0, because \( V_{\pi(r)}(\mathbf{X}) \to 1 / S \) in probability and Lemma 3. Hence, we obtain the following risk consistency:

**Proposition 1** (Risk Consistency). Under the assumption of Lemma 4, choosing \( S = o(n) \),

$$\mathbb{E} \left[ (\hat{f}_n(\mathbf{X}) - f(\mathbf{X}))^2 \right] \to 0,$$

as \( n \) and \( S \) go to infinity.

By the risk consistency, we can prove the Bayes consistency as follows (Biau et al. 2015, Theorem 17.1) and Cauchy-Schwarz inequality:

$$\left| \mathbb{P} \left[ \text{sign} \left( \hat{f}_n(\mathbf{X}) - \frac{1}{2} \right) \neq Y \right] - \mathbb{P} \left[ \text{sign} \left( f(\mathbf{X}) - \frac{1}{2} \right) \neq Y \right] \right|$$

$$\leq 2 \sqrt{\mathbb{E} \left[ (\hat{f}_n(\mathbf{X}) - f(\mathbf{X}))^2 \right]} \to 0.$$

We have not yet derived the rate of convergence of our methods, because no quantity has been found like the metric covering radius satisfying the relation \( N^{-1}(r; \text{Supp}(\mu)) \leq N^{-1}(1; \text{Supp}(\mu)) r^{-1/d} \) (Biau et al., 2010). We leave this analysis for future works.
3.6 Relationships to Other Methods

First, in statistics and machine learning, the $L_2$-regularized linear classification can be solved as follows (representer theorem, Mohri et al. (2012, Subsection 5.3.2)):

$$\hat{f}(x) = \sum_{i=1}^{n} \alpha_i \circ (x_i^T x) y_i,$$

where $\alpha_i := \alpha_i(x_1, \ldots, x_n) \in \mathbb{R}^L, i = 1, \ldots, n$.

Here, $\alpha \circ z := (\alpha_1 \cdot z_1)_{i=1}^{L}$. Our classifier can be viewed as a sparse generalization of this formula, where $\alpha_i$ is non-negative and depends on not only $x_1, \ldots, x_n$, but also $x$. Here, note that the denominator of the cosine similarity can be absorbed by $\alpha_i$, and the model normalizes $x$ to unit length at first.

We have not yet determined the mathematical relationship of our classifier formula to the classical representation theorem. However, Yen et al. have proposed a method for which $(\alpha_i)_{i=1}^{n}$ would be sparse, with no dependence on $x$ (Yen et al., 2017, Eq. (10)). This mathematical problem is left for future work.

Second, our method can be implemented efficiently with feature index list mapping from the feature ID to the index of the data entry ID and the feature value. This is reminiscent of classical search engines maintaining the index list for efficient document retrieval (Manning et al., 2008, Chapter 4). In our model, this corresponds to the sparsity where the unattached labels of each training data entry are ignored. In addition, our method uses the similarity extending cosine similarity between feature vectors, which is used in the VSM (Manning et al., 2008, Chapter 7). In our model, this corresponds to the sparsity where the training data entries for which the similarity is negative are ignored.

Finally, recall that FastXML is one of the fast methods targeting XMLC problems, which consists of a random forest method using the entire training dataset with a linear function as each splitter. In general, such a random forest technique is known to be related to the (adaptive) nearest-neighbor method (Lin et al., 2002). This is because the random forest method predicts the result based on the average of the split region on which the given data entry falls; thus, we can expect that each split region reflects the neighbor structure learned by the raw data. In our method, the similarity is designed manually to define the neighborhood for fast inference; therefore, future work will be conducted to combine our method with the FastXML-style adaptive nearest-neighbor method.

4 Experiment

In this section, we report experiments in which our method was compared with SOTA models on XMLC datasets.

4.1 Settings

We used six XMLC datasets available from the Extreme Classification Repository (Bhatia et al., 2016). Table 1 presents a summary of the six datasets employed in this work, which are described in detail in the next subsection. The suffix of each dataset name is the number of labels (e.g., AmazonCat-13K has approximately 13 thousand labels). Four of the datasets, excluding AmazonCat-13K and WikiLSHTC-325K, have more labels than the number of data entries in the training dataset.

In the XMLC dataset, because of the number of candidate labels, it is difficult to confirm that the labels unattached to each data entry are inappropriate for the data entry. Hence, we used Precision@K as the criterion for measuring performance.

Let $D' := \{(x'_i, y'_i) | x'_i \in \mathbb{R}^d, y'_i \in \{-1, +1\}^k, i = 1, \ldots, n'\}$ be the test dataset. Then,
Table 1: Six datasets used in experiment (Dim.: dimension)

| Name            | Feature Vector Dim. | Training Set Size | Test Set Size |
|-----------------|---------------------|-------------------|--------------|
| AmazonCat-13K   | 203,882             | 1,186,239         | 306,782      |
| Wiki10-31K      | 101,938             | 14,146            | 6,616        |
| Delicious-200K  | 782,585             | 196,606           | 100,095      |
| WikiLSHTC-325K  | 1,617,899           | 1,778,351         | 587,084      |
| Amazon-670K     | 135,909             | 490,449           | 153,025      |
| Amazon-3M       | 337,067             | 1,717,899         | 742,507      |

Table 2: Five-number summary and average number of label occurrences in six training datasets

| Name             | Minimum | 1st Qu. | Median | 3rd Qu. | Maximum | Average |
|------------------|---------|---------|--------|---------|---------|---------|
| AmazonCat-13K    | 1       | 7       | 28     | 111     | 335,211 | 449     |
| Wiki10-31K       | 1       | 2       | 2      | 4       | 11,411  | 9       |
| Delicious-200K   | 1       | 3       | 6      | 17      | 64,548  | 74      |
| WikiLSHTC-325K   | 1       | 2       | 5      | 13      | 293,936 | 18      |
| Amazon-670K      | 1       | 2       | 3      | 4       | 1,826   | 4       |
| Amazon-3M        | 1       | 3       | 7      | 19      | 12,014  | 22      |

the Precision@K of the classifier \( f(x) \) is defined as follows:

\[
\text{Precision}@K(D') := \frac{1}{n'} \sum_{i=1}^{n'} \frac{1}{K} \sum_{k=1}^{K} (y'_{i,k} \cdot \text{rank}(f(x'_i), k))^+. 
\]

Here, rank\((z, k)\) is the k-th largest element ID of z. If z is the label confidence vector, rank\((z, k)\) is the k-th predicted label. Furthermore, if a data entry with less than K labels exists, it is impossible for any model to achieve a result of 100%. Thus, we report the maximum Precision@K value for each method examined in this section.

To measure the inference time of our method, we used a PC with Intel Core i7-7700K @ 4.20GHz (4-core, 8-thread), 64-GB memory running Windows 10 Home. We have published our implementation sticker (Aoshima, 2018) written in Golang (Golang, 2009).

4.2 Dataset Features

We briefly summarize the following four features of the six datasets employed in this work.

First, Table 2 lists the five-number summary and average number of label occurrences in the six training datasets. Most labels occur only several times; therefore, it is appropriate to design models with these tail labels to achieve higher accuracy.

Second, Table 3 lists the five-number summary and average number of labels attached to each data entry in the six training datasets. Even though the dimension of the feature vectors is more than several hundred thousand, each data entry has only several tens of labels; therefore, we can expect that the number of candidate labels for a given data entry can be reduced.

Third, Table 4 lists the five-number summary and average number of feature activations on each data entry in the six training datasets. Each data entry has only several hundred activated features; therefore, the feature vectors are very sparse, and we can efficiently calculate the cosine similarities between vectors with common activated features only.

Finally, Table 5 lists the five-number summary and average number of feature occurrences in the six training datasets. Most features occur only several hundred times; therefore, we
Table 3: Five-number summary and average number of labels attached to each data entry in six training datasets

| Name           | Minimum | 1st Qu. | Median | 3rd Qu. | Maximum | Average |
|----------------|---------|---------|--------|---------|---------|---------|
| AmazonCat-13K  | 1       | 3       | 4      | 6       | 57      | 5       |
| Wiki10-31K     | 1       | 13      | 19     | 25      | 30      | 19      |
| Delicious-200K | 1       | 9       | 27     | 77      | 13,203  | 76      |
| WikiLSHTC-325K | 1       | 1       | 2      | 4       | 198     | 3       |
| Amazon-670K    | 1       | 5       | 6      | 7       | 7       | 5       |
| Amazon-3M      | 1       | 7       | 20     | 65      | 100     | 36      |

Table 4: Five-number summary and average number of feature activations on each data entry in six training datasets

| Name           | Minimum | 1st Qu. | Median | 3rd Qu. | Maximum | Average |
|----------------|---------|---------|--------|---------|---------|---------|
| AmazonCat-13K  | 1       | 22      | 45     | 91      | 2,113   | 71      |
| Wiki10-31K     | 8       | 282     | 520    | 925     | 3,288   | 673     |
| Delicious-200K | 1       | 35      | 115    | 340     | 82,820  | 301     |
| WikiLSHTC-325K | 1       | 16      | 30     | 54      | 5,053   | 42      |
| Amazon-670K    | 1       | 23      | 48     | 96      | 2,025   | 76      |
| Amazon-3M      | 0       | 20      | 37     | 65      | 2,443   | 49      |

can expect that the length of each feature index is considerably shorter than the size of the training dataset.

### 4.3 Results

Table 6 lists the results for Precision\(\{1,3,5\}\) (P\(\{1,3,5\}\)) on the six datasets, comparing our model and the SOTA models of each dataset. The SOTA performance was quoted from Bhatia et al. (2016), because we did not have sufficient machines to verify those complex methods. Bold values indicate that our model performed comparable or better than the SOTA model by approximately 1%. Note that Propensity scored FastXML (PfastreXML, Jain et al. (2016)) is a method constituting a small improvement on FastXML.

The hyper-params were selected as follows. First, we tried \((\alpha, \beta) = (0.0, 0), (0.5, 0), (1.0, 0), (1.0, 1), (2.0, 0), (2.0, 1)\) with \(S\) set as the average number of labels attached to each data entry (see Table 3). Then, we selected the best \((\alpha, \beta)\) and tried \(S = 25, 50, 75\) as well, for later discussion.

Our model can run on 4-GB memory and the model size is several hundred MB to 1.5 GB at most. Training is not needed (preparation for constructing the feature index list is performed in 1 min including input/output (I/O) time). Furthermore, our model processes each data entry on a single thread in 24.1 (AmazonCat-13K), 1.47 (Wiki10-31K), 6.02 (Delicious-200K), 20.4 (WikiLSHTC-325K), 5.74 (Amazon-670K), and 19.7 ms (Amazon-3M) on average.

Here, we discuss the performance comparison of our method and the SOTA models. We confirmed in our preliminary experiment that our one-versus-rest linear classifiers targeting only the top-500 frequently occurring labels process each data entry in approximately 0.1 ms; thus, full one-versus-rest processing is completed in approximately 20 ms, at minimum. As reported in Yen et al. (2017, Table 1), DiSMEC and PPDSparse require several hundred milliseconds of processing time, while PfastreXML and SLEEC require several milliseconds; thus, our method exhibits competitive speed compared to these SOTA models. Note that
Table 5: Five-number summary and average number of feature occurrences in six training datasets

| Name            | Minimum | 1st Qu. | Median | 3rd Qu. | Maximum   | Average |
|-----------------|---------|---------|--------|---------|-----------|---------|
| AmazonCat-13K   | 1       | 6       | 13     | 53      | 499,293   | 414     |
| Wiki10-31K      | 1       | 5       | 11     | 36      | 7,103     | 94      |
| Delicious-200K  | 1       | 4       | 6      | 14      | 82,028    | 76      |
| WikiLSHTC-325K  | 1       | 1       | 1      | 3       | 274,175   | 54      |
| Amazon-670K     | 1       | 6       | 13     | 54      | 209,059   | 273     |
| Amazon-3M       | 1       | 5       | 8      | 21      | 330,125   | 251     |

the other models have sizes of at least several GB; therefore, it would be difficult to infer their performance in real time on 4-GB memory, which can be used to run our method.

Our model exhibited equivalent performance to the SOTA models on Wiki10-31K and Delicious-200K, and improved upon the SOTA performance for Amazon-3M. Our model seems to work well under the condition that the number of labels is larger than the training dataset size; therefore, our model is unlikely to perform well on AmazonCat-13K and WikiLSHTC-325K. However, the performance for those models was acceptable. We expected our model to perform well on Amazon-670K, but its performance was slightly inferior to that of the PPDSparse SOTA model. However, we noted that our method performs better on WikiLSHTC-325K and Amazon-670K than other models, except for DiSMEC and PPDSparse, which encounter difficulties when applied to a larger dataset.

Apart from Delicious-200K, the case of $\beta = 1$ exhibited superior performance, which indicates that the Jaccard similarity fits well. In our preliminary experiments, we found that the case of $S = 25, 50, 75$ with the best $\alpha$ and $\beta$ on each dataset did not degrade to a large extent (within several percent), excluding Delicious-200K ($\beta = 0$ was best). In general, the nearest-neighbor method degrades performance by increasing $S$; however, for our method, the degradation is not very large. We consider that this is because the Jaccard similarity is smaller on the training data entries, which should be ignored.

5 Conclusion

In this paper, we proposed a novel method termed the Sparse Weighted Nearest-Neighbor Method. Our method can be derived through a fast inference with an SOTA one-versus-rest linear classifier (similar to DiSMEC (Babbar et al., 2017) and PPDSparse (Yen et al., 2017)) applied to XMLC problems. Furthermore, we discussed the relationship of our classifier formula to other methods; it is reminiscent of the vector space model and the representer theorem for linear classification. In addition, we conducted experiments on six popular XMLC benchmark datasets and confirmed that our method exhibits equivalent performance to the SOTA models in real time with a single thread and smaller footprint. In particular, our method improved upon the SOTA performance on a dataset with 3 million labels.

Our nearest-neighbor-based method is most suited to datasets in which the number of labels is smaller than the number of data entries. Hence, there is a need for a dataset compression mechanism in order to reduce the noise without generating loss of label information and model size. This mechanism would directly accelerate the inference and will be investigated in future work.
### Table 6: Result for Six Datasets

| Name                  | Our Model | SOTA       | Maximum |
|-----------------------|-----------|------------|---------|
| AmazonCat-13K         | P@1       | 91.07%     | 93.40%  | 100.0%  |
|                       | P@3       | 76.99%     | 79.10%  | 91.74%  |
|                       | P@5       | 62.59%     | 64.10%  | 77.24%  |
| hyper-params          | S = 25, α = 1.0, β = 1 | (DiSMEC) |         |         |
| Wiki10-31K            | P@1       | 84.89%     | 85.20%  | 100.0%  |
|                       | P@3       | 74.65%     | 74.60%  | 99.99%  |
|                       | P@5       | 64.88%     | 65.90%  | 99.93%  |
| hyper-params          | S = 20, α = 1.0, β = 1 | (DiSMEC) |         |         |
| Delicious-200K        | P@1       | 48.05%     | 47.85%  | 100.0%  |
|                       | P@3       | 42.00%     | 42.21%  | 98.10%  |
|                       | P@5       | 39.02%     | 39.43%  | 96.08%  |
| hyper-params          | S = 75, α = 1.0, β = 0 | (SLEEC)   |         |         |
| WikiLSHTC-325K        | P@1       | 58.29%     | 64.40%  | 100.0%  |
|                       | P@3       | 37.27%     | 42.50%  | 76.18%  |
|                       | P@5       | 27.53%     | 31.50%  | 57.40%  |
| hyper-params          | S = 25, α = 1.0, β = 1 | (DiSMEC) |         |         |
| Amazon-670K           | P@1       | 41.43%     | 45.32%  | 100.0%  |
|                       | P@3       | 36.79%     | 40.37%  | 93.40%  |
|                       | P@5       | 33.70%     | 36.92%  | 87.65%  |
| hyper-params          | S = 75, α = 2.0, β = 1 | (PPDSparse) |         |         |
| Amazon-3M             | P@1       | 45.69%     | 43.83%  | 100.0%  |
|                       | P@3       | 42.53%     | 41.81%  | 95.15%  |
|                       | P@5       | 40.39%     | 40.09%  | 91.89%  |
| hyper-params          | S = 75, α = 2.0, β = 1 | (PFastreXML) |         |         |

### A Proofs

**Proof of Lemma 2.** For any $\epsilon > 0$, it is sufficient to show that
\[
\lim_{n \to \infty} \mathbb{P} \left[ |\text{Sim}(x, X_{\pi(r)}) - 1| \geq \epsilon \right] = 0.
\]

Since $\text{Sim}(X_{\pi(r)}, x) \in [0, 1]$, it is sufficient to show that
\[
\lim_{n \to \infty} \mathbb{P} \left[ \text{Sim}(x, X_{\pi(r)}) \leq 1 - \epsilon \right] = 0.
\]

Here, $X_{\pi(1)}, \ldots, X_{\pi(n)}$ are sorted in decreasing order of similarity $\text{Sim}$, thus,
\[
0 \leq \mathbb{P} \left[ \text{Sim}(x, X_{\pi(n)}) \leq 1 - \epsilon \right] = \mathbb{P} \left[ \text{Sim}(x, X_1) > 1 - \epsilon \right]^{-1} \cdot \sum_{s=0}^{r-1} \binom{n}{s} \mathbb{P} \left[ \text{Sim}(x, X_1) > 1 - \epsilon \right]^{s+1} \mathbb{P} \left[ \text{Sim}(x, X_1) \leq 1 - \epsilon \right]^{s+1}.
\]

By Biau et al. (2010, Lemma 16),
\[
0 \leq \mathbb{P} \left[ \text{Sim}(x, X_{\pi(r)}) \leq 1 - \epsilon \right] \leq \mathbb{P} \left[ \text{Sim}(x, X_1) \geq 1 - \epsilon \right]^{-1} \cdot \frac{1}{n+1} \sum_{s=0}^{r-1} \binom{n}{s} \frac{n}{n+1} \to 0.
\]

Hence, we have proven the statement. \(\square\)
Proof of Lemma 3. For any $\epsilon > 0$,
\[
1 \geq \mathbb{P} \left[ \|X_{\pi(r)} - x\|_2 \leq \epsilon \right] \\
\geq \mathbb{P} \left[ J(X_{\pi(r)}, x) \beta(X_{\pi(r)}^T x) \geq 1 - \frac{\epsilon}{2} \right] \\
= \mathbb{P} \left[ \text{Sim}(x, X_{\pi(r)}) \geq 1 - \frac{\epsilon}{2} \right].
\]
Since $\text{Sim}(x, X_{\pi(r)})$ takes a value in $[0, 1]$, by Lemma 2,
\[
\mathbb{P} \left[ \text{Sim}(x, X_{\pi(r)}) \geq 1 - \frac{\epsilon}{2} \right] = \mathbb{P} \left( \text{Sim}(x, X_{\pi(r)}) - 1 \leq \frac{\epsilon}{2} \right) \rightarrow 1.
\]
This implies the first statement of the lemma. The second statement follows from the uniform integrability, since $x$ and $X_{\pi(1)}, \ldots, X_{\pi(n)}$ are bounded.

Proof for Lemma 4. Letting
\[
\hat{f}_n(x) := \mathbb{E}_{Y|X} \left[ \hat{f}_n(x) \right] = \sum_{i=1}^{n} V_i(x)f(X_i),
\]
the squared loss of $\hat{f}_n(x)$ can be decomposed as the following variance-bias decomposition: for any $x \in X$,
\[
\mathbb{E}_{X,Y} \left[ (\hat{f}_n(x) - f(x))^2 \right] = \mathbb{E}_{X,Y} \left[ (\hat{f}_n(x) - \hat{f}_n(x))^2 \right] + \mathbb{E}_X \left[ (\hat{f}_n(x) - f(x))^2 \right].
\]
Here, the first and second terms are the variance and bias terms, respectively. The variance term becomes:
\[
\mathbb{E}_{X,Y} \left[ (\hat{f}_n(x) - \hat{f}_n(x))^2 \right] = \mathbb{E}_{X,Y} \left[ \left( \sum_{i=1}^{n} V_i(x)(Y_i - f(X_i)) \right)^2 \right] \\
= \sum_{i=1}^{n} \mathbb{E}_X \left[ V_i(x)^2 \text{Var}(Y|X = X_i) \right] \\
+ 2 \sum_{i=1}^{n} \sum_{j \neq i} \mathbb{E}_X \left[ V_i(x)V_j(x) \text{Cov}(Y_i, Y_j|X_i, X_j) \right].
\]
Since $Y_i$ depends only on $X_i$,
\[
\text{Cov}(Y_i, Y_j|X_i, X_j) = 0.
\]
Hence, any covariance term is 0. Since the number of non-zero $V_i$s is at most $S$, the variance term is bounded as follows:
\[
\mathbb{E}_{X,Y} \left[ (\hat{f}_n(x) - \hat{f}_n(x))^2 \right] = \sum_{r=1}^{S} \mathbb{E}_X \left[ V_{\pi(r)}(x)^2 \text{Var}(Y|X = X_{\pi(r)}) \right] \\
\leq \sigma^2 \sum_{r=1}^{S} \mathbb{E}_X \left[ V_{\pi(r)}(x)^2 \right].
\]
Thus, taking the expectation with $x$, we obtain
\[
\mathbb{E} \left[ (\hat{f}_n(X) - \hat{f}_n(X))^2 \right] \leq \sigma^2 \sum_{r=1}^{S} \mathbb{E} \left[ V_{\pi(r)}(X)^2 \right].
\]
The bias term is
\[
\mathbb{E}_X \left[ (\hat{f}_n(x) - f(x))^2 \right] = \mathbb{E}_X \left[ \left( \sum_{i=1}^n V_i(x)(f(X_i) - f(x)) \right)^2 \right] \\
\leq \mathbb{E}_X \left[ \left( \sum_{i=1}^n V_i(x)|f(X_i) - f(x)| \right)^2 \right] \\
\leq \mathbb{E}_X \left[ \left( \sum_{i=1}^n V_i(x) \cdot L \|X_i - x\|_2 \right)^2 \right].
\]

Since \(V_i(x) \in [0, 1]\) and the number of non-zero \(V_i\)s is at most \(S\), from the Jensen inequality, we have
\[
\mathbb{E}_X \left[ (\hat{f}_n(x) - f(x))^2 \right] \leq L^2 \sum_{i=1}^n \mathbb{E}_X \left[ V_i(x)\|X_i - x\|^2 \right] \\
= L^2 \sum_{r=1}^S \mathbb{E}_X \left[ V_{\pi(r)}(x)\|X_{\pi(r)} - x\|^2 \right].
\]

Thus, taking the expectation with \(x\), we obtain
\[
\mathbb{E} \left[ (\hat{f}_n(X) - f(X))^2 \right] \leq L^2 \sum_{r=1}^S \mathbb{E} \left[ V_{\pi(r)}(X)\|X_{\pi(r)} - X\|^2 \right].
\]

Thus, combining the variance and bias terms, we obtain the statement. \(\square\)
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