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Abstract—The trend of future communication systems is to aim for the steering and control of cyber-physical systems. These systems can quickly become congested in environments like those presented in Industry 4.0. In these scenarios, a plethora of sensor data is transmitted wirelessly to multiple in-network controllers that compute the control functions of the cyber-physical systems. In this paper, we show an implementation of network Functional Compression (FC) as a proof of concept to drastically reduce the data traffic in these scenarios. FC is a form of goal-oriented communication scheme in which the objective of the sender-receiver pair is to transmit the minimum amount of information to compute a function at the receiver end. In our scenario, the senders transmit an encoded and compressed version of the sensor data to a destination, an in-network controller interested in computing as its target function, a proportional-integral-derivative (PID) controller. We show that it is possible to achieve compression rates of over 50% in some cases by employing FC. We also show that using FC in a distributed cascade fashion can achieve more significant compression rates while reducing computational costs.

Index Terms—Functional compression, goal-orientated communication, graph colouring, in-network computing, post-Shannon.

I. INTRODUCTION

In the revolutionary classical information theory, Shannon solely focused on the statistics of the messages ignoring the semantics and the syntax to lay the foundations for the information age [1]. From Shannon’s point of view, the fundamental communication problem is replicating messages from one point to another. This perspective completely ignores the intended goal of the replicated messages. However, with the advancement of communication networks, the quality of service (QoS) requirements, such as reliability, latency, security, and robustness, are getting stricter. We are reaching the capacity of our communication systems, and therefore, we must consider approaches that go beyond the traditional goal-agnostic message replication paradigm. This will require addressing the aforementioned strict QoS policies of massive and heterogeneous future communication systems.

These approaches benefit the low-latency and ultra-reliable communication systems for steering and control applications, e.g., Industry 4.0. This type of study can be referred to as goal-oriented or post-Shannon communication [2], [3]. The main idea of post-Shannon communication is to extend Shannon’s communication framework to consider the semantics of the messages, the intended goals of communication, or both to reduce the required bandwidth of communication further. It primarily applies to scenarios where the receivers have to achieve a particular goal or perform a specific task. Post-Shannon theory includes different approaches to address different types, such as message identification [4], [5], common randomness, functional compression (FC) [6], and medium as the message [7] for goal-oriented use cases.

In this paper, we solely focus on FC as a potential post-Shannon technique to reduce the required data rates for in-network computing applications for steering and control. The fundamental problem of FC is how much information the sources should transmit if the destination is interested in computing a function of the sources. FC can be seen as a generalisation of Shannon’s source compression problem. In the traditional Shannon scenario, the primary purpose of data compression is to remove the redundancy of the source to reconstruct it as accurately as possible at the receiver end. It answers how much information the sources should transmit to compute the identity function (a function whose output is the same as its inputs) at the receiver. For example, for the distributed case of source compression, the Slepian-Wolf theorem describes the achievable compression rates [8]. In FC, however, the problem is generalised to reconstruct the output of any arbitrary function at the destination instead of solely focusing on regenerating the source information [9]. Therefore, the Slepian-Wolf source encoding example is a particular case of FC where the function to be computed at the receiver end is the identity function of the sources.

It is especially relevant to address the topic of FC in today’s communication systems. Current communication systems (es-
especially in IoT and Industry 4.0 characterise themselves as massive with many nodes, highly distributed, and involved in steering and control applications. These systems’ nodes can store, transmit, and process information. The ideas behind FC allow for a framework to distribute in-network computing functions among the multiple nodes in the system. In this paper, we use FC for the in-network computing of PID controllers. The problem of functional compression has its origin in the work of Körner, Marton and Ahlswede on the problem of encoding two distributed sources for computing the sum modulo two function [10], [11]. The problem has also been studied with side information [12]. And FC has also been addressed for lossy and lossless compression [13]. The authors in [9] present a historical context of the FC problem and an algorithm based on graph colouring to design codes for FC.

This paper shows an implementation of FC for in-network control applications based on PID controllers as a proof of concept. In our scenario, a PID controller located in the network is interested in computing a control function based on the sensor data of a plant. We use FC to compress the source’s sensor data to transmit to the controller to calculate the control function, thus saving network resources.

The remaining of this paper is structured as follows. In Section II, we introduce the fundamentals of FC. In Section III, we describe our scenario of an in-network PID controller controlling the water level in a water tank. In Section IV, we make a comparative analysis of two FC approaches for solving the problem. In Section V, we discuss some open issues of FC for practical implementations, and finally, in Section VI, we present our conclusions.

II. FUNDAMENTALS OF FUNCTIONAL COMPRESSION

In this section, we highlight the fundamental principles of FC and its most commonly used coding technique based on graph colouring algorithms.

Let us assume a system consisting of two sources, \( x \) and \( y \), and a destination that wants to compute a function of the sources \( f(x, y) \) as shown in Fig. 1. In the traditional Shannon scenario, the sources encode and transmit their messages to the destination via the wireless channel. The decoder at the destination decodes and replicates the values to compute the function \( f(x, y) \) in Fig. 1(a). In another case, one of the sources can also be available as side information at the destination, and only one source transmits its message over the channel, as shown in Fig. 1(b). In traditional communication schemes, the sources would transmit the value of the variables, and the receiver would reconstruct them and compute the function of interest.

In contrast, in an FC scenario, the sources encode and compress their message depending on the function the destination wants to compute, so the destination can obtain the output of its function upon receiving the compressed message. The most crucial factor of the FC is the encoding and compression happening at the source. The most common and practically feasible solution to address it is characterisation graph colouring proposed in [9]. It is a method of forming a characteristic graph depending on all possible outcomes and labelling the graph with different colours for the same characteristics introduced by Körner in [14]. Körner also calculated the graph entropy of the characteristic graph based on the colour labels or chromatic number, which represents the minimum achievable information rate of communication symbol over a channel [14]. To implement the FC within any network, the network nodes have to have some computing capabilities to compute network functions.

As an example, let us consider \( x \) and \( y \) are independent and uniformly distributed variables over \( \{0, 1, 2, 3\} \) and \( \{0, 1\} \), respectively, and the destination wants to compute \( f(x, y) = (x + y) \mod 2 \). The sources can generate their characteristic graph \( G_x \) and \( G_y \) (as described in [6]) given that they know the function that the destination wants to compute beforehand. Fig. 2 shows the graphs \( G_x \) and \( G_y \) for all the possible outcomes of \( f(x, y) \) for a given value of \( x \) and all values of \( y \) and for a given value of \( y \) and all values of \( x \), respectively. After calculating the outcomes, the edges between two vertices having different outcomes are drawn. The next step is to colour the graph, ensuring that the colours of the vertices having an edge cannot be the same. Fig. 3 shows the coloured graph for \( x \) and \( y \) where the chromatic number is 2 for both graphs.

We can calculate the graph entropy from these graphs for \( x \) and \( y \) using (1) [14]. Here, \( n \) is the power of the graph,
and $H^x$ is the chromatic entropy of the colours based on the probability $p(c)$ of occurrence (2). For this example, the graph entropy for source $x$ is $H_G(x) = 1$, which means it has to send only 1 bit instead of 2 bits of information to the destination. Here, the compression rate is 50%. For source $y$, the graph entropy is $H_G(y) = 1$. No compression happens here because the minimum number of transmitting bits cannot be less than 1. After colour-coding, the sources send only the colour information to the destination decoder, which looks into a decoding lookup table to obtain the output of the function, as shown in Fig. 3. We can achieve more compression if we want to compute the function multiple times in batches. In this case, the power $n$ of the graph is increased. We can increase the power $n$ of a graph by performing the strong product of that graph with itself [6]. However, this multiplication method is unsuitable for low latency control applications where the function must be computed periodically. Thus, the case of $n > 1$ is excluded from this study.

$$\lim_{x \to \infty} \left( \frac{1}{n} H^x_{G^n}(x) \right) = H_G(x) \quad (1)$$

$$H^x = \sum p(c) \log_2 \left( \frac{1}{p(c)} \right) \quad (2)$$

### III. Description of Our Scenario

In this section, we highlight different implementation scenarios for network FC (nFC) to evaluate FC from a network point of view. Let us assume a water tank with a water valve and a height measuring sensor. The water is leaking from a hole located at the bottom of the tank, as shown in Fig. 4. We want to control the water level in the tank to maintain a certain level. A PID controller controls the valve to release water into the tank to achieve the desired level. We consider the water level $h(t)$, and the desired level $s(t)$ is a time-based function as the water is constantly leaking. The PID controller requires three inputs to control the valve, i.e., proportional error: $e(t) = h(t) - s(t)$, integral error: $e_i(t) = \int_0^t e(\tau) d\tau$, and derivative error: $e_d(t) = \frac{de(t)}{dt}$. The PID controller collects this information from the sensor at each time $t$ wirelessly and computes the control function

$$f(e(t), e_i(t), e_d(t)) = k_p e(t) + k_i e_i(t) + k_d e_d(t), \quad (3)$$

Fig. 4: Water tank leaking scenario.

and $e(t) = s(t) - h(t)$

de(t) = \int e(t) dt
e_i(t) = \int e_i(t) dt

e_d(t) = \frac{de(t)}{dt}$

to open the valve from 0% to 100% to maintain the desired water level. $k_p, k_i, k_d$ are the predefined tuning constants.

Here, we can utilise FC in different ways to compute the PID controller function $f(e(t), e_i(t), e_d(t))$ for controlling the valve. Let us consider, $e(t), e_i(t),$ and $e_d(t)$ are three different sources $x, y,$ and $z$, respectively. These sources are uniformly and independently distributed over the sets of $n$-real numbers $\{x_1, x_2, \ldots, x_n\}$, $\{y_1, y_2, \ldots, y_n\}$, and $\{z_1, z_2, \ldots, z_n\}$, respectively. We can implement FC in two different ways to achieve the desired goal.
a) Simple nF: The most straightforward and less complex way of implementing nFC is to generate a unique characteristic graph at each source to compress its information using graph colouring. After calculating the graph entropy, each source can transmit the colour information with the minimum number of bits to the PID controller as shown in Fig. 5(a). After receiving all the colour information from three different sources, the controller can decide how many valves should be opened from the lookup table to maintain the desired water level. However, this method has some drawbacks, such as high latency, a large lookup table, and high computational power. We will briefly discuss these drawbacks in section IV.

b) Cascaded nFC: We can also use a cascaded form of nFC considering some intermediate nodes within the network. The main idea is to perform two-source FC multiple times until reaching the final destination. In this water tank scenario, we can consider two sources \( x \) and \( y \) perform FC and compute an intermediate function \( f_1(x, y) \) at node \( m \). Node \( m \) has a range of values for \( f_1(x, y) \) and becomes a new source. This can be easily done since the final target function is a linear function of the inputs. After that, \( m \) and \( z \) perform FC and compute the final function \( f(m, z) = f(f_1(x, y), z) = f(x, y, z) \) as shown in Fig. 5(b). In this method, the output of the PID controller will be the same as in the previous method. However, this method requires less computational power and has a comparatively small lookup table and low latency. We will briefly discuss it in Section IV.

IV. COMPARATIVE ANALYSIS

This section highlights the comparative analysis of the two different methods of nFC and addresses the open research issues from a network point of view. The parameters given in Table I are used to compare simple FC with cascaded FC. An Intel Core i7 11th generation 3.00GHz processor with 16GB memory is used to perform the whole simulation. We also consider noiseless channels among the sources and the destination.

We model the water tank scenario using (4), where \( c_1 \) is the valve coefficient that represents the amount of water released per second per \% of the open valve \( v(t) \), and \( c_2 \) is the leaking coefficient that depends on the Bernoulli law for orifices [15]. Fig. 6 shows the simulation results, i.e., water level, valve opening, and error difference for the water tank scenario, considering the information size of each source is 7 bits. It is evident from the results that the PID controller can maintain the desired water level with both of the FC methods. However, minor distortions can be seen in the water level for the cascaded FC method owing to the cascading effect and quantisation errors.

\[
\frac{dh}{dt} = c_1 v(t) - c_2 \sqrt{h(t)} \tag{4}
\]

We also simulate this water tank scenario for different information sizes of each source from 4 bits to 8 bits, as shown in Fig. 7 and Fig. 8. Fig. 7 shows the offline and online computation time comparison between simple FC and cascaded FC for different source sizes. Offline computational time represents the time taken to create encoding and decoding lookup tables with a greedy graph colouring algorithm for

| Parameter | Value |
|-----------|-------|
| Tuning parameters, \( k_p, K_i, K_d \) | \(-0.5, 10, 90\) |
| Time steps, \( T \) | 80 |
| Desired Level, \( s(t) \) | 10m |
| Valve coefficient, \( c_1 \) | 50 kg/s/% open |
| Leaking coefficient, \( c_2 \) | 1 kg/s open |
| Water density, \( \rho \) | 1000 kg/m\(^3\) |
| Graph colouring method | Greedy |

Fig. 6: Simulation results for the water tank scenario with (a) simple FC and (b) cascaded FC for 7 bits of each source.
FC at the source and the destination, respectively. The online

time refers to the time taken to access the lookup tables
for FC during system operation. From Fig. 7, it is clear
that the cascaded FC requires much less offline and online
computational time than the simple FC. The main reason is
that the lookup tables are pretty small in cascaded FC due to
cascading effect. In contrast, each node has to deal with huge
lookup tables to keep track of all possible combinations of
outcomes in simple FC.

\[
\text{Compression rate} = 100 - \frac{\text{Graph entropy} \times 100}{\text{Source size}} \% \quad (5)
\]

We also calculate and compare the compression rate of
simple and cascaded FC in Fig. 8 for different information
sizes of the sources. The compression rate represents the
percentage of compression achieved by each method for a
given information size of the sources. This rate depends on
the graph entropy; the lower the entropy is, the higher the
increment will be (5). From Fig. 8, we can see that the
cascaded FC outperforms the simple FC. The simple FC
also shows a downward trend in compression rate with an
enormous source’s information size. Finally, it is noticeable
from the results that cascaded FC is more suitable for low
latency control applications than simple FC.

V. OPEN ISSUES FOR PRACTICAL IMPLEMENTATIONS

This section discusses and emphasises the unsolved prob-
lems from a practical point of view. nFC is a revolutionary
goal-oriented communication technique that significantly im-
pacts wireless networks with growing data rate requirements.
However, there is plenty of space for improvements in nFC.
One of the most crucial issues is the computational power
of each network node, including the source and destination.
The current approaches for code construction based on graph
colouring have a high computational complexity that quickly
grows with the size of the sources. Since the problem grows
so fast, practical implementations like those described in this
paper have to deal with distortions due to quantisation errors.
As shown in Fig. 6(b), we observed some distortion in the
control output with a higher compression rate. There are some
promising solutions. For instance, Malak proposed fractional
graph colouring for the FC algorithm with side information
in [16], which is a less complex technique.

VI. CONCLUSION

In this paper, we presented a proof-of-concept implementa-
tion of FC as a technique to drastically reduce the data
rates of goal-oriented communication as those employed by
in-network control applications. We proposed and compared
two approaches for network FC. We showed that for an in-
network PID controller, it is possible to reduce the required
data rates by over 50%. We showed how the size of the source
information has a significant impact on the computational
complexity of current FC approaches. We further discussed
some of the open issues of FC related to practical implementa-
tions, especially those associated with the complexity of the
algorithms.
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