Online Target Speaker Voice Activity Detection for Speaker Diarization
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Abstract

This paper proposes an online target speaker voice activity detection system for speaker diarization tasks, which does not require a priori knowledge from the clustering-based diarization system to obtain the target speaker embeddings. First, we employ a ResNet-based front-end model to extract the frame-level speaker embeddings for each coming block of a signal. Next, we predict the detection state of each speaker based on these frame-level speaker embeddings and the previously estimated target speaker embedding. Then, the target speaker embeddings are updated by aggregating these frame-level speaker embeddings according to the predictions in the current block. We iteratively extract the results for each block and update the target speaker embedding until reaching the end of the signal. Experimental results show that the proposed method is better than the offline clustering-based diarization system on the Alimeeting dataset.

Index Terms: online speaker diarization, target speaker voice activity detection

1. Introduction

Speaker diarization is the task that assigns speaker labels to speech regions, which is a very important pre-processing pipeline for many downstream tasks and improves their performance, e.g., multi-speaker automatic speech recognition [1, 2].

For the conventional clustering-based diarization system, it is still challenging to recognize the overlapping regions under the scenarios of meeting, interview, and telephone. The reason is that these scenarios contain lots of overlapping speech, but the conventional clustering-based system cannot directly detect these overlapping regions without the help of additional modules. Recently, some neural post-processing techniques have been proposed to reduce the miss error brought by the overlapping speech, including overlapping speech detection [3], target speaker voice activity detection (TS-VAD) [4], and end-to-end neural diarization (EEND) as post-processing [5]. The EEND was first proposed to directly obtain the overlap-aware results from the speech signal, which has shown superior performance on some datasets and challenges than the clustering-based results [6, 7, 8, 9].

Although the aforementioned neural strategies have shown significant improvement over the conventional diarization system on multiple benchmark databases, most of them only work in an offline manner. Recently, several online methods have been proposed for speaker diarization [10, 11, 12, 13, 14, 15, 16]. In addition, many end-to-end methods have been extended in an online manner. Inspired by the EEND with encoder-decoder-based attractors (EDA) [8], Eunjung et al. [17] introduced a family of block-wise EDA-EEND (BW-EDA-EEND) that enables online speaker diarization. Yawen et al. [18] also proposed another online EEND-EDA model with speaker tracking buffer (STB) that reduces the chunk size to 1 second.

In this paper, we propose an online TS-VAD method to extend the original TS-VAD into an online manner. TS-VAD has shown an excellent performance in many challenges in recent years [4, 19, 20]. For the original TS-VAD, we first obtain the target speaker embedding using a clustering-based diarization system and then feed these embeddings to the TS-VAD model to predict the refined diarization results. The reason that TS-VAD has superior performance is that it can retrieve the speaker identity from an overlapping region given the corresponding target speaker embedding.

Since the original TS-VAD is performed in a block-wise manner, it can also be considered an online diarization system if given the target speaker embeddings. However, the target speaker embeddings are always obtained from the offline diarization system. If we also obtain these embeddings in an online manner, this TS-VAD model can become an online diarization system. To cope with this, we employ a ResNet-based front-end model to extract the frame-level embeddings that are not only for target speaker detection but also for target speaker embedding aggregation. This means that the TS-VAD model and the speaker embedding extractor share the same front-end model. The target speaker embeddings start from several zero vectors, and they are updated given the frame-level embeddings and estimated results of each coming block. Since the proposed online TS-VAD model generates the diarization results from scratch and it does not require an extra speaker embedding extractor, it can also be considered as an end-to-end model. In addition, the computational cost is significantly reduced since we do not need to extract the speaker embedding with another model.

2. Proposed Online TS-VAD

2.1. Model Architecture

The model contains a ResNet-based front-end module and a self-attention based back-end module, as shown in Figure 2. For the front-end module, we employ a ResNet34 with a linear layer that converts the acoustic features to the frame-level embeddings. For the back-end module, we employ an encoder to separately extract the decision state from the concatenated speaker embeddings. Later, given the concatenation of the decision state from N different target speakers, a BiLSTM and a linear layer are adopted to predict the final diarization results. The model architecture is the same as that of our offline TS-VAD model in [21], and we only change the training and inference process to obtain the target speaker embedding in an online manner. We will discuss the details of training and infer-
ence process in Section 2.2 and 2.3, respectively.

2.2. Training process

For the front-end, given an acoustic feature \( \mathbf{X} \in \mathbb{R}^{F \times L} \), the ResNet extract a temporal feature map \( \mathbf{M} \in \mathbb{R}^{C \times \frac{L}{b} \times \frac{F}{b}} \), where \( C = 256 \) is the number of channels, \( F \) is the dimension of features, and \( L \) is the number of frames. For the global statistic pooling (GSP) layer, we take the mean and standard deviation of the feature map in each channel, producing a \( 2C \) dimensional vector. To extract this vector in frame-level, we perform the feature map in each channel, producing a \( 2C \) dimensional vector, and \( L \) is the number of frames. For the global statistic pooling (GSP) layer, we take the mean and standard deviation of features, and \( L \) is the number of frames. For the global statistic pooling (GSP) layer, we take the mean and standard deviation of features, and \( L \) is the number of frames.

After we obtain the frame-level speaker embedding \( \mathbf{E} = [\mathbf{e}_1, ..., \mathbf{e}_T] \in \mathbb{R}^{T \times D} \), we equally split \( \mathbf{E} \) into two subsequences, where the left is \( \mathbf{E}' = [\mathbf{e}_{1}^l, ..., \mathbf{e}_{l}^l, ..., \mathbf{e}_{T}^l] \) and the right is \( \mathbf{E}'' = [\mathbf{e}_{1}^r, ..., \mathbf{e}_{l}^r, ..., \mathbf{e}_{T}^r] \). Next, we aggregate the left part \( \mathbf{E}' \) to obtain the target speaker embedding using the corresponding label \( \mathbf{y}^l \in \{0, 1\}^{\frac{T}{2} \times N} \) by:

\[
\mathbf{e}_n^l = \frac{\mathbf{y}^l_n \odot \mathbf{E}_{l}^{l}}{\sum_{i=1}^{T/2} (\mathbf{y}_{i,n}^l)} , \ n \in \{1, 2, ..., N\} \tag{1}
\]

where \( i \) is the index of frames, \( n \) is the index of speakers, \( N \) is the number of target speakers, and \( \mathbf{e}_n^l \) is the target speaker embedding of the \( n \)th speaker. Actually, equation (1) takes the mean of all frames of the \( n \)th speaker’s frame-level embedding. If the \( n \)th speaker does not appear in the label \( \mathbf{y}^l \), which means that the denominator is 0, we directly set \( \mathbf{e}_n^l \) as a zero vector.

Finally, the \( n \)th target speaker embedding \( \mathbf{e}_n^l \) will be repeated \( \frac{T}{2} \) times and concatenated with the right frame-level embeddings \( \mathbf{E}'' \), producing a concatenated embedding \( \mathbf{E}_{n}^l \in \mathbb{R}^{\frac{T}{2} \times 2D} \). This is the input of the back-end module.

Figure 1: The online TS-VAD model architecture and training process for single-channel data.

For the back-end module, it is the same as that of the original TS-VAD model. The Encoder separately processes \( \mathbf{E}_{n}^l \) for each \( n \)th speaker, and then produce the frame-level detection states for each speaker. Later, these detection states are concatenated again, and a BiLSTM layer with linear layer produces the presence probabilities \( \mathbf{y}^r \in \mathbb{R}^{\frac{T}{2} \times N} \) of all speakers. Finally, we employ binary cross-entropy (BCE) to calculate the loss between the outputs and labels.

2.3. Inference process

In the training process, the silence regions are removed in advance to ensure that the model focus on learning the difference between speakers. Therefore, in the inference stage, we also need an additional VAD model to identify the speech frames. Once we obtain enough speech frames that form a block, the TS-VAD model can take this block as input and produce the diarization results for this block. For convenience, we use the oracle VAD to remove the silent frames.

The inference is performed in a block-wise manner, where the block size is \( b \) seconds, the block shift is \( s \) seconds and...
three different thresholds are employed: the initialized TSEB. To update the target speaker embeddings, we compare the three steps: the number of frames, the TSEB can be updated in the following block. Since we have recorded the mean of the embeddings and the overlapping frames are excluded. Then we update TSEB as the frames of the new speaker in embeddings from this block, we can obtain the output sufficient, we can assume that there should be at most one new signal of the first seconds only contains one speaker, and we finally, update the mean of each target speaker embedding from the first block in the following steps:

1. Set \( k' = 1 \). Directly take the mean of the frame-level embeddings of the first \( s \) seconds as the target speaker embedding of the first speaker, and other target speaker embeddings are set to zero vectors. Also record the number of frames of the first embedding.

2. \( k' = k' + 1 \). Start to infer for the signal of the first \( k' \) seconds and obtain the output \( \hat{y} \in \mathbb{R}^{T \times N} \). If there exist some frames that the existence probabilities of all N speakers are lower than a preset threshold \( t_{low} \), we believe that these frames belong to a new speaker, and the corresponding frames in \( \hat{y} \) will be set to values of 1. Then, we update the TSEB using the binary decision of the output \( \hat{y} \) and the frame-level embeddings of the first \( k' \) seconds with equation 1. In addition, the number of frames of each speaker is also updated.

3. If \( k' \leq k \), go back to step 2. Otherwise, stop iteration and the target speaker embeddings obtained from the first block (the first \( ks \) seconds) will be used for inference of the subsequent blocks.

Next, the initialized target speaker embeddings in TSEB are the input for the next block. Since we set the block shift \( s \) small enough, we can assume that should be at most one new speaker in the next \( s \) seconds. After extracting the frame-level embeddings from this block, we can obtain the output \( \hat{y} \) with the updated TSEB. To update the target speaker embeddings, three different thresholds are employed:

- **Lower threshold** \( t_{low} \): If all N existence probabilities of a frame are lower than this threshold, assign a new speaker for this frame.
- **Upper threshold** \( t_{up} \): Only update the TSEB with the frames whose existence probabilities are greater than this threshold. (for higher purity)
- **Decision threshold** \( t_{d} \): The threshold that used to obtain the final diarization results from output \( \hat{y} \). Usually set to 0.5.

First, we compare \( \hat{y} \) with \( t_{low} \). If a new speaker is found, we assign the frames of the new speaker in \( \hat{y} \) with values of 1. Next, we compare the \( \hat{y} \) with \( t_{up} \) and obtain the binary decision, where the overlapping frames are excluded. Then we update TSEB with this binary decision and the frame-level embeddings of this block. Since we have recorded the mean of the embeddings and the number of frames, the TSEB can be updated in the following steps:

1. For each speaker, get the sum of all frame-level embeddings from TSEB given the mean and the number of all frames.
2. For each speaker, the sum of frame-level embeddings can be updated by adding the corresponding frame-level embeddings in the current block according to the binary decision of \( \hat{y} \).
3. Finally, update the mean of each target speaker embedding and the corresponding number of frames according to the binary decision of \( \hat{y} \).

Each time a new speaker is found, we will extract the output again for the current block with the updated TSEB. If TSEB has already contains \( N \) speakers, we will not add a new speaker. The inference and TSEB updating process can be iteratively performed until reaching the end of the signal.

### 3. Experimental Results and Discussion

#### 3.1. Dataset and Simulation

The experiments are conducted on the first channel of the AliMeeting dataset [22]. This multi-channel dataset contains 118.75 hours of speech data, and it is divided into 104.75 hours for training, 4 hours for evaluation, and 10 hours for testing. The number of participants within one meeting session ranges from 2 to 4. The duration of each session is about 30 minutes. The average speech overlap ratio is 42.27% for the training set and 34.76% for the evaluation set, respectively. More details can be found in [22].

We create a simulated dataset from the Alimeeting Train set, and the simulation process is as follows:

1. As each speaker in the AliMeeting dataset has a unique identification, we select all non-overlapped speech for each speaker from the AliMeeting Train set for simulation.

2. Extract the labels from the transcript of the AliMeeting Train set and remove all silence regions.

3. During the training stage, the simulated data is generated on-the-fly in an online manner, where we randomly choose a segment of the label and fill the active region with the continuous non-overlapped speech segments.

Finally, the Alimeeting Eval set is adopted for validation, and the Test set is employed for testing.

#### 3.2. Experimental Details

The architecture of the front-end module is the same as that in [23] except that we double the channel size. For the back-end, the Encoder is a 2-layer 4-head Transformer Encoder with a 1024 dimensional feed-forward layer, and the dropout is set to 0.1. The hidden size of the single BiLSTM layer is 128. The fully-connected layer projects the output from BiLSTM to a \( N \)-dimensional vector, where \( N \) is the number of target speakers. In our experiment, \( N \) is set to 4 as the maximum number of speakers is 4.

The model is directly trained on the simulated dataset for 20 epochs, where each epoch includes 25,600 simulated samples with a batch size of 16 and a learning rate of 0.0001. Later, we continue to train the model on the AliMeeting training set for 20 more epochs with a learning rate of 0.00001. The model is optimized by Adam with BCE loss. The input is a continuous 32-second speech signal, which means that the length of both \( X^l \) and \( X^r \) is 16 seconds. The acoustic feature is the 80-dimensional log Mel-filterbank energy with a frame length of 25ms and a frame shift of 10ms.

Due to the limit of the GPU memory, we cannot train the model with a very long signal. However, this will lead to a problem that \( X^l \) only contains one or two speakers with a short duration, and the back-end module only accepts one or two non-zero target speaker embeddings during the training stage. Therefore, our model only shows good performance for the 2-speaker sessions at first. To cope with this, we replace the \( X^l \) with a randomly simulated signal that contains three or four speakers, and the probability of replacing is set to 0.5.
During inference stage, we test different block size $b$ and block shift $s$. For the threshold, $t_{tot} = 0.5$, $t_{low} = 0.4$, $t_{up} = 0.7$ and $t_d = 0.5$. We only tune the $t_{low}$ and $t_{up}$ on the Eval set with grid search, whereas $t_{tot}$ and $t_d$ are set to 0.5 intuitively.

We use the Diarization Error Rate (DER) as the evaluation metric, where a forgiveness collar of 0.25 is employed.

The DERs with different block size $b$ and block shift $s$ is shown in Figure 3. When the block size $b$ is fixed, inferring with a smaller block shift $s$ shows better performance most of the time. The reason is that the block with larger block shift may contains more than one new speaker, which does not satisfy our assumption. The model reaches the lowest DER when $b = 16$ and $s = 2$, which means that latency of our method is 2 seconds, but we need the first 16 seconds for initialization.

4. Conclusions

In this paper, we propose an online TS-VAD method, where the target speaker embeddings are obtained in an online manner. In addition, the TS-VAD model and the speaker embedding extractor share the same front-end, which significantly reduces the computational cost as we do not need to extract the embedding with an additional embedding model. Experimental results show that the proposed method has superior performance to the offline clustering-based system. However, the ResNet-based embedding may not be the best choice as the ResNet front-end are not time-efficient for the online task. Besides, we do not make any assumptions about the target speaker embedding during the training stage in the future, we are going to employ a simpler front-end, e.g., d-vector [24], which may be more suitable for the frame-level embedding learning in this online scenario. In addition, we will design new objective function on embeddings to obtain a more stable TSEB during the inference stage. Finally, we can extend this method to multi-channel data with some modifications to the model architecture.
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