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This article presents an interdisciplinary overview of bias and fairness in robot learning, spanning technical, ethical, and legal challenges.
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ABSTRACT | Machine learning (ML) has significantly enhanced the abilities of robots, enabling them to perform a wide range of tasks in human environments and adapt to our uncertain real world. Recent works in various ML domains have highlighted the importance of accounting for fairness to ensure that these algorithms do not reproduce human biases and consequently lead to discriminatory outcomes. With robot learning systems increasingly performing more and more tasks in our everyday lives, it is crucial to understand the influence of such biases to prevent unintended behavior toward certain groups of people. In this work, we present the first survey on fairness in robot learning from an interdisciplinary perspective spanning technical, ethical, and legal challenges. We propose a taxonomy for sources of bias and the resulting types of discrimination due to them. Using examples from different robot learning domains, we examine scenarios of unfair outcomes and strategies to mitigate them. We present early advances in the field by covering different fairness definitions, ethical and legal considerations, and methods for fair robot learning. With this work, we aim to pave the road for groundbreaking developments in fair robot learning.
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I. INTRODUCTION

Robot learning has advanced tremendously in the last decade. From learning low-level manipulation skills [1], [2], [3] to long-horizon mobile manipulation tasks [4], [5], and autonomous driving [6], [7], [8], machine learning (ML) has accelerated the advancement in the entire spectrum of robotic domains. Much of this success has been fueled by data-driven learning algorithms, massive curated datasets, and the doubling of computational capacity each year. We also witness more and more learned robotic systems performing tasks in human-centered environments alongside humans. Notable areas include robots in collaborative manufacturing [9], agriculture [10], logistics [11], and search and rescue [12]. Along with these technical advances, studying the ethical as well as legal implications and accounting for fairness in ML algorithms is growing in concern. Several recent studies in different areas such as natural language processing [13], [14], [15], facial recognition systems [16], [17], [18], and risk assessment systems [19], [20] have demonstrated the vulnerability of these algorithms to biases, which leads them to exhibit discriminatory behaviors. Nevertheless, fairness remains little explored in the context of robot learning. ML primarily deals with data-driven algorithms such as image recognition and recommendation systems, where bias can manifest in data and algorithms. In contrast, robot learning also focuses on the adaptation of the robot’s behavior and their interaction with the environment and with humans, posing additional ethical concerns related to ensuring socially acceptable behavior and human safety. Accordingly, a robot can be defined as an embodied system capable of carrying out a complex series of actions autonomously. Robots as social agents can potentially...
replicate and even amplify human biases such as favoring particular groups of people or disfavoring interaction with specific users, frequently the less represented in the learning process. Fairness in robot learning is a critical area of research that will ensure safety and comfort around humans and enable ethical decision-making. Moreover, preventing and diminishing bias is essential for robot acceptance in human environments and under an appropriate legal framework.

Different technical factors influence a robot’s behavior during the development and deployment stages, as shown in Fig. 1. Unforeseen outcomes such as negative bias and discrimination require detailed investigation from a multidisciplinary perspective. Learning algorithms can leverage information to obtain an optimized model to perform the required task. At the same time, the learned model can encode bias through different sources such as societal, historical, measurement, and representation bias. Understanding the sources and types of bias in robot learning is crucial for creating strategies toward fairness-aware learning. Additionally, it is essential to determine the requirements to comply with the legal regulations.

The ethical research carried out thus far in robotics studies the consequences of deploying robots in social environments and the consequences of interacting with humans. The ethical dimension is part of the practical ethics field and its analysis involves social sciences, philosophy, and psychology. Based on the idea that solutions to bias and discrimination in robotics can be not only technical but also ethical, researchers seek to reflect on how to build fair interactions between humans and robots, the economic and social implications of deploying robots in social settings, and more importantly, what it means for a machine to behave ethically in crowded or personal environments.

In this work, we present an interdisciplinary overview of bias and fairness in robot learning. Our main goal is to provide a comprehensive review that explores technical, ethical, and legal considerations on the topic. We discuss early advances made in this area based on these three fields. We present ethical guidelines, and social and legal considerations, and propose a taxonomy of the types and sources of bias and discrimination in robot learning. Furthermore, we present different fairness definitions, metrics, and methods for fairness-aware robot learning. Based on the three typical stages in robot learning, we categorize bias into four levels: data level (data collection and processing), model level (during training and learning), implementation level (deployment and operation), and socio-structural conditions. We associate sources of bias to each category for clarity, as shown in Fig. 2. Additionally, we describe techniques for bias detection and mitigation for each of these levels. As a part of practical ethics, ethics in robotics or roboethics is a multidisciplinary field that aims to find practical ethical solutions to bias and discrimination in robotics. This article also presents the advances made so far in this field and its applications. Finally, we also present initial practices for fair robot learning. By compiling the ethical, legal, and technical approaches from this recent research topic, we aim to present an initial starting point for interdisciplinary advances toward fairness-aware robot learning.

This article is structured as follows. First, we outline this article’s survey methodology in Section II. Subsequently, we discuss the differences between fairness in ML and robot learning in Section III. In Section IV, we provide a detailed review of the types and sources of bias and discrimination in robot learning. We then discuss the challenges of fairness in robot learning in terms of strategies for detecting and mitigating bias. We also survey fairness metrics and frameworks for evaluation in Section V. In Section VI, we present relevant aspects of fairness in robot learning from legal and social perspectives. Section VII provides additional practices to consider for fair robot learning. We finalize this article in Section VIII presenting concluding remarks.

II. SURVEY METHODOLOGY

In this section, we outline the methodology that we used to select articles for our survey. We aim to cover the intersection of fairness, bias, ethics, and legal considerations in robotics, robot learning, ML, and human–robot interaction (HRI). We applied the following criteria.

1) **Bias sources and discrimination criteria:** We conducted a literature search on bias and discrimination in ML, combining it with relevant literature on bias in social robotics. We then analyzed these sources of bias and the resulting discrimination scenarios from the perspective of robot learning. The keywords used in this search were: bias in ML, bias in robotics, bias in robot learning, discrimination in ML, discrimination in robotics, and discrimination in robot learning. We studied articles that were published within the last 15 years. We used databases such as Google Scholar, IEEE, ACM, Scopus, and Taylor & Francis Online.

2) **Human-centric relevance:** We included articles examining fairness and bias within HRI, focusing on protecting the human being (required by ethical and/or legal standards). However, we excluded articles solely focused on physical robot attributes.
such as color or shape. We emphasized understanding and mitigating bias and unfairness in interactions between robots and humans or the social impact of robots’ behavior, rather than the physical characteristics of robots themselves.

3) **ML applied to robot learning:** Recognizing that bias and fairness have been extensively explored in the general field of ML, we included relevant articles that had the potential to be applied to robot learning. These articles were included if they offered insights, techniques, or methodologies that could be adapted or integrated into the development and training of robots to promote fairness and reduce bias in HRI.

4) **Ethical considerations in robot learning:** We explored relevant ethical guidelines for robotics, focusing on HRIs. When selecting relevant articles, we conducted keyword searches using terms such as roboethics, responsible robot systems, ethics of robotics, philosophy of artificial intelligence (AI), and philosophy in robotics. We also focused on searching for articles that explain the role of philosophy in the development and behavior of robots. We studied articles published within the last 15 years.

5) **Legal analysis:** We used databases such as SSRN, Taylor & Francis Online, and HeinOnline and searched for the following keywords: discrimination, fairness, robotics, and regulation. We excluded articles on product safety. We did not restrict our search to a specific period, but most articles were published in the last 20 years. In total, we selected 35 articles for our analysis.

### III. FAIRNESS IN ML VERSUS ROBOT LEARNING

While ML and robot learning share similarities, they address different tasks with unique characteristics. We distinguish robot learning models from other ML models by their operational context and summarize these differences in Table 1. Traditional ML primarily operates on nonembodied systems, and human–computer interaction (HCI) is typically characterized as static. In contrast, robot learning focuses on embodied systems, which often exhibit autonomous execution of actions and the capacity for dynamic interactions with their environment and with humans. Specifically, ML models are primarily data-driven algorithms that learn patterns and make predictions from the input data. They are often used for image recognition, natural language processing, recommendation systems, etc. In HCI, ML enhances user experience by personalizing content and enhancing system performance.

In contrast, robot learning models enable robots to adapt to their environments and interact with humans. Besides data analysis and prediction, robot learning focuses on the ability of robots to make decisions and
take actions in the real world. In HRI, robot learning plays a critical role in enabling robots to be more socially aware and capable of collaborative tasks with humans. Robot learning models can also be developed for physical interaction with humans. They learn not only from data but also from human guidance and feedback. In HRI, robot learning is essential for enabling robots to adapt their behavior based on social cues, human preferences, comfort, and safety considerations during physical interactions. Addressing ethical and social concerns, ML models deal with bias, privacy, and fairness, mainly when deployed in decision-making systems. Robot learning models raise additional ethical and safety considerations such as ensuring that robots behave in a socially acceptable manner, respecting personal boundaries, and prioritizing human safety during physical interactions. HRI research focuses on these aspects to create robots that enhance human well-being and safety.

IV. TYPES AND SOURCES OF BIAS AND DISCRIMINATION

From a societal perspective, “bias” can be defined as the tendency to weigh disproportionately in favor or against groups of people, causing prejudicial or discriminatory situations. Similarly, in ML and AI, bias refers to when a model systematically and unfairly treats specific individuals or groups of individuals in favor of others [21]. As a result, a series of discriminatory situations has arisen due to unintended and intended biases that have affected numerous people. Discrimination is the final act or result of bias. Contrary to “bias,” discrimination is a well-known legal concept and most countries have enacted some form of antidiscrimination legislation [22], for example, discrimination based on sex/gender [13], [16], [23], discrimination in algorithms for job recruitment [24], [25], and many other contexts. This issue has led to widespread concern as it perpetuates historical injustices and inequitable social structures. Thus, researchers from multidisciplinary fields have argued that it is essential to identify its causes to prevent discrimination in ML and AI. We can observe a similar trend in the field of robot learning. As social robots and other autonomous systems such as self-driving cars are increasingly being developed, it is crucial to set out for a comprehensive understanding of sources of unwanted consequences, namely, bias [26], [27], [28], [29], [30].

In this section, we present a review to recognize potential types and sources of bias in the field and discriminatory situations in robot learning. Importantly, in many of the scenarios described, we do not exclusively find a single bias at work but many of the biases described here are interconnected, both conceptually and in how they may impact actual robot learning. Despite this substantial overlap, we find that a taxonomy of the various biases is nevertheless important as this provides the conceptual basis for designing and justifying specific interventions targeted at mitigating specific biases. Ideally, some of these interventions may mitigate several biases that work in concert at once. In many cases, however, targeting specific biases may also help for overall bias mitigation.

A. Bias in Robot Learning

Most robot learning algorithms follow the data-driven paradigm. This allows robots to automatically learn from data using guidance or supervision to optimize the models for specific tasks such as navigation. For instance, supervised learning approaches utilize datasets containing data and the corresponding annotations. This annotated data is then used to learn a model that generates the desired output. Other learning approaches, such as reinforcement learning (RL) and imitation learning (IL), do not require the labeled input–output data pairs. Instead, these approaches use the experiences of an agent performing actions as the learning guidance. In RL, the agent takes actions in an environment, and a reward function punishes or encourages the decisions to maximize the notion of cumulative reward to obtain an optimal model. With inverse RL approaches, IL aims to optimize a model to generate actions that imitate an example behavior. In this case, instead of using a reward, the reward function is inferred from a set of expert examples. The idea is to mimic by recovering a cost function that explains the observed behavior [31], [32].

Since these approaches use the data-driven paradigm, the first natural source of unfair results in robot learning is data containing human biases or datasets without fairly represented samples. Learning algorithms can significantly replicate and even amplify unfair situations explicitly or implicitly included in the utilized data, which constitutes a data-level bias as described in Section IV-B. In addition to data-related bias, learning approaches are susceptible to finding over-associations to features related to a particular characteristic such as race, age, or gender, and the prediction task, which constitutes a model-level bias as detailed in Section IV-C. Furthermore, the intermediate representations of learned models are challenging to interpret, and the models are often considered black boxes where understanding the inside representations is not a priority. Therefore, learned models have challenges regarding explainability, leading to challenges in determining the reasoning behind biased outputs. We categorize these challenges that make robot learning prone to yielding biased behavior after deployment as implementation-level bias, described in Section IV-D. Moreover, it is important to acknowledge that, as humans naturally shape their social perceptions in diverse ways, socio-structural conditions can permeate the robot learning process, introducing an additional dimension of bias as described in Section IV-E.

B. Data-Level Bias

Most learning approaches require a large amount of data so that the model learns to yield the desired output.
In robotics, the data are used to learn models for navigation, decision-making, manipulation, and other tasks. This data is collected as samples from the real world, simulations, or recordings during experiments in controlled environments. In the case of data gathered from the real world, the process itself can reproduce biases, reflecting human-biased behaviors. The possible situations to simulate are limited in the case of data collected from simulation and control experiments. Therefore, only limited segments of the real-world scenarios are included in the learning process, and deploying a robot in new environments is challenging due to the mismatch in data distribution. Additionally, when using human behavior and interaction data, it is also essential to collect a representative sample in a dataset that accurately depicts the general population. Training a model with data that misrepresent the population leads to optimization for the more represented groups to increase the general model performance, leading to poor prediction accuracy for the less represented group. The data used for robot learning are generally sensitive to historical human biases and incomplete or unrepresentative training data.

Some works include fairness-sensitive features in robot learning algorithms. For example, Patompak et al. [33] use a gender-specific behavior for navigation. Subsequently, Hurtado et al. [34] analyze the challenges of using these explicit features regarding social implications. Most robot learning algorithms do not explicitly use the so-called “protected” attributes to train the model. For example, using “age” as an attribute to learn navigation models is not common. On the other hand, it is more common that the learned models rely on raw input data. Nevertheless, the absence of explicitly encoded attributes in the input does not protect the output against bias related to these attributes. Unwanted discrimination can result in high relations between features and the task goal. For instance, even if we do not use gender as input to train a navigation model from human demonstrations, the model may learn “notions” of gender from the implicit information in the data. On top of that, data disparity can occur even if we do not use protected attributes related to an underrepresented group. Since the learned model aims to fit the training data and any training data are prone to contain bias, the models are susceptible to replicating the biases in data. Furthermore, learning models can also amplify societal stereotypes by using associations that might result in accurate but unfair performance. Even though bias is not always designated as negative, it is unfair when there is no valid reason for different outputs. Therefore, in data-level bias, the model-biased output results from bias in the input data.

C. Model-Level Bias

In many robot learning scenarios, detecting bias in the input data is challenging. For instance, if we use human demonstrations of navigation trajectories to learn robot navigation, the resulting model can encode the gender attribute. The unwanted attribute encoding is prone to emerge in the model even if humans can not differentiate a feature such as gender, solely from trajectory data. With the resulting model, the robot might make decisions based on the implicitly learned attributes and produce unfair outcomes. Different factors such as redundant encodings or design choices during the robot learning process can lead to the model containing associations between specific robot actions and protected attributes. Therefore, a model that relies on fairness-sensitive features is susceptible to cause discrimination. As a result, the learned model itself is learned to retain encoded biased representations.

Formally, in model-level bias, the learned representation captures a bias-related attribute, which later contributes to the model prediction. This bias also prevents the model from learning richer representations since it incorrectly limits the optimization toward unwanted input–output associations. For example, a robot vision system that learns to identify pedestrians and relies on detecting specific skin colors [35]. In such cases, it is ideal that the prediction outcome discrimination is detected and removed from the model perspective. Approaches to mitigate model-level bias are divided into in-processing and implementation. These approaches recognize that modeling techniques can lead to biased outputs by dominant features, and distributional effects, or aim to produce accurate and fair models by finding a balance between accuracy and fairness model objectives. Moreover, model-level techniques tackle situations in which novel scenarios or situations appear, and it is necessary to adapt the learned model. These approaches tackle this challenging problem by often incorporating one or more fairness metrics into the model optimization function. Therefore, the goal is to maximize both performance and fairness notions.

D. Implementation Bias

Implementation bias refers to the potential bias that can occur during the deployment and operation of a robot in real-world settings. While data-level and model-level biases are primarily concerned with biases present in the training data and the learned models, implementation bias deals with the bias that can arise when these models are put into practical use. The transition from a controlled environment, where training data are collected, to real-world deployment can introduce a range of challenges and biases. Examples of these are as follows.

1) Explainability and interpretability: When a robot exhibits unfair behavior, it can be challenging to precisely determine the reasons behind its actions. Robot learning models, particularly complex ones, often lack transparency, making it difficult to discern the exact decision-making process that led to unfair outcomes [36].

2) Changes in the environment: Real-world environments are often more complex and unpredictable than...
controlled training environments or simulations [37]. These discrepancies can lead to biases in system performance as the model may not have been adequately exposed to the diversity of scenarios it encounters during deployment.

3) User interaction bias: How users interact with the robot can also introduce bias. User behaviors, preferences, and cultural differences can affect the robot’s response, potentially leading to unfair or unintended outcomes [34].

4) Domain adaptation challenges: The real-world context is dynamic, requiring the model to adapt [38], [39]. The process of adaptation itself can introduce bias if not carefully managed, as the model may make adjustments based on recent data that reinforce existing biases.

5) Feedback loops: Biases can be perpetuated through feedback loops [40], [41], [42]. For example, if the system is used to interact with a particular group more frequently, it may become increasingly tailored to that group's needs, unintentionally neglecting the needs of underrepresented groups.

E. Socio-Structural Conditions

It is well-known that humans themselves are the main sources of bias. These biases are often regarded as inherent characteristics of humans. Therefore, they have been analyzed from both cognitive and anthropological perspectives. In general, those biases resulted in people's judgments and decisions regarding the world and people around them [43]. These judgments can be of a positive or negative nature and can be shared by large groups of people with similar characteristics. When they are negative, it results in cases of discrimination, segregation, and intolerance toward certain populations. Then, a series of structural inequalities in society emerges. Simultaneously, these biases also affect social institutions, practices, and attitudes [44]. It is introduced into a robot learning system either via a prejudiced individual, consciously or unconsciously, or via society at large.

F. Sources of Bias

The sources of bias have been primarily studied in fields such as ML and AI. Recent works have analyzed data biases [45], [50], [51] presenting complete lists of different types of biases and their corresponding definitions, whereas, in robot learning, there have been no detailed and extensive studies on the sources of biases. The presence of robots in social contexts has recently motivated studies on the possible sources of bias and its impacts. Recent studies regarding biases in social robotics highlight potential sources of bias in this field, as well as their consequences [30], [52], [53], [54], [55]. These studies demonstrate the critical need to evaluate HRI as a sociocultural activity. Therefore, recognizing the benefits or prejudices it may generate should be integral to responsible development. Multiple factors such as data, user behavior, training models, or learning approaches can be sources of bias. In the following, we categorize the sources of biases in robot learning and their effects on the behavior of robots as well as the effects on society. Some of these biases come from similar sources and produce similar effects. Although the sources of bias come from different problems, the results can be similar. Table 2 further summarizes the different sources of bias and their relationships.

1) Representation Bias: It occurs because developers define and sample from a population based on certain general characteristics of specific groups of people, such as their geographical area. For instance, Brandão et al. [56] show such a simulated scenario where a rescue robot uses geographic population data from the census to search for victims who might need medical assistance after an earthquake. As the spatial distribution of the population within the census data is based on variables such as age, ethnicity, and gender, the nonuniform distribution leads to bias in the variables used for path planning, resulting in biased decisions that can affect specific populations more than others. In such extreme cases, representation bias leads to inequality, which could put people's lives at risk.

2) Measurement Bias: It arises when the data collected for training (testing phase) significantly differ from the characteristics of the social context where the robot is deployed [45], [50], [57], [58], [59], [60]. There is a growing interest in developing healthcare robots for use in healthcare environments such as hospitals. One of those robots may be developed to monitor patients' vital signals such as blood pressure and temperature. However, during the development phase, the robot was primarily tested on healthy individuals. When the robot is deployed in a real-world healthcare setting, it can encounter a diverse patient population, including people with severe health problems. The robot may provide inaccurate measurements for these diverse patients in this scenario.

3) Sampling Bias: It arises from how data is selected and does not achieve adequate randomization, making some population members or specific environmental characteristics less likely to be included in the sample [49]. As a result, inaccurate training data distribution does not resemble the actual environment where robots will be deployed. As each population and social environment has its characteristics, the algorithms in robots should be able to recognize these characteristics.

4) Historical Bias: It refers to the bias arising from sociocultural inequalities that are contingent on historical events and are reflected in the historical data used to train algorithms. This type of bias originates from preconceived notions or prejudices. Even when data are accurately measured and sampled, learning robotic skills and behavior from this historical real-world data can lead to unintended and unforeseen consequences [61], [62]. Furthermore,
biases from the past can be perpetuated into the future through robots deployed in human environments. For example, Howard and Borenstein [63] present an example of how historical bias can be transferred through algorithms in robotics. They argue that a package delivery robot trained with spatial data similar to that used in other ML contexts, such as predicting a defendant’s future risks or misconduct, might make unfair judgments about which city areas are considered safe or unsafe. Historical bias can lead to situations that adversely affect communities that have been historically discriminated against. Therefore, it is crucial to ensure that the presence of robots in public spaces does not perpetuate or exacerbate stereotypes that society seeks to eliminate.

5) Aggregation Bias: It occurs when incorrect conclusions are drawn for one group of people based on observations made from other groups [45], [50]. For example, recent work has demonstrated evidence of bias in the pedestrian recognition system of self-driving cars [64]. While deep learning approaches for object detection have facilitated significant advancements, the lack of diverse data from certain populations, such as people of color, can lead to misidentifications. This is primarily due to the concentration of technological development and data collection in geographical areas with predominantly lighter-skinned communities, which affects the accuracy of recognition for all the other diverse groups. As a solution to this type of bias, Wilson et al. [35] present results from experiments involving eight AI models used in the state-of-the-art object detection systems. They also introduce the concept of “predictive inequity” for detecting pedestrians with different skin tones.

6) Algorithmic Bias: Algorithms play an essential role in the functioning of robotic systems, and algorithms can amplify data biases in the data. The study of algorithmic bias concerns algorithms that reflect systematic and unfair discrimination. Some researchers [65] argue that algorithms are neutral and unbiased as algorithms are treated as black boxes. However, algorithms can acquire human biases [66]. Ethical research advocates for algorithms’ transparency to solve the bias problem.

7) Evaluation Bias: It arises during the evaluation of algorithms. This assessment is typically carried out using benchmarks that disproportionately and incorrectly measure the performance of algorithms [34]. For instance, bias can be acceptable if its use is appropriately justified or unacceptable if it replicates, promotes, or amplifies social discrimination. Hurtado et al. [34] present an example of evaluation bias using an algorithm that implicitly incorporates social dynamics through a learned model to guide a mobile robot to a destination. The algorithm subdivides the personal space of people into an HRI zone and a private zone where the robot cannot navigate [33]. As the algorithm's goal is to choose an optimal navigation strategy, the bias leads to robots having a greater distance from women than men. In this article, the authors argue that there are no reasons to justify this gender bias that affects the robot’s interaction with women.

8) Developers Bias: Biases arise not only due to data but also from the developers or creators. This type of bias can be categorized as implicit and explicit biases. Implicit bias refers to software or robot engineering choices (e.g., feature selection or design choices regarding the appearance of a robot) that are not explicitly motivated or discussed but are induced by developers acting on cognitive biases influenced by their individual beliefs, actions, cultural, and societal context. These biases indirectly affect how models are adapted [49]. Explicit bias is sometimes consciously put into models by their developers, aiming to reduce certain types of inequalities or under-representation in data.
samples. Recent research [67], [68] has also exposed that explicit bias often comes from a lack of diversity in research groups in robotics. Consequently, a small homogeneous group decides the type of data, societal and demographic characteristics, and populations to be analyzed.

9) Societal Bias: It occurs when judgments or actions of people influence the behavior directly from users. When robots are deployed in the real world, they can indirectly learn biases that directly come from society [21]. They also reflect the personal biases of individuals who interact with the robot. This is particularly important because robots are not intended to replicate unethical aspects of society. Their participation in society is to be machines that help people to perform tasks or make their lives easier. To fully accomplish this task, social biases must not influence their behavior.

G. Types of Discrimination

All different types of bias can lead to discrimination. Discrimination is not static; its causes and manifestations vary in a social context. Its resilience is rooted in the self-perpetuating nature of power and the inherent or social biases carried out by individuals and groups of people. Therefore, discrimination denies opportunities to members of one group that may be readily available to other groups. Conversely, bias is the preference that individuals have for certain groups of people, objects, and social contexts based on their interests. Consequently, actions stemming from these preferences can be interpreted as instances of discrimination. Some of this bias can occur unintentionally, while personal interests, cultural backgrounds, and the broader concept of cultural relativity may drive others.

In robot learning, discrimination results from bias, and its consequences are linked to discriminatory behaviors in robots. This makes the robot more efficient for a particular group of people than other groups. Since robots are expected to be in critical human scenarios [69], developers need to consider the possible types of discrimination. Notably, there are many potential ways in which robots can be taught to do something immoral, unethical, or just plain wrong. If developers are aware of the potential discriminatory scenarios, they can account for how the robot should interact fairly and equitably. Although the possible discrimination scenarios in robot learning have not yet been studied in-depth, in autonomous mobile robots such as self-driving cars, there is recent work in this area [70], [71], [72], [73], [74]. Nevertheless, the types of discrimination can be extrapolated to other robot learning applications such as assistive and service robots. In the following, we describe the types of discrimination that may occur in robot learning due to biases.

For the sake of clarity, we deem it important to elucidate the concepts that we use for categorizing the types of discrimination presented in this section, which are drawn from the ML, ethical, and legal fields, such as “explainable/unexplainable,” “justified/unjustified,” and “just/unjust.” While “justified” and “unjustified” are specific concepts within the realm of discrimination law, “explainable” and “unexplainable” are used in the context of “justified” and “unjustified” in ML [45]. As for “just” and “unjust,” they pertain primarily to the field of ethics. However, discussing this terminology may lead to misunderstandings. Justified decisions are reasoned decisions. Thus, there must be an objective reason for the difference in treatment [75]. However, this may not necessarily be perceived as ethically correct. In fact, some justified decisions can be perceived as unjust. In ethics, “just” and “unjust” refer to the moral evaluation of actions and decisions based on moral principles. The actions that are seen as fair and equitable are just, while those actions seen as unfair and morally wrong are unjust.

To clarify, “explainable” decisions refer to those where the decision-making process can be understood and articulated, which may contribute to them being perceived as “justified” in a legal context when they adhere to established laws and regulations. However, this does not automatically imply that these decisions are “just” from an ethical standpoint, which would involve complex moral evaluation and—potentially—arbitration between conflicting ethical positions. Conversely, “unexplainable” decisions lack this transparency, making it challenging to ascertain their justification or ethical standing. We distinguish between “justified” (legal adherence) and “just” (ethical evaluation) to clarify this nuance. Although these different notions must be seen and understood in their specific disciplinary contexts, we aim to bring them together in this section as they all seek to distinguish between acceptable and unacceptable differential treatments.

1) Direct Discrimination: It occurs when robots treat people unfairly considering their protected characteristics [76]. In this case, discrimination arises from procedures that explicitly use sensitive attributes such as race, gender, socioeconomic status, geographical area, and other factors, for tailored autonomous decision-making. In self-driving cars, direct or intentional discrimination concerns seemingly justifiable, even permissible, forms of active discrimination that involve justified benefit to a reduced group of people [71]. However, the algorithm should not use protected characteristics to distinguish individuals. Research in this area has shown that equality of opportunity is a helpful concept to avoid discrimination in autonomous vehicles [73].

2) Indirect Discrimination: It arises when robots do not explicitly use protected characteristics to guide their decision-making, but instead rely on how they interact and classify different groups of individuals according to their protected characteristics [76], [77]. In ML, indirect discrimination has caused, for example, certain groups of people to be excluded from a job or denied credit. Borgesius et al. [78] present an example of how an ML system that predicts who is eligible for a bank loan and
who is not can generate indirect discrimination. They showed that even if the training data do not contain information about protected characteristics, the ML system learns that people from certain postcodes were likely to default. Here, it seems reasonable to assume that there is no discrimination. However, the postcode may correspond with racial origins. In this case, the decision is causing harm to people of specific racial origins. A similar scenario can occur in robot learning. For instance, Skewes et al. [79] present the example of a robot conducting job interviews. They aim to present a method to avoid possible bias called fair proxy communication. This form of communication seeks to eliminate implicit biases that produce indirect discrimination by recognizing them to inform new possible interventions to reduce the possible harm.

3) Explainable Discrimination: It refers to justified discriminatory robot behavior and occurs, for example, when developers use protected characteristics to influence robot decision-making to achieve fair outcomes [77], [80]. One of the most crucial abilities a personal robot requires when engaging with humans is the ability to distinguish them to promote well-being and adapt its interaction according to the user's necessities and preferences [81]. However, these personal characteristics cannot cause segregation, and their use must be just. When developers incorporate specific protected characteristics into the robot's decision-making algorithms, they must ensure a robust justification for their application and assess the scenarios upon which their application is grounded. This is essential to achieve heightened advantages and guarantee nondiscrimination for the users. For instance, developing robots capable of recognizing individuals with disabilities will foster a sense of inclusiveness for these individuals while using them. Setchi et al. [82] present an intriguing perspective on explainable robotics. They argue that creating methods and algorithms for generating explanations is essential to ensure robots work safely and reliably with humans. These explanations allow robots to operate in different scenarios and communicate their decisions to humans, further facilitating effective HRI.

4) Unexplainable Discrimination: It refers to unjustified and unjust discriminatory robot behavior targeted at a group that is underrepresented. More specifically, it arises when robot decision-making is based on the user's protected characteristics such as gender, race, disabilities, religion, and other characteristics, and different treatments cannot be explained by objective and adequate reasons, therefore unexplained, unjustified, and unjust. This type of discrimination can be illegal in specific contexts [80], [83], [84].

V. DETECTION AND MITIGATION

Despite recognizing fairness as an essential value, fairness in robot learning is still in the early stage of research. We find fairness concepts only included in a few cases in different learning stages through all learning techniques [34], [56], [73], [85]. More considerable research advances exist in algorithmic fairness [86], [87], [88]. Such an example is algorithmic fairness in natural language processing, where discrimination is more explicit, and techniques for prevention and correction are more explored [14], [15].

In the specific case of robotics, ethical scenarios are studied in autonomous driving, given the high interest in this topic and the general concern regarding safety [35], [89]. Moreover, different works on this topic analyze the social implications, moral dilemmas, and the requirements that build the confidence needed to incorporate autonomous vehicles in real-world scenarios and safely operate around humans [90], [91], [92], [93], [94], [95], [96]. Some other works in robotics concentrate on the physical characteristics and the assigned task that a robot should perform and provide the ethical implications [97], [98], [99]. Our approach in this article is to collect the methods used to measure fairness in learning models and include fairness awareness in the context that can be applied in different stages of the robot learning process. Since learning algorithms constitute such an essential component in robot development, this work aims to provide an initial guide specifically for learning methodologies that contribute to widely benefiting humans across their demographics, characteristics, and diversity.

A typical and simplified robot learning process consists of three main stages: dataset construction or demonstration data collection, model training, and inference as shown in Fig. 3. We previously identified bias at three levels in the robot learning process throughout different learning techniques: data level, model level, and rectifying level. We use these stages prone to bias to categorize the explored methods for fair robot learning and review bias detection and mitigation strategies, as shown in Fig. 4. We additionally survey different metrics proposed to measure model fairness and simulation and testing environments for fairness in robot learning. Table 3 presents an overview of different methods for bias detection and mitigation.

A. Fairness Metrics

Measuring fairness in learning algorithms is a challenging task that remains an active area of research. Currently, there are no conventional fairness definitions or metrics for robot learning. Nevertheless, generating a single metric that satisfies fairness across social situations, cultures, and diverse individuals is unfeasible. Robots operating
in real-world social scenarios must account for different perspectives to fulfill human safety and comfort standards. Thus far, multiple fairness metrics have been studied and proposed in the context of computer science and algorithmic fairness. Additionally, fairness metrics have been proposed in human–robot collaboration setups and as subjective questions to address fairness in the robot’s performance.

Selecting the right fairness metric is another open challenge for fair robot learning. Not only can the fairness metric change across specific tasks, but it is also goal and context-specific. Besides the social-related difficulty, it has been shown that it is not feasible, from a technical point of view, to satisfy all fairness definitions simultaneously [100]. An interdisciplinary approach supported by the definitions and explanations helps select the appropriate fairness metric and further interpret it. Accurate metric interpretation is key to localizing sources of bias and how to mitigate the effects. Additionally, fairness metrics should be diverse, dynamic, and easily adaptable to novel social scenarios [101]. After evaluating different fairness metrics, Hinnefeld et al. [102] provide a set of warnings when selecting the appropriate approach. The authors found that in the cases where accuracy should be equal across groups of interest, most metrics are appropriate, and the interpretation is straightforward. Nevertheless, in the contrary case, such as in many robot scenarios, fairness metrics interpretation is challenging, and the intervention of human experts might be required.

1) **Fairness Metrics Based on Performance Quality:** Various fairness metrics in ML that rely on performance quality such as the model’s accuracy or error rate can be employed in robot learning. These metrics are particularly useful for assessing fairness with respect to the model’s performance. In the following, we define these metrics and include examples in the context of robot learning.

1) Individual fairness is based on providing similar outcomes to similar individuals. Therefore, it measures the similarity distance between the individuals and the distance between the possibilities of obtaining outcomes assigned to them. Then, individual fairness estimates how distanced they are [129]. This can be measured by comparing input and output distributions with a statistical distance. However, previous work points out that individual fairness provides a problematic definition of fairness. The main concerns include the insufficiency of similar treatment and finding suitable similarity metrics [130].

2) Group fairness is also known as statistical fairness and it is widely used as a fairness definition [131]. Different group fairness metrics are proposed based on subgroups, usually chosen with sensitive attributes such as race or gender. These metrics use terms such as the rate of false positives (FPR) and false negatives (FNR). FPR is the probability of falsely obtaining a positive result and it is calculated as

\[
FPR = \frac{FP}{FP + TN} \quad (1)
\]

where FP and TN are the false positives and true negatives, respectively. Similarly, FNR indicates the probability of being incorrectly assigned as negative and it is defined as

\[
FNR = \frac{FN}{FP + TN} \quad (2)
\]

By quantifying the incorrect results across different subgroups, the following group fairness metrics indicate the presence and proportion of disbalance in the intended functioning of the algorithm. A related metric known as miss rate (MR) is commonly used to evaluate pedestrian detection performance. This metric is defined as

\[
MR = 1 - FPR. \quad (3)
\]

It measures the percentage of pedestrians that go undetected. In a recent study on autonomous driving, the MR was utilized to identify a notable bias in current pedestrian detectors, negatively affecting children and individuals with darker skin tones [111].

1) **Fairness through unawareness:** We can obtain a fair learned model by omitting explicit information from sensible attributes [105]. With fairness through unawareness, we expect that the users in the subgroups \( A = 0 \) to have an equal probability of being
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Table 3 Summary of Different Methods for Bias Detection and Mitigation in Robot Learning. We Classify the Current Methods Into Three Different Levels in the Learning Process: Data Level Preprocessing, Model Level In-Processing, and Model Level Implementation, and the Type of Problem: Detection and Mitigation.

assigned the same model prediction distribution as the entire users, such that

\[ P(\hat{Y}|A=0) = P(\hat{Y}) \]  

Nevertheless, it has been shown that ignoring the sensitive attributes does not guarantee that the learned model is fair [108]. Even though this comparison is difficult to achieve, it is usually a good practice to prevent the inclusion of sensible attributes into the learning process unless a human expert has a valid reason to do so.

2) Demographic parity is a metric that assesses whether robot decisions have a similar effect across different groups of people. It is satisfied if the results of a learned model do not depend on protected attributes [106], [107]. It is formally defined as

\[ P(\hat{Y}|A=0) = P(\hat{Y}|A=1) \]  

With demographic parity, we aim that the subjects in groups \( A = 0 \) and \( A = 1 \) have an equal probability of being assigned to a correct positive model prediction \( \hat{Y} \). Therefore, it promotes the true positive rate (TPR) to be the same for each subgroup such that

\[ \text{TPR}_{(A=0)} = \text{TPR}_{(A=1)} \]  

In robotics, this can be correct functioning, completing the main goal, or adequately interacting with a user. For instance, a robot ideally interacts equally with users regardless of skin color. Therefore, demographic parity requires an equal proportion of positive robot performance throughout the groups of interest. However, achieving this absolute equal proportion in the real world is not feasible. Instead, an approach that aims to minimize the TPR gap is accepted, or a threshold \( u \) is accepted such that

\[ \frac{P(\hat{Y}|A=0)}{P(\hat{Y}|A=1)} \geq u \]  

where, as disparate treatment, it is usually accepted that \( u = 80\% \). Demographic parity is helpful for reasoning about the inequities and monitoring the robot decision-making process. However, the main risk in using demographic parity as a fairness definition is a generalization. For instance, if a user with a disability requires personalized interaction, the overall fairness evaluation with demographic parity will be affected [108]. Therefore, satisfying democratic parity does not necessarily certify a fair robot model.

3) Equalized odds requires the positive outcome to be independent of the protected class \( A \), conditional on \( Y \) being an actual positive, and it is defined as [108]

\[ P(\hat{Y}|A=0, Y=y) = P(\hat{Y}|A=1, Y=y), \quad y \in \{0, 1\} \]  

This metric compares both the TPRs and FP rates for different subgroups of interest such that

\[ \text{TPR}_{(A=0)} = \text{TPR}_{(A=1)} \]  

\[ \text{FPR}_{(A=0)} = \text{FPR}_{(A=1)} \]  

This is a rigorous fairness metric since it aims to minimize the gap in both TPR and FPR. Therefore, the
performance of the main task can be affected while increasing this fairness metric.

4) Equal opportunity promotes that each group should get a positive outcome at equal rates, assuming that there are reasons for individuals to belong to this subgroup. Different from equalized odds, this metric accepts that different groups can have different output distributions and it is defined as

\[
P \left( \hat{Y} = 1 | A = 0, Y = 1 \right) = P \left( \hat{Y} = 1 | A = 1, Y = 1 \right).
\] (11)

The main drawback when using this metric to evaluate the learned model is obtaining a high FPR. In this case, the overall model accuracy decreases, affecting the performance of the main task. A clear example of this case is the gender and racial gap in facial recognition performance [109]. If we optimize the current model for equalized odds, the overall face recognition performance will decrease.

5) Predictive quality parity, also called predictive rate parity, allows for determining if the quality or precision rates are equivalent across different groups [110]. The quality is measured as the performance of the learned model by comparing predictions and ground truth. We can use metrics such as accuracy, precision, recall, or F1 to obtain the quality rate, depending on the task. In robotics, for example, this metric is satisfied if the quality of the robot’s actions is the same for different genders.

2) Fairness Metrics for Collaborative Teams: One aspect of HRI involves human–robot teams collaborating toward a shared objective. Within this context, more specific fairness metrics are proposed. Chang et al. [113] propose fairness as a measure dependent on the robot’s level of effort and the fluency of its actions in human–robot teamwork. Fluency refers to the smooth coordination of actions among teammates, resulting in a high degree of synchronization [114]. On the other hand, effort denotes the robot’s deliberate attempts to accomplish its tasks. In this setup, Chang et al. [113] suggest evaluating fairness by considering workload, capabilities, and task types within a human–robot collaborative setting.

In terms of fairness, an optimal workload distribution is relevant given that excessively high or low workloads can adversely affect performance. The authors introduce the equality of workload metric denoted as \(E_w\), which is computed as follows:

\[
E_w = \frac{\#CR - \#CH}{\#A} \quad (12)
\]

where \(\#CR\) is the number of subtasks completed by the robot, \(\#CH\) is the number of subtasks completed by the human, and \(\#A\) is the total number of actions or tasks. \(E_w\) aims to equalize the distribution of subtasks among team members, regardless of the task type and their capabilities.

Similarly, it is crucial to allocate tasks based on team members’ capabilities. The equality of capability metric \(E_c\) can be used for this measure, which is defined as

\[
E_c = \frac{\# (CR \cap SR) - \# (CH \cap SH)}{\#SR - \#SH} \quad (13)
\]

where \(\#CR\) and \(\#CH\) are the unique sets of subtasks completed by the robot and human, respectively, \(SR\) and \(SH\) are the sets of strengths for the robot and human, and the intersection operation \(\cap\) denotes the common elements between two sets. This metric aims to balance the distribution of subtasks that align with each team member’s skills, such as task completion time, accuracy, throughput, and task difficulty levels.

Lastly, fairness can also be related to the equal access each team member has to specific types of tasks. This can be measured with the equality of task-type metric \(E_t\) and is defined as follows:

\[
E_t = \frac{\# (CR \cap T_i) - \# (CH \cap T_i)}{\# T_i}; \quad i = 1, 2, \ldots, n \quad (14)
\]

\[
E_t = \alpha^T [E_1, E_2, \ldots, E_n] \quad (15)
\]

where \(E_i\) is the equality value of each task type, \(CR\) and \(CH\) are the unique sets of subtasks completed by the robot and human, respectively, \(T_i\) represents a set of the same task type, and \(\alpha\) denotes weights of importance for each task type with the weights summing to 1. This value attempts to equalize the distribution of subtasks across various task-type categories among team members. This metric ensures that all team members have equitable opportunities and cost-sharing in the context of task assignments.

3) Subjective Metrics for Fairness: Fairness is a subjective concept influenced by individual, contextual, and cultural influences. Therefore, one approach to assess this subjective aspect of fairness is to conduct user studies using questionnaires. These surveys collect information regarding how participants perceive the robot’s behavior, performance, and overall decision-making concerning fairness [115].

Questions that might be included in the surveys are as follows.

1) “Overall, how much do you trust the robot?”
2) “How was the overall experience?”
3) “How would you define the role of the robotic agent?” [116]

A study in the field of service robots explores the extent to which efficient resource delivery by a service robot influences perceptions of unfairness and how this perceived unfairness affects HRI. The authors found that, even when a robot performs efficiently from a technical perspective,
individuals may still perceive it as unfair, particularly when its actions lead to negative personal consequences. As a result, this perception of unfairness has a negative impact on the overall perception of the robot [115].

4) Simulation and Evaluation Frameworks for Robot Learning: Simulation and evaluation frameworks play a crucial role in developing robots capable of operating accurately and safely while following social norms. These frameworks offer a controlled and adaptable training and testing environment, enabling the assessment of factors such as dataset composition, task design, and algorithmic choices’ impact on biases and fairness issues in robot learning models.

Although existing frameworks may not explicitly address bias and fairness scenarios, they hold great potential for future research in this domain. These frameworks create a controlled and adjustable environment that defines robot behavior, potentially promoting ethical considerations and reducing harmful biases. For example, consider a scenario where a robot is being trained to assist individuals in a healthcare setting. A well-designed simulation can replicate various healthcare contexts, including diverse patient demographics, medical conditions, and cultural sensitivities. By incorporating a range of patient profiles and situations, the simulation allows the robot to learn and adapt its responses to align with fairness and equity principles.

Simulation frameworks also offer a distinct advantage in bias reduction. In the context of autonomous vehicles, simulations can replicate challenging road conditions, diverse traffic scenarios, and pedestrian behaviors. This enables the intentional introduction of bias into the data to assess the vehicle’s response to biased inputs. Exposing the model to such simulation scenarios makes it possible to fine-tune models to identify and mitigate biases in real-world situations. This iterative process of identifying, simulating, and addressing biases is essential for achieving fairness in robot learning.

A primary challenge in robot learning is the high cost and potential risks associated with real-world experiments. To address these challenges, simulation environments provide valuable solutions. These virtual setups allow robots to interact with diverse scenarios, offering a safe and controlled setting for learning and evaluation. Notable works in this domain include OpenAI’s Gym [132] and NVIDIA’s Isaac Sim [133], which provide environments for training and evaluating robot learning algorithms. An example of simulation for robot learning that combines social notions is proposed by Carrasco Limeros et al. [134]. They introduce a method for assessing spatial and temporal robustness by simulating noise in the perception system within a comprehensive evaluation framework that considers accuracy, diversity, and adherence to traffic rules. Similar approaches can be extended to address fairness in robot learning.

Additionally, the work of Zhang et al. [135] presents an approach called reinforcing traffic rules (RTRs), which combines IL and RL to train traffic agents in realistic traffic simulations. RTR aims to strike a balance between human-like driving behaviors and adherence to traffic rules, demonstrating improved performance in both standard and unconventional scenarios compared to traditional IL and RL methods. Another contribution to safety in autonomous driving is Adv3D, a closed-loop sensor simulation framework for evaluating self-driving vehicle autonomy performance. This framework emphasizes the impact of realistic vehicle shape variations on perception, prediction, and motion planning, highlighting the effectiveness of closed-loop testing in identifying and assessing scene appearance variations affecting autonomy performance. More generally, Yang et al. [136] discuss the potential of generative models in creating a universal simulator (UniSim) for real-world interactions. This approach employs diverse datasets to emulate human and agent interactions, enabling zero-shot real-world transfer for various applications, including vision-language planners and video captioning models. In the context of robot learning and ethical evaluation, UniSim highlights the possibility of using generative models to create a UniSim that can train robots to interact with the real world based on diverse datasets, facilitating ethical evaluation and transferability of learned skills.

B. Data Bias Detection

Bias in data can arise from the content of the data that reflects human biases and due to incomplete or unrepresentative information, as illustrated in Fig. 5. In this direction, a previous work provides datasets with a helpful protocol to follow when creating a dataset at the collection time [103]. On the other hand, in data bias detection, the goal is to analyze the data to find possible existing patterns of structural discrimination and the disproportion rate of samples of subgroups of people. For instance, as documented in [104], ImageNet [137], one of the most prominent vision datasets contains demographic bias. To detect this bias, the authors performed a demographic annotation and analysis. Statistical analysis such as comparing label distribution regarding sensible attributes
in the training data is a helpful tool for understanding discrimination in data.

C. Data Bias Mitigation—Preprocessing

The goal of data-level bias mitigation is to debias and improve the quality of the training dataset. Therefore, these bias mitigation approaches aim to refine the sample distributions of sensible attributes, filter samples that enforce bias, or conduct data modification or augmentation to diminish discrimination due to the training data [138]. The main idea is to process the data to obtain a clean or restored version of the dataset for later use in the robot learning process [118]. A naive approach omits sensitive attributes, so the model never uses them as input features and deletes the biased output labels. This approach is called fairness through unawareness and assumes that by ignoring the sensible attributes, we can obtain a fair learned model [105]. The main limitation is that many highly correlated features that are representative of sensitive attributes might exist.

Unwanted outputs and discrimination toward diverse people in robot learning models are potentially provoked by the difference in label distribution in the training data. This unbalanced data is likely to affect the most unrepresented individuals significantly. To alleviate this representation bias, we aim to generate a balanced training dataset to increase the prediction quality of underrepresented groups by enforcing the dataset diversity. Therefore, datasets can be validated to understand if they contain potentially harmful biases or patterns that could lead to undesirable behavior. Different from the fairness context, Gupta et al. [68] present a framework to reduce dataset bias for grasping tasks. Their results show that current learning approaches can amplify biases in data, preventing the model from learning truly generalizable models. The authors highlight the importance of diversifying the data for robot learning. A similar approach can be defined to reduce bias toward fairness. For complex and risky tasks such as autonomous driving, the diversity of the data is a crucial element in learning generalizable models that can drive in all different environments around diverse individuals. Nevertheless, it is important to note that balanced datasets alone do not guarantee a solution for representation bias. Recent works demonstrate that even training a model with balanced data can lead to learned models that still recover in their intermediate representation attributes such as race and gender [139], [140].

Data filtering consists of removing the bias from the training data so that the model does not have to account for discrimination. Therefore, only fair examples are shown during training instead of using the available data, resulting in a fair model. The fairness-motivated selection and sorting of data for robot learning remain unstudied. Nevertheless, the main idea of data filtering in ML and AI is that the downstream task can use the “cleaned” data representation and produce results that preserve fair qualities. Fairness quality can be measured with metrics such as demographic parity and individual fairness [86]. In robotics, such a downstream task can be planning a navigation path for rescue or selecting a person to interact with. Therefore, these data filtering approaches in robotics aim to remove information from the dataset that might result in unfair decisions while trying to modify the original dataset as little as possible. As a result, the primary robot task performance is not affected during the learning process.

Consequently, for a biased dataset $D$, a repaired and cleaned dataset $\hat{D}$ is constructed, which ignores the original bias-related information but is still as similar as possible to the original data $D$. In this direction, Hagendorff [48] presents a selection process for training data that improves the data quality in terms of ethical assessments of behavior and influences the training of the model. In their work, they present different use cases; one such case is self-driving cars. In terms of discrimination, the author states that biases are acceptable if they are critical for the legitimate solution of a given task. Hence, the author proposes to promote biases in datasets used to train ML models that lead to a preferability of desirable features from an ethical point of view. Similarly, Agarwal et al. [119] present a solution to obtain a fairer cleaned dataset $\hat{D}$ for the protected class across groups while maintaining the model’s overall performance. We can expect similar results in robotics. Nevertheless, for robot learning, data filtering is particularly challenging given that not only the training data are filtered but also newly incoming data. Deploying robots in real-world environments implies that the robot encounters novel situations that can present biased data not considered to filter. Additionally, removing prejudices from the dataset or information that disproportionately favors or disfavors specific groups of people is a very challenging task, given that these aspects are difficult to identify.

Data augmentation refers to the process of creating new data samples using the information available in the training dataset. This process can increase the robustness of a model and prevent the model from overfitting. In this case, it is possible to replace fairness-sensitive features with alternative values that generate synthetic data to make the dataset more balanced where features and labels are edited to ensure group fairness [120]. In this direction, McLaughlin et al. [121] propose using data augmentation to reduce the negative effects of dataset bias for person reidentification. Nevertheless, research in this area still needs exploration.

The previous solutions for data-level bias mitigation present an additional challenge given that they rely on demographic label annotation. In robotics, many datasets do not contain labels for sensible attributes. Moreover, obtaining such annotations in many robotic tasks is highly
expensive and sometimes impossible. In this case, unsupervised methods such as clustering can be used [34].

D. Model Bias Detection

We can detect bias in the model by measuring quality disparity. Biased models yield an imbalance in quality performance when comparing groups or individuals. The quality disparity is generally measured with a two-step method in the model learning process. First, the data are segmented into subgroups according to sensitive attributes. Second, we calculate and compare the accuracy for each subset. Unlike quality disparity, model interpretation is also proposed as a discrimination debugging tool that analyzes the learned representations [112]. With model interpretation, their work aims to identify if a protected feature is encoded by the intermediate representation of a deep learning model and how the feature contributes to the model prediction. The reasons for discrimination are represented as class activation maps later used to investigate the models’ regions of interest when making decisions. The activation maps visualization is then used as a tool for interpreting the model. For instance, in their work, they present an example in face recognition where the model focuses on the eye region for lighter skin groups while focusing on the nose region and chin region for darker skin groups. Nevertheless, model bias detection in robot learning is still unexplored.

More specifically in robot learning, Hurtado et al. [34] propose to create a dataset with the robot experiences after deployment. Then, this dataset can use clustering to analyze if the experiences are grouped and correlated to protected attributes. This is similar to the quality disparity but is achieved in an unsupervised manner. Additionally, Brandao [85] provides an analysis of pedestrian detection categorized by age and gender. The work explores the performance disparities of the first 24 top-performing methods for pedestrian detection. As a result, the author finds higher errors in children’s detection. Similarly, different fairness metrics and the novel fairness concepts can be used to detect bias in the learned model. Fig. 6 illustrates techniques for mitigating model bias, which is detailed in the following sections.

E. Model Bias Mitigation—In-Processing

The main objective of any learning process is to optimize the model to output a prediction as accurately as possible. In cases where a robot interacts with people or operates in social environments, we also require that robots perform safe actions around humans. Model bias mitigation approaches reformulate the robot learning problem and incorporate a fairness notion into the optimization process. Therefore, the model is optimized for performance accuracy and fairness in model bias mitigation.

An evident solution is to change the loss function or to incorporate an auxiliary regularization term to the overall objective function during training, explicitly or implicitly enforcing constraints for specific fairness metrics [35], [124], [125]. For instance, Wilson et al. [35] present an approach that reweights the terms in the loss function to alleviate the skin color disparity in pedestrian detection. Therefore, their total loss function includes the weighting terms $\alpha_{LS}, \alpha_{DS}$ that apply to instances corresponding to light skin and dark skin, respectively. On the other hand, the goal of the regularization approach is to prevent the model from learning unwanted biases by adding a bias-related penalty term in the loss function [141]. Such an example is the fair representation learning method presented by Quadrianto et al. [142]. The authors include fairness in two components. First, it enforces learning representations that suppress protected attributes while performing the main task. Second, their method adds a regularization term to ensure the debiased representation lies in the same space as the original input. The fairness-related regularization can happen implicitly or explicitly. Implicit regularization adds constraints directly to disentangle the association between model prediction and fairness-sensitive attributes. It enforces models to pay more attention to correct features relevant to the prediction task rather than capture unwanted correlations between the prediction task and protected attributes [143], [144]. Differently, explicit regularization adds explicit constraints through the loss function to minimize the performance difference between different groups [124], [145].

Another possible approach consists of providing the robot with social skills. Inverse RL is a technique used to train a robot model by learning a policy directly from human demonstrations to generate actions similar to human-like behavior. To include the social context in the learning process, these models aim to clone the behavior of humans. Subsequently, robots are equipped with these models for socially compliant actions [122], [123]. This approach has the potential for fairness-aware robot learning if we can guarantee that the demonstrations are bias-free. Nevertheless, this complex task will require the robot to learn only from a controlled and curated environment.

Transfer learning is a different learning approach promising to diminish bias in the model. This approach aims to pretrain a robot model using a source domain dataset. This source dataset is rich with data from a group of people underrepresented in the primary dataset.
Then, the pretrained model is transferred to the primary dataset, and the learning process continues as fine-tuning. Transfer learning can improve the general performance accuracy and the performance accuracy for the underrepresented [126].

Process-based explainability is another promising approach for fairness-aware robot learning. Explainability is a challenging task in learning systems that consists of providing information that can clarify the input–output relationships. It is an essential step toward transparency in robotics. In general, for robot learning, we want explainability to include perception, decision, and action data to inform the reasoning behind the robot's behavior. Ideally, this allows for reconstructing an event or accident and highlighting changes to prevent unwanted robot actions. To ensure fairness, the explanation can trace the design and the implementation elements to ensure fairness [36].

In model-level training, adversarial approaches are also a possible solution to learning the main task without relying on information about sensitive attributes [127]. Madras et al. [128] present an approach for deep learning models where both predictor and classifier are learned together. In this case, the predictor is trained to learn the main prediction task, while the classifier penalizes the learned representation if the considered sensible attribute is predictable. However, more research is needed to apply this approach in the context of robot learning.

F Model Bias Mitigation—Implementation

Adaptability is an important attribute for robots to operate in the world. This allows the robots to appropriately function across diverse characteristics of specific users in the social environment where it is deployed. Therefore, in robot learning, postprocessing approaches are critical. In this case, we recognize that the learned model may be unfair even if we include bias mitigation approaches in the data and model learning. Therefore, postprocessing approaches update or transform the model to improve it in terms of fairness. This process is also called calibration or relearning [34], and its goal is to amend bias during inference time. Therefore, we can enforce prediction distribution to approach either the training distribution or a specific fairness metric. These methods allow for diverse fairness metrics and prove effective in reducing discrimination.

The learning-relearning approach [34] aims to include social and fairness notions into different learning stages for robot navigation. Therefore, in this framework, socially aware robot navigation requires planning motions according to social norms and socially compliant behavior. In this context, a fairness point of view refers to promoting social good and avoiding prejudice through awareness and respect for human differences and necessities. Learning incorporates social context into learning navigation strategies so that robots can navigate in a socially compliant manner. Relearning diminishes any bias in the planned paths with the learned navigation model. The learning component can be obtained through inverse RL, which allows for capturing the navigation behavior of pedestrians. Then, for relearning, a reward or punishment system in an off-policy RL algorithm optimizes an augmented reward that encodes the detection of unfair behavior.

Additionally, social adaptability is also a potential factor related to fairness. In this case, the goal is for robots to operate with human-like behavior. One such approach for robot navigation is proposed by Kollmitz et al. [117]. It uses predicted human trajectories and a social cost function to plan collision-free paths that consider human comfort. Additionally, their work uses time-dependent kinodynamic path planning to consider the pedestrians' motion around. In their work, the robot changes its navigation behavior to adapt to environmental changes. This principle can be projected into fairness motivation. Their work also highlights the relevance of testing in the real world to learn adaptability in social skills. Similarly, for fairness adaptability, real-world experiments are crucial before deployment.

VI. LEGAL AND FAIRNESS CONSIDERATIONS

In social science and philosophy, ethics is regarded as an intricate system of moral principles and social rules that facilitate the assessment of an individual’s actions as either good or bad [146], [147]. However, ethical explanations regarding human behavior have evolved throughout history. Consequently, what today’s society considers ethical vasty differs from the conception that people in the past held about it. The field of practical ethics is one of the outcomes of this evolution. This branch of ethics is typically applied to various fields of knowledge, whether technical or social. An example of this is the emerging field of roboethics [148], which is tied to questions such as how to ensure responsible robot systems, what potential risks they entail, and how to mitigate them, as well as the social and economic implications robots might bring, among other considerations.

Recent works have proposed fairness and legal considerations to achieve ethical robots. In this section, we present an overview of the ongoing research being carried out in this area. We first present a comprehensive analysis of current advancements in the emerging field of roboethics, and subsequently, we narrow our focus to two aspects of roboethics: fairness in robot decision-making and legal considerations in robotics.

A. Roboethics

The interaction between humans and robots in social and personal environments has led to extensive studies on the ethical implications surrounding the development and use of robots. Integrating ethical considerations during the development of robots intended for human interaction is imperative, as it helps to mitigate potential future risks,
including instances of discrimination and segregation, all these concerns have given rise to the emergent field of robotechics. Research in robotechics encompasses inquiries into achieving safety and preventing errors, as robots can be implicated in potentially fatal accidents. This area also delves into the legal and ethical dimensions linked to issues of responsibility for resulting harm. Ethical considerations within robot development, commercialization, and use are examined alongside topics such as fair robot decision-making, privacy, the social impact of robots [149], [150], HRI, and moral robot behavior. It is important to note that aspects such as robots’ consciousness, free will, dignity, and emotions are beyond the current scope [84], [151], [152], [153]. Furthermore, the domain encompasses numerous other inquiries, including matters such as how to computationally model human moral reasoning in robotic agents [154].

B. From Philosophy of Ethics toRobotics

Robotechics involves exploring and integrating ethical theories such as deontology, consequentialism, egalitarianism, utilitarianism, and virtue ethics into the process of robot development. Importantly, these theories also function as guidelines for robot developers, ensuring the adoption of ethical practices. In philosophy, Deontology is a normative ethical theory that contends the morality of an action should be determined by whether the actions themselves are right or wrong based on a set of predetermined rules [91]. Specifically, deontological principles clearly define which actions are ethical and which are not. A fundamental characteristic of this theory is that it emphasizes the importance of actions or inactions, rather than their consequences. On the one hand, in robotics, the ethical and critical stance of robot developers concerning the implications of their development on the world is regarded as a deontological application. On the other hand, Deontology in robotics also pertains to the practice of outlining robots’ behavior based on algorithms and ethical standards [155]. This involves explicitly determining how and why the attributes of a robot’s ethical behaviors are chosen.

In a study conducted by Kim et al. [156], an applied form of deontology is presented that extends beyond designing a robot’s moral behavior. The authors explore how robots can serve as moral advisors for humans based on deontological approaches. They argue that robots can encourage humans to make honest decisions under the premise that acting ethically holds greater significance than the consequences of their actions. The study includes HRI experiments, where the robots’ role is to motivate individuals to behave fairly and honestly by offering moral advice.

Conversely, Consequentialism belongs to the realm of normative ethical theories grounded in the principle that the outcome of actions serves as the basis for assessing their rightness or wrongness rather than the actions themselves [157]. The fundamental distinctions between deontology and consequentialism in robotics lie in their applications: the former is used to learn a model for a robot’s ethical behavior, while the latter is employed to evaluate the consequences of their behavior. Therefore, in robotics, this theory focuses on evaluating the moral implications of a robot’s actions based on the consequences they generate rather than the actions themselves or any inherent rule. Therefore, developers should assess the potential consequences of a robot’s actions and select only those that lead to the best overall outcomes for various stakeholders.

Similarly, Utilitarianism and Egalitarianism in robotechics refer to the development of fair robot decision-making. Utilitarianism is connected to consequentialism. According to this moral theory, an action is right if it promotes the happiness or pleasure of the greatest number. In robotics, utilitarianism offers a method for deciding whether an action is moral or not. In other words, utilitarianism in robotics refers to predicting various actions that robotic systems will perform, estimating the benefits of these actions, and choosing only those actions that maximize well-being. Utilitarianism is particularly popular in robotics due to its capacity for quantitatively evaluating the welfare or potential harm that robots can cause [158]. A crucial aspect of utilitarianism in robotics lies in learning models for robots to make choices that lead to the greatest benefit or positive impact for the largest number of people. For instance, in healthcare environments, a robot must prioritize patients who are more harmed or sick.

Egalitarianism is the view that all individuals or social groups should have equal opportunities. In robotics, egalitarianism is used to develop fairness in algorithms that diminish inequality or discrimination in robot decision-making through the lens of equality [56], [129]. However, this concept is often criticized for failing to account for factors that people cannot control and morally justify indirect inequality. Since not all people are equal and have equal conditions, treating them identically can result in some obtaining more benefits than others. Finally, Cappuccio et al. [159] proposed an interesting new approach to developing ethical social robots called Virtuous Robotics. These robots have the task of helping people reach a higher level of moral development through approaches rooted in virtue ethics. As a result, they justify the use of virtuous robotics by illustrating this ethical application in robotics.

C. Responsible Robot Development

Another significant point is that robotechics aims to ensure responsible robot development and robot decisions align with a set of universally shared moral values. These values include respect for human dignity and human rights, equality, justice, equity, benefit, respect for cultural diversity, pluralism, nondiscrimination, stigmatization, and social responsibility. Following this scope, the EURON
Roboethics Atelier Project [160], created by scientists from the European robotics community, aims to formulate guidelines for building responsible robots using two strategies. First, the project seeks to create a roadmap designed to assess opportunities to build and use advanced robot technology. Second, it aims to evaluate the ethical challenges in robot development, comprehend these ethical dilemmas, and advance transdisciplinary research to address them [161].

Finally, Kamishima et al. [124] propose five standards for the development and use of robots to achieve responsible robotics; these standards are as follows.

1) Robots should not be designed as weapons, except for national security reasons.
2) Robots should be built and operated in accordance with current legislation.
3) Robots are products that should be designed to be safe and secure.
4) Robots as manufactured artifacts should not be used to exploit vulnerable users.
5) Humans are responsible for any robot actions.

The principles above were formulated to ascertain the necessary measures for integrating robotics research into society without causing harm.

Quantitative and qualitative research in social sciences can provide invaluable insights during development. There are several methods for assessing social acceptance and human perception of technology. The technology acceptance method (TAM) [162] and the unified theory of acceptance and use of technology (UTAUT) [163] are used to predict the actual or potential use of technology, depending on the behavioral intention to use a system. This prediction corresponds to the relationship between behavior and behavioral intention. Behavioral intention refers to positive or negative feelings about a target behavior. The prototyping approach is generally used to test user’s perception of the usefulness of technology. Other notable models in this realm include the responsible technology acceptance model (RTAM) [164]. This method combines self-interested motivation to use technology and moral reasoning to accept technology. For example, those models that cause social and environmental benefits are readily socially accepted.

Similarly, Weiss et al. [165] analyze several factors for assessing the social acceptability of human–robot collaboration. These factors encompass usability, social acceptance, user experience, and societal impact (USUS). Building upon these factors, the authors introduce a novel theoretical framework known as USUS, designed to gauge the social acceptability of robots. This framework integrates methodological approaches from disciplines such as HRI, HCI, psychology, sociology, and other disciplines. The framework aims to ensure a positive user experience for all users, whether individuals or groups, to enhance social acceptance. Finally, Livane et al. [166] propose a method to foster collaborative knowledge production and reverse communication from the public to the scientific community, namely, cognitive-affective mapping (CAMS). This method is used to anticipate the psychological acceptance of robotics and its place within the broader context of modeling human attitudes and behavior. Therefore, CAMS is a tool that can be employed during the early stages of research to assess how individuals or groups are likely to accept or perceive robotics technology.

D. Fairness Definitions in Robot Learning

Much of the literature on fairness in robot learning is motivated by the concern that high-impact decisions made by robots may have negative consequences or unfair distribution of tasks in HRI. Consequently, most of this work is focused on determining the meaning of this concept and how it should influence robots’ behavior and decisions. Paralleling the concept of roboethics, fairness in robot learning emerges as a multifaceted notion open to various interpretations. In this section, we present some of the research conducted thus far in the realm of fairness in robotics. Ötting et al. [167] delve into factors essential for achieving social interaction such as fair decisions in robot behavioral development. They posit that fair decision-making processes foster trust and improved social functioning and contribute to enhanced team performance. In support of this, they present a comprehensive overview of current design attributes aimed at cultivating optimal HRI. They assert that fairness becomes evident when robot decisions align with the principle of organizational justice [168], [169].

This principle is rooted in the framework of decision-making processes, encompassing elements of decision representation and distribution. Organizational justice [170] is characterized by four dimensions: distributive, procedural, interpersonal, and informational justice. Distributive justice [171] revolves around the equitable distribution of outcomes or decisions among stakeholders. Procedural justice [172], [173] concerns impartiality in decision-making procedures, including factors such as consistency, the absence of bias, accuracy, correctability, and ethical considerations. Interpersonal justice [174] pertains to how robots communicate, emphasizing that robot behavior is perceived as fair when it is respectful, polite, and dignified. Informational justice is connected to transparency in robot decisions. The authors further explain that research in this area has included the organizational justice principle in the robot’s decision using fair algorithms.

In fair robotics, the concept of fairness is also intrinsically linked to cooperative endeavors involving humans and robots. Chang et al. [113] performed experiments to delve into a human teammate’s perception of fairness in the context of a collaborative task shared between humans and robots. During this collaborative effort, specific tasks were strategically assigned to capitalize on the respective strengths of the robot and the human team member. Notably, the study highlights the crucial role of meticulous design in achieving fairness within human–robot
teamwork. Further, fairness serves as the foundation of trust and team effectiveness. The same study, investigates the effects of two factors: fluency (absent versus present) and effort (absent versus present) in collaborative tasks. The experimental results revealed that effort and fluency play a significant role in achieving fairness, all while maintaining efficiency. The authors also concluded that participants’ perceptions of fairness in a collaborative task are influenced by the skill levels of team members and the nature of the task itself. Building on this, they introduced three dimensions of fairness in human–robot teamwork: equality of workload, equality of capability, and equality of task type. Similar findings were presented by El Mesbahi et al. [175], where they emphasized that these machines need to handle a broader spectrum of tasks for fair interaction between humans and robots. More recently, Londoño et al. [176] introduced an innovative approach to foster social and fair behavior learning in human–robot collaboration, grounded in recognizing antisocial and unfair behavior. The authors argue that to avoid dilemmas in specifying and modeling sociability and fairness in robotics, learning to avoid unfair behavior can be an optimal way to achieve fair HRI.

E. Legal Considerations in Robot Learning

The increasing real-world applications of robotics have given rise to ethical and political discussions, and policy efforts to regulate the trajectory of these technologies. There is significant public discussion about AI ethics, and there are frequent discourses from regulatory bodies that the matter requires a new policy, primarily due to the autonomy of these systems. Governments around the world, especially the United States of America, the European Union, Russia, and China, consider the development of AI and robotics as economic and policy priorities, mainly because these systems can result in unfair and discriminatory behavior that can reinforce social inequalities [177], [178], [179], [180], [181]. However, drafting policies on this subject is complex due to infrastructure taxation, goodwill statements, regulation by various actors and the law, and funding [148]. Toward this effort, scholars, governments, parliaments, associations, and industry have presented proposals to regulate robot development, commercialization, and use [182], [183], [184], [185], [186], [187].

As a consequence, there are promising advances in the subject. Most guidelines analyze liability, warfare, safety, discrimination, fairness, and HRI. Notably, regulating the behavior of those working in the robotics industry is also one of the main features of these guidelines [183]. Müller [148] argued that those who work on ethics and policy in robotics tend to overestimate its impact and threats and underestimate how far current regulation can reach. There are normative frameworks and legislations on fairness and nondiscrimination.  

1) Human Rights Framework: Most importantly, there is a human right to equality and nondiscrimination which is codified, for example, in Art. 26 of the International Covenant on Civil and Political Rights (ICCPR) [188] and in regional human rights treaties, such as Art. 14 of the European Convention on Human Rights (ECHR) [189]. The term equality can imply formal and/or substantive equality. Formal equality means primarily procedural equality, e.g., equality before the law and equality of the law [190], [191]. Substantive equality implies equality of opportunities and equality of results, some call this equality through the law [190], [191]. The human right to equality and nondiscrimination primarily obliges states to grant equality before the law and equality of the law, e.g., the law should not discriminate. However, states may also have positive obligations to protect individuals from discrimination by regulating private conduct, especially regarding employment, education, or private activity in a quasi-public sector [75], [190], [192]. It is important to note that states may also take affirmative action (positive discrimination) to overcome structural discrimination and establish equality of opportunity or equality of results (e.g., by introducing quotas). Considering the case law of the Human Rights Committee and the European Court of Human Rights, such forms of (positive) discrimination do not constitute a violation of Art. 26 ICCPR or Art. 14 ECHR, as they can be objectively and reasonably justified, i.e., the legitimate aim is to establish de facto equality [75], [192]. Several international conventions specify the obligations of states concerning discrimination based on protected characteristics, e.g., the International Convention on the Elimination of All Forms of Racial Discrimination (ICERD) [193] or the Convention on the Elimination of All Forms of Discrimination Against Women (CEDAW) [194].

2) Antidiscrimination Legislation: States have adopted legislation to protect individuals from discrimination, for example, the Civil Rights Act of 1964 in the United States or the Council Directive 2000/78/EC of the European Union regarding employment [195]. These laws could limit the discriminatory use of robots in employment settings. With regard to antidiscrimination law in the United States, e.g., the Civil Rights Act of 1964, researchers argue [196] that there is a gap between the definitions of fairness in ML and the actual legal concepts on which they are supposed to be based. This gap is due to the misunderstanding of legal concepts in the field of ML. The authors point out that while discrimination in ML is related to a false outcome, the United States antidiscrimination law defines discrimination not through outcome but causality and intent, which is difficult to apply to nonhuman decisions.

Regarding the employer’s decision to use the robot, discriminatory intent can be challenging to prove because the employer will often not know that a discriminatory effect exists [197]. Disparate treatment (direct
whether and how discrimination can be justified. Antidiscrimination law also protects against indirect discrimination (disparate impact), i.e., a treatment that affects people differently without considering protected characteristics, which is particularly relevant in algorithmic and robot learning because of the unintended discriminatory effects [122], [123]. In antidiscrimination law in the United States and the European Union, a disparate impact (indirect discrimination) can be reasonably and objectively justified [191], [196]. Voenyev et al. [191] argue that the legal requirements to justify indirect discrimination imply that minimum methodological standards must be met in ML (or robot learning). However, antidiscrimination law currently covers only certain settings, primarily employment, and there could be regulatory gaps regarding the use of robots in other circumstances. Existing legal provisions set standards regarding equal treatment and nondiscrimination. These standards need further elaboration, especially regarding whether the current criteria for determining discrimination can reasonably be applied to robots and whether and how discrimination can be justified.

3) Further Legislation: Data protection law could also provide for comprehensive standards regarding robot learning. Data protection law regulates the collection and processing of personal data. The General Data Protection Regulation (GDPR) of the European Union is one of the most advanced legislations [198]. As outlined above, datasets in robot learning are mostly anonymized, and the protections for processing personal or sensitive data therefore do not apply [199]. Art. 22 GDPR sets requirements for automated decision-making. The meaning of this provision is still disputed [22], [191], but it sets some standards and limits that could be relevant for robot learning. Considering approaches for the regulation of AI might also be useful. Several ethical guidelines regarding AI have been adopted, for example, by the OECD [200] and the UNESCO [201]. They are also concerned with nondiscrimination and establish principles applicable to fairness in robot learning, such as transparency, explainability, safety, or security. These principles can also be found in the draft proposal of the AI Act of the European Union issued by the European Commission in 2021 (e.g., Art. 13, 15, and 52) [202]. The Draft Act establishes in Art. 10 requirements regarding data and data governance for high-risk AI, e.g., Art. 10 (3) states: “Training, validation, and testing datasets shall be relevant, representative, free of errors, and complete.”

Another important aspect of robot regulation, besides nondiscrimination, is civil liability rules, and thus, the accountability for damage caused by a robot, which is addressed, for example, in the European Parliament’s resolution in “Civil Law Rules on Robotics” [203]. Importantly, transparency, as a mechanism to explain robot behavior and decision-making clearly, is presented as a fundamental tool to achieve accountability [204], [205].

This issue has already largely been discussed in the context of autonomous driving cars [206], [207], [208], [209], and some conclusions might be drawn from this for robot accountability. Thus, some standards regarding robot learning can be derived from existing normative frameworks and legislations.

4) Regulatory Challenges and Future Pathways: One also needs to consider that there might be regulatory dilemmas in robotics. Leenes et al. [182] and van Wynsberghe and Robbins [210] analyze four regulatory dilemmas in robotics, namely, how to keep up with technological advances, how to balance innovation and human rights protection, whether to conform to existing social norms or to create new ones, and how to balance efficiency with technocratic regulation. In each regulatory dilemma, the authors focus on liability, privacy, and autonomy, which often require regulatory attention. In this article, the authors also discuss that not only technology but also the adverse effects of technology should be regulated. Similarly, in other works, researchers claim that one of the main challenges of technology regulation is keeping pace with technological advances. In law, this is known as the pacing problem [211]. As illustrated before in the case of the United States antidiscrimination legislation, it can be difficult for lawyers and legal scholars to predict or quickly identify gaps in current regulatory regimes due to a lack of technical expertise. Conversely, most technical experts and robot developers do not know the existing regulatory framework, and there are uncertainties regarding the legal requirements. Interdisciplinary work combining technical and legal considerations allows us to fill the legal terms with life and foster responsible innovation (see [212]). It helps to clarify the technical implementation of legal principles concerning robot learning. For example, developing an appropriate methodology for robotic learning is necessary. However, it also helps to evaluate whether adapting existing legal concepts is sufficient, such as the current legal definition of discrimination in the United States law, and/or whether adopting new legislation is necessary. This could be one pathway to overcome the regulatory challenges to improve robot regulation and ensure that the robot’s creation, commercialization, and use benefit people and do not infringe on human values, especially the human right to equality and nondiscrimination.

VII. PRACTICES FOR FAIR ROBOT LEARNING

It is essential to prioritize human safety, comfort, and nondiscrimination to develop reliable robots capable of learning models to manipulate objects in collaborative configurations, navigate social environments, and engage with humans. This involves a comprehensive exploration of the social context, considerations, implications, and a thorough analysis of the legal framework and the integration of technical strategies. In addition to these principles,
specific practices might be crucial in promoting fairness in robot learning. Having guidelines for these practices aims to take care of details such as team creation, evaluation, and action protocols in the case of unfair outputs in the learned model. Consequently, we present a set of initial practices to promote fairness-aware robot learning, with examples contextualized within the fields of robot learning and HRI.

1) **Human-centered design:** The development of robot learning solutions should consistently incorporate a human-centered perspective throughout all phases [162], [163], [213]. In autonomous driving, a human-centered design approach involves considering the comfort and safety of passengers and pedestrians while maintaining accuracy standards through different groups. For instance, the model should prioritize smooth and safe driving behaviors to minimize discomfort and reduce the risk of accidents. Additionally, the model should remain effective in recognizing all pedestrians.

2) **Interdisciplinary perspectives:** Promote collaboration among experts from different fields to bring diverse insights into robot learning development and evaluation [63], [64], [214]. For example, when creating a navigation model for a robot in a healthcare setting, collaboration between engineers, healthcare professionals, and ethicists can lead to more fair and effective solutions, ensuring that the robot effectively operates while behaving safely following social norms.

3) **Explicit guidelines and policies for inclusion and nondiscrimination:** Establish clear guidelines to promote diversity within robot development teams, leading to more comprehensive and inclusive solutions [195], [196], [197], [215]. Ideally, interdisciplinary and intercultural research groups will include different social perspectives to create empathetic solutions. For instance, research groups working on social robots should actively seek members from diverse cultural backgrounds and disciplines. This ensures that various societal perspectives are considered when developing robots interacting with diverse communities.

4) **Optimization techniques:** Shift the optimization focus from mere efficiency to responsible robotics. Unlike optimization for efficiency and efficacy, explore approaches including constraints for optimization toward responsible robotics using fair decision-making methods [34], [117], [122], [123]. For example, when developing a robot learning model, it should incorporate fairness criteria to avoid biased decisions in sensitive domains such as healthcare. Moreover, autonomous driving systems can be optimized to acknowledge ethical decisions in complex situations such as prioritizing pedestrian safety.

5) **Early detection and correcting unwanted robot behavior:** Explore learning frameworks that identify and penalize unwanted robot behavior during training [34], [216]. Implement and research testing environments with innovative metrics to evaluate and correct undesirable outcomes. In robot learning for HRI, if a robot learns to use disrespectful language, the framework should recognize and penalize this behavior, encouraging the model to adopt more respectful communication patterns.

6) **Online evaluation to supervise models for responsible robotics:** Aim for models with adaptable skills, ethical awareness, and continuous online evaluation. Incorporate constant evaluation that includes new possible scenarios [34], [217]. Developers can ensure their models evolve to handle diverse and changing social contexts by continuously evaluating robot behavior, particularly in novel and unforeseen scenarios. An illustrative example could be a robot developed for elderly care, which continuously adapts its behavior based on feedback from both residents and caregivers.

7) **Informed consequences and impact of the developments:** Developers should proactively assess the potential social impact of their robotic developments and reach. This implies extensive consideration of the effects that the deployment of a robot may have on various scenarios [218], [219]. For instance, when introducing a robot into a workplace, careful consideration should be given to its potential impact on workplace dynamics. Specifically, while learning object manipulation, understanding the potential consequences of a robot’s actions such as dropping fragile objects allows for informed decision-making and risk mitigation.

8) **Conscious development:** Given that robots can physically interact with humans, developers should constantly be aware of the potential harm [160], [161], [216]. In the context of robot learning for navigation, developers should prioritize safety features that prevent collisions with humans or other obstacles, reducing the risk of harm.

**VIII. CONCLUSION**

In this article, we exposed potential adverse issues that can affect robot learning systems due to bias and unfairness in the learning algorithms. We demonstrated the extent to which such problems can affect our society through examples of real-world scenarios. By analyzing the challenges and defining the problem from three perspectives, we presented the technical, ethical, and legal advances toward addressing fairness in ML for robotics. From the social focus, we created a taxonomy for different biases and categorized the resulting discrimination that can occur. We reviewed the legal and fairness considerations from an ethical and regulatory perspective. Inspired by recent advances in fair ML, we presented bias detection and mitigation techniques in robot learning algorithms. We showed that the model bias to some extent exposes biases present...
in our society and robot learning algorithms should reduce these biases instead of amplifying them. This article aims to combine perspectives from different disciplines and provide tools, guidelines, and techniques for fair robot learning that will eliminate disparity and promote fairness in the field.
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