CAPITULATION DISCRIMINANTS OF GENUS ONE CURVES

LAZAR RADIĆEVIĆ

ABSTRACT. In this paper we study the arithmetic and invariant theory of genus one normal curves embedded in $\mathbb{P}^{n-1}$. We generalize the notion of genus one model of degree $n$, introduced by Cremona, Fisher and Stoll for $n \leq 5$, to arbitrary odd $n$, and describe the invariant theory of a genus one curve of degree $n$ embedded in $\mathbb{P}^{n-1}$ in terms of the minimal graded free resolution of its homogeneous ideal. We prove that everywhere locally soluble genus one curves over $\mathbb{Q}$ admit minimal integral models, with the same invariants as those of the minimal model of their Jacobian elliptic curve.

We then apply these results to study the capitulation problem for the Tate-Shafarevich group $\text{III}(E/\mathbb{Q})$ of an elliptic curve $E/\mathbb{Q}$. We prove that every element of $\text{III}(E/\mathbb{Q})[n]$ of odd index $n$ splits over a degree $n$ number field $K$, of absolute discriminant at most $c(n)H_E^{2n-2}$, where $H_E$ is the naive height of $E$ and $c(n)$ is a constant only depending on $n$.
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1. Introduction

Let $E$ be an elliptic curve defined over $\mathbb{Q}$, $n \geq 2$ an integer. The short exact sequence of $n$-descent relates the Mordell-Weil group $E(\mathbb{Q})/nE(\mathbb{Q})$, $n$-Selmer group $\text{Sel}^{(n)}(E/\mathbb{Q})$ and the $n$-torsion of the Tate-Shafarevich group $\text{III}(E/\mathbb{Q})$.

$$0 \to E(\mathbb{Q})/nE(\mathbb{Q}) \to \text{Sel}^{(n)}(E/\mathbb{Q}) \to \text{III}(E/\mathbb{Q})[n] \to 0.$$ 

These groups have well-known geometric interpretations. As a set, $\text{III}(E/\mathbb{Q})$ is defined to be the set of (isomorphism classes of) torsors under $E$ which have points everywhere locally. Non-trivial elements of $\text{III}(E/\mathbb{Q})$ are counter-examples to the Hasse principle, that is, they have points everywhere locally, but no global points.

By a result of Cassels ([Cas62]), a torsor $C$ that represents an element of $\text{III}(E/\mathbb{Q})[n]$ admits a $\mathbb{Q}$-rational divisor $D$ of degree $n$, and so can be embedded into $\mathbb{P}^{n-1}$ via the complete linear system $|D|$. We call such an embedding $C \to \mathbb{P}^{n-1}$ an $n$-diagram. The $n$-Selmer group can be identified with the set of isomorphism classes of everywhere locally soluble $n$-diagrams. The image $C \subset \mathbb{P}^{n-1}$ is a smooth, projectively normal curve of genus one and degree $n$. 
A curve $C \subset \mathbb{P}^{n-1}$ that represents a non-trivial element of $\text{III}(E/\mathbb{Q})[n]$ does not have a $\mathbb{Q}$-rational point, but it has plenty of points defined over degree $n$ extensions of $\mathbb{Q}$, as we see by considering hyperplane sections of $C$. We say $C$ capitulates over a number field $L$ if it admits an $L$-rational point.

**Example 1.1.** Consider the following well known counterexample to the Hasse principle, due to Selmer. Let $C \subset \mathbb{P}^2$ be the plane curve defined by the equation

$$3x^3 + 4y^3 + 5z^3 = 0$$

The curve $C$ is smooth and of genus one, has points defined over every completion of $\mathbb{Q}$, but no points defined over $\mathbb{Q}$. It capitulates over $\mathbb{Q}(\sqrt{6})$, as we see by setting $z = 0$, $y = 1$, and solving for $x$ by extracting a cube root.

We define the *capitulation discriminant* of $C$ to be the least absolute discriminant of a degree $n$ number field over which $C$ capitulates. The main result of the paper is a bound on the capitulation discriminant of $C$ in terms of its Jacobian. For an elliptic curve $E/\mathbb{Q}$, let $c_4(E)$ and $c_6(E)$ be the invariants of a minimal Weierstrass equation of $E$, and define the *naive height* of $E$ as $H_E = \max(|c_4(E)|^{1/4}, |c_6(E)|^{1/6})$. The following theorem is the main result of this paper.

**Theorem 1.2.** Let $n \geq 3$ be an odd integer, and let $[C \to \mathbb{P}^{n-1}]$ be an everywhere locally soluble $n$-diagram representing an element of the $n$-Selmer group of the elliptic curve $E$. There exists a constant $c(n)$, depending only on the integer $n$, and an order $\mathcal{O}$ in an $n$-dimensional commutative $\mathbb{Q}$-algebra $K$, such that the set of $K$-points $C(K)$ is non-empty, and we have $\left| \text{disc}(\mathcal{O}) \right| < c(n) H_E^{2n-2}$.

The index of a smooth curve $C$ defined over a perfect field $k$, is the smallest degree a positive $k$-rational divisor $D$ on $C$ can take. The next result is a corollary of the previous one.

**Theorem 1.3.** Let $n \geq 3$ be an odd integer, and let $C$ be a torsor under $E$ that represents an element of $\text{III}(E/\mathbb{Q})[n]$. Suppose that the index of $C$ is equal to $n$. There exists a constant $c(n)$, depending only on $n$, and a degree $n$ number field $K$ of discriminant at most $c(n) H_E^{2n-2}$, such that $C$ admits a $K$-rational point.

**Remark 1.4.** The condition on the index of $C$ is a mild technical condition, which could probably be removed with more work. It is automatically satisfied when $n = p$ is prime and the class $c \in \text{III}(E/\mathbb{Q})$ is non-zero—this follows from the well known fact the period and the index of an element of $\text{III}(E/\mathbb{Q})[p]$ are equal. We also expect that the theorem is true for $n$ even as well, but the proof will require more work. However, the assumption that $C$ is everywhere locally soluble is essential, and we do not expect the theorem to hold if it is removed.

**Remark 1.5.** We have computed explicit values for the constant $c(n)$ for $n = 3$ and $n = 5$, though for reasons of space we have not included the details here. See Chapter 6 of [Rad21]. These bounds...
imply that $\text{III}(E/\mathbb{Q})[n]$ is trivial for a few elliptic curves with small height. Geometry of numbers methods for proving the vanishing of $\text{III}(E/\mathbb{Q})[3]$, similar in spirit to this one, were studied before in [Fis12].

**Remark 1.6.** In future work, we hope to investigate the asymptotics of the constants $c(n)$ as $n \to \infty$. Here we should mention that capitulation discriminants were studied before in the work of Hriljac [Hri87], [vdL15]. Hriljac shows, using Arakelov theory, that for a fixed elliptic curve $E$, the capitulation discriminant of a torsor $C$ that represents an element of $\text{III}(E/\mathbb{Q})[n]$ is bounded by $e^{O(n)}n^n$, where the implied constant depends on the curve $E$.

### 1.1. Genus one models.

The first step in the proof of Theorem 1.2 is to develop the invariant theory of algebraic models of genus one curves $C \subset \mathbb{P}^{n-1}$. This has already been carried out when $n \leq 5$, see [Fis08] and [AKM+01]. We briefly summarise the relevant facts. For the proofs, see above references. There is a parametrization of the set of equations that define an $n$-diagram. A genus one model of degree $n \leq 5$ is

(i) if $n = 2$ a binary quartic form,
(ii) if $n = 3$ a ternary cubic,
(iii) if $n = 4$ a pair of quadratic forms in four variables,
(iv) if $n = 5$ a $5 \times 5$ alternating matrix with entries linear forms in five variables.

A generic set of equations as above defines a genus one curve $C$ equipped with a $K$-rational divisor class $[D]$ of degree $n$. In the $n = 5$ case, the equations of the curve in $\mathbb{P}^4$ are the five $4 \times 4$ Pfaffians of the matrix.

Let $X_n$ denote the (affine) space of genus one models of degree $n$. There is an action of a group $G_n$ on the space $X_n$ such that the non-degenerate orbits in $G_n \backslash X_n$ correspond bijectively to isomorphism classes of $n$-diagrams. The group $G_n$ is a product of several linear groups, and acts on $X_n$ either by linear changes of coordinates on the ambient $\mathbb{P}^{n-1}$, or by changing the basis of the equations that define the curve.

By an invariant of this action we mean a homogeneous polynomial $F$ in the coordinate ring $\mathbb{Q}[X_n]$, such that $F(g \cdot w) = \chi(g)F(w)$ for all $g \in G_n(\mathbb{C})$ and $w \in X_n(\mathbb{C})$, where $\chi$ is a rational character on $G_n$. The study of these invariants goes back to 19th century and classical invariant theory. Weil ([Wei83], [Wei54]), observed that the invariants of a binary quartic and ternary cubic can be used to write down a Weierstrass equation for the Jacobian elliptic curve of the $n$-diagram, and this was extended to genus one models of degree 4 and 5 in [AKM+01] and [Fis08]. More precisely, the ring of invariants is generated by two polynomials $c_4, c_6 \in \mathbb{Z}[X_n]$, with the property that the Jacobian of the curve defined by a genus one model $\Phi \in X_n$ has the Weierstrass equation:

$$y^2 = x^3 - 27c_4(\Phi) - 54c_6(\Phi)$$
Within this setup, the $n$-Selmer group of an elliptic curve $E$ can be given an invariant theoretic description, as the subset of those orbits in $G_n(\mathbb{Q}) \backslash X_n(\mathbb{Q})$ that define $n$-diagrams that have Jacobian $E$, and are everywhere locally soluble.

Moreover elements of the Selmer group can be represented by especially nice genus one models, with integer coefficients that are small relative to the naive height of the Jacobian. A genus one model $\Phi$, that represents an $n$-diagram $[C \to \mathbb{P}^{n-1}]$, is said to be minimal if $\Phi$ has integer coefficients, and the invariants $c_4(\Phi)$ and $c_6(\Phi)$ are equal to invariants $c_4$ and $c_6$ of the minimal Weierstrass model of the Jacobian of $C$. In [CFS10] and [Fis13], it is shown that if $[C \to \mathbb{P}^{n-1}]$ represents an element of the $n$-Selmer group of its Jacobian, i.e. $C$ is everywhere locally soluble, then $[C \to \mathbb{P}^{n-1}]$ admits a minimal genus one model.

The case $n = 2$ of this result goes back to the work of Birch and Swinnerton-Dyer [BSD63]. The existence of minimal models, and algorithms for constructing them, has applications to finding large generators of Mordell-Weil groups of elliptic curves [CFS10], and in Bhargava and Shankar’s work on average size of $n$-Selmer groups [BS13, BS15].

In this paper we generalize these results to $n > 5$. The first step is to extend the definition of a genus one model of degree $n$. For $n \geq 5$, an $n$-diagram $C \subset \mathbb{P}^{n-1}$ is defined by $n(n-3)/2$ quadrics, and so is not a complete intersection. A generic set of $n(n-3)/2$ quadrics does not even define a curve in $\mathbb{P}^{n-1}$, and unlike the case $n \leq 5$, there is no simple parametrization of those quadrics that define an $n$-diagram.

Nevertheless, we can generalize the invariant theory constructions to this setting, if we change our viewpoint on what a genus one model is. A common feature of the above definitions of genus one model in each of the cases $n = 2, 3, 4, 5$ is that a genus one model specifies a minimal graded free resolution of the ideal that defines the curve. Informally, the resolution contains the data of the generators of the ideal defining curve, the data of the relations that these generators satisfy, then the data of the relations that these relations satisfy, and so on.

In Section 3 we define the space of resolution models as a space of chain complexes satisfying certain technical conditions. A resolution model (of degree $n$) essentially consists of a collection of matrices, with entries homogeneous polynomials, that represent the differentials of a chain complex. We extend a few well known properties of genus one models to resolution models.

Following an idea of Fisher, we attach an alternating $n \times n$-matrix $\Omega$ to a resolution model $F_\bullet$. The entries of $\Omega$ are quadratic forms, and the coefficients of these forms are polynomials in the coefficients of the resolution model $F_\bullet$. We show that there exist invariants $c_4(F_\bullet)$ and $c_6(F_\bullet)$, polynomials in the coefficients of the entries of $\Omega$. For odd $n$, we prove that the Jacobian $E$ of the curve defined by $F_\bullet$ is given by the Weierstrass equation

$$y^2 = x^3 - 27c_4(F_\bullet) - 54c_6(F_\bullet).$$
We also construct minimal models for elements of the Selmer group. An everywhere locally soluble $n$-diagram can be represented by a resolution model $F_*$ with integer coefficients, with invariants $c_4(F_*), c_6(F_*)$ equal to the invariants $c_4, c_6$ of the minimal Weierstrass equation of the Jacobian of $C$.

1.2. The discriminant form. To bound the capitulation discriminant of $C$, we make use of the observation that the intersection of $C \subset \mathbb{P}^{n-1}$ with a generic hyperplane $U$ in $\mathbb{P}^{n-1}$ is a set $X_U$ of $n$ points in $\mathbb{P}^{n-2}$. Let $A_U$ denote the algebra of global functions on $U$. By definition $C$ capitulates over $A_U$, and the strategy for the proof of Theorem 1.2 will be to show that we can find a hyperplane $U$ so that the conclusions of the theorem are satisfied.

Let $x_1, \ldots, x_n$ be the coordinates on $\mathbb{P}^{n-1}$ and suppose $U$ is defined by an equation $u_1 x_1 + \ldots + u_n x_n$. To a resolution model $F_*$ of $C$ we attach a homogeneous polynomial $D$, of degree $2n$ in $n$ variables $u_1, \ldots, u_n$, with the property that $D(u_1, \ldots, u_n)$ is the determinant of trace form on $A_U$ with respect to a certain basis. We say $D$ is the discriminant form attached to $F_*$. Its coefficients are homogeneous polynomials in the coefficients of $F_*$. Moreover if $u_1, \ldots, u_n$ are integers, then this basis is in fact a basis of an order in $A_U$, and so $D(u_1, \ldots, u_n)$ is the discriminant of this order, and thus an upper bound on the discriminant of $A_U$.

The discriminant form is a classical object, and can also be viewed as an equation of the projective dual of $C$, as $D(u_1, \ldots, u_n)$ vanishes if and only if the hyperplane $u_1 x_1 + \ldots + u_n x_n$ meets some point of $C$ with multiplicity greater than one. To establish the above interpretation of the integer values of the discriminant form, a key ingredient is the main result of [FR21], which gives a construction of a multiplication table for the algebra $A_U$ from the minimal graded free resolution of the homogeneous ideal of the set $X_U$. This result is an analogue of the invariant theory for genus one models described above, and for $n \leq 5$, it recovers the well-known parametrizations of rings of rank $n$ due to Levi-Delone-Faddeev and Bhargava [DF64], [Bha04], [Bha08].

1.3. Heisenberg invariant forms and geometry of numbers. Proving Theorem 1.2 now amounts to showing that there exists a constant $c(n)$ satisfying the following. Let $[C \to \mathbb{P}^{n-1}]$ be any everywhere locally soluble $n$-diagram, represented by a minimal resolution model $F_*$. Then there exists integers $u_1, \ldots, u_n$, not all zero, such that for the associated discriminant form $D$ we have $|D(u_1, \ldots, u_n)| \leq c(n)H_E^{2n-2}$.

To prove this, we do not work directly with the model $F_*$. Instead, we make use of the fact that the discriminant form transforms naturally under changes of coordinates on $\mathbb{P}^{n-1}$, and make a $\text{SL}_n(\mathbb{R})$-change of coordinates, which preserves the invariants of the resolution model that represents $C$, and put $C$ into Heisenberg normal form.

A curve in Heisenberg normal form is characterised by having an especially simple description of the action of the $n$-torsion of its Jacobian, and can be identified with the embedding of the Jacobian in $\mathbb{P}^{n-1}$ by theta functions. This last fact allows us to view coefficients of its $\Omega$-matrix as modular forms, and by computing their $q$-expansions, we are able to bound the coefficients of the
discriminant form in terms of the naive height of $E$. The final step, proving that the discriminant form takes on a small value, follows immediately from Minkowski’s theorem on lattice points.

**Example 1.7.** Let us look at the construction of the discriminant form in the case $n = 3$, where the formulas are still reasonably simple. Let $C \subset \mathbb{P}^2$ be a smooth curve of genus one and degree 3, defined over $\mathbb{Q}$, and let $F(x, y, z) \in \mathbb{Q}[x, y, z]$ be a ternary cubic that defines $C$. The discriminant form $D$ can be computed by the following recipe. Consider a hyperplane $H$ in $\mathbb{P}^2$, defined by an equation $ux + vy + wz = 0$ for some $u, v, w \in K$. At least one of $u, v, w$ is non-zero—assume it is $w$. We then have the parametrization $\phi: \mathbb{P}^1 \rightarrow H$:

$$(x : y) \mapsto (wx : wy : -ux - vy).$$

Composing $F$ and $\phi$, we obtain a binary cubic form $f(x, y) = F(wx, wy, -ux - vy)$. The three zeros of $f$ correspond to the three points of the intersection of $C$ and $H$. Now recall that the discriminant of a binary cubic form $ax^3 + bx^2y + cxy^2 + dy^3$, is given by

$$b^2c^2 - 4ac^3 - 4b^3d - 27a^2d^2 + 18abcd.$$

The discriminant of the form $f$ is a homogeneous polynomial in $u, v$ and $w$, of degree 12, that is divisible by $w^6$. The discriminant form $D$ turns out to be equal to $\text{disc}(f)/w^6$. If $F \in \mathbb{Z}[x, y, z]$ has integer coefficients, and the cubic $f$ is irreducible, it follows from the Delone-Faddeev correspondence [DF64] that $D(u, v, w)$ is the discriminant of an order in the number field defined by $f$.

A general cubic form $F$ depends on 10 coefficients, and the formula for the form $D$ is fairly intimidating. However, by making a linear change of variables via $\gamma \in \text{SL}_3(\mathbb{R})$, we may replace $F$ by the cubic $G = F \circ \gamma$, where $G$ has the simple form

$$G = a(x^3 + y^3 + z^3) - 3bxyz.$$

where $a$ and $b$ are real numbers. This is known as the Hesse normal form of $F$. The discriminant form of $G$ is equal to

$$D_G(u, v, w) = -27a^4(u^6 + v^6 + w^6) + 162a^2b^2(u^4vw + uwv^4 + uw^4v) + (54a^4 - 108ab^3)(u^3v^3 + v^3w^3 + w^3u^3) + (-324a^3b + 81b^4)u^2v^2w^2.$$

The discriminant form $D_F$ of $F$ is also related to $D_G$ through a change of variables corresponding to $\text{SL}_3(\mathbb{R})$ acting on the projective space that parametrizes hyperplanes in $\mathbb{P}^2$. This reduces the problem of proving that $D_F$ takes a small value at some point in $(u, v, w)$ for some $(u, v, w) \in \mathbb{Z}^3$; to the problem of proving that $D_G$ takes a small value at some point $(u, v, w) \in \Lambda$, where $\Lambda$ is a
lattice in $\mathbb{R}^3$ of covolume one. This problem can now be tackled using methods from the geometry of numbers.

### 1.4. Organization of the paper

In Section 2 we briefly recall basic results about minimal graded free resolutions and twists of elliptic curves we need. In Section 3 we introduce the notion of resolution model of a genus one curve $C \subset \mathbb{P}^{n-1}$, generalizing the notion of genus one model. We define the $\Omega$-quadrics associated to a resolution model, prove that they transform naturally under linear changes of coordinates on $\mathbb{P}^{n-1}$, and use them to construct the discriminant form and an invariant differential on $C$.

The main results of Section 3, Theorem 3.17 and Theorem 4.1, are proved in Section 4 and Section 5. In Section 4 we explain the method of unprojection, which allows us to construct free resolutions inductively, and is the key technical tool in our proofs. The main result of Section 4 is Theorem 4.1, generalizing the minimization theorem of [CFS10] to resolution models. The theorem is deduced from the local minimization result, Theorem 4.21, and Theorem 3.17 using strong approximation. Theorem 4.21 is proven by an induction, using unprojection.

The method of unprojection was developed by Kustin and Miller in [KM83], and used by Fisher in [Fis06] to compute minimal free resolutions of genus one normal curves. We refine and develop this method further in Section 4.1 and Section 4.5. Two key points for the proof of Theorem 4.1 is that the method of unprojection works over base rings more general than fields, most notably $\mathbb{Z}$, and that it is possible to compute $\Omega$-quadrics using unprojection.

In Section 5 we recall the classical theory of embedding elliptic curves into projective space by means of theta functions, and finish the proof of Theorem 3.17. The key point is that we are able to obtain $q$-expansions for the coefficients of the associated $\Omega$-matrix, when the $n$-diagram is in the Heisenberg normal form. This reduces the proof of the formula for Jacobian to a calculation already done in [Fis18]. These $q$-expansions also play a role in Section 6 where we put everything together, and finish the proofs of Theorem 1.2.
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### 2. Preliminaries

#### 2.1. Galois cohomology and $n$-diagrams

Let $F$ be a number field, $E/F$ an elliptic curve and $n \geq 1$ an integer. We briefly recall a few standard facts about the Galois cohomology groups $H^1(F, E)$ and $H^1(F, E[n])$, see for example [CFO+08].

A torsor under $E$ is a smooth projective curve $T/F$, together with a regular simply transitive action of $E$ on $T$. An isomorphism of torsors $C_1$ and $C_2$ is an isomorphism of curves $C_1$ and $C_2$
that respects the action of $E$. The left action of $E$ on itself by translations makes $E$ a torsor, which we call the trivial torsor. There is a natural identification of the group $H^1(F,E)$ with the set of isomorphism classes of torsors defined over $F$, and the trivial torsor $E$ corresponds to the identity element.

We will also need the following interpretation of the group $H^1(F,E[n])$. We define a diagram $[C \to S]$ to be a morphism from a torsor $C$ to a variety $S$. An isomorphism of diagrams $[C_1 \to S_1] \sim [C_2 \to S_2]$ is an isomorphism of torsors $\phi : C_1 \cong C_2$ together with an isomorphism of varieties $\psi : S_1 \cong S_2$ making the diagram

$$
\begin{array}{ccc}
C_1 & \longrightarrow & S_1 \\
\phi \downarrow & & \downarrow \psi \\
C_2 & \longrightarrow & S_2
\end{array}
$$

commute. We define the trivial $n$-diagram to be the diagram $[E \to \mathbb{P}^{n-1}]$ where the morphism is induced by the complete linear system of the divisor $n \cdot 0_E$, and in general, we say a diagram $[C \to S]$ is an $n$-diagram if it is defined over $F$, but isomorphic to the trivial diagram over the algebraic closure $\bar{F}$, i.e. a twist of the trivial diagram. The set of isomorphism classes is also naturally identified with $H^1(F,E[n])$.

The group law on $E$ induces a summation map $\text{sum} : \text{Div}E \to E$, given by $\sum n_p \cdot (P) \mapsto \sum n_p P$. Two divisors $D$ and $D'$ of the same degree are linearly equivalent if and only $\text{sum}(D) = \text{sum}(D')$. The Kummer map $\delta : E(F)/nE(F) \to H^1(F,E[n])$ sends a class $[P] \in E(F)/nE(F)$ to the isomorphism class of the $n$-diagram $[E \to \mathbb{P}^{n-1}]$, where the map is induced by the complete linear system of any degree $n$ divisor $D$ with $\text{sum}(D) = P$.

In this article we consider only $n$-diagrams of the form $[C \to \mathbb{P}^{n-1}]$. When $n \geq 3$, such an $n$-diagram is a closed embedding, and its image is a smooth projectively normal curve $C$ of genus one and degree $n$. If $n = 3$, $C$ is a plane cubic. For $n \geq 4$, the ideal defining $C$ is generated by $n(n-3)/2$ quadrics, see [Fis08, Prop. 5.3]. Finally, as a consequence of class field theory, under the above identification, the elements of the $n$-Selmer group of $E$ can be represented by $n$-diagrams of the form $[C \to \mathbb{P}^{n-1}]$.

2.2. Free resolutions. Next, we recall here some basic results from commutative algebra. The main references for this section are [Eis13], [BH98] and [KM83].

Let $R = k[x_0, \ldots, x_m]$, where $k$ is a field. For $M = \oplus M_d$ a graded $R$-module, let $M(c) = \oplus M_{c+d}$ be the graded $R$-module with grading shifted by $c$. We say that the direct sums of the modules $R(c)$ are the free graded $R$-modules. The notion of a free resolution of a graded module will play a key role in the rest of the paper.

**Definition 2.1.** A graded free resolution of a graded $R$-module $M$ is a chain complex $F_{\bullet}$ of graded free $R$-modules
We briefly recall its definition and basic properties, following [Eis13] and [Mat89]. Let 
\[ \phi \]
if we have 
2.3. Koszul resolutions. The basic example of a minimal free resolution is the Koszul complex. We briefly recall its definition and basic properties, following [Eis13] and [Mat89]. Let \( R \) be a commutative ring and let \( E \) be a free \( R \)-module of finite rank \( r \). Given an \( R \)-linear map \( f : E \to R \), the Koszul complex associated to \( f \) is the chain complex of \( R \)-modules

\[
K_\bullet(f) : 0 \to \Lambda^r E \overset{d_0}{\to} \Lambda^{r-1} E \to \cdots \to \Lambda^1 E \overset{d_1}{\to} R
\]

where the differential \( d_k \) is given by, for any \( e_1, e_2, \ldots, e_k \in E \)

\[
d_k(e_1 \wedge \ldots \wedge e_k) = \sum_{i=1}^{k} (-1)^{i+1} f(e_i) e_1 \wedge \ldots \wedge \hat{e}_i \wedge \ldots \wedge e_k.
\]

Now let \( e_i \) be a basis \( E \) of and let \( x_i = f(e_i) \).

**Theorem 2.2.** If \( x_1, \ldots, x_r \) is a regular sequence in \( R \), meaning that \( x_i \) is not a zero-divisor on \( R/(x_1, \ldots, x_{i-1}) \) for all \( i \), then \( K_\bullet(f) \) is a free resolution of \( R/(x_1, \ldots, x_r) \).

**Proof.** This is Theorem 16.5(i) of [Mat89].

The case of the theorem we will be using is when \( R = S[x_1, \ldots, x_m] \), for an arbitrary base ring \( S \) and \( m \geq r \). In this case \( K_\bullet(f) \) is a graded free resolution of the ideal \((x_1, \ldots, x_r)\), with the grading given by \( K_\bullet(f)_k = (\Lambda^k E)(-k) \).

It is easy to verify that the pairings \( \Lambda^i E \times \Lambda^j E \to \Lambda^{i+j} E \) satisfy the Leibniz rule: for \( f_i \in \Lambda^i E \) and \( f_j \in \Lambda^j E \) we have

\[
d_{i+j}(f_i \wedge f_j) = d_i(f_i) \wedge f_j + (-1)^i f_i \wedge d_j(f_j).
\]

Furthermore \( f_i \wedge f_j = (-1)^{ij} f_j \wedge f_i \). Thus the wedge product makes the Koszul complex the simplest example of differential graded commutative algebra, which we will define in Section 2.5.

The Koszul complex is self-dual: we can identify \( \Lambda^r E = R \), using, for example, the generator \( e_1 \wedge \ldots \wedge e_r \). Then the pairings \( \Lambda^i E \times \Lambda^{r-i} E \to \Lambda^r E = R \) induces a map \( \eta : K_\bullet \to K^\bullet \), which is a map of chain complexes by the Leibniz rule, and an isomorphism as the pairings are perfect.

2.4. Sign conventions for the dual complex. For a graded module \( M \), we denote by \( M^* \) the dual module \( \text{Hom}(M, R) \). Note that \( R(n)^* \cong R(-n) \) as a graded module. The dual of a finite chain complex \((F_\bullet, \phi)\), of length \( n \), of graded \( R \)-modules \( M \) will for us be a chain complex (as
opposed to a cochain complex) of graded free $R$-modules, denoted by $F_i^*$, with $F_i^* = \text{Hom}(F_{n-i}, R)$. We adopt the sign convention that the differential $F_i^* \to F_{i+1}^*$ is given by $(-1)^i \phi_{n-i}$.

The length of a minimal free resolution is called the projective dimension of $M$ and is denoted by $\text{proj dim } M$. We write $\text{codim } I$ for the codimension of a homogeneous ideal $I \subset R$. By the Auslander-Buchsbaum formula, we have the inequality $\text{codim } I \leq \text{proj dim } I$. We say a homogeneous ideal $I$ is perfect if $\text{codim } I = \text{proj dim } I$.

**Definition 2.3.** Let $I \subset R$ be a perfect ideal, and let $F_\bullet$ be the minimal graded free resolution of $I$. The ideal $I$ is *Gorenstein* if $F_\bullet$ is isomorphic to its dual, up to a shift in the degree, i.e. if $F_\bullet \cong F^*(c)$, for some integer $c$.

### 2.5. Algebra structures on resolutions.
In this section we will consider graded modules over the ring $R = S[x_0, \ldots, x_m]$. In our applications, the ring of scalars $S$ will either be a field, or a ring of $p$-adic integers $\mathbb{Z}_p$, for some prime $p$.

Let $(C_\bullet, d)$ be a chain complex of $R$-modules with $C_0 = R$. A differential graded algebra structure on $C_\bullet$ is a collection of maps $C_i \otimes C_j \to C_{i+j}$ that satisfies the Leibniz rule. In other words, a multiplication rule on $C_\bullet$ such that, if $z_i \in C_i$ and $z_j \in C_j$, then $z_i \cdot z_j \in C_{i+j}$, and
\[ d_{i+j}(z_i \cdot z_j) = d_i(z_i) \cdot z_j + (-1)^i z_i \cdot d_j(z_j). \]

We also require that the map $C_0 \otimes C_i \to C_i$ is just the usual multiplication $R \otimes C_i \to C_i$, when we identify $C_0 = R$. In other words, $1 \in C_0$ is the identity element.

We omit the subscripts on the differential maps when there is no danger of confusion. We say the algebra is commutative if we have $z_i \cdot z_j = (-1)^{ij} z_j \cdot z_i$ for $i$ and $j$, and $z_i \cdot z_i = 0$ for all $i$ odd. In this case, we say $C_\bullet$ has a DGCA (differential graded commutative algebra) structure.

### 2.6. Buchsbaum-Eisenbud construction.
Now let $F_\bullet$ be a finite graded free resolution of an ideal $I \subset R$, so that $F_0 = R$, and $H_i(F_\bullet) = 0$ for $i > 0$. There is a natural way to define a DGCA structure on $F_\bullet$, due to Buchsbaum and Eisenbud [BE82]. Define the symmetric square $S^2(F_\bullet)$ to be
\[ S^2(F_\bullet) = (F_\bullet \otimes F_\bullet)/M \]
where $M$ is the submodule of $F_\bullet \otimes F_\bullet$ generated by
\[ \{ z_i \otimes z_j - (-1)^{ij} z_j \otimes z_i \mid z_k \in F_k \} \cup \{ z_i \otimes z_i \mid z_i \in F_i, i \text{ odd} \} \]
Then $S^2(F_\bullet)$ is a chain complex, with the differential induced from the differential on $F_\bullet \otimes F_\bullet$
\[ d(z_i \otimes z_j) = d z_i \otimes z_j + (-1)^i z_i \otimes d z_j. \]

The degree $k$ term can be identified with
\[ S^2(F)_k = \left( \sum_{i+j=k, \ i < j} F_i \otimes F_j \right) + T_k, \]
Suppose that \( \xi \) is a collection of maps \( \xi^i \) for \( i \geq 1 \). In particular, note that \( S^2(F) \) is a complex of free modules. We have \( S^2(F)_0 = F_0 \otimes F_0 \) and \( S^2(F)_1 = F_0 \otimes F_1 \). Identifying the left \( F_0 \) with \( R \), we obtain maps \( S^2(F)_0 = R \otimes F_0 \to F_0 \) and \( S^2(F)_1 = R \otimes F_1 \to F_1 \). These maps commute with differentials on \( S^2(F)_* \) and \( F_* \). As \( H_i(F_*) = 0 \) for \( i \geq 1 \), they can be extended to a map of chain complexes \( \alpha : S^2(F)_* \to F_* \). For homogeneous elements \( z_i \) and \( z_j \), we put \( z_i \cdot z_j = \alpha(z_i \otimes z_j) \). It is clear that this defines a DGCA structure on \( F_* \).

2.7. Construction of a null homotopy. Suppose that \( F_* \) and \( G_* \) are DGCA algebras, and that \( \beta : F_* \to G_* \) is a map of chain complexes. The map \( \beta \) does not need to respect the DGCA structure on the nose, but it does so up to homotopy. The following result, Lemma 1.2 of \cite{KM83}, makes this precise.

**Lemma 2.4.** Let \( \beta : F_* \to G_* \) be a map of complexes of free \( R \)-modules.

\[
\begin{array}{ccc}
\ldots & \phi_{n+1} & F_n \\
\downarrow \beta_n & \phi_n & \ldots \\
\ldots & \phi_1 & F_0 \\
\downarrow \beta_0 & \phi_0 & \\
\ldots & \psi_{n+1} & G_n \\
\downarrow \psi_n & \ldots \\
\ldots & \psi_1 & G_0 \\
\end{array}
\]

Suppose that \( F_* \) and \( G_* \) are both DGCA. If \( H_i(G_*) = 0 \) for \( i \geq 1 \), then there exists a collection of maps \( \xi : F_i \otimes F_j \to G_{i+j+1} \), defined for \( i, j \geq 0 \), such that:

\begin{enumerate}
\item \( \xi(z_i \otimes z_j) = (-1)^{ij} \xi(z_j \otimes z_i) \),
\item \( \xi(z_i \otimes z_i) = 0 \) if \( i \) is odd,
\item \( \xi(z_0 \otimes z_i) = 0 \),
\item \( \beta_{i+j}(z_i \cdot z_j) - \beta_i(z_i) \cdot \beta_j(z_j) = \xi(\phi_i(z_i) \otimes z_j) + (-1)^i \xi(z_i \otimes \phi_j(z_j)) + \psi_{i+j+1}(\xi(z_i \otimes z_j)) \) for \( z_i \in F_i \).
\end{enumerate}

**Proof.** Consider the maps \( F_i \otimes F_j \to G_{i+j+1} \) defined by \( z_i \otimes z_j \mapsto \beta_{i+j}(z_i \cdot z_j) - \beta(z_i) \cdot \beta(z_j) \). It is easy to check, using the Leibniz rule, that these maps induce a map of chain complexes \( S_2(F_*) \to G_* \), that is zero in degrees zero and one. Hence there is a null homotopy \( \xi : F_i \otimes F_j \to G_{i+j+1} \), and it is clear that \( \xi \) satisfies properties (i)-(iv).

\[
\square
\]

2.8. DGCA structures on self-dual resolutions. Now suppose that \( F_* \) is of length \( n - 1 \), so that the last non-zero module in \( F \) is \( F_{n-2} \), and suppose that the resolution \( F_* \) is self-dual, so that \( F_* \cong F^*_*, \) up to a shift in grading. We identify \( R = F_0 = F^*_{n-2} \). For each \( i \), algebra multiplication \( F_i \otimes F_{n-2-i} \to R \) induces a map \( s_i : F_i \to F^*_{n-2-i} \).
We then have the following statement, based on Proposition 3.4.4 of \cite{BH98}, with a slight difference arising from our sign convention for the dual complex.

**Proposition 2.5.** The maps $s_i : F_i \to F_{n-2-i}$ define a homomorphism of chain complexes $s : F_\bullet \to F_\bullet^*$, lifting the isomorphism $F_0 \to F_{n-2}^*$. This map is symmetric, meaning that for any $f_i \in F_i$ and $f_{n-2-i} \in F_{n-2-i}$ we have

$$s_i(f_i)(f_{n-2-i}) = (-1)^{(n-2-i)} s_{n-2-i}(f_{n-2-i})(f_i).$$

If $R = k[x_1, \ldots, x_m]$ is the graded polynomial ring over a field $k$, and $F_\bullet$ is a minimal free resolution, then this homomorphism is an isomorphism.

**3. Resolution models and $\Omega$-matrices**

We will be concerned with minimal graded free resolutions of the following two types of varieties. Throughout this section, let $k$ be a field.

**Definition 3.1.** A genus one normal curve of degree $n$ is a smooth curve of genus one and degree $n$ that spans $\mathbb{P}^{n-1}$.

In the literature, these curves are also known as elliptic normal curves.

**Definition 3.2.** We say a zero dimensional variety $X \subset \mathbb{P}^{n-2}$, defined over $k$, is a set of $n$ points in general position in $\mathbb{P}^{n-2}$, if $X$ is of degree $n$ and the set of geometric points $X(\bar{k})$ consists of $n$ points in general position, meaning that no subset of $X$ of size $n-1$ is contained in a hyperplane.

Notably, such sets arise as hyperplane sections of genus one normal curves of degree $n$.

**Theorem 3.3.** Let $n \geq 4$, and let $R = A[x_1, \ldots, x_m]$ be a polynomial ring over a base ring $A$. We consider chain complexes of length $n-1$ and of the form

$$0 \to R(-n) \xrightarrow{\phi_{n-2}} R(-n+2)^{b_{n-3}} \xrightarrow{\phi_{n-3}} R(-n+3)^{b_{n-4}} \xrightarrow{\phi_{n-4}} \ldots \xrightarrow{\phi_3} R(-3)^{b_2} \xrightarrow{\phi_2} R(-2)^{b_1} \xrightarrow{\phi_1} R \to 0,$$

where $b_i = n \binom{n-2}{i} - \binom{n}{i+1}$ for $1 \leq i \leq n-3$.

(i) Let $C \subset \mathbb{P}^{n-1}$ be a genus one normal curve of degree $n$, defined over $k$, and let $I := I(C)$ be the homogeneous ideal defining $C$. Then $I$ is Gorenstein, and the minimal free resolution $F_\bullet$ of $A/I$ is of the form \eqref{eq:genus_one_resolution}, with $R = k[x_1, \ldots, x_n]$.

(ii) Let $X \subset \mathbb{P}^{n-2}$ be a set of $n$ points in general position. Let $I := I(X)$ be the homogeneous ideal of $k[x_1, \ldots, x_{n-1}]$ defining $X$. Then $I$ is Gorenstein, and the minimal free resolution $F_\bullet$ of $A/I$ is of the form \eqref{eq:hyperplane_section_resolution}, with $R = k[x_1, \ldots, x_{n-1}]$.

**Proof.** Both of these results are well known, and in fact (ii) follows from (i). For a proof of (i) see \cite{BH03}, or Theorem 1.1 of \cite{Fis06}, and for (ii), see the discussion of Theorem 138 in \cite{Wil13}. As
a byproduct of our work in Section 4, we reprove the theorem along the lines of the method used in [Fis06]. □

We will consider only rings $R = A[x_1, \ldots, x_m]$ with $m$ equal to either $n$, the case of curves, or $n - 1$, the case of points.

**Definition 3.4.** Let $S$ be an arbitrary commutative ring, $n \geq 3$ and $m \geq 2$ integers, and let $R = S[x_1, \ldots, x_m]$. A resolution model of degree $n$, defined over $S$, is a collection of maps $(\phi_i)_{i=1}^{n-2}$ of graded $R$-modules, that fit together into a chain complex $F_\bullet$ of the form

$$0 \to R(-n) \xrightarrow{\phi_{n-2}} R(-n + 2)^{b_{n-3}} \xrightarrow{\phi_{n-3}} R(-n + 3)^{b_{n-4}} \xrightarrow{\phi_{n-4}} \ldots \xrightarrow{\phi_3} R(-3)^{b_2} \xrightarrow{\phi_2} R(-2)^{b_1} \xrightarrow{\phi_1} R \to 0,$$

for which there exists an isomorphism $\eta : F_\bullet \to \text{Hom}(F_\bullet, R(-n))$ of graded chain complexes, that is symmetric, in the following sense. We have, for all $f_i \in F_i$ and $f_{n-2-i} \in F_{n-2-i}$

$$\eta_h(f_i) = (-1)^{(n-2-i)}\eta_{n-2-i}(f_{n-2-i})(f_i).$$

When $m = n - 1$, we also say $F_\bullet$ is a genus one model of degree $n$.

**Definition 3.5.** We say that a resolution model $F_\bullet$ is non-degenerate when the homology modules $H_i(F_\bullet)$ vanish for $i > 0$, so that $F_\bullet$ is a free resolution of an ideal $I$.

**Example 3.6.** Let $C \subset \mathbb{P}^{n-1}$ be a genus one normal curve, defined over a field $k$. By Proposition 2.5, a minimal free resolution $F_\bullet$ of the coordinate ring of $C$, with a choice of basis of each module $F_i$, is a resolution model of degree $n$. We say that $F_\bullet$ represents the $n$-diagram $[C \to \mathbb{P}^{n-1}]$.

**Lemma 3.7.** Let $F_\bullet$ be a chain complex of the form (1) that is a resolution of an ideal $I \subset S[x_1, \ldots, x_m]$. Suppose that there exists an isomorphism $\eta : F_\bullet \to \text{Hom}(F_\bullet, R(-n))$. Then $\eta$ is unique up to the invertible elements of $S$, and $\eta$ is symmetric.

**Proof.** As $F_0 \cong F_0^* = R$, and $\eta_0$ is an isomorphism of graded modules, we see that $\eta_0$ is multiplication by an element of $S^\times$. The map $\eta_0$ determines the map $\eta$ up to a chain homotopy $\gamma$. Looking at the grading of the modules $F_i$, we see that such a $\gamma$ is necessarily zero.

Now note that the map $s$ constructed in Proposition 2.5 is symmetric, and also a chain map lifting an isomorphism $R \to \text{Hom}(R(-n), R(-n))$. Thus the map $\eta$ is chain homotopic to an $S^\times$-multiple of $s$. Arguing as before, the homotopy must be zero, and $\eta$ is equal to an $S^\times$-multiple of $s$, and is thus symmetric. □

Denote the set of all resolution models defined over a ring $S$ by $X_n(S)$. A ring homomorphism $S \to S'$ induces a natural map $X_n(S) \to X_n(S')$.

**Definition 3.8.** Let $k$ be the field of fractions of an integral domain $S$, and let $C$ be a genus one normal curve of degree $n$, defined over $k$. An $S$-integral model of $C$ is a non-degenerate resolution model $F_\bullet \in X_n(S)$ that maps into a genus one model of $C$ under the map $X_n(S) \to X_n(k)$. 
3.1. **Equivalence of resolution models.** A resolution model includes a choice of basis for each module in the resolution, and so the group \(G_n^{\text{res}} = \text{GL}_{b_n-2} \times \ldots \times \text{GL}_{b_0}\) acts on the space \(X_n\) of genus one models. We give an explicit description of this action. Let \(F_\bullet\) be a resolution model defined over \(S\), with the differentials represented by matrices \(\phi_1, \ldots, \phi_{n-2}\). For \(0 \leq i \leq n-2\), an element \(g_i \in \text{GL}_{b_i}(S)\) acts on \(F_\bullet\) by replacing \(\phi_i\) and \(\phi_{i+1}\) with \(g_i \phi_i\) and \(g_{i+1} \phi_{i+1}^{-1}\) respectively, with \(\phi_0\) and \(\phi_{n-1}\) understood to be zero.

We also have a lift of the standard action of the group \(\text{GL}_m\) on \(\mathbb{P}^{m-1}\) to an action on the space \(X_n\). Let \(g = (g_{ij}) \in \text{GL}_{m+1}\), and put \(x'_j = \sum_{i=1}^{m} g_{ij} x_i\). Regard matrices \(\phi_r = \phi_r(x_1, \ldots, x_m)\) as functions of the variables \(x_1, \ldots, x_m\), and put, for \(1 \leq r \leq n-2\)

\[
\phi_r(x_1, \ldots, x_m) = \phi_r(x'_1, \ldots, x'_m)
\]

We define \(g \cdot F_\bullet\) to be the resolution model specified by the differentials \(\phi'_1, \ldots, \phi'_{n-2}\). We define \(G_n = G_n^{\text{res}} \times \text{GL}_m\), and say two models \(F_\bullet, F'_\bullet \in X_n(S)\) are equivalent over \(S\) if there exists a \(g \in G_n(S)\) with \(g \cdot F_\bullet = F'_\bullet\).

**Proposition 3.9.** Let \(F_\bullet\) and \(F'_\bullet\) be resolution models that represent genus one normal curves \(C \subset \mathbb{P}^{n-1}\) and \(C' \rightarrow \mathbb{P}^{n-1}\), defined over a field \(K\). The models \(F_\bullet\) and \(F'_\bullet\) are equivalent over \(K\) if and only if there exists an element of \(\text{PGL}_n(K)\) that takes \(C\) to \(C'\).

**Proof.** This follows from uniqueness of minimal free resolutions. \(\square\)

**Remark 3.10.** For \(n \leq 5\), our definition of a genus one model specializes to the existing definition of a genus one model given in \(\text{Pis08}\), i.e. the data.

3.2. **\(\Omega\)-quadrics and the invariant theory of resolution models.** Let \(F_\bullet\) be a resolution model of degree \(n\), for \(R = S[x_1, \ldots, x_m]\), where \(n \geq 3, m \geq 1\) are integers. We represent the differentials \(\phi_r\) of \(F_\bullet\) by matrices of homogeneous polynomials. For any tuple \(1 \leq a_1, a_2, \ldots, a_{n-2} \leq m\), we define

\[
[a_1, a_2, \ldots, a_{n-2}]_F = \frac{\partial \phi_1}{\partial x_{a_1}} \frac{\partial \phi_2}{\partial x_{a_2}} \ldots \frac{\partial \phi_{n-2}}{\partial x_{a_{n-2}}},
\]

where a partial derivative of a matrix is the matrix of the partial derivatives of the entries, and the product is matrix multiplication. Note that \(\phi_{n-2}\) and \(\phi_1\) are represented by a matrices consisting of quadratic forms, while the maps \(\phi_i\), for \(1 < i < n-2\), are represented by matrices of linear forms, and so \([a_1, a_2, \ldots, a_{n-2}]_F\) is a quadratic form in \(x_1, \ldots, x_n\). Let \(\sigma\) be the \((n-2)\)-cycle \((12 \ldots n-2)\) in \(S_{n-2}\), and then define

\[
[[a_1, a_2, \ldots, a_{n-2}]]_F = \sum_{k=1}^{n-2} [a_{\sigma^{2k}(1)}, a_{\sigma^{2k}(2)}, \ldots, a_{\sigma^{2k}(n-2)}].
\]

When there is no danger of confusion we will omit the subscript \(F_\bullet\). For each tuple \((b_1, b_2, \ldots, b_{m-n+2})\), where \(1 \leq b_i \leq m\) are distinct integers, let \(a_1, a_2, \ldots, a_{n-2}\) be the complement of \(\{b_1, \ldots, b_{m-n+2}\}\)
in \{1,2,\ldots,m\}, ordered so that
\[(b_1, \ldots, b_{m-n+2}, a_1 \ldots, a_{n-2})\]
is an even permutation of \{1, \ldots, m\}.

**Definition 3.11.** With notation as above, for each tuple \(b_1, \ldots, b_{m-n+2}\) as above, we define a quadratic form \(\Omega_{b_1,\ldots,b_{m-n+2}} = [[a_1, \ldots, a_{n-2}]]\).

Let \(V = \langle x_1, \ldots, x_m \rangle\) be the space of linear forms on \(\mathbb{P}^{m-1}\), and denote the dual basis of \(V^*\) by \(x_1^*, \ldots, x_m^*\). To the collection of \(\Omega\)-quadrics we associate an element \(\Omega\) of \(\wedge^{m-n+2} V^* \otimes_k S^2 V\) via the formula
\[
\Omega := \sum x_{b_1}^* \wedge x_{b_2}^* \wedge \ldots \wedge x_{b_{m-n+2}}^* \otimes \Omega_{b_1,\ldots,b_{m-n+2}}.
\]
where the sum is over all tuples \((b_1, \ldots, b_m)\) as above. The proposition below shows that this construction is well-defined, i.e. invariant under change of basis of \(V\).

We are mainly interested in the cases \(m = n\) and \(m = n-1\), corresponding to resolution models of genus one curves and resolution models of sets of points respectively. In the first case, \(\Omega \in \wedge^2 V^* \otimes_k S^2 V\) can be represented by an alternating \(n \times n\)-matrix of quadratic forms in \(x_1, \ldots, x_n\). In the second case \(\Omega \in V^* \otimes_k S^2 V\) is represented by \(n\) quadratic forms in \(x_1, \ldots, x_{n-1}\). Thus according to which case we are in, \(\Omega\) has either one or two subscripts.

**Remark 3.12.** The construction of \(\Omega\)-quadrics is independent of the choice of basis of the free \(R\)-modules in the resolution, except for the leftmost module \(R(-n)\), where change of basis has the effect of multiplying all the \(\Omega\)-quadrics by the same constant.

To see this, observe that changing the basis of \(F_i\) is the same as replacing \(\phi_i\) by \(\phi_i A\) and \(\phi_{i+1}\) by \(A^{-1} \phi_{i+1}\), where \(A\) is a matrix with entries in \(S\). Applying the product rule, we see that this does not change the expression \([a_1, a_2, \ldots, a_{n-2}]\).

The following result of Tom Fisher describes how the matrix \(\Omega\) transforms under the linear changes of coordinates.

**Proposition 3.13.** Let \(F_\bullet\) be a degree \(n\) resolution model. Let \(x'_j = \sum_{i=1}^m g_{ij} x_i\) for some \(g = (g_{ij}) \in \text{GL}_m\). With respect to the new coordinates given by \(x'_j\), \(R/I\) has a free resolution \(F'_\bullet\), again of the form \(\langle x_1, \ldots, x_n \rangle\), with the maps given by matrices \(\phi'_1, \ldots, \phi'_{n-2}\) where
\[
\phi'_r(x_1, \ldots, x_m) = \phi_r(x'_1, \ldots, x'_m).
\]
Let \(\Omega, \Omega'\) be the elements of \(\wedge^{n-m+2} V^* \otimes S^2 V\) associated to resolutions \(\phi, \phi'\) respectively. Then we have
\[
\Omega' = \det(g) g \cdot \Omega,
\]
where the action of \(g\) on \(\Omega\) is the standard action of \(\text{GL}_m\) on \(\wedge^{n-m+2} V^* \otimes S^2 V\).
We omit the proof here, since a proof in the points case, which is exactly the same as the general case, is given in [FR21]. A complete proof can be found in Section 3.4 of [Rad21].

3.3. $\Omega$-matrices and genus one normal curves. We now focus on the $\Omega$-quadrics associated to resolution models of genus one normal curves. In this section, we restrict to the case when the field $k$ is of characteristic 0.

**Example 3.14.** Let $F \bullet$ be a genus one model of a genus one normal curve $C_n \subset \mathbb{P}^{n-1}$. Taking $m = n$, the above construction yields an element of $\wedge^2 V^* \otimes S^2 V$, which can be represented by an alternating matrix of quadratic forms, called the $\Omega$-matrix.

(i) $n = 3$. Suppose $C_3$ is defined by a ternary cubic $F$. The $\Omega$-matrix attached to the resolution $0 \to R(-3) \xrightarrow{F} R \to 0$ is

$$\Omega_3 = \begin{pmatrix} 0 & \frac{\partial F}{\partial x_3} & -\frac{\partial F}{\partial x_2} \\ -\frac{\partial F}{\partial x_3} & 0 & \frac{\partial F}{\partial x_1} \\ \frac{\partial F}{\partial x_2} & -\frac{\partial F}{\partial x_1} & 0 \end{pmatrix}$$

(ii) $n = 4$. Suppose $C_4$ is defined by a pair of quadratic forms $F_1$ and $F_2$, and consider the free resolution given by the Koszul complex:

$$0 \to R(-4) \xrightarrow{\phi_2} R(-2)^2 \xrightarrow{\phi_1} R \to 0$$

where $\phi_2 = (F_2, -F_1)^T$ and $\phi_1 = (F_1, F_2)$, and $F_1, F_2$. Then the entries of $\Omega_4$ are given by

$$(\Omega_4)_{i,j} = \frac{\partial F_1}{\partial x_k} \frac{\partial F_2}{\partial x_l} - \frac{\partial F_1}{\partial x_l} \frac{\partial F_2}{\partial x_k}$$

where $(i, j, k, l)$ is an even permutation of $(1, 2, 3, 4)$.

Following the convention used in [Fis18], we denote the standard action of $GL_n$ on the space $\wedge^2 V^* \otimes S^2 V$ by the symbol $\star$. Explicitly, it is given by

$$g \star \Omega(x_1, \ldots, x_n) = g^{-T} \left( \Omega \left( \sum_{i=1}^{n} g_{i1}x_i, \ldots, \sum_{i=1}^{n} g_{in}x_i \right) \right) g^{-1}$$

where $g^{-T}$ is the inverse of the transpose of $g$. Note that this action differs from the action of Proposition 3.13 by a factor of $\det(g)$. Under the $\star$-action, scalar matrices act trivially, and so $\star$ induces an action of $PGL_n$ on $\wedge^2 V^* \otimes S^2 V$.

3.4. Invariant differentials. Let $F \bullet$ be a resolution model of a genus one normal curve $C \subset \mathbb{P}^{n-1}$, and let $\Omega$ be the associated $\Omega$-matrix. We define the invariant differential associated to the matrix $\Omega$ to be a rational differential form on $C$, given by the expression

$$\omega_{ij} = (n - 2) \frac{x_i^2 d(x_i/x_j)}{\Omega_{ij}(x_1, \ldots, x_n)}$$

for any distinct $i, j$. The following Proposition is proved in Section 4.
Proposition 3.15. Let $\Omega$ be an $\Omega$-matrix associated to a resolution model $F_*$ of a curve $C \subset \mathbb{P}^{n-1}$.

(i) The differential $\omega_{ij}$ is independent of indices $i$ and $j$, and we denote it just by $\omega$.

(ii) The differential $\omega$ is a regular differential form on $C$.

We say that the model $F_*$ represents the pair $(C, \omega)$.

The differential $\omega$ transforms in a natural way under the action of $\text{GL}_n$, as we will see in Lemma 3.24. Now, following [Fis18], we define certain polynomials in the coefficients of the $\Omega$-matrix that are invariant under the action of $\text{GL}_n$.

We first define, for any $1 \leq i, j, k \leq n$,

$$M_{ij} = \sum_{r,s=1}^{n} \frac{\partial \Omega_{ir}}{\partial x_s} \frac{\partial \Omega_{js}}{\partial x_r},$$

and

$$N_{ijk} = \sum_{r=1}^{n} \frac{\partial M_{ij}}{\partial x_r} \Omega_{rk}.$$ 

We then define the polynomials $c_4(\Omega)$ and $c_6(\Omega)$ as

$$c_4(\Omega) = \frac{3}{2^4n(n-2)^2\binom{n+3}{5}} \sum_{i,j,r,s=1}^{n} \frac{\partial^2 M_{ij}}{\partial x_r \partial x_s} \frac{\partial^2 M_{rs}}{\partial x_i \partial x_j},$$

and

$$c_6(\Omega) = -\frac{1}{2^4n(n-2)^3\binom{n+5}{7}} \sum_{i,j,k,r,s,t=1}^{n} \frac{\partial^3 N_{ijk}}{\partial x_r \partial x_s \partial x_t} \frac{\partial^3 N_{rst}}{\partial x_i \partial x_j \partial x_k}.$$ 

One can show that these polynomials are invariants of $\Omega$, in the following sense:

Proposition 3.16. For $g \in \text{GL}_n(k)$ and $\Omega \in \wedge^2 V \otimes S^2 V$, we have $c_k(g \ast \Omega) = c_k(\Omega)$ for $k = 4, 6$.

Proof. See Lemma 2.2 of [Fis18].

The reason we are interested in $\Omega$-matrices is that they can be used to give a formula for the Jacobian of the curve $C$. More precisely, we have the following.

Theorem 3.17 (The formula for the Jacobian). Let $C/k$ be a genus one normal curve of degree $n$, where $n \geq 3$ is an odd integer, and let $\omega$ be an invariant differential of $C$. Let $F_*$ be a genus one model of $I(C)$, and let $\Omega$ be the $\Omega$-matrix associated to $F_*$. Then the Jacobian $E$ of $C$ is defined by the Weierstrass equation $W$

$$y^2 = x^3 - 27c_4(\Omega)x + 54c_6(\Omega),$$

where $c_4(\Omega)$ and $c_6(\Omega)$ are defined as above. Moreover, there is a $\bar{k}$-isomorphism $\gamma : C \to E$ such that, for each $i \neq j$,

$$\gamma^*(3dx/y) = (n-2)\frac{x^2d(x_i/x_j)}{\Omega_{ij}}.$$ 

The proof of this result will require complex analytic methods, and will be given in Section 5.
Remark 3.18. In [Fis18], a different definition of the \( \Omega \)-matrix associated to a genus one curve is given, and the analogue of Theorem 3.17 is shown to hold for all values of \( n \), without the restriction that \( n \) is odd. We expect that the two definitions are equivalent. It is possible to check this is true for small values of \( n \) by a generic calculation, but we still haven’t found a proof that works for all \( n \). We also expect that, with more work, one should be able to extend our proof of Theorem 3.17 to even values of \( n \).

Remark 3.19. We have chosen a different normalisation for the differential \( \omega \) and the invariants \( c_4(\Omega) \) than the one used in [Fis18] and [Rad21]. We’ve done this because, for \( n \leq 5 \), with this normalisation, for an \( \Omega \)-matrix associated to a genus one model of degree \( n \) the invariants \( c_4(\Omega) \) and \( c_6(\Omega) \) agree with the invariants \( c_4 \) and \( c_6 \) of the genus one model.

Furthermore, note that there are denominators appearing in the formulas for \( c_4(\Omega) \) and \( c_6(\Omega) \)—they are the reason we restrict to characteristic 0 in this section. For \( n \leq 5 \), the invariants \( c_4 \) and \( c_6 \), viewed as functions in the coefficients of the genus one model instead of as functions of the coefficients of the matrix \( \Omega \), have primitive integer coefficients. This is another indicator that the scaling we choose is the correct one. It would be interesting to find denominator-free formulas for \( c_4 \) and \( c_6 \) for \( n > 5 \), and we hope to investigate this in future work.

3.5. The invariant differential under changes of coordinates. In this section we study how the differential \( \omega \) associated to an \( \Omega \)-matrix behaves under changes of coordinates. The following lemma is a generalization of [Fis08, Proposition 5.19], and immediately implies part (i) of Lemma 3.15.

Lemma 3.20. Let \( C \) be a genus one normal curve of degree \( n \), let \( F_\bullet \) be a free resolution of \( R/I(C) \), and consider the associated quadrics \([a_1, \ldots, a_{n-2}]\). Then, for \( i, j, a_1, \ldots, a_{n-2} \) an even permutation of \( 1, 2, \ldots, n \) and \( \tau \in S_n \), we have the following equality of rational differential forms on \( C \)

\[
x_j^2 d(x_i/x_j) [a_1, \ldots, a_{n-2}] = \text{sgn}(\tau) x_{\tau(j)}^2 d(x_{\tau(i)}/x_{\tau(j)}) [\tau(a_1), \ldots, \tau(a_{n-2})].
\]

We need two preliminary lemmas.

Lemma 3.21. If \( 2 \leq r \leq n-3 \) then

\[
[a_1, \ldots, a_r, a_{r+1}, \ldots, a_{n-2}] = -[a_1, \ldots, a_{r+1}, a_r, \ldots, a_{n-2}].
\]

Proof. For this range of \( r \), both \( \phi_r \) and \( \phi_{r+1} \) are matrices of linear forms. We differentiate the relation \( \phi_r \phi_{r+1} = 0 \). By the Leibniz rule,

\[
0 = \frac{\partial^2 (\phi_r \phi_{r+1})}{\partial x_{ar} \partial x_{ar+1}} = \frac{\partial \phi_r}{\partial x_{ar}} \frac{\partial \phi_{r+1}}{\partial x_{ar+1}} + \frac{\partial \phi_r}{\partial x_{ar+1}} \frac{\partial \phi_{r+1}}{\partial x_{ar}},
\]

hence the desired relation. \( \square \)
Lemma 3.22.  

(i) We have
\[ a_1, a_2, \ldots, a_{n-2} = \pm [a_{n-2}, a_{n-3}, \ldots, a_1], \] where the sign is +1 if \( n \equiv 2, 3 \pmod{4} \) and -1 if \( n \equiv 0, 1 \pmod{4} \).

(ii) We have \([a_1, a_2, \ldots, a_{n-3}, a_{n-2}] = -[a_{n-2}, a_2, \ldots, a_{n-3}, a_1] \).

Proof. This follows from the self-duality of the resolution, as explained Lemma 2.5 and our sign convention for the dual complex. Part (ii) then follows from (i) and Lemma 3.21. See Lemma 6.3 of [FR21] for more details. □

Proof of Lemma 3.20. To make notation clearer, we assume \( i = 1, j = 2 \) and \( a_k = k + 2 \) for each \( k \). It suffices to prove the lemma for the transpositions \((k, k+1)\), for \( 1 \leq k \leq n-1 \), as they generate \( S_n \). We view \( S_n \) as a subgroup of \( GL_n \), embedded via the standard representation. From Proposition 3.13, when \( \tau = (k, k+1) \) and \( 4 \leq k \leq n-2 \), we obtain
\[ [3, \ldots, k, (k+1), \ldots, n] = -[3, \ldots, (k+1), k, \ldots, n], \]
so it is clear the conclusion holds for these transpositions. We thus only have to check the symmetries \((1, 2)\), \((2, 3)\) and \((n-1, n)\). The symmetry \((12)\) follows from the identity
\[ x_2^2 \frac{d}{dx_1} (x_2/x_1) = -x_2^2 \frac{d}{dx_1} (x_1/x_2). \]

For the transposition \((n-1, n)\), observe that by differentiating the relation \( \phi_{n-3} \phi_{n-2} = 0 \) with respect to \( x_{n-1} \) and \( x_n \), we obtain
\[ \frac{\partial \phi_1}{\partial x_3} \frac{\partial \phi_2}{\partial x_4} \ldots \frac{\partial \phi_{n-4}}{\partial x_{n-2}} \left( \frac{\partial \phi_{n-3}}{\partial x_{n-1}} \frac{\partial \phi_{n-2}}{\partial x_n} + \frac{\partial \phi_{n-3}}{\partial x_n} \frac{\partial \phi_{n-2}}{\partial x_{n-1}} \right), \]
\[ = -\frac{\partial \phi_1}{\partial x_3} \frac{\partial \phi_2}{\partial x_4} \ldots \frac{\partial \phi_{n-4}}{\partial x_{n-2}} \phi_{n-3} \frac{\partial^2 \phi_{n-2}}{\partial x_{n-1} \partial x_n}. \]

Using the relation \( \phi_r \frac{\partial \phi_{r+1}}{\partial x_p} = -\frac{\partial \phi_{r+1}}{\partial x_p} \phi_r \), this is equal to
\[ \pm \phi_1 \frac{\partial \phi_2}{\partial x_3} \ldots \frac{\partial \phi_{n-4}}{\partial x_{n-2}} \frac{\partial \phi_{n-3}}{\partial x_{n-1}} \frac{\partial^2 \phi_{n-2}}{\partial x_{n-1} \partial x_n}. \]

As entries of \( \phi_1 \) are in \( I(C) \), the above expression is also in \( I(C) \) and hence vanishes on \( C \). The case \( \tau = (34) \) follows from this case and the Lemma 3.22. We are left with the case \( \tau = (2, 3) \). Using Euler’s identity, we compute
\[ \sum_{i=1}^{n} d(x_i/x_1) \frac{\partial \phi_1}{\partial x_i} = \sum_{i=1}^{n} dx_i/x_1 - x_idx_1 \frac{\partial \phi_1}{\partial x_i} = d\phi_1/x_1 - \phi_1 dx_1/x_1^2 = 0 \bmod I(C), \]
and hence

\[ 0 = \left( d(x_i/x_1) \sum_{i=1}^{n} \frac{\partial \phi_1}{\partial x_i} \right) \cdot \frac{\partial \phi_2}{\partial x_4} \frac{\partial \phi_3}{\partial x_5} \cdots \frac{\partial \phi_{n-2}}{\partial x_n} \mod I(C) \]

\[ = \sum_{i=2}^{n} d(x_i/x_1)[i, 4, 5, \ldots, n] \mod I(C). \]

From Lemma 3.21 we deduce \([i, 4, 5, \ldots, n] = 0\) for \(4 < i < n\). From Lemma 3.22(ii), we see that \([n, 4, 5, \ldots, n] = 0\). Furthermore, the term with \(i = 4\) is zero mod \(I(C)\). This is because we have, reasoning in the same way as in the case \((n - 1, n)\),

\[ 2 \frac{\partial \phi_1}{\partial x_2} \frac{\partial \phi_2}{\partial x_4} \cdots \frac{\partial \phi_{n-2}}{\partial x_n} = \pm \frac{\partial^2 \phi_1}{\partial x_4 \partial x_5} \cdots \frac{\partial \phi_{n-3}}{\partial x_n} \phi_{n-2}, \]

and the entries of \(\phi_{n-2}\) are elements of \(I(C)\), as the resolution is self-dual, and this holds for the entries of \(\phi_1\). We are left with the identity

\[ \frac{\partial \phi_1}{\partial x_2} \frac{\partial \phi_2}{\partial x_4} \cdots \frac{\partial \phi_{n-2}}{\partial x_n} d(x_2/x_1) + \frac{\partial \phi_1}{\partial x_3} \frac{\partial \phi_2}{\partial x_4} \cdots \frac{\partial \phi_{n-2}}{\partial x_n} d(x_3/x_1) = 0, \]

concluding the proof. \(\square\)

**Lemma 3.23.** With notation as in Lemma 3.20, we have the equality of differential forms on \(C\),

\[ \frac{x_j^2 d(x_i/x_j)}{[a_1, \ldots, a_{n-2}]} = (n - 2) \frac{x_j^2 d(x_i/x_j)}{[[a_1, \ldots, a_{n-2}]]}. \]

**Proof.** This follows from the definition of the symbol \([[\ldots]]\)

\[ [[a_1, a_2, \ldots, a_{n-2}]] = \sum_{k=1}^{n-2} \Delta_{\sigma^{2k}(1), \sigma^{2k}(2), \ldots, \sigma^{2k}(n-2)}. \]

where \(\sigma\) is the \((n - 2)\)-cycle \((1, 2, \ldots, n - 1)\), and the previous lemma. \(\square\)

**Lemma 3.24.** Let \(C\) and \(C'\) be genus one normal curves in \(\mathbb{P}^{n-1}\). Suppose \(g \in \text{GL}_n\) takes \(C'\) to \(C\), and let \(x'_j = \sum_{i=1}^{n} g_{ij} x_i\). Fix a minimal free resolution \(F\) of \(I(C)\) and let \(F'\) be the resolution of \(I(C')\), such that the boundary maps \(\phi_r\) and \(\phi'_r\) satisfy

\[ \phi'_r(x_1, \ldots, x_n) = \phi_r(x'_1, \ldots, x'_n). \]

Then, for \(i \neq j\) we have the equality of rational differential forms on \(C'\)

\[ g^* \left( \frac{x_j^2 d(x_i/x_j)}{\Omega_{C,ij}} \right) = \text{det}(g) \frac{x_j^2 d(x_i/x_j)}{\Omega_{C',ij}}. \]

**Proof.** We wish to prove the equality

\[ (x'_j dx'_i - x'_i dx'_j)(\Omega_{C'})_{ij}(x_1, \ldots, x_n) \equiv \text{det}(g)(x_j dx_i - x_i dx_j)(\Omega_C)_{ij}(x'_1, \ldots, x'_n) \]
It suffices to check the lemma for a set of generators of $\text{GL}_n$. When $g$ is a diagonal matrix or $g = I + tE_{21}$, the claim follows from Proposition 3.13. When $g$ is a permutation matrix, the claim follows from Lemma 3.20.

3.6. The discriminant form. We now study the connection between genus one normal curves of degree $n$, and sets of $n$ points in general position. For a genus one curve $C \subset \mathbb{P}^{n-1}$, we associate a discriminant to every hyperplane $H \subset \mathbb{P}^{n-1}$.

To construct these discriminants, we need the following result, proven in [FR21].

**Theorem 3.25.** Let $X \subset \mathbb{P}^{n-2}$ be a set of $n$ points in general position, and let $\Omega_1, \ldots, \Omega_{n-1}$ be the quadratic forms associated to a minimal free resolution of $X$. Then there exists a commutative and associative $K$-algebra $A$, of dimension $n$, and a $K$-basis $1 = \alpha_0, \alpha_1, \ldots, \alpha_{n-1}$ for $A$, such that for each $1 \leq i, j \leq n-1$ we have

$$\alpha_i \alpha_j = c_{ij}^0 + \sum_{k=1}^{n-1} \frac{\partial^2 \Omega_k}{\partial x_i \partial x_j} \alpha_k,$$

The constants $c_{ij}^0$ are given by

$$\sum_{r=1}^{n-1} \left( \frac{\partial^2 \Omega_r}{\partial x_j \partial x_k} \frac{\partial^2 \Omega_k}{\partial x_r \partial x_i} - \frac{\partial^2 \Omega_r}{\partial x_i \partial x_j} \frac{\partial^2 \Omega_k}{\partial x_r \partial x_k} \right)$$

for any $1 \leq k \leq n$ with $k \neq i$. The algebra $A$ is isomorphic to the affine coordinate ring (i.e., ring of global functions) of $X$, and $\alpha_1, \ldots, \alpha_n$ span the trace zero subspace.

The key observation for the proof of Theorem 1.2 is that if $K = \mathbb{Q}$ and the resolution model $F_\bullet$ is defined over $\mathbb{Z}$, then $\Omega_{ij}$ have integral coefficients, and so the multiplication table in the theorem defines an order in the algebra $A$. In particular, the discriminant $D$ associated to the basis $\alpha_0, \ldots, \alpha_{n-1}$ is an integer. Since $\alpha_i$ have trace zero for $i > 0$ and $\alpha_0 = 1$, for the matrix $T$ representing the trace pairing we have $T_{00} = n$, $T_{0i} = 0$ and $T_{i0} = 0$ for $i > 0$.

Let $[C \to \mathbb{P}^{n-1}]$ be an $n$-diagram, defined over a field $K$ of characteristic 0. Fix a resolution model $F_\bullet$ of $[C \to \mathbb{P}^{n-1}]$. The intersection of $C$ and the hyperplane $x_1 = 0$ is a set $X$ of $n$ points in $\mathbb{P}^{n-2}$. A resolution model of $X$ can be obtained by setting $x_1 = 0$ in the differentials of $F_\bullet$, as we will now see.

Let $A = R/\phi_1(F_1)$ be the homogenous coordinate ring of $C$. We identify the homogeneous coordinate ring of $X$ with $A/(x_1A)$.

**Lemma 3.26.** (i) The chain complex $F_\bullet^0 = F_\bullet \otimes_R (R/x_1R)$ is a minimal free resolution of $A/(x_1A)$, viewed as a graded $R^0$-module, where $R^0 = R/x_1R \cong K[X_1, \ldots, X_{n-1}]$.

Concretely, if $\phi_i : F_i \to F_{i-1}$ are the differentials of $F_\bullet$, viewed as matrices of homogeneous forms in $x_1, \ldots, x_{n-1}$, the differentials $\phi_i^0 : F_i^0 :\to F_{i-1}^0$ are obtained by setting $\phi_i^0(x_1, \ldots, x_{n-1}) = \phi_i(0, x_1, \ldots, x_{n-1})$. 

(ii) Let $\Omega_{F_*}$ be the $\Omega$-matrix associated to the resolution model $F_*$. The $\Omega$-quadrics associated to the model $F^0_*$ are given by

$$\Omega_k(X_1, X_2, \ldots, X_{n-1}) = \Omega_k(0, X_1, X_2, \ldots, X_{n-1})$$

for $1 \leq k \leq n - 1$.

Proof. As $F$ is a free resolution of $A$, in the category of $R$-modules, by definition of the functor Tor, the $i$th homology group of $F^0$ can be identified with $\text{Tor}^R_i(A, R/x_1 R)$. The short exact sequence

$$0 \rightarrow R \xrightarrow{x_1} R \rightarrow R/x_1 R \rightarrow 0$$

induces a long exact sequence

$$\ldots \rightarrow \text{Tor}^R_i(A, R) \xrightarrow{x_1} \text{Tor}^R_i(A, R) \rightarrow \text{Tor}^R_i(A, R/x_1 R) \rightarrow \text{Tor}^R_{i-1}(A, R) \rightarrow \ldots$$

Computing Tor with respect to the second variable, we find that $\text{Tor}^R_i(A, R) = 0$ for $i > 0$, and that for $i = 0$, $\text{Tor}^R_0(A, R) = A$. The long exact sequence then implies that $\text{Tor}^R_i(A, R/x_1 R)$ is zero for $i \geq 2$.

Next, note that $x_1$ is not a zero-divisor on $A$, as $C$ is a genus one normal curve, so in particular irreducible, and so if $x_1$ was a zero divisor then $C$ would be contained in the hyperplane $x_1 = 0$, which is impossible. Thus $\text{Tor}^R_i(A, R) \xrightarrow{x_1} \text{Tor}^R_0(A, R)$ is injective, with cokernel isomorphic to $A/x_1 A$, and hence $\text{Tor}^R_i(A, R/x_1 R) = 0$ and $\text{Tor}^R_0(A, R/x_1 R) = A/x_1 A$, concluding the proof of (i). Part (ii) then follows from the definition of differentials $\phi^0$.

We regard the curve $C$ as a subvariety of the projective space $\mathbb{P}^{n-1}$, with coordinates $x_1, \ldots, x_n$, corresponding to a basis of the space of linear forms on $\mathbb{P}^{n-1} = \mathbb{P}(V)$. Consider the dual projective space $\mathbb{P}(V^*)$, with coordinates $u_1, \ldots, u_n$. To a point $(u_1 : \ldots : u_n) \in \mathbb{P}(V^*)$, we associate a hyperplane $\{u_1 x_1 + \ldots + u_n x_n = 0\} \subset \mathbb{P}(V)$.

We now define the discriminant form associated to a resolution model $F_*$ of $C$, first as a function $D_{F_*} : K^n \rightarrow K$. Given $(u_1, u_2, \ldots, u_n) \in K^n \setminus \{0\}$, choose a $\gamma \in \text{SL}_n(K)$ with $\gamma_{1,i} = u_i$ for $i = 1, \ldots, n$. Note that $\gamma$ maps the hyperplane $\{u_1 x_1 + \ldots + u_n x_n = 0\}$ to the hyperplane $\{x_1 = 0\}$. Let $G_* = \gamma^{-1}. F_*$, and let $G^0_*$ be the resolution obtained by setting $x_1 = 0$ in $G_*$ as in Lemma 3.26. Then $G^0_*$ is a resolution model of a set of $n$ points in the hyperplane $\{x_1 = 0\} \cong \mathbb{P}^{n-2}$. Let $A$ be the $n$-dimensional $K$-algebra associated to $G^0_*$ by Theorem 3.25, together with the basis $\alpha_0, \ldots, \alpha_{n-1}$. We define $D_{F_*}(u_1, \ldots, u_n)$ to be the determinant of the matrix representing the trace pairing on $A$ with respect to the basis $\alpha_0, \ldots, \alpha_{n-1}$.

Lemma 3.27. The function $D_{F_*} : K^n \rightarrow K$ is well-defined, i.e. independent of the choice of $\gamma \in \text{SL}_n(K)$. It depends only on the $\Omega$-matrix associated to $F_*$, and for all $\lambda \in K$ we have $D_{F_*}(\lambda u_1, \ldots, \lambda u_n) = \lambda^{2n} D_{F_*}(u_1, \ldots, u_n)$. We say that $D_{F_*}$ is the discriminant form associated to the model $F_*$. 

Proof. Suppose we are given $\gamma, \gamma' \in \text{SL}_n(K)$ with $\gamma_{0i} = \gamma'_{0i} = u_i$ for $0 \leq i \leq n - 1$. Let $X = \gamma(C) \cap \{x_1 = 0\}$ and $X' = \gamma'(C) \cap \{x_1 = 0\}$. Then $\beta = \gamma' \gamma^{-1}$ takes the set $X$ to $X'$, and preserves the hyperplane $\{x_1 = 0\}$. By construction, we have $\beta_{0i} = 0$ for $i > 0$, and $\beta_{00} = 1$. Let $G_\bullet = \gamma^{(-1)} \cdot F_\bullet$ and $G'_\bullet = \gamma'^{(-1)} \cdot F_\bullet$, and let $G^0_\bullet$ and $G'^0_\bullet$ be resolution models of $X$ and $X'$ obtained by setting $x_0 = 0$ in $G_\bullet$ and $G'_\bullet$. Then $G^0_\bullet = \beta^0 \cdot G'^0_\bullet$, where $\beta^0 \in \text{SL}_{n-1}(K)$ is obtained from $\beta$ by deleting the leftmost column, and the top row.

Now let $A$ and $A'$ be the algebras associated to $X$ and $X'$, with bases $1 = \alpha_0, \alpha_1, \ldots, \alpha_{n-1}$ and $1 = \alpha'_0, \alpha'_1, \ldots, \alpha'_{n-1}$. The matrix $\beta^0$ is the change-of-basis matrix relating these bases. Since $\det(\beta^0) = 1$ implies that the determinants of the matrices that represent the trace pairing for these two bases are equal, and hence $D_{F_\bullet}$ is well-defined.

We now elaborate on how to compute $D_{F_\bullet}$ from the matrix $\Omega_{F_\bullet}$. By definition $D_{F_\bullet}(u_1, \ldots, u_n)$ as the determinant of an $(n-1) \times (n-1)$-matrix $n \cdot c^0$, where the entries of $c^0$ are quadratic polynomials in the coefficients of the $\Omega$-quadrics associated to the resolution model $G^0_\bullet$. Lemma 3.26(ii) expresses these coefficients in terms of $\Omega_{G_\bullet}$, and by Proposition 3.13, $\Omega_{G_\bullet} = \gamma^{-1} \cdot \Omega_{F_\bullet}$.

To show that $D_{F_\bullet}$ is homogeneous, we extend the argument we used to prove that $D_{F_\bullet}$ is well-defined. Let $\gamma, \gamma' \in \text{SL}_n(K)$ be the matrices used to define the forms $D_{F_\bullet}(u_1, \ldots, u_n)$ and $D_{F_\bullet}(\lambda u_1, \ldots, \lambda u_n)$, let $\beta = \gamma' \gamma^{-1}$, and define $\beta^0$ as before. This time, $\det(\beta^0) = \frac{1}{\lambda}$. Now the result follows from Proposition 3.13—note that this time, $\beta^0$ is the change of basis relating the bases $\alpha_1, \ldots, \alpha_{n-1}$ and $\alpha'_1, \ldots, \alpha'_{n-1}$ after one of the bases is rescaled by $\lambda$. This rescaling contributes the factor $\lambda^{2n-2}$, and the determinant of $\beta^0$ contributes the remaining factor $\lambda^2$. \hfill \square

In fact, we have a more precise statement.

Lemma 3.28. $D_{F_\bullet}$ is a homogeneous polynomial of degree $2n$ in the variables $u_1, u_2, \ldots, u_n$, and its coefficients are homogeneous polynomials of degree $2n - 2$ in the coefficients of the $\Omega$-matrix of $C$.

Proof. Observe that if $u_1$ is non-zero, we can take $\gamma$ to be the matrix

$$
\begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 \\
1/ u_1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
u_n & 0 & 0 & \ldots & 0 & 1
\end{pmatrix}
$$

Thus $D_{F_\bullet}(u_1, \ldots, u_n)$ is a rational function in $u_1, \ldots, u_n$, with denominator a power of $u_1$. But the choice of the hyperplane $x_1 = 0$ was arbitrary. An argument similar to the one we used to show that $D$ is well-defined shows that defining $D_{F_\bullet}$ by requiring that the $i$-th column of $\gamma$ is $(u_1, \ldots, u_n)^T$ gives the same function $D_{F_\bullet} : K^n \to K$. Thus, arguing by symmetry, we conclude that $D$ is a polynomial, and by Lemma 3.27 it must be a homogeneous polynomial of degree $2n$. 

Going through the description of the various group actions involved, we see that its coefficients are homogeneous forms of degree \(2n-2\) in the coefficients of the entries of \(\Omega_{F_\bullet}\).

**Lemma 3.29.** Suppose we are given two resolution models \(F_\bullet\) and \(F'_\bullet\) of curves \(C \subset \mathbb{P}^{n-1}\) and \(C' \subset \mathbb{P}^{n-1}\) respectively, with \(g \cdot F_\bullet = F'_\bullet\) for some \(g \in \text{SL}_n(K)\). Let \(x'_j = \sum_{i=1}^n g_{ij}x_i\), and let \(u'_j = \sum_{i=1}^n g_{ij}^2u_i\). We then have

\[
D_{F_\bullet}(u'_1, \ldots, u'_n) = D_{F'_\bullet}(u_1, \ldots, u_n).
\]

**Proof.** Follows immediately from Proposition 3.13. Note that the definition of \(u'_j\) comes from identifying \(u_1, \ldots, u_n\) with the dual basis to \(x_1, \ldots, x_n\), and considering the action of the group \(\text{SL}_n\) on the dual of the standard representation.

**Lemma 3.30.** Suppose \(K = \mathbb{Q}\) and the model \(F_\bullet\) is \(\mathbb{Z}\)-integral. Then \(D_{F_\bullet} \in \mathbb{Z}[u_1, \ldots, u_n]\), and for any \((u_1, \ldots, u_n) \in \mathbb{Z}^n\), where the \(u_i\) are not all zero, \(D_{F_\bullet}(u_1, \ldots, u_n)\) is the discriminant of an order in the algebra \(A\).

**Proof.** We may assume that the integers \(u_1, \ldots, u_n\) are coprime. Then, in the definition of the discriminant \(D_{F_\bullet}(u_1, \ldots, u_n)\) we may take \(\gamma\) to be an element of \(\text{SL}_n(\mathbb{Z})\)—this follows from the standard fact that \(\text{SL}_n(\mathbb{Z})\) acts transitively on \(\mathbb{P}^{n-1}(\mathbb{Q})\), see for example Lemma 3.13 of [CFS10]. Then \(G^0_\bullet\) is an integral resolution model, and so the structure constants that define the algebra \(A\) also define an order \(B\) in \(A\), of discriminant \(D_{F_\bullet}(u_1, \ldots, u_n)\).

**Example 3.31.** Let us take \(n = 3\), and let \(C \subset \mathbb{P}^2\) be a plane cubic curve. A resolution model of \(C\) is a ternary cubic \(F(x_0, x_1, x_2)\) defining \(F\). Let \(\gamma\) be as defined in Lemma 3.28. We have

\[
\gamma^{-1} = \begin{pmatrix}
1/u_1 & 0 & 0 \\
-u_2 & u_1 & 0 \\
-u_3/u_1 & 0 & 1
\end{pmatrix}
\]

Set \(G(x_0, x_1, x_2) = \gamma^{-1} \cdot F = F(x_1/u_1 - u_2x_2 - u_3/u_1x_3, u_1x_2, x_3)\). Next, we set \(x_1 = 0\) in \(G\), and obtain \(G^0(x_2, x_3) = G(0, x_2, x_3) = F(-u_2x_2 - u_3/u_1x_3, x_3)\), a binary cubic form in \(x_2\) and \(x_3\), with coefficients rational functions of \(u_1, u_2\) and \(u_3\). Then we see that \(D_{F_\bullet}(u_1, u_2, u_3)\) is the discriminant of \(G^0\). Recall, as mentioned in the Chapter 1, that the discriminant of a form

\[
a x^3 + b x^2 y + c x y^2 + d y^3
\]

is given by

\[
b^2 c^2 - 4 a c^3 - 4 b^3 d - 27 a^2 d^2 + 18 a b c d.
\]

By Lemma 3.28 we see that \(D_{F_\bullet}(u_1, u_2, u_3)\) is a degree 6 polynomial in \(u_1, u_2\) and \(u_3\)—even though the coefficients of the binary form \(G^0\) are rational functions, with denominators powers of \(u_1\). There is no difficulty in using computer algebra software to compute formulas for the coefficients of \(D_{F_\bullet}\). These expressions are fairly involved, and so we omit them here.
4. THE UNPROJECTION CONSTRUCTION

In this Section we prove the following theorem.

**Theorem 4.1** (Minimization theorem). Let \( C \subset \mathbb{P}^{n-1} \) be a genus one normal curve of degree \( n \), defined over the field \( \mathbb{Q} \). Suppose that the set \( C(\mathbb{Q}_p) \) is non-empty for every prime \( p \). Let \( E \) be the Jacobian of \( E \), defined by a minimal Weierstrass equation \( W \)

\[
y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6.
\]

Then one can choose coordinates on \( \mathbb{P}^{n-1} \), and then a \( \mathbb{Z} \)-integral genus one model \( F_\bullet \) of \( C \) with the associated invariant differential \( \omega \), such that, for every prime \( p \), there exists an isomorphism \( \gamma : E \to C \), defined over \( \mathbb{Q}_p \), with

\[
\omega = \gamma^* \left( \frac{dx}{2y + a_1x + a_3} \right).
\]

We say such a genus one model is a minimal model of \( C \). Furthermore, the invariants \( c_4(F_\bullet) \) and \( c_6(F_\bullet) \), as defined in Section 2, are equal to \( c_4(W) \) and \( c_6(W) \), where \( c_4(W) \) and \( c_6(W) \) are invariants of the equation \( W \), as defined in Chapter III of [Sil09].

The theorem is proved by an induction on \( n \). The base case of the induction, \( n = 3 \), is Theorem 1.1 of [CFS10]. Our induction step can be viewed as a generalization of the method used to deduce cases \( n = 4 \) and \( n = 5 \) from the case \( n = 3 \) in [CFS10] and [Fis13].

Our main tool will be the technique of unprojection, introduced in [KM83]. Unprojection was used to obtain minimal free resolutions of genus one normal curves by Fisher in [Fis06], and our results can be viewed as refinements of his. Reid and Papadakis have also studied unprojection extensively, and they give a more intrinsic point of view in [PR00].

The first section consists of an informal discussion motivating and explaining our results. We then prove a technical result in homological algebra that will serve as the induction step in our proofs. We then prove Lemma 3.15 i.e. that the differential form on a genus one normal curve \( C \) constructed from its \( \Omega \)-matrix is regular. We then prove, assuming Theorem 3.17, the local version of the minimization theorem and from it deduce the global version.

**Remark 4.2.** Note that the proof of the formula for the Jacobian, i.e. Theorem 3.17 which we give in Section 3, uses Lemma 3.15. Thus, to clarify, formally the proof of Theorem 4.1 proceeds as follows: in this Section we prove, using unprojection, Lemma 3.15. In Section 5 we deduce Theorem 3.17 from Lemma 3.15 and Lemma 5.13 via a complex analytic calculation. Lemma 5.13 does not depend on the methods of unprojection, and is proved using only the results of Section 3. Then using Theorem 3.17 and unprojection we deduce Theorem 4.21 and from this result we deduce Theorem 4.1.
4.1. The mapping cone construction. In this section we give an algebraic construction that will provide the induction step for our later arguments. Our work is a refinement of the results of Section 9 of [Fis06], and our notation and exposition will follow [Fis06] and [KM83] closely.

Let $R = S[x_1, \ldots, x_{m-1}]$ be a graded ring. Throughout we consider graded $R$-modules.

4.2. Mapping cones. We recall some basic facts about mapping cones, as defined in Section 1.5 of [Wei95].

Definition 4.3. Let $\alpha : A \to B$ be a map of chain complexes $(A, d_A)$ and $(B, d_B)$. The mapping cone $M(\alpha)$ of $\alpha$ is the chain complex with $M(\alpha)_n = B_n \oplus A_{n-1}$ and the differential $d^n$ represented by the matrix

$$d^n = \begin{pmatrix} d^n_B & -\alpha_{n-1} \\ 0 & -d^n_{A-1} \end{pmatrix},$$

i.e. $d^n(a_{n-1}, b_n) = (-d^n_{A-1}(a_{n-1}), -\alpha_{n-1}(a_{n-1}) + d^n_B(b_n))$.

Lemma 4.4. Suppose that $\alpha, \beta : A \to B$ are chain homotopic morphisms of chain complexes. The mapping cones $M(\alpha)$ and $M(\beta)$ are isomorphic, with an isomorphism determined by a choice of homotopy between $\alpha$ and $\beta$.

Proof. Let $h_i : A_i :\to B_{i+1}$ be a chain homotopy, with $\beta_i - \alpha_i = h_{i-1}d^n_A + d^n_Bh_i$. We define maps $u_n : M(\alpha)_n \to M(\beta)_n$ by

$$u_n = \begin{pmatrix} id_{B_n} & h_{n-1} \\ 0 & id_{A_{n-1}} \end{pmatrix}.$$

We verify that the $u_n$ define a chain map:

$$d_{M(\beta)}u_n = \begin{pmatrix} d^n_B & -\beta_{n-1} \\ 0 & -d^n_{A-1} \end{pmatrix} \begin{pmatrix} id_{B_n} & h_{n-1} \\ 0 & id_{A_{n-1}} \end{pmatrix} = \begin{pmatrix} d^n_B & d^n_Bh_{n-1} - \beta_{n-1} \\ 0 & -d^n_{A-1} \end{pmatrix},$$

which is equal to

$$u_n-1d^n_{M(\alpha)} = \begin{pmatrix} id_{B_{n-1}} & h_{n-2} \\ 0 & id_{A_{n-2}} \end{pmatrix} \begin{pmatrix} d^n_B & -\alpha_{n-1} \\ 0 & -d^n_{A-1} \end{pmatrix} = \begin{pmatrix} d^n_B & -\alpha_{n-1} - h_{n-2}d^n_{A-1} \\ 0 & -d^n_{A-1} \end{pmatrix}. $$

An inverse is provided by the maps $v_n : M(\beta)_n \to M(\alpha)_n$

$$v_n = \begin{pmatrix} id_{B_n} & -h_{n-1} \\ 0 & id_{A_{n-1}} \end{pmatrix}.$$

Now suppose we are given the following data.

Definition 4.5 (Unprojection data).

(i) $(F, \phi)$ and $(G, \psi)$ be chain complexes of graded $R$-modules, of length $n-2$ and $n-1$ respectively, with $F_0 = G_0 = R$. 

(ii) Chain maps $\alpha : G_\bullet(-1) \to F_\bullet[-1]$ and $\beta : F_\bullet(-1) \to G_\bullet(-1)$, with $\beta_0 : F_0 \to G_0$ equal to the identity map.

(iii) A null homotopy $\gamma$ for the map $\alpha \circ \beta$. In other words, maps $\gamma_{i+1} : F_i \to F_i$ that satisfy the identity

$$\alpha_i \beta_i = \phi_i \gamma_{i+1} + \gamma_i \phi_i,$$

for all $i$. We furthermore require that $\gamma_1 = 0$.

We summarise this information in the following commutative diagram.

\[
\begin{array}{cccccccc}
0 & \longrightarrow & F_{n-2}(-1) & \phi_{n-2} & \longrightarrow & \ldots & \phi_3 & \longrightarrow & F_2(-1) & \phi_2 & \longrightarrow & F_1(-1) & \phi_1 & \longrightarrow & F_0(-1) \\
\downarrow & & \downarrow & \beta_{n-2} & & \downarrow & \beta_2 & & \downarrow & \beta_1 & & \downarrow & \beta_0 \\
G_{n-2}(-1) & \psi_{n-2} & \longrightarrow & G_{n-2}(-1) & \psi_{n-2} & \longrightarrow & \ldots & \psi_3 & \longrightarrow & G_2(-1) & \psi_2 & \longrightarrow & G_1(-1) & \psi_1 & \longrightarrow & G_0(-1) \\
\downarrow & \alpha_{n-2} & & \downarrow & \alpha_{n-2} & & \downarrow & \alpha_2 & & \downarrow & \alpha_1 & & \downarrow & \\
F_{n-2} & \phi_{n-2} & \longrightarrow & F_{n-3} & \phi_{n-3} & \longrightarrow & \ldots & \phi_2 & \longrightarrow & F_1 & \phi_1 & \longrightarrow & F_0 & \longrightarrow & 0
\end{array}
\]

Lemma 4.6. (i) The maps $h_i : M(\beta)_i := G_i(-1) \oplus F_{i-1} \to F_{i-1}$ given by $h(g, f) = -\alpha_i(g) + \gamma_i(f)$ define a map of chain complexes $h : M(\beta)[1] \to F_\bullet$.

(ii) If we replace the null homotopy $\gamma$ by a different null homotopy $\gamma'$, the resulting map $h' : M(\beta)[1] \to F_\bullet$ is chain homotopic to $h$. The same conclusion holds if we replace $\alpha$ by a chain homotopic map $\alpha'$.

Proof. (i) We need to check that $h_{i-1} d_i^M = \phi_i h_i$ for all $i$. We have

$$h_{i-1} d_i^M = \left(\begin{array}{cc}
-\alpha_{i-1} & \gamma_{i-1}
\end{array}\right) \left(\begin{array}{cc}
\psi_i & -\beta_{i-1} \\
0 & -\phi_{i-1}
\end{array}\right) = \left(\begin{array}{cc}
-\alpha_{i-1} \psi_i & \alpha_{i-1} \beta_{i-1} - \gamma_{i-1} \phi_{i-1}
\end{array}\right),$$

and

$$\phi_i h_i = \phi_i \left(\begin{array}{cc}
-\alpha_i & \gamma_i
\end{array}\right) = \left(\begin{array}{cc}
-\phi_i \alpha_i & \phi_i \gamma_i
\end{array}\right).$$

As $\alpha$ is a map of chain complexes, we have $-\alpha_{i-1} \psi_i = -\phi_{i+1} \alpha_i$, and by assumption we have $\alpha_{i-1} \beta_i - \gamma_{i-1} \phi_{i-1} = \phi_{i+1} \gamma_i$.

(ii) Let $\gamma'' = \gamma - \gamma'$, then $(h_i - h'_i)(f, g) = \gamma''_{i-1}(f)$, and $\phi_i \gamma''_{i+1} + \gamma''_i \phi_i = 0$ for all $i$. From this, we deduce that the maps $(-1)^i \gamma''_i$ define a chain map $F_\bullet(-1) \to F_\bullet$. As $\gamma''_1 = 0$, this chain map is null homotopic, and hence there exist maps $\rho_i : F_i(-1) \to F_{i+1}$ with $\gamma''_i = -\rho_{i-1} \phi_i + \phi_{i+1} \rho_i$. Then $\rho$ defines a null homotopy for $h - h'$, as seen from the following identity

$$\left(\begin{array}{cc}
0 & \gamma''_{i-1}
\end{array}\right) = \left(\begin{array}{cc}
0 & \rho_{i-2}
\end{array}\right) \left(\begin{array}{cc}
\psi_i & -\beta_{i-1} \\
0 & -\phi_{i-1}
\end{array}\right) + \phi_i \left(\begin{array}{cc}
0 & \rho_{i-1}
\end{array}\right).$$
Now suppose \( \alpha \) and \( \alpha' \) are chain homotopic. Put \( \alpha'' = \alpha - \alpha' \), and let \( h \) be a null homotopy for \( \alpha \). Then \( h \) defines a null homotopy for \( h - h' \):

\[
\left( \alpha_{i-1}'' \ 0 \right) = \left( h_i \ 0 \right) \left( \begin{array}{cc} \psi_i & -\beta_{i-1} \\ 0 & -\phi_{i-1} \end{array} \right) + \phi_i \left( h_{i-1} \ 0 \right).
\]

\[\Box\]

**Lemma 4.7.** For any triple of maps \( \alpha, \beta, \gamma \) as above, we define \( \mathcal{H}(\alpha, \beta, \gamma) \) to be the mapping cone of the map \( h : M(\beta)[1] \to F \).

The complex \( \mathcal{H}(\alpha, \beta, \gamma) \) is independent (up to an isomorphism of chain complexes) of the chain homotopy classes of \( \alpha \) and \( \beta \), and independent of the choice of the homotopy \( \gamma \). When there is no danger of confusion, we denote \( \mathcal{H}(\alpha, \beta, \gamma) \) by \( \mathcal{H} \).

**Proof.** This follows from Lemma 4.4 and Lemma 4.6. \(\Box\)

**Lemma 4.8.** Suppose that we have \( H_i(F_\bullet) = 0 \) for \( i \geq 1 \) and \( H_i(G_\bullet) = 0 \) for \( i \geq 2 \). Then the homology groups \( H_i(\mathcal{H}) \) vanish for \( i \geq 2 \).

**Proof.** We have the mapping cone long exact sequences:

\[
\ldots \to H_{i+1}(M(\beta)) \to H_i(F) \xrightarrow{\beta_i} H_i(\mathcal{G}) \to H_i(M(\beta)) \to \ldots
\]

and

\[
\ldots \to H_{i+1}(\mathcal{H}) \to H_{i+1}(M(\beta)) \xrightarrow{h_i} H_i(F) \to H_i(\mathcal{H}) \to \ldots
\]

As \( H_i(F) = H_i(G) = 0 \) for \( i \geq 1 \), from the first sequence we deduce that \( H_i(M(\beta)) = 0 \) for \( i \geq 2 \), and then from the second one that \( H_i(\mathcal{H}) = 0 \) for \( i \geq 2 \). \(\Box\)

Let us now adjoin an indeterminate \( x_m \) to \( R \), and put \( \mathcal{R} = R[x_m] = S[x_1, \ldots, x_m] \). We extend scalars, and work in the category of graded \( \mathcal{R} \)-modules, putting \( F = F \otimes \mathcal{R}, \mathcal{G} = G \otimes \mathcal{R} \). Let

\[
\delta_i = \gamma_i + (-1)^i x_m : F_{i-1}(-1) \to F_i.
\]

It is simple to verify that this map satisfies

\[
\alpha_i \delta_i = \phi_i \delta_{i+1} + \delta_i \phi_i.
\]

Thus \( \alpha, \beta \) and \( \delta \) also satisfy the conditions of Definition 4.5, and we may form the chain complex of graded \( \mathcal{R} \)-modules \( \mathcal{H} \). Unwrapping the definitions, we have the following explicit description of \( \mathcal{H} \):

\[
\mathcal{G}_{n-1}(-1) \oplus F_{n-2}(-1) \xrightarrow{d_{n-1}} \ldots
\]

\[
\ldots \xrightarrow{d_{i+1}} F_i \oplus \mathcal{G}_i(-1) \oplus F_{i-1}(-1) \xrightarrow{d_i} F_{i-1} \oplus \mathcal{G}_{i-1}(-1) \oplus F_{i-2}(-1) \xrightarrow{d_{i-1}} \ldots
\]

\[
\ldots \xrightarrow{d_3} F_2 \oplus \mathcal{G}_2(-1) \oplus F_1(-1) \xrightarrow{d_2} F_1 \oplus \mathcal{G}_1(-1) \oplus F_0(-1) \xrightarrow{d_1} F_0 \oplus \mathcal{G}_0(-1)
\]
with the differential given by the matrix

\[
d_i = \begin{pmatrix}
\phi_i & \alpha_i & -\delta_i \\
0 & -\psi_i & \beta_{i-1} \\
0 & 0 & \phi_{i-1}
\end{pmatrix}
\]

where we regard the maps and modules labelled with negative indices as zero objects. When there is no danger of confusion, we refer to \( H(\alpha, \beta, \gamma) \) as \( H(\alpha, \beta) \) or simply as \( H \). One can visualise this chain complex by taking direct sums of the modules on each (right-to-left) diagonal of the big diagram \( \mathcal{H} \) as modules in the complex, with the maps as specified by the diagram.

Let \( I = \phi_1(F_1) \subset F_0 \) and \( J = \psi_1(G_1) \subset G_0 \). As \( F_0 = G_0 = R \), we can identify \( I \) and \( J \) with homogeneous ideals of \( R \), and complexes \( F_* \) and \( G_* \) with their graded free resolutions. Fix a basis \( a_1, \ldots, a_t \) of \( F_1 \) and a basis \( b_1, \ldots, b_s \) of \( G_1 \). Then \( I \) and \( J \) are generated by the elements \( \phi_1(a_i) = f_i, \ i = 1, \ldots, t \) and \( \psi_1(b_i) = g_i, \ i = 1, \ldots, s \), respectively. Furthermore, let \( h_i = \alpha_1(b_i) \in R \). Now define \( I \subset R \) to be the ideal generated by \( f_1, \ldots, f_t, x_m g_1 + h_1, \ldots, x_m g_s + h_s \).

Note that \( I \) is a homogeneous ideal, since the degrees of the elements \( g_i \) are one less than the degrees of \( h_i \), by the grading of the maps \( \alpha \) and \( \beta \).

**Proposition 4.9.** With assumptions as in Lemma 4.8, we have \( H_1(H) = 0 \), and \( H_0(H) = R/I \). Hence \( H \) is a graded free resolution of \( R/I \).

**Proof.** As stated, this is Lemma 9.3 of [Fis06]. See also Theorem 1.3 of [KM83]. \( \Box \)

**Proposition 4.10.** Let \( 1 \leq a_1, a_2, \ldots, a_{n-2} \leq m \) be integers, and suppose that \( a_k = m \) for \( 2 \leq k \leq n-3 \). Then

\[
[a_1, a_2, \ldots, a_{n-2}]_{H, \alpha, \beta, \delta} = (-1)^{k+1} [a_1, a_2, \ldots, a_{k-1}, a_{k+1}, \ldots, a_{n-2}]_F.
\]

where the square bracket symbols are as defined in Section 3.2.

**Proof.** Consider the formula (†) describing the differential of the complex \( H(\alpha, \beta, \delta) \). Notice that, as \( \delta \) is the only map whose definition directly involves the monomial \( x_m \), we have:

\[
\frac{\partial d_k}{\partial x_m} = \begin{pmatrix} 0 & 0 & (-1)^{k+1} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

But for any upper-triangular matrix, we have

\[
\begin{pmatrix} a & b & c \\ 0 & d & e \\ 0 & 0 & f \end{pmatrix} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 & a \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]
Proof. We identify $\alpha$ and we find that 
\[
\begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
a & b & c \\
0 & d & e \\
0 & 0 & f
\end{pmatrix}
= 
\begin{pmatrix}
0 & 0 & f \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]
Thus $[a_1, a_2, \ldots, a_{n-2}] = \frac{\partial d_1}{\partial x_1} \frac{\partial d_2}{\partial x_2} \cdots \frac{\partial d_{n-2}}{\partial x_{n-2}}$ will be the product of top-leftmost entries of $\frac{\partial d_i}{\partial x_i}$ for $i < k$, multiplied by the product of the bottom-rightmost entries of $\frac{\partial d_i}{\partial x_i}$ for $i > k$, with the sign $(-1)^{k+1}$ in front. Examining what these entries are, we find that
\[
[a_1, a_2, \ldots, a_{n-2}] = (-1)^{k+1}[a_1, a_2, \ldots, \hat{a}_k, \ldots, a_{n-2}].
\]

4.3. Self-duality. Now suppose that $F_\bullet$ and $G_\bullet$ are self-dual. Fix isomorphisms $\eta : F_\bullet^* \to F_\bullet$ and $\theta : G_\bullet \to G_\bullet^*$, and define maps $\beta^T : G_\bullet(-1) \to F_\bullet[-1]$ and $\delta^T : F_\bullet \to F_\bullet[-1]$ by setting
\[
\beta^T = \eta \circ \beta^* \circ \theta,
\]
and
\[
\delta^T = \eta \circ \delta^* \circ \theta.
\]

Lemma 4.11. Suppose that we have $\alpha = \beta^T$. Then there exists a null homotopy $\delta$ for the map $\alpha \circ \beta$, with $\delta = \delta^T$.

Proof. We identify $(F_\bullet, \phi) \cong (F_\bullet^*, \phi^*)$ via $\eta$ and $(G_\bullet, \psi) \cong (G_\bullet^*, \psi^*)$ via $\theta$. We have $\phi_{n-2-i} = \phi_i^*$, and $\beta_i^* = \beta_{n-2-i}^T$. Let $\delta$ be any null homotopy for $\beta^T \circ \beta$. Dualizing the identity
\[
\beta_i^T \beta_i = \phi_i \delta_{i+1} + \delta_i \phi_i,
\]
we find that
\[
\beta_{n-2-i}^T \beta_{n-2-i} = \phi_{n-2-i} \hat{\delta}_i^* + \delta_{i+1} \phi_{n-2-i}.
\]
For $2i < n - 2$, we replace $\delta_i$ with $\delta_{n-2-i}^*$. The resulting $\delta$ is still a null-homotopy for $\beta^T \circ \beta$ and satisfies $\delta = \delta^T$.

Lemma 4.12. Assume that we have $\alpha = \beta^T$ and $\delta = \delta^T$. Then the chain complex $\mathcal{H}(\alpha, \beta, \delta)$ is self-dual.

Proof. The dual complex $\mathcal{H}(\alpha, \beta, \delta)^*$ is given by
\[
\begin{align*}
G_{n-1}^* & \oplus F_{n-2}^*(-1) \xleftarrow{d_{n-1}^*} \cdots \xleftarrow{d_{i+1}^*} F_i^* \oplus G_i^*(-1) \oplus F_{i-1}^*(-1) \xleftarrow{d_i^*} \cdots \\
\& \cdots \xleftarrow{d_j^*} F_2^* \oplus G_2^*(-1) \oplus F_1^*(-1) \xleftarrow{d_2^*} F_1^* \oplus G_1^*(-1) \xleftarrow{d_1^*} F_0^* \oplus G_0^*(-1)
\end{align*}
\]
with \( d^*_i \) given by

\[
d^*_i = \begin{pmatrix}
\phi^*_i & 0 & 0 \\
\alpha^*_i & -\psi^*_i & 0 \\
-\delta^*_i & \beta^*_i & \phi^*_{i-1}
\end{pmatrix}
\]

Switching the places of the two \( F^* \) terms, the matrix representing \( d^*_i \) will be

\[
\begin{pmatrix}
\phi^*_{i-1} & \beta^*_i & -\delta^*_i \\
0 & -\psi^*_i & \alpha^*_i \\
0 & 0 & \phi^*_i
\end{pmatrix}
\]

Now identify \( F_* \) and \( F^*_\) with \( \eta \), and identify \( G_* \) and \( G^*_\) with \( \theta \). The matrix representing \( d^*_i \) is the same as the matrix representing \( d_{n-1-i} \). In other words, we have proven that the map

\[
\mathcal{H} \to \mathcal{H}^* : (f_1, g, f_2) \mapsto (\eta(f_2), \theta^{-1}(g), \eta(f_1))
\]

is an isomorphism of chain complexes.

\[\square\]

4.4. Construction of a minimal free resolution. The free resolution \( \mathcal{H}(\alpha, \beta, \delta) \) is not minimal. When \( \alpha_{n-2} \) is an isomorphism, we can eliminate from \( \mathcal{H} \) to produce a chain complex \( \mathcal{H}_{min} \) that is a minimal resolution. Set

\[
\mathcal{H}_{min}(\alpha, \beta, \delta)_{n-1} = F_{n-2}(-1), \quad \mathcal{H}_{min}(\alpha, \beta, \delta)_{n-2} = F_{n-3}(-1) \oplus G_{n-2}(-1),
\]

\[
\mathcal{H}_{min}(\alpha, \beta, \delta)_{1} = F_1 \oplus G_1(-1), \quad \mathcal{H}_{min}(\alpha, \beta, \delta)_0 = F_0.
\]

When \( n > 4 \), for the differentials, we set

\[
d'_{n-1} = \begin{pmatrix}
\beta_{n-2} - \psi_{n-1} \alpha_{n-1}^{-1} \delta_{n-1} \\
\phi_{n-2}
\end{pmatrix}, \quad d'_{n-2} = \begin{pmatrix}
\alpha_{n-2} & -\delta_{n-2} \\
-\psi_{n-2} & \beta_{n-3}
\end{pmatrix},
\]

\[
d'_2 = \begin{pmatrix}
\phi_2 & \alpha_2 & -\delta_2 \\
0 & -\psi_2 & \beta_1
\end{pmatrix}, \quad d'_1 = \begin{pmatrix}
\phi_1 & \alpha_1 & -\delta_1 \beta_1^{-1} \psi_1
\end{pmatrix}
\]

In all other cases, we take \( \mathcal{H}_{min}(\alpha, \beta, \delta)_i = \mathcal{H}(\alpha, \beta, \delta)_i \) and \( d'_i = d_i \).

When \( n = 4 \), we need to slightly modify the formulae for \( d'_2 = d'_{n-2} : G_2(-1) \oplus F_1(-1) \to F_1 \oplus G_1(-1) \), and instead take

\[
d'_2 = \begin{pmatrix}
\alpha_2 & -\delta_2 \\
-\psi_2 & \beta_1
\end{pmatrix}
\]

The complex \( \mathcal{H}_{min} \) is also a self-dual free resolution of the ideal \( I_n \), and the final term of the complex is \( \mathcal{R}(-n) \). When \( S = k \) is a field, then \( \mathcal{H}_{min} \) is a minimal free resolution of \( I_n \). Furthermore, this modification does not affect the forms \([a_1, \ldots, a_{n-2}] \). In other words, we have

\[
[a_1, a_2, \ldots, a_{n-2}] \mathcal{H}_{\alpha, \beta, \delta} = [a_1, a_2, \ldots, a_{n-2}] \mathcal{H}'_{\alpha, \beta, \delta}.
\]
4.5. **Construction of the unprojection data.** In this section we give a method to construct maps $\beta : F_{\bullet}(-1) \to G_{\bullet}(-1)$ and $\alpha : G_{\bullet}(-1) \to F_{\bullet}[-1]$ that satisfy the conditions of Definition 4.5. Recall that in Section 2.5 we have put a differential graded algebra structure on both $F_{\bullet}$ and $G_{\bullet}$.

**Proposition 4.13.** Let $I$ and $J$ be homogeneous ideals of $R = S[x_1, \ldots, x_{m-1}]$, with $I \subset J$. Assume that $I$ is generated by forms of degree $r + 1$, while $J$ is generated by forms of degree $r$, for some positive integer $r$.

Let $F_{\bullet}$ and $G_{\bullet}$ be graded free resolutions of $I$ and $J$, of length $n - 2$ and $n - 1$ respectively. Assume that the maps $F_{\bullet} \to F_{\bullet}^*$ and $G_{\bullet} \to G_{\bullet}^*$ induced by choices of a DGCA structure on $F_{\bullet}$ and $G_{\bullet}$ are isomorphisms. Then there are maps $\alpha, \beta$ and $\delta$ that satisfy the conditions of Definition 4.5 and the chain complex $H_{\text{min}}$ is a self-dual free resolution.

4.6. **The map $\beta$.** The inclusion $I \subset J$ induces the comparison map of resolutions $\beta : F_{\bullet}(-1) \to G_{\bullet}(-1)$.

\[
\begin{array}{cccccccc}
0 & \longrightarrow & F_{n-2}(-1) & \phi_{n-2} & \cdots & \phi_3 & F_2(-1) & \phi_2 & F_1(-1) & \phi_1 & F_0(-1) & \longrightarrow & 0 \\
& & \downarrow{\beta_{n-2}} & & & & \downarrow{\beta_2} & & \downarrow{\beta_1} & & \downarrow{\beta_0} & & \\
& & G_{n-1} & \psi_{n-1} & G_{n-2} & \psi_{n-2} & \cdots & \psi_3 & G_2 & \psi_2 & G_1 & \psi_1 & G_0 & \longrightarrow & 0
\end{array}
\]

4.7. **The map $\alpha$ as the dual of $\beta$.** By assumption, the induced pairings $F_i \otimes F_{n-2-i} \to R$ and $G_i \otimes G_{n-1-i} \to R$ are perfect. Following the proof of Theorem 1.4 of [KMS83], we define the map $\alpha$. Define $\alpha_i : G_i(-1) \to F_{i-1}$ by taking $\alpha(z_i)$ to be the unique element of $F_{i-1}$ such that

$$
\alpha_i(z_i) \cdot z_{n-1-i} = (-1)^{i+1} z_i \cdot \beta_{n-1-i}(z_{n-1-i})
$$

The map $\alpha$ is the same as the map $\beta^T$ defined in the previous section, with isomorphisms $F_{\bullet} \cong F_{\bullet}^*$ and $G_{\bullet} \cong G_{\bullet}^*$ induced by the DGCA structures, as explained in Section 2.5.

Note that the map $\alpha_{n-2}$ corresponds to multiplication by the unit $(-1)^n$. Thus $\alpha$ is a homomorphism of chain complexes, represented by the following diagram.

\[
\begin{array}{cccccccc}
0 & \longrightarrow & G_{n-1}(-1) & \psi_{n-1} & \cdots & \psi_3 & G_2(-1) & \psi_2 & G_1(-1) & \psi_1 & G_0(-1) & \longrightarrow & 0 \\
& & \downarrow{\alpha_{n-1}} & & & & \downarrow{\alpha_2} & & \downarrow{\alpha_1} & & & & \\
0 & \longrightarrow & F_{n-2} & \phi_{n-2} & \cdots & \phi_2 & F_1 & \phi_1 & F_0 & \longrightarrow & 0
\end{array}
\]

The following lemma shows that $\alpha$ and $\beta$ correspond to unprojection data.

**Lemma 4.14.** The map $\alpha \circ \beta : F_{\bullet}(-1) \to F_{\bullet}[-1]$ is null homotopic.

**Proof.** Let $\xi : F_i(-1) \otimes F_j(-1) \to F_{i+j}$ be the chain homotopy defined in Lemma 2.3. We define a null homotopy $h : F_i(-1) \to F_i$ by taking $h_i(z_i)$ to be the unique element such that $h_i(z_i) \cdot z_{n-2-i} = \cdots$
(-1)^{i+1} \xi (z_i \otimes z_{n-2-i}) \text{ for all } z_{n-2-i} \in F_{n-2-i}(-1). \text{ By (iii) of Lemma 2.4 } h_0 = h_{n-2} = 0. \text{ By part (iv), we compute }

(h_{i-1} \phi_i + \phi_i h_i)(z_i) \cdot z_{n-1-i} = h_{i-1}(\phi_i(z_i)) \cdot z_{n-2-i} + \phi_i(h_i(z_i)) \cdot z_{n-1-i}

= (-1)^i \xi (\phi_i(z_i) \otimes z_{n-1-i}) + (-1)^{i+1} h_i(z_i) \cdot (\phi_{n-1-i}(z_{n-1-i}))

= (-1)^i \xi (\phi_i(z_i) \otimes z_{n-1-i}) + (-1)^i \xi (z_i \otimes \phi_{n-1-i}(z_{n-1-i}))

= (-1)^{i+1} \beta_i(z_i) \cdot \beta_{n-1-i}(z_{n-1-i})

= \alpha_i(\beta_i(z_i)) \cdot z_{n-1-i}.

Note that in the second and the third equality we used the Leibniz rule. Hence \( \alpha_i \beta_i = h_{i-1} \phi_i + \phi_i h_i \), concluding the proof of the lemma, and Proposition 4.13. \( \square \)

We are interested in constructing resolutions for ideals that arise from genus one normal curves of degree \( n \). In this situation, the ideals \( I \) and \( \mathcal{I} \) are generated by quadrics, and define genus one normal curves \( C \subset \mathbb{P}^{m-1} \) and \( \mathcal{C} \subset \mathbb{P}^m \). The curve \( \mathcal{C} \) contains the point \( P = (0 : 0 : \ldots : 0 : 1) \), and linear projection \( \pi \) from \( P \) extends to a map \( \mathcal{C} \rightarrow C \). The ideal \( J \) is the defining ideal of the point \( \pi(P) \) in \( \mathbb{P}^{n-1} \).

**Definition 4.15.** Let \( S = k \) be a field, so that \( R = k[x_1, \ldots, x_{m-1}] \). Let \( I \) and \( J \) be Gorenstein ideals of \( R \), and let \( \mathcal{I} \) be an ideal of \( \mathcal{R} \). We say \( I, J \) and \( \mathcal{I} \) form an unprojection triple if they satisfy the following conditions:

(i) \( I, J \) and \( \mathcal{I} \) are generated by forms of degrees 2, 1 and 2 respectively.

(ii) \( \mathcal{I} \cap R = I \) and \( I \subset J \).

(iii) \( J \) is the set of leading coefficients of \( \mathcal{I} \), viewed as an ideal of \( \mathcal{R} = R[x_m] \).

(iv) \( I \) and \( J \) are Gorenstein ideals of codimension \( n-2 \) and \( n-1 \), respectively.

(v) Let \((F_\bullet, \phi)\) and \((G_\bullet, \psi)\) be the minimal graded free resolutions of \( I \) and \( J \). Then the grading on leftmost modules in \( F_\bullet \) and \( G_\bullet \) is specified by \( F_{n-2} \cong R(-n) \) and \( G_{n-2} \cong R(-n+1) \).

We extend this definition to \( n = 3 \) by modifying the condition (i) to require that \( I \) is generated by a single form of degree 3.

For this section we adopt the convention that the dual of the graded module \( M \) is the module \( M^* = \text{Hom}(M, R(-n+1)) \). Then the fact that \( I \) and \( J \) are Gorenstein implies that \( G_\bullet \cong G^*_\bullet \) and \( F_\bullet \cong F^*_\bullet(1) \).

4.8. **The map \( \alpha \) for an unprojection triple.** The inclusion \( I \subset J \) induces the map \( \beta : F_\bullet(-1) \rightarrow G_\bullet(-1) \) in the same way as before. We now give an alternative way to describe the map \( \alpha \). Fix a basis \( a_1, \ldots, a_t \) of \( F_1 \) and a basis \( b_1, \ldots, b_s \) of \( G_1 \). Then \( I \) is generated by \( \phi_1(a_i) = f_i, i = 1, \ldots, t \) and \( J \) is generated by \( \psi_1(b_i) = g_i, i = 1, \ldots, g_s \). By conditions (i), (ii) and (iii), there exist quadratic forms \( h_i \in R \) such that

\[
\mathcal{I} = (f_1, \ldots, f_t, x_m g_1 + h_1, \ldots, x_m g_s + h_s).
\]
Define $\alpha_1 : G_1(-1) \to F_0$ by $\alpha(b_i) = h_i$. We extend $\alpha$ to a map of chain complexes $G(-1) \to F[-1]$, represented by the following diagram.

\[
\begin{array}{c}
0 \to G_{n-1}(-1) \overset{\psi_{n-1}}{\to} \cdots \overset{\psi_3}{\to} G_2(-1) \overset{\psi_2}{\to} G_1(-1) \overset{\psi_1}{\to} G_0(-1) \\
0 \to F_{n-2} \overset{\phi_{n-2}}{\to} \cdots \overset{\phi_2}{\to} F_1 \overset{\phi_1}{\to} F_0 \to 0
\end{array}
\]

To do this, we check that the image of the map $\alpha_1 \psi_2$ is contained in $\phi_1(F_1) = I$. This implies that there exists a map $\alpha_2 : G_2(-1) \to F_1$ with $\phi_1 \alpha_2 = \alpha_1 \psi_2$. As the complex $F[-1]$ is acyclic in degrees greater than 2, and $G(-1)$ is a complex of projective modules, we can extend $\alpha_1$ to a chain map.

Let $e_1, e_2, \ldots, e_p$ be a basis of $G_2$. Then $\psi_2(e_j) = \sum \xi_{ij} b_i$ for some $\xi_{ij} \in R$. Since $\psi_1 \psi_2 = 0$ we have $\sum \xi_{ij} g_i = 0$. Then

\[
\alpha_1 \psi_2(e_j) = \sum \xi_{ij} h_i = \sum \xi_{ij} (x_m g_i + h_i) \in I \cap R = I
\]

as desired. We now check that this agrees with our previous definition of $\alpha$.

**Lemma 4.16.** Let $I, J$ and $\mathcal{I}$ be an unprojection triple, and suppose that the ideal $\mathcal{I}$ is prime. Then the map $\alpha : G_\bullet(-1) \to F_\bullet[-1]$, as defined above, is chain homotopic to a non-zero scalar multiple of the map $\beta^T : G_\bullet(-1) \to F_\bullet[-1]$, obtained by dualizing the map $\beta$.

**Proof.** Consider the diagram obtained by dualizing the diagram defining the map $\alpha$.

\[
\begin{array}{c}
0 \to F_0^* \overset{\phi_1^*}{\to} \cdots \overset{\phi_2^*}{\to} F_{n-4}^* \overset{\phi_{n-3}^*}{\to} F_{n-3}^* \overset{\phi_{n-2}^*}{\to} F_{n-2}^* \\
G_0^*(1) \overset{\psi_1^*}{\to} G_1^*(1) \overset{\psi_2^*}{\to} \cdots \overset{\psi_{n-3}^*}{\to} G_{n-3}^*(1) \overset{\psi_{n-2}^*}{\to} G_{n-2}^*(1) \overset{\psi_{n-1}^*}{\to} G_{n-1}^*(1)
\end{array}
\]

It suffices to show that $\alpha_{n-1}^* : F_{n-2}^*(-1) \to G_{n-1}^*(1)$ is an isomorphism of graded modules, since the above diagram is isomorphic to the one defining the map $\beta$.

As $\alpha_{n-1}^*$ respects the grading, it must be multiplication by a scalar element of $k$. To show it is an isomorphism, it suffices to show that it is non-zero.

Suppose otherwise. Then $\alpha^*$, as a lift of the zero map, is null-homotopic, and so there exist maps $\rho_i : F_i^* \to G_i^*$, with $\rho_{n-3} = 0$, and

\[
\alpha_i^* = \rho_i \phi_i^* + \psi_i^* \rho_{i-1}
\]

for all $i \leq n - 3$. In particular $\alpha_1^* = \rho_1 \phi_1^* + \psi_1^* \rho_0$, and dualizing again, we see $\alpha_1 = \rho_1^* \phi_1 + \psi_1 \rho_0^*$. As $\rho^*$ is a degree zero map from $G_0(-1) \cong R(-1)$ to $F_0 \cong R$, it must be multiplication by some linear form $l \in R$. For $1 \leq i \leq s$, we find

\[
l g_i - h_i = \rho_0^* \psi_1(b_i) - \alpha_1(b_i) = \phi_1(\rho_1^*(b_i)) \in I \subset \mathcal{I}.
\]
As \( x_m g_i + h_i \in \mathcal{I} \), we have \((l + x_m)g_i \in I\) for all \(i\), and hence \((l + x_m)g = 0\) for every linear form \(g \in J\), contradicting our assumption. \(\square\)

To summarise, by Lemma 4.9 the complex \( \mathcal{H} \) is the minimal free resolution of the ideal \( \mathcal{I} \), constructed entirely from the data of resolutions \( F_{\bullet}, G_{\bullet} \) and the comparison map \( \beta \). In other words, if \( I, J \) and \( \mathcal{I} \) form an unprojection triple, we can recover \( \mathcal{I} \) from \( I \) and \( J \).

4.9. Unprojection of genus one normal curves of degree \( n \). We now apply the machinery developed in the previous section to genus one curves. Throughout, \( k \) will be a field, \( n \geq 3 \) an integer, and \( R = k[x_1, \ldots, x_n] \) and \( \mathcal{R} = k[x_1, \ldots, x_{n+1}] \).

We need some preliminary lemmas. The following argument is a special case of the well known fact that genus one normal curves embedded in projective space are projectively normal.

**Lemma 4.17.** Let \( E \) be an elliptic curve over a field \( k \) of characteristic 0, \( D \) a divisor of \( E \) of degree \( n \geq 3 \), and let \( x_1, x_2, \ldots, x_n \) be a basis of the \( n \)-dimensional Riemann-Roch space \( \mathcal{L}(D) \). Then the monomials \( x_i x_j, 1 \leq i, j \leq n \) span the \( 2n \)-dimensional space \( \mathcal{L}(2D) \).

**Proof.** For the proof we are free to extend our base field and assume \( k = \overline{k} \) is algebraically closed, and to replace \( D \) by any linearly equivalent divisor. For a point \( Q \in E(k) \), let \( \tau_Q \) denote the translation by \( Q \) map. We may also replace \( D \) by \( \tau_Q(D) \) for any \( Q \in E(k) \). Now recall that for an elliptic curve, two divisors are linearly equivalent if and only if they have the same degree and the same sum.

As \( k \) is algebraically closed, there exists a \( Q \in E(k) \) with \( n \cdot Q = \text{sum}(D) \), so that \( \text{sum}(\tau_Q(D)) = \text{sum}(D) - nQ = 0_E \). Hence \( \text{sum}(\tau_Q(D)) \) has sum \( 0_E \) and degree \( n \), and so is linearly equivalent to \( n \cdot 0_E \). Thus we may replace \( D \) with \( n \cdot 0_E \). Note that it suffices to prove the claim for a single choice of the basis \( x_1, x_2, \ldots, x_n \), i.e. we are asserting that the natural map \( S^2(\mathcal{L}(D)) \to \mathcal{L}(2D) \) is surjective. As \( 1, x, y, x^2, xy, \ldots, x^{n/2} \) form a basis of \( \mathcal{L}(m \cdot 0_E) \) for \( m \) even, and \( 1, x, y, x^2, xy, \ldots, x^{m-1}y \) form a basis for \( m \) odd, this statement is clear. \(\square\)

In what follows, let \( C \subset \mathbb{P}^n \) be a genus one normal curve of degree \( n + 1 \) defined over a field \( k \), where \( n \geq 3 \), that passes through the point \( P = (0 : 0 : \ldots : 0 : 1) \).

**Lemma 4.18.** The projection map \( \pi \) from the point \( P \),

\[
\pi : \mathbb{P}^n \to \mathbb{P}^{n-1} : (x_1 : \ldots : x_{n+1}) \to (x_1 : \ldots : x_n),
\]

restricts to a regular map \( C \to \mathbb{P}^{n-1} \), also denoted \( \pi \). The image of \( \pi \) is a genus one normal curve of degree \( n \), denoted \( C \).

**Proof.** We identify \( C \) with its Jacobian \( E = \text{Pic}^0(C) \) via the map \( Q \mapsto (Q) - (P) \). Let \( H \) be a hyperplane in \( \mathbb{P}^{n-1} \) passing through \( P \), and regard \( D = C \cap H \) as a divisor of \( E \). Then the embedding \( C \subset \mathbb{P}^n \) is identified with the embedding of \( E \) into \( \mathbb{P}^n \) associated to the complete linear system \(|D|\), and the forms \( x_i \), for \( i \leq n \), are identified with elements of \( \mathcal{L}(D - P) \). As \( C \) is a genus
one normal curve, \( x_1, \ldots, x_n \) is basis of of \( \mathcal{L}(D - P) \). Hence \( C \subset \mathbb{P}^{n-1} \) is the embedding associated to the complete linear system \( |D - P| \), and thus is a genus one normal curve of degree \( n \).

**Lemma 4.19.** Let \( J \) be the ideal generated by the linear forms in \( \mathcal{R} \) that vanish on the tangent space \( T_P C \) at \( P \). Let \( \mathcal{I} \) and \( I \) be the homogeneous ideals of \( \mathcal{R} \) and \( R \) that define the curves \( C \) and \( C \) respectively. Then the ideals \( I, J = J \cap R \) and \( \mathcal{I} \) form an unprojection triple.

**Proof.** We check condition (i) od Definition 4.5. By Theorem 3.3, ideals \( \mathcal{I} \) and \( I \) are generated by quadrics. By definition, \( J \) is generated by linear forms.

For condition (ii), as \( C = \pi(C) \), we have \( I = \mathcal{I} \cap R \). We may identify the space of linear forms vanishing at \( T_P C \) with the Riemann-Roch space \( \mathcal{L}(D - 2P) \). As \( D - 2P = (D - P) - P \), we can identify \( \mathcal{L}(D - 2P) \) with the space of linear forms on \( \mathbb{P}^{n-1} \) that vanish at \( \pi(P) \), and the ideal \( J = J \cap R \) with the ideal generated by these forms. As \( \pi(P) \in C(k) \), we have \( I \subset J \).

Let us verify condition (iii). Identify \( x_0, x_1, \ldots, x_n \) with a basis of \( \mathcal{L}(D) \), with \( x_0, \ldots, x_{n-1} \) also serving as a basis of \( \mathcal{L}(D - P) \). As \( \mathcal{I} \) is generated by forms of degree 2, its leading coefficient ideal, denoted \( J' \), must be generated by linear forms. We claim that \( J = J' \). Let us first show that \( J' \subset J \).

Let \( f \in \mathcal{I} \) be a quadric, and write \( f = x_{n+1}l + h \), where \( l \) is a linear form and \( h \in R \), so that \( l \) is the leading coefficient of \( f \). The form \( h \) is a quadric in \( x_1, \ldots, x_n \), so vanishes at \( P \) with multiplicity at least 2. As \( x_{n+1} \) does not vanish at \( P \), \( l \) must vanish at \( P \) with multiplicity at least 2, and hence \( l \in J \). As \( l \) is a linear form, it can be written as a linear combination of \( x_1, \ldots, x_{n+1} \). Since \( l(P) = 0 \), the coefficient of \( x_{n+1} \) must be 0, and thus \( l \in R \), and hence \( l \in J = J \cap R \).

By Lemma 4.17, the forms \( x_i x_j \) for \( 1 \leq i, j \leq n \) span the space \( \mathcal{L}(2D - 2P) \). For any \( l \in \mathcal{L}(D - 2P) \), we have \( x_{n+1}l \in \mathcal{L}(2D - 2P) \). Thus by Lemma 4.17, we have \( x_{n+1}l = \sum c_{i,j} x_i x_j \) for some constants \( c_{i,j} \), and \( x_{n+1}l - \sum c_{i,j} x_i x_j \) is a quadric in \( \mathcal{I} \) with leading coefficient \( l \). Thus \( J' \subset J \), and hence \( J = J' \).

The condition (iv) of Definition 4.5 follows from general results on the structure of minimal free resolutions of genus one normal curves, e.g. Theorem 3.3.

We now give our first application, finishing the proof of Lemma 3.15(ii).

**Lemma 4.20.** Let \( C_n \subset \mathbb{P}^{n-1} \) be a genus one normal curve of degree \( n \), defined over a field \( k \) of characteristic 0, let \( I \) be the defining ideal of \( C \), let \( F_n^* \) be a resolution model of \( C \) and let \( \Omega \) be the \( \Omega \)-matrix associated to this data.

Then the rational differential form \( \omega \), associated to \( \Omega \), is regular on \( C_n \). More precisely, for \( 1 \leq i < j \leq n \), the differential

\[
\omega = (n-2) \frac{x_i^2 d(x_i/x_j)}{\Omega_{ij}(x_1, \ldots, x_n)}
\]

is regular on \( C_n \).
Proof. The proof is by induction on $n$. The base case $n = 3$, is just the statement that if $F$ is the ternary cubic that defines $C$, the differential $\frac{x_2^2(x_1/x_2)}{\partial F/\partial x_3}$ is regular on $C$, and this is an elementary fact from the theory of plane curves. Let us suppose that the lemma is true for $n - 1$.

For the proof of the statement we are free to enlarge the base field, and assume that $k = \bar{k}$ is algebraically closed, and thus that there exists a $k$-rational point $P \in C_n(k)$. By Lemma 3.20, we are free to reorder we can reorder $C$ ternary cubic that defines the Jacobian of $E$, and thus assume that $P = (0 : 0 : \ldots : 0 : 1)$. Let $i, j, a_1, \ldots, a_{n-2}$ be a permutation of the set $\{1, 2, \ldots, n\}$. From, Lemma 3.23 we have

$$\omega = x_i^2d(x_i/x_j)\begin{bmatrix} a_1, \ldots, a_{n-2} \end{bmatrix}.$$ 

By Lemma 3.20, we are free to reorder we can reorder $(i, j, a_1, \ldots, a_{n-2})$ as we like, since that can only affect the sign of $\omega$. Thus we choose an ordering so that $n - 1 \notin \{i, j\}$.

Now let $\pi$ be the projection from point $P$, and let $C_{n-1} = \pi(C_n)$. Let $I_{n-1}$ and $I_n$ be the ideals defining $C_{n-1}$ and $C_n$, and let $J$ be the ideal defining $\pi(P)$. By Lemma 4.19, $I_{n-1}, J$ and $I_n$ form an unprojection triple. Let $F_n^{-1}$ and $G_\bullet$ be minimal graded free resolutions of $I_{n-1}$ and $J$.

The matrix $\Omega$, and hence the differential $\omega$, depends on the choice of the resolution $F_\bullet$ only up to a non-zero scalar multiple. Thus, we may assume $F_\bullet$ is the chain complex $\mathcal{H}(\alpha, \beta, \delta)$ constructed from $F_n^{-1}$ and $G_\bullet$. By Proposition 4.10,

$$[a_1, a_2, \ldots, a_{n-2}] = \pm [a_1, a_2, \ldots, \hat{n}, \ldots, a_{n-2}],$$

since we assumed that $a_k = n$ for some $k$. As the projection $\pi$ is given by $(x_1 : \ldots : x_{n-1} : x_n) \mapsto (x_0 : \ldots : x_{n-1})$, we have

$$\frac{x_2^2d(x_i/x_j)}{[a_1, \ldots, a_{n-2}]} = \pi^* \left( \pm \frac{x_2^2d(x_i/x_j)}{[a_1, a_2, \ldots, \hat{n}, \ldots, a_{n-2}]} \right)$$

and we are done by the induction hypothesis, as $\pi : C_n \to C_{n-1}$ is an isomorphism. \hfill $\Box$

4.10. The local minimization theorem. We now give our first arithmetic application, the local version of the minimization theorem. Throughout, we fix a prime $p$. Let $\mathbb{Q}_p$ be the field of $p$-adic numbers and let $\mathbb{Z}_p$ be the ring of $p$-adic integers. The following theorem is a generalization of Theorem 3.4 of [CFS10].

Theorem 4.21. Let $p$ be a prime, and let $C \subset \mathbb{P}^{n-1}$ be a genus one normal curve of degree $n$, defined over the field of $p$-adic numbers $\mathbb{Q}_p$. Suppose that the set $C(\mathbb{Q}_p)$ is non-empty. Let $E$ be the Jacobian of $E$, defined by a minimal Weierstrass equation $W$

$$y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6.$$
Then one can choose coordinates on \( \mathbb{P}^{n-1} \), and then a \( \mathbb{Z}_p \)-integral genus one model \( F_* \) of \( C \) with the associated invariant differential \( \omega \), such that there exists an isomorphism \( \gamma : E \to C \) with

\[
\omega = \gamma^* \left( \frac{dx}{2y + a_1x + a_3} \right)
\]

We say such a genus one model is a minimal model of \( C \).

Once we prove Theorem 3.17 this theorem will immediately imply the following corollary.

**Corollary 4.22.** Let \( n \) be an odd integer. If \( \Omega \) is the \( \Omega \)-matrix of a minimal model of a genus one curve \( C \) as above, we have \( c_k(\Omega) = c_k(W) \), for \( k = 4, 6 \), where \( c_k(W) \) are the \( c \)-invariants of a minimal Weierstrass equation \( W \) of \( E \), as defined in Chapter III of [Sil09].

The induction step in the proof of the theorem is provided by the following lemma, which may be viewed as a generalization of Lemma 3.14 of [CFS10].

**Lemma 4.23.** Let \( E/\mathbb{Q}_p \) be an elliptic curve and let \( D \) be a degree \( n \) divisor on \( E \), for \( n \geq 3 \). Let \( i : E \to \mathbb{P}^{n-1} \) be an embedding induced by a choice of basis of \( \mathcal{L}(D) \), and let \( C_n = i(E) \subset \mathbb{P}^{n-1} \). Suppose we are also given a point \( P \in E(\mathbb{Q}_p) \).

Let \( F_* \) be a \( \mathbb{Z}_p \)-integral genus one model of \( C_n \), with \( I_n = \phi_1(F_1) \subset \mathbb{Z}_p[x_1, \ldots, x_n] \). Further, let \( l_1, \ldots, l_{n-1} \) be a \( \mathbb{Z}_p \)-basis for the space of linear forms with integral coefficients that vanish at \( i(P) \in \mathbb{P}^{n-1} \), and denote by \( G_* \) the Koszul complex associated to \( J = (l_1, l_2, \ldots, l_{n-1}) \). Then:

(i) The complexes \( F_* \) and \( G_* \) satisfy the hypothesis of Proposition 4.13 and the associated complex \( \mathcal{H}_{\min} \) is a \( \mathbb{Z}_p \)-integral genus one model of \( C_{n+1} \subset \mathbb{P}^n \), where \( C_{n+1} \) is the image of \( E \) under an embedding induced by a choice of basis of \( \mathcal{L}(D + P) \).

(ii) The point \( P \) maps to the point \((0 : 0 : \ldots : 0 : 1) \in C_{n+1}(\mathbb{Q}_p) \), and projection from \( P \) defines an isomorphism \( \pi : C_{n+1} \to C_n \). Moreover, if \( \omega_n \) and \( \omega_{n+1} \) are differentials associated to models \( F_* \) and \( \mathcal{H}_{\min} \), we have \( \pi^*(\omega_n) = \pm \omega_{n+1} \).

**Proof.** (i) We first prove that \( l_1, \ldots, l_{n-1} \) is a regular sequence on \( \mathbb{Z}_p[x_1, \ldots, x_n] \). By the definition of the forms \( l_i \) and the theory of elementary divisors, we can find a linear form \( l_n \in \mathbb{Z}_p[x_0, \ldots, x_{n-1}] \) so that \( l_1, \ldots, l_n \) is a basis for the \( \mathbb{Z}_p \)-module of integral linear forms in \( \mathbb{Z}_p[x_1, \ldots, x_n] \), so that we in fact have \( \mathbb{Z}_p[x_1, \ldots, x_n] = \mathbb{Z}_p[l_1, \ldots, l_n] \), and hence \( l_1, \ldots, l_{n-1} \) is a regular sequence.

Recall from 2.3 that the Koszul complex \( G_* \) is a free resolution of the ideal \( J = (l_1, l_2, \ldots, l_{n-1}) \) and that the DGC structure on \( G_* \) induces an isomorphism \( G_* \to G_*^* \). By definition \( F_* \) is a free resolution of \( I_n \), with a DGC-structure inducing an isomorphism \( F_* \to F_*^* \).

We next prove that \( I_n \subset J \). Since we have \( \mathbb{Z}_p[x_1, \ldots, x_n] = \mathbb{Z}_p[l_1, \ldots, l_n] \), every quadric \( f \in I_n \) can be expressed as \( \sum_{ij} c_{ij} l_i l_j \), with \( c_{ij} \in \mathbb{Z}_p \). As \( f(P) = 0 \), the coefficient of \( l_n^2 \) is zero, and \( f \in J \). Thus the conditions of Proposition 4.13 are satisfied.
(ii) We are free to extend scalars from \( \mathbb{Z}_p \) to \( \mathbb{Q}_p \), and identify \( I_n \) and \( J \) with ideals of \( \mathbb{Q}_p[x_1, \ldots, x_n] \). Let \( I_{n+1} \) be the ideal of \( \mathbb{Q}_p[x_1, \ldots, x_{n+1}] \) resolved by \( H_{\min}(\alpha, \beta, \delta) \). There exists a choice of basis of \( \mathcal{L}(D + P) \) so that the corresponding embedding \( j : E \to \mathbb{P}^n \) we have \( j(P) = (0 : \ldots : 0 : 1) \), and projection \( \pi \) from \( P \) defines an isomorphism \( C_{n+1} \to C_n \).

Let \( I'_{n+1} \) be the ideal defining \( C_{n+1} \). By Lemma 4.19 \( I_n, J \) and \( I_{n+1} \) are unprojection triple, and so \( I'_{n+1} \) is resolved by the complex \( H_{\min}(\alpha', \beta', \delta') \). By Lemma 4.7 \( H_{\min}(\alpha', \beta', \delta') \) is isomorphic to \( H_{\min}(\alpha, \beta, \delta) \), and hence we have \( I'_{n+1} = I_{n+1} \).

Finally, since the invariant differential \( \omega_n \) associated to \( F \) is

\[
\omega_n = \frac{(n - 2)x^2 d(x_i/d_j)}{\Omega_{ij}(x_1, \ldots, x_n)} = \frac{x^2 d(x_i/d_j)}{[a_1, \ldots, a_{n-2}]},
\]

the assertion that \( \pi'(\omega_n) = \pm \omega_{n+1} \) follows from Lemma 4.10 in the same way as in the proof of Lemma 4.20.

\[ \square \]

**Proof of Theorem 4.21**. The proof is by induction. Choose a point \( P \in C_n(\mathbb{Q}_p) \). As \( \mathbb{Z}_p \) is a principal ideal domain, by elementary divisor theory, the group \( SL_n(\mathbb{Z}_p) \) acts transitively on \( \mathbb{P}^{n-1}(\mathbb{Q}_p) \).

We may assume, making a \( SL_n(\mathbb{Z}_p) \)-change of coordinates if necessary, that \( P = (0 : 0 : \ldots : 0 : 1) \). Let \( C_{n-1} = \pi(C_n) \subset \mathbb{P}^{n-2} \) be the projection of \( C_n \) from \( P \). By Lemma 4.23, the assertion of the theorem is true for the curve \( C_{n-1} \) if and only if it is true for the curve \( C_n \).

We are reduced to the case \( n = 3 \). Now let \( D \) be a hyperplane section of \( C_3 \), identified with a degree 3 divisor on \( E \). The description of the group law on \( E \) implies that \( D \) is linearly equivalent to a divisor \( 4 \cdot 0_E - Q \), for some \( Q \in E(\mathbb{Q}_p) \). By Lemma 4.23 it suffices to prove the theorem for the curve \( C_4 \), the image of \( E \) embedded via the linear system \( |4 \cdot 0_E| \). Applying Lemma 4.23 for the final time, we are reduced to the case of \( E \) embedded in \( \mathbb{P}^2 \) by \( |3 \cdot 0_E| \). Choose the basis \( 1, x, y \) of \( \mathcal{L}(3 \cdot 0_E) \). Then the image of \( E \) in \( \mathbb{P}^2 \) is defined by the cubic

\[ F = y^2z + a_1xyz + a_3yz^2 - x^3 - a_2x^2z - a_4xz^2 - a_6z^3 \]

and we compute directly that the differential \( \omega \) associated to \( F \) agrees with the Neron differential on \( E \).

\[ \square \]

4.11. **Proof of the global minimization theorem.** We now deduce Theorem 4.1 from the local result, Theorem 4.21, using (basic) results on strong approximation. The idea is to begin by choosing arbitrarily a resolution model \( F \) of \( C \subset \mathbb{P}^{n-1} \) defined over \( \mathbb{Q} \). Clearing denominators, we may assume \( F \) is defined over \( \mathbb{Z} \). It follows from Theorem 3.17 that \( F \) is potentially not minimal for a finite set \( S \) of primes, namely those that divide both \( c_4(F) \) and \( c_6(F) \). For every \( p \in S \), we construct a minimal model using Theorem 4.21. We then use strong approximation to modify \( F \), so that it is \( \mathbb{Z}_p \)-equivalent to this minimal model for every \( p \in S \), while preserving
minimality for $p \not\in S$, concluding the proof. This is essentially the approach taken in [Fis07] to prove a minimization theorem for binary quartics and ternary cubics.

For a prime $p$, let $||\cdot||_p$ be the $p$-adic absolute value. For any $A = (a_{ij}) \in \text{Mat}_n(Q_p)$, let $||A||_p = \max_{1 \leq i,j \leq n} ||a_{ij}||$.

**Lemma 4.24.** Let $S$ be a finite set of primes of $Q$. Suppose we are given, for each $p \in S$, an element $A_p \in \text{SL}_n(Z_p)$. For any $\epsilon > 0$, there exists $A \in \text{SL}_n(Z)$ with $||A - A_p||_p < \epsilon$ for all $p \in S$.

**Proof.** This is Lemma 3.2 of [Fis07]. Alternatively, this follows from the well known fact that for any integer $N$, the map $\text{SL}_n(Z) \to \text{SL}_n(Z/NZ)$ is surjective —see Lemma 6.3.10 in [Coh08]. \hfill \Box

Note that the result is false if we replace $\text{SL}_n$ with $\text{GL}_n$, as can already be seen in the case $n = 1$. We however have the following result.

**Lemma 4.25.** Let $S$ be a finite set of primes of $Q$ and let $\delta \in Z$ be an integer. Suppose we are given, for each $p \in S$, $A_p \in \text{Mat}_n(Z)$ with $\det(A_p) = \delta$. Let $\epsilon > 0$. There exists $A \in \text{Mat}_n(Z)$ such that $\det(A) = \delta$, and $||A - A_p||_p < \epsilon$ for each $p \in S$.

**Proof.** Follows from the previous lemma, together with a Smith normal form argument. See Lemma 3.3 of [Fis07] for details. \hfill \Box

**Lemma 4.26.** Let $A \in \text{GL}_n(Q_p)$. There exists an $\epsilon > 0$, such that for every $B \in \text{GL}_n(Q_p)$ with $||A - B||_p < \epsilon$, we have $A = UB$, for some $U \in \text{GL}_n(Z_p)$.

**Proof.** We have $AB^{-1} = I_n + (A - B)B^{-1} = I_n + \det(B)^{-1}(A - B)\text{adj}(B)$, where $\text{adj}(B)$ denotes the adjugate matrix of $B$. Since $\det(B)$ and $\text{adj}(B)$ depend continuously on $B$, it is clear there exists an $\epsilon > 0$ such that $||A - B||_p < \epsilon$ implies that $AB^{-1} \in \text{Mat}_n(Z_p)$ and $||\det(B)||_p = ||\det(A)||_p$, and hence $AB^{-1} \in \text{GL}_n(Z_p)$. \hfill \Box

**Proof of Theorem 4.4.** To begin, choose any resolution model $F_\bullet$ that represents the $n$-diagram $[C \subset \mathbb{P}^{n-1}]$ and is defined over $Q$. Clearing denominators if needed, we may assume $F_\bullet$ is defined over $Z$. By Theorem 3.17, $c_k(F_\bullet)$ are the $c$-invariants of a Weierstrass equation for $E$. Hence there exists $\lambda \in Q$ with $c_k(F_\bullet) = \lambda^k c_k(W)$. Let $S$ be the set of primes that contains all of the primes that appear in the numerator and denominator of $\lambda$, as well as the primes for which $F_\bullet$ is not $Z_p$-integral. The idea is to use Lemma 4.25 to construct an integral model $F'_\bullet$, that is $Q$-equivalent to $F_\bullet$, and $Z_p$-equivalent to a minimal model for each $p \in S$.

As $C(Q_p)$ is non-empty for every $p \in S$, we may apply Theorem 4.21. Thus $F_\bullet$ is $Q_p$-equivalent to a $Z_p$-integral model $F^p_\bullet$ with $c_k(F^p_\bullet) = c_k(W)$. Recall that $G_n = G_n^{\text{res}} \times \text{GL}_n$, where $G_n^{\text{res}}$ acts on the modules in $F_\bullet$, while $\text{GL}_n$ acts by linear substitution in the variables $x_0, x_1, \ldots, x_{n-1}$. Let $g^p = (g^p_0, \ldots, g^p_{n-1}) \times (\gamma^p) \in G_n(Q_p)$ be such that we have $g^p \cdot F_\bullet = F^p_\bullet$.

We now modify the transformations $g^p$ so that we can apply Lemma 4.25. We first show that we can assume that for every $p \in S$, we have $g^p_i \in \text{Mat}_i(Z_p)$ for all $i$, as well as $\gamma^p \in \text{Mat}_n(Z_p)$. To
see this, observe that replacing $x_i$ by $tx_i$, for some non-zero $t \in \mathbb{Q}$ and all $i$, has the same effect as

replacing $\phi_i$ by $t^{-\text{deg}(\phi_i)}\phi_i$, for $1 \leq i \leq n-2$, as $\phi_i$ is a matrix of homogeneous forms in $x_1, \ldots, x_n$, of degree $\text{deg}(\phi_i)$. But this is the same as rescaling the basis of each module $F_i$ by $t^{\sum_{j<i} \text{deg}(\phi_j)}$. In other words, we can replace $g^p$ with $(t^{-n} \cdot g^p_{n-2}, \ldots, t^{-2} \cdot g^p_1, g^p_0) \times (t \cdot g^p)$. We choose $t$ so that $t \cdot g^p \in \text{Mat}_n(\mathbb{Z}_p)$ for all $p$ in $S$, and then modify the transformations $g^p$ as described. Furthermore, for any $t' \in \mathbb{Q}_p$, we can rescale the basis of each $F_i$ by $t'$—this does not change the matrices $\phi_i$, and hence does not change $\lambda$. In doing this, we replace $g^p$ with $(t' \cdot g^p_{n-2}, \ldots, t' \cdot g^p_1, t' \cdot g^p_0) \times (\gamma^p)$. We choose $t' \in \mathbb{Q}$ to ensure that $g^p_i \in \text{Mat}_b(\mathbb{Z}_p)$ for all $i$.

Finally, we modify the local minimal models $F^*_i$, so that we have, for each $i$ $\det(g^p_i) = \delta_i$ for some $\delta_i \in \mathbb{Z}$, as well as $\det(\gamma^p) = \delta$, for some $\delta \in \mathbb{Z}$. We do this as follows. Let $\det(g^p_i) = \delta^p_i$. As the set $S$ is finite, and $\mathbb{Z}$ is a principal ideal domain, there exists a $\delta_i \in \mathbb{Z}$ with $||\delta_i||_p = ||\delta^p_i||_p$ for every $p \in S$, and $||\delta_i||_p = 0$ for $p \not\in S$. Now multiply a basis vector of $F^p_i$ by $\delta_i/\delta^p_i$—this has the effect of rescaling a column of $g^p_i$ by $\delta_i/\delta^p_i$, and corresponds to a $G_n(\mathbb{Z}_p)$-transformation, so the modified model is still minimal. We then do the same for the matrix $\gamma^p$.

By Lemma 4.26 and Lemma 4.25, there exist $g'_i \in \text{Mat}_b(\mathbb{Z})$ and $\gamma' \in \text{Mat}_n(\mathbb{Z})$, with the property that for all $p \in S$, we have $g^p_i = U^p g'_i$ and $\gamma^p = U^p \gamma$, for some $U^p_i \in \text{GL}_b(\mathbb{Z}_p)$, $U^p \in \text{GL}_n(\mathbb{Z}_p)$. Put $F'_i = g' \cdot F_i$. Then $F'_i$ is $\mathbb{Z}_p$-equivalent to a minimal model for every $p \in S$ via the transformation $(U^p_{n-2}, \ldots, U^p_n) \times (U^p)$.

The model $F'_i$ is defined over $\mathbb{Z}$. Indeed, it suffices to check it is $\mathbb{Z}_p$-integral for every prime $p$. For primes $p \in S$, this is by construction. For primes $p \not\in S$, by construction we have $g' \in G_n(\mathbb{Z}_p)$, and as $F_i$ is integral, then so is $F'_i$.

Next, we prove that for every prime $p$ we have $||c_k(F'_i)||_p = ||c_k(W)||_p$. For primes $p \in S$, this is by construction. For $p \not\in S$, observe that our modification of $F_i$ does not change $||c_k(F_i)||_p$ for $p \not\in S$, and since we assumed $||\lambda||_p = 1$ for $p \not\in S$, we have $||c_k(F'_i)||_p = ||c_k(F_i)||_p = ||F_i||_p$. Hence, for every prime $p$ we have $||c_k(F'_i)||_p = ||c_k(W)||_p$. Thus $c_k(F'_i) = c_k(W)$. By Theorem 3.17, we have $c_k(F'_i) = c_k(W)$, and hence the model $F'_i$ is a global minimal model.

5. Analytic theory of elliptic normal curves

In this Section we finish the proof of Theorem 3.17. In Section 5.1 we review necessary background material. Let $[C \to \mathbb{P}^{n-1}]$ be an $n$-diagram, defined over $C$, and let $E$ be the Jacobian of $C$. The action of the $n$-torsion subgroup $E[n]$ on $C$ lifts to an action on $\mathbb{P}^n$ by projective linear transformations. We explain how to use the theory of elliptic functions to choose coordinates on $\mathbb{P}^{n-1}$ so that this action of $E[n]$ and the embedding $C \subset \mathbb{P}^{n-1}$ take a particularly simple form, known as the Heisenberg normal form. This construction is classical, and dates back to Klein. In Section 3.17 we obtain $q$-expansions for the coefficients of $\Omega$-matrices in Heisenberg normal form, reducing the proof of Theorem 3.17 to a calculation already performed in [Fis18].
5.1. **Heisenberg invariant diagrams.** The standard reference for the material in this section is Chapter I of [Hul86]. Let \( n \geq 3 \) be an odd integer. A remark on the notation—in this Section, we label the coordinates on \( \mathbb{P}^{n-1} \) starting from 0, as \( X_0, \ldots, X_{n-1} \), since this will simplify the notation slightly.

We recall some basic properties of the Weierstrass \( \sigma \)-function, the proofs of which can be found in [Sil94]. Fix \( n \geq 3 \) odd. Let \( \Lambda = \mathbb{Z}\omega_1 \oplus \mathbb{Z}\omega_2 \subset \mathbb{C} \) be a lattice, with \( \text{Im}(\omega_2/\omega_1) > 0 \). The quasi-period map \( \eta : \Lambda \rightarrow \mathbb{C} \) is defined by

\[
\eta(\omega) := -\int_{\omega_0}^{\omega} \wp(z, \Lambda) \, dz
\]

where \( \wp(z, \Lambda) \) is the Weierstrass \( p \)-function. Let \( \eta_1 = \eta(\omega_1) \) and \( \eta_2 = \eta(\omega_2) \) be the period constants of \( \Lambda \). They satisfy the Legendre relation:

\[
\omega_2 \eta_1 - \omega_1 \eta_2 = 2\pi i.
\]

The Weierstrass sigma function \( \sigma(z, \Lambda) \) is defined as the infinite product

\[
\sigma(z, \Lambda) := z \prod_{\omega \in \Lambda, \omega \neq 0} (1 - z/\omega)e^{z/\omega + (1/2)(z/\omega)^2}
\]

Now let \( \sigma_{pq}(z, \Lambda) := \sigma(z - \frac{p\omega_1 + q\omega_2}{n}, \Lambda) \), and define constants

\[
\omega := e^{-\frac{\pi}{2} \frac{\omega_1}{n}}, \theta := e^{-\frac{\omega_1}{n}}
\]

For all \( m \in \mathbb{Z} \), we define functions \( x_m(z, \Lambda) \) by the product

\[
x_m(z, \Lambda) := \omega^m \theta^m e^m \prod_{i=0}^{n-1} \sigma_{m,i}(z, \Lambda).
\]

These functions have the following properties (Theorem I.2.3 of [Hul86]):

**Proposition 5.1.**

(i) For all \( m \in \mathbb{Z} \) we have \( x_{n+m} = x_m \).

(ii) Let \( \zeta := e^{-\frac{\omega_1}{n}} \). There exist holomorphic nowhere vanishing functions \( j, j_1 \) and \( j_2 \), such that, for all \( m \in \mathbb{Z} \), we have the following formulas:

\[
\begin{align*}
(a) \ x_m(-z, \Lambda) &= j(z)x_m(z, \Lambda), \\
(b) \ x_m(z - \frac{\omega_1}{n}, \Lambda) &= j_1(z) \cdot x_{m+1}(z, \Lambda), \\
(c) \ x_m(z + \frac{\omega_1}{n}, \Lambda) &= j_2(z) \cdot \zeta^m x_m(z, \Lambda) \\
(d) \ x_m(0, \Lambda) &= -x_{n-m}(0, \Lambda)
\end{align*}
\]

The proof is a straightforward calculation, see Section I of [Hul86].

**Proposition 5.2.** The functions \( x_0, \ldots, x_{n-1} \) can be viewed as a basis of the space of global sections of the line bundle \( \mathcal{O}_{\mathbb{C}/\Lambda}(n \cdot 0) \), and hence the map

\[
\mathbb{C}/\Lambda \rightarrow \mathbb{P}^{n-1} : z \mapsto (x_0(z, \Lambda) : \ldots : x_{n-1}(z, \Lambda))
\]
defines an $n$-diagram, which we denote by $B_\Lambda$. Furthermore, identifying $\mathbb{C}/\Lambda$ with its image, which we denote by $C_\tau$, translation by $\frac{\omega}{n}$ extends to the automorphism of $\mathbb{P}^{n-1}$ defined by
\[(x_0 : x_1 : \ldots : x_{n-1}) \mapsto (x_{n-1} : x_0 : \ldots : x_{n-2}),\]
translation by $\frac{\omega}{n}$ is defined by
\[(x_0 : x_1 : \ldots : x_{n-1}) \mapsto (x_0 : \zeta x_1 : \ldots : \zeta^{n-1} x_{n-1}),\]
and the inversion map $z \mapsto -z$ corresponds to
\[(x_0 : x_1 : x_2 \ldots x_{n-2} : x_{n-1}) \mapsto (x_0 : x_{n-1} : x_{n-2} \ldots : x_2 : x_1).\]

This proposition follows immediately from the previous one, except for the statement on the linear independence of the functions $x_0, \ldots, x_{n-1}$, the proof of which can be found in Section I of [Hul86].

**Remark 5.3.** The projective representation of $E[n]$ on $\mathbb{P}^{n-1}$ lifts to a linear representation of the Heisenberg group $H_n$ on an $n$-dimensional vector space $V$. $H_n$ can be defined as the subgroup of $\text{GL}_n(\mathbb{C})$ generated by the lifts $\sigma_{\omega_1/n}$ and $\sigma_{\omega_2/n}$ of the translation maps by $\frac{\omega_1}{n}$, $\frac{\omega_2}{n}$:
\[
\sigma_{\omega_1/n} := \begin{pmatrix} 0 & 0 & 0 & \ldots & 0 & 1 \\ 1 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 1 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & 0 \end{pmatrix}, \quad \sigma_{\omega_2/n} := \begin{pmatrix} 1 & 0 & 0 & \ldots & 0 & 0 \\ 0 & \zeta & 0 & \ldots & 0 & 0 \\ 0 & 0 & \zeta^2 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 0 & \zeta^{n-1} \end{pmatrix}.
\]

$H_n$ is a non-abelian group of order $n^3$, with the centre $Z(H_n) = \{ \zeta^r I_n : r \in \mathbb{Z} \}$. For this reason we refer to diagrams $[\mathbb{C}/\Lambda \to \mathbb{P}^{n-1}]$ constructed in this way as the Heisenberg invariant diagrams.

We now recall the product expansion of the Weierstrass $\sigma$-function. Let $\mathcal{H}$ denote the upper halfplane. For $\tau \in \mathcal{H}$, let $\Lambda_\tau := \mathbb{Z} \oplus \mathbb{Z}\tau$ be a lattice. For legibility we denote the diagram $B_{\Lambda_\tau}$ by $B_\tau$. Set $q := e^{2\pi i \tau}$ and $u := e^{2\pi i z}$. We then have (see Theorem 6.4 [Sil94]):
\[
\sigma(z, \Lambda_\tau) = -\frac{1}{2\pi i} e^{\frac{1}{2} \eta(1) z^2} e^{-\pi i z} (1 - u) \prod_{n \geq 1} \frac{(1 - q^n u)(1 - q^n u^{-1})}{(1 - q^n)^2},
\]

**Proposition 5.4.** The functions $x_\tau(z, \Lambda_\tau)$ admit the product expansion:
\[
x_\tau(z, \Lambda_\tau) = C \cdot (-1)^r q^{(2r-n)^2 / mn} u^{-r} \prod_{m \geq 1} (1 - q^{nm-r} u^n) \prod_{m \geq 0} (1 - q^{nm+r} u^{-n}) \prod_{m \geq 1} (1 - q^m)^{-2n}
\]
where the factor $C := e^{\frac{\eta(1)}{2} (n^2 - (n-1)z)} q^{n/2} u^{n/2}$ is independent of $r$.

**Proof.** A simple computation, using the definition of the $x_\tau$ and the Legendre relation. \qed
Rescaling the functions \(x_0, \ldots, x_{n-1}\) by a nowhere vanishing holomorphic function of \(q\) does not change the corresponding embedding \(\mathbb{C}/\Lambda_r \rightarrow \mathbb{P}^{n-1}\). Thus for each \(r\) we multiply the above expression for \(x_r\) by \(\frac{1}{c} \prod_{m \geq 1} (1 - q^m)^{2n} \prod_{m \geq 1} (1 - q^{nm})\), and define

\[
x_r(z, \tau) := (-1)^r q^{\frac{(2r-n)^2}{sn}} u^{-r} \prod_{m \geq 1} (1 - q^{nm-r} u^n) \prod_{m \geq 0} (1 - q^{nm+r} u^{-n}) \prod_{m \geq 1} (1 - q^{nm}).
\]

We furthermore define the functions \(\alpha_0(\tau), \ldots, \alpha_{n-1}(\tau)\) by

\[
\alpha_r(\tau) := x_r(0, \tau) = (-1)^r q^{\frac{(2r-n)^2}{sn}} \prod_{m \geq 1} (1 - q^{nm-r}) \prod_{m \geq 0} (1 - q^{nm+r}) \prod_{m \geq 1} (1 - q^{nm}).
\]

By Proposition 5.5, \(\alpha_0(\tau) = 0\), and \(\alpha_r(\tau) = -\alpha_{n-r}(\tau)\). For \(k > 0\), using the fact that \(\sigma(z, \tau)\) vanishes only at the points \(z \in \Lambda_r\), it is easy to see that \(\alpha_k(\tau)\) is a nowhere vanishing function of \(\tau\).

Functions \(\alpha_0, \ldots, \alpha_{n-1}\) satisfy a functional equation. This result is probably classical, but we could not find a convenient reference. We have learned about this proof from Tom Fisher.

**Proposition 5.5.** For \(0 \leq r \leq n - 1\) we have:

\[
\alpha_r(\tau + 1) = \zeta^{\frac{(2r-n)^2}{8n}} \alpha_r(\tau),
\]

where we take \(\zeta = e^{2i\pi/8}\), and

\[
\alpha_r(-1/\tau) = (-1)^{(n-1)/2} \sqrt{\frac{i}{n}} \sum_{s=0}^{n-1} \zeta^{rs} \alpha_s(\tau).
\]

**Proof.** The first equation is an immediate consequence of the product expansion of \(\alpha_r\). To prove the second equation, we make use of the theta function \(\Theta_1\):

\[
\Theta_1(z, \tau) = -i \sum_{m \in \mathbb{Z}} e^{(2m+1)iz} q^{(2m+1)^2/8} = 2q^{1/8} \sin z \prod_{m \geq 1} (1 - q^m)(1 - e^{2iz} q^m)(1 - e^{-2iz} q^m),
\]

where the equality of two expressions follows from the Jacobi triple product identity. Comparing the infinite products for \(x_r\) and \(\Theta_1\), we rewrite \(\alpha_r\) in terms of \(\Theta_1\):

\[
\alpha_r(\tau) = i q^{r^2/2n} \Theta_1(\pi r \tau, n \tau)
\]

The theta function satisfies the functional equation (page 476, [WW20]):

\[
\sqrt{i/\tau} \Theta_1(z, \tau) = -e^{-\frac{z^2}{4\tau}} \Theta_1(-\frac{z}{\tau}, \frac{1}{\tau}).
\]

Substituting \(z := \pi r \tau\) and \(\tau := n \tau\), we obtain

\[
\sqrt{\frac{n \tau}{i}} \Theta_1(\pi r \tau, \tau) = i q^{r^2/(2n)} \Theta_1(\pi r/n, -1/(n \tau)).
\]
Thus we have
\[ \alpha_r(\tau) = (-1)^r \sqrt{\frac{i}{n\tau}} \Theta_1(\pi r/n, -1/(n\tau)). \]
Replacing \( \tau \) by \(-1/\tau\) we find
\[
\alpha_r(-1/\tau) = -(-1)^r \sqrt{\frac{\tau}{in}} \Theta_1(\pi r/n, -\tau/n)
\]
\[ = (-1)^r \sqrt{\frac{\tau}{in}} \Theta_1(\pi r/n, \tau/n). \]
We then find, using the power series for \( \Theta_1 \),
\[
\Theta_1(\pi r/n, \tau/n) = -i \sum_{m \in \mathbb{Z}} (-1)^m e^{(2m+1)i \pi r/n} q^{(2m+1)^2/8n}
\]
\[ = (-1)^{(n-1)/2} i \sum_{m \in \mathbb{Z}} (-1)^m e^{(2m-n)i \pi r/n} q^{(2m-n)^2/8n}
\]
\[ = (-1)^{(n-1)/2} i \sum_{m \in \mathbb{Z}} (-1)^m \zeta^{mn} q^{(2m-n)^2/8n}
\]
\[ = (-1)^{(n-1)/2} i (-1)^r \sum_{s=1}^n \zeta^{rs} \zeta_s(\tau). \]
and the functional equation now follows immediately. Note that the second equality was obtained by replacing \( m \) with \( m - (n - 1)/2 \).

If \( n \geq 5 \), the point \((0 : \alpha_1 : \ldots : \alpha_{n-1})\), the image of \( 0 \in \mathbb{C}/\Lambda_r \) in \( \mathbb{P}^{n-1} \), determines the diagram \( B_\tau \) uniquely, in the following sense.

**Lemma 5.6.**

(i) Let \( H_1 = [C_1 \subset \mathbb{P}^{n-1}] \) and \( H_2 = [C_2 \subset \mathbb{P}^{n-1}] \) be \( n \)-diagrams. Suppose \( n > 3 \). If \( |C_1 \cap C_2| > 2n \), then \( C_1 = C_2 \). The same conclusion holds if \( n = 3 \) and \( |C_1 \cap C_2| > 9 \).

(ii) Consider the matrices \( S = (((-1)^{(n-1)/2} \sqrt{\zeta}^{sij})^{n-1}_{i,j=0}) \) and \( T = (\delta_{ij} \zeta^{(2i-n)^2/8})^{n-1}_{i,j=0} \). We have \( S \cdot B_\tau = B_{-1/\tau} \) and \( T \cdot B_\tau = B_{\tau+1} \).

**Proof.**

(i) For \( n > 3 \), both \( C_1 \) and \( C_2 \) are defined by quadrics. Let \( f \) be a quadric vanishing on \( C_1 \), then \( f \) vanishes on \( C_1 \cap C_2 \), and hence the zero set of \( f \) meets \( C_2 \) in more than \( 2n \) points. By Bezout’s theorem, it follows that \( f \) vanishes on \( C_2 \), and hence \( C_2 \subset C_1 \). By the same argument, \( C_1 \subset C_2 \), and hence \( C_1 = C_2 \). A similar argument applies in the case \( n = 3 \).

(ii) By Proposition 5.5, if we regard \( S \) and \( T \) as elements of \( \text{PGL}_n \),
\[
S \cdot (0 : \alpha_1(\tau) : \ldots : \alpha_{n-1}(\tau)) = (0 : \alpha_1(-1/\tau) : \ldots : \alpha_{n-1}(-1/\tau)),
\]
\[
T \cdot (0 : \alpha_1(\tau) : \ldots : \alpha_{n-1}(\tau)) = (0 : \alpha_1(\tau+1) : \ldots : \alpha_{n-1}(\tau+1)).
\]
Let \( F_\tau \subset \mathbb{P}^{n-1} \) be the image of the set of \( n \)-torsion points of \( \mathbb{C}/\Lambda_r \). We first show that \( B_{-1/\tau} = \{ S \cdot f \mid f \in F_\tau \} \) and \( B_{\tau+1} = \{ T \cdot f \mid f \in F_\tau \} \). By Remark 5.3, we see that
$F_q = \{ h \cdot (0 : \alpha_1(\tau) : \ldots : \alpha_{n-1}(\tau)) | h \in H_n \}$, and thus

$$\{ S \cdot f | f \in F_q \} = \{ S \cdot h \cdot (0 : \alpha_1(\tau) : \ldots : \alpha_{n-1}(\tau)) \}$$

$$= \{ ShS^{-1} \cdot (0 : \alpha_1(-1/\tau) : \ldots : \alpha_{n-1}(-1/\tau)) \}$$

It is simple to check, using the description of $H_n$ in terms of generators $\sigma_{\omega_1/n}$ and $\sigma_{\omega_2/n}$, that $S \cdot H_n \cdot S^{-1} = H_n$, and hence the above set is equal to $F_{-1/\tau}$. The same argument applies for $T$ as well. Now note that $|B_\tau| = n^2$, and that $F_{-1/\tau} \subset S \cdot C_\tau \cap C_{-1/\tau}^{-1/\tau} \subset T \cdot C_\tau \cap C_{\tau+1}$. For $n > 3$, we are done by (i).

For the case $n = 3$, the image of 0 is the point $(0 : 1 : -1)$, independent of $\tau$, so we have to use a different method. One can generalize the functional equation proved in Proposition 5.5 to a functional equation for the functions $x_r(z, \tau)$, of the form

$$x_r(z, \tau + 1) = k_S(z, \tau) \cdot \zeta^{(2r-n)^2/8} x_r(z, \tau),$$

$$x_r(z, -1/\tau) = k_T(z, \tau)(-1)^{(n-1)/2} \sqrt{\frac{\pi}{\tau}} \sum_{s=0}^{n-1} \zeta^{rs} x_s(z\tau, \tau).$$

where $k_S$ and $k_T$ are nowhere vanishing functions of $z$, independent of $r$, with $k_S(0, \tau) = 1$. The proof is the same as before, with some added bookkeeping. These equations then imply (ii) directly, for all $n$.

\[ \square \]

5.2. Analytic description of the $\Omega$-matrix, and proof of the formula for the Jacobian.

In this section we prove Theorem 3.17. The first step is to prove an analytic version of the theorem. Recall that, by Lemma 4.20 the differential on a genus one curve $C$ associated to an $\Omega$-matrix is regular, and that regular differentials on a complex torus $\mathbb{C}/\Lambda$ are scalar multiples of $dz$.

**Theorem 5.7.** For any $\tau \in \mathcal{H}$, let $B_\tau = [\mathbb{C}/\Lambda_\tau \stackrel{\phi}{\to} \mathbb{P}^{n-1}]$ denote the $n$-diagram constructed in the previous section. Let $\Omega_\tau$ be the $\Omega$-matrix associated to this diagram, scaled so that if $\omega$ is the differential determined by $\Omega_\tau$, we have $\phi^*\omega = dz$. Let $c_4(\Omega_\tau), c_6(\Omega_\tau)$ be the invariants of $\Omega_\tau$ defined in Section 3.3 and let $E_4(\tau)$ and $E_6(\tau)$ be the Eisenstein series. We then have

$$c_4(\Omega_\tau) = (2\pi)^4 E_4(\tau),$$

and

$$c_6(\Omega_\tau) = (2\pi)^6 E_6(\tau).$$

We start by proving that $c_k(\Omega_\tau)$ satisfy the functional equation.
Lemma 5.8. The functions $c_4(\Omega_\tau)$ and $c_6(\Omega_\tau)$ are weakly modular of weight 4 and 6, i.e. for $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$, we have

$$c_k(\Omega_{\alpha c + \beta d}) = (c \tau + d)^k c_k(\Omega_\tau).$$

Proof. Write $\tau' = \frac{\alpha \tau + \beta}{c \tau + d}$. Over an algebraically closed field, any two $n$-diagrams with the same Jacobian curve are isomorphic, and hence there exists a commutative diagram

$$
\begin{array}{ccc}
\mathbb{C}/\Lambda_\tau & \xrightarrow{\phi_\tau} & \mathbb{P}^{n-1} \\
\downarrow{\psi} & & \downarrow{\rho} \\
\mathbb{C}/\Lambda_{\tau'} & \xrightarrow{\phi_{\tau'}} & \mathbb{P}^{n-1}
\end{array}
$$

The left vertical arrow is $\psi : z \mapsto \frac{z}{c \tau + d}$, and the right vertical arrow is an automorphism $\rho$ of $\mathbb{P}^{n-1}$. Let $\Omega'$ be an $\Omega$-matrix for $\phi_{\tau'}$, scaled so that for the associated differential $\omega'$ we have $\phi_{\tau'} \omega' = (c \tau + d)dz$. We claim that $\rho^* (\omega') = \omega$.

Indeed, note that as $\psi^* ((c \tau + d)dz) = dz$, we have $(\phi_{\tau'} \circ \psi)^* (\omega') = dz$. As the above diagram commutes, $dz = (\phi_{\tau'} \circ \psi)^* (\omega') = (\phi_{\tau'} \circ \rho)^* (\omega')$, i.e. $\rho^* (\omega') = \omega$.

We may assume that $\rho$ is represented by a matrix $N \in \text{GL}_n(\mathbb{C})$. Now it follows, from our scaling of $\Omega'$, Proposition 3.13 and Lemma 3.24 that we have $\Omega_\tau = N \ast \Omega'$. Hence, by Lemma 3.16 we have $c_k(\Omega_\tau) = c_k(\Omega')$.

By the definition of $\Omega'$, we have $(c \tau + d)\Omega' = \Omega_\tau$. As $c_4(\Omega)$ and $c_6(\Omega)$ are homogeneous polynomials of degree 4 and 6 in the coefficients of $\Omega$, we find that $c_k(\Omega_{\alpha c + \beta d}) = (c \tau + d)^k c_k(\Omega_\tau)$, as desired.

Now it remains to prove that $c_k(\Omega_\tau)$ is holomorphic at the cusp, which forces it to be a scalar multiple of $E_k$, and then to check that this scalar is 1. To do this we need an explicit description of $\Omega_\tau$. Recall that $\Omega_\tau$ is an alternating matrix of homogenous quadratic forms.

Throughout the Section, to avoid confusion with the functions $x_\tau(z, \tau)$, we label the standard coordinates on $\mathbb{P}^{n-1}$ by $X_0, \ldots, X_{n-1}$.

Proposition 5.9. There exist functions $u_i : \mathcal{H} \to \mathbb{C}$, for $0 \leq i \leq n - 1$, such that for $0 \leq k, l \leq n - 1$, we have

$$(\Omega_\tau)_{k,l} = u_{l-k}(\tau)X_kX_{l-k} - \frac{\partial u_k}{\partial z}(0, \tau) \cdot \left( \sum_{1 \leq i \leq n-1, i \neq k-l} \frac{\alpha_{l-k}(\tau)}{\alpha_k(\tau)\alpha_{i+l-k}(\tau)}X_{i+k}X_{i+l-k} \right),$$

where the subscripts are read mod $n$.

We divide the proof into a sequence of lemmas.

Lemma 5.10. For $0 \leq k, l \leq n - 1$, we have

$$(i) \quad (\Omega_\tau)_{k,l}(X_0, \zeta_{X_1} \ldots, \zeta_{X_{n-1}}) = \zeta^{k+l}(\Omega_\tau)_{k,l}(X_0, X_1, \ldots, X_{n-1})$$
Lemma 5.11. The intersection of the curve $C_\tau$ and the hyperplane $X_0 = 0$ is the set

$$Z_\tau := \{(0 : \zeta_1 \alpha_1(\tau) : \zeta_2 \alpha_2(\tau) : \ldots : \zeta_{i(n-1)} \alpha_{n-1}) : i \in \{0, 1, \ldots, n-1\}\}$$

Proof. First note that, for $0 \leq i \leq n-1$,

$$x_i(i/n, \tau) = (-1)^r q^{(2r-n)/n} \zeta^{-i} \prod_{m \geq 1} (1 - q^{nm-r}\zeta^n) \prod_{m \geq 0} (1 - q^{nm+r}\zeta^{-n}) \prod_{m \geq 1} (1 - q^{nm})$$

and hence $\phi_r(i/n) = (0 : \zeta^{-i} \alpha_1(\tau) : \zeta^{-2i} \alpha_2(\tau) : \ldots : \zeta^{-(i(n-1))} \alpha_{n-1}) \in C_\tau \cap \{X_0 = 0\}$. As $C_\tau$ is a curve of degree $n$, $C_\tau \cap \{X_0 = 0\}$ consists of $n$ points, hence the conclusion. \qed

Lemma 5.12. Let $F^*_n$ be a resolution model of the set $Z_\tau \subset \mathbb{P}^{n-2}$, and let $\{\Omega_1, \ldots, \Omega_{n-1}\}$ be the set of $\Omega$-quadrics associated to $F^*_n$. For $1 \leq k \leq n-1$, we have

$$\Omega(X_1, X_2, \ldots, X_{n-1}) = (\Omega_\tau)_{0k}(0, X_1, X_2, \ldots, X_{n-1})$$

and furthermore, we have

$$(\Omega_\tau)_{0k}(0, X_1, \ldots, X_{n-1}) = \lambda \sum_{1 \leq i \leq n-1, i \neq -k} \frac{\alpha_k(\tau)}{\alpha_i(\tau) \alpha_{k-i}(\tau)} X_i X_{k-i},$$

where $\lambda = -\frac{\partial_{\Omega_n}(0, \tau)}{n-2}$.

The proof is based on a calculation of $\Omega$-quadrics for a set of $n$ points carried out in [FR21].

Lemma 5.13. Let $n \geq 4$ be an integer. Let $a_1, a_2, \ldots, a_{n-1} \in \mathbb{C}^\times$ be non-zero complex numbers, and let $\zeta \in \mathbb{C}$ be a primitive $n$th root of unity. Let $Y = \{Q_1, \ldots, Q_n\} \subset \mathbb{P}^{n-2}$ be a set of $n$ points in general position, with coordinates given by $Q_i = (\zeta^i a_1 : \zeta^{2i} a_2 : \ldots : \zeta^{(n-1)i} a_{n-1})$. Then the quadrics $\Omega_k$ associated to a resolution model of $X$ are given, up to a scalar, by

$$x_i X_{n+k-i},$$

where the subscripts are read modulo $n$.
Proof. Define a set $X$ of $n$ points in general position in $\mathbb{P}^{n-2}$ by $X = \{P_1, P_2, \ldots, P_n\}$ where $P_1 = (1 : 0 \ldots : 0), P_2 = (0 : 1 \ldots : 0), \ldots, P_{n-1} = (0 : 0 \ldots : 0 : 1)$ and $P_n = (1 : 1 \ldots : 1)$ By Lemma 5.3 of [FR21], the $\Omega$–quadrics associated to $X$ are given by $\Omega_i = nx_i^2 - \sum_{i=1}^{n-1} x_i^2$.

Define $g \in GL_{n-1}(\mathbb{C})$ by $g_{ij} = a_{ij}$. Then $g$ takes the set $X$ to $Y$. Let $x'_j = \sum_{i=1}^{n-1} g_{ij}x_i$. By Proposition 3.13, it suffices to check that

\[
\Omega_{Y,k}(x'_1, x'_2, \ldots, x'_{n-1}) = \sum_{r=1}^{n-1} g_{rk} \Omega_{X,r}(x_1, x_2, ..., x_{n-1}),
\]

holds for all $k$. We first compute the right hand side:

\[
\sum_{r=1}^{n-1} g_{rk} \Omega_{X,r} = \sum_{r=1}^{n-1} a_k \zeta^{rk}(nx_r^2 - 2x_r \sum_{p=1}^{n-1} x_p)
\]

\[
= \sum_{r=1}^{n-1} (n - 2)a_k \zeta^{rk} x_r^2 - \sum_{1 \leq p < r \leq n-1} 2(\zeta^{rk} + \zeta^{pk})a_k x_r x_p.
\]

The left hand side is given by

\[
\sum_{i=1, i \neq k}^{n-1} a_k a_{n+k-i} x'_i x'_{n+k-i} = - \sum_{i=1, i \neq k}^{n-1} a_k \left( \sum_{p=1}^{n-1} a_i \zeta^{pi} x_p x_{n+k-i} \right) \left( \sum_{r=1}^{n-1} a_{n+k-i} \zeta^{(n+k-i)r} x_r \right)
\]

The coefficient of $x_r^2$ is $(n - 2)a_k \zeta^{rk}$ and the coefficient of $x_r x_p$, for $r$ and $p$ distinct, is given by

\[
a_k \left( \sum_{i=1, i \neq k}^{n-1} \zeta^{pi} + \zeta^{ri} + p(n+k-i) \right) = a_k \left( (-1 - \zeta^{k(p-r)}) \zeta^{rk} + (-1 - \zeta^{k(r-p)}) \zeta^{pk} \right)
\]

\[
= 2(\zeta^{rk} + \zeta^{pk})a_k,
\]

as desired. \qed

Proof of Lemma 5.12. The first part of the lemma follows from Lemma 3.26(ii). The existence of the constant $\lambda$ follows from Lemma 5.13 where we computed the $\Omega$-quadrics for the set $Z_r$. To compute $\lambda$ exactly, we need to take the scaling of the matrix $\Omega_r$ into account.

The differential $\omega$ associated to $\Omega_r$ is given by

\[
\omega = (n - 2)\frac{X_0^2 d(X_k/X_0)}{(\Omega_r)_{0,k}}
\]

for any $1 \leq k \leq n - 1$. Hence, we have

\[
dz = \phi^* \omega = (n - 2) \frac{x_0(z, \tau) \frac{\partial x_k}{\partial z}(z, \tau) - x_k(z, \tau) \frac{\partial x_0}{\partial z}(z, \tau)}{(\Omega_r)_{0,k}(x_0(z, \tau), \ldots, x_{n-1}(z, \tau))} \cdot dz.
\]
The expression in front of $dz$ must be identically equal to 1. Setting $z = 0$, and noting that $x_i(0, \tau) = \alpha_i(\tau)$, as well as $x_0(0, \tau) = 0$, we find

$$x_0(0, \tau) \frac{\partial x_k}{\partial z}(z, \tau) - x_k(z, \tau) \frac{\partial x_0}{\partial z}(0, \tau) = -\alpha_k(\tau) \frac{\partial x_0}{\partial z}(0, \tau),$$

and

$$(\Omega_r)_{0,k}(x_0(0, \tau), \ldots, x_{n-1}(0, \tau)) = (\Omega_r)_{0,k}(0, \alpha_1(\tau), \ldots, \alpha_{n-1}(\tau))
= \lambda \cdot \sum_{1 \leq i \leq n-1, i \neq n-k} \frac{\alpha_k(\tau)}{\alpha_i(\tau) \alpha_{k-i}(\tau)} \alpha_i(\tau) \alpha_{k-i}(\tau)
= \lambda(n - 2)\alpha_k(\tau).$$

The functions $\alpha_k(\tau)$ are nowhere vanishing for $k > 0$, and so we may divide them out and find that $\lambda = -\frac{\partial x_0}{\partial z}(0, \tau)$.

We can now finish the proof of Proposition 5.9. By Lemma 5.10(ii), it suffices to prove the identity for the entries $(\Omega_r)_{0,k}$, and by Lemma 5.10(i), the monomials occurring in $(\Omega_r)_{0,k}$ are $X_iX_{k-i}$, as $i$ ranges over $\mathbb{Z}/N\mathbb{Z}$. Lemma 5.12 determines the coefficients of all of these monomials, except for the coefficient in front of $X_0X_k$, which we define to be $u_k(\tau)$, concluding the proof.

To prove Theorem 2.1, we need to compute the beginning of the $q$-expansion of the coefficients of $(\Omega_r)_{k,l}$.

**Lemma 5.14.** Coefficients of $(\Omega_r)_{0,k}$ are holomorphic functions of $q^{1/(8n)}$. In other words, they can be expressed as power series in the variable $q^{1/(8n)}$. Furthermore the only coefficient of $(\Omega_r)_{0,k}$ with a non-zero constant term is $u_k$, with the constant term equal to $-2\pi i(n - 2k)$.

**Proof.** By Proposition 5.9 for $1 \leq i \leq n - 1, i \neq k$, the coefficient of $X_iX_{k-i}$ is

$$-\frac{\partial x_0}{\partial z}(0, \tau) \frac{\alpha_k(\tau)}{\alpha_i(\tau) \alpha_{k-i}(\tau)}.$$

Differentiating and applying the product rule to the infinite product

$$x_r(z, \tau) = (-1)^r q^{\frac{(2r-n)^2}{m}} u^{-r} \prod_{m \geq 1} (1 - q^{nm-r} u^n) \prod_{m \geq 0} (1 - q^{nm+r} u^{-n}) \prod_{m \geq 1} (1 - q^{nm}).$$

we obtain

$$\frac{\partial x_r}{\partial z}(z, \tau) = 2\pi i x_r \left( -r + n \sum_{m \geq 0} \frac{q^{nm+r} u^{-n}}{1 - q^{nm+r} u^{-n}} - n \sum_{m \geq 1} \frac{q^{nm-r} u^n}{1 - q^{nm-r} u^n} \right),$$

and so in particular

$$\frac{\partial x_0}{\partial z}(u, \tau) = 2\pi i x_0 \left( -n \sum_{m \geq 1} \frac{q^{nm} u^{-n}}{1 - q^{nm} u^{-n}} - n \sum_{m \geq 1} \frac{q^{nm} u^n}{1 - q^{nm} u^n} \right) + \frac{2\pi n x_0}{1 - u^{-n}}.$$
Since \( x_0(0, \tau) = 0 \), the first summand vanishes at \( u = 0 \). For the second one, we have
\[
\frac{2\pi n x_0}{1 - u^{-n}} = 2\pi n \cdot q^\frac{n}{2} \prod_{m \geq 1} (1 - q^{nm} u^n)(1 - q^{nm} u^{-n})(1 - q^{nm}),
\]
and hence we find
\[
\frac{\partial x_0}{\partial z}(0, \tau) = 2\pi n \cdot q^\frac{n}{2} \prod_{m \geq 1} (1 - q^{nm})^3.
\]
From these formulas it is clear that the coefficient of \( X_i X_{k-i} \) is a meromorphic function of \( q^{1/(8n)} \).

We compute, reminding the reader that subscripts are read mod \( n \), that the valuation of the coefficient is equal to
\[
\frac{(2k - n)^2 + n^2 - (2i - n)^2 - (n - 2i + 2k)^2}{8n} = \frac{(2i - 2k)(4n - 4i)}{8n} > 0,
\]
in the case that \( i > k \), and equal to
\[
\frac{(2k - n)^2 + n^2 - (2i - n)^2 - (2k - 2i - n))^2}{8n} = \frac{(2k - 2i)4i}{8n} > 0
\]
otherwise. Hence these coefficients are holomorphic functions of \( q^{1/(8n)} \), with zero constant term.

We now deal with the coefficient \( u_k \). The equation (11) can be restated as
\[
(n-2)\left(x_0 \frac{\partial x_k}{\partial z} - x_k \frac{\partial x_0}{\partial z}\right) = u_k(\tau)x_0x_k - \frac{\partial x_0}{\partial z}(0, \tau) \sum_{1 \leq i \leq n-1, i \neq n-k} \frac{\alpha_k(\tau)}{\alpha_i(\tau)\alpha_{k-i}(\tau)} x_i x_{k-i},
\]
or
\[
u_k(\tau)x_0x_k = (n-2)\left(x_0 \frac{\partial x_k}{\partial z} - x_k \frac{\partial x_0}{\partial z}\right) + \frac{\partial x_0}{\partial z}(0, \tau) \sum_{1 \leq i \leq n-1, i \neq n-k} \frac{\alpha_k(\tau)}{\alpha_i(\tau)\alpha_{k-i}(\tau)} x_i x_{k-i}.
\]
Using this formula, it is easy to see that \( u_k(\tau + n) = u_k(\tau) \), and that \( u_k \) can be expressed as a Laurent series in \( q^{1/n} \). Regard both sides of the above equation as power series in \( q^{1/(8n)} \) with coefficients power series in \( u \). The smallest power of \( q \) appearing in \( x_0x_k \) is \( q^{((2k-n)^2+n^2)/(8n)} \), with the coefficient equal to
\[
(-1)^k(1 - u^{-n})u^{-k}.
\]
On the other hand, using the formula (12), we can compute that the smallest power of \( q \) appearing on the right is \( q^{((2k-n)^2+n^2)/(8n)} \), with the coefficient equal to
\[
(-1)^{k+1}2\pi i (n(n-2)u^{-k-n}k(1 - u^{-n})u^{-k} - n((k - 1)u^{-k} + (n - 1 - k)u^{-k-n})).
\]
\[
= (-1)^{k+1}2\pi i (n - 2k)(1 - u^{-n})u^{-k}
\]
There are no negative powers of \( q \) appearing in the \( q \)-expansion of \( u_k \), and comparing the above expressions we find that the constant coefficient is equal to \(-2\pi i(n - 2k)\), concluding the proof of the lemma.

To finish the proof of Theorem 5.7 we need Lemma 8.4 of [Fis18]:
Lemma 5.15. The alternating matrix of quadratic forms

\[
\Omega^{\text{const}} = \begin{pmatrix}
0 & (n-2)X_0X_1 & (n-4)X_0X_2 & (n-6)X_0X_3 & \ldots & (2-n)X_0X_{n-1} \\
0 & 0 & (n-2)X_1X_2 & (n-4)X_1X_3 & \ldots & (4-n)X_1X_{n-1} \\
0 & 0 & 0 & (n-2)X_2X_3 & \ldots & (6-n)X_2X_{n-1} \\
\vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & 0 & (n-2)X_{n-2}X_{n-1}
\end{pmatrix}
\]

has invariants \( c_4(\Omega^{\text{const}}) = 1 \) and \( c_6(\Omega^{\text{const}}) = -1 \).

The proof is a computation, and can be found on pages 20 and 21 of [Fis18]. Note that our normalisation of invariants \( c_k(\Omega) \) differs from the one used in [Fis18] by a factor of \((n-2)^k\).

Proof of Theorem 5.7. By Lemma 5.8, \( c_k(\Omega_{\tau}) \) are invariant under \( \tau \mapsto \tau + 1 \), and so are holomorphic functions of \( q \). By Lemma 5.8 again, they are modular forms of weight \( k \). The space of modular forms of weight \( k \) for \( SL_2(\mathbb{Z}) \) is 1-dimensional, and spanned by the Eisenstein series \( E_k \), for \( k = 4 \) and \( k = 6 \).

Write \( \Omega_{\tau} = -2\pi i \Omega^{\text{const}} + \Omega' \), where the coefficients of the entries of \( \Omega' \) have no constant term, viewed as power series of \( q^{1/(8n)} \). As \( c_k(\Omega) \) are homogenous of degree \( k \), we have

\[
c_k(\Omega_{\tau}) = (2\pi)^k (1 + o(q))
\]

and therefore we conclude \( c_k(\Omega_{\tau}) = (2\pi)^k E_k(\tau) \). \( \square \)

Theorem 5.7 is related to the formula for the Jacobian given in Theorem 3.17 via the following standard result on uniformization of elliptic curves. As stated, this is Lemma 3.5 of [Fis12].

Lemma 5.16. Let \( E \) be an elliptic curve over \( \mathbb{C} \) with Weierstrass equation \( W \)

\[
y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6
\]

Let \( \Lambda \) be the period lattice obtained by integrating the differential \( dx/(2y + a_1x + a_3) \). Then the map

\[
\rho : E(\mathbb{C}) \to \mathbb{C}/\Lambda : (x, y) \mapsto \int_{0_E}^{x} dx/(2y + a_1x + a_3)
\]

where \( \gamma \) is an arbitrary path from \( 0_E \) to \( (x, y) \), is a \( \mathbb{C} \)-analytic isomorphism, with \( \rho^*(dz) = \frac{dx}{2y + a_1x + a_3} \). Furthermore, choose a basis \( \omega_1, \omega_2 \) for \( \Lambda \) so that \( \tau = \omega_2/\omega_1 \in \mathcal{H} \). Then the invariants \( c_4 \) and \( c_6 \) of the Weierstrass equation \( W \) are given by \( c_k = (2\pi)^k E_k(\tau) \).

Proof of Theorem 3.17. Note that it suffices to prove the theorem with the ground field replaced by \( \mathbb{C} \). Thus let \([C \to \mathbb{P}^{n-1}]\) be an \( n \)-diagram defined over \( \mathbb{C} \), let \( \Omega \) be an \( \Omega \)-matrix for \([C \to \mathbb{P}^{n-1}]\), with the associated invariant differential \( \omega \). We identify \( C \) with its Jacobian \( E \). Fix a Weierstrass equation for \( E \) such that \( \omega \) is identified with \( dx/(2y + a_1x + a_3) \).
Let \( \Lambda = \mathbb{Z}\omega_1 \oplus \mathbb{Z}\omega_2 \) be as in the above lemma, and let \( \Lambda_\tau = \frac{1}{\omega_1}\Lambda \). Let \( \psi : \mathbb{C}/\Lambda_\tau \to \mathbb{C}/\Lambda \) be the isomorphism \( z \mapsto \omega_1 z \). By composing with \( \rho^{-1} \circ \psi \), we obtain an \( n \)-diagram \([\mathbb{C}/\Lambda_\tau \xrightarrow{\phi} \mathbb{P}^{n-1}]\), with \( \phi^*\omega = \omega_1 dz \). As \( \mathbb{C} \) is algebraically closed, this diagram is isomorphic to the Heisenberg invariant diagram, and thus by Theorem 5.7 and the above lemma, we conclude \( c_k(\Omega) = (\frac{2\pi}{\omega_1})^k E_k(\tau) = c_k \), as required. \( \square \)

5.3. **Analytic theory over the real numbers.** We now collect some standard results about elliptic curves over \( \mathbb{R} \) that we need in Section 6.

**Proposition 5.17.** Let \( E/\mathbb{R} \) be an elliptic curve, defined by a Weierstrass equation \( W \). Let \( \Lambda \) be the period lattice obtained by integrating \( \omega = dx/(2y + a_1x + a_3) \). Then

(i) There exists a basis \( \omega_1, \omega_2 \) of \( \Lambda \) with \( \tau = \omega_2/\omega_1 \in \mathcal{H} \) and \( \text{Re}(\tau) \in \{0, 1/2\} \). If the discriminant of \( E \) is positive, then \( \text{Re}(\tau) = 0 \), otherwise \( \text{Re}(\tau) = 1/2 \).

(ii) For such a \( \tau \), we have \( q = e^{2\pi i \tau} \in \mathbb{R} \), with \( |q| < 1 \). Furthermore, the uniformization \( \mathbb{C} \)-analytic isomorphism \( \mathbb{C}/\Lambda_\tau \cong \mathbb{C}^*/q^\mathbb{Z} \to E(\mathbb{C}) \) commutes with complex conjugation, and hence restricts to an \( \mathbb{R} \)-analytic isomorphism \( \mathbb{R}^*/q^\mathbb{Z} \to E(\mathbb{R}) \).

This is a standard fact, e.g. see Proposition VI.2.3 of [Sil94]. As a consequence, note that as \( q \in \mathbb{R} \), and the functions \( x_r(z, q) \) were given in terms of \( q \)-expansions, it is easy to show that the Heisenberg invariant embedding \( \mathbb{C}/\Lambda_\tau \to \mathbb{P}^{n-1} \) is commutes with complex conjugation and is hence defined over \( \mathbb{R} \).

**Lemma 5.18.** Let \( E/\mathbb{R} \) be an elliptic curve, and let \( n \) be an odd integer. Then the Galois cohomology group \( H^1(\mathbb{R}, E[n]) \) is trivial.

**Proof.** As \( |\text{Gal}(\mathbb{C}/\mathbb{R})| = 2 \) is coprime to \( |E[n](\mathbb{C})| = n^2 \), this is standard, a consequence of the fact that for any finite group \( G \) and a \( G \)-module \( A \), the group \( H^1(G, A) \) is annihilated by multiplication by \( |G| \), see Chapter VII, Proposition 6 of [Ser13]. \( \square \)

By the lemma, any two \( n \)-diagrams defined over \( \mathbb{R} \) with the same Jacobian curve are isomorphic.

**Lemma 5.19.** Every \( n \)-diagram \([C \to \mathbb{P}^{n-1}]\), defined over \( \mathbb{R} \), is \( \text{PGL}_n(\mathbb{R}) \)-equivalent to a Heisenberg invariant diagram \( B_\tau \), for some \( \tau \in \mathcal{H} \) with \( \text{Re}(\tau) \in \{0, n/2\} \). Let \( E \) be the Jacobian of \( C \). If the discriminant of \( E \) is positive, then we have \( \text{Re}(\tau) = 0 \), and if it is negative, \( \text{Re}(\tau) = n/2 \)

**Proof.** By Lemma 5.17, we can identify \( E \) with the complex torus \( \mathbb{C}^*/q^\mathbb{Z} \), where \( q = e^{2\pi i \tau} \) and \( \text{Re}(\tau) \in \{0, 1/2\} \). We are free to translate \( \tau \) by any integer in \( \mathbb{Z} \), and so as \( n \) is odd, if \( \text{Re}(\tau) = 1/2 \), we replace \( \tau \) by \( \tau + (n-1)/2 \). Hence we may assume that \( \text{Re}(\tau) \in \{0, n/2\} \). By Lemma 5.18, it suffices to show that the diagram \( B_\tau \) is defined over \( \mathbb{R} \).

Recall the series that for the functions \( x_r(z, q) \) that define the embedding \( B_\tau \)

\[
x_r(z, q) = (-1)^r q^{\frac{r^2 - r}{12}} u^{-r} \prod_{m \geq 1} (1 - q^{nm-r}u^n) \prod_{m \geq 0} (1 - q^{nm+r}u^{-n}) \prod_{m \geq 1} (1 - q^n)^{-2n}.
\]
Note that \( q^{1/n} = e^{2i\pi \tau/n} \in \mathbb{R} \) precisely when \( \text{Re}(\tau) \in \{0, n/2\} \). For such \( \tau \), all powers of \( q \) in the above expression are real, except for the factor \( q^{(2r-n)/8n} = q^{n/8} \cdot q^{(r^2-rn)/(2n)} \). As \( n \) is odd, \( 2|r^2 - rn \) for all \( r \), and hence \( q^{(r^2-rn)/(2n)} \in \mathbb{R} \) for all \( r \). The non-real factor \( q^{n/8} \) is independent of \( r \). Thus the map \( u \mapsto (x_0(u, q) : \ldots : x_{n-1}(u, q)) \) is compatible with complex conjugation, and hence the diagram \( B_\tau = [\mathbb{C}^*/q^2 \to \mathbb{P}^{n-1}] \) is defined over \( \mathbb{R} \).

\[ \square \]

6. Bounding the capitulation discriminant

In this section we prove Theorem 1.2 and Theorem 1.3. We start by proving an inequality for elliptic curves defined over \( \mathbb{R} \).

Let \( n \geq 3 \) be an odd integer and let \( E/\mathbb{R} \) an elliptic curve, with a Weierstrass equation \( W \)

\[ y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_6. \]

Let \( \omega = dx/(2y + a_1 x + a_3) \) be the invariant differential associated to the equation \( W \). Let \( \Lambda \subset \mathbb{C} \) be the period lattice obtained by integrating \( \omega \), and let \( \phi : \mathbb{C}/\Lambda \to E \) be the corresponding complex uniformization. Consider the \( n \)-diagram \( B_\Lambda = [E \cong \mathbb{C}/\Lambda \to \mathbb{P}^{n-1}] \) defined in Proposition 5.2. Let \( \Omega_\Lambda \) be the \( \Omega \)-matrix for \( B_\Lambda \) scaled so that for the corresponding differential \( \omega_\Lambda \) we have \( \phi^* \omega_\Lambda = \omega \), and let \( D_\Lambda \) be the discriminant form for the diagram \( B_\Lambda \) associated to this scaling, as explained in Section 3.6.

The following theorem, together with the minimization theorem and Minkowski’s theorem, implies Theorem 1.2. Set \( H_W = \max(|c_4|^{1/4}, |c_6|^{1/6}) \).

**Theorem 6.1.** Let \( K \) be a compact subset of \( \mathbb{R}^n \). There exists a constant \( c(n, K) \), depending only on \( n \) and \( K \), such that, for all elliptic curves \( E/\mathbb{R} \), with a Weierstrass equation \( W \), we have

\[ \max_{(u_0, \ldots, u_{n-1}) \in K} |D_\Lambda(u_0, \ldots, u_{n-1})| \leq c(n, K)H_W^{2n-2} \]

**Proof.** By the Proposition 5.2, we may write \( \Lambda = \omega_1 \cdot (\mathbb{Z} \oplus \mathbb{Z} \tau) \), where \( \text{Re}(\tau) \in \{0, 1/2\} \). By the Lemma 5.16, we have \( c_k(W) = (\frac{2\pi}{\omega_1})^k E_k(\tau) \), and hence

\[ H_W^{2n-2} = (\frac{\omega_1}{2\pi})^{2n-2} \max(|E_4(\tau)^{1/4}|, |E_6(\tau)^{1/6}|)^{2n-2} = (\frac{\omega_1}{2\pi})^{2n-2} H(\tau)^{2n-2}, \]

where \( H(\tau) = \max(|E_4(\tau)|^{1/4}, |E_6(\tau)|^{1/6}) \). By comparing the differentials attached to \( \Omega_\Lambda \) and \( \Omega_\tau \), we see that \( \Omega_\Lambda = \omega_1 \Omega_\tau \). As the coefficients of \( D_\Lambda \) are homogenous polynomials of degree \( 2n - 2 \) in the entries of \( \Omega_\Lambda \) we see that \( D_\Lambda(u_0, \ldots, u_{n-1}) = \omega_1^{2n-2} D_\tau(u_0, \ldots, u_{n-1}) \), where the coefficients of \( D_\tau \) are power series in the variable \( q^{1/n} \). Note also that, if we let \( B_\tau \) denote the Heisenberg invariant diagram \( B_{(1, \tau)} \), the form \( D_\tau \) is then the discriminant form associated to \( B_\tau \).

We introduce the normalization \( D_\tau = \frac{D_\tau(u_0, \ldots, u_{n-1})}{H(\tau)^{2n-2}} \). We seek to prove that the expression

\[ \max_{(u_0, \ldots, u_{n-1}) \in K} D_\tau(u_0, \ldots, u_{n-1}) \]
is bounded as a function of $\tau$. As $D_\tau$ is a polynomial of degree $2n$ and $K$ is compact, we can find a constant $M$ that is an upper bound on $K$ for each of the finitely many monomials that appear in $D_\tau$.

By Lemma 5.19 as $E$ is an elliptic curve defined over $\mathbb{R}$, we may restrict to $\tau$ with $\text{Re}(\tau) \in \{0, n/2\}$. In other words, it suffices to show that the coefficients of $D_\tau$ are bounded, as functions of $\tau$ on the set $A := \{\tau \in \mathcal{H} : \text{Re}(\tau) \in \{0, n/2\}\}$. Let us choose two arbitrary constants $C_1 > C_2 > 0$. We split the set $A$ as $A = A_1 \cup A_2 \cup A_3$, where $A_1 = \{\tau \in A : \text{Im}(\tau) > C_1\}$, $A_2 = \{\tau \in A : C_2 < \text{Im}(\tau) \leq C_1\}$ and $A_3 = \{\tau \in A : \text{Im}(\tau) \leq C_2\}$, and prove that coefficients are bounded on each set separately.

As $B_\tau$ does not vanish anywhere, since $E_4$ and $E_6$ have no common zeroes, these coefficients are continuous functions of $\tau$, and in fact, examining the $q$-expansions of the coefficients of $\Omega_\tau$ obtained in Lemma 5.14 holomorphic functions on the unit disc, in the variable $q^{1/(8n)}$. Thus they must be bounded in any neighbourhood of 0. In term of the variable $\tau$, this means there exists a constant $M_1$ that is an upper bound for the absolute values of these coefficients on the set $A_1 := \{\tau \in A : \text{Im}(\tau) \geq C_1\}$.

Now observe that for any $g \in \text{SL}_2(\mathbb{Z})$, there is an isomorphism of complex tori $\mathbb{C}/(1, \tau) \rightarrow \mathbb{C}/(1, g \cdot \tau)$. Hence the Heisenberg invariant diagrams $B_\tau$ and $B_{g \cdot \tau}$ are isomorphic over $\mathbb{C}$, and in particular, there exists $M_g \in \text{PGL}_n(\mathbb{C})$ such that $[C_{g \cdot \tau} \rightarrow \mathbb{P}^{n-1}] = M_g \cdot [C_\tau \rightarrow \mathbb{P}^{n-1}]$. By Lemma 3.29 we have $D_\tau(u_0, \ldots, u_{n-1}) = D_{g \cdot \tau}((u_0, \ldots, u_{n-1}) \cdot M_g^T)$.

Thus, if the coefficients of $D_\tau$ are bounded on some subset of $\mathcal{H}$, they will be bounded, possibly by a different constant, on any $\text{SL}_2(\mathbb{Z})$-translate of that subset. By choosing $g_1, g_2 \in \text{SL}_2(\mathbb{Z})$ that map the cusp at $\infty$ to cusps at 0 and $n/2$ respectively, and noting that $\text{Re}(\tau) \in \{0, n/2\}$, we deduce that the coefficients are bounded on the set $A_3 := \{\tau \in A : \text{Im}(\tau) \leq C_2\}$

As the set $A_2 := \{\tau \in \mathcal{H} : C_2 \leq \text{Im}(\tau) \leq C_1, \text{Re}(\tau) \in \{0, n/2\}\}$ consists of two closed and bounded intervals, it is compact, and hence the coefficients are uniformly bounded on $A_3$, concluding the proof.

Recall now the setting of the Theorem 1.2. Let $E/\mathbb{Q}$ be an elliptic curve, with a minimal Weierstrass equation $W$, and corresponding invariant differential $\omega$. The naive height $H_E$ is defined to be equal to $H_W$. Let $[C \rightarrow \mathbb{P}^{n-1}]$ be an $n$-diagram that represents an element of the $n$-Selmer group $\text{Sel}^{(n)}(E/\mathbb{Q})$. We wish to prove the existence of a constant $c(n)$, that depends only on $n$, such that $C$ admits a point defined over a $\mathbb{Q}$-algebra $A$, of degree $n$, and of discriminant at most $c(n)H_E^{2n-2}$.

Proof of Theorem 1.2 By Theorem 4.1 we may assume that $[C \rightarrow \mathbb{P}^{n-1}]$ admits a minimal integral model, i.e. a resolution model $F_\bullet$, defined over $\mathbb{Z}$, with the $c$-invariants of the corresponding $\Omega$-matrix given by $c_k(\Omega) = c_k(W)$. 

Let $D_C$ be the discriminant form associated to the model $F_\ast$. By Lemma 3.30 for any $n$ integers $u_0, \ldots, u_{n-1}$, not all zero, $D_C(u_0, \ldots, u_{n-1})$ is the discriminant of an order in the $n$-dimensional $\mathbb{Q}$-algebra $\Gamma(C \cap \{u_0x_0 + \ldots + u_{n-1}x_{n-1}\})$.

As explained in Section 5.3, the diagram $[C \to \mathbb{P}^{n-1}]$ and the diagram $B_\Lambda = [\mathbb{C}/\Lambda \to \mathbb{P}^{n-1}]$ are isomorphic over $\mathbb{R}$. Hence there exists a $g \in \text{SL}_n(\mathbb{R})$ with $g \cdot B_\Lambda = [C \to \mathbb{P}^{n-1}]$. By Theorem 5.7, the matrices $\Omega_\Lambda$ and $\Omega_C$ have the same invariants, so we must have $\Omega_C = g \cdot \Omega_\Lambda$. As the discriminant form is contravariant, we have $D_\Lambda = D_C \circ g^T$, i.e. $D_C = D_\Lambda \circ g^{-T}$.

Now let $K$ be the $n$-ball centered at $0 \in \mathbb{R}^n$ of volume $2^n$. The lattice $L = g^{-T}(\mathbb{Z}^n)$ has covolume one, so by Minkowski’s theorem, $K$ contains a non-zero element $a$ of $L$. By Theorem 6.1, we have $|D_C(g^T \cdot a)| = |D_\Lambda(a)| \leq c(n, K)H^2_{E_n}$. As $g^T \cdot a \in \mathbb{Z}^n$, the value $D_C(g^T \cdot a)$ is the discriminant of an order in an $n$-dimensional $\mathbb{Q}$-algebra $A$.

As a corollary, we obtain Theorem 1.3. Assume that the curve $C$ has index $n$, i.e. has no positive divisors of degree less than $n$, that are defined over $\mathbb{Q}$. The algebra $A$ in the above proof is the ring of functions on a hyperplane section $C \cap H$. This section must consist of $n$ distinct points, as otherwise, $C$ would admit a $\text{Gal}(\mathbb{Q}/\mathbb{Q})$-invariant divisor of degree less than $n$. Hence $A$ must be étale, and can be decomposed as a product of number fields $A = K_1 \times K_2 \ldots \times K_p$. Using the assumption on the index again, we conclude that $A = K$ is a number field, and the theorem follows.
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