Towards ML-Based Diagnostics of Focused Laser Pulse
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Abstract—Currently, machine learning (ML) methods are widely used to process the results of physical experiments. In some cases, due to the limited amount of real experimental data, ML-models can be pre-trained on synthetic data simulated based on the analytical theory and then fine-tuned using real experimental data. A limitation of this approach is the presence of the latent parameters of the analytical model, which values are difficult or impossible to estimate. Setting these parameters incorrectly may induce a dataset shift even when applied to synthetic data. To overcome this problem, we train the ML-model on a dataset with randomly varied latent parameters of the analytical model to force the ML-model to concentrate on more general patterns that depend weakly on the latent parameters. We applied this approach to the problem of tight focusing of a laser pulse with the complex structure of the wavefront. We observed good accuracy of reconstructing of the tilt parameters when training and testing the ML-model on datasets generated for different values of the latent parameters. This confirms that the ML-model was able to select relevant information without over-fitting for specific features inherent in certain values of the latent parameters. We believe that this approach will enrich possible applications of ML-methods to an experimental diagnostics of laser pulses.
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1. INTRODUCTION

With the progress in optics technologies in the last decades, laser facilities can now achieve unprecedented intensities. Femtosecond laser pulses focused to spot size of the order of a few micrometers can now routinely achieve intensities above $10^{22}$ W/cm$^2$ [1–3], with a record intensity even exceeding $10^{23}$ W/cm$^2$ [4]. These ultra-relativistic laser pulses allow for multiple applications such as particle acceleration in plasmas [5, 6] and production of $\gamma$-rays [7], or exploring quan-to-electrodynamic effects in laser-plasma interaction in the high-field regime [8].

Such intensities are reached by the OPCPA technique, which successively stretches and compresses the pulse for further amplification [9]. Any imperfection in this process in the laser chain can thus introduce spatio-temporal couplings (STC), i.e. correlations between the longitudinal and transverse intensity profiles, which ultimately reduces the intensity at focus [10, 11]. STC tends to become stronger for more powerful laser systems — corresponding to an increasing waste of the pumping energy, which becomes greatly harmful for applications.
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Characterization of the laser pulse is thus crucial both for optimizing the laser profile in experiments and for its accurate numerical description without overestimation of the peak intensity—leading to better agreement with the experimental results and thus ultimately to a deeper understanding of the underlying physics.

Spatio-temporal characterization of the ultra-intense laser pulses is however not straightforward. Direct detection is precluded due to the high frequency of the pulse, and a combination of spectroscopy and interferometry has to be used. 3D characterization is thus a trade-off between cost, time of acquisition and resolution of the data. Recently, experimental techniques leading to a complete spatio-temporal characterization of ultra-intense laser pulses have been developed, such as TERMITE [12] or INSIGHT [13], which have been applied to top-class PW-laser facilities [14]. Such measurements are however obtained through extensive manipulations, and effort are also pursued for simplifying this process through the combination of experimental measurements and machine learning. First attempts in this sense were realized in the 90’s, in which neural network [15] and genetic algorithm [16] were used with frequency-resolved optical gating (FROG) for reconstructing the pulse phase. More recently, a neural network trained on simulated data retrieved the pulse phase even in the presence of high noise, and lowered the required knowledge about the relation between the pulse and its measurement [17]. Other works have also proposed to reconstruct the pulse phase with neural network from dispersion scan traces [18], 2D intensity patterns [19] or with a multimode fiber [20].

Training data for machine learning (ML) models can be collected experimentally or through simulation. Quite often the amount of experimental data is not sufficient for training the ML-model from scratch. In this case the training data can be numerically simulated on the basis of some analytical theory, and then fine-tuned on a real experimental data. This approach, although seems very natural, requires good correspondence between the analytical theory and experiment. The later can become very problematic, because the analytical model may have hidden or latent parameters which affect the results, but can not be directly measured or estimated in the experiment. The number of such latent parameters for ML-models can be large. Setting parameters incorrectly during data collection can cause a ML-model to break when applied to real data due to dataset shift.

In this article, we demonstrate an approach to reconstructing the physical parameters of a tightly focused laser pulse based on the energy flux distribution in the case of the latent parameters uncertainty. In order to make the laser pulse model closer to experimental conditions we impose a spectral-dependent tilt on its wavefront, and the properties of this tilt act as the latent parameters of the model. The resulting analytical model is rather simplified representation of the real experimental conditions, nevertheless it can help to find better approaches for the problem. This parameterized model with randomly varied parameters was used for synthetic data generation. We use this data to train the ML-model to solve the inverse problem of reconstructing pulse parameters. In order to study the influence of the choice of the latent parameters on accuracy of the ML-model we study the generalization ability of this model by training and testing on different subsets of the latent parameters values. By doing this we demonstrate tolerance of the ML-model to wrong choice of the latent parameters during training, that can be useful for the application of ML-methods to real experimental data.

In a physical experiment a diagnostics can be made based on a beam image taken by CCD camera, which registers the total energy flux. The information obtained from this image can be used for adjusting laser setup, manually or by means of adaptive optics. To model this approach numerically we simulated the propagation of a tightly focused laser pulse to the focal plane, where the cumulative energy flux was calculated to be used for the ML-model training.

We numerically solved the system of Maxwell equations in vacuum

$$\nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}, \quad \nabla \times \mathbf{B} = \frac{1}{c} \frac{\partial \mathbf{E}}{\partial t}$$
in Cartesian coordinates using a spectral approach [21]. This set of equation does not include currents, because we solve initial problem by setting the initial field distribution far from the focal plane.

The modeling was performed by means of the Hi-Chi framework [22] with an implementation of the PSATD method [23]. This method operates in a Fourier space and uses analytical integration over time making it dispersion-free. This property allows accurate modeling of propagation of a tightly focused ultrashort laser pulse even with resolution of 8–10 points per wavelength. Moreover, this method is absolutely stable and allows using arbitrary time step, thus the propagation of a tightly focused laser pulse to a focal plane was done in one iteration. The latter is very important for collecting ML-dataset that consists of thousands of examples. The periodic boundary conditions inherent to FFT-based solvers were used together with mapping to periodic space approach [22] to reduce the size of the grid.

The initial distribution of laser field was set as the pulse with a spherical wavefront, propagating along the $x$-axis, so any field component $u$ in the far field zone can be set as

$$u(x, y, z) = u_l(r(x, y, z)) u_1(\alpha(x, y, z)),$$

where $r = |\mathbf{r}| = |\mathbf{R} - \mathbf{R}_0|$ is the distance from the center of the spherical wavefront $\mathbf{R}_0$ to the point $\mathbf{R}$ and $\alpha = \arcsin \sqrt{y^2 + z^2}/r$ is the angle between the $x$-axis and vector $\mathbf{r}$. The electromagnetic fields are defined as $\mathbf{E}(\mathbf{R}) = u(\mathbf{R}) \mathbf{s}_0$ and $\mathbf{B}(\mathbf{R}) = u(\mathbf{R}) \mathbf{s}_1$ with the normalized vectors $\mathbf{s}_0 = e_y \times e_y \times \mathbf{r}$ and $\mathbf{s}_1 = e_y \times \mathbf{r}$.

The longitudinal $u_l$ and transverse $u_t$ profiles are defined as follows

$$u_l(x) = \sin \left( \frac{2\pi x}{\lambda_0} + \varphi \right) \exp \left( -\frac{x^2}{2L^2} \right) \Pi(x, -4L, 4L),$$

$$u_t(\alpha) = \Pi \left( \alpha, 0, \theta - \frac{\varepsilon}{2} \right) + \cos^2 \left( \frac{\pi(\alpha - \theta + \varepsilon/2)}{2\varepsilon} \right) \Pi \left( \alpha, \theta - \frac{\varepsilon}{2}, \theta + \frac{\varepsilon}{2} \right),$$

where $\lambda_0$ is the central wavelength, $L = 4\lambda_0$ is the length of the pulse and $\Pi$ is the rectangular function, with $\Pi(x, x_{\min}, x_{\max}) = 1$ if $x$ is in $[x_{\min}, x_{\max}]$ and 0 otherwise. In this case $u_l$ corresponds to a transverse flattop profile with no intensity outside of the opening angle $\theta$ with the edge smoothing angle $\varepsilon$. The opening angle $\theta$ is connected to the F-number of the focusing optics by $\theta = \arctan(1/2F)$. An additional phase $\varphi$ is used to model the imperfections of the wavefront that occur in experimental conditions.

The proposed pulse definition does not account for complex structure of wavefront inherent to real experimental conditions. In order to model complex wavefront structure in a simplified manner we introduce three spectral components by applying mask functions $f_i(k)$ (see Fig. 1) to the spectra of the longitudinal field $u_{li}(k) = u_l(k) f_i(k)$, where $u_l(k) = \int_{-\infty}^{\infty} u_l(x) e^{-ikx} dx$ is the spatial Fourier spectra of the longitudinal profile $u_l(x)$ and $k$ is the wavenumber. Three spectral components are separated by the two wavenumbers $k_1$ and $k_2$ such as $k_1 > k_0 > k_2$ with $k_3 = 2\pi c/\lambda_i$, where $c$ is the speed of light. These two boundary wavenumbers $k_{1,2}$ are varied in the range $[k_{i_{\min}}, k_{i_{\max}}]$ to parameterize the laser pulse definition. For convenience, later in the text we operate with corresponding wavelengths $\lambda_{1,2}$ as boundary wavelengths and treat them as the latent parameters of the model.

![Fig. 1. Mask functions $f_i(k)$ used to create three spectral components with different tilt properties.](image)
For each of these three spectral component we add a linear tilt by adding the additional phase \( \varphi_i \) in the longitudinal profile \( u_i(x) \) in the Eq. (2)

\[
\varphi_i = a_i y_i' = y \cos \theta_i - z \sin \theta_i,
\]

where \( a_i \) is a constant characterizing the amplitude of the tilt and \( \theta_i \) is an angle characterizing the direction of the tilt in the transverse plane. Further in this paper \( a_i \) and \( \theta_i \) are referred to as the tilt amplitude and the tilt angle, respectively.

After applying the mask function we calculate longitudinal profile \( u_{i,1} \) for each spectral component by performing inverse Fourier transform \( u_{i,1}(x) = 1/2\pi \int_{-\infty}^{\infty} u_i(x)e^{ikx} \, dk \) and calculate the corresponding spectral component initial distribution \( u_i \) according to Eq. (1): \( u_i(x, y, z) = u_{i,1}(r) \, u_i(\alpha) \).

After initialization in the far field zone each component is propagated to the focal plane using the spectral solver. Using the linearity of Maxwell’s equations, we can then get the total field at the focal position as the sum of fields of all spectral components as \( u_{\text{tot}}(R) = \sum_i A_i u_i(R) \), with \( A_i \) defining the relative spectral component amplitude compared with the central component corresponding to the mask function \( f_0 \) (i.e., \( A_0 = 1 \)). These relative amplitude parameters \( A_{1,2} \) act as another pair of latent parameters of our laser pulse model.

Finally, we calculate the cumulative energy flux in the focal plane

\[
I(y, z) = \frac{1}{4\pi} \int_{-\infty}^{\infty} E_{\text{tot}}(x, y, z) \times B_{\text{tot}}(x, y, z) \cdot \mathbf{e}_x \, dx.
\]

Summarizing, in our simplified model the energy flux depends on following parameters: the boundary wavelengths \( \lambda_{1,2} \), the relative amplitudes \( A_{1,2} \), the tilt amplitudes \( a_i \) and the tilt angles \( \theta_i \) with \( i \in \{0, 1, 2\} \). The last six parameters \( a_i \) and \( \theta_i \) were predicted by the ML-model, while \( \lambda_{1,2} \) and \( A_{1,2} \) acted as the latent parameters of the pulse model. Data was generated using central wavelength \( \lambda_0 = 800 \text{ nm} \), F-number of the focusing optics \( F=1.5 \), the pulse is initialized at \( 65\lambda_0 \) from the spherical wavefront center. Size of the grid was \( 150 \times 150 \times 60 \) with \( \Delta x = \Delta y = 0.3\lambda_0 \) and \( \Delta z = 0.1\lambda_0 \). Other parameters were set in the following ranges: \( \lambda_1 \in [600 \text{ nm}, 750 \text{ nm}] \), \( \lambda_2 \in [850 \text{ nm}, 1000 \text{ nm}] \), \( A_{1,2} \in [0.5, 2] \), \( a_{0,1,2} \in [0, 0.6] \) and \( \theta_{0,1,2} \in [0, 2\pi] \).

3. RESULTS

3.1. Methodology

The problem under consideration is the inverse problem of predicting of six parameters (the tilt angle and the tilt amplitude for three spectral components) based on the cumulative energy flux in the focal plane. The analytical model has latent parameters, which can not be directly reconstructed from the physical experiment. In our rather simplified model such parameters are the boundary wavelengths \( \lambda_{1,2} \) and the relative amplitudes of the spectral component with the lowest and highest wavelengths, respectively, \( A_{1,2} \). Determination of these parameters in the physical experiment, in which the ML-model will be used after training on synthetic data, is a difficult task. Thus, methodologically, the work is divided into two stages. At the first stage, the inverse problem of reconstructing the tilt parameters \( a_i \) and \( \theta_i \) is solved. In order to do this a suitable architecture of the ML-model is chosen, and the best way for reconstructing the parameters is searched for. At the second stage, after the inverse problem is solved, the generalization ability of the proposed ML-model is analyzed. To do this, the ML-model is trained on a subset of latent parameters values, and then tested on the entire available set of latent parameter values, i.e. the test set includes values of latent parameters that were not present in the training set. Such numerical experiments will help to answer the main question of interest of this paper, whether the trained ML-model is able to generalize the extracted information to unknown values of latent parameters or not. Hereinafter, experiments are understood as numerical experiments, unless explicitly stated otherwise. The data and scripts required to reproduce the numerical results may be downloaded from https://github.com/hi-chi/Machine-Learning (the relevant examples are located in the “Focus ML” folder).
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Fig. 2. Examples of the cumulative energy flux distribution for different values of latent parameters. (a, b) $\lambda_1$ and $\lambda_2$ are different, $A_{1,2}$ are fixed; (c, d) $A_1$ and $A_2$ are different, $\lambda_{1,2}$ are fixed. Parameters $a_i$ and $\theta_i$ are fixed for (a, b) and (c, d).

3.2. Methods and Metrics

The cumulative energy flux in the focal plane can be treated as a single-channel image, see Fig. 2. Neural networks are one of the most versatile methods for analyzing data with the same type of continuous features. For image analysis, the best results at the moment are shown by convolutional neural networks [24, 25] and transformers [26, 27]. It is known that transformers are difficult to train, they are very demanding on the amount of data, and also require pre-training. At the moment, in computer vision problems, there are not a large number of successful applications of this method without model pre-training [28, 29]. Therefore, convolutional neural networks were chosen for the ML-based analysis of the flux.

After several experiments a convolutional neural net architecture was chosen that consists of two consecutive blocks. Each block included two convolutional layers and a max pooling layer, with the number of convolutions 16 and 32 in each block, respectively. These two blocks were followed by four fully connected layers with the number of neurons 1024, 512, 128, 32, and finally there was a layer that predicts 6 tilt parameters. ReLU was used as an activation function on each convolutional and fully connected layer, except for the last one. For training, the root-mean-square error and the Adam [30] optimizer with default parameters in the Keras framework were used. The model was trained for 30 epochs.

To assess the quality of ML-models in our study we computed the Mean Absolute Percentage Error (MAPE) and the coefficient of determination ($R^2$):

$$\text{MAPE} = \frac{100}{n} \sum_{i=1}^{n} \frac{|\hat{y}_i - y_i|}{\max(y)}, \quad R^2 = 1 - \sum_{i=1}^{n} \frac{(\hat{y}_i - y_i)^2}{(\bar{y} - y_i)^2},$$

where $\hat{y}_i$ and $y_i$ are the true and the predicted value of the $i$th object, respectively, and $\bar{y}$ is the value of the predicted parameter averaged over the training set.

For the reconstructed parameters a linear transformation to the range from $-1$ to 1 was used. Each energy flux profile was normalized in the range from zero to one. In all experiments Keras and Tensorflow frameworks were used to train neural networks.

3.3. The Solution of the Inverse Problem

Our goal was to reconstruct the tilt amplitude $a_i$ and the tilt angles $\theta_i$ for three spectral components of a laser pulse based on the profile of the cumulative energy flux in the focal plane. The study of the data and experiments showed that in order to achieve good accuracy the reconstructed parameters should be carefully chosen. First, the tilt angles $\theta_i$ have an obvious periodicity with a period of $2\pi$, and therefore require a special treatment. There are different approaches to this problem, for example, using a special loss function that takes into account the periodicity of angles, or reconstructing trigonometric functions of angles instead of angles themselves. Second, when the tilt amplitude $a_i$ is small, the dependence of the flux on the corresponding tilt angle $\theta_i$ becomes weak, i.e. specific angle values are indistinguishable for the ML-model, which leads to a strong increase in the angles-related error. This is caused by the fact that the tilt angle and amplitude are not used separately in computation of the additional phase $\phi_i$ (see Eq. (3)), but as the product of the tilt amplitude and the trigonometric functions...
Table 1. Average values and standard deviations of the coefficient of determination ($R^2$) and the mean error (MAPE) for reconstructing of derived parameters $p_i$ and $q_i$ by trained convolutional network. Metrics were averaged over 10 runs with different splits into training and test samples in a 90/10 ratio.

| Metrics   | $p_0$        | $p_1$        | $p_2$        | $q_0$        | $q_1$        | $q_2$        |
|-----------|--------------|--------------|--------------|--------------|--------------|--------------|
| $R^2$     | 0.991 ± 0.001| 0.944 ± 0.008| 0.980 ± 0.003| 0.991 ± 0.002| 0.948 ± 0.007| 0.981 ± 0.003|
| MAPE, %   | 2.71 ± 0.21  | 5.70 ± 0.42  | 3.77 ± 0.32  | 2.74 ± 0.24  | 5.66 ± 0.45  | 3.78 ± 0.33  |

of the tilt angle. Experiments showed that instead of reconstructing six original parameters $a_i$ and $\theta_i$ it makes sense to reconstruct six derived parameters that are the combination of the original ones $p_i = a_i \sin \theta_i$, $q_i = a_i \cos \theta_i$. This transformation can be interpreted as a transition from polar coordinates to Cartesian coordinates. It should be noted that the proposed transformation is one-to-one, and the original parameters $a_i$ and $\theta_i$ can be reconstructed from derived parameters, but the accuracy of angle reconstructing for the close to zero tilt amplitude can still be poor.

The ML-model architecture and training parameters are described in Section 3.2. For the ML-model training an experimental dataset of 50000 samples was numerically generated. The experimental results showed that the parameters $p_i$, $q_i$ are reconstructed with an accuracy close to ideal (see Table 1). It should be noted that the parameters $p_1$ and $q_1$ are reconstructed worse than other parameters, although the accuracy is still high. This effect is systematic and was observed in all experiments. Apparently, this result is due to the fact that these parameters correspond to the spectral component with the shortest wavelength, information about which is worse extracted from the cumulative energy flux. The accuracy of reconstructing of the parameters related to the central spectral component $p_0$ and $q_0$ is the best, which can be explained by the fact that both its amplitude and the central wavelength are fixed. Thus, the use of a convolutional network makes it possible to solve the inverse problem with a very high accuracy.

3.4. Analysis of the Generalization Ability of the ML-Model

3.4.1. The main idea. In the previous section, we demonstrated the high accuracy of solving the inverse problem using the convolutional neural network trained on model data. At the same time, the application of ML-models trained on synthetic data to the real physical experiment can be problematic, because the wrong choice of values of the latent parameters of the analytical model during training may significantly affect the accuracy of the ML-model on real experimental data, which is explained by a change in the data distribution. In this section we address the ability of the ML-model to cope with such negative effects using synthetic test dataset with other values of the latent parameters.

For a better understanding of the importance of a correct choice of the latent parameters values, it makes sense to visually evaluate the influence of the choice of boundary wavelengths $\lambda_{1,2}$ and relative amplitudes $A_{1,2}$ on the cumulative energy flux profile in the considered analytical model (see Fig. 2). Local changes in the energy distribution can be noticeable, for example the distribution at the bottom in Fig. 2 (a) is different from the case with the same parameters except $\lambda_{1,2}$ in Fig. 2 (b). Similar differences can be seen if compare Fig. 2 (c) and (d), where all parameters are the same except relative amplitudes $A_{1,2}$. These differences show the data variability, but what is more important, is that the general shape of the energy flux distribution in the profile is preserved, which indicates that a significant part of the relevant information is contained in the tilt angles and amplitudes.

This fact demonstrates the possibility of information generalization for different values of latent parameters, although the good result is not guaranteed. It is known that ML-models can overemphasize irrelevant information. For example, in adversarial attacks, when a change in the data is selected in a special way to change the prediction of the network [31, 32]. There are also examples when irrelevant features were changed in the data, which led to a dataset shift problem and a decrease in the accuracy of the model [33, 34]. In this regard, it seems important to evaluate the influence of the choice of latent parameters on the accuracy of the previously considered ML-model, as well as the ability of the ML-model to extract relevant information even in the case of previously unseen values of the latent parameters.

Based on this, the methodology for further experiments is following: the previously considered convolutional network is trained from scratch on a subset of the data with a reduced set of latent parameters.
parameter values, and then it is tested on a test dataset that includes all values of latent parameters, including those not present in the training dataset. By doing this we try to quantify the effect of wrong choice of latent parameters values during training on the final accuracy of the ML-model. The experiments are divided into two parts. In the first part, the boundary wavelengths $\lambda_{1,2}$ act as the studied latent parameters, and in the second part, the same is done for the relative amplitudes $A_{1,2}$.

### 3.4.2. Generalization for different wavelengths.

In the first experiment, the ML-model was trained on a newly generated dataset with 50000 samples with the values of the boundary wavelengths $\lambda_1 \in \{650\,\text{nm}, 700\,\text{nm}\}$ and $\lambda_2 \in \{900\,\text{nm}, 950\,\text{nm}\}$. The ML-model was tested on a dataset with 50000 samples from Section 3.3 with $\lambda_1 \in \{600\,\text{nm}, 650\,\text{nm}, 700\,\text{nm}, 750\,\text{nm}\}$ and $\lambda_2 \in \{850\,\text{nm}, 900\,\text{nm}, 950\,\text{nm}, 1000\,\text{nm}\}$. All other parameters were randomly changed. The model architecture and training parameters are the same as those used in Section 3.2. The results of the experiments are shown in Fig. 3.

It can be seen that the accuracy of determining the parameters on data with the boundary wavelengths that are not included in the training set slightly decreases. The ML-model shows the worst result when the values of the boundary wavelengths become close to each other. In this case, the difference between the spectral components from different spectral ranges decreases, which complicates the reconstructing of parameter values.

### 3.4.3. Generalization for different amplitudes.

In the second experiment, the ML-model was trained on a newly generated dataset with 50000 samples with the values of the relative amplitudes $A_{1,2} \in \{0.95, 1.1, 1.25, 1.4\}$. The ML-model was tested on a dataset with 50000 samples from Section 3.3 with $A_{1,2} \in \{0.5, 0.65, 0.8, 0.95, 1.1, 1.25, 1.4, 1.55, 1.7, 1.85, 2\}$. All other parameters were randomly changed. The model architecture and training parameters are the same as those used in Section 3.2. The results of the experiments are shown in Fig. 4.
is similar: when the value of the parameter $A_1$ decreases (see Fig. 4b). In this case, the relative contribution of this spectral component to the energy becomes smaller, which complicates the determination of its parameters. For parameters $A_2$, we can see that the accuracy falls sharply if the value of the parameter $A_1$ decreases (see Fig. 4b). In this case, the relative contribution of this spectral component to the energy flux becomes smaller, which complicates the determination of its parameters. For parameters $A_2$, the situation is similar: when the value of the parameter $A_2$ takes on minimum values, the accuracy of reconstructing the parameters decreases. In the case of parameters $p_0$ and $q_0$, the accuracy deteriorates when the values of the parameters $A_1$ or $A_2$ are close to the maximum values. Thus, it can be summarized that in the case of a change in the relative amplitudes of various spectral components, the key factor is the distinguishability of the corresponding spectral component against the background of others. In other words, the relative energy contribution of the spectral component to the cumulative energy flux should be noticeable.

### 4. DISCUSSION

This article is devoted not only to solving the problem of reconstructing the tilt parameters of a laser pulse, but to a greater extent to studying the generalization ability of the ML-model. The results of the experiment, when the ML-model is trained on some values of latent parameters, and tested on other values, can be treated differently. From the point of view of latent parameters, the available information is extrapolated by the ML-model beyond the set of parameters values used for training. Generally speaking, the possibility of solving such type of problems with high accuracy is not guaranteed, because the data distribution is different on training and testing datasets, which generally leads to the dataset shift problem. Fortunately, in the problem under consideration, it is the values of the reconstructed tilt parameters that mainly determine the energy flux distribution, while the latent parameters lead only to...
its modification. This fact explains the good generalization ability of the model, which makes it possible to optimistically assess the possibility of its application in the case when the values of latent parameters are unknown and, as an ultimate case, to real experimental data.

In the context of applying the trained ML-model to real experimental data, it should be noted that in this work a simplified pulse model was used, when the entire spectrum of the laser pulse was divided only into three spectral components. In the case of adapting the model to a real physical experiment, when the wavefront has a complex structure, such a partition must be done into a larger number of spectral components. In this regard, it is important to note that in our numerical experiments it was observed a systematic effect of deterioration in the accuracy of reconstructing the parameters of spectral components with a small wavelength or relative amplitude. In addition, the effect of reducing the accuracy was observed in the case when the boundary wavelengths become close, i.e. one of the spectral ranges becomes very narrow. In all these cases, the influence of such spectral components on the energy flux decreases, which makes it difficult to reconstruct the corresponding tilt parameters. In addition, cross-influence of spectral components with close wavelengths on each other is possible, when the values of tilt parameters from one spectral component can be erroneously attributed by the ML-model to another. The probability of this kind of errors increases sharply with a decrease of the spectral component width, because the relative energy contribution to the cumulative energy flux will also decrease. This means that in the case of partitioning into a large number of spectral components, the characteristics of which may be close, the accuracy of simple ML-models may deteriorate significantly, which will require the use of more complex ML-models or approaches.

5. CONCLUSIONS

In this paper an ML-based approach for determining the parameters of the spectral-dependent tilt of a focused laser pulse based on the cumulative energy flux in the focal plane was proposed. A simplified formulation of the problem was given with the division of the spectrum of a laser pulse into three spectral components with an individual setting of the tilt parameters for each of them. It was shown that it is possible to obtain good accuracy of tilt parameters reconstructing using the convolutional neural network. In order to study the generalization ability of the proposed ML-model the methodology based on the study of the influence of the latent parameters choice on the accuracy of the ML-model was used. For this purpose separate datasets with different subsets of the latent parameters values were used during training and testing. Two experiments were carried out in which the boundary wavelengths and relative amplitudes acted as such latent parameters. In both experiments, it was shown that the network has good generalization ability and can reconstruct the tilt parameters with quite good accuracy even for the latent parameter values not included in the training set. Significant degradation of accuracy was observed only in cases where the relative energy contribution of the spectral component to the energy flux became small. These results indicate that the proposed approach is promising even in the presence of uncertainty in the choice of the latent parameter values that are typical for application of analytical models to a real experiment.
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