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Abstract: Problem statement: This study proposed multimodal integration method at the concept level to investigate information from multimodalities. The multimodal data was represented as two separate lists of concepts which were extracted from images and its related text. The concepts extracted from image analysis are often ambiguous, while the concepts extracted from text processing could be sense-ambiguous. The major problems that face the integration of the underlying modalities (image and text) were: The difference in the coverage and the difference in the granularity level. Approach: This study proposed a novel application using ontology alignment to unify the underlying ontologies. The said lists of concepts were represented in a structured form within the corresponding ontologies then the two structural lists are enriched and matched based on the alignment, this matching represent the final knowledge. Results: The difference in the coverage was solved in this study using the alignment process and the difference in the granularity level was solved using the enrichment process. Thus, the proposed integration produced accurate integrated results. Conclusion: Thus, integration of these concepts allows the totality of the knowledge be expressed more precisely.
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INTRODUCTION

Multimodal fusion and multimodal integration refers to the merging of different sources of information as a means of enhancing the outcome some specific task. The richness of the information provided by multimodal data could potentially lead to better performance than those tasks that rely on unimodal data. In the natural world, human and animals in the higher rungs of evolution perceive the world using multiple senses concurrently and use their acquired knowledge to analyze and to understand events. Here, multimodal information integration takes place at a high level using predetermined knowledge\cite{1,2}. Data used in multimodal integration can be present in different levels of abstraction.

There have been several of multimodal integration approaches reported in the literature that vary in their context and application. Generally, we may categorize these approaches into (a): Multimodal Fusion Approaches, (b): Tightly-coupled Multimodal Integration and (c): Augmented Unimodal Analysis. In multimodal fusion, low-level integration of multimodal data is the main characteristic of the approach, rich data from a single source is divided into multiple modals for efficient processing and finally combined for better interpretation\cite{3,4}. Tightly-coupled multimodal integration involves data from multiple sources that are tightly coupled (e.g., movements of the lips to words that are being read in the speech) which is processed independently and integrated at a high level of abstraction. If we consider this example, both the image and text express the same information at any given time\cite{5,6}. The multimodal integration is then performed at a higher level of data abstraction. In, what we classify as augmented unimodal analysis, the extraction of knowledge is primarily based on a dominant modality. However, to aid the analysis and the interpretation of the subject matter of interest, associated data from a different modality may be used. Here, the assisted knowledge is used without any pre-processing, hence the data from dominant modality has to be processed and transformed to a form suitable to be used with the assisting modality. For example, in the research of Benitez and Chang\cite{7}, perceptual knowledge is extracted from an image and then disambiguated with the assistance of the associated keywords. Here, the main focus is to disambiguate image content using textual data (keywords).

In the context of our research, the multimodal information consists of images and the accompanying textual descriptions of the images or any free text
related with the image. We are proposing a methodology to integrate this multimodal information at the semantic concept level. Hence, the term concept-level multimodal integration.

It is highly possible that the concepts extracted from both image as well as text may be ambiguous. However, we assume that the concepts extracted from the associated text data are less ambiguous than those extracted from the image. This assumption is justified from the fact that presently, research into concept extraction from textual data is at a more advanced stage than it is for image data. Thus, our study leans towards disambiguation of image concepts using associated text concepts.

The semantic concepts that we use here are assumed to be readily available or whose prior extraction is performed using some ontology-based methods. In many cases, the concepts extracted from images are often ambiguous, while the concepts extracted from text analysis are often sense-ambiguous. Singly, each of these concepts cannot express in totality the sum of knowledge contained in the data source as opposed to the richness of knowledge that can be expressed as a result of their integration. The major problems that face the integration of the underlying modalities (image and text) are: The difference in the granularity level which is solved in this study using the alignment process and the difference in the coverage which is solved using the enrichment process. As ontology-based image and text processing are prerequisites for the framework proposed in this study, the reader is referred to[3,8,9] for some background on ontology-based text processing. We focus on the technique of integrating the ontologies, or in a simpler data structure, lists of concepts.

Ontologies are fundamental to our research; therefore we briefly introduce them here. In both computer science and information science, an ontology is a data model that represents a set of concepts within a domain and the relationships between those concepts. It is used to reason about the objects within that domain. Ontologies are used in artificial intelligence, the Semantic Web, software engineering, biomedical informatics and information architecture as a form of knowledge representation about the world or some parts of it[10,11]. Ontology alignment is the problem of finding similarities between two or more ontologies. Historically, ontology alignment was sought to integrate heterogeneous databases which were independently developed and contained differing vocabularies. The research focus was to find “semantically equivalent” classes of data. There are several means to achieving ontology alignment—one approach is known as lexical methods[12] in which the abstract data (nodes) represented by its names are used for alignment, while the second manner in which ontology alignment can be performed is through structural methods[13-18]. This approach exploits the relationships (edges) between the different classes which form the structure of the ontology to facilitate the alignment.

Ontology alignment has been an important research topic in recent years. Since there are various groups of researchers developing ontologies for the same domain of knowledge, these ontologies often heterogeneous. Hence, there is a need for ontology alignment to unify or enrich the body of knowledge. In computer science, ontologies have been extensively used by computational linguists. A classic example where ontology alignment has been used is in computer-aided translation. Language databases are in fact huge ontologies that represent the lexical and the structural characteristic of the languages (e.g., WordNet[19] for English language). Computer-aided translation of different languages has been made possible by the alignment of their respective ontologies[20]. Word sense disambiguation[21,22], which is the problem of finding the true sense of the word within the context in either monolingual or multilingual text has been solved using the ontology alignment techniques.

Another emerging area that requires ontology alignment is the Semantic Web. The Knowledge Web Consortium has published a technical report describing the state of art in ontology alignment for the Semantic Web[23]. While a number of techniques for ontology alignment have been presented, the authors conclude that very few comparisons or integrations have been implemented thus far. Towards this end, another research group called the Ontology Alignment Evaluation Initiative[24] has worked on evaluation strategies for ontology alignment techniques that could be employed to improve on current techniques.

In the traditional web application context, Fossati et al.[18] investigated the similarities between these various search engine directories. Web agents that used these different search engines could understand each other through the result of the alignment of their respective ontologies[25]. Ontology alignment has also been used to extend the capabilities of mobile device by enabling interoperability between different makes[26].

Ontology alignment has also been used for bioinformatic ontologies. Bio-ontologies and databases that contain information about genes, gene sequence information, proteins, gene functions, pathway information, genetic diseases, phenotypes and others contain knowledge that is inter-related and researchers would benefit if it were better connected.
This study proposes a novel application scenario of ontology alignment in the case of multimodal data integration involving images and related text. We discuss the approach in the following.

Concept extraction from image has been proven to be extremely challenging. The most straightforward manner in which “concepts” can be defined in images are through low-level image features. An aggregate of low-level image features may be associated to a particular high-level semantic concept. In reality, many high-level semantic concepts may share very similar low-level image features. As a means to resolve this ambiguity, this study proposes to exploit concepts extracted from related textual description which may be present for a given image.

The concepts that are identified from image and text processing methods may be incorrect or incomplete. As the text analysis and image analysis are performed independently from each other, it is possible that points of inconsistencies in the concept identification could be different. In event that the concept identification of, say, the textual domain is very accurate and that of the image domain is rather poor, then the concrete knowledge gained from the textual analysis may be used to improve the deficiencies of the image analysis. The integration of those two modals will produce a more accurate and better-structured knowledge.

The framework adapted in this research to integrate the knowledge generated from the image and its associated text consists of four major processes: (i) Ontology alignment (ii) Concept mapping and enrichment (iii) Graph matching and (iv) Building the final knowledge. Each of these processes is described in detail in the following subsections.

**Ontology alignment:** Ontology alignment is the problem of finding similarities between two or more input ontologies, by identifying the identical elements over the input ontologies. Two main approaches have been discussed in the literature: one which exploits the abstract data (nodes) represented by its names (lexical methods) [12] and another which exploits the relationships (edges) between the various classes that form the structure of the ontology, (structural methods) [13-18].

In present study, as the structure of the ontologies are expected to be slightly different, ontology alignment performed using a two-stage approach, initially using a lexical method first and followed by a structural approach. In the first stage, a simple string comparison method (edit distance) is used to initialize a number of similarity points between the underlying ontologies. Then, a structural alignment method is performed based on the initial matches found prior. The structural method considers the following criteria to set up similarity between a pair of nodes:

- All or some of their direct super-entities are similar
- All or some of their sibling entities are similar
- All or some of their sub-entities are similar
- All or some of their descendant entities (entities in the sub tree rooted at that entity) are similar
- All or some of their leaf entities are similar
- All the entities in the path from the root to the correspondence entities are similar
- All of their relative entities are similar [27]

The ontology alignment results enable us to perform matching between the knowledge extracted from image and that extracted from text. In comparison, previous approaches [7] perform matching between the both forms directly. These approaches are limited by ability of the pre-processing stage in identifying the same level of data abstraction. Thus, such approach is not able to accurately process some input modalities (image and text) which have different granularity and coverage levels. In addition, previous research were dealt with unimodal information as well as similarity in amount and details of information.

Figure 1 shows the ontology matching result of two input ontologies.

**Mapping concepts to ontology and concepts enrichment:** As mentioned earlier, image and text are processed independently to extract pertinent concepts in both modalities. In this process, the extracted concepts are independently mapped to the domain ontology, thus producing two graphs; one for each modality.

![Fig. 1: Ontology alignment for image ontology and text ontology](image-url)
The components in each of these graphs are the extracted concepts mapped into the ontology and connected to each other via the parent nodes (only). The connected concepts of a given document or image is referred to as “graph”. This graph represents the complete knowledge of the concepts in the corresponding modality. The formation of the graph may be seen as an enrichment process due to its ability to add additional knowledge about the identified concepts. Limiting the connection via the parents ensures that concepts irrelevant to the image or the text document are not added on into the graph.

Concept enrichment is carried out on all concepts starting from those at lower level by adding parents’ concepts which are at higher level. The enrichment continues, adding concepts at each subsequent levels sequentially, until reaching a point where all the concepts have one sharing root. As an example, if the concept identification process for the image or the text process resulted in two sibling concepts, then the enrichment process combines those two concepts by adding the corresponding parent concept which leads to formation of a single graph of the two concepts and their parent. The enrichment process continues by adding the super classes sequentially which will lead finally to the combination of all the concepts for a given modality in a single graph.

Connecting the concepts to the parents (enrichment) helps to clarify concepts further through the integration of multiple modalities. In the case that the text is general and gives a high description of the image, the concepts from text cannot be matched with the concepts from the image. This is because there exists no node-to-node correspondence through the ontology alignment. The same case will occur when the text provides information at finer detail while image processing can only identify the general category of some objects. The enrichment process solves the problem of granularity in the modalities by linking the concepts with its higher level concept sequentially. Figure 2 shows an example of concepts mapped to ontology and enriched with parent nodes.

Graph matching through ontology alignment: This process consists of identifying identical concepts in both modalities. Modality matching is achieved using the alignment result; if the pre-defined alignment process has identified the identical concepts in both ontologies, the identical concepts in the ontologies are identical in the graphs as well, since the constructed graphs are the sub-graph of the ontologies themselves.

Since the alignment is not visible to all the concepts in the ontologies or it might not be correct for all them, thus for small number of concepts from both ontologies it might be no alignment at all, the added parents helped in offering more concepts to the matching process and more over the concept knowledge represent in the high level parents is more properly to be matched than single objects (leaves).

The matching process identifies identical knowledge (trees, sub-trees, or branches) in both modalities, thus the ambiguous objects will be disambiguated by presenting the relevant knowledge and discarding the irrelevant knowledge in one modality which has no correspondence in the other modality.

Normally, in the case of multi-object image whose identified concepts are ambiguous and general in nature, the image will be represent in a single strongly connected graph which might include relevant and irrelevant knowledge (the image analysis is able to identify all the possible concepts for an ambiguous object), each possible concept will form a branch or sub-graph in the enrichment process. The text might form a larger graph because it includes more information than the text. In such case, the extracted concepts from the text will exceed in number the extracted concepts from the image which later form a large graph from the text side.

As in the case of image concepts, the sense-ambiguous words extracted from the text will form different branches. The matching process would eventually connect identical sub-graphs from each modality and discard the irrelevant nodes which represent the wrongly identified concepts and sense from image and text.

After enrichment and disambiguation is complete, the final knowledge is structured and connects concepts that represent the knowledge integration in both image and its corresponding text.

Output construction: The pairs of identical output nodes which are extracted from image and text and integrated through ontology alignment, are rearranged in a graph based on the relationships in the original ontologies. The sub-class and super-class relationships are reconstructed again based on the text ontology.
Fig. 3: Examples of image and related text (the picture shows the kindness relationship between the human and the animal. Girls with their parent feed sheep)

The result is a graph of knowledge that represents the final text is general. Thus, the text graphs include unrelated information which has to be eliminated. For the image, since few objects from different sub-domain might share the same low-level features, this similarity might lead to the construction of sub-graphs in the image knowledge. The benefit of the enrichment is evident in this final knowledge as it allows for further disambiguation of the original ambiguous objects, if needed.

Example: The inputs to the multimodal integration are two sets of concepts. The two set of concepts are mapped into graphs. For the text, the graph is big if the graph that corresponds to different sub-domains and different interpretation of the image.

Accuracy of the results depends heavily on the following factors: The relevancy of the associated text, the ambiguity of the objects, the lesser the ambiguity of an object, the easier it is for the disambiguation process and the domain of interest which has to be well-defined and the correspondence ontology has to be well-structured in order to get an accurate results.

Let us consider the example in Fig. 3, based on our experience in image analysis, we may, to some degree of confidence, assume that the concepts extracted from the image are: person and animal. Any further details about these concepts may either require extensive processing or simply may not be possible. On the other hand an examination of the associated text reveals that we may be able to retrieve concepts such as parent, girls and sheep that are relevant to the concepts from the image. Thus the knowledge from the text may be utilized to gain additional knowledge from the image.

In addition, there may also be instances where image analysis may misidentify concepts. In the sample image, based on the shape feature, an object may be “animal” or a car. This ambiguity may be resolved using the text. Figure 5 shows the steps followed to extract knowledge from the image and text in Fig. 3.

The output knowledge from this example is getting as shown in Fig. 4.

MATERIALS AND METHODS

The proposed framework was implemented in Java using Alignment API, Protégé API and Jena API.

We have implemented and tested the proposed framework using simulated data. In the image part, 50 images first were collected from PASCAL dataset\[28\]. The collected images belong to ‘Farm’, ‘Animal’ and ‘Human’ domains. Then, the objects in these images were labeled manually with multi-labels include the real object label and similar objects with the same low level features. The image objects were totally ambiguous with 1, 2 and 4 concepts to test the ability of the proposed system with different rates of ambiguity in the image. The text was collected from the internet using keywords that selected from the image concepts. The long text was cut to 100 length words. Each image was associated with 3 different texts which classified into: irrelevant text, relevant and strongly relevant. The text concepts were extracted manually. Only nouns and noun phrase were selected to represent the text concepts.

Ontologies from FOAM\[29\] alignment tools were selected and modified. The original ontologies by FOAM are provided as dataset for alignment tests.

The true integrated outputs were constructed manually to be the ground truth for the output results. The ground truths for the presented cases with the irrelevant text are empty sets. The ground truths for the cases with strongly relevant text are richer or similar to the ground truth for the corresponding cases with relevant text. The corresponding cases with different degree of image ambiguity (1, 2 and 4) have similar ground truth.
RESULTS

The output results have been evaluated using the well-know measurements precision and recall and by referring to the ground truths provided for each case. Precision is the ratio between the true positive concepts retrieved by the method to the total number of the retrieved concepts. Recall is the ratio between the true positive concepts retrieved by the method to the total number of the true concepts in the corresponding ground truth.

The average precision and recall for the nine different scenarios (three degrees of images’ concepts ambiguity and three text types) are shown in Fig. 6 and 7.
DISCUSSION

As stated early the output results are strongly related to the relevancy of text. The recall value for the cases with strongly relevant text are better than those with relevant text. However, with medium degree of relevancy text, the integration has resulted in a good output. Overall, the results reveal a high precision because the implemented approach filtered out the concepts that stated (with different level of abstraction) in both modalities. Yet, in some cases with highly ambiguuated image concepts, the text might be integrated wrongly with unreal image concepts (if the real and unreal image concepts fall under some tiny branch in the underlaying ontology) in a higher level of abstraction which reduce the precision of the integration output. The recall and the precision for the cases of the irrelevant text are fair since the integrated framework try to maximize the integration of the underlying modalities which is such cases caused false positive.

As a conclusion, the proposed approach has achieved a good precision in integrated image and text with different level of abstraction.

CONCLUSION

In this study, we have shown how the lists of concepts from the image and the text (multimodal data) can be integrated though the ontology alignment. The goal of this integration is to produce a semantic knowledge that is more rich and accurate than the knowledge that can be produce from any of them individually. The proposed study is novel method of multimodal integration that implements the integration at semantic concept level. The two concepts’ lists can be obtained from any ontology-based image and text processing approaches. Graph is build from each data type (image and text) by using mapping and enrichment method; those clusters are then matched by referring to the ontology alignment.

The proposed approach treats the different modalities independently with the same priority, in which case the points of inconsistencies might appear in one modality and over come by the other. The integration is knowledge based, which is based on the agreement of the knowledge sources in the so called ontology alignment. This can be called knowledge-based integration, which set the matching between the modalities more precisely.
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