How many leks does it take? Minimum samples sizes for measuring local-scale conservation outcomes in Greater Sage-Grouse
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ABSTRACT. Monitoring population response to conservation actions, such as habitat management, is critical to evaluate conservation outcomes. Greater Sage-Grouse (Centrocercus urophasianus) has been the recipient of substantial recent conservation efforts in North America. Sage-Grouse are often surveyed using counts of males displaying on breeding leks, and these lek counts offer a practical method for monitoring Sage-Grouse population trends. Although substantial work has assessed the utility of lek count data for large-scale population monitoring, there has been comparably little effort focused on the use of lek counts to evaluate local-scale management. We used Greater Sage-Grouse lek count data from Oregon, USA, combined with simulation, to evaluate the sample sizes (number of leks, years of monitoring) required to detect a positive outcome of habitat management on population growth. We further assessed assumptions associated with male detection, and compared analyses that both did (N-mixture models) and did not (Poisson regression) account for detection probability. We found that when treatments produced a 5% increase in annual population growth, and leks were monitored for at least 10 years, lek counts produced unbiased and detectable estimates of treatment effects with as few as seven treatment and seven control leks. Using an unbalanced design with a greater number of control leks (n = 16) permitted inference from even fewer treatment leks (n = 4), however, we found no scenarios where use of more control leks permitted detection of smaller treatment effects or allowed shorter duration studies. We found that N-mixture models and Poisson regression of the maximum of three repeated counts produced equivalent results when detection probability was constant, but at the small sample sizes we evaluated, confounding between detection probability and habitat management compromised the accuracy of all analysis methods. Our results show that lek counts hold promise for efficient monitoring of local-scale conservation, but further work is needed to understand the mechanisms that affect male detection during lek surveys.
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INTRODUCTION

Global shifts in climate and continued conversion of native vegetation to agriculture or other human development has contributed to marked loss of biodiversity (Gaston et al. 2003, Scott et al. 2005). Commensurate with the overall loss of biodiversity has been an increased threat of extinction to “conservation-reliant” species: those that require continued management to persist into the future regardless of legal protections, such as that afforded by the U.S. Endangered Species Act (Scott et al. 2005). The recognition of conservation-reliant species has in some cases led to unprecedented efforts to stabilize or reverse population declines (Miller et al. 2017), involving broad-based coalitions of partners to maintain the implementation of conservation actions (Scott et al. 2010). Three prominent, species-specific examples from North American avifauna include Greater Sage-Grouse (Centrocercus urophasianus; Stiver, Apa, Bohne, et al. 2006, unpublished manuscript), Lesser Prairie-Chicken (Tympanuchus pallidicinctus; Van Pelt et al. 2013), and Northern Bobwhite (Colinus virginianus; Palmer et al. 2011). Because of anthropogenic actions that have disrupted normal ecosystem functions, e.g., historic fire suppression, each of these species requires sustained human intervention, typically in the form of habitat management, to maintain the vegetation communities to which they are adapted. Without such management, vegetation composition transitions to alternate stable states that are often unsuitable for the species, resulting in population decline and local extirpations. Although broad-scale initiatives to benefit these species range in size from regional to international, specific conservation actions that fall under their umbrella, such as habitat management, are often implemented in practice at much more local scales. Understanding how a species responds to these local conservation efforts is paramount to ensuring cost-effective methods are actually benefiting species by enabling managers to adapt according to the effectiveness of various actions.

Monitoring conservation outcomes often involves marking individual birds to track changes in behavior (i.e., space use) or demographic rates (i.e., survival, reproduction) in response to management interventions (e.g., Hagen et al. 2011, Gibson et al. 2018). Indeed, such studies are often critical to demonstrate individual responses and evaluate the effectiveness of alternative management techniques (e.g., Coates and Delehanty 2004, McNew et al. 2015, Severson et al. 2017a, b). Detailed study of marked individuals may become cost prohibitive, however, if implemented every time a conservation project is completed. Furthermore, the size of the area affected by management may be too small for individual marking studies if insufficient numbers of animals are available for capture relative to the data demands of particular quantitative methods. Together these limitations may preclude the ability for detailed study of demographic responses to management outcomes at local-scales; yet demonstrating effectiveness at these scales, and addressing shortcomings when goals are not met, are central to adaptive management. More passive, less cost-intensive methods, such as those based on counts of unmarked animals (e.g., Royle 2004), are therefore often required to monitor population response to management at local scales.

Not all animals are encountered during count-based surveys, an almost ubiquitous fact that introduces an inherent confounding in raw count data between the true population state, e.g., abundance, and the probability of detection (Nichols et al. 2009). A variety of analytical methods exist to estimate detection probability and detection-corrected abundance or density under various survey designs (e.g., Royle 2004, Dail and Madsen 2011). The probability of detecting an individual animal during a given survey period is itself a complex process; animals may be temporarily absent from the survey area, may fail to display during surveys or otherwise be present but not functionally available, or observers may fail to observe and record an animal despite its presence and availability (Nichols et al. 2009). Variation in any of these processes may introduce heterogeneity in detection probability, which can complicate analysis and interpretation of both count-based indices and detection-corrected abundance estimates (Monroe et al. 2019).

The Greater Sage-Grouse (hereafter sage-grouse) is a conservation-reliant species that occupies 668,412 km² of western North America. Despite a recent decision not to protect it under the Endangered Species Act in the United States, significant coordinated conservation efforts continue to work toward reducing threats faced by the species (USFWS 2015, Miller et al. 2017). Although state wildlife agencies have established population goals, linking the conservation actions with population outcomes can be problematic when there is a scale mismatch between large-scale planning objectives and local-scale implementation. In Oregon, for example, conservation actions to benefit sage-grouse, such as removal of coniferous trees from shrub ecosystems (Severson et al. 2017a, b) are usually < 1000 ha in size and encompass a small number of local breeding sites (typically < 10 breeding leks), while the management areas within which populations are monitored and trends quantified, i.e., priority areas of conservation (PACs), are substantially larger, on average 135,821 ha (SD = 80,054) and containing 46.9 (SD = 34) breeding leks. Significant resources have been devoted to studying detailed behavioral and demographic response of individual sage-grouse to habitat management treatments (e.g., Cook et al. 2017, Severson et al. 2017a, b), and such studies are certainly fundamental to establish best practices and guide future management. But it is impractical to think that such detailed, individual-based research can be used to document the effectiveness of every management action, and as such there is a need for guidance on how to more efficiently monitor sage-grouse population response to management at local scales.

Sage-grouse are a lekking, i.e., communal breeding ground, species and their conspicuous displays each spring provides a convenient method for counting males during courtship. High fidelity to leks and surrounding nesting sites are well documented in sage-grouse, which provides the basis for use oflek counts as an index of population status (Connelly et al. 2011). Leks typically occur in the same vicinity each year with documented rates of continual use exceeding 85 years (Connelly et al. 2011). For all of these reasons, lek counts have been widely used by resource agencies to monitor trends in sage-grouse populations across long terms and large scales (Walsh et al. 2004, Connelly et al. 2011, McCaffery et al. 2016), and their potential for tracking population response to local-scale management may be high. There is a growing body of literature examining various aspects of lek counting methodology, including assessments of both field, e.g., male sightability, and sampling, e.g., repeated vs single count,
considerations (Fedy and Aldridge 2011, Monroe et al. 2016, 2019, Baumgardt et al. 2017, Wann et al. 2019) as well as the frequency of male lek attendance and its relevancy to availability for detection (e.g., Blomberg et al. 2013, Fremgen et al. 2019, Monroe et al. 2019, Wann et al. 2019). However, these studies largely addressed sampling questions relevant to large-scale monitoring, such as statewide or subregions within a state, and there is comparably little research addressing sampling concerns surrounding local population monitoring at the relatively small scale of individual habitat treatments. Fundamental concerns for local monitoring, such as the minimum number of leks required to reliably detect a change in sage-grouse abundance following a particular treatment, remain untested.

In this paper, we evaluated sampling considerations for monitoring response of sage-grouse populations to local-scale management. We specifically developed simulations, informed by analysis of existing lek count data, to explore how sample size (number of leks), study duration (number of years), and conservation outcome (management influence on population growth) affect the ability to quantify effects of local management actions on sage-grouse abundance. We approached our evaluation under three alternate methods for data analysis: an index based on a single visit to each lek each year, an index derived from the maximum count of multiple repeated visits to each lek each year, and an N-mixture analysis of repeated counts that accounted for imperfect detection probability.

**METHODS**

**Lek count analysis**

We first used existing lek count data, fit to N-mixture models (Royle 2004), to derive baseline values and parameterize subsequent simulations. We used data from the Warners PAC in southern Oregon, which was collected as part of the Oregon Department of Fish and Wildlife’s sage-grouse lek monitoring program. The Warners PAC was in Lake County, Oregon (Appendix 1). Elevation ranged from 1200 to 2200 m with an average of approximately 1700 m. Although the majority of the study area was dominated by uplands characterized by sagebrush-bunchgrass plant associations, mesic areas such as wet meadows, irrigated fields, riparian areas, seeps, and high elevation sagebrush-dominated areas were also available in the study area. This dataset included count data from 56 leks collected between 1975 and 2016 using conventional field methods for sage-grouse lek counts. Lek counts consist of early morning visits to known leks during the spring breeding season (March, April, and May) that are generally repeated ≥ 2 times at each lek within each year. During lek counts observations are made from a stationary vehicle, ground blind, or distant observation point, and observers attempt to count all sage-grouse (Connelly et al. 2003). Data included counts of males, females, and birds of unclassified sex; we focus this analysis on males only because males are typically used for population monitoring in sage-grouse (Connelly et al. 2003, Walsh et al. 2004, Johnson and Rowland 2007, Blomberg et al. 2013). We first subset the data to consider only years from 2000 to 2016 because this time period reflected the range of years where the number of leks counted each year was relatively consistent compared to pre-2000. We excluded counts from the analysis that occurred after 15 May, because attendance rate declines dramatically and counts became more irregular after this date, and we also excluded data where an explicit count of males was not recorded. The resulting dataset comprised 56 leks counted a total of 804 times, representing 359 lek-year combinations, with a range of 1 to 7 counts of any particular lek during a given year (mean = 2.24 counts/lek/year). The mean number of years a single lek was monitored was 6.4 (range = 1–17 years).

We used the “pcount” function within the R package unmarked (Fiske and Chandler 2011) to fit N-mixture models as described by Royle (2004). Under this formulation of the N-mixture analysis, annual dynamics of the population can be assessed by fitting a categorical year effect (individual beta coefficient for each year), while multiyear trends can be assessed using a continuous trend effect (single beta coefficient for the effect of year as a continuous variable). This later approach approximates a basic exponential model of population growth,

\[ N_t = N_0 e^{rt} \]  

where \( r \) reflects the instantaneous rate of population growth. Under a generalized linear modeling framework, an equivalent model of abundance is given as

\[ \log(N_t) = \beta_0 + \beta_1 \text{Year}_t \]  

where the slope coefficient of the continuous year effect (\( \beta_1 \)) is equivalent to the population growth rate \( r \), in that it describes the mean rate of change of the population as a function of a linear effect of time, and the model intercept (\( \beta_0 \)) reflects the log of mean initial abundance.

Three alternative distributions can be used in modeling abundance under the N-mixture framework of unmarked: negative binomial, Poisson, and zero-inflated Poisson. We first evaluated the best approximating distribution by fitting three competing models of identical structure that differed only in use of these three distributions. Each model allowed full annual variation in abundance (year as a categorical effect) and full annual variation in detection probability, as well as an ordinal date, i.e., day of year, term as a continuous effect to allow for some within-year variation in counts. We used \( \text{AIC}_c \) to select among these three competing models; the model fit under a negative binomial distribution was 2572 \( \text{AIC}_c \) better supported than the next best supported model, and we used it in all subsequent analyses. We next ran three additional models that included only a year effect, only a date effect, and no effect (intercept only null) on detection probability, in each case allowing full annual variation in mean abundance via a categorical year effect. We used the resulting parameter estimates from the best-fit model as input parameters for our simulations, as described below.

**Data simulation**

**Basic structure**

Simulations generally followed code provided in Kéry and Royle (2016), with modifications as needed to match our particular objectives. Our approach was also generally consistent with earlier simulations of sage-grouse lek count data (McCaffery et al. 2016, Monroe et al. 2019). We first simulated the true underlying state process. The initial abundance \( (N) \) of males at every \( j \) lek was Poisson distributed as defined by mean abundance \( (\lambda) \) and lek-level random variability \( (\epsilon_j) \)

\[ \log(N_j) = \beta_0 + \beta_1 \text{Year}_j \]  

where \( \beta_0 \) and \( \beta_1 \) are the intercept and slope of the categorical year effect, respectively, and \( \text{Year}_j \) is the year of the count. This model was fit to the data, and simulations were then run to assess how well the model fit the data and to explore potential sampling and detection considerations for monitoring response of sage-grouse populations to local-scale management.
$N_t = \text{Pois}(\lambda + l_t)$  \hspace{1cm} (3)

We used the intercept of the abundance model fit to the Warner PAC data to define $\lambda$, and allowed $l_t$ to vary among leks at a rate of ±0.10 under a uniform distribution. We then simulated change in abundance at each lek for each subsequent year as

$N_{t+1|j} = N_t e^{(T_j+r_t)}$  \hspace{1cm} (4)

where for each lek/year combination, a lek-specific trend in the population growth rate ($T_j$) and annual ($r_t$) random variability influenced change from the previous year’s abundance based on scenario-specific values described below. Our approach implied annual variation was consistent among leks, i.e., the population at large experienced the same underlying temporal processes, and produced simulated time series that were comparable to estimates from the Oregon lek count data.

From the abundances we further simulated counts of males on leks. These were again informed by results of the lek count analysis, such that simulated counts would mimic the typical structure of counts collected in the field. Here, the count ($C$) obtained during every $k$ survey at each lek $j$ and $t$ year combination was drawn from a binomial distribution

$C_{jk} = \text{binom}(N_{tj}, p_{jk})$  \hspace{1cm} (5)

where counts were constrained by the known simulated abundance at each lek during each year, as well as lek-, year-, and count-specific variation in detection, defined on a logit-scale as

$logit(p_{jk}) = a_o + t_j + v_{jk}$  \hspace{1cm} (6)

where $a_o$ defined the mean detection probability based on the intercept of the detection model fit to the Warner PAC data, $t_j$ allowed random annual variation in detection probability that approximated the annual variation we observed in the Warner PAC results, and $v_{jk}$ was drawn from a normal distribution with a mean = 0 and SD = 0.05 to allow for count-level variability at each lek that reflected within-season variation in $p$. Collectively, $t_j$ and $v_{jk}$ reflect among- and within-year variation in the detection process, respectively, which could arise from some combination of variable lek attendance, male sightability, or observer abilities during lek counts. We did not attempt to distinguish among distinct biological processes affecting variation in detection probability (but see Monroe et al. 2019).

**Simulating and quantifying habitat manipulation effects**

To simulate response of the population to effects of habitat manipulation, we defined simulated leks as either treatment (received habitat management) or control (no management) leks, and applied a different lek-level population growth rate ($T_j$) using equation 4 above. This approach mimicked a control-impact study design, where we assumed habitat manipulation, e.g., conifer removal, would illicit a difference in subsequent population trend between leks affected by treatments versus those not affected. Building on equation 2, the appropriate generalized linear model to test for evidence of a treatment effect is

$log(N_{tj}) = \beta_0 + \beta_1 Year_t + \beta_2 Treat_j + \beta_3 Year_t Treat_j$  \hspace{1cm} (7)

where the presence ($Treat = 1$) or absence ($Treat = 0$) of habitat manipulation treatments at a given lek changes the expected population growth rate as a function of the interaction between treatment and year, expressed by the $\beta_3$ term. When fitting this model, the estimated value of $\beta_3$ provides the distance between baseline growth rate (as defined by $\beta_1$) and the growth rate associated with treatment leks. As such, $\beta_3$ provides the estimated effect of habitat manipulations on population growth. For example, given a 5% increase in the annual growth rate for treatment leks, we would expect a resulting estimate of $\beta_3 = 0.05$ from a model that accurately captures the treatment effect. In practice, we implemented simulations assuming stable population growth (i.e. $r = 0.0$) at control leks, and assessed varying levels of effects for treatment leks (described below).

**Executing simulations and assessment of results**

We replicated simulations under a number of different scenarios that we designed to address specific questions about lek count utility for tracking effects of local-scale habitat treatment. In doing so we varied a number of different simulation variables (summarized in Table 1), including the number of leks monitored, annual variation in population growth ($r_3$), the number of years in the dataset, and the magnitude of the treatment effect. To reduce the overall volume of scenarios we addressed individual questions in discrete stages, rather than attempting to run all possible combinations of all variables. First we evaluated the minimum sample size (number of treatment and control leks) required to detect a treatment effect across a 10-year period based on samples of 8, 14, and 20 leks. Here we assumed a balanced sampling design with 4, 7, and 10 treatment leks, and an equal number of control leks. The minimum sample size required to detect a treatment effect is clearly sensitive to the strength of the effect, so we replicated each of the three sample size levels using effect sizes, i.e., change in $r_3$ of 0.01, 0.025, 0.05, 0.075, and 0.10. Furthermore, we considered that background variation in the population growth rate not associated with a treatment effect, e.g., random annual variation in $r_3$, could produce noise in count data, where a sufficient degree of annual variation may obscure treatment effects. We replicated our initial scenarios accordingly by drawing $r_3$ from a normal distributing with mean = 0, and altering the SD of $r_3$ using values of 0.05, 0.10, 0.15, and 0.20. Our initial scenarios varying sample size, treatment effect, and annual variation in growth rate resulted in 60 total scenarios.

We next considered that in certain circumstances it may be feasible to include a greater number of control leks relative to treatment leks, which would increase the overall sample size and could possibly improve model estimation and facilitate detection of treatment effects that would not be possible under a balanced design. Here, we used results from our initial assessment to conduct a series of more focused simulations that asked whether increasing the number of control leks permitted detection of treatment effects under a smaller effect size, shorter study duration, or with fewer treatment leks. We chose a representative simulation from earlier runs, increased the number of control leks by factors of 4 and 8 times the number of treatment leks, and evaluated changes in results that occurred between the original run and those with an inflated control sample size.

We also considered that nonrandom patterns in detection of male sage-grouse on leks could bias assessments of management
changes to baseline simulation

The number of leks varied by 8, 14, and 20 with an even sampling design (equal treatment and control leks); ran for all effect sizes.

Treatment effect increased annual population growth by 0.01, 0.025, 0.05, 0.075, and 0.10; ran for all numbers of leks.

Varied SD of annual growth rate (r) by values of 0.05, 0.10, 0.15, and 0.20.

Total number of years leks were monitored varied by 5 and 10.

Changed ratio of treatment:control leks from 1:1 to 1:4 and 1:8; effect size of 0.025.

Changed ratio of treatment:control leks from 1:1 to 1:4 and 1:8; effect size of 0.05.

Changed ratio of treatment:control leks from 1:1 to 1:2 and 1:4; number of treatment leks = 8.

Detection probability declined at a rate of -0.05 per year for only the treatment leks, was constant for control leks.

Detection probability declined at a rate of -0.05 per year but the trend was similar among all leks.

Detection probability declined at a rate of -0.05 per year for only the treatment leks, was constant for control leks.

For all scenarios, we evaluated estimates of treatment effects (interaction β) from the N-mixture analysis in two ways. We first assessed bias in the estimated treatment effect by comparing it to the true underlying trend in abundance, which we derived using a Poisson regression on the “known” abundances for each lek (N'), fit using a model equivalent to equation 7. We used this approach rather than assessing bias based solely on the specified effect in the simulation (e.g. 0.025, 0.05, etc.) because the stochastic components of our simulations meant that the true underlying trend in the data regularly deviated from the specified mean. We calculated bias for each iteration as the difference between the interaction effect from the N-mixture model and the interaction effect from the true abundance data, and summarized bias based on the mean and range of bias values observed for all iterations within a particular simulation. We also evaluated the ability of any given analysis to identify statistical support for a treatment effect, given that it existed, by evaluating whether the 85% confidence intervals of the beta coefficient of the treatment effect overlapped 0.0 (no effect) for each iteration (Arnold 2010). Within a particular simulation we summarized the proportion of iterations where treatment effects could be distinguished.

For all simulations, we assessed whether N-mixture models provided increased inference relative to a simpler index-based approach that only used the raw lek-count data. We approached this assessment using two alternative indices; the maximum value of all counts obtained from a particular lek during a given year (hereafter max count), and a single count selected at random from within a given year (hereafter random count). In each case, we fit a generalized linear model with a Poisson distribution to the count index using a model structure equivalent to equation 7. We assessed bias and precision in the resulting estimates of the treatment effect as described above for the N-mixture analysis.

We initially chose to use the single season model of Royale (2004) over the alternative dynamic N-mixture formulation of Dail and Madsen (2011). We based this decision on the assumption that...
Fig. 1. Annual estimates of (A) detection probability and (B) mean male abundance, derived from N-mixture analysis of Greater Sage-Grouse (Centrocercus urophasianus) lek count data, collected in the Warners Priority Area of Conservation (PAC), southern Oregon, 2000–2012.

RESULTS

The best supported N-mixture model of male sage-grouse abundance in southern Oregon included effects of survey date ($\beta = 0.01 \pm 0.001$ SE) and a categorical year effect on detection probability, as well as a categorical year effect on abundance (Table 2). Year-specific predictions from this model demonstrate a large degree of annual variation in both detection probability and abundance (Fig. 1). Annual estimates of detection probability ranged from $p = 0.25 \pm 0.07$ SE to $p = 0.50 \pm 0.03$, while estimates of mean annual abundance (males/lek) ranged from $\lambda = 21.4 \pm 7.3$ SE to $\lambda = 69.4 \pm 37.4$ SE.

Table 2. Model selection results from an initial analysis of Greater Sage-Grouse (Centrocercus urophasianus) lek count data collected in the Warners Priority Area of Conservation (PAC), southern Oregon, 2000–2012. Models were fit in an N-mixture framework using the R package unmarked.

| Model                  | $\Delta$AIC | $\Delta$AICc | $w$  | $K$ |
|------------------------|-------------|--------------|------|-----|
| $p(\text{date} + \text{year}) N(\text{year})$ | 6177.85     | 0.00         | 1.00 | 36  |
| $p(\text{date}) N(\text{year})$            | 6265.41     | 87.56        | 0.00 | 20  |
| $p(\text{year}) N(\text{year})$            | 6296.28     | 118.43       | 0.00 | 35  |
| $p(.) N(\text{year})$                      | 6413.59     | 235.74       | 0.00 | 19  |

$\Delta$AIC = AIC of model 1 - AIC of model 2; $\Delta$AICc = $\Delta$AIC adjusted for sample size; $w$ = Akaike weight; $K$ = number of parameters.

Mean treatment effects derived from N-mixture models were generally unbiased across a wide-range of sample sizes (numbers of leks), treatment effect sizes, and annual variation in population growth rate (Fig. 2A), however there was variation among individual model runs with maximum biases approaching $\pm 0.025$. For example, if treatments elicited a 0.05 increase on population growth at treatment leks, N-mixture models would on average capture that effect accurately, but would also occasionally return estimates as low as 0.025 or as high as 0.075. The range of absolute...
bias was generally narrow across all treatment effect sizes (Fig. 2A), which implies that proportional bias declined as effect size increased. We also found that N-mixture estimates offered only marginal improvement in performance over indices based on the maximum count of males during a given year. Max count models demonstrated a small (arguably trivial) amount of mean negative bias and a similar range in bias among all iterations when compared to N-mixture estimates (Fig. 2D). Both N-mixture and max count indices were superior to random count indices, which were unbiased on average but showed a larger range of variation in bias among iterations compared to the other approaches (Fig 2D).

**Fig. 2.** Collective results of 60 simulations designed to explore the utility of Greater Sage-Grouse (*Centrocercus urophasianus*)lek counts for detecting localized effects of habitat management on population growth rates. We compared the estimated effect against the known difference in population growth rate between treatment and control leks for (A) N-mixture models, (B) a population index based on a single random count, and (C) a population index based on the maximum of three repeated counts, where the dashed line reflects a perfect 1:1 correlation. We evaluated (D) error for all three analyses as the distance between the true and estimated effect. Simulations included varying levels of treatment effect size (ranges from 1 to 10% difference in trend between treatment and control leks), sample size (either 8, 14, or 20 leks with even distribution of treatment and control), and annual variation in the population growth rate (0.05, 0.10, 0.15, and 0.20; depicted in panel D). Other simulation parameters are provided in Table 1.

The ability of N-mixture models to consistently detect a treatment effect over a 10-year period required a minimum sample of 14 leks (7 treatment and 7 control) under a balanced sampling design when treatments resulted in a 0.05 increase in population growth rate (Fig. 3). At this level of effect and sample sizes, the 85% confidence intervals of the treatment effect on population growth did not overlap 0.0 in 98% of iterations, meaning that N-mixture models had near-perfect ability to detect habitat management effects at this level. With larger effect sizes, i.e., 0.075 and 0.10, a smaller sample of 4 treatment and 4 control leks was capable of consistently detecting the effects, however, none of the sample sizes we considered could detect smaller effect sizes (Fig. 3). For example, with a sample of 20 leks (10 treatment and 10 control) only 72% of iterations were able to conclusively determine that a 0.025 treatment effect existed, while for 28% of iterations 85% confidence intervals of the effect overlapped 0.0. These general pattern were consistent for max count and random count approaches as well (Appendix 1).

**Fig. 3.** Range of lower 85% confidence limits for the year* treatment interaction term in N-mixture analyses of simulated Greater Sage-Grouse (*Centrocercus urophasianus*) lek count data. Each box and whisker represents 400 iterations, which varied according to the specified mean effect size (positive increase in population growth for treatment leks relative to controls) and total number of leks in the sample (equal balance between treatment and control leks). The vertical dashed line indicates the point at which lower confidence limit falls below 0.0, suggesting no support for the effect. Therefore, box and whiskers entirely above the line indicated cases where > 90% of iterations produced modeled slope coefficients with 85% confidence intervals that did not overlap 0.0. Each boxplot contains simulations where annual variation in the population growth rate varied from 0.05 to 0.20 (see Fig. 4).

Increasing annual variation in the population growth rate, i.e., background variation not associated with a treatment, did not affect bias in the treatment effect (Fig. 2D), but did result in some small but noticeable changes in the confidence intervals of the effect (Fig. 4). For example, when 7 treatment and 7 control leks were sampled under an effect size of 0.025, the lowest amount of variation we considered (SD = 0.05) was able to distinguish treatment effects based on 85% confidence intervals in 65% of simulations, while under the greatest amount of variation (SD = 0.20) only 42% of simulations could detect that level of effect. Nevertheless, in scenarios with 14 leks, a treatment effect of 0.05, and a 10-year study design, > 98% of iterations were capable of distinguishing a treatment effect based on 85% confidence intervals, irrespective of the annual variation in growth rate we considered.
**Fig. 4.** Range of lower 85% confidence limits for the year* treatment interaction term in N-mixture analyses of simulated Greater Sage-Grouse (*Centrocercus urophasianus*) lek count data. Each box and whisker represents 300 iterations, which varied according to the specified mean effect size (positive increase in population growth for treatment leks relative to controls) and annual variability in the population growth rate (r), expressed as a standard deviation (SD) of the mean. The vertical dashed line indicates the point at which lower confidence limit falls below 0.0, suggesting no support for the effect. Therefore, box and whiskers entirely above the line indicated cases where > 90% of iterations produced modeled slope coefficients with 85% confidence intervals that did not overlap 0.0. Each boxplot contains simulations where the total number of leks monitored ranges from 8 to 20 (see Fig. 3).

Single season and dynamic N-mixture models produced fairly equivocal results, with dynamic models yielding a slight bias in treatment effect estimates relative to the single-season models (Fig. 5A). Single season models were more superior to dynamic models with respect to support for treatment effects, however (Fig. 5B). Only 1 out of 100 iterations produced a single-season estimate of treatment effects with 85% confidence intervals that overlapped 0.0, compared with 10% of estimates from the dynamic models that overlapped 0.0 under the same simulation specifications.

When we increased the sample of control leks, we could not consistently detect effect sizes < 0.05 even given relatively large samples of control leks (Fig 6A). With a ratio of 1:4 treatment leks (n = 7) to control leks (n = 28), 19% of iterations could not distinguish a treatment effect of 0.025 from 0.0, and results were similar at a ratio of 1:8 (n = 56 control leks). Results were similar for index-based approaches for these two scenarios (Fig 6A). Larger numbers of control leks also did not allow for shorter study duration (Fig. 6C) because both 1:4 and 1:8 ratios still produced confidence intervals on treatment effects that overlapped 0.0 for the majority of iterations (61% and 47%, respectively) during a 5-year duration study. Therefore, the total number of treatment leks ultimately limited ability to detect relatively small (< 0.025) or shorter term (5 year) effects of habitat management. Increasing the sample of control leks did facilitate a smaller sample of treatment leks when effects were more moderate (≥ 0.05) and study duration was 10 years. At a 1:4 ratio, an effect size of 0.05 was conclusively detected for 99% of iterations with as few as 4 treatment leks (Fig. 6B), suggesting that in situations with very few focal treatment leks, using a larger number of control leks may be a useful strategy.

**Fig. 5.** Comparison of model error (A) and lower 85% confidence limits (B) between multiseason (Dail and Madsen 2011) and single season (Royle 2004) N-mixture models applied to simulated Greater Sage-Grouse (*Centrocercus urophasianus*) lek count data. Error represents the distance between model estimates of a treatment effect on population growth and the true realized effect in the simulated data, where the dashed line reflects perfect agreement (error = 0.0). Lower 85% confidence limits below 0.0 (dashed line in panel B) represent models where the treatment effect could not be distinguished from 0.0 (no effect). For each iteration (N = 100 per simulation), models were fit to an identical dataset with the following parameters: number of leks: 14 (7 treatment, 7 control); repeated visits per lek: 3; years: 10; treatment effect (change in trend on treatment leks): 0.05; trend in detection probability: 0.0; annual variation in population growth rate (SDr): 0.10.

In scenarios that included a general trend in detection probability that was shared among treatment and control leks, results from N-mixture models were similar to those from scenarios with no variation in detection (Fig. 7A). Mean bias increased slightly for the index-based assessments, although a relatively large proportion of iterations still produced unbiased results (Fig. 7A). When temporal trends in detection were confounded with treatment effects, however, substantial bias was introduced in estimates from all three approaches (Fig. 7B). Inclusion of a year* treatment interaction on the detection term counteracted bias in N-mixture models to some extent, but this also tended to inflate the range of biases observed across iterations (Fig. 7C) making estimates from N-mixture models less reliable in the presence of confounding effects on detection probability, at least in the specific scenarios we explored.
Fig. 6. Lower limits of 85% confidence intervals of treatment effects under an unbalanced sampling design where a larger number of control leks were used relative to treatment leks in scenarios where (A) effect size was specified as 0.025, (B) only 4 treatment leks were included, and (C) only 5 years were included in the simulation. All other simulation parameters are described in Table 1. Each box and whisker represents 100 iterations, which varied according to the ratio of treatment: control leks as identified in the figure panel legends. The vertical dashed line indicates the point at which the confidence interval overlap 0.0, suggesting no effect. Therefore, box and whiskers entirely above the line indicated cases where > 90% of iterations produced modeled slope coefficients with 85% confidence intervals did not overlap 0.0.

Fig. 7. Assessment of bias in modeled treatment effect when (A) detection probability exhibited a -0.05 annual trend, (B) when only treatment leks exhibited a -0.05 annual trend in detection probability and the model was fit with a continuous year effect on detection probability, and (C) when only treatment leks exhibited a -0.05 annual trend in detection probability and the model was fit with a treatment*year effect on detection probability. In each case, error represents the deviation in the modeled treatment effect from the true underlying population trend on treatment leks.
Model selection was generally not able to identify biases associated with confounding detection issues. Under a scenario that included 14 leks with a balanced sample of treatment and control leks, and where there was no treatment effect on abundance but a treatment effect on detection, the correctly specified detection structure was favored by model selection in 59 of 100 simulations. In other words, 59% of iterations correctly identified the confounding effect of treatment on detection probability without incorrectly attributing the effect to changing abundance. However, under a scenario with no treatment effect on p but a true treatment effect on abundance, the same model structure (treatment*trend interaction on p) was selected as the best model in 49 of 100 iterations. When there was a full confounding, i.e., treatment effects on both detection and abundance (the scenario depicted in Fig. 7C), only 22% of iterations identified the treatment*trend interaction on p, and very few analyses (7%) identified the correctly specified model structure with the interaction applied to both p and N. Collectively these results suggest a limited ability of model selection to help elucidate confounding treatment effects on detection probability, at least with the relatively small sample sizes we explored during this study.

**DISCUSSION**

As management efforts continue for conservation-reliant species, like sage-grouse, the need to efficiently monitor the outcome of a rising volume of local conservation efforts will increase. We are encouraged by our findings demonstrating that such local-scale monitoring using a modest number of leks can detect trends in sage-grouse abundance associated with potential management actions. With as few as 7 treatment and 7 control leks, we could detect ≥5% annual change in abundance over a 10-year period, but we found diminishing returns with lower sample sizes, smaller effect sizes, or fewer years of monitoring. With as few as 4 leks per observational unit, we were able to detect 10% trends in annual abundance, however this effect size may be unreasonably large to assume for many management actions. Therefore, in general, we recommend a minimum sample size of 7 treatment and 7 control leks monitored for at least 10 years to effectively monitor local conservation outcomes using lek counts.

The estimates of detection probability that we derived from lek count data in Oregon exhibited annual variation (p = 0.25–0.53) that fell within the range of those reported previously in other portions of sage-grouse range (McCaffery et al. 2016). As such, we suggest that results of our simulations may be extended to sage-grouse populations outside those in Oregon. When we increased the annual variability in population growth, we found a slight decrease in the ability to distinguish treatment effects from background noise. This suggest that in systems exhibiting more stochastic dynamics, i.e., SD > 0.20, a larger sample size of treatment leks may be preferable compared with more stable systems.

We found that under an unbalanced sample size, use of a greater number of control leks did not dramatically improve the ability to detect smaller effect sizes or enable shorter study periods, relative to a balanced design. The one area where this technique did seem to improve estimation was for smaller samples of treatment leks, where a 1:4 ratio of treatment to control leks permitted consistent detection of a 5% annual change in abundance for as few as 4 treatment leks. Therefore, under a scenario where fewer than 7 leks are included in a management plan, pairing those leks with larger sample of control leks at a ratio of 1:4 should provide sufficient power to detect management effects, if they exist. This may provide additional flexibility for managers working with small, isolated populations or in situations where resources constrain the extent of conservation actions to a small subset of leks.

Our findings contrast previous work that suggested single-counts of 150 leks were necessary for detecting annual changes of 10% (Fedy and Aldridge 2011). This difference is likely due to differences in the temporal scale of trends estimated by Fedy and Aldridge (2011) compared with those during our study; we assessed multiyear, e.g., 5-year, 10-year, systematic trend in abundance, whereas Fedy and Aldridge (2011) evaluated annual change in a smoothed population growth rate derived from generalized additive models. We did not attempt to quantify short-term dynamics during our simulations or assess model accuracy in capturing changes in abundance on a year-to-year basis. Given the results of Fedy and Aldridge (2011), we suspect capturing such short-term dynamics would be challenging at the relatively small sample sizes we considered during our study. The necessity of longer time intervals to detect effects during our study was certainly due to the greater degree of sampling variation inherent to relatively small sample sizes. Although the true treatment effect was present in our simulations for all years, a decade of observation was required to separate it from the background annual variation inherent to sage-grouse population growth. Significant annual variation, both stochastic and cyclic, has been regularly demonstrated and is likely ubiquitous among sage-grouse populations (Connelly et al. 2011, Fedy and Doherty 2011, Blomberg et al. 2012, Rowe and Fedy 2017). The appearance of population response to conservation actions or negative impacts may therefore be inherently slow, but we are encouraged that lek counts at local scales may be used to detect reasonable changes in populations. We therefore recommend that when monitoring local-scale conservation actions, practitioners focus on, and plan for, relatively long-term assessments, e.g., > 10 years, and avoid drawing too great an influence from short-term changes immediately following treatments. Our simulations also assumed that population growth increased immediately following treatments; if in reality populations lag in response, e.g., because of delayed recovery of vegetation communities, then > 10 years may be necessary to establish positive effects of treatments. Furthermore, if treatment effects are expected to illicit < 5% change in annual population growth, study durations > 10 years may be necessary.

We found, somewhat unexpectedly, that N-mixture models produced only marginal improvement in trend estimation relative to those from indices based on the maximum observed count of males during repeated surveys. McCaffery et al. (2016) presented N-mixture models as a more robust method for lek count estimation, and demonstrated measurable differences between abundance estimates derived from N-mixture models and maximum counts when analyzing lek count data (n = 1322) across the entire state of Montana over a 12-year period. The authors further showed that trend estimates derived from N-mixture analysis deviated from those based on a population index; the former was able to distinguish a 7% annual decline, while the latter...
was not. The discrepancy between our results and those of McCaffery et al. (2016) may be due to differences in our treatment of the index values and approaches to trend estimation from them. McCaffery et al. (2016) estimated a mean and variance of the log population growth rate (equation 6 in McCaffery et al. 2016), while we used the slope term from an annual trend fit using a Poisson regression. Barker et al. (2018) suggested that Poisson regression may produce equivocal or slightly superior estimates relative to \( N \)-mixture models, particularly for estimates of abundance from sparse data. It is also important to recognize that we focused on population trend in our assessments and did not evaluate the models’ ability to predict abundance, for which indices are clearly inferior when \( p < 1.0 \). Recent work by Monroe et al. (2019) clarifies many of these relationships for larger sample sizes (\( n = 100 \) leks). These authors found that index-based methods, modeled using either Poisson or Negative Binomial regression of maximum counts, showed clear bias in estimation of abundance but produced generally unbiased trend estimates in the absence of confounding trends in detections (Monroe et al. 2019).

Abundance estimates from \( N \)-mixture models may be susceptible to bias when there is heterogeneity in detection (Dennis et al. 2015, Veech et al. 2016, Barker et al. 2018, Monroe et al. 2019) that is not captured with a correctly specified model (Monroe et al. 2019). Our simulations illustrated that when changing detection probability was confounded with the effects of habitat treatment, \( N \)-mixture models regularly produced biased estimates of the treatment effects, even under correctly specified model structure. The small sample sizes inherent to our particular questions no doubt exacerbated this issue, and while model selection provided some ability to illustrate the presence of confounding effects, this was also inconsistent. In contrast, Monroe et al. (2019) found that \( N \)-mixture models following a repeated sampling design were capable of disentangling confounding trends between \( p \) and \( N \). Our findings do not necessarily contradict those of Monroe et al. (2019), for two important reasons. First, Monroe et al. (2019) used comparatively large samples (\( n = 100 \) leks) in their simulations, presumably with greater power to disentangle parameter covariance. Second, our design added an additional level of confounding (that of habitat treatment) that was not present in the assessment of Monroe et al. (2019); when we considered only a general confounding between \( p \) and \( N \) that was not associated with treatment, we found that \( N \)-mixture models were unbiased.

False positive detections, such as resulting from double counting, may also introduce further heterogeneity in detection probability. Our findings illustrate that independence between the effects of habitat treatments and detection probability is a fundamental and critical assumption that must be met when using lek counts to evaluate conservation outcomes at small scales, irrespective of the analytical method used to quantify the trend estimate.

The probability of counting a male during a lek survey is a product of multiple factors (Monroe et al. 2019), including the probability of male lek attendance, the probability of male display during a count, given attendance, the visibility of the male to an observer while displaying, and the ability of the observer to accurately count and record a visible male. These factors are likely ubiquitous and dynamic, varying among years, leks, and observers (Walsh et al. 2004, Blomberg et al. 2013, Baumgart et al. 2017, Monroe et al. 2019, Wann et al. 2019). Our knowledge of the mechanisms that influence male detection probability during lek counts is generally speaking, imperfect, and we did not set out to fully disentangle these issues during our study. Monroe et al. (2019) considered the relative influence of various detection components on performance of both \( N \)-mixture and maximum count indices, and found that trends in male attendance had a greater effect on model bias than trends in detection associated with visibility, i.e., Fig. 3 in Monroe et al. 2019. The authors also found that use of ancillary data on lek attendance obtained from GPS-marked males could be used to correct for latent heterogeneity in detection and improve estimation for both index- and \( N \)-mixture-based approaches to trend estimation (Monroe et al. 2019). Further work exploring the mechanistic relationship between sage-grouse behavior and detection probability during lek counts, particularly with respect to habitat management activities, is warranted. Such information could further improve the ability to use lek counts for evaluating local-scale conservation measures while addressing assumptions related to detection probability.

Lekking species of grouse will likely require continual management at landscape scales to ensure their persistence in the United States. There are unprecedented efforts underway to conserve sage-grouse and the habitats they occupy (USFWS 2015), and finding practical methods to monitor the biological outcomes of these efforts are paramount. We are encouraged by our findings as a first step in identifying sample sizes necessary to monitor populations at the scale at which most management occurs. However, further work is needed to understand how nuanced differences in behavior among lekking grouse species and system-specific variation within species affect detection probability during count-based surveys. We encourage others to pursue this work, and to use simulations such as ours to determine the level of sampling effort required for other species and systems.

Responses to this article can be read online at: http://www.ace-eco.org/issues/responses.php/1517
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Appendix 1. Additional figures illustrating study area and results from index-based analyses evaluating sample and effect size variability.

Figure A1.1 Map of study region, and delineation of the Warners Priority Area for Conservation (PAC) of greater sage-grouse in southern Oregon, USA.
Figure A1.2. Range of lower 85% confidence limits for the year*treatment interaction term in Poisson regressions fit to simulated sage-grouse lek count indices based on the maximum value of three repeated counts at each lek during each year. Each box and whisker represents 400 iterations, which varied according to the specified mean effect size (positive increase in population growth for treatment leks relative to controls) and total number of leks in the sample (equal balance between treatment and control leks). The vertical dashed line indicates the point at which lower confidence limit falls below 0.0, suggesting no support for the effect. Therefore, box and whiskers entirely above the line indicated cases where >90% of iterations produced modeled slope coefficients with 85% confidence intervals that did not overlap 0.0. Each boxplot contains simulations where annual variation in the population growth rate varied from 0.05 to 0.20 (see manuscript Fig. 4).
Figure A1.3. Range of lower 85% confidence limits for the year*treatment interaction term in Poisson regressions fit to simulated sage-grouse lek count indices based on a single randomly selected count at each lek during each year. Each box and whisker represents 400 iterations, which varied according to the specified mean effect size (positive increase in population growth for treatment leks relative to controls) and total number of leks in the sample (equal balance between treatment and control leks). The vertical dashed line indicates the point at which lower confidence limit falls below 0.0, suggesting no support for the effect. Therefore, box and whiskers entirely above the line indicated cases where >90% of iterations produced modeled slope coefficients with 85% confidence intervals that did not overlap 0.0. Each boxplot contains simulations where annual variation in the population growth rate varied from 0.05 to 0.20 (see manuscript Fig. 4).