Dynamic time distribution system monitoring on traffic light using image processing and convolutional neural network method
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Abstract. The number of vehicles that continues to increase every time can cause congestion and increase the potential for accidents. One type of violation that often results in accidents is motorists who break through traffic lights when the red light is on. One factor that encourage motorists to not obey traffic light signs is due to the distribution of green time which tends to be fast on relatively dense tracks. This final project aims to get dynamic green light on traffic light according to the volume of the vehicle for each lane using convolutional neural network method and can detect traffic light violations in the form of breaking the stop line markings on zebra cross. The sensor used is camera. There are three cameras used in each line. The number of cars detected will be sent to microcontroller via laptop. The data on the number of cars is used as input for the convolutional neural network to produce output data that serves as reference for obtaining the length of time for the green light. If the car stops above or exceeds the stop line on zebra cross when the red light is on, the car will be detected as violation.

1. Introduction
One of the effects of the increasing population is that the number of vehicles on the road is also increasing. Based on data from the Central Statistics Agency in 2015, 2016, 2017 in a row the number of motor vehicles was 121,394,185, 129,281,079, 138,556,699 vehicles. This is not proportional to the volume of roads which tend to be fixed, this results in traffic congestion which results in congestion. Congestion can interfere with the mobility of the community.

The amount of time lost in wasted due to congestion has an impact on people's income. Congestion cannot be avoided when the hours go to work or go to school. That also applies when the hours come home from work or school. Congestion is also affected by sub-optimal traffic light settings and traffic violations by motorists. Traffic violations are caused by motorists who do not obey traffic signs. One of the traffic violations is that the driver stops on the zebra crossing on the traffic light which is used by pedestrians to cross the road. The Bandung City Transportation Agency released a type of violation that was often violated by motorists in the period 15 to 27 November 2017, stopping at the zebra
crossing on the traffic light was the most frequently committed violation of 326 violations (Mawardi, 2017).

The ideal condition (time) of traffic lights distribution is important which can reduce the density of vehicles by adjusting the distribution which can adjust according to the level of congestion at each time. So it is necessary to have a system of tools that can detect violations and can adjust the state (time) of traffic lights according to the density level of the vehicle. Research on getting dynamic time has been done several times. The research that has been done is in the form of analysis and design simulation using a microcontroller and PLC. Based on the above background, the authors took the research to create a dynamic time distribution system that is suitable for congested traffic conditions and detects violations when the vehicle's position crosses the crossing markings when the traffic light is red.

The author makes a design using the Convolutional Neural Network (CNN) based image processing method, so that the results of the research conducted can be known. Therefore, the authors raised a research entitled "Dynamic Time Distribution System Monitoring on Traffic Light Using Image Processing and Convolutional Neural Network Method".

2. Relevant Study

2.1. Related Work

The research entitled "Design of Dynamic Time Distribution System for Traffic Light Using Image Processing Method Based on Fuzzy Logic" has studied calculating traffic density using camera sensors and can control the time at traffic lights. In this study, we cannot distinguish between left and right paths. The counted vehicle is the total number of vehicles on the road. (Hidayat, 2018)

Subsequent research entitled "Design and Development of Dynamic Time Distribution Systems and Detection of Violations in Traffic Light Using Fuzzy Logic Based Image Processing Methods has conducted research on calculating the density of traffic lanes and detection of zebra cross violations using camera sensors and can control time at traffic lights. In this study, it cannot detect objects other than cars. Vehicle detection is based solely on color and cannot detect smaller objects. (Saputro, 2019)

In this study, referring to previous research developed where researchers used the Image Processing method and the Convolutional Neural Network method. In contrast to previous studies, in this study the method used was Convolutional Neural Network. This convolutional neural network method is able to detect objects based on the entered datasheet. Image Processing is used to determine the number of vehicles on the left lane (Hidayat, 2018).

3. Research Design

3.1. System Design

This chapter contains the research flow. For the discussion that is about the identification of problems, study of literature, system design, hardware and software design, analysis and discussion. Systematically the steps in the research are made in the form of flowcharts as shown in Figure 1 below.
3.2. Design

Dataset is an object that represents data and relations that have been created in storage. A dataset can be called a database, because it has the same structure. The dataset in this study is taken from several examples of several images that have been stored in the laptop storage space. And the dataset is used for object classification. the more input the dataset will make the higher the classification results and the heavier the laptop runs.

As in Figure 2 above, some examples of dataset images and the number of datasets used. However, later the dataset used will increase even more.

![System Design Diagram](image-url)
### Dataset Table

| Dataset Name | Dataset Image | Total |
|--------------|---------------|-------|
| Stuck        | ![Stuck Image](image1.png) | 200   |
| Middle       | ![Middle Image](image2.png)  | 200   |
| Slack        | ![Slack Image](image3.png)   | 200   |

*Figure 2. Dataset.*

Hardware placement designs such as PC placement and camera sensors are designed as best as possible in order to get an accurate and efficient system response. As planned as shown in Figure 3 and 4 below.

*Figure 3. Hardware Design System.*
3.3. CNN Architecture Design

This final project is focused on getting an object detection system with a Mini PC. In addition, the main objective of this study is to obtain a classification result from the CNN process. In the general CNN process, this process has 3 stages, namely pre-processing, processing, and classifying.

The pre-processing process consists of 2 processes, namely the formation of inputs and conversion of inputs to grayscale. The second process is processing which consists of image convolution, image dimension reduction, max pooling, training with neural networks, and softmax. For the last process is classifying which has 1 process, namely determining output.

As in Figure 5 with the flow of the feature extraction process, namely by using the convolution process which is carried out 2 times, with the subsampling layer only done once. And for the stages, the first stage is the grayscale image which is processed through a convolution kernel or can be called a 5 x 5 Gaussian kernel with 10 convolution features to produce 10 new images of the same size without reducing pixels, 320 x 240 pixels, then the convolution process is repeated for the second time with a 5 x 5 kernel in this convolution the feature map does not increase because each feature map is only convolved once so that the second feature map is 316 x 236 x 10. The next process is subsampling and ReLu with half reduction. The pixel size of the previous image, therefore, on this layer the feature map will be 158 x 118 x 10. After the feature extraction process is done, flattening is carried out, namely making the 2D (mxn) matrix become 1D (mx 1), this flattening process produces an input vector of 186,440 who will then go through the training process with several similar output vectors the shape. For the image in 3.10 with a car input and there are 4 output vectors that resemble, namely truck, car, tv monitor, chair, motorcycle. The training is carried out with the help of softmax. And the output turned out to be the correct one is car.
3.4. Image Processing Design

In image processing, there is an initial process called pre-processing which is used to obtain information about the original image that is ready to be processed for the next stage, which can be called processing so that the result is obtained.

Figure 6 is a general sketch of the process of the CNN method. Before entering the CNN stages, the quantity and quality of the dataset must be determined first. Because it will affect the results of the training. The pre-processing stage is the process of obtaining image data which is then converted from an RGB image to Grayscale. Whereas at the Processing stage, an image convolution process occurs which functions to improve the image by means of a filter using the kernel convolution so that the im-
image looks more detailed by reducing noise. Then proceed with dimension reduction to change the image pixel size from the convolution process in half. After obtaining an image of the next reduction process, the result of the reduction is trained by the neural network to obtain the weight. This weight can determine and produce the Output value on the system.

4. Result and Discussion
4.1. Sensor and Actuator Testing
4.1.1. Camera Sensor Testing
To proceed to the next stage, a sensor test is required to be installed in this system. The following are the results of sensor testing in this Final Project plan. In this section, contains about camera testing. For checking the camera can be seen directly from the indicators contained on the camera. There is a green LED indicator located in the front area. This indicator will light up when the program asks the camera to turn on. In the application in the system, the camera has a little time to start up at the beginning. In 1, the following is an example of an indicator when the camera is on and off. And in Table 1 the following is the time it takes for the camera to turn on.

| No | Webcam On | Webcam Off |
|----|-----------|------------|
| 1  | ![Webcam On](image1.png) | ![Webcam Off](image2.png) |
| 2  | ![Webcam On](image3.png) | ![Webcam Off](image4.png) |
| 3  | ![Webcam On](image5.png) | ![Webcam Off](image6.png) |

Table 1. Webcam Condition.

The next step is testing the webcam connection to the PC. The PC will be given a program that will read and display the video in real-time. If successful, the test of the camera connection is complete. Figure 7 shows the results of testing the connection between the camera and PC.
Figure 7. Testing Webcam to PC.

4.1.2. Pilot Lamp Testing.
To proceed to the next stage, it is necessary to test the actuator that will be installed in this system. The following are the results of actuator testing in this Final Project plan. In this section, contains about testing the Pilot Lamp. To check the Pilot Lamp, it can be seen directly from the flame of the lamp. The following is an example of an indicator when the Pilot Lamp turns on and off. In Table 2 the following is an image when the Pilot Lamp is On, and an image when the pilot lamp turns off.

| No | Pilot Lamp On | Pilot Lamp Off |
|----|---------------|----------------|
| 1  | ![Image](image1) | ![Image](image2) |
| 2  | ![Image](image3) | ![Image](image4) |
| 3  | ![Image](image5) | ![Image](image6) |
4.2. Training Result

![Figure 8](image.png)

Figure 8. Dataset Training Result.

Figure 8 is the result of training using the aldadelta optimizer. From the graph, it shows that the results obtained using the aldadelta optimizer have an accuracy of up to 1 using 30 epochs.

4.3. Result Image Processing and CNN

| No | Figure Detected | Monitoring |
|----|----------------|------------|
| 1  | ![Image 1](image1.png) | ![Monitoring 1](monitoring1.png) |
| 2  | ![Image 2](image2.png) | ![Monitoring 2](monitoring2.png) |
| 3  | ![Image 3](image3.png) | ![Monitoring 3](monitoring3.png) |

Table 3. Test Result.
4.4. Hardware
The mechanical design in this tool is made using wood as a base, while the road image uses a banner with a size of 110 cm x 110 cm. The intersection used is a 4-lane intersection, one of which is a directional route. There are 3 traffic light poles and there is 1 camera on each traffic pole that is used to detect the number of vehicles in 3 traffic lanes. Figure 9 is the prototype used in this final project. The prototype is based on the mechanical design in chapter 3.

![Figure 9. Hardware system.](image)

5. Conclusion
The conclusion of this study that this Convolutional Neural Network method can monitor density levels well. The existing dataset already has a good level of accuracy, reaching 100%. This level of accuracy can be seen from the results of training data that have been carried out using the Adadelta optimizer.
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