BLDC Motor Control Optimization Using Optimal Adaptive PI Algorithm
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Abstract

The main problem of using a Proportional Integral (PI) Controller in Brushless Direct Current (BLDC) motor speed control is tuning the PI's parameter and its performance cannot adapt to the system behavior changes. Particle Swarm Optimization (PSO) has been chosen to optimize the tuning. Fuzzy Logic Controller (FLC) is used to online tuning PI's parameters to adapt to system conditions. Optimal adaptive PI, which combines the PSO method and FLC method to tune PI, is proposed. It was successfully implemented in the simulation environment. The test was carried out in three conditions: step responses, set-point changes, and disturbance rejection. The proposed algorithm is superior with no overshoot/undershoot. Whereas in the other hand, it has a higher IAE and higher control effort by 78.73 % and 60 % compared to PI control. On the other hand, it has a higher IAE dan lower control effort by 11.82 % and 33.88 % compared to PI-PSO. Therefore, the optimal adaptive PI control can reduce energy consumption compared to optimal PI with better performance than PI control.
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I. INTRODUCTION

The control system that is widely used in industry is PID (Proportional Integral Derivative). Based on [1], [2], almost 90 % of industries still use PID control because of its simplicity, applicability, and reliability. However, PID's weakness is that it takes a long time to tune [3], [4]. Several methods of tuning PID controls have been proposed. This tuning method can be categorized into i) empirical methods such as Ziegler-Nichols (ZN) and Cohen-Coon (CC), ii) analytical methods such as root locus (RL) and frequency response (FR), and iii) optimization methods such as using Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Ant Colony Optimization (ACO) [2], [4], [5]. The optimization method is now widely used because of its performance to optimize the performance of PID controls as in [6], [7].

The Brushless Direct Current (BLDC) motor is commonly used in industrial applications and electric vehicles [8]. It is superior compared to conventional brushed DC motor due to attractive features such as high efficiency, high torque, great speed, small noise, small volume, and extended life [9]. In the 1990s, several conventional linear controllers such as Proportional Integral (PI), Proportional Derivative (PD), and PID are used to control BLDC motor [10]. However, since the BLDC motor is a multivariable, nonlinear, and strong coupling complex system [11]. Therefore, it required a variable-speed operation in which the PI controller is unable to handle due to its limitation in a single operating point, whereas PD and PID are usually avoided in power electronics because of their tendency to amplify the ripple [12].

When using PID as speed control of BLDC motor, two problems are tuning PID's parameter and it is limited in a single operating point (not adaptable) in the BLDC motor. Therefore, in this research, an algorithm that can handle this problem is proposed. It is aimed to address the tuning problem using the optimization method and can fulfill such an objective function by optimization. Whereas to solve the second problem, adaptive PID is used. Fuzzy Logic Controller (FLC) is used to online tuning PID to cope with the system's changes. It has been proven by [8] that using FLC in PID could make the controller be able to adapt the system behavior changes.

Some methods can be used in optimization-based tunings such as GA, PSO, and ACO. A. Soundararajan et al. [13], compare the performance of PID tuned by GA and PSO in the Automatic Voltage Regulator (AVR) system. They conclude that PID-based PSO tunings have lower settling time and overshoot. In [14], a comparative study between PID-GA and PID-PSO in an industrial process is presented. The result shows that PID-PSO has better performance both in settling time and overshoot.
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Therefore, in this research, PSO is chosen to tune PID to get an optimal PID controller.

PID, PSO, and FLC have been proposed in [11] and [15]. In [11], PSO is used to tune the FLC’s scaling factor, which tunes the PID controller. Although the result shows improved performance, the online tune of PSO and FLC makes the processor working hard and cannot be implemented in a low-cost processor. In [15], PSO is used to optimize the fuzzy tuning rule, and FLC tune PID’s parameters online. The result shows that the performance of the proposed controller is better than a fixed-gain PID controller. However, complex programming to optimize fuzzy membership and its rules are needed.

In this paper, optimal adaptive PI control is proposed to solve the PID problem applied in BLDC motor control which is tuning and the ability to adapt to system changes. The proposed method has an objective function to minimize control energy and maintain performance. Since some control methods give better performance with high control energy and vice versa. This objective function is like the optimal control objective function which has a trade-off between performance and control energy. However, it is implemented based on PID with a simple calculation. In an in-vehicle application, where the supply energy is only from the battery, minimum energy used in the motor means that the longer distance can be achieved.

The rest of this paper presents the BLDC motor model in Section II. Section III describes the formulation of the proposed Optimal Adaptive PI Controller. The result and discussion are elaborated in Section IV. Finally, the conclusion is provided in Section V.

II. BLDC MOTOR MODEL

The difference between the BLDC motor and DC motor is the addition of phases involved, which affects the overall result of the BLDC model [16]. Figure 1. The mathematical model of the BLDC motor can be derived from the mathematical model of the DC motor. The BLDC motor output speed is regulated through ways of three-phase pulse-width modulation inverter. Equation (1) - (4) can express the BLDC motor equation [16]. Where \( \tau_m \) and \( \tau_e \) are mechanical and electrical time constant, respectively. The parameters of the BLDC motor model are shown in Table 1. Equation (5) shows the transfer function of the BLDC motor after all parameters’ values are substituted to (4).

\[
G(s) = \frac{1/k_e}{\tau_m \tau_e s^2 + \tau_m s + 1} \quad (1)
\]

\[
\tau_m = J/3R/k_e k_t \quad (2)
\]

\[
\tau_e = L/3R \quad (3)
\]

\[
k_e = k_e(l-t)/ \sqrt{3} \quad (4)
\]

III. OPTIMAL ADAPTIVE PID CONTROL

A. Optimal PID Control

Optimal PID control is PID control that must fulfill such an objective function such as in optimal control. To meet the goal of the objective function, Particle Swarm Optimization (PSO) is used to tune PID parameters. PSO was first introduced by Kennedy and Eberhart [17] which is made based on the social and communication behavior of birds. Every individual is assumed as a vector position and represents a potential solution to optimization problems. The formula for calculating speed (V) and position (X) is shown by (6) and (7), respectively [18].

\[
V_i^{kg+1} = w(t) + V_i^{kg} + c_1 r_1(p_i^{kg} - X_i^{kg}) + c_2 r_2(Best_i^{kg} - X_i^{kg}) \quad (6)
\]

\[
X_i^{kg+1} = X_i^{kg} + V_i^{kg} \quad (7)
\]

where \( g = 1, 2, \ldots \), \( G, i = 1, 2, \ldots \), population size, \( r_1 \) and \( r_2 \) is random values between 0-1, \( c_1 \) is a local learning factor, \( c_2 \) is a global learning factor. Commonly, \( c_2 \) is bigger than \( c_1 \). The PSO parameters used are listed in Table 2.

| Parameters for modeling BLDC motor [16] |
|----------------------------------------|
| Parameters                              | Values              |
| Motor power rating                      | 1.5 HP              |
| Motor voltage rating (V)                | 48 V                |
| Equivalent resistance (R)               | 0.345 Ω             |
| Equivalent inductance (L)               | 0.314 mH            |
| Torque constant (kT)                    | 4.19 Ncm/A          |
| Voltage constant (ke)                   | 0.0419 V/rad/s      |
| Moment of inertia (J)                   | 0.0019 Ncm-S²       |

\[
G(s) = \frac{23.86}{0.00341s^2 + 0.3019s + 1} \quad (5)
\]
TABLE 2
PSO PARAMETERS USED

| Parameters | Values |
|------------|--------|
| w          | 0.2    |
| c₁         | 2      |
| c₂         | 2      |
| Population | 25     |
| Max Iteration | 10  |
| Number of Variable | 2      |
| Lower bound | 0      |
| Upper bound | 10     |

Figure 2. Flow Chart of PSO Algorithm

Figure 2 shows the flow diagram of the PSO algorithm. The objective function used in this study is the combination between Integral of Absolute Magnitude of Error (IAE), controller output ($U$), steady-state error (SSE), and settling time ($Ts$) as shown in (8). Where $w_1$, $w_2$, $w_3$, and $w_4$ are the weighting value such that $w_1 + w_2 + w_3 + w_4 = 1$. The purpose of the objective function is to get better performance from IAE, SSE, and $Ts$, and minimize control effort from $U$. In a physical system, the controller output is sent to the PWM generator which drives the inverter output; therefore, is proportional to the electrical energy used to drive the BLDC motor.

$$J = \int_0^\infty (w_1 IAE + w_2 U^2 + w_3 SSE + w_4Ts)$$

(8)

B. Adaptive PID Control

Adaptive PID control is a PID control which adaptive to the plant behavior by changing its gain value. Fuzzy Logic Controller (FLC) is a rule-based method that can be used to tune PID’s parameters online base on plant behavior. FLC-PID has proven to give better performance compared to the conventional PID control as in [19]-[21]. The structure of the adaptive PID controller using FLC is shown in Figure 3.

C. Optimal Adaptive PID Control

Optimal adaptive PID control is the combination of optimal PID and adaptive PID. Optimal PID has the advantage to cope with the determined objective function. Whereas adaptive PID has the advantage to adapt to plant behavior changes. Therefore, combining these two methods to get PID which satisfies an objective function and adaptive to the plant changes will be done in this research.

PSO is used to tune the PID in offline mode so that the computation time not as heavy as in online tuning. Whereas the FLC is designed based on PID’s parameter value from PSO. Since FLC is used to tune PID parameters, to reduce the computation time, in this research, only PI control is used. Therefore, only $Kp$ and $Ki$ will be tuned online. Figure 4 shows the block diagram of optimal adaptive PI control in the MATLAB/Simulink environment. Table 3 shows the fuzzy rule which has the same rule for $Kp$ and $Ki$. Where, E, CE, N, Z, P are an error, change of error, negative, zero, and positive, respectively. There are two inputs namely E and CE, each has three membership functions (N, Z, P). The triangular membership function is chosen for both input and output because of its simplicity. Whereas the type of fuzzy used is Mamdani.
TABLE 3
FUZZY RULE FOR KP AND KI

| E | CE | N  | M  | Z  | P  |
|---|----|----|----|----|----|
| N | M  | Z  | M  | M  |
| Z | Z  | Z  | Z  | Z  |
| P | B  | B  | B  | B  |

IV. RESULT AND DISCUSSION

Two algorithms are tested and compared with the proposed algorithm which is PI (tuned manually) and Optimal PI (named as PI-PSO since PSO is used to tune PI). Whereas the proposed algorithm is Optimal Adaptive PI control which combines PI-PSO with FLC called PI-PSO-FLC. The value of $K_p$ and $K_i$ for all methods are listed in Table 4. Both performance and control efforts ($U$) are compared. Performance is represented by settling time ($T_s$), Overshoot/Undershoot, and IAE. Figure 5 shows the flow chart of the control design and optimization process. It is seen that the PSO algorithm used for PI-PSO and PI-PSO-FLC are the same, the only difference is the use of FLC in the second method.

Three condition testing is carried out which are step response, set-point changes, and disturbance rejection in one simulation result. Total simulation time is 5 seconds where step response testing is between 0 to 2 seconds. Set-point changes from 2 to 3.6 seconds and the last test is 3.6 until the end of simulation time. In this test, the tolerance of ± 1% is used. The simulation result can be seen in Figure 6 and the detailed result is summarized in Table 5.

![Flow chart of control design and optimization process](image)

**TABLE 4**

| Method     | $K_p$ | $K_i$ |
|------------|-------|-------|
| PI         | 0.05  | 0.44  |
| PI-PSO     | 0.6   | 1.2   |
| PI-PSO-FLC| 1.1-1.1 | 1-1.4 |

**TABLE 5**

| Method        | Settling time ($T_s$) | Max % overshoot/undershoot | IAE | $fU/dt$ |
|---------------|-----------------------|---------------------------|-----|---------|
| Step response |                       |                           |     |         |
| PI            | 0.86                  | 13 / 0                    | 0.1896 | 0.0044 |
| PI-PSO        | 0.57                  | 3 / 3                     | 0.0363 | 0.0095 |
| PI-PSO-FLC   | 0.14                  | 0 / 0                     | 0.0393 | 0.0067 |
| Set-point changes |                   |                           |     |         |
| PI            | 2.86                  | 0 / 7                     | 0.2844 | 0.0050 |
| PI-PSO        | 2.08                  | 0 / 2                     | 0.0539 | 0.0112 |
| PI-PSO-FLC   | 2.11                  | 0 / 0                     | 0.0598 | 0.0076 |
| Disturbance rejection |                |                           |     |         |
| PI            | 4.44                  | 0 / 6                     | 0.3599 | 0.0050 |
| PI-PSO        | 3.68                  | 0 / 2                     | 0.0683 | 0.0121 |
| PI-PSO-FLC   | 3.70                  | 0 / 0                     | 0.0766 | 0.0080 |

Step responses are the basic testing to know the performance of the controller including settling time and overshoot/undershoot. In this condition of testing, PI-PSO-FLC has the best performance responses both in settling time and overshoot. PI-PSO is in second place with better settling time compared to PI. However, it still has a small overshoot and undershoots. In terms of IAE, PI-PSO has the smallest value since it has the fastest rise time, whereas the proposed method is in second place since it has a longer rise time. In terms of control effort, PI has the lowest control effort because its response is the slowest, followed by PI-PSO-FLC, and PI-PSO in the last place. The higher control effort, the faster time response of the systems.

The second test is set-point changes. In this test, PI has the lowest control effort. PI-PSO is superior in terms of settling time and IAE, whereas PI-PSO-FLC has no overshoot/undershoot. In terms of settling time, the proposed method is faster than PI, hence it has the same result as PI-PSO-FLC by lower IAE. However, it has a moderate control effort as seen in Table 5.

The last test is disturbance rejection. In this test, the impulse disturbance is given at time 3.6 seconds with amplitude 0.4. This test gives the same result as the second test, where PI has the worst parameter value except in control effort. PI-PSO is dominant in settling time and IAE. However, it has a small overshoot with the highest control effort. The proposed method has no overshoot/undershoot. Figure 7 shows the PI parameter changes in Optimal Adaptive PI control. It is seen that the $K_p$ and $K_i$ changes where the system condition varies, for example, step responses, set-point changes, and disturbance.

The IAE and integral of control effort are calculated from the beginning until the end of simulation; therefore, from the final values of it, the performance and control effort can be compared. The proposed method has lower IAE and higher control effort by 78.73 % and 60 % compared to PI control. On the other hand, it has a higher IAE dan lower control effort by 11.82 % and 33.88 %.
compared to PI-PSO. The PI-PSO-FLC has higher control effort compared to PI control because its gain varies according to the system condition; therefore, sometimes it has a higher gain which makes it consume more energy. On the other side, its IAE is higher than PI-PSO, since when it adapts to system changes, the lower gain makes it longer to reach the set-points.

Figure 6. Simulation Result (a) Speed Profile (b) IAE Profile (c) Integral of The Square of Control Effort Profile

Figure 7. Optimal Adaptive PID (a) Speed Profile (b) Input to The Fuzzy System (c) Output of The Fuzzy System
V. CONCLUSION

The proposed algorithm is simple and easy to be implemented because it is based on the PID algorithm. It was successfully implemented in the simulation environment. It also can be implemented in a low-cost industrial processor because the optimization is done offline while the FLC is made with simple rules. The test was carried out in three conditions whereas step responses, set-point changes, and disturbance rejection. The proposed algorithm is superior with no overshoot/undershoot. Whereas in terms of settling time, our proposed method is in between PI and PI-PSO. PI controller has the smallest control effort. However, the other parameters of PI are the worst. PI-PSO is superior in terms of settling time and IAE except for the step response test. The proposed method has lower IAE and higher control effort by 78.73% compared to PI control. On the other hand, it has a higher IAE dan lower control effort by 11.82% and 33.88% compared to PI-PSO. Therefore, the optimal adaptive PI control can reduce energy consumption compared to optimal PI and with better performance compared to PI control.
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