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Abstract—The use of Bayesian filtering has been widely used in mathematical finance, primarily in Stochastic Volatility models. They help in estimating unobserved latent variables from observed market data. This field saw huge developments in recent years, because of the increased computational power and increased research in the model parameter estimation and implied volatility theory. In this paper, we design a novel method to estimate underlying states (volatility and risk) from option prices using Bayesian filtering theory and Posterior Cramer-Rao Lower Bound (PCRLB), further using it for option price prediction. Several Bayesian filters like Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), Particle Filter (PF) are used for latent state estimation of Black-Scholes model under a GARCH model dynamics. We employ an Average and Best case switching strategy for adaptive state estimation of a non-linear, discrete-time state space model (SSM) like Black-Scholes, using PCRLB based performance measure to judge the best filter at each time step [1]. Since estimating closed-form solution of PCRLB is non-trivial, we employ a particle filter based approximation of PCRLB based on [2]. We test our proposed framework on option data from S&P 500, estimating the underlying state from the real option price, and using it to estimate theoretical price of the option and forecasting future prices. Our proposed method performs much better than the individual applied filter used for estimating the underlying state and substantially improve forecasting capabilities.
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I. INTRODUCTION

Option pricing theory involves obtaining a theoretical price of an option contract on an asset using several factors like asset price, strike price, volatility, time to expiration, interest rate, etc. These estimated prices are widely used for improving investment yield and hedging purposes for portfolios. Black-Scholes equation derived in 1973 [3] laid the foundation for pricing option’s with the following works improving upon it. With a lot of factors governing option prices, an effective option price forecasting tool is important for an investor to identify profitable trades. Stochastic volatility models are one such set of models that model the movement of option prices. GARCH model is one such class of volatility model that is used significantly in option pricing. Though it does not come under the stochastic volatility models due to computing deterministic value, we add a noise term to it to make it a stochastic quantity. GARCH model dynamics is used to model volatility along with Black-Scholes (BS) model for estimating option prices and make a forecasting framework of option prices.

BS model requires calibration of its parameters (volatility, risk-rate) based on observed market data like asset prices and option prices. A popular technique for calibration of parameters is non-linear filtering which has been widely used in finance for yield curve modelling, time-series filtering and stochastic volatility modelling [4], [5]. In Bayesian filtering theory, specific model dynamics is defined for a given system, and the underlying state or signal is estimated using concepts of recursive Bayesian estimation. Bayesian methods in the industry have been described thoroughly in [6]. This is used to determine unobserved latent variables from observed market data under given model dynamics like GARCH and BS. Volatility and risk which are the parameter’s of BS model are taken as the state-space for filters.

Since BS model is a non-linear function of underlying asset prices, Kalman filter can’t be used since it requires linear and Gaussian conditions of measurement and state space. Hence we use three non-linear filtering techniques EKF, PF, UKF for latent state estimation. One major drawback with using individual filters is that no single filter will be optimal for all time steps. At different time step, the observed option prices may be more accurately be modelled by different filters under given model dynamics.

In this paper, we use a framework for adaptive state estimation using filter switching strategy based on Posterior Cramer-Rao Lower Bound (PCRLB) measure. PCRLB gives a theoretical lower bound of mean square error (MSE) of a non-linear Bayesian filter. [1] proposed an efficient strategy to select the most optimal filter at each time step from a set of Bayesian filters for a general non-linear, stochastic, discrete-time state-space models (SSMs). Their idea was based on the fact that there is no single Bayesian estimator that will perform optimally for a given non-linear system under all operating conditions. The switching strategy used for state estimation was to switch between a set of Bayesian filters at each time step based on their performance. The performance metric was derived using PCRLB, which is defined for a class of non-linear SSMs.

The computation of a closed-form solution of PCRLB itself is a very difficult task and is not possible unless a true state is known, which for the option pricing theory is missing in form of volatility and risk, a non-observable quantity. Hence we use a particle filter based approximation of PCRLB based on the work of [2]. The computation of PCRLB
A. Related Work

With the increased research being done on Bayesian filtering theory for several applications, their use in state estimation of stochastic volatility models has increased widely over the past years. [9], [10] were one of the major works in this domain. The usage of filtering theory was aided using their research. [8] used a hybrid model of EKF and SVM for option-price prediction, built on Black-Scholes formula. [7] further improved upon it using UKF. [4] and [5] gives a basic overview of filtering theory in finance including in their research. [8] used a hybrid model of EKF and SVM for option-price prediction, built on Black-Scholes formula. [4] and [5] gives a basic overview of filtering theory in finance including in stochastic volatility model.

Several works have been done for estimating PCRLB, which is a vital component computed for our proposed method. [11] used a similar approximation to [2] for PCRLB and tested it on non-linear tracking applications. Additionally [12] evaluated the bound for three cases: recursive estimation of slowly varying parameters of an autoregressive process, tracking a slowly varying frequency of a single cisor in noise and tracking parameters of a sinusoidal frequency with sinusoidal phase modulation. An alternate Bayesian filter switching strategy was used by [13], using a performance-based filter switching strategy for state estimation under known model parameters case.

II. BACKGROUND

We discuss computation of PCRLB which is the main concept on which the switching strategy is based. For theory on Filtering techniques used, readers are referred to [14], [15], [16].

A. Posterior Cramér-Rao lower bound

Cramer–Rao bound (CRB) is a commonly used statistical lower bound in time-invariant models. It is used to indicate the lower theoretical bound of the mean square error (MSE) of a state-estimator. In time-varying systems such as the option pricing framework, the estimated price movement is considered random since it corresponds to an underlying nonlinear, randomly driven state process. For such systems a Posterior Cramér–Rao bound (PCRLB) is computed. Since option pricing is defined in non-linear terms, we are concerned with using PCRLB for lower-bound analysis of the MSE of our SSM and helps in the algorithm for adaptive state estimation of options price movement according to BS and GARCH model formulation. Hence it’s an important statistic to compute for the state estimation system. Two of the most vital uses of PCRLB is:

- gives a benchmark measure of fit for different non-linear filters
- performance comparison of several non-linear filters against one another and to that of an optimal filter

For a system of non-linear model:

\[ X_{t+1} = f_t(X_t) + V_t, \quad V_t \sim N(0, Q_t) \] (1)
\[ Y_t = g_t(X_t) + W_t, \quad W_t \sim N(0, R_t) \] (2)

the PCRLB inequality is described as:

\[ P_{t|t} \equiv E_{p(X_{0:t}, Y_{1:t})}[|X_t - \hat{X}_t|||X_t - \tilde{X}_t||]^2 \geq J_t^{-1} \] (3)

For a randomly sampled measurement sequence \{Y_{i,t}\}_{t \in N} from Eq (1-2), the MSE of any Bayesian filter at \( t \in N \) is bounded where \( P_{t|t} \) is a \( s \times s \) sized MSE matrix which belongs to the set of symmetric positive definite matrices \( \{S_{t|t}\} \equiv X_t(Y_{i,t}) : R^{sm} \rightarrow R^s \) is point estimate of state \( X_t \) at time \( t \). The \( s \times s \) matrix \( J_t \) is known as the posterior Fisher information matrix (PFIM) is a way of measuring the information present in a state \( X \) using a distribution that models \( X \). It’s inverse is the PCRLB matrix. The proof of the above equation can be seen in works like [17]. Eq (3) can also be written in the form

\[ P_{t|t}^S \equiv \sum_{i=1}^{N} (X_i - \hat{X}_{i|t}|)^2 \geq T \cdot J_t^{-1} \] (4)

where \( T \cdot R \) is the trace of matrix and |||| is the 2-norm. Eq (42) can be attributed to the fact that \( P_{t|t} - J_t^{-1} \geq 0 \) is a positive definite matrix for all state estimates at time \( t \in N \). The model in Eq (1-2), following set of assumptions (Assumption 3.2-3.5) as described in [1], gives way to the recursive computation of the PFIM as:

\[ J_{t+1} = D_t^{22} - [D_t^{21}]^T (J_t + D_t^{11})^{-1} D_t^{12} \] (5)

The individual components are defined as in Eq (45-47) below:

\[ D_t^{11} = E_{p(X_{0:t+1}, Y_{1:t+1})}[(-\Delta X_t | X_t)] \] (6)
\[ D_t^{12} = E_{p(X_{0:t+1}, Y_{1:t+1})}[(-\Delta X_t | X_t | X_{t+1})] \] (7)

along with the use of adaptive state estimation strategy from [1] gives a stable framework for estimating the underlying states of BS model. [1] proved the stability of the adaptive switching strategy and [2] justified the accuracy of particle filter based approximation of PCRLB as it ensured that the proposed numerical solution does not result in accumulation of errors.

We largely modify work done by [7], [8], and [9]. The major addition to their work being the adaptive state estimation strategy employed which we shall compare with individual filters. We test the method on S&P 500 500 options data which provide a large amount of highly liquid data for training and test dataset. We use a 1 time step forecasting technique on test data using the filter estimated in previous time step from the proposed strategy.

To the best of our knowledge, this is the first of many works that uses an adaptive state estimation technique for inferring underlying state from observed option prices movement, and further using it for option price forecasting. The main aim of our work is to investigate the efficiency of using the switching strategy to optimally and sequentially select a different Bayesian filter at each time step for stochastic volatility models and compare its performance with respect to individual filters throughout the training data. Such a framework can be used to design an effective option trading strategy.
\[ D_t^{22} = E_p(x_{0:t+1}, y_{1:t+1}) \left[ -\Delta X_{t+1}^{X_i} \log(p(X_{t+1}|X_i)) \right. \]
\[ \left. -\Delta X_{t+1}^{Y} \log(p(Y_{t+1}|X_{t+1})) \right] \]  

(8)

The gradients using the Laplacian operator \( \triangle \) is calculated at the true states. The PFIM matrix is defined for initial states as:

\[ J_0 = E_p(x_0) \left[ -\Delta X_0 \log(p(X_0)) \right] \]  

(9)

Any Bayesian estimator of SSM model that solves for \( p(X_t|Y_{1:t}) \) is valid to obtain a PCLRB inequality. Getting a closed-form solution to the PFIM or PCRLB is non-trivial, due to the complex integrals involved in Eq (3). To resolve this issue, [2] used particle filter to give approximate solution to PFIM, hence PCLRB solving the set of Eq (6-8) using particle filter. We add a modification to the approach used in [2] by adding the information present in state estimated through different filters.

### B. Particle Filter Approximation of PCLRB

Since Black-Scholes is a non-linear SSM with additive Gaussian noise, we work with the model represented by Model 4.15 in [2], which gives an appropriate approximation for the set of systems. This technique was inspired as an alternative to the Monte-Carlo methods which required an ensemble of true state’s and measurements which are not available in many defined systems. We shall explain the general approach and result without jumping to the derivation, which is rigorously explained in [2]. Based on the approach mentioned in [2], approximation of Eq (6-8) was derived as:

\[ D_t^{11} = \frac{1}{M} \sum_{j=1}^{M} \sum_{i=1}^{N} \nabla X_i f_t^T(X_{t+1}^{i,j})Q_t^{-1} \nabla X_i f_t(X_{t+1}^{i,j}) \]  

(10)

\[ D_t^{12} = \frac{1}{M} \sum_{j=1}^{M} \sum_{i=1}^{N} \left[ -\nabla X_i f_t^T(X_{t+1}^{i,j})Q_t^{-1} \right] \]  

(11)

\[ D_t^{22} = Q_t^{-1} + \frac{1}{M} \sum_{j=1}^{M} \sum_{i=1}^{N} \left[ \nabla X_i f_t^T(X_{t+1}^{i,j}) Q_t^{-1} \right. \]
\[ \left. \nabla X_i f_t(X_{t+1}^{i,j}) \right] \]  

(12)

The particles are N-samples following \( \{X_{t+1}^{i,j}\}_{i=1}^{N} \sim p(x_{t+1}|y_{1:t}) \) and \( \{X_{t+1}^{i,j}\}_{i=1}^{N} \sim p(x_{t+1}|y_{1:t+1}) \), with M measurement sequence being \( \{y_{1:t+1} = y_{t+1}\}_{i=1}^{M} \) obtained from historical data. For the problem of option pricing there is only 1 measurement sequence.

The distribution \( p(x_{t+1}|y_{1:t}) \) and \( p(x_{t+1}|y_{1:t+1}) \) are obtained through distribution \( p(dx_{t+1}|y_{1:t+1}) \), which can be computed through \( p(dx_{t+1}|y_{1:t}) \) and \( p(dx_{t+1}|y_{1:t+1}) \) as explained in [2]. Firstly, \( p(dx_{t+1}|y_{1:t}) \) and \( p(dx_{t+1}|y_{1:t+1}) \) are obtained by Algorithm (1).

Most of the algorithm is similar to the one used in [2]. The major variation was the use of state and covariance matrix obtained from the set of individual Bayesian filters as opposed to only particle filter. Based on the output, the

---

**Algorithm 1: Particle Filter Algorithm for generating PCRLB distributions**

**Result**: Particles from approximated probability distribution’s \( p(dx_{t+1}|y_{1:t}) \) and \( p(dx_{t+1}|y_{1:t+1}) \)

**Initialization**: Estimated State \( x_{1:t} \) and state Covariance \( P_{1:t} \) through filter \( f \in B \) where \( B \) is set of Bayesian Filters;

**if** \( t<T \):

**Sampling Step**:;

1. For \( i=1,...N \) sample \( (X_{t+1}^{(i)}) \sim p(x_{t+1}, P_{t+1}) \);
2. For \( i=1,...N \) compute \( (\hat{X}_{t+1}^{(i)}) \sim \frac{1}{N} \sum_{i=1}^{N} p(x_{t+1}^{(i)}|x_{t+1}^{(i)}) \) according to state equation (56);
3. For \( i=1,...N \) set particle weight’s \( u_{t+1}^{(i)} = \frac{1}{N} \);
4. For \( i=1,...N \), \( \{y_{t+1} = y_{t+1}^{(i)}\} \) set particle weight’s \( u_{t+1}^{(i)} = \frac{p(y_{t+1}^{(i)}|x_{t+1}^{(i)})}{\sum_{i=1}^{N} p(y_{t+1}^{(i)}|x_{t+1}^{(i)})} \);
5. Resample particle set \( \{X_{t+1}^{(i)}\}_{i=1}^{N} \) for \( j=1...N \) with replacement from \( \{X_{t+1}^{(i)}\} \) using resampling technique such that \( Pr(X_{t+1}^{(i)} = X_{t+1}^{(i+1)}) = u_{t+1}^{(i+1)} \); where Pr is probability measure. Set \( \{\hat{X}_{t+1}^{(i)}\}_{i=1}^{N} \);

**Output: Particle Filter Approximated probability distribution** \( X_{t+1}^{(i)} \sim p(dx_{t+1}|y_{1:t}) \) and \( X_{t+1}^{(i+1)} \sim p(dx_{t+1}|y_{1:t+1}) \) for \( i=1,2...N \);

**SMC approximation of target distribution** \( p(dx_{t+1}|y_{1:t+1}) \) can be defined as:

\[ \tilde{p}(dx_{t+1}|y_{1:t+1}) = \sum_{i=1}^{N} p(dx_{t+1}|y_{1:t+1}) \delta X_{t+1}^{(i)} X_{t+1}^{(i+1)} \]  

(13)

where

\[ W_{t+1}^{(i)} = \frac{C_{t+1}^{(i+1)} N}{N} \sum_{j=1}^{N} C_{t+1}^{(i+1)} \]  

(14)

\[ C_{t+1}^{(i+1)} = \frac{p(X_{t+1}^{(i)}|X_{t+1}^{(i+1)})}{N} \sum_{m=1}^{N} p(X_{t+1}^{(i)}|X_{t+1}^{(i+1)}) \]  

(15)

and \( \delta X_{t+1}^{(i)} X_{t+1}^{(i+1)} \) is marginalized Dirac delta function in \( dx_{t+1} \), centred around the random particle’s \( X_{t+1}^{(i)}, X_{t+1}^{(i+1)} \). The particles are resampled according to:

\[ Pr(X_{t+1}^{(i)} = X_{t+1}^{(i+1)}|X_{t+1}^{(i+1+1)}) = W_{t+1}^{(i)} \]

(16)

where \( \{X_{t+1}^{(i+1)}\}_{i=1}^{N} \) are resampled i.i.d particles. After resampling target distribution is approximated as:

\[ \tilde{p}(dx_{t+1}|y_{1:t+1}) = \frac{1}{N} \sum_{i=1}^{N} \delta X_{t+1}^{(i)} (dx_{t+1}) \]  

(17)

According to Lemma (4.13) in [2], the SMC based approximation of \( p(dx_{t+1}|y_{1:t+1}) \) is given by:

\[ \tilde{p}(dx_{t+1}|y_{1:t+1}) = \frac{1}{N} \sum_{i=1}^{N} \delta X_{t+1}^{(i)} (dx_{t+1}) \]  

(18)
\( \delta_{X_{i(t+1)}}(.) \) is marginalized Dirac delta function in \( dx_i \), centred around the random particle \( X_{i(t+1)} \). Distribution \( \tilde{p}(x_{t+1}|y_{1:t}) \) is approximated similarly as:

\[
\tilde{p}(dx_{t+1}|y_{1:t}) = \int_{\chi} p(x_{t+1}|x_t)\tilde{p}(dx_t|y_{1:t}) = \\
\frac{1}{N} \int_{\chi} p(x_{t+1}|x_t) \sum_{i=1}^{N} \delta_{X_{i(t)}}(dx_t)
\]

(19)

The particle filter approximation of both PFIM and PCRLB using Eq (10-12) and matrix inversion lemma are given by:

\[
J_t = D_t^{22} - [D_t^{12}]^T(J_t + D_t^{11})^{-1}D_t^{22}
\]

(20)

\[
J_t^{-1} = [D_t^{22}]^{-1} - [D_t^{22}]^{-1}[D_t^{12}]^T \times [D_t^{12}[D_t^{22}]^{-1}[D_t^{12}]^T - (J_t + D_t^{11})^{-1}D_t^{22}[D_t^{22}]^{-1}
\]

(21)

where \( J_t \) and \( J_t^{-1} \) are particle filter approximated PFIM and PCRLB respectively. The convergence of particle filter approximation to true PCRLB can be shown. It is not necessarily implied about the convergence of the SMC based PCRLB and MSE to its theoretical values, it does provide a good theoretical basis for the numerous approximations.

C. Adaptive State-Estimation Switching Strategy

We have discussed the relevant concepts that would be required for designing a strategy to estimate state-space from stochastic volatility models. It will select different Bayesian estimators to be used in each step, depending on the optimality of each filter. PCRLB judges the MSE performance of a Bayesian estimator, with the estimator with the closest MSE to PCRLB is the best performing. MSE matrix is computed for each filter and PCRLB through particle filter approximation explained in the last subsection. The strategy is initiated with a set of Bayesian estimators, and switch between them as and when required based on their performance. To get a scalable metric we define performance metric as:

\[
\Phi_t = J_t^{-1}aP_t^{-1}a
\]

(22)

where \( \Phi_t \in R^{s \times s} \) is the new performance matrix to assess the performance of the Bayesian state estimator used, where \( s \) is the number of states to be estimated. An alternative definition of equation (22) is:

\[
\Phi_t(i,j) = \begin{cases} J_t(j,j)^{-1}[P_t(j,j)]^{-1}, & \text{if } i=j; \\ 0, & \text{if } i \neq j. \end{cases}
\]

where \( i,j \in 1,2,\ldots s \). We state some results from [1] with given proof in the same:

\[
0 < \Phi_t(i,j) \leq 1
\]

(23)

This leads to the condition \( \text{Trace}[\Phi_t] \in (0, s] \) for all Bayesian estimators at any time. This puts a bound on the performance measure as compared to PCRLB which may be unbounded in many applications. For the strategy, the best point estimate at each time step is decided based on the maximum value of performance metric. The adaptive state estimation strategy is based on using (22) to judge the best state estimator \( f \in B \) at time step \( t \). Our initial process is computing performance metrics using MMSE and PCRLB matrix for all Bayesian estimators from \( B \). We then switch between them for each time step based on which gave the best performance. We employ the Average and Best case switching strategy from [1] for our state estimation. The average-case strategy can be described as:

- Input: Set of measurements up to time period \( t \), set of Bayesian filters \( B \)
  - Step 1: Compute MMSE matrix, PCRLB and Performance metric for all Bayesian estimator \( f \in B \)
  - Step 2: Compute \( \text{Trace}[\Phi_t] \) using Performance metric for all \( f \in B \)
  - Step 3: Solve for \( f \) such that \( \tilde{f} = \text{argmax}_f[\text{Trace}[\Phi_t]] \)
- Output: \( \tilde{X}_{i|t}^{(f)} \) is the point estimate to be selected at time \( t \)

and the best-case switching strategy as:

- Input: Set of measurements up to time period \( t \), set of Bayesian filters \( B \)
  - Step 1: Compute MMSE matrix, PCRLB and Performance metric for all Bayesian estimator \( i \in B \)
  - Step 2: Compute \( \text{Trace}[\Phi_t] \) using Performance metric for all \( f \in B \)
  - Step 3: Set \( j \leftarrow 1 \), While \( j \leq s \), repeat,
    1) Solve for \( f \) such that \( \tilde{f} = \text{argmax}_f[\text{Trace}[\Phi_t]|(j,j)] \)
    2) Select \( \tilde{X}_{i|t}^{(f)}(j) \) as point estimate
    3) \( j \leftarrow j+1 \)
- Output: \( \tilde{X}_{i|t}^{(f)} \) is the point estimate to be selected at time \( t \)

The major difference to average-case, which is a one-dimensional switching strategy, best-case strategy provides an \( s \) dimensional strategy, where each state has its switching strategy defined.

All the estimators in the set estimate all the states of the system at each sampling time parallelly, but only the ones suggested by the switching strategy are selected as the final estimate. This technique gives the advantage of parallel computation for increasing computation of the sub-optimal state. The numerical stability of the algorithm is explained thoroughly in [1] by applying the boundedness of stochastic processes.

III. Problem Formulation

A. State Space Modelling of Stochastic Volatility Model

We model the option prices using Black-Scholes model. The initial formulation of BS model assumed constant volatility structure. A non-linear behaviour was observed in volatility that came to be known as volatility smile, which has since been observed for all asset classes.
To get a structure of volatility, we combined GARCH(1,1) with Black-Scholes model and formulate it in the dynamics of the state-space model. The Black-Scholes price for call and put option prices \( (C \text{ and } P) \) respectively are represented as:

\[
C = SN(d_1) - Ke^{-r\tau}N(d_2) \tag{24}
\]
\[
P = -SN(-d_1) + Ke^{-r\tau}N(-d_2) \tag{25}
\]

where \( S \) is the stock price, \( K \) is strike price, \( r \) is the risk-free rate, \( \tau \) is time left to expiration. \( d_1 \) and \( d_2 \) are defined as:

\[
d_1 = \frac{\ln(S/K) + (r + \sigma^2/2)\tau}{\sigma\sqrt{\tau}} \tag{26}
\]
\[
d_2 = d_1 - \sigma\sqrt{\tau} \tag{27}
\]

The GARCH model assumes the underlying stock price \( S_t \) has a stochastic variance \( \nu_t \), which is estimated using predicted variance at \( t - 1 \) step, long-run average variance \( \nu_L \) and stock returns up to \( t \) (\( u_t \)). The dynamics are represented as:

\[
v_t = \omega + \alpha u_t^2 + \beta \nu_{t-1} + w_t \tag{28}
\]
\[
r_t = r_{t-1} + v_t \tag{29}
\]
\[
c_t = BS(v_t, r_t) + z_t \tag{30}
\]

where Eq (28) is the GARCH(1,1) formulation with added Gaussian noise \( u_t \). We add noise variation's in risk-free rate as well, working with a combination of formulation in both [8] and [9]. Eq (28-29) represents the state equations, and Eq (30), which is the BS prices with a noise term \( z_t \), represents the measurement equation. This will help us to employ the adaptive state estimation technique to probabilistically estimate the volatility state of the dynamic system from the noisy option price observations.

Algorithm (2) explains the process of state estimation. The filterUpdate is the prediction and update step of each individual filter. It is then followed by the PCRLB computation in PCRLB for all \( f \in B \). These computations are then used in the switching strategy function SwitchingStrategy for selecting the most optimal state estimated from all filter. The additional function parameters are represented as \( \theta \) and \( \Theta \).

**Algorithm 2: Adaptive State Estimation Strategy**

**Result:**Estimated underlying states \( \hat{x}_t \) using option prices \( c_t \) for \( t \in \{1, 2, 3, \ldots T\} \)

**Initialization:** Initial State \( x_0 = \{v_0, r_0\} \), state covariance \( P_0 \) and \( J_0^f = P_0^{-1} \) for filters \( f \in B \) where \( B \) is set of Bayesian filters;

while \( t < T \) do

\[
(x_t, P_t) \leftarrow \text{filterUpdate}^f(c_t, x_{t-1}, P_{t-1}, \theta_t);
\]
\[
(J_{t+1}^f, (J_{t+1}^f)^{-1}) \leftarrow \text{PCRLB}(J_t^f, c_{t+1}, x_t^f, P_t^f, \Theta_{t+1});
\]

end

**Output:** Volatility and Risk state estimated through the switching strategy - \( X_t^{(i)} \sim p(dx_t|y_{1:t}) \) and \( X_{t+1|t+1}^{(i)} \sim p(dx_{t+1}|y_{1:t+1}) \) for \( i=1,2,\ldots N \)

strike prices of 2000, 2500 and 3000. The predictions are made for 1 day ahead and as the new option prices come in, the predicted values are corrected and PCRLB is computed according to the new prices. This ensures the error in forward prediction by the filters do not add up.

We further use it to obtain volatility structure using option data and compare it with VIX index, 30-day historical volatility measure and close of day implied volatility of the options. The dataset for volatility structure is obtained by taking the call-options with maximum traded volume on a given quote date. Thereafter the adaptive state estimation strategy is used similar to option pricing forecasting framework.

Though this procedure is computationally expensive, hence will be difficult to use on high-frequency data, it is feasible for online estimation in intraday data. For the prediction step of filters, the underlying price in BS model is modelled as geometric Brownian motion.

**IV. Experimental Results and Analysis**

We test the accuracy of the 3 filters: EKF, UKF, PF on the training dataset. We compare the result of the 3 filters to the average and best-case switching strategy based adaptive state estimation technique proposed in our research. They will be referred to as AAF and ABF respectively hereafter. The measure of performance used is the deviation of estimated signal from the observed market option prices. The measure is represented as:

\[
RMSE = \left( \frac{1}{T} \sum_{t=1}^{T} \frac{(c_t - BS(\hat{\nu}_t, \hat{r}_t))^2}{K} \right)^{\frac{1}{2}} \tag{31}
\]

where \( \hat{\nu}_t, \hat{r}_t \) are the underlying volatility and risk states at time \( t \). \( c_t \) is the real option price.

As mentioned previously, one time step ahead forecasts are considered as they prevent the problem of cumulative errors.
Fig. 1. Price Prediction for various filters for several Quote Dates
Fig. 2. Maximum Performance Measure computed for AAF

Fig. 3. Volatility Comparison of AAF estimated volatility with VIX and Historical Volatility
from the previous period for out-of-sample forecasting. Since the proposed strategy considers the most optimal filter at each time step based on performance measure derived from PCRLB, it gives much better results than individual filters in terms of RMSE measure.

Table (1) displays the forecasting performance of the individual EKF model, UKF model and PF model and the proposed AAF and ABF filter. Performance was evaluated on the 3 call options. Figures (1) plots the predicted results of the various filters on option of K=2500. The results in Table (1) and Figure (1) indicate that the proposed adaptive state estimation technique perform better than the individual filter on option price forecasting. The technique takes the advantage of each filter and selects it adaptively according to price and underlying state movement. Fig (2) shows the maximum Performance metric (φ) computed for AAF. Table (2) gives the frequency of filter used for each strategy. Analysis shows that PF was the most used filter followed by UKF and lastly EKF for overall state and individual volatility movement. For risk, EKF was selected more than UKF, providing an insight that EKF can be suitable when a risk-free movement for an option contract is studied.

The technique also replicates the volatility structure of S&P500 well. As seen in Fig (3) having similar structure to VIX, historical volatility and implied volatility, The volatility estimated is mostly lower than other volatility sources. These results indicated that adaptive state estimation technique capture the nonlinear pattern of option prices in a much better way than individual filters. The technique has the flexibility to use as many Bayesian filters with the advantage of parallel computation.

V. CONCLUSIONS

In this paper, we use an adaptive state estimation technique for option price forecasting which takes into account the benefits of a combination of sub-optimal Bayesian estimators under appropriate non-linear model dynamics. The most optimal state estimated individually for the various filters is selected at each time step based on maximum PCRLB based performance measure, computed through a particle filter based approach. The volatility and risk were taken as the state and the option prices were modelled through Black-Scholes formula with GARCH(1,1) formulation for volatility structure.

We compared the performances of the proposed technique with the individual filters in the set for estimating underlying option prices forecasting performance. It performed much better as compared to the individual filters in error metrics like RMSE. Though both measures of state covariance matrix and PCRLB are approximations, the work done provides a flexible and efficient modelling framework for estimating option prices hidden state and forecasting future prices.

VI. FUTURE WORK

The framework described above have a large scope of modifications and extensions to other field’s of finance and otherwise. With respect to the problem of volatility modelling and estimation of the underlying state of option prices for price forecasting, more advanced stochastic volatility models can be considered. Additional non-linear filtering approaches can also be added for switching strategy for adaptive state estimation. Using technique used in [7], [8], the filtering results can also be added with non-linear residuals prediction by regression techniques like SVM, Neural Networks or Boosting techniques. Lastly, our strategy has a major drawback of high time complexity, preventing its use on high-frequency trading and hedging methods. Several mathematical optimizations has to be made to reduce this drawback.
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