On the reliability of simulations of collisional stellar systems

Long Wang, David M. Hernandez

1 Department of Astronomy, School of Science, The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo, 113-0033, Japan
2 RIKEN Center for Computational Science, 7-1-26 Minatojima-minami-machi, Chuo-ku, Kobe, Hyogo 650-0047, Japan
3 Harvard–Smithsonian Center for Astrophysics, 60 Garden St., MS 51, Cambridge, MA 02138, USA

Accepted XXX. Received YYY; in original form ZZZ

ABSTRACT

It is well known that numerical errors grow exponentially in N-body simulations of gravitational bound stellar systems, but it is not well understood how the accuracy parameters of algorithms affect the physical evolution in simulations. By using the hybrid N-body code, PETAR, we investigate how escapers and the structure evolution of collisional stellar systems (e.g., star clusters) depend on the accuracy of long-range and short-range interactions. We study a group of simulations of ideal low-mass star clusters in which the accuracy parameters are varied. We find that although the number of escapers is different in individual simulations, its distribution from all simulations can be described by Poisson statistics. The density profile also has a similar feature. By using a self-consistent set-up of the accuracy parameters for long- and short-range interactions, such that orbits are resolved well enough, the physical evolution of the models is identical. But when the short-range accuracy is too low, a nonphysical dynamical evolution can easily occur; this is not the case for long-range interactions. This strengthens the need to include a proper algorithm (e.g., regularization methods) in the realistic modelling of collisional stellar systems. We also demonstrate that energy-conservation is not a good indicator to monitor the quality of the simulations. The energy error of the system is controlled by the hardest binary, and thus, it may not reflect the ensemble error of the global system.
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1 INTRODUCTION

The star-by-star numerical N-body simulations of collisional stellar systems, such as star clusters, are difficult due to the existence of compact few-body systems. “Collisional” means that close encounters between stars significantly affect the dynamical evolution of the system (e.g., Binney & Tremaine 1987). In a smooth potential like the Galactic potential, a star has a certain orbit around the Galaxy; it will maintain the same orbit unless the potential evolves. This is a collisionless system. In a collisional system, close encounters perturb the motions of stars; after a while, the stars will depart from their original orbits. Such a process is referred as relaxation. Relaxation drives energy exchange among stars. If we use thermal dynamics to describe the evolution of gravitational bound systems, we can find that the heat capacity of the system is negative. As the energy transfers from the core to the halo of the system, the core contracts while the temperature gradients along the radial direction of the system increase. This subsequently accelerates the contracting process and drives the core collapse. However, when a binary exists in the core, it can encounter stars with separation comparable to the binary apo-center distance. Then, it can transfer its binding energy as a heating source. This binary heating prevents an infinite collapse of the core. Therefore, binaries play a key role to control the long-term evolution of the system. A realistic numerical simulation of a collisional stellar system must accurately treat the dynamical evolution of binaries.

However, as tight binaries shrink after interactions, their periods can become as short as days, which must be resolved. Since the whole system evolves in a Gyr timescale, the simulation can become very time-consuming. To solve this issue, N-body methods need to introduce approximations to avoid expensive computing. For example, the state-of-the-art code, NBODY6 (Aarseth 2003), ignores the long-range tidal force to binaries. Thus, if a binary has no neighbor, it is treated as an isolated binary with a pure Kepler orbit. Since the phase information of the binary is not important for the dynamical evolution of the system, NBODY6 does not evolve the isolated binary until a neighbor comes. This can significantly reduce the computing cost.

In a recently developed N-body code, PETAR, the slow-down method (Mikkola & Aarseth 1996; Wang, Nitadori & Makino 2020) and the tidal-tensor method (Wang et al. 2020) are used together. Since the cumulative tidal effect of the whole system on a binary can be important, PETAR does not include isolated binaries like NBODY6. Instead, artificial particles are created around each tight binary to measure the local tidal tensor in a certain time interval. Then, the tensor is used to evaluate the long-range tidal force to the binary.
Meanwhile, short-range forces from neighbors are directly calculated. Since there are no isolated binaries, the orbit of each short-period binary needs to be integrated. The slow-down method is implemented to avoid expensive computing. Depending on the ratio between the perturbation and the internal force of a binary, a slow-down factor \( k \) is estimated. Then, the internal motion of the binary is reduced by \( k \) times, while the perturbation force is increased by the same factor. It can be mathematically proved that the slow-down method ensures a correct secular motion with a cost of losing the phase information. In the example of a hyperbolic encounter in Wang, Nitadori & Makino (2020), \( k \) can be as large as \( 3 \times 10^3 \). Thus, the total integration steps are reduced by a few orders of magnitude compared to that of a conventional integrator.

These methods cannot solve the problem of the singularity due to the of inverse square law of the Newtonian force. To follow the motion of an eccentric binary, a traditional integrator, such as the fourth-order Hermite method, needs to use an extremely small time step at the peri-center in order to obtain an enough accuracy. This not only is computationally expensive, but also leads to a large numerical error after many orbits. Such an error can completely change the orbit of the binary and even unbind it. To solve this issue, a group of algorithms, so called “regularization methods”, were introduced. The famous ones are the KS regularization (Kustaanheimo & Stiefel 1965), the Burdet-Heggie regularization (Burdet 1967, 1968) and the time-transformed symplectic leapfrog integrator (or algorithmic regularization; Preto & Tremaine 1999; Mikkola & Tanikawa 1999). The coordinate transformations are used in these algorithms to remove the singularity. Thus, the efficiency and accuracy are significantly improved. However, coupling such algorithms into \( N \)-body codes requires introducing a criterion to select the particles for which the regularization applies. The force from nearby particles to the regularized group are treated as an external perturbation. The criterion needs to be well determined so that the perturbation is much smaller than the internal forces of the binary. This is important for the KS regularization method, which assumes a weak perturbation. Meanwhile, the start and termination of the regularization introduces additional numerical errors. Thus, the criterion also needs to ensure the switching is not frequent. Determining a suitable criterion to ensure both computing efficiency and accuracy of integration for all kinds of conditions is extremely challenging. Neither \textsc{nbody6}\textsc{for petar} has a perfect solution.

There are only a few studies that have investigated how the numerical errors affect the physical properties in the \( N \)-body simulations of collisional stellar systems. Heggie (1991) studied how the formation of binaries, the evolution of half-mass radius and the number of escapers depend on the accuracy of the integrator. They used a force polynomial combined with individual time steps (\textsc{nbody1}; Aarseth 2003). They found that, in an \( N \)-body model, when changing the parameter \( \eta \) to determine the time step, the formation time of a binary, and the evolution of the half-mass radius remain consistent. However, a noticeable difference in the number of escapers is seen. Since \textsc{nbody1} uses a softening potential to avoid singularities, close encounters were not properly treated. This might affect the number of escapers. Portegies Zwart & Boekholt (2014) investigates how the accuracy of integration affects the few-body motions (the decay time) and found that small errors in individual simulations can finish at completely different orbits due to chaos, but the statistical mean of many repeating simulations can converge to the correct result. Hernandez et al. (2020) investigated the long-term evolution of planetary systems. They found that the statistics of action variables are accurate as long as all orbits are properly resolved; e.g., 16 steps per effective pericenter period. Furthermore, Hernandez et al. (2021) finds that ensemble averaging improves measurement of action-like planetary quantities.

Energy conservation is frequently used to indicate the quality of the \( N \)-body simulations. However, it is not a guarantee that good energy conservation means a correct physical evolution (e.g. Heggie 1991). In collisional stellar systems, one tight binary can contain most of the energy in the entire system. A small energy error from the binary can override any systematic error in the system. Thus, an energy conservation check can be deceptive.

In this work, by performing a large amount of simulations for a low-mass star clusters using \textsc{petar} code, we investigate how the statistical properties of simulations, especially the escapers, depends on the accuracy of long-range and short-range interactions. The results show that, although individual models in the groups have significant differences, the distributions of the models converge. In Section 2, we introduce the numerical algorithms used in \textsc{petar}. In Section 2.1, we present the initial conditions of the models. Then, a comparison for the evolution of the half-mass radius, the core radius, the properties of escapers, and the energy errors are presented in Section 3. Finally, we make conclude in Section 4.

2 METHOD

In this work, we use \textsc{petar} to carry out numerical simulations (Wang et al. 2020). \textsc{petar} is a hybrid \( N \)-body code that combines three integration methods:

- The Barnes-Hut tree (Barnes & Hut 1986) is used to calculate long-range forces between particles, which are integrated with a second-order symplectic leapfrog integrator (hereafter referred as “\textsc{PT}”).
- The fourth-order Hermite integrator with block time steps (e.g., Aarseth 2003, hereafter referred as “\textsc{PP}”) is applied to integrate the orbits of stars and the centers-of-mass of multiple systems with short-range forces.
- The slow-down algorithmic regularization method (SDAR; Wang, Nitadori & Makino 2020) is used to integrate the multiple systems, such as hyperbolic encounters, binaries and hierarchical few-body systems.

When there are no binaries in the stellar system, the long-range forces are the most expensive computing part in simulations. The direct pair-force summation for all particles in the PP method requires a computing cost of \( O(N^2) \), while the cost for the PT method scales as \( O(N \log N) \). However, using pure PT with a second-order leap-frog integrator to accurately handle the short-range interactions requires a small shared time step. This can be even more expensive than the PP method for simulating the collisional stellar systems. A hybrid algorithm, \( \textsc{PT}^3 \), combines the PT and the PP methods to include both their benefits of efficiency and accuracy. This is done via the Hamiltonian splitting for a system with
\[ H_s = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} - \sum_{i<j} Gm_im_j \frac{W(r_{ij})}{r_{ij}} \]

\[ H_l = \sum_{i=1}^{N} \frac{Gm_im_j}{r_{ij}} \left[ 1 - W(r_{ij}) \right]. \]

where \( H_s \) includes the short-range interactions and kinetic energies and \( H_l \) indicates the long-range interaction; \( p_i \) and \( m_i \) are, respectively, the momenta and mass of particle \( i \); \( r_{ij} \) is the separation between the \( i \) and \( j \) particles; \( G \) is the gravitational constant; \( W(r_{ij}) \) is a changeover function to smoothly transfer pieces between \( H_s \) and \( H_l \).

PETAR uses a mass-dependent eighth-order polynomial changeover function for each particle. The order of this polynomial can have a significant effect on the accuracy of chaotic solutions (Hernandez 2019a,b). In this work, we only investigate equal-mass star clusters, thus the changeover function is the same for all particles during one simulation. The simplified changeover function for the equal-mass condition can be described as

\[ W(x) = \begin{cases} 
\beta (1 - 2x) & (x \leq 0) \\
\beta (1 - 2x) - 1 + f(x) & (0 < x < 1) \\
0 & (x \geq 1)
\end{cases} \]

where

\[ f(x) = 1 + \beta x^5 \left( 14 - 28x + 20x^2 - 5x^3 \right) \]

\[ x = \frac{r_{ij} - r_{in}}{r_{out} - r_{in}} \]

\[ \beta = \frac{r_{out} - r_{in}}{r_{out} + r_{in}} \]

\( r_{in} \) and \( r_{out} \) are the inner and outer boundaries of the changeover function, respectively. These are determined at the beginning of the simulation. We fix \( r_{out}/r_{in} \) to be 10 in our simulations, thus we only specify \( r_{out} \).

The PP method uses an individual time step for each particle. It is calculated by (Aarseth 2003; Oshino, Funato, & Makino 2011).

\[ \Delta t_{s,i} = \min \left( \eta \sqrt{\frac{A_{i}^{(0)}}{A_0} + \frac{A_{i}^{(2)}}{A_0^2} + \frac{A_{i}^{(4)}}{A_0^3}}, \Delta t_{s,max} \right), \]

where \( A_{i}^{(0)} \) is the acceleration of a particle \( i \), \( A_{i}^{(j)} \) is its \( j \)-order time derivative, \( A_0 \) is a smoothing parameter with the unit of acceleration. It avoids an unnecessarily small step when all the other terms are close to zero. \( \Delta t_{s,max} \) is the maximum time step. In our simulations, \( \eta = 0.1 \), a choice used in previous works (e.g., Aarseth 2003), and \( A_0 = 0.1(m)/r_{out}^2 \), where \( m \) is the local average stellar mass.

To switch on the SDAR method, a mass-dependent radial criterion, \( r_g \), is used to select the members of multiple systems. In this work \( r_g \) is uniform for all particles and \( r_g < r_{out} \).

To deal with large N-body simulations, PETAR is developed by using the parallelization framework for developing particle simulation codes (FDPS; Iwasawa et al. 2016; Iwasawa, et al. 2020). FDPS provides the parallel-computing support for the PT part by using MPI and OpenMP software. PETAR also supports the use of special accelerators, such as GPUs (using the CUDA language), SIMD (AVX, AVX2, AVX512) and Fujitsu A64FX (in the Fugaku supercomputer), to speed up the force calculation.

The hybrid integration method of PETAR is very suitable for this research because we can distinguish the impacts of long-range relaxation and short-range close encounters on the evolution of collisional stellar systems.

### 2.1 Initial conditions

In this work, we use the same initial conditions of a star cluster for all simulations. The cluster contains 1000 equal-mass particles. The positions and the velocities of particles are randomly sampled from the Plummer distribution (Plummer 1911). Initially, the system is in virial equilibrium. We adopt Hénon (1971) units in the simulations (this is frequently referred to as the N-body unit, hereafter we use the abbreviation NB unit). In these units, the total mass of the cluster \( M \) is unity, the total kinetic energy is 0.25, and the total potential energy is −0.5. The gravitational constant is \( G = 1 \).

The initial virial radius is one. The corresponding initial half-mass radius \( (R_{h,0}) \) is approximately 0.768. The initial crossing time is approximately 0.674, estimated by using

\[ T_{cr} = \sqrt{\frac{R_{h,0}^2}{GM}}. \]

The initial relaxation time is approximately 31.038, calculated by using the formula from Spitzer (1987),

\[ T_{rh} \approx 0.138 \frac{N^{1/2}r_{h,0}^{3/2}}{m^{1/2}G^{1/2} \ln \Lambda}. \]

where \( m = 0.001 \) and \( \Lambda = 0.02 N \). The factor of 0.02 follows the measurement from Giersz & Heggie (1996). For the equal-mass Plummer model, core collapse happens after approximately 15\( T_{rh} \) (Heggie & Hut 2003), which corresponds to approximately 466 NB time units for our models. Thus, we stop the simulations at 500 NB time unit to cover the core collapse process. When the energy of a particle becomes positive and its distance to the cluster center exceeds 10 NB units, the particle is treated as an escapee.

We carry out 7 groups of models by varying the tree time step \( \Delta t_0 \) of the PT method, \( r_{out} \), and \( r_{g} \). \( \Delta t_0 \) represents the accuracy of long-range interactions. \( r_{out} \) and \( r_{g} \) together represent the accuracy of short-range interactions. Smaller \( r_{out} \) and \( r_{g} \) indicate low accuracy because less particles are treated with the Hermite or SDAR method.

Table 1 shows the parameters of each group. For the names of groups, the prefixes, “L”, “S” and “H”, in the front of “PT” and “PP” indicate the low, standard, and high accuracy, respectively. The suffix -C” indicates that the model follows the automatic determination of \( r_{out} \) as (Equation 41 in Wang et al. 2020):

\[ r_{out} = 10\Delta t_0 \sigma_{1D}. \]

where \( \sigma_{1D} \) is the one-dimensional velocity dispersion of the system. This relation ensures that \( \Delta t_0 \) is small enough to resolve the motion of particles inside the changeover region. Therefore, in the LPT-HPP-C group, the long-range interactions have a low accuracy (a large \( \Delta t_0 \)). In balance, the short-range interactions have a high accuracy (\( r_{out} \) is about 12.8% the initial virial radius).

Meanwhile, for the HPP and SPP groups, \( r_{g} = 0.8 r_{in} \). This
value ensures that the SDAR method is used for most multiple systems inside \( r_{in} \) while the Hermite integrator mainly handles the interactions inside the changeover region. This choice can best avoid an abnormal orbital evolution of binaries due to the cumulative error of the Hermite integrator. In the LPP case, \( r_g \) is set to a small value \( 10^{-8} \) so that most wide multiple systems and encounters are not integrated by the SDAR method. We cannot set \( r_g \) to zero because the formation of a tight binary can result in a very small \( \Delta t_s \), and thus, the simulation becomes extremely slow.

The 7 groups can be divided into three classes. The SPT-SPP-C, LPT-HPP-C and HPT-SPP groups have self-consistent (satisfying the criterion determined by Equation 7) accuracy parameters for long- and short-range interactions. We call them as the STD class. The LPT-LPP, SPT-LPP and HPT-LPP groups have a low accuracy of short-range interactions. We call them as the LPP class. The LPT-SPP has the same accuracy parameters for short-range interactions as those in SPT-SPP-C and HPT-SPP groups, but it uses low accuracy parameters for long-range interactions. Thus we separate it into the third class.

For each group, we carry out 300 simulations by only varying the values of \( r_{out} \) via adding a 3 digit number. For example, in the SPT-SPP-C group, the values of \( r_{out} \) for the first, the second and the last simulations are 0.03, 0.03001, and 0.03299, respectively. In this way, we ensure that the initial conditions are exactly the same but only the accuracy parameter of the integration is slightly perturbed. Since the numerical error grows exponentially in a crossing time (Heggie 1991), we can observe a large divergence of the individual orbits of stars soon after the simulations start. Thus, we can investigate how sensitively the evolution of the star cluster depends on the accuracy parameter.

3 RESULTS

3.1 Structure evolution

Figure 1 shows the evolution of the half-mass radius \( (R_h) \) and the core radius \( (R_c) \) for all groups. The left and right panels compare the STD/LPT-SPP and the LPP classes. The STD class shows an identical evolution of \( R_h \) and \( R_c \). The core collapse finishes around 300 time units. After that, \( R_h \) starts to increase. The HPT-SPP group has a better accuracy of long-range interactions compared to that of the SPT-SPP-C group; this suggests that when \( \Delta t_l \) and \( r_{out} \) are set in a self-consistent way, the statistical result can converge and does not depend on the accuracy parameters.

The LPT-SPP group shows a faster core collapse that finishes at approximately 100 time units. In addition, this group shows a strong decrease of \( R_h \) before the end of core collapse. In contrast, the LPP class shows a completely different evolution of \( R_h \) and \( R_c \). The whole system expands immediately after the simulations start, and there is no core collapse. The expansion indicates that the system is not in virial equilibrium. Such behaviour may be caused by the artificial energy heating coming from the integration errors of close encounters. This indicates that the star cluster has a nonphysical evolution. For example, in the STD class, before the tight binary, which acts as a heating source, forms, virial equilibrium is the natural state of the star cluster; i.e., \( R_h \) does not significantly evolve. If the cluster is not in virial equilibrium, it will evolve to the virial equilibrium via phase mixing and violent relaxation in a free-fall timescale (e.g. Binney & Tremaine 1987).

This result suggests that without an accurate integration of short-range interactions, the simulation is completely unreliable. The accuracy of long-range interactions is less crucial but affects the evolution of core and \( R_h \).

3.2 Number of escapers

When the energy of a star becomes positive after encounters, the star becomes a potential escaper. Then, it travels through the halo to escape, but during travel, distant perturbations can still change its orbit and the star may again become bound. Thus, the number of escapers \( (N_{esc}) \) is sensitive to both long- and short-range interactions. In Figure 2, we show the probability of \( N_{esc} \) for all models in the SPT-SPP-C group. Similar to the evolution of \( R_h \) and \( R_c \), a large scatter of \( N_{esc} \) appears among the models. However, the probability of \( N_{esc} \) approximately follows a Poisson distribution with an expected value of \( \lambda = 123 \). This suggests that the behaviour of escapers has no correlation with the accuracy parameters; the difference of \( N_{esc} \) is purely due to a random effect. Therefore, \( N_{esc} \) of individual models is not reliable; to understand the properties of escapers in a low-mass star cluster, it is necessary to obtain ensemble statistics. Hernandez et al. (2020) found a similar behaviour for the phase space structure of planetary dynamics.

Subsequently, we compare the distribution of \( N_{esc} \) from different groups in Figure 3. The three groups in the STD class well agree with each other. This is consistent with the behaviour of \( R_h \) and \( R_c \). The LPT-SPP group has a slightly larger mean \( N_{esc} \). In contrast, the LPP class with a low-accuracy short-range interaction and different accuracy long-range interactions (different \( \Delta t_l \)) shows a much larger mean \( N_{esc} \). This indicates that \( N_{esc} \) is much more sensitive to the accuracy of short-range interactions. Thus, the accu-
Table 1. The accuracy controlling parameters for each group of the $N$-body models. $\Delta t_l$ is tree time step, $r_{\text{out}}$ is the outer boundary of the changeover function. $r_g$ is the radial criterion to switch on the SDAR method. All values are in the NB unit.

| Groups | STD | LPT-SPP | LPT-LPP | SPT-LPP | HPT-LPP |
|--------|-----|---------|---------|---------|---------|
| $\Delta t_l$ | $1/128$ | $1/32$ | $1/1024$ | $1/32$ | $1/1024$ |
| $r_{\text{out}}$ | $0.03$ | $0.128$ | $0.03$ | $0.03$ | $1 \times 10^{-8}$ |
| $r_g$ | $0.0024$ | $0.01024$ | $0.0024$ | $0.0024$ | $1 \times 10^{-8}$ |

Figure 2. The probability of $N_{\text{esc}}$ for all models in the SPT-SPP-C group. A fit of the Poisson distribution is shown in the brown color. The expected value is $\lambda = 123$.

Figure 3. The distribution of $N_{\text{esc}}$ for the models in individual groups.

rate treatment of close encounters and multiple systems is crucial for simulating collisional stellar systems.

3.3 Kinetic energy of escapers

To investigate why the low-accuracy short-range interactions cause a large number of escapers, we plot the distribution for the kinetic energies of escapers in Figure 4. The STD class shows the same distribution again. Most escapers have a low kinetic energy with a peak around $5 \times 10^{-5}$. There is a long and inconspicuous tail of high-energy ($e_{\text{kin,esc}} > 10^{-3}$) escapers. The LPT-SPP group has an almost identical distribution. Thus, the low accuracy of long-range interactions does not have an obvious effect on the energy distribution of escapers.

In contrast, the LPP class has a very different distribution with a bimodal shape. There are more low-energy escapers with $e_{\text{kin,esc}} < 10^{-4}$ and a large cluster of high-energy escapers with $10^{-4} < e_{\text{kin,esc}} < 10^{-2}$. The peak of the high-energy part shifts to a higher value when the accuracy of long-range interactions increases.

In order to understand the origin of the bimodal distribution forms, we analyze how $N_{\text{esc}}$ depends on the time as shown in Figure 5. For the STD and the LPT-SPP classes, only a few low-energy escapers appear initially, and then, their number increases. After 300 time units, the high-energy escapers start to appear. This is due to core collapse, which leads to the formation of tight binaries. These binaries can generate high-energy escapers via the decays of unstable multiple systems. Compared to the STD class, the low- and middle-energy escapers appear slightly earlier in the LPT-SPP group because of an earlier core collapse.

The LPP class (right panel) shows a completely different behaviour. A large number of escapers appear immediately after the simulations start. This is the case for all energy bins in the LPT-LPP group, which has the lowest accuracy for both the long-range and the short-range interactions. These initial escapers are corresponding to the right peaks in the distribution of $e_{\text{kin,esc}}$ (Figure 4). When $\Delta t_l$ decreases, the numbers of low- and middle-energy escapers decrease. As shown in Figure 1, the LPP class has immediately left the virial equilibrium at the beginning. The integration errors of close encounters lead to a boost of escapers. A higher accuracy of long-range interactions help somewhat.

Meanwhile, if we ignore the initial escapers, the numbers of middle- and high-energy escapers decrease in the later evolution, in contrast to those in the STD class. There is no core collapse while the density continues to decrease in the LPP class. Thus, such behaviour is expected. The low-energy escapers continue to appear and cause the left peak in the distribution of $e_{\text{kin,esc}}$.
3.4 Energy error

The total energy in a Newtonian gravitational $N$-body system is conserved. Thus, the energy conservation is frequently used to measure the fidelity of $N$-body models. However, this does not work well for collisional stellar systems. If a tight binary forms, based on the Heggie-Hills law (Heggie 1975; Hills 1975), the maximum semi-major axis can be described as

$$a_m \approx \frac{G m_1 m_2}{\langle m \rangle \sigma^2},$$

where $m_1$, $m_2$, and $\langle m \rangle$ are the masses of the two components and the locally averaged stellar mass, respectively; $\sigma$ is the local velocity dispersion. In our models, $m_1 m_2 / \langle m \rangle = 1.0$ and $\sigma \approx 1$ after core collapse for the STD class. Thus, $a_m \approx 1$ and the corresponding binding energy of the binary is 0.5. This is close to the initial total potential energy of the whole cluster.

After many encounters, the binding energy can even become larger. Then, the total energy of the system is completely dominated by this binary. The energy error from the binary can mask all other small energy errors in the system.

Similarly, when there are still no binaries, the error is dominated by close encounters with a pair separation below $a_m$. If a single encounter is not accurately followed, it can create a large energy error that does not affect the dynamical state of the whole system significantly. However, if every encounter is treated inaccurately, each with small energy error, the error may not add coherently. The cumulative error may appear small even when the evolution is nonphysical.

Figure 6 shows the averaged energy error per time units ($\langle \epsilon \rangle$) vs. $N_{esc}$ for all groups. The three classes show different properties of $\langle \epsilon \rangle$. The STD class has a relatively low mean $\langle \epsilon \rangle$, and some models in the HPT-SPP group have the lowest $\langle \epsilon \rangle$. The LPT-SPP group shows a narrow distribution of $\langle \epsilon \rangle$ with the mean value close to the upper boundary of the STD class. The LPP class has the largest values of $\langle \epsilon \rangle$. For individual models in each group, there is no obvious correlation between $N_{esc}$ and $\langle \epsilon \rangle$. Especially, in the LPP class, the mean $N_{esc}$ among the groups vary widely, while the distributions of $\langle \epsilon \rangle$ are similar; some models in the STD class have a large $\langle \epsilon \rangle$ similar to those in the LPP class. Therefore, $\langle \epsilon \rangle$ cannot explain whether a system has a correct physical evolution.

4 DISCUSSION AND CONCLUSION

In this work, we carry out 7 groups of $N$-body simulations of an equal-mass star cluster with 1000 particles by using the PETAR code. We investigate how the accuracy parameters of long-range ($\Delta t_l$) and short-range interactions ($r_{out}$ and $r_g$) affect the dynamical evolution of the star cluster. All simulations use the exact same initial condition. In each group, we perform 300 integrations with slight modifications to $r_{out}$ to obtain different starting numerical errors. We analyze how the structure evolution and the properties of escapers are related to the accuracy parameters of the integrator.

The dynamical evolution, especially the relaxation process, of the clusters are affected by both short-range interactions (close encounters and multiple systems) and long-range interactions. If the accuracy parameters are set in a self-consistent way (the STD class; see Equation 7), the statistical properties
of the evolution are independent of the accuracy parameters. When the accuracy is not sufficient for long-range interactions (the LPT-SPP group) compared to that of the STD class, the core collapse occurs earlier and the number of escapers \(N_{\text{esc}}\) is slightly larger. However, when the short-range interaction is inaccurate (the LPP class), the clusters have nonphysical evolution: the clusters evolve out of virial equilibrium immediately after the simulations start, i.e., there is a strong expansion of \(R_h\). Since the phase mixing and the violent relaxation drive a stellar system into virial equilibrium, a contrary evolution is not correct. In addition, no core collapse occurs and \(N_{\text{esc}}\) is significantly larger than that of the STD group. Therefore, realistic \(N\)-body simulations of collisional stellar systems must accurately treat short-range interactions.

Although individual models in one group have a large difference of \(R_h\), \(R_c\) and \(N_{\text{esc}}\), the distributions of them in a group converge. For example, the distribution of \(N_{\text{esc}}\) follows the Poisson distribution function (Figure 2). Thus, although an initial small difference can grow exponentially so that individual \(N\)-body models cannot reproduce the exactly same evolution of a real cluster, the statistical means are meaningful. A similar result in the orbits of planets is found in Hernandez et al. (2020).

The energy error has a large scatter among the models, but the physical properties of the systems do not have a clear dependence on \(\langle \xi \rangle\) (Figure 6). This is reasonable because in collisional stellar systems, the integration errors from tight binaries or close encounters dominate the total energy error and dominate over the systematic error generated by the nonphysical evolution. Thus, checking the energy conservation is not the proper way to measure the quality of \(N\)-body simulations for collisional stellar systems. It is much more important to have a proper algorithm to correctly treat the short-range interactions rather than achieving a good energy conservation by using an approximation (e.g., a softening potential).

Hernandez et al. (2020) found that the relevant metric for accuracy was the number of steps per bound orbit, rather than the energy error. They found that orbits needed at minimum about 16 steps per effective period at pericenter, a number which depends on eccentricity. This number holds for a Wisdom–Holman map (Wisdom & Holman 1991), but nonetheless, we assume this approximate criteria applies to other maps. Using a maximum of 16 integration steps per orbit, the minimum semi-major axes of a binary \(a_{\min}\) that the long-range PT integrator can resolve are approximately 0.002, 0.009, and 0.02 NB length units for the HPT, SPT and LPT groups, respectively (see Table 1). In the HPT-LPP group, \(r_{\text{out}} = 0.0001\), which is 5 times less than \(a_{\min}\). The situation in the other two groups of the LPP class are even worse. However, the three groups in the STD class have \(r_{\text{out}} > a_{\min}\). Thus, our result is consistent with what was found in Hernandez et al. (2020).

In this work, we only investigate the low-\(N\) star clusters, which have a large statistical scatter. In the case of massive stellar systems such as globular clusters with million stars, the statistical scatter is expected to be much smaller. Thus, \(N_{\text{esc}}\) in one model would be closer to the statistically expected value.

Our analysis is based on the specific algorithms used in PETAR. We refer the PT and PP to the long-range and short-range interaction, respectively. This does not represent all type of \(N\)-body algorithms. With different integrators, the results can change, although the general trend is not expected to vary significantly.
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