Goal Inference Improves Objective and Perceived Performance in Human-Robot Collaboration
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ABSTRACT
The study of human-robot interaction is fundamental to the design and use of robotics in real-world applications. Robots will need to predict and adapt to the actions of human collaborators in order to achieve good performance and improve safety and end-user adoption. This paper evaluates a human-robot collaboration scheme that combines the task allocation and motion levels of reasoning: the robotic agent uses Bayesian inference to predict the next goal of its human partner from his or her ongoing motion, and re-plans its own actions in real time. This anticipative adaptation is desirable in many practical scenarios, where humans are unable or unwilling to take on the cognitive overhead required to explicitly communicate their intent to the robot. A behavioral experiment indicates that the combination of goal inference and dynamic task planning significantly improves both objective and perceived performance of the human-robot team. Participants were highly sensitive to the differences between robot behaviors, preferring to work with a robot that adapted to their actions over one that did not.
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1. INTRODUCTION
Once confined to controlled environments devoid of human individuals, robots today are being pushed into our homes and workplaces by unfolding advances in autonomy. From sharing workcells [20], to assisting older adults [2], robots need to operate in human environments, both with and around people.
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Figure 1: (a) Human avatar and three types of robot avatar used in the experiment. Circles with a single dot represent tasks that can be completed by any agent (either human or robot) and circles with two dots require simultaneous collaboration of both agents. (b) Illustration of a search-and-rescue collaboration scenario. (c) Illustration of a collaborative table setting scenario.

19,30, to helping in surveillance 13 and search and rescue 11,27, robots need to operate in human environments, both with and around people.

While autonomous systems are becoming less reliant on human oversight, it is often still desirable for robots to collaborate with human partners in a peer-to-peer structure 5,10,26. In many scenarios, robots and humans can fill
complementary roles in completing a shared task, possibly by completing different sub-goals in a coordinated fashion (Fig. 1a). For example, in a search-and-rescue mission (Fig. 1b), human first responders might load injured persons onto an autonomous vehicle, which would then transport the victims to a medical unit. In a number of manipulation scenarios, humans and robots can take advantage of different aptitudes and capabilities in perception, planning and actuation to boost performance and achieve better results.

Collaboration hinges on coordination and the ability to infer each other’s intentions and adapt [28, 29]. There is an abundant history of failure cases in human-automation systems due to coordination errors and miscommunication between human and autonomous agents [22, 23]. Such failures often result from an inability of autonomous systems to properly anticipate the needs and actions of peers; ensuring that autonomous systems have such an ability is critical to achieving good team performance [31]. Consider the collaborative manipulation scenario in Fig. 1c, in which both the human and the robot work together to set a table. It is important for the robot to anticipate the object that the human will take so that it can avoid hindering or even injuring the human.

Across robotics [7, 32], plan recognition [1], and cognitive science [12, 23], Bayesian goal inference has been applied to the problem of inferring human goals from their ongoing actions. Recently, we proposed a task allocation method which utilizes Bayesian goal inference at the motion level to enable the robot to adapt to the human at the task planning level [21]. However, the strategy detailed in this work has not been evaluated in collaboration scenarios involving real humans. Building on our initial work, we make the following contributions in this paper:

**Evaluation:** we evaluate the combination of two methods traditionally studied in isolation, namely applying goal inference at the motion level to compute a collaborative plan at the task level. This work differs from other user studies evaluating the use of Bayesian goal inference in human-robot interaction, which have focused on assisting humans to achieve an immediate goal [50]. We developed and ran a behavioral experiment (Fig. 1b) in which participants collaborated with virtual robots that (i) performed goal inference and re-planned as the human was moving (the predictive robot); (ii) only re-planned after the person reached their goal (the reactive robot); or (iii) never re-planned unless the current plan became infeasible (the fixed robot). We also had two-between-subjects conditions in which we varied the type of inference used by the robot. In the “oracle” condition, the predictive robot had direct access to the participant’s intent, emulating perfect goal inference, while in the “Bayesian” condition, the predictive robot used probabilistic inference on noisy human trajectories (as would happen in a realistic setting). Building on literature that evaluates human-robot collaboration [6, 13], we evaluated performance both objectively and subjectively. Objective metrics included time to complete the task and the proportion of tasks completed by the robot; subjective metrics were based on elicited preferences for the robots, and a survey regarding perceptions of the collaboration. As expected, errors in prediction do increase task completion time and lower subjective ratings of the robot. Despite these errors, both conditions produce the same results: we find that a robot that anticipates human goals to adapt its overall task plan is significantly superior to one that does not, in terms of both objective performance and subjective perception.

**Implication.** Despite the nontrivial assumption that the human will plan optimally after the current goal, the behavioral study reveals that using this model for the robotic agent’s adaptation greatly improves objective team performance (reducing task completion time and increasing the proportion of robot-completed goals). This may be due to the combination of swift adaptation to the human (which attenuates the impact of the optimality assumption) with an additional closed-loop synergy arising as the adapted robot plan becomes more likely to match the human’s own expectation. Importantly, adaptation based on this model also significantly improves subjective perceptions: users patently notice—and appreciate—the agent’s adaptive behavior. The implications of these results on human-robot interaction design are explored in the discussion.

2. TASK ALLOCATION DURING HUMAN-ROBOT COLLABORATION

To test the importance of inferring human intent and adapting in collaborative tasks, we use a task allocation scenario with both individual and shared tasks. Following [21], we consider a setting where human agent $H$ and a robot agent $R$ are in a compact planar domain $D \subset \mathbb{R}^2$ with $N$ one-agent tasks located at positions $p_i \in D$, $i = 1, ..., N$, and $M$ joint tasks with locations $q_j \in D$, $j = 1, ..., M$. One-agent tasks are executed instantly when visited by any agent, whereas joint tasks are only completed when visited by both agents simultaneously. The agent that arrives first at a joint task cannot leave until the other one comes to help complete the task. The human starts at position $h_0 \in D$ and the robot starts at $r_0 \in D$. Both agents are able to move in any direction at the same constant velocity $V$. The discrete-time dynamics of the human-robot team at each time step $k \geq 0$ are $h_{k+1} = h_k + u$ and $r_{k+1} = r_k + w$, respectively, where $|u| = |w| = V$, with $\cdot , \cdot$ being the Euclidean norm. Both agents have the common objective of completing all tasks in the minimum amount of time. Each agent can observe its own location, the location of the other agent, and the location and type of all remaining tasks. However, agents can not explicitly communicate with each other. This can be seen as a multi-agent version of the Traveling Salesman Problem [16].

2.1 Robot Collaboration Scheme

The scheme for integrating goal inference into task allocation presented in [21] achieves robustness to suboptimal human actions by adjusting its plan whenever the human’s actions deviate from the robot’s current internal allocation. At the initial time $k = 0$, the robot computes the optimal task allocation and capture sequence given the initial layout of tasks and agent positions (Section 2.3). The robot observes the human’s actions as both human and robot move towards their respective goals. To infer whether the human is deviating from the robot’s internal plan, the robot conducts a maximum a posteriori (MAP) estimate (Section 2.2). If a deviation is detected, the robot computes a new allocation of tasks based on the current state and the inferred human intent.

When computing the optimal allocation, it is assumed that the human will in fact execute the resulting joint plan. In the ideal scenario where both agents are perfectly rational, this would indeed be the case (without the need for
explicit coordination). Of course, this rationality assumption is far from trivial in the case of human individuals; we nonetheless make use of it as an approximate model, admitting incorrect predictions and providing a mechanism to adapt in these cases. It is worth noting that this model maximally exploits collaboration in those cases in which the prediction is correct: that is, if the human does follow the computed plan, then the team achieves the best possible performance at the task. As will be seen, adaptation based on this model leads to significant improvements in team performance.

2.2 Bayesian Goal Inference

Let $g$ denote the location of any of the $N + M$ tasks. Once the human starts moving towards a new task, the robot infers the human’s intent as the task with the highest posterior probability, $P(g|h_{0:k+1})$, given the history of observations thus far, $h_{0:k+1}$. The posterior probability is updated iteratively using Bayes’ rule:

$$P(g|h_{0:k+1}) \propto P(h_{k+1}|g, h_{0:k})P(g|h_{0:k})$$

where the prior $P(g|h_{0:k})$ corresponds to the robot’s belief that the human is heading towards task $g$ based on previous observed positions $h_{0:k}$. The likelihood function $P(h_{k+1}|g, h_{0:k})$ corresponds to the transition probability for the position of the human given a particular goal. Under the Markov assumption, the likelihood function can be simplified as:

$$P(h_{k+1}|g, h_{0:k}) = P(h_{k+1}|g, h_k).$$

We compute the term $P(h_{k+1}|g, h_k)$ assuming that the human is noisily optimizing some reward function. Following [1], we model this term as a Boltzmann (‘soft-max’) policy:

$$P(h_{k+1}|g, h_k) \propto \exp(\beta V_g(h_{k+1})),$$

where $V_g(h)$ is the value function for each task location $g$. Following [21], we model $V_g(h)$ as a function of the distance between the human $h$ and the task $g$, $d_g(h) = |g - h|$; i.e. $V_g(h) = \gamma d_g(h) U - c(\gamma - \gamma d_g(h))/\gamma$. This corresponds to the value function of a $\gamma$-discounted optimal control problem with terminal reward $U$ and uniform running cost $c$. The value function causes the Boltzmann policy to assign a higher probability to actions that take the human closer to the goal location $g$.

The parameter $\beta$ is a rationality index, capturing how diligent we expect the human to be in optimizing their reward. When $\beta = 0$, $P(h_{k+1}|g, h_k)$ gives a uniform distribution, with all actions equally likely independent of their reward (modeling an indifferent human agent). Conversely, as $\beta \to \infty$, the human agent is assumed to almost always pick the optimal action with respect to their current goal.

2.3 Task Allocation

We compute the optimal allocation and execution order of tasks that minimizes completion time using a mixed-integer linear program (MILP). Let $K$ denote the set of human and robot agents and $G$ represent the set of remaining tasks. Then, the task allocation problem can be formulated as:

$$\begin{align*}
\min_{x_{alloc}, t_{alloc}} & \quad \max_{v \in V, g \in G} t^{v}_g \\
\text{subject to} & \quad x_{alloc} \in X_{feasible} \quad t_{alloc} \in T_{feasible},
\end{align*}$$

where $t^v_g$ denotes the time when $v$th agent completes task $g$; $x_{alloc}$ encodes the allocation of tasks to each agent and $t_{alloc}$ represents the time for agents to arrive and leave tasks; and $X_{feasible}$ and $T_{feasible}$ denote the corresponding sets of feasible values that satisfy the requirements on completing one-agent and joint tasks. To generate an allocation that respects the intent of the human agent, the inferred goal is assigned as the first task for the human, which is enforced in $X_{feasible}$. Other constraints of $X_{feasible}$ include 1) each task is assigned to the human or robot, 2) an agent can only visit and complete a task once 3) an agent can leave a task position at most once and can only do so after visiting it (continuity condition) and 4) no subtour exists for any agent. The timing constraints of $T_{feasible}$ requires that a joint task be completed the time when both the human and the robot visit the task while a common task be executed immediately when an agent visits it. Readers interested in details of the MILP formulation of this particular traveling salesman problem can refer to [21]. In this study, the MILP is solved by the commercial solver Gurobi [15].

2.4 Evaluation

The method outlined above was evaluated in [21] through simulations in which human behavior was modeled as a mixture of optimality and randomness. Specifically, humans were modeled assuming that they would take the optimal action with probability $\alpha$, or take an action uniformly at random with probability $1 - \alpha$. However, as true human behavior is much more sophisticated and nuanced than this, it is unclear how well these results would generalize to real humans. Moreover, the simulation results tell us little about what people’s perceived experiences might be. Even if Bayesian goal inference does decrease the time needed to complete a set of tasks with real people, it is important that those people subjectively perceive the robot as being helpful and the collaboration as being fluent, and that they feel confident that they can rely on the robot’s help and comfortable collaborating with it.

To more rigorously test the robot’s task allocation strategy, we ran a behavioral experiment in which we asked human participants to collaborate with three different robots, as shown in Fig. 1, one at a time and in a counter-balanced order: a robot that did not re-plan its strategy regardless of the human’s choices (the fixed robot), a robot that reacted to these choices only once the human reached the goal in question (the reactive robot), and a robot that anticipated the human’s next goal at each step and adapted its behavior early (the predictive robot). We conducted the experiment under two different conditions: one with an oracle-predictive robot that can make perfect inferences of the human’s intent, and a second with a Bayesian-predictive robot, in which the Bayesian intent inference is at times erroneous (as it will be in real human-robot interactions).

3. EXPERIMENTAL DESIGN

3.1 Task

We designed a web-based human-robot collaboration experiment where the human participant was in control of an avatar on a screen. In this experiment, the human and virtual robot had to complete a set of tasks as quickly as possible. While some of the tasks could be completed by either the human or the robot (one-agent tasks), others required both agents to complete the task simultaneously (joint tasks). The participant chose to complete tasks by clicking on them, causing the human avatar to move to that
task while the robot moved towards a task of its choice. After the human completed the chosen task, they chose another task to complete, and so on until all tasks were completed.

3.2 Independent Variables

To evaluate the collaboration scheme described in Section 2, we manipulated two variables: adaptivity and inference type.

3.2.1 Adaptivity

We manipulated the amount of information that the robot receives during the task, which directly affects how adaptive the robot is to human actions. The following robots vary from least adaptive to most adaptive:

**Fixed:** This robot receives no information about the human’s goal. It runs an initial optimal task allocation for the human-robot team and subsequently executes the robot part of the plan irrespective of the human’s actions. It only re-plans its task allocation if an inconsistency or deadlock is reached. For example, if the human finishes a task that the robot had internally allocated to itself, the fixed robot removes the task from its list of pending tasks and chooses the next pending task as the goal. Additionally, if both agents reach different joint tasks, the robot moves to the human’s location and re-plans its strategy to account for this deviation.

**Reactive:** This robot receives information about the human’s goal only when the human reaches their goal. At this point, the robot reruns task allocation for the team assuming that the human will behave optimally for the remainder of the trial.

**Predictive:** This robot receives information about the human’s goal before they reach the goal. After receiving this information, the robot recomputes the optimal plan, again assuming optimal human behavior thereafter.

3.2.2 Inference Type

We also manipulated the type of inference used by the predictive robot:

**Oracle-predictive:** This robot receives perfect knowledge of the human’s next goal as soon as the human chooses it. Although there are real-world cases in which a human might inform a robot about its goal immediately after deciding, it is rare for a robot to know exactly the human’s goal without having the human explicitly communicate it.

**Bayesian-predictive:** This robot continuously receives information related to the human’s goal by observing the motion of the human. Based on this motion, the robot attempts to predict the human’s goal using the Bayesian inference scheme described in Section 2.2. In most cases of human-robot collaboration, the robot will only have access to the human’s motions.

3.3 Experimental Conditions

We manipulated the independent variables of adaptivity and inference type in a 3 × 2 mixed design in which inference type was varied between-subjects, while adaptivity was varied within-subjects. All participants collaborated with the fixed and reactive robots (corresponding to the low adaptivity and medium adaptivity conditions, respectively). For the high adaptivity conditions, half the participants were assigned to an oracle condition, in which they collaborated with the oracle-predictive robot; and half were assigned to a Bayesian condition, in which they collaborated with the Bayesian-predictive robot. This design is given in Table 1 for reference.

The motivation for this design was to prevent participants from having to keep track of too many robots (as would be the case in a 4 × 1 design), while still creating the experience of comparing the predictive robot with non-predictive baselines.

3.4 Procedure

3.4.1 Stimuli

There were 15 unique task layouts which consisted of a collection of five or six tasks, as well as initial positions of the human and robot avatars. As shown in Fig. 1a, one-agent tasks were depicted by an orange circle with a single dot inside it, and joint tasks were depicted by a cyan circle with two dots inside it. The human avatar was a gender-neutral cartoon of a person on a scooter, and the robot avatars were images of the same robot in different poses and colors (either red, blue, or yellow), which were counterbalanced across participants.

3.4.2 Trial Design

First, we presented participants with four example trials to help them understand the task, which they completed with the help of a gray robot. Each experimental layout was presented to participants three times over the course of the experiment (once with each of the fixed, reactive, and predictive robots). The trials were grouped into five blocks of nine trials (45 trials total). Within each block, participants completed three trials with one of the robots, then three with a different robot, and then three with the final robot. The order of the robots and task layouts were randomized according to a Latin-square design, such that the order of the robots varied and such that no task layout was repeated within a block.

3.4.3 Layout Generation

We randomly generated task layouts according to the following procedure. First, we assumed a model of human goal selection that sets the probability of choosing the next goal task as inversely proportional to the distance between the position of the human agent and the task. Under this model, we calculated the expected task completion time of 104 randomly generated layouts with reactive and Bayesian-predictive robots. We then computed the rank ordering of the

---

**Table 1: Experimental Conditions**

| Inference Type       | Adaptivity       | Robot          |
|----------------------|------------------|----------------|
| (between-subjects)   | (within-subjects)|                |
| Oracle               | Low Adaptivity   | Fixed          |
| Oracle               | Med. Adaptivity  | Reactive       |
| Oracle               | High Adaptivity  | Oracle-predictive |
| Bayesian             | Low Adaptivity   | Fixed          |
| Bayesian             | Med. Adaptivity  | Reactive       |
| Bayesian             | High Adaptivity  | Bayesian-predictive |

---

1Specifically, we used a Boltzmann policy to model human task selections. We fit the tuning parameter from participant’s choices in an earlier pilot experiment using maximum-likelihood estimation, resulting in a best fitting parameter value of $\beta = 1.05$. 

---
these completion times relative to all possible completion times for each layout, and computed the ratio of the rank order of the Bayesian-adaptive robot to the rank order of the reactive robot. This ratio gave us a measure of how differently we would expect the two robots to behave: layouts with ratio greater than 1.5 (9 layouts) or less than 0.6 (6 layouts) were selected, giving a total of 15 layouts for each robot. Subjects completed 5 blocks of 9 layouts, totaling 45 layouts.

3.4.4 Avatar Animation

When moving to complete a task, the robot avatar always moved in a straight line towards the task. For the human avatar, however, the trajectory followed was not a straight path, but a Bézier curve that initially deviated to a side and then gradually corrected its course towards the correct task location. The reason for using this trajectory was to allow the Bayesian-predictive robot to make errors: if the human always moved in a straight line, then the Bayesian-predictive robot would almost always infer the correct goal right away (and thus would give nearly identical results as the oracle-predictive robot). Furthermore, this choice of curved trajectory is a more realistic depiction of how actual humans move, which is not usually in a straight line [3].

3.4.5 Attention Checks

After reading the instructions, participants were given an attention check in the form of two questions asking them the color of the one-agent tasks and joint tasks. At the end of the experiment, we also asked them whether they had been paying attention to the difference in helpfulness between the three robots.

3.4.6 Controlling for Confounds

We controlled for confounding factors by counterbalancing the colors of the robots (Section 3.4.1); by using a different color robot for the example trials (Section 3.4.2); by randomizing the trial order (Section 3.4.2); by generating stimuli to give advantages to different robots (Section 3.4.3); by animating the human avatar in a realistic way to differentiate between the Bayesian-predictive and oracle-predictive robots (Section 3.4.4); and by including attention checks (Section 3.4.5).

3.5 Dependent Measures

3.5.1 Objective measures

During each trial, a timer on the right side of the screen kept track of the time it took to complete the tasks. This timer was paused whenever the participant was prompted to choose the next task and only counted up when either the human avatar or robot avatar were moving. The final time on the timer was used as an object measure of how long it took participants to complete each trial. We also tracked how many one-agent tasks were completed by the robot, the human, or both simultaneously.

3.5.2 Subjective measures

After every nine trials, we asked participants to choose the robot that they most preferred working with based on their experience so far. At the end of the experiment, we also asked participants to fill out a survey regarding their subjective experience working with each of the robot partners (Table 2). These survey questions were based on Hoffman’s metrics for fluency in human-robot collaborations [17], and were answered on a 7-point Likert scale from 1 (“strongly disagree”) to 7 (“strongly agree”). We also included two forced-choice questions, which had choices corresponding to the three robots.

3.6 Hypotheses

We hypothesized that adaptivity and inference type would affect both objective measures (Section 3.5.1) and subjective measures (Section 3.5.2).

H1 - Task Completion Time Robot adaptivity will negatively affect task completion times, with the least adaptive robots resulting in the slowest completion times, and the most adaptive robots resulting in the fastest completion times. The Bayesian-predictive will robot result in slower completion times than the oracle-predictive robot.

H2 - Robot Task Completion Robot adaptivity will positively affect the number of tasks that the robot completes, with more adaptive robots completing more tasks than the less adaptive robots. The Bayesian-predictive robot will complete fewer tasks than the oracle-predictive robot.

H3 - Robot Preference Robot adaptivity will positively affect participants’ preferences, with more adaptive robots being preferable to less adaptive robots. The Bayesian-predictive robot will be less preferable than the oracle-predictive robot. Additionally, preferences will become stronger as participants gain more experience with each robot.

H4 - Perceptions of the Collaboration Robot adaptiv-
ity will positively affect participants' perceptions of the collaboration as indicated by the subjective survey measures, with more adaptive robots being rated higher than less adaptive robots. Inference type will also affect perceptions, with the Bayesian-predictive robot scoring lower than the oracle-predictive robot.

3.7 Participants
We recruited a total of 234 participants from Amazon’s Mechanical Turk using the psiTurk experimental framework [14]. We excluded 32 participants from analysis for failing the attention checks, as well as 6 due to an experimental error, leaving a total of \( N = 196 \) participants whose data we used. All participants were treated in accordance with local IRB standards and were paid $1.20 for an average of 14.7 minutes of work, plus an average bonus of $0.51. Bonuses could range from $0.00 to $1.35 depending on performance:

\[
\text{Mean completion time (seconds)} = 6.0 \\
\text{6.5} \\
\text{7.0}
\]

times with the range of all times achievable with the robot could range from $0.00 to $1.35 depending on performance: for each trial, participants could get a $0.03 bonus if they completed all tasks in the shortest possible amount of time; a $0.02 bonus if they finished within the top 5% fastest times; or a $0.01 bonus if they finished within the top 10% fastest times. They received no bonus if they were slower than the top 10% fastest times.

4. RESULTS

4.1 Manipulation Checks
The goal of changing the inference type was ultimately to influence the number of errors made by the robot. To ensure that the Bayesian-predictive robot did make more errors than the oracle-predictive robot, we counted the proportion of timesteps on each trial during which the Bayesian-predictive robot had an incorrect belief about the human’s goal. We then constructed a mixed-effects model for these error rates with only the intercept as fixed effects, and both participants and stimuli as random effects. The intercept was 0.27 ± 0.021 SE (\( t(14.043) = 12.83, p < 0.001 \)), indicating an average error rate of about 27%. We also looked at the stimuli individually by reconstructing the same model, except with stimuli as fixed effects. Using this model, we found that error rates ranged from 15.0% ± 1.18% SE to 41.0% ± 1.18% SE.

4.2 H1 - Task Completion Time
First, we looked at the objective measure of task completion time, which is also shown in Fig. 2. To analyze task completion time, we first found the average completion time for each participant across stimuli, then constructed a linear mixed-effects model for these times using the inference type and adaptivity as fixed effects and the participants as random effects. We found main effects of both inference type (\( F(2, 194) = 10.30, p < 0.01 \)) and adaptivity (\( F(2, 388) = 799.27, p < 0.001 \)), as well as an interaction between the two (\( F(2, 388) = 10.07, p < 0.001 \)).

We performed post-hoc comparisons using the multivariate \( t \) method for \( p \)-value adjustment. In support of H1, we found that the reactive robot led to completion times that were 0.52s ± 0.029 SE faster than the fixed robot (\( t(388) = 17.777, p < 0.001 \)). Also in support of H1, the oracle-predictive robot led to completion times that were 0.69s ± 0.041 SE faster than the reactive robot (\( t(388) = 9.237, p < 0.001 \)).

3When comparing completion times to the range of possible times, we always compared the participants’ completion times with the range of all times achievable with the robot they were currently collaborating with.

4.3 H2 - Robot Task Completion
Next, we looked at the additional object measure of how many one-agent tasks were completed by the robot for each participant, we counted the total number of one-agent tasks completed by the robot throughout the entire experiment. These numbers are shown in Fig. 3. To analyze these results, we constructed a linear mixed-effects model for the number of tasks with inference type and adaptivity as fixed effects and the participants as random effects. There was no evidence for a main effect of inference type on the number of tasks completed by the robot (\( F(2, 388) = 1.07, p < 0.001 \)), as well as an interaction between adaptivity and inference type (\( F(2, 388) = 7.85, p < 0.001 \)).

There was, however, a difference between the oracle-predictive and Bayesian-predictive robots, (\( t(329.53) = 1.67, p = 0.05 \)), with the oracle-predictive robot resulting in completion times that were faster by 0.34s ± 0.067 SE. The combination of these results fully support H1: when adaptivity increases or the number of errors in inference decreases, task completion time decreases.

4.4 H3 - Human Task Completion
Finally, we looked at the subjective measure of how many one-agent tasks were completed by the robot. We found that the reactive robot led to completion times that were 1.69s ± 0.029 SE faster than the fixed robot (\( t(388) = 17.777, p < 0.001 \)). Also in support of H1, the oracle-predictive robot led to completion times that were 0.69s ± 0.041 SE faster than the reactive robot (\( t(388) = 9.237, p < 0.001 \)).

Sometimes the robot and human could complete the same one-agent task simultaneously. We excluded these cases from the number of one-agent tasks completed by the robot, because for these tasks the robot was not actually providing any additional help. We found that the robot and human completed for the same task 1.5%, 8.6%, 14.6%, and 18.1% of the time in the oracle-predictive, Bayesian-predictive, reactive, and fixed conditions, respectively.
between subjects, we found the opposite of H2: the Bayesian-predictive robot completed 1.7 ± 0.58 SE more tasks than the oracle-predictive robot (\(t(316.19) = 2.903, p < 0.05\)).

These results confirm part of H2—that adaptivity increases the number of tasks completed by the robot—but disconfirm the other part of H2—that Bayesian inference decreases the number of tasks completed by the robot. However, we note that the effects are quite small between the different robots: the differences reported are in the order of 1–4 tasks for the entire experiment, which had a total of 39 one-agent tasks. Each trial only had two or three one-agent tasks, and thus these results may not generalize to scenarios that include many more tasks. Furthermore, although we found that the Bayesian inference type increased the number of tasks completed by the robot, we speculate that this may be due to the Bayesian-predictive robot inferring the incorrect human goal and therefore taking some other one-agent task. However, further investigation is required to determine the actual source of this difference.

### 4.4 H3 - Robot Preference

We next analyzed the subjective measure of participants’ preferences for which robot they would rather work with.

#### 4.4.1 Preferences over time

Fig. 3 shows the proportion of participants choosing each robot as a function of trial. We constructed a logistic mixed-effects model for binary preferences (where 1 meant the robot was chosen, and 0 meant it was not) with inference type, adaptivity, and trial as fixed effects and participants as random effects. Using Wald’s tests, we found a significant main effect of adaptivity (\(\chi^2(2) = 16.7184, p < 0.001\)) and trial (\(\chi^2(1) = 5.1104, p < 0.05\)), supporting H3. We also found an interaction between adaptivity and trial (\(\chi^2(1) = 9.2493, p < 0.01\)). While the coefficient for trial was negative (\(\beta = -0.022 \pm 0.0095 \text{ SE}, z = -2.261, p < 0.05\)), the coefficient for the interaction of trial and the predictive robot was positive (\(\beta = 0.036 \pm 0.0120, z = 3.017, p < 0.01\)). This also supports H3: if preferences for the predictive robot increase over time, by definition the preferences for the other robots must decrease, thus resulting in an overall negative coefficient.

Although we did not find a significant main effect of inference type (\(\chi^2(1) = 1.457, p = 0.23\)), we did find an interaction between inference type and adaptivity (\(\chi^2(2) = 7.7208, p < 0.05\)). Post-hoc comparisons with the multivariate t adjustment indicated that there was a significant overall improvement in preference between the fixed and reactive robots (\(z = -5.23, p < 0.001\)) as well as an improvement in preference between the reactive and Bayesian-predictive robots (\(z = 11.86, p < 0.001\)) and between the reactive and Bayesian-predictive robots (\(z = 6.95, p < 0.001\)). While there was no significant difference between participants for the fixed robot (\(z = 0.40, p = 0.998\)), there was a significant difference for the reactive robot (\(z = -2.93, p < 0.05\)) and a marginal difference between the predictive robots (\(z = 2.52, p = 0.098\)), with the oracle-predictive robot being slightly more preferable to the Bayesian-predictive robot.

#### 4.4.2 Final rankings

For each participant, we assigned each robot a score based on their final rankings. The best robot received a score of 1; the worst robot received a score of 2; and the remaining robot received a score of 1.5. We constructed a logistic mixed-effects model for these scores, with inference type and adaptivity as fixed effects and participants as random effects; we then used Wald’s tests to check for effects. In partial support of H3, there was a significant effect of adaptivity on the rankings (\(\chi^2(2) = 52.352, p < 0.001\)) but neither a significant effect of inference type (\(\chi^2(1) = 1.149, p = 0.28\)) nor an interaction between adaptivity and inference type (\(\chi^2(2) = 3.582, p = 0.17\)). Post-hoc comparisons between the robot types were adjusted with Tukey’s HSD and indicated a preference for the reactive robot over the fixed robot (\(z = 5.092, p < 0.001\)) and a preference for the predictive robots over the reactive robot (\(z = 5.634, p < 0.001\)).

### 4.5 H4 - Perceptions of the Collaboration

Finally, we looked at the subjective measures of participants’ perceptions of the collaboration. For each robot and measure (capability, contribution, fluency, goals, and trust), we averaged each participants’ responses to the individual questions, resulting in a single score per participant, per measure, per robot. The results are shown in Fig. 5. We constructed a linear mixed-effects model for the survey responses with the adaptivity, inference type, and measure type as fixed effects, and with participants as random effects. We found significant main effects for both the adaptivity (\(F(2, 2730) = 543.18, p < 0.001\)) and measure type (\(F(4, 2730) = 5.28, p < 0.001\)). While there was no significant main effect of inference type (\(F(2, 195) = 0.08, p = 0.78\)), there was an interaction between adaptivity and inference type (\(F(2, 2730) = 17.17, p < 0.001\)). We did not find interactions between inference type and measure type.
(F(4, 2730) = 0.14, p = 0.97), between adaptivity and measure type (F(8, 2730) = 0.38, p = 0.93), or between adaptivity, inference type, and measure type (F(8, 2730) = 0.14, p = 0.997).

We investigated these effects further through a post-hoc analysis with multivariate t corrections. In support of H4, we found that participants rated the reactive robot higher than the fixed robot by 0.72 ± 0.058 SE points on the Likert scale (t(2730) = 12.415, p < 0.001). They also rated the oracle-predictive robot higher than the reactive robot by 1.44 ± 0.082 SE points (t(2730) = 17.568, p < 0.001), the Bayesian-predictive robot higher than the reactive robot by 0.91 ± 0.083 SE points (t(2730) = 11.064, p < 0.001), and the oracle-predictive robot higher than the Bayesian-predictive robot by 0.36 ± 0.112 points (t(470.31) = 3.267, p < 0.05).

5. DISCUSSION

In this paper we set out to answer three questions. First, does an increase in robot adaptivity lead to an objective improvement in real human-robot collaboration scenarios? Second, even if performance improves objectively, do people actually notice a difference? Third, if the robot does not have perfect knowledge of the human’s goals and must infer them, does adaptivity still result in the same improvements?

**Implications.** Our results suggest that outfitting robots with the ability to adaptively re-plan their actions from a motion-based inference of human intent can lead to a systematic improvement in both the objective and perceived performance in human-robot collaboration. We found that this type of adaptivity increases performance objectively by lowering the amount of time it takes the team to complete the tasks and by improving the balance of work between the two agents. Subjectively, we found that participants preferred motion-based predictive adaptation to purely reactive adaptation at the task level (which, as expected, was in turn preferred to no adaptation), and that they rated the more adaptive robot higher on a number of measures including capability, collaboration, fluency, perceptiveness, and trust. Unsurprisingly, introducing prediction errors through manipulation of the inference type generally decreased both objective performance and subjective ratings. What is surprising, however, is how small this decrease in performance was, particularly given that the Bayesian-predictive robot had an error rate ranging from a low of 15% to a high of 40% for some stimuli. This suggests that an attempt to predict and adapt to human goals—even under limited accuracy—can have a significant effect on the team’s objective performance and the human’s perception of the robot.

Another non-obvious observation is that the adaptation mechanism is successful in spite of the strong assumption that the human agent will behave optimally from the current state. In practice, the impact of this assumption is limited by the fact that the robot quickly adapts whenever the human does not follow this optimal plan; this is comparable to how model-predictive control can use a nominal system model and correct for model mismatch at each re-planning step. Additional effects may also explain the observed improvement. In particular, our model of human task planning explicitly accounts for the joint actions of the two agents (as opposed to only their own); because human inferences of other agent’s intentions have been shown to be consistent with models of approximately rational planning [1], it is therefore likely that the robot’s adapted actions closely match users’ actual expectations. In addition, the fact that the robot adapts by switching to the new joint optimal plan means that the human is always “given a new chance” to behave optimally; in other words, the robot’s adaptation is always placing the team in the situation with the best achievable outcome. Developing and testing these hypotheses further will be the subject of future work.

**Limitations.** There are several limitations to this work which we plan to address in future research. First, in our experiment, participants could only select the goal task and the trajectory for human avatar was predefined. It would be more realistic if participants were allowed to directly control the motion of human avatar. To better understand the role of realistic control, we will conduct a future study in which participants can continuously move their avatar using the arrow keys. Second, the robot’s working assumption that the human will follow the optimal joint plan is unrealistic. Better results could conceivably be obtained if this assumption were to be relaxed and replaced by a more refined model of human inference and decision-making, enabling a more effective adaptation of the robot’s plan. Lastly, while adaptivity is fundamental to successful collaboration in many types of tasks, it may not lead to improvements in all contexts. For example, in manufacturing scenarios where there is scheduling and allocation ahead of time, adaptation on either side is not required: in these cases, humans actually prefer that robots take the lead and give them instructions [12], rather than adapting to their actions.

**Conclusions.** Overall, our results demonstrate the benefits of combining motion-level inference with task-level plan adaptation in the context of human-robot collaboration. Although our results are based on virtual simulations, we speculate that the improvement found here will be even more important in real-world situations, during which humans may be under considerable stress and cognitive load. In such cases, a robot partner not behaving as expected can lead to frustration or confusion, impeding the human’s judgment and performance. A robot partner that adapts to the human can make all the difference, both in the successful completion of the task and in the perceived quality of the interaction.
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