A non-continuum lumped-parameter dynamic model applied to Indian traffic
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Dynamic traffic flow models are essential for obtaining information about the time evolution of variables describing the traffic flow phenomena and have a critical role in the development and implementation of real-time applications such as Intelligent Transportation Systems. Macroscopic traffic flow models that treat the traffic as a continuum are preferred for such applications. But, existing macroscopic models characterize homogeneous traffic, and may not be directly applicable to capture the vehicle heterogeneity seen on Indian roads. To address this issue, a non-continuum macroscopic dynamic traffic flow model based on the lumped-parameter approach was developed in this study. The model was developed based on the conservation of vehicles equation and a dynamic speed equation, incorporating an empirically developed traffic stream model, which is an important contribution of this study. Using this model, an estimation scheme has been developed based on the Kalman filtering technique to estimate traffic states in real time. The proposed scheme was implemented and corroborated for the heterogeneous traffic conditions existing in India. The performance of this scheme has been evaluated and the results obtained have been found to be promising.
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1. Introduction

The exponential increase in quantity and complexity of road traffic, coupled with insufficient developments in infrastructure to match, has led to serious traffic problems on the Indian road. A cost-effective way to manage these problems is by utilizing the existing facility more efficiently through operational means. Such an approach hinges on a better understanding of the dynamics of traffic flow through traffic flow modelling. Traffic flow models mathematically study the interactions between vehicles, drivers and infrastructure to understand and predict the dynamic behaviour of traffic and develop optimal transportation patterns and networks. Such dynamic traffic models are particularly critical in the development and implementation of real-time applications such as Intelligent Transportation Systems (ITS).

A popular ITS application is the provision of real-time information about traffic states to travellers. Such a facility requires quantification of traffic congestion in terms of speed, delay, travel time and traffic density on the road. Among these, traffic density and travel time are the most important traffic parameters that can directly be used to determine the level of congestion. However, density and travel time (or speed) are spatial parameters that cannot be easily measured from the field using automated traffic sensors. They are usually estimated from other traffic parameters that can be measured using available sensors.

Accurate mathematical models are required to process the location-based information into spatial information. Model-based estimation schemes using techniques such as Kalman filters (KFs) are being increasingly used for the purpose because deterministic models have been found to be insufficient by themselves for accurate estimation of traffic variables in real time (Jabari and Liu, 2013; Wang, Li, Chen, & Ni, 2011). Such techniques have an additional advantage of being able to account for the uncertainty associated with traffic flow phenomena, which is of more relevance under traffic conditions such as in India where the randomness associated with traffic is high. Another advantage of this approach is that in order to estimate state variables at a given instant of time, one needs only the estimate from the previous instant of time and the measured data collected during that instant of time. Thus, unlike data or pattern-driven methods, the data measured during all the previous instants of time need not be stored, which is advantageous in places where the system is being implemented and hence a database is not available, such as under Indian conditions.

Traffic flow models have been classified into microscopic and macroscopic based on the level of detail used...
to describe traffic. Macroscopic traffic flow models are better suited for real-time applications and hence such an approach is attempted in this study. A majority of the macroscopic models reported in literature treat traffic as a continuum (Hoogerdoorn & Bovy, 2001). However, this continuum approach to model traffic flow has been criticized by several researchers (Papageorgiou, 1998; Tyagi, Darbha, & Rajagopal, 2009). The number of vehicles in a typical section of roadway is limited and cannot be described as a continuum, even in congested condition. Furthermore, continuum models allow the two-way propagation of disturbances, which is unrealistic for the traffic scenario. Because of these issues, alternative non-continuum approaches have been attempted for modelling traffic flow (Daganzo, 1994a, 1994b; Tyagi, Darbha, & Rajagopal, 2008). The present study proposed a non-continuum macroscopic dynamic traffic flow model for the estimation of traffic density using Kalman filtering technique. A few studies in this area of model-based density estimation are listed in the following table.

The modelling studies mentioned above have predominantly dealt with homogeneous traffic conditions. A few models developed for heterogeneous traffic conditions are discussed in this section. Logghe and Immers (2003) developed an extended Lighthill, Whitham and Richard (LWR) model to include different classes of vehicles. A microscopic theory of spatial-temporal congested traffic patterns in heterogeneous traffic flow with a variety of driver behavioural characteristics and vehicle parameters was presented by Kerner and Klenov (2004) based on three-phase traffic theory. A recent addition to heterogeneous traffic modelling is by Tang, Huangb, Zhao, and Shang (2009), where a new dynamic car-following model has been developed by applying the relationship between the microscopic and macroscopic variables. Studies reported from India include a few on the use of macroscopic models (Anand, Vanajakshi, & Subramanian, 2011; Padiath, Vanajakshi, & Subramanian, 2010; Padiath, Vanajakshi, Subramanian, & Manda, 2009; Tiwari, Fazio, Gaurav, & Chatteerjee, 2008). Other reported studies have focused on microscopic models that are not suited for real-time applications (Chakroborty & Kikuchi, 1999; Chakroborty & Maurya, 2008; Gupta, Chakroborty, & Mukherjee, 1998; Mallikarjuna & Rao, 2009; Mathew, Gundaliya, & Dhingra, 2006; Maurya & Chakroborty, 2008; Venkatesan, Gowri, & Sivanandan, 2008).

Thus, although there are a number of reports on macroscopic traffic flow, most of them focused on homogeneous traffic conditions. Reported heterogeneous traffic flow modelling has been mainly of the microscopic type, which is not applicable for real-time applications. Macroscopic models that are computationally tractable are particularly suitable for representing the real-time stream features such as traffic congestion on Indian urban conditions.

| No. | Authors (year) | Facility type, data source and type of data | Parameter estimated and technique used |
|-----|----------------|-----------------------------------------|-------------------------------------|
| 1.  | Gazis and Knapp (1971) | Freeway, location-based, field data | Density, model-based extended Kalman filter (EKF) approach |
| 2.  | Nah and Trivedi (1973) | Freeway, location-based, field data as well as simulated data | Density, model-based KF approach |
| 3.  | Gazis and Szeto (1974) | Multilane roadway, location-based, field data | Density and speed, model-based KF approach |
| 4.  | Houpt, Kurkjian, Gershwin, and Willsky (1979) | Freeway, location-based, Field data as well as simulated data | Density, model-based scalar KF approach |
| 5.  | Willsky et al. (1980) | Freeway, location-based, field data as well as simulated data | Density and speed, model-based KF approach |
| 6.  | Kurkjian et al. (1980) | Freeway, location-based, field data as well as simulated data | Density, model-based scalar KF approach |
| 7.  | Hoogendoorn and Bovy (2000) | Simulated data | Density and speed, method of moments |
| 8.  | Zhongke (2003) | Freeway, location-based, field data as well as simulated data | Density, model-based EKF approach |
| 9.  | Sun, Muñoz, and Horowitz (2004) | Highway, location-based and spatial, field data as well as simulated data | Density and speed, mixture KF approach |
| 10. | Wang and Papageorgiou (2005) | Freeway, location-based and field data as well as simulated data | Density and speed, model-based EKF approach |
| 11. | Chu, Oh, and Recker (2005) | Freeway, location-based, field data as well as simulated data | Density and travel time, model-based adaptive Kalman filter approach |
| 12. | Hegyi, Girimonte, Babuska, and DeSchutter (2006) | Freeway, location-based, field data as well as simulated data | Density and speed, METANET Model + EKF and unscented Kalman filter |
| 13. | Wang, Papageorgiou, and Messmer (2007) | Freeway, location-based and field data as well as simulated data | Density and speed, model-based EKF approach |
| 14. | Wang, Papageorgiou, and Messmer (2008) | Freeway, location-based and field data as well as simulated data | Density and speed, model-based EKF approach |
various roads. Due to the unsuitability of continuum models, non-continuum models are gaining importance in traffic modelling and this study presents one such model. A lumped-parameter macroscopic dynamic traffic flow model based on a non-continuum approach for the estimation of traffic density using the Kalman filtering technique is proposed here. The model formulation employed the law of conservation of vehicles inside a road section and a dynamic speed equation obtained using a traffic stream model. The chosen stream model was a two-regime steady-state speed–density relation that was developed for the specific traffic condition being analysed. Density and aggregate space mean speed were considered as the state variables of interest in this model. Using this model, an estimation scheme was developed based on the Kalman filtering technique. All traffic variables were quantified without considering traffic lanes in order to account for the lack of lane discipline. The scheme was first designed and implemented without considering the heterogeneity of traffic. In the next stage, the heterogeneity was incorporated into the scheme in two ways. In the first approach, heterogeneity was incorporated by expressing all variables in standard Passenger Car Unit (PCU) equivalent values (IRC, 1990). In the second approach, heterogeneity was incorporated by explicitly considering different categories of vehicles into the modelling and estimation processes. The above estimation schemes were corroborated using field data. The results showed the efficacy of the developed model and the estimation scheme in real-time estimation of traffic state under the heterogeneous traffic conditions existing in India.

2. The proposed model

The model proposed in this study is developed in a state-space form appropriate for the design of model-based scheme for estimation of traffic density using the Kalman filter. A dynamic non-continuum lumped-parameter macroscopic model was formulated for describing the flow of traffic. In the lumped-parameter approach, within a small section of roadway, the spatial variation of traffic variables (such as density, speed, etc.) is neglected and it is assumed that the variables depend only on time. The typical section length with automated data collection is less than 1 km and it is reasonable to make this assumption for this distance. The length of the section (L) used in this study is also in this range. To apply this procedure to a longer roadway, it must be divided into sections within which it is reasonable to neglect spatial variations in traffic characteristics. A schematic diagram of a typical road section is shown in Figure 1. The lumped-parameter approach results in the governing equations of the model being ordinary differential equations (ODEs) (in the continuous time domain) and ordinary difference equations (in the discrete time domain).

The number of vehicles inside the section per unit length (density) and the average space mean speed of traffic are spatial parameters that are difficult to measure in the field. However, being spatial in nature, they are good indicators of the state of traffic. Hence, they were considered as the macroscopic state variables in this study. The first governing equation of the model was formulated based on the conservation of vehicles inside the section as follows.

Let \( N(k) \) denote the number of vehicles inside the section at the \( k \)th instant of time. Then, the conservation of vehicles inside the section for a time step of \( h \) can be represented as

\[
N(k + 1) = N(k) + h(q_{en}(k) - q_{ex}(k) + q_{side}(k)), \tag{1}
\]

where \( q_{en}(k) \) is the flow rate at which vehicles are entering into the section, \( q_{ex}(k) \) is the flow rate at which vehicles are exiting from the section and \( q_{side}(k) \) is the net flow rate at which the vehicles are entering into the section from the side road in the time interval \((k, k+1)\).

Dividing Equation (1) by the length of the section (\( L \)) resulted in

\[
\rho(k + 1) = \rho(k) + \frac{h}{L}(q_{en}(k) - q_{ex}(k) + q_{side}(k)), \tag{2}
\]

where \( \rho(k + 1) \) denotes the density inside the section at the \((k + 1)\)th instant of time.

The second governing equation of the model is a dynamic speed equation formulated by incorporating the appropriate stream model for the specific traffic under study. A two-regime steady-state speed–density relationship was found to be the best fit for the traffic under study (Ajitha and Vanajakshi, 2012). The second governing equation was then obtained with the motive of minimizing the error (\( e \)) between the speed values estimated using this steady-state speed–density relation \( v(\rho) \) and the observed speed values \( v \), that is, \( e = v(\rho) - v \). The time evolution of this error was hypothesized to behave as governed by

\[
\frac{de}{dt} = -a \cdot e(t), \tag{3}
\]

where the parameter \( a \) was selected to be positive. This equation is a linear homogeneous ODE and it is well known that its unique solution is \( e(t) = e(0)e^{-at} \) (Coddington, 1989), where \( e(0) \) is the initial error (can be either positive or negative). Thus, the error will converge to zero with time. Although there may be other choices...
for describing the time evolution of the error function, an exponentially decaying error function (an exponential function is a very commonly used function in many phenomenological studies) has been chosen in this study since its performance will be comparably good to any alternate choice. This approach has been applied in other studies involving the dynamical systems approach (Ioannou & Chien, 1993; Swaroop, Hedrick, Chien, & Ioannou, 1994).

Substituting $e = v(\rho) - v$ in Equation (3) and rearranging resulted in

$$
\frac{d(v(\rho))}{d\rho} \cdot \frac{d\rho}{dt} - \frac{dv}{dt} = -a \cdot (v(\rho) - v). \quad (4)
$$

Discretizing Equation (4) using a time step $h$ resulted in

$$
\frac{d(v(\rho))}{d\rho} \cdot \frac{(\rho(k+1) - \rho(k))}{h} - \frac{(v(k+1) - v(k))}{h} = -a(v(\rho) - v(k)). \quad (5)
$$

By substituting $(\rho(k+1) - \rho(k))/h = (1/L)(q_ex(k) - q_ex(k) + q_side(k))$ from Equation (2), the dynamic equation for average space mean speed inside the section (i.e. the equation governing the evolution of $v$) was obtained as

$$
v(k+1) = v(k) + ah(v(\rho) - v(k)) + \frac{h}{L} \frac{d(v(\rho))}{d\rho} (q_ex(k) - q_ex(k) + q_side(k)), \quad (6)
$$

where $v(k+1)$ denotes the average space mean speed of traffic inside the section at the $(k+1)$th instant of time.

Thus, the general formulation of the non-continuum lumped-parameter model is represented by Equations (2) and (6). Here, the heterogeneity of traffic was not explicitly considered. The site-specific speed–density relationship $v(\rho)$ was also developed without considering heterogeneity and was incorporated in Equation (6). Brief descriptions of the developed speed–density relation and the details on incorporating it in Equation (6) are provided below.

Based on the field data collected from the study site, the best-fitting speed–density relation was identified empirically (Ajitha & Vanajakshi, 2012). To take into account the lack of lane discipline, the roadway was analysed without considering the traffic lanes and hence flow was expressed in veh/hr and density in veh/km. Using this data, the best-fitting traffic stream model was found to be a two-regime model with a constant speed in the free-flow regime and the speed decreasing non-linearly in the congested regime up to the point where the jam density is reached. The functional form of this two-regime speed–density relation was obtained as

$$
v = \begin{cases} 
47 & \text{when } 0 \leq \rho \leq 156, \\
20.226 \left( \frac{519}{\rho} - 1 \right) & \text{when } 156 \leq \rho \leq 519,
\end{cases} \quad (7)
$$

where the speed $v$ is expressed in kmph and the density $\rho$ in veh/km.

Incorporating this in Equation (6), the dynamic speed equation is reduced to

$$
v(k+1) = \begin{cases} 
v(k) + ah(47 - v(k)) & \text{when } 0 \leq \rho(k) \leq 156, \\
v(k) + ah \left( 20.226 \left( \frac{519}{\rho(k)} - 1 \right) - v(k) \right) & \text{when } 156 \leq \rho(k) \leq 519.
\end{cases} \quad (8)
$$

Equations (2) and (8) represent the complete model for traffic without considering heterogeneity. This model was represented in the state-space form appropriate for the design of a model-based estimation scheme using the KF (more explanation on the KF is given in Section 3). However, a necessary condition for the KF to work correctly is that the system for which the states are to be determined is observable. A system is said to be observable if the internal states of the system can be determined using only the knowledge about the system output. Observability for a discrete time linear system can be tested by checking the rank of the observability matrix.

Consider a linear system whose model takes the form:

$$
x_{k+1} = Ax_k + Bu_k + w_k, \quad (9)
$$

$$
z_k = Hx_k + v_k, \quad (10)
$$

where, $x_k$ is the system state, $z_k$ is the system output, $u_k$ is the system input, $w_k$ is the process disturbance and $v_k$ is the measurement noise at the $k$th instant of time. The matrix $A$ relates the state at the $k$th instant of time to the state at the $(k+1)$th instant of time and the matrix $B$ relates the input to the state.

Then the system governed by Equations (2) and (8) is observable if and only if the observability matrix $(O)$ given by

$$
O = \begin{bmatrix} 
H \\
HA \\
HA^2 \\
\vdots \\
HA^{n-1}
\end{bmatrix},
$$

has rank equal to $n$, the order of the system (Gopal, 1984).

For the system under study represented by Equations (3) and (9), the values of the parameters, $A$ and $H$ for the free-flow regime were derived as

$$
A = \begin{bmatrix} 
1 & 0 \\
0 & 1 - ah
\end{bmatrix}, \quad H = [0 \quad 1].
$$

The corresponding observability matrix was obtained as

$$
O = \begin{bmatrix} 
0 & 1 \\
0 & 1 - ah
\end{bmatrix}.
$$
The rank of this observability matrix was found to be 1 and thus the system is found to be unobservable in the free-flow regime.

To make the system observable, the governing equation for density as represented by Equation (2) was modified by expressing the flow passing exit section \( q_{en} \) in terms of the average space mean speed of traffic passing the exit location using the fundamental equation of traffic flow given by

\[
q_{en}(k) = \rho(k)v_{en}(k),
\]

where \( \rho \) is the density and \( v_{en} \) is the average space mean speed of vehicles calculated using individual speed measurements at the exit. Substituting Equation (11) in Equation (2) provided:

\[
\rho(k + 1) = \rho(k) + \frac{h}{L}(q_{en}(k) - \rho(k)v_{en}(k) + q_{side}(k)).
\]

Incorporating this change in the dynamic equation for speed (Equation (7)), the governing equation for speed is reduced to

\[
v(k + 1) = \begin{cases} 
  v(k) + ah(47 - v(k)) & \text{when } 0 \leq \rho(k) \leq 156, \\
  v(k) + ah\left(\frac{519}{\rho(k)} - 1\right) - v(k) & \text{when } 156 \leq \rho(k) \leq 519.
\end{cases}
\]

(12)

The check for observability of the system governed by the modified state equations (Equations (12) and (13)) was again carried out for free-flow and congested regimes as detailed above and the rank for the new observability matrices was found to be equal to 2 and thus the system was observable. Equations (12) and (13) govern the traffic system without considering heterogeneity. This model was then modified to incorporate heterogeneity in two different ways as explained below.

One common approach to consider the mixture of different categories of vehicles in a traffic stream is to convert them into a homogeneous equivalent using standard PCU values (IRC, 1990). This approach has been first adopted in this study to account for the effect of presence of several vehicle types. Thus, in Equations (12) and (13), traffic flow was considered in PCU/hr and traffic density in PCU/km. The site-specific speed–density relationship \( v(\rho) \) was developed using PCU converted data (Ajitha & Vanajakshi, 2012) and was incorporated in Equation (13). While developing \( v(\rho) \) in this case, the data were measured separately for different categories of vehicles and then converted in to PCU units. The functional form of this speed–density relationship was obtained as

\[
v = \begin{cases} 
  47 & \text{when } 0 \leq \rho \leq 143, \\
  23.5 \left(\frac{429}{\rho} - 1\right) & \text{when } 143 \leq \rho \leq 429.
\end{cases}
\]

(14)

where the density \( \rho \) is in PCU/km.

Incorporating this in Equation (13), the dynamic speed equation is reduced to

\[
v(k + 1) = \begin{cases} 
  v(k) + ah(47 - v(k)) & \text{when } 0 \leq \rho(k) \leq 143, \\
  v(k) + ah\left(\frac{429}{\rho(k)} - 1\right) - v(k) & \text{when } 143 \leq \rho(k) \leq 429.
\end{cases}
\]

(15)

Thus, the complete model formulation after PCU incorporation was represented by Equations (12) and (15) with flow rates and density expressed in PCU/hr and PCU/km, respectively.

Another way of introducing heterogeneity in traffic flow is to consider different categories separately in the modelling process. The classification considered in this study was the three vehicle groups, namely two wheelers (TWs), three wheelers (ThWs) and four wheelers (FWs). TWs include motorcycles, scooters and mopeds and ThWs include auto-rickshaws and small three-wheeled tempos. The FW category can be further subdivided into classes such as light passenger cars, heavy commercial vehicles, and others. However, due to the difficulty in manual data extraction, this classification was followed in the present study. The procedure can be easily extended for other classes, if data are available. The above developed model was modified by incorporating separate state equations for the three different classes of vehicles considered, namely TWs, ThWs and FWs. The first three equations of the modified model were based on the conservation of the three classes of vehicles inside the section and was obtained as

\[
\rho_{TW}(k + 1) = \rho_{TW}(k) + \frac{h}{L}(q_{en}^{TW}(k) - \rho_{TW}(k)\cdot v_{ex}^{TW}(k) + q_{side}^{TW}(k)),
\]

\[
\rho_{ThW}(k + 1) = \rho_{ThW}(k) + \frac{h}{L}(q_{en}^{ThW}(k) - \rho_{ThW}(k)\cdot v_{ex}^{ThW}(k) + q_{side}^{ThW}(k)),
\]

\[
\rho_{FW}(k + 1) = \rho_{FW}(k) + \frac{h}{L}(q_{en}^{FW}(k) - \rho_{FW}(k)\cdot v_{ex}^{FW}(k) + q_{side}^{FW}(k)).
\]

(16) (17) (18)

The remaining three equations were dynamic speed equations formulated using the stream models developed
for these three classes. The stream models developed for the three categories of vehicles (Ajitha & Vanajakshi, 2012) were

$$v_{\text{TW}} = \begin{cases} 48 & \text{when } 0 \leq \rho_{\text{TW}} \leq 87, \\ 18.316 \left( \frac{315}{\rho_{\text{TW}}} - 1 \right) & \text{when } 87 \leq \rho_{\text{TW}} \leq 315, \end{cases}$$

(19)

$$v_{\text{ThW}} = \begin{cases} 40 & \text{when } 0 \leq \rho_{\text{ThW}} \leq 14, \\ 18.065 \left( \frac{45}{\rho_{\text{ThW}}} - 1 \right) & \text{when } 14 \leq \rho_{\text{ThW}} \leq 45, \end{cases}$$

(20)

$$v_{\text{FW}} = \begin{cases} 50 & \text{when } 0 \leq \rho_{\text{FW}} \leq 57, \\ 23.208 \left( \frac{180}{\rho_{\text{FW}}} - 1 \right) & \text{when } 57 \leq \rho_{\text{FW}} \leq 180. \end{cases}$$

(21)

Using these equations, the formulated dynamic speed equations for TWs, ThWs and FWs were obtained as

$$v_{\text{TW}}(k + 1) = \begin{cases} v_{\text{TW}}(k) + ah(48 - v_{\text{TW}}(k)) & \text{when } 0 \leq \rho_{\text{TW}}(k) \leq 87, \\ v_{\text{TW}}(k) + ah \left( 18.316 \left( \frac{315}{\rho_{\text{TW}}(k)} - 1 \right) \right) - v_{\text{TW}}(k) - \frac{5769.54h}{L \cdot (\rho_{\text{TW}}(k))^2} (q_{\text{en}}(k)) - \rho_{\text{TW}}(k) \cdot v_{\text{ex}}(k) + q_{\text{side}}(k) & \text{when } 87 \leq \rho_{\text{TW}}(k) \leq 315, \end{cases}$$

(22)

$$v_{\text{ThW}}(k + 1) = \begin{cases} v_{\text{ThW}}(k) + ah(40 - v_{\text{ThW}}(k)) & \text{when } 0 \leq \rho_{\text{ThW}}(k) \leq 14, \\ v_{\text{ThW}}(k) + ah \left( 18.065 \left( \frac{45}{\rho_{\text{ThW}}(k)} - 1 \right) \right) - v_{\text{ThW}}(k) - \frac{812.925h}{L \cdot (\rho_{\text{ThW}}(k))^2} (q_{\text{en}}(k)) - \rho_{\text{ThW}}(k) \cdot v_{\text{ex}}(k) + q_{\text{side}}(k) & \text{when } 14 \leq \rho_{\text{ThW}}(k) \leq 45, \end{cases}$$

(23)

$$v_{\text{FW}}(k + 1) = \begin{cases} v_{\text{FW}}(k) + ah(50 - v_{\text{FW}}(k)) & \text{when } 0 \leq \rho_{\text{FW}}(k) \leq 57, \\ v_{\text{FW}}(k) + ah \left( 23.208 \left( \frac{180}{\rho_{\text{FW}}(k)} - 1 \right) \right) - v_{\text{FW}}(k) - \frac{4177.44h}{L \cdot (\rho_{\text{FW}}(k))^2} (q_{\text{en}}(k)) - \rho_{\text{FW}}(k) \cdot v_{\text{ex}}(k) + q_{\text{side}}(k) & \text{when } 57 \leq \rho_{\text{FW}}(k) \leq 180. \end{cases}$$

(24)

Thus, it can be seen that all the above models have two components – one component that was derived using the conservation of vehicles and the hypothesis regarding the evolution of the error $\epsilon$, which will hold for any road segment. The second component was obtained from a traffic stream model. Such a stream model is not available for Indian road traffic conditions and hence is one of the contributions of this study. It is well known that traffic stream models are section/location-dependent (Gartner, Messer, & Rathi, 2001). Hence, the model is transferable only to sections with similar characteristics. In other cases, the section-specific stream models need to be known or developed.

Next, the estimation scheme was developed using the Kalman filtering technique. The KF is an optimal state estimator applicable for dynamic systems. Although it was originally derived for linear systems, it can be extended to nonlinear systems and the filter so obtained is referred to as the EKF. In the present study, as the models developed are linear in the uncongested or free-flow regime and nonlinear in the congested regime, both the linear and the EKFs were used to estimate the traffic state as detailed below.

### 3. Estimation scheme

The KF (Kalman, 1960) is a popular tool for recursive estimation of variables that characterize a system (these variables are usually referred to as ‘state variables’). The KF is a model-based estimation scheme that takes into account the stochastic properties of the process disturbance and the measurement noise. The process disturbance and the measurement noise are assumed to be independent of one another, white and normally distributed with zero mean. The KF works like a predictor corrector algorithm, that is, it first predicts an ‘a priori’ estimate of the state variables using the system model and the state estimate from the previous time interval, and then corrects the same using measurements to obtain an ‘a posteriori’ state estimate. The KF has been widely used in many disciplines including the field of transportation (Nanthawichit, Nakatsui, & Suzuki, 2003; Okutani & Stephanedes, 1984; Wang & Papageorgiou, 2005; Wang, Papageorgiou, & Messmer, 2008). The KF is used for estimation and prediction when the governing equations of the system are linear. When the governing equations are nonlinear, an EKF (Jazwinski, 1970) is commonly used. The EKF linearizes the governing equations at each time step about the estimate obtained from the previous time step.

Using the traffic flow models presented in the previous section, the estimation scheme was obtained as explained below. In the first case, where heterogeneity was not considered, the density of vehicles ($\rho$) expressed in veh/km and the average space mean speed ($v$) of vehicles inside the section in km/hr were taken as the state variables of interest. The output variable was taken as the measured values of the average space mean speed of vehicles. The...
rates at which vehicles enter into the section from upstream and from the side road in veh/hr were provided as inputs to the estimation scheme. Similarly, for the second case, where heterogeneity was incorporated by expressing all variables in PCU units, density \( \rho \) expressed in PCU/km and average space mean speed \( v \) in km/hr were considered as state variables, measured values of average space mean speed of vehicles as the output variable and flow rates at which vehicles enter into the section from upstream and through side roads in PCU/hr as inputs to the scheme. For the third case, where different classes of vehicles were explicitly considered in modelling, density of TWS \( \rho_{TWS} \), ThWs \( \rho_{ThW} \) and FWs \( \rho_{FW} \) and average space mean speed of TWS \( v_{TWS} \), ThWs \( v_{ThW} \) and FWs \( v_{FW} \) were taken as the state variables of interest. The output variables were taken as the measured values of space mean speeds of these three classes of vehicles and inputs were taken as flow of these three classes of vehicles from upstream and through side roads.

Since the governing equations of the models in the uncongested regime were linear, the KF was used as below. Consider a linear system whose model takes the form:

\[
x_{k+1} = Ax_k + Bu_k + w_k,
\]

\[
z_k = Hx_k + v_k,
\]

where \( x_k \) is the system state, \( z_k \) is the system output, \( u_k \) is the system input, \( w_k \) is the process disturbance and \( v_k \) is the measurement noise at the \( k \)th instant of time. The matrix \( A \) relates the state at the \( k \)th instant of time to the state at \( (k + 1) \)th instant of time and the matrix \( B \) relates the input to the state.

Now the following steps are used recursively for estimation:

1. The a priori estimate in the \((k + 1)\)th interval of time was obtained through

\[
\hat{x}_{k+1} = A\hat{x}_k + Bu_k.
\]

2. The a priori error covariance in the \((k + 1)\)th interval of time was obtained through

\[
P_{k+1} = AP_kA^T + Q.
\]

3. The Kalman gain \( K_{k+1} \) was calculated through

\[
K_{k+1} = P_{k+1}H^T(HP_{k+1}H^T + R)^{-1}.
\]

4. Then, the a posteriori state estimate was calculated through

\[
x^+_{k+1} = x^-_{k+1} + K_{k+1}(z_k - Hx^-_{k+1}).
\]

5. Finally, the a posteriori error covariance was obtained through

\[
P^+_{k+1} = (1 - K_{k+1}H)P^-_{k+1}.
\]

Here, \( Q \) is the process disturbance covariance, \( R \) is the measurement noise covariance and \( H \) is the matrix which relates the state to the measurement. Also, \( \hat{x}_k \) and \( \tilde{x}_k \) denote, respectively, the a priori estimate and the a posteriori estimate of the state variables at the \( k \)th instant of time. Similarly, \( P^+_k \) and \( P^-_k \) denote, respectively, the a priori and the a posteriori error covariance at the \( k \)th instant of time.

In the present study, since the models in the congested regime were nonlinear, an extended KF was used. The EKF linearizes the governing equations at each time step about the estimate obtained from the previous time step. Consider a nonlinear system whose model is given by

\[
x_{k+1} = f(x_k, u_k, w_{1k}),
\]

\[
z_k = g(x_k, v_{1k}),
\]

where \( f \) represents the nonlinear function that relates the state at time step \( k \) to the state at time step \( k + 1 \). Similarly, \( g \) is the nonlinear function that relates the state to the measurement. The above equations can be linearized using Taylor’s Series expansion to result in

\[
x_{k+1} = \tilde{x}_{k+1} + A_1(x_k - \tilde{x}_k) + WW_{1k},
\]

\[
z_k = \tilde{z}_k + H_1(x_k - \tilde{x}_k) + VV_{1k},
\]

where \( \tilde{x} \) and \( \tilde{z} \) are the approximate state and measurement variables without considering the process disturbance and measurement noise as indicated by Equations (31) and (32), \( A_1 \) is the matrix of the partial derivative of \( f \) with respect to \( x \), \( W \) is the matrix of the partial derivative of \( f \) with respect to \( w_1 \), \( H_1 \) is the matrix of the partial derivative of \( g \) with respect to \( x \) and \( V \) is the matrix of the partial derivative of \( g \) with respect to \( v_1 \). Thus,

\[
\tilde{x}_{k+1} = f(\tilde{x}_k, u_k, 0),
\]

\[
\tilde{z}_k = g(\tilde{x}_k, 0).
\]

Now the following steps were followed recursively for estimation using EKF:

1. The a priori estimate in the \((k + 1)\)th interval of time was obtained through

\[
\hat{x}_{k+1} = f(\hat{x}_k, u_k).
\]

2. The a priori error covariance in the \((k + 1)\)th interval of time was obtained through

\[
P^+_k = A_1P^+_kA_1^T + W QQ^T.
\]

3. The Kalman gain \( K_{k+1} \) was calculated through

\[
K_{k+1} = P^+_kH_1^T[H_1P^+_kH_1^T + VV^T]^{-1}.
\]

4. Then, the a posteriori state estimate was calculated through

\[
\hat{x}^+_{k+1} = \hat{x}^-_{k+1} + K_{k+1}(z_k - g(\hat{x}^-_{k+1})).
\]
(5) Finally, the a posteriori error covariance was obtained through

\[
P^{+}_{k+1} = [I - K_{k+1}H_1]P^{-}_{k+1}.
\]

In the present study, the following parameters were identified in free-flow regime for the first case where heterogeneity was not considered:

\[
x(k) = \begin{bmatrix} \rho(k) \\ v(k) \end{bmatrix}, \quad u = \begin{bmatrix} q_{en} \\ q_{side} \end{bmatrix}, \quad z(k) = v(k),
\]

\[
A = \begin{bmatrix} 1 - \frac{h \cdot v_{ex}(k)}{L} & 0 \\ 0 & 1 - ah \end{bmatrix},
\]

\[
B = \begin{bmatrix} h \\ h \end{bmatrix}, \quad H = [0 \ 1].
\]

In the congested regime for this case, the parameters were obtained as

\[
f = \begin{bmatrix} \rho(k) + \frac{h}{L}(q_{en}(k) - \rho(k) \cdot v_{ex}(k) + q_{side}(k)) \\ v(k) + ah \left(20.226 \left(\frac{519}{\rho(k)} - 1\right) - v(k)\right) \\ \frac{10497.29h}{L \cdot (\rho(k))^2}(q_{en}(k) - \rho(k) \cdot v_{ex}(k)) + q_{side}(k) \end{bmatrix},
\]

\[
A_1 = \begin{bmatrix} 1 - \frac{h \cdot v_{ex}(k)}{L} & 0 \\ -10081.5h & \frac{2}{(\rho(k))^2}(q_{en}(k) - \rho(k) \cdot v_{ex}(k)) + q_{side}(k) \end{bmatrix},
\]

\[
W = \begin{bmatrix} h \\ 0 \end{bmatrix}, \quad H_1 = [0 \ 1], \quad V = 1.
\]

where density \( \rho \) is in veh/km and flow rates \( q_{en} \) and \( q_{side} \) are in veh/hr.

Similarly, for the second case, where all variables were considered in PCU units, the parameters for the free-flow regime were the same as that of the previous case except that the variables such as density and flow rates were considered in PCU units. In the congested regime, the parameters such as \( W, H_1 \) and \( V \) remain same as that of the first case and the nonlinear function \( f \) and \( A_1 \) was obtained as

\[
x(k) = \begin{bmatrix} \rho_{TW}(k) \\ \rho_{FW}(k) \\ v_{TW}(k) \\ v_{FW}(k) \end{bmatrix}, \quad u = \begin{bmatrix} q_{en}^{TW} \\ q_{en}^{FW} \\ q_{side}^{TW} \\ q_{side}^{FW} \end{bmatrix}, \quad z(k) = \begin{bmatrix} v_{TW}(k) \\ v_{FW}(k) \end{bmatrix},
\]

\[
f = \begin{bmatrix} \rho(k) + \frac{h}{L}(q_{en}(k) - \rho(k) \cdot v_{ex}(k) + q_{side}(k)) \\ v(k) + ah \left(23.5 \left(\frac{429}{\rho(k)} - 1\right) - v(k)\right) \\ -10081.5h & \frac{2}{(\rho(k))^2}(q_{en}(k) - \rho(k) \cdot v_{ex}(k)) + q_{side}(k) \end{bmatrix},
\]

\[
A_1 = \begin{bmatrix} 1 - \frac{h \cdot v_{ex}(k)}{L} & 0 \\ -10081.5h & \frac{2}{(\rho(k))^2}(q_{en}(k) - \rho(k) \cdot v_{ex}(k)) + q_{side}(k) \end{bmatrix},
\]

\[
W = \begin{bmatrix} h \\ 0 \end{bmatrix}, \quad H_1 = [0 \ 1], \quad V = 1.
\]
and in the congested regime for the same case, the nonlinear function $f$ was obtained as

$$f = \begin{bmatrix}
\rho_{TW}(k) + \frac{h}{L} (q_{en}^{TW}(k) - \rho_{TW}(k)) \\
\cdot v_{ex}^{TW}(k) + d_{side}^{TW}(k)) \\
\rho_{THW}(k) + \frac{h}{L} (q_{en}^{THW}(k) - \rho_{THW}(k)) \\
\cdot v_{ex}^{THW}(k) + d_{side}^{THW}(k)) \\
\rho_{FW}(k) + \frac{h}{L} (q_{en}^{FW}(k) - \rho_{FW}(k)) \\
\cdot v_{ex}^{FW}(k) + d_{side}^{FW}(k)) \\
v_{TW}(k) + ah \left( 18.316 \left( \frac{315}{\rho_{TW}(k)} - 1 \right) - v_{TW}(k) \right) \\
- \frac{5769.54h}{L} \cdot (\rho_{TW}(k))^2 (q_{en}^{TW}(k) - \rho_{TW}(k)) \\
\cdot v_{ex}^{TW}(k) + d_{side}^{TW}(k)) \\
v_{THW}(k) + ah \left( 18.065 \left( \frac{45}{\rho_{THW}(k)} - 1 \right) - v_{THW}(k) \right) \\
- \frac{812.925h}{L} \cdot (\rho_{THW}(k))^2 (q_{en}^{THW}(k) - \rho_{THW}(k)) \\
\cdot v_{ex}^{THW}(k) + d_{side}^{THW}(k)) \\
v_{FW}(k) + ah \left( 23.208 \left( \frac{180}{\rho_{FW}(k)} - 1 \right) - v_{FW}(k) \right) \\
- \frac{4177.44h}{L} \cdot (\rho_{FW}(k))^2 (q_{en}^{FW}(k) - \rho_{FW}(k)) \\
\cdot v_{ex}^{FW}(k) + d_{side}^{FW}(k))
\end{bmatrix}.
$$

Other parameters such as $A_1$, $W_1$, $H_1$ and $V$ for this case were derived as before. The initial values of the state variables were assumed in all the three cases and the above estimation schemes were implemented. The results from these estimation schemes were compared with the actual values collected from the field.

4. Data collection and extraction

Data collection for the present study was carried out using the video recording technique on a stretch on the Rajiv Gandhi road, Chennai, India. The selected stretch was a six-lane roadway, with three lanes in each direction. For the present study, only one direction of traffic was considered. The section had one side road and the vehicles entering through it were counted manually. Video data were collected at the entry and exit points of the selected section of roadway during one hour each on five week days and two hours and three hours each on two other week days. The collected videos were later analysed in the laboratory to extract the required data. Data extraction was carried out manually due to lack of any reliable automated data extraction methods and was carried out separately for all the three classes of vehicles considered. The flow data passing the entry and exit sections were extracted for every one-minute interval by counting the number of TWs, ThWs and FWs travelling in all the three lanes. The spot speeds of TWs, ThWs and FWs passing the entry and exit sections were determined for every one minute by measuring the time taken to cross a known distance. The space mean speeds were then computed for these three classes by taking the harmonic mean (HM) of spot speeds (May, 1990). The average space mean speed values of vehicles were computed by averaging the HM values at the entry and exit sections. The actual densities of the three classes of vehicles at every one-minute interval required for corroboration of the estimation scheme were determined using input–output analysis (May, 1990). The initial numbers of TWs, ThWs and FWs present inside the section (required for the input output analysis) were measured by taking a still picture of the section at the start of the data collection. For implementing and corroborating the first scheme, data were considered without classifying them into different classes. In the case of the second scheme, PCU converted values were used and for the third scheme, the classified data were used.

5. Results

The estimated values of state variables were compared with the actual values obtained from field. The performance of this approach was quantified by calculating the mean absolute percentage error (MAPE) given by

$$\text{MAPE} = \left[ \frac{1}{N} \sum_{i=1}^{N} \frac{|x_{\text{est}} - x_{\text{obs}}|}{x_{\text{obs}}} \right] 100, \quad (33)$$

where $x_{\text{est}}$ and $x_{\text{obs}}$ are the estimated and observed values of the state variable, respectively, and $N$ is the total number of observations. The estimated values of average space mean speed values were found to converge with the measured values in all the three cases. The plots of the estimated values of densities using PCU converted data against the actual values for two representative days are shown in Figures 2 and 3, respectively. The MAPE values for traffic density estimates for all days using the three different schemes are tabulated in Table 1.

According to Lewis’ interpretation of MAPE results (Kenneth & Ronald, 1982), any forecast with a MAPE value of up to 10% is considered as highly accurate, 11–20% as good, 21–50% as reasonable and greater than 50% as weak and inaccurate. Based on this, it can be seen that the results are good for five out of the seven days and reasonable for the remaining two days for all the schemes.
6. Conclusions

A model-based approach was developed for the estimation of traffic states in Indian heterogeneous traffic conditions using the Kalman filtering approach. A non-continuum lumped-parameter macroscopic model was proposed using the law of conservation of vehicles and a dynamic speed equation incorporating an empirically developed traffic stream model. Traffic density and aggregate space mean speed were identified as the state variables of interest. The scheme was implemented initially without considering heterogeneity and then heterogeneity was incorporated in terms of standard PCU units as well as by explicitly considering different categories of vehicles into the modelling and estimation processes. It was observed that converting heterogeneous traffic into a homogeneous equivalent using constant values of PCU was a good representation in the proposed non-continuum macroscopic modelling approach, when compared with the alternative approach of including different categories of vehicles in the model. The model-based scheme with speed as measurement was performing better under all traffic conditions. The estimation scheme was corroborated using data collected from a road stretch in Chennai, India, using the videographic technique. The results obtained were compared with the actual values and were found to be promising. The space mean speed estimates can be used to estimate and predict the travel time of vehicles in a given road stretch and traffic density is useful in the prediction of congestion. An advantage of this scheme is that it can be easily integrated with real-time data, if available, and can be used for real-time implementations. Successful implementation of such systems will help in better management of traffic through real-time ITS applications. The dynamic model developed in this study can also be used to develop control schemes for regulating the flow of traffic on Indian roads.

Overall, the main contributions of this study are:

- This study is one of the first steps towards dynamic modelling of Indian Traffic by treating it as a non-continuum and applying it for real-time traffic state estimation.
- The developed traffic stream model is one of the first stream models for Indian urban road traffic conditions that helped in the development of a dynamic macroscopic model applied to Indian traffic conditions.
- The comprehensive non-continuum macroscopic model developed for describing the flow of traffic will overcome the limitations in modelling traffic as a continuum and will be useful in characterizing Indian traffic.
- The developed model-based scheme for real-time estimation of traffic density using the Kalman filtering technique can take into account the variability of Indian traffic.

It can also be seen that introduction of heterogeneity in terms of PCU or considering different classes of vehicles separately improved results for a few days. However, the improvement may not be significant enough compared to the efforts involved in data collection and extraction. Considering the stochastic nature of Indian traffic, the performance of all the estimation schemes is promising.

| Table 1. MAPE for density estimation. |
|--------------------------------------|
| **MAPE (%)**                        |
| Without considering heterogeneity   |
| Heterogeneity introduced in terms of PCU | 17.7 | 17.6 |
| Heterogeneity by including different classes | 13.0 | 12.6 |
| Day 1                                |
| Day 2                                |
| Day 3                                |
| Day 4                                |
| Day 5                                |
| Day 6                                |
| Day 7                                |

Figure 2. Comparison of the actual and estimated values of density of representative Day 1.

Figure 3. Comparison of the actual and estimated values of density of representative Day 2.
arising from heterogeneity to a large extent, leading to better prediction accuracy.
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