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Abstract—Convolutional Neural Networks (CNNs) work very well for supervised learning problems when the training dataset is representative of the variations expected to be encountered at test time. In medical image segmentation, this premise is violated when there is a mismatch between training and test images in terms of their acquisition details, such as the scanner model or the protocol. Remarkable performance degradation of CNNs in this scenario is well documented in the literature. To address this problem, we design the segmentation CNN as a concatenation of two sub-networks: a relatively shallow image normalization CNN, followed by a deep CNN that segments the normalized image. We train both these sub-networks using a training dataset, consisting of annotated images from a particular scanner and protocol setting. Now, at test time, we adapt the image normalization sub-network for each test image, guided by an implicit prior on the predicted segmentation labels. We employ an independently trained denoising autoencoder (DAE) in order to model such an implicit prior on plausible anatomical segmentation labels. We validate the proposed idea on multi-center Magnetic Resonance imaging datasets of three anatomies: brain, heart and prostate. The proposed test-time adaptation method consistently provides performance improvement, demonstrating the promise and generality of the approach. Being agnostic to the architecture of the deep CNN, the second sub-network, the proposed design can be utilized with any segmentation network to increase robustness to variations in imaging scanners and protocols.

Index Terms—medical image segmentation, cross-scanner robustness, cross-protocol robustness, domain generalization.

I. INTRODUCTION

Segmentation of medical images is an important precursor to several clinical analyses. Among the many techniques proposed to automate this tedious task, those based on convolutional neural networks (CNNs) have arguably taken the lead in recent years [1]. Indeed, for some anatomies and imaging modalities, the performance by such methods are already comparable to inter-expert variability. Yet, one of the key issues impeding large-scale adoption of these methods in practice is their lack of robustness to variations in imaging protocols and scanners between training and test images.

While CNNs are excellent for expressing input-output mappings within the probability distribution corresponding to the training set, they are notorious for responding unpredictably to out-of-distribution inputs - that is, test images that are derived from a different probability distribution [2]. Such discrepancies in training and test distributions, in other words domain shifts, are ubiquitous in medical imaging owing to factors such as changing imaging protocols (e.g. MRI pulse sequences like T1w, T2w, etc.), parameters within the same protocol (e.g. echo time, repetition time, flip angle, etc.), inherent hardware variations in machines manufactured by different vendors, even changes in signal-to-noise ratio over time in the same machine. In this context, domains shifts typically manifest as variations in intensity statistics and contrasts between different tissue types. Evidently, CNNs trained for segmentation rely on such low-level intensity characteristics, thereby demonstrating remarkably degraded performance when confronted with such variations at test time [3].

The naive solution of training an independent CNN for each new scanner and protocol is impractical due to the difficulty of repeatedly assembling large training datasets. A somewhat less restrictive scenario is that of transfer learning, wherein a CNN, pre-trained on a source domain (SD), is fine-tuned with a few labelled samples from each new target domain (TD) [4]–[6]. Further widening the application scope, unsupervised domain adaptation relieves the requirement of annotating any TD images at all. Instead, unlabelled TD images are either utilized jointly with the labelled SD dataset directly during the initial training [7]–[9] or an independent image translation model is learned between the source and target domains [10]. Finally, the paradigm of domain generalization aims to learn a robust input-output mapping using one or more labelled Ss in such a way as to then be directly applicable to unseen TDs [11]. We believe that this is the most practical setting for automating medical image segmentation and therefore, pose our work in this setting. Furthermore, noting that aggregating datasets across multiple imaging centers might be difficult in practice, we consider domain generalization under the constraint of availability of a labelled dataset from only one SD.

We hypothesize that in the absence of knowledge about the TD during the initial training, it may be necessary to introduce some adaptability into a segmentation CNN in order to enable it to deal with images arising from new scanners and / or protocols. With this in mind, we propose a segmentation CNN design that concatenates two sub-networks: a relatively shallow image normalization CNN, which we refer to as the image-to-normalized-image (I2NI) CNN, followed by a deep CNN that segments the normalized image, which we refer to as the normalized-image-to-segmentation (NI2S) CNN. We train both sub-networks jointly, in a supervised fashion, using a SD training dataset. After this initial training, we freeze the parameters of NI2S, but adapt those of the I2NI for each test image. We drive this test-time adaptation by requiring that the predicted segmentation be plausible (according to the segmentations observed in the SD dataset), and for dictating
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such plausibility, we employ denoising autoencoders (DAEs).

To the best of our knowledge, this is the first work in the literature to propose test-time adaptation for tackling the cross-scanner robustness problem in CNN-based medical image segmentation. We believe that the proposed per-test-image adaptation strategy has the following three benefits. Firstly, adapting the relatively shallow image normalization module allows sufficient flexibility to model intensity transformations corresponding to the underlying domain shifts, but not to cause structural changes in the input image. Secondly, as we freeze the majority of the overall parameters at their pre-trained values (those of NI2S), we retain the benefits of the initial supervised training, potentially done with a large number of SD examples and therefore valuable for the segmentation task. Finally, the models used to drive the test-time adaptation, DAEs, can be very expressive - they can potentially exploit high-level cues such as context and shape in order to suggest corrections in the predicted segmentation. We validate the proposed approach on multi-center MRI datasets from three anatomies (brain, prostate and heart). Experiments demonstrate that the proposed test-time adaptation consistently and substantially improves segmentation performance on unseen TDs over competing methods in the literature.

II. RELATED WORK

Improving robustness to scanner and protocol variations in CNN based methods has attracted considerable attention in the literature over the past few years. In the following, we describe some of the dominant approaches proposed either directly in this context, or for the domain generalization problem in other applications.

Domain Invariant Features: A dominant approach suggested for this type of problems is that of disincentivizing reliance on domain-specific signals in the input [13–15]. [13] propose to achieve domain invariant features via a separate pre-training step, in which they train a multi-task autoencoder that aims to discover a feature embedding from which all available SDs can be reconstructed. On the other hand, [14] and [15] add regularization losses to enforce feature similarity across domains, with [14] employing the Maximum Mean Discrepancy [16] and [15] using an adversarial framework to promote domain invariance. Recently, [11] proposed a meta-learning framework for encouraging domain independence in the extracted features. A disadvantage of these approaches is the requirement of having access to multiple SDs during training.

Data Augmentation: A related approach is to implicitly encourage domain invariance by expanding the training dataset to include plausible variations that may be encountered at test time [17–20]. This can be achieved by generating simulated input-output pairs by applying heuristic transformations on the available data [17], by exploiting knowledge about the data generation process [18], by alternately searching for worst-case transformations under the current task model and updating the task model to perform well on data altered with such transformations [19] or by leveraging multiple SDs in order to simulate inputs from soft, in-between domains [20].

Imposing Shape Constraints during Training: Another widely suggested idea is to impose shape / topological constraints on the predicted segmentations [21–27]. Although not typically proposed for domain generalization, these approaches can be interpreted as imposing invariance in the output space, as opposed to an intermediate feature space. An approach based on this idea has been proposed for unsupervised domain adaptation [28]. With this viewpoint, it may be possible to train a CNN with multiple SDs and with such regularization on the predicted segmentations.

A common disadvantage of the aforementioned method categories is that they do not offer a way to adapt the CNN at test time. We believe that such adaptability is key in order to deal with unseen target domains and not only rely on the assumption that training set statistics will somehow capture all possible variations that can be encountered at test time. We note that the methods discussed above are complementary to our approach. They can provide a better base neural network, NI2S network in our terminology, that our method can further adapt in order best suit the given test image.

Unsupervised Segmentation: An altogether different approach to circumvent dependence on scanner / protocol specific image characteristics is to not rely on images from a particular SD for learning. The most successful approaches in this category are based on probabilistic generative models (PGMs) [29, 30]. These methods pose the problem in a Bayesian framework, inferring the posterior probability of the unknown segmentation by specifying a prior model of the underlying tissue classes and a likelihood model, potentially, describing the image formation process. A downside of these approaches is that they have so far been largely restricted to prior models encoding similarities in relatively small pixel neighbourhoods [29], [31], [32] and mainly used in neuroimaging applications where atlas-based approaches are reliable due to limited morphological variation [33], [34]. Recent works leverage a set of segmentations in order to learn long-range spatial regularization priors through Markov random fields with high-order clique potentials [35], [36] as well as through variational auto-encoders [37]. Nevertheless, most of these methods involve deformable image registration as one of their pre-processing steps, thus making it difficult to extend them to applications beyond neuroimaging.

Test Time Adaptation: Adaptation of a pre-trained CNN for each test image has been proposed recently [38–40] for different applications. [38] suggest such adaptation for interactive segmentation of unseen objects and drive the adaptation using a smoothness based prior on the predicted segmentation. In the context of undersampled MRI reconstruction, [39] suggest fine-tuning a pre-trained CNN, such that the predicted image reconstruction is consistent with a known forward image reconstruction model. Finally, [40] tackle the domain generalization problem and propose to adapt a part of their task CNN according to a self-supervised loss defined on the given test image.
Post-Processing: Finally, it has been suggested to post-process CNN predictions, according to a smoothness prior defined using conditional random fields [41] or an implicit prior based on denoising autoencoders [42]. While such post-processing steps provide a way to improve plausibility of the predicted segmentations, they might lead to a situation wherein the post-processed segmentation is inaccurate for the given input image.

III. METHOD

Let $X$ and $Z$ be random variables denoting images and segmentations / labels (we use these two terms interchangeably), respectively. We assume that we have access to a dataset $D_{SD}: \{(x_i, z_i)\}_{i=1}^{N}$, where $x_i \sim P_{SD}(X)$ are samples from a single SD and $z_i$ are corresponding ground truth segmentations. The $D_{SD}$ can be composed of images coming from only one scanner and protocol setting or contain images from multiple scanners and protocols. The proposed method is agnostic to the formation of $D_{SD}$. In our experiments, in view of potential difficulties in annotating and aggregating data from multiple imaging centers, we restrict the SD to a particular combination of imaging scanner and protocol setting. Given this annotated dataset, the goal is to provide an automatic segmentation method that works for new images sampled from not only the SD ($P_{SD}(X)$), but also unseen TDs ($P_{TD}(X)$).

A. Training a Segmentation CNN on the Source Domain

Firstly, we train a segmentation CNN, $\text{segCNN}$, using the SD training dataset, $D_{SD}$. Formally, we use a CNN to model the transformation from the image space to the space of segmentations, $Z = S_{\theta}(N_{\phi}(X))$. Both $N_{\phi}$ and $S_{\theta}$ are CNNs, specifically I2NI and N12S mentioned in the introduction, and segCNN is defined as their concatenation. The optimal parameters of segCNN, $\{\theta^*, \phi^*\}$, are estimated by minimizing a supervised loss function:

$$\theta^*, \phi^* = \arg\min_{\theta, \phi} \sum_{i} L(S_{\theta}(N_{\phi}(x_i)); z_i)$$

where $\{x_i, z_i\}$ are image-label pairs from $D_{SD}$, the sum is over all such pairs used for training and $L$ is a loss function that measures dissimilarity between the ground truth labels and predictions of the network. Once the optimal parameters of segCNN are estimated, the segmentation for a new image $x$ can be obtained as $z^* = S_{\theta^*}(N_{\phi^*}(x))$.

B. Test-Time Adaptation

When confronted with shifts in the input distribution, the mapping described by the pre-trained segCNN may not be reliable as the optimization in Eq. 1 depends on the SD training dataset, and in particular, on the intensity statistics of the SD images, $x_i \sim P_{SD}(X)$. Therefore, we propose to use the pre-trained values of the segCNN parameters as an initial estimate, further adapting them for each test image. In order to implement this idea, we have to make two design choices: (1) whether to update all the parameters $\{\theta, \phi\}$ or only a subset and (2) how to drive such an update.

1) Whether to update all the parameters $\{\theta, \phi\}$ or only a subset?: In order to answer this question, we note that the domain shifts due to changing imaging protocols and scanners manifest in the form of differences in low-level intensity statistics and contrast changes between different tissue types. Therefore, we posit that a relatively shallow image-specific normalization module might provide sufficient adaptability to obtain accurate segmentations within the relevant domain shifts. This reasoning underlies the formulation of segCNN as a concatenation of two transformations: $Z = S_{\theta}(N_{\phi}(X))$ and $X_n = N_{\phi}(X)$, with $X_n$ denoting normalized images. Here, $N_{\phi}$ denotes an image normalization (I2NI) CNN, with parameters $\phi$ that are initialized with pre-trained values $\phi^*$ and further adapted for each test image, while $S_{\theta}$ denotes a normalized-image-to-segmentation (N12S) CNN, with parameters $\theta$ that are fixed at their pre-trained values $\theta^*$ at test time.

We model $N_{\phi}$ as a residual CNN. It processes the input image with $n_{\phi}$ convolutional layers, each having a kernel size of $k_N$ and stride 1. We employ no spatial down-sampling or up-sampling in $N_{\phi}$ and have it output the same number of channels as the input image. We hypothesize that such an adaptable normalization module could enable an image-specific intensity transformation in order to alter the TD image’s contrast such that the pre-trained N12S CNN, $S_{\theta^*}$, can accurately carry out the segmentation. Simultaneously, by restricting the convolution kernel size ($k_N$) as well as the number of convolutional layers ($n_{\phi}$) to relatively small values, we limit $N_{\phi}$ to expressing intensity transformations that are sufficient for modeling contrast changes, but insufficient for altering the image content but adding, removing or moving structures. Further, we believe that an important benefit of our formulation is that it freezes the majority of the overall parameters (those of the deep N12S CNN) at their pre-trained values, thus essentially leveraging the N12S segmentation network at its full capacity using the weights determined through supervised learning described in Sec. III-A.

2) How to drive the test-time adaptation?: The main aim that drives the adaptation is to produce segmentations that are plausible, that is, similar to those seen in the SD training dataset. In doing so, we assume that the domain shifts in question pertain only to scanner and protocol changes, with the images otherwise containing similar structures, whether healthy or abnormal, as the SD training dataset. To this end, we use denoising autoencoders (DAEs) [12] to assess the similarity of a given segmentation to those in SD training dataset. The idea is that if the segmentation predicted by segCNN is implausible, the DAE will see it as a “noisy” segmentation and “denoise” it so as to produce a corresponding plausible segmentation. The output of the DAE can then be used to drive the aforementioned test-time adaptation. Crucially, DAEs can be highly expressive - they have the capacity to leverage high-level cues, such as long-range spatial context and shape, in order to suggest corrections in segCNN’s predictions.

The workflow of our test-time adaptation method is depicted in Fig. 1. We leverage the available ground truth segmentations in the SD training dataset, $D_{SD}$, to train a DAE, $D_{\psi^*}$, that
maps corrupted segmentations $Z_c$, which are not necessarily similar to those in the SD training dataset, to “denoised” segmentations $Z$, similar to those in the SD training dataset. The details of this training are explained in Sec. III-C. For the time being, let us assume that we have a trained DAE, $D_{\psi^\ast}$. For a given test image $x$ and a set of parameters for the I2NI CNN, $\phi$, we treat the segmentation predicted by $S_{\theta^\ast}(N_{\phi}(x))$ as a “noisy” or “corrupted” segmentation. We pass this noisy segmentation through $D_{\psi^\ast}$ and obtain its denoised version. Now, we update the parameters of the adaptable I2NI CNN, $N_{\phi}$, so as to pull the predicted segmentation closer to its denoised version:

$$\hat{\phi} = \arg\min_{\phi} L(z_c, D_{\psi^\ast}(z_c)); \quad z_c = S_{\theta^\ast}(N_{\phi}(x)), \quad (2)$$

where $L$ is a similar loss to that in Equation [1] Eqn. 2 denotes the test-time adaptation that we carry out for each test image $x$. This optimization is done iteratively (using either gradient descent or a variant thereof). At the beginning of the optimization for a TD image, segCNN trained on the SD likely predicts a corrupted segmentation, such as the one shown on the bottom-left in Fig. 1. The DAE takes this prediction as input and proposes a corrected segmentation, such as the one shown on the bottom-right in Fig. 1. Now, the parameters of the adaptable I2NI CNN, $N_{\phi}$, are updated so as to minimize the dissimilarity between the DAE input and output. As the optimization proceeds, the segmentation predicted by segCNN becomes increasingly plausible, that is, similar to those in SD training dataset. Therefore, the DAE input and output become similar, resulting in small loss values and convergence of the test-time optimization. Importantly, the adaptation is achieved by only changing the contrast of the normalized image, according to the intensity transformations that the relatively shallow $N_{\phi}$ is able to express. Thus, no structural alterations are introduced by the I2NI CNN in order to decrease the dissimilarity between the input and output of the DAE. At the end of the optimization, the segmentation is predicted as $\hat{z} = S_{\theta^\ast}(N_{\phi}(x))$.

**C. DAE Training**

The DAE described above is a key component for driving the test-time adaptation. We model it as a 3D CNN - this potentially allows for learning of information about relative locations of different anatomical structures across the volumetric segmentations as well as about their shapes in their entirety. In order to train such a DAE, we generate a training dataset of pairs $(z_i, z_{ci})$, with $z_i \sim P(Z)$ (available from $D_{SD}$) and $z_{ci} \sim P(Z|Z = z_i; \omega)$, a corruption process that we define in order to generate corrupted segmentations $Z_c$ given underlying clean segmentations $Z$. With this dataset, we train the DAE to predict $Z = D_{\psi^\ast}(Z_c)$ by minimizing the following loss function to estimate the parameters $\psi^\ast$:

$$\psi^\ast = \arg\max_{\psi} \mathbb{E}[L(D_{\psi^\ast}(Z_c), Z)] \quad (3)$$

Here, the expectation is over the joint distribution $P(Z, Z_c) = P(Z)P(Z_c|Z)$. Thus, we have

$$\psi^\ast = \arg\min_{\psi} \sum_{j} \sum_{i} L(D_{\psi^\ast}(z_{ci}), z_{i}) \quad (4)$$

where the index $j$ denotes different samples obtained from $P(Z_c|Z = z_i; \omega)$, the outer sum is over the number of corrupted samples that we generate for each ground truth label $z_i$ and $L$ is a loss function that computes dissimilarity between the clean ground truth labels and the predictions of the DAE.

**Noising Strategy**: The main design choice for the DAE training described above is the noising process, $P(Z_c|Z; \omega)$. This noising process is used to generate artificially degraded segmentations, simulating the inaccurate labels that pre-trained segCNN will likely predict when faced with input images from unseen TDs. In this work, we follow a heuristic procedure for generating such noisy labels: we copy cubic patches from randomly chosen locations in the label image to other randomly chosen locations in the same image. In each training iteration of the DAE and for each clean label, the number of such patches ($n_1$) is sampled from an uniform distribution $U(0, n_1^{\text{max}})$. For each of these $n_1$ patches, its size ($n_2$) is sampled independently from another uniform distribution $U(0, n_2^{\text{max}})$. Thus, our noising process is defined by hyper-parameters: $\omega = \{n_1^{\text{max}}, n_2^{\text{max}}\}$.

\[1\] If the noising process is chosen to be one that adds Gaussian noise to its inputs and if the DAE is trained by minimizing the $L_2$ loss (i.e if $L(D_{\psi^\ast}(z_{ci}), z_i) = ||D_{\psi^\ast}(z_{ci}) - z_i||_2^2$), then the gradient of the label prior, $P(Z)$, can be expressed in terms of the DAE reconstruction error $\hat{z}$. This allows for explicit prior maximization [44]. However, this result does not generalize to different data corruption models, such as the noising strategy used in this work. On the other hand, a simple noising model that adds Gaussian noise is unlikely to mimic the inaccurate segmentations predicted for TD images by the pre-trained segCNN.
D. Atlas initialization for test-time adaptation for large domain shifts

We note that the DAE could itself be vulnerable to domain shifts in its inputs. Such a risk can be mitigated if the probability distribution of the corrupted segmentations generated by our noising process approximates that of the predictions of the pre-trained segCNN in response to TD images. For domain shifts pertaining to scanner changes under the same imaging protocol, we assume that our noising process is able to satisfy this requirement. Specifically, for a given test image \( x \), the segmentation predicted by the pre-trained segCNN as well as the corresponding test image is \( z_c = S_\theta^*(N_\phi(x)) \). Now, if \( x \) is acquired using the same imaging modality and similar protocol as the SD images and has unknown ground truth segmentation \( z \), then we assume that \( z_c \) can be seen as a corrupted segmentation that is a sample from our noising process \( P(Z|Z=z) \).

On the other hand, this assumption is violated when SD and TD images are very different, for instance when acquired using different modalities or very different protocols, such as using MR for one image and CT for the other or T1-weighted MR for one and T2-weighted for the other. In such cases, the predictions of the pre-trained segCNN can be highly corrupted and may not be captured by the noising strategy described above, and thus the corresponding DAE outputs may no longer be reliable for driving the test-time adaptation. Therefore, when dealing with large domain shifts consisting of imaging protocol changes, we utilize an affinely registered atlas, \( A \), to first draw the predicted segmentations to a reasonable starting point from where the DAE can take over. Specifically, instead of directly carrying out the optimization as described in Eq. 2 we switch between minimizing \( L(z_c, D^\phi(z_c)) \) and \( L(z_c, A) \), both with respect to \( \phi \). Here, \( z_c = S_\theta^*(N_\phi(x)) \) are the predictions of segCNN at any point during the iterative test-time adaptation. For deciding when to make this switch, we employ a threshold-based approach: if \( (d(z_c, D^\phi(z_c))/d(z_c, A) \geq \alpha) \) and \( d(z_c, A) \geq \beta \), then we minimize \( L(z_c, D^\phi(z_c)) \). Else, we minimize \( L(z_c, A) \). Here, \( d \) is a similarity measure between segmentations and \( \alpha, \beta \) are hyper-parameters. In our experiments, we use the Dice loss \([45]\) as \( L \) and the Dice score as \( d \), with \( L = 1 - d \). The reasoning for the threshold-based switching is as follows: In the initial steps of the test-time adaptation, the predicted segmentations will likely be extremely corrupted and therefore, we would like to use the affinely registered atlas for driving the adaptation. Once the predicted segmentations improve and can be considered as samples from our noising process, we would like to switch to using the DAE outputs for driving the adaptation, as it has more flexibility than an affinely registered atlas. Our threshold-based switching procedure encodes two signals indicating improvement in the predicted segmentations: increased similarity between (1) DAE input and output (note that when the predicted segmentation is plausible according to the DAE, the DAE models an identity transformation) and (2) predicted segmentation and the atlas.

E. Integrating 2D Segmentation CNN with 3D DAE

As noted in Sec. III-C we model the DAE as a 3D CNN in order to leverage 3D information. On the other hand, the CNN-based image segmentation literature is dominated by 2D CNN designs, mainly because 3D CNNs are hindered by memory issues and 2D CNNs already provide state-of-the-art segmentation performance in many cases. In order for our test-time adaptation method to be applicable to both 3D as well as 2D segmentation CNNs, we propose the following strategy for using 2D segmentation CNNs with our 3D DAE. In this case, the normalization \( N_\phi \) network is also a 2D CNN and we iteratively carry out the following two steps for \( T \) updates of the parameters of \( N_\phi \) for a given 3D test image:

1) Predict the current segmentation for the entire 3D test image, by passing it through the 2D segmentation CNN in batches consisting of successive slices. Following this, pass the 3D predicted segmentation though the trained DAE to obtain its denoised version.

2) Initialize gradients with respect to \( \phi \) to zero. Process the 3D test image in 2D batches consisting of successive slices as in step 1: For each batch, predict its segmentation, compute loss between the prediction and the corresponding batch of the denoised labels computed in step 1, and maintain a running sum of gradients of the loss with respect to \( \phi \). At the end of all batches, average gradients over the number of batches and update \( \phi \).

If the domain shift includes a change in imaging protocol, we use the threshold-based method described in Sec. III-D to determine whether to use the atlas or the DAE outputs as target labels for driving the adaptation in step 1. Furthermore, to save computation time, we update the denoised labels for the adaptation, i.e. run step 1, after \( f \) runs of step 2, instead of after every run.

IV. EXPERIMENTS AND RESULTS

A. Datasets

We validate the proposed method on 3 anatomies, the brain, heart and prostate, and multiple MRI datasets.

**Brain MRI:** For brain segmentation, we use images from 2 publicly available datasets: Human Connectome Project (HCP) \([46]\) and Autism Brain Imaging Data Exchange (ABIDE) \([47]\). In the HCP dataset, both T1w and T2w images are available for each subject, while the ABIDE dataset consists of T1w images from several imaging sites. We use the HCP-T1w dataset as the SD and the ABIDE-Caltech-T1w and HCP-T2w datasets as TDs. In the experiments with brain MRI, we segment the following 15 labels: background, cerebellum gray matter, cerebellum white matter, cerebral gray matter, cerebral white matter, thalamus, hippocampus, amygdala, ventricles, caudate, putamen, pallidum, ventral DC, CSF and brain stem.

While providing great imaging data in large quantities, unfortunately, these datasets do not provide manual segmentation labels. Moreover, we are not aware of publicly available brain MRI datasets in large quantities with manual segmentations of multiple subcortical structures. In this situation, we employ the widely used FreeSurfer \([48]\) tool in order to generate pseudo
ground truth segmentations for the HCP and ABIDE datasets. FreeSurfer is an example of a successful segmentation tool, that works robustly across scanner and protocol variations. However, it has the downside of being excessively time expensive, taking as much as 10 hours on a CPU for segmenting one 3D MR image, and specific to the brain.

**Prostate MRI:** For prostate segmentation, we use the National Cancer Institute (NCI) dataset [49] as the SD. As TDs, we use the PROMISE12 dataset [50] and a private dataset obtained from the University Hospital of Zurich (USZ) [51]. For the NCI and USZ datasets, expert annotations are available for the following 3 labels for each image: background, central gland (CG) and peripheral zone (PZ), while the PROMISE12 dataset only provides expert annotations for the whole prostate gland (CG + PZ). Thus, we evaluate our predictions both for whole gland as well as separate CG and PZ segmentations, respectively for the different datasets.

**Cardiac MRI:** For cardiac segmentation, we use the Automated Cardiac Diagnosis Challenge (ACDC) dataset [52] as the SD and the right ventricle segmentation challenge (RVSC) dataset [53] as the TD. Expert annotations are available for LV (left ventricle) endocardium, LV epicardium and RV (right ventricle) endocardium for the ACDC dataset, and for the RV epicardium and RV endocardium for the RVSC dataset. Thus, the segmentation CNN, trained on the ACDC dataset and adapted for the RVSC dataset, segments LV endocardium, LV epicardium and RV endocardium. However, we evaluate the domain generalization performance based on the segmentation of the RV endocardium, the only structure that is in common in both datasets, setting the other predictions as background.

---

| Anatomy  | Dataset          | SD / TD  | N_{train} | N_{val} | N_{test} |
|----------|------------------|----------|-----------|---------|----------|
| Brain    | HCP-T<sub>1</sub> | SD        | 20        | 5       | 20       |
| Brain    | ABIDE-T<sub>1</sub> | TD<sub>1</sub> | 10        | 5       | 20       |
| Brain    | HCP-T<sub>2</sub> | TD<sub>2</sub> | 20        | 5       | 20       |
| Prostate | NCI              | SD        | 15        | 5       | 10       |
| Prostate | USZ              | TD<sub>1</sub> | 28        | 20      | 20       |
| Prostate | PROMISE          | TD<sub>2</sub> | 20        | 10      | 20       |
| Heart    | ACDC             | SD        | 120       | 40      | 40       |
| Heart    | RVSC             | TD<sub>1</sub> | 48        | 24      | 24       |

**TABLE I: Dataset Details**

We train segCNN in 2D (due to GPU memory limitations), and the DAE in 3D (in order to exploit 3D organ structure). For the 2D segCNN, we rescale all images to fixed pixel-size in the in-plane dimensions followed by cropping and / or padding to match the image sizes to a fixed size for each anatomy. The fixed pixel-sizes for the brain, prostate and cardiac datasets are 0.7mm<sup>2</sup>, 0.625mm<sup>2</sup> and 1.33mm<sup>2</sup> respectively, while the fixed image size is 256x256 for all anatomies. The ground truth labels of the training and validation images are rescaled and cropped / padded in the same way as the corresponding images. Test images are also rescaled and cropped / padded before predicting their segmentations. The predicted segmentations, however, are rescaled back and evaluated in their original pixel-size to avoid any experimental biases.

For the 3D DAE, we pre-process the segmentation labels with rescaling and cropping / padding applied in all 3 dimensions. The fixed voxel-sizes are set to 2.8x0.7x0.7mm<sup>3</sup>, 2.5x0.625x0.625mm<sup>3</sup> and 5.0x1.33x1.33mm<sup>3</sup> for the brain, prostate and cardiac datasets, respectively, while the fixed 3D image size is set to 64x256x256 for the brain images and 32x256x256 for the other two anatomies.

**C. Implementation Details**

1) **Network Architectures:** We implement the image normalization CNN, \( N_{\phi} \), with \( n_N = 3 \) convolutional layers, with the respective number of output channels set to 16, 16 and 1, each using kernels of size \( n_k = 3 \). Keeping in mind the
relatively small depth of $N_p$, we equip it with an expressive activation function, $act(x) = \exp(-x^2/\sigma^2)$, where the scale parameter $\sigma$ is trainable and different for each output channel.

For modeling the normalized-image-to-segmentation CNN, $S_{\theta}$, as well as the DAE, $D_{\phi}$, we use an encoder-decoder architecture with skip connections across corresponding depths, in spirit of the commonly used U-Net [55] architecture. Batch normalization [56] and the ReLU activation function [57] are used in both networks. Bilinear upsampling is preferred to deconvolutions in light of the potential checkerboard artifacts while using the latter [58]. That said, we would like to emphasize that the proposed test-time adaptation strategy, the normalization module and the DAE are agnostic to the architecture of the normalized-image-to-segmentation CNN. Any architecture can be used instead of the U-Net architecture we used in our experiments.

2) Optimization Details: We use the Dice loss [45] as the training loss function for all networks. The batch size is set to 16 for the 2D segmentation CNN training and the test time adaptation, and to 1 for the 3D DAE. We use the Adam optimizer [59] with default parameters and a learning rate of $10^{-3}$. We train the segmentation CNN and DAE for 50000 iterations and chose the best models based on validation set performance.

For the test-time adaptation for each test image, we run the optimization for $T = 500$ gradient updates for the brain datasets and for $T = 7500$ gradient updates for the other two anatomies (see Sec. III-E step 2)[2]. The denoised labels that are used to drive the optimization are updated every $f = 25$ steps (see Sec. III-E step 1). During the update iterations, parameters that lead to the highest Dice score between the DAE input and output are chosen as optimal for a given test image. Additionally, we run a separate ’fast’ version of our method, where we carry out the test-time adaptation with the aforementioned hyper-parameters for the first test image of each TD. For subsequent images of that TD, we initialize the parameters of the normalization module with the optimal parameters corresponding to the first TD image. This provides a better starting point for the optimization, so we run it for $T = 100$ gradient updates for the brain datasets and for $T = 1500$ gradient updates for the other anatomies. On a NVIDIA GeForce GTX TITAN X GPU, the test time adaptation requires about 1 hour for the first image of a particular TD and about 12 minutes for each image thereafter with our experimental implementation, which could be further optimized for time efficiency.

3) Data Augmentation: In [17], data augmentation has been shown to be highly effective for improving cross-scanner robustness in medical image segmentation. Accordingly, we train segCNN with a suite of data augmentations, consisting of geometric as well as intensity transformations. As geometric transformations, we use translation ($\sim U(-10, 10)$ pixels), rotation ($\sim U(-10, 10)$ degrees), scaling ($\sim U(0.9, 1.1)$) and random elastic deformations (obtained by generating random noise images between $-1$ and 1, smoothing them with a Gaussian filter with standard deviation 20 and scaling them with a factor of 1000) [60]. As intensity transformations, we use gamma transformation ($x_{aug} = x^c; c \sim U(0.5, 2.0)$), brightness changes ($x_{aug} = x + b; b \sim U(0.0, 0.1)$) and additive Gaussian noise ($x_{aug}^{ij} = x^{ij} + n^{ij}; n^{ij} \sim N(0.0, 0.1)$, where the superscript $ij$ is used to indicate that the noise is added independently for each pixel in the image). For the cardiac datasets, we observe that the images are acquired in different orientations, so for this anatomy, we add to the set of geometric transformations: rotations by multiple of 90 degrees and left-right and up-down flips. The geometric transformations are applied to both images as well as segmentations, while the intensity transformations are applied only to the images. We also train the DAE with data augmentation consisting of geometric transformations applied on the segmentations. Each transformation is applied with a probability of 0.25 to each image in a training mini-batch.

4) Noise Hyper-parameters for DAE Training: We visually inspected the generated corrupted segmentations by using different noise hyper-parameters. Based on this, we chose the maximum number of patches to be copied, $n^{max}$ = 200 and the maximum size of a patch, $n^{max}$ = 20. During its training, we determined the best DAE model based on its denoising performance on a corrupted validation dataset, which we generate by corrupting each validation image 50 times with the noising process described in Sec. III-C. The validation dataset used to select the best DAE model is a part of the SD, not TD.

5) Hyper-parameters for atlas-based initial optimization in case of domain shifts involving a protocol change: For the brain datasets, the SD consists of T1w images, while the TD2 consists of T2w images, both from the HCP dataset, but from different subjects. In this case, we used the atlas based initial optimization described in Section III-D. As the images in the HCP dataset are already rigidly registered, we create an atlas by converting the SD labels to one-hot representations and averaging them voxel-wise. To decide when the optimization switches from being driven by the atlas to the DAE, we use the thresholding-based method described in Sec. III-D, setting the hyper-parameters $\alpha = 1.0$ and $\beta = 0.25$.

6) Evaluation Criteria: We evaluate the predicted segmentations by comparing them with corresponding ground truth segmentations using the Dice coefficient [61] and the 95th percentile of Hausdorff distance [62]. We report mean values of these scores across foreground labels, all test images and across 3 runs of each experiment.

D. Results

Table II shows the results of our experiments. In the following sub-sections, we describe the different compared methods.
1) **Baseline and Benchmark:** Firstly, for each anatomy, we trained a segmentation CNN on the SD and tested it on the TDs. This is shown in the first row of Table II and provides a baseline performance for the problem. Next, we trained specialized segmentation CNNs for each TD, using a separate training and validation set from that TD. The performance of such specialized CNNs forms the benchmark for the problem (for the purposes of this work) and is reported in the second row of Table II. The difference between these two rows shows the gap in generalization performance that domain generalization methods seek to fill.

2) **Data Augmentation:** [17] show that extensive data augmentation (DA) greatly improves the segmentation performance on unseen scanners and protocols. We also observed a remarkable performance boost due to data augmentation for the cases where the source and target domain images are acquired with the same imaging protocol, as seen in the third row (SD + DA) in Table II. Nonetheless, there still remains a gap with respect to training separately on the TDs. We refer to the training with data augmentation as a strong baseline that we seek to improve upon with our method.

3) **Post-Processing with DAEs:** [42] propose post-processing the predicted segmentations with DAEs in order to increase their plausibility. We use our trained DAEs in order to carry out such post-processing on the segmentations predicted by the 'SD + DA' trained CNNs. The results of this experiment are shown in the fourth row (SD + DA + Post-Proc.) of Table II. It can be observed that the post-processing brought about substantial improvements over 'SD + DA', especially for the prostate dataset. However, the DAE post-processing lead

| Anatomy | Train | Test | SD | TD₁ | TD₂ | SD | TD₁ | TD₂ | SD | TD₁ |
|---------|-------|------|----|-----|-----|----|-----|-----|----|-----|
| SD (Baseline) | 0.853 | 0.588 | 0.107 | 0.84 | 0.722 | 0.586 | 0.544 | 0.609 | n.a. | 0.823 | 0.67 |
| TD₁ + DA (Benchmark) | - | 0.896 | 0.867 | - | 0.687 | - | 0.732 | - | 0.817 | 0.654 | 0.834 | 0.676 | 0.744 | 0.806 |
| SD + DA [17] (Strong Baseline) | 0.876 | 0.753 | 0.083 | 0.911 | 0.815 | 0.769 | 0.656 | 0.786 | n.a. | 0.834 | 0.744 |
| SD + DA + Post-Proc. [42] | - | 0.706 | 0.112 | - | 0.789 | 0.678 | - | 0.732 | - | 0.746 |
| SD + DA + TTA (Adapt φ, using DAE - Proposed Method) | - | 0.800 | 0.733 | - | 0.790 | 0.676 | 0.858 | 0.676 | - | 0.742 |
| SD + DA + TTA (Adapt φ, using DAE - Proposed Method ’Fast’) | - | 0.800 | 0.728 | - | 0.790 | 0.683 | 0.842 | 0.676 | - | 0.747 |
| SD + DA + TTA (Adapt φ, using GT labels) | - | 0.671 | 0.65 | 0.718 | 0.583 | 0.606 | 0.713 |

| Anatomy | Train | Test | SD | TD₁ | TD₂ | SD | TD₁ | TD₂ | SD | TD₁ |
|---------|-------|------|----|-----|-----|----|-----|-----|----|-----|
| SD (Baseline) | 9.108 | 34.339 | 52.129 | 16.649 | 19.091 | 147.884 | 146.25 | 68.969 | 15.888 | 16.685 |
| TD₁ + DA (Benchmark) | - | 1.420 | 2.319 | - | 21.913 | 22.350 | 14.248 | 14.248 | - | 3.520 |
| SD + DA [17] (Strong Baseline) | 2.080 | 17.989 | 55.812 | 3.593 | 5.251 | 55.834 | 53.309 | 26.920 | 6.225 | 13.902 |
| SD + DA + Post-Proc. [42] | - | 13.155 | 53.581 | - | 38.858 | 38.52 | 14.307 | 14.307 | - | 9.456 |
| SD + DA + TTA (Adapt φ, using DAE - Proposed Method) | - | 10.143 | 21.507 | - | 28.077 | 31.415 | 9.496 | 9.496 | - | 15.286 |
| SD + DA + TTA (Adapt φ, using DAE - Proposed Method ’Fast’) | - | 9.205 | 19.176 | - | 30.757 | 33.854 | 9.820 | 9.820 | - | 12.658 |
| SD + DA + TTA (Adapt φ, using GT labels) | - | 4.987 | 13.69 | - | 15.549 | 22.254 | 16.094 | 16.094 | - | 4.832 |

**TABLE II: Quantitative Results:** The top and the bottom table show Dice scores and 95th percentile Hausdorff distance respectively. Mean results over all foreground labels, all test subjects and over 3 experiment runs are shown. DA stands for Data Augmentation and TTA for Test Time Adaptation. For brain, SD: HCP-T1w, TD₁: ABIDE-Caltech-T1w, TD₂: HCP-T2w, for prostate, SD: NCI, TD₁: USZ, TD₂: PROMISE12, for heart, SD: ACDC, TD₁: RVSC. For the prostate datasets, numbers on the top are for whole gland segmentation, while those at the bottom are means over central gland and peripheral zone. The rows show different training / adaptation strategies and are described in the text. For the proposed method, the * next to Dice scores denotes statistical significance over 'SD + DA + Post-Proc.' (Permutation test with a threshold value of 0.01).
to performance degradation on the brain datasets. We believe that this can be attributed to the fact that DAEs map their inputs to a plausible segmentation, however, that segmentation may not necessarily be tied to the test image. Furthermore, the post-processing method did not work when the source and target domains are acquired with different protocols or imaging modalities. In such cases, the pre-trained segCNN predicted highly corrupted segmentations, which cannot be seen as samples from the DAE’s training input distribution. Therefore, post-processing with the trained DAE could not improve the segmentation accuracy. This can be seen for the brain datasets, when the target domain is TD2, which consists of T2w images, while the SD consists of T1w images.

4) Test-Time Adaptation: The fifth row in Table II shows the performance of the method proposed in this work. Specifically, in this set of experiments, we first trained segCNN on the SD along with DA. Then, we adapted the I2NI CNN, $N_{\phi}$, for each test image, according to the proposed framework. It can be seen that the test-time adaptation provided substantial performance improvement over ‘SD + DA’ across all datasets for brain and prostate anatomies. Qualitative results shown in Fig 3 reveal similarly substantial improvements, especially for the brain and prostate datasets. It can be observed that the test-time adaptation improved the predicted segmentation by, for instance, correcting predictions that are contextually misplaced, completing organ shapes and removing outliers. For the cardiac dataset, we observed that the SD training along with data augmentation already provided a fairly good segmentation. The proposed method preserved this performance, but could not further improve it. The improvement in Dice scores with the proposed method as compared to post-processing using the trained DAEs (SD + DA + Post-Proc.) was statistically significant for 3 out of the 5 datasets (marked with * in the Table), as measured using a paired Permutation test with 100000 permutations. For the other datasets, we obtained similar results upon direct post-processing as with the test-time adaptation using the DAEs.

The sixth row shows the results of the ‘fast’ version of our method, where the optimal I2NI parameters for the first test image of each TD are used for initialization in the test-time adaptation for subsequent images of that TD. It can be seen that such an initialization strategy lead to similar performance, while reducing the time required for the adaptation.

5) Analysis experiments: Finally, we conducted two experiments to analyze the importance of our main design choices in the proposed method.

i. Firstly, we studied the importance of restricting the adaptation to just the the I2NI part of segCNN. That is, we trained segCNN on the SD along with DA and adapted all its parameters, $\{\phi, \theta\}$, for each test image, according to the proposed framework. The results of this are shown in the second-last row of Table II. It can be seen that this lead to a drop in segmentation accuracy in terms of Dice score, but improved the Hausdorff distance (in all TDs, except TD2 for prostate). Qualitatively, we observed that the Dice scores deteriorated because the segmentations while becoming more plausible, became inaccurate around the edges. The Hausdorff distance, on the other hand, improved because the added flexibility allowed outliers to be removed more effectively. Overall, we believe that accurate segmentations around organ edges are more valuable than removing extreme outliers (which can be removed by other post-processing steps, if required). Thus, we believe that this experiment showcases the importance of freeze a majority of the parameters at the values obtained from the initial supervised learning.

ii. Secondly, we examined if the flexibility afforded by the adaptable I2NI CNN is sufficient for obtaining accurate segmentations via test-time adaptation. To this end, we trained segCNN using SD alone with DA, and then adapted the I2NI CNN for each test image, driving the test-time adaptation using the ground truth labels of the test image. This is an ablation
study that removed the DAE from the picture and asked the following question: if an oracle were available to drive the test-time adaptation, can the I2NI CNN be appropriately adapted to follow the oracle? The results of this experiment are shown in the last row of Table II. This experiment was not done for the PROMISE and the RVSC datasets as the annotations for these datasets are for a different set of organs / tissues as compared to the corresponding SD datasets. As expected, we observed improvements in accuracy in all cases, as compared to the ‘SD + DA’ baseline. However, it is interesting to note that for the brain TD datasets, the resulting accuracies were inferior to those obtained by training segCNN separately for each TD. This shows that despite the test-time adaptation, some bias towards the SD may remain in the NI2S CNN.

V. DISCUSSION

We proposed a method for cross-scanner and cross-protocol robustness in medical image segmentation by building on the ideas of test time CNN adaptation [38] and using denoising autoencoders to increase plausibility of predicted segmentations [42]. Our experiments show that the proposed method can yield promising improvements while segmenting images from completely unseen scanners and / or protocols. In this section, we elaborate on some avenues that could be potentially interesting for further research and for ultimately closing the gap to the benchmark - i.e. training a separate CNN for each scanner / protocol.

- The first point is regarding the noising strategy used in the DAE training. One of the main assumptions of our work is that the incorrect segmentations predicted by a CNN on an unseen TD can be considered to be from the distribution of the training inputs of the DAE, and therefore, that the output of the DAE can be relied upon. In this work, we chose a heuristic strategy for corrupting segmentation labels that the DAE seeks to denoise. We believe that the DAE performance can be improved if a better strategy can be devised to obtain noisy labels from the trained segmentation CNN. A potential way of doing this might be to train the segmentation CNN on the SD without data augmentation and then to use the predictions of this CNN on intensity transformed SD images (for instance, via gamma transformations) as noisy segmentations.

- Another assumption of our method is one that is common in much of the DAE literature [63]: to consider the outputs of the DAE as samples from the posterior distribution $P(Z|Z_n)$. We claim that this is an assumption because given a noisy segmentation, the DAE is trained to output only one clean segmentation rather than a platter of different possible denoised segmentations. An interesting question is whether training the DAE in order to get such behaviour [64] might benefit the segmentation performance on unseen TDs.

- A possible extension of our method might be realized by considering test time adaptation of a supervised CNN in the probabilistic graphical model framework used in unsupervised learning methods [29]. This would entail the use of an explicit prior model $P(Z)$ as well as a likelihood model $P(X|Z)$, with the test-time adaptation being driven with an aim of maximizing the resulting posterior $P(Z|X)$.

- It should be pointed out that the proposed atlas-based initialization for the cases with large domain shifts was only evaluated with brain images. Additionally, as both the SD (T1w) and TD (T2w) images used from the HCP dataset were already rigidly aligned, the affine registration step for atlas creation could be skipped. Such affine registration would be required for other TDs of brain images, as well while applying the method to large domain shifts in other anatomies. We believe that not requiring deformable registration but only alignment with linear transformations might facilitate applications in other anatomies as well, but we leave this evaluation to future work.

- Finally, it is worth noting that the per-image flexibility offered by our method comes at the cost of the additional time required for such adaptation. After the first image of a particular scanner / protocol, the proposed test time adaptation requires roughly 12 minutes for each 3D image, with our experimental implementation. Despite potential for improvement in terms of time efficiency, the proposed test-time adaptation does introduce an additional optimization routine for each test image and thereby compromises on the fast-inference advantage of CNNs. Nonetheless, we believe that such a time requirement is relatively modest and reasonable for general usage in clinical practice.

VI. CONCLUSION

In this work, we proposed a method for domain generalization for medical image segmentation in the context of domain shifts pertaining to scanner and protocol changes. The method consists of two main ideas. Firstly, we introduce an adaptable per-image normalization module into a segmentation CNN. We believe that such per-image adaptability may be crucial for developing robust analysis tools that can be deployed in the clinic. Secondly, the proposed test time adaptation is driven by using denoising autoencoders, that incentivize plausible segmentation predictions. Experiments with multiple datasets and anatomies demonstrate that the method is generic and promising.
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