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Abstract—We consider wireless sensor networks under a heterogeneous random key predistribution scheme and an on-off channel model. The heterogeneous key predistribution scheme has recently been introduced by Yağan - as an extension to the Eschenauer and Gligor scheme - for the cases when the network consists of sensor nodes with varying level of resources and/or connectivity requirements, e.g., regular nodes vs. cluster heads. The network is modeled by the intersection of the inhomogeneous random key graph (induced by the heterogeneous scheme) with an Erdős-Rényi graph (induced by the on-off channel model). We present conditions (in the form of zero-one laws) on how to scale the parameters of the intersection model so that with high probability all of its nodes are connected to at least \( k \) other nodes; i.e., the minimum node degree of the graph is no less than \( k \). We also present numerical results to support our results in the finite-node regime. The numerical results suggest that the conditions that ensure \( k \)-connectivity coincide with those ensuring the minimum node degree being no less than \( k \).

Index Terms—Wireless Sensor Networks, Security, Inhomogeneous Random Key Graphs, \( k \)-Connectivity.

I. INTRODUCTION

Wireless sensor networks (WSNs) comprise low-cost, low-power, small sensor nodes that are typically deployed in hostile environments [1]. WSNs have numerous applications including military, health, and environmental monitoring, among others [1]. Ensuring secure communications in WSNs is expected to be a key challenge [2] given several limiting factors; e.g., limited computational capabilities, limited transmission power, lack of a priori knowledge of deployment configuration, and vulnerability to node capture attacks. Random key predistribution schemes have been proposed with these limitations in mind and they have become widely regarded as the most feasible solutions in securing WSNs; e.g., see [3, Chapter 13] and [4], and references therein.

Random key predistribution schemes were first proposed by Eschenauer and Gligor [5]. Their scheme, hereinafter referred to as the EG scheme, operates as follows: prior to deployment, each sensor node is assigned a random set of \( K \) keys from a key pool of size \( P \). Once deployed, two nodes can securely communicate only if they have at least one key in common. The EG scheme paved the way to several other variants, including the \( q \)-composite scheme [6] and the random pairwise scheme [6] among others. Recently, Yağan introduced a new variation of the EG scheme, referred to as the heterogeneous key predistribution scheme [7]. The heterogeneous scheme addresses the case when the WSN comprises sensor nodes with varying level of resources and/or connectivity requirements, e.g., regular nodes vs. cluster heads, which is likely to hold for many WSN applications [8]. It is described as follows. Given \( r \) classes, each sensor node is independently classified as a class-\( i \) node with probability \( \mu_i > 0 \) for each \( i = 1, \ldots, r \). Then, sensors in class-\( i \) are each given \( K_i \) keys selected uniformly at random from a key pool of size \( P \). As before, sensors that share key(s) can communicate securely over an available channel after the deployment; see Section II for details.

In [7], Yağan established critical conditions on the probability distribution \( \mu = \{\mu_1, \mu_2, \ldots, \mu_r\} \), the key ring sizes \( K = \{K_1, K_2, \ldots, K_r\} \), and the key pool size \( P \) as a function of the network size \( n \), so that the resulting WSN is securely connected with high probability. Although these results form a crucial starting point towards the analysis of feasibility of the heterogeneous key predistribution scheme, there remains to establish several important properties of the scheme to obtain a fuller understanding of its performance in securing WSNs. In particular, the connectivity results given in [7] were obtained under the assumption of full visibility; i.e., that all pairs of sensors have a communication channel in between. This assumption is not likely to hold in practical WSNs given that the wireless medium of the communication is often unreliable and sensors typically have limited communication ranges. Moreover, the results in [7] do not provide any information on the reliability of network connectivity against sensor or link failures. Reliability of WSNs is crucial since sensors may fail due to battery depletion or may get captured by an adversary, and wireless links may fail due to harsh environmental conditions. Our paper completes a crucial first step towards addressing both of the aforementioned limitations of the results by Yağan in [7]. First of all, we consider the heterogeneous key predistribution scheme under non-full visibility. In particular, we consider an on/off communication model consisting of independent wireless channels each of which is either on (with probability \( \alpha \)), or off (with probability \( 1 - \alpha \)). Secondly, we focus on the \( k \)-connectivity property which implies that the network connectivity is preserved despite the failure of any \((k - 1)\) nodes or links [9]. Accordingly, \( k \)-connectivity provides a guarantee of network reliability against the potential failures of sensors or links.

Our approach is based on modeling the WSN by an appropriate random graph and then establishing scaling conditions
on the model parameters such that certain desired properties hold with high probability (whp) as the number of nodes $n$ gets large. The heterogeneous key predistribution scheme induces the inhomogeneous random key graph [7], denoted hereafter by $\mathbb{K}(n; \mu, K, P)$, while the on/off communication model leads to the standard Erdős-Rényi (ER) graph [10], denoted by $G(n, \alpha)$. Hence, the appropriate random graph model here is the intersection of the inhomogeneous random key graph with ER graph, denoted $\mathbb{K} \cap G(n; \mu, K, P, \alpha)$.

Our main result (see Theorem 4.1) is a zero-one law for the minimum node degree of $\mathbb{K} \cap G(n; \mu, K, P, \alpha)$ to be no less than $k$ for any non-negative integer $k$. More precisely, we present conditions on how to scale the parameters of $\mathbb{K} \cap G(n; \mu, K, P, \alpha)$ so that its minimum node degree is no less than $k$ with high probability when the number of nodes $n$ grows large. The zero-law for minimum node degree being no less than $k$ already implies the zero-law for $k$-connectivity since a graph can not be $k$-connected unless all nodes have degree at least $k$. Furthermore, we show by simulations that minimum node degree being no less than $k$ and $k$-connectivity properties exhibit almost equal (empirical) probabilities, which prompts us to conjecture that the one-law of $k$-connectivity will also follow under the same critical scaling and conditions provided here; see Section IV for details.

Throughout, an event is said to hold with high probability (whp) if it holds with probability 1 as $n \to \infty$. For sequences $\{a_n\}, \{b_n\}$, we use $a_n = o(b_n)$, $a_n = \omega(b_n)$, and $a_n = O(b_n)$ with their meaning in the standard Landau notation.

### II. THE MODEL

We consider a network consisting of $n$ sensor nodes labeled as $v_1, v_2, \ldots, v_n$. Each sensor node is assigned to one of the possible $r$ classes, e.g., priority levels, according to a probability distribution $\mu = \{\mu_1, \mu_2, \ldots, \mu_r\}$ with $\mu_i > 0$ for each $i = 1, \ldots, r$; clearly it is also needed that $\sum_{i=1}^r \mu_i = 1$. Prior to deployment, each class-$i$ node is given $K_i$ cryptographic keys selected uniformly at random from a pool of size $P$. Hence, the key ring $\Sigma_x$ of node $v_x$ is a $P_{K_i}$-valued random variable (rv) where $P_A$ denotes the collection of all subsets of $\{1, \ldots, P\}$ with exactly $A$ elements and $t_x$ denotes the class of node $v_x$. The rvs $\Sigma_1, \Sigma_2, \ldots, \Sigma_n$ are then i.i.d. with

$$\mathbb{P}[\Sigma_x = S \mid t_x = i] = \binom{P}{K_i}^{-1}, \quad S \in P_{K_i}. $$

After the deployment, two sensors can communicate securely over an existing communication channel if they have at least one key in common.

Throughout, we let $K = \{K_1, K_2, \ldots, K_r\}$, and assume without loss of generality that $K_1 \leq K_2 \leq \ldots \leq K_r$. Consider a random graph $G$ induced on the vertex set $V = \{v_1, \ldots, v_n\}$ such that two distinct nodes $v_x$ and $v_y$ are adjacent in $G$, denoted by the event $K_{xy}$, if they have at least one cryptographic key in common, i.e.,

$$K_{xy} := [\Sigma_x \cap \Sigma_y \neq \emptyset]. \quad (1)$$

The adjacency condition (1) characterizes the inhomogeneous random key graph $\mathbb{K}(n; \mu, K, P)$ as introduced recently by Yu and Yang [7]. This model is also known in the literature as the general random intersection graph; e.g., see [11]–[13].

The inhomogeneous random key graph models the cryptographic connectivity of the underlying WSN. In particular, the probability that a class-$i$ node and a class-$j$ node are adjacent, denoted by $p_{ij}$, is given by

$$p_{ij} = \mathbb{P}[K_{xy}] = 1 - \binom{P - K_i}{K_j} = \binom{P}{K_j} \quad (2)$$

as long as $K_i + K_j \leq P$; otherwise if $K_i + K_j > P$, we clearly have $p_{ij} = 1$. We also find it useful define the mean probability $\lambda_i$ of edge occurrence for a class-$i$ node in $\mathbb{K}(n; \mu, K, P)$. With arbitrary nodes $v_x$ and $v_y$, we have

$$\lambda_i = \mathbb{P}[K_{xy} \mid t_x = i] = \frac{\sum_{j=1}^r p_{ij} \mu_j}{r}, \quad i = 1, \ldots, r, \quad (3)$$

as we condition on the class $t_y$ of node $v_y$.

In this work, we consider the communication topology of the WSN as consisting of independent channels that are either on (with probability $\alpha$) or off (with probability $1 - \alpha$). More precisely, let $\{B_{ij}^{(\alpha)}\}, 1 \leq i < j \leq n$ denote i.i.d Bernoulli rvs, each with success probability $\alpha$. The communication channel between two distinct nodes $v_x$ and $v_y$ is on (respectively off) if $B_{xy}^{(\alpha)} = 1$ (respectively if $B_{xy}^{(\alpha)} = 0$). This simple on/off channel model enables a comprehensive analysis of the properties of interest of the resulting WSN, e.g., its connectivity, and was shown to be a good approximation to the more realistic disk model [14], [15] in many similar settings; e.g., see [16]–[18]. The on/off channel model induces a standard Erdős-Rényi graph $G(n; \alpha)$ [19], defined on the vertices $V = \{v_1, \ldots, v_n\}$ such that $v_x$ and $v_y$ are adjacent, denoted $C_{xy}$, if $B_{xy}^{(\alpha)} = 1$.

We model the overall topology of a WSN by the intersection of the inhomogeneous random key graph $\mathbb{K}(n; \mu, K, P)$ with the ER graph $G(n; \alpha)$. Namely, nodes $v_x$ and $v_y$ are adjacent in $\mathbb{K} \cap G(n; \mu, K, P, \alpha)$, denoted $E_{xy}$, if and only if they are adjacent in both $\mathbb{K}$ and $G$. In other words, the edges in the intersection graph $\mathbb{K} \cap G(n; \mu, K, P, \alpha)$ represent pairs of sensors that can securely communicate as they have i) a communication link available in between, and ii) shared cryptographic key(s). Therefore, studying the connectivity properties of $\mathbb{K} \cap G(n; \mu, K, P, \alpha)$ amounts to studying the secure connectivity of heterogeneous WSNs under the on/off channel model.

To simplify the notation, we let $\theta = (\mu, K, P)$, and $\Theta = (\Theta, \alpha)$. The probability of edge existence between a class-$i$ node $v_x$ and a class-$j$ node $v_y$ in $\mathbb{K} \cap G(n; \Theta)$ is given by

$$\mathbb{P}[E_{xy} \mid t_x = i, t_y = j] = \mathbb{P}[K_{xy} \mid C_{xy} \mid t_x = i, t_y = j] = \alpha p_{ij}$$

by independence. Similar to (3), the mean edge probability for
a class-$i$ node in $\mathbb{K} \cap G(n; \Theta)$, denoted by $\Lambda_i$, is given by
\[
\Lambda_i = \sum_{j=1}^{r} \mu_i \alpha p_{ij} = \alpha \lambda_i, \quad i = 1, \ldots, r.
\]

Throughout, we assume that the number of classes $r$ is fixed and does not scale with $n$, and so are the probabilities $\mu_1, \ldots, \mu_r$. All of the remaining parameters are assumed to be scaled with $n$.

### III. MAIN RESULTS AND DISCUSSION

We refer to a mapping $K_1, \ldots, K_r, \Lambda : \mathbb{N}_0 \to \mathbb{N}^{r+1}$ as a scaling (for the inhomogeneous random key graph) as long as the conditions
\[
2 \leq K_{1,n} \leq K_{2,n} \leq \ldots \leq K_{r,n} \leq P_n/2
\]
are satisfied for all $n = 2, 3, \ldots$. Similarly any mapping $\alpha : \mathbb{N}_0 \to (0, 1)$ defines a scaling for the ER graphs. As a result, a mapping $\Theta : \mathbb{N}_0 \to \mathbb{N}_0^{r+1} \times (0, 1)$ defines a scaling for the intersection graph $\mathbb{K} \cap G(n; \Theta_n)$ given that condition (4) holds. We remark that under (4), the edge probabilities $p_{ij}$ will be given by (2).

Our main result is a zero-one law for the minimum node degree being no less than $k$ in the inhomogeneous random key graph intersecting ER graph.

**Theorem 3.1:** Consider a probability distribution $\mu = (\mu_1, \mu_2, \ldots, \mu_r)$ with $\mu_i > 0$ for $i = 1, \ldots, r$, a scaling $K_1, \ldots, K_r, \Lambda : \mathbb{N}_0 \to \mathbb{N}_0^{r+1}$, and a scaling $\alpha : \mathbb{N}_0 \to (0, 1)$.

Let the sequence $\gamma : \mathbb{N}_0 \to \mathbb{R}$ be defined through
\[
\Lambda_1(n) = \alpha_n \lambda_1(n) = \frac{\log n + (k - 1) \log \log n + \gamma_n}{n},
\]
for each $n = 1, 2, \ldots$.

(a) If $\lambda_1(n) = o(1)$, we have
\[
\lim_{n \to \infty} \mathbb{P} \left[ \text{Minimum node degree of } \mathbb{K} \cap G(n; \Theta_n) \text{ is at least } k \right] = 0 \quad \text{if } \lim_{n \to \infty} \gamma_n = -\infty.
\]

(b) We have
\[
\lim_{n \to \infty} \mathbb{P} \left[ \text{Minimum node degree of } \mathbb{K} \cap G(n; \Theta_n) \text{ is at least } k \right] = 1 \quad \text{if } \lim_{n \to \infty} \gamma_n = \infty.
\]

In words, Theorem 3.1 states that the minimum node degree in $\mathbb{K} \cap G(n; \Theta_n)$ is greater than or equal to $k$ if the mean degree of class-$i$ nodes (i.e., $n \Lambda_1(n)$) is scaled as $(\log n + (k - 1) \log \log n + \gamma_n)$ for some sequence $\gamma_n$ satisfying $\lim_{n \to \infty} \gamma_n = -\infty$. On the other hand, if the sequence $\gamma_n$ satisfies $\lim_{n \to \infty} \gamma_n = -\infty$, then the graph $\mathbb{K} \cap G(n; \Theta_n)$ has at least one node with degree strictly less than $k$. This shows that the critical scaling for the minimum node degree of $\mathbb{K} \cap G(n; \Theta_n)$ being greater than or equal to $k$ is given by $\Lambda_1(n) = \frac{\log n + (k - 1) \log \log n}{n}$, with the sequence $\gamma_n : \mathbb{N}_0 \to \mathbb{R}$ measuring the deviation of $\Lambda_1(n)$ from the critical scaling.

The zero-one law established here for the minimum node degree of $\mathbb{K} \cap G(n; \Theta_n)$ shall be regarded as a crucial first step towards establishing a similar result on its $k$-connectivity; namely the property that the graph will remain connected despite the deletion of any $k - 1$ nodes or edges. In fact, Theorem 3.1 already implies the zero-law for the $k$-connectivity, i.e., that
\[
\lim_{n \to \infty} \mathbb{P} \left[ \mathbb{K} \cap G(n; \mu, \Theta_n) \text{ is } k \text{-connected} \right] = 0 \quad \text{if } \lim_{n \to \infty} \gamma_n = -\infty.
\]

This is because a graph can not be $k$-connected unless all its nodes have degree at least $k$. Also, for several classes of random graphs it is known that the conditions that ensure $k$-connectivity coincide with those ensuring minimum node degree to be at least $k$; e.g., random key graphs [20], ER graphs [19], and random geometric key graphs [9]. Here we confirm this via numerical simulations (see Section IV) for the intersection of inhomogeneous random key graph and ER graph, prompting us to cast the following conjecture.

**Conjecture 3.2:** Consider a probability distribution $\mu = (\mu_1, \mu_2, \ldots, \mu_r)$ with $\mu_i > 0$ for $i = 1, \ldots, r$, a scaling $K_1, \ldots, K_r, \Lambda : \mathbb{N}_0 \to \mathbb{N}_0^{r+1}$, and a scaling $\alpha : \mathbb{N}_0 \to (0, 1)$.

Let the sequence $\gamma : \mathbb{N}_0 \to \mathbb{R}$ be defined through (9). With $\lambda_1(n) = o(1)$ and possibly under some additional conditions, we have
\[
\lim_{n \to \infty} \mathbb{P} \left[ \mathbb{K} \cap G(n; \Theta_n) \text{ is } k \text{-connected} \right] = \begin{cases} 0 & \text{if } \lim_{n \to \infty} \gamma_n = -\infty & \text{if } \lim_{n \to \infty} \gamma_n = +\infty \\ 1 & \text{if } \lim_{n \to \infty} \gamma_n = -\infty & \end{cases}
\]

We comment on the additional technical condition $\lambda_1(n) = o(1)$. This is enforced here mainly for technical reasons for the proof of the zero-law of Theorem 3.1 to work. A similar condition on the edge probability of the (homogeneous) random key graph was required in [20] for obtaining the zero-law for the minimum node degree being no less than $k$ in the (homogeneous) random key graph intersecting ER graph. In view of [7, Lemma 4.2], this condition is equivalent to
\[
K_{\min} K_{\text{avg}} = o(P_n),
\]
with $K_{\min}$ and $K_{\text{avg}}$ denoting the minimum and mean key ring sizes, respectively. Considering the fact that key pool size $P$ is expected to be orders of magnitude larger than any key ring size in the network [22] this condition would be satisfied in most WSN implementations.

In comparison with the existing literature on similar models, our result can be seen to extend the work by Zhao et al. [20] on the homogeneous random key graph intersecting ER graph to the heterogeneous setting. There, zero-one laws for the property that the minimum node degree is no less than $k$ and the property that the graph is $k$-connected were established for $\mathbb{K} \cap G(n, K, P, \alpha_0)$, with $r = 1$, i.e., when all nodes belong to the same class and thus receive the same number $K$ of keys, Theorem 3.1 recovers the result of Zhao et al. for the property that the minimum node degree is no less than $k$ (See [20, Theorem 1]).

Our work can also be seen as an extension of the work by Ya˘gan [7] who considered the inhomogeneous random key graph $\mathbb{K}(n, \mu, K, P)$ under full visibility; i.e., when all pairs of nodes have a communication channel in between. There, Ya˘gan established zero-one laws for the absence of
isolated nodes (i.e., absence of nodes with degree zero) and 1-connectivity. Our work generalizes Yagan’s results on two levels. Firstly, we consider more practical WSN scenarios where the unreliability of wireless communication channels are taken into account through the on/off channel model. Secondly, in addition to the property that the graph has no isolated nodes (i.e., the minimum node degree is no less than 1), we also establish results for a general minimum node degree \( k = 0, 1, \ldots \).

Finally, our work (with \( \alpha_n = 1 \) for each \( n = 2, 3, \ldots \)) improves upon the results by Zhao et al. [11] for the minimum node degree in the inhomogeneous random key graph; therein, this model was referred to as the general random intersection graph. Even though Zhao et al. [11] considered strong graph properties including \( k \)-connectivity and \( k \)-robustness, the additional conditions required by their main result renders it inapplicable in practical WSN implementations. This issue is discussed at length in [7, Section 3.3], but we give a summary here for completeness. With \( \mathcal{K}_2 \) denoting the random variable representing the number of keys assigned to an arbitrary node in the network, the main result in [11] requires 
\[
\operatorname{Var}[\mathcal{K}_2] = o\left(\frac{\log n}{n^{\alpha}}\right),
\]
which implies that
\[
\mathbb{E}[\mathcal{K}_2] = \omega(\sqrt{n \log n}).
\]

Particularly, the results in [11] hold only if the mean number of keys assigned to a sensor node is much larger than \( \sqrt{n \log n} \). However, in most WSN applications, sensor nodes will have very limited memory and computational capabilities [11]. Therefore, the condition (7) is not likely to hold in large WSNs. Instead, the only condition required by our main result can be seen to be \( \mathbb{E}[\mathcal{K}_2] = o(\sqrt{\mathcal{P}_n}) \).

IV. NUMERICAL RESULTS

We now present numerical results to support Theorem 3.1 in the finite node regime. In all experiments, we fix the number of nodes at \( n = 500 \) and the size of the key pool at \( P = 10^4 \). For better visualization, we use the curve fitting tool of MATLAB.

In Figure 1 we consider the channel parameters \( \alpha = 0.2, \alpha = 0.4, \alpha = 0.6, \) and \( \alpha = 0.8 \), while varying the parameter \( K_1 \), i.e., the smallest key ring size, from 5 to 40. The number of classes is fixed to 2, with \( \mu = \{0.5, 0.5\} \). For each value of \( K_1 \), we set \( K_2 = K_1 + 10 \). For each parameter pair \( (K, \alpha) \), we generate 200 independent samples of the graph \( \mathcal{K} \in \mathcal{G}(n; \theta, \alpha) \) and count the number of times (out of a possible 200) that the obtained graphs i) have minimum node degree no less than 2 and ii) are 2-connected. Dividing the counts by 200, we obtain the (empirical) probabilities for the events of interest. In all cases considered here, we observe that \( \mathcal{K} \in \mathcal{G}(n; \theta, \alpha) \) is 2-connected whenever it has minimum node degree no less than 2 yielding the same empirical probability for both events. This supports our conjecture that the properties of \( k \)-connectivity and minimum node degree being larger than \( k \) are asymptotically equivalent in \( \mathcal{K} \in \mathcal{G}(n; \theta, \alpha) \).

For each \( \alpha \) value, we show the critical threshold of \( k \)-connectivity “predicted” by Theorem 3.1 by a vertical dashed line. More specifically, the vertical dashed lines stand for the minimum integer value of \( K_1 \) that satisfies
\[
\lambda_1(n) = \sum_{j=1}^{2} \frac{\mu_j}{\mu_j} \left(1 - \left(\frac{P - K_j}{K_j}\right)^{1/\mu_j}\right) > 1 \log n + \log \log n.
\]

We see from Figure 1 that the probability of \( k \)-connectivity transitions from zero to one within relatively small variations in \( K_1 \). Moreover, the critical values of \( K_1 \) obtained by (8) lie within the transition interval.

In Figure 2 we consider four different values for \( k \), namely we set \( k = 4, k = 6, k = 8, \) and \( k = 10 \) while varying \( K_1 \) from 15 to 40. The number of classes is fixed to 2 with \( \mu = \{0.5, 0.5\} \) and we set \( K_2 = K_1 + 10 \) for each value of \( K_1 \). Using the same procedure that produced Figure 1 we obtain the empirical probability that \( \mathcal{K} \in \mathcal{G}(n; \theta, \alpha) \) is \( k \)-connected versus \( K_1 \). The critical threshold of \( k \)-connectivity asserted by Theorem 3.1 is shown by a vertical dashed line in each curve.

V. PROOF OF THEOREM 3.1

The proof of Theorem 3.1 is lengthy and technically involved. Therefore, we omit the details in this conference version. All details can be found in [21]. In this section, we present an outline of our proof. The proof of Theorem 3.1...
relies on the methods of first and second moments (See \[22\] p. 55) applied to the number of nodes with degree \(\ell\) in \(\mathbb{K} \cap \mathbb{G}(n; \Theta_n)\). Let \(X_{\ell}(n; \Theta_n)\) denote the total number of nodes with degree \(\ell\) in \(\mathbb{K} \cap \mathbb{G}(n; \Theta_n)\), namely,

\[
X_{\ell}(n; \Theta_n) = \sum_{i=1}^{n} 1[D_{i,\ell}(n; \Theta_n)]
\]

where \(D_{i,\ell}(n; \Theta_n)\) denotes the event that node \(v_i\) in \(\mathbb{K} \cap \mathbb{G}(n; \Theta_n)\) has degree \(\ell\) for each \(i = 1, 2, \ldots, n\). Throughout, we simplify the notation by writing \(D_{i,\ell}\) instead of \(D_{i,\ell}(n; \Theta_n)\).

By using the methods of first and second moments we obtain

\[
\mathbb{P}[X_{\ell}(n; \Theta_n) = 0] \leq 1 - \frac{\mathbb{E}[X_{\ell}(n; \Theta_n)]^2}{\mathbb{E}[X_{\ell}(n; \Theta_n)^2]},
\]

and

\[
\mathbb{P}[X_{\ell}(n; \Theta_n) = 0] \geq 1 - \mathbb{E}[X_{\ell}(n; \Theta_n)].
\]

Recalling \[9\], we get

\[
\mathbb{E}[X_{\ell}(n; \Theta_n)] = \sum_{i=1}^{n} \mathbb{P}[D_{i,\ell}] = n\mathbb{P}[D_{x,\ell}]
\]

upon using the exchangeability of the indicator rvs \(\{1[D_{i,\ell}]: i = 1, \ldots, n\}\). Similarly, it is easy to see that

\[
\mathbb{E}\left[(X_{\ell}(n; \Theta_n))^2\right] = n\mathbb{P}[D_{x,\ell}] + (n-1)\mathbb{P}[D_{x,\ell} \cap D_{y,\ell}].
\]

Combining \[12\] and \[13\], we obtain

\[
\frac{\mathbb{E}[X_{\ell}(n; \Theta_n)]^2}{\mathbb{E}[X_{\ell}(n; \Theta_n)^2]} = \frac{1}{n\mathbb{P}[D_{x,\ell}]} + \left(1 - \frac{1}{n}\right) \frac{\mathbb{P}[D_{x,\ell} \cap D_{y,\ell}]}{\mathbb{P}[D_{x,\ell}]}.
\]

The one-law states that the minimum node degree in \(\mathbb{K} \cap \mathbb{G}(n; \Theta_n)\) is no less than \(k\) asymptotically almost surely (a.a.s.). Put differently, the one-law requires that the graph has no nodes with degree \(\ell = 0, 1, \ldots, k-1\), i.e.,

\[
\lim_{n \to \infty} \mathbb{P}[X_{\ell}(n; \Theta_n) = 0] = 1, \quad \ell = 0, 1, \ldots, k-1.
\]

In view of \[11\] and \[12\], we see that \[15\] and hence the one-law would follow upon showing

\[
\lim_{n \to \infty} n\mathbb{P}[D_{x,\ell}] = 0, \quad \ell = 0, 1, \ldots, k-1.
\]

For the zero-law, we need to show that there exists \(\ell = 0, 1, \ldots, k-1\) such that

\[
\lim_{n \to \infty} \mathbb{P}[X_{\ell}(n; \Theta_n) = 0] = 0.
\]

In other words, we need to show that there is at least one node with degree \(\ell = 0, 1, \ldots, k-1\), so that the minimum node degree in \(\mathbb{K} \cap \mathbb{G}(n; \Theta_n)\) is less than \(k\) a.a.s.

In view of \[10\] and \[14\], \[17\] will follow if we show that

\[
\lim_{n \to \infty} n\mathbb{P}[D_{x,\ell}] = \infty,
\]

and

\[
\mathbb{P}[D_{x,\ell} \cap D_{y,\ell}] \sim \left\{\mathbb{P}[D_{x,\ell}]\right\}^2,
\]

for some \(\ell = 0, 1, \ldots, k-1\) under the enforced assumptions.

Collecting, the proof of Theorem 3.1 passes through establishing \[16\], \[18\], and \[19\] under appropriate conditions. Due to space limitations, details are given in \[21\].
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