Magnetic description of the Fermi arc in type-I and type-II Weyl semimetals

Serguei Tchoumakov, Marcello Civelli and Mark O. Goerbig

Laboratoire de Physique des Solides, Univ. Paris-Sud, Université Paris-Saclay, CNRS UMR 8502, F-91405 Orsay Cedex, France

(Dated: February 16, 2017)

We consider finite-sized interfaces of a Weyl semi-metal and show that the corresponding confinement potential is similar to the application of a magnetic field. Among the numerous states, which can be labeled by indices \( n \) like in Landau levels, the \( n = 0 \) surface state describes the Weyl semimetal Fermi arc at a given chemical potential. Moreover, the analogy with a magnetic field shows that an external in-plane magnetic field can be used to distort the Fermi arc and would explain some features of magneto-transport in Weyl semimetals. We derive the Fermi arc for type-I and type-II Weyl semimetals where we deal with the tilt anisotropy by the use of Lorentz boosts. In the case of type-II Weyl semimetals, this leads to many additional topologically trivial surface states at low energy. Finally, we extend the Aharonov-Casher argument and demonstrate the stability of the Fermi arc over fluctuations of the surface potential.

I. INTRODUCTION

One key feature of the interface of a topological insulator put into contact with a normal insulator is the presence of stable surface states [1]. This stability is related to the topological Chern number which is based on the existence of a band gap. Surface states can play a crucial role since their metallicty can radically affect the transport properties of the topological insulator. There are however topological materials, Dirac semimetals (DSM) and Weyl semimetals (WSM), where the band gap is exactly zero and they can be described as a critical phase lying between normal and topological insulators [2,3].

In recent measurements [4-6] on materials of the (Ta,Nb)-(As,P) family of three-dimensional (3D) WSM, surface states with surprising properties were observed and related to the Fermi arc, as described in numerous theoretical studies [7–11]. In particular, the Fermi arc surface states have an open Fermi surface that connects the projected bulk Weyl nodes and, furthermore, they are spin polarized. These properties are used to characterize genuine WSM [3,5]. Therefore, a better understanding of the Fermi arc properties has been sought in many theoretical investigations. Recently similarities between Fermi arcs and Landau bands [11,12] have been pointed out, although the latter typically arise in the presence of a magnetic field.

In various theoretical studies, the crystal potential at the surface of the WSM is sharp because it simplifies the derivation of the wavefunction boundary conditions [7–10]. In this approach one considers that the width of the interface \( \ell \) is shorter than any other length scale, such as the magnetic or the band bending lengths. In some situations, however, this description is not sufficient. For example, in Ref. [13], in order to describe the effect of a magnetic domain wall on Majorana bound states of a superconducting chain, it was necessary to introduce a smooth gap inversion at the interface.

In the present paper, we extend the description of a smoothly varying interface to the WSM in order to describe the coupling to external electromagnetic fields. We consider that two bulk materials are put into contact with an interface of width \( \ell \) (see Fig. 1). In agreement with recent semiclassical [11] and numerical [12] studies, we show, within a constructive quantum-mechanical approach, that the Hamiltonian describing the interface is similar to one in the presence of a magnetic field within a particular gauge. This leads to a set of two-dimensional (2D) Landau bands indexed by an integer number \( n \). In the case of WSM, these states have open Fermi surfaces as a consequence of the localization of Landau orbits inside the region of size \( \ell \), which is similar to the derivation of the degeneracy of Landau bands within the Landau gauge [14]. This yields a Fermi surface with an odd number of Fermi arcs with only the \( n = 0 \) Landau band having a single Fermi arc. This state is the most relevant at low energy and is the main subject of our investigation. The analogy with the magnetic field allows us to explore various aspects of the \( n = 0 \) Fermi arc. In particular, we show that the effect of an external magnetic field is to modify the shape of the Fermi arc and that the combination of tilt and magnetic field can break the arc into two separate pieces. This is investigated in the case of type-I and type-II WSM [15]. Moreover, in spite
of the reduced dimension of the surface compared to the bulk, we show that the transport properties are widely affected by the surface states. Indeed, the \( n = 0 \) surface state acts as a Faraday cage and localizes the electric field at the surface. We finally prove the topological stability of the \( n = 0 \) Fermi arc, based on a generalization of the Aharonov-Casher argument \[16\].

The paper is organized as follows: in Sec. II we explicitly model the interface of a bulk Weyl semimetal with an insulating bulk. Section III is devoted to a detailed discussion of the surface and bulk screening. In Sec. IV we describe the effect of the tilt anisotropy on the Fermi arc structure and relate it to the effect of an electric field which is canceled with a proper use of Lorentz boosts. We extend the Aharonov-Casher argument in Sec. V, which is canceled with a proper use of Lorentz boosts.

In Sec. VI, discussing possible consequences on magneto-transport experiments.

II. MAGNETIC DESCRIPTION OF THE SURFACE STATES

Let us first consider a general case of a left and a right bulk, each of which is modeled by a set of parameters (see Fig. 1). These parameters vary smoothly across an interface of size \( \ell \), and here we choose to linearly interpolate them between the two bulk Hamiltonians: \( \hat{H}_L = \mathbf{h}_L(\mathbf{k}) \cdot \hat{\sigma} \) in the material on the left side \( x < 0 \) and \( \hat{H}_R = \mathbf{h}_R(\mathbf{k}) \cdot \hat{\sigma} \) in the material on the right side \( x > \ell \), where \( \hat{\sigma} = (\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z) \) is a vector combining the three Pauli matrices. The interface region \( x \in [0, \ell] \) between the two bulk materials can also model a surface in the case where one of the two materials is a trivial bulk insulator. The discussion of the general model in Sec. II A allows us to investigate the emergence of Fermi arcs on the surface, while we discuss more explicit examples in the following two subsections. In Sec. II B, we discuss a pair of Weyl points that merge in the interface region opening a gap. Finally in Sec. II C we analyze a simplified model of single Weyl cones.

A. Interface Hamiltonian

We consider as Hamiltonian \( \hat{H}_s \) describing the region of the interface, \( x \in [0, \ell] \), the linear interpolation between the two bulk Hamiltonians \( \hat{H}_L \) and \( \hat{H}_R \)

\[
\hat{H}_s = [\mathbf{h}_L + \delta \mathbf{h}_x \mathbf{e}_x/\ell] \cdot \hat{\sigma} \tag{1}
\]

where we introduce \( \delta \mathbf{h}(\mathbf{k}) = \mathbf{h}_R(\mathbf{k}) - \mathbf{h}_L(\mathbf{k}) \), such that \( \hat{H}_s(x = 0) = \hat{H}_L \) and \( \hat{H}_s(x = \ell) = \hat{H}_R \). We discuss the validity of this linear interpolation in Sec. V, where we show that deviations in the form of a fluctuating interface potential do not alter the main conclusions drawn from the present model. Notice that the wavevector component \( k_x \) perpendicular to the interface needs to be treated as a quantum-mechanical operator such that \( [x, k_x] = i \) (here, and in the remaining parts of this paper, we use a system of units with \( \hbar = 1 \)). We consider situations with a linear \( x \)-component in the Hamiltonian that is unchanged across the interface, such that \( \hat{H}_L(k_x) - \hat{H}_R(k_x = 0) = \hat{H}_R(k_x) - \hat{H}_R(k_x = 0) = v_x k_x \hat{\sigma}_x \) and \( \delta \mathbf{h}(\mathbf{k}) \) with the inplane momentum \( \mathbf{k}_\parallel = (0, k_y, k_z) \). In order to describe the opposite interface one has to permute \( \mathbf{h}_L \leftrightarrow \mathbf{h}_R \). This corresponds to replacing \( \delta \mathbf{h}_\parallel \) in Eq. (1) by \( (\mathbf{h}_R, -\delta \mathbf{h}_\parallel, \ell) \) or equivalently by \( (\mathbf{h}_R, \delta \mathbf{h}_\parallel, -\ell) \) in all the derived expressions.

We rotate the Hamiltonian \( \hat{H}_s \) with angle \( \theta \) along the \( x \)-axis with \( \tan(\theta) = \delta h_y/\delta h_x \) in order to simplify the treatment of the non-commuting variables, \( [x, k_x] \neq 0 \). In the new basis, the interface Hamiltonian reads

\[
\hat{H}_s^{(\theta)} = e^{i\theta \hat{\sigma}_z/2} \hat{H}_s e^{-i\theta \hat{\sigma}_z/2} = v_x \left[ (k_x + x/\ell^2) \hat{\sigma}_x + \text{sign}(v_x \ell) x - (x/\ell^2) \hat{\sigma}_y \right] + M(\mathbf{k}_\parallel) \hat{\sigma}_z, \tag{2}
\]

and we introduce the notation \( \delta \mathbf{h}(\mathbf{k}_\parallel) = (0, \delta h_y, \delta h_z) \) for the in-plane components of \( \delta \mathbf{h} \) and

\[
\langle x \rangle/\ell = -\delta \mathbf{h}_\parallel \cdot \mathbf{h}_L /\delta h^2_x = 1 - \delta \mathbf{h}_\parallel \cdot \mathbf{h}_R /\delta h^2_x, \quad \ell_x = \sqrt{|v_x \ell|/\delta h^2_x}, \quad \ell_S = \sqrt{|v_x \ell|/|\delta \mathbf{h}_\parallel|}, \quad M(\mathbf{k}_\parallel) = \mathbf{b} \cdot \mathbf{h}_L /|\mathbf{b}| = \mathbf{b} \cdot \mathbf{h}_R /|\mathbf{b}|, \tag{3}
\]

where \( \mathbf{b} = \nabla \times (\delta \mathbf{h}_x /\ell) = \mathbf{e}_x \times \delta \mathbf{h}_x /\ell \) plays a role similar to the magnetic field as we show below. Hamiltonian (2) can then be rewritten with the help of the following ladder operators

\[
\hat{a} = \ell^2_S \left[ k_x + x/\ell^2_x - i \text{sign}(v_x \ell) (x - (x)/\ell^2_S) \right], \quad \hat{a}^\dagger = \ell^2_S \left[ k_x + x/\ell^2_x + i \text{sign}(v_x \ell) (x - (x)/\ell^2_S) \right], \tag{4}
\]

such that \( [\hat{a}, \hat{a}^\dagger] = \text{sign}(v_x \ell) \), and the interface Hamiltonian in the rotated basis thus becomes

\[
\hat{H}_s^{(\theta)} = \left( M(\mathbf{k}_\parallel) \sqrt{2|v_x \ell|/\ell_S^3} \right) \hat{a}^\dagger \hat{a} - M(\mathbf{k}_\parallel). \tag{5}
\]

In the case \( v_x \ell > 0 \), the eigenstates can be written in the form

\[
|\Psi\rangle = \left( \alpha_n |n - 1\rangle \beta_n |n\rangle \right) \tag{6}
\]

where \( |n\rangle \) are the eigenstates of the number operator \( \hat{n} = \hat{a}^\dagger \hat{a} \) of eigenvalue \( n \). In the other case where \( v_x \ell < 0 \), the spinor components are interchanged. These states are located around \( \langle x \rangle = -\delta \mathbf{h}_\parallel \cdot \mathbf{h}_L /\delta h^2_x \sim \ell \), oscillating
in the $x$-direction with a wavelength $\lambda_x = 2\pi/|k_z| = 2\pi\ell_0^2/(x) \sim \ell$, and they spread over the typical size $\Delta x = \sqrt{2\ell_0S} \sim \sqrt{\ell}$.

We find that the $n \geq 1$ bands are gapped with eigenstates in the original basis $|\Psi_{\lambda,n}\rangle$ and eigenenergies $E_{\lambda,n}$ ($\lambda = \pm 1$) such that

$$|\Psi_{\lambda,n}\rangle = e^{i\lambda\theta_x/2} \left( \begin{array}{c} 1 + \lambda \frac{M(k_\|)}{E_n} |n-1\rangle \\ \lambda \left[ 1 - \frac{M(k_\|)}{E_n} \right] |n\rangle \end{array} \right),$$

(7)

$$E_{\lambda,n}(k_\|) = \lambda E_n = \lambda \sqrt{M(k_\|)^2 + 2v_n^2 n/\ell_0^2}.$$

These solutions are similar to Landau bands of a Weyl semimetal in a pseudo-magnetic field $B_\parallel$ along $b$ and of magnetic length $\ell_S$. The gaps between the bands are on the order of $\sqrt{2}v_n/\ell_S \sim 1/\sqrt{\ell} \to \infty$, i.e. they diverge with $\ell \to 0$ and are thus usually neglected in the discussion of sharp interfaces [7]. In the case $\ell \neq 0$, the $n \geq 1$ states should be observed at higher energies and in section IV we show that a tilt in the band structure can reduce their gaps.

The $n = 0$ Landau band which we are interested in here is special, in that it survives in the limit of sharp interfaces ($\ell \to 0$), and one finds either

$$|\Psi_0\rangle = e^{i\lambda\theta_x/2} \left( \begin{array}{c} 0 \\ |0\rangle \end{array} \right),$$

(8)

$$E_0^+(k_\|) = -M(k_\|),$$

for $v_n\ell > 0$, or

$$|\Psi_0\rangle = e^{i\lambda\theta_x/2} \left( \begin{array}{c} 0 \\ 0 \end{array} \right),$$

(9)

$$E_0^-(k_\|) = M(k_\|),$$

for $v_n\ell < 0$. If one takes into account the rotation of the Hamiltonian in Eq. (2), one finds that the isospin points along $e_0 = -\text{sign}(v_n\ell)(\delta h_y e_x + \delta h_z e_y)/\sqrt{\delta h_y^2 + \delta h_z^2}$, and the eigenenergy can be rewritten in a concise manner as $E_0(k_\|) = -\text{sign}(v_n\ell)M(k_\|)$. Written explicitly, the $n = 0$ surface states are given by the wave functions (apart from a normalization constant)

$$\psi_0^+(x,y,z) \propto \left( \begin{array}{c} \cos \frac{\theta}{2} \\ i \sin \frac{\theta}{2} \end{array} \right) e^{-(x-x(z))^2/2\ell_0^2} e^{-ix^2/2\ell_0^2} e^{i(k_y y + k_z z)},$$

$$\psi_0^-(x,y,z) \propto \left( \begin{array}{c} i \sin \frac{\theta}{2} \\ \cos \frac{\theta}{2} \end{array} \right) e^{-(x-x(z))^2/2\ell_0^2} e^{-ix^2/2\ell_0^2} e^{i(k_y y + k_z z)},$$

(10)

where the sign in the superscript is $\text{sign}(v_n\ell)$. The wavefunctions consist therefore of the usual harmonic-oscillator wavefunctions confined in the $x$-direction, centered around $\langle x \rangle$, multiplied by plane-wave functions in the $y$- and $z$-directions. Furthermore, one notices an additional phase $e^{-ix^2/2\ell_0^2}$ that is due to the $x$-dependence of the real part of the harmonic-oscillator ladder operators (4).

The surface states must be localized in the interfacial region. As in the treatment of the degeneracy of Landau bands [14], this condition implies that the mean position $\langle x \rangle$ of the surface states is such that $\langle x \rangle \in [0,\ell]$. In section V we show that this same condition holds for the $n = 0$ surface state using another argument. This leads to the following localization condition

$$-1 < \delta h_\| \cdot h_L/\delta h_\| < 0.$$

This condition is of uttermost importance in the understanding of the Fermi arc structure. In the following section, we illustrate this condition for the surface states of a Weyl semimetal.

B. Fermi arc, merging of Weyl nodes

After these general considerations, we now treat the situation with two Weyl nodes in the material on the left ($x < 0$) that merge at the interface and lead to an insulating state for $x > \ell$. This can be taken into account within the following merging model

$$\hat{H}_4 = \left( \begin{array}{cc} v_F (k + \Delta_0 e_z/2) \hat{\sigma} - v_F (k - \Delta_0 e_z/2) \hat{\sigma} \end{array} \right),$$

(12)

where two Weyl nodes of opposite chirality are located at $k_z = \pm \Delta k/2$ with

$$\Delta k = \Delta_0 \sqrt{1 - \left( \frac{2\kappa}{v_F \Delta_0} \right)^2}.$$

The two nodes merge at $\kappa = v_F \Delta_0/2$ and then form a gapped phase for $\kappa > v_F \Delta_0/2$. In Appendix A we show that in the limit of strong coupling $|\kappa + v_F \Delta_0/2| \gg |\kappa - v_F \Delta_0/2|$, i.e. precisely in the vicinity of the merging transition we are interested in, this model can be reduced to the following two-band Hamiltonian

$$\hat{H}_{2L} = v_F (k_x \hat{\sigma}_x + k_y \hat{\sigma}_y) + (k_z^2/2m - \Delta) \hat{\sigma}_z,$$

(13)

with $m = (\kappa + v_F \Delta_0/2)/2v_0^2$. One obtains either two Weyl nodes located at $k_z = \pm \Delta k/2 = \pm \sqrt{2m\Delta}$ if $\Delta > 0$ or a gapped phase if $\Delta < 0$, such that $\Delta$ now triggers the merging transition. Then the two bulk Hamiltonians are $\hat{H}_{2L} = v_F (k_x \hat{\sigma}_x + k_y \hat{\sigma}_y) + (k_z^2/2m - \Delta) \hat{\sigma}_z$, $\Delta > 0$ for $x < 0$ and $\hat{H}_{2R} = v_F (k_x \hat{\sigma}_x + k_y \hat{\sigma}_y) + (k_z^2/2m + \Delta') \hat{\sigma}_z$, $\Delta' > 0$ for $x > \ell$. We represent the two models by dashed lines in Fig. 2, where we consider a continuous variation of the parameter $\delta h_z$, which is indeed given by $\Delta + \Delta'$, as we discuss below. On the left side, one has the phase with two Weyl nodes separated by $\Delta k$, and on the right side one finds the insulating state with gap $\Delta'$. Notice
that, for \( k_x = 0 \) (or \( k_y = 0 \)), this model reduces to that used in the study of Dirac point merging in 2D [17].

We now assume that the parameter \( \Delta \) varies linearly over the interface. In the notations introduced in the previous section, the bulk models are described by the following components

\[
\mathbf{h}_{2L}(k) = \left( v_F k_x, v_F k_y, k_z^2/(2m) - \Delta \right),
\]

\[
\mathbf{h}_{2R}(k) = \left( v_F k_x, v_F k_y, k_z^2/(2m) + \Delta' \right),
\]

and, for \( x \in [0, \ell] \), the interface Hamiltonian is

\[
\hat{H}_{2a} = v_F (k_x \sigma_x + k_y \sigma_y)
\]

\[
+ \left( k_z^2/2m - \Delta + \Delta'/\ell \right) \sigma_z,
\]

i.e. \( \delta \mathbf{h} \) reduces to \( \delta \mathbf{h} = (0, 0, \Delta + \Delta') \). At this stage we can already introduce the effect of an external magnetic field, \( \mathbf{B} = B\mathbf{e}_y \), along the direction separating the two cones. In the Landau gauge, the Peierls substitution leads to \( k_y \rightarrow k_y + \text{sign}(B) x/\ell_B^2 \) with \( \ell_B = 1/\sqrt{\epsilon_B} \) the magnetic length. This is similar to the introduction of \( \delta h_y \sigma_y = \text{sign}(B) v_F \ell_B^2 \sigma_y \) in Eq. (16), which corresponds to a displacement of the Weyl nodes over the interface from \( k_y = 0 \) to \( k_y = \delta k_y \equiv -\text{sign}(B) \ell_B^2 \). This displacement can be introduced right from the beginning with a shift of \( h_{2R}, y \) by a constant \( \delta h_y \) and the same could be done with respect to \( h_{2R}, x \). We consider a magnetic field along \( z \) only for two reasons: (i) a component along \( x \) would quantize the surface states, and (ii) for \( \kappa \neq 0 \) in Eq. (12), a component along \( y \) is not along the principal axis of symmetry and thus difficult to solve, we only treat it in the case \( \kappa = 0 \) in section II.C.

As in the general case (2), we perform a rotation of angle \( \theta \) of Hamiltonian (16) along the \( x \)-axis and obtain a Hamiltonian similar to Eq. (5),

\[
\hat{H}_2^{(\theta)} = e^{i\frac{1}{2} \hat{x} \tilde{\theta}} \hat{H}_{2x} e^{-i\frac{1}{2} \hat{x} \tilde{\theta}},
\]

\[
= \left( \frac{M(k_y)}{\sqrt{2v_F \Delta/\ell_S - M(k_y)}} \right),
\]

for \( \tan(\theta) = \ell_B^2/\ell_B^2 \) where \( \ell_{B, y} = 1/\sqrt{\epsilon_B} \) is the magnetic length associated to the pseudo-magnetic field \( B_{y} = (\Delta + \Delta')/(ev_F \ell) \) and \( \ell_S = 1/\sqrt{\epsilon_B} \) is the magnetic length associated to the total (effective) magnetic field \( B_T = \sqrt{B_B^2 + B_p^2} \), combining both \( B_B \) and \( B_p \). In the same manner as in Eq.(3) we find the mass term \( M(k_y) = [B(k_y^2/2m) - B_p v_F k_y]/B_T \) and the ladder operators \( \sigma_2, \sigma_1 \), which define the number states \( |n\rangle \) of mean position

\[
\frac{\langle x \rangle}{\ell} = -B_p \left( \frac{k_z^2}{2m} - \Delta \right) + B_p v_F k_y
\]

\[
\left( B_T^2 (\Delta + \Delta') \right),
\]

and extension \( \ell_S \). The consistency condition \( \langle x \rangle \in [0, \ell] \) leads to

\[
0 > B_p (k_z^2/2m - \Delta) + B_p v_F k_y > -B_T^2 (\Delta + \Delta')/B_p.
\]

The eigenstates are similar to the one defined in (7) and (8). Notice that the \( n = 0 \) state for vanishing magnetic field on the top surface has the same band dispersion as the Fermi arc found in [7] for a sharp edge, \( E_0 = v_F k_y \). This is important insofar as the model used here is quite different with its continuous variation over the step. The band dispersion found in [7] is actually of opposite sign, this is because of different sign conventions on \( v_x \) and their results correspond to ours by switching top and bottom surfaces. Notice that beyond this \( n = 0 \) band, we also find many other gapped (\( n \geq 1 \)) solutions for finite values of the interface width \( \ell \) that correspond to higher Landau bands. These do however play no role here in the formation of the Fermi arc, which arises solely from the \( n = 0 \) band. We take into account the consistency condition and obtain the following equation for the Fermi
has the equation of a parabola \( 2 \mathcal{B} / \mathcal{S} = \mathcal{B} \) field surface band one material to the other. A non-zero value of \( \delta h \) responds to a displacement of the bands along magnetic field if we had started with \( \mu \) for different values of \( \mathcal{B} \) and \( \mathcal{S} \) are determined by the magnetic field. The dependence of magnetotransport on the density of states \( g(\mu) \) is discussed in the following section, where we derive the Fermi arc of a single Weyl node which, being isotropic, allows us to study the effect of the magnetic field in any direction.

### C. Fraction of a Fermi arc

In the previous section we have derived the equation of the Fermi arc (21) in a magnetic field. In the simplified situation where \( \mathcal{B} = 0 \), one finds \( k_y = \mu / v_F \) and \( -2m\Delta' \leq k^2_y < (\Delta k/2)^2 \) (\( \Delta' > 0 \)) which leads to the Fermi arc equation with \( k_z \in [-\Delta k/2, \Delta k/2] \). However, one could have considered \( \Delta' < 0 \) and then the Fermi surface would be cut into two parts \( k_z \in [-\Delta k/2, -\Delta k/2] \cup [\Delta k/2, \Delta k/2] \). In the notations introduced in Sec. VI. At zero chemical potential, the effect of the magnetic field \( \mathcal{B} \) is represented by the continuous lines in Fig. 3 which we call the Fermi arcs. This situation describes the interface between two WSM with Weyl nodes located at different momenta in reciprocal space and was observed numerically in Ref. [11]. This observation indicates that in the absence of a magnetic field, the Fermi arc only depends on the existence of the insulating gap \( \Delta' \) and not on its size. In the case of non-zero in-plane magnetic field, this is still valid at \( \mu = 0 \).

In order to obtain additional insight into the Fermi-arc structure and its \( B \)-field dependence, we now turn to the simplified case of a single Weyl node that shifts in reciprocal space when trespassing the interface. The cones on the left and right sides are described by the following Hamiltonians \( \hat{H}_{0L} = \sum_{i=x,y,z} v_i k_i \hat{\sigma}_i \) and \( \hat{H}_{0R} = \sum_{i=x,y,z} v_i (k_i - \delta k_i) \hat{\sigma}_i \). In the notations introduced in section II.A, these models are described by the following components

\[
\hat{h}_{0L}(\mathbf{k}) = v_F (k_x, k_y, k_z),
\]

\[
\hat{h}_{0R}(\mathbf{k}) = v_F (k_x + \delta k_x, k_y + \delta k_y, k_z + \delta k_z),
\]

and, for \( x \in [0, \ell] \), the interface Hamiltonian is

\[
\hat{H}_{1x} = v_F \sum_{i=x,y,z} \left( k_i - \delta k_i x / \ell \right) \hat{\sigma}_i.
\]

which yields the group velocity

\[
\mathbf{v}_g(\mathbf{B}) = \left( 0, v_F \frac{B_p}{B_T}, -\frac{k_z - B}{m B_T} \right),
\]

whose orientation depends on the applied magnetic field. In particular, the component along the magnetic field is increased and this may influence magnetotransport as discussed in Ref. [18] for various metals. The reason is that from Einstein relation [19] for the conductivity

\[
\sigma = \frac{e^2 \tau v^2 g(\mu)}{2},
\]

with \( \tau \) the electrons scattering time, \( g(\mu) \) the density of states and \( \mathbf{v}_g(\mathbf{E}) = \mathbf{v}_g \cdot \mathbf{E} / \mathbf{E} \) the group velocity along the electric field \( \mathbf{E} \), the magnetotransport should depend on the magnetic field.
The spatial dependence of this Hamiltonian is similar to what is obtained in a pseudo-magnetic field, \( B_p = \nabla \times A_p \), since then the spatial dependence of the Weyl Hamiltonian is \( \hat{H}_{el} = \sum \epsilon_i v_i A_p \delta \sigma_i \) after a Peierls substitution. In the present situation the pseudo-magnetic field is

\[
B_p = \delta k \times e_x / (e \ell),
\]

(27)

where \( e_x \) is the unit vector pointing along the \( x \)-axis. However, the introduced pseudo-potential vector \( A_p \) is not gauge-invariant and \( \nabla \cdot A_p = \delta k_x \), and it is at the origin of the additional \( x \)-dependent phase \( \exp(-i x^2 / 2 \ell_s^2) = \exp(-i x^2 \delta k_x / 2 \ell) \) of the surface states already encountered in Eq. (10).

We perform again a rotation of angle \( \theta \) of \( \hat{H}_{1s} \) along the \( x \)-axis and obtain a Hamiltonian similar to Eq. (5)

\[
\hat{H}^{(0)}_{1s} = e^{i \frac{\pi}{2} x} \hat{H}_{1s} e^{-i \frac{\pi}{2} x} = \left( \frac{M(k_y)}{\sqrt{2 v_x v_p \ell}} M(k_y) - M(k_z) \right),
\]

(28)

and \( \ell_s = \sqrt{\ell / |\delta k_x|} \) the effective magnetic length that depends on both the width \( \ell \) of the interface and the projection of Weyl node spacing \( |\delta k_x| \). The mass term \( M(k_y) \) is

\[
M(k_y) = \frac{v_y v_z (\delta k_y k_z - \delta k_z k_y)}{v_p \sqrt{\delta k_y^2 + \delta k_z^2}}.
\]

(31)

The ladder operators are associated with the number states \( |n \rangle \) of extension \( v_y \ell_y / v_p \), mean position \( \langle x \rangle \) and spatial frequency \( \lambda_x \) defined by

\[
\langle x \rangle / \ell = \frac{v_y^2 \delta k_y k_y + v_z^2 \delta k_z k_z}{v_p^2 (\delta k_y^2 + \delta k_z^2)}, \quad \lambda_x = \frac{2 \pi}{\delta k_x \langle x \rangle}.
\]

(32)

(33)

As we argued in Sec. II A, in the limit of small \( \ell \) one can focus only on the \( n = 0 \) Landau band defined in Eq. (8). The Fermi surface at chemical potential \( \mu \) is then described by

\[
0 < \frac{k_y - v_y \delta k_z \mu}{v_y \delta k_y v_p |\delta k_x|} = \frac{k_y}{\delta k_z} + \frac{v_y}{v_p \delta k_z} \frac{\mu}{v_p |\delta k_x|} < 1,
\]

(34)

which reproduces the behavior of a Fermi arc for a single Weyl node. We represent this solution for \( \mu = 0 \) by the (green) dashed lines in Fig. 3. For a better comparison with this case, we double the Fermi arc fractions such as to model two independent Weyl points one situated at \( \delta k = (0, 0, \delta k_z) \) and one at \(-\delta k \), related by mirror symmetry around \( k_z = 0 \). One clearly sees that the model of independent Weyl points reproduces well the Fermi arcs in the vicinity of the two Weyl nodes. Because of the lack of coupling between the Weyl nodes, the Fermi arcs are broken into two parts, one for each Weyl node, in order to respect the constraint (34) on the positions of the surface states. This situation has not yet been reported experimentally but was noticed numerically in Ref. [11].

We expect that such displacement of Weyl nodes can be observed in the bulk material because of a deformation gradient [11,20-21], and the appearance of the previously described metallic states can have a strong influence on bulk dynamics.

We finish this section with a short discussion of the density of states in the Fermi arcs. From the dispersion \( E_0(k_y, k_z) = -M(k_y, k_z) \) given by Eq. (31), where we have replaced \( \delta k_y \rightarrow \delta k_y - \text{sign}(B) \ell / \ell_B^2 \) to account for the magnetic field one obtains the \( B \)-field-dependent density of states per unit area

\[
g_B(\mu) = \frac{1}{(2\pi)^2 |v_y v_z|} \sqrt{v_y^2 \left[ \frac{\delta k_y - \text{sign}(B) \ell / \ell_B^2}{\ell} \right]^2 + (v_z \delta k_z)^2},
\]

(35)

which is independent of the chemical potential \( \mu \), \( g_B(\mu) = g_B \). In contrast, the bulk Weyl fermion density of states varies quadratically with the chemical potential \( g_N(\mu) \sim \mu^2 \) and in the limit \( \mu \rightarrow 0 \) it vanishes, while \( g_B \) remains finite. Moreover, one notices from Eq. (35) that the magnetic field modifies the surface density of states. Indeed, an expansion around the \( B = 0 \) density of states \( g_0 = g_B = 0 \) yields

\[
g_B \approx g_0 - \frac{1}{(2\pi)^2 |v_z|} \left( \frac{v_y}{|v_z|} \frac{\delta k_y \text{sign}(B) \ell / \ell_B^2}{\ell} \right)^2,
\]

(36)

i.e. a linear dependence on the magnetic field since \( \ell_B \propto 1/\sqrt{B} \). More saliently, depending on the sign of the magnetic field and \( \delta k_y \), the density of states can be increased as well as lowered. This should influence the magnetoconductivity derived from the Einstein relation (24), which is asymmetric under inversion \( B \rightarrow -B \) if \( \delta k_y \neq 0 \). This corresponds to opposite changes in the curvature in the Fermi arc.

Moreover, one can manipulate the displacement of the Weyl nodes with an applied in-plane magnetic field \( B \) of arbitrary direction since the model is isotropic, for example \( B = B_x \). In the Landau gauge, after Peierls substitution, the applied magnetic field can be described by switching \( \delta k_y \rightarrow \delta k_y' = \delta k_y - \text{sign}(B) \ell / \ell_B^2 \), which translates the Weyl nodes along \( y \) in reciprocal space proportionally to the magnetic field \( B \). This is plotted in Fig. 3 for the same values of the magnetic field as for the previous model with two (merging) Weyl points. Again the linear dispersion of the Fermi-arc fractions is due to the
absence of coupling between the Weyl nodes, but one notices that, in the vicinity of these nodes, the slope of the Fermi arc is well reproduced within our simplified model. More generally, this deformation of the Fermi arc by a magnetic field is along \( \Delta k = e \ell B_x \times B \) for each node, independent on its chirality.

In this section, the surface of a Weyl semimetal was modeled with the help of linearly varying model parameters over a finite extension \( \ell \). When this size is comparable to the magnetic length \( \ell_B \) of an in-plane magnetic field the Fermi arc is deformed. This deformation can be described for any direction of the magnetic field if one considers an isotropic model, which necessarily involves only a single Weyl node and for which we have derived the corresponding Fermi arc. We discussed possible consequences of this finite-sized interface on the contribution of surface states to magnetotransport. In the next section we show that this contribution may not be negligible compared to the bulk response because of the screening of the electric field.

In section IV we extend the description of the surface Hamiltonian to tilted Weyl semimetals and study the surface states of type-I and type-II WSM.

### III. SCREENING OF AN EXTERNAL ELECTRIC FIELD IN A WEYL SEMIMETAL

In the previous section we discussed eventual consequences of a magnetic field on the transport properties of the \( n = 0 \) surface states. From scaling arguments, one can argue that the bulk states dominate transport since \( \sigma_{\text{bulk}}/\sigma_{\text{surface}} \sim L/\Delta x \gg 1 \) with \( \sigma \) the conductivity, \( L \) the sample size and \( \Delta x \) the surface states extension. In the present section, we show that the screening of both the \( n = 0 \) surface state and the bulk states occurs on a length \( \ell_{\text{scr}} \lesssim \Delta x \) so that \( \sigma_{\text{bulk}}/\sigma_{\text{surface}} \sim 1 \) for a WSM as opposed to the above scaling argument.

In semiconductor physics the electric field at the interface is changed due to charge transfer. We use the results described in [22] to provide an order of magnitude of the typical depth at which the electric field penetrates in a Weyl semimetal. We consider an electric field along the \( y \)-axis, then according to the Poisson equation, one has

\[
U''(x) = -\frac{e}{\varepsilon_0} n(x),
\]

where \( U(x) \) is the electric potential, \( e \) is the electron charge and \( n(x) \) is the density of electrons.

#### A. Screening by surface states

We consider that the Weyl semimetal is located at \( x < 0 \) and in order to describe the Fermi-arc surface-states we use the same model as in section II B

\[
\hat{H}_L = \left( \frac{k_z^2}{2m} - \Delta \right) \hat{\sigma}_z + v_F (k_x \hat{\sigma}_x + k_y \hat{\sigma}_y).
\]

In the following we consider the long-range solution of the \( n = 0 \) Fermi arc, which corresponds to the behavior for \( x \gg \ell \). This solution was derived in Ref. [23] and we derive it for the finite sized interface in section V, in Eq.(100). The long-range solution is such that, for \( k_z \in [-\Delta k/2, \Delta k/2] \),

\[
\varepsilon(k_y, k_z) = v_F k_y, \quad |\Psi_n\rangle = \sqrt{\frac{(\Delta k/2)^2 - k_z^2}{mv_F}} \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{\frac{k_z^2 - (\Delta k/2)^2}{2mv_F} x}.
\]

The density of electrons is then

\[
\frac{\partial n_s}{\partial \mu} = g_s(\mu, x)
\]

\( g(\mu, x) = \frac{1}{(2\pi)^2} \int_{-\frac{\Delta k}{2}}^{\frac{\Delta k}{2}} dk_z \frac{(\Delta k/2)^2 - k_z^2}{mv_F} e^{\frac{k_z^2 - (\Delta k/2)^2}{2mv_F} x} \]

where \( g_s(\mu, x) \) is the local density of states along \( x \) per unit of surface. We rescale \( x \to s = (\Delta k/2^2)x \), this way the Poisson equation is

\[
U''(s) = g \left( \int_{-1}^1 du (1 - u^2)e^{s(u^2 - 1)} \right) U(s),
\]

with \( g = 2\alpha m v_F / \pi \Delta k \approx 4.6 \), where \( \alpha = e^2 / 4\pi \varepsilon_0 v_F \varepsilon_0 \) is the fine structure constant of the material, in terms of the dielectric constant \( \varepsilon_0 \) of the material. Here we use the orders of magnitude for Na\(_3\)Bi [24]: \( \Delta k = 2\sqrt{2m\Delta} = 0.1 \AA, v_F = 2.5 \text{ eV} \AA \) and \( 1/2m = 10 \text{ eV}^2 \). We observe two characteristic scales

(i) the characteristic depth of surface states \( \ell_{\text{scr}} = mv_F/(\Delta k/2)^2 \).

(ii) the characteristic damping amplitude \( g = 2amv_F / \pi \Delta k \approx 2a/\pi = (2a \Delta / \pi c / v_F) \varepsilon_0 \), in terms of the bare fine structure constant \( a_0 = 1/137 \); for \( g > 1 \) the damping at the surface is strong and for \( g < 1 \) the damping at the surface is small.

In the case of Na\(_3\)Bi, \( g \approx 4.6 \) and \( \ell_{\text{scr}} \approx 5 \text{nm} \) and thus we observe a strong decrease of the electric field due to the \( n = 0 \) Fermi arc on a length scale of the order of 5 nm as can be seen from numerical calculations Fig. 4.

Notice that, here, we have considered the long-range behavior where the interface can be considered sharp with \( \ell < 1/\Delta k \sim \ell_{\text{scr}} \). In this case, the electric field is screened over a small region of depth \( \ell_{\text{scr}} \) in the WSM. For a wide interface, \( \ell \gtrsim 1/\Delta k \), the screening takes place in the interface region and the screening length is then naturally given by the width of the Gaussian wave function \( \ell_{\text{scr}} \sim \ell_S \), which, for a wide interface, is smaller than the interface width \( \ell \). In this latter situation, the electric field leads to a renormalization of the surface-state band structure as in the presence of a tilt anisotropy. We discuss this point in more detail in section IV.
field that this ratio increases monotonically with the electric screening primarily due to bulk electrons. One notices electrons forming the Fermi arcs, while the bulk electrons only contribute to screening at larger values of $\mathcal{E}$. This effect can be understood simply in terms of the density of states — in spite of their reduced dimension, surface electrons in the Fermi arcs have a non-zero density of states [see Eq. (35)], while that of the Weyl fermions is strongly reduced ($\sim \mu^2$) in the vicinity of the Weyl nodes. A large electric field is therefore required to induce a sufficient number of bulk carriers such as to have the necessary density of states to provide a significant contribution to screening.

If we use the same values as for surface states in Na$_3$Bi, one obtains a critical field of $\mathcal{E} \approx 10^6$ V/m, corresponding to a length scale of $\lambda \sim \ell_{scr} \approx 10$ nm.

IV. SURFACE STATES OF TILTED WEYL SEMIMETALS

In section II, we derived the Fermi arc structure of type-I WSM with straight cones. This situation of straight cones is, however, rarely encountered in materials displaying WSM phases, where the cones are generically tilted. While a moderate tilt barely affects the electronic structure since the isoenergy lines remain closed curves (type-I WSM), the situation is dramatically changed when the cones are overtilted. Parts of the original conical conduction band are then shifted below the Fermi level, while parts of the original valance band float above the Fermi level, leading to open hyperbolic trajectories. First discussed in the framework of 2D organic materials [25] and within a field-theoretical approach for 3D materials [26], these systems are now called type-II WSM [15] and have been identified experimentally in ARPES [27,28]. The tilt and the transition between type-I and type-II WSM have been predicted to have consequences on the Landau bands spectrum [29-33], namely in magneto-optical spectroscopy. In the present section, we discuss the influence of the tilt on the Fermi arc.

We first discuss the low-energy model we use for type-I and type-II WSM and the corresponding surface Hamiltonian. The surface Hamiltonian appears to be similar to that of electrons in crossed electric and magnetic fields and can therefore be solved with the use of Lorentz boosts. This change in the frame of reference can only be performed if the tilt is smaller than a critical value and above this critical value, the spectrum of surface states collapses.

A. Surface of type-I and type-II WSM

We model the surface of type-I and type-II WSM with the same procedure as the one we introduced in Sec. II. The bulk material on the left-side ($x < 0$) of the interface has two tilted Weyl nodes and is in contact with a gapped material ($x > t$). We consider that each bulk respects either time-reversal or inversion symmetry such that the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Numerical simulation of the decrease in the electric field at the surface of the Weyl semimetal Na$_3$Bi (blue). We also show the local density of states profile (orange) to compare the length scales. One observes the electric field is strongly reduced on the characteristic depth of the Fermi arc surface states.}
\end{figure}
two Weyl nodes have opposite tilts [34]. We describe this situation with the following four-band model

$$\hat{H}_{4t} = \begin{pmatrix} v_F k (\sigma + t) + \Delta k_0 / 2 \sigma_x & 0 \\ 0 & v_F k (\sigma + t) + \Delta k_0 / 2 \sigma_x \end{pmatrix},$$

where $t$ is the tilt vector. This model is similar to Eq. (12) with Weyl nodes located at $k_z = \pm \Delta k / 2$ but with opposite tilts. It can describe several types of WSM – one obtains a type-I WSM for $|t| < 1$ and a type-II WSM for $|t| > 1$ in the case of zero coupling between the Weyl nodes, $\kappa = 0$. In Appendix A we show that in the limit $|\kappa + v_F \Delta k_0 / 2| \gg |\kappa - v_F \Delta k_0 / 2|$, this model can be reduced to the following two-band Hamiltonian

$$\hat{H}_{2t}(\mathbf{t}, \Delta) = t_z \left( k_z^2 / 2m - \Delta \right) + 2v_F k_z / \Delta k (t_z k_x + t_y k_y) + \left( \begin{array}{c} \left( \frac{k_z^2}{2m} - \Delta \right) \\ v_F (k_x + ik_y) - \left( \frac{k_z^2}{2m} - \Delta \right) \end{array} \right).$$

Strictly speaking, the derivation of this two-band model is valid only for small tilts, $|t| \ll 1$. However, we use the two-band model as an effective model here, and lift this constraint in order to also describe type-II WSM for any value of $t_x$, $t_y$ and $t_z$. Furthermore, one should keep in mind that this model cannot be used to describe the behavior at larger values of $k_z$, in particular we choose $k_z$ to be on the order of $\Delta k / 2$. In the case $\Delta > 0$, one has two Weyl nodes located at $k_z = \pm \Delta k / 2 = \pm \sqrt{2m\Delta}$ with tilts $\pm t = \pm (t_x, t_y, t_z)$ (see Fig. 5). In the case $\Delta < 0$ one finds a gapped phase that is insulating if $|t| < 1$ and if one keeps $k_z$ in the region of size $\Delta k$.

One notices that, as in the absence of a tilt of the Weyl cones, the gap parameter $\Delta$ can be used to trigger the transition from a WSM to an insulating phase and thus to model the interface between the two phases. The Hamiltonian for the type-I or type-II WSM on the left side of the interface ($x < 0$) is $\hat{H}_L = \hat{H}(t, \Delta)$ with $\Delta > 0$ and the vacuum ($x > \ell$) is modeled by an insulator of Hamiltonian $\hat{H}_R = \hat{H}(t', -\Delta')$ with a gap $\Delta' > 0$ and $|t'| < 1$. Within the scheme of linear interpolation between the two bulk Hamiltonians, one obtains the interface Hamiltonian for $x \in [0, \ell]$

$$\hat{H}_{ts} = \left[ eF p x + t_z \left( \frac{k_z^2}{2m} - \Delta \right) + 2v_F k_z / \Delta k (t_z k_x + t_y k_y) \right] \mathbb{1} + \left( \begin{array}{c} \left( \frac{k_z^2}{2m} - \Delta + ev_F B_p x \right) \\ v_F (k_x - ik_y) - \left( \frac{k_z^2}{2m} - \Delta + ev_F B_p x \right) \end{array} \right),$$

with the pseudo-magnetic and pseudo-electric fields

$$B_p = \frac{\Delta + \Delta'}{ev_F \ell},$$

$$E_p(k_x, k_y, k_z) = \frac{1}{e\ell} \left( (t_z - t_x) \frac{k_z^2}{2m} + t_z \Delta + t_x' \Delta' \frac{2v_F k_z}{\Delta k} \left( (t_z' - t_x) k_x + (t_y' - t_y) k_y \right) \right).$$

The pseudo-magnetic field $B_p$ was discussed in the framework of Hamiltonian (17) but now it competes with the pseudo-electric field $E_p$ that has two origins: one, $(t_z \Delta + t_x' \Delta') / \ell$ is due to the change in the gap over the interface and is similar to what happens when one introduces the magnetic field with a Peierls substitution for a tilted Weyl node [33], and the other one is due to the variation of the tilt in the interface. In the case of a surface, where the Hamiltonian $\hat{H}_{R}$ describes the vacuum, it seems somewhat artificial to have a tilt, and one naturally chooses $t' = 0$. For formal reasons, we consider nevertheless a surface over which the tilt in the $x$-direction does not change, $t' = (t_x, 0, 0)$ – indeed, the pseudo-electric field depends on momenta and in particular on the out-of-plane momentum $k_z$. This leads to crossed terms in $x$ and $k_x$ that are difficult to study since $[x, k_x] = i$, and in the following we thus consider a pseudo-electric field of the form

$$E_p(k_y, k_z) = -\frac{1}{e\ell} \left[ t_y \left( \frac{k_z^2}{2m} - \Delta \right) + t_y \frac{2v_F k_z}{\Delta k} v_F k_y \right].$$

Notice that, in the presence of a surface gate voltage $V(\ell)$, one can also take into account the voltage drop at the interface by adding a constant $E_0 \approx [V(\ell) - V(0)] / \ell$ to the previous expression of $E_p$. This external electric field $E_0$ is strong for wide interfaces $\ell > 1 / \Delta k$, since in this regime voltage drop mostly happens within the interface, as we have argued in Sec. III. The pseudo-electric field is oriented along the $x$–axis and competes with the pseudo-magnetic field in the plane of the interface. In this situation, an electron performs a drifted cyclotron motion with drift velocity $v_D = E_p / B_p$. One can use a Lorentz boost to eliminate either $E_p$ or $B_p$ depending on the ratio $\beta = v_D / v_F$. In the magnetic regime where $v_D < v_F$, the (pseudo-)magnetic field is dominant, and one can find a frame of reference where the pseudo-electric field vanishes. This regime is characterized by
the existence of bound (Landau) states and thus by the presence of surface states. In contrast to this, one obtains an electric regime for \( v_D > v_F \), where only the mapping to a frame of reference without pseudo-magnetic field can be performed. Due to the absence of Landau quantization in this frame of reference, one expects no particular bound states at the interface. If we recall the behavior at \( t = 0 \) in Eq. (21), we expect from the amplitude of the electric field (53) that (i), as a consequence of \( t_z \), strong effects are observed in the central part of the Fermi arc \( (k_z \approx 0) \) and (ii), as a consequence of \( t_y \), strong effects are observed at \( k_z \approx \pm \Delta k/2 \) and for non-zero chemical potential \( \mu \). In the following we explore this change in frame of reference and show that it also depends on the out-of-plane drift velocity \( v_D,\perp = 2t_xv_Fk_z/\Delta k \) generated by the constant tilt normal to the interface. We would like to stress that the effect of an applied electric field was studied in the context of correlated electrons in [35] where screening leads to a renormalization that deforms the Fermi arc.

### B. Changing the frame of reference

The surface Hamiltonian (50) is easier to solve within a convenient frame of reference. We consider no in-plane magnetic field or any shift of the band structure along \( k_y \) (i.e. \( \partial_h = 0 \)) and rotate the Hamiltonian by an angle \( \pi/2 \) along the \( x \)-axis

\[
\hat{H}_{ts} = e^{i\pi \sigma_y/4} \hat{H}_{ts} e^{-i\pi \sigma_y/4} = e^{i\pi \sigma_y/4} \frac{e_F k_z}{2m} - \Delta \frac{2v_F k_z}{\Delta k}(t_z k_x + t_y k_y) \mathbb{I} + \left( -v_F k_y \right) \left\{ -ev_F B_p \langle x - \langle x \rangle_0 \rangle, v_F k_y \right\},
\]

where \( \langle x \rangle_0 / \ell = (\Delta - k_x^2/2m)/(\Delta + \Delta') \) is similar to Eq. (19) for \( B = 0 \). This Hamiltonian has a \( k_x \)- and a \( x \)-dependence on the diagonal that we eliminate with two successive Lorentz boosts (see appendix B). The first Lorentz boost of rapidity \( \eta_1 \) along the \( x \)-axis absorbs \( 2t_xv_F k_z k_x/\Delta k \) and the second Lorentz boost of rapidity \( \eta_2 \) along the \( y \)-axis absorbs the pseudo-electric potential \( eE_p x \). The combination of these two operations does not correspond to a single Lorentz boost and is accompanied by a rotation, the so-called Thomas-Wigner rotation of relativistic quantum mechanics [36]. We derive an expression of the rotation angle in Appendix B3.

The Schrödinger equation \((\hat{H}_{ts} - E \mathbb{I})|\Psi \rangle = 0\) becomes

\[
\left( e^{\frac{2i\pi}{x} \sigma_y} e^{\frac{2i\pi}{x} \sigma_z} \hat{H}_{ts} e^{\frac{2i\pi}{x} \sigma_y} - E e^{\frac{2i\pi}{x} \sigma_y} e^{\frac{2i\pi}{x} \sigma_z} \right) |\Psi \rangle = 0,
\]

where \( |\Psi \rangle = \mathcal{N} e^{-\frac{x}{2} \sigma_y} e^{-\frac{y}{2} \sigma_z} |\Phi \rangle \) and \( \mathcal{N} \) is a normalization constant required since hyperbolic transformations do not preserve the norm of the wave functions. This equation can be written in the form \( \hat{H}_{st}^\eta |\Psi \rangle = E |\Psi \rangle \) with

\[
\hat{H}_{st}^\eta = \left\{ 2t_y k_z v_F k_y + [t_z - T_z(k)] \right\} \mathbb{I} + \left\{ \frac{v_F k_x}{\gamma_1} + \gamma_1 \beta_1 E_F(k) \left[ x - x_1(E, k) \right] \right\} \hat{\sigma}_x \]

\[
+ \left\{ \frac{v_F k_y}{\gamma_2} \right\} \left[ x - \langle x \rangle_0 + \gamma_3 T_z(k) x_1(E, k) \right] \hat{\sigma}_y - \frac{1}{\gamma_3 v_F k_y} \hat{\sigma}_z,
\]

with \( x_0 \) as defined in Eq. (55), \( x_1(E, k) \) and \( \beta_1 = \frac{v_F k_z}{\Delta k} - \frac{(t_z - T_z(k))}{(\Delta + \Delta')}, T_z(k) = E_p(k)/(v_F B_p), \beta_2 = \text{tanh}(\eta_1) - t_x k_z/\Delta k, \beta_2 = \text{tanh}(\eta_2) - \gamma_1 T_z(k), \) and \( \gamma_i = 1/\sqrt{1 - \beta_i^2} \).

Though this Hamiltonian has a lengthy expression, one notices that the term proportional to \( \mathbb{I} \) does no longer depend on \( x \) or \( k_x \), i.e. this term does not need to be considered in the diagonalization, while the remaining terms can be diagonalized by the introduction of the usual ladder operators, as we discuss in more detail in the following subsection. Notice, at this stage, that the transformation involving the two Lorentz boosts, is only possible if

\[
\beta_3^2 = \left( \frac{2t_x k_z}{\Delta k} \right)^2 + T_z(k)^2 < 1,
\]

to which corresponds \( \gamma_3 = \gamma_1 \gamma_2 = 1/\sqrt{1 - \beta_3^2} = 1/\lambda_3 \). This condition states precisely that we are in the magnetic regime, which we mentioned above and which is dominated by the pseudo-magnetic field. If for a particular \( k_y \) the condition (58) is not met, there is no corresponding bound surface state. In the following we solve
the surface Hamiltonian for states that fulfill the condition (58).

C. Surface states of type-I and type-II WSM

In order to solve Eq. (57), we introduce the ladder operators

\[ \hat{b} = \frac{\ell_S}{\sqrt{2\lambda_3^2 v_F}} \text{Tr} \left[ \hat{H}_s^\dagger \hat{\sigma}_x - i \hat{\sigma}_y \right], \]

\[ \hat{b}^\dagger = \frac{\ell_S}{\sqrt{2\lambda_3^2 v_F}} \text{Tr} \left[ \hat{H}_s^\dagger \hat{\sigma}_x + i \hat{\sigma}_y \right], \]

which satisfy \([\hat{b}, \hat{b}^\dagger] = \text{sign}(v_F\ell)\), and \(\ell_S = 1/\sqrt{eB_y}\) is the magnetic length introduced in Eq. (17) for \(t = 0\) and \(B = 0\). We use the ladder operators to rewrite the Hamiltonian (57),

\[ \hat{H}_s^n = \left\{ t_y \frac{2k_z}{\Delta k} v_F k_y + \left[ t_z - T_z(k_0) \right] \left( \frac{k_y^2}{2m} - \Delta \right) \right\} 1 + \left( \begin{array}{cc} -\lambda_3 v_F k_y & \sqrt{2\lambda_3^2 v_F^2 \hat{b}^\dagger/\ell_S} \\ \sqrt{2\lambda_3^2 v_F^2 \hat{b}/\ell_S} & \lambda_3 v_F k_y \end{array} \right). \]

The eigenvalues of this Hamiltonian are again similar to Landau bands. In the case \(v_F \ell > 0\), \([\hat{b}, \hat{b}^\dagger] = 1\) and the eigenstates can be written in the form

\[ |\Psi\rangle = \left( \frac{\alpha_n|n-1\rangle}{\beta_n|n\rangle} \right), \]

where \(|n\rangle\) are the eigenstates of the number operator \(\hat{n} = \hat{b}^\dagger \hat{b}\) of eigenvalue \(n \in \mathbb{N}\). The \(|n\rangle\) states explicitly depend on the energy and, in particular, we find that the mean position is

\[ \langle x \rangle = \langle x \rangle_0 + \gamma_3^2 T_z(k_0) x_1(E, k_||), \]

which must again be located in the interval \([0, \ell]\).

Since the average position depends on the energy, the consistency condition (20) now also depends on the quantum number \(n\). The \(n \geq 1\) bands are still gapped with eigenstates in the original basis \(|\Psi_{\sigma,n}\rangle\) and eigenenergies \(E_{\sigma,n} (\sigma = \pm 1)\) such that

\[ |\Psi_{\sigma,n}\rangle = \hat{R} \left( \frac{1 - \sigma \lambda_3 v_F k_y}{\sigma \left( 1 + \sigma \lambda_3 v_F k_y \right) E_n} \right) |n-1\rangle \]

\[ E_{\sigma,n}(k_||) = t_y \frac{2k_z}{\Delta k} v_F k_y + \left( t_z - T_z(k_0) \right) \left( \frac{k_y^2}{2m} - \Delta \right) + \sigma E_n, \]

with \(\hat{R} = N e^{-\eta_2 \sigma \hat{\sigma}_y/2} e^{-\eta_1 \hat{\sigma}_x/2} e^{i\pi \hat{\sigma}_z/4} \left( \begin{array}{c} 0 \\ |0\rangle \end{array} \right)\)

\[ E_0(k_||) = t_y \frac{2k_z}{\Delta k} v_F k_y + \left( t_z - T_z(k_0) \right) \left( \frac{k_y^2}{2m} - \Delta \right) - \lambda_3 v_F k_y \]

This solution leads to the \(n = 0\) Fermi arc that we represent in Fig. 6 for two different tilts. While the panels (a) and (c) on the left hand side represent the situation of a type-I WSM with a moderate tilt, the panels (b) and (d) on the right hand side correspond to a type-II WSM. In order to obtain further insight into the Fermi-arc struc-
turing, we show the case of a surface (with $\Delta' \gg \Delta$) in the upper panels (a) and (b), in comparison with an interface between a WSM and a small-gap insulator ($\Delta' \ll \Delta$) in the lower panels (c) and (d).

We stress that for tilted WSM the existence of bound states is subject to two conditions (i) the condition on localization ($x \in [0, \ell]$) we discussed in Eq. (11) and, (ii) the maximal-boost condition for being in the magnetic regime $|\beta_3| < 1$ we derived in Eq. (58). In the limit $\Delta' \gg \Delta$, we recover the localization condition (21) as for the case of no tilt because $t_z < 1$ and $T_z(k_f) \ll 1$, and one obtains a full Fermi arc unless a very strong magnetic field (or a component $\delta h_y$) is applied to the system, $\ell_B \lesssim \ell_S$, and for strong doping, $\mu \sim \Delta$ as in Fig. (2). In this rather theoretical case, the Fermi arc can be covered by the bulk Fermi sea (not shown here). In the case of an interface between a WSM and a small-gap insulator, i.e., $\Delta' \ll \Delta$, the two cones are well separated from each other, and the maximal-boost condition (58) may then be approximated by

$$\left(2t_x \frac{k_z}{\Delta k}\right)^2 + \left(\frac{t_x(t_z^2 - (\Delta k/2)^2)}{\Delta k} + t_y(2k_z/\Delta k)2mv_F k_y\right)^2 < 1.$$  \hspace{1cm} (66)

Furthermore, the localization condition for the $n = 0$ Landau band is

$$-2m\Delta' < \left(1 - s \frac{v_F k_y}{\lambda_3(\Delta + \Delta')} t_z \right) k_z^2 + s \frac{v_F k_y}{\lambda_3(\Delta + \Delta')} \left(t_z(\Delta k/2)^2 - t_y \frac{2k_z}{\Delta k}2mv_F k_y\right) < \Delta k^2,$$  \hspace{1cm} (67)

with $s = \text{sign}(v_x \ell)$. In order to understand in more detail these two conditions, consider the simplified case $t_y = 0$. If $t_y = 0$, one obtains from Eq. (66) and Eq. (67), with $E_0(k_\parallel) = \mu$, the inequalities

$$t_z^2 q_z^2 + t_z^2 [q_z^2 - 1]^2 = \beta_3^2 < 1, \hspace{1cm} (68)$$

$$-1 - t_z^2 q_z^2 + t_z [t_z(q_z^2 - 1) - \frac{k_z}{\Delta k}] < q_z^2 < 1, \hspace{1cm} (69)$$

respectively, where $q_z = 2k_z/\Delta k$. These two conditions show that the effect of $t_z$ is to cut the Fermi arc, even at $\mu = 0$ for $t_z > 1$ (type-II WSM) and the arc totally disappears once $t_z^2(1 - t_z^2/4t_z^2) > 1$. This is shown in Fig. 6 (d), where one notices a shortening of the Fermi arc that does not longer connect the electron pockets. Moreover, for large doping (of the order $\Delta/|t|$) the tilt destroys the $n = 0$ Fermi arc. Through these observations we would like to stress that, contrary to type-I WSM, for type-II WSM one can encounter a situation where the Fermi arc does not connect the bulk Fermi pockets for finite values of the insulating gap $\Delta'$. One also notices that, for a tilt in the $x$-direction with $t_y = 0$, the disappearance of the Fermi arc depends on the surface orientation. Had we considered a surface with a normal vector along $y$, we would have to interchange $t_x \leftrightarrow t_y$, and the corresponding condition is never satisfied. Therefore, the Fermi arc could be visible on one surface but not on another one with a different orientation.

Notice that the $n = 0$ Fermi arc depends on the surface orientation defined by $\text{sign}(v_x \ell)$. For arbitrary $\text{sign}(v_x \ell)$, the isospin of the $n = 0$ state points along the direction

$$\textbf{v}_i(k_\parallel) = -\gamma_1 \beta_1 \textbf{e}_x - \gamma_2 [\gamma_1 \beta_2 + \text{sign}(v_x \ell)] \textbf{e}_y \hspace{1cm} (70)$$

and is of eigenenergy $E_0(k_\parallel) = 2t_y(k_z/\Delta k)v_F k_y + [t_z - T_z(k_f)][(k_z^2/2m - \Delta) + \text{sign}(v_x \ell)\lambda_3 v_F k_y]$. At a fixed $k_\parallel$ one observes that opposite surface cuts have different orientation of the iso-spin $\textbf{v}_i$. However for time-reversal invariant materials there is no net magnetization since opposite points $\pm k_\parallel$ in the reciprocal space have opposite tilts [34]. We finally emphasize that in the limit $\Delta' \ll \Delta$, no features are expected from Landau bands with $n \neq 0$ if their energy spacing $\sqrt{\Delta/v_F \ell} > \Delta'$. If we consider for instance a characteristic gap $\Delta' = 100$ meV and a Fermi velocity $v_F = 2.5$ eVÅ (as for Na$_3$Bi), one finds that for $\ell < v_F/\Delta' \sim 2.5$ nm, the $n \neq 0$ Landau bands overlap in energy with the bulk states of the insulator.

### V. TOPOLOGICAL STABILITY

The Fermi arc stability is sometimes related to the Chern number of a 2D topological insulator with the $k_z$-dependence playing the role of a mass term [37]. In this section we use the analogy of surface states with Landau bands to discuss their stability. This can be achieved with the help of an adapted Aharonov-Casher argument [16]. The original argument demonstrates that the $n = 0$ Landau band of the Dirac equation is independent of fluctuations in the magnetic field. This argument is related to existence of a chirality operator and was also demonstrated for tilted 2D Dirac systems in Ref. [38]. In the following we discuss the notion of chirality for 3D tilted band structures. This chirality is used to demonstrate the topological stability of the Fermi arc for both type-I and type-II WSM.
A. Generalized chirality

The concept of chirality as a matrix that anti-commutes with the Hamiltonian is of fundamental importance when discussing localization in a space-dependent potential [38]. On general grounds, one can consider a Hamiltonian of the form

$$\hat{H}_{\text{h.o.}} = h_0 \mathbb{I} + \mathbf{h} \cdot \mathbf{J},$$

(71)

where $\mathbf{J}$ are Hermitian matrices and one can write $h_0 = t \cdot \mathbf{h}$ for a tilted dispersion relation with the tilt parameter $t$. If one considers a spatial variation of $(h_0, \mathbf{h})$, for example $(h_0(x), \mathbf{h}(x)) = (h_0 + \delta h_0(x), \mathbf{h} + \delta \mathbf{h}(x))$ for a planar interface, one can separate the Schrödinger equation \( (\hat{H}_{\text{h.o.}} - E \mathbb{I}) |\Psi \rangle = 0 \) into a part that explicitly depends on position and one that does not. In the previous example, one can separate an operator depending on $k_x$ and $x$ from one that depends on $E$, $k_y$ and $k_z$,

$$\hat{H}_x |\Psi \rangle = \hat{H}_{E,yz} |\Psi \rangle$$

(72)

where $\hat{H}_{\text{h.o.}} - E \mathbb{I} = \hat{H}_x - \hat{H}_{E,yz}$.

Let us consider for a moment that we already know a Hermitian chirality operator $\hat{\kappa}$ such that $\hat{\kappa}^2 = 1$ and that it anti-commutes with $\hat{H}_x$,

$$\left\{ \hat{\kappa}, \hat{H}_x \right\} = 0.$$  \( \tag{73} \)

We explicitly construct an example of $\hat{\kappa}$ at the end of this subsection. We project Eq. (72) on the basis of eigenstates $|\pm\rangle$ of $\hat{\kappa}$ and write as in [38,39]

$$\begin{bmatrix}
\langle + | \hat{H}_x |+\rangle & \langle + | \hat{H}_x |-\rangle \\
\langle - | \hat{H}_x |+\rangle & \langle - | \hat{H}_x |-\rangle
\end{bmatrix}
\begin{bmatrix}
|\Psi_+\rangle \\
|\Psi_-\rangle
\end{bmatrix}
= \begin{bmatrix}
(\hat{H}_{E,yz}|+\rangle & \langle + | \hat{H}_{E,yz} |-\rangle \\
(\hat{H}_{E,yz}|+\rangle & \langle - | \hat{H}_{E,yz} |-\rangle
\end{bmatrix}
\begin{bmatrix}
|\Psi_+\rangle \\
|\Psi_-\rangle
\end{bmatrix}.$$  \( \tag{74} \)

Since $\hat{H}_x$ is of chiral form in the $|\pm\rangle$ basis, $\langle + | \hat{H}_x |+\rangle = 0 = \langle - | \hat{H}_x |-\rangle$, one obtains the generic form

$$\begin{bmatrix}
0 & \hat{\alpha}_- \\
\hat{\alpha}_+ & 0
\end{bmatrix}
\begin{bmatrix}
|\Psi_+\rangle \\
|\Psi_-\rangle
\end{bmatrix}
= \begin{bmatrix}
(\hat{H}_{E,yz}|+\rangle & \langle + | \hat{H}_{E,yz} |-\rangle \\
(\hat{H}_{E,yz}|+\rangle & \langle - | \hat{H}_{E,yz} |-\rangle
\end{bmatrix}
\begin{bmatrix}
|\Psi_+\rangle \\
|\Psi_-\rangle
\end{bmatrix}.$$  \( \tag{75} \)

where $\hat{\alpha}_-(x,k_x), \hat{\alpha}_+(x,k_x)$ play the role of ladder operators in our calculations. One can search for solutions of the form $\Psi_1 = (0, |\Psi_-\rangle$ and $\Psi_2 = (|\Psi_+\rangle, 0)$ and then find the corresponding zero-state equations [38]

$$\Psi_1 : \begin{cases}
\hat{\alpha}_- |\Psi_-\rangle = (\hat{H}_{E,yz}|+\rangle |\Psi_-\rangle, \\
\langle - | \hat{H}_{E,yz} |-\rangle |\Psi_-\rangle = 0,
\end{cases}$$  \( \tag{76} \)

$$\Psi_2 : \begin{cases}
\hat{\alpha}_+ |\Psi_+\rangle = (\hat{H}_{E,yz}|+\rangle |\Psi_+\rangle, \\
\langle + | \hat{H}_{E,yz} |-\rangle |\Psi_+\rangle = 0.
\end{cases}$$  \( \tag{77} \)

These states have topological properties that we discuss in the next section, using an argument similar to the Aharonov-Casher argument as in Refs. [16,38,40].

In the case of a tilted Hamiltonian relation Eq. (73) cannot be satisfied because then $\delta h_0 \neq 0$ or $h_0$ have an explicit $k_x$-dependence, and some terms proportional to the identity, $\mathbb{I}$, appear in $\hat{H}_x$. However, as in Refs. [34,38,40] a generalized chirality operator can be defined under certain circumstances with help of hyperbolic transformations. The matrix $\hat{\kappa}$ does not need to be Hermitian and instead of the anti-commutation relation Eq. (73) one needs [39,38]

$$\hat{\kappa}^\dagger \hat{H}_x \hat{\kappa} = -\hat{H}_x,$$  \( \tag{78} \)

where $\hat{\kappa}$ should be diagonalizable and such that $\hat{\kappa}^2 = 1$ (i.e. $\hat{\kappa}$ is an involutory matrix).

The use of hyperbolic transformations introduced in Appendix B allows us to find a generalized chirality, $\hat{\kappa}_\theta$, for Eq. (71). We consider that $\hat{H}$ for a given $h_0$ and $\delta h_0(x)$ can be related to a $\hat{H}' = e^{\theta \mathbb{I}} \hat{H} e^{\theta \mathbb{I}}$ with a known chirality $\hat{\kappa}$ as in Eq. (73) using a hyperbolic transformation. Typically $\hat{H}'$ is such that $h_{0}' = h_0(k_x = 0)$ and $\delta h_{0}'(x) = 0$. The transformation is of the generic form

$$|\Psi'\rangle = N e^{-\eta \hat{\sigma}_z} |\Psi\rangle,$$  \( \tag{79} \)

where $N$ is a normalization constant. Then Eq. (72) becomes

$$e^{\theta \mathbb{I}} \hat{H}_x e^{\theta \mathbb{I}} |\Psi\rangle = e^{\theta \mathbb{I}} \hat{H}_{E,yz} e^{\theta \mathbb{I}} |\Psi\rangle$$  \( \tag{80} \)

and since the chirality operator associated to $\hat{H}_x = e^{\theta \mathbb{I}} \hat{H}_x e^{\theta \mathbb{I}}$ is $\hat{\kappa}$, one finds

$$\left\{ \hat{\kappa}, e^{\theta \mathbb{I}} \hat{H}_x e^{\theta \mathbb{I}} \right\} = 0$$  \( \tag{81} \)

$$\implies \kappa^\dagger_\theta \hat{H}_x \kappa_\theta = -\hat{H}_x$$  \( \tag{82} \)

with $\kappa_\theta = e^{\theta \mathbb{I}} \hat{\kappa} e^{-\theta \mathbb{I}}$ the chirality operator for the Hamiltonian $\hat{H}_x$.

We can illustrate these general considerations with the model (16), which describes the interface between two Weyl nodes and an insulator,

$$\hat{H}_2(t_z) = \nu_F \left( k_x \hat{\sigma}_x + k_y \hat{\sigma}_y \right)$$  \( \tag{83} \)

$$+ \left( \frac{k_z^2}{2m} - \Delta \right) (t_z \mathbb{I} + \hat{\sigma}_z),$$

with $\delta h(x) = (0, 0, 2\Delta x/\ell)$. The chiral part of the Hamiltonian depending on $x$ and $k_x$ then reads

$$\hat{H}_{2x}(t_z) = \nu_F k_x \hat{\sigma}_x + \Delta (2x/\ell - 1) (t_z \mathbb{I} + \hat{\sigma}_z).$$  \( \tag{84} \)

In the case $t_z = 0$, the corresponding chirality is $\hat{\kappa} = \hat{\sigma}_y$ and Eq. (84) is linked to this operator simply by the hyperbolic transformation $\exp(\eta \hat{\sigma}_x/2)$

$$\hat{H}_{2x}(t_z = 0) = e^{\frac{\eta}{2} \hat{\sigma}_x} \hat{H}_{2x}(t) e^{\frac{\eta}{2} \hat{\sigma}_x},$$  \( \tag{85} \)

with $\tanh(\eta) = \beta = -t_z \in [-1, 1]$. The chirality operator corresponding to $\hat{H}_{2x}(t_z)$ is thus

$$\hat{\kappa}_x = e^{\frac{\eta}{2} \hat{\sigma}_x} \hat{\sigma}_y e^{-\frac{\eta}{2} \hat{\sigma}_x}$$  \( \tag{86} \)

and

$$= (\hat{\sigma}_y - i\beta \hat{\sigma}_x).$$  \( \tag{87} \)
with $\gamma = (1 - \beta^2)^{-1/2}$. The use of hyperbolic rotations allows us to express the chirality matrix for a broader class of systems as in Ref. [34]. It also shows that for an overtilted band dispersion in the $z$-direction ($|t_z| > 1$), it is not possible to define a chirality operator. Notice, however, that the argument still holds in the case of a type-II WSM with a prominent tilt in a direction perpendicular to the interface and to the direction connecting the Weyl cones. Indeed, if we had replaced in Eq. (83) $\delta y$ by $t_y \| + \delta y$, one could still find a Lorentz boost to a frame of reference where the $x$- and $k_x$-dependent part of the Hamiltonian is cast into a chiral form, and one would then obtain stable Fermi arcs as long as $|t_z| < 1$. This also shows, as we have already mentioned above, that the presence or absence of a Fermi arc in a type-II WSM depends on the surface orientation.

B. The Aharonov-Casher argument for surface states

In the previous sections, we have introduced toy models of surface Hamiltonians that linearly interpolate between the two bulk Hamiltonians $\hat{H}_L$, at $x < 0$, and $\hat{H}_R$, at $x > \ell$, for $x \in [0, \ell]$. This corresponds to a uniform in-plane magnetic field and one can wonder if the surface states are robust to inhomogeneities in the surface potential as illustrated schematically in Fig. 7.

![Figure 7](image_url)

**FIG. 7.** The interface potential can be inhomogeneous over the size $\ell$ as pictured on this figure. In the short-range limit, the wavefunction $\Psi_{SR}(x)$ (in red) strongly depends on the interface potential (in green) and in the case of a linear profile it is a Gaussian of characteristic length $\Delta x_S = 1/\sqrt{\epsilon B'_{\|}} \sim \sqrt{\ell}$. The long-range solution $\Psi_{LR}(x)$ (in blue) consists of decaying exponentials with a characteristic length $\Delta x_L = 1/(\epsilon B'_{\|} \ell) \sim \ell^0 = 1$.

In the following, we consider an interface Hamiltonian of the form (71) that interpolates between $\hat{H}_L$ and $\hat{H}_R$ with a fixed orientation $[\Delta h_0, \Delta \hat{h}] = \begin{bmatrix} \frac{1}{2} \text{Tr} \left( (\hat{H}_R - \hat{H}_L) \right) \cdot \frac{1}{2} \text{Tr} \left( (\hat{H}_R - \hat{H}_L) \sigma \right) \end{bmatrix}$ but with an arbitrary profile

$$\hat{H}_s = \hat{H}_L + \delta h_0(x) \| + \delta \hat{h}(x) \cdot \sigma,$$  

(88)

with $(\delta h_0(x), \delta \hat{h}(x)) = f(x)(\Delta h_0, \Delta \hat{h})/\ell$ and where the function $f(x)$ is chosen such that $f(x = 0) = 0$ and $f(x = \ell) = \ell$. One can associate pseudo-electric and pseudo-magnetic fields $\mathbf{e}_p$ and $\mathbf{b}_p$ such that

$$\mathbf{e}_p = \partial_x \delta h_0(x) \mathbf{e}_z,$$  

(89)

$$\mathbf{b}_p = \nabla \times \delta \hat{h}(x) = \mathbf{e}_x \times \partial_x \delta \hat{h}(x),$$  

(90)

for which the associated one-dimensional flux is

$$\int_{-\infty}^{\infty} \mathbf{b}_p \times \mathbf{e}_z dx = \int_{-\infty}^{\infty} \partial_x \delta \hat{h} \| dx = \Delta \hat{h} \|.$$

(91)

In order to prove that the interface has a unique zero-mode eigenstate (76) with spin orientation dependent on $\Delta \hat{h}$, we consider that the only $k_x$-dependence is in $h_0 = t_x h_z, h_z = v_z k_x$. Then we perform (i) a rotation $e^{i \delta \hat{h} \|} / 2$ to transform $(\delta h_x, \delta h_y, \delta h_z) \rightarrow (\delta h_x, \delta h_y, 0)$ as in Eq. (55) with $\tan(\theta) = \delta h_z / \delta h_y$ and (ii) two Lorentz boosts $e^{\eta_1 \sigma_z / 2}, e^{\eta_2 \sigma_y / 2}$ to absorb the $k_x$ and $x$ dependence in $h_0 + \delta h_0(x)$ as in Eq. (56) with $\tanh(\eta_1) = \beta_1$ and $\tan(\eta_2) = \beta_2$. The transformations are still position-independent because each term scales with the same $f(x)$. The Hamiltonian after the transformation is of the form

$$\hat{H}'_s = h_0' \| + \hat{h}'(x) \cdot \sigma,$$

(92)

with $h_0' = v F_p k_x + e F_p \{ f(x) - x_0 \}, h_y' = e F_p B'_p \{ f(x) - x_1 \}$ and $h_z'(x) = h_z'$ as in Eq. (76). Here, the primes at the pseudo-electric $F'_p$ and the pseudo-magnetic fields $B'_p$ indicate their respective values in the Lorentz-transformed frame of reference and in particular

$$e F_p B'_p = \sqrt{\Delta h_0^2 + \Delta h_1^2} / \gamma_3 \gamma_2.$$  

(93)

Furthermore, the parameters $x_0$ and $x_1$ correspond to the shifts introduced in Eq. (57). We omit the precise form of $x_0$ which is not relevant here, and find for $x_1$

$$x_1 / \ell = - \frac{\Delta \hat{h} \| \cdot \mathbf{h}_L}{\Delta \hat{h} \|}$$

(94)

$$+ \gamma_3^2 \left( \frac{\Delta h_0}{\Delta \mathbf{h} \|} \right)^2 \left[ E - h_0(k_x = 0) + \Delta \mathbf{h}_0 / \Delta \mathbf{h} \| \right] h_3,$$

which is similar to the expression for the mean position in Eq. (63). The $x$-position dependent part is then

$$\hat{H}'_s = \{ v F_p k_x + \nabla [ f(x) - x_0 ] \} \sigma_x$$

$$+ e F_p B'_p \{ f(x) - x_1 \} \sigma_y,$$

(95)

with an associated chirality operator $\kappa = \sigma_z$, zero modes $\Psi_{\sigma}$, $\sigma = \pm$ such that $\Psi_{\sigma} = \psi_{\sigma} | \sigma \rangle_z$ [as in Eq. (76)] and

$$\{ v F_p \partial_x + i e F_p \{ f(x) - x_0 \} + \sigma e F_p B'_p \{ f(x) - x_1 \} \} \psi_{\sigma} = 0,$$

$$E_{\sigma} = h_0' + \sigma h_0.'$$

(96)

Its solutions are of the form $\psi_{\sigma} = e^{i \chi_{\sigma}}$ with

$$\chi_{\sigma} = \chi_{\sigma}^{(0)} - e F_p B'_p \int_0^x dx' [ f(x) - x_1 ]$$

$$- i e F_p v_F \int_0^x dx' [ f(x) - x_0 ]$$

(97)
where one can show with the help of an integration by parts
\[
\int_0^x dx' g(x') = xg(x = 0) + \int_0^x dx'(x - x')\partial_x' g(x').
\]  
(98)

We consider that \( \partial \Omega(x) \) is mostly varying in the interface \( x \in [0, \ell] \) and that we are only interested in the long-range behavior of the solution, far away from the interface where \( \partial_x f(x) \ll 1 \). Then far away from the interface one can write
\[
\int_0^x dx'(x - x')\partial_x' f(x') \approx \Theta(x)x \int_0^\ell dx'\partial_x' f(x') \approx \Theta(x)x\ell,
\]  
(99)

and one finds, with \( f(x = 0) = 0 \),
\[
\chi_\sigma \approx \chi_S^{(0)} - e\sigma B_p \ell \Theta(x) - x_1/\ell \int eE_p' f(x) - x - i\frac{\gamma}{v_F}(\Theta(x) - x_0/\ell) x.
\]  
(100)

The derived state is bounded if \( e\chi_\sigma \to 0 \) for \( x \to \pm \infty \) and this implies that
\[
\sigma e B_p' \ell > \sigma e B_p' x_1 > 0,
\]  
(101)

thus (i) \( \sigma = \text{sign}(B_p' \ell) = \text{sign}(v_F \ell) \) and, (ii) \( 1 > x_1/\ell \). These conditions are obtained for a non-uniform potential and are similar to what we have derived for the uniform magnetic field. We find respectively: (i) the existence of a unique \( n = 0 \) mode with iso-spin polarization (70) and (ii) a condition for localized states, as in Eq. (63). In that respect we find the same description of the \( n = 0 \) Fermi arc as for the strictly linear interface potential discussed in the previous sections such that this surface state is indeed topologically stable with respect to potential fluctuations.

Moreover we find that the long-range behavior is of characteristic length \( \Delta x_1 = 1/eB_p' \ell \) while in the short-range regime we have found \( \Delta x_S = \ell_S = 1/\sqrt{eB_p'} \). The two length scales are represented in Fig. 7. Within our linear interpolation, we have obtained the characteristic Gaussian wave functions of Landau quantization in the interface, and \( \Delta x_S = \ell_S \) represents precisely their average width. On the contrary, we obtain an exponential decay of the surface states in the regions \( x < 0 \) and \( x > \ell \), as one expects from alternative treatments of sharp interfaces [7–10]. Because \( B_p' \sim 1/\ell \), this long-range behavior is then, also in the present model, independent of the surface width \( \ell \), as one may have expected. The following ratio
\[
r = \Delta x_S/\ell = 1/\sqrt{eB_p' \ell^2} = \sqrt{v_F/\Delta + \Delta'/\ell},
\]  
(102)

quantifies the dominance of the long-range over the short-range regime. The use of boundary condition is valid in the long-range limit, which is defined by \( r \gg 1 \) and in the best case scenario \( \Delta' = 0 \) one needs \( \ell \ll 1/\Delta k \approx 1nm.\)

In this section we have derived the Aharonov-Casher argument for a generic surface Hamiltonian and we have used it in order to argue the stability of the \( n = 0 \) Fermi arc of type-I and type-II WSM. This was also the opportunity to discuss the range of validity of boundary conditions. In the following we shall discuss the experimental relevance of all these results.

**VI. DISCUSSION AND CONCLUSION**

In the present paper, we have investigated the surface states, i.e. the Fermi arcs, of Weyl semimetals within a model of “soft” interfaces between the semimetallic phase and an insulating phase. The main ingredient in our model is a set of parameters that characterize the different phases and that change linearly through the interface \( x \in [0, \ell] \). This yields an interface (or surface) Hamiltonian that displays pseudo-magnetic and, in the case of tilted Weyl cones, pseudo-electric fields. From a formal point of view, the pseudo-magnetic field can be treated within Landau quantization, and the surface states can thus be viewed as Landau bands arising from this quantization. While the massive surface states, which correspond to Landau-band indices \( n \neq 0 \), are shifted to high energies for abrupt surfaces (\( \ell \to 0 \)) or very large insulating gaps (\( \Delta' \ll \Delta \)), the \( n = 0 \) Landau band is special in that it survives even in these limits. Furthermore, it remains stable also in the presence of fluctuations in the interface, i.e. when the confinement potential is not linear as supposed within our basic model. This topological stability of the \( n = 0 \) is proven here with the help of generalization to 3D of the Aharonov-Casher argument [16].

The intersection between the \( n = 0 \) topological surface state and the Fermi level yields the Fermi arcs characteristic of Weyl semimetals. More saliently, our model of a linear confinement at the interface and its treatment...
within Landau quantization allows us to understand in more detail the form and the manipulation of the Fermi arcs connecting the Weyl nodes. Indeed, the Fermi arc is a straight line if the line connecting the two Weyl nodes is simply shortened in the interface within a merging scenario. If, however, the line connecting the nodes is also rotated over the interface before the Weyl-point merging, the Fermi arcs are parabolically deformed as shown in Fig. 3. We have shown that this parabolic deformation can also be achieved by the application of a magnetic field that we have chosen to be oriented in the $z$-direction connecting the Weyl nodes. Interestingly, the Fermi-arc survives even when the chemical potential $|\mu| > \Delta$, above the saddle point $S$ (see Fig. 1). The corresponding Fermi surfaces are displayed on the rightest side of Fig. 8 in the case $B > 0$ for positive values of $\mu$. Notice that the Fermi arc is always bent in the same direction for any chemical potential. Below a certain value of the chemical potential, the Fermi arc can be absorbed in the bulk Fermi sea and disappear, as sketched on the leftest side of Fig. 8.

Notice, however, that the possibility to manipulate the Fermi arcs with the help of a magnetic field is limited by the effective interface size $\ell_S = \sqrt{\ell/\Delta k}$, where $\Delta k$ is the reciprocal-space distance between the Weyl nodes. This size must be of the order of the magnetic length $\ell_B$, which can obtain a broken Fermi arc at any chemical potential. We expect nevertheless a prominent effect of the magnetic field on the density of states of the Fermi arcs. Since the magnetic field can shorten or lengthen the Fermi arcs, the density of states is decreased or increased, respectively [see Eq. (36)]. We expect this variation of the density of states $g_B(\mu)$ to influence the conductivity, $\sigma \propto g_B(\mu)$, such that one may obtain both a negative and a positive magneto-conductivity from the carriers in the Fermi arcs. Moreover, the magnetic field directly affects the group velocities $v_g$ of the electrons in the Fermi arcs and thus the conductivity, $\sigma \propto v_g^2$. As these effects are relevant in the limit of a magnetic length $\ell_B$ comparable to the interface length $\ell$, they can be used to experimentally evaluate $\ell$.

We have furthermore investigated the influence of the Weyl-cone tilt on the Fermi arcs. As shown in previous studies [34, 38, and 41] moderate tilts can be absorbed by a Lorentz boost, preserving the Fermi arc structure. This is always the case for type-I WSM. However, in the case of type-II WSM, the effective tilt can be treated with the help of the Lorentz boosts only for some surface-orientations. Notice, that in the case of a finite sized insulating gap $\Delta' > 0$, if the tilt $|t| > 1$ (type-II WSM), we can obtain a broken Fermi arc at any chemical potential. In any case the resulting $n = 0$ Fermi arc remains stable against fluctuations of the surface potential. We prove this fact using a generalized Aharonov-Casher argument.
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**Appendix A: Two-band Hamiltonian of Weyl nodes close to the merging transition**

We consider the following four band model of two coupled Weyl nodes with opposite chirality and opposite tilts $t$

\[
\hat{H}_{c,A} = \left( v_F k \cdot (\hat{\sigma} + t \hat{1}) + v_F \Delta k_0/2\sigma_x \right) \frac{\kappa \hat{1}}{k} - v_F k \cdot (\hat{\sigma} + t \hat{1}) + v_F \Delta k_0/2\sigma_x \right).
\]

One can perform the following change of basis

\[
\hat{H}'_{c,A} = \hat{U} \hat{H}_{c,A} \hat{U}^\dagger
\]

with the new basis $(\Psi_{++}, \Psi_{+-}, \Psi_{-+}, \Psi_{--})$ defined such as

\[
\hat{U} = \frac{1}{2} \left( \begin{array}{cccc}
1 & -1 & -1 & 1 \\
-1 & 1 & -1 & 1 \\
-1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{array} \right).
\]

In the limit $|\kappa + v_F \Delta k_0/2| > |\kappa - v_F \Delta k_0/2|$, one can project (see Fig. 9) the Hamiltonian on the reduced $(\Psi_{+-}, \Psi_{--})$ basis

\[
\hat{H}'_{c,A} \left( \begin{array}{c}
\Psi_{++} \\
\Psi_{+-} \\
\Psi_{-+} \\
\Psi_{--} \\
\end{array} \right) \approx E \left( \begin{array}{c}
0 \\
\Psi_{++} \\
\Psi_{-+} \\
0 \\
\end{array} \right)
\]
where we neglect the terms of the form $E \Psi_{++}$ and $E \Psi_{--}$ since these are products of energy $E \approx 0$ and a small component $\Psi_{++}$ or $\Psi_{--}$. We develop the effective Hamiltonian up to first order in $k_y$ and $k_z$ and up to the second order in $k_x$ in order to describe the shift of the Weyl nodes along the $x -$axis. We then obtain the following effective Hamiltonian

$$\hat{H}_{\text{eff}}(k) = \begin{pmatrix} \Psi_{++} \\ \Psi_{--} \end{pmatrix} = E \begin{pmatrix} \Psi_{++} \\ \Psi_{--} \end{pmatrix} \quad (A6)$$

in terms of the effective two-band Hamiltonian

$$\hat{H}_{\text{eff}}(k) = \frac{t_x(\Delta k/2)^2 - k_z t \cdot k}{2m_0} + \begin{pmatrix} \frac{k_z^2 - (\Delta k/2)^2}{2m_1} \\ v_F(k_z - ik_y) \\ v_F(k_z + ik_y) - \frac{k_z^2 - (\Delta k/2)^2}{2m_1} \end{pmatrix}, \quad (A7)$$

where $m_0 = (\kappa + v_F \Delta k_0/2)/4v_F^2$, $m_1 = 2m_0/(1 + t_z^2)$ and $\Delta k_0 = \Delta k_0 \sqrt{1/(2(2\kappa/v_F \Delta k_0^2)/1 + t_z^2)}$. We have shifted the spectrum by $\Delta E = t_x \Delta k^2/8m_0$ to have cones at $E = 0$.

We can then adapt notations by permuting $k_z \leftrightarrow k_{\omega}$ and we obtain the following effective Hamiltonian

$$\hat{H}_{\text{eff}}(k) = \begin{pmatrix} k_z^2/2m - \Delta \\ \frac{k_z^2}{2m} - \Delta + \frac{v_F k_z}{\Delta k}(t_z k_z + t_y k_y) \end{pmatrix} + \begin{pmatrix} \frac{k_z^2}{2m} - \Delta \\ v_F(k_z - i k_y) \\ v_F(k_z + i k_y) - \frac{k_z^2}{2m} - \Delta \end{pmatrix} \quad (A8)$$

where $\Delta k = \sqrt{2m\Delta}$. \smallskip

**Appendix B: On hyperbolic transformations**

In this article we refer to hyperbolic transformations which are known in relativistic quantum mechanics [36] but which have rarely been used in condensed matter [43]. In this appendix we describe their representation on spinors and their relation to unitary transformation.

**FIG. 9.** Sketch of the four band model of two coupled Weyl cones. The inset shows the low energy projection we perform in order to describe Weyl cones near fusion.

**FIG. 10.** The set of parameters $(\omega, v)$ can be represented as a 2D-plane on which the hyperbolic transformation link any set of parameters to any other on hyperbolic trajectories. One can get rid of one or the other parameter depending on their relative amplitude, this leads to the $\omega -$like and the $v -$like limits, similarly to the Minkowski space-time diagram of special relativity.

1. **Matrix representation**

We introduce a transformation described by a generator $\hat{\Gamma}$ such that for a couple of two matrices $\hat{A}$ and $\hat{B}$ one has

$$\left\{ e^{\theta \hat{A}} e^{\phi \hat{B}} = \cosh(\theta) \hat{A} + \sinh(\theta) \hat{B}, \quad \text{and} \quad e^{\theta \hat{A}} e^{\phi \hat{B}} = \sinh(\theta) \hat{A} + \cosh(\theta) \hat{B} \right\} \quad (B1)$$

Such kind of transformation allows for the following transformation

$$e^{\theta \hat{A}} (\omega \hat{A} + v \hat{B}) e^{\theta \hat{A}} = [\cos(\theta) \omega + \sin(\theta) v] \hat{A} + [\cosh(\theta) v + \sinh(\theta) \omega] \hat{B}, \quad (B2)$$

and one can find a frame of reference where the dependence on matrix $\hat{B}$ vanishes if $\tanh(\theta) = -v/\omega$, i.e. for $|v/\omega| < 1$. Similarly, if $\tanh(\theta) = -\omega/v$, with $|\omega/v| < 1$, there exists a frame of references with no dependence on the matrix $\hat{A}$. These two limits are similar to the space- and time-like limits of special relativity and are related to the sign of $v^2 - \omega^2$ which is a conserved quantity under hyperbolic transformations. We sketch the idea behind the two limits in Fig. 10.

We now express the properties of the generator $\hat{\Gamma}$ by differentiating Eq. (B1) with respect to $\theta$. We then obtain the following anti-commutation rules for the generator $\hat{\Gamma}$

$$\left\{ \hat{\Gamma}, \hat{A} \right\} = \hat{B}, \quad \left\{ \hat{\Gamma}, \hat{B} \right\} = \hat{A} \quad (B3)$$

In the previous section we have discussed the way to absorb any position-dependent term on $\hat{A} = 1$ into a traceless matrix $\hat{B}$. In this case Eq. (B3) becomes

$$\hat{\Gamma} = \hat{B} / 2, \quad \hat{B} = 1 \quad (B4)$$

We observe that this transformation necessitates $\hat{B}^2 = 1$ so that $\hat{B}$ can have only two real eigenvalues and this limitates the matrices on which this method can be used.
We consider two Lorentz boosts $\hat{L}_i$ and $\hat{L}_2$ defined by
\[
\hat{L}_i = e^{\eta_i \hat{\sigma}_x / 2} \hat{L}_i^i \hat{L}_j, \quad \text{where} \quad \hat{L}_i^i = 1, \, i \in \{1, 2\}.
\] These operators are Hermitian, i.e. $\hat{L}_i^\dagger = \hat{L}_i$, but their product is not
\[
\hat{L}_1 \hat{L}_2 = \chi_1 \chi_2 \left( (1 + \theta_1 \hat{\sigma} \cdot \mathbf{n}_1) (1 + \theta_2 \hat{\sigma} \cdot \mathbf{n}_2) \right)
\]
\begin{equation}
= \chi_1 \chi_2 \left[ (1 + \theta_1 \theta_2 \mathbf{n}_1 \cdot \mathbf{n}_2) \mathbf{1} + (\theta_1 \mathbf{n}_1 + \theta_2 \mathbf{n}_2 + i \theta_1 \theta_2 \mathbf{n}_1 \times \mathbf{n}_2) \cdot \hat{\sigma} \right]
\end{equation}
where we use that $\hat{\sigma}_i \hat{\sigma}_j = i \varepsilon_{ijk} \hat{\sigma}_k + \delta_{ij} \mathbf{1}$ and write $\cosh(\eta_i/2) = \chi_i$ and $\tanh(\eta_i/2) = \theta_i$. Since the product of two Lorentz boosts is not hermitian, it cannot be a Lorentz boost but is actually the combination of a rotation, $\hat{R}_\theta = e^{i \theta \hat{\sigma}} / 2$, and a Lorentz boost, $\hat{L}_3 = e^{\eta \hat{\sigma} \cdot \mathbf{n}_3 / 2}$, where $\mathbf{u}^2 = 1$ and $\mathbf{n}_3^2 = 1$. One can compute $\hat{L}_3 \hat{R}_\theta$
\[
\hat{L}_3 \hat{R}_\theta = \chi_3 \chi \left( (1 + \theta_3 \hat{\sigma} \cdot \mathbf{n}_3) (1 + i \theta \cdot \mathbf{u}) \right)
\]
\begin{equation}
= \chi_3 \chi \left[ (1 + i \theta \mathbf{u} \cdot \mathbf{n}_3) \mathbf{1} + (\theta_3 \mathbf{n}_3 + i \theta \mathbf{u} + t \theta \mathbf{u} \times \mathbf{n}_3) \cdot \hat{\sigma} \right]
\end{equation}
with $\cos(\theta/2) = c$ and $\tan(\theta/2) = t$. We then identify $\hat{L}_1 \hat{L}_2 = \hat{L}_3 \hat{R}_\theta$ and apply the projection operator $P_i \bullet = \text{Tr} (\hat{\sigma}_i \mathbf{e})$ for $i = 0, 1, 2, 3$ on this equation. We identify the real and imaginary parts and find
\[
\left\{ \begin{array}{ll}
\chi_1 \chi_2 (1 + \theta_1 \theta_2 \mathbf{n}_1 \cdot \mathbf{n}_2) = & \chi_3 \chi, \\
\mathbf{u} \cdot \mathbf{n}_3 = & 0, \\
\chi_1 \chi_2 (\theta_1 \mathbf{n}_1 + \theta_2 \mathbf{n}_2) = & \chi_3 \chi \mathbf{n}_3 + t \mathbf{u} \times \mathbf{n}_3, \\
\chi_1 \chi_2 \theta_1 \mathbf{n}_1 \times \mathbf{n}_2 = & \chi_3 \chi \mathbf{e} \cdot \mathbf{u}.
\end{array} \right.
\]
We combine these equations and find
\[
\left\{ \begin{array}{ll}
\mathbf{t} = & \frac{\theta_1 \theta_2 \mathbf{n}_1 \times \mathbf{n}_2}{1 + \theta_1 \theta_2} , \\
\theta_3 \mathbf{n}_3 = & \frac{\left(1 + \theta_1^2 + 2 \theta_1 \theta_2 \mathbf{n}_1 \cdot \mathbf{n}_2 \right) \theta_1 \mathbf{n}_1 + \left(1 - \theta_1^2 \right) \theta_2 \mathbf{n}_2}{1 + \left(\theta_1 \theta_2 \right)^2 + 2 \theta_1 \theta_2 \mathbf{n}_1 \cdot \mathbf{n}_2}.
\end{array} \right.
\]
which express the corresponding rotation angle $\theta$ and boost $\eta_3$. In the limit $\mathbf{n}_1 \equiv \mathbf{n}_2$ we find no rotation, $t = 0$, and
\[
\tan(\eta_3/2) = \frac{\tan(\eta_1/2) + \tan(\eta_2/2)}{1 + \tan(\eta_1/2) \tan(\eta_2/2)} = \tan((\eta_1 + \eta_2)/2)
\]
which implies $\eta_3 = \eta_1 + \eta_2$ as expected from geometrical arguments in special relativity. In general, one finds that two consecutive boosts involve a rotation, the Thomas-Wigner rotation. For example, in (56) one has $\mathbf{n}_1 = \mathbf{e}_x$ and $\mathbf{n}_2 = \mathbf{e}_y$ and one observes a rotation along $\mathbf{e}_x \times \mathbf{e}_y = \mathbf{e}_z$ with an angle $\theta$ such that
\[
\tan(\theta/2) = \tan(\eta_1/2) \tan(\eta_2/2).
\]
