The combined and respective roles of imaging and stellar kinematics in identifying galaxy merger remnants
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ABSTRACT

One of the central challenges to establishing the role of mergers in galaxy evolution is the selection of pure and complete merger samples in observations. In particular, while large and reasonably pure interacting galaxy pair samples can be obtained with relative ease via spectroscopic criteria, automated selection of post-coalescence merger remnants is restricted to the physical characteristics of remnants alone. Furthermore, such selection has predominantly focused on imaging data – whereas kinematic data may offer a complimentary basis for identifying merger remnants. Therefore, we examine the theoretical utility of both the morphological and kinematic features of merger remnants in distinguishing galaxy merger remnants from other galaxies. Deep classification models are calibrated and evaluated using idealized synthetic images and line-of-sight stellar velocity maps of a heterogeneous population of galaxies and merger remnants from the TNG100 cosmological hydrodynamical simulation. We show that even idealized stellar kinematic data has limited utility compared to imaging and under-performs by 2.1% ± 0.5% in completeness and 4.7% ± 0.4% in purity for our fiducial model architecture. Combining imaging and stellar kinematics offers a small boost in completeness (by 1.8% ± 0.4%, compared to 92.7% ± 0.2% from imaging alone) but no change in purity (0.1% ± 0.3% improvement compared to 92.7% ± 0.2%, evaluated with equal numbers of merger remnant and non-remnant control galaxies). Classification accuracy of all models is particularly sensitive to physical companions at separations ≤ 40 kpc and to time-since-coalescence. Taken together, our results show that the stellar kinematic data has little to offer in compliment to imaging for merger remnant identification in a heterogeneous galaxy population.
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1 INTRODUCTION

Galaxy mergers have a fundamental and critical role within the Lambda cold dark matter (ΛCDM) concordance cosmogony (White & Rees 1978; White & Frenk 1991). In this paradigm, large structures form through continuous and diverse merging events between smaller structures (e.g. Lacey & Cole 1993). However, the role of mergers in galaxy formation and evolution is not limited to the ex-situ assembly of mass. Theoretical models and numerical simulations show that the strong gravitational and tidal forces in mergers can be responsible for morphological and dynamical transformation of galaxies (e.g. Toomre & Toomre 1972; Toomre 1977; Negroponte & White 1983; Frenk et al. 1985; Hernquist 1992; Steinmetz & Navarro 2002; Naab & Burkert 2003; Bournaud et al. 2005a; Jesseit et al. 2007; Hopkins et al. 2009; Naab et al. 2014). These theoretical results are supported by the disrupted morphologies (e.g. Patton et al. 2005; Hernández-Toledo et al. 2005, 2006, 2007; De Propris et al. 2007; Ellison et al. 2010; Casteeels et al. 2013; Patton et al. 2016; Whitney et al. 2021) and spatially-resolved kinematic disturbances (e.g. Barrera-Ballesteros et al. 2015; Hung et al. 2015; Bloom et al. 2017, 2018; Pilyugin et al. 2020; Feng et al. 2020; Watts et al. 2021) that are often observed in interacting galaxies and recent merger remnants (post-mergers) relative to non-merging galaxies. Transformation of galaxy morphologies and kinematics through interactions and mergers is qualitatively consistent with the observational framework relating morphology and kinematics to galaxy environment (e.g. Oemler 1974; Davis & Geller 1976; Dressler 1980; Bamford et al. 2009; Cappellari et al. 2011; Bluck et al. 2019).

Interactions are also connected to a number of internal processes. Compared to non-interacting galaxies, observed merging galaxy pairs and post-mergers exhibit enhanced central star formation rates (e.g. Barton et al. 2000; Lin et al. 2007; Ellison et al. 2008, 2013; Scudder et al. 2012; Patton et al. 2013; Thorp et al. 2019; Pan et al. 2019; Hani et al. 2020; Moreno et al. 2021), redistributed gas content
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(e.g. Kewley et al. 2006; Ellison et al. 2008, 2013; Michel-Dansac et al. 2008; Rupke et al. 2010; Thorp et al. 2019; Moreno et al. 2019), and increased incidence of AGN (e.g. Alonso et al. 2007; Ellison et al. 2011, 2019; Silverman et al. 2011; Satyapal et al. 2014; Goulding et al. 2018).

However, the relative role of galaxy mergers in these morphological, dynamical, and internal processes and their sensitivities to merger stage and initial conditions are currently uncertain. For example, what is the relative contribution of mergers to triggering star formation and AGN compared to the contribution from accretion of cold gas along cosmic filaments (e.g. Dekel & Birnboim 2006; Birnboim et al. 2007; Dekel et al. 2009; Bournaud et al. 2011b; McAlpine et al. 2020)? What is their relative role in the structural and dynamical evolution of galaxies? Is the relative role of mergers in these processes static or does it evolve with cosmic time? Ultimately, robustly characterizing the role of mergers in galaxy evolution requires (1) statistically representative or bias-corrected censuses of observed galaxy mergers and (2) the ability to link galaxy mergers to their stages and initial conditions (stellar mass ratio and orbital parameters of the merging galaxies, their gas fractions, and morphologies). Both of these criteria present significant challenges from an observational perspective – particularly for the post-merger phase when spectroscopic validation is not possible.

Models that can quantitatively classify and characterize galaxy mergers in an automated way present an attractive solution to these challenges because they overcome the potential for ambiguity in visual classifications and can rapidly process large samples of galaxies (e.g. Abraham et al. 1994; Conselice 2003; Lotz et al. 2004; Wen et al. 2014; Hung et al. 2015; Pawlik et al. 2016; McElroy et al. in prep). In particular, automated merger classification models can be calibrated based on synthetic observations of galaxies and galaxy mergers from hydrodynamical simulations (e.g. Lotz et al. 2008, 2010b,a; Pearson et al. 2019; Nevin et al. 2019; Bottrell et al. 2019b; Ćiprijanović et al. 2020, 2021a,c; Bickley et al. 2021; Ferreira et al. 2020; Nevin et al. 2021; McElroy et al. in prep). The advantage of this approach is that the simulations provide a priori knowledge of whether galaxies are undergoing interactions as well as the stage and initial conditions of the interactions. Therefore, the biases and limitations in estimating these parameters for observed galaxies do not become embedded in the calibration of the models. Indeed, the features which observers use to visually distinguish merging galaxies from non-merging galaxies (such as stellar tails, tidal arms, bridges, and shells, and kinematic asymmetries) are motivated by the results of numerical experiments (e.g. Toomre & Toomre 1972; Hernquist & Quinn 1989; Barnes & Hernquist 1992; Mihos et al. 1998; Helmi & White 1999; Colina et al. 2005; Johnston et al. 2008; Blumenthal et al. 2020). Consequently, an automated merger classification model that is calibrated on realistic synthetic observations from simulations will be optimized to distinguish mergers from non-mergers based on the same set of features that are expected to appear in observations – insofar as the simulations are realistic.

### 1.1 The importance of purity in merger remnant identification

Nevertheless, an automated merger classification model that can generate pure and complete merger samples remains elusive. Despite their variety and advantages, automated classifiers must observe statistical laws. In particular, the statistical prior from the low incidence of observed on-going mergers and remnants, $P(\text{Merger})$ (i.e. true merger fraction), presents one of the greatest challenges to automated merger classification. Figure 1 illustrates the role of statistical priors in a hypothetical binary classification model. $P(+|\text{Merger})$ is the probability of a positive classification for a merger (completeness, true positive rate, or sensitivity). $P(\sim|\text{Non-merger})$ is the probability of a negative result for a non-merger (true negative rate, or specificity). The sensitivity and specificity are assumed to be equal for simplicity. The corresponding false positive rate (fall-out) and false negative rate (miss rate) of the model are then $P(+|\text{Non-merger}) = 1 - P(\sim|\text{Non-merger})$ and $P(\sim|\text{Merger}) = 1 - P(+|\text{Merger})$. From Bayes (1763), the posterior probability that a galaxy classified as + is actually a merger is then:

$$P(\text{Merger} | +) = \frac{P(+|\text{Merger})P(\text{Merger})}{P(+)} = \frac{P(+|\text{Merger})}{P(\text{Merger}) + P(+|\text{Non-merger})P(\text{Non-merger})}$$

which can also be interpreted as the expectation value for the purity of the out-falling merger sample produced by the model. Figure 1 shows $P(\text{Merger} | +)$ as a function of sensitivity for a range of prior incidence probabilities, $P(\text{Merger})$ – plotted as dot-dashed and coloured curves. The right panel zooms-in on $P(+|\text{Merger}) > 0.9$. Figure 1 shows that a decrease in the underlying incidence of mergers strongly effects the posterior probabilities and corresponding sample purities. For example, even with 99% sensitivity and specificity but prior incidence of 1% (navy curve), the corresponding posterior probability that a galaxy is actually a merger of Group A given that it has a positive (+) result from the model is only 50%.

The selection functions for galaxy mergers vary greatly – both in terms of merger definition and selection methods. For reference, typical merger fraction estimates in the nearby Universe ($z < 0.5$) are in the range of ~10% (e.g. Lin et al. 2004; Kartaltepe et al. 2007; Lin et al. 2008; Patton & Atfield 2008; de Ravel et al. 2009; Lotz et al. 2011; López-Sanjuan et al. 2012). For a merger classification model that is 99% sensitive and specific, these priors on merger fractions would yield corresponding posterior probabilities of 50 – 92% (expected purities). Figure 1 also shows that these purities fall rapidly with decreasing sensitivity. At $P(+|\text{Merger}) = P(\sim|\text{Non-merger}) = 0.9$, galaxies that are classified as positive (+) by the model only have $8 – 50\%$ probabilities of actually being a merger. In other words, the sample of “mergers” classified by the model would unrealistically comprise $8 – 50\%$ true mergers and, respectively, $92 – 50\%$ contaminating non-merger galaxies. In particular, Bickley et al. (2021) explicitly show that such low purities in merger samples (high contamination rates) result in significant under-estimates for the impact of mergers in driving physical changes in galaxies (e.g. enhanced star-formation rates; Figure 16 in Bickley et al. 2021).

### 1.2 Rationale for multi-variate classification with kinematics

Presently, automated merger classification and characterization models are predominantly based on optical morphologies or other information derived from imaging (e.g. recently Pawlik et al. 2016; Ackermann et al. 2018; Snyder et al. 2019; Walmsley et al. 2019; Pearson et al. 2019; Nevin et al. 2019; Bottrell et al. 2019b; Ćiprijanović et al. 2020, 2021c). However, classification performance may be improved using other information from which a model can draw – independently, or in tandem with imaging. In particular, mergers and recent post-mergers can exhibit complex kinematics compared to non-merging galaxies (e.g. Mihos et al. 1998; Colina et al. 2005; Shapiro et al. 2008; Hung et al. 2015; Bloom et al. 2018; Feng et al. 2020) which are sensitive to interaction stage and other merger
An illustration of the role of priors in Bayesian statistical inference with a hypothetical binary merger/non-merger classification model. The left panel shows the relationship between the posterior probability, $P(\text{Merger} | +)$, and a model’s sensitivity (completeness), $P(\text{+} | \text{Merger}) > 0.5$, for a range of priors, $P(\text{Merger})$, plotted as dash-dot and coloured curves. For simplicity, the specificity of this hypothetical model is equal to its sensitivity, $P(\text{Non-merger} | -) = P(\text{+} | \text{Merger})$, and the two groups are complementary, $P(\text{Merger}) = 1 - P(\text{Non-merger})$. The right panel zooms-in on sensitivities greater than 90% for better contrast in this regime.

Highly-multiplexed integral field spectroscopy (IFS) surveys have generated a revolutionary expansion in the volume and quality of spatially-resolved galaxy kinematic data in the local Universe (e.g. the Calar Alto Legacy Integral Field Area (CALIFA): 600 galaxies Sánchez et al. 2012, the Sydney-AAO Multi-object IFS survey (SAMI): 3,600 galaxies Croom et al. 2012, the Mapping Nearby Galaxies at Apache Point Observatory survey (MaNGA): 10,000 galaxies Bundy et al. 2015). Indeed, the growth and quality of the data are expected to continue with forthcoming instruments (e.g. Hector: 15,000 galaxies Bryant et al. 2018). Consequently, galaxy kinematics have finally become both attractive and viable for building pure and reasonably complete merger samples that can subsequently be further characterized.

In this paper, we investigate the degree to which galaxy kinematics stand to improve the purity and completeness with which mergers can be detected in large IFS surveys. In particular, we focus on galaxy merger remnants where, unlike the interacting pair phase, spectroscopic validation from the redshifts of companions is not possible. To do so, we calibrate and evaluate deep convolutional classification models on idealized, high-resolution, high-dispersion, synthetic stellar velocity maps and corresponding stellar mass surface density images of galaxies from the TNG100-1 cosmological hydrodynamical simulation (Nelson et al. 2018; Pillepich et al. 2018b). Our approach of using idealized synthetic data is to first evaluate whether more sensitive and specific post-merger identification could be achieved by incorporating stellar kinematic data even in the absence of instrumental limitations for diverse and statistically generalizable galaxy/merger populations such as are found in TNG100-1. Then, if the kinematic information proves integral to post-merger classification, synthetic kinematic data can be justifiably produced with more detailed and realistic accounting of observational and instrumental effects (e.g. Bottrell et al. 2019b; Nevin et al. 2021).

This paper is laid out as follows. Section 2 describes: (2.1.1) the salient features of the TNG100-1 simulation; (2.1.2) construction of idealized synthetic images and stellar kinematic maps, (2.2) the selection of post-merger galaxies and a corresponding non-post-merger reference sample; and (2.3) the architectures and calibration of our classification models. Our results are presented in Section 3 and discussed in Section 4. Our conclusions are summarized in Section 5. The calculations in this work adopt Planck-based cosmological parameters with $H_0 = 67.7 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_m = 0.307$, and $\Omega_{\Lambda} = 0.693$ (Planck Collaboration et al. 2016).

## 2 METHODS

In this section, we (1) summarize the salient features of the TNG100-1 simulation and describe the synthetic kinematic and imaging data, (2) describe our selection of post-merger galaxies and corresponding non-post-merger controls, and (3) describe our post-merger galaxy classification models and the procedures used to calibrate and evaluate them.
2.1 Simulations and synthetic data

2.1.1 TNG100-1 Simulation

We use the publicly available data from the IllustrisTNG simulations\(^1\) to calibrate and evaluate post-merger galaxy classification models using stellar kinematics and imaging. IllustrisTNG is a suite of large-volume cosmological magneto-hydrodynamical simulations of galaxy formation and evolution (Weinberger et al. 2018; Pillepich et al. 2018b,a; Springel et al. 2018; Naiman et al. 2018; Marinacci et al. 2018; Nelson et al. 2018, 2019b,a). The simulations track the evolution of dark matter, gas, stars, supermassive black holes, and magnetic fields from redshift \(z = 127\) to \(z = 0\) using the AREPO moving-mesh hydrodynamic code (Springel 2010). The simulations are run in three cubic volumes (51.7\(^3\), 110.7\(^3\), 302.6\(^3\) cMpc\(^3\)) with descending levels of mass and effective spatial resolution. All of the runs use the same physical model described by Weinberger et al. (2018) and Pillepich et al. (2018b) – which builds on the original Illustris model (Vogelsberger et al. 2013; Torrey et al. 2014; Vogelsberger et al. 2014; Genel et al. 2014). We adopt the fiducial run for the 110.7\(^3\) cMpc\(^3\) volume (TNG100-1) for our investigation. The TNG100-1 volume comprises a statistically representative sample of galaxies with realistic and diverse morphologies and kinematics (e.g. Rodriguez-Gomez et al. 2019; Tacchella et al. 2019; Huertas-Company et al. 2019; Du et al. 2020). These features of TNG100-1 make it highly appropriate for calibrating merger-detection models. The simulation’s effective baryonic spatial resolution is approximately 1 kpc. The merger trees of TNG100-1 galaxies are derived using the SubLink algorithm (Rodriguez-Gomez et al. 2015) – which links a given galaxy to its progenitors and descendants. We also use a wealth of ancillary information derived from the IllustrisTNG group catalogues by Patton et al. (2020) and Hani et al. (2020), including environmental information and merger properties.

2.1.2 Synthetic LOSVD Moment Maps

Synthetic stellar line-of-sight-velocity distribution (LOSVD) cubes were produced for all galaxies in TNG100-1 with redshifts \(z \leq 1\) (snapshots \(\geq 50\)) and subhalo stellar masses \(\log(M_*/M_\odot) \geq 10\) for a total of 303,110 galaxies.\(^2\) The cubes were produced along four lines of sight for each galaxy with an adaptive field-of-view set to 10 times the galaxy stellar half-mass radius with 4.67 km/s velocity resolution and \(\pm 700\) km/s velocity grid limits. The positions and velocities of stellar particles within 20 stellar half-mass radii relative to the galaxy’s gravitational potential minimum are deposited onto the \((x, y, v_\text{los})\) grid (i.e. systemic velocities removed). Stellar particles are smoothed in \((x, y)\) using an adaptive cubic spline kernel (Monaghan 1992) with smoothing length for each stellar particle set to its 3-dimensional 32\(^{rd}\) nearest-neighbour distance. Each stellar particle is assumed to have a single discrete line-of-sight velocity and we do not account for internal velocity dispersion of stellar particles. The final cubes have dimensions \((N_x, N_y, N_v)_\text{los} = (512, 512, 300)\).

Line-of-sight stellar mass surface density, mass-weighted velocity, and velocity dispersion maps (stellar LOSVD moment maps) are derived independently from the LOSVDS in every spaxel of the cubes without binning. Therefore, due to the adaptive smoothing we employ, even spaxels with arbitrarily low stellar surface densities have measurements. Unbiased estimates of the stellar LOSVD moments are computed in each spaxel as follows:\(^3\):

\[
\Sigma_v = \frac{1}{p^2} \sum_{k=1}^{N_\text{pix}} m_k \quad \text{where } p \text{ is the pixel size (kpc)}; \\
\bar{v} = \frac{1}{V_1} \sum_{k=1}^{N_\text{pix}} m_k v_k \quad \text{where } V_1 = \sum_{k=1}^{N_\text{pix}} m_k; \quad \text{and} \\
\sigma^2 = \frac{V_1}{V_2} \sum_{k=1}^{N_\text{pix}} m_k (v_k - \bar{v})^2 \quad \text{where } V_2 = \sum_{k=1}^{N_\text{pix}} m_k^2 \quad \text{(4)}
\]

\(m_k\) is the mass weight in velocity element \(v_k\), and where we have implicitly assumed a single component for the LOSVD in each spaxel. Our analysis focuses on (Eq. 2) the stellar mass surface density maps for their strong resemblance to photometry and (Eq. 3) the line-of-sight velocity maps for the stellar kinematics.

Each individual stellar mass surface density map is logarithmically scaled to optimize the contrast of high and low-surface brightness features and result in images with \([0, 1]\) intensities. Similarly, the velocity maps are scaled linearly to \([-1, 1]\) using \(\min([0.1\%], [99.9\%])\) and clipping outliers.

2.2 Post-merger and Control Selection

For every galaxy in our sample, Hani et al. (2020) used the SubLink merger trees to compute the time since the most recent merger (post-merger time), \(T_\text{PM}\), in which the stellar mass ratio of the first (most massive) and second progenitors were \(\mu = M_{*, 2}/M_{*, 1} \geq 0.1\) where \(M_{*, 1} \geq M_{*, 2}\) by definition. The maximum mass enclosed within 2 stellar half-mass radii of each progenitor galaxy in the last 500 Myr is used to compute \(\mu\), which is done to avoid numerical stripping effects in the estimate of \(\mu\) when progenitors have overlapping stellar components (e.g. see Rodriguez-Gomez et al. 2015; Patton et al. 2020). For our post-merger sample, we take all galaxies from our main sample described in 2.1.1 with \(T_\text{PM} = 0\) (i.e. galaxies that are immediate post-merger remnants of two or more progenitors in the previous simulation snapshot). This selection yields a post-merger sample of 2,332 galaxies – each of which is observed along four lines of sight as described in Section 2.1.2. This post-merger sample is identical to the one used for post-merger classifications by Bickley et al. (2021).

As in Bickley et al. (2021), a reference sample of non-post-merger control galaxies is constructed which match the post-merger galaxies in redshift, stellar mass, and environment. This rigorous control matching is intended to eliminate the influence of exploitable correlations between these properties and merger status and also result in calibrated classification probabilities (Niculescu-Mizil & Caruana 2005). The control pool comprises galaxies from the main sample whose \(T_\text{PM} > 2\) Gyr. We then create a balanced post-merger/control dataset by selecting the best-matching control for each post-merger. For a given post-merger, the first control criterion is that it belongs to the same redshift snapshot. Then, the best-matching control in stellar mass, \(M_*/M_\odot\), nearest neighbour distance, \(R_1\), and number of galaxies within 2 Mpc, \(N_2\), is taken from the control pool without replacement.\(^4\) For the environmental parameters \(R_1\) and \(N_2\), only galaxies

---

\(^1\) https://www.tng-project.org/data

\(^2\) The log\((M_*/M_\odot) \geq 10\) stellar mass cut is chosen such that each galaxy in our sample comprises at least 7000 stellar particles and, consequently, their stellar structures are at least reasonably well-resolved.

\(^3\) See Rimoldini (2014) for comprehensive derivations of the unbiased estimators for the moments of weighted samples.

\(^4\) In practice, an iterative process was used to identify the best-matching set of controls for each galaxy within a strict 0.1 dex (10\%\) tolerance modified by an integer growth factor in each iteration. From this matched set, the best-
matching control was extracted. The mean growth factor was $N_{\text{grow}} = 1.77$. The majority of controls, 58%, are matched with the unmodified tolerance at $N_{\text{grow}} = 1$ and 84% are matched by $N_{\text{grow}} = 2$. This control sample is not strictly identical to the one used in Bickley et al. (2021) as different matching algorithms were used.

2.3 Post-merger Classification Models

We use the stellar mass (hereafter, photometry) and velocity (hereafter, kinematics) moment maps to train and evaluate various flavours of convolutional neural networks (CNNs) for post-merger classification. CNNs are a class of deep learning models that are useful for pattern recognition in data which exhibit topological structure including series, images, and volumes (LeCun et al. 1995, 1998; Jarrett et al. 2009; Turaga et al. 2010; Krizhevsky & Hinton 2010; Lecun et al. 2015). Galaxies are randomly partitioned into training, validation, and test data sets by their IDs using a (70%, 15%, 15%) split. As such, all four lines of sight for a given ID belong to the same partition, by construction. In addition, post-mergers and their controls always go into the same partition to ensure similarity between the mass, redshift, and environment distributions of post-mergers and controls within each partition. We took these careful measures to avoid possible memorization of features and subsequent over-fitting. The final datasets for every model comprise $f_p \times 2,332 \times 2 \times 4 = f_p \times 18,656 = (13,056,2,800,2,800)$ images, where $f_p$ is the partition fraction for the training, validation, and test sets, respectively. Unless explicitly stated, the same training, validation, and test partitions are used for all models to guarantee fair comparison of model results.

To investigate whether specific flavours of CNNs may facilitate improved performances with the imaging and/or kinematic data sets, we train and evaluate conventional AlexNet CNNs (Krizhevsky et al. 2012) and more sophisticated ResNet CNNs (He et al. 2015) with the improved pre-activation scheme proposed in He et al. (2016) (ResNet-V2). Hyper-parameter options such as learning rates and schedulers, activation functions, batch and kernel sizes, and aspects of the architectures themselves (e.g. number of convolution and batch normalization layers) were comprehensively explored and results for every choice are available via our Comet.ML project—which enabled detailed tracking and comparison of the performances of each architecture and set of hyper-parameters. All models were built,

In separate tests, however, we found that the models were insensitive to whether the data were partitioned based on galaxy ID vs line-of-sight and partitioning based on line-of-sight yielded no significant improvement.

5 In separate tests, however, we found that the models were insensitive to whether the data were partitioned based on galaxy ID vs line-of-sight and partitioning based on line-of-sight yielded no significant improvement.

6 https://www.comet.ml/cbottrell/deepphokin

Figure 2. Post-merger and matching non-post-merger control galaxy samples. Each post-merger is matched to a non-post-merger control galaxy ($T_{\text{PM}} > 2$ Gyr) on redshift, stellar mass, and environment. Environmental parameters $R_1$ and $N_2$ only consider neighbours whose stellar mass is at least a tenth of the stellar mass of the target galaxy. The large hatched bin in the $R_1$ panel (middle) is for galaxies for which no $M_{\bullet,2} \geq 0.1 M_{\bullet,1}$ neighbour was found within 2 Mpc.

Figure 3 shows the stellar mass surface density and velocity maps for 25 randomly selected post-merger galaxies (upper panels) and their corresponding matched controls (lower panels). Controlling parameters, $\langle z, M_{\bullet}, R_1, N_2 \rangle$ and other post-merger properties ($\mu$ and $T_{\text{PM}}$) are shown in the upper left of each map (online version only). Figure 3 shows the diversity of the post-merger and control samples. Most post-mergers in Figure 3 frequently exhibit asymmetric structures in their morphologies typical of tidal interactions – but not always. Meanwhile, the control sample predominantly exhibits more “normal” morphologies, but also includes irregular and asymmetric morphologies which may be driven by environment, secular evolution, or more minor interactions with $\mu < 0.1$ (e.g. Richter & Sancisi 1994; Rix & Zaritsky 1995; Swaters et al. 1999; Jog & Combes 2009; Zaritsky et al. 2013; Martin et al. 2018; Yesuf et al. 2021). Ongoing $\mu \geq 0.1$ interactions and fly-bys are also possible within the control sample via our environmental matching criteria. Calibration of a proper post-merger classification model using simulations must account for this overlapping of the post-merger and non-post-merger feature-spaces.
Bottrell et al.

Figure 3. Stellar surface density maps (left panels) and matching line-of-sight velocity maps (right panels) for TNG100-1 galaxies randomly selected from our post-merger sample (upper panels) and their corresponding matched non-post-merger control galaxies (lower panels). Only one of four lines of sight for each galaxy is shown. On-line version only: Galaxy IDs labeled in each panel comprise their \(\text{SnapNum}-\text{SubhaloID}\). Non-post-merger galaxies with \(\mu = 0\) have had no merger with \(\mu \geq 0.1\) since our merger tree redshift limit of \(z = 2\) and their \(T_{PM}\) values are the corresponding time since \(z = 2\).

trained, and evaluated with Keras (Chollet et al. 2015) implemented in Tensorflow 2\(^7\) (Abadi et al. 2015). To investigate the relative and combined roles of photometry and kinematics for post-merger classification, we optimize the models for three data sets: (1) photometry; (2) kinematics; and (3) photometry and kinematics combined. The moment maps were rebinned to \((128, 128)\) for AlexNet architectures and \((224, 224)\) for ResNet-V2 architectures.

2.3.1 AlexNet architectures

From our hyper-parameter and architecture search, the best-fitting AlexNet models based on validation accuracy for data sets (1) and (2) were identical and used: batch size 32; five convolution layers with output depths \(32, 64, 64, 128, 128\), convolution kernel sizes \(7, 7, 7, 7\) with stride 1, and \((2, 2)\) max pooling after each convolution layer with stride 2; two fully-connected (dense) layers of size \((128, 64)\) with 0.25 dropout each (Srivastava et al. 2014); ReLU activation in both convolutional and fully connected layers (Nair & Hinton 2010); and a final layer dense layer comprising a single

\(^7\) https://www.tensorflow.org
neuron with sigmoid activation. The models were optimized using a binary cross-entropy loss function and the Adadelta optimization algorithm (Zeiler 2012) with initial learning rate 0.1. The learning rate was reduced by a factor of 0.1 if the validation loss did not improve by at least 0.0001 within a 10-e epoch patience. Early-stopping of training also used a 0.0001 validation loss tolerance but 25-e epoch patience. An interesting result of our hyper-parameter exploration experiments is that models using ReLU activations in the convolution layers, which strictly produce positive values, provided the best accuracy for the velocity data set in which the data ranges from $\sim 0$ to 1. Other activation functions tested were tanh and Leaky ReLU (Maas et al. 2013).

For the combined photometry and kinematic data model, we tested two broad architectures: multi-channel and multi-input. In the multi-channel case, the photometry and kinematics are provided to CNNs similar to the separate photometry and kinematics CNNs but as two-channel input, in the same way as multi-colour data is provided. In the multi-input case, the photometry and kinematics each have a separate feature extraction branch as illustrated in Figure 4. The extracted features from each branch are then flattened and concatenated for the dense component. After experiments with both architectures, we settled on the multi-input model shown in Figure 4 which consistently yielded superior post-merger sample completeness and purity for both AlexNet and ResNet-V2 architectures.

Figure 4. Generalized convolutional neural network architectures used to classify TNG100 post-merger galaxies and examine the relative utility of photometric data, kinematic data, and combined photometry and kinematic data as input. In the case of AlexNet architectures, each convolution layer may comprise the filter (weight), activation, pooling, and batch normalization sub-layers. In the case of ResNet-V2 architectures, each convolution layer (technically, stage) comprises a set of residual blocks as shown in Table 1 in He et al. (2015) – which each contain multiple batch normalization, activation, and weight sub-layers as well as the skip connections across these blocks. For the single-input photometry and kinematic models, the features extracted from the final convolution layer are flattened and connected to the dense layers for classification. For the multi-input combined model, the feature arrays from the separate photometry and kinematic branches are concatenated for classification.

Table 1. Single-input ResNet-V2 architectures used in our classification analysis. The formula for the model architectures is identical to those presented in He et al. (2016) for models with more than 50 layers but typically with reduced numbers of residual blocks in stages Conv2-Conv5. The combined photometry and kinematics ResNet-V2 models comprise two branches, each including all blocks from Conv1 to Conv5. The feature arrays resulting from each branch are concatenated into a single feature array of length 4, 096 and connected to the dense layer as illustrated in Figure 4.

| Layer Name | Output Size | ResNet26-V2 | ResNet38-V2 |
|------------|-------------|-------------|-------------|
| Conv1      | 56 x 56     | 7 x 7, 64, Stride 2 | 3 x 3 Max Pool, Stride 2 |
| Conv2_x    | 56 x 56     | 1 x 1, 64, 3 x 3, 64 x 2, 1 x 1, 256 | 1 x 1, 64, 3 x 3, 64 x 3, 1 x 1, 256 |
| Conv3_x    | 28 x 28     | 1 x 1, 128, 3 x 3, 128 x 2, 1 x 1, 512 | 1 x 1, 128, 3 x 3, 128 x 3, 1 x 1, 512 |
| Conv4_x    | 14 x 14     | 1 x 1, 256, 3 x 3, 256 x 2, 1 x 1, 1024 | 1 x 1, 256, 3 x 3, 256 x 3, 1 x 1, 1024 |
| Conv5_x    | 7 x 7       | 1 x 1, 512, 3 x 3, 512 x 2, 1 x 1, 2048 | 1 x 1, 512, 3 x 3, 512 x 3, 1 x 1, 2048 |

2.3.2 ResNet-V2 architectures

The schematic CNNs illustrated in Figure 4 also generalize to the ResNet-V2 architectures. For ResNets, each convolution layer (technically, stages for ResNets) in Figure 4 comprises a series of residual blocks which each necessarily contain multiple batch normalization, activation, and weight sub-layers as well as the skip connections across each block. We build 26-layer and 38-layer ResNet-V2 architectures which include 1 x 1 bottleneck convolution layers in each residual block for consistency with the deeper models presented in He et al. (2016). Table 1 outlines the ResNet26-V2 and ResNet38-V2 model architectures we built. Other than the number of residual blocks in stages Conv2-Conv5, all other aspects of the models (e.g. batch normalization layers, activations, shortcut connections) are identical to the models presented in He et al. (2016) with depths $\geq$ 50.

Our hyper-parameter search for the ResNet-V2 models was considerably smaller than for the AlexNet models. Nonetheless we searched over initial learning rates in $[0.005, 0.01, 0.05, 0.1]$ and batch sizes $[16, 32, 64, 96, 128]$. The ResNet-V2 models had peak performance with batch sizes 32 and initial learning rates 0.1 for all data sets. Similar to the AlexNet models, improvement to the validation loss is monitored to reduce learning rates (by factors of 0.1 to minimum $10^{-5}$) and to stop training with learning rate reduction and early-stopping patiences of 25 and 50, respectively. The combined photometry and kinematics models have separate feature extraction branches for each data set and feature arrays are concatenated ahead of a final, single-neuron dense layer with sigmoid activation.

Models were trained on single NVIDIA Tesla P100 (12 GB memory) or V100 (32 GB) GPUs. All AlexNet models were trained on the P100 GPUs with 6 cores along with the single-input ResNet26-
V2 models. Multi-input ResNet26-V2 models and all ResNet38-V2 models were trained on V100 GPUs with 8 cores. Training times correspondingly varied. Typical training times for single(multi)-input AlexNet, ResNet26-V2, and ResNet38-V2 models were 40 mins (1 hour), 4 hours (7 hours), and 6 hours (10 hours), respectively.

3 RESULTS

Figure 5 shows the results of our best-fitting models on their corresponding test data. The lower panel of Figure 5 shows the ensemble average completenesses, purities, and $F_1$ scores of each CNN architecture for each data set as colour-coded bars with upward, downward, and no hatch marks, respectively. Completeness is defined as the retention fraction of true post-mergers, $TP/(TP + FN)$, and the (balanced) purity is defined as the fraction of correctly classified post-mergers among all galaxies classified as post-mergers, $TP/(TP + FP)$, where $TP$, $FP$, and $FN$ are the numbers of true positives, false positives, and false negatives. $F_1$ is the harmonic mean of completeness and purity and is calculated as $F_1 = TP/(TP + 0.5(FP + FN))$. The ensemble averages for each model-data combination are computed from the test results of 11 models (1 fiducial and 10 additional models) trained using the same model architecture and data type but different random data partitioning and model weight initialization seeds to capture stochasticity. The ensemble quantities shown in the bottom panel of Figure 5 are also tabulated in the upper half of Table 2 with corresponding standard errors for each average. We emphasize that these are estimates using a balanced test set. Therefore, while the completenesses shown here are valid estimators of $P(+|\text{Merger})$ from Figure 1, the purities do not account for the natural imbalance of post-merger and non-postmerger galaxies and apply strictly to our balanced test data set.

The bottom panel of Figure 5 provides the colour-coding of each model and data set to the lines in the upper three panels – which show the results for a single fiducial model for each model-data combination. The test data for each fiducial model (as well as training and validation data) comprises the same set of galaxies and all corresponding lines of sight for each of the photometry, kinematics, and combined data sets, as stated in Section 2.3. We emphasize that the fiducial models are not necessarily the highest-performing models from each ensemble for some metric. The fiducial models are simply models for which the partitioning of galaxies into training, validation, and test data was strictly identical – such that all test galaxies have classification by every model type and every data set for comparison. The top panel of Figure 5 shows the relation between completenesses and false positive rates as well as the area-under-curve (AUC) score for each fiducial model and corresponding data set. The second panel shows the purities and completenesses and the corresponding purity/recall AUC scores. The third panel shows a reliability diagnostic for the merger probabilities – which measures the fraction of post-mergers (positive fraction) in bins of the post-merger probabilities assigned by the model, $P(\text{Post-merger})$. A model with well-calibrated probabilities will have a linearly declining fraction of post-mergers in each probability bin. The fiducial model metrics are tabulated in the lower half of Table 2.

3.1 Sensitivity to the choice of CNN architecture

We first consider differences between model architectures for a given data set – taking the photometry data set as qualitatively representative of the other two datasets (middle three bars in the bottom panel of Figure 5). Of the architectures considered, the AlexNet models...
performs most poorly on the photometry data set (as well as all other data sets). Its ensemble completeness, $F_1$ score, and purity are $(89.3 \pm 0.2, 88.9 \pm 0.2, 88.5 \pm 0.4)$ for the photometry data set. These results are comparable to those reported in Bickley et al. (2021) and Ferreira et al. (2020) with similar image-based data sets and AlexNet models. The deeper ResNet models perform markedly better on the photometric data by over 2% in every metric – indicating that the simpler AlexNet architectures are limiting the peak performance of merger classification CNNs used thus far in the literature.

A further point worth noting is that the AlexNet models used by Bickley et al. (2021) and Ferreira et al. (2020) were crucially trained and evaluated on synthetic images with survey-realism (e.g. Bottrell et al. 2019b): careful insertion into high-quality images from the Canada France Imaging Survey (Ibata et al. 2017, CFIS) in the case of Bickley et al. (2021) and the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (Grogin et al. 2011; Koekemoer et al. 2011, CANDELS) in the case of Ferreira et al. (2020). Incorporating realistic observational features and properties (real skies, resolution considerations, processing artifacts, and neighbouring sources) into synthetic training images is essential to a trained model’s generalizability to other real/realistic data (Bottrell et al. 2019b; see also Ćiprijanović et al. 2021b). Our models are trained on idealized imaging and kinematic data and are therefore not suitable for application to data which contain these observational nuisances. However, because our models are trained and evaluated on synthetic data which do not include realism, the evaluation metrics reported in Table 2 can be interpreted as upper limits to the evaluation metrics for models of similar architecture that are trained and evaluated on synthetic data which do include realism (i.e. the upper limits in which all observational limitations/nuisances could be perfectly removed from real/realistic data). Nonetheless, the performance metrics of Bickley et al. (2021) for survey-realistic synthetic CFIS images are similar to those presented here for idealized synthetic images using the same post-merger sample and control matching scheme. This similarity shows that our theoretical upper limits can be closely approximated by models that are trained and evaluated on realism-added images provided that the data are sufficiently high-quality.

Lastly, the improved results obtained with our deeper ResNet models show that the model architecture may be a remaining factor in limiting the performances of the above-mentioned and other present merger classification models using more conventional AlexNet architectures. The ensemble (fiducial) $F_1$ scores of the ResNet26-V2 and ResNet38-V2 models for the photometry data sets are $92.7 \pm 0.2$ (93.4%) and 92.8\% (93.5%), respectively and the corresponding completeness and purities vary stochastically about these harmonic means. We interpret the consistency between these two depths as having reached converged performance with ResNet-V2 model architectures with this data set. The results for the photometry data set are qualitatively the same in the kinematics and combined data sets. Improved performances may still be gleaned by even more powerful models such as present state-of-the-art Vision Transformers (Dosovitskiy et al. 2020; Zhai et al. 2021, ViTs). In the sections that follow, we take the ResNet26-V2 architecture as our final, fiducial model architecture for analysis.

### 3.2 Utility of stellar kinematics and photometry

The ensemble metrics in the bottom panel of Figure 5 show that, when considered separately, stellar kinematic data have less overall utility for identifying post-merger galaxies than imaging data. Although the third panel of Figure 5 shows that the probabilities from the fiducial kinematic models are as well-calibrated as the photometry models, all other panels show decreased performance metrics for models using the kinematic data compared to photometry (AUC, AUC-PR, completeness, $F_1$ score, purity). Each photometry model has an ensemble $F_1$ score that is at least 1.4% higher than the corresponding model’s score on the kinematics data set. In particular, the ensemble $F_1$ scores for the ResNet26-V2 and ResNet38-V2 models using photometric data are each 3.5% higher than their counterparts using kinematic data. However, it is notable that these simple, normalized stellar velocity maps yield performances comparable to photometry – particularly because the normalizations we employed do not allow the models to exploit the relative degree of rotation.

Figure 6 shows photometry and kinematic mosaics for randomly-selected test set controls (four left columns) and post-mergers (four right columns) that are either classified as controls (four upper rows) or post-mergers (four lower rows) by the fiducial models. As such, the upper left, upper right, lower left, and lower right quadrants each
Figure 6. Randomly selected photometry and kinematic maps for galaxies from the test data set whose outcomes were true negative (upper left quadrants in each panel), false negative (upper right quadrants), false positive (lower left quadrants), and true positive (lower right quadrants) when classified by the ResNet26-V2 photometry model (left panel) and kinematic model (right panel). Unlike Figure 3, the photometry and kinematic maps do not correspond to each other. Other examples showing the agreement/disagreement between photometric and kinematic models are shown in Figure A2. On-line version only: Each map’s post-merger probability from the corresponding model is shown in the lower left.

Figure 7. Sensitivities of post-merger classifications to 3D nearest neighbour distance (left), galaxy gas fraction (middle), and merger mass ratio (right). Histograms in the upper panels show the test-set distributions of post-mergers and controls in each parameter. The large hatched bin in the $R_1$ panel (middle) is for galaxies for which no $M_\star \leq 0.1 M_\star$ neighbour was found within 2 Mpc. Lower panels show the completenesses and purities of post-merger identification with the kinematic, photometric, and combined ResNet26-V2 models. For mass ratios, only post-mergers are shown and the purity panel is replaced with miss rate. Standard errors for the purities and completenesses in each bin are propagated from binomial classification statistics. The corresponding error bars are shown for all bins but are often smaller than the markers themselves.

show 16 randomly selected true negatives, false negatives, false positives, and true positives, respectively. In both the photometry and kinematic maps, the true negative samples (correctly classified controls) are visibly less disturbed than false positives, false negatives, and true positives, on average. The majority of the true negative kinematic maps exhibit ordered, axisymmetric rotation. Meanwhile, the true positives (correctly classified post-mergers) predominantly exhibit visually asymmetric morphologies and kinematics. However, the false positive and false negative maps in each panel reveal the problematic degree of visual overlap between the features spaces of controls and post-mergers. In the sections which follow, we explore this shared feature space and its sensitivity to 3D nearest neighbour.
distance, \( R_1 \), galaxy gas fraction, \( f_{\text{gas}} = M_{\text{gas}}/(M_{\text{gas}} + M_*), \) and merger mass ratio, \( \mu \) – which specifically pertains to post-mergers (i.e. true positives and false negatives) in order to explore whether misclassifications occur in a certain parameter space for the photometry, kinematics, and combined-input models.

3.2.1 Sensitivity to the proximity of the nearest companion

The upper right and lower left quadrants of the photometry and kinematic panels in Figure 6 show false negatives contributing to the incompletenesses of the models and false positives contributing to impurity, respectively. The false negatives contain many merger remnants which are themselves involved in secondary interactions. Similarly, the false positives contain many controls that are currently interacting with companions. In both cases, the classifications are confused by the on-going interactions with companions. In the case of the false positives, the interaction between controls and their companions yield morphological and kinematic features which overlap with post-mergers. Similarly, the interactions with companions for the false negatives yields reduced \( P(\text{PM}) \) because of our enforcement of \( R_1 \) matching between post-mergers and controls – which guarantees that companions should be as frequent in the control sample as the post-merger sample.

The left panel of Figure 7 quantitatively illustrates the role of companions in driving incompleteness and impurity in post-merger selection for the kinematics, photometry, and combined models. As described in Section 2.2 on control matching, \( R_1 \) is the 3D distance between the target galaxy and the nearest neighbouring galaxy whose stellar mass is at least a tenth of that of the target. At \( R_1 \leq 10 \) kpc, the completenesses of all models are high and all true post-mergers are correctly classified. Meanwhile, the corresponding contamination due to the presence of companions at close proximity yields very low purities for all models: photometry, kinematics, and combined. The purity reaches 50% in the lowest \( R_1 \) bin – at which point the classification reliability for controls is no better than a coin-flip. However, the upper histogram of \( R_1 \) in the TNG100-1 post-merger and control sample shows that such cases are rare. The purity climbs rapidly with increasing \( R_1 \) in all models. These results, now considering stellar kinematics and combined models, are qualitatively consistent with the results of (Bickley et al. 2021) who showed that the fraction of correctly classified controls climbs from 0% at \( R_1 = 2 \) kpc to \( \sim 50\% \) at 10 kpc and plateaus at 90% around 100 kpc.

Despite high completeness in \( R_1 < 10 \) kpc and beyond 40 kpc, the left panel of Figure 7 shows that the models all exhibit dips in completeness specifically between 10 − 40 kpc. The dips in this regime are commensurate with strong variations in the purities of the models as well as reduced galaxy counts. The variation between models are the result of trade-offs between completeness and purity. For example, the kinematic model’s completeness has the least sensitivity to \( R_1 \) in this regime but its purity has the greatest sensitivity. On the other hand, the photometry model’s completeness is most reduced but its purity is greatest. The challenge that is particular to \( R_1 < 40 \) kpc is that both post-mergers and controls include on-going interactions and fly-bys with companions in this regime. Observationally, there is a clear statistical enhancement of asymmetric morphological structure in galaxies with close physical companions compared to matched controls without companions (e.g. De Propris et al. 2007; Ellison et al. 2010; Casteeels et al. 2013; Patton et al. 2016). In particular, Patton et al. (2016) specifically show that the enhancement in images is statistically significant at \( r_P < 40 \) kpc, where \( r_P \) is the projected separation to the nearest spectroscopic companion. As \( R_1 \) decreases further (below 10 kpc), the purities continue to drop as controls increasingly resemble post-mergers, on average. Meanwhile, the completeness increases as all galaxies, control or post-merger, are indiscriminately given post-merger status by the models. In summary, in the pursuit of a pure post-merger sample, the addition of kinematic data is not helpful in removing contaminating companions from imaging data.

3.2.2 Sensitivity to the galaxy gas fractions

Theoretical work has shown that the structures and kinematics of galaxy merger remnants and the longevity of merger-triggered features are sensitive to the merger gas content (e.g. Boylan-Kolchin et al. 2005; Bournaud et al. 2005b; Cox et al. 2006; Robertson et al. 2006; Lotz et al. 2010b). The middle panel of Figure 7 shows the sensitivity of model metrics to gas fraction. The completenesses and purities of the models are less sensitive to gas fractions than to \( R_1 \) but nevertheless increase steadily as gas fractions increase, on average. At \( f_{\text{gas}} = 0.4 \), model metrics become more sporadic, commensurate with small numbers of galaxy samples in this regime. However, galaxies with such high gas fractions are also expected to have irregular morphologies and disturbed kinematics that are unrelated to their merger histories (e.g. Elmegreen et al. 2007; Dekel et al. 2009; Bournaud et al. 2011a). This may also play a role in the confused behaviour of the models at high gas fractions. Nevertheless, the increasing trend for all models further establishes the sensitivity of merger-triggered features to the gas content in galaxies. The combined model predominantly tracks whichever of the photometry and kinematic does best in each gas fraction bin.

The photometry model has consistently higher purity than the stellar kinematic model for \( f_{\text{gas}} < 0.3 \). However, the completeness of the kinematic model tracks the photometric model very tightly for \( f_{\text{gas}} > 0.1 \). The key difference is at gas fractions \( f_{\text{gas}} < 0.1 \), where there is a \( \sim 5\% \) gap separating the two single-dataset models in a regime containing a very large fraction of the sample. Because our “photometric” images are simple surface density maps, our models cannot exploit global or local variations in colour or mass-to-light ratios from young stellar populations and active star-forming regions. As pointed out in Bottrell et al. (2019b), such insensitivity is most likely desirable – as selection on colours or central starbursts limits the capacity in which resulting merger samples can be used in non-self-fulfilling experiments. In this study, however, we can only highlight that superior performance for photometry compared to kinematics is not due to exploitation of these higher-order correlations in the images.

3.2.3 Sensitivity to progenitor mass ratios

The degree of morphological and dynamical transformation (including the longevity of transient features) triggered in galaxy merger remnants is sensitive to the mass ratio of the progenitors (e.g. Naab & Burkert 2003; Bournaud et al. 2005a; Lotz et al. 2010a). The right panel of Figure 7 shows the sensitivity of post-merger classification metrics to the post-merger progenitor mass ratios. Only post-merger galaxies are considered here, so the purity is replaced with the miss rate – which is the fraction of true post-mergers erroneously classified as controls and therefore the complement to completeness. All models have poor completeness for \( 0.1 \leq \mu < 0.2 \), our most minor mass ratio bin. The kinematic completeness is poorest compared to photometry in this regime. However, it is notable that the combined model yields improved completeness compared to photometry (\( \sim 4\% \)). The kinematics therefore offer information that is comple-
therefore define them as having $\mu > 0.9$. Models which focus on identifying major mergers (and other processes) based on photometry or kinematics are intrinsically sensitive to the mass ratio. This result illustrates how the performance of a merger classification model is dependent on the mass ratio, with high completeness for $\mu < 0.6$ and low completeness for $\mu > 0.9$. As such, all models have consistently higher completeness in the regime $0.2 \leq \mu < 0.6$ than their corresponding ensemble completenesses shown in Figure 5 and Table 2. The photometry and combined models each average 97% the kinematics average 94% in this regime. This result illustrates how the performance of a merger classification model based on photometry or kinematics is intrinsically sensitive to the merger definition – in particular, whether minor mergers are considered. Models which focus on identifying major mergers (and therefore define the mergers as having $\mu > 0.2$, for example) may see a large overall boost in the completeness with which such galaxies are retained. However, as illustrated in the upper panel, stricter definitions of mergers based on mass ratios will greatly reduce the merger sample size and, consequently, the prior for the intrinsic merger fraction, $P(\text{Merger})$, whose role in merger sample purity is shown in Figure 1. At higher mass ratios, $\mu > 0.6$, the models decline in completeness – with the exception of the kinematic model which temporarily rises in $0.6 \leq \mu < 0.9$ then declines in the highest mass ratio bin. This trend is unexpected given that the highest mass ratio mergers should have the most heavily disrupted remnants. The small number of calibration galaxies in this regime may be partially responsible for this behaviour. For example, there are only 3 erroneous classifications at $\mu > 0.9$ out of a total of 16 galaxies for the photometry model. Ultimately, the decrease in completeness at high-$\mu$ with the fiducial ResNet26-V2 models is hard to reconcile without visual inspection.

Figure 8 shows nine randomly selected examples of post-mergers erroneously classified as controls by the ResNet26-V2 photometry model with progenitor mass ratios $\mu > 0.7$. Incidentally, all three of the $\mu > 0.9$ misclassified post-mergers are shown. Each such galaxy (or more frequently, system) is an exceptional circumstance. The majority of the images show ongoing mergers between a post-merger remnant and an additional galaxy. These interactions also satisfy the $\mu > 0.1$ criterion required for the $R_1$ parameter to be allocated to the additional galaxy. The left panel of Figure 7 showed the high sensitivity of classification performance in the $0 \leq R_1 \leq 40$ kpc range, in particular. Therefore, the decreased performances at high mass ratios are largely ascribed to a few exceptional circumstances that, when considering the small number of galaxies in this regime, each drive large changes in completeness. Using the ensembles of models trained with different partition and model initialization seeds, we confirm that the stochasticity in mass ratio completeness is generally high in the $\mu > 0.9$ regime and is not particular to any model architecture or data set.

### 3.3 Sensitivity to post-coalescence time, $T_{\text{PM}}$

The observability timescale for galaxy mergers and merger remnants is used to compute galaxy merger rates. Various formalisms for computing the galaxy merger rate exist (e.g. Bluck et al. 2009; Lotz et al. 2011; Casteels et al. 2014; Duncan et al. 2019; Ferreira et al. 2020; Whitney et al. 2021). Since no observational limitations are considered in this work, we do not estimate an ensemble observability timescale for post-merger galaxies – which must be tuned to specific surveys due to the high sensitivity of merger identification to surface brightness and resolution conditions (e.g. Lotz et al. 2008; Bottrell et al. 2019a,b). Instead, we examine the theoretical limits to which photometry and stellar kinematics can be used to distinguish post-mergers and controls in idealized data sets as a function of time since coalescence, $T_{\text{PM}}$.

To investigate the sensitivity of model performance to $T_{\text{PM}}$, we use the same best-fitting models described in the previous sections. These models are applied to a separate test data set comprising all galaxies from TNG100-1 that satisfy the same cuts for post-mergers outlined in Section 2.2 but no restrictions on $T_{\text{PM}}$. The resulting sample comprises a total of 78,584 galaxies with stellar masses $\log(M_*/M_\odot) \geq 10$ and redshifts $z \leq 1$ that are the descendants of a merger whose progenitors have stellar mass ratios $\mu > 0.1$. As such, all 78,584 galaxies are now considered merger remnants for the purpose of assessing classification performance sensitivity to the time since the merger, $T_{\text{PM}}$. As before, the stellar kinematics and photometry of each such galaxy is observed in four line-of-sight orientations for a total of 314,336 photometric and kinematic maps, each.

#### 3.3.1 Completeness as a function of post-coalescence time

The upper left panel of Figure 9 shows the distribution of $T_{\text{PM}}$ for all 78,584 galaxies in the data set. However, the $2,332 \times 2 \times (70\% + 15\%) = 1,982$ post-merger and matched control galaxies which belonged to the models’ training and validation partitions are omitted from the performance analysis in all other panels. Immediate post-mergers with $T_{\text{PM}} = 0$ (test galaxies from previous sections) are allocated to $T_{\text{PM}} \leq 0$ bins in Figure 9. The middle-left panel shows the ensemble completenesses (positive fraction) of “post-merger” galaxies in bins of $T_{\text{PM}}$ for the kinematic, photometry, and combined models. The lower-left panel shows the miss-rate (negative fraction). Completeness drops rapidly with $T_{\text{PM}}$. By $T_{\text{PM}} = 0.5$ Gyr, the $T_{\text{PM}} = 0$ Gyr completeness drops by $\sim 30\%$ with no changes in advantage between the photometry or kinematic models. The interpretation of this result is that these $30\%$ of merger-remnants are no
longer distinguishable from control galaxies whose $T_{PM} > 2$ Gyr by definition. By $T_{PM} = 1$ Gyr, the model completenesses drop to ~30% and the stellar kinematic data become most useful. The slightly higher utility of stellar kinematic data persists for the remaining range in $T_{PM}$, albeit with very limited overall completeness. This improved utility of stellar kinematics at high $T_{PM}$ is qualitatively consistent with the results of Hung et al. (2016) and Nevin et al. (2021) in disc galaxy merger simulations with observational realism. However, the degree of improved utility is here shown to be very limited when considering a representative galaxy population – even with idealized data. We discuss the roles of observational limitations and sample generalizability in Sections 4.1 and 4.2.

By $T_{PM} = 2$ Gyr, the completenesses drop to ~10%. Since the control sample used to calibrate the model has $T_{PM} > 2$ Gyr by definition, all galaxies with $T_{PM} > 2$ Gyr should technically fall into the control category in the eyes of the models. However, some galaxies are classified as post-mergers all the way to $T_{PM} = 10$ Gyr. Statistically, the origin of the apparent persistence of post-merger features out to high $T_{PM}$ is due to the non-zero false-positive-rates of the models, $P(\text{+Post-merger})$, which is the basis for impurity. The false-positive-rates for the ResNet26-V2 kinematic, photometric, and combined models were (11.4%, 6.5%, 6.5%), respectively. Therefore, while some post-merger galaxies may exhibit features which distinguish them from controls to high $T_{PM}$, the contribution of contamination in this range from galaxies with irregular morphologies and kinematics whose origins are unrelated to the merger is statistically dominant.

### 3.3.2 Preferences on mass ratios and gas fractions

Certain merger scenarios may be more likely to produce persistent morphological and stellar kinematic features. Two merger parameters which may be related to the longevity of merger-triggered features are the gas fractions and mass ratios of the mergers. The right panels of Figure 9 show the ratios of the ensemble average gas fractions, $\langle f_{\text{gas}} \rangle$, and mass ratios, $\langle \mu \rangle$, of correctly (+) and incorrectly (−) classified post-merger galaxies in each $T_{PM}$ bin (true positives and false negatives, respectively). The middle-right panel shows that the stellar kinematic model is more likely to assign post-merger status to $T_{PM} = 0$ Gyr galaxies originating from high mass ratio progenitors. The photometric model is less sensitive to mass ratio and the combined model even less so – reflecting results shown in Figure 7. All models exhibit similar sensitivity to mass ratio in the $0 < T_{PM} \leq 1$ Gyr range. Afterward, positively and negatively classified galaxies exhibit no ensemble differences in mass ratio and differences between models are small apart from noisy behaviour at $T_{PM} > 8$ Gyr.

As in Section 3.2, the gas fractions here are the current gas fractions. This choice was made so that two effects could be explored: (1) the potential persistence of features due to high gas fractions at low-$T_{PM}$ and (2) potential biases for galaxies with high gas fractions and high-$T_{PM}$. The middle-right panel of Figure 9 shows that the

---

9 A possible concern with this choice is that high $T_{PM}$ merger descendants might have reduced gas fractions relative to their progenitors due to accelerated conversion of gas into stars in the post-merger stage or as a result of feedback-driven outflows (e.g. Cox et al. 2008; Hani et al. 2020; Díaz-
ensemble of post-mergers correctly classified by their stellar kinematics have 34% higher gas fractions than post-mergers incorrectly classified as controls at $T_{PM} = 0$ Gyr. This bias is manifested in the poor completeness and purity of the stellar kinematic model with respect to photometry at gas fractions $f_{gas} < 0.3$ in Figure 7. This bias in the stellar kinematic is broadly uniform to high $T_{PM}$. Meanwhile, the photometric model initially exhibits no preference on gas fraction, but has a steadily increasing preference with increasing $T_{PM}$. High-$T_{PM}$ galaxies have quiescent merger histories (apart from $\mu < 0.1$ mergers which are neglected). Among galaxies whose $T_{PM}$ are large, an increased preference for galaxies with high gas fractions is commensurate with increased incidence of asymmetric and/or clumpy structures observed in galaxies with high-gas fractions in the local Universe and at high-redshift (e.g. Elmegreen et al. 2007; Overzier et al. 2010; Garland et al. 2015; Guo et al. 2015; Simons et al. 2019) – which are easily visually confused with merger-triggered morphologies.

4 DISCUSSION

In this section, we discuss caveats and consider our results in the context of other works assessing the utility of stellar kinematic data for merger/post-merger identification.

4.1 The effect of observational limitations on the performance gap between photometry and kinematics

We have considered the theoretical utility of photometry, kinematics, and combined data for identifying post-merger galaxies using idealized data sets. Specifically, we have shown that the idealized stellar kinematic information is less useful in predicting post-merger status than idealized photometry and only rarely offers advantages when combined with photometry. The gap between the performances of kinematics and photometry is expected to be greatly broadened when considering instrumental limitations – which disproportionately degrades the stellar kinematic information relative to photometry. State-of-the-art highly multiplexed IFS surveys providing stellar kinematics for $\sim 10^3$ to $10^4$ galaxies such as MaNGA Bundy et al. 2015, CALIFA (Sánchez et al. 2012), SAMI (Croom et al. 2012), and future IFS surveys such as HECTOR (Bryant et al. 2018) have effective spatial resolution $\sim 2'' - 2.5''$ after reconstructing observations from individual fibres. Additional limitations compared to our idealized map comparison are the observational footprints (fields of view, FoV) of the IFUs used in these surveys – which are limited to $\sim 1 - 3 R_e$ compared to the $\sim 10 R_e$ we consider, where $R_e$ is the radius enclosing 50% of the optical light in a photometric bandpass.

McElroy et al. (in prep) specifically examine the role of field-of-view in distinguishing isolated, pair, and post-merger galaxies using line-of-sight stellar kinematics derived a suite of 27 binary merger simulations covering a large range of orbital configurations at fixed mass ratio, $\mu = 0.4$ (Moreno et al. 2019). McElroy et al. (in prep) degrade and crop maps to fields-of-view commensurate with the SAMI and HECTOR fibre-based IFUs and the Multi-Unit Spectroscopic Explorer (Bacon et al. 2010, MUSE) observational footprints at $z = 0.4$ – roughly the median redshift of the SAMI survey galaxy sample (Bryant et al. 2015). Kinematic asymmetries are extracted from the resulting maps using Kinemetry (Krajnović et al. 2006). They specifically show that the utility of the stellar kinematic data degrades significantly with the size of the observational footprint – obtaining 98%, 82%, and 50% completenesses for post-mergers in MUSE, HECTOR, and SAMI fields of view, respectively.

Meanwhile, top-tier wide-field optical imaging surveys such as CFIS (Ibata et al. 2017) and the Hyper Suprime-Cam Subaru Strategic Program (Aihara et al. 2018, HSC-SSP) have (1) galaxy counts that outnumber IFS surveys by orders of magnitude and (2) sufficient depth and spatial resolution that they negligibly degrade post-merger classification performance in the local Universe out to at least $z \leq 0.3$ (Bickley et al. 2021). Indeed, our AlexNet results with idealized photometry do not differ greatly from those of Bickley et al. (2021) – who used a similar CNN and the same post-merger sample inserted into real CFIS tiles out to $z = 0.3$ using an extension of the RealSim survey-realism code tailored to the CFIS survey (Ibata et al. 2017).

The commonality between the results from Bickley et al. (2021) in the survey-real images and our own with idealized photometry shows that there is no particular performance degradation that arises from observational considerations in such high-quality images (such as sky brightness, atmospheric blurring, and crowding by neighbouring sources in projection).

In short, the already poorer performance of the idealized kinematic models with respect to photometry is only going to be degraded further when the spatial resolution, spectral resolution, and footprint sizes of IFS instruments are factored in. In other words, current and forthcoming IFS surveys are not going to the be magic bullet for identifying mergers.

4.2 Reconciling our results with models calibrated on disc galaxy merger simulations

While our results for idealized synthetic TNG100 galaxies show that the kinematic data has limited utility for identifying post-mergers compared to images, conflicting results are demonstrated in analyses using realistic synthetic imaging and kinematic maps for disc merger simulations – which show that the kinematics can play a much more important role in the identification of recent post-mergers.

Nevin et al. (2021) go to great lengths to make highly realistic synthetic stellar kinematic and imaging observations using a separate suite of five binary merger simulations covering a range of mass ratios on a fixed orbit (Blecha et al. 2018). Specifically, Nevin et al. (2021) produce MaNGA-like maps that include dusty kinematic radiative transfer from sunrise: Jonsson 2006; Jonsson et al. 2010 and stellar LOSVD inference from corresponding synthetic spectra. From these realistic maps, they show that estimators derived from the stellar kinematic data (including both velocity and velocity dispersion maps) were generally less useful than non-parametric morphological parameters derived from images for the two more minor mergers they consider, $\mu = (0.1, 0.2)$, in agreement with our results. However, for their three major mergers ($\mu \geq 0.33$ in their definition), Nevin et al. (2021) find that omitting the stellar kinematic information from their

11 http://www.davor.krajnovic.org/software/index.html
photometry+kinematic combined analysis suppresses their accuracies, completenesses, and F1-scores of their models by 20 – 50% – meaning that some these kinematic parameters may indeed be the dominant predictors for major merger status. This contrasts with our results where we find that photometry works just as well by itself as when the kinematics are included.

The apparent conflict between our results and Nevin et al. (2021) may be due to differences in the merger and control samples used in our analyses. Specifically, Nevin et al. (2021) highlight that the importance of kinematic data for major merger detection may be artificially inflated in their analysis by the scope of scenarios covered in their merger suite. The suite of simulations used to calibrate their models are mergers between disc-dominated morphologies (e.g. as in Lotz et al. 2008; Hung et al. 2016; Nevin et al. 2019; Bottrell et al. 2019b; McElroy et al. in prep). In each of these studies, transformation of dynamically cool, disc-dominated progenitors to lower-spin, dynamically heated remnants with more prominent stellar bulges is generally expected in most merger configurations (Toomre 1977; Negroponte & White 1983; Hopkins et al. 2008; Taranu et al. 2013; Naab et al. 2014; Martin et al. 2018). However, dispersion-supported stellar bulges and elliptical morphologies are dynamically stable configurations and not unique to recent merger remnants (see Wyse et al. 1997; Binney & Tremaine 2008; Falcón-Barroso 2016; Graham 2016 for reviews). The consequence is that morphological and dynamical properties can be exploited to distinguish progenitor and remnant galaxies within disc merger suites that do not transfer to merger identification in a heterogeneous population of galaxies and merger scenarios.

In particular, Nevin et al. (2021) found that the most useful kinematic parameters for distinguishing mergers and non-mergers in their MaNGA synthetic kinematic maps track the spin-down of angular momentum and the growth of a higher-velocity dispersion component ($\lambda_R$, Emsellem et al. 2007, and the mean, variance, and kurtosis of the velocity dispersion maps). We consider this result to be analogous to the results from Bottrell et al. (2019b) that also showed artificially little morphological confusion between remnants and progenitors of 23 disc galaxy mergers with their CNNs – even in images that included detailed realism. While we do not incorporate any observational effects in our maps in this work, we draw our galaxy and merger-remnant populations from a morphologically and dynamically heterogeneous and diverse galaxy sample (Rodriguez-Gomez et al. 2019; Tacchella et al. 2019; Huertas-Company et al. 2019; Du et al. 2020). Therefore, our analysis provides a theoretical performance limit to the identification of post-merger galaxies using photometry and kinematics with and for a representative galaxy population (albeit, allowing for potential improvements from more sophisticated classification models). This difference rationalizes the more minor performance improvement when incorporating kinematic information into our models.

4.3 Outlook for merger detection in representative and heterogeneous galaxy samples

We have shown that even idealized stellar kinematic data has limited utility in improving merger selection in representative galaxy samples. We have also shown that deep, highly non-linear models such as the CNNs employed here can be used to obtain completenesses in excess of 90% for post-merger classification. However, the major hurdle to obtaining pure and complete merger samples from a heterogeneous galaxy population is the purity – particularly considering the intrinsic class imbalance between post-mergers and non-post-mergers in the real Universe as illustrated in Figure 10. Coloured lines in Figure 10 show the expected posterior purities of post-merger samples obtained by our fiducial photometry, kinematic, and combined models, $P(\text{PM}|+)$, for a range of priors for the intrinsic post-merger fractions, $P(\text{PM})$, using Equation 1. For reference, at $P(\text{PM}) = 0.5$, the posterior purities are the same as those shown in Table 2 for these models. The expected posterior purity declines rapidly with decreasing intrinsic post-merger fraction. The purities expected from the combined model do not improve upon those obtained from photometry alone.

The remaining issue when training on a simulated data set is the domain change between simulations and observations – despite efforts to bridge this gap (e.g. Bottrell et al. 2017b,a; Snyder et al. 2019; Huertas-Company et al. 2019; Bottrell et al. 2019b; Nevin et al. 2019; Ferreira et al. 2020; Nevin et al. 2021; Bickley et al. 2021; Ćiprijanović et al. 2021b). However, the remaining questions for the domain change is no longer whether observational effects can be properly accounted for but whether the intrinsic feature space of galaxies is consistent. In particularly promising investigation, Zanisi et al. (2021) use autoregressive deep learning models to quantitatively examine the intrinsic differences in the feature spaces of TNG galaxies and galaxies from the Sloan Digital Sky Survey (SDSS) Legacy Images (Abazajian et al. 2009). Specifically, Zanisi et al. (2021) show there is a high degree of similarity between the observed morpholo-
gies of galaxies in the SDSS and the TNG100 and TNG50 simulations, but also show tensions – particularly in the dearth of quiescent, small and/or compact galaxies in the simulations. Meanwhile, some tensions exist in the stellar kinematic relations of observed and simulated galaxies (e.g. van de Sande et al. 2019). So far, it is unclear the role these differences play when using synthetic observations of galaxies from simulations to calibrate merger classification and characterization models. Nevertheless, the similarities in the detailed structures and dynamics of galaxies in simulations and observations is compelling.

5 CONCLUSIONS

We have characterized the theoretical degree to which galaxy merger remnants (post-mergers) can be distinguished from a heterogeneous population of galaxies using idealized synthetic photometry and stellar kinematic data from the TNG100 cosmological hydrodynamical simulation (Section 2.1.2, Figure 3). We employ several convolutional neural network (CNN) architectures of increasing depth and sophistication to classify post-mergers and non-post-mergers using the synthetic data sets (Section 2.3, Table 1, Figure 4). In particular, we examined the relative and combined performances of photometry and stellar kinematic using single- and multi-input CNNs, respectively, in obtaining complete and pure post-merger samples. We were particularly motivated by whether stellar kinematic data may offer a complementary basis to photometry for post-merger galaxy identification – thus enabling greater post-merger sample purity in overlapping wide-field imaging and highly-multiplexed integral field spectroscopy surveys. Our main results are as follows:

(i) The AlexNet or “vanilla” CNN architecture used ubiquitously in the merger and tidal feature identification literature has poorer performance metrics compared to more sophisticated models such as the ResNet class of CNNs (Section 3.1, Table 2, Figure 5). This reduction in performance is observed in each of the photometry (3.8% decrease in ensemble average F1 score), kinematic (1.7%), and combined (3.4%) data sets. These apparently incremental increases in performance are nonetheless important when considering the role of priors in post-merger sample purities (Figure 1). We show that our ResNet-V2 CNNs have converged results and that increasing depth yields no further improvement in model metrics. However, even more sophisticated CNNs and exciting new models such as Vision Transformers may yet yield even greater performances.

(ii) The utility of stellar kinematics for identifying post-merger galaxies is limited relative to photometry (Section 3.2, Table 2, Figure 5). Using the same model architectures, the photometric model ensemble average F1 scores, the geometric mean of completeness and purity (balanced), are 1.4% (AlexNet), 3.5% (ResNet26-V2), and 3.6% (ResNet38-V2) higher than for the corresponding kinematic models. In particular, we highlight that the idealized stellar kinematic data considered here do not incorporate observational limitations such as observational footprint, atmospheric and instrumental resolution, or line-of-sight-velocity distribution extraction from spectra. Such considerations, which would disproportionately affect the stellar kinematic data compared to imaging, should be expected to further broaden the gap in performance between imaging and kinematics (Section 4.1).

(iii) The utility of stellar kinematics when used in tandem with photometry (combined models) is limited (Section 3.2, Table 2, Figure 5). We show that incorporating the idealized stellar kinematic data in a dual-input model yields changes in ensemble average F1 scores by 3.1% (AlexNet), 0.9% (ResNet26-V2), and 0.7% (ResNet38-V2) compared to photometry. Here again, we discuss the expectations for the disproportionate role of observational limitations on observed stellar kinematic data quality in Section 4.1 and argue that current and forthcoming IFS surveys will not be the magic bullet for merger identification when combined with high-quality imaging surveys. We reconcile the less significant role of stellar kinematics in identifying merger remnants in a heterogeneous galaxy population with the more significant role inferred from disc galaxy merger simulations in Section 4.2.

(iv) All models exhibit high sensitivity to the proximity of a physical companion (as opposed to projected companions; Section 3.2.1, Figure 6, left panel of Figure 7). For mass ratio μ > 0.1 companions at separations R₁ ≤ 40 kpc, all models exhibit large fluctuations in their completeness and purities – commensurate with the difficulty in distinguishing post-merger remnants from on-going mergers and interactions. The models show more minor sensitivities to gas fractions and the mass ratio range we consider (middle and right panels of Figure 7).

(v) Classification performance is highly sensitive to the time since coalescence, T_PM, for post-merger galaxies (Section 3.3.1, Figure 9). For example, by T_PM = (0.5, 1, 2) Gyr, our highest-performance photometry model drops from 93.4% completeness at T_PM = 0 Gyr to (64, 21, 10)% respectively. All models show post-merger selection preferences on higher- mass ratio merger progenitor scenarios for 0 ≤ T_PM ≤ 2 Gyr which disappears at later times. The models also preferentially give post-merger status to galaxies with high gas fractions (Section 3.3.2, Figure 9).

Overall, we find that kinematic information is not expected to improve upon the performances of models which use imaging from deep, wide-field photometric surveys. The prior from the small expected fraction of merging galaxies in the local Universe (based on spectroscopic galaxy pair studies) presents outstanding challenges to obtaining pure and complete merger samples. Our work calls for new approaches to merger and post-merger identification which will overcome or mitigate the role of this prior and contamination in merger samples – one of which we investigate in a forthcoming study.
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APPENDIX A: AGREEMENT BETWEEN PHOTOMETRIC AND KINEMATIC MODELS

Figure 3 showed mosaics of post-mergers and controls classified by the photometric and kinematic models. We now consider cases where these models agree (correctly and incorrectly) or disagree in their classifications, specifically for post-merger galaxies. Figure A1 shows Venn diagrams for the agreement and disagreement between the photometry, kinematic, and combined model classifications for both post-mergers (left) and controls (right) in the test set. The number of galaxies correctly classified by at least one model, \( N_{TP} \) and \( N_{TN} \), and number of galaxies missed by all models, \( N_{FN} \) and \( N_{FP} \), are shown below each panel. While the large majority of galaxies are correctly classified by all models (see also Table 2 and Figure 2), several galaxies yield disagreements.

There is a small and roughly similar number of galaxies for which only one model correctly classifies the galaxy (non-intersecting sectors in Figure A1). Excluding the intersection of all models (central sector of each panel), the most highly-populated sectors of both the post-merger and control Venn diagrams are where the photometric and combined models both correctly classify a galaxy, but the kinematic model incorrectly disagrees (87 and 85 for post-mergers and controls, respectively). In contrast, there are less than half as many cases where both the kinematic and combined models agree correctly, but the photometric model incorrectly disagrees (37 and 24). These results show that while the completeness of the combined model is improved by incorporating the kinematic data alongside photometry, the relative potential for information gain by the combined model from the kinematic data is less than from the photometric data. The intersecting sector with the smallest population for both post-mergers and controls is that for which the photometry and kinematics correctly agree, but the combined model incorrectly disagrees (15 and 17). This result demonstrates the rarity of cases for which the combined model fails to combine photometric and kinematic data which separately would have yielded a correct classification.

Figure A2 shows examples of agreement and disagreement between the photometric and the kinematic models for post-merger galaxies. The decision thresholds for our models is always \( P(PM) = 0.5 \), as justified by the calibration curves shown Figure 5. The upper left quadrant of Figure A2 shows post-merger galaxies for which both models agree on their post-merger status – many of which with a similar degree of confidence, \( P(PM) \). Each case is visually reconcilable from either the photometry or velocity map (with the possible exception of the velocity map in the upper right panel of the quadrant). The lower right quadrant shows examples where the models incorrectly agree in favour of control classifications. Several such galaxies have regular velocity maps and morphologies. Others are more puzzling such as the velocity maps for the upper row of post-mergers in the quadrant. These misclassifications likely owe to the diverse and occasionally irregular morphological and kinematic structures represented in the control sample which do not originate from mergers.

The lower left quadrant shows cases in which incorporating the kinematic information in addition to photometry is expected to be useful for improving post-merger selection completeness. These are cases in which the photometry incorrectly classifies post-mergers as controls but the kinematics make the correct classification. Indeed, many such cases are galaxies with low \( R_1 \) from Figure 3 due to the high sensitivity of model metrics in the \( R_1 < 40 \) range. However, as noted in Section 3.2.1, this higher completeness with the kinematic model is at the expense of reduced purity. The left panel of Figure 5 shows that combining the kinematics and photometry does not yield improved performance over the photometry in this regime. Therefore, the reduced purity in the kinematic model make its utility negligible as a complement to photometry in this \( R_1 \) regime.

However, the lower left quadrant of Figure A2 also shows cases of post-merger galaxies whose morphologies are exceptionally normal, but whose kinematics are highly disturbed – yielding negative classifications from photometry and positive classifications from kinematics. It may be expected (but not exactly), for example, that post-merger galaxies whose average score between photometry and kinematics exceeds \( P_{pk} \) would be classified as a post-merger by the dual-input combined model. These are therefore, likely to be the post-merger galaxies contributing to the 1.6% improvement in completeness of the combined model with respect to photometry alone – while maintaining the same 93.5% purity.
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Figure A1. Venn diagrams for the agreement between the photometric, kinematic, and combined ResNet26-V2 models for the post-merger (left) and control (right) test samples. The total numbers of post-mergers and controls in the test set are 1,400 each.
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Figure A2. Examples of post-merger galaxies for which the photometric and stellar kinematic ResNet26-V2 model classifications agree and disagree. All galaxies considered are post-mergers. The four quadrants show the photometry and kinematic maps for eight galaxies upon which the photometric and kinematic models: (upper left) correctly agree that the galaxy is a post-merger; (lower right) incorrectly agree that the galaxy is a control; (upper right) the kinematic model incorrectly disagrees with photometric model; and (lower left) the photometric model incorrectly disagrees with the kinematic model.