Development of a Linear Regression Model Based on the Most Influential Predictors for a Research Office Cooling Load
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Abstract: Energy consumption in the building sector is a major concern, particularly in this time of worldwide population and energy demand increases. To reduce energy consumption due to HVAC systems in the building sector, different models based on measured data have been developed to estimate the cooling load. The purpose of this work is to develop a linear regression model for cooling load of a research room based on the radiant time series (RTS) components of the cooling load that consider the building material and the environment. Using the forward step method, linear regression models were developed for both all-seasons and seasonal data from three years of cooling load data obtained from the RTS method for a research room at Mangosuthu University of Technology (MUT), South Africa. The male and female occupants, window cooling load, and roof cooling load were found to be the most influential predictors for the cooling load model. The obtained relative errors between the best all-seasons model and seasonal models built with the same predictors for the respective data subsets are almost zero and are given as 0.0073% (autumn), 0.0016% (spring), 0.0168% (summer), and 0.0162% (winter). This leads to the conclusion that the seasonal models can be represented by the all-seasons model. However, further study can be performed to improve the model by incorporating the occupancy behaviours and other components or parameters intervening in the calculation of cooling load using the radiant time series method.
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1. Introduction

Different components contribute to the cooling load of a building, in particular the weather condition, the building material, and the occupancy. The construction of a building is closely related to the climate in which the building is located, and climate change has now become an important issue in the building sector [1]. Solar radiation through the windows is the most contributing component of the room cooling load with about 30% of cooling energy consumption [2,3] allocated to the heat gain through the windows [4]. Hence, the room cooling load profile follows the cycle properties of the solar radiation [5]. The impact of occupancy on the building cooling load is mostly related to the use of appliances. Since the room is designed for a specific number of people and appropriate activities to be performed within it, overheating can sometimes occur when we move away from the designed specifications [6–9], and affect the indoor comfort. The cooling within the building can be improved by the choice of material with excellent thermal inertia [6] that will impact on the radiant time series factors of the cooling load model of the building. Avoiding overcooling and maintaining the best thermal comfort [10] are the main goals of the heating, ventilation, and air conditioning (HVAC) system in the building. This is achieved with a better control strategy of the system based on a good model that considers the contribution of each of the factors contributing to the cooling load in the building.

The building sector is responsible for 40% to 50% of energy consumption. This is because of the high expected occupancy, heavy appliance use, and a relatively high...
proportion of window area with respect to walls. For these reasons, the premises have significant HVAC systems installed [11]. Because these systems are scheduled or they can exploit the thermal inertia of the building, their electrical loads can be used for demand–response (DR) applications [12]. For the DR to properly operate, it should be able to predict short-term electricity consumption for individual load by identifying the electricity to be consumed at a specific time and the possible available consumption at the moment [13]. Generally, the load in office buildings is mostly influenced by the weather conditions, the occupancy behaviour, and the usage time [14]. Moreover, the predicted load profile is used as reference to the measured DR signal impacted load profile. This is used to confirm that a DR activity was accomplished, and the market commitments were fulfilled. Cooling load prediction is a possible part of the solution to improve the energy consumption in the building sector. In essence, if the cooling load is forecasted, the HVAC energy consumption can be adjusted based on the cooling load forecasted with an efficient energy management system. This ensures the HVAC energy demand evaluable. The cooling load demand is determined by knowing different predictors. These are variables of the model that allow determining the cooling load based on the developed model. The model is crucial and relevant to analysing and performing energy management plans in the building sector to minimise building energy consumption.

Different methods of prediction have been used before in the energy sector. There are several publications in the literature that focus on predicting power usage in building stock. For the application, there are three types of prediction methods which are the simple averaging, statistic-based models, and the artificial-intelligence-based models. The two last are mostly used due, particularly, to the large amount of data that can be collected and the evolution in computer systems and software. The statistic-based models are mathematical models using sets of statistical assumptions on the data to develop the appropriate models, and the widely used ones in this category are multiple regressions and time series forecasting. Linear regression [15] has been used to develop the relationship between the independent variable and its predictors, especially if there is a linear behaviour between these variables. Additionally, the reliability and the re-applicability of this method have made it popular [16], whereas artificial-intelligence-based methods use machine learning algorithms to develop models, and the artificial neural network (ANN) is the most used in this category. Most of the research on load forecasting is focused on classical forecasting methods such as autoregressive inference moving average (ARIMA) and linear regressions [17]. For instance, different classification methods were used to forecast the electricity consumption of the United States in the short term, and it has been found that the autoregressive integrated moving average (ARIMA) time series model performs best compared to all other methods [18]. In addition, similar error rates are obtained when ARIMA models are used to predict short-term load [19,20]. The time series model performs better when predicting the load in the near future. However, the weakness of this method is the lack of understanding of what produces consumption variance. Moreover, the generated models are often difficult to interpret [13]. More accuracy is obtained by using multiple regression, ANN, and regression tree algorithms to predict weekly residential load. This has been demonstrated for Hong Kong data [21]. In addition, a multiple linear regression model was used to predict hourly system demand for United States utilities, using time and outdoor temperature as independent variables. The model was obtained by gradually adding predictors and potential cross effects [22]. More load regression models and ANN studies can be found in [23,24]. A study on the use of ANN to forecast short-term load was also performed, and the algorithm generates detailed and complicated models that are prone to overfitting; there is no systematic validation of the results of prediction [25]. Other load prediction studies that focus especially on office buildings can be found in [18,26,27].

The models in previous works are developed from measured data related to the Northern Hemisphere, with the climate parameters and the material used in building different from the Southern Hemisphere. In contrast to the previous models, the developed models in this work are based on the determination of the cooling load components by the
radiant time series (RTS) method, considering the building material and the environmental parameters for a time resolution of 1 h. This allows the evaluation of the cooling load at the early stage of the building design without measurement. To achieve optimal energy efficiency and thermal comfort, the dynamics of building physics [10], which are introduced in the time series method by the RTS factors for the present case, and different inner heat gain sources are considered in the model. The primary goal of this paper is to propose a data analysis methodology for identifying and producing models based on the RTS cooling load components that can predict a cooling load for a research room in an office building at Mangosuthu University of Technology (MUT), South Africa. The cooling load consists of three years of data for autumn, spring, summer, and winter seasons. The model related to all data together is developed with a minimum number of predictors, and the predictors from the all-season model are used as variables for the models related to each season. Following that, the best model is used to evaluate the models’ performance based on the acquired Akaike information criterion (AIC), Bayesian information criterion (BIC), performance score, and root mean squared error (RMSE).

2. Materials and Methods

The data obtained from the simulation based on the RTS method are processed in R so that exploratory data analysis (EDA) can be performed. The EDA produces a processed and delineated dataset as the main output. Here, the data are merged and placed into a suitable format for further processing in R, then the data are analysed to understand how they are distributed and clustered. The analysis also aims to determine irrelevant data if possible. This is accomplished using scatterplots (illustrate data distributions against seasons for different years, and plots the variables paired against each other to recognize nonlinear correlations and dependencies) and boxplots (show data distributions against temporal attributes) [28]. The processed data are then divided into two groups, one for training and the other for testing. The training dataset is used for statistical analysis, while the test dataset is used to evaluate model performance. In the studied case, no variable data transformation is performed. To build a statistical model between the predictors and the result variable, a forward linear regression model selection method is used. The linear regression models are statistically evaluated [28] by fitting the training and testing data subsets for the room cooling load. The predictor’s coefficients, along with the p-values, the coefficient of correlation (R), the coefficient of determination (R^2), and the root mean squared error (RMSE) [5], are recorded for all the models. The common attribute to the models is their performance and ability to interact with different variables, defining the sources of heat gain that contribute to the cooling load, and to satisfy the needs and comfort within the building [29].

The developed model is based on multiple linear regression method due to the high number of predictors. Multiple linear regression is a relation between a response or dependent variable and two or more independent variables or predictors [30]. The predictors are linearly independent to avoid the collinearity problem between them. By assigning a linear equation to the available data, its related linear model is given by [31]

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_k X_k + \varepsilon, \]

where \( Y \) is the dependent variable; \( X_i \) are the independent variables; \( \beta_i \) are the coefficients of regression with \( i = 0, 1, 2, \ldots, k \); and \( \varepsilon \) is a model error.

Essentially, the goal of this strategy is to find the optimal model using only a subset of the predictors. The best model is obtained by analysing the statistical parameters and removing and interchanging different predictors based on statistical significance. From the first analysis of the data, number of males (NoM), number of females (NoF), number of occupants (NoOcc), occupancy cooling load (OccupCL), lighting cooling load (LightingCL), information and technology cooling load (ITCL), outdoor temperature (OutTemp), indoor temperature (InTemp), wall sol-air temperature (WSATemp), total surface irradiance
(SurfIrrad), wall cooling load (WallCL), window cooling load (WindowCL), roof sol-air temperature (RSAFreq), and roof cooling load (RoofCL) are potential predictors.

The correlation chart is drawn to determine the correlations between the variables. The best model is obtained by elimination of less statistically significant predictors. The model with all the predictors is built, the significance of the predictors determined, and the best predictors selected based on their p-values. The selected model is not only the one that has the highest coefficient of determination (R^2) among all possible models, but it must also not have multicollinearity between the predictors.

R^2 is not an appropriate indicator in this case because the model is built to minimise the error rate. A high R^2 means a low error rate on the training data, and as more predictors are added to the model, R^2 increases [32]. There is no assurance that the model will perform accurately when exposed to a new set of data. To overcome this situation, the Akaike information criterion (AIC) or the Bayesian information criterion (BIC) measures can be used to evaluate the selected model. These two criteria create a trade-off between the complexity of the model due to many predictors and the obtained explanatory factor. Both metrics impose a penalty to the model with the difference that the penalty imposed by BIC is higher compared to the penalty imposed by the AIC for each predictor added to the model [13].

The procedure concludes with the fitting of regression models between the predictors found in the previous statistical investigation. The training dataset’s observations are utilised to fit the regression models. A regression methodology was chosen because it produced acceptable prediction results in the previous investigations and the models are interpretable, allowing conclusions to be formed about the interpretations [33]. A diagram depicting the used methodologies of the paper is given in Figure 1.
3. RTS Data Collection and Processing

To develop a linear model for the research room cooling load, the data are calculated first. For this article, the data are generated for the Industrial Energy Efficiency Training and Resource (IEETR) Centre Laboratory located in the New Engineering Building at Mangosuthu University of Technology (MUT) at Umlazi in KwaZulu-Natal province, South of Durban. These data are obtained by calculation using the RTS method due to the unavailability of the measurement. The room is used for research in renewable energy systems. The work performed in this laboratory is mostly simulation-based. The room is located at the second floor of the building with two opposite inner walls shared with other rooms, and the front wall is shared with the interior door that leads to the hallway. The exterior wall exposed to the rising sun has three folding windows, and single-layered glass occupying 60% of the wall, while the remaining 40% of the exterior wall is made of bricks. The room is equipped with ten desktop computers, one printer to be installed, and fluorescent tubes for lighting. The room is designed to accommodate 10 people working from Monday to Thursday for 8 h a day and Friday for 5 h, with the starting work hour being from 8:00 a.m.

Data for the laboratory are generated with a MATLAB code over 3 years, from 1 January 2015 to 31 December 2017. The MATLAB code was designed based on the RTS method for cooling load calculation. The method RTS was developed by the American Society of Heat and Refrigeration Engineering Association (ASHREA) and is one of the most powerful and most accurate methods in the calculation of the cooling load for buildings. In the RTS method, radiant coefficients are considered for the building material and room light, occupancy, and equipment for 24 h of the day. The data relating to the clear sky optical depth were obtained by calculation from the solar insolation measurement performed onsite by the Suran Lab. The hourly outdoor temperature data were obtained from daily min–max temperatures from the NASA Meteorology website. The temperature was obtained from POWER Data Access Viewer which is a NASA Prediction of Worldwide Energy Resource. Daily maximum, minimum, and average temperatures are given. To obtain the hourly temperature, the area of the triangle built from the max–min values of the temperature is divided into segments and the hourly values of the temperatures are randomly generated within these segments using a MATLAB algorithm. To perform the calculation, all variables in the dataset are set to a global time resolution of 1 h for the processed data frame. Further, to apply the data processing to the occupancy, light, and IT instruments, the data related to these variables are determined for each hour using dummy variables (i.e., 0—no occupancy, light and IT systems off, 1—occupancy, light and IT systems on). This dummy variable is also related to hours of work per day.

4. Exploratory Data Analysis

Secondly, the exploratory data analysis (EDA) is performed on the data obtained from the RTS calculation. The outcomes of the EDA are reported in this section. This means that the data are divided into a training set and a testing set. In addition, the essential variable modifications that can lead to further analysis and modelling are explored.

4.1. Temporal Attributes of the Data: Clustering of Data

The seasonal scatterplot of the room cooling load (RoomCL) for different years and the subplots depicting variations in the hourly, daily, monthly, and seasonal room cooling load in boxplots are obtained in Figures 2 and 3, respectively. The hourly room cooling load from 1 January 2015 to 31 December 2017 is presented in Figure 2. High values of cooling load are recorded during spring and summer while relatively low values are recorded in autumn and winter. Most of the values of the room cooling load are below 1800 W.
Figure 2. Room cooling load related to different hours from 1 January 2015 to 31 December 2017.

Figure 3. Room cooling load for different times of the year: (a) Room cooling load depicting variations in the hourly boxplots; (b) room cooling load depicting variations in the day boxplots; (c) room cooling load depicting variations in the monthly boxplots; (d) room cooling load depicting variations in the seasonal boxplots.
Four time horizons related to the variation in the load variable are analysed. Those are hours of the day, days of the week, months of the year, and seasons of the year.

The presence of probable outliers is represented by red stars. These points are later checked to determine if they are actually outliers. As observed in subplot (a), high average hourly room cooling loads (>1000 W) are obtained between 8 a.m. and 3 p.m. The RoomCL is practically null from 6 p.m. to 5 a.m. The hourly increase of the RoomCL is significant between 6 a.m. to 3 p.m., following a parabolic shape. This is justified by the sunrise, the working time, the sunset contributing to the room cooling load with solar insolation heat gain, occupancy latent heat, and loss of both after 6 p.m. The room cooling load has a stable base value with a low variance during days of the week, as seen in subplot (b). The daily values of the room cooling loads are calculated for each day of the week, from Monday to Sunday. The room cooling load for working days is higher compared to weekends. This is justified by the inactivity in the room during weekends, the only room cooling load contributor being the solar insolation. The monthly room cooling load in Figure 3c presents a convex curve shape with a minimum value in July. Significant variations can be distinguished monthly. As seen, the room cooling load is high from September to November, and December to February. These months correspond to spring and summer, respectively. During these two seasons, the solar insolation and the ambient temperature are relatively high for spring and considerably high for summer. The rest of the months correspond to the autumn and winter seasons.

The solar insolation and the ambient temperature are relatively low in autumn and considerably low in winter, leading to a low contribution of the solar insolation and ambient temperature to the room cooling load. Although the month of December falls during the summer season and therefore is a hot month, the room cooling load is remarkably lower. This can be justified by the vacations where there is a period of inactivity in the room for almost half of the month. Based on subplot (d), the room cooling load is high in spring and summer, while low values are obtained in autumn and winter, as previously justified in subplot (c). Most of the high values of the cooling load are obtained in summer and autumn, as seen in Figure 3d. Due to the difference of RoomCL for different seasons, the analysis is performed on the overall data, and each data subset is related to a specific season, respectively.

### 4.2. Pairwise Scatterplots and Variable Transformation Checking

The next phase in EDA is to find patterns and correlations between variables. The focus is on two groups of data: the all-seasons data, containing all the four seasons’ data together, and the seasonal data, containing the data for each season separately. In Figure 4, a correlation plot for the all-seasons dataset is shown. The name of all variables and their distribution plots are given in diagonally. The upper triangle displays the Spearman rank correlation coefficient [28] and the statistical significance of the correlation between variables. The degree of significance between variables is indicated by the red asterisks with higher degree represents by three asterisks. In a nutshell, the \( p \)-value expresses the probability that no true relationship exists between the variables. We can notice that the RoomCL, which is the dependent variable, correlates with all the predictors except the WorkDay and the InTemp. The lower triangle of the subplots displays the pairwise scatterplots of the variables along with an average curve to reveal the nonlinear dependencies. The effect of the InTemp is inexistent for all the variables. By comparing the correlations between the independent variables, the ones with high correlations with the RoomCL are selected over the ones with low correlation for two correlated independent variables. We can notice that the independent variables are correlated. By defining high correlation between two independent variables being \( \geq 0.50 \), we can consider RoofCL with RoofIrrad, SATemp, WindowCL, WallCL, WallTemp, and OutTemp; RoofIrrad with SATemp, WindowCL, SurfIrrad, and WallTemp; SATemp with WindowCL, SurfIrrad, WallTemp, and OutTemp; WindowCL with SurfIrrad, WallTemp, and OutTemp; WallCL with WallTemp and OutTemp; SurfIrrad with Wall Temp; WallTemp with OutTemp; ITCL...
with LightCL, OccupCL, WorkDay, NoOcc, and NoM; LightCL with OccupCL, WorkDay, NoOcc, and NoM; OccupCL with WorkDay, NoOcc, and NoM; NoOcc with NoF and NoM; and NoF with NoM, as seen in Figure 4. The related key patterns for linearly connected variables and nonlinearly connected variables are correlated with each other. This leads to the collinearity problems.

In summary, the following results are obtained from the exploratory data analysis:

The RoomCL variation is detected between 6 a.m. and 8 p.m. on a daily basis and during working hours.

The high record of the RoomCL load is on workdays (Monday to Friday).

For monthly based, the high records of the RoomCL are from October to March; this corresponds to summer and spring seasons.

These results lead to the upcoming statistical analysis.
Figure 4. Pairwise correlation diagram for all-seasons dataset from 1 January 2015 to 31 December 2017.
5. Statistical Analysis and Regression Model from All-Seasons Dataset

Statistical models are developed in this section by inputting data into a stepwise function. Following that, the stepwise function fits regression models to training data. Finally, the constructed regression models’ reliability are checked using the testing dataset.

5.1. Stepwise Selection: Fitting Linear Models

The data time, time, day, month, and season variables are removed from the dataset for being factor variables and not numerically contributing to the RoomCL, and the all-seasons data subsets are split into two data subsets. A total of 70% of the data are for training and the rest are for testing. InTemp value is constant and removed for not contributing or correlating with any variable in the dataset, as specified in Section 4.2. The model containing all the remaining variables is considered. Then, the forward elimination of predictors not contributing to the model is applied to the training subset. The best model is chosen by performing a number of statistics and diagnostic tests drawn to evaluate the linear regression model beyond EDA. The models with a high adjusted coefficient of determination are chosen. After performing the forward stepwise selection and considering predictors correlated to the dependent variable, the variance inflation factors (VIF) are determined for different predictors in the obtained models and are given in Table 1. This allows to eliminate correlated predictors and verify their independency. In each model, only the predictors with VIF < 10 are considered. Furthermore, the linearity, homogeneity of variance, influential observations, and the normality of residuals are tested. From the selected models, the optimal model is chosen by considering (i) the number of predictors, (ii) AIC, BIC, and RMSE values, and (iii) the adjusted $R^2$ values given in Table 2. By examining Table 1, it is observed that NoM, NoF, WindowCL, and RoofCL are predictors in all the five models. Because of the number of predictors, the collinearity problems should be checked.

Table 1. Variance inflation factors (VIF) for selected model predictors.

| Models | No. Pred. * | LST | NoM | NoF | WSA Temp | WallCL | WinCL | RSA Temp | RoofCL |
|--------|-------------|-----|-----|-----|----------|--------|-------|----------|--------|
| 1      | 7           | 1.245 | 1.441 | 1.276 | - | 4.100 | 1.929 | 6.662 | 8.517 |
| 2      | 7           | 1.285 | 1.382 | 1.266 | 5.248 | 5.530 | 2.590 | - | 4.071 |
| 3      | 6           | 1.156 | 1.352 | 1.245 | - | 3.965 | 1.301 | - | 4.071 |
| 4      | 5           | 1.126 | 1.308 | 1.229 | - | - | 1.245 | - | 1.323 |
| 5      | 4           | - | 1.301 | 1.227 | - | - | - | 1.172 | - | 1.290 |

* Number of predictors.

Table 2. Statistic parameters for all-seasons selected models.

| Models | No. Pred. | AIC | BIC | $R^2$ | $R^2$ (Adj.) | RMSE | $p$-Value | Perf. Score * (%) |
|--------|-----------|-----|-----|-------|-------------|------|-----------|-------------------|
| 1      | 7         | 215,137 | 215,208 | 0.9828 | 0.9828 | 83.17 | $<2.2 \times 10^{-16}$ | 100 |
| 2      | 7         | 215,169 | 215,239 | 0.9827 | 0.9827 | 83.24 | $<2.2 \times 10^{-16}$ | 42.2 |
| 3      | 6         | 215,222 | 215,284 | 0.9827 | 0.9827 | 83.36 | $<2.2 \times 10^{-16}$ | 0.18 |
| 4      | 5         | 215,220 | 215,275 | 0.9827 | 0.9827 | 83.36 | $<2.2 \times 10^{-16}$ | 0.34 |
| 5      | 4         | 215,218 | 215,265 | 0.9827 | 0.9827 | 83.36 | $<2.2 \times 10^{-16}$ | 0.60 |

* Performance score.
From Table 1, only model 3, model 4, and model 5 present VIF < 5 for their predictors, making them the potential models in terms of variables’ independence. We can also notice from Table 2 that model 5 has a lower number of predictors. In addition, summary statistics for AIC, BIC, $R^2$, $R^2$ (Adj.), RMSE estimates, $p$-values, and performance score for all the all-seasons selected models obtained by the forward step method are given in Table 2. Both potential models present almost the same AIC, BIC, $R^2$, and $R^2$ (Adj.). The AIC and BIC of these models are higher and the RMSE are lower than the values obtained for model 1 and model 2. In contrast, model 1 and model 2 have the lower AIC and BIC values, and their performance scores are much higher. The $R^2$ and $R^2$ (Adj.) are almost equal for the five models.

Model 5 is selected as the optimal model and is in the group of models with higher AIC and BIC with a performance score of 0.60% which is below the 10% recommended for linear regression models. It has a minimum number of predictors for the same $R^2$ and $R^2$ (Adj.) of 0.983 compared to other models.

The visual check of model’s assumptions for the all-seasons dataset is shown in Figure 5. This figure presents the diagnostic plots of residuals and the correlations between predictors for the all-seasons model. The linear relationship assumptions of the model are checked through residuals vs. fitted values. We observe a horizontal line without distinct patterns, which is an indication of a linear relationship. The homogeneity of variance of the residuals, also called homoscedasticity, is checked through the standardised residuals square vs. fitted residuals. A good indication of homoscedasticity is when a horizontal line with equally spread points is obtained; this is the case for the chosen model. The collinearity of variables is checked through the VIF vs. the predictors. The VIF of a predictor is low when it is <5, and the VIF of a predictor is moderate when it is <10. In both cases, the assumptions of the model are good because the VIFs are <5, which is good for the model. In addition, the influential cases of extreme values that might influence the regression results when included or excluded from the analysis are checked through the standardised residuals vs. leverage plots. In this case, the Cook’s distance of each point is calculated, and the point must be inside the contour lines defined by the green dashed lines.

This is fulfilled by model 5. The normal distribution of residuals is examined through the normal Q–Q plots. It is good if the residuals points follow the straight green line. In the present study, most of the points are on the green line, which is a good indication of the normality of distribution of residuals even if the distribution curve presents a certain skewness. Furthermore, the data not following the requirements, meaning the points out of or away from the reference lines, were checked to ensure that they will not affect the model’s performance. These points are not outliers or due to RTS method errors. On the contrary, they represent the rare cases where the maximum number of occupancies is reached for specific sunny days, especially in summer. Furthermore, from the posterior predictive check, the model-predicted lines resemble the observed data line; this is confirmed in Figure 6.

The prediction obtained from the selected all-seasons model compared to the test data in Figure 6 presents a linear relation with an adjusted $R^2$ of 0.98 (close to 1) with a positive slope. This shows how good the selected model is.
Figure 5. Visual check of model’s assumptions for all-seasons dataset: (a) posterior predictive check; (b) linearity; (c) homogeneity of variance; (d) influential observations; (e) collinearity; (f) normality of residuals.
Figure 6. Comparison of the prediction and the test results for a selected model of all seasons.

5.2. Compilation of Optimal Regression Models

The procedure used to determine the all-seasons model was also used to determine the four seasonal models. Thus, five models are produced: one model corresponding to all datasets and four models corresponding to seasonal datasets for the selected predictors. These models are calibrated with data from the training dataset. The predictors are selected from statistical analysis of different model predictors’ parameters based on the model diagnostics and performance scores from training data, and the results are obtained from testing datasets. The occupancy depends on the day of the week and hours of the day. It is multiplied by the values 0 (no work hours) and 1 (work hours). This allows determining NoM and NoF predictors.

The next step is to test and compare different regression models obtained from all-seasons and different-season datasets related to the RoomCL. The choice of one-hour time resolution is due to the radiant factors used to determine 24 h cooling load in the RTS method. The visual check of the four seasonal models assumptions and the comparison of the prediction and the test results are presented in Figures 7 and 8, respectively. The observation is that the results obtained in Figures 5 and 6 are also obtained in Figures 7 and 8, respectively.
Figure 7. Visual check of models’ assumptions for the four seasons of the year: (a) autumn season; (b) spring season; (c) summer season; (d) winter season.
Figure 8. Comparison of the prediction and the test results for selected models of different seasons:
(a) autumn—prediction vs. test for all data; (b) autumn—prediction vs. test for autumn data;
(c) spring—prediction vs. test for all data; (d) spring—prediction vs. test for spring data;
(e) summer—prediction vs. test for all data; (f) summer—prediction vs. test for summer data;
(g) winter—prediction vs. test for all data; (h) winter—prediction vs. test for winter data.
The predictors selected for the all-seasons dataset best model are used to determine the RoomCL model of different seasons, and the results are given in Table 3.

Table 3. Predictor’s coefficients for different selected models.

| Models        | Intercept | NoM     | NoF     | WindowCL | RoofCL  |
|---------------|-----------|---------|---------|----------|---------|
| All seasons   | 7.149 $\times 10^{-1}$ | 4.950 $\times 10^{-1}$ | 6.211 $\times 10^{-1}$ | 1.743 $\times 10^{-3}$ | 1.668 $\times 10^{-2}$ |
| Autumn        | 13.47     | 1.034   | 1.232   | 5.601 $\times 10^{-3}$ | 3.878 $\times 10^{-2}$ |
| Spring        | 1.606     | 9.421 $\times 10^{-1}$ | 1.124   | 3.681 $\times 10^{-3}$ | 3.312 $\times 10^{-2}$ |
| Summer        | 1.619     | 1.136   | 1.577   | 2.308 $\times 10^{-3}$ | 2.956 $\times 10^{-2}$ |
| Winter        | 1.842     | 9.868 $\times 10^{-1}$ | 1.224   | 8.978 $\times 10^{-3}$ | 6.324 $\times 10^{-2}$ |

By comparing the coefficients of the obtained models for different seasons to the obtained model with all data, we can notice that the coefficients are close to each other, except for the coefficients of the winter season. The models’ performance analysis results considering AIC, BIC, $R^2$, $R^2$ (Adj.), RMSE, and sigma are given in Table 4.

Table 4. Results of the performance analysis for selected regression models.

| Model         | AIC        | BIC        | $R^2$ | $R^2$ (Adj.) | RMSE     | Sigma     |
|---------------|------------|------------|-------|--------------|----------|-----------|
| All seasons   | 2.152 $\times 10^5$ | 2.153 $\times 10^5$ | 0.983 | 0.983        | 83.349   | 83.360    |
| Autumn        | 53,471.736 | 53,510.365 | 0.978 | 0.978        | 78.787   | 78.830    |
| Spring        | 54,163.473 | 54,202.044 | 0.983 | 0.983        | 89.834   | 89.883    |
| Summer        | 52,472.254 | 52,510.778 | 0.988 | 0.988        | 78.149   | 78.192    |
| Winter        | 54,807.873 | 54,846.583 | 0.973 | 0.973        | 84.063   | 84.108    |

For the obtained models, it is observed that low RMSEs are obtained in summer and autumn seasons, while high RMSEs are obtained in spring and winter seasons, referring to all data models. For each obtained model, the RoomCL prediction and RoomCL test results are compared and the corresponding $R^2$ (Adj.) determined. We can notice a strong correlation between prediction and test in both cases, and high $R^2$ (Adj.) are obtained.

The relative errors between $R^2$ (Adj.) coefficients from the test results comparisons are given in Table 5. They are almost zero for all models related to different seasons.

Table 5. Comparison of actual and expected $R^2$ (Adj.) for the selected RoomCL models.

| Model | $R^2$ (Adj.)     | Actual (All Seasons) | Expected (Actual Season) | Relative Error (%) |
|-------|------------------|-----------------------|--------------------------|--------------------|
| Autumn| 0.9745165        | 0.9745874             | 0.0073                   |
| Spring| 0.9855763        | 0.9855918             | 0.0016                   |
| Summer| 0.9799225        | 0.9800867             | 0.0168                   |
| Winter| 0.9663223        | 0.9664789             | 0.0162                   |

6. Discussion

The most influential predictors used for the all-seasons data selected model are also used in the models of different seasons. The use of the most influential predictors to build the model leads to a model with lower coefficient of correlation and higher residual standard error. These results are due to the elimination of certain predictors that have a significant correlation with the dependent variable, which in this case is the RoomCL, due to certain statistics rules and hypotheses. Nevertheless, the difference between the
models with high number of predictors satisfying statistic requirements and models with low number of influential predictors is small. This indicates the use of simplified prediction models with few predictors included, as these exhibit an acceptable correlation coefficient. We can conclude that the variables NoM, NoF, WindowCL, and RoofCL are the highest ranked predictors for the linear regression model of the RoomCL for the research room of the new engineering building of MUT since they give the rates of smallest errors in the prediction evaluation. Here, NoM and NoF constituted the occupancy of the room and are closely related to the hours, the WorkDay, the LightCL, and the ITCL. This demonstrates how individual presence is required [34] for heat production and its impact on the cooling load, and it is an important aspect to include in such an analysis. The RoomCL presents a nonlinear relationship with the outdoor temperature, as highlighted by many studies [22].

The contribution of solar irradiance through the wall is much smaller compared to the window; at the same time, the solar light can be used to light the room. The windows-to-wall ratio should be optimised to minimise both heating and cooling loads, as well as the total energy consumed by lighting while maintaining a suitable lighting level for occupants [35]. The work hour variable is also an important predictor because it deals with daily work schedules, but it is substantially connected with NoM and NoF. The error decreases if more data are employed to build the predictions. For example, the error is reduced by 19% for the model built with seven predictors compared to the model built with four predictors for the RoomCL. These results confirm that if the influential predictors are left out of the model, this can have a significant impact on the performance of the model, as the model with lower predictors generally has a higher error rate and induces inaccurate prediction. This demonstrates the difficulty in developing a model with an accurate RoomCL prediction with small number of predictors from low number of data. Moreover, the obtained residual errors are 0.83% for all seasons, 0.79% for the autumn season, 0.90% for the spring season, 0.78% for the summer season, and 0.84% for the winter season. From the results obtained in Table 5, we can conclude that for a large-sized dataset, the all-seasons model can represent different seasons of the year to analyse and predict the RoomCL.

Incorporating other components or related parameters intervening in the calculation of cooling load using RTS method, e.g., building radiant factors, building georeferenced coordinates, etc., can increase the model prediction performance. In addition, the NoM and NoF can be replaced by occupancy, and other influential predictors can be added instead to enlarge the nature and the impact of predictors in the model. However, this will impose new constraints on how the prediction model can be validated. Moreover, as all the parameters that could affect the construction and accuracy of the prediction model are not considered, such as the behavioural attributes of the occupants, the model obtained will influence the prediction results [36]. These data could inform how occupants interact with computer systems and the light in the room. However, it is important to not include these factors in the models because the factors such as occupant interactions with computer systems and light are inaccurate to predict, the forecasts will therefore be more uncertain, and the error rates could be higher. Furthermore, an increase in the number of predictors will increase the demand for input data that may be difficult to obtain or may even not be available. Building a model with small dataset and high number of predictors leads to a model with low performance, and the correlation between predictors could increase, leading to high values of VIF for predictors. In addition, the Köppen climate classification [37] can be incorporated in the determination of mutation or special conditions due to the climate that may affect the cooling load, and lead to uncertainty or unpredictable field operation.

Thereby, it is possible to predict the RoomCL with a limited number of predictors with respect to NoM, NoF, WindowCL, and RoofCL using the coefficients obtained from all data. Because WindowCL and RoofCL can be determined by calculation, the RoomCL can be determined by anticipating the NoM and the NoF in the room for a specific day. The model can be used for prediction of the RoomCL and could contribute significantly to the building of an accurate algorithm for the optimal control of the HVDC system for
the rooms and buildings by measuring the values of WinCL and RoofCL using sensors. It should be noted that the model was created for a research lab in the new engineering building at MUT in South Africa. Obviously, this raises concerns about the results’ general applicability. The methodological approach presented in this article is supposed to be applicable to all rooms and buildings if they present similarities. If similar data for a specific room or even a building can be collected, the present analysis steps can be applied to this data to derive correlation models and regression models used for the prediction of the cooling load of these rooms and buildings. The present correlation model can be used for buildings situated in similar climatic conditions and usage features to the new MUT engineering building room. However, to be sure about such statements, additional validation on datasets from other similar buildings is required. This is accomplished by considering the building materials and usage, which determine the RTS factors. As a result, the model coefficients must be recalculated based on the data from these new research rooms and buildings.

7. Conclusions

In this paper, the linear multiregression model for the prediction of a room cooling load based on the radiant time series method components for a renewable energy research room at Mangosuthu University of Technology (MUT) was presented. The model for the room was developed with male and female occupants, window cooling load, and roof cooling load as the most influential predictors. To obtain the adequate model:

- The exploratory data analysis was performed to pool the data, then statistical regression models with the most influential predictors in a stepwise function were obtained from all-seasons data and the seasonal data. The obtained seasonal models were compared to the performance of all-seasons models using the testing dataset. The exploratory analysis led us to split the data into autumn, spring, summer, and winter seasons when differences in temperature and insolation were remarkable.

Further, a non-influence of the indoor temperature for both comfort and efficiency of the research room was noticed. Male and female occupants, window cooling load, and roof cooling load were the most significant predictors for the room cooling load. However, AIC, BIC, and RMSE measurements designated models with more predictors as optimal; this is often the case. The predictions with models with fewer predictors have been shown to result in higher error rates. This was due to the elimination of certain predictors correlated to RoomCL.

The obtained relative errors between the best all-seasons model and each seasonal model built with the same predictors for the respective data subsets are almost zero and are given by 0.0073% (autumn), 0.0016% (spring), 0.0168% (summer), and 0.0162% (winter).

The conclusion extracted from these results is that the all-seasons model can be used for any season to determine the room cooling load for any room in the specific conditions with MUT room for a large dataset. In addition, the obtained model allows to determine or evaluate the cooling load from a low number of predictors at the early stage of building without measurement.
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The following abbreviations are used in this manuscript:

- AIC: Akaike information criterion
- ANN: Artificial neural network
- ARIMA: Autoregressive inference moving average
- ASHREA: American Society of Heat and Refrigeration Engineering Association
- BIC: Bayesian information criterion
- DR: Demand–response
- EDA: Exploratory data analysis
- HVAC: Heating, ventilation, and air conditioning
- IEETR: Industrial Energy Efficiency Training and Resource
- InTemp: Indoor temperature
- IT: Information and technology
- ITCL: Information and technology cooling load
- LightingCL: Lighting cooling load
- MUT: Mangosuthu University of Technology
- NoF: Number of females
- NoM: Number of males
- NoOcc: Number of occupants
- OccupCL: Occupancy cooling load
- OutTemp: Outdoor temperature
- RMSE: Root mean squared error
- RoofCL: Roof cooling load
- RoofIrrad: Roof irradiance
- RoomCL: Room cooling load
- RSAnt: Roof sol-air temperature
- RTS: Radiant time series
- SA: South Africa
- SATemp: Surface area temperature
- SurfIrrad: Total surface irradiance
- VIF: Variance inflation factors
- WallCL: Wall cooling load
- WallTemp: Wall temperature
- WindowCL: Window cooling load
- WorkDay: Working days
- WSATemp: Wall sol-air temperature
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