Multidimensional random walks conditioned to stay ordered via generalized ladder height functions
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Abstract. Random walks conditioned to stay positive are a prominent topic in fluctuation theory. One way to construct them is as a random walk conditioned to stay positive up to time $n$, and let $n$ tend to infinity. A second method is conditioning instead to stay positive up to an independent geometric time, and send its parameter to zero. The multidimensional case (condition the components of a $d$-dimensional random walk to be ordered) was solved in [EK08] using the first approach, but some moment conditions need to be imposed. Our approach is based on the second method, which has the advantage to require a minimal restriction, needed only for the finiteness of the $h$-transform in certain cases. We also characterize when the limit is Markovian or sub-Markovian, and give several reexpressions of the $h$-function. Under some conditions given in [Ign18], it can be proved that our $h$-function is the only harmonic function which is zero outside the Weyl chamber $\{x = (x_1, \ldots, x_d) \in \mathbb{R}^d : x_1 < \cdots < x_d}\$.

1. Introduction and main results

1.1. Motivation. Let $X^1, \ldots, X^d$ be independent, simple, symmetric random walks on $\mathbb{Z}$. Let $\mathbb{P}_i$ be the probability measure of $X = (X^1, \ldots, X^d)$ starting at $\mathbf{i} = (i_1, \ldots, i_d)$. In [KOR02] and [EK08], the authors define $X$ conditioned to have ordered components. The interest on such processes is by their relation with random matrix theory, for example, with Dyson’s Brownian motion [Dys62], which can be interpreted as $d$ Brownian motions conditioned to stay ordered at all times. As another important connection, conditioning a 2-dimensional random walk to have ordered components, is equivalent to condition a random walk to stay non-negative, a theory with a long history (see [Tan89, Kee92, Ber93, Cha94, BD94, Hir01, Tan04, CD05, CC08, Par08, GLP16]). The conditioning event can be written as

$$A = \{X^j_1 < \cdots < X^j_d \text{ for all } j \geq 0\}.$$ 

Denoting by $\mathbb{W} = \{x \in \mathbb{R}^d : x_1 < \cdots < x_d\}$ the Weyl chamber, the conditioning event $A$ can be rewritten as $\{X_j \in \mathbb{W}, \forall j \geq 0\}$. Note that, even in the case $i_1 < \cdots < i_d$, we have

$$\mathbb{P}_i(A) = 0,$$

since $X^2 - X^1$ is an oscillating random walk. Therefore, a rigorous definition of the law of $X$ conditioned on $A$ should be given. This is done in [KOR02] and [EK08] (as a particular case of their results), introducing the event

$$A_n = \{X^j_1 < \cdots < X^j_d \text{ for all } j \in [n]\} \quad n \in \mathbb{N},$$

with $[n] = \{1, \ldots, n\}$, and proving that for every $k \in \mathbb{N}$, the limit as $n \to \infty$

$$\mathbb{P}_i(X_0 = i_0, \ldots, X_k = i_k|A_n)$$
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exists and is a probability measure. In fact, Karlin-McGregor’s formula (cf. [KM59]) gives us an expression for \( \mathbb{P}_1(A_n) \) and implies

\[
\lim_n \mathbb{P}_1(X_0 = i_0, \ldots, X_k = i_k | A_n) = \mathbb{E}_1 \left( \frac{\Delta(i_k)}{\Delta(k)} \mathbb{1}\{X_0 = i_0, \ldots, X_k = i_k\} \right),
\]

where, for \( x = (x_1, \ldots, x_d) \in \mathbb{W} \)

\[
\Delta(x) = \prod_{1 \leq i < j \leq d} (x_j - x_i) = \det \left( \left( x_j^{-1} \right), i, j \in [d] \right).
\]

is the Vandermonde’s determinant. Hence, the conditioning is made using Doob’s \( h \)-transform. Similar transformations, also called \( h \)-transforms or \( h \)-process, appear in [Saw97]. We must emphasize that most of the papers constructing ordered random walks are based on finding the limit as \( n \) goes to infinity of \( \mathbb{P}_1(A_n)/\mathbb{P}(A_n) \). Such limit will be the associated \( h \)-function of the process.

The objective is to generalize known constructions to \( d \)-dimensional random walks conditioned to have ordered components. In particular, the components of \( X \) could be dependent or have different distributions. Some models in the literature are [EK08, Dur14b, DW15, GR16, Ign18]. A general construction (when the drift is zero) is given in [DW15], for random walks in cones. The assumptions on the step distribution are that each of its components has mean zero, variance one, and zero covariance between components; also, a moment assumption is made on the step distribution. The case of non-zero drift was solved in [Dur14b], using a Cramér condition. Also, the recent paper [Ign18] constructs ordered Markov chains without moment conditions, but the state space must be countable.

Our result has minimal assumptions. Define \( Y = (X^2 - X^1, X^3 - X^2, \ldots, X^d - X^{d-1}) \). In order to avoid trivial cases, we assume \( Y \) has components taking negative and positive values with positive probability; besides that, the construction works with no further hypotheses when some component \( Y^k \) drifts to \( -\infty \), or every component \( Y^k \) drifts to \( +\infty \) (see Lemma 9). In the remaining cases, the assumption on \( Y \) is the existence of positive \( \epsilon_1, \ldots, \epsilon_{d-1} \) such that

\[
\mathbb{P} \left( X_1^2 - X_1^1 \geq \epsilon_1, \ldots, X_1^d - X_1^{d-1} \geq \epsilon_{d-1} \right) > 0.
\]

This condition is used only to prove the finiteness of the (sub)harmonic function \( h \).

Our method is to analyze a random walk conditioned to have ordered components up to an independent geometric time \( N \) of parameter \( 1 - e^{-c} \), and take the limit as \( c \to 0 \). The main tool is to construct a ladder height function for the random walk, which is based on a generalization of the ladder times in the unidimensional case. These ideas are adapted from the unidimensional case given for random walks in [Ber93], and for Lévy processes in [CD05, Don07].

1.2. Statement of the results. For ease of notation, our results are stated for \( d = 3 \) and for a random walk having state space \( \mathbb{R}^d \). Let \( X = (X^1, X^2, X^3) \) be a 3-dimensional random walk on \( \mathbb{R}^3 \cup \{\dagger\} \), starting at \( X_0 = 0 \), having lifetime \( \zeta = \sup\{n : X_n \neq \dagger\} \). Its increments are denoted by \( W = (W^1, W^2, W^3) \), and \( W_i \) has law \( \mathbb{P} \). We denote by \( Y = (Y^1, Y^2) = (X^2 - X^1, X^3 - X^2) \) the size of the gap between components, and \( y = (x_2 - x_1, x_3 - x_2) \) for \( x \in W \). The law of \( X \) killed at time \( n \in \mathbb{N} \), that is, on the event \( \zeta = n \), will be denoted by \( \mathbb{P}^n \). When killing \( X \) at an independent geometric law \( N \in \{0, 1, \ldots\} \) with parameter \( 1 - e^{-c} \), its law will be \( \mathbb{P}^{\mathbb{C}} = \sum_{n} e^{-cn}(1 - e^{-c})\mathbb{P}^n \). The \( \sigma \)-algebra considered will be \( \mathcal{F}_n = \sigma(X_1, \ldots, X_n) \).

The notation that we use is component-wise, hence \( \min\{Y_i, i \in \mathcal{I}\} = \min\{Y_i^1, i \in \mathcal{I}\}, \min\{Y_i^2, i \in \mathcal{I}\} \), for any index set \( \mathcal{I} \subset \mathbb{Z}_+ \). We define for \( [n] = \{1, 2, \ldots, n\} \) and \( [n]_0 = \{0, 1, \ldots, n\} \), the processes \( \underline{Y}_n = \min\{Y_i, i \in [n]\}, \bar{Y}_n = \max\{Y_i, i \in [n]\} \), and \( Y_n \vee (y_1, y_2) = (Y_n^1 \vee y_1, Y_n^2 \vee y_2) \), where \( y_1, y_2 \in \mathbb{R} \). We also put \( (x_1, \ldots, x_d) < (y_1, \ldots, y_d) \) whenever component-wise the strict inequality is satisfied.
For $\mathcal{W} = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : x_1 < \cdots < x_d\}$, a positive regular function or harmonic function, with respect to the transition kernel of $X$ to $\mathcal{W}$, is a function $h : \mathcal{W} \to \mathbb{R}_+$ such that

$$\mathbb{E}_x(h(X_1); \tau > 1) = h(x) \quad x \in \mathcal{W},$$

where

$$\tau := \min\{n : X_n \notin \mathcal{W}\}.$$

A function $h$ is subharmonic (superharmonic) if $\mathbb{E}_x(h(X_1); \tau > 1) \leq h(x)$ ($\mathbb{E}_x(h(X_1); \tau > 1) \geq h(x)$) for every $x \in \mathcal{W}$. The resulting (sub)harmonic function associated with a Doob $h$-transform will also be called $h$-function.

To avoid trivial cases, we assume that $Y$ has components taking positive and negative values with positive probability. Besides that, the construction works with no further hypothesis if either some component of $Y$ drifts to $-\infty$, or every component of $Y$ drifts to $+\infty$. When such conditions are not satisfied, we need Hypothesis (2), needed only for the finiteness of the (sub)harmonic function $h$.

Our main result is the following, which justifies our construction can be interpreted as a random walk $X$ conditioned to stay ordered forever.

**Theorem 1.** Let $N$ be a geometric time with parameter $1 - e^{-c}$, independent of $X$. Assume that

$$h^\uparrow(x) := 1 + \mathbb{E} \left( \sum_{n=1}^{J_1-1} 1 \{Y_{n-1} - Y_n < y\} \right) < \infty \quad x = (x_1, \ldots, x_d) \in \mathcal{W},$$

with $y = (x_2 - x_1, \ldots, x_d - x_{d-1})$ and $J_1 = \inf\{n > 0 : Y_{n-1}^k < Y_n^k, k \in [d-1]\}$. Then, for every $x \in \mathcal{W}$, every finite $\mathcal{F}_n$-stopping time $T$ and $\Lambda \in \mathcal{F}_T$

$$\lim_{\epsilon \to 0^+} \mathbb{P}_x(\Lambda, T \leq N|X(i) \in \mathcal{W}, i \in [N]) = \mathbb{P}_x(\Lambda, T < \zeta) := \frac{1}{h^\uparrow(x)} \mathbb{E}_x^\Lambda \left( h^\uparrow(X_T) 1 \{\Lambda, T < \zeta\} \right),$$

where $\mathbb{E}_x^\Lambda$ is the expectation under the law of $X$ killed at the first exit time of the Weyl chamber. The limit law is a Markov chain with transition probabilities

$$p^\uparrow(w, dz) = 1 \{z \in \mathcal{W} \} \frac{h^\uparrow(z)}{h^\uparrow(w)} p(w, dz) \quad w \in \mathcal{W}.$$

Moreover, it is a probability measure if $\mathbb{E}(\tau) = \infty$, or a subprobability measure if $\mathbb{E}(\tau) < \infty$.

We also give simple conditions to ensure $h^\uparrow$ is finite.

**Lemma 1.** Assume that either

1. some component of $Y$ drifts to $-\infty$,
2. every component of $Y$ drifts to $+\infty$ and $\mathbb{P}(\tau = \infty) > 0$,
3. there exists $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_{d-1}) \in \mathbb{R}_+^{d-1}$ such that

$$\mathbb{P}(Y_1 > \varepsilon) > 0.$$

Then

$$h^\uparrow(x) < \infty \quad \forall x \in \mathcal{W}.$$

Depending on the drift of its components, we reexpress our function $h^\uparrow$.

**Lemma 2.** Let $x \in \mathcal{W}$. If some component of $Y$ drifts to $-\infty$, the $h^\uparrow$-transform is given by

$$h^\uparrow(x) = \frac{\mathbb{E}_x(\tau)}{\mathbb{E}(\tau)}.$$

If every component drifts to $+\infty$ and $\mathbb{P}(\tau = \infty) > 0$, then

$$h^\uparrow(x) = \frac{\mathbb{P}_x(\tau = \infty)}{\mathbb{P}(\tau = \infty)}.$$
We also express $h^+$ as a renewal function. For $k \in [d-1]$, denote by $(\beta_k^i : i \in \mathbb{N})$ the strict descending ladder times of $Y^k$, that is $\beta_0^k = 0$ and for $i \in \mathbb{N}$ the time $\beta^k_i$ is the smallest index $n$ such that $Y^k(\beta^k_{i+1} + n) < Y^k(\beta^k_{i+1})$. Let $\{\beta_0, \beta_1, \beta_2, \ldots\}$ be the ordered union of all such ladder times, with $\beta_0 = 1$. Denoting by $g_n = \beta_n$ and $d_n = \beta_{n+1}$ for $n \geq 0$, the set $\{g_n, g_n+1, \ldots, d_n-1\}$ is the $n$th interval where $Y$ remains constant.

**Proposition 1.** Let $x \in \mathbb{W}$. The $h$-transform can be expressed as

$$h^+(x) = 1 + \sum_{n=1}^{\infty} \mathbb{P}\left( -Y_{\beta_n} < y \right).$$

The main tool to prove Theorem 1 is an extension of the ladder times in the unidimensional case. The paper [Ber93], gives the $h$-transform of a unidimensional random walk $X$ conditioned to stay positive forever, under the unique hypothesis that the walk takes positive and negative values with positive probability (see Theorem 2.3 of such paper). The explicit formula for the $h$-function in such case is

$$h(x) = 1 + \mathbb{E}\left( \sum_{i=1}^{\alpha_i^+ - 1} 1\{-X_n < x\} \right),$$

where $x \geq 0$ and $\alpha_i^+$ is the index of the first visit to $(0, \infty)$. Thus, the function $h$ is a particular case of our function $h^+$. In fact, Bertoin’s $h$-function can be reexpressed in several ways. We review some formulas (see [BD94]). The first hitting times, respectively, in $(-\infty, 0)$ and in $[n, \infty)$ are denoted by $\tau = \min\{k \geq 1 : X_k < 0\}$ and $\sigma_n = \min\{k \geq 1 : X_k \geq n\}$. Let $(H, T) = ((H_k, T_k), k \geq 0)$ be the strict ascending ladder point process of the reflected random walk $-X$. That is, we have $T_0 = 0$ and

$$H_k = -X_{T_k} \quad \text{and} \quad T_{k+1} = \min\{j > T_k : -X_j > H_k\}.$$  

The convention is $H_k = \infty$ if $T_k = \infty$. The renewal function associated with $H_1$ is

$$V(x) = \sum_{k=0}^{\infty} \mathbb{P}(H_k \leq x), \quad x \geq 0.$$  

This is a non-decreasing right-continuous function. But the duality lemma gives us

$$V(x) = \mathbb{E}\left( \sum_{j=0}^{\sigma_0-1} 1\{-x \leq X_j\} \right) = h(x).$$

Thus, Proposition 1 is a generalization of this result. Our other reexpressions of $h^+$ given in Lemma 2, also had their respective reexpressions in the unidimensional case (see [BD94]).

We conjecture that our $h$-transform is subharmonic when $X$ has i.i.d. components taking values in $\mathbb{R}$, satisfies the hypotheses of [EK08] or [DW15], and $d > 2$. The reason is that on such papers, the tail of the distribution of $\tau$ is computed, which we prove helps to characterize the harmonicity of our $h$. In [EK08] it is proved that $\mathbb{P}_x(\tau > n)$ is of the order $n^{-(d-1)/4}$ (see Subsection 5 for another approximations), implying $\mathbb{E}_x(\tau) < \infty$ when $d \geq 3$ and $x \in \mathbb{W}$. In fact, we prove in Lemma 6 that $h$ is harmonic (subharmonic) iff the expectation of $\tau$ is infinite (finite). This represents a difference with respect to [EK08], since, regardless of the dimension, their $h$-transform is harmonic.

Nevertheless, such difference has also been observed in [Ign18]. On such paper, it is characterized the $h$-transforms of centered irreducible random walks taking values on a countable set, with slowly varying hitting probabilities and other minor assumptions. She proved that when $\mathbb{E}(\tau) = \infty$, any harmonic function for the process is proportional to $V(\cdot) = \mathbb{E}(\cdot, \mathcal{F})$, where $\mathcal{F}$ is the exit time of some ladder height process, and also that $\lim \mathbb{P}_x(A_n)/\mathbb{P}(A_n) = V(x)$, with $x \in \mathbb{W}$. But, when $\mathbb{E}(\tau) < \infty$, she proved that $V(x) \leq \lim \mathbb{P}_x(A_n)/\mathbb{P}(A_n)$ and that $V$ is superharmonic (in our case, our $h$-transform is subharmonic).
It is important to address that even in the unidimensional case, the harmonicity of the $h$-transform highly depends on $\mathbb{E}(\tau)$ and even in the way we choose the approximating events. An example appears in [BD94] for random walks not drifting to $+\infty$. They compare limits of some random walks, under two different conditionings to stay positive. It is proved that for oscillating random walks both limits are the same. But when the drift is negative, depending on the upper tail of the step distribution it can happen: both limits are the same and the $h$-transform is subharmonic; both limits are different with harmonic $h$-transform. Results in the same spirit for Lévy processes, are given in [BD94]. Also, the $h$-transform of the Brownian motion with negative drift conditioned to stay positive is harmonic or subharmonic, depending on the approximation: it is proved in [MSM94] that is harmonic conditioning with $\{\tau > t\}$ and letting $t \to \infty$; while in [CD05] is subharmonic when conditioning with $\{\tau > E/c\}$, an exponential random variable with mean $1$, and letting $c \to 0$.

This paper is organized as follows. Our construction is given in Section 2, conditioning the walk to stay ordered up to an independent geometric time. We prove this is a Markov chain and an $h$-transform of the process, where the harmonic function is denoted by $h^i$. In Subsections 2.1 and 2.2 we reexpress $h^i$ using a partition of $\mathbb{N}$ on random intervals, making the random walk to be like excursions on each interval. This allows us to obtain in Lemma 5 the limit $h^i$ of $h^i$ as $c \downarrow 0$, and implies the limit of the random walk is a Markov chain using a change of measure with $h^i$; this is the second part of Theorem 1. We characterize in Section 3 when $h^i$ is harmonic or subharmonic; give a condition to ensure its finiteness; and prove in Lemma 8 that the law of the random walk using the $h$-transform $h^i$ is the same as the limit of the random walk law conditioned to stay ordered up to a geometric time, which proves Theorem 1. In Section 4 we obtain several reexpressions of $h^i$. Finally, in Section 5 we review known results about the order of $\mathbb{P}_x(\tau > n)$.

2. THE RANDOM WALK CONDITIONED TO BE ORDERED UP TO A GEOMETRIC TIME AS AN $h$-TRANSFORM

Recall the notation at the beginning of Section 1.2. Consider $x = (x_1, x_2, x_3) \in \mathbb{W}$ and let $y = (y_1, y_2) = (x_2 - x_1, x_3 - x_2)$. Recall the definition of $\tau = \inf\{n : X_n \notin \mathbb{W}\}$, the first exit time from the Weyl chamber. For any $n \in \mathbb{N}$ and $A = A_0 \times A_1 \times \cdots \times A_n \in \mathcal{B}(\mathbb{R})^{n+1}$, we find the limit as $c \to 0+$ of

$$
\mathbb{P}^c\left(\bigcap_{0}^{n} \{X_i + x_i \in A_i\} \mid \tau > N\right) = \mathbb{P}^c\left(\bigcap_{0}^{n} \{X_i + x_i \in A_i\} \mid X_j^1 + x_1 < X_j^2 + x_2 < X_j^3 + x_3, j \in [N]\right).
$$

First we prove this is a Markov chain.

**Proposition 2.** Under $\mathbb{P}^c$ and for any $x = (x_1, x_2, x_3) \in \mathbb{W}$, the chain $X + x$ conditioned to be ordered up to time $N$ is a Markov chain with transition probabilities

$$
\mathbb{P}^c_\tau(w, dy) = 1 \{y \in \mathbb{W}\} \frac{h^i(y)}{h^i(w)} e^{-\xi} p(w, dy),
$$

with $w = (w_1, w_2, w_3) \in \mathbb{W}$, $y = (y_1, y_2, y_3)$, $p(w, dy) = \mathbb{P}(W_1 + w \in dy)$ and

$$
h^i_\tau(w) = \frac{\mathbb{P}^c(X_i + w \in \mathbb{W}, i \in [\xi])}{\mathbb{P}^c(X_i \in \mathbb{W}, i \in [\xi])}.
$$

**Proof.** We compute the $n$-step transition probabilities

$$
\mathbb{P}^c(X_i \in dw_i, i \in [n]_0 \mid \tau > N),
$$

where $w_i \in \mathbb{R}^3$ for $i \in [n]_0 := \{0, \ldots, n\}$ and $w_0 = x \in \mathbb{W}$. Then, the numerator of the $n$-step transition probability is given by

$$
\mathbb{P}^c(X_i + x \in dw_i, i \in [n]_0, X_i + x \in \mathbb{W}, i \in [N]).
$$
On such set, for \( i \in [n]_0 \) we have \( X_i + x = w_i \in \mathbb{W} \), while for \( n + i \in \{ n + 1, \ldots, N \} \)
\[
X_n + x \in dw_n, X_{n+i} + x \in \mathbb{W} = \{ X_n + x \in dw_n, X_{n+i} - X_n + w_n \in \mathbb{W} \}.
\]
Summing over the values of \( N \), and using independent and stationary increments of \( X \), the numerator is equal to
\[
\begin{align*}
&1 \{ \cap_1^n \{ w_i \in \mathbb{W} \} \} \mathbb{P} (X_i + x \in dw_i, i \in [n]_0) \\
&\quad \times \sum_{m \geq n+1} \mathbb{P} (X_{n+i} - X_n + w_n \in \mathbb{W}, i \in [n]) \mathbb{P} (N = n) \\
&= 1 \{ \cap_1^n \{ w_i \in \mathbb{W} \} \} \mathbb{P} (X_i + x \in dw_i, i \in [n]_0) e^{-cn} \\
&\quad \times \mathbb{P}^c (X_i + w_n \in \mathbb{W}, i \in [N]),
\end{align*}
\]
by the lack of memory property of \( N \). Therefore, the \( n \)-step transition probability is given by
\[
\begin{align*}
&= 1 \{ \cap_1^n \{ w_i \in \mathbb{W} \} \} \mathbb{P} (X_i + x \in dw_i, i \in [n]_0) e^{-cn} \times \frac{\mathbb{P}^c (w_n + X_i \in \mathbb{W}, i \in [N])}{\mathbb{P}^c (x + X_i \in \mathbb{W}, i \in [N])}.
\end{align*}
\]
Denote by \( X^\uparrow \) the random walk \( X \) conditioned to stay ordered up to time \( N \). Considering \( w_i \in \mathbb{W} \) for \( i \in [n-1]_0 \), we obtain, using that \( X \) is a random walk
\[
\mathbb{P}^c \left( X^\uparrow (n) \in dw_n | X^\uparrow (0) = w_0, X^\uparrow (1) \in dw_1, \ldots, X^\uparrow (n-1) \in dw_{n-1} \right)
\]
\[
= 1 \{ \{ w_n \in \mathbb{W} \} \} \mathbb{P} (X_n + x \in dw_n | X_{n-1} + x \in dw_{n-1}) e^{-c} \frac{h^\uparrow_c (w_n)}{h^\uparrow_c (w_{n-1})}
\]
\[
= 1 \{ \{ w_n \in \mathbb{W} \} \} \mathbb{P} (X_1 \in dw_n | X_0 \in dw_{n-1}) e^{-c} \frac{h^\uparrow_c (w_n)}{h^\uparrow_c (w_{n-1})},
\]
which is the one-step transition probability, and depends only on \( w_{n-1} \) and \( w_n \).

Now we analyze the function \( h^\uparrow_c \).

2.1. The \( h^\uparrow_c \)-function. A priori, \( h^\uparrow_c \) is the division of two probabilities converging to zero. We reexpress \( h^\uparrow_c \) to prove it converges. Working with the numerator of \( h^\uparrow_c (x) \), first sum over all possible values of \( N \)
\[
\mathbb{P}^c (X_i + x \in \mathbb{W}, i \in [\xi])
\]
\[
= (1 - e^{-c}) \left( 1 + \sum_{i=1}^\infty e^{-cn} \mathbb{P}^c (X_i + x \in \mathbb{W}, i \in [n]) \right).
\]
Recall that \( Y = (X^2 - X^1, X^3 - X^2) \) and \( y = (y_2 - x_1, y_3 - x_2) \). It follows that
\[
\mathbb{P}^c (X_i + x \in \mathbb{W}, i \in [\xi]) / (1 - e^{-c}) - 1 = \mathbb{E} \left( \sum_{i=1}^\infty e^{-cn} 1 \{-y < Y_i\} \right).
\]
For any \( n \in \mathbb{N} \), it is known that \( X \) and the time-reversed process \( X^* \) has the same distribution, with
\[
X^*_i = X_n - X_{n-i} \quad \text{for } 0 \leq i \leq n.
\]
This chain has components \( X^* = (X^1, X^2, X^3) \), and similarly for \( Y^* \). Then
\[
\left\{-y < Y_i \right\} \overset{d}{=} \left\{ \max \{-Y^i,j \in [n]\} < x_2 - x_1, \max \{-Y^j,j \in [n]\} < x_3 - x_2 \right\}.
\]
Define $\overline{Y}_n^k = \max\{Y_j^k, 0 \leq j \leq n\}$ for $k = 1, 2$ and $\overline{Y}_n = (\overline{Y}_n^1, \overline{Y}_n^2)$. Add and subtract the term $\overline{Y}_n^{k*}$ and use $Y_i^{k*} - Y_n^{k*} = Y_i^k - Y_{n-i}^k - Y_{n-i}^{k*} = -Y_{n-i}^{k*}$ for $k = 1, 2$, so

(6) \[
\{ -y < \overline{Y}_n \} \overset{d}{=} \{ \overline{Y}_{n-1} - Y_n < y \}.
\]

This implies that $h_{\overline{Y}}$ can be reexpressed as

(7) \[
h_{\overline{Y}}(x) = \frac{1 + \sum_{n=0}^{\infty} e^{-cn} \mathbb{P}(\overline{Y}_{n-1} - Y_n < y)}{1 + \sum_{n=0}^{\infty} e^{-cn} \mathbb{P}(\overline{Y}_{n-1} - Y_n < 0)}
\]

2.2. Partitioning $\mathbb{N}$ via the times of a multidimensional ladder height function to obtain the limit of $h_{\overline{Y}}$. In this subsection, we partition $\mathbb{N}$ at some particular times $\{J_i, i \in \mathbb{N}\}$. Those are the times in common among the ascending ladder times of $Y^1$ and $Y^2$, that is, if $(\alpha_j^1, j \geq 0)$ are the strict ascending ladder times of $Y^k$, then $J_i$ is the $i$th time such that $\alpha_i^1 = \alpha_i^2$ for some $j, l \in \mathbb{N}$. We prove that the subpaths $\{Y_{j+k}, 0 \leq n < J_{i+1} - J_i\}$ are i.i.d., and at the times $J_i$, every component of the walk $Y$ is at least as big as the current cumulative maximum. In this sense, the reader should think on those subpaths as excursions of $Y$.

Let $J_0 = 0$ and for $i \in \mathbb{N}$, define

$$J_{i+1} = \min\left\{ n > J_i : \overline{Y}_{n-1}^k < Y_n^k, k = 1, 2 \right\},$$

the first time after $J_i$, such that both walks reach the current maximum at the same time.

Remark 1. Note that $\overline{Y}_{J_i} = Y_{J_i}$, since both processes are at the same maximum. Also, since we assumed $\mathbb{P}(Y_1 > 0) > 0$, then $\mathbb{P}(J_1 = 1) = \mathbb{P}(<Y_0 = Y_1) = \mathbb{P}(0 < Y_1)$ has positive probability.

We prove $(J_i, i \geq 0)$ are stopping times. Let $(\mathcal{F}_n, n \in \mathbb{N})$ be the natural filtration of $X$. For any $m \in \mathbb{N}$, the event $\{J_1 = m\}$ is equal to

$$\{\overline{Y}_{j-1}^k \geq Y_j^k, 1 \leq j \leq m-1 \text{ for } k = 1 \text{ or } k = 2\} \cap \{\overline{Y}_{m-1}^k < Y_m^k, k = 1, 2\},$$

which is in $\mathcal{F}_m$. Assuming $J_i$ is a stopping time, the event $\{J_{i+1} = m\}$ is equal to

$$\bigcup_{l=i}^{m-1} \left( \{J_l = l\} \cap \{\overline{Y}_{j-1}^l \geq Y_j^l, 1 \leq j \leq m-1 \text{ for } k = 1 \text{ or } k = 2\} \cap \{\overline{Y}_{m-1}^k < Y_m^k, k = 1, 2\} \right),$$

which also belongs to $\mathcal{F}_m$.

We prove the independence and distribution between such times.

Lemma 3. For every $i \in \mathbb{N}$, the walk $\overline{Y}_{J_{i+1} - J_i}, n \geq 1$ is independent of $\mathcal{F}_J_i$ and has the same distribution as $\{\overline{Y}_{n-1} - Y_n, n \geq 1\}$.

Proof. Let $T < \infty$ be a stopping time. For $n \geq 2$, decompose $\overline{Y}_{T+n-1}$ as the maximum up to time $T$ and the maximum between times $\{T+1, \ldots, T+n-1\}$. Hence

$$\overline{Y}_{T+n-1} - Y_{T+n} = (\overline{Y}_T - Y_T) \lor \max\{Y_{T+l} - Y_T, l \in [n-1]\} - (Y_{T+n} - Y_T),$$

and for $n = 1$

$$\overline{Y}_T - Y_{T+1} = (\overline{Y}_T - Y_T) \lor (0, 0) - (Y_{T+1} - Y_T).$$

We substitute $T = J_i$ for $i \in \mathbb{N}$ and recall $\overline{Y}_{J_i} = Y_{J_i}$. For $n \in \mathbb{N}$ and $A_m \in \mathbb{R}^2$ with $m \in [n]$, the events

$$\bigcap_{m=1}^{n} \{\overline{Y}_{J_i+m-1} - Y_{J_i+m} \in A_m\} = \bigcap_{m=1}^{n} \{(0, 0) \lor \max\{Y_{J_i+l} - Y_{J_i}, l \in [m-1]\} - (Y_{J_i+m} - Y_{J_i}) \in A_m\}$$

for all $i \in \mathbb{N}$. Add and subtract the term $\mathbb{P}(Y_{J_i} > 0)$ and recall $\mathbb{P}(Y_1 > 0) > 0$, then $\mathbb{P}(J_1 = 1) = \mathbb{P}(\overline{Y}_0 = \overline{Y}_1) = \mathbb{P}(0 < Y_1)$ has positive probability.

The proof is complete.

Note that $\overline{Y}_{J_i} = Y_{J_i}$, since both processes are at the same maximum. Also, since we assumed $\mathbb{P}(Y_1 > 0) > 0$, then $\mathbb{P}(J_1 = 1) = \mathbb{P}(\overline{Y}_0 < Y_1) = \mathbb{P}(0 < Y_1)$ has positive probability.
are independent of $F_J$ under $\{J_i < \infty\}$, by the strong Markov property. They also have the same distribution as

$$\bigcap_{m=1}^{n} \{(0,0) \vee \max\{Y_l, l \in [m-1]\} - Y_m \in A_m\} = \bigcap_{m=1}^{n} \{\overline{Y}_{m-1} - Y_m \in A_m\},$$

recalling that $\overline{Y}_0 = Y_0 = (0,0)$ under $\mathbb{P}$.

The following result is crucial to partition the sums in (7).

**Lemma 4.** The times $\{J_{i+1} - J_i, i \in \mathbb{N}\}$ are i.i.d. and $J_{i+1} - J_i = J_1 \circ \theta_j$, where $\theta$ is the translation operator.

**Proof.** For $i \in \mathbb{N}$ we have

$$J_{i+1} - J_i = \min\{n > 0 : \overline{Y}_{J_{i+1} - J_i} < Y_{J_i + n}\} = \min\{n > 0 : \max\{Y_{J_i + n} - Y_J; 0 \leq m \leq n - 1\} - (Y_{J_i + n} - Y_J) < 0\} = J_1 \circ \theta_j.$$

Then $J_{i+1} - J_i$ is independent of $F_J$ and has the same law as $J_1$, by Lemma 3.

**Lemma 5.** The $h$-function $h_i^2$ converges as $c \downarrow 0$ to

$$h_i(x) = 1 + \mathbb{E}\left(\sum_{n=1}^{J_i-1} \mathbf{1}_{\{\overline{Y}_{n-1} - Y_n < y\}}\right),$$

recalling that $y = (x_2 - x_1, x_3 - x_2)$.

**Proof.** Recall Equation (7). Partition $\mathbb{N}$ at times $(J_i, i \in \mathbb{N})$

$$\mathbb{E}\left(\sum_{n=0}^{\infty} e^{-cn} \mathbf{1}_{\{\overline{Y}_{n-1} - Y_n < y\}}\right) = \mathbb{E}\left(\sum_{n=0}^{J_i-1} e^{-cJ_i} \mathbf{1}_{\{J_i < \infty\}} \sum_{n=1}^{J_i - J_i} e^{-cn} \mathbf{1}_{\{\overline{Y}_{n-1+i} - Y_{n+i} < y\}}\right).$$

Conditioning with $F_J$ and summing over the values taken by $J_{i+1} - J_i$, the previous equation is equal to

$$\mathbb{E}\left\{\sum_{n=0}^{\infty} e^{-cJ_i} \mathbf{1}_{\{J_i < \infty\}} \sum_{m \geq 1}^{\infty} e^{-cm} \mathbb{P}\left(J_{i+1} - J_i = m, \overline{Y}_{n-1+i} - Y_{n+i} < y | F_J\right)\right\}.$$

Using lemmas 3 and 4, we obtain

$$\mathbb{P}^c (X_i + x \in \mathbb{W}, i \in [\xi]) / (1 - e^{-c}) = 1 + \mathbb{E}\left(\sum_{n=0}^{\infty} e^{-cJ_i} \mathbf{1}_{\{J_i < \infty\}}\right) \mathbb{E}\left(\sum_{n=1}^{J_i} e^{-cn} \mathbf{1}_{\{\overline{Y}_{n-1} - Y_n < y\}}\right).$$

Since $e^{-cJ_i} \mathbf{1}_{\{J_i = \infty\}} = 0$, we can ignore the indicator $\mathbf{1}_{\{J_i < \infty\}}$. When $x = 0$, the only term that remains in the second expectation above is $e^{-cJ_1}$, since $\overline{Y}_{n-1} \geq Y_n^1$ or $\overline{Y}_{n-1}^2 \geq Y_n^2$ for $n < J_1$. It follows that

$$\mathbb{P}^c (X_i \in \mathbb{W}, i \in [\xi]) / (1 - e^{-c}) = 1 + \mathbb{E}\left(\sum_{n=0}^{\infty} e^{-cJ_i}\right) \mathbb{E}(e^{-cJ_1}).$$
Dividing both terms, and using
\[ E \left( \sum_{n=1}^{J_i} e^{-cn} \mathbf{1}_{\{\mathcal{F}_{n-1} - Y_n < y\}} \right) - E(e^{-cJ}) = E \left( \sum_{n=1}^{J_i-1} e^{-cn} \mathbf{1}_{\{\mathcal{F}_{n-1} - Y_n < y\}} \right), \]
we have
\[ h^\uparrow_i(x) = 1 + \frac{E\left( \sum_{n=1}^{J_i-1} e^{-cn} \mathbf{1}_{\{\mathcal{F}_{n-1} - Y_n < y\}} \right)}{1 + E(\sum_{n=0}^{\infty} e^{-cJ}) E(e^{-cJ})}. \]
Since \( J_i = \sum_{k=0}^{i-1} (J_{k+1} - J_k) \) is a sum of i.i.d. random variables, then
\[ E \left( \sum_{n=0}^{\infty} e^{-cJ} \right) = (1 - E(e^{-cJ}))^{-1}, \]
implying
\[ h^\uparrow_i(x) = 1 + E \left( \sum_{n=1}^{J_i-1} e^{-cn} \mathbf{1}_{\{\mathcal{F}_{n-1} - Y_n < y\}} \right). \]
The result follows from the monotone convergence theorem. \( \square \)

The latter result implies Theorem 1. In the next section, we prove that \( h^\uparrow \) is (sub)harmonic, and give a simple condition that ensures it is finite.

3. Properties of \( h^\uparrow \) and the interpretation of the walk as conditioned to stay ordered forever

3.1. The harmonicity of \( h^\uparrow \) depends on \( E(\tau) \). We know that the first exit time from the Weyl chamber is given by
\[ \tau = \min\{n > 0 : Y^1_n \wedge Y^2_n \leq 0\}. \]
By Lemma 5, we rewrite \( h^\uparrow \) as
\[ h^\uparrow(x) = \lim_{c \to 0^+} \frac{\mathbb{P}_x^c(Y_N > 0)}{\mathbb{P}_c(Y_N > 0)} = \lim_{c \to 0^+} \frac{\mathbb{P}_x(\tau > N)}{\mathbb{P}(\tau > N)}. \]
Let \( Q_x \) be the law of \( X \) killed at the first exit of the Weyl chamber, that is, for \( n \in \mathbb{N} \) and \( \Lambda \in \mathcal{F}_n \)
\[ Q_x(\Lambda, n < \zeta) = \mathbb{P}_x(\Lambda, n < \tau). \]
Expectations under \( Q_x \) will be denoted by \( E^Q_x \). The next lemma gives us conditions to know if \( h^\uparrow \) is harmonic or subharmonic. It is based on Lemma 1 of [CD05].

**Lemma 6.** Let \( x \in \mathbb{W} \). If \( E(\tau) < \infty \), then \( h^\uparrow \) is subharmonic and
\[ E^Q_x \left( h^\uparrow(X_n) \mathbf{1}_{\{n < \zeta\}} \right) < h^\uparrow(x). \]
If \( E(\tau) = \infty \), then \( h^\uparrow \) is harmonic and
\[ E^Q_x \left( h^\uparrow(X_n) \mathbf{1}_{\{n < \zeta\}} \right) = h^\uparrow(x). \]

**Proof.** Since we proved in Lemma 5 that the convergence of \( h^\uparrow_i \) to \( h^\uparrow \) is monotone, then
\[ E^Q_x \left( h^\uparrow(X_n) \mathbf{1}_{\{n < \zeta\}} \right) = \lim_{c \to 0^+} E_x \left( \frac{\mathbb{P}_x(\tau > N)}{\mathbb{P}(\tau > N)} \mathbf{1}_{\{n < \tau\}} \right). \]
Using the Markov property
\[
\mathbb{P}_x(\tau > n+N) = \mathbb{E}_x(1 \{Y_k^2 \land Y_k^1 > 0, k \in [n+N]\})
= \mathbb{E}_x(1 \{Y_k^2 \land Y_k^1 > 0, k \in [n]\} 1 \{Y_k^2 \land Y_k^1 > 0, k \in [N]\} \circ \theta_n)
= \mathbb{E}_x(1 \{\tau > n\} \mathbb{P}_{X_n}(\tau > N)),
\]
which is the numerator in the right-hand side of Equation (8). Summing over all the values of \(N\)
\[
\mathbb{P}_x(\tau > n+N) = \sum_k \mathbb{P}_x(\tau > n+k, N = k)
= e^{cn} \sum_{k \geq n} \mathbb{P}_x(\tau > k) (1 - e^{-c}) e^{-ck}.
\]
Starting the sum from \(k = 0\), we obtain
\[
\mathbb{P}_x(\tau > n+N) = e^{cn} \left\{ \mathbb{P}_x(\tau > N) - \sum_{0}^{n-1} \mathbb{P}_x(\tau > k) \mathbb{P}(N = k) \right\}.
\]
Thus, the right-hand side of Equation (8) is equal to
\[
\lim_{c \to 0^+} e^{cn} \left\{ \frac{\mathbb{P}_x(\tau > N)}{\mathbb{P}(\tau > N)} - \sum_{0}^{n-1} \mathbb{P}(\tau > m) e^{-cm} \right\}
= h^+(x) - \frac{1}{\mathbb{E}(\tau)} \sum_{0}^{n-1} \mathbb{P}_x(\tau > k),
\]
which proves the lemma, since \(\mathbb{P}_x(\tau > 0) = \mathbb{P}(x+X_0 \in \mathbb{W}) = 1\).

3.2. Finiteness of \(h^+\). To prove \(h^+(x) < \infty\) for every \(x \in \mathbb{W}\), we use the remark of Lemma 1 in [Tan89]. In this subsection, the inequality \(x > z\) for \(x, z \in \mathbb{R}^3\) means there is strict inequality component-wise.

**Lemma 7.** Assume there exists \(\varepsilon = (\varepsilon_1, \varepsilon_2) \in \mathbb{R}_+\) such that
\[
\mathbb{P}\left( (X_1^2 - X_1^1, X_1^3 - X_1^2) > \varepsilon \right) > 0.
\]
Then
\[
h^+(x) < \infty \quad \forall x \in \mathbb{W}.
\]
**Proof.** Note that Lemma 6 was independent of the finiteness of \(h^+\). Hence, from such lemma and \(x \in \mathbb{W}\) we have
\[
h^+(x) \geq \int \mathbb{P}(x+X_1 \in dz, 1 < \tau) h^+(z) = \int_{z \in \mathbb{W}} \mathbb{P}(x+X_1 \in dz) h^+(z).
\]
Define \(g(x) = (x_2 - x_1, x_3 - x_2)\) for \(x \in \mathbb{R}^3_+\). For simplicity, instead of \(g(x)\) we write \(x^-\). So, for instance \(X^- = (X_2 - X_1, X_3 - X_2)\) and \(x^- := (x_2 - x_1, x_3 - x_2)\). Then, we have
\[
\mathbb{P}(x+X_1 \in dz) = \mathbb{P}(x_1 + X_1^1 \in dz_1, x^- + X_1^- \in dz^-).
\]
Note from Lemma (5) that \(h^+(x)\) depends on \(x\) only trough \(x^-\). Define \(h^- : \mathbb{R}^2_+ \cup \{(0,0)\} \mapsto \mathbb{R}_+\) as \(h^-(x^-) := h^+(x)\), so
\[
h^-(x^-) = 1 + \mathbb{E} \left( \sum_{n=1}^{J-1} 1 \{Y_{n-1} - Y_n < x^- \} \right).
\]
It follows that
\[
h^-(x^-) \geq \int_{z \in \mathbb{W}} \mathbb{P}(x_1 + X_1^1 \in dz_1, x^- + X_1^- \in dz^-) h^-(z^-).
\]
Also, note that $h^-(0) = 1$, since $1 \left\{ \overline{X}_0 - X_1^- \leq 0 \right\} = 1$ implies $J_1 = 1$.

Assume that $h^-(z^-) = \infty$ for every $z^- > \epsilon$. Fix any $x_1 \in \mathbb{R}$, and use $x = (x_1, x_1, x_1)$ in (9) to obtain

$$
1 = h^-(0) = h^t(x) \geq \int_{z \in \mathbb{W} \cap \{z \in \mathbb{R}^3; z^- > \epsilon\}} \mathbb{P}(x_1 + X_1^1 \in dz_1, x^- + X_1^- \in dz^-) h^-(z^-).
$$

Hence, it should be the case that

$$
0 = \mathbb{P}(x_1 + X_1^1 \in \mathbb{R}, x^- + X_1^- > \epsilon) = \mathbb{P}(X_1^- > \epsilon),
$$

contradicting the hypothesis. Therefore, there exists $z_{(1)} = (x_1, x_1 + z_{(1),1}, x_1 + z_{(1),2}) \in \mathbb{W}$ such that

$$
z_{(1)}^- > \epsilon \quad \text{and} \quad h^t(z_{(1)}) = h^-(z_{(1)}) < \infty.
$$

Now, assume $h^-(z^-) = \infty$ for every $z^- > \epsilon + z_{(1)}^-$. Use $x = z_{(1)}^-$ in (9) to obtain

$$
\infty > h^-(z_{(1)}^-) \geq \int_{z \in \mathbb{W} \cap \{z \in \mathbb{R}^3; z^- > \epsilon + z_{(1)}^-\}} \mathbb{P}(x_1 + X_1^1 \in dz_1, z_{(1)}^- + X_1^- \in dz^-) h^-(z^-).
$$

Then, it should happen that

$$
0 = \mathbb{P}(x_1 + X_1^1 \in \mathbb{R}, z_{(1)}^- + X_1^- > \epsilon + z_{(1)}^-) = \mathbb{P}(X_1^- > \epsilon),
$$

again contradicting the hypothesis. Hence, there exists $z_{(2)} = (x_1, x_1 + z_{(2),1}, x_1 + z_{(2),2}) \in \mathbb{W}$ such that

$$
z_{(2)}^- > \epsilon + z_{(1)}^- \quad \text{and} \quad h^t(z_{(2)}) = h^-(z_{(2)}) < \infty.
$$

Continuing in this way, there is some subsequence $(z_{(n)}, n \in \mathbb{N})$, with $z_{(n)} = (x_1, x_1 + z_{(n),1}, x_1 + z_{(n),2}, \ldots, x_1 + z_{(n),n}) \in \mathbb{W}$ satisfying

$$
z_{(n)}^- > \epsilon + z_{(n-1)}^- \quad \text{and} \quad h^t(z_{(n)}) = h^-(z_{(n)}) < \infty,
$$

for every $n$.

Fix any $x = (x_1, x_2, x_3) \in \mathbb{W}$. We prove that $h^t(x) < \infty$. Note that in the previous analysis, $x_1$ was arbitrary. Let $n \in \mathbb{N}$ such that

$$
z_{(n),1}^- \land z_{(n),2}^- > (n \epsilon_1) \land (n \epsilon_2) > (x_3 - x_2) \lor (x_2 - x_1).
$$

It follows that

$$
h^t(x) = 1 + \mathbb{E} \left( \sum_{n=1}^{J_1-1} 1 \left\{ X_{n-1}^- - X_n^- < x^- \right\} \right)
\leq 1 + \mathbb{E} \left( \sum_{n=1}^{J_1-1} 1 \left\{ X_{n-1}^- - X_n^- < z_{(n)}^- \right\} \right),
$$

which is finite by construction. □

3.3. Ordered random walks as the limit law of random walks conditioned to stay ordered up to a geometric time. Let $(q_n, n \geq 1)$ be the transition probabilities of $(X, Q)$. From Theorem 1, denote by $(p_n, n \geq 1)$ the transition probabilities of $X$ conditioned to stay ordered

$$
p_n^t(w, dz) = \frac{h^t(z)}{h^t(w)} q_n(w, dz) \quad w \in \mathbb{W}, \ n \in \mathbb{N}.
$$
The law of the Markov process with transition probabilities \((p^+_n, n \geq 1)\) and starting from \(x \in \mathbb{W}\) is denoted by \(P^+_x\). Hence, for \(n \in \mathbb{N}\) and \(\Lambda \in \mathcal{F}_n\)

\[
P^+_x(\Lambda, n < \zeta) = \frac{1}{h^+(x)} \mathbb{E}^+_x \left( h^+(X_n) 1 \{ \Lambda, n < \zeta \} \right).
\]

Its lifetime is \(P^+_x\)-finite if \(h^+\) is subharmonic and \(P^+_x\)-infinite if it is harmonic. Let us prove \((X, P^+_x)\) is the limit as \(c \to 0+\) of \((X, P_x)\) conditioned to have ordered components up to a geometric time.

**Lemma 8.** Let \(N\) be geometric time with parameter \(1 - e^{-c}\), independent of \((X, \mathbb{P})\). Then, for every \(x \in \mathbb{W}\), every finite \(\mathcal{F}_n\)-stopping time \(T\) and \(\Lambda \in \mathcal{F}_T\)

\[
\lim_{c \to 0^+} \mathbb{P}_x(\Lambda, T \leq N | X(i) \in \mathbb{W}, i \in [N]) = P^+_x(\Lambda, T < \zeta).
\]

**Proof.** First we use a deterministic time \(T \in \mathbb{N}\). Note that \(\{T < \tau\} = \{X(i) \in \mathbb{W}, i \in [T]\}\). We work with \(\mathbb{P}_x(\Lambda, T \leq N, X(i) \in \mathbb{W}, i \in [N])\). Separating in the first \(T\) values of \(X\) and summing over all the values of \(N\)

\[
\mathbb{P}_x(\Lambda, T \leq N, X(i) \in \mathbb{W}, i \in [N]) = \sum_{n \geq T} \mathbb{P}_x(\Lambda, T \leq n, X(i) \in \mathbb{W}, i \in [T], X(T + i) \in \mathbb{W}, i \in [n - T]) \mathbb{P}(N = n),
\]

starting the sum at zero and using the Markov property at \(\mathcal{F}_T\)

\[
\mathbb{P}_x(\Lambda, T \leq N, X(i) \in \mathbb{W}, i \in [N]) = e^{-cT} \sum_{n \geq T} \mathbb{P}_x(\Lambda, T < \tau, \mathbb{P}_x(X(T + i) \in \mathbb{W}, i \in [n] | \mathcal{F}_T)) \mathbb{P}(N = n)
\]

\[
= e^{-cT} \mathbb{P}_x(\Lambda, T < \tau, \mathbb{P}_X(N < \tau))
\]

\[
= \mathbb{P}_x(\Lambda, T < \tau, t \leq N, \mathbb{P}_X(N < \tau)).
\]

Now, consider \(c_0 > 0\) and any \(c \in (0, c_0)\). Recall from Lemma 5 that \(h^+_c\) increases to \(h^+\), hence

\[
1 \{ \Lambda, T < \tau, T \leq N \} \frac{\mathbb{P}_X(N > \tau)}{\mathbb{P}_x(\tau > N)} = 1 \{ \Lambda, T < \tau, T \leq N \} \frac{h^+_c(X_T)}{h^+_c(x)}
\]

\[
\leq 1 \{ \Lambda, T < \tau \} \frac{h^+(X_T)}{h^+_c(x)}.
\]

Taking expectations on both sides and using Lemma 6

\[
\mathbb{E}_x \left( 1 \{ \Lambda, T < \tau, T \leq N \} \frac{\mathbb{P}_X(\tau > N)}{\mathbb{P}_x(\tau > N)} \right) \leq \frac{h^+(x)}{h^+_c(x)}.
\]

and the right-hand side is finite by Lemma 7. Hence, by Lebesgue’s dominated convergence theorem

\[
\lim_{c \to 0^+} \mathbb{P}_x(\Lambda, T \leq N | \tau > N) = \lim_{c \to 0^+} \mathbb{E}_x \left( 1 \{ \Lambda, T < \tau, T \leq N \} \frac{\mathbb{P}_X(\tau > N)}{\mathbb{P}_x(\tau > N)} \right) = P^+_x(\Lambda, T < \zeta).
\]

Let us prove the same convergence for any finite stopping time \(T\). Summing over all the values of \(T\), the equality

\[
\mathbb{P}_x(\Lambda, T \leq N < \tau) = \mathbb{P}_x(\Lambda, T < \tau, t \leq N, \mathbb{P}_X(N < \tau))
\]
and Equation (10) holds for $T$. We need to prove Lemma 6 holds true for any stopping time $T < \infty$ a.s. Summing over all the values of $T$, in the subharmonic case

$$
\mathbb{E}_x^Q \left( h^\uparrow(X_T) 1 \{ T < \zeta \} \right) = \sum_n \mathbb{E}_x \left( h^\uparrow(X_n) 1 \{ n < \tau, T = n \} \right)
$$

$$
\leq h^\uparrow(x) \sum_n \mathbb{P}_x^1(T = n, n < \zeta)
$$

$$
= h^\uparrow(x) \mathbb{P}_x^1(T < \infty, T < \zeta),
$$

which is smaller than $h^\uparrow(x)$. In the harmonic case, the inequality above is an equality, so it remains to prove that $\mathbb{P}_x^1(T < \infty, T < \zeta) = 1$. But this is clear since

$$
\mathbb{P}_x^1(T = \infty, T < \zeta) = \lim_{n \to \infty} \frac{1}{h^\uparrow(x)} \mathbb{E}_x \left( h^\uparrow(X_T) 1 \{ T > n \} \right) = 0,
$$

by monotone convergence. \hfill \square

In the next section, we obtain several reexpressions of the $h$-function.

4. REEXPRESSIONS OF $h^\uparrow$

4.1. Reexpressions using the minimum of the descending ladder times of the components.

Changing the measure to start at zero, we have

$$
\mathbb{E} \left( \sum_{i=1}^{\infty} e^{-cn} 1 \{ -Y_i < Y_i \} \right) = \mathbb{E}_x \left( \sum_{i=1}^{\infty} e^{-cn} 1 \{ 0 < Y_i \} \right).
$$

For $k = 1, 2$, denote by $(\beta_i^k, i \in \mathbb{N})$ the strict descending ladder times of $Y^k$, that is $\beta_0^k = 0$ and for $i \in \mathbb{N}$ the time $\beta_i^k$ is the smallest index $n$ such that $Y^k(\beta_i^k + n) < Y^k(\beta_i^k - 1)$. The above sum stops when one component $Y^k$ becomes negative, that is, at $\beta_i^1 \wedge \beta_i^2$. Then

$$
h^\uparrow_i(x) = \frac{1 + \mathbb{E}_x \left( \sum_{n=1}^{\infty} e^{-cn} 1 \{ 0 < Y_i \} \right)}{1 + \mathbb{E}_x \left( \sum_{n=1}^{\infty} e^{-cn} 1 \{ 0 < Y_i \} \right)}
$$

$$
= \frac{1 + \mathbb{E}_x \left( \sum_{n=1}^{\infty} e^{-cn} 1 \{ 0 < Y_i \} \right)}{1 + \mathbb{E}_x \left( \sum_{n=1}^{\infty} e^{-cn} 1 \{ 0 < Y_i \} \right)}
$$

This equality allows us to prove the next proposition.

**Lemma 9.** If some component of $Y$ drifts to $-\infty$, the $h$-function $h^\uparrow$ is given by

$$
h^\uparrow(x) = \frac{\mathbb{E}_x(\beta_1^1 \wedge \beta_1^2)}{\mathbb{E}(\beta_1^1 \wedge \beta_1^2)} = \frac{\mathbb{E}_x(\tau)}{\mathbb{E}(\tau)}.
$$

If every component drifts to $+\infty$ and $\mathbb{P}(\beta_1^1 \wedge \beta_1^2 = \infty) > 0$, then

$$
h^\uparrow(x) = \frac{\mathbb{P}_x(\beta_1^1 \wedge \beta_1^2 = \infty)}{\mathbb{P}(\beta_1^1 \wedge \beta_1^2 = \infty)} = \frac{\mathbb{P}_x(\tau = \infty)}{\mathbb{P}(\tau = \infty)}.
$$

**Proof.** If $Y^k$ drifts to $-\infty$ for some $k = 1, 2$, then $\mathbb{E}(\beta_1^1 \wedge \beta_1^2) \leq \mathbb{E}(\beta_1^1) < \infty$ by Proposition 9.3, page 167 of [Kal02]. Therefore, by the monotone convergence theorem

$$
h^\uparrow_i(x) \rightarrow \frac{1 + \mathbb{E}_x(\beta_1^1 \wedge \beta_1^2 - 1)}{1 + \mathbb{E}(\beta_1^1 \wedge \beta_1^2 - 1)}.
$$
If every component drifts to \( +\infty \), then \( Y^1 \wedge Y^2 \) has a finite minimum with positive probability. By hypothesis \( \mathbb{P}(\beta_1^1 \wedge \beta_1^2 = \infty) > 0 \), so

\[
 h^\downarrow_n(x) = \frac{\mathbb{E}_x \left( \sum_{n_0}^{\beta_1^1 \wedge \beta_1^2 - 1} e^{-cn} \right)}{\mathbb{E} \left( \sum_{n_0}^{\beta_1^1 \wedge \beta_1^2 - 1} e^{-cn} \right)}
\]

\[
 = \frac{\mathbb{E}_x \left( \left( 1 - e^{-c(\beta_1^1 \wedge \beta_1^2)} \right) \mathbf{1} \{ \beta_1^1 \wedge \beta_1^2 < \infty \} + \mathbf{1} \{ \beta_1^1 \wedge \beta_1^2 = \infty \} \right)}{\mathbb{E} \left( \left( 1 - e^{-c(\beta_1^1 \wedge \beta_1^2)} \right) \mathbf{1} \{ \beta_1^1 \wedge \beta_1^2 < \infty \} + \mathbf{1} \{ \beta_1^1 \wedge \beta_1^2 = \infty \} \right)}
\]

\[
 \to \frac{\mathbb{P}_x(\beta_1^1 \wedge \beta_1^2 = \infty)}{\mathbb{P}(\beta_1^1 \wedge \beta_1^2 = \infty)}.
\]

\( \Box \)

### 4.2. Reexpressions using the union of the descending ladder times.

Let \( \{ \beta_1, \beta_2, \ldots \} \) be the ordered union of the positive strict descending ladder times of \( Y^1 \) and \( Y^2 \), that is, the ordered union of \( \{ \beta_1^1, \beta_1^2, i, j \geq 1 \} \). Define \( \beta_0 = 1 \). Denoting by \( g_n = \beta_n \) and \( d_n = \beta_{n+1} \) for \( n \geq 0 \), the set \( \{g_n, g_n + 1, \ldots, d_n - 1\} \) is the \( n \)th interval where \( Y \) remains constant. Partitioning \( \mathbb{N} \) on such intervals, from Equation (5)

\[
 1 + \mathbb{E} \left( \sum_{1}^{\infty} e^{-cn} \mathbf{1} \{ -y < Y_n \} \right)
\]

\[
 = \mathbb{E} \left( \sum_{n \geq 0} \mathbf{1} \{ g_n < \infty \} \sum_{k=g_n}^{d_n-1} e^{-c(k-g_n)} e^{-c g_n} \mathbf{1} \{ -y < Y_{g_n} \} \right)
\]

\[
 = \mathbb{E} \left( \sum_{n \geq 0} e^{-c g_n} \mathbf{1} \{ g_n < \infty, -y < Y_{g_n} \} \sum_{k=0}^{d_n-g_n-1} e^{-ck} \right).
\]

The above equation for \( x = 0 \) is

\[
 \mathbb{E} \left( \sum_{n \geq 0} e^{-cn} \mathbf{1} \{ 0 < Y_{g_n} \} \right) = \mathbb{E} \left( \sum_{k=0}^{d_0-1} e^{-ck} \right).
\]

Note that \( d_0 = \beta_1^1 \wedge \beta_1^2 \). Also, note that \( -y \leq 0 \leq Y_{\beta_0-1} \), therefore

\[
 h^\downarrow_n(x) = \mathbb{E} \left( \sum_{0}^{d_0-1} e^{-ck} \right) + \sum_{n \geq 1} \mathbb{E} \left( e^{-c g_n} \mathbf{1} \{ g_n < \infty, -y < Y_{g_n} \} \sum_{k=0}^{d_n-g_n-1} e^{-ck} \right)
\]

\[
 = 1 + \left( \mathbb{E} \left( \sum_{0}^{d_0-1} e^{-ck} \right) \right)^{-1} \sum_{n \geq 1} \mathbb{E} \left( e^{-c g_n} \mathbf{1} \{ g_n < \infty, -y < Y_{g_n} \} \sum_{k=0}^{d_n-g_n-1} e^{-ck} \right).
\]

As before, depending on the asymptotic behavior of the components, we can obtain a limit.

**Proposition 3.** If some component of \( Y \) drifts to \( -\infty \), then

\[
 \mathbb{E}(d_n - g_n) < \infty \quad \forall n,
\]

and the \( h \)-function is

\[
 h^\downarrow(x) = 1 + \sum_{n \geq 1} \frac{\mathbb{E}(d_n - g_n; g_n < \infty, -y < Y_{g_n})}{\mathbb{E}(d_0)}.
\]
If every component drifts to $+\infty$ and $\mathbb{P}(d_0 = \infty) > 0$, then

$$h^\uparrow(x) = 1 + \sum_{n \geq 1} \mathbb{P}\left(g_n < \infty, -y < Y^\uparrow - g_n, d_n - g_n = \infty\right) / \mathbb{P}(d_0 = \infty).$$

Proof. As before, if the component $k$ drifts to $-\infty$, the first case follows by monotone convergence theorem and $d_n - g_n \leq B_j^k - B_{j-1}^k$ for some $j$. The second case follows by

$$\sum_{n=0}^{d_n-g_n-1} e^{-ck} = \frac{1 - e^{-c(d_n-g_n)}}{1 - e^{-c}} 1\{d_n < \infty\} + \frac{1}{1 - e^{-c}} 1\{d_n = \infty\},$$

and using monotone convergence theorem.

4.3. **Reexpression as a renovation function.** Recall from the previous section that $(\beta_n, n \geq 0)$ is the ordered union of the strict descending ladder times of $Y^1$ and $Y^2$. We have the following result.

**Proposition 4.** The $h$-function $h^\uparrow$ can be expressed as

$$h^\uparrow(x) = 1 + \sum_{n=1}^{\infty} \mathbb{P}\left(-Y_{\beta_n} < y\right).$$

Proof. First we express $h^\uparrow$ as an infinite sum, using Tonelli’s theorem and Theorem 1, we have

$$h^\uparrow(x) - 1 = \mathbb{E}\left(\sum_{n=1}^{J_1-1} 1\{\overline{Y}_{n-1} - Y_n < y\}\right) = \sum_{n=1}^{\infty} \mathbb{E}(1\{\overline{Y}_{n-1} - Y_n < y\} 1\{J_1 > n\}).$$

The event $\{J_1 > n\}$ means that for every $j \in [n]$, there is some $k$, such that the running maximum at time $j - 1$ of $Y^k$ is at least $Y^k_j$. This is written as

$$\{J_1 > n\} = \bigcap_{j=1}^{n} \left\{\max_{j=1}^{k} \left\{Y^k_{l}: 0 \leq l \leq j-1\right\} - Y^k_j \geq 0\right\}.$$

Recall the equality in distribution between $Y$ and $Y^*$, which is $Y$ reversed in time. Also, recall the equality in distribution of $-Y^k$ and $\overline{Y}_{n-1} - Y$ of Equation (6). Hence, we have

$$\{J_1 > n\} \overset{d}{=} \bigcap_{j=1}^{n} \left\{\max_{j=1}^{k} \left\{Y^k_{l}: 0 \leq l \leq j-1\right\} - Y^k_j > 0\right\}$$

$$= \bigcap_{j=1}^{n} \left\{\max_{j=1}^{k} \left\{-Y^k_{n-j}: 0 \leq l \leq j-1\right\} + Y^k_{n-j} > 0\right\}$$

$$= \bigcap_{j=1}^{n} \left\{\min_{j=1}^{k} \left\{Y^k_{n-j}: 0 \leq l \leq j-1\right\} < Y^k_{n-j}\right\}.$$
Now we prove the last term means $n$ is a strict descending ladder time of some $Y^k$. In fact, reordering the index set, the last term is equal to

$$
\bigcap_{j=1}^{n} \bigcup_{k} \left\{ \min \left\{ Y^k_j; n - j + 1 \leq l \leq n \right\} < Y^k_{n-j} \right\} = \bigcap_{j=1}^{n} \bigcup_{k} \left\{ \min \left\{ Y^k_j; j \leq l \leq n \right\} < Y^k_{j-1} \right\}.
$$

The right-hand side means the future minimum of $Y^k$ up to time $n$ is always smaller than the current value of $Y^k$, for some $k$. Thus, the time $n$ is a strict descending ladder time of some $Y^k$, and

$$h^n(x) = 1 + \sum_{n=1}^{\infty} \mathbb{P}\left( Y_{\min} > -y \right).$$

The next section is devoted to obtain conditions for the finiteness of $\mathbb{E}(\tau)$.

5. KNOWN RESULTS ABOUT THE EXPECTATION OF $\tau$ TO ENSURE $h^n$ IS HARMONIC

In Theorem 1 of [DW10], the tail of the distribution of $\tau$ is computed. Explicitly, let $X = (X^1, \ldots, X^d)$ be a random walk with i.i.d. components on $\mathbb{R}$. Under the assumptions that the step distribution has mean zero and the $\alpha$ moment is finite for $\alpha = d - 1$ if $d > 3$, and $\alpha > 2$ if $d = 3$, they prove

$$\lim_{n} n^{d(1/4 + \alpha/4)} \mathbb{P}_x(\tau > n) = K V(x),$$

where $K$ is an explicit constant and $V$ is given by

$$V(x) = \Delta(x) - \mathbb{E}_x(\Delta(X(\tau))) \quad x \in W \cap S^d,$$

with $S \subset \mathbb{R}$ the state space of the random walks, and $\Delta$ defined in (1). This implies that for $x \in W \cap S^d$

$$\mathbb{E}_x(\tau) < \infty \quad \text{whenever } d \geq 3.$$

This suggests that $\mathbb{E}(\tau) < \infty$ in this case.

In the paper [Dur14a] the author obtains the asymptotic behavior of $\tau_x$, for random walks with non-zero drift killed when leaving general cones on $\mathbb{R}^d$. Under some assumptions, in particular, the step distribution having all moments and a drift pointing out of the cone, it is proved the existence of a function $U$ such that

$$\mathbb{P}(\tau_x > n) \sim \rho c^n n^{-p-d/2} U(x).$$

The value $p \geq 1$ is the order of some homogeneous function, and $c \in [0, 1]$. This suggests $\mathbb{E}(\tau_x) \leq \rho U(x) \sum c^n < \infty$ whenever $c \in (0, 1)$.

In the paper [DW15], the authors obtain

$$\mathbb{P}(\tau_x > n) \sim cV(x)n^{-p/2} \quad n \to \infty,$$

for random walks in a cone, with components having zero mean, variance one, covariance zero, and some finite moment. In that case, the value $p$ is

$$p = \sqrt{\lambda_1 + (d/2 - 1)^2} - (d/2 - 1) > 0.$$

Thus, the expectation of $\tau_x$ is infinite iff

$$1 \geq p/2 \iff (d/2 + 1)^2 \geq \lambda_1 + (d/2 - 1)^2 \iff 2d \geq \lambda_1.$$

The paper [GR16], computes the asymptotic exit time probability for random walks in cones, under some general conditions. The first is that the support of the probability measure of $X(1)$.
is not included in any linear hyperplane. The second is that, if $L$ is the Laplace transform of the random walk having $x^*$ as a minimum, then $L$ is finite on an open neighborhood of $x^*$, and that this value belongs to the dual cone. Under such hypotheses, they prove that

$$\lim_{n \to \infty} \mathbb{P}_x (\tau > n)^{1/n} = L(x^*),$$

for all $x \in K_\delta := K + \delta v$, for some $\delta \geq 0$ and some fixed $v$ in $K^\ast$. The authors note that in general, there is no explicit link between the drift $m$ of the walk (if exists), $x^*$ and $L(x^*)$. The only exception is when $m \in K$. In such case, $L(x^*) = 1$ iff $x^* = 0$. Furthermore, when the drift $m$ exists, then $m \in K$ iff $x^* = 0$. Hence, if we want that $\mathbb{E}(\tau_k) = \infty$, we should restrict to the case $L(x^*) = 1$.

REFERENCES

[BD94] J. Bertoin and R. A. Doney, On conditioning a random walk to stay nonnegative, Ann. Probab. 22 (1994), no. 4, 2152–2167. MR 1331218 1, 4, 5
[Ber93] Jean Bertoin, Splitting at the infimum and excursions in half-lines for random walks and Lévy processes, Stochastic Process. Appl. 47 (1993), no. 1, 17–35. MR 1232850 1, 2, 4
[CC08] Francesco Caravenna and Loïc Chaumont, Invariance principles for random walks conditioned to stay positive, Ann. Inst. Henri Poincaré Probab. Stat. 44 (2008), no. 1, 170–190. MR 2451576 1
[CD05] L. Chaumont and R. A. Doney, On Lévy processes conditioned to stay positive, Electron. J. Probab. 10 (2005), no. 28, 948–961. MR 2164035
[Cha94] L. Chaumont, Sur certains processus de Lévy conditionnés à rester positifs, Stochastics Stochastics Rep. 47 (1994), no. 1-2, 1–20. MR 1787140 1
[Don07] Ronald A. Doney, Fluctuation theory for Lévy processes, Lecture Notes in Mathematics, vol. 1897, Springer, Berlin, 2007, Lectures from the 35th Summer School on Probability Theory held in Saint-Flour, July 6–23, 2005, Edited and with a foreword by Jean Picard. MR 2320889 2
[Dur14a] JLOTIR DURAJ, On harmonic functions of killed random walks in convex cones, Electron. Commun. Probab. 19 (2014), no. 80, 10. MR 3283611 16
[Dur14b] JLOTIR DURAJ, Random walks in cones: the case of nonzero drift, Stochastic Process. Appl. 124 (2014), no. 4, 1503–1518. MR 3163211 2
[DW10] Denis Denisov and Vitali Wachtel, Conditional limit theorems for ordered random walks, Electron. J. Probab. 15 (2010), no. 11, 292–322. MR 2609589
[DW15] Denis Denisov and Vitali Wachtel, Random walks in cones, Ann. Probab. 43 (2015), no. 3, 992–1044. MR 3342657 2, 4, 16
[Dys62] Freeman J. Dyson, A Brownian-motion model for the eigenvalues of a random matrix, J. Mathematical Phys. 3 (1962), 1191–1198. MR 0148397 1
[EEK08] Peter Eichelsbacher and Wolfgang König, Ordered random walks, Electron. J. Probab. 13 (2008), no. 46, 1307–1336. MR 2430709 1, 2, 4
[GLP16] Ion Grama, Ronan Lauvergnat, and Émile Le Page, Limit theorems for affine markov walks conditioned to stay positive, arXiv preprint arXiv:1601.02991 (2016). 1
[GR16] Rodolphe Garbit and Kilian Raschel, On the exit time from a cone for random walks with drift, Rev. Mat. Iberoam. 32 (2016), no. 2, 511–532. MR 3512425 2, 16
[Hir01] Katsuhiro Hirano, Lévy processes with negative drift conditioned to stay positive, Tokyo J. Math. 24 (2001), no. 1, 291–308. MR 1844435 1
[Ign18] I. Ignatiouk-Robert, Harmonic functions of random walks in a semigroup via ladder heights, ArXiv e-prints (2018). 1, 2, 4
[Kal02] Olav Kallenberg, Foundations of modern probability, second ed., Probability and its Applications (New York), Springer-Verlag, New York, 2002. MR 1876169
[Kee92] Robert W. Keener, Limit theorems for random walks conditioned to stay positive, Ann. Probab. 20 (1992), no. 2, 801–824. MR 1159575 1
[KMS59] Samuel Karlin and James McGregor, Coincidence probabilities, Pacific J. Math. 9 (1959), 1141–1164. MR 0114248 2
[KOR02] Wolfgang König, Neil O’Connell, and Sébastien Roch, Non-colliding random walks, tandem queues, and discrete orthogonal polynomial ensembles, Electron. J. Probab. 7 (2002), no. 5, 24 pp. (electronic). MR 1887625
[MSM94] Servet Martínez and Jaime San Martín, Quasi-stationary distributions for a Brownian motion with drift and associated limit laws, J. Appl. Probab. 31 (1994), no. 4, 911–920. MR 1303922
[Par08] J. C. Pardo, *On the rate of growth of Lévy processes with no positive jumps conditioned to stay positive*, Electron. Commun. Probab. 13 (2008), 494–506. MR 2447836

[Saw97] Stanley A. Sawyer, *Martín boundaries and random walks*, Harmonic functions on trees and buildings (New York, 1995), Contemp. Math., vol. 206, Amer. Math. Soc., Providence, RI, 1997, pp. 17–44. MR 1463727

[Tan89] Hiroshi Tanaka, *Time reversal of random walks in one-dimension*, Tokyo J. Math. 12 (1989), no. 1, 159–174. MR 1001739

[Tan04] ———, *Lévy processes conditioned to stay positive and diffusions in random environments*, Stochastic analysis on large scale interacting systems, Adv. Stud. Pure Math., vol. 39, Math. Soc. Japan, Tokyo, 2004, pp. 355–376. MR 2073341

(OAH) INSTITUTO DE MATEMÁTICAS, UNIVERSIDAD NACIONAL AUTÓNOMA DE MÉXICO. DISTRITO FEDERAL CP 04510, MÉXICO

E-mail address: osvaldo.angtuncio@matem.unam.mx