Understanding the Impact of Image Quality and Distance of Objects to Object Detection Performance
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Abstract—Object detection is a fundamental task for autonomous driving, which aim to identify and localize objects within an image. Deep learning has made great strides for object detection, with popular models including Faster R-CNN, YOLO, and SSD. The detection accuracy and computational cost of object detection depend on the spatial resolution of an image, which may be constrained by both the camera and storage considerations. Furthermore, original images are often compressed and uploaded to a remote server for object detection. Compression is often achieved by reducing either spatial or amplitude resolution or, at times, both, of which have well-known effects on performance. Detection accuracy also depends on the distance of the object of interest from the camera. Our work examines the impact of spatial and amplitude resolution, as well as object distance, on object detection accuracy and computational cost. As existing models are optimized for uncompressed (or lightly compressed) images over a narrow range of spatial resolution, we develop a resolution-adaptive variant of YOLOv5 (RA-YOLO), which varies the number of scales in the feature pyramid and detection head based on the spatial resolution of the input image. To train and evaluate this new method, we created a dataset of images with diverse spatial and amplitude resolutions by combining images from the TJU and Eurocity datasets and generating different resolutions by applying spatial resizing and compression. We first show that RA-YOLO achieves a good trade-off between detection accuracy and inference time over a large range of spatial resolutions. We then evaluate the impact of spatial and amplitude resolutions on object detection accuracy using the proposed RA-YOLO model. We demonstrate that the optimal spatial resolution that leads to the highest detection accuracy depends on the 'tolerated' image size (constrained by the available bandwidth or storage). We further assess the impact of the distance of an object to the camera on the detection accuracy and show that higher spatial resolution enables a greater detection range. These results provide important guidelines for choosing the spatial resolution and compression settings predicated on available bandwidth, storage, desired inference time, and/or desired detection range, in practical applications.

Fig. 1: We show three main factors that influence the detection accuracy: spatial resolution, amplitude resolution and object distance to camera. The amplitude resolution is controlled by the quantization step size of the image coder. The original spatial resolution captured by the camera may be decreased to reduce the file size.

demonstrated great success in object detection, such as R-CNN [1], YOLO [2] and SSD [3]. In real-world applications, images are inevitably captured with different spatial resolutions due to the differences in camera hardware and settings. Furthermore, the captured images are often compressed and uploaded to remote servers to speed up the computation. The compression can be achieved by reducing spatial resolution and/or amplitude resolution (controlled by the quantization step size). The degree of compression depends on the available bandwidth. Inference time also plays an important role in real-time object detection. Although significant efforts have been devoted to improving the accuracy and speed of object detection, limited work, e.g., [4], explores how the image quality (controlled by the spatial and amplitude resolution) impacts object detection accuracy and inference time. Another important factor that affects the detection accuracy is the distance of the object to the camera. Close-by objects are easier to detect than far-away objects. In the literature, object detection accuracy is usually measured by mean accuracy for all objects regardless of their distances. In practical applications, such as autonomous driving [5] or navigation for visually impaired persons [6], the detection range, defined by the maximum distance at which an object can be reliably detected, may be more relevant. Based on the above observations, in this paper, as shown in Fig. 1, we aim to conduct studies to comprehensively evaluate how do image

I. INTRODUCTION

Object detection is a fundamental task for autonomous driving, which aim to identify and localize objects within an image. Recently, learning-based data-driven methods have
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spatial resolution, amplitude resolution, and object distance impacts detection accuracy, and how these constraints affect inference time.

One challenge in evaluating the impact of image resolution using existing object detection models is that they are not designed to operate on images over a large resolution range, rather separate models are optimized for different spatial resolutions. A common element among all object detectors is that it uses a multi-scale feature extractor (e.g. the feature pyramid in YOLO) to extract features at multiple scales, and detect objects at these scales using different detectors, and then combine all the detected bounding boxes using a non-maximum suppression step. This enables the detection of the same type of object appearing at different sizes, with fine-scale features facilitating the detection of small objects, and coarse-scale features enabling the recognition of large objects. Note that the size of an object (i.e. the bounding box size) depends on the distance of the object to the camera, as well as the image resolution. The necessary number of scales depends on the expected image resolution(s). For example, for low-resolution images (e.g. $640 \times 640$), 3 scales may be sufficient (such as the widely used pre-trained YOLO model [7]; whereas for high-resolution images (e.g. $2560 \times 2560$), 5 scales is necessary, in order to detect objects that appear from very small to very large in size (such as the pre-trained model in [8]). Although the 5-scale model will also work well for low-resolution images, it forces unnecessary computation and extends inference time. Furthermore, in practice, it may not be efficient to store multiple models and switch them based on the input resolution.

In this paper, we first present a resolution-adaptive variant of the YOLOv5 architecture (called RA-YOLO), which varies the number of scales in the feature pyramid based on the spatial resolution of the input image, as shown in Fig. 2. RA-YOLO contains five scales, however being mindful of inference time, some of the coarser scales can be dropped for lower-resolution images. For images at higher spatial resolutions, RA-YOLO utilizes all the scales. For images at lower resolutions, RA-YOLO drops the last one or two scales to seek a balance between detection accuracy and computational complexity. To improve the robustness of the model to the quantization artifact due to compression, we further refine the model by including training samples with varying amplitude resolutions. We then present evaluation results using RA-YOLO on images with different spatial and amplitude resolutions. Our contribution is summarized as follows: 1) We present a resolution-adaptive variant of the YOLOv5 model (RA-YOLO) that is designed to handle images of varying resolutions over a large range. It adapts the number of feature scales and detection heads based on the image resolution to achieve a good trade-off between detection accuracy and computational complexity. 2) We conduct a comprehensive study to evaluate the impact of the image quality (spatial resolution and amplitude resolution) on detection accuracy. We find that the detection accuracy decreases significantly when the spatial resolution reduces, as expected. Surprisingly, the detection accuracy is robust with respect to the amplitude resolution, until the amplitude resolution drops very low. We further show how to select the spatial resolution to maximize the detection accuracy for a given constraint on image file size. 3) We also evaluate the impact of the object distance on detection accuracy and show how that higher spatial resolution enables a longer detection range for pedestrians. 4) We investigate the trade-off between detection accuracy and inference speed under different image resolutions and the number of scales in the detector. 5) We contribute a new dataset that contains images compressed to different spatial and amplitude resolutions using the BPG codec. This dataset utilizes lightly compressed images from the TJU [9], Eurocity [10], and BDD [11] datasets. The link to the dataset will be published alongside the paper.

II. RESOLUTION-ADAPTIVE YOLO

A. The Proposed RA-YOLO Model

To overcome the above challenges, we have developed a resolution-adaptive variant of the YOLOv5 [2] architecture (called RA-YOLO), which adaptively chooses the most effective meta-architecture of the detection network by varying the number of scales in the feature pyramid and consequently in the detection head based on the input image spatial resolution, as shown in Fig. 2. RA-YOLO is designed based on the observation that the apparent size (in terms of the size of the bounding box) of an object at a fixed distance to the camera is proportional to the image resolution. For images at the higher spatial resolution, RA-YOLO utilizes more scales (corresponding to a deeper feature extractor and more detection heads) in order to detect objects that may appear from very small to very big. For images at the lower resolution, RA-YOLO utilizes a shallow feature extractor and fewer detection heads to seek a balance between detection accuracy and computational complexity. Moreover, the model operates on the input image directly without resizing, which avoids information loss due to downsampling. To improve the robustness of the model to the quantization artifact due to compression, we further refine the model by including training samples with varying amplitude resolutions.

Implementation of RA-YOLO: We adopt the representative single-stage YOLO model [12] as our meta-framework for object detection since it has the advantage of being faster...
than two-stage networks and still maintains promising accuracy. Given an input image, YOLO with 5 scales first generates multiple feature maps at different scales using a DarkNet backbone. The Feature Pyramid Network is utilized as the neck for feature aggregation at different scales. The aggregated features at each scale are then sent to a detection head to extract candidate bounding boxes and furthermore determine whether each candidate box contains an object and predicts the confidence score (or probability) for each possible object category. The non-maximum suppression method is finally applied to the output from all detection heads, to select the bounding box with the highest confidence score for an object category among overlapping candidates. The final output of the model includes detected bounding boxes, detected object category, and detection confidence.

With RA-YOLO, if the input image height \( H \) is higher than a preset threshold (e.g. \( H > H_5 \) lines), the model will use all the 5 scales. If the input resolution is intermediate (e.g. \( H_4 \leq H \leq H_5 \)), the model will skip the lowest scale (scale 5) as illustrated in the middle column. Since we cannot obtain the upsampled feature from scale 5, here we replace the “concatenate” block in scale 4 with a “tile” block, which duplicates the features from scale 4. Finally, if the input resolution is low (e.g. \( H < H_4 \)), the model will further skip scale 4. We train the model using images with various resolutions and adapt the number of scales as indicated above for each training image. We use a batch size of 1 to accommodate varying image sizes per training sample. If a batch sample has low resolution, only the model weights for the top 3 scales are updated. On the other hand, if a batch sample has a high resolution, the model weights for all scales are updated. We use the same loss function as the original YOLO model, which includes the loss for bounding box coordinates and dimensions, the loss for the confidence of the object in the bounding box, and the classification loss for the detected objects [7].

III. EXPERIMENTS

A. Model Setting and Running Environment

For a fair comparison, we test our RA-YOLO model and all baseline models in an environment with an RTX 8000 GPU. For RA-YOLO, we set \( H_4 = 810 \) and \( H_5 = 1620 \). That is, we consider three levels of resolution: low resolution (image height less than 810), middle resolution (image height between 810 and 1620), and high resolution (image height more than 1620). We use DarkNet [12] as backbone and PANet [13] as neck for the feature extractor. For determining the size of anchor boxes, we apply the autoanchor method to calculate the optimal anchor size for each scale based on the original image resolution.

B. Image Compression

As shown in Fig. 1, images can be compressed by reducing the spatial resolution and/or amplitude resolution. Given a particular spatial resolution, the amplitude resolution is controlled by the quantization step size of the image coder. We choose to use the BPG codec [14], which implements the HEVC intraframe coding method and has the leading coding efficiency among all standard codecs, significantly better than the more popular JPEG and JPEG2000 standards. It performs orthogonal transforms over variable-size blocks to exploit the correlation among adjacent pixels and then applies quantization on resulting transform coefficients. A larger quantization parameter (QP) leads to smaller file sizes but more noticeable quantization artifacts.

C. Dataset Preparation

Standard benchmarks such as Imagenet [15] and COCO [16] only consist of low-resolution images. Thus, we evaluate our proposed model on 3 object detection datasets with high, middle and low resolution: TJU [9], EuroCity[10] and BDD[11]. We choose two overlapping and representative categories (pedestrian, rider) in the three datasets as our object categories. A summary of all datasets is shown in Table.I. As for BDD dataset, the original data are compressed at around 0.648 bits/pixel. Note that the rider category was annotated differently across the datasets. In TJU, the rider box includes both the person and the bicycle or motorcycle; whereas in EuroCity and BDD, the rider box only covers the person. Such inconsistency leads to lower detection performance for “rider” than for “pedestrian”. The detection accuracy reported in this section is the mean average precision (mAP) over both categories. The AP for “pedestrian” is much higher.

Generation of a Dataset with Mixed Spatial and Amplitude Resolutions: In addition to the original images from the TJU and EuroCity datasets, we downsampled the EuroCity and TJU images using FFMpeg[17] with the ‘bicubic’ filter. We utilized the BPG (Better Portable Graphics) codec [14] to compress and decompress the TJU and Eurocity datasets under different resolutions. The BDD data were compressed already at an average bpp of 0.647. This process is illustrated in Fig.3. Figure 5 provide sample images with different spatial and amplitude resolutions. We used subsets of this dataset for different studies reported in the remainder of this section.

Table I: Dataset Summary

| Dataset         | Spatial Resolution | Amplitude Resolution |
|-----------------|--------------------|----------------------|
| TJU Original    | 2000P-4000P        | QP=[0-51]            |
| TJU Down2       | 1000P - 2000P      | QP=[0-51]            |
| TJU Down4       | 500P - 1000P       | QP=[0-51]            |
| EuroCity Original | 1920×1080        | QP=[0-51]            |
| EuroCity Down1.42 | 1350×720        | QP=[0-51]            |
| BDD             | 1280×720           | compressed at 0.648 b/p |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
TABLE II: Speed/accuracy trade-offs under different spatial resolutions and number of scales. mAP in %, inference time in ms, FLOP in Giga Flops.

| Resolution | mAP | Time | FLOP | mAP | Time | FLOP | mAP | Time | FLOP | mAP | Time | FLOP |
|------------|-----|------|------|-----|------|------|-----|------|------|-----|------|------|
| Low(BDD)   | 45.7| 8.5  | 37.1 | 47.9| 10.7 | 37.9 | 48.5| 12.1 | 39.5 | 48.0| 8.8  | 36.8 |
| Mid(EuroCity) | 72.7| 17.8 | 75.0 | 74.4| 19.2 | 76.7 | 75.2| 22.5 | 84.2 | 74.9| 19.1 | 76.4 |
| High(TJU)  | 74.9| 71.3 | 423.1| 76.7| 75.8 | 432.5| 77.5| 81.0 | 450.3| 77.7| 80.6 | 450.3|
| Average    | 64.4| 32.5 | 178.4| 66.3| 35.5 | 182.4| 67.0| 38.4 | 191.3| 66.9| 36.1 | 187.9|

D. Evaluation Metric

For evaluation of object detection performance, we use mean Average Precision (mAP) which is computed using the area under the precision-recall curve with a range of confidence thresholds, and a fixed threshold on the intersection of union (IOU) of 0.5 between the detected boxes and the ground truth boxes.

E. Speed vs. Accuracy Trade-Offs Under Different Image Resolution and Network Scales

**Experimental Setting:** In this section, we study the speed/accuracy trade-offs of our RA-YOLO model as well as baseline models using different numbers of network scales under different spatial resolution levels. We prepare training and testing samples by sampling the images from the datasets of TJU Original, EuroCity Original, EuroCity Down1.42, and BDD as listed in Table I. For the high-resolution images, we collect images from the TJU dataset with resolution higher than 2000 lines. We randomly select 22K images, with 20K images used for model training and 2K used for testing. The medium-resolution images are chosen from the EuroCity dataset, with original resolution of 1920x1024. We select 700 images from each city (31 cities in total) in the Eurocity training set as training data and 74 images from each city in the Eurocity validation set as testing data. For the low-resolution images, we sample 700 images from each city in the training set of EuroCity Down1.42 as training data, and we randomly select 2K images from the BDD dataset as testing data. All training data collected at three different resolutions above are then combined to form the final mixed-resolution data for model training. For testing, we evaluate the model performance on testing images with different resolutions separately. Note that for this study, the training and testing data are not compressed (except the BDD testing data, which are compressed).

Recall that the RA-YOLO model takes an image in its original resolution and adaptively determines the number of scales in the feature extractor and detection heads according to the image resolution. We compare the RA-YOLO model with three baseline models: YOLO(3), YOLO(4), YOLO(5), which are standard YOLO models with 3, 4, and 5 scales, respectively. For example, YOLO(5) denotes that the YOLOv5 model that uses 5 scales for the feature extractor and detection head. Each baseline model is trained using the same mixed-resolution training set, and uses the original resolution of each image directly (i.e., without resizing) both during model training and testing.

**Results:** In Table II, we compare RA-YOLO with the three baseline models in terms of detection accuracy (in terms of mAP) and complexity (in terms of inference time and FLOP count per image) for testing images at different spatial resolutions. The results in Table II show that increasing spatial resolution can greatly improve the detection accuracy either with a fixed network scale or adaptive scale. There is a substantial increase in mAP from the low resolution to the medium resolution. When the resolution changed from medium to high, there is still significant accuracy gain. We should note that the low-resolution BDD data was not included in the training set and was compressed, and hence had far worse accuracy than the other low-resolution EuroCity Down1.42 images. However, Fig. 4a and Fig. 4b show that even between Eurocity Original and Eurocity Down1.42, or between TJU Down2 and TJU Down4, there is a large gap in the detection detection accuracy between these two resolutions.

In addition, the experimental results also show that scale selection is critical for object detection. Generally, more scales will give more accurate detection. However, using RA-YOLO, which uses fewer scales for lower resolution images, we can achieve very similar mAP as always using 5 scales, but with faster computation speed. As shown in Table II, for low-resolution images, our RA-YOLO (which uses 3 scales for this resolution) achieves better detection accuracy and similar inference time and FLOPs in comparison with YOLO(3). For the medium-resolution image, RA-YOLO (using 4 scales), achieves a slightly better accuracy and similar speed and FLOPs compared to YOLO(4). Finally, for the high-resolution images, the accuracy of RA-YOLO (using 5 scales) is on par with YOLO(5) and has similar inference time and FLOPs. On average over all three resolutions, using more scales always provides more accurate detection, but at the expense of computation speed and complexity. RA-YOLO achieves similar average detection accuracy as YOLO(5) with faster speed and lower complexity, albeit the reduction in complexity is limited. Overall, we conclude that the RA-YOLO has a great speed and accuracy trade-off for images at various spatial resolutions, compared to using the standard YOLO model with a fixed number of scales.

It is expected that for the same image resolution and using the same number of scales, the YOLO model and the RA-YOLO should have similar running time and complexity. It was a bit surprising that RA-YOLO achieves slightly higher detection accuracy. We suspect this is because the training strategy for RA-YOLO optimizes the performance for each resolution by using the corresponding number of scales. For example, YOLO(3) is trained to optimize the average performance over training images with both low and high resolutions using 3 scales always, so the performance...
for low-resolution images may be a bit compromised, so as not to degrade the performance for high-resolution images. On the other hand, RA-YOLO is trained to optimize the performance over training images with the number of scales appropriate for their resolutions. The anchor sizes chosen at each scale with RA-YOLO may also be appropriate for that scale.

F. Impact of Spatial and Amplitude Resolution

Experimental Setting: In this section, we first evaluate the detection accuracy of the RA-YOLO model trained using the uncompressed mixed-resolution data, described in Sec. III-E on compressed testing images in TJU and EuroCity with different spatial and amplitude resolutions. Because Eurocity images typically have fewer instances of objects of interest, we randomly choose 1000 images from TJU and 2163 images from EuroCity, to maintain similar number of object instances from these two datasets in the testing set. In order to improve the model performance on the low amplitude resolution images, we further finetuned the RA-YOLO model with 9000 decompressed images evenly chosen from TJU(Original), EuroCity(Original), Eurocity(Down) training set with QP from 34 to 51.

Results: The dash curves in Fig. 4a and Fig. 4b are results of the model trained using uncompressed images (original images and downscaled ones). As expected, the spatial resolution significantly affects the detection accuracy, with higher resolution typically giving much higher mAP. Somewhat surprisingly, compression does not reduce the detection accuracy until the images are reduced by half (corresponding to QP of 24-28 for TJU and 16 for Eurocity). When QP is further increased, the detection accuracy starts to gradually drop. This means that our object detector is robust to modest levels of quantization. When QP exceeds a certain threshold (34 for TJU, 28 for Eurocity), the quantization artifact makes it harder to recognize the object, leading to a rapid decrease in the detection performance.

The solid curves show the results using the fine-tuned model with additional examples with heavy quantization. Overall, such fine-tuning achieves only slight improvement, roughly 0.01 in mAP. Surprisingly, fine-tuning using heavily quantized samples (QP from 34 to 51) not only improves detection accuracy for images at those quantization levels but also lifted the performance of images at lower quantization levels. We suspect that such additional training examples helped the trained model to be more robust to not only quantization noise but also other artifacts such as those due to low lighting and motion blur. Top two rows in Fig. 5 show sample images and their detection results under different spatial and amplitude resolutions.

Because PSNR is commonly used to assess the image quality under the same spatial resolution and is a good quantitative metric to evaluate the quantization-induced artifacts, Fig. 4c and Fig. 4d show how does the detection accuracy correlates with PSNR (or image quality). Here we clearly see that the mAP saturates after PSNR reaches a relatively high level, but drops sharply when PSNR decreases below a relatively low level. The particular thresholds depend on the spatial resolution and scene content. This is an interesting result as it tells us that one can compress images in amplitude...
Fig. 5: Sample detection results for images under different spatial resolution, amplitude resolution, and object distance. The first row shows the effect of reducing the spatial resolution. The second row shows the effect to reducing the amplitude resolution (by increasing QP). The third row shows the difficulty when the object is farther away. Dashed yellow arrows show the objects that were miss-detected, compared to the left image. Dashed blue arrows show the objects that were misclassified. 

quite substantially without affecting the detection accuracy, even when the images themselves have degraded quality.

Importantly, Fig. 4a and Fig. 4b provide a guideline on how to choose the spatial resolution for a given constraint on the image file size. It shows that, above a certain image size constraint, it is better to compress a high-resolution image, than to use an uncompressed or lightly compressed low-resolution image. Only when the average file size needs to be below a certain threshold, we should switch to a lower resolution. For example, for TJU images, we should downsample the images by a factor of 2 when the network bandwidth limits the image size to be below 0.1 Megabytes. For EuroCity, even though the down2 resolution gives similar mAP at a very small image size, using the down2 resolution can reduce the computation cost without sacrificing the detection accuracy.

G. Impact of the Object Distance

Experimental Setting: In this section, we evaluate the impact of the object distance on the detection accuracy under different spatial resolutions. Because only the EuroCity dataset provides distance information, we perform this evaluation using only the original images in the EuroCity dataset and their down-sampled versions. We use the RA-YOLO model refined using compressed data as discussed in Sec.III-F. Although we do not include compressed images for the testing, we expect the results to be similar for QP up to 20. The object distance in EuroCity data covers a wide range from 0m to 80m. We quantize the distance to 8 bins of 10 m intervals and measure the detection accuracy. For this evaluation, we associate the predicted box with the ground truth box that has the highest IOU with the detected box and evaluates the recall of all ground truth boxes within each distance bin under a chosen confidence threshold. For a fair comparison between each spatial resolution, the confidence score is set to 0.36 and 0.23 respectively for the original and down2 resolution to maintain the same precision of 0.82. Because the “rider” category does not have sufficient instances in certain distance bins, we only perform this evaluation on the “pedestrian” category.

Results: Fig. 6(a) reveals how the recall decreases as the object distance increase under different spatial resolution using RA-YOLO. Notice that at the short distance, even the down1.42 images enjoy a descent detection accuracy for the pedestrian category, much higher than the average detection accuracy shown in Fig. 4a for both pedestrian and rider. As the distance increases, the recall decreases and the drop is slower for the higher resolution. This is as expected since the same object in the higher resolution image is rendered with more pixels or correspondingly higher clarity than that in the lower resolution. Fig. 5 presents example object detection results under different object distances in the third row. In this example, a person that is 63.8m away was detected...
successfully, even though it was hard to discern with our naked eye.

For practical applications, we want to know what is the farthest distance at which an object of interest can be detected reliably. Fig. 6(b) shows the detection range defined as the farthest distance when the precision is 0.8 and recall is 0.77. We can see that the original spatial resolution with 1024 lines enables reliable detection up to 40 m while reducing the resolution to 720 lines decreases the range to 10 m only. Therefore high resolution is critical for applications such as autonomous driving.

IV. Conclusion

In this paper, we provide a comprehensive study to evaluate how image quality (in terms of spatial resolution and amplitude resolution) and the distance of objects in the image affect detection accuracy. Given that existing object detection models are generally not optimized for images over a large range of spatial resolutions, we propose a new variant of the YOLOv5 model, which adaptively selects the most effective meta-architecture (including the number of feature scales and correspondingly the number of detection heads) according to the spatial resolution of the input image. We show that this resolution-adaptive model RA-YOLO provides a good trade-off between the detection accuracy and computational complexity, reaching a similar average AP over a large range of spatial resolutions as compared to the generic YOLOv5, while enjoying a faster inference speed. Using RA-YOLO on a mixed resolution dataset that we created from 3 open datasets of different spatial resolutions, we evaluated the impact of spatial resolution and compression (affecting the amplitude resolution) on the detection accuracy. We show that high spatial resolution is critical for achieving high average detection accuracy over a large range of object sizes (which is affected by both the physical size of the object and the distance of the object from the camera). For example, for the TJU data, the mAP decreased from 77.7% to 58.2%, when we reduced the original high-resolution images (2000P-4000P) by a factor of 4 (500P-1000P). However, when the original high-resolution images need to be delivered to a remote edge server for computing, the images need to be compressed to fit bandwidth constraints. We demonstrate that the RA-YOLO model is fairly robust to compression artifacts until the amplitude resolution is significantly reduced. Further refinement of the model using compressed images will help boost the detection performance. The optimal spatial resolution that leads to the highest detection accuracy depends on the desired image size (constrained by the available bandwidth). We further show that using high-resolution images can substantially extend the reliable detection range for pedestrians: from 10m using 720P resolution to 40m using 1024P resolution. We expect that similar results hold for riders, and that using higher resolution images (e.g. greater than 2000P) can further extend the range. This suggests that using high-resolution images is critically important for applications that require reliable detection of objects that are far away, such as autonomous driving or smart health applications.

V. Acknowledgement

This publication’s research was partly supported by the NSF grants: CNS1952180 under the Smart and Connected Community program and ITE 236097 NSF Convergence Accelerator Track H. The National Eye Institute of the National Institutes of Health under Award Number R21EY036389, and DoD grant VR200130 under the Delivering Sensory and Semantic Visual Information via Auditory Feedback on Mobile Technology”. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health and NSF, and DoD. Yu Hao was partially supported by NYUAD Institute (Research Enhancement Fund - RE132).

REFERENCES

[1] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature hierarchies for accurate object detection and semantic segmentation,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2014, pp. 580–587.

[2] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once: Unified, real-time object detection,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 779–788.

[3] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, and A. C. Berg, “Ssd: Single shot multibox detector,” in European conference on computer vision. Springer, 2016, pp. 21–37.

[4] M. Aqqa, P. Mantini, and S. K. Shah, “Understanding how video quality affects object detection algorithms.” in VISIGRAPP (5: VISAPP), pp. 99–104.

[5] J. Zhu and Y. Fang, “Learning object-specific distance from a monocular image,” in Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 3839–3848.

[6] H. Hao, J. Feng, J.-R. Rizzo, Y. Wang, and Y. Fang, “Detect and approach: Close-range navigation support for people with blindness and low vision,” in European Conference on Computer Vision. Springer, 2022, pp. 607–622.

[7] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once: Unified, real-time object detection,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 779–788.

[8] YOLOv5, “Yolov5 model with 5 scales,” https://github.com/ultralytics/yolov5, 2020.

[9] Y. Pang, J. Cao, Y. Li, J. Xie, H. Sun, and J. Gong, “Tju-dhd: A diverse high-resolution dataset for object detection,” IEEE Transactions on Image Processing, vol. 30, pp. 207–219, 2020.

[10] M. Braun, S. Krebs, F. Flohr, and D. M. Gavrila, “The eurec4vision dataset: A novel benchmark for object detection,” arXiv preprint arXiv:1805.07193, 2018.

[11] F. Yu, H. Chen, X. Wang, W. Xian, Y. Chen, F. Liu, V. Madhavan, and T. Darrell, “Bdd100k: A diverse driving dataset for heterogeneous multitask learning,” in Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, 2020, pp. 2636–2645.

[12] J. Redmon and A. Farhadi, “Yolov3: An incremental improvement,” arXiv preprint arXiv:1804.02767, 2018.

[13] S. Liu, L. Qi, H. Qin, J. Shi, and J. Jia, “Path aggregation network for instance segmentation,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 8759–8768.

[14] BPG project, “BPG Image format,” https://bellard.org/bpg/, 2018.

[15] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A large-scale hierarchical image database,” in 2009 IEEE conference on computer vision and pattern recognition. Ieee, 2009, pp. 248–255.

[16] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár, and C. L. Zitnick, “Microsoft coco: Common objects in context,” in European conference on computer vision. Springer, 2014, pp. 740–755.

[17] FFmpeg project, “FFmpeg.”  https://ffmpeg.org/, 2013.