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ABSTRACT

In this paper, a new method is presented for synchronization between two fractional order delayed chaotic systems, while there is uncertainty on the models and external disturbances enter the systems at the same time. The considered delay in the fractional order system is unspecified and varied with time, and of course it is present in different forms in master and slave systems. External disturbances enter the master–slave systems in a finite manner, albeit with an undetermined upper bound, and uncertainty is present in the nonlinear functions of chaotic systems. The goal of synchronizing a particular class of master–slave chaotic systems is achieved through a combination of adaptive and sliding mode techniques. The sliding mode method has been used to cover the effects of uncertainties and delay functions, and an adaptive method has been applied to ensure the stability of the proposed synchronization technique, disturbance upper bound estimation and overcoming the effects of delay variability. A practical example of the innovative method is simulated in MATLAB environment and the obtained results confirm the optimal efficiency of the proposed synchronization method.

1. Introduction

Most physical systems behave nonlinearly and exhibit complex dynamics. Chaotic systems are one of these nonlinear phenomena whose behaviours are strongly affected by the initial values and are presented in chemical reactions, lasers, electronic circuits as well as in natural phenomena such as the solar system, weather and so on (Malica et al., 2020; Zeebe & Lourens, 2019; Zhan et al., 2014). Because of the essence of chaotic systems, they are commonly used in numerous arenas for instance encryption, secure data transfer, and etc. (Chai et al., 2019; Liu et al., 2019).

Fractional order systems are one of the most important fields of research related to chaos theory (Yousefpour et al., 2020). In fact, well-known chaotic systems such as Lorenz, Chen, and etc. show a fractional order dynamic behaviour. Due to the ability of fractional order systems to express more accurately than the integer order type. They are able to describe and model application systems more precisely and are used in a wide range of applications, from signal and image processing to automation, robotic control and quantum (Ahmad et al., 2019; Khan et al., 2017; Sohail et al., 2018; Tripathi et al., 2010). Therefore, chaos theory requests additional evaluation and development in this area.

The issue of synchronization in fractional order delayed chaotic systems is important from several perspectives. First, synchronization offers remarkable potential for applications of chaotic systems (Moysis et al., 2020; Wang et al., 2019). Second, synchronization between fractional order systems is much more complex than integer order systems. Third, the existence of delay in most practical systems is obvious, and its considering is essential for the proper synchronization of chaotic systems. Given these important points, this paper addresses the issue of synchronization of fractional order delayed chaotic systems.

Among the various methods proposed to date for achieving synchronization between two chaotic systems, we can refer to full synchronization (Zhu, 2008), projective and lag (Chen et al., 2007; Wen & Xu, 2005), and different control methods such as adaptive (Hu et al., 2007), fuzzy (Boulkroune et al., 2016), active (Bhalekar & Daftardar-Gejji, 2010), passive (Kuntanapreeda, 2016), sliding mode (Li et al., 2020). However, the fundamental challenges of time delay, disturbance, and uncertainty are seldom considered simultaneously. Delays in chaotic systems occur due to the transfer of data, energy, or materials, and sometimes lead to plant instability. Despite the extensive studies in the field of stability analysis on the subject of synchronization in the presence of time delay,
its variability and unknownness is a challenge. Another challenge is the issue of external disturbance. Despite the variety of synchronization methods for integer order chaotic systems in the presence of disturbances, limited studies have been conducted for fractional order systems, and disturbances with unknown boundaries have rarely been considered. Given that the existence of any kind of uncertainty strongly affects the synchronization process, the problem of synchronization of fractional order systems in the simultaneous presence of variable unknown time delay, disturbance with unknown upper bound and uncertainty is highly challenging and appropriate measures need to be taken to ensure stability.

Therefore, by considering 1 – Fractional order system 2 – Existence of nonlinear terms 3 – Existence of disturbance with unknown boundary, 4 – Existence of uncertainty in system model and 5 – Existence of variable unspecified time delay, this paper presents a new method for synchronizing a particular class of chaotic systems. Uncertainty is a parametric type, and of course uncertainties are also considered on functions. In the proposed method, the upper bound of external disturbance is unknown. In addition, there are unknown variable time delays with different forms in the master and slave systems, which make it more difficult to achieve the synchronization goal, and are considered in this study along with external disturbance and uncertainty. To achieve the goal of synchronizing master and slave fraction systems, a combination method based on adaptive and robust sliding mode methods is proposed. The robust sliding mode method has been used to cover the effects of uncertainty, disturbance and delay, and because the delay is unknown and variable with time, the adaptive method has been applied to obtain the optimal coefficients of sliding mode as well as estimating the upper limit of disturbance.

Thus, this paper has been organized as follows: In the second part, an introduction is given to fractional relations and calculations, and the third part expresses the chaotic system class and the novel synchronization method. In the fourth section, the simulation results are presented by applying the planned method to the fractional permanent magnet synchronous motor chaotic system. Finally, the conclusion is given in the fifth section.

2. Basics of fractional calculations

This section explains the definitions and relationships related to fractional calculations and essential lemmas used in the paper.

**Definition 2.1:** (Calderón et al., 2006): Equation (1) expresses fractional integral and derivative operators

\[
D_t^\alpha f(t) = \begin{cases} 
\frac{d^\alpha}{dt^\alpha} f(t), & \alpha > 0 \\
0, & \alpha = 0 \\
\int_t^a (t - \tau)^{-\alpha} f(\tau) d\tau, & \alpha < 0
\end{cases}
\]

(1)

where \( \alpha \) states the fractional order.

**Definition 2.2:** (Aghababa, 2013): The fractional order integral of the Riemann-Liouville type for the function \( f(t) \) of order \( \alpha \) is as follows

\[
t_0I_t^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^t \frac{f(\tau)}{(t - \tau)^{1-\alpha}} d\tau
\]

(2)

The \( t_0 \) relates to the initial time and the Gamma function \( \Gamma(\alpha) \) is described in this way

\[
\Gamma(\alpha) = \int_0^\infty e^{-t} t^{\alpha-1} dt
\]

(3)

where \( \alpha \) specifies the Gamma function operator.

**Definition 2.3:** (Aghababa, 2012): The fractional order derivative of the Riemann-Liouville type for the function \( f(t) \) of order \( \alpha (n - 1 < \alpha \leq n, n \in \mathbb{N}) \) is as follows

\[
t_0D_t^\alpha f(t) = \frac{d^\alpha}{dt^\alpha} f(t) = \frac{1}{\Gamma(n - \alpha)} d^n \int_{t_0}^t \frac{f(\tau)}{(t - \tau)^{n-\alpha+1}} d\tau
\]

(4)

**Definition 2.4:** (Sweilam et al., 2007): The fractional order derivative of the Caputo type for the function \( f(t) \) of order \( \alpha \) is as follows

\[
t_0D_t^\alpha f(t) = \begin{cases} 
\frac{1}{\Gamma(\alpha - m)} \int_{t_0}^t \frac{f^{(m)}(\tau)}{(t - \tau)^{\alpha-m+1}} d\tau, & m - 1 < \alpha < m \\
\frac{d^m f(t)}{dt^m}, & \alpha = m
\end{cases}
\]

(5)

where \( m \) specifies the first integer greater than \( \alpha \).

**Remark 2.1:** As stated by Definitions 2.3 and 2.4, the Caputo fractional derivative of a constant integer equals...
zero, while the Riemann-Leibnitz fractional derivative of a constant integer is not zero.

**Facts**

1. For $\alpha = m$, the function of $D_t^mf(t)$ and $\frac{d^m(t)}{dt}$ are the same.
2. For $\alpha = 0$, Equation (6) expresses the function of $D_t^f(t)$

$$D_t^f(t) = f(t) \quad (6)$$

3. Linear condition is established for all calculations based on the Caputo derivative.

$$D_t^f [f(t) + g(t)] = D_t^f f(t) + D_t^f g(t). \quad (7)$$

4. Equation (8) is established to multiply the Caputo fractional derivatives of the function $g(t)$

$$D_t^\alpha D_t^\beta g(t) = D_t^{\alpha+\beta} g(t) \quad (8)$$

The $\alpha$ and $\beta$ signify two fraction orders. Also, the following lemmas are used to design a novel synchronization method.

**Lemma 2.1: (Khamisuwan & Kuntanapreeda, 2016):**

Consider $x = 0$ as the equilibrium point of the non-autonomous fractional system (9).

$$D_t^\alpha x = f(x, t) \quad (9)$$

where $x = 0$ and $f(x, t)$ contents the Lipchitz condition with a factor of $l > 0$. Supposing positive gains for $\alpha_1, \alpha_2, \alpha_3$ and $\alpha$, there exists a Lyapunov function that contains the following

$$\alpha_1 x^\alpha \leq V(t, x) \leq \alpha_2 x \quad (10)$$

$$\dot{V}(t, x) \leq -\alpha_3 x \quad (11)$$

Then, the system is asymptotically stable and this is valid for both Caputo and Riemann-Leibnitz definitions.

**Lemma 2.2: (Maligranda, 2008):** The following inequality holds for $x_i \in R, i = , n, 0 < q \leq 1$.

$$(|x_1| + |x_2| + \ldots + |x_n|)^q \leq |x_1|^q + |x_2|^q + \ldots + |x_n|^q. \quad (12)$$

3. Synchronization of two disturbed uncertain delayed chaotic systems of fractional order

In this section, the general forms of the two $n$-dimensional Disturbed Uncertain Fractional Order Chaotic Systems (DUFOCSs) are given. Also, the new robust synchronization method is fully explained. The master fractional order chaos system is defined as (Yu & Wang, 2012).

$$D_t^\alpha x_1 = f_{11}(x, t) + f_{12}(x, x - \tau^m_1(t), t) + \Delta f_1(x) + d_1^m(t)$$

$$D_t^\alpha x_2 = f_{21}(x, t) + f_{22}(x, x - \tau^m_2(t), t) + \Delta f_2(x) + d_2^m(t)$$

$$\vdots$$

$$D_t^\alpha x_n = f_{n1}(x, t) + f_{n2}(x, x - \tau^m_n(t), t) + \Delta f_n(x) + d_n^m(t) \quad (13)$$

where $\alpha \in (0, 1)$ is the fractional order of system, $x(t) = [x_1, x_2, \ldots, x_n]^T \in R^n$ denotes the states of the system, $f_i(x, t) \in R, i = 1, 2, \ldots, n$ expresses a definite nonlinear function of $t$ and $x$. The $f_{ij}(x, x - \tau^m_i(t), t) \in R, i = 1, 2, \ldots, n$ denotes a certain nonlinear function of the states $x$ and time $t$ and the delayed states in which $\tau^m_i(t)$ signifies the indefinite variable time delay. The $\Delta f_i(x) \in R, i = 1, 2, \ldots, n$ defines unknown parametric uncertainty and $d^m_i(t) \in R, i = 1, 2, \ldots, n$ states unknown bounded disturbance.

The following assumption applies to the master system.

**Assumption 3.1:** Suppose the disturbances to be in the form of Equation (14) in the master system.

$$|d_i^m(t)| \leq D_i^m, i = 1, \ldots, n \quad (14)$$

where $D_i^m, i = 1, \ldots, n$ indicates unspecified positive constant values. The slave system is also in the following form

$$D_t^\alpha y_1 = g_{11}(y, t) + g_{12}(y, y - \tau^m_1(t), t) + \Delta g_1(y) + d_1^m(t) + u_1(t)$$

$$D_t^\alpha y_2 = g_{21}(y, t) + g_{22}(y, y - \tau^m_2(t), t) + \Delta g_2(y) + d_2^m(t) + u_2(t)$$

$$\vdots$$

$$D_t^\alpha y_n = g_{n1}(y, t) + g_{n2}(y, y - \tau^m_n(t), t) + \Delta g_n(y) + d_n^m(t) + u_n(t) \quad (15)$$

where $y(t) = [y_1, y_2, \ldots, y_n]^T \in R^n$ indicates the states vector, $g_{ij}(y, t) \in R, i = 1, 2, \ldots, n$ denotes nonlinear function of $t$ and $y$ that is known. $g_{ij}(y, y - \tau^m_i(t), t) \in R, i = 1, 2, \ldots, n$ denotes a certain nonlinear function of the states $y$ and time $t$ and the delayed states where $\tau^m_i(t)$ signifies the indefinite variable time delay. The $\Delta g_i(y) \in R, i = 1, 2, \ldots, n$ specifies the unidentified parametric uncertainties, $u_i(t) \in R, i = 1, 2, \ldots, n$ states the control signal and $d_i^m(t) \in R, i = 1, 2, \ldots, n$ indicates the indefinite bounded disturbance.

The following assumption applies to the slave system.
**Assumption 3.2:** Suppose the disturbances to be in the form of Equation (16) in the slave system.

\[
|d_i^j(t)| \leq D_i^j, i = 1, \ldots, n
\]  

(16)

where \(D_i^j, i = 1, \ldots, n\) indicates unspecified positive constant values. According to the master and slave systems, the synchronization error vector is stated as

\[
e_i = y_i - x_i, i = 1, \ldots, n
\]  

(17)

Using dynamic Equations (13) and (15), the sync error is defined as follows

\[
\begin{align*}
D^e e_1 &= g_{11}(y, t) - f_{11}(x, t) + g_{12}(y, y - \tau_i^1(t), t) \\
&\quad - f_{12}(x, x - \tau_i^1(t), t) \\
&\quad + \Delta g_{1}(y) - \Delta f_{1}(x) + d_i^1(t) - d_i^m(t) + u_i(t) \\
D^e e_2 &= g_{21}(y, t) - f_{21}(x, t) + g_{22}(y, y - \tau_i^2(t), t) \\
&\quad - f_{22}(x, x - \tau_i^2(t), t) \\
&\quad + \Delta g_{2}(y) - \Delta f_{2}(x) \\
D^e e_n &= g_{n1}(y, t) - f_{n1}(x, t) + g_{n2}(y, y - \tau_i^1(t), t) \\
&\quad - f_{n2}(x, x - \tau_i^1(t), t) \\
&\quad + \Delta g_{n}(y) - \Delta f_{n}(x) + d_i^n(t) - d_i^m(t) + u_n(t)
\end{align*}
\]  

(18)

By rewriting system error (18) as follows:

\[
\begin{align*}
\dot{D}^e e_1 &= h_{11}(x, y, t) + h_{12}(x, y, y - \tau_i^1(t), t) \\
&\quad + \Delta h_{1}(x, y) + d_i^1(t) + u_i(t) \\
\dot{D}^e e_2 &= h_{21}(x, y, t) + h_{22}(x, y, y - \tau_i^2(t), t) \\
&\quad - f_{21}(x, x - \tau_i^1(t), t) \\
&\quad + \Delta h_{2}(x, y) - \Delta f_{2}(x) \\
\dot{D}^e e_n &= h_{n1}(x, y, t) + h_{n2}(x, y, y - \tau_i^1(t), t) \\
&\quad - f_{n1}(x, x - \tau_i^1(t), t) \\
&\quad + \Delta h_{n}(x, y) - \Delta f_{n}(x) + d_i^n(t) - d_i^m(t) + u_n(t)
\end{align*}
\]  

(19)

\[
\begin{align*}
\dot{D}^e &= \sum_{i=1}^{n} e_i^2 \\
\dot{V}_i &= \sum_{i=1}^{n} \frac{1}{2} D_i e_i^2 + \frac{1}{2} \frac{1}{\lambda_i} \hat{\Psi}_i + \frac{1}{2} \frac{1}{\mu_i} \hat{D}_i^2
\end{align*}
\]  

(20)

**Theorem 3.1:** Consider error system (19). This system can be stabilized with the control signal (22) as follows

\[
u_i = -h_{11}(x, y, t) - k_i e_i - \hat{\Psi}_i \text{sign}(e_i) - \hat{D}_i \text{sign}(e_i)\]  

(22)

Accordingly, the two systems (13) and (15) are synchronized and the error will be zero between the two master and slave systems.

\[
e_i = y_i - x_i = 0
\]  

(23)

\[
\begin{align*}
\dot{V} &= \sum_{i=1}^{n} V_i(t) \\
\dot{V}_i &= \dot{D}^e e_i^2 - \frac{1}{\lambda_i} \hat{\Psi}_i \dot{\hat{\Psi}}_i - \frac{1}{\mu_i} \hat{D}_i \dot{\hat{D}}_i \\
\dot{V}_i &= e_i h_{11}(x, y, t) \\
&\quad + h_{21}(x, y, y - \tau_i^1(t), t) \\
&\quad - f_{21}(x, x - \tau_i^1(t), t) \\
&\quad + \Delta h_{2}(x, y) + d_i^1(t) + u_i(t) \\
&\quad - \frac{1}{\lambda_i} \hat{\Psi}_i \dot{\hat{\Psi}}_i - \frac{1}{\mu_i} \hat{D}_i \dot{\hat{D}}_i
\end{align*}
\]  

(24)

By defining the following function that expresses the effects of the presence of variable unknown time delay and also uncertainty in the error system dynamics for
synchronization,

\[ \psi_i(x, y, t) = h_i(x, y, x - \tau_{i}^m(t), y - \tau_{i}^s(t), t) + \Delta h_i(x, y) \tag{27} \]

\[ |\psi_i(x, y, t)| \leq \Psi_i, i = 1, \ldots, n \]

Equation (26) can be rewritten as follows

\[ \dot{V}_i(t) = e_i(h_i(x, y, t) + \psi_i(x, y, t) + d_i(t)) \]
\[ + u_i(t) - \frac{1}{\lambda_i} \dot{\Psi}_i \dot{\Psi}_i - \frac{1}{\mu_i} \dot{D}_i \dot{D}_i \tag{28} \]

To achieve synchronization and also to ensure stability, the control signal is selected as follows.

\[ u_i(t) = -h_i(x, y, t) - k_i e_i - \dot{\Psi}_i \text{sign}(e_i) - \dot{D}_i \text{sign}(e_i) \tag{29} \]

The control signal consists of four expressions. The expression \( h_i(x, y, t) \) is used to cover the difference between specific nonlinear functions in master and slave systems. The expression \( k_i e_i \) is a normal state feedback rule to ensure stronger stability and \( k_i \) are the controller gains. The first \( \text{sign}(e_i) \) is used to cover the effects of delay and uncertainty, and the second \( \text{sign}(e_i) \) overcomes the effects of disturbance, while the coefficients of both \( (\dot{\Psi}_i \) and \( \dot{D}_i \) are obtained online by the adaptive method.

It is obtained by placing Equation (29) in Equation (28)

\[ \dot{V}_i(t) = -k_i e_i^2 + e_i \psi_i(x, y, t) - \dot{\Psi}_i e_i \text{sign}(e_i) + e_i d_i(t) \]
\[ - \dot{D}_i e_i \text{sign}(e_i) - \frac{1}{\lambda_i} \dot{\Psi}_i \dot{\Psi}_i - \frac{1}{\mu_i} \dot{D}_i \dot{D}_i \tag{30} \]

By mathematical simplification, Equation (31) is obtained

\[ \dot{V}_i(t) \leq -k_i e_i^2 + |e_i| \psi_i - |e_i| \dot{\Psi}_i + |e_i| d_i \]
\[ - |e_i| \dot{D}_i - \frac{1}{\lambda_i} \dot{\Psi}_i \dot{\Psi}_i - \frac{1}{\mu_i} \dot{D}_i \dot{D}_i \]
\[ \leq -k_i e_i^2 + |e_i| \psi_i - |e_i| \dot{\Psi}_i - \frac{1}{\lambda_i} \dot{\Psi}_i - \frac{1}{\mu_i} \dot{D}_i \dot{D}_i \]
\[ \leq -k_i e_i^2 + \dot{\Psi}_i \left( |e_i| - \frac{1}{\lambda_i} \dot{\Psi}_i \right) + \dot{D}_i \left( |e_i| - \frac{1}{\mu_i} \dot{D}_i \right) \tag{31} \]

By choosing the adaptive rules as follows

\[ \dot{\Psi}_i = \lambda_i |e_i| \]
\[ \dot{D}_i = \mu_i |e_i| \tag{32} \]

It is obtained by placing Equation (32) in Equation (31), as well as applying the superposition principle

\[ \dot{V}_i(t) \leq -k_i e_i^2 \tag{33} \]

According to the relation (33), it is clear that by applying the control law (29) and the adaptive laws (32), the closed-loop system is asymptotically stable. As a result, synchronization of the two DUFOCSs is guaranteed and the error between the master and slave systems will be zero.

4. Simulation results

Simulation in MATLAB environment is performed to show the capability of the proposed method. One of the most important industrial turbulence systems is the Permanent Magnet Synchronous Motor (PMSM). The PMSM is widely used in many high performance applications such as electric vehicles, robotics and wind turbines (Eriksson, 2019) and its motor drive system exhibits chaotic dynamic behaviour which can destroy the stability of the system and even cause to collapse it. For this reason, in this section, a practical example is used to evaluate the proposed synchronization method. The transformed model of PMSM with the smooth air gap is as follows (Hu et al., 2015):

\[
\begin{align*}
\dot{x} &= a(y - x) - \bar{T}_L \\
\dot{y} &= (b - z)x - y + \bar{u}_q, \\
\dot{z} &= -z + xy + \bar{u}_d
\end{align*}
\tag{34}
\]

where

\[
\begin{align*}
x &= \frac{R}{L_q} \dot{x} - \frac{p_n L_q \psi_{ld}}{RB_{equ}} \dot{y}, \\
y &= \frac{z}{J_{equ}}, \\
b &= \frac{p_n L_q \psi_{ld}}{B_{equ}} \bar{u}_d, \\
\bar{u}_d &= \frac{p_n L_q \psi_{ld}}{B_{equ}} \bar{u}_d, \\
\bar{u}_q &= \frac{p_n L_q \psi_{ld}}{B_{equ}} \bar{u}_d, \\
\bar{L}_L &= \frac{L_d^2}{2 J_{equ}} \bar{T}_L
\end{align*}
\]

Definitions and descriptions of PMSM system parameters are all given in (Hu et al., 2015). Considering \( x_1 = x, x_2 = y, x_3 = z \), the state space equations of the chaotic PMSM and its fractional order explanation are in the form of Equations (35) and (36), respectively.

\[
\begin{align*}
\dot{x}_1 &= a(x_2 - x_1) - \bar{T}_L \\
\dot{x}_2 &= -x_2 - x_1 x_3 + b x_1 + \bar{u}_q, \\
\dot{x}_3 &= -x_3 - x_1 x_3 + \bar{u}_d
\end{align*}
\tag{35}
\]

\[
\begin{align*}
\frac{d^\alpha x_1}{dt^\alpha} &= a(x_2 - x_1) \\
\frac{d^\alpha x_2}{dt^\alpha} &= -x_2 - x_1 x_3 + b x_1 \\
\frac{d^\alpha x_3}{dt^\alpha} &= -x_3 - x_1 x_3
\end{align*}
\tag{36}
\]

where \( \alpha \) as the fractional order and the phase portrait representation of the system (35) is shown in Figure 1.
As uncertainties, disturbances, and delays enter the system (35), the master system takes the form of Equation (37).

\[
\begin{align*}
\frac{d^\alpha x_1}{dt^\alpha} &= a(x_2 - x_1(t - \tau^m_1(t))) + \Delta f_1(x) + d^m_1(t) \\
\frac{d^\alpha x_2}{dt^\alpha} &= -x_2(t - \tau^m_2(t)) - x_1 x_3 + bx_1 + \Delta f_2(x) + d^m_2(t) \\
\frac{d^\alpha x_3}{dt^\alpha} &= -x_3(t - \tau^m_3(t)) - x_1 x_3 + \Delta f_3(x) + d^m_3(t)
\end{align*}
\] (37)

where parametric uncertainties and external disturbances for the master system are as follows.

\[
\begin{align*}
\Delta f_1(x) &= -0.2 \sin(3t)x_1 \\
\Delta f_2(x) &= 0.2 \sin(t)x_2 \\
\Delta f_3(x) &= 0.1 \cos(2t)x_3 \\
d^m_1(t) &= -0.15 \cos(t) \\
d^m_2(t) &= 0.1 \cos(3t) \\
d^m_3(t) &= 0.2 \sin(5t)
\end{align*}
\] (38)

And the slave system is as follows

\[
\begin{align*}
\frac{d^\alpha y_1}{dt^\alpha} &= a(y_2 - y_1(t - \tau^s_1(t))) + \Delta g_1(y) + d^s_1(t) + u_1(t) \\
\frac{d^\alpha y_2}{dt^\alpha} &= -y_2(t - \tau^s_2(t)) - y_1 y_3 + \Delta g_2(y) + d^s_2(t) + u_2(t) \\
\frac{d^\alpha y_3}{dt^\alpha} &= -y_3(t - \tau^s_3(t)) - y_1 y_3 + \Delta g_3(y) + d^s_3(t) + u_3(t)
\end{align*}
\] (40)

where parametric uncertainties and external disturbances for the slave system are as follows.

\[
\begin{align*}
\Delta g_1(y) &= -0.2 \cos(3t)y_1 \\
\Delta g_2(y) &= 0.15 \sin(2t)y_2 \\
\Delta g_3(y) &= 0.2 \cos(t)y_3 \\
d^s_1(t) &= 0.1 \sin(5t) \\
d^s_2(t) &= 0.2 \cos(t) \\
d^s_3(t) &= -0.1 \sin(3t)
\end{align*}
\] (41)

\[\text{Figure 1. Phase portraits of chaotic system (35).}\]
Figure 2. Profiles of time delays. (a) The time delay ($\tau^m_1(t)$). (b) The time delay ($\tau^m_2(t)$). (c) The time delay ($\tau^m_3(t)$). (d) The time delay ($\tau^s_1(t)$). (e) The time delay ($\tau^s_2(t)$). (f) The time delay ($\tau^s_3(t)$).

Figure 3. The display of synchronization errors ($e_x, e_y, e_z$) between master and slave systems.
Figure 4. The time-domain display of signal \((x_1, y_1)\) for master and slave systems.

Figure 5. The time-domain display of signal \((x_2, y_2)\) for master and slave systems.
And \( u_1(t), u_2(t) \) and \( u_3(t) \) signify the control signals obtained from Equation (29) to realize synchronization between the master and slave systems. The error equations are defined as:

\[
\begin{align*}
    e_1 &= y_1 - x_1 \\
    e_2 &= y_2 - x_2 \\
    e_3 &= y_3 - x_3
\end{align*}
\]

(43)

Then, the error dynamics between the two chaotic systems is found as

\[
\begin{align*}
    \frac{d^\alpha e_1}{dt^\alpha} &= a(e_2) \\
    &\quad + y_1(t - \tau_1^m(t)) - x_1(t - \tau_1^m(t)) - 0.2 \cos(3t)y_1 \\
    &\quad + 0.2 \sin(3t)x_1 + 0.1 \sin(5t) + 0.15 \cos(t) + u_1 \\
    \frac{d^\alpha e_2}{dt^\alpha} &= -(y_2(t - \tau_2^m(t)) - x_2(t - \tau_2^m(t))) \\
    &\quad - (y_1y_3 - x_1x_3) + be_1 + 0.15 \sin(2t)y_2 \\
    &\quad - 0.2 \sin(t)x_2 + 0.2 \cos(t) - 0.1 \cos(3t) + u_2 \\
    \frac{d^\alpha e_3}{dt^\alpha} &= -(y_3(t - \tau_3^m(t)) - x_3(t - \tau_3^m(t))) \\
    &\quad - (y_1y_3 - x_1x_3) + 0.2 \cos(t)y_3 \\
    &\quad - 0.1 \cos(2t)x_3 = -0.1 \sin(3t) - 0.2 \sin(5t) + u_3
\end{align*}
\]

(44)

To evaluate the ability of the proposed method in more depth, some different profiles are considered for time delays \( \tau_1^m(t), \tau_2^m(t), \tau_3^m(t) \), \( \tau_1^s(t) \), \( \tau_2^s(t) \) and \( \tau_3^s(t) \) as shown in Figure 2. By setting initial values as \( x_1(0) = 3, y_1(0) = 1, z_1(0) = 4 \) for the master system and \( x_2(0) = 6.2, y_2(0) = -1.4, z_2(0) = 2 \) for the slave system and choosing the controller parameters as

\[
\begin{align*}
    k_1 &= 50, k_2 = 50, k_3 = 50 \\
    \mu_1 &= 0.01, \mu_2 = 0.01, \mu_3 = 0.01 \\
    \lambda_1 &= 0.01, \lambda_2 = 0.01, \lambda_3 = 0.01
\end{align*}
\]

(45)

The synchronization results of the implementation of the proposed robust technique of the chaotic fractional system are shown in Figures 3–6. Figure 3 displays the synchronization error resulting from the execution of the proposed robust technique. As it turns out, after a finite time around 0.002 s, the two master and slave systems demonstrate exactly the same behaviour. By presenting the performance of each state in both master and slave systems, the synchronization is displayed in more detail in Figures 4–6. Figure 4 presents the performance of \( x_1, y_1 \), Figure 5 displays the activities of \( x_2, y_2 \), and Figure 6 presents the manners of \( x_3, y_3 \) in both master and slave systems. The tracking quality of each master state by the slave state is quite evident in these figures. In general, the

![Figure 6](image)

Figure 6. The time-domain display of signal \((x_3, y_3)\) for master and slave systems.
simulation results indicate that the proposed robust technique is well able to synchronize two chaotic systems of fractional order in the presence of external disturbances, uncertainties and unknown variable time delays.

5. Conclusion

This paper presented a new robust method for synchronizing fractional order chaotic systems. Despite the nonlinear terms in the fractional model of the chaotic system, three issues of external disturbances, uncertainties and time-varying delays were considered simultaneously in synchronization. The time-varying delay as well as the upper bound of the disturbance were unspecified and the uncertainty could be even non-parametric. Delays could also take various forms in master and slave systems. To achieve synchronization, a combined control method proposed that included adaptive and sliding mode techniques. The sliding mode method used to overcome the effects of time-varying delay, disturbance and uncertainty, and the adaptive method was used to estimate the upper bounds of disturbance as well as to obtain online gains for the sliding mode method. Simulation in MATLAB environment showed the ability of the proposed method to achieve synchronization of two PMSM fractional order chaotic systems in the shortest time. Considering the saturation constraint on the control signal can be a great way to complete and develop this study.
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