OncoPetNet: A Deep Learning based AI system for mitotic figure counting on H&E stained whole slide digital images in a large veterinary diagnostic lab setting
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Abstract

Background: Histopathology is an important modality for the diagnosis and management of many diseases in modern healthcare, and plays a particularly critical role in cancer care. Pathology samples can be large and require multi-site sampling, leading to upwards of 20 slides for a single tumor, and the human-expert tasks of site selection and quantitative assessment of mitotic figures are time consuming and subjective, particularly in highly mitotically active tumors. Automating these tasks in the setting of a digital pathology service presents significant opportunities to improve workflow efficiency and augment human experts in practice, yet major technical challenges remain that limit achieving use of these systems at scale in clinical workflows.

Approach: Multiple state-of-the-art deep learning techniques for whole slide histopathology image classification and mitotic figure detection were used in the development of OncoPetNet. Additionally, model-free approaches were used to increase speed and accuracy in real-time deployment. The robust and scalable inference engine leverages Pytorch’s performance optimizations as well as specifically developed speed up techniques in inference.

Results: The proposed deep-learning system, OncoPetNet, demonstrated significantly improved mitotic counting performance for 41 cancer cases across 14 cancer types compared to human expert baselines. Further, in 21.9% of cases use of the OncoPetNet led to change in tumor grading compared to human expert evaluation. In deployment, an effective 0.27 min/slide inference was achieved in a high throughput multi-site veterinary diagnostic pathology service across 2 centers processing 3,323 digital whole slide images daily.

Conclusion: This work represents the first successful automated deployment of deep learning systems for real-time expert-level performance on important histopathology tasks at scale in a high volume clinical practice. The resulting impact outlines important considerations for model development, deployment, clinical decision making, and informs best practices for implementation of deep learning systems in digital histopathology practices.
1 Introduction

Counting mitotic figures (MF) in hematoxylin and eosin-stained histologic slides is an important and time-intensive component of the diagnostic pathologist’s evaluation of cancer.\(^{[15]}\) The mitotic count (MC) is a uniquely quantitative metric and one of the most valuable prognostic factors identified in the diagnostic workup of a pet with cancer. For example, in veterinary medicine, MC plays a principle role in many established grading schemes\(^{[15]}\) including canine mast cell tumors\(^{[23]}\), canine soft tissue sarcomas\(^{[14], [25]}\), canine melanocytic tumors\(^{[38]}\), canine and feline mammary tumors\(^{[32], [28]}\), as well as serving as an independent prognostic factor in many tumor types. Recent studies have highlighted the subjective nature of the mitotic count, with many studies indicating significant inter-observer variation independent of region selection\(^{[2], [7]}\). In addition to challenges with inter-observer variation, the mitotic count is time consuming and an inefficient manual task.

Recent advancements in deep learning and the availability of large datasets have enabled algorithms to match the performance of medical professionals in a wide variety of medical imaging tasks, including diabetic retinopathy detection\(^{[17]}\), skin cancer classification\(^{[16]}\), and lymph node metastases detection\(^{[4]}\). Only recently has the increasing trend toward digitization of whole slide pathology images (WSI) paved the way for fully automated analysis of histological slides, even approaching the accuracy of pathologists for certain well-defined tasks\(^{[4]}\). In fact automated mitotic figure counting using deep learning in WSI has been explored, albeit with limited datasets and without practice-based evidence in clinical translation, limiting impact for broader conclusions on the value of the technology in clinical environments\(^{[1], [2], [35], [3]}\).

Clearly, there is great potential for leveraging deep learning technologies in digital pathology tasks, especially with the rising incidence in cancer globally and shortage of anatomic pathologists both in human and veterinary care\(^{[26], [12]}\). However, despite several pre-market approvals, clinical deep learning applications have not been vigorously validated for reproducibility, generalizability and suffer from a lack of practice-based evidence\(^{[24]}\). This is most striking as automated histopathology analysis tools represent a significant opportunity for practice-based efficiencies given the time and effort consumed by identifying the area of highest mitotic figure density on a given slide as well as the task of counting the mitotic figures in that area. Both tasks are highly amenable to automation, warranting further exploration in real-world practice applications. Additionally, the subjective nature and inaccuracy of human performance of both tasks are well described\(^{[2], [7], [1], [42], [41], [9]}\), highlighting the potential for improving accuracy with automation.

The purpose of this study is to explore the development of this deep learning based system to automate detection and quantification of mitotic figures on H&E stained whole slide digital images not excluding any tumor types and describe the mechanism and subsequent impact of model deployment in a high throughput (thousands of WSI’s per day from several thousand clinics over the course of a year) multi-site veterinary diagnostic pathology service.

2 Data

Data collection was structured to support two distinct sub-tasks that the mitotic counting AI system needed to perform:

- slide classification, to determine if mitotic count should occur
- mitotic figure counting
Data sampling for sub-tasks was performed independently.

### 2.1 Biopsy Slide Classification Data

For the biopsy slide classification, we ingested from a labeling tool in the workflow of pathologists. We collected 3845 slides of which ≈ 20% were used as validation. The exact break down of slides is displayed in Table 1. The images are 1024×1024 slide thumbnails in their minimal magnification. For training, the images were resized to a size of 224×224.

| Category                              | Train | Validation | Image Example |
|---------------------------------------|-------|------------|---------------|
| (Count)                               | 1271  | 317        |               |
| (No-Count) Lipomas                    | 703   | 176        |               |
| (No-Count) Non-neoplastic lesions     | 400   | 100        |               |
| (No-Count) Skin punch biopsies        | 180   | 45         |               |
| (No-Count) Skin&subcutaneous tissues  | 522   | 131        |               |

Table 1: Biopsy slide classification data

### 2.2 Mitotic figure data collection

To build training sets of mitotic figures, board certified veterinary anatomic pathologists evaluated both snippets of varying sizes and WSI’s of hematoxylin and eosin-stained slides, identifying mitotic figures by the cellular morphologic features of the various phases of mitosis as described in [15]. Mitotic figures were annotated for inclusion in training sets. Mitotic-like figures were excluded from the labeling process and thus were not included in training sets.

Training sets of mitotic figures are labeled often only for location ([41], [8]). Dependent on the modeling approach the labels are then represented as one our multiple pixel in the middle of the mitotic figure or bounding boxes. We instead used the full pixel masks of mitotic cells. This labor intensive labeling method was chosen because it allows for greater information flow in training and easy to implement generative approaches for data augmentation([21]).
2.2 Mitotic figure data collection

In the first phase of the project we labeled 54 Mitotic Figures on 11 WSI’s and extracted image patches of $150 \times 150$ Pixels with those mitotic figures in the middle. We also extracted 156 image patches with tissue without mitotic figures. We used this data to train a first model ([37]) to predict mitotic figures on 74 WSI’s. We sub-sampled 1000 image patches with predicted mitotic figures in the middle as mitotic figures and labeled them. We used this data to train the next model and re-iterated the process. To prevent a data distribution with small support we later added $600 \times 600$ and $1200 \times 1200$ pixel patches.

Targeted data sampling was applied by training an initial model on a labeled set of 54 Mitotic Figures on 11 WSI’s. We also extracted 156 image patches with tissue without mitotic figures. We used this data to train a first model ([37]) to predict mitotic figures on a larger set of WSI’s that we used as candidates for the next round of labeling. Each of the following iterations consisted of model critique and potential re-design, training, prediction of mitotic figure candidates and labeling of those candidates.

The initial phases of annotation used image patches of $150 \times 150$ pixels with mitotic figure candidates in the middle that pathologists would label making a binary decision. As the models improved the snippet sizes were increased to $600 \times 600$ and ultimately to $1200 \times 1200$ with potentially multiple mitotic figures inside each snippet in any location to prevent the exclusion of false positives from earlier model iteration in the data distribution. The annotators were presented with a side by side copy of the image with the proposed mitotic figures masked on one copy (greyscale side to maximise contrast) of the image to show where the model believed they were. If the identified mitotic figures were all correct, a label of correct was applied, if all the predicted figures were wrong, a label of incorrect was applied and if their was a mix of correct and incorrect, the pathologists would mark on the unmasked image where the mitotic figures were. These marked images were then sent to have masks applied to them on the correct figures. The data was batched up and added to the training set.

Figure 1: Image Example of annotations presented to pathologists to create training data

In addition to the snippet evaluation, a set of 3 WSI’s was fully labelled by three pathologists. The ground truth labels were defined as the union of all three pathologists’ labels. The WSI’s were lymphoma (canine), soft tissue sarcoma (feline), and mammary carcinoma (feline) cancer types and this formed the ground truth against which models were evaluated to assess performance.
3  METHODS

3.1 System Overview

One of the challenges of this project is to be able to deliver the result of the mitotic counting to all the pathologists in time to ensure they can utilize the information effectively whilst aiming for performance and optimizing the use of the computing resources. We now describe the system architecture that allows the use of the deep learning models described in this chapter to be utilized in an operational large scale multi site clinical practice. To do that we built and utilized a pipeline composed of multiple steps to pre- and post-process slides so as to be as resource efficient as possible. OncoPetNet is deployed in production and designed to operate on all scans that are uploaded in a real time fashion. We leverage a pull-based asynchronous architecture that is able to handle the high variation of scan uploads during a day. When new scans are available they get added to a processing queue. When resources in the inference cluster are available, the slide gets downloaded and the following steps are performed:

1. The WSI is downloaded to the local machine. A 224 × 224 thumbnail is extracted.
2. The Biopsy Slide Classification is executed. If the Classifier returns ‘no-count’ the process is stopped and a no count status written to the database. If it returns ‘count’ it is continued in the next step.
3. A tissue detection algorithm is executed. This non-model-based algorithm detects the foreground (tissue) and calculates coordinates for the mitotic figure detector.
4. The Mitotic Figure Detector model is performed on all the coordinates.
5. After the pixel mask is predicted, morphological filters are used to enhance predictive performance. A non-model-based algorithm is used to calculate coordinates of the Mitotic Figures from the enhanced pixel masks.
6. A k-d tree based algorithm is used to find the 10HPF with the most Mitotic Figures.
7. Coordinates for Mitotic Figures and the 10HPF are written into a XML and the results are written into a data base.
An overview of the system is displayed in Figure 3. Deep Learning models were built in Pytorch 1.7 ([30]). We present all methods used in this chapter.

3.2 Biopsy Slide Classification

A biopsy slide classifier was created to pick only the relevant slides in a study. There are biopsy slides in which the amount of tissue is not relevant for the diagnosis, as you can see in the figure 4. In these cases, the algorithm should skip the slide to save computing resources and focus on the slides that are important for the mitotic figure counting. A biopsy slide classification model was trained using a convolutional neural network approach. A pre-trained ImageNet [13] residual neural network (ResNet) [18] architecture was used as backbone for the feature extraction followed by a fully connected layer classifier. Since inference time is an important factor for the project, a ResNet-18 (18 layers deep) was chosen based on trade-off between computing requirements and performance. The network has an image input size of 224×224 and was trained on 150 epoches with 3076 images distributed on Count and NoCount classes as demonstrated on 2.1. The training was set using ADAM as the optimizer and CrossEntropyLoss for the loss function.
3.3 Tissue Detection

Coarse tissue segmentation supports the setting of back-lit digital pathology scanners, so the background is bright and lighten with white light source. Coarse tissue segmentation is performed on low resolution view of the whole slide image. Initially the low resolution image is resized to match the mitotic figure detector’s sliding window size and high resolution image size, so that mitotic figure detector sliding window count is a whole number in high resolution image width. The low resolution image is then converted to LAB color space image and binary image threshold is applied on image L channel with OTSU threshold detection. Resulted binary image dilation, erosion and blurring performed to remove noise and refine the tissue boundaries.

3.4 Mitotic Figure Detector

Detection of mitotic figures with convolutional neural networks as the dominant algorithmic approach in an academic setting is well established ([11]). These classification based methods allow for flexible training regimes and can lead to highly accurate models. For every \( n \)-th (with \( n > 0 \) close to 1) Pixel on a WSI these models classify a patch of the WSI. This technique is very resource intensive in inference and therefore not feasible for real life lab situations. The need for fewer sliding windows at inference time made end-to-end detection models arise naturally as potential solution. We trained different region based CNN’s ([50]) but found that they could not reach the accuracy of our final system, which consists of an ensemble of three fully convolutional models at an equal inference time. Instead of modeling the detection of Mitotic Figures directly we formulate the problem as a segmentation task where a deep learning model is used, combined with a deterministic post-processing methods. This approach allows for fast inference and very flexible model training. Our deep learning model consists of three fully convolutional neural networks following the encoder-decoder architecture with skip-connections (U-Net) described in in [37]. As Encoders we use Efficientnet-b5, Efficientnet-b3 ([40]) and SE-Resnext([19], [43]) that were pre-trained with ImageNet ([13]). We train our currently best model on 1790 patches of 600 \times 600\) pixels (\( D_{600} \)) and 6359 patches of 150 \times 150\) pixels (\( D_{150} \)). We aim to minimize

\[ \alpha \cdot \mathcal{L}(\theta, D_{150}) + (1 - \alpha) \cdot \mathcal{L}(\theta, D_{600}) \]  

Where \( \mathcal{L} \) is a loss function and \( \alpha \in [0, 1] \) is a hyper parameter. Our currently best model was trained on 50 epochs where \( \mathcal{L} \) was set as BCE-soft-Dice-Loss ([20]) and subsequently 100 epochs for
which we switched to soft Dice Loss \cite{39}. We validate our model against 448 images of \(600 \times 600\) pixels and chose the model parameters after the epoch that has the highest f1-score on the validation set.

We combine the three resulting models by averaging their predictions at runtime.

### 3.5 Pixel Mask Post-Processing

Following geometrical and morphological procedures are performed to refine inference results, reduce false positives and improve precision of 10HPF region location.

1. Preparation, mitotic figure instance segmentation.

   Initial binary mask is a result of MF detector semantic segmentation and it’s size equal to the model’s output tensor size e.g. \(600 \times 600\) pixels. The mask may contain zero or more mitotic figures. We are further concerned to gain metric information on each instance of mitotic figures. MF instance segmentation is performed by computing connected components of given binary mask which labels connected pixels with unique integer label. So pixels belong to candidate mitotic figure instance receive unique integer number.

2. Excluding small-sized Mitotic-like Figures

   It was empirically evident that sometime MF detector model generates the mask of mitotic figure that does not meet biological standards. To avoid small mitotic-like figures from being counted as MFs, we empirically defined the size of 3 microns as a minimum acceptable size along mitotic figure width.

   Task of excluding abnormally small-sized MFs is reformulated to following task: validate mitotic figures against given minimal acceptable width criteria on a given MF instance segmentation mask where MF could be rotated at arbitrary angle.

   The algorithm finds minimum area bounding box around MF mask, assuming it’s longest side to be the width of MF i.e. for every instance of mitotic figure find a rectangle of a minimum area enclosing the mask’s approximated contour. The width is then measured as \(\text{max}(\text{height}, \text{width})\) of rectangle.

   Introducing min allowed MF width led to significant reduction in false positives and added +20

3. Counting mitotic figures at late stages of mitosis

   Mitotic figures in anaphase and telophase appear as two separated dense linear aggregates at variable distances apart. In late telophase these aggregates may be separated by a thin strand of cytoplasm in preparation for cytokinesis, the process of separation into two identical daughter cells. Binary mitotic figure detector and following mitotic counting may double count these phases of mitosis.

   To avoid double counting of anaphase and telophase MFs proposed solution is to combine two MFs distant within given interpolar (between daughter cells) max distance. Pathology group empirically defined 15 micrometers as the max interpolar distance.

   The proposed solution: 1.Dilate binary mask with the number of dilation iterations as such that dilated mask gain in size half the max interpolar distance so all MF instances masks within the max interpolar distances would be combined into one instance mask. 2.Find connected components in dilated masks. 3.Label MF instances according to connected components markers.

   The limitation of this solution is inherited of sliding algorithm local field of view the sliding window, so late stage MFs for which two daughter cells masks are separating into 2 different sliding windows may still be double counted. It is proposed to resolve this issue by global instance segmentation using \(k\)-d tree and max interpolar distance neighbors search.
3.6 k-d tree based 10-HPF search

In digital pathology 10HPF stands for 10 high power fields and is a standard square region for reporting mitotic count. We follow [27] and use 2.37\(\text{mm}^2\) as a metric size of 10HPF square region, which we then convert to pixel size using whole slide image SVS format property microns per pixel written by WSI scanners. When reporting mitotic count pathologists find a 10HPF with highest count of mitotic figures, hence our algorithm finds 10HPF area with the maximum MF count.

The problem was formulated as follows: given the set of detected Mitotic Figures represented by their minimum areas bounding rectangles’ centers find a highest MFs count square 10HPF region. The problem can be re-formulated as a range search in \( \mathbb{R}^2 \).

Let \( S \) be a set of \( N \) points in \( \mathbb{R}^2 \), for \( \mathcal{M}_i, i \in [1, N] \), \( N \) is the total number of detected mitotic figures, find and count all MFs inside the 10HPF range with the centre at \( \mathcal{C}_j, j \in [1, N^2] \), \( \mathcal{C} \in S_X \times S_Y + r \), where \( r \) is 10HPF radius \( r = \sqrt{2} \times 3.7 \text{ mm} \).

k-d tree is an efficient binary tree data structure for k-dimensional search space proposed by Bentley [5], [6] in the case of 2-dimensional search space it builds the tree data structure in \( O(n \log n) \) which support handling range reporting queries in \( O(\sqrt{n+k}) \), \( n \) - total number of points, \( k \) - number of reported points. Our proposed solution for highest count 10HPF region with exact algorithm as follows:

1. Build k-d tree for set of N 2D points (the centres of all detected Mitotic Figures), with \( \mathcal{L}^\infty \) distance metric also known as Chebyshev’s distance, so the distance between 2 points P1 and P2 in 2-dimensional space is defined as follows \( D_{\text{Chebyshev}}(P1, P2) = \max(|X_{P1} - X_{P2}|, |Y_{P1} - Y_{P2}|) \). A region in a space with Euclidean metric enclosed in a circle with radius \( r \) becomes region enclosed in a square with side of \( 2r \) under Chebyshev’s distance.

2. The set of all possible 10HPF regions’ corners is a set derived from combination between X and Y coordinates of MF centers or as a cartesian product between MF centers’ X and Y coordinates. In order to query points for \( \mathcal{L}^\infty \) k-d tree search query all possible 10HPF region corners are converted to their centers by adding 10HPF radius. For every 10HPF center proposal then query the k-d tree built at step 1 for all neighbors in radius of 10HPF radius.

3. Report the region with the maximum count of neighbors.

Our 10HPF search solution significantly improves the whole slide image processing time and for higher Mitotic Figure count slides it saves up to 90 seconds per slide on synthetically generated whole slide mitosis map, see Table 7 in Supplemental Data. During 30 days of practical system usage, the time improvement was 60 seconds per whole slide image in average across low and high mitotic count cases as reported by usage and performance logs.

3.7 Hard Example Mining

The model results are integrated in the pathologist workflow. The pathologist will receive the information from the model as annotations that are rendered from the generated XML file in a WSI viewer.

The pathologists can themselves annotate False Positive and False Negative Examples by adding annotations to their slide viewer. Those feedback annotations get stored in a database that is read out daily. Based on the feedback information new images for fine tuning of the Detection model (3.4) are created. Fine-tuning is performed on a regular basis, dependent on the feedback volume.
4 Experiments

4.1 Metrics

To determine the accuracy of the AI-determined mitotic count, a data set of 41 canine and feline cancer cases submitted to Antech Diagnostics for histopathologic evaluation were used. These cases represented 14 distinct cancer types with mitotic counts ranging from very low to very high. In total, across the 41 cases there were 110 whole slide images. Data from the original manual mitotic counts (non-AI assisted MC) on each slide were available and were performed under standard diagnostic pathology workflow conditions by two pathologists. The model then performed mitotic figure annotations and counts on all slides to obtain the AI-only MC. Two board-certified veterinary pathologists were then tasked with independently evaluating the AI-annotated mitotic figures in the AI-preselected 10HPF containing the highest mitotic density, identifying false positives and false negatives, and determining an AI-assisted MC. The non-AI assisted MC for each slide was then
4.2 Inference

We used internal Mars Inc. infrastructure to measure the inference runtimes of the mitotic figure counting AI system. Inference time represents the time spent of steps 1-6 of the AI system (see Figure 3). The experiments were performed on hardware settings closely matching the production setup. Lower inference times are desirable.

5 Workload and Deployment

One of the big challenges on this work was creating a dynamic and fast system that could be capable of delivering the AI results to all the pathologists before they start working on their study cases. As understanding the workload and time constraints were fundamental, we collected data from five months of study cases and measured the average number of slides received by the pathologists every day, as you can see in the Table 2. The system should process around 3,323 slides a day, in which 1,163 requires the Mitotic Counting. Given that every slide has an average of 8,164 images (sliding window approach), it is about 0.5 million $600 \times 600$ images in the inference pipeline per day.

| Production Slide Workload |
|----------------------------|
| Total # of slides (Count + NoCount) | 48,354 |
| Avg # of (Count + NoCount) slides | 3,323 slides/day |
| Avg # of (Count) slides | 1,163 slides/day |
| Ratio (Count/No count) | 35% |
| Avg # of images ($600 \times 600$) | 8,164/slide |
| Avg # of images ($600 \times 600$) per day | 9,44,732/(slide*day) |

Table 2: In Production Slide Workload

Delivering such a complex set of modules with the presented time constraint requires a robust system architecture and a series of optimization techniques were used for speeding-up the Mitotic Counting process.

5.1 System Modules

The systems are distributed across the east and west coasts of the United States for reducing network latency on downloading the slides from the central repositories. Each coast contains five servers with a multi-GPU configuration. Aiming to extract the most of the GPU’s and CPU’s, a decentralized architecture was created using Redis Queues for caching the requests and docker containers to orchestrate and run the different modules, as you can see in the Figure 7.

The asynchronous structure consists of three different scalable blocks: Download Worker, Inference Worker and Post-Processing Worker.

The download worker is responsible for downloading the slides from the network file system (NFS) and creating a buffer of slides in the local file-system, so the inference module can have access to the slides locally. The inference worker module receives the slides and process them to
extract the Mitotic figures as described on steps from 1-4 on the Inference Engine section 3.1. The workload is balanced and shared across different workers based on each GPU availability.

Finally, the post processing module will run the final steps from 5-7 of the Inference Engine, providing the final results to the pathologist’s viewer.

The download and post processing workers are Network/Disk and CPU-bounded, so the processing bottlenecks are related to the network bandwidth and the number of CPU cores. On the other hand, the inference worker is GPU-bounded, meaning that the processing limit is related to the GPU cores and VRAM memory. Given that each module has different processing timing requirements to finish the task, separating their execution in asynchronous fashion enabled the system to run all of the steps at the same time on the same server, reducing the GPU idle time and optimizing the hardware resources.

Each class of worker has its own Redis queue. Thus, scaling the solution is as simple as adding a new docker container with the respective worker module.

5.2 Optimization techniques

Different techniques were used to either increase the system throughput and decrease the inference time. Where possible we leveraged the optimization capabilities of Pytorch 1.7 ([30]).

Increasing the number of images loaded into the GPU (batch size) helps the GPU to execute less instructions per inference, improving the performance. One of the steps of the inference phase is the data preparation. The image has to be extracted from the slide (sliding window approach), normalized and reshaped to match the GPU input format. Thus, increasing the batch size also increases the data preparation time. Therefore, a multi-processing approach was used to load and pre-process multiple images in parallel, that combined with the increase of the batch size improved the overall inference performance by 4x. The inference module stacks 16 slide regions (600×600 images) and transforms them into a vector with shape in the format [batchSize, numberOfChannels, imageWidth, imageHeight].
It is possible to spawn multiple workers in the same server, so the system can have more than one inference module per GPU, increasing the throughput. The number of workers depends on the amount of resources available on the system.

Moreover, reducing the data format to use half precision computation also boosts the inference performance. Half precision allows Float16 calculations instead of a full Float32 data type without significant accuracy loss.

Finally, the architecture has a multi-node support, so it’s easy to scale the workers across different servers.

6 Results

6.1 Test Metrics on fully annotated slides

Fully annotated slides were used as test set. To prevent overfitting on the test set, we only ran inference on test set if a model set a new benchmark versus earlier models on the validation set. Thresholding was performed on validation data only, not on the test set. Results are displayed in table 3.

| Metric          | Slide 1       | Slide 2       | Slide 3       |
|-----------------|---------------|---------------|---------------|
| Precision OncoPetNet | 0.725570      | 0.596244      | 0.86658       |
| Recall OncoPetNet  | 0.8583815     | 0.581032      | 0.829066      |
| F1 OncoPetNet     | 0.7864078     | 0.60012       | 0.8474119     |

Table 3: Results on three test slides. Slide 1 is a canine lymphoma. Slide 2 is a feline soft tissue sarcoma. Slide 3 is a feline mammary carcinoma.

6.2 Deployment Result

The combination of a highly scalable architecture and the applied optimization methods resulted on a 0.27 min/slide rate on a multi-processing and multi-node environment with ten GPU-powered servers. It is 24x faster when comparing to a single node and single inference worker inference time. Thus, the asynchronous approach not only optimize the usage of hardware resources, but also gives the flexibility to increase the computing power in a fast-pace.

| Metric                        | Value            |
|-------------------------------|------------------|
| Avg compute time (single node) | 6.5min/slide     |
| Avg compute time (multi-node)  | 0.27min/slide    |

Table 4: Performance metrics in an optimized multi-process and multi-node environment.

- our solution is better because ... - integrating with workflow - live full production lab not academic group - scalability part

6.3 Accuracy of the AI-determined count

Histopathologic review of the 41 case data set identified significant differences between the Non-AI assisted MC, AI-only MC, and the AI-Assisted MC. In general, across all tumor types the AI-only
MC was higher than the Non-AI assisted MC. Review of the automated results by pathologists generally resulted in an AI-assisted MC slightly lower than the AI-only MC, but in general the AI-assisted MC remained higher than the Non-AI assisted MC across all tumor types. Of the 41 cases, 32 were cancer types with grading schemes, 7 of which experienced an increase in grade with both the AI-only and AI-assisted MC as compared to the Non-AI assisted MC (see Table 5). The results for the entire data set are found in Figure 9 in Supplemental Data.

| Case # | Tumor Type                  | Non-AI assisted MC | AI-only MC | AI Assisted MC | Change in Grade |
|--------|-----------------------------|-------------------|------------|----------------|-----------------|
| 3      | Mammary carcinoma, feline   | 30                | 129        | 117            | 2 → 3           |
| 13     | Mammary carcinoma, canine   | 11                | 34         | 25             | 1 → 2           |
| 28     | Mammary carcinoma, canine   | 8                 | 17         | 13             | 2 → 3           |
| 32     | Mast cell tumor, canine     | 4                 | 26         | 13             | Low → High      |
| 7      | Soft tissue sarcoma, canine | 3                 | 15         | 11             | 1 → 2           |
| 39     | Soft tissue sarcoma, canine | 3                 | 90         | 69             | 2 → 3           |
| 40     | Soft tissue sarcoma, canine | 3                 | 63         | 43             | 2 → 3           |

Table 5: Selected results on comparing mitotic counts determined by pathologists without AI assistance (Non-AI assisted MC), by AI alone (AI-only MC), and by pathologists with AI assistance (AI-Assisted MC) with the resulting changes in grading.

6.4 Statistical Analysis

We conducted a statistical analysis of the influence of the different methods in section 6.3 on the mitotic count. For each method $i$ (AI-Assisted, AI-Only and Non Assisted) and each cancer type $j$ (see Figure 9) we model the mitotic count $y_{ij}$ using a Poisson regression

$$y_{ij} \sim \text{Poisson}(e^{\lambda_i + \beta_j})$$

$$\beta_j \sim \text{student}_t(3, 0, 2.5)$$

where the $\lambda_i$’s control for method used to find the mitotic count and $\beta_j$’s adjust for variation among cancer types. We present the coefficients $\exp(\lambda_i)$ in table 6 which represent the relative mitotic count after controlling for cancer type.

| AI Assistance | Relative mitotic count       |
|---------------|-----------------------------|
| Non Assisted  | 12.192 (9.650, 15.522)      |
| Assisted      | 35.835 (28.508, 45.404)     |
| AI Only       | 43.935 (34.917, 55.446)     |

Table 6: Estimated Mean for three methods of counting $\exp(\lambda_i)$. 0.95 Credibility Intervals in parenthesis

We display the full posteriors for the three main effects in Figure 9 on log-scale for readability purposes.
7 Discussion

The purpose of this study was to explore the development of an automated deep learning based system to automate detection and quantification of mitotic figures on H&E-stained whole slide digital images and describe the mechanism and subsequent impact of model deployment in a high throughput multi-site veterinary diagnostic pathology service. We found that expert-level deep learning based models for automating important diagnostic tasks can be successfully achieved, and further, deployed on a daily average of 3,323 Whole Slide Images within the workflow and time constraints of a high throughput multi-site diagnostic pathology service. This work has important implications for the development and deployment of automated deep-learning systems in clinical histopathology practices, and informs best practices for translating deep learning models into digital pathology practices.

Application of high-performance deep learning systems at scale may provide critical insights that can serve to address the gap in translation for these promising technologies for both veterinary and human pathology diagnostics into clinical practice. In diagnostic pathology, mitotic count determination can be critical in determining whether a neoplasm is benign or malignant, as well as providing valuable prognostic information. To date deployment of AI systems have been limited despite that two key steps of the traditional manual mitotic count could be greatly improved by automation with high-performance deep learning models in digital pathology: site selection and mitotic figure quantification. Prior work to increase efficiency and accuracy of mitotic figure detection and quantification has been attempted a number of ways. Marking mitotic figures with immunohistochemical (IHC) stains, such as Phosphohistone H3, has been shown to reduce time of counting as well as improve inter-observer variability ([42]). Going even further, another model labeled mitotic figures with Phosphohistone H3 and developed an automated computational detection system that identified and quantified the labeled mitotic figures([34]). However, in both
models IHC staining adds additional time and cost to histopathologic evaluation and is impractical as a standard cancer diagnostic approach in veterinary medicine. In other models, site selection and mitotic figure quantification were automated and resulted in improved efficiency and accuracy as compared to pathologists, however, these models required manual annotation of mitotic figures prior to site selection and quantification ([7] [2] [29]). Automated models to detect mitotic figures in H&E slides have been developed by training on static datasets ([10]) and even comparatively large data sets are drawn from a relative small number of known cases of single tumor types ([8]). In a real world lab production setting, models must be able to perform against unknown cases in a variety of laboratories and encompass challenges around staining variation, slide scanning softwares, and across numerous tumor types; each of these real-world barriers leads to covariate shift in the clinical deployment environment demanding the collection of training data in a real life lab setting framed as a dynamic process that demands consideration of real-world data best suited to represent the data distribution mentioned. We found that the collection process also needs to be adaptable to the prediction profile of the current model iteration as well as resource conscious.

Most of the works in literature focus on creating tools for helping the research community to easily handle and interact with WSI’s ([22], [31]). However, driving a high scale automated system for production requires dealing with complexities that are not present on a scientific environment. This study focuses on deploying the mitotic counting ecosystem along with an existent large diagnostic lab setting using a robust architecture that delivers speed, scalability and resilience. The system account for a variation of workload and time constraints imposed by a daily work routine of the pathologists. The asynchronous architecture gives independence for each one of the nodes, making possible to scale the computing power with minor or no software changes. Also, the distributed workers are failure proof, if one node stop working, the others remain live, which also reduces the system downtime on maintenance windows.

To date there is little literature regarding the impact of automated processes and impact in downstream clinical decision-making. An analogous circumstance occurred during the rapid adoption of automated blood cell counting, prior to which a human eye-count differential was the only way to identify cell types and their relative proportion for nearly 100 years. The rapid adoption of automated systems due to improved accuracy, consistency, and efficiency led to immediate impact on downstream clinical decision making ([33]); in fact the traditional review of all automated hematology instrument results by preparation, staining, and microscopic examination of a blood film has disappeared in modern healthcare. Adjustments had to be made in clinical practice as a result, given historical considerations of patient grade and prognosis had been based on imperfect human approaches, drawing important parallels to this study. While this work was not designed explicitly to evaluate impact on downstream changes to clinical staging, we found that nearly 22% of the cancer cases in our data set that have a defined grading scheme, with use of the automated systems would have been clinically up-staged, with significant implications on clinical decision making and therapeutic decisions. This is perhaps the most significant impact to clinical care by automated systems (with or without human expert oversight) as new grading considerations may need to be considered when an AI system is used in the grading, particularly for certain cancer types, given that upstaging cancers could fundamentally change prognosis based on existing clinical data and even adversely alter patient outcomes (i.e. euthanasia/comfort care vs aggressive therapy). Future work focused on clinical impact our outcomes will need to take the use of automated systems into account prior to treatment recommendations.
This study has several important limitations. Mitotic figures identified by the model were not restricted to cancer tissue alone, resulting in normal parenchymal tissue mitotic activity factoring into the AI-only MC. This is an important consideration in tumors with a low mitotic count, and requires pathologist review to account for non-tumor mitotic figure counting, underscoring the importance of having humans involved in interpretation of AI-generated MCs. Further work to restrict mitotic figure counting to tumor-only tissue will improve accuracy of the AI-only MC. Clinical scoring was performed retrospectively and further prospective work with OncoPetNet in practice may find mitotic figure count and time variance as part of routine practice. The clinical impact of the change in stage for several cancer types via the automated counting was out of scope for this work, but as discussed likely has important downstream implications on clinical decision making. Further work could include prospective studies that allow clinicians to evaluate cases with and without the algorithm in real time, allowing them to collect and consider this information in their ultimate diagnosis and allow for a more accurate comparison to true clinical practice. Performance metrics for the model deployment workflow were not evaluated as a direct comparison to the pre-deployment practice; future work can explore the economic and clinical efficiencies resulting from the model deployment and examine sustained performance over time.

In conclusion, this work represents the first successful automated deployment of deep learning systems for real-time expert-level performance on important histopathology tasks at scale in a high volume clinical practice. The resulting impact outlines important considerations for model development, deployment, impact on clinical decision making, and informs best practices for implementation of deep learning systems in digital histopathology workflows.
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A Supplemental Data

| WSI MF Total Count | Algorithm 1, brute-force | Algorithm 2, k-d tree | Comparison |
|--------------------|--------------------------|-----------------------|------------|
| MF maxcount in 10 HPF | time (sec) | MF maxcount in 10 HPF | time (sec) | net time saving (sec) |
| 1 | 1 | 0.01 | 0.00 | 0.01 |
| 240 | 19 | 2.48 | 33 | 0.02 | 2.45 |
| 500 | 55 | 14.92 | 94 | 0.21 | 14.70 |
| 750 | 103 | 41.81 | 200 | 0.69 | 41.12 |
| 959 | 148 | 93.72 | 103 | 1.57 | 92.15 |

Table 7: Comparing 10HPF search algorithms, the effect of proposed k-d tree based search versus brute-force based search.
Figure 9: Comparing mitotic counts of canine (C) and feline (F) neoplasia determined by pathologists without AI assistance (Non-AI assisted MC), by AI alone (AI-only MC), and by pathologists with AI assistance (AI-Assisted MC), and the resulting changes in grading when applicable. "Up" and "Down" arrows indicate whether the AI-assisted MC average increased or decreased as compared to the Non-AI assisted MC by pathologist.

| Case # | WSI File Name          | Tumor Type                   | Non-AI assisted MC by Pathologist #1 or #2 | AI-only MC | AI-Assisted MC by Pathologist #3 | AI-Assisted MC by Pathologist #4 | AI-Assisted MC average | Change in Grade |
|--------|------------------------|------------------------------|--------------------------------------------|------------|---------------------------------|---------------------------------|-----------------------|-----------------|
| 1      | 12381763.svs           | Squamous cell carcinoma (F)  | 12                                        | 59         | 34                              | 48                              | 411                   | N/A             |
| 1      | 12384217.svs           | Squamous cell carcinoma (F)  | 22                                        | 94         | 84                              | 98                              | 921                   | N/A             |
| 2      | 12385173.svs           | Transitional cell carcinoma (C) | 8                                          | 24         | 16                              | 19                              | 171                   | N/A             |
| 2      | 12385174.svs           | Mammary carcinoma (F)        | 30                                        | 87         | 25                              | 30                              | 271                   | N/A             |
| 3      | 12381111.svs           | Mammary carcinoma (F)        | 12                                        | 26         | 19                              | 16                              | 171                   | N/A             |
| 4      | 12373203.svs           | Mammary carcinosarcoma (C)   | 9                                         | 29         | 19                              | 16                             | 171                   | N/A             |
| 4      | 12373233.svs           | Mammary carcinosarcoma (C)   | 9                                         | 29         | 19                              | 16                             | 171                   | N/A             |
| 5      | 12385359.svs           | Multiblom tumor of bone (C)  | 12                                        | 26         | 19                              | 16                             | 171                   | N/A             |
| 5      | 12385601.svs           | Multiblom tumor of bone (C)  | 9                                         | 29         | 19                              | 16                             | 171                   | N/A             |
| 5      | 12385349.svs           | Multiblom tumor of bone (C)  | 33                                        | 19         | 25                              | 221                             | No                    |                 |
| 6      | 12383353.svs           | Pulmonary carcinoma (C)      | 43                                        | 25         | 27                              | 261                             | No                    |                 |
| 6      | 12383937.svs           | Pulmonary carcinoma (C)      | 19                                        | 32         | 21                              | 201                             | No                    |                 |
| 6      | 12383514.svs           | Pulmonary carcinoma (C)      | 13                                        |            |                                 |                                 |                       |                 |
| 7      | 12385338.svs           | Pulmonary carcinoma (C)      | 11                                        |            |                                 |                                 |                       |                 |
| 7      | 12385341.svs           | Pulmonary carcinoma (C)      | 7                                         |            |                                 |                                 |                       |                 |
| 7      | 12385442.svs           | Soft tissue sarcoma (C)      | 3                                         | 15         | 10                              | 13                              | 111                   | Yes (1→2)       |
| 7      | 12385435.svs           | Soft tissue sarcoma (C)      | 9                                         |            |                                 |                                 |                       |                 |
| 8      | 12385363.svs           | Osteosarcoma (C)             | 203                                       | 180        | 160                             | 1701                             | N/A                   |                 |
| 8      | 12383014.svs           | Osteosarcoma (C)             | 50                                        | 96         | 91                              | 82                              |                       |                 |
| 9      | 12383043.svs           | Osteosarcoma (C)             | 8                                         | 22         | 22                              | 18                              | 191                   | No              |
| 9      | 12384988.svs           | Lymphoma, intestinal (F)     | 20                                        | 31         | 27                              | 34                              | 301                   | No              |
| 10     | 12385013.svs           | Lymphoma, intestinal (F)     | 19                                        |            |                                 |                                 |                       |                 |
| 10     | 12385033.svs           | Lymphoma, intestinal (F)     | 19                                        |            |                                 |                                 |                       |                 |
| 11     | 12385889.svs           | Soft tissue sarcoma (C)      | 14                                        | 9          | 8                               | 8                               | 81                    | No              |
| 11     | 12386028.svs           | Soft tissue sarcoma (C)      | 2                                         | 9          |                                 |                                 |                       |                 |
| 11     | 12385105.svs           | Soft tissue sarcoma (C)      | 11                                        |            |                                 |                                 |                       |                 |
| 12     | 12385572.svs           | Mast cell tumor (F)          | 8                                         | 46         | 34                              | 41                              | 371                   | No              |
| 13     | 12385340.svs           | Mammary carcinomas (C)       | 11                                        | 33         | 26                              | 24                              | 251                   | Yes (1→2)       |
| 13     | 12385812.svs           | Mammary carcinoma (C)        | 11                                        | 33         | 26                              | 24                              | 251                   | Yes (1→2)       |
| 14     | 12382098.svs           | Soft tissue sarcoma (F)      | 41                                        | 27         | 35                              | 31                              | 321                   | No              |
| 14     | 12381812.svs           | Soft tissue sarcoma (F)      | 14                                        | 40         | 33                              | 33                              |                       |                 |
| 15     | 12380790.svs           | Soft tissue sarcoma (F)      | 14                                        | 40         | 25                              | 25                              |                       |                 |
| 15     | 12375032.svs           | Mammary carcinoma (C)        | 12                                        | 43         | 30                              | 34                              | 321                   | No              |
| 15     | 12375035.svs           | Mammary carcinoma (C)        | 41                                        |            |                                 |                                 |                       |                 |
| 15     | 12375042.svs           | Mammary carcinoma (C)        | 33                                        |            |                                 |                                 |                       |                 |
| 15     | 12375046.svs           | Mammary carcinoma (C)        | 18                                        |            |                                 |                                 |                       |                 |
| 16     | 12386969.svs           | AGASACCA (C)                 | 18                                        | 76         | 55                              | 63                              | 691                   | N/A             |
| 17     | 123577422.svs          | Soft tissue sarcoma (C)      | 7                                         | 12         | 7                               | 8                               | 71                    | No              |
| 17     | 123577410.svs          | Soft tissue sarcoma (C)      | 11                                        |            |                                 |                                 |                       |                 |
| 17     | 12357444.svs           | Soft tissue sarcoma (C)      | 5                                         |            |                                 |                                 |                       |                 |
| 17     | 12357393.svs           | Soft tissue sarcoma (C)      | 3                                         |            |                                 |                                 |                       |                 |
| 18     | 12357436.svs           | Soft tissue sarcoma (C)      | 3                                         |            |                                 |                                 |                       |                 |
| 18     | 12354949.svs           | Carcinoma, nasal (C)         | 8                                         | 25         | 16                              | 14                              | 151                   | N/A             |
| 19     | 12352036.svs           | Lymphoma, spleen (C)         | 5                                         | 28         | 26                              | 35                              | 301                   | No              |
| 19     | 12352145.svs           | Lymphoma, spleen (C)         | 24                                        |            |                                 |                                 |                       |                 |
| 19     | 12352059.svs           | Lymphoma, spleen (C)         | 19                                        |            |                                 |                                 |                       |                 |
| 20     | 12356028.svs           | Melanoma, digit (C)          | 104                                       | 96         | 93                              | 94                              | 941                   | No              |
| 20     | 1236167.svs            | Melanoma, digit (C)          | 22                                        | 94         |                                 |                                 |                       |                 |
### A SUPPLEMENTAL DATA

| Case #  | Tumor Type                        | Size (mm) | Grade | Location | Treatment | Outcome |
|---------|-----------------------------------|-----------|-------|----------|-----------|---------|
| 1       | Lymphoma, skin (C)                | 240       | 177   | 150      | 159       | 154     | No      |
| 2       | Soft tissue sarcoma (C)           | 10        | 10    | 7        | 10        | 7       | No      |
| 3       | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 4       | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 5       | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 6       | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 7       | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 8       | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 9       | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 10      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 11      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 12      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 13      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 14      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 15      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 16      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 17      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 18      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 19      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 20      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 21      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 22      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 23      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 24      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 25      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 26      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 27      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 28      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 29      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 30      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 31      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 32      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 33      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 34      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 35      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 36      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 37      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 38      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 39      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 40      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |
| 41      | Soft tissue sarcoma (C)           | 8         | 8     | 8        | 8         | 8       | No      |

Note: Please refer to the image for a complete list of tumors and their corresponding data.
