Enabling Global Robot Navigation Based on a Cloud Robotics Approach
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Abstract In the future, social robots will permeate our daily life. An autonomous robot that has to move among different buildings needs to manage huge amount of data, as a consequence it is clear that the configuration of the navigation system becomes hard to manage. This paper presents a system, based on a cloud robotics paradigm, conceived to allow autonomous robots to navigate in indoor environment, which are not known a priori. The environment is divided into sub-maps and all the necessary information and the topological representation of the world, are stored into a remote cloud infrastructure. By means of specific environmental tags, composed of a set of ARTags and QR codes, the robot gets the access to the cloud service and it is able to update its navigation configuration in a dynamic and automatic way. Experiments have been conducted in order to choose an appropriate marker dimension and to demonstrate the feasibility of the proposed procedure.
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1 Introduction

A recent survey shows that more than the 50 % of worldwide people live in urban area (3.3 billion). By 2030 this percentage is destined to increase reaching 5 billion [1]. With this rapid boost, the cities face a variety of risks, problems and opportunities. In this context governments and public institutions introduce the concept of Smart City facing the growing demanding for more livable city. During recent years this paradigm has taken a new dimension of integration of technology, such as robotic and ICT solutions, to build infrastructures and to design innovative services for citizens [2]. Recently technology has permeated in our daily life, citizens are connected any time and anywhere to internet resources and to social networks by means of their mobile devices [3], indeed about 4 billion people has a mobile phone [4]. The concept of smartness associated to the technology aspects implies the equipment of homes, buildings, and other large areas of interest (airports, universities, industries) with smart devices such as companion robots, sensor networks and mobile devices [5]. These hardware agents should highlight the smart city performance in terms of environmental monitoring, surveillance, mobility and transportation of goods. However technology is not the only key aspect of the smart city, since people and institution are essential too [2]. This means that hi-tech solutions should be designed and implemented considering also the social dimension; they need to be designed for the citizens and around the citizens, in a town-center design approach. Smart citizens need modularity and flexibility of services, the technology should be ease to use with low costs to be sustainable from an economic point of view. Moreover, the citizen wants the continuity of the service. It has to accompany him during the daily activity through multiple environments in a transparent modality.
Considering advanced robotics, researches are mainly focused on the development of solutions which operate in a single environment. However, imagining a futuristic scenario which contains a multitude and heterogeneous kinds of autonomous robots employed to conduct varied and continuous services, such as goods transportation, within the same or among different buildings, new and challenging issues arise. How can an autonomous robot move in complex and wide environments efficiently? Up to now, environmental maps are stored in the robot: consequently, the configuration of the navigation system becomes hard to manage, since it needs a huge amount of data, increasing the storage burden and reducing the search efficiency of the planning algorithms.

What if autonomous robots would be able to get environment maps dynamically without any additional configuration procedures? In order to do that, all the maps information and the topological representation of the world, which contains the relations between places, should be stored elsewhere. In 1993 Prof. Inaba introduced the concept of the “Remote-Brained Robotics” [6] to improve the usability of standalone robots distributing part of the software out of the robot. This idea was based on the separation between the brain and the body to connect standalone robots to a high level remote control system. This innovative design opened the way to the use of parallel powerful computers and the provision of complex services to user that robots alone were not able to provide. Networked robotics [7] exploit this paradigm integrating stand-alone robots with sensor networks and distributing the robot processing and control capabilities over a set of remote and dedicated servers. In this paradigm sensor networks cooperate with robots to extend their sensing capabilities to provide more complex services to all citizens. Nevertheless networked robots show some limitations related to the continuity of service [8], the flexibility and scalability of resources [9] and the bandwidth [10].

Cloud Robotics paradigm is “the combination of cloud computing and robotics” [11]. This concepts is “not related to a new kind of robot but to the way in which robots access and store information”. Cloud robots are recently defined as “any robot or automation system that relies on either data or code from a network to support its operation, where not all sensing, computation and memory is integrated into a single standalone system” [12]. The benefits to distribute part of the capabilities among a group of agents over a cloud infrastructure rely on big data, powerful computing resources, collective learning and use of crowd-sourcing [13]. Cloud computing represents an interesting step change for robotics to become really used in consumer and assisted living applications and markets. It provides the opportunity to exploit user-centered interfaces, computational capabilities, on-demand provisioning services, and large data storage with minimum guaranteed quality of services (QoS), scalability, and flexibility [14]. Using cloud resources, robotic services can be modulate according to the single user needs. Cloud can provide robots a vast resources of data such as environmental maps that are not possible to store on-board [15]. In this way a single robot with low computational capabilities can potentially retrieve from the cloud any maps to navigate in unknown buildings and districts with no additional configuration procedures. Furthermore a robot can upload new maps sharing the knowledge with other agents.

Therefore, this article proposes a method to enable global robot navigation based on a cloud robotics paradigm. The proposed system allows robot to retrieve from the cloud the appropriate maps to navigate in unknown environments. The paper is structured as follows. Section 2 presents the related work on the use of environmental tag for robotic navigation and localization, while Sect. 3 gives an overview of the proposed system. The Sect. 4 details the implementation aspects, while experiments are summarized in the Sect. 5. At the end, Sect. 6 concludes the paper.

2 Related Works

During the last few years, several researches show how landmarks and environmental tags can be used to help companion robots in navigation and localization procedures. Particularly, in [16] authors describe a tour guide low-cost robot using a DFRobot L298 and a smartphone. The robot is programmed to stay 30 cm from the wall while a custom algorithm performs the obstacle avoidance. The system uses two different tags, one (a sequence of three dots) is used to control and adjust the robot velocity, while a QR tag [17] is used to give the information. However the information contained in the tag are very simple (“turn left”, “turn right”) without a link to an accurate representation of the environment, therefore the robot does not know its position.

Kobayashi et al. [18] propose a self-localization of mobile robot by self-contained 2D barcode landmark for kidnapping problem without involving any external resources (i.e., database). They use a Pioneer 3-AT equipped with an analog camera to detect QR: the information detected are used by the on-board algorithm to self-localization by means of geometrical analysis. Nevertheless this system presents some limitation due to the accuracy, the precision and the processing time related to the software for detecting 2D code.

In [19] the authors present a realtime 2D code based localization for indoor robot navigation. They describe and test a multi-threshold averaging, light gradient compensation and neighbourhood search techniques to enhance the performances of the ARToolKitPlus [20] software library, used to calculate camera position and orientation relative to physical markers.

Takahashi et al. [21] design and implement a navigation method in unknown environments. In particular, authors
focus their efforts in shelters context, where it is difficult to prepare a complete map of shelters and to operate robots autonomously due to dynamical changes of the environment. They use two different tags (AR and QR) and test the system in a nursing home. The AR marks are used as a reference point, while the QR encodes a low-level sequences of movements ("forward", "turn left", "turn right") to reach the next point.

Zhang et al. [22] present a system based on QR tags for the initial localization procedure of a service robot inside home. They mainly focus on the comparison between different searching methodologies. Okuyama et al. [23] use the QR tags in order to reduce the localization error of the vSLAM algorithm.

In the aforementioned works, the landmarks are used to provide local spatial information or to encode simple commands, but especially the QR codes can be used to codify any type of resource identifier. They provides robot with the access to the cloud.

Furthermore, even if the current literature is rich of examples about robots in real or realistic environments, as [24,25], at the best of our knowledge this is the first attempt to include referential markers to provide information in a robotic scenario in real environments.

Therefore, in this paper, the authors propose a system for robot navigation in unknown environments based on a cloud robotics paradigm. The environmental maps are divided into sub-maps and stored into a cloud storage. The robot can access to these remote resources in a Software as a Service modality (SaaS), it retrieves the maps it needs only when needed. The system uses sub-maps in order to reduce problems related to the big-maps managing. Additionally, in this proposed architecture, the robot has all the navigation capabilities on-board to avoid problems concerning time delays, communications and networks performance [26–28], thus it is able to safely navigate also when there are communications problems. Environmental tags are linked with cloud resources. Hence, the robot can retrieve the maps and the topology of the environment to navigate autonomously. In fact the cloud resources contain the information on the other environmental tags and the description of how the maps are linked, so the robot can easily access to the other tags. As a consequence, it becomes aware of the surrounding environments without any previous configuration.

Additionally, cloud resources allow robots to use the proposed SaaS in a pay-per-use modality, so this solution is cheaper then the same solutions with a local server, where the users have to pay the system even when they do not use it [9].

3 System Overview

The proposed system aims to provide a dynamic way to automatically configure mobile robots in order to allow the navigation into complex and wide indoor environments that are not known a priori. To achieve this objective, the suitable information needed for autonomous navigation have to be stored into remote and accessible locations apart from the platforms. In addition, a reliable mechanism to obtain such kinds of data must be provided.

The environment (i.e., a wide building) is divided into sub-maps that are identified by a Map Identifier (Map ID) that is unique. It contains a Building Code plus a Map Code.

The proposed system relies on three main modules: the environmental tags, a Cloud SaaS and a Maps Supervisor. The environmental tags are particular landmarks conceived to provide both spatial and remote resource information to the robots. The Cloud SaaS stores all the information about the environments, i.e., the maps and some configuration files describing the topology of the areas and also manages these resources. The Maps Supervisor, which links the robot to the remote resources, takes the output from the the tag detection module and updates the map and the position of the mobile platform; these operations are performed on the robot in coordination with the navigation stack. The Machine-to-Cloud communication allows the proper access to the Cloud platform to take advantage of the map storage service [29].

The Fig. 1 shows how different mobile platforms can use the environmental tags to retrieve all the information needed for the autonomous navigation. The Cloud SaaS, which stores the resources in a database, manages the accesses to them. This integration of physical agents with the cloud platform empowers the robot to outsource part of the storage in the cloud [13].

Each environmental tag encodes the location of the cloud resource from which obtain additional information, and the aforementioned Map ID, composed by a Building Code plus a Map Code. The latter represents a link to the sub-map in which the robot is moving to. Therefore, the environmental tags can be seen as a sort of “portals” to the contiguous location. In details, the information retrievable from the Cloud SaaS are the following:

- **Image Map** describes the occupancy state of each cell of the area with the color of the corresponding pixel. It follows the Robot Operating System (ROS) [30] standard for 2-D map representation. See Sect. 4 for additional details.
- **YAML file** contains several parameters, including the file name of the map, the cell resolution and the threshold for the occupancy probability.
- **Environmental tags list** contains the information about the tags of the map, including both their positions inside the map and the linked Map ID. See Sect. 4 for additional details.
- **Topology graph** describes the graph of the environments. It contains all the connections between sub-maps. This file
Different mobile platforms use the environmental tags to retrieve cloud resources needed for the autonomous navigation.

The floor of the building is represented with overlapping sub-maps. Looking at the tag placed at the entrance (bottom-right), a robot retrieves the map of the Corridor A and the topology of the whole building (graph on the left).

is equal for all the areas of the building. The link between sub-maps are expressed through the Map IDs.

All the above data, except the topology, is referred to a specific Map ID (i.e., sub-map), which is unique for the building.

In order to clarify better how the system really works, in the remainder we depict an explicative scenario. Let consider a service robot that has to carry a box to the Office 7 of the building depicted in Fig. 2. It arrives at the entrance of the building (bottom-right) and, reading the tag placed there, it retrieves the Map ID and the cloud location that stores the additional resources describing the building. Now, the robot, contacting the Cloud SaaS, can download all the information relative to the approaching sub-map (i.e Corridor A). In particular, the Image Map and the YAML file needed for the navigation, and the environmental tags List containing the positions of all the tags placed in the sub-map. Then, it is able to update the map, its new position and to move to the next area. After retrieving information from Cloud SaaS, all the computation needed for navigation was performed on-board. The last information is about the Topology Graph of
the building, which expresses the connections between areas, by means of Map IDs (graph on the left of the Fig. 2). Using a graph search algorithm, the robot computes the following path:

Corridor A → Atrium 1 → Corridor B → Corridor C → Atrium 2 → Corridor D → Atrium 3 → Office 7

In this way, the robot knows how to reach its destination, so it retrieves the position of the tag that refers to Atrium 1. This process iterates again until the Office 7 is reached. As preliminary implementation, optimization of the process has not been investigated yet. On the way back, the robot already has all the maps and it does not need to download them again. In the above scenario, the Topology Graph is used only the first time at the entrance of the building. However, it is available from all the Tags of the environment and the robot can exploit this information anywhere. In this way, a robot is aware of the surrounding environment any time and anywhere.

4 Implementation

This section deepens the implementation aspects of the three modules that compose the proposed system: Cloud SaaS, environmental tag and Maps Supervisor (see Fig. 3). The latter represents the link between the cloud service and the navigation stack of the robot. It feeds dynamically the navigation stack with new maps, new positions and new goals. It uses a Tag Detector module to retrieve the information in order to contact the Cloud SaaS.

4.1 Cloud SaaS

The cloud service stores all the environmental information and manages the accesses to its own resources. The Maps Supervisor module running on the robot, sends the Map ID to the Cloud SaaS location encoded in the environmental tag. Then, it receives the Image Map, the YAML file, the environmental tags list and the topology graph of the building. As introduced in Sect. 3, the first two resources follow the ROS [30] standard for 2-D map representation. The Image Map describes the occupancy state of each cell of the world using the color of the corresponding pixel. Whiter pixels are free, blacker pixels are occupied, and pixels in between are unknown areas. Thresholds in the YAML file are used to divide the three categories. The possible image formats are multiple, it supports BMP, GIF, JPEG, PNG, PNM, TIFF, and many others. The YAML file contains several parameters such as the name of the image map, the resolution of the map in meters/pixel, the origin of the map (lower-left pixel) and the occupancy probability threshold. The environmental tags list contains all the marker position coordinates (x, y and yaw) relative to the obtained map and the Map Code of the “linked” sub-map. As an example, let consider the sub-map Corridor C of the Fig. 4, the environmental tag list is:

Map Code: Corridor C
{link: Room A, position: [x1, y1, yaw1]}
{link: Room B, position: [x2, y2, yaw2]}

If a robot is moving towards Corridor C and it has to go to Room A, it can get the coordinates of the Tag looking at the environmental tag list.

The last resource is the Topological Graph (see Fig. 2). It is a file that stores all the connections between sub-maps in terms of Map Code and it is memorized by the Map Supervisor as an adjacency matrix.

From an implementation point of view, the cloud service consists of a MySQL relational Data-Base (DB) and a DB Management Software (DBMS). The DBMS manages DB entries and queries while the DB contains data from the connected robotic agents. The relative MySql relational is conceptually divided into three different parts, one related to the environmental maps (M), one to the robots (R), and one to the buildings (B). The entities and the attributes are described in the following way:

R = {RobotID#, Description, BuildingCode*}
M = {MapCode#, ImageMap, YAML, Tag List, BuildingCode*}
B = {BuildingCode#, Topology Graph}

The entity R reports the list of robot allowed to use the service. It contains an ID which is the primary key, the robot description and the identification code of the building to
Fig. 4 Details of environmental tag for each sub-maps. The tag list of the Corridor C maps contains the position of the Tags that links Room A and Room B.

Fig. 5 A QR Code example, it encodes the cloud location, the building code and the map code which it belongs. The entity M reports the information regarding the maps (ImageMap, YAML file and the Tag List of available markers in the map). Furthermore, it reports the BuildingCode where the maps belongs to. The MapCode is the primary key of M. The building entity B reports the list of the buildings with the relative Topology Graph, which report the relation between the sub-maps.

The BuildingCode and the MapCode stored in the environmental tags allows robots, which are in R, to retrieve all the necessary information.

4.2 Environmental Tag

According to this system, the markers needs two main requirements. The possibility to encode data (i.e., Map ID and cloud resource location) and to provide spatial information (i.e., the relative position between mobile platform and marker). The first property is easily obtained using the Quick-Response (QR) code [17]. The information are encoded as a text line containing the IP address of the machine that runs the cloud service, the zip-code and the address of the building (Building Code) and the Map Code. As an example, the QR in the Fig. 5 encodes the line “159.213.137.133, 56037, boccioni_1, CorridorA”.

Unfortunately, due to its complex pattern, QR codes have very short detection range. For this reason, it has been combined with the ARTag code [20], which is a fiduciary marker to support augmented reality. Basically, the information represented in an ARTag are much more simple compared to QR code. This improves the detectability and reliability of the tag, enhancing at the same time the distance at which the tag can be read.

Some experiments (see Sect. 5) have been conducted in order to select a suitable tag dimension that provides an acceptable detection range and enough encoding capability. Other tests have been carried out to evaluate the accuracy of the estimated position between the robot and the ARTag. Considering the results, a QR code with $29 \times 29$ array size and a dimension of 6x6 cm for both the tags has been adopted.

Environmental tags were disposed according to the division of the environment in sub-maps, at the overlapping area linking two different sub-maps, as depicted in Fig. 4. Division in sub-maps has been performed according to the already present division of the environment, such as rooms, corridors, etc.

4.3 Robot

The system has been tested using the KuBo robot (Fig. 6), a friendliness platform built upon the youBot (commercialized by KUKA [31]), equipped with a laser scanner and a depth camera (Asus Xtion Pro Live) [32].

KuBo is conceived as a platform with low computation capabilities that has to exploits cloud resources to carry out its tasks. The autonomous indoor navigation relies on the ROS navigation stack and uses the Dynamic Window Approach [33] for local planning and the Adaptive Monte Carlo [34] for indoor localization. In addition, a Map Supervisor and a Tag Detector module runs on the robot.

4.3.1 Map Supervisor

The Maps Supervisor module is the link between the cloud service and the navigation stack of the robot. Once the Tag Detector retrieves the tag information (Map ID and cloud resource information), the Maps Supervisor module is able
to send the Map ID to the Cloud Service and receives the Image Map, the YAML file, the environmental tags list and the topology graph of the building. The first two resources are used to update the map on the navigation stack, while the new position of the robot is calculated considering the position of the current tag, retrieved from the Tags List, and the relative distance calculated from the AR Tag. The Topology Graph structure is memorized as an adjacency matrix and thanks to a graph search algorithm, it is used to calculate the path in terms of sub-maps in order to reach the destination. Looking at the environmental tag list, it knows the coordinates of the next tag that it has to read, so it provides the new goal to the navigation stack.

4.3.2 Tag Detector

The Tag Detector module is used to retrieve the information stored in the environmental tag (Map ID, cloud resource location) by means of RGB-D camera to perform the recognition. It is implemented in ROS and uses the following software libraries:

ALVAR is used for the AR Tag tracking. It is a software library for creating virtual and Augmented Reality (AR) applications. It has been developed by the VTT Technical Research Centre of Finland and it is released under the terms of the GNU Lesser General Public License [35]. Differently for other library for AR Tag detecting (as ARToolKit [20]), the ALVAR library combines image and depth information gathered from an RGB-D camera. ZBar for the QR code detection. It is an open source software suite for reading bar codes from various sources, such as video streams, image files and raw intensity sensors [36].

5 Experiments

The detection distance of the two types of markers depends of course by its size. In particular, concerning the QR, the larger the size more information can be stored. For this reason, a quantitative comparison between marker size and detection distance has been carried out in order to evaluate an acceptable tag dimension. The Table 1 reports the maximum distance registered for the tag detection. Tests have been conducted considering 7 different sizes, ranging from 2 × 2 cm to 8 × 8 cm, of both QR and AR Tag. Evaluation also considered the detection distance at different angle of view; obtained results proved that the AR Tag are easily detectable from different angles.

Since the detectability of a QR tag is related to its complexity, and this is related to the quantity of information stored, the tests have been carried out with the QR version 3 (array module 29 × 29), version 4 (33 × 33) and version 8 (49 × 49). The AR codes have been detected using the ALVAR library, while the QR with the ZBar, using an Xtion Pro Live sensor as described in Sect. 4.3.

Encoding the IP address and the Map ID in a QR, can produce a version 3 or version 4 QR type, according to the text length. Considering the test results, these type of markers with a dimension of 6 × 6 cm are detectable from 0.47 and 0.43 m respectively. Combining the QR with an AR Tag of the same size it is possible to enhance the detection distance up to 1.128 m. With these settings, the robot is able to detect the marker at a distance of 1.128 m and moving toward it until it is able to recognize the QR code at 0.47 m (Fig. 7).

Table 1 Tag detection distance considering different marker size. QR version refers to its grid size: version 3 (29 × 29), version 4 (33 × 33), version 8 (49 × 49). All the measurements for distance are in centimeters

| Tag (cm) | 2 × 2 (cm) | 3 × 3 (cm) | 4 × 4 (cm) | 5 × 5 (cm) | 6 × 6 (cm) | 7 × 7 (cm) | 8 × 8 (cm) |
|---------|------------|------------|------------|------------|------------|------------|------------|
| QR version 3 | <25        | <25        | 27         | 37         | 47         | 56         | 60         |
| QR version 4 | <25        | <25        | 26         | 35         | 43         | 51         | 53         |
| QR version 8 | <25        | <25        | <25        | <25        | 32         | 37         | 37         |
| ARTag    | <46        | <63        | 75         | 92         | 112.8      | 115.5      | 117        |
conducted in order to evaluate its feasibility and precision. The procedure is the following:

1. the Maps Supervisor module of the robot detects an ARTag within 1.128 m from its position;
2. a reference system is built upon the position and orientation of ARTag; in this way the goal position is completely described by pose and orientation;
3. a goal is defined in this reference system based on the navigation stack tolerance and on the detectable distance of QR code (≈0.47 m). If we consider the navigation tolerance as a circumference centered in a \([d, 0]\) with radius \(r\), the maximum distance from the origin is \([d + r]\).

As a result, considering the threshold distance for detecting the QR code of the environmental tag, the goal is set at 0.47—tolerance;
4. at a distance less than 0.47 cm, the QR code is detected;
5. the Maps Supervisor contacts the Cloud SaaS and downloads all the environmental information. The navigation stack is uploaded with the new map. The position of the robot is updated according to the position of the Tag provided by the environmental tags list using a initial value of covariance equals to 1.0 m.

The procedure was successfully tested for \(n = 15\) trials with a complete reliability of 100%. However, the procedure did not take in account the presence of obstacles near the tag locations; the space in front of the markers was considered always free.

The procedure has been tested with a mobile robot running the ROS navigation stack and mounting an RGB-D camera with a well-light environment. The system is conceived to work in indoor working environment, so tests in different and worse condition are out of the scope of this work.

Experiments have showed that at the QR detection distance, around 50 cm, the accuracy of the ALVAR library is less than 2 cm (distance measured \(51.21 \pm 0.78\) cm), which is a suitable value for the localization algorithm.

Additional tests have been conducted in order to estimate the reduction of the maximum detectable distance for ARTag changing the field of view (see Table 2). With an angle of view of 60° the maximum tag detection distance has a reasonable value of 0.90 m.

The use of these Tags helps also with the “wake-up robot problem”, i.e., when a robot is moved to an arbitrary location and put to operation. Tests have been carried out to estimate the resulting value of localization and convergence time of the process. The Table 3 shows an experiment with 3 different robot initialization: using Tag, using a random value in the map as initialization and using global localization service of the ROS AMCL algorithm. Values refer to the result of localization process after 60s (reported as mean error on \(x\) and \(y\) coordinates) and to the average of the variances after 30 and 60 seconds over 15 trials. Results depicted in Table 3 highlight the benefits in the use of environmental tag both in error on localization and in time of convergence.

### Table 2

Tag detection distance considering different angle of view. All the measurements for distance are in centimeters

| Tag (cm) | 0 (°) | 30 (°) | 45 (°) | 60 (°) |
|---------|-------|--------|--------|--------|
| ARTag (6 × 6) | 112.8 | 112.5 | 112 | 90 |

### Table 3

Results from three different method of initialization of localization algorithm: using a referential Tag, using a random pose value in the map and using the global localization service, which spread all the particles of localization algorithm over the map. Results are depicted as mean value (pose estimated) after 60s and as value of variances after 30s and 60s, in order to show the status of convergence

| Tag  | Random init | Global loc |
|------|-------------|------------|
| \(\mu_x\) | 0.09 | 13.08 | 7.32 |
| \(\mu_y\) | 0.28 | 14.09 | 21.61 |
| \(\sigma_x^2\) | \(1.83 \times 10^{-4}\) | \(5.29 \times 10^{-4}\) | \(1.15 \times 10^{-1}\) | \(1.50 \times 10^{-1}\) | \(43.36\) | \(60.44\) |
| \(\sigma_y^2\) | \(1.43 \times 10^{-5}\) | \(2.07 \times 10^{-5}\) | \(3.10 \times 10^{-1}\) | \(5.57 \times 10^{-2}\) | \(16.21\) | \(24.50\) |
| \(\sigma_w^2\) | \(1.31 \times 10^{-5}\) | \(5.93 \times 10^{-5}\) | \(1.39 \times 10^{-3}\) | \(2.98 \times 10^{-3}\) | \(0.06\) | \(0.06\) |
6 Conclusions

The proposed system is conceived to allow autonomous robot to navigate in indoor environment, which are not known a priori. By means of specific environmental tag, that is a set of ARTag and QR code, and Cloud resources, a mobile platform retrieves the necessary information, such as maps and building topology, in a dynamic and automatic way without pre-configuring its navigation stack. The use of smaller maps, for wide and complex environments, reduces the processing time of the inner global planner of the navigation stack. Each sub-map is virtually connected through the environmental tags, which represent a sort of “portal” for the adjacent area. In addition, the use of the ARTag to recover the localization errors, reduces the well-know “wake-up robot problem”, i.e., when a robot is moved to an arbitrary location and put to operation. Using the described system and starting the robot in front of an environmental tag, the AMCL algorithm can be initialized with a value of covariance equal to 1.0 m. Furthermore, the presence of marker in the environment enhances the performance of the localization algorithm. As proof of these sentence, tests were performed in long corridor, where clues for AMCL algorithm were repeated (e.g. distance from the side walls): adding noise on the odometry, the localization process is not able to localize the platform and the localization error increase as the distance traveled; in the presence of referential markers, the error is reset every time a new marker is met. Tests have been performed using an AMCL algorithm based on minimum 100 and maximum 5000 particles, and updated after 0.2m of distance traveled.

The tag detection mechanism relies on depth cameras, which are extremely cheap and very common in robotics nowadays. Our implementation is focused on bi-dimensional maps but can be easily expanded to 3-D environmental maps.

The use of artificial markers imposes to modify the environment, which is of course not always desirable. One of our next works is about the use of scene recognition techniques in order to identify features to use as “portals” instead of QR codes. Another future topic is the use of multiple robots that contribute to modify Cloud resources to improve the already stored information.

Considering a futuristic scenario, in which robots will be able to move autonomously in Smart Cities, it is clear that these platforms need a standard way to represent the world. The Cloud represents a powerful mechanism that allows the sharing of the knowledge. With the proposed system, heterogeneous robots can dynamically access information about the environment through artificial landmarks.
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