NON-REMOVABILITY OF THE SIERPIŃSKI GASKET

DIMITRIOS NTALAMPEKOS

Abstract. We prove that the Sierpiński gasket is non-removable for quasiconformal maps, thus answering a question of Bishop [Bi15]. The proof involves a new technique of constructing an exceptional homeomorphism from $\mathbb{R}^2$ into some non-planar surface $S$, and then embedding this surface quasisymmetrically back into the plane by using the celebrated Bonk-Kleiner Theorem [BK02]. We also prove that all homeomorphic copies of the Sierpiński gasket are non-removable for continuous Sobolev functions of the class $W^{1,p}$ for $1 \leq p \leq 2$, thus complementing and sharpening the results of the author’s previous work [Nt17].
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1. Introduction

1.1. Background and main results. The object of this paper is to prove that the Sierpiński gasket is non-removable for (quasi)conformal maps and Sobolev functions. The problem of (quasi)conformal and Sobolev removability has been studied extensively. Besides earlier results by Besicovitch [Be31] and Gehring [Ge60], various conditions that guarantee the removability of compact sets have been established by Jones and Smirnov [Jo91], [JS00], Kaufman and Wu [KW96], [Wu98], Koskela and Nieminen [KN05], and recently by the current author [Nt17]. Moreover, removability of Julia sets has been studied by Kahn [Kah98] and also by Graczyk and Smirnov [GS09]. On the other side of the coin, examples of non-removable sets and constructions of exceptional functions/homeomorphisms have been given by Kaufman and Wu [Kau84], [KW96], Bishop [Bi94], [Bi98], and also Koskela, Rajala and Zhang [KRZ17]. The present paper provides one more result in this direction. Interestingly, according to a conjecture of He and Schramm [HS94], the problem of removability is also related to the rigidity of circle domains and Koebe’s conjecture.

So far, the types of sets which were known to be non-removable were sets of positive Lebesgue measure, some product sets, some Cantor sets, and also “rough” sets which are topologically “simple” (e.g. simple curves). The task of constructing an exceptional homeomorphism becomes very challenging, as the topology of the set deteriorates. To the best of our knowledge, it is the first time that a non-trivial construction is used to prove that a set with infinitely many complementary components, such as the Sierpiński gasket, is non-removable. This hints that a generic set with infinitely many complementary components should be non-removable. Such sets are, for example, Sierpiński carpets, the Apollonian gasket, and also $\text{SLE}_\kappa$ for $\kappa \in (4,8)$; Sheffield [Sh16] has posed the question whether the latter is removable or not.

We include some background of the problem of removability of sets for (quasi)-conformal maps in $\mathbb{R}^2$ and Sobolev functions in $\mathbb{R}^n$. We direct the reader [Yo15] for a thorough survey on the topic of (quasi)conformal removability and for proofs of some of the facts that we state here.

Definition 1.1. We say that a compact set $K \subset U \subset \mathbb{R}^2$ is (quasi)conformally removable inside the domain $U$ if any homeomorphism of $U$, which is (quasi)conformal on $U \setminus K$, is (quasi)conformal on $U$. 
Here we mention some basic facts. A set $K$ is quasiconformally removable inside $U$ if and only if $K$ is conformally removable inside $U$. Hence, from now on, we will be using the term quasiconformal removability. Furthermore, a set $K$ is quasiconformally removable inside a domain $U$ if and only if $K$ is quasiconformally removable inside the entire plane $\mathbb{R}^2$. Two fundamental open questions are the following:

**Question 1** (p. 264, [JS00]). Is the union of two intersecting compact sets quasiconformally removable, whenever each one of them is removable?

For a partial result in this direction see [Yo16, Theorem 4]. In the same paper [Yo16, p. 1306] the author discusses the problem of local removability. A set $K$ is **locally quasiconformally removable** if for any open set $U$ (not necessarily containing $K$) and for any homeomorphism $f$ of $U$ that is quasiconformal on $U \setminus K$ we have that $f$ is quasiconformal on $U$.

**Question 2.** If a set is quasiconformally removable, is it also locally quasiconformally removable?

A stronger notion of removability is the notion of $W^{1,2}$-removability. We give the general definition of $W^{1,p}$-removability in $\mathbb{R}^n$, where $p \in [1, \infty]$. Recall that a function $f$ lies in $W^{1,p}(U)$, where $U$ is an open subset of $\mathbb{R}^n$, if $f \in L^p(U)$ and also $f$ has weak derivatives in $U$ that lie in $L^p(U)$.

**Definition 1.2.** Let $p \in [1, \infty]$. We say that a compact set $K \subset \mathbb{R}^n$ is $W^{1,p}$-removable if any real-valued function that is continuous in $\mathbb{R}^n$ and lies in $W^{1,p}(\mathbb{R}^n \setminus K)$, also lies $W^{1,p}(\mathbb{R}^n)$.

Using partitions of unity one can show that this definition is local, and thus the answer to the analog of Question 2 is positive in this case. Furthermore, Hölder’s inequality implies that if a set of measure zero is $W^{1,p}$-removable, then it is also $W^{1,q}$-removable for $q > p$.

**Question 3** (p. 264, [JS00]). Is $W^{1,2}$-removability in the plane equivalent to quasiconformal removability?

Interestingly, so far the techniques used in the two different notions of removability are the same, but there is no further indication whether the answer to the preceding question should be positive or negative.

If a set $K \subset \mathbb{R}^2$ has measure zero, then $W^{1,2}$-removability of $K$ implies quasiconformal removability. If a set $K \subset \mathbb{R}^2$ has positive measure then it is non-removable for quasiconformal maps. In [Nt17] the author posed the question whether this is true for Sobolev removability. We provide an answer to this question here:

**Theorem 1.3.** Let $K \subset \mathbb{R}^n$ be a compact set of positive Lebesgue measure and $1 \leq p < \infty$. Then $K$ is non-removable for $W^{1,p}$.

However, the statement is not true for $W^{1,\infty}$:

**Proposition 1.4.** There exists a compact set $K \subset \mathbb{R}^n$ of positive Lebesgue measure that is $W^{1,\infty}$-removable.

Classes of $W^{1,2}$- and quasiconformally removable sets include sets of $\sigma$-finite Hausdorff 1-measure [Be31], [Vä71 Section 35], quasicircles, boundaries of John
domains, of Hölder domains, and of domains satisfying certain quasihyperbolic conditions \[ Jo91, \] \[ JS00, \] \[ KN05. \] Also, some novel techniques for the removability of Julia sets of quadratic polynomials appeared in \[ Kah98. \]

On the other hand, as already remarked, all sets of positive measure are non-removable for (quasi)conformal maps and \( W^{1,2} \) functions. Furthermore, there exist non-removable Jordan curves of Hausdorff dimension 1 \[ Bi94 \], and also non-removable graphs of functions \[ Kau84 \].

Most of these results refer to compact sets that are the boundary of the union of finitely many connected open sets. Until recently, there had been no general result on sets with infinitely many complementary components, not falling into the preceding category. The task of proving that such a set is (non)-removable requires the development of different tools. In \[ Nt17 \] the author studied this problem and derived a condition that guarantees \( W^{1,p} \)-removability of a set \( K \subset \mathbb{R}^n \) for \( p > n \). Roughly speaking, the condition is the following:

1. The complementary components of \( K \) are uniform Hölder domains (see e.g. \[ SS90 \] and also \[ Nt17 \] for the definition), and
2. for “almost every” line \( L \) intersecting \( K \), and for every \( \varepsilon > 0 \) there exists a “detour path” \( \gamma \) that \( \varepsilon \)-follows the line \( L \), but intersects only finitely many of the complementary components of \( K \) that the line \( L \) intersects.

In other words, (2) says that we can “travel” in the direction of the line \( L \) using only finitely many components in the complement of \( K \), but still staying arbitrarily close to the line \( L \); see Figure 1.1. We call such sets detour sets, and the Sierpiński gasket, depicted in Figure 1.1, is one such set.

**Theorem 1.5** (Corollary 1.4, \[ Nt17 \]). The Sierpiński gasket is \( W^{1,p} \)-removable for \( p > 2 \).
Other sets that fall into the same category are the Apollonian gasket and generalized Sierpiński gasket Julia sets of sub-hyperbolic rational maps; see [Nt17, Section 7].

The Sierpiński gasket is constructed as follows. We consider an equilateral triangle in the plane of sidelength 1 and subdivide it into four equilateral triangles of sidelength $1/2$. After removing the middle triangle, we proceed inductively with subdividing each of the remaining three triangles into four equilateral triangles of sidelength $1/2^2$, and so on. The remaining compact set $K$ is the Sierpiński gasket.

In this work we first prove that Theorem 1.5 is sharp:

**Theorem 1.6.** The Sierpiński gasket is non-removable for $W^{1,p}$, for $1 \leq p \leq 2$.

In fact, by the monotonicity discussed after Definition 1.2, it suffices to prove that the gasket is non-removable for $W^{1,2}$.

The method used is very flexible and we obtain the following result:

**Theorem 1.7.** Let $h : \mathbb{R}^2 \to \mathbb{R}^2$ be a homeomorphism and $K$ be the Sierpiński gasket. Then $h(K)$ is non-removable for $W^{1,2}$.

Of course, if $h(K)$ has positive Lebesgue measure, then the conclusion follows immediately from Theorem 1.3, so the measure zero case is the interesting one.

Finally, we boost the proof of Theorem 1.6 and add a new ingredient to obtain the main result:

**Theorem 1.8.** The Sierpiński gasket is non-removable for quasiconformal maps.

In other words, there exists a homeomorphism of $\mathbb{R}^2$ that is quasiconformal in the complement of the gasket, but not globally quasiconformal. This answers a question raised by Bishop [Bi15, Question 13]. We were not able to show the analog of Theorem 1.7 in this case, i.e., that all homeomorphic copies of the gasket are non-removable for quasiconformal maps, but we believe that a modification of the techniques used here can provide the answer.

We now discuss a natural approach to the problem, which, however, seems extremely hard to pursue; then, in Section 1.2 we give a brief outline of the proof of Theorem 1.8 and explain what this “new ingredient” that we use in our approach is.

As explained in [Bi15, p. 15], one may try to construct an exceptional homeomorphism as in Theorem 1.8 as follows. Note that between any two triangles $V_1$ and $V_2$ there exists a conformal map, and this map is unique if one requires that each vertex of $V_1$ is mapped to a prescribed vertex of $V_2$, and the vertex correspondence is orientation-preserving. Here, we allow $V_i$, $i = 1, 2$, to be an “unbounded” triangle, i.e., the unbounded complementary component of a triangle. Hence, one can first map the unbounded complementary component of the Sierpiński gasket onto an unbounded non-equilateral triangle, and then (inductively) require that every bounded complementary equilateral triangle of the gasket is mapped uniquely by a conformal map to a triangle. Note that at each level of this construction the image of the vertices of a triangle is prescribed by the map of the previous level. This process will uniquely determine a map that is conformal on each complementary component of the gasket. If this map extends to a homeomorphism of $\mathbb{R}^2$, then it cannot be globally conformal, since it changes angles. However, it is not clear at all whether this map can be extended to a continuous map on $\mathbb{R}^2$, and thus to a homeomorphism of $\mathbb{R}^2$. 

Before discussing the outline of the proof of Theorem 1.8 in Section 1.2, we conclude this section with some remarks on the (non)-removability of another related type of fractals whose complement has infinitely many components, namely, Sierpiński carpets.

The standard Sierpiński carpet $S_3$ is constructed by subdividing the unit square $[0,1)^2$ into nine squares of sidelength $1/3$ and removing the middle square, and then proceeding inductively in each of the remaining eight squares. It is easy to see that the standard Sierpiński carpet is non-removable for quasiconformal and $W^{1,p}$ maps for $1 \leq p \leq \infty$. We sketch the proof for quasiconformal non-removability. Note that $S_3$ contains a copy of $C \times [0,1]$, where $C$ is the middle-thirds Cantor set. Let $h: \mathbb{R} \to \mathbb{R}$ be the Cantor staircase function and let $\psi: \mathbb{R} \to [0,1]$ be a smooth function with $\psi \equiv 0$ outside $[0,1]$ and $\psi \equiv 1$ in $[1/9,8/9]$. Then $f(x,y) := (x + h(x)\psi(y), y)$ is a homeomorphism of $\mathbb{R}^2$ that is quasiconformal on $\mathbb{R}^2 \setminus S_3$, but not globally quasiconformal.

A (generalized) Sierpiński carpet is a planar set $S \subset \mathbb{R}^2$ that is homeomorphic to $S_3$; the homeomorphism need not be defined on all of $\mathbb{R}^2$. These sets can be characterized as the compact sets of the plane arising by removing from the interior of a Jordan region $\Omega$ countably many Jordan regions $Q_i$ for $i \in \mathbb{N}$, whose closures are disjoint and contained in $\Omega$, such that $\text{diam}(Q_i) \to 0$ as $i \to \infty$ and $S := \Omega \setminus \bigcup_{i \in \mathbb{N}} Q_i$ has empty interior; see [Wh58].

It is not known, in general, whether these sets are removable for quasiconformal maps or Sobolev functions, but we conjecture the following:

**Conjecture 1.** All Sierpiński carpets are non-removable for quasiconformal maps and for $W^{1,p}$ functions, for $1 \leq p \leq \infty$.

1.2. Sketch of the proof of Theorem 1.8 Let $K$ be the Sierpiński gasket. We quickly sketch the strategy of constructing a homeomorphism $F: \mathbb{R}^2 \to \mathbb{R}^2$ that is quasiconformal on $\mathbb{R}^2 \setminus K$, but not globally quasiconformal. The lemmas introduced here are informal and all details can be found in Section 5. We suggest that the reader browse through the colored figures (located in Section 5) while reading the sketch.

First, we will define a continuous map $f: \mathbb{R}^2 \to \mathbb{R}^2$ that is the identity on the unbounded component of $\mathbb{R}^2 \setminus K$, it is injective outside the bounded equilateral triangle components of $\mathbb{R}^2 \setminus K$, and collapses each equilateral triangle component to a tripod; see Figure 5.1. This map is defined inductively. More precisely, the map $f$ is the identity on the boundary of the unbounded complementary triangle. Then, one collapses in a continuous way the “middle” complementary equilateral triangle $W$ of sidelength $1/2$ to a tripod, whose barycenter is precisely the barycenter of the vertices of $W$ and whose vertices are the vertices of $W$. We also require that the midpoints of the three edges of $W$ are collapsed to the barycenter of the tripod $G$. Note that on the vertices of $W$ the function $f$ has already been defined to be the identity, by the previous step. Inductively, all complementary equilateral triangles of the gasket will be collapsed to tripods. The proof of the uniform continuity of such a map is a significant hurdle that we have to deal with. In fact, one has to choose very carefully the collapsing maps in each step, so that they satisfy a certain modulus of continuity. Note that after this procedure the gasket $K$ is blown up by $f$ to a set of full measure, since the tripods have measure zero. Summarizing, we have:
Lemma 1.9. There exists a continuous map $f: \mathbb{R}^2 \to \mathbb{R}^2$ that is injective outside the complementary equilateral triangles of the gasket, and collapses each (bounded) complementary equilateral triangle to a tripod. Furthermore, $f(K)$ has positive Lebesgue measure.

Of course, this map is not a homeomorphism on the complementary equilateral triangles, so we have to correct it there, but otherwise keep the existing definition. Unfortunately, there is no way to correct our function in this way, if the target is $\mathbb{R}^2$. What we do instead, is change the target to a non-Euclidean metric surface $S$ and correct the map $f$ inside the complementary equilateral triangles in order to obtain a homeomorphism $\Phi: \mathbb{R}^2 \to S$ that is quasiconformal in $\mathbb{R}^2 \setminus K$.

The “correction” that we do in each equilateral triangle $W$ is the following. We “fold” $W$ on top of the tripod $f(W)$; see Figure 5.2. The folding map will be $M$-quasiconformal for a universal $M > 0$. In fact, the folding map will just be piecewise linear. More precisely, we prove that for an arbitrary equilateral triangle $W$ and an arbitrary tripod $G$ we can find an $M$-quasiconformal map that folds $W$ onto six rectangles that are attached on top of the edges of $G$, with appropriate identifications. We call flap the metric space arising by folding a single equilateral triangle over a tripod. In this folding procedure, one can choose the “height” of the flap to be arbitrarily small, without affecting the constant $M$. Furthermore, a crucial property is that the folding map has to be compatible, in a sense, with $f$ on $\partial W$, because we we wish to paste the two maps. In particular, the folding map has to have a certain modulus of continuity (the one that ensures the uniform continuity of $f$) and it must map the midpoints of the edges of $W$ to “lifts” of the barycenter of the tripod $G$; see Figure 5.2. We now summarize:

Lemma 1.10. There exists a universal $M > 0$ such that for each equilateral triangle $W$ and for each tripod $G$ there exists a folding map $\phi_W$ from $W$ onto the flap space corresponding to $G$. The height of the flap can be chosen to be arbitrary small. Moreover, the maps $f$ and $\phi_W$ can be chosen to be compatible for all complementary equilateral triangles $W$ of the gasket $K$.

By folding all complementary equilateral triangles over their corresponding tripods, one obtains a flap-plane $S$, which is a non-Euclidean surface, and a homeomorphism $\Phi: \mathbb{R}^2 \to S$ that is $M$-quasiconformal on $\mathbb{R}^2 \setminus K$ and “agrees” with $f$ outside the triangles; see Figure 5.1 (we remark here that in the figure the edges of the green rectangles are not glued to the red rectangles, except possibly at one point; see also Figure 3.2 for the gluing pattern). The map $\Phi$ is the result of pasting the map $f$ with all the folding maps $\phi_W$. The map $\Phi$ maps the gasket to a subset of $S$ that has positive measure. In brief:

Lemma 1.11. There exists a homeomorphism $\Phi$ from $\mathbb{R}^2$ onto a metric surface $S$ that is $M$-quasiconformal on $\mathbb{R}^2 \setminus K$ and maps $K$ to a subset of $S$ that has positive Hausdorff 2-measure.

If the target of $\Phi$ were not $S$ but it were $\mathbb{R}^2$, then the proof of non-removability would be finished. Hence, we have to find a way to change the target to $\mathbb{R}^2$. This is facilitated by the Bonk-Kleiner Theorem [BK02], which allows us to embed $S$ into $\mathbb{R}^2$ with a quasisymmetric map. The Bonk-Kleiner Theorem asserts that a metric sphere which is Ahlfors 2-regular and linearly locally connected is quasisymmetrically equivalent to the standard Euclidean sphere. We develop a theory of
flap-planes constructed similarly to \( S \). These are just spaces arising by gluing to the plane an infinite collection of rectangles (or flaps), which are “perpendicular” to the plane. Using the the Bonk-Kleiner Theorem we will show that flap-planes can be quasisymmetrically embedded to the plane, provided that the heights of the flaps are sufficiently small. In our case, we can obtain a quasisymmetry \( \Psi: S \to \mathbb{R}^2 \). Note that \( \Psi \) is a quasisymmetry on all of \( S \).

**Lemma 1.12.** There exists a quasisymmetry \( \Psi: S \to \mathbb{R}^2 \). Moreover, \( \Psi \) maps sets of positive Hausdorff 2-measure to sets of positive Lebesgue measure.

The composition \( F = \Psi \circ \Phi \) will be a homeomorphism of \( \mathbb{R}^2 \) that is \( M' \)-quasiconformal on \( \mathbb{R}^2 \setminus K \) for some uniform \( M' > 0 \), but it cannot be globally quasiconformal, because it has to blow the gasket \( K \) to a set of positive area. This is because \( \Phi(K) \) had positive measure in \( S \) and in our setting the quasisymmetry \( \Psi \) has to map sets of positive measure to sets of positive measure.

1.3. **Organization of the paper.** In Section 2 we introduce our notation and discuss some preliminaries regarding quasiconformal and quasisymmetric maps, and also convergence of metric spaces in the pointed Gromov-Hausdorff sense.

In Section 3 we develop a theory of flap-planes, which are surfaces arising by gluing rectangles, or else, flaps, on top of the Euclidean plane. Under some assumptions, our goal is to apply the Bonk-Kleiner Theorem to show that these surfaces can be quasisymmetrically embedded into the plane; see Theorem 3.7. Hence, we focus on proving that they are Ahlfors 2-regular and linearly locally connected. These proofs occupy most of the section. Also, this section is independent of the other sections, and can be mostly skipped in a first reading of the paper. We will only need the definition and some general properties of flap-planes from Section 3.1 and also we will use the embedding Theorem 3.7.

The main content of Section 4 is the proof of Theorem 1.6, i.e., the non-removability of the gasket for continuous functions of the class \( W^{1,2} \). The proof consists of several steps, which are organized in the subsections. The heart of the argument is Lemma 4.8. The proof of Theorem 1.7 is contained in Section 4.6. There, we also include the proofs of the general statements in Theorem 1.3 and Proposition 1.4. Moreover, in Section 4.4 we include basic terminology and geometric properties of the gasket that we use repeatedly throughout the paper.

Finally, in Section 5 we prove the quasiconformal non-removability in Theorem 1.8. First, in Section 5.1 we show how to collapse the complementary equilateral triangles to tripods in a continuous way with a map \( f: \mathbb{R}^2 \to \mathbb{R}^2 \), as described in Section 1.2. The proof of the continuity of \( f \) is the same as the proof of continuity for the Sobolev non-removability in Section 4, so we recommend the reader to read first that proof.

Then, in Section 5.2 we explain how to fold a single equilateral triangle on top of a tripod with a quasiconformal map. In Section 5.3 these folding maps are pieced together with \( f \) to obtain a homeomorphism \( \Phi \) from \( \mathbb{R}^2 \) onto a flap-plane \( S \). Finally, in Section 5.4 we finish the proof of non-removability by embedding \( S \) into the plane and obtaining the desired exceptional homeomorphism \( F: \mathbb{R}^2 \to \mathbb{R}^2 \).

**Acknowledgements.** I am grateful to my advisor, Mario Bonk, not only for the numerous conversations and useful comments during this project, but also for introducing me to the world of analysis on metric spaces and constantly keeping me motivated to learn mathematics and work on fascinating problems.
I also thank Huy Tran for bringing the problem of (non)-removability of the gasket to my attention, and Malik Younsi for several motivating conversations. Moreover, I would like to thank Pekka Koskela for his suggestions regarding the proof of Theorem 1.3 and Guy C. David for explaining the different notions of convergence of metric spaces that appear in the literature. Finally, I thank Matthew Romney, Jang-Mei Wu, and Malik Younsi for their comments and corrections.

2. Preliminaries

2.1. Notation. We will say that a statement (A) implies a statement (B) quantitatively if the implicit constants or functions in statement (B) depend only on the implicit constants or functions in statement (A).

We use the notation $a \lesssim b$ if there exists an implicit constant $C > 0$ such that $a \leq Cb$, and $a \simeq b$ if there exists a constant $C > 0$ such that $C^{-1}b \leq a \leqCb$. We will be mentioning the parameters on which the constant $C$ depends, unless $C$ is a universal constant.

The Lebesgue measure in $\mathbb{R}^n$ is denoted by $m_n$. If a function $f: \mathbb{R}^n \to \mathbb{R}$ is integrable, then we will denote its integral against Lebesgue measure by $\int f$. In certain situations, for emphasis, we might write instead $\int f(x)\,dm_n(x)$. The open ball around $x \in \mathbb{R}^n$ of radius $r > 0$ is denoted by $B(x,r)$. For visual purposes, the closure of a set $U$ is denoted by $\overline{U}$, instead of $U$ and the closure of a Euclidean ball $B(x,r)$ is denoted by $\overline{B}(x,r)$. We use the notation $A(x;r,R)$ for the annulus $B(x,R) \setminus B(x,r)$, where $0 < r < R$.

If $(X,d)$ is a metric space and $Q > 0$, then we denote the Hausdorff $Q$-measure by $H^Q_d$; see e.g. [Fo99, Section 11.2] for the definition. Also, we use the notation $B_d(x;r)$ for the open ball of radius $r > 0$, centered at $x \in X$. In Section 3 we will be endowing planar sets with different metrics. If there is no subscript $d$ in the ball notation, then the ball will always refer to the Euclidean metric.

We normalize the Hausdorff 2-measure, so that it agrees with the Lebesgue measure in $\mathbb{R}^2$. This $\mathbb{R}^2$-normalization will also be used when we study the Hausdorff 2-measure of an arbitrary metric space. For example, if $X$ is a metric space and $U \subset X$ is a set that is isometric to a measurable subset of $\mathbb{R}^2$, then its Hausdorff 2-measure agrees with the Lebesgue measure of its isometric image in $\mathbb{R}^2$.

2.2. Quasiconformal and quasisymmetric maps. We first recall the definition of a quasiconformal map; we direct the reader to [Vä71] and [AIM09] for background on quasiconformal maps.

Definition 2.1. Let $U, V \subset \mathbb{R}^2$ be open sets. An orientation-preserving homeomorphism $f: U \to V$ is $M$-quasiconformal for some $M > 0$ if $f \in W^{1,2}_{loc}(U)$ and

$$||Df(z)||^2 \leq MJ_f(z)$$

for a.e. $z \in U$, where $||Df(z)||$ denotes the operator norm of the differential of $f$ at $z$, and $J_f$ is the Jacobian of $f$. We also say that $f$ is quasiconformal if it is $M$-quasiconformal for some $M > 0$. The number $M > 0$ is called the quasiconformal distortion of $f$.

Remark 2.2. A priori, if a set $K \subset U$ is removable in the sense of Definition 1.1 it could be the case that the quasiconformal distortion of a map $f$ in $U$ is larger than the distortion in $U \setminus K$. However, as remarked in the Introduction, removable sets necessarily have measure zero. Since the inequality $||Df(z)||^2 \leq MJ_f(z)$ is required
to hold a.e., it follows that the quasiconformal distortion of $f$ on $U$ is the same as the distortion on $U \setminus K$.

Quasiconformal maps have the important property that they preserve null sets:

**Lemma 2.3** (Theorem 33.2, Vä71). Let $U, V \subset \mathbb{R}^2$ be open sets and let $f: U \to V$ be a quasiconformal map. A Borel set $A \subset U$ is mapped by $f$ to a set of measure zero if and only if $A$ has measure zero.

**Definition 2.4.** If two metric spaces $(X,d_X)$ and $(Y,d_Y)$ are locally isometric to open subsets of $\mathbb{R}^2$, then we say that a homeomorphism $f: X \to Y$ is $M$-quasiconformal if the following holds. For each $x \in X$ there exist open neighborhoods $U_x$ of $x$ and $V_{f(x)}$ of $f(x)$ and there exist isometries $\phi: U_x \to U$ and $\psi: V_{f(x)} \to V$, where $U$ and $V$ are open subsets of $\mathbb{R}^2$ such that $\psi \circ f \circ \phi^{-1}: U \to V$ is $M$-quasiconformal, in the preceding sense.

There exists already a theory of quasiconformal maps between metric spaces that is compatible with the definition that we gave. Nevertheless, we will not need any deep results from that theory, and we wish to keep our approach as simple as possible, so we do not give the general definition. See, for example, HK98 for more background.

Now, we define the notion of a quasisymmetry between two metric spaces $(X,d_X)$ and $(Y,d_Y)$; see also He01 Chapters 10–11.

**Definition 2.5.** A homeomorphism $f: X \to Y$ is $\eta$-quasisymmetric if there exists a homeomorphism $\eta: [0,\infty) \to [0,\infty)$ such that for every triple of distinct points $x, y, z \in X$ and for their images $x' = f(x)$, $y' = f(y)$, $z' = f(z)$ we have

$$\frac{d_Y(x',y')} {d_Y(x',z')} \leq \eta \left( \frac{d_X(x,y)} {d_X(x,z)} \right).$$

The function $\eta$ is called the distortion function associated to $f$.

If $X = U$ and $Y = V$ are open subsets of the plane, then an $\eta$-quasisymmetric orientation-preserving homeomorphism $f: U \to V$ is $M$-quasiconformal, where $M$ depends only on $\eta$; this is proved in Chapter 4 of Vä71, and in particular in Theorem 34.1. The converse does not hold without extra assumptions. More generally, we have:

**Lemma 2.6.** If $X$ and $Y$ are locally isometric to open subsets of the plane, then an $\eta$-quasisymmetric map $f: X \to Y$ is $M$-quasiconformal, in the sense of Definition 2.4 The constant $M > 0$ depends only on the distortion function $\eta$.

**Lemma 2.7.** Let $X,Y,Z$ be metric spaces that are locally isometric to open subsets of the plane. Also, consider homeomorphisms $f: X \to Y$ and $g: Y \to Z$ such that $f$ is $M$-quasiconformal and $g$ is $M'$-quasiconformal. Then the composition $g \circ f: X \to Z$ is $M \cdot M'$-quasiconformal.

See Vä71 Theorem 13.2] for the preceding fact, in case the spaces $X,Y,Z$ are Euclidean. We also need the following removability lemma:

**Lemma 2.8** (Theorem 35.1, Vä71). Let $f: U \to V$ be an orientation-preserving homeomorphism between open subsets of the plane. Let $A \subset \mathbb{R}^2$ be a closed set, and assume that $f|_{U \setminus A}$ is $M$-quasiconformal. If $A$ has $\sigma$-finite Hausdorff 1-measure, then $f$ is $M$-quasiconformal on $U$. 
Note that this lemma implies that sets of $\sigma$-finite Hausdorff 1-measure are locally removable, in the sense of Question 2 of the Introduction.

Finally, we need a lemma for quasisymmetric maps from a metric space onto the plane. A metric space $(X,d)$ is Ahlfors $Q$-regular for some $Q > 0$ if there exists a constant $C > 1$ such that for all $x \in X$ and $0 < r < \text{diam}(X)$ we have

$$\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q.$$

**Lemma 2.9.** Let $(X,d)$ be an Ahlfors 2-regular metric space and assume that there exists a quasisymmetric map $f$ from $X$ onto $\mathbb{R}^2$. Then the pushforward measure $f_*(\mathcal{H}_d^2)$ and the Lebesgue measure on $\mathbb{R}^2$ are mutually absolutely continuous.

For the proof see [BM17, Proposition 4.3] and the references therein. The authors prove the above statement for a quasisymmetry from $X$ onto the sphere $\hat{\mathbb{C}}$, but the same proof applies in our case.

### 2.3. Convergence of metric spaces

Here we discuss the notion of pointed Gromov-Hausdorff convergence of metric spaces and the relevant properties.

We follow the approach of [BBI01, Chapter 8]. For a map $f: (X,d_X) \to (Y,d_Y)$ between two metric spaces we define its distortion by

$$\text{dis}(f) = \sup \{|d_X(x,x') - d_Y(f(x),f(x'))| : x,x' \in X\}.$$ 

A pointed metric space is a triple $(X,d,p)$, where $d$ is the metric of $X$ and $p \in X$ is a point.

**Definition 2.10.** A sequence $(X_n,d_n,p_n)$ of pointed metric spaces converges to a pointed metric space $(X,d,p)$ in the Gromov-Hausdorff sense if the following holds. For every $r > 0$ and $\varepsilon > 0$ there exists $n_0 \in \mathbb{N}$ such that for every $n > n_0$ there exists a (not necessarily continuous) map $f: B_{d_n}(p_n, r) \to X$ such that the following hold:

1. $f(p_n) = p$,
2. $\text{dis}(f) < \varepsilon$, and
3. the $\varepsilon$-neighborhood of the set $f(B_{d_n}(p_n, r))$ contains the ball $B_d(p, r - \varepsilon)$.

A metric space $(X,d)$ is doubling if there is a constant $N \in \mathbb{N}$ such that each ball of radius $r$ can be covered by at most $N$ balls of radius $r/2$. It is easy to see that if $(X,d)$ is Ahlfors $Q$-regular for some $Q > 0$ then it is also doubling, and the implicit constant depends only on $Q$ and the Ahlfors regularity constant. A family of spaces is uniformly Ahlfors $Q$-regular, if the implicit constants are the same for all spaces in the family. Similarly, we define a uniformly doubling family of spaces. We will need the following lemma, regarding the convergence of Ahlfors regular spaces:

**Lemma 2.11.** Let $(X_n,d_n,p_n)$ be a sequence of uniformly Ahlfors $Q$-regular pointed metric spaces. Suppose that $(X_n,d_n,p_n)$ converges to a space $(X,d,p)$ in the Gromov-Hausdorff sense. Then the metric space $(X,d,p)$ is Ahlfors $Q$-regular, with implicit constants depending only on the constants of the spaces $(X_n,d_n,p_n)$.

This lemma appears in [DS97, Lemma 8.29]. The authors use a different definition for the convergence of metric spaces; see [DS97, Definition 8.9]. This definition is not very handy in practice and we will not use it. However, their definition agrees with our Definition 2.10 in case the spaces involved are uniformly doubling. Finally, we need the following lemma regarding the convergence of a mapping package:
Lemma 2.12. Let \((X_n, d_n, p_n)\) and \((Y_n, \rho_n, q_n)\) be pointed metric spaces for \(n \in \mathbb{N}\), which are complete and uniformly doubling. Moreover, suppose that there exists a sequence of \(\eta\)-quasisymmetric homeomorphisms \(f_n : X_n \to Y_n\) such that \(f_n(p_n) = q_n\) for all \(n \in \mathbb{N}\) and there exists a constant \(C > 0\) and points \(x_n \in X_n\) such that

\[
\frac{1}{C} \leq d_n(p_n, x_n) \leq C \quad \text{and} \quad \frac{1}{C} \leq \rho_n(f(x_n)) \leq C,
\]

for each \(n \in \mathbb{N}\). Then there exist subsequential Gromov-Hausdorff limits \((X, d, p)\) and \((Y, \rho, q)\) of \((X_n, d_n, p_n)\) and \((Y_n, \rho_n, q_n)\), respectively, and there exists a limiting \(\eta\)-quasisymmetric homeomorphism \(f : X \to Y\) with \(f(p) = q\).

This lemma follows from [DS97, Lemma 8.22], since our assumptions guarantee equicontinuity and uniform boundedness; see also [He01, Corollary 10.30]. This lemma has also appeared in [KL04, Lemma 2.4.7].

3. Flap-planes

3.1. Definition and general properties. Let \(G\) be a connected, finite, planar graph, whose edges are (straight) line segments. Also, assume that the number of edges of \(G\) is at most a number \(N_0 \in \mathbb{N}\). We cut the plane along the graph \(G\), and then glue two rectangles on each slit that arises from cutting an edge \(e\) of \(G\), as in Figure 3.1. We write \(E \sim G\) to denote that a rectangle \(E\) is glued to an edge of \(G\). The width of each of these rectangles is equal to the length of the edge \(e\), and the height is a prescribed constant \(h > 0\). The resulting space \(S = S(G)\) is equipped with its internal metric \(d\) and it is homeomorphic to the plane. The latter claim is trivial if the graph \(G\) consists of one edge, and otherwise it can be proved inductively. We call \(S\) a flap-plane.

Let \(P : S \to \mathbb{R}^2\) denote the “orthogonal” projection map. This collapses each point of a rectangle \(E\) that is glued on top of a slitted edge \(e\) to the corresponding point of the edge \(e \subset \mathbb{R}^2\). For instance, if a rectangle \(E = [a, b] \times [c, d]\) is glued to the edge \(e = [a, b] \times \{0\} \subset G\) along its side \([a, b] \times \{0\} \subset E\) with the identity map, then the projection of a point \(x = (s, t) \in E\) is \(P((s, t)) = (s, 0)\). Outside the rectangles \(E \sim G\), the map \(P\) is the “identity”. The projection of a point \(x \in S\) to the plane will be denoted by \(\tilde{x} = P(x)\). Some immediate properties of \(P\) are the following:

(i) \(P\) is 1-Lipschitz, i.e.,

\[
|\tilde{x} - \tilde{y}| \leq d(x, y)
\]

for all \(x, y \in S\).

(ii) For all \(x, y \in S\) we have

\[
d(x, y) \leq |\tilde{x} - \tilde{y}| + 2N_0h.
\]

This is because the line segment \([\tilde{x}, \tilde{y}] \subset \mathbb{R}^2\) has a lift under \(P\) that is a continuum \(\gamma\) connecting \(x\) and \(y\), and whose length inside each glued rectangle is either \(h\) or 0. On the other hand, the number of rectangles that we glue is at most \(2N_0\).

(iii) Let \(\tilde{\gamma} \subset \mathbb{R}^2\) be a polygonal path that connects \(\tilde{x}\) and \(\tilde{y}\). If \(x \in P^{-1}(\tilde{x})\) and \(y \in P^{-1}(\tilde{y})\), then \(P^{-1}(\tilde{\gamma})\) is a continuum that connects \(x\) and \(y\). In fact, \(P^{-1}(\tilde{\gamma})\) contains a polygonal path \(\gamma\) with the same property. Here, \(\gamma \subset S\) is a polygonal path in the sense that it is the union of finitely many isometric copies of compact intervals, whose endpoints are glued appropriately.
Figure 3.1. A tripod graph $G$ (left) with rectangles attached to its edges (right). The middle figure shows the gluing pattern.

Figure 3.2. The flap-plane (right) corresponding to two graphs $G_1, G_2$ (left) that intersect at a point. The rectangles attached to $G_1$ are not glued to any of the rectangles attached to $G_2$, except at a single point $a$; see the middle figure for the gluing pattern.

Now, assume that we are given a sequence of connected, finite graphs in the plane $G_i, i \in \mathbb{N}$, such that each open edge of $G_i$ is disjoint from the open edges of $G_j, i \neq j$, but vertices of $G_i$ could lie on $G_j, i \neq j$. In other words, the edges of $G_i$ do not “cut through” the edges of $G_j$ for any $i \neq j$. More generally, if any collection of planar graphs $\{G_i\}_{i \in I}$ has this property, we say that $\{G_i\}_{i \in I}$ possesses property (G).

Furthermore, we assume that each graph $G_i$ has at most $N_i \in \mathbb{N}$ edges.

We wish to use the graphs $G_1, \ldots, G_n$ in order to construct a flap-plane $S_n = S(G_1, \ldots, G_n)$, which “distinguishes” between the graphs $G_1, \ldots, G_n$, in the sense that natural projections can be defined from $S_n$ onto flap-planes $S_k, k < n$. To achieve this, we do not glue the rectangles corresponding to the flap-planes of different graphs, even if the graphs intersect each other (the intersection can contain at most finitely many points).

More precisely, we first consider the flap-plane $S_1 = S(G_1)$ corresponding to $G_1$, with associated height $h_1$. If $G_2 \cap G_1 = \emptyset$, then we can construct a flap-space $S(G_1, G_2)$ by cutting the plane along $G_2$ and attaching rectangles of height $h_2$, as before. In this case, the rectangles corresponding to $G_1$ and $G_2$ do not intersect. If, however, $x \in G_2 \cap G_1$, then we cut the plane along $G_2$ and attach rectangles to $G_2$, but the rectangles of $G_2$ containing $x$ are not attached to any of the rectangles corresponding to $G_1$; see Figure 3.2. Inductively, for each $n \in \mathbb{N}$ we obtain the flap-plane $S_n = S(G_1, \ldots, G_n)$, with associated heights $h_1, \ldots, h_n$ for the rectangles corresponding to $G_1, \ldots, G_n$, respectively.
Remark 3.1. We remark that if we reorder the graphs $G_1, \ldots, G_n$, we do not necessarily obtain the same flap-plane. Furthermore, there are several other ways to attach rectangles to the graphs $G_i$, different from the procedure we followed. For example, given two graphs $G_1, G_2$ one can cut the plane along the edges of $G_1 \cup G_2$, but without cutting any vertex of $G_1$ or $G_2$, and then attach rectangles. The resulting space $S$ will be homeomorphic to $\mathbb{R}^2$. The important property that we are interested in is that whenever two rectangles $E_1 \sim G_1$ and $E_2 \sim G_2$ intersect, i.e., $E_1 \cap E_2 \neq \emptyset$, the intersection contains precisely one point, at the “base” of the rectangles. This allows us to define natural projections, by collapsing the rectangles corresponding to $G_1$ or $G_2$ to the edges of the graphs in the plane. If we are given a family $\{G_i : i \in I\}$ of finite graphs possessing property $(G)$, then we consider the family $S(\{G_i : i \in I\})$ of all possible flap-planes that can be constructed with the above properties. If we disregard the heights of the rectangles which can vary, the family $S(\{G_i : i \in I\})$ is finite, whenever $I$ is finite.

To fix our notation we will be working with the flap-planes $S_n = S(G_1, \ldots, G_n)$ arising from an ordered family of graphs $G_1, \ldots, G_n$, possessing property $(G)$. However, all the properties in this section can be reformulated for the flap-planes lying in the family of spaces $S(\{G_i : i \in \{1, \ldots, n\}\})$. We endow the space $S_n$ with its internal metric $d_n$, and observe that $(S_n, d_n)$ is homeomorphic to the plane, and it is also complete and locally compact. We also set $S_0 = \mathbb{R}^2$. We write $E \sim G_i$ to denote that a rectangle $E \subset S_n$ is glued to an edge of $G_i$, $i \in \{1, \ldots, n\}$. The metric $d_n$ has the property that is locally isometric to $d_{n-1}$, away from the rectangles $E \sim G_i$. Furthermore, $d_n$ restricted to a rectangle $E \sim G_i$ is locally isometric to the planar metric on the rectangle $E$. For any two points $x, y \in S_n$ there exists a (not necessarily unique) geodesic $\gamma$ that connects them, with $d_n(x, y) = \text{length}_{d_n}(\gamma)$; see [BH01, Section 2.5.2]. We will use the notation $B_n(x, r)$ for a ball in $S_n$, whenever it is more convenient than the notation $B_{d_n}(x, r)$.

Consider now the natural projections $P_k : S_k \to S_{k-1}$ for $k \geq 1$, and $P_{k,l} : S_k \to S_l$ for $0 \leq l \leq k$. Here, $P_{k,k}$ is the identity map on $S_k$. These natural projections can be defined as follows. We have already explained how to define $P_1 : S_1 \to \mathbb{R}^2$. Suppose now that $E_2 \sim G_2$ is a rectangle $E_2 = [a, b] \times [c, d]$ and it is attached to the edge $E_1 \sim G_1$ with $\mathbb{R}^2 \setminus \langle G_1 \rangle$. If $(s, t) \in E_2$ with $(s, t) \notin G_1$, we have $P_2((s, t)) = (s, 0) \in S_1$ (after identifying points of $S_1$ lying outside the rectangles $E \sim G_1$ with $\mathbb{R}^2 \setminus G_1$). If $(s, 0) \in G_1$, then $P_2((s, t))$ is the point of $S_1$ lying on the base of a rectangle $E_1 \sim G_1$, which in fact the “intersection” point of $E_2$ and $E_1$ in $S_2$; this would be the point $a$ in Figure 3.2. For points of $S_2$ that do not lie on rectangles $E \sim G_2$ the map $P_2$ is defined to be the “identity”. In the same way one defines $P_k$ for all $k \geq 2$ and we then have $P_{k,l} = P_k \circ \cdots \circ P_{l+1}$ for $0 \leq l \leq k - 1$.

These projections satisfy the following:

(G1) $P_k$ and $P_{k,l}$ are 1-Lipschitz.

(G2) For all $x, y \in S_k$ we have

$$d_k(x, y) \leq d_{k-1}(P_k(x), P_k(y)) + 2N_k h_k.$$

(G3) If $\gamma^* \subset S_{k-1}$ is a polygonal path connecting $x^*$ and $y^*$, then $P_k^{-1}(\gamma^*)$ contains a polygonal path that connects $P_k^{-1}(x^*)$ to $P_k^{-1}(y^*)$.

(G4) The projections are compatible, i.e., for $0 \leq m \leq l \leq k$ we have

$$P_{k,m} = P_{l,m} \circ P_{k,l}.$$
(G5) If \( \gamma^* \) is a geodesic in \( S_{k-1} \) that does not intersect the graph \( G_k \) (or rather the lift \( P_k^{-1}(G_k) \)), then \( \gamma^* \) lifts isometrically under \( P_k \) to a unique geodesic \( \gamma \subset S_k \). Conversely, if \( \gamma \subset S_k \) is a geodesic that does not intersect the rectangles \( E \sim G_k \), then its projection \( \gamma^* \) is also a geodesic in \( S_{k-1} \) and is isometric to \( \gamma \).

The latter property, implies the next important property:

(G6) If a ball \( B_{k-1}(x^*, r) \subset S_{k-1} \) does not intersect the graph \( G_k \), then \( x^* \) has a unique preimage \( x \) under \( P_k \), and \( P_k^{-1}(B_{k-1}(x^*, r)) = B_k(x, r) \). Conversely, if \( B_k(x, r) \subset S_k \) does not intersect the rectangles \( E \sim G_k \), then it projects onto a ball \( B_{k-1}(x^*, r) \).

In the same spirit, we have the following property for the Hausdorff 2-measure \( \mu_k \) on \( S_k \):

(G7) If \( A \subset S_k \) is a Borel set, then

\[
\mu_k(A) \geq \mu_{k-1}(P_k(A)).
\]

Moreover, if the set \( A \) does not intersect \( G_k \), then we obtain equality.

We finally record a property of the metric \( d_k \) on the rectangles \( E \) glued to the graphs \( G_i \):

(G8) The metric \( d_k \) restricted on a rectangle \( E \sim G_i \), \( i \in \{1, \ldots, k\} \), is isometric, not only locally but also globally, to the Euclidean metric on \( E \).

We consider the set \( T_n = \bigcup_{i=1}^{n} G_i \) as a (possibly disconnected) planar graph, whose vertices are the vertices of \( G_1, \ldots, G_n \). Note that an edge \( e \) of \( G_j \) might be “cut” into two (or more) edges, if a vertex of \( G_i, i \neq j \), lies in the interior of the edge \( e \). We also consider the “graph” \( T_\infty = \bigcup_{i=1}^{\infty} G_i \). A point \( x \in \mathbb{R}^2 \) is a vertex of \( T_\infty \) (by definition) if \( x \) is a vertex of \( T_n \) for all sufficiently large \( n \in \mathbb{N} \). A vertex \( x \) of \( T_\infty \) has finite degree if there exists \( N_x \in \mathbb{N} \) such that the degree of the vertex \( x \) of \( T_n \) is bounded by \( N_x \) for all \( n \in \mathbb{N} \).

**Proposition 3.2.** If each vertex of the graph \( T_\infty \) has finite degree and if the heights \( \{h_i\}_{n \in \mathbb{N}} \) are chosen to be sufficiently small, then the inverse limit \( (S_\infty, d_\infty) \) of \( (S_n, d_n) \) is a complete metric space. In particular, it suffices to have

\[
\sum_{i=1}^{\infty} N_i h_i < \infty.
\]

Recall that \( N_i \in \mathbb{N} \) is a bound for the number of edges of \( G_i \).

**Proof.** We define \( S_\infty \) to be the union of \( \mathbb{R}^2 \setminus \bigcup_{i=1}^{\infty} G_i \), with the rectangles glued to each \( G_i \) (with proper identifications, whenever rectangles are glued together, or “intersect” at one point in the spaces \( S_n \)). Any point of \( S_\infty \) lies (or rather projects to) some \( S_n \) for sufficiently large \( n \). The metric of \( d_\infty \) is defined as the limit of \( d_n \). To ensure that this exists, we fix \( x, y \in S_\infty \), so \( x, y \in S_n \) for all sufficiently large \( n \), and note that

\[
d_{n-1}(x, y) = d_{n-1}(P_n(x), P_n(y)) \leq d_n(x, y)
\]

if \( n \) is sufficiently large, by the Lipschitz property \([G1]\) of the projections; here we have considered the identifications of \( x, y \) with \( P_n(x), P_n(y) \), respectively. Hence,
the sequence $d_n(x, y)$ converges, possibly to $\infty$. To exclude this possibility, we apply repeatedly property (G2) together with the compatibility (G4) and obtain

$$d_n(x, y) \leq d_{n-1}(P_n(x), P_n(y)) + 2N_nh_n \leq |P_0(x) - P_0(y)| + \sum_{i=1}^{n} 2N_i h_i,$$

where $P_0(x), P_0(y)$ are the projections of $x, y$, respectively, to the plane. If $h_i$ is chosen to be small enough, e.g. $h_i \leq N_i^{-1} 2^{-i}$, then the last sum is convergent, so our claim is proved.

Now, we show that $(S_\infty, d_\infty)$ is complete. Let $x_k$ be a Cauchy sequence in $S_\infty$. If $x_k$ lies infinitely often in a given rectangle $E \subset S_i$, then $x_n$ has a convergent subsequence, since the metric $d_\infty$, restricted on $E$, is isometric to the Euclidean metric, by (G8). Hence, we may assume that $x_k$ either lies in $\mathbb{R}^2 \setminus \bigcup_{i=1}^{\infty} G_i$ infinitely often, or it has a subsequence, still denoted by $x_k$, that lies in distinct rectangles $E_k \subset S_{i_k}$.

In the first case, $x_k$ (or rather its projection to the plane) converges in the Euclidean metric to a point $x \in \mathbb{R}^2$, because the projection of $S_\infty$ to the plane is 1-Lipschitz. If $x \in \mathbb{R}^2 \setminus \bigcup_{i=1}^{\infty} G_i$, then the line segment $[x_k, x] \subset \mathbb{R}^2$ does not intersect any given graph $G_i$ for sufficiently large $k$. Hence, for each $i_0 \in \mathbb{N}$ there exists $k_0 \in \mathbb{N}$ such that for $k \geq k_0$ the segment $[x_k, x]$ does not intersect $G_1, \ldots, G_{i_0}$. For $n \geq i_0 + 1$, by a repeated application of (G2) we have

$$d_n(x, x_k) \leq d_{n-1}(x, x_k) + 2N_nh_n \leq d_{i_0}(x, x_k) + \sum_{i=i_0+1}^{n} 2N_i h_i.$$ 

Now, applying repeatedly (G5) we note that $d_{i_0}(x, x_k) = |x - x_k|$ , which is the length of the geodesic $[x_k, x]$ in the plane. Hence,

$$d_n(x, x_k) \leq |x - x_k| + \sum_{i=i_0+1}^{\infty} 2N_i h_i,$$

and passing to the limit we have

$$d_\infty(x, x_k) \leq |x - x_k| + \sum_{i=i_0+1}^{\infty} 2N_i h_i$$

for all $k \geq k_0$. This implies that $d_\infty(x_k, x) \to 0$, as desired.

On the other hand, if $x \in G_{n_0}$ for some $n_0 \in \mathbb{N}$, and $x$ is a vertex of $T_\infty$, then there exists $N_x \in \mathbb{N}$ such that the degree of $x$ in $T_n$ is equal to $N_x$ for all sufficiently large $n \in \mathbb{N}$. For a small $r > 0$ the edges of graphs $G_n$ that meet at $x$ split the ball $B(x, r) \subset \mathbb{R}^2$ into $N_x$ components. Each of these components contains $x$ in its boundary and is a circular sector if $r$ is sufficiently small, so in particular, it is convex. One of these components, say $V$, must contain infinitely many points $x_k$, and thus all, after passing to a subsequence. We redefine $G_{n_0}$ to be a graph such that $x \in G_{n_0}$, and also $G_{n_0}$ contains one of the edges that bounds the sector $V$. We let $x_0$ be the point of $S_{n_0}$ that projects to $x$, is accessible from $V$, and lies on the boundary of a rectangle $E \sim G_{n_0}$. We claim that $x_k \to x_0$ in $d_\infty$. We look at the open segments $(x_k, x)$ and note that they do not intersect $G_{n_0}$ or any other graph $G_i$ infinitely often. Arguing as before, we have that for all $i_0 \in \mathbb{N}$ there exists
k_0 \in \mathbb{N} \text{ such that}
\begin{equation}
d_\infty(x_0, x_k) \leq |x - x_k| + \sum_{i = k_0 + 1}^{\infty} 2N_i h_i,
\end{equation}
for k \geq k_0. This shows convergence. The case that x \in G_{r_0} but x is not a vertex of T_\infty is treated in the same way, and here B(x, r) \setminus G_{r_0} contains only two components, provided that r is small.

The last case is to assume that x_k \in E_k \sim G_{ik}, where E_k are rectangles of height h_{ik}, and h_{ik} \to 0, since the rectangles E_k are distinct. In this case, we can find a point y_k in the “base” of the rectangle E_k that is glued to \mathbb{R}^2 such that
\begin{equation}
d_\infty(x_k, y_k) \leq h_{ik},
\end{equation}
by \cite{GS}. Hence, y_k is also Cauchy in d_\infty, and it suffices to show that it converges, because h_{ik} \to 0. Arbitrarily close to each y_k we can find a point z_k \in \mathbb{R}^2 \setminus \bigcup_{i=1}^{\infty} G_i, with d_\infty(y_k, z_k) \leq 1/k. This is justified as in the previous paragraph and using the observation that \bigcup_{i=1}^{\infty} G_i has empty interior (e.g., using the Baire category theorem). Now, the convergence of z_k is obtained by the previous case.

Remark 3.3. The preceding proof, together with the Lipschitz property \cite{(G1), (G4), (G7)} show that if we restrict the metric d_\infty of S_\infty to \mathbb{R}^2 \setminus \bigcup_{i=1}^{\infty} G_i, then it is topologically equivalent to the Euclidean metric, in the sense that a sequence x_k \in \mathbb{R}^2 \setminus \bigcup_{i=1}^{\infty} G_i converges to a point x_0 \in S_\infty if and only if the projections x_k converge to the projection of x_0 in the Euclidean metric.

Remark 3.4. There exist natural projections from S_\infty onto S_n and \mathbb{R}^2 for all n \in \mathbb{N}. Analogs of properties \cite{(G1), (G4), (G7)} also hold for these projections. Moreover, property \cite{GS} is true for S_\infty, so the metric d_\infty restricted on a rectangle E \sim G_i for i \in \mathbb{N} is isometric to the Euclidean metric on E.

**Proposition 3.5.** If each vertex of the graph T_\infty has finite degree and if the heights \{h_n\}_{n \in \mathbb{N}} are chosen as in Proposition 3.2, then for each p \in S_\infty there exist points p_n \in S_n such that the sequence of spaces (S_n, d_n, p_n) converges to (S_\infty, d_\infty, p) in the pointed Gromov-Hausdorff sense of Definition 2.10.

**Proof.** Let p \in S_\infty. Then, by definition, p lies in S_n for all sufficiently large n, so we set p_n = p \in S_n for, say, n \geq n_0. We fix n \geq n_0 and r, \varepsilon > 0 and define f: S_n \to S_\infty to be any right inverse of the projection from S_\infty onto S_n, which is surjective. Clearly, f(p_n) = p.

Let \hat{x}, \hat{y} \in S_n be arbitrary. Also, consider arbitrary lifts x, y \in S_\infty of \hat{x}, \hat{y}, respectively. Then x, y \in S_m for sufficiently large m \in \mathbb{N}. By \cite{(G1)} and \cite{(G2)} for m \geq n we have
\begin{equation}
0 \leq d_m(x, y) - d_n(\hat{x}, \hat{y}) \leq \sum_{i = n+1}^{\infty} 2N_i h_i,
\end{equation}
Letting m \to \infty yields
\begin{equation}
0 \leq d_\infty(x, y) - d_n(\hat{x}, \hat{y}) \leq \sum_{i = n+1}^{\infty} 2N_i h_i.
\end{equation}
Since \sum_{i = n+1}^{\infty} 2N_i h_i \to 0 as n \to \infty, this shows that dis(f) can be made less than \varepsilon, if n is sufficiently large (independent of \hat{x}, \hat{y}). Hence, condition (2) of Definition 2.10 holds.
Finally, we check condition (3). If $d_\infty(p, x) < r - \varepsilon$, then the projection $\tilde{x}$ of $x$ to $S_n$ satisfies $d_n(p_n, \tilde{x}) \leq d_\infty(p, x) < r - \varepsilon < r$, for $n \geq n_0$; see property (G1) and Remark 3.3. This implies that $\tilde{x} \in B_{d_n}(p_n, r)$. On the other hand, $f(\tilde{x})$ is a lift of $\tilde{x}$ and the points $f(\tilde{x})$ and $x$ project to the same point of $S_n$. Thus, by (3.1) we obtain

$$d_\infty(f(\tilde{x}), x) \leq \sum_{i=n+1}^{\infty} 2N_i h_i.$$ 

If $n$ is sufficiently large (independent of $x$), then the above is less than $\varepsilon$, so $x$ is contained in the $\varepsilon$-neighborhood of $f(B_{d_n}(p_n, r))$, as desired. 

**Remark 3.6.** The preceding results, Proposition 3.2 and Proposition 3.5, do not depend on the geometry of the graphs $G_n$, but only on the number of edges $N_n$ of $G_n$. Hence, they also hold if the graphs $G_n$, $n \in \mathbb{N}$, are not a priori given to us, but they are constructed inductively, based on the previous graphs. In fact, once we have the graphs $G_1, \ldots, G_{n-1}$ and the corresponding heights $h_1, \ldots, h_{n-1}$, then the graph $G_n$ can depend both on $G_1, \ldots, G_{n-1}$ and the heights $h_1, \ldots, h_{n-1}$! In particular, in this more general setting, one can still obtain a limiting space $(S_\infty, d_\infty)$, as long as $\sum_{i=1}^{\infty} N_i h_i < \infty$, and the degree of each vertex of $T_\infty$ is finite. A different way to think of that is as follows. Suppose we have a “machine” or an algorithm that produces the graph $G_n$, based on $G_1, \ldots, G_{n-1}$ and $h_1, \ldots, h_{n-1}$. Then we can choose $h_n$ to be sufficiently small and feed this back into the “machine” to obtain the next graph $G_{n+1}$.

The main result in this section is the next theorem.

**Theorem 3.7.** Assume that there exists $N_0 \in \mathbb{N}$ such that each graph $G_n$ has at most $N_0$ edges, and the degree of the graph $T_n$ is bounded by $N_0$, for all $n \in \mathbb{N}$. If the heights $\{h_n\}_{n \in \mathbb{N}}$ are chosen to be sufficiently small (depending on $N_0$ and on the graphs $G_n$), then there exists a quasisymmetry from $(S_\infty, d_\infty)$ onto $\mathbb{R}^2$ with the Euclidean metric. Furthermore, $(S_\infty, d_\infty)$ is Ahlfors 2-regular.

Again, the heights $h_n$ have to satisfy the condition in Proposition 3.2, but this time we have more restrictions as it will be evident from the proof. Moreover, as in Remark 3.6, the choice of the heights is to be interpreted as follows: for each $n \in \mathbb{N}$ the height $h_n$ has to be chosen to be sufficiently small, but only depending on the graphs $G_1, \ldots, G_n$ and the heights $h_1, \ldots, h_{n-1}$. Also, the graph $G_n$ is not necessarily a priori given to us, but it can depend on $G_1, \ldots, G_{n-1}$ and the already chosen heights $h_1, \ldots, h_{n-1}$. In the latter scenario, it is necessary that $G_n$ is chosen so that the family $\{G_1, \ldots, G_n\}$ has the property (G) for all $n \in \mathbb{N}$.

The proof of Theorem 3.7 is based on the Bonk-Kleiner Theorem:

**Theorem 3.8 (Theorem 1.1, [BK02]).** Let $(X, d)$ be an Ahlfors 2-regular metric space homeomorphic to the sphere $S^2$, equipped with the spherical metric. Then $(X, d)$ is quasisymmetric to $S^2$ if and only if $(X, d)$ is linearly locally connected.

See Section 3.3 for the definition of linear local connectivity. This theorem gave an excellent criterion for quasisymmetric parametrizability of 2-dimensional surfaces, and a necessary and sufficient condition is still to be found. Since its publication, there have been some improvements and generalizations [Wi08, MW13], and very recently two new proofs of the theorem were published [Ra17, LW17], which give an alternative perspective to the problem of finding parametrizations.
of 2-dimensional surfaces. We direct the reader to [Ra17] for more references and background on the problem of uniformization of 2-dimensional surfaces.

In fact, we will need a plane version of this theorem, which was proved by Wildrick:

**Theorem 3.9** (Theorem 1.2, [Wi08]). Let \((X,d)\) be an Ahlfors 2-regular and linearly locally connected metric space that is homeomorphic to the plane \(\mathbb{R}^2\). If \((X,d)\) is unbounded and complete then \((X,d)\) is quasisymmetrically equivalent to \(\mathbb{R}^2\) with the Euclidean metric.

The statement is quantitative, in the sense that the distortion function of the quasisymmetry can be chosen to depend only on the constants associated to the Ahlfors 2-regularity and linear local connectivity.

In the next two sections we prove that the spaces \((S_n,d_n)\) are Ahlfors 2-regular and linearly locally connected with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.

In this section we prove, under the assumptions of Theorem 3.7, that the spaces \((S_n,d_n)\) are Ahlfors 2-regular with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.

In this section we prove, under the assumptions of Theorem 3.7, that the spaces \((S_n,d_n)\) are Ahlfors 2-regular with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.

In this section we prove, under the assumptions of Theorem 3.7, that the spaces \((S_n,d_n)\) are Ahlfors 2-regular with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.

In this section we prove, under the assumptions of Theorem 3.7, that the spaces \((S_n,d_n)\) are Ahlfors 2-regular with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.

In this section we prove, under the assumptions of Theorem 3.7, that the spaces \((S_n,d_n)\) are Ahlfors 2-regular with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.

In this section we prove, under the assumptions of Theorem 3.7, that the spaces \((S_n,d_n)\) are Ahlfors 2-regular with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.

In this section we prove, under the assumptions of Theorem 3.7, that the spaces \((S_n,d_n)\) are Ahlfors 2-regular with uniform constants, under the assumptions of Theorem 3.7. The proof of Theorem 3.7 is completed in Section 3.4.

3.2.2. **Ahlfors regularity.** Recall that a metric space \((X,d)\) is Ahlfors \(Q\)-regular for some \(Q > 0\) if there exists a constant \(C \geq 1\) such that for each \(x \in X\) and for all \(0 < r < \text{diam}(X)\) we have

\[
\frac{1}{C} r^Q \leq \mathcal{H}_d^Q(B_d(x,r)) \leq C r^Q,
\]

where \(\mathcal{H}_d^Q\) denotes the Hausdorff \(Q\)-measure.
where \( \mu_0 \) is the Lebesgue measure in \( \mathbb{R}^2 \) and \( P_{n,0} \) is the projection from \( S_n \) to \( \mathbb{R}^2 \). By the Lipschitz property (G1) we have

\[
\mu_0(P_{n,0}(B_n(x, r))) \leq \mu_0(B(P_n(x), r)) = \pi r^2.
\]

Also, if \( E \sim G_k \) and \( y \in B_n(x, r) \cap E \), then \( B_n(x, r) \cap E \subset B_n(y, 2r) \cap E \). On the other hand, \( B_n(y, 2r) \cap E \) is isometric to the intersection of a Euclidean ball of radius \( 2r \) with the Euclidean subset \( E \) by (GS) therefore

\[
\mu_n\left(\bigcup_{E \sim G_k} B_n(x, r) \cap E\right) \leq 2N_0 \cdot 4\pi r^2.
\]

Recall at this point that at most \( 2N_0 \) rectangles are attached to a given graph \( G_k \).

If the projection of \( B_n(x, r) \) to \( \mathbb{R}^2 \) intersects at most \( N_0 \) graphs \( G_{i_1}, \ldots, G_{i_N} \), with \( N \leq N_0 \), then by (3.4) we have

\[
\mu_n(B_n(x, r)) \leq \pi r^2 + N_0(2N_0 \cdot 4\pi r^2) = (\pi + 8N_0^2 \pi)r^2.
\]

This bound is independent of the choice of heights \( h_i \) and graphs \( G_i \) (cf. Remark 3.6).

We claim that we can choose inductively the height \( h_n \) of the rectangles \( E \sim G_n \) such that whenever the projection of a ball \( B_n(x, r) \) to the plane intersects the graphs \( G_{i_1}, \ldots, G_{i_{N_0+1}}, G_{i_{N_0+1}} \) with \( i_1 < \cdots < i_{N_0+1} \leq n \), we have

\[
\mu_n\left(\bigcup_{E \sim G_{i_{N_0+1}}} E\right) \leq r^2,
\]

and also

\[
\mu_n\left(\bigcup_{E \sim G_{i+1}} E\right) \leq \frac{1}{2} \mu_n\left(\bigcup_{E \sim G_i} E\right),
\]

for all \( i = 1, \ldots, n-1 \).

Assuming that, we finish the proof. Let \( B_n(x, r) \) be an arbitrary ball in \( S_n \), whose projection intersects the graphs \( G_{i_1}, \ldots, G_{i_{N_0}}, G_{i_{N_0+1}}, i_1 < \cdots < i_{N_0+1} \leq n \). Also, assume that these are the smaller possible such indices, namely there exists no \( i \notin \{i_1, \ldots, i_{N_0+1}\} \) with \( i < i_{N_0+1} \) such that the projection of \( B_n(x, r) \) intersects \( G_i \). Then we have

\[
\sum_{k=1}^{n} \mu_n\left(\bigcup_{E \sim G_k} B_n(x, r) \cap E\right) = \sum_{j=1}^{N_0} \mu_n\left(\bigcup_{E \sim G_{i_j}} B_n(x, r) \cap E\right)
+ \mu_n\left(\bigcup_{E \sim G_{i_{N_0+1}}} B_n(x, r) \cap E\right)
+ \sum_{i_{N_0+1} < k \leq n} \mu_n\left(\bigcup_{E \sim G_k} B_n(x, r) \cap E\right)
\leq N_0 \cdot 2N_0 \cdot 4\pi r^2 + r^2 + \sum_{i_{N_0+1} < k \leq n} \mu_n\left(\bigcup_{E \sim G_k} E\right),
\]
where we used the bound (3.4) for the first term, and condition (3.5) for the second term. By condition (3.6), the last term is bounded by

$$
\mu_n \left( \bigcup_{E \sim G_{iN_0+1}} E \right) \sum_{k=1}^{\infty} \frac{1}{2^k} \leq r^2.
$$

This concludes the proof, by (3.3), with constant \( c = \pi + 8N_0^2 \pi + 2 \).

Now, we focus on our claim, which we will prove by induction on \( n \in \mathbb{N} \). For \( n = 1, \ldots, N_0 \) we have nothing to show, since the projection of a ball \( B_n(x, r) \) to \( \mathbb{R}^2 \) will always intersect at most \( N_0 \) graphs. We can also adjust the heights \( h_i, i = 1, \ldots, N_0 \) to be so small that (3.6) holds. We assume that the statements hold for some \( n \in \mathbb{N} \), and consider the graph \( G_{n+1} \) and the flap-plane \( (S_{n+1}, d_{n+1}) \). We also choose \( h_{n+1} \) to be so small that (3.6) holds; note that by (G8) the rectangles \( E \sim G_i, i < n + 1 \), with metric \( d_{n+1} \) are isometric to Euclidean rectangles, so we only have to choose \( h_{n+1} \) so small enough, that (3.6) holds for the (last) index \( i = n \). Later, we will make \( h_{n+1} \) even smaller.

If \( B_{n+1}(x, r) \) has a projection to the plane that intersects \( G_{i_1}, \ldots, G_{i_{N_0}}, G_{i_{N_0+1}} \), with \( i_1 < \cdots < i_{N_0+1} \leq n + 1 \) then we split in two cases:

**Case 1:** \( i_{N_0+1} \neq n + 1 \). If \( P: S_{n+1} \to S_n \) denotes the natural projection, then in this case the projection of \( B_n(P(x), r) \) to \( \mathbb{R}^2 \) also intersects \( G_{i_1}, \ldots, G_{i_{N_0}}, G_{i_{N_0+1}} \).

This is essentially because the projection \( P \) from \( S_{n+1} \) to \( S_n \) is 1-Lipschitz by (G1) and also the projections are compatible by (G4). Now, using the induction assumption we obtain

$$
\mu_n \left( \bigcup_{E \sim G_{iN_0+1}} E \right) \leq r^2
$$

The measure \( \mu_n \), restricted to \( E \), is identical to the Lebesgue measure, and also to \( \mu_{n+1} \) by (G8). This completes the proof in this case.

**Case 2:** \( i_{N_0+1} = n + 1 \). Then there exist points \( a_{i_j} \in G_{i_j} \subset \mathbb{R}^2 \) for \( j = 1, \ldots, N_0 \) and a point \( a_{n+1} \in G_{n+1} \) such that

$$
|a_{i_j} - a_{n+1}| < 2r
$$

for all \( j = 1, \ldots, N_0 \). This is because the projection of \( B_{n+1}(x, r) \) to \( \mathbb{R}^2 \) intersects the corresponding graphs, by assumption, and also it is 1-Lipschitz by (G1).

We now introduce auxiliary vertices on \( G_{n+1} \) as follows. We partition each edge of \( G_{n+1} \) in finitely many edges such that the interior of each (new) edge of \( G_{n+1} \) does not contain any vertex of \( G_i, i \leq n \), and also each (new) edge of \( G_{n+1} \) has one “free” vertex that does not lie on any \( G_i, i \leq n \); this is possible because the graphs \( \{G_i\}_{i \in \mathbb{N}} \) possess property \( (G) \) and in particular the open edges of distinct graphs are disjoint. For \( i \leq n \) we set \( \delta_i > 0 \) to be the minimum (Euclidean) distance of the (new) edges of \( G_{n+1} \) from \( G_i \), excluding the edges of \( G_{n+1} \) that intersect \( G_i \). We then set \( \delta = \min_{1 \leq i \leq n} \delta_i > 0 \). The partitioning of the edges of \( G_{n+1} \) is only used to define \( \delta \) in this proof, and is not supposed to alter the graph \( G_{n+1} \) for any other consideration.
If \(|a_i - a_{n+1}| \geq \delta\) for some \(j \in \{1, \ldots, N_0\}\), then we have \(\delta \leq 2r\). Hence, if we set \(h_{n+1}\) to be so small (depending on \(\delta\)) that

\[
\mu_{n+1} \left( \bigcup_{E \sim G_{n+1}} E \right) \leq \frac{\delta^2}{4} \leq r^2,
\]

then we obtain the desired conclusion. Note that \(\delta\), and thus \(h_{n+1}\), is chosen depending only on \(G_1, \ldots, G_{n+1}\).

If \(|a_i - a_{n+1}| < \delta\) for all \(j \in \{1, \ldots, N_0\}\), then by the definition of \(\delta\) this means that \(a_{n+1}\) necessarily lies on an edge \(e\) of \(G_{n+1}\) that intersects \(G_i\), for all \(j \in \{1, \ldots, N_0\}\). However, the edge \(e\) by construction has a “free” vertex, so only one of the two vertices of the edge \(e\) can intersect graphs \(G_i\), \(i \leq n\). Hence, there are \(N_0 + 1\) graphs (including \(G_{n+1}\)) meeting at a vertex of the edge \(e\). This, together with the property \((G)\), imply that there are \(N_0 + 1\) edges of the graph \(T_{n+1}\), meeting at a vertex of the edge \(e\). We now have a contradiction to the assumption that the degree of the planar graph \(T_{n+1}\) is at most \(N_0\).

\section{Linear local connectivity.}

A metric space \((X, d)\) is linearly locally connected (LLC) if there exists a constant \(c > 1\) such that for each ball \(B_d(x, r)\) and for any two points \(z, w \in X\) we have:

(i) If \(z, w \in B_d(x, r)\), then there exists a continuum \(F \subset B_d(x, cr)\) connecting \(z\) and \(w\).

(ii) If \(z, w \notin B_d(x, r)\), then there exists a continuum \(F \subset X \setminus B_d(x, r/c)\), connecting \(z\) and \(w\).

In this case, we say that \(X\) is c-LLC.

As we remarked earlier, the LLC property and the upper mass bound of Ahlfors regularity in the 2-dimensional setting can yield the lower mass bound:

\begin{proposition}
Let \((X, d)\) be a metric space homeomorphic to \(\mathbb{R}^2\). If \((X, d)\) has locally finite Hausdorff 2-measure and is c-LLC, then there exists a constant \(c' > 0\) depending only on \(c\) such that

\[\mathcal{H}_2^2(B_d(x, r)) \geq c' r^2\]

for all \(x \in X\) and \(0 < r < \text{diam}(X)\).
\end{proposition}

This is a folklore statement, and it is discussed in [Ra17] Section 16; see also [Kii16 Corollary 1.4]. We give a quick proof for the sake of completeness.

\begin{proof}
Let \(x \in X\) and \(r < \text{diam}(X)\). Consider the function \(\phi(z) = d(x, z)\), which is 1-Lipschitz. Let \(y \notin B(x, r)\). Then there exists a component \(K_t\) of \(\phi^{-1}(t)\) that separates \(x\) from \(y\) [Mo62 IV Theorem 26]. We claim that \(\mathcal{H}^1_d(K_t) \geq C_1 r\) for all \(t \in [r/4, r/2]\) and for a constant \(C_1 > 0\) depending only on \(c\). If this is the case, then by the co-area formula [AT04 Proposition 3.1.5], there exists a uniform constant \(C_2 > 0\) such that we have

\[\mathcal{H}_2^2(B_d(x, r)) \geq C_2 \int_{r/4}^{r/2} \mathcal{H}^1_d(\phi^{-1}(t)) dt \geq \frac{C_2 C_1}{4} r^2,\]

as desired.

To prove our claim, note that for any \(w \in K_t\), \(t \in [r/4, r/2]\), we have \(x, y \notin B_d(w, r/4)\). By condition (ii) in the definition of linear local connectivity, it follows that there exists a continuum \(F \subset X \setminus B_d(w, r/4c)\) that connects \(x\) and \(y\). However,
any such continuum has to intersect $K_t$. It follows that $K_t$ cannot be contained in $B_d(w,r/4c)$ for any $w \in K_t$, hence $\mathcal{H}^1_p(K_t) \geq \text{diam}(K_t) \geq r/4c$. Our claim is proved with $C_1 = 1/4c$.

Note that each space $(S_n, d_n)$ satisfies condition (i) with constant 1, since the space is endowed with its internal metric the distance between two points $x, y \in S_n$ is equal to the length of the shortest path between the two points.

**Proposition 3.13.** Assume that there exists $N_0 \in \mathbb{N}$ such that each graph $G_n$ has at most $N_0$ edges, and such that the degree of $T_n$ is bounded by $N_0$, for all $n \in \mathbb{N}$. If the heights $\{h_n\}_{n \in \mathbb{N}}$ are chosen to be sufficiently small, then the spaces $(S_n, d_n)$ are c-LLC, with the constant $c$ depending only on $N_0$.

We first prove a version of that for the flap-planes corresponding single graph $G$, with constants independent of the geometry of $G$.

**Lemma 3.14.** Let $G$ be a connected, finite planar graph with at most $N_0 \in \mathbb{N}$ edges. Consider a flap-plane $S \in S\{\{G\}\}$. If the height $h$ of the rectangles $E \sim G$ is less than the width of $E$, then $S$ is c-LLC, with constant $c$ depending only on $N_0$.

Recall here that $S\{\{G\}\}$ denotes the family of flap-planes that can be constructed from the graph $G$; see Remark 3.1. For the proof of this lemma, and also for subsequent proofs in this section we will use generalized versions of properties $[G1]$–$[G8]$ that hold for flap-planes $S \in S\{\{G_i : i \in I\}\}$; see the remarks before the statement of these properties.

**Proof.** Note that we only have to prove condition (ii), i.e., for any ball $B_d(x,r)$ in $S$ and any two points $z,w \in S \setminus B_d(x,r)$ there exists a continuum $F \subset B_d(x,r/c)$ connecting $z$ and $w$, where $c$ depends only on $N_0$.

In fact, it suffices to show that there exists a constant $c > 1$ such that for each ball $B_d(x,r)$ and $z \notin B_d(x,r)$ there exists a polygonal path $\gamma_z \subset S \setminus B_d(x,r/c)$ that connects $z$ to a point $z'$, whose projection to $\mathbb{R}^2$ lies outside $B(\hat{x},r/c)$. Here $\hat{x}$ is the projection of $x$ to $\mathbb{R}^2$. Indeed, if this is true, then the same statement holds for a point $w \notin B_d(x,r)$, and there exists a polygonal path $\gamma_w$ and a point $w'$ with the corresponding properties. One can then connect the projections $\hat{z}'$ and $\hat{w}'$ with a polygonal path $\hat{\gamma} \subset \mathbb{R}^2 \setminus B(\hat{x},r/c)$. By properties $[G3]$ and $[G1]$ the path $\hat{\gamma}$ lifts to a polygonal path $\gamma$ that connects $z'$ and $w'$ and lies outside $B(x,r/c)$. Then the concatenation of $\gamma_z, \gamma$, and $\gamma_w$ yields the desired path in the LLC (ii) condition.

Assume that $z \notin B_d(x,r)$. We denote by $P : S \to \mathbb{R}^2$ the projection of $S$ to the plane. Also, for a point $y \in S$ we use the notation $\hat{y} = P(y)$. We now split the argument in two cases:

**Case 1:** $r \geq 4N_0h$. Then the projected point $\hat{z}$ does not lie in $B(\hat{x},r/2)$. Indeed, if $|\hat{x} - \hat{z}| < r/2$, then by the property $[G2]$ we have
\[
d(x,z) \leq |\hat{x} - \hat{z}| + 2N_0h < r/2 + r/2 = r,
\]
a contradiction. Hence, we can take $z' = z$, and $c \geq 2$.

**Case 2:** $r < 4N_0h$. We set $r_1 = r/16N_0 < h/4$.

We connect $z$ to $x$ with a geodesic $\gamma \subset S$. If $\gamma$ (or rather its projection) does not intersect $G$, then by $[G3]$ it projects isometrically to a geodesic from $\hat{z}$ to $\hat{x}$, which has to be a straight line segment. Then
\[
|\hat{x} - \hat{z}| = d(x,z) > r
\]
so \( \tilde{z} \notin B(\tilde{x}, r) \), and we can set \( z' = z \) and \( c \geq 1 \).

If \( \gamma \) does intersect \( G \), we consider \( y \) to be the first entry point of \( \gamma \) into a rectangle \( E \sim G \) as it travels from \( z \) to \( x \). In particular, the segment \( [z, y] \subset \gamma_z \) does not intersect \( G \) and projects isometrically to a line segment \( [\tilde{z}, \tilde{y}] \) in \( \mathbb{R}^2 \). If \( y \in B_d(x, 5r_1) \), then using the 1-Lipschitz property \((G1)\) of the projection and also \((G5)\) we have

\[
|\tilde{z} - \tilde{x}| \geq |\tilde{z} - \tilde{y}| - |\tilde{y} - \tilde{x}| \geq d(z, y) - d(y, x) \\
= d(z, x) - 2d(y, x) > r - 10r_1 > r_1,
\]

since \( r = 16N_0r_1 > 11r_1 \). It follows that \( \tilde{z} \) lies outside \( B(\tilde{x}, r_1) \). Hence, we may take \( z' = z \) and \( c \geq 16N_0 \).

Finally, we have to treat the case that \( y \in E \) but \( y \notin B_d(x, 5r_1) \). We claim that \( y \) can be connected to a point \( y' \in E \) with a polygonal path \( \gamma_y \subset E \) outside \( B_d(x, r_1) \) such that \( y' \) projects to a point \( \tilde{y}' \) lying outside \( B(\tilde{x}, r_1) \). In this case, note that we also have \( [z, y] \cap B_d(x, r_1) = \emptyset \), since \( y \notin B_d(x, r_1) \) and \( [z, y] \subset \gamma_z \), where \( \gamma_z \) is a geodesic from \( z \) to \( x \). Then one can concatenate the path \([z, y]\) with \( \gamma_y \) to obtain the desired polygonal path. Here, we have \( z' = y' \) and \( c \geq 16N_0 \).

We now prove our last claim. If \( B_d(x, r_1) \cap E = \emptyset \), then we connect \( y \) with a polygonal path in \( E \) to a point \( y' \in E \), whose projection lies outside \( B(\tilde{x}, r_1) \). This can be done because \( E \) projects onto a line segment of length equal to the width of \( E \), and thus greater than \( h \), but the ball \( B(\tilde{x}, r_1) \) has diameter \( 2r_1 < h/2 \). Next, assume that \( B_d(x, r_1) \cap E \neq \emptyset \) and that the intersection contains a point \( a \in E \). We have

\[
y \notin B_d(x, 5r_1) \supset B_d(a, 4r_1) \supset B_d(a, 2r_1) \supset B_d(x, r_1).
\]

The metric \( d \) is isometric to the Euclidean metric when restricted to \( E \) by \((G8)\) hence \( B_d(a, 2r_1) \cap E \) is the intersection of a round ball with the rectangle \( E \). Since \( 2r_1 < h/2 \), the ball \( B_d(a, 2r_1) \) cannot intersect both the top and bottom “long” sides of \( E \). This implies that the set \( E \setminus B_d(a, 2r_1) \) has at most two connected components, one of which contains a “long” side \( \mathcal{E} \) of \( E \), with length equal to the width of \( E \), and thus greater than the height \( h \).

If \( E \setminus B_d(a, 2r_1) \) has only one component then it is path connected. In this case, the point \( y \in E \setminus B_d(a, 2r_1) \) can be connected with a polygonal path \( \gamma_y \subset E \setminus B_d(a, 2r_1) \) to a point \( y' \in E \), whose projection to the plane lies outside \( B(\tilde{x}, r_1) \). Again, this is because the set \( E \setminus B_d(a, 2r_1) \) projects onto an interval in \( \mathbb{R}^2 \) whose length is larger than \( h > 4r_1 > \text{diam}(B(\tilde{x}, r_1)) \).

The scenario in which \( E \setminus B_d(a, 2r_1) \) has two components can only occur if \( B_d(a, 2r_1) \) intersects two adjacent sides of the rectangle \( E \). The point \( y \) then has to lie in the “large” component that also contains the side \( \mathcal{E} \) of \( E \). Indeed, the other component is contained in \( B(a, 4r_1) \), hence it cannot contain \( y \). Now, as before, we can connect \( y \) with a polygonal path outside \( B_d(a, 2r_1) \supset B_d(x, r_1) \) to a point \( y' \) with the desired property.

Summarizing, we proved that \( S \) is \( c \)-LLC with \( c = 16N_0 \), provided that \( h \) is smaller than the length of the edges of \( G \). \( \square \)

**Remark 3.15.** The proof of Lemma 3.14 shows that one may obtain the following stronger conclusion which implies that the space is \( c \)-LLC:

There exists a constant \( c > 1 \) such that for each ball \( B_d(x, r) \) and for each \( z \notin B_d(x, r) \) there exists a path \( \gamma_z \) outside \( B_d(x, r/c) \) that connects \( z \) to a point \( z' \).
whose projection $z'$ to the plane lies outside $B(\tilde{x}, r/c)$. The path $\gamma_z$ can be taken to be polygonal.

Next, we have a version of the previous lemma for $N \leq N_0$ graphs.

**Lemma 3.16.** Let $\{G_1, \ldots, G_N\}$ be a family of connected, finite planar graphs possessing property (G), each having at most $N_0$ edges, and also suppose that $N \leq N_0$. Consider a flap-plane $S \in \mathcal{S}(\{G_1, \ldots, G_N\})$. If the height $h_i$ of each $E \sim G_i$ is less than the width of $E$ for all $i \in \{1, \ldots, N\}$, then the flap-plane $S$ is c-LLC, with constant $c$ depending only on $N_0$.

In fact, Remark 3.15 also applies here. It is important in this lemma that the height $h_i$ can be chosen to depend only on $G_i$ and not on $G_j$ for $i \neq j$. In particular, we can set $h_i$ to be less than smallest among the lengths of the edges of $G_i$.

**Proof.** We give the argument in case $N = 2$ and then sketch the almost identical induction argument required to prove the statement for arbitrary $N \leq N_0$. Assume that we have two graphs $G_1$ and $G_2$, and let $h_1, h_2 > 0$ be smaller than the length of each edge of $G_1, G_2$, respectively. Without loss of generality, we assume that $h_1 \leq h_2$.

Consider a flap-plane $S \in \mathcal{S}(\{G_1, G_2\})$ with metric $d$, and let $\Sigma \in \mathcal{S}(\{G_2\})$ with metric $\sigma$ be the flap-plane that arises by collapsing the rectangles $E \sim G_1$ to the plane. Also, consider the natural projection $P^* : S \to \Sigma$. For a point $x \in S$ we denote $x^* = P^*(x)$.

As remarked in the beginning of the proof of Lemma 3.14 and also in Remark 3.15 it suffices to show that for each ball $B_d(x, r)$ and $z^* \in B_\sigma(x^*, r/c^*)$ there exists a path $\gamma_z \subset S \setminus B_d(x, r/c_0)$ that connects $z$ to a point $z'$, whose projection to $\mathbb{R}^2$ lies outside $B(\tilde{x}, r/c_0)$. Here, $c_0 > 1$ is a constant that depends only on $N_0$ and, as usual, $\tilde{x}$ denotes the projection of $x$ to the plane.

As in the proof of Lemma 3.14 we split in two cases. If $r \geq 4N_0h_1$, then we have $z^* \in \Sigma \setminus B_\sigma(x^*, r/2)$. Indeed, otherwise, by (G2) we would have

\[d(x, z) \leq \sigma(x^*, z^*) + 2N_0h_1 < r/2 + r/2 = r,
\]

a contradiction. By Lemma 3.14 and Remark 3.15 there exists a constant $c > 1$ depending only on $N_0$ and there exists a polygonal path $\gamma'$ outside $B_d(x^*, r/2c)$ that connects $z^*$ to a point $(z^*)'$, whose projection to the plane lies outside $B(\tilde{x}, r/2c)$. Using (G1) and (G3) we can lift $\gamma'$ to a polygonal path $\gamma \subset S \setminus B_d(x, r/2c)$ that connects $z$ to a point $z'$, whose projection to the plane agrees with the projection of $(z^*)'$ (by compatibility (G4)), and therefore lies outside $B(\tilde{x}, r/2c)$. Hence, we may choose $c_0 \geq 2c$.

If $r < 4N_0h_1$, then we also have $r < 4N_0h_2$. Then the same argument as in Case 2 of the proof of Lemma 3.14 can be used to obtain the conclusion and here we only need to choose $c_0 \geq 16N_0$. Summarizing, one has to choose $c_0 = \max\{2c, 16N_0\}$, which depends only on $N_0$.

Assume that the statement holds for any family of $N - 1 \leq N_0$ graphs $G_1, \ldots, G_{N-1}$ satisfying the assumptions. Namely, there exists a constant $c$ depending only on $N_0$ such that any flap-plane $S \in \mathcal{S}(\{G_1, \ldots, G_{N-1}\})$ with the correct choice of heights is c-LLC and satisfies the condition of Remark 3.15. We now consider $N \leq N_0$ graphs $G_1, \ldots, G_N$ and a flap-plane $S \in \mathcal{S}(\{G_1, G_2, \ldots, G_N\})$ with metric $d$ as in the statement. By reordering the graphs, we may assume that $h_1 \leq \cdots \leq h_N$. Let $\Sigma$ be the flap-plane arising by collapsing all rectangles $E \sim G_1$ to the plane.
Then $\Sigma \in \mathcal{S}\{G_2, \ldots, G_N\}$ and it satisfies the condition of Remark 3.15 by the induction assumption.

We consider $z \in S \setminus B_d(x, r)$ and split in two cases. If $r \geq 4N_0h_1$, then $z^* \in \Sigma \setminus B_{\sigma}(x^*, r/2)$, where $z^* = P^*(z)$, and $P^* : \Sigma \to \Sigma$ is the projection. By the induction assumption it follows that $z^*$ can be connected with a path $\gamma^* \subset \Sigma \setminus B_{\sigma}(x^*, r/2c)$ to a point $(z^*)'$, whose projection to the plane lies outside $B(\bar{x}, r/2c)$. Lifting the path $\gamma^*$ to $S$ yields the desired path. Hence, it suffices to choose the LLC constant to be $c_0 \geq 2c$.

If $r < 4N_0h_1$ then in fact $r < 4N_0h_i$ for all $i \in \{1, \ldots, N\}$. Thus, the argument in Case 2 of the proof of Lemma 3.14 can be used, and the LLC constant has to be $c_0 \geq 16N_0$. Summarizing, one has to choose $c_0 = \max\{2c, 16N_0\}$, which depends only on $N_0$.

**Proof of Proposition 3.13** Recall that $S_n = S(G_1, \ldots, G_n) \in \mathcal{S}((S_1, \ldots, S_n))$ is the flap-plane constructed with the procedure described in the beginning of Section 3.1. The metric of $S_n$ is denoted by $d_n$ and the ball around $x$ of radius $r$ will be denoted by $B_n(x, r)$.

We argue by induction on $n$. We claim that for each $n \in \mathbb{N}$ there exists a constant $C_n > 1$, increasing and uniformly bounded in $n$ such that if the height $h_n$ is chosen to be small enough depending on $G_1, \ldots, G_n$ and also smaller than the width of the rectangles $E \sim G_n$, then the following holds:

whenever $z \notin B_n(x, r)$ for some $x \in S_n$ and $r > 0$, we can connect $z$ to a point $z'$ with a polygonal path $\gamma \subset S_n \setminus B_n(x, r/C_n)$ such that the projection $\hat{z}'$ of $z'$ to $\mathbb{R}^2$ lies outside $B(\bar{x}, r/C_n)$.

This suffices by Remark 3.15 and shows that $S_n$ is $C_n$-LLC. Since $C_n$ is bounded above by a constant $C$, it follows that $S_n$ is $C$-LLC for all $n \in \mathbb{N}$, which is the desired conclusion.

Now, we focus on proving our claim. For $n = 1$ the statement holds with the constant $C_1$ given by Lemma 3.16 provided that $h_1$ is sufficiently small depending on $G_1$. We assume that the claim holds for $S_n$, so, in particular, the height $h_i$ of each rectangle $E \sim G_i$ has been chosen to be less than the width of $E$ for $i \in \{1, \ldots, n\}$. Our goal is to choose the height $h_{n+1}$ of the rectangles $E \sim G_{n+1}$ so that our claim holds. To begin with, we choose $h_{n+1}$ to be smaller than the width of all rectangles $E \sim G_{n+1}$, and later we will choose it to be even smaller. Consider a ball $B_{n+1}(x, r) \subset S_{n+1}$ and $z \notin B_{n+1}(x, r)$. We split into two main cases:

**Case 1:** The projection of $B_{n+1}(x, r)$ to the plane does not intersect both $G_{n+1}$ and $\bigcup_{i<n+1} G_i$.

Assume first that the projection of $B_{n+1}(x, r)$ to the plane intersects only $G_{n+1}$. We denote by $\Sigma(G_{n+1}) \in \mathcal{S}((G_{n+1}))$ the flap-plane that arises by collapsing all rectangles $E \sim G_i$, $i < n + 1$, to the plane. Note that $\Sigma(G_{n+1})$ is not necessarily equal to $S(G_{n+1})$; recall Remark 3.1. Also, we denote by $P^* : S(G_1, \ldots, G_{n+1}) \to \Sigma(G_{n+1})$ the natural projection, and by $\sigma$ the metric of $\Sigma(G_{n+1})$. An application of (G6) yields $(P^*)^{-1}(B_{\sigma}(x^*, r)) = B_{n+1}(x, r)$, where $x^* = P^*(x)$. We now have that $z^* = P^*(z) \notin B_{\sigma}(x^*, r)$, hence, by Lemma 3.16 and Remark 3.15 there exists a polygonal path $\gamma^* \subset \Sigma(G_{n+1}) \setminus B_{\sigma}(x^*, r/C_1)$ that connects $z^*$ to a point $(z^*)'$, whose projection to $\mathbb{R}^2$ lies outside $B(\bar{x}, r/C_1)$. Using (G3) and the 1-Lipschitz property (G1), we lift the path $\gamma^*$ under $P^*$ to a polygonal path $\gamma \subset S_{n+1} \setminus B_{n+1}(x, r/C_1)$.
that connects \( z \) to a point \( z' \), whose projection to \( \mathbb{R}^2 \) is the same as the projection of \((z')' \) to \( \mathbb{R}^2 \) (by compatibility \((G4)\)), so it lies outside \( B(\bar{x}, r/C_1) \). The constant \( C_{n+1} \) will be chosen later so that \( C_{n+1} \geq C_n \geq C_1 \). Hence, \( \gamma \) lies outside \( B_{n+1}(x, r/C_{n+1}) \) and the projection of \( z' \) to the plane lies outside \( B(\bar{x}, r/C_{n+1}) \), as desired.

Next, assume that the projection of \( B_{n+1}(x, r) \) to the plane intersects only \( \bigcup_{i<n} G_i \). We denote here by \( P^* \) the projection of \( S_{n+1} \) to \( S_n \). Then by \((G6)\) we have \((P^*)^{-1}(B_{n}(x^*, r)) = B_{n+1}(x, r) \). Since \( z^* \notin B_{n}(x^*, r) \), by the induction assumption there exists a polygonal path \( \gamma^* \subset S_n \setminus B_{n}(x^*, r/C_n) \) that connects \( z^* \) to a point \((z')' \), whose projection to \( \mathbb{R}^2 \) lies outside \( B(\bar{x}, r/C_n) \). Lifting this path and noting that \( C_{n+1} \geq C_n \), as before, yields again the desired path \( \gamma \) and point \( z' \).

**Case 2:** The projection of \( B_{n+1}(x, r) \) to the plane intersects both \( G_{n+1} \) and \( \bigcup_{i<n+1} G_i \). Let \( J \subset \{1, \ldots, n\} \) be the set of indices \( j \) such that the projection of \( B_{n+1}(x, r) \) to the plane intersects \( G_j \).

Assume first that \( \# J \leq N_0 - 1 \), and let \( \Sigma \in \mathcal{S}(\{G_{n+1}\} \cup \{G_i : j \in J\}) \) with metric \( \sigma \) be the flap-plane arising by collapsing the rectangles \( E \sim G_i, i \notin J, \ i \neq n + 1 \), to the plane. We note that we can apply Lemma 3.10 to \( \Sigma \), since the heights of the rectangles attached to the corresponding graphs are smaller than the widths, by the induction assumption and the choice we have made for \( h_{n+1} \). Since \( B_{n+1}(x, r) \) (or rather its projection to \( \mathbb{R}^2 \)) intersects only graphs that are also “present” in \( \Sigma \), we can use as before property \((G6)\) and path-lifting to reduce the statement to \( \Sigma \). By Lemma 3.10 and Remark 3.15 the conclusion holds in \( \Sigma \) with the constant \( \mathcal{C}_1 \) given by Lemma 3.10.

Assume now that \( \# J \geq N_0 \). Then there exist points \( a_j \in G_j, j \in J \), and a point \( a_{n+1} \in G_{n+1} \) such that

\[
|a_j - a_{n+1}| < 2r
\]

for all \( j \in J \). This follows from the 1-Lipschitz property \((C1)\) of the projections.

As in the proof of Lemma 3.11, we introduce auxiliary vertices on \( G_{n+1} \) as follows.

We partition each edge of \( G_{n+1} \) in finitely many edges such that the interior of each (new) edge of \( G_{n+1} \) does not contain any vertex of \( G_i, i \leq n \), and also each (new) edge of \( G_{n+1} \) has one “free” vertex that does not lie on any \( G_i, i \leq n \). For \( i \leq n \) we set \( \delta_i > 0 \) to be the minimum distance of the (new) edges of \( G_{n+1} \) from \( G_i \), excluding the edges of \( G_{n+1} \) that intersect \( G_i \). We then set \( \delta = \min_{1 \leq i \leq n} \delta_i \).

The partitioning of the edges of \( G_{n+1} \) is only used to define \( \delta \) in this proof, and is not considered to alter the graph \( G_{n+1} \) for any other consideration. Note that \( \delta \) depends only on \( G_1, \ldots, G_{n+1} \).

As in the proof of Lemma 3.11, there has to exist some \( j \in J \) such that \( |a_j - a_{n+1}| > \delta \), since the degree of \( G_{n+1} \) is at most \( N_0 \). Hence, \( \delta < 2r \). Now, for any number \( \alpha \in (0, 1) \), we can choose the height \( h_{n+1} \) to be so small, depending only on \( N_0, \delta, \) and \( \alpha \), that

\[
B_{n+1}(x, r) \supset (P^*)^{-1}(B_{n}(x^*, \alpha r))
\]

where \( P^* \) denotes the projection from \( S_{n+1} \) onto \( S_n \). Indeed, for any \( y^* \in B_{n}(x^*, \alpha r) \) and any preimage \( y \in (P^*)^{-1}(y^*) \) we have by \((G2)\)

\[
d_{n+1}(x, y) \leq d_{n}(x^*, y^*) + 2 N_0 h_{n+1} < \alpha r + (1 - \alpha) \delta / 2 < r,
\]

provided that \( h_{n+1} < (1 - \alpha) \delta / (4 N_0) \). \((3.7)\) implies that \( z^* \notin B_{n}(x^*, \alpha r) \), so by the induction assumption there exists a path \( \gamma^* \subset S_n \setminus B_{n}(x^*, \alpha r/C_n) \) that
connects $z^*$ to a point $(z^*)' \notin B_n(x^*, \alpha r/C_n)$, whose projection to $\mathbb{R}^2$ lies outside $B(x, \alpha r/C_n)$. The path $\gamma'$ lifts to a path $\gamma \subset B_{n+1}(x, \alpha r/C_n)$, so our claim holds with $C_{n+1} = C_n/\alpha$. Now, we choose $\alpha = 1 - 1/(n+1)^2$, so

$$C_{n+1} = C_n \left(1 - \frac{1}{(n+1)^2}\right)^{-1} > C_n \geq C_1.$$  

With this choice we have

$$C_{n+1} \leq \prod_{i=1}^{\infty} \left(1 - \frac{1}{(i+1)^2}\right) =: C < \infty$$

for all $n \in \mathbb{N}$. Note that $C$ depends only on $C_1$, and thus only on $N_0$. \hfill $\square$

3.4. **Proof of Theorem 3.7** We will use Theorem 3.9. We note first that the assumptions of the theorem are satisfied by the spaces $(S_n, d_n)$ with uniform constants. Indeed, each of the flap-planes $(S_n, d_n)$ is unbounded since the projection onto the plane is 1-Lipschitz by (G1). Also, $(S_n, d_n)$ is complete since is is obtained by attaching finitely many rectangles to the plane; cf. proof of Proposition 3.2. Furthermore, if the heights $h_1, \ldots, h_n$ are chosen (inductively) to be sufficiently small, then by Proposition 3.10 and Proposition 3.13 we conclude that $(S_n, d_n)$ is Ahlfors 2-regular and LLC with constants independent of $n$. We also choose the heights to be even smaller, if necessary, so that the conclusions of Proposition 3.2 and Proposition 3.3 hold.

Theorem 3.9 now yields for each $n \in \mathbb{N}$ a quasisymmetry $f_n$ from $(S_n, d_n)$ onto $\mathbb{R}^2$. Since the statement of the theorem is quantitative, we may assume that the distortion function $\eta$ of $f_n$ is independent of $n$. We would like to pass to a limiting quasisymmetry $f: S_\infty \to \mathbb{R}^2$. This will be obtained by applying Lemma 2.12 after normalizing the functions $f_n$.

Consider the limiting space $(S_\infty, d_\infty)$, given by Proposition 3.2. By Proposition 3.5 for a fixed point $p \in S_\infty$ we may choose points $p_n \in S_n$ such that the sequence $(S_n, d_n, p_n)$ converges to the space $(S_\infty, d_\infty, p)$ in the pointed Gromov-Hausdorff sense of Definition 2.10.

Since all of the spaces $S_n$ are Ahlfors 2-regular with uniform constants, it follows that they are uniformly doubling; see comments after Definition 2.10. For each $n \in \mathbb{N}$ we consider a point $x_n \in S_n$ such that $d_n(p_n, x_n) = 1$; recall that the space $S_n$ is a length space. By postcomposing $f_n$ with a Möbius transformation of $\mathbb{R}^2$, we may obtain a sequence $g_n: S_n \to \mathbb{R}^2$ such that $g_n(p_n) = 0$ and $g_n(x_n) = 1$ for all $n \in \mathbb{N}$. The functions $g_n$ will still be $\eta$-quasisymmetric, since the distortion function is not affected under compositions with scalings and translations. Lemma 2.12 (with $Y_n \equiv \mathbb{R}^2$) now yields a subsequence of $g_n$ that converges to an $\eta$-quasisymmetry $g: S_\infty \to \mathbb{R}^2$. By Lemma 2.11 it also follows that $S_\infty$ is Ahlfors 2-regular. \hfill $\square$

4. The continuous case

In this section we prove first the non-removability of the gasket for continuous $W^{1,2}$ functions (Theorem 1.6) and then the non-removability of homeomorphic copies of the gasket (Theorem 1.7). Also, we include proofs of the general statements in Theorem 1.3 and Proposition 1.4 regarding the (non)-removability of sets of positive measure.
4.1. **Terminology and geometry of the gasket.** We first recall the definition of the Sierpiński gasket, introduce some terminology, and discuss its combinatorial properties.

The Sierpiński gasket is constructed as follows. We consider an equilateral triangle of sidelength 1 and subdivide it into four equilateral triangles of sidelength $1/2$. After removing the middle triangle, we proceed inductively with subdividing each of the remaining three triangles into four equilateral triangles of sidelength $1/4$, and so on. The remaining compact set $K$ is the Sierpiński gasket; see Figure 1.1. From the definition it is immediate that $K$ has area zero. Indeed, at the $n$-th step of the construction $K$ is contained in the union of $3^n$ equilateral triangles of sidelength $1/4$, hence

$$m_2(K) \leq 3^n \cdot \frac{\sqrt{3}}{4} \cdot \frac{1}{4^n},$$

which converges to 0 as $n \to \infty$. We will assume in what follows that $K \subset B(0, 2) \subset \mathbb{R}^2$.

We call $w$-**triangles** the complementary triangles of $K$ that are removed in each step. Making abuse of terminology we also call the unbounded component of $\mathbb{R}^2 \setminus K$ a $w$-triangle of sidelength 1. In the construction of $K$, at each step we remove a central $w$-triangle $W_0$ from an equilateral triangle $V_0$ having double the sidelength of $W_0$, after subdividing $V_0$ into four equilateral triangles. We call $v$-**triangles** the triangles arising as $V_0$. $w$-triangles and $v$-triangles are by definition open sets. Hence, using the previous notation $V_0 \setminus W_0$ is the union of three $v$-triangles. We say that the **level** of a $w$-triangle $W_0$ is equal to $n$ if the sidelength of $W_0$ is equal to $2^{-n}$. In particular, the unbounded $w$-triangle has level 0, and the central $w$-triangle of the first step of the construction has level 1. For $n \geq 1$ there exist $3^{n-1}$ $w$-triangles of level $n$. Similarly, we say that the level of a $v$-triangle $V_0$ is equal to $n$ if its sidelength is $2^{-n}$. Note that there exists one $v$-triangle of level 0 and $3^n$ $v$-triangles of level $n$, for each $n \in \mathbb{N}$.

We denote by $\mathcal{W}$ be the collection of $w$-triangles, and

$$\mathcal{W}_\infty := \bigcup_{w \in \mathcal{W}} \overline{w}.$$ 

Also, we use the notation $K^\circ$ for the points of $K$ that do not lie on the boundary of any $w$-triangle, so in particular we have

$$K^\circ = K \setminus \mathcal{W}_\infty.$$

In the proofs, if $z$ is a point of the gasket, we will often have to distinguish between three cases, depending on whether $z$ is a vertex of a $w$-triangle, or a point on an edge of a $w$-triangle but not a vertex, or none of the above, i.e., $z \in K^\circ$. In the first case that a point $z \in K$ is a vertex of a $w$-triangle, we say that $z$ is of **vertex type**. In the second case that $z$ lies on the boundary of a $w$-triangle but it is not a vertex, we say that it is of **edge type**.

Two $w$-triangles $W_1, W_2$ are **adjacent** if a vertex of $W_1$ lies on $\partial W_2$, or vice versa. Note that if $W_1$ has a vertex on $\partial W_2$ then the level of $W_2$ is strictly smaller than that of $W_1$, i.e., $W_2$ is a strictly larger triangle than $W_1$. 
We now study some important properties of the combinatorics of the gasket. For each point \( z \in K \) there exists a sequence \( \{V_n\}_{n \in \mathbb{N}} \) of nested \( v \)-triangles with
\[
\{z\} = \bigcap_{n=1}^{\infty} V_n.
\]
In fact, this sequence is unique if the following hold:

(i) \( z \) is not a vertex of a \( w \)-triangle, or it is a vertex of the unbounded \( w \)-triangle of level 0,
(ii) \( V_1 \) has level 0 (so it is the very first triangle in the construction of \( K \)), and \( V_n \) has level \( n-1 \) for \( n \in \mathbb{N} \),
(iii) \( V_{n+1} \subset V_n \) for \( n \in \mathbb{N} \).

If \( z \) is a vertex of a \( w \)-triangle of level at least 1 then there are precisely two distinct sequences shrinking to \( z \) and satisfying (ii) and (iii).

The following two lemmas describe how the sequence \( V_n \) shrinks to the point \( z \). In fact, the first lemma refers to \( v \)-triangles and the second lemma to \( w \)-triangles. We could have incorporated both lemmas in one, but this would complicate the statements, so we state them separately.

**Lemma 4.1.** Let \( \{V_n\}_{n \geq 1} \) be a nested sequence of \( v \)-triangles satisfying (ii) and (iii), and converging to a point \( z \in K \), in the sense that
\[
\{z\} = \bigcap_{n=1}^{\infty} V_n.
\]

In case \( z \) is a vertex of a \( w \)-triangle of level at least 1 we also consider the other sequence \( \{V'_n\}_{n \in \mathbb{N}} \) that is distinct from \( \{V_n\}_{n \in \mathbb{N}} \) and converges to \( z \). If \( z \) is a vertex of the unbounded \( w \)-triangle of level 0 we set \( V'_n = V_n \) for \( n \in \mathbb{N} \).

(I) If \( z \) is of vertex type, then there exist two (possibly non-distinct) \( w \)-triangles \( A \) and \( B \) with \( z \in \partial A \cap \partial B \) such that for each \( n \in \mathbb{N} \) the set \( \overline{A} \cup \overline{B} \cup V_n \cup V'_n \) contains all sufficiently small open neighborhoods of \( z \).

(II) If \( z \) is of edge type, then \( z \in \partial V_n \) for all \( n \in \mathbb{N} \) and moreover, there exists a \( w \)-triangle \( B \) with \( z \in \partial B \) such that for each \( n \in \mathbb{N} \) the set \( \overline{B} \cup \overline{V}_n \) contains all sufficiently small open neighborhoods of \( z \).

(III) If \( z \in K^o \) then \( z \notin \partial V_n \) for all \( n \in \mathbb{N} \), so for each \( n \in \mathbb{N} \) the set \( V_n \) contains all sufficiently small open neighborhoods of \( z \).

**Lemma 4.2.** Let \( \{V_n\}_{n \geq 1} \) be a nested sequence of \( v \)-triangles satisfying (ii) and (iii), and converging to a point \( z \in K \), in the sense that
\[
\{z\} = \bigcap_{n=1}^{\infty} V_n.
\]

Also, for each \( n \in \mathbb{N} \) consider the central \( w \)-triangle \( W_n \subset V_n \) of level \( n \). Then, for \( n \geq 2 \), \( W_n \) has one vertex on \( \partial W_{n-1} \), and two vertices on the boundaries of some \( w \)-triangles \( A_n, B_n \) (we could have \( A_n = B_n \) if they are the unbounded \( w \)-triangle of level 0). Assume that the level of \( B_n \) is at most the level of \( A_n \) (so \( B_n \) is a larger triangle than \( A_n \)). Furthermore:

(I) If \( z \) is a vertex of a \( w \)-triangle \( A \) (i.e., \( z \) is of vertex type), then there exists another \( w \)-triangle \( B \) with \( z \in \partial A \cap \partial B \) such that for all sufficiently large \( n \in \mathbb{N} \) we have \( A_n = A \) and \( B_n = B \). In this case, \( \partial V_n \) is contained in
There exists a continuous function $f: \mathbb{R}^2 \to \mathbb{R}$ with $f \in W^{1,2}(\mathbb{R}^2 \setminus K)$, but $f \not\in W^{1,2}(\mathbb{R}^2)$. In particular, $K$ is non-removable for $W^{1,2}$.

The function $f$ will be almost a constant on each $w$-triangle, and will rapidly change near the vertices. The (almost constant) value of $f$ on each $w$-triangle will

- \[ \partial W_{n-1} \cup \partial A \cup \partial B \text{ and contains } z, \partial W_{n-1} \cap \partial A, \partial W_{n-1} \cap \partial B, \text{ and also the vertices of } W_n \subseteq V_n. \]

\[ (II) \text{ If } z \text{ is of edge type, then there exists a } w\text{-triangle } B \text{ such that } z \in \partial B \text{ and } B_n = B \text{ for all sufficiently large } n \in \mathbb{N}, \text{ but no other } w\text{-triangle } A \text{ has the property that } A_n = A \text{ infinitely often. Moreover, for all sufficiently large } n \in \mathbb{N}, \text{ } W_{n-1} \text{ has a vertex on } \partial B \text{ and a vertex on } \partial A_n, \text{ and } A_n \text{ has a vertex on } \partial B. \text{ In fact, there exists a sequence } \{k(n)\}_{n \in \mathbb{N}} \text{ with } k(n) \to \infty \text{ as } n \to \infty \text{ such that } A_n = W_{k(n)} \text{ for all sufficiently large } n \in \mathbb{N}. \text{ In this case, } \partial V_n \text{ is contained in } \partial W_{n-1} \cup \partial W_{k(n)} \cup \partial B \text{ and contains the vertices } \partial W_{n-1} \cap \partial B, \partial W_{k(n)} \cap \partial B, \partial W_{n-1} \cap \partial W_{k(n)}, \text{ and also the vertices of } W_n. \text{ Finally, the vertices } x_{n-1,k(n)} = \partial W_{n-1} \cap \partial W_{k(n)}, x_{n,k(n)} = \partial W_n \cap \partial W_{k(n)}, \text{ and } x_{k(n),B} = \partial W_{k(n)} \cap \partial B \text{ are contained in a half-edge of } \partial W_{k(n)}^1, \text{ and } x_{n,k(n)} \text{ lies between the two other vertices.} \]

\[ (III) \text{ If } z \in K^0, \text{ then no } w\text{-triangle } W \text{ has the property that } A_n = W \text{ or } B_n = W \text{ infinitely often. Moreover, for all sufficiently large } n \in \mathbb{N}, \text{ } W_{n-1} \text{ has a vertex on } \partial A_n \text{ and a vertex on } \partial B_n, \text{ and } A_n \text{ has a vertex on } \partial B_n. \text{ In fact, there exist sequences } \{k(n)\}_{n \in \mathbb{N}}, \{l(n)\}_{n \in \mathbb{N}} \text{ that diverge to } \infty \text{ such that } A_n = W_{k(n)} \text{ and } B_n = W_{l(n)} \text{ for all sufficiently large } n \in \mathbb{N}. \text{ In the latter case, note that } l(n) < k(n) < n-1 < n, \text{ and also } \partial V_n \subseteq \partial W_{n-1} \cup \partial W_{k(n)} \cup \partial W_{l(n)}. \text{ Finally, the vertices } x_{n-1,k(n)} = \partial W_{n-1} \cap \partial W_{k(n)}, x_{n,k(n)} = \partial W_n \cap \partial W_{k(n)}, \text{ and } x_{k(n),l(n)} = \partial W_{k(n)} \cap \partial W_{l(n)} \text{ are contained in a half-edge of } \partial W_{k(n)}^1, \text{ and } x_{n,k(n)} \text{ lies between the two other vertices. The same statement holds with the roles of } k(n) \text{ and } l(n) \text{ reversed; see Figure 4.1.} \]

The proofs of both lemmas are elementary and can be done by induction, so we leave them to the reader. Especially the second lemma will be crucially used in the proof of continuity of $f$ in the next theorem.

**Theorem 4.3.** There exists a continuous function $f: \mathbb{R}^2 \to \mathbb{R}$ with $f \in W^{1,2}(\mathbb{R}^2 \setminus K)$, but $f \not\in W^{1,2}(\mathbb{R}^2)$. In particular, $K$ is non-removable for $W^{1,2}$. \[ \]
be the average of the values on neighboring triangles of the previous level, with the exception of the central \( w \)-triangle of level 1; see Figure 4.2.

The construction will be done in several steps. We will give an inductive construction of the function \( f \), and ensure that it has finite energy, i.e., \( \nabla f \in L^2(\mathbb{R}^2) \). In fact, we will show that \( \| \nabla f \|_{L^2(\mathbb{R}^2)} \) can be made arbitrarily small, and this will prevent \( f \) from lying in \( W^{1,2}(\mathbb{R}^2) \). Finally, we will focus on proving that our function \( f \) with the inductive definition is continuous on \( \mathbb{R}^2 \). The proof of the latter property is very delicate and occupies most of the section.

4.2. Building block. Here we describe the building block functions that will be used to define \( f \) on each \( w \)-triangle.

Let \( W \subset \mathbb{R}^2 \) be an open equilateral triangle with vertices \( x_1, x_2, x_3 \). Then for each \( \varepsilon > 0 \) and each choice of real numbers \( a, c_1, c_2, c_3 \) there exists a continuous function \( g: \overline{W} \to \mathbb{R} \) with \( g \in W^{1,2}(W) \) and balls \( B(x_i, r_i) \), \( i = 1, 2, 3 \), such that

\[ (B1) \quad g \equiv a \text{ on } \overline{W} \setminus \bigcup_{i=1}^3 B(x_i, r_i), \]

\[ (B2) \quad g(x_i) = c_i \text{ for } i = 1, 2, 3, \]

\[ (B3) \quad g \text{ is monotone increasing or decreasing (not necessarily strictly) on each half-edge of } \partial W, \text{ from its midpoint to a vertex}, \]

\[ (B4) \quad \int_{B(x_i, r_i)} |\nabla g|^2 < \varepsilon. \]

Furthermore, the balls \( B(x_i, r_i) \) can be chosen to be arbitrarily small. Hence, by \( (B1) \) we may have that

\[ (B5) \quad g \text{ has the value } a \text{ at the midpoints of the edges of } W. \]

The value \( a \) is called the height of \( g \). See Figure 4.2 for an illustration of the graph of four such functions. Finally, we require a monotonicity property:

\[ (B6) \quad \text{osc}_W(g) = \text{osc}_W(g). \]

To construct such a function near the vertex \( x_i \) of \( W \), we may assume that \( a = 0 \), \( c_i = 1 \), and that \( x_i = 0 \in \mathbb{R}^2 \). The conceptual fact behind this construction is that the 2-capacity of a point is equal to 0; see [FZ72, Section 3]. For \( 0 < r < R \) consider the function

\[ g(x) = \begin{cases} 
(\log(R/r)^{-1} \log(R/|x|)), & r \leq |x| \leq R \\
1, & |x| < r \\
0, & |x| > R.
\end{cases} \]

Then there exists a constant \( C > 0 \) such that \( \int |\nabla g|^2 \leq C \log(R/r)^{-1} \), which converges to 0 as \( r \to 0 \). In fact, making \( R \) smaller one sees that \( g \) can be supported in an arbitrarily small neighborhood of 0. Hence, the ball \( B(x_i, r_i) \) with \( r_i = R \) can be made arbitrarily small. One can now glue together three such functions, one near each vertex of \( W \), to obtain the desired building block function. However, in order to prove the continuity of the function \( f \) in Theorem 4.3 we will not use this particular function \( g \), but we will need to make a more careful construction, towards the end of the proof, so that a certain modulus of continuity is satisfied.

Remark 4.4. For the continuity of the function \( f \) of Theorem 4.3 we will need the properties \( (B2) \), \( (B3) \), \( (B5) \), and \( (B6) \) of the building block functions. Properties \( (B1) \) and \( (B4) \) are only used to show that \( f \) does not lie in \( W^{1,2}(\mathbb{R}^2) \) in the next section.
Figure 4.2. Illustration of the graph of $f$ on $w$-triangles of level at most 2.

4.3. Avoidance of $W^{1,2}(\mathbb{R}^2)$. The function $f$ will be defined inductively in the next section so that $f \equiv 0$ in the unbounded component of $\mathbb{R}^2 \setminus K$, $f \equiv 1$ in a fixed ball $B(x_0, r_0)$ contained in the central $w$-triangle of sidelength $1/2$, and $0 \leq f \leq 1$. Inside each $w$-triangle $W$ the function $f$ will be equal to a suitable building block function $g_W$, so that global continuity is ensured; see Figure 4.2. We fix $\varepsilon > 0$. By choosing $\| \nabla g_W \|_{L^2(W)}$ to be sufficiently small for each $W$, we may have

$$\| \nabla f \|_{L^2(\mathbb{R}^2)} = \| \nabla f \|_{L^2(\mathbb{R}^2 \setminus K)} = \sum_{W \in W} \| \nabla g_W \|_{L^2(W)} < \varepsilon.$$ 

We remark that the ball $B(x_0, r_0)$ on which $f \equiv 1$ is independent of $\varepsilon$.

Now, we wish to prevent $f$ from lying in $W^{1,2}(\mathbb{R}^2)$. We will give three different proofs. The first one applies only to the Sierpiński gasket, but the other two are more general and will be useful in Section 4.6, where we prove that homeomorphic copies of the gasket are non-removable for $W^{1,2}$.

For the first proof we show that $f$ cannot be absolutely continuous on almost every horizontal line, provided that we make some choices. This will imply that it cannot lie in the Sobolev space $W^{1,2}(\mathbb{R}^2)$; see e.g. [Vä71, Section 26]. Note that on each $w$-triangle $W$ the function $\nabla f = \nabla g_W$ is supported on the union of three small balls $B(x_i, r_i)$, where $x_i, i = 1, 2, 3$, are the vertices of $W$, and the radii $r_i$ can be chosen to be arbitrarily small, say less than a number $R_W > 0$. The projection of these three small balls on the $y$-axis is the union of two line segments whose union has 1-dimensional measure bounded by $4R_W$. We require that $\sum_{W \in \mathcal{W}} 4R_W < r_0$, and in particular, the sum is smaller than the radius of the fixed ball $B(x_0, r_0)$, on which $f \equiv 1$. Then the union of the projections on the $y$-axis of all small balls corresponding to triangles $W \in \mathcal{W}$ has measure strictly smaller than the projection of the ball $B(x_0, r_0)$. This shows that there exists a set of horizontal lines of positive measure passing through $B(x_0, r_0)$ that do not meet any of the small balls that contain the support of $\nabla f$. Hence, on each of these exceptional lines $L$ we have $\nabla f = 0$ a.e. However, $f$ is non-constant on $L$ since it is equal to 1 on $L \cap B(x_0, r_0)$ but vanishes in the unbounded component of $K$. This shows that $f$ cannot be absolutely continuous on lines.
An alternative way to prove that \( f \notin W^{1,2}(\mathbb{R}^2) \) is as follows. For each \( \varepsilon > 0 \) we consider a function \( f_\varepsilon \) with \( \|f_\varepsilon\|_{L^2(\mathbb{R}^2)} < \varepsilon \), and having all the properties mentioned before for \( f \). We assume that \( f_\varepsilon \in W^{1,2}(\mathbb{R}^2) \) for arbitrarily small \( \varepsilon \). Then we may obtain a sequence of functions \( f_k \in W^{1,2}(\mathbb{R}^2) \) supported in the ball \( B(0,2) \) with \( f_k \equiv 1 \) in a fixed ball \( B(x_0,r_0) \), \( 0 \leq f_k \leq 1 \), and \( \|\nabla f_k\|_{L^2(\mathbb{R}^2)} \to 0 \). Passing to a subsequence, we obtain a weak* limit \( f \in W^{1,2}(\mathbb{R}^2) \) of \( f_k \), with \( \|\nabla f\|_{L^2(\mathbb{R}^2)} = 0 \), hence \( f \) is constant. However, the function \( f \) has to agree locally with the pointwise limit of \( f_k \). Thus, \( f \equiv 0 \) outside \( B(0,2) \), but \( f \equiv 1 \) in \( B(x_0,r_0) \), a contradiction.

Finally, a third way to prove that \( f \notin W^{1,2}(\mathbb{R}^2) \) and also to obtain quantitative estimates is Trudinger’s inequality:

**Theorem 4.5** (Theorem 7.15, [GT01]). There exist constants \( c_1, c_2 > 0 \) such that for each ball \( B \subset \mathbb{R}^n \) and for each \( u \in W^{1,2}_0(B) \) we have

\[
\int_B \exp \left( \frac{c_1 |u(x)|^2}{\|\nabla u\|_{L^2(B)}^2} \right) \ dm_2(x) \leq c_2 m_2(B).
\]

Consider a function \( f \in W^{1,2}(\mathbb{R}^2 \setminus K) \) with \( 0 \leq f \leq 1 \), \( f \equiv 0 \) outside \( B(0,2) \), and \( f \equiv 1 \) in a ball \( B(x_0,r_0) \subset B(0,2) \). Then for \( B = B(0,2) \) we have

\[
\int_B \exp \left( \frac{c_1 |f(x)|^2}{\|\nabla f\|_{L^2(B)}^2} \right) \ dm_2(x) \geq \int_{B(x_0,r_0)} \exp \left( \frac{c_1}{\|\nabla f\|_{L^2(B)}^2} \right) \ dm_2(x).
\]

Hence, if \( \|\nabla f\|_{L^2(\mathbb{R}^2)} \) is sufficiently small, quantitatively, depending only on \( c_1 \) and \( c_2 \), then Trudinger’s inequality is contradicted, so such a function cannot lie in \( W^{1,2}(\mathbb{R}^2) \).

4.4. **Inductive choice of parameters.** Here, we give the inductive construction of \( f \).

We let \( f = 0 \) on the closure of the \( w \)-triangle of level 0 (i.e., the closure of the unbounded component of \( \mathbb{R}^2 \setminus K \)), and we define \( f \) in the closure of the central \( w \)-triangle of level 1 to be a building block function with parameters \( a = 1 \) and \( c_i = 0 \) for \( i = 1, 2, 3 \). In particular, \( f \equiv 1 \) in a fixed ball \( B(x_0,r_0) \), by the property \( [B1] \) of the building block function.

Once \( f \) has been defined on the closure of \( w \)-triangles of level \( m - 1 \), we define \( f \) on each triangle \( W \in \mathcal{W} \) of level \( m \) as follows. Note that the vertices \( x_i, \ i = 1, 2, 3, \) of the triangle \( W \) lie on the boundaries of triangles of level at most \( m - 1 \). Hence, the function \( f \) has already been defined on the vertices of \( W \). We now set

\[
c_i = f(x_i), \ i = 1, 2, 3, \ \text{and} \ \ a = \frac{1}{3}(c_1 + c_2 + c_3).
\]

Define \( f \) on \( \mathcal{W} \) to be equal to a building block function with these parameters; see Figure 4.2. We also set

\[
\mathcal{O}(W) = \max_{i=1,2,3} |a - c_i|,
\]

which controls the oscillation of \( f \) on \( W \). In particular,

\[
\text{osc}(f) = \text{osc}(f) \leq 2\mathcal{O}(W),
\]

(4.1)
by properties \([B3]\) and \([B6]\). Proceeding inductively, \(f\) is defined on \(W_\infty = \bigcup_{W \in \mathcal{W}} W\).

One important observation is that the function \(f\) has a monotonicity property outside the central \(w\)-triangle of level 1; here monotonicity is to be understood in the sense that the maximum and minimum on open sets is attained at the boundary of these sets. Of course, validity of such a monotonicity property depends partly on the building block functions. We now formulate more precisely and prove the form of monotonicity that we will need.

**Lemma 4.6.** For each \(v\)-triangle \(V\) of level \(m \geq 1\) we have
\[
\sup_{x \in \mathcal{V} \cap W_\infty} f(x) = \max_{x \in \partial V} f(x), \quad \text{and} \quad \inf_{x \in \mathcal{V} \cap W_\infty} f(x) = \min_{x \in \partial V} f(x).
\]

In particular,
\[
\text{osc}_{\mathcal{V} \cap W_\infty} (f) = \sup_{x \in \mathcal{V} \cap W_\infty} f(x) - \inf_{x \in \mathcal{V} \cap W_\infty} f(x) = \text{osc}(f).
\]

Note that \(\partial V\) is contained in the union of the boundaries of the \(w\)-triangles, so \(f\) is already defined there and all the expressions that appear in the lemma make sense.

**Proof.** Assume that \(W_1 \subset V\) is the \(w\)-triangle whose vertices \(x_i, i = 1, 2, 3\), lie on \(\partial V\). Then, by the averaging definition of \(f\) and the monotonicity properties \([B3]\) and \([B6]\) of the building block functions, it follows that the maximum and minimum of \(f\) on \(W_1\) are attained at the vertices of \(W_1\), i.e.,
\[
\min_{i \in \{1, 2, 3\}} f(x_i) \leq f(z) \leq \max_{i \in \{1, 2, 3\}} f(x_i)
\]
for all \(z \in \overline{W}_1\). Hence,
\[
\max_{x \in \partial V} f(x) \leq f(z) \leq \max_{x \in \partial V} f(x)
\]
for all \(z \in \overline{W}_1\).

Let \(V_2\) be one of the three \(v\)-triangles of \(V \setminus \overline{W}_1\), and let \(W_2 \subset V_2\) be the central \(w\)-triangle whose vertices lie on \(\partial V_2\). If the vertices of \(W_2\) are \(y_i, i = 1, 2, 3\), then as before we have
\[
\min_{i \in \{1, 2, 3\}} f(y_i) \leq f(z) \leq \max_{i \in \{1, 2, 3\}} f(y_i)
\]
for all \(z \in \overline{W}_2\). The vertices \(y_i\) lie on \(\partial V_2 \subset \partial W_1 \cup \partial V\), hence
\[
\max_{i \in \{1, 2, 3\}} f(y_i) \leq \max_{x \in \partial W_1 \cup \partial V} f(x) = \max_{x \in \partial V} f(x),
\]
by our conclusion for \(W_1\). The analog of this statement also holds for the minimum, hence, we obtain in this case
\[
\max_{x \in \partial V} f(x) \leq f(z) \leq \max_{x \in \partial V} f(x)
\]
for all \(z \in \overline{W}_2\). The proof of the general statement follows with the same argument by induction. \(\square\)
4.5. Proof of Continuity.

**Proposition 4.7.** The function \( f : W_\infty \to \mathbb{R} \) is uniformly continuous and thus, it has a continuous extension to \( \mathbb{R}^2 \), which is the closure of \( W_\infty = \bigcup_{W \in \mathbb{W}} \overline{W} \).

The way to interpret this statement is that there exists a choice of building block functions that makes \( f \) continuous. As we remarked in Section 4.2, we cannot use a “generic” building block function, but we have to make a careful construction.

The proof of continuity relies on the next crucial lemma. Recall the definition of \( \mathcal{O}(W) \) from Section 4.4.

**Lemma 4.8.** For each \( \varepsilon > 0 \) there exist at most finitely many \( w \)-triangles \( W \) with \( \mathcal{O}(W) > \varepsilon \).

In particular, for each \( \varepsilon > 0 \) there exist at most finitely many \( w \)-triangles \( W \) with \( \| \mathcal{O}(W) \| > \varepsilon \).

Assuming the lemma, we prove Proposition 4.7.

**Proof of Proposition 4.7.** Using Lemma 4.8 we first prove:

**Claim 1.** For each \( \varepsilon > 0 \) there exist at most finitely many \( v \)-triangles \( V \) with \( \| \mathcal{O}(V) \| > \varepsilon \).

(4.2) \[ \operatorname{osc}_{\partial V \cap \partial W} (f) > \varepsilon. \]

We argue by contradiction, assuming that there exists \( \varepsilon > 0 \) such that the above holds for infinitely many \( v \)-triangles. Let \( V \) be one of them. Then by the monotonicity of \( f \) from Lemma 4.6 we have \( \operatorname{osc}_{\partial V} (f) > \varepsilon \). Each edge of \( \partial V \) is contained in an edge of a \( w \)-triangle, so there exist three (possibly non-distinct) \( w \)-triangles \( W_1, W_2, \) and \( W_3 \) such that \( \varepsilon < \operatorname{osc}_{\partial V} (f) \leq \operatorname{osc}_{\partial V \cap \partial W_1} (f) + \operatorname{osc}_{\partial V \cap \partial W_2} (f) + \operatorname{osc}_{\partial V \cap \partial W_3} (f) \).

In particular, for one of them, say for \( W_1 \), we have \( \operatorname{osc}_{\partial V \cap \partial W_1} (f) > \varepsilon/3 \). We thus see that each \( v \)-triangle of the set \( \{ V : \operatorname{osc}_{\partial V \cap \partial W} (f) > \varepsilon \} \) corresponds to a \( w \)-triangle \( W \) such that \( \operatorname{osc}_{\partial V \cap \partial W} (f) > \varepsilon/3 \). Moreover, this correspondence is finite-to-one. Indeed, if there were infinitely many \( v \)-triangles \( V_n, n \in \mathbb{N} \), corresponding to a single \( w \)-triangle \( W \), then the diameters of \( V_n \), corresponding to \( W \), would shrink to 0. However, the uniform continuity of the restriction of \( f \) to \( \partial W \) would imply that \( \operatorname{osc}_{\partial V_n \cap \partial W} (f) \to 0 \), a contradiction. It follows that there exist infinitely many \( w \)-triangles \( W \) with the property that there exists a \( v \)-triangle \( V \) such that \( \varepsilon/3 < \inf_{\partial V \cap \partial W} (f) \leq \sup_{\partial W} (f) \leq 2 \mathcal{O}(W) \),

where we used (4.1). This contradicts Lemma 4.8.

Now, we prove that \( f \) is uniformly continuous on \( W_\infty \). We argue by contradiction, assuming that there exists \( \varepsilon > 0 \) and sequences \( x_n, y_n \in W_\infty \) with \( |x_n - y_n| \to 0 \) such that \( |f(x_n) - f(y_n)| \geq \varepsilon \) for all \( n \in \mathbb{N} \). The sequences \( x_n, y_n \) cannot escape to \( \infty \) since \( f \) is identically equal to 0 in a neighborhood of \( \infty \). Consider an accumulation point \( z \) of \( x_n \) and \( y_n \), and by passing to a subsequence, assume that \( x_n, y_n \to z \). Note that \( z \) cannot lie in the interior of any \( w \)-triangle, since the function \( f \) is already continuous there. Hence, \( z \in K \) and we split into three cases.

Suppose first that \( z \) is of vertex type. By Lemma 4.11 there exist two (possibly non-distinct) \( w \)-triangles \( A \) and \( B \) containing \( z \) on their boundary and two (possibly
Proof of Lemma 4.8.

We argue by contradiction, assuming that for some \( \varepsilon > 0 \) there exists a large \( k \) such that for each \( w \) we have

\[
|f(p) - f(z)| \leq \text{osc}_{A \cap B(z,r)} (f) + \text{osc}_{V_k \cap W_{\infty}} (f) + \text{osc}_{V_k \cap W_{\infty}} (f).
\]

By choosing a sufficiently large \( k \), we may have that \( \text{osc}_{A \cap B(z,r)} (f) < \varepsilon/8 \) and \( \text{osc}_{V_k \cap W_{\infty}} (f) < \varepsilon/8 \), by Claim 1. By choosing \( r > 0 \) to be sufficiently small, using the uniform continuity of the restriction of \( f \) on \( A \) and \( B \) we may also have \( \text{osc}_{A \cap B(z,r)} (f) < \varepsilon/8 \) and \( \text{osc}_{B \cap B(z,r)} (f) < \varepsilon/8 \). It follows that \( |f(p) - f(z)| < \varepsilon/2 \) for all \( p \in B(z,r) \). Now, if \( n \) is sufficiently large, then \( x_n, y_n \in B(z,r) \), hence

\[
|f(x_n) - f(y_n)| \leq |f(x_n) - f(z)| + |f(y_n) - f(z)| < \varepsilon/2 + \varepsilon/2 = \varepsilon,
\]

which is a contradiction.

If \( z \) is of edge type, then applying Lemma 4.1 II) we obtain a \( w \)-triangle \( B \) with \( z \in \partial B \) and a sequence of \( v \)-triangles \( \overline{V}_k \) shrinking to \( z \) such that for each \( k \in \mathbb{N} \) the set \( B \cup \overline{V}_k \) contains all sufficiently small neighborhoods of \( z \). One now argues exactly as in the previous case, using Claim 1 or using the uniform continuity of the restriction of \( f \) on \( B \). It follows that for each \( k \in \mathbb{N} \) there exists a small \( r > 0 \) such that for each \( p \in B(z,r) \) we have

\[
|f(p) - f(z)| \leq \text{osc}_{A \cap B(z,r)} (f) + \text{osc}_{V_k \cap W_{\infty}} (f) < \varepsilon/8 + \varepsilon/8 = \varepsilon/4.
\]

Since \( x_n, y_n \in B(z,r) \) for all sufficiently large \( n \), we obtain again a contradiction to the assumption that \( |f(x_n) - f(y_n)| \geq \varepsilon \) for \( n \in \mathbb{N} \).

Finally, suppose that \( z \in K^o \). By Lemma 4.1 III) there exists a sequence of \( v \)-triangles \( V_k \) shrinking to \( z \) such that \( z \in V_k \) for all \( k \in \mathbb{N} \). It follows that for each \( k \) there exists a large \( n \) such that \( x_n, y_n \in V_k \). In particular, we have

\[
|f(x_n) - f(y_n)| \leq \text{osc}_{V_k \cap W_{\infty}} (f).
\]

If we choose a sufficiently large \( k \in \mathbb{N} \) then the latter is less than \( \varepsilon \) by Claim 1 and we obtain a contradiction. \( \square \)

Finally, we prove the basic Lemma 4.8

Proof of Lemma 4.8

We argue by contradiction, assuming that for some \( \varepsilon_0 > 0 \) we have

\[
(4.3) \quad \text{osc}_W (f) > \varepsilon_0
\]

for infinitely many \( w \)-triangles \( W \). We split in three cases.

Case 1: There exist infinitely many \( w \)-triangles satisfying (4.3) and converging to a point \( z \in K \) of vertex type.

By Lemma 4.2 I), the vertex \( z \) is (contained in) the intersection of the closures of two fixed \( w \)-triangles \( A \) and \( B \) (these might be non-distinct if they are the unbounded \( w \)-triangle). Since the restriction of \( f \) is uniformly continuous on \( A \cup B \), for each \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for all \( x, y \in A \cup B \) with \( |x - y| < \delta \) we have \( |f(x) - f(y)| < \varepsilon \).

Using the notation from Lemma 4.2 I), we consider the sequences of triangles \( W_n \) and \( V_n \). For sufficiently large \( n \), the triangle \( V_n \) has \( z \) on its boundary, and is
contained in the $\delta/2$-neighborhood of $z$. Note that each triangle $W_n$ has its vertices on $\partial W_{n-1}$, $\partial A$, and $\partial B$ for all sufficiently large $n$. Assume that all of the above hold for $n \geq N$.

We denote by $c_n$ the height of $f$ on $W_n$ (recall the definition of the height of a building block function in Section 4.2), and note that for $n > N$ we have

$$c_n = \frac{1}{3}(c_{n-1} + c_{n,A} + c_{n,B}),$$

where $c_{n,A}$ and $c_{n,B}$ are the values of $f$ on the vertex of $W_n$ lying on $\partial A$ and $\partial B$, respectively. Note that the vertex of $W_n$ lying on $\partial W_{n-1}$ is the midpoint of an edge of $\partial W_{n-1}$. Hence, by property (B5) the value of $f$ at this vertex is equal to the height of $f$ on the triangle $W_{n-1}$, i.e., $c_{n-1}$.

Our goal is to find a sequence $\{\Delta_n\}_{n \in \mathbb{N}}$ such that

$$\mathcal{O}(W_n) = \max(|c_n - c_{n-1}|, |c_n - c_{n,A}|, |c_n - c_{n,B}|) \leq \Delta_n$$

for $n \in \mathbb{N}$, and $\Delta_n \leq 3\varepsilon$ for sufficiently large $n$. Then

$$\text{osc}_{\partial V_n}(f) \leq \text{osc}_{\partial V_n \cap \partial A}(f) + \text{osc}_{\partial V_n \cap \partial B}(f) + \text{osc}_{\partial V_n \cap \partial W_{n-1}}(f) \leq 2\varepsilon + \text{osc}_{\partial V_n \cap \partial W_{n-1}}(f) \leq 2\varepsilon + 2\Delta_n - 1 \leq 8\varepsilon$$

for all sufficiently large $n$, where we used (4.1).

Note that there are at most two nested sequences $\{V_n\}_{n \in \mathbb{N}}$ and $\{V'_n\}_{n \in \mathbb{N}}$ shrinking to $z$, for which the above bounds hold; see Lemma 4.1(1). If $W$ is a small $w$-triangle near $z$ satisfying (4.3), then it has to be contained in $V_n$ or $V'_n$ for some large $n$, by Lemma 4.1(1). Using the monotonicity of $f$ we see that

$$\text{osc}(f) \leq \max\{\text{osc}_{\partial V_n}(f), \text{osc}_{\partial V'_n}(f)\} \leq 8\varepsilon.$$  

This contradicts (4.3) if we choose $\varepsilon < \varepsilon_0/8$.

We proceed to the proof of (4.4). For $1 \leq n \leq N$ we use the trivial bound $\mathcal{O}(W_n) \leq 1 = \Delta_n$. Once $\Delta_{n-1}$ has been defined and satisfies (4.4), for $n > N$ we have

$$|c_n - c_{n-1}| \leq \frac{1}{3}(|c_{n,A} - c_{n-1}| + |c_{n,B} - c_{n-1}|) \leq \frac{1}{3}(|c_{n,A} - c_{n-1,A}| + |c_{n-1,A} - c_{n-1}|$$

$$+ |c_{n,B} - c_{n-1,B}| + |c_{n-1,B} - c_{n-1}|) \leq \frac{1}{3}(\varepsilon + \Delta_n - 1 + \varepsilon + \Delta_n - 1) \leq \frac{2\varepsilon}{3} + \frac{2}{3}\Delta_n - 1,$$

$$|c_n - c_{n,A}| \leq \frac{1}{3}(|c_{n-1} - c_{n,A}| + |c_{n,B} - c_{n,A}|) \leq \frac{1}{3}(\varepsilon + \Delta_n - 1 + \varepsilon) \leq \frac{2\varepsilon}{3} + \frac{1}{3}\Delta_n - 1,$$

and

$$|c_n - c_{n,B}| \leq \frac{2\varepsilon}{3} + \frac{1}{3}\Delta_n - 1.$$
Here, we used the fact from Lemma 4.2(I) that the vertices \( \partial W_n \cap \partial A, \partial W_{n-1} \cap \partial A, \) and \( \partial W_n \cap \partial B, \partial W_{n-1} \cap \partial B \) are all contained in \( \partial V_n \), which lies in the \( \delta/2 \)-neighborhood of \( z \). Thus, we may choose \( \Delta_n := \frac{2\varepsilon}{3} + \frac{2}{3}\Delta_{n-1} \) for \( n > N \), which yields

\[
\Delta_n = \frac{2\varepsilon}{3} + \cdots + \frac{2^{n-N}\varepsilon}{3^{n-N}} + \frac{2^{n-N}}{3^{n-N}} \leq 2\varepsilon + \frac{2^{n-N}}{3^{n-N}}.
\]

Since \( \Delta_n \leq 3\varepsilon \) for sufficiently large \( n \), we have the desired conclusion.

**Case 2:** There exist infinitely many \( w \)-triangles satisfying \( (4.3) \) and converging to a point \( z \in K \setminus K^0 \) that is of edge type, i.e., it lies on an open edge of a \( w \)-triangle \( B \).

We consider the unique sequences of triangles \( V_n \) and \( W_n \) converging to \( z \), as in Lemma 4.2(II). We fix a small \( \varepsilon > 0 \) and consider \( \delta > 0 \) such that \( |f(x) - f(y)| < \varepsilon \) whenever \( |x - y| < \delta \) and \( x, y \in \partial B \). Assume that \( V_n \) is contained in the \( \delta/2 \)-neighborhood of \( z \) for \( n > N \). Then arguing as in Case 1, we wish to find a sequence \( \Delta_n \) that bounds the oscillation of \( f \) on \( W_n \), and \( \Delta_n \) is sufficiently small, depending on \( \varepsilon \).

This time we have

\[
c_n = \frac{1}{3}(c_{n-1} + c_{n,A_n} + c_{n,B}).
\]

for \( n \geq 1 \); also here, \( c_n \) is the height of \( f \) on \( W_n \) and we use again property \( (B5) \). By Lemma 4.2(II), \( A_n = W_{k(n)} \) for, say, \( n > N \), where \( k(n) \to \infty \). We set \( c_{n,k(n)} := c_{n,A_n} \). In general, if a \( w \)-triangle \( W_n \) has a vertex on \( \partial W_m \) for some \( m \), then the value of \( f \) at that vertex is denoted by \( c_{n,m} \).

Our claim now is that for each \( m \in \mathbb{N} \) there exists \( N_m \in \mathbb{N} \) and \( \Delta_m \) such that

\[
\mathcal{O}(W_n) \leq \Delta_m
\]

for \( n > N_m \), and \( \Delta_m \leq 5\varepsilon \) for sufficiently large \( m \).

We assume this for the moment. If \( W \) is a small \( w \)-triangle sufficiently close to \( z \), then \( W \subset V_n \) for some large \( n \), by Lemma 4.1(II). The boundary of \( V_n \) is contained in \( \partial W_{n-1}, \partial W_{k(n)}, \) and \( \partial B \); see Lemma 4.2(II). Also \( V_n \) lies in the \( \delta/2 \)-neighborhood of \( z \) for large \( n \). Hence,

\[
\text{osc}(f)_{W} \leq \text{osc}(f)_{\partial V_n} \leq \varepsilon + 2\mathcal{O}(W_{n-1}) + 2\mathcal{O}(W_{k(n)})
\]

\[
\leq \varepsilon + 4\Delta_m
\]

provided that \( n-1, k(n) > N_m \). If \( W \) is sufficiently close to \( z \), then \( V_n \) can be chosen to be sufficiently close to \( z \), so \( n-1, k(n) \) and \( m \) can be large enough, in order to have \( n-1, k(n) > N_m \), and \( \Delta_m \leq 5\varepsilon \). Hence,

\[
\text{osc}(f)_{W} \leq 21\varepsilon
\]

and this contradicts \( (4.3) \), if we choose \( \varepsilon < \varepsilon_0/21 \).

Now, we prove our claim. For \( m = 1 \) we use the trivial bound \( \mathcal{O}(W_n) \leq 1 =: \Delta_1 \), which holds for all \( n \in \mathbb{N} \). If \( N_{m-1} \) has been chosen, we choose \( N_m > N \) to be so large that \( n-1, k(n) > N_{m-1} \) for all \( n > N_m \). This can be done since \( k(n) \to \infty \) by Lemma 4.2(II). For \( n > N_m \) we have

\[
|c_n - c_{n-1}| \leq \frac{1}{3}(|c_{n,k(n)} - c_{n-1}| + |c_{n,B} - c_{n-1}|).
\]
If \(|c_n,k(n) - c_{n-1,k(n)}| \leq \Delta_{m-1}/2\) then we have

\[
|c_n - c_{n-1}| \leq \frac{1}{3} (|c_n,k(n) - c_{n-1,k(n)}| + |c_{n-1,k(n)} - c_{n-1}|
+ |c_{n,B} - c_{n-1,B}| + |c_{n-1,B} - c_{n-1}|)
\leq \frac{1}{3}(\Delta_{m-1}/2 + \Delta_{m-1} + \varepsilon + \Delta_{m-1})
\leq \frac{2\varepsilon}{3} + \frac{5}{6}\Delta_{m-1}.
\]

Here we used the fact from Lemma 4.2(II) that \(\overline{V}_n\) contains the vertices \(\partial W_{n-1}\cap \partial B\) and \(\partial W_n \cap \partial B\), so they are \(\delta\)-close to each other.

If \(|c_n,k(n) - c_{n-1,k(n)}| > \Delta_{m-1}/2\), then we necessarily have \(|c_n,k(n) - c_{k(n),B}| \leq \Delta_{m-1}/2\), where \(c_{k(n),B}\) denotes the value of \(f\) at the vertex of \(W_{k(n)}\) lying on \(\partial B\). This is because the vertices \(\partial W_{n-1}\cap \partial W_{k(n)}, \partial W_n \cap \partial W_{k(n)}, \partial W_{k(n)} \cap \partial B\) are ordered points, contained in a half-edge of \(W_{k(n)}\) (by Lemma 4.2), where \(f\) is monotone increasing or decreasing by property [(B3)] in Section 4.2. On the other hand, by the induction assumption, the oscillation of \(f\) on this half-edge is bounded by \(O(W_{k(n)}) \leq \Delta_{m-1}\), since \(k(n) > N_{m-1}\). In this case, we have

\[
|c_n - c_{n-1}| \leq \frac{1}{3} (|c_n,k(n) - c_{k(n),B}| + |c_{k(n),B} - c_{n-1,B}| + |c_{n-1,B} - c_{n-1}|)
\leq \frac{1}{3}(\Delta_{m-1}/2 + \varepsilon + \Delta_{m-1} + \varepsilon + \Delta_{m-1})
= \frac{2\varepsilon}{3} + \frac{5}{6}\Delta_{m-1}.
\]

In the same way we also compute bounds for \(|c_n - c_{n,k(n)}|\) and \(|c_n - c_{n,B}|\), and we can show that they are all bounded by

\[O(W_n) \leq \frac{2\varepsilon}{3} + \frac{5}{6}\Delta_{m-1} =: \Delta_m.\]

Observe that

\[\Delta_m \leq 4\varepsilon + \frac{5^{m-1}}{6^{m-1}} \leq 5\varepsilon\]

for sufficiently large \(m\), as desired.

**Case 3:** There exist infinitely many \(w\)-triangles satisfying [(4.3)] and converging to a point \(z \in K^o\).

In the previous two cases the proof was mostly combinatorial, based on Lemma 4.1 and Lemma 4.2, on qualitative properties of the building block functions, and on the fact that the restriction of \(f\) on the union of finitely many \(w\)-triangles is uniformly continuous. However, in this case it will be crucial to make a suitable choice of the building block functions, so that they have a certain modulus of continuity on each \(w\)-triangle near the vertices.

Let \(W_0\) be a \(w\)-triangle, and consider the corresponding oscillation \(O(W_0)\), which depends on the value of \(f\) at the vertices of \(W_0\), by the inductive definition of \(f\). We require the following:
4.5.1. Condition (*)

(*) Assume that two \( w \)-triangles \( W_1 \) and \( W_2 \) are adjacent, and each has a vertex on a triangle \( \partial W_0 \) of strictly lower level. If \( z_1 \in \partial W_1 \cap \partial W_0 \) and \( z_2 \in \partial W_2 \cap \partial W_0 \) are these vertices, then

\[
|f(z_1) - f(z_2)| \leq O(W_0)/3. 
\]

Recall that \( W_1 \) is adjacent to \( W_2 \) if \( W_1 \) has a vertex on \( \partial W_2 \), or vice versa. Note at this point the vertices of \( W_0 \) can only lie on triangles of strictly lower level from that of \( W_0 \), by our observations in Section 4.1 so in particular they do not lie on \( W_1 \) or \( W_2 \). Of course, we still require the initial properties \( \square B1 - \square B6 \) of the building block functions from Section 4.2.

To construct \( f \) on \( W_0 \) with the desired properties we work as follows. We fix an edge \( I \subset \partial W_0 \), and a vertex \( z \in I \) of \( W_0 \). Assume that the edges of \( W_0 \) have length 1, and that \( I = [0, 1], \ z = 0 \). We consider the points \( 2^{-k}, k \geq 2, \) on \( I \), and define a radial function with the following procedure. For a fixed \( N \in \mathbb{N} \) we define \( f \) on the annulus \( A_1 := A(0; 2^{-3}, 2^{-2}) \) to be a radial function that is equal to 0 in the outer circle and increases to \( 1/N \) in the inner circle, with slope \( \simeq 2^k/N \). For \( 1 \leq k \leq N \), we define \( f \) in \( A_k := A(0; 2^{-2-k}, 2^{-1-k}) \) to be a radial function that is equal to \( (k-1)/N \) in the outer circle and increases to \( k/N \) in the inner circle, with slope \( \simeq 2^{2+k}/N \). In the ball \( B(0, 2^{-2-N}) \) we set \( f \equiv 1 \), outside the ball \( B(0, 2^{-2}) \) we set \( f \equiv 0 \), and then we restrict \( f \) to the triangle \( \overline{W}_0 \). Then \( f \in W^{1,2}(W_0) \) and

\[
\int_{W_0} |\nabla f|^2 = \sum_{k=1}^{N} \int_{W_0 \cap A_k} |\nabla f|^2 \lesssim \sum_{k=1}^{N} \left( \frac{2^{2+k}}{N} \right)^2 m_2(W_0 \cap A_k) \simeq \sum_{k=1}^{N} \frac{1}{N^2} \simeq \frac{1}{N}. 
\]

Hence, by choosing a large \( N \) we can achieve both that the \( f \) has small energy, and that

\[
|f(2^{-k}) - f(2^{-k-1})| \leq \frac{1}{N} \leq \frac{1}{3}
\]

for all \( k \geq 1 \). Note that the same bounds hold for the corresponding dyadic points lying on the other edge of \( W_0 \) that is connected to 0, and is a rotation of \( I \) by 60 degrees. Of course, the assumptions that \( f = 1 \) near \( z = 0 \) and \( f = 0 \) outside \( B(0, 2^{-2}) \) are not restrictive, since by rescaling \( f \) and choosing a sufficiently large \( N \) we can achieve the oscillation we wish with small energy.

We now consider dyadic points as above on each half-edge of \( W_0 \), converging to the corresponding vertex, and do a similar construction for all vertices. Near each vertex we may have that \( f \) oscillates radially from a given value to the desired height and also has the property that if \( x_1 \) and \( x_2 \) are adjacent dyadic points lying on an edge \( I \) of \( W_0 \) then

\[
|f(x_1) - f(x_2)| \leq O(W_0)/3. 
\]

Again, by dyadic points we mean points of the form \( 2^{-k} \) and \( 1 - 2^{-k} \) for \( k \in \mathbb{N} \), once we scale \( W_0 \) so that \( I = [0, 1] \) is an edge of \( W_0 \). The properties \( \square B1 - \square B6 \) in Section 4.2 hold by construction. Especially, note that the property \( \square B3 \) holds, since \( f \) is radially increasing or decreasing near each vertex.

To check property (*) we first use a scaling followed by a rotation of the Sierpiński gasket so that the points \( z_1, z_2 \) in question lie on the edge \( I = [0, 1] \) of \( \partial W_0 \). One now has to observe that if \( z_1, z_2 \in I \subset \partial W_0 \) are vertices of adjacent triangles \( W_1, W_2 \), and they are not vertices of \( W_0 \), then they must both lie in one of the closed dyadic
intervals of the form $[2^{-k-1}, 2^{-k}]$ or $[1 - 2^{-k}, 1 - 2^{-k-1}]$, $k \geq 1$. Hence, using the
monotonicity of $f$ on these intervals (property [B3] and (4.5) we obtain
$$\|f(z_1) - f(z_2)\| \leq O(W_0)/3.$$  

To prove the observation mentioned, we first note that the two vertices of $\partial W_0$
that are endpoints $I$, actually lie on the edges of two triangles $A$ and $B$. The
triangles $W_0, A$, and $B$ bound a $v$-triangle $V$, and each $w$-triangle that has a vertex
on $I$ must be contained in $V$. We consider the central $w$-triangle $W(1/2) \subset V$
that has a vertex at the midpoint of $I$. The points $2^{-2}, 1 - 2^{-2} \in I$ are vertices
of $W(2^{-2}), W(1 - 2^{-1})$, respectively, which also have a vertex on $\partial W(1/2)$.
Inductively, the points $2^{-k}, 1 - 2^{-k} \in I$, $k \geq 2$, are the vertices of $W(2^{-k})$,
$W(1 - 2^{-k})$, which have vertices on $W(2^{-k+1}), W(1 - 2^{-k+1})$, respectively.
Note that the $v$-triangles bounded by $\partial W_0$, $\partial W(2^{-k+1})$, and $\partial W(2^{-k})$, or by $\partial W_0$, $\partial W(1 - 2^{-k+1})$, and $\partial W(1 - 2^{-k})$ are disjoint for $k \geq 1$, and that the closures of
these $v$-triangles cover $I$, except for its endpoints.

Now, if $W_1, W_2 \subset V$ are adjacent triangles as in the statement of (*), and they
are not equal to the “dyadic” triangles $W(2^{-k}), W(1 - 2^{-k}), k \in \mathbb{N}$, that have a
vertex on a dyadic point of $I$, then their vertices $z_1, z_2 \in I$ cannot lie in distinct
dyadic intervals. This is because in this case $W_1$ and $W_2$ would lie in disjoint
$v$-triangles, and thus, they would not be adjacent. With a similar analysis one deals
with the cases where one of $W_1, W_2$, or both, are equal to “dyadic” triangles. In
any case the vertices $z_1 \in \partial W_1 \cap \partial W_0$ and $z_2 \in \partial W_2 \cap \partial W_0$ must both lie in one
of the intervals of the form $[2^{-k-1}, 2^{-k}]$ or $[1 - 2^{-k}, 1 - 2^{-k-1}]$, $k \geq 1$, as desired. $\square$

Now, we return to the main proof of Case 3, that [4.3] cannot occur for infinitely
many $w$-triangles near a point $z \in K^o = K \setminus W_\infty$.

We consider the sequence of nested $v$-triangles $\{V_n\}_{n \geq 1}$ converging to $z$ and the
corresponding $w$-triangles $W_n \subset V_n$, given by Lemma [4.2] (III). In this case, for
sufficiently large $n \in \mathbb{N}$ the triangle $W_n$ has a vertex on $\partial W_{n-1}$ and two vertices on
boundaries of some $w$-triangles $W_{k(n)}, W_{l(n)}$, with $k(n), l(n) \to \infty$; see Figure 4.1.

Let $\Delta_1 = 1$. We claim that for each $m \geq 2$ there exists $N_m \in \mathbb{N}$ and $\Delta_m =
7\Delta_m - 1/9$ such that for $n > N_m$, we have
$$O(W_n) \leq \Delta_m.$$  
If this is the case, then $\Delta_m = 7^{m-1} / 9^{m-1}$ for $m \in \mathbb{N}$, and it follows that
$$O(W_n) \leq 7^{m-1} / 9^{m-1} \leq \varepsilon$$  
for all sufficiently large $m$ and $n > N_m$, where $\varepsilon > 0$ is to be chosen. The triangle
$V_n$ that contains $W_n$ has boundary contained in $\partial W_{n-1}, \partial W_{k(n)}, \partial W_{l(n)}$. Note
that if $W$ is a $w$-triangle that is sufficiently close to $z$, then $W \subset V_n$ for some
large $n$, by Lemma [4.1] (III). On the other hand, for any $w$-triangle $W \subset V_n$ by the
monotonicity of $f$ in Lemma [4.6] and [4.1] we have
$$\overset{\text{osc}}{\text{osc}}(f) \leq \overset{\text{osc}}{\text{osc}}(f) \leq 2O(W_{n-1}) + 2O(W_{k(n)}) + 2O(W_{l(n)}) \leq 6\varepsilon,$$  
provided that $n$ is sufficiently large, so that $n - 1, k(n), l(n) > N_m$. Choosing $\varepsilon < \varepsilon_0/6$ yields a contradiction to [4.3].

Now, we proceed with the proof of our claim. For $m = 1$ we use the trivial bound $O(W_n) \leq 1 =: \Delta_1$, which holds for all $n \in \mathbb{N}$. If $N_{m-1}$ has been chosen, we
choose $N_m$ to be so large that for $n > N_m$ the vertices of the triangle $W_n$ lie on
triangles $\partial W_{n-1}, \partial W_{k(n)}, \partial W_{l(n)}$, with $n-1, k(n), l(n) > N_{m-1}$. This can be done since $k(n), l(n) \to \infty$. Now we have

$$c_n = \frac{1}{3} (c_{n-1} + c_{n,k(n)} + c_{n,l(n)}),$$

using the notation of Case 2. We assume that the order of the triangles by level is $W_{l(n)}, W_{k(n)}, W_{n-1}, W_n$, i.e., $l(n) < k(n) > n - 1 < n$, as in Lemma 4.2(III). In order to control $O(W_n)$, we will find bounds for the differences $c_n - c_{n-1}, c_n - c_{n,k(n)}$, and $c_n - c_{n,l(n)}$.

We have

$$c_n - c_{n-1} = \frac{1}{3} (c_{n,k(n)} - c_{n-1} + c_{n,l(n)} - c_{n-1})$$

$$= \frac{1}{3} [(c_{n,k(n)} - c_{n-1,k(n)}) + (c_{n-1,k(n)} - c_{n-1})$$

$$+ (c_{n,l(n)} - c_{n-1,l(n)}) + (c_{n-1,l(n)} - c_{n-1})].$$

The first difference is bounded (in absolute value) by $O(W_{k(n)})/3 \leq \Delta_{m-1}/3$, by the induction assumption and the property $(\ast)$ of the function $f$; note that the triangles $W_n$ and $W_{n-1}$ are adjacent and they both have a vertex on $\partial W_{k(n)}$. With the same reasoning the third difference is also bounded by $O(W_{l(n)})/3 \leq \Delta_{m-1}/3$. Finally, by the definition of $f$ on $W_{n-1}$, the sum of the second and fourth differences is equal to $c_{n-1} - c_{n-1,D}$, where $c_{n-1,D}$ is the value of $f$ on the third vertex of $W_{n-1}$ that does not lie on $\partial W_{k(n)}$ and $\partial W_{l(n)}$. Hence, for the absolute value of the sum of the second and fourth differences we obtain the upper bound $O(W_{n-1}) \leq \Delta_{m-1}$. Putting these altogether, we have

$$|c_n - c_{n-1}| \leq \frac{1}{3} (\Delta_{m-1}/3 + \Delta_{m-1}/3 + \Delta_{m-1}) = \frac{5}{9} \Delta_{m-1}.$$

We now do the same analysis for the difference $c_n - c_{n,k(n)}$. We have

$$c_n - c_{n,k(n)} = \frac{1}{3} (c_{n-1} - c_{n,k(n)} + c_{n,l(n)} - c_{n,k(n)})$$

$$= \frac{1}{3} [(c_{n-1} - c_{n-1,k(n)}) + (c_{n-1,k(n)} - c_{n,k(n)})$$

$$+ (c_{n,l(n)} - c_{k(n)},l(n)) + (c_{k(n)},l(n) - c_{n,k(n)}]).$$

We bound the first difference by $\Delta_{m-1}$, using the induction assumption. The second and fourth differences have opposite sign since the vertices $\partial W_{n-1} \cap \partial W_{k(n)}$, $\partial W_n \cap \partial W_{k(n)}$, $\partial W_{k(n)} \cap \partial W_{l(n)}$ are ordered points (see Figure 1.1), contained in a half-edge of $W_{k(n)}$ (by Lemma 4.2, where $f$ is monotone increasing or decreasing by property $A$ in Section 4.2). Using the fundamental inequality

$$|x + y| \leq \max\{|x|, |y|\}$$

whenever $x, y \in \mathbb{R}$ and $xy < 0$ (or more generally $x, y \in \mathbb{C}$ and their angle is $\pi$), we conclude that

$$|(c_{n-1,k(n)} - c_{n,k(n)}) + (c_{k(n)},l(n) - c_{n,k(n)})|$$

$$\leq \max\{|c_{n-1,k(n)} - c_{n,k(n)}|, |c_{k(n)},l(n) - c_{n,k(n)}|\} \leq O(W_{k(n)}) \leq \Delta_{m-1}.$$
the strictly larger triangle $\partial W_{l(n)}$. Property $\ast$ now implies that
\[ |c_{n,l(n)} - c_{k,l(n)}| \leq O(W_{l(n)})/3 \leq \Delta_{m-1}/3, \]
by the induction assumption. Summarizing,
\[ |c_n - c_{n,k(n)}| \leq \frac{7}{9} \Delta_{m-1}. \]

Finally, we look at the difference $c_n - c_{n,l(n)}$. As before, we have
\[
c_n - c_{n,l(n)} = \frac{1}{3} (c_{n-1} - c_{n,l(n)} + c_{n,k(n)} - c_{n,l(n)})
\]
\[ = \frac{1}{3} [(c_{n-1} - c_{n-1,l(n)}) + (c_{n-1,l(n)} - c_{n,l(n)})
\]
\[ + (c_{n,k(n)} - c_{k,l(n)}) + (c_{k,l(n)} - c_{n,l(n)})]. \]

Exactly as in the previous computation, the first difference is bounded by $\Delta_{m-1}$, the sum of the second and fourth differences is bounded by $\Delta_{m-1}$ using property (B3) and the third difference is bounded by $\Delta_{m-1}/3$. Hence,
\[ |c_n - c_{n,l(n)}| \leq \frac{7}{9} \Delta_{m-1}. \]

Summarizing, we have
\[ O(W_n) \leq \frac{7}{9} \Delta_{m-1} =: \Delta_m \]
for all $n > N_m$, and the proof is completed.

\[ \Box \]

4.6. Generalization to homeomorphic gaskets. Here we show that any image of the gasket under a homeomorphism of $\mathbb{R}^2$ is non-removable for $W^{1,2}$.

We have to split in two cases, depending on whether the “homeomorphic gasket” has area zero or positive area. In the first case, our proof for the standard gasket applies with some modifications, while the second case can be treated with the general statement that sets of positive measure are non-removable for Sobolev spaces; see Theorem 4.10.

Theorem 4.9. Let $h: \mathbb{R}^2 \to \mathbb{R}^2$ be a homeomorphism, and $K$ be the Sierpiński gasket. If $m_2(h(K)) = 0$, then $h(K)$ is non-removable for $W^{1,2}$.

Proof. Our goal is to obtain a continuous function $f: \mathbb{R}^2 \to \mathbb{R}$, $f \in W^{1,2}(\mathbb{R}^2 \setminus h(K))$, with $0 \leq f \leq 1$, $f \equiv 1$ outside a ball $B(0,R)$, $f \equiv 0$ in a ball $B(x_0,r_0)$, such that $\|\nabla f\|_{L^2(\mathbb{R}^2)} = \|\nabla f\|_{L^2(\mathbb{R}^2 \setminus h(K))}$ is as small as we wish; here it is crucial that $m_2(h(K)) = 0$. Then, using Trudinger’s inequality as in Section 4.3, one can show that $f \notin W^{1,2}(\mathbb{R}^2)$, if $\|\nabla f\|_{L^2(\mathbb{R}^2)}$ is sufficiently small.

Our proof of Theorem 4.3 and more specifically the construction of $f$ was combinatorial, except for the construction of the particular building block functions that satisfy (B1) (B6) and $\ast$. We remark that even in Cases 1 and 2 of the proof of Lemma 4.8 (which is the heart of the proof of continuity) we only used properties (B1) (B6) of the building block functions, together with the continuity of the restriction of $f$ on each particular $w$-triangle, but we did not need any specific modulus of continuity. The property $\ast$ was only needed in Case 3 and requires some special care.

Since the combinatorics of the gasket are preserved under homeomorphisms of $\mathbb{R}^2$, it remains to show that building block functions satisfying (B1) (B6) and $\ast$ exist when the domain is an arbitrary Jordan region $\Omega$, rather than a triangle.
Assume that $W$ is a $w$-triangle of $K$ such that $h(W) = \Omega$. It suffices to do the
construction near each vertex of $\Omega$, i.e., near the images of the vertices of $W$. Let $z$
be a vertex of $W$, and consider the two half-edges $I, J \subset \partial W$ that meet at $z$. Also,
consider the dyadic points $x_k \in I, k \in \mathbb{N}$, and $y_k \in J, k \in \mathbb{N}$, converging to $z$, as in
the proof of $(\ast)$ in Case 3; for example, if $I = [0, 1]$, then $x_k = 2^{-k}$ for $k \in \mathbb{N}$. Let
$z' = h(z), I' = h(I), J' = h(J), x_k' = h(x_k)$, and $y_k' = h(y_k)$.

Using a conformal map, we map $\Omega$ onto the upper half plane $\mathbb{H}$, and assume
that $z' = 0$ and that $I' \subset [0, \infty), J' \subset (-\infty, 0]$ are closed intervals meeting at 0.
Furthermore, $x_k' \in I'$ is a strictly decreasing sequence converging to 0, and $y_k' \in J'$
is strictly increasing and converging to 0.

We wish to construct a continuous function $g : \mathbb{H} \to \mathbb{R}$ with the following properties:

(B1') $g$ is supported in an arbitrarily small neighborhood of 0,
(B2') $g(0) = 1$,
(B3') $g$ is monotone increasing or decreasing on each of $I'$ and $J'$
(B4') $\int \left| \nabla g \right|^2$ is arbitrarily small,
(B5') $g$ has the value 0 at the endpoints of $I'$ and $J'$ that are distinct from 0,
(B6') $g$ is monotone, in the sense that $\text{osc}_{\mathbb{H}}(g) = \text{osc}_{\partial \mathbb{H}}(g)$, and

\begin{align*}
(\ast') |g(x_k') - g(x_{k+1}')| \leq 1/3 & \text{ and } |g(y_k') - g(y_{k+1}')| \leq 1/3 \text{ for all } k \in \mathbb{N}.
\end{align*}

Since a conformal map from $\mathbb{H}$ onto $\Omega$ extends to a homeomorphism (using the
spherical metric) from $\mathbb{H} \cup \{\infty\}$ onto $\overline{\Omega}$, and also it does not change the Dirichlet
energy $\int \left| \nabla g \right|^2$, all these properties can be transferred to $\Omega$, and yield a function
with the corresponding properties. The proof of the analog of $(\ast)$ then follows, as
in the proof of Case 3 of the previous section; see Section 4.5.1.

The construction of $g$ is very similar to the construction we did in Case 3 of the
previous section. We fix a small $R_1 > 0$ and define $r_1 = R_1/2$. In the annulus
$A_1 := A(0; r_1, R_1)$ we define $g$ to be a radial function that is equal to 0 in the outer
circle, and increases to $1/N$ in the inner circle, where $N \in \mathbb{N}$ is fixed. The slope of
$g$ is $\frac{1}{N(R_1 - r_1)}$ in $A_1$. Then we define $R_2 < r_1$ to be so small that the “transition”
annulus $A(0; R_2, r_1)$ contains a point $x_k' \in I'$ and a point $y_k' \in J'$. Here we set $g$
to be constant, equal to $1/N$. Then we define $r_2 = R_2/2$ and $A_2 := A(0; r_2, R_2)$,
and we set $g$ to be a radial function that increases from $1/N$ in the outer circle
to $2/N$ in the inner circle. By construction, no interval $[x_{m+1}', x_m']$ or $[y_{m+1}', y_m']$
can intersect both annuli $A_1$ and $A_2$; this is because the sequences $x_m'$ and $y_m'$
are strictly monotone. The use of the transition annulus is crucial as we will see. We
proceed in the same way, until the last annulus $A_N = A(0; r_N, R_N)$, where the
function $g$ increases from $(N - 1)/N$ in the outer circle to 1 in the inner circle, with
slope $\frac{1}{N(R_N - r_N)}$. Finally, we set $g \equiv 0$ outside $B(0, R_1), g \equiv 1$ inside $B(0, r_N)$,
and then restrict $g$ to $\overline{\Omega}$.

By construction, each of the intervals $[x_{k+1}', x_k'], [y_{k+1}', y_k']$, $k \in \mathbb{N}$, intersects at
most one annulus $A_m, m \in \{1, \ldots, N\}$, where the function $g$ increases by $1/N$. In
the transition annuli of the form $A(0; R_m, r_{m-1})$ the function $g$ is constant. Hence,
we have

\begin{align*}
|g(x_k') - g(x_{k+1}')| \leq \frac{1}{N} & \text{ and } |g(y_k') - g(y_{k+1}')| \leq \frac{1}{N}
\end{align*}

for all $k \in \mathbb{N}$. In particular, these are less than $1/3$ if $N$ is sufficiently large.
Regarding the Dirichlet energy, we compute:

\[
\int |\nabla g|^2 = \sum_{m=1}^{N} \int_{B \cap A_m} |\nabla g|^2 \lesssim \sum_{m=1}^{N} \frac{1}{N^2(r_m - r_m)^2} m_2(\mathbb{H} \cap A_m)
\]

\[
\lesssim \sum_{m=1}^{N} \frac{1}{N^2(r_m - r_m)^2} (R_m^2 - r_m^2) \lesssim \sum_{m=1}^{N} \frac{1}{N^2r_m^2} r_m^2 \approx \frac{1}{N},
\]

where we used the fact that \(r_m = 2r_m\). If \(N\) is sufficiently large, then \(\int |\nabla g|^2\) can be as small as we wish, completing the proof.  

\[\square\]

The case that \(h(K)\) has positive Lebesgue measure has to be treated separately, and, in fact, the following more general statement holds in \(\mathbb{R}^n\):

**Theorem 4.10.** Let \(K \subset \mathbb{R}^n\) be a set of positive Lebesgue measure and \(1 \leq p < \infty\). Then \(K\) is non-removable for \(W^{1,p}\).

**Proof.** We may assume that \(\text{int}(K) \neq \emptyset\), otherwise \(K\) is trivially non-removable for \(W^{1,p}\), \(1 \leq p \leq \infty\), since one can simply consider a continuous function with no partial derivatives, supported on \(\text{int}(K)\).

Define \(\Omega := \mathbb{R}^n \setminus K\). Let \(x_0 \in K\) be a Lebesgue point, i.e.,

\[
m_n(B(x_0, r) \cap \Omega) = \frac{m_n(B(x_0, r))}{m_n(B(x_0, r))} \rightarrow 0
\]

as \(r \rightarrow 0\). Hence, for each \(i \in \mathbb{N}\) there exists an arbitrarily small \(r_i > 0\) such that

\[\text{(4.7)} \quad m_n(B(x_0, r_i) \cap \Omega) \leq 2^{-ip} r_i^p.\]

Without loss of generality, we assume that \(x_0 = 0\) and we set \(B_i = B(x_0, r_i)\). We can also assume that the sequence \(\{r_i\}_{i \in \mathbb{N}}\) satisfies

\[\text{(4.8)} \quad r_{i+1} < r_i/2 \leq 1/2\]

for \(i \in \mathbb{N}\).

Let \(\phi : \mathbb{R} \rightarrow \mathbb{R}\) be the 1-periodic extension of \(|t|X_{[-1/2,1/2]}(t)|\). Let \(c_i\) be a sequence of positive numbers and \(m_i\) be a sequence of positive integers, to be determined. We define

\[
\phi_i(x) = c_i \phi \left( m_i \left( \frac{2|x|}{r_i} - 1 \right) \right) \cdot X_{[r_i/2,r_i]}(|x|)
\]

for \(x \in \mathbb{R}^n\) and \(i \in \mathbb{N}\). Roughly speaking, we changed the amplitude and frequency of \(x \mapsto \phi(|x|)\), and also translated its support to the annulus \(A(0;r_i/2,r_i)\). Observe that \(\phi_i \in W^{1,p}(\mathbb{R}^n)\) for all \(1 \leq p < \infty\), \(\phi_i\) is continuous in \(\mathbb{R}^n\), and \(|\phi_i| \leq c_i\). Furthermore, for a.e. \(x\) in the annulus \(A(0;r_i/2,r_i)\) we have

\[
|\nabla \phi_i(x)| \approx \frac{c_i m_i}{r_i},
\]

with uniform constants. Hence,

\[
\|\nabla \phi_i\|_{L^p(\mathbb{R}^n)} \approx c_i m_i r_i^{n/p-1}
\]

with constants depending only on the dimension \(n\), and

\[
\|\nabla \phi_i\|_{L^p(\Omega)} \approx \frac{c_i m_i}{r_i} 2^{-ip} r_i^{n/p} \approx 2^{-ip} c_i m_i r_i^{n/p-1},
\]

by \(\text{(4.7)}\).
We define
\[ f = \sum_{i=1}^{\infty} \phi_i \]
and note that \( f \) is pointwise defined with \( f(0) = 0 \), since \( \phi_i \) have disjoint supports by \([4, 5]\). Observe that if \( c_i \to 0 \), then the series \( \sum_{i=1}^{\infty} \phi_i \) converges uniformly to a continuous function.

We have
\[
\|\nabla f\|_{L^p(\Omega)} \leq \sum_{i=1}^{\infty} \|\nabla \phi_i\|_{L^p(\Omega)} \lesssim \sum_{i=1}^{\infty} 2^{-i} c_i m_i r_i^{n/p-1},
\]
so we wish to have that the latter series converges. If this is the case, then we will have indeed \( f \in W^{1,p}(\Omega) \) by the completeness of the space.

If \( f \in W^{1,p}(\mathbb{R}^n) \), then
\[
\|\nabla f\|_{L^p(\mathbb{R}^n)}^p = \int \left( \sum_{i=1}^{\infty} \nabla \phi_i \right)^p = \sum_{i=1}^{\infty} \|\nabla \phi_i\|_{L^p(\mathbb{R}^n)}^p \lesssim \sum_{i=1}^{\infty} c_i^p m_i^p r_i^{n-p}
\]
because the functions \( \phi_i \) have disjoint support. We wish the latter to be a divergent series, so that \( f \notin W^{1,p}(\mathbb{R}^n) \).

Summarizing, we have to choose \( c_i, m_i \) such that \( c_i \to 0, \)
\[
\sum_{i=1}^{\infty} 2^{-i} c_i m_i r_i^{n/p-1} < \infty, \quad \text{and} \quad \sum_{i=1}^{\infty} c_i^p m_i^p r_i^{n-p} = \infty.
\]
If \( p \geq n \), then we can choose \( c_i = r_i^{1-n/p} \cdot i^{-1/p} \) and \( m_i = 1 \) for all \( i \in \mathbb{N} \). If \( 1 \leq p < n \), then we choose \( c_i = i^{-1/p} \) and \( m_i \) to be the smallest integer such that \( m_i r_i^{n/p-1} \geq 1 \). Then \((m_i - 1)r_i^{n/p-1} < 1\), so \( m_i r_i^{n/p-1} = 2 \).

However, the conclusion fails for \( W^{1,\infty} \):

**Proposition 4.11.** There exists a set \( K \subset \mathbb{R}^n \) of positive Lebesgue measure that is \( W^{1,\infty} \)-removable.

**Proof.** Let \( C \subset \mathbb{R} \) be a Cantor set of positive Lebesgue measure, and define \( K := C^n \), so \( m_n(K) > 0 \). We claim that \( K \) is \( W^{1,\infty} \)-removable. Let \( f \) be a continuous function on \( \mathbb{R}^n \) that lies in \( W^{1,\infty}(\mathbb{R}^n \setminus K) \). We wish to show that \( f \) is \( M' \)-Lipschitz, where \( M' > 0 \) depends on \( M = \|f\|_{W^{1,\infty}(\mathbb{R}^n \setminus K)} \). We fix a coordinate direction, say \( e_1 \), and a line \( L \) parallel to \( e_1 \). The function \( f \) is \( M \)-Lipschitz on each component of \( L \setminus K \). On the other hand, by perturbing the line \( L \) we may obtain a line \( L' \) arbitrarily close and parallel to \( L \) such that \( L' \cap K = \emptyset \). Hence, \( f \) is \( M \)-Lipschitz on \( L' \), and by continuity it is also \( M \)-Lipschitz on \( L \). If \( x, y \in \mathbb{R}^n \) are arbitrary points, then one can connect them with a polygonal path \( \gamma \), each of whose segments is parallel to a coordinate direction such that the length of \( \gamma \) is comparable to \( |x - y| \).

The conclusion follows by using the Lipschitz bound on each of the segments of \( \gamma \).

**Remark 4.12.** In fact, the complement of the Cantor set \( K \) is a quasiconvex set in \( \mathbb{R}^n \), i.e., there exists a constant \( M > 0 \) such that for any two points \( x, y \in \mathbb{R}^n \setminus K \) there exists a rectifiable path \( \gamma \subset \mathbb{R}^n \setminus K \) that connects \( x \) and \( y \), with
\[
\text{length}(\gamma) \leq M |x - y|.
\]
The argument in the proof of Proposition 4.11 can be modified to show that if the complement of compact set $K$ with empty interior is quasiconvex, then $K$ is $W^{1,\infty}$-removable.

5. Quasiconformal non-removability

We quickly sketch the strategy of constructing a homeomorphism $F: \mathbb{R}^2 \to \mathbb{R}^2$ that is quasiconformal on $\mathbb{R}^2 \setminus K$, but not globally quasiconformal; see also Section 1.2.

First we will define a continuous map $f: \mathbb{R}^2 \to \mathbb{R}^2$ that is the identity on the unbounded complementary component of the gasket $K$, but collapses each $w$-triangle to a graph, namely, to a tripod; see Figure 5.1. This is done in Section 5.1. Of course, this map is not a homeomorphism on the $w$-triangles, so we have to correct it. We do that by “folding” each $w$-triangle on top of each tripod; see Figures 5.2 and 5.3. The folding map will be $M$-quasiconformal, in the sense of Definition 2.4 restricted on each $w$-triangle. The folding of a single equilateral triangle on top of a tripod is explained in Section 5.2. Moreover, the folding has to be compatible, in a sense, with $f$ on the boundary of each $w$-triangle.

If the heights of the rectangles attached to each tripod are chosen to be sufficiently small, then we will obtain a homeomorphism $\Phi$ from $\mathbb{R}^2$ onto a limiting flap-plane $S$ (Figure 5.1), which is constructed out of infinitely many tripods, and thus falls into the setting of Proposition 3.2. The map $\Phi$ is the result of patching together the map $f$ outside the $w$-triangles with the folding map of each $w$-triangle. The construction of the map $\Phi$ and of the flap-plane $S$ is discussed in Section 5.3. Finally, if one chooses the heights of the rectangles to be even smaller, then by Theorem 3.7 one obtains a quasisymmetric embedding $\Psi$ of $S$ onto $\mathbb{R}^2$. The composition $F = \Psi \circ \Phi$ will be a homeomorphism of $\mathbb{R}^2$ that is $M'$-quasiconformal on each $w$-triangle for some uniform $M' > 0$, but it cannot be globally quasiconformal, because it has to blow the gasket $K$ to a set of positive area. Section 5.4 contains these details that finish the proof of non-removability.

5.1. Collapsing of $w$-triangles. Recall the definition of $w$-triangles and $v$-triangles from Section 4.1. In this section we define a continuous map $f: \mathbb{R}^2 \to \mathbb{R}^2$ that is equal to the identity in the unbounded $w$-triangle, and collapses each bounded $w$-triangle to a tripod $G$. Further properties of $f$ will be that it is injective on $K^c$, and it maps the latter to a set of positive measure. Interestingly, the construction of such a map is rather a modification of the construction of the continuous function that we constructed in Section 4.1.

5.1.1. Building block. A tripod $G$ is by definition the union of three line segments in the plane, which have a common endpoint, but otherwise they are disjoint; note that their length need not be the same. We call the common endpoint the center of mass of the tripod $G$. Every triple $c_1, c_2, c_3 \in \mathbb{R}^2$ of non-collinear points defines a canonical tripod, whose center of mass is the barycenter of $c_1, c_2, c_3$, i.e., it is

$$a = \frac{1}{3}(c_1 + c_2 + c_3).$$

In what follows, we will only be using canonical tripods, even if we do not mention it explicitly.

We consider an analog of the building block function discussed in Section 4.2. Let $W \subset \mathbb{R}^2$ an open equilateral triangle with vertices $x_1, x_2, x_3$. Then for each triple
Figure 5.1. Illustration of the collapsing map $f: \mathbb{R}^2 \rightarrow \mathbb{R}^2$ and of the homeomorphism $\Phi$ from $\mathbb{R}^2$ onto the flap-plane $S$. For each $i = 1, 2, 3$ the collapsing map $f$ sends the vertex $x_i$ of the central pink triangle to the vertex $c_i$ of the central pink tripod. For $i < j$ the midpoint $x_{ij}$ of $x_i$ is mapped to the barycenter $a$ of the central tripod. The map $\Phi$ is a homeomorphism so in particular the green rectangles are not glued to the red rectangles, except at the three points $\Phi(x_{ij}), i < j$; these are the points that correspond to the barycenter $a$ of the pink tripod.

of non-collinear points $c_1, c_2, c_3 \in \mathbb{R}^2$ and for the canonical tripod $G$ corresponding to these points there exists a continuous map $g: \overline{W} \rightarrow G$ such that

(B2) $g(x_i) = c_i$ for $i = 1, 2, 3$,
(B3) $g$ is injective and monotone (see comments below), on each half-edge of $\partial W$, from its midpoint to a vertex,
(B5) $g$ maps the midpoints of the edges of $W$ to the center of mass $a$ of $G$, and
(B6) $g$ is monotone in the sense that $\text{osc}_{\overline{W}}(g) = \text{osc}_{\partial W}(g)$. Here, $\text{osc}_{\overline{W}}(g) = \sup\{|g(x) - g(y)| : x, y \in \overline{W}\}$. 
These properties should be compared to the properties of the building block function in Section 4.2. Note that (B6) follows immediately from continuity and (B2) since they imply that \( g(\partial W) = G \). Also, (B2) and the injectivity from (B5) imply that \( g \) maps each half-edge of \( W \) homeomorphically onto an edge of the tripod \( G \). In particular, (B3) from Section 4.2 holds here, in the sense that if \( I \subset \partial W \) is a half-edge of \( \tilde{W} \) and \( J_1 \subset J_2 \subset I \) are segments, then \( \text{osc}_J(g) \leq \text{osc}_{J_2}(g) \). This explains the use of the word \textit{monotone} in the statement of (B3).

From now on, a \textit{building block map} will be a map \( g \) as above, and we will say that its \textit{parameters} are \( c_1, c_2, c_3 \). At this moment we are not interested in the definition of the map \( g \) in the interior of the triangle \( W \) (which could be anything as long as \( g(\overline{W}) = G \) and \( g \) is continuous), but we only focus on its boundary. The construction of such a continuous function \( g \) is elementary. For example, one can first collapse \( \overline{W} \) to the canonical tripod defined by its vertices \( y_1, y_2, y_3 \), so that the midpoints of the edges are mapped to the barycenter of the triangle \( W \), and so that the map is injective on each edge of \( \partial W \). Then one can use an affine map to map this tripod to the canonical tripod \( G \) defined by \( c_1, c_2, c_3 \) such that the vertices \( y_1, y_2, y_3 \) are mapped to \( c_1, c_2, c_3 \), respectively. Note that affine maps preserve barycenters.

5.1.2. \textit{Inductive definition}. A fundamental lemma that we will use is the following.

A \textit{convex quadrilateral} is the open region in the plane that is bounded by a polygon with four sides and (interior) angles strictly less than \( \pi \) (we wish to exclude degenerate cases).

\textbf{Lemma 5.1.} Let \( U \subset \mathbb{R}^2 \) be convex quadrilateral and consider points \( c_1, c_2, c_3 \in \partial U \) such that \( c_1 \) is a vertex of \( U \), and \( c_2, c_3 \) lie on the interior of distinct sides of \( U \) that are not congruent to the vertex \( c_1 \). Also, consider the canonical tripod \( G \) corresponding to \( c_1, c_2, c_3, c_4 \), which are necessarily non-collinear points. Then \( G \subset U \) and each component \( Z \) of \( U \setminus G \) is a convex quadrilateral. Furthermore, two of the sides of such a component \( Z \) are two of the edges of the tripod \( G \) and are congruent to its center of mass, while the other two sides of \( Z \) are contained in distinct sides of \( U \).

The proof is elementary and is omitted. Now, we define the desired map \( f \) inductively, in a very similar way, as the map we defined in Section 4.4. We define \( f \) to be the identity in the closure of the \( w \)-triangle of level 0 (i.e., the closure of the unbounded component of \( \mathbb{R}^2 \setminus K \)).

Note that the map \( f \) is already defined on the vertices of the central \( w \)-triangle \( W_1 \) of level 1. We define \( f \) on \( \overline{W}_1 \) to be a building block map that collapses this triangle to a tripod \( G_1 \). This tripod is contained in the \( w \)-triangle \( V_1 \) of level 0, which is convex. Each component \( U_2 \) of \( V_1 \setminus G_1 \) is a convex quadrilateral. We will be calling \( U_2 \) a \( u \)-quadrilateral. Note that each \( v \)-triangle \( V_2 \) of level 1 (i.e., \( V_2 \) is a component of \( V_1 \setminus \overline{W}_1 \)) corresponds to a \( u \)-quadrilateral \( U_2 \), and in fact \( f \) maps \( \partial V_2 \) to \( \partial U_2 \) homeomorphically, in an orientation-preserving way, by property (B3). Moreover, the midpoint \( x_1 \) of an edge of \( V_2 \) is mapped to a vertex \( c_1 \) of \( U_2 \) and the other two edges of \( V_2 \) are mapped to the other edges of \( U_2 \) that are not congruent to \( c_1 \).

We claim that we can define \( f \) on all \( w \)-triangles, so that each \( v \)-triangle corresponds to a \( u \)-quadrilateral as above. We now formulate and prove the inductive step.
Let \( V \) be a \( v \)-triangle and suppose that \( f|_{\partial V} \) has been defined and maps \( \partial V \) homeomorphically onto the boundary of a convex quadrilateral \( U \). Moreover, suppose that \( f \) maps the midpoint \( x_1 \) of an edge of \( V \) to a vertex \( c_1 \) of \( U \) and that each of the other two edges of \( V \) is mapped to one of the other two sides of \( U \) that are not congruent to \( c_1 \).

Consider the central \( w \)-triangle \( W \subset V \) that has its vertices \( x_1, x_2, x_3 \) on \( \partial V \). By the assumptions on the map \( f|_{\partial V} \), the points \( c_2 := f(x_2) \) and \( c_3 := f(x_3) \) lie on distinct sides of \( U \) that are not congruent to \( c_1 = f(x_1) \). We define \( f \) on \( W \) to be a building block map that collapses the triangle \( \overline{W} \) to a tripod \( G \) with vertices \( c_1, c_2, c_3 \).

By Lemma 5.1, we see that each component \( U' \) of \( U \setminus G \) is a convex quadrilateral. Two of the sides of \( U' \) are edges of the tripod \( G \), each of which is the homeomorphic image of a half-edge of \( W \) under \( f \), by property (B3) of the building block map on \( \overline{W} \). Suppose, for instance, that the edge of \( W \) is the segment \([x_1, x_2]\). The other two sides of \( U' \) are contained in two distinct sides of \( U \). These two sides of \( U' \) have to correspond under the homeomorphism \( f|_{\partial V} \) to an arc of \( \partial V \) that connects \( x_1 \) and \( x_2 \). Among the two such arcs, there is only one possibility, since it follows by the assumptions that \( f^{-1}|_{\partial U} \) maps each side of \( U \) into one edge of \( V \).

We thus see that there exists a \( v \)-triangle \( V' \subset V \setminus \overline{W} \) such that \( f \) maps \( \partial V' \) homeomorphically onto \( \partial U' \). The midpoint \( x'_1 = \frac{x_1 + x_2}{2} \) of the edge \( \partial V' \cap \overline{W} \) of \( V' \) is mapped to a point \( c'_1 \) that is a vertex of \( U' \) (in fact it is the center of mass of \( G \) as follows from Lemma 5.1) and the other two edges of \( V' \) are mapped to the other two sides of \( U' \) by the mapping properties of \( f \).

This completes the proof of the inductive step and shows that \( f \) can be defined on all of \( W_\infty = \bigcup_{W \in \overline{W}} \overline{W} \).

5.1.3. Properties of \( f \). (a) Each \( w \)-triangle \( \overline{W} \) is mapped to a tripod \( G \) with vertices \( c_1, c_2, c_3 \) and center of mass \( a = (c_1 + c_2 + c_3)/3 \). Following the notation of Section 4 we define

\[
O(W) = \max_{i=1,2,3} |a - c_i|.
\]

Note that \( O(W) \) is the length of the largest edge of the tripod \( G \). The map \( f \) is monotone in the following sense. For each \( v \)-triangle \( V \) of level \( m \geq 1 \) we have

\[
\text{osc}_{\partial V} f = \sup_{x,y \in \partial V \cap W_\infty} |f(x) - f(y)| = \text{osc}_{\partial V} f.
\]

This is the analog of Lemma 4.6. The reason it holds in our case is that, by its inductive definition, \( f \) maps \( \partial V \) homeomorphically onto a quadrilateral \( \partial U' \), and all \( w \)-triangles contained in \( V \) are mapped to tripods contained in \( U' \).

We define the level of a \( v \)-quadrilateral \( U \), which corresponds as above to a \( v \)-triangle \( V \), to be an integer equal to the level of \( V \); see also Section 4.1. More precisely, if the sidelength of \( V \) is \( 2^{-n} \), \( n \in \mathbb{N} \), then the level of \( V \) and \( U \) is \( n \).

(b) The function \( f \) has a continuous extension to \( \mathbb{R}^2 \). The proof is the same as the proof of Proposition 4.7 with minor modifications. One observes that we have given essentially the same definition for \( f \) and it satisfies the properties (B2), (B3), (B5) and (B6) as in Section 4.2; see also Remark 4.4. Namely, what we called “height” of \( f \) on a \( w \)-triangle \( W \) in Section 4.2 is now the barycenter \( a = (c_1 + c_2 + c_3)/3 \) of the tripod \( G \). Hence, the “height” of \( f \) here is the average of the values of \( f \) on the vertices of \( W \), precisely as it was the case in the definition of \( f \) in Section 4.4.
The only difference is that $f$ is now complex-valued, instead of real-valued, but this does not affect the proofs. The proof of continuity goes through, if we ensure that $f$ has on each $w$-triangle a certain modulus of continuity, as described in Case 3 of the proof of the basic Lemma 4.8 (see Section 4.5.1):

(*) Assume that the triangles $W_1, W_2$ are adjacent and each has a vertex $z_1, z_2$, respectively, lying on a triangle $\partial W_0$ of a strictly lower level. Then

$$|f(z_1) - f(z_2)| \leq \mathcal{O}(W_0)/3.$$ 

As already discussed in Section 4.5.1 this boils down to looking at the dyadic points $\{x_k\}_{k \in \mathbb{N}}$ contained in each half-edge $I$ of $\partial W_0$ and accumulating in the corresponding vertex of $W_0$, and requiring that

(Dyadic *)

$$|f(x_k) - f(x_{k+1})| \leq \mathcal{O}(W_0)/3,$$

for all $k \in \mathbb{N}$, where $x_k$ and $x_{k+1}$ are “consecutive” dyadic points (for example, if $I = [0, 1]$ and 0 is a vertex of $W_0$, then $x_k = 2^{-k}$ for $k \in \mathbb{N}$). This will be ensured in the next section, where we construct more carefully the function $f$ on each $w$-triangle, so that it still has properties (B2), (B3), (B5) and (B6) and also has this particular modulus of continuity.

(c) By continuity, the map $f : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is surjective. The $u$-quadrilaterals induce subdivisions in the image side, exactly as the $v$-triangles do in the domain. Let $U_1$ be the equilateral triangle of sidelength 1 that is the image of the $v$-triangle $V_1$ of level 1 (in fact, $U_1 = V_1$ since $f$ is the identity on $\partial V_1$). Then $U_1$ contains three disjoint $u$-quadrilaterals of level 2, which lie in the complement of a “removed” tripod. Each of these quadrilaterals is the image of a $v$-triangle of level 2. This follows by the continuity and the monotonicity of $f$. In general, the closure of each $u$-quadrilateral of level $m$ is the union of the closures of three disjoint $u$-quadrilaterals of level $m + 1$. These $u$-quadrilaterals are the images of $v$-triangles of level $m + 1$; see Figure 5.1. By continuity, the diameters of $u$-quadrilaterals of level $m$ converge to 0 as $m \rightarrow \infty$.

For each point $z \in \overline{U}_1$ we can find a sequence $U_n, n \in \mathbb{N}$, of nested $u$-quadrilaterals such that

$$\{z\} = \bigcap_{n=1}^{\infty} U_n.$$ 

We set $L^\circ$ to be the set of points of $\overline{U}_1$ that do not lie on any “removed” tripod. The correspondence between $U_n$ and $V_n$ and the uniqueness of a sequence $V_n$ shrinking to a point $x \in K^\circ$ (see the comments before Lemma 4.1) imply that $f$ maps $K^\circ$ onto $L^\circ$, and in fact $f$ is injective on $K^\circ$.

(d) The tripods contained in $\overline{U}_1$, which are the images of the $w$-triangles, have $\sigma$-finite length. Thus, the area of the tripods is equal 0. This implies that the image of $K^\circ$ has full measure inside $\overline{U}_1$.

5.2. Folding equilateral triangles to tripods. So far, we have a continuous surjective map $f : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ that is injective outside the union $W_\infty$ of the closures of the $w$-triangles; of course continuity is still subject to choosing suitably the building block maps so that they have a certain modulus of continuity. We wish to change the definition of the map $f$ only inside each $w$-triangle so that $f$ becomes injective everywhere. However, this is not possible if the target is $\mathbb{R}^2$. Thus, we change the target to a flap-plane $S$ by attaching rectangles to each of the tripods;
Figure 5.2. An equilateral triangle $W$ is split into three quadrilaterals $Z_i$, $i = 1, 2, 3$. Then each $Z_i$ is folded over an edge of the tripod $G$. Finally, the resulting rectangles are glued to obtain the space $X$.

see Section 3 for the definition of a flap-plane. We then change the definition of $f$ inside the $w$-triangles and allow them to be mapped onto the rectangles attached to the corresponding tripod. We wish to do this in such a way that the resulting map $\Phi: \mathbb{R}^2 \to S$ is a homeomorphism, quasiconformal inside the $w$-triangles. This will be discussed in detail in the next section.

In this section we show how one can “fold” an equilateral triangle $W \subset \mathbb{R}^2$ onto a space $X$ obtained by attaching rectangles $E$ to a single tripod $G$. The space $X$ is constructed very similarly to the flap-planes discussed in Section 3.1. One first cuts the plane along the edges of the tripod $G$, and then attaches two rectangles on each slit arising from an edge. The width of each rectangle is equal to the length of the corresponding edge of $G$, and the height is a prescribed constant $h > 0$, which is the same for all 6 rectangles. The barycenter $a$ of $G$ must “lift” to three line segments, along which neighboring rectangles are glued; see Figure 3.1 for the gluing pattern. We remark that the lengths of the edges of $G$, and thus the widths of the rectangles, need not be equal to each other. The space $X$ is a topological disk, and we endow it with its natural length metric $d$, so that each rectangle $E \sim G$ (i.e., $E$ is glued to an edge of $G$) is isometric to a rectangle with the Euclidean metric.

We wish to construct a homeomorphism $\phi: W \to X$ that has the following properties:

(A) the composition of $\phi$ with the natural projection $X \to G$ satisfies $\text{(B2)}$

(B) the same composition has the modulus of continuity in $\text{Dyadic }$, and

(C) $\phi$ is $M$-quasiconformal (in the sense of Definition 2.4) in the interior of the preimage of each rectangle $E \sim G$, where $M$ is independent of the tripod $G$ and of the height $h$ of the rectangles $E \sim G$,

provided that $h$ is sufficiently small.

To do this, we first draw the heights of $W$, which split it into three quadrilaterals, each of which is a rotation of the other, and contains in its boundary a vertex of $W$ together with two congruent half-edges of $W$; see Figure 5.2. Let $Z$ be one of these quadrilaterals. We will “fold” $Z$ with a piecewise linear map to the two rectangles attached to an edge of $e$ of $G$. Assume that the length of $e$ is $\ell$. We assume that
the height $h$ of the rectangles is less than $\ell/6$. Then there exists a unique $N \in \mathbb{N}$ such that

$$\ell = Nh + q,$$

where $h \leq q < 2h$ is a remainder term.

We now divide each of the two rectangles $E$ attached to $e$ into $N$ squares of dimensions $h \times h$, and a rectangle of dimensions $q \times h$, as in Figure 5.3. We also subdivide $Z$ by considering $N + 1$ dyadic points on each half-edge of $W$ that is contained in $\partial Z$, and drawing trapezoids as in Figure 5.3. Each of these $2N$ trapezoids is similar to the trapezoid $ABCD$, in the sense that it can be obtained by applying a Euclidean similarity to $ABCD$.

Each of these trapezoids can be mapped with a piecewise linear map to the corresponding square of dimensions $h \times h$. In fact, this can be done by drawing one diagonal in each trapezoid and in each square, and then gluing two linear maps. This piecewise linear map is $M$-quasiconformal for a uniform $M > 0$.

We have to treat specially the two triangles near the vertex of $W$ that lies in $\partial Z$. The triangle $HIK$ is a right triangle with angle $\hat{HIK}$ equal to $\pi/6$. Hence, it can be mapped to the rectangle $H'I'J'K'$ (so that vertices are mapped to the corresponding vertices) with a piecewise linear map that is $M$-quasiconformal for a universal $M > 0$. Recall here that the ratio of the sides of the rectangle $H'I'J'K'$ is by construction bounded between 1 and 2. The construction of such a map is done by converting the triangle $HIK$ to a quadrilateral, by introducing the midpoint $J$ of the segment $IK$. Then one can draw the diagonals $HJ$ and $H'J'$ and glue together two linear maps, one from the triangle $HJK$ to the triangle $H'J'K'$, and one from the triangle $HIJ$ to the triangle $H'I'J'$.

Hence, we obtain two piecewise linear maps, one defined on the triangle $HIK$ and one defined on the triangle $KIL$. The first one maps linearly the segment $IJ$ to the segment $I'J'$ and the second maps linearly the segment $IJ$ to the segment $I'J'$. Upon folding, the segment $I'J'$ gets glued to the segment $\hat{I}'J'$, so we obtain a homeomorphism $\phi$ from $Z$ onto the two folded rectangles that are glued over an edge of the tripod $G$. We remark that the segment $A'D'$ is not glued to anything at this moment, and it will be glued to the corresponding segment that arises from the rectangles attached to another edge of $G$.

With the same procedure, we construct such a homeomorphism $\phi_i$ for each one of the three quadrilaterals $Z_i$, $i = 1, 2, 3$, in the subdivision of the original triangle $W$. The map $\phi_1$ maps $Z_1$ to the two folded rectangles attached to the edge $e_1$ of $G$, for $i = 1, 2, 3$. We remark that the heights of all these rectangles are equal to $h$, but their widths might vary if they are attached to distinct edges of $G$. The quadrilateral $Z_1$ is glued to $Z_2$ along edges of the form $AD$. The maps $\phi_1$ and $\phi_2$ are linear on these edges and they map $AD$ to edges of “type” $A'D'$, whose length is $h$. Hence, the maps $\phi_1$ and $\phi_2$ can be “glued” together to obtain a homeomorphism from $Z_1 \cup Z_2$ onto the rectangles that are attached on two of the edges of the tripod $G$. Finally, one glues the third piece $Z_3$ to obtain the desired homeomorphism $\phi: \overline{W} \to X$; see Figure 5.2. The map $\phi$ is $M$-quasiconformal, in the sense of Definition 2.4, in the interior of the preimage of each rectangle $E \sim G$. Note that the set where $\phi$ is quasiconformal is the complement in $W$ of finitely many line segments, along which the triangle $W$ is “folded”.

By construction, (A) and (C) hold, so it only remains to check that $\phi$ has the desired modulus of continuity (B). We reformulate the claim, using the metric $d$ of
the space $X$. The quantity $O(W)$ is equal to the maximum length of the edges of the tripod $G$. We need to check that if $x_k, x_{k+1}$ are consecutive "dyadic" points in a half-edge of $W$, then

$$d(\phi(x_k), \phi(x_{k+1})) \leq O(W)/3.$$ 

Since the segment $[\phi(x_k), \phi(x_{k+1})] \subset X$ projects isometrically into an edge of $G \subset \mathbb{R}^2$, the desired claim will then follow. Note that $\phi(x_k)$ and $\phi(x_{k+1})$ are contained either in an edge of a square of dimensions $h \times h$, or in an edge of a rectangle of dimensions $q \times h$, where $h \leq q < 2h$; recall the subdivision of $Z$ into “dyadic” trapezoids and the definition of $\phi$ in each trapezoid. Hence, $d(\phi(x_k), \phi(x_{k+1})) \leq 2h \leq \ell/3$, since we chose $h \leq \ell/6$, where $\ell$ is the length of the edge of $G$ that contains $x_k$ and $x_{k+1}$. On the other hand, $\ell \leq O(W)$, so our claim is proved.

5.3. **Homeomorphism onto a flap-plane.** Here we show how to patch together the folding maps $\phi$ of each $w$-triangle $W$ (from Section 5.2) with the continuous function $f: \mathbb{R}^2 \to \mathbb{R}^2$ in order to obtain a homeomorphism $\Phi$ from $\mathbb{R}^2$ onto a flap-plane $S$. This will be done in three steps. (a) First, we explain how the folding maps $\phi$ of the $w$-triangles can induce the building block maps of $f: \mathbb{R}^2 \to \mathbb{R}^2$, so that $f$ is continuous; recall the comments in Section 5.1.3(b). (b) Then we discuss how to construct a flap-plane $S$ by gluing rectangles to the tripods provided by $f$. (c) Finally, we explain how one can “patch” together the map $f$ with the folding maps $\phi$ to obtain a homeomorphism $\Phi: \mathbb{R}^2 \to S$ that is quasiconformal in $\mathbb{R}^2 \setminus K$. 

Figure 5.3. Illustration of the folding map from a quadrilateral $Z$ onto two rectangles.
(a) Let $W$ be an equilateral triangle and $G$ be a tripod. Consider a map $\phi$ that maps $\overline{W}$ to a metric space $X$ as in Section 5.2, satisfying (A), (B), and (C). There is a natural projection $P: X \rightarrow G$, so that the composition $P \circ \phi$ satisfies (B2), (B3), (B5), (B6), and condition (*). Note that $\phi$ depends on the height $h$ of the rectangles that we attach to the tripod $G$, and condition (*) is subject to choosing a sufficiently small height $h$.

Using the compositions $P \circ \phi$ as the building block maps of $f$ we obtain a continuous map $f: \mathbb{R}^2 \rightarrow \mathbb{R}^2$. More specifically, once $f$ has been defined on $w$-triangles of level $m-1$, then we know the tripods (as sets) that will correspond to the $w$-triangles of level $m$. Then one considers the folding maps $\phi$ with respect to the $w$-triangles of level $m$ and the corresponding tripods. The compositions $P \circ \phi$ yield the building block maps that are used to define $f$ on $w$-triangles of level $m$.

The comments in Section 5.1.3(b) justify why $f$ will extend continuously on all of $\mathbb{R}^2$.

A subtlety here is that if we change the height $h$ of the rectangles attached to a specific tripod, then this changes the folding map $\phi$, and alters the map $f$ completely!

(b) Let $\mathcal{G}$ be the family of tripods arising from $f$, that is, the family $f(\overline{W})$, where $W$ is a $w$-triangle of level at least 1. The family $\mathcal{G}$ is a family of planar graphs that has property (G), i.e., their edges do not cross; recall definitions from Section 3.1. Also, the “graph” $T_\infty = \bigcup_{G \in \mathcal{G}} G$ has degree uniformly bounded by 6, as one can see inductively. Proposition 3.2 implies that if the heights of the rectangles attached to each tripod are sufficiently small, then one obtains a limiting flap-plane $(S, d)$, which is a complete metric space. Recall Remark 3.6, which allows us to choose inductively the graphs $G$ and the heights $h$ of the corresponding rectangles, and still obtain the limiting flap-plane. The limiting space $S$ can be regarded as the union of $\mathbb{R}^2 \setminus \bigcup_{G \in \mathcal{G}} G$ with the rectangles attached to each tripod $G$, after proper identifications; see also the proof of Proposition 3.2.

(c) The map $f$ can be “patched” with the maps $\phi$ to yield naturally a map $\Phi: \mathbb{R}^2 \rightarrow S$. Namely, the maps $f$ and $\Phi$ agree outside the closures of $w$-triangles, and inside a $w$-triangle $\overline{W}$ the map $\Phi$ is defined to be equal to the folding map $\phi$ that folds $\overline{W}$ on top of the corresponding tripod $f(\overline{W})$. There is possibly an ambiguity in the definition of $\Phi$, whenever two $w$-triangles $\overline{W}_1, \overline{W}_2$ intersect at one point. In this case the corresponding tripods $G_1, G_2$ also intersect at one point (this is property (G)). Then $\Phi(\overline{W}_1)$ and $\Phi(\overline{W}_2)$ also have to intersect at precisely one point in the space $S$, by our basic rules in the construction of a flap-plane; see Section 3.1 and Figure 3.2. Hence, $\Phi$ can unambiguously be defined.

We claim that $\Phi$ is injective. Recall from Section 3.1.3(c) that $f$ is injective on $K^\circ$ with $f(K^\circ) = L^\circ$ and it is the identity in the unbounded complementary component of the gasket $K$. Also, each of the maps $\phi$ is a homeomorphism from a $w$-triangle $\overline{W}$ onto the rectangles attached to the corresponding tripod. In order to show that $\Phi$ is injective, it remains to prove that if $x_1 \in \partial W_1$ and $x_2 \in \partial W_2$, where $W_1, W_2$ are distinct $w$-triangles with $\Phi(x_1) = \Phi(x_2)$, then $x_1 = x_2$. From the construction of $S$ (looking at a finite stage of the construction) one sees that the equality $\Phi(x_1) = \Phi(x_2)$ is only possible if the triangles $W_1$ and $W_2$ are adjacent, so we necessarily have that $x_1 = x_2$ and it is the intersection point $\partial W_1 \cap \partial W_2$. This completes the proof of injectivity.
In fact, $\Phi$ is also surjective, since $f$ maps $K^\circ$ surjectively onto $L^\circ$; see the comments in Section 5.1.3(c). Note that $\Phi$ maps, in a sense, $\infty$ to $\infty$ and is continuous in a neighborhood of $\infty$, as it agrees with the identity there. Hence, if we show that $\Phi: \mathbb{R}^2 \to S$ is continuous, then it will be a a proper bijective map, and hence a homeomorphism, as desired.

The proof of continuity is very similar to the proof of Proposition 3.2, so we only provide a sketch. Assume for the sake of contradiction that $x_k$ is a sequence in $\mathbb{R}^2$ converging to a point $x \in \mathbb{R}^2$, but the image points $y_k = \Phi(x_k)$, $y = \Phi(x)$ satisfy $d(y_k, y) \geq \delta$ for all $k \in \mathbb{N}$ and for some $\delta > 0$. The map $\Phi$ is already continuous in the interior of all $w$-triangles, as it agrees there with the homeomorphisms $\phi$, hence $x$ cannot lie in the interior of a $w$-triangle. It follows that $x$ must lie on the gasket $K$.

With the same reasoning, we cannot have that infinitely many terms $x_k$ lie in the same $w$-triangle $\overline{w}$. Hence, we either have a subsequence of $x_k$ all of whose terms lie in $K^\circ$, or there exists a subsequence of $x_k$, still denoted by $x_k$, whose terms lie in distinct $w$-triangles $\overline{w}_k$.

In the first case, we assume that $x_k \in K^\circ$ for all $k \in \mathbb{N}$ and we consider two subcases. The first subcase is that $x \in K^\circ$, in which case $y \in L^\circ \subset \mathbb{R}^2 \setminus \bigcup_{G \in \mathcal{G}} G$; recall that $\Phi(K^\circ) = f(K^\circ) = L^\circ$ from Section 5.1.3(c). Then we necessarily have $y_k \to y$ with the Euclidean metric. This is because the map $\Phi$ agrees there with $f$, and $f$ is continuous. We would like to argue that $y_k \to y$ with respect to the metric $d$ of $S$. This follows because the metric $d$ restricted to $\mathbb{R}^2 \setminus \bigcup_{G \in \mathcal{G}} G$ topologically equivalent to the Euclidean metric; see Remark 3.3. Hence, we obtain a contradiction to the assumption that $d(y_k, y) \geq \delta$ for all $k \in \mathbb{N}$.

The other subcase is that $x$ lies on an edge of a $w$-triangle $\overline{w}$. Then one can find a nested sequence $V_k$ of $w$-triangles and a subsequence of $x_k$, still denoted by $x_k$, such that $x_k \in V_k$ and $x \in \partial V_k$ for all $k \in \mathbb{N}$; see comments before Lemma 4.1. The triangles $V_k$ correspond, under $f$, to a nested sequence of $u$-quadrilaterals $U_k$ such that the projection $\tilde{y}$ of the point $\Phi(x) = y \in S$ to the plane lies in $\partial U_k$. In fact, $y$ lies in the boundary of a rectangle $E$ attached to the tripod $G$ that corresponds to $\overline{w}$, and also $y$ is “accessible” from $U_k$; this statement can be made more precise if one looks at a finite stage $(S_n, d_n)$ of the construction of $(S, d)$, as discussed in Section 3. The line segments $[\tilde{y}, y_k] \subset \mathbb{R}^2$ are contained in the convex quadrilateral $U_k$ and have the property that they do not intersect any tripod infinitely often. As in the proof of Proposition 3.2, this implies that for any given $\varepsilon > 0$ we have

$$d(y, y_k) \leq |\tilde{y} - y_k| + \varepsilon \leq \text{diam}(U_k) + \varepsilon$$

for all sufficiently large $k$. Since $\text{diam}(U_k) \to 0$ by the continuity of $f$, we obtain a contradiction.

The second case is that $x_k \in \overline{W}_k$, which are distinct $w$-triangles. We will reduce this to the previous case. One can find points $x'_k \in \partial W_k$ with $x'_k \to x$, since the diameters of $W_k$ shrink to 0, such that the corresponding image points $y'_k$ satisfy $d(y'_k, y) \to 0$. This is because the heights of the rectangles attached to distinct tripods have to shrink to 0; see the statement of Proposition 3.2. It suffices to show that $d(y'_k, y) \to 0$. Finally, arbitrarily close to $x'_k$ one can find points $x''_k \in K^\circ$ that converge to $x$ such that the corresponding image points $y''_k \in L^\circ$ satisfy $d(y''_k, y') \to 0$. This follows from the argument in the previous paragraph. However, we are now reduced to the previous case, so $d(y''_k, y) \to 0$, and therefore $d(y_k, y) \to 0$, a contradiction.
5.4. **Finishing the proof of non-removability.** We have constructed a homeomorphism $\Phi : \mathbb{R}^2 \to S$ that is $M$-quasiconformal in each $w$-triangle $W$, except at the finitely many line segments along which $W$ is folded; recall property (C) of the folding maps in Section 5.2. If the heights of the rectangles attached to the tripods are chosen inductively to be sufficiently small, then by Theorem 3.7 there exists an $\eta$-quasisymmetry $\Psi : S \to \mathbb{R}^2$. Now, we consider the composition $F := \Psi \circ \Phi$ which is a homeomorphism of $\mathbb{R}^2$.

The map $\Psi$, restricted on a rectangle $E$ attached to a tripod, is $\eta$-quasisymmetric, and thus $M'$-quasiconformal, where $M'$ depends only on $\eta$; this follows from Lemma 2.6 and the fact that the metric $d$, restricted to $E$, is isometric to the Euclidean metric. Hence, by Lemma 2.7 in each $w$-triangle $W$ the map $F$ is $M \cdot M'$-quasiconformal in the complement of finitely many line segments; these are precisely the segments along which the triangle $W$ is folded. Since these segments have finite length, the are removable for quasiconformal maps by Lemma 2.8 so $F$ is $M \cdot M'$-quasiconformal on each $w$-triangle $W$.

We finally claim that $F$ cannot be quasiconformal on $\mathbb{R}^2$. First, recall the continuous function $f : \mathbb{R}^2 \to \mathbb{R}^2$ that is in fact the composition of $\Phi$ with the natural projection $P$ from $S$ to $\mathbb{R}^2$; see Section 3.1 and Remark 3.4 for the definition of the projection. We note that $f(K^\circ) = L^\circ$ has positive Lebesgue measure, as remarked in Section 5.1.3(d). Since the projection $P$ is 1-Lipschitz and $L^\circ$ projects to itself, if $\mu$ denotes the Hausdorff 2-measure of $S$, we have

$$\mu(L^\circ) \geq m_2(L^\circ) > 0.$$  

Compare to the property $[G7]$ of the projections of flap-planes in Section 3.1.

Finally, by Lemma 2.9 we conclude that the pushforward measure $\Psi_* \mu$ and the Lebesgue measure on $\mathbb{R}^2$ are mutually absolutely continuous. This implies that $F(K^\circ) = \Psi(L^\circ) \subset \mathbb{R}^2$ has positive Lebesgue measure. Thus, the map $F$ blows the set $K^\circ$ of measure zero to a set of positive measure. Using Lemma 2.3 we conclude that $F$ cannot be globally quasiconformal.

\[\square\]
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