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Abstract—In continuum robotics, real-time robust shape estimation is crucial for planning and control tasks that involve physical manipulation in complex environments. In this paper, we present a novel stochastic observer-based shape estimation framework designed specifically for continuum robots. The shape state space is uniquely represented by the modal coefficients of a polynomial, enabled by leveraging polynomial curvature kinematics to describe the curvature distribution along the arclength. Our framework processes noisy measurements from limited discrete position, orientation, or pose sensors to estimate the shape state robustly. We derive a novel noise-weighted observability matrix, providing a detailed assessment of observability variations under diverse sensor configurations. To overcome the limitations of a single model, our observer employs the Interacting Multiple Model (IMM) method, coupled with Extended Kalman Filters (EKFs), to mix polynomial curvature models of different orders. The IMM approach, rooted in Markov processes, effectively manages multiple model scenarios by dynamically adapting to different polynomial orders based on real-time model probabilities. This adaptability is key to ensuring robust shape estimation of the robot’s behaviors under various conditions. Our comprehensive analysis, supported by both simulation studies and experimental validations, confirms the robustness and accuracy of our proposed methods.
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I. INTRODUCTION

Inspired by biological features such as an elephant’s trunk or an octopus’s tentacles, continuum robots are an unconventional class of robots that have inherent large degrees of flexibility, underactuation, and compliance. Such “soft” features allow them to have safe physical interactions with the environment. With recent advances in instrument miniaturization, continuum robot designs have been widely used in many minimally invasive surgery applications and their advantages are further leveraged for safe manipulation and access to deep anatomy.

Robustly ascertaining the shape of continuum robots is critical for effective motion planning and control. This task typically involves a comprehensive shape estimation framework integrating sensing techniques, representation methods, and estimation approaches.

A. Sensing Technique

Shape sensing is pivotal in this context by supplying the observational data critical for robust shape estimation. A diverse array of sensing techniques is deployed to acquire the shape information. External sensing involves equipping robots with sensors such as Electromagnetic (EM) sensors, vision-based systems, or Inertial measurement units (IMUs) to obtain pose information externally. Alternatively, intrinsic sensing leverages internal sensors to enhance joint-level information, utilizing encoders or passive cable displacement measurements. Given their infinite degrees of freedom (DoF), the challenge with continuum robots lies in capturing comprehensive pose information along their entire length with a finite number of sensors. While technologies like Fiber Bragg Grating (FBG) sensors and vision-based systems can map out the full robot shape, constraints such as budget and the specific requirements of the application often preclude their ubiquitous use.

B. Representations in Modeling

Different shape representation methods yield various formulations of the backbone curvature, which directly impact continuum robots’ computed position and orientation. Representation methods can be categorized as distributed and lumped parameterizations for the backbone curvature. Distributed parameterization methods represent the backbone curvature as a continuous function of the arc length, characterized by an infinite number of parameters. These methods assume that the curvature distribution is variable along the length of the robot. A classic example is the Cosserat rod model, which employs distributed parameter modeling to account for the underlying mechanics by solving for positional, force, and moment boundary conditions.

Lumped parameterization uses a finite set of parameters to describe the backbone shape of continuum robots geometrically. This approach primarily includes three methods: the Pseudo-Rigid-Body Model (PRBM), the constant curvature (CC) assumption, and the modal approach. PRBM approximates the central backbone shape of continuum robots as a series of rigid links connected by torsion springs. The constant curvature (CC) model assumes that each segment of the continuum robot follows a constant curvature, typically represented as a circular arc, with a single curvature parameter defining the shape. Due to its simplification and computation efficiency, it is deployed quickly for ideal situations such as...
as uniform mass/material distribution, frictionless transmission, and free from external loading. As a widely adopted kinematics-based approach, the CC model is extensively used in applications ranging from surgical procedures [31–34] and field operations [35] to underwater exploration [36] and aerial maneuvers [37]. In contrast, the modal approach [38] represents backbone curvature as a linear combination of modal shape functions (e.g., monomials [39], Chebyshev polynomials [40], and polynomial curvature kinematics [41]). A modal approach offers the advantage of capturing complex, continuous deformations with a relatively small number of parameters, making it computationally efficient while still maintaining high accuracy in shape representation.

C. Estimation Approach

Various sensing techniques and representation methods drive multiple estimation approaches tailored to the specific scenario. In static configurations, where the continuum robot remains stationary and its state does not change over time, researchers often employ curve fitting or optimization methods based on modal approaches [4], [14], [15], [40], and the Pseudo Rigid Body Model (PRBM) [10]. Considering model uncertainty and measurement noise, Lilge et al. [6] and Ferguson et al. [42] implemented Gaussian Process Regression for static shape estimation under arclength domain using the Cosserat rod model.

Dynamic configurations involve continuous state updates as the continuum robot moves and its state changes over time. In such scenarios, stochastic observer-based estimation methods, particularly filtering approaches, are preferred for their ability to optimize state estimation by balancing the influences of process and measurement models, where noise from both sources significantly impacts accuracy and robustness. Although the Extended Kalman Filter (EKF) is commonly employed in dynamic shape estimation, it predominantly relies on constant curvature (CC) or piecewise constant curvature (PCC) models [8], [11], [13]. These models generally focus on estimating the tip pose or bending angles, with less attention to the entire curvature distribution along the structure. Despite this, more advanced techniques like the Unscented Kalman Filter and Dual Particle Filter have been successfully applied to enhance the CC/PCC models, offering a broader dynamic shape estimation capability [7], [43].

D. Key Gaps in Shape Estimation Methods

Despite significant advancements in shape estimation for continuum robots, several critical challenges remain.

**Gap 1**: Traditional estimation methods, particularly those based on simpler models like constant curvature (CC) or piecewise constant curvature (PCC), typically focus on estimating the pose in task space and/or the state in joint space. However, there is a significant gap in these approaches as they do not capture the shape state in curvature space, which is more closely aligned with the robot’s natural mechanics and physical properties. This gap limits the accuracy and relevance of the estimations, especially in applications that require a deeper understanding of the robot’s internal dynamics and external interactions.

**Gap 2**: Representing the state in curvature space, particularly with polynomial curvature models, introduces challenges due to the nonlinear dynamics and the risk of overfitting or underfitting across different model orders. These complexities complicate the direct adoption of conventional stochastic observer methods, such as EKF and UKF, which typically rely on a single model for state estimation.

**Gap 3**: Current approaches also inadequately optimize sensor configurations using conventional observability analysis, often overlooking sensor noise characteristics, which leads to suboptimal sensor placement.

E. Contributions of This Work

To address the challenges in dynamic shape estimation across various types of continuum robots, we propose a pioneering stochastic observer-based framework that utilizes general pose, position, and orientation sensing techniques combined with polynomial curvature kinematics, with a particular focus on cable-driven continuum robots (illustrated in Fig. 1). The principal contributions of our research include:

- To the best of our knowledge, we are the first to introduce a stochastic observer in polynomial curvature shape state space: This novel approach significantly enhances real-time estimation accuracy and robustness by utilizing the modal coefficients space as the shape state space.
- Introduction of Adaptive Estimation Approaches: We are the first to implement adaptive IMM-EKF methods in the field of shape estimation. These methods enhance the adaptability and robustness of our models within dynamic environments.
- Innovative Noise-Weighted Observability Matrix: Our framework introduces this critical tool for the first time, assessing observability under various sensor configurations. By incorporating sensor noise characteristics, it strategically optimizes sensor placement for maximum observability, thus enhancing the reliability and effectiveness of estimations.
- Comprehensive Simulations and Experimental Validations: These substantiate the effectiveness of our innovative approaches. Results confirm our methods’ practical utility and performance enhancement over existing methods.

II. Problem Formulation

To develop a robust stochastic observer-based shape estimation framework for continuum robots, enhancing their functionality in dynamic and unpredictable environments, four specific problems need to be addressed, which are framed around the following foundational equations:

\[ m(t) = f(m(t), u(t)) \quad (1) \]
\[ y(t) = h(m(t)) \quad (2) \]
\[ \hat{m}(t) = \text{Observer\_Method}(\cdot) \quad (3) \]
Fig. 1: The illustration of a cable-driven continuum robot and the shape of its central backbone.

where
- $t$ represents time,
- $\mathbf{m}(t)$ is the robot’s shape state vector, containing variables that describe the shape of the robot,
- $\mathbf{u}(t)$ denotes the system input,
- $\mathbf{y}(t)$ is the output vector, which can be directly measured from the system,
- $\dot{\mathbf{m}}(t)$ denotes the derivative of $\mathbf{m}(t)$ with respect to time, describing the system’s dynamics,
- $\mathbf{f}$ is a vector function defining the state dynamics, depending on the current state and input,
- $\mathbf{h}$ is a measurement function mapping the state space to the measurement space,
- $\hat{\mathbf{m}}(t)$ is the estimate of the shape state,
- Observer_Method($\cdot$) denotes the observer algorithm employed to estimate the state vector from the measurements and the process model.

These problems include:

1) **Shape state representation**: Defining a compact and computationally efficient shape state vector $\mathbf{m}(t)$ that can accurately capture the dynamic properties of the continuum robot. Polynomial curvature kinematics is utilized to address this problem (details are provided in Section III-A).

2) **Process model development**: Constructing a process model that accurately describes the dynamics of the robot’s shape changes over time, influenced by control inputs $\mathbf{u}(t)$ and inherent system noise. This model builds upon the state transition equation (1) (the detailed derivation is available in Section III-C) with process noises.

3) **Measurement model construction**: Creating a measurement model that maps the shape state to observable outputs, ensuring that this model accounts for potential measurement noise. This model is constructed based on the output equation (2) (the detailed derivation is presented in Section III-D) with sensor noises.

4) **stochastic observer design**: architecting an adaptive recursive estimation approach (equation 3) to accurately estimate the shape state based on the process and measurement models. Interacting multiple models (IMM) coupled with Extended Kalman filters (EKFs) are employed to address this challenge (detailed discussions are illustrated in Section IV).

The detailed workflow of the proposed shape estimation methodology is depicted in Fig. 2. This workflow specifically focuses on the in-plane bending motion of a single continuum segment and utilizes limited position and/or orientation measurements from sensors located at strategic points. These sensors include off-the-shelf devices such as Electromagnetic (EM) sensors, Inertia Measurement Units (IMU), and cameras, etc., making our approach widely accessible for researchers. The integration of previous shape states and a process model, based on polynomial curvature kinematics, with measurements from these sensors, feeds into a real-time recursive shape estimation method. This method provides the optimal estimate of the shape state and all corresponding poses along the arc length. Additionally, a comprehensive observability analysis for different sensor configurations is conducted using the proposed noise-weighted observability matrix (detailed in section V). An extensive simulation study and experimental validations are discussed in section VI and section VII respectively.

### III. Model Formulation for Observer Design

This section delineates the development of the shape state, state transition model, and measurement model, all of which are based on polynomial curvature kinematics. The nomenclature used in these kinematic models is summarized in Table I.

#### A. Polynomial Curvature Kinematics

Before we delve into the kinematics model, it’s crucial to establish some assumptions to contextualize this problem. The following assumptions are posited:

1) **Planar Bending Assumption**: The robot’s bending motion is strictly planar, negating any out-of-plane deformations.

2) **Inextensibility of Backbone**: The robot’s backbone length remains invariant regardless of its bending configuration.

A precise representation and model of the shape for continuum robots ([41], [12]) is rooted in polynomial curvature kinematics. Leveraging this model, all the poses spanning...
the arclength can be ascertained by integrating a curvature function. The general curvature function is described as an infinite expansion of monomials:

$$\kappa(s, t) = \sum_{i=0}^{\infty} m_i(t)s^i, \quad s \equiv \frac{l}{L}, \quad s \in [0, 1]$$

(4)

where \(s\) is a normalized arclength coordinate, \(t\) is the time, \(m_i\) represents the modal coefficient of \(i^{th}\)-order, \(l\) denotes the arclength, and \(L\) is the constant central-backbone length.

1) Finite Dimension Approximation: A finite-dimensional approximation of equation (4) with highest order \(j\) can be expressed as:

$$\kappa(s, t) \approx \sum_{i=0}^{j} m_i(t)s^i$$

(5)

The accuracy of representing a continuum robot’s shape is closely related to the order of the curvature function employed. A higher-order curvature function can capture the robot’s shape with greater precision. However, this comes at the cost of increased complexity due to the inclusion of additional high-order terms.

2) Forward kinematics of configuration-to-task space: The bending angle \(\theta(s, t)\) at the normalized arclength \(s\) can be obtained by integrating the above curvature equation:

$$\theta(s, t) = \int_0^s \kappa(\tau, t)d\tau = \sum_{i=0}^{j} m_i(t)s^{i+1}$$

(6)

In this paper, we assume no torsional twist happened along the backbone length. Therefore, the robot shape can be fully observed in Frame \{1\}. If there is no specific instruction, all vectors are described in Frame \{1\}. Figure 3 shows the derivation of the in-plane bending kinematics. Let \(p(s)\) be the position at normalized arclength \(s\) in task space. The tangent unit vector is derived as:

$$e_t \equiv \frac{dp}{ds} = \left[ \sin(\theta(s, t)) \right]^T$$

(7)

Then, the position vector \(p(s)\) is expressed by the integral of \(\frac{dp}{ds}\) along the normalized arclength \(s\):

$$p(s) = \int_0^s \frac{dp}{d(sL)} = \left[ \sin(\theta(s, t)) \right]^T \cos(\theta(s, t))$$

(8)

Combining with the bending angle \(\theta(s, t)\), the bending direction angle \(\delta(t)\) and the position vector \(p(s)\), the homogeneous transformation at location \(s\) can be obtained:

$$bT_{gs}(s, t) = bT_1 bT_{es} e_T bT_{gs}$$

(9)

where

$$bT_1 = \begin{bmatrix} \text{RotZ}(-\delta(t)) & 0 \\ 0 & 1 \end{bmatrix}$$

(10)

$$bT_{es} = \begin{bmatrix} \text{RotY}(\theta(s, t)) & p(s) \\ 0 & 1 \end{bmatrix}$$

(11)

$$e_T bT_{gs} = \begin{bmatrix} \text{RotZ}(\delta(t)) \\ 0 \end{bmatrix}$$

(12)

B. Shape State Representation

In conventional continuum robot modeling, the state is typically represented by configuration space variables such as the tip bending angle \(\theta_e\) and the bending plane angle \(\delta\), based on a constant curvature model:

$$\psi \equiv [\theta_e, \delta]^T$$

(13)

![Fig. 3: Schematic of in-plane bending kinematics](image-url)
However, this model assumes uniform curvature along the robot’s length and simplifies the representation, which often does not accurately reflect the complex shape dynamics in environments with disturbances. Additionally, since this work focuses exclusively on in-plane bending motions, we omit the bending plane angle $\delta$ from our analysis, further simplifying the model to better suit our specific research needs.

To enhance accuracy and adaptability in representing the robot’s shape, we adopt a modal coefficients representation. By defining the shape state vector $\mathbf{m}$ as:

$$\mathbf{m} \triangleq [m_0, ..., m_j]^T, \mathbf{m} \in \mathbb{R}^{(j+1) \times 1}$$ (14)

We introduce a scalable method where increasing the order $j$ of modal coefficients allows for a more precise depiction of the robot’s in-plane shape. This approach enhances the fidelity of the shape representation and provides comprehensive shape information, thereby surpassing the accuracy achievable with just the tip bending angle. Some sample shapes represented by $0^{th}$, $1^{st}$ and $2^{nd}$ polynomials are demonstrated in Fig. 4.

C. State Transition Model

The scope of our work is confined to evaluating the proposed observer-based shape estimation framework. Consequently, we do not incorporate advanced control strategies but instead opt for a straightforward open-loop control. The control input $\mathbf{u}$ is designated as the change in the bending angle at the tip, denoted by $\delta \theta_e$.

To establish the state transition model, it is essential to delineate the relationship between the change in shape state and the bending angle. By setting $s = 1$, the relationship is expressed through the following mapping derived from equation (6):

$$\delta \theta_e = J_{\psi m}^\dagger \delta \mathbf{m}$$ (15)

$$J_{\psi m} = \partial \theta(1, t) / \partial \mathbf{m} = \left[ \frac{1}{2}, ..., \frac{1}{j+1} \right]$$ (16)

where $J_{\psi m}$ is configuration-to-shape space Jacobian, facilitating the mapping from modal coefficients to bending angle changes.

Subsequently, the infinitesimal change in the shape state is given by:

$$\delta \mathbf{m} = J_{\psi m}^\dagger \delta \theta_e$$ (17)

Here, $J_{\psi m}^\dagger$ represents the Moore-Penrose pseudoinverse of $J_{\psi m}$, computed as: $J_{\psi m}^\dagger = J_{\psi m}^\top \left( J_{\psi m}J_{\psi m}^\top \right)^{-1}$.

The discrete-time model for the state transition, used at time step $k$, is thus formulated as:

$$\mathbf{m}_k = f(\mathbf{m}_{k-1}, \mathbf{u}_k) = \mathbf{m}_{k-1} + \delta \mathbf{m}_k$$

$$\delta \mathbf{m}_k = J_{\psi m}^\dagger \delta \theta_e = J_{\psi m}^\dagger \mathbf{u}_k$$ (18)

This equation represents the discrete-time format of the state transition model, as stipulated in equation (1).

D. Measurement Model

This section outlines the measurement model that integrates the in-plane position and bending angle for a pose sensor located at location $s$ and time $t$. The model is formulated as:

$$\mathbf{y}_p(s, t) = [p_x(s, t), p_z(s, t), \theta(s, t)]^\top$$

$$= \left[ L \int_0^s \sin(\theta(\tau, t)) \mathrm{d}\tau, L \int_0^s \cos(\theta(\tau, t)) \mathrm{d}\tau, \theta(s, t) \right]^\top$$ (19)

where $(p_x, p_z)$ denotes the $x$ and $z$ coordinates of the sensor in Frame $\{1\}$.

Considering the variability in the number and location of sensors, the measurement model is extended to accommodate the entire array of sensors, thus being represented as a function of the shape state $\mathbf{m}$:

$$\mathbf{h}_p(\mathbf{m}) \triangleq [\mathbf{y}_p(s_0, t)^\top, ..., \mathbf{y}_p(s_n, t)^\top]^\top, \quad \mathbf{h}_p \in \mathbb{R}^{3(n+1) \times 1}$$ (20)

where $n + 1$ represents the number of sensors.

To support the shape estimation framework and given that the measurements are in task space, we derive the task-to-shape space Jacobian, denoted as $J_{\psi m}$. To simplify its final expression, we introduce a function $\mathbf{G}(s, t)$ as:

$$\mathbf{G}(s, t) \triangleq \frac{\partial \mathbf{y}_p(s, t)}{\partial \mathbf{m}} \in \mathbb{R}^{3 \times (j+1)}$$

$$= \begin{bmatrix}
\frac{\partial p_x(s, t)}{\partial m_0} & \cdots & \frac{\partial p_x(s, t)}{\partial m_j} \\
\frac{\partial p_z(s, t)}{\partial m_0} & \cdots & \frac{\partial p_z(s, t)}{\partial m_j} \\
\frac{\partial \theta(s, t)}{\partial m_0} & \cdots & \frac{\partial \theta(s, t)}{\partial m_j}
\end{bmatrix}$$ (21)

where

$$\frac{\partial p_x(s, t)}{\partial m_i} = L \int_0^s \cos(\theta(\tau, t)) \frac{\tau+i}{i+1} \mathrm{d}\tau$$ (22)

$$\frac{\partial p_z(s, t)}{\partial m_i} = L \int_0^s \sin(\theta(\tau, t)) \frac{\tau+i}{i+1} \mathrm{d}\tau$$ (23)

$$\frac{\partial \theta(s, t)}{\partial m_i} = \frac{s^{i+1}}{i+1}$$ (24)

Finally, $J_{\psi m}$ is defined as:

$$J_{\psi m} \triangleq \frac{\partial \mathbf{h}_p(\mathbf{m})}{\partial \mathbf{m}} \in \mathbb{R}^{3(n+1) \times (j+1)}$$

$$= [\mathbf{G}(s_0, t)^\top, ..., \mathbf{G}(s_n, t)^\top]^\top$$ (25)

Adjustments to the measurement model may be necessary depending on the specific sensor types used (position or
IV. IMM-EKF DESIGN

The Extended Kalman Filter (EKF) is a robust, real-time state estimation technique for nonlinear systems, widely acclaimed for its effectiveness. However, the complex dynamical behaviors of continuum robots often render single-model approaches inadequate. The Interacting Multiple Model (IMM) method addresses this limitation by enabling seamless transitions between multiple models, thereby capturing the evolving shape of continuum robots in various situations.

In this study, we utilize three polynomial curvature models of different orders: 0th order, 1st order, and 2nd order, positing that the 2nd order polynomial provides the highest fidelity. Although the 2nd order polynomial offers greater precision, it may overfit and exhibit increased sensitivity to noise in simpler environments where a lower-order model could prove more robust.

To circumvent issues of overfitting while ensuring flexibility and precision, we integrate the IMM with the EKF, creating an optimal fusion of polynomial curvature models. This approach enhances robust shape estimation across diverse operational conditions. Our proposed IMM-EKF methodology introduces a novel strategy for shape estimation in continuum robots, significantly improving accuracy and adaptability.

In the subsequent sections, we revisit the standard IMM method and introduce our refined approach. We address two key challenges in the model interaction stage to enhance overall performance. The main nomenclature for the observer design is illustrated in Table II.

A. IMM Formulation

The schematic of the IMM-EKF algorithm is depicted in Fig. 5. The IMM algorithm progresses through three distinct stages in each cycle: interaction, filtering, and combination. The interaction stage sets the initial conditions for each model’s filter by merging the state estimates from the previous time step. This is followed by the filtering stage, where prediction and update operations are carried out simultaneously across all models. The cycle concludes with the combination stage, where the updated state estimates from all filters are integrated into a unified state estimate through a weighted sum, using the updated model probabilities. Detailed mathematical formulations for each stage are provided in the subsequent sections.

1) Multiple Model Set: We denote a system model using i-th order of polynomial curvature function as \( M^{(i)} \in \mathcal{M} = \{ M^{(0)}, M^{(1)}, ..., M^{(r)} \} \). The discrete-time process and measurement models for \( M^{(i)} \) are defined as:

\[
\begin{align*}
\mathbf{m}_k^{(i)} &= \mathbf{f}(\mathbf{m}_{k-1}^{(i)}, \mathbf{u}_{k-1}) + \mathbf{v}_{k-1}^{(i)} \\
\mathbf{y}_k &= \mathbf{h}_p(\mathbf{m}_k^{(i)}) + \mathbf{n}_k^{(i)}
\end{align*}
\]

where \( \mathbf{f} \) denotes the state transition model detailed in [II-C]; \( \mathbf{h}_p \) represents the measurement model function derived in [II-D].

| Symbol | Description |
|--------|-------------|
| \( M^{(i)} \) | System model using \( i \)-th order of polynomial curvature function |
| \( \hat{V} \) | Predicted value of variable \( V \) at time \( k \) given the measurements up to time \( k-1 \) |
| \( \hat{V} \) | Estimated value of variable \( V \) after correction stage of filtering |
| \( \mathbf{P} \) | Markov probability transition matrix |
| \( p_{ij} \) | Probability of transitioning from \( M^{(i)} \) at time \( k-1 \) to \( M^{(j)} \) at time \( k \) |
| \( P(A|B) \) | Probability of event \( A \), given event \( B \) |

Fig. 5: Schematic of IMM-EKF algorithm

\( y_k \) is the measurement at time step \( k \); \( \mathbf{v}_{k-1} \) and \( \mathbf{n}_k \) are independent Gaussian noise processes with means \( \dot{\mathbf{v}} \) and \( \mathbf{n} \), and covariance matrices \( \mathbf{Q} \) and \( \mathbf{R} \), respectively.

TABLE II: IMM-EKF Nomenclature

- \( M^{(0)} \) (labeled model) (Constant curvature model)
- \( M^{(1)} \) (linear curvature model)
- \( M^{(2)} \) (quadric curvature model)
Note that the set \( \mathbb{M} \) is time-invariant, and for this study, we employ three models, hence \( r = 2 \).

2) Probability transition matrix: The Markov transition probability matrix (TPM), denoted as \( P \), encapsulates the probabilities of transitioning from one model to another between consecutive time steps. Each element \( p_{ij} \) within \( P \) specifies the prior probability of transitioning from model \( i \) at time \( k - 1 \) to model \( j \) at time \( k \). The matrix is formulated as follows:

\[
P = \begin{bmatrix}
p_{00} & \ldots & p_{0r} \\
\vdots & \ddots & \vdots \\
p_{r0} & \ldots & p_{rr}
\end{bmatrix}
\]

\[
\sum_{j=0}^{r} p_{ij} = 1, 0 \leq p_{ij} \leq 1
\]

(27)

(28)

3) State Interaction / Mixing: To setup the inputs for the filtering process of each model at a new time step, the algorithm calculates mixing probabilities. These probabilities are used to establish the initial state and covariance estimates for each model, factoring in the probability of transitions from all other models in the previous time step. The mixing probability of transitioning from model \( j \) to \( i \) is calculated by:

\[
\mu_{k-1}^{(j)(i)} = \frac{p_{ji} \mu_{k-1}^{(j)}}{\mu_k^{(i)}} = \sum_{j=0}^{r} p_{ji} \mu_{k-1}^{(j)}
\]

\[
\mu_k^{(i)} = \sum_{j=0}^{r} p_{ji} \mu_{k-1}^{(j)}
\]

(29)

The mathematic derivation is detailed in Appendix [3].

For each model \( i \), the mixed initial state estimate and the mixed initial error covariance are computed by aggregating all state estimates and covariance matrices from the previous time step, weighted by the mixing probabilities. These calculations also include terms that account for the differences between each model’s estimate and the mixed estimate, reflecting the uncertainty in the state estimate due to potential model switching. The formulas are as follows:

\[
\hat{m}_{k-1}^{(0i)} = \sum_{j=0}^{r} \mu_{k-1}^{(j)(i)} \hat{m}_{k-1}^{(j)}
\]

\[
\hat{C}_{k-1}^{(0i)} = \sum_{j=0}^{r} \mu_{k-1}^{(j)(i)} \left( \hat{C}_{k-1}^{(j)} + \left( m_{k-1}^{(j)} - \hat{m}_{k-1}^{(0i)} \right) \left( m_{k-1}^{(j)} - \hat{m}_{k-1}^{(0i)} \right)^\top \right)
\]

(30)

(31)

4) Mode-Matched Filtering: In the IMM approach, mode-matched filtering is a pivotal step where each candidate model’s filter operates independently but in parallel. This stage begins by initializing each filter with the mixed initial conditions derived from the interaction stage. This parallel operation allows the IMM to maintain a robust set of hypotheses about the system’s state, ready to adjust based on incoming measurements.

The prediction for each model \( i \) is calculated as follows:

\[
\hat{m}_k^{(i)} = f \left( \hat{m}_{k-1}^{(0i)} , u_k \right)
\]

\[
\hat{C}_k^{(i)} = F_k^{(i)} \hat{C}_{k-1}^{(0i)} \left( F_k^{(i)} \right)^\top + Q^{(i)}
\]

(32)

(33)

The correction step refines the state and covariance estimates based on the latest measurements:

\[
S_k^{(i)} = H_k^{(i)} \hat{C}_k^{(i)} \left( H_k^{(i)} \right)^\top + R^{(i)}
\]

\[
K_k^{(i)} = \hat{C}_k^{(i)} \left( H_k^{(i)} \right)^\top \left( S_k^{(i)} \right)^{-1}
\]

\[
\hat{m}_k^{(i)} = \hat{m}_k^{(i)} + K_k^{(i)} \left( y_k - h_p \left( \hat{m}_k^{(i)} \right) \right)
\]

\[
\hat{C}_k^{(i)} = \left( I - K_k^{(i)} H_k^{(i)} \right) \hat{C}_k^{(i)}
\]

(34)

(35)

(36)

(37)

5) Model Likelihood/probability Update: After the filtering stage, it is crucial to update the likelihood of model \( i \) as well as its model probability based on the new measurement at time \( k \). The likelihood of model \( i \) is computed using the multivariate Gaussian distribution:

\[
\Lambda_k^{(i)} = \mathcal{N} \left( y_k - h_p \left( \hat{m}_k^{(i)} \right) ; 0, S_k^{(i)} \right)
\]

(38)

The model probability of model \( i \) at time \( k \) given all the measurements up to time \( k \) can be calculated based on Bayes’ theorem:

\[
\mu_k^{(i)} = \frac{\mu_k^{(i)} \Lambda_k^{(i)}}{\mu_k^{(i)} \sum_{j=0}^{r} \mu_k^{(j)} \Lambda_k^{(j)}}
\]

(39)

Detailed mathematical derivations of these formulas are provided in Appendix [2].

6) Model Combinations: In the final step of the IMM algorithm, we aggregate the estimates from all models to derive the optimal overall estimate of the system state at time \( k \):

\[
\hat{m}_k = \sum_{i=0}^{r} \mu_k^{(i)} \hat{m}^{(i)}
\]

(40)

The combined covariance of the estimate, which quantifies the estimated accuracy and uncertainty of the state estimate, is computed as follows:

\[
\hat{C}_k = \sum_{i=0}^{r} \mu_k^{(i)} \left( \hat{C}_k^{(i)} + \left( \hat{m}_k - \hat{m}^{(i)} \right) \left( \hat{m}_k - \hat{m}^{(i)} \right)^\top \right)
\]

(41)

B. Refining IMM

However, the standard IMM framework exhibits two primary limitations. First, it struggles with the mixing of state vectors with unequal dimensions. In such cases, the mixing stage may introduce biases when smaller-dimensional state vectors are combined with larger ones, potentially leading to inaccuracies in state estimation and model predictions. Second, the conventional IMM uses a fixed Transition Probability Matrix (TPM) predefined based on prior assumptions about system dynamics. This static approach fails to accommodate environmental or internal disturbances that could dynamically...
alter system behavior, thus limiting IMM’s effectiveness in unpredictable scenarios.

To overcome these issues, we propose a refined technique for managing state vectors of different dimensions and incorporates an adaptive mechanism for adjusting the TPM, making it more responsive to changes in the system’s conditions.

1) Mitigating Bias in State Dimensionality: In the mixing stage of the IMM, the mixed initial state for each model is derived based on Equation (41), which requires uniform dimensionality across all state vectors and their corresponding covariance matrices. The conventional IMM approach often addresses dimensional discrepancies by setting augmented components in state vectors with smaller dimensions to zero. This leads to potential biases in the mixed initial states of models with larger dimensions. Inspired by [44], which provides an unbiased mixing solution for two models, we propose an unbiased mixing strategy tailored for multiple models with varying dimensions, illustrated using the case of $M = \{M^{(0)}, M^{(1)}, M^{(2)}\}$.

Consider the state vector and covariance matrix of $M^{(2)}$ as follows:

$$\hat{m}^{(2)} = \begin{bmatrix} \hat{m}_0^{(2)} \\ \hat{m}_1^{(2)} \\ \hat{m}_2^{(2)} \end{bmatrix}, \hat{C}^{(2)} = C_0^{(2)} C_{01}^{(2)} C_{02}^{(2)} \begin{bmatrix} C_{10}^{(2)} & C_{11}^{(2)} & C_{12}^{(2)} \\ C_{20}^{(2)} & C_{21}^{(2)} & C_{22}^{(2)} \end{bmatrix}$$ (42)

The corresponding state vectors and covariance matrices for $M^{(1)}$ and $M^{(0)}$ are defined similarly but with reduced dimensions.

To ensure dimensional consistency and unbiased mixing, we integrate unique components from the largest state vector into those of smaller dimensions. For example, the component $\hat{m}_2$ specific to $M^{(2)}$ is added to the state vectors of $M^{(0)}$ and $M^{(1)}$. Additionally, where the component $\hat{m}_1$ exists across multiple models (as in $M^{(1)}$ and $M^{(2)}$), it is averaged to form the augmented component for $M^{(0)}$.

The augmented state vectors and their covariance matrices of $M^{(1)}$ and $M^{(0)}$ are then constructed as follows:

$$\hat{m}^{(1)} = \begin{bmatrix} \hat{m}_0^{(1)} \\ \hat{m}_1^{(1)} \\ \hat{m}_2^{(1)} \end{bmatrix}, \hat{C}^{(1)} = C_0^{(1)} C_{01}^{(1)} C_{02}^{(1)} \begin{bmatrix} C_{10}^{(1)} & C_{11}^{(1)} & 0 \\ C_{20}^{(1)} & C_{21}^{(1)} & 0 \end{bmatrix}$$ (43)

$$\hat{m}^{(0)} = \begin{bmatrix} \hat{m}_0^{(0)} \\ \hat{m}_1^{(1)} + \hat{m}_1^{(2)} \\ 2 \hat{m}_2^{(2)}}^\top$$

$$\hat{C}^{(0)} = \text{diag} \begin{bmatrix} C_0^{(0)} \frac{C_{11}^{(1)} + C_{12}^{(1)}}{4} \frac{C_{21}^{(2)} + C_{22}^{(2)}}{4} \end{bmatrix}$$

This approach ensures that each model’s state vector in the mixing stage is dimensionally consistent with the most complex model, thereby reducing bias in the IMM’s estimations. Note that the augmented components are considered only during the mixing stage. They are excluded from subsequent EKF iterations to maintain focus on the relevant dimensions of each model.

2) Designing Adaptive Transition Strategies: The conventional IMM method often struggles to meet performance expectations in dynamic environments due to its reliance on a fixed TPM predicated on prior knowledge. This limitation has spurred researchers to develop methods that enable the TPM to adapt more effectively, not just based on historical data but also incorporating real-time information. We build upon these efforts in our work, especially drawing on the correction functions proposed in [45] and [46]. We leverage these concepts to refine and implement a TPM adjustment mechanism that responds dynamically to current system states, enhancing the IMM’s responsiveness and accuracy in diverse operation scenarios.

The first correction function is proposed based on the model probability variation trend. It can be expressed as

$$f_k^{(j)} = \frac{1}{1 - \Delta \mu_k^{(j)}}, \quad (j = 0, 1, \ldots, r)$$ (45)

$$\Delta \mu_k^{(j)} = \mu_k^{(j)} - \mu_k^{(j-1)}$$ (46)

where $\Delta \mu_k^{(j)}$ is the gradient of the probability of model $j$.

The element of TPM is corrected by

$$\tilde{p}_{ij}(k) = p_{ij}(k-1)f_k^{(j)}, \quad (i = 0, 1, \ldots, r)$$ (47)

The first correction function $f_k^{(j)}$ benefits the system when the true model is unchanged. It cannot improve the responsiveness of the IMM method when a model jump happens.

We utilize an activating correction function described in [46] to reduce lag errors and improve the responsiveness of IMM when the model jumps. The activating function is designed as

$$g_k^{(i)} = \frac{1}{1 + \exp \Delta \mu_k^{(i)}}, \quad (i = 0, 1, \ldots, r)$$ (48)

$$\Delta \mu_k^{(i)} = \mu_k^{(i)} - \sum_{j=1, j \neq i}^r \mu_k^{(j-1)}$$ (49)

where $\Delta \mu_k^{(i)}$ is the cross-difference model probability from model $j$ to model $i$ at time step $k-1$ and $k$. It examines the switching between models. Implementing this correction function to $\tilde{p}_{ij}$ can reduce the delay time in the model transition period.

Similar to (47), the corrected term of TPM using $g_k^{(i)}$ is

$$\tilde{p}_{ij}(k) = p_{ij}(k-1)g_k^{(i)}, \quad (i = 0, 1, \ldots, r)$$ (50)

Combining (47) and (50), we can obtain an integrated term of TPM as

$$\tilde{p}_{ij}(k) = \tilde{p}_{ij}(k) - p_{ij}(k), \quad (i = 0, 1, \ldots, r)$$ (51)

To satisfy the requirement of the Markov chain, the sum of each row of TPM is supposed to equal 1. So, the element of corrected TPM is further normalized as

$$p_{ij}(k) = \frac{\tilde{p}_{ij}(k)}{\sum_{j=1}^M \tilde{p}_{ij}(k)}$$ (52)
Dislike the strategy of using $g_k^{(i)}$ at all time steps in [46], we introduce the minimum likelihood ratio between models as a prior judging condition to know if the current model jumps. The reason is that this correction function may cause instability in cases with large noises and no dominant model. The likelihood ratio is expressed as

$$\lambda_{ij} = \frac{\Lambda_i}{\Lambda_j}, \quad j = [0, 1, \ldots, r]$$  \hfill (53)

where $i \neq j$, $\Lambda_i$ and $\Lambda_j$ represent the likelihoods of model $i$ and $j$.

For the situation with model $i$ being the matched model, it will have the highest likelihood compared to others. Thus, the minimum likelihood ratio $\min|\lambda_{ij}|$ is larger than 1. When model $i$ becomes unmatched, $\min|\lambda_{ij}|$ will largely decrease and be less than 1. So, $\min|\lambda_{ij}|$ can be used as a status indicator to know whether model jumping happens. For model $i$, we incorporate a model jumping threshold $T_h$ with $\min|\lambda_{ij}|$ to judge the system status.

Based on the above analysis, the element of corrected TPM can be further updated as

$$\hat{p}_{ij}(k) = \begin{cases} \hat{p}_{ij}(k) - \hat{p}_{ij}(k), & \min \{|\lambda_{ij}| \leq T_h \\ \hat{p}_{ij}(k), & \min \{|\lambda_{ij}| > T_h \} \end{cases}$$  \hfill (54)

C. Proposed Algorithm

We can simplify the strategies for state augmentation and TPM correction to mitigate the risk of overestimation and instability.

By assuming zero covariance on extra components of the augmented state vector, (43) and (44) become

$$\dot{\bar{m}}(0) = \begin{bmatrix} \bar{m}_0(0) \\ \bar{m}_1(0) \\ \bar{m}_2(0) \end{bmatrix}, \quad \dot{\bar{C}}(0) = \begin{bmatrix} C_{00}^{(0)} & C_{01}^{(0)} & 0 \\ C_{10}^{(0)} & C_{11}^{(0)} & 0 \\ 0 & 0 & 0 \end{bmatrix}$$  \hfill (55)

$$\dot{\bar{m}}(1) = \begin{bmatrix} \bar{m}_0(1) \\ \bar{m}_1(1) \\ \bar{m}_2(1) \end{bmatrix}, \quad \dot{\bar{C}}(0) = \begin{bmatrix} C_{00}^{(1)} & C_{01}^{(1)} & 0 \\ C_{10}^{(1)} & C_{11}^{(1)} & 0 \\ 0 & 0 & 0 \end{bmatrix}$$  \hfill (56)

By ignoring the second correction function $g_k^{(i)}$, (55) can be simplified as

$$\hat{p}_{ij}(k) = \hat{p}_{ij}(k)$$  \hfill (57)

Based on theoretical considerations and preliminary analysis, we initially conceptualize two enhanced IMM-EKFs based on these refining strategies.

- **Dual Adaptive IMM-EKF (DAIMM-EKF):** This approach assumes zero covariance for the augmented state vectors using (55) and (56), and employs a dual-correction function (54) for TPM modulations.
- **Single Adaptive IMM-EKF (SAIMM-EKF):** This approach maintains nonzero covariance based on the original state elements for the augmented states using (43) and (44), and uses a single correction function (57) for TPM adjustments.

The entire process of these enhanced IMM-EKFs is detailed in Algorithm 1.

**Algorithm 1 Proposed enhanced IMM-EKF method**

**Input:** $\mathcal{D}\{y_k, u_k\}, k=1,\ldots,n$; $Q_{\bar{v}}$; $R_n$;

**Initialization:** $P_0$, $h_0^{(j)}$, $\bar{m}_0^{(j)} = \dot{\bar{C}}_0^{(j)}$, $j = [0, 1, \ldots, r]$;

1. **1) Model interaction:**
   1. for $k = 1$ to $N$ do
   2. | for $i = 0$ to $r$ do
   3. | | $p_k^{(i)} = \sum_{j=0}^{r} P_{ij}^{(i)} h_0^{(j)}$
   4. | | $P_{k-1}^{(i)} = p_k^{(i)} P_{k-1}^{(i)}$
   5. | | Update $\tilde{m}_k^{(j)}$, and $\dot{\bar{C}}_k^{(j)}$ using (55), (56) or (43), (44)
   6. | | $\bar{m}_{k-1}^{(ij)} = \sum_{j=0}^{r} P_{ij}^{(i)} \bar{C}_k^{(j)}$
   7. | | $\dot{\bar{C}}_{k-1}^{(i)} = \sum_{j=0}^{r} P_{ij}^{(i)} \bar{C}_k^{(j)} + (\bar{m}_k^{(ij)} - \bar{m}_{k-1}^{(j)}) (\bar{m}_k^{(ij)} - \bar{m}_{k-1}^{(j)})^T$
   8. | end for
   9. end for

2. **2) Shape state estimation with $r$ EKFs:**
   1. for $i = 0$ to $r$ do
   2. | $\bar{m}_{k} = h \left( \bar{m}_{k-1}^{(ij)}, u_k \right)$
   3. | $\bar{C}_k = F_k^{(i)} C_{k-1}^{(ij)} F_k^{(i)} + Q_{\bar{v}}^{(i)}$
   4. | $S_k = H_k^{(i)} C_{k} H_k^{(i)} + R^{(i)}$
   5. | $K_k = \bar{C}_k \left( S_k^{(-1)} \right)$
   6. | $\bar{m}_k^{(i)} = \bar{m}_k^{(ij)} + K_k (y_k - h \left( \bar{m}_k^{(ij)} \right))$
   7. | $\dot{\bar{C}}_k = \left( I - K_k \bar{H}_k \right) \bar{C}_k$
   8. end for

3. **3) Model likelihood update:**
   1. for $i = 0$ to $r$ do
   2. | $\lambda_{ij} = N \left( \bar{y}_k - h_p (\bar{m}_k^{(ij)}) ; 0, S_k^{(i)} \right)$
   3. | $\mu_k^{(i)} = \frac{\lambda_{ij}^{(i)}}{\sum_{l=0}^{r} \lambda_{ij}^{(l)}}$
   4. end for

4. **4) State estimate combination:**
   1. $\bar{m}_k = \sum_{i=0}^{r} \mu_k^{(i)} \bar{m}_k^{(ij)}$
   2. $\dot{\bar{C}}_k = \sum_{i=0}^{r} \mu_k^{(i)} \left( \bar{C}_k^{(i)} + (\bar{m}_k - \bar{m}_k^{(ij)}) (\bar{m}_k - \bar{m}_k^{(ij)})^T \right)$
   3. end for

5. **5) TPM update:**
   1. for $i = 0$ to $r$ do
   2. | $p_{ij} = \frac{\mu_k^{(i)} \lambda_{ij}^{(i)}}{\sum_{j=0}^{r} \lambda_{ij}^{(j)}}$
   3. end for

V. OBSERVABILITY ANALYSIS

A. Noise-weighted Observability Matrix

For each model within our Interactive Multiple Model (IMM) framework, we utilize an Extended Kalman Filter
(EKF) to estimate the shape state $\mathbf{m}$. To ensure the convergence of the EKF, the system must be observable. While observability for linear time-invariant (LTI) systems can be straightforwardly assessed using the observability matrix rank test, determining observability for nonlinear systems is more complex. In our approach, we consider local weak observability, a widely used method for nonlinear systems [47].

A nonlinear system is considered locally weakly observable if the observability rank condition holds in a neighborhood around a specific point in its state space. This condition is constructed using Lie derivatives to form the observability matrix.

The $0^{\text{th}}$ order Lie derivative of output $\mathbf{h}_p(\mathbf{m}_k)$ is itself:

$$\left(\mathcal{L}_0^h\mathbf{h}_p\right)(\mathbf{m}_k, \mathbf{u}_k) = \mathbf{h}_p(\mathbf{m}_k) \quad (58)$$

The $1^{\text{st}}$ order Lie derivative of output $\mathbf{h}_p(\mathbf{m}_k)$ along its vector field $f(\mathbf{m}_k, \mathbf{u}_k)$ is given by:

$$\left(\mathcal{L}_1^h\mathbf{h}_p\right)(\mathbf{m}_k, \mathbf{u}_k) = \frac{\partial \mathbf{h}_p}{\partial \mathbf{m}_k}(\mathbf{m}_k) f(\mathbf{m}_k, \mathbf{u}_k) \quad (59)$$

where $f(\mathbf{m}_k, \mathbf{u}_k) = \mathbf{m}([k \cdot T_s])$ and $T_s$ is the sampling time.

The $j^{\text{th}}$ order Lie derivative is given by:

$$\left(\mathcal{L}_j^h\mathbf{h}_p\right)(\mathbf{m}_k, \mathbf{u}_k) = \frac{\partial}{\partial \mathbf{m}_k} \left(\mathcal{L}_{j-1}^h\mathbf{h}_p\right)(\mathbf{m}_k, \mathbf{u}_k)$$

The observability matrix of the shape state is defined as:

$$\mathcal{O}_m(\mathbf{m}_k, \mathbf{u}_k) = \frac{\partial}{\partial \mathbf{m}_k} \begin{bmatrix}
\left(\mathcal{L}_0^h\mathbf{h}_p\right)(\mathbf{m}_k, \mathbf{u}_k) \\
\left(\mathcal{L}_1^h\mathbf{h}_p\right)(\mathbf{m}_k, \mathbf{u}_k) \\
\vdots \\
\left(\mathcal{L}_{j-1}^h\mathbf{h}_p\right)(\mathbf{m}_k, \mathbf{u}_k)
\end{bmatrix} \quad (61)$$

The shape states are locally observable at point $(\mathbf{m}_k, \mathbf{u}_k)$ if and only if the matrix $\mathcal{O}_m(\mathbf{m}_k, \mathbf{u}_k)$ has full rank, i.e., the rank of $\mathcal{O}_m(\mathbf{m}_k, \mathbf{u}_k)$ should be $n$. To guarantee system observability, the dimension of the estimated states must match the rank of the observability matrix.

The observability matrix is typically used to evaluate the observability of a system for different configurations using the same measurements. However, when assessing observability for the same configuration under varying measurement conditions, traditional methods may not be fully effective. Sensor noise can significantly impact observability evaluations.

To address this issue, we propose a novel approach: the noise-weighted observability matrix. This method accounts for the impact of sensor noise on observability by incorporating noise levels directly into the observability assessment. The noise-weighted observability matrix is defined as:

$$\mathcal{O}_{wm} = \mathcal{O}_m^T \mathbf{R}^{-1} \mathcal{O}_m \quad (62)$$

### B. Assessment of observability

1) **Inverse condition number:** In practical applications, where measurements and inputs are noisy, relying solely on a rank test for local observability is often impractical. Instead, the inverse condition number is commonly used as a metric for observability. It is defined as:

$$\text{inv}_{\text{cond}}(\mathcal{O}_{wm}) = \frac{\sigma_{\text{min}}(\mathcal{O}_{wm})}{\sigma_{\text{max}}(\mathcal{O}_{wm})} \quad (63)$$

where $\sigma_{\text{max}}$ and $\sigma_{\text{min}}$ denote the maximum and minimum singular values of $\mathcal{O}_{wm}$, respectively. A matrix approaching rank deficiency will have an inverse condition number approaching zero. Generally, a value closer to 1 indicates better observability. However, this index is dimensionless and may not always distinguish between different levels of observability effectively [48].

2) **Noise amplification index:** To address the limitations of the inverse condition number, we also introduce the noise amplification index, as proposed in [48]. It is defined as:

$$\text{noise}_{\text{amp}}(\mathcal{O}_{wm}) = \frac{\sigma_{\text{min}}^2(\mathcal{O}_{wm})}{\sigma_{\text{max}}(\mathcal{O}_{wm})} \quad (64)$$

This index measures how noise impacts observability. A higher value indicates better observability, complementing the inverse condition number by offering a more nuanced view of the system’s performance.

### VI. Simulation Study

To evaluate the feasibility and performance of the proposed shape estimation method, we conduct simulation studies programmed in Python environment. Firstly, we analyze the impact of sensor arrangement on the shape estimation by using a standard EKF with $M^{(2)}$. Then, we choose the optimal sensor arrangement to evaluate the proposed IMM-EKF algorithms.

#### A. Data generation

1) **Ground truth shapes and modal coefficients:** We simulate a bending process ranging from a nearly straight configuration to a significantly bent configuration. This process is represented through a sequence of 100 samples, employing three distinct models within our model set $\mathcal{M}$. The simulations focus on the central backbone of the continuum robot, with a fixed length $L = 100$ mm. Each simulation step corresponds to a sampling time $T_s = 1$ s, driven by a constant system input defined as the velocity of bending angle at the tip $\dot{\theta}_e = 0.02517$ rad/s. This approach generates a comprehensive set of simulated ground truth shapes alongside their corresponding modal coefficients, as depicted in Fig. 3.

2) **Measurements:** For the measurements in different sensor arrangements, we extract position and orientation at specified arc lengths based on the ground truth of modal coefficients generated previously and introduce noise to them to emulate real sensor behavior. This noise is generated by drawing random values from a zero-mean Gaussian distribution, with standard deviations set to reflect typical sensor inaccuracies.
encountered in practice. Specifically, we set the standard deviation for position measurement at $\nu_p = 1.5 \text{mm}$ and for orientation measurements at $\nu_\theta = 1.72^\circ$.

**B. Sensor arrangement evaluation**

1) **Sensor setup:** We investigate six distinct sensor arrangements to assess their advantages and constraints in constructing the shape of a continuum robot. These arrangements are detailed in Fig. 4, where we illustrate the configurations using six sample shapes.

2) **Estimator settings:** In this simulation study, we employ model $M^{(2)}$, characterized by a $2^{nd}$ order polynomial curvature function, in conjunction with the EKF to assess the influence of different sensor arrangements on shape estimation accuracy. The state vector is $\mathbf{m}^{(2)} = [m_1^{(2)}, m_1^{(2)}, m_2^{(2)}]$. For the EKF setup tailored to our shape estimation task, the process noise covariance matrix, denoted as $\mathbf{Q}$, underwent empirical tuning to optimize the estimator’s performance, ensuring it effectively balances sensitivity to model dynamics and measurement noise.

The dimensionality of the measurement noise covariance matrix $\mathbf{R}$ is contingent upon the specific sensor arrangement employed. It is structured as a diagonal matrix where the position-related terms are set to $10\nu_p^2$ and the orientation-related terms to $10\nu_\theta^2$, reflecting our estimation of the measurement uncertainties associated with position and orientation sensors, respectively.

3) **Evaluation metrics:** In evaluating the performance of estimators, we utilize two methodologies: error analysis in Cartesian space and error analysis in modal coefficient space.

For the Cartesian space, we consider the absolute position and rotation errors at the robot’s tip ($e_{p_{\text{tip}}}, e_{r_{\text{tip}}}$) and root mean square error (RMSE) at multiple even-distributed locations along the arc length ($e_{p_{\text{shape}}}, e_{r_{\text{shape}}}$).

The absolute position error at the robot’s tip, denoted as $e_{p_{\text{tip}}}$, is calculated as the Euclidean distance between the estimated position and the ground truth position in the Cartesian plane:

$$e_{p_{\text{tip}}} = |p_{\text{est}} - p_g| = \sqrt{(x_{\text{est}} - x_g)^2 + (z_{\text{est}} - z_g)^2}$$

where $p_{\text{est}} = (x_{\text{est}}, z_{\text{est}})$ represents the estimated position of the robot’s tip, and $p_g = (x_g, z_g)$ represents the ground truth position.

The rotation error at the robot’s tip, denoted as $e_{r_{\text{tip}}}$, is defined as the absolute difference between the estimated and the ground truth bending angles:

$$e_{r_{\text{tip}}} = |\theta_{\text{est}} - \theta_g|$$

where $\theta_{\text{est}}$ and $\theta_g$ represent the estimated and ground truth bending angle, respectively.

The corresponding shape errors for the robot are defined as the root mean square errors (RMSE) for both position and rotation along the arc length. These errors include data from all indexed disks as follows:

For position:

$$e_{p_{\text{shape}}} = \sqrt{\frac{1}{n} \sum_{i=0}^{n-1} (p_{\text{est},i} - p_{g,i})^2},$$

...
where $p_{est,i}$ and $p_{g,i}$ are the estimated and ground truth positions at $i^{th}$ disk. Indices range from $i = 0$, corresponding to the disk at the robot’s tip, to $i = n - 1$, which refers to the first disk immediately above the base. The total number of disks evaluated is $n = 10$.

For rotation:

$$e_{T,shape} = \sqrt{\frac{1}{n} \sum_{i=0}^{n-1} (\theta_{est,i} - \theta_{g,i})^2}, \quad (68)$$

where $\theta_{est,i}$ and $\theta_{g,i}$ are the estimated and ground truth bending angles at $i^{th}$ disk.

In modal coefficient space, we focus on the absolute error of the modal components of the shape state vector. This approach allows us to assess the accuracy of our shape representation in terms of its modal characteristics. Combining these two metrics offers a comprehensive evaluation of the estimation performance, capturing both spatial accuracy and the fidelity of the novel shape state representation using modal coefficients.

In addition, we investigate the observability of each sensor arrangement using indices described in section V-B.

4) Results: The estimation results across six sensor arrangements in Cartesian space are illustrated in fig. 8. The right plots display the estimation results of the shape state (modal coefficients). The tip error and shape error in both position and orientation are illustrated in the middle plots. The left plot shows the ground truth and the estimated shapes at four sample points.

We analyze the estimation results based on the observability of each arrangement. When we examine the rank condition of the observability matrix for each sensor arrangement, it becomes apparent that the observability matrices for arrangements 5 and 6 are not full rank, indicating that these scenarios are not observable. In contrast, the other four arrangements appear to be observable.

As unobservable scenarios, Arrangements 5 and 6 exhibit acceptable performance in Stage I, showing low errors in tip position and bending angles, similar to observable arrangements. However, these arrangements show distinct divergence in tip position and shape errors in Stages II and III, particularly for Arrangement 6. Despite these challenges, the bending angle errors at the tip remain consistently low across all stages for both arrangements. This stability is attributed to using orientation measurements in the estimations, which effectively maintain accuracy in the bending angle despite other increasing errors.

For the observable arrangements, most exhibit small tip and shape errors in both position and orientation across all stages, except for Arrangement 4, which utilizes two position measurements. In Arrangement 4, although position errors are relatively low, the orientation errors are considerably larger, particularly in Stages I and II. To further assess their observability, we evaluated two indices—the inverse condition number and the noise amplification index—of both the conventional observability matrix $O_m$ and the noise-weighted observability matrix $O_{wm}$. The results, depicted in Fig. 11, show conventional observability indices on the left and noise-weighted indices on the right. Unlike the indices from the conventional observability matrix, which show no correlation with the estimation results, the indices from the noise-weighted matrix demonstrate a clear correlation between observability and estimation accuracy of the modal coefficients. The estimation results for the shape states (modal coefficients) are consistent with the pose estimations at the tip and the overall shape. The average values of all evaluation metrics, calculated over 100 sample shapes, are presented in Table III. Arrangement 2 exhibits the best performance, with the lowest average errors: 0.80 mm for tip position, 0.45 mm for shape position error, 1.21 degrees for tip bending angle, and 0.76 degrees for shape bending angle error. Furthermore,
TABLE III: Estimation errors of sensor arrangement evaluation

| Arrangement | 1   | 2   | 3   | 4   | 5   | 6   |
|-------------|-----|-----|-----|-----|-----|-----|
| Tip Abs. Error | 0.96 | 0.80 | 1.19 | 1.09 | 1.31 | 2.37 |
| SHAPE RMSE   | 0.57 | 0.45 | 0.65 | 0.68 | 0.76 | 1.44 |

Bending angle (Mean/deg)

| Arrangement | 1   | 2   | 3   | 4   | 5   | 6   |
|-------------|-----|-----|-----|-----|-----|-----|
| Tip Abs. Error | 1.23 | 1.21 | 1.47 | 3.10 | 1.45 | 1.61 |
| SHAPE RMSE   | 0.87 | 0.76 | 1.01 | 1.45 | 1.10 | 1.78 |

Modal coefficient (Mean)/10−2

| Arrangement | 1   | 2   | 3   | 4   | 5   | 6   |
|-------------|-----|-----|-----|-----|-----|-----|
| m1 Abs. Error | 4.05 | 3.04 | 3.73 | 6.92 | 4.94 | 10.34 |
| m2 Abs. Error | 5.32 | 5.30 | 5.16 | 12.60 | 5.27 | 9.86 |
| m3 Abs. Error | 8.08 | 7.51 | 7.81 | 17.56 | 8.56 | 15.44 |

Fig. 9: Observability assessment through inverse condition number and noise amplification index. The upper graph shows the inverse condition numbers, while the lower graph presents the noise amplification indices for observable arrangements. Shaded regions indicate Stages I, II, and III, respectively.

Arrangement 2 also achieves the smallest errors in estimating modal coefficients.

C. IMM-EKF Evaluation

This section compares the performances of our proposed IMM-EKF algorithms - DAIMM-EKF and SAIMM-EKF - against the conventional IMM-EKF (CIMM-EKF) and the standard EKF with $M^{(2)}$ under Arrangement 2.

1) Estimator settings: We use the same EKF settings of sensor arrangement evaluation for elementary EKFs of the IMM-EKF evaluation. As for IMM, we initialize TPM as follow, assuming no prior knowledge:

$$P = \begin{bmatrix} 0.7 & 0.15 & 0.15 \\ 0.15 & 0.7 & 0.15 \\ 0.15 & 0.15 & 0.7 \end{bmatrix}$$  \hspace{0.5cm} (69)

The initialized model probability is set as

$$\mu_0 = \frac{1}{3}, \hspace{0.2cm} i = [0, 1, \ldots, r]$$  \hspace{0.5cm} (70)

Specifically, one more step needs to be considered for the DAIMM-EKF - setting up the likelihood ratio threshold $Th_1$. Through our empirical tuning, the estimator yields enhanced performance when setting thresholds as follows $Th_0 = 1.2$, $Th_1 = 0.75$, $Th_2 = 0.75$.

2) Results: The pose errors for the four estimators are displayed in Fig. [10]. Again, shape errors follow the trends observed in tip errors but with reduced magnitudes. The standard EKF exhibits a smoother error profile compared to the IMM variants. In Stage I, IMM estimators surpass the elementary EKF in accuracy, particularly evident in bending angle errors at the tip. Upon transitioning to a more complex model, CIMM-EKF’s performance dips due to its unchanging TPM and dimensional bias issues. In contrast, DAIMM-EKF and SAIMM-EKF demonstrate superior error reduction, outperforming the standard EKF.

The right plots of fig. [10] illustrate the errors of modal coefficients, clearly highlighting the distinctions between the elementary EKF and IMM-EKF estimators. The elementary EKF excels when its model aligns with the true system model, showing optimal estimation accuracy. However, its performance significantly declines in scenarios with a mismatch between the utilized and true models. Conversely, the IMM-EKF estimators consistently yield better results when dealing with true models of smaller dimensionality. Across all three IMM estimators, the estimation of $m_0$ is comparably effective. Yet, for $m_1$ and $m_2$, DAIMM-EKF outperforms SAIMM-EKF, while CIMM-EKF lags, exhibiting the least favorable estimation accuracy.

The average errors for all estimation metrics are presented in tab. [IV] DAIMM-EKF demonstrates superior performance, recording the lowest average errors: 0.44 mm for position tip, 0.24 mm for shape error in position, 0.69 degrees for bending angle at the tip, and 0.40 degrees for shape error in bending angle. In terms of qualitative performance, both DAIMM-EKF and SAIMM-EKF surpass the standard EKF in accuracy, while CIMM-EKF falls short.

Figure [11] showcases the model probabilities for CIMM, DAIMM, and SAIMM, aligned with the sequential use of $M^{(0)}$, $M^{(1)}$, and $M^{(2)}$ in generating the ground truth data. A higher model probability for $M^{(i)}$ indicates closer alignment with the true model, enhancing IMM estimation accuracy. The trendline for CIMM exhibits slow adjustments to model transitions, reflecting the delayed response to changes in the true model.

To address this, DAIMM introduces dual correction functions targeting model probability and likelihood ratio alongside
Fig. 10: Comparative performance of proposed DIMM-EKF, SAIMM-EKF, CIMM-EKF and elementary EKF with $M^{(2)}$ under sensor arrangement 2. The left panel illustrates the robot’s shape at key sample points against the ground truth. Middle panels quantify tip and shape errors in position and orientation. Right panels display estimation results and their errors for modal coefficients $m_0$, $m_1$, $m_2$.

Fig. 11: Model probabilities and likelihoods of IMM-EKF estimators. Each panel shows the probabilities/likelihoods for $M^{(0)}$ (green), $M^{(1)}$ (blue), and $M^{(2)}$ (red) across 100 sequences, highlighting how each estimator adapts its model preference over time.

A straightforward approach to mitigating dimensional bias. SAIMM, on the other hand, employs a single correction function focused on model probability and a more intricate method for dimensional bias correction. Both DAIMM and SAIMM demonstrate quicker adaptation to model transitions, with DAIMM responding more rapidly than SAIMM, significantly reducing lag errors. This rapid response capability contributes to DAIMM’s superior estimation performance.

A key challenge with DAIMM is fine-tuning the threshold for the minimum likelihood ratio, which triggers the second correction function. Fig. 11 shows how model likelihoods behave under DAIMM. Initially, when $M^{(0)}$ is the true model, all three models have similar likelihoods, with $M^{(0)}$ slightly higher. When the model transitions to $M^{(1)}$, the likelihood of $M^{(0)}$ drops sharply, while $M^{(1)}$ and $M^{(2)}$ have comparable likelihoods. If $M^{(2)}$ is the true model, its likelihood clearly exceeds that of the other models. However, distinguishing between models is difficult when the true model has lower dimensionality, due to similar likelihoods. To address this, we use model-specific thresholds for the minimum likelihood ratio, customized for each model’s characteristics.

VII. EXPERIMENTAL VALIDATION

Fig. 12: Experimental setup including the cable-driven continuum robot prototype, camera system and weights.

In this section, we validate the proposed estimation algorithms experimentally using the developed cable-driven continuum robot prototype, as shown in Fig. 12. The prototype
consists of a central backbone made from super-elastic NiTi wire, with a diameter of 1.524 mm and an arc length of 200 mm. Ten evenly distributed 3D-printed spacer disks are assembled to guide four pulling wires. Actuation is achieved using lead-screw mechanism modules driven by servo motors (Dynamixel XL-430, Robotis Inc.). Control commands are managed by a Teensy 4.0 board microcontroller, which is paired with a customized drive shield. The robot design accommodates up to four pulling wires for actuation, each connected to an individual actuation module. For the experimental tests, only one actuation module was used to enable a single, straightforward bending process.

A. Sensor Arrangement

To accurately reconstruct the ground truth shape of the continuum robot during bending, we used Aruco Markers and a USB camera to capture poses along the arc length. Ten markers are affixed at the front of each disk, with each marker’s transformation to the corresponding Frames \(\{G_s\}\) pre-defined. Additionally, an Aruco marker was placed at the instrument’s base before the test began, facilitating the computation of the transformation from the camera frame to the robot’s base frame. Given the presence of noise and outliers in Aruco marker detection, a Gaussian smoother was applied to all pose data to establish a reliable ground truth. We selected the raw pose data from the Aruco marker at the tip to evaluate our estimation algorithms. This decision was based on our simulation studies, which showed similar estimation trends across different sensor arrangements. Using just this single sensor arrangement, we aim to provide a focused comparison with conventional estimators, highlighting the effectiveness of our proposed methods under practical conditions.

B. Data Collection and Processing

The experimental validation employed four distinct dynamical configurations, each subjected to identical bending processes under varying loading conditions. These configurations and their setups are depicted in the left figure of Fig. 14. Following our simulation methods, changes in the bending angle were converted into motor commands to actuate the wire consistently using inverse kinematics of joint-to-configuration space, as detailed in Appendix A. During each scenario, we collected raw pose data from all Aruco markers throughout the bending process within a ROS2 environment [49], enabling us to compute disk poses relative to the base frame. Since our study focuses solely on in-plane bending, determining the bending plane was essential. We collected all y-axes from the Frames \(\{G_s\}\) on the disks and employed Singular Value Decomposition (SVD) to pinpoint the principal y-axis. This axis helped establish the normal to the bending plane. Using this principal y-axis alongside the origin of the base frame, we defined the bending plane, enabling the projection of the 6 DOF pose data into 3 DOF within this plane. The projected poses from the Aruco marker at the tip served as the measurement data for our analyses.

C. Results

In the experimental scenarios involving the four bending processes of the continuum robot prototype, we deployed three elementary Extended Kalman Filters (EKFs) with \(M^{(0)}\), \(M^{(1)}\) and \(M^{(2)}\), alongside two proposed Interactive Multiple Model EKFs (IMM-EKFs)—DAIMM-EKF and SAIMM-EKF. It was observed that \(M^{(0)}\) did not fit well with complex loading configurations, leading to its exclusion from the IMM interaction analysis. Consequently, the model set was redefined as \(M = \{M^{(1)}, M^{(2)}\}\) for evaluating IMM interaction in these tests. The parameter settings for these models were consistent with those used in our simulations.

1) Pose and shape estimation: The outcomes of pose estimation and shape illustrations are presented in Fig. 14. SAIMM-EKF stands out as the best performer, achieving the smallest estimation errors among all estimators. DAIMM-EKF, while outperforming elementary EKFs with \(M^{(0)}\) and \(M^{(1)}\), aligns closely in performance with the EKF with \(M^{(2)}\). This alignment is due to DAIMM-EKF’s rapid adaptation, which, after initial mixing stages, leads to a predominant reliance on the \(M^{(2)}\). The estimated poses of the continuum robot, depicted in the figures, are calculated from the estimated shape states. The performance hierarchy among the remaining estimators follows as EKF\((M^{(2)})\), EKF\((M^{(1)})\), and EKF\((M^{(0)})\), with EKF\((M^{(0)})\) notably underperforming.

The estimation performance of the proposed algorithms, particularly SAIMM-EKF, consistently outperforms the elementary EKFs, demonstrating robustness across four different dynamical configurations. The small estimation errors maintained across these scenarios—some of which include abrupt force applications—further validate the robustness of the algorithms, proving their efficacy in handling complex dynamic challenges.

The modal coefficient results are depicted in the right plots of Fig. 14. Although the ground truth for these coefficients is unverifiable, the estimated modal coefficients from these estimators can be observed. Except for the EKF using \(M^{(0)}\),
Fig. 14: Comprehensive evaluation of estimation techniques across dynamical scenarios with different loading conditions. Each row represents a dynamic scenario: (a) unloaded, (b) transitioning to tip loading, (c) transitioning to middle loading, and (d) transitioning from middle to combined middle and tip loading. The estimators include three elementary EKFs with \( M^{(0)} \), \( M^{(1)} \), \( M^{(2)} \) and two proposed estimators: DAIMM-EKF and SAIMM-EKF. From left to right, the columns display the real setup, shape illustration, tip error over sequences, shape error over sequences, and modal coefficient estimations. Background shading in the error and estimation of modal coefficients plots indicates loading periods, using light grey for single-point loading and darker grey for dual-point loading.
the estimations by the EKF using $M^{(1)}$ in conjunction with SAIMM-EKF, and the EKF using $M^{(2)}$ paired with DAIMM-EKF, display similar trends. Given the superior estimation accuracy of SAIMM-EKF, it is plausible that the true modal coefficients are closer to the results obtained between the estimates from the EKF using $M^{(1)}$ and the EKF using $M^{(2)}$.

2) Comparison of IMM-EKFs: Unlike the simulation results, SAIMM-EKF outperforms DAIMM-EKF in real experiments. Observations from Fig. 15 which shows the probability/likelihood of each model, reveal distinct characteristics for each estimator. DAIMM-EKF responds quickly and is capable of amplifying the distinctions between different models. Conversely, SAIMM-EKF is more stable for subtle variations in loading conditions within the dynamic configurations. The reason DAIMM-EKF did not surpass SAIMM-EKF in performance is due to the absence of significant model jumps, regardless of the variations in loading forces applied to the continuum segment. This observation highlights that while DAIMM-EKF excels in scenarios with clear model transitions, SAIMM-EKF provides superior performance in more stable or gradually changing conditions.

VIII. CONCLUSION

In this paper, we proposed a stochastic observer-based shape estimation framework for continuum robots within a polynomial curvature shape state space. We developed two enhanced Interacting Multiple Models coupled with Extended Kalman Filters (IMM-EKFs) to achieve robust shape estimation for dynamic configurations under various loading conditions. These algorithms were tested using limited discrete sensors as measurements, which may include pose, positions, or orientations along the arclength. Additionally, we introduced a noise-weighted observability matrix as an auxiliary tool to optimize sensor arrangement by mitigating noise impact, using an elementary EKF as the baseline. Subsequently, we conducted comprehensive simulations and hardware experiments to evaluate the performance of the two proposed IMM-EKFs: SAIMM-EKF and DAIMM-EKF. The results demonstrated that DAIMM-EKF excels in scenarios where the underlying model undergoes abrupt changes, as shown in simulations, while SAIMM-EKF performs better in real-world conditions where diverse loading scenarios are encountered during the bending process of a cable-driven continuum robot, as validated by experimental results.

The proposed approach can be easily extended to shape estimation for multiple continuum segments. However, a limitation of the current model is that it does not account for torsional effects in the polynomial curvature kinematics. Future work could focus on addressing this by extending the polynomial curvature kinematics into $SE(3)$, incorporating curvature polynomials along all three axes. Additionally, future research could explore the integration of more advanced control algorithms, applying more sophisticated estimation techniques such as Unscented Kalman Filters (UKF) and combining basic static models for force and moment estimation.

APPENDIX

A. Inverse kinematics of joint-to-configuration space

Figure 16 illustrates the inverse kinematics of joint-to-configuration space for a continuum segment actuated by four pulling wires. We use $L = [L_1, L_2, L_3, L_4]$ to represent the pulling wire lengths. Similar to the derivation of the position vector $p(s)$, referring to Eq. 16 the length of $i$th pulling wire $L_i$ can be expressed as:

$$L_i = \int_0^L \left| \frac{dx(s)}{ds} \right| ds = \int_0^L \left| \frac{ds}{d(s)} \right| dL = \int_0^1 \left| \frac{dx(s)}{ds} \right| ds$$

where $\frac{dx(s)}{ds} = \frac{dp(s)}{ds} + \frac{dv(s)}{ds}$. The $\frac{dp(s)}{ds}$ can be easily obtained by equation 8. Referring to Fig. 16 $\frac{dv}{ds}$ is derived as:

$$\frac{dv}{ds} = \frac{dv}{dL} = I_{e\omega} (e^r \omega g_r \times e^r v)$$

$$e^r \omega g_r = y \frac{dl(s)}{ds} = [0, \kappa(s), 0]^T$$

and $r$ designates the constant distance between the central backbone and pulling wires. Then we can get the length of $i$th pulling wire $L_i$ by substituting Eq. 8 and 72 into Eq. 71 as follows:

$$L_i = \int_0^1 \left| L - r \kappa(s) cos(\sigma_i) \right| ds = L - \theta_i r \cos(\sigma_i)$$

The joint vector space $q = [q_1, q_2, q_3, q_4]$, representing the pulling/release displacement of the pulling wires, can be calculated based on equation 76 i.e., $q_i = L_i - L$. Then we define the joint to configuration space Jacobian $J_{q\psi}$ as the Jacobian relating infinitesimal $\delta q$ to $\delta \psi$. It can be represented by

$$J_{q\psi} = \frac{\partial q}{\partial \psi}$$

where $J_{q\psi}$ will be utilized to establish joint space commands based on the control inputs in configuration space during experiments.

B. Mixing probability transitioning from model $j$ to $i$

$$\mu_k^{(j)}(i) = P(M_k^{(j)} | M_{k-1}^{(i)}, y_{1:k-1})$$

$$= P(M_k^{(j)} | M_{k-1}^{(i)}, y_{1:k-1}) P(M_{k-1}^{(j)} | y_{1:k-1})$$

$$= \frac{p_{ji} \mu_k^{(j)}(i)}{P_k^{(i)}}$$

(78)
where

$$
\hat{\mu}_k^{(i)} = P \left( M_k^{(i)} \mid y_{1:k-1} \right) = \sum_{j=0}^{r} p_j P_k^{(j)}
$$

(79)

C. Likelihood and probability update of model i

Updated likelihood of model i:

$$
\Lambda_k^{(i)} = \mathcal{N} \left( y_k - h_p \left( m_k^{(i)} \right) ; 0, S_k^{(i)} \right) \\
= \exp \left( -\frac{1}{2} \left( y_k - h_p \left( m_k^{(i)} \right) \right) ^\top S_k^{(i)-1} \left( y_k - h_p \left( m_k^{(i)} \right) \right) \right) \\
\sqrt{2\pi} (r+1) |S_k^{(i)}|
$$

(80)

Fig. 15: Model probabilities/likelihoods for DAIMM-EKF and SAIMM-EKF under four dynamical scenarios. (a) unloaded, (b) transitioning to tip loading, (c) transitioning to middle loading, and (d) transitioning from middle to combined middle and tip loading. Red and blue lines indicate the probabilities/likelihoods of $M^{(1)}$ and $M^{(2)}$, respectively. Shaded regions in each subplot reflect the loading phases.

Updated probability of model i:

$$
\mu_k^{(i)} = P \left( M_k^{(i)} \mid y_{1:k} \right) = P \left( M_k^{(i)} \mid y_{1:k-1} \right) P \left( y_k \mid y_{1:k-1}, M_k^{(i)} \right) \\
= \sum_{j=0}^{r} P \left( M_k^{(i)} \mid y_{1:k-1} \right) P \left( y_k \mid y_{1:k-1}, M_k^{(j)} \right) \\
= \sum_{j=0}^{r} \hat{\mu}_k^{(j)} \Lambda_k^{(j)} \\
\sum_{j=0}^{r} \hat{\mu}_k^{(j)} \Lambda_k^{(j)}
$$

(81)

Fig. 16: Schematic of inverse kinematics
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