Context-LSTM: a robust classifier for video detection on UCF101
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Abstract

Video detection and human action recognition may be computationally expensive, and need a long time to train models. In this paper, we were intended to reduce the training time and the GPU memory usage of video detection, and achieved a competitive detection accuracy. Other research works such as Two-stream, C3D, TSN have shown excellent performance on UCF101. Here, we used a LSTM structure simply for video detection. We used a simple structure to perform a competitive top-1 accuracy on the entire validation dataset of UCF101. The LSTM structure is named Context-LSTM, since it may process the deep temporal features. The Context-LSTM may simulate the human recognition system. We cascaded the LSTM blocks in PyTorch and connected the cell state flow and hidden output flow. At the connection of the blocks, we used ReLU, Batch Normalization, and MaxPooling functions. The Context-LSTM could reduce the training time and the GPU memory usage, while keeping a state-of-the-art top-1 accuracy on UCF101 entire validation dataset, show a robust performance on video action detection.
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1. Introduction

Machine learning has developed rapidly. Machine learning is a combination of a series of non-linear function layers, which is used for computer vision, pattern recognition, audio processing, natural language processing, etc. With a series of successes, deep learning has become one of the main research directions.

Deep neural networks have been used in image and video detection, and have realized good results. AlexNet [1] greatly improves the accuracy of image recognition. VGG net [2] improves further. The residual shortcut connection in ResNet [3] reduces the loss of information transmitted by the network, and increases the depth of the network layer, and greatly improves the detection accuracy. GoogLeNet [4-6] expands
the depth and width of the network, making the features extracted by the network have a higher dimension. RNN [7] is proposed for the learning of temporal series. LSTM [8] is a change of RNN, which is used to prevent the gradient explosion or disappearance in the learning of temporal series.

The proposal of LSTM is a great progress for the temporal series learning, since the speed and accuracy of temporal series detection are both enhanced. LSTM uses the temporal information between the temporal series, and can better learn the features with the temporal information. In the traditional LSTM learning architecture, the feature extraction of the temporal series often passes through multi-layer neural networks, and these multi-layer neural networks may lose part of the data feature information. We think that, using ResNet's shortcut connection to these multi-layer neural networks, or using bi-directional LSTM (RNN) will reduce the loss of the data feature information.

In this study, we propose a kind of LSTM structure, which is named Context-LSTM, for the purpose of using the context information of the temporal sequences more. This structure adopts the way of hierarchical cascade of LSTM, and connects the cell data stream and hidden data stream of LSTM end-to-end in each layer. We believe that the structure can enhance the utilization of the temporal information of the input data.

The main contributions of the paper are as follows:

a) The information transmission loss during model training is proposed and analyzed.

b) The deep temporal feature is defined as the feature extracted by a deep neural network from a temporal sequence.

c) The Context-LSTM classifier is proposed to process the deep temporal feature, which reached a state-of-the-art top-1 accuracy on the entire validation dataset of UCF101. The proposed classifier is robust, stable and reliable.

d) The two-stage of human recognition action system is simulated by the proposed Context-LSTM system.

2. Related work

Shi et al. [9] applied LSTM method to precipitation nowcasting, and outperformed the state-of-the-art algorithms for precipitation nowcasting. They proposed ConvLSTM which includes the encoding network and the forecasting network, for making the predict. Duan et al. [10] introduced a novel framework named OmniSource to train action recognition models. The framework used a teacher network and a student network for training, and the framework realized state-of-the-art detection accuracy on several datasets. Wang et al. [11] introduced I3D-LSTM, which used the 3D ConvNet with Inception module as the backbone, LSTM as the classifier. I3D-LSTM achieved state-of-the-art detection accuracy on UCF101. Huang et al. [12] defined Busy-Quiet Net (BQN), which could distill the redundancy of adjacent frames. Gowda et al. [13] proposed a frame selection method for the video classification, the method could select the frames with more temporal and object feature information. Shalmani et al. [14] proposed a confidence distillation inference framework for action recognition. The framework used a teacher network and a student network to train, and the teacher
network and the student network used different frames of an entire video. Zhou et al. [15] proposed C-LSTM for classifying the text, which incorporated a convolutional neural network into the cells of an LSTM. C-LSTM reached excellent performance on text classification.

3. Materials and methods

LSTM is suitable for the feature extraction of temporal series, since the structure of LSTM has the temporal features. Our study is to enhance the utilization of these temporal information by LSTM.

With more layers of neural network, the semantic level of the extracted features could become higher. However, with more network layers, the loss of data feature information may also be more. The shortcut of ResNet could solve the problem of the information loss when the network is deeper, and we use ResNet-50 as the backbone (feature extractor).

The architecture we proposed includes a ResNet-50 backbone and the LSTM module. The LSTM module is used as the classifier. The LSTM module makes use of the temporal information among the input data well. The module adopts a cascade structure to connect the LSTM sequences step by step. Among the LSTM blocks, we use the ReLU activation function and the Batch Normal [16] function for the connection. We interconnect the cell state flow and hidden output flow of LSTM at each block, in order to increase the temporal characteristics of the LSTM network structure.

3.1 Dataset

The dataset we used is UCF101 [17], which is a human action video dataset. The UCF101 dataset contains much temporal information since the video frames have many correlations.

The UCF101 dataset contains 101 human action categories. It consists of 13320 small videos. The duration of each video is from a few seconds to more than ten seconds. The resolution of the video frames is \(320 \times 240\). There is only one category in one video. The total duration length of the 13320 videos is nearly 27 hours.

3.2 Deep temporal feature

The development trend of artificial neural networks is to increase the network layers, and extract more advanced semantic features. One of the classic examples is ResNet. Before ResNet, the increasing of the network layers increased the information loss through the information transmission. As a result, the deepening of the network might reduce the detection accuracy. However, the shortcut connection in ResNet reduces the information loss, and a deeper network could extract more advanced semantic features,
and then could greatly improve the detection accuracy.

Deeper networks should extract more advanced semantic features, and the detection effect can be improved. We apply this method to the LSTM system. By using the deeper neural network, the LSTM system can extract more advanced semantic features. We use a deeper LSTM network layers, for the purpose of extracting higher level features. The experiments show that, our proposed structure reduces the model training time and improves the detection accuracy with the same epochs. Moreover, our model occupies less GPU memory than the ordinary LSTM structure (ResNet-50-LSTM), reducing an average of nearly 2GB GPU memory in our experiments.

The features extracted by the deep convolutional neural network are then sent into the deep temporal feature extractor and classifier (such as LSTM in our experiments), which is named deep temporal features. Deep temporal features have higher semantic features, which can transfer deeper semantic temporal features among the temporal feature classifiers. Thus, it can enhance the detection of the temporal sequences.

We define temporal information as the correlation among the temporal sequences. Using temporal information is a good way of detecting the temporal sequences, such as video frames, language words, etc. The deep temporal features can be expressed by LSTM, FlowNet [18], etc., which is more helpful for the long sequence detection.

3.3 The information loss during the neural network transmission

We assume that, during the transmission process of artificial convolutional neural network, the information contained in the input data may have some loss. For instance, the convolution operation is to multiply the corresponding elements of the feature map and the convolution kernel in adjacent regions, and then sum every product. Therefore, the multiple elements which are the size of the convolution kernel are transformed into one element. This compression may be the possible information loss.

Similarly, the pooling operation is to transform the elements of adjacent regions into one element, by computing the maximum value or the average value, etc. This is also a kind of compression essentially. The compression may cause the information loss either. The ReLU operation filters out the elements which are less than zero, so that the information contained in the element value may have the loss.

Based on the above analysis, we think that the information should have some loss in the network transmission. And then, how to reduce this loss might be a direction for the neural network study. The residual shortcut connection of ResNet is one of the ways to reduce the information loss, because the shortcut connection directly connects the front and the back of the convolution module, which is equivalent to directly transmit the information to the latter part of the network.

In Inception module of GoogLeNet [4], the multiple branches may form a connection similar to the shortcut connection. Since one of the branches has a convolution kernel of 1 and a stride of 1, and the branch is actually a ResNet shortcut connection in the literature [3]. In this way, the Inception module can also reduce the information loss.

In our proposed LSTM system, we connect the cell state flow and the hidden output
flow of LSTM. The bi-directional LSTM is used in our system. On one hand, it strengthens the temporal connection of the data, on the other hand, it reduces the loss of information, since the information is connected from many directions.

3.4 The structure of the Context-LSTM system

Our experimental system includes a CNN backbone (ResNet-50) and a LSTM classifier (Context-LSTM classifier). This is a common structure of the LSTM system. The backbone is to extract the features of the data, and enter the features into the LSTM system. The structure of the Context-LSTM system is shown in Fig. 1.

![Fig. 1 The structure of the Context-LSTM system. It consists of two parts: a ResNet-50 backbone and a classifier, the classifier is named Context-LSTM classifier. The ResNet-50 backbone is used to extract the shallow and the deep semantic features, the Context-LSTM classifier is used to process the deep temporal features.](image)

LSTM has the ability to extract features either. For video detection, since their features are more complicated, it needs to set a backbone to extract features from the videos. These features are input into LSTM for the temporal feature learning.

The CNN backbone we used is ResNet-50, which was pre-trained by ImageNet [19]. ResNet-50 is not a deep network, and the residual connection further reduces the loss of information. We believe that, ResNet-50 is a network with strong generalization ability, and can extract deep and shallow semantic feature information at the same time.

LSTM is an improvement of RNN. RNN is developed for processing the temporal sequences through an extended neural network chain. LSTM adds the gates into RNN, for solving the problem of gradient disappearance and gradient explosion when RNN processes long temporal sequences.

There are 3 kinds of gates in LSTM, which are forget gate, input gate and output gate. The forget gate determines how much of the cell state $c_{t-1}$ from the previous node will be retained to the current node $c_t$. The input gate determines how much of the input of the network $x_t$ is saved in the cell state $c_t$. The output gate determines how much of the cell state $c_t$ is transmitted to the output value $h_t$.

The operation process of LSTM has three stages. a). Forgetting stage. This stage is
to selectively forget the input from the previous node. Namely forget the unimportant and remember the important. b). Selecting the memory stage. This stage selectively memorizes the input of this stage. It is mainly to select and memorize the input $x_t$. c). Output stage. This stage will determine which will be the output of the current node.

The process of LSTM is as follows:

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \quad (12)$$

$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \quad (13)$$

$$\tilde{c}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \quad (14)$$

$$c_t = f_t \ast c_{t-1} + i_t \ast \tilde{c}_t \quad (15)$$

$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \quad (16)$$

$$h_t = o_t \ast \tanh(c_t) \quad (17)$$

where $f_t$ is the function of the forget gate at time $t$, $W_f$ is the weight of the forget gate, $h_{t-1}$ is the previous output, $x_t$ is the input, $b_f$ is the bias of the forget gate, $\sigma$ is the sigmoid function, $W_i$ is the weight of the input gate, $b_i$ is the bias of the input gate, $i_t$ is the function of the input gate at time $t$, $\tilde{c}_t$ is the short memory state of the cell at time $t$, $W_c$ is the weight of the cell, $b_c$ is the bias of the cell, $c_t$ is the long memory state of the cell at time $t$, $c_{t-1}$ is the long memory state of the cell at time $t - 1$, $o_t$ is the function of the output gate at time $t$, $W_o$ is the weight of the output gate, $b_o$ is the bias of the output gate, $h_t$ is the function of the hidden state at time $t$.

Equation 12 reflects the forget gate, Equation 13 denotes the input gate, and Equation 16 indicates the output gate.

The Context-LSTM classifier structure is as follows. The Context-LSTM classifier is designed to learn the deep temporal features. The LSTM system is generated from the LSTM blocks, which is offered by the framework PyTorch [20]. We connect the LSTM blocks layer by layer, and connect the cell state flow and the hidden output flow of each LSTM block. Among the LSTM blocks, we use ReLU as the activation function, Batch Normalization, and MaxPooling function. We use the MaxPooling function here since the tensors of PyTorch in our experiments are always matrixes. The structure of the LSTM classifier is shown in Fig. 2.

### 3.5 The traditional CNN-LSTM system (ResNet-50-LSTM)

Since the traditional CNN-LSTM system was compared in our experiments, we introduce the structure here. The structure of the traditional CNN-LSTM system contains a pre-trained ResNet-50 backbone, which is provided by PyTorch, a LSTM block, which is provided by PyTorch either, and two fully connected (FC) layers. The ResNet-50 backbone is pre-trained by ImageNet. The layers of the LSTM block was set to 3, and the hidden size (number of the units) of the LSTM block was set to 512. The LSTM block is the same as the ones in the propose Context-LSTM.
Fig. 2 The structure of the Context-LSTM classifier. Every unit of the LSTM structure has three LSTM layers. $x_1, x_2, x_3$ is the input data, and $Y$ is the output, which is for the prediction. The LSTM units are the bi-directional LSTM, which is for reducing the information transmission loss.
4. Experiments and results

4.1 Experiment Setup

The operating system we used was Ubuntu 16.04. The CPU was Intel i7 8700, the RAM was 32GB, the GPU was NVIDIA GeForce 1080ti. PyTorch, Numpy, Sklearn, Matplotlib, Pandas, and tqdm were implemented in the experiments.

The UCF101 dataset was split into frames before the experiment. One video was folded into one folder, and the name of the folder was the annotation of the video. The annotation was extracted during the model training.

4.2 Training

We used cross-entropy loss function as the training loss. The detection accuracy function was provided by Sklearn, which was a top-1 accuracy essentially. The training loss and the test accuracy were calculated by the generated model every epoch. The UCF101 dataset was divided into the training set and the test set randomly, by the ratio of 3:1.

The ResNet model was offered by PyTorch, which was a pre-trained model. The dropout function was used in the FC layers and the LSTM blocks. The LSTM block had 3 LSTM layers. The hidden size (number of the units) of LSTM was set to 512. The latter part of the LSTM system was two fully connected (FC) layers for classification. The input and output dimensions of the first FC layer are 512 and 256 respectively, and the input and output dimensions of the second FC layer are 256 and 101 respectively. 101 is the number of categories of the UCF101 dataset.

The epoch was set to 300. The batch size was set to 80. The learning rate was set to 0.001. The algorithm Adam was used as the optimization algorithm. From the experiment, we found that, when increasing the batch size, the test accuracy would be improved. The possible reason is analyzed in the Section Discussion.

4.3 Experiment results

In the experiment, we used different classifiers, for the purpose of comparing the proposed Context-LSTM classifier with other classifiers. The other parts of the experiment were all the same. The parameters of the comparison experiments were set all the same, for the purpose of testing the proposed Context-LSTM classifier separately. The Context-LSTM was illustrated in Section 3.5. The single detection visualization results of the Context-LSTM classifier are shown in Fig. 3.
We compared the proposed classifier with the traditional CNN-LSTM system. The traditional CNN-LSTM system is illustrated in Section 3.6. Compared with the traditional CNN-LSTM system, the proposed Context-LSTM has the following advantages: a) the test accuracy of the proposed Context-LSTM was higher than the traditional CNN-LSTM, which was the state-of-the-art top-1 accuracy on UCF101; b) the training time of the proposed Context-LSTM was much shorter than that of the traditional CNN-LSTM, which was reduced from 93 hours to about 55 hours, under the epoch of 300; c) the GPU memory occupation of the proposed Context-LSTM was smaller than that of the traditional CNN-LSTM, which reduced about 2GB of the GPU memory; d) with the large increasing of epoch, the proposed Context-LSTM did not show the phenomenon of overfitting. It shows that the proposed Context-LSTM has good robustness. The following is a detailed description.

**The test accuracy.** In our experiment, the proposed context LSTM achieved 92.2% top-1 accuracy on UCF101 validation dataset. Our test accuracy was run on the entire validation set, but not only on the selected clips or frames. Fig. 4 is a screen capture of the experiment. Moreover, after the epoch 150, the test accuracy of Context-LSTM was above 91% stably. Fig. 5 is the training loss and the test accuracy of the Context-LSTM classifier on UCF101, where the top-1 validation set accuracy is stable at more than 91% after the epoch 200. In the literatures, other researchers reported a UCF101 accuracy which was not the top-1 accuracy, but a mean value, and the test set (only for computing the accuracy) was some clips. The literature [14] reported that, some other excellent algorithms achieved about 87% top-1 accuracy on 10 clips of UCF101. The literature [13] reported that, the algorithm SMART achieved 74.6% accuracy on the entire validation set. We think our test accuracy may achieve the state-of-the-art top-1 accuracy on the entire validation dataset.
Fig. 4 The screen capture of the Context-LSTM model training. The top-1 accuracy on the validation dataset was computed by the model of every epoch. Moreover, it can be seen from the upper left corner of the screen capture, the current GPU memory usage was 3636MB when the epoch was 235.

Fig. 5 The training loss and the top-1 accuracy on the UCF101 validation dataset of the Context-LSTM classifier. The loss curve is stable and lower, and the accuracy is stable and competitive. The stableness shows the robustness of the Context-LSTM classifier, the model shows a competitive performance on the temporal dataset UCF101.

The traditional CNN-LSTM model reported the test top-1 accuracy at the maximum value of 90% in our experiment, the CNN backbone was ResNet-50 which was pre-trained by ImageNet, the LSTM system was a LSTM block provided by PyTorch. The batch size of the CNN-LSTM model was set to 80 either. The test top-1 accuracy is listed in Table 1, which includes the literature’s state-of-the-art algorithm and the CNN-LSTM in our experiment.
The training time. From our experiments, the training time of the proposed Context-LSTM classifier was about 55 hours, and the training time of the traditional CNN-LSTM was about 93 hours, under the epoch of 300. We in fact increased the net layers of LSTM, but the training time became shorter on the contrary. We observed that the time of each iteration was reduced indeed. We suppose that the reason may be related to the enhanced utilization of the data temporal information, which is named deep temporal feature information.

The GPU memory. Our experiments showed that, compared with the traditional CNN-LSTM, the proposed Context-LSTM spent nearly 2GB less GPU memory. The GPU memory spend of the Context-LSTM was about 3.6 GB, with the batch size of 80 (it is shown in Fig. 4). The GPU memory spend of the traditional CNN-LSTM model was about 5.5 GB, with the same batch size. The reason we analyzed is that, on one hand, the deep temporal information is utilized; on the other hand, the ReLU and MaxPooling operation may reduce the computation.

The robustness. From our experiments, Context-LSTM did not overfit. In the experiment with epoch of 300, we observed the loss and accuracy after the 200 epoch. The value of loss was always stable and small, and the accuracy was stably at more than 91% either. These points showed that Context-LSTM had good robustness. Fig. 5 also shows this point.

Table 1. The top-1 accuracy on UCF101(%). ResNet-50-LSTM and ours are the entire validation dataset accuracy, 3D ResNeXt-101 is 10 clips accuracy, SMART is all clips accuracy. ResNet-50-LSTM is the CNN-LSTM in our experiment.

| epoch | 30 | 60 | 90 | 120 | 150 | 180 | 210 | 240 | 270 | 300 | best |
|-------|----|----|----|-----|-----|-----|-----|-----|-----|-----|------|
| ResNet-50-LSTM | 78.7 | 84.5 | 87.8 | 87.9 | 88.6 | 88.5 | 88.7 | 89.2 | 89.5 | 88.8 | 90.7 |
| 3D ResNeXt-101 [14] | - | - | - | - | - | - | - | - | - | - | 89.8(10 clips) |
| SMART [13] | - | - | - | - | - | - | - | - | - | - | 74.6(all clips) |
| ours | 85.3 | 87.8 | 90.8 | 90.4 | 89.3 | 90.6 | 91.0 | 91.6 | 91.2 | 91.5 | 92.2 |

4.4 The ablation study

We studied the performance of the proposed Context-LSTM classifier by removing the MaxPooling layer, and compared it with the traditional ResNet-50 CNN-LSTM. The other parameters of the experiment were set the same, such as the batch size (80), learning rate (0.001), etc. The top-1 accuracy on the validation set, the training time and the GPU memory occupation are listed in Table 2. The comparison of the traditional ResNet-50 CNN-LSTM and the proposed Context-LSTM classifier is figured in Fig. 6.

From the experiment, it can be seen that, the MaxPooling layer could enhance the test accuracy, accelerate the training time, and reduce the GPU memory usage. In the system, the order of ReLU-BN was better than the order of BN-ReLU, i.e., the training time was faster and the test accuracy was higher. The experimental results showed that, the MaxPooling layer was crucial for the Context-LSTM.
Table 2. The top-1 accuracy on the validation set, the training time and the GPU memory occupation of the models. ResNet-50-LSTM is the traditional CNN-LSTM illustrated in Section 3.5. All other experimental parameters were the same.

| Model                        | Accuracy (best) (%) | Training Time | GPU Usage (GB) |
|------------------------------|---------------------|---------------|----------------|
| ResNet-50-LSTM               | 90.7                | 93 hours      | 5.5            |
| Context-LSTM without MaxPooling | 91.0            | 70 hours      | 4.5            |
| Context-LSTM                 | 92.2                | 55 hours      | 3.6            |

Fig. 6 The training loss and the top-1 accuracy of the traditional CNN-LSTM (ResNet-50-LSTM) and the Context-LSTM classifier. Compared with the CNN-LSTM, the stableness and robustness of our proposed model are better, the loss of the proposed model converges faster, and there is no large jitter; the detection accuracy of our model rises faster, the accuracy of it is higher and competitive, and the accuracy rate is more stable.

5. Discussion

One of the sources of the proposed LSTM system is that, deeper networks are able to extract higher-level semantic features, and high-level semantic features may cause higher detection accuracy. To avoid the information loss caused by the deeper layers, we used the bi-directional LSTM to construct the system. We believe that, the Context-LSTM classifier simulates the cerebral cortex of human.

We notice that, artificial neural networks are similar with biology neural networks in certain aspects. For instance, prior knowledge and transfer learning [21] can improve the detection accuracy of artificial neural network, which can also apply to biological neural networks. The attention mechanism [22] greatly improves the efficiency of
machine learning, and improving attention will also improve the efficiency of human learning. We assume that the LSTM network simulated the neurons of the human brain, since there were forgetting gates, input gates, and output gates in LSTM. In this paper, we simulated an uncomplicated cerebral cortex structure by increasing the number of LSTM layers. And we used the reaction function, BN and pooling function in the Context-LSTM structure to simulate the axons and dendrites in the neurons of the cerebral cortex.

We compare Context-LSTM to human recognition system. Compared with human eyes, the front ResNet-50 backbone can extract complex and deep features; The back LSTM classifier is compared to the cerebral cortex, which can process the deep temporal feature information and classify it. The experimental result is worthy.

6. Conclusion

A deep feature structure of LSTM was built to detect deep temporal features, and the Context-LSTM classifier was proposed. On the UCF101 dataset, our proposed structure achieved state-of-the-art results in the top-1 accuracy of the entire validation dataset. The proposed structure could reduce the model training time and the GPU memory usage. Our structure was robust and did not overfit during training.

The Context-LSTM has a simple structure that only has a backbone and a classifier. The Context-LSTM could simulate a human recognition system. The backbone could simulate the human eyes for the reason of extracting different level of features, and the LSTM system could simulate the cerebral cortex for the reason of processing the deep temporal features. The experimental results showed some competitive performance of the proposed system.
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