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Abstract

We study a flavor model that the quark sector has the $S_3$ modular symmetry while the lepton sector has the $A_4$ modular symmetry. Our model leads to characteristic quark mass matrices which are consistent with experimental data of quark masses, mixing angles and the CP violating phase. The lepton sector is also consistent with the experimental data of neutrino oscillations. We also study baryon and lepton number violations in our flavor model.
1 Introduction

The standard model is now well established by the discovery of the Higgs boson. However, the flavor puzzle of quarks and leptons is still an open question. In order to understand the origin of the flavor structure, considerable interests in discrete flavor symmetries [1–9] have been promoted by early works of the quark masses and mixing angles [10,11] and the recent developments in the neutrino oscillation experiments. Indeed, the neutrino oscillation experiments have determined the two neutrino mass squared differences and three neutrino mixing angles precisely. In particular, the atmospheric neutrino mixing angle $\theta_{\text{atm}}$ has been observed near the maximal angle $45^\circ$ [12]. This may suggest a flavor symmetry, e.g. $\mu$-$\tau$ symmetry.

Many models have been proposed by using $S_3$, $A_4$, $S_4$, $A_5$ and other groups with larger orders to explain large neutrino mixing angles, in which symmetry breakings are required to reproduce realistic mixing angles [13]. The effective Lagrangian of a typical flavor model is given by introduced gauge singlet scalars which are so-called flavons. Their vacuum expectation values (VEVs) determine the flavor structure of quarks and leptons. A complicated vacuum alignment is frequently required to reproduce the experimental data in a model with many flavons.

Superstring theory with certain compactifications can lead to non-Abelian discrete flavor symmetries. For example, heterotic orbifold models lead to $D_4$, $\Delta(54)$, etc. [14]. (See also [15–19].) Similar flavor symmetries are also derived in type II magnetized and intersecting D-brane models [20–24]. On the other hand, string theory on tori or orbifolds has the modular symmetry which acts non-trivially on flavors of quarks and leptons [25–30]. In this sense, the modular symmetry is a non-Abelian discrete flavor symmetry.

It is interesting that the modular group $\Gamma$ includes $S_3$, $A_4$, $S_4$, and $A_5$ as its finite subgroups [31]. Remarkably, there is a significant difference between a model based on a finite modular symmetry and that based on a usual non-Abelian discrete flavor symmetry. In a theory based on a finite modular symmetry, Yukawa couplings are written in terms of modular forms: holomorphic functions of a complex scalar field, the modulus $\tau$; and they transform non-trivially under the modular symmetry.

In this aspect, an attractive ansatz was proposed by taking $\Gamma_3 \simeq A_4$ in Ref. [32], where both left-handed leptons and right-handed neutrinos of $A_4$ triplets while Yukawa couplings are $A_4$ triplets of modular forms. Along with this work, models of $\Gamma_2 \simeq S_3$ [33], $\Gamma_4 \simeq S_4$ [34] and $\Gamma_5 \simeq A_5$ [35] have been proposed. The numerical discussions of the neutrino flavor mixing have been done based on $A_4$ [36] and $S_4$ [39] modular groups respectively. In particular, a comprehensive analysis of the $A_4$ modular group have provided a clear prediction of the neutrino mixing angle and the CP violating phase [37]. Moreover, the $A_4$ modular symmetry has been applied to the $SU(5)$ grand unified theory of leptons and quarks [40]. Furthermore, modular forms for $\Delta(96)$ and $\Delta(384)$ were constructed [41].

Our purpose is to study the quark mixing angles and the CP violating phase, which were a main target of the early challenge for flavors [10,11]. Superstring theory has six-dimensional compact space $X^6$ in addition to our four-dimensional spacetime. Suppose that the six-dimensional compact space is a product of three two-dimensional compact spaces, $X^6 = X_1^2 \times X_2^2 \times X_3^2$. Note that each $X_i^2$ can have geometrical symmetry such as the modular symmetry. Flavor differences can originate from one of the two-dimensional compact spaces $X_i^2$, while moduli of the other $X_j^2$’s ($j \neq i$) can contribute not to ratios of the Yukawa couplings but to an overall factor of
them. For example, three generations (quasi-)localize at different points on one of $X^2_i$'s while they localize at the same point on the other $X^2_i$'s. If the flavor difference of quarks and leptons is originated from a same two-dimensional compact space, the quarks and leptons have same flavor symmetry and the same value of $\tau$. For example, if the lepton sector has the $A_4$ modular symmetry, the same symmetry controls Yukawa couplings in the quark sector. Indeed, such a setup is required by the four-dimensional grand unified theory. However, the hierarchical mass structure and small mixing angles of quarks are remarkably distinguished from those of leptons. If the up-quark and down-quark mass matrices have the same structure as the charged lepton mass matrix in Ref. [37], it is very difficult to reproduce the observed hierarchical three CKM mixing angles and the CP violating phase. It is because the constraints from the precise observed mixing angles and the CP violating phase are strong.

In this paper, we make an alternative ansatz. The flavor difference in the quark sector originates from a two-dimensional compact space while that in the lepton sector originates from another two-dimensional compact space. Thus, we assume two different flavor symmetries, i.e. two different finite modular subgroups for the quark and lepton sectors. The modulus parameters for each sector are defined independently. In our present model, we assume the $S_3$ modular symmetry for the quark sector and the $A_4$ modular symmetry for the lepton sector. We use the same lepton sector as given in Ref. [37]. Since the irreducible representations of $S_3$ group are $2$, $1$ and $1'$, we have an advantage to explain the hierarchy of three quark mixing angles. Based on a numerical analysis, we present realistic quark mass matrices in this work. Furthermore, we can discuss the violation of baryon number and lepton number in the case that the lepton sector is still controlled by the finite modular symmetry $\Gamma_3 \simeq A_4$. Then, we find interesting results.

The paper is organized as follows. In section 2, we give a brief review on modular symmetry of $A_4$ and $S_3$. In section 3, we summarize the result of our previous work of leptons in the finite modular symmetry $\Gamma_3 \simeq A_4$. In section 4, we present a quark mass matrix and their numerical results under the finite modular symmetry $\Gamma_2 \simeq S_3$. In section 5, the baryon and lepton number violations are discussed. Section 6 is devoted to a summary. Appendix A shows the relevant multiplication rules of $A_4$. Also, Appendix B shows relevant tensor products of $S_3$ modular forms.

## 2 $A_4$ and $S_3$ in modular group

We briefly review the modular symmetry on a torus and its low-energy effective field theory. The torus compactification is the simplest compactification. For example, the two-dimensional torus $T^2$ can be constructed as division of $\mathbb{R}^2$ by a two-dimensional lattice $\Lambda$, i.e. $T^2 = \mathbb{R}^2/\Lambda$. Here, we use the complex coordinate on $\mathbb{R}^2$ and the lattice is spanned by two lattice vectors, $\alpha_1 = 2\pi R$ and $\alpha_2 = 2\pi R\tau$; where $R$ is real and $\tau$ is a complex modulus parameter. There is ambiguity in choice of the basis vectors. The same lattice can be spanned by the following basis vectors,

$$
\begin{pmatrix}
\alpha'_1 \\
\alpha'_2
\end{pmatrix} =
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix},
$$

Alternatively, in heterotic orbifold models, two generations localize at two fixed points on the two-dimensional orbifold, but one generation is a bulk mode. (See e.g. [15].)
where \(a, b, c, d\) are integer with satisfying \(ad - bc = 1\). That is the \(SL(2, \mathbb{Z})\) transformation. Under the above transformation, the modulus parameter \(\tau \equiv \alpha_2/\alpha_1\) transforms as

\[
\tau \longrightarrow \tau' = \gamma \tau = \frac{a\tau + b}{c\tau + d} ,
\]

and this modular transformation is generated by \(S\) and \(T\):

\[
S : \tau \longrightarrow -\frac{1}{\tau} ,
\]

\[
T : \tau \longrightarrow \tau + 1 .
\]

They satisfy the following algebraic relations,

\[
S^2 = I , \quad (ST)^3 = I .
\]

If we impose \(T^N = I\) furthermore, we obtain finite subgroups \(\Gamma_N\), and \(\Gamma_N\) with \(N = 2, 3, 4, 5\) are isomorphic to \(S_3, A_4, S_4\) and \(A_5\), respectively \[31\]. Indeed, \(\Gamma_N\) is a quotient of the modular group by the so-called congruence subgroup \(\Gamma(N)\). Holomorphic functions which transform as

\[
f(\tau) \rightarrow (c\tau + d)^k f(\tau) ,
\]

under the modular transformation Eq.(2) are called modular forms of weight \(k\).

Superstring theory on the torus \(T^2\) or orbifold \(T^2/\mathbb{Z}_N\) has the modular symmetry. Its low-energy effective field theory is described in terms of supergravity theory, and the string-derived supergravity theory has also the modular symmetry. Under the modular transformation (2), chiral superfields \(\phi^{(I)}\) transform as \[42\],

\[
\phi^{(I)} \rightarrow (c\tau + d)^{-k_I} \rho^{(I)}(\gamma)\phi^{(I)} ,
\]

where \(-k_I\) is the so-called modular weight and \(\rho^{(I)}(\gamma)\) denotes a unitary representation matrix of \(\gamma \in \Gamma_N\). The kinetic terms of their scalar components are written by

\[
\sum_{\mathcal{I}} \left| \partial_{\mu} \phi^{(I)} \right|^2 \left( -i\tau + i\bar{\tau} \right)^{k_I} ,
\]

which is invariant under the modular transformation. Here, we use the convention that the superfield and its scalar component are denoted by the same letter. The superpotential should be also invariant under the modular symmetry. In other words, the superpotential should have vanishing modular weight in global supersymmetric models. On the other hand, the superpotential in supergravity should be invariant under the modular symmetry up to the Kähler transformation.

We study the minimal supersymmetric standard model (MSSM), one of global supersymmetric models, and its extension with right-handed neutrinos in the following sections. Thus, the superpotential of our model has vanishing modular weight. We note that Yukawa couplings as well as higher order couplings depend on modulus and can have non-vanishing modular weights. The breaking scale of supersymmetry can be between \(\mathcal{O}(1)\)TeV and the compactification scale. The modular symmetry is broken by the vacuum expectation value of \(\tau\) at the compactification scale which is the Planck scale or slightly lower scale order.
For $\Gamma_3 \simeq A_4$, the dimension of the linear space $\mathcal{M}_k(\Gamma_3)$ of modular forms of weight $k$ is $k+1$. In other words, there are three linearly independent modular forms of the lowest non-trivial weight 2 \cite{32,43,45}. These forms have been explicitly obtained \cite{32} in terms of the Dedekind eta-function $\eta(\tau)$:

$$\eta(\tau) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n),$$

where $q = e^{2\pi i \tau}$ and $\eta(\tau)$ is a modular form of weight 1/2. In what follows, we use the following basis of the $A_4$ generators $S$ and $T$ in the triplet representation:

$$S = \frac{1}{3} \begin{pmatrix} -1 & 2 & 2 \\ 2 & -1 & 2 \\ 2 & 2 & -1 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & \omega^2 \end{pmatrix},$$

where $\omega = e^{2\pi i/3}$. The modular forms transforming as a triplet of $A_4$ can be written in terms of $\eta(\tau)$ and its derivative \cite{32}:

\begin{align*}
Y_{1A_4}(\tau) &= \frac{i}{2\pi} \left( \frac{\eta'((\tau+1)/3)}{\eta(\tau/3)} + \frac{\eta'((\tau+2)/3)}{\eta(\tau+2)/3} - \frac{27\eta'(3\tau)}{\eta(3\tau)} \right), \\
Y_{2A_4}(\tau) &= -\frac{i}{\pi} \left( \frac{\eta'((\tau+1)/3)}{\eta(\tau/3)} + \omega^2 \frac{\eta'((\tau+2)/3)}{\eta((\tau+2)/3)} \right), \\
Y_{3A_4}(\tau) &= -\frac{i}{\pi} \left( \frac{\eta'((\tau+1)/3)}{\eta((\tau+1)/3)} + \omega^2 \frac{\eta'((\tau+2)/3)}{\eta((\tau+2)/3)} \right).
\end{align*}

These are expressed as the following $q$-expansions:

$$Y^{A_4} = \begin{pmatrix} Y_{1A_4}(\tau) \\ Y_{2A_4}(\tau) \\ Y_{3A_4}(\tau) \end{pmatrix} = \begin{pmatrix} 1 + 12q + 36q^2 + 12q^3 + \ldots \\ -6q^{1/3}(1 + 7q + 8q^2 + \ldots) \\ -18q^{2/3}(1 + 2q + 5q^2 + \ldots) \end{pmatrix}.$$  

They satisfy the constraint \cite{32}:

\begin{equation}
(Y_{2A_4}(\tau))^2 + 2Y_{1A_4}(\tau)Y_{3A_4}(\tau) = 0. \tag{13}
\end{equation}

For $\Gamma_2 \simeq S_3$, the dimension of the linear space $\mathcal{M}_k(\Gamma_2)$ of modular forms of weight $k$ is $k/2+1$. In other words, there are two linearly independent modular forms of the lowest non-trivial weight 2. The $S_3$ doublet modular forms of weight 2 are presented in Ref. \cite{33},

\begin{align*}
Y_{1S_3}(\tau) &= \frac{i}{4\pi} \left( \frac{\eta'(\tau/2)}{\eta(\tau/2)} + \frac{\eta'((\tau+1)/2)}{\eta((\tau+1)/2)} - \frac{8\eta'(2\tau)}{\eta(2\tau)} \right), \\
Y_{2S_3}(\tau) &= \frac{\sqrt{3}i}{4\pi} \left( \frac{\eta'(\tau/2)}{\eta(\tau/2)} - \frac{\eta'((\tau+1)/2)}{\eta((\tau+1)/2)} \right),
\end{align*}

where we use the following basis of $S_3$ generators $S$ and $T$ in the doublet representation:

$$S = \frac{1}{2} \begin{pmatrix} -1 & -\sqrt{3} \\ -\sqrt{3} & 1 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{14}$$
The doublet modular forms have the following \( q \)-expansions:

\[
Y^{S_3} = \left( Y^{S_3}_1(\tau), Y^{S_3}_2(\tau) \right) = \left( \frac{1}{3}q + 3q^2 + 9q^3 + 12q^4 + \ldots , \right. \\
\left. \sqrt{3}q^{1/2}(1 + 4q + 6q^2 + 8q^3 + \ldots ) \right).
\]  

(15)

In order to present realistic quark mass matrices, we discuss modular forms of weight \( k \), \( Y^{S_3(k)} \). Since we work in the basis of Eq. (14), the tensor product of two doublets is expanded by

\[
\begin{pmatrix}
  x_1 \\
  x_2
\end{pmatrix}
\otimes
\begin{pmatrix}
  y_1 \\
  y_2
\end{pmatrix} = (x_1y_1 + x_2y_2)_1 \oplus (x_1y_2 - x_2y_1)_1 \oplus \left( \begin{pmatrix}
  x_1y_1 - x_2y_2 \\
  -x_1y_2 - x_2y_1
\end{pmatrix} \right). 
\]

(16)

By using the tensor product of the two doublets \( (Y^{S_3}_1(\tau), Y^{S_3}_2(\tau))^T \), we can construct modular forms of weight 4, \( Y^{S_3(4)} \). The \( S_3 \) singlet \( 1 \) modular form of weight 4 is written by

\[
1 : Y^{S_3}_1(\tau)^2 + Y^{S_3}_2(\tau)^2 ,
\]

(17)

while the \( S_3 \) doublet modular forms of weight 4 is written by

\[
2 : Y^{S_3(4)} = \left( \begin{pmatrix}
  Y^{S_3}_1(\tau)^2 & -2Y^{S_3}_1(\tau)Y^{S_3}_2(\tau) \\
  -2Y^{S_3}_1(\tau)Y^{S_3}_2(\tau) & Y^{S_3}_2(\tau)^2
\end{pmatrix} \right).
\]

(18)

On the other hand, the \( S_3 \) singlet \( 1' \) modular form of the weight 4 vanishes. In conclusion, we have found 3 modular forms in the case of weight 4. It is understandable because the number of modular forms of weight \( k \) is \( k/2 + 1 \).

### 3 Lepton mass matrices in \( A_4 \) modular symmetry

The \( A_4 \) flavor model has been discussed in the lepton sector by introducing flavons [46][51]. On the other hand, a modular invariant flavor model with the \( A_4 \) symmetry can explain the large mixing angles of lepton flavors without flavons. We have already obtained successful result of the lepton sector in \( A_4 \) modular symmetry [37]. In order to clarify the difference in the flavor structure of mass matrices between the quarks and leptons, we briefly summarize our previous results of the lepton sector and add discussions of the feature of our lepton model.

We suppose that three left-handed lepton doublets \( L_i \) are compiled in a triplet of \( A_4 \). The three right-handed neutrinos \( \nu_i \) are also of a triplet of \( A_4 \). On the other hand, the Higgs doublets, \( H_{u,d} \) are supposed to be singlets of \( A_4 \). We assign three right-handed charged leptons for three different singlets of \( A_4 \) as \( (e_1, e_2, e_3) = (e, \mu, \tau) = (1, 1'', 1') \). Therefore, there are three independent couplings \( \alpha, \beta \) and \( \gamma \), in the superpotential of the charged lepton sector. Those coupling constants can be adjusted to the observed charged lepton masses. The assignments of representations and modular weights to the MSSM fields and right-handed neutrino superfields are presented in Table 1.

The modular invariant mass terms of the leptons are given as the following superpotentials:

\[
W_e = \alpha e H_d(LY^{A_4})_1 + \beta \mu H_d(LY^{A_4})_1' + \gamma \tau H_d(LY^{A_4})_1'' ,
\]

(19)

\[
W_D = g(\nu H_uLY^{A_4})_1 ,
\]

(20)

\[
W_N = \Lambda(\nu\nu Y^{A_4})_1 ,
\]

(21)
Table 1: The charge assignment of $SU(2)$, $A_4$, and the modular weight $-k_I$. The right-handed charged leptons are assigned three different $A_4$ singlets, respectively.

where sums of the modular weights vanish. The parameters $\alpha$, $\beta$, $\gamma$, $g$, and $\Lambda$ are constant coefficients. The functions $Y_i^{A_4}(\tau)$ are $A_4$ triplet modular forms of weight 2 in Eq.(12).

The superpotential of Eq.(19) leads to the following charged leptons mass matrix:

$$M_E = v_d \text{diag}[\alpha, \beta, \gamma] \begin{pmatrix} Y_1 & Y_3 & Y_2 \\ Y_2 & Y_1 & Y_3 \\ Y_3 & Y_2 & Y_1 \end{pmatrix}_{RL},$$

(22)

where $v_d = \langle H_d \rangle$ and we omit the superscript $A_4$ of $Y_i^{A_4}$ hereafter. The coefficients $\alpha$, $\beta$, and $\gamma$ are taken to be real positive by rephasing right-handed charged lepton fields without loss of generality. Those parameters can be written in terms of the modulus parameter $\tau$ and the charged lepton masses. The superpotential of Eq.(20) gives the Dirac neutrino mass matrix as:

$$M_D = v_u \begin{pmatrix} 2g_1Y_1 & -(g_1 + g_2)Y_3 & -(g_1 - g_2)Y_2 \\ -(g_1 - g_2)Y_3 & 2g_1Y_2 & -(g_1 + g_2)Y_1 \\ (g_1 + g_2)Y_2 & -(g_1 - g_2)Y_1 & 2g_1Y_3 \end{pmatrix}_{RL},$$

(23)

where $v_u = \langle H_u \rangle$. On the other hand, the right-handed Majorana neutrino mass matrix is obtained from the superpotential of Eq.(21):

$$M_N = \Lambda \begin{pmatrix} 2Y_1 & -Y_3 & -Y_2 \\ -Y_3 & 2Y_2 & -Y_1 \\ -Y_2 & -Y_1 & 2Y_3 \end{pmatrix}_{RR}.$$  

(24)

Finally, the effective neutrino mass matrix is obtained through the type I seesaw as follows:

$$M_\nu = -M_D^T M_N^{-1} M_D.$$  

(25)

By fixing the modulus $\tau$ of $A_4$, the modular invariance is broken and the lepton mass matrices give the mass eigenvalues and flavor mixing numerically. We fix $\tau$ by taking account of experimental data of NuFIT 3.2 with the $3\sigma$ range \[52\].

The coefficients $\alpha/\gamma$ and $\beta/\gamma$ in the charged lepton mass matrix are given only in terms of $\tau$ after inputting the observed values $m_e/m_\tau$ and $m_\mu/m_\tau$. Indeed, $\alpha/\gamma$ and $\beta/\gamma$ are hierarchical in order to reproduce the observed charged lepton masses. Then, we have two free parameters, $g_1/g_2$ and the modulus $\tau$ apart from the overall factors in the neutrino sector.

---

\[2\] We have neglected the corrections by the renormalization although the numerical analysis should be presented at a high energy scale (GUT scale) in principle. Indeed, the quantum corrections were estimated numerically, for example, in \[53\] where the corrections are very small as far as the neutrino mass scale is smaller than 200 meV and $\tan \beta \leq 10$ is taken.
By inputting the data of $\Delta m_{\text{atm}}^2 \equiv m_3^2 - m_1^2$, $\Delta m_{\text{sol}}^2 \equiv m_2^2 - m_1^2$, and the three mixing angles $\theta_{23}$, $\theta_{12}$, and $\theta_{13}$ within $3 \sigma$ range, we fix completely the modulus $\tau$ and $g_1/g_2$. Then, we can predict the CP violating Dirac phase $\delta_{\text{CP}}$ and two Majorana phases.

We obtained successful results of the mixing angles for the normal hierarchy (NH) of neutrino masses $m_1 < m_2 < m_3$ where $m_1$, $m_2$, and $m_3$ denote three light neutrino mass eigenvalues. The predicted Dirac CP violating phase $\delta_{\text{CP}}$ depends significantly on $\sin^2 \theta_{23}$. It is emphasized that $\sin^2 \theta_{23}$ is restricted to be larger than $0.54$, and $\delta_{\text{CP}} = \pm (50^\circ - 180^\circ)$. Since the correlation of $\sin^2 \theta_{23}$ and $\delta_{\text{CP}}$ is characteristic, this prediction is testable in the future experiments of neutrinos.

We also obtained a prediction of the effective mass $m_{ee}$ which is the measure of the neutrinoless double beta decay. It is remarkable that $m_{ee}$ is around $22 \text{ meV}$, which is testable in the future experiments of the neutrinoless double beta decay.

The obtained neutrino masses indicate nearly degenerate neutrino mass spectrum. The sum of neutrino masses is predicted around $145 \text{ meV}$, which corresponds to $m_1 \simeq m_2 \simeq 40 \text{ meV}$ and $m_3 \simeq 65 \text{ meV}$. This prediction is compared with the cosmological observations of Planck 2018 which provide us its cosmological upper bound for sum of neutrino masses: $120 - 160 \text{ meV}$ at the 95\% C.L. depending on the combined data [54–56]. On the other hand, our lepton mass matrices are ruled out for the inverted hierarchy of neutrino masses $m_3 < m_1 \leq m_2$ since the sum of neutrino masses exceeds $200 \text{ meV}$. Therefore, the sum of neutrino masses provides us a crucial test of our modular invariant flavor model with the $A_4$ symmetry in the near future since our model does not allow the sum of neutrino masses less than $145 \text{ meV}$.

Our modular invariant flavor model with the $A_4$ symmetry gives the large mixing angles of lepton flavors. However, it is very difficult to reproduce observed three CKM mixing angles [57] since the observed quark mixing angles are considerably hierarchical. Therefore, we consider another finite modular group $\Gamma_2 \simeq S_3$ for the quark sector.

4 CKM mixing in $S_3$ modular symmetry

4.1 Quark mass matrices

Let us construct a quark mass matrix by using the modular forms of $S_3$ shown in the previous section. Since the modulus parameters of $S_3$ and $A_4$ are different, we express the modulus in $S_3$ as $\tau'$. We assign the third family of the left-handed quark $Q_3$ and right-handed quarks $u_3$ and $d_3$ to the $S_3$ non-trivial singlet $1'$. The first and second families of the left-handed quarks, $Q_1$ and $Q_2$, and the right-handed quarks, $u_1$, $d_1$, $u_2$, and $d_2$ are the $S_3$ doublet so that the first and second families correspond to the first and second components in their doublet respectively. Furthermore, we assume that the first, second and third families have the modular weights, $-2$, $-2$, $0$ respectively. The superpotential has a vanishing modular weight. These assignments are summarized in Table 2 where $q_i$ denotes the right-handed up-type or down-type quarks, $u_i$ or $d_i$, for the three families ($i = 1, 2, 3$).

We can also study the model that the third family is the $S_3$ trivial singlet while the first and second families correspond to the second and first elements of $S_3$ doublet, respectively. This model leads to almost same results as our present model.

By using the tensor product of Eq. (16), we can obtain the mass matrices of the up- and
down-quarks in terms of the modular forms of weights 2 and 4, $Y^{S_3(2)}$ and $Y^{S_3(4)}$, as

$$M_{u,d} = \begin{pmatrix}
    c_{u,d} + c_{u,d}^{*} (Y_1(\tau'))^2 - Y_2(\tau')^2 & 2c_{u,d}^{*} Y_1(\tau') Y_2(\tau') & c_{u,d}^{*} Y_1(\tau')^2 - Y_2(\tau')^2 & c_{u,d}^{2}\eta_1(\tau') \\
    2c_{u,d}^{*} Y_1(\tau') Y_2(\tau') & c_{u,d} + c_{u,d}^{*} (Y_1(\tau'))^2 - Y_2(\tau')^2 & -2c_{u,d}^{*} Y_1(\tau')^2 + Y_2(\tau')^2 & -c_{u,d}^{2}\eta_1(\tau') \\
    c_{31}^{u,d} Y_2(\tau') & -c_{31}^{u,d} Y_1(\tau') & c_{31}^{u,d} Y_1(\tau')^2 - Y_2(\tau')^2 & c_{31}^{u,d} Y_1(\tau')^2 \\
    c_{31}^{u,d} Y_2(\tau') & -c_{31}^{u,d} Y_1(\tau') & c_{31}^{u,d} Y_1(\tau')^2 - Y_2(\tau')^2 & c_{31}^{u,d} Y_1(\tau')^2 \\
\end{pmatrix}, \quad (26)$$

where $c_{u,d}$ are expressed by the modular form of weight 4 and constant parameters $C_{u,d}$ as:

$$c_{u,d} = C_{u,d} (Y_1(\tau')^2 + Y_2(\tau')^2). \quad (27)$$

Hereafter we omit the superscript $S_3$ on $Y^{S_3}$. It is noticed that the weight 4 modular forms $Y^{(4)}$ appear in the first $2 \times 2$ submatrix in Eq. (26) while the weight 2 modular forms $Y^{(2)}$ appear in $(1,3)$, $(2,3)$, $(3,1)$ and $(3,2)$ elements of the mass matrix due to modular weights of quarks. The modular forms do not appear in the $(3,3)$ entry. The coefficients $c_{u,d}^{13}$, $c_{31}^{u,d}$, $C_{u,d}$ and $c_{33}^{u,d}$ are arbitrary complex parameters, where $c_{33}^{u,d}$ can be taken to be real without loss of generality. In addition to those parameters, the VEV of $\tau'$ is also a complex free parameter.

We have 20 free parameters enough to explain quark masses and CKM matrix elements. Our quark mass matrices are completely consistent with the observed quark masses, the CKM mixing angles and the CP violating phase. In order to show how to reproduce the desired quark masses and mixing angles from the mass matrix of Eq. (26), let us suppose the hierarchical structure of the mass matrix. In the first $2 \times 2$ submatrix, the mixing angle $\theta_{12}^{u,d}$ is

$$\theta_{12}^{u,d} \approx \left| \frac{Y_1(\tau') Y_2(\tau')}{Y_1(\tau')^2 - Y_2(\tau')^2} \right|, \quad (28)$$

which is independent of $C_{u,d}$ and $c_{u,d}$. The ratio of mixing angles $\theta_{13}^{u,d}$ and $\theta_{23}^{u,d}$ is given by the ratio of $(1,3)$ and $(2,3)$ entries of Eq. (26) as:

$$\frac{\theta_{13}^{u,d}}{\theta_{23}^{u,d}} \approx \left| \frac{Y_2(\tau')}{Y_1(\tau')} \right|, \quad (29)$$

which is also independent of $c_{13}^{u,d}$. It is remarked that the relations among mixing angles $\theta_{12}^{u,d}$, $\theta_{13}^{u,d}$ and $\theta_{23}^{u,d}$ are given only by the modulus $\tau'$.

In order to realize the quark mass hierarchy, we set parameters to suppress the $(1,1)$ entry, i.e.,

$$c_{u,d} + c_{u,d}^{*} (Y_1(\tau')^2 - Y_2(\tau')^2) \approx 0. \quad (30)$$

Moreover, we should put $|Y_1(\tau')^2| \gg |Y_2(\tau')^2|$ to reproduce the hierarchical CKM mixing angles. Then, we obtain

$$M_{u,d} \approx \begin{pmatrix}
    0 & 2c_{u,d} Y_1(\tau') Y_2(\tau') & c_{u,d} Y_1(\tau') & c_{u,d}^{2}\eta_1(\tau') \\
    2c_{u,d}^{*} Y_1(\tau') Y_2(\tau') & 0 & -2c_{u,d}^{*} Y_1(\tau')^2 & -c_{u,d}^{2}\eta_1(\tau') \\
    c_{31}^{u,d} Y_2(\tau') & -c_{31}^{u,d} Y_1(\tau') & 0 & c_{31}^{u,d} Y_1(\tau') \\
    c_{31}^{u,d} Y_2(\tau') & -c_{31}^{u,d} Y_1(\tau') & c_{31}^{u,d} Y_1(\tau') & 0 \\
\end{pmatrix}. \quad (31)$$

|     | $(Q_1, Q_2)$ | $Q_3$ | $(q_1, q_2)$ | $q_3$ | $H_u$ | $H_d$ |
|-----|--------------|------|--------------|------|-------|-------|
| $SU(2)$ | 2            | 2    | 1            | 1    | 2     | 2     |
| $S_3$  | 2            | 1'   | 2            | 1'   | 1     | 1     |
| $-k_I$| -2           | 0    | -2           | 0    | 0     | 0     |

Table 2: The assignments of $S_3$ representations and modular weights $-k_I$ to the MSSM fields.
In order to obtain the Cabibbo angle, we take \(|Y_2(\tau')/Y_1(\tau')| = \lambda \simeq 0.2\). For this parameter, the quark mass matrices are written by

\[
M_{u,d} \simeq \begin{pmatrix}
0 & \lambda \times 2c_{u,d}^* Y_1(\tau')^2 & \lambda \times c_{13}^* Y_1(\tau')^2 \\
\lambda \times c_{u,d} Y_1(\tau') & -2c_{u,d}^* Y_1(\tau')^2 & -c_{13}^* Y_1(\tau') \\
\lambda \times c_{31}^* Y_1(\tau') & -c_{31}^* Y_1(\tau') & c_{33}^* Y_1(\tau')
\end{pmatrix}.
\] (32)

The other angle \(\theta_{23}^{u,d}\) can be estimated by setting \(c_{13}^* Y_1(\tau')/c_{33}^*\) properly, i.e. \(|c_{13}^* Y_1(\tau')/c_{33}^*| \sim \lambda^2\), which leads to observed \(V_{cb}\). On top of that, by fixing \(c_{u,d}^*\) and \(c_{13}^*\), we are able to fit second quark masses. For the first quark masses, we need some tuning of parameters instead of Eq.(30) as follows:

\[
c_{u,d} + c_{u,d}^* Y_1(\tau')^2 = Y_2(\tau')^2 = \varepsilon_{u,d},
\] (33)

with \(\varepsilon_u\) and \(\varepsilon_d\) being order of \(m_u\) and \(m_d\), respectively.

Therefore, our quark mass matrices can be consistent with observed quark masses and CKM matrix by a specific set of parameters. Indeed, we obtain \(|Y_2(\tau')/Y_1(\tau')| \simeq 0.16\) and \(|c_{13}^* Y_1(\tau')/c_{33}^*| \simeq 0.06\) (0.04) at a sample point, which is completely consistent with all experimental data, as shown in the next section.

### 4.2 Numerical result of CKM mixing

At first, we present a framework of our calculation of the CKM mixing angles \(\theta_{12}, \theta_{23}, \theta_{13}\) and the CP violating phase \(\delta_{CP}\) which are expressed in the usual PDG convention \[12\]. Our numerical analysis is based on the mass matrices of Eq.(26). However, we use the relation of Eq.(33) and discuss \(\varepsilon_{u,d}\) instead of \(c_{u,d}\). Since our mass matrices are given at a high energy scale such as the compactification scale, we adopt the quark masses at GUT scale \[58,59\] as input data to constrain the unknown parameters \(c_{u,d}^*, c_{13}^*, c_{31}^*\) and \(\varepsilon_{u,d}\). In the following calculations, we use \(c_{33}^* = 1\)GeV unit. The absolute values of those parameters are scanned around the values discussed in the previous section. The phases of the parameters are scanned in \([-\pi, \pi]\). We also scan parameters \(\tau'\) in the complex plane by generating random numbers.

The scanned range of \(\text{Im}[\tau']\) is \([0.5, 3]\). The lower-cut 0.5 comes from the accuracy in calculating modular functions. Indeed, the \(q = e^{2\pi i r}\) expansions of modular functions are enough valid in \(\text{Im}[\tau'] \geq 0.5\) as seen in Eq. \[15\]. The upper-cut 3 is enough large for estimating \(Y_1\) in practice. The modular function \(Y_2\) decreases rapidly, \(10^{-4}\) for \(\text{Im}[\tau'] = 3\) while \(Y_1\) is almost 1. On the other hand, \(\text{Re}[\tau]\) is scanned in the fundamental region of \([-1, 1]\) because the modular function \(Y_i(\tau')\) is given by \(\eta(\tau'/2)\). We calculate three CKM mixing angles and the CP violating phase in terms of the model parameters while keeping the parameter sets leading to values allowed by the experimental data at 3\(\sigma\) C.L..

We use the following quark Yukawa couplings in order to constrain the model parameters at the GUT scale \(2 \times 10^{16}\)GeV where \(\tan \beta = 10\) is taken: \[58,59\]:

\[
y_d = (4.84 \pm 1.07) \times 10^{-6}, \quad y_s = (9.59 \pm 1.04) \times 10^{-5}, \quad y_b = (7.01 \pm 0.178) \times 10^{-3},
\]

\[
y_u = (2.88 \pm 1.79) \times 10^{-6}, \quad y_c = (1.41 \pm 0.0987) \times 10^{-3}, \quad y_t = 0.520 \pm 0.0315,
\] (34)

which give quark masses as \(m_q = y_q v_H\) with \(v_H = 174.104\) GeV. We also use the following CKM mixing angles and the CP violating phase to focus on parameter regions consistent with the
experimental data \[58,59\]:

\[ \begin{align*}
\theta_{12} &= 13.027^\circ \pm 0.0814^\circ, \\
\theta_{13} &= 0.1802^\circ \pm 0.0281^\circ, \\
\theta_{23} &= 2.054^\circ \pm 0.384^\circ, \\
\delta_{CP} &= 69.21^\circ \pm 6.19^\circ.
\end{align*} \]

The error widths in Eqs.(34) and (35) represent 1σ interval. In our numerical calculation, we use 1σ interval for quark masses and present favorable regions which are consistent with experimental data of the CKM matrix with 3σ interval.

We show one numerical sample point which is completely consistent with quark masses and CKM elements:

\[ \begin{align*}
\text{Re}[\tau'] &= -0.4216, \\
\varepsilon^u &= (1.172 - i \times 8.3547) \times 10^{-6}, \\
c_{13}^u &= -0.1858 + i \times 0.5003, \\
\varepsilon^d &= (0.2530 + i \times 1.1190) \times 10^{-3}, \\
c_{13}^d &= -0.1707 + i \times 0.3066,
\end{align*} \]

in \(c_{33}^{u,d} = 1\text{GeV units}.\) Then, the calculated CKM mixing angles and the CP violating phase are:

\[ \begin{align*}
\theta_{12} &= 12.99^\circ, \\
\theta_{13} &= 0.20^\circ, \\
\theta_{23} &= 1.31^\circ, \\
\delta_{CP} &= 65.17^\circ,
\end{align*} \]

which fit to the data in Eq.(35). We also show our successful results in Figs.1 and 2. In Fig.1, we plot the predicted correlation of \(\theta_{23}\) and \(\theta_{13}\), where \(\theta_{23} > 2^\circ\) is not allowed. In Fig.2, we plot the predicted \(\delta_{CP}\) versus \(\theta_{13}\), where \(\delta_{CP} > 80^\circ\) is excluded. The different densities of points have no physical meaning in Figs. 1 and 2.

We suppose the hierarchical structure of the quark mass matrix to obtain above numerical result. In order to get strong predictions in the quark sector, we need further analyses taking
account of possible GUT parameters such as the mass scale and the intermediate mass spectra. However, it can be stated that our quark mass matrices are consistent with the experimental data. This situation is occurred by the characteristic flavor structure of \((1, 1), (1, 2), (2, 2), (1, 3),\) and \((2, 3)\) entries of quark mass matrices in Eq.\((31)\), which comes from the modular \(S_3\) symmetry.

5 Baryon and lepton number violations

Here, we study baryon and lepton number violations in our model. Baryon and lepton numbers are violated in a generic supersymmetric standard model. That leads to a fast proton decay if the superpartner mass scale is sufficiently low, e.g. a TeV scale. R-parity is often assumed not to lead to a fast proton decay. (See for reviews on R-parity, e.g. [60,61].) Quarks, leptons and Higgs scalar fields have even R-parity, while their superpartners have odd R-parity. Such an R-parity allows Yukawa coupling terms for quarks and leptons in the superpotential as well as the Higgs \(\mu\)-term. Apart from these R-parity conserving terms, the following terms:

\[
W^\text{non-R} = m_i L_i H_u + \lambda^\prime_{ijk} L_i L_j c_k + \lambda^\prime_{ijk} L_i Q_j d_k + \lambda^\prime\prime_{ijk} u_i d_j d_k, \tag{38}
\]

are possible in the renormalizable superpotential. These terms violate baryon and lepton numbers. For example, the combination of the third and fourth terms leads to a fast proton decay. Thus, these couplings are strongly constrained as [61]

\[
\lambda^\prime_{11k} \lambda^\prime\prime_{11k} < 7 \cdot 10^{-26} \left( \frac{\tilde{m}_{dk}}{1\text{TeV}} \right)^2, \tag{39}
\]

where \(\tilde{m}_{dk}\) denotes the \(k\)-generation of down-sector squark mass because of the proton life time \(\tau(P \to e\pi) > 10^{33}\text{yr}\). R-parity forbids \(W^\text{non-R}\), and a fast proton decay does not occur even if the squark mass scale is low.

Also, there are dimension five operators violating baryon and/or lepton numbers in the superpotential,

\[
QQQL, \ uude, \ QQQH_d, \ QueH_d, \ LH_uLH_u, \ LH_uH_dH_u. \tag{40}
\]

Some of them are forbidden by R-parity, while R-parity allows \(QQQL, \ uude\) and \(LH_uLH_u\).

We study baryon and lepton number violations in our model without imposing R-parity. Recall our assignment of modular weights. The first and second generations of quarks have the modular weight \(-2\), while the third generation of quarks have the vanishing modular weight. All of the leptons have the modular weight \(-1\), and both Higgs fields have the vanishing modular weight. In our model, all of the couplings as well as masses must be modular forms of even weights. This setup leads to the \(Z_2\) symmetry, where all of the leptons are \(Z_2\) odd and quarks and Higgs fields are \(Z_2\) even. That is, the \(Z_2\) lepton number. This symmetry forbids most of the terms in \(W^\text{non-R}\). Only the terms \(\lambda^\prime\prime_{ijk} u_i d_j d_k\) are allowed. Because of \(\lambda^\prime = 0\), the proton decay constraint \((39)\) is satisfied for any value of \(\lambda^\prime\). Similarly, some dimension five operators in Eq.\((40)\) are forbidden, but only \(QQQH_d\) and \(LH_uLH_u\) are allowed. That is, the Weinberg operator is allowed. That is consistent with the fact that the seesaw mechanism works and the mass term \((25)\) is written. In addition to this mass term, another Weinberg operator suppressed
by the compactification scale $M_c$, i.e. $LH_a L H_a / M_c$ can be generated in superstring theory. It is expected that $M_c$ is much higher than $\Lambda$, and typically $M_c$ is of $\mathcal{O}(10^{16} - 10^{18})$ GeV, although lower compactification scale would be possible. For $\Lambda \ll M_c$, the above mass term $LH_a L H_a / M_c$ is negligible. When $M_c$ is comparable to $\Lambda$, our results are the same by changing values of our parameters.

For concreteness, we explicitly write the possible terms of $\lambda''_{ijk} u_i d_j d_k$,

\begin{equation}
\begin{align*}
& a \ e^{pqr} \left[ \left( Y_1 (\tau') (Y_1 (\tau')^2 + Y_2 (\tau')^2) \right)_2 \times \left( d_1^p \right)_2 \times \left( d_2^q \right)_2 \times \left( d_3^r \right)_2 \right]_{1'} \\
& + b \ (Y_1 (\tau')^2 + Y_2 (\tau')^2) e^{pqr} \left[ \left( u_1^p \right)_2 \times \left( d_1^q \right)_2 \times \left( d_2^r \right)_2 \right] d_3^r \\
& + c \ e^{pqr} \left[ \left( Y_1 (\tau')^2 - Y_2 (\tau')^2 \right)_{-2Y_1 (\tau') Y_2 (\tau')} \right)_2 \times \left[ \left( u_1^p \right)_2 \times \left( d_1^q \right)_2 \times \left( d_2^r \right)_2 \right]_{1'} d_3^r \\
& + d \ e^{pqr} u_3^p d_3^q \left[ \left( d_1^q \right)_2 \times \left( Y_1 (\tau') \right)_{Y_2 (\tau')} \right]_{1'} \\
& + e \ e^{pqr} (Y_1 (\tau')^2 + Y_2 (\tau')^2) u_3^p \left[ \left( d_1^q \right)_2 \times \left( d_2^r \right)_2 \right]_{1'} d_3^r
\end{align*}
\end{equation}

where $a, b, c, d$ and $e$ are arbitrary coefficients. Therefore, $\lambda''_{ijk}$ are written by

\begin{equation}
\begin{align*}
\lambda''_{212} &= -\lambda''_{221} = a Y_1 (\tau') (Y_1 (\tau')^2 + Y_2 (\tau')^2), \\
\lambda''_{121} &= -\lambda''_{112} = a Y_2 (\tau') (Y_1 (\tau')^2 + Y_2 (\tau')^2), \\
\lambda''_{123} &= (b - c) Y_1 (\tau')^2 + (b + c) Y_2 (\tau')^2, \\
\lambda''_{213} &= -(b + c) Y_1 (\tau')^2 + (c - b) Y_2 (\tau')^2, \\
\lambda''_{113} &= -\lambda''_{223} = 2 c Y_1 (\tau') Y_2 (\tau'), \\
\lambda''_{331} &= d Y_1 (\tau'), \\
\lambda''_{332} &= d Y_2 (\tau'), \\
\lambda''_{312} &= -\lambda''_{321} = e (Y_1 (\tau')^2 + Y_2 (\tau')^2).
\end{align*}
\end{equation}

These couplings are important from the viewpoints of flavor changing processes and CP violation phenomena \[61\].

The modular symmetry can be anomalous \[62,64\]. Because of the transformation (7), coefficients of mixed modular symmetry anomalies with the gauge group $G$ and gravity are written by $\sum_i k_i T(R_i)$ and $\sum_i k_i$, respectively, where $T(R_i)$ denotes the Dynkin index for representation $R_i$ of the chiral matter $\phi^{(i)}$ under $G$. In supergravity theory, there are other contributions \[62,63\]. Such anomalies can be canceled by Green-Schwarz mechanism within the framework of superstring theory.\[4\] The modular symmetry is anomalous in our model. We assume that such anomalies can be canceled by the Green-Schwarz mechanism. Suppose that the gauge kinetic function $f$ is written by a single field $S$, which is modulus or dilaton. The real part of $\langle f \rangle = \langle S \rangle$ determines the gauge coupling, $g^{-2} = \langle \text{Re}[f] \rangle = \langle \text{Re}[S] \rangle$. The Green-Schwarz mechanism implies that the

\[3\]See also \[65\].

\[4\]These anomalies lead to phenomenologically interesting aspects \[66,67\].
field $S$ shifts under anomalous symmetry. That is, under the modular transformation the field $S$ transforms

$$S \rightarrow S + \frac{\delta_{GS}}{8\pi^2} \ln(c\tau + d),$$

(43)

where $\delta_{GS}$ is anomaly coefficient and of $\mathcal{O}(1-10)$. This means that $e^{-aS}$ behaves as if it had a modular weight $a\delta_{GS}/(8\pi^2)$. In addition, non-perturbative effects such as D-brane instanton effects and gaugino condensation would induce terms such as $e^{-aS} \prod_i \Phi_i$ in the superpotential, where $\Phi_i$ are chiral superfields. Such non-perturbative terms must be invariant under anomalous symmetries including the shift of $S$. Thus, the above $Z_2$ lepton number is violated by non-perturbative effects, $e^{-aS}$. That would induce dangerous terms, e.g. $\lambda'_{ijk} L_i Q_j d_k$, where $\lambda'_{ijk} \propto e^{-aS}$. Here, $e^{-aS}$ must be modular weight odd so that such terms are induced by non-perturbative effects. Thus, the minimum one is $a = 8\pi^2/\delta_{GS}$. Then, we find $\lambda'_{ijk} \sim e^{-8\pi^2/(\delta_{GS} g^2)} = e^{-2\pi\alpha^{-1}/\delta_{GS}}$, up to a coefficient, where $\alpha = g^2/(4\pi)$. For example, for $\alpha^{-1} = 25$ we obtain

$$e^{-2\pi\alpha^{-1}/\delta_{GS}} \sim 10^{-68}, 10^{-34}, 10^{-23}, 10^{-17}, 10^{-14},$$

(44)

for $\delta_{GS} = 1, 2, 3, 4, 5$, respectively. Superpartner masses would be required to be heavy. A large value of $\alpha^{-1}/\delta_{GS}$ would be favorable to satisfy the proton decay constraint (39). That is, larger value of $\alpha^{-1}$ might be favorable. Note that $\lambda''$ in Eq.(42) would also include some suppression factors.

### 6 Summary

We have studied a flavor model where the quark sector has the $S_3$ modular symmetry while the lepton sector has the $A_4$ modular symmetry. The masses and mixing angles of the lepton sector is reproduced in the flavor symmetry by using the finite modular group $\Gamma_4 \simeq A_4$. In this work, we have proposed quark mass matrices in the flavor model of the finite modular group $\Gamma_2 \simeq S_3$, where the first two families are assigned to $\mathbf{2}$ while the third family to non-trivial singlet $\mathbf{1}'$. Both weight 2 and 4 modular forms are available in our framework. Then, there appears the characteristic flavor structure in $(1, 1)$, $(1, 2)$, $(2, 2)$, $(1, 3)$, and $(2, 3)$ entries of the quark mass matrix of Eq.(26). Supposing the hierarchical structure of the quark mass matrix, we have obtained desirable quark mass matrices, which are completely consistent with the observed quark masses, CKM mixing angles and the CP violating phase.

Our setup, the quark and lepton sectors have different flavor symmetries, has interesting implications from the viewpoint of baryon and lepton number violations. At the perturbative level, a fast proton decay can be forbidden even for light superpartners. However, non-perturbative effects can break such a situation and a larger $\alpha^{-1}$ is favorable.

We have assumed that the VEVs of the moduli, $\tau$ and $\tau'$, are free parameters. It is very important to know how to fix their VEVs at favorable values to realize fermion masses and mixing angles in our scenario. Fixing their VEVs is the so-called moduli stabilization problem which is one of the most important issues in superstring theory [68,69]. It is beyond our scope.
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Appendix

A Multiplication rule of $A_4$ group

We use the multiplication rule of the $A_4$ triplet as follows:

\[
\begin{pmatrix}
a_1 \\ a_2 \\ a_3
\end{pmatrix}_3 \otimes \begin{pmatrix}b_1 \\ b_2 \\ b_3\end{pmatrix}_3 = (a_1 b_1 + a_2 b_3 + a_3 b_2)_1 \oplus (a_3 b_3 + a_1 b_2 + a_2 b_1)_1, \\
\oplus (a_2 b_2 + a_1 b_3 + a_3 b_1)_1, \\
\oplus \frac{1}{3} \begin{pmatrix}2a_1 b_1 - a_2 b_3 - a_3 b_2 \\ 2a_3 b_3 - a_1 b_2 - a_2 b_1 \\ 2a_2 b_2 - a_1 b_3 - a_3 b_1\end{pmatrix}_3 \oplus \frac{1}{2} \begin{pmatrix}a_2 b_3 - a_3 b_2 \\ a_1 b_2 - a_2 b_1 \\ a_3 b_1 - a_1 b_3\end{pmatrix}_3, \\
1 \otimes 1 = 1, \quad 1' \otimes 1' = 1'', \quad 1'' \otimes 1'' = 1', \quad 1' \otimes 1'' = 1. \quad (45)
\]

More details are shown in the review [2,3].

B Tensor products of modular forms

Here we give tensor products of modular forms of weight 2 correspond to the $S_3$ doublet. We can write product of $(Y_1(\tau'), Y_2(\tau'))^T$

\[
\begin{pmatrix}Y_1(\tau') \\ Y_2(\tau')\end{pmatrix}_2 \times \begin{pmatrix}Y_1(\tau') \\ Y_2(\tau')\end{pmatrix}_2 \times \begin{pmatrix}Y_1(\tau') \\ Y_2(\tau')\end{pmatrix}_2 = \begin{pmatrix}Y_1(\tau') \\ Y_2(\tau')\end{pmatrix}_2 \times (Y_1(\tau')^2 + Y_2(\tau')^2)_1 \\
+ \begin{pmatrix}Y_1(\tau') \\ Y_2(\tau')\end{pmatrix}_2 \times \begin{pmatrix}Y_1(\tau')^2 - Y_2(\tau')^2 \\ -2Y_1(\tau')Y_2(\tau')\end{pmatrix}_2 \\
= [Y_1(\tau')(Y_1(\tau')^2 - 3Y_2(\tau')^2)]_1 \\
+ [Y_2(\tau')(Y_2(\tau')^2 - 3Y_1(\tau')^2)]_1', \\
+ 2 \begin{pmatrix}Y_1(\tau')(Y_1(\tau')^2 + Y_2(\tau')^2) \\ Y_2(\tau')(Y_1(\tau')^2 + Y_2(\tau')^2)\end{pmatrix}_2. \quad (46)
\]
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