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Abstract—We present the first model and algorithm for L1-norm kernel PCA. While L2-norm kernel PCA has been widely studied, there has been no work on L1-norm kernel PCA. For this non-convex and non-smooth problem, we offer geometric understandings through reformulations and present an efficient algorithm where the kernel trick is applicable. To attest the efficiency of the algorithm, we provide a convergence analysis including linear rate of convergence. Moreover, we prove that the output of our algorithm is a local optimal solution to the L1-norm kernel PCA problem. We also numerically show its robustness when extracting principal components in the presence of influential outliers, as well as its runtime comparability to L2-norm kernel PCA. Lastly, we introduce its application to outlier detection and show that the L1-norm kernel PCA based model outperforms especially for high dimensional data.
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1 INTRODUCTION

P
RINCIPAL Component Analysis (PCA) is one of the most popular dimensionality reduction techniques [1]. Given a large set of possibly correlated features, it attempts to find a small set of features (principal components) that retain as much information as possible. To generate such new dimensions, it linearly transforms original features by multiplying loading vectors in a way that newly generated features are orthogonal and have the largest variances.

In traditional PCA, variances are measured using the L2-norm. This has a nice property that although the problem itself is non-convex, the optimal solution can be easily found through matrix factorization. With this property, together with its easy interpretability, PCA has been extensively used in a variety of applications. However, despite of its success, it still has some limitations. First, since it generates new dimensions through a linear combination of features, it is not able to capture non-linear relationships between features. Second, as it uses the L2-norm for measuring variance, its solutions tend to be substantially affected by influential outliers. To overcome these limitations, the following two approaches have been proposed.

Kernel PCA The idea of kernel PCA is to map original features into a high-dimensional feature space, and perform PCA in that high-dimensional feature space [2]. With non-linear mappings, we can capture non-linear relationships among features, and this computation can be done efficiently using the kernel trick. With the kernel trick, computations of principal components can be done without an explicitly mapping.

L1-norm PCA To alleviate the effects of influential observations, L1-norm PCA uses the L1-norm instead of the L2-norm to measure variances. The L1-norm is more advantageous than the L2-norm when there are outliers having large feature values since it is less influenced by them. By utilizing this property, more robust results can be obtained through the L1-norm based formulation in the presence of influential outliers.

In this paper, we combine these two approaches for the variance maximization version of L1-norm PCA (which is not the same as minimizing the reconstruction error with respect to the L1-norm). In other words, we tackle a kernel version of L1-norm PCA. Unlike L2-norm kernel PCA, the kernel version of L1-norm PCA is a hard problem in that it is not only non-convex but also non-smooth. However, through a reformulation, we make it a geometrically interpretable problem where the goal is to minimize the L2-norm of a vector subject to a linear constraint involving the L1-norm terms. For this reformulated problem, we present a “fixed point” type algorithm that iteratively computes a -1,1 weight for each data point based on the kernel matrix and previous weights. We show that the kernel trick is applicable to this algorithm. Moreover, we prove the efficiency of our algorithm through a convergence analysis. We show that our algorithm converges in a finite number of steps and the objective values decrease with a linear rate. Lastly, we computationally investigate the robustness of our algorithm and illustrate its use for outlier detection.

Our work has the following contributions.

1. We are the first to present a model and an algorithm for L1-norm kernel PCA. While L2-norm kernel PCA has been widely used, a kernel version of L1-norm PCA has never been studied before. In this work, we show that the kernel trick which made L2-norm kernel PCA successful is also applicable for L1-norm kernel PCA.
2. We provide a rate of convergence analysis for our L1-norm kernel PCA algorithm. Although many algorithms have been proposed for L1-norm PCA, none of them provided a rate of convergence analysis. The work shows that our algorithm achieves a linear rate of convergence by exploiting the structure of the problem.
3. We introduce a methodology based on L1-norm kernel PCA for outlier detection.

In what follows, we always refer to the variance maximization version of L1-norm PCA and we assume that every variable in the input data is standardized with a mean.
of 0 and standard deviation of 1. This paper is organized as follows. Section 2 reviews recent works on $L_1$-norm PCA, and points out how our work is distinguishable from them. Section 3 covers various formulations of the kernel version of $L_1$-norm PCA. Through reformulations, we offer an understanding of the problem and based on these understandings we present our algorithm in Section 4. Section 5 gives a convergence analysis for our algorithm. Lastly, we show the robustness of our algorithm and its application to outlier detection in Section 6.

2 Related Work

$L_1$-norm PCA has been shown to be NP-hard in [3] and [4]. Nevertheless, an algorithm finding a global optimal solution is proposed in [3]. Utilizing the auxiliary-unit-vector technique [5], it computes a global optimal solution with complexity $O(nrp+p-1)$ where $n$ is the number of observations, $r$ is the rank of the data matrix, and $p$ is the desired number of principal components. Assuming $r$ and $p$ are fixed, the runtime of this algorithm is polynomial in $n$. However, if $n$, $p$, $r$ are large its computation time can be prohibitive. Rather than finding a global optimal solution which is intractable for general problems, our work focuses on developing an efficient algorithm finding a local optimal solution.

Recognizing the hardness of $L_1$-norm PCA, an approximation algorithm is presented in [4] based on the known Nesterov’s theorem [6]. In this work, $L_1$-norm PCA is relaxed to a semi-definite programming (SDP) problem and alternatively the SDP relaxation is considered. After solving the relaxed problem, it generates a random vector and uses a randomized rounding to produce a feasible solution. This randomized algorithm is a $\sqrt{2/\pi}$-approximate algorithm in expectation. To achieve this approximation guarantee with high probability, it performs multiple times of randomized roundings and takes the one having the best objective value. Instead of providing an approximation guarantee by solving a relaxed problem, our work directly considers the $L_1$-norm kernel PCA problem, and develops an efficient algorithm finding a local optimal solution.

Another approach using a known mathematical programming model is introduced in [7]. Specifically, it proposes an iterative algorithm that solves a mixed integer programming (MIP) problem in each iteration. Given an orthonormal matrix of loading vectors, it perturbs the matrix slightly in a way that the resulting matrix yields the largest objective value. After perturbation, it uses singular value decomposition to recover orthogonality. The algorithm is completely different from the one proposed herein, the objective values of the iterates do not necessarily improve over iterations. As opposed to it, our work shows monotone convergence of the objective values as well as a linear rate of convergence to a local optimal solution.

On the other hand, a simple numerical algorithm finding a local optimal solution is proposed in [8], and its extended version that finds multiple loading vectors at the same time is presented in [9]. In the former work, the optimal solution is assumed to have a certain form, and parameters involved in that form are updated at each iteration improving the objective values. For a linear kernel, our algorithm has the same form as this algorithm. However, while the algorithm in [9] is derived without any justification, we provide an understanding behind the algorithm. Moreover, we prove a rate of convergence analysis, and introduce a kernel version of it.

3 Kernel-based $L_1$-norm PCA Formulations

We consider $L_1$-norm PCA in a high-dimensional feature space $F$. Suppose we map data vectors $a_i \in \mathbb{R}^d$, $i=1,\ldots,n$ into a feature space $F$ by a possibly non-linear mapping $\Phi : \mathbb{R}^d \to F$. Assuming $|\Phi(a_i)^T\Phi(a_j)| < \infty$ for every $i, j=1,\ldots,n$, the kernel version of $L_1$-norm PCA can be formulated as follows.

$$\begin{align*}
\max_{x \in F} \quad & f(x) = \sum_{i=1}^{n} |\Phi(a_i)^T x| \\
\text{subject to} \quad & \|x\|_2 = 1
\end{align*}$$

As shown in (1), we only consider extracting the first loading vector. This assumption is justifiable since subsequent loading vectors can be found by iteratively running the same algorithm. Specifically, each time a new loading vector $x$ is obtained, we update the kernel matrix $K$ defined by $K_{ij} = \Phi(a_i)^T\Phi(a_j)$ by orthogonally projecting $\Phi(a_i)$, $i=1,\ldots,n$ onto the space orthogonal to the most recently obtained loading vector, and then run the same algorithm on the updated kernel matrix $K$.

The problem (1) has a convex non-smooth objective function to maximize. Moreover, the feasibility set is non-convex. To better understand this problem and derive an efficient algorithm, we reformulate (1) in the following way.

$$\begin{align*}
\min_{x \in F} \quad & g(x) = \|x\|_2 \\
\text{subject to} \quad & \sum_{i=1}^{n} |\Phi(a_i)^T x| = 1
\end{align*}$$

To prove the equivalence of two formulations, we show that an optimal solution of one formulation can be derived from an optimal solution of the other formulation.

**Proposition 1.** The following holds.

a) If $x^*$ is optimal to (1), then $\hat{x}^* = (1/n) \sum_{i=1}^{n} |\Phi(a_i)^T x^*| x^*$ is an optimal solution to (2).

b) If $y^*$ is optimal to (2), then $\hat{y}^* = y^*/\|y^*\|_2$ is an optimal solution to (1).

**Proof.** a) It is easy to check that $\hat{x}^*$ is feasible to (2). If $\hat{x}^*$ is not optimal to (2), there exists $z$ such that $\|z\|_2 < \|\hat{x}^*\|_2$. From its feasibility, it is obvious that $\sum_{i=1}^{n} |\Phi(a_i)^T z| = 1$ holds. Then, for $w = z/\|z\|_2$, we have

$$f(w) = \sum_{i=1}^{n} |\Phi(a_i)^T w| = (1/\|z\|_2) \sum_{i=1}^{n} |\Phi(a_i)^T z| = 1/\|z\|_2.$$

In the same way, we have

$$f(x^*) = 1/\|\hat{x}^*\|_2$$

due to $x^* = \hat{x}^*/\|\hat{x}^*\|_2$. From $\|z\|_2 < \|\hat{x}^*\|_2$, we have

$$f(x^*) = 1/\|\hat{x}^*\|_2 < f(w) = 1/\|z\|_2.$$
must hold, which contradicts the assumption that $x^*$ is an optimal solution of (1).

b) Again, it is easy to check $\hat{y}^*$ is feasible to (1). If $\hat{y}^*$ is not optimal to (1), then there exists $w$ such that

$$\sum_{i=1}^{n} |\Phi(a_i)^T \hat{y}^*| < \sum_{i=1}^{n} |\Phi(a_i)^T w|.$$

Since $\|w\|_2 = 1$, for $z = (1/\sum_{i=1}^{n} |\Phi(a_i)^T w|) w$, we have

$$g(z) = (1/\sum_{i=1}^{n} |\Phi(a_i)^T w|) \|w\|_2 = 1/\sum_{i=1}^{n} |\Phi(a_i)^T w|.$$

On the other hand,

$$y^* = (1/\sum_{i=1}^{n} |\Phi(a_i)^T y^*|) y^*$$

follows from $\hat{y}^* = y^*/\|y^*\|_2$ resulting in

$$g(y^*) = (1/\sum_{i=1}^{n} |\Phi(a_i)^T \hat{y}^*|) > g(z) = 1/\sum_{i=1}^{n} |\Phi(a_i)^T w|.$$

This contradicts the assumption that $y^*$ is optimal to (2). □

To understand formulation (2), we first examine the constraint set $\{x | \sum_{i=1}^{n} |\Phi(a_i)^T x| = 1\}$. Geometrically, this constraint set is symmetric with respect to the origin and represents a boundary of a polytope $P = \{x | \sum_{i=1}^{n} |\Phi(a_i)^T x| \leq 1\}$.

It is easy to check that $P$ is a polytope, since it can be represented by a finite set of linear constraints as

$$P = \{x | (\sum_{i=1}^{n} \Phi(a_i) c_i) x \leq 1 \text{ where } c_i \in \{-1, 1\}, i = 1, \ldots, n\}.$$

Therefore, formulation (2) is to find the closest point to the origin from the boundary of the polytope $P$. The following proposition shows an optimal solution of $x^*$ must be perpendicular to one of the faces.

**Proposition 2.** An optimal solution $x^*$ is perpendicular to the face which it lies on.

**Proof.** Suppose that an optimal solution of (2) is $x^*$. Assuming $c^*_i = \text{sgn}(\Phi(a_i)^T x^*)$, $i = 1, \ldots, n$, consider the face

$$F = \{x | (\sum_{i=1}^{n} \Phi(a_i) c^*_i) x = 1\} \cap P.$$

If $x^*$ is not perpendicular to face $F$, then

$$w = \sum_{i=1}^{n} \Phi(a_i) c^*_i / \sqrt{\sum_{i=1}^{n} \Phi(a_i) c^*_i} \|2\|$$

is the closest point to the origin from

$$\{x | (\sum_{i=1}^{n} \Phi(a_i) c^*_i) x = 1\}$$

having $\|w\|_2 < \|x^*\|_2$. Now, let us define its scalar multiple

$$z = (1/\sum_{i=1}^{n} |\Phi(a_i)^T w|) w.$$

By construction, $z$ is a feasible solution to (2) and has the objective value of

$$g(z) = (1/\sum_{i=1}^{n} |\Phi(a_i)^T w|) \|w\|_2.$$

From

$$\sum_{i=1}^{n} |\Phi(a_i)^T (\sum_{j=1}^{n} \Phi(a_j) c^*_j)| = \sum_{i=1}^{n} |\Phi(a_i)^T c^*_i| \|2\|$$

we have

$$\sum_{i=1}^{n} \Phi(a_i)^T w = \frac{\sum_{i=1}^{n} \Phi(a_i)^T (\sum_{j=1}^{n} \Phi(a_j) c^*_j)}{\sum_{i=1}^{n} |\Phi(a_i)^T c^*_i| \|2\|} \geq 1.$$

As a result,

$$g(z) = (1/\sum_{i=1}^{n} |\Phi(a_i)^T w|) \|w\|_2$$

follows. This contradicts the assumption that $x^*$ is an optimal solution to (2). Therefore, the optimal solution must be perpendicular to face $F$. □

From Proposition 2 we can easily derive the following Corollary 1.

**Corollary 1.** An optimal solution $x^*$ of (2) must have the form of $x^* = (1/\sum_{i=1}^{n} |\Phi(a_i)^T y^*|) y^*$ where $y^* = \sum_{i=1}^{n} \Phi(a_i) c^*_i$ and $c^*_i = \text{sgn}(\Phi(a_i)^T y^*)$, $i = 1, \ldots, n$.

The form that $x^*$ is a scalar multiple of $y^*$ is assumed in [8] for the linear kernel case without any justification but by Corollary 1 it follows that it is essentially the right form for the optimal solution. Moreover, from

$$\|x^*\|_2 = \|y^*\|_2 / \sum_{i=1}^{n} \Phi(a_i)^T y^* = \|y^*\|_2 / \sum_{i=1}^{n} c^*_i \Phi(a_i)^T y^*$$

we can further show that the optimal solution of formulation (2) can be derived from the optimal solution of the following binary problem.

$$\text{maximize} \sum_{i=1}^{n} \Phi(a_i) c^*_i \|2\|.$$  \hspace{1cm} (4)

**Proposition 3.** Let an optimal solution of binary formulation (4) be $c^* = [c^*_1, \ldots, c^*_n]^T$. Then, $y^* = \sum_{i=1}^{n} \Phi(a_i) c^*_i$ satisfies $c^*_i = \text{sgn}(\Phi(a_i)^T y^*)$, $i = 1, \ldots, n$. 
sgn(\(\Phi(a_i)^T y^*\)), for \(i = 1, \ldots, n\). Therefore, it follows that \(x^* = (1/ \sum_{i=1}^n |\Phi(a_i)^T y^*|) y^*\) is an optimal solution for formulation \((2)\).

**Proof.** Since \(c^* = [c_1^*, \ldots, c_n^*]^T\) is an optimal solution of \((4)\), flipping the sign of any \(c_i^*\), \(i = 1, \ldots, n\) must not improve the objective value, \(\| \sum_{i=1}^n \Phi(a_i)c_i^* \|_2^2\).

To deduce a contradiction, let us assume that there exists some \(J(\neq \emptyset) \subseteq \{1, \ldots, n\}\) such that \(c_J^* = -\text{sgn}(\Phi(a_i)^T y^*)\) for \(j \in J\).

Then, for any \(j \in J\), flipping the sign of \(c_j^*\) gives
\[
\| y^* - 2\Phi(a_j)c_j^* \|_2^2 = \| y\|_2^2 - 4y^T (\Phi(a_j)c_j^*) + 4\| \Phi(a_j) \|_2^2
\]
\[
= \| y\|_2^2 + 4y^T (\Phi(a_j)) + 4\| \Phi(a_j) \|_2^2
\]
\[
> \| y\|_2^2 = \| \sum_{i=1}^n \Phi(a_i)c_i^* \|_2^2
\]
which contradicts the assumption that \(c^*\) is an optimal solution to \((4)\). Therefore, \(y^* = \sum_{i=1}^n \Phi(a_i)c_i^*\) must satisfy
\[
c_i^* = \text{sgn}(\Phi(a_i)^T y^*)\]
for \(i = 1, \ldots, n\).

Since \(c^*\) maximizes \(\| \sum_{i=1}^n \Phi(a_i)c_i^* \|_2^2\),
\[
x^* = (1/ \sum_{i=1}^n |\Phi(a_i)^T y^*|) y^*
\]
is a minimizer for \((2)\) due to Corollary \(1\) and \(3\). \(\square\)

The following result has been shown in \(3\) for the linear kernel case but here we generalize it.

**Corollary 2.** Formulation \((2)\) is equivalent to formulation \((4)\).

**Proof.** Due to Corollary \(1\) and \(3\), formulation \((2)\) comes down to
\[
\text{maximize } c \in \{-1, 1\}^n \| \sum_{i=1}^n \Phi(a_i)c_i \|_2^2
\]
subject to
\[
y = \sum_{i=1}^n \Phi(a_i)c_i
\]
\[
c_i = \text{sgn}(\Phi(a_i)^T y), i = 1, \ldots, n
\]
Since an optimal solution \(c^*\) to \((4)\) satisfies the constraints by Proposition \(3\), the two formulations are essentially the same. \(\square\)

Interestingly, the binary formulation \((4)\) is NP-hard. Since expanding \(\| \sum_{i=1}^n \Phi(a_i)c_i \|_2^2\) gives
\[
\sum_{i=1}^n \sum_{j=1}^n \Phi(a_i)^T \Phi(a_j) + \sum_{i<j} (-\Phi(a_i)^T \Phi(a_j))(c_i - c_j)^2,
\]
assuming \(w_{ij} = (-\Phi(a_i)^T \Phi(a_j))\) be the weight of the complete graph having \(n\) nodes \(\{1, \ldots, n\}\), we can show the equivalence of the quadratic binary program \((4)\) and the max-cut problem.

## 4 Algorithm

In this section, we develop an efficient algorithm that finds a local optimal solution to problem \((2)\) based on the findings in Section \(3\). Before giving the details of the algorithm, we first provide an idea behind the algorithm.

The main idea of the algorithm is to move along the boundary of \(P\) so that the \(L_2\)-norm of the iterate decreases. Figure 1 graphically shows a step of Algorithm 1. Starting with iterate \(x^k\), we first identify hyperplane \(h^k\) which current iterate \(x^k\) lies on. After identifying the equation of \(h^k\), we find the closest point to the origin from \(h^k\), which we denote by \(z^k\). After that, we obtain \(x^{k+1}\) by projecting \(z^k\) to the constraint set by multiplying it by an appropriate scalar. We repeat this process until iterate \(x^k\) converges.

![Fig. 1. Geometric interpretation of the algorithm](image)

Next, we develop an algorithm based on the above idea. Let \(K_{ij} = \Phi(a_i)^T \Phi(a_j)\). From Corollary \(1\) we know that the optimal solution \(x^*\) has the form of
\[
x^* = (1/ \sum_{i=1}^n |\Phi(a_i)^T y^*|) y^* = (1/ \sum_{i=1}^n c_i\Phi(a_i)^T y^* y^*)
\]
\[
= (1/ \| c^* \|_2^2) \sum_{i=1}^n \Phi(a_i)c_i^*.\]
Utilizing the fact that the optimal solution \(x^*\) is characterized by the sign vector \(c^*\), we characterize the initial iterate \(x^0\) with the sign vector \(c^0\) as
\[
x^0 = (1/ \| c^0 \|_2^2) \sum_{i=1}^n \Phi(a_i)c_i^0.
\]
With \(y^k = \sum_{i=1}^n \Phi(a_i)c_i^k\), the equation of the hyperplane \(h^k\) is represented by
\[
(y^k)^T (x - x^k) = 0.
\]
The closest point \(z^k\) to the origin among the points in the hyperplane \(h^k\) has the form of \(z^k = sy^k\). By plugging \(z^k = sy^k\) into \((y^k)^T (x - x^k) = 0\), we have
\[
s = \frac{(y^k)^T (x^k)}{(y^k)^T (y^k)}, \quad z^k = \frac{(y^k)^T (x^k)}{(y^k)^T (y^k)} y^k.
We multiply \( z^k \) by \((1/ \sum_{i=1}^n |\Phi(a_i)^T z^k|)\) to make it feasible and thereby get
\[
x^{k+1} = (1/ \sum_{i=1}^n |\Phi(a_i)^T z^k|)z^k.
\] (5)
Utilizing
\[
(y^k)^T(x^k) = \sum_{i=1}^n \Phi(a_i)^T x^k c^k_i = \sum_{i=1}^n |\Phi(a_i)^T x^k| = 1,
\] (6)
we get the followings.
\[
y^k = \sum_{i=1}^n \Phi(a_i)c^k_i, \quad \forall i \in \{1,...,n\}
\] (7)
\[
z^k = \frac{\|y^k\|_2}{2}, \quad \forall i \in \{1,...,n\}
\] (8)
\[
x^{k+1} = (1/ \sum_{i=1}^n |\Phi(a_i)^T y^k|)y^k.
\] (9)
By plugging (7) into (9), \(x^{k+1}\) can be represented as
\[
x^{k+1} = (1/ \sum_{i=1}^n |\Phi(a_i)^T y^k|)y^k = (1/ (c^k)^T K c^k) \sum_{i=1}^n \Phi(a_i)c^k_i.
\] This implies that we only need to update \(c^k\) at each iteration. From
\[
c^k_{i+1} = \text{sgn}((\Phi(a_i)^T x^{k+1}) = \text{sgn}((\Phi(a_i)^T y^k)
\]
\[
= \text{sgn}\left(\sum_{j=1}^n c^k_j K_{i,j}\right)
\]
we only require to compute
\[
c^k_{i+1} = \text{sgn}\left(\sum_{j=1}^n c^k_j K_{i,j}\right)
\]
at each iteration. From
\[
\|x^{k+1} - x^k\|_2^2 = 0 \iff (c^k - c^{k+1})^T K (c^k - c^{k+1}) = 0,
\]
we get the following termination criteria:
\[
(c^k - c^{k+1})^T K (c^k - c^{k+1}) = 0,
\]
resulting in Algorithm 1.

Algorithm 1 \(L_2\)-norm Kernel PCA

**Input:** data vectors \(a_i\), kernel matrix \(K_{i,j} = \Phi(a_i)^T \Phi(a_j)\),
starting sign vector \(c^0\)

**while** \((c^k - c^{k+1})^T K (c^k - c^{k+1}) > 0\) **do**

Compute \(c^k_{i+1} = \text{sgn}\left(\sum_{j=1}^n c^k_j K_{i,j}\right)\), \(i = 1,...,n\)

\(k \leftarrow k + 1\)

**end while**

After getting the final \(c^*\) from Algorithm 1 we can compute principal scores without explicit mapping \(\Phi(a_i)\).

For example, the principal component of \(i^{th}\) observation can be computed by
\[
\frac{\Phi(a_i)^T x^*}{\|x^*\|_2} = \frac{\Phi(a_i)^T y^*}{\|y^*\|_2}
\]
\[
= \sum_{i=1}^n \frac{\Phi(a_i)^T \Phi(a_j)c^*_j}{\sqrt{\sum_{i=1}^n \sum_{j=1}^n \Phi(a_i)^T \Phi(a_j)c^*_i c^*_j}}
\]
\[
= \frac{\sum_{i=1}^n K_{i,j}c^*_j}{\sqrt{\sum_{i=1}^n \sum_{j=1}^n K_{i,j}c^*_i c^*_j}}.
\]

We can also proceed to find more principal components without explicit mapping \(\Phi(a_i)\). As computing a loading vector and principal components only require the kernel matrix \(K\), we only need to update the kernel matrix \(K\) each time a new loading vector is found. We can update the kernel matrix without explicit mapping \(\Phi(a_i)\) by
\[
\tilde{K}_{i,j} = \left(\Phi(a_i) - \frac{\Phi(a_i)^T x^*}{\|x^*\|_2^2} x^*\right)^T \left(\Phi(a_j) - \frac{\Phi(a_j)^T x^*}{\|x^*\|_2^2} x^*\right)
\]
\[
= \Phi(a_i)^T \Phi(a_j) - \frac{\Phi(a_i)^T x^* \Phi(a_j)^T x^*}{\|x^*\|_2^2}
\]
\[
= \frac{\sum_{k=1}^n K_{i,k}c^*_k}{\left(\sum_{i=1}^n \sum_{j=1}^n K_{i,j}c^*_i c^*_j\right)}.
\]

5 Convergence Analysis

In this section, we provide a convergence analysis of Algorithm 1. We first prove finite convergence, and then provide a rate of convergence analysis.

Before proving the convergence of the algorithm, we first show that the sequence \(|\|x^k\|_2^2\|\) is non-increasing.

**Lemma 1.** We have \(|\|x^k\|_2^2^ - \|z^k\|_2^2 \leq |\|x^k\|_2^2 - \|x^k\|_2^2| = 0\).

**Proof.** Inequality \(|\|z^k\|_2^2 - \|x^k\|_2^2| \leq \|x^k\|_2^2 - \|y^k\|_2^2|\) follows from
\[
|\|x^k\|_2^2 - \|z^k\|_2^2| = \|x^k\|_2^2 - \frac{1}{\|y^k\|_2^2}
\]
\[
= \|x^k\|_2^2 - \frac{(\|y^k\|_2^2)}{\|y^k\|_2^2}
\]
\[
= \|x^k\|_2^2 - (\|y^k\|_2^2) \geq 0.
\]

Here, the second equality is from [6] and the last inequality holds by Cauchy-Schwarz inequality where the equality
holds if $x^k$ is a scalar multiple of $y^k$.
Next, we have
\[
\sum_{i=1}^{n} \left| \Phi(a_i)^T z^k \right| = \sum_{i=1}^{n} \left| \Phi(a_i)^T (y^k) \right| (y^k)^T (y^k) = 1
\]
\[
= \frac{1}{(y^k)^T (y^k)} \sum_{i=1}^{n} \left| \Phi(a_i)^T y^k \right|
\]
\[
= \sum_{i=1}^{n} \Phi(a_i)^T (\sum_{j=1}^{n} \Phi(a_j) c_j^k) = \frac{1}{(y^k)^T (y^k)} \sum_{i=1}^{n} \sum_{j=1}^{n} \Phi(a_i) \Phi(a_j) c_i^k c_j^k
\]
\[
= \frac{1}{(y^k)^T (y^k)} \sum_{i=1}^{n} \sum_{j=1}^{n} \Phi(a_i) T \Phi(a_j) c_i^k c_j^k
\]
\[
= \frac{1}{(y^k)^T (y^k)} \sum_{i=1}^{n} \sum_{j=1}^{n} \Phi(a_i) \Phi(a_j) c_i^k c_j^k
\]
\[
= \frac{1}{(y^k)^T (y^k)} \sum_{i=1}^{n} \sum_{j=1}^{n} \Phi(a_i) T \Phi(a_j) c_i^k c_j^k
\]
\[
\geq 1. \quad (11)
\]
Finally, $\|x^{k+1}\|_2 \leq \|z^k\|_2$ follows from
\[
\|x^{k+1}\|_2 = (1/\sum_{i=1}^{n} \left| \Phi(a_i)^T z^k \right|)^2 \|z^k\|_2 \leq \|z^k\|_2^2.
\]

**Lemma 2.** If $\|x^k\|_2 = \|x^{k+1}\|_2$, we have $x^k = \frac{y^k}{\|y^k\|^2}_2$, $y^k = x^k$, and $x^k = x^{k+1}$.

**Proof.** From Lemma 1, we have $\|z_k\|_2 = \|x^k\|_2$. Then, from (10), $x^k$ is a scalar multiple of $y^k$. Assuming $x^k = ry^k$, $r = \frac{1}{\|y^k\|^2}_2$ follows from (6) resulting in
\[
x^k = \frac{y^k}{\|y^k\|^2}_2.
\]
We can show $y^k = \frac{y^k}{\|y^k\|^2}_2$ in the same manner. As a result, $x^k = z^k$ holds by (6). From $x^k = z^k$, we have
\[
x^k+1 = (1/\sum_{i=1}^{n} \left| \Phi(a_i)^T z^k \right|) z^k = (1/\sum_{i=1}^{n} \left| \Phi(a_i)^T x^k \right|) x^k = x^k.
\]

**Theorem 1.** The sequence $\{x^k\}$ converges in a finite number of steps.

**Proof.** Suppose the sequence $\{x^k\}$ does not converge. As vector $x^k$ is solely determined by $c^k \in \{-1, +1\}^n$, the number of possible $x^k$ is finite. Therefore, if the sequence $\{x^k\}$ does not converge, then some vectors appear more than once in the sequence $\{x^k\}$.
Without loss of generality, let $x^l = x^{l+m}$. By Lemma 1, we have
\[
\|x^{l+m}\|_2 = \|x^l\|_2 \geq \|x^{l+1}\|_2 \geq \ldots \geq \|x^1\|_2.
\]
forcing us to have $\|x^1\|_2 = \|x^2\|_2 = \ldots = \|x^{l+m}\|_2$. Now, by Lemma 2, $x^1 = x^2 = \ldots = x^{l+m}$ must hold, which contradicts the assumption that the sequence $\{x^k\}$ does not converge. In other words, the algorithm stops at iteration $l+1$. Therefore, the sequence $\{x^k\}$ generated by Algorithm 1 converges in a finite number of steps.

Next, we prove that the sequence $\{x^k\}$ generated by Algorithm 1 converges with a linear rate.

**Theorem 2.** Let Algorithm 1 start from $x^0$ and terminate with $x^*$ at iteration $k^* + 1$. Then we have $\|x^k\|_2 - \|x^*\|_2 \leq \rho^k (\|x^0\|_2 - \|x^*\|_2)$ where $\rho < 1$ for all $k < k^*$.

**Proof.** From (5), we have
\[
\|x^k\|_2 = (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) |z_{k-1}|_2.
\]
Since $|z_{k-1}|_2 \leq \|x^{k-1}\|_2$ by Lemma 1, we have
\[
\|x^k\|_2 \leq (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) \|x^{k-1}\|_2. \quad (12)
\]
Now, we show
\[
\|x^k\|_2 - \|x^*\|_2 \leq (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) \|x^{k-1}\|_2 - \|x^*\|_2.
\]
Inequality (12) implies
\[
\|x^k\|_2 - \|x^*\|_2 \leq (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) \|x^{k-1}\|_2 - \|x^*\|_2. \quad (13)
\]
Subtracting $\|x^*\|_2$ gives,
\[
\|x^k\|_2 - \|x^*\|_2 \leq (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) \|x^{k-1}\|_2 - \|x^*\|_2.
\]
Here,
\[
(1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) \|x^{k-1}\|_2 - \|x^*\|_2
\]
\[
= (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) (\|x^{k-1}\|_2 - (\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) \|x^*\|_2)
\]
\[
\leq (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{k-1}\|) (\|x^{k-1}\|_2 - \|x^*\|_2)
\]
follows resulting in (13) where the last inequality follows from (11).
In order to show the convergence rate statement, we observe that from (13) we have
\[
\|x^k\|_2 - \|x^*\|_2 \leq \|x^0\|_2 - \|x^*\|_2. \quad (14)
\]
If $(1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{j-1}\|) = 1$, we have
\[
x^j = (1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{j-1}\|) z_{j-1} = z_{j-1}.
\]
This indicates that $x^{j-1}$ and $y^j$ lie on the same hyperplane $H^{j-1}$ resulting in $y^{j-1} = y^j$ and $x^j = x^{j+1}$. Therefore, unless $j - 1 \geq k^* - 1$, we have
\[
(1/\sum_{i=1}^{n} \|\Phi(a_i)^T z_{j-1}\|) < 1.
\]
Let $c \in \{-1, 1\}^n$ and
\[
\rho(c) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} \Phi(a_i)^T \Phi(a_j)c_ic_j}{\sum_{i=1}^{n} |\sum_{j=1}^{n} \Phi(a_i)^T \Phi(a_j)c_ic_j|}.
\]
Assuming $\rho = \max_c \rho(c)$ subject to $\rho(c) < 1$, we have
\[
(1/\sum_{i=1}^{n} |\Phi(a_i)^T x_k|) = \left(\frac{\|y^k\|_2^2}{\sum_{i=1}^{n} |\Phi(a_i)^T y^k|}\right) = \rho(x^k) \leq \rho < 1
\]
for $k = 0, \ldots, k^* - 2$. Here, the first equality follows from [3] and the second one follows [7]. Together with [14], this gives the desired result.

As shown by Theorem 2, no matter where the algorithm starts, its objective value decreases with a linear rate. Now, we show that we can construct a local optimal solution to (1) by scaling the output of Algorithm 1.

**Theorem 3.** Let the output of Algorithm 1 be $x^*$. Then, $\hat{x}^* = x^*/\|x^*\|_2$ is a local optimal solution to (1).

**Proof.** It is easy to see that $\hat{x}^*$ is feasible. Since $x^*$ is the output of Algorithm 1, $y^* = \frac{x^*}{\|x^*\|_2}$ holds from Lemma 2.

Next, consider $L(\lambda, x) = \sum_{i=1}^{n} |\Phi(a_i)^T x| - \lambda(\|x\|_2^2 - 1)$. From
\[
\nabla_x L(\lambda, x) = \sum_{i=1}^{n} \text{sgn}(\Phi(a_i)^T x) \Phi(a_i) - 2\lambda x,
\]
we have
\[
\nabla_x L(\lambda, \hat{x}^*) = \sum_{i=1}^{n} \text{sgn}(\Phi(a_i)^T \hat{x}^*) \Phi(a_i) - 2\lambda \hat{x}^* = \sum_{i=1}^{n} \text{sgn}(\Phi(a_i)^T x^*) \Phi(a_i) - 2\lambda \hat{x}^* = y^* - 2\lambda \hat{x}^* = \frac{x^*}{\|x^*\|_2^2} - 2\lambda \hat{x}^* = \left(\frac{1}{\|x^*\|_2^2} - 2\lambda\right) \hat{x}^*.\]

Therefore, with $\lambda^* = \frac{1}{2\|x^*\|_2^2}$, we have $\nabla_x L(\lambda^*, \hat{x}^*) = 0$ meaning that $(\lambda^*, \hat{x}^*)$ satisfies the first-order necessary conditions. Moreover, from $\nabla_x L(\lambda^*, \hat{x}^*) = -2\lambda^* I < 0$, the second-order sufficient condition is also satisfied. Therefore, $\hat{x}^*$ is a local optimal solution to (1). \hfill \square

## 6 Experimental Results

To measure the effectiveness of $L_2$-norm kernel PCA, we test Algorithm 1 together with the $L_2$-norm kernel PCA algorithm [2] on datasets having influential outliers to see how well each algorithm extracts principal components in such a noisy setting. We also investigate how such principal components obtained in a noisy setting can be used for outlier detection. Lastly, we present a runtime comparison to $L_2$-norm kernel PCA.

### 6.1 Robust Extraction of PCs

To measure robustness, we first run the kernel PCA algorithms on datasets having outliers (noisy datasets) to obtain the loading vectors. Next, we compare how much variation in outlier-excluded datasets (normal datasets) is explained by loading vectors obtained from noisy datasets. For this purpose, we generate synthetic datasets that have influential outliers, so that the loading vectors obtained by applying kernel PCA algorithms on noisy and normal datasets are much different from each other.

For synthetic data generation, we first construct a $1000 \times 50$ data matrix with the rank of 10 following the data generation procedure in [10]. While the largest size in [10] is $300 \times 50$, we choose the size of $1000 \times 50$ to consider larger datasets. After that, we corrupt $r\%$ of observations by adding random noise resulting in a noisy dataset. We call the normal dataset the noisy dataset without the corrupted observations. For each value of $r \in \{5, 10, 15, 20, 25, 30\}$, we generate 10 instances.

Let $K, \hat{K}$ denote the kernel matrix of normal and noisy datasets, respectively. Let $x_1, \ldots, x_p$ be the $p$ loading vectors obtained by running an $L_2$-norm kernel PCA algorithm on $K$, and let $\hat{x}_1, \ldots, \hat{x}_p$ be the loading vectors obtained by running either $L_1$-norm or $L_2$-norm kernel PCA algorithm on $\hat{K}$. Then, assuming that the normal dataset is standardized,
\[
\sum_{j=1}^{p} \sum_{i=1}^{n} \left(\Phi(a_i)^T \hat{x}_j\right)^2 = \sum_{j=1}^{p} \hat{x}_j^T K \hat{x}_j
\]
represents the amount of variation of the normal dataset explained by the $p$ loading vectors obtained by running $L_2$-norm kernel PCA algorithm on $K$, and let $\hat{x}_1, \ldots, \hat{x}_p$ be the loading vectors obtained by running either $L_1$-norm or $L_2$-norm kernel PCA algorithm on $\hat{K}$. Then, assuming that the normal dataset is standardized,
\[
\sum_{j=1}^{p} \sum_{i=1}^{n} \left(\Phi(a_i)^T \hat{x}_j\right)^2 = \sum_{j=1}^{p} x_j^T K \hat{x}_j
\]
represents the amount of variation of the normal dataset explained by the $p$ loading vectors obtained by running $L_1$-norm kernel PCA algorithm on $K$.

This metric represents how well the loading vectors obtained from a noisy dataset explain the variation of the normal dataset with respect to the $L_2$-norm. In other words, it measures the robustness of kernel PCA algorithms in the presence of outliers. If the value is closer to $I$, the algorithm is more robust to outliers. Using this metric, we compare the robustness of the $L_1$-norm and $L_2$-norm kernel PCA algorithms. For each value of $r$, we compute the metrics with $p = 4$ for the ten datasets and average them. We arbitrarily choose $p = 4$ since the result is consistent regardless of the choice of $p$. Figure 2 shows the results for the linear kernel and Figure 3 shows the results for the Gaussian kernel with width $\sigma$ varying from 10 to 25.

As shown in Figure 2, when the linear kernel is used, $L_1$-norm kernel PCA outperforms $L_2$-norm kernel PCA for all values of $r$ demonstrating its robustness with respect to the presence of outliers. While the loading vectors from $L_2$-norm kernel PCA explain around 90% of the variation in the normal datasets, those from $L_1$-norm kernel PCA explain nearly 95% of it. As the percentage of corrupted
observations (r%) increases, the total explained variation is decreasing for both \( L_1 \)-norm and \( L_2 \)-norm kernel PCA but the gaps between two models remain the same.

When the Gaussian kernel is used, the results are slightly different depending on the values of width parameter \( \sigma \) as shown in Figure 3. If \( \sigma \) is large, the influences of outliers are easily captured in the kernel matrix so that similar patterns appear as in the case of the linear kernel. On the other hand, if \( \sigma \) and \( r \) are small, the effects of outliers located far away from the normal datasets are relatively small, and thus performing \( L_2 \)-norm kernel PCA with or without outliers gives almost the same results. As a result, \( L_2 \)-norm kernel PCA has a higher total explained variation. This makes sense in such cases where the influences of outliers are not significant because our metric uses the \( L_2 \)-norm for measuring explained variation of the normal datasets, and the variance with respect to the \( L_2 \)-norm is maximized in \( L_2 \)-norm kernel PCA. However, even with small \( \sigma \), \( L_1 \)-norm kernel PCA starts to outperform as \( r \) grows.

### 6.2 Outlier Detection

\( L_2 \)-norm PCA has been shown to be effective for anomaly detection [11]. The idea is to extract loading vectors using datasets consisting of only normal samples, and to use these loading vectors for developing a detection model. Specifically, the boundary of normal samples is derived from the loading vectors and used to discriminate normal and abnormal samples.

We extend this principle to outlier detection, i.e. its unsupervised counterpart. In the outlier detection setting, sample labels are not given when the model is built. Therefore, it is not possible to build a detection model solely based on normal samples. Given this context, we apply \( L_1 \)-norm kernel PCA on the entire dataset (with outliers) to extract loading vectors and use them to characterize the boundary. Since \( L_1 \)-norm kernel PCA is robust to extracting loading vectors as shown in Section 6.1, we expect that these loading vectors would better construct the boundary of normal samples. We compare the performance of this algorithm to \( L_2 \)-norm kernel PCA based model and other outlier detection models [12] [13].

#### 6.2.1 A Toy Example

Before presenting experimental results, we first illustrate the advantage of using \( L_1 \)-norm PCA for outlier detection using a two-dimensional toy example. Figure 4 shows the distribution of normal samples and outliers in the toy example. In the figure, normal samples are distributed forming a linear pattern and outliers are distributed exhibiting two different patterns. For example, two rightmost red points are outliers due to their scales while they follow the linear pattern. On the other hand, six red points located in the middle are outliers since they do not follow the pattern.

In this example, if the first loading vector exactly matches the linear pattern, outliers can be easily detected using two principal components. The two rightmost outliers will be detected due to large first principal components and the six middle outliers will be detected due to large second principal components. However, it is hard for the first loading vector to match the linear pattern due to outliers. In this setting, \( L_1 \)-norm PCA with the first loading vector less deviating from the linear pattern as shown in Figure 4 can be useful compared to \( L_2 \)-norm PCA.

Figure 5 shows the PCA results using both \( L_1 \)-norm PCA and \( L_2 \)-norm PCA on the toy example. In the figure, the x-axis (y-axis) represents the first (second) principal component divided by its sample standard deviation. As shown in the figure, the two outliers having large scales are easily separated in both cases. However, while the six outliers can be clearly discriminated by the second principal components obtained by \( L_1 \)-norm PCA, there exists some overlaps between normal samples and outliers in the ranges of second principal components obtained by \( L_2 \)-norm PCA. As a result, some outliers appear closer to the origin than the farthest normal samples making it hard to construct the normal boundary. On the other hand, all normal samples are clearly separated from the outliers in the \( L_1 \)-norm PCA result as shown in the left plot of Figure 5, demonstrating an advantage of using the \( L_1 \)-norm PCA based model in outlier detection.

#### 6.2.2 Real-world Datasets

For outlier detection, we use datasets from the UCI Machine Learning Repository [14] and ODDS Library [15], see Table 1.

| Data set   | # samples | # features | # outliers |
|------------|-----------|------------|------------|
| WBC        | 378       | 30         | 21 (7.6%)  |
| Ionosphere | 351       | 33         | 126 (36%)  |
| BreastW    | 683       | 9          | 239 (35%)  |
| Cardio     | 1831      | 21         | 176 (9.6%) |
| Musk       | 3062      | 166        | 97 (3.2%)  |
| Mnist      | 7603      | 100        | 700 (9.2%) |

In this experiment, we basically use the same detection rule as in [11] where it is applied for anomaly detection. Assuming that \( Y \in \mathbb{R}^{n \times d} \) represents the projected data points based on \( p \) loading vectors and \( \lambda_j \) is the variance of \( j^{th} \) principal component, we use the following rule to detect outliers:

```markdown
Y^T \lambda_j \cdot Y < \text{threshold}
```
Figure 3. Robust Extraction of PCs (Gaussian Kernel with σ ranging from 10 to 25)

Figure 4. The toy example

Classify $i^{th}$ sample as an outlier, if
$$\sum_{\{j: \lambda_j \geq \alpha\}} \frac{Y_i^2_j}{\lambda_j} > c. \quad (15)$$

The metric appearing on the left-hand side of (15) represents the squared Euclidean distance to the origin in the scaled reduced principal component space consisting of principal components whose variance is greater than or equal to α. So, our decision rule can be understood as a circular boundary as illustrated in Figure 5. Since we are assuming the outlier detection setting, sample labels are unknown at the stage of building a model. Therefore, we compute precision and recall with varying $c$ and measure the performance of a model using AUC under the precision-recall curve. We compare AUC of the $L_1$-norm PCA based model to those of the $L_2$-norm PCA based model and two other popular outlier detection models, Local Outlier Factor (LOF) [12] and Isolation Forest (iForest) [13].

Considering that principal components having small variance contain minor information, we choose principal components whose sample variance is greater than or equal to α. We select the largest α such that
$$0.8 \times \sum_{j=1}^{d} \lambda_j \leq \sum_{\{j: \lambda_j \geq \alpha\}} \lambda_j,$$
where $d$ is the number of features. In other words, we select top principal components which explain more than 80% of the variation in a dataset. We develop models using two kernel functions: Linear and Gaussian. For the width parameter $\sigma$ of the Gaussian kernel, we set it to $d$. On the other hand, we set the number of nearest neighbors to 10 in LOF, and set the number of trees, the size of subsample and the number of rounds to 100, 256, 10, respectively in iForest since these parameter values are the most widely used. Table 2 shows AUC of the six different models: the $L_1$-norm linear kernel based model, the $L_2$-norm linear kernel based model, the $L_1$-norm Gaussian kernel based model, the $L_2$-norm Gaussian kernel based model, LOF, iForest.

Table 2 shows that detection models built upon $L_1$-norm
kernel PCA are better than those build upon $L_2$-norm kernel PCA. The numbers in bold present the highest AUC cases (there can be several similar top performances). If outliers are not influential, PCA outcomes of $L_1$-norm kernel PCA and $L_2$-norm kernel PCA are almost the same. Therefore, the two models give very similar AUC values as in Breastw and Mnist. On the other hand, if outliers are influential, $L_1$-norm kernel PCA extracts loading vectors in a more robust manner, and thereby better characterize the boundary of normal samples. In such a case, the detection model from $L_1$-norm kernel PCA outperforms that from $L_2$-norm kernel PCA as in WBC, Ionosphere, Cardio, and Musk. Moreover, introducing Gaussian kernel improves the performance of detection models for two datasets: Breastw and Cardio. This result is important since it justifies the use of a kernel in $L_1$-norm PCA. Comparison to two popular outlier detection models shows that the $L_1$-norm kernel PCA based detection models often outperform in detecting outliers. They are always better than LOF, and outperform iForest in four out of the six datasets. They especially work very well when $d$ is large demonstrating that they should be used for density-based models for high-dimensional datasets.

6.3 Runtime Comparison

Lastly, we compare the runtime of $L_1$-norm and $L_2$-norm kernel PCA using the six real-world datasets presented in Table 1. For each dataset, we apply $L_1$-norm and $L_2$-norm kernel PCA and measure the time taken to get all principal components.

As shown in Table 3 the runtime grows more than linearly as the number of samples $n$ increases. This is because the time to compute the kernel matrix increases quadratically with respect to $n$. Although $L_1$-norm kernel PCA always takes slightly longer than $L_2$-norm kernel PCA, the differences do not seem significant. This result is consistent with the linear convergence rate result of Algorithm 1. In conclusion, $L_1$-norm kernel PCA obtains more robust results with a comparable computational time.

7 Conclusion

In this work, we propose a model and algorithm for the variance maximization version of $L_1$-norm kernel PCA. For this non-convex and non-smooth problem, we first reformulate it so that it can be geometrically understood. Based on geometric understandings, we derive an algorithm under which the kernel trick is applicable. After that, we provide a convergence analysis. We prove that our algorithm converges in a finite number of steps as well as that the rate of convergence is linear. Moreover, we prove that the output of our algorithm satisfies local optimality conditions. Computational experiments demonstrate the robustness of $L_1$-norm kernel PCA and the runtime comparison shows that $L_1$-norm kernel PCA obtains robust results with a comparable computational time. Its application to outlier detection yields great results. The $L_1$-norm kernel PCA based models are not only better than the $L_2$-norm kernel PCA based models but also produce competitive results compared to LOF and iForest, and outperform when the dimension of a dataset is high.
TABLE 3
Runtime Comparison

| Data Set | L1-norm (Linear) | L2-norm (Linear) | L1-norm (Gaussian) | L2-norm (Gaussian) |
|----------|-----------------|-----------------|-----------------|-----------------|
| WBC      | 0.29            | 0.19            | 0.34            | 0.24            |
| Ionosphere | 0.12          | 0.08            | 0.17            | 0.13            |
| Breastw  | 0.72            | 0.68            | 0.88            | 0.85            |
| Cardio   | 13.94           | 11.91           | 14.34           | 13.21           |
| Musk     | 112.93          | 46.39           | 118.34          | 50.28           |
| Mnist    | 881.20          | 795.38          | 824.53          | 744.64          |
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