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ABSTRACT
Citizens’ attitudes concerning aspects of AI such as transparency, privacy, and discrimination have received considerable attention. However, it is an open question to what extent economic consequences affect preferences for public policies governing AI. When does the public demand imposing restrictions on – or even prohibiting – emerging AI technologies? Do average citizens’ preferences depend causally on normative and economic concerns or only on one of these causes? If both, how might economic risks and opportunities interact with assessments based on normative factors? And to what extent does the balance between the two kinds of concerns vary by context? I answer these questions using a comparative conjoint survey experiment conducted in Germany, the United Kingdom, India, Chile, and China. The data analysis suggests strong effects regarding AI systems’ economic and normative attributes. Moreover, I find considerable cross-country variation in normative preferences regarding the prohibition of AI systems vis-a-vis economic concerns.
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Introduction

The idea to restrict harmful applications of Artificial Intelligence (AI)\(^1\) has intuitive appeal, culminating in the proposal to ‘blocklist’ certain AI (European Commission, 2021). Experts are thus developing a regulatory agenda with far-reaching implications. However, little is known about the public’s preferences, which will experience the consequences of AI systems. In particular, researchers have paid little attention to whether the public places equal emphasis on the economic and especially the labor market consequences as on the ethical implications of introducing AI.

Prior research has identified two ways the public forms preferences regarding AI systems. The first strand of research emphasizes AI systems’
societal and ethical attributes. In this view, citizens are motivated by normative concerns for the governance of AI. For example, if AI systems harm society, discriminate against minorities, or breach common norms of transparency, placing restrictions on their deployment is strongly preferred by citizens (Cave & Dihal, 2019; Eurobarometer, 2017; Smith & Anderson, 2017). The second strand of literature emphasizes the various political consequences of labor-replacing technologies. This research has claimed that economic incentives strongly motivate public policy demands. It argues that automation-led unemployment leads to a backlash in the form of populism, less trust in government (Frey et al., 2018; Iversen & Soskice, 2019, Ch. 5; Kurer & Palier, 2020), and increasing demand for redistribution (Thewissen & Rueda, 2019). Nevertheless, this literature has paid less attention to possibly distinctive assessments of technological change regarding AI.

The scope of political responses to AI remains an open question. When do citizens prefer regulatory protections? Many AI applications have tangible economic consequences and depend on normatively problematic features (Kellogg et al., 2020; OECD, 2019). However, no empirical study has identified whether preferences to prohibit AI systems depend causally on both or only one of these causes. Moreover, doing so is methodologically challenging. Labor market and normative attributes may weigh heavily on citizen preferences, but whether one confounds the other is an open question. For instance, an AI system leading to unemployment may also be discriminatory, particularly for those losing their jobs.

I use conjoint experiments to answer these questions. This survey experiment design allows me to test several causal hypotheses simultaneously (Bansak et al., 2018; Hainmueller & Hopkins, 2014). The analysis uses samples from Germany, the United Kingdom, Chile, China, and India. This case selection is based on a most different cases design logic, aiming to assess the impact of normative and economic attributes in various contexts.

Following this introduction, I first locate my contribution to current research on citizen preferences for the public management of AI. I proceed then to a discussion of my research approach and sample. A presentation of the results follows this discussion. I expand my analysis by providing predicted choice probabilities and conclude with a discussion on understanding citizen preferences within global AI governance.

Towards understanding citizen preferences on AI policy governance

A growing body of research is currently being conducted on the general public’s sentiments on AI in the US and Europe. It has found a rising awareness of AI as an issue (Edelman, 2019; Fast & Horvitz, 2017; Zhang & Dafoe, 2019), with positive sentiments (Fast & Horvitz, 2017) but also pessimism (Cave et al., 2019; Kelley et al., 2021) about human rights (Eurobarometer,
human control (Araujo et al., 2020; Dietvorst et al., 2015; Johnson & Verdicchio, 2017) and unemployment (McClure, 2018; Smith & Anderson, 2017). Popular narratives about killer robots or bio-metric mass surveillance (Cave et al., 2019) underline the public’s concerns about AI systems. However, current debates on the future shape of AI governance take place predominantly among experts. They can be characterized as an attempt to find general principles conforming to the law and societal values (European Commission, 2019; Krafft et al., 2020; Yeung, 2018).

Prior research has found that 82 per cent of Americans (Zhang & Dafoe, 2019) and 88 per cent of European respondents (Eurobarometer, 2017) prefer careful management of AI. However, the motivations behind such citizen preferences should be scrutinized further. It is a general question of whether policy issue attitudes are motivated by narrow economic interests, defined in terms of economic returns gained for oneself or a group (Scheve & Slaughter, 2001; Weeden & Kurzban, 2017), or whether normative, cultural, or similar societal concerns play a more important or rivalrous role than material motives (Fehr & Falk, 2002). Overall this research does not conclusively support narrow material interests as a significant driver of policy preferences (Lau & Heldman, 2009; Sears & Funk, 1990). Therefore, regarding AI systems, two strands of the literature suggest the possibility of either predominantly normative or economic motivations.

Some AI systems are met by strong normative expectations of the public (Araujo et al., 2020; Bigman & Gray, 2018; Shin, 2021). There is a general tendency of individuals to distrust algorithms (Burton et al., 2020; Dietvorst et al., 2015; Logg et al., 2019), conditional on the expectations placed on algorithms in their domains (Castelo et al., 2019; Logg et al., 2019; Prahl & Van Swol, 2017). Individuals evaluate the acceptability of AI systems in terms of moral costs and benefits (Kodapanakkal et al., 2020). However, there is scarce causal evidence of how these trust-related algorithms’ properties relate to preferences prohibiting specific AI systems. Except for Kodapanakkal et al. (2020), prior research has predominantly focused on a single category of application (Kelley et al., 2021).

My investigation confronts some of the predictions of this literature with an additional factor - the labor market costs and benefits of AI systems. There are multiple theoretical reasons why economic gains or losses would matter. There are direct incentives from income and employment (Becker, 1983; Meltzer & Richard, 1981) and indirect ones, most importantly, the loss of value of specific individual human capital (Frey & Osborne, 2017, p. 39; Gallego & Kurer, 2022; Iversen & Soskice, 2019, Ch. 6.2.1) due to AI. Research that individual economic displacement can be associated with political and populist backlash and analogous demands for public policy supports these insights (Frey et al., 2018; Im et al., 2020; Thewissen & Rueda, 2019).

Lastly, the present research is strongly focused on the United States and Europe. Among other parts of the world, such as India, or South-East Asia,
evidence on public policy preferences relating to AI and AI systems is scant (Kelley et al., 2021). It is an open question how much Western Euro-centric concerns apply to other populations. My study speaks to this gap by incorporating and comparing samples from different regions.

Choosing between algorithms

I measure preferences for AI systems as preferences on both the outcomes and properties of applications of AI.3 The experiment is framed in terms of ‘algorithms’ as a shorthand for all sorts of AI systems. The primary variable of interest is the decision as to which algorithm out of two should be prohibited in its deployment (asking the respondent ‘which of the [two] algorithms should be prohibited?’). This setup mirrors the idea that several complex AI systems have multiple considerations that present themselves to individuals simultaneously (Shadbolt et al., 2016). Respondents thus place strict constraints on one algorithm by making a choice, implicitly permitting the other.

The choice between prohibiting algorithms is a simplification. Government regulation is often nuanced, yet the experiment’s prohibition framing reflects current debates about which type of AI should be restricted (European Commission, 2021). The framing has further benefits. It provides an unambiguous interpretation of the decision problem across the examined countries and encourages respondents to pay attention to well-defined trade-offs. As a drawback, respondents cannot make more nuanced decisions with these binary choices. To measure their additional preferences, I ask respondents to rate seven-point Likert scale items on approving the two presented algorithms.

In the following section, specific economic and normative concerns are discussed for the choice between algorithms, which ultimately inform the design of this experiment.

Economic and normative concerns

Unemployment risks due to AI emerge in several domains beyond the automatization of routine tasks (Frey & Osborne, 2017, p. 3). Previous research finds weak evidence for the effect of objective automation risks on redistribution and welfare policy demands (Gallego et al., 2022; Zhang, 2019) or the importance of AI-related technological unemployment in the opinions of survey respondents compared to the other consequences of AI (Zhang & Dafoe, 2019, p. 18). Moreover, the existence of a dominant effect of economic insecurity on backlash has been placed in doubt (Margalit, 2019). Therefore, the possibility of technological unemployment risks with four different degrees of severity is incorporated. My design makes the unemployment risk blunt for the respondent, stating that, in the extreme case, the
respondent and others like the respondent would face a significant risk of unemployment due to automation, indicating the labor-replacing effect of the AI system in question. This prompt removes the cognitively demanding uncertainty, often inherent in predictions linked to individual circumstances, e.g., skill profiles.

One obvious countervailing argument to the technological unemployment risk is the potential economic benefits. The net macroeconomic effect of AI is ambiguous since new occupations and jobs are created, and productivity is enhanced (Autor, 2015). Given these benefits, citizens face a trade-off. One option is trying to curtail algorithms that displace jobs generally, but, at the same time, one can accept job displacement for the promise of new economic opportunity. The design incorporates this dimension by including the possibility of positive economic consequences of AI and specifying which occupational group (labor intensive, capital intensive, or both) benefits. While there is a strong focus on technological unemployment, AI’s economic benefits have not been reflected much in prior empirical studies on public policy preferences. Still, they are important, given the role material incentives can play in forming public policy preferences.

These countervailing possible economic consequences lead to the first two hypotheses:

- **H1A.** If an algorithm increases the risk of unemployment, respondents will be more likely to prohibit it.

- **H1B.** If an algorithm increases employment gains, respondents will be less likely to prohibit it.

Beyond their economic consequences, AI systems also might emulate human choices and judge normatively complex situations (Garfinkel et al., 2017; Veale et al., 2018). There is currently scant causal evidence on the effects of these normative AI features on preferences prohibiting specific AI systems. Therefore, two important categories of decision making, discrimination and making distributive choices, are considered. Discrimination is an important issue (Caliskan et al., 2017; Veale et al., 2018), and prior surveys point to citizens disliking unfair algorithms (Binns et al., 2018). An item is included in this study that presents various degrees of discrimination.

Since AI systems make choices, these systems’ trustworthiness and morality are often explicitly evaluated. Prior research has identified empirical support for the thesis that more explainable algorithms are trusted more (Burton et al., 2020; Shadbolt et al., 2016; Shin, 2021). Therefore, simple descriptive attributes are included to test explainability in three levels, ranging from easy to explain to impossible to understand. Furthermore, individuals commonly require moral competency for critical distributive decisions and morally judge AI systems making such decisions (Binns et al., 2018), often
with skepticism against AI (Bigman & Gray, 2018). I expect that an AI system will be trusted more and requested to be prohibited less if critical choices are made between things rather than between humans and things. Three dimensions of choice-making between humans and things are incorporated to test this proposition.

The degree of user privacy is also incorporated. There is preliminary evidence linking privacy violations to demands for tighter regulations on all sorts of computerized applications (Kodapanakkal et al., 2020; Nissenbaum, 2018). An analogous preference of individuals is expected, i.e., to prohibit systems that collect user data without consent, rewarding data collection with consent, or the ability to customize which data is collected. Furthermore, the algorithm’s deployment domain is included in the design as an experimental control. An algorithm that makes unfair decisions in the justice and law field is different from systems deployed in factories (Büthe et al., 2022; Nitzberg & Zysman, 2021).

**H2.** Faced with normatively objectionable AI features, respondents will be more likely to prohibit an algorithm.

The conjoint design allows me to combine the abovementioned normative and economic concerns into a testable framework. Seven randomized attributes are incorporated: i) technological unemployment risk, ii) job creation, iii) privacy concerns, iv) transparency, v) discrimination, vi) domain of application, and vii) distributive choices. Table 1 in the Online Appendix provides further details on the design.

**Exploring differences across countries**

Germany, the United Kingdom, Chile, and China differ on the level of economic development, the provision of public goods, and the welfare state, the policies that insulate an individual from economic change. Furthermore, there are cultural differences, different experiences with algorithms in daily life, prior abuses of individual rights, and political representation.

Given the differences in the sample, it would be plausible to expect variation. On the other hand, there are limits to making generalizable statements with small samples (Henrich et al., 2010), and accounts of the degree of similarities of normative behavior across countries and cultures are ambiguous (Henrich et al., 2010; Oosterbeek et al., 2004). Furthermore, a host of evidence points to universal material and non-material human motivations (Fehr & Falk, 2002). Given the precise experimental framing for the effect of a single experimental attribute across countries, I expect to find similar individual reactions.

A second concern pertains to a substantive interpretation of the choices made. Expectations are drawn from common theories about cross-country
differences in the balance between material and non-material values (Inglehart, 2008). They predict that individuals in post-industrial societies place greater weight on non-material than material values. Accordingly, due to the level of economic development, individuals should pay more attention to normatively desirable AI systems in countries such as the United Kingdom and Germany. This explanation is used as a plausible benchmark to acknowledge multiple potential other explanations for cross-national variance. To describe this variation, selected combinations of AI attributes are considered and computed across countries, and probabilities for the choice are predicted in favor of the ‘prohibition’ of specific cases of AI systems.

**H3.** Respondents in more developed countries will place less weight on prohibiting AI systems with high unemployment risk relative to the normative requirements of the AI system than respondents in less developed countries.

**Sample**

The experiment is part of a multi-investigator time-sharing experiments project conducted in 2019 at a large UK-based public research university. Data was collected in 2019 for the United Kingdom, Chile, and India. This data has been obtained from the UK university’s online subject opt-in panels (in 2019, 8,000 subjects in the UK, 10,000 in Chile, and 20,000 in India). In mid-2019, additional data was collected in China and Germany. Samples have been obtained via large online sample platforms Clickworkers (Germany) and Microworkers (China), which are also online opt-in panel providers. Participants have been remunerated with a flat fee commensurate with the country and survey time. The Online Appendix, Samples section provides more details on the number of observations, the sample source, and data collection.

In total, 932 respondents were recruited in Germany, the UK, India, Chile, and China. Respondents are, on average middle-aged, as in Germany (M: 39.4), the UK (M: 42.9), Chile (M: 47.0), and India (M: 27.9). Except for India, the samples are balanced in gender: 48 per cent female in Germany, 51 per cent female in the UK, 52 per cent female in Chile, and 30 per cent female in India. The sample in India is biased towards urban, educated, primarily male subjects. More details on the demographic background can be found in Table 1.

There are similar levels of employment among those who answered the survey question on employment: 59 per cent in Germany, 58 per cent in the UK, 56 per cent in China, 55 per cent in Chile, and 43 per cent in India. Figure 4 in the Online Appendix shows the distributions of self-reported occupations in the samples. For all countries, there is an intense
concentration of professions requiring training or education (professional, managerial, administrative, and technical), mainly in non-manual occupations. Overall, there is a considerable similarity between the samples regarding basic occupational background. There are also comparable distributions regarding self-reported AI knowledge; see Online Appendix, figures 7 and 9.

Table 1. Key demographics of the German, UK, Chile, and Indian samples. Data for China is unavailable.

| Country | Age (years) mean, sd | Gender (0:M, 1:F) mean, sd | Highest degree obtained mode | Household income mode |
|---------|----------------------|---------------------------|-------------------------------|----------------------|
| UK      | 42.9, 14.3           | 0.51, 0.50                | Bachelor’s degree             | 20,000–39,999 GBP    |
| Germany | 39.4, 12.4           | 0.48, 0.50                | High school or equivalent    | 20,000–39,999 Euro   |
| Chile   | 47.0, 13.9           | 0.52, 0.50                | Bachelor’s degree             | 448,001–1,000,000 CLP|
| India   | 27.5, 8.9            | 0.30, 0.46                | Bachelor’s degree             | 600,000 Rs and over  |

Measurements and results

Each respondent faced five algorithm choice trials, during which two randomly chosen algorithm profiles were presented side-by-side in tabular format, resulting in 9320 subject-trial-profile observations. Across respondents, the attributes of the algorithm profiles were presented in randomized order. However, the order was kept fixed for a given respondent to ensure that the choice sets for a given respondent differed only concerning the substantive attributes.

For each pair, the respondent had to choose which algorithm to prohibit. In addition to this binary measure, a seven-point Likert scale response was collected on approving rather than restricting each of the two algorithm profiles. The two measures are negatively correlated. We present results based on the Likert scale measure in the Online Appendix, figure 2.

The analyses reveal several effects that are common across all countries. However, differences across countries are also found.

The average marginal component effect is estimated, estimating the average change of the probability that the respondent prefers a particular algorithm to be prohibited, comparing the values of a given attribute versus a baseline value (Bansak et al., 2018; Hainmueller & Hopkins, 2014), for each country in the sample. The estimated effect can be interpreted as the treatment effect averaged across the distribution of all possible combinations of the attributes. The estimated model also includes non-experimental control covariates on individual expectations of living standards, dependency on unemployment benefits, concerns about privacy intrusion, and knowledge items on digital literacy. The question wordings can be found in the Online Appendix.
Figure 1 shows the effect plots for an AMCE model estimated via linear regression. Solid dots represent point estimates; the lines indicate 95 per cent confidence intervals. The omitted reference value is shown as a dot at the bottom of each attribute coefficient list. Standard errors are clustered on the respondent level since each respondent makes correlated choices within the five trials.9

The estimate indicates an increase (positive values) or a decrease (negative values) in the probability that a respondent chooses to prohibit an algorithm with a given attribute compared to an algorithm with the omitted baseline attribute. Persistent regularities are found across all countries. Regarding the labor market, respondents are prompted with a variable risk of losing their job due to introducing a particular AI application. The baseline (omitted category) is facing very low unemployment risk. Compared to facing very low risk, facing high risks of unemployment led respondents to prefer prohibiting these particular algorithms increasingly. In Germany this increased prohibition probability is 15 per cent (p < 0.01), in the UK it is 12 per cent (p < 0.01), in China 7 per cent (p < 0.05), Chile 10 per cent (p < 0.05), and in India (for somewhat high risks of unemployment) 7 per cent (p < 0.05), compared to a situation where no such job loss looms. The employment effect matters for the propensity to prohibit a specific algorithm. For all countries, it is found that high unemployment risk has a positive, statistically significant effect on prohibition preferences (H1A).

Economics also matters for the positive consequences of AI. If there is job creation, respondents are less likely to request the prohibition of an AI system, holding other factors constant. Again, this pattern holds across all surveyed countries. Looking at an algorithm that creates new jobs, in
Germany, the probability of prohibiting such an algorithm decreases by 13 per cent \((p < 0.01)\) and in the UK by 14 per cent \((p < 0.01)\). It decreases the probability of prohibition in China by 13 per cent \((p < 0.01)\), in India by 7 per cent \((p < 0.1)\), and in Chile by 9 per cent \((p < 0.05)\), compared to a case where no new jobs are created.

These labor market considerations matter even when considering the non-economic aspects of transparency, distributive choices, application domain, discrimination, and privacy. Despite the presence of normative considerations on the regulation of AI, respondents show concerns about its negative employment impact. However, such concern is only one component of a more balanced picture since countervailing economic benefits outweigh the push to prohibit an AI system. This finding is interesting since the jobs created in the conjoint scenario accrue to society as a whole, while the unemployment would hit people like the respondent directly. In sum, hypotheses 1A and 1B are supported by evidence. I reject the conjecture that non-economic regulatory concerns, as listed above, have the power to confound economic concerns. It is not normative concerns alone that drive preferences to restrict new AI technology.

Regarding the normative attributes, significant effects are found, too, implying that even when controlling for pertinent employment effects, normative considerations remain important (H2), but to varying degree depending on the country and issue. Markedly, these attributes exhibit greater cross-country variation than the labor market implications. Important topics such as privacy violations find higher a propensity to prohibit in Germany (+22 per cent, \(p < 0.01\)) and the UK (+14 per cent, \(p < 0.01\)), India (+8 per cent, \(p < 0.01\)), China (+9 per cent, \(p < 0.01\)) but not in Chile (−0.3 per cent, \(p = 0.95\)). Conversely, discriminatory bias substantially impacts prohibition preferences in Germany (17 per cent, \(p < 0.01\)), the UK (+10 per cent, \(p < 0.01\)) and Chile (+9 per cent, \(p < 0.05\), but less so in China (+4 per cent, \(p = 0.11\)) or India (+3 per cent, \(p = 0.2\)). A similar pattern can be seen regarding the transparency of algorithms: The German, UK and Chilean respondents show higher aversion to difficult-to-understand algorithms than respondents in China or India.

Intuitively, one would expect, for example, that a system deployed for surveillance that makes choices between humans and things would be viewed critically in the eyes of an average individual. However, these effects appear to be relatively weak. No significant evidence on the remaining decision-making and domain choices is found.

Figure 1 in the Online Appendix shows the differences in the estimated effects across countries, taking Germany as a reference. Interestingly, no strong evidence exists for cross-country variation for job creation effects regarding the average response to labor market factors. Furthermore, comparing Germany to India, Chile, and China (or the UK), there are only
limited statistically significant differences in prohibition preferences in the face of unemployment risk.\textsuperscript{10} German respondents appear to demand slightly more unemployment risk-related prohibition than respondents in India ($p < 0.05$) or China ($p < 0.1$).

For three normative issue variables – privacy, discrimination, and transparency – cross-country differences were found at varying degrees of magnitude across countries. Gathering data without consent is more likely to lead to prohibition demands in Germany than in Chile (22 percentage point difference, $p < 0.01$), India (14 percentage point difference, $p < 0.01$), or China (13 percentage point difference, $p < 0.01$). The UK has a comparable lead over Chile, India, and China. A similar pattern emerges for discrimination and, to some extent, transparency. This finding somewhat supports the notion that in wealthier countries, the average respondent pays greater attention to specific normative features of AI systems (H3). When considering the labor market dimension, there is similarity and variation between countries, depending on the nature of the attributes.

The absolute and difference AMCE estimations are conducted as a final robustness check with the alternative ordinal (Likert scale-based) dependent variable. This variable measures the approval of an algorithm without forcing a choice. Results can be found in figure 2, Online Appendix. The findings of this analysis closely mirror the results from above. Across countries, respondents approve of algorithms that create jobs and disapprove of algorithms associated with high unemployment risk. In addition, there is significant variation in approval depending on the ethical/social attribute across countries.

**Predicted prohibition probabilities**

Predicted prohibition propensities are calculated based on select attribute combinations, which vary across two dimensions. For the first dimension, there is a normatively optimal scenario (‘best-case’) and a scenario where harmful AI systems take place (‘worst-case’). In the ‘worst-case’ scenario, an algorithm submits private user data without consent. It is discriminatory, makes judgment choices between humans and money, and cannot be understood by anybody. This worst-case is contrasted with an algorithm where rather desirable outcomes take place. Here, the user can control the data submitted by the algorithm. It is socially neutral, does not make any judgments between humans and money, and can be easily understood.

For the second dimension, the economic consequences are varied. Four scenarios are considered. i) No new jobs are created, but a high unemployment risk exists. This is the worst-case scenario (Frey & Osborne, 2017, pp. 39–42). ii) New jobs are created, but unemployment risks are high (Summers, 2013). iii) Low unemployment risk, but no new jobs created (Gordon, 2018). iv) Low unemployment risk and new jobs (Autor, 2015).
Those are eight profiles for which the predicted prohibition probabilities are computed for each of the five countries using a linear model. Figure 2 shows the plotted coefficients and 95 per cent confidence intervals for the demeaned predicted choices, clustering on the respondent level. A coefficient of zero in the following analysis reflects the average choice of prohibition. For absolute values, see figure 3, Online Appendix.

The plot in figure 2 shows remarkable patterns. Normatively desirable AI systems decrease the overall willingness to demand the prohibition of the introduction of AI. This pattern can be seen in the case of Germany and the UK, and to some extent, in China. The effects of normatively desirable AI systems are strong for Germany and the UK. Even when net unemployment emerges (Figure 2, scenario 1), there is no strong tendency to demand restrictions above the average. In this case, a normatively desirable AI system is associated with prohibition preference below the average (Germany) or preferences indistinguishable from the average (the UK, Chile, India, and China).

Irrespective of the economic consequences, an algorithm will be more likely to be subject to prohibition if it has normatively undesirable consequences. Even if no unemployment risk exists and new jobs are generated for capital and labor-intensive occupations (Figure 2, scenario 4), there is no evidence suggesting that less than average restrictions would be imposed. Despite the net gain implied, there is sometimes an above-
average increase in predicted restriction decisions (Germany: \( p < 0.05 \), UK: \( p < 0.05 \)). There is a weaker pattern for questionable AI systems in China, India, and Chile. The negative impact of ethically and socially uncertain AI systems vastly outweighs economic net benefits.

Finally, countries with at least some but not full economic benefits conditional on AI are considered in the best-case scenario. Here the greatest variation across countries is found. Germany and the UK are analyzed in the beginning. Here, high unemployment risk coupled with job creation, or low unemployment risk without new jobs, is associated with a decrease in prohibition demands below average (\( p < 0.01 \)). Only the case of full economic benefits in India and China appears to move respondents into a decrease in prohibition demands below average (\( p < 0.05 \)). In Chile, however, some intermediate cases have an effect, yet to a less reliable extent (\( p < 0.1 \)).

This variation underlines the exploratory conjecture (H3). In more developed countries, respondents put greater weight on normative aspects of AI systems, in contrast to the more uniformlty significant labor market consequences of these systems.

**Conclusion**

Discussions over governing AI often have a predominantly normative focus. Evidence about the extent to which those concerns reflect the preferences of individual citizens is still quite limited. The experimental research presented in this paper provides such evidence across five countries from different parts of the world. It investigates an under-researched question: Are citizens’ preferences only shaped by the normative aspects of AI systems, or do material consequences also play an essential role?

The results point to both material and normative concerns. On average, individuals would opt for banning systems that cause unemployment once normative considerations, application domains, and additional job creation benefits are considered. However, I also find that normatively robust AI applications have a very significant impact on individual preferences.

For well-known domains such as immigration, trade, and environmental protection, similar ‘mixed’ motives are important (Bechtel et al., 2019). Compared to these prominent political issues, my findings suggest that material and normative concerns already resonate in respondents’ minds for a novel policy domain such as AI. More research is needed, however, to parse out further why this is the case.

One reason for my findings is a more general preference to seek protection from technological unemployment (Desmet & Parente, 2014; Frey et al., 2018; Gallego et al., 2022). Evidence for direct policy preferences for protection from technological unemployment is scarce, partly due to confounding with other preferences citizens have. The design of my study controls these
issues experimentally, suggesting that citizens might prefer to use regulatory power to prohibit certain types of AI. Thus, my study finds that there are direct consequences of technological unemployment risk for policy preferences, in addition to previously identified indirect political effects of such risk (Im et al., 2020; König & Wenzelburger, 2019).

Moreover, I find that normatively well-regarded AI systems can receive a significant degree of support, more so in the European than non-European context, despite the risks they entail for employment. For example, general technology restriction preferences appear to be predominant even in comparison to a preference for government redistribution (Gallego et al., 2022). My findings thus underline the need to examine further the role of social norms in the public acceptability of AI-related economic change and, ultimately, the legitimacy of specific approaches to AI governance.

More research is needed to understand the cross-country variation of normative preferences as they relate to the role of AI. Beyond post-materialism, there are broader, conflicting frameworks available. While extant research highlights the importance of cultural differences for value-based preferences (Hofstede, 2001), there is also important work on institutions and the cultural consequences of economic development (Bowles, 1998). Future work could further address these nuances. Hofstede emphasizes the cultural dimension of uncertainty avoidance, where Germany ranks high. Other countries, such as China or India, may be culturally associated with more technological risk-taking. My study gives the first empirical insight into the nature of such cross-country variation regarding AI.

I furthermore reanalyzed the data and re-coded professional backgrounds according to the skills required by the respondents’ profession (see: Gallego & Kurer, 2022). For the results, see figure 5 in the Online Appendix. Skills do not modify the treatment effects for the economic attributes. A further investigation is needed relating to the degree to which individuals perceive themselves at risk from AI systems relating to their skills, education, and normative beliefs.

My study contributes to the debate on the feasibility of global AI governance (Cath et al., 2017; Nitzberg & Zysman, 2021; Schiff et al., 2020) based on a novel experiment on public policy preferences. The results of my study suggest that there is common ground regarding the economic consequences of AI governance. While the predictability of the economic consequences of AI systems is an open question (Frank et al., 2019), by and large, individuals from very different countries recognize both the economic challenges and opportunities of AI. However, my findings suggest that ‘European’ values regarding the restriction of certain AI systems may find less acceptance in other global publics. Whether global AI governance is shaped by its economic consequences or normative ‘logic of appropriateness’ (March & Olsen, 1998, p. 951) should not be seen as a dichotomy.
Integrating cultural and economic development options into global AI governance frameworks (Jobin et al., 2019) could create maximum public acceptance and regulatory flexibility.

Replication materials
Supporting data and materials for this article can be accessed at https://github.com/soeehret/JEPP_replication_materials

Notes
1. For a definition, I follow Nitzberg & Zysman in this special issue: ‘AI is technology that uses advanced computation to perform at human cognitive capacity in some task area’ (Nitzberg & Zysman, 2021, p. 4). This definition is closely related to Büthe et al., 2022. Specifically, in this study I also refer to ‘AI systems’, which ‘[…] carry out a wide variety of tasks with some degree of autonomy, i.e., without simultaneous, ongoing human intervention. Their capacity for learning allows AI systems to solve problems and thus support, emulate or even improve upon human decisionmaking […]’ (Büthe et al., 2022). AI systems thus possess the growing potential to perform both routine and non-routine, complex tasks (OECD, 2019, Ch.3).
2. This type of experiment usually involves a choice between two alternatives with multiple, randomized characteristics.
3. Imagine a workplace AI application. Version 1 results in productivity gains, leading to more hiring; it also reports the worker’s activity to third parties without consent. Version 2 reports the same information but with prior consent; it leads to similar productivity gains, but those gains lead the employer to replace the worker. While both scenarios concur with common findings in research on the future of work (MacCarthy, 2019; OECD, 2019, Ch. 3), the preference of average citizens is unknown.
4. Going forward explainability will be interpreted through its result, transparency.
5. I am agnostic about the precise consequences of the application domain for prohibition preferences.
6. A strict ordering using the post-materialism index by Inglehardt, based on data from 1970 to 2006 would yield the following order ranging from higher to lower values on the index: UK, Germany, Chile, India, China.
7. For example, variation in socially consequential algorithms, such as China’s social credit system, or in general attitudes regarding government regulation of AI.
8. All attributes were uniformly distributed in this study, since the attribute value combinations are not mutually exclusive.
9. The model is estimated for the fully pooled sample and assessed whether there are profile order effects. (Figure 6 in the Online Appendix).
10. The finding does not rule out the possibility of differences of smaller magnitude.
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