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I. INTRODUCTION

Symmetries and their associated conservation laws are of tremendous help in solving physical systems with many degrees of freedom. This is particularly true for interacting quantum mechanical systems. Considering lower symmetry systems may, however, not only bring about complications but also allow for qualitatively new kinds of behavior. For instance, the study of systems with broken translation symmetry has brought to light the phenomena of Anderson and many-body localization, ultimately shaking up certain foundational beliefs of quantum statistical mechanics [1–4].

A symmetry that has long been untouched when studying many-body quantum systems is that of time translation, leading to the conservation of energy. This negligence may be due to the assumption that generic driven systems will eventually heat up to infinite temperature, arguably a completely boring state. In recent years, however, a much more nuanced picture of driven quantum systems has emerged, including several scenarios in which systems do not heat up or enter an exponentially long preheating phase with oscillatory dynamics. Most studied are Floquet systems, in which time-translation symmetry is broken to a discrete subgroup by a periodic drive. They have been shown to avoid heating when integrable [5] or when many-body localized [6,7], providing a curious link between broken translation symmetry in space and (partially) in time. So-called time crystals even allow for the spontaneous breaking of time-translation symmetry [8–11]. A central question concerning the absence of heating in driven systems is regarding its stability, that is, whether it is robust or requires a large amount of fine tuning and can therefore never be observed in practice.

In this work, we study heating in a system with broken time and space translation symmetry. We uncover (i) a fractal phase diagram with lines of vanishing heating surrounded by regions of very slow heating and (ii) heating phases with a particular structure of hot spots where the energy density increase nucleates. The latter finding demonstrates that even a heating regime can support nontrivial emergent structures as a system is driven towards the infinite-temperature fixed point. Our system breaks translation symmetry in space via a smooth deformation of hopping parameters, rather than short-range correlated disorder, and in time due to a quasiperiodic drive, which has also been in the focus of several other recent works that study (the absence of) heating [12–16].

Studying nonperiodically driven, disordered many-body quantum systems is about the hardest setting that can be imagined. In order to make analytical progress, we compensate for the lack of time and space translation symmetry by allowing ourselves access to the infinitely generated conformal symmetry group. Concretely, we study a driven conformal field theory (CFT), where the time-evolution operator alternates between a uniform (1 + 1)-dimensional CFT and one of its nonhomogeneous versions known as sine-square deformation (SSD) [17–22], first introduced in the context of lattice systems as an efficient way to suppress boundary effects [23–28]. This setup has been previously studied with a periodic Floquet drive, where it displays a rich phase diagram with both heating and nonheating phases [29–31]. Our quasiperiodic
drive sequence is generated by a deterministic recursion relation that does not contain any periodic pattern. Such a protocol is inspired from quasicrystals with a quasiperiodicity in space, which have been intensively studied in the past [32,33]. More precisely, here we study a protocol that alternates between homogeneous CFT and SSD according to the celebrated Fibonacci sequence. This results in an exactly solvable quasiperiodically driven interacting model.

Focusing on the evolution of the total energy and the Loschmidt echo, we show that the energy (almost) always increases exponentially at large times while the Loschmidt echo decays exponentially. Both quantities are controlled by the same rate, called the Lyapunov exponent $\lambda$. Thus, the system generically and unsurprisingly heats up. However, we find that this happens with a remarkably broad range of heating rates, depending on the parameters of the drive. We observe fast heating areas analogous to the Floquet setup, as well as regions where the heating rate is very slow, with $\lambda$ close to zero. Moreover, there exists a region of the parameter space where $\lambda$ is exactly zero, so that the system escapes heating even at infinite times, but this region has a Cantor set fractal structure of zero measure. Forming a measure zero subspace, these regions are not directly accessible. However, they are evidenced by very slow heating neighborhoods in parameter space which remain nonheating for all experimentally and physically relevant timescales.

The paper is organized as follows. In Sec. II, we set up the Fibonacci quasiperiodic drive while in Sec. III we collect some technical details related to CFT computations that are employed in the rest of the paper. In Sec. IV we describe the dynamical phase diagram constructed from the Lyapunov exponent and compare and contrast different regions therein based on the time evolution of two observables, namely the total energy and the Loschmidt echo. In Sec. V, we map the unitary evolution of our setup to a classical dynamical map known as the Fibonacci trace map and use it to prove that the region of vanishing Lyapunov exponent (nonheating at infinitely long times) forms a measure zero subset of the parameter space. In Sec. VI, we provide an analytical treatment for the high-frequency regime. In Sec. VII we discuss the quasiparticle picture and finally describe related numerics in Sec. VIII. We provide further details on CFT computations of the Loschmidt echo, the Fibonacci trace map, the high-frequency expansion and a “Möbius” generalization of our quasiperiodic drive in several Appendices.

II. SETUP OF THE FIBONACCI DRIVE

We consider a spatial deformation of a generic homogeneous $(1 + 1)$-dimensional CFT with central charge $c$ and of spatial extent $L$ defined by the Hamiltonian

$$\mathcal{H}[f] = \int_0^L dx \, f(x) T_{00}(x),$$

where $T_{00}(x)$ is the energy density of the CFT. These homogeneous conformal field theories have been studied in the context of quantum quenches [34–38] and out-of-equilibrium dynamics [39,40].

In terms of the Virasoro generators $L_n$ and $\overline{L}_n$, in the Euclidean framework with imaginary time $\tau$, the uniform CFT Hamiltonian defined as $\mathcal{H} := \mathcal{H}[1] = \frac{c}{2\pi} (L_0 + \bar{L}_0)$ is obtained by taking $f \equiv 1$, and the so-called sine-square deformation (SSD) is defined as $\tilde{\mathcal{H}} := \mathcal{H}[\sin^2(L_0)] = \frac{c}{2\pi} (L_0 - \frac{1}{2} (L_1 + L_{-1}) + L_0 - \frac{1}{2} (L_1 + L_{-1})).$ The advantage of such sine-square deformation of the CFT is that these theories have been widely studied in the context of dipolar quantization [18,20]. Furthermore, because of the SL(2, $\mathbb{C}$) structure of such a deformation, the full time evolution with the SSD Hamiltonian can be obtained analytically [41].

Recently, in Refs. [29–31], the Floquet dynamics of an interacting critical field theory based on a step drive alternating periodically between the undeformed $\mathcal{H}$ and the deformed Hamiltonian $\tilde{\mathcal{H}}$ was studied. Based on a classification of Möbius transformations which encode the time evolution of the system over one period via a conformal mapping [29], a phase diagram comprising both heating and nonheating phases was obtained. The heating was shown to be related to the emergence of black hole horizons in space-time and inherently nonergodic [30]. In the extreme limit of a purely random drive, the system was shown to lead to always heat up [31]. A natural question is what happens in the intermediate case, where the driving protocol is neither periodic nor completely random; i.e., the case of quasiperiodic driving where the drive is determined by a recursion relation, but for which one cannot extract any periodic pattern. We address this question in the present work.

A canonical choice is Fibonacci driving, where the relevant recursion relation which determines the driving sequence is the Fibonacci relation, defined as [12,13]

$$U_{n+2} = U_n U_{n+1},$$

with initial conditions $U_0 = e^{-iT \tilde{\mathcal{H}}}$ and $U_1 = e^{-iT \mathcal{H}}$, where $T$ and $\bar{T}$ are the periods of the stroboscopic steps with respectively $\mathcal{H}$ and $\tilde{\mathcal{H}}$. Denoting the pulse associated with $\mathcal{H}$ as $A$ and the pulse associated with $\tilde{\mathcal{H}}$ as $B$, the first few terms in the drive sequence are $ABAABAABABABAAB\ldots$, as illustrated in Fig. 1. Such a drive is defined by three parameters: $(T, \bar{T}, L)$.

In particular, the number of unitary operators at the step $n$ is given by $F_{n-1}$ for $U_0$ and $F_n$ for $U_1$, where $F_n$ is the $n$th
Fibonacci number, giving $F_{n}+1$ unitary operators at the step $n$. Therefore, the number of operators at the step $n$ grows exponentially with $n$; for large $n$, $F_{n}$ scales as $\frac{\Phi^{n}}{\sqrt{5}}$, where $\Phi = \frac{1+\sqrt{5}}{2}$ is the Golden ratio. For practical purposes, we also introduce a “stroboscopic” time which counts the unitary operators one by one, that we denote by $N$. One way to count the evolution operators one by one is to introduce $\nu(N) \in [0,1]$, with $\nu(N) = \frac{(N+1)\Phi - N\Phi - 1}{\Phi}$. If $\nu(N) = 0$, the unitary operator which appears at step $N$ is $U_0$, and if $\nu(N) = 1$ the unitary operator at step $N$ is $U_1$. The main question is to understand whether a nonheating region can still survive in the quasiperiodic drive, or if only heating will exist as in the random case.

**III. METHODOLOGY**

The full time evolution under the quasiperiodic drive is obtained in a similar way as for the periodic case [29–31]: we first note that in the Heisenberg picture the time evolution of any primary field $\phi(x,T) = e^{iHT}\phi(x,0)e^{-iHT}$ amounts to a simple conformal mapping. This can be seen by (i) rotating to imaginary time $t \to \tau$ and (ii) mapping the space-time manifold to the complex plane with the exponential mapping $z = e^{\frac{2i\pi}{\tau}}$, and finally (iii) using the fact that the time evolution is encoded in a particular conformal transformation of the complex plane, denoted $z_0(z)$. Following this procedure, the full time evolution of the primary field $\phi$ of conformal weight $h = \bar{h}$ is given by

$$\phi(x,\bar{T}) = \left(\frac{2\pi}{L}\right)^{2h} \left(\frac{\partial z_0}{\partial z}\right)^{2h} \left(\frac{\partial \bar{z}_0}{\partial \bar{z}}\right)^{2h} \phi(z_0,\bar{z}_0),$$

(3)

with $z_0(z)$ given by a simple Möbius transformation

$$z_0(z) = \left(1 + \frac{2\pi}{\bar{z}}\right) z - \frac{\pi^2}{\bar{z}},$$

(4)

Similarly, the time evolution with respect to $\mathcal{H}$ is a simple dilation in the complex plane, such that in Eq. (3) $z_0 \to \bar{z}_1 = e^{\frac{2\pi}{\bar{z}}}z_0$.

Consequently, the Fibonacci time evolution with the Fibonacci quasiperiodic drive amounts to composing the conformal mappings $\bar{z}_1(z)$ and $\bar{z}_0(z)$ following the recursion relation [see Eq. (2)]

$$\bar{z}_{n+2}(z) = \bar{z}_n \circ \bar{z}_{n+1}(z).$$

(5)

Equivalently, time evolution with the stroboscopic time $N$ can also be obtained via the recursion relation

$$\bar{z}_N(z) = \bar{z}_{\nu(N)} \circ \bar{z}_{N-1}(z).$$

(6)

The group properties of the invertible Möbius transformations directly imply that $\bar{z}_N$ is also a Möbius transformation for any step $N$. We can then introduce the matrices $M_N$ with unit determinants associated with the conformal transformations $\bar{z}_N$, such that the stroboscopic time evolution amounts to a sequential multiplication of $SL(2,\mathbb{C})$ matrices with the recursion relation $M_N = M_{\nu(N)}M_{N-1}$; and, for the Fibonacci times $n$ such that $N = F_{n+1}$, the relation is $M_{n+2} = M_nM_{n+1}$, where

$$M_0 = \left(\begin{array}{cc} 1 + \frac{i\pi}{\bar{T}} & \frac{i\pi}{\bar{T}} \\ \frac{i\pi}{\bar{T}} & 1 - \frac{i\pi}{\bar{T}} \end{array}\right), \quad M_1 = \left(\begin{array}{cc} e^{i2\pi T/L} & 0 \\ 0 & e^{-i2\pi T/L} \end{array}\right),$$

and the general matrix after $N$ steps is denoted

$$M_N = \left(\begin{array}{ll} \alpha_N & \beta_N \\ \gamma_N & \delta_N \end{array}\right).$$

(7)

To address heating in this quasiperiodic problem, we compute the time dependent energy density, $E(x,t) = \langle \psi(t) | H_0(x) | \psi(t) \rangle$, where $| \psi(t) \rangle$ is the time evolved ground state $|G\rangle$ under the quasiperiodic drive. We choose our initial state $|G\rangle$ to be the ground state of the uniform CFT $\mathcal{H}$ with open boundary conditions. Such a state is in general not an eigenstate of $\mathcal{H}$, and therefore the time evolution under the drive is nontrivial. For the sake of clarity, we now consider the case $T = \bar{T}$. Using boundary CFT techniques, [30,31] the total energy $E(t) = \int_0^L dx E(x,t)$ computed at stroboscopic times $t = NT$, depends solely on the matrix $M_N$ and takes the following explicit form:

$$E(t = NT) = \frac{\pi c}{\bar{z}} \left( \alpha_N \delta_N - \beta_N \gamma_N \right),$$

(8)

where $c$ is the central charge of the CFT.

Another quantity of interest is the Loschmidt echo $F(t)$, which is a measure of revival or coherent evolution in the system. It is determined by the overlap between the initial ground state $|\psi(0)\rangle = |G\rangle$ and its time evolved counterpart $|\psi(t)\rangle$, $F(t) = |\langle\psi(0)|\psi(t)\rangle|^2$, and can be easily accessed in the context of boundary-driven CFTs [42]. For any $|G\rangle = \lim_{z \to 0} \phi(z,E)|\phi(z,0\rangle$, where $\phi(z,E)$ is a primary field of the boundary theory with conformal weights $(\Delta, \bar{\Delta})$, and $|0\rangle$ being the $SL(2,\mathbb{C})$ invariant vacuum, one obtains

$$F(t = NT) = \left| \alpha_N \delta_N - \beta_N \gamma_N \right|^{2(\Delta + \bar{\Delta})}.$$

(9)

The derivation of this formula for the Floquet CFT problem is presented in Appendix A. As we will show later, $E(t)$ and $F(t)$ are formally related and this will help provide a clear characterization of the physics induced by quasiperiodic driving. We note that the conformal weights $(\Delta, \bar{\Delta})$ of the primary field generating the ground state with open boundary conditions do not appear in the expression of the energy (8). This is a consequence of the fact that $|G(T\xi)|G|\xi\rangle$ evaluated on the upper half-plane $\mathbb{H}$, or equivalently on the unit disk, vanishes because of rotational symmetry [43].

**IV. DYNAMICS OF HEATING**

As in dynamical systems [44], the growth of stroboscopic total energy or the decay of the Loschmidt echo for a quasiperiodic drive can be characterized by a Lyapunov exponent $\mathcal{L}$ defined by (see Ref. [45] for a review on Lyapunov exponents)

$$\mathcal{L} = \lim_{N \to \infty} \frac{1}{N} \ln \text{Tr}(M_N)^2.$$
the heating rate is precisely given by $\mathcal{L}$. Since the structure of the matrix $M$ is known, the Lyapunov exponent can be numerically computed for all $T$, $\bar{T}$, for a sufficient large number of iterations $N$.

For the Fibonacci quasiperiodic drive, the Lyapunov exponent traces the phase diagram shown in Fig. 2. Different regions emerge, some of them correspond to a strong heating with high Lyapunov exponent, whereas other regions display a fractal structure and rather small values of the Lyapunov exponent. This raises the following questions: are these two regions heating and, if yes, are they heating the same way?

To answer these, we explicitly compute the stroboscopic evolution of the total energy $E(t)$ and the Loschmidt echo $F(t)$ using Eqs. (8) and (9).

First, note that in Eq. (7) $\alpha_N = \delta N$ because $M_N \in SL(2, \mathbb{C})$ and because of the form of $M_0$ and $M_1$. Parametrizing $\alpha_N = R_N e^{i\phi_N}$, we obtain $\text{Tr}^2(M_N) = 4R_N^2 \cos^2(\phi_N)$, and the constraint that $M_N$ has a unit determinant implies $\alpha_N\delta_N - \beta_N\gamma_N = 1$ and $\alpha_N\delta_N + \beta_N\gamma_N = 2|\alpha_N|^2 - 1 = 2R_N^2 - 1$. Using these relations, the stroboscopic energy $E(t = NT)$ defined in Eq. (8) satisfies

$$\text{Tr}(M_N)^2 = \left[\frac{16L}{\pi c}E(NT) + 2\right] \cos^2(\phi_N).$$

Similarly, the Loschmidt echo, Eq. (9), can also be simplified, and we obtain

$$F(t) = \left|\frac{\alpha_N\delta_N - \beta_N\gamma_N}{\delta_N}\right|^{2(\Delta + \tilde{\Delta})} \left(\frac{2}{E(t) + 1}\right)^{2(\Delta + \tilde{\Delta})}.$$ 

We now establish that the Lyapunov exponent $\mathcal{L}$ is indeed the heating rate in the long-time limit. From Eqs. (10) and (11), we see that the Lyapunov exponent

$$\mathcal{L} = \lim_{N \to \infty} \frac{1}{N} \ln \left[\left(\frac{16L}{\pi c}E(t) + 2\right) \cos^2(\phi_N)\right].$$

Since the oscillatory term $\lim_{N \to \infty} \frac{1}{N} \ln(\cos^2(\phi_N))$ becomes negligible at long times, we infer that for an exponential growth of total energy the Lyapunov exponent indeed determines the heating rate at long times:

$$E(t) \sim e^{\mathcal{L}t/T},$$

$$F(t) \sim e^{-2(\Delta + \tilde{\Delta})\mathcal{L}t/T}.$$ 

This gives a physical meaning for the Lyapunov exponent, which sets the timescale after which the system will lose its coherence as the Loschmidt echo decays exponentially to 0. In the case of a periodic drive, the stroboscopic evolutions of $E$ and $F$ show one of three distinct behaviors: (i) $E$ grows exponentially and $F$ decays exponentially with time in the heating phase, (ii) $E$ and $F$ oscillate with time in the nonheating phase, and (iii) $E$ grows quadratically and $F$ decays as a power law with time at the transition between the heating and nonheating regimes. The results for the quasiperiodic drive are summarized in Fig. 3 where we show three representative scenarios indicated by the dots [(a), (b), (c)] in Fig. 2. In the high-frequency regime, $T, \bar{T} \ll L$ in Fig. 3(a2), $\mathcal{L}$ is very small and the total energy and the Loschmidt echo oscillate with time akin to the periodic case, illustrating that the system avoids heating for a very large number of drive cycles. In Fig. 3(c2), $\mathcal{L}$ is large and we see standard heating, i.e., exponential growth of energy concomitant with an exponential decay of the echo, modulo some oscillations that were not present in the periodic drive case. However, for the case of $T, \bar{T}$ corresponding to Fig. 3(b2) where $\mathcal{L}$ changes sharply [see point (b) in Fig. 2], new behavior emerges. We see that the energy mostly fluctuates and shows very slow growth, while the Loschmidt echo decays slowly and displays strong revivals. A fundamental question is then to understand if there exist regions in the phase diagram which can always avoid this exponential growth of energy even at arbitrary long times. We note that at the transition lines $T = kL$, for any $k \in \mathbb{N}$ and any $\bar{T}$, $\lim_{N \to \infty} \bar{\gamma}_N = 1$, and the oscillatory term $\cos(\phi_N)^2 \sim \frac{1}{N}$ as $N$ goes to infinity. Therefore this term is not negligible anymore and the energy will grow quadratically even though $\text{Tr}(M_N)^2$ is bounded, thus the Lyapunov exponent is zero. The Loschmidt echo is then decaying quadratically to 0 as a consequence of Eq. (12). Therefore the asymptotic formula (14) is not valid on the transition lines $T = kL$. We note that this quadratic growth of the total energy was already observed in periodic drive at $T = kL$ [30,31], together with a logarithmic growth of entanglement entropy. This dynamics effectively corresponds to a single quantum quench with $\mathcal{H}$. This can be understood from the quasiparticle picture: if $T = kL$, after the time evolution with $\mathcal{H}$, the quasiparticles will go back to their initial positions. Therefore effectively the system only evolves with $\mathcal{H}$, implying that all the energy of the system accumulates at the edges of the system, and grows quadratically.

The behavior of the energy and the echo are dictated by the stroboscopic evolution of the Möbius transformations $\tilde{z}_N$.
given by Eq. (6). For periodic driving, the nonheating phase is characterized by a \( \tilde{z}_N \) which oscillates with \( N \) and a periodically oscillating energy [30]. In the heating phase, \( \tilde{z}_N \) converges to a stable fixed point, \( \lim_{n \to \infty} \tilde{z}_N = \gamma_1 \), where \( \gamma_{1,2} \) are respectively the stable and unstable fixed points of the one-cycle Möbius transformation. This in turn leads to the creation of two stroboscopic horizons at spatial points \( x_c \) and \( L - x_c \) determined by the unstable fixed point of the Möbius transformation, \( \gamma_2 = e^{2\pi i x_c/L} \) and \( \gamma_2^* = e^{2\pi i (L-x_c)/L} \), at which the energy accumulates at large times. For quasiperiodic driving the situation is more subtle. In the high-frequency regime, \( \tilde{z}_N \) traces the unit circle with increasing \( N \). The total energy oscillates periodically in this parameter regime [see Fig. 3(a1)]. In regimes where the Lyapunov exponent is large, \( \tilde{z}_N \) almost converges to a fixed-point-like scenario but alternates between a small set of points, cf. Fig. 3(c1), resulting in small fluctuations of the energy. The extreme case of this subset comprising only one point corresponds to the heating regime of the periodic drive discussed earlier. As the value of the Lyapunov exponent decreases and approaches parameter zones where the fractal nature of \( \mathcal{L} \) becomes apparent, the flow of \( \tilde{z}_N \) becomes more and more dense on the unit circle as seen in Fig. 3(b1), leading to strong fluctuations concomitant with a very slow growth of the total energy. It is in these regimes that interesting slow dynamics manifests.

V. FRACTAL STRUCTURE OF HEATING

We remark that the fractal structure of \( \mathcal{L} \) in Fig. 2 as a function of \( T \), \( T^* \) is very reminiscent of the spectra of a one-dimensional Fibonacci quasiperiodic crystal [46,47]. In this section, we will demonstrate that the fractality of \( \mathcal{L} \) in our Fibonacci quasiperiodic drive of the CFT can indeed be related to the spectral properties of the Fibonacci chain described by the following tight-binding Hamiltonian:

\[
H_{mn} = \delta_{m,n+1} + \delta_{m+1,n} + \delta_{m,n} \lambda \nu(n),
\]

where \( \nu(n) \) is either 0 or 1 following the Fibonacci sequence, \( \nu(n) = |v(n - 1) - 1| \).

As discussed in Appendix B, the spectrum \( E \) of this Hamiltonian is similar to the Cantor set for any value of \( \lambda \). To see this, we note that the transfer matrix \( T_n \) satisfies the Fibonacci recursion relation, \( T_{n+1} = T_{n-1} T_n \). Since \( T_n \in SL(2, \mathbb{C}) \), it satisfies the trace identity [46]:

\[
\text{Tr}(T_{j+1}) = \text{Tr}(T_j) \text{Tr}(T_{j-1}) - \text{Tr}(T_{j-2}).
\]

Introducing \( x_j = \frac{1}{2} \text{Tr}(T_j), \ y_j = \frac{1}{2} \text{Tr}(T_{j+1}), \) and \( z_j = \frac{1}{2} \text{Tr}(T_{j+2}) \), we see that the trace identity defines a discrete dynamical map \( \mathcal{T} \) called the Fibonacci trace map,

\[
\mathcal{T} : \mathbb{R}^3 \to \mathbb{R}^3, \quad (x_j, y_j, z_j) \mapsto (y_j, z_j, 2y_jz_j - x_j).
\]

The dynamics of a point \( (x_i, y_i, z_i) \) are restricted to a surface defined by the invariant \( I(x_j, y_j, z_j) = x_j^2 + y_j^2 + z_j^2 - 2x_jy_jz_j - 1 \). For the Fibonacci chain, \( I = \frac{1}{T} \), and the corresponding set of bounded orbits under the trace map \( \mathcal{T} \) for a positive value of the invariant is related to the spectrum \( E \) of the quasicrystal, which forms a Cantor set of measure zero.

Based on the fact that the time evolution of the quasiperiodic Fibonacci drive is encoded in products of \( SL(2, \mathbb{C}) \) matrices \( M_n \) obeying the Fibonacci sequence \( M_{n+1} = M_{n-1} M_n \), we expect \( M_n \) to satisfy a trace relation analogous to (16).
This implies that the trace of the matrix $M_n$ encoding the time evolution after $F_{n+1}$ iterations is completely determined by the orbit of the trace map (17). The initial point is simply given by $(1, \cos(\pi T/L), \cos(\pi T/L) - \pi/2 \sin(\pi T/L))$, and the corresponding invariant is

$$I = \left[\frac{\pi T}{L}\right]^2 \sin^2 \left(\frac{\pi T}{L}\right).$$

Clearly this invariant is always positive, and the associated manifold explored by the trace map is

$$\{(x, y, z) \in \mathbb{R}^3 \mid I(x, y, z) = \left[\frac{\pi T}{L}\right]^2 \sin^2 \left(\frac{\pi T}{L}\right)\}. \quad (19)$$

This manifold is noncompact and comprises a central piece connected to four of the eight octants of $\mathbb{R}^3$, as shown in Fig. 4. As we iterate the trace map, orbits typically originate in the central region of the manifold and escape to infinity with a particular escape rate. As in the Fibonacci chain, a sufficient condition for an orbit to escape to infinity is that at some iterative step $j$ [47]

$$|x_j| > 1,$$

$$|x_{j-1}| > 1,$$

$$|x_{j-2}| > |x_j|. \quad (20)$$

A particular case of a bounded orbit is the trivial fixed point $(1,1,1)$ of the mapping (17), which corresponds to the limits $T/L = \tilde{T}/L = 0$ for the Fibonacci drive. This fixed point acts as a saddle point: some points in its vicinity will stay bounded for a very large number of iterations of the trace map, whereas some other points will be strongly repelled, i.e., their orbit will escape quickly. This is characteristic of the high-frequency limit $T/L, \tilde{T}/L \ll 1$: if $T > 0$, $(1,1,1)$ acts as an attractor and the trace of the $M_n$ stays bounded under $T$ for a large number of iterations, as seen in Fig. 4. The system thus avoids heating for times which are longer than physically relevant timescales. In the case $T < 0$, or equivalently taking $\mathcal{H} = -\mathcal{H}[1]$, the orbits diverge away from $(1,1,1)$ and the system heats up only after a few iterations of $n$. Consequently, due to its proximity to the fixed point $(1,1,1)$ of the Fibonacci trace map, we expect a robust high-frequency expansion for the Fibonacci quasiperiodically driven problem. A second particular case is the family of transition lines $T/L \in \mathbb{N}$, with arbitrary $\tilde{T}/L$, for which the initial point is $(1, \pm 1, \pm 1)$, whose orbit is bounded. Therefore at those particular lines $\text{Tr}(M_n)$ stays bounded; however, as discussed in the previous section the oscillatory term in Eq. (13) is not negligible anymore and the energy grows quadratically, as for a single quench with the Hamiltonian $\mathcal{H}$.

The case for arbitrary $T/L$ and $\tilde{T}/L$ is more subtle. The trace map discussed above helps us make the following identifications between the driven case and the one-dimensional quasicrystal:

$$E = 2 \cos \left(\frac{\pi T}{L}\right),$$

$$\lambda = \frac{2\pi \tilde{T}}{L} \sin \left(\frac{\pi T}{L}\right). \quad (21)$$

Note that in the Fibonacci crystal the spectrum $E$ of the system for any positive $\lambda$ is a Cantor set. This means that, for a given $\lambda$, any $E \in \text{spec}(\mathcal{H}) \cap [-2, 2]$ specifies a particular value of $T/L$ and $\tilde{T}/L$ such that $\text{Tr}(M_n)$ stays bounded for an infinite number of iterations of the trace map, i.e., infinite stroboscopic and Fibonacci times. The spectrum $E$ for a given value of the coupling $\lambda$ defines the points in the $T, \tilde{T}$ phase diagram at which no heating takes place under the quasiperiodic driving at Fibonacci steps $n$, as illustrated in Fig. 6 in Appendix B. The nonheating regime forms a Cantor set for a fixed value of $\tilde{T}$ and have subdimensional line-like locus in the parameter space. We refer to these as the nonheating lines. This also explains the fractal structure of the phase diagram where the Lyapunov exponents approach 0 [Eq. (17)]. Gaps in $E(\lambda)$ correspond to regions with high Lyapunov exponents in Fig. 2, concomitant with strong heating. In this regime, the orbits of the trace map or equivalently, $\text{Tr}(M_n)$ diverge super-exponentially once it leaves the bounded central zone. A correct numerical evaluation of the Lyapunov exponent (10) requires that we consider $n$ for which $\text{Tr}(M_n)$ has already escaped, i.e., satisfies the conditions (20). To summarize, we see that since nonheating points constitute a Cantor set of measure zero, the quasiperiodically driven CFT will typically heat up for arbitrary $(T, \tilde{T}, L)$.

**VI. HIGH-FREQUENCY REGIME**

The Fibonacci trace map argument shows that the system will typically heat up infinitely for any choice of $T, \tilde{T}$.
and $L$, modulo a Cantor set which is not physically accessible. Nonetheless, there exist regions in the phase diagram where heating times are so large that for physically relevant times the system is effectively in the nonheating regime. An example for such a regime is the high-frequency region of the phase diagram, $T, \tilde{T} \ll L$. For quasiperiodic drives, despite the deterministic time evolution given by Eq. (2) for all $(T, \tilde{T}, L)$, it is difficult to obtain a stroboscopic effective description. This is because the approach of the periodic drive wherein the $n$-cycle drive can be recast as a composition of $n$ one-cycle Möbius transformations is inapplicable here. However, an effective Hamiltonian can indeed be obtained in the high-frequency regime, $T = \tilde{T} \ll L$.

In the high-frequency regime, we first note that commutators in the Baker-Campbell-Haussdorff expansion can be approximated as

$$e^{-iTH}e^{-i\tilde{T}\tilde{H}} \approx e^{-iT\tilde{H}+i\tilde{T}H+\frac{1}{2}[H,\tilde{H}]}.$$  

(22)

This simplification enables the calculation of an effective Hamiltonian $\mathcal{H}_{\text{eff}}^{(N)}$ defined as $U(N) = e^{-i\mathcal{T}H_{\text{eff}}^{(N)}}$, describing the dynamics of the system at stroboscopic time step $N$. We reiterate that $N$ is the stroboscopic time and not the Fibonacci time. As for the periodic drive [30], the $SL(2, \mathbb{R})$ structure of the SSD Hamiltonian dictates that $\mathcal{H}_{\text{eff}}^{(N)}$ be some linear combination of $L_0, L_1, L_{-1}$. Fixing this linear combination reduces to enumerating the number of times $\mathcal{H}, \tilde{H}$, and $[\mathcal{H}, \tilde{H}]$ appear in the time evolution operator $U(N)$. Using the approach introduced in Ref. [12], we obtain

$$\mathcal{H}_{\text{eff}}^{(N)} = \frac{\rho(N)}{N} H + \frac{\sigma(N)}{N} \tilde{H} + \frac{T}{2 N} \tau(N) [H, \tilde{H}],$$  

(23)

where

$$\rho(N) = 2N - \sum_{m=1}^{N} (v(m) + 1),$$

$$\sigma(N) = N - \sigma(N),$$

$$\tau(N) = \sum_{m=1}^{N} \left[ v(m)(m-1) - \left\lfloor \frac{m\Phi}{\Phi+1} \right\rfloor \right].$$

At every step $N$, the effective Hamiltonian is a $SL(2, \mathbb{R})$ deformation of the uniform CFT. This $f_0(x)$ deformation in the high-frequency regime is obtained to be

$$\frac{\rho(N)}{N} + \frac{\sigma(N)}{N} - \frac{\sigma(N)}{N} \cos \left( \frac{2\pi x}{N} \right) \cos \left( \frac{2\pi T}{N} \right).$$

(25)

As shown in Ref. [30], if this deformation goes to zero at some locations, heating can occur via the accumulation of energy at stroboscopic times at these locations. In this regime, the quadratic Casimir of $SL(2, \mathbb{R})$ is negative, $c^{(2)} = a^2 - b^2 - c^2 < 0$, for a deformation of the form $f(x) = a + b \cos \left( \frac{2\pi x}{N} \right) + c \sin \left( \frac{2\pi x}{N} \right)$. In the quasiperiodic case, we find that $f_0(x)$ oscillates around the corresponding deformation for a purely periodic drive in the high-frequency regime: $f(x) = 1 - \frac{1}{2} \cos \left( \frac{2\pi x}{N} \right)$ (see Fig. 7 in Appendix C). Clearly, since the deformations remain nonzero, no heating occurs even at very large times. It is supplemented by the fact that in the high-frequency regime the Casimir invariant $c^{(2)}(N)$ remains positive for large $N$ as long as we stay in the high-frequency regime (see Appendix C). This agrees with the trace map picture as in the high-frequency phase the orbit of the trace map stays bounded for a very large number of iterations as it is in the vicinity of the fixed point $(1,1,1)$.

Heating phases can also be accessed within this high-frequency effective Hamiltonian formalism. This can be achieved by considering $\mathcal{H} \mapsto -\mathcal{H}$. Substituting $\rho(N) \mapsto -\rho(N)$ in Eq. (25) we obtain the corresponding deformation of the effective Hamiltonian in this regime. We again see that, with increasing $N$, $f_0(x)$ oscillates around that of the corresponding periodic drive. $f(x) = -\frac{1}{2} \cos \left( \frac{2\pi x}{N} \right)$, which has horizons at $x_\pm = L/4$ and $L - x_\pm$. To summarize, we have established the existence of parameter regions where the system avoids heating for any physically relevant timescale.

VII. QUASIPARTICLE PICTURE

In this section, we discuss the physical significance of the fractality of the phase diagram and the associated flows of the Möbius transformations presented in Sec. IV. As seen earlier, in the three representative cases for the Lyapunov exponents, the growth of energy as well as the Loschmidt echo manifest important differences stemming from the nature of the flows. We will now show that the structure of these flows are indeed crucial to understanding the nature of the heating. This is easily done in the quasiparticle picture, where one can track the time evolution of spatial distribution of the excitations. First, note that as we are dealing with a CFT, during time evolution with the uniform Hamiltonian $\mathcal{H}$, the excitations which are ballistic trace straight lines in space-time. Choosing $T = \tilde{T}$, a quasiparticle located at $x_0$ at $t = 0$ will reach $\pm x(T) = x_0 \pm T$ at $t = T$, where the $\pm$ corresponds to right and left movers respectively (the velocity has been set to 1). Similarly, for a time evolution with the SSD Hamiltonian $\tilde{H}$, the excitations follow null geodesics in a curved space-time determined by the spatial inhomogeneity [34],

$$\pm x_N = \frac{L}{\pi} \arccot \left( \mp \frac{2\pi T}{L} + \cot \left( \frac{\pi x_N}{L} \right) \right),$$

(26)

where we denote $x_N := x(t = NT)$. The stroboscopic position $x_N$ of the quasiparticles for any initial position $x_0$ can now be obtained by concatenating the curved space geodesics and the straight lines in a sequence fixed by the Fibonacci drive.

We find three representative behaviors depending on the values of $T = \tilde{T}$. In the high-frequency regime where the flow is periodic and does not have fixed points and the Lyapunov exponent $\mathcal{L} \sim 0$, the excitations evolve periodically in time akin to the energy for accessible timescales as seen in Fig. 5(a1). In the opposing regime of large $\mathcal{L}$, we see that after a few cycles of the quasiperiodic drive the trajectories of the excitations collapse onto a unique trajectory independent of the choice of initial conditions, leading to a localization effect. This trajectory alternates between a finite number of fixed points at stroboscopic times, as seen in Fig. 5(c1). Such fixed points of the stroboscopic trajectories of the quasiparticles are given by the flow of $z_n$ in Fig. 3(c1). This is similar to the coherent heating phase of
that by tuning the parameters of the drive $T$ on the initial conditions up to a transient time $t_0$. Beyond a transient time of approximately 400 stroboscopic steps, the quasiparticle trajectories collapse onto a unique trajectory independent of the initial conditions. The quasiparticles stroboscopically explore more and more regions of space as one approaches the Cantor line. (c1) High Lyapunov region, $T/L = 0.78$. Here, for all initial conditions and after very few time steps the time evolution collapses onto a single trajectory alternating between a few fixed points. Bottom: A comparison between CFT prediction for the Loschmidt echo [Eq. (9)] for the quasiperiodically driven CFT and the analogous quantity for free fermions hopping on a lattice, given by Eq. (27), for the three different regimes. In the high-frequency regime (a2) both completely agree. In the strongly heating (c2) regime they agree for a large number of stroboscopic steps. In the slow-heating regime (b2), because of the fractal structure of the phase diagram, the numerical results strongly depend on the number of lattice sites.

the periodic drive, for which the excitations at stroboscopic times localize at two points in space, understood as horizons. The energy grows exponentially with time at these fixed points, whose positions depend on the parameters of the drive.

However, in the fractal region of the phase diagram for the quasiperiodic drive, Fig. 5(b1), the situation is more complex. As before, the propagation of the excitations depends on the initial conditions up to a transient time $t_0$, and the total energy in the system does not increase significantly. After this transient period, the excitations all follow the same trajectory independently of their initial position and localize, but the principal difference with the high Lyapunov case is the manifestation of a large number of recurring points at stroboscopic times; see Fig. 5(b1). As one approaches a point in the Cantor set where $L = 0$ the flow diagram Fig. 5(b1) is densely filled. Here, we expect this transient time $t_0 \rightarrow \infty$ concomitant with very slow increase of the energy. This slow dynamical evolution can be understood by noting that at the Cantor points the trace map remains bounded for all times. Since $\text{Tr}(M_n^2)$ also remains bounded, the energy given by (11) cannot diverge at Fibonacci steps. To summarize, we see that by tuning the parameters of the drive $T$ and $\tilde{T}$ we can encounter regions with fast heating, with a localization of the excitations, as well as regions with very slow heating, where excitations remain delocalized for large times, as opposed to a purely random drive.

### VIII. NUMERICAL RESULTS

In this section we present numerical results on the free fermion chain for the Loschmidt echo. The quasiperiodic drive is induced by the two Hamiltonians given by

$$H = \frac{1}{2} \sum_{i=1}^{L-1} c_i^+ c_{i+1} + \text{H.c.},$$

$$\tilde{H} = \sum_{i=1}^{L-1} \sin^2 \left( \frac{\pi i}{L} \right) c_i^\dagger c_{i+1} + \text{H.c.}, \quad (27)$$

where $c_i$ and $c_i^\dagger$ are fermionic operators satisfying the usual anticommutation rules. Then, following the strategy of Ref. [29], one can get the stroboscopic time evolution under the quasiperiodic drive, starting from the ground state with open boundary conditions, $|G\rangle$. The Loschmidt echo can then be computed numerically, $F(NT) = |\langle G | U(NT) G \rangle|^2$, and we compare it to the CFT prediction, given by Eq. (9).

The explicit comparison is shown in Fig. 5. In the high-frequency domain, Fig. 5(a2), as well as in the high Lyapunov region, Fig. 5(c2), the agreement between the CFT predictions and the free fermion numerics is remarkable for a large number of steps. In the fractal region, characterized by low Lyapunov exponent, the agreement is less striking, as observed in Fig. 5(b2). Indeed in this region the Loschmidt echo scales very differently depending on
IX. DISCUSSION AND CONCLUSIONS

We studied the dynamics of quasiperiodically driven CFTs wherein the unitary evolution operator consists of undeformed and sine-square-deformed unitaries repeating quasiperiodically according to the Fibonacci recurrence relation. While, on the one hand, it is known that the periodically driven counterpart of the current setup has a rich phase diagram exhibiting both heating and nonheating phases, the completely random driving generically heats the system up. Therefore our work embodies a natural middle ground between these periodically and randomly driven scenarios. Naively, it seems that such quasiperiodically driven CFTs also generically heat up except for isolated lines in the parameter space of the model, as can be seen from the infinite time expectation value of the energy density as well as the positivity of the Lyapunov exponent. We find that the infinite time observables miss rather rich dynamical phenomena which can be used to distinguish different regions in the parameter space. More precisely, by tuning $T/L$ and $\tilde{T}/L$, one can go between very slow and fast heating. We distinguish between three distinct scenarios:

1. The nonheating high-frequency regime where the system displays periodic dynamics with no heating for physically relevant timescales.

2. The fast heating regimes with large Lyapunov exponents where one sees the indefinite build up of energy at a finite number of points. These points correspond to a small number of fixed points under the flow generated by conformal transformation obtained from the quasiperiodic unitary operator.

3. The so-called fractal regime, which exists in the neighborhood the nonheating lines (along which the Lyapunov exponent vanishes) in the parameter space. In the neighborhood of these nonheating lines, the dynamics are much slower as compared with the fast-heating regime and in fact the system remains nonheating for experimentally accessible as well as physically relevant timescales.

Our analysis leverages the analytic power of CFT on the one hand and certain rich mathematical structures which have been historically used to analyze quasicrystals on the other. Therefore such a model is one of the few solvable examples of a driven quantum many-body system where one can tune between regimes with different heating rates. Another feature of our setup is that it does not inherently rely on interactions or on disorder.

It is worth mentioning that the fractal structure is not contingent on the particular choice of deformation, and we expect such features to survive more generic deformations [39]. In Appendix D we propose a first generalization of those results to generic Möbius deformations of the Hamiltonian density. However the choice of sine-square deformation and its inherent $SL(2,\mathbb{C})$ structure makes the connection with one-dimensional quasicrystals more natural.

There are several rich and interesting directions to pursue. These may involve generalizing the sine-square deformation to other possible kinds of deformations, studying other diagnostics of heating and thermalization within our setup, and understanding operator scrambling and chaos in driven CFTs, to name a few.

Note added. Recently, we learned about Ref. [48], which discusses similar results regarding Fibonacci quasiperiodically driven CFTs. We thank the authors for sending us their manuscript before posting it online.
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APPENDIX A: LOSCHMIDT ECHO

In this section we derive the expression for the Loschmidt echo $F(t)$ during the quasiperiodic drive,

$$F(t) = \frac{1}{2}\langle \langle \psi(0) | \psi(t) \rangle \rangle^2.$$  \hspace{1cm} (A1)

Let us first compute the Loschmidt echo in the setup considered in Ref. [41] of a single quench with the SSD Hamiltonian at $\tau = 0$, starting from a generic excited state $|\Phi\rangle$ of $\hat{H}$. The Loschmidt echo is then

$$F(t) = \frac{1}{2}\langle \langle \Phi | e^{-\tilde{H}t} | \Phi \rangle \rangle^2.$$  \hspace{1cm} (A2)

The state $|\Phi\rangle$ can always be written as an in-state generated by a primary field $\phi(z, \bar{z})$ of conformal weights $(\Delta, \bar{\Delta})$ acting on the $SL(2,\mathbb{C})$ invariant vacuum $|0\rangle$ at $\tau \to -\infty$, which corresponds to inserting the field at the origin of the complex plane after applying the exponential mapping in the $z$ coordinates,

$$|\Phi\rangle = \lim_{z, \bar{z} \to 0} \phi(z, \bar{z})|0\rangle.$$  \hspace{1cm} (A3)

The computation then reduces to

$$\langle \Phi | e^{-\tilde{H}t} | \Phi \rangle = \lim_{z, \bar{z} \to 0} \lim_{\bar{z}_2 \to 0} e^{-2\Delta} \langle \Phi | \phi(z_2^{-1}, \bar{z}_2^{-1}) e^{-\tilde{H}t} \times \phi(z_1, \bar{z}_1) |0\rangle.$$  \hspace{1cm} (A4)

We now insert the identity $\hat{I} = e^{\hat{H}_t} e^{-\hat{H}_t}$, and use the fact that $|0\rangle$ is an eigenstate of $\hat{H}$, as $L_0 |0\rangle = L_{\pm 1} |0\rangle = 0$, therefore $e^{-\tilde{H}t}$ acting on $|0\rangle$ gives a phase irrelevant for the Loschmidt echo. By going to the $\bar{z}_0(z)$ coordinates, explicitly given by
(4), we obtain
\[
\langle \Phi | e^{-\hat{H}t} | \Phi \rangle = \lim_{z_{1}, z_{2} \to 0} \lim_{\tau \to 0} \left( \frac{\partial \bar{z}_{0}}{\partial z_{1}} \right) \left( \frac{\partial \bar{z}_{0}}{\partial z_{1}} \right) \Delta \frac{z_{2}^{-2\Delta}}{z_{2}^{-2\Delta}} \langle 0 | \phi (z_{2}^{-1}, z_{2}) \phi (z_{0}(z_{1}), \bar{z}_{0}(z_{1})) | 0 \rangle.
\] (A4)

Finally, \( \langle 0 | \phi (z_{2}^{-1}, \bar{z}_{0}(z_{1})) | 0 \rangle \) is a simple two-point function in the \( z \) coordinates, leading to
\[
\langle \Phi | e^{-\hat{H}t} | \Phi \rangle = \lim_{z_{1}, z_{2} \to 0} \lim_{\tau \to 0} \left( \frac{\partial \bar{z}_{0}}{\partial z_{1}} \right) \left( \frac{\partial \bar{z}_{0}}{\partial z_{1}} \right) \Delta \frac{z_{2}^{-2\Delta}}{z_{2}^{-2\Delta}} \langle 0 | \phi (\bar{z}_{0}(z_{1})) | 0 \rangle.
\] (A5)

The limits can then be taken, giving the same result independently of their order,
\[
\lim_{z_{1}, z_{2} \to 0} \frac{z_{2}^{-2\Delta}}{z_{2}^{-2\Delta}} \frac{z_{1}^{-2\Delta}}{z_{1}^{-2\Delta}} = 1. \tag{A6}
\]

Therefore only the derivative terms contribute, whose limit gives
\[
\lim_{z_{1}, z_{2} \to 0} \frac{\partial \bar{z}_{0}}{\partial z_{1}} = \frac{1}{(1 - \frac{\tau}{T})^2}. \tag{A7}
\]

The same steps apply for the antiholomorphic part. Therefore the final result for a single quench with the SSD Hamiltonian \( \mathcal{H} \) after analytic continuation to real times \( \tau \to i\tau \) is
\[
F(t) = \frac{1}{(1 + \frac{\tau}{T})^{2(\Delta + \Delta)}}, \tag{A8}
\]
leading to a quadratic decay of the Loschmidt echo during the quench. In the case of a periodic drive, one simply needs to replace \( z_{0}(z) \) by \( \bar{z}_{0}(z) = z_{0} \circ \cdots \circ z_{0}(z) \), which can be expressed explicitly in terms of the normal form of the one-cycle transformation to obtain that the Loschmidt echo decays exponentially in the heating phase, similarly to Fig. 5(c), quadratically at the phase transition, and oscillates in time in the nonheating phase, leading to periodic revivals in the system, similarly to Fig. 5(a). In case of the quasiperiodic drive, writing the transformation after \( n \) steps \( \bar{z}_{0}(z) = \frac{z_{0}^{m+1}}{\delta_{m} z^{m}} \), we obtain that the Loschmidt echo is simply
\[
F(t) = \frac{\alpha_{n} \delta_{n} - \beta_{n} \gamma_{n}}{\delta_{n}}^{2(\Delta + \Delta)}. \tag{A9}
\]

**APPENDIX B: FIBONACCI TRACE MAP**

The quasiperiodicity induced by a Fibonacci sequence has already been studied in the context of onedimensional quasicrystal literature [46,49,50]. In this section we focus on the Fibonacci trace map approach to finding the spectrum of such a Hamiltonian. The tight-binding Hamiltonian describing the quasiperiodic Fibonacci chain is [51]
\[
H_{mn} = \delta_{m,n+1} + \delta_{m+1,n} + \delta_{m,n} \lambda v(n). \tag{B1}
\]

**FIG. 6.** Lyapunov exponent as a function of the spectrum \( E \) and the parameter \( \lambda \), using the correspondence (21). This figure exactly reproduces the figure for the spectrum \( E(\lambda) \) of the Fibonacci quasicrystal, which can be found in Ref. [56]. Here, regions of nonzero Lyapunov exponent are dense for \( \lambda > 0 \) and correspond to gaps in the spectrum. The spectrum itself consists in regions of 0 Lyapunov exponent, of measure zero.

where \( v(n) = |v(n-1) - 1| \). The one-dimensional Fibonacci quasicrystal is described by the Schrödinger equation
\[
\psi_{n+1} + \psi_{n+1} + v(n) \psi_{n} = E \psi_{n}. \tag{B2}
\]

The Schrödinger equation can be rewritten using transfer matrices as
\[
\left[ \begin{array}{c}
\psi_{n+1} \\
\psi_{n}
\end{array} \right] = T(n) \left[ \begin{array}{c}
\psi_{n} \\
\psi_{n-1}
\end{array} \right] = \left[ \begin{array}{ccc}
E - v(n) & -1 \\
1 & 0
\end{array} \right] \left[ \begin{array}{c}
\psi_{n} \\
\psi_{n-1}
\end{array} \right]. \tag{B3}
\]

This can be iterated, such that finding the eigenvectors \( \psi_{n} \) amounts to finding the product of \( n \) matrices \( T(n) \). We now define \( T_{j} = T(F_{j}) \cdots T(1) \). Then it is straightforward to show that for \( T_{j} \in SL(2, \mathbb{C}) \) the following recursion holds: \( T_{j+1} = T_{j-1} T_{j} \). This relation can be rewritten in terms of the trace of the matrices:
\[
\text{Tr}(T_{j+1}) = \text{Tr}(T_{j}) \text{Tr}(T_{j-1}) - \text{Tr}(T_{j-2}). \tag{B4}
\]

Therefore, writing \( x_{j} = \frac{1}{2} \text{Tr}(T_{j}) \), the Fibonacci trace map reduces to
\[
x_{j+1} = 2x_{j}x_{j-1} - x_{j-2}. \tag{B5}
\]

We also introduce \( y_{j} = \frac{1}{2} \text{Tr}(T_{j+1}) \) and \( z_{j} = \frac{1}{2} \text{Tr}(T_{j+2}) \). One can then define a discrete dynamical map \( T \):
\[
T : \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \quad (x_{i}, y_{i}, z_{i}) \mapsto (y_{i}, z_{i}, 2y_{i}z_{i} - x_{i}). \tag{B6}
\]

This mapping has been introduced in the quasicrystal literature as the Fibonacci trace map. The mathematical structure of such a mapping has been studied in, e.g., Refs. [47,49,51–54]. One crucial property of the Fibonacci trace map is that it admits an invariant \( I(x_{i}, y_{i}, z_{i}) \):
\[
I(x_{j}, y_{j}, z_{j}) = x_{j}^{2} + y_{j}^{2} + z_{j}^{2} - 2x_{j}y_{j}z_{j} - 1, \tag{B7}
\]
which is the same for any \( j \in \mathbb{N} \). Then it is natural to consider the cubic level surfaces \( S_l = \{(x, y, z) \in \mathbb{R}^3 \mid I(x, y, z) = V\} \). The surface \( S_l \) has different topologies depending on the sign of \( V \). The manifold is noncompact for \( V > 0 \). At \( V = 0 \) the middle part of the manifold is compact and touches the other four noncompact components at a single point. For \( V < 0 \) the middle part is completely detached from the four noncompact components. In the case of the Fibonacci quasicrystal, the invariant is always positive and given by \( V = \frac{\tau}{\Phi^2} \geq 1 \). One can then study the set of bounded orbits under infinite iterations of the Fibonacci trace map, starting from the initial point \((1, \frac{\tau}{\Phi^2}, \frac{\tau}{\Phi^2})\). In order to make the connection between the orbits of the Fibonacci trace map and the spectrum \( E \) of the Fibonacci Hamiltonian, the following theorem has been proved in Ref. [51]:

**Theorem 1.** An energy \( E \in \mathbb{R} \) belongs to the spectrum of the discrete Fibonacci Hamiltonian if and only if the positive semiorbit of the point \((1, \frac{\tau}{\Phi^2}, \frac{\tau}{\Phi^2})\) under iterates of the trace map \( T \) is bounded.

Therefore finding the set of bounded orbit under the Fibonacci trace map is completely sufficient to determine the spectrum of the Fibonacci Hamiltonian. The following theorem enables us to conclude that the spectrum of the Fibonacci quasicrystal is a fractal set similar to a Cantor set. It was first proved for \( \lambda \geq 4 \) in Ref. [51], and then for any \( \lambda > 0 \) in Ref. [55]:

**Theorem 2.** The set of bounded orbits is a Cantor set for \( \lambda > 0 \).

The spectrum \( E \) of \((B1)\) has therefore a fractal structure similar to the Cantor set; and is of measure 0. The spectrum can be observed as a function of \( \lambda \) on Fig. 6.

### APPENDIX C: HIGH-FREQUENCY EXPANSION

In this section we give some details of the derivation of the effective stroboscopic Hamiltonian in the high-frequency approximation, mostly relying on the strategy of Ref. [12]. Consider the quasiperiodic drive defined by Eq. (2). In this case, at the step \( n \), there are \( F_{n+1} \) unitary operators, corresponding to either the SSD evolution for time \( \tilde{T} \) or uniform evolution for time \( T \). Assuming that \( T = \tilde{T} \ll L \), one can then make the approximation that

\[
e^{-iT\tilde{H}} = e^{-i\tilde{\tau}^2\tilde{H}} e^{-iT(\tilde{H} + \tilde{\tau}^2\tilde{H})}.
\]

Then, as we consider more unitary operators, we will still only keep the first-order commutators. Therefore at step \( n \), there will be \( F_{n+1} \) unitary operators, among which there will be \( F_n \) times \( e^{-iT\tilde{H}} \) and \( F_{n-1} \) times \( e^{-i\tilde{T}\tilde{H}} \), using that \( F_{n+1} = F_n + F_{n-1} \). Generalizing this strategy to any stroboscopic step \( N \) and not only to \( N = I_{n+1} \), one needs to introduce the binary function \( v(N) \in \{0, 1\} \) defined in the main text. If \( v(N) \in \{0, 1\} \) is 1, the unitary \( e^{-iT\tilde{H}} \) appears at step \( N \), and if \( 1 - v(N) \in \{0, 1\} \) is 1, the unitary \( e^{-i\tilde{T}\tilde{H}} \) appears at step \( N \). Therefore the number of unitary operators appearing up to the step \( N \) is given by \( \rho(N) \) and \( \sigma(N) \) defined in Eq. (24). The final step consists in counting how many commutators \([\tilde{H}, \tilde{H}]\) and \([\tilde{H}, \tilde{H}]\) appear, given by \( \tau(N) \) in Eq. (24). This leads to the following form of effective Hamiltonian, defined

\[
\mathcal{H}_{\text{eff}}^{(N)} = \frac{\rho(N)}{N} \mathcal{H} + \frac{\sigma(N)}{N} \tilde{\mathcal{H}} + i \frac{T}{2} \tau(N) [\mathcal{H}, \tilde{\mathcal{H}}].
\]

Using the fact that the commutator is \([\mathcal{H}, \tilde{\mathcal{H}}] = -(\frac{2\pi}{N}) \frac{1}{2} (L_1 - L_{-1})\), the stroboscopic Hamiltonian can be rewritten as

\[
\mathcal{H}_{\text{eff}}^{(N)} = \frac{2\pi}{L} \left[ \left( \frac{\rho(N)}{N} + \frac{\sigma(N)}{N} \right) L_1 + \left( -\frac{\sigma(N)}{2N} + i \frac{N}{2L} \tau(N) \right) L_1 \right] + \left( -\frac{\sigma(N)}{2N} + \frac{N}{2L} \tau(N) \right) L_{-1}.
\]

Note that this Hamiltonian is still a linear combination of the generators of \( \text{SL}(2, \mathbb{R}) \). It can then be written in the form \( \mathcal{H}_{\text{eff}} = \int_0^L dx f_N(x) \tilde{I}_{00}(x) \), with the effective deformation given by

\[
f_N(x) = \frac{\rho(N)}{N} + \frac{\sigma(N)}{N} - \frac{\sigma(N)}{N} \cos \left( \frac{2\pi x}{L} \right) + \frac{\pi \tau(N)}{N} \sin \left( \frac{2\pi x}{L} \right).
\]

The effective deformation \( f_N(x) \) is explicitly plotted for several values of \( N \) on Fig. 7.

We are also interested in the late time behavior of the coefficients \( \rho \) \( \sigma \) and \( \tau \). At the step \( N = F_{n+1} \), the coefficients are found to scale as

\[
\rho(N) \sim \Phi^a, \quad \sigma(N) \sim \Phi^{a+1}, \quad \tau(N) \sim \Phi^{a+1}.
\]
where $\epsilon \in [-\frac{1}{\Phi}, 1 - \frac{1}{\Phi}]$. Therefore one can find that the quadratic Casimir invariant of $SL(2, \mathbb{R})$ will scale as
\[
c^{(2)}(N) = \frac{1}{N^2} \left[ \rho(N) + \sigma(N)^2 - \sigma(N)^2 - \left( \frac{\pi T}{L} \right)^2 \right]
\approx \Phi^{2n} \left( 1 + 2 \Phi^{-1} - \left( \frac{\pi T}{L} \right)^2 \right)^2 \phi^2. \tag{C6}
\]
To check whether or not this invariant could take negative values, we look at the lower bound $|\epsilon_{\text{min}}| = \frac{1}{\Phi}$, to conclude that the quadratic Casimir is negative at long times if
\[
\frac{T}{L} > \frac{\sqrt{1 + 2 \Phi^{-1}}}{\pi} \approx 0.47. \tag{C7}
\]
Therefore the Casimir invariant at long times has to be positive in the approximation $T \ll L$, meaning that within this approximation heating should not occur at long times. From the Fibonacci trace map point of view, heating would actually occur when the orbit escapes, but that will happen after times which are not physically relevant, and not captured by this first-order expansion.

**APPENDIX D: MÖBIUS QUASIPERIODIC DRIVE**

In this section we propose to study a whole family of Fibonacci quasiperiodic drives alternating between the uniform Hamiltonian $\mathcal{H}$ and the so-called Möbius Hamiltonian $\mathcal{H}_{\text{Mob}}(\theta)$, introduced initially as a regularization of the SSD Hamiltonian, and defined as
\[
\mathcal{H}_{\text{Mob}}(\theta) = L_0 - \frac{\tanh(2\theta)}{2} (L_1 + L_{-1}) + L_0
- \frac{\tanh(2\theta)}{2} (L_1 + L_{-1}). \tag{D1}
\]
This Hamiltonian interpolates between the uniform Hamiltonian, $\mathcal{H} = \mathcal{H}_{\text{Mob}}(0)$, and the SSD Hamiltonian, $\mathcal{H} = \lim_{\theta \to \infty} \mathcal{H}_{\text{Mob}}(\theta)$. It can be seen as a deformed Hamiltonian of the form of Eq. (1), with $f(x) = 1 - \tanh(2\theta) \cos \left( \frac{\pi x}{L} \right)$. Just as for the SSD Hamiltonian, the time evolution with the Möbius is encoded in a conformal transformation which is a Möbius transformation. Such a transformation is explicitly given by [41]
\[
\tilde{z}_0(z) = \left[ (1 - \lambda \cosh(2\theta)) - (\lambda + 1) \right] z + (\lambda - 1) \sinh(2\theta)
(1 - \lambda) \sinh(2\theta) z + [(\lambda - 1) \cosh(2\theta) - (\lambda + 1)], \tag{D2}
\]
where $\lambda = e^{\frac{x_{\text{min}}}{L}}$. In the limit $\theta \to \infty$, this Möbius transformation reduces to Eq. (4). In particular, it can be normalized by multiplying the associated matrix by a factor of $\frac{1}{\lambda^{1/2}}$.

In the case of finite $\theta$, the dynamics with such a Hamiltonian is periodic with period $L \cosh(2\theta)$, and the associated quadratic invariant $c^{(2)}(\theta) = 1 - \tanh(2\theta)^2$ is strictly positive, implying that the spectrum of such Hamiltonian is discrete and scales as $[L \cosh(2\theta)]^{-1}$. In the limit $\theta \to \infty$ the period tends to infinity, the invariant goes to 0, and the spectrum is continuous, corresponding to the SSD limit.

We can then study the dynamics of the Fibonacci quasiperiodic drive alternating quasiperiodically between $\mathcal{H}$ and $\mathcal{H}_{\text{Mob}}(\theta)$ using the same strategy as presented in Sec. III, replacing Eq. (4) by Eq. (D2), and understand if the features present in the case of the SSD quasiperiodic drive still survive in this case. The resulting phase diagrams for a few choices of $\theta$ are shown in Fig. 8. We observe that the phase diagrams are periodic both in $T/L$ as well as $\tilde{T}/L$ directions, in contrast with the SSD quasiperiodic drive which is only periodic in the $T/L$ directions, as the periodicity induced by the SSD Hamiltonian is infinite, which is recovered by taking the limit $\theta \to \infty$. These phase diagrams also display an emergent fractal structure where the Lyapunov exponent takes arbitrary small values. The Möbius deformations remain within the $SL(2, \mathbb{C})$ subalgebra of the Virasoro algebra for arbitrary $\theta$, and further study is needed to determine whether such a fractal structure can be obtained for any general spatial deformation $f(x)$ of the Hamiltonian density, for which we cannot rely on the Fibonacci trace map, inherent to the $SL(2, \mathbb{C})$ structure of the problem. We also note that one can compute the invariant of the Fibonacci trace map associated,
which is
\[ I = \sin^2\left(\frac{\pi T}{L}\right) \sin^2\left(\frac{\pi F}{L} \text{sech}(2\theta)\right) \sinh(2\theta)^2. \]  
(D3)

It is straightforward to verify that in the SSD limit one recovers the invariant (18). Once again the invariant is positive for any choice of driving parameters, and therefore the set of bounded orbits under the Fibonacci trace map still forms a fractal set, which will get denser as \( \theta \to 0 \). We note that the explicit mapping to the Fibonacci quasicrystal, given by Eq. (21) for the SSD quasiperiodic drive, cannot be explicitly found in the case of finite \( \theta \).
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