Dynamic LLR scheme based on EM algorithm for LDPC decoding in NAND flash memory
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Abstract: A dynamic log-likelihood ratio (DLLR) scheme based on expectation-maximization (EM) algorithm for the decoding of low-density parity-check (LDPC) codes in NAND flash memory is proposed. When LDPC soft decoding fails, the DLLR scheme employs the EM algorithm to estimate the parameters of the threshold voltage distribution of NAND flash memory, and then recalculates the LLR values for decoding. Simulation results show that the proposed scheme can significantly improve the error correcting performance of LDPC soft decoding in NAND flash memory.
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1 Introduction

In order to increase the NAND flash storage capacity and lower the cost per gigabyte, multi-level cell (MLC) and triple-level cell (TLC) technology have been employed by the industry and become mainstream. Due to various inevitable reliability issues caused by these technologies, the threshold voltage distribution of NAND flash memory may overlap seriously, leading to error occurrence in read operation [1]. NAND flash memory relies on advanced signal processing and error correcting code (ECC) to overcome the high bit error rate (BER) problem. However, the conventional Bose–Chaudhuri–Hocquenghem (BCH) code has been increasingly inadequate [2]. In order to ensure the integrity of data stored in NAND flash memory, more powerful ECC, such as the LDPC code with soft-decision decoding algorithms, is considered to be the promising candidates [3, 4].

LDPC decoding algorithm demands LLR values as soft information in the decoding process. The accuracy of LLR values seriously affects the performance of LDPC decoding. However, obtaining LLR values needs to know the threshold voltage distribution of NAND flash memory, which is affected by various reliability mechanisms. If we use a series of fixed LLR values during the entire lifespan of NAND flash memory, the performance of LDPC decoding will be
greatly reduced. An effective method to mitigate this effect is dynamically updating the LLR values when LDPC soft decoding fails.

In this letter, we propose a scheme for dynamically updating the LLR values based on the EM algorithm [5, 6]. We introduce the EM algorithm to find the parameters of the threshold voltage distribution of MLC NAND flash memory by performing the multiple reads operation with distinct read voltages, and the distribution is modeled as a Gaussian mixture model (GMM) [7] with four components. LLR values are calculated according to the estimated parameters. Simulation results show that the LDPC soft decoding algorithm with the DLLR scheme significantly outperforms the decoding algorithm with fixed LLR values.

2 EM algorithm for MLC NAND flash memory

The EM algorithm is an elegant and powerful method in maximum likelihood estimation problems with latent variables involving incomplete data. In order to apply the EM algorithm to MLC NAND Flash memory, read retry feature [8] should be supported by NAND flash memory chips. Consider the threshold voltage distribution of MLC NAND flash memory shown in Fig. 1. The threshold voltage distribution is affected by the program/erase (P/E) cycling endurance [8], and our task is to estimate the parameters of this distribution by the EM algorithm and then update the LLR values for LDPC soft decoding. We first conduct multiple reads operation with $Q$ distinct read voltages, labeled as $V_1$ to $V_Q$. Then these read voltages can divide the threshold voltage range into $Q+1$ bins, labeled as $Bin_1$ to $Bin_{Q+1}$. Let $N_{Bj}$ denote the number of cells within a NAND flash memory page whose threshold voltage falls into $Bin_j$ (for $j=1, 2, \ldots, Q+1$), and assume that the size of a flash memory page is $N$, we have

$$N = \sum_{j=1}^{Q+1} N_{Bj}. \quad (1)$$

**Fig. 1.** Obtaining the data for the EM algorithm by conducting the multiple reads operation.
We can arbitrarily select a voltage value in each bin as the threshold voltage $V_{\text{th}}$ of all cells belong to the bin. In this work, we choose the middle value of two adjacent read voltages as the threshold voltage of the corresponding bin. For $\text{Bin}_1$ and $\text{Bin}_{Q+1}$, we choose $V_1$ and $V_Q$ as their threshold voltages, respectively. Let $V_{\text{Bj}}$ denote the threshold voltage of $\text{Bin}_j$, then $V_{\text{Bj}}$ can be expressed as:

$$V_{\text{Bj}} = \begin{cases} V_j, & j = 1 \\ \frac{V_{j-1} + V_j}{2}, & j = 2, 3, ..., Q \\ V_Q, & j = Q + 1 \end{cases}$$ (2)

Through the above method, we can acquire $Q+1$ pairs of data that can be represented as $(V_{\text{Bj}}, N_{\text{Bj}})$. These data can be used to estimate the means and standard deviations of the GMM in NAND flash memory by the EM algorithm.

The EM algorithm is an iterative algorithm, each iteration includes two computational processes, called the E-step and the M-step [6]. Each memory cell has its own threshold voltage, $N$ cells form a data set, denoted by $S = \{v_1, \ldots, v_N\}$, where $v_i$ is the threshold voltage of $i$th cell in a page. At the E-step, we use $\beta_k(v_i)$ (for $i = 1, 2, \ldots, N$) to denote the posterior probability $p(k|v_i)$ that data $i$ belong to $k$th component of GMM, and assume that $v_i \in \text{Bin}_j$, we can obtain

$$\beta_k(v_i) = \frac{\pi_k N(v_i; \mu_k, \sigma_k)}{\sum_{m=1}^{4} \pi_m N(v_i; \mu_m, \sigma_m)} = \frac{\pi_k N(V_{\text{Bj}}; \mu_k, \sigma_k)}{\sum_{m=1}^{4} \pi_m N(V_{\text{Bj}}; \mu_m, \sigma_m)} = \beta_k(V_{\text{Bj}}),$$ (3)

where $N(V_{\text{Bj}}; \mu_k, \sigma_k)$ represents the Gaussian function with mean $\mu_k$ and standard deviation $\sigma_k$, $\pi_m$ is called mixing probability, and must satisfy

$$0 \leq \pi_m \leq 1, \text{ and } \sum_{m=1}^{4} \pi_m = 1.$$ (4)

At the M-step, using (1) and $(V_{\text{Bj}}, N_{\text{Bj}})$, the estimated mean $\bar{\mu}_k$, standard deviation $\bar{\sigma}_k$ and mixing probability $\bar{\pi}_k$ of the $k$th component of the mixture model can be re-estimated as:

$$\bar{\mu}_k = \frac{\sum_{i=1}^{N} \beta_k(v_i)v_i}{\sum_{i=1}^{N} \beta_k(v_i)} = \frac{\sum_{j=1}^{Q+1} N_{\text{Bj}} \beta_k(V_{\text{Bj}}) V_{\text{Bj}}}{\sum_{j=1}^{Q+1} N_{\text{Bj}} \beta_k(V_{\text{Bj}})},$$ (5)

$$\bar{\sigma}_k^2 = \frac{\sum_{i=1}^{N} \beta_k(v_i)(v_i - \bar{\mu}_k)^2}{\sum_{i=1}^{N} \beta_k(v_i)} = \frac{\sum_{j=1}^{Q+1} N_{\text{Bj}} \beta_k(V_{\text{Bj}})(V_{\text{Bj}} - \bar{\mu}_k)^2}{\sum_{j=1}^{Q+1} N_{\text{Bj}} \beta_k(V_{\text{Bj}})},$$ (6)

$$\bar{\pi}_k = \frac{1}{N} \sum_{i=1}^{N} \beta_k(v_i) = \frac{1}{N} \sum_{j=1}^{Q+1} N_{\text{Bj}} \beta_k(V_{\text{Bj}}).$$ (7)

The EM algorithm checks for convergence in each iteration by evaluating the log-
likelihood function, the log-likelihood function can be represented as:

$$
\log p(S | \Theta) = \sum_{j=1}^{Q} \log \sum_{m=1}^{4} p_m N(v_j; \mu_m, \sigma_m)
= \sum_{j=1}^{Q} N_{B_j} \log \sum_{m=1}^{4} p_m N(V_{B_j}; \mu_m, \sigma_m),
$$

where $\Theta = \{\pi_1, ..., \pi_4, \mu_1, ..., \mu_4, \sigma_1, ..., \sigma_4\}$ is the estimated parameter set of the GMM model with four components. The E-step and the M-step of the EM algorithm are guaranteed to increase the log-likelihood function. When the variation of the log-likelihood function falls below a certain value, it can be considered that the EM algorithm is convergent [6]. The proposed EM algorithm for MLC NAND flash memory is listed as Algorithm 1.

**Algorithm 1 Proposed EM Algorithm**

**Input:** $l_{\text{max}}$: maximum iteration  
$\Theta = \{\pi_1, ..., \pi_4, \mu_1, ..., \mu_4, \sigma_1, ..., \sigma_4\}$: initial parameter set

**Output:** $\hat{\Theta} = \{\hat{\pi}_1, ..., \hat{\pi}_4, \hat{\mu}_1, ..., \hat{\mu}_4, \hat{\sigma}_1, ..., \hat{\sigma}_4\}$: estimated parameter set

1: calculate the initial value of the log-likelihood function using $\Theta$
2: for $i=1$ to $l_{\text{max}}$ do
3: Evaluate $\beta_k(V_{B_j})$ using the current parameter set
4: Re-estimate $\hat{\mu}_k, \hat{\sigma}_k^2$ and $\hat{\pi}_k$ using $\beta_k(V_{B_j})$
5: Evaluate the log-likelihood function using $\hat{\Theta}$
6: if convergence criterion is satisfied then
7: get $\hat{\Theta}$ and go to the end
8: else
9: $i=i+1$
10: go to line 3;
11: end if
end for

### 3 LLR calculation

Before employing the LDPC decoding algorithm, we need to obtain the soft decision data [9] by performing the multiple reads operation and other logical operations. These data that imply probabilistic information will be converted into the corresponding LLR value for LDPC decoding using the estimated parameters. After updating the LLR value, these new values will be used for LDPC decoding until the next update.

3.1 Obtaining soft decision data

In order to support LDPC decoding, NAND Flash need to generate the soft decision data that indicates the probability of ‘0’ or ‘1’. Fig. 2 shows an example of obtaining the soft decision data in MLC NAND Flash memory. By performing fourteen times read operations with distinct read voltages and XNOR operations, we can obtain 3-bit soft decision data for least significant bit (LSB) of MLC NAND Flash memory. First we perform the read operation with two read voltages (red dashed lines) to obtain two output, then using the XNOR operation, we can obtain the 1st bit of the soft decision data, which indicated the sign of the LLR.
Similarly, we can obtain the 2nd bit and 3rd bit of the soft decision data by more read voltages. Fourteen read voltages divide the threshold voltage range into fifteen intervals, and there are eight possible cases of the soft decision data output, each case implies a LLR value. For most significant bit (MSB), seven times read operations are needed to obtain the 3-bit soft decision data.

3.2 Calculating the LLR value using the estimated parameters
After obtaining soft decision data output, the next step is translating the information into LLR values for LDPC decoding. We can arbitrarily select a voltage value in each intervals, and then calculate the LLR value of the corresponding soft decision data using this voltage and the estimated parameters. Let \( c \) denote the symbol taking on values in the set \{0, 1\}, representing the information stored in a NAND Flash memory cell. And we assume \( P(c=0)=P(c=1)=0.5 \). Let \( y \) denote the threshold voltage of a cell with symbol \( c \). According the definition, LLR of the cell can be written as

\[
LLR(y) = \log \frac{P(y | c = 0)}{P(y | c = 1)}
\]

(9)

Considering the case of SLC NAND flash memory, there are two possible states in a cell, erase state and program state. The threshold voltage distribution of each state is modeled as Gaussian distribution. For the case of \( c=1 \), \( y \sim N(\mu_E, \sigma_E^2) \), otherwise, \( y \sim N(\mu_P, \sigma_P^2) \), where \( N \) denotes the Gaussian distribution, \( \mu_E \) and \( \sigma_E^2 \)
are the mean and variance of the erase state, $\mu_p$ and $\sigma_p^2$ are the mean and variance of the program state. We can rewritten (9) as

$$LLR(y) = \left( \frac{1}{2\sigma_p^2} - \frac{1}{2\sigma_p^2} \right) y^2 + \left( \frac{\mu_p - \mu_E}{\sigma_p^2} \right) y + \left( \frac{\mu_p^2 - \mu_E^2}{2\sigma_p^2} + \log \sigma_p + \log \sigma_p \right).$$  \hspace{1cm} (10)

If $\sigma_E = \sigma_p = \sigma$, (10) can be simplified as

$$LLR(y) = \frac{\mu_p - \mu_E}{\sigma^2} y + \frac{\mu_p - \mu_E}{2\sigma^2}.$$  \hspace{1cm} (11)

For MLC NAND flash memory, we can still compute the LLR value using (10) or (11), and the difference is that we need to use the estimated parameters of the corresponding states of MLC NAND flash memory.

## 4 DLLR scheme based on the EM algorithm

Fig. 3 shows the entire DLLR scheme based on the EM algorithm for LDPC soft decoding in NAND flash memory. In the early stage of flash memory lifespan, the threshold voltage distribution is relatively ideal, and LDPC hard decoding algorithm is enough to guarantee low BER. Along with the increase of the number of P/E cycles, BER will also increase, we need to conduct LDPC soft decoding algorithm to mitigate this impact. However, when LDPC soft decoding algorithm fails, the DLLR scheme based on the EM algorithm begins to work, and restarts LDPC soft decoding algorithm. One way to determine the failure of decoding is to set a threshold for BER, when the BER is higher than the threshold, the decoding is deemed to have failed. In this work, we think that the decoding fails as long as the output of the decoding is different from the transmitted data.

![Fig. 3. The entire DLLR scheme.](image)

## 5 Simulation results

We construct an (8704, 8192) 1KB quasi-cyclic (QC) LDPC code with code rate of 0.94 by circulant permutation matrix (CPM) [10]. According to the P/E cycling model proposed in [8], the data samples are generated by simulated MLC NAND
flash memory model. We adopt layered offset min-sum algorithm [11] for simulation, and the number of decoding iterations is set to 5. Fig. 4 shows the BER performance of the LDPC code with and without the proposed DLLR scheme, and \( Q \) is set to 23. The ‘2-bit soft’ and ‘3-bit soft’ case adopt the LDPC soft decoding algorithm with 2-bit and 3-bit soft decision data. We observe that increasing the number of quantization levels of the LLR values can significantly improve the error correcting performance. When the number of P/E cycles exceeds 30K, the 2-bit soft decoding algorithm with DLLR scheme can gain lower BER than the 3-bit case with fixed LLR values. What’s more, the LDPC soft decoding algorithm with 3-bit DLLR scheme achieves the best error correcting performance and the BER is \( 6 \times 10^{-8} \) when the number of P/E cycles is 20K, while that of 3-bit fixed LLR case is \( 3.7 \times 10^{-7} \).

![Fig. 4. The BER of MLC NAND flash memory varies with the number of P/E cycles.](image)

### 6 Conclusion

In this letter, we propose a DLLR scheme based on the EM algorithm to improve the error correcting performance of LDPC soft decoding algorithm in NAND flash memory. Our scheme does not need to know the initial threshold voltage distribution of flash memory in advance, and the improved EM algorithm does not require iterative computation. Simulation results have demonstrated that our DLLR scheme can accurately update the LLR values for LDPC soft decoding. Therefore, the proposed scheme is a good solution to reduce the BER of NAND flash memory.
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