HARISH-CHANDRA BIMODULES OF FINITE K-TYPE IN DELIGNE CATEGORIES

ALEXANDRA UTIRALOVA
WITH AN APPENDIX BY SERINA HU AND ALEXANDRA UTIRALOVA

Abstract. We continue the study of Harish-Chandra bimodules in the setting of the Deligne categories $\text{Rep}(G_t)$, that we started in [17]. In this work we construct a family of Harish-Chandra bimodules that generalize simple finite dimensional bimodules in the classical case. It turns out that they have finite $K$-type, which is a non-vacuous condition for the Harish-Chandra bimodules in $\text{Rep}(G_t)$. The full classification of (simple) finite $K$-type bimodules is yet unknown.

This construction also yields some examples of central characters $\chi$ of the universal enveloping algebra $U(g_t)$ for which the quotient $U_\chi$ is not simple, and, thereby, it allows us to partially solve Problem 3.23 posed in [10].

Contents

1. Introduction
   1.1. Deligne categories
   1.2. Harish-Chandra bimodules
   1.3. Categorical $\mathfrak{sl}_2$-action
   1.4. Structure of the paper
   Acknowledgements

2. Main definitions
   2.1. The ultraproduct construction
   2.2. The simple objects
   2.3. The universal enveloping algebra
   2.4. Harish-Chandra bimodules

3. Filtered ultraproducts
   3.1. Definitions and notations
   3.2. Some technical lemmas

4. Finite dimensional Harish-Chandra bimodules
   4.1. Classical case and multiplicities
   4.2. Constructing the bimodules $\text{Hom}(\mu, \lambda)$

5. Exponential central characters
   5.1. Definitions and notations
   5.2. Computation of central characters

6. Spherical bimodules
   6.1. Annihilators of finite-dimensional representations
   6.2. The bimodules $\text{Ann}(\lambda)$

7. Categorical action of $\mathfrak{sl}_2$
   7.1. Basic definitions
   7.2. Categorical type $A$ action on Harish-Chandra bimodules
   7.3. A more general construction

8. Appendix by Serina Hu and Alexandra Utiralova
   8.1. Finite dimensional bimodules
   8.2. Central characters
   8.3. Spherical bimodules

References
1. Introduction

In this work we provide a construction of a family of Harish-Chandra bimodules in the setting of Deligne categories $\text{Rep}(G_t)$, that generalize simple finite dimensional bimodules $\text{Hom}_\mathbb{C}(V_\mu, V_\lambda)$ in the classical case.

1.1. Deligne categories. The Deligne categories are the interpolation of the categories of representations of classical groups (e.g. general linear group $GL_n$, orthogonal group $O_n$, symplectic group $Sp_{2n}$, symmetric group $S_n$) to complex rank, i.e. to non-integer values of $n$. They were first introduced as an example in the paper by Deligne and Milne [7], where the category $\text{Rep}(GL_t)$ for $t$ not necessarily integer was defined. In his later papers Deligne also introduced the categories $\text{Rep}(O_t)$, $\text{Rep}(Sp_{2t})$ and $\text{Rep}(S_t)$, interpolating the categories of representations of the groups $O_n, Sp_{2n}$ and $S_n$ correspondingly, and also suggested the ultraproduct realization of these categories [1, 6]. We give the definition of the categories $\text{Rep}(G_t)$ for $G = GL, O, Sp$ in Section 2, we will not work with the categories $\text{Rep}(S_t)$ in this paper.

The Deligne categories provide means to study the stable behavior of representation theoretic constructions for classical groups $GL_n, O_n, Sp_{2n}$ as $n$ goes to infinity. In particular, one can transfer many classical notions and constructions to the complex rank and try to prove some analogues of classical theorems. This direction of study of the Deligne categories was suggested by Pavel Etingof in [9] and [10].

1.2. Harish-Chandra bimodules. In this work we continue our study of Harish-Chandra bimodules in $\text{Rep}(G_t)$ started in [17].

Let $\mathfrak{g}_t$ be the Lie algebra in $\text{Rep}(G_t)$ defined in Subsection 2.3, it acts naturally on objects of $\text{Rep}(G_t)$ (see Definition 2.11). Let $\mathfrak{g}_t^{\text{diag}} \subset \mathfrak{g}_t \oplus \mathfrak{g}_t^{\text{op}}$ denote the diagonal copy of $\mathfrak{g}_t$. Let $U(\mathfrak{g}_t)$ be the universal enveloping algebra of $\mathfrak{g}_t$ (see 2.12).

Harish-Chandra bimodules for $G_t$ were defined in [10] as follows. A $(\mathfrak{g}_t, \mathfrak{g}_t)$-bimodule $M \in \text{Ind}(\text{Rep}(G_t))$ is a Harish-Chandra bimodule if it is finitely generated (that is to say, it is a quotient of $U(\mathfrak{g}_t) \otimes U(\mathfrak{g}_t^{\text{op}}) \otimes X$ for some $X \in \text{Rep}(G_t)$), the action of $\mathfrak{g}_t^{\text{diag}}$ on $M$ coincides with the natural action of $\mathfrak{g}_t$ and both copies of $Z(U(\mathfrak{g}_t))$ act finitely on $M$. For more details see Definition 2.14.

We say that a Harish-Chandra bimodule $M$ has finite $K$-type if for any simple object $X \in \text{Rep}(G_t)$ the multiplicity

$$\dim \text{Hom}_{\mathfrak{g}_t}(X, M|_{\mathfrak{g}_t^{\text{diag}}})$$

is finite.

Every classical Harish-Chandra bimodule has finite $K$-type (see [1], Proposition 5.3). However, in complex rank the situation is drastically different. It turns out that the finite $K$-type condition doesn’t hold even for one of the easiest examples of Harish-Chandra bimodules, the quotient of $U(\mathfrak{g}_t)$ by the kernel of some central character $\chi$, which we denote by $U_\chi$ (see Example 2.16).

In this paper we construct a family of finite $K$-type Harish-Chandra bimodules $\text{Hom}(\mu, \lambda)$ interpolating the finite-dimensional bimodules $\text{Hom}_\mathbb{C}(V_\mu, V_\lambda)$ (see Section 3 and Appendix).

When we put $\mu = \lambda$, the resulting bimodule $\text{End}(\lambda)$ is a quotient of $U_\chi$ for some central character $\chi$ computed in Section 4. This allows us to construct a family of central characters $\chi$ such that $U_\chi$ is not a simple algebra, and thus, partially answer Problem 3.23 posed in [10].

1.3. Categorical $\mathfrak{sl}_2$-action. Following the work of Inna Entova-Aizenbud [8], in which she introduced the categorical action of $\mathfrak{sl}_2$ on the Deligne category $\text{Rep}(GL_t)$, we define two commuting categorical type $A$ actions on the category of Harish-Chandra bimodules $HC(\mathfrak{gl}_t)$.

Let $\mathcal{C}$ be some rigid symmetric monoidal category and $V \in \text{ob } \mathcal{C}$. As defined in Section 6.2 in [8], the category $\text{Rep}_C(\mathfrak{gl}(V))$ of objects in $\mathcal{C}$ with the action of $\mathfrak{gl}(V) = V \otimes V^*$ enjoys the categorical type $A$ action given by the following data:

- a pair $\text{ob}$ biadjoint functors $(E, F)$, where $F = V \otimes (-), E = V^* \otimes (-)$;
- an operator $x \in \text{End}(F)$, where $x_M \in \text{End}_C(V \otimes M) \cong \text{Hom}_C(V \otimes V^* \otimes M, M)$ is given by the action map $\mathfrak{gl}_t \otimes M \to M$ for every $M \in \text{ob } \mathcal{C}$;
- an operator $\tau = \sigma_{-,-} \otimes 1 \in \text{End}(F^2)$, where $\sigma_{-,-}$ is the symmetric braiding in $\mathcal{C}$.

Bimodules over $\mathfrak{gl}_t$ enjoy two commuting (left and right) actions of $\mathfrak{gl}(V) = \mathfrak{gl}_t$, which produce two commuting categorical type $A$ actions on the category of Harish-Chandra bimodules.

In Section 6 we consider the left action on the subcategory $HC_\mu$ generated (in a suitable sense) by simple bimodules $\text{Hom}(\mu, \lambda)$ with a fixed $\mu$. We show that it induces commuting actions of multiple copies of $\mathfrak{sl}_2$ (the number of copies $m$ depends on $\mu$) on the complexified Grothendieck group $\mathbb{C} \otimes G(HC_\mu)$. Theorems 6.9 and 6.12 provide a description of $\mathbb{C} \otimes Gr(HC_\mu)$ as a module over $(\mathfrak{sl}_2)^{\otimes m}$. 
1.4. Structure of the paper. This paper is structured as follows:

- In Section 2 we give the definitions of the Deligne categories $\text{Rep}(G_t)$, ultraproduct construction for them, universal enveloping algebra $U(\mathfrak{g}_t)$, its central characters, and Harish-Chandra bimodules.
- In Section 3 we prove a couple of technical lemmas allowing us to construct objects in $\text{Ind Rep}(G_t)$ by taking ultraproducts of classical objects.
- In Section 4 we study the stable behavior of finite dimensional Harish-Chandra bimodules $\text{Hom}_k(V_\mu, V_\lambda)$ and construct the bimodules $\text{Hom}(\mu, \lambda) \in \text{Ind Rep}(G_t)$.
- In Section 5 we compute the central characters with which $\text{Hom}(\mu, \lambda)$ acts on the bimodules $\text{Hom}(\mu, \lambda)$.
- In Section 6 we construct nontrivial ideals in $U_\lambda$ and provide a different construction of the bimodules $\text{End}(\lambda)$.
- In Section 7 we introduce a categorical $\mathfrak{sl}_2$-action on the subcategory of bimodules of the form $\text{Hom}(\mu, \lambda)$.
- In the Appendix (written jointly with Serina Hu) we generalize the above constructions to the categories $\text{Rep}(O_t)$ and $\text{Rep}(Sp_t)$.

Remark. In Sections 2 - 7 we work with the category $\text{Rep}(GL_t)$.
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2. Main definitions

First, let us fix some notations. From now on let $k := \overline{\mathbb{Q}}$.

We will give a rather brief description of the Deligne categories below. For a more detailed explanation we refer the reader to the paper by Pavel Etingof [10].

Definition 2.1. The Deligne category $\text{Rep}(GL_t)$ is the Karoubian envelope of the rigid symmetric $\mathbb{C}$-linear tensor category generated by a single object $V$ (with dual $V^*$) of dimension $t \in \mathbb{C}$, such that for all $m \geq 1$ we have $\text{End}(V^\otimes m) = \mathbb{C}[S_m]$, where the symmetric group $S_m$ acts on $V^\otimes m$ by permuting the tensor factors; and $\text{Hom}(V^\otimes m, V^\otimes l) = 0$ when $m \neq l$.

Definition 2.2. The Deligne category $\text{Rep}(O_t)$ (resp. $\text{Rep}(Sp_t)$) is the Karoubian envelope of the rigid symmetric $\mathbb{C}$-linear tensor category generated by the single self-dual object $V$ of dimension $t$, such that $\text{End}(V^\otimes m)$ is isomorphic to the Brauer algebra $B_n(t)$ for all $m \geq 1$ and the isomorphism $V \rightarrow V^*$ is symmetric (resp. skew-symmetric).

It turns out that for non-integer values of $t$ the categories $\text{Rep}(GL_t)$, $\text{Rep}(O_t)$ and $\text{Rep}(Sp_t)$ are abelian and semisimple (see for example [11], Subsection 9.12).

2.1. The ultraproduct construction. Let $\mathcal{C}_t$ denote $\text{Rep}(GL_t)$, $\text{Rep}(O_t)$ or $\text{Rep}(Sp_t)$. We denote by $G_n$ the group $GL_n, O_{2n+1}, Sp_{2n}$ respectively and let $\mathcal{C}_n$ be the category of representations of $G_n$. We denote by $V^{(n)}$ the defining representation of $G_n$ (it is $n$-dimensional for $GL_n$, $2n$-dimensional for $Sp_{2n}$, and $(2n+1)$-dimensional for $O_{2n+1}$).

We will now state the result showing that $\mathcal{C}_t$ can be constructed as a subcategory in the ultraproduct of the categories $\mathcal{C}_n$. For more details on the ultraproducts and ultraproducts see [13] or [16]. A very detailed and nice explanation of the following construction can be found in [14]. The original statement for transcendental $t$ is due to Pierre Deligne [6] (but is left without proof). And the similar statement for all values of $t$ (requiring passing to positive characteristics) was proved in [12] by Nate Harman.

Let $\mathcal{F}$ be a nonprincipal ultrafilter on $\mathbb{N}$. We will fix some isomorphism of fields $\prod_{\mathcal{F}} k \simeq \mathbb{C}$.

Theorem 2.3. [6] The category $\mathcal{C}_t$ is equivalent to the full subcategory $\tilde{\mathcal{C}}$ in $\prod_{\mathcal{F}} \mathcal{C}_n$ generated by $\tilde{V} = \prod_{\mathcal{F}} V^{(n)}$ under the operations of taking duals, tensor products, direct sums, and direct summands, if $t$ is the image of $\prod_{\mathcal{F}} n$ under the isomorphism $\prod_{\mathcal{F}} k \simeq \mathbb{C}$. This equivalence is an equivalence of symmetric tensor categories over $\mathbb{C}$ and it sends $V$ to $\tilde{V}$.

Proof. See, for example, Theorem 2.3. in [17] for the proof.

Remark 2.4. Note that in the case of $O_t$, one could take the ultraproduct exclusively over even $n$ or over odd $n$, which would produce equivalent categories after a sufficient choice of $k$-linear automorphism of $\prod_{\mathcal{F}} k$ sending $\prod_{\mathcal{F}} 2n$ to $\prod_{\mathcal{F}} (2n+1)$. 

Remark 2.5. Clearly, one can only obtain transcendental numbers \( t \) as the image of \( \prod_x n \) (or \( \prod_x 2n \)). To get this construction for algebraic \( t \), one would need to consider the representations of \( G_n \) over some fields of positive characteristic \([12]\).

However, applying automorphisms of \( \mathbb{C} \) over \( \mathbb{K} \), one can show that any transcendental \( t \) can be obtained in this manner.

So, from now on we assume for simplicity that \( t \) is non-algebraic. We expect, however, that similar results hold for all non-integer values of \( t \).

2.2. The simple objects. In this subsection we give a description of simple objects in \( C_t \), which coincide with indecomposable objects, as \( t \) is assumed to be non-algebraic (thus, \( C_t \) is semisimple). See [10], subsections 2.5 and 2.6 for a reference.

Let \( P_n \) denote the set of partitions of \( n \). Let \( P = \bigcup P_n \). For \( \lambda \in P \) let \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k \geq \ldots \) denote its parts and let \( \ell(\lambda) = \max(i \mid \lambda_i \neq 0) \) be the length of \( \lambda \). For any \( i > \ell(\lambda) \) we put \( \lambda_i = 0 \). We will also use the notation \( |\lambda| \) for the number \( n \) such that \( \lambda \in P_n \).

Let \( \rho \) denote the half-sum of all positive roots in the root system \( X_n \), \( X \in \{A, B, C, D\} \) and let \( W \) denote the corresponding Weyl group. Let \( E_n \) be an \( n \)-dimensional Euclidean vector space with a choice of orthonormal basis \( \{e_i\}_{i=1}^n \). Then we choose the following standard realization of root systems:

\[
A_{n-1} = \{e_i - e_j\}_{i \neq j} \subset E_n,
\]

\[
B_n = \{e_i \pm e_j\}_{i \neq j} \cup \{e_i\}_i \subset E_n,
\]

\[
C_n = \{e_i \pm e_j\}_{i \neq j} \cup \{2e_i\}_i \subset E_n,
\]

\[
D_n = \{e_i \pm e_j\}_{i \neq j} \subset E_n.
\]

Let \( \mathfrak{g}_n \) denote the Lie algebra associated to \( G_n \), and let \( \mathfrak{h}_n \subset \mathfrak{g}_n \) be the Cartan subalgebra. We identify \( E_n \) with \( \mathfrak{h}_n \).

Theorem 2.6. ([10], Subsection 2.5) The simple objects of \( \text{Rep}(GL_t) \) are labeled by the elements of \( P \times P \). Moreover, if we let \( V_\lambda \) be the simple object corresponding to some \( \lambda = (\lambda, \bar{\lambda}) \in P \times P \), then

\[
V_\lambda = \prod_P V_\lambda^{(n)},
\]

where for big enough \( n \) we define \( V_\lambda^{(n)} \) to be the simple \( GL_n \)-module of the highest weight \([\lambda]_n \) with

\[
[\lambda]_n = (\lambda_1, \ldots, \lambda_k, 0, \ldots, 0, -\bar{\lambda}_1, \ldots, -\bar{\lambda}_1) = \sum_{i=1}^n \lambda_i e_i - \sum_{j=1}^n \bar{\lambda}_j e_{n-j+1} \in E_n.
\]

Remark 2.7. We will sometimes abuse the notation and omit the superscript \( (n) \) in \( V_\lambda^{(n)} \).

Theorem 2.8. ([10], Subsection 2.6) The simple objects of \( \text{Rep}(O_t) \) and \( \text{Rep}(Sp_t) \) are labeled by the elements of \( P \). Moreover, if \( V_\lambda \) is the simple object corresponding to some \( \lambda \in P \), we have

\[
V_\lambda = \prod_P V_\lambda^{(n)},
\]

where for big enough \( n \) we define \( V_\lambda^{(n)} \) to be the simple \( O_{2n+1} \)- (or \( Sp_{2n} \)-) module with the highest weight \([\lambda]_n \), with

\[
[\lambda]_n = \sum_{i=1}^n \lambda_i e_i \in E_n.
\]

Note that for big enough \( n \) the weight \([\lambda]_n \) is indeed integral and dominant. Also, \( V_\lambda^{(n)} \) is a well defined irreducible submodule of \( S_\lambda V^{(n)} \) (where \( S_\lambda \) is the Schur functor corresponding to the partition \( \lambda \)).

Remark 2.9. The categories \( \text{Rep}(O_t) \) and \( \text{Rep}(Sp_{t-1}) \) are equivalent as tensor categories and differ only by a change of the commutativity isomorphism. See the remark after Definition 2.10 in [10].
2.3. The universal enveloping algebra.

**Definition 2.10.** We define

\[ g_t = \prod_F g_n, \]

It is a Lie algebra object in the category \( C_t \).

**Definition 2.11.** The Lie algebra \( g_t \) acts on all objects of \( C_t \) (as \( g_n \) acts on objects of \( C_n \)). This action can be extended to the action on ind-objects. We will refer to it as the **natural** action of \( g_t \).

When \( G = GL \) we have

\[ g_t = V \otimes V^* \]
as objects of \( C_t \).

Similarly, we have

\[ s_{\alpha} = \Lambda^2 V, \quad s_{\text{sp}_t} = S^2 V \]
as objects of their corresponding categories.

**Definition 2.12.** We define the universal enveloping algebra \( U(g_t) \in \text{Ind} C_t \) to be the filtered ultraproduct of the universal enveloping algebras \( U(g_n) \) with respect to the Poincaré-Birkhoff-Witt (PBW for short) filtration \( F \). That is

\[ F^k U(g_t) = \prod_F F^k U(g_n) \text{ (**)} \]

and

\[ U(g_t) = \text{colim}_k F^k U(g_t). \text{ (***)} \]

**Notation.** Whenever we have an ind-object \( X \) in \( C_t \) with filtration \( F \) (i.e. \( X = \text{colim}_k F^k X \) with \( F^k X \in C_t \)) and

\[ F^k X = \prod_F X^{(n)}_k, \]

we write

\[ X = \prod_F X^{(n)}, \]

where \( X^{(n)} = \text{colim}_k X^{(n)}_k \in \text{Ind} C_n \), and we put \( F^k X^{(n)} = X^{(n)}_k \). We say \( X \) is the filtered ultraproduct of \( X^{(n)} \) with respect to the filtration \( F \). (See Section 3 for details).

Thus, we have

\[ U(g_t) = \prod_F U(g_n), \]

which is just a short notation for (**) and (**). As in the case of \( g_t \), we have a natural action of \( U(g_t) \) on all objects of \( C_t \).

**Definition 2.13.** Let \( Z(U(g_t)) \) be the center of \( U(g_t) \). That is, for every \( k \) we define \( F^k Z(U(g_t)) \subset F^k U(g_t) \) to be the maximal subobject \( Z_k \), such that for any other subobject \( X \subset U(g_t) \) the commutator morphism \( (m - m \circ \tau) \) restricted to \( X \otimes Z_k \) is zero (here \( m \) denotes the multiplication map \( U(g_t) \otimes U(g_t) \to U(g_t) \) and \( \tau \) is the braiding morphism for \( U(g_t) \otimes U(g_t) \)). We put \( Z(U(g_t)) = \text{colim}_k F^k Z(U(g_t)) \). It is naturally a filtered subalgebra of \( U(g_t) \).

Since \( U(g_t) \) is generated by \( g_t \), we have \( Z(U(g_t)) = \text{Hom}_{g_t}(\mathbb{1}, U(g_t)_{\text{ad}}) = \text{Hom}_{\text{Ind} C_t}(\mathbb{1}, U(g_t)) \) (where \( \mathbb{1} \) denotes the unit object and we consider \( U(g_t) \) as a \( g_t \)-module via the adjoint action), so it is an algebra over \( C \) (that is, it is an algebra in the category of vector spaces, which we consider as a full tensor subcategory of \( C_t \) generated by \( \mathbb{1} \)). The embedding of \( Z(U(g_t)) \) into \( U(g_t) \), then coincides with the natural map \( \mathbb{1} \otimes \text{Hom}_{\text{Ind} C_t}(\mathbb{1}, U) \to U \) for \( U = U(g_t) \). We have

\[ Z(U(g_t)) = \prod_F Z(U(g_n)). \]

For any \( n \) we have the Harish-Chandra isomorphism

\[ Z(U(g_n)) \cong k[h^*_t]^W, \]

with the induced filtration by the degree of \( W \)-invariant polynomials. By the Chevalley–Shephard–Todd theorem, the ring of invariants is a polynomial ring. Let us consider two cases:
Case 1 ($G_n = GL_n$).

In this case we have $W = S_n$ and $Z(U(\mathfrak{g}_n))$ is isomorphic to the ring of symmetric polynomials in $n$ variables. It is generated by the power sum polynomials $p_k = \sum x_i^k$, which on the left hand side correspond to some central elements $C_k$, such that for any weight $\nu \in \mathfrak{h}_n^*$ and the corresponding irreducible $\mathfrak{g}_n$-module $L(\nu)$ with the highest weight $\nu$ we have

$$C_k|_{L(\nu)} = \sum_{i=1}^n ((\nu_i + \rho_i)^k - \rho_i^k).$$

(Note that this is just our choice of generators with particular normalization, there are many ways to do that). Now

$$Z(U(\mathfrak{g}_l)) = \prod_F k[C_1, \ldots, C_n] \simeq \mathbb{C}[C_1, C_2, \ldots]$$

- the polynomial algebra with generators $C_k$, $k \in \mathbb{N}$ with deg $C_k = k$.

Case 2 ($G_n = O_{2n+1}$ or $G_n = Sp_{2n}$).

In this case we have $W = (\mathbb{Z}/2\mathbb{Z})^n \rtimes S_n$ and $Z(U(\mathfrak{g}_n))$ is isomorphic to the ring of symmetric polynomials in $n$ variables invariant under multiplying any of these variables by $-1$. That is, it is a polynomial algebra generated by the even power sum polynomials $p_{2k} = \sum x_i^{2k}$. On the left hand side we get central elements $C_{2k}$, such that for any weight $\nu \in E_n$ and the corresponding irreducible $\mathfrak{g}_n$-module $L(\nu)$ with the highest weight $\nu$ we have

$$C_{2k}|_{L(\nu)} = \begin{cases} 
\sum ((\nu_i + \rho_i)^{2k} - \rho_i^{2k}), & \text{if } G_n = O_{2n+1}, \\
\sum ((\nu_i + \rho_i - 1)^{2k} - (\rho_i - 1)^{2k}), & \text{if } G_n = Sp_{2n}.
\end{cases}$$

(Note that it is again just a specific choice of normalization).

Then

$$Z(U(\mathfrak{g}_l)) = \prod_F k[C_2, C_4, \ldots, C_{2n}] = \mathbb{C}[C_2, C_4, \ldots]$$

- the polynomial algebra with generators $C_k$, $k \in 2\mathbb{N}$ with deg $C_k = k$.

By central character $\chi$ of $U(\mathfrak{g}_l)$ we will mean any algebra homomorphism

$$\chi : Z(U(\mathfrak{g}_l)) \rightarrow \mathbb{C}.$$ 

We will say $\chi$ is the ultraproduct of $\chi^{(n)}$ with

$$\chi^{(n)} : Z(U(\mathfrak{g}_n)) \rightarrow k,$$

if for any $k$

$$\chi(C_k) = \prod_F \chi^{(n)}(C_k).$$

2.4. Harish-Chandra bimodules. Let $\mathfrak{g}_l^{\text{op}}$ denote the object $\mathfrak{g}_l$ with the opposite Lie algebra structure. Let us denote by $\mathfrak{g}_l^{\text{diag}}$ the diagonal copy of $\mathfrak{g}_l$ inside $\mathfrak{g}_l \oplus \mathfrak{g}_l^{\text{op}}$ via the embedding $(\text{id}_{\mathfrak{g}_l}, -\text{id}_{\mathfrak{g}_l})$.

**Definition 2.14.** A Harish-Chandra bimodule in $\mathcal{C}_l$ is an object $M \in \text{Ind} \mathcal{C}_l$ with a structure of an $U(\mathfrak{g}_l)$-bimodule (or, in other words, a left $(U(\mathfrak{g}_l) \otimes U(\mathfrak{g}_l^{\text{op}})$-module), such that

- it is a finitely generated $U(\mathfrak{g}_l) \otimes U(\mathfrak{g}_l^{\text{op}})$-module, i.e. it is a quotient of $(U(\mathfrak{g}) \otimes U(\mathfrak{g}^{\text{op}})) \otimes X$ for some $X \in \mathcal{C}_l$,
- $\mathfrak{g}_l^{\text{diag}}$ acts naturally on $M$ (in the sense of Definition 2.11),
- both copies of $Z(U(\mathfrak{g}_l))$ act finitely on $M$ (that is the annihilator of $M$ in $Z((U(\mathfrak{g}_l) \otimes U(\mathfrak{g}_l^{\text{op}}))) = Z(U(\mathfrak{g}_l)) \otimes Z(U(\mathfrak{g}_l))$ is an ideal of finite codimension).

We denote the category of Harish-Chandra bimodules $HC(\mathfrak{g}_l)$.

For any $n$ we can similarly define a Harish-Chandra bimodule over $\mathfrak{g}_n$. By the natural action of $\mathfrak{g}_n^{\text{diag}}$ we will mean the action of $\mathfrak{g}_n$ on ind-objects of $\mathcal{C}_n$ that integrates to the action of $G_n$ (i.e. coincides with the derivative of the action of $G_n$), so that $M$ is a well-defined object in $\text{Ind} \mathcal{C}_n$. We will denote the corresponding category $HC(\mathfrak{g}_n)$.

**Definition 2.15.** The category $HC_{\chi, \psi}(\mathfrak{g}_l)$ is the full subcategory in $HC(\mathfrak{g}_l)$ consisting of bimodules $M$ on which the left copy of $Z(U(\mathfrak{g}_l))$ acts via central character $\chi$ and the right copy of $Z(U(\mathfrak{g}_l))$ acts via central character $\psi$. 
Example 2.16. Let
\[ U_\chi = U(\mathfrak{g}_t) / U(\mathfrak{g}_t) \text{Ker}(\chi) \]
be the quotient of the universal enveloping algebra by the two-sided ideal generated by the kernel of a central character \( \chi \). We equip \( U_\chi \) with the structure of \( U(\mathfrak{g}_t) \)-bimodule via left and right multiplication. Then \( U_\chi \in HC_{\chi, \psi}(\mathfrak{g}_t) \).

We similarly define the categories \( HC_{\chi, \psi}(\mathfrak{g}_n) \).

Definition 2.17. We say that a Harish-Chandra bimodule \( M \) has \textbf{finite K-type} (morally we let \( K \) be the group corresponding to the Lie algebra \( \mathfrak{g}_t^{\text{diag}} \)) if for any simple object \( X \in \mathcal{C}_t \)
\[ \dim \text{Hom}_{\text{ind}\mathcal{C}_t}(X, M) < \infty. \]

Remark 2.18. The classical counterpart of this definition gives an empty condition on a Harish-Chandra bimodule \( M \in HC(\mathfrak{g}_n) \) (see [1], Proposition 5.3). However, in the setting of the Deligne categories, things get more complicated. For example, \( U_\chi \) will not have a finite \( K \)-type (see [10] Remark 3.21).

The goal of this paper is to provide a construction of a family of Harish-Chandra bimodules of finite \( K \)-type, that will be a generalization, in some sense, of finite dimensional Harish-Chandra bimodules. That is, it will be a filtered ultraproduc of bimodules of the form
\[ \text{Hom}_{\chi}(V^{(\mu)}_{\lambda}, V^{(\mu)}_{\lambda}) = V^{(\mu)}_{\lambda} \otimes (V^{(\mu)}_{\lambda})^*. \]

3. Filtered ultraproduc

In this section we will prove a few technical theorems, that will allow us to construct objects of \( \text{Ind}\mathcal{C}_t \) as the filtered ultraproduc of objects of \( \text{Ind}\mathcal{C}_n \).

3.1. Definitions and notations.

Definition 3.1. For a collection \( X_n \) of objects of \( \text{Ind}\mathcal{C}_n \) with filtration \( F \) we define the filtered ultraproduc as
\[ \prod_F X_n = \text{colim}_k \prod_F F^k X_n. \]
It is an object of \( \text{Ind}(\prod_F \mathcal{C}_n) \).

For any category \( \mathcal{C} \) we define the ind-completion \( \text{Ind}\mathcal{C} \) as the full subcategory of presheaves on \( \mathcal{C} \) that are filtered colimits of representable objects. Then \( \mathcal{C} \) is a subcategory of \( \text{Ind}\mathcal{C} \) via the Yoneda embedding \( X \mapsto \text{Hom}_{\mathcal{C}}(\cdot, X) \).

Let \( S \) denote the set of isomorphism classes of simple objects of \( \mathcal{C}_t \). That is, we identify \( S \) with \( \mathcal{P} \times \mathcal{P} \) if \( G = GL \) and with \( \mathcal{P} \) when \( G = O \) or \( Sp \). We write \( V_\lambda \) for the simple module corresponding to \( \lambda \in S \).

Let us fix some filtration (by finite subsets) \( F \) on \( S \). It induces a filtration on each \( \mathcal{C}_n \) and on \( \mathcal{C}_t \). Since our category is semisimple, we have
\[ F^k X = \bigoplus_{\lambda \in F^k S} V_\lambda \otimes \text{Hom}(V_\lambda, X) \]
for any \( X \in \mathcal{C}_n \) or \( \mathcal{C}_t \) (where we take \( \text{Hom} \) in the corresponding category).

Moreover, for any object \( X = \prod_F X_n \in \mathcal{C}_t \)
\[ X \in F^k \mathcal{C}_t \] if and only if \( X_n \in F^k \mathcal{C}_n \) for almost all \( n \), i.e. for all \( n \) in some \( U \in F \).

Example 3.2. Let \( G = GL \) and thus, \( S = \mathcal{P} \times \mathcal{P} \).
Consider \( F^k(\mathcal{P} \times \mathcal{P}) = \{ \lambda = (\lambda, \lambda), \text{ such that } |\lambda|, |\lambda| \leq k \} \). Then if \( l, m \leq k \)
\[ V^{\otimes l} \otimes (V^*)^{\otimes m} \in F^k \mathcal{C}_t \]

3.2. Some technical lemmas.

Lemma 3.3. Let \( X_n \in \text{Ind}\mathcal{C}_n \) be some filtered objects with filtration \( \tilde{F} \) and a function \( c : S \times \mathbb{Z}_{\geq 0} \rightarrow \mathbb{Z}_{\geq 0} \), such that for almost all \( n \), i.e. for all \( n \) in some \( U \in \mathcal{F} \):
\[ \forall \lambda \in S \text{ we have } |\tilde{F}^k X_n : V^{(n)}_{\lambda}| \leq c(\lambda, k), \]
\[ \tilde{F}^k X_n \in F^k \mathcal{C}_n. \]
Then
\[ \prod_{\mathcal{F}} X_n \in \text{Ind} \mathcal{C}_t, \]
that is, for all \( k \)
\[ \prod_{\mathcal{F}} \tilde{F}^k X_n \in \mathcal{C}_t. \]

**Proof.** It is enough to show that for all \( k \) there exists \( U_k \in \mathcal{F} \), such that
\[ \forall n \in U_k \; \tilde{F}^k X_n = \bigoplus_{\lambda \in S} (X_{\lambda}(n))^{\tilde{F}^k(\lambda, k)} \]
for some \( c' : S \times \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0} \) independent of \( n \). Let
\[ f : U \to \{0, 1, \ldots, c(\lambda, k)\}, \]
be defined by
\[ f(n) = [\tilde{F}^k X_n : V_{\lambda}^{(n)}]. \]
Then, \( U \) is the disjoint union of the sets \( f^{-1}(a) \) for \( 0 \leq a \leq c(\lambda, k) \). So, there exists \( c'(\lambda, k) \leq c(\lambda, k) \), such that \( f^{-1}(c'(\lambda, k)) = U_{\lambda, k} \in \mathcal{F} \) (otherwise, the compliment of \( U \) is the finite intersection of sets in \( \mathcal{F} \), so it must be in \( \mathcal{F} \)). Hence,
\[ \forall n \in U_{\lambda, k} \; \tilde{F}^k X_n : V_{\lambda}^{(n)} = c'(\lambda, k). \]

Now we take \( U_k = \bigcap_{\lambda \in F^k S} U_{\lambda, k}. \)

**Lemma 3.4.** Let \( X_n \in \mathcal{C}_n \) be some filtered objects with filtration \( \tilde{F} \) and a function \( c : S \to \mathbb{Z}_{\geq 0} \), such that for almost all \( n \):
- \( \forall \lambda \in S \) we have \( [X_n : V_{\lambda}^{(n)}] \leq c(\lambda) \),
- \( \tilde{F}^k X_n \subset F^k X_n \).

Then we have a natural isomorphism
\[ \prod_{\mathcal{F}} X_n \simeq \prod_{\mathcal{F}} X_n \]
as ind-objects.

Note that unlike Lemma 3.3, here we must require that \( X_n \in \mathcal{C}_n \) and \( [X_n : V_{\lambda}^{(n)}] \) is bounded for almost all \( n \), so that the ultraproduct \( \prod_{\mathcal{F}} X_n \) is a well-defined object in \( \text{Ind} \mathcal{C}_t \).

**Proof.** Let
\[ F^k = \text{Hom}_{\mathcal{C}_t}(\cdot \prod_{\mathcal{F}} F^k X_n), \]
\[ \tilde{F}^k = \text{Hom}_{\mathcal{C}_t}(\cdot \prod_{\mathcal{F}} \tilde{F}^k X_n). \]

We want to show that \( \text{colim} F^k = \text{colim} \tilde{F}^k \). We can check this object-wise, so let us fix some \( Y \in \mathcal{C}_t \).
Then there exists some \( m \) such that \( Y \in F^m \mathcal{C}_t \), and thus, for any \( k \geq m \)
\[ \text{Hom}_{\mathcal{C}_t}(Y \prod_{\mathcal{F}} F^k X_n) = \text{Hom}_{\mathcal{C}_t}(Y \prod_{\mathcal{F}} F^m X_n). \]

Now, if \( Y = \prod_{\mathcal{F}} Y_n \), we have \( Y_n \in F^m \mathcal{C}_n \) for almost all \( n \) and, therefore,
\[ \text{Hom}_{\mathcal{C}_n}(Y_n, X_n) = \text{Hom}_{\mathcal{C}_n}(Y_n, F^m X_n). \]
Thus,
\[ \text{colim} F^k(Y) = \text{Hom}_{\mathcal{C}_t}(Y \prod_{\mathcal{F}} F^m X_n) = \prod_{\mathcal{F}} \text{Hom}_{\mathcal{C}_n}(Y_n, F^m X_n) = \prod_{\mathcal{F}} \text{Hom}_{\mathcal{C}_n}(Y_n, X_n). \]

On the other hand, since \( \tilde{F}^k X_n \subset F^k X_n \), there exists a natural map
\[ \text{colim} \tilde{F}^k(Y) \to \text{colim} F^k(Y). \]
It is left to check that \( \text{colim} F^k(Y) \) is indeed the colimit of \( \tilde{F}^k(Y) \) and satisfies the corresponding universal property.
Let $S$ be a $\mathbb{C}$-vector space with maps $\phi_k : \tilde{F}^k(Y) \to S$, commuting with the natural inclusions $\tilde{F}^k(Y) \to \tilde{F}^{k+1}(Y)$. Since, $\text{Vect}_\mathbb{C} = \prod \text{Vect}_k$, we have

$$S = \prod S_n,$$

for some $S_n \in \text{Vect}_k$. Moreover, $\phi_k = \prod \phi_k^{(n)}$ with

$$\phi_k^{(n)} : \tilde{F}^k(Y_n) \to S_n.$$

For a fixed $n$ the collection of maps $\phi_k^{(n)}$ gives a map from the direct system of $\tilde{F}^k(Y_n) = \text{Hom}_{\mathbb{C}_n}(Y_n, \tilde{F}^k X_n)$ to $S_n$. Thus, there exists a map

$$\phi^{(n)} : \text{colim} \tilde{F}^k(Y_n) = \text{Hom}_{\mathbb{C}_n}(Y_n, X_n) \to S_n.$$

The equality coming from the fact that on each $X_n$ the filtration is finite.

Finally, define $\phi = \prod \phi^{(n)} : \text{colim} \text{Hom}_{\mathbb{C}_n}(Y_n, X_n) \to S$. Thus, by (3.31),

$$\phi : \text{colim} F^k(Y) \to S.$$

Obviously, by construction, $\phi$ commutes with all appropriate maps, showing that $\text{colim} F^k(Y)$ indeed satisfies the universal property of the colimit of $\tilde{F}^k(Y)$. ■

**Example 3.5.** Let $\tilde{F}$ be the PBW-filtration on $U(\mathfrak{gl}_t)$. Then $\tilde{F}^k U(\mathfrak{gl}_t)$ is the image of $\bigoplus_{i=0}^k (V \otimes V^*)^* = \bigoplus_{i=0}^k \mathfrak{gl}_t^{[i]} \subset T(\mathfrak{gl}_t)$ under the natural projection from the tensor algebra on $\mathfrak{gl}_t$ to the universal enveloping algebra. So, if $F$ is the filtration from Example 3.2 we have

$$\tilde{F}^k U(\mathfrak{gl}_t) \in F^k \mathcal{C}_t.$$

So, Lemma 3.4 will allow us to take ultraproducts of sub- and quotient-bimodules of $U_\chi$ with the induced filtration.

### 4. Finite dimensional Harish-Chandra bimodules

For any $n$ and any integral dominant weights $\lambda, \mu$ the space of homomorphisms

$$\text{Hom}_k(V^{(n)}_\lambda, V^{(n)}_\mu)$$

is a simple finite-dimensional Harish-Chandra bimodule for $\mathfrak{g}_n$. As an $\mathfrak{g}_n^{\text{diag}}$-module it is isomorphic to

$$V^{(n)}_\lambda \otimes (V^{(n)}_\mu)^*.$$

For any weight $\nu \in \mathfrak{h}_n^*$ let $\chi_\lambda$ denote the central character with which $Z(U(\mathfrak{g}_n))$ acts on the simple module $L(\nu)$. Now if $\chi = \chi_\lambda$ and $\psi = \chi_\mu$, we have

$$\text{Hom}_k(V^{(n)}_\mu, V^{(n)}_\lambda) \in HC_{\chi, \psi}(\mathfrak{g}_n).$$

We would like to take an ultraproduct of such modules to construct an HC-bimodule in $\text{Ind} \mathcal{C}_t$. However, we will need to impose some conditions on $\lambda$ and $\mu$ and introduce some filtration in order to obtain a well-defined object in $\text{Ind} \mathcal{C}_t$.

From now on let us concentrate on the case $G = GL$. We will provide the corresponding constructions and theorems for $G = O$ and $Sp$ in the appendix.

#### 4.1. Classical case and multiplicities.

The dominant integral weights of $GL_n$ are in bijection with bipartitions $\lambda = (\lambda, \overline{\lambda}) \in \mathcal{P} \times \mathcal{P}$ with $\ell(\lambda) + \ell(\overline{\lambda}) \leq n$ via the map

$$\lambda \mapsto \sum_{i=1}^n \lambda_i e_i - \sum_{j=1}^n \overline{\lambda_j} e_{n+1-j}.$$

**Definition 4.1.** For $\lambda \in \mathcal{P}$ let $d(\lambda)$ be the Dufree size (or rank) of $\lambda$, that is, the length of the main diagonal of the corresponding Young diagram.

**Definition 4.2.** Let $\lambda'$ be the partition conjugate to $\lambda$ (that is, the Young diagram of $\lambda'$ is obtained from the diagram of $\lambda$ by reflecting about the main diagonal).
The resulting four parts consist of a $k$-by-$l$ rectangle on the top left, diagram $\alpha$ on the top right, diagram $\beta'$ on the bottom left, and diagram $\gamma$ on the bottom right.

For any partition $\lambda$ and some numbers $k, l \leq d(\lambda)$ let us divide the diagram of $\lambda$ into four parts in the following way: we make a horizontal cut under the $k$-th row of $\lambda$ and a vertical cut to the right of the $l$-th column of $\lambda$.

The resulting four parts consist of a $k$-by-$l$ rectangle on the top left, diagram $\alpha$ on the top right, diagram $\beta'$ on the bottom left, and diagram $\gamma$ on the bottom right. See Figure 1.

We have for $i \leq k$ and $j \leq l$

$$\alpha_i = \lambda_i - l,$$

$$\beta_j = \lambda_j' - k,$$

and for $i \leq \ell(\gamma) = \lambda_{i+1}' - k$

$$\gamma_i = \lambda_{k+i} - l.$$

Clearly, $\lambda$ is uniquely determined by the partitions $\alpha, \beta, \gamma$ (we recover $k$ and $l$ as $\ell(\alpha)$ and $\ell(\beta)$ correspondingly).

**Definition 4.3.** We write $\lambda = [\alpha, \beta, \gamma]$ if the partitions $\alpha, \beta, \gamma$ are obtained from $\lambda$ by the cutting procedure described above for $k = \ell(\alpha), l = \ell(\beta)$. See Figure 1.

Note that not any triple of partitions produces a well-defined $\lambda$: we should also require that $\gamma_1 \leq \alpha_k$ and $\gamma'_1 \leq \beta_l$.

We will now show how one can construct two sequences of highest weights $\lambda^{(n)}$ and $\mu^{(n)}$ such that for any $\nu \in \mathcal{P} \times \mathcal{P}$ the multiplicity

$$\dim \text{Hom}_{GL_n}(V^{(n)}_{\nu}, V^{(n)}_{\lambda^{(n)}} \otimes (V^{(n)}_{\mu^{(n)}})^*)$$

is constant for almost all $n$.

**Definition 4.4.** Let $\lambda, \mu$ be some partitions. Then we write $\lambda \subset \mu$ if $\lambda_i \leq \mu_i$ for all $i$.

Let us first consider the case of polynomial $GL_n$-representations. That is, we let $\lambda = (\lambda, \emptyset)$ and $\mu = (\mu, \emptyset)$.

The following theorem is due to R.K. Brylinski [2]. It was originally proved with the assumption $|\lambda| = |\mu|$. We will repeat the proof here, omitting this assumption.

Let $s_\lambda$ denote the symmetric Schur polynomial corresponding to $\lambda \in \mathcal{P}$, and let $(\cdot, \cdot)$ be the symmetric form making $\{s_\lambda\}$ into an orthonormal basis in the space of symmetric polynomials. Let $c_{\mu, \nu}^\lambda$ denote the Littlewood-Richardson coefficient, i.e. the coefficient of $s_\lambda$ in the product $s_\mu s_\nu$:

$$s_\mu s_\nu = \sum_\lambda c_{\mu, \nu}^\lambda s_\lambda.$$
Let $s_{\lambda/\mu}$ denote the skew Schur polynomial associated with the skew diagram $\lambda/\mu$. We have

$$(s_{\lambda}, s_{\mu}s_{\nu}) = (s_{\lambda/\mu}, s_{\nu}).$$

**Theorem 4.5.** Let $\nu = (\nu, \varpi) \in \mathcal{P} \times \mathcal{P}$ be some bipartition. Let $\lambda = (\lambda, \emptyset), \mu = (\emptyset, \emptyset)$.

Suppose $n \geq \min(\ell(\lambda) + \ell(\varpi), \ell(\mu) + \ell(\nu))$. Then

$$\dim \text{Hom}_{GL_n}(V^{(n)}_{\nu}, V^{(n)}_{\lambda} \otimes (V^{(n)}_{\mu})^*) = (s_{\lambda/\nu}, s_{\mu/\varpi}).$$

**Proof.**

For any bipartition $\nu = (\nu, \varpi)$ let $^t\nu = (\varpi, \nu)$. We have

$$(V^{(n)}_{\nu})^* = V^{(n)}_{^t\nu}.$$ 

Since

$$[V^{(n)}_{\lambda} \otimes (V^{(n)}_{\mu})^* : V^{(n)}_{\nu}] = [V^{(n)}_{\mu} \otimes (V^{(n)}_{\lambda})^* : V^{(n)}_{^t\nu}],$$

without loss of generality we can assume $n \geq \ell(\mu) + \ell(\nu)$.

For an integer $a$, let $(a^n)$ denote the weight $(a, a, \ldots, a) \in \mathfrak{h}^*_n$ and let $\text{det}^a$ denote the corresponding simple representation of $GL_n$. Let us take $a \geq \max(\nu_1, \mu_1)$, then the weights $[\nu]_n + (a^n)$ and $[^t\mu]_n + (a^n)$ are dominant and all of their coordinates are non-negative, and thus $V^{(n)}_{\nu} \otimes \text{det}^a$ and $(V^{(n)}_{\mu})^* \otimes \text{det}^a$ are polynomial representations of $GL_n$.

For any bipartition $\nu = (\nu, \varpi)$ and any $a \geq \nu_1$ let $\nu + (a^n)$ denote the partition corresponding to (the non-negative integral dominant weight) $[\nu]_n + (a^n)$.

Clearly,

$$[V^{(n)}_{\lambda} \otimes (V^{(n)}_{\mu})^* : V^{(n)}_{\nu}] = [V^{(n)}_{\nu} \otimes (V^{(n)}_{\lambda})^* \otimes \text{det}^a : V^{(n)}_{\mu} \otimes V^{(n)}_{\nu} \otimes \text{det}^a] = [V^{(n)}_{\nu} \otimes V^{(n)}_{\mu + (a^n)} : V^{(n)}_{\nu + (a^n)}],$$

so we can use the Littlewood-Richardson rule to compute this multiplicity.

One of the consequences of this is that $^t\mu + (a^n) \subset \nu + (a^n)$. Using equation 4.5.1 we also see that $^t\lambda + (b^n) \subset ^t\nu + (b^n)$ for $b \geq \max(\lambda_1, \nu_1)$. Thus, in order for the multiplicity $\dim \text{Hom}_{GL_n}(V^{(n)}_{\nu}, V^{(n)}_{\lambda} \otimes (V^{(n)}_{\mu})^*)$ to be nonzero, we must have $\nu \subset \lambda$ and $\varpi \subset \mu$ and $|\lambda| - |\mu| = |\nu| - |\varpi|$. So, we will assume these relations hold.

Let $(n \setminus \mu)$ denote the partition $^t\mu + (\mu_1^n)$.

We have

$$\dim \text{Hom}_{GL_n}(V^{(n)}_{\nu}, V^{(n)}_{\lambda} \otimes V^{(n)}_{\mu}) = \dim \text{Hom}_{GL_n}(V^{(n)}_{\nu + (\mu_1^n)}, V^{(n)}_{\lambda} \otimes V^{(n)}_{(n \setminus \mu)}) = (s_{\nu + (\mu_1^n)}, s_{\lambda}s_{(n \setminus \mu)}).$$

Let us denote the partition $\nu + (\mu_1^n)$ by $\theta$. Then

$$(s_{\theta}, s_{\lambda}s_{(n \setminus \mu)}) = (s_{\theta/(n \setminus \mu)}, s_{\lambda}).$$

Let us look at the diagrams of $\theta$ and $\theta/(n \setminus \mu)$. The latter is a well defined skew diagram, since the relation $(n \setminus \mu) \subset \theta$ is equivalent to $\varpi \subset \mu$. 

\[
\begin{tikzpicture}
\node (1) at (0,0) {$\mu_1$};
\node (2) at (0,-1) {$n \setminus \mu$};
\node (3) at (-1,-2) {$\nu$};
\node (4) at (1,-2) {$\lambda$};
\node (5) at (1,-3) {$\lambda$, $\mu_1$};
\node (6) at (-1,-4) {$\mu$, $\mu_1$};
\node (7) at (0,-5) {$\theta$};
\node (8) at (-1,-6) {$\theta/(n \setminus \mu)$};
\draw (1) -- (2) -- (3) -- (4) -- (5) -- (6) -- (7) -- (8);
\end{tikzpicture}
\]
It is easy to see that the diagram of $\theta/(n\setminus \mu)$ is actually a disjoint union of the diagram of $\nu$ and the diagram of $\mu/\nu$ rotated 180 degrees (because $n \geq \ell(\mu) + \ell(\nu)$). Therefore, the skew Schur polynomial $s_{\theta/(n\setminus \mu)}$ splits into the product of two other skew Schur polynomials:

$$s_{\theta/(n\setminus \mu)} = s_\nu s_{\mu/\nu}.$$ 

Thus, we get that

$$\dim \text{Hom}_{GL_n}(V^{(n)}_\nu, V^{(n)}_\lambda \otimes (V^{(n)}_\mu)^*) = (s_\nu s_{\mu/\nu}, s_\lambda) = (s_{\mu/\nu}, s_{\lambda/\nu}).$$

**Definition 4.6.** We say that a sequence of partitions $\theta^{(n)}$ is **nice** if for every positive integer $K$ the set

$$(4.6.1) \quad \{ n \in \mathbb{N} | \forall i \leq \ell(\theta) : \theta_i^{(n)} - \theta_i^{(n+1)} > K \}$$

lies in $\mathcal{F}$. We denote this set $U_K(\theta^{(n)})$.

**Definition 4.7.** Given some sequence of real numbers $a^{(n)}$, we write $a^{(n)} \ll n$ if for every positive integer $K$ the set

$$\{ n \in \mathbb{N} | n - a^{(n)} > K \}$$

lies in $\mathcal{F}$.

**Definition 4.8.** We say that a sequence $a^{(n)}$ of real numbers is bounded if there exists $K > 0$ such that the set

$$\{ n \in \mathbb{N} | n - a^{(n)} < K \}$$

lies in $\mathcal{F}$.

**Definition 4.9.** Let us fix $k, l \in \mathbb{Z}_{\geq 0}, \gamma \in \mathcal{P}$. Let $\lambda^{(n)}$ be a sequence of partitions with $\ell(\lambda^{(n)}) \ll n$, such that

$$\lambda^{(n)} = [\alpha^{(n)}, \beta^{(n)}, \gamma],$$

(in the sense of Definition 4.3) with $\ell(\alpha^{(n)}) = k, \ell(\beta^{(n)}) = l$ for almost all $n$. Assume that the sequences of partitions $\alpha^{(n)}, \beta^{(n)}$ are **nice** (in the sense of Definition 4.7).

Let us fix some $a = (a_1, \ldots, a_k) \in \mathbb{Z}^k$ and $b = (b_1, \ldots, b_l) \in \mathbb{Z}^l$. We denote $|a| = \sum_{i=1}^k a_i$ and $|b| = \sum_{j=1}^l b_j$. Then for almost all $n$ and any $\delta \in \mathcal{P}$

$$\mu^{(n)} = [\alpha^{(n)} + a, \beta^{(n)} + b, \delta]$$

is a well-defined partition.

Define $\lambda^{(n)} = (\lambda^{(n)}, \emptyset), \mu^{(n)} = (\mu^{(n)}, \emptyset)$.
Proposition 4.10. Let $\lambda^{(n)}, \mu^{(n)}$ be as in Definition 4.9.

Then for any $\nu = (\nu, \tau) \in \mathcal{P} \times \mathcal{P}$ the multiplicity of $V^{(n)}_{\nu}$ in $\text{Hom}_K(V^{(n)}_{\mu}, V^{(n)}_{\lambda})$ is constant for almost all $n$.

Proof. By Theorem 4.5 this multiplicity is equal to

$$
(s^{(n)}_{\lambda^{(n)}}, s^{(n)}_{\mu^{(n)}}) = \sum_{\eta \subseteq \lambda^{(n)}, \mu^{(n)}} c^{(n)}_{\nu, \eta} c^{(n)}_{\mu, \eta}.
$$

The sum is taken over $\eta$ inside both $\lambda^{(n)}$ and $\mu^{(n)}$ with

$$|\lambda^{(n)}| - |\eta| = |
u|,$$

$$|\mu^{(n)}| - |\eta| = |\tau|.$$

Clearly, it is nonzero only for $\nu$ with $|\tau| - |
u| = |\mu^{(n)}| - |\lambda^{(n)}| = |a| + |b| + |\delta| - |\gamma|$.

Since $a$ and $b$ are constant, $\alpha^{(n)} + a, \beta^{(n)} + b$ are nice as well. Let $\max(|\nu|, |\tau|) = K$ take $U = U_K(\alpha^{(n)}) \cap U_K(\beta^{(n)}) \cap U_K(\alpha^{(n)} + a) \cap U_K(\beta^{(n)} + b)$, where the sets $U_K(\cdot)$ are as in Definition 4.6. Then, by definition of a nice sequence of partitions, $U \in \mathcal{F}$. From now on assume $n \in U$.

As $\eta \subset \lambda^{(n)}, \mu^{(n)}$, we can find $k' \leq k, l' \leq l$, such that for the corresponding decomposition $\eta = [\sigma, \tau, \epsilon]$, we have $\sigma \subset \alpha^{(n)}, a^{(n)} + a, \tau \subset \beta^{(n)}, b^{(n)} + b$, and $\epsilon \subset \gamma, \delta$. Thus, for all $n \in U$ we have that $\lambda^{(n)}/\eta$ is the disjoint union of skew diagrams $\alpha^{(n)}/\sigma, (\beta^{(n)'}/\tau')$ and $\gamma/\epsilon$ (with the similar statement for $\mu^{(n)}/\eta$). Moreover, $\alpha^{(n)}/\sigma$ is the disjoint union of (at most $k$) rows of some lengths $c_1, \ldots, c_k \in \mathbb{Z}_{\geq 0}$ and $(\beta^{(n)'}/\tau')$ is the disjoint union of (at most $l$) columns of some lengths $d_1, \ldots, d_l \in \mathbb{Z}_{\geq 0}$. Let us denote $c = (c_1, \ldots, c_k) \in \mathbb{Z}_{\geq 0}^k$ and $d = (d_1, \ldots, d_l) \in \mathbb{Z}_{\geq 0}^l$. Then $(\alpha^{(n)} + a)/\sigma$ is the disjoint union of rows of lengths $c + a$ and $(\beta^{(n)} + b)'/\tau'$ is the disjoint union of columns with lengths $d + b$. Thus we must have

$$c \in (-a + \mathbb{Z}_{\geq 0}^k) \cap \mathbb{Z}_{\geq 0}^k,$$

$$d \in (-b + \mathbb{Z}_{\geq 0}^l) \cap \mathbb{Z}_{\geq 0}^l.$$

Clearly, $\eta$ is uniquely defined by $\epsilon \subset \gamma, \delta$ and $c, d$ as above.

Given some $c \in \mathbb{Z}_{\geq 0}^k$ and $d \in \mathbb{Z}_{\geq 0}^l$ and $\epsilon \subset \gamma \in \mathcal{P}$ let us construct a skew diagram $\tilde{\lambda}/\tilde{\eta}(c, d, \gamma/\epsilon)$ in the following way:

We let $\lambda^{(n)}(c, d, \gamma) = [\tilde{\alpha}, \tilde{\beta}, \gamma]$ with

$$\tilde{\alpha}_i = \gamma_1 + \sum_{j=1}^k c_j,$$

$$\tilde{\beta}_i = \gamma'_1 + \sum_{j=1}^l d_j.$$

Let $\tilde{\eta}(c, d, \epsilon) = [\tilde{\alpha} - c, \tilde{\beta} - d, \epsilon]$. Then we put

$$\tilde{\lambda}/\tilde{\eta}(c, d, \gamma/\epsilon) = \tilde{\lambda}(c, d, \gamma)/\tilde{\eta}(c, d, \epsilon).$$

(4.10.1)
Now, $\lambda(n)/\eta$ and $\bar{\lambda}/\bar{\eta}(c,d,\gamma/\epsilon)$ have the same disjoint parts in the same order. Thus, the number of Littlewood-Richardson tableaux of weight $\nu$ on them is the same. Let us call this number $c_\nu(c,d,\gamma/\epsilon)$. We have

$$\sum_{\eta \subset \lambda(n), \mu(n)} c_{\nu,\eta}(n) c_{\mu,\eta}(n) = \sum_{c,d,\epsilon} c_\nu(c,d,\gamma/\epsilon) c_\mu(c + a, d + b, \delta/\epsilon),$$

where the sum is taken over

$$c \in (-a + Z^k_{\geq 0}) \cap Z^k_{\geq 0},$$

$$d \in (-b + Z^l_{\geq 0}) \cap Z^l_{\geq 0},$$

and $\epsilon \subset \gamma, \delta$ with

$$|c| + |d| + |\gamma| - |\epsilon| = |\nu|,$$

$$|c| + |d| + |a| + |b| + |\delta| - |\epsilon| = |\nu|.$$
4.2. Constructing the bimodules $\text{Hom}(\mu, \lambda)$. Our goal now is to construct an object of $\text{Ind} \mathcal{C}_t$ out of $\text{Hom}_\mathcal{C}(V^{(n)}(\mu), V^{(n)}(\lambda)) \in \mathcal{C}_n$ with $\lambda^{(n)}, \mu^{(n)}$ as in Definition 4.10. For this purpose we would like to introduce some filtration on those bimodules and then take the filtered ultraproduct. Note that if a $(\mathfrak{g}, \mathfrak{g})$ bimodule is obtained as a quotient of $U(\mathfrak{g})$ by some two-sided ideal (that is, it is spherical as in Definition 6.1), then it naturally inherits the PBW-filtration from $U(\mathfrak{g})$. So, if we let $\lambda^{(n)} = \mu^{(n)}$, we will get a natural filtration $\tilde{F}$ on $\text{End}_\mathcal{C}(V^{(n)}(\lambda))$ induced from the PBW-filtration on $U(\mathfrak{g})$ (as the action map $U(\mathfrak{g}) \to \text{End}_\mathcal{C}(V^{(n)}(\lambda))$ is surjective, since $V^{(n)}(\lambda)$ is simple).

**Definition 4.13.** Let $\lambda^{(n)}$ be as in Definition 4.9.
Let $\tilde{F}^k \text{End}_\mathcal{C}(V^{(n)}(\lambda))$ be the image of $\tilde{F}^k U(\mathfrak{g}_n)$ under the action map

$$U(\mathfrak{g}_n) \to \text{End}_\mathcal{C}(V^{(n)}(\lambda)),$$

where $\tilde{F}$ is the PBW-filtration on $U(\mathfrak{g}_n)$.
Define $\lambda$ to be a triple $(\alpha, \beta, \gamma)$, where $\alpha \in \mathbb{C}^k, \beta \in \mathbb{C}^l$ with

$$\alpha_i = \prod_{\mathcal{F}} \alpha_i^{(n)},$$

$$\beta_j = \prod_{\mathcal{F}} \beta_j^{(n)},$$

for all $i \leq k, j \leq l$.
We write

$$\lambda = \prod_{\mathcal{F}} \lambda^{(n)}.$$

We define

$$\text{End}(\lambda) = \prod_{\mathcal{F}} \text{End}_\mathcal{C}(V^{(n)}(\lambda))$$

**Theorem 4.14.** Let $\text{End}(\lambda)$ be the filtered ultraproduct of bimodules as in Definition 4.13. Then $\text{End}(\lambda)$ lies in $\text{Ind} \mathcal{C}_t$ and is a spherical (in the sense of Definition 6.1) Harish-Chandra bimodule of finite $K$-type with

$$\dim \text{Hom}_{\text{Ind} \mathcal{C}_t}(V^\nu, \text{End}(\lambda)) = \sum_{c \in \mathbb{Z}_{\geq 0}} \sum_{d \in \mathbb{Z}_{\geq 0}} \sum_{\gamma \subset \mathcal{E}} c^{(c)}(c, d, \gamma/\gamma) c^{(d)}(c, d, \gamma/\gamma).$$

**Proof.** By the remark about the PBW-filtration in Example 3.5, $\tilde{F}^k \text{End}_\mathcal{C}(V^{(n)}(\lambda)) \in F^k \mathcal{C}_n$, where $F$ is the filtration from Example 3.2. Moreover, by Corollary 4.12, for any $\nu \in \mathcal{P} \times \mathcal{P}$ and almost all $n$ the multiplicity

$$[\text{End}_\mathcal{C}(V^{(n)}(\lambda)) : V^{(n)}(\nu)] = \sum_{c \in \mathbb{Z}_{\geq 0}} \sum_{d \in \mathbb{Z}_{\geq 0}} \sum_{\gamma \subset \mathcal{E}} c^{(c)}(c, d, \gamma/\gamma) c^{(d)}(c, d, \gamma/\gamma)$$

doesn’t depend on $n$. Thus, we can use Lemma 3.3 to show that $\text{End}(\lambda)$ is a well-defined Harish-Chandra bimodule in $\text{Rep}(GL_t)$. It follows from Lemma 3.4 that

$$\text{End}(\lambda) = \prod_{\mathcal{F}} \text{End}_\mathcal{C}(V^{(n)}(\lambda)).$$

Hence, for any $\nu \in F^k (\mathcal{P} \times \mathcal{P})$

$$[\text{End}(\lambda) : V^c] = [\tilde{F}^k \text{End}(\lambda) : V^c] = [\text{End}_\mathcal{C}(V^{(n)}(\lambda)) : V^{(n)}(\nu)] = [\text{End}_\mathcal{C}(V^{(n)}(\lambda)) : V^{(n)}(\nu)]$$

for almost all $n$. ■

Now, Lemma 3.4 shows that it doesn’t really matter which filtration we choose. Using the filtration $F$ from Example 3.2 we give the following definition:

**Definition 4.15.** Let $\lambda^{(n)}, \mu^{(n)}, a, b$ be as in Definition 4.9.
That is, to remind you, we put $\lambda^{(n)} = (\lambda^{(n)}, 0), \mu^{(n)} = (\mu^{(n)}, 0)$.
We fix $k, l \in \mathbb{Z}_{\geq 0}, \gamma \in \mathcal{P}$ and assume that

$$\lambda^{(n)} = [\alpha^{(n)}, \beta^{(n)}, \gamma],$$

with $\ell(\alpha^{(n)}) = k, \ell(\beta^{(n)}) = l$ and $\ell(\lambda^{(n)}) \ll n$. We further assume that $\alpha^{(n)}$ and $\beta^{(n)}$ are nice sequences of partitions in the sense of Definition 4.6.
Finally, fix some $a = (a_1, \ldots, a_k) \in \mathbb{Z}^k$ and $b = (b_1, \ldots, b_l) \in \mathbb{Z}^l$ and let

$$\mu^{(n)} = [\alpha^{(n)} + a, \beta^{(n)} + b, \delta].$$

Then we define

$$\text{Hom}(\mu, \lambda) = \prod_{\mathcal{F}} \text{Hom}_\mathfrak{m}(V^{(n)}_{\mu^{(n)}}, V^{(n)}_{\lambda^{(n)}}),$$

where $\lambda, \mu \in \mathbb{C}^k \times \mathbb{C}^l \times \mathcal{P}$ are the triples

$$\lambda = (\alpha, \beta, \gamma), \quad \mu = (\alpha + a, \beta + b, \delta),$$

with

$$\alpha = \prod_{\mathcal{F}} \alpha^{(n)}, \quad \beta = \prod_{\mathcal{F}} \beta^{(n)}.$$

**Theorem 4.16.** The bimodule $\text{Hom}(\mu, \lambda)$ is well defined and has finite $K$-type with

$$\dim \text{Hom}_{\text{Ind}}(V, \text{Hom}(\mu, \lambda)) = \sum_{c, d, e} c_r(c, d, \gamma/\epsilon) \varphi(c + a, d + b, \delta/\epsilon),$$

where the sum is taken over

$$c \in (-a + \mathbb{Z}^k_{\geq 0}) \cap \mathbb{Z}^k_{\geq 0}, \quad d \in (-b + \mathbb{Z}^l_{\geq 0}) \cap \mathbb{Z}^l_{\geq 0},$$

and $\epsilon \subset \gamma, \delta$ with

$$|c| + |d| + |\gamma| - |\epsilon| = |\nu|, \quad |c| + |d| + |a| + |b| + |\delta| - |\epsilon| = |\mathcal{P}|.$$

Moreover, we have $\text{End}(\lambda) = \text{Hom}(\lambda, \lambda)$.

**Proof.** Follows from the Corollary 4.12 and is identical to the proof of Theorem 4.14. □

**Lemma 4.17.** Let $\lambda \in \mathbb{C}^k \times \mathbb{C}^l \times \mathcal{P}$ be some triple

$$\lambda = (\alpha, \beta, \gamma).$$

Suppose $\text{trdeg}_\mathbb{Q} \mathbb{Q}(\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_l, t) = k + l + 1$ (that is, $\{\alpha_i\}_{i \leq k} \cup \{\beta_i\}_{i \leq l} \cup \{t\}$ can be extended to a transcendence basis of $\mathbb{C}$ over $\mathcal{Q}$). Then we can always find a collection of partitions $\lambda^{(n)}$ with $\ell(\lambda) \ll n$ and

$$\lambda^{(n)} = [\alpha^{(n)}, \beta^{(n)}, \gamma]$$

with

$$\alpha_i = \prod_{\mathcal{F}} \alpha_i^{(n)}, \quad \beta_i = \prod_{\mathcal{F}} \beta_i^{(n)}.$$

Moreover, we can choose $\alpha^{(n)}, \beta^{(n)}$ to be **nice**.

**Proof.** Suppose we found nice sequences of partitions $\tilde{\alpha}_{(n)}, \tilde{\beta}_{(n)}$, such that $\text{trdeg}_\mathbb{Q} \mathbb{Q}(\tilde{\alpha}_1, \ldots, \tilde{\alpha}_k, \tilde{\beta}_1, \ldots, \tilde{\beta}_l, t) = k + l + 1$ for $\tilde{\alpha}_i = \prod_{\mathcal{F}} \alpha_i^{(n)}, \tilde{\beta}_i = \prod_{\mathcal{F}} \beta_i^{(n)}$. Then there exists an automorphism of $\mathbb{C}$ over $\mathcal{Q}$ that fixes $t$ and sends $\alpha_i$ to $\alpha_i$ and $\beta_i$ to $\beta_i$.

Now, to construct $\tilde{\alpha}_i, \tilde{\beta}_i$ let us define a set

$$K = \{\phi \in \mathbb{C} : \phi = \prod_{\mathcal{F}} \phi^{(n)} \text{ with } \phi^{(n)} \in \mathbb{N}, \lim_n \phi^{(n)} = \infty, \text{ and } \phi^{(n)} < n/2!\}.$$ 

Then the cardinality of $K$ is continuous. Thus, the transcendence degree of $\mathbb{Q}(\phi)_{\phi \in K}$ cannot be finite. So, we can find $\varepsilon_1, \varepsilon_k, \delta_1, \ldots, \delta_l \in K$ such that $\text{trdeg}_\mathbb{Q} \mathbb{Q}(\varepsilon_1, \ldots, \varepsilon_k, \delta_1, \ldots, \delta_l, t) = k + l + 1$. We put $\tilde{\alpha}_i - \tilde{\alpha}_{i+1} = \varepsilon_i$ and $\tilde{\beta}_i - \tilde{\beta}_{i+1} = \delta_i$ (where we define $\tilde{\alpha}_{k+1} = \tilde{\beta}_{l+1} = 0$).

The conditions on elements of $K$ imply that $\tilde{\alpha}^{(n)}, \tilde{\beta}^{(n)}$ are **nice** sequences of partitions (see Definition 4.16). Moreover, as $\lim_n \tilde{\alpha}^{(n)} = \lim_n \tilde{\beta}^{(n)} = \infty$, $\lambda^{(n)} = [\tilde{\alpha}^{(n)}, \tilde{\beta}^{(n)}, \gamma]$ is a well-defined partition for any $\gamma$ and for almost all $n$. We have $n - \ell(\lambda^{(n)}) = n - (k + \beta_1^{(n)}) = n - k - \delta_1 - \ldots - \delta_l > n - k - l(n/2!) = n/2 - k$. So, $\lim_n (n - \ell(\lambda^{(n)})) = \infty$. □
Corollary 4.18. We can define the bimodules
\[ \text{Hom}(\mu, \lambda) \]
for any \( \lambda \) as in Lemma 4.17 and
\[ \mu = (\alpha + a, \beta + b, \delta) \]
for some \( a \in \mathbb{Z}^k, b \in \mathbb{Z}^l \) and \( \delta \in \mathcal{P} \).

Conjecture 4.19. Let \( \lambda^{(n)} = (\lambda^{(n)}, \mu^{(n)}) \) and \( \mu^{(n)} \) be two sequences of bipartitions, such that both \( \{\lambda^{(n)}, \mu^{(n)}\} \) and \( \{\lambda^{(n)}, \mu^{(n)}\} \) satisfy the conditions of Proposition 4.10. Then for any \( \nu \in \mathcal{P} \times \mathcal{P} \) the multiplicity
\[ [V^{(n)}_{\lambda^{(n)}} \otimes (V^{(n)}_{\mu^{(n)})^* : V^{(n)}_{\nu}]] \]
is constant for almost all \( n \), thus we can define the bimodule \( \text{Hom}(\mu, \lambda) \), for \( \lambda = (\lambda, \lambda) \)
\[ \mu = (\alpha, \beta, \gamma), \lambda = (\alpha, \beta, \gamma) \]
with \( \alpha \in \mathbb{C}^k, \beta \in \mathbb{C}^l, \gamma, \lambda \in \mathcal{P} \). For \( \mu = (\mu, \mu) \) with
\[ \mu = (\alpha + a, \beta + b, \delta), \mu = (\alpha, \beta, \gamma) \]
where \( a, \alpha, b, \beta \) are integer sequences and we place the same restriction on \( \lambda, \lambda \) as in Lemma 4.17.

Remark 4.20. Defined as a filtered ultraproduct of simple bimodules, the bimodules \( \text{Hom}(\mu, \lambda) \) are clearly simple as well.

5. Exponential central characters

In this section we will compute the central character with which \( U(\mathfrak{g}_t) \otimes U(\mathfrak{g}_t)^{op} \) acts on the bimodules \( \text{Hom}(\mu, \lambda) \).

5.1. Definitions and notations.

Definition 5.1. An exponential central character \( \chi(z) \) of \( U(\mathfrak{g}_t) \) is the generating function
\[ \chi(z) = \frac{1}{e^z - 1} \sum_{k \geq 0} \frac{\chi(C_k)}{k!} z^k, \]
where \( \chi : Z(U(\mathfrak{g})) \to \mathbb{C} \) is some central character and \( C_k \) are the generators of \( Z(U(\mathfrak{g}_t)) \) defined in Section 2.3.

Remark 5.2. We can similarly define the generating function for any central character \( \chi^{(n)}(\mathfrak{g}_n) \) of \( U(\mathfrak{g}_n) \). To do this we need to say what \( C_k \) for \( k > n \) are. Using the isomorphism
\[ Z(U(\mathfrak{g}_n)) \cong k[h_n^\mathbb{C}|^{S_n}, \]
we define \( C_k \) to be the element of \( Z(U(\mathfrak{g}_n)) \) acting on each simple module \( L(\nu) \) with the constant
\[ \sum_{i=1}^{n} ((\nu_i + \rho_i)^k - \rho_i^k). \]
That is, we can just extend our definition of \( C_k \) to all values of \( k \).

Example 5.3. Theorem 3.17 in [17] says that the category \( HC_{\chi, \psi}(\mathfrak{g}_t) \) is non-zero if and only if there exist some complex numbers \( b_1, \ldots, b_r \) and \( c_1, \ldots, c_s \), such that
\[ \chi(z) - \psi(z) = \sum_{i=1}^{r} e^{b_i z} - \sum_{j=1}^{s} e^{c_j z}. \]
5.2. Computation of central characters.

Claim 5.4. Let $\chi_\nu$ be the central character of $V_\nu \in C$, for $\nu = (\nu, \overline{\nu}) \in \mathcal{P} \times \mathcal{P}$. We have

$$\chi_\nu(z) = \frac{1}{e^z - 1} \left( \sum_{j=1}^{l(\nu)} (e^{\nu_j} - 1) e^{\frac{j+1}{2} z - j z} + \sum_{j=1}^{l(\overline{\nu})} (e^{-\nu_j} - 1) e^{-\frac{j+1}{2} z + j z} \right).$$

Proof. Let us denote by $\chi_\nu^{(n)}$ the central character with which $U(\mathfrak{g}_n)$ acts on the irreducible module $V_\nu^{(n)}$. Clearly, we have $\chi_\nu = \prod_\mathcal{P} \chi_\nu^{(n)}$. Moreover, for big enough $n$

$$\chi_\nu^{(n)}(C_k) = \sum_{j=1}^{l(\nu)} ((\nu_j + \rho_j)^k - \rho_j^k) + \sum_{j=1}^{l(\overline{\nu})} ((-\nu_j + \rho_{n-j+1})^k - \rho_{n-j+1}^k).
$$

For $GL_n$ we have

$$\rho_i = \frac{n+1}{2} - i.
$$

In particular,

$$\rho_{n-i+1} = \frac{n+1}{2} - (n+1) + i = -\frac{n+1}{2} + i.
$$

Now, since $\prod_\mathcal{P} n = t$, we have

$$\chi_\nu(C_k) = \prod_\mathcal{P} \chi_\nu^{(n)}(C_k) = \sum_{j=1}^{l(\nu)} ((\nu_j + \frac{j+1}{2} - j)^k - (\nu_j + j)^k) + \sum_{j=1}^{l(\overline{\nu})} ((-\nu_j + \frac{j+1}{2} + j)^k - (-\nu_j + j)^k).
$$

The result follows. □

Remark 5.5. Let $\chi_\nu$ be the central character of the “polynomial” module $V_\nu$ for $\nu \in \mathcal{P}$. That is, if $\nu = (\nu, \emptyset)$, we will simply write $\nu$ instead of $\nu$.

The computation in Claim 5.4 showed that if $\nu = (\nu, \overline{\nu})$, then

$$\chi_\nu(z) = \chi_\nu(z) - e^{-z} \chi_{\overline{\nu}}(-z).
$$

Similarly,

$$\chi_\nu^{(n)}(z) = \chi_\nu^{(n)}(z) - e^{-z} \chi_{\overline{\nu}}^{(n)}(-z).
$$

Let $\lambda = [\alpha, \beta, \gamma]$ be some partition. We want to express $\chi_\lambda$ in terms of $\alpha_i, \beta_i, \gamma_i$.

Let us introduce another notation to simplify our computation.

Definition 5.6. We put

$$q = e^z.
$$

We will also make use of the $q$-numbers:

$$[k]_q = \frac{q^k - 1}{q - 1}.
$$

They satisfy the following property: if $k > l$

$$[k - l]_q = [k]_q - [l]_q q^{k-l}.
$$

(5.6.1)

We will write $\chi(\log(q))$ for the generating function of $\chi$ expressed in terms of $q$.

Example 5.7. For $\lambda \in \mathcal{P}$ we have

$$\chi_\lambda(\log(q)) = \frac{q^{+1}}{q - 1} \sum_{j=1}^{\ell(\lambda)} (q^\lambda_j - 1) q^{-j} = q^{+1} \sum_{j=1}^{\ell(\lambda)} [\lambda_j]_q q^{-j}.
$$

Lemma 5.8. Let $\lambda \in \mathcal{P}$. Then

$$\sum_{j=1}^{\ell(\lambda)} [\lambda_j]_q q^{-j} = \sum_{k=1}^{\ell(\lambda')} [\lambda_k']_q q^{-\lambda_k' + k - 1}.
$$
Proof. Let $J_k = \{ j | \lambda_j = k \}$. As $\{1, \ldots, \lambda_k' \} = \{ j | \lambda_j \geq k \}$, we have

$$J_k = \{ \lambda_{k+1}', \ldots, \lambda_k' \}.$$ 

Now,

$$\sum_{j=1}^{\ell(\lambda)} [\lambda_j]q^{-j} = \sum_{k=1}^{\lambda_1} \sum_{j \in J_k} [k]q^{-j} = \sum_{k=1}^{\lambda_1} [k]q^{-k_{k+1}'-1} + \ldots + q^{-\lambda_k'} = \sum_{k=1}^{\ell(\lambda')} [k]q^{-[\lambda_k'-[\lambda_{k+1}']]}.$$ 

By (5.61), the above is equal to

$$\sum_{k=1}^{\ell(\lambda')} [k]q^{-[\lambda_k'-[\lambda_{k+1}']]} = \sum_{k=1}^{\ell(\lambda')} [k]q^{-[\lambda_k']-(k-1)} = \sum_{k=1}^{\ell(\lambda')} [\lambda_k']q^{-[\lambda_k']-k-1}.$$ 

Claim 5.9. Let $\lambda = [\alpha, \beta, \gamma]$ (in the sense of Definition 4.3) with $\ell(\alpha) = k, \ell(\beta) = l, \ell(\gamma) = m$. Then

$$\chi_{\lambda}(\log(q)) = q^{\frac{k+l}{2}} \left( \sum_{j=1}^{k} [\alpha_j + l]_q^{-j} + \sum_{j=1}^{l} [\beta_j - m]_q^{-\beta_j + j-1-k} + \sum_{j=1}^{m} [\gamma_j + l]_q^{-k-j} \right).$$

Proof. We have (by Example 5.7)

$$\chi_{\lambda}(\log(q))q^{-\frac{k+l}{2}} = \sum_{j=1}^{\ell(\lambda')} [\lambda_j]q^{-j} = \sum_{j=1}^{k} [\alpha_j + l]_q^{-j} + \sum_{j=k+1}^{\ell(\lambda')} [\lambda_j]q^{-j},$$

by the definition of $\alpha$. Next, by the definition of $\gamma$, the above is equal to

$$\sum_{j=1}^{k} [\alpha_j + l]_q^{-j} + q^{-k} \left( \sum_{j=1}^{m} [\gamma_j + l]_q^{-j} + \sum_{j=m+1}^{\ell(\lambda')-k} [\lambda_j + k]_q^{-j} \right).$$

Lastly, let $\mu$ be the partition obtained from $\lambda$ by removing the first $k + m$ rows. That is,

$$\mu_j = \lambda_{j+k+m}.$$ 

Then, by Lemma 5.8 and the definition of $\beta$,

$$\chi_{\lambda}(\log(q))q^{-\frac{k+l}{2}} = \sum_{j=1}^{k} [\alpha_j + l]_q^{-j} - \sum_{j=1}^{m} [\gamma_j + l]_q^{-j} - k = q^{-k-m} \sum_{j=1}^{\ell(\lambda)-k-m} [\lambda_{j+k+m}]q^{-j} = q^{-k-m} \sum_{j=1}^{\ell(\lambda)-k-m} [\lambda_{j+k+m}]q^{-j} = q^{-k-m} \sum_{j=1}^{\ell(\lambda)-k-m} [\lambda_{j+k+m}]q^{-j} = q^{-k-m} \sum_{j=1}^{\ell(\lambda)-k-m} [\lambda_{j+k+m}]q^{-j}.$$ 

Theorem 5.10. Let $\lambda, \mu \in \mathbb{C}^k \times \mathbb{C}^l \times \mathbb{P}$ be some triples

$$\lambda = (\alpha, \beta, \gamma),$$

$$\mu = (\alpha + a, \beta + b, \delta),$$

with $a \in \mathbb{Z}^k, b \in \mathbb{Z}^l$, such that $\text{trdeg}_\mathbb{Q}(\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_l, t) = k + l + 1$.

Then

$$\text{Hom}(\mu, \lambda) \in HC_{\lambda, \psi}(q_t),$$

where

$$\chi(\log(q)) = q^{\frac{k+l}{2}} \left( \sum_{j=1}^{k} [\alpha_j + a]_q^{-j} + \sum_{j=1}^{l} [\beta_j - m]_q^{-\beta_j + j-1-k} + \sum_{j=1}^{m} [\gamma_j + l]_q^{-k-j} \right)$$

and

$$\psi(\log(q)) = q^{\frac{k+l}{2}} \left( \sum_{j=1}^{k} [\alpha_j + a + j]_q^{-j} + \sum_{j=1}^{l} [\beta_j - m + b]_q^{-\beta_j + j-1-k} + \sum_{j=1}^{m} [\gamma_j + l]_q^{-k-j} \right).$$
Proof. By Lemma 4.17 we can find two sequences of partitions \( \lambda^{(n)}, \mu^{(n)} \), so that

\[
\text{Hom}(\mu, \lambda) = \prod_{F} \text{Hom}_{\text{HC}}(V^{(n)}_{\mu^{(n)}}, V^{(n)}_{\lambda^{(n)}}).
\]

For each \( n \)

\[
\text{Hom}_{\text{HC}}(V^{(n)}_{\mu^{(n)}}, V^{(n)}_{\lambda^{(n)}}) \in \text{HC}_{\chi^{(n)}, \psi^{(n)}},
\]

where

\[
\chi^{(n)} = \chi_{\lambda^{(n)}}, \\
\psi^{(n)} = \chi_{\mu^{(n)}}.
\]

The proof of Claim 5.9 works also for central characters of \( U(\mathfrak{g}_n) \). So, we know that

\[
\chi^{(n)}(\log(q)) = q^{\frac{n+1}{2}}(\sum_{j=1}^{k}[\alpha_{j}^{(n)}] + [l]q^{-j} + \sum_{j=1}^{l}[\beta_{j}^{(n)} - m]q^{-\beta_{j}^{(n)}+j-1-k} + \sum_{j=1}^{m}[\gamma_{j} + l]q^{-k-j})
\]

and

\[
\psi^{(n)}(\log(q)) = q^{\frac{n+1}{2}}(\sum_{j=1}^{k}[\alpha_{j}^{(n)}] + a_{j} + [l]q^{-j} + \sum_{j=1}^{l}[\beta_{j}^{(n)} - m + b_{j}]q^{-\beta_{j}^{(n)}-b_{j}+j-1-k} + \sum_{j=1}^{m}[\delta_{j} + l]q^{-k-j}).
\]

We get the desired result by taking the ultraproduct. \(\blacksquare\)

6. Spherical bimodules

In this section we will provide another approach to constructing the bimodules \( \text{End}(\lambda) \) by looking at the two-sided ideals in \( U_{\chi} \).

Definition 6.1. A bimodule \( M \in \text{HC}(\mathfrak{g}) \) is called spherical if it contains a subobject isomorphic to \( 1 \in \mathcal{C} \), which generates \( M \) as a \( (\mathfrak{g}, \mathfrak{g}) \)-bimodule.

Proposition 3.22. in [10] says that any irreducible spherical bimodule is a quotient of \( U_{\chi} \) for some \( \chi \). Thus, the description of all irreducible spherical bimodules is equivalent to the description of all maximal two-sided ideals in \( U_{\chi} \).

It was proved in [10], Subsection 3.5, that for a generic \( \chi \) the algebra \( U_{\chi} \) is simple. However, we have seen that \( \text{End}(\lambda) \) is a nontrivial quotient of \( U(\mathfrak{g}) \). Thus, central characters \( \chi \) as in Claim 5.9 provide us with an example of non-simple algebras \( U_{\chi} \).

Our aim is to take the filtered ultraproduct of the annihilators \( \text{Ann}(M_n) \) of some \( \mathfrak{g}_n \)-modules to obtain two-sided ideals in \( U(\mathfrak{g}_n) \). However, the problem one immediately encounters when testing this idea is that the ideals \( \text{Ann}(M_n) \) could be generated by elements of degrees that depend on \( n \). Hence, in most cases the filtered ultraproduct will turn out to be zero. We would like to understand an upper bound for the degree \( k \), such that \( F^k\text{Ann}(M_n) \) is nonzero for a given \( \mathfrak{g}_n \)-module \( M \) (\( F \) being the PBW-filtration). Unfortunately, this is unknown in general.

However, if \( M = V^{(n)}_{\nu} \) is a finite-dimensional \( \mathfrak{g}_n \)-module, one can easily provide such a bound, which we will do below.

6.1. Annihilators of finite-dimensional representations. Let us fix the standard basis \( \{E_{ij}\}_{i,j \leq n} \) of \( \mathfrak{gl}_n \).

Lemma 6.2. For any \( m, n \in \mathbb{N} \) and any \( i, j, k, l \leq n \) the elements

\[
E_{ij}(E_{kl} + \delta_{kl}) - E_{il}(E_{kj} + \delta_{kj})
\]

lie in \( \text{Ann}(S^mV^{(n)}) \subset U(\mathfrak{gl}_n) \) and the elements

\[
(E_{ij} - \delta_{ij})E_{kl} - (E_{il} - \delta_{il})E_{kj}
\]

lie in \( \text{Ann}(S^m(V^{(n)})^*) \).

Proof. It follows from the fact that \( E_{ij} \) acts as \( x_i \frac{\partial}{\partial x_j} \) on \( S^mV^{(n)} \) considered as the space of polynomial functions on \( (V^{(n)})^* \) of degree \( m \). Similarly, \( E_{ij} \) acts as \( -x_j \frac{\partial}{\partial x_i} \) on \( S^m(V^{(n)})^* \). \(\blacksquare\)

Remark 6.3. If all indices \( i, j, k, l \) are pairwise distinct for both \( S^mV^{(n)} \) and \( S^m(V^{(n)})^* \), we get just the corresponding 2-by-2 minor of the matrix \( A = (E_{ij})_{ij} \subset U(\mathfrak{gl}_n) \otimes \text{Mat}_n \).
Corollary 6.4. For any \( \lambda_1, \ldots, \lambda_k, \mu_1, \ldots, \mu_l \in \mathbb{N} \) and for any \( I = \{i_0, \ldots, i_p\} \), \( J = \{j_0, \ldots, j_p\} \) sets of \( p + 1 \) pairwise distinct indices, where \( p = k + l \), the \((p + 1)\)-by-\((p + 1)\) minor \( A_{I,J} \) of the matrix \( A = (E_{ij})_{ij} \in U(\mathfrak{gl}_n) \otimes \text{Mat}_n \) annihilates

\[
W_{\lambda, \mu} := S^{\lambda_1} V \otimes \cdots \otimes S^{\lambda_k} V \otimes S^{\mu_1} V^* \otimes \cdots \otimes S^{\mu_l} V^*.
\]

Proof. \( U(\mathfrak{gl}_n)^{\otimes p} \) acts naturally on \( W_{\lambda, \mu} \) and the action of \( E_{ij} \in U(\mathfrak{gl}_n) \) on \( W_{\lambda, \mu} \) coincides with the action of \( \Delta^{p-1} E_{ij} \subset (U(\mathfrak{gl}_n)^{\otimes p})_+ \), where

\[
\Delta E_{ij} = E_{ij} \otimes 1 + 1 \otimes E_{ij},
\]

i.e. \( \Delta \) is the comultiplication on \( U(\mathfrak{gl}_n) \).

For \( 1 \leq m \leq p \) let \( E_{ij}^{(m)} \subset (U(\mathfrak{gl}_n)^{\otimes p} \) be the elements

\[
E_{ij}^{(m)} := 1 \otimes \cdots \otimes 1 \otimes E_{ij} \otimes 1 \otimes \cdots \otimes 1.
\]

Then

\[
\Delta^{p-1}(E_{ij}) = \sum_{m=1}^p E_{ij}^{(m)}.
\]

We note that \( E_{ij}^{(a)} \) and \( E_{kl}^{(b)} \) commute for all \( i, j, k, l \leq n \) and distinct \( a \) and \( b \) in \( \{1, \ldots, p\} \).

Let \( A^{(m)} = (E_{ij}^{(m)})_{ij} \in (U(\mathfrak{gl}_n))^{\otimes p} \otimes \text{Mat}_n = (U(\mathfrak{gl}_n))^{\otimes p} \otimes \text{End}_R(V(n)) \). Then the action of the minor \( A_{I,J} \) on \( W_{\lambda, \mu} \) coincides with the action of \((A^{(1)} + \cdots + A^{(p)})_{I,J}\).

Let \( B := \sum_{m=1}^p A^{(m)} \). Then \( \Lambda^{p+1} B \in (U(\mathfrak{gl}_n)^{\otimes p} \otimes \text{End}_R(\Lambda^{p+1} V(n)) \) is well-defined and acts naturally on \((U(\mathfrak{gl}_n)^{\otimes p} \otimes \Lambda^{p+1} V(n) \) (with \((U(\mathfrak{gl}_n)^{\otimes p} \) acting on itself via the left multiplication). We have

\[
B_{I,J} = (v_{i_0} \wedge \cdots \wedge v_{i_p} | \Lambda^{p+1} B(v_{j_0} \wedge \cdots \wedge v_{j_p})),
\]

where, given some algebra \( R \) and some basis \( f_i \) in a free \( R \)-module \( M \), for any \( m \in M \) we denote by \( \langle f_i | m \rangle \) the coefficient of \( f_i \) in the basis decomposition of \( m \).

Now

\[
\Lambda^{p+1} B(v_{j_0} \wedge \cdots \wedge v_{j_p}) = \sum_{1 \leq m_1, \ldots, m_p \leq p} A^{(m_1)}(v_{j_1}) \wedge \cdots \wedge A^{(m_p)}(v_{j_p}).
\]

In each summand at least one of the matrices \( A^{(m)} \) occurs twice. Since matrix elements of distinct \( A^{(m)} \) commute, we can move these two to the left. So, up to permutation of indices, each summand is equal to

\[
A^{(m)}(v_{j_1}) \wedge A^{(m)}(v_{j_2}) \wedge \cdots = \sum A^{(m)}_{\{k_1,k_2\},\{j_1,j_2\}} v_{k_1} \wedge v_{k_2} \wedge \cdots
\]

Since we only care about the summands with \( k_1, k_2 \in I \) and \( k_1 \neq k_2 \), we get that by the previous lemma

\[
A^{(m)}_{\{k_1,k_2\},\{j_1,j_2\}} = E^{(m)}_{k_1,j_1} E^{(m)}_{k_2,j_2} - E^{(m)}_{k_1,j_2} E^{(m)}_{k_2,j_1}
\]

acts trivially on \( W_{\lambda, \mu} \). Hence, \( A_{I,J} \in \text{Ann}(W_{\lambda, \mu}) \).

Now let us take some \( \lambda = (\lambda, \lambda) \in \mathcal{P} \times \mathcal{P} \). Let \( d = d(\lambda), \overline{d} = d(\overline{\lambda}) \), where \( d(\nu) \) denotes the length of the main diagonal of the Young diagram of \( \nu \). For \( 1 \leq i \leq d \) put

\[
\mu_i = \lambda_i - d,
\]

\[
\nu_i = \lambda_i.'
\]

Similarly define \( \overline{\mu}, \overline{\nu} \).

Then \( V_{\lambda} \) is a submodule in

\[
\bigotimes_{i=1}^{d} S^{\mu_i} V(n) \otimes \bigotimes_{i=1}^{d} A^{\mu_i} V(n) \otimes \bigotimes_{i=1}^{d} S^{\nu_i} (V(n))^* \otimes \bigotimes_{i=1}^{d} A^{\nu_i} (V(n))^*.
\]

Put \( k = \max(d, \overline{d}) \). By the discussion above \( V_{\lambda} \) is a submodule in

\[
R_k = (S^* V(n))^\otimes k \otimes (A^* V(n))^\otimes k \otimes (S^* (V(n))^*)^\otimes k \otimes (A^* (V(n))^*)^\otimes k.
\]

Lemma 6.5. If \( R_k \) is as above, then

\[
F^{(2k+1)(2k+1)+1} \text{Ann}(R_k) \neq 0.
\]
Proof. We have $R_k = S^*((V^{(n)})^{\otimes k} \oplus (V^{(n)})^{\ast \otimes k}) \otimes \Lambda^*((V^{(n)})^{\otimes k} \oplus (V^{(n)})^{\ast \otimes k})$. Then $E_{ij}$ acts on the symmetric algebra as

$$\sum_{a=1}^{k} x_{ia} \frac{\partial}{\partial x_{ja}} - \sum_{b=k+1}^{2k} x_{jb} \frac{\partial}{\partial x_{ib}},$$

where

$$S^*((V^{(n)})^{\otimes k}) = k[x_{ia}]_{i \leq n, a \leq k},$$

$$S^*((V^{(n)})^{\ast \otimes k}) = k[x_{ib}]_{i \leq n, k < b \leq 2k},$$

and $x_{ia}, x_{ib}$ are even variables.

Similarly, it acts on the exterior algebra as

$$\sum_{a=1}^{k} \xi_{ia} \frac{\partial}{\partial \xi_{ja}} - \sum_{b=k+1}^{2k} \xi_{ib} \frac{\partial}{\partial \xi_{ib}},$$

where $\xi_{ia}, \xi_{ib}$ for $i \leq n, a \leq k, k < b \leq 2k$ are odd variables.

Let us fix $I = \{i_0, \ldots, i_{2k}\}, J = \{j_0, \ldots, j_{2k}\}$: some sets of $2k+1$ pairwise distinct indices with $I \cap J = \emptyset$. For distinct $i, j$ multiplication by $x_{ia}$ (or $\xi_{ia}$) commutes with differentiation $\frac{\partial}{\partial x_{ja}}$ (or $\frac{\partial}{\partial \xi_{ja}}$). Let us denote

$$y_{ja} = \frac{\partial}{\partial x_{ja}},$$

$$\eta_{ja} = \frac{\partial}{\partial \xi_{ja}}.$$

Then the representation of the subalgebra $U_{I,J}$ of $U(g)$ generated by $E_{ij}$ with $i \in I$ and $j \in J$ on $R_k$ is given by a homomorphism

$$\phi : U_{I,J} \rightarrow k[x_{ia}, x_{jb}, y_{ib}, y_{ja}, \xi_{ia}, \xi_{ib}, \eta_{ja}, \eta_{ia}],$$

$$E_{ij} \mapsto \sum_{a=1}^{k} x_{ia} y_{ja} - \sum_{b=k+1}^{2k} x_{jb} y_{ib} + \sum_{a=1}^{k} \xi_{ia} \eta_{ja} - \sum_{b=k+1}^{2k} \xi_{ib} \eta_{ib},$$

where the algebra on the right-hand-side is a free supercommutative algebra with even generators $x_{ia}, x_{jb}, y_{ib}, y_{ja}$ and odd generators $\xi_{ia}, \xi_{ib}, \eta_{ib}, \eta_{ia}$, and the indices run over the following sets:

$$i \in I, j \in J, a \in \{1, \ldots, k\}, b \in \{k+1, \ldots, 2k\}.$$

By Corollary 6.4, $A_{I,J}$ (the corresponding $(2k+1)$ by $(2k+1)$ minor) annihilates $S^* (V^{(n)})^{\otimes k} \oplus (V^{(n)})^{\ast \otimes k}$. So, $\phi(A_{I,J})$ is a differential operator that acts by zero on all polynomials in variables $x_{l,a}, x_{l,b}$ for $l \leq n$, and $a \leq k, k < b \leq 2k$. Therefore, $\phi(A_{I,J})$ lies in the nilradical of our algebra (i.e. it lies in the ideal generated by variables $\xi, \eta$). Moreover, each nonzero monomial in $\phi(A_{I,J})$ must contain equal number of variables $\xi$ and $\eta$, because it is true for $\phi(E_{ij})$. Since the number of odd variables in our algebra is equal to $4k(2k+1)$, we have $\phi(A_{I,J}^{2k(2k+1)+1}) = 0$.

Finally, since deg $A_{I,J} = 2k + 1$ and $A_{I,J}^{2k(2k+1)+1} \in \text{Ann}(R_k)$ we get that

$$F^{2k(2k+1)+1} \text{Ann}(R_k) \neq 0.$$

\[\blacksquare\]

6.2. The bimodules $\text{Ann}(\lambda)$

Corollary 6.6. If $\lambda^{(n)} = (\lambda^{(n)}, \lambda^{(n)})$ is a sequence of bipartitions, such that $d(\lambda^{(n)})$, $d(\lambda^{(n)})$ are bounded, then there exists $N \in \mathbb{N}$ with

$$F^N \text{Ann}(V^{(n)}_{\lambda^{(n)}}) \neq 0$$

for all $n$.

The filtered ultraproduct

$$\prod_F \text{Ann}(V^{(n)}_{\lambda^{(n)}})$$

is nonzero and lies in $\text{Ind} \mathcal{C}_t$. 

Proof. The first part of the statement is just a consequence of Lemma 6.5 we can take \( k = \max(d(\alpha(n)), d(\lambda(n))) \)
and
\[
N = (2k + 1)(2k(2k + 1) + 1).
\]

Now, since for any \( l \)

\[
F^l \Ann(V_{\lambda(n)}) \subset F^l U(\mathfrak{g}_n)
\]
and, consequently, bimodules \((\Ann(V_{\lambda(n)}), F)\) satisfy the conditions of Lemma 3.3 we have

\[
\Ann(\lambda) = \prod_F F^\Ann(V_{\lambda(n)}) \in \Ind G_i.
\]

Moreover, \( F^N \Ann(\lambda) = \prod_F F^N \Ann(V_{\lambda(n)}) \neq 0. \]

Remark 6.7. Let \( \lambda(n) \) be as in Definition 4.13 and \( \lambda = \prod_F \lambda(n) \). Then

\[
\End(\lambda) = U(\mathfrak{g}_l)/\Ann(\lambda),
\]

where

\[
\Ann(\lambda) = \prod_F \Ann(V_{\lambda(n)}).
\]

Remark 6.8. Suppose \( \lambda(n) \) is a sequence of partitions, such that for all \( n \)

- \( d(\lambda(n)) < D \) for some \( D \in \mathbb{Z}_{\geq 0} \),
- \( \ell(\lambda(n)) \ll n \).

By the properties of the ultrafilter, we have that \( d(\lambda(n)) \) is constant for almost all \( n \). Denote this constant by \( d \).

Then for every \( i > d \) we have that \( \lambda_i(n), (\lambda_i(n))' \leq d \) for almost all \( n \). Thus, they are constant for almost all \( n \).

Now let \( k \) be the maximal integer for which \( \lambda_k(n) \) is not bounded for almost all \( n \), or, in other words, the set of \( \{n \in \mathbb{N} | \lambda_k(n) > K\} \) is in \( \mathcal{F} \) for every \( K \) (note the similarity with the condition in Definition 4.6). By the above, we have \( k \leq d \). Note that since \( \lambda(n) \) are partitions, \( \lambda_i(n) \geq \lambda_k(n) \) for every \( i \leq k \), so if \( \lambda_k(n) \) are unbounded, then \( \lambda_k(n) \) are too. We define the constant \( l \) in the same way, but for partitions \( (\lambda(n))' \).

Let us carry out the “cutting” procedure for partitions \( \lambda(n) \) and \( k, l \) as above (see Figure 1). We have \( \lambda(n) = [\alpha(n), \beta(n), \gamma(n)] \). Now since \( \lambda_i(n) \) are constant for almost all \( n \) for \( i > k \), we have that \( \gamma_i = \lambda_i(n) - l \) are constant as well. So, there exists a partition \( \gamma \), such that \( \lambda(n) = [\alpha(n), \beta(n), \gamma] \) for almost all \( n \).

Then, by our definitions of \( k \) and \( l \), for the sequences of partitions \( \alpha(n) \) and \( \beta(n) \) we have for every \( K > 0 \) that
\[
\{n \in \mathbb{N} | \forall i < k : \alpha_i(n) > K, \{n \in \mathbb{N} | \forall i < l : \beta_i(n) > K\} \in \mathcal{F}.
\]

It differs from the conditions we put on \( \lambda(n) \) in Definition 4.9. In this, more general case, for a fixed \( i \leq k \) we can either have that \( \{n \in \mathbb{N} | \alpha_i(n) - \alpha_{i+1}(n) > K\} \in \mathcal{F} \) for all \( K > 0 \) or that \( \alpha_i(n) - \alpha_{i+1}(n) \) is constant for almost all \( n \). And similarly for \( \beta_i(n) - \beta_{i+1}(n) \) for \( i \leq l \). Thus, we can replace the data of \( \alpha(n), \beta(n) \) with a nice sequence of partitions \( A(n) = (A_1(n), \ldots, A_k(n)) \) of some length \( p \leq k \) and a \( p \)-tuple of non-increasing integer sequences \( (\alpha[1], \ldots, \alpha[p]) \) with \( \alpha[i] \in \mathbb{Z}^k \), where \( \sum_{i=1}^p k_i = k \). We then recover \( \alpha(n) \) from the conditions that

\[
\alpha_i(n) = A_j(n) + \alpha[j],
\]
when \( i = k_1 + \ldots + k_{j-1} + s \) (where \( 1 \leq s \leq k_j \)). See Figure 2

For \( \beta(n) \) we similarly define the data \( B(n) = (B_1(n), \ldots, B_q(n)), (\beta[1], \ldots, \beta[q]) \) where \( B(n) \) is a nice sequence of partitions and \( \beta[j] \in \mathbb{Z}^l \) are \( l \)-tuples of non-increasing sequences with \( \sum_{j=1}^l l_j = l \). We have

\[
\beta_i(n) = B_j(n) + \beta[j],
\]
when \( i = l_1 + \ldots + l_{j-1} + s \) (where \( 1 \leq s \leq l_j \)).

The statement of Proposition 4.10 is also true for this weaker condition on \( \lambda(n) \) (i.e. \( d(\lambda(n)) = d \) for almost all \( n \)). The generalization of the proof is straightforward, however, the resulting computation is rather bulky.

The appropriate definition of \( \mu(n) \) then requires some conditions on \( a \) and \( b \). Namely, we need to make sure that \( a[j]s + a_i \geq a[j]s + a_i \) whenever \( i = k_1 + \ldots + k_{j-1} + s \) with \( 1 \leq s < k_j \). Similarly, we require that \( b[j]s + b_i \geq b[j]s + b_i \) whenever \( i = l_1 + \ldots + l_{j-1} + s \) with \( 1 \leq s < l_j \).

The multiplicities will then depend only on \( \gamma, k, l, a, b, a[j] \), for \( 1 \leq j \leq m \), and \( b[s] \), for \( 1 \leq s \leq r \).
We have $\alpha_i^{(n)} = A_j^{(n)} + \alpha[j]$, if $i = k_1 + \ldots + k_{j-1} + s$,
where $1 \leq s \leq k_j$.

Then the difference $\alpha_i^{(n)} - \alpha_i^{(n)}$ is unbounded
if and only if $i = k_1 + \ldots + k_j$ for some $j$.

7. Categorical action of $\mathfrak{sl}_2$

In this section we closely follow the work of Inna Entova-Aizenbud [8] and define two commuting
categorical type $A$ actions on the category $HC(\mathfrak{gl}_t)$.

In the first part of this section we give the basic definitions and restate some of the results from [8].

We then study the categorical type $A$ action on the subcategory with objects $\text{Hom}(\mu, \lambda)$ with fixed $\mu$.
It turns out that these categorical actions yield multiple commuting actions of $\mathfrak{sl}_2$ on its Grothendieck group (the number of copies of $\mathfrak{sl}_2$ acting on it will depend on $\mu$).

In the last part of the section we briefly describe a more general construction to obtain a slightly
more interesting $\mathfrak{sl}_2$-action. That is, in the light of Remark 6.8, we define the bimodules $\text{Hom}(\mu, \lambda) = \prod F^k \text{Hom}_k(V^{(n)}_{\mu}, V^{(n)}_{\lambda})$, where we require that the lengths of the diagonals of partitions $\lambda^{(n)}, \lambda^{(n)}, \mu^{(n)}, \mu^{(n)}, \pi^{(n)}$ are bounded. It is a weaker condition on $\lambda^{(n)}, \mu^{(n)}$ than the one posed in Theorem 4.15, so this construction yields a wider range of bimodules.

7.1. Basic definitions.

**Definition 7.1.** The degenerate affine Hecke algebra $\mathfrak{aAH}_A$ is the vector space
$$\mathbb{C}[x_1, \ldots, x_d] \otimes \mathbb{C}[S_d],$$
with multiplication defined so that $\mathbb{C}[x_1, \ldots, x_d] \otimes 1$ and $1 \otimes \mathbb{C}[S_d]$ are subalgebras isomorphic to the polynomial algebra $\mathbb{C}[x_1, \ldots, x_d]$ and the group algebra $\mathbb{C}[S_d]$ of the symmetric group $S_d$ correspondingly. And with additional relation that
$$t_j x_k - x_{t_j(k)} t_j = \begin{cases} 
1, & \text{if } k = j + 1, \\
-1, & \text{if } k = j, \\
0, & \text{otherwise}.
\end{cases}$$

Here $t_j$ denotes the transposition $(j, j + 1)$ in $S_d$.

The following definition is taken from [8], Definition 6.1.1.

**Definition 7.2.** Let $\mathcal{A}$ be a Karoubian $\mathbb{C}$-linear category. A categorical type $A$ action on $\mathcal{A}$ consists of the data $(F, E, x, \tau)$, where $(E, F)$ are an adjoint pair of (additive) exact endofunctors of $\mathcal{A}$, $x \in \text{End}(F), \tau \in \text{End}(F^2)$, which satisfy the following conditions:

- $F$ is isomorphic to the left adjoint of $E$,
• For any \( d \geq 2 \), the natural transformations \( x, \tau \) define an action of the degenerate affine Hecke algebra on \( F^d \) by

\[
dAHA_d = \mathbb{C}[x_1, \ldots, x_d] \otimes \mathbb{C}[S_d] \to \text{End}(F^d)
\]

\[
x_i \mapsto F^{d-i} \tau F^{i-1}
\]

\[
(i, i + 1) \mapsto F^{d-i+1} \tau F^{i-1}.
\]

Let \( F_c \) be the generalized eigenspace of \( x \) corresponding to the eigenvalue \( c \in \mathbb{C} \), i.e. for each \( M \) in \( \text{ob} \ A \) we define \( F_c M = \sum_{k \geq 0} \text{Ker}(x_M - c)^k \). Then

\[
F = \bigoplus_{c \in \mathbb{C}} F_c.
\]

Similarly, we get a decomposition \( E = \bigoplus_{c \in \mathbb{C}} E_c \), where \( E_c \) is left adjoint to \( F_c \).

**Lemma 7.3.** It was shown in \[8\], Section 6.2 that for any rigid symmetric tensor category \( C \) and any object \( V \in C \), the category \( \text{Rep}_C(\mathfrak{gl}(V)) \) of objects with an action of \( \mathfrak{gl}(V) \) enjoys a categorical type \( A \) action given by the following data:

- \( F = V \otimes (-), E = V^* \otimes (-); \)
- \( x_M \in \text{End}(V \otimes M) \cong \text{Hom}(V \otimes V^* \otimes M, M) \) is the action map \( \mathfrak{gl}(V) \otimes M \to M; \)
- \( \tau = \sigma_{V,V} \times \text{Id} \in \text{End}(F^2) \), where \( \sigma_{-,-} \) is the symmetric braiding on \( C \).

**Proof.** See \[8\], Section 6.2. \( \blacksquare \)

Let us quickly review a few notions associated to \( \mathfrak{sl}_2 \) and its representations. Recall that \( \mathfrak{sl}_2 \) is generated by the elements \( f_c = E_{c+1,c} \) and \( e_c = E_{c,c+1} \), \( c \in \mathbb{Z} \). We denote the tautological representation of \( \mathfrak{sl}_2 \) by \( \mathbb{C}^2 \).

Let us introduce some notations. For a cell \((i,j)\) (that is, a square with vertices \((i,j), (i-1,j), (i,j-1), (i-1,j-1)\)) in the Young diagram of a partition \( \lambda \) we denote its content by \( c_{t(i,j)} \). More generally, if \( \lambda \) is a bipartition, we can define a Young diagram of \( [\lambda]_n = \sum \lambda_i e_i = \sum \lambda'_{n-i+1} = \sum a_i e_i \) by adding cells with coordinates \((i,j)\) for \(-\lambda_1 + 1 \leq j \leq \lambda_i \) (see Figure 3). Note that when \( n \geq \ell(\lambda) + \ell(\lambda') \) we can uniquely recover the bipartition \( \lambda \) from the Young diagram of \([\lambda]_n\).

**Figure 3.** The diagram of a bipartition \((\lambda, \lambda')\)

Let us denote by \( \lambda + [\,]_c \) (resp. \( \lambda - [\,]_c \)) the set of (bi)partitions obtained by adding (resp. removing) a cell of content \( c \) to (resp. from) the Young diagram of \( \lambda \). This set consists of at most one (bi)partition.

Let us now consider some representations of \( \mathfrak{sl}_2 \). First of all, let us look at the module \( \mathbb{C}^2 \) with a basis \( v_c, c \in \mathbb{Z} \). We have

\[
f_c v_h = \delta_{c,h} v_{c+1},
\]

\[
e_c v_h = \delta_{c+1,h} v_c.
\]
Thus, where the eigenvalues of the operator into the sum of two other operators. For any integral dominant weight \( \nu \) of \( \mathfrak{gl}_n \), let us denote by \( v_{\nu} \) the vector corresponding to the sequence \( \nu_1 > \nu_2 - 1 > \ldots > \nu_{n-1} > \nu_n - n + 1 \). Thus, \( \Lambda^n \mathbb{C}^\ast \) has a basis indexed by dominant integral weights of \( \mathfrak{gl}_n \), or, equivalently, by bipartitions \( \lambda \) with \( n \geq \ell(\lambda) + \ell(\bar{\lambda}) \). We get that
\[
 f_c v_{\nu} = v_{\nu+\square_c},
\]
\[
 e_c v_{\nu} = v_{\nu-\square_c},
\]
where \( v_{\nu+\square_c} = 0 \) whenever \( \nu + \square_c \) is empty.

We recall that the Fock module \( \mathcal{F} \) is the vector space with a basis consisting of infinite wedges \( v_{i_0} \wedge v_{i_1} \wedge v_{i_2} \wedge \ldots \), where \( i_0 > i_1 > i_2 > \ldots \) and \( i_{n-s} = -n \) for \( s \geq 0 \). For any partition \( \nu \) we define
\[
 v_{\nu} = v_{i_0} \wedge v_{i_1} \wedge v_{i_2} \wedge v_{i_3} \wedge \ldots ,
\]
Thus, \( \mathcal{F} \) has a basis indexed by partitions of arbitrary size. We have
\[
 f_c v_{\nu} = v_{\nu+\square_c},
\]
\[
 e_c v_{\nu} = v_{\nu-\square_c}.
\]

Now, for any \( \mathfrak{sl}_2 \)-module \( M \) denote by \( M^c \) its twist by the automorphism of \( \mathfrak{sl}_2 \) sending \( f_c \) to \( e_c \) and vice versa. Let \( M^v \) denote the twist of \( M \) by the automorphism of \( \mathfrak{sl}_2 \) sending \( f_c \) to \( f_{-c} \) and \( e_c \) to \( e_{-c} \). Note that \( M^c, M^v \) have the same underlying vector spaces as \( M \). When \( M = \Lambda^n \mathbb{C}^\ast \) (resp. \( \mathcal{F} \) and \( \nu \) is an integral dominant weight of \( \mathfrak{sl}_n \) (resp. a partition) we have for \( v_{\nu} \in M^c \) that
\[
 f_c v_{\nu} = v_{\nu-\square_c},
\]
\[
 e_c v_{\nu} = v_{\nu+\square_c}.
\]

The categorical type \( A \) action induces an action of \( \mathfrak{sl}_2 \) on the complexified Grothendieck group whenever all eigenvalues of \( x \) are integer. Let us consider a few examples.

**Example 7.4.** All objects of \( \mathcal{C}_n \) enjoy a natural action of \( \mathfrak{gl}(V) = \mathfrak{gl}_n \). So, we can consider the categorical type \( A \) action on \( \mathcal{C}_n \) given by the tuple \((F, E, x, \tau)\) as in Lemma 7.3. We have for any integral dominant weight \( \lambda \)
\[
 F(V_{\lambda}) = \bigoplus_{\mu \in \lambda + \square_c} V_{\mu}.
\]
It was proved in [8] that if \( \mu \in \lambda + \square_c \), then \( V_{\mu} \) is the eigenspace of \( x_{V_{\lambda}} \) with eigenvalue \( c \). Then we have
\[
 F = \bigoplus_{c \in \mathbb{Z}} F_c
\]
with
\[
 F_c(V_{\lambda}) = \bigoplus_{\mu \in \lambda + \square_c} V_{\mu}.
\]

This decomposition induces an action of \( \mathfrak{sl}_2 \) on the complexified Grothendieck group of \( \mathcal{C}_n \). By direct comparison of the formulas, it is easy to deduce that \( \mathbb{C} \otimes \mathcal{Z} Gr(\mathcal{C}_n) \) is isomorphic to \( \Lambda^n \mathbb{C}^\ast \) as an \( \mathfrak{sl}_2 \)-module.

**Example 7.5.** Instead of \( \mathcal{C}_n \), we can consider the category \( \mathcal{C}_t \), whose objects enjoy the natural action of \( \mathfrak{gl}(V) = \mathfrak{gl}_t \). For any bipartition \( \lambda \) and large enough \( n \) the set of bipartitions obtained from \( [\lambda]_n \) by adding/removing a cell doesn’t depend on \( n \). Moreover, the content of the added/removed cell depends linearly on \( n \), therefore we can extend this procedure to bipartitions considered as weights of \( \mathfrak{gl}_t \). We get that adding a cell of content \( c \) to a bipartition \( \lambda = ([\lambda], \bar{\lambda}) \) is the same as either adding a cell of content \( c \) to \( \lambda \) (and leaving \( \bar{\lambda} \) intact) or removing a cell of content \( t - c \) from \( \lambda \) (and leaving \( \lambda \) intact). We can split the operator \( x \) into the sum of two other operators
\[
 x = x' + x'',
\]
where the eigenvalues of \( x' \) are integer and the eigenvalues of \( x'' \) lie in \( t + \mathbb{Z} \). The data \((E, F, x', \tau)\) and \((E, F, x'', t, \tau)\) define two categorical type \( A \) actions on \( \mathcal{C}_t \). As an \( \mathfrak{sl}_2 \otimes \mathfrak{sl}_2 \)-module \( \mathbb{C} \otimes \mathcal{Z} Gr(\mathcal{C}_t) \) is isomorphic to \( \mathcal{F} \otimes (\mathcal{F}^\ast)^\vee \) (see [8] Section 8).
7.2. Categorical type A action on Harish-Chandra bimodules. Lemma 7.3 allows us to define two categorical type A actions on $HC(\mathfrak{gl}_t)$ by considering its objects as left (or right) $\mathfrak{gl}_t$-modules. Since these actions are clearly symmetrical, we will stick to studying only the left action.

**Definition 7.6.** Let $D_\mu$ be the Serre subcategory of $HC(\mathfrak{gl}_t)$ generated by $\text{Hom}(\mu, \lambda)$ with $\mu$ fixed.

Recall that $\lambda = (\lambda, \overline{\lambda})$ and $\lambda, \overline{\lambda}$ denote the tuples $(\alpha, \beta, \gamma), (\overline{\alpha}, \overline{\beta}, \overline{\gamma})$, where $\gamma, \overline{\gamma} \in \mathcal{P}$,

$$\alpha = \prod_{F} \alpha^{(n)},$$
$$\beta = \prod_{F} \beta^{(n)},$$
$$\overline{\alpha} = \prod_{F} \overline{\alpha}^{(n)},$$
$$\overline{\beta} = \prod_{F} \overline{\beta}^{(n)},$$

$\alpha^{(n)}, \beta^{(n)}, \overline{\alpha}^{(n)}, \overline{\beta}^{(n)}$ are nice sequences of partitions, and we require that $\ell(\alpha^{(n)}), \ell(\beta^{(n)}), \ell(\overline{\alpha}^{(n)}), \ell(\overline{\beta}^{(n)})$ are constant for almost all $n$.

We get that $\lambda$ is in some sense the ultraproduct of bipartitions $\lambda^{(n)}$. The conditions on these bipartitions are such that the set $\lambda^{(n)} \pm \Box$ has the same number of elements for almost all $n$. Moreover, we can list all the elements of this set. For any $\mu \in \lambda^{(n)} \pm \Box$ with

$$\mu^{(n)} = ([\sigma^{(n)}, \tau^{(n)}, \epsilon], [\overline{\sigma}^{(n)}, \overline{\tau}^{(n)}, \overline{\epsilon}])$$

we have (for almost all $n$) that either

$$\sigma^{(n)}_i = \alpha^{(n)}_i \pm 1, \text{ or}$$
$$\overline{\sigma}^{(n)}_i = \overline{\alpha}^{(n)}_i \mp 1, \text{ or}$$
$$\tau^{(n)}_i = \beta^{(n)}_i \pm 1, \text{ or}$$
$$\overline{\tau}^{(n)}_i = \overline{\beta}^{(n)}_i \pm 1, \text{ or}$$
$$\epsilon \in \gamma \pm \Box, \text{ or}$$
$$\overline{\epsilon} \in \overline{\gamma} \pm \Box,$$

and only one of the conditions holds for exactly one $i$. The change of sign in (7.6.2), (7.6.4) and (7.6.6) reflects the fact that removing a cell from $\overline{\tau}, \overline{\beta}$ or $\overline{\gamma}$ results in adding a cell to $\lambda$. Note that because our sequences of partitions are nice, we can add/remove a cell to/from any row of $\alpha^{(n)}, \beta^{(n)}, \overline{\alpha}^{(n)}, \overline{\beta}^{(n)}$ (for almost all $n$) and obtain a partition. The content of the added/removed cell depends linearly on $\alpha^{(n)}, \beta^{(n)}, \overline{\alpha}^{(n)}, \overline{\beta}^{(n)}$, and $n$, so we can extend this notion algebraically to $\text{Rep}(GL_t)$ and tuples $\lambda$.

So, let $\lambda \pm \Box$ denote the set of tuples $\mu$ obtained from $\lambda$ by adding/removing a cell. That is, $\mu = \prod_{F} \mu^{(n)}$, where each $\mu^{(n)} \in \lambda^{(n)} \pm \Box$ satisfies one and the same of the conditions 7.6.1-7.6.6 with the same value $i$ for almost all $n$. We have

$$F(\text{Hom}(\mu, \lambda)) = \bigoplus_{\nu \in \lambda \pm \Box} \text{Hom}(\mu, \nu).$$

Each $\text{Hom}(\mu, \nu)$ is the eigenspace of $x_{\text{Hom}(\mu, \lambda)}$ with eigenvalue $c$ if $\nu \in \lambda \pm \Box$. $c$. 

**Lemma 7.7.** Let $\nu \in \lambda \pm \Box$. Then $\nu^{(n)}$ satisfies one of the conditions (7.6.1)-(7.6.6) for almost all $n$. Let $c(\nu)$ be the eigenvalue of $x_{\text{Hom}(\mu, \lambda)}$ on $\text{Hom}(\nu, \lambda)$. Then

$$c(\nu) = \begin{cases} 
\alpha_i + \ell(\beta) + 1 - i, & \text{if } \nu^{(n)} \text{ satisfies (7.6.1)}, \\
-\overline{\alpha}_i - \ell(\overline{\beta}) - t + i, & \text{if } \nu^{(n)} \text{ satisfies (7.6.2)}, \\
-\beta_i - \ell(\alpha) - 1 + i, & \text{if } \nu^{(n)} \text{ satisfies (7.6.3)}, \\
\overline{\beta}_i + \ell(\overline{\alpha}) - t - i, & \text{if } \nu^{(n)} \text{ satisfies (7.6.4)}, \\
\epsilon' + \ell(\beta) - \ell(\alpha), & \text{if } \nu^{(n)} \text{ satisfies (7.6.5)} \text{ and } \epsilon \in \gamma \pm \Box, \\
-\epsilon' - \ell(\overline{\beta}) + \ell(\overline{\alpha}) - t, & \text{if } \nu^{(n)} \text{ satisfies (7.6.6)} \text{ and } \overline{\epsilon} \in \overline{\gamma} \pm \Box. 
\end{cases}$$

**Proof.** It follows from the calculation of the content of the added cell for $\nu^{(n)}$ and then taking the ultraproduct of the obtained values. ■
Definition 7.8. We say $\nu \in \lambda \pm \square_i$ if $\nu \in \lambda \pm \square$ and $c(\nu) = c$.

Let us, following Lemma 7.1, require that trdeg\(Q(\alpha_{i_1}, \beta_{j_1}, \overline{\alpha}_{i_2}, \overline{\beta}_{j_2}, t), i_1 \leq \ell(\alpha), i_2 \leq \ell(\overline{\alpha}), j_1 \leq \ell(\beta), j_2 \leq \ell(\overline{\beta}) = \ell(\alpha) + \ell(\beta) + \ell(\overline{\alpha}) + \ell(\overline{\beta}) + 1\). Then the numbers

$$\{\alpha_{i_1}, -\overline{\alpha}_{i_2} - t, -\beta_{j_1}, \overline{\beta}_{j_2} - t, \ell(\beta) - \ell(\alpha), -\ell(\overline{\beta}) + \ell(\overline{\alpha}) - t\}$$

lie in separate $\mathbb{Z}$-cosets of $\mathbb{C}$. For any coset $r + Z \in \mathbb{C}/\mathbb{Z}$ we can define the operator $x^{(r)}$, such that

$$x = \sum_{r + Z \in \mathbb{C}/\mathbb{Z}} \lambda^{(r)}$$

and if $N$ is an eigenspace of $x_M$ with eigenvalue $c$, then

$$x_M^{(r)}|_N = \begin{cases} c, & \text{if } c \in r + Z, \\ 0, & \text{otherwise}. \end{cases}$$

Equation 7.6.7 implies that the categorical type $A$ action given by $(F, E, x, \tau)$ restricts to the category $D_\mu$. Moreover, the tuples $(F, E, x^{(r)} - r, \tau)$ for cosets $r + Z$ and some coset representatives $r \in \mathbb{C}$ induce well-defined commuting categorical $sl_\mathbb{Z}$-actions.

Let $\mu = (\mu, \overline{\mu})$ with

$$\mu = (\alpha, \beta, \gamma),$$

$$\overline{\mu} = (\overline{\alpha}, \overline{\beta}, \overline{\gamma}).$$

Then for any $\lambda$, such that $\text{Hom}(\mu, \lambda) \in D_\mu$, we have that $\lambda = (\lambda, \overline{\lambda})$ and

$$\lambda = (\alpha + a, \beta + b, \delta),$$

$$\overline{\lambda} = (\overline{\alpha} + \overline{a}, \overline{\beta} + \overline{b}, \overline{\delta})$$

for some integer sequences $a, b, \overline{a}, \overline{b}$ and some $\delta, \overline{\delta} \in \mathcal{P}$.

The calculation in Lemma 7.7 shows that $(F, E, x^{(r)} - r, \tau)$ induces a trivial $sl_\mathbb{Z}$-action unless $r$ satisfies one of the following conditions for some $i$:

(7.8.1) \quad $r = \alpha_i + \ell(\beta) - i$, or

(7.8.2) \quad $r = -\overline{\alpha}_i - t - \ell(\overline{\beta}) + i$, or

(7.8.3) \quad $r = -\beta_i - \ell(\alpha) + i$, or

(7.8.4) \quad $r = \overline{\beta}_i - t + \ell(\overline{\alpha}) - i$, or

(7.8.5) \quad $r = \ell(\beta) - \ell(\alpha)$, or

(7.8.6) \quad $r = -\ell(\overline{\beta}) + \ell(\overline{\alpha}) - t$.

In all of the above cases the eigenvalues of $x^{(r)} - r$ are integers and the decomposition

$$F = \bigoplus_{i \in \mathbb{Z}} F_i$$

gives the $sl_\mathbb{Z}$-action on the complexified Grothendieck group $\mathbb{C} \otimes \mathcal{Z} \text{Gr}(D_\mu)$. Let us denote by $\mathcal{Z}(r)$ the copy of $sl_\mathbb{Z}$, which acts on $\mathbb{C} \otimes \mathcal{Z} \text{Gr}(D_\mu)$ via $(F, E, x^{(r)} - r, \tau)$.

Theorem 7.9. Let $S_1 = \{\alpha_i + \ell(\beta) - i\}, S_2 = \{-\overline{\alpha}_i - t - \ell(\overline{\beta}) + i\}, S_3 = \{-\beta_i - \ell(\alpha) + i\}, S_4 = \{\overline{\beta}_i - t + \ell(\overline{\alpha}) - i\}$, i.e. $S_k$ is the set of values of $r$ satisfying one of the conditions (7.8.k).

Then as a \( \bigoplus_{r \in S_1 \cup S_2 \cup S_3 \cup S_4} \mathcal{Z}(r) \) \( \oplus \mathcal{Z}(\ell(\beta) - \ell(\alpha)) \oplus \mathcal{Z}(\ell(\overline{\beta}) + \ell(\overline{\alpha}) - t) \)-module

$$\mathbb{C} \otimes \text{Gr}(D_\mu) \simeq \left( \bigotimes_{r \in S_1} \mathbb{C} \otimes \bigotimes_{r \in S_2} \mathbb{C}^{(\mathbb{C})^r} \otimes \bigotimes_{r \in S_3} \mathbb{C}^{(\mathbb{C})^r} \otimes \bigotimes_{r \in S_4} \mathbb{C}^{(\mathbb{C})^r} \right) \otimes \mathcal{Z} \otimes (\mathcal{Z})^r.$$

Proof. The tensor product on the right hand side has a basis

$$\bigotimes_{r \in S_1 \cup S_2 \cup S_3 \cup S_4} v^{(r)} \otimes v_{\delta}^{(\ell(\beta) - \ell(\alpha))} \otimes v_{\overline{\delta}}^{(\ell(\overline{\beta}) + \ell(\overline{\alpha}) - t)}.$$
The isomorphism takes this basis element to the class of \( \text{Hom}(\mu, \lambda) \) with \( \lambda = (\lambda, \overline{\lambda}) \),
\[
\lambda = (\alpha + a, \beta + b, \delta),
\overline{\lambda} = (\overline{a}, \overline{\beta} + \overline{b}, \overline{\delta}),
\]
\[
a = (a_1, \ldots, a_{\ell(\alpha)}), b = (b_1, \ldots, b_{\ell(\beta)}),
\overline{a} = (\overline{a_1}, \ldots, \overline{a_{\ell(\alpha)}}), \overline{b} = (\overline{b_1}, \ldots, \overline{b_{\ell(\beta)}}),
\]
such that
\[
a_j = i_{\alpha, \ell(\beta) - j} - 1,
\overline{a}_j = i_{\overline{a}, \ell(\beta) - j} - 1,
\]
\[
b_j = i_{\beta, \ell(\alpha) + j} - 1,
\overline{b}_j = i_{\overline{a}, \ell(\beta) - j} - 1.
\]

7.3. A more general construction. Recall that Remark 4.17 implied that there is a wider range of Harish-Chandra bimodules of finite K-type than was constructed in Section 4. That is, we could take an ultraproduct of bimodules \( \text{Hom}_q(V_{\mu(n)}, V_{\lambda(n)}) \) with partitions \( \lambda(n), \overline{\lambda(n)}, \mu(n), \overline{\mu(n)} \) having a bounded diagonal length. This construction is more general but requires a slightly bulkier combinatorial data. We will now describe this construction in more detail.

Suppose we have a sequence of partitions \( \lambda(n) \) with bounded length of the diagonal. Then for almost all \( n \) we have \( d(\lambda(n)) = d \) for some fixed \( d \). We define \( k \) to be the maximal index \( i \) for which the sequence \( \lambda_i(\alpha) \) is not bounded for almost all \( n \). Similarly, \( l \) is defined as the maximal \( j \) for which the sequence \( (\lambda(n))'_j \) is not bounded for almost all \( n \). Recall that to \( \lambda(n) = [\alpha(n), \beta(n), \gamma(n)], \) where \( \ell(\alpha(n)) = k, \ell(\beta(n)) = l \) for almost all \( n \), we assigned the data of nice sequences of partitions \( A(n) = (A_1(n), \ldots, A_p(n)), B(n) = (B_1(n), \ldots, B_q(n)) \) of some lengths \( p \leq k, q \leq l \), a \( p \)-tuple \( (\alpha[1], \ldots, \alpha[p]) \) and a \( q \)-tuple \( (\beta[1], \ldots, \beta[q]) \) of non-increasing integer sequences with \( \alpha[i] \in \mathbb{Z}^k, \beta[m] \in \mathbb{Z}^l \), where
\[
\sum_{j=1}^p k_j = k, \quad \sum_{m=1}^q l_m = l.
\]

Thus, \( \lambda = \prod F \lambda(n) \) results in the following combinatorial data:
- \( A = (A_1, \ldots, A_p) \in C^p \) with \( A = \prod F A(n) \), where \( A(n) \) is a nice sequence of partitions;
- \( B = (B_1, \ldots, B_q) \in C^q \) with \( B = \prod F B(n) \), where \( B(n) \) is a nice sequence of partitions;
- a \( p \)-tuple of non-increasing integer sequences \( (\alpha[1], \ldots, \alpha[p]) \) with \( \alpha[i] \in \mathbb{Z}^k, \) where \( \sum_{i=1}^p k_i = k \);
- a \( q \)-tuple of non-increasing integer sequences \( (\beta[1], \ldots, \beta[q]) \) with \( \beta[i] \in \mathbb{Z}^l, \) where \( \sum_{i=1}^q l_i = L \).

We then have
- \( \alpha_i = A_j + \alpha[j], \) if \( i = k_1 + \ldots + k_{j-1} + m \) with \( 1 \leq m \leq k_j \)
- \( \beta_i = B_j + \beta[j], \) if \( i = l_1 + \ldots + l_{j-1} + m \) with \( m \leq l_j \),
- \( \lambda(n) = [\alpha(n), \beta(n), \gamma(n)]. \)

Let us denote by \( \mathcal{P}_k \) the set of non-increasing integer sequences of length \( k \). Let \( \mathcal{P}' = \bigcup_k \mathcal{P}'_k \). For \( \alpha \in \mathcal{P}' \) we say \( \ell(\alpha) = k \) if \( \alpha \in \mathcal{P}'_k \).

Remark 7.10. In light of Lemma 4.1, we can start with the data of \( \lambda = (A, B, (\alpha[1], \ldots, \alpha[p]), (\beta[1], \ldots, \beta[q]), \gamma) \) with \( A = (A_1, \ldots, A_p) \in C^p, B = (B_1, \ldots, B_q) \in C^q, \) and \( \alpha[i], \beta[j] \in P' \). If we now assume that \( \text{trdeg}_Q(A_1, \ldots, A_p, B_1, \ldots, B_q, t) = p + q + 1 \), then we can find a sequence partitions \( \lambda(n) \) for which \( \lambda = \prod F \lambda(n) \) in an appropriate sense.

Define \( A = (A_1, A_p, \alpha[p]) \in (\mathbb{C} \times \mathcal{P}'_p)^p \) and put \( A^1 = (A_1, \ldots, A_p) \in C^p \) and \( A^2 = (\alpha[1], \ldots, \alpha[p]) \in (\mathcal{P}')^p \).

When \( k_1 = l_1 = 1 \) for all \( i \) and \( A^2 = B^2 = 0 \), the datum of \( \lambda = (A, B, \gamma) \) is the same as in Lemma 4.17. That is, \( \lambda = (\alpha, \beta, \gamma) \) with \( \alpha = A^1, \beta = B^1 \).

So, let \( \mu \) be the tuple \( (A, B, \gamma), \overline{\mu} = (\overline{A}, \overline{B}, \overline{\gamma}) \) and \( \mu = (\mu, \overline{\mu}) \). Let
\[
\lambda = (A + a, B + b, \delta),
\overline{\lambda} = (\overline{A} + \overline{a}, \overline{B} + \overline{b}, \overline{\delta})
\]
with \(a = (a[1], \ldots, a[p]) \in (P')^p\) and \(\ell(a[i]) = \ell(\alpha[i])\) and similar conditions on \(\pi, b, \overline{b}\), where the notation \(A + a\) means that

\[
(A + a)^1 = A^1
\]

and

\[
(A + a)^2 = A^2 + a = (\alpha[1] + a_1, \ldots, \alpha[p] + a_p).
\]

Then we can define the bimodules \(\text{Hom}(\mu, \lambda) = \prod_p \text{Hom}_\nu(V_{\mu(n)}^+, V_{\lambda(n)}^-)\). This is just a slight generalization of the construction in Section 4.

Given \(\lambda = (\lambda, B, \gamma), \overline{\lambda} = (\lambda, \overline{B}, \delta), \lambda = (\lambda, \overline{\lambda})\) as above, we can still define the sets \(\lambda \pm c\) (similarly to what was done in the previous part for \(\lambda = (\alpha, \beta, \gamma)\)). Let \(\lambda \pm c\) denote the set of all bipartitions obtained from \(\lambda\) by adding or removing a cell from its Young diagram. Because \(A, \overline{A}, B, \overline{B}\) are defined as ultraproducts of nice sequences of partitions, for almost all \(n\) the number of bipartitions in \(\lambda^{(n)} \pm c\) is constant and depends only on \(\alpha[i], \beta[j], \gamma, \overline{\alpha[i]}, \overline{\beta[j]}, \delta\), that is, we obtain them by adding/removing cells from the Young diagrams of \((\alpha[i], \beta[j], \gamma)\) or “remove a cell from \(\theta^n\) for some \(\theta \in \{\alpha[i], \beta[j], \gamma\}\). Similarly, elements of \(\lambda - c\) are ultraproducts of bipartitions in \(\lambda^{(n)} - c\) obtained by applying either the operation of the form “add a cell to \(\theta^n\) for some \(\theta \in \{\alpha[i], \beta[j], \gamma\}\) or “remove a cell from \(\theta^n\) for some \(\theta \in \{\alpha[i], \beta[j], \gamma\}\). We obtain the possible values of \(c\) by taking the ultraproduct of contents of added/removed cells in the Young diagrams of \(\lambda^{(n)}\).

**Lemma 7.11.** The sets \(\lambda \pm c\) can be non-empty only if one of the following holds for some \(j\):

- \(c = A_j + l - k_1 - \ldots - k_{j-1} + m\) for some \(m \in \mathbb{Z}\);
  
  In this case \(\lambda \pm c\) is non-empty if and only if \(\alpha[j] \pm m\) is.

- \(c = -B_j - k + l_1 + \ldots + l_{j-1} + m\) for some \(m \in \mathbb{Z}\);
  
  In this case \(\lambda \pm c\) is non-empty if and only if \(\beta[j] \pm m\) is.

- \(c = k - l + m\) for some \(m \in \mathbb{Z}\);
  
  In this case \(\lambda \pm c\) is non-empty if and only if \(\gamma \pm m\) is.

- \(c = -\overline{A}_j - t - \overline{l}_1 + \ldots + \overline{l}_{j-1} + m\) for some \(m \in \mathbb{Z}\);
  
  In this case \(\lambda \pm c\) is non-empty if and only if \(\overline{\alpha[j]} \pm m\) is.

- \(c = -\overline{B}_j - t + \overline{k}_1 - \ldots - \overline{k}_{j-1} + m\) for some \(m \in \mathbb{Z}\);
  
  In this case \(\lambda \pm c\) is non-empty if and only if \(\overline{\beta[j]} \pm m\) is.

- \(c = -t + \overline{k} - \overline{l} + m\) for some \(m \in \mathbb{Z}\);
  
  In this case \(\lambda \pm c\) is non-empty if and only if \(\delta \pm m\) is.

Let us fix some \(\mu = (\mu, \overline{\mu})\) with

\[
\mu = (A, B, \gamma), \quad \overline{\mu} = (\overline{A}, \overline{B}, \overline{\gamma}).
\]

Define \(D_\mu\) to be the Serre subcategory of the category of Harish-Chandra bimodules generated by \(\text{Hom}(\mu, \lambda)\), where \(\lambda = (\lambda, \overline{\lambda})\) runs over all tuples

\[
\lambda = (A + a, B + b, \delta),
\]

\[
\overline{\lambda} = (\overline{A} + \overline{a}, \overline{B} + \overline{b}, \overline{\delta})
\]

for some \(\delta, \overline{\delta}, a, b\) and \(A, \overline{A}, B, \overline{B}\).

As in the previous part we put

\[
x = \sum_{r \in \mathbb{Z}/C} x^{(r)}.
\]

Then the previous calculation shows that the action of \(\mathfrak{g}_2^{(r)}\) on \(C \otimes \mathbb{Z} \text{Gr}(D_\mu)\) is trivial unless for some \(j\) one of the following conditions holds:

\[
r = A_j + l - k_1 - \ldots - k_{j-1}, \text{ or}
\]

\[
r = -B_j - k + l_1 - \ldots + l_{j-1}, \text{ or}
\]

\[
r = k - l, \text{ or}
\]

\[
r = -\overline{A}_j - t - \overline{l}_1 + \ldots + \overline{l}_{j-1}, \text{ or}
\]

\[
r = -\overline{B}_j - t - \overline{k}_1 - \ldots - \overline{k}_{j-1}, \text{ or}
\]

\[
r = -t + \overline{k} - \overline{l}, \text{ or}
\]

\[
r = -t + \overline{k} - \overline{l}.
\]
Theorem 7.12. Let
\[ S_1 = \{ A_j + l - k_1 - \ldots - k_{j-1} \}_{j=1}^p, \]
\[ S_2 = \{ -B_j - k_1 + l_1 + \ldots + l_{j-1} \}_{j=1}^p, \]
\[ S_3 = \{ -\overline{A}_j - t - \overline{t} + \overline{k}_1 + \ldots + \overline{k}_{j-1} \}_{j=1}^p, \]
\[ S_4 = \{ B_j - t + \overline{t} - l_1 - \ldots - l_{j-1} \}_{j=1}^p. \]
Then as a 
\[ \bigoplus_{r \in S_1} sL^{(r)}_{\mathbb{Z}} \oplus \bigoplus_{r \in S_2} sL^{(r)}_{\mathbb{Z}} \oplus \bigoplus_{r \in S_3} sL^{(r)}_{\mathbb{Z}} \oplus \bigoplus_{r \in S_4} sL^{(r)}_{\mathbb{Z}} \oplus sL^{(\overline{K}-\overline{L})}_{\mathbb{Z}} \oplus sL^{(-t+\overline{K}-\overline{t})}_{\mathbb{Z}} \] - module
\[ \mathbb{C} \otimes \text{Gr}(\mathcal{D}_\mu) \simeq \bigotimes_{j=1}^p (\bigotimes_{j=1}^p \Lambda^k \mathbb{C}^\mathbb{Z}) \otimes \left( \bigotimes_{j=1}^p ((\Lambda^k \mathbb{C}^\mathbb{Z})^\vee)^\vee \right) \otimes \left( \bigotimes_{j=1}^p (\Lambda^k \mathbb{C}^\mathbb{Z})^\vee \right) \otimes \mathfrak{g} \otimes (\mathfrak{g}^\vee)^\vee. \]
Proof. The tensor product on the right hand side has a basis
\[ \bigotimes_{r \in S_1 \cup S_2 \cup S_3 \cup S_4} v^{(r)} \otimes v^{(\ell(\beta) - \ell(\alpha))} \otimes v^{-(-\ell(\overline{\beta}) + \ell(\overline{\alpha)} - t).} \]
The isomorphism takes this basis element to the class of \( \text{Hom}(\mu, \lambda) \) with \( \lambda = (\overline{\lambda}, \overline{\lambda}) \),
\[ \lambda = (A + a, B + b, \delta), \]
\[ \overline{\lambda} = (\overline{A} + \overline{a}, \overline{B} + \overline{b}, \overline{\delta}). \]
\[ a = (a[1], \ldots, a[p]), b = (b[1], \ldots, b[q]), \]
\[ \overline{a} = (\overline{a}[1], \ldots, \overline{a}[p]), \overline{b} = (\overline{b}[1], \ldots, \overline{b}[q]). \]
such that
\[ a[j] = \nu_{\lambda_j} + l - k_1 - \ldots - k_{j-1}, \]
\[ b[j] = \nu_{-B_j} - k_1 + l_1 + \ldots + l_{j-1}, \]
\[ \overline{a}[j] = \nu_{-\overline{A}_j} - t - \overline{t} + \overline{k}_1 + \ldots + \overline{k}_{j-1}, \]
\[ \overline{b}[j] = \nu_{\overline{B}_j} - t + \overline{t} - l_1 - \ldots - l_{j-1}. \]

8. Appendix by Serina Hu and Alexandra Utiralova

In this section we will generalize all the constructions from Sections 3 – 5 for the categories \( \text{Rep}(O_t) \) and \( \text{Rep}(Sp_t) \).

So, we let \( C_t = \text{Rep}(O_t) \) or \( \text{Rep}(Sp_t) \) and \( G_n = O_{2n+1} \) or \( Sp_{2n} \) correspondingly.

8.1. Finite dimensional bimodules. We would like to construct Harish-Chandra bimodules in \( \text{Ind} C_t \) generalizing the finite dimensional bimodules
\[ \text{Hom}_\mathbb{C}(V_\mu^{(n)}, V_\lambda^{(n)}) \simeq V_\lambda^{(n)} \otimes V_\mu^{(n)}. \]

Claim 8.1. \( \mathbf{14} \) If \( \nu, \lambda, \mu \in \mathcal{P} \), then the multiplicity
\[ (8.1.1) \quad \dim \text{Hom}_{C_n}(V_\nu^{(n)}, V_\lambda^{(n)} \otimes V_\mu^{(n)}) \text{ is equal to } \sum_{\eta, \omega, \xi} c^\lambda_{\eta, \omega} c^\mu_{\nu, \xi} c^\nu_{\omega, \xi}, \]
where for three partitions \( \lambda, \mu, \nu \) we denote by \( c^\lambda_{\mu, \nu} \) the corresponding Littlewood-Richardson coefficient.

We will now proceed in the exact same manner as for the type A case. We will impose the same conditions on \( \lambda, \mu, \nu \) as in Proposition 4.1.10. That is, we let \( \lambda^{(n)} \) be a sequence of partitions as in Definition 4.9. Recall that it means that we fix \( k, l \in \mathbb{Z}_{\geq 0}, \gamma \in \mathcal{P} \) and assume that
• \( \ell(\lambda) \leq n \) (in the sense of Definition 4.17);
• \( \lambda^{(n)} = [\alpha^{(n)}, \beta^{(n)}, \gamma] \) (in the sense of Definition 4.3) and the sequences \( \alpha^{(n)}, \beta^{(n)} \) are \textbf{nice} (in the sense of Definition 4.6).

Let us fix some \( a = (a_1, \ldots, a_k) \in \mathbb{Z}^k \) and \( b = (b_1, \ldots, b_l) \in \mathbb{Z}^l \). We denote \( |a| = \sum_{i=1}^{k} a_i \) and \( |b| = \sum_{j=1}^{l} b_j \). Then we fix some \( \delta \in \mathcal{P} \) and put
\[ \mu^{(n)} = [\alpha^{(n)} + a, \beta^{(n)} + b, \delta], \]
which is a well-defined partition for almost all \( n \) as \( \alpha^{(n)} \) and \( \beta^{(n)} \) are \textbf{nice}. 

Theorem 8.2. Let $\lambda^{(n)}$ and $\mu^{(n)}$ be as above, then for any $\nu \in \mathcal{P}$ the multiplicity of $V^\nu_{\lambda^{(n)}}$ in $\text{Hom}_F(V_{\mu^{(n)}}^\nu, V_{\lambda^{(n)}}^\nu)$ is constant for almost all $n$.

Proof. By Claim 8.1 the desired multiplicity is equal to

$$\sum_{\eta, \omega, \xi} c^\lambda_{\eta, \omega, \xi} c^\mu_{\eta, \xi} c^\nu_{\omega, \xi}.$$

As in Proposition 4.10 we claim that the sum in 8.1.1 depends only on $k, l, a, b, \gamma, \delta$. Though the sum is over all partitions $\eta, \omega, \xi$, we see that for a term to be nonzero, we must have $\eta \subset \lambda^{(n)}, \mu^{(n)}$. There is a fixed (not depending on $n$) set of pairs $(\omega, \xi)$ so that

$$c^\nu_{\omega, \xi} \neq 0,$$

since $\nu$ is fixed and $|\omega| + |\xi| = |\nu|$. Thus, we will focus on $c^\lambda_{\eta, \omega, \xi}, c^\mu_{\eta, \xi}$. As in the proof of Proposition 4.10 we again want to classify all possible $\eta = [\sigma, r, \epsilon] \subset \lambda^{(n)}, \mu^{(n)}$. Using the same notation as in Definition 4.11 we establish that

$$c^\lambda_{\eta, \omega} = c_\omega(c, d, \gamma/\epsilon),$$

and

$$c^\mu_{\eta, \xi} = c_\xi(c + a, d + b, \delta/\epsilon)$$

for some

$$c \in (-a + \mathbb{Z}_{\geq 0}) \cap \mathbb{Z}_{>0},$$

$$d \in (-b + \mathbb{Z}_{\geq 0}) \cap \mathbb{Z}_{>0}$$

and $\epsilon \subset \gamma, \delta$.

So,

$$\dim \text{Hom}_G(V^\nu_{\lambda^{(n)}}, V^{\nu}_{\lambda^{(n)}} \otimes V^{\nu}_{\mu^{(n)}}) = \sum_{c, d, \epsilon} c_\omega(c, d, \gamma/\epsilon)c_\xi(c + a, d + b, \delta/\epsilon)c^\nu_{\omega, \xi},$$

where the sum is taken over all $c, d, \epsilon$ as above.

Corollary 8.3. For $\lambda^{(n)}, \mu^{(n)}$ as above we define the triples

$$\lambda = (\alpha, \beta, \gamma) = (\prod_{\mathcal{F}} \alpha^{(n)}_{\mathcal{F}}, \prod_{\mathcal{F}} \beta^{(n)}_{\mathcal{F}}, \gamma)$$

and

$$\mu = (\alpha + a, \beta + b, \delta)$$

with $\alpha \in \mathbb{C}^k, \beta \in \mathbb{C}^k$.

Then, similarly to type A case,

$$\text{Hom}(\mu, \lambda) = \prod_{\mathcal{F}} \text{Hom}_F(V^\nu_{\mu^{(n)}}, V^{\nu}_{\lambda^{(n)}})$$

(where $F$ is a filtration on $\mathcal{P}$ by finite subsets, e.g. $F^k \mathcal{P} = \{\lambda \mid |\lambda| \leq k\}$) is a well-defined object of $\text{Ind}_G$ and is a Harish-Chandra bimodule of finite $K$-type.

Clearly, Lemma 4.14 applies in this case.

8.2. Central characters. Let $C_{2k}$ be the central elements defined in Section 2.3.

Definition 8.4. Given a central character $\chi : U(g_t) \to \mathbb{C}$ we define the exponential central character to be the generating function

$$\chi(z) = \frac{1}{e^z - e^{-z}} \sum_k \chi(C_{2k}) \frac{z^{2k}}{(2k)!}.$$ 

The proof of Theorem 3.17 in [17] (stated in Example 5.3) can be easily generalized to the case of the categories $\text{Rep}(O_t)$ and $\text{Rep}(Sp_t)$. One obtains the following result:

Claim 8.5. If $g_t = o_t$ or $sp_t$, the category $HC_{\chi, \psi}(g_t)$ is non-zero if and only if there exist some complex numbers $b_1, \ldots, b_r$, such that

$$\chi(z) - \psi(z) = \frac{1}{e^z - e^{-z}} \sum_{i=1}^r (\cosh((b_i + 1)z) - \cosh(b_i z)) = \sum_{i=1}^r \sinh \left(\frac{(2b_i + 1)z}{2}\right).$$
Lemma 8.6. Let $\nu \in \mathcal{P}$ and let $V_{\nu}$ be the corresponding simple object in $\mathcal{C}$. Then $Z(U(g))$ acts on $V_{\nu}$ via the character $\chi_{\nu}(z)$ with
\[
\chi_{\nu}(z) = \frac{1}{e^{\frac{z}{2}} - e^{-\frac{z}{2}}} \sum_{i=1}^{\ell(\nu)} \left( \cosh \left( \nu_i z + \frac{t}{2} z - iz \right) - \cosh \left( \frac{t}{2} z - iz \right) \right)
\]

Proof. Let us calculate the vector $\rho \in E$ explicitly. Our choice of simple roots will be standard: in type $B$ simple roots are
\[
\{e_i - e_{i+1}\}_{i<n} \cup \{e_n\},
\]
and in type $C$ we have:
\[
\{e_i - e_{i+1}\}_{i<n} \cup \{2e_n\}.
\]
Thus, in type $B$
\[
\rho = (n - \frac{1}{2}, n - \frac{3}{2}, \ldots, \frac{3}{2}, \frac{1}{2}),
\]
and in type $C$:
\[
\rho = (n, n-1, \ldots, 2, 1).
\]
In the case $G_n = O_{2n+1}$, we get
\[
\chi_{\nu}^{(n)}(C_{2k}) = \sum_{i=1}^{\ell(\nu)} \left( \nu_i + \frac{2n+1-2i}{2} \right)^{2k} - \left( \frac{2n+1-2i}{2} \right)^{2k}.
\]
Thus,
\[
\chi^{(n)}(z) = \sum_{i=1}^{\ell(\nu)} \cosh \left( \nu_i z + \frac{2n+1-2i}{2} z - \cosh \left( \frac{2n+1-2i}{2} z \right) \right).
\]
Now, since $t = \prod_{\nu}(2n+1)$,
\[
\chi(z) = \frac{1}{e^{\frac{z}{2}} - e^{-\frac{z}{2}}} \sum_{i=1}^{\ell(\nu)} \left( \cosh \left( \nu_i z + \frac{t}{2} z - iz \right) - \cosh \left( \frac{t}{2} z - iz \right) \right).
\]
In the case $G_n = Sp_{2n}$:
\[
\chi_{\nu}^{(n)}(C_{2k}) = \sum_{i=1}^{\ell(\nu)} \left( \nu_i + (n-i+1) - 1 \right)^{2k} - \left( (n-i+1) - 1 \right)^{2k}.
\]
So, since $t = \prod_{\nu} 2n$, we get
\[
\chi_{\nu}(z) = \frac{1}{e^{\frac{z}{2}} - e^{-\frac{z}{2}}} \sum_{i=1}^{\ell(\nu)} \left( \cosh \left( \nu_i z + \frac{t}{2} z - iz \right) - \cosh \left( \frac{t}{2} z - iz \right) \right).
\]

Remark 8.7. We showed that
\[
\chi_{\nu}(z) = \frac{1}{2(e^{\frac{z}{2}} - e^{-\frac{z}{2}})} \sum_{i=1}^{\ell(\nu)} \left( e^{\nu_i z + \frac{t}{2} z - iz} - e^{\frac{t}{2} z - iz} + e^{-\nu_i z - \frac{t}{2} z + iz} - e^{-\frac{t}{2} z + iz} \right)
\]
(by definition of cosh). Thus, if we define
\[
\tilde{\chi}_{\nu}(z) = \frac{1}{e^{\frac{z}{2}} - e^{-\frac{z}{2}}} \sum_{i=1}^{\ell(\nu)} e^{\frac{t}{2} z - iz} (e^{\nu_i z} - 1)
\]
we get
\[
\chi_{\nu}(z) = \frac{1}{2}(\tilde{\chi}_{\nu}(z) - \tilde{\chi}_{\nu}(-z)).
\]
We see that the expression for $\tilde{\chi}_{\nu}(z)$ is very similar to the exponential central character of the simple $GL_4$ module $V_{(\nu, \emptyset)}$. In particular, for $\lambda = [\alpha, \beta, \gamma]$ we can use Claim 5.9 directly to express $\chi_{\lambda}(z)$ in terms $\alpha_i, \beta_i, \gamma_i$.

Claim 8.8. Let $\lambda = [\alpha, \beta, \gamma]$ with $\ell(\alpha) = k$, $\ell(\beta) = l$, $\ell(\gamma) = m$ and $q = e^{z}$. Then
\[
\tilde{\chi}_{\lambda}(q) = q^{d_{\lambda+1}} \left( \sum_{j=1}^{k} [a_j + l]_q q^{-j} + \sum_{j=1}^{l} [b_j - m]_q q^{-b_j + j - 1} + \sum_{j=1}^{m} [c_j + l]_q q^{-c_j - j} \right).
\]
Corollary 8.9. Let \( \lambda = (\alpha, \beta, \gamma) \) and \( \mu = (\alpha + a, \beta + b, \delta) \). The Harish-Chandra bimodule \( \text{Hom}(\mu, \lambda) \) constructed in Corollary 8.3 lies inside the category \( HC_{\chi, \psi} \) with
\[
2\chi(\log(q)) = \tilde{\chi}(\log(q)) - \tilde{\chi}(-\log(q)); \quad 2\psi(\log(q)) = \tilde{\psi}(\log(q)) - \tilde{\psi}(-\log(q))
\]
and
\[
\tilde{\chi}(\log(q)) = q^{\frac{\lambda}{k}} \left( \sum_{j=1}^{\ell(\gamma)} [\gamma_j + l] q^{-j} \right) + \sum_{j=1}^{\ell(\gamma)} [\beta_j - m] q^{-j-1} + \sum_{j=1}^{\ell(\delta)} \gamma_j q^{-k-j} + \sum_{j=1}^{\ell(\delta)} [\beta_j + b] q^{-j} - \beta_j - b_j + j - 1 - k.
\]
\[
\tilde{\psi}(\log(q)) = q^{\frac{\lambda}{k}} \left( \sum_{j=1}^{\ell(\gamma)} [\gamma_j + l] q^{-j} \right) + \sum_{j=1}^{\ell(\gamma)} [\beta_j - m] q^{-j-1} + \sum_{j=1}^{\ell(\delta)} \gamma_j q^{-k-j} + \sum_{j=1}^{\ell(\delta)} [\beta_j + b] q^{-j} - \beta_j - b_j + j - 1 - k.
\]

8.3. Spherical bimodules. In this subsection we will construct the bimodules \( \text{End}(\lambda) = \text{Hom}(\lambda, \lambda) \) as a quotient of \( U_{\chi} \) with \( \chi \) as in Corollary 8.9.

We want to construct a subbimodule of \( U_{\chi} \) which we will denote \( \text{Ann}(\lambda) \) and that fits into a short exact sequence
\[
0 \to \text{Ann}(\lambda) \to U_{\chi} \to \text{End}(\lambda) \to 0.
\]
Our plan is to take the filtered ultraproduct of the two-sided ideals \( \text{Ann}(V^{(n)}_{\lambda(\alpha)}) \) with respect to the PBW-filtration and show that it is a well-defined object of \( \text{Ind}(G) \).

For the ease of notation we will assume further that \( G_n \) is isomorphic either to \( O_{2n} \) or to \( Sp_{2n} \) and is embedded naturally into \( GL_{2n} = GL_{V^{(n)}} \). Let \( Q \) and \( \omega \) be the symmetric and the skew-symmetric bilinear forms preserved by \( G_n \) in each case. For the sake of computation we put
\[
Q(v_i, v_j) = \delta_{n+i,j};
\]
\[
\omega(v_i, v_j) = \begin{cases} 
\delta_{n+i,j}, & \text{if } i \leq n, \\
-\delta_{i,n+j}, & \text{otherwise},
\end{cases}
\]
where \( v_i \) is a basis of \( V \) indexed by numbers \( \{1, \ldots, 2n\} \) modulo \( 2n \).

Remark 8.10. All the following computations work also for \( G_n = O_{2n+1} \), where we define the symmetric bilinear form \( Q \) in the same way as above and add the condition that
\[
Q(v_{2n+1}, v_i) = \delta_{i,2n+1}.
\]

The forms \( Q, \omega \) provide an isomorphism between \( gl(V^{(n)}) \) and \( V^{(n)} \otimes V^{(n)} \) given by
\[
\tilde{Q} : E_{ij} \mapsto v_i \otimes v_{n+j};
\]
\[
\tilde{\omega} : E_{ij} \mapsto \begin{cases} 
-\delta_{i,n+j}, & \text{if } j \leq n; \\
v_i \otimes v_{n+j}, & \text{otherwise}.
\end{cases}
\]

The images of \( \mathfrak{so}(V^{(n)}, Q) \) and \( \mathfrak{sp}(V^{(n)}, \omega) \) under these maps are isomorphic to \( \Lambda^2 V^{(n)} \) and \( S^2 V^{(n)} \) correspondingly. Let \( \epsilon = -1 \) if \( G_n = O_{2n} \) and \( \epsilon = 1 \) if \( G_n = Sp_{2n} \). Put \( a_{ij} = v_i \otimes v_j + \epsilon v_j \otimes v_i \). Then \( \{a_{ij}\}_{i,j \leq 2n} \) span \( \mathfrak{g}_n \).

Definition 8.11. Define \( A = \sum a_{ij} \otimes E_{ij} \in U(\mathfrak{g}_n) \otimes \text{Mat}_{2n} \) to be a matrix with coefficients in \( U(\mathfrak{g}_n) \).

Lemma 8.12. (The analogue of Lemma 6.2) Let \( I = \{i_1, i_2, i_3\} \) and \( J = \{j_1, j_2, j_3\} \) be any two three-element subsets of \( \{1, \ldots, n\} \). Then the minor \( A_{I,J} \) annihilates \( S^m V^{(n)} \) for all \( m \).

Proof. As in the proof of Lemma 6.2 we want to consider the image of elements \( a_{ij} \) in the algebra of differential operators on \( (V^{(n)})^* \). We get that \( a_{ij} \) acts on \( S^m V^{(n)} \) as \( x_i \frac{\partial}{\partial x_{n+j}} + x_j \frac{\partial}{\partial x_{n+i}} \) if \( i, j \leq n \).

Since \( x_i \) and \( \frac{\partial}{\partial x_{n+i}} \) commute for all \( i, j \leq n \), we denote \( \frac{\partial}{\partial x_{n+j}} \) by \( y_j \) and consider the image of \( A_{I,J} \) in the commutative algebra \( k[x_i, y_j]_{i,j \in I,J} \).

It is left to compute
\[
\det \begin{pmatrix}
 x_{i_1} y_{j_1} + cx_{j_1} y_{i_1} & x_{i_1} y_{j_2} + cx_{j_2} y_{i_1} & x_{i_1} y_{j_3} + cx_{j_3} y_{i_1} \\
x_{i_2} y_{j_1} + cx_{j_1} y_{i_2} & x_{i_2} y_{j_2} + cx_{j_2} y_{i_2} & x_{i_2} y_{j_3} + cx_{j_3} y_{i_2} \\
x_{i_3} y_{j_1} + cx_{j_1} y_{i_3} & x_{i_3} y_{j_2} + cx_{j_2} y_{i_3} & x_{i_3} y_{j_3} + cx_{j_3} y_{i_3}
\end{pmatrix} = \begin{pmatrix}
 x_i & y_j \\
x_i & y_{j_2} \\
x_i & y_{j_3}
\end{pmatrix} \begin{pmatrix}
 x_{j_1} & y_{j_1} & y_{j_2} & y_{j_3} \\
x_{j_1} & y_{j_2} & y_{j_3}
\end{pmatrix},
\]
and verify that the resulting expression is indeed equal to zero in \( k[x_i, y_j] \).

We note that
so its rank is at most two. ■

**Corollary 8.13.** (The analogue of Corollary 6.1.) Let \( I = \{i_1, \ldots, i_{2k+1}\} \) and \( J = \{j_1, \ldots, j_{2k+1}\} \) be any two \( 2k + 1 \)-element subsets of \( \{1, \ldots, n\} \). For any \( \lambda_1, \ldots, \lambda_k \in \mathbb{N} \) the minor \( A_{I,J} \) annihilates

\[
W_{\lambda} = S^{\lambda_1} V^{(n)} \otimes \cdots \otimes S^{\lambda_k} V^{(n)}.
\]

**Proof.** The proof is analogous to the proof of Corollary 6.1. \( U(\mathfrak{g}_n)^{\otimes k} \) acts naturally on \( W_{\lambda} \) and the action of \( a_{ij} \in U(\mathfrak{g}_n) \) on \( W_{\lambda} \) coincides with the action of \( \Delta^{k-1}(a_{ij}) \subset (U(\mathfrak{g}_n))^{\otimes k} \), where

\[
\Delta(a_{ij}) = a_{ij} \otimes 1 + 1 \otimes a_{ij},
\]

i.e. \( \Delta \) is the comultiplication on \( U(\mathfrak{g}_n) \).

For \( m = 1, \ldots, k \), let \( a_{ij}^{(m)} \subset (U(\mathfrak{g}_n))^{\otimes k} \) be the elements

\[
a_{ij}^{(m)} = 1 \otimes \cdots \otimes 1 \otimes a_{ij} \otimes 1 \otimes \cdots \otimes 1.
\]

Then

\[
\Delta^{k-1}(a_{ij}) = \sum_{m=1}^{k} a_{ij}^{(m)}.
\]

We note that \( a_{ij}^{(m)} \) and \( a_{ij}^{(n)} \) commute for all \( i, j, k, l \) and distinct \( m \) and \( n \).

Let \( A^{(m)} = (a_{ij}^{(m)})_{ij} \in (U(\mathfrak{g}_n))^{\otimes k} \otimes Mat_{2n}. \) Then the action of the minor \( A_{I,J} \) on \( W_{\lambda} \) coincides with the action of \( (A^{(1)} + \cdots + A^{(k)}))_{I,J}. \)

Let \( B := \sum_{m=1}^{k} A^{(m)}. \) Then \( \Lambda^{2k+1} B \) is well-defined and acts naturally on

\[
(U(\mathfrak{g}_n))^{\otimes k} \otimes \Lambda^{2k+1} V^{(n)}.
\]

We have

\[
B_{I,J} = \langle v_{i_1} \wedge \cdots \wedge v_{j_{2k+1}} | B(v_{j_1} \wedge \cdots \wedge v_{j_{2k+1}}) \rangle.
\]

Now

\[
B(v_{j_1} \wedge \cdots \wedge v_{j_{2k+1}}) = \sum_{1 \leq m_1, \ldots, m_{2k+1} \leq k} A^{(m_1)}(v_{j_1}) \wedge \cdots \wedge A^{(m_{2k+1})}(v_{j_{2k+1}}).
\]

In each summand at least one of the matrices \( A^{(m)} \) occurs thrice. Since matrix elements of distinct \( A^{(m)} \) commute, we can move these three to the left. So, up to permutation of indices, each summand is equal to

\[
A^{(m)}(v_{j_1}) \wedge A^{(m)}(v_{j_2}) \wedge A^{(m)}(v_{j_3}) \wedge \cdots = \sum_{\{i_1, i_2, i_3\}, \{j_1, j_2, j_3\}} A^{(m)}(v_{i_1} \wedge v_{i_2} \wedge v_{i_3} \wedge \cdots).
\]

We get that by Lemma 8.14 \( A^{(m)}_{\{i_1, i_2, i_3\}, \{j_1, j_2, j_3\}} \) acts trivially on \( W_{\lambda} \). Hence, \( A_{I,J} \in \text{Ann}(W_{\lambda}) \).

■

Now let us take some \( \lambda \in \mathcal{P} \) and let \( d = d(\lambda) \). For \( 1 \leq i \leq d \) put

\[
\mu_i = \lambda_i - d, \quad \nu_i = \lambda_i' + 1.
\]

Then \( V^{(n)}_{\lambda} \) is a submodule in \( S_{\lambda} \) and hence in

\[
\bigotimes_{i=1}^{d} S^{|\mu_i|} V^{(n)} \otimes \bigotimes_{i=1}^{d} \Lambda^{|\nu_i|} V^{(n)}
\]

Thus, \( V^{(n)}_{\lambda} \) is a submodule in

\[
R_d = (S^d V^{(n)})^{\otimes d} \otimes (\Lambda^{d} V^{(n)})^{\otimes d}.
\]

**Lemma 8.14.** (The analogue of Lemma 6.1.) If \( R_d \) is as above, then

\[
F^{(2d+1)(d(2d+1)+1)} \text{Ann}(R_d) \neq 0
\]

**Proof.** We have \( R_d = S^d V^{(n)} \otimes \Lambda^{d} V^{(n)} \). The elements \( a_{ij} \) with \( i, j \leq n \) act on the symmetric algebra as

\[
\sum_{a=1}^{d} x_{i,a} \frac{\partial}{\partial x_{(n+j),a}} + \epsilon x_{j,a} \frac{\partial}{\partial x_{(n+1),a}},
\]

where \( x_{i,a} \) are even variables.
Similarly, they act on the exterior algebra as
\[
\sum_{a=1}^{k} \xi_{i,a} \frac{\partial}{\partial \xi_{(n+j),a}} + \epsilon \xi_{j,a} \frac{\partial}{\partial \xi_{(n+i),a}},
\]
where \(\xi_{i,a}\) are odd variables.

Let us take some subsets \(I = \{i_1, \ldots, i_{2d+1}\}, J = \{j_1, \ldots, j_{2d+1}\}\) inside \([1, \ldots, n]\) with \(I \cap J = \emptyset\). For any \(i, j \leq n\) multiplication by \(x_{i,a}\) (or \(\xi_{i,a}\)) commutes with differentiation \(\frac{\partial}{\partial x_{(n+j),a}}\) (or \(\frac{\partial}{\partial \xi_{(n+i),a}}\)). Let us denote
\[
y_{j,a} = \frac{\partial}{\partial x_{(n+j),a}},
\]
\[
\eta_{j,a} = \frac{\partial}{\partial \xi_{(n+j),a}}.
\]

Then the representation of the subalgebra \(U_{I,J}\) of \(U(\mathfrak{g}_n)\) generated by \(a_{ij}\) with \(i \in I\) and \(j \in J\) on \(R_d\) is given by a homomorphism
\[
\phi : U_{I,J} \to k[x_{i,a}, y_{j,a}, \xi_{i,a}, \eta_{j,a}],
\]
\[
a_{ij} \mapsto \sum_{a=1}^{d} (x_{i,a}y_{j,a} + \epsilon x_{j,a}y_{i,a}) + \sum_{a=1}^{d} (\xi_{i,a}\eta_{j,a} + \epsilon \xi_{j,a}\eta_{i,a}),
\]
where the algebra on the right-hand-side is a free supercommutative algebra with even generators \(x_{i,a}, y_{j,a}\) and odd generators \(\xi_{i,a}, \eta_{j,a}\), and the indices run over the following sets:
\[
i \in I \cup J, a \in \{1, \ldots, d\}.
\]

By Corollary 8.13 \(A_{I,J}\) (the corresponding \((2d+1)\) by \((2d+1)\) minor) annihilates \(S(V^{\oplus d})\). Therefore, \(\phi(A_{I,J})\) lies in the nilradical of our algebra (i.e. in the ideal generated by the variables \(\xi, \eta\)). Moreover, each nonzero monomial in \(\phi(A_{I,J})\) must contain equal number of variables \(\xi\) and \(\eta\), because it is true for \(\phi(a_{ij})\). We note that the number of odd variables in our algebra is equal to \(2N = 4d(2d+1)\). Thus, \(\phi(A_{I,J}^N) = 0\).

Finally, since \(\deg A_{I,J} = 2d + 1\) and \(A_{I,J}^{2d(2d+1)+1} \in \text{Ann}(R_d)\) we get that
\[
F^{(2d+1)(2d(2d+1)+1)}R_d \neq 0.
\]

**Corollary 8.15.** If \(\lambda^{(n)}\) is a sequence of partitions such that \(d(\lambda^{(n)})\) are bounded, then there exists \(N \in \mathbb{N}\) with
\[
F^N \text{Ann}(V_{\lambda^{(n)}}^{(n)}) \neq 0
\]
for almost all \(n\). Moreover, the filtered ultraproduct
\[
\prod_{\mathcal{F}} \text{Ann}(V_{\lambda^{(n)}}^{(n)})
\]
is nonzero and lies in \(\text{Ind} \mathcal{C}_I\).

**Proof.** The first part of the statement is just a consequence of Lemma 8.14 we can take \(d = \max(d(\lambda^{(n)}))\) and
\[
N = (2d+1)(2d(2d+1)+1).
\]
Now, since for any \(l\)
\[
F^l \text{Ann}(V_{\lambda^{(n)}}^{(n)}) \subset F^l U(\mathfrak{g}_n)
\]
and since, consequently, \((\text{Ann}(V_{\lambda^{(n)}}^{(n)}), F)\) satisfy the conditions of Lemma 5.3
\[
\text{Ann}(\lambda) = \prod_{\mathcal{F}} \text{Ann}(V_{\lambda^{(n)}}^{(n)}) \in \text{Ind} \mathcal{C}_I.
\]
Moreover, \(F^N \text{Ann}(\lambda) = \prod_{\mathcal{F}} F^N \text{Ann}(V_{\lambda^{(n)}}^{(n)}) \neq 0\).
**Remark 8.16.** Let \( \lambda \) be as in Corollary 8.3 and \( \lambda = \prod_{\mathcal{F}} \lambda^{(n)} \). Then

\[
\operatorname{End}(\lambda) = U(\mathfrak{g}_t)/\operatorname{Ann}(\lambda),
\]

where

\[
\operatorname{Ann}(\lambda) = \prod_{\mathcal{F}} \operatorname{Ann}(V_{\lambda^{(n)}}^{(n)})
\]

and

\[
\operatorname{End}(\lambda) = \operatorname{Hom}(\lambda, \lambda).
\]

**References**

[1] Bernstein, J.N., and S.I. Gelfand, “Tensor products of finite and infinite dimensional representations of semisimple Lie algebras.” Compos. Math. 41, no.2 (1980), 245–285.

[2] Brylinski, R.K. “Stable calculus of the mixed tensor character I.” Séminaire d’Algèbre Paul Dubreil et Marie-Paul Malliavin. Lecture Notes in Math. 1404 (1989): 35–94.

[3] Comes, J., and B. Wilson. “Deligne’s category \( \operatorname{Rep}(GL_\delta) \) and representations of general linear supergroups.” Represent. Theory 16 (2012): 568–609.

[4] Deligne, P. “Catégories tannakiennes.” The Grothendieck Festschrift, Vol. II, Progr. Math. 87 (1990): 111–195.

[5] Deligne, P. “Catégories tensorielles.” Mosc. Math. J. 2, no.2 (2002): 227-248.

[6] Deligne, P. “La Catégorie des Représentations du Groupe Symétrique \( S_t \), lorsque t n’est pas un Entier Naturel.” Algebraic groups and homogeneous spaces, 19 (2007): 209–273.

[7] Deligne, P., and J. Milne “Tannakian categories.” Lecture Notes in Math., 900 (2012): [http://www.jmilne.org/math/xnotes/tc.pdf](http://www.jmilne.org/math/xnotes/tc.pdf)

[8] Entova-Aizenbud, I. “Categorical actions and multiplicities in the Deligne category \( \operatorname{Rep}(GL_t) \).” J. Algebra, 504 (2018): 391–431.

[9] Etingof, P. “Representation theory in complex rank, I.” Transform. Groups, 19 (2014): 359–381.

[10] Etingof, P. “Representation theory in complex rank, II.” Adv. Math., 300 (2016): 473–504.

[11] Etingof, P., Gelaki, S., Nikshych, D., and V. Ostrik. “Tensor categories” Math. Surveys Monogr. Vol. 205. (2016).

[12] Harman, N. “Deligne categories as limits in rank and characteristic” arXiv preprint [arXiv:1601.03420](https://arxiv.org/abs/1601.03420) (2016).

[13] Harman, N., and D. Kalinov. “Classification of simple algebras in the Deligne category \( \operatorname{Rep}(S_t) \).” J. Algebra 549 (2020): 215–248.

[14] Kalinov, D.”Finite-dimensional representations of Yangians in complex rank.” Int. Math. Res. Not. IMRN 2020, no. 20 (2020): 6967–6998.

[15] King, R. C. “Modification rules and products of irreducible representations of the unitary, orthogonal, and symplectic groups.” J. Math. Phys. 12, no. 8 (1971): 1588–1598.

[16] Sciarappa, L. “Simple commutative algebras in Deligne’s categories \( \{ \operatorname{Rep}S_t \} \).” arXiv preprint [arXiv:1506.07565](https://arxiv.org/abs/1506.07565) (2015).

[17] Útiralova, A. “Harish-Chandra bimodules in the Deligne category \( \operatorname{Rep}(GL_t) \).” Transform. Groups (2022).