INTRODUCTION

Small and Medium size Software Enterprises (SMEs) are becoming a cornerstone and provide a significant contribution in the worldwide industry economy for the past two decades. Software applications have now-a-days become an increasing part of life, most people have had experiences with the software applications that it did not work as expected, which resulted in loss of money, loss of time or business reputation. The development team faces increasing pressure in productivity regarding many software development principles, however, most of them agree on one common thing above all Quality [1]. Software testing is a process of finding the defects or bugs in a product to ensure that the intended product works well within its scope and boundary and meet the stakeholder’s requirement [2-12]. In other words, software testing is a process of evaluating the system that provides information to the customer or stakeholder and the product functions as expected in order to ensure the quality of the product. Hence, it is essential to have good quality software.

Exploratory Testing is an approach that helps to identify unknown bugs which are missed during traditional testing activities [13-18]. In agile development process, exploratory testing plays an important role which can also be combined with other analytical risk-based testing, model-based testing and regression-averse testing [19]. Unlike scripted testing, exploratory testing is not carried out precisely according to plan and defined in advance. Exploratory testing is mostly used and recommended, though not used currently, if the requirements are incomplete and time to release the software is less [20,21].

A conceptual framework for Exploratory Testing is developed based on the literature review and quantitative study conducted by using a survey. This survey questionnaire was distributed to various small and medium size enterprises in Malaysia and the data analysis was done using Partial Least Squares Structural Equation Modeling (PLS-SEM) [4] According to Hair et al., [3] PLS-SEM has provided many advantages for the researchers who require additional
discussion to clarify the reason behind the choice [3,7]. The most prominent justification for using PLS-SEM are attributed when having a small samples sizes, non-normal data, limited theory available about the applications, predictive accuracy is paramount and formatively measured constructs [3,7]. Using PLS-SEM, the analysis is done to verify the reliability and validity of the data that has not been exposed to the method. Further analysis will be carried out and reported in future works.

Using PLS-SEM, the researchers need to apply a multi-stage process which involves the determination of data collection and examination, creating outer models (indicators to latent variable) and inner models (connecting between latent variables), the real model estimation and assessment of results. This research paper focuses only on model specification which is developed based on the conceptual framework and the outer model (measurement model) evaluation is conducted. The inner model evaluation, which is not within the scope of this research paper, will be analyzed and assessed as a future work in continuation of this research.

Partial Least Squares Structural Equation Modeling

According to Hair et al., understanding the relationships between data, researchers are initially relied on univariate or bivariate analysis. However, to comprehend more complex relationships associated with current research direction, a more sophisticated and comprehensive multivariate data analysis is increasingly necessary [3]. Structural equation modeling (SEM), as a second-generation technique, is a family of statistical models that seek to explain the simultaneous modeling and its relationships among multiple variables [5]. SEM is also like a series of multiple regression equations, that examines the structure of inter relationships between the constructs that are expressed in a series of equations. These equations show the entire relationships between the independent and dependent variables (constructs) involved in the analysis. The constructs are no longer differentiates between dependent and independent variables rather it distinguishes between exogenous and endogenous variables and these variables are latent factors represented by multiple variables. The endogenous variables are explained in the relationship contained in the model and the exogenous variables which are not explained by the postulated models always act as independent variables [3,5,7].

Model Specification

Path models are diagrams which are used to visually display the variable relationships and the hypothesis that are examined in SEM [3,5,7] and the conceptual model is shown in Figure 1. The model specification deals with

![Figure 1: Conceptual model.](image-url)
construction of inner model and outer model. The relationship between the indicator variables and their corresponding constructs are evaluated by the outer model or measurement model. The inner model, also known as structural model, is used to evaluate the relationships between the constructs. Based on this guideline, the construct is created and the indicator variables which are associated with the constructs are connected as a reflective indicator [3,5,7-9].

RESEARCH MODEL

Conceptual Framework Development

Based on the literature, a conceptual framework on Exploratory Testing is developed. It has six independent or exogenous variables, one dependent or endogenous variable and one control variable. The conceptual model for the proposed framework is created using the Smart PLS software [5]. Independent variables are key factors which should affect the product quality in the SME’s. The dependent variable is the quality factor which is the essential factor for SME’s to produce quality project to satisfy the stakeholders and the moderated variable will be the key factors to achieve the perceived quality.

Populations and Samples

Small and Medium size Enterprises (Software development Companies only) have been selected as the target population for this study. This population only includes SME’s which are undertaking software development activities. Other SMEs which provide support services, consultancy services, selling a product, hardware, networking and installation are ignored for this study. The study was conducted at a random sample of 315 companies representing, Selangor, Kuala Lumpur and Penang in Malaysia. First a qualitative study was conducted based on interviews and observations with the SMEs. This is to ensure that those companies are involved in software development activities and to ensure that the number of employees and the annual turnover are within the range of SMEs definition specified in the SME Corporation, Malaysia [22,23].

A survey questionnaire was created based on the conceptual framework and distributed to the various small and medium size software industries. Out of 315 companies given out only 200 samples were selected, and the remaining survey was rejected for various reasons. The data collected from the questionnaire was entered in the MS- Excel and saved as .csv format which can be supported by various statistical tools to conduct reliability tests. The factors that have been identified based on the definition in the conceptual model (Figure 1) six endogenous (independent), one exogenous and the variable which influenced the software quality were operationalized and used to collect the data for this research study.

Variables and Measures

For this research study six independent variables (exogenous), were identified such as Organization Structure, Requirement analysis, testing in agile development, tester’s skills knowledge and experience, testing methods and tools, and software development process. One dependent variable – Perceive Quality, and a control variable – exploratory testing was used in the conceptual model. A multi-item, five-point, bipolar Likert scales that ranged from “strongly disagree” (1) to “strongly agree” (5) for all indicators were selected. The item ratings were summarized to form a summated rating scale for each independent variable. Furthermore, since this is the first study of its kind within Exploratory Testing, all the items were written specifically for this study.

Measurement Model and Assessment

According to Hair et al., the systematic assessment criteria follows two-step process with the separate assessment for measurement models and structural model [3,5]. For the evaluation of reflective measurement model, construct validity should be assessed first. The construct validity which is made up of two important components are convergent validity and discriminant validity. The convergent validity evaluates the factor loadings, composite reliability and Average Variance Extracted (AVE) and the discriminant validity evaluates cross loadings, Fornell & Larcker and HTMT.

Assessment of Convergent Validity

Convergent validity refers to as “the extent to which a measure (indicators) correlates positively with alternative measures (indicators) of the same construct” [3]. Table I shows the details of each constructs used in the conceptual framework and indicators associated with each construct are listed in the column name “Item”. First the composite reliability is verified and any value below the threshold values of 0.7 needs to be assessed. This is established by checking the indicator reliability values. Any values in the indicator which is below 0.4 should be removed from the
constructs and any value between 0.4 and 0.6 can be retained if it increases the AVE and CR values. After removing the indicators from the constructs, the details of the remaining constructs and its corresponding convergent validity scores have met the threshold values for CR > 0.7 and AVE > 0.5 respectively.

Assessment of Discriminant Validity

To ensure that individual constructs are truly distinct from each other, discriminant validity assessment should be conducted. According to Fornenell and Larcker [16], the square root of AVE in each construct must be larger than other correlation values between other constructs. Table 2 depicts the assessment of discriminant validity for this conceptual framework. The square root of the AVE of each construct which is highlighted in bold are larger than the correlation estimates of the factors. This indicates that all the constructs exhibit discriminant validity and are distinct from one another.

Table 3 depicts another method of assessing the discriminant validity which is provide in the PLS software also called Heterotrait-Monotrait criteria. According to Henseler et al., [18], he proposed a HTMT value between the range -1 and 1 (-1 < HTMT < 1) and any constructs which has the value between the range are consider that the discriminant

Table 1: Convergent validity: Construct reliability and validity.

| Construct                        | No of Items | Removed | CR  | AVE  | Alpha |
|----------------------------------|-------------|---------|-----|------|-------|
| Requirement Analysis (RA)        | 3           | None    | 0.889| 0.727| 0.813 |
| Software Development Process (SDP)| 4           | None    | 0.865| 0.620| 0.794 |
| Testing Technique and Methods (TMT)| 5           | 1       | 0.847| 0.587| 0.752 |
| Organizational Structure (OS)    | 7           | 2       | 0.860| 0.559| 0.829 |
| Testing in Agile Development (TADP)| 6           | None    | 0.891| 0.580| 0.856 |
| Tester's Knowledge, Experience (TKES)| 5           | None    | 0.869| 0.574| 0.814 |
| Exploratory Testing (ET)         | 8           | 2       | 0.883| 0.573| 0.835 |
| Quality (QUAL)                   | 7           | None    | 0.923| 0.641| 0.900 |

Criteria: Composite reliability >0.7, AVE >0.5 [3]
Note: SOS1, SOS2, TMT5, ET1 and ET2 are removed due to low loadings

Table 2: Discriminant validity [16].

| Variables | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|
| OS        | 0.742 | --    | --    | --    | --    | --    | --    | --    |
| RA        | 0.025 | 0.751 | --    | --    | --    | --    | --    | --    |
| SDP       | 0.097 | 0.109 | 0.896 | --    | --    | --    | --    | --    |
| TTM       | -0.011| 0.08  | 0.347 | 0.758 | --    | --    | --    | --    |
| ET        | -0.011| -0.054| -0.061| -0.094| 0.748 | --    | --    | --    |
| QUAL      | 0.078 | -0.145| -0.007| -0.084| 0.744 | 0.727 | --    | --    |
| TAD       | 0.068 | -0.162| -0.081| -0.094| 0.286 | 0.254 | 0.73  | --    |
| TKE       | -0.199| 0.032 | -0.019| 0.046 | -0.106| -0.183| -0.052| 0.74  |

Table 3: Heterotrait Monotrait (HTMT) criterion for discriminant validity.

| Variables | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|
| OS        | --    | --    | --    | --    | --    | --    | --    | --    |
| RA        | 0.149 | --    | --    | --    | --    | --    | --    | --    |
| SDP       | 0.123 | 0.169 | --    | --    | --    | --    | --    | --    |
| TTM       | 0.144 | 0.13  | 0.434 | --    | --    | --    | --    | --    |
| ET        | 0.092 | 0.084 | 0.108 | 0.134 | --    | --    | --    | --    |
| QUAL      | 0.105 | 0.156 | 0.107 | 0.125 | 0.88  | --    | --    | --    |
| TAD       | 0.117 | 0.21  | 0.105 | 0.111 | 0.333 | 0.282 | --    | --    |
| TKE       | 0.248 | 0.162 | 0.08  | 0.086 | 0.158 | 0.196 | 0.085 | --    |
validity is achieved. In this conceptual framework all the values between each construct are between the range -1 to 1 and hence the discriminant validity is achieved.

**DISCUSSION**

The reason to assess the measurement model is to identify the correlation between the constructs and to evaluate the relationship between the indicators. This is to guarantee that each of the constructs in the conceptual framework is distinct from the other.

Three assessments were conducted to evaluate the measurement model and they are:

i) Assessment of construct reliability,

ii) Assessment of convergent validity and

iii) Assessment of discriminant validity.

For this research study all the constructs met the minimum threshold criterion for assessment of construct reliability (Composite reliability score > 0.7). Similarly, in the assessment of convergent validity, each of the constructs met the minimum requirement of AVE > 0.5 and factor loadings of more than 0.7. For some indicator like CRA2, SOS3 the factor loadings are below the threshold values for which we have provided relevant arguments for retaining it in the final measurement model.

Fornell & Larcker criterion and HTMT criterion is used to assess the discriminant validity of measurement model. For this research study, it was shown that each of the constructs is unique and different from each other. Having fulfilled and met the requirements of measurement model assessment, the next step was the assessment of structural model and these results are important for analyzing the theory developed for this conceptual framework.

**CONCLUSION**

In this research paper, the assessment of measurement model was conducted to evaluate the relation between the independent variable, dependent variable and the effect of moderation variables for the Exploratory Testing conceptual framework by using the Smart PLS software. The results are discussed and provided in this paper will used as a next step to conduct the structural model assessment. So far there is no research paper available to evaluate the conceptual framework for Exploratory Testing using PLS-SEM and this will be the first in the area of Software Engineering field.
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