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Abstract We prove boundary inequalities in arbitrary bounded Lipschitz domains on the trace space of Sobolev spaces. For that, we make use of the trace operator, its Moore–Penrose inverse, and of a special inner product. We show that our trace inequalities are particularly useful to prove harmonic inequalities, which serve as powerful tools to characterize the harmonic functions on Sobolev spaces of non-integer order.
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1 Introduction

In this article we establish some new and important operator inequalities connected with traces on Hilbert spaces. Trace inequalities find several interesting applications, e.g., to problems from quantum statistical mechanics and information theory [2, 5, 11]. Here we establish new trace inequalities in Lipschitz domains, that is, in a domain of the Euclidean space whose boundary is “sufficiently regular”, in the sense that it can be thought of as, locally, being the graph of a Lipschitz continuous function [14]. The study of Lipschitz domains is an important research area per se, since many of the Sobolev embedding theorems require them as the natural domain of study [19]. Consequently, many partial differential equations found in applications and variational problems are defined on Lipschitz domains [3, 6, 12]. In our case, we investigate the application of the obtained trace inequalities in Lipschitz domains to harmonic functions [8], which is a subject of strong current research [10, 15, 18, 22].

The paper is organized as follows. In Section 2, we fix notations and recall necessary definitions and results, needed in the sequel. Our contribution is then given in Section 3: we prove a Moore–Penrose inverse equality (Theorem 1), trace inequalities (Theorem 2), and harmonic inequalities (Theorems 3 and 4). As an application of Theorem 4, we obtain a functional characterization of the harmonic Hilbert spaces for the range of values $0 \leq s \leq 1$ (Corollary 1).

2 Preliminaries

Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be two Hilbert spaces with inner products $(\cdot, \cdot)_{\mathcal{H}_1}$ and $(\cdot, \cdot)_{\mathcal{H}_2}$ and associated norms $\| \cdot \|_{\mathcal{H}_1}$ and $\| \cdot \|_{\mathcal{H}_2}$, respectively. We denote by $\mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ the space of all linear operators from $\mathcal{H}_1$ into $\mathcal{H}_2$ and $\mathcal{L}(\mathcal{H}_1, \mathcal{H}_1)$ is briefly denoted by $\mathcal{L}(\mathcal{H}_1)$. For an operator $A \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$, its domain, range, and null space, respectively. The set of all bounded operators from $\mathcal{H}_1$ into $\mathcal{H}_2$ is denoted by $\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$, while $\mathcal{B}(\mathcal{H}_1, \mathcal{H}_1)$ is briefly denoted by $\mathcal{B}(\mathcal{H}_1)$. The set of all closed densely defined operators from $\mathcal{H}_1$ into $\mathcal{H}_2$ is denoted by $\mathcal{C}(\mathcal{H}_1, \mathcal{H}_2)$ and, analogously as before, $\mathcal{C}(\mathcal{H}_1, \mathcal{H}_1)$ is denoted by $\mathcal{C}(\mathcal{H}_1)$. For $A \in \mathcal{C}(\mathcal{H}_1, \mathcal{H}_2)$, its adjoint operator is denoted by $A^* \in \mathcal{C}(\mathcal{H}_2, \mathcal{H}_1)$.

The Moore–Penrose inverse of a closed densely defined operator $A \in \mathcal{C}(\mathcal{H}_1, \mathcal{H}_2)$, denoted by $A^\dagger$, is defined as the unique linear operator in $\mathcal{C}(\mathcal{H}_2, \mathcal{H}_1)$ such that

\[
\mathcal{D}(A^\dagger) = \mathcal{R}(A) \oplus \mathcal{N}(A^*), \quad \mathcal{N}(A^\dagger) = \mathcal{N}(A^*),
\]

and

\[
\begin{align*}
\begin{cases}
AA^\dagger A = A, \\
A^\dagger AA^\dagger = A^\dagger,
\end{cases}
\quad \begin{cases}
AA^\dagger \subset \mathcal{P}_{\mathcal{R}(A)^\perp}, \\
A^\dagger A \subset \mathcal{P}_{\mathcal{R}(A)^\perp},
\end{cases}
\end{align*}
\]
where \( \overline{E} \) denotes the closure of \( E \), \( E \in \{ R(A), R(A^\dagger) \} \), and \( P_E \) the orthogonal projection on the closed subspace \( \overline{E} \). The following lemma is used in the proof of our Moore–Penrose inverse equality (Theorem 1).

**Lemma 1** (See Lemma 2.5 and Corollary 2.6 of [13]) Let \( A \in C(H_1, H_2) \) and \( B \in C(H_2, H_1) \) be such that \( B = A^\dagger \). Then,

1. \( A(I + A^\dagger A)^{-1} = B^\dagger(I + BB^\dagger)^{-1} \);
2. \( (I + A^\dagger A)^{-1} + (I + BB^\dagger)^{-1} = I + P_{N(B^\dagger)} \);
3. \( A^\dagger(I + AA^\dagger)^{-1} = B(I + B^\dagger B)^{-1} \);
4. \( (I + AA^\dagger)^{-1} + (I + B^\dagger B)^{-1} = I + P_{N(A^\dagger)} \);
5. \( (I + AA^\dagger)^{-1} + (I + B^\dagger B)^{-1} = I \) (if \( A^\dagger \) is injective);
6. \( N(A^\dagger(I + AA^\dagger)^{-1/2}) = N(A^\dagger) = N(B) \).

**Lemma 2** (See Theorem 3.5 of [21]) Let \( H_1 \) and \( H_2 \) be two Hilbert spaces, \( A \in B(H_1, H_2) \), and \( B \) be its Moore–Penrose inverse. Then, the operator \( B^\dagger(I + BB^\dagger)^{-1/2} \) is bounded with closed range and has a bounded Moore–Penrose inverse given by

\[
T_B = B(I + B^\dagger B)^{-1/2} + A^\dagger(I + B^\dagger B)^{-1/2}.
\]

Moreover, the adjoint operator of \( T_B \) is \( T_B^\dagger \), where

\[
T_B^\dagger = B^\dagger(I + BB^\dagger)^{-1/2} + A(I + BB^\dagger)^{-1/2}.
\]

**Lemma 3** (See Theorem 3.8 of [21]) Let \( H_1 \) and \( H_2 \) be two Hilbert spaces, \( A \in B(H_1, H_2) \), and \( B \) be its Moore–Penrose inverse. Then, the decomposition

\[
A = (I + B^\dagger B)^{-1/2}T_B^\dagger
\]

holds, where \( T_B^\dagger = B^\dagger(I + BB^\dagger)^{-1/2} + A(I + BB^\dagger)^{-1/2} \).

**Lemma 4** (See Corollary 3.7 of [21]) Let \( A \in B(H_1, H_2) \) and \( B \) be its Moore–Penrose inverse. Then, \( T_B \) is an isomorphism from \( R(B^\dagger) \) to \( N(B^\dagger)^\perp \), where \( N(B^\dagger)^\perp \) denotes the orthogonal complement of \( N(B^\dagger) \).

Let \( \Omega \) be an open subset of \( \mathbb{R}^d \) with boundary \( \partial \Omega \) and closure \( \overline{\Omega} \). We say that \( \partial \Omega \) is Lipschitz continuous if for every \( x \in \partial \Omega \) there exists a coordinate system \( (\hat{y}, \gamma_d) \in \mathbb{R}^{d-1} \times \mathbb{R} \), a neighborhood \( Q_{\delta, \delta'}(x) \) of \( x \), and a Lipschitz function \( \gamma_x : \hat{Q}_{\delta} \rightarrow \mathbb{R} \), with the following properties:

1. \( \Omega \cap Q_{\delta, \delta'}(x) = \{(\hat{y}, \gamma_d) \in \hat{Q}_{\delta, \delta'}(x) / \gamma_x(\hat{x}) < \gamma_d\} \);\n2. \( \partial \Omega \cap \hat{Q}_{\delta, \delta'}(x) = \{(\hat{y}, \gamma_d) \in \hat{Q}_{\delta, \delta'}(x) / \gamma_x(\hat{x}) = \gamma_d\} \);

where \( \hat{Q}_{\delta, \delta'}(x) = \{(\hat{y}, \gamma_d) \in \mathbb{R}^d / ||\hat{y} - \hat{x}||_{\mathbb{R}^{d-1}} < \delta \text{ and } |\gamma_d - \gamma_x| < \delta'\} \) and \( \hat{Q}_{\delta}(x) = \{\hat{y} \in \mathbb{R}^{d-1} / ||\hat{y} - \hat{x}||_{\mathbb{R}^{d-1}} < \delta\} \) for \( \delta, \delta' > 0 \). An open connected subset \( \Omega \subset \mathbb{R}^d \), whose boundary is Lipschitz continuous, is called a Lipschitz domain. In the rest of this paper, \( \Omega \) denotes a
bounded Lipschitz domain in $\mathbb{R}^d$, $d \geq 2$. We denote by $C^k(\Omega)$, $k \in \mathbb{N}$ or $k = \infty$, the space of real $k$ times continuously differentiable functions on $\Omega$. The space $C^\infty$ of all real functions on $\Omega$ with a compact support in $\Omega$ is denoted by $C_c^\infty(\Omega)$. We say that a sequence $(\varphi_n)_{n \geq 1} \in C_c^\infty(\Omega)$ converges to $\varphi \in C_c^\infty(\Omega)$, if there exists a compact $Q \subset \Omega$ such that $\text{supp}(\varphi_n) \subset Q$ for all $n \geq 1$ and, for all multi-index $\alpha \in \mathbb{N}^d$, the sequence $(\partial^\alpha \varphi_n)_{n \geq 1}$ converges uniformly to $\partial^\alpha \varphi$, where $\partial^\alpha$ denotes the partial derivative of order $\alpha$. The space $C_c^\infty(\Omega)$, induced by this convergence, is denoted by $\mathcal{D}(\Omega)$, while $\mathcal{D}'(\Omega)$ is the space of distributions on $\Omega$. For $k \in \mathbb{N}$, $H^k(\Omega)$ is the space of all distributions $u$ defined on $\Omega$ such that all partial derivatives of order at most $k$ lie in $L^2(\Omega)$, i.e., $\partial^\alpha u \in L^2(\Omega)$ $\forall |\alpha| \leq k$. This is a Hilbert space with the scalar product

$$(u, v)_{k, \Omega} = \sum_{|\alpha| \leq k} \int_\Omega \partial^\alpha u \partial^\alpha v \, dx,$$

where $dx$ is the Lebesgue measure and $u, v \in H^k(\Omega)$. The corresponding norm, denoted by $\| \cdot \|_{k, \Omega}$, is given by

$$\|u\|_{k, \Omega} = \left( \sum_{|\alpha| \leq k} \int_\Omega |\partial^\alpha u|^2 \, dx \right)^{1/2}.$$

Sobolev spaces $H^s(\Omega)$, for non-integers $s$, are defined by the real interpolation method \[16\] [20]. The trace spaces $H^s(\partial \Omega)$ can be defined by using charts on $\partial \Omega$ and partitions of unity subordinated to the covering of $\partial \Omega$. If $\Omega$ is a Lipschitz hypograph, then there exists a Lipschitz function $\gamma : \mathbb{R}^{d-1} \rightarrow \mathbb{R}$ such that $\Omega = \{ x \in \mathbb{R}^{d-1} / x_d < \gamma(\tilde{x}) \text{ for all } \tilde{x} \in \mathbb{R}^{d-1} \}$. This allows to construct Sobolev spaces on the boundary $\partial \Omega$, in terms of Sobolev spaces on $\mathbb{R}^{d-1}$ \[16\]. This is done as follows. For $g \in L^2(\partial \Omega)$, we define $g_\gamma(\tilde{x}) = g(\tilde{x}, \gamma(\tilde{x}))$ for $\tilde{x} \in \mathbb{R}^{d-1}$, we let

$$H^s(\partial \Omega) = \left\{ g \in L^2(\partial \Omega) \mid g_\gamma \in H^s(\mathbb{R}^{d-1}) \text{ for } 0 \leq s \leq 1 \right\},$$

and equip this space with the inner product $(g, h)_{H^s(\partial \Omega)} = (g_\gamma, h_\gamma)_{\mathbb{R}^{d-1}}$, where

$$(u, v)_{s, \mathbb{R}^{d-1}} = \int_{\mathbb{R}^{d-1}} (1 + |\xi|^2)^s \hat{u}(\xi) \hat{v}(\xi) \, d\xi,$$

and $\hat{u}$ denotes the Fourier transform of $u$. Recalling that any Lipschitz function is almost everywhere differentiable, we know that any Lipschitz hypograph $\Omega$ has a surface measure $\sigma$ and an outward unit normal $\nu$ that exists $\sigma$-almost everywhere on $\partial \Omega$. If $\Omega$ is a Lipschitz hypograph, then $d\sigma(x) = \sqrt{1 + (\nabla \gamma(\tilde{x}))^2} \, d\tilde{x}$ and

$$\nu(x) = \frac{(\nabla \gamma(\tilde{x}), 1)}{\sqrt{1 + (\nabla \gamma(\tilde{x}))^2}}$$

for $\tilde{x} \in \mathbb{R}^{d-1}$. This allows to construct Sobolev spaces on $\mathbb{R}^{d-1}$ via interpolation with $L^2(\partial \Omega)$. The resulting spaces are denoted by $H^s(\mathbb{R}^{d-1})$.

\[1\] [16] [20]
for almost every $x \in \partial \Omega$. Suppose now that $\Omega$ is a Lipschitz domain. Because $\partial \Omega \subset \bigcup_{x \in \partial \Omega} Q_{\delta, \delta'}(x)$ and $\partial \Omega$ is compact, there exist $x^1, x^2, \ldots, x^n \in \partial \Omega$ such that

$$\partial \Omega \subset \bigcup_{j=1}^n Q_{\delta, \delta'}(x^j).$$

It follows that the family $(W_j) = (Q_{\delta, \delta'}(x^j))$ is a finite open cover of $\partial \Omega$, i.e., each $W_j$ is an open subset of $\mathbb{R}^d$ and $\partial \Omega \subseteq \bigcup_j W_j$. Let $(\varphi_j)$ be a partition of unity subordinate to the open cover $(W_j)$ of $\partial \Omega$, i.e., $\varphi_j \in C(\overline{W_j})$ and $\sum_j \varphi_j(x) = 1$ for all $x \in \partial \Omega$.

The inner product in $H^s(\partial \Omega)$ is then defined by

$$(u, v)_{\partial \Omega} = \sum_j (\varphi_j u, \varphi_j v)_{H^s(\partial \Omega)},$$

where $\Omega_j$ can be transformed to a Lipschitz hypograph by a rigid motion, i.e., by a rotation plus a translation, and satisfies $W_j \cap \Omega = W_j \cap \Omega_j$ for each $j$. The associated norm will be denoted by $\| \cdot \|_{s, \partial \Omega}$. It is interesting to mention that a different choice of $(W_j), (\Omega_j)$ and $(\varphi_j)$ would yield the same space $H^s(\partial \Omega)$ with an equivalent norm, for $0 \leq s \leq 1$. For more on the subject we refer the interested reader to [1, 2, 16].

The trace operator maps each continuous function $u$ on $\Omega$ to its restriction onto $\partial \Omega$ and may be extended to be a bounded surjective operator, denoted by $\Gamma$, from $H^s(\Omega)$ to $H^{s-\frac{1}{2}}(\partial \Omega)$ for $1/2 < s < 3/2$ [4, 10]. The range and null space of $\Gamma$ are given by $\mathcal{R}(\Gamma) = H^{s-\frac{1}{2}}(\partial \Omega)$ and $\mathcal{N}(\Gamma) = H^s_0(\Omega)$, respectively, where $H^s_0(\Omega)$ is defined to be the closure in $H^s(\Omega)$ of infinitely differentiable functions compactly supported in $\Omega$. For $s = 3/2$, this is no longer valid. For $s > 3/2$, the trace operator from $H^s(\Omega)$ to $H^1(\partial \Omega)$ is bounded [4].

Let us set $\Gamma = T_1 \Gamma_1$, where $\Gamma_1$ is the trace operator from $H^1(\Omega)$ to $H^{1/2}(\partial \Omega)$ and $T_1$ is the embedding operator from $H^{1/2}(\partial \Omega)$ into $L^2(\partial \Omega)$. According to a classical result of Gagliardo [9], we know that $\mathcal{R}(\Gamma) = H^{1/2}(\partial \Omega)$. Since $\Gamma_1$ is bounded and $T_1$ is compact [17], the trace operator $\Gamma$ from $H^1(\Omega)$ to $L^2(\partial \Omega)$ is also compact.

Now, let us induce $H^1(\Omega)$ with the following inner product:

$$(u, v)_{\partial \Omega} = \int_\Omega \nabla u \nabla v dx + \int_{\partial \Omega} \Gamma u \Gamma v d\sigma \quad \forall u, v \in H^1(\Omega).$$

The associated norm $\| \cdot \|_{\partial \Omega}$ is given by

$$\|u\|_{\partial \Omega} = \left( \|\nabla u\|_{\partial \Omega}^2 + \|\Gamma u\|_{\partial \Omega}^2 \right)^{1/2}$$

and $H^1(\Omega)$, induced with the inner product $(\cdot, \cdot)_{\partial \Omega}$, is denoted by $H^1_{\partial \Omega}(\Omega)$. A well-known result of Nečas [17], asserts that under the condition that $\Omega$ is a bounded Lipschitz domain, the norms $\| \cdot \|_{\partial \Omega}$ and $\| \cdot \|_1$ are equivalent.

The following characterization is useful to prove our trace inequalities in Section 3.

**Lemma 5 (See Corollary 6.9 of [21])** Let $\Gamma$ be the trace operator from $H^s_0(\Omega)$ to $L^2(\partial \Omega)$, $\Lambda$ its Moore–Penrose inverse, and $\Lambda^*$ be its adjoint operator. Then, for
0 \leq s \leq 1$, we have that $H^s(\partial \Omega) = \mathcal{H}^s(\partial \Omega)$ with equivalence of norms, where $\mathcal{H}^s(\partial \Omega) = \{(I + \Lambda^* \Lambda)^{-s}g \mid g \in L^2(\partial \Omega)\}.$

3 Main Results

We begin by proving an important equality that, together with the trace inequalities of Theorem 2, will be useful to prove our harmonic inequality of Theorem 3.

Theorem 1 (The Moore–Penrose inverse equality) Let $\Gamma \in \mathcal{B}(H^1_0(\Omega), L^2(\partial \Omega))$ be the trace operator and $\Lambda \in C(L^2(\partial \Omega), H^1_0(\Omega))$ its Moore–Penrose inverse. Then, for a real $s$, the following equality holds:

$$T_{\Lambda^*}(I + \Lambda \Lambda^*)^{-s} = (I + \Lambda^* \Lambda)^{-s}T_{\Lambda^*},$$

where $T_{\Lambda^*} = \Lambda^*(I + \Lambda \Lambda^*)^{-1/2} + \Gamma(I + \Lambda \Lambda^*)^{-1/2}$.

Proof From Lemma 1

$$N(T_{\Lambda^*}(I + \Lambda \Lambda^*)^{-s}) = N(T_{\Lambda^*})$$

$$= N((I + \Lambda^* \Lambda)^{-1/2})$$

$$= N(\Lambda^*)$$

$$= H^1_0(\Omega)$$

$$= N((I + \Lambda^* \Lambda)^{-s}T_{\Lambda^*}),$$

and we have

$$T_{\Lambda^*}(I + \Lambda \Lambda^*)^{-s}v = 0 = (I + \Lambda^* \Lambda)^{-s}T_{\Lambda^*}v$$

for all $v \in N(\Lambda^*)$. Now let us consider the operator $\Gamma^*\Gamma : H^1_0(\Omega) \longrightarrow H^1_0(\Omega)$, where $\Gamma^*$ is the adjoint of the trace operator $\Gamma$. Given the compactness of $\Gamma$, the operator $\Gamma^*\Gamma$ is compact and self-adjoint. Then there exists a sequence of pairs $(s_k, v_k)_{k \geq 1}$ associated to $\Gamma^*\Gamma$ such that

$$\Gamma^*\Gamma v_k = s_k^2 v_k.$$ 

To prove the equality on $N(\Lambda^*)^2$, we show that

$$T_{\Lambda^*}(I + \Lambda \Lambda^*)^{-s}v_k = (I + \Lambda^* \Lambda)^{-s}T_{\Lambda^*}v_k.$$ 

To this end, let $\Gamma v_k = s_k z_k$. It follows that $\Gamma^* z_k = s_k v_k$ and, from Lemma 2

$$\Gamma v_k = (I + \Lambda \Lambda^*)^{-1/2}T_{\Lambda^*}v_k.$$ 

On the other hand,

$$T_{\Lambda^*}v_k = \Lambda^*(I + \Lambda \Lambda^*)^{-1/2}v_k + \Gamma(I + \Lambda \Lambda^*)^{-1/2}v_k.$$ 

By putting $(I + \Lambda \Lambda^*)^{-1}v_k = w_k$, we have $v_k = w_k + \Lambda \Lambda^* w_k$ and

$$\Gamma^*\Gamma v_k = s_k^2 v_k = \Gamma^* v_k + w_k.$$ 

which implies that
\[
(I + \Gamma^* \Gamma)^{-1} \Gamma^* \Gamma v_k = s_k^2 (I + \Gamma^* \Gamma)^{-1} v_k \\
= w_k \\
= \Gamma^* \Gamma (I + \Gamma^* \Gamma)^{-1} v_k.
\] (1)

Using Lemma 1, it follows from (1) that
\[
(I + \Gamma^* \Gamma)^{-1} \Gamma^* \Gamma v_k = \Gamma^* \Lambda^* (I + \Lambda \Lambda^*)^{-1} v_k.
\]

This leads, again from Lemma 1, to
\[
(I + \Lambda \Lambda^*)^{-1} v_k = s_k^2 (I + \Gamma^* \Gamma)^{-1} v_k \\
= s_k^2 (v_k - (I + \Lambda \Lambda^*)^{-1} v_k),
\]
so that
\[
(1 + s_k^2) (I + \Lambda \Lambda^*)^{-1} v_k = s_k^2 v_k.
\]

Thus,
\[
(I + \Lambda \Lambda^*)^{-1} v_k = \frac{s_k^2 v_k}{1 + s_k^2} \\
= (1 + s_k^2)^{-1} s_k^2 v_k,
\]
which implies that
\[
(I + \Lambda \Lambda^*)^{-s} v_k = \left( s_k^2 \left( 1 + s_k^2 \right)^{-1} \right)^s v_k.
\]

In particular,
\[
(I + \Lambda \Lambda^*)^{-1/2} v_k = s_k (1 + s_k^2)^{-1/2} v_k.
\]

Consequently,
\[
T_{\Lambda^*} v_k = \Lambda^* (I + \Lambda \Lambda^*)^{-1/2} v_k + \Gamma (I + \Lambda \Lambda^*)^{-1/2} v_k \\
= \Lambda^* \left( \frac{s_k}{\sqrt{1 + s_k^2}} v_k \right) + \Gamma \left( \frac{s_k}{\sqrt{1 + s_k^2}} v_k \right) \\
= \frac{1}{\sqrt{1 + s_k^2}} z_k + \frac{s_k^2}{\sqrt{1 + s_k^2}} z_k \\
= \sqrt{1 + s_k^2} z_k.
\]

Therefore,
\[ T_{\Lambda^*} (I + \Lambda \Lambda^*)^{-s} v_k = \left( \frac{s_k^2}{1 + s_k^2} \right)^s \left( \frac{1 + s_k^2}{\sqrt{1 + s_k^2}} \right) z_k = \left( \frac{s_k^2}{1 + s_k^2} \right)^s \sqrt{1 + s_k^2} z_k. \]

On the other hand, \( \Gamma^* z_k = \Gamma z_k = s_k^2 z_k \). By putting \( (I + \Lambda^* \Lambda)^{-1} z_k = e_k \), we have

\[ z_k = e_k + \Lambda^* \Lambda e_k, \]

which implies that

\[ \Gamma^* z_k = s_k^2 z_k = \Gamma^* e_k + e_k \]

and

\[ (I + \Gamma^*)^{-1} \Gamma^* z_k = s_k^2 (I + \Gamma^*)^{-1} z_k = e_k = \Gamma^* (I + \Gamma^*)^{-1} z_k. \]

Using Lemma 1, it follows that

\[ (I + \Gamma^*)^{-1} \Gamma^* z_k = \Gamma \Lambda (I + \Lambda^* \Lambda)^{-1} z_k. \]

This leads, again from Lemma 1, to

\[ (I + \Lambda^* \Lambda)^{-1} z_k = s_k^2 (I + \Gamma^*)^{-1} z_k = s_k^2 \left( z_k - (I + \Lambda^* \Lambda)^{-1} z_k \right), \]

so that

\[ (1 + s_k^2) (I + \Lambda^* \Lambda)^{-1} z_k = s_k^2 z_k \]

and

\[ (I + \Lambda^* \Lambda)^{-1} z_k = s_k^2 (1 + s_k^{-2})^{-1} z_k. \]

Consequently,

\[ (I + \Lambda^* \Lambda)^{-s} z_k = \left( \frac{s_k^2}{1 + s_k^2} \right)^{-s} z_k, \]

which implies that

\[ (I + \Lambda^* \Lambda)^{-s} T_{\Lambda^*} v_k = (I + \Lambda^* \Lambda)^{-s} \sqrt{1 + s_k^2} z_k = \sqrt{1 + s_k^2} \left( \frac{s_k^2}{1 + s_k^2} \right)^s z_k. \]

Hence, one has \( (I + \Lambda^* \Lambda)^{-s} T_{\Lambda^*} v_k = T_{\Lambda^*} (I + \Lambda \Lambda^*)^{-s} v_k \) for all \( k \geq 1 \) and the proof is complete. \( \square \)
Moreover, from Lemma 3, we have that there exist a positive constant $c_{\text{rem}}$ such that

\[ \|u\|_{\mathcal{H}^s} = \|\Gamma_s u\|_{s-1/2, \partial \Omega}. \]

**Theorem 2 (The trace inequalities)** Let $\Omega \subset \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain with boundary $\partial \Omega$. Consider, for $1 < s < 3/2$, the trace operators $\Gamma_s$ and $\Gamma$ from $\mathcal{H}^s(\Omega)$ to $\mathcal{H}^{s-1/2}(\partial \Omega)$ and from $\mathcal{H}_d^s(\Omega)$ to $L^2(\partial \Omega)$, respectively, and let $\Lambda$ be the Moore–Penrose inverse of $\Gamma$. Then there exist two positive constants $c_1$ and $c_2$ such that the inequalities

\[ c_1 \|\Gamma_s v\|_{s-1/2, \partial \Omega} \leq \|(I + \Lambda^* \Lambda)^{s-1/2} \Gamma \tilde{v}\|_{0, \partial \Omega} \leq c_2 \|\Gamma_s v\|_{s-1/2, \partial \Omega} \]  \hspace{1cm} (2)

hold for all $v \in \mathcal{H}^s(\Omega)$, where $\tilde{v}$ is the embedding of $v$ in $\mathcal{H}^1(\Omega)$.

**Proof** Assume $1 < s < 3/2$ and let $v \in \mathcal{H}^s(\Omega)$ and $\tilde{v}$ be its embedding in $\mathcal{H}^1(\Omega)$. Clearly, $\Gamma_s v \in \mathcal{H}^{s-1/2}(\partial \Omega)$ and $\Gamma \tilde{v} \in L^2(\partial \Omega)$. From Lemma 5, it follows that

\[ \mathcal{H}^{s-1/2}(\partial \Omega) = \mathcal{H}^{s-1/2}(\partial \Omega) \]

with equivalence between the norm $\| \cdot \|_{s-1/2, \partial \Omega}$ and the graph norm defined for $g \in L^2(\partial \Omega)$ by

\[ g \mapsto \|(I + \Lambda^* \Lambda)^{s-1/2} g\|_{0, \partial \Omega}. \]

Equivalently, there exist two positive constants $c_1$ and $c_2$ such that (2) holds for all $v \in \mathcal{H}^s(\Omega)$. □

As an application of Theorems 1 and 2 we prove the harmonic inequality (3).

**Theorem 3 (The harmonic inequality for $1 < s < 3/2$)** Assume $1 < s < 3/2$. Then, for all $v \in \mathcal{H}^s(\Omega)$, the following inequality holds:

\[ \|v\|_{\mathcal{H}^s(\Omega)} \leq \|T_{\Lambda^*}||v||_{s-1/2, \partial \Omega}, \]  \hspace{1cm} (3)

where

\[ T_{\Lambda^*} = \Lambda^*(I + \Lambda \Lambda^*)^{-1/2} + \Gamma(I + \Lambda \Lambda^*)^{-1/2} \]

and $\tilde{v}$ is the embedding of $v$ in $\mathcal{H}^1(\Omega)$.

**Proof** Consider $v \in \mathcal{H}^s(\Omega)$ and $\tilde{v}$ its embedding in $\mathcal{H}^1(\Omega)$. It follows from Theorem 2 that there exist a positive constant $c_3$ such that

\[ \|v\|_{\mathcal{H}^s(\Omega)} = \|\Gamma_s v\|_{s-1/2, \partial \Omega} \leq c_3 \|(I + \Lambda^* \Lambda)^{s-1/2} \Gamma \tilde{v}\|_{0, \partial \Omega}. \]

Moreover, from Lemma 3 we have
\[ \Gamma = (I + \Lambda^*\Lambda)^{-1/2}T_{\Lambda^*}, \]

where

\[ T_{\Lambda^*} = \Lambda^*(I + \Lambda\Lambda^*)^{-1} + \Gamma(I + \Lambda\Lambda^*)^{-1/2}. \]

It follows from Theorem 1 that

\[ \|v\|_{\mathcal{H}(\Omega)} = \|(I + \Lambda^*\Lambda)^{-1}T_{\Lambda^*}v\|_{0,\partial\Omega} = \|T_{\Lambda^*}(I + \Lambda\Lambda^*)^{-1}v\|_{0,\partial\Omega}. \]

Lemma 2 asserts that \( T_{\Lambda^*} \) is bounded and the intended inequality (3) follows. \( \square \)

Now consider the embedding operator \( E \) from \( H^1(\Omega) \) into \( L^2(\Omega) \) and its adjoint \( E^* \), which is the solution operator of the following Robin problem for the Poisson equation:

\[ \begin{cases} -\Delta u = f & \text{in } \Omega, \\ \partial_{\nu}u + \Gamma u = 0 & \text{on } \partial\Omega, \end{cases} \]

where \( f \in L^2(\Omega) \) and \( \partial_{\nu} \) denotes the normal derivative operator with exterior normal \( v \). Let \( E_0^* \) be the solution operator of the Dirichlet problem for the following Poisson equation:

\[ \begin{cases} -\Delta u^0 = f & \text{in } \Omega, \\ \Gamma u^0 = 0 & \text{on } \partial\Omega. \end{cases} \]

By setting \( E_1^* = E^* - E_0^* \) and \( u^1 = E_1^* f \), it follows that \( u^1 \) is the solution of the Dirichlet problem for the following Laplace equation:

\[ \begin{cases} -\Delta u^1 = 0 & \text{in } \Omega, \\ \Gamma u^1 = \Gamma u & \text{on } \partial\Omega. \end{cases} \]

Let \( 0 \leq s \leq 1 \), \( F_1 \) be the Moore–Penrose inverse of \( E_1 \), \( F_1^* \) be its adjoint operator, and denote

\[ X^s(\Omega) = \left\{ (I + F_1^*F_1)^{-s/2}v \mid v \in \mathcal{H}(\Omega) \right\}, \]

where \( \mathcal{H}(\Omega) \) is the Bergman space. Next we prove the harmonic inequalities for the case \( s = 1 \).

**Theorem 4 (The harmonic inequalities for \( s = 1 \))** Let \( \Omega \subset \mathbb{R}^d \), \( d \geq 2 \), be a bounded Lipschitz domain. Then, for all \( v \in \mathcal{H}^1(\Omega) \), there exist two positive constants \( c'_1 \) and \( c'_2 \), not depending on \( v \), such that

\[ c'_1\|v\|_{\partial\Omega} \leq \|(I + F_1^*F_1)^{1/2}E_1v\|_{0,\partial\Omega} \leq c'_2\|v\|_{\partial\Omega}. \] (4)

**Proof** From Lemma 3, the decomposition

\[ E_1 = (I + F_1^*F_1)^{-1/2}T_{F_1} \]

holds, where
\[ T_F^* = F^*_1 (I + F_1 F^*_1)^{-1/2} + E_1 (I + F_1 F^*_1)^{-1/2}. \]

Moreover, since \( R(E_1) = \mathcal{H}^1(\Omega) \), it follows that \( \mathcal{H}^1(\Omega) = \mathcal{X}^1(\Omega) \). Now consider the graph norm

\[ ||u||_{\mathcal{X}^1(\Omega)} = ||(I + F_1^* F_1)^{1/2} u||_{0,\Omega} \]

for \( u \in \mathcal{X}^1(\Omega) \). It follows that \( E_1 v \in \mathcal{X}^1(\Omega) \) for \( v \in \mathcal{H}^1(\Omega) \) and

\[ ||(I + F_1^* F_1)^{1/2} E_1 v||_{0,\Omega} = ||T_{F^*} v||_{0,\Omega}. \]

In agreement with Lemma 4, we can view \( T_{F^*} \) as an isomorphism from \( \mathcal{H}^1(\Omega) \) into \( \mathcal{H}(\Omega) \), and there exist two positive constants \( c'_1 \) and \( c'_2 \), not depending on \( v \), such that the conclusion holds.

The harmonic inequalities of Theorem 4 are a useful tool to provide a functional characterization of the harmonic Hilbert spaces for the range of values \( 0 \leq s \leq 1 \).

**Corollary 1** Assume \( 0 \leq s \leq 1 \). Then \( \mathcal{H}^s(\Omega) \) form an interpolatory family. Moreover,

\[ \mathcal{H}^s(\Omega) = \mathcal{X}^s(\Omega) \]

with equivalence of norms.

**Proof** For \( s = 0 \), one has the equality \( \mathcal{X}(\Omega) = \mathcal{H}(\Omega) \) by definition. For \( s = 1 \), Theorem 4 asserts that \( \mathcal{X}^1(\Omega) = \mathcal{H}^1(\Omega) \) with the equivalence of the norm \( || \cdot ||_{\mathcal{X}^1(\Omega)} \) with the norm on \( \mathcal{H}^1(\Omega) \), which is the same as the one on \( \mathcal{H}^1_\partial(\Omega) \). The intended equality \( \mathcal{H}^s(\Omega) = \mathcal{X}^s(\Omega) \) with equivalence of norms, \( 0 < s < 1 \), follows from classical results on the theory of positive self-adjoint operators, which assert that both \( \mathcal{X}^s(\Omega) \) and \( \mathcal{H}^s(\Omega) \) form an interpolating family for \( 0 < s < 1 \).
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