Face mask detection and classification via deep transfer learning
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Abstract
Wearing a mask is an important way of preventing COVID-19 transmission and infection. German researchers found that wearing masks can effectively reduce the infection rate of COVID-19 by 40%. However, the detection of face mask-wearing in the real world is affected by factors such as light, occlusion, and multi-object. The detection effect is poor, and the wearing of cotton masks, sponge masks, scarves and other items greatly reduces the personal protection effect. Therefore, this paper proposes a new algorithm for mask detection and classification that fuses transfer learning and deep learning. Firstly, this paper proposes a new algorithm for face mask detection that integrates transfer learning and Efficient-Yolov3, using EfficientNet as the backbone feature extraction network, and choosing CIoU as the loss function to reduce the number of network parameters and improve the accuracy of mask detection. Secondly, this paper divides the mask into two categories of qualified masks (N95 masks, disposable medical masks) and unqualified masks (cotton masks, sponge masks, scarves, etc.), creates a mask classification data set, and proposes a new mask classification algorithm that combines transfer learning and MobileNet, enhances the generalization of the model and solves the problem of small data size and easy overfitting. Experiments on the public face mask detection data set show that the proposed algorithm has a better performance than existing algorithms. In addition, experiments are performed on the created mask classification data set. The mask classification accuracy of the proposed algorithm is 97.84%, which is better than other algorithms.
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1 Introduction
In 2020, the rapid spreading of Corona Virus Disease (COVID-19) has forced the World Health Organization to declare COVID-19 as a global pandemic. Wearing a mask has an important effect on slowing the spread of the new epidemic. German researchers found that
wearing masks effectively reduces the infection growth rate of COVID-19 by 40%. Moreover, a study published in the Proceedings of the National Academy of Sciences (PNAS) pointed out that the importance of wearing masks is far greater than social distancing and home isolation policies in preventing the spread and infection of COVID-19 [1]. COVID-19 is highly contagious, and the main transmission route is droplet and close contact [19]. Many countries emphasize that under the premise of sufficient masks, it is necessary to wear medical surgical masks or N95 masks for personal protection [22]. Wearing qualified masks can effectively resist the harm of viruses. Reference [26, 28] shows that the penetration rate of particles to cotton mask is close to 97%, and that of medical mask is 44%. The direct or indirect evidence in [29] shows that medical masks and N95 masks have better protective effects than cotton masks. It is everyone’s responsibility to wear masks in public places to prevent the spread of the virus during the epidemic. This requires not only individual conscious compliance, but also certain means of supervision and management. Therefore, the study of mask wearing detection and mask type recognition has become very important for national management and public health.

At present, technologies based on deep learning and artificial intelligence have been widely applied to resist COVID-19, such as automatic CT image segmentation [34], automatic analysis [18], and detection of human respiration patterns [41]. However, there are relatively few researches on face mask detection and mask type recognition. Traditional face mask detection is applied in the security field to prevent terrorist attacks and reduce illegal and criminal behavior [4, 6]. After the outbreak of COVID-19, researchers conducted a variety of face mask occlusion studies. Wang et al [42] proposed the world’s largest real-world masked face dataset and developed a multi-granularity masked face recognition model. Jiang et al [15] proposed a single-stage detector RetinaMask for mask-wearing detection. In [24], the author used Resnet50 for feature extraction and used decision trees, Support Vector Machines (SVM), and ensemble algorithm to classify face images wearing masks. The above research can effectively detect faces and faces wearing masks, and it is robust to other obstructions. However, in the detection of face masks in natural scenes, there are scenes such as poor lighting conditions, object occlusion, dense crowds, multiple objects, etc. In addition, there are case of wearing cotton masks, sponge masks, scarves, and other items, which greatly reduces the personal protection effect.

In summary, the new mask detection and classification algorithms based on transfer learning and deep learning are proposed in this paper. Firstly, the fusion of transfer learning and Efficient-Yolov3 algorithm is proposed for face mask-wearing detection in natural scenes. Secondly, the mask classification data set is created, and the mask classification algorithm fusing transfer learning and MobileNet [13] is proposed. The contributions of this paper are as follows:

1. The face mask detection dataset is small, and the training process is prone to overfitting, which reduces the robustness of the model. Besides, the loss function IOU (Intersection over Union) [45] is difficult to reflect the degree of coincidence between the predicted bounding box and ground-truth bounding box, resulting in poor regression effect. A new algorithm of face mask detection based on transfer learning and Efficient-Yolov3 is proposed to improve the detection accuracy, speed and model generalization ability, and improve the stability of Bounding Box (BB) regression.
2. In view of the problem that there is no public data set for mask classification. In this paper, the RMFD [42] data set and the MAFA [6] data set are segmented and normalized for face mask-wearing images. After preprocessing, the mask images are divided into
qualified masks (N95 masks, disposable medical masks) and unqualified masks (cotton masks, sponge masks, scarves, etc.), and finally a mask classification data set is created.

3. Aiming at the problem of a large amount of calculation, many network parameters, and long training time in current classification algorithms based on convolutional neural networks under small sample data, a new mask classification algorithm fusing transfer learning and MobileNet [13] is proposed to improve the accuracy of mask classification and reduce training time.

The rest of the paper is organized as follows: In Section 2, the related research of objects detection and convolution neural networks are described. The two methods are proposed in Section 3, the fusion of transfer learning and Efficient-Yolov3 for face mask-wearing detection and the fusion of transfer learning and MobileNet for mask classification. The dataset, parameter settings, evaluation metrics, results and ablation experiments are shown in Section 4. Finally, the conclusion and future work prospects are described in Section 5.

2 Related work

As a typical task of object detection, the development process of face detection has experienced from traditional to deep learning. Among the typical algorithms for traditional object detection are: Viola and Jones [40] proposed an Adaboost face detection technology based on Haar features. The Adaboost algorithm is simple to implement, and is suitable for two-classification and multi-classification without over-fitting. However, the algorithm is susceptible to noise, has a long detection time, and is prone to missed detection. On the basis of Adaboost, Ma [25] et al used 4 types of Haar features to describe the face relationship, which reduced the detection time and the missed detection rate. However, the detection performance of this algorithm decreases in the case of occlusion and profile. In 2010, Pedro Felzenszwalb [5] proposed the Deformable Part-based Model(DPM) algorithm, which used the component model strategy of multi-component and pictorial structure to solve the multi-posture and multi-angle problem of the face. But this method requires artificially design the incentive template of the object, the workload is large, and it is not universal. In a word, the traditional object detection methods are limited to the effective description of image features, and can only rely on the experience to manually extract features, and then design classifiers for object detection based on the results and combined with the sliding window, and with complex steps, low accuracy and poor real-time performance.

With the great success of deep learning in image classification, many researchers have also applied this technology to face detection. Compared with traditional detection methods, face detection algorithms based on deep learning are more suitable for complex backgrounds and different face poses. Since the birth of the AlexNet [16] network in 2012, the convolutional neural network(CNN) has ushered in a historic breakthrough and has shown explosive development. From the continuously deepening VGG [35] network structure to the continuously widening Inception network [14, 36, 37] and Resnet [10, 12] network, and then to the lightweight MobileNet [13] network and EfficientNet [38] network. The focus of CNN research has also shifted from parameter optimization to designing network architectures, such as new architectures using attention-based information processing [39, 43]. The rapid development of CNN also provides new feature extraction strategies for object detection. Object detection based on deep learning is divided into two categories: two-stage detection and one-stage detection. The difference between the two is that the
former sets the detection process from coarse to fine, while the latter completes in one step \cite{27, 46}. Two-stage detection algorithms mainly include RCNN \cite{8}, SSP-Net \cite{11}, Fast-RCNN \cite{7}, Faster-RCNN \cite{33}, etc. This type of algorithm improves the detection accuracy by constructing a Region Proposal Network (RPN), but the training time is longer and cannot meet real-time requirements. One-stage detection object detection algorithms pay more attention to the improvement of detection speed, such as YOLO(You Only Look Once) series of algorithms \cite{2, 9, 30–32}, SSD(Single shot multi-box detector) algorithm \cite{23}, and RetinaNet algorithms \cite{21} etc. While generating detection box, one-stage detection algorithms classify and regress the category probability and position coordinates of object. Compared with two-stage detection algorithm, it greatly improves the detection speed. Therefore, the new face mask-wearing detection algorithm fusing transfer learning and Efficient-Yolov3 is proposed, and a new mask classification algorithm merging transfer learning and MobileNet is proposed in this paper.

3 Method

3.1 Fusion transfer learning and Efficient-Yolov3 for face mask detection

3.1.1 Efficient-Yolov3

The YOLOv3 \cite{32} algorithm has undergone three generations of changes and evolutions. Compared with the previous two generations, it has the advantages of simple structure, high detection accuracy, and fast speed. The Yolov3 algorithm uses the DarkNet53 network as the backbone feature extraction network, which adopts the residual idea of ResNet \cite{10}, and uses multiple residual blocks for feature extraction, as shown in Fig. 1. The feature extraction steps of the DarkNet53 network are:

1. Residual Block first compresses the input size to 1/2 of the original size by a 1 × 1 convolution kernel, and then performs batch Normalization and Leaky ReLU. Ordinary ReLU sets all negative values to zero, while Leaky ReLU assigns a non-zero slope to all negative values. Its mathematical formula is expressed as:

   \[ y_i = \begin{cases} x_i & \text{if } x_i \geq 0 \\ \alpha \frac{x_i}{|x_i|} & \text{if } x_i < 0 \end{cases} \] (1)

2. The input size is expanded to the original size through a 3 × 3 convolution kernel. After the convolution is completed, batch normalization and Leaky ReLU are also performed, and the result is input to the next stage. The DarkNet53 network is easy to optimize, and the accuracy is improved by increasing the depth of the network. The internal Residual block uses skip connections to alleviate the problems of gradient disappearance and gradient explosion.

However, the Darknet53 network classification performance is poor, and it adopts a multi-size and multi-level convolution kernel to increase the receptive field, increasing the amount of calculation while increasing the parameters. Although \cite{17} used Yolov3 for face mask detection in natural scenes. On the one hand, the currently public face mask detection dataset is small, and over-fitting will occur during the training process, which reduces the
robustness of the model. On the other hand, although the loss function IOU can reflect the distance between the predicted bounding box and ground-truth bounding box, it cannot reflect the degree of overlap between the two, which reduces the detection performance.

In response to the above problems, this paper proposes a new face mask detection algorithm that fuses transfer learning and Efficient-Yolov3. EfficientNet [38] was proposed by Google. The main advantages of this network are: 1) Using residual network to increase the depth of neural network, and extracting richer and more complex features of images through deep neural network; 2) Increasing the width of the network by increasing channel dimension, and capturing more fine-grained features; 3) Increasing...
the resolution of the input image to make the network learn and express feature more abundant, and improving the accuracy of classification. For achieving higher accuracy and speed, EfficientNet uses compound coefficient $\varphi$ to uniformly scale the baseline model. The model’s scaling factor calculation formula are as follows:

$$d = \alpha^\varphi, w = \beta^\varphi, r = \gamma^\varphi$$  \hspace{1cm} (2)

$$s.t. \alpha \cdot \beta^2 \cdot \gamma^2 \approx 2$$  \hspace{1cm} (3)

$$\alpha \geq 1, \beta \geq 1, \gamma \geq 1$$  \hspace{1cm} (4)

Where, $\alpha$, $\beta$, and $\gamma$ are respectively the amplification ratio of depth, width, and resolution of the model. The flops of conventional amplification is proportional to $d, w^2, and r^2$. But doubling the width of the network or the resolution will increase the flops by four times. In this paper, the constraint on $\varphi$ is $\alpha \cdot \beta^2 \cdot \gamma^2 \approx 2$. The overall network structure of EfficientNet is shown in Fig. 2(a). The network consists of 16 MConvBlocks, 2 Conv2D layers, 1 Global Average Pooling2D layer, and 1 Dense layer, of which 16 MConvBlocks are the main feature extraction network. The structure of MConv is shown in Fig. 2(b). It is composed of DepthwiseConv2D and SENet. It uses Swish as the activation function. Swish has the characteristics of no upper bound and lower bound, smooth, and non-monotonic, and it is better than ReLU on the deep model. The formula is expressed as:

$$f(x) = x \cdot \text{sigmoid}(\beta x)$$  \hspace{1cm} (5)

Where $\beta$ is a constant or trainable parameter. The feature extraction process of MConvBlock is as follows:

1. A $1 \times 1$ kernel is used to perform dimension upgrade operations on Inputs.
2. Through a Depthwise Convolution layer, this layer uses a $3 \times 3$ or $5 \times 5$ convolution kernel to perform convolution operations on the image. This process greatly reduces the amount of computation and ensures the accuracy of convolution by changing the multiplication operation to the addition operation.
3. A channel attention mechanism (SENet) is added as shown in Fig. 2(b). First, using a dimensionality reduction coefficient $r$ to reduce the dimensionality of the FC layer, then activated with ReLU, and finally restore the FC layer to its original size. After the channel attention mechanism, a $1 \times 1$ convolution kernel is still used for dimensionality reduction.

The structure of the Efficient-Yolov3 algorithm in this paper is shown in Fig. 2. The steps of the algorithm are as follows:

1. After 3, 4, and 5 feature extractions of an image of $416 \times 416$ size by EfficientNet network, the size becomes $52 \times 52 \times 48, 26 \times 26 \times 120, and 13 \times 13 \times 352$.
2. The Feature Pyramid Networks (FPN) [20] structure of YOLOv3 adopts a $13 \times 13$ scale feature map that has been down-sampled 32 times as the deepest detection layer.
3. The $13 \times 13 \times 352$ scale feature map is twice up-sampling and then fused with the $26 \times 26$ scale feature map after 16 times down-sampling. The fusion result is used as an intermediate detection layer.
4. The $26 \times 26 \times 120$ scale feature map is twice up-sampling and then merged with the $52 \times 52$ scale feature map after 8 times down-sampling. The fusion result is used as the shallow detection layer. The high-level semantic information transmitted from the shallow fusion deep layer is more conducive to detection. The constructed feature pyramid establishes high-level semantic information on multi-scale features, which can better detect objects of different scales and improve detection performance.
3.1.2 Deep transfer learning

In this paper, the method of deep transfer learning is introduced to apply the similarity of EfficientNet’s underlying elements in the ImageNet dataset to face mask detection. The process of transfer learning is shown in Fig. 3.

First, the weights of all levels of the ImageNet network model are loaded, and then the levels of extracting features described in EfficientNet such as edges, lines, colors, patterns, etc., are frozen. Only the level parameters for downstream classification task are adjusted. The purpose is to reduce the training parameters in a small amount of dataset and correctly train and adjust the model. The trained model not only inherits the hierarchical weight of the original model, but also possesses the training weight of the model itself.

3.1.3 Loss function

The loss function $IOU$ is the most commonly used indicator in object detection. It has the characteristics scale invariance and can reflect the distance between the predict box and ground-truth. Its formula is expressed as:

$$IOU = \frac{|P \cap G|}{|P \cup G|}$$  \hspace{1cm} (6)

$$L_{IOU} = 1 - IOU$$  \hspace{1cm} (7)

Where $P$ represents the predict box, and $G$ represents the ground-truth. It can be seen from formula 6, when $P$ and $G$ do not intersect, $IOU = 0$, and the loss function $L_{IOU} = 1$, so that $L_{IOU}$ is always equal to 1. In addition, as shown in Fig. 4, the predict box and ground-truth
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Fig. 3 Transfer learning framework
at different positions have the same IOU value, which cannot accurately reflect the degree of overlap between the two, resulting in poor regression.

In response to the above problems, this paper selects CIOU (Complete-IOU) as the loss function. Different from IOU, CIOU includes the distance between the object and the anchor, the overlap area, scale, and penalty factor, so that the bounding box regression becomes more stable, and there will be no divergence during the training process. And the penalty factor takes into account the aspect ratio of the predicted box to fit the object box. The specific calculation formula is expressed as:

$$CIOU = IOU - \frac{\rho^2(p, g)}{c^2} - \alpha v$$  \hspace{1cm} (8)$$

Where $\rho^2(p, g)$ is the Euclidean distance between the center points of the predicted box and the ground-truth, and $c$ is the diagonal distance of the smallest closed area that can contain both the predict box and ground-truth. And $\alpha$ is a positive trade-off parameter, and $v$ is the parameter used to measure the consistency of the aspect ratio. The formulas are as follows:

$$\alpha = \frac{v}{1 - IOU + v}$$  \hspace{1cm} (9)$$

$$v = \frac{\pi^2}{4} \left( \arctan \frac{w_g}{h_g} - \arctan \frac{w_p}{h_p} \right)$$  \hspace{1cm} (10)$$

The complete CIOU loss function formula is expressed as:

$$L_{CIOU} = 1 - IOU + \frac{\rho^2(p, g)}{c^2} + \alpha v$$  \hspace{1cm} (11)$$

3.2 Fusion transfer learning and MobileNet of mask classification

3.2.1 MobileNet network model

The MobileNet model is a lightweight deep neural network proposed by Google for embedded devices such as mobile phones. Compared with other network models, MobileNet has fewer parameters and fast calculation speed. The core idea of MobileNet is deep separable convolution, and its structure is divided into deep convolution and point-wise convolution.
It is assumed that the input feature map is \( DH \times DW \times M \), and the output feature map is \( DH \times DW \times N \), the size of the convolution kernel is \( DK \times DK \), the process is shown in Fig. 5.

For standard convolution, the parameters are:

\[
DK \times DK \times M \times N \tag{12}
\]

The calculation amount is:

\[
DK \times DK \times M \times DH \times DW \times N \tag{13}
\]

Using depth separable convolution, the parameters are:

\[
DK \times DK \times M + M \times N \tag{14}
\]

The calculation amount is:

\[
DK \times DK \times M \times DH \times DW + DH \times DW \times N \times M \tag{15}
\]

As shown in Fig. 5, the size of the input feature map is \( 12 \times 12 \times 3 \), and the size of the output feature map is \( 12 \times 12 \times 4 \). After applying the depth separable convolution, three \( 5 \times 5 \) size convolution kernels are used to traverse the data of three channels respectively, and three feature maps are obtained. Before the fusion operation, four \( 1 \times 1 \) size convolution kernels are used to traverse three feature maps, and the required calculation amount is \( 5 \times 5 \times 3 \times 12 \times 12 + 12 \times 12 \times 4 \times 3 = 12528 \). In fact, the standard convolution calculation amount is \( 5 \times 5 \times 3 \times 12 \times 12 \times 4 = 43200 \). It can be seen that the depth separable convolution can greatly reduce the calculation amount of the model.

This paper proposes a new method of mask classification that combines transfer learning and MobileNet model. The overall framework is shown in Fig. 6. First, loading the weights trained by ImageNet, then freezing the feature extraction layer of MobileNet, training the Global Average Pooling layer and the Softmax layer, and finally reinitializing the model, and fine-tuning the parameters of each layer to achieve the best classification effect.

4 Experiment result

4.1 Dataset

4.1.1 Face mask wearing detection dataset

The Face Mask Dataset [3] in this paper contains a total of 7959 images, including 6120 images in the training set, 3006 images from the MAFA [6] dataset (basically all images with masks), and 3114 images from the WIDER Face [44] dataset (basically all images...
without a mask). The test set has a total of 1839 images, including 1059 images from the MAFA and 780 images from the WIDER Face. In this paper, the dataset is uniformly labeled. The labeled information mainly includes the upper left corner of the object box, the lower right corner coordinates, and the category. An example is shown in Fig. 7, and the corresponding labeled data is shown in Table 1.

### 4.1.2 Face mask classification dataset

In this paper, the face mask classification dataset cuts and filters the faces wearing masks in the RMFD [42] dataset and MAFA [6] dataset, and the size is normalized to $224 \times 224$. Mask categories are divided into qualified masks (OK-mask) and unqualified masks (NG-mask). Qualified masks contain 1361 images, mainly N95 masks and disposable medical masks. Unqualified masks contain 1880 images, mainly including sponge masks, cloth masks, and scarves, etc. The mask classification dataset contains a total of 3241 images for mask classification, some of which are shown in Fig. 8. The mask classification dataset of

| Table 1 Sample image annotation data | Object     | Box                     |
|-------------------------------------|------------|-------------------------|
|                                     | face       | 381,207,618,561          |
|                                     | face_mask  | 156,141,393,418          |
4.2 Parameter settings

This paper trains the model on NVIDIA GeForce RTX 1080 Ti. The dataset is divided into training set, validation set, and test set with ratios of 0.7, 0.1, and 0.2. The algorithm is developed using the Tensorflow deep learning framework and implemented based on Python.

In the face mask-wearing detection experiment, this paper is divided into two stages of training, both using Adam optimizer. The first stage freezes the first 378 layers of EfficientNet for rough optimization. The learning rate is $\alpha=0.001$, and 25 epochs are trained. The stochastic gradient descent algorithm is used as the optimization algorithm. The second stage is to unfreeze the first 378 layers of EfficientNet for more detailed network learning,
with a learning rate $\alpha=0.0001$, and training for 25 epochs. For the EfficientNet network, the input image size is 416×416, and the batch size is 2.

In the mask classification experiment, this paper is divided into two stages of training, both using Adam optimizer. The first stage freezes the first 81 layers of the MobileNet network to optimize the Softmax layer, the learning rate is $\alpha=0.001$, and the training is performed for 25 epochs. The gradient descent algorithm is used as an optimization algorithm. In the second stage, the 81-layer network before thawing is optimized for all networks, the learning rate is $\alpha=0.0001$, and the training is 25 epochs.

### 4.3 Evaluation metrics

Object detection indicators use average precision $AP$ (Average Precision), $mAP$ (Mean Average Precision), and frame rate per second (FPS). The $AP$ value reflects the detection effect of a single object, and $mAP$ is the mean value of the average accuracy of all categories in the dataset. The calculation formulas are as follows:

$$AP = \int_0^1 p(r)dr$$

$$mAP = \frac{\sum_{i=1}^{N} AP_i}{N}$$

Where $p(r)$ represents the mapping relationship between precision and recall. The calculation formulas for precision and recall are expressed as:

$$Precision = \frac{TP}{TP + FP}$$

$$Recall = \frac{TP}{TP + FN}$$

Where $TP$, $FP$ and $FN$ denoted the true positive, false positive and false negative, respectively. Image classification uses $Accuracy$, $Precision$, $Recall$, $F1 – measure$ as the evaluation criteria, and the calculation formulas are as follows:

$$Accuracy = \frac{TP}{TP + FP}$$

$$F1 – measure = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall}$$

### 4.4 Result and analysis

#### 4.4.1 The result of wearing face mask

This paper verifies the effectiveness and superiority of the proposed algorithm through two sets of experiments. The first group selects the Yolov3 algorithm as a comparison, and the second group compares with other related research algorithms.
The first set of experimental results are shown in Table 2, and some of the experimental results are shown in Fig. 9. As shown in Table 2. In this paper, the face AP value on the Yolov3 object detection network is 93.88%, and the value in the face mask wearing detection is as high as 98.18%, while the AP value of Yolov3 object detection algorithm in face and face mask wearing detection is 90.82% and 95.26% respectively. Compared with the Yolov3 algorithm, the AP values of the face and face_mask of the fusion transfer learning and Efficient-Yolov3 algorithm proposed in this paper are increased by 3.06% and 2.92%, mAP increased by 2.99, and FPS increased by 1.71. In general, the mAP of this method is as high as 96.03%, and has achieved the best performance in both face and face mask-wearing detection. In terms of detection efficiency, the algorithm designed in this paper can reach 14.62 frames per second, the main reason for the fast speed of our method is that the amount of model parameters is reduced by about 4 times. It can be seen from Fig. 9 that the algorithm in this paper has high robustness for face occlusion and good performance for multi-object detection in complex scenes.

The second set of experimental results are shown in Table 3. It can be seen from Table 3. that the proposed algorithm has a significant improvement of AP and mAP values than other methods. Baseline’s model parameters are only 1.01 million, and the FPS is 23.12. Although the speed can reach real-time detection, the small number of convolution

| Methods | face(%) | face_mask(%) | mAP(%) | FPS(F$^{-1}$) | Params(M) |
|---------|---------|-------------|--------|----------------|-----------|
| Yolov3  | 90.82   | 95.26       | 93.04  | 12.91          | 61.58     |
| Ours    | 93.88   | 98.18       | 96.03  | 14.62          | 15.91     |

Table 2 Detection average precision of Efficient-Yolov3

Fig. 9 Part of detection results

| Methods | face(%) | face_mask(%) | mAP(%) | FPS(F$^{-1}$) | Params(M) |
|---------|---------|-------------|--------|----------------|-----------|
| Baseline [3] | 89.60   | 91.90       | 90.75  | 23.12          | 1.01      |
| Yolov3 [32] | 90.82   | 95.26       | 93.04  | 12.91          | 61.58     |
| Yolov4 [2] | 91.22   | 96.59       | 93.91  | 11.32          | 64.01     |
| Yolov5 [9] | 93.03   | 98.14       | 95.59  | 18.45          | 7.07      |
| Ours    | 93.88   | 98.18       | 96.03  | 14.62          | 15.91     |

Table 3 Comparison with related works
kernels results in the low accuracy and the mAP is only 90.75%. Compared with Yolov3 and Yolov4, our parameters are reduced by 4 times. In addition, our parameters are only increased by 2 times than Yolov5, but our method achieves higher accuracy. In summary, the proposed algorithm in this paper has obvious advantages over other algorithms.

In addition, as shown in Table 3. The experimental results show that the AP value of the face is lower than the AP value of the face_mask. The main reason is that the feature point information of face is rich and the structure is complex, and the face information between different people is different, such as facial features, skin color, gender, age and so on. In addition, faces are also disturbed by expressions (happy, angry, sad, fear, disgust, anger, etc.) and occlusions (hands, paper, towels, etc.), which result in the failure of the classifier to learn robust and accurate features at the same time. However, due to the large area covered by masks and most people wear the same type of masks, the mask information is regular and easy to distinguish and detect, resulting in a high AP value, as shown in Fig. 9.

4.4.2 The result of mask classification

Since the mask classification research is proposed for the first time in this paper, there is currently no relevant research to compare. The experiment selects the commonly used classification network to compare with the algorithm proposed in this paper to verify the superiority and efficiency. For the classification of masks, this paper pays more attention to the people who wear unqualified masks, namely NG-mask. This paper uses NG-mask as a positive example in mask classification. Figure 10 shows the results of different network models on the test set. For the test set Precision, VGG16 is only 92.49%, while the other three models are all higher than 95%, and the precision value of InceptionV3 is 98.36%, lower than our method 98.40%, with a difference of 0.04%. For Recall, F1 – measure, and Accuracy, the models in this paper have achieved the best performance, respectively 97.87%, 98.13%, and 97.84%, while InceptionV3 and VGG16 have poor classification results. It can be seen from the various values of the test set that the performance of our method is

![Classification results of different models in the test set](image-url)
similar to that of ResNet50 on the precision of unqualified masks, but it is better than other networks on Recall, F1 Score, and Accuracy.

Figure 11 shows the time consumed in each epoch of training for different models on the dataset. Since the training time depends on the dataset size and batch size, Fig. 11 shows the training consumption time obtained in this paper under the condition that the dataset size is 2982 and the batch size is 16. It can be seen from the Fig. 11 that the training time of ResNet50 is the longest 33s, while the training time of our method is the shortest 11s. It can be seen that the introduction of transfer learning greatly reduces the time consumed for model training.

Figure 12 shows the confusion matrix of different models on the test set. It can be seen from Fig. 12 that InceptionV3 and VGG16 have a poor classification effect. ResNet50 and our algorithm have similar performance in the classification of unqualified masks. The details of the model classification effect can be seen intuitively through the confusion
matrix. After comparing and classifying all the test set data and the model prediction results, the confusion matrix data table is obtained to further prove the superiority of the proposed method. As shown in Fig. 12, the rows of the matrix represent the Recall and the columns represent the Precision. For unqualified masks (NG-mask), the Precision of TransferLearning-MobileNet is 98.04%, and the recall rate is 97.84%. For qualified masks (OK-mask), the Precision of TransferLearning-MobileNet is 97.08% and the Recall is 97.79%. The Accuracy of the model proposed in this paper is 97.84%. Compared with ResNet50, the two models have the same Recall on qualified masks, and the indicators of this model are higher than the ResNet50. Therefore, the following conclusions can be drawn:

1. The overall performance of the TransferLearning-MobileNet network for mask classification is better than other networks.
2. The TransferLearning-MobileNet network consumes less time on the training dataset.

4.5 Ablation study

In order to further verify the superiority of the algorithm proposed in this paper, this paper conducts ablation experiments on face mask detection and mask classification.

4.5.1 Face mask detection ablation study

This paper conducted ablation experiments on Backbone, Transfer Learning and CIOU respectively, and the experimental results are shown in Table 4.

| Backbone                  | face    | face_mask | mAP    | FPS   |
|---------------------------|---------|-----------|--------|-------|
| Darknet53-CIOU            | 90.82%  | 95.26%    | 93.04% | 12.91 |
| EfficientNetB2            | 75.64%  | 89.96%    | 82.80% | 12.99 |
| EfficientNetB2-Transer Learning | 92.79%  | 97.23%    | 95.01% | 13.08 |
| EfficientNetB2-Transer Learning-CIOU | 93.88%  | 98.18%    | 96.03% | 14.62 |
| EfficientNetB4-Transer Learning-CIOU | 88.62%  | 94.86%    | 91.74% | 11.87 |

Table 4 Ablation study of Yolov3

Backbone                  face    face_mask mAP    FPS
Darknet53-CIOU            90.82%  95.26%    93.04% | 12.91 |
EfficientNetB2            75.64%  89.96%    82.80% | 12.99 |
EfficientNetB2-Transer Learning | 92.79%  97.23%    95.01% | 13.08 |
EfficientNetB2-Transer Learning-CIOU | 93.88%  98.18%    96.03% | 14.62 |
EfficientNetB4-Transer Learning-CIOU | 88.62%  94.86%    91.74% | 11.87 |
serious. The experimental results show that face and face_masks are reduced by 17.15% and 7.27% respectively without transfer learning.

CIOU: Compared with IOU as a loss function, CIOU can better reflect the distance, overlap rate, and scale information between the prediction box and ground-truth, which improves the overall performance of the network. It can be seen from Table 4 that the mAP is improved by 1.02%.

4.5.2 Mask classification ablation study

The ablation results of MobileNet in this paper are shown in Table 5. Without transfer learning, the Accuracy of MobileNet in the testset decreased by 15.43%, Precision and Recall decreased by 16.46% and 21.02 respectively for OK-mask data, and Precision and Recall decreased by 14.81% and 15.46% respectively for NG-mask data. Experimental results show that transfer learning can enhance the classification accuracy of the model.

5 Conclusion

In this paper, a fusion transfer learning and Efficient-Yolov3 of face mask-wearing detection algorithm is proposed to effectively solve the problems of poor lighting conditions, multiple objects, and occlusion in natural scenes. The algorithm uses EfficientNet as the backbone network of feature extraction and chooses CIOU as the loss function to improve the speed and accuracy of model detection. At the same time, transfer learning is introduced to improve the training speed and enhance the generalization ability of the model. The final mAP is 96.03%, and the FPS is 15. In addition, a dataset of mask classification is created to divide masks into qualified masks (N95 masks, disposable medical masks) and unqualified masks (cloth masks, sponge masks, scarves, etc.). A fusion transfer learning and MobileNet of mask, classification algorithm is proposed. This algorithm can effectively distinguish the types of masks and make detailed classification of the types of masks, with an accuracy of 97.84%. Experimentally verified that the algorithm proposed in this paper can effectively detect the wearing of face masks and classify the type of masks, which helps protect public health and plays a positive role in promoting the epidemic.

| Table 5 Ablation study of MobileNet |
|------------------------------------|
| model                             | OK-mask | NG-mask | Accuracy |
|                                   | Precision | Recall | Precision | Recall | Precision | Recall |
| MobileNet                         | 80.62% | 76.47% | 83.59% | 86.70% | 82.41% |
| MobileNet-Transer Learning        | 97.08% | 97.79% | 98.40% | 97.87% | 97.84% |
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