Implementation of a Binary Neural Network on a Passive Array of Magnetic Tunnel Junctions
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Magnetic tunnel junctions (MTJs) provide an attractive platform for implementing neural networks because of their simplicity, non-volatility, and scalability. However, in hardware realizations, device variations, write errors, and parasitic resistance degrade performance. To quantify such effects, we perform inference experiments on a 2-layer perceptron constructed from a 15 × 15 passive array of MTJs, examining classification accuracy and write fidelity. Despite imperfections, we achieve median accuracy of 95.3 % with proper tuning of network parameters. The success of this tuning process shows that new metrics are needed to characterize and optimize networks reproduced in mixed signal hardware.

Index Terms—Magnetic tunnel junctions, neural networks, vector matrix multiplication, inference.

I. INTRODUCTION

The increasing scale of neural networks and their growing application space have produced demand for more energy- and memory-efficient artificial-intelligence-specific hardware [1]. Avenues to mitigate a key issue, the von Neumann bottleneck, include in-memory and near-memory architectures, as well as algorithmic approaches [2], [3]. To realize an in-memory approach and examine some of the practical issues involved, we leverage the inherently low-power, non-volatile, binary operation [4] of a passive array of magnetic tunnel junctions (MTJs) to demonstrate neural network hardware inference. Compared to active or transistor-integrated arrays, passive, transistorless arrays are potentially an even more efficient way to implement these networks, as they significantly reduce the overhead of transistor capacitances and could be implemented at significantly higher density, while freeing up space for additional transistors that might be needed in peripheral circuitry [5]. However, lack of selectors in these passive arrays makes it difficult to write individual devices in the presence of significant line resistances [6].

In this work, we implement a neural network on passive 15 × 15 crossbar arrays of MTJs [7], as shown in Fig. 1(a). Using the Wine dataset [8], we demonstrate high inference accuracies even in the presence of hardware imperfections such as device-to-device variations and line resistances. This dataset consists of 178 samples of wine with each sample consisting of 13 recorded characteristics (for example, alcohol concentration, color intensity, etc.) and an associated label for the cultivar from which the wine was produced.

The architecture of the implemented neural network is...
We obtain a median accuracy of 95.3 %, which is lower than formed better than others. Over these 300 different solutions, training into the MTJ array. As expected, certain solutions per-
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and 93.3 % on the test set. We characterize the network performance by writing 300 unique weight matrix solutions obtained through offline-training into the MTJ array. As expected, certain solutions performed better than others. Over these 300 different solutions, we obtain a median accuracy of 95.3 %, which is lower than the median offline-trained accuracy of 99.3 %. These results demonstrate that a high-accuracy inference binary neural network can be realized using a non-ideal passive MTJ hardware array. This high level of performance is obtained after optimizing the normalization parameter $g_{\text{norm}}$ (see Fig. 1(c)) which maps conductances to dimensionless weights. Surprisingly, the value of normalization conductance that minimizes the root-mean-square deviation between the ideal weights and the realized weights is not the same value that maximizes the median classification accuracy over all 300 weight solutions. We reproduce this mismatch in SPICE simulations in which we model the MTJ array using passive elements and include both independently measured device-device variations and line resistances. This finding provides insight into the problem of embedded inference with MTJ-based hardware accelerators and is an integral step forward on the pathway toward large-scale integration of hardware devices with imperfections and variations.
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