Anti-Adversarially Manipulated Attributions for Weakly Supervised Semantic Segmentation and Object Localization

Jungbeom Lee, Eunji Kim, Jisoo Mok, and Sungroh Yoon, Senior Member, IEEE

Abstract—Obtaining accurate pixel-level localization from class labels is a crucial process in weakly supervised semantic segmentation and object localization. Attribution maps from a trained classifier are widely used to provide pixel-level localization, but their focus tends to be restricted to a small discriminative region of the target object. An AdvCAM is an attribution map of an image that is manipulated to increase the classification score produced by a classifier before the final softmax or sigmoid layer. This manipulation is realized in an anti-adversarial manner, so that the original image is perturbed along pixel gradients in directions opposite to those used in an adversarial attack. This process enhances non-discriminative yet class-relevant features, which make an insufficient contribution to previous attribution maps, so that the resulting AdvCAM identifies more regions of the target object. In addition, we introduce a new regularization procedure that inhibits the incorrect attribution of regions unrelated to the target object and the excessive concentration of attributions on a small region of the target object. Our method achieves a new state-of-the-art performance in weakly and semi-supervised semantic segmentation, on both the PASCAL VOC 2012 and MS COCO 2014 datasets. In weakly supervised object localization, it achieves a new state-of-the-art performance on the CUB-200-2011 and ImageNet-1K datasets.
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1 INTRODUCTION

Understanding the semantics of an image and recognizing objects in it are vital processes in computer vision systems. These tasks involve semantic segmentation, in which a semantic label is allocated to each pixel of an image, and object localization, otherwise known as single-object detection, which locates a target object in the form of a bounding box. Although deep neural networks (DNNs) have facilitated tremendous progress in both tasks [1], [2], [3], [4], [5], [6], it has come at the cost of annotating thousands of training images with explicit localization cues. In particular, for semantic segmentation, pixel-level annotation of images containing an average of 2.8 objects takes about 4 minutes per image [7]; and a single large (2048 × 1024) image depicting a complicated scene requires more than 90 minutes for pixel-level annotation [8].

The need for such expensive annotations is sidestepped by weakly supervised learning, in which a DNN is trained on images with some form of abbreviated annotation that is cheaper than explicit localization cues. Weakly supervised semantic segmentation methods can use scribbles [9], points [7], bounding boxes [10], [11], [12], or class labels [13], [14], [15], [16], [17] as annotations. The last of these are the cheapest and most popular option, largely because the images in many public datasets are already annotated with class labels [18], [19], and automated web searches can also provide images with class labels [20], [21], [22]. Likewise, in weakly supervised object localization, class labels are a popular choice of annotation for localizing target objects with bounding boxes. Weakly supervised semantic segmentation and object localization share the same goal, inasmuch as their aim is to generate informative localization cues that allow the regions occupied by a target object to be identified with class labels.

Most weakly supervised semantic segmentation and object localization methods depend on attribution maps obtained from a trained classifier, such as a Class Activation Map (CAM) [26] or a Grad-CAM [27]. An attribution map identifies the important, or discriminative, regions of an image on which the classifier has concentrated. But these regions tend to be relatively small, and most attribution maps do not identify the whole region occupied by the target object. Therefore, many researchers have tried to extend attributed regions to cover more of the target object, by manipulating either the image [23], [28], [29], [30] or the feature map [13], [24], [25], [31], [32].
We propose AdvCAM, an attribution map of an image that is manipulated to increase the classification score, allowing it to identify more of the region occupied by an object.

We demonstrate the generality of our method by showing that 1) it can be seamlessly integrated with saliency supervision; 2) it can be applied to multiple tasks, namely weakly and semi-supervised semantic segmentation and weakly supervised object localization; and 3) it improves the performance of several existing methods for weakly supervised semantic segmentation and object localization, without modification or re-training of their networks.

We show that our method produces a significantly better performance on the PASCAL VOC 2012 and MS COCO 2014 datasets than existing methods, in both weakly and semi-supervised semantic segmentation. We also achieve new state-of-the-art results on the CUB-200-2011 and ImageNet-1K datasets in weakly supervised object localization.

We analyze our method from various viewpoints, providing deeper insights into the properties of AdvCAM.

2 RELATED WORK

2.1 Weakly Supervised Semantic Segmentation

The common pipeline for weakly supervised semantic segmentation consists of three main processes: 1) obtaining initial seed regions, e.g., by using a CAM [26], 2) producing pseudo ground truth masks by refining the initial seed, and 3) training a segmentation network with the resulting pseudo ground truth.
Obtaining a High-Quality Seed. Several methods have been proposed to improve the quality of the initial seed regions obtained from classifiers. Wei et al. [23] obtain new attribution maps using images from which the previously identified discriminative regions have been erased. Other researchers have embedded this erasure technique into their training schemes [24], [28]. Wang et al. [36] use equivariance regularization during the training of their classifier, so that the attribution maps obtained from differently transformed images are equivariant to those transformations. Chang et al. [16] improve feature learning by using latent semantic classes that are sub-categories of annotated parent classes, which can be pseudo-labeled by clustering image features. Zhang et al. [38] produce two different attribution maps from different classifiers and aggregate them into a single map. Fan et al. [43] and Sun et al. [44] capture information shared among several images by considering cross-image semantic similarities and differences. Zhang et al. [45] analyze the co-occurrence context problem in multi-label classification and propose context adjustment (CONTA) to remove the confounding bias, resulting in a CAM seed free of spurious correlations. Wei et al. [46] and Lee et al. [47] consider the target object in several contexts by combining multiple attribution maps obtained from differently dilated convolutions or from different layers of a DNN.

Growing the Object Region. Some researchers expand an initial seed using a method analogous to region growing, in which they examine the neighborhood of each pixel. They first use a CAM [26] to identify seed regions that can confidently be associated with the target object. Semantic labels are then propagated from those confidently identified regions to ambiguous regions of the CAM which initially had low confidence scores. SEC [48] and DSRG [49] allocate pseudo labels to those ambiguous regions using a conditional random field (CRF) [50] during the training of the segmentation network. PSA [15] and IRN [51] train a DNN to capture the relationship between pixels and then propagate the semantic labels of confidently identified regions to semantically similar regions by a random walk. BES [52] synthesizes a pseudo boundary from a CAM [26] and then uses a similar semantic propagation process to that of PSA [15].

2.2 Semi-Supervised Semantic Segmentation

In semi-supervised learning, a segmentation network is trained using a small number of images with pixel-level annotations, together with a much larger number of images with weak or no annotations. Cross-consistency training (CCT) [53] enforces the invariance of predictions over a range of perturbations such as random noise and spatial dropout. Lai et al. [54] enforce consistency among the features of the same object occurring in different contexts. Luo et al. [55] introduce a network equipped with two separate branches, one of which is trained with strong labels and the other with weak labels. Zou et al. [54] design a pseudo-labeling process to calibrate the confidence score of pseudo labels for unlabeled data. Souly et al. [56] use images synthesized by a generative adversarial network [57], which improves feature learning. Hung et al. [58] adopt an adversarial training scheme that increases the similarity of the distribution of the predicted segmentation maps to that of ground-truth maps.

2.3 Weakly Supervised Object Localization

Weakly supervised object localization aims to predict the bounding box of a target object using class labels. Most methods for weakly supervised object localization use a similar type of the CAM [26] to that used in weakly supervised semantic segmentation. HaS [29] removes random rectangular patches from a training image, forcing the classifier to examine other regions of the target object. ACoL [25] has two separate branches: one branch identifies the discriminative regions of an object and erases them based on features, and the other branch finds complementary regions from those erased features. ADL [31] and the technique introduced by Ki et al. [32] perform erasure realized by dropout during the training of a classifier. Babar et al. [30] combine the information from two intermediate images produced by regional dropout at complementary spatial locations. CutMix [59] is a data augmentation technique that combines two patches from different images and assigns a new class label, which reflects the areas of the patches, to the resulting image. Most methods of weakly supervised object localization share a single network for classification and detection, but GC-Net [37] uses a separate network for each task.

3 PRELIMINARIES

3.1 Adversarial Attack

An adversarial attack attempts to fool a DNN by presenting it with images that have been manipulated with intent to deceive. Adversarial attack can be applied to classifiers [34], [60], semantic segmentation networks [61], or object detectors [62]. Not only the predictions of a DNN, but also the attribution maps can be altered by adversarial image manipulation [63] or model parameter manipulation [64]. These types of attacks try to make the DNN produce a spurious attribution map that identifies a wrong location in the image, or a map that might have been obtained from a completely different image, without significantly changing the output of the DNN.

An adversarial attack on a classifier aims to find a small pixel-level perturbation that can change its decision. In other words, given an input $x$ to the classifier, the adversarial attack aims to find the perturbation $n$ that satisfies $\text{NN}(x + n) \neq \text{NN}(x)$, where $\text{NN}()$ is the classification output from the DNN. A representative method [34] of constructing $n$ for an attack starts by constructing the vector normal to the decision boundary of $\text{NN}(x)$, which can be realized by finding the gradients of $\text{NN}(x)$ with respect to $x$. A manipulated image $x'$ can then be obtained as follows:

$$x' = x - \xi \nabla_x \text{NN}(x),$$

where $\xi$ determines the extent of the change to the image. This process can be understood as performing gradient descent on the image. PGD [35], which is a popular method of adversarial attack, performs the manipulation of Eq. (1) iteratively.

3.2 Class Activation Map

A CAM [26] identifies the region of an image on which a classifier has concentrated. It is computed from the class-specific contribution of each channel of the feature map to
the classification score. A CAM is based on a convolutional neural network that has global average pooling (GAP) before its last classification layer. This process can be expressed as follows:

$$\text{CAM}(x) = w^T_c f(x),$$

where $x$ is the image, $w_c$ is the weight of the final classification layer for class $c$, and $f(x)$ is the feature map of $x$ prior to GAP.

A CAM bridges the gap between image-level and pixel-level annotation. However, the regions obtained by a CAM are usually much smaller than the full extent of the target object, since the small discriminative regions provide sufficient information for classification.

### 4 Proposed Method

#### 4.1 Adversarial Climbing

AdvCAM is an attribution map obtained from an image manipulated using adversarial climbing, which perturbs the image in an anti-adversarial manner that is designed to increase the classification score of the image. This is the reverse of an adversarial attack based on Eq. (1), which manipulates the image to reduce the classification score.

Inspired by PGD [35], iterative adversarial climbing of an initial image $x^0$ can be performed using the following relation:

$$x^t = x^{t-1} + \xi \nabla_x x^{t-1} y_c^{-1}$$

where $t (1 \leq t \leq T)$ is the adversarial step index, $x^t$ is the manipulated image after step $t$, and $y_c^{-1}$ is the classification logit of $x^{t-1}$ for class $c$, which is the output of the classifier before the final softmax or sigmoid layer.

This process enhances non-discriminative yet class-relevant features, which previously made insufficient contributions to the attribution map. Therefore, the attribution map obtained from an image manipulated by iterative adversarial climbing gradually identifies more regions of the target object. More details of how adversarial climbing improves CAMs as intended are provided in Section 4.2. Noise can be expected to be introduced during late adversarial iterations, and this can be suppressed by producing the final localization map $\mathcal{A}$ from an aggregation of the CAMs obtained from the manipulated images produced at each iteration $t$, as follows:

$$\mathcal{A} = \frac{\sum_{t=0}^{T} \text{CAM}(x^t)}{\max \sum_{t=0}^{T} \text{CAM}(x^t)}.$$  

#### 4.2 How Can Adversarial Climbing Improve CAMs?

When adversarial climbing increases $y_c$, it also increases the pixel values in the CAM, as can be inferred from the relationship between a classification logit $y_c$ and a CAM (i.e., $y_c = \text{GAP}(\text{CAM})$ [25]). Subsequently, we see from Eq. (2) that an increase in the pixel values in the CAM will enhance some features. If it is to produce better localization, adversarial climbing must meet the following conditions: (i) it enhances non-discriminative features, and (ii) those features are class-relevant from a human point of view. We analyze these two aspects of adversarial climbing in the following sections.

#### 4.2.1 How are Non-Discriminative Features Enhanced?

As the DNN’s receptive field grows with an increasing number of layers, a change to one pixel in an input image propagates to many intermediate features. This propagation may affect both discriminative and non-discriminative features. Using the concept of strongly and weakly correlated features introduced by Tsipras et al. [65] and Ilyas et al. [66], we investigate how adversarial climbing can enhance non-discriminative features. Individually, each weakly correlated feature may be of little importance to the corresponding class, but an accumulation of such features can greatly influence the classification result. It has been argued [65], [66] that an adversarial attack is made possible because a small change along the pixel gradient to an image changes many weakly correlated features to produce an erroneous classification. Because adversarial climbing is the reverse of an adversarial attack, it can also be expected to significantly influence weakly correlated (or non-discriminative) features.

We support this analysis empirically. We define the discriminative region $R_D = \{i | \text{CAM}(x^i) \geq 0.5\}$ and the non-discriminative region $R_{\text{ND}} = \{i | 0.1 < \text{CAM}(x^i) < 0.5\}$, where $i$ is the location index. The pixel amplification ratio $s_i$ is $\text{CAM}(x^i)/\text{CAM}(x^0)$, at location $i$ and step $t$. Fig. 2a shows that adversarial climbing causes both $s_i^{\in R_D}$ and $s_i^{\in R_{\text{ND}}}$ to grow, but it also enhances non-discriminative features more than discriminative ones, producing a descriptive CAM that identifies more regions of the target object.

#### 4.2.2 Are These Enhanced Features Class-Relevant?

We now examine whether the non-discriminative features identified by our technique are class-relevant from a human point of view. When considering a loss landscape with respect to an input, Moosavi et al. [67] argued that a sharply curved loss landscape makes the input vulnerable to an adversarial attack. Conversely, inputs that exist on a flat loss landscape are known [67], [68] to be robust against adversarial manipulations. And these robust inputs have also been shown to produce features that are better aligned with human perception and are easier to understand [65], [66], [69].

1. Note that we will refer to an attribution map that has been subject to further processing as a localization map.

2. We set the lower bound to 0.1 because this value was found to exclude most of the background, which should not be considered in this analysis.

---

Fig. 2. Distributions of the pixel amplification ratio $s_i$ for $i \in R_D$ and $i \in R_{\text{ND}}$, for 100 images, (a) without regularization and (b) with regularization.
We can therefore expect that images manipulated by adversarial climbing will similarly produce features that are aligned with human perception, because adversarial climbing drives the input towards a flatter region of the loss landscape. We support this assertion by visualizing the loss landscape of our trained classifier (Fig. 3), following Moo-savi et al. [67]. We obtain a normal (manipulation) vector \( \vec{n} \) from the classification loss \( \ell \) computed from an image, and a random vector \( \vec{r} \). We then plot classification loss values computed from manipulated images using vectors that are interpolated between \( \vec{n} \) and \( \vec{r} \) using a range of interpolation ratios. Inputs perturbed by adversarial climbing (Fig. 3a) lie on a flatter loss landscape than those perturbed by an adversarial attack (Fig. 3b). Therefore, it is fair to expect that adversarial climbing will enhance the class-relevant features from the human viewpoint.

We provide further empirical evidence in support of this assertion. Fig. 4 shows saliency maps computed by a classifier from values of \( \frac{\nabla_x \text{NN}(x^t)}{\max \nabla_x \text{NN}(x^t)} \) at each iteration \( t \). These maps show the regions of an image that were particularly influential in the classification [70], [71]. When \( t = 0 \), the gradients are very noisy, but as \( t \) increases, the map identifies the target object more clearly. We infer that, as adversarial climbing progresses, the classifier increasingly focuses on the regions which are regarded as class-relevant from the human viewpoint.

### 4.3 Regularization

If adversarial climbing is performed to excess, regions corresponding to objects in the wrong classes may be activated, or the attribution scores of regions that already have high scores may be unintentionally increased. We address these issues by (i) suppressing the logits associated with classes other than the target class, and (ii) restricting the attribution scores of discriminative regions, which already have high scores.

\[
\mathcal{M} = \mathbb{1}(\text{CAM}(x^{t-1}) > r),
\]

where \( \mathbb{1}(\cdot) \) is an indicator function. An example mask \( \mathcal{M} \) is shown in Fig. 6a.

We add a regularization term so that the values in \( \text{CAM}(x^{t-1}) \) which correspond to the regions of \( \mathcal{M} \) are forced to be equal to those of same regions in \( \text{CAM}(x^0) \). This regularization keeps \( s_i \in \mathbb{R}^D \) fairly constant, but \( s_i \in \mathbb{R}^\text{ND} \) still grows during adversarial climbing (Fig. 2b). Fig. 2 shows that adversarial climbing enhances non-discriminative features rather than discriminative features (by a factor of less than 2), and regularization magnifies this difference (to a factor...
of 2.5 or more). As a result, new regions of the target object are found more effectively, as shown in Fig. 6b.

The two regularization terms introduced above modify Eq. (3) as follows:

$$x^t = x^{t-1} + \xi \nabla x_{t-1} \mathcal{L},$$

where

$$\mathcal{L} = y_{c}^{t-1} - \sum_{k \in \mathcal{C}} y_{k}^{t-1} - \lambda |M \odot |CAM(x^{t-1}) - CAM(x^{0})||_1. \tag{7}$$

$\mathcal{C}$ is the set of all classes, $\lambda$ is a hyper-parameter that controls the influence of the regularizing mask, and $\odot$ is element-wise multiplication.

### 4.4 External Saliency Supervision

In weakly supervised semantic segmentation, we can optionally utilize a salient object detector [72], [73], [74], which provides boundary information about the salient objects in an image. Since it is difficult to obtain the exact boundary of the target object using the image label alone, a salient object detector is very useful in weakly supervised semantic segmentation. A salient object detector that works in a class-agnostic manner meets the basic assumptions of weakly supervised semantic segmentation. Many previous methods of weakly supervised semantic segmentation [13], [20], [23], [38], [43], [44], [46], [75] have used a salient object detector, but its use has generally been limited to the post-processing step, in which explicit background cues are obtained, and the initial seed is refined.

We seamlessly integrate a salient object detector into adversarial climbing without significant modifications to our method. We use it to prevent excessive expansion of the CAM during adversarial climbing. With the integration of the salient object detector, Eq. (5) is modified as:

$$M = \mathbb{1}(\text{CAM}(x^{t-1}) > \tau) \cup D,$$

where $D$ denotes the region of an image identified as background by the salient object detector. This new $M$ is then used in Eq. (7). It restricts any further increase in the attribution scores of the region $D$ during adversarial climbing, so that the attribution scores of regions outside the object do not increase.

### 4.5 Weakly Supervised Semantic Segmentation

**Generating Pseudo Ground Truth.** Since a CAM is obtained from down-sampled intermediate features produced by the classifier, it localizes the target object coarsely and cannot represent its exact boundary. Therefore, many weakly supervised semantic segmentation methods [16], [36], [45], [76], [77] regard their localization map as an initial seed, and construct pseudo ground truths by modifying their initial seeds using established refinement methods [15], [49], [51]. Similarly, we obtain pseudo ground truths by applying seed refinement to the coarse map $A$. We can further refine the resulting pseudo ground truths with a saliency map obtained from a salient object detector. When a foreground pixel in a pseudo label is marked as background on this saliency map, or a background pixel is marked as foreground, we change the pseudo label of that pixel to ‘ambiguous’. Regions labeled as ‘ambiguous’ are subsequently ignored in the training of the segmentation network.

**Training Segmentation Networks.** In weakly supervised learning, we use the pseudo ground truths obtained in the manner described above for training DeepLab-v2, pretrained on the ImageNet-1K dataset [18]. For semi-supervised learning, we employ CCT [53], which uses IRN [51] to generate pseudo ground truth masks; we replace these with our masks, constructed as described above.

### 4.6 Weakly Supervised Object Localization

Adversarial climbing can also be extended to weakly supervised object localization. This extension demonstrates the generality of our method in two aspects: 1) The datasets used for weakly supervised semantic segmentation and object localization differ significantly. The datasets used for weakly supervised object localization contain images intended for use in fine-grained classification (CUB-200-2011 [41]) or images with 1,000 object classes (ImageNet-1K [18]), which is far more diverse than that used for weakly supervised semantic segmentation, which usually involves between 20 or 80 classes. 2) It allows us to compare the localization capability of our method against that of other recent weakly supervised object localization methods, which share the same goal with us.

We apply adversarial climbing to the baseline methods CAM [26] and CutMix [59] because they use a vanilla classifier. We manipulate an input image by adversarial climbing and obtain $A$, as described in Sections 4.1 and 4.3. We do not use seed refinement or a salient object detector in this context to allow for a fair comparison with other methods. We then generate bounding boxes from $A$, following Choe et al. [78].

For all the hyper-parameters except $\lambda$, we use the same settings as those used for adversarial climbing with weakly supervised semantic segmentation. The classifiers used in weakly supervised semantic segmentation and weakly supervised object localization are trained using different loss functions: sigmoid-based cross-entropy loss (multi-label classification) was used for the former, and softmax-based cross-entropy loss (single-label classification) for the latter. Since these two loss functions yield different distributions of classification logits, the value of $\lambda$ is adjusted for each task (but not between datasets).

### 5 Experiments on Semantic Segmentation

#### 5.1 Experimental Setup

**Datasets.** We conducted experiments on the PASCAL VOC 2012 [19] and MS COCO 2014 [40] datasets. The images in these datasets come with masks for fully supervised semantic segmentation, but we only used these masks for evaluation. The PASCAL VOC dataset, as augmented by Hariharan et al. [79], contains 10,582 training images, depicting objects of 20 classes. In a weakly supervised setting, we trained our
network on all 10,582 training images using their class labels. In a semi-supervised setting, we used 1,464 training images that have pixel-level annotations and the remaining 9,118
training images with their class labels, following previous work [13], [46], [53], [55]. The MS COCO 2014 dataset has 80K training images depicting objects of 80 classes. We evaluated our method on 1,449 validation images and 1,456 test images from PASCAL VOC 2012 and on 40,504 validation images from MS COCO 2014, by calculating mean intersection-over-union (mIoU) values.

Reproducibility. For both the PASCAL VOC 2012 and MS COCO 2014 datasets, we performed iterative adversarial climbing with $T = 27$ and $\zeta = 0.008$. We set $\lambda$ to 7 and $\tau$ to 0.5. To generate the initial seed, we followed the procedure of Ahn et al. [51], including the use of ResNet-50 [80]. For final segmentation, we used DeepLab-v2-ResNet101 [1] as the backbone network. We used the default settings of DeepLab-v2 [1] in training with the PASCAL VOC 2012 dataset. For the MS COCO 2014 dataset, we cropped the training images to 481×481 pixels, rather than 321×321, to make better use of the larger images in this dataset. We used the salient object detector provided by Hou et al. [72], following previous work [81], [82]. In a semi-supervised setting, we used the same setup as Ouali et al. [53], including the ResNet-50 backbone. This does not include a salient object detector.

### 5.2 Quality of the Initial Seed

**Results on PASCAL VOC 2012.** Table 1 compares, in terms of mIoU, the initial seed and pseudo ground truth masks obtained by our method and by other recent techniques. Both seeds and masks were generated from training images from the PASCAL VOC 2012 dataset. We determined the best initial seeds by applying a range of thresholds to separate the foreground and background in the map $A$, following SEAM [36]. Our initial seeds are 6.8%p better than the baseline provided by the original CAMs [26], and our seeds outperform those produced by other methods. In particular, we obtained better initial seeds than SEAM [36], which uses an auxiliary self-attention module to process pixel-level refinement of the initial CAM by considering the relationship between pixels.

We applied a post-processing method for pixel refinement, based on a CRF, to the initial seeds produced by the method of Chang et al. [16], SEAM [36], IRN [51], and our method. CRF improved the seeds by more than 5%p on average, except for the seeds from SEAM, which is only improved by 1.4%p: we believe that this is because the seed from SEAM had already been refined by the self-attention module. After applying CRF, the seed produced by our method is 5.3%p better than that from SEAM.

We also compared the pseudo ground truth masks extracted after seed refinement, with the masks produced by other methods, most of which refine their initial seeds with PSA [15] or IRN [51]. For a fair comparison, we produced pseudo ground truth masks using both of these seed refinement techniques. Table 1 shows that our method outperforms the others by a large margin, independent of the seed refinement technique.

Finally, we assessed the quality of the initial seed and the pseudo ground truth mask obtained using the salient object detector introduced in Section 4.4. Table 1 shows that this improved the initial seed and the pseudo ground truth mask by 5.2%p and 2.4%p respectively. In addition, our method obtains better pseudo ground truth masks than EPS [83], a recently introduced method that is considered to be state-of-the-art.

**Results on MS COCO 2014.** For MS COCO 2014 experiments, we implemented IRN [51] using the official code. Since the results from IRN reported by Zhang et al. [45] differ from those that we obtained, we compared relative improvements. Table 2 shows that our method improved the initial seed and pseudo ground truth masks by 3.7%p and 3.1%p respectively compared to IRN, while CONTA [45] improved them by 1.3%p and 1.2%p respectively. Fig. 7 shows examples of the final localization maps obtained from the CAM and our method for MS COCO 2014 training images. These examples demonstrate that our method successfully identifies more exact regions of the target object. For small objects (*e.g.*, ‘fork’ and ‘handbag’ examples), the CAM [26] tends to mistakenly activate some regions of the background, while our method mainly focuses on the region corresponding to the target object. For large objects, the CAM [26] is not able to identify all of the target object, but our method can encompass them. In short, our method obtains high-precision results for small objects and high-recall results for large objects. For a more detailed analysis and discussion, please refer to Section 7.6.

### Table 1

| Method                              | Seed | + CRF | Mask |
|-------------------------------------|------|-------|------|
| PSA-Cam [15]                        | 48.0 | -     | 61.0 |
| Mixup-CAM [76]                      | 50.1 | -     | 61.9 |
| Chang et al [16]                    | 50.9 | 55.3  | 63.4 |
| SEAM [36]                           | 55.4 | 56.8  | 63.6 |
| AdvCAM (Ours)                       | 55.6 | 62.1  | 68.0 |

**Table 2**

Improvement in IRN [51] Achieved by CONTA [45] and our Method, in Terms of the mIoU (%) of the Initial Seed (Seed), and the Pseudo Ground Truth Mask (Mask) on MS COCO 2014 Train Images

| Method                              | Seed | Mask |
|-------------------------------------|------|------|
| IRN [51] → CONTA [45]               | 27.4 → 28.7 | 34.0 → 35.2 |
| IRN [51] → Ours                     | 33.5 → 37.2 | 42.9 → 46.0 |
5.3 Weakly Supervised Semantic Segmentation

Results on PASCAL VOC 2012. Table 3 compares our method with other recently introduced weakly supervised semantic segmentation methods with various levels of supervision: fully supervised pixel-level masks (F), bounding boxes (B) and image class labels (I), with and without salient object masks (S). All the results in Table 3 were obtained using a ResNet-based backbone [80]. The results for the test images were obtained from the official PASCAL VOC 2012 evaluation server. With image-level annotation alone, our method achieved mIoU values of 68.1 and 68.0 for the PASCAL VOC 2012 validation and test images, respectively. This is significantly better than the other methods under the same level of supervision. In particular, the mIoU value for validation images was 4.6%p higher than that achieved by IRN [51], which is our baseline. CONTA [45] performed best among our competitors, and achieved an mIoU value of 66.1; but CONTA uses SEAM [36], which is known to outperform IRN [51]. When CONTA is used in conjunction with IRN, it yields the mIoU value of 65.3, which is 2.8%p worse than our method. Fig. 8 shows examples of semantic masks produced by FickleNet [13], IRN [51], and our method. These examples suggest that our method tends to capture the extent of the target object more exactly than previous methods. In addition, our method seldom misses a target object even in a complicated scene (e.g., the cow in the second row). More examples are presented in the Appendix.

Even when our method was implemented only with class labels, it outperformed other methods with auxiliary salient object mask supervision and those that require extra web images or videos [20], [44], except Li et al. [81] and Yao et al. [82], which are contemporaries of our method. When we used saliency information, our segmentation results on the PASCAL VOC 2012 validation and test images were significantly better than those of Li et al. [81] and Yao et al. [82]. The performance of our method is also comparable to that of methods [10], [11], [12] based on bounding box supervision. Table 4 compares our method with other recently introduced methods using Res2Net-based backbones [88]. Our method achieved an mIoU value of 72.0 for the PASCAL VOC 2012 validation images, which is significantly better than that of the other methods under the same level of supervision i.e., image-class labels and saliency supervision. When the more powerful Res2Net-152 [88] is used, the performance of our method is further improved to 73.0 mIoU.

Results on MS COCO 2014. Table 5 compares weakly supervised semantic segmentation results from our method on the MS COCO 2014 dataset with the results from other recently introduced methods. Our method achieved an mIoU of 44.4 for the MS COCO 2014 validation images, which is significantly better than the mIoUs from the other methods. In particular, our method was 3.0%p better than that achieved by IRN [51], which is our baseline. CONTA [45] performed best among our competitors, and achieved an mIoU value of 44.4; but CONTA uses SEAM [36], which is known to outperform IRN [51]. When CONTA is used in conjunction with IRN, it yields the mIoU value of 43.6, which is 0.8%p worse than our method. Fig. 9 shows examples of predicted semantic masks for MS COCO 2014 validation images produced by IRN [51] and by our method. Because our initial seed covers the target object more precisely, it captures regions of the target object that IRN does not, leading to a more accurate
boundary. The last column of Fig. 9 shows an example of the well-known class bias problem [89], which is still largely open. The baseball player and the glove usually occur together, and as a result, the body of the player is sometimes mistakenly recognized as a glove. Nonetheless, we observe that our method is capable of partially addressing the class bias problem by suppressing the other classes through regularization.

5.4 Semi-Supervised Semantic Segmentation

Table 6 compares the mIoU scores achieved by our method on the PASCAL VOC 2012 validation and test images with those from other recent semi-supervised segmentation methods. All of these methods were implemented on the ResNet-based backbone [80], except for the first four, which used the VGG-based backbone [90]. Our method achieved mIoU scores of 77.8 and 76.9 on the PASCAL VOC 2012 validation and test images respectively, which are higher than those of the other methods under the same level of supervision. These methods include PseudoSeg [91] and Lai et al. [54], which are contemporary with our method. In particular, the performance of our method on the validation images was 4.6%p better than that of CCT [53], which is our baseline. Our method even outperformed the method of Song et al. [11], which uses bounding box labels, which are stronger annotations than class labels. Fig. 8 compares examples of semantic masks produced by CCT [53] and by our method, which shows that our method captures the regions occupied by the target object more accurately than CCT [53].

6 EXPERIMENTS ON OBJECT LOCALIZATION

6.1 Experimental Setup

Datasets. For weakly supervised object localization, we used the CUB-200-2011 [41] and ImageNet-1K [18] datasets. The CUB-200-2011 dataset contains 6,033 training images and 5,755 test images. These images depict birds of 200 species, and each species is a class. The ImageNet-1K dataset contains about 1.3M training images and 50,000 test images, depicting 1000 classes of everyday objects. For both datasets, we determine the model and hyper-parameters with validation images provided by Choe et al. [78], and report Top-1 classification accuracy, Top-1 localization accuracy, and MaxBoxAccV2 [92] for a range of IoU thresholds on test images. Note that MaxBoxAccV2 at an IoU threshold of 0.5 is equivalent to the GT-known localization accuracy.

Reproducibility. We set the value of \( \lambda \) to 0.01 for both datasets. We used the ResNet-50 [80] and Inception-V3 [93] backbone networks pre-trained on the ImageNet dataset.

6.2 Experimental Results

Results on CUB-200-2011. Table 7 compares results from our method and from existing methods on the CUB-200-2011 [41] dataset, using a ResNet-50 [80] backbone. Our method achieves a 7.3%p improvement in Top-1 localization accuracy over CutMix [59], which is our baseline, while maintaining the same classification accuracy. In addition, the MaxBoxAccV2 scores for IoU thresholds of 0.5 and 0.7 validation and test images respectively, which are higher than those of the other methods under the same level of supervision. These methods include PseudoSeg [91] and Lai et al. [54], which are contemporary with our method. In particular, the performance of our method on the validation images was 4.6%p better than that of CCT [53], which is our baseline. Our method even outperformed the method of Song et al. [11], which uses bounding box labels, which are stronger annotations than class labels. Fig. 8 compares examples of semantic masks produced by CCT [53] and by our method, which shows that our method captures the regions occupied by the target object more accurately than CCT [53].
increase by 9.9%p and 9.1%p respectively, indicating that adversarial climbing produces more exact bounding boxes. Table 7 shows that our method also yields significantly better results than those from other recently published methods. Since adversarial climbing can be performed on any differentiable model, we expect our method to be applicable to methods other than CAM and CutMix without sacrificing classification accuracy.

In addition, we compare MaxBoxAccV2 [92] scores obtained by the above methods using the Inception-V3 [93] backbone. Table 8 shows that this improves the MaxBoxAccV2 scores for IoU thresholds of 0.5 and 0.7 by over 10%p, compared to our CutMix baseline [59]. Table 8 also shows that our method outperforms even the most recent methods by a large margin. In particular, the MaxBoxAccV2 score is 3.7%p higher than that of IVR [98], the best-performing method among our competitors.

Results on ImageNet-1K. Table 7 compares results from our method and from existing methods on the ImageNet-1K dataset [18], using a ResNet-50 [80] backbone. Our method achieved a new state-of-the-art performance on the ImageNet-1K dataset, with a 3.1%p increase in Top-1 localization accuracy and a 4.4%p increase in MaxBoxAccV2, compared to our CAM baseline [26].

7 DISCUSSION

7.1 Iterative Adversarial Climbing

We analyzed the effectiveness of the iterative adversarial climbing and regularization technique introduced in Section 4.3 by evaluating the initial seed for each adversarial iteration using images from the PASCAL VOC 2012 dataset. Fig. 11a shows the resulting mIoU scores: they rise steeply in the beginning, with or without regularization, but without regularization, the curves peak around iteration 8.

To take a closer look at this observation, we evaluated the quality of the newly localized region at each iteration of adversarial climbing in terms of the proportion of noise, which we define to be the proportion of pixels that are classified as the foreground but actually belong in the background. Without regularization, the proportion of noise rises steeply after around 15 iterations, as shown in Fig. 11b: this implies that the new regions identified in subsequent iterations belong mostly in the background. Regularization brings the proportion of noise below that in the original CAM, indicating that new regions of the target object are still being found during as many as 30 adversarial iterations. We also see that employing a salient object detector during adversarial climbing provides a better initial seed in terms of mIoU and the proportion of noise. Fig. 12 shows examples of localization maps at each adversarial iteration with and without regularization. As adversarial climbing proceeds, the localization maps gradually cover more of the target object, whether there is regularization or not. Without regularization, some regions of the target object (e.g., the legs of a dog) may have greatly raised attribution scores, and thus the other regions corresponding to the target object (e.g., the dog’s head) are suppressed by the normalization effect. Regularization allows the target object to be activated evenly, without over-activation on specific parts.

| Method       | Training set | val   | test  |
|--------------|--------------|-------|-------|
| WSSL [94]    | 1.5F + 9.1K_I | 64.6  | 66.2  |
| MDC [46]     | 1.5F + 9.1K_I | 65.7  | 67.6  |
| Souly et al. [56] | 1.5F + 9.1K_I | 65.8  | -     |
| FickleNet [7] | 1.5F + 9.1K_I | 65.8  | -     |
| Song et al. [11] | 1.5F + 9.1K_B | 71.6  | -     |
| CCT [53]     | 1.5F + 9.1K_I | 73.2  | -     |
| PseudoSeg [91] | 1.5F + 9.1K_I | 73.8  | -     |
| Lai et al. [54] | 1.5F + 9.1K_I | 76.1  | -     |
| Luo et al. [55] | 1.5F + 9.1K_I | 76.6  | -     |
| AdvCAM (Ours) | 1.5F + 9.1K_I | 77.8  | 76.9  |

F – full, I – image class, B – box, 1 – VGG backbone.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
We will now look at the effectiveness of adversarial climbing and regularization in weakly supervised object localization on the CUB-200-2011 dataset. We obtained localization results from CutMix [59], and then applied adversarial climbing and the proposed regularization technique. Table 10 shows that adversarial climbing improved both the Top-1 localization accuracy and the MaxBoxAccV2 scores, and that regularization further improved both of them. The improvement to the MaxBoxAccV2 scores is particularly noticeable at high IoU thresholds, showing that the bounding boxes produced by our method are closer approximations to the ground-truth boxes. As we have already noted, our method is a post-hoc analysis of a trained classifier, so its classification results are not affected.

7.2 Hyper-Parameter Analysis

Having looked at the effect of the number of adversarial iterations (Figs. 11a and 11b), we now analyze the sensitivity of the mIoU of the initial seed to the other three hyper-parameters involved in adversarial climbing. All the results reported in this section were obtained without using a salient object detector to focus on the sensitivity of adversarial climbing to each hyper-parameter.

Regularization Coefficient $\lambda$. Eq. (7) shows how $\lambda$ controls the strength of the regularization that limits the extent to which adversarial climbing can increase the attribution scores of regions that already have high scores. Fig. 11c shows the mIoU of the initial seed for different values of $\lambda$. Regularization improves the quality of initial seeds by more than 5%p (50.43 for $\lambda = 0$, when there is no regularization, versus 55.55 for $\lambda = 7$). The curve plateaus after $\lambda = 5$, suggesting that it is not difficult to select a good value of $\lambda$.

Masking Threshold $\tau$. By controlling the size of the restricting mask $M$ in Eq. (5), the hyper-parameter $\tau$ determines how many pixels will retain attribution values similar to those of the original CAM during adversarial climbing. Fig. 11d shows the mIoU of the initial seed for different values of $\tau$. We can see that $\tau$ influences the quality of the initial seeds less than $\lambda$: varying $\tau$ from 0.3 to 0.7 produces a change of less than 1%p in mIoU. Again, it should be straightforward to select a good value of $\tau$.

Step Size $\xi$. This determines the extent of the adversarial manipulation of the image in Eq. (6). Fig. 11e shows the mIoU of the initial seed for different values of $\xi$. A broad range of step sizes are satisfactory.

7.3 Design Choice of the Final Localization Map $A$

We analyze the effects of the design choice of the final localization map $A$. As mentioned in Section 4.1, we compute the final localization map by aggregating the CAMs produced during all the adversarial climbing iterations ($A = \sum_{t=0}^{T} \text{CAM}(x^t)$) to suppress the noise that occurs in the later iterations. Alternatively, a final localization map could be obtained just from the CAM produced during the last adversarial climbing iteration ($A = \text{CAM}(x^T)$). Table 11 compares the mIoU, precision, recall, and F1-score values that result from each method of computing the final localization map. The final localization map computed from $\text{CAM}(x^T)$ alone achieves high recall but very low precision, indicating that a lot of the background is receiving a high attribution score. Aggregating CAMs over adversarial climbing iterations ($A = \sum_{t=0}^{T} \text{CAM}(x^t)$) achieves much higher precision than 5%p (50.43 for $\lambda = 0$, when there is no regularization, versus 55.55 for $\lambda = 7$). The curve plateaus after $\lambda = 5$, suggesting that it is not difficult to select a good value of $\lambda$.
7.4 Generality of Our Method

Most of our experiments with adversarial climbing were based on IRN [51]. However, we also applied adversarial climbing to two state-of-the-art methods of generating an initial seed for weakly supervised semantic segmentation: that of Chang et al. [16], and SEAM [36]. We used the pre-trained classifiers provided by Chang et al. and the authors of SEAM. However, we had to train IRN’s classifier since the authors [51] do not provide a pre-trained one. We also followed the authors’ experimental settings, including their choice of the backbone network and the mask refinement method. Thus, we used PSA [15] to refine the initial seed obtained from the method of Chang et al. and from SEAM, when these were combined with adversarial climbing. Table 12 provides mIoU values for the initial seed and the pseudo ground truth mask obtained when each method was combined with adversarial climbing, which was found to improve the quality of the initial seed by more than 4% on average. Our approach does not require initial seed generators to be modified or retrained.

We also thought that it would be appropriate to assess the effect of adversarial climbing on attribution methods other than the CAM [26]. We experimented with Grad-CAM++ [100] because Grad-CAM [27] is essentially equivalent to CAM for ResNet [80]. Adversarial climbing improved the results from Grad-CAM++ by 3%, as shown in Table 12.

7.5 Analysis of Failure Cases

In this section, we analyze the cases where our method did not work properly. Fig. 13 presents some common examples of failures within each dataset. Objects that are not part of the target class but are related to that class (e.g., train and rail in Fig. 13a or toilet and sink in Fig. 13b) can be also activated by adversarial climbing, which will reduce precision. This is a long-standing problem that commonly occurs in other recent methods as well. To analyze this quantitatively,
we compare the precision, recall, and F1-score of our method with those of the other methods in Table 9. Chang et al. [16] achieve high recall, at the cost of a large drop in precision. SEAM [36] avoids this loss of precision through pixel-level refinement using an additional module mentioned in Section 5.2. Our method achieves better recall and precision without an external module. AdvCAM–Sal further improves precision with the help of auxiliary salient object mask supervision.

We also provide some examples of failures in weakly supervised object localization in Figs. 13c and 13d. Again, parts of the background are sometimes activated together with the foreground (Fig. 13c). When several objects of the target class appear in an image from the ImageNet-1K dataset, only one of them is labeled with a bounding box (see the blue box in Fig. 13d). If adversarial climbing appropriately identifies all the target class regions in an image, then the IoU between the predicted box and the box label can actually be reduced, even though AdvCAM has appropriately identified all the target class regions.

### 7.6 Analysis of Results by Class

The objects in the images in the MS COCO 2014 dataset are of various classes with various object sizes. We will now discuss the degree of improvement in the initial seed for each object class. Fig. 14 shows the improvement in mIoU produced by adversarial climbing over the initial seed for each class. The classes are listed in ascending order according to the average size of the target objects in each class (smallest → largest). Adversarial climbing improves mIoU values for the majority of classes, regardless of their average object size. When considering specific classes, we observed a large drop in the seed quality for the ‘dining table’ class, which is anomalous. We believe that this is due to the ambiguity of the ground truth label of the ‘dining table’. In the MS COCO 2014 dataset, the ‘dining table’ label includes all the items on the table. The suppression of other classes by the regularization prevents objects such as bowls and bottles on the table from being identified as part of a ‘dining table’, resulting in a localization map that does not entirely match the ground truth.

To take a closer look at how adversarial climbing affects the performance of each class with various object sizes, we report precision, recall, and F1-score values averaged across all classes, the classes corresponding to the 10 smallest objects, and the classes corresponding to the 10 largest objects in Table 13. Our method improves precision, recall, and F1-score of the initial seed, averaged across all classes. Recall was slightly reduced (-12%) for the classes corresponding to the 10 smallest objects, but precision increased significantly (67%), resulting in a largely improved F1-score. This indicates that, for small objects, adversarial climbing effectively suppresses unwanted high attribution scores in the background, as can be seen in the ‘fork’ and ‘handbag’ examples in Fig. 7.

We believe that there are two causes of these improved results on small objects: 1) During adversarial climbing, the logits associated with classes other than the target are reduced, as described in Section 4.3, and thus patterns which are irrelevant to the target class are effectively suppressed; and 2) since adversarial climbing increases the scores of regions relevant to the target class, the scores of background regions are suppressed due to normalization.

Interestingly, the latter effect is also observed with larger objects. Fig. 15 shows two examples in which adversarial...
climbing suppresses background regions of images from the
CUB-200-2011 [41] dataset. Even when the target object is
relatively large, we see that the (normalized) attribution
score of the background is suppressed as that of the target
object is increased. Fig. 15 shows distributions of attribution
scores of each pixel for an AdvCAM and CAM, which are
sorted in decreasing order. Adversarial climbing widens the
gap between the scores of the highly activated regions and
those of the remaining regions, which will make the attribu-
tion scores of the background reduced after normalization.

Adversarial climbing improves both precision and recall
for large objects, but recall increases by a much larger margin.
This indicates that adversarial climbing effectively raises the
attribution scores of regions of target objects that had not
previously been identified. These observations support our
arguments described in Section 5.2, namely that our method
improves precision for small objects and recall for large objects.

We will now look at how the hyper-parameters interact
with the object size. Table 13 shows the precision, recall,
and F1-score values obtained using different values of
$T$ and $\tau$. Across all classes, neither $T$ nor $\tau$ had a significant
influence, which accords with the results presented in
Section 7.2. Looking at the 10 classes containing the largest
target objects, we see a similar picture. However, the 10 clas-
ses containing the smallest objects seem to be a little more
sensitive to the values of the hyper-parameters, but not
sufficiently to be a cause for concern.

7.7 Manifold Visualization

The trajectory of adversarial climbing can be visualized at the
feature level by using t-SNE [101] to reduce the dimensionali-
ty of each feature. We assembled a set of images that contain
a single object, which is recognized as a ‘cat’ or a ‘bird’ by the
classifier. We then constructed a set $\mathcal{F}$ containing the fea-
tures extracted from those images before the final classifica-
tion layer. Next, we chose a representative image from each
class, and constructed a set $\mathcal{F}_0$ containing the features of
those two images together with the features of the 20 ver-
sions of each image that resulted from successive manipula-
tions by adversarial climbing. Fig. 16 shows the features in
$\mathcal{F} \cup \mathcal{F}_0$, after dimensional reduction by t-SNE. We can see
that adversarial climbing pushes the features away from the
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**Table 13**

|                  | All Classes | Smallest 10 classes | Largest 10 classes |
|------------------|-------------|---------------------|-------------------|
|                  | Precision | Recall | F1-score | Precision | Recall | F1-score | Precision | Recall | F1-score |
| CAM              | 44.5       | 61.6   | 47.6     | 11.5       | 73.0   | 19.2     | 69.3       | 60.4   | 63.5     |
| AdvCAM ($T=10$, $\tau=0.5$) | 46.7       | 63.8   | 50.6     | 14.8       | 69.7   | 23.8     | 70.9       | 63.9   | 65.6     |
| AdvCAM ($T=20$, $\tau=0.5$) | 47.1       | 64.7   | 51.3     | 16.5       | 67.4   | 25.4     | 70.9       | 66.0   | 66.5     |
| AdvCAM ($T=30$, $\tau=0.5$) | 48.1       | 63.6   | 51.6     | 18.5       | 64.9   | 27.2     | 71.4       | 65.7   | 66.7     |
| AdvCAM ($T=30$, $\tau=0.4$) | 48.0       | 63.6   | 51.4     | 17.1       | 66.6   | 26.1     | 71.5       | 64.9   | 66.3     |
| AdvCAM ($T=30$, $\tau=0.6$) | 47.7       | 63.7   | 51.4     | 19.2       | 64.3   | 28.1     | 71.2       | 66.1   | 66.5     |

All the results are computed for 6% of the images from the MS COCO 2014 dataset ($\approx 5000$ images). The average sizes for each class were borrowed from the work of Choe et al. [31].

![Fig. 15](image_url)

**Fig. 15.** Two examples showing (left-hand images) the suppression of (normalized) attribution scores in background regions of an image; and (right-hand images) the sorted distribution of attribution scores of each pixel in the corresponding CAM and AdvCAM. The blue boxes represent ground truth, and the green boxes represent predictions.
adversarial climbing is a post-hoc analysis of the output of a trained classifier, no modification or re-training of the classifier is required. Therefore, adversarial climbing can be readily combined with existing methods. We have shown that an AdvCAM, the attribution map generated from adversarial climbing, can indeed be combined with recently developed networks for weakly supervised semantic segmentation and object localization. The resulting hybrids achieved a new state-of-the-art performance on both weakly and semi-supervised semantic segmentation. In addition, the use of adversarial climbing yielded a new state-of-the-art performance on weakly supervised object localization.

8 Conclusion

We have proposed adversarial climbing, a novel manipulation method to improve localization of a target object by identifying whole regions of the target object from class labels. An image is perturbed along the pixel gradients of the classifier’s output for that image, in a direction that increases the classification score, resulting in an attribution map of the manipulated image that includes more of the target object. Because adversarial climbing is a post-hoc analysis of the output of a trained classifier, no modification or re-training of the classifier is required. Therefore, adversarial climbing can be readily combined with existing methods. We have shown that an AdvCAM, the attribution map generated from adversarial climbing, can indeed be combined with recently developed networks for weakly supervised semantic segmentation and object localization. The resulting hybrids achieved a new state-of-the-art performance on both weakly and semi-supervised semantic segmentation. In addition, the use of adversarial climbing yielded a new state-of-the-art performance on weakly supervised object localization.
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