The best of both worlds: Phylogenetic eigenvector regression and mapping
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Abstract

Eigenfunction analyses have been widely used to model patterns of autocorrelation in time, space and phylogeny. In a phylogenetic context, Diniz-Filho et al. (1998) proposed what they called Phylogenetic Eigenvector Regression (PVR), in which pairwise phylogenetic distances among species are submitted to a Principal Coordinate Analysis, and eigenvectors are then used as explanatory variables in regression, correlation or ANOVAs. More recently, a new approach called Phylogenetic Eigenvector Mapping (PEM) was proposed, with the main advantage of explicitly incorporating a model-based warping in phylogenetic distance in which an Ornstein-Uhlenbeck (O-U) process is fitted to data before eigenvector extraction. Here we compared PVR and PEM in respect to estimated phylogenetic signal, correlated evolution under alternative evolutionary models and phylogenetic imputation, using simulated data. Despite similarity between the two approaches, PEM has a slightly higher prediction ability and is more general than the original PVR. Even so, in a conceptual sense, PEM may provide a technique in the best of both worlds, combining the flexibility of data-driven and empirical eigenfunction analyses and the sounding insights provided by evolutionary models well known in comparative analyses.
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...
few eigenvectors with very small eigenvalues will cause an inflation in Type I error. However, if evolution is not Brownian and the PSR is not linear, some of the eigenvectors can describe trait evolution and will be useful for modeling purposes.

Guénard et al. (2013) recently proposed a new phylogenetic eigenfunction analysis called Phylogenetic Eigenvector Mapping (PEM, akin to Moran’s Eigenvector Mapping – MEM – proposed for spatial analyses – see Dray et al., 2006; Griffith and Peres-Neto, 2006; Peres-Neto and Legendre, 2010). They proposed PEM particularly to model and predict species traits from phylogenetic relatedness, recently called “phylogenetic imputation” (see also Penone et al., 2014; Swenson, 2014). The main advance of PEM in respect to the original PVR is the explicit incorporation of a model-based approach in which an O-U process is fitted to data and used to warp the edge lengths of the phylogeny accordingly, before extracting eigenvectors using a PCoA. Our purpose here is to empirically compare the original PVR and the new PEM approach in respect to estimated phylogenetic signal and correlated evolution under alternative evolutionary models.

We generated random phylogenies as coalescent (ultrametric) trees with the same numbers of tips (species) as those in Guénard et al. (2013): ranging from 50 to 400 (50, 100, 200, and 400). Subsequently, we simulated the evolution of two independent traits ($Y_1$ and $Y_2$) on these trees according to an O-U process with four restraining forces: $\alpha = 0$ (pure diffusion or Brownian Motion), $\alpha = 0.5$ (weak selection), $\alpha = 1$ (medium selection), and $\alpha = 10$ (strong selection), creating more complex curvilinear evolutionary models (see Diniz-Filho et al., 2012c), and analogous to the simulations performed in Guénard et al. (2013). We used 100 simulations of each combination of number of species and $\alpha$ values. The phylogenies generated in the first step of our analyses were back transformed to distance matrices, which in turn were used to calculate the phylogenetic eigenvectors using either PVR (as revised by Diniz-Filho et al., 2012a) or PEM (as proposed by Guénard et al., 2013).

We compared PVR and PEM for different sample sizes and O-U models based on four criteria: similarity of eigenvectors (estimated by Procrustes analysis), estimates of phylogenetic signal ($R^2$ of models), correlation between model residuals (used to estimate correlated evolution), and phylogenetic imputation ability.

Our first comparison between PVR and PEM consisted in evaluating the similarity between the eigenvectors (containing the scores of the $n$ tips) generated by these methods. Thus, for each simulation, we used a Procrustes analysis (Legendre and Legendre, 2012) to measure the match between the configurations (“species ordinations” along the phylogenetic axes) generated by PVR and PEM considering increasingly number of eigenvectors. The $m^2$ values (the badness-of-fit statistic that measures the level of congruence between two ordination configurations) were transformed to Procrustes correlation ($r$) by calculating the square root of their complements (Oksanen et al., 2013). A high value of $r$, say $\geq 0.75$, would indicate that the configurations generated by PVR and PEM, for a given eigenvector dimensionality, are strongly concordant.

Second, we modeled traits $Y_1$ and $Y_2$, separately, as a function of the eigenvectors generated by PVR and PEM. For each method and before modeling, eigenvector selection was done with a forward stepwise procedure (Blanchet et al., 2008). This step is necessary to circumvent the problem of a perfect fit when all eigenvectors are used (see Rohlf, 2001). The coefficients of determination of the regression of a trait ($Y_1$ or $Y_2$) on the selected eigenvectors, derived from PVR and PEM, were interpreted as the amounts of phylogenetic signal given by each method. We then compared these amounts ($R^2_{PVR}$ and $R^2_{PEM}$) across the 100 simulations obtained under the different evolutionary models (i.e., O-U with different restraining forces).

Third, we used the residuals derived from the PVR models or from the PEM models (see above) to estimate the partial correlation between the two traits after accounting for phylogenetic relatedness among species (see Martins et al., 2002). A partial correlation estimated by each of these methods should then give the input correlation between the traits, defined as “the correlation of the bivariate normal distribution from which the evolutionary changes in the two traits were drawn” or a “measure of the nonhistorical correlation between the two characters, corrected for phylogenetic interdependences” (Martins, 1996). For each method, the correlation between the phylogenetically corrected traits or specific components (i.e., residuals) should not be significantly different from zero. Thus, type I error rates of correlation coefficients were estimated by the ratio between the number of coefficients that differed significantly from zero and the number of simulations (Martins, 1996; Martins et al., 2002).

Our last comparison between PVR and PEM was based on phylogenetic modeling and the prediction of unknown trait values for species, as proposed in Guénard et al. (2013). That is, we compared the ability of eigenvectors derived from PVR and PEM to predict unknown trait values for one or several species (“target species”), based on their relative phylogenetic positions, in phylogenies for which trait values were already estimated for a reduced set of species (“model species”) (Guénard et al., 2013). Simply put, such prediction is based on a regression model built using the loadings of the ‘model species’ from the selected eigenvectors derived from PVR or PEM to estimate the trait values of the ‘target species’. We followed this procedure to predict trait values for each species at a time as if it were missing from the original set of species (for each combination of species numbers and restraining forces in our simulations). We removed one species (“target species”) at a time from the original set of species and then calculated the scores of the remaining species (“model species”) to use.
them in the regression model to estimate the trait value of the missing species. We then evaluated the predictive power of PVR and PEM and calculated the prediction coefficient proposed by Guénard et al. (2013), which can attain values of 1 when all predictions perfectly match the observations, or below 1 indicating imperfect predictions, and values close to 0 (positive or negative) when predictions are no better than expected by chance (see also Penone et al., 2014 for a recent discussion on “imputation” methods).

Phylogenies and simulations of trait evolution were, respectively, done using the functions rcoal and rTraitCont from the ape package (Analyses of Phylogenetics and Evolution; see Paradis, 2012). Eigenvectors from PVR and PEM were respectively extracted using the packages PVR (Santos et al., 2013) and MPSEM (Modelling Phylogenetic Signals using Eigenvector Maps; Guénard and Legendre, 2013), available in the R environment for statistical computing (R Development Core Team, 2012).

Our results show that, in general, PVR and PEM are very similar according to the four criteria we devised for comparison. The Procrustes correlations between the two sets of eigenvectors tend to decrease when more eigenvectors (i.e., with smallest eigenvalues) are used in the comparison, even under a Brownian motion model, where the parameter $a$ of PEM (analogous to $\alpha$) is set to zero (stochastic fluctuations revealing that PEM probably cause the deviations in the last eigenvectors) (Figure 1). Correlations between the first two eigenvectors derived from PVR and PEM are as high as 0.95, and decrease to no less than 0.5 when all eigenvectors are used in the Procrustes analysis.

**Figure 1** - Procrustes correlation between eigenvectors from PEM and PVR, for a successive set of eigenvectors extracted from phylogenies of (A) 50 species, (B) 100 species, (C) 200 species, and (D) 400 species and traits evolving under alternative O-U models (open circles: $\alpha = 0$; open squares: $\alpha = 0.5$; open triangle point-up: $\alpha = 1$; open triangle point-down: $\alpha = 10$).
This is expected as PEM warps the edge lengths to take into account patterns of evolutionary deviations (even slightly) from Brownian motion. Thus, it will tend to give more weight to edges close to the tips, producing the differences between the eigenvectors of PVR and PEM with the smallest eigenvalues (see Diniz-Filho and Nabout, 2009; Diniz-Filho et al., 2012). There is a small, albeit consistent, tendency that when PEM is fitting traits evolving under O-U processes with higher restraining forces, the correlation between the two sets of eigenvectors is slightly lower (Figure 1).

The average amounts of phylogenetic signal and Type I errors estimated by PVR ($R^2_{PVR}$) and PEM ($R^2_{PEM}$) were highly similar, independently of the sample size and evolutionary models (Table 1). Nevertheless, both methods were unable to provide a consistent type I error of 5% (average for PVR and PEM was around 9%, respectively, see Table 1) (see Rohlf, 2001; Martins et al., 2002; Freckleton et al., 2011), and these increase with sample sizes. On the other hand, the correlation across tips between the specific components of the simulated traits (residuals from PVR and PEM or the expected values of the traits that are independent of phylogenetic structure) was also high, but mainly when the restraining forces were low or equal to zero.

Prediction coefficients were also highly congruent between PVR and PEM, with both coefficients having values of less than 1 in all cases and varying in the same manner with the different number of species (sample size) and restraining forces (evolutionary models) used in our simulations (Table 1). PEM values are slightly larger than those from PVR, and prediction coefficients from both PVR and PEM tend to increase with sample size within a single restraining force, and to decrease altogether with higher restraining forces. At low or no restraining forces ($\alpha = 0$, $\alpha = 0.5$), prediction coefficients of both methods were similarly high, indicating the higher phylogenetic signal produced by those evolutionary models.

We understand that, despite similarity between the two approaches, PEM has a slightly higher prediction ability, especially when there is strong phylogenetic signal (low $\alpha$ values - see Table 1). Also, it is more general than the original PVR because it allows incorporating explicit evolutionary models. Thus, it may solve, perhaps with further improvements in the process of eigenvector selection, some of the problems raised by Freckleton et al. (2011) in respect to poorer (in comparison with PGLS) statistical performance of PVR. Our results show that PEM, however, does not provide entirely accurate Type I errors under Brownian motion and so does not perform better than PGLS (according to the previous analyses from the literature; e.g., Freckleton et al. [2011]). This also reinforce the issues on phylogenetic eigenvectors theoretically pointed out by Rohlf (2001; see also Diniz-Filho et al., 2012a, b, c for the same argument in the context of PSR curve). However, notice that recent papers still support the use of phylogenetic eigenvector methods, such as PEM or PVR, in the

| $n$ | $\alpha$ | $R^2_{PVR}$ | $R^2_{PEM}$ | $r$ | Prediction coefficient | Type I error |
|-----|---------|-------------|-------------|-----|------------------------|--------------|
|     |         |             |             |     | PVR       | PEM       | PVR | PEM |
| 50  | 0       | 0.982       | 0.982       | 0.87 | 0.516    | 0.525    | 0.06 | 0.07 |
|     | 0.5     | 0.977       | 0.976       | 0.759 | 0.475 | 0.481 | 0.11 | 0.07 |
|     | 1       | 0.969       | 0.969       | 0.86  | 0.177 | 0.295 | 0.04 | 0.1  |
|     | 10      | 0.889       | 0.889       | 0.53  | 0.116 | 0.196 | 0.09 | 0.08 |
| 100 | 0       | 0.983       | 0.983       | 0.933 | 0.591 | 0.586 | 0.07 | 0.09 |
|     | 0.5     | 0.981       | 0.98        | 0.908 | 0.293 | 0.39  | 0.03 | 0.05 |
|     | 1       | 0.979       | 0.979       | 0.894 | 0.29  | 0.436 | 0.08 | 0.11 |
|     | 10      | 0.955       | 0.942       | 0.54  | 0.029 | -0.103 | 0.04 | 0.06 |
| 200 | 0       | 0.977       | 0.977       | 0.954 | 0.83  | 0.853 | 0.06 | 0.07 |
|     | 0.5     | 0.974       | 0.974       | 0.942 | 0.753 | 0.67  | 0.11 | 0.09 |
|     | 1       | 0.972       | 0.972       | 0.896 | 0.681 | 0.77  | 0.1  | 0.1  |
|     | 10      | 0.955       | 0.954       | 0.853 | -0.057 | -0.023 | 0.08 | 0.08 |
| 400 | 0       | 0.975       | 0.975       | 0.948 | 0.927 | 0.907 | 0.19 | 0.19 |
|     | 0.5     | 0.971       | 0.971       | 0.936 | 0.926 | 0.933 | 0.19 | 0.14 |
|     | 1       | 0.965       | 0.965       | 0.946 | 0.877 | 0.915 | 0.18 | 0.17 |
|     | 10      | 0.933       | 0.93         | 0.935 | -0.039 | -0.215 | 0.15 | 0.15 |
context of “phylogenetic imputation” (see Guénard et al., 2013; Swenson, 2014; Penone et al., 2014)

Despite the similarities between PEM and PVR, from a conceptual point of view we understand that PEM may provide an alternative to the original PVR method, being more effective in taking into account phylogenetic signal in trait evolution. This is because PEM may be viewed as technique in the best of both worlds, combining the flexibility of data-driven and empirical eigenfunction analyses (see Griffith and Peres-Neto, 2006) and the sounding insights provided by evolutionary models well known in comparative analyses.
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