Testing for Anomalies: Active Strategies and Non-asymptotic Analysis
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Abstract—The problem of verifying whether a multi-component system has anomalies or not is addressed. Each component can be probed over time in a data-driven manner to obtain noisy observations that indicate whether the selected component is anomalous or not. The aim is to minimize the probability of incorrectly declaring the system to be free of anomalies while ensuring that the probability of correctly declaring it to be safe is sufficiently large. This problem is modeled as an active hypothesis testing problem in the Neyman-Pearson setting. Component-selection and inference strategies are designed and analyzed in the non-asymptotic regime. For a specific class of homogeneous problems, stronger (with respect to prior work) non-asymptotic converse and achievability bounds are provided.

I. INTRODUCTION

Consider a system with multiple components. Each of these components may be anomalous and we would like to test whether the system has anomalies or not. When the system does not have anomalies, we say that the system is safe, and we say that the system is unsafe otherwise. Each component can be probed to receive a noisy observation that indicates whether or not the component is anomalous. The components can be probed sequentially in a data-driven manner. The goal is to judiciously probe the components and reliably infer whether the system is safe or unsafe.

Such controlled-sensing problems can be modeled and analyzed in the framework of active hypothesis testing [1]–[3]. In this paper, we consider a setting in which we are allowed to probe the components for a fixed number of times. Thus, the time-horizon of the sensing process is fixed. We are interested in two types of probabilities: correct-verification probability and incorrect-verification probability. The correct-verification event denotes that the agent inferred that the system was safe when it was indeed safe, and the incorrect-verification event denotes that the agent inferred that the system was safe when it had an anomaly. We aim to design a sensor-selection strategy and an inference strategy for the agent that minimizes the incorrect-verification probability while ensuring that the correct-verification probability is sufficiently high. For simplicity, we assume that at most one component can be anomalous in the system. We make a distinction between homogeneous and heterogeneous systems. In homogeneous systems, when a component is probed, the statistics of the observations depend only whether or not the component is anomalous and not on the component’s index. This may not be true in heterogeneous systems.

There is a plethora of works on active hypothesis testing and anomaly detection problems. These works focus largely on the asymptotic aspects whereas our goal in this paper is to focus on the non-asymptotic aspects. More specifically, we would like to generalize the strong finite-block length bounds for Neyman-Pearson type hypothesis testing in [4] to a general active hypothesis testing setting. We believe this is a step forward in that direction.

Our main contributions in this paper can be summarized as follows: We construct a fixed-horizon Neyman-Pearson type formulation for active anomaly verification. For this model, we derive asymptotically optimal error rates. For a homogeneous system, we derive strong non-asymptotic converse bounds. We construct deterministic strategies that achieve this bound in a strong sense (up to an additive logarithmic term) in the non-asymptotic regime and thus, can be considered to be second-order optimal. Classical approaches [1]–[3] suggest an open-loop randomized component selection strategy which is asymptotically optimal. However, this strategy is not efficient in the non-asymptotic regime. Our analysis herein sheds light on how one might construct second-order optimal strategies for more general active hypothesis testing problems.

Generally, we are not only interested in determining whether the system is safe or unsafe. We are also interested in finding which component is anomalous. The latter problem is known as anomaly detection. However, we focus on the former problem for simplicity. We would like to note that the detection problem can be modeled using the symmetric formulation (P2) in [5], and the bounds obtained herein can then be used in that symmetric formulation.

A. Related Work

Anomaly detection and verification problems are generally analyzed within the framework of active hypothesis testing. We will first provide a brief overview of active hypothesis testing. Hypothesis testing is a long-standing problem and has been addressed in various settings. In the simplest fixed-horizon hypothesis testing setup, we have binary hypotheses and a single experiment. The inference is made based on a fixed number of i.i.d. observations obtained by repeatedly performing this experiment. In this setup, a popular formulation is the Neyman-Pearson formulation [6]. For this formulation, tight bounds on error probabilities were proved in [4]. However, not much work [7] has been done to extend these bounds
to the case of active hypothesis testing. Neyman-Pearson type active hypothesis testing problems were formulated in \cite{5,8} and their asymptotics were analyzed. In this paper, we take the non-asymptotic analysis of such problems a step further.

Another widely used paradigm is the sequential setting. In sequential hypothesis testing, the time horizon is not fixed and the agent can continue to perform experiments until a stopping criterion is met. The objective then is to minimize a linear combination of the expected stopping time and the Bayesian error probability. Inspired by Wald’s sequential probability ratio test (SPRT) \cite{9}, Chernoff first addressed the problem of active sequential hypothesis testing in \cite{1}. This work was later generalized in \cite{2,3,10}. Although our formulation has a fixed time-horizon, it is closely related to the sequential active hypothesis testing framework. Fixed-horizon formulations are useful in applications with hard time/energy constraints and the agent does not have the luxury to keep performing experiments until strong enough evidence is obtained. In contrast to all these approaches, a Gibbs sampling-based active sensing approach was also proposed in \cite{11}.

Some recent works in anomaly detection include \cite{12,13,16}. All these works are in the sequential setting and focus on asymptotic optimality. Unlike these works, we believe our non-asymptotic analysis is useful in applications with hard time/energy constraints and

### B. Notation

Random variables are denoted by upper case letters (\(X\)), their realization by the corresponding lower case letter (\(x\)). We use calligraphic fonts to denote sets (\(\mathcal{U}\)). The probability simplex over a finite set \(\mathcal{U}\) is denoted by \(\Delta \mathcal{U}\). In general, subscripts denote time indices unless stated otherwise. For time indices \(n_1 \leq n_2\), \(Y_{n_1:n_2}\) denotes the collection of variables \(\{Y_{n_1}, Y_{n_1+1}, \ldots, Y_{n_2}\}\). For a strategy \(g\), we use \(\mathbb{P}^g[\cdot]\) and \(\mathbb{E}^g[\cdot]\) to indicate that the probability and expectation depend on the choice of \(g\). For an hypothesis \(i\), \(\mathbb{E}^i[\cdot]\) denotes the expectation conditioned on hypothesis \(i\). The cross-entropy between two distributions \(p\) and \(q\) over a finite space \(\mathcal{Y}\) is given by

\[
H(p, q) = -\sum_{y \in \mathcal{Y}} p(y) \log q(y).
\]

The Kullback-Leibler divergence between distributions \(p\) and \(q\) is given by

\[
D(p \parallel q) = \sum_{y \in \mathcal{Y}} p(y) \log \frac{p(y)}{q(y)}.
\]

### II. Problem Formulation

Consider a system with multiple components. Let the set of all the components in the system be denoted by \(\mathcal{U} = \{1, \ldots, M\}\) where \(M\) is a positive integer. For simplicity, we assume that the system may have at most one anomalous component. Thus the set of hypotheses is \(\mathcal{X} = \{0, 1, \ldots, M\}\), where 0 denotes that the system does not have any anomaly whereas \(j > 0\) denotes that component \(j\) is anomalous. Let the random variable \(X\) represent the true hypothesis which is unknown to the agent. Let the prior distribution on \(X\) be \(\rho_1\).

At each time \(n\), the agent can select a component \(U_n \in \mathcal{U}\) and obtain an observation \(Y_n \in \mathcal{Y}\). This action of selecting a component and obtaining an observation will be referred to as an experiment. The observation \(Y_n\) at time \(n\) is given by

\[
Y_n = \xi(X, U_n, W_n) = \begin{cases}
Y(U_n, W_n) & \text{if } X \neq U_n \\
\bar{Y}(U_n, W_n) & \text{if } X = U_n,
\end{cases}
\]

where \(\{W_n : n = 1, 2, \ldots\}\) is a collection of mutually independent variables and \(\bar{Y}, \bar{T}\) are arbitrary measurable mappings. The density associated with an observation \(y\) when component \(u\) is selected is denoted by \(p_u^y\) if component \(u\) is anomalous and \(p_u^y\) otherwise. For each component \(u\), the densities are with respect to a \(\sigma\)-finite measure \(\nu\) over the observation space \(\mathcal{Y}\).

Thus, for a measurable set \(A \subseteq \mathcal{Y}\) and hypothesis \(j \in \mathcal{X}\),

\[
\mathbb{P}[Y_n \in A \mid U_n = u, X = j] = \begin{cases}
\int_A p_u^y(y) d\nu(y) & \text{if } j \neq u \\
\int_A p_u^y(y) d\nu(y) & \text{if } j = u.
\end{cases}
\]

The system is said to be homogeneous if the densities \(p_u^y\) and \(p_u^y\) do not depend on the component \(u\). Otherwise, the system is said to be heterogeneous. Thus, in homogeneous systems, the statistics of the observation \(Y\) depend only on whether the selected component is anomalous or not. For homogeneous systems, we will drop the superscript \(u\) from the densities and simply refer to them as \(p_0\) and \(p_1\).

The total number of observations collected by the agent is fixed and is denoted by \(N\). At time \(n = 1, 2, \ldots, N\), the information available to the agent, denoted by \(I_n\), is the collection of all experiments performed and the corresponding observations up to time \(n - 1\),

\[
I_n = \{U_{1:n-1}, Y_{1:n-1}\}.
\]

Let the collection of all possible realizations of information \(I_n\) be denoted by \(\mathcal{I}_n\). At time \(n\), the agent selects a distribution over the set of components \(\mathcal{U}\) according to an experiment selection rule \(g_n : \mathcal{I}_n \rightarrow \Delta \mathcal{U}\) and the action \(U_n\) is randomly drawn from the distribution \(g_n(I_n)\), that is,

\[
U_n \sim g_n(I_n).
\]

For a given experiment \(u \in \mathcal{U}\) and information realization \(\mathcal{I} \in \mathcal{I}_n\), the probability \(\mathbb{P}[U_n = u \mid I_n = \mathcal{I}]\) is denoted by \(g_n(\mathcal{I} : u)\). The sequence \(\{g_n, n = 1, \ldots, N\}\) is denoted by \(g\) and referred to as the experiment selection strategy. Let the collection of all such experiment selection strategies be \(\mathcal{G}\).

If the system does not have any anomalies, it is considered to be safe (denoted by 0), and if the system has an anomaly, it is considered to be unsafe (denoted by 1). After performing \(N\) experiments, the agent can declare the system to be safe or unsafe. We refer to this final declaration as the agent’s inference decision and denote it by \(\hat{X}_N\). Thus, the inference decision can take values in \(\{0, \hat{X}_N\}\). Using the information \(I_{N+1}\), the agent chooses a distribution over the set \(\{0, \hat{X}_N\}\).
according to an inference strategy \( f : \mathcal{I}_{N+1} \rightarrow \Delta \{0, 1\} \) and the inference \( \hat{X}_N \) is drawn from the distribution \( f(I_{N+1}) \), i.e.

\[
\hat{X}_N \sim f(I_{N+1}).
\] (6)

For a given inference \( \hat{x} \in \{0, 1\} \) and information realization \( \mathcal{I} \in \mathcal{I}_{N+1} \), the probability \( \mathbb{P}[\hat{X}_N = \hat{x} \mid I_{N+1} = \mathcal{I}] \) is denoted by \( f_N(\mathcal{I} : \hat{x}) \). Let the set of all inference strategies be \( \mathcal{F} \).

The system is said to be correctly verified if the agent declares the system to be safe when it was indeed safe, and it is said to be incorrectly verified if the agent declares it to be safe when it was actually not safe. For an experiment selection strategy \( g \) and an inference strategy \( f \), we define the following probabilities.

**Definition 1.** Let \( \psi_N \) be the probability that the agent declares the system to be safe given that the system is indeed safe, i.e.

\[
\psi_N \doteq \mathbb{P}[\hat{X}_N = 0 \mid X = 0].
\] (7)

We refer to \( \psi_N \) as the correct-verification probability. Let \( \phi_N \) be the probability that the agent declares the system to be safe given that the system is not safe, i.e.

\[
\phi_N \doteq \mathbb{P}[\hat{X}_N = 0 \mid X \neq 0].
\] (8)

We refer to \( \phi_N \) as the incorrect-verification probability.

We are interested in designing an experiment selection strategy \( g \) and an inference strategy \( f \) that minimize the incorrect-verification probability \( \phi_N \) subject to the constraint that the correct-verification probability \( \psi_N \) is sufficiently large. In other words, we would like to solve the following optimization problem:

\[
\inf_{f \in \mathcal{F}, g \in \mathcal{G}} \phi_N \tag{P1}
\]

subject to

\[
\psi_N \geq 1 - \epsilon_N,
\]

where \( 0 < \epsilon_N < 1 \). Let the infimum value of this optimization problem be \( \phi_N^* \). Note that this problem is always feasible because the agent can trivially satisfy the correct-verification probability constraint by always declaring the system to be safe. We refer to this problem as Problem (P1).

**III. MAIN RESULTS**

Before we state our main results, we will define some important quantities.

**Definition 2.** For an experiment \( u \in \mathcal{U} \), a component \( j \in \mathcal{U} \) and for an observation \( y \in \mathcal{Y} \), the log-likelihood ratio (hypothesis 0 vs hypothesis \( j \)) is denoted by

\[
\lambda_j(u, y) = \begin{cases} 
\log \frac{p^0_n(y)}{p^j_n(y)} & \text{if } u = j \\
0 & \text{otherwise.}
\end{cases}
\] (9)

Also, define \( D^u = \mathbb{E}[\lambda_j(u, Y)] \) where observation \( Y \sim p^0_n \). To avoid trivial cases, let \( D^u > 0 \) for every \( u \in \mathcal{U} \).

We make the following assumption on the log-likelihood ratios which is standard in the hypothesis testing literature [1, 2].

**Assumption 1.** For any given experiment \( u \in \mathcal{S} \) and each \( k \in \{0, 1\} \),

\[
\int_{\mathcal{Y}} \left( \log \frac{p^0_n(y)}{p^k_n(y)} \right)^2 p^0_n(y) d\nu(y) < \infty.
\] (10)

**Definition 3** (Max-min Kullback-Leibler Divergence). Define

\[
D^* = \max_{\alpha \in \Delta_{\mathcal{U}}} \min_{\beta \in \Delta_{\mathcal{U}}} \sum_{u \in \mathcal{U}} \alpha(u) D^u \tag{11}
\]

\[
= \min_{\beta \in \Delta_{\mathcal{U}}} \max_{\alpha \in \Delta_{\mathcal{U}}} \sum_{j \in \mathcal{U}} \beta(j) D^u_j. \tag{12}
\]

Note that \( \alpha \) and \( \beta \) are distributions over the set of experiments/components \( \mathcal{U} \). Let \( \alpha^* \) be the distribution that achieves the maximum in (11) and let \( \beta^* \) be the distribution that achieves the minimum in (12). The equality of the min-max and max-min values follows from the minimax theorem [17] because the set \( \mathcal{U} \) is finite and the Kullback-Leibler divergences are bounded due to Assumption 1.

**Lemma 1.** The max-min Kullback-Leibler Divergence is equal to

\[
D^* = \left( \sum_{u \in \mathcal{U}} \frac{1}{D^u} \right)^{-1}. \tag{13}
\]

And the distributions \( \alpha^* \) and \( \beta^* \) are given by \( \alpha^*(u) = \beta^*(u) = D^* / D^u \).

**Proof.** See Appendix A. \( \Box \)

**Definition 4.** For given instance of information \( \iota_{N+1} = \{u_{1:N}, y_{1:N}\} \) of \( I_{N+1} \), the we define confidence level as

\[
C(\iota_{N+1}, \rho_1) = \log \frac{\prod_{j=1}^N \hat{p}^0_n(y_n)}{\sum_{j=1}^N \hat{p}_1(j) \prod_{n=1}^N \hat{p}_1(u_n=j)(y_n)}, \tag{14}
\]

where \( \hat{p}_1(j) = p_1(j) / (1 - p_1(0)) \).

We will discuss more properties of this confidence level in Section IV. Note that this definition of confidence is consistent with the one in [5].

**A. Asymptotic Results for Heterogeneous Systems**

In this section, we state some results on the asymptotic behavior of the optimal value \( \phi_N^* \) in Problem (P1). The results stated here have been proven in [5] in a setting where the observation space \( \mathcal{Y} \) is finite. These results can be extended to infinite observation spaces in a fairly straightforward manner and thus, we omit their proofs.

**Lemma 2** (Weak Converse). The optimum value \( \phi_N^* \) in Problem (P1) satisfies

\[
- \frac{1}{N} \log \phi_N^* \leq D^* + \log \frac{2}{N(1 - \epsilon_N)} + \log (\beta^*, \hat{p}_1).
\] (15)

**Assumption 2.** We have that the bound \( 1 - \epsilon_N \) on the correct-verification probability in (P1) satisfies (P1) satisfies

\[
\lim_{N \to \infty} - \frac{\log \epsilon_N}{N} = 0.
\] (16)
Assumption 3. There exists a constant \( B > 0 \) such that for each experiment \( u \) and component \( j \), the log-likelihood ratios \( |\lambda_j(u, Y)| < B \).

Under Assumptions 2 and 3 we can prove that for each \( N \), there exist inference and experiment selections strategies \( f^N, g^N \) such that they satisfy the constraint on correct-verification probability in Problem [P1] and the corresponding incorrect-verification probability \( \phi_N \) decays exponentially with \( N \) at rate \( D^* \). This achievability argument leads us to the following theorem.

**Theorem 1.** We have

\[
\lim_{N \to \infty} -\frac{1}{N} \log \phi_N^* = D^*. \tag{17}
\]

**Remark 1.** One construction of inference and experiment selection strategies that achieve asymptotic optimality is the following. At each time \( n \), randomly select a component \( u \) with probability \( \alpha^*(u) \). Then at time \( N+1 \), if the confidence \( C(I_{N+1}, \hat{\rho}_1) \) exceeds a threshold \( \theta_N \) (precisely defined in [5]), declare the system safe, and unsafe otherwise. Note that this experimental selection strategy is open-loop and randomized. An approach to design asymptotically optimal deterministic and adaptive experiment selection strategies is presented in [3].

**B. Non-asymptotic Results for Homogeneous Systems**

We will now state our more recent non-asymptotic results for homogeneous systems. The Kullback-Leibler divergence \( D_u \) in homogeneous systems does not depend on the component \( u \) and thus, we simply denote it by \( D \). Using Lemma 1 we can conclude that \( D^* = D/M \), and that \( \alpha^* \) and \( \beta^* \) are uniform distributions over the set of components \( \mathcal{U} \).

**Definition 5.** For a given experiment selection strategy \( g \) and a component \( j \in \mathcal{U} \), define the total log-likelihood ratio up to time \( n \) as

\[
Z_n(j) = \sum_{k=1}^{n} \lambda_j(U_k, Y_k),
\]

where the log-likelihood ratio \( \lambda_j \) is as defined in equation (9). Also, let

\[
L_n \doteq \sum_{j \in \mathcal{U}} \beta^*(j) \lambda_j(U_n, Y_n)
\]

\[
\bar{Z}_n \doteq \sum_{j \in \mathcal{U}} \beta^*(j) Z_n(j) = \sum_{k=1}^{n} L_k,
\]

where \( \beta^* \) is the min-maximizing distribution in Definition 3.

Since the system is homogeneous, we have

\[
L_n = \frac{1}{M} \sum_{j \in \mathcal{U}} \lambda_j(U_n, Y_n) = \frac{1}{M} \log \frac{p_{j}(Y_n)}{p_1(Y_n)} \tag{18}
\]

Notice that given \( X = 0 \), the distribution of \( L_n \) does not depend on \( U_n \) and thus, on the strategy \( g \).

**Lemma 3.** When the system is homogeneous, \( L_n \) is an i.i.d. sequence and the process \( \bar{Z}_n \) is the sum of these i.i.d. random variables.

**Proof.** See Appendix B

Let \( \text{inv}_n \) denote the quantile function (which is the same as the inverse-cdf if it exists) associated with the random variable \( \bar{Z}_n + D(\beta^*|\hat{\rho}_1) \).

**Theorem 2.** For homogeneous systems, we have

\[
-\log \phi_N^* \leq \text{inv}_N \left( \epsilon_N + \frac{\epsilon_N}{\eta} \right) + \log \frac{\eta}{\epsilon_N} \tag{19}
\]

\[
-\log \phi_N^* \geq \text{inv}_N \left( \epsilon_N - \frac{\epsilon_N}{\eta} - O \left( \log \frac{\eta}{\epsilon_N} \right) \right), \tag{20}
\]

for any \( \eta > 1 \) as long as the argument of \( \text{inv}_N \in (0, 1) \). Note that \( \eta \) may also depend on \( N \).

**Remark 2.** The bound in (20) is stated in big-O notation because the constants associated with the logarithmic term are difficult to determine in general. Herein, we only prove the existence of constants that achieve the bound (21).

We would like to emphasize that Theorem 2 does not require Assumptions 2 and 3. The bound in (19) is based on the strong converse theorem [4] and other properties the log-likelihood ratios \( Z_n(j) \). The result in (20) is obtained by constructing experiment selection and inference strategies and bounding their performance. The approach used for bounding performance is based on the well-known Chernoff-bound [18]. The experiment selection strategy that achieves the bound is as follows: at each time \( n \), select the component \( j \) that minimizes \( Z_{n-1}(j) - \log \hat{\rho}_1(j) \). The inference strategy is a simple confidence-threshold based strategy. Detailed descriptions of these strategies and the complete proof of Theorem 2 is provided in Section IV.

**Remark 3.** For a simple setup with two components and a binary observation space, we numerically examine the performance of our deterministic adaptive strategy (DAS, described above) and the open-loop randomized strategy (ORS) which selects each component with probability 0.5. Figure 1 depicts the results of these numerical experiment and also, the weak [15] and strong [19] converse bounds. Notice that the performance of the deterministic strategy is very close to the strong converse indicating the tightness of the converse bound and efficiency of the designed strategy. More details on these results are provided in [5].

Since \( L_n \) is an i.i.d. collection of random variables, we can further simplify these bounds by approximating the quantile function \( \text{inv}_N \) using the Berry-Esseen Theorem [4].

**Corollary 1** (Berry-Esseen). If \( V \doteq \mathbb{E}_0[(L_1 - D^*)^2] \) and \( T \doteq \mathbb{E}_0[|L_1 - D^*|^3] < \infty \), then

\[
- \log \phi_N^* \leq N D^* - \sqrt{N V} Q^{-1} \left( \epsilon_N + \frac{\epsilon_N}{\eta} + \frac{6T}{\sqrt{NV^3}} \right) + O \left( \log \frac{\eta}{\epsilon_N} \right), \tag{21}
\]
This observed sequence $I_{N+1}$ can be viewed as a single observation. Based on $I_{N+1}$, we need to infer whether the system is safe ($X = 0$) or it is unsafe ($X \neq 0$) using the inference strategy $f$. If $X = 0$, the density associated with the observed sequence $I_{N+1}$ is $P_N^0$ and if $X \neq 0$, then the density associated with the sequence $I_{N+1}$ is $Q_N^0$. Thus, $C(I_{N+1}, \rho_1)$ is the log-likelihood ratio associated with this one-shot binary hypothesis testing problem. We can now use the strong converse (or the weak converse) [19] to obtain a lower bound on $\phi_N$. However, this bound will depend on the choice of strategy $g$.

We can exploit various properties of the confidence level $C$ to obtain a strategy-independent lower bound on $\phi_N$. To do so, we will first establish the relationship between the total log-likelihood ratios $Z_n(j)$ and the confidence level $C$.

**Lemma 4.** For any experiment selection strategy $g$ and for each $1 \leq n \leq N$, we have

$$C(I_{n+1}, \rho_1) = -\log \left( \sum_{j \in \mathcal{U}} \exp \left( \log \hat{\rho}_1(j) - Z_n(j) \right) \right),$$

where $\hat{\rho}_1(j) = \rho_1(j)/(1 - \rho_1(0))$.

*Proof.* The proof of this lemma can be found in [5].

We use Lemma 4 to decompose the confidence into a Kullback-Leibler divergence term and a sub-martingale (a simple i.i.d. sum in the case of homogeneous systems).

**Lemma 5 (Decomposition).** For any experiment selection strategy $g$, we have

$$C(I_{n+1}, \rho_1) = \left[ -D(\beta^* \| \hat{\rho}_n) \right] + \left[ \tilde{Z}_n + D(\beta^* \| \hat{\rho}_1) \right],$$

where

$$\tilde{\rho}_{n+1}(j) = \frac{\hat{\rho}_1(j)e^{-Z_n(j)}}{\sum_{k \in \mathcal{U}} \hat{\rho}_1(k)e^{-Z_n(k)}}.$$

*Proof.* See Appendix C

The decomposition in Lemma 5 allows us to obtain the bounds in Theorem 2. We can analyze the two terms in the decomposition separately. The key property to exploit is that $\tilde{Z}_n$ is a sum of i.i.d. variables and does not depend on the strategy $g$. Further, for the strong converse, we simply exploit the non-negativity of Kullback-Leibler divergence. For the achievability bound, we can show that the adaptive strategy keeps the Kullback-Leibler divergence term small by means of a Chernoff bound. The details of this proof are provided in Appendix D.

**V. Conclusions**

In this paper, we considered a fixed-horizon Neyman-Pearson type formulation for the problem of actively verifying whether a multi-component system is free of anomalies or not. We studied the asymptotics of the problem and for the specific class of homogeneous problems, we provided stronger non-asymptotic converse and performance bounds. We observed that the strong converse is fairly tight. The strong achievability bounds are order-optimal up to logarithmic terms but the constants associated with the logarithmic terms are not known. These constants remain to be analyzed for future work.
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APPENDIX A
PROOF OF LEMMA [1]

We have
\[ D^* = \max_{\alpha \in \Delta t} \min_{j \in t} \sum_{u \in \Delta t} \alpha(u) D^u_j = \max_{\alpha \in \Delta t} \min_{j \in t} \alpha(j) D^j, \]  
(26)

because \( D^u_j = 0 \) if \( j \neq u \). Based on a simple contradiction argument, we can conclude that for every \( u \in S \), the max-minimizer \( \alpha^* \) must satisfy
\[ \alpha^*(u) D(p^n_1 \| p^n_1) = D^*. \]  
(27)

This, combined with the fact that \( \alpha^* \) is a distribution over \( S \), leads us to the result. The distribution \( \beta^* \) can be obtained in a similar manner.

APPENDIX B
PROOF OF LEMMA [3]

Let the moment generating function of \( L_n \) be \( \bar{\mu}(s) \). Therefore, for any strategy \( g \), we have
\[ \mathbb{E}_0^g[\exp\{\sum_{k=1}^n s_k L_k\}] = \mathbb{E}_0^g[\mathbb{E}_0[\exp\{\sum_{k=1}^n s_k L_k\} | I_n]] = \mathbb{E}_0^g[\exp\{\sum_{k=1}^{n-1} s_k L_k\} | I_n] \]  
\[ = \mathbb{E}_0^g[\mathbb{E}_0[\exp\{\sum_{k=1}^{n-1} s_k L_k\} | I_n]] = \mathbb{E}_0^g[\exp\{\sum_{k=1}^{n-1} s_k L_k\}] \bar{\mu}(s_n) = \Pi_{k=1}^n \bar{\mu}(s_k). \]  
(29)

APPENDIX C
PROOF OF LEMMA [5]

Using the definition of cross-entropy, we have
\[ -H(\beta^*, \hat{\rho}_{n+1}) = \sum_{j \in t} \beta^*(j) \log \hat{\rho}_{n+1}(j) \]  
\[ = \sum_{j \in \Delta t} \beta^*(j) \log \left( \frac{\hat{\rho}_1(j) e^{-Z_n(j)}}{\sum_{k \in \Delta t} \hat{\rho}_1(k) e^{-Z_n(k)}} \right) \]  
\[ = -H(\beta^*, \hat{\rho}_1) - Z_n - \log \left( \sum_{k \in \Delta t} \exp \left( \log \hat{\rho}_1(k) - Z_n(k) \right) \right) \]  
\[ = -H(\beta^*, \hat{\rho}_1) - Z_n + \mathbb{C} \{I_{n+1}, \rho_1\}. \]  
(36)

Equality (a) follows from the definition of \( \hat{\rho}_{n+1} \) and equality (b) is a consequence of Lemma [4]. The lemma then follows by adding \( H(\beta^*, \beta^*) \) on both sides.

APPENDIX D
COMPLETE PROOF

A. Strong Converse

For any given pair of inference and experiment selection strategies \( f, g \) that are feasible in Problem [P1], the confidence level \( C \) can be viewed as a log-likelihood ratio. Therefore for this strategy pair \( f, g \), we have the following for every \( \chi \in \mathbb{R} \)
\[ -\log \phi_N \leq \chi - \log(\mathbb{P}_0^g[C(I_{N+1}, \rho_1) > \chi]) \]  
\[ \leq \chi - \log(1 - \epsilon_N - \mathbb{P}_0^g[C(I_{N+1}, \rho_1) > \chi]) \]  
\[ = \chi - \log(\mathbb{P}_0^g[C(I_{N+1}, \rho_1) \leq \chi] - \epsilon_N) \]  
(33)

Here, we use the convention that if \( x \leq 0 \), then \( \log x \equiv -\infty \). Inequality (a) is a consequence of the strong converse theorem in [19]. Inequality (b) holds because \( \psi_N \geq 1 - \epsilon_N \). However, this lower bound on \( \phi_N \) depends on the experiment selection strategy \( g \). We can use the decomposition in Lemma [5] to obtain a strategy-independent lower bound. We have
\[ \mathbb{P}_0^g[C(I_{N+1}, \rho_1) \leq \chi] \]  
\[ \leq \mathbb{P}_0^g[D(\beta^* || \hat{\rho}_{n+1}) + \tilde{Z}_N + D(\beta^* || \hat{\rho}_1) \leq \chi] \]  
\[ \geq \{ \tilde{Z}_N + D(\beta^* || \hat{\rho}_1) \leq \chi \}, \]  
(37)

which results in the inequality (b). Combining (33) and (36) leads us to the following lemma.

Lemma 6 (Strong Converse). For any given pair of inference and experiment selection strategies \( f, g \) that are feasible in Problem [P1], we have for every \( \chi \in \mathbb{R} \)
\[ -\log \phi_N \leq \chi - \log(\mathbb{P}_0^g[\tilde{Z}_N + D(\beta^* || \hat{\rho}_1) \leq \chi] - \epsilon_N), \]  
with the convention that \( \log x \equiv -\infty \) if \( x \leq 0 \).

The bound [19] in Theorem [2] is obtained from Lemma [6] by assigning
\[ \chi = \text{INV}_N \left( \epsilon_N + \frac{c \epsilon}{\eta} \right), \]  
(39)

where \( \text{INV}_N \) is the quantile function of \( \tilde{Z}_N + D(\beta^* || \hat{\rho}_1) \). The bound [21] in Corollary [1] is obtained by assigning
\[ \chi \geq ND^* - \sqrt{NVQ^{-1}} \left( \epsilon_N + \frac{c \epsilon}{\eta} + \frac{6T}{\sqrt{NVQ}} \right) + D(\beta^* || \hat{\rho}_1), \]  
Then using the Berry-Esseen theorem [4], we have
\[ \mathbb{P}_0^g[\tilde{Z}_N + D(\beta^* || \hat{\rho}_1) \leq \chi^* \geq \epsilon_N + \frac{c \epsilon}{\eta}. \]  
(40)
B. Strong Achievability

Lemma 7. Let $f$ be a deterministic inference strategy in which hypothesis 0 is decided only if $C(I_{N+1}, \rho_1) \geq \theta$. Then $\phi_N \leq e^{-\theta}$.

Proof. This follows from the standard arguments associated with log-likelihood ratios [19]. A proof of this lemma is provided in Appendix G of [5] for the case when the observation space $\mathcal{Y}$ is finite.

Consider the following inference strategy: decide that the system is safe if $C(I_{N+1}, \rho_1) \geq \theta_N$ and decide that it is unsafe otherwise, where the threshold $\theta_N$ is given by

$$\theta_N = \text{INV}_N \left( \epsilon_N - \frac{\epsilon_N}{\eta} \right) - O \left( \log \frac{\eta}{\epsilon_N} \right).$$

Using Lemma 7 we can conclude that the inference strategy stated above (irrespective of which experiment selection strategy is used) achieves $\phi_N \leq \exp(-\theta_N)$. However, for a pair of experiment selection and inference strategies to be feasible, we also need to show that the constraint ($\psi_N \geq 1 - \epsilon_N$) in Problem [21] is satisfied. To do so, all we need to show is that our deterministic adaptive strategy, combined with the threshold based inference described above, satisfies

$$\mathbb{P}_0^g[C(I_{N+1}, \rho_1) < \theta_N] \leq \epsilon_N.$$  

(42)

Based on the decomposition in Lemma 5 and a union bound, a sufficient criterion for the satisfying condition above is the following:

$$\mathbb{P}_0^g[-D(\beta^*||\tilde{\rho}_{n+1}) < \theta_{N,1}] \leq \epsilon_N/\eta$$

(43)

$$\mathbb{P}_0^g[Z_n + D(\beta^*||\tilde{\rho}_1) < \theta_{N,2}] \leq \epsilon_N - \epsilon_N/\eta;$$

(44)

where $\eta > 1$ and

$$\theta_{N,1} = -O \left( \log \frac{\eta}{\epsilon_N} \right)$$

(45)

$$\theta_{N,2} = \text{INV}_N \left( \epsilon_N - \frac{\epsilon_N}{\eta} \right).$$

(46)

Notice that the condition (43) is trivially satisfied because of the definition of the $\theta_{N,2}$ and the quantile function $\text{INV}_N$. Therefore, we just need to show that condition (43) is satisfied. To do so, we will use a Chernoff bound based argument in the following manner.

Remark 4. The result (22) in Corollary 1 can be obtained by assigning

$$\theta_{N,2} = \int_{\mathcal{X}} \frac{1}{M} \left( \epsilon_N - \frac{\epsilon_N}{\eta} - \frac{6T}{\sqrt{NV^3}} + D(\beta^*||\tilde{\rho}_1) \right) \, d\mu.$$

(47)

Once again, using the Berry-Esseen theorem [4],

$$\mathbb{P}_0^g[Z_n + D(\beta^*||\tilde{\rho}_1) < \theta_{N,2}] \leq \epsilon_N - \epsilon_N/\eta.$$  

(49)

Proof of Inequality (43): Define

$$\zeta_n(j) = Z_n(j) - \log \tilde{\rho}_1(j) - \tilde{Z}_n - H(\beta^*, \tilde{\rho}_1).$$

(50)

In the homogeneous case, we have

$$\zeta_n(j) - \zeta_n(j-1) = \lambda_j(U_n, Y_n) - \frac{1}{M} \sum_{k \neq j} \lambda_j(U_n, Y_n)$$

(51)

$$= \left\{ \begin{array}{ll} \frac{M}{2} \log \frac{p_1(Y_n)}{p_0(Y_n)} & \text{if } U_n = j \\ \frac{1}{M} \log \frac{p_1(Y_n)}{p_0(Y_n)} & \text{if } U_n \neq j \end{array} \right.$$  

(52)

For convenience, define

$$m(s) = \mathbb{E}_0 \left[ \exp \left( \frac{s(M - 1)}{M} \log \frac{p_1(Y_n)}{p_0(Y_n)} \right) \right],$$

(53)

$$\tilde{m}(s) = \mathbb{E}_0 \left[ \exp \left( \frac{s}{M} \log \frac{p_1(Y_n)}{p_1(Y_n)} \right) \right].$$

(54)

Notice that the strategy DAS described earlier is equivalent to selecting the component $j$ with least $\zeta_n(j)$ at time $n+1$. Let

$$\tilde{j}_n = \arg \min_{j \in \mathcal{U}} \zeta_n(j).$$

(55)

We have

$$-H(\beta^*, \tilde{\rho}_{n+1}) = -\log \sum_{j \in \mathcal{U}} \exp(-\zeta_n(j)).$$

(56)

Therefore, for $0 \leq s \leq 1$,

$$\mathbb{E}_0^g \exp[sH(\beta^*, \tilde{\rho}_{n+1})] = \mathbb{E}_0^g \left( \sum_{j \in \mathcal{U}} \exp(-\zeta_n(j)) \right)^s$$

(57)

$$= \mathbb{E}_0^g \left( \sum_{j \in \mathcal{U}} \exp(-s\zeta_n(j))^{1/s} \right)^s$$

(58)

Inequality (a) holds because $\|\cdot\|^{1/s} \leq \|\cdot\|_1$. Further, we have

$$\sum_{j \in \mathcal{U}} \mathbb{E}_0^g [\exp(-s\zeta_n(j))]$$

(59)

$$\geq \mathbb{E}_0^g \left[ \sum_{j \in \mathcal{U}} \exp(-s\zeta_n(j)) \right] \mathbb{E}_0^g[\exp(-s(\zeta_n+1(j) - \zeta_n)) | I_{n+1}]$$

(60)

where (a) follows from the tower property of conditional expectation and the fact that $\zeta_n(j)$ is measurable w.r.t. $I_{n+1}$. Let

$$\varrho_n = \frac{\exp(-s\zeta_n(\tilde{j}_n))}{\sum_{j \in \mathcal{U}} \exp(-s\zeta_n(j))} \geq \frac{1}{M}.$$  

(61)
Therefore, there exists an $s$ based on a first-order Taylor approximation at $s = 0$.

**Proof.**

We can conclude that

$$\exp(-s\zeta_n(j)) = \max_{j \in \mathcal{U}} \exp(-s\zeta_n(j)) \leq \frac{1 + \delta}{1 + \delta - M\delta}. \quad (64)$$

Combining the two facts stated above, we have

$$\sum_{j \in \mathcal{U}} \exp(-s\zeta_n(j)) \leq (M - 1) \exp(-s\zeta_n(j)) + 1. \quad (65)$$

Then

$$\frac{1 + \delta}{M} \geq \sum_{j \in \mathcal{U}} \exp(-s\zeta_n(j)) \geq \frac{1 + \delta}{(M - 1) \exp(-s\zeta_n(j)) + 1} \quad \Rightarrow \quad \max_{j \in \mathcal{U}} \exp(-s\zeta_n(j)) \leq \frac{1 + \delta}{1 + \delta - M\delta}. \quad (66)$$

This concludes the proof of the lemma. \[\square\]

**Lemma 9.** There exist constants $0 < s^* < 1$ and $0 < \varsigma < 1$ such that if $\theta_n > \frac{1 + \delta}{M}$, then $\theta_n m(s^*) + (1 - \theta_n) \bar{m}(s^* < \varsigma$.

**Proof.** Based on a first-order Taylor approximation at $s = 0$, we can conclude that

$$m(s) = 1 - s \left(\frac{M - 1}{M}\right)D + o(s) \quad (68)$$

$$\bar{m}(s) = 1 + s \left\frac{D\delta}{M} + o(s). \quad (69)$$

Therefore, there exists a neighborhood of $s$ around 0 such that $m(s) < \bar{m}(s)$. Hence, in this neighborhood $\theta_n m(s) + (1 - \theta_n) \bar{m}(s)$ is a decreasing function of $\theta_n$ for fixed value of $s$.

Further,

$$\theta_n m(s) + (1 - \theta_n) \bar{m}(s) = 1 + s \left\frac{D\delta}{M} - \theta_n \right + o(s). \quad (70)$$

For $\theta_n = \frac{1 + \delta}{M}$, the RHS in the expression above is

$$1 - s \left\frac{D\delta}{M} + o(s. \quad (71)$$

Therefore, there exists an $s^*$ such that

$$\varsigma \equiv \frac{1 + \delta}{M} m(s^*) + \left(1 - \frac{1 + \delta}{M}\right) \bar{m}(s^*) < 1. \quad (72)$$

Hence, for every $\theta_n > \frac{1 + \delta}{M}$, $\theta_n m(s^*) + (1 - \theta_n) \bar{m}(s^*) < \varsigma < 1$. This concludes the proof of the lemma. \[\square\]

Henceforth, the value of $s$ is assigned to be $s^*$ defined in the proof of Lemma 9. Based on Lemmas 8 and 9, we can consider the following cases:

1) $\theta_n \leq \frac{1 + \delta}{M}$: In this case, we can conclude using Lemma 8 that

$$\exp(-s\zeta_n(j)) m(s) + \sum_{j \neq j_n} \exp(-s\zeta_n(j)) \bar{m}(s) \quad (73)$$

$$\leq \left(1 + \delta \right) \left( m(s) + (M - 1) \bar{m}(s) \right) \equiv K. \quad (74)$$

2) $\theta_n > \frac{1 + \delta}{M}$: In this case, we can conclude using Lemma 9 that

$$\exp(-s\zeta_n(j)) m(s) + \sum_{j \neq j_n} \exp(-s\zeta_n(j)) \bar{m}(s) \quad (75)$$

$$< \varsigma \left( \sum_{j \in \mathcal{U}} \exp(-s\zeta_n(j)) \right) \quad (76)$$

Therefore, we have

$$\exp(-s\zeta_n(j)) m(s) + \sum_{j \neq j_n} \exp(-s\zeta_n(j)) \bar{m}(s) \quad (77)$$

$$< \varsigma \sum_{j \in \mathcal{U}} \exp(-s\zeta_n(j)) \quad (78)$$

This, using the result above and (60), we can conclude that

$$\sum_{j \in \mathcal{U}} E_\theta^* \exp(-s\zeta_{n+1}(j)) < K + \varsigma \sum_{j \in \mathcal{U}} E_\theta^* \exp(-s\zeta_n(j)). \quad (79)$$

Using the result (79) inductively and combining it with (58), we have

$$E_\theta^* \exp[sH(\beta^*, \rho_{N+1})] \leq M \varsigma^N + \sum_{n=1}^N K \varsigma^{N-n} \quad (80)$$

$$\leq M + \frac{K}{1 - \varsigma} \equiv K'. \quad (81)$$

**Chernoff Bound:** We can use the Chernoff bound [18] to conclude that

$$P_\theta^* [-D(\beta^*||\rho_{n+1}) < \theta_{N,1}] \quad (82)$$

$$= P_\theta^* [\log M - H(\beta^*, \rho_{N+1}) < \theta_{N,1}] \quad (83)$$

$$\leq \exp(s(\theta_{N,1} - \log M)) E_\theta^* \exp[sH(\beta^*, \rho_{N+1})] \quad (84)$$

$$\leq \exp(s(\theta_{N,1} - \log M)) \left(M + \frac{K}{1 - \varsigma}\right) \quad (85)$$

$$\equiv \epsilon_N \eta, \quad (86)$$

where

$$\theta_{N,1} \equiv \frac{1}{s^*} \log \frac{\epsilon_N}{\eta K'}, \log M = -O \left(\log \frac{\eta}{\epsilon_N}\right). \quad (87)$$

This concludes our argument that the condition (43) is satisfied.

**Remark 5.** We would like to emphasize that the constants in the logarithmic term such as $\delta, s^*$ etc. need to be chosen.
appropriately and at this point it is not clear how one might
determine these constants in general. It remains to be inves-
tigated how tight the bound obtained herein would be once
these constants are obtained.