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Abstract. Let \( \mu \) and \( \nu \) be probability measures in the complex plane, and let \( p \) and \( q \) be independent random polynomials of degree \( n \), whose roots are chosen independently from \( \mu \) and \( \nu \), respectively. Under assumptions on the measures \( \mu \) and \( \nu \), the limiting distribution for the zeros of the sum \( p + q \) was computed by Reddy and the third author [J. Math. Anal. Appl. 495 (2021) 124719] as \( n \to \infty \). In this paper, we generalize and extend this result to the case where \( p \) and \( q \) have different degrees. In this case, the logarithmic potential of the limiting distribution is given by the pointwise maximum of the logarithmic potentials of \( \mu \) and \( \nu \), scaled by the limiting ratio of the degrees of \( p \) and \( q \). Additionally, our approach provides a complete description of the limiting distribution for the zeros of \( p + q \) for any pair of measures \( \mu \) and \( \nu \), with different limiting behavior shown in the case when at least one of the measures fails to have a logarithmic moment.

1. Introduction

Given monic polynomials \( p \) and \( q \), what can be said about the roots of \( p + q \)? While this question has been explored previously [5, 8, 18, 19, 20, 27, 32, 35, 36, 37], especially when \( p \) and \( q \) are deterministic, the goal of this paper is to settle this question for certain classes of random polynomials.

Motivated by the results of Reddy and the third author [22], this paper focuses on a model of random polynomials with independent and identically distributed (iid) roots. Namely, we consider monic polynomials (in a single complex variable) of the form

\[
p_n(z) := \prod_{i=1}^{n} (z - X_i),
\]

where the roots \( X_1, \ldots, X_n \) are iid random variables in the complex plane. Various properties of \( p_n \) have been studied by a number of authors, see [4, 6, 10, 14, 15, 23, 24, 25, 29, 33] and references therein.

The results in [22] describe zeros of sums of random polynomials in this class. Specifically, let

\[
p_n(z) := \prod_{i=1}^{n} (z - X_i), \quad q_n(z) := \prod_{j=1}^{n} (z - Y_j)
\]

be two independent random polynomials of degree \( n \), whose roots \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_n \) are chosen independently from probability measures \( \mu \) and \( \nu \) in the complex plane, respectively. The main results of [22] describe the limiting distribution for the zeros of the sum \( p + q \) as \( n \to \infty \) in terms of the logarithmic potentials.
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of $\mu$ and $\nu$ under certain assumptions on the measures $\mu$ and $\nu$. More generally, the results in [22] apply to sums of $m$ independent random polynomials when $m$ is fixed and $n$ tends to infinity. In order to state these results, we must first introduce some definitions and notation.

Let $\mathcal{P}(\mathbb{C})$ be the set of probability measures on $\mathbb{C}$. We let $\mathcal{P}_{\log^+}(\mathbb{C})$ denote the set of $\mu \in \mathcal{P}(\mathbb{C})$ such that
\[
\int_{\mathbb{C}} \log^+ |w| \, d\mu(w) < \infty,
\]
where
\[
\log^+ x = \begin{cases} 
0, & 0 \leq x \leq 1, \\
\log x, & x \geq 1,
\end{cases}
\]
for $x \geq 0$. That is, $\mathcal{P}_{\log^+}(\mathbb{C})$ consists of the probability measures on $\mathbb{C}$ which integrate $\log |\cdot|$ in a neighborhood of infinity.

**Definition 1.1.** The logarithmic potential $U_\mu$ of $\mu \in \mathcal{P}_{\log^+}(\mathbb{C})$ is the function $U_\mu : \mathbb{C} \to [-\infty, +\infty)$ defined for all $z \in \mathbb{C}$ by
\[
U_\mu(z) := \int_{\mathbb{C}} \log |z - w| \, d\mu(w).
\]

For a measure $\mu \in \mathcal{P}(\mathbb{C})$, we let $\text{supp}(\mu) \subset \mathbb{C}$ denote the support of $\mu$; $\mu$ is said to be compactly supported if $\text{supp}(\mu)$ is compact. Let $\lambda$ denote the Lebesgue measure on $\mathbb{C}$, and let $C_c^\infty(\mathbb{C})$ denote the set of all smooth functions $\varphi : \mathbb{C} \to \mathbb{C}$ with compact support.

**Theorem 1.2** (Theorem 1.10 in [22]). Let $m \geq 2$ be a fixed integer, and assume $\mu_1, \ldots, \mu_m \in \mathcal{P}(\mathbb{C})$ have compact support. Assume for each $1 \leq k \leq m-1$, the measure $\mu_k$ is not supported on a circle\(^1\). Let $\{X_{i,k} : 1 \leq k \leq m, i \geq 1\}$ be a collection of independent random variables so that $X_{i,k}$ has distribution $\mu_k$ for each $i \geq 1$. For each $n \geq 1$, define the degree $n$ polynomials
\[
p_{n,k}(z) := \prod_{i=1}^{n} (z - X_{i,k}), \quad 1 \leq k \leq m.
\]
Then there exists a (deterministic) probability measure $\rho$ on $\mathbb{C}$ so that, for any $\varphi \in C_c^\infty(\mathbb{C})$,
\[
\frac{1}{n} \sum_{i=1}^{n} \varphi(z_{i}^{(n)}) \longrightarrow \int_{\mathbb{C}} \varphi \, d\rho
\]
in probability as $n \to \infty$, where $z_1^{(n)}, \ldots, z_n^{(n)}$ are the zeros of the sum $\sum_{k=1}^{m} p_{n,k}$. Here, $\rho$ depends only on $\mu_1, \ldots, \mu_m$ and is uniquely defined by the condition that
\[
\int_{\mathbb{C}} \varphi \, d\rho = \frac{1}{2\pi} \int_{\mathbb{C}} \Delta \varphi(z) \left( \max_{1 \leq k \leq m} U_{\mu_k}(z) \right) \, d\lambda(z) \text{ for all } \varphi \in C_c^\infty(\mathbb{C}).
\]

\(^1\)A measure $\mu \in \mathcal{P}(\mathbb{C})$ is said to be supported on a circle if there exists $z_0 \in \mathbb{C}$ and $r \geq 0$ so that $\text{supp}(\mu) \subset \{z \in \mathbb{C} : |z - z_0| = r\}$. 
1.1. Contributions of this paper. Our main results generalize Theorem 1.2 in several key ways:
- We allow the polynomials $p_{n,1}, \ldots, p_{n,m}$ to have different degrees. That is, we consider polynomials of the form
  \[ p_{n,k}(z) := \prod_{i=1}^{n_k} (z - X_{i,k}), \quad 1 \leq k \leq m, \]
  where $\{n_1\}_{n \geq 1}, \ldots, \{n_m\}_{n \geq 1}$ are sequences of natural numbers, indexed by $n$ (so that $n_k = n_k(n)$). We assume that $n_1 = n \geq n_k$ for each $2 \leq k \leq m$ and all natural numbers $n$. Our main result does not require that the sequences $\{n_2\}_{n \geq 1}, \ldots, \{n_m\}_{n \geq 1}$ tend to infinity with $n$; in fact, even when these sequences do not tend to infinity, they can still influence the limiting distribution of the zeros of the sum (see Example 1.5 below).
- Theorem 1.2 makes two key assumptions about the measure $\mu_1, \ldots, \mu_m$: it requires the measures be compactly supported and not supported on circles. These technical assumptions were required due to the proof method used in [22]. The proof given in this paper is substantially different than that given in [22], and we do not require any assumptions about the support of the measures. In particular, we observe a new phenomenon, where the behavior of the roots of the sum depends on how heavy-tailed the measures $\mu_1, \ldots, \mu_m$ are (see Section 1.2.2).

1.2. Main results. Our main results are divided into two theorems: the first theorem captures the behavior of the zeros of the sum when $\mu_1, \ldots, \mu_m \in \mathcal{P}_{\log^+}(\mathbb{C})$ (which we call the light-tailed case) and the second case describes a different behavior when $\mu_k \in \mathcal{P}(\mathbb{C}) \setminus \mathcal{P}_{\log^+}(\mathbb{C})$ for some $k$ (which we call the heavy-tailed case). We begin with a definition.

**Definition 1.3** (Weak convergence of (random) probability measures). Let $\{\rho_n\}_{n \geq 1}$ be a sequence of deterministic probability measures on $\mathbb{C}$, and let $\rho \in \mathcal{P}(\mathbb{C})$ be deterministic. We say $\rho_n$ converges weakly to $\rho$ if, for all continuous and bounded functions $\varphi : \mathbb{C} \rightarrow \mathbb{C}$,

\[
\int_{\mathbb{C}} \varphi \, d\rho_n \longrightarrow \int_{\mathbb{C}} \varphi \, d\rho
\]
as $n \rightarrow \infty$. We say a sequence $\{\rho_n\}_{n \geq 1}$ of random probability measures on $\mathbb{C}$ converges weakly in probability (respectively almost surely) to a deterministic measure $\rho \in \mathcal{P}(\mathbb{C})$ if, for each continuous and bounded function $\varphi : \mathbb{C} \rightarrow \mathbb{C}$, the convergence in (1) holds in probability (respectively almost surely) as $n \rightarrow \infty$.

1.2.1. The light-tailed case. Let $\mu_1, \ldots, \mu_m \in \mathcal{P}_{\log^+}(\mathbb{C})$, and let $\{X_{i,k} : 1 \leq k \leq m, i \geq 1\}$ be a collection of independent complex-valued random variables so that $X_{i,k}$ has distribution $\mu_k$ for all $1 \leq k \leq m$ and $i \geq 1$. We consider polynomials of the form

\[
p_{n,k}(z) := \prod_{i=1}^{n_k} (z - X_{i,k}), \quad 1 \leq k \leq m,
\]
where $\{n_1\}_{n \geq 1}, \ldots, \{n_m\}_{n \geq 1}$ are sequences of natural numbers, indexed by $n$ (so that $n_k = n_k(n)$). We assume $n_1 := n \geq n_k$ for all $2 \leq k \leq m$ and for every natural number $n$. 
Our main result below describes the limiting distribution of the zeros of the sum \( \sum_{k=1}^{m} p_{n,k} \). By the assumptions above, it follows that \( \sum_{k=1}^{m} p_{n,k} \) is always a degree \( n \) polynomial and so has \( n \) zeros, which we denote as \( z_{1}^{(n)}, \ldots, z_{n}^{(n)} \). We let

\[
\rho_{n} := \frac{1}{n} \sum_{i=1}^{n} \delta_{z_{i}}
\]

be the empirical measure constructed from the zeros of the sum \( \sum_{k=1}^{m} p_{n,k} \); here, \( \delta_{z} \) denotes the point mass at \( z \) in the complex plane. Unlike the case when all the polynomials have the same degree (Theorem 1.2), the case when the polynomials have different degrees requires several new parameters. These new parameters are \( c_{1}, \ldots, c_{m} \in [0, 1] \) and are defined by the limiting ratio of the degrees:

\[
c_{k} := \lim_{n \to \infty} \frac{n_{k}}{n}, \quad 1 \leq k \leq m,
\]

where we assume the limits in (4) exist. In particular, it is always the case that \( c_{1} = 1 \) since \( n_{1} := n \) for all natural numbers \( n \). As an example, if \( m = 3 \) and we have \( n_{1} = n, n_{2} = \lfloor \sqrt{n} \rfloor \), and \( n_{3} = \lfloor n/2 \rfloor \) for all \( n \), then \( c_{1} = 1, c_{2} = 0, \) and \( c_{3} = 1/2 \).

Our first main result below shows that the limiting distribution for \( \rho_{n} \) depends only on the measures \( \mu_{1}, \ldots, \mu_{m} \) and the limiting ratios \( c_{1}, \ldots, c_{m} \).

**Theorem 1.4** (Main result: light-tailed case). Let \( m \geq 2 \) be a fixed integer, and assume \( \mu_{1}, \ldots, \mu_{m} \in \mathcal{P}_{\log^{+}}(\mathbb{C}) \). Let \( \{X_{i,k} : 1 \leq k \leq m, i \geq 1\} \) be a collection of independent random variables so that \( X_{i,k} \) has distribution \( \mu_{k} \) for each \( i \geq 1 \). For each \( n \geq 1 \), define the polynomials \( p_{n,k} \) as in (2), where \( \{n_{1} \}_{n \geq 1}, \ldots, \{n_{m} \}_{n \geq 1} \) are sequences of natural numbers, indexed by \( n \), so that \( n_{1} := n \geq n_{k} \) for each \( 2 \leq k \leq m \) and for all natural numbers \( n \). In addition, assume the limits in (4) hold for some \( c_{1}, \ldots, c_{m} \in [0, 1] \); for each \( 1 \leq k \leq m \), if the sequence \( \{n_{k} \}_{n \geq 1} \) is unbounded, assume \( \mu_{k} \) is non-degenerate. For each \( n \geq 1 \), let \( \rho_{n} \) be the empirical measure defined in (3), where \( z_{1}^{(n)}, \ldots, z_{n}^{(n)} \) are the zeros of the sum \( \sum_{k=1}^{m} p_{n,k} \). Then there exists a (deterministic) probability measure \( \rho \) on \( \mathbb{C} \) so that \( \rho_{n} \) converges weakly to \( \rho \) in probability as \( n \to \infty \). Here, \( \rho \) depends only on \( \mu_{1}, \ldots, \mu_{m} \) and \( c_{1}, \ldots, c_{m} \) and is uniquely defined by the condition that

\[
\int_{\mathbb{C}} \varphi \, d\rho = \frac{1}{2\pi} \int_{\mathbb{C}} \Delta \varphi(z) \left( \max_{1 \leq k \leq m} c_{k} U_{\mu_{k}}(z) \right) \, d\lambda(z) \quad \text{for all } \varphi \in C^{\infty}_{c}(\mathbb{C}),
\]

where we use the convention that \( c_{k} U_{\mu_{k}}(z) = 0 \) for all \( z \in \mathbb{C} \) if \( c_{k} = 0 \).

We make a few remarks concerning Theorem 1.4. First, in the case where \( n_{1} = n_{2} = \cdots = n_{m} = n \), it follows that \( c_{1} = c_{2} = \cdots = c_{m} = 1 \), and we recover a generalized version of Theorem 1.2 which makes no assumptions about the supports of the measures \( \mu_{1}, \ldots, \mu_{m} \). Second, the defining relation for \( \rho \) given in (5) implies that the function \( U_{\mu}(z) := \max_{1 \leq k \leq m} c_{k} U_{\mu_{k}}(z) \) is the logarithmic potential of \( \rho \). In fact, we can write (5) as

\[
\rho = \frac{1}{2\pi} \Delta U,
\]

where the Laplacian is interpreted in the distributional sense (see Section 3.7 in [28]). Third, while it might be tempting to conjecture that only the highest degree polynomials in the sum affect the limiting distribution, as the following example shows, this is not the case.
Example 1.5. Consider Theorem 1.4 in the case where \( m = 2 \), \( \mu_1 \) is the uniform probability measure on the unit disk in the complex plane centered at the origin, and \( \mu_2 \) is the uniform probability measure on the unit disk centered at 2. Let \( n_1 := n \) for each \( n \in \mathbb{N} \), and let \( n_2 \) be any sequence of natural numbers indexed by \( n \) chosen so that \( \lim_{n \to \infty} \frac{n_2}{n} = 0 \) (in particular, this includes the case where \( n_2 \) is constant). Define the polynomials \( p_{n,1} \) and \( p_{n,2} \) as in (2).

Since the degree of \( p_{n,2} \) is significantly smaller than the degree of \( p_{n,1} \), it might be natural to conjecture that the limiting distribution for the roots of the sum \( p_{n,1} + p_{n,2} \) is given by \( \mu_1 \). However, this is not the case (even when \( n_2 = 1 \) for all \( n \)). In this case, the limiting distribution for the zeros of \( p_{n,1} + p_{n,2} \) is given by the uniform probability measure on the unit circle centered at the origin. To see this, note that for every \( z \in \mathbb{C} \),

\[
U_{\mu_1}(z) = \begin{cases} 
\log |z|, & \text{if } |z| > 1, \\
\frac{1}{2}(|z|^2 - 1), & \text{if } |z| \leq 1,
\end{cases}
\]

see for instance [31], and \( c_2 U_{\mu_2}(z) = 0 \) since \( c_2 = 0 \). It follows that

\[
U(z) := \max\{U_{\mu_1}(z), 0\} = \begin{cases} 
\log |z|, & \text{if } |z| > r \\
0, & \text{if } |z| \leq r.
\end{cases}
\]

Using the mean value property for harmonic functions, \( U \) can be seen to be equal almost everywhere to the logarithmic potential of the uniform probability measure on the unit circle centered at the origin. Thus, by uniqueness of the logarithmic potential (see, for instance, Lemma 4.1 from [3]), it follows that the resultant measure \( \rho \) given in Theorem 1.4 is the uniform probability measure on the unit circle centered at the origin. A numerical simulation of this example is shown in Figure 1.

Example 1.6. Consider Theorem 1.4 in the case where \( m = 2 \), \( \mu_1 \) is the uniform probability measure on the unit circle in the complex plane centered at the origin, and \( \mu_2 \) is the uniform probability measure on the circle centered at the origin with radius \( r \geq 1 \). Let \( n_1 := n \) for each \( n \in \mathbb{N} \), and let \( n_2 \) be any sequence of natural numbers indexed by \( n \) chosen so that \( \lim_{n \to \infty} \frac{n_2}{n} = c \in [0, 1] \). Define the polynomials \( p_{n,1} \) and \( p_{n,2} \) as in (2).

It follows from the mean value property for harmonic functions that

\[
U_{\mu_1}(z) = \begin{cases} 
\log |z|, & \text{if } |z| > 1, \\
0, & \text{if } |z| \leq 1,
\end{cases}
\]

and

\[
U_{\mu_2}(z) = \begin{cases} 
\log |z|, & \text{if } |z| > r, \\
\log r, & \text{if } |z| \leq r.
\end{cases}
\]

Thus, we have that

\[
U(z) := \max\{U_{\mu_1}(z), cU_{\mu_2}(z)\} = \begin{cases} 
\log |z|, & \text{if } |z| > r^c, \\
\log r^c, & \text{if } |z| \leq r^c.
\end{cases}
\]
Figure 1. A numerical simulation of Example 1.5. The red squares represent the roots of $p_{n,1}$, which are uniform on the unit disk centered at the origin. In this simulation, $p_{n,1}$ has degree 300. The blue circles represent the roots of $p_{n,2}$, which are uniform on the unit disk centered at 2. In this simulation, $p_{n,2}$ has degree 25. The black crosses represent the roots of the sum $p_{n,1} + p_{n,2}$.

Therefore, it follows again from the mean value property for harmonic functions that the resultant measure $\rho$ given in Theorem 1.4 is the uniform probability measure on the circle of radius $r^c$ centered at the origin.

1.2.2. Heavy-tailed case. We now consider the case when one of the measures $\mu_1, \ldots, \mu_m$ is not in $\mathcal{P}_{\log^+}(\mathbb{C})$. For simplicity, we focus on the case of only two polynomials, both having degree $n$. To this end, let $\mu \in \mathcal{P}(\mathbb{C}) \setminus \mathcal{P}_{\log^+}(\mathbb{C})$ and $\nu \in \mathcal{P}(\mathbb{C})$. For each $n \geq 1$, define the random polynomials

$$p_n(z) := n \prod_{j=1}^n (z - X_j), \quad q_n(z) := n \prod_{j=1}^n (z - Y_j),$$

where $X_1, Y_1, X_2, Y_2, \ldots$ is a sequence of independent random variables so that $X_j$ has distribution $\mu$ and $Y_j$ has distribution $\nu$ for each $j \geq 1$. We are again interested in the the roots $z_1^{(n)}, \ldots, z_n^{(n)}$ of the sum $p_n + q_n$. In this case, the limiting behavior of the roots is determined by whichever measure, $\mu$ or $\nu$, has heavier tails. To this end, recall that the Mahler measure $M(f)$ of a monic polynomials $f(z) = \prod_{j=1}^n (z - \alpha_j)$ is given by

$$M(f) := \prod_{j=1}^n \max\{|\alpha_j|, 1\},$$

and define

$$S_n := \frac{1}{n} (\log M(p_n) - \log M(q_n))$$
to be the normalized difference of the logarithmic Mahler measures of \( p_n \) and \( q_n \). Notice that \( \log M(p_n) \) is the sum of iid random variables. However, the law of large numbers is not applicable here since \( \mu \notin \mathcal{P}_{\log^+}(\mathbb{C}) \).

It follows from the results in [7, 17] that \( S_n \) satisfies exactly one of the following three cases:

(i) with probability 1, \( \lim S_n = +\infty \);
(ii) with probability 1, \( \lim S_n = -\infty \); or
(iii) with probability 1, \( \limsup S_n = +\infty \) and \( \liminf S_n = -\infty \).

We refer to these three possibilities as cases (i), (ii), and (iii). Our main result in this setting is the following.

**Theorem 1.7** (Main result: heavy-tailed case). Let \( \mu \in \mathcal{P}(\mathbb{C}) \setminus \mathcal{P}_{\log^+}(\mathbb{C}) \) and \( \nu \in \mathcal{P}(\mathbb{C}) \). Let \( X_1, Y_1, X_2, Y_2, \ldots \) be a sequence of independent random variables so that \( X_j \) has distribution \( \mu \) and \( Y_j \) has distribution \( \nu \) for each \( j \geq 1 \). For each \( n \geq 1 \), define the polynomials \( p_n \) and \( q_n \) as in (6), and let

\[
\rho_n := \frac{1}{n} \sum_{j=1}^{n} \delta_{z_j^{(n)}}
\]

be the empirical measure constructed from the roots \( z_1^{(n)}, \ldots, z_n^{(n)} \) of \( p_n + q_n \). The following convergence results hold depending on whether \( S_n := \frac{1}{n} (\log M(p_n) - \log M(q_n)) \) satisfies case (i), (ii), or (iii):

(1) If case (i) holds, then \( \rho_n \) converges weakly almost surely to \( \mu \) as \( n \to \infty \).
(2) If case (ii) holds, then \( \rho_n \) converges weakly almost surely to \( \nu \) as \( n \to \infty \).
(3) If case (iii) holds, then, with probability 1, there is a subsequence along which \( \rho_n \) converges weakly to \( \mu \) and a separate subsequence along which \( \rho_n \) converges weakly to \( \nu \).

In cases (i) and (ii), one of the Mahler measures dominates the other, and Theorem 1.7 shows that the zeros of the sum behave like those of the dominating polynomial; this behavior is not seen in Theorem 1.4 when the measures \( \mu_1, \ldots, \mu_m \) have lighter tails. Interestingly, in case (iii) when \( \mu \neq \nu \), Theorem 1.7 shows that, with probability 1, \( \rho_n \) does not converge weakly. A numerical simulation of Theorem 1.7 is shown in Figure 2.

Theorem 1.7 is only stated for the case of two polynomials \( (m = 2) \) where both polynomials have the same degree. When the polynomials no longer have the same degree or \( m \geq 3 \) one can no longer guarantee the three simple cases of (i), (ii) and (iii). One can still apply Proposition 5.3—or a natural generalization to the \( m \geq 3 \) case—to handle specific cases when \( m \geq 3 \) or the polynomials are of different degrees, but we make no effort to classify all cases as we do in Theorem 1.7. As an example, if \( m \geq 3 \) and one Mahler measure dominates all others, then one can adapt Proposition 5.3 to show that the corresponding measure of the dominant Mahler measure determines the limit.

1.3. **Outline of the paper.** The rest of the paper is devoted to the proofs of Theorems 1.4 and 1.7. An overview of the proofs—along with a description of all the notation used in the paper—is presented in Section 2. The main technical
Figure 2. A numerical simulation of Theorem 1.7. The red squares represent the roots of $p_n$, which are chosen with respect to a rotationally symmetric distribution that does not have a logarithmic moment. The blue circles are the roots of $q_n$, which are chosen according to the standard complex Gaussian distribution. Both polynomials have degree 200. The black crosses represent the roots of the sum $p_n + q_n$. The image was cropped and does not display the largest roots (in magnitude) of $p_n$ or $p_n + q_n$.

lemmas which establish Theorem 1.4 are presented in Sections 3 and 4. Theorem 1.7 is proved in Section 5. The appendix contains some auxiliary results.
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2. Notation and an overview of the proofs

In this section, we give an overview of the proofs of Theorems 1.4 and 1.7. We begin with a description of the notation used throughout the paper.

2.1. Notation. Unless otherwise noted, asymptotic notation (such as $O$, $o$, $\ll$) is used under the assumption that $n \to \infty$. For example, $X = O(Y)$ and $X \ll Y$ denote the bound $|X| \leq CY$ for some constant $C > 0$ and all $n > C$, where $C$
is independent of \( n \). Subscripts such as \( X = O_k(Y) \) indicate that the constant \( C \) depends on some parameter \( k \), but \( C \) may depend on the measures \( \mu_1, \ldots, \mu_m \) (alternatively, \( \mu \) and \( \nu \)) without denoting this dependence. We use \( X = o(Y) \) if \( \lim_{n \to \infty} a_n = 0 \). We define the open disk of radius \( r > 0 \) centered at \( z \in \mathbb{C} \) to be
\[
B(z, r) := \{ w \in \mathbb{C} : |z - w| < r \},
\]
and set \( B(r) := B(0, r) \). We let \( \partial B \) be the boundary of \( B \subset \mathbb{C} \). We will use \( i \) to denote the imaginary unit. We also sometimes use \( i \) as index; the reader will be able to tell the difference between these two uses of \( i \) by context.

For a finite set \( S \), we let \( |S| \) denote its cardinality. For \( n \in \mathbb{N}, [n] = \{1, \ldots, n\} \) is the discrete interval.

We let \( \log(\cdot) \) be the natural logarithm. Let
\[
\log_+ x = \begin{cases} 
|\log x|, & 0 \leq x \leq 1, \\
0, & x \geq 1,
\end{cases}
\quad \text{and} \quad
\log_- x = \begin{cases} 
0, & 0 \leq x \leq 1, \\
\log x, & x \geq 1,
\end{cases}
\]
denote the negative and positive parts of the logarithm. Note that \( \log_- 0 = +\infty \).

Let \( \mathcal{P}(\mathbb{C}) \) be the set of probability measures on \( \mathbb{C} \). We let \( \mathcal{P}_{\log_+}(\mathbb{C}) \) denote the set of \( \mu \in \mathcal{P}(\mathbb{C}) \) such that
\[
\int_{\mathbb{C}} \log_+ |w| \, d\mu(w) < \infty.
\]

Let \( C_c^\infty(\mathbb{C}) \) denote the set of all smooth functions \( \varphi : \mathbb{C} \to \mathbb{C} \) with compact support; \( \text{supp}(\varphi) \) will denote the support of \( \varphi \). The Lebesgue measure on \( \mathbb{C} \) is denoted by \( \lambda \). Unless otherwise noted, “almost all” and “almost everywhere” are with respect to the Lebesgue measure \( \lambda \). When a sequence of probability measures or random variables is tight, we will sometimes say the sequence is “bounded in probability.”

2.2. Overview of the proof of Theorem 1.7. The proof of Theorem 1.7 is based on Rouché’s theorem (see Exercise 24 in Chapter 10 of [30] for the general form of Rouché’s theorem used in the proof). Suppose case (i) holds. Recall that this means, with probability 1, \( \lim_{n \to \infty} S_n = +\infty \), where \( S_n \) is defined in (8). This means the Mahler measure of \( p_n \) dominates the Mahler measure of \( q_n \). Since the Mahler measure is formed from the roots, we use this domination to show that
\[
|p_n(z)| > |q_n(z)|
\]
for a sufficiently rich class of points \( z \in \mathbb{C} \) and all \( n \) sufficiently large. In fact, for a class of Borel sets \( B \subset \mathbb{C} \), we show that (9) holds for all \( z \in \partial B \). Hence, by Rouché’s theorem, \( p_n \) and \( p_n + q_n \) have the same number of zeros in \( B \). Since the empirical measure constructed from the roots of \( p_n \) converges weakly almost surely to \( \mu \) as \( n \to \infty \), it will follow that \( \rho_n \) also converges weakly to \( \mu \) almost surely.

Case (ii) follows a similar argument.

When case (iii) holds, with probability 1, there is a subsequence under which \( S_n \) converges to \( +\infty \) and a separate subsequence under which \( S_n \) converges to \( -\infty \). We apply a similar Rouché’s theorem argument as above to each of these subsequences. The proof of Theorem 1.7 is presented in Section 5.
2.3. Proof of Theorem 1.4. We now outline the proof of Theorem 1.4 and its main technical lemmas. In fact, using these lemmas, we will complete the proof of Theorem 1.4; the technical lemmas are proved later in Sections 2.4, 3, and 4.

For any smooth and compactly supported function \( \varphi : \mathbb{C} \to \mathbb{C} \), it follows from Section 2.4.1 of [13] that

\[
\sum_{i=1}^{n} \varphi(z_i^{(n)}) = \frac{1}{2\pi} \int_{\mathbb{C}} \Delta \varphi(z) \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| d\lambda(z).
\]

Our goal is to show that

\[
\frac{1}{n} \int_{\mathbb{C}} \Delta \varphi(z) \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| d\lambda(z) \rightarrow \int_{\mathbb{C}} \Delta \varphi(z) \left( \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \right) d\lambda(z)
\]

in probability as \( n \rightarrow \infty \). This convergence will be established via the following dominated convergence theorem due to Tao and Vu [34].

**Lemma 2.1** (Dominated convergence; Lemma 3.1 from [34]). Let \((X, \rho)\) be a finite measure space. For integers \( n \geq 1 \), let \( f_n : X \to \mathbb{R} \) be random functions which are jointly measurable with respect to \( X \) and the underlying probability space. Assume that:

1. (uniform integrability) there exists \( \delta > 0 \) such that \( \int_X |f_n(x)|^{1+\delta} d\rho(x) \) is bounded in probability (resp., almost surely);
2. (pointwise convergence) for \( \rho \)-almost every \( x \in X \), \( f_n(x) \) converges in probability (resp., almost surely) to zero.

Then \( \int_X f_n(x) d\rho(x) \) converges in probability (resp., almost surely) to zero.

In view of Lemma 2.1, the two main steps of the proof of Theorem 1.4 are contained in the following lemmata.

**Lemma 2.2.** There is a measurable set \( F \subset \mathbb{C} \) with \( \lambda(F) = 0 \) so that, for all \( z \in \mathbb{C} \setminus F \), \( \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \) is finite and

\[
\frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| \rightarrow \max_{1 \leq k \leq m} c_k U_{\mu_k}(z)
\]

in probability as \( n \rightarrow \infty \).

**Lemma 2.3.** For each \( r > 0 \), the sequence

\[
\left\{ \frac{1}{n^2} \int_{B(r)} \left( \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| \right)^2 d\lambda(z) \right\}_{n \geq 1}
\]

is bounded in probability.

**Lemma 2.4.** Let \( U(z) := \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \). Then for each \( r > 0 \), we have

\[
\int_{B(r)} U^2(z) d\lambda(z) < \infty.
\]

With these results in hand, we can now complete the proof of Theorem 1.4.
Proof of Theorem 1.4. Let \( \varphi : \mathbb{C} \to \mathbb{C} \) be a smooth and compactly supported function. Let \( r > 0 \) be sufficiently large so that the support of \( \varphi \) is contained in \( B(r) \). Define

\[
f_n(z) := \Delta \varphi(z) \left( \frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| - \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \right).
\]

Our goal is to apply Lemma 2.1 to \( f_n \) on the finite measure space consisting of the ball \( B(r) \) with the Lebesgue measure. We start by verifying the conditions of Lemma 2.1. The pointwise convergence assumption follows from Lemma 2.2. In order to establish uniform integrability, we bound

\[
\int_{B(r)} |f_n(z)|^2 \, d\lambda \leq \left\| \Delta \varphi \right\|_\infty^2 \left( \int_{B(r)} \left( \frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| \right)^2 \, d\lambda(z) + \int_{B(r)} U^2(z) \, d\lambda(z) \right),
\]

where \( \left\| \Delta \varphi \right\|_\infty \) is the \( L^\infty \)-norm of \( \Delta \varphi \) and \( U(z) := \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \). This bound, together with Lemmas 2.3 and 2.4, establishes the uniform integrability assumption (with \( \delta = 1 \)) in Lemma 2.1. Applying Lemma 2.1, we conclude that

\[
\int_{\mathbb{C}} f_n(z) \, d\lambda(z) = \int_{B(r)} f_n(z) \, d\lambda(z) \longrightarrow 0
\]
in probability as \( n \to \infty \), which establishes (11).

Recall that

\[
\rho_n := \frac{1}{n} \sum_{i=1}^{n} \delta_{z_i^{(n)}}
\]

is the empirical measure constructed from the roots \( z_1^{(n)}, \ldots, z_n^{(n)} \) of \( \sum_{k=1}^{m} p_{n,k} \). In view of (10), we have shown that, for any \( \varphi \in C_\infty^\infty(\mathbb{C}) \),

\[
1 \sum_{i=1}^{n} \varphi(z_i^{(n)}) = \int_{\mathbb{C}} \varphi \, d\rho_n \longrightarrow \frac{1}{2\pi} \int_{\mathbb{C}} \Delta \varphi(z) \left( \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \right) \, d\lambda(z)
\]
in probability as \( n \to \infty \).

We now show the existence of a (deterministic) probability measure \( \rho \) on \( \mathbb{C} \) such that (5) holds. The proof given below for the existence of \( \rho \) is based on standard results for subharmonic functions, and we refer the reader to the classic texts [11,12] on the topic.

Recall that \( U_{\mu_1}, \ldots, U_{\mu_m} \) are subharmonic functions on \( \mathbb{C} \). Since \( \log |\cdot| \) is locally Lebesgue integrable on \( \mathbb{C} \), it follows from Fubini’s theorem that \( U_{\mu_1}, \ldots, U_{\mu_m} \) are finite almost everywhere (see also Lemma 3.1 below). Without loss of generality, we will assume \( U_{\mu_1}(0) \) is finite. This is not a restriction since if \( U_{\mu_1}(0) = -\infty \), we can find some \( a \in \mathbb{C} \) where \( U_{\mu_1}(a) \) is finite and repeat the proof above with the random variables \( X_{1,k} \) replaced by \( X_{1,k} - a \). Indeed, shifting the roots of the polynomials \( p_{n,k}, 1 \leq k \leq m \) by \( a \) shifts the logarithmic potentials \( U_{\mu_1}, \ldots, U_{\mu_m} \) by \( a \) and shifts each of the roots \( z_1^{(n)}, \ldots, z_n^{(n)} \) of the sum \( \sum_{k=1}^{m} p_{n,k} \) by \( a \) as well.

By Theorems 2.2.3 in [28], \( U(z) := \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \) is a subharmonic function on \( \mathbb{C} \). Thus, from the results in Section 3.5.4 of [12] (see also Section 3.7 of [28]), it follows that there exists a unique (deterministic) Radon measure \( \rho \) on \( \mathbb{C} \) (often referred to as the Riesz measure associated to \( U \)) such that (5) holds.
Combining (5) with (12), we conclude that there exists a unique (deterministic) Radon measure $\rho$ on $C$ so that, for all $\varphi \in C_c^\infty(C)$,

$$\int_C \varphi \, d\rho_n \rightarrow \int_C \varphi \, d\rho$$

in probability as $n \rightarrow \infty$. Since $\rho_n$ is a (random) probability measure for all $n$, it immediately follows that $\rho$ is a sub-probability measure (i.e., $\rho(C) \leq 1$). In order to complete the proof of the theorem, it suffices to show that $\rho$ is a probability measure. Indeed, if $\rho$ is a probability measure, the convergence in (13) can be extended to all bounded and continuous $\varphi : C \rightarrow \mathbb{C}$ using standard truncation and approximation arguments, which would complete the proof.

It remains to verify that $\rho$ is a probability measure. To this end, for any subharmonic function $f : C \rightarrow [-\infty, \infty]$ and any $r > 0$, define

$$m(f, r) := \frac{1}{2\pi} \int_0^{2\pi} f(re^{i\theta}) \, d\theta.$$  

Recall that every upper semicontinuous function on a compact set attains a maximum. Since $U(0) := \max_{1 \leq k \leq m} c_k U_{\mu_k}(z)$ is subharmonic, it follows that

$$U_{\mu_1}(0) \leq U(0) \leq m(U, r) \leq \max_{|z|=r} U(z) < \infty$$

for any $r > 0$, and hence $m(U, r)$ is finite for every $r > 0$ (where we used the assumption that $U_{\mu_1}(0)$ is finite). Similarly,

$$U_{\mu_1}(0) \leq m(U_{\mu_1}, r) \leq \max_{|z|=r} U_{\mu_1}(z) < \infty,$$

and so $m(U_{\mu_1}, r)$ is finite for all $r > 0$. In addition, since $U_{\mu_1}(z) \leq U(z)$ for all $z \in C$, it follows that

$$m(U_{\mu_1}, r) \leq m(U, r) \quad \text{for all } r > 0.$$  

For $R > 1$, define

$$\psi_R(z) := \begin{cases} \log R, & |z| \leq 1 \\ \frac{\log \left( \frac{R}{|z|} \right)}{|z|}, & 1 < |z| < R \\ 0, & |z| \geq R. \end{cases}$$

It follows from Eq. (3.5.7) in [12] (see also Lemma 2.12 in [9]) that

$$\int_C \psi_R(z) \, d\rho(z) = m(U, R) - m(U, 1)$$

and

$$\int_C \psi_R(z) \, d\mu_1(z) = m(U_{\mu_1}, R) - m(U_{\mu_1}, 1).$$

Since $\lim_{R \rightarrow \infty} \frac{1}{\log R} \psi_R \nearrow 1$ as $R \rightarrow \infty$, the monotone convergence theorem together with (17) and (18) imply that

$$\rho(C) = \lim_{R \rightarrow \infty} \frac{m(U, R) - m(U, 1)}{\log R} = \lim_{R \rightarrow \infty} \frac{m(U, R)}{\log R}$$

and

$$1 = \mu_1(C) = \lim_{R \rightarrow \infty} \frac{m(U_{\mu_1}, R) - m(U_{\mu_1}, 1)}{\log R} = \lim_{R \rightarrow \infty} \frac{m(U_{\mu_1}, R)}{\log R}.$$
since \( m(U,1) \) and \( m(U_\mu, 1) \) are both finite and independent of \( R \) (see (14) and (15) with \( r = 1 \)). Therefore, we conclude from (16), (19), and (20) that
\[
\rho(C) = \lim_{{R \to \infty}} \frac{m(U, R)}{\log R} \geq \lim_{{R \to \infty}} \frac{m(U_\mu, R)}{\log R} = 1.
\]
Since we already showed \( \rho \) is a sub-probability measure, we conclude that \( \rho(C) = 1 \), and the proof is complete. \( \square \)

We prove Lemma 2.2 in Section 3. The proof of Lemma 2.3 is given in Section 4. We conclude this section with the proof of Lemma 2.4.

2.4. Proof of Lemma 2.4. We will need the following result for the proof of Lemma 2.4.

Proposition 2.5. Let \( \mu \in \mathcal{P}_{\log^+}(\mathbb{C}) \). Then for any \( r > 0 \), there exists a constant \( C_r > 0 \) (depending on \( \mu \) and \( r \)) so that
\[
\sup_{{|z| < r}} \int \log^+ |z - w| \, d\mu(w) \leq C_r.
\]

Proof. Note that for \( |z| < r \), we have \( \log^+ |z - w| \leq \log^+ (r + |w|) \). Thus, we obtain
\[
\int \log^+ |z - w| \, d\mu(w) \leq \int \log^+ (r + |w|) \, d\mu(w)
\]
\[
\leq \log^+ (r + 1) + \int_{{|w| \geq 1}} \log^+ \left( \frac{r}{|w|} + 1 \right) \, d\mu(w)
\]
\[
\leq \log^+ (r + 1) + \int_\mathbb{C} \log^+ |w| \, d\mu(w) + \int_{{|w| \geq 1}} \log^+ \left( \frac{r}{|w|} + 1 \right) \, d\mu(w)
\]
\[
\leq 2 \log^+ (r + 1) + \int_\mathbb{C} \log^+ |w| \, d\mu(w).
\]
The claim now follows from the assumption that \( \mu \in \mathcal{P}_{\log^+}(\mathbb{C}) \). \( \square \)

Proof of Lemma 2.4. Since
\[
U^2(z) \ll \sum_{{k=1}}^m U_{\mu_k}^2(z),
\]
it suffices to show the bound for \( U_{\mu_k} \). We bound
\[
|U_{\mu_k}(z)| \leq \int_\mathbb{C} \log |z - w| \, d\mu_k(w)
\]
\[
= \int_\mathbb{C} \log^+ |z - w| \, d\mu_k(w) + \int_\mathbb{C} \log^+ \frac{1}{|z - w|} \, d\mu_k
\]
\[
= \Xi^+_k(z) + \Xi^-_k(z).
\]
It thus suffices to show local square integrability of each term on the right-hand side separately. By Proposition 2.5, we conclude that \( \Xi^+_k \) is uniformly bounded on \( B(r) \) and hence locally square integrable.

For \( \Xi^-_k \), we write
\[
\int_{{B(r)}} (\Xi^-_k(z))^2 \, d\lambda(z) = \int_{{B(r)}} \int_\mathbb{C} \log^+ \frac{1}{|z - w_1|} \log^+ \frac{1}{|z - w_2|} \, d\mu_k(w_1) \, d\mu_k(w_2) \, d\lambda(z).
\]
Since
\[ \log_{+} \left( \frac{1}{z - w_1} \right) \log_{+} \left( \frac{1}{z - w_2} \right) \leq \log_{+}^2 \left( \frac{1}{z - w_1} \right) + \log_{+}^2 \left( \frac{1}{z - w_2} \right), \]
by symmetry and Fubini’s theorem we find
\[ \int_{B(r)} \left( \Xi_k(z) \right)^2 \, d\lambda(z) \leq 2 \int_{B(r)} \int_{C} \log_{+} \left( \frac{1}{|z - w|} \right) \, d\mu_k(w) \, d\lambda(z) \]
\[ = 2 \int_{C} \int_{B(r)} \log_{+} \left( \frac{1}{|z - w|} \right) \, d\lambda(z) \, d\mu_k(w) \]
\[ \leq 2 \int_{C} \int_{B(w,1)} \log_{+} \left( \frac{1}{|z - w|} \right) \, d\lambda(z) \, d\mu_k(w). \]
By changing to polar coordinates, we obtain
\[ \int_{B(w,1)} \log_{+} \left( \frac{1}{|z - w|} \right) \, d\lambda(z) = 2\pi \int_{0}^{1} s \log_{+}^{2}(1/s) \, ds = \frac{\pi}{2}, \]
for all \( w \in \mathbb{C} \). Therefore, we conclude that
\[ \int_{B(r)} \left( \Xi_k(z) \right)^2 \, d\lambda(z) \leq \pi, \]
and the proof is complete. \( \square \)

3. Proof of Lemma 2.2

This section is devoted to the proof of Lemma 2.2. We begin with some auxiliary results we will need for the proof. This first result shows that the logarithmic potential is finite almost everywhere.

**Lemma 3.1.** For any \( \mu \in \mathcal{P}_{\log_{+}}(\mathbb{C}) \), there exists a Lebesgue measurable set \( F_\mu \) so that \( \lambda(F_\mu) = 0 \) and for any \( z \in \mathbb{C} \setminus F_\mu \)
\[ \int_{\mathbb{C}} |\log|z - w|| \, d\mu(w) < \infty. \]

**Proof.** Define
\[ F_\mu = \left\{ z \in \mathbb{C} : \int_{\mathbb{C}} \frac{1}{|z - w|} \, d\mu(w) = \infty \right\}. \]
Observe that, for any \( z \in \mathbb{C} \),
\[ \int_{\mathbb{C}} \frac{1}{|z - w|} \, d\mu(w) = \int_{B(z,1)} \frac{1}{|z - w|} \, d\mu(w) + \int_{|w - z| \geq 1} \frac{1}{|z - w|} \, d\mu(w) \]
\[ \leq \int_{B(z,1)} \frac{1}{|z - w|} \, d\mu(w) + 1. \]
We now check that \( \int_{B(z,1)} \frac{1}{|z - w|} \, d\mu(w) \) is finite for almost every \( z \in \mathbb{C} \). Indeed, by Fubini’s theorem, we see that
\[ \int_{\mathbb{C}} \int_{B(z,1)} \frac{1}{|z - w|} \, d\mu(w) \, d\lambda(z) = \int_{\mathbb{C}} \int_{B(w,1)} \frac{1}{|z - w|} \, d\lambda(z) \, d\mu(w) = 2\pi, \]
and hence \( \lambda(F_\mu) = 0 \).

Now for \( z \in \mathbb{C} \setminus F_\mu \), we write
\[ \int_{\mathbb{C}} |\log|z - w|| \, d\mu(w) = \int_{\mathbb{C}} \log_{+} |z - w| \, d\mu(w) + \int_{\mathbb{C}} \log_{-} |z - w| \, d\mu(w). \]
The first term on the right-hand side is finite by Proposition 2.5. The second term on the right-hand side is finite since \(\log |z - w| \leq \frac{1}{|z - w|} \) and \(z \notin F_{\mu}\). □

**Remark 3.2.** As can be seen from the proof of Lemma 3.1, the set \(F_{\mu}\) contains the atoms of \(\mu\). However, \(F_{\mu}\) may contain other points; for instance, when \(\mu\) has rotationally invariant density 

\[
f(w) = \begin{cases} 
    \frac{1}{2\pi|w|}, & \text{if } 0 < |w| < 1, \\
    0, & \text{otherwise},
\end{cases}
\]

it follows that \(0 \in F_{\mu}\).

We also require an anti-concentration bound for sums of iid random variables. Similar anti-concentration inequalities have previously been used to study the zeros of random polynomials [14, 16, 22].

**Theorem 3.3** (Theorem 2.22 on p. 76 of [26]). Let \(Y_1, Y_2, \ldots\) be i.i.d. copies of a non-degenerate real-valued random variable. Then, for each fixed \(t > 0\), we have

\[
\lim_{n \to \infty} \sup_{u \in \mathbb{R}} \mathbb{P}\left(\left| \sum_{j=1}^{n} Y_j - u \right| \leq t \right) = 0.
\]

We will need the following result in order to apply Theorem 3.3.

**Lemma 3.4.** Let \(\mu\) be a non-degenerate probability measure on \(\mathbb{C}\), and let \(X\) be a random variable with distribution \(\mu\). Then there is a Lebesgue measurable set \(E_{\mu} \subset \mathbb{C}\) with \(\lambda(E_{\mu}) = 0\) so that, for any \(z \in \mathbb{C} \setminus E_{\mu}\), \(\log |z - X|\) is a non-degenerate random variable.

**Proof.** Suppose there exists \(z_0 \in \mathbb{C}\) so that \(\log |z_0 - X|\) is degenerate. Thus, it must be the case that \(|z_0 - x|\) is constant for all \(x \in \text{supp}(\mu)\). By assumption, \(\text{supp}(\mu)\) contains at least 2 points; if \(\text{supp}(\mu)\) is precisely two points, then set \(E_{\mu}\) to be the line that is equidistant from the two points. If \(\text{supp}(\mu)\) contains at least three points, then there is at most 1 point equidistant from the three points, and we set \(E_{\mu}\) to be this point. □

We now complete the proof of Lemma 2.2.

**Proof of Lemma 2.2.** For any subset \(S\) of \([m]\), define the polynomial sum

\[
q_S(z) := \sum_{k \in S} p_{n,k}(z).
\]

If \(S\) is nonempty, the roots of \(q_S\) can have at most countably many atoms. Let \(G\) be the collection of all atoms of the roots of \(q_S\) as \(S\) ranges over all nonempty subsets of \([m]\) and \(n\) ranges over \(\mathbb{N}\). Then \(G\) is at most countable and \(\lambda(G) = 0\).

For each \(1 \leq k \leq m\), let \(F_{\mu,k}\) and \(E_{\mu,k}\) be the sets from Lemmas 3.1 and 3.4, respectively. Set

\[
F := G \cup \bigcup_{k=1}^{m} (F_{\mu,k} \cup E_{\mu,k}).
\]

It follows that \(\lambda(F) = 0\).
Fix $z \in \mathbb{C} \setminus F$. Our goal is to show that

$$\frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| \to \max_{1 \leq k \leq m} c_k U_{\mu_k}(z)$$

in probability as $n \to \infty$. In order to do so, we will show that every subsequence of \( \{n\}_{n \geq 1} \) has a further subsequence so that the convergence in (21) holds along this further subsequence.

Recall that \( \{n_1\}_{n_1 \geq 1}, \{n_2\}_{n_2 \geq 1}, \ldots, \{n_m\}_{n_m \geq 1} \) are sequences indexed by $n$. Consider an arbitrary subsequence of \( \{n\}_{n \geq 1} \), which, for simplicity, we will denote as \( \{n\}_{n \geq 1} \). We now consider a further subsequence, again denoted by \( \{n\}_{n \geq 1} \), so that, along this further subsequence, each \( \{n_k\}_{n_k \geq 1} \) is either bounded or $\lim n_k = \infty$. Let

$$S := \{1 \leq k \leq m : \lim n_k = \infty\},$$

and let $S^c$ be the complement of $S$ in $[m]$. Stated another way, $S^c$ contains the indices which correspond to bounded degree sequences. We can then decompose our sum as

$$\sum_{k=1}^{m} p_{n,k}(z) = \sum_{k \in S} p_{n,k}(z) + q_{S^c}(z),$$

where $q_{S^c}$ contains the “low-degree” polynomials; in particular, the degree of $q_{S^c}$ is bounded.

The proof of the lemma is divided into four main steps.

**Step 1** We first claim that for each $1 > \varepsilon > 0$ and any $k, l \in S$ with $k \neq l$,

$$\mathbb{P} \left( \varepsilon < \frac{|p_{n,k}(z)|}{|p_{n,l}(z)|} < \varepsilon^{-1} \right) = o(1).$$

To establish (23), we first note that, since $z \in \mathbb{C} \setminus F$, $z$ avoids the collection of all atoms of the roots of $p_{n,k}$ and $p_{n,l}$. Thus, the ratio $p_{n,k}(z)/p_{n,l}(z)$ on the left-hand side of (23) is well-defined and nonzero, except on events which hold with probability zero, which we safely ignore for the remainder of the proof. By conditioning on $p_{n,l}$, we have

$$\mathbb{P} \left( \varepsilon < \frac{|p_{n,k}(z)|}{|p_{n,l}(z)|} < \varepsilon^{-1} \right) = \mathbb{P} \left( \log |p_{n,k}(z)| - \log |p_{n,l}(z)| \leq \log \epsilon^{-1} \right)$$

$$\leq \sup_{u \in \mathbb{R}} \mathbb{P} \left( \sum_{i=1}^{n_k} \log |z - X_{i,k}| - u \leq \log \epsilon^{-1} \right).$$

By Lemma 3.4, since $z \in \mathbb{C} \setminus F$, $\log |z - X_{1,k}|$ is a non-degenerate random variable. Therefore, by Theorem 3.3 and since $n_k \to \infty$ as $n \to \infty$, we have that

$$\lim_{n \to \infty} \sup_{u \in \mathbb{R}} \mathbb{P} \left( \sum_{i=1}^{n_k} \log |z - X_{i,k}| - u \leq \log \epsilon^{-1} \right) = 0,$$

which establishes (23).

**Step 2** We claim that if $S^c$ is non-empty, then for each $1 > \varepsilon > 0$ and any $k \in S$

$$\mathbb{P} \left( \varepsilon < \frac{|p_{n,k}(z)|}{|q_{S^c}(z)|} < \varepsilon^{-1} \right) = o(1).$$
The proof of (24) is identical to the proof of (23), except now we condition on \( q_{S^c} \); we omit the details.

**Step 3** We now use the previous two steps to show that

\[
\frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| - \frac{1}{n} \log \max \left\{ \{|p_{n,k}(z)| : k \in S\} \cup \{|q_{S^c}(z)|\} \right\} \to 0
\]

in probability as \( n \to \infty \) when \( S^c \) is nonempty and

\[
\frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| - \frac{1}{n} \log \max \{|p_{n,k}(z)| : k \in [m]\} \to 0
\]

in probability as \( n \to \infty \) when \( S^c \) is empty.

To prove (25), assume \( S^c \) is non-empty, and define

\[
\Omega := \bigcup_{k,l \in S, k \neq l} \left\{ \frac{1}{2m} \leq \frac{|p_{n,k}(z)|}{|p_{n,l}(z)|} \leq 2m \right\} \cup \bigcup_{k \in S} \left\{ \frac{1}{2m} \leq \frac{|p_{n,k}(z)|}{|q_{S^c}(z)|} \leq 2m \right\}.
\]

By (23) and (24), it follows that \( P(\Omega) = o(1) \), and hence it suffices to work on the event \( \Omega^c \). Fix a realization \( \omega \in \Omega^c \). We consider two cases. If, for some \( s \in S \),

\[
|p_{n,s}(z)| = \max \{|p_{n,k}(z)| : k \in S\} \cup \{|q_{S^c}(z)|\},
\]

then, for the fixed realization \( \omega \),

\[
\left| \frac{p_{n,k}(z)}{p_{n,s}(z)} \right| < \frac{1}{2m}, \quad k \in S, k \neq s
\]

and

\[
\left| \frac{q_{S^c}(z)}{p_{n,s}(z)} \right| < \frac{1}{2m}.
\]

Thus, factoring out \( p_{n,s}(z) \), we have that

\[
\frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| = \frac{1}{n} \log \left| \sum_{k \in S} p_{n,k}(z) + q_{S^c}(z) \right|
\]

\[
= \frac{1}{n} \log |p_{n,s}(z)| + \frac{1}{n} \log \left| 1 + \sum_{k \in S, k \neq s} \frac{p_{n,k}(z)}{p_{n,s}(z)} + \frac{q_{S^c}(z)}{p_{n,s}(z)} \right|
\]

\[
= \frac{1}{n} \log |p_{n,s}(z)| + O \left( \frac{1}{n} \right),
\]

where we used (22) in the first step and (27) and (28) in the last step. In the second case, if

\[
|q_{S^c}(z)| = \max \{|p_{n,k}(z)| : k \in S\} \cup \{|q_{S^c}(z)|\},
\]

then

\[
\left| \frac{p_{n,k}(z)}{q_{S^c}(z)} \right| < \frac{1}{2m}, \quad k \in S.
\]
Finally, we use the law of large numbers to show that

\[ n \log | \sum_{k=1}^{m} p_{n,k}(z) | = n \log | \sum_{k \in S} p_{n,k}(z) + q_{S'}(z) | \]

\[ \quad = \frac{1}{n} \log | q_{S'}(z) | + \frac{1}{n} \log \left( \sum_{k \in S} \frac{p_{n,k}(z)}{q_{S'}(z)} \right) \]

\[ \quad = \frac{1}{n} \log | q_{S'}(z) | + O \left( \frac{1}{n} \right), \]

where we used (29) in the last step.

Therefore, for the fixed realization \( \omega \), we conclude that

\[ \frac{1}{n} \log | \sum_{k=1}^{m} p_{n,k}(z) | = \frac{1}{n} \log \max (\{|p_{n,k}(z)| : k \in S\} \cup \{|q_{S'}(z)|\}) + O \left( \frac{1}{n} \right), \]

and the convergence in (25) holds on \( \Omega' \).

Lastly, if \( S' \) is empty, an analogous argument establishes (26); we omit the details.

**Step 4** Finally, we use the law of large numbers to show that

\[ \frac{1}{n} \log \max (\{|p_{n,k}(z)| : k \in S\} \cup \{|q_{S'}(z)|\}) \longrightarrow \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \]

in probability as \( n \to \infty \) when \( S' \) is nonempty and

\[ \frac{1}{n} \log \max \{|p_{n,k}(z)| : k \in [m]\} \longrightarrow \max_{1 \leq k \leq m} c_k U_{\mu_k}(z) \]

in probability as \( n \to \infty \) when \( S' \) is empty.

Indeed, for \( k \in S \), we have that

\[ \frac{1}{n} \log | p_{n,k}(z) | = \frac{1}{n} \sum_{i=1}^{n_k} \log | z - X_{i,k} | = \frac{n_k}{n} \left( \frac{1}{n_k} \sum_{i=1}^{n_k} \log | z - X_{i,k} | \right), \]

and so by the law of large numbers (and the assumptions that \( z \in \mathbb{C} \setminus F \) and \( \mu_k \in \mathcal{P}_{\log \alpha}(\mathbb{C}) \))

\[ \frac{n_k}{n} \left( \frac{1}{n_k} \sum_{i=1}^{n_k} \log | z - X_{i,k} | \right) \longrightarrow c_k U_{\mu_k}(z) \]

almost surely as \( n \to \infty \). Thus, by continuity of the pointwise maximum,

\[ \frac{1}{n} \log \max \{|p_{n,k}(z)| : k \in S\} \longrightarrow \max_{k \in S} c_k U_{\mu_k}(z) \]

almost surely as \( n \to \infty \). If \( S' \) is empty, then \( S = [m] \) and (31) follows from (32).

Assume \( S' \) is nonempty. Recall that

\[ q_{S'} = \sum_{k \in S'} p_{n,k}(z) \]

and \( c_k = \lim_{n \to \infty} \frac{n_k}{n} = 0 \) for all \( k \in S' \). We have that

\[ \frac{1}{n} \log | q_{S'}(z) | = \frac{1}{n} \log \left( \alpha^n \prod_{i=1}^{n_{\mu_k}} (z - \xi_i) \right) = \frac{\log \alpha}{n} + \frac{1}{n} \sum_{i=1}^{n_{\mu_k}} \log | z - \xi_i |, \]
where \( n_{j_n} \) is the degree of \( q_{S^c} \), \( \alpha \) is the leading coefficient of \( q_{S^c} \), and \( \xi_1, \ldots, \xi_{n_j} \) denote the roots of \( q_{S^c} \). Since the roots of \( q_{S^c} \) avoid \( z \) with probability 1 and \( n_{j_n} \) is bounded, it follows that

\[
\frac{1}{n} \sum_{i=1}^{n} \log |z - \xi_i| \longrightarrow 0
\]

almost surely as \( n \rightarrow \infty \). In addition, since \( 1 \leq \alpha \leq m - 1 \), we have that

\[
\frac{\log \alpha}{n} \longrightarrow 0
\]

as \( n \rightarrow \infty \), and hence

\[
(33) \quad \frac{1}{n} \log |q_{S^c}(z)| \longrightarrow 0
\]

almost surely. Since \( c_k U_{\mu_k}(z) = 0 \) for any \( k \in S^c \), \( (30) \) follows from \( (32), \) \( (33) \), and the continuity of the pointwise maximum.

Combining \( (25) \) and \( (30) \) (alternatively, \( (26) \) and \( (31) \) when \( S^c \) is empty) completes the proof of the lemma. \( \square \)

4. Proof of Lemma 2.3

We now turn to the proof of Lemma 2.3. The proofs in this section are similar to the arguments given by Kabluchko in [14]. Recall that \( z_1^{(n)}, \ldots, z_n^{(n)} \) are the roots of \( \sum_{k=1}^{m} p_{n,k} \). Since the random variables \( |z_1^{(n)}|, \ldots, |z_n^{(n)}| \) can have at most countably many atoms, it follows that, for all but countably many values of \( s \in [0, \infty) \), there are no roots of \( \sum_{k=1}^{m} p_{n,k} \) of modulus \( s \) for all \( n \geq 1 \) with probability 1.

Throughout this section, when we write \( r \) and \( R \), we assume these two values satisfy this property.

The proof of Lemma 2.3 is based on the Poisson–Jensen formula for

\[
\log \left| \sum_{k=1}^{m} p_{n,k}(z) \right|,
\]

see, for example, Chapter 8 of [21]. Let \( R > r > 0 \), and let \( y_1^{(n)}, \ldots, y_{\ell_n}^{(n)} \) be the zeros of \( \sum_{k=1}^{m} p_{n,k} \) in the disk \( B(R) \) (repeated according to multiplicity). While \( \ell_n \) is a random variable, it will always satisfy the deterministic bound \( \ell_n \leq n \).

For any \( z \in B(r) \) which is not a zero of \( \sum_{k=1}^{m} p_{n,k} \), the Poisson–Jensen formula states that

\[
(34) \quad \log \left| \sum_{k=1}^{m} p_{n,k}(z) \right| = I_n(z; R) + \sum_{\ell=1}^{\ell_n} \log \left| \frac{R(z - y^{(n)}_{\ell})}{R^2 - y^{(n)}_{\ell} z} \right|
\]

where

\[
(35) \quad I_n(z; R) := \frac{1}{2\pi} \int_{0}^{2\pi} \log \left| \sum_{k=1}^{m} p_{n,k}(Re^{i\theta}) \right| P_R(|z|, \theta - \arg z) \, d\theta
\]

and \( P_R \) denotes the Poisson kernel

\[
(36) \quad P_R(t, \theta) := \frac{R^2 - t^2}{R^2 + t^2 - 2Rt \cos(\theta)} \quad t \in [0, R], \theta \in [0, 2\pi].
\]

We will need the following observation.
Lemma 4.1. For each $R > 0$, there is a constant $C > 0$ (depending only on $R, m, \mu_1, \ldots, \mu_m$) so that
\[
E \left[ \frac{1}{n} \int_0^{2\pi} \log + \left| \sum_{k=1}^m p_{n,k}(Re^{i\theta}) \right| \, d\theta \right] \leq C.
\]

Proof. Since
\[
\log + \left| \sum_{k=1}^m p_{n,k}(Re^{i\theta}) \right| \leq \log + \left( \sum_{k=1}^m |p_{n,k}(Re^{i\theta})| \right)
\leq \log + \left( m \max_{1 \leq k \leq m} |p_{n,k}(Re^{i\theta})| \right)
\leq \sum_{k=1}^m \log + \left| p_{n,k}(Re^{i\theta}) \right| + \log m,
\]
the result follows by applying Fubini’s theorem and Proposition 2.5.

We now obtain an upper bound for $I_n(z; R)$ that holds uniformly for $z \in B(r)$.

Lemma 4.2. For every $0 < r < R$ there is a constant $C > 0$ (depending only on $r, R, m, \mu_1, \ldots, \mu_m$) so that
\[
P \left( \frac{1}{n} \sup_{z \in B(r)} I_n(z; R) \geq t \right) \leq \frac{C}{t}
\]
for all $t > 0$.

Proof. By (36), there exists $M > 1$ (depending on $R$ and $r$) so that
\[
\frac{1}{M} \leq P_R(|z|, \theta) \leq M \quad \text{for all } z \in B(r), \theta \in [0, 2\pi].
\]
Thus, we have
\[
I_n(z; R) \leq \frac{1}{2\pi} \int_0^{2\pi} \log + \left| \sum_{k=1}^m p_{n,k}(Re^{i\theta}) \right| P_R(|z|, \theta - \arg z) \, d\theta
\leq \frac{M}{2\pi} \int_0^{2\pi} \log + \left| \sum_{k=1}^m p_{n,k}(Re^{i\theta}) \right| \, d\theta,
\]
and hence it suffices to bound
\[
P \left( \frac{M}{2\pi n} \int_0^{2\pi} \log + \left| \sum_{k=1}^m p_{n,k}(Re^{i\theta}) \right| \, d\theta \geq t \right).
\]
The claim now follows from Markov’s inequality and Lemma 4.1.

We will use the Poisson-Jensen formula again to obtain a lower bound on $I_n(z; R)$. We start with the case when $z = 0$. Recall that $F$ is the exceptional set from Lemma 2.2 that has Lebesgue measure zero. We will assume throughout that $0 \notin F$. This is not a restriction since if $0 \in F$, we can find some $a \in \mathbb{C} \setminus F$ and prove Theorem 1.4 with the random variables $X_{i,k}$ replaced by $X_{i,k} - a$. Indeed, shifting the roots of the polynomials $p_{n,k}, 1 \leq k \leq m$ by $a$ shifts each of the roots $z_1^{(n)}, \ldots, z_n^{(n)}$ of the sum $\sum_{k=1}^m p_{n,k}$ by $a$ as well.
**Lemma 4.3.** Assume $0 \not\in F$ and $R > 0$. There is a constant $A > 0$ (depending only on $\mu_1, \ldots, \mu_m$ and $c_1, \ldots, c_m$) so that

$$\lim_{n \to \infty} P \left( \frac{1}{n} I_n(0; R) \leq -A \right) = 0.$$ 

**Proof.** From the Poisson–Jensen formula (34) with $z = 0$, we have

$$\log \left| \sum_{k=1}^{m} p_{n,k}(0) \right| = I_n(0; R) + \sum_{\ell=1}^{\ell_n} \log \left| \frac{y^{(n)}_{\ell}}{R} \right|,$$

where $y^{(n)}_1, \ldots, y^{(n)}_{\ell_n}$ are the zeros of $\sum_{k=1}^{m} p_{n,k}$ in the disk $B(R)$. Thus, it follows that

$$\frac{1}{n} I_n(0; R) \geq \frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(0) \right|,$$

and so

$$P \left( \frac{1}{n} I_n(0; R) \leq -A \right) \leq P \left( \frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(0) \right| \leq -A \right)$$

for any $A > 0$.

Since $0 \not\in F$, by Lemma 2.2, we obtain

$$\frac{1}{n} \log \left| \sum_{k=1}^{m} p_{n,k}(0) \right| \to \max_{1 \leq k \leq m} c_k U_{\mu_k}(0)$$

in probability as $n \to \infty$. Therefore, choosing $A > 0$ so that

$$-A < \max_{1 \leq k \leq m} c_k U_{\mu_k}(0)$$

completes the proof. \qed

We now extend Lemma 4.3 to a lower bound on $\inf_{z \in B(r)} I(z; R)$.

**Lemma 4.4.** Assume $0 \not\in F$. For any $0 < r < R$, there is a constant $B > 0$ (depending only on $r, R, m, \mu_1, \ldots, \mu_m$ and $c_1, \ldots, c_m$) so that for all $K \geq 1$ we have

$$\limsup_{n \to \infty} P \left( \frac{1}{n} \inf_{z \in B(r)} I(z; R) \leq -BK \right) \leq 1/K.$$

**Proof.** By (36), there exists $M > 1$ (depending on $R$ and $r$) so that

$$\frac{1}{M} \leq P_R(|z|, \theta) \leq M \quad \text{for all } z \in B(r), \theta \in [0, 2\pi].$$

From (35), we bound

$$\frac{2\pi}{n} I_n(z; R) \geq \frac{1}{n} \int_0^{2\pi} \left( \frac{1}{M} \log \left| \sum_{k=1}^{m} p_{n,k}(Re^{i\theta}) \right| - M \log \left| \sum_{k=1}^{m} p_{n,k}(Re^{i\theta}) \right| \right) d\theta$$

$$= \frac{2\pi M}{n} I_n(0; R) - \left( M - \frac{1}{M} \right) \frac{1}{n} \int_0^{2\pi} \log \left| \sum_{k=1}^{m} p_{n,k}(Re^{i\theta}) \right| d\theta.$$
Therefore, we find
\[
P \left( \frac{1}{n} \inf_{z \in B(r)} I(z; R) \leq -BK \right)
\leq P \left( \frac{2\pi M}{n} I_n(0; R) \leq -BK \right)
\leq P \left( M - \frac{1}{M} \frac{1}{n} \int_0^{2\pi} \log \left| \sum_{k=1}^{m} p_{n,k}(R e^{i\theta}) \right| d\theta \geq BK \right).
\]

By Lemma 4.3, the first term on the right-hand side converges to zero as \( n \) tends to infinity for \( B > 0 \) sufficiently large and any \( K \geq 1 \). Applying Markov’s inequality and Lemma 4.1 to the second term with \( B \) sufficiently large completes the proof of the lemma.

\[\square\]

**Lemma 4.5.** Assume \( 0 \notin F \). For \( 0 < r < R \), the sequence
\[
\left\{ \frac{1}{n^2} \int_{B(r)} \left[ I_n(z; R) \right]^2 d\lambda(z) \right\}_{n \geq 1}
\]
is tight.

**Proof.** We want to show that for all \( \varepsilon > 0 \) there exists \( t > 0 \) so that
\[
P \left( \frac{1}{n^2} \int_{B(r)} \left[ I_n(z; R) \right]^2 d\lambda(z) \geq t \right) \leq \varepsilon
\]
for all \( n \geq 1 \). Clearly (37) holds when \( \varepsilon \geq 1 \), so let \( 0 < \varepsilon < 1 \). For any \( n \geq 1 \), we can bound
\[
\int_{B(r)} \left| I_n(z; R) \right|^2 d\lambda(z) \leq \pi r^2 \max \left\{ \left[ \inf_{z \in B(r)} I_n(z; R) \right]^2, \left[ \sup_{z \in B(r)} I_n(z; R) \right]^2 \right\}
\]
Observe that if the maximum on the right-hand side of (38) is given by
\[
\left[ \sup_{z \in B(r)} I_n(z; R) \right]^2,
\]
we must have that \( \sup_{z \in B(r)} I_n(z; R) \geq 0 \). Similarly, if the maximum is given by \( \left[ \inf_{z \in B(r)} I_n(z; R) \right]^2 \), then \( \inf_{z \in B(r)} I_n(z; R) \leq 0 \). Let \( C \) be the positive constant from Lemma 4.2. Let \( t_1 > 0 \) be chosen large enough such that \( \frac{C r \sqrt{\pi}}{\sqrt{t_1}} < \frac{\varepsilon}{2} \). Then we can bound
\[
P \left( \frac{\pi r^2}{n^2} \left[ \sup_{z \in B(r)} I_n(z; R) \right]^2 \geq t_1, \sup_{z \in B(r)} I_n(z; R) \geq 0 \right)
\]
\[
= P \left( \frac{1}{n} \sup_{z \in B(r)} I_n(z; R) \geq C r \sqrt{\pi} / \sqrt{t_1} \right) \leq \frac{\varepsilon}{2},
\]
where the first inequality follows from Lemma 4.2. Similarly, let \( B \) be the positive constant given in Lemma 4.4. Let \( t_2 > 0 \) be chosen large enough such that \( \frac{B r \sqrt{\pi}}{\sqrt{t_2}} < \frac{\varepsilon}{2} \).
Proof of Lemma 2.3. Recall that \( F \) denotes the exceptional set from Lemma 2.2. As noted in the paragraph preceding Lemma 4.3, without loss of generality, we may assume \( 0 \not\in F \). We assume \( 0 \not\in F \) for the remainder of the proof.

By (34) and the Cauchy–Schwarz inequality,

\[
\frac{1}{n^2} \int_{B(r)} \log^2 \left| \sum_{k=1}^{m} p_{n,k}(z) \right| \, d\lambda(z) \ll \frac{1}{n^2} \int_{B(r)} [I_n(z;R)]^2 \, d\lambda(z)
\]

\[
+ \frac{\ell_n}{n^2} \sum_{\ell=1}^{\ell_n} \int_{B(r)} \log^2 \left| \frac{R(z - y_{\ell}^{(n)})}{R^2 - y_{\ell}^{(n)} z} \right| \, d\lambda(z),
\]

where \( y_1^{(n)}, \ldots, y_{\ell_n}^{(n)} \) are the zeros of \( \sum_{k=1}^{m} p_{n,k} \) in the disk \( B(R) \).
Note that for any $y \in B(R)$ and $z \in B(r)$, $|R^2 - yz|$ is uniformly bounded below. Since $\log |\cdot|$ is locally square integrable on $\mathbb{C}$, this implies that

$$\sup_{y \in B(R)} \int_{B(r)} \log^2 \left| \frac{R(z - y)}{R^2 - yz} \right| d\lambda(z) = O_{R, r}(1).$$

Thus, bounding $\ell_n \leq n$ yields the deterministic bound

$$\frac{\ell_n}{n^2} \sum_{\ell=1}^{\ell_n} \int_{B(r)} \log^2 \left| \frac{R(z - y^{(n)}(\ell))}{R^2 - y^{(n)}(\ell)z} \right| d\lambda(z) \leq \sup_{y \in B(R)} \int_{B(r)} \log^2 \left| \frac{R(z - y)}{R^2 - yz} \right| d\lambda(z) = O_{R, r}(1).$$

Lemma 4.5 implies that the sequence

$$\left\{ \frac{1}{n^2} \int_{B(r)} \left[ I_n(z; R) \right]^2 d\lambda(z) \right\}_{n \geq 1}$$

is tight. Since a tight sequence plus a deterministically bounded sequence is tight, we conclude from (39) that

$$\left\{ \frac{1}{n^2} \int_{B(r)} \log^2 \left| \sum_{k=1}^{m} p_{n,k}(z) \right| d\lambda(z) \right\}_{n \geq 1}$$

is tight, and the proof is complete.

---

5. Proof of Theorem 1.7

This section is devoted to the proof of Theorem 1.7. We begin with some lemmata which we will need for the proof.

**Lemma 5.1.** If $\mu \in \mathcal{P}(\mathbb{C})$, then for each point $x \in \mathbb{C}$ and Lebesgue almost all $r \in (0, \infty)$, we have

$$\int_{\mathbb{C}} \log^+ \frac{1}{|w - x| - r} d\mu(w) < \infty.$$

**Proof.** By shifting the measure $\mu$, we may assume without loss of generality that $x = 0$. In this case, by Fubini’s theorem, we have

$$\int_0^{\infty} \int_{\mathbb{C}} \log^+ \frac{1}{|w| - r} d\mu(w) dr = \int_{\mathbb{C}} \int_0^{\infty} \log^+ \frac{1}{|w| - r} dr d\mu(w) \leq \int_{\mathbb{C}} \int_{-1}^1 \log |1/s| ds d\mu(w) = 2,$$

where we used the fact $\int_{-1}^1 \log |1/s| ds = 2$. We conclude that

$$\int_{\mathbb{C}} \log^+ \frac{1}{|w| - r} d\mu(w) < \infty$$

for Lebesgue almost every $r > 0$. \hfill $\square$

For $\mu \in \mathcal{P}(\mathbb{C})$ and each $x \in \mathbb{C}$, define

$$F^\mu_x := \left\{ r > 0 : \int_{\mathbb{C}} \log^+ \frac{1}{|w - x| - r} d\mu(w) = \infty \right\}.$$

By Lemma 5.1, the set $F^\mu_x$ has Lebesgue measure 0 for every $x \in \mathbb{C}$. In addition, if $X$ is a random variable with distribution $\mu$, then $F^\mu_x$ contains the atoms of $|X - x|$. 
Lemma 5.2. Let \( \mu \in \mathcal{P}(\mathbb{C}) \), and define the random polynomial

\[
f_n(z) := \prod_{j=1}^{n} (z - X_j),
\]

where \( X_1, X_2, \ldots \) are iid random variables with distribution \( \mu \). Then for each \( x \in \mathbb{C} \) and all \( r \in (0, \infty) \setminus F_\mu \), almost surely

\[
\limsup_{n \to \infty} \frac{1}{n} \max_{|z| = r} |\log |f_n(x + z)| - \log M(f_n)| < \infty,
\]

where \( M(f_n) \) is the Mahler measure of \( f_n \), defined in (7).

Proof. We first prove the lemma in the case when \( x = 0 \). Let \( r \in (0, \infty) \setminus F_\mu \). For \( |z| = r \), we upper bound

\[
\log |f_n(z)| = \sum_{j=1}^{n} \log |z - X_j|
\leq \sum_{j=1}^{n} \log(1 + r + |X_j|)
\leq \sum_{j:|X_j| \leq 1} \log(2 + r) + \sum_{j:|X_j| > 1} (\log |X_j| + \log(2 + r))
\leq n \log(2 + r) + \log M(f_n).
\]

Thus, we obtain the deterministic bound

\[
(40) \quad \max_{|z| = r} \frac{1}{n} \log |f_n(z)| \leq \frac{1}{n} \log M(f_n) + \log(2 + r).
\]

For the other direction, we bound

\[
\min_{|z| = r} \log |f_n(z)| \geq \sum_{j=1}^{n} \min_{|z| = r} \log |z - X_j|
\geq \sum_{j=1}^{n} \log |r - |X_j||
\geq \sum_{j:|X_j| > r+1} \log(\left|X_j\right| - r) - \sum_{j=1}^{n} \log_{+} \left|\frac{1}{\left|X_j\right| - r}\right|
= \sum_{j:|X_j| > r+1} \log |X_j| + \sum_{j:|X_j| > r+1} \log \left(1 - \frac{r}{\left|X_j\right|}\right) - \sum_{j=1}^{n} \log_{+} \left|\frac{1}{\left|X_j\right| - r}\right|
\geq \log M(f_n) - \sum_{j:1<|X_j| \leq r+1} \log |X_j| - n \log(1 + r) - \sum_{j=1}^{n} \log_{+} \left|\frac{1}{\left|X_j\right| - r}\right|
\geq \log M(f_n) - 2n \log(1 + r) - \sum_{j=1}^{n} \log_{+} \left|\frac{1}{\left|X_j\right| - r}\right|.
\]
For the last term on the right-hand side, the law of large numbers implies that almost surely
\[
\frac{1}{n} \sum_{j=1}^{n} \log_{+} \left| \frac{1}{|X_j| - r} \right| \rightarrow \int_{\mathbb{C}} \log_{+} \left| \frac{1}{|w| - r} \right| \, d\mu(w) < \infty,
\]
where we used the assumption that \( r \notin F_0^\nu \). Together with (40), the bounds above complete the proof of the lemma in the case when \( x = 0 \).

Fix \( x \in \mathbb{C} \) with \( x \neq 0 \), and define \( g_n(z) := f_n(x + z) \). The roots of \( g_n \) are simply the roots of \( f_n \) shifted by \( x \). If \( \nu \) is the probability measure formed from shifting \( \mu \) by \( x \), then the roots of \( g_n \) are drawn independently from \( \nu \). Since \( \mu \in \mathcal{P}(\mathbb{C}) \) was arbitrary in the argument above, we can apply that argument to \( \nu \) to conclude that, for all \( r \in (0, \infty) \setminus F_0^\nu = (0, \infty) \setminus F_0^\nu \), almost surely
\[
\limsup_{n \to \infty} \frac{1}{n} \max_{|z| = r} |\log |g_n(z)|| - \log M(g_n)| < \infty.
\]
Thus, in order to complete the proof, it remains to show
\[
(41) \quad |\log M(f_n) - \log M(g_n)| = O_r(n)
\]
almost surely. Since \( x \in \mathbb{C} \) is fixed, the bound in (41) follows from a simple term-by-term comparison using (7). This completes the proof of the lemma. \( \square \)

We will need the following deterministic proposition in order to complete the proof of Theorem 1.7. In order to handle cases (i), (ii), and (iii) simultaneously, we assume the two polynomials have degree \( d_n \) for an arbitrary degree sequence \( \{d_n\} \).

We use the notation
\[
\mathbb{Q} + i\mathbb{Q} = \{a + ib : a, b \in \mathbb{Q}\},
\]
where \( i \) denotes the imaginary unit. We let \( \partial B \) be the boundary of \( B \subset \mathbb{C} \).

**Proposition 5.3.** Let \( \{\alpha_n\}_{n \geq 1} \) and \( \{\beta_n\}_{n \geq 1} \) be sequences of complex numbers, and define the sequence of polynomials
\[
f_n(z) := \prod_{j=1}^{d_n} (z - \alpha_j), \quad g_n(z) := \prod_{j=1}^{d_n} (z - \beta_j)
\]
for a degree sequence \( \{d_n\}_{n \geq 1} \). Suppose the empirical measure
\[
\frac{1}{d_n} \sum_{j=1}^{d_n} \delta_{\alpha_j}
\]
constructed from the roots of \( f_n \) converges weakly to a measure \( \mu \in \mathcal{P}(\mathbb{C}) \) as \( n \to \infty \). Assume, for each \( x \in \mathbb{Q} + i\mathbb{Q} \), there is a countable dense subset \( R_x \subset (0, \infty) \) so that, for all \( r \in R_x \),
\[
(42) \quad \limsup_{n \to \infty} \frac{1}{d_n} \max_{|z| = r} |\log |f_n(x + z)|| - \log M(f_n)| < \infty
\]
and
\[
(43) \quad \limsup_{n \to \infty} \frac{1}{d_n} \max_{|z| = r} |\log |g_n(x + z)|| - \log M(g_n)| < \infty.
\]
In addition, assume for each \( x \in \mathbb{Q} + i\mathbb{Q} \) and \( r \in R_x \) that \( \mu(\partial B(x, r)) = 0 \). If
\[
(44) \quad \lim_{n \to \infty} \frac{1}{d_n} \left( \log M(f_n) - \log M(g_n) \right) = +\infty,
\]
then the empirical measure
\[ \rho_n := \frac{1}{d_n} \sum_{j=1}^{d_n} \delta_{z_j}^{(n)} \]
formed from the roots \( z_1^{(n)}, \ldots, z_{d_n}^{(n)} \) of \( f_n + g_n \) converges weakly to \( \mu \) as \( n \to \infty \).

Proof. Let \( \mathcal{A}' \) be the collection of all open balls \( B(x, r) \), where \( x \in \mathbb{Q} + i\mathbb{Q} \) and \( r \in R_x \). Let \( \mathcal{A} \) be the collection of all finite intersections of the open balls from \( \mathcal{A}' \). It follows that \( \mathcal{A} \) is a \( \pi \)-system and that any open set in \( \mathbb{C} \) can be written as a countable union of sets in \( \mathcal{A} \). Thus, by Theorem 2.2 in [2], it suffices to show that \( \rho_n(B) \to \mu(B) \) as \( n \to \infty \) for any \( B \in \mathcal{A} \).

Fix \( B \in \mathcal{A} \). Then \( B = B_1 \cap \cdots \cap B_k \), where \( B_1, \ldots, B_k \in \mathcal{A}' \). By supposition, \( \mu(\partial B) = 0 \) (i.e., \( B \) is a \( \mu \)-continuity set). Thus, since the empirical measure constructed from the roots of \( f_n \) converges weakly to \( \mu \) by assumption, it follows that
\[ \frac{|\{1 \leq j \leq d_n : \alpha_j \in B \}|}{d_n} \to \mu(B) \]
as \( n \to \infty \), where \(|S|\) denotes the cardinality of the finite set \( S \). Therefore, to complete the proof, it suffices to show that \( f_n \) has the same number of roots in \( B \) as \( f_n + g_n \) for all \( n \) sufficiently large. For this we will use Rouché’s theorem. Indeed, by suppositions (42) and (43), there exists a constant \( C > 0 \) so that
\[ \frac{1}{d_n} \log |f_n(z)| \geq \frac{1}{d_n} \log M(f_n) - C \]
and
\[ \frac{1}{d_n} \log |g_n(z)| \leq \frac{1}{d_n} \log M(g_n) + C \]
for all \( z \in \partial B_l \), \( 1 \leq l \leq k \) and all sufficiently large values of \( n \). In view of (44) and the fact that \( \partial B \subset \bigcup_{l=1}^{k} \partial B_l \), we conclude that
\[ |g_n(z)| < |f_n(z)| \]
for all \( z \in \partial B \) and all sufficiently large values of \( n \). Therefore, by Rouché’s theorem (see Exercise 24 in Chapter 10 of [30] for the general form of Rouché’s theorem used here), \( f_n \) and \( f_n + g_n \) have the same number of roots in \( B \) for all \( n \) sufficiently large. This completes the proof of the proposition. \( \square \)

We now complete the proof of Theorem 1.7.

Proof of Theorem 1.7. To start, assume case (i) holds. Recall that this means the event
\[ \Omega_1 := \left\{ \lim_{n \to \infty} \frac{1}{n} \log M(p_n) - \log M(q_n) = +\infty \right\} \]
holds with probability 1.

In view of Lemmas 5.1 and 5.2, for each \( x \in \mathbb{Q} + i\mathbb{Q} \), let \( R_x \subset (0, \infty) \) be a countable dense set\(^2\) with \( \mu(\partial B(x, r)) = 0 \) and \( \nu(\partial B(x, r)) = 0 \) for all \( r \in R_x \) and such that
\[ \limsup_{n \to \infty} \frac{1}{n} \max_{|z|=r} |\log |p_n(x + z)| - \log M(p_n)|| < \infty \]
\(^2\)Since \( \mu \) and \( \nu \) are probability measures, for any fixed \( x \in \mathbb{C} \), there is at most a countable number of values for \( r > 0 \) so that \( \mu(\partial B(x, r)) + \nu(\partial B(x, r)) > 0 \).
and
\[
\limsup_{n \to \infty} \frac{1}{n} \max_{|z| = r} \log |q_n(x + z)| - \log M(q_n) < \infty
\]
almost surely for \( r \in \mathbb{R} \). Let \( \Omega_2 \) be the event that these two limit superiors are finite for all \( x \in \mathbb{Q} + i\mathbb{Q} \) and each \( r \in \mathbb{R} \). Since \( \mathbb{Q} + i\mathbb{Q} \) is countable and, for each \( x \in \mathbb{Q} + i\mathbb{Q} \), \( \mathbb{R} \) is countable, it follows that \( \Omega_2 \) holds with probability 1. Let \( \Omega_4 \) be the event that the empirical measure
\[
\frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}
\]
constructed from the roots of \( p_n \) converges weakly to \( \mu \) as \( n \to \infty \). It follows from Proposition A.1 and the law of large numbers that \( \Omega_4 \) holds with probability 1, and hence the event \( \Omega := \Omega_1 \cap \Omega_2 \cap \Omega_3 \) also holds with probability 1. Proposition 5.3 implies that on \( \Omega \), \( \rho_n \) converges weakly to \( \mu \) as \( n \to \infty \). This completes the proof of case (i).

By reversing the roles of \( p_n \) and \( q_n \), an identical argument applies when case (ii) holds; we omit the details.

Finally, assume case (iii) holds. Recall that this means the event
\[
\Omega_4 := \{ \limsup S_n = +\infty \text{ and } \liminf S_n = -\infty \}
\]
holds with probability 1, where \( S_n \) is defined in (8). Let \( \Omega_5 \) be the event that the empirical measure
\[
\frac{1}{n} \sum_{i=1}^{n} \delta_{Y_i}
\]
constructed from the roots of \( q_n \) converges weakly to \( \nu \) as \( n \to \infty \). It follows from Proposition A.1 and the law of large numbers that \( \Omega_5 \) holds with probability 1. Fix a realization \( \omega \in \Omega_2 \cap \Omega_3 \cap \Omega_4 \cap \Omega_5 \). Then there exist subsequences \( \{n_k\} \) and \( \{n_l\} \) (depending on \( \omega \)) so that \( \lim_{k \to \infty} S_{n_k} = +\infty \) and \( \lim_{l \to \infty} S_{n_l} = -\infty \). Applying Proposition 5.3 along these subsequences, we conclude that \( \rho_{n_k} \) converges weakly to \( \mu \) as \( k \to \infty \) and \( \rho_{n_l} \) converges weakly to \( \nu \) as \( l \to \infty \). Since \( \Omega_2 \cap \Omega_3 \cap \Omega_4 \cap \Omega_5 \) holds with probability 1, this completes the proof of case (iii).

\[\square\]

Appendix A. Convergence of random measures

Recall that \( B(r) \) is the open ball of radius \( r > 0 \) centered at the origin in the complex plane. The following result concerning the weak convergence of random probability measures can be deduced from the more general results in [1]; we provide a proof for completeness.

**Proposition A.1.** Let \( \{\mu_n\}_{n \geq 1} \) be a sequence of random probability measures on \( \mathbb{C} \), all defined on the same probability space, and let \( \mu \in \mathcal{P}(\mathbb{C}) \) be deterministic. If, for every bounded continuous function \( f : \mathbb{C} \to \mathbb{C} \),
\[
\int_{\mathbb{C}} f \, d\mu_n \to \int_{\mathbb{C}} f \, d\mu
\]
almost surely as \( n \to \infty \), then
\[
\mathbb{P} \left( \{ \mu_n \text{ converges weakly to } \mu \text{ as } n \to \infty \} \right) = 1.
\]
Proof. For any \( k \in \mathbb{N} \), let \( r_k > 0 \) be such that \( \mu(\mathbb{C} \setminus B(r_k)) < 1/k \). Let \( f_k : \mathbb{C} \to [0, 1] \) be a continuous function so that \( f_k(z) = 1 \) for all \( z \in B(r_k) \) and \( f_k(z) = 0 \) for all \( z \notin B(r_k + 1) \). Let \( \Omega_1 \) be the event that

\[
\int_{\mathbb{C}} f_k \, d\mu_n \to \int_{\mathbb{C}} f_k \, d\mu
\]

for all \( k \in \mathbb{N} \). By supposition (45) and the fact that \( \mathbb{N} \) is countable, \( \Omega_1 \) holds with probability 1.

In addition, on \( \Omega_1 \), the sequence \( \{\mu_n\}_{n \geq 1} \) is tight. Indeed, given any \( \varepsilon > 0 \), there exists \( 1/k < \varepsilon \) so that

\[
\mu_n(B(r_k + 1)) \geq \int_{\mathbb{C}} f_k \, d\mu_n \to \int_{\mathbb{C}} f_k \, d\mu > \mu(B(r_k)) \geq 1 - 1/k > 1 - \varepsilon
\]

on \( \Omega_1 \).

Define the (random) characteristic function of \( \mu_n \) by

\[
\phi_n(s, t) := \int_{\mathbb{C}} e^{i(s \text{Re}(z) + t \text{Im}(z))} \, d\mu_n(z), \quad s, t \in \mathbb{R}
\]

and the deterministic characteristic function of \( \mu \) by

\[
\phi(s, t) := \int_{\mathbb{C}} e^{i(s \text{Re}(z) + t \text{Im}(z))} \, d\mu(z), \quad s, t \in \mathbb{R}.
\]

Let \( \Omega_2 \) be the event that \( \phi_n(s, t) \to \phi(s, t) \) for all \( s, t \in \mathbb{Q} \). It follows from assumption (45) that \( \Omega_2 \) holds with probability 1, and hence the event \( \Omega := \Omega_1 \cap \Omega_2 \) holds with probability 1.

Fix a realization \( \omega \in \Omega \). We will show that \( \{\mu_n\}_{n \geq 1} \) converges weakly to \( \mu \) for this fixed realization \( \omega \). Let \( \{\mu_{n_k}\}_{k \geq 1} \) be an arbitrary subsequence. Since \( \{\mu_n\}_{n \geq 1} \) is tight, \( \{\mu_{n_k}\}_{k \geq 1} \) is also tight and there exists a further subsequence \( \{\mu_{n_{k_l}}\}_{l \geq 1} \) and a measure \( \mu' \in \mathcal{P}(\mathbb{C}) \) so that \( \{\mu_{n_{k_l}}\}_{l \geq 1} \) converges weakly to \( \mu' \) as \( l \to \infty \). This implies that \( \phi_{n_{k_l}}(s, t) \to \phi'(s, t) \) as \( l \to \infty \) for all \( s, t \in \mathbb{R} \), where

\[
\phi'(s, t) := \int_{\mathbb{C}} e^{i(s \text{Re}(z) + t \text{Im}(z))} \, d\mu'(z), \quad s, t \in \mathbb{R}
\]

is the characteristic function of \( \mu' \). However, it follows that \( \phi_{n_{k_l}}(s, t) \to \phi(s, t) \) as \( l \to \infty \) for all \( s, t \in \mathbb{Q} \). By continuity of the characteristic functions \( \phi \) and \( \phi' \), it must be the case that \( \phi(s, t) = \phi'(s, t) \) for all \( s, t \in \mathbb{R} \), and hence \( \mu = \mu' \).

Therefore, we have shown that every subsequence of \( \{\mu_n\}_{n \geq 1} \) has a further subsequence that converges weakly to \( \mu \). It follows from Theorem 2.6 in [2] that \( \{\mu_n\}_{n \geq 1} \) converges weakly to \( \mu \) as \( n \to \infty \) for any fixed realization \( \omega \in \Omega \). Since \( \Omega \) holds with probability 1, the conclusion in (46) follows. \( \square \)
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