Quantum field theoretical description of the Casimir effect between two real graphene sheets and thermodynamics
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Abstract

The analytic asymptotic expressions for the Casimir free energy and entropy for two parallel graphene sheets possessing nonzero energy gap $\Delta$ and chemical potential $\mu$ are derived at arbitrarily low temperature. Graphene is described in the framework of thermal quantum field theory in the Matsubara formulation by means of the polarization tensor in (2+1)-dimensional space-time. Different asymptotic expressions are found under the conditions $\Delta > 2\mu$, $\Delta = 2\mu$, and $\Delta < 2\mu$ taking into account both the implicit temperature dependence due to a summation over the Matsubara frequencies and the explicit one caused by a dependence of the polarization tensor on temperature as a parameter. It is shown that for both $\Delta > 2\mu$ and $\Delta < 2\mu$ the Casimir entropy satisfies the third law of thermodynamics (the Nernst heat theorem), whereas for $\Delta = 2\mu$ this fundamental requirement is violated. The physical meaning of the discovered anomaly is considered in the context of thermodynamic properties of the Casimir effect between metallic and dielectric bodies.
I. INTRODUCTION

The Casimir effect was discovered \cite{1} as an attractive force which arises between two parallel uncharged ideal metal planes in vacuum and depends only on the Planck constant $\hbar$, speed of light $c$, and interplane distance $a$. At zero temperature of the planes this effect is entirely caused by the zero-point oscillations of the quantized electromagnetic field whose spectrum is altered by the presence of boundary conditions on the planes as compared to the free Minkowski space. More recently, the Casimir effect was generalized to the case of metallic or dielectric plates kept at arbitrary temperature $T$. In the framework of the Lifshitz theory, the free energy and force of the Casimir interaction between real-material plates are represented as some functionals of the reflection coefficients expressed via the frequency-dependent dielectric permittivities of plate materials. Detailed information on calculation of the Casimir free energies and forces using the Lifshitz theory, as well as about a comparison between experiment and theory, can be found in the monograph \cite{2}. There are also generalizations of the Lifshitz theory for bodies of arbitrary shape and alternative derivations of the Casimir interaction in the literature (see, e.g., Refs. \cite{2–5}).

During the last few years, much attention is given to graphene which is a one-atom-thick layer of carbon atoms possessing unusual physical properties \cite{6}. It has been shown that at energies below 1–2 eV graphene is well described by the Dirac model as a set of massless or very light electronic quasiparticles. The corresponding fermion field satisfies the relativistic Dirac equation in (2+1)-dimensions where the speed of light $c$ is replaced with the Fermi velocity $v_F \approx c/300$ \cite{6, 7}. This allowed application of the methods developed earlier in planar quantum electrodynamics \cite{8–11} for investigation of various quantum effects in graphene systems \cite{12–18}.

One of these effects is the Casimir attraction between two parallel graphene sheets which can be calculated using the Lifshitz theory \cite{2}. For this purpose, one should know the response function of graphene to the electromagnetic field which does not reduce to the standard dielectric permittivities of metallic and dielectric materials. It is important to keep in mind that the permittivities of ordinary materials are usually derived using the kinetic theory or Kubo formula under several assumptions which are not universally applicable \cite{19}. These ones and some other theoretical approaches have been used in approximate calculations of the response functions and the Casimir force in graphene systems \cite{20–37}. 

In the framework of the Dirac model, however, the dielectric response of graphene can be described exactly by means of its polarization tensor found on the basis of first principles of thermal quantum field theory.

Although the polarization tensor of graphene was considered in many papers (see, e.g., Ref. [38] and literature therein), the exact expression for it at zero temperature, as well as the corresponding formulas for the reflection coefficients, have been found in Ref. [39]. The polarization tensor of gapped graphene (the energy gap \( \Delta \) arises for quasiparticles of nonzero mass) at any temperature was derived in Ref. [40]. The expressions of Ref. [40] are valid at the pure imaginary Matsubara frequencies and were used to investigate the Casimir effect in many graphene systems [40–50]. In Ref. [51] another form for the polarization tensor of graphene at nonzero temperature was derived valid over the entire plane of complex frequencies. It was generalized for the case of nonzero chemical potential \( \mu \) in Ref. [52]. This form of the polarization tensor was also successfully used in calculations of the Casimir force in various graphene systems [52–57], as well as for investigation of the reflectivity and conductivity properties of graphene [58–61].

An interest to the thermodynamic aspects of the Lifshitz theory in application to graphene systems arose from the so-called Casimir puzzle. It turned out that the theoretical predictions for the Casimir force between both metallic and dielectric test bodies are excluded by the measurement data if one takes into account in calculations the dissipation of free electrons and the conductivity at a constant current, respectively (see the reviews in Refs. [2, 62, 63] and the most recent experiments [64–67]). As to thermodynamics, it was found that an account of dissipation of free electrons for metals with perfect crystal lattices and the dc conductivity for dielectrics results in a violation of the third law of thermodynamics which is also known as the Nernst heat theorem (see the reviews in Refs. [2, 62] and the most recent results in Refs. [68–73]). In the single experiment on measuring the Casimir interaction in graphene systems performed up to date [74], the measurement data were found in good agreement with theoretical predictions using the polarization tensor [75]. Taking into consideration that the polarization tensor of graphene results in two spatially nonlocal dielectric permittivities, the longitudinal one and the transverse one, each of which is complex and takes dissipation into account, the question arises whether the Casimir free energy and entropy of graphene systems is consistent with the requirements of thermodynamics.

To answer this question, the low-temperature behavior of the Casimir free energy and
entropy between two sheets of pristine graphene with $\Delta = \mu = 0$ was found in Ref. [76]. It was shown that in this case the Casimir entropy vanishes with vanishing temperature, i.e., the Nernst heat theorem is satisfied. The same result was obtained for the Casimir-Polder entropy of an atom interacting with a sheet of a pristine graphene [77]. For an atom interacting with real graphene sheet possessing nonzero $\Delta$ and $\mu$ it was shown that the Nernst heat theorem is followed for $\Delta > 2\mu$ [78] and $\Delta < 2\mu$ [78, 79]. As to the case $\Delta = 2\mu$, the nonzero value of the Casimir-Polder entropy at zero temperature was found in this case depending on the parameters of a system, i.e., an entropic anomaly [79] (the low-temperature behavior of the Casimir-Polder free energy for $\Delta, \mu \neq 0$ was also considered in Ref. [80]).

In this paper, we derive the low-temperature analytic asymptotic expressions for the Casimir free energy and entropy of two real graphene sheets possessing nonzero values of $\Delta$ and $\mu$. This is a more complicated problem than for an atom interacting with real graphene sheet because the free energy of an atom-graphene interaction is the linear function of the reflection coefficients, which is not the case for two parallel graphene sheets. The Casimir free energy is presented by the Lifshitz formula where the reflection coefficients are expressed via the polarization tensor of graphene in (2+1)-dimensional space-time. The thermal correction to the Casimir energy at zero temperature is separated in two contributions. In the first of them, the temperature dependence is determined exclusively by a summation over the Matsubara frequencies, whereas the polarization tensor is defined at zero temperature. The temperature dependence of the second contribution is determined by an explicit dependence of the polarization tensor on temperature as a parameter.

We find the asymptotic behaviors at low temperature for each of these contributions under different relationships between $\Delta$ and $2\mu$. It is shown that the leading terms determining the low-temperature behavior of the total Casimir free energy originate from the first contribution to the thermal correction for both $\Delta > 2\mu$ and $\Delta < 2\mu$ and from the second contribution for $\Delta = 2\mu$. As a result, for $\Delta > 2\mu$ and $\Delta < 2\mu$ the Nernst heat theorem is satisfied, whereas for $\Delta = 2\mu$ it is violated. The physical meaning of this anomaly is discussed in the context of problems considered earlier in the literature on the Casimir effect between metals and dielectrics.

The paper is organized as follows. In Sec. II, we briefly summarize the necessary formalism of the polarization tensor. Section III is devoted to the perturbation expansion of the Lifshitz
formula at low temperature. In Secs. IV, V, and VI, the derivation of the asymptotic
equations for the Casimir free energy and entropy at low temperature is presented for the
cases $\Delta > 2\mu$, $\Delta = 2\mu$, and $\Delta < 2\mu$, respectively. Section VII contains our conclusions and
and a discussion. In the Appendix, the reader will find some calculation details.

II. THE POLARIZATION TENSOR OF GRAPHENE AND THE REFLECTION
COEFFICIENTS

We consider two parallel graphene sheets separated by a distance $a$ at temperature $T$
in thermal equilibrium with the environment. The electronic quasiparticles in graphene
considered in the framework of the Dirac model [6, 7] are characterized by some small but
nonzero mass which results in the energy gap $\Delta$ taking the typical value 0.1–0.2 eV. The
energy gap arises due to an impact of the defects of structure, interelectron interactions and
interaction with a substrate if any [38, 81]. We also assume that the graphene sheets under
consideration possess some value of the chemical potential $\mu$ which depends on the doping
concentration [82] (for a pristine graphene $\Delta = \mu = 0$).

The polarization tensor of graphene describes its response to an external electromagnetic
field in the one-loop approximation. The values of this tensor at the pure imaginary Mat-
subara frequencies $\xi_l = 2\pi k_B Tl/\hbar$ (where $k_B$ is the Boltzmann constant and $l = 0, 1, 2 \ldots$)
are usually notated as

$$\Pi_{mn}(i\xi_l, k_\perp, T, \Delta, \mu) \equiv \Pi_{mn,l}(k_\perp, T, \Delta, \mu),$$

(1)

where $m, n = 0, 1, 2$ are the tensor indices and $k_\perp$ is the magnitude of the wave vector
projection on the plane of graphene. Below it is convenient to consider the dimensionless
polarization tensor, frequencies and the wave vector projection defined as

$$\tilde{\Pi}_{mn,l} = \frac{2a}{\hbar} \Pi_{mn,l}, \quad \tilde{\xi}_l = \frac{\xi_l}{\omega_c}, \quad \omega_c \equiv \frac{c}{2a}, \quad y = 2a \left( k_\perp^2 + \frac{\xi_l^2}{c^2} \right)^{1/2}.$$

(2)

In fact only the two components of the polarization tensor are the independent quan-
tities. As an example, the 00 component $\tilde{\Pi}_{00}$ and the trace $\tilde{\Pi}_{m}^m$ are often used for a full
characterization of this tensor [40]. For our purposes it is more convenient to use $\tilde{\Pi}_{00}$ and
the following linear combination of the 00 component and the trace:

$$\tilde{\Pi}_{l} \equiv \tilde{\Pi}(i\tilde{\xi}_l, y, T, \Delta, \mu) = (y^2 - \tilde{\xi}_l^2)\tilde{\Pi}_{m}^m(i\tilde{\xi}_l, y, T, \Delta, \mu) - y^2\tilde{\Pi}_{00}(i\tilde{\xi}_l, y, T, \Delta, \mu).$$

(3)
The reason is that the reflection coefficients on graphene sheets for the transverse magnetic (TM) and transverse electric (TE) polarizations of the electromagnetic waves take the following simple form \([39, 40, 51, 52]\):

\[
\begin{align*}
    r_{\text{TM}}(\imath \eta, y, T) &= \frac{y \bar{\Pi}_{00,l}(y, T, \Delta, \mu)}{y \bar{\Pi}_{00,l}(y, T, \Delta, \mu) + 2(y^2 - \zeta^2)} ,
    \\
    r_{\text{TE}}(\imath \eta, y, T) &= -\frac{\bar{\Pi}_l(y, T, \Delta, \mu)}{\bar{\Pi}_l(y, T, \Delta, \mu) + 2(y^2 - \zeta^2)} ,
\end{align*}
\] (4)

where we omitted the parameters \(\Delta\) and \(\mu\) in the notations of the reflection coefficients for the sake of brevity.

Now we present the exact expressions for \(\bar{\Pi}_{00,l}\) and \(\bar{\Pi}_l\) obtained in the literature. First of all, it is convenient to present them as the respective quantity defined at \(T = 0\) plus the thermal correction to it

\[
\begin{align*}
    \bar{\Pi}_{00,l}(y, T, \Delta, \mu) &= \bar{\Pi}_{00,l}(y, 0, \Delta, \mu) + \delta_T \bar{\Pi}_{00,l}(y, T, \Delta, \mu) ,
    \\
    \bar{\Pi}_l(y, T, \Delta, \mu) &= \bar{\Pi}_l(y, 0, \Delta, \mu) + \delta_T \bar{\Pi}_l(y, T, \Delta, \mu) .
\end{align*}
\] (5)

It is also useful to present \(\bar{\Pi}_{00,l}\) and \(\bar{\Pi}_l\) as the sums of contributions which do not depend and, quite the reverse, depend on \(\mu\) and \(T\) \([57]\)

\[
\begin{align*}
    \bar{\Pi}_{00,l}(y, T, \Delta, \mu) &= \bar{\Pi}_{00,l}^{(0)}(y, \Delta) + \bar{\Pi}_{00,l}^{(1)}(y, T, \Delta, \mu) ,
    \\
    \bar{\Pi}_l(y, T, \Delta, \mu) &= \bar{\Pi}_l^{(0)}(y, \Delta) + \bar{\Pi}_l^{(1)}(y, T, \Delta, \mu) .
\end{align*}
\] (6)

As the first contributions on the right-hand side of Eq. (6) we choose the 00 component and the combination \([3]\) for the polarization tensor of gapped \((\Delta \neq 0)\) but undoped \((\mu = 0)\) graphene defined at zero temperature \([39, 57]\)

\[
\begin{align*}
    \bar{\Pi}_{00,l}^{(0)}(y, \Delta) &= \alpha \frac{y^2 - \zeta^2}{\tilde{p}_l} \Psi \left( \frac{D}{\tilde{p}_l} \right) ,
    \\
    \bar{\Pi}_l^{(0)}(y, \Delta) &= \alpha (y^2 - \zeta^2) \tilde{p}_l \Psi \left( \frac{D}{\tilde{p}_l} \right) ,
\end{align*}
\] (7)

where \(\alpha = e^2/(\hbar c)\) is the fine structure constant, \(D \equiv \Delta/(\hbar \omega_c)\), and the following notations are introduced

\[
\Psi(x) = 2 \left[ x + (1 - x^2) \arctan(x^{-1}) \right] , \quad p_l = \left[ \tilde{v}_F y^2 + (1 - \tilde{v}_F^2 \zeta_l^2) \right]^{1/2} , \quad \tilde{v}_F = \frac{v_F}{c} .
\] (8)
In accordance to our choice,
\[
\tilde{\Pi}^{(0)}_{00,l}(y, \Delta) = \tilde{\Pi}_{00,l}(y, 0, \Delta, 0),
\]
\[
\tilde{\Pi}^{(0)}_{l}(y, \Delta) = \tilde{\Pi}_{l}(y, 0, \Delta, 0)
\].

In so doing, \(\tilde{\Pi}^{(1)}_{00,l}\) and \(\tilde{\Pi}^{(1)}_{l}\) acquire a meaning of the thermal corrections to the polarization tensor of undoped graphene defined at \(T = 0\):
\[
\tilde{\Pi}^{(1)}_{00,l}(y, T, \Delta, 0) = \delta_T \tilde{\Pi}_{00,l}(y, T, \Delta, 0),
\]
\[
\tilde{\Pi}^{(1)}_{l}(y, T, \Delta, 0) = \delta_T \tilde{\Pi}_{l}(y, T, \Delta, 0)
\].

These corrections vanish in the limit of zero temperature.

The second contributions on the right-hand side of Eq. (6) can be explicitly presented in the form \([57, 79]\)
\[
\tilde{\Pi}^{(1)}_{00,l}(y, T, \Delta, \mu) = \frac{4\alpha D}{\tilde{v}^2_F} \int_{1}^{\infty} dt w(t, T, \Delta, \mu) X_{00,l}(t, y, D),
\]
\[
\tilde{\Pi}^{(1)}_{l}(y, T, \Delta, \mu) = -\frac{4\alpha D}{\tilde{v}^2_F} \int_{1}^{\infty} dt w(t, T, \Delta, \mu) X_{l}(t, y, D),
\]
where the \(\mu\)-dependent factor is given by
\[
w(t, T, \Delta, \mu) = \left( e^{\frac{\Delta - 2\mu}{2kB T}} + 1 \right)^{-1} + \left( e^{\frac{\Delta - 2\mu}{2kB T}} + 1 \right)^{-1},
\]
and the functions \(X_{00,l}\) and \(X_{l}\) are defined as follows:
\[
X_{00,l}(t, y, D) = 1 - \text{Re} \frac{p_l^2 - D^2 t^2 + 2i\zeta_l D t}{[p_l^4 - p_l^2 D^2 t^2 + \tilde{v}_F^2 (y^2 - \zeta_l^2) D^2 + 2i\zeta_l p_l^2 D t]^{1/2}},
\]
\[
X_{l}(t, y, D) = \zeta_l^2 - \text{Re} \frac{\zeta_l^2 p_l^2 - p_l^2 D^2 t^2 + \tilde{v}_F^2 (y^2 - \zeta_l^2) D^2 + 2i\zeta_l p_l^2 D t}{[p_l^4 - p_l^2 D^2 t^2 + \tilde{v}_F^2 (y^2 - \zeta_l^2) D^2 + 2i\zeta_l p_l^2 D t]^{1/2}}.
\]

It has been shown \([56, 57]\) that for a doped and gapped graphene satisfying the condition \(\Delta \geq 2\mu\) the polarization tensor at \(T = 0\) also does not depend on \(\mu\). As a result, one obtains the equalities similar to those in Eqs. (9) and (10)
\[
\tilde{\Pi}_{00,l}(y, 0, \Delta, \mu) = \tilde{\Pi}^{(0)}_{00,l}(y, \Delta), \quad \tilde{\Pi}_{l}(y, 0, \Delta, \mu) = \tilde{\Pi}^{(0)}_{l}(y, \Delta),
\]
and
\[
\delta_T \tilde{\Pi}_{00,l}(y, T, \Delta, \mu) = \tilde{\Pi}^{(1)}_{00,l}(y, T, \Delta, \mu), \quad \delta_T \tilde{\Pi}_{l}(y, T, \Delta, \mu) = \tilde{\Pi}^{(1)}_{l}(y, T, \Delta, \mu),
\]
where the thermal corrections vanish with vanishing temperature.

It is significant that under the condition $\Delta < 2\mu$ the polarization tensor of doped and gapped graphene at $T = 0$ depends both on $\Delta$ and $\mu$, and Eqs. (14) and (15) are not valid any more. In this case, the 00 component of the polarization tensor at $T = 0$ and the combination of its components (3) are given by

$$
\tilde{\Pi}_{00,l}(y, 0, \Delta, \mu) = \frac{8\alpha\mu}{v_F^2 \hbar \omega_c} - \frac{2\alpha(y^2 - \zeta_l^2)}{p_l^3} \left\{ (p_l^2 + D^2) \text{Im} \left( z_l \sqrt{1 + z_l^2} \right) - \frac{\pi}{2} \right\},
$$

$$
\tilde{\Pi}_{l}(y, 0, \Delta, \mu) = -\frac{8\alpha\mu\zeta_l^2}{v_F^2 \hbar \omega_c} + \frac{2\alpha(y^2 - \zeta_l^2)}{p_l} \left\{ (p_l^2 + D^2) \text{Im} \left( z_l \sqrt{1 + z_l^2} \right) - \frac{\pi}{2} \right\},
$$

where

$$
z_l \equiv z_l(y, \Delta, \mu) = \frac{p_l}{v_F \sqrt{p_l^2 + D^2} \sqrt{y^2 - \zeta_l^2}} \left( \zeta_l + i \frac{2\mu}{\hbar \omega_c} \right).
$$

The thermal corrections to the polarization tensor of graphene satisfying the condition $\Delta < 2\mu$ are immediately obtained from Eqs. (5) and (6)

$$
\delta_T \tilde{\Pi}_{00,l}(y, T, \Delta, \mu) = \tilde{\Pi}_{00,l}(y, T, \Delta, \mu) - \tilde{\Pi}_{00,l}(y, 0, \Delta, \mu)
$$

$$
= \tilde{\Pi}_{00,l}^{(1)}(y, T, \Delta, \mu) - \tilde{\Pi}_{00,l}^{(1)}(y, 0, \Delta, \mu),
$$

$$
\delta_T \tilde{\Pi}_{l}(y, T, \Delta, \mu) = \tilde{\Pi}_{l}(y, T, \Delta, \mu) - \tilde{\Pi}_{l}(y, 0, \Delta, \mu)
$$

$$
= \tilde{\Pi}_{l}^{(1)}(y, T, \Delta, \mu) - \tilde{\Pi}_{l}^{(1)}(y, 0, \Delta, \mu).
$$

As to the case of an exact equality $\Delta = 2\mu$, it is considered in Sec. V.

III. PERTURBATION EXPANSION OF THE LIFSHITZ FORMULA AT LOW TEMPERATURE

Using the reflection coefficients (4) expressed above via the polarization tensor, one can represent the Casimir free energy per unit area of graphene sheets by means of the Lifshitz
formula \[2, 83\]

\[
\mathcal{F}(a, T) = \frac{k_BT}{8\pi a^2} \sum_{l=0}^{\infty} ' \int_{\zeta_l}^{\infty} dy \sum_{\lambda} \ln \left[ 1 - r_{\lambda}^2(i\zeta_l, y, T)e^{-y} \right],
\]

(19)

where the prime on the summation sign divides the term with \( l = 0 \) by 2, and the sum in \( \lambda \) is over two polarizations of the electromagnetic field, transverse magnetic and transverse electric (\( \lambda = \text{TM}, \text{TE} \)).

We are in fact interested not in the total Casimir free energy but in its temperature-dependent part, i.e., in the thermal correction to the Casimir energy defined as

\[
\delta_T \mathcal{F}(a, T) = \mathcal{F}(a, T) - E(a),
\]

(20)

where the Casimir energy at zero temperature is given by \[2, 83\]

\[
E(a) = \frac{\hbar c}{32\pi^2 a^3} \int_0^{\infty} d\zeta \int_{\zeta}^{\infty} dy \sum_{\lambda} \ln \left[ 1 - r_{\lambda}^2(i\zeta, y, 0)e^{-y} \right].
\]

(21)

Here, the reflection coefficients are expressed by Eq. (14) in which one should replace the Matsubara frequencies with a continuous frequency \( \zeta \) and put \( T = 0 \)

\[
r_{\text{TM}}(i\zeta, y, 0) = \frac{y\bar{\Pi}_{00}(i\zeta, y, 0, \Delta, \mu)}{y\bar{\Pi}_{00}(i\zeta, y, 0, \Delta, \mu) + 2(y^2 - \zeta^2)},
\]

\[
r_{\text{TE}}(i\zeta, y, 0) = -\frac{\bar{\Pi}(i\zeta, y, 0, \Delta, \mu)}{\bar{\Pi}(i\zeta, y, 0, \Delta, \mu) + 2y(y^2 - \zeta^2)}.
\]

(22)

Note that both the propagating waves, which are on the mass shell, and the evanescent waves off the mass shell contribute to Eqs. (19) and (21).

In the case \( \Delta > 2\mu \), following Eq. (14), one should substitute to Eq. (22) the expressions for the \( \bar{\Pi}_{00} \) and \( \bar{\Pi} \) defined in Eq. (7) making there the above replacement \( \zeta_l \rightarrow \zeta \). If, however, the condition \( \Delta < 2\mu \) is fulfilled, it is necessary to substitute in Eq. (22) the quantities (16) with the same replacement.

Now we identically rearrange Eq. (20) to the form

\[
\delta_T \mathcal{F}(a, T) = \delta_T^{\text{impl}} \mathcal{F}(a, T) + \delta_T^{\text{expl}} \mathcal{F}(a, T),
\]

(23)

where
\[
\delta^\text{impl}_T \mathcal{F}(a, T) = \frac{k_B T}{8\pi a^2} \sum_{l=0}^{\infty} \int_{\zeta}^{\infty} y dy \sum_{\lambda} \ln \left[ 1 - r_\lambda^2(i\zeta_l, y, 0)e^{-y} \right] - E(a) \quad (24)
\]

and

\[
\delta^\text{expl}_T \mathcal{F}(a, T) = \mathcal{F}(a, T) - \frac{k_B T}{8\pi a^2} \sum_{l=0}^{\infty} \int_{\zeta}^{\infty} y dy \sum_{\lambda} \ln \left[ 1 - r_\lambda^2(i\zeta_l, y, 0)e^{-y} \right]. \quad (25)
\]

As is seen from Eqs. (23)–(25), we have simply added and subtracted from Eq. (20) the quantity having the same form as the Casimir free energy in Eq. (19) but containing the reflection coefficients (4) taken at \( T = 0 \).

An advantage of Eq. (23) is that the implicit temperature dependence of the first term, \( \delta^\text{impl}_T \mathcal{F} \), is entirely determined by a summation on the Matsubara frequencies, whereas the polarization tensor is taken at \( T = 0 \). As to the second term, \( \delta^\text{expl}_T \mathcal{F} \), it simply vanishes for the temperature-independent polarization tensors. Thus, the dependence of this term on \( T \) can be called explicit.

We turn our attention to the perturbation expansion of the Casimir free energy at low temperature. Taking into account that the thermal corrections \( \delta_T \tilde{\Pi}_{00,l} \) and \( \delta_T \tilde{\Pi}_l \) go to zero with vanishing \( T \), we substitute Eq. (5) in Eq. (4), expand up to the first order of small parameters

\[
\frac{\delta_T \tilde{\Pi}_{00,l}(y, T, \Delta, \mu)}{\tilde{\Pi}_{00,l}(y, 0, \Delta, \mu)} \ll 1, \quad \frac{\delta_T \tilde{\Pi}_l(y, T, \Delta, \mu)}{\tilde{\Pi}_l(y, 0, \Delta, \mu)} \ll 1 \quad (26)
\]

and obtain

\[
\mathcal{R}_\text{TM(TE)}(i\zeta_l, y, T) = \mathcal{R}_\text{TM(TE)}(i\zeta_l, y, 0) + \delta_T \mathcal{R}_\text{TM(TE)}(i\zeta_l, y, T), \quad (27)
\]

where the first contributions are given by Eq. (4) taken at \( T = 0 \) and the thermal corrections to the reflection coefficients are given by

\[
\delta_T \mathcal{R}_\text{TM}(i\zeta_l, y, T) = \frac{2y(y^2 - \zeta_l^2)\delta_T \tilde{\Pi}_{00,l}(y, T, \Delta, \mu)}{[y\tilde{\Pi}_{00,l}(y, 0, \Delta, \mu) + 2(y^2 - \zeta_l^2)]^2}, \quad (28)
\]

\[
\delta_T \mathcal{R}_\text{TE}(i\zeta_l, y, T) = -\frac{2y(y^2 - \zeta_l^2)\delta_T \tilde{\Pi}_l(y, T, \Delta, \mu)}{[\tilde{\Pi}_l(y, 0, \Delta, \mu) + 2y(y^2 - \zeta_l^2)]^2}.
\]

This approach is applicable under the conditions \( \tilde{\Pi}_{00,l}(y, 0, \Delta, \mu) \neq 0 \) and \( \tilde{\Pi}_l(y, 0, \Delta, \mu) \neq 0 \) which are valid for the cases \( \Delta \geq 2\mu \) considered in Secs. IV and V. For the case \( \Delta < 2\mu \), however, one cannot use the perturbation theory in the parameters (26) for the contribution of the Matsubara term with \( l = 0 \) (see Sec. VI).
The implicit thermal correction $\delta_{\text{impl}}^T F$ defined in Eq. (24) is the difference between the sum in $l$ and the integral (21) with respect to $\zeta$. From Eq. (2) it is seen that $\zeta_t = \tau l$ where $\tau \equiv 4\pi k_B T a/(\hbar c)$. By replacing the integration variable $\zeta$ in Eq. (21) with $t = \zeta/\tau$, one can bring Eq. (24) to the form

$$\delta_{\text{impl}}^T F(a, T) = \frac{k_B T}{8\pi a^2} \left[ \sum_{l=0}^{\infty} \Phi' (\tau l) - \int_0^\infty dt \Phi (\tau t) \right],$$

(29)

where

$$\Phi(x) = \int_x^\infty y dy \sum_{\lambda} \ln \left[ 1 - r_\lambda^2 (ix, y, 0)e^{-y} \right].$$

(30)

By applying the Abel-Plana formula \cite{2,84}, Eq. (29) can be rewritten as

$$\delta_{\text{impl}}^T F(a, T) = \frac{ikB T}{8\pi a^2} \int_0^\infty \frac{dt}{e^{2\pi t} - 1} \left[ \Phi (i\tau t) - \Phi (-i\tau t) \right].$$

(31)

In the next sections, Eq. (31) is used to find the asymptotic behavior of $\delta_{\text{impl}}^T F$ at arbitrarily low $T$.

In order to determine the low-temperature behavior of the second thermal correction to the Casimir energy, $\delta_{\text{expl}}^T F$, we substitute Eq. (27) into its definition (25) and use the identity

$$\ln \left\{ 1 - \left[ r_\lambda (i\zeta_t, y, 0) + \delta_T r_\lambda (i\zeta_t, y, T) \right]^2 e^{-y} \right\} - \ln \left[ 1 - r_\lambda^2 (i\zeta_t, y, 0)e^{-y} \right]$$

$$= \ln \left\{ 1 - \frac{2r_\lambda (i\zeta_t, y, 0) \delta_T r_\lambda (i\zeta_t, y, T) + [\delta_T r_\lambda (i\zeta_t, y, T)]^2}{1 - r_\lambda^2 (i\zeta_t, y, 0)e^{-y}} \right\}. \quad (32)$$

Then, expanding the logarithm up to the first power of a small parameter and preserving only the term of the first power in $\delta_T r_\lambda (i\zeta_t, y, T)$, one arrives at

$$\delta_{\text{expl}}^T F(a, T) = -\frac{k_B T}{4\pi a^2} \sum_{l=0}^{\infty} \int_{\zeta_t}^\infty y dy e^{-y} \sum_{\lambda} r_\lambda (i\zeta_t, y, 0) \delta_T r_\lambda (i\zeta_t, y, T) \frac{1 - r_\lambda^2 (i\zeta_t, y, 0)e^{-y}}{1 - r_\lambda^2 (i\zeta_t, y, 0)e^{-y}}. \quad (33)$$

This equation valid under a condition that $\tilde{\Pi}_{00,t}$ and $\tilde{\Pi}_\tau$ are nonzero at $T = 0$ and, thus, $r_\lambda (i\zeta_t, y, 0) \neq 0$ is used below to determine the behavior of $\delta_{\text{expl}}^T F$ at low temperature.

IV. LOW-TEMPERATURE BEHAVIOR OF THE CASIMIR FREE ENERGY AND ENTROPY FOR GRAPHENE SHEETS WITH $\Delta > 2\mu$

We assume that the graphene sheets under consideration in this section satisfy the condition $\Delta > 2\mu$ and start with the thermal correction $\delta_{\text{impl}}^T F(a, T)$ to the Casimir energy
defined in Eq. (24) and expressed by Eqs. (29) and (31). In accordance to Eq. (30) the function \( \Phi \) entering Eq. (29) is defined as the sum of contributions from the TM and TE modes

\[
\Phi(x) = \Phi_{TM}(x) + \Phi_{TE}(x).
\]

As a result, \( \delta_{TM}^{\text{impl}} \mathcal{F}(a, T) \) becomes the sum of \( \delta_{TM}^{\text{impl}} \mathcal{F}(a, T) \) and \( \delta_{TE}^{\text{impl}} \mathcal{F}(a, T) \).

Under the condition \( \Delta > 2\mu \), the polarization tensor at \( T = 0 \) is given by Eq. (7). By replacing \( \zeta \) with \( x \) in Eq. (7) and substituting the obtained expressions in Eq. (22) where \( \zeta \) is also replaced with \( x \), one obtains

\[
\begin{align*}
    r_{TM}(ix, y, 0) &= \frac{\alpha y \Psi(Dp^{-1})}{\alpha y \Psi(Dp^{-1}) + 2p(x, y)}, \\
    r_{TE}(ix, y, 0) &= -\frac{\alpha p(x, y) \Psi(Dp^{-1})}{\alpha p(x, y) \Psi(Dp^{-1}) + 2y},
\end{align*}
\]

where the quantity \( p \) is defined as

\[
p \equiv p(x, y) = [\bar{v}^2_F y^2 + (1 - \bar{v}^2_F) x^2]^{1/2}.
\]

In the analytic asymptotic expressions here and below we use the condition \( \Delta > \hbar \omega_c \) (i.e., \( D > 1 \)) which is satisfied at not too small separations between the graphene sheets. Under this condition, at sufficiently small \( x \) (low \( T \)) one can safely use the inequality \( D \gg p(x, y) \) because the dominant contribution to the integrals in Eq. (30) is given by \( y \sim 1 \).

We consider first the case \( \lambda = TM \). By expanding in Eq. (30) in Taylor series around \( x_0 = 0 \) with the help of the first formula in Eq. (35) and above condition, we find

\[
\begin{align*}
\Phi_{TM}(x) &= \Phi_{TM}(0) + \frac{4\alpha^2}{9D^2} x^4 + \frac{16\alpha^2(8\alpha + 3D)}{135D^3} x^5 + O(x^6) \\
&\approx \Phi_{TM}(0) + \frac{4\alpha^2}{9D^2} x^4 + \frac{16\alpha^2}{45D^3} x^5 + O(x^6).
\end{align*}
\]

The first two terms on the right-hand side of this equation do not contribute to Eq. (31), whereas the third term leads to

\[
\Phi_{TM}(i\tau t) - \Phi_{TM}(-i\tau t) = i \frac{32\alpha^2}{45D^3} \tau^5 t^5.
\]

Substituting this result in Eq. (31), one arrives at

\[
\delta_{TM}^{\text{impl}} \mathcal{F}(a, T) = -\frac{16\alpha^2 \pi^4 a(k_B T)^6}{315\Delta^2(hc)^3}.
\]
We continue with the case $\lambda = \text{TE}$. The function $\Phi_{\text{TE}}(x)$ cannot be expanded in Taylor series around the point $x_0 = 0$. Because of this, we substitute the second line of Eq. (35) in Eq. (30), expand the integrand in powers of $x$ and integrate with respect to $y$ thereafter. The result is

$$
\Phi_{\text{TE}}(x) = \left( \frac{4\alpha}{3D} \right)^2 \left[ -6\tilde{v}^4_F - 2\tilde{v}^2_F(1 - \tilde{v}^2_F)x^2 + \tilde{v}^2_F \left( 1 - \frac{3}{4}\tilde{v}^2_F \right)x^4 + (1 - \tilde{v}^2_F)x^4\text{Ei}(-x) \right] - \frac{2\tilde{v}^2_F}{3} \left( 1 - \frac{7}{10}\tilde{v}^2_F \right)x^5 + O(x^6),
$$

(40)

where $\text{Ei}(z)$ in the exponential integral.

The first three terms on the right-hand side of this expression do not contribute to Eq. (31). The dominant contribution is given by the term containing the exponential integral which leads to

$$
\Phi_{\text{TE}}(i\tau t) - \Phi_{\text{TE}}(-i\tau t) = i\pi \left( \frac{4\alpha}{3D} \right)^2 \tau^4 t^4.
$$

(41)

Substituting this equation in Eq. (31) and integrating, one arrives at the result

$$
\delta_{\text{T}}^{\text{impl}} F_{\text{TE}}(a, T) = -\frac{32\zeta(5)\alpha^2(k_B T)^5}{3\pi^2 \Delta^2 (\hbar c)^2}.
$$

(42)

Comparing this with Eq. (39), we conclude that the dominant term in the asymptotic behavior of $\delta_{\text{T}}^{\text{impl}} F$ at low $T$ is given by Eq. (42) and determined by the contribution of the TE mode, i.e.,

$$
\delta_{\text{T}}^{\text{impl}} F(a, T) = \delta_{\text{T}}^{\text{impl}} F_{\text{TE}}(a, T) \sim -\frac{\alpha^2(k_B T)^5}{\Delta^2 (\hbar c)^2}.
$$

(43)

We are now coming to the asymptotic behavior of the second thermal correction, $\delta_{\text{T}}^{\text{expl}} F$, at low $T$ which takes into account an explicit dependence of the polarization tensor on temperature as a parameter. This correction is presented in Eq. (33). It is convenient to express $\delta_{\text{T}}^{\text{expl}} F$ as a sum of two contributions

$$
\delta_{\text{T}}^{\text{expl}} F(a, T) = \delta_{\text{T}, l=0}^{\text{expl}} F(a, T) + \delta_{\text{T}, l \geq 1}^{\text{expl}} F(a, T),
$$

(44)

where the first one contains the term of Eq. (33) with $l = 0$ and the second one — all terms with $l \geq 1$.

We start from the first contribution on the right-hand side of Eq. (44). According to Eq. (33), it contains the zero-temperature reflection coefficients and thermal corrections to them, both taken at the zero Matsubara frequency. The reflection coefficients at $l = 0$ are
obtained from Eq. (35) by putting $x = 0$

\[
\begin{align*}
    r_{TM}(0, y, 0) &= \frac{\alpha \Psi(D\tilde{v}_F^{-1}y^{-1})}{\alpha \Psi(D\tilde{v}_F^{-1}y^{-1}) + 2\tilde{v}_F}, \\
    r_{TE}(0, y, 0) &= -\frac{\alpha \tilde{v}_F \Psi(D\tilde{v}_F^{-1}y^{-1})}{\alpha \tilde{v}_F \Psi(D\tilde{v}_F^{-1}y^{-1}) + 2}.
\end{align*}
\] (45)

Taking into account that for $y \sim 1$ it holds $\tilde{v}_F y \ll D$, we expand the function $\Psi$ in powers of the small parameter $\tilde{v}_F y / D$ and obtain

\[
\Psi(D\tilde{v}_F^{-1}y^{-1}) \approx \frac{8 \tilde{v}_F y}{3 D}.
\] (46)

As a result, Eq. (45) reduces to

\[
\begin{align*}
    r_{TM}(0, y, 0) &\approx \frac{\alpha y}{\alpha y + \frac{4}{3} D} \approx \frac{4 \alpha y}{3 D}, \\
    r_{TE}(0, y, 0) &\approx -\frac{\alpha \tilde{v}_F^2 y}{\alpha \tilde{v}_F^2 y + \frac{4}{3} D} \approx -\frac{4 \alpha \tilde{v}_F^2 y}{3 D}.
\end{align*}
\] (47)

From Eq. (47) it is seen that

\[
r_{TE}(0, y, 0) \approx -\tilde{v}_F^2 r_{TM}(0, y, 0),
\] (48)

i.e., the magnitude of the TE reflection coefficient taken at zero frequency and temperature is negligibly small as compared to the TM one.

Next, we consider the thermal corrections to the reflection coefficients (47) entering Eq. (33). By putting $l = 0$ in Eq. (28), one obtains

\[
\begin{align*}
    \delta_T r_{TM}(0, y, T) &= \frac{2 y \delta_T \bar{\Pi}_{00,0}(y, T, \Delta, \mu)}{\bar{\Pi}_{00,0}(y, 0, \Delta, \mu) + 2 y^2}, \\
    \delta_T r_{TE}(0, y, T) &= -\frac{2 y^3 \delta_T \bar{\Pi}_0(y, T, \Delta, \mu)}{\bar{\Pi}_0(y, 0, \Delta, \mu) + 2 y^3}.
\end{align*}
\] (49)

Under the condition $\Delta > 2\mu$ we can use Eq. (15) and, thus, the quantities $\delta_T \bar{\Pi}_{00,0}$ and $\delta_T \bar{\Pi}_0$ can be obtained from Eq. (11) taken at $l = 0$. Taking into account that under the condition $\Delta > 2\mu$ the first contribution to Eq. (12) leads to an additional exponentially small factor $\exp[-2\mu/(k_B T)]$, one can preserve only the second contribution. As a result, we have

\[
\delta_T \bar{\Pi}_{00,0}(y, T, \Delta, \mu) = \frac{4 \alpha D \tilde{v}_F^2}{\tilde{v}_F} \left[ I^{(1)}_{00,0} + \frac{1}{\tilde{v}_F y} I^{(2)}_{00,0} \right],
\] (50)
where

\[ I_{00,0}^{(1)} = \int_1^\infty dt \left( e^{\frac{t-2\mu}{2k_BT}} + 1 \right)^{-1}, \]

\[ I_{00,0}^{(2)} = \int_1^{f(y,D)} dt \left( e^{\frac{t-2\mu}{2k_BT}} + 1 \right)^{-1} \frac{D^2t^2 - \tilde{v}^2_y y^2}{[\tilde{v}^2_y y^2 - D^2(t^2 - 1)]^{1/2}} \]

and the function \( f(y, D) \) is defined as

\[ f(y, D) = \sqrt{1 + \frac{\tilde{v}^2_y y^2}{D^2}}. \]

For the thermal correction \( \delta_T \bar{\Pi}_0 \) from the second line in Eq. (11) one obtains

\[ \delta_T \bar{\Pi}_0(y, T, \Delta, \mu) = -\frac{4\alpha D^3 y}{\tilde{v}_F} \int_1^{f(y,D)} dt \left( e^{\frac{t-2\mu}{2k_BT}} + 1 \right)^{-1} \frac{t^2 - 1}{[\tilde{v}^2_y y^2 - D^2(t^2 - 1)]^{1/2}}. \]

Since we consider arbitrarily low \( T \), we can use the condition \( \Delta - 2\mu \gg k_BT \). Under this condition the quantity \( I_{00,0}^{(1)} \) in Eq. (51) takes an especially simple form

\[ I_{00,0}^{(1)} \approx \frac{2k_BT}{\Delta} e^{-\frac{\Delta - 2\mu}{2k_BT}}. \]

The quantity \( I_{00,0}^{(2)} \) defined in Eq. (51) is calculated at low temperature in the Appendix. According to Eq. (A3), the asymptotic behavior of \( I_{00,0}^{(2)} \) is given by

\[ I_{00,0}^{(2)} \sim \frac{k_BT}{\tilde{v}_F} \frac{\Delta}{(\hbar\omega_c)^2} e^{-\frac{\Delta - 2\mu}{2k_BT}}. \]

Then, from Eqs. (51), (54), and (55) we can conclude that

\[ \delta_T \bar{\Pi}_{00,0}(y, T, \Delta, \mu) \sim \frac{\alpha k_BT}{\hbar\omega_c} e^{-\frac{\Delta - 2\mu}{2k_BT}} \left( C_1 + \frac{C_2}{y} \right), \]

where \( C_1 \sim \tilde{v}^{-2}_F \) and \( C_2 \sim \tilde{v}^{-4}_F \) are the constants.

The integral with respect to \( t \) in Eq. (13) for \( \delta_T \bar{\Pi}_0 \) can be estimated similar to Eqs. (A2) and (A3). For this purpose, using Eq. (52), we replace \( t^2 - 1 \) with a larger quantity \( \tilde{v}^2_y y^2 / D^2 \) and obtain

\[ \delta_T \bar{\Pi}_0(y, T, \Delta, \mu) \sim -\frac{\alpha k_BT}{\hbar\omega_c} C_3 e^{-\frac{\Delta - 2\mu}{2k_BT}}, \]

where \( C_3 \sim \tilde{v}^0_F \).

Substituting Eqs. (17), (46), (48) and (57) in Eq. (49), one finds

\[ \delta_T r_{TM}(0, y, T) = \delta_T \bar{\Pi}_{00,0}(y, T, \Delta, \mu) \sim \frac{\alpha k_BT}{2y} \left( \frac{\omega y}{2M} + 1 \right)^2 \frac{\Delta - 2\mu}{2y} \sim \frac{\alpha k_BT}{\hbar\omega_c} \left( C_1 + \frac{C_2}{y^2} \right), \]

\[ \delta_T r_{TE}(0, y, T) = -\frac{\delta_T \bar{\Pi}_0(y, T, \Delta, \mu)}{2y^3 \left( \alpha \tilde{v}^2_y \frac{4y}{3M} + 1 \right)^2} \sim -\frac{\delta_T \bar{\Pi}_0(y, T, \Delta, \mu)}{2y^3} \sim \frac{\alpha k_BT}{\hbar\omega_c y^3} C_3 e^{-\frac{\Delta - 2\mu}{2k_BT}}. \]
From these equations, we obtain

\[ \delta_T r_{TE}(0, y, T) \sim \tilde{v}_F \delta_T r_{TM}(0, y, T), \quad (59) \]

i.e., similar to Eq. (48), thermal correction to the TE reflection coefficient at zero Matsubara frequency is negligibly small comparing to the TM one.

Now we substitute the first lines of Eqs. (47) and (58) in the term of Eq. (33) with \( l = 0 \) and obtain

\[ \delta_{T, l=0}^{expl} F(a, T) \approx \delta_{T, l=0}^{expl} F_{TM}(a, T) \sim -\frac{\alpha^2(k_B T)^2}{a^2 \Delta} e^{-\frac{\Delta - 2y}{2k_B T}} \int_0^\infty dy e^{-y} \frac{C_1 y + C_2}{1 - \left(\frac{4\alpha y}{3 D}\right)^2 e^{-y}}. \quad (60) \]

Taking into consideration that the integral in this equation converges, the final result is

\[ \delta_{T, l=0}^{expl} F(a, T) \sim -\frac{\alpha^2(k_B T)^2}{a^2 \Delta} e^{-\frac{\Delta - 2y}{2k_B T}}. \quad (61) \]

We are passing now to a consideration of the correction \( \delta_{T, l \geq 1}^{expl} F \) which is equal to the sum of all terms with \( l \geq 1 \) in Eq. (33). In this case, from Eq. (35) with \( x = \zeta_l \), using an approximate equality

\[ \Psi \left(\frac{D}{p_l}\right) \approx \frac{8}{3} \frac{p_l}{D} \quad (62) \]

similar to Eq. (46), we find

\[ r_{TM}(i\zeta_l, y, 0) \approx \frac{\alpha y}{\alpha y + \frac{3}{4} D} \approx \frac{4\alpha y}{3 D}, \quad (63) \]

\[ r_{TE}(i\zeta_l, y, 0) \approx -\frac{\alpha p^2_l}{\alpha p^2_l + \frac{3}{4} D y} \approx -\frac{4\alpha p^2_l}{3 D y} \approx -\frac{3}{4} \tilde{v}_F p_l y. \]

Here we have used that for \( y \sim 1 \), giving the dominant contribution to Eq. (33), \( D \gg \alpha y \) and considered \( p_l \approx \tilde{v}_F y \) at \( \tau \rightarrow 0 \). From Eq. (63) it is seen that similar to Eq. (48) relationship

\[ r_{TE}(i\zeta_l, y, 0) \approx -\tilde{v}_F p_l r_{TM}(i\zeta_l, y, 0), \quad (64) \]

holds at any \( \zeta_l \).

Using Eq. (28), in the same approximation as in Eq. (58) one obtains

\[ \delta_T r_{TM}(i\zeta_l, y, T) \approx \frac{y \delta_T \tilde{\Pi}_{00, l}(y, T, \Delta, \mu)}{2(y^2 - \zeta_l^2)}, \]

\[ \delta_T r_{TE}(i\zeta_l, y, T) \approx -\delta_T \tilde{\Pi}_{l}(y, T, \Delta, \mu) \frac{\delta_T \tilde{\Pi}_{00, l}(y, T, \Delta, \mu)}{2y(y^2 - \zeta_l^2)}. \quad (65) \]
From Eqs. (11), (13) and (15) one can make sure that
\[
\delta_T \tilde{\Pi}_{00,l}(y, T, \Delta, \mu) \bigg|_{y=\zeta_l} = \delta_T \tilde{\Pi}_l(y, T, \Delta, \mu) \bigg|_{y=\zeta_l} = 0. \tag{66}
\]
Because of this, the integrals with respect to \(y\) in Eq. (33) are convergent at the low integration limit for all \(l \geq 1\). Since the dominant contribution in Eq. (33) is given by \(y \sim 1\), in the limiting case \(\tau \to 0\) one can expand the integrand in Taylor series in the powers of \(\zeta_l = \tau l\). For the order of magnitude estimation of the asymptotic behavior at \(T \to 0\), it will suffice to consider the lowest expansion order. In this way, from Eqs. (33), (56) and (65) we find
\[
\delta_{\text{expl}}^{T, l \geq 1} F_{\text{TM}}(a, T) \sim -\frac{k_B T}{a^2} \sum_{l=1}^{\infty} \int_{\zeta_l}^{\infty} dy e^{-y} \frac{r_{\text{TM}}(0, y, 0)}{1 - r_{\text{TM}}^2(0, y, 0)} e^{-y} \frac{\delta_T \tilde{\Pi}_{00,0}(y, T, \Delta, \mu)}{y} \tag{67}
\]
By introducing the variable \(v = y/\zeta_l\) and using Eq. (63), it is seen that in the asymptotic limit \(\tau \to 0\) the denominator in Eq. (67) can be replaced with unity and, thus,
\[
\delta_{\text{expl}}^{T, l \geq 1} F_{\text{TM}}(a, T) \sim -\frac{\alpha^2 (k_B T)^2}{hca} e^{\frac{\Delta - 2\mu}{2k_BT}} \sum_{l=1}^{\infty} \int_{\zeta_l}^{\infty} dv e^{-v} \left( C_1 + C_2 \right) \tag{68}
\]
Similar estimation shows that the contribution of the TE mode to Eq. (33) is again negligibly small
\[
\delta_{\text{expl}}^{T, l \geq 1} F_{\text{TE}}(a, T) \sim \tilde{v}_F^2 \delta_{\text{expl}}^{T, l \geq 1} F_{\text{TM}}(a, T). \tag{69}
\]
Because of this, the result is
\[
\delta_{T, l \geq 1}^{\text{expl}} F(a, T) \sim \delta_{T, l \geq 1}^{\text{expl}} F_{\text{TM}}(a, T) \sim -\frac{\alpha^2 k_B T}{a^2} e^{\frac{\Delta - 2\mu}{2k_BT}}. \tag{70}
\]
Comparing Eqs. (61) and (70), we notice that a summation over the nonzero Matsubara frequencies decreases by one the power of temperature in front of the main exponential factor. Note also that Eqs. (33), (61), and (70) are obtained under the condition \(\Delta > \hbar \omega_c\) and, thus, one cannot put there \(\Delta = 0\). These equations, however, are well applicable for graphene with \(\mu = 0\).
Now we can find the dominant asymptotic behavior of the total thermal correction to the Casimir energy at zero temperature $\delta_T F$ in the limit of low temperature. Taking into account that in accordance to Eqs. (23) and (44) $\delta_T F$ is given by the sum of Eqs. (43), (61), and (70), one concludes that under a condition $\Delta > 2\mu$ its leading behavior is given by Eq. (43), i.e.,

$$\delta_T F(a, T) \sim -\frac{\alpha^2 (k_B T)^5}{\Delta (\hbar c)^2},$$

(71)

and is determined by the TE contribution to the implicit temperature dependence.

This result gives the possibility to find the low-temperature behavior of the Casimir entropy per unit area of the graphene sheets defined as

$$S(a, T) = -\frac{\partial F(a, T)}{\partial T} = -\frac{\partial \delta_T F(a, T)}{\partial T}.$$  

(72)

Using Eq. (71), one finds

$$S(a, T) \sim \frac{\alpha^2 k_B^5 T^4}{\Delta^2 (\hbar c)^2},$$

(73)

which vanishes with vanishing temperature in agreement with the third law of thermodynamics (the Nernst heat theorem) [85, 86]. This means that the Lifshitz theory using the response function of graphene with $\Delta > 2\mu$ expressed in terms of the polarization tensor is thermodynamically consistent.

To summarize the application region of the obtained results, in this section we used the conditions

$$k_B T \ll \frac{\hbar v_F}{2a} \ll \frac{\hbar c}{2a} < \Delta, \quad k_B T \ll \Delta - 2\mu$$

(74)

and made the asymptotic expansions in three small parameters

$$\tau \equiv \frac{4\pi k_B T a}{\hbar c} \ll 1, \quad \frac{\hbar v_F}{2a \Delta} \ll 1, \quad e^{-\frac{\Delta - 2\mu}{4k_B T}} \ll 1.$$  

(75)

The last parameter was used in finding the low-temperature behavior of $\delta^\text{expl}_T F$. It is possible, however, to dispense with this parameter (see the next section).

V. LOW-TEMPERATURE BEHAVIOR OF THE CASIMIR FREE ENERGY AND ENTROPY FOR GRAPHENE SHEETS WITH $\Delta = 2\mu$

As was stated in Sec. II, Eqs. (14) and (15) preserve their validity in the case $\Delta = 2\mu$. Because of this, all the results for $\delta^\text{impl}_T F$ obtained in Sec. III for the graphene sheets with
\[ \Delta > 2\mu \text{ remain valid in the case } \Delta = 2\mu. \text{ Specifically, the low-temperature behavior of } \delta_T^{\text{impl}} F \text{ is again determined by the TE mode and is given by Eq. (43).} \]

An explicit temperature dependence, however, leads to a radically different results. Although Eqs. (44)–(53) remain valid in the case \( \Delta = 2\mu \), the subsequent equations obtained under a condition \( \Delta - 2\mu \gg k_B T \) are not applicable. Thus, instead of Eq. (54), from the first line of Eq. (51) we obtain

\[
I^{(1)}_{00,0} = \frac{2k_B T}{\Delta} \ln 2. \tag{76}
\]

A more exact calculation of the integral \( I^{(2)}_{00,0} \) defined in Eqs. (51) and (52) in the case \( \Delta = 2\mu \) (see Appendix) in accordance to Eq. (A6) results in

\[
I^{(2)}_{00,0} \sim k_B T \frac{\Delta}{v_F} \left( \frac{\hbar \omega_c}{2} \right)^2 \ln 2. \tag{77}
\]

As is seen from the comparison of Eqs. (76) and (77) with Eqs. (54) and (55), respectively, the values of \( I^{(1)}_{00,0} \) and \( I^{(2)}_{00,0} \) in the cases \( \Delta > 2\mu \) and \( \Delta = 2\mu \) differ only by the missing exponential factor and by an occurrence of the factor \( \ln 2 \) in the latter case. This allows to conclude that, similar to the case \( \Delta > 2\mu \) considered in Sec. IV, the dominant contribution to the thermal correction \( \delta_T^{\text{expl}} F \) is determined by the TM mode. Up to an order of magnitude estimation of this contribution for the case \( \Delta = 2\mu \), in accordance to Eq. (61), is given by

\[
\delta_T^{\text{expl}} F(a, T) \sim -\frac{\alpha^2 (k_B T)^2}{a^2 \Delta}. \tag{78}
\]

In a similar way, by repeating the derivation in Eqs. (62)–(70), one arrives at a conclusion that for \( \Delta = 2\mu \) the contribution \( \delta_T^{\text{expl}} F \) to the thermal correction at low temperature is estimated by Eq. (70) where the exponential factor is replaced with unity

\[
\delta_T^{\text{expl}} F(a, T) \sim -\frac{\alpha^2 k_B T}{a^2}. \tag{79}
\]

From the comparison of Eq. (43) for an implicit contribution to the thermal correction, which is valid also for the case \( \Delta = 2\mu \), with the explicit contributions (78) and (79), one concludes that in this case the low-temperature behavior of the total thermal correction is given by

\[
\delta_T F(a, T) \sim -\frac{\alpha^2 k_B T}{a^2}, \tag{80}
\]

which originates from the TM mode in an explicit temperature dependence. In the case \( \Delta = 2\mu \), Eqs. (43) and (78)–(80) are obtained under the first set of inequalities in Eq. (74).
i.e., do not using the condition $k_B T \ll \Delta - 2\mu$. They employ only the first two small parameters indicated in Eq. (75) and are valid for graphene with $\Delta \neq 0$ and $\mu \neq 0$.

The result (80) leads to problems. The point is that, in accordance to Eq. (72), the respective Casimir entropy per unit area of the graphene sheets at low temperature behaves as

$$S(a, T) \sim \frac{\alpha^2 k_B}{a^2}. \quad (81)$$

Thus, the Casimir entropy at zero temperature is the nonzero (positive) constant depending on the volume of a system in violation of the Nernst heat theorem [85, 86]. As discussed in Sec. I, the same situation holds for metals with perfect crystal lattices described by the dielectric permittivity of the Drude model which, as opposed to the polarization tensor of graphene, is not derived from the first principles of quantum field theory. It should be taken into consideration, however, that for a real graphene sheet the values of $\Delta$ and $\mu$ cannot be known precisely. Thus, from the practical standpoint, the equality $\Delta = 2\mu$ can be considered as some singular point (see further discussion in Sec. VII). It is only important what are the properties of the Casimir free energy and entropy at low temperatures for graphene sheets with $\Delta < 2\mu$. This question is answered in the next section.

VI. LOW-TEMPERATURE BEHAVIOR OF THE CASIMIR FREE ENERGY AND ENTROPY FOR GRAPHENE SHEETS WITH $\Delta < 2\mu$

Here, we consider the last possibility when the chemical potential is relatively large by exceeding the half of the energy gap. As in two preceding sections, we begin with consideration of the implicit contribution to the thermal correction given by Eq. (31), where the function $\Phi(x)$ is expressed via the reflection coefficients at zero temperature by Eq. (30).

In order to find these reflection coefficients, we consider the polarization tensor (16) and (17) found in the case $\Delta < 2\mu$, replace $\zeta_i$ with $x$ in Eqs. (16) and (17) and expand the results up to the first power in $x$ under the condition $\sqrt{4\mu^2 - \Delta^2} \gg \hbar \omega_c$ which is satisfied at not too small separations between the graphene sheets. The result is

$$\tilde{\Pi}_{00}(x, y, 0, \Delta, \mu) = Q_0 - Q_1 \frac{x}{y}, \quad \tilde{\Pi}(x, y, 0, \Delta, \mu) = Q_2 y x, \quad (82)$$

where the following notations are introduced

$$Q_0 = \frac{4\alpha 2\mu}{\tilde{v}_F^2 \hbar \omega_c}, \quad Q_1 = \frac{16\alpha \mu^2}{\tilde{v}_F^2 \hbar \omega_c \sqrt{4\mu^2 - \Delta^2}}, \quad Q_2 = \frac{4\alpha \sqrt{4\mu^2 - \Delta^2}}{\tilde{v}_F \hbar \omega_c}. \quad (83)$$
It is easily seen that under the used conditions $Q_0 \gg 1$ holds.

We consider first the TM contribution to the function $\Phi(x)$ in Eqs. (30) and (34) and expand it up to the first power in small $x$

$$\Phi_{TM}(x) = \Phi_{TM}(0) + x\Phi'_{TM}(0). \quad (84)$$

Substituting Eq. (82) in the first line of Eq. (22), where $\zeta$ is replaced with $x$, one obtains

$$r_{TM}(x, y, 0) = -\frac{yQ_0 - Q_1x}{yQ_0 - Q_1x + 2(y^2 - x^2)},$$

$$r_{TM}(0, y, 0) = \frac{Q_0}{Q_0 + 2y}. \quad (85)$$

From Eq. (30) at $\lambda = TM$, using Eq. (85), it is easily seen that the quantity $\Phi_{TM}(x)$ at $x = 0$ is represented by a converging integral. Calculating the first derivative of $\Phi_{TM}(x)$, one obtains

$$\Phi'_{TM}(x) = -x \ln(1 - e^{-x}) - \int_x^\infty ydy \frac{2r_{TM}(x, y, 0)e^{-y}}{1 - r_{TM}^2(x, y, 0)e^{-y}} \frac{\partial r_{TM}(x, y, 0)}{\partial x}. \quad (86)$$

By differentiating the first equality in Eq. (85), one finds

$$\left. \frac{\partial r_{TM}(x, y, 0)}{\partial x} \right|_{x=0} = -\frac{2Q_1}{(Q_0 + 2y)^2}. \quad (87)$$

Then, substituting Eq. (87) in Eq. (86), we have

$$\Phi'_{TM}(0) = 4Q_1 \int_0^\infty dy \frac{y}{(Q_0 + 2y)^2} \frac{r_{TM}(0, y, 0)e^{-y}}{1 - r_{TM}^2(0, y, 0)e^{-y}}. \quad (88)$$

Taking into account that $Q_0 \gg 1$ and that the main contribution to the integral is given by $y \sim 1$, one finds from the second equality in Eq. (85) that $r_{TM}(0, y, 0) \approx 1$. In such a manner, Eq. (88) reduces to

$$\Phi'_{TM}(0) \approx \frac{4Q_1}{Q_0^2} \int_0^\infty \frac{y\, dy}{e^y - 1} = \frac{2\pi^2 Q_1}{3Q_0^2}. \quad (89)$$

Substituting this equation in Eq. (84), one obtains

$$\Phi_{TM}(i\tau t) - \Phi_{TM}(-i\tau t) = \frac{4\pi^2 Q_1}{3Q_0^2} \tau T. \quad (90)$$

Now we consider the contribution of the TE mode in Eqs. (30) and (34). In this case the reflection coefficient is obtained by substituting Eq. (82) in the second line of Eq. (22)

$$r_{TE}(x, y, 0) = -\frac{Q_2x}{Q_2x + 2(y^2 - x^2)}. \quad (91)$$
As is seen from this equation, $r_{TE}(x, y, 0)$ goes to zero with vanishing $x$.

Using the first expansion term in the powers of $r_{TE}(x, y, 0)$ in Eq. (30), we find

$$
\Phi_{TE}(x) \approx -\int_{x}^{\infty} y dy r_{TE}^2(x, y, 0) e^{-y}.
$$

(92)

Substituting here Eq. (91), one obtains

$$
\Phi_{TE}(x) \approx -\frac{Q_0^2}{8} \left[ 1 - 2x + x^2 \ln x + O(x^2) \right].
$$

(93)

From this equation, the difference of our interest is given by

$$
\Phi(i\tau t) - \Phi(-i\tau t) = i\frac{Q_0^2}{2} \tau t.
$$

(94)

Comparing the difference in Eq. (90) with that in Eq. (94), one finds that the latter is larger than the former by the factor

$$
\frac{3Q_0^2 Q_2^2}{8\pi^2 Q_1} = \frac{24}{\pi^2} \left( \frac{\alpha \sqrt{4\mu^2 - \Delta^2}}{v_F \hbar \omega_c} \right)^3 \gg 1.
$$

(95)

Thus, one can approximately put

$$
\Phi(i\tau t) - \Phi(-i\tau t) \approx \Phi_{TE}(i\tau t) - \Phi_{TE}(-i\tau t).
$$

(96)

Finally, substituting Eqs. (94) and (96) in Eq. (31), one arrives at the result

$$
\delta_{\varphi}^{\text{impl}} F(a, T) \approx -\frac{k_B T}{16\pi a^2} Q_2^2 \int_0^{\infty} \frac{t dt}{e^{2\tau t} - 1} = -\frac{4\alpha^2 a (k_B T)^2 (4\mu^2 - \Delta^2)}{3v_F^2 (\hbar c)^3}.
$$

(97)

This result is obtained under a condition $\sqrt{4\mu^2 - \Delta^2} > \hbar \omega_c$ and, thus, $\mu \neq 0$. However, $\Delta = 0$ is allowed.

Now we consider the explicit contributions to the thermal correction in the case $\Delta < 2\mu$ starting with $\delta_{\varphi}^{\text{expl}} F$. We again use the condition $\sqrt{4\mu^2 - \Delta^2} > \hbar \omega_c$. Under this condition, in accordance with Eq. (82), $\tilde{\Pi}_{00,0}(y, 0, \Delta, \mu) = Q_0 \neq 0$ and the reflection coefficient $r_{TM}(0, y, 0)$ is given by the second expression in Eq. (85) and, thus, is not equal to zero. Because of this, for calculating the TM contribution to $\delta_{\varphi}^{\text{expl}} F$ one can use the term with $l = 0$ in Eq. (33).
The TE contribution to $\delta_{T,l=0}^{\text{expl}} \mathcal{F}$ is a different matter. Here, in accordance to the second formula in Eq. (82), $\tilde{\Pi}_0(y,0,\Delta,\mu) = 0$ and, due to Eq. (91), $r_{TE}(0,y,0) = 0$. Because of this, Eq. (33) is not applicable in this case and one should calculate $\delta_{T,l=0}^{\text{expl}} \mathcal{F}_{TE}$ using its definition as the term with $l = 0$ in Eq. (25). Taking into account that due to the equality $r_{TE}(0,y,0) = 0$ one has $r_{TE}(0,y,T) = \delta_T r_{TE}(0,y,T)$, Eq. (25) leads to

$$
\delta_{T,l=0}^{\text{expl}} \mathcal{F}_{TE}(a,T) = \frac{k_B T}{16\pi a^2} \int_0^\infty y \, dy \ln \left\{ 1 - \left[ \delta_T r_{TE}(0,y,T) \right]^2 e^{-y} \right\}
$$

(98)

where the last transformation is valid at sufficiently low $T$.

The thermal correction to the TM reflection coefficient in Eq. (33), in accordance to Eqs. (49) and (82) taken at $x = 0$, is given by

$$
\delta_T r_{TM}(0,y,T) = 2y \delta_T \tilde{\Pi}_{0,0}^{0}(y,T,\Delta,\mu) \left( Q_0 + 2y \right).
$$

(99)

For obtaining $\delta_T r_{TE}$, Eq. (49) is not applicable, so that it is found using Eq. (4) taken at $l = 0$ with account of the equalities $\tilde{\Pi}_0 = \delta_T \tilde{\Pi}_0$ and $r_{TE}(0,y,T) = \delta_T r_{TE}(0,y,T)$

$$
\delta_T r_{TE}(0,y,T) = -\frac{\delta_T \tilde{\Pi}_0(y,T,\Delta,\mu)}{\delta_T \tilde{\Pi}_0(y,T,\Delta,\mu) + 2y^3} \approx -\frac{\delta_T \tilde{\Pi}_0(y,T,\Delta,\mu)}{2y^3}.
$$

(100)

In the last transformation we have taken into account that the dominant contribution to Eq. (98) is given by $y \sim 1$ and that $\delta_T \tilde{\Pi}_0$ goes to zero with vanishing $T$.

In the case $\Delta < 2\mu$ under consideration now, the quantities $\delta_T \tilde{\Pi}_{0,0}$ and $\delta_T \tilde{\Pi}_0$, entering Eqs. (99) and (100), can be found from Eqs. (11) and (18)

$$
\delta_T \tilde{\Pi}_{0,0}(y,T,\Delta,\mu) = \frac{4\alpha D}{v_F^2} \left[ \int_1^\infty dt \left( e^{\frac{i\Delta-2\mu}{2kBt}} + 1 \right)^{-1} X_{0,0}(t,y,D) - \int_1^{2\mu/\Delta} dt X_{0,0}(t,y,D) \right],
$$

(101)

$$
\delta_T \tilde{\Pi}_0(y,T,\Delta,\mu) = \frac{4\alpha D}{v_F^2} \left[ \int_1^\infty dt \left( e^{\frac{i\Delta-2\mu}{2kBt}} + 1 \right)^{-1} X_0(t,y,D) - \int_1^{2\mu/\Delta} dt X_0(t,y,D) \right].
$$

Here, similar to Eqs. (50) and (51), we have omitted the first contribution to Eq. (12) leading to an additional exponentially small factor.

The quantities $X_{0,0}$ and $X_0$ in Eq. (101) are defined by Eq. (13) where one should put
\[ l = 0 \]
\[
X_{00,0}(t, y, D) = 1 + \frac{1}{\tilde{v}_F y} \text{Re} \frac{D^2 t^2 - \tilde{v}_F^2 y^2}{\sqrt{\tilde{v}_F^2 y^2 - D^2 t^2 + D^2}},
\]
\[
X_0(t, y, D) = \tilde{v}_F y D^2 \text{Re} \frac{t^2 - 1}{\sqrt{\tilde{v}_F^2 y^2 - D^2 t^2 + D^2}}.
\]

(102)

Note that here the real part is not equal to zero only for \( t \leq f(y, D) \), where \( f(y, D) \) is defined in Eq. (52). It is easily seen that \( f(y, D) < 2\mu/\Delta \) [the upper integration limit in the second contributions in Eq. (101)] if \( y \) satisfies the inequality

\[ y < \sqrt{4\mu^2 - \Delta^2 \over \tilde{v}_F \hbar \omega_c}. \]

(103)

Under the condition \( \sqrt{4\mu^2 - \Delta^2} > \hbar \omega_c \), accepted above, this inequality is satisfied with large safety margin over the entire range of \( y \) giving the major contribution to Eqs. (33) and (98). Because of this, the upper integration limits of the integrals with respect to \( t \) in Eq. (101), containing the real parts indicated in Eq. (102), should be replaced with \( f(y, D) \).

Taking into account also that \( D > 1 \), i.e., \( D \gg \tilde{v}_F y \), and \( t^2 - 1 < \tilde{v}_F^2 y^2 / D^2 \) over the entire domain of integration, from Eqs. (101) and (102) in the asymptotic limit \( k_B T \ll 2\mu - \Delta \) one obtains

\[
\delta_T \tilde{\Pi}_{00,0}(y, T, \Delta, \mu) = \frac{4\alpha D}{\tilde{v}_F^3} Y(y, T, \Delta, \mu),
\]
\[
\delta_T \tilde{\Pi}_0(y, T, \Delta, \mu) = \frac{4\alpha \tilde{v}_F y^3}{D} Y(y, T, \Delta, \mu),
\]

(104)

where the following notation is introduced

\[
Y(y, T, \Delta, \mu) \equiv \int_1^{f(y, D)} dt \left[ (e^{\Delta/2k_BT} + 1)^{-1} - 1 \right] \frac{1}{[\tilde{v}_F^2 y^2 - D^2(t^2 - 1)]^{1/2}}.
\]

(105)

The first contribution to \( \delta_T \tilde{\Pi}_{00,0} \) in Eq. (101) is easily calculated

\[
\frac{4\alpha D}{\tilde{v}_F^2} \left[ \int_1^{f(y, D)} dt \left( e^{\Delta/2k_BT} + 1 \right)^{-1} - \int_1^{2\mu/\Delta} dt \right] = {8\alpha \over \tilde{v}_F^2 \hbar \omega_c} \left[ k_B T \ln \left( 1 + e^{\Delta/2k_BT} \right) \left( 1 + e^{\mu/k_BT} \right) - \mu \right]
\]
\[
\approx \frac{8\alpha}{\tilde{v}_F^2 \hbar \omega_c} e^{-2\mu - \Delta \over 2k_BT}.
\]

(106)

The low-temperature behavior of the integral \( Y \) defined in Eq. (105) is found in the Appendix. According to Eq. (A9) one has

\[
Y(y, T, \Delta, \mu) \approx -\tilde{v}_F y \over D^2 e^{-2\mu - \Delta \over 2k_BT}.
\]

(107)
Substituting Eqs. (106) and (107) in Eq. (104), one obtains
\[
\begin{align*}
\delta_T \Pi_{00,0}(y, T, \Delta, \mu) & \approx \frac{4\alpha}{v_F^2} \left( \frac{2k_BT}{\hbar c} - D \right) e^{-\frac{2\mu - \Delta}{2k_BT}} \sim -\frac{\alpha \Delta}{\hbar \omega_c} e^{-\frac{2\mu - \Delta}{2k_BT}}, \\
\delta_T \Pi_0(y, T, \Delta, \mu) & \approx -\frac{4\alpha \tilde{v} y^4}{D^3} e^{-\frac{2\mu - \Delta}{2k_BT}}.
\end{align*}
\] (108)

We note that according to Eq. (98) \( \delta_{T,L=0}^{\text{expl}} F_{\text{TE}} \) is of the order of \( (\delta_T r_{\text{TE}}) \), i.e., \( \sim (\delta_T \Pi_0)^2 \sim \exp[-2(2\mu - \Delta)/(2k_BT)] \) and, thus, contains an additional exponentially small factor. Because of this, we have
\[
\delta_{T,L=0}^{\text{expl}} F(a, T) \approx \delta_{T,L=0}^{\text{expl}} F_{\text{TM}}(a, T).
\] (109)

Substituting Eqs. (85), (99), and the first equality in Eq. (108) in the TM term of Eq. (33) with \( l = 0 \), one finally finds
\[
\delta_{T,L=0}^{\text{expl}} F_{\text{TM}}(a, T) \sim \frac{k_B T Q_0 \alpha \Delta}{a^2 \hbar \omega_c} e^{-\frac{2\mu - \Delta}{2k_BT}} \int_0^\infty y^2 dy \frac{e^{-y}}{(Q_0 + 2y)^3 - Q_0(Q_0 + 2y)e^{-y}}.
\] (110)

Taking into account Eq. (109), the convergence of the integral which is of the order of \( Q_0^{-3} \), and substituting the definition of \( Q_0 \) given in Eq. (83), the up to an order of magnitude behavior of \( \delta_{T,L=0}^{\text{expl}} F \) at low temperature is
\[
\delta_{T,L=0}^{\text{expl}} F(a, T) \sim \frac{k_B T \hbar c \alpha \Delta}{a^2 \mu^2} e^{-\frac{2\mu - \Delta}{2k_BT}}.
\] (111)

We recall that this asymptotic behavior is derived under the conditions \( D > 1 \), i.e., \( \Delta > \hbar \omega_c \) and \( \sqrt{4\mu^2 - \Delta^2} > \hbar \omega_c \) which are satisfied at sufficiently large separations between graphene sheets with nonzero \( \Delta \) and \( \mu \).

It only remains to find the low-temperature behavior of the last contribution to the thermal correction \( \delta_{T,L \geq 1}^{\text{expl}} F \). We note that for \( l \geq 1 \) both the quantities \( \Pi_{00,l}(y, 0, \Delta, \mu) \neq 0 \) and \( \Pi_l(y, 0, \Delta, \mu) \neq 0 \) so that \( \delta_{T,L \geq 1}^{\text{expl}} F \) is given by sum of all terms with \( l \geq 1 \) in Eq. (33). In doing so, it will suffice to preserve the dependence on \( \tau \) \( (\xi = \tau l) \) only in the lower integration limits of all integrals in Eq. (33) and substitute the integrands in the lowest perturbation order in \( \tau \). For the TM mode, this means that one should use in Eq. (33) the second line in Eq. (85), Eq. (99), and the first line in Eq. (108). For the TE mode, according to Eq. (91), \( r_{\text{TE}}(0, y, 0) = 0 \). Because of this, \( r_{\text{TE}}(i\xi, y, 0) \) should be taken in the first perturbation order in \( \tau \) as given by Eq. (91), whereas the thermal correction to the TE reflection coefficient is given by Eq. (100) and by the second line in Eq. (108).
As a result, for the contribution of the TM mode one obtains
\[
\delta_{T,l \geq 1}^{\text{expl}} F_{\text{TM}}(a,T) \sim \frac{k_BThc\Delta}{\alpha\mu^2a^3} e^{-\frac{2\mu-\Delta}{2k_BT}} \sum_{l=1}^{\infty} \int_{\zeta_l}^{\infty} \frac{y^2 dy}{e^y - 1}.
\] (112)

where we have used that \( y \) giving the major contribution to the integral satisfies the condition \( y \ll Q_0 \).

For the sum of integrals in Eq. (112) we have
\[
\sum_{l=1}^{\infty} \int_{\zeta_l}^{\infty} \frac{y^2 dy}{e^y - 1} = \sum_{n=1}^{\infty} \frac{1}{n^3} \int_{n\zeta_l}^{\infty} dx x^2 e^{-x} = \sum_{n=1}^{\infty} \frac{2}{n^3} \frac{1}{e^\tau n - 1} + \frac{2\tau}{n^2} \frac{e^{\tau n}}{(e^{\tau n} - 1)^2} + \frac{\tau^2}{n} \frac{e^\tau (1 + e^{\tau n})}{(e^{\tau n} - 1)^3}
\]
\[
\sim \frac{1}{\tau} \sum_{n=1}^{\infty} \left[ \frac{2}{n^4} + \frac{2}{n^4} + \frac{1}{n^4} \right] \sim \frac{1}{\tau},
\] (113)

Substituting this to Eq. (112), we arrive at
\[
\delta_{T,l \geq 1}^{\text{expl}} F_{\text{TM}}(a,T) \sim \frac{(hc)^2\Delta}{\alpha\mu^2a^3} e^{-\frac{2\mu-\Delta}{2k_BT}}.
\] (114)

The contribution of the TE mode is obtained by substituting Eqs. (91), (100), and (108) in Eq. (33) at low \( T \)
\[
\delta_{T,l \geq 1}^{\text{expl}} F_{\text{TE}}(a,T) \sim \frac{\alpha k_B T Q_2}{a^2 \frac{D^3}{e^\tau}} e^{-\frac{2\mu-\Delta}{2k_BT}} \sum_{l=1}^{\infty} l \int_{\zeta_l}^{\infty} dy e^{-y} \sim \frac{\alpha^2 \sqrt{4\mu^2 - \Delta^2} (hc)^3}{\Delta^3 a^5} e^{-\frac{2\mu-\Delta}{2k_BT}}.
\] (115)

It is easily seen that the quantities in Eqs. (114) and (115) can be of the same order of magnitude. Thus, for the total contribution \( \delta_{T,l \geq 1}^{\text{expl}} F \) we obtain
\[
\delta_{T,l \geq 1}^{\text{expl}} F(a,T) \sim \frac{(hc)^2}{a^4} \left( \frac{\Delta}{\alpha\mu^2} + \frac{\alpha^2 hc \sqrt{4\mu^2 - \Delta^2}}{a\Delta^3} \right) e^{-\frac{2\mu-\Delta}{2k_BT}}.
\] (116)

This result is derived for \( \mu > 0 \) and \( \Delta > 0 \).

From Eqs. (97), (111), and (116), one concludes that the main term in the low-temperature behavior of the Casimir free energy for graphene with \( \Delta < 2\mu \) is determined by the TE mode in the implicit contribution given by Eq. (97). Substituting Eq. (97) in Eq. (72) one arrives at the Casimir entropy at low temperature
\[
S(a,T) \sim \frac{\alpha^2 a(4\mu^2 - \Delta^2) k_B T}{(hc)^3}.
\] (117)

In the limit of vanishing temperature, the Casimir entropy (117) goes to zero in agreement with the Nernst heat theorem.
The results of this section were derived under the conditions

\[ k_B T \ll \frac{\hbar v_F}{2a} \ll \frac{\hbar c}{2a} < \Delta, \quad k_B T \ll 2\mu - \Delta. \]  

(118)

Thus, although the first two expansion parameters in Eq. (75) remain the same, the third one is replaced with

\[ e^{-\frac{2\mu - \Delta}{2k_B T}} \ll 1. \]  

(119)

One more condition used in the derivation of expressions (82) for the polarization tensor is

\[ \frac{\hbar c}{2a} < \sqrt{4\mu^2 - \Delta^2}. \]  

(120)

These application conditions are discussed in Sec. VII.

VII. CONCLUSIONS AND DISCUSSION

In this paper, we have found the low-temperature behavior of the Casimir free energy and entropy of two real graphene sheets possessing the nonzero energy gap and chemical potential. This problem is solved analytically in the framework of the Dirac model. The response of graphene to the electromagnetic field is described on the basis of first principles of thermal quantum field theory by means of the polarization tensor in (2+1)-dimensional space-time. The thermal correction to the Casimir energy of two parallel graphene sheets at zero temperature is presented as a sum of two contributions. The first of them, called implicit, contains the polarization tensor at zero temperature, and the dependence of this contribution on temperature is determined by a summation over the Matsubara frequencies. The temperature dependence of the second contribution, called explicit, is determined by the thermal correction to the polarization tensor. The low-temperature behaviors of both contributions were found for different relationships between the energy gap and chemical potential of graphene sheets, i.e., for \( \Delta > 2\mu, \Delta = 2\mu, \) and \( \Delta < 2\mu, \) and turned out to be essentially different.

According to the results of Sec. IV, which are repeated here by presenting only the dimensional quantities, the low-temperature behavior of the Casimir free energy and entropy for graphene sheets with \( \Delta > 2\mu \) is eventually determined by the TE mode in an implicit contribution to the thermal correction

\[ \delta_T F(a, T) \sim -\frac{(k_B T)^5}{(\hbar c)^2\Delta^2}, \quad S(a, T) \sim \frac{k_B T^4}{(\hbar c)^2\Delta^2}. \]  

(121)
and it does not depend on the chemical potential.

In Sec. V it is shown that for graphene sheets with $\Delta = 2\mu$ the eventual low-temperature behavior of the Casimir free energy and entropy is determined by the TM mode in an explicit contribution to the thermal correction

$$\delta_T F(a, T) \sim -\frac{k_B T}{a^2}, \quad S(a, T) \sim \frac{k_B}{a^2},$$

(122)

Finally, as shown in Sec. VI, for the case $\Delta < 2\mu$ the low-temperature behavior of the Casimir free energy and entropy is governed by the TE mode in an implicit contribution to the thermal correction given by

$$\delta_T F(a, T) \sim -\frac{a(4\mu^2 - \Delta^2)(k_B T)^2}{(hc)^3}, \quad S(a, T) \sim \frac{a(4\mu^2 - \Delta^2)k_B^2 T}{(hc)^3}.$$  (123)

It is interesting to compare these results with the case of a pristine graphene with $\Delta = \mu = 0$ where

$$\delta_T F(a, T) \sim \frac{(k_B T)^3}{(hc)^2} \ln \frac{ak_B T}{hc}, \quad S(a, T) \sim -k_B \frac{(k_B T)^2}{(hc)^2} \ln \frac{ak_B T}{hc}.$$  (124)

As is seen from the comparison of Eqs. (121), (123) with Eq. (124), for real graphene sheets there is a nontrivial interplay between the values of $\Delta$ and $\mu$ which leads to different behaviors of the Casimir energy and entropy with vanishing temperature, especially in the case $\Delta < 2\mu$ where the polarization tensor at $T = 0$ depends on $\mu$.

From Eqs. (121) and (123) one concludes that the Casimir entropy is positive and vanishes with vanishing temperature, i.e., for graphene with $\Delta > 2\mu$ and $\Delta < 2\mu$ the Nernst heat theorem is satisfied and, thus, the Lifshitz theory of the Casimir interaction is consistent with the requirements of thermodynamics (the same holds for a pristine graphene). According to Eq. (122), this is, however, not so for graphene with $\Delta = 2\mu \neq 0$ where the Casimir entropy at zero temperature is not equal to zero and its value depends on the parameter of a system (volume). As discussed in Sec. V, however, this anomaly is not relevant to any physical situation because for real graphene samples the exact equality $\Delta = 2\mu$ is not realizable. We note that the real part of the electrical conductivity of graphene as a function of frequency also experiences a qualitative change when the energy gap $\Delta$ decreases from $\Delta > 2\mu$ to $\Delta < 2\mu$.

It should be noted that the asymptotic expressions (121) and (123) are not applicable to graphene sheets with too small values of $\Delta - 2\mu$ and $2\mu - \Delta$, respectively. The point is that...
if the values of $\Delta$ and $2\mu$ are too close to each other the exponentially small parameters in Eqs. (75) and (119) lose their meaning and cannot be used. Taking into account that the polarization tensor is a continuous function of $\Delta$ at the point $\Delta = 2\mu$, the possibility exists that an apparent discontinuity of the obtained asymptotic formulas at $\Delta = 2\mu$ may be an artifact of the expansion in small parameters at the crossover region. For a comprehensive resolution of this question, it would be desirable to find the more exact asymptotic expressions applicable for the values of $2\mu$ arbitrarily close to $\Delta$ from the left and from the right. In future it is also interesting to investigate the case of two dissimilar graphene sheets with different values of the energy gap and chemical potential. The configuration of a graphene sheet interacting with an ideal metal plane (it has been known that for two ideal metal planes the Casimir entropy satisfies the Nernst heat theorem [87]) or a plate made of conventional metallic or dielectric materials.

According to Sec. I, theoretical description of the Lifshitz theory using the polarization tensor of graphene [75] is in good agreement with the experiment on measuring the Casimir interaction in graphene system [74]. Taking into consideration that the polarization tensor of graphene results in two spatially nonlocal, complex dielectric permittivities (the longitudinal one and the transverse one [50]), it may be suggested that a more fundamental theoretical description of the dielectric response of metals admits a similar approach. In application to metals, the nonlocal dielectric permittivities of this kind could lead to almost the same results, as the dissipative Drude model, for the propagating waves on the mass shell, but deviate from them significantly for the evanescent fields off the mass shell (in contrast to the nonlocal dielectric functions describing the anomalous skin effect [88]). In such a manner graphene might point the way for resolution of the Casimir puzzle which remains unresolved for already 20 years.
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Appendix A

Here, we derive the low-temperature behavior of two integrals used in the main text. We begin with the integral $I^{(2)}_{00,0}$ defined in Eqs. (51) and (52). To calculate the quantity $I^{(2)}_{00,0}$ in the case $\Delta > 2\mu$ we introduce the integration variable $v = t - 1$ and obtain

$$I^{(2)}_{00,0} \approx e^{-\frac{\Delta - 2u}{2k_B T}} \int_0^{f(y,D)-1} dv e^{-v \frac{\Delta}{2k_B T}} \frac{D^2(v + 1)^2}{(\tilde{v}_F y^2 - D^2 v (v+2)[1/2]}, \tag{A1}$$

where we have omitted the negligibly small quantity $\tilde{v}_F y^2$ taking into account that the dominant contribution to Eq. (33) is given by $y \sim 1$. Under this condition $f(1, D) - 1 \ll 1$ and, thus, $v \ll 1$. Then the asymptotic behavior of Eq. (A1) at low $T$ can be estimated as

$$I^{(2)}_{00,0} \sim e^{-\frac{\Delta - 2u}{2k_B T}} \int_0^{U(D,T)} du e^{-\frac{u}{2k_B T}} \frac{D^2}{(\tilde{v}_F - 2D^2 v)^{1/2}}, \tag{A2}$$

where $u = v\Delta/(2k_B T)$ is the integration variable introduced in place of $v$, and $U(D, T) \equiv \Delta[f(1, D) - 1]/(2k_B T)$. In view of the fact that $4k_B T u / \Delta$ goes to zero when $T$ vanishes and the main contribution to the integral is given by $u \sim 1$, we find

$$I^{(2)}_{00,0} \sim \frac{D^2 k_B T}{\Delta} e^{-\frac{\Delta - 2u}{2k_B T}} \int_0^{\infty} du e^{-u} = \frac{k_B T}{\tilde{v}_F} \Delta e^{-\frac{\Delta - 2u}{2k_B T}}. \tag{A3}$$

Now we consider the same integral but for graphene with $\Delta = 2\mu$. For this purpose, we again begin from Eq. (51), where now $\Delta = 2\mu$, and substitute there the identity

$$\left[ e^{\frac{(t-1)\Delta}{2k_B T}} - 1 \right]^{-1} = \sum_{n=1}^{\infty} (-1)^{n-1} e^{-n(t-1)\frac{\Delta}{2k_B T}}. \tag{A4}$$

Then, after introducing the integration variable $v = t - 1$, one obtains instead of Eq. (A2)

$$I^{(2)}_{00,0} \sim \sum_{n=1}^{\infty} (-1)^{n-1} \int_0^{U(D,T)} du e^{-u} = \frac{k_B T}{\tilde{v}_F} \Delta e^{-\frac{\Delta - 2u}{2k_B T}}. \tag{A5}$$

where $u = n v \Delta/(2k_B T)$. For arbitrarily small $T$ this equation can be rearranged as

$$I^{(2)}_{00,0} \sim \frac{D^2 k_B T}{\tilde{v}_F} \Delta \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} \int_0^{\infty} du e^{-u} = \frac{k_B T}{\tilde{v}_F} \Delta \ln 2. \tag{A6}$$
Now we find the low-temperature behavior of the integral $Y$ defined in Eq. (105). The power of exponent in Eq. (105) is negative over the entire integration range. Because of this, one can use the following expansion

$$Y(y, T, \Delta, \mu) = \int_{1}^{f(y,D)} dt \left[ \sum_{n=1}^{\infty} (-1)^{n-1} e^{\frac{\Delta - 2\mu}{2k_B T}(n-1)} - 1 \right] \frac{1}{[\vec{v}_F y^2 - D^2(t^2 - 1)]^{1/2}}$$

$$= -\sum_{k=1}^{\infty} (-1)^{k-1} \int_{1}^{f(y,D)} dt e^{\frac{\Delta - 2\mu}{2k_B T}k} \frac{1}{[\vec{v}_F y^2 - D^2(t^2 - 1)]^{1/2}}. \quad (A7)$$

Now we replace the integration variable $t$ with $v = t - 1$ and take into account that for $y \sim 1$

$$f(y) - 1 \approx \frac{\vec{v}_F y^2}{2D^2} \ll 1. \quad (A8)$$

For this reason, one can neglect by $v$ as compared to unity in the power of exponent and also in the denominator of Eq. (A7). In the sum, we can restrict ourselves by only the first term because all other terms contain additional exponentially small factors as compared with it. The result is

$$Y(y, T, \Delta, \mu) \approx -e^{-\frac{2\mu - \Delta}{2k_B T}} \int_{0}^{f(y,D)-1} dv \frac{\vec{v}_F y^2}{(\vec{v}_F y^2 - 2D^2v)^{1/2}} \approx -\frac{\vec{v}_F y}{D^2} e^{-\frac{2\mu - \Delta}{2k_B T}}, \quad (A9)$$

where we have used the condition (A8).
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