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Abstract

We consider existence and stability of an almost periodic solution of the following hybrid system

$$\frac{dx(t)}{dt} = A(t)x(t) + f(t, x(\theta_{\beta(t)-p_1}), x(\theta_{\beta(t)-p_2}), \ldots, x(\theta_{\beta(t)-p_m})), \quad (1)$$

where $x \in \mathbb{R}^n$, $t \in \mathbb{R}$, $\beta(t) = i$ if $\theta_i \leq t < \theta_{i+1}$, $i = \ldots, -2, -1, 0, 1, 2, \ldots$, is an identification function, $\theta_i$ is a strictly ordered sequence of real numbers, unbounded on the left and on the right, $p_j, j = 1, 2, \ldots, m$, are fixed integers, and the linear homogeneous system associated with (1) satisfies exponential dichotomy. The deviations of the argument are not restricted by any sign assumption when existence is considered. The problem of positive (almost periodic) solutions of the logistic equation is discussed as an example. A new technique of investigation of equations with piecewise argument, based on integral representation, is developed.
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1 Introduction and Preliminaries

The theory of differential equations with piecewise constant argument (EPCA) of the type

\[ \frac{dx(t)}{dt} = f(t, x([t - p_1]), x([t - p_2]), \ldots, x([t - p_m])), \]  

(2)

where \([\cdot]\) signifies the greatest integer function, was initiated in \[13, 30\] and developed by many authors \[1, 8, 9, 25, 28, 29, 32, 36-39\]. These systems have been under intensive investigation for the last twenty years. They describe hybrid dynamical systems and combine properties of both differential and difference equations. An example of the application of these equations to the problems of biology can be found in \[11\].

One of the novel ideas in our paper is that system (1) is of general type (EPCAG) for equation (2). Indeed if we take \(\theta_i = i, i = \ldots, -2, -1, 0, 1, 2, \ldots\) then (1) takes the form of (2).

The existing method of investigation of EPCA, as it was proposed by its founders \[13, 30\], is based on the reduction of EPCA to discrete equations, and it has been the only method to prove assertions about EPCA until now. In our paper, we (apparently for the first time) propose another approach to the problem. In fact, we are dealing with the construction of an equivalent integral equation. Since we do not need additional assumptions on the reduced discrete equations for investigating EPCAG, the new method requires more easily verifiable conditions, similar to those for ordinary differential equations. So, solving the problems of EPCAG (as well as of EPCA) may become less cumbersome if the approach proposed in our paper is applied.

Another novelty in our investigation is that we consider equations with deviated argument of mixed (advanced-delayed) type. Even in the case of advanced argument, there are certain difficulties if we try to define a solution for increasing \(t\) \[22\]. J. Hale remarked in \[18\] that "these equations (of mixed type) seem to dictate that boundary conditions should be specified in order to obtain a solution in the way as one does for elliptic partial differential equations." We regard the boundedness of the solution on \(R\) as a boundary condition in our investigation. Similar arguments were used in \[6, 12, 16\] to investigate various problems for ordinary and functional differential equations.

The existence of almost periodic solutions is one of the most interesting subjects of
the theory of differential equations (see, for example, [2, 14, 21] and the references cited there). This problem has been considered in the context of EPCA in many papers, such as [32, 38, 40].

To solve the problems of the present paper, we intend to apply our knowledge about the almost periodicity of discontinuous solutions of impulsive systems [3, 5], [17, 31, 34]. One should not be surprised with the relation between EPCAG and impulsive differential equations. This possibility was mentioned in [13] for EPCA, and in [20] for differential equations with discontinuous right hand side.

Original ideas on the spaces of discontinuous functions are to be found in [17, 23, 33, 35]. Following these results, in [31] we introduced Bohner type discontinuous almost periodic functions using topology as well as metric, in the spaces of discontinuous functions and in the discrete spaces of sets of points on the real axes, unbounded on the left and on the right. The multiplicity of one for the elements of the sets was mentioned there, since we supposed that the distances between neighbors are uniformly separated from zero. Further our proposals based on the metric were developed in Supplement A of [31]. In the present paper we again consider the spaces from the topological point of view, assuming that the multiplicity more or equal to one.

One can be confident that the reduction to integral equations, as well as the awareness about the theory of discontinuous functions, can diminish the number of “strange” properties of EPCA, which are usually generated by the reduction to difference equations, and can give explanations of certain phenomena. For example, the result on the module containment considered in [38] becomes less specific if one compares it with our Theorem 6 (see also Example 1). But we should note that the reduction to discrete equations is preferable in some cases, as in [19, 26, 27], where the period-doubling bifurcation and the generation of chaos by a logistic EPCA are considered.

Let \( \mathbb{Z} \), \( \mathbb{N} \), and \( \mathbb{R} \) be the sets of all integers, natural and real numbers, respectively, and \( || \cdot || \) be the euclidean norm in \( \mathbb{R}^n \), \( n \in \mathbb{N} \). Let \( s \in R \) be a positive number. We denote \( G_s = \{ x \in \mathbb{R}^n ||x|| \leq s \} \) and \( G_s^m = G_s \times G_s \ldots \times G_s \) (that is, \( G_s^m \) is an \( m \)-times Cartesian product of \( G_s \)). Let a \( C_0(R) \) (respectively \( C_0(R \times G_H^m) \) for a given \( H \in R, H > 0 \)) be the set of all bounded and uniformly continuous functions on \( R \)
(respectively on $R \times G^m_H$). For $f \in C_0(R)$ (respectively $C_0(R \times G^m_H)$) and $\tau \in R$, the translate of $f$ by $\tau$ is the function $Q_\tau f = f(t + \tau)$, $t \in R$ (respectively $Q_\tau f(t,z) = f(t + \tau, z)$, $(t, z) \in R \times G^m_H$). A number $\tau \in R$ is called an $\epsilon$–translation number of a function $f \in C_0(R)$ (respectively $C_0(R \times G^m_H)$) if $||Q_\tau f - f|| < \epsilon$ for every $t \in R$ $( (t, z) \in R \times G^m_H)$.

A set $S \subset R$ is said to be relatively dense if there exists a number $l > 0$, such that $\left[a, a + l\right] \cap S \neq \emptyset$ for all $a \in R$.

**Definition 1** A function $f \in C_0(R)(C_0(R \times G^m_H))$ is said to be almost periodic (almost periodic in $t$ uniformly with respect to $z \in G^m_H$) if for every $\epsilon \in R, \epsilon > 0$, there exists a relatively dense set of $\epsilon$–translation numbers of $f$.

Denote by $\mathcal{AP}(R)$ ($\mathcal{AP}(R \times G^m_H)$) the set of all such functions.

The following assumptions will be needed throughout the paper.

(C1) $A(t) \in \mathcal{AP}(R)$ is an $n \times n$ matrix;

(C2) $f \in \mathcal{AP}(R \times G^m_s)$, for every $s \in R, s \geq 0$;

(C3) $\exists \ l \in R, \ l > 0$, such that

$$||f(t, z_1) - f(t, z_2)|| \leq l \sum_{j=1}^m ||z^j_1 - z^j_2||,$$

where $z_i = (z^1_i, \ldots, z^m_i) \in R^{nm}, i = 1, 2$.

Let

$$\frac{dx}{dt} = A(t)x \quad (3)$$

be the homogeneous linear system associated with (1), and $X(t)$ be a fundamental matrix of (3).

(C4) system (3) satisfies exponential dichotomy, that is, there exist a projection $P$ and positive constants $\sigma_1, \sigma_2, K_1, K_2$, such that

$$||X(t)PX^{-1}(s)|| \leq K_1 \exp(-\sigma_1(t - s)), \ t \geq s,$$

$$||X(t)(I - P)X^{-1}(s)|| \leq K_2 \exp(\sigma_2(s - t)), \ t \leq s.$$
Let $\Theta$ be a space of strictly ordered sequences $\{\theta_i\} \subset \mathbb{R}, i \in \mathbb{Z}$, such that $|\theta_i| \to \infty$, if $|i| \to \infty$. Denote by $\mathcal{PC}$ the set of all functions from $\mathbb{R}$ to $\mathbb{R}^n$ that are piecewise continuous with discontinuities of the first type. Assume that the set of discontinuities of every function from $\mathcal{PC}$, numerated in a strict order, is an element of $\Theta$. Moreover, these functions are uniformly continuous on the set $\cup_{i \in \mathbb{Z}}(\theta_i, \theta_{i+1})$, and they are left or right continuous at every point of discontinuity.

Denote by $\mathcal{PC}_r \subset \mathcal{PC}$ the set of all continuous from the right functions. Similarly, one can define a set $\mathcal{PC}_l$. If $\phi \in \mathcal{PC}$, then one can define a function $\phi_r \in \mathcal{PC}_r$, such that $\phi_r(t) = \phi(t)$ everywhere, except possibly at points $t = \theta_i$, that is,

$$\phi_r(t) = \begin{cases} \phi(t), & \text{if } t \neq \theta_i; \\ \phi(\theta_i+), i \in \mathbb{Z}, & \text{otherwise}. \end{cases}$$

We shall call the function $\phi_r(t)$ a right extension of the function $\phi(t) \in \mathcal{PC}$. Since the function $\beta(t)$ is right continuous, it is reasonable to consider only the space $\mathcal{PC}_r$ in our paper, extending, to the right, if necessary, every function from $\mathcal{PC}$ that we obtain in our discussion. Since functions from $\mathcal{PC}$ are assumed to be the derivatives or limits of the solutions of EPCAG, no difficulty arises from this agreement. In what follows we assume that $\beta(t) \in \mathcal{PC}_r$. The following definition of a solution of EPCAG which is a slightly changed form of the corresponding definition for EPCA [28, 29] can be given.

**Definition 2** A function $x(t)$ is a solution of (1) on $\mathbb{R}$ if:

(i) $x(t)$ is continuous on $\mathbb{R}$;

(ii) the derivative $x'(t)$ exists at each point $t \in \mathbb{R}$, with the possible exception of the points $\theta_i, i \in \mathbb{Z}$, where one-sided derivatives exist;

(iii) equation (1) is satisfied on each interval $[\theta_i, \theta_{i+1}), i \in \mathbb{Z}$.

It is obvious that the derivative of a solution $x(t)$ is a function from $\mathcal{PC}_r$, if we assume it to be the right derivative at $t = \theta_i, i \in \mathbb{Z}$.

Let

$$G(t, s) = \begin{cases} X(t)PX^{-1}(s), & \text{if } t \geq s, \\ X(t)(P-I)X^{-1}(s), & \text{if } t < s \end{cases}$$
be the Green’s function of (3). Denote

\[ F_\theta(\psi(t)) = f(t, \psi(\theta_{\beta(t)}-p_1), \psi(\theta_{\beta(t)}-p_2), \ldots, \psi(\theta_{\beta(t)}-p_m)), \]

where \( \psi(t) \in C_0(R) \).

The following is one of the most important assertion for our method of investigation of EPCAG.

**Lemma 1** A function \( x(t) \in C_0(R) \) is a solution of (1) if and only if

\[ x(t) = \int_{-\infty}^{\infty} G(t,s)F_\theta(x(s))ds. \] (4)

*Proof.*

**Necessity.** Assume that \( x(t) \in C_0(R) \) is a solution of (1). Denote

\[ \phi(t) = \int_{-\infty}^{\infty} G(t,s)F_\theta(x(s))ds. \] (5)

By straightforward calculation we can see that the function \( \phi(t) \) is bounded and continuous on \( R \).

Assume that \( t \neq \theta_i, i \in \mathbb{Z} \). Then

\[ \phi'(t) = A(t)\phi(t) + F_\theta(x(t)) \]

and

\[ x'(t) = A(t)x(t) + F_\theta(x(t)). \]

Hence,

\[ [\phi(t) - x(t)]' = A(t)[\phi(t) - x(t)]. \]

Calculating the limit values at \( t = \theta_j, j \in \mathbb{Z} \), we find that

\[ \phi'(\theta_j \pm 0) = A(\theta_j \pm 0)\phi(\theta_j \pm 0) + F_\theta(x(\theta_j \pm 0)) \]

\[ x'(\theta_j \pm 0) = A(\theta_j \pm 0)x(\theta_j \pm 0) + F_\theta(x(\theta_j \pm 0)). \]
Consequently,
\[ [\phi(t) - x(t)]'|_{t=\theta_j+0} = [\phi(t) - x(t)]'|_{t=\theta_j-0}. \]

Thus, \([\phi(t) - x(t)]\) is a continuously differentiable function on \(R\), satisfying (3). That is, \([\phi(t) - x(t)] = 0\) on \(R\).

**Sufficiency.** Suppose that (4) is valid and \(x(t) \in C_0(R)\). Fix \(i \in \mathbb{Z}\) and consider the interval \([\theta_i, \theta_{i+1})\). If \(t \in (\theta_i, \theta_{i+1})\), then by differentiating one can see that \(x(t)\) satisfies (1). Moreover, considering \(t \to \theta_i+\), and taking into account that \(\beta(t)\) is a right-continuous function, we obtain that \(x(t)\) satisfies (1) on \([\theta_i, \theta_{i+1})\). The lemma is proved.

## 2 Wexler sequences

Fix \(\theta \in \Theta\), and consider a sequence \(\gamma_i, i \in \mathbb{Z}, \gamma_{i+1} \geq \gamma_i\), such that for every \(\gamma_i \in \gamma\) there exists an element \(\theta_j \in \theta\) such that \(\gamma_i = \theta_j\). Let \(m(i), i \in \mathbb{Z}\), be the number of elements of \(\gamma\) which are equal to \(\theta_i\). We shall call this number the multiplicity of \(\theta_i\) with respect to \(\gamma\). Denote \(m(\gamma) = \sup_i m(i)\). Denote by \(\Gamma\) the set of all sequences \(\gamma\) such that \(m(\gamma) < \infty\). If \(\gamma \in \Gamma\), then we shall say that \(m(\gamma)\) is the maximal multiplicity of \(\gamma\). It is obvious that \(|\gamma_i| \to \infty\) if \(|i| \to \infty\), for every \(\gamma \in \Gamma\), and that \(\Theta \subset \Gamma\).

We shall call \(\theta\) a support of \(\gamma\), and \(\gamma\) a representative of \(\theta\). Introduce the following distance \(||\gamma^{(1)} - \gamma^{(2)}|| = \sup_i ||\gamma_i^{(1)} - \gamma_i^{(2)}||\) if \(\gamma^{(1)}, \gamma^{(2)} \in \Gamma\). We shall say that elements \(\theta^{(1)}, \theta^{(2)} \in \Theta\) are \(\epsilon\)-equivalent and write \(\theta^{(1)}\epsilon \theta^{(2)}\), if there exist the representatives \(\gamma^{(1)}\) and \(\gamma^{(2)}\) in \(\Gamma\) of \(\theta^{(1)}\) and \(\theta^{(2)}\), respectively, such that \(||\gamma^{(1)} - \gamma^{(2)}|| < \epsilon\). Moreover, we shall say that these sequences are in the \(\epsilon\)-neighborhoods of each other.

The topology defined on the basis of all \(\epsilon\)-neighborhoods, \(0 < \epsilon < \infty\), of all elements of \(\Theta\) is named as \(B^*\)-topology. Obviously, it is a Hausdorff topology.

**Lemma 2** If \(\theta^{(1)}\epsilon_1 \theta^{(2)}, \theta^{(2)}\epsilon_2 \theta^{(3)}\), then \(\theta^{(1)}(\epsilon_1 + \epsilon_2)\theta^{(3)}\).

**Proof.** Let \(\gamma^{(1)}, \gamma^{(3)}\) be the representatives of \(\theta^{(1)}\), \(\theta^{(3)}\), respectively, and \(\gamma^{(2)}, \gamma^{(4)}\) be the representatives of \(\theta^{(2)}\) such that \(||\gamma^{(1)} - \gamma^{(2)}|| < \epsilon_1\) and \(||\gamma^{(4)} - \gamma^{(3)}|| < \epsilon_1\). Let \(m^{(2)}, m^{(4)}\) be the maximal multiplicities of \(\gamma^{(2)}, \gamma^{(4)}\), respectively. Denote \(m_0 = \max(m^{(2)}, m^{(4)})\) and define a representative \(\bar{\gamma}^{(2)}\) of \(\theta^{(2)}\) with multiplicity \(m(i) = m_0, i \in \mathbb{Z}\). Enlarging, if necessary, the multiplicity of elements and shifting the indeces of elements by the same
number, in accordance with the change from \( \gamma^{(2)} \) to \( \gamma^{(4)} \), we can construct representatives \( \bar{\gamma}^{(1)} \), \( \bar{\gamma}^{(3)} \) of \( \theta^{(1)}, \theta^{(3)} \), respectively, such that 
\[
|\gamma^{(2)}_i - \bar{\gamma}^{(1)}_i| < \epsilon_1, |\gamma^{(2)}_i - \bar{\gamma}^{(3)}_i| < \epsilon_2, i \in \mathbb{Z}.
\]
Consequently, \(|\gamma^{(3)}_i - \bar{\gamma}^{(1)}_i| < \epsilon_1 + \epsilon_2\). The lemma is proved.

Let \( a_i, i \in \mathbb{Z} \), be a sequence in \( \mathbb{R}^n \). An integer \( p \) is called an \( \epsilon \)-almost period of the sequence, if 
\[
||a_i + p - a_i|| < \epsilon
\]
for any \( i \in \mathbb{Z} \).

**Definition 3** A sequence \( a_i, i \in \mathbb{Z} \), is almost periodic, if for any \( \epsilon > 0 \) there exists a relatively dense set of its \( \epsilon \)-almost periods.

Let \( \gamma \in \Gamma, i, j \in \mathbb{Z} \). Denote \( \gamma^j_i = \gamma_{i+j} - \gamma_i \) and define sequences \( \gamma^j = \{\gamma^j_i\} \in \Gamma, j \in \mathbb{Z} \).

**Definition 4** \([17, 31]\) Sequences \( \gamma^j, j \in \mathbb{Z} \), are equipotentially almost periodic if for an arbitrary \( \epsilon > 0 \) there exists a relatively dense set of \( \epsilon \)-almost periods that are common for all \( \gamma^j, j \in \mathbb{Z} \).

**Definition 5** We shall say that \( \theta \in \Theta \) is a Wexler sequence, if there exists a representative \( \gamma \) of \( \theta \) with equipotentially almost periodic \( \gamma^j, j \in \mathbb{Z} \).

Let \( \gamma \in \Gamma, \epsilon > 0 \), be given. Denote by \( T_\epsilon \subset \mathbb{R} \) the set of numbers \( \tau \), for which there exists at least one number \( q_\tau \in \mathbb{Z} \), such that 
\[
|\gamma^q_\tau - \tau| < \epsilon, i \in \mathbb{Z}.
\]
Denote by \( Q_\tau \) the set of all numbers \( q_\tau \) satisfying \( \Box \) for fixed \( \epsilon \) and \( \tau \), and \( Q_\epsilon = \bigcup_{\tau \in T_\epsilon} Q_\tau \). The following lemmas were proved in \([17, 35]\) for \( m(\gamma) = 1 \). But one can easily, repeating the proof in \([17]\), to verify that they valid if \( 1 < m(\gamma) < \infty \). For example, equivalence of conditions (a) and (b) of Lemma \( \Box \) is considered in \([31]\).

**Lemma 3** The following statements are equivalent

(a) the sequences \( \gamma^j, j \in \mathbb{Z} \), are equipotentially almost periodic;

(b) the set \( T_\epsilon \) is relatively dense for any \( \epsilon > 0 \);

(c) the set \( Q_\epsilon \) is relatively dense for any \( \epsilon > 0 \).
Lemma 4 Assume that sequences $\gamma^j, j \in \mathbb{Z}$, are equipotentially almost periodic. Then for arbitrary $l > 0$ there exists $n_0 \in \mathbb{N}$, such that any interval of length $l$ contains at most $n_0$ elements of $\gamma$.

Fix $\theta \in \Theta$ and let $h = \{h_n\}, n \in \mathbb{N}$, be a sequence of real numbers. Assume that the sequence of shifts $\{\theta + h_n\}_n$ is convergent in $B^s$-topology. We shall denote the limit element as $Q_h\theta$.

Definition 6 An element $\theta \in \Theta$ has the Bohner property, if every sequence $\{h'_{n}\}$ contains a subsequence $h \subset h'$, such that $Q_{h'}\theta$ exists.

Theorem 1 If $\theta \in \Theta$ is a Wexler sequence, then it satisfies the Bohner property and $Q_{h\theta}$ is a Wexler sequence for arbitrary $h$.

Proof. Let $\theta$ be a Wexler sequence and $\gamma^j, j \in \mathbb{Z}$, be equipotentially almost periodic, where $\gamma$ is the representative of $\theta$. The almost periodicity of $\gamma^1$ implies that there exists $\kappa > 0$, such that $0 \leq \theta^1_i < \kappa, i \in \mathbb{Z}$. Hence, for arbitrary $n \in \mathbb{N}$ there exists $i_n$ such that $\gamma_{i_n} + h_n \in [0, \kappa]$. Denote $\gamma^{(n)} = \{\gamma_{i+i_n}\}_i$. Clearly, $\gamma^{(n)} \in \Gamma, m(\gamma^{(n)}) = m(\gamma)$, and $\gamma^{(n)}j, j \in \mathbb{Z}$, are equipotentially almost periodic.

Using Theorem 1, p. 129 [17] and the equipotentially almost periodicity of $\gamma^{(n)}j$, one can show that there exists a subsequence $n_k$, let us say it is $n_k$, such that for arbitrary $\epsilon > 0$ there exists $n(\epsilon) \in \mathbb{N}$, such that

$$||\gamma^{(m)}j - \gamma^{(p)}j|| < \frac{\epsilon}{2}, j \in \mathbb{Z},$$

if $m, p > n(\epsilon)$. (7)

Moreover, without loss of generality, we assume that $\gamma^{(n)}_0 + h_n \to \gamma^{(0)}_0 \in [0, \kappa]$. Consequently, for arbitrary $\epsilon > 0$ there exists $n(\epsilon)$ such that

$$|\gamma^{(m)} + h_m - \gamma^{(p)} - h_p| < |\gamma^{(m)}_0 + h_m - \gamma^{(p)}_0 - h_p|$$

$$+ |\gamma^{(m)} - \gamma^{(p)}| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,$$

if $m, p > n(\epsilon)$. That is, if we fix $i \in \mathbb{Z}$, then $\{\gamma^{(n)}_i + h_n\}_n$ is a Cauchy sequence, and hence $\gamma^{(n)}_i + h_n \to \gamma^{(0)}_i, i \in \mathbb{Z}$. Furthermore, by [8] the convergence is uniform in $i$ and $\gamma^{(0)}_{i+1} \geq \gamma^{(0)}_i, i \in \mathbb{Z}$. Finally, the condition $m(\gamma^{(n)}) = m(\gamma)$, and Lemma 4 imply that $m(\gamma^{(0)}) \leq n_0 m(\gamma) < \infty$. It is obvious that $|\gamma^{(0)}_i| \to \infty$. Hence, $\gamma^0 \in \Gamma$. Assume that $\theta^0$ is
the support of \( \gamma^{(0)} \). Since \( \gamma^{(n)}_j \) are equipotentially almost periodic and \( |\gamma^{(n)}_i - \gamma^{(0)}_i| \to 0 \) uniformly in \( i \) as \( n \to \infty, j \in \mathbb{Z} \), one can show that \( \gamma^{(0)}_j, j \in \mathbb{Z} \), are equipotentially almost periodic in a similar manner as in the proof of the theorem on almost periodicity of a limit function \[21\]. Consequently, \( \theta^{(0)} \) is a Wexler sequence.

The theorem is proved.

**Theorem 2** \( \theta \in \Theta \) is a Wexler sequence if and only if it satisfies the Bohner property.

**Proof. Necessity** is proved by Theorem 1.

**Sufficiency.** Assume that \( \theta \in \Theta \) is not a Wexler sequence. Then \( \theta^j, j \in \mathbb{Z} \), are not equipotentially almost periodic, and by Lemma 3 there exists a number \( \epsilon_0 \) and a sequence of sections \( I_n = [h_n - l_n, h_n + l_n], n \in \mathbb{N} \), where \( l_1 \) is arbitrary, \( l_n > \max_{m<n} |h_m| \) and the following inequality

\[
\sup_{q,k \in \mathbb{Z}} |\theta^q_k - \xi| \geq \epsilon_0, \xi \in \bigcup_n I_n, \tag{9}
\]

is valid. Consider a sequence of shifts \( \theta + h_n, n \in \mathbb{N} \), and denote \( h' = \{h_n}\). For arbitrary \( m, p \in \mathbb{N}, m > p \), we have that \( h_m - h_p \in I_m \) and \( \sup_{i,j \in \mathbb{Z}} |\theta^i_j - (h_m - h_p)| \geq \epsilon_0 \) or

\[
\sup_{i,j \in \mathbb{Z}} |\theta^i_j - (h_m - h_p)| \geq \epsilon_0. \tag{10}
\]

The last inequality means that \( \theta + h_m \) is not in the \( \epsilon_0 \) - neighborhood of \( \theta + h_p \). Assume that there exists a subsequence \( h \subset h' \) such that \( \theta + h_n \) converges to \( \theta^{(0)} \in \Theta \) uniformly in \( B^* \)- topology. Then there exist numbers \( n_m \) and \( n_p, n_m > n_p \), such that \( (\theta + h_{n_p}) \not\to \theta^{(0)} \) and \( (\theta + h_{n_m}) \not\to \theta^{(0)} \). By Lemma 2 \( (\theta + h_{n_p}) \epsilon_0 (\theta + h_{n_m}) \). The contradiction proves the theorem.

Subsequences \( h \) and \( g \) are common subsequences of sequences \( h' \) and \( g' \) if \( h_n = h_{n(k)} \) and \( g_n = g_{n(k)} \) for some given function \( n(k) \) \[21\]. The following theorem is an analogue of Theorem 1.17 from \[21\], and we shall follow the proof of the theorem presented there.

**Theorem 3** A sequence \( \theta \in \Theta \) is a Wexler sequence if and only if for arbitrary \( h' \) and \( g' \) there exist common subsequences \( h \subset h' \) and \( g \subset g' \) such that

\[
Q_{h+g} \theta = Q_h Q_g \theta. \tag{11}
\]
Proof.

Necessity. Assume that $\theta$ is a Wexler sequence. By the previous theorem there exists a subsequence $g' \subset g$ such that $Q_{g'} \theta$ exists and the limit is a Wexler sequence. Denote $\eta = Q_{g'} \theta$. Moreover, if $h'' \subset h'$ is common with $g''$, then one can find a sequence $h''' \subset h''$ such that $\mu = Q_{h'''} \eta$ is a Wexler sequence. If $g''' \subset g''$ is common with $h'''$, then there exist common subsequences $h \subset h'''$, $g \subset g'''$ such that $\mu = Q_{h} \eta$ is a Wexler sequence. If $g''' \subset g''$ is common with $h'''$, then there exist common subsequences $h \subset h'''$, $g \subset g'''$ such that $\mu = Q_{h} \eta$ is a Wexler sequence. Since $h \subset h''', g \subset g'''$, $Q_{h} \eta = \mu$. Thus, if $\epsilon > 0$ is fixed, then for sufficiently large $n$ we have $\zeta \epsilon (\theta + h_n + g_n)$, $\eta \epsilon (\theta + g_n)$, and $\mu \epsilon (\eta + h_n)$. Using Lemma 2, we can conclude that $\zeta 3 \epsilon \mu$. Hence, $\zeta = \mu$, as $\epsilon$ is arbitrarily small.

Sufficiency. Suppose that $h'$ is the given sequence. Taking $g' = 0$ we see that the condition $Q_{g+h} = Q_{g} Q_{h} \theta$ implies that $Q_{h} \theta$ exists, and hence by Theorem 2 the sequence $\theta$ is a Wexler sequence. The theorem is proved.

3 Bohr-Wexler almost periodic functions

Definition 7 Let $u_1, u_2 \in PC_r$, and $\theta^{(1)}, \theta^{(2)}$ be the sequences of the points of discontinuity of these functions, respectively. We shall say that $u_1$ is $\epsilon$- equivalent to $u_2$, and denote $u_1 \epsilon u_2$, if $\theta^{(1)} \epsilon \theta^{(2)}$ and $|u_1(t) - u_2(t)| < \epsilon$ for all $t \in R \setminus \bigcup_i [(\theta_i^{(1)} - \epsilon, \theta_i^{(1)} + \epsilon) \cup (\theta_i^{(2)} - \epsilon, \theta_i^{(2)} + \epsilon)]$. We also say that $u_1$ belongs to the $\epsilon$- neighborhood of $u_2$, and vice versa, denoting $u_1 \in O(u_2, \epsilon)$ and $u_2 \in O(u_1, \epsilon)$, respectively.

Definition 8 The topology defined on the basis of all $\epsilon$- neighborhoods of functions from $PC_r$ is called $B-$ topology. It is clear that this topology is Hausdorff.

Definition 9 A number $\tau$ is an $\epsilon$- translation number of $\phi \in PC_r$ if $\phi(t + \tau) \in O(\phi(t), \epsilon)$.

Definition 10 A function $\phi \in PC_r$ is a Bohr-Wexler almost periodic function, if for arbitrary $\epsilon > 0$ there exists a relatively dense set of $\epsilon$- translation numbers of $\phi$. If $\theta \in \Theta$ is a sequence of the moments of discontinuity of $\phi$, then $\theta$ is a Wexler sequence.

We shall denote by $BWAP$ the set of all Bohr-Wexler almost periodic functions. Let $h = \{h_n\}$ and $T_h \phi \in PC_r$ be the limit of the sequence $\phi(t + h_n), \phi \in PC_r$, in $B-$ topology, if it exists.
That is why 

\[ \epsilon > 0 \] 

over, one can easily obtain that 

The lemma is proved.

Proof. Lemma 1 and the relations \( \theta^{(1)} \epsilon_1 \theta^{(2)} , \theta^{(2)} \epsilon_2 \theta^{(3)} \) imply that \( \theta^{(1)} (\epsilon_1 + \epsilon_2) \theta^{(3)} \). Moreover, one can easily obtain that 

\[ t \in R \backslash \bigcup_i [(\theta^{(1)}_i - (\epsilon_1 + \epsilon_2), \theta^{(1)}_i + (\epsilon_1 + \epsilon_2)) \cup (\theta^{(3)}_i - (\epsilon_1 + \epsilon_2), \theta^{(3)}_i + (\epsilon_1 + \epsilon_2))] \quad (12) \]

implies that \( t \in R \backslash \bigcup_i [(\theta^{(j)}_i - \epsilon_j, \theta^{(j)}_i + \epsilon_j) \cup (\theta^{(2)}_i - \epsilon_j, \theta^{(2)}_i + \epsilon_j)], j = 1, 3. \)

That is why \( |u_1(t) - u_3(t)| \leq |u_1(t) - u_2(t)| + |u_2(t) - u_3(t)| < \epsilon_1 + \epsilon_2 \) if \( (12) \) is valid.

The lemma is proved.

Theorem 4 \( \phi \in BWAP \) if and only if \( \phi \) satisfies the Bohner property. \( T_h \phi \in BWAP \) for \( \phi \in BWAP \), if the limit exists.

Proof. Necessity. Assume that \( \phi \in BWAP, \theta \in \Theta \) is a sequence of the points of discontinuity of \( \phi \), and \( h' \subset R \) is a given sequence. By Theorem 4 there exists a subsequence of \( h' \) such that \( T_h \phi \theta = \theta^0 \) is a Wexler sequence, and without loss of generality we assume that it is \( h' \) itself. Consider a sequence \( \epsilon_n \) such that \( \epsilon_n \to 0, n \to \infty \), and denote \( A_n = \bigcup_i [\theta^0_i - \epsilon_n, \theta^0_i + \epsilon_n] \). Using the diagonal process \( [2] \), one can find \( h^{(1)} \subset h' \), such that \( \phi(t + h^{(1)}_n) \) is uniformly convergent to \( \phi^{(1)} \) on \( A_1 \). Then in the same way we can define a sequence \( h^{(2)} \subset h^{(1)} \) such that \( \phi(t + h^{(2)}_n) \) is uniformly convergent to \( \phi^{(2)} \) on \( A_2 \), and so on. Obviously, \( \phi^{(i+1)} = \phi^{(i)} \) on \( A_i, A_i \subset A_{i+1}, \bigcup_i A_i = R \backslash \theta^0 \). Consequently, \( \phi(t + h^{(n)}_n) \) is convergent to \( \phi^0 \in PC \) in \( B^- \) topology.

Fix \( \epsilon > 0 \). There exists \( n(\epsilon) \) such that for arbitrary \( n > n(\epsilon) \) the inequality \( \phi(t + h^{(n)}_n) - \phi^0(t) \) is valid. If \( \tau \) is an \( \frac{\epsilon}{3} - \) almost period of \( \phi(t) \), then \( \phi(t + h^{(n)}_n + \tau) - \frac{\epsilon}{3} \phi(t + h^{(n)}_n) \) and \( \phi(t + h^{(n)}_n + \tau) - \frac{\epsilon}{3} \phi^0(t + \tau) \). Now, using Lemma 5 one can obtain \( \phi^0(t + \tau) \in O(\phi^0, \epsilon) \).

Sufficiency. Assume that \( \phi \not\in BWAP \). Then, similarly to the classical case for some \( \epsilon_0 > 0 \), we can find a sequence of sections \( I_n = [h_n - l_n, h_n + l_n], l_n \geq \max_{m < n} |h_m|, l_1 - \) arbitrary, such that if \( \xi \in \cup_n I_n \), then \( \phi(t + \xi) \not\in O(\phi, \epsilon_0) \). Denote \( h' = \{h_n\} \), and assume that there exists \( h \subset h' \) such that \( T_{h'} = \phi^0 \in PC \). Then there exists \( n(\epsilon) \) such that if \( m > p > n(\epsilon) \), then \( \phi(t + h_m) \frac{\epsilon_0}{2} \phi^0(t) \), and \( \phi(t + h_p) \frac{\epsilon_0}{2} \phi^0(t) \). By Lemma 5
\( \phi(t + h_m) \epsilon_0 \phi(t + h_p) \). Hence, \( \phi(t + (h_m - h_p)) \epsilon_0 \phi(t) \), but \( (h_m - h_p) \in I_m \). The theorem is proved.

Let sequences \( h', g' \) be given. Subsequences \( h \subset h', g \subset g' \) are common subsequences of \( h', g' \), respectively, if \( h_n = h'_n(k), g_n = g'_n(k) \) for some function \( n(k) \). There is an analogue of Theorem 1.17 from [21], which can be proved similarly to Theorem 3.

**Theorem 5** \( \phi \in BWAP \) if and only if for arbitrary \( h', g' \) there exist common subsequences \( h, g \) such that \( T_{h+g} \phi = T_h T_g \phi \).

**Lemma 6** Assume that \( f \in PC_r \), and (3) satisfies exponential dichotomy. Then the system

\[
x' = A(t)x + f(t)
\]

has a unique solution \( x_0(t) \in C_0(t) \).

**Proof.** Indeed, similarly to Lemma 1 one can check that

\[
x_0(t) = \int_{-\infty}^{\infty} G(t, s)f(s)ds
\]

is a solution of (13) and belongs to \( C_0(\mathbb{R}) \). Assume that \( x_1(t) \) is another solution of (13), bounded on \( \mathbb{R} \). One can see that the difference \( x_1 - x_0 \) is a continuously differentiable solution of system (3). Hence, it is a trivial solution of (3). The lemma is proved.

In what follows we assume that

C5) \( \theta \) is a Wexler sequence.

Using the Bohner property one can prove that the following assertion is valid.

**Lemma 7** Assume that \( \phi(t) \in AP(\mathbb{R}) \), and condition (C5) is valid. Then \( \phi(\beta(t)) \in BWAP \).

Assume that \( \phi(t) \in AP \) and \( \psi(t) \in BWAP \).

For our convenience, following [2], we shall say that

(i) a sequence \( h \) is regular with respect to \( \phi(t) \) if the sequence \( \phi(t + h_n) \) is uniformly convergent on \( \mathbb{R} \);

(ii) a sequence \( h \) is regular with respect to \( \psi(t) \) if the sequence \( \psi(t + h_n) \) is convergent in \( B- \) topology.

Let us denote by \( \mathcal{L}(\phi)(\mathcal{L}(\psi)) \) the set of all sequences regular with respect to \( \phi(\psi) \).
4 Almost periodic solutions

Lemma 8 Assume that (3) satisfies exponential dichotomy and \( f(t) \in BWAP \). Then there is a unique solution of (13), \( x_0(t) \in AP(\mathbb{R}) \), such that \( L(x_0) \subseteq L(A,f) \), and \( ||x_0|| \leq (\frac{K_1}{\sigma_1} + \frac{K_2}{\sigma_2})||f|| \).

Proof. By Lemma 6, the function \( x_0(t) \) defined by (14) is a solution of (13) and \( x_0(t) \in C_0(\mathbb{R}) \). It is easy to verify that \( ||x_0|| \leq (\frac{K_1}{\sigma_1} + \frac{K_2}{\sigma_2})||f|| \). Since every system in the hull of (3) satisfies exponential dichotomy [15], it has a unique bounded solution on \( \mathbb{R} \).

Let sequences \( h' \) and \( g' \) be given. There exist common sequences \( h \subset h' \) and \( g \subset g' \) such that \( T_h A = T_g A, T_h f = T_g f \), and there exist uniform limits on compact sets \( y = T_h x_0 \) and \( z = T_g x_0 \). Since \( y, z \in C_0(\mathbb{R}) \) and they are solutions of the same equation, it follows that \( y = z \). By Theorem 1.17 [21], \( x_0(t) \) is an almost periodic function. Assume that for a given sequence \( h \) we have \( T_h A = A^* \) and \( T_h f = f^* \). We shall show that the limit \( T_h x_0 \) exists. Indeed, suppose, on the contrary, that the limit does not exist. Then there are two subsequences \( h^{(1)} \subset h \) and \( h^{(2)} \subset h \) such that

\[
||x_0(t + h_{1n}) - x_0(t + h_{2n})|| \geq \epsilon_0 > 0.
\]

Then

\[
||x_0(t + h_{1n} - h_{2n}) - x_0(t)|| \geq \epsilon_0 > 0,
\]

for all \( n \in \mathbb{N} \). But \( T_{h_{1} - h_{2}} A = A \), and \( T_{h_{1} - h_{2}} f = f \). Hence, \( T_{h_{1} - h_{2}} x_0 = x_0 \). The theorem is proved.

Using the Bohner property again and Lemma 7, one can prove that the following lemma is valid.

Lemma 9 If \( f \in AP(\mathbb{R} \times G^m_H) \), and \( \psi \in BWAP, \psi : R \to G_H \), then \( F_\theta(\psi(t)) \in BWAP \) and \( L(F_\theta(\psi(t))) \subseteq L(f,\psi) \).

Theorem 6 Assume that conditions (C1) – (C5) are valid, and

\[
lm\left(\frac{K_1}{\sigma_1} + \frac{K_2}{\sigma_2}\right) < 1.
\]

Then there exists a unique solution of (11), \( \phi(t) \in AP(\mathbb{R}) \), such that \( L(\phi) \subseteq L(A,f,\beta) \).
Proof. Let \( \Psi = \{ \psi \in A \mathcal{P}(\mathbb{R}) | \mathcal{L}(\psi) \subseteq \mathcal{L}(\mathcal{A}, \mathcal{F}, \beta) \} \) be a complete metric space with the sup–norm \( || \cdot ||_0 \). Define an operator \( \Pi \) on \( \Psi \) such that

\[
\Pi(\psi(t)) = \int_{-\infty}^{\infty} G(t, s) F_\theta(\psi(s)) ds.
\]

Lemma 9 implies that \( F_\theta(\psi(s)) \in \Psi \) and \( \Pi : \Psi \rightarrow \Psi \). If \( \psi_1, \psi_2 \in \Psi \), then

\[
||\Pi(\psi_1(t)) - \Pi(\psi_2(t))|| \leq || \int_{-\infty}^{t} X(t) P X^{-1}(s)(F_\theta(\psi_1(s)) - F_\theta(\psi_2(s))) ds || + \int_{t}^{\infty} X(t)(I - P) X^{-1}(s)(F_\theta(\psi_1(s)) - F_\theta(\psi_2(s))) ds || \leq l m \left( \frac{K_1}{\sigma_1} + \frac{K_2}{\sigma_2} \right) ||\psi_1(t) - \psi_2(t)||_0.
\]

Thus, \( \Pi \) is a contractive operator and there exists a unique almost periodic solution of the equation

\[
\psi(t) = \int_{-\infty}^{\infty} G(t, s) F_\theta(\psi(s)) ds,
\]

which is a solution of (1). The theorem is proved.

Remark 4.1 Lemma 8 and Theorem 6 are analogous to the assertions which were obtained in [21] for ordinary differential equations.

5 Stability

This section is concerned with the problem of stability of the almost periodic solution of system (1). We consider a specific initial condition when values of solutions are evaluated only at points from sequence \( \theta \). This approach to the stability is natural for EPCA [35, 36]. More detailed discussion of the problem can be found in [7].

Denote by \( X(t, s) = X(t) X^{-1}(s) \) the Cauchy matrix of (3). We will need the following assumptions:

\begin{itemize}
  \item[(C_6)] \( \exists \{ \sigma, K \} \subset R, K \geq 1, \sigma > 0, \text{ such that } ||X(t, s)|| \leq K \exp(-\sigma(t - s)), t \geq s; \)
  \item[(C_7)] \( l < \frac{\sigma}{mK}. \)
\end{itemize}

Assume that \( p_j \geq 0, j = \overline{1, m} \) and denote \( \tau = \max\{\sup_t (t - \theta_{\beta(t)-p_j}), j = \overline{1, m} \} > 0, \quad \zeta(l) = 1 - \exp(a\tau)K l m(\sigma - a)^{-1}, \) where \( a \in R, 0 < a < \sigma, \) is fixed.
(C8) \( \zeta(l) > 0. \)

Conditions (C1) – (C7) and Theorem \( \Box \) imply that there exists a unique solution of (1), \( \xi(t) \in \mathcal{AP}(\mathbb{R}). \)

Fix \( \epsilon > 0 \) and denote \( L(l, \delta) = \frac{K}{\zeta(l)} \delta, \) where \( \delta \in R, \delta > 0. \) Take \( \delta \) so small that \( L(l, \delta) < \epsilon. \) Assume that \( t_0 \in \theta. \) Moreover, without any loss of generality, assume that \( t_0 = \theta_0 = 0. \) Fix a sequence \( \eta^j \in \mathbb{R}^n, j = 1, \ldots, m, \max ||\eta^j|| < \delta. \) Denote \( p_0^l = \max_{1, m} p_j, \) and let \( \Psi_\eta \) be the set of all continuous functions which are defined on \( [\theta - p^l, \infty). \) And if \( \psi \in \Psi_\eta \) then:

1) \( \psi(\theta - p^l) = \eta^j, j = 1, \ldots, m; \)

2) \( \psi(t) \) is uniformly continuous on \( [0, +\infty); \)

and 3) \( ||\psi(t)|| \leq L(l, \delta) \exp(-at) \) if \( t \geq 0. \)

Consider the following EPCAG and the initial condition

\[
\begin{align*}
\frac{dv}{dt} &= A(t)v + w(t, v(\theta_{\beta(t)-p^l_1}), v(\theta_{\beta(t)-p^l_2}), \ldots, v(\theta_{\beta(t)-p^l_m})), \\
v(s) &= \eta^j, j = 1, m,
\end{align*}
\]

(15)

where

\[
\begin{align*}
w(t, v(\theta_{\beta(t)-p^l_1}), v(\theta_{\beta(t)-p^l_2}), \ldots, v(\theta_{\beta(t)-p^l_m})) &= \\
f(t, \xi(\theta_{\beta(t)-p^l_1}) + v(\theta_{\beta(t)-p^l_2}), \xi(\theta_{\beta(t)-p^l_2}) + v(\theta_{\beta(t)-p^l_2}), \ldots, \xi(\theta_{\beta(t)-p^l_m}) + v(\theta_{\beta(t)-p^l_m})) - \\
f(t, \xi(\theta_{\beta(t)-p^l_1}), \xi(\theta_{\beta(t)-p^l_2}), \ldots, \xi(\theta_{\beta(t)-p^l_m})),
\end{align*}
\]

and \( w \) satisfies \( w(t, 0) = 0, \)

\[
||w(t, v_1) - w(t, v_2)|| \leq l \sum_{j=1}^{m} ||v^j_1 - v^j_2||,
\]

\( v_i = (v^1_i, \ldots, v^m_i) \in \mathbb{R}^{mn}, i = 1, 2. \) The following definition is an adapted version of a definition from [13]

**Definition 12** A function \( v(t) \) is a solution of the initial value problem (15) on the interval \( [\theta - p^l, \infty) \) if the following conditions are fulfilled:

(i) \( v(\theta - p^l) = \eta^j, j = 1, m; \)

(ii) \( v(t) \) is continuous on \( [\theta - p^l, \infty); \)
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(iii) the derivative $v'(t)$ exists at each point $t \in [0, \infty)$ with the possible exception of the points $\theta_j, j \geq 0$, where one-sided derivatives exist;

(iv) equation (15) is satisfied by $v(t)$ on each interval $[\theta_j, \theta_{j+1}), j \geq 0$.

It is obvious that $v'(t)$ is the restriction on $[0, \infty)$ of a function from $PC_r$ and the last definition can be used for EPCAG (1), too.

Denote $\bar{\theta} = \sup_i (\theta_{i+1} - \theta_i)$. There exists a positive number $M$ such that $||X(t, s)|| \leq M$ if $|t - s| \leq \bar{\theta}$.

Assume additionally that $(C_9)$ holds.

**Theorem 7** Assume that $(C_1) - (C_3), (C_5) - (C_9)$ are valid. Then there exists a unique solution of the initial value problem (15), $v(t) \in \Psi_\eta$.

**Proof.** Similarly to Lemma 1 we can check that the initial value problem is equivalent to the following integral equation

$$v(t) = X(t, 0)\eta^0 + \int_0^t X(t, s)F_w(v(s))ds,$$

$$v(\theta_{-p_j}) = \eta^j, j = 1, m,$$

where $F_w(v(s)) = w(s, v(\theta_{\beta(s)-p_1}), v(\theta_{\beta(s)-p_2}), \ldots, v(\theta_{\beta(s)-p_m}))$. Define on $\Psi_\eta$ an operator $\Pi$ such that if $\psi \in \Psi_\eta$, then

$$\Pi \psi = \begin{cases} 
\psi, t \in [\theta_{-p_j}, 0], \\
X(t, 0)\eta^0 + \int_0^t X(t, s)F_w(\psi(s))ds, t \geq 0.
\end{cases}$$

We shall show that $\Pi : \Psi_\eta \to \Psi_\eta$. Indeed, for $t \geq 0$ it is true that

$$||\Pi \psi|| \leq K \exp(-\sigma t)\delta + \int_0^t \frac{K \exp(-\sigma(t-s))lL(l, \delta)\sum_{j=0}^m \exp(-a\theta_{\beta(s)-p_j})ds}{\sigma - a} \leq \exp(-at)[K\delta + \frac{m \exp(a\tau)KlL(l, \delta)}{\sigma - a}] = L(l, \delta) \exp(-at).$$

Differentiating $\Pi \psi$ on $[0, \infty)$, it is easy to show that $[\Pi \psi]'$ exists on $[0, \infty)$ except possibly on a countable set of isolated points of discontinuity of the first kind, and that
it is bounded on $[0, \infty)$. Hence, $\Pi \psi$ is a uniformly continuous on $[0, \infty)$ function. Let $\psi_1, \psi_2 \in \Psi_\eta$. Then
\[ ||\Pi \psi_1 - \Pi \psi_2|| \leq \int_0^t b \exp(-a(t-s)) m||\psi_1 - \psi_2|| ds \leq \frac{K l m}{\sigma} \sup_{t \geq 0} ||\psi_1 - \psi_2||. \]
Using a contraction mapping argument, one can conclude that there exists a unique fixed point $v(t, \eta)$ of the operator $\Pi : \Psi_\eta \rightarrow \Psi_\eta$ which is a solution of (15). To complete the proof we should show that there exists no solution of the problem out of $\Psi_\eta$.

Consider first the interval $[\theta_0, \theta_1]$. Assume that on the interval (15) has two different solutions $v_1, v_2$ of the problem. Obviously, their difference $w = v_1 - v_2$ is again a solution of the equation. Denote $\bar{m} = \max_{[\theta_0, \theta_1]} ||w(t)||$, and assume, on contrary, that $m > 0$.

We have that on the interval
\[ ||w(t)|| = || \int_0^t X(t,s) F_w(w(s)) ds || \leq Ml \bar{\theta} m \bar{m}. \]
The last inequality contradicts condition $(C_9)$. Now, using induction, one can easily prove the uniqueness for all $t \geq 0$. The theorem is proved.

Denote $\phi = \{ \phi^j \}, j = 1, \bar{m}$, a sequence of vectors from $\mathbb{R}^n$. Let $x(t, \phi)$ be a solution of (11) such that $x(\theta_{-p^0}, \phi) = \phi^j, j = 1, \bar{m}$.

**Definition 13** The almost periodic solution $\xi(t)$ of (11) is said to be exponentially stable if there exists a number $a \in \mathbb{R}, a > 0$, such that for every $\epsilon > 0$ there exists a number $\delta = \delta(\epsilon)$, such that the inequality $\max_{j=1,\bar{m}} ||\phi^j - \xi(\theta_{-p^0})|| < \delta$ implies $||x(t, \phi) - \xi(t)|| < \epsilon \exp(-at)$ for all $t \geq 0$.

Consider now a solution $x(t, \phi)$ of (11) such that $\max_{j=1,\bar{m}} ||\phi^j - \xi(\theta_{-p^0})|| < \delta$. Since the solution $v(t)$ of the equation (15), satisfying $v(\theta_{-p^0}) = \phi^j - \xi(\theta_{-p^0}), j = 1, \bar{m}$, exists, $x(t, \phi) = \xi(t) + v(t), t \in [\theta_{-p^0}, \infty)$, and $x(t, \phi)$ is uniquely continuable to $\infty$. Thus, the following theorem is proved.

**Theorem 8** Assume that $(C_1) - (C_3), (C_5) - (C_8)$ are valid. Then the almost periodic solution $\xi(t)$ of (11) is exponentially stable.
6 The Example: positive almost periodic solutions of the logistic differential equation

In [32] G. Seifert applied the reduction to discrete equations to the following logistic equation
\[ \frac{dN}{dt}(t) = N(t)(a(t) - f(N([t]))) \] for \( t > 0 \), with positive coefficient \( a(t) \). In his paper the conditions on the equation which guarantee the existence of an asymptotically stable almost periodic solution were found, and it was proposed to solve a similar problem for an equation of the following type
\[ N'(t) = N(t)(a(t) - \sum_{j=0}^{n-1} f_j(N([t-j]))), n > 1. \] (17)

In what follows we propose a particular solution of the problem.

Consider the problem of existence of positive almost periodic solutions of the following equation
\[ x'(t) = x(t)[a(t) - f(x([t-p_1]), x([t-p_2]), \ldots, x([t-p_m]))]ds, \] (18)
where \( x \in \mathbb{R} \), integers \( p_j, j = \overline{1,m} \), are fixed, \( a(t) \in \mathcal{AP}(\mathbb{R}), a(t) > 0, t \in \mathbb{R} \). We also assume that \( f(0) = 0 \), \( f \) is positive for positive values of arguments and it is Lipschitzian with positive constant \( l \) in all arguments. It is known that \( \theta_i = i, i \in \mathbb{Z} \), is a Wexler sequence [17, 31]. One can easily check that (17) is of type (18).

Denote
\[ M(a) = \lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} a(s)ds. \]
Assume that \( M(a) > 0 \). Using the Strengthened Mean Value Theorem [10], one can easily verify that there exist positive constants \( K, \sigma \), such that
\[ \exp(\int_{s}^{t} a(u)du) \leq K \exp(\sigma(t-s)), t \leq s. \] (19)

By Lemma [11] the equivalent integral equation is
\[ x(t) = \int_{t}^{\infty} \exp(\int_{s}^{t} a(u)du) x(s)f(x([s-p_1]), x([s-p_2]), \ldots, x([s-p_m]))ds. \] (20)

Fix \( H \in \mathbb{R}, 0 < H \), and denote \( G = \{(z_0, z_1, z_2, \ldots, z_m) \in \mathbb{R}^{k+1} | z_j \leq H, j = 0, \ldots, m}\}. \) Denote \( \mu = \sup_{G} z_0, z_1, z_2, \ldots, z_m \). We assume that \( 0 < \mu \). Consider the set of functions \( \Psi = \{ \psi \in \mathcal{AP}(\mathbb{R}) | 0 \leq \psi(t) \leq H, t \in \mathbb{R} \} \).
Define an operator $\Pi$ on the set $\Psi$ such that if $\psi \in \Psi$ then

$$
\Pi \psi = \int_{t}^{\infty} \exp(\int_{s}^{t} a(u)du)\psi(s)f(\psi([s - p_1]), \psi([s - p_2]), \ldots, \psi([s - p_k]))ds.
$$

We have that $\Pi \psi(t) \leq \frac{K\mu}{\sigma}$. If we assume that $\frac{K\mu}{\sigma} \leq H$ and $\frac{K}{\sigma}[lH + \mu] < 1$, then in the same way as in Theorem 6 existence of a solution $\psi^0(t) \in \Psi$ can be proved.
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