Integration of Machine Learning Techniques in Virtual Wireless Sensor Network for insect monitoring
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Abstract. Agriculture industries are comparatively slow in adopting emerging technologies than any other industries despite lot of exciting research. The use of Wireless sensor network (WSN) is very important role in agriculture for more productive and sustainable growth. The structure of WSN is tightly application dependent. Every WSN have sensors, processing unit, low frequency radio wave transmitter and power supply using battery. With increasing number of interconnected WSN devices, there is substantial increase in data generation. It contains both control messages as well as application dependent data, collected by the sensors. The collected data are frequently sent to the nearest centralized controller for further processing and decision making. For continuous functioning of WSN, uninterrupted power supply is needed. Many researches are carried out to overcome these challenges. In this manuscript we are proposing a simple and effective machine learning techniques combined with pause and play method to increase battery life of WSN. This could be achieved in three stages play-pause-play (PPP) model. First by gathering data for some time (play mode), Second by putting WSN to sleep (pause mode), in the backend, apply machine learning algorithm that helps to build model from training data to predict the future data. At the final stage, put WSN back to play mode. Compare the result with actual data and fine tune the model to reduce the error. Using this method WSN will get enough sleep time to increase overall life by simulating the normal behaviour of sensor node. The sleep time will be calculated dynamically.
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1. Introduction

Wireless sensor network (WSN) refers to group of dispersed and dedicated sensors, in order to monitor and record various environmental conditions like weather, temperature, pollution, soil, insect monitoring and so on. WSN performs its task using limited memory, low bandwidth, minimal power supply and computational capacity for sensing, processing and communicating. During the lifetime of WSN, several control messages were exchanged such as session establishment HELLO message, routing update and query or command related message between base station and sensor node. But the main purpose of WSN is to transfer sensing data. Virtual wireless sensor network (vWSN) [14] is an approach to minimize cost and increase throughput by separating data and control plane. Using virtual WSN, the data will be generated in backend without depending upon the sensor nodes using machine learning technique. Though vWSN in agriculture [11] for insect monitoring is recently introduced approach therefore not many references are available in this area. In this manuscript we are proposing
play-pause-play (PPP) model, in which virtual data will be generated using ML technique when WSN is in pause mode. This could be achieved automatically by using the data generated during play mode to train the model during pause mode, this is discussed in section 4.2. In this paper we will apply our model on agricultural data to predict and compare the results. Though there exists many algorithms but our experiment is based on Bayesian naive bayes method using sklearn library and GaussianNB method.

We have used online drawing tool [13] to draw all the diagrams in this paper.

In the subsequent section we will explore few related work. Section 3 will give an overview of commonly used machine learning techniques and algorithms. In section 4, we proposed PPP design model. Finally we will conclude the paper and future work in section 5.

1.1. Insect monitoring in agriculture

The purpose of early detection of insect attack on agriculture [12] is a preventive model rather than curative model. Based on the result, the action can be taken much prior to actual insect attack. This would help in reducing the use of pesticide and harmful chemicals to control health hazard and pollution. Continuous insect monitoring using WSN is already proposed in many earlier researches. The aim of this research is to combine the power of ML and WSN to save power, increase overall lifetime and correctly predict insect attack using virtual WSN. This would be helpful in reducing the cost of WSN deployment, maintenance as well as increase in profitability.

1.2. Problem statement, challenges and research gap

- Wireless sensor network (WSN) collects data too frequently from various sensor nodes and transmit it over the network, hence continuous bandwidth availability is one of the major challenge.
- Monitoring is a continuous process. WSN is completely dependent on uninterrupted power supply through battery which is too expensive to maintain for longer duration.
- WSN doesn’t apply any intelligence to predict the data rather dependent on the sensor node to produce real data. A faulty sensor can produce invalid data which couldn’t be validated.
- Taking the advantage of powerful and intelligent ML algorithm, when integrated with WSN, we could save on power and bandwidth requirement by predicting the data very close to the actual data. This will be useful to minimize the cost and increase throughput.

2. Related work

To achieve energy efficiency in WSN, several models have been proposed.

Bandur D [1], discusses about various factor contributing energy consumption which includes protocol level optimization using optimal number of sensor nodes sufficient to provide the service without degrading the quality as well as increasing the overall lifetime of sensor node. Ning and Cassandras presents an approach to save energy by optimizing the idle listening using dynamic sleep time and low power listening (LPL) technique [2]. Optimization based on energy efficient routing protocol is proposed in [3]. In [4], few energy efficient routing techniques were discussed. Yuan and Li [5] explore the machine learning technique for fault detection in WSN due to various wear and tear. Noshad and Javaid [6] propose various ML based algorithm to detect fault due to data loss in WSN. Rashid H [7] proposed a solution for insect monitoring using WSN and image processing through MATLAB technique based on the colour detection. D Praveen [7], [8] did the survey on various ML techniques, its advantages and drawbacks in WSN context. Virtualization model is proposed for WSN in [9]. Various machine learning techniques suitable for agriculture using WSN are discussed in [10]. Smart farming using IoT and WSN is discussed in [15] [17].

3. Machine learning techniques for insect monitoring

Insects can be detected and monitored automatically using modern sensor based technologies. Several research have already been done as well as in progress to improve the system. The main focus of this
The paper is to review the state of art ML technology combined with WSN and virtualization to build a framework for detection and monitoring of pest attack on agriculture. This could be achieved by predicting the data rather than depending entirely on real sensor data. The identification can be done using various methods like infrared, audio and image based sensors [16].

![Figure 1. Machine learning](image1)

![Figure 2. Commonly used machine learning algorithms](image2)

Any algorithm has some fundamental limitations and in this case the prediction accuracy depends on (i) data quality, (ii) dependent variable {output} and independent variable {input} as well as (iii) chosen model. Machine learning algorithms are majorly divided among various categories mentioned below [5] as well as shown in figure 2.

### 3.1. Regression

It comes under supervised machine learning useful to predict sensor data. It is further classified into linear and non linear regression. Linear model is based on one degree straight line equation, $Y = mX + c$ Where X is independent variable and Y is dependent variable. Linear regression is most effective and simple ML algorithm. Gaussian regression and support vector machine regression comes under non linear category [6]. Logistic Regression allows analyzing set of variables and predicting the outcome.

### 3.2. Decision Tree

It splits the data into various set. It follows a tree structure from root to leaf node. The best path is having minimum cost metrics (Mean Squared Error or MSE).

$$MSE = \frac{1}{n} \sum_{i} (\hat{y} - y_{i})^2, \text{where } \hat{y} \text{ is predicted value and } y_{i} \text{ is actual value}$$ (1)

### 3.3. Bayesian model

It is most simple and powerful probability based model requires relatively less number of training samples. It is based upon the relationship between probabilities of hypothesis before and after getting the evidence represented by $P(H)$ and $P(H|E)$ respectively. Where $P(H)$ is called prior probability and $P(H|E)$ is called posterior probabilities.
Using this method, likelihood of each class is calculated using posterior probabilities. The class having maximum likelihood is considered as the result. For research purpose we use GaussianNB model available in sklearn library to apply on the agricultural dataset.

- Load dataset
- Create Naïve Bayes model
- Make predictions
- Prepare classification report
- Prepare confusion matrix

4. PPP model using Gaussian Naive Bayes

Gaussian NB is most popular, fast and easy ML algorithm to predict class of dataset. Naive Bayes works only with predictors that are categorical. Any numeric data need to convert into categorical variables before Naive Bayes Classifier [18] [19] [20] can be applied. This could be achieved using below steps.

- Converting dataset into frequency tables.
- Calculate individual probability to generate Likelihood table.
- Calculate posterior probability using Bayes theorem.

Python sklearn library has inbuilt support to do all the above mentioned steps using its API. The advantage of this method is that it requires training data to do estimation using equation (1). The goal is to maximize posterior hypothesis for the training dataset equation (3) by extending equation (1) as below.

\[
P(H|E) = \frac{P(E|H)P(H)}{P(E)} \quad \text{where } H \text{ is hypothesis and } E \text{ is evidence}
\]

\[
\text{posterior probability} = \text{prior probability} \times \text{likelihood ration}
\]

\[
P \left( \frac{H}{E} \right) = \text{Maximize} \left\{ \Pi_{k=1}^{n} P \left( \frac{H_{k}}{E_{k}} \right) \right\}
\]

Gaussian NB fits well to predict the pest attack because the pattern follows a normal distribution. Based on the multi class Naïve bayes classification can be used to predict the attack due to insect from the tuple described by attributes affecting the growth of specific type of insect. The sample data set are mentioned in table 1

In the classification process, the derived model is based on training data which accurately predict if pest attack happened or not. The target tuples are <Frequency (Hertz), Signal to noise ratio (decibels-dB), CO2 level (ppm)>

Table 2 doesn’t contain the complete table contains 300 rows. But it is only for reference.

| S.No | Frequency (Hz) | Signal2Noise Ratio(S/N) dB | CO2 level (ppm) | Classification (Critical, High, Medium, Low) |
|------|----------------|------------------------------|-----------------|---------------------------------------------|
| 1    | 700            | 0.7                          | 40000           | Critical                                    |
| 20   | 1100           | 1.1                          | 380             | Low                                         |
| 300  | 400            | 3.2                          | 3700            | Medium                                      |
4.1. Algorithm
- Import the dataset.
- Split into training set and test set (25% training set, 75% test set, factor = 0.25).
- Apply Gaussian naive bayes classifier to fit to the training dataset.
- Predict the result.
- Check the accuracy using confusion matrix.

Python sklearn library provides a facility to visualize the training and test dataset.

4.2. Proposed design

In the below figure 3, an intelligent play-pause-play model for vWSN is proposed with the use of machine learning. The WSN sensors will switch between play (on) and pause (off) mode at dynamically calculated interval. The data collected during play mode will be distributed among test and training set. When sensor is in paused state, ML algorithm will run to predict the data which can be compared with data saved in database. Finally the performance will be evaluated in figure 4 and figure 5.

![Play-Pause-Play (PPP) vWSN model](image)

**Figure 3.** Play-Pause-Play (PPP) vWSN model

4.3. Results

![Classification report](image)

**Figure 4.** Classification report

![Confusion Metrics](image)

**Figure 5.** Confusion Metrics

4.4. Metrics

Confusion metrics is a performance measure for classification problem in machine learning shown in figure 6 and figure 7.
5. Conclusion and future work

Like other industries, agriculture is also going through digital transformation. Wireless sensor network generates exponentially huge data. In this paper, we presented machine learning based PPP model for virtual wireless sensor network. In the proposed system, when sensor nodes are in pause mode, the data can be generated automatically as well as the system will keep improving its performance to correctly predict future data. In the future, we planned to extend the model such that it can be suitable for any type of WSN. We will also plan for field experiment to test the proposed design on various other ML algorithms.
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