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Abstract

A search for new heavy resonances decaying to WW, WZ, ZZ, WH, or ZH boson pairs in the all-jets final state is presented. The analysis is based on proton-proton collision data recorded by the CMS detector in 2016–2018 at a centre-of-mass energy of 13 TeV at the CERN LHC, corresponding to an integrated luminosity of $138 \text{ fb}^{-1}$. The search is sensitive to resonances with masses between 1.3 and 6 TeV, decaying to bosons that are highly Lorentz-boosted such that each of the bosons forms a single large-radius jet. Machine learning techniques are employed to identify such jets. No significant excess over the estimated standard model background is observed. A maximum local significance of 3.6 standard deviations, corresponding to a global significance of 2.3 standard deviations, is observed at masses of 2.1 and 2.9 TeV. In a heavy vector triplet model, spin-1 $Z'$ and $W'$ resonances with masses below 4.8 TeV are excluded at the 95% confidence level (CL). These limits are the most stringent to date. In a bulk graviton model, spin-2 gravitons and spin-0 radions with masses below 1.4 and 2.7 TeV, respectively, are excluded at 95% CL. Production of heavy resonances through vector boson fusion is constrained with upper cross section limits at 95% CL as low as 0.1 fb.
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1 Introduction

The CERN LHC allows the probing of new phenomena in interactions of elementary particles at energies of multiple TeV. While the standard model (SM) of particle physics describes these high-energy interactions very successfully, it leaves several questions unresolved, such as the nature of dark matter and the origin of the large difference between the electroweak and Planck scales. Theories beyond the SM that can address these questions introduce new particles and interactions that could be observed in proton-proton (pp) collisions at the LHC.

A wide range of models predict the production of new heavy resonances decaying to pairs of $W$, $Z$ (jointly referred to as $V$), and Higgs bosons (H). Examples of such resonances are spin-0 radions ($\text{Rad}$) and spin-2 gravitons ($G_{\text{bulk}}$) in the Randall–Sundrum model with warped extra dimensions [1–7], and spin-1 vector boson resonances ($W'$ and $Z'$) appearing in composite Higgs [10–14] and little Higgs [15, 16] models and forming a heavy vector triplet ($\text{HVT}$) [17].

Previous searches by the CMS Collaboration in the $VV$ [18–29] and $VH$ [18, 30–36] channels, and corresponding searches by the ATLAS Collaboration in the $VV$ [37–45] and $VH$ [46–49] channels, have not observed significant deviations from the SM. The most stringent lower limits at 95% confidence level (CL) [18, 37] for spin-1 resonances decaying to a $WZ$ ($WH$) boson pair exclude masses up to 4.3 (4.0) TeV in the HVT model B [17].

This Letter presents a search in the all-jets final state for new heavy resonances using a pp collision data set collected by the CMS experiment at a centre-of-mass energy of 13 TeV in 2016–2018 corresponding to an integrated luminosity of $138 \text{fb}^{-1}$. Resonances decaying to a $VV$ or $VH$ boson pair with masses between 1.3 and 6 TeV and produced via Drell–Yan (DY), gluon fusion (ggF), or vector boson fusion (VBF) are targeted. Representative Feynman diagrams for the aforementioned processes are shown in Fig. 1.
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Figure 1: Feynman diagrams of the signal processes ggF or DY produced (upper) and VBF produced (lower): (left) graviton or radion decaying to $WW$ or $ZZ$; (center) $Z'$ and $W'$ decaying to $ZH$ and $WH$, respectively; (right) $Z'$ and $W'$ decaying to $WW$ and $WZ$, respectively.

Because of the large Lorentz boost of the $H$, $W$, and $Z$ bosons from the resonance decay, each boson decay is typically clustered as a single large-radius jet. The final state thus consists of
two large-radius jets (distance parameter $R = 0.8$) in the case of DY and ggF production, with two additional small-radius ($R = 0.4$) jets in the case of VBF production. The SM background estimation and signal extraction procedure is based on a three-dimensional (3D) maximum likelihood fit to the mass of the two large-radius jet systems and the two individual large-radius jet masses, as introduced in a previous search by the CMS Collaboration in the VV channel [19]. The sensitivity to VV and VH resonances is significantly improved compared to previous searches by categorizing events according to jet tagging algorithms based on machine learning [50] that analyze the substructure of the large-radius jets to separate jets that originate from boosted H, W, and Z bosons from other jets. Events are further categorized based on the presence of additional small-radius jets, enhancing the sensitivity to VBF-produced resonances.

2 The CMS detector and event reconstruction

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [51].

Event reconstruction is based on a particle flow algorithm [52], which reconstructs and identifies individual particles (photon, electron, muon, charged hadron, neutral hadron) with information from the various elements of the CMS detector. Jets are reconstructed from these particles, using the anti-$k_T$ jet clustering algorithm [53] with distance parameters of $R = 0.4$ (AK4 jets) and $R = 0.8$ (AK8 jets), as implemented in the FASTJET package [54]. To mitigate the effect of additional pp interactions within the same or nearby bunch crossings (pileup) on the reconstructed jet momentum, tracks identified as originating from pileup vertices are discarded and an offset correction is applied to correct for remaining contributions. Jet energy corrections are derived from simulation studies. In situ measurements of the momentum balance in dijet, photon+jet, Z+jets, and multijet events are used to determine any residual differences between the jet energy scale in data and in simulation, and appropriate corrections are made [55]. Additional selection criteria are applied to each jet to remove jet measurements potentially arising from instrumental effects or reconstruction failures [56].

Events of interest are selected using a two-tiered trigger system [57]. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a fixed time interval of less than 4 µs. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage. Events are selected online with a variety of different jet triggers based on the highest jet transverse momentum ($p_T$) or the $p_T$ sum of all jets in the event ($H_T$). For some of these triggers additional requirements on the trimmed jet mass [58] are applied to allow lower the $p_T$ and $H_T$ thresholds [19, 25]. The trigger efficiency as a function of the invariant mass of the two highest $p_T$ AK8 jets ($m_{j\bar{j}}^{AK8}$) is >99% above 1250 GeV for all three data-taking years, and the subsequent analysis thus requires $m_{j\bar{j}}^{AK8}$ to be above this threshold.
3 Signal and background simulation

Each signal model is characterized by key parameters. The bulk graviton model is characterized by two free parameters: the mass of the first Kaluza–Klein excitation of a spin-2 boson (the Kaluza–Klein bulk graviton), and the ratio $\tilde{\kappa} = \kappa / \sqrt{8 \pi} / M_{Pl}$, with $\kappa$ being the unknown curvature scale of the extra dimension and $M_{Pl}$ the Planck mass. A scenario with $\tilde{\kappa} = 0.5$, resulting in resonances with a width smaller than the detector resolution is considered in this analysis, as motivated in Ref. [59]. The radion model is also characterized by two parameters: $r_c$, the compactification radius, and $\Lambda_R$, the ultraviolet cutoff of the theory. The scenario with $kr_c \pi = 35$ and $\Lambda_R = 3 \text{TeV}$ [59] is considered in this analysis. The HVT model is characterized in terms of four parameters: the mass of the W $'$ and Z $'$ resonance; a coefficient $c_F$, which scales the couplings of the additional gauge bosons to fermions; $c_H$, which scales the couplings to the Higgs boson and longitudinally polarized SM vector bosons; and $g_V$, representing the typical strength of the new vector boson interaction. Two scenarios are considered in this analysis: HVT model B, corresponding to $g_V = 3$, $c_H = -0.98$, and $c_F = 1.02$ [17]; and HVT model C [17], corresponding to $g_V = 1$, $c_H = 1 - 3$, and $c_F = 0$. In both scenarios, the new resonances have a narrow decay width and large branching fraction to vector boson pairs, while the fermionic couplings are suppressed. In the HVT model C, which has no fermionic couplings, the resonances would be produced at the LHC exclusively via the VBF mode.

Monte Carlo (MC) simulated events of the radion, bulk graviton, and HVT resonance signal processes are generated at leading order (LO) in perturbative quantum chromodynamics (QCD) with MadGraph5_aMC@NLO versions 2.4.2 and 2.6.0 [60]. The parton showering and hadronization is simulated with Pythia versions 8.205 and 8.230 [61], for 2016 and 2017–2018 detector conditions, respectively. The NNPDF 3.0 [62] LO parton distribution functions (PDFs) are used together with the CUETP8M1 [63] and CT5 [64] underlying-event tunes in Pythia for 2016 and 2017–2018 conditions, respectively. The signal cross sections are computed at next-to-LO (NLO) with MadGraph5_aMC@NLO with the PDF4LHC15_100 PDF set [62,63,69].

Simulated event samples of the SM background processes are used to develop the analysis strategy and create templates for distributions used in the comparison with data. The QCD multijet production is simulated with three generator configurations: Pythia only, the LO mode of MadGraph5_aMC@NLO [70] interfaced with Pythia for the parton shower evolution and matching (MG+PYTHIA8 in the following), and HERWIG++ 2.7.1 [71] with the CUETHS1 tune [63]. Top quark pair (tt), single top quark, and boson pair production are modelled at NLO with POWHEG v2 [72] interfaced with PYTHIA. The production of W+jets and Z+jets (V+jets) is simulated at LO with MadGraph5_aMC@NLO interfaced with PYTHIA. The same underlying-event tunes as used in the signal event samples are used in the background event samples. A correction [73] is applied to the simulated V+jets events to match the $p_T$ distribution of the vector bosons computed at LO in QCD to the one predicted at NLO in QCD, and another correction [74] is used to account for NLO electroweak effects at high $p_T$. The NNPDF 3.1 [75] next-to-NLO (NNLO) PDFs are employed for simulated V+jets events.

All samples are processed through a Geant4-based [66] simulation of the CMS detector. To simulate the effect of pileup collisions, additional inelastic events are generated using Pythia and superimposed on the hard-scattering events. The simulated events are weighted to reproduce the distribution of the number of reconstructed pileup vertices observed in the 2016, 2017, and 2018 data separately. While the detector components and conditions varied across the three years of data taking, the detector performance relevant to this analysis, in particular with regard to the $m_{jj}^{A K S}$ and $m_{j e t}^{A K S}$ scale and resolution, was very similar [77,78]. We therefore combine the simulated event samples corresponding to the three years of data taking, weight-
ing them according to the corresponding integrated luminosity of 36.3, 41.5, and 59.7 fb\(^{-1}\) for 2016, 2017, and 2018 \cite{79,80,81}, respectively.

## 4 Event selection

All events are required to have at least one primary vertex reconstructed within a region extending 24 cm along the beam, centred on the centre of the detector, and extending 2 cm from the mean beam axis in the transverse direction \cite{82}. The primary vertex is taken to be the vertex corresponding to the hardest scattering in the event, evaluated using tracking information alone, as described in Section 9.4.1 of Ref. \cite{83}.

Events are selected by requiring at least two AK8 jets with \(p_T > 200\) GeV and \(|\eta| < 2.5\). The two AK8 jets with the highest \(p_T\) in the event are selected as potential vector boson or Higgs boson candidates and are required to have a separation of \(|\Delta\eta_{AK8}^j| < 1.3\) in order to reduce the QCD multijet background. The invariant mass of the two AK8 jets is required to fulfill \(m_{AK8}^{jj} > 1250\) GeV, based on the trigger selection discussed in Section 2. Given the \(m_{AK8}^{jj}\) resolution of about 10\%, the lowest resonance mass that passes this selection with high efficiency is 1.3 TeV. Jets originating from the misreconstruction of a high-momentum lepton are rejected by requiring an angular separation \(\Delta R = \sqrt{\left(\Delta\eta\right)^2 + \left(\Delta\phi\right)^2} > 0.8\) (where \(\phi\) is the azimuthal angle) from muons (electrons) with \(p_T > 20\) (35) GeV and satisfying identification criteria optimized for high-momentum leptons \cite{84,85}.

Hadronic decays of H, W, and Z bosons are identified using two variables computed from the AK8 jet constituents: the “groomed” mass of the jet and the score from the DeepAK8 neural network \cite{50} jet tagging algorithm. When computing these jet variables, the pileup per particle identification algorithm \cite{86,87} is used to mitigate the effect of pileup at the reconstructed particle level, making use of local shape information, event pileup properties, and tracking information.

To improve the resolution of the jet mass, the groomed jet mass (\(m_{AK8}^{\text{jet}}\)) is calculated with the soft drop algorithm \cite{88}, which removes soft and wide angular radiation by reclustering the jet constituents using the Cambridge–Aachen algorithm \cite{89,90} with parameters \(\beta = 0\), \(z_{\text{cut}} = 0.1\), and \(R_0 = 0.8\).

The DeepAK8 tagger is trained on multiple properties of the reconstructed jet constituents and secondary vertices. For each jet constituent, measured properties such as \(p_T\), charge, and angular separation between the particle and the jet axis, are included. Additional properties of charged particles and secondary vertices are used to extract features related to the presence of heavy-flavor (b or c) quarks. The DeepAK8 tagger features a two-step customized deep neural network architecture, developed to handle the high number of input features and their correlations. In the first step, two separate convolutional neural networks extract the helpful characteristics of the constituent particles and the secondary vertices. The jet categorization happens in the second step, where a simple, fully connected network combines and processes the output of the two convolutional networks.

Jets are categorized according to their origin from single quarks or gluons, or H, W, and Z bosons decaying to bottom, charm, or light quark pairs. Two tagger discriminants based on the DeepAK8 categorization are used in this search. The \(q\bar{q}\) tagger considers W and Z bosons decaying to light quark pairs as signal and single quarks and gluons as background. The \(b\bar{b}\) tagger considers H and Z bosons decaying to bottom quark pairs as signal and single quarks and gluons as background. As the background estimation procedure of this search relies on
Table 1: Summary of the event category definitions. The categories are listed from the highest to the lowest sensitivity in each production mode. The percentages correspond to the maximum misidentification rate associated with the high (HP) and low (LP) purity working points.

| Event category     | VBF    | AK8 jet1 or 2 tag | AK8 jet2 or 1 tag |
|--------------------|--------|-------------------|-------------------|
| VBF VH HPHP        | pass   | (5% qQ or 2% b\bar{b}) | 2% b\bar{b}     |
| VBF VV HPHP        | pass   | 5% qQ             | 5% qQ            |
| VBF VH LPHP        | pass   | (20% qQ or 10% b\bar{b}) | 2% b\bar{b}     |
| VBF VH HPLP        | pass   | 5% qQ             | 10% b\bar{b}    |
| VBF VV HPLP        | pass   | 5% qQ             | 20% qQ           |
| DY/ggF VH HPHP     | fail   | (5% qQ or 2% b\bar{b}) | 2% b\bar{b}     |
| DY/ggF VV HPHP     | fail   | 5% qQ             | 5% qQ            |
| DY/ggF VH LPHP     | fail   | (20% qQ or 10% b\bar{b}) | 2% b\bar{b}     |
| DY/ggF VH HPLP     | fail   | 5% qQ             | 10% b\bar{b}    |
| DY/ggF VV HPLP     | fail   | 5% qQ             | 20% qQ           |

To reduce the QCD multijet background, we require each AK8 jet mass to be between 55 and 215 GeV. Finally, a loose requirement of $\rho = \ln((m_{\text{AK8 jet}}^2)/p_T^2) < -1.8$ [91] is applied in order to veto events in which the jet mass is high, but the jet $p_T$ is low. In those cases, the cone size of $\Delta R = 0.8$ is too small to contain the full jet, affecting both the jet mass resolution and the qQ tagging efficiency, which are consequently not well modelled in the simulation.

To simplify the modelling of the 3D shapes in the $(m_{\text{AK8 jet1}}^2, m_{\text{AK8 jet2}}^2, m_{\text{AK8 jet3}}^2)$ space, the two AK8 jets are labelled at random so that the mass distributions of the first and second selected jet, $m_{\text{AK8 jet1}}$ and $m_{\text{AK8 jet2}}$, have the same shape. The selected events are subdivided to enhance sensitivity to VBF signal production. The VBF topology is selected by requiring at least two AK4 jets with $p_T > 30$ GeV and $|\eta| < 5.0$ that do not overlap within $\Delta R < 1.2$ with the leading two AK8 jets. A separation of $|\Delta \eta_{\text{AK4}}| > 4.5$ and an invariant mass of the two leading AK4 jets larger than 800 GeV is required to maximize the signal-to-background ratio and achieve the best sensitivity.

Events are further grouped into categories using the qQ and b\bar{b} taggers with different tagging rates, i.e. different signal-to-background ratios (high purity “HP” and low purity “LP”), to target specific signal decay modes, as summarized in Table 1. Purities are expressed in terms of the maximum allowed misidentification rate. To ensure that each event ends up only in one category, events are required to fail the selection of all previous categories in the order listed in Table 1. The overall signal efficiency depends on the resonance type and mass, and is estimated...
from simulation to be 12–26% and 2–18% for DY/ggF production and VBF production, respectively. For resonances decaying to a Higgs boson, the VH HPHP category contains 40–60% of the signal, while for the other resonances 10–40% of the signal is contained in the VH HPHP category and 15–40% in the VV HPHP category. The other DY/ggF categories contain 5–40% of the signal, depending on the resonance type and mass. The VBF categories contain 25–40% of the VBF signals and less than 5% of the DY/ggF signals.

5 Background estimation and signal extraction

To test for the presence of narrow resonances decaying to two bosons, a 3D maximum likelihood fit of signal and background templates to the data in the \((m_{\text{jj}}, m_{\text{jet1}}, m_{\text{jet2}})\) space is carried out in all event categories simultaneously. We give a brief explanation of the fit model in the following, and refer to Ref. [19] for more details.

The main SM background processes in this search are QCD multijet, \(t\bar{t}\), W+jets, and Z+jets production. The QCD multijet production is the largest background in all categories. While in the VV event categories the QCD multijet production is by far the most dominant, making up more than 75% of the background, in the VH categories \(t\bar{t}\) contributes up to 41% of the background. The background from W+jets and Z+jets contributes up to 4%, most significantly to the LP categories. The background contribution from single top quark and diboson production is less than 1.5 and 0.5%, respectively, and is modelled as a part of the \(t\bar{t}\) background. Signal and background templates in the \((m_{\text{jj}}, m_{\text{jet1}}, m_{\text{jet2}})\) space are built from simulation with the method described in Ref. [19] to prevent fluctuations due to the limited number of generated events.

While the signal is resonant in the \(m_{\text{jj}}, m_{\text{jet1}}, \) and \(m_{\text{jet2}}\) observables, all backgrounds are nonresonant in \(m_{\text{jj}}\). The QCD multijet background is nonresonant in all three dimensions. The remaining backgrounds have partly resonant components in \(m_{\text{jet1}}, \) modelled by separate templates, and partly nonresonant components that are absorbed in the QCD multijet background template. In the background model it is assumed that background components resonant in \(m_{\text{jet}}\) containing jets from genuine V bosons or top quarks can be reasonably well modelled by simulation calibrated with external measurements. Nonresonant background components with jets initiated by single quarks or gluons misidentified by the \(q\bar{q}\) and \(b\bar{b}\) taggers may be largely mismodelled in simulation, and are constrained in the likelihood fit to the data. Systematic uncertainties in the signal and background models are treated as nuisance parameters and profiled in the statistical interpretation of the data.

To account for discrepancies in the QCD multijet simulation and data, we allow the background model (template) to adapt to the data using physically motivated variations of the nominal shape of the distributions obtained from the PYTHIA8-only simulations. The templates are smooth versions of the simulations obtained from simulated events through a forward folding approach, as described in Ref. [19]. The alternative shapes described below are shown in Fig. 2 together with the PYTHIA8 templates and simulation. The normalization of the QCD multijet background is allowed to vary within 50% and is treated as uncorrelated between all event categories to let the fit constrain the yield in each of them separately. Alternative shapes with variations proportional to \(m_{\text{jj}}, 1/m_{\text{jj}}, m_{\text{jet}}, \) and \(1/m_{\text{jet}}\) allow for variations in the underlying jet \(p_T\) spectrum and jet mass scale. Two additional alternative shapes that simultaneously affect the resonance mass and the groomed jet mass are also added in order to take into account differences in the MC generation and modelling of the parton shower. These alternative templates are derived using the HERWIG++ and MG+PYTHIA8 QCD multijet simulation.

For events with a large \(m_{\text{jet}}\) (>175 GeV) and low \(m_{\text{jj}}\) (<1400 GeV), the distribution exhibits
Figure 2: Distributions of $m_{AK8}^{jj}$ (left) and $m_{AK8}^{jet1}$ (right) in the nominal QCD multijet simulation using PYTHIA8 (black markers) and three-dimensional templates (black solid line) in the DY/ggF VH HPHP category. Superimposed are the normalized up and down variations of five alternative shapes corresponding to shape nuisance parameters in the fit model. Each of the variations has a characteristic dependence on $m_{AK8}^{jet}$ to allow the necessary flexibility in the fit for the template to adapt to the data. We also allow an overall variation of the rate in the fit. The distribution of $m_{AK8}^{jet2}$ is not shown, as it is similar to the distribution of $m_{AK8}^{jet1}$. 

a turn-on close to the $\rho < -1.8$ threshold that is particularly difficult to model with the QCD multijet simulation. An additional smooth shape variation ($m_{AK8}^{jet}$ turn-on in Fig. 2) parameterizing any discrepancy between the 3D template and the QCD multijet simulation in this region is added to the fit. We neglect the uncertainties due to the choice of PDF in the QCD multijet simulation, since it was verified that these effects are covered by the included shape variations. All shape variations are treated as uncorrelated among the event categories with different tagger requirements and correlated among the VBF and DY/ggF categories.

Similarly, for the W+jets and Z+jets backgrounds, two alternative shapes of the $m_{AK8}^{jj}$ templates derived by a variation proportional to $m_{AK8}^{jj}$ and $1/m_{AK8}^{jj}$ are considered, and the normalization is allowed to vary within 50%, uncorrelated between all event categories. We neglect the uncertainties due to the NLO QCD+EW corrections to the V+jets simulation, since it was verified that these effects are covered by the included shape variations. The $t\bar{t}$ background normalization is allowed to vary within 6% [93, 94] and is considered correlated between the event categories as it is dominantly doubly-resonant in $m_{jet1}$ and $m_{jet2}$. An alternative shape where the top quark $p_T$ spectrum is reweighted to match the observed $p_T$ distribution in $t\bar{t}$ data [94] is also taken into account.

Systematic uncertainties in H, W, and Z boson reconstruction and identification are dominant for the signal, and are treated as correlated between the signal and the background components resonant in the $m_{jet}^{AK8}$ observable. The 3D fit constrains the corresponding nuisance parameters that are included with a prior uncertainty from external measurements of the H, W, and Z boson reconstruction and identification performance. Uncertainties in the jet mass scale, jet mass resolution, and the $q\bar{q}$ and $b\bar{b}$ tagging efficiencies are estimated from their calibration in a semileptonic $t\bar{t}$ event sample [50] and in a sample enriched with $g \to b\bar{b}$ jets using a
double-muon tag\[92\]. The jet mass scale and resolution are allowed to vary within 2 and 8%, respectively. The tagging efficiency of the 5% q\(\bar{q}\), 20% q\(\bar{q}\), 2% b\(\bar{b}\), and 10% b\(\bar{b}\) taggers are allowed to vary within 7–15%, 7–9%, 3–9%, and 2–7%, respectively, depending on the year of data taking. Uncertainties equal to 1.5 times the nominal tagging uncertainty values are included in the fit as additional nuisance parameters to account for the potential mismodelling of the \(p_T\) dependence of the tagging efficiency beyond the range of the data-to-simulation scale factor measurement. Finally, the q\(\bar{q}\) tagger’s rate for misidentification of hadronically decaying top quarks in the tf sample is allowed to vary within 3–7%.

The uncertainty in the signal acceptance and in the mean and width of the \(m_{\text{AK8}}^{\text{jj}}, m_{\text{AK8}}^{\text{jet1}},\) and \(m_{\text{AK8}}^{\text{jet2}}\) distributions originating from the PDFs for the signal processes are determined from the LO NNPDF set, where the root-mean-square of 100 pseudo-experiments obtained from the PDF set provides the uncertainty envelope. Uncertainties related to the jet energy scale and resolution are taken into account as nuisance parameters varying the \(m_{\text{AK8}}^{\text{jj}}\) mean and width.

The uncertainty in the integrated luminosity amounts to 1.6%\[79–81\].

![Figure 3](image-url)  

Figure 3: Comparison between the background post-fit and the data distributions of \(m_{\text{AK8}}^{\text{jet}}\) (left) and \(m_{\text{AK8}}^{\text{jj}}\) (right) in the DY/ggF VH HPHP category. The background shape uncertainty is shown as a gray shaded band around the result of the maximum likelihood fit to the data under the background-only assumption (gray solid line), and the statistical uncertainties in the data are represented as vertical bars. The various background components contributing to the total background fit are also shown with different line colors. An example of a signal distribution is overlaid, where the number of expected events is scaled by an arbitrary normalization factor of 20. Shown below each mass plot is the difference between the data and the fit divided by the statistical uncertainty in the data; the uncertainty bar represents the statistical uncertainty only. The total uncertainty in the background estimate fitted to the data divided by the statistical uncertainty in the data is shown as a band.

Figure 3 shows the \(m_{\text{jet}}^{\text{AK8}}\) and \(m_{\text{jj}}^{\text{AK8}}\) spectra in data in the category most sensitive to the DY/ggF VH signal. The solid gray histograms represent the results of the maximum likelihood fit to the data under the background-only assumption. The resonant background components are shown separately. A signal is superimposed onto all projections corresponding to a signal yield as expected from the theoretical prediction and the analysis selection efficiency, and scaled by an arbitrary factor. The lower panels in Fig. 3 show the difference between the data and the
Figure 4: Projections of the data and background post-fit distributions onto the $m_{\text{AK8}}$ dimension in regions enriched in background ($m_{\text{AK8}}^{\text{jet1}} < 65$ or $> 140$ GeV, and $m_{\text{AK8}}^{\text{jet2}} < 65$ or $> 140$ GeV), for the HPHP VH (left) and VV (right) DY/ggF categories. The background shape uncertainty is shown as a gray shaded band around the result of the maximum likelihood fit to the data under the background-only assumption (gray solid line), and the statistical uncertainties in the data are shown as vertical bars. The various background components contributing to the total background fit are also shown with different line colors. Shown below each mass plot is the difference between the data and the fit divided by the statistical uncertainty in the data; the uncertainty bar represents the statistical uncertainty only. The total uncertainty in the background estimate fitted to the data divided by the statistical uncertainty in the data is shown as a band.

Prior to the analysis of the full 3D spectra in data, the fit model was validated as follows. The capability of the fit model to extract, without a significant bias, the cross section and significance of a potential signal resonance was confirmed with toy data distributions obtained from simulation with signal injected. In data event samples enriched in QCD multijet and tt events, obtained by excluding events with $65 < m_{\text{AK8}}^{\text{jet1}} < 140$ GeV and $65 < m_{\text{AK8}}^{\text{jet2}} < 140$ GeV in all categories of the analysis, a good description of the $m_{\text{AK8}}^{\text{jet1}}$, $m_{\text{AK8}}^{\text{jet2}}$, and $m_{\text{AK8}}^{\text{jj}}$ was found. Figure 4 shows an example validation for the $m_{\text{AK8}}^{\text{jj}}$ spectra in data in the DY/ggF HPHP categories. Finally, a goodness of fit test based on the saturated model is performed, comparing the full 3D spectra in data with the result of a maximum likelihood fit to the data under the background-only assumption. In this test, all uncertainties and their correlations are taken into account. A $p$-value of 0.35 is estimated w.r.t. the expected goodness of fit, indicating a good compatibility between the observed data and the background-only model.

6 Results

Figure 5 shows the $m_{\text{AK8}}^{\text{jj}}$ spectra in data for selected regions in $m_{\text{jet1}}^{\text{AK8}}$ and $m_{\text{jet2}}^{\text{AK8}}$ enriched in signal from DY/ggF VV in the two categories most sensitive to the DY/ggF VV signal. The
DY/ggF VH HPHP category exhibits an excess of data events over the background prediction in the 1.7–3.2 TeV range, while in the DY/ggF VV HPHP category excesses of data events around 2 and 3 TeV are visible. In Fig. 5, additional distributions of the difference between the data and the fit divided by the statistical uncertainty in the data in the \( m_{\text{AKS}} \) spectra are shown for selected regions in \( m_{\text{AKS}} \) and \( m_{\text{AKS}} \) enriched in signal from DY/ggF VV, DY/ggF VH, and VBF VV/VH, representing the most sensitive regions of the 3D phase space.

For the statistical evaluation, we follow the CL_{s} prescription, using the asymptotic approximation described in Refs. [96, 98]. It was verified that limits computed with a full CL_{s} method agree with the asymptotic approximation approach within one standard deviation.

To check for the presence of a signal, we first compute asymptotic significances for all signal mass hypotheses in each signal scenario. A maximum local significance of 3.6 standard deviations is observed at masses of 2.1 and 2.9 TeV under the \( W' \rightarrow WZ \) hypothesis, corresponding to excesses in the spectra of the VV HPLP and VV HPHP event categories, respectively. The size of the excess remains above two standard deviations when increasing significantly the V+jets and \( t\bar{t} \) background uncertainties or using a looser (10%) q\( \bar{q} \) tagger requirement for the definition of the categories. Taking into account the look-elsewhere effect, a global significance of 2.3 standard deviations is found. Searches in the semileptonic final states [18, 37] did not observe any excesses at 2.1 and 2.9 TeV.

Upper exclusion limits on the production cross section at 95% CL are set. Figure 7 shows the
Figure 6: Distributions of the difference between the data and the background-only fit divided by the statistical uncertainty in the data. The total uncertainty in the background estimate fitted to data divided by the statistical uncertainty in the data is shown as a band. It should be noted that these two uncertainties are partially correlated. Three projections of the 3D phase space are shown in regions enriched in signal from DY/ggF VV (65 < m_{AK8} < 105 GeV, 65 < m_{jeti} < 105 GeV) (upper left), DY/ggF VH (65 < m_{AK8 jet1/2} < 105 GeV, 110 < m_{AK8 jet2/1} < 140 GeV) (upper right) and VBF VV/VH (65 < m_{AK8 jet} < 140 GeV, 65 < m_{jet2} < 140 GeV) (lower). Examples of expected signal shapes added to the fit are overlaid, where the number of expected events is scaled by an arbitrary normalization factor stated in the legend.
exclusion limits as functions of the resonance mass, compared to theoretical predictions of the product of the production cross section and the branching fraction $B$. The theoretical cross sections shown in Fig. 7 are calculated at NLO in QCD with the models detailed in Ref. [17,59]. Table 2 summarizes the resonance mass limits at 95% CL for all considered models. The limits presented in this letter are the most stringent to date in the all-jets final state. The limits on spin-1 resonances decaying to a WZ (WH) boson pair in the HVT model B match or exceed by 0.1 TeV the previous published most stringent limits from the semileptonic final states [18,37]. Considering an HVT model with VV and VH resonances, this search sets the most stringent limit of 4.8 TeV. The improvement by 15% in the cross section exclusion limits for these resonances compared to the previous result by the CMS Collaboration in this channel [19] arises in roughly equal measure from the increased size of the data set and the improved boson tagging techniques. Tabulated results are provided in the HEPData record for this analysis [99].

Figure 7: Observed and expected 95% CL upper limits on the product of the production cross section ($\sigma$) and the branching fraction, obtained after combining all categories with 138 fb$^{-1}$ of data at $\sqrt{s} = 13$ TeV, for Rad $\rightarrow$ VV (upper left), G_{bulk} $\rightarrow$ VV (upper right), HVT model B $V' \rightarrow$ VV+VH (lower left), HVT model C $V' \rightarrow$ VV+VH (lower right) signals. For each signal scenario the theoretical prediction and its uncertainty associated with the choice of PDF set is shown.
Table 2: Summary of the exclusion limits on the resonance masses for the considered models. The numbers show the lower limit at 95% CL, with the exception of the ones given in parentheses quoting the ranges of exclusion.

| Model     | Decay channel | Observed limit (TeV) | Expected limit (TeV) |
|-----------|---------------|----------------------|----------------------|
| Radion ggF | VV            | 2.7                  | 3.4                  |
| $G_{bulk} (\tilde{\kappa} = 0.5)$ ggF | VV            | 1.4                  | 1.5                  |
| HVT (B) $W'$  | WZ            | 4.4                  | 4.3                  |
| HVT (B) $W'$  | WH            | 4.0                  | 4.3                  |
| HVT (B) $Z'$  | WW (1.3–3.1, 3.3–3.5) | 3.8                  |
| HVT (B) $Z'$  | ZH            | 3.9                  | 3.8                  |
| HVT (B) $V'$  | VV            | 4.5                  | 4.5                  |
| HVT (B) $V'$  | VH            | 4.2                  | 4.5                  |
| HVT (B) $V'$  | VV + VH       | 4.8                  | 4.8                  |

7 Summary

A search has been presented for resonances with masses between 1.3 and 6 TeV that decay to $WW$, $WZ$, $ZZ$, $WH$, or $ZH$ boson pairs. Each of the two boson decays is clustered into one large-radius jet, yielding a dijet final state from Drell–Yan and gluon fusion production, complemented by two additional jets for vector boson fusion production. The hadronic decays of $H$, $W$, and $Z$ bosons are identified using machine learning-based jet taggers that reduce the background from quantum chromodynamics multijet production. No evidence of a departure from the expected background is found. A maximum local significance of 3.6 standard deviations from the standard model prediction, corresponding to a global significance of 2.3 standard deviations, is observed at masses of 2.1 and 2.9 TeV. Upper limits at 95% confidence level on the resonance production cross section are set as a function of the resonance mass. In a heavy vector triplet model, spin-1 $Z'$ and $W'$ resonances with masses below 4.8 TeV are excluded. These limits are the most stringent to date. In a bulk graviton model, spin-2 gravitons and spin-0 radions with masses below 1.4 and 2.7 TeV, respectively, are excluded. Furthermore, the exclusive production of new heavy resonances through the vector boson fusion mode is constrained with upper cross section limits as low as 0.1 fb.
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