Abstract

Current perception models in autonomous driving greatly rely on large-scale labeled 3D data. However, it is expensive and time-consuming to annotate 3D data. In this work, we aim at facilitating research on self-supervised learning from the vast unlabeled 3D data in autonomous driving. We introduce a masked autoencoding framework for pre-training large-scale point clouds, dubbed Voxel-MAE. We take advantage of the geometric characteristics of large-scale point clouds, and propose the range-aware random masking strategy and binary voxel classification task. Specifically, we transform point clouds into volumetric representations, and randomly mask voxels according to their distance to the capture device. Voxel-MAE reconstructs the occupancy values of masked voxels and distinguishes whether the voxels contain point clouds. This simple binary voxel classification objective encourages Voxel-MAE to reason over high-level semantics to recover the masked voxel from only a small amount of visible voxels. Extensive experiments demonstrate the effectiveness of Voxel-MAE across several downstream tasks. For the 3D object detection task, Voxel-MAE reduces half labeled data for car detection on KITTI and boosts small object detection by around 2% mAP on Waymo. For the 3D semantic segmentation task, Voxel-MAE outperforms training from scratch by around 2% mIOU on nuScenes. For the first time, our Voxel-MAE shows that it is feasible to pre-train unlabeled large-scale point clouds with masked autoencoding to enhance the 3D perception ability of autonomous driving. Codes are publicly available at https://github.com/chaytonmin/Voxel-MAE.

1. Introduction

3D perception aims to obtain accurate surrounding information, which is one of the core techniques in autonomous driving. Many autonomous driving datasets [9, 24, 1, 17] have been published and have extensively promoted the capability of environmental perception for unmanned vehicles. However, collecting and annotating 3D data for common tasks, such as 3D object detection and semantic segmentation, are time-consuming and laborious. For example, a skilled worker can only annotate about 100-200 frames per day [17]. Self-supervised learning on large-scale unannotated 3D data is of great significance to the perceptual ability of autonomous driving, which may become the solution of next-generation industry-level powerful and robust autonomous driving perception model [17].

Self-supervised learning enables pre-training rich features without human annotations, which has made tremendous strides in recent years. In particular, the simple masked autoencoding has proved effective in learning representative features, whose task is to reconstruct the masked data from the unmasked input [7, 13, 5, 32]. For example, in natural language processing (NLP), masked autoencoding has enabled the training of large language models, such as BERT [7]. In 2D vision, masked autoencoding has outperformed the supervised pre-training counterparts [13]. However, the existing masked autoencoding methods are mainly designed for language and 2D data. Training from scratch on large-scale labeled data is still the dominant approach in 3D vision [31]. To introduce the idea of masked autoencoding to self-supervised learning on large-scale 3D point clouds, we identify challenges and propose solutions from the following perspectives:
(i) It is trivial to reconstruct the features of large-scale point clouds. There are two typical representations of point clouds, i.e., point-based and voxel-based. We choose the voxel-based representation for its computational efficiency [40]. The voxel features of large-scale point clouds contain the spatial information of voxels [34]. Regression of the voxel features is not suitable, as the positional encoding of voxels would provide a shortcut for decoder [31]. We address this issue by focusing on the occupancy distribution of voxels and designing the binary voxel classification objective as the pretext task. This simple task pushes the network to learn representative features to recover the overall structure of the 3D scene.

(ii) Data distribution of large-scale point clouds in autonomous driving is different from language and 2D images. The density of point clouds will decrease as the distance to the LiDAR sensor rises, thus it is unsuitable to perform the same random masking strategy for all voxels as in NLP and 2D vision. To address this, we propose the range-aware random masking strategy for large-scale point clouds, i.e., the masking ratio decreases as the distance of the voxel to the LiDAR sensor rises.

(iii) The Transformer architecture can not handle massive unmasked voxels for large-scale point clouds. Transformers in NLP and 2D vision perform self-attention on the unmasked patches. However, even after masking 90% voxels, there are still hundreds of thousands of unmasked voxels for large-scale point clouds. We propose to design the encoder with the 3D Spatially Sparse Convolutions [34], which uses the positional encoding module to focus on the visible voxels, similar to positional embeddings in Transformers.

Driven by these analyses, we present a novel self-supervised learning framework for pre-training large-scale point clouds based on masked voxel autoencoding, termed as **Voxel-MAE**. As illustrated in Figure 2, our Voxel-MAE first randomly masks voxels with the range-aware masking strategy and then puts the unmasked voxels into the 3D sparse encoder, and the output of the 3D decoder is the probability that each voxel contains points. At last, we calculate the binary voxel classification loss for pre-training the network. The pretext task of masked voxel classification pushes the encoder network to be voxel-aware of the whole shape of objects, thus learning representative features for 3D perception.

Our Voxel-MAE is simple and generalizes well on various downstream tasks. For the 3D object detection task, Voxel-MAE outperforms the state-of-the-art self-supervised learning methods by 0.5% ~ 6% mAP on ONCE [17] dataset, which is a recently published dataset for self-supervised learning on large-scale point clouds. And with Voxel-MAE pre-training, we can improve the performance of the popular 3D detectors [34, 21, 37, 22] trained from scratch on KITTI [9], Waymo [24], and nuScenes [1], especially for small objects. As shown in Figure 1, Voxel-MAE is a data-efficient learner that allows to effectively train large-scale point clouds only from limited annotated 3D data. For the 3D semantic segmentation task, Voxel-MAE with a two-layer decoder can improve training from scratch by about 2% mIOU. We also validate the effectiveness of Voxel-MAE on the unsupervised domain adap-
tation task, which proves the transfer learning ability of our Voxel-MAE. As point clouds in autonomous driving are information redundant, Voxel-MAE with a 90% masking ratio can still learn representative features and improves the performance of 3D perception. These observations are consistent with those in self-supervised pre-training in NLP [7] and 2D vision [13], and we hope they will promote the development of self-supervised learning for autonomous driving.

The main contributions of this work are listed below:

• To our best knowledge, we present the first masked autoencoding framework for self-supervised learning on large-scale point clouds. Our method is a data-efficient learner that can reduce the demand for expensively annotated 3D data.

• We propose the range-aware random masking strategy to improve the pre-training performance of far objects. The masking ratio of voxels is related to the distance from the LiDAR sensor.

• We design the binary voxel classification task to enforce the network to reason over high-level semantics to recover the masked occupancy distribution of the 3D scene from only a small amount of visible voxels.

• Voxel-MAE significantly outperforms training from scratch over a variety of downstream tasks, including 3D object detection, semantic segmentation, and unsupervised domain adaptation. Experiments on ONCE show that our method achieves state-of-the-art performance among competing self-supervised learning methods.

2. Related Work

2.1. LiDAR-based 3D Perception

LiDAR-based 3D perception methods with accurate 3D spatial information have been widely used in the field of autonomous driving. In this section, we give an overview of the recent advances in both LiDAR-based 3D object detection and 3D semantic segmentation. LiDAR-based 3D object detectors can be categorized into point-based [23, 36], voxel-based [40, 34, 15], and point-voxel-based [21, 6]. Point-based object detectors extract discriminative features from raw point clouds with PointNet [20] and generate proposals centered at each point with high computation cost. Voxel-based detectors transform the irregular point clouds into volumetric representations, which will degrade the fine-grained localization accuracy. Point-voxel-based methods take advantage of the localization accuracy of point-based detectors and the computational efficiency of voxel-based detectors. LiDAR-based 3D segmentation methods are divided into grid-based [29, 18] and voxel-based [41, 25]. Grid-based methods focus on converting the 3D point clouds into a 2D frontal-view or range image, which fails to model the 3D geometric information. Voxel-based methods convert the point clouds into volumetric representations. The existing 3D perception methods are trained with large-scale labeled 3D data. How to design the self-supervised learning network to minimize dependence on 3D annotation has rarely been studied.

2.2. Self-supervised Learning

Self-supervised Learning (SSL) has been popular in recent years without the expensive data annotation. [8] first proposes the pretext of predicting the relative location of image patches. Methods in [10, 33, 30] design the pretext task of rotation prediction that has shown promising results in representative feature learning. In [2], a jigsaw puzzle prediction task is proposed and generalizes well in domain adaptation object recognition. DeepCluster [3] and SwAV [4] obtain the pseudo label with k-means clustering and use the label to train the network. Moco [14], PointContrast [31], BYOL [12], and DepthConstrast [39] construct contrastive views for self-supervised learning. Recently, MAE [13] first masks random patches of the input image and reconstructs the missing pixels with the simple autoencoder framework, showing promising results in self-supervised learning. VideoMAE [27] extends the MAE into spatiotemporal representation learning from videos that are more information redundant. Point-BERT [38] first introduces MAE to pre-train small-scale point clouds. Point-MAE [19] reconstructs the point patches with the Chamfer distance. MaskPoint [16] designs the decoder for discriminating the masked point patches. However, the existing self-supervised learning methods are focused on small-scale datasets, while it has rarely been studied on automotive millions of point clouds.

3. Methodology

Given the instances from large-scale point clouds, self-supervised pre-training is to train the network with the unlabeled data to generate representative features. Inspired by the excellent performance of masked autoencoding in NLP [7] and 2D vision [13], we design the masked voxel autoencoding network for 3D perception. The proposed Voxel-MAE randomly masks the voxels and then reconstructs the occupancy values of voxels with an autoencoder network. The pretext task of binary voxel classification is trained with the cross-entropy loss. The detailed architecture of Voxel-MAE is demonstrated in Table 1.

3.1. Masked Voxel Modeling

With the $n_s$ unlabeled point cloud data $\{X^i\}_{i=1}^{n_s}$, we aim to first pre-train the masked autoencoding network $\phi_{pre}$ to
learn the high-level semantics. Then we use the pre-trained model to warm up the network $\phi_s$ of downstream tasks. We also extend the pre-training method to domain adaptive task on the target point clouds \{${X}_j$\}$_{j=1}^n$.

### 3.1.1 Range-aware Random Masking

Following the typical setting of 3D perception models [34, 21, 37, 41], the point clouds are divided into spaced voxels. For the point clouds with range $W \times H \times D$ along the $X \times Y \times Z$ respectively, the size of a voxel is $v_W \times v_H \times v_D$ accordingly. The total number of voxels is $n_l$, and the number of occupied voxels that contain points is $n_v$.

Similar to language and 2D images, large-scale point clouds are information-redundant, thus the masking strategy is also applicable to point clouds [31]. However, the data distribution of large-scale point clouds is different from that of language and 2D images. The sparsity levels of the 3D point clouds are correlated to their distances to the LiDAR sensor. The points near the LiDAR sensor are pretty dense, while the points in the far distance are very sparse. Thus we can not perform the same masking strategy for both the near-range and far-range points. We should mask a small percentage of data for the far-range points.

To this end, we use distance information to design the Range-aware random masking strategy, namely, the masking ratio will decrease as the distance from the LiDAR sensor rises. According to the distance of points to the LiDAR sensor, the occupied voxels are divided into three groups: $0$-$30$ meters, $30$-$50$ meters, and $>50$ meters, and the corresponding numbers of voxels are $n_{v1}$, $n_{v2}$, and $n_{v3}$. We take the random masking strategy for each group with the descending masking ratio $r_1$, $r_2$, and $r_3$ (i.e., $r_1 > r_2 > r_3$). Thus the number of unmasked occupied voxels is $n_{un} = n_{v1}(1 - r_1) + n_{v2}(1 - r_2) + n_{v3}(1 - r_3)$, and the set of voxels $V_{input} \in R^{n_{un} \times 4}$ is used as training data. The occupied voxels containing point clouds (the value of each voxel is 1) and the empty voxels (the value of each voxel is 0) are used as ground truth $T \in R^{n_l \times 1}$ for voxel classification loss.

### 3.1.2 3D Sparse Convolutional Encoder

Masked autoencoding in NLP [7] and 2D vision [13] adopts the Transformer network to perform self-attention on the unmasked portions of the training data, which are not influenced by the masked portions. For a 3D scene that contains millions of points, even after masking 90% of voxels, there are still hundreds of thousands of unmasked voxels. The Transformer network can not aggregate information from huge unmasked input data [7]. In the field of processing large-scale point clouds, the 3D Sparse Convolution [11, 34] is proposed, in which the positional encoding module, and thus our voxel masking strategy can reduce the memory complexity of train-

| Input | Layer Destination | Output | Output Size |
|-------|------------------|--------|-------------|
| Input point clouds | Mean operator | Voxel representation | $1600 \times 1408 \times 41 \times 4$ |

|   |   |   |   |
|---|---|---|---|
| Masked voxels $V_{input}$ | 3DSparseConv, filter=(3,3,3), stride=(1,1,1) | Spconv $\_1$ | $1600 \times 1408 \times 41 \times 16$ |
| Spconv $\_1$ | 3DSparseConv, filter=(3,3,3), stride=(2,2,2) | Spconv $\_2$ | $800 \times 704 \times 21 \times 32$ |
| Spconv $\_2$ | 3DSparseConv, filter=(3,3,3), stride=(2,2,2) | Spconv $\_3$ | $400 \times 352 \times 11 \times 64$ |
| Spconv $\_3$ | 3DSparseConv, filter=(3,3,3), stride=(2,2,2) | Spconv $\_4$ | $200 \times 176 \times 5 \times 64$ |
| Latent feature tensor | 3DTransConv, filter=(1,1,3), stride=(1,1,2) | Dense $\_1$ | $200 \times 176 \times 2 \times 128$ |

Table 1. The details of our Voxel-MAE architecture which consists of a 3D Encoder and a 3D Decoder. 3DSparseConv and 3DTransConv denote 3D Sparse Convolution proposed in SECOND [34] and common 3D Deconvolution, respectively. Here we display the output size for pre-training SECOND on the KITTI dataset.
## 4. Experiments

### 4.1. Experimental Setup

We perform three downstream tasks on four autonomous driving datasets [17, 9, 24, 25] to verify the effectiveness of our proposed model. For 3D object detection and unsupervised domain adaptation tasks, we adopt the training settings of the popular point clouds detection codebase OpenPCDet [26] (version 0.5.2). For the 3D semantic segmentation task, we take the open-sourced Cylinder3D [41] as the pre-trained backbone, which adopts the cylindrical voxel partition. For the ONCE dataset, we first pre-train the backbone with Voxel-MAE on the unlabeled raw set and then fine-tune the perception model on the training set. For KITTI, Waymo, and nuScenes datasets, pre-training and fine-tuning are both on the training set.

For voxels within 0-30 meters, 30-50 meters, and >50 meters, we set the masking ratio to 90%, 70%, and 50%, respectively. The number of self-supervised pre-training epochs is 3 in our experiments. In training Voxel-MAE, we use common augmentations, including random world flipping and random world scaling. We choose the ADAM optimizer and cosine annealing learning rate strategy during model training. More detailed parameter setups can be found in OpenPCDet [26, 17] and Cylinder3D [41].

### 4.2. Results on Downstream Tasks

#### 4.2.1 3D Object Detection

We first compare the proposed method with some state-of-the-art self-supervised learning methods on ONCE dataset [17] val set, including three contrastive learning methods (PointContrast [31], BYOL [12], and DepthContrast [39]), as well as two other methods (SECOND [34], DeepCluster [3]).

| Method          | Car   | Pedestrian | Cyclist | Method           | Car   | Pedestrian | Cyclist |
|-----------------|-------|------------|---------|------------------|-------|------------|---------|
| SECOND [34]     | 78.62 | 52.98      | 67.15   | PV-RCNN [21]     | 83.61 | 57.90      | 70.47   |
| Voxel-MAE + SECOND | 78.90 | 53.14      | 68.08   | Voxel-MAE + PV-RCNN | 83.82 | 59.37      | 71.99   |

Table 3. Performance comparison on the KITTI val split evaluated by the mean Average Precision with 11 recall positions at moderate difficulty level.

---

**Table 2. Quantitative detection performance achieved by different self-supervised learning methods on the ONCE val set. The pre-training process is on the unlabeled small set that contains 100k scenes.**

| Method          | overall 0-30m | 30-50m | 50m-inf | overall 0-30m | 30-50m | 50m-inf | overall 0-30m | 30-50m | 50m-inf | mAP   |
|-----------------|---------------|--------|---------|---------------|--------|---------|---------------|--------|---------|-------|
| SECOND [34]     | 71.19         | 84.04  | 63.02   | 47.25         | 26.44  | 29.33   | 24.05         | 18.05  | 58.04   | 69.96 | 52.43 | 34.61 | 51.89 |
| BYOL [12]       | 68.02         | 81.01  | 60.21   | 44.17         | 22.16  | 16.68   | 12.06         | 50.61  | 62.46   | 44.29 | 28.18 | 40.04 | 46.04 |
| PointContrast [31] | 71.07       | 83.31  | 64.90   | 49.34         | 22.52  | 23.73   | 21.81         | 16.06  | 56.36   | 68.11 | 50.35 | 34.06 | 49.98 |
| DepthContrast [39] | 71.88       | 84.26  | 65.58   | 49.97         | 23.57  | 26.36   | 21.15         | 14.39  | 56.63   | 68.26 | 50.82 | 34.67 | 50.69 |
| SwAV [4]        | 72.71         | 83.68  | 66.95   | 50.10         | 25.13  | 27.77   | 22.77         | 16.36  | 58.05   | 69.99 | 52.23 | 34.86 | 51.96 |
| DeepCluster [3] | 73.19         | 84.25  | 66.86   | 50.47         | 24.00  | 26.36   | 21.73         | 16.79  | 58.99   | 70.80 | 53.66 | 36.17 | 52.06 |
| Voxel-MAE       | 72.78         | 83.77  | 66.01   | 50.26         | 27.49  | 30.54   | 25.28         | 16.11  | 57.26   | 69.71 | 52.31 | 33.51 | 52.51 |

---

3.1.3 3D Deconvolutional Decoder

Our decoder consists of light-weight 3D Deconvolution layers, whose last layer outputs the probability that each voxel contains points. The output of decoder is \( P \in R^{n_l \times 1} \). The decoder is only used to perform the occupied voxel reconstruction during pre-training. Shifting the masked tokens to the decoder can promote the encoder to learn better latent features for the downstream tasks.

#### 3.1.4 Reconstruction Target

In NLP [7] and 2D vision [13], the goal of masked auto-encoding is to reconstruct the masked patches as a regression task. However, regression of the voxel features is trivial as the network can find a shortcut for the decoder with the positional encoding of voxels. For 3D perception, the occupancy structure of the 3D scene is of great significance to perception models [40, 34, 41]. Inspired by this, we design the binary voxel classification task for large-scale point clouds pre-training, whose goal is to enforce the network to reason over high-level semantics to recover the masked occupancy distribution of the 3D scene from a small number of visible voxels. Given the predicted occupied voxels \( P \) and the ground truth occupied voxels \( T \), we calculate the binary voxel classification loss of cross-entropy:

\[
loss = -\frac{1}{batch} \sum_{i=1}^{batch} \sum_{j=1}^{n_i} T^i_j \log P^i_j ,
\]

where \( P^i_j \) is the predicted probability of voxel \( j \) of the \( i \)-th training sample, and \( T^i_j \) is the corresponding ground truth whether the voxel contains point clouds.

---

Table 2. Quantitative detection performance achieved by different self-supervised learning methods on the ONCE val set. The pre-training process is on the unlabeled small set that contains 100k scenes.
Table 4. Quantitative detection performance achieved by different methods on the Waymo val set. We subsample a single frame of 20% data (about 32k frames) of all the training samples as the training set.

| Method               | Vec_L1 mAP | Vec_L2 mAP | Ped_L1 mAP | Ped_L2 mAP | Cyc_L1 mAP | Cyc_L2 mAP |
|----------------------|------------|------------|------------|------------|------------|------------|
| SECOND [34]          | 70.96      | 73.34      | 65.23      | 57.22      | 57.13      | 55.62      |
| Voxel-MAE + SECOND   | 71.12      | 70.58      | 66.27      | 59.03      | 59.73      | 56.18      |
| CenterPoint [37]     | 71.33      | 70.76      | 63.16      | 64.27      | 68.68      | 67.39      |
| Voxel-MAE + CenterPoint | 71.89    | 71.33      | 64.08      | 65.78      | 70.29      | 69.03      |
| PV-RCNN [21]         | 75.41      | 74.74      | 67.44      | 63.70      | 65.88      | 64.25      |
| Voxel-MAE + PV-RCNN  | 75.94      | 75.28      | 67.94      | 64.91      | 67.21      | 65.49      |
| PV-RCNN++ [22]       | 77.82      | 77.32      | 69.07      | 69.92      | 63.39      | 61.82      |
| Voxel-MAE + PV-RCNN++| 78.23      | 77.72      | 69.54      | 71.07      | 64.62      | 63.02      |

Table 5. Quantitative detection performance achieved by different methods on the nuScenes val set.

| Method               | mAP  | NDS  | mATE | mASE  | mAOE  | mAVE  | mAAE  |
|----------------------|------|------|------|-------|-------|-------|-------|
| SECOND [34]          | 50.59| 62.29| 31.15| 25.51 | 26.64 | 26.26 | 20.46 |
| Voxel-MAE + SECOND   | 50.82| 62.45| 31.02| 25.23 | 26.12 | 26.11 | 20.04 |
| CenterPoint [37]     | 56.03| 64.54| 30.11| 25.55 | 38.28 | 21.94 | 18.87 |
| Voxel-MAE + CenterPoint | 56.45| 65.02| 29.73| 25.17 | 38.38 | 21.47 | 18.65 |

4.2.2 3D Semantic Segmentation

For self-supervised learning on the 3D semantic segmentation task, We design the lightweight decoder of Voxel-MAE with only two 3D Deconvolutional layers. Table 6 shows that Voxel-MAE outperforms training from the scratch by around 2% in terms of mIOU on nuScenes val set. This implies that Voxel-MAE is well suited for the 3D semantic segmentation task since our masked voxel classification objective promotes the model to capture the occupancy distribution of the 3D space, which is also very important for the dense prediction task, i.e., 3D semantic segmentation. Results in Table 6 were obtained by retraining Cylinder3D [41].

4.2.3 Unsupervised Domain Adaptation

The domain shifts in LiDAR-based 3D perception models are apparent as the LiDARs have different patterns. Evaluation of datasets captured in different locations, conditions, or sensors results in a drop in model performance, due to the gap in distribution between the training (source) data and the test (target) data. To further investigate the generalization ability of Voxel-MAE in representation learning, we conduct experiments in two scenarios of unsupervised domain adaptive (UDA) 3D object detection: different collection locations and time (i.e., Waymo → KITTI) and Waymo (64-beam LiDAR). The high masking ratio of 90% is not applicable to very sparse point clouds. Results for SECOND [34], CenterPoint [37], and PV-RCNN [21] are from OpenPCDet [26] and ONCE [17].

Table 6. Quantitative segmentation performance achieved by different methods on the nuScenes val set.

| Method                  | Epoch | miIoU |
|-------------------------|-------|-------|
| Cylinder3D [41]         | 15    | 70.22 |
|                         | 25    | 70.83 |
| Voxel-MAE + Cylinder3D [41] | 15    | 71.61 |
|                         | 25    | 72.85 |

Table 7. Quantitative results of unsupervised domain adaptation methods on the KITTI val set.

| Task       | Method                  | PV-RCNN BEV 3D |
|------------|-------------------------|----------------|
| Waymo → KITTI | Oracle                  | 88.98 82.50 |
|            | Source-only             | 61.18 22.01 |
|            | SN [28]                 | 79.78 63.60 |
|            | ST3D [35]               | 84.10 64.78 |
|            | ST3D(w/SN) [35]         | 86.65 76.86 |
|            | Voxel-MAE + ST3D        | 85.52 65.24 |
|            | Voxel-MAE + ST3D(w/SN)  | 87.15 77.13 |

nuScenes → KITTI

| Method                  | Epoch | mIoU |
|-------------------------|-------|------|
| Oracle                  |       |      |
| Source-only             |       |      |
| SN [28]                 |       |      |
| ST3D [35]               |       |      |
| ST3D(w/SN) [35]         |       |      |
| Voxel-MAE + ST3D        |       |      |
| Voxel-MAE + ST3D(w/SN)  |       |      |

Table 8. Comparison of different pretext tasks.

| Target   | Car | Pedestrian | Cyclist |
|----------|-----|------------|---------|
| PV-RCNN  [21] | 83.61 | 57.90 | 70.47 |
| Regression | 83.60 | 57.92 | 70.52 |

Table 9. Impacts of pre-training times.

| Epoch | Easy | Moderate | Hard |
|-------|------|----------|------|
| 2     | 81.26 | 67.23 | 61.68 |
| 3     | 82.09 | 68.05 | 62.08 |
| 4     | 82.12 | 68.00 | 61.99 |

4.3. Further Analysis

4.3.1 Data-efficient Learner

Pre-training allows fine-tuning of the model using a small amount of labeled data. We study the data-efficiency of Voxel-MAE by varying the amount of labeled data used for fine-tuning. We use the 3D object detector SECOND [34] as the backbone and report the detection performance on the KITTI val set. As shown in Figure 1 and Figure 4 (a), our Voxel-MAE with 50%, 75%, and 75% of labeled data gets the same performance as training from scratch with full dataset on the car, pedestrian, and cyclist class, respectively. When using 25% samples for fine-tuning, our Voxel-MAE improves training from scratch by 1%~2% mAP. This indicates that Voxel-MAE is a data-efficient learner, which can reduce the demand for expensively human-annotated 3D data.

4.3.2 Range-aware Random Masking

In this section, we study the effectiveness of the proposed range-aware random masking strategy. For range-aware random masking, the masking ratio for voxels within 0-30 meters, 30-50 meters, and > 50 meters is set to 90%, 70%, and 50%, respectively. We compare it with random masking (the masking ratio is set to 90% for all voxels). We can see from Figure 4 (b) that range-aware random masking surpasses random masking by 2.5%, 0.7%, and 2.1% mAP with ONCE raw set as the pre-training datasets. This shows that the masking ratio for large-scale point clouds should be inversely proportional to the distance to the LiDAR sensor.
4.3.3 Binary Voxel Classification

Developing the proper pretext task is the primary concern in self-supervised learning. This section studies the effectiveness of the proposed binary voxel classification task. We replace the binary voxel classification loss with voxel feature regression loss, denoted by voxel regression task. As shown in Table 8, the performance of the voxel regression task is similar to that of training from scratch. The classification task surpasses the regression task by 0.2%, 1.6%, and 1.4% of mAP on the car, pedestrian, and cyclist class, respectively. We argue that the binary voxel classification task is harder for the network to learn and whether the voxel contains points is more critical for 3D perception models. With the simple binary voxel classification task, the pre-trained network can be voxel-aware of object shape, thus improving the performance of downstream tasks.

4.3.4 Visualization

We provide a visualization of reconstructed occupancy voxels with masking ratios of 90% and 70% in Figure 3. Voxel-MAE produces satisfying reconstructed results. Even with a high 90% masking ratio, Voxel-MAE can still recover the masked voxels. This implies that our Voxel-MAE is able to learn useful representations that capture the overall structure of the 3D scene.

4.4. Ablation Studies

In this section, we perform thorough ablation experiments to investigate the individual components of our Voxel-MAE. All experiments are conducted with the 3D object detector SECOND [34].

4.4.1 Pre-training Times

In Table 9, we first study the influence of pre-training times. With the increment of pre-training times, the performance increases at first and afterward will remain stable. We pretrain Voxel-MAE for three epochs in experiments.

4.4.2 Pre-training Data

We then investigate the effects of the amount of pre-training data. Table 10 shows that the performance of Voxel-MAE benefits from the increasing amount of unlabeled data on the ONCE medium raw set. In practice, autonomous driv-

![Figure 3. Masked voxel reconstruction results of Voxel-MAE with masking ratio 90% and 70% on KITTI dataset.](image)

![Figure 4. (a) Data efficiency of Voxel-MAE. (b) Comparison of different masking strategies.](image)

![Table 10. Impacts of the amount of pre-training data.](image)

| Data size | 120k | 240k | 360k | 480k | 600k |
|-----------|------|------|------|------|------|
| mAP       | 52.51| 52.71| 53.23| 53.57| 53.61|

| Masking ratio | 0-30m | 30-50m | 50m-inf | overall 0-30m | 30-50m | 50m-inf | mAP |
|---------------|-------|--------|---------|---------------|--------|---------|-----|
| 0.3           | 23.73 | 26.00  | 21.49   | 17.25         |        |         |     |
| 0.5           | 24.07 | 26.42  | 22.33   | 17.57         |        |         |     |
| 0.7           | 26.29 | 29.10  | 23.38   | 17.80         |        |         |     |
| 0.7           | 26.57 | 29.31  | 24.93   | 16.01         |        |         |     |
| 0.9           | 29.15 | 33.06  | 26.00   | 18.27         |        |         |     |
| 0.9           | 27.94 | 31.25  | 24.49   | 18.06         |        |         |     |
| 0.9           | 27.49 | 30.54  | 25.28   | 16.11         |        |         |     |
| 0.95          | 23.68 | 26.10  | 21.65   | 15.98         |        |         |     |
| 0.98          | 21.61 | 23.88  | 19.16   | 15.74         |        |         |     |

| Masking ratio | 0-30m | 30-50m | 50m-inf | overall 0-30m | 30-50m | 50m-inf | mAP |
|---------------|-------|--------|---------|---------------|--------|---------|-----|
| 0.7           | 26.57 | 29.31  | 24.93   | 16.01         |        |         |     |
| 0.9           | 27.49 | 30.54  | 25.28   | 16.11         |        |         |     |
| 0.95          | 23.68 | 26.10  | 21.65   | 15.98         |        |         |     |
| 0.98          | 21.61 | 23.88  | 19.16   | 15.74         |        |         |     |

![Table 11. Impacts of masking ratio.](image)
ing companies accumulate a large amount of unlabeled data. Voxel-MAE can utilize these easily available data to improve the performance of 3D perception.

4.4.3 Masking Ratio

In this section, we investigate the influence of the voxel masking ratio on the cyclist class of ONCE small raw set. As shown in Table 11, when increasing the masking ratio to 90%, the overall performance boosts from 23.27% to 29.15%. For the points within 30-50 meters and > 50 meters, the masking ratio of 70% and 50% are suitable for downstream tasks, respectively. The proper masking ratio enforces networks to capture the gestalt of the 3D scene to learn representative features.

5. Conclusion

In this paper, we propose Voxel-MAE, the first masked autoencoding framework for self-supervised learning on large-scale point clouds, to utilize the vast unlabeled 3D data in autonomous driving. The core insight of Voxel-MAE is to classify whether the reconstructed voxels contain point clouds, thus enforcing the network to learn representative features to deduce the masked voxels. Moreover, we propose the range-aware random masking strategy to improve the pre-training performance of far objects. Experimental results demonstrate its effectiveness across various downstream tasks, including 3D object detection, semantic segmentation, and unsupervised domain adaptation.
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