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ABSTRACT

Breast cancer is one of the factors that cause the increase of mortality of women. The most widely used method for diagnosing this geological disease i.e. breast cancer is the ultrasound scan. Several key features such as the smoothness and the texture of the tumor captured through ultrasound scans encode the abnormality of the breast tumors (malignant from benign). However, ultrasound scans are often noisy and include irrelevant parts of the breast that may bias the segmentation of eventual tumors. In this paper, we are going to extract the region of interest (i.e, bounding boxes of the tumors) and feed-forward them to one semantic segmentation encoder-decoder structure based on its classification (i.e, malignant or benign). The whole process aims to build an instance-based segmenter from a semantic segmenter and an object detector.

Index Terms— Deep Learning, Computer-Aided Diagnosis, Instance Segmentation, Breast Lesion Segmentation.

1. INTRODUCTION

Over the past few years, cancers were classified as the disease of the century killing hundreds of thousands of persons. Breast cancer is among the most common causes of cancer deaths today, coming fifth after lung, stomach, liver, and colon cancers. Although, early diagnosis through ultrasound scan helps mitigate its mortality, analyzing the key features of the ultrasound scan is still challenging. Hence, the medical and vision community collaborated to automate breast cancer diagnosis through machine learning techniques. In this context, we are introducing breast tumors ultrasound segmentation (i.e, malignant and benign classes) through an instance-based segmentation approach to detect and segment tumors at once.

2. RELATED WORK

In this section, we will detail the state of the art of instance-based segmentation as well as the work done in breast cancer segmentation.

2.1. Instance segmentation neural networks

Given its importance, a lot of research effort has been made to push instance segmentation accuracy. Mask-RCNN¹ is a two-stage instance-based segmentation model that first generates candidates’ region of interests (ROIs) and then classifies and segments those ROIs in the second stage. Other related works try to improve its accuracy by enriching the FPN² features. This model requires re-pooling features for each ROI and hence are computationally more expensive. Finally, other algorithms first perform semantic segmentation followed by boundary detection³, pixel clustering⁴,⁵ or learn an embedding to form instance masks⁶,⁷,⁸,⁹.

While real-time object detection¹⁰,¹¹,¹²,¹³,¹⁴ and semantic segmentation methods exist, few work have been done to deal with real time instance segmentation. Straight to Shape¹⁵ and Box2Pix¹⁶ can perform instance segmentation in real-time (30 fps on Pascal SBD 2012¹⁷,¹⁸ for Straight to Shapes, and 10.9 fps on Cityscapes¹⁹ and 35 fps on KITTI²⁰ for Box2Pix) but their performance are far from that of modern baselines.

2.2. Breast cancer segmentation

²¹ introduced a new dataset collected at baseline that includes breast ultrasound images among women between ages between 25 and 75 years old. This data was collected in 2018. The number of patients is 600 female patients. The dataset consists of 780 images with an average image size of 500x500 pixels. The images were obtained using LOGIQ E9 ultrasound system and LOGIQ E9 Agile ultrasound system. Their transducers are 1e5 MHz on ML6-15-D Matrix linear probe. They are categorized into three classes: normal, benign, and malignant. While ²², ²³, ²⁴, ²⁵, ²⁶ worked on novel methods to segment and/or classify those images, ²² uses an ensemble-based strategy to classify the breast ultrasound scans: Four classifiers were trained (i.e, a combination of VGGNet²⁷, ResNet²⁸, DenseNet²⁹) on four different image versions to predict the category (benign, malignant) of potential masses on the ultrasound image.²³ proposed a selective kernel U-Net based on an attention mechanism. The
SK-U-Net achieved a mean Dice score of 0.826 and outperformed the regular U-Net, Dice score of 0.778.

3. METHODS

In this section, we will present a whole pipeline for tumors detection and segmentation.

3.1. Tumor detection pipeline

The pipeline consists of a super-resolution resizing preprocess followed by object detection algorithms that identify the tumors’ location as well as their abnormality form (malignant or benign). We choose EfficientDet as an object detector since it shows high detection performance on common datasets (MS-COCO and PASCAL-VOC). Then each tumor is cropped following its bounding box, resized using a super-resolution process, and feed-forward to an encoder-decoder segmenter depending on its class. Finally, the predicted tumor location is refined through the detected anomaly bounding box coordinates. The figure 1 detailed the pipeline steps. Although anomaly detection inside breast ultrasound scan is a key step for breast cancer prediction, semantic segmentation of the tumor itself remains important since it shows the key features and characteristics of the tumor shape. However, due to the shortage of the dataset, a data augmentation pre-processing is necessary.

4. EXPERIMENTS AND RESULTS

In this section, we are going to discuss different experiments done with the tumor detection pipeline components.

4.1. Breast cancer segmentation dataset

It consists of 778 ultrasound scan images with their corresponding masks: 435 images containing benign breast tumors, 210 images of malignant breast tumors, and 133 normal breast images. The bounding boxes are automatically extracted from the mask. We added an offset of 10 pixels to each bounding box width and height to capture appropriately the contrast between the edges of the tumor and the normal tissue of the breast. We augmented the dataset 6 times through basic and deep learning-based data augmentation techniques. The figures below show different ultrasound scan images with their corresponding mask (red area). The dataset was split into a train set (80% of the dataset), a validation set (10% of the dataset), and a test set (10% of the dataset). We choose to perform cross-validation to mitigate the effect of outliers: We split the train-validation set into 9 folds based on their classes (benign, malignant, or normal). Each time 8 folds are used as a train set and the remaining folder is used for validation.

4.2. Object Detection Algorithm

The graph below shows the mean average precision of different object detection algorithms as well as their inference time when applied to the breast cancer ultrasound scan dataset. Each model is trained for 50 epochs. At the end of each epoch, a validation test is performed, and we save only the weights of the model with a maximum validation mAP. All experiments were carried out on an IBM Power Systems AC922 with 256 GB of RAM and 4 NVIDIA V100 16 GB GPGPU (using only a single GPGPU). In the graph, the object detectors are denoted as following (object detector, image size, backbone size) and the whole mAP-inference time-space is split into fast and slow detectors following the limit of 100 in inference time. Many models and especially the YOLO-based ones are at the real-time pace detection (25 FPS). The analysis of the breast ultrasound scans is done prospectively and the real-time constraint is not applicable and only the mean average precision is the key metric for detection. However, even the slowest detector could be accelerated on GPU using tensorRT and we gain 40 ms in inference time for the EfficientDet-416 model for example. According to the graph we choose the EfficientDet-416 as the best object detector from the mAP point of view. A non-maxima-suppression post-process is necessary to remove irrelevant bounding boxes. We chose the confidence score threshold to be equal to 0.6 and the intersection over the union between neighbor bounding boxes as 0.4. In the following section, we will detail the experiments done on semantic segmentation models.
4.3. Semantic Segmentation Algorithms

Several semantic segmentation algorithms have been assessed to predict the tumors inside the region of interest captured through object detection algorithms. Two DeepLabV3plus\(^{[35]}\) was trained for 50 epochs on 80% of the dataset on a cross-validation basis to avoid overfitting: one the malignant based breast ultrasound images subset and another on the benign tumors. Hence, we will assess two predictors instead of one. To capture appropriately the edges of the tumor especially the malignant class, we chose to use The Dice-loss\(^{[36]}\).

\[
L = -\frac{\sum_{i=1}^{N} p_i g_i}{\sum_{i=1}^{N} p_i^2 + \sum_{i=1}^{N} g_i^2}.
\]

where \(p_i\) refers to the predicted probabilities and \(g_i\) to the ground truth.

The hyperparameter of the predictor is tuned as follows: we chose an Adam optimizer with an initial learning rate of \(10^{-3}\), a learning rate scheduler is also used to avoid undesirable divergent behavior while increasing the number of epochs (the learning rate drops to \(10^{-4}\) after 20 epochs).

The table below shows the root mean squared error (RMSE) of different algorithms. According to the table above the DeepLabV3plus\(^{[35]}\) is the best predictor for both malignant and benign tumors. However, the RMSE of the predicted malignant tumors is higher than the RMSE of the benign tumors. This observation is expected since the malignant tumor has a very complex shape compared to benign tumors and hence is more difficult to segment. Many backbones exist and could be used as feature extractors in DeepLabV3plus\(^{[35]}\). The table below shows the RMSE of different DeepLabV3plus\(^{[35]}\) version using different backbones.

| Backbone       | RMSE Malignant | RMSE Benign | Parameter Number |
|----------------|----------------|-------------|-----------------|
| ResNet-101     | 0.16           | 0.11        | 23M             |
| InceptionV3    | 0.19           | 0.12        | 24M             |
| Xception       | 0.11           | 0.08        | 22M             |
| VGG16          | 0.14           | 0.16        | 138M            |
| VGG19          | 0.21           | 0.17        | 144M            |

The Xception structure used as a backbone achieves better performance when it comes to segmenting breast both malignant and benign tumors with DeepLabV3plus\(^{[35]}\) as expected. Xception is also more robust to overfitting compared to other neural networks thanks to its low number of parameters. As we have assessed all the instance segmentation pipeline components, let’s analyze the outcome of the whole instance segmentation method.

4.4. Instance segmentation pipeline

As stated in the previous section, our instance segmentation pipeline consists of an object detection algorithm to extract region of interest and multiple semantic segmentation models. Each one represent a class. The figures below shows a comparison of outcomes between the commonly used Mask-RCNN\(^{[1]}\) and our model which are pre-trained on PASCAL-VOC\(^{[17]}\). The figures below show the advantages and the limitation of our model in instance segmentation tasks. The Mask-RCNN\(^{[1]}\) couldn’t capture the three dogs (top-left) and
only segment two dogs as one and misclassify the remaining one as a horse while the three dogs are predicted appropriately but not well segmented due to occlusion inside the image. Similarly for the top right prediction where the two men are well-segmented using our model. All in all, the Mask-RCNN\[1\] makes a lot of false alarms while our model predicts well the bounding boxes of objects. One limitation of our model is its lack of robustness to occlusion and hence it is not appropriate for predicting the mask of overlapping objects. Despite that, it is very efficient when it comes to segmenting the breast tumors since they are geologically not overlapping. The figures below shows two breast ultrasound scans with their corresponding predicted tumors (i.e., blue mask). Benign tumors\[43\] share a number of features on ultrasound that indicate their benignity. In particular a round or oval shape, a large axis parallel to the skin, circumscribed margins or gently curving smooth lobulations, hyperechoic tissue in the case of solid tumors and anechoic content in the case of cysts and acoustic shadows in the edge. In contrast, malignant tumors\[43\] show specific features on ultrasound including, irregular shape with microlobulations or spiculations, a large axis that is not parallel to the skin, poorly defined margins, hypoechoic nodule or heterogenous echostucture and acoustic posterior shadowing. A visual analysis of the figures\[4\] and\[5\] prove that our model is able to capture the most relevant features we have already described.

5. CONCLUSION

Artificial intelligence has been increasingly applied in ultrasound and proved to be a powerful tool to provide a reliable diagnosis with higher accuracy and efficiency and reduce the workload of physicians. In this paper, we introduced a novel application of instance segmentation techniques on breast tumors segmentation. We provided evidence of the inefficiency of the classical instance segmentation model and we build our algorithm to detect and segment malignant and benign tumors at the same time. Further work must be done to adapt the proposed algorithm to fit overlapping objects and to be more robust to occlusion.
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