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ABSTRACT

Automated Storage and Retrieval Systems (AS/RSs) effectively support warehouse operations in order to increase production and logistics efficiency. Literature about travel time computation in multi-shuttle AS/RSs still needs to be enhanced since most of the existing contributions rely on the same formulation, namely the Meller and Mungwattana’s equation. Based on well-established theoretical assumptions and on a simulation model, the present work puts forward a revised version of the Meller and Mungwattana’s formula for dual shuttle systems. In particular, the constant factor multiplying the travel between time is replaced by a coefficient depending on the rack configuration and on the input and output points of the storage system. The new equation is tested against widely applied models for AS/RS travel time calculation and proves to result in shorter times than the original Meller and Mungwattana’s equation. A linear regression analysis is completed in order to find a numerical formulation of the proposed coefficient. Taking into account some key physical characteristics of a warehouse while estimating travel times allows improving the design and management of storage areas. Future research will focus on deepening multi-shuttle travel time calculation by addressing crane acceleration and deceleration, different rack and crane configurations, as well as class-based storage.
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1. Introduction

In current competitive business environments keeping good inventories appropriately has become a key challenge for most industries (Jaggi et al., 2015) and this requires a careful warehouse design and management. Automated Storage and Retrieval Systems (AS/RSs) are warehousing systems widely applied to both distribution and production settings, especially in case of a large amount of products to store and high throughput rates. When associated with effective warehousing policies, they contribute to an accurate delivery of products (Choi et al., 2013). The basic components of AS/RSs are storage racks, input/output (I/O) stations, and storage/retrieval (S/R) machines, also named automated stacker cranes, with computerized control to store and retrieve warehouse stock without human help. Stacker cranes, which move along aisles between racks, pick incoming products from an I/O station and put them at specific storage locations. Then, they retrieve outgoing products from other locations and deliver them...
to the I/O station (Lerher et al., 2015). AS/RSs are frequently adopted due to their many advantages such as efficient utilization of warehouse space, reduced damages and loss of goods, increased control upon storage and retrieval operations, and decreased number of warehouse workers. They can be suitable for all the kinds of products, from very small electronic components to large car bodies, and all over the industrial chain, from raw material warehousing to final product distribution (Hamzaoui & Sari, 2015). Optimal design and operations scheduling affect the performance of such systems (Cinar et al., 2017). As a matter of fact, good allocation and delivery times are important variables in warehouse management (Ma et al., 2015) in order to timely meet customer requirements in today’s volatile markets (Jindal & Solanki, 2016; Rabbani et al., 2016).

Several types of AS/RSs are available according to their physical configuration, namely the number and the potentiality of command of S/R machines, the location of racks and aisles, the position of the I/O station, the depth of racks, and the maximum number of products that can be placed in the same storage location (Ghomri & Sari, 2015). On the one hand, based on stacker crane load capacity, single-shuttle and multi-shuttle systems can be recognized. The traditional single-shuttle design allows one unit load to be moved at a time. In multi-shuttle systems, cranes move more than one unit load during each cycle, typically two (dual or twin shuttle) or three unit loads (three shuttle). On the other hand, from an operational point of view S/R machines can perform both single command cycles and dual command cycles. Single command cycles are provided for either a storage or a retrieval task carried out between two consecutive visits of the I/O station. According to a dual command cycle, the S/R machine stores the first unit load, travels empty to a retrieval location, and picks the second unit load. Multi-shuttle S/R machines execute multiple storage and retrieval operations in each cycle, with a consequent decrease in service time because of the reduced number of empty trips. The AS/RS service time is defined as the sum of the travel time of the S/R machine and the pickup/deposit time (Potrč et al., 2004).

One main feature of AS/RSs is their throughput rate because it determines the maximum number of unit loads that can be moved to and from the system in a given time unit. The throughput rate directly depends on the AS/RS service time, therefore estimating travel times plays a crucial role for designing AS/RSs. Extensive literature has been developed about travel times, especially for single-shuttle configurations. Conversely, multi-shuttle travel times are explored in a limited way and the existing contributions are mainly based on the model by Meller and Mungwattana (1997), which calculates the S/R machine cycle time as the sum of the cycle time for a single command cycle and the travel between time multiplied by a constant value. The travel between time is defined as the empty travel time of the stacker crane between two consecutive storage and retrieval locations. The above mentioned constant value does not depend on warehouse characteristics, although appropriate estimates of travel times should not neglect the structural features of the warehouses and the associated material handling equipment.

With the aim of contributing to bridge such a research gap, the present work revisits Meller and Mungwattana (1997)’s model for the case of dual shuttle systems, Quadruple-Command Cycles (QCs), and single-deep racks. In particular, it puts forward a new formulation of the coefficient multiplying the travel between time as a function of the rack shape factor and the I/O station position. A mathematical equation for such a coefficient is proposed and consequently the travel time is simulated for different warehouse configurations. Results are compared with those obtained by applying the standard Meller and Mungwattana’s formula in the same operational conditions. Simulation outcomes are also used as part of a regression analysis in order to develop a numerical formula allowing computing the coefficient.

The paper is structured as follows. First, in Section 2 mainstream literature on AS/RS travel time models is reviewed. Then, Section 3 and Section 4 respectively present the assumptions and the methodology used to develop the new travel time computation model, while Section 5 and Section 6 discuss simulation, the associated results, and the regression analysis. Finally, Section 7 addresses benefits, implications, limitations of the work, and future research directions, as well as draws conclusions.
2. Literature Review

The pickup/deposit time is usually not taken into account while estimating the AS/RS service time, which is thus approximated by the S/R machine travel time. This last amount of time has been extensively debated in literature since the 1970s (Graves et al., 1977; Hausman et al., 1976; Schwarz et al., 1978) and it has become a key parameter for the optimal design and for evaluating the performance of automated warehouses (Hur et al., 2004). Travel time studies can be classified in two broad categories according to the kind of AS/RS addressed: single-shuttle models and multi-shuttle models, with particular attention to dual-shuttle configurations. In this field both analytical and simulation models have been presented as discussed in the next subsections.

2.1 Single-shuttle Travel Time Models

Following the first contributions of the Seventies, the main reference for AS/RS single shuttle travel time estimate is the model developed by Bozer and White (1984). Their work proposes a travel time formulation for both single and dual command cycles by assuming racks continuous and rectangular in time, stacker cranes simultaneously moving in both the horizontal and vertical direction, constant horizontal and vertical speeds, and randomized storage assignment. Different storage rack shapes, I/O locations, and dwell-point strategies are analysed. Although its wide applicability, the Bozer and White’s model does not allow for class-based storage policies. Lots of studies have been developed based on this contribution: the most relevant ones are here reviewed. Most of the pieces of research are concerned with traditional unit load AS/RSs. Among them, Peters et al. (1996) assess by means of analytical models the impact of different dwell point and I/O station positions on the stacker crane response time. A number of authors extend the Bozer and White (1984)’s formulation to take into account specific operational characteristics of an S/R system. In particular, Hwang and Lee (1990) put forward an analytical travel time model that includes both the maximum speed of a crane and the time required to reach such peak speed or to come to a halt. Chang et al. (1995) add to the Bozer and White’s work stacker crane acceleration and deceleration rates instead of assuming a constant speed. A similar hypothesis is also later considered by Lerher et al. (2010a) while studying aisle transferring S/R machines. Based on the work of Chang et al. (1995), Wen et al. (2001) focus their travel time model on class-based and full-turnover-based storage assignment policies for single command cycles. Their model relies on the warehouse shape factor and the I/O station is set at the lower left corner of an aisle. Finally, Lerher et al. (2010b) propose a model for computing the travel time of unit load double-deep AS/RSs, while Lerher et al. (2015) calculate travel times for shuttle-based AS/RSs under uniform distributed storage rack locations.

Several AS/RS configurations have been developed over the years and appropriate travel time models have been presented as well. Hu et al. (2005) deal with a new kind of S/R machine able to efficiently handle heavy loads such as sea container cargos. In particular, they develop a continuous, single command travel time model by using the stay dwell point policy, that is a platform remains where it is after completing an S/R operation. Moreover, the rack shape factor is considered and the I/O station is located on the ground level at the end of the rack. Fukunari and Malmborg (2008) address AS/RSs equipped with autonomous vehicles and suggest a model to compare their cycle time with that of crane-based AS/RSs. 3D compact AS/RSs are the topic of the research by Yu and De Koster (2009) who derive the mean single command cycle time with a full-turnover-based storage policy. In recent years flow rack AS/RSs have been analysed by Ghomri and Sari (2015) and Hamzaoui and Sari (2015). The first contribution looks at a storage system with a large number of product types and computes the associated average retrieval time as a function of the rack shape factor. The pickup station is located in the low left corner and the final end of the restoring conveyor in the low right corner of the storage structure. The second contribution finds the optimal size of single machine flow rack AS/RSs in order to minimize the expected travel time.
2.2 Multi-shuttle Travel Time Models

While most of the research on travel times focuses on single shuttle systems, literature for multi-shuttle systems, and in particular dual and three shuttle, is very limited and it is mostly based on the work by Meller and Mungwattana (1997). Such authors put forward analytical travel time models for quadruple and sextuple command cycles with First Come First Served, nearest-neighbour, and reverse nearest-neighbour storage strategies as well as constant velocity of the S/R machine. They show how the nearest-neighbour policy enables to reduce the total travel time. Their analysis is based on the rack shape factor and an I/O station located in the lower left-hand corner of the storage structure. Potč et al. (2004) extend the Meller and Mungwattana’s equation by means of a heuristic travel time model under storage cells of equal height and a randomized storage policy. Both single and multi-shuttle configurations are taken into account. They also investigate the relationship between travel time and throughput rate for different rack types and stacker crane velocities. Their study proves that multi shuttle systems allow a significant improvement in throughput performance compared with single shuttle ones. De Puy (2007) introduces S/R machine acceleration and deceleration in the Meller and Mungwattana’s travel time model by finding a more complex formulation that however better represents real-life storage systems. In addition, Azzi et al. (2011) propose an alternative approach to Meller and Mungwattana’s, which is based on the Federation Européenne de la Manutention (F.E.M.) 9851 standard to assess the throughput rate of dual-shuttle AS/RSs. Monte Carlo simulations are conducted to both estimate travel times and compare the obtained results with those coming from alternative methods already existing in literature. Recently, Xu et al. (2015) propose the application of the Meller and Mungwattana’s model to double-deep racks that having lower number of aisles, are considered more efficient. In their study, it is assumed random storage policy and travel times are computed using the fixed coefficient equal to 3. Some studies on travel times of multi-shuttle systems are also related to mini-load AS/RSs. In this field, the works by Lerher et al. (2011), Oser and Garlock (1998), and Oser and Ritonja (2004) can be mentioned.

Finally, some comparisons between single-shuttle and multi-shuttle systems are available in literature. Guo and Liu (2008) adopt the simulation approach for such a purpose and state that dual-shuttle systems are likely to achieve higher performance when the following conditions are satisfied: the I/O stations are located at opposite ends, the time periods of storage/retrieval operations do not overlap, or there are significant batch demands. Keserla and Peters (1994) study and compare the performance of single and dual-shuttle AS/RSs under the nearest-neighbour retrieval-sequencing heuristic in order to minimize the travel time in a QC. Based on the performed review of exiting literature it comes up that unlike single-shuttle AS/RSs, the analysis of travel times in multi-shuttle configurations is still a poorly developed field and it deserves further attention. In particular, the available contributions usually stick with the formulation by Meller and Mungwattana (1997), which calculates the expected cycle times for both QCs and sextuple-command cycle (STCs) by summing the cycle time for a single command cycle with a multiple of the travel between time. This second quantity is computed as the travel between time multiplied by a constant value independent from the warehouse characteristics. However the travel time of S/R machines is a key parameter for an efficient warehouse (Ghomri & Sari, 2015), because the time taken to store and retrieval products influences the schedule of warehouse activities and thus the time and cost behaviour of the overall system (Hwang & Lee, 1990; Lerher et al., 2010a; Ma et al., 2015). Therefore, in order to obtain appropriate estimates of travel times, they should be directly related to the physical characteristics of warehouse spaces and of their material handling equipment so that to understand the role of the warehouse structure in determining its performance (Gu et al., 2010). With the aim of contributing to the growth of the literature on travel time models for dual-shuttle systems by taking into a greater account the operational characteristics of storage systems, as it already happens for single-shuttle configurations, the present work revises Meller and Mungwattana (1997)’s model for the case of QCs. In particular it studies how the constant coefficient multiplying the travel between time can be replaced by a variable depending on the rack shape factor and the I/O station position, which are two of the most relevant parameters associated with warehouse physical characteristics that impact on travel time models as highlighted in this section.
3. Model Assumptions

The optimization of AS/RSs performance is a large domain of study and it includes the design, the dimensioning, the storage policies, the utilisation rate, and the cycle time. Thus, it appears to be crucial the definition of the environment of application for the model under analysis. In particular, the authors refer to dual shuttle AS/RSs that carry two unit loads at a time. This, implies that it is possible to perform more than one operation at a time. The increased number of storage and retrieval operations performed during one trip leads to a reduced empty travel time and consequently to higher operational efficiency (Yang et al., 2015). In the proposed model combined cycles are applied. As a matter of fact, not only the structural and operational characteristics of AS/RSs contribute to define the whole system performance, but also the command type plays a crucial role too (Guo & Liu, 2008; Sarker & Babu, 1995). In particular, for dual shuttle AS/RSs the possible configurations are: Double Single-Command Cycle (DSC) and Quadruple-Command Cycle (QC). In the case of QC the assumptions related to the best combination of storage and retrieval activities are considered: among the different possible routes, the proposed model relies on the combination that minimizes the travel time. This assumption implies that both input and output points have to be consecutive, meaning that the two storage stops (I₁ and I₂) are performed before the two retrieval ones (O₁ and O₂) as shown in Fig. 1.

![Fig. 1. Quadruple Command Cycle](image)

In order to define all the remaining features of the model the authors mainly refer to the assumptions (Hi) given by Gagliardi et al. (2012). These are conveniently classified into three different groups according to the different AS/RS options (Roodbergen & Vis, 2009): crane, rack and handling policy.

**Crane group**
- Cranes have independent drives on both axes, allowing them to travel horizontally and vertically simultaneously (i.e. travel time follows a Chebyshev distance metric) (H2).
- Crane acceleration and deceleration are assumed instantaneous and they are not considered in the analysis (H6).
- A single crane serves a single two-sided aisle (H8).

**Rack group**
- The system is a unit-load AS/RS and each pallet holds only one part number or item type (H1).
- Single-deep racks are considered.
- All storage locations have the physical capability to store any item (H3).
- The distance (i.e. travel time) from rack location i to rack location i’ is symmetrical and does not change over time (H5).
- The rack is considered to be continuous and rectangular-in-time (H13).
- The length measured in seconds of the warehouse is greater that the height.
- Rack utilisation is 100% (H16).
- The number of pallets in the system is constant (H26).

**Handling policy group**
- In the studied configurations the I/O station has the same initial horizontal value but different vertical ones (different elevations) (Bozer and White, 1984).
- Pickup and storage times are assumed constant and they are not taken into account in the analysis (H7).
- A Pure Random Storage policy is used, then each product is stored anywhere in the racks (H15).
- Each I/O point is capable of serving both storage and retrieval requests (H19).
- Each pallet of an item has an equal probability of being selected during both storage and retrieval (H28).

4. Methodology

The research has been conducted through the following steps. First, based on the assumptions previously presented in Section 3, a simulator is developed by building up a macro in Microsoft Excel. Then simulations are run with the aim of evaluating travel times. Accordingly, twenty tests have been completed and for each test, 1,000 computations have been carried out so that to obtain a stabilization of the error. Simulations have been completed for different levels of the I/O point (T_i/o) associated with different values of the time needed to get the furthest column (T_{height}). For each test the average value of the ratio of the travel time (T) over Tmax (see Eq. 4) is considered and results have been compared with the formulas of Meller and Mungwattana (1997) and Bozer and White (1984). This ratio allows an evaluation of the travel time that is not strictly related to the size of the warehouse space under analysis. If the storage and the retrieval operations are performed sequentially, the expected travel time (E(QC)) is equal to the expected time for a single command cycle (E(SC)) plus three times the travel between time (E(TB)) as reported in Eq. (1) provided by Meller and Mugwattana (1997).

\[ E(QC) = E(SC) + 3E(TB), \]
\[ E(SC) = T_{max} \times (1 + 1/3 \ b^2) + 2 \ T_{fixed}, \]
\[ E(TB) = T_{max} \times (1/3 + 1/6 \ b^2 - 1/30 \ b^3), \]

where

\[ T_{max} = \max(T_{height}, T_{length}), \]

and \( b \) is defined as the shape factor and it is equal to

\[ B = \min(T_{height}/T_{max}, T_{length}/T_{max}), \]

\( T_{length} \) is the time that is required to get the furthest rows and \( T_{fixed} \) is mainly given by the centring and the cycle time of the crane forks. The expected travel time in case of a \( T_{i/o} \) that differs from 0 needs to be adjusted as follows:

\[ E(SC) = T_{max} \times [1 + 1/3 \ h_{hor}^2 - d(h_{hor} - d)] + 2T_{fixed}, \]
\[ h_{hor} = T_{height}/T_{length}, \]
\[ d = T_{i/o}/T_{length}. \]

This formula is true under the two following conditions:

\[ d < 1 \quad (T_{i/o} < T_{length}), \]
\[ h_{hor} - d < 1 \quad (T_{height} - T_{i/o} < T_{length}). \]

In the case of a system with different values of \( T_{i/o} \) the final equation that can be easily obtained, including the ratio between \( E(QC) \) and \( T_{max} \), is:

\[ E(QC)/T_{max} = [T_{max} \times (1 + 1/3h_{hor})^2 - (h_{hor} - d) + 3 \times T_{max}(1/3 + 1/6 \ b^2 - 1/30 \ b^3)] / T_{max}. \]
As suggested by H7, $T_{fixed}$ has not been taken into account, since it is a constant and it does not influence the output of the analysis. Then, benchmark with the equation by Meller and Mungwattana (1997) has been carried out in order to point out the limitations of that formula in the computation of travel time for dual shuttle systems, especially with regard to the coefficient 3. In addition, a coefficient $K$ has been computed with the aim of replacing the fixed coefficient 3 of the formula of Meller and Mungwattana with a parameter that changes together with the main characteristics of the warehouse. Finally, assuming $K$ as the response variable, a linear regression analysis has been completed in order to get a numerical expression connecting $K$ to both $b$ and $T_{i/o}$, the parameters representing the crucial characteristics of a warehouse.

5. Description of the Simulator

Simulation allows generating different scenarios in order to develop a comprehensive knowledge of the system under analysis. It is a well-known technique for investigating dynamic processes in complex and uncertain environments (Jansen et al., 2001). Furthermore, simulation models a system in order to predict its operational performance and behaviour arising from particular conditions (Cagliano et al., 2017). In the present study, the simulator has been developed by building a macro in Microsoft Excel that, based on four different random points, is able to identify the sequence of storage and retrieval operations minimizing the cycle time, as shown in Fig.1. The simulator is composed with two Excel workbooks, namely “Data Generation”, wherein input and output data are shown, and “Data Elaboration” that runs simulations. Table 1 shows how the simulator computes the best route minimizing the travel time after the random generation of points. $x(P)$ and $y(P)$ are the time coordinates of a random point in the storage area when the origin of the coordinate system is set in the lower left corner. $T_i(P)$ is equal to $x(P)$, while $T_h(P)$ equals $y(P)$ minus $T_{i/o}$. The difference between $y(p)$ and $T_h(P)$ is due to the value of $T_{i/o}$ that in the example presented in Table 1 is equal to 10 s. $T_i(P)$ can be expressed by the following formula: $[y(P) - T_{i/o}]$. For each iteration four points are identified: two of them are input points and two are output points. When $T_{i/o}$ is 0 $T_{height}(P)$ equals $T_{length}(P)$. Once the points are set, the simulator computes the travel times between them for the different combinations and selects the one with the shortest total travel time. In the configuration shown in the example in Table 1 $P_2P_3P_4$ is the combination that minimizes the travel time. Some examples of generated routes are also provided in Table 1.

### Table 1

**Generation of points and computation of times [s]**

| $x(P)=T_i(P)$ | $y(P)$ | $T_h(P)$ | max |
|---------------|--------|----------|-----|
| $P_1$         | 28.7   | 26.1     | 16.1| 28.7|
| $P_2$         | 32.4   | 35.4     | 25.4| 32.4|
| $P_3$         | 19.8   | 9.0      | 1.0 | 19.8|
| $P_4$         | 18.3   | 1.2      | 8.8 | 18.3|
| $P_1-P_2$     | 3.7    | 9.3      | 9.3 | 9.3|
| $P_1-P_3$     | 10.4   | 24.9     | 24.9| 24.9|
| $P_1-P_4$     | 8.9    | 17.1     | 17.1| 17.1|
| $P_2-P_3$     | 12.5   | 26.4     | 26.4| 26.4|
| $P_2-P_4$     | 14.1   | 34.2     | 34.2| 34.2|
| $P_3-P_4$     | 1.5    | 7.8      | 7.8 | 7.8|
| **Total**     |        |          |     | 90.4|

The simulator allows the random data generation once the input parameters are set. These are respectively:

- Value of the shape factor $b^* = T_{length}/T_{height}$, where
- \( b^* = \frac{1}{b} \) if \( T_{\text{length}} > T_{\text{height}} \)
- \( b^* = b \) if \( T_{\text{length}} < T_{\text{height}} \)
- Number of iterations.
- Input/output time (\( T_{\text{i/o}} \)).
- Vertical time (\( T_{\text{height}} \)).
- Horizontal time (\( T_{\text{length}} \)).

Simulations are run under the following conditions:

- The shape factor \( b^* \) ranges from 1 to 2 with steps equal to 0.2.
- Each simulation is composed by 1,000 iterations.
- Different \( T_{\text{i/o}} \) values are taken into account: 0, 10%, 20%, 30%, 40%, and 50% \( T_{\text{height}} \). Values greater than 50% \( T_{\text{height}} \) are not included in the analysis since they are symmetrical to the ones already considered.
- \( T_{\text{height}} \) is obtained through the equation for computing \( b^* \).

As a first validation, the proposed simulator has been tested through a benchmark with the formula by Bozer and White (1984) (Eq. 12) in order to check its robustness for computing travel times in a single-shuttle configuration under both single and dual command cycles. This comparison has been completed with the aim of testing the validity of the results provided by the simulator against a formula that is broadly considered as reliable and robust.

\[
E(\text{SC}) = \frac{1}{3} b^2 + 1
\]

(12)

The outputs resulting from the simulator compared with the ones obtained by the Bozer and White’s formula are presented in Fig. 2.
Fig. 2. Benchmark between the Bozer and White’s formula and the simulator

These graphs summarize the results of two different kinds of simulation. The one shown on the left is related to a single command cycle while the one displayed on the right addresses a dual command cycle. Such simulations have been computed with the same system configuration in terms of height, length, and $T_{i/o}$ that equals 0 as the initial configuration. The diagrams show that both the simulator and the Bozer and White’s formula provide the same results for the two cycle types at issue. Therefore, the simulator is perfectly able to model and forecast the behaviour of an AS/RS based on the assumptions defined earlier in this section.

6. Simulation Results

For every defined warehouse configuration 20 simulations made of 1,000 random computations each has been performed and the average value of the resulting travel times has been calculated and compared with the one obtained by applying the equation provided by Meller and Mungwattana (1997). The identified configurations are six according to different $T_{\text{height}}$ values and simulations were run for six $T_{i/o}$ levels, from 0 to 50% in steps of 10%. Therefore 720 simulations have been carried out. Table 2 summarizes simulation results with the different $T_{i/o}$ values. During the first group of simulations this parameter is set to 0 then 10% (0.1), 20% (0.2), 30% (0.3), 40% (0.4) and finally, 50% (0.5) of $T_{\text{height}}$. A new variable, named $q$, has been also defined as follows:

$$q = T_{i/o} / T_{\text{height}}.$$  \hspace{1cm} (13)

Such a variable represents $T_{i/o}$ expressed as a percentage. In this way it is possible to carry out computations without using the actual size of the warehouse, by taking into account just the defined ratio. The columns in Table 2 report respectively the time in length and height ($T_{\text{length}}$ and $T_{\text{height}}$), $T_{i/o}$, the $T/T_{\text{max}}$ values out of simulations, their average value, the results provided by the Meller and Mungwattana’s formula, and the difference between the travel time calculated through the proposed methodology and the travel time computed through the Meller and Mungwattana’s equation. Simulation results and the outcomes of the Meller and Mungwattana’s formula are compared in Fig. 3. It is important to highlight that the travel times obtained through simulation are always shorter than the travel times
calculated by the Meller and Mungawattana’s approach. This means that actually the formula by Meller
and Mungawattana overestimates the service travel times.

Table 2
Results of simulations

| b* | q | Tl (s) | Th (s) | Ti/o (s) | T/\(T_{max}\) | \(T_{max}\) | \(T/\max\) | \(E(QC)/T_{max}\) | \(\Delta T_{max}\) |
|----|---|-------|-------|--------|-------------|----------|----------|----------------|-------------|
| 1.0 | 0.0 | 50    | 50    | 0.0    | 2.2912     | 2.3029   | 2.3050   | 2.402150      | 2.733333    | 0.331183     |
| 1.2 | 0.0 | 50    | 42    | 0.0    | 2.1412     | 2.1493   | 2.1266   | 2.197111      | 2.520833    | 0.327223     |
| 1.4 | 0.0 | 50    | 36    | 0.0    | 2.0315     | 2.0087   | 2.0088   | 2.065000      | 2.388727    | 0.327227     |
| 1.6 | 0.0 | 50    | 31    | 0.0    | 1.9210     | 1.9515   | 1.9346   | 1.976000      | 2.301107    | 0.325107     |
| 1.8 | 0.0 | 50    | 28    | 0.0    | 1.8392     | 1.8588   | 1.8608   | 1.904150      | 2.240055    | 0.335905     |
| 2.0 | 0.0 | 50    | 25    | 0.0    | 1.8225     | 1.8287   | 1.8188   | 1.859190      | 2.195833    | 0.343933     |
| 1.0 | 0.1 | 50    | 50    | 5.0    | 2.3138     | 2.2772   | 2.3088   | 2.303586       | 2.643333    | 0.337460     |
| 1.2 | 0.1 | 50    | 42    | 4.2    | 2.1125     | 2.1071   | 2.1291   | 2.128168       | 2.461048    | 0.332880     |
| 1.4 | 0.1 | 50    | 36    | 3.6    | 2.0225     | 2.0046   | 2.0148   | 2.009694       | 2.344803    | 0.335154     |
| 1.6 | 0.1 | 50    | 31    | 3.1    | 1.9355     | 1.9172   | 1.9135   | 1.926067       | 2.264436    | 0.338369     |
| 1.8 | 0.1 | 50    | 28    | 2.8    | 1.8539     | 1.8593   | 1.8634   | 1.857754       | 2.213484    | 0.355737     |
| 2.0 | 0.1 | 50    | 25    | 2.5    | 1.8175     | 1.8402   | 1.8144   | 1.823129       | 2.173333    | 0.350204     |

Fig. 3. Comparison between simulation and Meller and Mungawattana’s formula
The difference between the \( T/T_{\text{max}} \) values is almost the same for all the studied warehouse configurations and it ranges from 0.323 to 0.386. Moreover it can be noticed that the higher \( T_{i/o} \), the higher the travel time gap resulting from the comparison. In order to get a better understanding about the behaviour of this gap, for each case a coefficient named \( K \) has been defined so that the result of the Meller and Mungwattana’s formula equals the simulation output. \( K \) is computed with the aim of replacing the coefficient equal to 3 multiplying the travel between time in the equation by Meller and Mungwattana (1997) with a coefficient that is not fixed but it depends on the warehouse size (b) and on the I/O station position (\( T_{i/o} \)). \( K \) is calculated as per Eq. (14):

\[
E(\text{QC}) = E(\text{SC}) + KE(\text{TB})
\]

Based on Eq. (3) and Eq. (6), it is possible to express Eq. (14) as a function of the coefficient \( K \) that replaces the factor 3 in the formula provided by Meller and Mungwattana (1997).

\[
E(\text{QC})/T_{\text{Max}} = \{T_{\text{Max}} \times [1 + 1/3h_{\text{hor}}^2 - d \times (h_{\text{hor}} - d)] + K \times T_{\text{Max}} \times (1/3 + 1/6 b^2 - 1/30 b^3)\}/T_{\text{Max}},
\]

\[
K = \{T(\text{sim}) - T_{\text{Max}} \times [1 + 1/3h_{\text{hor}}^2 - d \times (h_{\text{hor}} - d)]\}/[T_{\text{Max}} \times (1/3 + 1/6 b^2 - 1/30 b^3)],
\]

where \( T(\text{sim}) \) is the \( E(\text{QC}) \) value out of simulations and \( T_{\text{fixed}} \) is here ignored.

| \( b^* \) | 0.0  | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  |
|----------|------|------|------|------|------|------|
| 1.0      | 2.2963 | 2.2769 | 2.2673 | 2.2432 | 2.2368 | 2.2358 |
| 1.2      | 2.2468 | 2.2255 | 2.2087 | 2.1859 | 2.1609 | 2.1487 |
| 1.4      | 2.2031 | 2.1749 | 2.1182 | 2.1196 | 2.0938 | 2.0966 |
| 1.6      | 2.1670 | 2.1331 | 2.0937 | 2.0483 | 2.0531 | 2.0593 |
| 1.8      | 2.1138 | 2.0615 | 2.0469 | 2.0348 | 2.0106 | 2.0136 |
| 2.0      | 2.0725 | 2.0556 | 2.0147 | 1.9911 | 1.9867 | 1.9586 |

Table 3 provides all the resulting values of \( K \) for the different levels of \( b^* \) and \( q \) that better refine the Meller and Mungwattana’s original formula. The final objective is to figure out the relationship between \( K \), \( b^* \), and \( q \) that are the most important shape the parameters for a warehouse. Fig. 4 graphically represents the values of \( K \) reported in Table 3 in order to clearly display the relationship between \( K \) and the variables \( b^* \) and \( q \).

**Fig. 4.** The behaviour of \( K \)
At this stage a linear regression analysis has been performed, assuming that $K$ is the response variable and $b$ and $T_{i/o}$ the independent factors. Such a regression model has been applied with the purpose of obtaining a numerical formulation for the coefficient $K$. The regression analysis aims to test if the independent variables taken into account are significant factors and whether they have a negative or positive impact on the response or dependent variable (Tukey, 1977). A negative influence means that an increase (decrease) in the independent variable determines a decrease (increase) in the dependent variable. On the contrary, a positive influence indicates that the independent and response variable variations have the same sign. Linear regression analysis is a widely used tool for investigating relationships among variables within datasets (De Marco & Mangano, 2011). The results of the performed regression analysis are shown in Table 4, where the columns report the estimate of the regression coefficient, the standard error of the estimate, the value of the T statistic, and the p-value.

| Variable | Estimate | Std. Error | t-value | p-value |
|----------|----------|------------|---------|---------|
| $b^*$    | -0.24215 | 0.0079     | -30.5100| 0.00010 |
| $q$      | -0.19677 | 0.0157     | -12.5100| 0.00010 |

Multiple R-Squared 97.10%
Adjusted R-Square 96.90%
Constant 2.53590

The level of significance associated with the p-value, which ranges from 0 to 1, represents the probability of incorrectly rejecting a null hypothesis. The smaller the p-value, the lower the probability that rejecting the null hypothesis is wrong. If it is less than a predetermined value, usually equal to 5%, the null hypothesis is rejected. In the regression analysis the null hypothesis states that the estimate of the coefficient equals zero (Montgomery & Runger, 1999). Results reveal that both $b^*$ and $q$ are significant factor of $K$. This means that the warehouse shape and the I/O station position should be included in travel time calculation instead of merely considering a constant value multiplying the travel between time. This finding is very important and it allows a more precise computation of travel times for a dual shuttle system, because a couple of variables representing main warehouse physical characteristics are taken into account instead of just a constant number.

![Residual Plots for $K$](image)

**Fig. 5.** Tests on the regression model
Some tests in residuals are carried out to validate the regression model consistency (Fig. 5). In particular the Normal Probability Plot and the Histogram illustrate that residuals can be considered normally distributed; the Versus Fit graph indicates that there is no evidence of systematic error in the residuals and the Versus Order Graph does not show time series or periodicity.

Therefore the numerical formula that allows evaluating the $K$ coefficient is:

$$K = 2.53590 – 0.24215b^* – 0.19677q. \quad (17)$$

Similarly to Meller and Mungwattana’s notation, the formula can be written as:

$$K = 2.53590 – 0.24215*1/b – 0.19677q. \quad (18)$$

In this way, based on Eq. (14) and Eq. (15), the adjusted Meller and Mungwattana’s formula can be defined as follows:

$$T/T_{Max} = 1+1/3h_{hor}^2 – d*(h_{hor} – d) + (2.54 – 0.24b^{-1} – 1/5q)*(1/3+1/6 b^2 – 1/30 b^3) \quad (19)$$

7. Discussions and Conclusions

This paper has addressed dual shuttle AS/RSs with single-deep racks. In particular, its goal was to revise the Meller and Mungwattana’s model (1997) by replacing the constant value equal to 3 multiplying the travel between time with a new coefficient $K$ dependent on the warehouse shape factor and on the I/O station position. The proposed equation was based on a simulation model and allows a more precise travel time computation that takes into account some of the key physical characteristics of a warehouse implementing an automated storage system. The improvement in travel time evaluation also enabled a more accurate assessment of the throughput rate. The contribution brings a new perspective to the current literature on travel time estimate for multi-shuttle systems, which mainly relies on the Meller and Mungwattana’s equation (Potrč et al., 2004; De Puy, 2007). A more accurate calculation of travel times as a function of the rack configuration and of the input and output points of the storage system yields benefits to warehouse design and management, allowing to plan for the appropriate number and type of resources, improve the service level, and ultimately optimize costs. Additionally, the Excel-based simulation model, together with the numerical equation to compute the travel time, constitutes a straightforward tool that can be used to predict the AS/RS performance. The present work originates some theoretical and practical implications. From a theoretical point of view, the refined formula represents an improvement of a widely used methodology and it can be considered as a basis for further investigations about warehouse organization and the associated products to be stored. From a practical perspective, the obtained formula allows for a more precise computation of travel times in picking and delivery processes. A more correct travel time forecasting may bring significant benefits to an organization, which can carry out its warehouse operations more effectively, especially in terms of warehouse design and storage location assignment strategies. In particular, the proposed formula allows achieving lower service travel times than those calculated with the original Meller and Mungwattana’s expression. This means that the throughput rate of a system can be increased and more unit loads can be managed in a given amount of time, or on the contrary a fixed number of unit loads can be handled with a reduced quantity of resources. Also, the model might support calculating AS/RS performance during feasibility studies and the first design phases. However, this work suffers from some limitations. In particular, acceleration and deceleration are not included in the study. Furthermore, class based storage areas are not considered. Thus, future research will be addressed to analyse AS/RSs based on different assumptions associated with cranes, racks, and handling policies. In particular the authors are planning to take into account both crane acceleration and deceleration and a wider rack configuration, as well as $T_{length}$ shorter than $T_{height}$ and in turn $b$ lower than 1, together with different access and retrieval probabilities. Another stream of research might be related to extending the study to assess travel times in triple shuttle systems.
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