A study of all-electric electron spin resonance using Floquet quantum master equations
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We present a theoretical framework to describe experiments directed to controlling single-atom spin dynamics by electrical means using a scanning tunneling microscope. We propose a simple model consisting of a quantum impurity connected to electrodes where an electrical time-dependent bias is applied. We solve the problem in the limit of weak coupling between the impurity and the electrodes by means of a quantum master equation that is derived by the non-equilibrium Green’s function formalism. We show results in two cases. The first case is just a single atomic orbital subjected to a time-dependent electric field, and the second case consists of a single atomic orbital coupled to a second spin-1/2. The first case reproduces the main experimental features Ti atoms on MgO/Ag (100) while the second one directly addresses the experiments on two Ti atoms. These calculations permit us to explore the effect of different parameters on the driving of the atomic spins as well as to reproduce experimental fingerprints.

I. INTRODUCTION

Electron transport on the atomic scale has experienced a fast evolution in the last two decades both experimentally [1] and theoretically [2]. The development of scanning probes together with break junctions has permitted researchers to have controlled atomic devices. The explored non-equilibrium electron transport phenomena open venues for the creation of new technologies [3].

A prominent example is the electron spin resonance (ESR). This is a very well-established analysis tool [4] routinely applied to a variety of fields such as medicine, chemistry and engineering. Standard ESR is an ensemble technique [5] with typical commercial devices requiring samples as small as 100 µm³. Recent STM studies [6,7] have pushed ESR to the atomic limit, providing a new experimental method capable of spatial atomic resolution and nano-eV-energy resolution. This was possible thanks to the integration of ESR and STM, giving place to the STM-based electron spin resonance (STM-ESR). In contrast to standard ESR, the new technique is all-electrical where the STM’s tip-sample bias is modulated in time.

The mechanism for an all-electrical ESR is still under debate [8]. The experiments consist in using a tunneling current produced under a time-dependent applied bias that is focused on magnetic atoms with sub-atomic precision. The atomic magnetic moment starts to precess under the effect of the time-dependent electric field of the junction and eventually produces Rabi oscillations between two magnetic levels distant by a few GHz. When the Rabi oscillations take place, the DC current of the tunneling junctions shows a fast change with the frequency of the applied bias. This scenario has been unravelled by comparing the DC current with the spin populations obtained from Bloch equations [7]. This description predicts a Lorentzian-like profile with frequency of the changing DC current, and the strength of the Lorentzian proportional to the square of the Rabi frequency. Other quantities entering the Lorentzian expression obtained from Bloch theory are the lifetimes, $T_1$ of the spin states and the decoherence time, $T_2$. However, the measured peaks actually show asymmetries, that in some cases strongly resemble non-symmetrical Fano line-shapes [9, 10]. More importantly, recent experiments can address several impurities and show collective behavior [11]. A C-NOT two-qubit gate was created by...
manipulating the system with applied bias pulses [12].

The recent experimental developments in STM-ESR [9, 21] call for a suitable general theoretical framework addressing time-dependent transport in the presence of local magnetic moments [8]. Such a theoretical approach should provide a description of the adsorbed molecule, which in general contains multiple orbitals with many-body interactions in a non-equilibrium environment with time-dependent driving. In addition it is also crucial to solve the problem with a reliable many-body technique that correctly describes the non-equilibrium conditions.

The above scenario is in the paradigm of open quantum systems. When a few-level quantum system is weakly coupled to the environment, it is usual to adopt a description based on quantum master equations [22–24]. Examples can be found in the study of qubits [25–26] or single-dopands in silicon [27–34] and other quantum structures with periodic driving coupled to reservoirs [35]. This consists in formulating the equation of motion of the reduced density matrix of the weakly coupled few-level quantum system either on phenomenological grounds or derived from a microscopic Hamiltonian. The Green’s function formalism (Schwinger-Keldysh) [36] is a well established and reliable method to systematically carry on that derivation in non-equilibrium conditions. This formalism is one of the most widely used in quantum transport under time-dependent periodic driving [37–41] along with Floquet scattering matrix formalism [42]. In the non-interacting limit there is a one-to-one correspondence between them [43]. The derivation of the master equation in the Green’s function formalism focuses on calculating the equation of motion of the non-equilibrium reduced density matrix. In our work, the coupling between the system and the reservoirs are treated perturbatively up to second order. This was introduced in Ref. [44, 45] and used in many other works in the context of steady-state [46–48] and time-dependent transport in the slow (adiabatic) [49, 50] and non-adiabatic [51] regimes.

The aim of the present work is to study a setup of relevance for ESR-STM experiments [6, 7, 9, 21] and to summary and conclusions. In Sec. II A we introduce the model and the theoretical approach. We derive the equation of motion for the density matrix with the rates expanded in Floquet modes, as well as the equations to calculate the time-dependent current through the device. Parts of this section are devoted to find explicit relations between these rates and the experimentally measured times $T_1$ and $T_2$ as well as the effective Rabi frequency induced by the electrical AC driving. In Sec. III we present results for the case of an impurity with maximum total spin $S_T = S \pm 1/2$ while results for larger $S_T$ are presented in Sec. IV. Both of them are computed in the sequential tunneling regime, assuming that the transport is dominated by processes where the electrons hop from one of the reservoirs to the system and then to the other reservoir [52]. In these sections we relate the predictions based on the Floquet master equation with the features typically analyzed in experiments, like the width of the Lorentzian and Fano-type features observed in the DC-current as a function of the bias voltage and the induced Rabi frequency. The first case reproduces the main experimental features Ti atoms on MgO/Ag (100) while the second one directly addresses the experiments on two Ti atoms. Section V is devoted to summary and conclusions.
II. THEORETICAL APPROACH

A. Model

The quantum system we study consists of a quantum magnetic impurity tunnel-coupled to two electron reservoirs, see Fig. 1. We model the impurity’s internal structure by a local quantum spin $S$ which represents fully occupied orbitals with a strong Hund rule. This is exchange-coupled to the spin of an electron trapped in a single external orbital of the impurity. The latter orbital is itself hybridized with the left and right electrodes, which represent the substrate and the tip. The full system is described by the following Hamiltonian,

$$H(t) = H_{\text{res}} + H_T(t) + H_{\text{impurity}},$$

where the first term describes the reservoirs modeled by free electron gases

$$H_{\text{res}} = \sum_{\alpha k \sigma} \varepsilon_{\alpha k} c_{\alpha k \sigma}^\dagger c_{\alpha k \sigma}.\quad (2)$$

Here, $\alpha$ identifies the electrode ($\alpha = L, R$), while $\sigma = \uparrow, \downarrow$ is the electron spin projection along the quantization axis (chosen along the spin polarization direction of the tip which in general does not coincide with the external magnetic field direction). These two systems have temperatures and chemical potentials $T_{\alpha}, \mu_{\alpha}$, respectively. The impurity is modeled by the following Hamiltonian

$$H_{\text{impurity}} = \sum_{\sigma} \varepsilon_{\sigma} d_{\sigma}^\dagger d_{\sigma} + J \hat{s} \cdot \hat{S} + D(\hat{S}_z + \hat{s}_z)^2 + U \hat{n}_d \hat{n}_d + H_{\text{Zeeman}},\quad (3)$$

where $\varepsilon_{\sigma} = \varepsilon$ is the energy of the localized electronic state, $U$ is the corresponding Coulomb repulsion, and $\hat{n}_d = d_{\sigma}^\dagger d_{\sigma}$ is the occupation operator of the localized state. The localized electrons of the internal orbitals are represented by the spin operator $\hat{S}$. The second term describes the magnetic exchange with strength $J$ between the electron in the hybridized orbital with spin $\hat{s}$ and the localized spin $\hat{S}$. The spin operator for the electrons on the external orbital has components $\hat{s}_j = \sum_{\sigma, \sigma'} d_{\sigma}^\dagger \hat{\sigma}_j d_{\sigma'}$, where $\hat{\sigma}_j$, $j = x, y, z$ Pauli matrices. Here $D$ is the anisotropy parameter, which is assumed to act on the total spin. For a review on spin Hamiltonians see for example Ref. [52]. The last term of Eq. (3) represents the Zeeman interaction between the total spin of the impurity, $\hat{S}_T = \hat{S} + \hat{s}$ and an external uniform magnetic field $\mathbf{B}$, which reads

$$H_{\text{Zeeman}} = g \mu_B \mathbf{B} \cdot (\hat{S} + \hat{s}).\quad (4)$$

The tunnel coupling between the impurity and the two reservoirs is described by the Hamiltonian

$$H_T(t) = \sum_{\alpha k \sigma} \left( w_{\alpha}(t) c_{\alpha k \sigma}^\dagger d_{\sigma} + w_{\alpha}^*(t) d_{\sigma}^\dagger c_{\alpha k \sigma} \right).\quad (5)$$

In the present treatment, the driving is represented by hopping terms, $w_{\alpha}(t)$, as shown in Refs. [53, 54]. We consider a tunneling parameter that depends on time as follows

$$w_{\alpha}(t) = w_{\alpha}^0 [1 + \alpha_s \cos(\omega t)],\quad (6)$$

This functional dependence is motivated by the fact that an AC voltage of the form $V_{\alpha} \cos(\omega t + \varphi_\alpha)$ applied at the reservoir $\alpha$ can be expressed after a gauge transformation as a time-dependent tunneling rate $w_{\alpha}(t) = w_{\alpha}^0 \exp\{-i \int_0^t dt' V_{\alpha}(\omega t + \varphi_\alpha)\}$. This function can be expanded as a Fourier series with Fourier coefficients given by Bessel functions [50, 51], for which low enough $eV_{\alpha}/\hbar \omega$ leads to an expression like Eq. (6) after a Taylor expansion. Although for arbitrary ratios between these energies it is necessary to consider higher harmonics of the Fourier expansion, for sake of simplicity we will focus on the simple case of the first-harmonic component as expressed in Eq. (6). On the other hand, this functional dependence is also motivated by a calculation of the modulation of the tunneling amplitude because of the applied bias within a WKB approach [55]. The actual value of the driving amplitude $\alpha_s$ depends on the modulation of the hopping. Particularly, one obtains $\alpha_s$ ranging from $10^{-3}$ to 0.5 for the typical STM-ESR experimental conditions [56].

We focus on the limit of $U \to \infty$ in Eq. (3), which corresponds to the situation where the external orbital can be only empty or singly occupied. In such a case, it is convenient to introduce the basis $|p, m\rangle$, where the first entry $p = 0, \uparrow, \downarrow$ corresponds to the state of the conduction orbital and the second one corresponds to the magnetic quantum number $m = -S, \ldots, S$ associated to the localized spin. The Hamiltonian for the impurity defined in Eqs. (3), in the limit of vanishing double occupation, can be written as

$$H_S = \sum_{p, m} \varepsilon_{pm} |p, m\rangle \langle p, m| + H_{\text{Zeeman}}$$

$$+ \sum_{m} \left( J_m |\downarrow, m + 1\rangle \langle \uparrow, m + 1| + \text{h.c.} \right),\quad (7)$$

where we have introduced the definitions

$$\varepsilon_{pm} = \delta_{p, \sigma} \left[ \varepsilon + J m \frac{s_\uparrow}{2} + D \left( \frac{1}{2} + m s_\sigma \right) \right] + D m^2,$$

$$J_m = J \frac{1}{2} \sqrt{S(S + 1) - m(m + 1)},$$

with $s_\uparrow = +1$ ($s_\downarrow = -1$). The corresponding tunneling Hamiltonian expressed in this basis reads

$$H_T'(t) = \sum_{\alpha k m} \left( w_{\alpha}(t) c_{\alpha k \sigma}^\dagger |0, m\rangle \langle \sigma, m| + \text{h.c.} \right).\quad (9)$$

It is convenient to express the Hamiltonian for the impurity and the tunneling coupling in the basis of eigenstates.
of the Hamiltonian defined in Eq. \((7)\), \(H_S|l\rangle = E_l|l\rangle\), \(l = 1, \ldots, 3(2S + 1)\). Accordingly, \(H'_T(t)\) is written as follows

\[
H'_T(t) = \sum_{\alpha k, \sigma, lj} \left( w_{\alpha}(t)c_{\alpha k}^\dagger \lambda_{lj, \sigma} |l\rangle \langle j| + h.c. \right),
\]

with

\[
\lambda_{lj, \sigma} = \sum_m \langle l| 0, m \rangle \langle \sigma, m| j\rangle.
\]

Notice that the Hamiltonian of Eq. \((7)\) commutes with the particle-number operator for the external orbital, \(\hat{n}_d = \sum_\sigma \hat{d}_\sigma^\dagger \hat{d}_\sigma\). Hence, the states \(|l\rangle\) are states with a well defined occupancy number \(n_\alpha = 0, 1\). The total spin of the isolated impurity for \(B = D = 0\), is a good quantum number, which takes values \(S = 1/2\) for \(S > 0\) and \(S = 1/2\) for \(S = 0\), in the configuration with \(n_d = 1\).

### B. Floquet master equation

We proceed similarly to Refs. \([33, 45–50]\) to derive the quantum master equation by treating the coupling between the impurity and the reservoirs at the lowest (second) order in perturbation theory in \(H_T\), (equivalent to the Born-Markov approximation \([36, 57]\)) in the framework of non-equilibrium Green’s function formalism. This is appropriate for the description of the sequential tunneling regime, which corresponds to the effective tunneling between the two reservoirs dominated by processes where the electrons hop from one of the reservoirs to the system and then to the other reservoir.

This implies that the hybridization \(w_{\alpha}(t)\) should be small enough to avoid drastic disturbances of the spectra of \(H_S\) and that fourth-order processes where the charge of the impurity changes in virtual processes must be negligible.

This last condition is satisfied if the chemical potential of the impurity \(\mu^\alpha_{\text{imp}}(n_d) = E_G(n + 1) - E_G(n_d)\), being \(E_G(n_d)\) the ground state energy of the impurity with \(n_d\) electrons, is close to the chemical potential of the electrodes, i.e., \(\mu^\alpha_{\text{imp}}(N) - \mu_\alpha \lesssim k_B T_c|eV|\). Details of the derivation are presented in Appendix A.

The derived equation ruling the dynamics of \(\rho_{lj}(t)\), which are the elements of the reduced density matrix defined as,

\[
\rho_{lj}(t) = \text{Tr}[\hat{\rho}_T(t)\hat{\rho}_{lj}],
\]

with \(\hat{\rho}_{lj} = |l\rangle \langle j|\) and the trace taken over the degrees of freedom of the total system. \(|l\rangle\), \(|j\rangle\) denote many-body eigenstates of the Hamiltonian \(H_S\). The equation of motion for \(\rho_{lj}(t)\) becomes (see details in Appendix A)

\[
\hat{h}\rho_{lj}(t) - i\Delta_{lj}\rho_{lj}(t) = \sum_{vu}\left[ \Gamma_{vl,ju}(t)\rho_{vu}(t) + \bar{\Gamma}_{vl,ju}(t)\rho_{uv}(t) \right]
\]

\[
- \Gamma_{ju,vu}(t)\rho_{vu}(t) - \bar{\Gamma}_{ju,vu}(t)\rho_{uv}(t) \right],
\]

where we have denoted \(\Delta_{lj} = E_l - E_j\). The time-dependent driving entails an implicit time-dependence of the rates \(\Gamma(t)\) and \(\bar{\Gamma}(t)\), which fulfill the relation \(\Gamma_{vl,ju}(t) = -\bar{\Gamma}_{ju,vl}(t)\). As a consequence of the AC driving, these periodic rates can be expanded in terms of Fourier-Floquet components as follows,

\[
\Gamma_{vl,ju}(t) = \sum_{n'} e^{-in'\omega t}\Gamma_{vl,ju;n'}(\omega),
\]

where \(\Gamma_{vl,ju;n'}(\omega) = -\bar{\Gamma}^*_{vl,ju;n'}(\omega)\). The explicit calculation of the Fourier-Floquet components of the rates for the model of Sec II A leads to

\[
\Gamma_{vl,ju;n'}(\omega) = \sum_{\alpha} \left[ \Gamma^0_{vl,ju;\alpha;n'}(\omega) - \bar{\Gamma}^1_{vl,ju;\alpha;n'}(\omega) \right]
\]

with

We notice that the \(n'\) index in the rates components can only take the values \(-2, -1, 0, 1, 2\) as a consequence of the fact that the driving depends on a single harmonic dependence \(\cos(\omega t)\) in Eq. \((6)\) which enters to the square in the rates. Importantly, all the information on the temperature \(T_\alpha\) and chemical potential \(\mu_\alpha\) of a given reservoir is encoded in the Fermi distribution functions, \(f_\alpha(\epsilon) = 1/(e^{(\epsilon - \mu_\alpha)/k_B T_\alpha} + 1)\). The chemical potential only contains the corresponding DC component of the bias. For convenience, we define the hybridization func-

\[
\gamma_{\alpha\sigma} = 2\pi \rho_{\alpha\sigma}|w_{\alpha}|^2 = \frac{1}{2}(1 + 2\sigma P_\alpha)\gamma_\alpha',
\]

which depends on the spin-dependent density of states \(\rho_{\alpha\sigma}\) Here we have also defined the polarization \(P_\alpha\) and \(\gamma_\alpha' = 2\pi \rho_{\alpha}|w_{\alpha}|^2\).

We notice that as a consequence of the Floquet structure, the stationary solution of the master equation depends periodically on time. Hence, it is appropriate to expand it as
\[ \rho_{lj}(t) = \sum_n e^{-in\omega t} \rho_{lj;n}, \]  
\[ \Delta_{lj}\rho_{lj;n} + n\hbar\omega\rho_{lj;n} = i \sum_{nn'} [\Gamma_{vl;ju;n'}(\omega)\rho_{vu;n-n'} + \Gamma_{vl;uv;n'}(\omega)\rho_{uj;n-n'} - \Gamma_{ju;vl;n'}(\omega)\rho_{uv;n-n'} - \Gamma_{ju;vl;0}(\omega)\rho_{uv;nn'}]. \]  
\[ \rho_{lj;n} = \frac{\omega}{2\pi} \int_0^{2\pi/\omega} \rho_{lj}(t)e^{in\omega t}. \]

The structure of Eq. (19) reflects the fact that the dynamics of the density matrix depends on the exchange of an integer number of Floquet modes with energy \( \hbar\omega \) each, introduced by the hybridization with the driven reservoirs.

Finally, we also add the normalization condition. Since \( \sum_n \rho_{lj;n} = 1 \Rightarrow \sum_n e^{-in\omega t} \rho_{lj;n} = 1 \). If we multiply by \( e^{in\omega t} \) and integrate over \( t \), we obtain \( \sum_n \rho_{lj;n} = \delta_{n,0} \).

### C. Current through the impurity

One interesting observable is the current that goes through the impurity as a response to the bias voltage. We can proceed along similar lines as in the derivation of the master equation for the density matrix. The current flowing out of the lead \( \alpha \) is defined as \( I_\alpha = -e\frac{d(N_\alpha)}{dt} \), and explicitly reads

\[ I_\alpha(t) = \frac{e}{\hbar} \sum_{k\sigma l\bar{j}} \left( w_\alpha\lambda_{lj}\sigma G_{lj,\alpha\bar{k}\sigma}(t,t) - w_\alpha^*\lambda_{lj}\bar{\sigma} G_{lj,\alpha\bar{k}\sigma}(t,t) \right). \]

Following the same procedure used in Appendix A, we write

\[ I_\alpha(t,\omega) = \frac{2e}{\hbar} \sum_{lj} \sum_{nn'} e^{-in\omega t} \text{Re} [\rho_{uj;n-n'}\Gamma_{lj,ju,\alpha;nn'}(\omega)]. \]

In the derivation of the previous expression we have defined

\[ \Gamma_{vl;ju,\alpha;nn'}(\omega) = \Gamma_{vl;ju,\alpha;nn'}^0(\omega) + \Gamma_{vl;ju,\alpha;nn'}(\omega). \]

By computing the rates and the Floquet density matrix elements we can calculate the current. Experimentally, only the DC current, \( n = 0 \), is accessible and, for the specific time dependent hopping \( w_\alpha(t) \) defined in Eq. (3), \( n' \) can only take the values \(-2, -1, 0, 1, 2\). From here on, we are going to consider the driving to be small so that we can neglect contributions \( \propto A_\alpha^2 \) in the rates.

---

**D. DC regime: Lifetime and decoherence time**

We now focus on the steady state limit, which corresponds to \( A_\alpha = 0 \). Therefore, the stationary rates introduced in Eq. (14) reduce to \( \Gamma_{vl;ju;0} = \Gamma_{vl;ju;0} \) and \( \Gamma_{vl;ju}(t) = \Gamma_{vl;ju;0} \). In this case, we can proceed as in the treatment of the Bloch-Redfield equation to define the lifetime of a given state as well as the dephasing time \[34]. We summarize below the main steps.

In order to define the lifetime we focus on Eq. (13) for the diagonal elements of the density matrix – populations – assuming that the non-diagonal ones – coherences – do not contribute. By using the property \( \Gamma_{lj,ju,0} = -\Gamma_{l,ju,0} \), the corresponding equation reads

\[ \hbar\dot{\rho}_{lj}(t) = 2 \sum_{v\neq l} \left[ \Gamma_{vl,lv;0}\rho_{vl}(t) - \Gamma_{lv,lv;0}\rho_{lv}(t) \right], \]

where we identify the inverse of the population life time of the state \( |l\rangle \) by

\[ \frac{1}{T^l_1} = 2 \sum_{v\neq l} \Gamma_{lv,lv;0}. \]

Notice that if the state \( |l\rangle \) corresponds to a many-body state with single-electron occupancy, \( v \) runs over all the states with zero-electron occupancy.

Similarly, if we now focus on the coherences of Eq. (13) we get

\[ \hbar\dot{\rho}_{lj}(t) = -i\Delta_{lj}\rho_{lj}(t) = -\sum_v (\Gamma_{lj,v;0} + \Gamma_{lv,lv;0}) \rho_{lj}(t) + \ldots \]

where \( l \neq j \) and correspond to singly-occupied states while \( \ldots \) denotes the other terms of the master equation: coherences \( \rho_{uv} \) with \( u \neq l \) and \( v \neq j \) plus population terms. The sum over \( v \) runs over empty states. As the rates entering this equation correspond to second-order tunneling processes between the impurity and the reservoirs, coherences with states \( l \) corresponding to an empty state and \( j \) corresponding to a singly-occupied one or vice-versa are zero. Eq. (25) leads to the following definition of the inverse of the coherence time

\[ \frac{1}{T^j_2} = \frac{1}{\hbar} \sum_v (\Gamma_{lj,v;0} + \Gamma_{lv,lv;0}). \]
Hence we can identify a relation between the coherence and the relaxation times
\[ \frac{1}{\tau_2^v} = \frac{1}{2} \left( \frac{1}{\tau_1^v} + \frac{1}{\tau_1^u} \right). \]  
(27)

We notice the lack of pure dephasing time in this description. This is because, for the type of bath we are considering, the fluctuation between two singly occupied states of the impurity necessarily implies a second-order charge fluctuation. Hence, the rates of the form \( \Gamma_{l_l,j_j} \) are zero.

E. AC regime: Rabi frequency

The Rabi frequency of a magnetic system under a static magnetic field and driven by time-dependent transverse magnetic field is defined as the transfer rate of the population of one state towards the other state induced by the periodic driving. The latter is represented by a time-oscillating term in the off-diagonal matrix elements of the Hamiltonian expressed in the basis of the spinors in the direction of the static magnetic field.

Contrary to the standard ESR [4], here we are not considering a time-dependent periodically driven magnetic field. In fact, the only time-dependent term of our model is in the form of the periodically modulated hybridization of the impurity level and the leads, see Eq. (10). We analyze now the possibility of inducing an oscillating transfer rate of the populations of the different states of the impurity, akin to the Rabi oscillations, as a consequence of the electrical AC bias.

We focus on \( |l \rangle \) being a singly-occupied state of the impurity. The evolution of the corresponding population is given by
\[ \hbar \dot{\rho}_l(t) = 2 \sum_v \left\{ \text{Re}[\Gamma_{vl,lv}(t)] \rho_{vv}(t) - \text{Re}[\tilde{\Gamma}_{vl,lv}(t)] \rho_{ll}(t) \right\} + \sum_{vu;v \neq u} \left[ \tilde{\Gamma}_{vl,lv}(t) \rho_{vu}(t) - \tilde{\Gamma}_{vl,ul}(t) \rho_{uv}(t) \right] - \sum_{vu;u \neq v} \left[ \tilde{\Gamma}_{lv,vl}(t) \rho_{lu}(t) - \tilde{\Gamma}_{lv,ul}(t) \rho_{ul}(t) \right], \]  
(28)
where, as already mentioned, \( v \) runs over empty states for \( l \) labeling a singly-occupied one.

We extend the previous definition of Eq. (21) of the inverse of the life time to the present case, where we are considering time-dependent rates, as follows
\[ \frac{1}{\tau_1^v(t)} = \frac{2}{\hbar} \sum_{v;v \neq l} \text{Re}[\tilde{\Gamma}_{vl,vl}(t)], \quad \frac{1}{\tau_1^l(t)} = \frac{2}{\hbar} \text{Re}[\Gamma_{vl,lv}(t)]. \]  
(29)

We have also introduced the inverse of the life time \( T_1^v(t) \). We identify the terms connecting coherences as Rabi-type terms,
\[ \frac{\hbar \Omega_{vu}(t)}{2} = \Gamma_{vl,lv}(t) = -\tilde{\Gamma}_{lv,ul}(t). \]  
(30)

Introducing this definition, Eq. (28) reads
\[ \dot{\rho}_l(t) = \sum_v \rho_{vv}(t) - \rho_{ll}(t) + \sum_{vu;v \neq u} \text{Re} \left[ \tilde{\Omega}_{vu}(t) \rho_{vu}(t) \right] - \sum_{vu;u \neq v} \text{Re} \left[ \tilde{\Omega}_{lv}(t) \rho_{lu}(t) \right]. \]  
(31)

The transition amplitudes can be Floquet-Fourier transformed. The Floquet sum can only take values from \(-2\) to \(2\), see Eq. (16). For \( \omega \) much smaller than the inverse of any other characteristic time of the problem, we can perform the approximation that the Fermi distribution in the rates functions, Eq. (16), do not depend on \( \omega \) strongly. Under this assumption, plus neglecting terms proportional to \( A^2 \), and considering no coherence at zero driving, Eq. (32) can be further simplified and reads
\[ \dot{\rho}_l(t) = \sum_v \rho_{vv}(t) - \rho_{ll}(t) + \sum_{vu;v \neq u} \Omega_{vu}(t) \rho_{vv}(t) \cos \omega t - \sum_{vu;u \neq v} \Omega_{lv}(t) \rho_{lu}(t) \cos \omega t, \]  
(32)

which resembles the Bloch-Redfield master equation with the Rabi term. Therefore, we identify from this equation the Rabi frequency of our model
\[ \hbar \Omega_{lu;1} = \hbar \sum_v \Omega_{lu,v} = \hbar \sum_v \Omega_{lu,v,L,1} + \hbar \sum_v \Omega_{lu,v,R,1} = 2 \sum_{\alpha} A_\alpha \left( \Gamma_{l,v,vu,\alpha,0}^{\alpha} - \Gamma_{l,v,vu,\alpha,0}^{\alpha} \right). \]  
(33)

This quantity is found to be zero for non-polarized reservoirs (\( P_\alpha = 0 \)).

Eq. (32) can be cumbersome to solve analytically. However, numerical calculations suggest that the populations contribute with a term proportional to the square of Rabi frequencies, while the coherences have a linear dependence on this quantity. This is also what other studies found employing the rotating wave approximation [23, 24]. Therefore, the DC current, \( n = 0 \) in Eq. (21), behaves as \( \Delta I_n^{DC}(\omega) \propto \sum_{vu;v \neq u} \left| \Omega_{lu,v} \right|^2 \) at the corresponding resonance frequencies between filled states \( |l \rangle \) and \( |u \rangle \).

III. RESULTS FOR \( S_T = 1/2 \)

The simplest case corresponds to an impurity with \( S = 0 \) for the localized spin degrees of freedom. Hence, the total spin when the external orbital is singly occupied is \( S_T = 1/2 \). This configuration is equivalent to a quantum dot with large charging energy \( (U \rightarrow +\infty) \), which has only three many-body states, corresponding to two occupied levels (spin up and down) and an empty level, as shown in the scheme of Fig. 2.
configurations at zero magnetic field a) and c), no net current is passing through the QI. In the QI, the many-body energies of the corresponding states involved in the tunneling process. The chemical potential for both electrodes is taken as the reference level, \( \mu \). In the tunneling process. The chemical potential for both electrodes is taken as the reference level, \( \mu \). At zero-bias, a) and c), no net current is passing through the QI. In the QI configurations at zero magnetic field [1] \( \equiv | \downarrow \rangle \) and [2] \( \equiv | \uparrow \rangle \). State [3] is the empty state of the QI. Here \( \varepsilon_\alpha < 0 \) such that the up and down states are energetically below the empty one. In order to induce a current through the QI and arrive to pictures b) and d), we apply a DC bias voltage such that \( eV_{DC} = \mu_L - \mu_R > 0 \), by decreasing \( \mu_R \) while, symmetrically, increasing \( \mu_L \) until the absolute value of the right Fermi energy level is larger than the difference \( \Delta_{31} = -\varepsilon_L - g\mu_B|B|/2 \). Similarly, \( \Delta_{32} = -E_2 = -\varepsilon_\uparrow + g\mu_B|B|/2 \).

A. Model parameters

To illustrate the workings of our ESR mechanism, we fix the model parameters so that the system is in the sequential tunneling regime. This makes the analysis particularly simple. In addition, we can expect the main features of the resonant ESR signal to remain when the current is dominated by off-resonance transport (cotunneling regime) [30]. The parameters used for the calculations of this section are as follows unless otherwise specified:

- The magnetic field is fixed to \( B = (5.0, 0, 0.2)T \), where the tip’s spin polarization is in the z axis.
- We particularize to a weak driving regime, as expected in the all-electrical STM-ESR implementations [35]. Thus, we take \( A_\alpha \in [10^{-3}, 0.5] \).
- The driving constants are \( A_L = A_R = 0.05 \) and the hybridization functions, \( \gamma'_L = 2\pi\rho_0|w_\alpha|^2 \), \( \gamma'_R = \gamma'_L = 50\mu eV \). The right electrode is spin polarized with \( P_R = 0.35 \).
- The electronic level is set to \( \varepsilon_L = \varepsilon_\uparrow = -1\, meV \), fixing the energy difference between electronic states to \( \Delta_{31} = 1.29\, meV \) and \( \Delta_{32} = 0.71\, meV \), see Fig. 2.
- The system of equations in [19] are limited to \( n = 5 \). This Floquet number controls the convergence of our results and a value of 5 suffices our purpose.

![FIG. 2. Static energy scheme of the $S_T = 1/2$ QI Hamiltonian (right) and the cotunneling configurations (left).](image)

![FIG. 3. a) Population vs DC voltage and b) current and conductance as function of the bias. The saturation in the current indicates that we are in the sequential tunneling regime where the populations are 1/3 at zero driving and spin polarization. The parameter used are indicated in III A.](image)

- The temperature is fixed at one Kelvin.

B. Static case, \( \omega = 0 \)

We analyze now the simplest situation where the AC bias voltage is not applied, \( A_\alpha = 0 \). We start by considering both electrodes at zero chemical potential \( \mu_\alpha = 0 \), as indicated in Fig. 2a) and c). Next, we change symmetrically the chemical potentials of the electrodes with respect to this value, \( \mu_L = -\mu_R = eV_{DC}/2 \). The resulting populations are plotted as a function of the applied bias in Fig. 3a). At low bias, the ground state [1] is completely populated. When the bias potential matches \( 2\Delta_{31} \), the chemical potential of the dot becomes resonant with the chemical potential of the right electrode, allowing tunneling of the down electron to the right electrode. Moreover, since \( \Delta_{32} \leq \Delta_{31} \), the transport channel through state [2] will also be opened. As a consequence, the three states of the QI become equally populated (\( \rho_{ij} \approx 1/3 \)). The response to the voltage bias is also revealed in the behavior of the current, see Fig. 3b). As the bias overcomes the value \( eV_{DC} = 2\Delta_{31} \), the current increases reflecting the opening of a transport chan-
FIG. 4. Change in the current \( \Delta I_{DC}(f) \) vs frequency for a fixed DC bias voltage of 7.7 mV \((\mu_L = -\mu_R = 3.85 \text{ meV})\) and the set of parameters introduced in Sec. IIIA. For the displayed frequency interval, \( 10 \hbar \omega < eV_{DC} \), so the frequency does not alter the Fermi occupations under adiabatic conditions. The whole spectrum is depicted in panel a) while a zoom of the resonance peak is plotted on panel b). A fit to a Fano line-shape is shown in panel b) too. The resonance peak position coincides with the energy difference between states \(|1\rangle\) and \(|2\rangle\) which is \( g\mu_B B |B| \approx 5.79 \times 10^{-1} \text{ meV} \) or 140 GHz. The other transitions, \( f_i \), are identified in the text. When comparing with the background longtime averaged current, the relative change in current at resonance is -0.02%.

nel, while it saturates at a higher bias when all channels are fully open. Correspondingly, the \( dI/dV \) peaks at the current step bias \( eV_{DC} = 2\Delta_{31} \).

C. AC-driven case, \( \omega \neq 0 \)

We obtain clear ESR peaks in the long-time averaged current together with a characteristic dynamical behavior of the reduced-density matrix that allows us to unambiguously conclude that Rabi oscillations are being excited.

The long-time averaged current corresponds to the Floquet component \( n = 0 \) of the time-dependent current. We find it useful to analyze the following magnitude \([34]\),

\[
\Delta I_{DC}(f) = I^{\text{Off}}_{DC} - I^{\text{On}}_{DC}(f),
\]

where \( I^{\text{Off}}_{DC} \) is the current far from resonance satisfying two conditions: i) \( \omega = 2\pi f \) is much larger or smaller than the Larmor frequency, and ii) \( f \) is much smaller than the \( eV_{DC}/\hbar \). The change in the population follows the same definition.

Figure 4b shows \( \Delta I_{DC}(f) \) for the frequency \( f \) going from zero to 1500 GHz (≈ 6.2 meV) when the applied bias is 7.7 mV. Below 500 GHz one narrow peak dominates the spectra. Figure 4b) shows a zoom of the low-frequency peak. This is clearly an ESR peak due to the Rabi oscillations between states \(|1\rangle\) and \(|2\rangle\). The origin of the oscillation is a spin-flip transition that reflects the Zeeman splitting induced by the applied magnetic field, \( B \). The Larmor frequency due to the Zeeman splitting is then \( g\mu_B |B|/\hbar \approx 5.79 \times 10^{-1}/\hbar \text{ meV} \approx 140 \text{ GHz} \), in excellent agreement with the frequency that maximizes \( \Delta I_{DC} \).

Above 500 GHz we can identify several inelastic thresh-
olds in the current: $f_1 = (\Delta_{33} - \mu_R)/\hbar = 619$ GHz, $f_2 = (\Delta_{23} - \mu_R)/\hbar = 759$ GHz, $f_3 = (\Delta_{32} + \mu_L)/\hbar = 1103$ GHz and $f_4 = (\Delta_{31} + muL)/\hbar = 1243$ GHz. If $V_{AC}$ is set to zero, these inelastic transitions vanish. This shows that the thresholds are associated with absorption of energy quanta given by the above frequencies, $hf_x$. The high-frequency steps show a strong dependence on the temperature. The shape of the steps is directly related to the Fermi occupation factors. At larger frequencies all transport channels are open and the current saturates.

The hallmark of ESR transitions is revealed in the reduced-density matrix dynamical behavior. Figure 5a shows the populations of the states as the driving frequency is ramped up. Figure 5b shows the real and imaginary part of the coherences between states $|1\rangle$ and $|2\rangle$, that are the ones involved in the Rabi oscillation. The resonant feature is centered around the Larmor frequency. The behavior of the reduced-density matrix unequivocally proves that the peak in the long-time averaged current at $140$ GHz is associated to an ESR. In other words, we have demonstrated that the modulation of the tunnel barrier by an oscillating electric field is able to induce ESR.

The resonance peak in Fig. 4b can be fitted to a Fano line shape, given by:

$$\Delta I_{DC} = \frac{2c}{\Gamma} \frac{1}{q^2 + 1 + 4[(f-f_0)/\Gamma]^2}, \quad (35)$$

where $\Gamma$ is the width of the resonance, $f_0$ is the resonance frequency, $c$ is a parameter proportional to the square of the Rabi frequency and related to $T_1$ processes and $q^*$, being $q$ the commonly called Fano parameter.

The motivations behind the use of a Fano line shape are the following. First, Fano line shapes are derived within the optical Bloch equations description of ESR [4]. The difference here is that we have an effective Rabi frequency induced by the time-dependent tunneling and no pure dephasing. Secondly, the fitting to a Fano line shape has been implemented in most of the ESR experiment [4, 9, 21] to extract parameters such as Rabi frequency or coherence times. And finally, even the simplest case $S = 0$ becomes challenging to solve analytically, which makes the fitting analysis quite essential to gather information on how the resonance features change with the external parameters. Particularly, in Eq. (35), the rate functions are contained in the width $\Gamma$ and $c$ parameter, as well as in the Fano parameter, such that they control the line shape. For the present case, $q^* = -0.088$, $c = 5.021$ pA GHz and $\Gamma = 12.1$ GHz, therefore $I_{peak} \approx 2c/\Gamma = 0.82$ pA. Since $q^*$ is a small number, a Lorentzian line shape can be a good approximation to the problem as Bloch Redfield equations indicate [91]. From the width we can extract the decoherence time since $T_2 = 1/\pi \Gamma$ obtaining $T_2 = 0.026$ ns. This value coincides exactly with the one of Eq. (20) which, for $S_T = 1/2$ and the parameters used

\[ T_2 \approx \frac{\hbar}{\lambda_{31}^* \lambda_{32}^* \gamma R} = \frac{2hB(B + B_z)}{B_z^2 \gamma R} = 0.026 \text{ ns}. \]

Finally, $I_{peak}$ is proportional to the Rabi frequency of the resonance, as we will explicitly verify in the next sections. As a side note, since the width and $c$ parameter are related to the coherence time and the induced Rabi frequency, they depend on the Fermi distribution function. This implies that the resonance profile can be significantly modified by the temperature as we will see later on.

1. Spin polarization of the electrodes

Let us study the role of the electrode polarization in the behavior of the ESR resonance. Results are shown in Fig. 6. Qualitatively, the role of the electrode polarization can be understood by noticing that it selects certain spin
to study how the ESR amplitude depends on the applied bias. Using the parameters in Sec. III C leads to Fig. 7. Clearly, zero driving implies no resonance while increasing the driving provides a higher peak. One can notice in the inset of Fig. 7 that the Rabi frequency is clearly linear with the driving amplitude that implies a quadratic dependence on the current peak. This is not a surprise recalling the behavior of the DC component of Eq. 21. The exact dependence on the driving is hidden in the Floquet density matrix elements that are connected to four Floquet numbers ±1, 2 as we mentioned in Sec. 11. Moreover, we found that $I_{\text{peak}} \propto \Omega_{12;1}^2$.

For large $V_{\text{AC}}$, the Taylor expansion leading to Eq. (36) will break down and higher harmonics of $\omega$ will contribute. This could explain the experimentally found saturation of the ESR peak with applied bias.

3. Dependence with temperature

The main temperature effect on the ESR at large DC voltage is to enhance the decoherence rate, $\hbar/T_2^\gamma$, that leads to wider and smaller ESR peaks. However, increasing the temperature leads to additional changes in the $\Delta I_{\text{DC}}$ resonance profile. This is shown in Fig. 8a). Interestingly, the reduction of the ESR height is not only due to the increase of the resonance width. Indeed, we find a reduction of the Rabi frequency as the temperature increases, Fig. 8b). The temperature dependence of the Rabi frequency implies an intrinsic reduction of the efficiency of the spin-flip process to produce the ESR.

Between 0.1 K and 1 K we are in the condition that all electronic channels are open, $|eV_{\text{DC}}| \gg k_B T$, $\Delta_{21}$, the non-adiabatic decoherence (also known as population scattering) is controlled by the bias voltage, and not by the thermal broadening $\Gamma_{\text{T}}$. As seen in Fig. 8a) and b), there is not evolution in the small temperature range.

As the temperature increases, it starts to dominate the behavior of the resonance, decreasing the ESR peak amplitude, hence becoming barely observable for $k_B T \gg |eV_{\text{DC}}|$, $\Delta_{21}$. However, the Rabi frequency tends to saturation, Fig. 8b), showing that ESR is active despite being barely observable.

Another source of temperature dependence that we have not considered here is the variation of the tip-polarization with the temperature. This could be easily implemented to compare with the experimental results at various temperatures.

4. Magnetic-field dependence

In the case of spin-1/2 systems, the perpendicular magnetic field $B_z$ is essential to have any sort of coherence since it allows having states $|1\rangle$ and $|2\rangle$ with mixed character, which is necessary to have an ESR-active system. In order to illustrate the role of $B_z$, we fix all the parameters except $B_z$ to those introduced in the framework of Bloch-Redfield theory.

2. Driving amplitude

The driving term is obviously essential to have any resonance signal. We found that the driving is proportional to the applied alternating bias, $V_{\text{AC}}$. It is then instructive to calculate the Rabi frequency important to get a non-zero value of the Rabi frequency. Others model parameters employed are found in Sec. III A. Inset shows the exact linear amplitudes close to resonance. We can also see that a finite value of the polarization is obtained.

$\hbar \Omega_{12;1} = A_R \lambda_{31}\lambda_{32} \gamma_R P_R/2$, (36)

where we used $\lambda_{31} = \lambda_{32}^* = -\lambda_{32}^* \lambda_{31}$. On the other hand, since $I_{\text{peak}} \propto P_R^2$, we conclude that $I_{\text{peak}} \propto \Omega_{12;1}^2$. This is clearly observed in Fig. 7b) where the peak height follows a perfect linear dependence on the square of the Rabi frequency. Interestingly, this matches the experimental observations of Ref. 10 and 58, where $I_{\text{peak}} \propto \Omega_{12;1}^2$ (36), under the constrain that $\Omega_{12;1}\gamma_R P_R/2$. On the other hand, since $\gamma_R P_R/2 \ll 1$, with $T_1$ and $T_2$ the involved life and coherence times, respectively.

Equation (36) makes clear the key role of the electrode polarization. First, it is responsible of the finite Rabi term. Second, the tip polarization direction determines the direction of the effective driving magnetic field inducing the Rabi oscillations.

Interestingly, the width $\Gamma$ of the ESR resonance remains constant as the polarization changes. Since the width is proportional to the inverse of the coherence time $1/T_2^\gamma$, this quantity also remains essentially constant as the polarization changes. The same behavior is obtained in the framework of Bloch-Redfield theory.

3. Dependence with temperature

The main temperature effect on the ESR at large DC voltage is to enhance the decoherence rate, $\hbar/T_2^\gamma$, that leads to wider and smaller ESR peaks. However, increasing the temperature leads to additional changes in the $\Delta I_{\text{DC}}$ resonance profile. This is shown in Fig. 8a). Interestingly, the reduction of the ESR height is not only due to the increase of the resonance width. Indeed, we find a reduction of the Rabi frequency as the temperature increases, Fig. 8b). The temperature dependence of the Rabi frequency implies an intrinsic reduction of the efficiency of the spin-flip process to produce the ESR.

Between 0.1 K and 1 K we are in the condition that all electronic channels are open, $|eV_{\text{DC}}| \gg k_B T$, $\Delta_{21}$, the non-adiabatic decoherence (also known as population scattering) is controlled by the bias voltage, and not by the thermal broadening $\Gamma_{\text{T}}$. As seen in Fig. 8a) and b), there is not evolution in the small temperature range.

As the temperature increases, it starts to dominate the behavior of the resonance, decreasing the ESR peak amplitude, hence becoming barely observable for $k_B T \gg |eV_{\text{DC}}|$, $\Delta_{21}$. However, the Rabi frequency tends to saturation, Fig. 8b), showing that ESR is active despite being barely observable.

Another source of temperature dependence that we have not considered here is the variation of the tip-polarization with the temperature. This could be easily implemented to compare with the experimental results at various temperatures.

4. Magnetic-field dependence

In the case of spin-1/2 systems, the perpendicular magnetic field $B_z$ is essential to have any sort of coherence since it allows having states $|1\rangle$ and $|2\rangle$ with mixed character, which is necessary to have an ESR-active system. In order to illustrate the role of $B_z$, we fix all the parameters except $B_z$ to those introduced in the framework of Bloch-Redfield theory.
FIG. 8. Current change a) and Rabi frequency b) for different temperatures while the rest of the parameters are found in Sec. III A. The resonance peaks for the 0.1 and 1 K coincide, reflecting the fact that at the present parameters low-temperature decoherence is produced by the applied bias. As the temperature increases, the ESR becomes wider and shorter as a consequence of the enhanced decoherence. Surprisingly, the Rabi frequency also decreases with temperature, showing that temperature also has an influence on the coupling between resonating states beyond the effects of decoherence. The ESR peak height scales with the square of the Rabi frequency, such that an additional reduction in the Rabi frequency translates into a considerable reduction of the resonance peak.

Sec. III C. Figure 9a) shows the results of $\Delta I_{DC}$ as a function of the driving frequency $f$ for different values of $B_x$. At zero transverse field, no resonance peak appears. As $B_x$ increases, a resonance peak develops in the frequency position, depending on the total magnetic field. The peak height is related to the strength of the state mixing [7, 55]. We have shown in the polarization section III C 1 that for the three-level case of $S_T = 1/2$, the Rabi frequency is proportional to $\lambda_{31}\lambda_{32}^*$. The eigenvectors of the impurity Hamiltonian are:

$$|1\rangle = \frac{1}{\sqrt{2B}} \frac{1}{\sqrt{B + B_z}} [-(B + B_z)|\downarrow\rangle + B_z|\uparrow\rangle],$$

$$|2\rangle = \frac{1}{\sqrt{2B}} \frac{1}{\sqrt{B - B_z}} ((B_z - B)|\downarrow\rangle - B_z|\uparrow\rangle),$$

$$|3\rangle = |0\rangle.$$ 

FIG. 9. a) Change in the long-time averaged current vs driving frequency for different values of the $x$-component of the magnetic field, $B_x$, while keeping the $z$-component fixed at 0.2 T. Section III A contain the rest of the model parameters used. The spectra shift linearly with $B_x$ following the Zeeman shift. Zero $B_x$ field leads to no resonance, and increasing it provides a needed mixture of states $|1\rangle$ and $|2\rangle$ that rapidly saturates. The resonance peak positions from lower to higher are: 15.07, 140.06, 559.84 GHz. In b) the resonance peak height is plotted as a function of $B_x$. The saturation of state mixing is reached at 2 T and as a consequence, the peak height also saturates. The fitting curve is $aB_x^2/(B_x^2 + b)$ where $a = 0.82 \text{ pA}$, $b = 0.053 T^2$ $\sim B_x^2$ showing that it is proportional to the square of the Rabi frequency, Eq. (37). Panel c) shows the inverse of the Fano parameter, $q^*$ (inset), and the resonance FWHM as a function of $B_x$. These data show that the line profile becomes closer to a Lorentzian profile as the magnetic field increases because the Larmor frequency fixed by the Zeeman energy increases, placing the resonance away from zero frequency.
Hence, (3) corresponds to an empty electronic level. Here, \( B = \sqrt{B_x^2 + B_z^2} \). These results show that only if \( B_x \neq 0 \), \([1]\) and \([2]\) contain both spin up and down components, enabling Rabi oscillations. 

Using these eigenstates, we can calculate the projections entering the Rabi frequency expression. We get

\[
\hbar \omega_{12;1} = A_R \sum_{\sigma} \lambda_{31 \sigma}^* \lambda_{32 \sigma} (1/2 + \sigma P_R) \gamma'_R
\]

\[
= A_R P_R \gamma' R B_x / 2B \propto \sqrt{B_x^2 / B_x^2 + B_z^2}, \quad (37)
\]

that tends to a constant value as \( B_x \) increases. This is shown in Fig. \([9b]\). Notice that in this case, for values \( B_x > 2 \) T saturation is attained, reflecting that the mixing of spin up and down states cannot be further enhanced by the \( x \)-component of the magnetic field for a fixed valued of \( B_z = 0.2 \) T.

Furthermore, the magnetic field can affect the Fano parameter and the width of the resonance. The inset of Fig. \([9b]\) shows the \( q^* \) dependence on the \( x \)-component of the magnetic field. Only at very low magnetic fields \( |q^*| \) increases drastically. This is due to the distorted resonance profile close to zero frequency, which is also reflected in the values of the full width at half maximum (FWHM), Fig. \([9c]\). As the values of \( B_x \) increase, the ESR moves away from zero frequency and develops a full-fledged Fano profile. The FWHM becomes constant then, since it is proportional to the inverse of the coherence time, \( 1/T^2 \).

## IV. RESULTS FOR TWO COUPLED SPINS

\( S_T = 0, 1 \)

In this section we illustrate the workings of the tunneling-induced ESR for two interacting spin-1/2 systems, where one of them is coupled to two electrodes. Thus, we consider a localized \( S = 1/2 \) spin exchange coupled to the electronic level that transfers electrons between the two biased electrodes. Hence, the electronic level acts as an extra spin-1/2 system when it is singly occupied. The basis set of the impurity is given by the tensor product of the three states of the electronic level (down, up and empty) times the two states of the coupled spin-1/2 (down and up), a total of six states.

Figure\([10]\) shows a sketch of the system. In the coupled case, assuming a ferromagnetic coupling (\( J < 0 \)) and \( |J| \) larger than the Zeeman slitting the full system becomes a \( S_T = 1 \) spin. The triplet states are energetically below the singlet state, leading to an effective spin-1 situation. Contrary, if the coupling is anti-ferromagnetic (\( J > 0 \)), the singlet state is the one with the lowest energy and the spin of the system is \( S_T = 0 \). When \( J \) is close to zero, we have a decoupled \( S_T = 1/2 \) spin and the corresponding results can be found in the previous section.

Hence, this model allows us to explore the physics of ESR in a magnetic impurity of spin \( S_T = 1 \), or of two impurities of spin 1/2. In particular, this last case has been carefully analyzed in a series of STM-ESR experiments on two Ti atoms, at different distances on a MgO/Ag (100) substrate \([9, 11]\). The distance between the two Ti atoms controls the exchange coupling strength \( J \), and the bias between tip and sample contains an alternating component. The measured DC tunneling current shows four distinct peaks at different driving frequencies that have been associated with singlet-triplet transitions under an external magnetic field and the local field of the magnetic tip \([9, 11]\).

If \( J \) and the transverse magnetic field are non zero, the filled and empty states are mixed, making possible the appearance of resonances between states with \( \Delta S_{T,z} = S_{T,z1} - S_{T,z2} = \pm 1 \) (spin flip), where \( i \) and \( j \) can be any state, labeled by 1 to 6 in Fig.\([10]\). For the sake of simplicity, we set \( D = 0 \) eV in Eq. \((3)\).

Similar to the \( S_T = 1/2 \) case analyzed in the previous section, the current is computed on the left electrode in a situation of large DC bias voltage where all the states are properly connected through the sequential tunneling. The other parameters are: \( i ) \) Driving amplitude \( A_n = 0.5 \), \( ii ) \) polarization \( P_R = 0.45 \), \( iii ) \) Temperature \( T = 1 \)K. The parameters describing the hybridization with the reservoirs are \( iv ) \) Coupling constants \( \gamma'_R = 0.5 \) \( \mu \) eV and \( \gamma'_L = 0.5 \) \( \mu \) eV that allow us to reproduce an overall long-time averaged current of 50 pA. Truncating the Floquet components at \( n = 5 \) is enough to get a converged solution of the time-dependent master equation.

In order to take into account the local magnetic field of the tip, we add a new Zeeman term to the impurity Hamiltonian that only affects localized electrons. The origin of this field in the experimental setup is the magnetic interaction exerted by the tip on the atom underneath. We label this field as \( B_{\text{tip}} \) following the notation of Ref. \([11]\).

Figure\([11]\) shows the result of our calculation. Due to the presence of two different magnetic fields, we find four resonance peaks. The values are: 0.051, 0.087, 0.12, 0.13
The Rabi frequency controls the peak height and the coherence and lifetime of each transition. This happens because we are in an asymmetric coupling case. Every Rabi frequency is proportional to the polarization, but now the strength of the peak does not depend on it linearly. As we increase the (positive) polarization, the right electrode accepts more spin-up than spin-down electrons. Therefore, only the transitions from the triplet state with $S_{T,z} = 0$ and $S_{T,z} = \pm 1$ and finally singlet to triplet state $S_{T,z} = 1$ transition, in good agreement with the experimental interpretation [11].

The frequency spectra can be fitted to Fano lineshapes as in the previous section. This allows us to characterize each resonance peak identifying the asymmetry through the Fano parameter, plus the peak height and width. These parameters can be associated to the Rabi frequency, the coherence and life times of each transition. The Rabi frequency controls the peak height and the coherence time, $T_2$, the width, similar to the $S_T = 1/2$ case. Every Rabi frequency is proportional to the polarization, but now the strength of the peak does not depend on it linearly. As we increase the (positive) polarization, the right electrode accepts more spin-up than spin-down electrons. Therefore, only the transitions from the triplet state with $S_z = -1$ to any of the two $S_z = 0$ states are possible, since they involve flipping the spin of the incoming electron from down to up. The frequency spectra will then have two peaks: the first and the third transitions in Fig. 11.

From the fitting analysis, we notice an increase of the width of the peaks as the driving frequency increases. This happens because we are in an asymmetric coupling case where $\gamma_L' \gg \gamma_R'$. It also generates more asymmetric Fano lineshapes. The first and third resonances have negative and similar inverse Fano factors, $q^*$, equal to -0.07 and -0.03 respectively, while the other two transitions have positive values equal to 0.2 and 0.007 for the second and fourth transition.

V. SUMMARY AND CONCLUSIONS

We have presented a theory based on non-equilibrium Green’s functions introducing the Floquet representation to derive the quantum master equation for the reduced density matrix and the DC current through a quantum impurity weakly coupled to two electrodes with AC electrical driving. This setup is relevant for experiments of STM-ESR where the spin dynamics is induced by electrical AC driving.

We considered a model containing the main ingredients that are expected to play a role in experiments of ESR-STM. These are the exchange interaction between the spin occupying the external orbital of the molecule and the localized effective spin corresponding to the occupied internal orbitals, the spin anisotropy, the polarization of the electrodes and an external magnetic field.

We studied two simple cases. The first one corresponds to an impurity with total spin $S_T = 1/2$. We have clearly shown that, under a driving external electric field, we do have induced Rabi oscillations and that an ESR is established. Our theory has permitted us to define the strength of the Rabi frequency, and correlate it with the height of the resonance. Our results indicate that it is crucial to have polarization in the electrode in order to have Rabi oscillations in this configuration. Moreover, we have computed the coherence time, $T_2$ and shown that is related to the width of the ESR. Thus, we have successfully replicated the main experimental features for the single Ti atom, showing the information contained in the line profiles of the ESR.

In the second case, following the experimental studies of two Ti atoms with STM-ESR [11], we have briefly analyzed a setup which corresponds to a maximum total spin $S_T = 1$: coupling of two spins one half. This configuration is richer and leads to several signals in the profile of the DC current as a function of the driving frequency, which are associated to the transitions between different triplet states. In this case, the polarization also plays a fundamental role to generate Rabi frequencies and it can lead to vanish resonance peaks in the half metal case.

The present study can be extended in several directions, including the description of other adsorbates, like Fe, to reproduce the main experimental STM-ESR results for Fe adsorbates [4], where indeed fourth-order Stevens operators are necessary. Another direction is to include the charge fluctuations related to the doubly occupancy of the external orbital along with a finite value of the Coulomb interaction $U$ (here we have considered $U \to \infty$). Other extension of the present theory is to consider higher order processes in the tunneling term, which has been considered at the lowest (2nd order in the current) here. This would allow us to explore effects which have not been considered in the present work, such as cotunneling and dephasing processes. This approach can be also extended to analyze noise [6] and is also appropriate for the study of similar systems like time-dependent spin-orbit couplings in quantum dots [51,52].
The corresponding greater functions read
\[
\rho_{l,j}^\dagger(t) \rho_{l,j}(t) = \hat{\rho}_{l,j}(t) \hat{\rho}_{l,j}(t),
\]
with the trace taken over the degrees of freedom of the total system including the impurity, the reservoirs and the couplings between them. In the present problem \( \hat{\rho}_{l,j} = \langle l | \hat{O} | j \rangle \) resemble the so-called Hubbard operators \[63\] and are defined for any pair \( | l \rangle, | j \rangle \) of many-body eigenstates of the Hamiltonian \( H_S \). Our goal is the derivation of the equation ruling the dynamics of \( \rho_{l,j}(t) \). Changing to the Heisenberg picture with respect to the full Hamiltonian (denoted with “H”), we can write \( \rho_{l,j}(t) = \text{Tr}(\hat{\rho}_0 \hat{\rho}_{l,j}^H) \) with \( \rho_{l,j}^H(t) = U(t, t_0) \hat{\rho}_{l,j} U^\dagger(t, t_0) \) being \( \hat{\rho}_0 \) the density matrix at the initial time \( t_0 \) and \( U(t, t_0) = T \left[ e^{-i \int_{t_0}^t dt' H(t')/\hbar} \right] \) the evolution operator with \( T \) the time-ordering operator. Applying the Heisenberg equation of motion leads to

\[
\frac{d\rho_{l,j}(t)}{dt} = \frac{d(\hat{\rho}_{l,j}^H)}{dt} = \frac{i}{\hbar} \left[ \hat{H}^H, \hat{\rho}_{l,j} \right]
\]

\[
\pm \frac{i}{\hbar} \sum_{ak\sigma \mu \nu} \left[ w_{ak\sigma\mu \nu} \rho_{\mu \nu}(t) - w_{ak\sigma \mu \nu} \rho_{\mu \nu}(t) \right]
\]
\[
\pm w_{ak\sigma \mu \nu} \rho_{\mu \nu}(t) - w_{ak\sigma \mu \nu} \rho_{\mu \nu}(t),
\]

where we have used the fact that \( \hat{\rho}_{\mu \nu} \hat{\rho}_{l,j} = \hat{\rho}_{l,j} \delta_{\mu \gamma} \). Omitting all the superindexes “H”, the terms that combine the \( c_{ak\sigma} \) and \( \hat{\rho}_{l,j} \) invite us to define Green’s function such as:

\[
G_{l,j,ak\sigma}(t, t') = \pm i \langle \rho_{ak\sigma}(t') \hat{\rho}_{l,j}(t) \rangle
\]

The upper/lower signs apply to many-body states \( | l \rangle, | j \rangle \) of the impurity that differ in an odd/even number of fermions (we recall that the number of particles is conserved in \( H_S \)). To implement perturbation theory in the couplings between the impurity and the reservoirs, \( w_{ak\sigma}^0 \), relevant to the case where this parameter is the lowest energy scale of the full Hamiltonian \( H \), it is convenient to define the interaction picture with respect to the uncoupled Hamiltonian \( \hat{H} = \hat{H}_{res} + \hat{H}_S \). The mix Green’s function is then calculated by recourse to Langreth theorem in the Schwinger-Keldysh contour, by considering the initial time \( t_0 \rightarrow -\infty \) and the initial state corresponding to \( \hbar \) \[30\]. At the linear order of perturbation theory

\[
G_{l,j,ak\sigma}^\leq(t, t') \simeq \frac{1}{\hbar} \int_{-\infty}^{+\infty} dt_1 \sum_{\mu \nu} \lambda_{\mu \nu \sigma} w_{ak\sigma}(t_1) \times
\]

\[
\left[ g_{l,j,}\mu \nu(t, t_1) g_{ak\sigma}^\leq(t_1 - t') + g_{l,j,}\mu \nu(t, t_1) g_{ak\sigma}^\geq(t_1 - t') \right]
\]

and

\[
G_{ak\sigma,l,j}(t, t') \simeq \frac{1}{\hbar} \int_{-\infty}^{+\infty} dt_1 \sum_{\mu \nu} \lambda_{\mu \nu \sigma} w_{ak\sigma}(t_1) \times
\]

\[
\left[ g_{ak\sigma}(t - t_1) g_{\mu \nu, l,j}^\leq(t_1, t') + g_{ak\sigma}(t - t_1) g_{\mu \nu, l,j}^\geq(t_1, t') \right],
\]

The lesser Green’s functions for these isolated systems that enter these expressions are

\[
g_{l,j,}\mu \nu(t, t') = \pm i \langle \rho_{\mu \nu}^H(t') \hat{\rho}_{l,j}(t) \rangle
\]

\[
= i \langle \hat{\rho}_{l,j}(0) \rangle \delta_{\mu \gamma} e^{-i(E_{\mu} - E_{\nu})(t - t')} e^{iE_l/t/\hbar},
\]

\[
g_{ak\sigma}(t, t') = i \langle \hat{c}_{ak\sigma}^H(t') c_{ak\sigma}(t) \rangle
\]

with \( E = E_r - E_j + E_u - E_v \) and being \( E_t \) the eigenenergies of the Hamiltonian of the decoupled impurity. The corresponding greater functions read \( g_{\nu,\mu}^>(t, t') = \left[ g_{\nu,\mu}^<(t, t') \right]^* \), while the retarded and advanced ones
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\[\text{A. DERIVATION OF THE FLOQUET MASTER EQUATION}\]

Here we summarize the steps to derive the equation describing the dynamics of the reduced density matrix following Ref. \[50\]. First, we take into account that expectation value at a given time \( t \) of any operator \( \hat{O} \) acting on the Hilbert space of the impurity can be written as

\[
\langle \hat{O} \rangle(t) = \text{Tr} \left[ \hat{\rho}_T(t) \hat{O}(t) \right] = \sum_{ij} O_{ij}(t) \rho_{ij}(t),
\]

where \( O_{ij} = \langle i | \hat{O} | j \rangle \) are the matrix elements of the operator \( \hat{O} \) in the basis of eigenstates of \( H_S \). Here, we have introduced the definition of the elements of the reduced density matrix,

\[
\rho_{ij}(t) = \text{Tr} \left[ \hat{\rho}_T(t) \hat{\rho}_{ij} \right],
\]

at the initial time \( t_0 \) and \( U(t, t_0) = T \left[ e^{-i \int_{t_0}^t dt' H(t')/\hbar} \right] \) the evolution operator with \( T \) the time-ordering operator. Applying the Heisenberg equation of motion leads to

\[
\frac{d\rho_{ij}(t)}{dt} = \frac{d(\hat{\rho}_{ij}^H)}{dt} = \frac{i}{\hbar} \left[ \hat{H}^H, \hat{\rho}_{ij} \right]
\]

\[
\pm \frac{i}{\hbar} \sum_{ak\sigma \mu \nu} \left[ w_{ak\sigma\mu \nu} \rho_{\mu \nu}(t) - w_{ak\sigma \mu \nu} \rho_{\mu \nu}(t) \right]
\]
\[
\pm w_{ak\sigma \mu \nu} \rho_{\mu \nu}(t) - w_{ak\sigma \mu \nu} \rho_{\mu \nu}(t),
\]
are $g_{ασ}^r(t, t') = \theta(t - t') [g_{ασ}^c(t, t') - g_{ασ}^<c(t, t')]$ and $g_{ασ}^<c(t, t') = [g_{ασ}^c(t', t')]^*$, respectively. The latter can be expressed as

$$g_{j,uv}^c(t, t') = -i\partial(t - t') e^{-i/E_α E_β} \partial (t - t')$$

$$\times (\langle \hat{ρ}_{ij}(0) \rangle \delta_{vi} + \langle \hat{ρ}_{iv}(0) \rangle \delta_{ju}) e^{iEt/h},$$

The Fourier transform of the Green’s functions of the electrodes are $g_{ασ}^c(ε) = 2πf_α(ε-ε_{ασ}) δ(ε - ε_{ασ})$, and $g_{ασ}^<c(ε) = (ε+i0^- - ε_{ασ})^{-1}$. We now define self-energies

$$Σ_{ασ}^c(t, t') = \frac{1}{\hbar} \sum_k w_k^c(t) g_{kασ}^c(t - t') w_k^c(t'),$$

with $c \equiv r, a, >, <$. Taking into account the periodic time-dependence of the tunneling parameters, Eq. (44) can be expressed in terms of Floquet-Fourier components as

$$Σ_{ασ}^c(t, t') = \sum_{n,n'} ∫_{-∞}^{+∞} \frac{dε}{2\pi\hbar} e^{-i(ε+nω)t+i(ε+n'ω)t'} \Sigma_{ασ,nn'}^c(ε),$$

with

$$Σ_{ασ,nn'}^c(ε) = \frac{1}{\hbar}|w_n^0|^2 \left[ δ_{n,0} + \frac{A_α}{2} (δ_{n,-1} + δ_{n,1}) \right]$$

$$× \sum_k g_{kασ}(hε) \left[ δ_{n',0} + \frac{A_α}{2} (δ_{n',-1} + δ_{n',1}) \right].$$

Hereafter, we consider a wide-band model with a constant density of states within the spectral window $-W ≤ ε ≤ W$, with $W → ∞$ which would imply that $\sum_k g_{kασ}(ε) = 2πf_α(ε) ρ_α$ and $\sum_k g_{kασ}^c(ε) = -iπρ_α$.

For convenience, we also introduce the definitions

$$Λ_{ij,ασ}(t) = ∫_{-∞}^{+∞} dt_1 \sum_{uv} \mu_{uvσ} ×$$

$$\left[ g_{j,uv}^c(t, t_1) Σ_{ασ}^c(t_1, t) + g_{i,juv}^<(t, t_1) Σ_{ασ}^<(t_1, t) \right],$$

$$Λ_{ασ,ij}(t) = ∫_{-∞}^{+∞} dt_1 \sum_{uv} \lambda_{uvσ} ×$$

$$\left[ Σ_{ασ}^c(t, t_1) g_{uv,ij}^c(t_1, t) + Σ_{ασ}^<(t, t_1) g_{uv,ij}^<(t_1, t) \right],$$

so that we can rewrite the master equation as follows:

$$\dot{ρ}_{ij}(t) = \frac{i}{\hbar} (E_i - E_j) ρ_{ij}(t) + \frac{1}{\hbar} \sum_{ασ} Λ_{ij,ασ}(t)$$

$$- λ_{ijσ} Λ_{j,ασ}(t) - λ_{ijσ} Λ_{ασ,ij}(t) - λ_{ijσ} Λ_{ασ,ij}(t),$$

At this point it is interesting to mention that the assumption of small $w_n^0$ in Eqs. (41) and (42) is usually referred to as ’Born’ approximation in the derivation of the master equation based on the evolution of the density operator [22], while considering the initial time $t_0 → -∞$ in these equations is equivalent to considering that the time-correlations of the bath decay fast in $t - t_1$ (this is guaranteed by the wide-band model), which is the usual assumption in the Markov approximation. Therefore, the underlying assumptions in the derivation of Eq. (48) are equivalent to the so-called Born-Markov approximation.

Introducing the representation of Eq. (45) in Eqs. (46) and (47) leads to

$$Λ_{ij,ασ}(t) = \frac{1}{2π} \sum_{n,n'} e^{i(n'-n)ωt} \sum_{uv} λ_{uvσ} ×$$

$$\left[ (ρ_{iv}(t) δ_{ju} + ρ_{uj}(t) δ_{vi}) ∫_{-∞}^{+∞} dε δ(ε - Δ_{uv}/h + i0^+)$$

$$+ 2πif_{uv}(t) δ_{vi} ∫_{-∞}^{+∞} dε δ(ε - Δ_{uv}/h) Σ_{ασ,nn'}^c(ε - n'ω) \right],$$

and

$$Λ_{ασ,ij}(t) = \frac{1}{2π} \sum_{n,n'} e^{-i(n-n')ωt} \sum_{uv} λ_{uvσ} ×$$

$$\left[ (ρ_{uj}(t) δ_{vi} + ρ_{iv}(t) δ_{ju}) ∫_{-∞}^{+∞} dε δ(ε - Δ_{uv}/h - i0^+$$

$$+ 2πif_{uv}(t) δ_{ju} ∫_{-∞}^{+∞} dε Σ_{ασ,nn'}^c(ε - n'ω) δ(ε - Δ_{uv}/h) \right].$$

With Eqs. (49) and (50) we are able to write Eq. (48) as Eq. (13) by introducing the following definition for the rates

$$Γ_{vl,ju}(t) = ∑_n e^{-in'ωt} Γ_{vl,ju,n'}(ω)$$

with $Γ_{vl,ju,n'}(ω)$ and $Γ_{vl,ju,n'}(ω)$ being

$$Γ_{vl,ju,n'}(ω) = \frac{1}{2π} \sum_{nσ} λ_{vlσ} λ_{jσu} ∫_{-∞}^{+∞} dε \left[ \frac{1}{Δ_{ju}/h + i0^+} Σ_{ασ,nn'}^c(ε - nω) \right.$$

$$+ \left. ∑_{nσ} λ_{vlσ} λ_{juu} ∫_{-∞}^{+∞} dε 2πiδ(ε - Δ_{ju}/h) Σ_{ασ,nn'}^c(ε - nω) \right].$$

(52)
where we can identify the relation \( \Gamma_{v\ell,jw}(t) = -\bar{\Gamma}_{v\ell,jw}(t) \).

The imaginary part of these rates is responsible for a renormalization of the energy spectra of the magnetic impurity, commonly known as Lamb-shift. However, within our wide band approximation these terms exactly cancel in the master equation and current due to the previous relation. By contrast, for the fourth order cotunneling processes, one can demonstrate that the Lamb shift can induce Rabi oscillations even within the wide band approximation \cite{55}.

\begin{equation}
\Gamma_{v\ell,jw}(\omega) = \frac{1}{2\pi} \sum_{n\sigma} \lambda_{v\ell\sigma}^* \lambda_{jw\sigma} \int_{-\infty}^{+\infty} \! d\varepsilon \Sigma_{\alpha\sigma,nn^\prime}(\varepsilon - \varepsilon) \frac{1}{\varepsilon - \Delta_{jw}/\hbar - i0^+} \\
+ \sum_{n\sigma} \lambda_{v\ell\sigma}^* \lambda_{jw\sigma} \int_{-\infty}^{+\infty} \! d\varepsilon \left[ \frac{\Sigma_{\alpha\sigma,nn^\prime}(\varepsilon - \varepsilon)}{\varepsilon - \Delta_{jw}/\hbar + i0^+} + 2\pi i \delta(\varepsilon - \Delta_{jw}/\hbar) \Sigma_{\alpha\sigma,nn^\prime}(\varepsilon - \varepsilon) \right].
\end{equation}
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