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Abstract: Single-probe near-infrared spectroscopy (NIRS) usually uses different spectral information for modelling, but there are few reports about its influence on model performance. Based on sized-adaptive online NIRS information and the 2D conventional neural network (CNN), minced samples of pure mutton, pork, duck, and adulterated mutton with pork/duck were classified in this study. The influence of spectral information, convolution kernel sizes, and classifiers on model performance was separately explored. The results showed that spectral information had a great influence on model accuracy, of which the maximum difference could reach up to 12.06% for the same validation set. The convolution kernel sizes and classifiers had little effect on model accuracy but had significant influence on classification speed. For all datasets, the accuracy of the CNN model with mean spectral information per direction, extreme learning machine (ELM) classifier, and 7 × 7 convolution kernel was higher than 99.56%. Considering the rapidity and practicality, this study provides a fast and accurate method for online classification of adulterated mutton.
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1. Introduction

Mutton is very popular because of its delicious taste and rich nutrition. However, due to the relatively high price, mutton has become the adulteration object to some illegal merchants [1]. In China, adulterated mutton refers to mutton mixed with low-price meat, such as pork or duck, without declaration [1–3]. Food adulteration not only harms consumer rights and interests, but also affects the order of the food market [4–6]. In particular, pork adulterated in mutton will undermine ethical beliefs for some ethnic groups. Traditional detection techniques of food adulteration are usually based on deoxyribonucleic acid [7], polymerase chain reaction (PCR) [8], and chromatography [9]. However, these methods have some shortcomings, such as being time-consuming, laborious, or costly. Compared with the above methods, near-infrared spectroscopy (NIRS) has the great potential of being fast, nondestructive, and environment-friendly. Although it is not cheap at the moment, low-cost and miniaturised spectrometers are still being developed with the progress of science and technology, and the NIRS technology has great application potential. In recent years, NIRS has been applied to detect the quality and adulteration of meat [10–15].

To collect more representative spectral information by using the single-probe NIRS system, some studies reported that their samples had been scanned many times or collected the multipoint spectra from different directions. Barragan et al. [16] collected four spectra of each sample by scanning four times with a single-probe and used mean spectral information to build the model for authentication of barley-finished beef. Alamprese et al. [17]...
recorded two spectra of each sample by scanning two times for the identification and quantification of minced beef adulteration with turkey meat. Boiret et al. [18] established a detection model for active components in tablets by using the mean multipoint spectral information in two orthogonal directions. Moreover, Duan et al. [19] proved that the spectral information from different regions of interest could affect the model performance by using hyperspectral imaging technology. Although the NIRS system can collect the multipoint spectral information in different ways, there are no reports about the influence of spectral information on the model performance for meat quality detection. To obtain the multipoint spectral information using the single-probe NIRS and explore the influence of different spectral information on the classification model of minced mutton adulteration, it is necessary to develop an online NIRS system, which can adaptively collect multipoint spectra for each sample, and use different spectral information to establish the classification model of minced mutton adulteration.

As one of the representative deep learning algorithms, the convolutional neural network (CNN) can directly extract representative features from the original data, which avoids the cumbersome operation of the traditional method that requires multiple data preprocessing. In recent years, it had been gradually used in the modelling of NIRS due to its excellent ability of spectral feature extraction, high accuracy, and strong robustness [20–22]. To adapt to the relevant operation requirements of the convolution layer, the spectral data vector of each sample was transformed into a two-dimensional (2D) spectral information matrix by constructing a spectral information matrix. Padarian et al. [23] used CNN to extract the deep features contained in 2D spectral information matrixes to predict the soil property and proved that CNN was an effective tool for modelling. However, there are some studies that reported that the size of the convolution kernel and the type of classifier could affect the performance of the CNN model. Chen et al. [24] studied the influence of the size of the convolution kernel on the CNN model and found that the coefficient of determination (R2) for the calibration increased with the size of the convolution kernel. Li et al. [25] optimised CNN models by comparison of different kernel sizes and achieved better classification accuracy with a large convolution kernel size. Su et al. [26] used the classifiers of SVM (support vector machine), LSVM, and Softmax for the identification of wheat leaves, and found that LSVM had the highest classification accuracy and lowest iteration times. Sharma et al. [27] compared the CNN-Softmax, CNN-ELM, and CNN-SVM model for fire detection, and the results showed that the classification accuracy of the CNN-ELM (extreme learning machine) model was 2.7–7.1% higher than that of CNN-Softmax. The above research showed that CNN was an effective qualitative classification model, but the sizes of the convolutional kernel and classifiers had influence on its performance. There are also few studies that have used the CNN model combined with different classifiers to detect food adulteration. Therefore, it is meaningful to establish the classification model of adulterated mutton by using CNN combined with different classifiers, and to explore the influence of different convolution kernels and classifiers on the model performance.

In order to explore the influence of different spectral information and model parameters on NIRS classification of minced mutton adulteration based on CNN, the following was carried out in this study: (1) an online NIRS system was developed, which could adaptively collect the spectra of four points in one run according to the size of the sample; (2) samples of pure mutton, pure pork, pure duck, and adulterated mutton (minced mutton mixed with 10–20–30–40–50% (w/w) pork/duck) were prepared, and the spectral information of samples from four different directions (45° interval between adjacent directions) were collected; (3) the mean spectral information per direction and of four directions were obtained, and the 1D spectral data of samples were converted to a 2D spectral information matrix; (4) the CNN models with different classifiers (Softmax, ELM, and SVM) were established and compared based on different spectral information, and the influence of different spectral information, convolution kernel sizes, and classifiers on models was explored. This study has certain significance for safeguarding the rights and interests of consumers and promoting the healthy development of the mutton industry.
2. Materials and Methods

2.1. Sample Preparation

In this study, samples of mutton, pork, and duck were purchased from the local supermarket in Shihezi city, Xinjiang autonomous region. The samples were sent to the laboratory in an insulation box with ice (the temperature was between 0 and 5 °C) and then stored in a refrigerator (the temperature was between 0 and 4 °C). Because the white fascia and fat of meat will bring great influence to the spectrum of point acquisition, the visible fat and skin of the meat was removed before sample preparation to reduce the interference in classification. For preparation of pure meat and adulterated meat samples, the trimmed meat was weighted by an electronic scale (YingHeng, China), and they were minced and mixed by a meat-mincing machine (Joyoung, JYS-A900, China) for 30 s. Then, 30 ± 1 g of minced meat was compacted in a round petri dish (60 mm in diameter × 15 mm in depth × 10 mm in thickness) to 10 mm in thickness while keeping its surface smooth, to ensure the homogenisation of the sample. In order to improve the generalisation performance of the classification model, five kinds of samples were prepared. According to 35 samples of each adulterated proportion (10%, 20%, 30%, 40%, and 50%), 350 (2 × 5 × 35) adulterated mutton samples with duck/pork were prepared, and 35 pure mutton, 35 pure duck, and 35 pure pork samples were also obtained.

2.2. Online NIRS System

The online NIRS system developed in this study mainly includes two pairs of photoelectric sensors, a conveyor, a microprocessor (STM32F103C8T6, STMicroelectronics Inc Geneva, Switzerland.), a NIR spectrometer (900–2500 nm, NIRQuest512, Ocean Optics Inc., Dunedin, USA), two halogen lamps (MR11 20W, Philips Inc., Amsterdam, The Netherlands), a single optical fibre probe (QP400-1-vis-nir, Ocean Optics Inc., Dunedin, USA), a PC machine, and a self-designed software. Its structural schematic diagram is shown in Figure 1a. The speed of the conveyor was set as 8 cm/s according to the preliminary research results of our laboratory and the existing reports on online detection [28–30]. The halogen lamps were installed on both sides of the dark box, and the installation angle was set to 30° to the horizontal plane. The vertical distance between the probe and the sample surface was 1.5 cm. The interval time of 4 collection points of each sample was determined by the time interval of the rising and falling edge of the signal from photoelectric sensor 1 (Figure 1a). Photoelectric sensor 2 was used to detect the arrival signal of the sample and send it to the control software, to drive the spectrometer to collect the spectral data of the sample. Due to the interference of light sources on the photoelectric sensor signal, two pairs of 5 V laser sensors with a beam of 650 nm were applied in this system and a conical sleeve was adopted to reduce the influence of light sources, as shown in Figure 1b.

![Figure 1](image-url)  
**Figure 1.** Schematic diagrams of the (a) online NIRS system, (b) method for avoiding the interference, and (c) data acquisition. The input current is converted into an optical signal and emitted by a laser photoelectric switch. The receiver detects the target object according to the intensity of the received light or whether there is no light. A conical sleeve is installed on the receiver of the laser photoelectric switch, which is mainly used to avoid the interference of the light emitted by the light source to the receiver.
The acquisition software was designed in Qt Creator 4.9.1 (Qt Company Ltd., Finland) by using C++, which was based on the OmniDriver 2.56 (Ocean Optics Inc., Dunedin, FL, USA). The software could complete the parameter configuration of the spectrometer, including integration time, smoothness and scanning times, communication with the microcontroller, and data processing. The online NIRS system developed in this study could adaptively collect four spectra of each sample according to the sample size in the run direction.

2.3. Spectral Data Acquisition and Dataset Partition

Before the acquisition of spectra, the NIRS system needed to be preheated about 30 min. In this study, the integral time, smoothness, and scanning times of the NIRS acquisition system were set to 40 ms, 5 times, and 10 times, respectively. The whiteboard (USRS-99-010, Labsphere Inc., Sutton, NH, USA) was used to perform white calibration of the spectrometer, and the light source was turned off for black calibration. The reflection spectra of four points in the run direction of the sample were automatically collected according to the sample size. To study the influence of the spectral information on the classification model, spectra of four directions (1, 2, 3, and 4) at 45° intervals were collected for each sample, as shown in Figure 2. The obtained spectral data were saved as a CSV file for further data processing. A total of 455 samples were used for collecting the spectral information. First, the spectra of four points per direction (including direction 1, 2, 3, and 4) were averaged to obtain the mean spectral information per direction, and a total of 1820 spectra were obtained for 455 samples. Based on the mean spectral information of the four directions, a total of 455 samples were divided into 341 samples for the calibration set and 114 samples for the validation set by the joint x-y distances algorithm, which was first proposed by Galvao et al. [31], and its principle is to calculate the distance between samples by using two variables, label value and spectrum, to ensure the maximum distribution of samples, to effectively cover the multidimensional vector space, to increase the difference and representativeness between samples, and to improve the stability of the model. On this basis, 1820 mean spectra per direction were divided into 1364 spectra for the calibration set and 456 spectra for the validation set. Two kinds of spectral information were used to establish models, and two validation sets from different spectral information were used to test the classification performance.

2.4. Model Establishment and Evaluation

In this study, CNN models with the classifiers of Softmax, ELM, and SVM were established on the basis of a 2D spectral information matrix. The best model for classification...
of adulterated mutton was selected by comparing the performance of the models. The schematic diagram of the data process is shown in Figure 3.

Figure 3. Schematic diagram of data process.

2.4.1. Modelling Methods

The CNN model usually consists of an input layer, hidden layer, and output layer, and the hidden layer contains a convolution layer, pooling layer, and fully connected layer. The main function of the convolution layer is to extract features of input data [32]. The output data are obtained by multiplying the convolution kernel with the corresponding element values in the coincidence region of input data and adding an offset, and its convolution operation is described as Formula (1):

\[
X_i^{(k)} = \sum_{n=1}^{N} W_i^{(n,k)} \otimes X_{i-1}^{(n)} + B_i^{k}
\]  

where \(X_i^{(k)}\) is the output of the convolution layer; \(i\) is the serial number of the convolution layer; \(k\) is the serial number of the convolution kernel; \(N\) is the number of channels of input data; \(W\) and \(B\) are the weight and offset, respectively; \(\otimes\) represents the convolution operation.

After convolution, the output data are input to the next layer by the nonlinear transformation activation function. The most commonly used activation function is rectified linear unit (ReLu), which is described as Equations (2) and (3) [33]:

\[
f(x) = \begin{cases} 
  x, & x \geq 0 \\
  0, & x < 0 
\end{cases}
\]  

\[
f(X_i^{(k)}) = f(\sum_{n=1}^{N} W_i^{(n,k)} \otimes X_{i-1}^{(n)} + B_i^{k})
\]  

The function of the pooling layer is reducing dimensions and selecting representative features from input data [34]. The pooling kernel can be set to different sizes, and the output result of the pooling layer is calculated by moving the pooling kernel in the region of the input data matrix according to the stride.

In general, the CNN is composed of two or more fully connected layers, and the neurons of fully connected layers are completely connected between the two layers. Two-dimensional features from the last pooling layer are flattened. Then, it is regarded as the input of the full connection layer for the further feature extraction [35]. By calculating in fully connected layers, a one-dimensional vector is output, and each value of the vectors represents the quantitative value of classifications.

The CNN model in this study contained 3 convolution layers, 3 pooling layers, and 2 fully connected layers. The size of the input layer was 230 \(\times\) 230 \(\times\) 1 (width \(\times\) height \(\times\) channel). Three convolution kernels of different sizes (3 \(\times\) 3, 5 \(\times\) 5, and 7 \(\times\) 7) were set in the convolution layer to discuss its influences on the models, the padding method was the same padding, the size of step was 1, and the activation function was ReLu. The maximum
pooling method of $2 \times 2$ was used to compress images and extract features. To improve the generalisation ability of the whole network and prevent over fitting, dropout layers were added between adjacent convolution layers, and the drop rate was set to 0.3. In the CNN model, the Adam was selected as the optimiser, the mean square error (MSE) was used to measure the loss value, and the learning rate was set to 0.001. In this study, the number of iterations was set to 500, and the CNN was implemented in Python 3.7.6 using Keras library and the Tensorflow 2.3.0 backend.

2.4.2. Classifiers

The classifiers of Softmax, ELM, and SVM were used in this study. A common classifier used in the CNN model is Softmax, which calculates the probability value of each output channel and selects the channel with the highest probability value as the result of classification. As a kind of supervised machine learning algorithm, SVM can classify samples to the maximum extent by mapping nonlinear data to a high-dimensional space [35]. As a fast-learning algorithm, ELM can initialise input weights and offsets randomly, which has the characteristics of strong generalisation ability and fast calculation speed [35]. To select a fast and accurate model that is suitable for online detection of adulterated mutton, the classification performance of the CNN model with different classifiers was compared. Parameters of different classifiers were optimised to obtain better model performance. For the SVM classifier, the radical basis function (RBF) was set to the kernel function, and parameters (gamma and cost) were searched by the optimisation method of the genetic algorithm (GA). The activation function of the ELM classifier was sigmoid, and 10–200 neurons at 5 intervals were used to search the best number of neurons for hidden layers. When the neurons were set as 175, the best performance of the ELM classifier could be obtained.

2.4.3. Model Evaluation

In the classification model of this paper, the samples were classified into five categories: pure mutton, pure pork, pure duck, adulterated mutton with pork, and adulterated mutton with duck samples. To evaluate the classification ability of models, the classification accuracy (Acc) was applied. In order to obtain a fast classification model, the prediction time was used to measure the efficiency of different classifiers.

3. Results and Discussion

3.1. Spectral Data Analysis

To avoid the uninformative bands existing in the NIR spectral data, the range of 1038–2475 nm was selected for modelling, and the number of spectral channels was 230. The Savitzky–Golay (SG) with a five-point filter was applied to smooth the spectra. Figure 4 shows the mean reflectance spectra of representative samples. Figure 4a shows that the spectral trends of mutton, duck, and pork are similar, but there are obvious differences in spectral reflectance because of their different chemical composition [1]. The mean spectrum of pork samples has higher values of reflection than mutton or duck samples. Figure 4b,c show that spectral reflection curves of all samples with different adulteration percentages have similar trends, and the reflectance changes with different adulteration proportions. It is clear that wavelengths around 1260, 1520, 1650, and 1840 nm have significant absorption peaks in the spectral curves of pure meat and adulterated mutton, which are related to the absorption bands of water, fat, and protein in the meat samples. In particular, three absorption peaks at 1260, 1840, and 1650 nm are mainly related to the C-H second overtone and the C-H$_2$ stretch first overtone in fat [36], and the absorption peak at 1520 nm is closely related to the N-H stretching second and first overtones in protein [37]. In addition, the range of 1700–2475 nm has a low reflectance value, because there are some absorption bands mainly caused by the combined overtones of molecular groupings such as O-H, N-H, and C-H [38].
3. Results and Discussion

3.1. Spectral Data Analysis

To fully utilise the capacity of the CNN model, the 1D spectra were normalised to the range of 0–1 and converted into a 2D spectral information matrix according to Equation (4).

\[ S = xx^T \]  

(4)

where \( x \) is the spectral vector after normalisation; \( x^T \) is the transposition matrix of \( x \); \( S \) is the matrix of a 2D spectral information matrix.

As the 2D spectral information matrixes converted from the 1D spectral data were single-channel grey images, jet colour was applied to improve the visual recognition ability of spectral information matrix features. Figure 5 shows the mean 2D spectral information matrixes of representative samples. It can be seen that the brightness in the upper left region is larger and decreases along the lower right region. Some differences could be found for different meat. Figure 5a shows that there are brightness values of 0.8–1 at (25, 25), and two brightness values of 0.4–0.6 at (50, 25) and (25, 50) in the mutton spectral information matrixes, while duck and pork samples have no obvious brightness values in the same region. Meanwhile, it can be seen from Figure 5b,c that the spectral information matrixes of adulterated mutton have similar brightness distributions, but there are still slight differences between the spectral information matrixes of samples with different proportions and different types of adulterated mutton. Based on the above differences, CNN can extract different depth features and combine different classifiers to classify different meat.

3.2. Model Establishment and Evaluation

The CNN models with different classifiers (Softmax, SVM, and ELM) and convolution kernel sizes (3 × 3, 5 × 5, and 7 × 7) based on two kinds of different spectral information were established, and the model performance was tested with two validation sets from different spectral information. Validation set 1 was the validation set corresponding to the mean spectral information of the four directions; validation set 2 was the validation set corresponding to the mean spectral information per direction. The influence of different mean spectral information, convolution kernel sizes, and classifiers on models was explored, and the optimal models were selected based on the accuracy of the validation set. The high accuracy of the validation set indicated the strong classification ability of the model. When the accuracy of validation sets was the same, the optimal models were selected according to the accuracy of the cross-validation sets, and the high accuracy of the cross-validation set indicated that the model had good stability.

Figure 4. Mean reflectance spectrum of (a) pure meat; (b) adulterated samples at different percentages with pork; (c) adulterated samples at different percentages with duck meat.
tions, but there are still slight differences between the spectral information matrixes of samples with different proportions and different types of adulterated mutton. Based on the above differences, CNN can extract different depth features and combine different classifiers to classify different meat.

3.2. Model Establishment and Evaluation

The CNN models with different classifiers (Softmax, SVM, and ELM) and convolution kernel sizes (3 × 3, 5 × 5, and 7 × 7) based on two kinds of different spectral information were established, and the model performance was tested with two validation sets from different spectral information. Validation set 1 was the validation set corresponding to the mean spectral information of the four directions; validation set 2 was the validation set corresponding to the mean spectral information per direction. The influence of different mean spectral information, convolution kernel sizes, and classifiers on models was explored, and the optimal models were selected based on the accuracy of the validation set. The high accuracy of the validation set indicated the strong classification ability of the model. When the accuracy of validation sets was the same, the optimal models were selected according to the accuracy of the cross-validation sets, and the high accuracy of the cross-validation set indicated that the model had good stability.

3.2.1. CNN-Softmax Models Establishment Based on Different Spectral Information

The results of CNN-Softmax models are shown in Figure 6. It could be found that the size of the convolution kernel had little effect on the performance of the models. When the mean spectral information per direction was used to establish the model, the accuracy of all datasets was higher than 97%. By comparing the results of validation sets, the performance of the model with the convolution kernel of 3 × 3 was slightly lower than those with the other two convolution kernels. When the sizes of the convolution kernel were set as 5 × 5 and 7 × 7, the accuracy of validation set 1 and 2 for the two models was the same. By comparing the accuracy of cross-validation sets for the two models, it could be found that the model had the highest accuracy when the size of the convolution kernel was set as 5 × 5, of which the accuracy for validation set 1, validation set 2, and the cross-validation set was 100.00%, 98.25%, and 99.56%, respectively. Similarly, it could be obtained that the accuracy of the model with the size of the convolution kernel of 5 × 5 was highest when the mean spectral information of the four directions was used for modelling, and the accuracy of validation set 1, validation set 2, and the cross-validation set was 99.12%, 91.86%, and 98.25%, respectively.

Figure 5. Two-dimensional (2D) spectral information matrixes of (a) pure meat; (b) adulterated mutton with pork in different proportions; (c) adulterated mutton with duck in different proportions.
3.2.1. CNN-Softmax Models Establishment Based on Different Spectral Information

Figure 6 shows the results of CNN-Softmax models. When the mean spectral information per direction was used for modelling, the accuracy of calibration sets and cross-validation sets for all models was 100.00%. It was found that the classification performance of the model with the $3 \times 3$ convolution kernel sizes was lowest by comparing the accuracy of validation sets, and when the sizes of the convolution kernel were set as $5 \times 5$ and $7 \times 7$, the accuracy of the cross-validation set and validation set 1 had the same results. However, it could be found that the accuracy of the model with the convolution kernel of $7 \times 7$ was highest by comparing the accuracy of validation set 2, and its accuracy of validation set 1, validation set 2, and the cross-validation set was 98.45%, 98.68%, and 100.00%, respectively. Similarly, the classification accuracy of the model with the convolution kernel size of $5 \times 5$ based on the mean spectral information of the four directions was highest, and the accuracy of validation set 1, validation set 2, and the cross-validation set was 99.12%, 90.79%, and 99.71%, respectively.

3.2.2. CNN-SVM Models Establishment Based on Different Spectral Information

Figure 7 shows the results of CNN-SVM models. When the mean spectral information per direction was used for modelling, the accuracy of calibration sets and cross-validation sets for all models was 100.00%. It was found that the classification performance of the model with the $3 \times 3$ convolution kernel sizes was lowest by comparing the accuracy of validation sets, and when the sizes of the convolution kernel were set as $5 \times 5$ and $7 \times 7$, the accuracy of the cross-validation set and validation set 1 had the same results. However, it could be found that the accuracy of the model with the convolution kernel of $7 \times 7$ was highest by comparing the accuracy of validation set 2, and its accuracy of validation set 1, validation set 2, and the cross-validation set was 98.45%, 98.68%, and 100.00%, respectively. Similarly, the classification accuracy of the model with the convolution kernel size of $5 \times 5$ based on the mean spectral information of the four directions was highest, and the accuracy of validation set 1, validation set 2, and the cross-validation set was 99.12%, 90.79%, and 99.71%, respectively.

3.2.3. CNN-ELM Models Establishment Based on Different Spectral Information

Figure 8 shows the results of CNN-ELM models. When the mean spectral information per direction was used to establish the classification model, the accuracy of all models was higher than 98.00%, and the accuracy of validation set 1 for all models was 100.00%. When
the size of the convolution kernel was set as $3 \times 3$, the model performance of validation set 2 was slightly lower than the models with the other two sizes of the convolution kernel. When the size of the convolution kernel was set as $5 \times 5$ and $7 \times 7$, the accuracies of the two validation sets for all models were the same; however, it could be found that the model had the highest accuracy when the size of the convolution kernel was set as $7 \times 7$ by comparing the accuracy of the cross-validation set, and the accuracy of validation set 1, validation set 2, and the cross validation set was 100.00%, 99.56%, and 99.93%, respectively. When modelling with the mean spectral information of the four directions, the classification accuracy was highest when the size of the convolution kernel was set as $5 \times 5$, and the accuracy of validation set 1, validation set 2, and the cross-validation set was 97.37%, 90.57%, and 100.00%, respectively.

Figure 7. Results of CNN-SVM models with different convolution kernel sizes based on mean spectral information (a) per direction and of (b) four directions.

3.2.3. CNN-ELM Models Establishment Based on Different Spectral Information

Figure 8 shows the results of CNN-ELM models. When the mean spectral information per direction was used to establish the classification model, the accuracy of all models was higher than 98.00%, and the accuracy of validation set 1 for all models was 100.00%. When the size of the convolution kernel was set as $3 \times 3$, the model performance of validation set 2 was slightly lower than the models with the other two sizes of the convolution kernel. When the size of the convolution kernel was set as $5 \times 5$ and $7 \times 7$, the accuracies of the two validation sets for all models were the same; however, it could be found that the model had the highest accuracy when the size of the convolution kernel was set as $7 \times 7$ by comparing the accuracy of the cross-validation set, and the accuracy of validation set 1, validation set 2, and the cross validation set was 100.00%, 99.56%, and 99.93%, respectively. When modelling with the mean spectral information of the four directions, the classification accuracy was highest when the size of the convolution kernel was set as $5 \times 5$, and the accuracy of validation set 1, validation set 2, and the cross-validation set was 97.37%, 90.57%, and 100.00%, respectively.

Figure 8. Results of CNN-ELM models with different convolution kernel sizes based on mean spectral information (a) per direction and of (b) four directions.

3.2.4. Comparison of the Classification Performance of CNN Models with Different Classifiers

According to the above results, the model established with the mean spectral information per direction was better than the models established with that of the four directions. When two validation sets were used to test the models established by the mean spectral information per direction and of the four directions, it could be found that the models based on the mean spectral information per direction had a higher stability and accuracy than the models based on that of the four directions, and for the same validation set, the maximum difference of accuracy could reach 7.68% for CNN-Softmax, 8.33% for CNN-SVM, and 12.06% for the CNN-ELM model. The results indicated that convolution kernel sizes had little effect on the performance of CNN models, but spectral information had great influence on that, and the models based on the mean spectral information per direction performed better than the models based on that of the four directions. This may be because different average scales have different abilities to retain key information. More effective information is contained in the mean spectra information per direction, so the model has a good effect.

To explore the influence of different classifiers on the models, the optimal models established by different classifiers based on the mean spectral information per direction were compared. The results are shown in Table 1.
Table 1. Performance of the CNN-Softmax, CNN-ELM, and CNN-SVM models based on mean spectral information per direction with the best kernel size.

| Model       | Kernel Size | Calibration Set  | Cross-Validation Set | Validation Set 1 | Validation Set 2 | Time (s) |
|-------------|-------------|------------------|----------------------|------------------|------------------|----------|
|             |             | Acc (%)          | Acc (%)              | Acc (%)          | Acc (%)          |          |
| CNN-ELM     | 7           | 100.00           | 99.93                | 100.00           | 99.56            | 0.02     |
| CNN-SVM     | 7           | 100.00           | 100.00               | 98.45            | 98.46            | 0.09     |
| CNN-Softmax | 5           | 99.63            | 99.56                | 100.00           | 98.25            | 1.89     |

Table 1 shows that the accuracy of validation sets for all models based on mean spectral information per direction with the best kernel size was higher than 98.00%. By comparing the accuracy of validation sets 1 and 2, the performance of the CNN-ELM model was better than that of the CNN-Softmax or CNN-SVM model. In order to evaluate the efficiency of the model, the prediction time for validation set 2 of models was calculated. It can be found that the prediction time of the CNN-ELM model was 0.02 s, which is much shorter than those of the other two models. This was because the parameters calculated by a single hidden layer of the CNN-ELM model were less than those calculated by the fully connected layer of the CNN-Softmax model [31]. The above results indicated that classifiers had little effect on model accuracy, but had significant influence on classification speed, and CNN-ELM was more suitable for adulterated mutton detection compared with the CNN-Softmax or CNN-SVM model.

4. Conclusions

An online NIRS system based on a photoelectric sensor was developed, which could adaptively collect the spectral information of four points in one run according to the size of the sample. Based on the mean spectral information per direction and of four directions, the CNN models with different classifiers were established to classify samples of pure mutton, pork, duck, and adulterated mutton with pork/duck. The influence of spectral information, the convolution kernel size, and the classifier on model performance was explored. The results showed that the spectral information (mean spectra information per direction and average spectra information of the four directions) had great influence on the classification performance of the model. When the models were tested with two validation sets from different spectral information of the same samples, the models based on the mean spectral information per direction had a higher stability and accuracy than the models based on that of the four directions, and the maximum difference of accuracy could reach 12.06% for the same validation set. In addition, the size of the convolution kernel (3, 5, 7) had little effect on model performance, and classifiers (Softmax, SVM, and ELM) had little effect on model accuracy, but had significant influence on classification speed. The accuracy of all datasets of the CNN-ELM model with spectral information per direction on the basis of the convolution kernel of $7 \times 7$ was all higher than 99.56%. Considering the rapidity and practicality of online detection, it could meet the fast and accurate online classification of adulterated mutton. The results provide a theoretical basis and technical support for rapid evaluation of adulteration mutton.
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