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Abstract. In this note we show finite time blow-up for a class of non-local active scalar equations on compact Riemannian manifolds. The strategy we follow was introduced by Silvestre and Vicol to deal with the one dimensional Córdoba-Córdoba-Fontelos equation and might be regarded as an instance of De Giorgi’s method.

1. Introduction

The problem of global regularity versus finite time blow up for active scalar equation with non-local velocities has received a lot of attention in recent years. In their seminal paper Córdoba, Córdoba and Fontelos introduced the following non-local equation

\[ \partial_t \theta - H \theta \cdot \theta_x = 0 \]  (1.1)

where \( H \) is the Hilbert transform (cf. [13]). The equation constitutes a one dimensional model for the two-dimensional surface quasi-geostrophic equation (SQG), as well as for the Birkhoff-Rott equations describing the evolution of vortex sheets with surface tension [3, 30]. In the aforementioned paper [13] the authors first proved the finite time blow-up of classical solutions to (1.1) for a generic class of smooth initial data. Their delicate argument relies on an integral inequality shown by means of the Mellin transform and complex analysis. Subsequent works have shown finite blow-up avoiding complex analysis techniques (cf. [22]). In particular, in [33] Silvestre and Vicol provided four elegant and simple proofs of the blow-up phenomena.

Another model including dissipative effects to the equation (1.1) is

\[ \partial_t \theta - H \theta \cdot \theta_x + \kappa \Lambda^\gamma \theta = 0, \]  (1.2)

where \( \kappa \geq 0, \gamma \in (0, 2] \) are fixed parameters and \( \Lambda^\gamma = (-\Delta)^{\gamma/2} \) is the fractional Laplacian. In [13], the authors also obtained global well posedness for positive \( H^2 \) data in the subcritical case \( \gamma > 1 \) and for small initial data in the critical case \( \gamma = 1 \). Later, the global regularity in the critical case was shown in [16] for arbitrary initial data in Sobolev spaces by adapting the method of continuity in [24]. In [27], finite time singularities of smooth solutions was shown in the range \( 0 < \gamma < \frac{1}{2} \). For the
intermediate case, \( \frac{1}{2} \leq \gamma < 1 \), whether solutions may blow up in finite time is an intriguing open problem.

Higher dimensional analogues of equation (1.2) have also been studied extensively. In [28], the authors studied the following non-local equation given by

\[
\begin{aligned}
&\partial_t \theta + u \cdot \nabla \theta + \kappa \Lambda^\gamma \theta = 0, & \text{on } \mathbb{R}^2 \times (0, \infty) \\
&\theta(x, 0) = \theta_0(x), & \text{in } \mathbb{R}^2
\end{aligned}
\]

(1.3)

where the velocity \( u \) is defined by

\[
u = \mathcal{Q}_\beta \Lambda^{-1} \nabla \theta
\]

with

\[
\mathcal{Q}_\beta = \begin{pmatrix} \cos \beta & -\sin \beta \\ \sin \beta & \cos \beta \end{pmatrix}, \quad \beta \in [0, 2\pi).
\]

If \( \beta = \pi/2, 3\pi/2 \), we recover the SQG equation (where the velocity field is incompressible). This equation was derived to model frontogenesis in meteorology, a formation of sharp fronts between masses of hot and cold air. It is an important example of 2D active scalars and in the context of geophysical fluid dynamics, the variable \( \theta \) denotes the temperature (or surface buoyancy function) in a rapidly rotating stratified fluid with uniform potential vorticity [20, 31]. We refer the reader to [11, 21, 22, 24, 32] for more details both from the theoretical and numerical point of view.

For \( \beta \in [0, 2\pi) \setminus \{\pi/2, 3\pi/2\} \) and \( \kappa = 0 \), Dong and Li showed in [17] the blow up of smooth radial solutions, while Balodis and Córdoba [4] proved that finite time blow up occurs when \( \beta = 0 \) or \( \pi \) without the radial restriction. Their proof, based on an integral inequality for the Riesz transform, applies also for higher dimensions \( n \geq 2 \). Later, under similar assumptions, finite time singularity formation was obtained in [28] in the supercritical range \( 0 < \gamma < \frac{1}{2} \).

This short note originated while the authors studied the possibility of finite time blow-up of smooth solutions for the following nonlinear and non-local active scalar equation on compact Riemannian manifolds \((M, g)\)

\[
\begin{aligned}
&\partial_t \theta + u \cdot \nabla_g \theta = 0, & \text{on } M \times (0, \infty) \\
&\theta(x, 0) = \theta_0(x), & \text{in } M
\end{aligned}
\]

(1.4)

where \( \theta(x, t) \) is a transported scalar-valued function, \( u \) is the velocity field determined by the constitutive relation

\[
u = \nabla_g \Lambda^{-1} \theta
\]

(1.5)

and \( \Lambda_g = (-\Delta_g)^{\frac{\gamma}{2}} \) denotes the fractional Laplace-Beltrami operator. The authors interest in this type of blow up scenario, in the particular case \( M = \mathbb{S}^2 \), came naturally by analogy with the global existence of classical solutions to the critical SQG equation on the sphere (cf. [1, 2]). At the time, the authors unsuccessfullly tried to extend the work of Balodis and Córdoba on the relevant non-local nonlinear inequality using a (spherical) harmonic analysis approach. Quite surprisingly the ideas of [33]
can be adapted to general Riemannian manifolds. The proof works by
contradiction, using De Giorgi’s iteration scheme to derive a decay for
the \( L^\infty \) norm of the active scalar. This decay implies that the solution
must develop a singularity in finite time.

We can now state a first result in this direction, namely:

**Theorem 1.1.** There are smooth initial conditions \( \theta_0(x) \in L^1(M) \cap L^\infty(M) \) for which (1.4)-(1.5) blows up in finite time.

It should be noted that even in the two dimensional torus Theorem
1.1 provides a new result that seems to be out of reach using the classi-
cal Córdoba, Córdoba, Fontelos inequalities first proved in [13] nor can
one argue radially as in the full euclidean space [17, 28]. Furthermore,
any perturbation of the metric might affect the subtle non-local inte-
gral inequalities involved. This leaves open the question whether the results
regarding the finite time blow-up of the dissipative equation analogous
to (1.2) can be extended to this setting (even in the range \( 0 < \gamma < \frac{1}{2} \)).

Before stating the main result, which is stronger than Theorem
1.1, let us digress and introduce the so-called interpolating models between the
two dimensional Euler equation and the singular surface quasi-geos-
trrophic equation and their dissipative analogues. These had already been exten-
sively studied in the literature, namely

\[
\begin{align*}
\begin{cases}
\partial_t \theta + u \cdot \nabla \theta + \kappa \Lambda^\alpha \theta = 0, & \text{on } \mathbb{R}^2 \times (0, \infty) \\
\theta(x,0) = \theta_0(x), & \text{in } \mathbb{R}^2
\end{cases}
\end{align*}
\]  

(1.6)

where the velocity \( u \) reads

\[
u = \Lambda^{-1+\alpha} \nabla \theta
\]  

(1.7)

for \(-1 \leq \alpha \leq 1\) (cf. [17, 18, 6, 9, 29]). We refer the reader to the
aforementioned papers and their references therein for a more extended
analysis in this area.

This suggest considering the following interpolating nonlinear and non-
local active scalar equation on compact Riemannian manifolds \( (M, g) \)

\[
\begin{align*}
\begin{cases}
\partial_t \theta + u \cdot \nabla_g \theta = 0, & \text{on } M \times (0, \infty) \\
\theta(x,0) = \theta_0(x), & \text{in } M
\end{cases}
\end{align*}
\]  

(1.8)

where \( \theta(x, t) \) is a scalar-valued function and \( u \) is the velocity field deter-
mined by the constitutive relation

\[
u = \nabla_g \Lambda_g^{-1+\alpha} \theta, \text{ with } \alpha \in (-1, 1).
\]  

(1.9)

The range of \( \alpha \) interpolates in one dimension between the one-dimensional
version of the 2D Euler vorticity equation, corresponding \( \alpha = -1 \), and
the Hamilton-Jacobi equation, for \( \alpha = 1 \).

Finally, let us state the main result:

**Theorem 1.2.** There is no classical global solution to (1.8)-(1.9) for any
positive smooth integrable initial datum with \( \| \theta_0 \|_\infty = 1 \) and small enough
norm \( \theta_0(x) \) in \( L^1(M) \).
In fact, the proof will provide that for any positive smooth integrable datum \( \theta_0 \) with small enough norm (depending on \( \|\theta_0\|_\infty \)) there is no classical global solution.

Notice that Theorem 1.1 is a consequence of this result for \( \alpha = 0 \). As in [33], we implicitly use a Virial type identity yielding a dissipative term which can be used to implement De Giorgi’s technique. In our setting though the relevant interpolation inequality contains an extra term and is not scale invariant (cf. Lemma 2.4). Moreover, as the metric is fixed we are not allowed to use scaling arguments. To go around this difficulty we keep track of the time dependence in the Giorgi’s nonlinear inequality. This is ultimately responsible for the restrictions in the statement. Let us notice that the original argument applies verbatim to the euclidean space \( \mathbb{R}^n \).

The manuscript is organized as follows. In Section 2 we present some basic preliminary observations and show an interpolation inequality on compact manifolds. We also fix the notations we will employ. Section 3 contains the proof of the main result. For the sake of completeness, in Appendix A, we provide the proof of the local well-posedness of the system (1.4)-(1.5) in the Sobolev spaces defined below.

2. Preliminary observations and interpolating inequality

Let us introduce some notation first, if we denote the metric on \( M \) by

\[
g = \sum_{j,k} g_{jk}(x) dx_j dx_k
\]

recall that the Laplace-Beltrami operator associated with it is given by

\[
\Delta_g = \frac{1}{\sqrt{|g|}} \sum_{j,k} \frac{\partial}{\partial x_j} \left( \sqrt{|g|} g^{jk} \frac{\partial}{\partial x_k} \right)
\]

where \((g^{jk}) = (g_{jk})^{-1}\) and \(dx\) denotes the associated volume form as usual. Then the eigenvalues of \(-\Delta_g\) are non-negative, numerable and one can find a basis given by the corresponding eigen-functions \(\{\phi_k\}\). The fractional powers \(\Lambda^\alpha_g\) of \(-\Delta_g\), \(0 \leq \alpha \leq 2\) can be described spectrally as the linear operator that satisfies \(\Lambda^\alpha_g \phi_k = \lambda_k^\alpha \phi_k\) for any \(k\). We will also denote by \(\nabla_g : C^\infty \rightarrow \Gamma_{C^\infty}(TM)\) the gradient operator where \(TM\) is the tangent bundle and the divergence operator by \(\text{div}_g : \Gamma_{C^\infty}(TM) \rightarrow C^\infty(M)\). Let us recall that in local coordinates the expressions for the gradient and the divergence operator are

\[
\nabla_g f = \sum_{j,k} g^{jk} \frac{\partial f}{\partial x_j} \frac{\partial}{\partial x_k} \quad \text{and} \quad \text{div}_g X = \frac{1}{\sqrt{|g|}} \sum_{j,k} \frac{\partial}{\partial x_j} \left( \sqrt{|g|} X^j \right),
\]

respectively. It is clear that \(\Delta_g = \text{div}_g \circ \nabla_g\). We want to emphasize that this are local operators.

\[1\]During the peer review process of this article, a new preprint [25] showed (as indicated above) that indeed Theorem 1.2 also holds in the euclidean space \( \mathbb{R}^n \).
For $1 \leq p < \infty$ we denote by $L^p(M)$ the standard Lebesgue space and by $L^\infty(M)$ the space of essentially bounded functions. We also denote by $\langle f, g \rangle$ the inner $L^2$ product of $f, g$ on the manifold. The notation $a \lesssim b$ means there exists $C$ such that $a \leq Cb$, where $C$ is a positive universal constant that may depend on fixed parameters, constant quantities, and the manifold itself. Note also that this constant might differ from line to line.

Recall that it is well known that the Laplace-Beltrami operator on compact manifolds has a discrete set $\phi_k$ of normalized eigen-functions, i.e.

$$-\Delta_g \phi_k = \lambda_k^2 \phi_k \text{ with } \| \phi_k \|_{L^2} = 1$$

where the eigenvalues $0 = \lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots$ tend to infinity. We define the homogeneous Sobolev spaces $\dot{H}^s(M)$ for $s \in \mathbb{R}$ spectrally by

$$\dot{H}^s(M) = \{ f \in L^2(M) : \sum_{k=0}^{\infty} \lambda_k^{2s} a_k^2 < \infty \} \quad (2.1)$$

where $a_k = \langle f, \phi_k \rangle = \int_M f(x) \phi_k(x) \, d\text{vol}_g(x)$.

The full space $H^s$ would correspond to the same adding the zero term $\| f \|_{L^2}$ which is killed as the eigenvalue of constant eigen-functions vanishes.

With this notation at hand let us briefly recall some well-known observations regarding the transport active scalar equations (1.4). We first state the $L^\infty$ maximum principle and the pointwise inequality for the fractional Laplace-Beltrami operator

**Lemma 2.1. (Maximum principle)** Let $\theta$ be a classical solution of (1.4). Then the supremum and the infimum of $\theta$ are not increasing in time and the following estimate holds

$$\| \theta(\cdot, t) \|_{L^\infty} = \| \theta_0 \|_{L^\infty}, \text{ for } t > 0. \quad (2.2)$$

The equation is a transport equation for a continuous velocity provided $\theta$ is smooth enough. This shows that the flow-map diffeomorphism it induces will not be able to reduce the maximum of $\theta$. Another useful observation is

**Lemma 2.2. (Córdoba-Córdoba pointwise inequality)** Given $\alpha \in (0,2]$ and a convex function $\phi \in C^1(\mathbb{R})$ the following pointwise inequality holds

$$\Lambda^\alpha_g(\phi(f))(x) \leq \phi'(f(x)) \cdot \Lambda^\alpha_g f(x) \quad (2.3)$$

for any $f \in C^\infty(M)$.

It appeared originally in [12] in the flat context. In that case a computation using Fourier analysis and an ingenious identity on the integrands provide a proof. In the general context of compact manifolds this was proved later in [14] where we refer for a complete proof.

The following lemma deals with an interpolating inequality on compact manifolds
Lemma 2.3. Let \((M, g)\) be a compact manifold and \(f : M \to \mathbb{R}\) be a smooth function. Then the following inequality holds true
\[
\|f\|_{L^2} \lesssim \|f\|_{L^1}^{\frac{1}{2n+\alpha}} \|f\|_{H^{\frac{1}{2}+\alpha}}^{\frac{2n-1}{2n+\alpha}} + \|f\|_{L^1}
\] (2.4)
for any \(\alpha \in (-1, 1)\).

Proof. We will use the Sobolev spaces defined in (2.1). On the one hand we have that
\[
\|f\|_{L^2}^2 = \sum_{k=0}^{\infty} |a_k|^2 = \sum_{\lambda_k \leq R} |a_k|^2 + \sum_{\lambda_k > R} |a_k|^2.
\]
One can estimate the first term using Weyl’s law
\[
N(R) = |\{k : \lambda_k \leq R\}| = \frac{\omega_n \text{vol}_g(M)}{(2\pi)^n} R^n + O(R^{n-1}),
\]
 cf. [8, 34], we have that
\[
\sum_{\lambda_k \leq R} |a_k|^2 \leq C(n, M) R^n \sup_{\lambda_k \leq R} |a_k|^2
\]
and hence
\[
\|f\|_{L^2}^2 \lesssim |a_0|^2 + R^n \sup_{\lambda_k \leq R} |a_k|^2 + \frac{1}{R^{1+\alpha}} \sum_{\lambda_k > R} |a_k|^2 \lambda_k^{1+\alpha}.
\]
Invoking Hörmander’s bound
\[
\|\phi_k\|_{L^\infty} \leq C(M, g) \lambda_k^{\frac{n-1}{2}},
\]
 cf. [19], and using the Sobolev spaces spectral definition (2.1) we infer
\[
\|f\|_{L^2}^2 \lesssim |a_0|^2 + R^n \sup_{\lambda_k \leq R} \left(\|f\|_{L^1} \lambda_k^{\frac{n-1}{2}}\right)^2 + \frac{1}{R^{1+\alpha}} \|f\|_{H^{\frac{1}{2}+\alpha}}^2
\lesssim \|f\|_{L^1}^2 + R^{2n-1} \|f\|_{L^1}^2 + \frac{1}{R^{1+\alpha}} \|f\|_{H^{\frac{1}{2}+\alpha}}^2
\]
Picking \(R = \left(\frac{\|f\|_{H^{\frac{1}{2}}}^2}{\|f\|_{L^1}}\right)^{\frac{2}{n+\alpha}}\) and taking square roots the desired inequality (2.4) follows. \(\square\)

Remark 2.4. In the case of the flat torus \(M = \mathbb{T}^n\) the proof adapts yielding
\[
\|f\|_{L^2} \lesssim \|f\|_{H^{\frac{1}{2}+\alpha}} \left\|f\right\|_{L^1}^{\frac{1}{2n+\alpha}} + \|f\|_{L^1}
\]
which has the correct scaling.
3. Proof of Theorem 1.2

The proof follows closely the strategy in [33] based on reminiscent ideas of De Giorgi’s iterative scheme.

We will assume that \( \theta \) is a positive global classical solution to (1.8) and reach a contradiction. Recall that the first assumption follows easily from the maximum principle (2.1) since \( \theta_0 > 0 \). To implement De Giorgi’s method, let us define the truncation levels

\[ \ell_k = K(1 - 2^{-k}) \]

where \( K \) a positive constant that will be chosen later and the truncated functions \( \theta_k = (\theta - \ell_k)^+ = \max\{0, \theta - \ell_k\} \). Since \( \theta \) solves (1.8), the truncated function \( \theta_k \) solves

\[ \partial_t \theta_k + u \cdot \nabla \theta_k = 0. \quad (3.1) \]

Integrating (3.1) in space and using integration by parts we have that

\[ \partial_t \left( \int_M \theta_k \, d\text{vol}_g(x) \right) = - \int_M \Lambda_g^{1+\alpha} \theta_k \, d\text{vol}_g(x). \]

Invoking the Córdoba-Córdoba pointwise inequality (2.3) for the convex function \( \phi_k(x) = \max\{0, x - \ell_k\} \), notice \( \phi_k(\theta) = \theta_k \), by definition, and the identity \( \phi_k(x) = 1_{\{x > \ell_k\}} \) we infer that

\[ -\Lambda_g^{1+\alpha} \theta_k = -\phi_k'(\theta) \Lambda_g^{1+\alpha} \theta_k \leq -\Lambda_g^{1+\alpha}(\phi_k(\theta))\theta_k = -\Lambda_g^{1+\alpha} \theta_k \theta_k, \]

and hence

\[ \partial_t \left( \int_M \theta_k \, d\text{vol}_g(x) \right) \leq -\|\theta_k\|_{H^{\frac{1}{2+\alpha}}_g}^2. \quad (3.2) \]

Let \( t_* > 0 \) be fixed (to be specified later in the proof), and consider the increasing sequence of times \( t_k \) for every \( k \geq 0 \) converging to \( t_* \) as \( k \to \infty \), i.e. \( 0 = t_0 < t_1 < t_2 < \cdots < t_* \). For each \( k \geq 1 \), we will construct a sequence such that \( t_k \in (t_*(1 - 2^{-k+1}), t_*(1 - 2^{-k})) \) and define the energy quantity

\[ E_k = \int_M \theta_k(x, t_k) \, d\text{vol}_g(x). \]

Let us construct the sequence now. Dropping the negative term on right hand side in equation (3.2) and integrating in the time interval \([t_k, t_{k+1}]\) we have that

\[ \int_M \theta_k(x, t_{k+1}) \, d\text{vol}_g(x) \leq \int_M \theta_k(x, t_k) \, d\text{vol}_g(x). \quad (3.3) \]

Let us define \( T_k = t_*(1 - 2^{-k}) \) which will help us in the construction. Integrating equation (3.2) between \( T_k \) and \( t_*(1 - 2^{-k-1}) \) yields

\[ \int_M \theta_k(x, t^*(1 - 2^{-k-1})) \, d\text{vol}_g(x) + \int_{T_k}^{t^*(1 - 2^{-k-1})} \|\theta_k\|_{H^{\frac{1}{2+\alpha}}_g}^2 \, dt \leq \int_M \theta_k(x, T_k) \, d\text{vol}_g(x). \quad (3.4) \]

An application of the mean value theorem shows the existence of

\[ t_{k+1} \in (T_k, T_{k+1}) = (t_*(1 - 2^{-k}), t_*(1 - 2^{-k-1})). \]
such that
\[
\|\theta_k(x, t_{k+1})\|_{H^{1+\alpha}}^2 \leq \frac{1}{(t_*(1 - 2^{-k-1}) - T_k)} \int_M \theta_k(x, T_k) \, dvol_g(x) \\
\leq \frac{2^{k+1}}{t_*} \int_M \theta_k(x, t_k) \, dvol_g(x) \\
\leq \frac{2^{k+1}}{t_*} \int_M \theta_k(x, t_k) \, dvol_g(x) =: \frac{2^{k+1}}{t_*} E_k,
\]
where we have used that, by construction, \( t_k < T_k \) and the decreasing behaviour of the \( L^1 \) norm. This concludes the construction of a sequence \( t_k \) converging to the given \( t_* \), as claimed.

Let us move and prove the relevant De Giorgi’s nonlinear type inequality for the energy \( E_k \). Using that the level sets increase one can show
\[
\theta_{k+1}(x, t_{k+1}) \leq \theta_k(x, t_{k+1}) \mathbb{1}_{\{x : \theta_{k+1}(x, t_{k+1}) > 0\}}
\]
and, by a straightforward computation, that
\[
\mathbb{1}_{\{x : \theta_{k+1}(x, t_{k+1}) > 0\}} \leq \frac{2^{k+1}}{K} \theta_k(x, t_{k+1}).
\]
Therefore, using (3.6)-(3.7)
\[
\int_M \theta_{k+1}(x, t_{k+1}) \, dvol_g(x) \leq \int_M \theta_k(x, t_{k+1}) \mathbb{1}_{\{x : \theta_{k+1}(x, t_{k+1}) > 0\}} \, dvol_g(x) \\
\leq \frac{2^{k+1}}{K} \int_M \theta_k^2(x, t_{k+1}) \, dvol_g(x) \\
\leq C \frac{2^{k+1}}{K} \left( \|\theta_k(\cdot, t_{k+1})\|_{L^1}^{2(1+\alpha)} \|\theta_k(\cdot, t_{k+1})\|_{L^{1+\alpha}}^{2(2n-1)} + \|\theta_k(\cdot, t_{k+1})\|_{L^1}^{2} \right)
\]
where in the last step we have invoke the interpolation inequality (2.4). Estimate (3.3) and (3.5) imply that
\[
E_{k+1} \leq C \frac{2^{(k+1)(1+\gamma)}}{K t_*^\gamma} E_k^\beta + \frac{2^{k+1}}{K} E_k^2
\]
with \( \beta = \frac{2n+2\alpha+1}{2n+\alpha} > 1 \) and \( \gamma = \frac{2n-1}{2n+\alpha} \). Our goal now will be to prove (by induction) that the sequence \( E_k \) converges to zero when \( k \) tends to infinity.

To that end, we first impose a smallness condition on \( E_0 \), namely
\[
E_0^{2-\gamma} \leq t_*^{-\gamma}
\]
and choose
\[
K = \frac{C'}{t_*^\gamma}
\]
with \( C' > 1 \). Let us introduce the induction hypothesis we will use, namely
\[
E_k \leq t_*^{-\gamma/(2-\gamma)} \text{ and } E_{k+1} \leq C \frac{2^{(k+1)(1+\gamma)}}{C' E_k^\beta}.
\]
For $k = 0$, the induction hypothesis is satisfied. Indeed, we have that
\[ E_0 \leq t_*^{-(2-\gamma)} \] and \[ E_1 \leq C \frac{2^{1+\gamma}}{C'} E_0^\beta \]
where we have used the smallness condition on $E_0$, the fact that $K = \frac{C'}{t_*}$ and the recurrence relation (3.8).

We are now ready to provide the induction step, that is, that (3.9) yields
\[ E_{k+1} \leq t_*^{-\gamma/(2-\gamma)} \] and \[ E_{k+2} \leq C \frac{2^{(k+2)(1+\gamma)}}{C'} E_{k+1}^\beta. \]

To check the first condition we shall prove an intermediate stronger statement. Namely that if $E_0 = \epsilon$ for a small enough $\epsilon = \epsilon(\beta, C, C')$ then the nonlinear inequality in (3.9) implies that $E_{k+1} \leq \epsilon^{(1-\eta)\beta^{k+1}}$ for some $\epsilon < 1$ and small enough $\eta = \eta(\beta) > 0$.

Indeed, using the right hand side in (3.9) and denoting by $\tilde{C} = \frac{C}{C'}$ it is easy to infer that
\[ E_{k+1} \leq \tilde{C}^2 (k+1)(1+\gamma) E_k^\beta \]
\[ \leq \tilde{C}^2 (k+1)(1+\gamma) \left( \tilde{C}^2 (1+\gamma) E_{k-1}^\beta \right)^\beta \]
\[ = \tilde{C}^{1+\beta} 2^{(1+\gamma)((k+1)+\beta k)} E_{k-1}^{\beta^2} \]
where we have used the equation from the previous step in the parenthesis. Proceeding by complete induction this implies
\[ E_{k+1} \leq \tilde{C}^{1+\beta+\ldots+\beta^k} 2^{(1+\gamma)((k+1)+\beta k+\ldots+\beta^k)} E_0^{\beta^{k+1}} \]

Noticing that the bound
\[ \sum_{j=1}^{k+1} j \beta^{k+1-j} \leq \beta^k \sum_{j=0}^{\infty} \frac{j}{\beta^j} = \frac{\beta^{k+1}}{(\beta - 1)^2} \]
holds for $\beta > 1$ we conclude that
\[ E_{k+1} \leq \tilde{C}^{\beta^{k+1}} 2^{\frac{\beta^{k+1}}{\beta - 1}} E_0^{\beta^{k+1}}. \] (3.10)

Changing the constant by a larger constant $C'' = C''(\tilde{C}, \beta, 2) > 1$ this can be rewritten as
\[ E_{k+1} \leq (C'' \epsilon)^{\beta^{k+1}} \leq \epsilon^{(1-\eta)\beta^{k+1}} \]

taking $\epsilon = \epsilon(\beta, C, C')$ such that $C'' < e^{-\eta}$. We will choose $\eta > 0$ small enough so that $(1-\eta)\beta > 1$. In particular, this shows that under the smallness hypothesis $E_0 = \epsilon \leq t_*^{-\gamma/(2-\gamma)}$, implies
\[ E_{k+1} \leq \epsilon^{(1-\eta)\beta^{k+1}} \leq \epsilon^{(1-\eta)\beta} \leq \epsilon = E_0 \leq t_*^{-\gamma/(2-\gamma)} \]
which proves the first part of the inductive hypothesis; the second one follows immediately this and equation (3.8). This provides the induction
step and concludes the proof that $E_k$ tends to zero as $k$ grows. As a consequence, recalling the definition of $E_k$,

$$E_k = \int_M \theta_k(x, t_k) \, dv_\gamma(x),$$

we have shown that

$$\|\theta(\cdot, t_\star)\|_{L^\infty} = \sup_{x \in M} \theta(x, t_\star) \leq \frac{C'}{t_\star^\gamma}. \quad (3.11)$$

Summarizing for any smooth positive initial profile $\theta_0$ satisfying the smallness assumption

$$\|\theta_0\|_{L^1} := \epsilon(\beta, C, C') \leq t_\star^{-\gamma/(2-\gamma)}$$

and $\|\theta_0\|_{L^\infty} = 1$, the $L^\infty$ decay in (3.11) provides a contradiction for times $t_\star = \max\{C', \epsilon^{-1}\}^2$ for $\epsilon = \epsilon(\beta, C, C')$ as classical solutions to (1.8) would make $\max \theta(\cdot, t) = 1$ for all $t > 0$.

Notice that this choices are quite arbitrary as, for example, a contradiction is also reached if we choose $t_\star = 1, C' = \frac{1}{2}\|\theta_0\|_{L^\infty}$ and $\epsilon$ small enough. This proves our remark after the statement in the introduction.

**Appendix A. Local well-posedness in Sobolev spaces**

In this section, for the reader’s convenience, we will sketch the local well-posedness theory in the manifold setting. The reason why we only sketch it is that in the case of manifolds there are difficulties inherent to the setting as we will emphasize below. The main reason is that the usual commutators have to be adapted as the objects involved, such as the gradient, can not be understood componentwise globally. Nevertheless, the proof we sketch is complete in the case of $n$-dimensional tori and we also hint on the changes one should perform to obtain local well-posedness in large Sobolev spaces.

In particular, we will sketch the proof that the system (1.4) in $H^s(M)$ for $s > 1 + \frac{n}{2}$ is wellposed. To prove the analogous local well-posedness result for the generalized active scalar equation (1.8) in the range $-1 < \alpha < 0$ one can mimick the same arguments we will provide below. However, the range $0 < \alpha < 1$ poses extra difficulties due to the more singular velocity field $u$.

The authors in [7] rewrote the nonlinear term in the form of a commutator to explore the extra cancellation providing the well-posedness of the system, which allowed them to deal with the singular scenario in the particular cases of $\mathbb{R}^n$ or $\mathbb{T}^n$. Sharper results in terms of the Sobolev exponent where obtained later using finer analysis of the commutator estimate (see [26]). Whether those delicate commutator estimates can be adapted to the compact manifold setting is however out of the scope of this paper and might be of independent interest.
After this brief introduction let us provide the proof of local in time existence of solution in Sobolev spaces of system (1.4). The strategy is classical and relies on a deriving adequate a priori energy estimates, see [37] for well-posedness results of general hyperbolic systems in Riemannian manifolds. The regularized system is given by

\[
\begin{aligned}
\partial_t \theta + \mathcal{J}(\mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta) = 0, & \quad \text{on } M \times (0, \infty) \\
u = \nabla_g \Lambda_g^{-1} \theta & \\
\theta(x, 0) = \mathcal{J}_\theta(x), & \quad \text{in } M
\end{aligned}
\]

where \( \mathcal{J} = e^{\epsilon \Delta_g} \) is the Friederichs mollifier.

The first step is to obtain local in time estimates of \( \theta \in H^s(M) \) which are independent of \( \epsilon \) and imply the existence of an uniform (in \( \epsilon \)) time of existence. Finally, by compactness pass to the limit.

We begin estimating the \( L^2 \) norm. Taking the inner \( L^2 \) product and integrating by parts we have that

\[
\frac{1}{2} \frac{d}{dt} \| \theta \|^2_{L^2} = -\frac{1}{2} \langle \mathcal{J}_u \nabla_g \mathcal{J}_\theta, |\mathcal{J}_\theta|^2 \rangle + \frac{1}{2} \langle [\nabla_g, \mathcal{J}] u, |\mathcal{J}_\theta|^2 \rangle
\]

where we have used the fact that the principal symbol of \( \nabla_g \mathcal{J} \) is the Friedrichs mollifier.

To derive the higher-order Sobolev \( H^s \) norms, recall the notation \( \Lambda_g = (-\Delta_g)^{s/2} \) and \( \| f \|_{H^s} = \| \Lambda_g^s f \|_{L^2} \). Then we have that

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda_g^s \theta \|^2_{L^2} = -\langle \Lambda_g^s \mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta, \Lambda_g^s \theta \rangle = I_1 + I_2
\]

where

\[
I_1 = \langle [\Lambda_g^s, \mathcal{J}] (\mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta), \Lambda_g^s \theta \rangle
\]

and

\[
I_2 = \langle \Lambda_g^s (\mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta), \mathcal{J}_u \Lambda_g^s \theta \rangle.
\]

Since the principal symbol of the commutator \( [\Lambda^s, \mathcal{J}] \in OPS_{1,0}^{s-1} \) (cf. [36, 37]), and the fact that \( H^{s-1} \) is an algebra for \( s > \frac{n}{2} + 1 \), we infer that

\[
|I_1| \lesssim \| \mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta \|_{H^{s-1}} \| \Lambda_g^s \theta \|^2_{L^2}
\]

\[
\lesssim \| \mathcal{J}_u \|_{H^{s-1}} \| \nabla_g \mathcal{J}_\theta \|_{H^{s-1}} \| \Lambda_g^s \theta \|^2_{L^2}
\]

\[
\lesssim \| \theta \|^2_{H^s}
\]

Rearranging the latter term we have that

\[
I_2 = \langle \Lambda_g^s (\mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta), [\mathcal{J}, \Lambda_g^s] \theta \rangle + \langle \Lambda_g^s (\mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta), \mathcal{J}_\Lambda_g^s \mathcal{J}_\theta \rangle
\]

\[
= \langle \Lambda_g^{s-1} (\mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta), \Lambda_g [\mathcal{J}, \Lambda_g^s] \theta \rangle + \langle \Lambda_g^s (\mathcal{J}_u \cdot \nabla_g \mathcal{J}_\theta), \mathcal{J}_u \Lambda_g^s \mathcal{J}_\theta \rangle
\]

\[
= I_{21} + I_{22}
\]

In a similar way as for the term \( I_1 \) we have that

\[
|I_{21}| \lesssim \| \theta \|^2_{H^s}
\]
To bound \( I_{22} \) we notice that
\[
I_{22} = \langle \mathcal{J} u_c \cdot \nabla_g \Lambda_g^s \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle + \langle [\Lambda^s, \mathcal{J} u_c \cdot \nabla_g] \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle
\]

\[
= \frac{1}{2} \langle \mathcal{J} u_c \cdot \nabla_g (|\Lambda_g^s \mathcal{J}_\theta c|^2) \rangle + \langle [\Lambda^s, \mathcal{J} u_c \cdot \nabla_g] \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle
\]

\[
\lesssim \| u_c \|_{H^{s+1}} \| \Lambda_g^s \mathcal{J}_\theta c \|_{L^2}^2 + \langle [\Lambda^s, \mathcal{J} u_c \cdot \nabla_g] \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle
\]

where we have used integration by parts and the same bounds as in the \( L^2 \) estimate (A.2). To conclude, we need to bound the last term (which is the most singular). The following algebraic identity\(^2\)

\[
[\Lambda^s, G \cdot \nabla]F = [\Lambda^s_g, G] \nabla_g F + G[\Lambda^s_g, \nabla_g]F
\]

(A.3)

with \( F = \mathcal{J}_\theta c \) and \( G = \mathcal{J} u_c \) implies that it equals

\[
\langle [\Lambda^s_g, \mathcal{J} u_c] \nabla_g \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle + \langle \mathcal{J} u_c \cdot [\Lambda^s_g, \nabla_g] \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle.
\]

(A.4)

The latter term is a lower order term (since \([\Lambda^s_g, \nabla_g] \in OPS^{-1}_{1,0}\)) and can be bounded easily by

\[
\langle \mathcal{J} u_c \cdot [\Lambda^s, \nabla_g] \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle \lesssim \| u_c \|_{H^s} \| \Lambda_g^s \mathcal{J}_\theta c \|_{L^2}^2
\]

for \( s > \frac{n}{2} \). To bound the first term in (A.4) we make use of the following Kato-Ponce commutator estimate (cf. §3.6 in [36])

\[
\| \Lambda_g^s(fg) - f \Lambda_g^s g \|_{L^2} \lesssim \| f \|_{C^1} \| g \|_{H^{s-1}} + \| f \|_{H^s} \| g \|_{L^\infty}.
\]

(A.5)

Kato-Ponce inequality together with the Sobolev embeddings \( H^s(M) \hookrightarrow C^1(M), \ s > 1 + \frac{n}{2}, \) and \( H^{\infty}(M) \hookrightarrow L^\infty(M), \ s > \frac{n}{2}, \) respectively, yields

\[
\| [\Lambda_g^s, f]g \|_{L^2} \lesssim \| f \|_{H^s} \| g \|_{H^{s-1}}.
\]

Using this for the choices \( f = \mathcal{J} u_c \) and \( g = \nabla_g \mathcal{J}_\theta c \) we have that

\[
\langle [\Lambda_g^s, \mathcal{J} u_c] \nabla_g \mathcal{J}_\theta c, \Lambda_g^s \mathcal{J}_\theta c \rangle \lesssim \| u_c \|_{H^s} \| \theta_c \|_{H^s}^2.
\]

Therefore, collecting the \( L^2 \) estimates and \( \dot{H}^s \) estimates we have shown that

\[
\frac{1}{2} \frac{d}{dt} \| \theta_c \|_{H^s}^2 \lesssim \| u_c \|_{H^s} \| \theta_c \|_{H^s}^2
\]

(A.6)

for any \( s > \frac{n}{2} + 1 \). Moreover, since \( u_c = \nabla_g \Lambda_g^{-1} \theta_c \) and the principal symbol of the operator is in \( OPS^0_{1,0} \), we have that \( \| u_c \|_{H^s} \lesssim \| \theta_c \|_{H^s} \) and hence

\[
\frac{1}{2} \frac{d}{dt} \| \theta_c \|_{H^s}^2 \lesssim \| \theta_c \|_{H^s}^3.
\]

(A.7)

which gives the explicit time interval existence of the solution

\[
\| \theta_c \|_{H^s} \leq \frac{\| \theta_{0,c} \|_{H^s}}{(1 - C t \| \theta_{0,c} \|_{H^s})}
\]

which immediately provides a uniform bound for \( t \in [0, c \| \theta_0 \|_{H^s}^{-1}] \) for some small \( c > 0 \) and \( \epsilon \) small enough.

\(^2\)This identity, although true for the \( n \)-dimensional tori does not make sense in general as it would involve a fractional Laplace-Beltrami operator of a vector field, which is not defined here. The same applies later to the application of Kato-Ponce commutator estimate. Nevertheless, if one is willing to work with even \( s \) using local coordinate charts it can be handled through a rather tedious but elementary argument.
As we mentioned in the introduction, to conclude the proof one can apply standard techniques (cf. §17 of [37]) to obtain a solution \( \theta(t) \in C([0, T), H^s(M)) \) for initial data \( \theta_0 \in H^s(M) \) with \( s > 1 + \frac{n}{2} \). The same estimates above can be used to provide the uniqueness of local solutions.
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