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Abstract

We study the notions of mild solution and generalized solution to a linear stochastic partial differential equation driven by a pure jump symmetric Lévy white noise. We identify conditions for existence for these two kinds of solutions, and we identify conditions under which they are essentially equivalent. We establish a necessary condition for the existence of a random field solution to a linear SPDE, and we apply this result to the linear stochastic heat, wave and Poisson equations driven by a symmetric $\alpha$-stable noise.

1 Introduction

In this article, we consider a linear stochastic partial differential equation of the form

\[ Lu = X, \]

where $L$ is a partial differential operator and $X$ is a symmetric pure jump Lévy white noise. We study two different notions of solution to (1.1). On the one hand, from the random field approach to SPDEs, we have the concept of mild solution, which is a random field defined as the convolution of a Green’s function of $L$ with the noise. The mild solution is therefore defined as a stochastic integral, and some conditions are needed for its existence. For example, in the simple case of Gaussian white noise, the Green’s function must be square integrable. The literature for the existence of mild solutions to SPDEs in the Gaussian case is already quite extensive (see [6, 13] for introductory lectures, and see [7, 5] for more advanced presentations). The case of Lévy noise has been less studied, but the existence of mild solutions for various equations has been considered in [1, 3], and the approach via evolution equations is considered in [15].

From the general theory of (deterministic) partial differential equations, we have the notion of weak solutions, or solutions in the sense of (Schwartz) distributions. Since the terms “weak” and “distribution” are often used with another meaning, we will instead use the term “generalized solutions,” in the spirit of the book [9].

In this article, we are interested in the link between the notions of mild solution and generalized solution to the linear stochastic partial differential equation (1.1). More precisely, the questions that we study are the following:

\footnote{Institut de mathématiques, Ecole Polytechnique Fédérale de Lausanne, Station 8, CH-1015 Lausanne, Switzerland. Emails: robert.dalang@epfl.ch, thomas.humeau@epfl.ch
Partly supported by the Swiss National Foundation for Scientific Research.
This paper is based on a chapter in the Ph.D. thesis of Th. Humeau, written under the supervision of R.C. Dalang.

MSC 2010 Subject Classifications: Primary 60H15; Secondary 60G60, 60G51.

Key words and phrases. Linear stochastic partial differential equation, Lévy white noise, generalized stochastic process, random field solution, $\alpha$-stable noise.}
(1) When it can be defined, is a mild solution also a generalized solution?

(2) When a generalized solution exists, under what conditions can it be represented by a random field?

(3) What kinds of solution exist in the case of the stochastic heat equation, the stochastic wave equation, or the stochastic Poisson equation driven by an $\alpha$-stable noise?

A question related to (2) was studied in [7, Theorem 11]. More precisely, this reference gives a necessary condition on the Green’s function of the differential operator for the existence of a random field representation (see Definition 3.4) for the generalized solution to an SPDE driven by a Gaussian colored noise.

To answer the above questions, we first introduce the two different notions of solution to a linear SPDE in Section 3. Then, in Section 4, we provide an answer to question (1), first in the $\alpha$-stable case in Theorem 4.1, and then in a more general case in Theorem 4.5. To prove these results, we also establish a new stochastic Fubini’s theorem in Theorem 4.3, that is interesting in its own right. Section 5 deals with question (2), and a necessary condition for the generalized solution to have a random field representation is given in Theorem 5.1 for the $\alpha$-stable case, and in Theorem 5.3 for a more general case. Finally, Section 6 deals with question (3), where we study applications of these results to the case of the stochastic heat equation, the stochastic wave equation and the stochastic Poisson equation in various dimensions. The main results can be found in Theorems 6.6, 6.11 and 6.12.

2 Notations and main definitions

We will denote by $\mathcal{D}(\mathbb{R}^d)$ the space of $C^\infty$ compactly supported functions, and $\mathcal{D}'(\mathbb{R}^d)$ its topological dual space, the space of distributions or generalized functions (we refer the reader to [19] for an exposition of these notions). We suppose that $\mathcal{L}$ is a partial differential operator with adjoint $\mathcal{L}^*$ (think of $\mathcal{L}$ as the heat or wave operator typically). We consider a fundamental solution $\rho \in \mathcal{D}'(\mathbb{R}^d)$ of the operator $\mathcal{L}$, that is a solution to

\begin{equation}
\mathcal{L}\rho = \delta_0 \quad \text{in } \mathcal{D}'(\mathbb{R}^d).
\end{equation}

The fundamental solution is not always unique (and choosing this solution typically amounts to imposing initial and/or boundary conditions), and in the following, we fix the choice of $\rho$. We recall the definition [19] of the convolution between a distribution $\rho$ and a smooth function with compact support $\varphi$:

\begin{equation}
\varphi \ast \rho(t) := \langle \rho, \varphi(t - \cdot) \rangle.
\end{equation}

Note that this convolution defines a $C^\infty$ function. Also, for $\varphi \in \mathcal{D}(\mathbb{R}^d)$, we define $\langle \rho, \varphi \rangle := \langle \rho, \varphi \rangle$, where for all $t \in \mathbb{R}^d, \varphi(t) := \varphi(-t)$. For any real valued function $f$, we will define $f_+ := \max(f, 0)$.

Let $X$ be a symmetric pure jump Lévy white noise on $S$, where $S$ is a Borel measurable subset of $\mathbb{R}^d$, with characteristic triplet $(0,0,\nu)$. More precisely, we suppose that there is a Poisson random measure $J$ on $S \times \mathbb{R}$ with intensity measure $d\nu(dz)$ such that

\begin{equation}
X(ds) := \int_{|z| \leq 1} z \tilde{J}(ds, dz) + \int_{|z| > 1} z J(ds, dz),
\end{equation}

where $\tilde{J}$ is the signed measure $J - \nu(dz)$.
and \( \nu \) is a symmetric Lévy measure. As usual, \( \tilde{J}(ds, dz) := J(ds, dz) - ds \nu(dz) \) is the compensated Poisson random measure associated to \( J \). This Lévy white noise is a particular example of an independently scattered random measure introduced in \[16\]. For a link with other definition of Lévy white noise, we refer the reader to \[3\]. In \[16\, \text{Theorem } 2.7\], Rajput and Rosinski identified the space \( L^p(X, S) \) of deterministic functions that can be integrated with respect to such a noise. In particular, in our framework, we get that

\[
L^p(X, S) = \left\{ f : S \to \mathbb{R} \text{ measurable : } \int_{S \times \mathbb{R}} (|f(s)z|^2 + 1) \, ds \nu(dz) < +\infty \right\}.
\]

For properties of this space, we refer the reader to \[16\, \text{p. } 466\]. In particular, it is a linear complete metric space for a suitable norm, and the convergence \( f_n \to f \) in \( L^p(X, S) \) as \( n \to +\infty \) is equivalent to

\[
\int_{S \times \mathbb{R}} (|(f_n(s) - f(s))z|^2 + 1) \, ds \nu(dz) \to 0, \quad \text{as } n \to +\infty.
\]

In a spatio-temporal framework, we refer the reader to \[4\] for integrability conditions for non-deterministic integrands.

A generalized stochastic process (or generalized random field) \( U \) is a linear map from a space of test functions \( D(\mathbb{R}^d) \) into \( L^0(\Omega) \) (the space of a.s. finite random variables with the metric of convergence in probability). If, in addition, this map is continuous, then by \[22\, \text{Corollary } 4.2\], it has a version \( \tilde{U} \) (i.e. for any \( \varphi \in D(\mathbb{R}^d), \langle U, \varphi \rangle = \langle \tilde{U}, \varphi \rangle \) a.s.) such that for almost all \( \omega \in \Omega \), for any sequence \( \varphi_n \to \varphi \) in \( D(\mathbb{R}^d) \) as \( n \to +\infty \), \( \langle \tilde{U}, \varphi_n(\omega) \rangle \to \langle \tilde{U}, \varphi(\omega) \rangle \). That is, \( \tilde{U} \) defines a random element in \( D'(\mathbb{R}^d) \). In this case, \( \tilde{U} \) is called a continuous generalized stochastic process, or a random distribution.

### 3 Notions of solution to a linear SPDE

We introduce two different notions of solutions to the linear SPDE \( (1.1) \) with associated fundamental solution \( \rho \). Notice that in this framework, we are only considering the case where the Green’s function of the operator \( \mathcal{L} \) is given by a shift of a fundamental solution.

#### 3.1 Generalized solution

In the following we will need a hypothesis on the fundamental solution \( \rho \) of the differential operator \( \mathcal{L} \):

\[\text{(H1)} \quad \rho \text{ is such that for any } \varphi \in D(\mathbb{R}^d), \text{ the convolution } \varphi \ast \rho \text{ belongs to } L(X, S).\]

The case where the noise is a symmetric \( \alpha \)-stable noise for some \( \alpha \in (0, 2) \) is already quite rich, and provides some insights into the general theory. More precisely, suppose that \( \tilde{W}^\alpha \) is an \( \alpha \)-stable symmetric Lévy white noise on \( S \), with characteristic triplet \((0, 0, \nu_\alpha)\), where \( \nu_\alpha(dx) = \frac{1}{2|x|^{\alpha+1}} \, dx \).

The characteristic function of \( \tilde{W}^\alpha \) is given by

\[
\mathbb{E} \left( e^{iu\tilde{X}(A)} \right) = \exp \left[ -\text{Leb}_d(A) |u|^\alpha \right], \quad u \in \mathbb{R},
\]

for any measurable set \( A \subset S \) with finite Lebesgue measure. This notion coincides with that of a symmetric \( \alpha \)-stable random measure developed in \[18\, \text{§3.3}\]. Since the skewness parameter \( \beta \)
vanishes, it is well known that a function \( f: \mathbb{R}^d \rightarrow \mathbb{R} \) is \( \dot{W}^\alpha \)-integrable if and only if \( f \in L^\alpha(S) \) (see [18, §3.4]). In this framework, (H1) becomes

\((H1')\) \( \rho \) is such that for any \( \varphi \in \mathcal{D}(\mathbb{R}^d) \), the convolution \( \varphi \ast \dot{\rho} \) belongs to \( L^\alpha(S) \).

We can then define a generalized solution to (1.1).

**Definition 3.1.** Assume (H1). The generalized solution to the stochastic partial differential equation (1.1) is the linear functional \( u_{\text{gen}} \) on \( \mathcal{D}(\mathbb{R}^d) \) such that for all \( \varphi \in \mathcal{D}(\mathbb{R}^d) \),

\[
\langle u_{\text{gen}}, \varphi \rangle := \langle \dot{X}, \varphi \ast \dot{\rho} \rangle.
\]

**Remark 3.2.** The generalized solution is in general not a distribution, since it may not define a continuous linear functional on \( \mathcal{D}(\mathbb{R}^d) \). We may require additional properties on \( \rho \) to have this property.

**Remark 3.3.** The functional \( u_{\text{gen}} \) is a solution to (1.1) in the weak sense: indeed, for \( \varphi \in \mathcal{D}(\mathbb{R}^d) \),

\[
\langle \mathcal{L} u_{\text{gen}}, \varphi \rangle = \langle u_{\text{gen}}, \mathcal{L}^\ast \varphi \rangle = \langle \dot{X}, (\mathcal{L}^\ast \varphi) \ast \dot{\rho} \rangle.
\]

Also, by (2.1),

\[
(\mathcal{L}^\ast \varphi) \ast \dot{\rho}(t) = \langle \dot{\rho}, \mathcal{L}^\ast \varphi(t - \cdot) \rangle = \langle \rho, \mathcal{L}^\ast \varphi(t + \cdot) \rangle = \langle \mathcal{L} \rho, \varphi(t + \cdot) \rangle = \langle \delta_0, \varphi(t + \cdot) \rangle = \varphi(t),
\]

Therefore, for all \( \varphi \in \mathcal{D}(\mathbb{R}^d) \),

\[
\langle \mathcal{L} u_{\text{gen}}, \varphi \rangle = \langle \dot{X}, \varphi \rangle.
\]

A generalized solution cannot in general be evaluated pointwise. However, a generalized function (i.e. a distribution in the sense of Schwartz) can sometimes be represented by a true function. This is the motivation for the following definition.

**Definition 3.4.** We say a generalized stochastic process \( u \) has a random field representation if there exists a jointly measurable random field \((Y_t)_{t \in \mathbb{R}^d}\) such that \( Y \) has almost surely locally integrable sample paths, and for any \( \varphi \in \mathcal{D}(\mathbb{R}^d) \),

\[
\langle u, \varphi \rangle = \int_{\mathbb{R}^d} Y_t \varphi(t) \, dt \quad \text{a.s.}
\]

The generalized stochastic processes that have a random field representation are exactly those which can be evaluated pointwise. For example, the Dirac distribution \( \delta_0 \) does not have a random field representation.

### 3.2 Mild solution

Generalized solutions are a useful generalization of classical solutions to a partial differential equation. However, non-linear operations on generalized functions are in general difficult to define, and we are often interested in finding solutions that can be evaluated pointwise. One type of solution that is often used in the SPDE literature is the notion of mild solution. Essentially, this consists in making use of the fundamental solution to write the equation in an integral form. In order to be able to define a mild solution to (1.1), we will need another hypothesis on the fundamental solution \( \rho \):
(H2) For any \( t \in \mathbb{R}^d, \rho(t - \cdot) \in L(\hat{X}, S) \).

Again, in the case where the noise is a symmetric \( \alpha \)-stable noise for some \( \alpha \in (0, 2) \), (H2) becomes:

(H2') For any \( t \in \mathbb{R}^d, \rho(t - \cdot) \in L^\alpha(S) \).

**Definition 3.5.** Under hypothesis (H2), we define the mild solution of (1.1) via the formula

\[
\text{(3.3)} \quad u_{\text{mild}}(t) := \langle \hat{X}, \rho(t - \cdot) \rangle .
\]

**Remark 3.6.** When it exists, the mild solution is always a random field, while the generalized solution is defined as a distribution. It might turn out that the generalized solution has a random field representation, and we can then wonder if this representation is the mild solution. This question is investigated in Section 5.

The random field \( u_{\text{mild}} \) defined in (3.3) has a jointly measurable version. This is a consequence of the following proposition.

**Proposition 3.7.** Let \( f : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R} \) be a Borel measurable function such that for any \( t \in \mathbb{R}^n, f(t, \cdot) \in L(\hat{X}, S) \). For any \( t \in \mathbb{R}^n \), let

\[
\text{(3.3)} \quad u(t) = \langle \hat{X}, f(t, \cdot) \rangle .
\]

Then the random field \( u \) has a jointly measurable version.

**Proof.** See [2, p. 926]. \( \square \)

### 4 When is a mild solution also a generalized solution?

We point out that the generalized and mild solutions depend on the choice of the fundamental solution \( \rho \). Therefore, once the choice of the fundamental solution has been made, it makes sense to study the mild solution and the generalized solution. For the remainder of this section, we fix the choice of a fundamental solution to the operator \( \mathcal{L} \).

The generalized solutions \( u_{\text{gen}} \) and the mild solution \( u_{\text{mild}} \) (under (H1) and (H2) respectively) are defined by in (3.1) and (3.3). Therefore, in general, if \( u_{\text{mild}} \) has locally integrable sample paths, then for any \( \varphi \in D(\mathbb{R}^d) \),

\[
\langle u_{\text{mild}}, \varphi \rangle := \int_{\mathbb{R}^d} u_{\text{mild}}(t) \varphi(t) \, dt = \int_{\mathbb{R}^d} \langle \hat{X}, \rho(t - \cdot) \rangle \varphi(t) \, dt .
\]

We see, in particular, that if we can exchange the stochastic integral and the Lebesgue integral, then we get

\[
\langle u_{\text{mild}}, \varphi \rangle = \langle \hat{X}, \int_{\mathbb{R}^d} \rho(t - \cdot) \varphi(t) \, dt \rangle = \langle \hat{X}, \varphi * \hat{\rho} \rangle = \langle u_{\text{gen}}, \varphi \rangle .
\]

Therefore, provided the exchange of the order of integration is valid, we have \( u_{\text{mild}} = u_{\text{gen}} \) in the sense of generalized stochastic processes, and in order to answer the question of when the mild solution is also the generalized solution, we need a stochastic Fubini’s theorem.
4.1 The $\alpha$-stable case

We first consider the case of an $\alpha$-stable symmetric noise, in which a very complete result can be given.

**Theorem 4.1.** Assume [H2']. Let $u_{\text{mild}}$ be a jointly measurable version of the mild solution to (1.1) defined in (3.3), where the noise is symmetric and $\alpha$-stable. For any $\varphi \in \mathcal{D}(\mathbb{R}^d)$, let $\mu_\varphi(dt) = |\varphi(t)|dt$.

(i) If $\alpha > 1$, and for any $\varphi \in \mathcal{D}(\mathbb{R}^d)$,

\[
\int_{\mathbb{R}^d} \left( \int_{S} |\rho(t-s)|^\alpha \, ds \right)^{\frac{1}{\alpha}} \mu_\varphi(dt) < +\infty,
\]

then $u_{\text{mild}} = u_{\text{gen}}$ in the sense of generalized stochastic processes.

(ii) If $\alpha = 1$, and $\rho$ is such that for any $\varphi \in \mathcal{D}(\mathbb{R}^d)$,

\[
\int_{\mathbb{R}^d} \mu_\varphi(dt) \int_{S} |\rho(t-s)| \left[ 1 + \log_+ \left( \frac{|\rho(t-s)| \int_{\mathbb{R}^d} \mu_\varphi(dr) \int_{S} \rho(r-v)}{\int_{S} \rho(t-v) \, dv} \right) \right] < +\infty.
\]

then $u_{\text{mild}} = u_{\text{gen}}$ in the sense of generalized stochastic processes.

(iii) If $\alpha < 1$, and $\rho$ is such that for any $\varphi \in \mathcal{D}(\mathbb{R}^d)$,

\[
\int_{S} \left( \int_{\mathbb{R}^d} |\rho(t-s)| \mu_\varphi(dt) \right)^{\alpha} \, ds < +\infty,
\]

then $u_{\text{mild}} = u_{\text{gen}}$ in the sense of generalized stochastic processes.

**Remark 4.2.** It is not difficult to check the following statements:

1. Condition (1.1) is equivalent to:
   \[
   t \mapsto \|\rho(t - \cdot)\|_{L^\alpha(S)} \in L^1_{\text{loc}}(\mathbb{R}^d).
   \]
   (a) If $S = \mathbb{R}^d_+$, and $\rho(t) = 0$ for all $t \in \mathbb{R}^d \setminus \mathbb{R}^d_+$, then (1.1) is equivalent to $\rho \in L^\alpha_{\text{loc}}(\mathbb{R}^d_+)$. (b) If $S = \mathbb{R}^d_+ \times \mathbb{R}^{d-1}$, and $\rho(t, \cdot) = 0$ if $t < 0$, then (1.1) is equivalent to
   \[
   \forall t > 0, \int_0^t \int_{\mathbb{R}^{d-1}} |\rho(s, y)|^\alpha \, ds \, dy < +\infty.
   \]

2. Similarly, condition (1.3) is equivalent to:
   \[
   \text{for any compact } K \subset \mathbb{R}^d, \int_S \left( \int_K |\rho(t-s)| \, dt \right)^{\alpha} \, ds < +\infty.
   \]
   (a) If $S = \mathbb{R}^d_+$, and $\rho(t) = 0$ for all $t \in \mathbb{R}^d \setminus \mathbb{R}^d_+$, then (1.3) is equivalent to $\rho \in L^1_{\text{loc}}(\mathbb{R}^d_+)$. 

**Proof of Theorem 4.1.** We begin with (i). As mentioned above, we need a stochastic Fubini theorem to exchange the Lebesgue integral and the stochastic integral. Since $\varphi \in \mathcal{D}(\mathbb{R}^d)$, the measure $\mu_\varphi$ is finite. By (1.1) and [13] Theorem 11.3.2, $\int_{\mathbb{R}^d} |u_{\text{mild}}(t)| \mu_\varphi(dt) < +\infty$ a.s (that is, the sample paths of $u_{\text{mild}}$ are almost surely locally integrable, and $u_{\text{mild}}$ defines a generalized random process). By the stochastic Fubini Theorem in [13] Theorem 11.4.1,

\[
\int_{\mathbb{R}^d} u_{\text{mild}}(t) \varphi(t) \, dt = \int_S \left( \int_{\mathbb{R}^d} \rho(t-s) \varphi(t) \, dt \right) \hat{W}^{\alpha}(ds) = \langle \hat{W}_\alpha, \varphi \ast \rho \rangle.
\]
Therefore, for any $\varphi \in \mathcal{D}(\mathbb{R}^d)$,
\[ \langle u_{\text{mild}}, \varphi \rangle = \langle \hat{W}_\alpha, \varphi \ast \hat{\varphi} \rangle =: \langle u_{\text{gen}}, \varphi \rangle, \]
and therefore $u_{\text{mild}} = u_{\text{gen}}$ in the sense of generalized stochastic processes.

The proof of (ii) and (iii) follows the same steps, with the difference that the conditions (4.2) and (4.3) are necessary to apply [18, Theorem 11.3.2] when $\alpha = 1$ or $\alpha > 1$. □

The careful reader may wonder if (H1') is satisfied in these cases, since it is a necessary condition for the existence of the generalized solution. In fact, (4.2) and (4.3) immediately imply Hypothesis (H1') when $\alpha \leq 1$, and by Minkowski’s inequality for integrals [20, A.1], (4.1) also implies (H1') when $\alpha > 1$.

### 4.2 A Stochastic Fubini Theorem

In this section, we suppose that the driving noise $\hat{X}$ is a pure jump symmetric Lévy white noise, that is, a Lévy white noise with characteristic triplet $(0,0,\nu)$, where $\nu$ is a symmetric Lévy measure. We can no longer rely on the pre-existing work on $\alpha$-stable random measures exposed in [18], and we need another version of a stochastic Fubini theorem. For convenience, we provide here a Fubini’s theorem for integrals with respect to this Lévy noise. Such stochastic Fubini theorems for $L^p$-valued random measures already exist in the literature. For instance, [14, Corollary 1] is more general (it deals with stochastic integrands), but integration of non-deterministic processes with respect to Lévy white noises relies on a space-time framework, where the time component is critical for the definition of predictable processes.

**Theorem 4.3.** Let $\hat{X}$ be a symmetric pure jump Lévy white noise on $S \subset \mathbb{R}^d$, with characteristic triplet $(0,0,\nu)$ and jump measure $J$. Let $f : S \times \mathbb{R}^n \to \mathbb{R}$ be measurable and such that for any $t \in \mathbb{R}^n$, $f(\cdot,t) \in L(\hat{X},S)$, and let $\mu$ be a finite measure on $\mathbb{R}^n$. Suppose that

\[
(4.4) \quad \int_{\mathbb{R}^n} \mathbb{E} \left| \langle \hat{X}, f(\cdot,t) \rangle \right| \mu(dt) < +\infty, \quad \text{a.s.}
\]

Then, for almost all $s \in S$, $f(s,\cdot) \in L^1(\mu)$, and the function $\mu \circ f : s \to \int_{\mathbb{R}^n} f(s,t)\mu(dt)$ is in $L(\hat{X},S)$, and

\[
(4.5) \quad \int_{\mathbb{R}^n} \langle \hat{X}, f(\cdot,t) \rangle \mu(dt) = \langle \hat{X}, \mu \circ f \rangle \quad \text{a.s.}
\]

**Remark 4.4.** We emphasize that the $\circ$ operation is not commutative. In particular, it involves a measure and a measurable function whose roles are not interchangeable.

**Proof of Theorem 4.3.** The main probability space is $(\Omega, \mathcal{F}, \mathbb{P})$. Since $\mu$ is a finite measure, we can suppose without loss of generality that it is a probability measure on $\mathbb{R}^n$. Let $(\Omega', \mathcal{F}', \mathbb{P}')$ be a probability space, and $(T_i)_{i \geq 1}$ be a sequence of i.i.d. random variables on this space with law $\mu$. We write $\mathbb{E}'$ for the expectation with respect to the probability measure $\mathbb{P}'$. In this framework, (4.3) is equivalent to

\[
\mathbb{E}' \left( \left| \langle \hat{X}, f(\cdot,T_1) \rangle \right| \right) < +\infty \quad \mathbb{P}' - \text{a.s.}
\]
(we are using the jointly measurable version of \( \langle \dot{X}, f(\cdot, t) \rangle \) provided by Proposition \( \ref{prop:joint meas} \)). More precisely, there is a set \( \Omega_1 \subset \Omega \) such that \( \mathbb{P}(\Omega_1) = 1 \), and for any \( \omega \in \Omega_1 \),

\[
\mathbb{E}' \left( \left| \langle \dot{X}, f(\cdot, T_1) \rangle(\omega) \right| \right) < +\infty.
\]

By the strong law of large numbers, for any \( \omega \in \Omega_1 \), there is a set \( \Omega'_1(\omega) \subset \Omega' \) such that \( \mathbb{P}'(\Omega'_1(\omega)) = 1 \) and for any \( \omega' \in \Omega'_1(\omega) \),

\[
\frac{1}{n} \sum_{i=1}^{n} \langle \dot{X}, f(\cdot, T_i(\omega')) \rangle(\omega) \rightarrow \mathbb{E}' \left( \langle \dot{X}, f(\cdot, T_1) \rangle(\omega) \right) \quad \text{as } n \rightarrow +\infty.
\]

We define

\[
A = \{ (\omega, \omega') \in \Omega \times \Omega' : (4.6) \text{ occurs} \}.
\]

Then \( A \in \mathcal{F} \times \mathcal{F}' \). For \( \omega \in \Omega \), let

\[
A_\omega = \{ \omega' \in \Omega' : (\omega, \omega') \in A \}.
\]

Then, for any \( \omega \in \Omega_1 \), \( \mathbb{P}'(A_\omega) = 1 \), and we deduce that \( \mathbb{P} \times \mathbb{P}'(A) = 1 \).

For any \( n \in \mathbb{N}, s \in S \) and \( \omega' \in \Omega' \), we set \( f_n(s, \omega') = \frac{1}{n} \sum_{i=1}^{n} f(s, T_i(\omega')) \). Then, \( f_n(\cdot, \omega') \in L(\dot{X}, S) \) since this is a vector space. For any \( \omega' \in \Omega' \), there is a set \( \Omega_n(\omega') \subset \Omega \) such that \( \mathbb{P}(\Omega_n(\omega')) = 1 \) and for any \( \omega \in \Omega_n(\omega') \),

\[
\frac{1}{n} \sum_{i=1}^{n} \langle \dot{X}, f(\cdot, T_i(\omega')) \rangle(\omega) = \langle \dot{X}, f_n(\cdot, \omega') \rangle(\omega).
\]

For any \( \omega' \in \Omega' \), the set \( \Omega_{n, \omega}(\omega') = \bigcap_{n=1}^{+\infty} \Omega_n(\omega') \) is such that \( \mathbb{P}(\Omega_{n, \omega}(\omega')) = 1 \) and for any \( \omega \in \Omega_{n, \omega}(\omega') \), \( \ref{eq:strong law} \) holds for all \( n \in \mathbb{N} \). We define

\[
B = \{ (\omega, \omega') \in \Omega \times \Omega' : (1.7) \text{ occurs for all } n \in \mathbb{N} \}.
\]

Then, for \( \omega' \in \Omega' \), let

\[
B_{\omega'} = \{ \omega \in \Omega : (\omega, \omega') \in B \}.
\]

For any \( \omega' \in \Omega' \), \( \mathbb{P} (B_{\omega'}) = 1 \), and we deduce that

\[
\int_{\Omega'} \mathbb{P} (B_{\omega'}) \mathbb{P}'(d\omega') = 1.
\]

By Fubini’s theorem, we deduce that

\[
\int_{\Omega} \left( \int_{\Omega'} \mathbb{1}_{(\omega, \omega') \in A \cap B} \mathbb{P}(d\omega) \right) \mathbb{P}'(d\omega') = \int_{\Omega} \left( \int_{\Omega'} \mathbb{1}_{(\omega, \omega') \in A \cap B} \mathbb{P}'(d\omega') \right) \mathbb{P}(d\omega) = 1.
\]

Let \( \omega' \in \Omega' \). We define

\[
(A \cap B)^{\omega'} = \{ \omega \in \Omega : (\omega, \omega') \in A \cap B \}.
\]

From \( \ref{eq:strong law} \), for \( \mathbb{P}' \)-almost all \( \omega' \in \Omega' \), \( \mathbb{P} \left( (A \cap B)^{\omega'} \right) = 1 \). In other words, for \( \mathbb{P}' \)-almost all \( \omega' \in \Omega' \),

\[
\frac{1}{n} \sum_{i=1}^{n} \langle \dot{X}, f(\cdot, T_i(\omega')) \rangle(\omega) = \langle \dot{X}, f_n(\cdot, \omega') \rangle(\omega) \rightarrow \mathbb{E}' \left( \langle \dot{X}, f(\cdot, T_1) \rangle(\omega) \right) \quad \text{as } n \rightarrow +\infty.
\]
for \( \mathbb{P} \)-almost all \( \omega \in \Omega \). In particular, for \( \mathbb{P}' \)-almost all \( \omega' \in \Omega \), the sequence of random variables \( \langle \tilde{X}, f_n(\cdot, \omega') \rangle \) on \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a Cauchy sequence in probability. By \( \mathbb{P} \)-a.s. linearity of \( \tilde{X} \) and the isomorphism property in [16, Theorem 3.4], which uses the symmetry of \( \tilde{X} \) (see [16, Proposition 3.6]), we deduce that \( (f_n(\cdot, \omega'))_{n \geq 1} \) is a Cauchy sequence in \( L(\tilde{X}, S) \). By completeness, for \( \mathbb{P}' \)-almost all \( \omega' \in \Omega' \), there is a function \( \tilde{f}(\cdot, \omega') \in L(\tilde{X}, S) \) such that \( f_n(\cdot, \omega') \to \tilde{f}(\cdot, \omega') \) as \( n \to +\infty \) in \( L(\tilde{X}, S) \) (see [16, p. 466]), by uniqueness of the limit we get from (4.10) and (4.12) that \( \mathbb{E}'(\|f(s, T_{1})\|) < +\infty \). By the strong law of large numbers, we deduce that for almost all \( s \in S \), there is a set \( \Omega'_s \) such that \( \mathbb{P}(\Omega'_s) = 1 \) and for any \( \omega' \in \Omega'_s \),

\[
\frac{1}{n} \sum_{i=1}^{n} f(s, T_{1}(\omega')) = f_n(s, \omega') \to \mathbb{E}'(f(s, T_{1})) = \mu \otimes f(s) \quad \text{as } n \to +\infty.
\]

Let \( C = \{(s, \omega') \in S \times \Omega' : (4.9) \text{ holds}\} \), for \( s \in S \), \( C_s = \{\omega' \in \Omega' : (s, \omega') \in C\} \), and for \( \omega' \in \Omega' \), \( C' = \{s \in S : (s, \omega') \in C\} \). Since for almost all \( s \in S \), \( \mathbb{P}'(C_s) = 1 \), by Fubini’s theorem, we deduce that for almost all \( \omega' \in \Omega' \), (4.9) holds for almost every \( s \in S \) (with respect to Lebesgue measure). We can then drop the dependence in \( \omega' \), so that there is a sequence \( (t_i)_{i \geq 1} \) of deterministic times (for \( \mathbb{P} \)) in \( \mathbb{R}^n \) such that

\[
\frac{1}{n} \sum_{i=1}^{n} f(s, t_i) \to \mu \otimes f(s) \quad \text{a.e. in } s \text{ as } n \to +\infty,
\]

\[
\frac{1}{n} \sum_{i=1}^{n} \langle \tilde{X}, f(\cdot, t_i) \rangle = \langle \tilde{X}, f(\cdot, t_i) \rangle \to \mathbb{E}(\langle \tilde{X}, f(\cdot, t) \rangle \mu(dt)) \quad \mathbb{P} \text{-a.s.,}
\]

as \( n \to +\infty \), and

\[
\frac{1}{n} \sum_{i=1}^{n} f(\cdot, t_i) \to \tilde{f}(\cdot) \quad \text{in } L(\tilde{X}, S) \text{ as } n \to +\infty.
\]

Since convergence in \( L(\tilde{X}, S) \) implies convergence almost everywhere along a subsequence (see [16, p. 466]), by uniqueness of the limit we get from (4.10) and (4.12) that \( \mu \otimes f = \tilde{f} \) almost everywhere (and hence \( \tilde{f} \) does not depend on \( \omega' \)), and \( \frac{1}{n} \sum_{i=1}^{n} f(\cdot, t_i) \to \mu \otimes f \) in \( L(\tilde{X}, S) \). Therefore,

\[
\langle \tilde{X}, \frac{1}{n} \sum_{i=1}^{n} f(\cdot, t_i) \rangle \to \langle \tilde{X}, \mu \otimes f \rangle \quad \text{as } n \to +\infty,
\]

in \( \mathbb{P} \)-probability. By uniqueness of the limit, gathering (4.11) and (4.13), we deduce that \( \mathbb{P} \)-almost surely, (4.13) holds. \( \square \)

### 4.3 The general case

In this section, we suppose again that the driving noise \( \tilde{X} \) is a pure jump symmetric Lévy white noise, that is, a Lévy white noise with characteristic triplet \((0, 0, \nu)\), where \( \nu \) is a symmetric Lévy measure. We can now apply Theorem 4.3 to our problem.
Theorem 4.5. Assume (H2). Let $u_{\text{mild}}$ be a measurable version of the mild solution to (1.1) defined in (3.3). Suppose that the sample paths of $u_{\text{mild}}$ are almost surely locally integrable with respect to Lebesgue measure. Then $u_{\text{mild}} = u_{\text{gen}}$ in the sense of generalized stochastic processes.

Proof. Let $\varphi \in \mathcal{D}(\mathbb{R}^d)$, and let $\mu_+^\varphi(dt) := \varphi_+(t)\,dt$ and $\mu_-^\varphi(dt) := \varphi_-(t)\,dt$, where $\varphi_+ = \max(\varphi, 0)$ and $\varphi_- = \max(-\varphi, 0)$ are, respectively, the positive and negative parts of $\varphi$. These two measures are finite, and are the positive and negative parts of the signed measure $\mu^\varphi := \varphi \,dt$. Since $u_{\text{mild}}$ has almost surely locally integrable sample paths,

$$\int_{\mathbb{R}^d} |u_{\text{mild}}(t)| \mu^\varphi(dt) < +\infty.$$ 

Therefore, we can apply Theorem 4.3 separately with the positive and negative part of $\mu^\varphi$, and recombining them and using (3.3) and (3.1) yields

$$\langle u_{\text{mild}}, \varphi \rangle := \int_{\mathbb{R}^d} u_{\text{mild}}(t) \varphi(t) \,dt = \int_{\mathbb{R}^d} \langle \hat{X}, \rho(t - \cdot) \rangle \mu^\varphi(dt) = \langle \hat{X}, \varphi \ast \rho \rangle = \langle u_{\text{gen}}, \varphi \rangle,$n

which proves the claim. 

Remark 4.6. (a) In the $\alpha$-stable case, we had a necessary and sufficient condition for the sample paths of the mild solution to be locally integrable. In the general case, we do not have such precise statement, we only have the necessary condition of [17, Theorem 6].

(b) Again, one might wonder if Hypothesis (H1) is satisfied, and it turns out that $\varphi \ast \rho = \mu^\varphi \odot f$, where $f(s, t) := \rho(t - s)$, and by Theorem 4.3, $\mu^\varphi \odot f$ is $\hat{X}$-integrable, so (H1) is satisfied and the generalized solution is well defined.

(c) Having almost surely locally integrable sample paths is the minimum requirement for a stochastic process to be considered as a generalized stochastic process, since we need to be able to integrate it against any test function. Essentially, Theorem 4.5 states that if the mild solution can be considered as a generalized stochastic process, then it must be equal to the generalized solution.

5. Necessary condition for the existence of a random field solution

In this section, we aim to answer the following question. Suppose that (H1) is satisfied. Then, the generalized solution can be defined as in Definition 3.1. Suppose also that the generalized solution has a random field representation $Y$. Then, is (H2) satisfied? And if so, is $Y$ the mild solution?

In the case of a Gaussian noise, that can be spatially correlated, this question has already been investigated under slightly different assumptions in [17, Theorem 11]. Transposed to our framework, this theorem implies that in the case of an SPDE driven by Gaussian white noise (in space and time), if the generalized solution has a random field representation, then the fundamental solution of this SPDE is necessarily square integrable. Here, we extend this kind of statement to the setting of symmetric pure jump Lévy white noises.

5.1 The $\alpha$-stable case

Again, we first restrict to the case of a symmetric $\alpha$-stable noise, for some $\alpha \in (0, 2)$, where we have a very complete result.
Theorem 5.1. Assume \((H1')\). Let \(u_{\text{gen}}\) be the generalized solution to \((1.1)\) defined by \((3.1)\). Suppose that \(u_{\text{gen}}\) has a random field representation \(Y\) in the sense of Definition 3.4, that is there exists a jointly measurable random field \((Y_t)_{t \in \mathbb{R}^d}\) such that \(Y\) has almost surely locally integrable sample paths, and for any \(\varphi \in \mathcal{D}(\mathbb{R}^d)\),

\[
\langle u_{\text{gen}}, \varphi \rangle = \int_{\mathbb{R}^d} Y_t \varphi(t) \, dt \quad \text{a.s.}
\]

Then, for almost all \(t \in \mathbb{R}^d\), \(\rho(t - \cdot) \in L^\alpha(S)\) (i.e. \((H2')\) is satisfied almost everywhere), and

\[
Y_t = \langle \hat{W}^\alpha, \rho(t - \cdot) \rangle = u_{\text{mid}}(t) \quad \text{a.s. a.e.}
\]

Furthermore, for any \(\psi \in \mathcal{D}(\mathbb{R}^d)\), conditions \((4.1) - (4.3)\) of Theorem 4.1 for \(\alpha > 1, \alpha = 1, \alpha < 1\), respectively, are satisfied.

Proof of Theorem 5.1. There exists a set \(\tilde{\Omega} \subset \Omega\) of probability one such that for all \(\omega \in \tilde{\Omega}\), the function \(t \mapsto Y_t(\omega)\) is locally integrable. Without loss of generality, we can suppose that \(\Omega = \tilde{\Omega}\).

Define \(f(t, s, \omega) := (t + s, \omega)\). The function \(f\) is measurable as a map from \((\mathbb{R}^d \times \mathbb{R}^d) \times \Omega, B(\mathbb{R}^d) \otimes B(\mathbb{R}^d) \otimes \mathcal{F}\) to \((\mathbb{R}^d \times \mathbb{R}^d) \times \Omega, B(\mathbb{R}^d) \otimes \mathcal{F}\), and \(Y_{t+s}(\omega) = Y \circ f(r, t, \omega)\). Since \(Y\) is a jointly measurable process, and by Fubini’s theorem, we deduce from the second equality in \((3.2)\) that \(Z^n\) is a jointly measurable process. We define the set

\[
A = \left\{ (t, \omega) : \langle Y(\omega), \varphi^n \rangle \rightarrow Y_t(\omega) \quad \text{as} \quad n \rightarrow +\infty \right\}.
\]

We can write

\[
A = \bigcap_{k \in \mathbb{N}} \bigcup_{N \in \mathbb{N}} \bigcap_{n \geq N} \left\{ (t, \omega) : |Z^n_t(\omega) - Y_t(\omega)| \leq \frac{1}{k} \right\},
\]

and since \(Z^n\) and \(Y\) are both jointly measurable processes, \(A \in B(\mathbb{R}^d) \otimes \mathcal{F}\). By Lebesgue’s differentiation theorem (see [23, Chapter 7, Exercise 2]), for any \(\omega \in \Omega\), \(\int_{\mathbb{R}^d} 1_{(t, \omega) \in A^c} \, dt = 0\). Then, by Fubini’s theorem, there is a non random set \(\hat{A} \subset \mathbb{R}^d\) such that \(\text{Leb}_d\left(\hat{A}\right) = 0\) and for all \(t \notin \hat{A}\), \(\mathbb{P}\left\{ \omega : (t, \omega) \in A^c \right\} = 0\), that is,

\[
\mathbb{P}\left\{ \langle Y, \varphi^n \rangle \rightarrow Y_t \quad \text{as} \quad n \rightarrow +\infty \right\} = 1.
\]

By [13, Proposition 3.4.1], for any \(f \in L^\alpha(S)\),

\[
\mathbb{E}\left( e^{i \langle \hat{W}^\alpha, f \rangle} \right) = e^{-\|f\|_{L^\alpha(S)}}^\alpha,
\]

where \(\|f\|_{L^\alpha(S)} = \int_S |f(x)|^\alpha \, dx\). Therefore, by \((3.1)\) and \((5.1)\),

\[
\mathbb{E}\left( e^{i \langle u_{\text{gen}}, \varphi \rangle} \right) = e^{-\|\varphi \|^2_{L^\alpha}} = \mathbb{E}\left( \exp\left( i \int_{\mathbb{R}^d} Y_s \varphi(s) \, ds \right) \right).
\]
Let \( t_0 \in \tilde{A}^c \). Then \( \langle Y, \varphi_n^{t_0} \rangle \to Y_{t_0} \) almost surely as \( n \to +\infty \). We define \( \rho_n^{t_0} = \varphi_n^{t_0} * \tilde{\rho} \in L^\alpha(S) \) by (H1). By (5.6), for \( n, m \in \mathbb{N} \),

\[
e^{-\|\rho_n^{t_0} - \rho_m^{t_0}\|_{L^\alpha}} = \mathbb{E} \left( \exp \left( i \int_{\mathbb{R}^d} Y_n(\varphi_n^{t_0}(s) - \varphi_m^{t_0}(s)) \, ds \right) \right) \to 1 \quad \text{as } n, m \to +\infty.
\]

We deduce that \( (\rho_n^{t_0})_{n \geq 1} \) is a Cauchy sequence in \( L^\alpha(S) \). By completeness of this space, there is a function \( g^{t_0} \in L^\alpha(S) \) such that

\[
(5.7) \quad \rho_n^{t_0} \to g^{t_0}, \quad \text{in } L^\alpha(S) \text{ as } n \to +\infty.
\]

Furthermore, we know from the theory of generalized functions that \( \varphi_n^{t_0} \to \delta_{t_0} \) in \( D'(\mathbb{R}^d) \) as \( n \to +\infty \). Therefore,

\[
(5.9) \quad \rho_n^{t_0} \to \delta_{t_0} * \tilde{\rho}, \quad \text{in } D'(\mathbb{R}^d) \text{ as } n \to +\infty.
\]

From (5.8) and (5.9), we would like to deduce that \( \delta_{t_0} * \tilde{\rho} = g^{t_0} \) in \( D'(S) \). If this equality is true, then it means that \( s \mapsto \rho(t_0 - s) \) can be considered as a function in \( L^\alpha(S) \). However, in order to prove this equality, it suffices to show that for any \( \theta \in D(S) \), \( \langle \delta_{t_0} * \tilde{\rho}, \theta \rangle = \langle g^{t_0}, \theta \rangle \).

In the case \( \alpha \geq 1 \), by Hölder’s inequality,

\[
|\langle g^{t_0} - \rho_n^{t_0}, \theta \rangle| \leq \int_S |g^{t_0}(s) - \rho_n^{t_0}(s)| |\theta(s)| \, ds \leq \|g^{t_0} - \rho_n^{t_0}\|_{L^\alpha(S)} \|\theta\|_{L^\alpha(S)}.
\]

Passing to the limit as \( n \to +\infty \), we get that for all \( t_0 \in \tilde{A}^c \), \( \delta_{t_0} * \tilde{\rho} = g^{t_0} \in L^\alpha(S) \) in \( D'(S) \). Then, in the sense of distributions, \( \rho = \delta_{t_0} * \delta_{t_0} * \tilde{\rho} = \delta_{t_0} * g^{t_0} \). Therefore, in the sense of distributions, \( \rho \) is equal to the function \( t \in \mathbb{R}^d \mapsto g^{t_0}(t_0 - t) \), which therefore does not depend on \( t_0 \), and is such that for almost all \( t \in \mathbb{R}^d \), \( \delta_t * \tilde{\rho} = \rho(t - \cdot) \in L^\alpha(S) \). Also, for any \( t \in \tilde{A}^c \), by (5.1),

\[
\langle Y, \varphi_n^t \rangle = \langle u_{\text{gen}}, \varphi_n^t \rangle = \langle \hat{W}^\alpha, \varphi_n^t * \tilde{\rho} \rangle = \langle \hat{W}^\alpha, \rho_n^t \rangle,
\]

and \( \langle Y, \varphi_n^t \rangle \to Y_t \) almost surely as \( n \to +\infty \), and

\[
(5.10) \quad \rho_n^t \to g^t = \delta_t * \tilde{\rho}, \quad \text{in } L^\alpha(S) \text{ as } n \to +\infty.
\]

Therefore, \( \langle \hat{W}^\alpha, \rho_n^t - \rho(t - \cdot) \rangle \to 0 \) in law, hence in probability, that is, \( \langle \hat{W}^\alpha, \rho_n^t \rangle \to \langle W^\alpha, \rho(t - \cdot) \rangle \) in probability as \( n \to +\infty \). Therefore (5.2) holds. Since we used Hölder’s inequality, this method does not work in the case \( \alpha < 1 \), and does not imply (1.1), (1.2) or (1.3). We therefore develop a different argument that works for any \( \alpha \in (0, 2) \).

If \( \alpha \in (0, 2) \) is arbitrary, we deduce from (5.5) and (5.7) that \( \langle \hat{W}^\alpha, \rho_n^{t_0} - g^{t_0} \rangle \to 0 \) in law as \( n \to +\infty \), and by [12] Lemma 4.7, the convergence is also in probability. By almost sure linearity, we deduce that \( \langle \hat{W}^\alpha, \rho_n^{t_0} \rangle \to \langle \hat{W}^\alpha, g^{t_0} \rangle \) in probability as \( n \to +\infty \). By uniqueness of the limit, and since \( \langle \hat{W}^\alpha, \rho_n^{t_0} \rangle = \langle u_{\text{gen}}, \varphi_n^{t_0} \rangle = \langle Y, \varphi_n^{t_0} \rangle \), it follows that

\[
(5.11) \quad Y_{t_0} = \langle \hat{W}^\alpha, g^{t_0} \rangle, \quad \text{a.s. for any } t_0 \in \tilde{A}^c.
\]

For any \( (t, s) \in \mathbb{R}^d \times S \), let

\[
(5.12) \quad g(t, s) = \lim_{n \to +\infty} \rho_n^t(s).
\]
Then \((t, s) \mapsto g(t, s)\) is measurable, and for \(t \in \hat{A}^c\), \(g(t, \cdot) = g'()\) almost everywhere. Therefore

\[
Y_t = \langle \hat{W}^\alpha, g(t_0, \cdot) \rangle, \quad \text{a.s. for any } t_0 \in \hat{A}^c.
\]

Let \(\psi \in \mathcal{D}(\mathbb{R}^d)\). Then, \(\mu_\psi(dt) := \psi(t) dt\) is a finite signed measure, that we can decompose into positive and negative parts \(\mu_\psi^+\) and \(\mu_\psi^-\). Since \(Y\) is almost surely locally integrable,

\[
\int_{\mathbb{R}^d} |Y_t| \mu_\psi^+(dt) < +\infty, \quad \text{and} \quad \int_{\mathbb{R}^d} |Y_t| \mu_\psi^-(dt) < +\infty \quad \text{a.s.}
\]

By \textcolor{red}{[18] Theorem 11.3.2\}], if \(\alpha > 1\), we get

\[
(5.13) \quad \int_{\mathbb{R}^d} \left( \int_S |g(t, s)|^\alpha ds \right)^{\frac{1}{\alpha}} |\psi(t)| dt < +\infty,
\]

if \(\alpha = 1\), we get

\[
(5.14) \quad \int_{\mathbb{R}^d} dt \int_S |g(t, s)\psi(t)| \left[ 1 + \log_+ \left( \frac{|g(t, s)| \int_{\mathbb{R}^d} \int_S |g(r, v)| dv |\psi(r)| dr}{\left( \int_S |g(t, v)| dv \right) \left( \int_{\mathbb{R}^d} |g(r, s)\psi(r)| dr \right)} \right] < +\infty,
\]

and if \(\alpha < 1\), we get

\[
(5.15) \quad \int_S \left( \int_{\mathbb{R}^d} |g(t, s)\psi(t)| dt \right)^\alpha ds < +\infty.
\]

By the generalized Minkowsky inequality (see \textcolor{red}{[20] A.1}) and by \(5.13\), when \(\alpha > 1\),

\[
\left( \int_S \left( \int_{\mathbb{R}^d} |g(t, s)\psi(t)| dt \right)^\alpha ds \right)^{\frac{1}{\alpha}} \leq \int_{\mathbb{R}^d} \left( \int_S |g(t, s)|^\alpha ds \right)^{\frac{1}{\alpha}} |\psi(t)| dt < +\infty.
\]

In particular, we see that for almost all \(s \in S\), \(t \mapsto g(t, s)\) is locally integrable (and therefore defines a distribution). By \textcolor{red}{(5.11)}

\[
(5.16) \quad \int_{\mathbb{R}^d} Y_t \mu_\psi(dt) = \int_{\mathbb{R}^d} \langle \hat{W}^\alpha, g(t, \cdot) \rangle \psi(t) dt
\]

By \textcolor{red}{[18] Theorem 11.4.1\]}, we can exchange the stochastic integral with the Lebesgue integral in \(\textcolor{red}{(5.1)}\), to see that this equals

\[
(5.17) \quad \langle \hat{W}^\alpha, \int_{\mathbb{R}^d} \psi(t) g(t, \cdot) dt \rangle \quad \text{a.s.}
\]

We define \(\int_{\mathbb{R}^d} \psi(t) g(t, s) dt =: (\psi \circ g)(s)\) (this operation on \(\psi\) and \(g\) is not commutative). From \(\textcolor{red}{(5.17)}\) and \(\textcolor{red}{(5.1)}\), we get

\[
(5.18) \quad \langle \hat{W}^\alpha, \psi \circ g \rangle - \langle \hat{W}^\alpha, \psi \circ \tilde{\rho} \rangle = \langle \hat{W}^\alpha, \psi \circ g - \psi \circ \tilde{\rho} \rangle = \{Y, \psi\} - \langle u_{gen}, \psi \rangle = 0 \quad \text{a.s.,}
\]

and by \textcolor{red}{(5.7)}\), we deduce that \(\|\psi \circ g - \psi \circ \tilde{\rho}\|_{L^\alpha} = 0\). Then, for any \(\psi \in \mathcal{D}(\mathbb{R}^d)\), there is a set \(B_\psi\) such that \(\text{Leb}_d(B_\psi) = 0\) and for any \(s \in S \backslash B_{\psi}\), \((\psi \circ g)(s) = (\psi \circ \tilde{\rho})(s)\). Since \(\mathcal{D}(\mathbb{R}^d)\) is separable, there is a countable dense subset \(D \subset \mathcal{D}(\mathbb{R}^d)\). Let

\[
B = \bigcup_{\psi \in D} B_\psi, \quad \text{Leb}_d(B) = 0.
\]
Then, for all \( s \in S \setminus B \), for all \( \psi \in D \),
\[
\langle g(\cdot, s), \psi \rangle = \psi \otimes g(s) = \psi \ast \hat{\rho}(s) = \langle \rho, \psi(\cdot + s) \rangle = \langle \delta_s \ast \rho, \psi \rangle,
\]
where we have used (2.2). Since two distributions equal on a dense set are equal everywhere by continuity, we get that for all \( s \in S \setminus B \), \( g(\cdot, s) = \delta_s \ast \rho \) in \( \mathcal{D}'(\mathbb{R}^d) \). Then, \( \rho = \delta_{-s} \ast g(\cdot, s) \) in \( \mathcal{D}'(S) \), and \( \rho \) is a function depending only on the \( t \in \mathbb{R}^d \) variable, more precisely for almost all \( t \in \mathbb{R}^d \), \( \rho(t) = g(t + s, s) \) which does not depend on \( s \). Then, for almost all \((t, s) \in \mathbb{R}^d \times S\), \( \rho(t - s) \). By definition of \( g \) in (5.12) and by (5.10), we deduce that \( \rho \) is a function such that for almost all \( t \in \mathbb{R}^d \), \( \rho(t - \cdot) \) in \( L^\alpha(S) \). Also, from (5.13), (5.14) and (5.15), we get that (4.1)–(4.3) hold.

Remark 5.2. The proof of Theorem 5.1 in the case \( \alpha \geq 1 \) shows that the result is still valid in the case of Gaussian white noise: it suffices to set \( \alpha = 2 \) in the proof.

5.2 The case of symmetric pure jump Lévy noise.

We now consider the more general case of a symmetric pure jump Lévy noise \( \dot{X} \). Similarly to the \( \alpha \)-stable case, we can obtain a necessary condition for the existence of a random field solution.

Theorem 5.3. Assume (H1). Let \( u_{\text{gen}} \) be the generalized solution to (1.1) defined by (3.1). Suppose that \( u_{\text{gen}} \) has a random field representation \( Y \) in the sense of Definition 3.4, that is, there exists a jointly measurable random field \( (Y_t)_{t \in \mathbb{R}^d} \) such that \( Y \) has almost surely locally integrable sample paths, and for any \( \varphi \in \mathcal{D}(\mathbb{R}^d) \),
\[
\langle u_{\text{gen}}, \varphi \rangle = \int_{\mathbb{R}^d} Y_t \varphi(t) \, dt \quad \text{a.s.}
\]
Then, for almost all \( t \in \mathbb{R}^d \), \( \rho(t - \cdot) \in L(\dot{X}, S) \) (i.e. (H2) is satisfied almost everywhere), and
\[
Y_t = \langle \dot{X}, \rho(t - \cdot) \rangle = u_{\text{mid}}(t) \quad \text{a.s. a.e.}
\]
Proof. We use the same notations as in the proof of Theorem 5.1. By the same reasoning as in the proof of Theorem 5.1, there is a non random set \( \tilde{A} \subset \mathbb{R}^d \) such that \( \text{Leb}^{\mathbb{R}^d}(\tilde{A}) = 0 \) and for all \( t \not\in \tilde{A} \), \( \mathbb{P}\{Y, \varphi_n^t \rightarrow Y_t \text{ as } n \rightarrow +\infty \} = 1 \). Then, as before we define \( \rho_n^{t_0} = \varphi_n^{t_0} \ast \hat{\rho} \in L(\dot{X}, S) \). For \( n, m \in \mathbb{N} \) and \( t_0 \not\in \tilde{A} \),
\[
\mathbb{E}\left(e^{i\langle \dot{X}, \rho_n^{t_0} - \rho_m^{t_0} \rangle} \right) = \mathbb{E}\left(e^{i\int_{\mathbb{R}^d} Y_s(\varphi_n^{t_0}(s) - \varphi_m^{t_0}(s)) \, ds} \right) \rightarrow 1 \quad \text{as } n, m \rightarrow +\infty.
\]
We deduce that \( \langle \dot{X}, \rho_n^{t_0} - \rho_m^{t_0} \rangle \) converges to zero in law, hence in probability. Since \( \dot{X} \) is symmetric, the linear mapping \( f \in L(\dot{X}, S) \mapsto \langle \dot{X}, f \rangle \in L^0(\Omega) \) is an isomorphism (see [16, Theorem 3.4 and Proposition 3.6]). In particular the inverse map is continuous, therefore the sequence \( (\rho_n^{t_0})_{n \in \mathbb{N}} \) is Cauchy in \( L(\dot{X}, S) \). This space is complete, therefore there is a function \( g^{t_0} \) such that \( \rho_n^{t_0} \rightarrow g^{t_0} \) in \( L(\dot{X}, S) \). For any \((t, s) \in \mathbb{R}^d \times S \), let
\[
g(t, s) = \lim_{n \rightarrow +\infty} \rho_n^{t_0}(s).
\]
Then \((t, s) \mapsto g(t, s)\) is measurable, and for \(t \in \mathbb{R}^d\), \(g(t, \cdot) = g'(\cdot)\) almost everywhere. As in (5.11), we get that for almost all \(t_0 \in \mathbb{R}^d\), \(Y_{t_0} = \langle X, g(t_0) \rangle\) almost surely. Also, since \(Y\) has almost surely locally integrable sample paths, for any \(\psi \in \mathcal{D}(\mathbb{R}^d)\),

\[
\int_{\mathbb{R}^d} |Y_t| \mu_\psi(dt) = \int_{\mathbb{R}^d} \langle \dot{X}, g' \rangle |\mu_\psi(dt) < +\infty \quad \text{a.s.,}
\]

where \(\mu_\psi(dt) = |\psi(t)| dt\). By Theorem 4.3 as in (5.17),

\[
\int_{\mathbb{R}^d} \langle \dot{X}, g' \rangle \psi(t) dt = \langle \dot{X}, \psi \circ g \rangle \quad \text{a.s.}
\]

Therefore, for any \(\psi \in \mathcal{D}(\mathbb{R}^d)\),

\[
\langle \dot{X}, \psi \circ g \rangle = \int_{\mathbb{R}^d} \langle \dot{X}, g' \rangle \psi(t) dt = \int_{\mathbb{R}^d} Y_t \psi(t) dt = \langle \dot{X}, \dot{\rho} \circ \psi \rangle \quad \text{a.s.,}
\]

where the last equality is by Definitions 3.4 and 3.1. Therefore, for almost every \(s \in S\), \(\psi \circ g(s) = \psi \circ \dot{\rho}(s)\). We can then conclude as in the proof of Theorem 5.1 after (5.18).

6 Examples

In this section, we give some examples of application of Theorems 4.1 and 5.1. We focus on three well-known stochastic partial differential equations: the linear stochastic heat equation, the linear stochastic wave equation, and the linear Poisson equation, in all spatial dimensions. We restrict to the case of a symmetric \(\alpha\)-stable noise, as the choice of the parameter \(\alpha \in (0, 2)\) will be enough to capture the different cases.

6.1 The stochastic heat equation

Let \(\dot{W}^\alpha\) be an \(\alpha\)-stable symmetric noise on \(\mathbb{R}^d\). The heat operator \(\mathcal{H}\) in dimension \(d\) is a constant coefficient partial differential operator given by

\[
\mathcal{H} = \frac{\partial}{\partial t} - \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2}.
\]

A fundamental solution \(\rho_{\mathcal{H}}\) for this operator is given by the formula

\[
\rho_{\mathcal{H}}(t, x) = \frac{1}{(4\pi t)^{\frac{d}{2}}} \exp \left( -\frac{|x|^2}{4t} \right) 1_{t>0}.
\]

We consider the following Cauchy problem

\[
(6.1) \quad \begin{cases}
\mathcal{H} u = \dot{W}^\alpha, \\
u(0, \cdot) = 0.
\end{cases}
\]
6.1.1 Existence of a generalized solution

We wish to define the generalized solution of this equation associated with the fundamental solution $\rho_H$.

**Proposition 6.1.** For any choice of $\alpha \in (0, 2)$ and $d \geq 1$, the generalized solution to the linear stochastic heat equation driven by a symmetric $\alpha$-stable noise is well defined.

**Proof.** We have to check for which combinations of $\alpha$ and $d$ the convolution $\varphi * \tilde{\rho}_H$ belongs to $L^\alpha(\mathbb{R}_+ \times \mathbb{R}^d)$, for any $\varphi \in \mathcal{D}(\mathbb{R}^{d+1})$ (see (H1')). For $\varphi \in \mathcal{D}(\mathbb{R}^{d+1})$ and $(t, x) \in \mathbb{R} \times \mathbb{R}^d$,

$$\varphi * \tilde{\rho}_H(t, x) = \int_{t}^{+\infty} ds \int_{\mathbb{R}^d} dy \frac{1}{(4\pi (s-t))^\frac{d}{2}} \exp \left( -\frac{|y-x|^2}{4(s-t)} \right) \varphi(s, y).$$

Since $\varphi$ has compact support, we see from this formula that there is a $T \in \mathbb{R}_+$ such that for any $t \geq T$ and $x \in \mathbb{R}^d$, $\varphi * \tilde{\rho}_H(t, x) = 0$. Therefore, we need to check that $\varphi * \tilde{\rho}_H$ is in $L^\alpha([0, T] \times \mathbb{R}^d)$ for any $T \in \mathbb{R}_+$ and $\varphi \in \mathcal{D}(\mathbb{R}^{d+1})$. The function $\varphi * \tilde{\rho}_H$ is smooth, so we only need to check integrability for $x$ in a neighborhood of infinity. Then, for some compact $K \subset \mathbb{R}^d$, for $x$ large enough,

$$|\varphi * \tilde{\rho}_H(t, x)| \leq |\varphi| * \tilde{\rho}_H(t, x) = \mathbb{I}_{t \leq T} \int_{t}^{T} ds \int_{K} dy \frac{1}{(4\pi (s-t))^\frac{d}{2}} \exp \left( -\frac{|y-x|^2}{4(s-t)} \right) |\varphi(s, y)|$$

$$\leq \mathbb{I}_{t \leq T} \|\varphi\|_\infty \int_{t}^{T} ds \int_{K} dy \frac{1}{(4\pi (T-t))^\frac{d}{2}} \exp \left( -\frac{|y-x|^2}{4(T-t)} \right),$$

where the second inequality comes from the fact that for $|x|$ large enough, the function $s \in [t, T] \mapsto \frac{1}{(4\pi (s-t))^\frac{d}{2}} \exp \left( -\frac{|y-x|^2}{4(s-t)} \right)$ is non-decreasing and realizes its maximum at $s = T$. Then, using the inequality

$$(\ref{2.6}) \quad |y - x|^2 \geq \frac{1}{2} |x|^2 - |y|^2,$$

we get

$$|\varphi * \tilde{\rho}_H(t, x)| \leq \mathbb{I}_{t \leq T} \|\varphi\|_\infty \frac{|x|}{(4\pi)^\frac{d}{2}} (T-t)^{-\frac{d}{2}+1} \int_{K} dy \exp \left( -\frac{|y-x|^2}{4(T-t)} \right)
\leq \mathbb{I}_{t \leq T} \|\varphi\|_\infty \frac{|x|}{(4\pi)^\frac{d}{2}} (T-t)^{-\frac{d}{2}+1} \exp \left( -\frac{|x|^2}{8(T-t)} \right) \int_{K} \exp \left( -\frac{|y|^2}{4(T-t)} \right) dy.$$

We evaluate the integral and deduce that

$$(\ref{2.7}) \quad |\varphi * \tilde{\rho}_H(t, x)| \leq \mathbb{I}_{t \leq T} \|\varphi\|_\infty T \exp \left( -\frac{|x|^2}{8T} \right).$$

From (\ref{2.7}) we deduce that $\varphi * \tilde{\rho}_H$ has compact support in the time variable (uniformly with respect to the space variable), and has rapid decay in the space variable. Therefore $\varphi * \tilde{\rho}_H \in L^\alpha([0, T] \times \mathbb{R}^d)$ for any $\alpha \in \mathbb{R}_+$. We deduce that the stochastic linear heat equation driven by symmetric $\alpha$-stable noise always has a generalized solution $u_\text{gen}$ defined by

$$(\ref{2.8}) \quad \langle u_\text{gen}, \varphi \rangle := \langle W^\alpha, \varphi * \tilde{\rho}_H \rangle, \quad \text{for all } \varphi \in \mathcal{D}(\mathbb{R}^{d+1}).$$

\[\square\]
Remark 6.2. The previous proof is still valid if we formally replace $\alpha$ by 2, and therefore the same result is true in the Gaussian case.

Remark 6.3. From (6.3), we get that

\[
\phi_\alpha \rho_H \in L^\infty([0,T] \times \mathbb{R}^d) \leq C \| \phi \|_\infty,
\]

for some constant $C$ that depends on the support of $\phi$. Therefore, if $\phi_n$ is a sequence of test functions in $D(\mathbb{R}^{d+1})$ such that $\phi_n \to 0$ in $D(\mathbb{R}^{d+1})$, then

\[
\mathbb{E} \left[ e^{\xi (u_{\text{gen}}, \phi_n)} \right] = e^{-|\xi|^2 \| \phi_n \|_{L^\alpha([0,T] \times \mathbb{R}^d)}^2} \to 1 \quad \text{as } n \to +\infty.
\]

Therefore, $\langle u_{\text{gen}}, \phi_n \rangle \to 0$ in law as $n \to +\infty$, and since convergence in law to a constant is equivalent to the convergence in probability to this constant, we deduce that $\langle u_{\text{gen}}, \phi_n \rangle \to 0$ in probability as $n \to +\infty$. Therefore, $u_{\text{gen}}$ defines a linear functional on $D(\mathbb{R}^{d+1})$ that is continuous in probability. The space $D(\mathbb{R}^{d+1})$ is nuclear (see [21, p. 510]), so by [22, Corollary 4.2], $u_{\text{gen}}$ has an almost surely continuous version (and therefore $u_{\text{gen}}$ defines a continuous generalized stochastic process).

6.1.2 Existence of a mild solution

The criterion for the existence of the mild solution to the linear stochastic heat equation (6.1) is known (see [1]). However, we can also obtain this from (H2').

Proposition 6.4. The mild solution to the linear stochastic heat equation driven by a symmetric $\alpha$-stable noise, as defined in (3.3), exists if and only if

\[
\alpha < 1 + \frac{2}{d}.
\]

In this case,

\[
u_{\text{mild}}(t, x) := \langle \hat{W}^\alpha, \rho_H(t - \cdot, x - \cdot) \rangle.
\]

Proof. The mild solution of (6.1) associated with $\rho_H$ is well defined if and only if the following integral is finite for any $(t, x) \in \mathbb{R}_+ \times \mathbb{R}^d$ (see (H2')):

\[
\int_{\mathbb{R}_+} \int_{\mathbb{R}^d} ds \, dy \, \rho_H(t - s, x - y)^\alpha = \int_0^t ds \frac{1}{(4\pi s)^{\alpha/2}} \left( \int_{\mathbb{R}^d} dy \exp \left( -\frac{\alpha |y|^2}{4s} \right) \right)
\]

(6.7)

\[
= \int_0^t ds \frac{1}{(4\pi s)^{\alpha/2} \alpha^\frac{\alpha-1}{2} \alpha^\frac{\alpha}{2}}
\]

and the last integral is finite if and only if

\[
\alpha < 1 + \frac{2}{d}.
\]

In this case, by Definition 3.5,

\[
u_{\text{mild}}(t, x) := \langle \hat{W}^\alpha, \rho_H(t - \cdot, x - \cdot) \rangle.
\]
6.1.3 Existence of a random field solution

We have seen in the previous section that for any \( \alpha \) and \( d \), it is possible to define the generalized solution \( u_{\text{gen}} \), and that the mild solution \( u_{\text{mild}} \) exists if and only if \( \alpha < 1 + \frac{d}{2} \). We now apply the results of Theorem 4.1 and Theorem 5.1 to learn more about the relations between those two notions of solution.

**Proposition 6.5.** The generalized solution \( u_{\text{gen}} \) to the linear stochastic heat equation driven by a symmetric \( \alpha \)-stable noise has a random field representation \( Y \) if and only if \( (6.5) \) is satisfied, and in that case, this random field representation \( Y \) is equal to \( u_{\text{mild}} \) almost everywhere almost surely.

**Proof.** If \( \alpha \in \left(1, 1 + \frac{d}{2}\right) \), then from Theorem 4.1(i), we deduce that \( u_{\text{mild}} \) is almost surely equal to \( u_{\text{gen}} \) (the condition (4.1) is immediately verified using (6.7) and Remark 4.2(1)). Similarly, for any \( \varphi \in D(\mathbb{R}^{d+1}) \), if \( \alpha < 1 \), then by (6.3), \( |\hat{\rho}_t| * |\varphi| \in L^\alpha(\mathbb{R}^+ \times \mathbb{R}^d) \), hence by Theorem 4.1(iii), the mild solution of the stochastic heat equation \( u_{\text{mild}} \) is equal to the generalized solution \( u_{\text{gen}} \).

The case \( \alpha = 1 \) is slightly more involved, since we need to check condition (4.2). Let \( \varphi \in D(\mathbb{R}^{d+1}) \). First, we have

\[
\int_{\mathbb{R}^+ \times \mathbb{R}^d} \rho_H(t - s, x - v) \, dv = t \mathbb{1}_{t > 0},
\]

and for any \( x \in \mathbb{R}^d \), \( \log_+(x) \leq |\log(x)| \), therefore, for \( t > 0 \)

\[
\log_+ \left( \frac{\rho_H(t - s, x - y) \int_{\mathbb{R}^d} \rho_H(u - v, r - w) \, dw \, d\mu_\varphi(du, dr)}{\left( \int_{\mathbb{R}^+ \times \mathbb{R}^d} \rho_H(t - v, x - w) \, dw \right) \int_{\mathbb{R}^d} \rho_H(u - s, r - y) \, d\mu_\varphi(du, dr)} \right) \\
\leq |\log(\rho_H(t - s, x - y))| + |\log\left( \int_{\mathbb{R}^d} u \mu_\varphi(du, dr) \right)| + |\log(t)| \\
+ |\log(\mathbb{1}_{t > 0})|.
\]

Hence, to have (4.2), we need to check the finiteness of the following integrals:

\[
I_1 := \int_{\mathbb{R}^+ \times \mathbb{R}^d} (\hat{\rho}_t \ast |\varphi|) \, ds \, dy,
\]

\[
I_2 := \int_{\mathbb{R}^+ \times \mathbb{R}^d} ((\hat{\rho}_t \log(\hat{\rho}_t)) \ast |\varphi|) \, ds \, dy,
\]

\[
I_3 := \int_{\mathbb{R}^+ \times \mathbb{R}^d} \left( \int_{\mathbb{R}^d} \rho_H(t - s, x - y) |\log(t)\varphi(t, x)| \, dt \, dx \right) \, ds \, dy,
\]

\[
I_4 := \int_{\mathbb{R}^+ \times \mathbb{R}^d} |\log(\hat{\rho}_t \ast |\varphi|)(s, y))| (\hat{\rho}_t \ast |\varphi|) \, ds \, dy.
\]

The case of \( I_1 \) has already been treated after (6.3), and for \( I_3 \), we can simply permute the integrals and get

\[
I_3 = \int_{\mathbb{R}^d} |t \mathbb{1}_{t > 0} \log(t)\varphi(t, x)| \, dt \, dx < +\infty.
\]

For \( I_2 \) and \( I_4 \), by the same considerations as for the case \( \alpha \neq 1 \), we need to check that for any \( \varphi \in D(\mathbb{R}^{d+1}) \),

\[
(t, x) \in \mathbb{R}^+ \times \mathbb{R}^d \mapsto |\hat{\rho}_t \log(\hat{\rho}_t)| \ast |\varphi|(t, x),
\]
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and
\[(t, x) \in \mathbb{R}_+ \times \mathbb{R}^d \mapsto (\hat{\rho}_H * |\varphi|)(t, x) \log(\hat{\rho}_H * |\varphi|(t, x)),\]
are in \(L^1([0, T] \times \mathbb{R}^d)\) for any \(T \in \mathbb{R}_+\). By (6.3), we get that \((\hat{\rho}_H * |\varphi|) \log(\hat{\rho}_H * |\varphi|) \in L^1(\mathbb{R}_+ \times \mathbb{R}^d)\), therefore \(I_4 < +\infty\). We now turn to \(I_2\). Observe that
\[
|\hat{\rho}_H \log(\hat{\rho}_H) * |\varphi|(t, x) = \mathbb{I}_{t \leq T} \int_t^T ds \int_K \frac{1}{(4\pi(s-t))^d} \exp\left(-\frac{|y-x|^2}{4(s-t)}\right) \times \left[-\frac{d}{2} \log(4\pi(s-t)) - \frac{|y-x|^2}{4(s-t)}\right] |\varphi(s, y)|.
\]
Again, by continuity (since \(|\varphi|\) is continuous and has compact support), we are only concerned about integrability near a neighborhood of infinity \((x \to \pm \infty, t \in [0, T])\). Since \(\log(4\pi(s-t))\) is integrable at \(s = t\) and the polynomial term \(|y-x|^2/(s-t)\) barely affects the decay as \(x \to \pm \infty\) of \(\exp(-|y-x|^2/(4(s-t)))\), we can obtain a bound similar to (6.3): see [11, Proof of Proposition 4.4.4] for details.

Hence by Theorem 1.1(ii), the mild solution \(u_{\text{mild}}\) of the stochastic heat equation in the case \(\alpha = 1\) is also equal to \(u_{\text{gen}}\).

Furthermore, if \(u_{\text{gen}}\) has a random field representation \(Y\) in the sense of Definition 3.2, then, by Theorem 5.1 necessarily \(\rho_H \in L^\alpha([0, T] \times \mathbb{R}^d)\) for any \(T > 0\), which, as we have seen in the proof of Proposition 6.4, is equivalent to (6.5), and also the random field representation \(Y\) is equal to the mild solution \(u_{\text{mild}}\) almost everywhere a.s. Therefore, a necessary and sufficient condition for the existence of a random field solution to the stochastic heat equation (6.1) is that \(\alpha < 1 + \frac{2}{d}\).

Propositions 6.1, 6.4 and 6.5 together establish the following theorem.

**Theorem 6.6.** The generalized solution \(u_{\text{gen}}\) to the stochastic heat equation (6.1) defined by (6.4) always exists. The mild solution \(u_{\text{mild}}\) defined by (6.6) exists if and only if

\[(6.8) \quad \alpha < 1 + \frac{2}{d},\]

Furthermore, a random field representation \(Y\) of the generalized solution exists if and only if (6.8) is satisfied and in this case, for almost all \((t, x) \in \mathbb{R}_+ \times \mathbb{R}^d\),
\[Y_{t,x} = \langle W^\alpha, \rho_H(t - \cdot, x - \cdot) \rangle = u_{\text{mild}}(t, x) \quad \text{a.s.}\]

### 6.2 The stochastic wave equation

We now consider the stochastic wave equation. For an overview of this SPDE in the Gaussian case, see [6]. Let \(\hat{W}^\alpha\) be an \(\alpha\)-stable symmetric noise on \(\mathbb{R}_+ \times \mathbb{R}^d\). The wave operator \(\mathcal{O}\) in dimension \(d\) is a constant coefficient partial differential operator given by
\[\mathcal{O} = \frac{\partial^2}{\partial t^2} - \sum_{i=1}^d \frac{\partial^2}{\partial x_i^2}.\]
The fundamental solution of this operator (with support in the forward light cone) is a function only in dimension one and two. In dimension one, it is given by

$$\rho_1^O(t, x) = \frac{1}{2} \mathbb{1}_{|x| \leq t} \quad \text{for all } (x, t) \in \mathbb{R}^2,$$

and, in dimension two, by

$$\rho_2^O(t, x) = \frac{1}{2\pi} \frac{1}{\sqrt{t^2 - |x|^2}} \mathbb{1}_{|x| < t} \quad \text{for all } (x, t) \in \mathbb{R} \times \mathbb{R}^2.$$

In dimension $d \geq 3$, the fundamental solution is a distribution that can be characterized by its Fourier transform in the space variable $x$ (see [7]).

This fundamental solution is related to the following Cauchy problem:

$$\begin{cases}
\mathcal{O}u = \dot{W}^\alpha, \\
u(0, \cdot) = 0, \\
\frac{\partial u}{\partial t}(0, \cdot) = 0.
\end{cases} \quad (6.9)$$

### 6.2.1 Existence of the generalized solution

We first study the existence of the generalized solution in various dimensions $d \geq 1$.

**Proposition 6.7.** For any dimension $d \geq 1$ and $\alpha \in (0, 2)$, the generalized solution $u_{\text{gen}}$ to the linear stochastic wave equation driven by a symmetric $\alpha$-stable noise exists.

**Proof.** We need to check whether $[\mathbf{H1}']$ is satisfied.

$d = 1$: We need to check that for any $\varphi \in \mathcal{D}(\mathbb{R}^2)$, the convolution $\varphi \ast \rho_1^O$ is in $L^\alpha(\mathbb{R}_+ \times \mathbb{R})$. We get

$$\varphi \ast \rho_1^O(t, x) = \int_0^{+\infty} ds \int_{-s}^{s} dy \varphi(s + t, y + x),$$

and we can see from this expression that it is a smooth function with compact support, hence in $L^\alpha(\mathbb{R}_+ \times \mathbb{R})$.

$d = 2$: Let $\varphi \in \mathcal{D}(\mathbb{R}^3)$. We check whether or not for some $\alpha \in (0, 2)$, the function $\varphi \ast \rho_2^O \in L^\alpha(\mathbb{R}_+ \times \mathbb{R}^d)$. By standard properties of the convolution, $\varphi \ast \rho_2^O$ is a smooth function. Let $(t, x) \in \mathbb{R}_+ \times \mathbb{R}^2$. Then,

$$\varphi \ast \rho_2^O(t, x) = \int_{\mathbb{R}} ds \int_{\mathbb{R}^2} dy \rho_2^O(s - t, y - x) \varphi(s, y).$$

Since $\varphi$ has compact support and $\rho_2^O$ has support in the set $\{(t, x) \in \mathbb{R}_+ \times \mathbb{R}^2 : |x| \leq t\}$, we can write

$$\varphi \ast \rho_2^O(t, x) = \mathbb{1}_{t \leq T} \int_t^T ds \int_{B_r(T - t)} dy \rho_2^O(s - t, y - x) \varphi(s, y),$$

for some $T \in \mathbb{R}_+$, where $B_r(x)$ is the open ball of radius $r$ centered at $x$. We see in this expression that the convolution has compact support in space and time, since if $x$ is far enough from the support of $\varphi$, the integrand is zero. We deduce that for any $\alpha \in (0, 2)$, $\varphi \ast \rho_2^O \in L^\alpha(\mathbb{R}_+ \times \mathbb{R}^d)$, and the generalized solution to the stochastic linear wave equation in dimension 2 always exists.
For any $\varphi \in D(\mathbb{R} \times \mathbb{R}^d)$, the function $\varphi \ast \hat{\rho}_d^\alpha$ is smooth. By the same type of considerations on the support of the convolution $\varphi \ast \hat{\rho}_d^\alpha$ as in dimension one and two, we see that this function has compact support, therefore $\varphi \ast \hat{\rho}_d^\alpha \in L^\alpha(\mathbb{R}_+ \times \mathbb{R}^d)$ for any $\alpha \in (0, 2)$.

We conclude that the generalized solution always exists. ☐

6.2.2 Existence of the mild solution

**Proposition 6.8.** For all $\alpha \in (0, 2)$, the mild solution to the stochastic wave equation driven by a symmetric $\alpha$-stable noise exists only in dimensions one and two.

**Proof.** \(d = 1\): There is a mild solution to the wave equation driven by $\alpha$-stable noise if and only if for any \((t, x) \in \mathbb{R}^+ \times \mathbb{R}^1\), $\rho_1^\alpha(t - \cdot, x - \cdot) \in L^\alpha(\mathbb{R}_+ \times \mathbb{R})$ (see \([H2']\)). Therefore, for any $T > 0$, we need to check the finiteness of the integral

\[
\int_0^T dt \int_{\mathbb{R}} dx \rho_1^\alpha(t, x)^\alpha = \int_0^T dt \int_{\mathbb{R}} dx \frac{1}{2^\alpha} 1_{|x| \leq t} = \frac{T^2}{2^\alpha}.
\]

We deduce that the mild solution exists for any choice of $\alpha \in (0, 2)$.

\(d = 2\): The mild solution exists if and only if $\rho_2^\alpha(t - \cdot, x - \cdot) \in L^\alpha(\mathbb{R}_+ \times \mathbb{R}^2)$ for any \((t, x) \in \mathbb{R}_+ \times \mathbb{R}^2\) (see \([H2']\)). We have

\[
\|\rho_2^\alpha(t - \cdot, x - \cdot)\|_{L^\alpha(\mathbb{R}_+ \times \mathbb{R}^2)}^{a+1} = \int_0^t ds \int_{\mathbb{R}^2} dy \frac{1}{(2\pi)^\alpha} \left((t-s)^2 - |x-y|^2\right)^{\frac{\alpha}{2}}
\]

Changing to polar coordinates, we get

\[
\|\rho_2^\alpha(t - \cdot, x - \cdot)\|_{L^\alpha(\mathbb{R}_+ \times \mathbb{R}^2)}^{a+1} = \frac{1}{(2\pi)^\alpha} \int_0^t ds \int_{|u| \leq s} du \frac{1}{(s^2 - |u|^2)^{\frac{\alpha}{2}}}.
\]

This integral is finite if and only if $\frac{\alpha}{2} < 1$, that is $\alpha < 2$. We can further evaluate this integral and we get

\[
\|\rho_2^\alpha(t - \cdot, x - \cdot)\|_{L^\alpha(\mathbb{R}_+ \times \mathbb{R}^2)}^{a+1} = \frac{1}{(2\pi)^{\alpha-1}} \int_0^t ds \int_0^s dr \frac{r}{(s-r)^{\frac{\alpha}{2}}(s+r)^{\frac{\alpha}{2}}}
\]

Therefore, in dimension 2, there is always a mild solution to the linear stochastic wave equation with $\alpha$-stable noise.

\(d \geq 3\): Since fundamental solutions of the wave equation in dimension $d \geq 3$ are not functions, there is no mild solution. ☐

**Remark 6.9.** From this proof, we can deduce the already known result in the Gaussian case (see [6, p. 46]) that a mild solution to the linear stochastic wave equation only exists in spatial dimension one.
6.2.3 Existence of a random field solution

Proposition 6.10. The generalized solution \( u_{\text{gen}} \) to the linear stochastic wave equation driven by a symmetric \( \alpha \)-stable noise has a random field representation if and only if \( \alpha \leq 2 \), and in that case, this random field representation is equal to \( u_{\text{mild}} \) almost everywhere almost surely.

Proof. \( d = 1 \): We will show that the mild solution exists and is equal to the generalized solution by using Theorem 4.1 and the Remark 4.2. If \( \alpha > 1 \), it suffices to check that \( \| \rho_1^\alpha (t - \cdot, x - \cdot) \|_{L^\alpha (\mathbb{R}_+ \times \mathbb{R})} \), \( (t, x) \in \mathbb{R}_+ \times \mathbb{R} \) \( \in L^1_{\text{loc}} (\mathbb{R}_+ \times \mathbb{R}) \), which is the case by (6.10). If \( \alpha < 1 \), we check that for any compact \( K \subset \mathbb{R}^2 \),

\[
\int_{\mathbb{R}_+ \times \mathbb{R}} \frac{ds \ dy \left( \int_K dt \ dx | \rho_1^\alpha (t - s, x - y) | \right)^\alpha}{\int_K d t \ dx \int_{\mathbb{R}_+ \times \mathbb{R}} ds \ dy \ | \rho_1^\alpha (t - s, x - y) | \left[ 1 + \log_+ \left( \frac{| \rho_1^\alpha (t - s, x - y) | \int_K du \ dr \int_{\mathbb{R}_+ \times \mathbb{R}} dv \ dw | \rho_1^\alpha (u - v, r - w) |}{\left( \int_{\mathbb{R}_+ \times \mathbb{R}} dv \ dw | \rho_1^\alpha (t - v, x - w) | \right) \left( \int_K | \rho_1^\alpha (u - s, r - y) | du \ dr \right)} \right] < +\infty .
\]

It is easy to see that the function \( (s, y) \mapsto \int_K dt \ dx | \rho_1^\alpha (t - s, x - y) | \) has compact support, which suffices to prove the claim. In the case \( \alpha = 1 \), we check that for any compact set \( K \subset \mathbb{R}^2 \),

\[
\int_K dt \ dx \int_{\mathbb{R}_+ \times \mathbb{R}} ds \ dy \ | \rho_1^\alpha (t - s, x - y) | \left[ 1 + \log_+ \left( \frac{| \rho_1^\alpha (t - s, x - y) | \int_K du \ dr \int_{\mathbb{R}_+ \times \mathbb{R}} dv \ dw | \rho_1^\alpha (u - v, r - w) |}{\left( \int_{\mathbb{R}_+ \times \mathbb{R}} dv \ dw | \rho_1^\alpha (t - v, x - w) | \right) \left( \int_K | \rho_1^\alpha (u - s, r - y) | du \ dr \right)} \right] < +\infty .
\]

The details of this calculation can be found in [11, Proof of Proposition 4.4.9].

We conclude that, for any \( \alpha \in (0, 2) \), the mild solution is equal to the generalized solution, and the mild solution is the random field representation of the generalized solution.

\( d = 2 \): In the case where \( \alpha > 1 \), by (6.11), \( (t, x) \in \mathbb{R}_+ \times \mathbb{R}^2 \to \| \rho_2^\alpha (t - \cdot, x - \cdot) \|_{L^\alpha (\mathbb{R}_+ \times \mathbb{R}^2)} \) does not depend on \( x \) and is continuous in the \( t \) variable, therefore (4.1) is verified, and the mild solution is equal to the generalized solution.

In the case where \( \alpha < 1 \), we know from previous considerations that for any test function \( \varphi \), \( | \rho_2^\alpha | \ast \varphi \) is smooth with compact support, therefore (4.3) is verified, and the mild solution is equal to the generalized solution.

The case \( \alpha = 1 \) is again more involved, since we need to consider the expression (4.12). We must check that for any compact set \( K \subset \mathbb{R}^3 \),

\[
\int_K dt \ dx \int_{\mathbb{R}_+ \times \mathbb{R}^2} ds \ dy \ | \rho_2^\alpha (t - s, x - y) | \left[ 1 + \log_+ \left( \frac{| \rho_2^\alpha (t - s, x - y) | \int_K du \ dr \int_{\mathbb{R}_+ \times \mathbb{R}^2} dv \ dw | \rho_2^\alpha (u - v, r - w) |}{\left( \int_{\mathbb{R}_+ \times \mathbb{R}^2} dv \ dw | \rho_2^\alpha (t - v, x - w) | \right) \left( \int_K | \rho_2^\alpha (u - s, r - y) | du \ dr \right)} \right] < +\infty .
\]

For the details of this calculation, see [11, Proof of 4.4.9].

Therefore, for any \( \alpha \in (0, 2) \), the mild solution is equal to the generalized solution. and the mild solution is the random field representation of the generalized solution.

\( d \geq 3 \): By Theorem 5.1 there cannot be any random field representation of the generalized solution, since \( \rho_2^\alpha \not\in L^\alpha ([0, T] \times \mathbb{R}^d) \).

\[ \square \]
We summarize Propositions 6.7, 6.8 and 6.10 in the following theorem.

**Theorem 6.11.** The generalized solution \( u_{\text{gen}} \) to the stochastic wave equation (6.9) defined by (3.1) always exists. The mild solution \( u_{\text{mild}} \) defined by (6.6) exists if and only if \( d \leq 2 \). Furthermore, a random field representation \( Y \) of the generalized solution exists if and only if \( d \leq 2 \), and in this case, for almost all \( (t,x) \in \mathbb{R}_+ \times \mathbb{R}^d \),

\[
Y_{t,x} = \langle W^\alpha, \rho_d^\alpha(t-\cdot, x-\cdot) \rangle = u_{\text{mild}}(t,x) \quad \text{a.s.}
\]

### 6.3 The stochastic Poisson equation

Let \( W^\alpha \) be an \( \alpha \)-stable symmetric noise on \( \mathbb{R}_+ \times \mathbb{R}^d \). The laplacian operator \( \Delta \) is given by

\[
\Delta = \sum_{i=1}^d \frac{\partial^2}{\partial x_i^2}.
\]

The fundamental solution of the Poisson operator \( \mathcal{P} = -\Delta \) on \( \mathbb{R}^d \) is given by

\[
\rho^1_p(x) = \frac{1}{2} |x|, \quad x \in \mathbb{R},
\]

\[
\rho^2_p(x) = \frac{1}{2\pi} \ln \frac{1}{|x|}, \quad x \in \mathbb{R}^2 \setminus \{0\},
\]

\[
\rho^d_p(x) = \frac{1}{C_d} \frac{1}{|x|^{d-2}}, \quad x \in \mathbb{R}^d \setminus \{0\}, \quad d \geq 3,
\]

where

\[
C_d = \frac{2\pi^d (d-2)}{\Gamma\left(\frac{d}{2}\right)}.
\]

We consider the following SPDE in \( \mathbb{R}^d \):

\[
- \Delta u = \bar{W}^\alpha.
\]

**Theorem 6.12.** (a) For \( d \geq 1 \) and \( \alpha \in (0, 2) \), there is no mild solution, hence no random field solution, to (6.14).

(b) There is a generalized solution to (6.14) if and only if \( d > 4 \) and \( \alpha \in \left(\frac{d}{d-2}, 2\right) \).

**Proof.** (a) It is immediate to check that for all \( d \geq 1 \) and \( \alpha \in (0, 2) \), \( \rho^d_p \notin L^\alpha(\mathbb{R}^d) \), therefore, there is no mild solution to (6.14).

(b) Turning to the generalized solution, we first examine dimensions 1 and 2.

\( d = 1 \): Let \( \varphi \in \mathcal{D}(\mathbb{R}) \). Then

\[
\hat{\rho}^1_p * \varphi(x) = -\frac{1}{2} \int_{\mathbb{R}} |x - y| \varphi(y) \, dy
\]

\[
= -\frac{1}{2} \left( x \left( \int_{-\infty}^x \varphi(y) \, dy - \int_{-\infty}^{+\infty} \varphi(y) \, dy \right) + \int_{x}^{+\infty} y \varphi(y) \, dy - \int_{-\infty}^{x} y \varphi(y) \, dy \right).
\]

Since \( \varphi \) has compact support, for large enough \( |x| \),

\[
\hat{\rho}^1_p * \varphi(x) = -\frac{1}{2} \left( x \int_{\mathbb{R}} \varphi(y) \, dy - \int_{\mathbb{R}} y \varphi(y) \, dy \right).
\]
In particular, we see that for any $\alpha \in (0, 2)$, $\hat{\rho}_p^2 \ast \varphi \notin L^\alpha(\mathbb{R})$ (unless the two integrals in (6.15) vanish), and there is no generalized solution to (6.14).

$d = 2$: Let $\varphi \in \mathcal{D}(\mathbb{R}^2)$. Then

$$\hat{\rho}_p^2 \ast \varphi(x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \ln \frac{1}{|x-y|} \varphi(y) \, dy.$$ 

Assuming that $\varphi \geq 0$ and $\varphi \neq 0$, for $|x|$ large enough and $\varepsilon$ small enough, the right-hand side is bounded below by

$$\frac{\|\varphi\|_\infty}{2} \int_{|y| \leq \varepsilon} \ln \frac{1}{|x-y|} \, dy \geq \varepsilon^2 \frac{\|\varphi\|_\infty}{2} \frac{1}{\ln(|x| + \varepsilon)},$$

hence $\hat{\rho}_p^2 \ast \varphi \notin L^\alpha(\mathbb{R}^2)$.

$d \geq 3$: Let $\varphi \in \mathcal{D}(\mathbb{R}^d)$. Then

$$\hat{\rho}_p^d \ast \varphi(x) = \int_{\mathbb{R}^d} \frac{1}{|x-y|^{d-2}} \varphi(y) \, dy.$$ 

This is a $C^\infty$-function of $x$, hence we only need to consider its integrability as $|x| \to \infty$. Proceeding as for the case $d = 2$, for $\varphi \geq 0$ and $\varphi \neq 0$, we can bound the integral below, up to a constant, by

$$\int_{|y| \leq \varepsilon} \frac{1}{|x-y|^{d-2}} \, dy \geq \varepsilon^d \frac{1}{(|x| + \varepsilon)^{d-2}}.$$ 

Passing to polar coordinates, we see that $\hat{\rho}_p^d \ast \varphi \notin L^\alpha(\mathbb{R}^d)$ unless $\alpha(2 - d) + d < 0$, which is equivalent to $\alpha > \frac{d}{d-2}$. Since $\alpha < 2$, this can only occur if $d > 4$.

On the other hand, if $d > 4$ and $\alpha > \frac{d}{d-2}$, then for $N > 0$, by the generalized Minkowski inequality,

$$\int_{|x| > N} \frac{\|\varphi\|_\infty}{d} \frac{1}{|x-y|^{d-2}} \varphi(y) \, dy \leq \int_{\mathbb{R}^d} \frac{\|\varphi\|_\infty}{d} \frac{1}{|x-y|^{\alpha(d-2)}} \, dy.$$ 

The $dx$-integral only needs to be evaluated for $y$ in a bounded set. For large enough $N$, the $dx$-integral is finite if and only if $\alpha(2 - d) + d < 0$, which is the case since $d > 4$ and $\alpha > \frac{d}{d-2}$.

In summary, $\hat{\rho}_p^2 \ast \varphi \in L^\alpha(\mathbb{R}^2)$ if and only if $d > 4$ and $\alpha > \frac{d}{d-2}$, and statement (b) is proved. 
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