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Thermo-Kinetic relations bound thermodynamic quantities such as entropy production with statistics of dynamical observables. We introduce a Thermo-Kinetic Relation to bound the entropy production or the non-adiabatic (Hatano-Sasa, excess) entropy production for overdamped Markov jump processes, possibly with time-varying rates and non-stationary distributions. For stationary cases, this bound is akin to a Thermodynamic Uncertainty Relation, only involving absolute fluctuations rather than the mean square, thereby offering a better lower bound far from equilibrium. For non-stationary cases, this bound generalises Classical Speed Limits, where the kinetic term is not necessarily the activity (number of jumps) but any trajectory observable of interest. As a consequence, in the task of driving a system from a given probability distribution to another, we find a trade-off between non-adiabatic entropy production and housekeeping entropy production: the latter can be increased in order to decrease the former, although to a limited extent. We also find constraints specific to constant-rate Markov processes. We illustrate our Thermo-Kinetic Relations on simple examples from biophysics and computing devices.
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Suppose the state of a stochastic system is driven from a probability distribution to another via a Markovian protocol, i.e. a time-varying sequence of transition rates. Classical Speed Limits establish bounds between the time taken by the protocol, the statistical distance between initial and final state, and entropy production—or, preferably, the Hatano-Sasa or non-adiabatic (NA) entropy production as it leads to tighter bounds. The first Classical Speed Limit for discrete state spaces was established in \cite{1,2}, later improved or generalised by \cite{4,5}. However, it was not known how tight these bounds were. Recently, a version involving entropy production was proved tight \cite{6}, in that it is achievable by a specific protocol. In this note, we achieve a Classical Speed Limit that is close to tightness, in that it cannot be improved by more than 18 percent. We show in particular that non-conservative forces are useful in order to lower non-adiabatic entropy production to its lowest possible level, in contrast with minimum entropy production protocols. We also prove that for constant protocols, in some cases the entropy production has an incompressible lower bound even regardless of the time or activity of the transformation.

In fact our bounds are more general than the above suggests, as they relate entropy production, not just to activity, but to any observable, symmetric or antisymmetric under time-reversal, along the trajectories. They also relate non-adiabatic entropy production to any trajectory observable with some flow preservation property.

These general Thermo-Kinetic Relations also offer novel bounds on the entropy production for stationary (or periodic) non-equilibrium Markov processes, where they resemble Thermodynamic Uncertainty Relations. The latter were introduced as an inequality between entropy production and mean-to-standard-deviation of a time-antisymmetric observable \cite{7,13}. In contrast, the present bounds involve the absolute value of a fluctuating observable, rather than the mean square. Numerical and theoretical comparisons indicate that the bound on entropy production is tighter than the well-known Thermodynamic Uncertainty Relation at least far from equilibrium.

The article is organised as follows. In Section \textsection I we reformulate elementary concepts related to entropy production for arbitrary time-varying or constant Markovian protocols. We prove in Section \textsection II our main result, a Thermo-Kinetic Relation for entropy production, for any observable along the trajectories, first for constant-rate Markov chains, then, via integration over infinitesimal intervals, for time-varying Markov chains. In Section \textsection III we show the connection with optimal transport theory, recovering the speed limit for general Kantorovich costs. The case of NA entropy production is explored in Section \textsection IV. In the last section, we discuss consequences and applications.

I. USEFUL CONCEPTS OF PROBABILITY THEORY AND STOCHASTIC THERMODYNAMICS

A. Kullback-Leibler divergence and total variation distance

Before any physics, we start with mathematical definitions and facts on divergences. Given an arbitrary probability space $\Omega$ endowed with two probability distributions $p$ and $q$, the Kullback-Leibler of $p$ relative to $q$ is a nonnegative, possibly infinite, real number defined as

\begin{equation}
D(p\|q) = \sum_\omega p(\omega) \ln \frac{p(\omega)}{q(\omega)}
\end{equation}

This defines a nonnegative metric on the space of probability distributions, the Kullback-Leibler divergence, which can also be viewed as a measure of the distance between two probability distributions. Another metric, the total variation distance, is defined as

\begin{equation}
\|p - q\|_1 = \sum_\omega |p(\omega) - q(\omega)|
\end{equation}

This metric measures the total difference between two probability distributions over their entire support.
We adopt the sum notation for simplicity even though the definition makes sense for continuous and discrete distributions alike. In the former case, the sum is to be replaced with an integral and the ratio of probabilities with a probability density function.

The following well-known identity (Chain Rule for Kullback-Leibler divergence) will be repeatedly useful. Consider two probability distributions $p$ and $q$ over an arbitrary space $\Omega$ and an observable $X : \Omega \to \mathcal{X}$, taking values in an arbitrary set $\mathcal{X}$. Then we have the following decomposition into two nonnegative terms:

$$ D(p||q) = D(p_X||q_X) + D(p||q|X). \quad (2) $$

Here $p_X$ is the probability distribution on the observable $X$, derived from probability distribution $p$ on $\Omega$, that is $p_X(x) = \sum_{\omega : X(\omega) = x} p(\omega)$. The conditional Kullback-Leibler divergence is defined as

$$ D(p||q|X) = \sum_x p_X(x) D(p||q|X = x) \quad (3) $$

$$ = \sum_x p_X(x) \sum_{\omega : X(\omega) = x} p(\omega) p_X(x) \ln \frac{p(\omega) p_X(x)}{q(\omega) q_X(x)}. $$

We introduce a simple bound for Kullback-Leibler divergences. Consider two arbitrary probability distributions $p$ and $q$ on the space $\Omega$, and a nonnegative function $A : \Omega \to \mathbb{R}^+$ such that $p_A = q_A$ (in other words, the event $A = a$ has the same probability under $p$ and under $q$, for all $a$). Then we can define $\phi = A/(A)$ as a probability density function for both $p$ and $q$, meaning that both $\phi p$ and $\phi q$ are valid probability distributions. Then we can write:

$$ D(\phi p||\phi q) \leq \varphi_{\text{max}} D(p||q), \quad (4) $$

where $\varphi_{\text{max}} = A_{\text{max}}/(A)$ is the maximum (or supremum) of $\varphi$ over $\Omega$. In other words:

$$ D(p||q) \geq \frac{(A)}{A_{\text{max}}} D\left(\frac{A p}{(A)} \parallel \frac{A q}{(A)}\right). \quad (5) $$

Equality holds when $A$ takes only two values 0 and $A_{\text{max}}$, with $p = q$ for all $\omega$ such that $A(\omega) = 0$. The proof goes as follows:

$$ D(\phi p||\phi q) = D(\phi p||\phi q|\phi) $$

$$ = \sum_z z p(\varphi = z) D(\phi p||\phi q|\varphi = z) $$

$$ \leq \varphi_{\text{max}} \sum_z p(\varphi = z) D(\phi p||\phi q|\varphi = z) $$

$$ = \varphi_{\text{max}} \sum_z p(\varphi = z) \sum_{\omega : \varphi(\omega) = z} \frac{z p(\omega)}{z p(\varphi = z)} \ln \frac{z p(\omega)}{z q(\omega)} $$

$$ = \varphi_{\text{max}} D(p||q) $$

$$ = \varphi_{\text{max}} D(p||q). \quad (11) $$

Note that in case of an infinite space $\Omega$, we may have $\varphi$ taking arbitrarily high values with vanishingly small probabilities, in which case we can replace $\varphi_{\text{max}}$ with an ‘effective’ maximum, see Appendix.

Another notion of divergence between two probability distributions is the total variation distance:

$$ d_{TV}(p, q) = \frac{1}{2} \sum_{\omega} |p(\omega) - q(\omega)| \leq 1. \quad (12) $$

Unlike the Kullback-Leibler divergence, this is a proper distance—in particular, it is symmetric and respects the triangle inequality. It is related to the Kullback-Leibler distance in the following way: We can find a convex function $h$ with $h(0) = 0$ such that for every distribution $p, q$ on some space we have:

$$ D(p||q) \geq h(d_{TV}(p, q)). \quad (13) $$

Pinsker’s inequality states that $x \mapsto h(x) = 2x^2$ is such a function. Although well known, Pinsker’s inequality is far from optimal. Vajda’s bound $19$ $h(x) = \ln \frac{1 + x}{1 - x} - 2\frac{x}{1 + x}$ is much tighter for $d_{TV}(p, q) \approx 1$ where Vajda’s inequality correctly predicts an unbounded Kullback-Leibler divergence, unlike Pinsker’s inequality. Even better is Gilardoni’s bound $20$, for

$$ h(x) = \ln \frac{1}{1 - x} - (1 - x) \ln(1 + x) $$

$$ = \ln \frac{1 + x}{1 - x} - (2 - x) \ln(1 + x). \quad (15) $$

Note that Pinsker’s inequality remains very slightly better than Gilardoni’s for small values $d_{TV}(p, q) \approx 0$.

There is an optimal such convex function $h^*$, beating in particular Pinsker, Vajda and Gilardoni’s bounds. It is optimal in that for each $d \in [0, 1]$, there exist distributions $p, q$ such that $d_{TV}(p, q) = d$ and $D(p||q) = h^*(d)$. Interestingly, these optimal distributions can always be chosen on two states only. Despite this, $h^*$ has no known explicit analytic expression, although it can easily be computed numerically through an implicit formula $21$.

The situation is simpler for a symmetric version of Kullback-Leibler divergences, as we can write:

$$ D(p||q) + D(q||p) \geq h_{\text{sym}}(d_{TV}(p, q)). \quad (16) $$

for some convex increasing function $h_{\text{sym}}$. Of course we can take any function $h$ as above, for instance Pinsker’s $h_{\text{sym}}(x) = 2x^2$. Interestingly however, none of these are tight, and the tightest bound has an explicit formulation:

$$ h^*_{\text{sym}}(x) = x \ln \frac{1 + x}{1 - x} = 2x \tanh x, \quad (17) $$

as proved e.g. in $20$ and $22$. It is verified with equality for the two-element probability distributions $p = (\epsilon, 1 - \epsilon)$
In this section we recall some elementary concepts of the stochastic thermodynamics of Markov processes, written here in the language of Kullback-Leibler divergence. The goal of this section is to establish the equality distribution predicted by the stochastic thermodynamics of Markov processes, or for in-

and \( q = (1 - \epsilon, \epsilon) \). In fact, it is more generally tight for any distributions \( p \) and \( q \) so that \( |\ln p(\omega)/q(\omega)| = c \), for some constant \( c > 0 \) and all \( \omega \in \Omega \). See Fig. 1 for a graphical comparison of these bounds.

B. Entropy production and its decompositions

In this section we recall some elementary concepts of the stochastic thermodynamics of Markov processes, written here in the language of Kullback-Leibler divergences. The goal of this section is to establish the equal-

The entropy production of a time-varying Markov process over a discrete state space over a given time interval \([\tau_{\text{ini}}, \tau_{\text{fin}}]\) is defined as

\[
\Delta \sigma = D(p||\overline{p}) = \sum_{\omega} p(\omega) \ln \frac{p(\omega)}{\overline{p}(\omega)},
\]

where \( \omega \) runs over all trajectories of the Markov process on the time interval. Here the time-reversed probability distribution \( \overline{p}(\omega) \) denotes the probability of the time-reversed trajectory \( \overline{\omega} \) in the time-reversed process, whose initial state distribution is defined to be the final state distribution predicted by \( p \), and the transition rates are defined as the transition rates of \( p \), read backward in time (in case these rates are time-varying). We assume here an “overdamped” framework, where the time-reversed trajectory is simply the list of states and transitions read in reverse order.

Whenever \( \Omega \) is the set of trajectories of a Markov process taking place in a state space \( \mathcal{X} \), we define two observables \( X_{\text{ini}} \), the initial state of the trajectory, and \( X_{\text{fin}} \) the final state of the trajectory. By construction of the time-reversed process \( \overline{p} \) we have in particular:

\[
\overline{p}_{X_{\text{fin}}}(x) = \sum_{\omega: X_{\text{fin}}(\omega) = x} \overline{p}(\omega) \tag{19}
\]

\[
= \sum_{\omega: X_{\text{fin}}(\overline{\omega}) = x} p(\overline{\omega}). \tag{20}
\]

Since \( \overline{p}(\omega) \) computes the probability of \( \overline{\omega} \) starting with initial distribution \( p_{X_{\text{fin}}} \), we see by definition

\[
p_{X_{\text{fin}}} = \overline{p}_{X_{\text{fin}}}. \tag{21}
\]

When the transition rates are constant over time, or more generally symmetric under time-reversal, it is sometimes convenient to consider, as an intermediate quantity, the probability distribution \( \tilde{p}(\omega) = p(\overline{\omega}) \); the trajectory is reversed but not the process (i.e., we keep the same initial distribution and the same sequence of rates as in \( p \)). In particular:

\[
\tilde{p}_{X_{\text{fin}}}(x) = \sum_{\omega: X_{\text{fin}}(\omega) = x} \tilde{p}(\omega) \tag{22}
\]

\[
= \sum_{\omega: X_{\text{fin}}(\overline{\omega}) = x} p(\overline{\omega}) \tag{23}
\]

\[
= \sum_{\omega: X_{\text{fin}}(\overline{\omega}) = x} p(\overline{\omega}) \tag{24}
\]

\[
= p_{X_{\text{fin}}}. \tag{25}
\]

In summary we can write, in contrast to \( p_{X_{\text{fin}}} = \tilde{p}_{X_{\text{fin}}} \): \( p_{X_{\text{fin}}} = \tilde{p}_{X_{\text{fin}}} \).

Since the rates are constant or time-symmetric, \( \tilde{p}(\omega) \) and \( \overline{p}(\omega) \) compute the probability of \( \overline{\omega} \) with the same transition rates but with a different probability for the initial state of \( \overline{\omega} \) (which is the final state of \( \omega \)), which are \( p_{X_{\text{ini}}} \) and \( p_{X_{\text{fin}}} \) respectively.

Overall we can write, for constant-rate or time-symmetric-rate Markov chains:

\[
D(p||\overline{p}) = \sum_{\omega} p(\omega) \ln \frac{p(\omega)}{\overline{p}(\omega)} \tag{27}
\]

\[
= D(p||\tilde{p}) + \sum_{\omega} p(\omega) \ln \frac{p_{X_{\text{fin}}}(X_{\text{fin}}(\omega))}{p_{X_{\text{fin}}}(X_{\text{fin}}(\omega))} \tag{28}
\]

\[
= D(p||\tilde{p}) - D(p_{X_{\text{fin}}}||p_{X_{\text{ini}}}) \tag{29}
\]

\[
\leq D(p||\tilde{p}). \tag{30}
\]

Equality holds for stationary Markov chains, or for infinitesimal time intervals, as over a very short interval \([\tau_{\text{ini}}, \tau_{\text{fin}}]\), \( D(p_{X_{\text{fin}}}||p_{X_{\text{ini}}}) \) is of order \((\tau_{\text{fin}} - \tau_{\text{ini}})^2\) (the square Fisher metric), thus is negligible before a nonzero \( \Delta \sigma \) (which is typically in the order of \( \tau_{\text{fin}} - \tau_{\text{ini}} \)).

Considering two distributions \( p \) and \( q \) on the trajectory space \( \Omega \) of some Markov process (possibly with time-varying transition rates), which differ only in their initial
distribution (obeying the same transition rates) one can write the Chain Rule for the initial state, finding
\[ D(p||q) = D(p_{\omega_{ini}}||q_{ini}) + D(p||q|_{\omega_{ini}}) = D(p_{\omega_{ini}}||q_{\omega_{ini}}), \]  
and for the final state,
\[ D(p||q) = D(p_{\omega_{fin}}||q_{\omega_{fin}}) + D(p||q|_{\omega_{fin}}). \]  
Comparing the two equations we find
\[ D(p||q) = D(p_{\omega_{fin}}||q_{\omega_{fin}}) \geq 0. \]  
This is one standard way \[23\] to show that the Kullback-Leibler divergence between two state distributions driven by the same rates is non-increasing. We can write further:
\[ D(p||q) = D(p||q|_{\omega_{fin}}) \]  
We have used \[21\], the fact that \( p_{\omega_{fin}} = p_{\omega_{fin}} \) the fact that \( p(\omega) \) and \( p(\omega) \) are identical conditional to the final state of \( w \) (as they obey the same time-varying rates), and the fact that \( p_{\omega_{fin}} = q_{\omega_{fin}} \).

Although this decomposition is true for any \( q \) obeying the same time-varying rates as \( p \), it takes a particularly significant meaning when rates are constant in time, or time-symmetric, and \( q \) is a stationary process obeying those rates \( (q_{\omega_{fin}} = q_{\omega_{ini}}) \), thus \( q = \tilde{q} \). In this case we can call the non-adiabatic entropy production \( \Delta \sigma_{NA} \) or excess entropy production \[24\] or Hatano-Sasa entropy production \[1\], and is zero if and only if \( p \) is also stationary.

Furthermore \( D(p||q) - D(p||q) \) is also stationary.

In summary we have proved the decomposition \[2\] for entropy production \( \Delta \sigma = D(p||q) \) on a constant-rate or time-symmetric-rate Markov process with \( q \) as the corresponding stationary process:
\[ \Delta \sigma = \Delta \sigma_{NA} + \Delta \sigma_{HK} \]  
In addition, we have proved, in the same context,
\[ \Delta \sigma = D(p||\tilde{p}) - D(p_{\omega_{fin}}||p_{\omega_{fin}}). \]  
Finally, another well-known observation is that for any set of trajectories \( \Omega \), we find
\[ D(p||\tilde{p}) = \frac{1}{2} \sum_{\omega} (p(\omega) - \tilde{p}(\omega)) \ln \frac{p(\omega)}{\tilde{p}(\omega)} \]  
To evaluate the entropy productions in case of a general continuous-time discrete-state Markov chain with time-varying rates, one can decompose the total time interval into successive infinitesimal time intervals \( \tau_{fin} - \tau_{ini} = dt \), where the rates can be considered constant, and sum the entropy production computed over each interval. Note that in this process, the terms \( D(p_{\omega_{fin}}||p_{\omega_{ini}}) \) of the negligible order \( O(dt^2) \), vanish. Recall as well that in an interval \( dt \), the trajectory \( \omega \) of a Markov jump process either is constant (no transition, with probability \( 1 - O(dt) \)), or consists in a single transition between initial and final state (with probability \( O(dt) \)). We can safely neglect the possibility of two or more transitions in an interval \( dt \), as it occurs with negligible probability \( O(dt^2) \).

II. THERMO-KINETIC RELATIONS FOR ENTROPY PRODUCTION

A. Constant or time-symmetric rates

Let \( A \) be a time-symmetric nonnegative function on trajectories in \( \Omega \). By time-symmetric, we mean symmetric under time reversal, i.e. \( A(\omega) = A(\overline{\omega}) \) for all trajectories \( \omega \). Thus, for a constant-rate or time-symmetric-rate Markov process over arbitrary time intervals, we find, following \[39\] \[41\]:
\[ \Delta \sigma + D(p_{\omega_{fin}}||p_{\omega_{ini}}) \geq \frac{\langle A \rangle}{A_{max}} h^{*}_{sym} \left( \frac{Ap}{A} - \frac{\tilde{A} \tilde{p}}{\tilde{A}} \right) 
= \frac{\langle A \rangle}{A_{max}} h^{*}_{sym} \left( \frac{\langle A \rangle \mathrm{sign}(p - \tilde{p})}{A} \right) 
= 2 \frac{\langle A \rangle \mathrm{sign}(p - \tilde{p})}{A_{max}} \mathrm{atanh} \left( \frac{\langle A \rangle \mathrm{sign}(p - \tilde{p})}{A} \right). \]  
This is our first Thermo-Kinetic Relation for constant-rate or time-symmetric-rate Markov chains, relating entropy production to nonnegative symmetric observables. Recall that \( h^{*}_{sym} \) is the convex increasing function defined by \[17\].

Given any observable \( f : \Omega \rightarrow \mathbb{R} \) on trajectories, we can build the nonnegative time-symmetric observable \( A(\omega) = \frac{1}{2} |f(\omega) + f(\overline{\omega})| \). Thus we get, for any trajectory observable \( f : \Omega \rightarrow \mathbb{R} \):
\[ \Delta \sigma + D(p_{\omega_{fin}}||p_{\omega_{ini}}) \geq \frac{\langle |f| \rangle}{|f|_{max}} h^{*}_{sym} \left( \frac{|f| + |\overline{f}|}{2} \mathrm{sign}(p - \tilde{p}) \right) \]  
This implies a particularly simple form for time-antisymmetric (also called current-like, i.e. such that \( f(\omega) = -f(\overline{\omega}) \)) observable \( f \):
\[ \Delta \sigma + D(p_{X_{\text{fin}}} \| p_{X_{\text{ini}}}) \geq \frac{\langle |f| \rangle}{f_{\text{max}}} h^*_\text{sym} \left( \frac{|\langle f \rangle|}{\langle |f| \rangle} \right) \]
\[ = 2 \frac{|\langle f \rangle|}{f_{\text{max}}} \operatorname{atanh} \left( \frac{|\langle f \rangle|}{\langle |f| \rangle} \right). \quad (44) \]

This is equivalent to the Thermo-Kinetic Relation \[ \text{(42)} \] above, expressed for time-antisymmetric trajectory observables instead. This is the first main result of this article.

The r.h.s. is increasing in the \( \langle |f| \rangle \) argument and decreasing in the \( \langle |f| \rangle \) argument in the \( f_{\text{max}} \) argument. From these observations we may infer new valid inequalities, e.g. by replacing \( \langle |f| \rangle \) with an upper bound in the r.h.s. For example the trivial bound \( \langle |f| \rangle \leq f_{\text{max}} \) leads to the simpler, but weaker, Thermo-Kinetic Relation:

\[ \Delta \sigma + D(p_{X_{\text{fin}}} \| p_{X_{\text{ini}}}) \geq h^*_\text{sym} \left( \frac{|\langle f \rangle|}{f_{\text{max}}} \right). \quad (45) \]

A similar weakening of \[ \text{(44)} \] leads to the following relation, still for anti-symmetric observables \( f \) and constant-rate or time-symmetric-rate Markov chains (details in the Appendix):

\[ \Delta \sigma + D(p_{X_{\text{fin}}} \| p_{X_{\text{ini}}}) \geq 4 \frac{(f)^2}{(f^2)} \operatorname{atanh} \left( \frac{(f)^2}{d_{\text{TV}}(p, p)} \right). \quad (46) \]

The \( \text{atanh} \) term ranges from 0 to infinity. This can be compared directly with the standard Thermodynamic Uncertainty Relation in the stationary case \( p_{X_{\text{fin}}} = p_{X_{\text{ini}}} \):

\[ \Delta \sigma \geq 2 \frac{(f)^2}{\text{Var}f}. \quad (47) \]

with \( \text{Var}f = \langle f^2 \rangle - \langle f \rangle^2 \). This relation is tightest for an infinitesimal time interval, and increasingly looser for longer time interval \[ \text{(18)} \]. In the infinitesimal time limit \( \tau_{\text{fin}} - \tau_{\text{ini}} = dt \), we have \( \text{Var}f = \langle f^2 \rangle \) up to \( \mathcal{O}(dt^2) \). Thus \[ \text{(46)} \] and \[ \text{(47)} \] are easy to compare as they only differ by the \( \text{atanh} \) factor.

We see in the Appendix that with the best possible choice of \( f \) (with the maximum mean-to-standard-deviation ratio, or \textit{hyperaccurate current} in the terminology of \[ \text{(25)} \], making both \[ \text{(46)} \] and \[ \text{(47)} \] as tight as they can be), the novel Thermodynamic Uncertainty Relation \[ \text{(44)} \], a weakening of our general Thermo-Kinetic Relation \[ \text{(41)} \], leads to a relation that can be weaker (when close to equilibrium, \( p \approx \bar{p} \)) or tighter (when far from equilibrium, \( p/\bar{p} \rightarrow 0 \) or \( \infty \)) than the classic \[ \text{(17)} \]. It has the added advantage that it is valid for nonstationary cases as well.

In section V.C we will offer a numerical illustration of our Thermo-Kinetic Relation \[ \text{(41)} \] and the Thermodynamic Uncertainty Relation \[ \text{(47)} \] on a biophysical example—kinesin moving along a microtubule.

### B. General time-varying Markov processes

Let us now turn to the general case of time-varying rates over an arbitrary interval. We can decompose a time-varying Markov process into a succession of constant-rate Markov processes over infinitesimal intervals, in which at most one jump happens. Over each infinitesimal interval \( dt \), we can thus use \[ \text{(44)} \] (neglecting the \( D(p_{X_{\text{fin}}} \| p_{X_{\text{ini}}}) \) term, which scales as \( dt^2 \) over a \( dt \) interval). Integrating \[ \text{(44)} \] on the total interval, and using convexity of \( h^*_\text{sym} \), we find the Thermo-Kinetic Relation for general time-varying (overdamped) Markov chains, the second central result of this article:

\[ \Delta \sigma \geq \frac{\int (\langle f \rangle) dt}{f_{\text{max}}} h^*_\text{sym} \left( \frac{\int (\langle f \rangle) dt}{\int (|f|) dt} \right) \]
\[ = 2 \frac{\int (\langle f \rangle) dt}{f_{\text{max}}} \operatorname{atanh} \left( \frac{\int (\langle f \rangle) dt}{\int (|f|) dt} \right). \quad (48) \]

Notice that here \( f \), an antisymmetric observable on infinitesimal-time trajectories, simply amounts to a weight \( f(e) \) associated to every transition \( e \) of the Markov chain, so that \( f(e) = -f(\bar{e}) \). Thus \( f_{\text{max}} \) is the maximum value of \( f(e) \) over all transitions \( e \). We can admit here observables that are themselves time-varying, i.e. the weight \( f(e, t) \) assigned to a transition \( e \) over the time interval \( [t, t+dt] \) indeed depends on \( t \). In this case, \( f_{\text{max}} \) is taken as the maximum (or supremum) over all possible transitions over all times.

### III. Classical Speed Limits for General Optimal Transport Costs, Including the Total Variation Distance

The relations above are dependent on the particular protocol driving the initial distribution towards the final distribution. In particular they make sense even for stationary processes. It can be useful however to reduce the dependence of the formula above on the specifics of the particular process, in order to get an absolute lower bound on the entropy production cost required to drive the system from a given state distribution \( p_{\text{ini}} \) to another state distribution \( p_{\text{fin}} \). Strictly speaking, this approach is vain, in that in most cases one can always reach a state distribution from another at arbitrarily low entropy production cost, provided that the time-varying dynamics is sufficiently slow. Thus we can only hope to obtain lower bounds on entropy production relatively to kinetic variables, in the (informal) form of: ‘If the driving is this fast, then the entropy production must be that high’. Such bounds are called (classical) Speed Limits \[ \text{(3, 4, 26)} \]

Measuring how ‘fast’ a system is can be done in a number of ways, the relevance of which are context- and application-dependent, thus one cannot hope to obtain a ‘universal’ speed limit theorem of interest but rather one
speed limit for each situation of interest. A specific measure of ‘fastness’ that has been used in most speed limits in the literature is the total expected activity, i.e. the expected number of jumps of a discrete-state Markov chain over the total time interval; a fast process uses few jumps to reach the desired final distribution. While intuitive and relevant in number of circumstances, this measure has the disadvantage of being sensitive to the particular model chosen to capture the physical system. Indeed, a same physical system can often be modelled at different degrees of accuracy, with wildly different numbers of states. Models that are (exactly or approximately) equivalent from a kinetic and thermodynamic viewpoint may therefore exhibit wildly different activity, thus potentially lead to very loose speed limits. It seems more relevant in general to base bounds on physical observables, whose behaviour is not too dependent of an arbitrary modelling choice. The chief contribution of this section is precisely to exploit the Thermo-Kinetic relations derived above in order to offer a flexible family of Speed Limits based on statistics of physical observables, rather than the sole activity.

Consider that \( A \), a time-symmetric nonnegative weight assigned to every trajectory \( \omega \) in an arbitrary trajectory space \( \Omega \), represents the ‘cost’ of \( \omega \). For each state \( x \in X \) we assume we have a zero-cost trajectory \( \omega_x \) going from \( x \) to \( x \) (e.g. the constant trajectory).

Given two probability distributions \( p_{\text{ini}} \) and \( p_{\text{fin}} \), we may now look for the probability distribution \( p^* (\omega) \) on trajectories in \( \Omega \) that drives the states from \( p_{\text{ini}} \) to \( p_{\text{fin}} \) with minimal cost \( \langle A \rangle_{p^*} \). In other words we want to pick \( p^* \) so that \( p^* X_{\text{ini}} = p_{\text{ini}} \) and \( p^* X_{\text{fin}} = p_{\text{fin}} \), while achieving the minimum possible value for \( \langle A \rangle \). Finding such an optimal \( p \) is essentially the standard optimal transport problem, as introduced by Monge \[27\] and by Kantorovich \[28\]. We call the optimal average cost \( \langle A \rangle_p \) the Kantorovich cost \( K_A(p_{\text{ini}},p_{\text{fin}}) \). Note that \( K_A \) is not necessarily a proper distance on the space on probability distributions on the state space \( X \), although it is for many reasonable choices of \( \Omega \) and \( A \).

Clearly the average cost given by any probability distribution \( p \) on trajectories \( \Omega \) is an upper bound on the Kantorovich cost between the initial and final state distributions \( p_{\text{ini}} = p X_{\text{ini}} \) and \( p_{\text{fin}} = p X_{\text{fin}} \):

\[
\langle A \rangle_p \geq K_A(p_{X_{\text{ini}}},p_{X_{\text{fin}}}).
\] (50)

Nevertheless we can obtain a better bound on \( K_A(p_{X_{\text{ini}}},p_{X_{\text{fin}}}) \) by ‘improving’ the probability distribution \( p \). From \( p \) we construct \( p_{\text{red}} \), a reduced probability distribution on trajectories, in the following way. For each \( \omega \) from \( x \) to \( x' \) such that \( p(\omega) > p(\overline{\omega}) \), set \( p_{\text{red}}(\omega) = p(\omega) - p(\overline{\omega}) \), and \( p_{\text{red}}(\overline{\omega}) = 0 \). We also pick a zero-cost trajectory \( \omega_x \) from \( x \) to \( x \) and set \( p_{\text{red}}(\omega_x) = p(\omega_x) + p(\overline{\omega}) \). Similarly we pick a zero-cost trajectory \( \omega_{x'} \) from \( x' \) to \( x' \) and set \( p_{\text{red}}(\omega_{x'}) = p(\omega_{x'}) + p(\overline{\omega}) \). In other words we redirect part of the probability flow on self-loops in order to ‘cancel’ the flow along opposite directions. This keeps the probability distribution of initial and final states unperturbed, while decreasing the expected cost of trajectories. Thus we can write

\[
\langle A \rangle_p \geq \langle A \rangle_{p_{\text{red}}} \geq K_A(p_{X_{\text{ini}}},p_{X_{\text{fin}}}).
\] (51)

The middle quantity can be rewritten as

\[
\langle A \rangle_{p_{\text{red}}} = \frac{1}{2} \sum_{\omega} |A p(\omega) - A p(\overline{\omega})| = \langle A \rangle_p d_{TV} \left( \frac{A p}{\langle A \rangle_p}, \frac{A \tilde{p}}{\langle A \rangle_p} \right).
\] (52)

Thus, we can weaken \[42\] and obtain the following Speed Limit for constant-rate or time-symmetric-rate Markov chains:

\[
\Delta \sigma + D(p_{\text{ini}}||p_{\text{fin}}) \geq \frac{\langle A \rangle_p h_{\text{sym}}^*}{A_{\text{max}}} \left( \frac{\int dK_A}{\int \langle A \rangle dt} \right).
\] (53)

We now consider arbitrary time-varying Markov chains. A trajectory can be decomposed into constant-rate Markov chains over infinitesimal time intervals, where at most one transition happens. The cost \( A \) on each interval is thus a cost assigned to each possible transition (as we request that constant paths have zero cost). This cost can possibly be time-varying. Integrating \[54\] over the whole trajectory over the time interval:

\[
\Delta \sigma + \int (A) dt \geq \frac{\langle A \rangle_p h_{\text{sym}}^*}{A_{\text{max}}} \left( \frac{\int dK_A}{\int \langle A \rangle dt} \right).
\] (54)

where \( \int dK_A \) is the integral of costs \( K_A(p_{X_{\text{ini}}},p_{X_{\text{fin}}}) \) over the whole trajectory from \( p_{\text{ini}} \) to \( p_{\text{fin}} \). Here \( A_{\text{max}} \) is the maximum value over all transistions and times, and \( \int (A) dt \) is the expected sum of costs of all transitions over the trajectory.

The latter quantity can also be interpreted in the following way. Let us assign a cost \( A(\omega) \) of a trajectory \( \omega \) over the whole interval \([t_{\text{ini}}, t_{\text{fin}}]\) defined as the integral of costs over infinitesimal transitions (i.e., the sum of cost of each transition along the trajectory, as we request that constant paths have zero cost). Then \( \int (A) dt \) is the mean value of this trajectory cost. As a result, the corresponding Kantorovich cost \( K_A(p_{\text{ini}},p_{\text{fin}}) \) is less than the integral of Kantorovich costs over infinitesimal intervals. Thus we may write

\[
\Delta \sigma \geq \frac{\langle A \rangle_p h_{\text{sym}}^*}{A_{\text{max}}} \left( \frac{K_A(p_{\text{ini}},p_{\text{fin}})}{\int (A) dt} \right).
\] (55)

This Speed Limit has the advantage that \( K_A(p_{\text{ini}},p_{\text{fin}}) \) does not depend on the particular process driving \( p_{\text{ini}} \) to \( p_{\text{fin}} \). The quantity \( \int (A) dt \) is the expected total (integrated) cost of the whole trajectory.

An important example of the above is the activity speed limit. Consider \( A(\omega) = 1 \) for the extremities of the
trajectory \( \omega \) are distinct, and \( A(\omega) = 0 \) if the extremities are identical. It is well known that the corresponding Kantorovich cost is precisely the Total Variation distance \( d_{TV} \). Thus for any constant-rate or time-symmetric-rate Markov chain over an arbitrary Markov chain we find:

\[
\Delta \sigma + D(p_{X_{\text{fin}}} \| p_{X_{\text{ini}}}) \geq \left\langle A \right\rangle_p h^*_\text{sym} \left( \frac{d_{TV}(p_{\text{ini}}, p_{\text{fin}})}{\left\langle A \right\rangle_p} \right),
\]

where \( \left\langle A \right\rangle_p \) is here the probability that \( X_{\text{fin}} \neq X_{\text{ini}} \). For an arbitrary time-varying Markov chain we find:

\[
\Delta \sigma \geq \int \left\langle A \right\rangle_p dt \ h^*_\text{sym} \left( \frac{d_{TV}(p_{\text{ini}}, p_{\text{fin}})}{\int \left\langle A \right\rangle_p dt} \right)
\]

\[
= 2d_{TV}(p_{\text{ini}}, p_{\text{fin}}) \tanh \left( \frac{d_{TV}(p_{\text{ini}}, p_{\text{fin}})}{\int \left\langle A \right\rangle_p dt} \right),
\]

where \( \int \left\langle A \right\rangle_p dt \) is the total expected activity, i.e. the expected number of transitions (jumps) along the total interval \( [\tau_{\text{ini}}, \tau_{\text{fin}}] \). This number of transitions is the kinetic parameter indicative of the slowness of the dynamics. Fewer steps is thought of as a faster dynamics. This formula is obtained in \( \mathbb{R} \).

In comparison, the general formula \( \mathbb{R} \) allows arbitrary (symmetric, nonnegative, time-varying) costs for each transition of the symmetric weights. This allows to possibly model a physical cost of interest associated to the transition, and can mitigate the intrinsic dependence of activity on an arbitrary coarse graining level of the model at hand.

IV. BOUNDING NON-ADIABATIC ENTROPY PRODUCTION

The total entropy \( \Delta \sigma \), used in the speed limits above, decomposes into non-adiabatic (NA) entropy, and housekeeping entropy. Only the NA entropy is associated to the process of convergence to stationarity, while the housekeeping entropy may be non zero even at stationarity. In case of non-conservative forces, \( \mathbb{R} \) is thus typically far from tightness, especially at stationarity (where the r.h.s. side is zero and the l.h.s. is strictly positive) or around. The solution to this defect is to provide a bound using \( \Delta \sigma_{NA} \) as the thermodynamic side of the relation \( \mathbb{R} \).

A. Constant or time-symmetric rates

Let us first focus on the case of constant-rate or time-symmetric-rate Markov processes, with corresponding stationary distribution \( q \) on paths. Assume we have a nonnegative symmetric observable \( A \) on the paths, i.e. a map \( A : \Omega \to \mathbb{R}^+ \) such that \( A(\omega) = A(\overline{\omega}) \), for any path \( \omega \). Thus in particular we have for instance \( q_A = \overline{\tau}_A \).

On the other hand we know from stationarity that \( q_{X_{\text{fin}}} = \overline{\tau}_{X_{\text{fin}}} = \overline{\tau}_{X_{\text{ini}}} = q_{X_{\text{ini}}} \). Now assume the stronger that moreover \( A \) is such that the equality holds for the joint observable \( (A, X_{\text{fin}}) \), i.e. \( q_{AX_{\text{fin}}} = \overline{\tau}_{AX_{\text{fin}}} = \overline{\tau}_{AX_{\text{ini}}} \).

In other words, even though the stationary process might not satisfy detailed balance \( (\rho \neq \overline{\rho}) \), we have ‘apparent’ detailed balance from the joint knowledge of \( A \) and \( X_{\text{fin}} \). This is the case for instance for the ‘activity’ observable \( A : \Omega \to \{0,1\} \), mapping a path \( \omega \) to 1 if \( X_{\text{fin}} \neq X_{\text{ini}} \) (the path starts and ends in different states) and to 0 if \( X_{\text{ini}} = X_{\text{fin}} \). Indeed the probability \( \rho(A=1, X_{\text{fin}} = x) \) records the probability flow entering \( x \) over the trajectory (from any initial state than \( x \)). On the other hand \( \overline{\rho}(A=1, X_{\text{fin}} = x) \) is the probability flow leaving the initial state \( x \). From stationarity, these quantities must be equal. Other observables than activity may be eligible, depending on the specificities of the system at hand, as we see later in the case of electronic memories. Let us restate the property that such an observable must satisfy.

For each possible value of \( A = z \) of such an observable, the corresponding level \( \{ \omega \in \Omega : A(\omega) = z \} \) has probability flow conservation at each state \( x \) at stationarity. In other words, the global probability flow conservation at stationarity splits into several conservation laws on several sets of paths.

To find a lower bound on NA entropy production, we write the following:

\[
D(\rho \| q_{X_{\text{fin}}}) \geq D(p_{AX_{\text{fin}}} \| q_{AX_{\text{fin}}}, X_{\text{fin}}) \quad \text{(60)}
\]

\[
= D(p_{AX_{\text{fin}}} \| \overline{\tau}_{AX_{\text{fin}}, X_{\text{fin}}}) \quad \text{(61)}
\]

\[
= D(p_{AX_{\text{fin}}} \| \overline{\tau}_{AX_{\text{fin}}}, X_{\text{fin}}) \quad \text{(62)}
\]

\[
= D(p_{AX_{\text{fin}}} \| \overline{p}_{AX_{\text{fin}}}, X_{\text{fin}}). \quad \text{(63)}
\]

We used here the fact that \( q_{AX_{\text{fin}}} = \overline{\tau}_{AX_{\text{fin}}} \) and that \( \overline{\tau} \) and \( \overline{\rho} \) coincide when knowing the value of \( X_{\text{fin}} \) (initial state of the reversed path). We find by repeated use of the Chain Rule, \( \mathbb{R} \), \( \mathbb{R} \), and \( \mathbb{R} \).

\[
\Delta \sigma_{NA} + D(p_{X_{\text{fin}}} \| p_{X_{\text{ini}}}) \quad \text{(64)}
\]

\[
\geq D(p_{AX_{\text{fin}}} \| \overline{\rho}_{AX_{\text{fin}}}, X_{\text{fin}}) + D(p_{X_{\text{fin}}} \| p_{X_{\text{ini}}}) \quad \text{(65)}
\]

\[
= D(p_{AX_{\text{fin}}} \| \overline{\rho}_{AX_{\text{fin}}}, X_{\text{fin}}) + D(p_{X_{\text{fin}}} \| \overline{\rho}_{X_{\text{fin}}}) \quad \text{(66)}
\]

\[
\geq \left\langle A \right\rangle_p D(\overline{\rho}_{AX_{\text{fin}}} \| \overline{\rho}_{AX_{\text{fin}}}) \quad \text{(67)}
\]

\[
= \left\langle A \right\rangle_p D(\overline{\rho}_{AX_{\text{fin}}} \| \overline{\rho}_{AX_{\text{fin}}}) \quad \text{(68)}
\]

\[
= \left\langle A \right\rangle_p D(\overline{\rho}_{AX_{\text{fin}}} \| \overline{\rho}_{AX_{\text{fin}}}) \quad \text{(69)}
\]

\[
= \left\langle A \right\rangle_p D(\overline{\rho}_{AX_{\text{fin}}} \| \overline{\rho}_{AX_{\text{fin}}}) \quad \text{(70)}
\]

\[
= \left\langle A \right\rangle_p R(\frac{\left\langle A \right\rangle_p}{\left\langle A \right\rangle_p} \overline{\sigma}(A_{AX_{\text{fin}}})) \quad \text{(71)}
\]

This is our main Thermo-Kinetic Relation, for non-adiabatic entropy production, for constant-rate or time-symmetric-rate Markov chains. Remember that \( h \) can taken as Pinsker’s or Gilardoni’s bound \( \mathbb{R} \), or the
optimal (non-explicit) optimal bound $h^*$, as pictured in Fig. (1). We can reformulate it in terms of time-antisymmetric observables, similarly to (44). Let $f$ be an anti-symmetric observable on trajectories, such that at every state $x$ and for every possible value $f = z$, the probability flow carried by trajectories of value $z$ entering $x$ equals, for the stationary flow $q$, the probability flow carried by trajectories of value $-z$ out of $x$. Then we find:

$$\Delta\sigma_{NA} + D(p_{X_{fin}} || p_{X_{ini}}) \geq \frac{\langle f \rangle}{\max h} \left( \frac{\langle |f| \rangle}{\| f \|} \right). \quad (72)$$

We can also bring (71) to an optimal transport interpretation:

$$\Delta\sigma_{NA} + D(p_{X_{fin}} || p_{X_{ini}}) \geq \frac{\langle A \rangle}{A_{max}} h \left( \frac{\langle K_A(p_{X_{fin}}, p_{X_{ini}}) \rangle}{\langle A \rangle} \right). \quad (73)$$

In particular for $A$ the activity observable, i.e. when $\langle A \rangle$ is the probability that $X_{ini} \neq X_{fin}$, we find

$$\Delta\sigma_{NA} + D(p_{X_{fin}} || p_{X_{ini}}) \geq \frac{\langle A \rangle}{A_{max}} h \left( \frac{d_{TV}(p_{X_{fin}}, p_{X_{ini}})}{\langle A \rangle} \right). \quad (74)$$

B. General time-varying Markov chains: the classical Speed Limit for non-adiabatic entropy production

Let us now turn to the general case of time-varying rates over an arbitrary interval. We can decompose a time-varying Markov process into a succession of constant-rate Markov processes over infinitesimal intervals. Over each infinitesimal interval $dt$, we can thus use (73) (neglecting the $D(p_{X_{fin}} || p_{X_{ini}})$ term). Integrating (73) on the total interval, and using convexity of $h$, we find:

$$\Delta\sigma_{NA} \geq \frac{\langle A \rangle}{A_{max}} h \left( \frac{\int dK_A}{\langle A \rangle} \right) \geq \frac{\langle A \rangle}{A_{max}} h \left( \frac{K_f A(p_{ini}, p_{fin})}{\langle A \rangle} \right), \quad (75)$$

where $\int dK_A$ is the integrated Kantorovich cost along the trajectory as in (18), and can be weakened to the trajectory-independent quantity $K_f A(p_{ini}, p_{fin})$ as in (50). This Thermo-Kinetic Relation is the third central result of this article, and can also be called a classical Speed Limit.

In the case of the activity observable, we obtain:

$$\Delta\sigma_{NA} \geq \int \langle A \rangle dt \ h \left( \frac{d_{TV}(p_{fin}, p_{ini})}{\langle A \rangle} \right), \quad (76)$$

where $\int \langle A \rangle dt$ the total expected activity, i.e. the expected number of jumps in the whole time interval $\Delta t$.

Recall that here $h$ can be taken as $h(x) = 2x^2$ (Pinsker's bound), leading to

$$\Delta\sigma_{NA} \geq 2 \frac{d_{TV}(p_{ini}, p_{fin})}{\max h} \int \langle A \rangle dt \ \frac{\langle |f| \rangle}{\| f \|} \langle A \rangle. \quad (77)$$

This is essentially the main result of (8), itself a refinement of (14). The bound is substantially tighter, using e.g. Gilardoni's bound (14). Even slightly better is the bound obtained with $h = h^*$, although it has no simple explicit expression. All these bounds coincide in the limit of long times (high activity, slow driving). In the limit of low times or low activity (fast driving), Gilardoni's classical Speed Limit is unboundedly better than Pinsker's. Indeed it correctly predicts that the activity (expected number of jumps) to follow the trajectory must satisfy:

$$\int \langle A \rangle dt > d_{TV}(p_{ini}, p_{fin}), \quad (78)$$

with an infinite NA entropy production at the limit case $\langle A \rangle = d_{TV}$. In contrast, Pinsker's version only provides a finite lower bound.

Finally, we also have a time-varying version of the Thermo-Kinetic Relation bound (72) for anti-symmetric observable $f$ on transitions satisfying at all times the flow conservation condition:

$$\Delta\sigma_{NA} \geq \frac{\langle |f| \rangle dt}{\max h} \left( \frac{|\langle f \rangle|}{\| f \| dt} \right). \quad (79)$$

V. DISCUSSION AND APPLICATIONS

A. Tightness of Thermo-Kinetic relations and the interest of non-conservative forces

It is known (8) that the classical Speed Limit (68) is tight for full entropy production and activity observable. This means that given $p_{ini}$, $p_{fin}$ and a given ‘budget’ for the expected number of jumps one can find a time-varying Markov process that drives $p_{ini}$ to $p_{fin}$ within the prescribed number of jumps whose entropy production is the r.h.s. of (68). Remarkably, this optimal strategy only involves conservative forces, i.e. has zero housekeeping entropy production ($\Delta \sigma = \Delta \sigma_{NA}$).

Comparing (70) to (68), we observe that the l.h.s. of the former is lower or equal to the l.h.s. of the latter ($\Delta \sigma_{NA} \leq \Delta \sigma$), and the same for the r.h.s. ($h \leq h_{sym}^*$). We can thus wonder how tight (70) is, as a bound on $\Delta \sigma_{NA}$. In particular, can we find a Markov chain with $\Delta \sigma_{NA}$ strictly smaller than the r.h.s. of (68)? It turns out that we can. For example, a simple three-state Markov chain running for a short time $dt$ with clockwise outflows 25$dt$, 5$dt$, 1$dt$ (and no counterclockwise flows), has $\langle A \rangle = 31dt$, $d_{TV}(p_{fin}, p_{ini})/\langle A \rangle = 24/31 = 0.77$ and $\Delta \sigma_{NA} = 45.1dt < \langle A \rangle h_{sym}^*(0.77) = 49.5dt$. This means
that, albeit minimum entropy production for a given trajectory is reached with a conservative force protocol, it is possible to reach an even lower NA entropy production with a non-conservative protocol (thus at the cost of higher total entropy production). Thus there is a trade-off between NA and housekeeping entropy production, as in some cases the latter can be increased in order to decrease the former. Said otherwise, non-equilibrium stationary states can be used to achieve faster transitions, for a given budget in $\Delta \sigma_{NA}$.

Nevertheless the range of this trade-off is quite limited. Indeed $h^*_\text{sym}$ and $h^*$ always differ in value by less than 18%, in either direction. This gap goes to 0% both for small arguments (ratio $d_{TV}/\int \langle A \rangle dt \ll 1$, slow kinetics), and large arguments (ratio $d_{TV}/\int \langle A \rangle dt$ close to one, fast kinetics). Thus the trade-off exists in an intermediate range of speeds.

---

**FIG. 2.** Comparison of the for the entropy production (solid) for the kinesin model in the stationary state. For $f(e) = \text{sign}(p(e) - \bar{p}(e))$, the new bound Eq. (44) (dashed) and the thermodynamic uncertainty relation Eq. (47) (dotted). For the hyper-accurate current $f^*(e) = (p(e) - \bar{p}(e))/(p(e) + \bar{p}(e))$ (making Eq. (47) as tight as can be, see Appendix), the thermodynamic uncertainty relation Eq. (47) (dashed-dotted). From panel (a) to (d) the ATP concentration increased as $[\text{ATP}] = 10^{-5}, 10^{-3}, 10^{-2}, 10^{-1}$.

---

**B. Constant or time symmetric rates revisited**

Let us now focus again on constant-rate (or time-symmetric-rate) Markov chains, in the case of activity observable. Weakening (57) with $\langle A \rangle \leq 1$ (as $\langle A \rangle$ is a probability), we find

$$\Delta \sigma + D(p_{X_{\text{fin}}} || p_{X_{\text{int}}}) \geq \langle A \rangle h^*_\text{sym} \left( \frac{d_{TV}(p_{X_{\text{int}}}, p_{X_{\text{fin}}})}{\langle A \rangle} \right)$$  \hspace{1cm} (80)

$$\geq h^*_\text{sym}(d_{TV}(p_{X_{\text{int}}}, p_{X_{\text{fin}}})).$$  \hspace{1cm} (81)

Interestingly, this implies that for those initial and final state distributions such that $h^*(d_{TV}(p_{X_{\text{int}}}, p_{X_{\text{fin}}})) \leq D(p_{X_{\text{fin}}} || p_{X_{\text{int}}}) < h^*_\text{sym}(d_{TV}(p_{X_{\text{int}}}, p_{X_{\text{fin}}}))$, there is an incompressible lower bound for entropy production regardless of the activity or duration of the transformation.
Finally a word on the Markovian assumption here. The Thermo-Kinetic relations \(12, 41\) and their variants are all lower bounds on \(\text{D}(p||\tilde{p})\). The condition of constant or time-symmetric Markov chains is sufficient to ensure that \(\text{D}(p||\tilde{p}) = \Delta \sigma + \text{D}(p_{\text{fin}}||p_{\text{ini}})\), which provides a physical meaning to the bound. This relation however is also true in some non-Markovian contexts, e.g. in presence of feedback \[14, 29\], similarly for the relations \(72\) and \(73\).

C. The molecular motor kinesin

We illustrate the bounds on a toy model describing the motion of the kinesin molecular motor along a microtubule powered by ATP hydrolysis and exerting a force \(F\) on a pulled cargo. This standard model is a two-state, eight-transition Markov chain at a non-equilibrium stationarity. We refer to \[13, 31\] for a detailed description of the model. In Fig. \(2\) we compare the Thermo-Kinetic bound Eq. \(48\) and the standard Thermodynamic Uncertainty Relation for various values of ATP concentration and pulling force \(F\), and compare the quality of the bounds on entropy production. We see in particular that \(48\) tends to compare favorably to the Thermodynamic Uncertainty Relation far from equilibrium (high ATP concentration).

D. Switching a bit in an electronic memory

A logical bit (zero or one) can be encoded in simple or complex nonlinear circuit, depending on the functionality (NOT gate, memory, clock, etc.). In generic circumstances, such circuits can be modelled by an overdamped Markov chain, the states of which record the charge (number of electrons) present in each conductor of the circuit (typically the plate of a capacitance) \[31, 32\]. The circuit state is in probability distribution \(p_0\) when encoding a logical zero, and in probability distribution \(p_1\) when encoding a one. The switching from a zero to a one thus amounts to driving the system from \(p_{\text{ini}} = p_0\) to \(p_{\text{fin}} = p_1\). The value of the bit is retrieved by the reading of the charge (or equivalently, voltage) at the plate of a single ‘output’ capacitance \(C_{\text{out}}\). The distribution \(p_0\) (respectively, \(p_1\)) results in a mean charge \(q_0\) (respectively, \(q_1\)) on \(C_{\text{out}}\).

We now use the Thermo-Kinetic Relation to obtain a lower bound on the entropy produced while switching the system from a zero to a one, i.e. from \(p_{\text{ini}} = p_0\) to \(p_{\text{fin}} = p_1\). Note that Landauer’s cost here is zero, as we do not erase or reset a bit but simply flip it.

The antisymmetric observable \(f = \Delta q\) of interest on transitions is simply the ‘gradient’ of charge, i.e. the increase of charge into the positive plate of \(C_{\text{out}}\) along the transition. Thus \(f = \pm q_e\) or 0, where \(q_e\) is the (positive) charge of the electron. It is possible that many transitions are zero valued, because they do not represent a change of charge on \(C_{\text{out}}\) (but on other parts of the complete circuit). In this way, the absolute value along the trajectory \(\int |f|dt\), counting the number of charge carriers flowing in or out the capacitance \(C_{\text{out}}\), is less than the total activity of the full circuit along the trajectory. The net change of charge over the trajectory \(\int f dt\) is simply \(q_1 - q_0\), the total charge separating a zero from a one. The maximum value for \(f\) over an infinitesimal transition is \(q_e\). Thus we find

\[
\Delta \sigma \geq 2\frac{|q_1 - q_0|}{q_e} \text{atanh} \frac{|q_1 - q_0|}{\int |\Delta q|dt}. \tag{82}
\]

The quantity \(\int |\Delta q|dt/q_e\) can be considered as a measure of the time taken by the driving. Indeed, a slower driving offers more opportunities for positive or negative charge variation in the output capacitance. In particular we recover Pinsker’s bound, with a bound inversely proportional to time, consistently e.g. with \[33, 34\] in other contexts:

\[
\Delta \sigma \geq 2\frac{|q_1 - q_0|^2}{q_e \int |\Delta q|dt}. \tag{83}
\]

At stationarity, the number of charge into the positive plate of \(C_{\text{out}}\) match (on average) the number of charge out of that same plate. Thus \(f\) verifies the conditions to apply the non-adiabatic Thermo-Kinetic Relation:

\[
\Delta \sigma_{\text{NA}} \geq 2\frac{\int |\Delta q|dt}{q_e} h \left(\frac{|q_1 - q_0|}{\int |\Delta q|dt}\right). \tag{84}
\]

This relaxes in particular to the Pinsker’s bound, stronger than \[83\] since it applies to the sole non-adiabatic entropy production:

\[
\Delta \sigma_{\text{NA}} \geq 2\frac{|q_1 - q_0|^2}{q_e \int |\Delta q|dt}. \tag{85}
\]

This is a practical bound that can assess the efficiency of a wide range of electronic devices in storing and writing a bit. It can easily be adapted to non-electronic overdamped devices as well (e.g. in chemical computing).
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Appendix A: Effective maximum in bounds between Kullback-Leibler Divergences

We seek to improve \([5]\) and \([1]\) by replacing \(\varphi_{\text{max}}\) and \(A_{\text{max}}\) with an "effective" maximum, whenever \(\varphi\) (thus \(A\)) is unbounded. We can safely assume that \(D(p||q)\) is finite, otherwise \([5]\) and \([1]\) are trivially true. Thus the sum \([7]\), although gathering potentially infinitely many positive terms, converges, thus the sum of all terms for which \(z > \varphi_0\), for a large enough threshold \(\varphi_0\), is as small as we desire. Thus for any \(0 < \epsilon < 1\) there exists a \(\varphi_0\) such that

\[
p(\varphi > \varphi_0)D(\varphi p||q|\varphi > \varphi_M) = \sum_{z > \varphi_0} zp(\varphi = z)D(\varphi p||q|\varphi = z) < \epsilon D(\varphi p||q).
\]
Then we find that
\[
D(\varphi \parallel \varphi q) = p(\varphi \leq \varphi_0)D(\varphi \parallel \varphi q | \varphi \leq \varphi_0) \\
+ p(\varphi > \varphi_0)D(\varphi \parallel \varphi q | \varphi > \varphi_0) \\
\leq \varphi_0 p(\varphi \leq \varphi_0)D(p \parallel q | \varphi \leq \varphi_0) \\
+ \epsilon D(\varphi \parallel \varphi q) \\
\leq \varphi_0 D(p \parallel q) + \epsilon D(\varphi \parallel \varphi q) \\
\leq \frac{\varphi_0}{1 - \epsilon} D(p \parallel q).
\]
(A7)

Thus we see that \(\varphi_{\text{max}}\) (the true maximum) can be replaced by \(\varphi_{\text{eff max}} = \frac{\varphi_0}{1 - \epsilon}\) (an ‘effective’ maximum), for each choice of \(\epsilon\) and corresponding \(\varphi_0\). Since \(\epsilon\) determines the choice of \(\varphi_0\), we can in principle optimise the choice of \(\epsilon\) in order to get the best possible bound.

Note that this proof works also for the finite case, thus can be useful when \(A\), albeit bounded, takes unconventionally large values with low probability.

Appendix B: Thermodynamic Uncertainty Relations

Thermodynamic Uncertainty Relations are concerned with upper bounds on the ratio \(|\langle f \rangle|/\sqrt{\langle f^2 \rangle}\) (or, equivalently, \(|\langle f \rangle|/\text{StdDev} f\) where StdDev is the standard deviation), for a time-antisymmetric observable \(f\).

For a constant-rate or time-symmetric-rate Markov chain, we find [18] that the time-antisymmetric observable with highest such ratio is
\[
f^*(\omega) = \frac{1}{2} \frac{p(\omega) - p(\bar{\omega})}{p(\omega) + p(\bar{\omega})}.
\]
(B1)

Indeed from Cauchy-Schwartz inequality we find, for any time-antisymmetric observable \(f\):
\[
\langle f \rangle^2 = \langle f f^* \rangle^2 \leq \langle f^2 \rangle (\langle f^* \rangle^2)
\]
(B2)

with equality for \(f = f^*\). Thus we find
\[
\langle f \rangle^2 = \langle f f^* \rangle^2 \leq \langle f^2 \rangle (\langle f^* \rangle^2)
\]
(B3)

Moreover we observe that \(\langle f^* \rangle = \langle (f^*)^2 \rangle = \langle f^* \rangle^2/\langle (f^*)^2 \rangle\) and \(|\langle f^* \rangle| = d_{TV}(p, \bar{p})\) and \(|f^*| \leq 1/2\).

From (B1) with \(f^*\) we thus find
\[
\Delta \sigma + D(p_{X_{\text{fin}}} \parallel p_{X_{\text{ini}}}) \geq 4\langle f^* \rangle \text{tanh} \left(\frac{\langle f^* \rangle}{d_{TV}(p, \bar{p})}\right).
\]
(B4)

Since for any other time-antisymmetric observable we have \(|\langle f \rangle|/\sqrt{\langle f^2 \rangle} \leq \langle f^* \rangle = \langle (f^*)^2 \rangle\), we thus find (10).

Note that when \(p(e)/p(\bar{e}) \rightarrow \infty\) or 0 for every transition (infinitesimal-time trajectory) \(e\), we find \(\langle f^* \rangle \rightarrow |\langle f^* \rangle| = d_{TV}(p, \bar{p})\), thus (10) correctly predicts an infinite entropy production, unlike (17) which remains bounded.