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Abstract

Motivated by an application to drug repurposing, we propose the first algorithms to tackle the identification of the \(m \geq 1\) arms with largest means in a linear bandit model, in the fixed-confidence setting. These algorithms belong to the generic family of Gap-Index Focused Algorithms (GIFA) that we introduce for Top-\(m\) identification in linear bandits. We propose a unified analysis of these algorithms, which shows how the use of features might decrease the sample complexity. We further validate these algorithms empirically on simulated data and on a simple drug repurposing task.

1 INTRODUCTION

The multi-armed bandit setting, in which an agent sequentially gathers samples from \(K\) unknown probability distributions called arms, is a powerful framework for sequential resource allocation tasks. While a large part of the literature focuses on the reinforcement learning problem in which the samples are viewed as reward that the agent seeks to maximize (Bubeck and Cesa-Bianchi, 2012), pure-exploration objectives have also received a lot of attention (Bubeck et al., 2009; Degenne and Koolen, 2019). In this paper, we focus on the fixed-confidence setting, in which the error probability should be guaranteed to be smaller than a given risk parameter \(\delta \in (0, 1)\) while minimizing the sample complexity, that is, the total number of samples needed to output the guess. This choice is motivated by a real-life application to drug repurposing, in which we would like to control the failure rate in our predictions.

Drugs repurposing is a field of research aimed at discovering new indications for drugs which are already approved for marketing, and may contribute to solve the problem of ever increasing research budget need for drug discovery (Hwang et al., 2016). For a given disease, we are interested in identifying a subset of drugs that may have a therapeutic interest. Providing a group of 5 or 10 drugs, rather than a single one, can ease the decision of further investigation, as many leads are provided. We believe sequential methods could be of interest, when considering a drug repurposing method called “signature reversion” (Musa et al., 2018). In this context, drugs recommended for repurposing are the ones minimizing the difference in gene activity between treated patients and healthy individuals. A possible way to measure this difference is to build a simulator that evaluates the genewise impact of a given drug on patients. However, this simulator may be stochastic and computationally expen-
sive hence the need for sequential queries, that can be modeled as sampling of arms. As the arms (drugs) can be characterized by a real-valued feature vector which represents genewise activity change due to treatment, we resort to linear bandits to tackle this Top-\(m\) identification problem.

**Related work** Two types of fixed-confidence algorithms have been proposed for Top-\(m\) identification in a classical bandit: those based on adaptive sampling such as LUCB (Kalyanakrishnan et al., 2012) or UGapE (Gabillon et al., 2012) or those based on uniform sampling and eliminations (Kaufmann and Kalyanakrishnan, 2013; Chen et al., 2017). For linear bandits, to the best of our knowledge, the only efficient algorithms have been proposed for the *best arm identification* (BAI) problem, which corresponds to \(m = 1\). This setting, first investigated by Soare et al. (2014), recently received a lot of attention: an efficient adaptive sampling algorithm called LinGapE was proposed by Xu et al. (2018) and subsequent work such as Fiez et al. (2019) sought to achieve the minimal sample complexity. In particular, the LinGame algorithm of Deguenne et al. (2020) is proved to exactly achieve the problem-dependent sample complexity lower bound for linear BAI in a regime in which \(\delta\) goes to zero.

We note that, in principle, LinGame can be used for any pure exploration problem in a linear bandit, which includes Top-\(m\) identification for \(m > 1\). However, this algorithm uses a game theoretic formalism which needs the computation of a best response for Nature in response to the player’s selection; a computable expression of this strategy is not available to our knowledge for Top-\(m\) \((m > 1)\). Besides, computing the information-theoretic lower bound for Top-\(m\) identification is also computationally hard. These remarks led us to investigate efficient adaptive sampling algorithms for general Top-\(m\) identification \((m \geq 1)\) in linear bandit, which are still missing in the literature, instead of trying to propose asymptotically optimal algorithms, as done in linear BAI.

**Contributions** First, by carefully looking at known adaptive sampling bandits for classical Top-\(m\), we propose a generic algorithm structure based on Gap Indices, called GIFA, which encompasses existing adaptive algorithms for classical Top-\(m\) identification and linear BAI. This structure allows a higher order and modular understanding of the learning process, and correctness properties can readily be inferred from a partially specified bandit algorithm. It allows us to define two interesting new algorithms, called \(m\)-LinGapE and LinGIFA. In Section 4, we present a unified sample complexity analysis of a subclass of GIFA algorithms which comprises existing methods, which shows that the use of features can help decreasing the sample complexity in some cases. Finally, we show in Section 5 that \(m\)-LinGapE and LinGIFA perform better than their counterparts for classical bandits, both on artificially generated linear bandit instances and on a simple instance of our drug repurposing application, that is described in detail in Appendix B.

**Notation** We let \(\max\), \(\min\) (resp. \(\min\), \(\min\)) be the operator returning the \(m\), \(m\)th greatest (resp. smallest) value(s), \(\|x\|_m = \sqrt{x^T M x}\) where \(M\) is positive definite, and \(\|x\| = \sqrt{x^T x}\).

## 2 Setting

In this section, we introduce the *probably approximately correct* (PAC) fixed-confidence linear Top-\(m\) problem. From now on, we identify each arm by an integer in \([K]\) such that \(\mu_1 \geq \mu_2 \geq \cdots \geq \mu_m > \mu_{m+1} \geq \mu_{m+2} \geq \cdots \geq \mu_K\). This ordering is of course unknown to the learner. In the PAC formalism, we are willing to relax the optimality constraint on arms using slack variable \(\varepsilon > 0\) and we denote by \(S_{m}^{\varepsilon} = \{a \in [K] : \mu_a \geq \mu_{m} - \varepsilon\}\) the set of best arms up to \(\varepsilon\). Since \(\mu_m > \mu_{m-1}\), we use the shorthand \(S_m^c \triangleq S_m^0 = [m]\) for the set of \(m\) arms with largest means. The set of \(K - m\) arms worst arms is its complementary \((S_m^{\varepsilon})^c = [K] \setminus S_m^c\). A linear bandit model is parameterized by an unknown vector \(\theta \in \mathbb{R}^N\), such that there are constants \(L, S > 0\) which satisfy \(\|\theta\| \leq S \in \mathbb{R}^{+}\) and such that the mean of arm \(a = \mu_a = \theta^T x_a\), where the feature vector \(x_a\) satisfies \(\|x_a\| \leq L \in \mathbb{R}^{+}\). In each round \(t \geq 1\), a learner selects an arm \(a_t \in [K]\) and observes a sample

\[r_t = \theta^T x_a_t + \eta_t,\]

where \(\eta_t\) is a zero-mean sub-Gaussian noise with variance \(\sigma^2\) — that is, \(\mathbb{E}[\eta_t^\varepsilon] \leq \exp((\lambda^2\sigma^2)/2)\) for all \(\lambda \in \mathbb{R}\) — which is independent from past observations.

For \(m \in [K]\), an algorithm for Top-\(m\) identification consists of a sampling rule \((a_t)_{t \in [N]}\), where \(a_t \in \mathcal{F}_{t-1}\)-measurable, and \(\mathcal{F}_t = \sigma(a_1, r_1, \ldots, a_t, r_t)\) is the \(\sigma\)-algebra generated by the observations up to round \(t\): a stopping rule \(\tau\), which is a stopping time with respect to \(\mathcal{F}_t\) that indicates when the learning process is over; and a recommendation rule \(\hat{S}_m^\tau\), which is a \(\mathcal{F}_\tau\)-measurable set of size \(m\) that provides a guess for the \(m\) arms with the largest means. Then, given a slack variable \(\varepsilon \geq 0\) and the failure rate \(\delta \in (0,1)\), an \((\varepsilon, m, \delta)\)-PAC algorithm is such that

\[
\mathbb{P}\left(\hat{S}_m^\tau \subseteq S_m^{\varepsilon,\delta}\right) \geq 1 - \delta.
\]

In the fixed confidence setting, the goal is to design a \((\varepsilon, m, \delta)\)-PAC algorithm with a small sample complexity \(\tau\). In order to do so, the learner needs to estimate the unknown parameter \(\theta \in \mathbb{R}^N\), which can be done
with a (regularized) least-squares estimator. For any arm \( a \in [K] \), we let \( N_a(t) \equiv \sum_{s=1}^t \mathbb{1}(a_s = a) \) be the number of times that arm \( a \) is sampled up to time \( t \), and define the \( \lambda \)-regularized design matrix and least-squares estimate:
\[
\hat{V}_t^\lambda \equiv \lambda I_N + \sum_{a=1}^K N_a(t)x_a x_a^T
\]
and 
\[
\hat{\theta}_t^\lambda \equiv (\hat{V}_t^\lambda)^{-1}\left(\sum_{a=1}^t \sum_{s} r_s x_{a_s}\right).
\]

We let \( \hat{\Sigma}_t^\lambda \equiv \sigma^2 (\hat{V}_t^\lambda)^{-1} \), which can be interpreted as the posterior covariance in a Bayesian linear regression model in which the variance of the prior is \((\sigma^2/\lambda)I_N\).

The algorithms that we present in the next section crucially rely on estimating the gaps \( \Delta_{i,j} \equiv \mu_i - \mu_j \) between pairs of arms \((i,j)\), and building upper confidence bounds (UCBs) on these quantities. For this purpose, we introduce the empirical mean of each arm \( a \), \( \hat{\mu}_a(t) \equiv (\hat{\theta}_t^\lambda)^{-1} x_a \), and define the empirical gap \( \Delta_{i,j}(t) \equiv \hat{\mu}_i(t) - \hat{\mu}_j(t) \). A first option to build UCBs on \( \Delta_{i,j} \) consists in building individual confidence intervals on the mean of each arm \( a \), that are of the form 
\( L_a(t) = \hat{\mu}_a(t) - W_t(a) \) for the lower-confidence bound, and 
\( U_a(t) = \hat{\mu}_a(t) + W_t(a) \) for the upper confidence bound, where 
\( W_t(a) \equiv C_{t,\delta} \|x_a\|_{\hat{\Sigma}_t^\lambda} \) for some threshold function \( C_{t,\delta} \) to be specified later. Clearly,
\[
B_{i,j}^{\text{ind}}(t) = U_i(t) - L_j(t) = \hat{\Delta}_{i,j}(t) + W_t(i) + W_t(j)
\]
is an upper bound on \( \Delta_{i,j} \) if \( L_j(t) \leq \mu_j \) and \( \mu_i \leq U_i(t) \). Yet, using the linear model, one can also directly build an UCB on the difference via
\[
B_{i,j}^{\text{pair}}(t) = \hat{\Delta}_{i,j}(t) + C_{t,\delta} \|x_i - x_j\|_{\hat{\Sigma}_t^\lambda}.
\]

Both constructions lead to symmetrical bounds\(^2\) of the form 
\( B_{i,j}(t) = \hat{\Delta}_{i,j}(t) + W_t(i,j) \), where 
\( W_t(i,j) = C_{t,\delta} \|x_i - x_j\|_{\hat{\Sigma}_t^\lambda} \) for paired UCBs and 
\( W_t(i,j) = C_{t,\delta} \|x_i\|_{\hat{\Sigma}_t^\lambda} + \|x_j\|_{\hat{\Sigma}_t^\lambda} \) for individual UCBs. In both cases, \( W_t(i,j) = W_t(j,i) \geq 0 \). The fact that these quantities are indeed upper confidence bounds (for some pairs \((i,j)\in[K]^2\)) will be justified in Section 3.

Remark 1. Observe that the linear bandit setting subsumes the classical bandit model, choosing arm features \((x_a)_{a\in[K]}\) to be vectors of the canonical basis of \( \mathbb{R}^K \) \((N = K)\) and \( \theta = \mu \equiv [\mu_1, \mu_2, \ldots, \mu_K]^T \). Then, \( \lambda = 0 \) yields standard UCBs in this model: \( \mu_a(t) \) reduces to the empirical average of the rewards gathered from arm \( a \) and \( \|x_a\|_{\hat{\Sigma}_t^\lambda} = \sigma/\sqrt{N_a(t)} \).

\( ^2\)Note also that there exist algorithms with non-symmetrical bounds, such the KL version of LUCB (Kaufmann and Kalyanakrishnan, 2013).

3 GAP-INDEX FOCUSED ALGORITHMS (GIFA)

3.1 Generic GIFA Algorithms

Looking at the literature for Top-\( m\) identification and BAI in (linear) bandits, existing adaptive sampling designs (Kalyanakrishnan et al., 2012; Gabillon et al., 2012; Xu et al., 2018) have many ingredients in common. We formalize in this section a generic structure that encompasses these algorithms, and under which we propose two new algorithms. We introduce the notion of “Gap-Index Focused” Algorithms (GIFA), which associates to each pair of arm \((i, j)\) an index 
\( B_{i,j}(t) \) at time \( t \) (called “gap index”).

The idea in GIFA is to estimate in each round \( t \) a set of candidate \( m \) best arms, denoted by \( J(t) \), and to select the two most ambiguous arms: \( b_i \in J(t) \), which can be viewed as a guess for the \( m \)-best arm, and a challenger \( c_i \notin J(t) \). \( c_i \) is defined as a potentially mis-assessed \( m \)-best arm, with largest possible gap to \( b_i \): 
\( c_i = \arg\max_{e\in[K]} B_{e,b_i}(t) \). The idea of using two ambiguous arms goes back to BUCB (Kalyanakrishnan et al., 2012) for Top-\( m\) identification in classical bandits. Then the final arm \( a_t \) selected by the algorithm should help discriminate between \( b_i \) and \( c_i \). A naive idea is to either draw \( b_i \) or \( c_i \), but alternative selection rules will be discussed later. At the end of the learning phase, at stopping time \( \tau \), the final set \( J(\tau) \) is recommended.

Algorithm 1 GIFA for \((\varepsilon, \delta)\)-PAC Top-\( m\)

**Input:** \( K \) arms of means \( \mu_1, \ldots, \mu_K; \varepsilon \geq 0; m \leq K; \delta \in (0,1) \).

**Output:** \( S^*_m \) estimated \( m \) \( \varepsilon \)-optimal arms at final time \( \tau_\delta \)

\( t \leftarrow 1 \)

**Initialization**

\( \textbf{while} \ \neg \text{stopping rule}((B_{i,j}(t))_{i,j\in[K]}; \varepsilon, t) \text{ do} \)

\( J(t) \leftarrow \text{compute Jt}((B_{i,j}(t))_{i,j\in[K]}, (\hat{\mu}_i(t))_{i\in[K]}) \)

\( b_i \leftarrow \text{compute bt}(J(t), (B_{i,j}(t))_{i,j\in[K]}) \)

\( c_i \leftarrow \text{challenger to } b_i \text{ at } t \)

\( a_t \leftarrow \text{selection rule}(b_t, c_t; \hat{V}_t^{\lambda - 1}) \)

\( r_t \leftarrow \text{pulling}(a_t) \)

Update design matrix \( \hat{V}_t^{\lambda - 1} \), means \((\hat{\mu}_i(t))_{i\in[K]} \)

Update gap indices \((B_{i,j}(t+1))_{i,j\in[K]} \)

\( t \leftarrow t + 1 \)

**end while**

\( S^*_m \leftarrow J(\tau_\delta) \)

**return** \( S^*_m \)
The GIFA structure is presented in Algorithm 1. initialization is an optional phase where all arms are sampled once. We assume that ties are randomly broken. Degrees of freedom in designing the bandit algorithm lie in the choice of the rules computeLt, compute_bt, selection_rule and stopping_rule, some of which may also rely on the gap indices. For example, for the stopping rule, we restrict our attention to two stopping rules already proposed for the LUCB and UGapE algorithms, respectively:

\[ \tau_{\text{LUCB}} \triangleq \inf \{ t \in \mathbb{N}^* : B_{c_l,b_t}(t) \leq \varepsilon \}, \]

\[ \tau_{\text{UGapE}} \triangleq \inf \left\{ t \in \mathbb{N}^* : \max_{j \in J(t) \setminus \{i\}} \frac{m}{\max_{j \in J(t) \setminus \{i\}} B_{i,j}(t)} \leq \varepsilon \right\}. \]

### 3.2 Existing GIFA algorithms

We summarize in Table 1 existing and new algorithms that fit the GIFA framework.

| Algorithm    | computeLt | compute_bt | selection_rule | stopping_rule         |
|--------------|-----------|------------|----------------|-----------------------|
| LUCB         | \[ \arg \max_{j \in [K]} \hat{\mu}_j(t) \] | \[ \arg \max_{j \in J(t)} B_{i,j}(t) \] | largest variance     | \( B_{c_l,b_t}(t) \leq \varepsilon \) |
| UGapE        | \[ \arg \min_{j \in [K]} \max_{i \neq j} B_{i,j}(t) \] | \[ \arg \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \] | largest variance     | \( \max \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \leq \varepsilon \) |
| LinGPE       | \[ \arg \max_{j \in [K]} \hat{\mu}_j(t) \] | \[ J(t) (|J(t)| = m = 1) \] | greedy, optimized    | \( B_{c_l,b_t}(t) \leq \varepsilon \) |
| \( m \)-LinGPE | \[ \arg \max_{j \in [K]} \hat{\mu}_j(t) \] | \[ \arg \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \] | largest variance, \( \varepsilon \) | \( \max \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \leq \varepsilon \) |
| LinGFA       | \[ \arg \min_{j \in [K]} \max_{i \neq j} B_{i,j}(t) \] | \[ \arg \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \] | greedy             | \( \max \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \leq \varepsilon \) |

LUCB uses the \( m \) arms with largest empirical means for the set \( J(t) \) while UGapE uses the \( m \) arms with smallest values of \( \max_{i \neq j} B_{i,j}(t) \). This choice is motivated by Gabillon et al. (2012) by the fact that, with high probability, the quantity \( \max_{i \neq j} B_{i,j}(t) \) is an upper bound on \( \mu_m - \mu_j \). This is also true for more general gap indices, see Lemma 9 in Appendix D.

This observation also justifies the UGapE stopping rule: when \( \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \leq \varepsilon \), with high probability \( \mu_m - \mu_j \leq \varepsilon \) for all \( j \in J(t) \), hence this set is likely to be included in \( S_n^u \). LUCB stops when \( \max_{j \in J(t) \setminus \{i\}} B_{i,j}(t) \leq \varepsilon \). Interestingly, it follows from Lemma 1 below that, for fixed gap indices \( \max_{j \in J(t)} B_{i,j}(t) \), UGapE will always stop before LUCB. Still, we chose to investigate the two stopping rules, as the sample complexity analysis of UGapE uses the upper bound \( \tau_{\text{LUCB}} \geq \tau_{\text{UGapE}} \). We provide correctness guarantees for both stopping rules in Section 4.1 and investigate their practical impact in Section 5.

**Lemma 1.** For all \( t > 0 \), for any subset \( J \) of size \( m \), for all \( j \in J \), \( \max_{i \neq j} B_{i,j}(t) \leq \max_{i \neq j} B_{i,j}(t) \).

(proof in Appendix D)

Regarding the selection rule, UGapE selects the least sampled arm among \( b_t \) and \( c_t \), which coincides with the largest variance rule that we propose for the general linear setting:

- “largest variance”: \( \arg \max_{a \in \{b_t,c_t\}} W_t(a) \).

In the original version of LUCB, both arms \( b_t \) and \( c_t \) are sampled at time \( t \), but the analysis that we propose
in this paper obtains similar guarantees for LUCB using the largest variance rule, so we only consider this selection rule in the remainder of the paper.

**LinGapE** A striking example of adaptive sampling in linear BAI (thus, only for \( m = 1 \)) is LinGapE (Xu et al., 2018). The first novelty in LinGapE compared to UGapE and LUCB is the use of paired gap indices \( B_{i,j}^{\text{pair}}(t) \) exploiting the arm features. Paired indices may indeed increase performance. First, it follows from the triangular inequality for the Mahalanobis norm \( \| \cdot \|_{\tilde{\Sigma}} \) that \( \| x_i - x_j \|_{\tilde{\Sigma}} \leq \| x_i \|_{\tilde{\Sigma}} + \| x_j \|_{\tilde{\Sigma}} \) for all pairs of arms \((i,j)\); therefore, if both types of gap indices use the same threshold \( C_t,\delta \), paired indices are smaller: \( B_{i,j}^{\text{pair}}(t) \leq B_{i,j}^{\text{ind}}(t) \). Moreover, Lemma 2 below (proved in Appendix D) implies that paired or individual indices using arm features always yield smaller bounds on the gaps than individual indices without arm features, that take the form

\[
\hat{\Delta}_{i,j}(t) + C_t,\delta \left[ \frac{1}{\sqrt{N_i(t)}} + \frac{1}{\sqrt{N_j(t)}} \right].
\]

**Lemma 2.** \( \forall t > 0, \forall a \in [K], \forall y \in \mathbb{R}^N, \)

\[
\| y \|_{{\tilde{\Sigma}_a}} \leq \| y \|_{{\tilde{\Sigma}}} \left( \sqrt{N_a(t)} \| x_a \|^2 + \lambda \right).
\]

The second novelty in LinGapE is the proposed selection rules. Let \( X \) be the matrix which columns are the arm contexts, and \( \| \cdot \|_1 : v \mapsto \sum_i |v_i| \). Instead of selecting either \( b_t \) or \( c_t \), Xu et al. (2018) propose two selection rules to possibly sample another arm that would reduce the variance of the estimate \( \theta^T(x_{b_t} - x_{c_t}) \):

- “greedy”: \( \arg \min_{a \in [K]} \| x_{b_t} - x_{c_t} \|_1 (\tilde{\Sigma}^{-1} + x_{a}x_a^T)^{-1} \),
- “optimized”: if \( w^*(b_t, c_t) = \arg \min_{w \in \mathbb{R}^K} \| x_{a}x_a^T - x_{b_t}x_{b_t}^T \|_1 \),

\[
\arg \max_{a \in [K] : w^*_a(b_t,c_t) > 0} N_a(t) \| w^*(b_t,c_t) \|_1. \tag{1}
\]

As explained by Xu et al. (2018), these two rules are meant to bring the empirical proportions of selections close to an optimal design \((\lambda_1, \ldots, \lambda_K)\) asymptotically minimizing \( \| x_{b_t} - x_{c_t} \|_1 (\sum a \lambda_a x_ax_a^T)^{-1} \).

### 3.3 \( m \)-LinGapE and LinGIFA

Building on the interesting features of existing algorithms, we now propose two new algorithms for Top-\( m \) identification in linear bandits, called \( m \)-LinGapE and LinGIFA and described in Table 1.

\( m \)-LinGapE is an extension of LinGapE (Xu et al., 2018) to linear Top-\( m \), which coincides with the original algorithm for \( m = 1 \). It may also be viewed as an extension of LUCB using paired indices. We investigate three possible selection rules for this algorithm: largest variance, greedy and optimized. LinGIFA is inspired by UGapE (Gabillon et al., 2012), and also uses paired gap indices. Note that LinGIFA has a unique compute bt rule \( b_t = \arg \max_{j \in J(t)} m_{i,j}(t) \) which does not coincide with any of the previously mentioned rules. In Table 1, we considered the stopping rules of the original algorithms they derive from. As LinGapE is one of the most performant algorithms for linear BAI (see for instance experiments in Degene et al. (2020)), we expect \( m \)-LinGapE to work well for Top-\( m \). However, the strength of LinGIFA is that it is completely defined in terms of gap indices, and, as such, can easily be tuned for performance by deriving tighter bounds on the gaps. Moreover, LinGIFA relies on a stopping rule that is more aggressive than that used by \( m \)-LinGapE, as discussed above.

We emphasize that provided that the regularizing constant \( \lambda \) in the design matrix is positive, both \( m \)-LinGapE and LinGIFA can be run without an initialization phase (as done in the experiments for LinGIFA). This permits to avoid the initial sampling cost when the number of arms is large that was noticed by Fiez et al. (2019).

### 4 THEORETICAL GUARANTEES

In this section, we present an analysis of \( m \)-LinGapE and LinGIFA. The fact that these algorithms are \((\varepsilon, m, \delta)\)-PAC is a consequence of generic correctness guarantees that can be obtained for GIFA algorithms (even not fully specified) and is presented in Section 4.1. We further analyze in Section 4.2 the sample complexity of LUCB-like algorithms, which comprise \( m \)-LinGapE.

#### 4.1 Correctness of GIFA instances

We justify that the two stopping rules introduced above lead to \((\varepsilon, m, \delta)\)-PAC algorithms, provided a condition on the gap indices given in Definition 1.

**Definition 1** (Good gap indices). Let us denote

\[
\mathcal{G}_m^{\text{GIFA}} \triangleq \bigcap_{t > 0} \bigcap_{j \in [K]} \bigcap_{\delta} \bigcap_{k \in S_m^*} (B_{k,j}(t) \geq \mu_k - \mu_j).
\]

A good choice of gap indices \((B_{i,j}(t))_{i,j \in [K], t > 0}\) satisfies \( P(\mathcal{G}_m^{\text{GIFA}}) \geq 1 - \delta \).

First, we observe that on the event \( \mathcal{G}_m^{\text{GIFA}} \) introduced in Definition 1 both stopping rules \( \tau^{\text{UGAP}}_E \) and \( \tau^{\text{LUCB}}_E \) output an \((\varepsilon, \delta)\) correct answer.

**Theorem 1.** On the event \( \mathcal{G}_m^{\text{GIFA}} \):

1. any GIFA algorithm using \( b_t = \arg \max_{j \in J(t)} \max_{i \notin J(t)} B_{i,j}(t) \) sat-
isfies $J(\tau^{LUCB}) \subseteq S^*_m$ and (ii) any GIFA algorithm using $b_t \in J(t)$ satisfies $J(\tau^{UGapE}) \subseteq S^*_m$.

**Proof.** Let us assume by contradiction that there is an arm $b \in J(t) \cap \{S^*_m \}^c$ at stopping time $t$. We first prove that in both cases there exists $c \in S^*_m$ such that $B_{c,b}(t) \leq \varepsilon \ (*)$. Assuming that (*) does not hold, observe that $S^*_m \subseteq \{a \neq b, B_{a,b}(t) > \varepsilon \} \ (a)$ and then $\max_{a \neq b} B_{a,b}(t) \in \{a \neq b, B_{a,b}(t) > \varepsilon \} \ (b)$ since $b \not\in S^*_m$ and $|S^*_m| = m$. Depending on the definition of $b_t$ and on the stopping rule, we now split the proof into two parts:

(i). Using the definition of $\tau^{LUCB}$, $c_t$ and $b_t$, it holds that $\forall b \in J(t), \forall c \not\in J(t), B_{c,b}(t) \leq \varepsilon$. Then, using (a), $J(t)^c \subseteq \{a \neq b, B_{a,b}(t) \leq \varepsilon \}$ means $S^*_m \cap J(t)^c = \emptyset$. Thus $S^*_m = J(t)$ (because $|S^*_m| = |J(t)| = m$) whereas $b \in J(t) \cap (S^*_m)^c$, which is a contradiction. Hence (*) holds.

(ii). Using the definition of $\tau^{UGapE}$, for any $b \in J(t)$, $\max_{a \neq b} B_{a,b}(t) \leq \varepsilon$ holds. However, (b) means $\max_{a \neq b} B_{a,b}(t) > \varepsilon$, which is a contradiction: (*) holds.

Then, at stopping time $t$, there exists $b \in J(t) \cap (S^*_m)^c$ and $c \in S^*_m$ such that $B_{c,b}(t) \leq \varepsilon$. Using successively the definition of the event $E^GIFA$, and the fact that $c \in S^*_m$, this means that there exists $b \in J(t)^c \cap (S^*_m)^c$ such that $\mu_b \geq \mu_m - \varepsilon$. Then $b \in (S^*_m)^c \cap S^*_m$, which is absurd. Hence this proves that $J(t) \subseteq S^*_m$ on the event $E^GIFA$ at stopping time $t$. \qed

It easily follows from Theorem 1 that if $m$-LinGapE or LinLinGap are based on good gap indices in the sense of Definition 1, both algorithms are $(\varepsilon, m, \delta)$-PAC. We exhibit a threshold below for which the corresponding paired indices $B^\text{pair}_{i,j}(t)$ and individual indices $B^\text{ind}_{i,j}(t)$ (defined in Section 2) are good gap indices.

**Lemma 3.** For indices of the form $B_{i,j}(t) = \hat{\Delta}_{i,j}(t) + C_{i,j}W_{i,j}(t)$ with $W_{i,j}(t) = \|x_i - x_j\|_2$ (paired) or $W_{i,j}(t) = \|x_i\|_2 + \|x_j\|_2$ (individual) with

$$C_{i,j} = \sqrt{2 \ln \left( \frac{1}{\delta} \right)} + N \ln \left( 1 + \frac{(t+1)L^2}{2^N} \right) + \frac{\sqrt{\Lambda}}{\sigma} \tag{2}$$

where we recall that $\max_{a \in [K]} \|x_a\| \leq L$ and $\|\theta\| \leq S$, we have $\mathbb{P}(E^GIFA) \geq 1 - \delta$.

**Proof.** The proof follows from the fact that

$$\{ \forall t \in \mathbb{N}^* : \|\theta^\lambda_t - \theta\|_{(L^2)^{-1}} \leq C_{i,j} \} \subseteq E^GIFA$$

Together with Lemma 4.1 in Kaufmann (2014) which yields $\mathbb{P} \left( \forall t \in \mathbb{N}^* : \|\theta^\lambda_t - \theta\|_{(L^2)^{-1}} \leq C_{i,j} \right) \geq 1 - \delta$. For paired indices, the inclusion follows from the fact that $\|(\hat{\mu}_i(t) - \hat{\mu}_j(t)) - (\mu_i - \mu_j)\| \leq \|\theta^\lambda_t - \theta\|_{(L^2)^{-1}} \|x_i - x_j\|_{(L^2)^{-1}}$, where we use that $x \top y \leq \|x\|_{(L^2)^{-1}} \|y\|_2$ for any $x, y \in \mathbb{R}^N$ and positive definite $\Sigma \in \mathbb{R}^{N \times N}$. For individual indices, we further need the triangle inequality $\|x_i - x_j\|_{(L^2)^{-1}} \leq \|x_i\| + \|x_j\|$ to prove the inclusion. \qed

4.2 Sample complexity results

We derive below a high-probability upper bound on the sample complexity of a subclass of GIFA algorithms which comprise $m$-LinGapE, combined with different selection rules. More precisely, we upper bound the sample complexity on

$$\mathcal{E} \equiv \bigcap_{t>0} \bigcap_{i,j \in [K]} \left( \mu_i - \mu_j \in \{-B_{i,j}(t), B_{i,j}(t)\} \right),$$

an event which is trivially included in $E^{GIFA}$ and which holds therefore with probability larger than $1 - \delta$ with the choice of threshold (2). To state our results, we define the true gap of an arm $k$ as $\Delta_k \equiv \mu_k - \mu_{m+1}$ if $k \in S^*_m, \mu_m = \mu_k$ otherwise ($\Delta_k > 0$ for any $k \in [K]$).

**Theorem 2.** For $m$-LinGapE, on event $\mathcal{E}$ on which algorithm $A$ is $(\varepsilon, m, \delta)$-PAC, stopping time $\tau_\delta$ satisfies $\tau_\delta \leq \inf\{u \in \mathbb{R}^+ : u > 1 + H(A, \mu)C^2_{\delta,u} + O(K)\}$, where:

(i). for $A = m$-LinGapE with the largest variance selection rule$^3$:

$$H(A, \mu) \equiv 4\sigma^2 \sum_{a \in [K]} \max \left( \varepsilon, \frac{\varepsilon + \Delta_a}{3} \right)^{-2},$$

(ii). for $A = m$-LinGapE with the optimized selection rule in Xu et al. (2018):

$$H(A, \mu) \equiv \sigma^2 \sum_{a \in [K]} \max_{i,j \in [K]} \frac{|w^a(i,j)|}{\max \left( \varepsilon, \frac{\varepsilon + \Delta_i}{3}, \frac{\varepsilon + \Delta_j}{3} \right)^2},$$

where $w^a(i,j)$ satisfies Equation 1 applied to the arm pair $(i, j)$.

Upper bounds for all analyzed algorithms and classical counterparts are shown in Table 2.

4.3 Sketch of proof

The proof of Theorem 2 generalizes and extends the proofs for classical Top-$m$ and linear BAI (Xu et al., 2018), with paired or individual gap indices. We sketch below the sample complexity analysis of a specific subclass of GIFA algorithms, postponing the proof of some 

$^3$or pulling both arms in $\{b_t, c_t\}$ at time $t$
Table 2: Sample complexity results for linear and classical Top-m algorithms. $w^*$ is defined as in Equation (1). The additive term in $K$ is due to the initialization phase. Our proposal is in bold type.

| Algorithm            | Complexity constant $H^c(\cdot, \mu)$ | Upper bound on $\tau_8$ |
|----------------------|----------------------------------------|--------------------------|
| LUCB                 | $2 \sum_{a \in [K]} \max \left( \frac{\varepsilon}{2}, \Delta_a \right)^{-2}$ | $\inf_{u > 0} \left\{ u > 1 + H^c(\text{LUCB}, \mu)C_{\delta,u}^2 + K \right\}$ |
| UGapE                | $2 \sum_{a \in [K]} \max \left( \frac{\varepsilon}{2}, \Delta_a \right)^{-2}$ | $\inf_{u > 0} \left\{ u > 1 + H^c(\text{UGapE}, \mu)C_{\delta,u}^2 + K \right\}$ |
| m-LinGapE (1)       | $4\sigma^2 \sum_{a \in [K]} \max \left( \frac{\varepsilon}{3}, \Delta_a \right)^{-2}$ | $\inf_{u > 0} \left\{ u > 1 + H^c(\text{m-LinGapE(1)}, \mu)C_{\delta,u}^2 \right\}$ |
| (largest variance)  |                                        |                          |
| m-LinGapE (2)       | $\sigma^2 \sum_{i,j \in [K]} \frac{|w^*_u(i,j)|}{\max \left( \frac{\varepsilon}{3}, \frac{\varepsilon + \Delta_i}{3}, \frac{\varepsilon + \Delta_j}{3} \right)^2}$ | $\inf_{u > 0} \left\{ u > 1 + H^c(\text{m-LinGapE(2)}, \mu)C_{\delta,u}^2 \right\}$ |
| (optimized)         |                                        |                          |

auxiliary lemmas to Appendix C. We focus on GIFA algorithms that use

$$J(t) \deq \arg\max_{i \in [K]} \bar{\mu}_i(t) \quad \text{and} \quad b_i \deq \arg\max_{j \in J(t)} B_{i,j}(t).$$

This includes LinGapE, m-LinGapE, but also LUCB. The key ingredient in the proof is the following lemma, which holds for any gap indices of the form $B_{i,j}(t) \deq \bar{\mu}_i(t) - \bar{\mu}_j(t) + W_t(i,j)$ for $i, j \in [K]^2$.

**Lemma 4.** On the event $\mathcal{E}$, for all $t > 0$,

$$B_{b_t, c_t}(t) \leq \min(- (\Delta_{b_t} \vee \Delta_{c_t}) + 2W_t(b_t, c_t), 0) + W_t(b_t, c_t).$$

This result is a counterpart of Lemma 4 in Xu et al. (2018), but does not require $|J(t)| = 1$ at a given time $t > 0$, notably by noticing that, by definition of $b_t$ and $c_t$, $B_{b_t, c_t}(t) = \max_{j \in J(t)} \max_{i \not\in J(t)} B_{i,j}(t)$. In order to get the upper bound in Theorem 2 for m-LinGapE using the optimized rule, one can straightforwardly apply Lemma 1 in Xu et al. (2018) to the inequality stemming from Lemma 4. For the selection rules which either select both $b_t$ and $c_t$, or the arm in $\{b_t, c_t\}$ with the largest variance term, by combining Lemma 4 with the definition of the stopping rule $\tau_{LUCB}$, we obtain the following upper bound on $N_{a_t}(t)$, where $a_t$ is (one of) the pulled arm(s) at time $t < \tau_8$.

**Lemma 5.** Let $\forall t > 0, \tau_8 > t, N_{a_t}(t) \leq T^*(a_t, \delta, t)$, where $a_t$ is a pulled arm at time $t$, and

$$T^*(a_t, \delta, t) = 4\sigma^2 C_{\delta,t}^2 \max \left( \frac{\varepsilon}{3}, \frac{\varepsilon + \Delta_{a_t}}{3} \right)^{-2}.$$

Finally, the upper bound in Theorem 2 is a consequence of the following result.

**Lemma 6.** Let $T^* : [K] \times (0, 1) \times \mathbb{N}^* \to \mathbb{R}^+$ be a function that is non-decreasing in $t$, and $\mathcal{I}_t$ the set of pulled arms at time $t$. Let $\mathcal{E}$ be an event such that for all $t < \tau_8, \delta \in (0, 1)$, $\exists a_t \in \mathcal{I}_t, N_{a_t}(t) \leq T^*(a_t, \delta, t)$. Then it holds on the event $\mathcal{E}$ that $\tau_8 \leq T(\mu, \delta)$ where

$$T(\mu, \delta) \deq \inf \left\{ u \in \mathbb{R}^+ : u > 1 + \sum_{a=1}^{K} T^*(a, \delta, u) \right\}.$$

4.4 Discussion

If $H^c(A, \mu)$ is the complexity constant associated with bandit algorithm $A$ and bandit instance $\mu \in \mathbb{R}^K$, then, by looking at Table 2, we can first notice that

$$H^c(\text{LUCB}, \mu) \geq H^c(\text{m-LinGapE(1)}, \mu) \geq H^c(\text{UGapE}, \mu).$$

Note that the quantity $w^*_u(i, j)$ featured in the complexity quantity associated to m-LinGapE with the optimized selection rule (m-LinGapE(2)) is not a priori bounded by a constant – see Equation (1). Authors in (Xu et al., 2018) have shown that in specific instances, $H^c(\text{m-LinGapE(2)}, \mu) \leq \frac{2}{\varepsilon} H^c(\text{UGapE}, \mu)$. To further compare these two complexity quantities, we designed the following experiment to estimate how many times $H^c(\text{m-LinGapE(2)}, \mu) \leq H^c(\text{UGapE}, \mu)$: $K \times N$ values are randomly sampled from a Gaussian distribution $N(0, D)$. From these we build matrix $X' \in \mathbb{R}^{N \times K}$, which is then column-normalized (norm $\| \cdot \|$) to yield feature matrix $X$. We use $\theta = e_1$, where $e_1 = [1, 0, \ldots, 0]^\top \in \mathbb{R}^K$ and $\| \theta \| = 1$. Then we compute both constants $H^c(\text{m-LinGapE(2)}, \mu)$ and $H^c(\text{UGapE}, \mu)$ where $\mu = X \theta$ and $m = \left\lfloor \frac{N}{3} \right\rfloor$, check whether $H^c(\text{m-LinGapE(2)}, \mu) \leq H^c(\text{UGapE}, \mu)$. We
perform this experiment 1,000 times and report in Table 4 (in Appendix A) the fraction of times this condition holds, for multiple values of $K$ (number of arms), $N$ (dimension) and $D$ (variance of the Gaussian distribution). We observe that, in these artificially generated instances, the condition $H^T(m \cdot \text{LinGapE}(2), \mu) \leq H^T(\text{UGapE}(\mu))$ is seldom verified.

Hence, our theoretical analysis suggests that, in these cases—which usually turn out to be really hard linear instances—LinGIFA, which structure is similar to that of UGapE, may perform better than $m \cdot \text{LinGapE}$. However, as we will see below, the practical story is different and $m \cdot \text{LinGapE}$ with the optimized selection rule can be as efficient, and often better than LinGIFA using the “largest variance” selection rule.

5 EXPERIMENTAL STUDY

In this section, we report the results of experiments on simulated data and on a simple drug repurposing instance. In all experiments, we use $\sigma = 1/2$, $\varepsilon = 0$, $\delta = 5\%$. For all artificially generated experimental settings, we use Gaussian arms, that is, at time $t$, $r_t \sim N(\mu_a, \sigma^2)$. For the tuning of our algorithm we set the regularization parameter to $\lambda = \sigma/20$, following Hoffman et al. (2014). In an effort to respect the trade-off between identification performance and speed, we set $C_{\delta,t} = \sqrt{2\ln((\ln(t) + 1)/\delta)}$ (“heuristic” value) if the empirical error remained below $\delta$ instead of the theoretically valid threshold (2) that guarantees all algorithms to be $(\varepsilon, m, \delta)$–PAC. Otherwise, we use (2), and for classical bandits, we use the threshold used in Kalyanakrishnan et al. (2012). We consider the following experimental settings.

Classic instances We consider $K$ arms such that, for $a \in [m]$, $x_a = e_1 + e_a$, $x_{m + 1} = \cos(\omega)e_1 + \sin(\omega)e_{m + 1}$, and for any $a > m + 1$, $x_a = e_a - 1$, and $\theta = e_1$, where $(e_i)_{i \in [K-1]}$ are the canonical basis of $\mathbb{R}^{K-1}$. This construction extends the usual “hard” instance for BAI in linear bandits ($m = 1$), originally proposed by Soare et al. (2014) where one considers three arms, of respective feature vectors $x_1 = [1,0]^T$, $x_2 = [0,1]^T$ and $x_3 = [\cos(\omega), \sin(\omega)]^T$, and $\theta = e_1$, where $\omega \in (0, \pi/2)$. Arm 1 is the best arm, and as $\omega$ decreases, it becomes harder to discriminate between arms 1 and 3, and as such, pulling suboptimal arm 2 might be useful.

Drug repurposing instance Our drug-scoring function relies on the simulation of the treatment effect on gene activity via a Boolean network (Kaufman, 1969). The details are laid out in Appendix B. When a drug is selected, a reward is generated by applying the simulator to the gene activity profile of a patient chosen at random, and computing the cosine score between the post-treatment gene activity profile and the healthy gene activity profile. The higher this score is, the most similar the final treated patient and healthy samples are. We consider as drug features the treated gene activity profiles, which belong to $\mathbb{R}^{71}$.

Results Each figure reports the empirical distribution of the sample complexity (estimated over 500 runs) for different algorithms. In all the experiments, the empirical error is always below $5\%$, and is reported in Table 3.

Figure 1(a) reports the results for a classic problem with $m = 2$, $K = 4$ and $N = 3$. We compare two algorithms that are not using the arm features, LUCB and UGapE, with GIFA algorithms based on contextual indices. We investigate the use of individual and paired gap indices, different selection rules, and the two stopping rules $\tau^{\text{LUCB}}$ and $\tau^{\text{UGapE}}$ in both $m \cdot \text{LinGapE}$ and LinGIFA. We observe that there is almost no difference in the use of either stopping rules, but using paired indices leads to noticeably better sample complexity than individual ones. As noticed in Xu et al. (2018) for $m = 1$, $m \cdot \text{LinGapE}$ with the optimized and the greedy sampling rules have similar performance. In addition, using the greedy or optimized rules leads to slightly better performance compared to the largest variance rule. More importantly, we observe that linear bandit algorithms largely outperform their classical counterparts, even on a rather easy instance ($\omega = \pi/6$, hence $\mu_m - \mu_{m+1} \approx 0.13$).

Figure 1(b) shows the empirical sample complexity on a hard Top-1 classic problem ($\omega = 0.1$, $\mu_1 - \mu_2 \approx 0.005$) which allows to compare our algorithms to the state-of-the-art LinGame algorithm. $m \cdot \text{LinGapE}$ and LinGIFA have a better performance than LinGame, which is encouraging, even if our algorithms do not have any optimality guarantees in theory.

Figure 1(c) displays the result for a drug repurposing instance for epilepsy, including $K = 10$ arms (drugs) with 5 anti-epileptic and 5 pro-convulsant drugs, hence the choice $m = 5$ (a close-up is shown in Appendix B without LUCB). Although the linear dependency between rewards and features may be violated in this real-world example, taking into account features still helps in considerably reducing the sample complexity (approximately by a factor $\frac{5}{2}$).

6 DISCUSSION

To our knowledge, we have provided the first unified framework and fully adaptive algorithms for linear Top-$m$. Our theoretical analysis shows our algorithms do not perform any worse than their clas-
Table 3: Error frequencies rounded to 5 decimal places, for each Top-\textit{m} and BAI algorithm (averaged across 500 runs). Proposed algorithms' names are in bold type. Each column corresponds to one figure.

| Algorithm                                      | (1)a | (1)b | (1)c |
|-----------------------------------------------|------|------|------|
| $m$-LinGapE (greedy)                          | 0.0  | 0.044| 0.0  |
| $m$-LinGapE (optimized)                       | 0.0  | -    | 0.0  |
| LinGIFA (largest var.)                        | 0.0  | -    | 0.0  |
| LinGIFA ($\tau$LUCB, largest var.)           | 0.0  | -    | -    |
| LinGIFA ($\tau$LUCB, greedy)                 | 0.0  | 0.0  | 0.0  |
| LinGIFA (individual indices)                 | 0.0  | -    | -    |
| LUCB (largest var.)                           | 0.0  | -    | 0.0  |
| LUCB (sampling both arms)                    | -    | -    | 0.0  |
| UGapE                                         | 0.0  | -    | -    |
| LinGame                                       | -    | 0.0  | -    |

Figure 1: From top to bottom: classic instances (a) $K = 4, \omega = \frac{\pi}{6}, m = 2$; (b) $K = 3, \omega = 0.1, m = 1$; (c) drug repurposing instance $K = 10, m = 5$. Lines are quantiles and jittered individual outcomes are plotted in grey.
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A COMPARING COMPLEXITY CONSTANTS

A.1 About the classic instance for linear Top-\(m\) identification

In higher dimensions, and when \(m = K - 2\), \(\omega\) can be seen as the angle between the \(m + 1\)-best arm vector and the hyperplane formed by the \(m\) best arm feature vectors. In order to check if, for \(m \geq 1\), decreasing the value of \(\omega \in (0, \frac{\pi}{2})\) yields to harder instances (as it is for \(m = 1\)), we ran the bandit algorithms on the instance \(K = 4, N = 3, m = 2\) for \(\omega \in \{\frac{\pi}{3}, \frac{\pi}{6}\}\). The resulting boxplots are shown in Figure 2. It can then be seen that indeed, for all algorithms, the empirical average sample complexity increases as \(\omega\) decreases, which is an argument in favour of the use of this type of instance for the test of linear Top-\(m\) algorithms.

![Boxplot](image)

Figure 2: From top to bottom: classic instances (a) \(K = 4, \omega = \frac{\pi}{3}, m = 2\); (b) \(K = 4, \omega = \frac{\pi}{6}, m = 2\). Error frequencies are rounded up to 5 decimal places.

A.2 Comparing complexity constants

Below is the table to which we refer to in Section 4.4.
Table 4: Comparison of complexity constants in \( m \)-LinGapE and UGapE (% on 1,000 random instances).

| \( D \) | 0.25 | 0.5 | 0.25 | 0.5 | 0.25 | 0.5 | 0.25 | 0.5 | 0.25 | 0.5 | 0.25 | 0.5 |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|
| \( K \) | 10   | 10   | 10   | 10   | 10   | 10   | 20   | 20   | 20   | 20   | 30   | 30   |
| \( m \) | 4    | 4    | 4    | 4    | 4    | 4    | 7    | 7    | 7    | 7    | 11   | 11   |
| \( N \) | 5    | 5    | 10   | 10   | 20   | 20   | 10   | 20   | 20   | 40   | 40   | 15   |
| \( \% \) | 29.1%| 30.8%| 0.0% | 0.0% | 0.0% | 0.0% | 0.6% | 0.0% | 0.0% | 0.0% | 0.0% | 0.1% |

We have tested if, empirically, LinGIFA was more performant than LinGapE on instances where \( H^f(m \text{-LinGapE}(2), \mu) \leq H^f(\text{UGapE}, \mu) \), since LinGIFA has a similar structure as UGapE. We generated a random linear instance, following the procedure described in Section 4.4 in the paper, with \( K = 10 \), \( N = 5 \), \( D = 0.5 \). For \( m = 3 \), the condition \( H^f(m \text{-LinGapE}(2), \mu) \leq H^f(\text{UGapE}, \mu) \) is satisfied, whereas it is not when \( m = 8 \). We considered Gaussian reward distributions. See Figure 3. From these results, we notice that both algorithms are actually similar in sample complexity in both instances. Hence, even if the condition \( H^f(m \text{-LinGapE}(2), \mu) \leq H^f(\text{UGapE}, \mu) \) is seldom satisfied as seen in Table 4, in practice, \( m \)-LinGapE with the optimized rule is still performant.

Table 5: Values of complexity constants in \( m \)-LinGapE and UGapE on the randomly generated instance.

| \( m = 3 \) | \( m = 8 \) |
|-------------|-------------|
| \( H^f(m \text{-LinGapE}(2), \mu) \) | 4,545.97 | 32,124.01 |
| \( H^f(\text{UGapE}, \mu) \) | 5,047.76 | 27,622.18 |
| \( \mu_m - \mu_{m+1} \) | 0.075 | 0.029 |
| \( H^f(m \text{-LinGapE}(2), \mu) \leq H^f(\text{UGapE}, \mu) \)? | True | False |

B DRUG REPURPOSING INSTANCE

Remember that we call “phenotypes” gene activity profiles of patients and controls (healthy group) (that is, vectors which represent the gene-wise activity in a finite set of genes). We focus on a finite set of genes called M30, which has been shown to have a global gene activity that is anti-correlated to epileptic gene activity profiles (Delahaye-Duriez et al., 2016). The bandit instance comprises of arms/drugs, which, once pulled, return a single score/reward which quantifies their ability to “reverse” a epileptic phenotype –that is, an anti-epileptic treatment or an epileptic phenotype should be closer to a healthy phenotype. A gene regulatory network (GRN) is a summary of gene transcriptomic interactions as a graph: nodes are genes or proteins, (directed) edges are regulatory interactions. We see a GRN as a Boolean network (BN): nodes can have two states (0 or 1), and each of them is assigned a so-called “regulatory function”, that is, a logical formula which updates their state given the states of regulators (i.e., predecessors in the network) at each time step. In order to infer the effect of a treatment, one can set as initial network state (“initial condition”) the patient phenotype masked by the perturbations on the drug targets, and iteratively update the network state until reaching an attractor state (phenotype prediction procedure).

Building the Boolean network We use the Boolean network inference method described in (Yordanov et al., 2016) using code at repository https://github.com/regulomics/expansion-network (Réda and Wilczyński, 2020). We get the unsigned undirected regulatory interactions from the protein-protein interaction network (PPI) of M30, using the STRING database (Szklarczyk et al., 2016). Using expression (or, as we called it in the paper, gene activity) data in the hippocampus from UKBEC data (Gene Expression Omnibus (GEO) accession number GSE46706), a Pearson’s R correlation matrix is computed, which allows signing the interactions using pairwise correlation signs. Then, considering that the effects of a gene perturbation can only be seen on connected nodes, we only keep strongly connected components in which at least one gene perturbation in LINCS L1000 experiments occurs, using Tarjan’s algorithm (Tarjan, 1972).

Then, in order to direct the edges in the network using the inference method, we restrict the experiments extracted from LINCS L1000 to those in SH-SY5Y human neuron cells (neuroblastoma from bone marrow), with a positive interference scale score (Cheng and Li, 2016), which quantify the success of the perturbation experiment. For each experiment (knockdown via shRNA, overexpression via cDNA) on a gene in M30 in this
cell line, we extract from Level 3 LINCS same-plate untreated, genetic control and perturbed profiles (each of them being real-valued vectors of size $\approx 100$, the number of genes in M30) such as the perturbed profile on this plate has the largest value of $\text{distil}_ss$ which quantifies experimental replication. This procedure yields a total of $(1 \text{ untreated} + 2 \text{ replicates of genetic control} + 2 \text{ replicates of perturbed}) \times 3$ experimental profiles. Each experimental constraint for the GRN inference is defined as follows ($G = 101$ is the number of $M30$ genes in the network):

- **Initial condition**: Untreated profile which has been binarized using the binarize via histogram procedure (peak detection in histogram of gene expression values using persistent topology). Value: $\{0, 1, \bot\}^G$. The number of non-$\bot$ values is 66.

- **Perturbation**: Gene-associated value is equal to 1 if and only if the gene is perturbed in the experiment.

- **Final/fixpoint condition**: Vector which has been obtained by running Characteristic Direction (Clark et al., 2014) (CD) on [treated||genetic control] (in the call to the function, treated profiles were annotated 2 whereas genetic control ones were annotated 1) profiles, which yields a vector in $\{0, 1, \bot\}^G$, where 0’s (resp. 1’s) are significantly down- (resp. up-) regulated genes in treated profiles compared to control ones. Note that $[P_1||P_2]$ means that we compute the geneewise activity change from group $P_2$ to group $P_1$ (hence, this is not symmetrical). The number of non-$\bot$ values is around 22.

The inferred GRN should satisfy all experimental constraints by assigning logical functions to genes and selecting gene interactions. This network is displayed in Figure 4.

### Table 6: Experiments in SH-SY5Y human neuron-like cell line for GRN inference. Inference parameter: $t = 20$, asynchronous dynamics.

| Perturbed gene | Experiment type | Exposure time |
|----------------|----------------|--------------|
| CACNA1C        | KD             | 120 h        |
| CDC42          | KD             | 120 h        |
| KCNA2          | KD             | 120 h        |

#### Getting the arm/drug features

The features we use are the drug signatures ($K = 509$ in the binary drug signature dataset). Given a drug, we compute them as follows:

1. First, in the Level 3 LINCS L1000 database (Subramanian et al., 2017), we select the cell line with the highest transcriptomic activity score, or TAS (quantifying the success of treatment in this specific cell line: we expect to obtain more reproducible experiments in this cell line if this score is high). Then, considering experiment in this cell line, treatment by the considered drug, we select the brew_prefix (identifier for experimental plate) which correspond to the treated expression profile with the largest value of $\text{distil}_ss$ (which quantifies the reproducibility of the profile across replicates), and we get the corresponding same-plate control (vehicle) profile. We also get one same-plate replicate of the considered treated experiment and another of the control experiment (total number of profiles: $2 + 2$).

2. We apply on this set of profiles Characteristic Direction (Clark et al., 2014) in order to get the relative genewise expression change due to treatment from control sample group $CD([\text{treated}||\text{vehicle control}])$. This yields a real-valued vector in $[-1, 1]^G$ which will be used in the baseline method L1000 CDS$^2$, and a binary vector in $\{0, 1, \bot\}^G$ in our scoring method, which is the so-called drug signature.

#### Epileptic patient/control phenotypes

We fetched data from GEO accession number GSE77578, which was then quantile-normalized across all patient ($|P_p| = 18$) and control ($|P_c| = 17$) samples. We run Characteristic Direction (Clark et al., 2014) $CD([P_c||P_p])$ in order to get the “differential phenotype” from controls to patients, which is the way we chose in order to aggregate control profiles and only considering differentially expressed genes.

#### Drug “true” scores

We get them from RepoDB (Brown and Patel, 2017) database, which is a curated version from clinicaltrials.gov, and from literature. To each drug is associated an integer: 1 if the drug is antiepileptic, 0 if it is unknown, $-1$ if it is a proconvulsant drug.
Masking procedure ⋊ We use this (asymmetric) function in order to generate the initial condition from which an attractor state, if it exists, should be fetched: \((x ⋊ y)[j] = y[j]\) if \(y[j] \in \{0, 1\}\) else \(x[j]\). This aims at mimicking the immediate effect of treatment on gene activity.

Running the simulator via the GRN Given collected patient and control phenotypes, and seeing arms as potentially repurposed drugs, the procedure to generate a reward from a given arm \(a\) is as described in Algorithm 2. We compare this method to a simpler signature reversion method, used in the web application L1000 CDS\(^2\) (Duan et al., 2016), which is deterministic, and compares directly drug signatures and differential phenotypes. The full procedure is described in Algorithm 3. We have tested our method on a subset of drugs with respect to this baseline. The results can be seen in Figure 5.

Note that returning a score for a single drug with our method is usually a matter of a few minutes, but the computation time can drastically increase when considering a higher number of nodes in the Boolean network, so that is why, even if on this instance we could run all computations for each drug and for each initial patient sample for drug repurposing (which is what we do in Figure 5 anyway in order to check that our method yields correct results with respect to known therapeutic indications), we think this model is interesting to test our bandit algorithms.

Moreover, the linear dependency between features and scores does not hold: indeed, in our subset of \(K = 10\) arms, computing the least squares estimate of \(\theta\) using the mean rewards \(m\) as true values, and denoting \(X\) the concatenation of drug signatures, that is, \(\theta = (X^\top X)^{-1}Xm\), gives a high value of \(\|\theta - m\| \approx 20.9\). The linear setting in bandits is simply the easiest contextual setting to analyze. Although this non-linearity, along with the fact that the initial condition is randomized, might be the main reason why the empirical sample complexity in our subset instance is a lot higher than \(10 \times 18\) for all algorithms, even if linear algorithms are noticeably more performant than classical ones.

Algorithm 2 Reward generation via the “GRN simulator”.

```
requires G GRN, phenotypes of patient (diseased) and control (healthy) individuals w.r.t. a given disease \(P_p \in [0, 15]^G, P_c \in [0, 15]^G\), a arm/drug to be tested, with binary drug signature \(s^b_a \in \{0, 1, \bot\}^G\).

# differential phenotype is computed: controls||patients
\(D \in \{0, 1, \bot\}^G = CD([P_c|P_p])\)

# patient phenotype is uniformly sampled from the pool of patient phenotypes
\(p \sim U(P_p)\)
\(p^b \in \{0, 1, \bot\}^G \leftarrow \text{binarize\_via\_histogram}(p)\)
\(p^r \in \{0, 1\}^G \leftarrow \text{phenotype\_prediction}(GRN=G, \text{initial\_condition}=(p^b \times s^b_a) \in \{0, 1, \bot\}^G)\)

# comparison function cosine\_score is run on the intersection of supports of \(D\) and \(p^r\)
# this intersection is equal to 50 in practice, which is the size of the support of \(D\)
\(r \leftarrow \text{cosine\_score}(\{D\} |\{p^r\})(D, p^r)\)

returns \(r\)
```

Algorithm 3 Reward via baseline method from L1000 CDS\(^2\) (Duan et al., 2016).

```
requires Phenotypes of patient (diseased) and control (healthy) individuals w.r.t. a given disease \(P_p \in [0, 15]^G, P_c \in [0, 15]^G\), a arm/drug to be tested, with non-binary, full signature \(s_a \in [-1, 1]^G\).

# differential phenotype is computed: patients||controls
\(C \in \{0, 1, \bot\}^G = CD([P_p|P_c])\)

\(r \leftarrow 1 - \text{cosine\_score}(C, s_a)\)

returns \(r\)
```
Top-\(m\) identification for linear bandits

Figure 5: We consider a subset of drugs of size 10 (5 with positive association score, 5 with negative score), which is the one tested in the paper. For validation, we plot a boxplot of the rewards obtained for each initial patient sample, for each drug. Mean is colored as green if the drug is antiepileptic (AE), resp. red if it is proconvulsant (PC), with the corresponding drug name (in red if its true score is negative, in green if it is positive). The baseline score is plot in in blue. For both methods, the highest the score is, the better (the “more” anti-epileptic the drug is predicted). We computed and reported above the plot the Hit Score at rank \(r\) (HR@\(r\)), that is, the mean accuracy on the class AE on the Top-\(r\) scores, for \(r \in \{1, 2, 5, 10\}\) for each of the methods (Scoring or Baseline).
Figure 3: From top to bottom: $m = 3$, $m = 8$. Error frequencies are rounded up to 5 decimal places.
Figure 4: Inferred GRN for the drug repurposing instance on epilepsy. Genes present in this network belong to the M30 set. Green edges labelled “+” (resp. red edges labelled “−”) are activatory (resp. inhibitory) interactions from one regulatory gene on a target gene, that is, that increase (resp. decrease) target gene activity. Deep orange nodes are perturbed nodes in the SHSY5Y cell line in LINCS L1000.
Figure 6: Drug repurposing instance $K = 10$, 500 simulations, $m = 5$, $\delta = 0.05$, $\epsilon = 0$, $\sigma = 0.5$, $\lambda = \sigma / 20$. Close-up from Figure 1 from the paper.
C UPPER BOUNDS FOR GIFA ALGORITHMS

Lemma 7. In algorithm $m$-LinGapE, for any selection rule, on event $E \triangleq \bigcap_{t > 0} \bigcap_{i,j \notin [K]} \left( \Delta_{c,j} \in [-B_{i,j}(t), B_{i,j}(t)] \right)$, for all $t > 0$, $B_{c_t, b_i}(t) \leq \min(- (\Delta_{b_t} \lor \Delta_{c_t}) + 2W_t(b_t, c_t), 0) + W_t(b_t, c_t)$. (Lemma 4 in the paper)

Proof. Let us use two properties:

1. As $b_t \in J(t)$ and $c_t \notin J(t)$, it holds in particular that $\hat{\mu}_{b_t}(t) \geq \hat{\mu}_{c_t}(t)$, hence $B_{c_t, b_i}(t) = \hat{\Delta}_{c_t, b_i}(t) + W_t(b_t, c_t) \leq W_t(b_t, c_t)$.

2. From the definitions of $b_t$ and $c_t$, it holds that $B_{c_t, b_i}(t) = \max_{j \notin J(t)} \max_{i \notin J(t)} B_{i,j}(t)$.

Property 1 already establishes that $B_{c_t, b_i}(t) \leq W_t(b_t, c_t)$, it therefore remains to show that $B_{c_t, b_i}(t) \leq - (\Delta_{b_t} \lor \Delta_{c_t}) + 3W_t(b_t, c_t)$. We do it by distinguishing four cases:

(i) $b_t \in S^*_m \land c_t \notin S^*_m$: In that case $\Delta_{b_t} = \mu_{b_t} - \mu_{m+1}$ and $\Delta_{c_t} = \mu_m - \mu_{c_t}$. As event $E$ holds, one has $B_{c_t, b_i}(t) = -B_{b_t, c_t}(t) + 2W_t(b_t, c_t) \leq -\Delta_{c_t, b_t} + 2W_t(b_t, c_t)$. As $c_t \notin S^*_m$, $\mu_{c_t} \leq \mu_{m+1}$, and $\Delta_{c_t, b_t} \leq \mu_{m+1} - \mu_{b_t} = -\Delta_{b_t}$. But as $b_t \in S^*_m$, it also holds that $\mu_{b_t} \geq \mu_m$, and $\Delta_{b_t, b_i} \leq \mu_t - \mu_m = -\Delta_{c_t}$. Hence $B_{c_t, b_i}(t) \leq -(\Delta_{b_t} \lor \Delta_{c_t}) + 2W_t(b_t, c_t) \leq -(\Delta_{b_t} \lor \Delta_{c_t}) + 3W_t(b_t, c_t)$.

(ii) $b_t \notin S^*_m \land c_t \in S^*_m$: Using Property 1:

$$B_{c_t, b_i}(t) \leq W_t(b_t, c_t) \leq \hat{\Delta}_{c_t, b_i}(t) + W_t(b_t, c_t) = B_{b_t, c_t}(t) = -B_{b_t, c_t}(t) + 2W_t(b_t, c_t) \leq -\Delta_{c_t, b_t} + 2W_t(b_t, c_t)$$

as event $E$ holds. One can show with the same arguments as in the previous case that $B_{c_t, b_i}(t) \leq -(\Delta_{b_t} \lor \Delta_{c_t}) + 3W_t(b_t, c_t)$.

(iii) $b_t \notin S^*_m \land c_t \notin S^*_m$: In that case, there must exist $b \in S^*_m$ that belongs to $J(t)^c$. From the definition of $c_t$, it follows that $B_{c_t, b_i}(t) \geq B_{b, b_i}(t)$. Hence, using furthermore Property 1, the definition of $c_t$, event $E$ and $b \in S^*_m$, $W_t(b_t, c_t) \leq B_{c_t, b_i}(t) \geq B_{b, b_i}(t) \geq \Delta_{b, b_t} \geq \Delta_{m, b_t} = \Delta_{b_t}$. It follows that, using event $E$:

$$B_{c_t, b_i}(t) \leq \Delta_{c_t, b_t} + 2W_t(b_t, c_t) = (\mu_{c_t} - \mu_m) + (\mu_m - \mu_{b_t}) + 2W_t(b_t, c_t) = -\Delta_{c_t} + \Delta_{b_t} + 2W_t(b_t, c_t)$$

as $b_t \in S^*_m$ and $c_t \notin S^*_m$.

And it also holds by Property 1 that:

$$B_{c_t, b_i}(t) \leq W_t(b_t, c_t) = \hat{\Delta}_{c_t, b_i}(t) + W_t(b_t, c_t)$$

Hence $B_{c_t, b_i}(t) \leq -(\Delta_{b_t} \lor \Delta_{c_t}) + 3W_t(b_t, c_t)$.

(iv) $b_t \in S^*_m \land c_t \in S^*_m$: In that case, there must exist $c \notin S^*_m$ such that $c \in J(t)$. By Property 2, on event $E$ and using $c \in (S^*_m)^c$, we know that $B_{c_t, b_i}(t) = \max_{i \notin J(t)} \max_{i \notin J(t)} B_{i,j}(t) \geq B_{c_t, c_i}(t) \geq \mu_{c_t} - \mu_c \geq \mu_{c_t} - \mu_{m+1} = \Delta_{c_t}$. Hence, using furthermore Property 1 yields $\Delta_{c_t} \leq B_{c_t, b_i}(t) \leq W_t(b_t, c_t)$. It follows that, using event $E$:

$$B_{c_t, b_i}(t) \leq \mu_{c_t} - \mu_{b_t} + 2W_t(b_t, c_t) = \mu_{c_t} - \mu_{m+1} + \mu_{m+1} - \mu_{b_t} + 2W_t(b_t, c_t)$$

$$= \Delta_{c_t} - \Delta_{b_t} + 2W_t(b_t, c_t) \leq -\Delta_{b_t} + 3W_t(b_t, c_t)$$
And using again Property 1, one has:

\[ B_{c_i, b_i}(t) \leq W_i(b_i, c_i) = -W_i(b_i, c_i) + 2W_i(b_i, c_i) \leq -\Delta_{c_i} + 2W_i(b_i, c_i) \]

Hence \( B_{c_i, b_i}(t) \leq -(\Delta_{b_i} \vee \Delta_{c_i}) + 3W_i(b_i, c_i) \), which is what we wanted to show.

\[ \square \]

Lemma 8. Upper bound in \( m\text{-LinGapE} \) with either or both \( b_i \) and \( c_i \) pulled at time \( t \) (\( m\text{-LinGapE}(1) \)) Maximum number of samplings on event \( \mathcal{E} \) is upper-bound by \( \inf_{u \in \mathbb{R}^+} \{ u > 1 + H^\ast (m\text{-LinGapE}(1), \mu) \} \), where \( H^\ast (m\text{-LinGapE}(1), \mu) = 4\sigma^2 \sum_{a \in [K]} \max \{ \varepsilon, \frac{\varepsilon + \Delta_{a}}{3} \}^2 \).

Proof. Combining Lemma 4 with stopping rule \( \tau^{LUCB} \), at time \( t < \tau^{LUCB} \):

\[ \varepsilon \leq B_{c_i, b_i}(t) \leq \min( - (\Delta_{b_i} \vee \Delta_{c_i}) + 3W_i(b_i, c_i), W_i(b_i, c_i) ) \]

\[ \Leftrightarrow \max \left( \varepsilon, \frac{\varepsilon + \Delta_{b_i}}{3}, \frac{\varepsilon + \Delta_{c_i}}{3} \right) \leq W_i(b_i, c_i) \leq W_i(b_i) + W_i(c_i) \leq 2W_i(a_i) = 2C_{b, t} ||x_{a_i}||_{\Xi_t} \]

(where \( a_i = \max_{a \in \{b_i, c_i\}} W_i(a) \))

\[ = 2\sigma C_{b, t} ||x_{a_i}||_{(\Xi_t)^{-1}} \leq 2\sigma C_{b, t} \frac{||x_{a_i}||}{\sqrt{N_{a_i}(t)||x_{a_i}||}} \]

\[ = 2\sigma C_{b, t} \frac{1}{\sqrt{N_{a_i}(t)}} \quad \text{(using Lemma 2 and} \lambda > 0, N_{a_i}(t) > 0, \text{since} a_i \text{is pulled at} t) \]

\[ \Leftrightarrow N_{a_i}(t) \leq \frac{4\sigma^2 C_{b, t}^2}{\max \left( \varepsilon, \frac{\varepsilon + \Delta_{b_i}}{3} \right)^2} \leq \frac{4\sigma^2 C_{b, t}^2}{\max \left( \varepsilon, \frac{\varepsilon + \Delta_{c_i}}{3} \right)^2} \leq \frac{4\sigma^2 C_{b, t}^2}{\max \left( \varepsilon, \frac{\varepsilon + \Delta_{a_i}}{3} \right)^2} \]

\[ \Leftrightarrow N_{a_i}(t) \leq \frac{4\sigma^2 C_{b, t}^2}{\max \left( \varepsilon, \frac{\varepsilon + \Delta_{a_i}}{3} \right)^2} = T^\ast (a_i, \delta, t) \]

Using Lemma 6, if \( T(\mu, \delta) \) is the number of samplings of \( m\text{-LinGapE} \) on bandit instance \( \mu \) for \( \delta \)-fixed confidence Top-\( m \) identification:

\[ T(\mu, \delta) \leq \inf_{u \in \mathbb{R}^+} \left\{ u > 1 + C_{b, u}^2 \sum_{a \in [K]} \frac{4\sigma^2}{\max \{ \varepsilon, \frac{\varepsilon + \Delta_{a}}{3} \}^2} \right\} \leq \inf_{u \in \mathbb{R}^+} \{ u > 1 + C_{b, u}^2 H^\ast (m\text{-LinGapE}(1), \mu) \} \]

\[ \square \]

D TECHNICAL LEMMAS

Lemma 9. Let us fix \( K > m > 0 \), \( t > 0 \) and \( i \in [K] \). Let us consider \( \mu \) such that \( \mu_1 \geq \mu_2 \geq \cdots \geq \mu_K \), and a series of distinct values \( (B_{j, i}(t))_{j \in [K]} \) such that \( B_{j, i}(t) \geq \mu_j - \mu_i \) for any \( j \in [K] \). Then \( \max_{j \in [K]} B_{j, i}(t) \geq \mu_m - \mu_i \).

Proof. Assume by appealing to the extremes that \( \max_{j \in [K]} B_{j, i}(t) < \mu_m - \mu_i \). Then, using our assumption on \( (B_{j, i}(t))_{j \in [K]} \) and \( (\mu_j)_{j \in [K]} \), for any \( j \in [m] \), \( B_{j, i}(t) \geq \mu_j - \mu_i \geq \mu_m - \mu_i > \max_{j \in [K]} B_{j, i}(t) \), which means at least \( m \) distinct values of \( (B_{j, i}(t))_{j \in K} \) are strictly greater than \( \max_{j \in [K]} B_{j, i}(t) \), which yields a contradiction. Thus \( \max_{j \in [K]} B_{j, i}(t) \geq \mu_m - \mu_i \). Note that we can assume the condition on \( (B_{i, j}(t))_{i, j \in [K]} \) being distinct is satisfied except for some degenerate cases where two arm features are equal and the observations made from both arms are exactly the same.

\[ \square \]
Lemma 10. For all $t > 0$, for any subset $J \subseteq [K]$ of size $m$, for all $j \in J$, \( \max_{i \neq j} B_{i,j}(t) \leq \max_{i \neq j} B_{i,j}(t) \) (Lemma 1 in the paper)

Proof. Indeed, \( \max_{i \neq j} B_{i,j}(t) = \min_{S \subseteq [K], |S| = m-1} \max_{i \notin S \cup \{j\}} B_{i,j}(t) \) (set $S$ matching the outer bound is \( \arg \max_{i \neq j} B_{i,j}(t) \), meaning that we consider then the maximum value over the set of $B_{i,j}(t)$ for $i \in [K]$ from which the $m-1$ largest values and $B_{i,j}(t)$ are removed). Then consider $S = J \setminus \{j\}$, which is included in $[K]$ and is of size $m-1$ ($j \in J$). Then \( \max_{i \neq j} B_{i,j}(t) \leq \max_{i \notin S \cup \{j\}} B_{i,j}(t) = \max_{i \neq j} B_{i,j}(t) \). \( \square \)

Lemma 11. For any $t > 0$, for any $a \in [K]$ such that $N_a(t) > 0$, for all $x \in \mathbb{R}^N$, \( \|x\|_{(V^a_{\lambda})^{-1}}^2 \leq x^T (\lambda I_N + N_a(t)x_a x_a^T)^{-1} x \).

Proof. Let us prove this lemma by induction on $K \geq 2$ (case $K = 1$ is trivial). Let $A_t(a) \triangleq N_a(t)x_a x_a^T$, $A_t \triangleq \lambda I_N + A_t(a)$. For $[K] = \{a_1, a_2, \ldots, a_{K-1}, a\}$ and $K \geq 2$, let us denote $B'_K \triangleq \sum_{i=1}^{K-1} A_t(a_i)$, such that $V^a_\lambda = A_t + B'_K$. We will prove a stronger claim, which is “for any $t \in \mathbb{N}^*$, for any $x \in \mathbb{R}^N$, and $K \geq 2$, $A_t$ and $A_t + B'_K$ are invertible and $\|x\|_{(A_t + B'_K)^{-1}}^2 < \|x\|_{A_t^{-1}}^2$”. Note that, for any $K$ and $t$, since $\lambda > 0$, $A_t$ is then a Gram matrix with linearly independent columns, thus is positive definite, and $B'_K$ is a Gram matrix, thus a non-negative definite matrix. Then $A_t + B'_K$ and $A_t$ are positive definite and invertible.

If $K = 2$: then let us assume that $[K] = \{a, a_1\}$:

\[
\|x\|_{(A_t + B'_1)^{-1}}^2 \triangleq x^T (A_t + B'_1)^{-1} x = x^T (A_t + N_{a_1}(t)x_a x_a^T)^{-1} x \quad \text{(using Sherman-Morrison formula)}
\]

\[
x^T (A_t^{-1} - \frac{A_t^{-1} N_{a_1}(t)x_a x_a^T A_t^{-1}}{1 + N_{a_1}(t)} x) = \|x\|_{A_t^{-1}}^2 - \frac{(A_t^{-1} x)^T B'_1 (A_t^{-1} x)}{1 + N_{a_1}(t)} \leq \|x\|_{A_t^{-1}}^2 - 0
\]

using the fact that $B'_1$ is nonnegative definite and $A_t$, and then $A_t^{-1}$, are both symmetric.

If $K > 2$: using the induction, $A_t + B'_K$ is invertible. Similarly to the previous step, using the Sherman-Morrison formula:

\[
\|x\|_{(A_t + B'_K)^{-1}}^2 = x^T (A_t + B'_K)^{-1} x - x^T (A_t + B'_K)^{-1} A_t(a_{K-1})(A_t + B'_K)^{-1} x 
\]

\[
= x^T (A_t + B'_K)^{-1} x - \frac{(A_t + B'_K)^{-1} x)^T A_t(a_{K-1})(A_t + B'_K)^{-1} x}{1 + N_{a_{K-1}}(t)} \leq x^T (A_t + B'_K)^{-1} x - 0 = \|x\|_{(A_t + B'_K)^{-1}}^2
\]

Then, using the induction, $\|x\|_{(V^a_\lambda)^{-1}}^2 = \|x\|_{(A_t + B'_K)^{-1}}^2 \leq \|x\|_{(A_t + B'_K)^{-1}}^2 \leq \|x\|_{(A_t^{-1})^{-1}}^2 = \|x\|_{(\lambda I_N + N_a(t)x_a x_a^T)^{-1}}^2$.

\( \square \)

Lemma 12.\( \forall t > 0, \forall a \in [K], \forall y \in \mathbb{R}^N, \|y\|_{(V^a_\lambda)^{-1}} \leq \|y\| / \sqrt{N_a(t)} \|x_a\|^2 + \lambda \). (Lemma 2 in the paper)

Proof. Using successively Lemma 11, Sherman-Morrison formula and Cauchy-Schwarz inequality:

\[
\|y\|_{(V^a_\lambda)^{-1}}^2 \leq \|y\|_{(\lambda I_N + N_a(t)x_a x_a^T)^{-1}}^2 \leq \frac{\|y\|^2}{\lambda} - \frac{\lambda^{-2} N_a(t)(y, x_a)^2}{1 + \lambda^{-1} N_a(t)} \leq \frac{\|y\|^2}{\lambda} - \frac{\lambda^{-2} N_a(t)\|y\|^2 \|x_a\|^2}{1 + \lambda^{-1} N_a(t)} = \frac{\|y\|^2}{\lambda + N_a(t)\|x_a\|^2}
\]
Lemma 13. Let $T^* : [K] \times (0, 1) \times \mathbb{N}^* \rightarrow \mathbb{R}^+$ be a function that is nondecreasing in $t$, and $\mathcal{I}_t$ the set of pulled arms at time $t$. Let $E$ be an event such that for all $t < \tau_\delta, \delta \in (0, 1)$, $\exists a_t \in \mathcal{I}_t, N_{a_t}(t) \leq T^*(a_t, \delta, t)$. Then it holds on the event $E$ that $\tau_\delta \leq T(\mu, \delta)$ where

$$T(\mu, \delta) \overset{\Delta}{=} \inf \left\{ u \in \mathbb{R}^+: u > 1 + \sum_{a=1}^{K} T^*(a, \delta, u) \right\}.$$  

(Lemma 6 in the paper)

**Proof.** Let us denote $T \in \mathbb{N}^*$. Let us study $\min(\tau_\delta, T)$, because $\min(\tau_\delta, T) < T \implies \tau_\delta < T$. On event $E$:

$$\min(\tau_\delta, T) = 1 + \sum_{t \leq T} \mathbb{1}(t < \tau_\delta) \leq 1 + \sum_{t \leq T} \mathbb{1}(\exists a_t \in \mathcal{I}_t, N_{a_t}(t) \leq T^*(a_t, \delta, t)) \quad \text{(using definition of } T^*, \text{ and } E \text{ holds})$$

$$= 1 + \sum_{t \leq T} \sum_{m=1}^{t} \sum_{a \in [K]} \mathbb{1}(a \in \mathcal{I}_t) \mathbb{1}(N_{a}(t) = m \wedge m \leq T^*(a, \delta, t)) \quad \text{(using } \forall a \in [K], N_{a}(t) \in [t] \wedge \forall a \in \mathcal{I}_t, N_{a}(t) > 0)$$

$$\leq 1 + \sum_{a \in [K]} \sum_{m=1}^{T} \sum_{t=m}^{T} \mathbb{1}(a \in \mathcal{I}_t) \mathbb{1}(N_{a}(t) = m) \mathbb{1}(m \leq T^*(a, \delta, t)) \quad \text{(using the union bound on pulled arms)}$$

$$= 1 + \sum_{a \in [K]} \sum_{m=1}^{T} \sum_{t=m}^{T} \left[ \sum_{t=m}^{T} \mathbb{1}(a \in \mathcal{I}_t) \mathbb{1}(N_{a}(t) = m) \right] \mathbb{1}(m \leq T^*(a, \delta, T)) \quad \text{(since } T^* \text{ is nondecreasing in } t)$$

$$\leq 1 + \sum_{a \in [K]} \sum_{m=1}^{T} \mathbb{1}(m \leq T^*(a, \delta, T)) \leq 1 + \sum_{a \in [K]} T^*(a, \delta, T)$$

Choosing any $T$ that satisfies $1 + \sum_{a \in [K]} T^*(a, \delta, T) < T$ yields $\min(\tau_\delta, T) < T$ and therefore $\tau_\delta \leq T$. The smallest possible such $T$ is

$$T(\mu, \delta) \overset{\Delta}{=} \inf \left\{ u \in \mathbb{R}^+: u > 1 + \sum_{a \in [K]} T^*(a, \delta, u) \right\}.$$  

□