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Abstract. We prove that a spacelike spherical symmetric constant mean curvature (SSCMC) surface and a general spacelike constant mean curvature (CMC) surface with certain boundary condition at the future null-infinity in Schwarzschild spacetime are asymptotically hyperbolic in the sense of Wang \textsuperscript{9} and Chruściel-Herzlich \textsuperscript{4} respectively. Near the future null-infinity ($s = 0$), we derive that the boundary data of spacelike CMC surfaces can be expressed as those on $S^2$ up to three order and obtain a compatibility condition for fourth order derivatives near $s = 0$. We also show that if the trace free part of the second fundamental forms $A$ of this spacelike CMC surface decay fast enough then the restriction of its associate function $P$ (for definition, see (2.15)) on the null-infinity must be a first eigenfunction of the Laplace on $S^2$ or constant. In particular in Minkowski spacetime, a uniqueness result and constructions of spacelike CMC surfaces near $s = 0$ are proved. Also, we show that the inner boundary of certain spacelike CMC surfaces are totally geodesic.

1. Introduction

In this work, we want to study the boundary behaviors of spacelike constant mean curvature (CMC) surfaces in the exterior region of Schwarzschild spacetime. We will focus on the behaviors of the surfaces near the future null-infinity and near the black hole region. Corresponding results should be true for the past null-infinity.

In \textsuperscript{6,7}, K-W Lee and Y-I Lee gave a complete description of spacelike spherical symmetric constant mean curvature (SSCMC) surfaces in the Kruskal extension of Schwarzschild spacetime. Some behaviors near null-infinity and the black hole region are also studied. We want to discuss more general spacelike...
CMC surfaces. In order to study the behaviors near the future null-infinity \( I^+ \), it is more convenient to use retarded null coordinate \( v \) together with \( s = r^{-1} \) and \( y^1, y^2 \) which are coordinates of the standard unit sphere \( S^2 \). Consider a spacelike CMC surface \( \Sigma \) with constant mean curvature \( H_0 > 0 \) defined on \( I^+ \) which is a graph of a function \( P = P(y^1, y^2, s) \). We always assume that \( P \) is smooth on \( s_0 \geq s > 0 \) for some \( s_0 > 0 \). We have the following:

**Theorem 1.1.** Suppose \( P \) is at least \( C^4 \) up to \( s = 0 \). Let \( f(y^1, y^2) = P(y^1, y^2, 0) \) be the boundary value of \( P \) at \( I^+ \). We have the following, assuming \( H_0 = 1 \):

(i) \( P_s, P_{ss}, P_{sss} \) can be expressed in terms of \( f \) and its derivatives as a function in \( S^2 \).

(ii) In general \( P_{ssss} \) cannot be determined by \( f \).

(iii) \( f \) must satisfy a compatibility condition in order that \( P \) is \( C^4 \) smooth.

(iv) If \( P \) is smooth up to \( s = 0 \), the all derivatives of \( P \) at \( s = 0 \) are determined by \( f \) and \( P_{ssss}|_{s=0} \).

The results are true in more general setting that the mean curvature may not be constant. See Theorem 3.1 for more details. For example, the results in (i)–(iii) above are still true for general spacetime which are close to Schwarzschild spacetime near \( I^+ \) in some sense. For a SSCMC surface, one can show that \( P \) is constant and is smooth at \( s = 0 \). Hence the constant function will satisfy the compatibility condition mentioned above. In fact, if \( f \) is a linear combination of the first four eigenfunctions of the Laplacian of \( S^2 \), then it also satisfies the compatibility condition. These particular boundary values turn out to be related to the decay rate of the traceless part of the second fundamental form.

Namely, we have the following (assuming \( P \) is smooth for simplicity):

**Theorem 1.2.** Let \( \hat{A} \) be the traceless part of the spacelike surface \( \Sigma \) with induced metric \( G \). Then \( |\hat{A}|_G = O(s) \).

(a) Moreover, the following statements are equivalent:

(i) \( |\hat{A}|_G = O(s^2) \).

(ii) \( P \) is the linear combination of the first four eigenfunctions of the Laplacian of \( S^2 \) with respect to the standard metric.

(iii) \( |\hat{A}|_G = O(s^3) \).

They are equivalent to the fact that \( |S + 6| = O(s^6) \), where \( S \) is the scalar curvature of the surface.

(b) Furthermore, if \( m > 0 \) then the following two statements are equivalent:

(i) \( |\hat{A}|_G = O(s^4) \).

(ii) \( P \) is constant and \( P_{ssss} = -\frac{9m}{2} \) at \( s = 0 \).

We should remark that (b) is not true in case \( m = 0 \) by considering the graph of \( u(x) = (1 + |x + a|^2)^{\frac{3}{2}} \) in the Minkowski spacetime.

As an application, one can prove that a spacelike CMC surface in the Minkowski spacetime which is the entire graph of a function \( u \) so that it is
smooth at $I^+$ and with scalar curvature decays like (iv) in the above, then the
graph is a hyperboloid by some translation in the space. Given any smooth
function $f$ on $S^2$, one can also use the above results to construct a spacelike
surface near null-infinity with boundary value $f$ and with constant mean cur-
vature up to certain order. We also prove that if $P$ is as in (ii) above, then
the surface is asymptotically hyperbolic in the sense of Chruściel-Herzlich [4].
Similar results should be true for spacetime which is close to the Schwarzschild.
We plan to investigate this in the future.

We also investigate the behavior of a spacelike CMC surface $\Sigma$ which is
smooth near $T = X = 0$ in the Kruskal extension of Schwarzschild spacetime.
For simplicity, we adopt the coordinates $(\eta, y^1, y^2)$ (for its definition, see §2.3.1)
to study this case. By Proposition 4.1 we know that the $t$-function $u$ of $\Sigma$
is actually smooth near $r = 2m$. More interestingly, we observe that the
derivatives of $u$ with respect to $\eta$ can be expressed in terms of those of function
$u$ restricted on the inner boundary $r = 2m$ (see Theorem 4.1 for more details).
We also show the inner boundary of $\Sigma$ being totally geodesic, that may have
some potential application in study of Penrose inequality for $\Sigma$.

This paper is organized as follows: in Section 2, we first recall some ba-
fics on Kruskal extension and conformal compactification of Schwarzschild
spacetime, and derive the mean curvature equations under various coordinates;
in Section 3, we study the behaviors of the spacelike CMC surfaces near the
future null-infinity; in Section 4, we explore behaviors of the spacelike CMC
surfaces near the inner boundary $r = 2m$.
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2. Preliminary

In this section, we will set up the background for discussion. Namely, in
order to study the boundary behavior of a spacelike CMC surface, we will
use the Kruskal extension of Schwarzschild spacetime. In order to study the
behavior of the surface near null-infinity, we will use the standard conformal
compactification. We will only consider the behavior near the future null-
infinity. The other case is similar. To do the analysis, we have to write down
the mean curvature equation of the function whose graph is a spacelike CMC
surface.

Let us first fix some notations. $S^2$ will always denote the standard unit
sphere in $\mathbb{R}^3$, that is

$$S^2 = \{ x \in \mathbb{R}^3 : |x| = 1 \}.$$
The standard metric is denoted by \( \sigma = \sigma_{AB} dy^A dy^B \) in local coordinates \( y^1, y^2 \) for \( y \in S^2 \). \( \nabla \) and \( \Delta \) are the covariant derivative and the Laplacian on \( (S^2, \sigma) \) respectively.

For the Minkowski spacetime and the original Schwarzschild spacetime, the usual coordinates are given by \( t, x \). Sometimes we write \( (t, x) \) as \( (x^0, x^1, x^2, x^3) \). In terms of polar coordinates, \( x = r y \) with \( r = |x| \) and \( y \in S^2 \). We always assume that \( m \geq 0 \). Moreover, in the rest of this paper, let

\[
(2.1) \quad r_* = r + 2m \log \left| \frac{r}{2m} - 1 \right|
\]

for \( r > 0, r \neq 2m \). By convention, \( r_* = r \) if \( m = 0 \). We will also denote \( h(r) := 1 - \frac{2m}{r} \). We will use the Einstein summation convention.

### 2.1. Kruskal extension of Schwarzschild spacetime.
Recall that the original Schwarzschild spacetime is given by \( X^{3,1} = \mathbb{R} \times (\mathbb{R}^3 \setminus \overline{B}(2m)) \) where \( \overline{B}(2m) \) is the close Euclidean ball with radius \( 2m \) and the Schwarzschild metric in polar coordinates in \( \mathbb{R}^3 \) is given by:

\[
(2.2) \quad g_{\text{Sch}} = - \left( 1 - \frac{2m}{r} \right) dt^2 + \left( 1 - \frac{2m}{r} \right)^{-1} dr^2 + r^2 \sigma.
\]

We consider the Minkowski spacetime as a special case by setting \( m = 0 \).

For \( m > 0 \), the Kruskal extension of Schwarzschild spacetime is given by \cite{10}:

\[
(2.3) \quad g = \frac{32m^3}{r} \exp \left( - \frac{r}{2m} \right) \left( -dT^2 + dX^2 \right) + r^2 d\sigma^2
\]

with \( r = r(T, X) \) given by

\[
(2.4) \quad X^2 - T^2 = \left( \frac{r}{2m} - 1 \right) \exp \left( \frac{r}{2m} \right),
\]

with

\[
(2.5) \quad -\infty < X^2 - T^2 < \infty.
\]

There are four regions separated by \( X^2 - T^2 = 0 \). We only consider the Region I in the notation of \cite{7}, where \( X > 0, X^2 - T^2 > 0 \) so that \( r > 2m \). This corresponds to the original Schwarzschild spacetime:

\[
(2.6) \quad \begin{cases} 
T = \left( \frac{r}{2m} - 1 \right)^{\frac{1}{4}} \exp \left( \frac{r}{4m} \right) \sinh \left( \frac{r}{4m} \right) = \exp \left( \frac{r}{4m} \right) \sinh \left( \frac{r}{4m} \right) 
\quad \vphantom{\exp \left( \frac{r}{4m} \right) \sinh \left( \frac{r}{4m} \right)} \\
X = \left( \frac{r}{2m} - 1 \right)^{\frac{1}{4}} \exp \left( \frac{r}{4m} \right) \cosh \left( \frac{r}{4m} \right) = \exp \left( \frac{r}{4m} \right) \cosh \left( \frac{r}{4m} \right)
\end{cases}
\]

### 2.2. Conformal compactification.
In order to understand constant mean curvature surfaces near null-infinity, we will use the usual compactification of the Kruskal extension.

Define \( \xi, \chi \), with

\[
(2.7) \quad T + X = \tan(\xi + \chi), T - X = \tan(\xi - \chi).
\]
By (2.5), we have

\begin{equation}
\begin{aligned}
\left\{
\begin{array}{l}
-\frac{\pi}{2} < \xi + \chi, \xi - \chi < \frac{\pi}{2}; \\
-\frac{\pi}{4} < \xi < \frac{\pi}{4}.
\end{array}
\right.
\end{aligned}
\end{equation}

Let \( N \) denote the above region in \( \mathbb{R}^2 \), then \( N \times S^2 \) is diffeomorphic to the Kruskal extension, which can be smoothly extended to the part of \( \overline{N} \setminus N \), consisting of

\begin{equation}
\begin{aligned}
\left\{
\begin{array}{l}
\mathcal{I}^+: \xi + \chi = \frac{\pi}{2}, \ \text{with} \ 0 < \xi < \frac{\pi}{4}; \\
\mathcal{I}^-: -\xi + \chi = \frac{\pi}{2}, \ \text{with} \ -\frac{\pi}{4} < \xi < 0; \\
\mathcal{I}'^+: \xi - \chi = \frac{\pi}{2}, \ \text{with} \ 0 < \xi < \frac{\pi}{4}; \\
\mathcal{I}'^-: -\xi - \chi = \frac{\pi}{2}, \ \text{with} \ -\frac{\pi}{4} < \xi < 0.
\end{array}
\right.
\end{aligned}
\end{equation}

Here the sphere is suppressed. \( \mathcal{I}^+ \) is the future null-infinity of Schwarzschild spacetime in the region \( r > 2m \) and \( \mathcal{I}^- \) is the past null-infinity.

Next consider the metric. We are mainly interested in surfaces near the future null-infinity \( \mathcal{I}^+ \). In the region \( r > 2m \), consider the retarded null coordinate

\begin{equation}
\bar{v} = t - r_s = -4m \log(X - T) = -4m \log \tan(\chi - \xi).
\end{equation}

and let \( s = r^{-1} \). At \( \mathcal{I}^+ \), \( -\frac{\pi}{4} < \chi - \xi < \frac{\pi}{4} \). So \( \bar{v} \) can be extended smoothly up to the future null-infinity where \( s = 0 \). \( y^1, y^2, s, \bar{v} \) are local coordinates of the spacetime near \( \mathcal{I}^+ \), where as before \( y^1, y^2 \) are local coordinates of \( S^2 \). Sometimes we write \((y^1, y^2, s, \bar{v})\) as \((y^1, y^2, y^3, y^4)\). Near \( \mathcal{I}^+ \), the spacetime is \( S^2 \times (0, s_0) \) for some \( s_0 > 0 \), and the Schwarzschild metric is:

\begin{equation}
\begin{aligned}
g_{\text{Sch}} &= -(1 - 2ms)d\bar{v}^2 + 2s^{-2}d\bar{v}ds + s^{-2}\sigma \\
&= s^{-2}(-s^2(1 - 2ms)d\bar{v}^2 + 2d\bar{v}ds + \sigma) \\
&=: s^{-2}\bar{g}.
\end{aligned}
\end{equation}

Here the unphysical metric \( \bar{g} \) is a Lorentz metric near \( \mathcal{I}^+ \) and is smooth up to \( \mathcal{I}^+ \). Moreover, \( \bar{g} \) is a product metric:

\[ \bar{g} = (\sigma_{AB}) \oplus \begin{pmatrix} 0 & 1 \\ 1 & -s^2(1 - 2ms) \end{pmatrix}. \]

Here \((\sigma_{AB})\) is the standard metric for \( S^2 \) in local coordinates. In case \( m = 0 \), this is a metric for the future null-infinity of the Minkowski spacetime for such kind of compactification.

2.3. Mean curvature equations.
2.3.1. Mean curvature equation near $r = 2m$. Here we assume that $m > 0$. In order to study the behavior of the surface near $r = 2m$, it is more convenient to use the new variable $\eta$ with

$$\eta = h^\frac{1}{2}.$$  

Then $dr = m^{-1}\eta r^2d\eta$, $r = 2m(1 - h)^{-1} = 2m(1 - \eta^2)^{-1}$. Hence

$$g_{\text{Sch}} = -\eta^2 dt^2 + m^{-2}r^4 d\eta^2 + r^2 \sigma_{AB} dy^A dy^B$$

Consider a hypersurface $\Sigma$ given as the level set \{\$F = 0\$\} of a smooth function $F$. Assume $\Sigma$ is spacelike so that $\nabla F$ is timelike. Suppose that $\nabla F$ is future directed. Let $L := -\langle \nabla F, \nabla F \rangle$ and consider the future directed unit normal $n = L^{-\frac{1}{2}}\nabla F$. Then the mean curvature $H$ of $\Sigma$, which is one-third of the trace of the second fundamental form, is given by

$$H = \frac{1}{3} \text{div}(n) = \frac{1}{3} \nabla_a (L^{-\frac{1}{2}} g^{ab} F_b) = \frac{1}{3} (L^{-\frac{1}{2}} g^{ab} F_{;ab} - \frac{1}{2} L^{-\frac{3}{2}} (\nabla L, \nabla F)), $$

where $F_{;ab}$ is the Hessian of $F$ with respect to $g_{\text{Sch}}$.

In the following, temporarily denote $x^1 = y^1, x^2 = y^2, x^3 = \eta, x^4 = t$. Also, in the following, $a, b, \ldots$ range from 1 to 4 and $i, j, \ldots$ range from 1 to 3, and $A, B, \ldots$ range from 1 to 2. Consider a spacelike surface $\Sigma$ which is a graph of a function $u$. Let $u$ be a smooth function on $\mathbb{R}^3$. Denote $F = -t + u$. It is easy to see that $\nabla F$ is in the direction of $\partial_t$ and is future directed.

**Lemma 2.1.** The mean curvature $H$ of $\Sigma$ is given by

$$3HL^\frac{1}{2} = m^2 r^{-4} \left( Lu_m + (L\eta^{-1} - \frac{1}{2} L\eta) u_\eta \right) + r^{-2} \left( L\tilde{\Delta} u - \frac{1}{2} (\tilde{\nabla} L, \tilde{\nabla} u) \right)$$

where

$$L = \eta^{-2} - m^2 r^{-4} u_\eta^2 - r^{-2} |\tilde{\nabla} u|^2.$$  

**Proof.** As above, let $F = -t + u$, then $\nabla F$ is future directed.

$$\begin{cases} F_i = u_i; \\ F_4 = -1. \end{cases}$$

Here $F_a, u_i$ are partial derivatives with respect to $a, i$, etc. Then

$$\begin{cases} F_{ij} = u_{ij}; \\ F_{4a} = 0. \end{cases}$$

The Christoffel symbols are

$$\begin{cases} \Gamma^4_{44} = \Gamma^4_{4A} = \Gamma^4_{33} = \Gamma^4_{3A} = \Gamma^4_{AB} = 0; \\ \Gamma^3_{3} = -m^{-1} \eta^{-1} \sigma_{AB}; \\ \Gamma^3_{AB} = -m^{-1} \eta \sigma_{AB}; \\ \Gamma^3_{33} = 2m^{-1} r \eta; \\ \Gamma^3_{A} = \Gamma^3_{A4} = \Gamma^3_{34} = 0; \\ \Gamma^B_{CD} = \Gamma^B_{CD}; \\ \Gamma^B_{B3} = rm^{-1} \eta; \\ \Gamma^B_{B4} = \Gamma^B_{B3} = \Gamma^B_{44} = \Gamma^B_{B} = 0; \\ \Gamma^B_{C3} = 0, \text{ if } B \neq C. \end{cases}$$
Hence
\[ g^{ab}F_{ab} = \eta^{-2} (\Gamma_{44}^4 + \Gamma_{44}^4 \mu_4) + g^{ij} (u_{ij} + \Gamma_{ij}^4 - \Gamma_{ij}^k \mu_k) \]
\[ = \eta^{-2} m^2 r^{-4} \eta \mu_\eta + m^2 r^{-4} (\eta \mu_{\eta} - 2m^{-1} r \eta \mu_{\eta}) \]
\[ + r^{-2} \sigma^{AB} \left( u_{AB} - \tilde{\Gamma}_{AB} u_C + m r^{-1} \eta \sigma_{AB} \mu_\eta \right) \]
\[ = m^2 r^{-4} \eta \mu_{\eta} + m^2 r^{-4} \eta^{-1} \mu_\eta + r^{-2} \Delta u \]
(2.14)

On the other hand
\[ -L = g^{ab} F_a F_b \]
\[ = - \eta^{-2} + m^2 r^{-4} \eta \mu_{\eta} + r^{-2} \sigma^{AB} u_A u_B \]
\[ = - \eta^{-2} + m^2 r^{-4} \eta \mu_{\eta} + r^{-2} \left| \tilde{\nabla} u \right|^2 \]

Hence
\[ \langle \nabla L, \nabla F \rangle = - \eta^{-2} L_t F_t + m^2 r^{-4} L_\eta F_\eta + r^{-2} \sigma^{AB} L_A F_B \]
\[ = m^2 r^{-4} L_\eta \mu_\eta + r^{-2} \langle \nabla L, \tilde{\nabla} u \rangle \sigma. \]

Thus the result follows. \( \square \)

2.3.2. Mean curvature equation near future null-infinity. Near the future null-infinity, we use the coordinates which are well-defined and smooth on the compactified spacetime up to \( I^+ \), namely \( y^1, y^2, s, \bar{v} \) as in \( \text{[2,2]} \). Let \( \mathbf{g} \) be the unphysical metric. So

\[ (\mathbf{g})^{-1} = (\sigma^{AB}) \oplus \left( \begin{array}{cc} s^2 (1 - 2m s) & 1 \\ 1 & 0 \end{array} \right). \]

Here \( (\sigma^{AB}) \) is the inverse of \( (\sigma_{AB}) \).

Suppose the surface is given by the graph of \( u \), that is \( t = u \). In the coordinates \((y^1, y^2, s, \bar{v})\), the surface is given by

\[ \bar{v} = u - r_* = -P, \]
(2.15)

in our previous notation. Denote \( F = \bar{v} + P \). Let us compute the mean curvature \( H \). Now
\[ dF = P_A dy^A + P_s \partial_s + \partial_\bar{v}. \]

so
\[ -L := \langle \nabla F, \nabla F \rangle_{\mathbf{g}} = 2P_s + s^2 (1 - 2m s) P_s^2 + \left| \tilde{\nabla} P \right|^2. \]
(2.16) Note that \(-\nabla F\) is future directed.
Lemma 2.2. The mean curvature equation with respect to the future directed unit normal in this setting is:

\[ -3HL^2 = sL \left( s^2(1 - 2ms)P_{ss} + \tilde{\Delta}P \right) - \frac{1}{2} s \left( L_s + s^2(1 - 2ms)L_sP_s + \langle \tilde{\nabla}L, \tilde{\nabla}P \rangle \right) - s^2LP_s - 3L \]

where

\[ L = -(2P_s + s^2(1 - 2ms)P_s^2 + |\tilde{\nabla}P|^2). \]

Proof. Suppose

\[ g = e^{2\lambda} \bar{g}, \]

then

\[ -3H = g^{ab} A_{ab} = e^{-\lambda} \left( \bar{g}^{ab} \tilde{A}_{ab} + 3\langle d\lambda, \tilde{n} \rangle_{\bar{g}} \right) = 3e^{-\lambda} (\bar{H} + \langle d\lambda, \tilde{n} \rangle_{\bar{g}}), \]

where \( A, \tilde{A} \) are the second fundamental forms and \( H, \bar{H} \) are the mean curvatures with respect to \( g_{\text{Sch}} \) and \( \bar{g} \) respectively.

By (2.11), \( \lambda = -\log s \). Hence \( d\lambda = -s^{-1}ds \). The normal vector is \( \tilde{n} = L^{-\frac{1}{2}}\nabla F \). So

\[ \langle d\lambda, \tilde{n} \rangle_{\bar{g}} = -s^{-1}L^{-\frac{1}{2}}\langle ds, dF \rangle = -s^{-1}L^{-\frac{1}{2}}(1 + s^2(1 - 2ms)P_s). \]

On the other hand,

\[ -3\bar{H} = L^{-\frac{1}{2}} (\bar{g}^{ab} + L^{-1}F^aF^b) F_{,ab} = L^{-\frac{1}{2}} (\Delta_{\bar{g}}F - \frac{1}{2} L^{-1}\langle dL, dF \rangle_{\bar{g}}). \]

Since \( \bar{g} \) is a product metric so that \( \bar{g} = \sigma \oplus g_1 \), where \( g_1 = -s^2(1 - 2ms)dv^2 + 2dvds \). So

\[ \Delta_{\bar{g}}F = \tilde{\Delta}P + \Delta_{g_1}F = \tilde{\Delta}P + 2s(1 - 3ms)P_s + s^2(1 - 2ms)P_{ss} \]

Hence we have

\[ -3H = sL^{-\frac{1}{2}} (2s(1 - 3ms)P_s + s^2(1 - 2ms)P_{ss} + \tilde{\Delta}P - \frac{1}{2} L^{-1}\langle dL, dF \rangle_{\bar{g}}) \]

\[ - 3L^{-\frac{1}{2}}(1 + s^2(1 - 2ms)P_s) \]

\[ = sL^{-\frac{1}{2}}(s^2(1 - 2ms)P_{ss} + \tilde{\Delta}P) - \frac{1}{2} sL^{-\frac{1}{2}} \left( L_s + s^2(1 - 2ms)L_sP_s + \langle \tilde{\nabla}L, \tilde{\nabla}P \rangle \right) \]

\[ - s^2L^{-\frac{1}{2}}P_s - 3L^{-\frac{1}{2}}. \]

Multiply the above by \( L^2 \), the result follows. \( \square \)
3. Behaviors of spacelike CMC surfaces at future null-infinity

In this section, we want to discuss the behavior of a spacelike CMC surface which is the graph of a function \(u\), that is \(t = u(y, r)\) with \(y \in S^2\), \(r > r_0\) near the future null-infinity in the compactification as in §2.2. Denote \(P(u) := r_s - u\) and consider \(P(u)\) as a function of \(y, s\). We always assume the mean curvature of the surface with respect to the future directed unit normal is positive.

3.1. Spacelike SSCMC surfaces. To motivate our study, let us first consider spacelike SSCMC surfaces. By [6] a spacelike SSCMC with mean curvature \(H > 0\) in the region \(I\) is given by the graph of \(f(r)\) defined on \(r > 2m\) satisfying

\[
(3.1) \quad f'' = 3H \left( h^{-1} - h(f')^2 \right)^{\frac{3}{2}} - \left[ (h^{-1} - h(f')^2) \left( \frac{2h}{r} + \frac{h'}{r} \right) \right] f'
\]

and

\[
(3.2) \quad f'(r) = \ell = \frac{1}{h\sqrt{1 + \ell^2}} = \frac{1}{h\sqrt{1 + \ell^2}}
\]

where \(\ell = \frac{1}{h}(Hr + c_r)\). Here \(\ell\) means \(\partial_r\) for some fixed \(r_0 > 2m\) and \(c\) is a constant. As before \(h = 1 - \frac{2m}{r}\).

Proposition 3.1. Let \(P = P(f) = r_s - f\).

(i) \(P\) is smooth up to \(s = 0\) as a function of \(y, s\).

(ii) At \(s = 0\), \(\frac{d^k}{ds^k}P\) can be expressed in terms of \(H, m, c\). More precisely, at \(s = 0\), \(P_s = -\frac{1}{2}H^{-2}, P_{ss} = 0, P_{sss} = \frac{3}{4}H^{-4}\), and \(P_{ssss} = H^{-4}(6cH - \frac{9}{7}m)\). Moreover, \(\frac{d^k}{ds^k}P\) for \(k \geq 5\) can be expressed in terms of \(H, m\) and \(P_{ssss}(0)\).

Before we prove the proposition, we have the following remarks.

Remark 3.1. (i) By adding a constant to a solution \(f\) of (3.1), we may assume that \(P(f) = 0\) at \(s = 0\). By the proposition, we see that there are infinitely many spacelike SSCMC surfaces with the same initial data at infinity up to order 3.

(ii) A spacelike SSCMC surface with \(P(f) = 0\) as \(s = 0\) will be uniquely determined by the value of \(\frac{d^4}{ds^4}P(f)\) at \(s = 0\).

Proof of Proposition 3.1. (i) By (3.2),

\[
P_s = s^{-2} \left( f' - \frac{r}{r - 2m} \right)
\]

\[
(3.3) \quad = -\frac{1}{(H + cs^3)^2} \cdot \frac{1}{(1 + \ell^{-2})^{\frac{1}{2}} \left( (1 + \ell^{-2})^{\frac{4}{2}} + 1 \right)}
\]

with

\[
\ell^{-2} = \frac{s^2(1 - 2ms)}{(H + cs^3)^2}.
\]
Hence \( P_s \) is integrable near \( s = 0 \) and so \( \lim_{s \to 0} P \) exists. Moreover, \( P_s \) is analytic near \( s = 0 \). Hence (i) is true.

(ii) The first statement follows immediately from (3.3).

Now,

\[
\ell^{-2} = s^2 (1 - 2ms)(H + cs^3)^{-2}
= H^{-2} \left( s^2 - 2ms^3 - 2cH^{-1}s^5 \right) + O(s^6).
\]

\[
P_s = s^{-2} \cdot \frac{1}{1 - 2ms} \left( (1 + \ell^{-2})^{-\frac{1}{2}} - 1 \right)
= \sum_{k=0}^{3} (2ms)^k \cdot \left( -\frac{1}{2} s^{-2} \ell^{-2} + \frac{3}{8} s^{-2} \ell^{-4} \right) + O(s^4)
= \sum_{k=0}^{3} (2ms)^k \cdot \left( -\frac{1}{2} H^{-2} + mH^{-2}s + \frac{3}{8} H^{-4}s^2 + (cH^{-3} - \frac{3}{2}mH^{-4})s^3 \right) + O(s^4).
\]

From this, it is easy to see that at \( s = 0 \), \( P_s = -\frac{1}{2}H^{-2}, P_{ss} = 0, P_{sss} = \frac{3}{4}H^{-4} \) and \( P_{ssss} = H^{-4}(6cH - \frac{9}{2}m) \). The last assertion is true because \( c \) can be expressed in terms of \( H, m \) and \( P_{ssss}(0) \). \( \square \)

We will prove later that the proposition is also true in certain sense for general spacelike CMC surface so that \( P \) is smooth up to \( s = 0 \).

We want to investigate more on the structure of SSCMC surfaces. In case \( m = 0 \), namely, in Minkowski spacetime a complete spacelike SSCMC with mean curvature \( H > 0 \) given by a graph of a solution of (3.1) is a hyperboloid. It is a hyperbolic space of constant mean curvature \(-H\). One expects that in general, a spacelike SSCMC surface in Schwarzschild spacetime is asymptotically to a hyperbolic space of constant mean curvature \(-H\). To be precise, let us only consider the case that \( H = 1 \). Following Wang [9], a Riemannian manifold \((X^3, g)\) is \textit{conformally compact} if \( X \) is the interior of a smooth manifold \( \overline{X} \) with boundary \( \partial X \) such that \( \overline{g} = \tau^2 g \) can be extended to be a \( C^3 \) metric on \( \overline{X} \) with \( \tau > 0 \) in \( X \), \( \tau = 0 \) on \( \partial X \) and \( |d\tau|_{\overline{g}} > 0 \). \( (X^3, g) \) is said to be \textit{strongly asymptotically hyperbolic} if it is conformally compact with defining function \( \tau \) so that near \( \tau = 0 \),

\[
g = \frac{1}{\sinh^2 \tau} \left( d\tau^2 + g_{\tau} \right)
\]

where \( g_{\tau} \) is the induced metric on the level set of \( \tau \) and

\[
g_{\tau} = \sigma + \frac{\tau^3}{3} \zeta + O(\tau^4)
\]

where \( \zeta \) is a symmetric two tensor on \( S^2 \) and the expansion can be differentiated twice. We want to prove:
Proposition 3.2. Every spacelike SSCMC surface with constant mean curvature 1 is strongly asymptotically hyperbolic in the sense of [9]. Moreover, the scalar curvature $S$ of $\Sigma$ satisfies $|S + 6| = O(s^6)$ and $S + 6 \geq 0$.

Before we prove the proposition, let us write down the induced metric on a spacelike surface $\Sigma$ near null-infinity. We use the coordinates $y, s, \bar{v}$ for Schwarzschild spacetime as before. Suppose a spacelike surface is given as the zero set of $F = P + \bar{v}$, where $P = P(y, s)$. Let $\sigma$ be the unphysical metric. Then

\begin{align*}
\text{Lemma 3.1.} \quad \text{The induced metric of } \sigma \text{ on } \Sigma \text{ is}\end{align*}

\begin{align*}
\bar{g}|_\Sigma = (\sigma_{AB} - s^2 (1 - 2ms) P_A P_B) dy^A dy^B - (2P_s + s^2 (1 - 2ms) P^2_s) ds^2 \\
- 2(P_A + s^2 (1 - 2ms) P_A P_s) dy^A ds
\end{align*}

and

\begin{align*}
g_{\text{Sch}}|_\Sigma = s^{-2} \bar{g}|_\Sigma.
\end{align*}

Here $y^A$ are local coordinates of $S^2$ and $P_A = \partial_{y^A} P$, etc.

Proof. Denote the tangent vectors in Schwarzschild spacetime by $\partial_a$, $1 \leq a \leq 4$, where $\partial_A = \partial_{y^A}$ for $A = 1, 2$ and $\partial_3 = \partial_s$, $\partial_4 = \partial_{\bar{v}}$. Then the tangent spaces are spanned by

\begin{align*}
\{ e_1, e_2, e_3 \} = \{ \partial_1 - P_1 \partial_4, \partial_2 - P_2 \partial_4, \partial_3 - P_3 \partial_4 \}.
\end{align*}

Using the form of $\bar{g}$, one can see that the lemma is true. \hfill \Box

Note that $\Sigma$ is parametrized by $(y^1, y^2, s) \rightarrow (y^1, y^2, s, -P(y^1, y^2, s))$. So $\{ e_i \}_{1 \leq i \leq 3}$ are just coordinate frames for this parametrization.

Let us prove Proposition 3.2.

Proof of Proposition 3.2. By Lemma 3.1, the induced metric on the SSCMC surface in the setting of the lemma is given by

\begin{align*}
\text{g}_{\text{sch}}|_\Sigma = s^{-2} (\sigma - (2P_s + s^2 (1 - 2ms) P^2_s) ds^2)
\end{align*}

where $P = P(f)$. By Proposition 3.1 at $s = 0$, $P_s = -\frac{1}{2}$. Hence $-(2P_s + s^2 (1 - 2ms) P^2_s) \geq C > 0$, near $s = 0$. Fix $s_0 > 0$, let

\begin{align*}
\phi(s) = -\int_{s_0}^{s} \lambda^{-1} (-2P_A + \lambda^2 (1 - 2m\lambda) P^2_A) \frac{d\lambda}{\lambda} + C
\end{align*}

where $C$ is to be determined. By Proposition 3.1, we have

\begin{align*}
-(2P_s + s^2 (1 - 2ms) P^2_s) \frac{1}{2} = 1 - \frac{1}{2} s^2 - (c - m)s^3 + O(s^4)
\end{align*}

Hence we may choose $C$ so that

\begin{align*}
\phi(s) = \log s - \frac{1}{4} s^2 - \frac{1}{3} (c - m)s^3 + O(s^4).
\end{align*}
Let
\[ \tau(s) = 2\text{arctanh}\left(\frac{1}{2} \exp(\phi(s))\right) \]
Then using the fact that \(\text{arctanh}(x) = x + O(x^3)\) near \(x = 0\), we have
\[ \tau(s) = s \left(1 - \frac{1}{6}s^2 - \frac{1}{3}(c - m)s^3 + O(s^4)\right) \]
Hence \(\tau(0) = 0\) and \(\tau(s) > 0\) for small \(s > 0\). Moreover
\[ (\sinh \tau)^{-1} \frac{d\tau}{ds} = s^{-1} \left(-2P_s + s^2(1 - 2ms)P_s^2\right)^{1/2}. \]
Hence
\[ g_{\text{Sch}}|_{\Sigma} = (\sinh \tau)^{-2} (d\tau^2 + w^2(\tau)\sigma). \]
where
\[ w(\tau) = s^{-1} \sinh \tau. \]
By (3.5),
\[ w(\tau) = \frac{\tau}{s} \left(1 + \frac{1}{6}\tau^2\right) + O(\tau^4) = 1 - \frac{1}{3}(c - m)s^3 + O(\tau^4). \]
\[ w^2(\tau) = 1 - \frac{2}{3}(c - m)s^3 + O(\tau^4). \]
So \(w^2(0) = 1\), \(\frac{d}{dr}w^2|_{r=0} = 0\), \(\frac{d^2}{d\tau^2}w^2|_{r=0} = 0\), and
\[ \frac{d^3}{d\tau^3}w^2|_{r=0} = -4(c - m). \]
Hence
\[ w^2(\tau) = 1 - \frac{2}{3}(c - m)\tau^3 + O(\tau^4). \]
From this we can conclude that \(\Sigma\) is strongly asymptotically hyperbolic.

To prove the assertion on the scalar curvature \(S\) of \(\Sigma\), it is more convenient to use the original coordinates \(t, r, y\) with \(y \in \mathbb{S}^2\). Then
\[ g_{\text{Sch}} = (1 + r^2 - ar^{-1} + br^{-4})^{-1} dr^2 + r^2 \sigma =: \rho^2 dr^2 + r^2 \sigma \]
with \(a = 2(m - c), b = c^2\). The mean curvature \(H\) of the level set \(r\) = constant with respect to the normal \(n = \rho^{-1} \partial_r\) is given by
\[ H = 2(r\rho)^{-1}. \]
By the Gauss equation and the formula for \(\partial_n H\), we have
\[ S = 2r^{-2} - 2\rho^{-1} \partial_r H - H^2 - |A|^2 = 2r^{-2} - 2r \partial_r ((r\rho)^{-2}) - 6(r\rho)^{-2}. \]
where \(A\) is the second fundamental form of the level set, because the level set is umbilical. On the other hand,
\[ (r\rho)^{-2} = 1 + r^{-2} - ar^{-3} + br^{-6}. \]
From this, it is easy to see that
\[ S = 2r^{-2} + 4r^{-2} - 6ar^{-3} + 12br^{-6} - 6(1 + r^{-2} - ar^{-3} + br^{-6}) \]
\[ = -6 + 6br^{-6}. \]
Thus the result follows.

\[ \square \]

**Remark 3.2.** Direct computation shows that the mass integral of the SSCMC surface is given by: \( (4(m - c), 0, 0) \). In particular, it is future directed if and only if \( m > c \).

3.2. **General spacelike CMC surfaces (I).** We want to obtain similar results for general spacelike CMC surfaces. Let \( \Sigma \) be a spacelike surface which is a graph of a function \( P \) over \( (y, s) \) as in the beginning of this section. Namely, \( \Sigma \) is the zero set of \( F = P + \bar{v} \) and \( P = P(y, s) \). Motivated by the results in the SSCMC case, in this subsection, we discuss the conditions for \( P \) being smooth at some open set containing a point \( (y, 0) \in \mathcal{I}^+ \) near the null-infinity. We want to find the relation between \( \partial^k P \) at \( s = 0 \) and the data \( P(y, 0) \) at \( s = 0 \). Let \( H > 0 \) be the mean curvature of \( \Sigma \) with respect to the future directed unit normal. We do not assume \( H \) to be constant, because in this setting the results could be applied to spacelike CMC surfaces in spacetimes which are close to Schwarzschild spacetime near the null-infinity. Such a surface will not have constant mean curvature in the Schwarzschild spacetime. But it will have constant mean curvature at \( s = 0 \) up to certain order.

In the following, for any \( k > 0 \), use \( \phi = \mathcal{O}(s^k) \) to mean that it is a function on \( \Sigma \) so that \( s^{-k} \phi \) can be smoothly extended to \( s = 0 \). We also denote a function with this property by \( \mathcal{O}(s^k) \). As before, \( L = -\langle \nabla F, \nabla F \rangle \).

**Theorem 3.1.** Assume \( P \) and \( H \) are \( C^4 \) up to \( s = 0 \), and let \( H_0 = H|_{s=0} \). Then the following are true.

(a) At \( s = 0 \), \( L = 0 \) or \( H_0^{-2} \).
(b) Assume \( L = H_0^{-2} > 0 \) at \( s = 0 \). Then
   (i) At \( s = 0 \), \( P_s = -\frac{1}{2}(H_0^{-2} + \lvert \tilde{\nabla} P \rvert^2) \).
   (ii) \( H = H_0 + \mathcal{O}(s^2) \) if and only if \( L_s = -H_0^{-2} \left( \tilde{\Delta} P + H_0^{-1} \langle \tilde{\nabla} H_0, \tilde{\nabla} P \rangle \right) \)
   at \( s = 0 \), which is equivalent to
   \[ P_{ss} = \frac{1}{2}H_0^{-2} \tilde{\Delta} P + \frac{1}{2} \langle \tilde{\nabla} | \tilde{\nabla} P |^2, \tilde{\nabla} P \rangle + \frac{1}{2}H_0^{-3} \langle \tilde{\nabla} H_0, \tilde{\nabla} P \rangle. \]
   (iii) Suppose \( H = H_0 + \mathcal{O}(s^2) \), then \( H = H_0 + \mathcal{O}(s^3) \) if and only if
   \[ L_{ss} = -\frac{9}{2}H_0^{-2} L^2_s - 4(L_s \tilde{\Delta} P + \tilde{\Delta} P_s) + 2 \langle \tilde{\nabla} L_s, \tilde{\nabla} P \rangle + 2 \langle \tilde{\nabla} (H_0^{-2}), \tilde{\nabla} P_s \rangle + 4H_0^{-2} P_s \]
   at \( s = 0 \), which is equivalent to
   \[ P_{sss} = \frac{9}{4}H_0^{-2} L^2_s + 2(L_s \tilde{\Delta} P + \tilde{\Delta} P_s) - \langle \tilde{\nabla} L_s, \tilde{\nabla} P \rangle - \langle \tilde{\nabla} (H_0^{-2}), \tilde{\nabla} P_s \rangle - 2H_0^{-2} P_s \]
   \[ - \langle \tilde{\nabla} P_{ss}, \tilde{\nabla} P \rangle - \langle \tilde{\nabla} P_s, \tilde{\nabla} P_s \rangle - P_s^2. \]
where $L_s, P_s, P_{ss}$ are given by (b)(i)(ii) which can be expressed in terms of $H$ and the boundary value of $P$ at $s = 0$ and their derivatives as functions in $S^2$.

(c) Assume $L = H_0^{-2}$ and $H = H_0 + \mathcal{O}(s^3)$. Then the boundary value of $P$ at $s = 0$ satisfies the following compatibility condition at $s = 0$,

$$0 = -2H_0^{-3}H_{sss} + \frac{9}{2}H_0^{-1}\langle \nabla H_0, \tilde{\nabla} P \rangle L_{ss} + \frac{5}{2}L_{ss} \triangle P + \frac{3}{4}H_0^4 L_s^2 - 4L_s \tilde{\triangle} P_s - 2H_0^{-2} \tilde{\triangle} P_{ss}$$

$$+ 6L_s P_s + \langle \tilde{\nabla} L_{ss}, \tilde{\nabla} P \rangle + 2\langle \tilde{\nabla} L_s, \tilde{\nabla} P_s \rangle + \langle \tilde{\nabla}(H_0^{-2}), \tilde{\nabla} P_{ss} \rangle$$

where $P_s, L_s, P_{ss}$, and $L_{ss}$ are given by (b)(i)-(iii), which can be expressed in terms of $H$ and the boundary value of $P$ at $s = 0$ and their derivatives as functions on $S^2$.

(d) Assume $P$ and $H > 0$ is smooth up to $s = 0$. Suppose $L = H_0^{-2}$ at $s = 0$, then at $s = 0$, $\partial_s^k P$ can be expressed in terms of $P$, $P_{ssss}$ and their derivatives with respect to $y$ at $s = 0$, and $H, \partial_s^{k-1} H$ at $s = 0$.

Proof. Let $s = 0$ in (2.17), then we have

$$9H_0^2 L^3 = 9L^2$$

and (a) follows.

To prove (b), differentiating $L$ with respect to $s$, we have at $s = 0$

(3.6) $$
\begin{align*}
L_s &= -2P_{ss} - 2\langle \tilde{\nabla} P_s, \tilde{\nabla} P \rangle; \\
L_{ss} &= -\left(2P_{sss} + 2\langle \tilde{\nabla} P_{ss}, \tilde{\nabla} P \rangle + 2\langle \tilde{\nabla} P_s, \tilde{\nabla} P_s \rangle + 2P_s^2 \right); \\
L_{sss} &= -\left(2P_{ssss} + 2\langle \tilde{\nabla} P_{ss}, \tilde{\nabla} P \rangle + 6\langle \tilde{\nabla} P_{ss}, \tilde{\nabla} P_s \rangle + 12P_s P_{ss} - 12m P_s^2 \right).
\end{align*}
$$

This give relation between $L_s$ and $P_{ss}$, etc.

Assume $L = H_0^{-2} > 0$ at $s = 0$. Then at $s = 0$, we have

$$P_s = -\frac{1}{2}(L + |\tilde{\nabla} P|^2) = -\frac{1}{2}(H_0^{-2} + |\tilde{\nabla} P|^2).$$

This proves (b)(i). Differentiate (2.17) once and let $s = 0$. We have

$$-3H_s L_s^\frac{3}{2} - \frac{9}{2}H_0 L_s^\frac{1}{2} L_s = L \tilde{\triangle} P - \frac{1}{2} \left( L_s + \langle \tilde{\nabla} L, \tilde{\nabla} P \rangle \right) - 3L_s$$

So

$$L_s = -H_0^{-2} \tilde{\triangle} P - H_0^{-3} \langle \tilde{\nabla} H_0, \tilde{\nabla} P \rangle - 3H_s L_s^\frac{1}{2}.$$ 

Hence $H = H_0 + \mathcal{O}(s^3)$ if and only if

$$L_s = -H_0^{-2} \tilde{\triangle} P - H_0^{-3} \langle \tilde{\nabla} H, \tilde{\nabla} P \rangle.$$

Combining with (3.6), we conclude that (b)(ii) is true.
By $H = H_0 + O(s^2)$, then $H_s = 0$. Differentiating (2.17) twice with respect to $s$ and let $s = 0$, and using $L = H_0^{-2}$, we have

$$-3H_{ss}L_s^2 - \frac{9}{4}(H_0^2L_s^2 + 2L_{ss})$$

$$= 2(L_s\tilde{\Delta}P + L\tilde{\Delta}P_s) - L_{ss} - \langle \nabla L_s, \nabla P \rangle - \langle \nabla L_s, \nabla P_s \rangle - 2H_0^{-2}P_s - 3L_{ss}.$$  

So

$$-\frac{1}{2}L_{ss} = \frac{9}{4}H_0^{-2}L_s^2 + 2(L_s\tilde{\Delta}P + \Delta P_s) - \langle \nabla L_s, \nabla P \rangle - \langle \nabla L_s, \nabla P_s \rangle - 2H_0^{-2}P_s + 3H_sL_s^2.$$  

From this and by (3.6), we conclude that (b)(iii) is true.

To prove (c), assume $H = H_0 + O(s^3)$ so that $H_s = H_{ss} = 0$ at $s = 0$. We want to prove that at any point $y \in S^2$, the equality in the statement must be true at $(y, 0)$. So fixed $y \in S^2$. Differentiate (2.17) three times with respect to $s$, we have

$$\partial_s^3 LHS \rightarrow -3H_{ss}L_s^2 - \frac{9}{2}(L_{sss} + 3H_0^2L_sL_{ss} - \frac{1}{4}H_0^4L_s^3)$$

as $s \to 0$, where the limiting function is evaluated at $(y, 0)$. The limit exists, because each term involves the derivatives of $P$ up to at most fourth order. On the other hand, at $(y, s)$

$$\partial_s^3 RHS = I + II$$

where II involves only derivatives of $P$ up to at most fourth order and I may involve derivatives up to fifth order. More precisely,

$$I = sL\left(s^2(1 - 2ms)P_{ssss} + \tilde{\Delta}P_{ss}\right) - \frac{1}{2}s \left((1 + s^2(1 - 2ms))P_s\right)L_{ssss} + \langle \nabla L_{sss}, \nabla P \rangle,$$

and

$$II \rightarrow 6LP_{ss} + 3(L\tilde{\Delta}P)_{ss} - \frac{3}{2}L_{sss} - 3L_sP_s - \frac{3}{2}\langle \nabla L, \nabla P \rangle_{ss} - 6(LP_s)_{ss} - 3L_{sss}$$

as $s \to 0$, where the limiting function is evaluated at $(y, 0)$. Again, the limit exists, because each term involves the derivatives of $P$ up to at most fourth order.

**Claim:** We can find $s_i \to 0$ such that

$$I(y, s_i) \to 0.$$

Suppose the claim is true. Then we can choose such $s_i$ and let $s_i \to 0$ to conclude that at $(y, 0)$:

$$-3H_{ss}L_s^2 - \frac{9}{2}(L_{sss} + \frac{3}{2}H_0^2L_sL_{ss} - \frac{1}{4}H_0^4L_s^3)$$

$$= 6LP_{ss} + 3(L\tilde{\Delta}P)_{ss} - \frac{3}{2}L_{sss} - 3L_sP_s - \frac{3}{2}\langle \nabla L, \nabla P \rangle_{ss} - 6(LP_s)_{ss} - 3L_{sss}.$$
Note that the term $L_{sss}$ will be cancelled out. Hence we have
\[
0 = 3H_0^3 H_{sss} + \frac{27}{4} H_0^2 L_s L_{ss} - \frac{9}{8} H_0^4 L_s^3 + 3L_{sss} \Delta P
+ 6L_s \Delta P_s + 3H_0^{-2} \Delta P_{ss} - 9L_s P_s
- \frac{3}{2} \left( \langle \nabla L_{ss}, \nabla P \rangle + 2\langle \nabla L_s, \nabla P_s \rangle + \langle \nabla (H_0^{-2}), \nabla P_s \rangle \right).
\]
Combing with (b)(ii), the result (c) follows.

To prove the claim, for fixed $y \in S^2$, let
\[
f(s) = L \left( s^2 (1 - 2ms) P_{ssss} + \tilde{\Delta} P_{ss} \right)
- \frac{1}{2} \left( (1 + s^2 (1 - 2ms) P_s)L_{ssss} + \langle \nabla L_{ss}, \nabla P \rangle \right).
\]
Then $f(s)$ is continuous at $s = 0$, because $P$ is $C^4$. Hence
\[
f(s) - f\left( \frac{s}{2} \right) = o(1),
\]
as $s \to 0$. Therefore, there exists $\xi \in (\frac{s}{2}, s)$, so that
\[
f_s(\xi) \cdot \frac{s}{2} = o(1),
\]
as $s \to 0$. This implies that $f_s(\xi) \cdot \xi = o(1)$ as $s \to 0$. Hence there exists a sequence $s_i \to 0$, such that
\[
f_s(s_i) \cdot s_i \to 0.
\]
But
\[
s_i f_s(s_i) = I(y, s_i) + s_i Q(y, s_i).
\]
where $Q$ involves derivatives of $P$ only up to fourth order. Since $P$ is $C^4$, it is easy to see that the claim is true.

To prove (d), let us take the square of both sides of (2.17) and rewrite it as follows:
\[
(3.7) \quad 9H^2 L^3 = 9L^2 + 3sLL_s - 6sL \sum_{k=1}^{4} a_k s^{k-1} + s^2 \left( \frac{1}{2} L_s - \sum_{k=1}^{4} a_k s^{k-1} \right)^2
\]
where $L = - \left( 2P_s + s^2 (1 - 2ms) P_s^2 + |\nabla P|^2 \right)$ and
\[
\begin{align*}
\begin{cases}
a_1 = L \Delta P - \frac{1}{2} \langle \nabla L, \nabla P \rangle; \\
a_2 = -LP_s; \\
a_3 = LP_{ss} - \frac{1}{2} L_s P_s; \\
a_4 = -2mLP_{ss} + mL_s P_s
\end{cases}
\end{align*}
\]
First note that
\[
(3.8) \quad \partial_s^i L = -2\partial_s^{i+1} P + Q^{(i)},
\]
here and below $Q^{(j)}$ will denote a term involving only $\partial_i^j P$ and their derivatives with respect to $y$ for $0 \leq i \leq j$. It may vary from line to line.
Suppose $L = H_0^2$ at $s = 0$. For $j \geq 1$, differentiate (3.7) $j$-times with respect to $s$, and let $s = 0$, then
\[
\partial_s^j (\text{LHS}) = 27H_0^{-2}\partial_s^j L + Q^{(j)} + R^{(j)}.
\]
here and below, $R^{(j)}$ will denote a term involving the $\partial_s^i H$ at $s = 0$, with $0 \leq i \leq j$, and $\partial_s^i P$ and their derivatives with respect to $y$ for $0 \leq i \leq j$.
\[
\partial_s^j (\text{RHS}) = 18H_0^{-2}\partial_s^j L + 3jH^{-2}\partial_s^j L + Q^{(j)}.
\]
Hence
\[
(j - 3)\partial_s^j L = Q^{(j)} + R^{(j)}.
\]
From the proof of part (b), it is easy to see that (d) is true for $j = 0, 1, 2, 3$ with $\partial_s^i P$ depends only on $P$, and $\partial_s^i H$, for $0 \leq i \leq j$. If $\partial_s^i P$ is known for $s = 0$, then one can see from the above that (d) is true by induction.

The condition that $L = H_0^2$ in Theorem 3.1 will be satisfied in the most interesting case. Namely, let $\Sigma$ be a spacelike surface with positive mean curvature $H$ defined near the future null-infinity as a graph of $u = u(y, r)$ with $y \in S^2$. Let $P(u) = r_s - u$. Then the surface is given by $P(u) + \tilde{v} = 0$ with respect to the coordinates of the compactified spacetime. We have the following.

**Proposition 3.3.** With the same notations as in Theorem 3.1, suppose $P(u)$ is smooth near the whole $S^2 \times \{0\}$ and $H > 0$ is smooth up to $s = 0$. Then $L \equiv H_0^{-2}$ at $s = 0$.

**Proof.** By Theorem 3.1(a), at each point we have either $L = 0$ or $L = H_0^{-2}$ at $s = 0$. Since $H_0 > 0$ and is continuous at $s = 0$, $H_0 \geq C > 0$ on $S^2 \times \{0\}$. Hence $L \equiv 0$ at $s = 0$ or $L \equiv H_0^{-2}$ at $s = 0$. To prove the proposition, it is sufficient to prove that $L > 0$ at a some point in $S^2 \times \{0\}$. In order to prove this, we use the spacelike SSCMC surfaces constructed in §3 as barriers. To be precise, suppose we can find a SSCMC surface with constant mean curvature $H_1 > 0$ given as a graph of some function $f$. By §3, $P(f)$ is smooth up to $s = 0$ and $L(f) = -2P_s(f) - |\nabla P(f)|^2 = -2P_s(f) = H_1^{-2}$. We denote $L$ by $L(u)$ to be more precise. Suppose $f \leq u$ near $s = 0$ and $f = u$ at some point $p$ of $S^2 \times \{0\}$ so that $\nabla P(u) = 0$ at this point. Then $P(f) \geq P(u)$ near $s = 0$ and $P(f)(p) = P(u)(p)$. Hence at $p$, we have $P_s(f) \geq P_s(u)$ and so at this point:
\[
H_1^{-2} = L(f) \leq -2P_s(u) = L(u) + |\nabla P(u)|^2 = L(u).
\]
From this the result follows. Hence it remains to find a suitable barrier function and a suitable point $p$.

Let $p \in S^2 \times \{0\}$ such that
\[
P(u)(p) = \max_{s=0} P(u) =: a.
Then $\tilde{\nabla}P(u) = 0$ at $p$. Next let us find a suitable spacelike SSCMC surface as barrier. Since $H > 0$ and smooth up to $s = 0$, then there exists $s_0 > 0$ and $H_1 > H$ in $0 \leq s \leq s_0$. Consider the spacelike SSCMC surface which is the graph of $f = f(r)$ such that (see [6])

$$f' = f_r = \frac{\ell}{h\sqrt{1 + \ell^2}}; \quad \ell = \frac{1}{\sqrt{h}}(H_1r + cr^{-2})$$

for $c > -8m^3H_1$ to be chosen. The graph of $f$ has constant mean curvature $H_1$. Here as before $h = 1 - \frac{2m}{r}$. Let $r_0 = s_0^{-1}$. Then

$$P(f)(0) - P(f)(s_0) = \int_{r_0}^{\infty} P'(f)dr$$

$$= \int_{r_1}^{\infty} \frac{1}{(H_1r + cr^{-2})^2} \frac{1}{\sqrt{1 + \ell^{-2}(1 + \sqrt{1 + \ell^{-2}})}} dr$$

$$\leq \int_{r_0}^{\infty} \frac{1}{(H_1r + cr^{-2})^2} dr$$

$$\leq \int_{r_0}^{r_1} \frac{1}{(H_1r + cr^{-2})^2} dr + \int_{r_1}^{\infty} \frac{1}{r^2} dr$$

$$= \int_{r_0}^{r_1} \frac{1}{(H_1r + cr^{-2})^2} dr + \frac{1}{r_1}.$$

for any $r_1 > r_0$. For any $\varepsilon > 0$, we can choose $r_1 > r_0$ large enough so that $1/r_1 < \varepsilon$. Then choose $c$ large enough so that the first integral is less than $\varepsilon$. Hence for any $\varepsilon > 0$, we can choose $c >> 1$ such that

$$P(f)(0) - P(f)(s_0) \leq \varepsilon.$$

Let $b = \max_{y \in S^2} P(u)(y, s_0) = P(u)(y_0, s_0)$. Since $\Sigma$ is spacelike, we have $P_s(u) > 0$. Hence

$$b = P(u)(y_0, s_0) < P(u)(y_0, 0) \leq a.$$

Choose $c >> 1$, we can find $f$ such that

$$P(f)(0) - P(f)(s_0) \leq \frac{1}{2}(a - b)$$

and $P(f)(0) = a = P(u)(p)$ by adding a constant to $f$ if necessary. By our construction, we have

$$\begin{cases} P(f)(0) = a \geq P(u)(y, 0); \\ P(f)(s_0) > b \geq P(u)(y, s_0) \end{cases}$$

for all $y \in S^2$, because

$$P(f)(s_0) \geq P(f)(0) - \frac{1}{2}(a - b) = \frac{1}{2}(a + b) > b.$$
mean curvature equation in the region $r > 2m$ is elliptic for spacelike surfaces, we conclude that $u \geq f$ for $0 < s < s_0$. This completes the proof of the proposition.

\[\square\]

In case $H_0$ is constant, the results are more clean. Combining with Theorem 3.1 and the notations as in the theorem, we have:

**Corollary 3.1.** Assume $H = H_0 + O(s^3)$, where $H_0 > 0$ is a constant. Suppose $\Sigma$ is a spacelike CMC surface given as the graph of $P$ as in Theorem 3.1 and $P$ is $C^4$ up to $s = 0$. Then at $s = 0$, $L = H_0^{-2}$, and

\[
P_s = -\frac{1}{2}(H_0^{-2} + |\tilde{\nabla}P|^2),
L_s = -H_0^{-2}\tilde{\Delta}P,
\]

\[
P_{ss} = \frac{1}{2}(\tilde{\nabla}(|\tilde{\nabla}P|^2), \tilde{\nabla}P) + \frac{1}{2}H_0^{-2}\tilde{\Delta}P,
L_{ss} = -\frac{1}{2}H_0^{-2}(\Delta P)^2 + 2H_0^{-2}\Delta|\tilde{\nabla}P|^2 - 2H_0^{-2}(\tilde{\Delta}P, \tilde{\nabla}P) - 2H_0^{-2}(H_0^{-2} + |\tilde{\nabla}P|^2)
\]

\[
P_{sss} = \frac{1}{4}H_0^{-2}(\Delta P)^2 - H_0^{-2}\Delta|\tilde{\nabla}P|^2 + H_0^{-2}(\tilde{\Delta}P, \tilde{\nabla}P) + H_0^{-2}(H_0^{-2} + |\tilde{\nabla}P|^2)
-\langle \tilde{\nabla}P_{ss}, \tilde{\nabla}P \rangle - \langle \tilde{\nabla}P_s, \tilde{\nabla}P_s \rangle - L_s^2.
\]

Moreover, if $H = H_0 + O(s^3)$, then $P$ satisfies the compatibility condition at $s = 0$,

\[
0 = \frac{5}{2}L_{ss}\tilde{\Delta}P + \frac{3}{4}H_0^4L_s^3 - 4L_s\tilde{\Delta}P - 2H_0^{-2}\tilde{\Delta}P_{ss} + 6L_sP_s + \langle \tilde{\nabla}L_{ss}, \tilde{\nabla}P \rangle + 2\langle \tilde{\nabla}L_s, \tilde{\nabla}P_s \rangle
\]

where $L_s, P_s, L_{ss}$ and $P_{ss}$ are given by (3.3).

Conversely, if $P$ satisfies (3.3) and $H = H_0$ at $s = 0$, then $H = H_0 + O(s^3)$ near $s = 0$.

**Remark 3.3.**

(i) By the corollary, if $H$ is constant for example, then $P_s$, $P_{ss}$, $P_{sss}$ at $s = 0$ can be determined by the boundary data of $P$ at $s = 0$. On the other hand, 3.1 shows that $P_{ssss}$ cannot be expressed in terms of the boundary data in general.

(ii) By part (d) of Theorem 3.1, if two spacelike CMC surfaces with the same mean curvature so that they have the same boundary data at $s = 0$, then they will be the same up to infinity order at $s = 0$ provided the two corresponding $P_{ssss}$ are the same at $s = 0$.

**Remark 3.4.** The compatibility condition is rather complicated. If $P$ is constant, it is easy to see that it satisfies the compatibility condition in the above corollary. If $P = a \cdot x$ for some constant vector $a \neq 0$ and $x \in S^2$, then it also satisfies the compatibility condition with $H_0 = 1$ either by direct computations or by the fact that it is the boundary data of $r - u$ in the Minkowski spacetime where

\[
u(x) = \left(1 + |x + a|^2\right)^{\frac{1}{2}}.
\]

whose graph has constant mean curvature 1. It is unclear if there are other functions which satisfy the compatibility condition.
3.3. **General spacelike CMC surfaces (II).** We continue to use the setting in the previous section to study further behavior of general spacelike CMC surfaces near the future null-infinity. In Proposition 3.2 in §3.1, we show that a spacelike SSCMC surface is strongly asymptotically hyperbolic and the scalar curvature is asymptotically -6 up to order $s^6$. We want to understand the boundary behavior under similar additional condition of the scalar curvature. It turns out that this will put more restrictions on $P$. We only consider the case that the mean curvature is asymptotically 1.

Let $\Sigma$ be a spacelike CMC surface near the future null-infinity so that it is the graph of $P = P(y, s)$ as before. In this subsection, we make the following assumptions. Let $S$ be the scalar curvature of $\Sigma$.

**Assumption 3.1.** $u$ is defined near $s = 0$ such that $P$ is smooth up to $s = 0$. Moreover, the mean curvature of the graph of $u$ is $H = 1 + O(s^3)$.

**Theorem 3.2.** Under Assumption 3.1, $|\check{A}|_G = O(s)$.

(a) Moreover, the following statements are equivalent:

(i) $|\check{A}|_G = O(s^2)$.

(ii) $P$ is the linear combination of the first four eigenfunctions of the Laplacian of $S^2$ with respect to the standard metric.

(iii) $|\check{A}|_G = O(s^3)$.

In case $H = 1$, then they are equivalent to the fact that $|S + 6| = O(s^6)$.

(b) Furthermore, if $m > 0$ then the following two statements are equivalent:

(i) $|\check{A}|_G = O(s^4)$.

(ii) $P$ is constant and $P_{ssss} = -\frac{9m}{2}$ at $s = 0$.

The last statement of part (a) of the theorem follows immediately from the following observation:

**Lemma 3.2.** Suppose $\Sigma$ is a spacelike surface defined near the null-infinity of the Schwarzchild spacetime with constant mean curvature $H = 1$. Let $S$ be the scalar curvature of $\Sigma$ and let $\check{A}$ be the traceless part of the second fundamental form $A$ of $\Sigma$. Then $S + 6 = O(s^k)$ if and only if $|\check{A}|^2 = O(s^k)$ for $k > 0$. Here the norm of $\check{A}$ is computed with respect to the induced metric on $\Sigma$.

**Proof.** By the Gauss equation, and the fact that the Ricci tensor of Schwarzchild spacetime is zero, we have

$$S = -9 + |A|^2 = -6 + |\check{A}|^2$$

because the mean curvature is 1, which is one-third of the trace of $A$. From this the result follows. \qed

**Remark 3.5.** In general, if the spacetime has a compactification of the future null-infinity similar to Schwarzchild spacetime and if $s^{-k+2}\text{Ric}$ can be extended to be a smooth tensor up to $s = 0$, then the result of the lemma is still true.
To prove the theorem, let us first fix some notations. Let \( y^1, y^2 \) be coordinates of \( S^2 \) and let \( s = y^3, \bar{v} = y^4 \). In the following, \( \alpha, \beta, \ldots \) range from 1 to 2; \( i, j, \ldots \) range from 1 to 3; and \( a, b, \ldots \) range from 1 to 4. Suppose \( \phi \) is a function on the surface, \( \phi_a \) will denote the partial derivative with respect to \( y^a \). We will denote the tangent vector \( \partial_y \) of the ambient space by \( \partial_a \). Let \( \nabla \) be the unphysical metric as before. Direct computations give:

**Lemma 3.3.** Choose a normal coordinates \( y^1, y^2 \) at a point \( y_0 \in S^2 \) and let \( \nabla \) be the covariant derivative with respect to \( \nabla \). Then

\[
\begin{align*}
\nabla_{\partial_y} \partial_a &= \nabla_{\partial_a} \partial_\beta = 0, \quad 1 \leq a \leq 4, 1 \leq \beta \leq 2; \\
\nabla_{\partial_3} \partial_3 &= 0; \\
\nabla_{\partial_4} \partial_4 &= s^3(1 - 5ms + 6m^2s^2)\partial_3 + s(1 - 3ms)\partial_4 \\
\nabla_{\partial_3} \partial_4 &= -s(1 - 3ms)\partial_3.
\end{align*}
\]

(3.10)

Let \( \Sigma \) be parametrized by

\[
\Phi : (y^1, y^2, s) \rightarrow (y^1, y^2, s, -P(y^1, y^2, s)).
\]

Choose the following basis in \( T(\Sigma) \):

\[
\begin{align*}
e_1 &= \partial_1 - P_1\partial_4; \\
e_2 &= \partial_2 - P_2\partial_4; \\
e_3 &= \partial_3 - P_3\partial_4.
\end{align*}
\]

(3.11)

Note that they are just coordinate frames with respect to the coordinates \( y^1, y^2, s \).

**Lemma 3.4.** At a point on \( \Sigma \), choose a normal coordinates \( y^1, y^2 \) at a point \( y_0 \in S^2 \).

(i) Let \( g_{ij} := \nabla(e_i, e_j) \), then

\[
\begin{align*}
g_{0\beta} &= \delta_{0\beta} - s^2(1 - 2ms)P_\alpha P_\beta, \quad 1 \leq \alpha, \beta \leq 2; \\
g_{33} &= -s^2(1 - 2ms)P^2_s - 2P_s; \\
g_{3a} &= -P_a - s^2(1 - 2ms)P_\alpha P_s, \quad 1 \leq \alpha \leq 2.
\end{align*}
\]

The metric on \( \Sigma \) induced by \( g_{\text{Sch}} \) is given by

\[
G_{ij} := g_{\text{Sch}}(e_i, e_j) = s^{-2}g_{ij}.
\]

(ii)

\[
\begin{align*}
\nabla_{e_\alpha} e_\beta &= -P_\alpha P_\beta \partial_4 + P_\alpha P_\beta \nabla_{\partial_4} \partial_4, \quad 1 \leq \alpha, \beta \leq 2; \\
\nabla_{e_3} e_3 &= 2s(1 - 3ms)P_s \partial_3 - P_s \partial_4 + P_s \nabla_{\partial_3} \partial_4; \\
\nabla_{e_3} e_\beta &= -P_s P_\beta \partial_4 + s(1 - 3ms)P_{\beta} \partial_3 + P_s P_\beta \nabla_{\partial_3} \partial_4, \quad 1 \leq \beta \leq 2.
\end{align*}
\]

Proof. By Lemmas 3.1, 3.3 and direct computations, the results follow.

By Theorem 3.1 and Corollary 3.1, \( L = -\langle \nabla F, \nabla F \rangle \) is 1 at \( s = 0 \). In particular, it is positive near \( s = 0 \).
Lemma 3.5. In the setting as in the previous lemma, at the point \((y_0,y^3,y^4)\), let \(\overline{\mathbf{A}}\) and \(A\) be the second fundamental forms of \(\Sigma\) with respect to the future directed unit normal and with respect to the metrics \(\overline{\mathbf{g}}\) and \(g_{\text{sch}}\) respectively, and let \(\overline{A}_{ij} = \overline{A}(e_i,e_j)\), \(A_{ij} = A(e_i,e_j)\), where \(e_i\) are as in (3.11). Then

\[
\begin{aligned}
\overline{A}_{\alpha\beta} &= L^{-\frac{1}{2}} (-3mP_{\alpha}P_{\beta}s^2 + P_{\alpha}P_{\beta} - P_{\alpha\beta}) + O(s^3), 1 \leq \alpha, \beta \leq 2; \\
\overline{A}_{33} &= L^{-\frac{1}{2}} (-9mP_s^2s^2 + 3P_s^2s - P_{ss}) + O(s^3); \\
\overline{A}_{3\beta} &= L^{-\frac{1}{2}} (-6mP_sP_{\beta}s^2 + 2P_{\beta}s - P_{\beta\beta}) + O(s^3), 1 \leq \beta \leq 2.
\end{aligned}
\]

Moreover

\[
A_{ij} = s^{-1}(\overline{A}_{ij} + B\overline{g}_{ij})
\]

where \(L = -\left(2P_s + s^2(1 - 2ms)P_s^2 + |\nabla P|^2\right)\) and \(B = s^{-1}L^{-\frac{1}{2}}(1 + s^2(1 - 2ms)P_s)\).

Proof. The unit future pointing normal of \(\Sigma\) with respect to \(\overline{\mathbf{g}}\) is:

\[
\nu = -L^{-\frac{1}{2}}\nabla F = -L^{-\frac{1}{2}} \left( \sum_{\alpha} P_{\alpha}\partial_{\alpha} + (1 + s^2(1 - 2ms)P_s)\partial_3 + P_s\partial_4 \right)
\]

where \(-L = 2P_s + s^2(1 - 2ms)P_s^2 + |\nabla P|^2\). By Lemma 3.4 (3.10) and

\[
\overline{A}_{ij} = -\langle \nabla_{e_i}e_j, \nu \rangle_{\overline{\mathbf{g}}}
\]

then \(\overline{A}_{ij}\) are as in the lemma. The last result follows from the relation on the second fundamental forms between two conformal metrics. For example,

\[
\overline{A}_{33} = -\langle \nabla_{e_3}e_3, \nu \rangle_{\overline{\mathbf{g}}}
\]

\[
= L^{-\frac{1}{2}} \left\{ -s^2(1 - 2ms)P_s (-P_{ss} + sP_s^2 - 3ms^2P_s^2) \\
+ (-P_{ss} + sP_s^2 - 3ms^2P_s^2) (1 + s^2P_s - 2ms^3P_s) \\
+ P_s (2P_s - 6mP_s^2 + P_s^2s^3 - 5P_s^2ms + 6P_s^2m^2s^5) \right\}
\]

\[
= L^{-\frac{1}{2}} \left\{ 6m^2P_s^3s^5 - 5mP_s^3s^4 + P_s^3s^3 - 9mP_s^2s^2 + 3P_s^2s^2 - P_{ss} \right\}
\]

\[
= L^{-\frac{1}{2}} (-P_{ss} + 3P_s^2s - 9mP_s^2s^2) + O(s^3).
\]

Lemma 3.6. With the above notations, we have \(|\overline{\mathbf{A}}|_G = O(s^n), 1 \leq n \leq 4\) if and only if

\[
s(\overline{A}_{ij} + B\overline{g}_{ij}) - \overline{g}_{ij} = O(s^n).
\]

Here \(\overline{A}_{ij}, \overline{g}_{ij}\) are considered as functions.

Proof. Let \(\varepsilon_i\) be an orthonormal basis on \(\Sigma\) with respect to \(\overline{\mathbf{g}}\) and let

\[
e_i = \sum_k a_{ik}\varepsilon_k.
\]
Then
\[ |a_{ik}| = |\langle e_i, e_k \rangle| \leq C \]
near \( s = 0 \), because by Lemma 3.4 at \( s = 0 \)
\begin{equation}
(\overline{g}_{ij}) = \begin{pmatrix}
1 & 0 & -P_1 \\
0 & 1 & -P_2 \\
-P_1 & -P_2 & 1 + |\nabla P|^2 \\
\end{pmatrix}.
\end{equation}
Hence \( \det(\overline{g}_{ij}) = 1 \) at \( s = 0 \).

On the other hand,
\[ g_{ij} = a_{ik} \langle e_j, e_k \rangle g_{ij} \]
So
\[ (a_{ik})^{-1} = \left( \langle e_j, e_k \rangle \overline{g}_{ij} \right)^{-1}. \]
We also have \( |a_{ik}| \leq C \) near \( s = 0 \), where \( (a_{ik}) = (a_{ik})^{-1} \) so that
\[ a_{ik}a_{kj} = \delta_{ij}. \]
Suppose \( |\dot{A}| = O(s^n) \). Then
\[ s(\overline{A}_{ij} + B\overline{g}_{ij}) - \overline{g}_{ij} = s^2 \left( s^{-1}(\overline{A}_{ij} + B\overline{g}_{ij}) - s^{-2}\overline{g}_{ij} \right) \]
\[ = s^2 (A_{ij} - G_{ij}) \]
\[ = s^2 \left( \sum_{k=1}^{3} a_{ik}a_{jl} \right) (A(\varepsilon_k, \varepsilon_l) - G(\varepsilon_k, \varepsilon_l)) \]
\[ = \left( \sum_{k=1}^{3} a_{ik}a_{jl} \right) (A(s\varepsilon_k, s\varepsilon_l) - G(s\varepsilon_k, s\varepsilon_l)) \]
because \( \{s\varepsilon_k\}_{k=1}^{3} \) is an orthonormal basis with respect to \( G \) and \( |a_{ik}| \) are uniformly bounded.

The converse can be proved similarly.

Now we are ready to prove Theorem 3.2.

Proof of Theorem 3.2: By Lemma 3.5, we see that \( \overline{A}_{ij} \) are bounded and \( sB - 1 = O(s) \) because \( L = 1 \) at \( s = 0 \). Hence by Lemma 3.6 we have \(|\dot{A}| = O(s)|

It is obvious that (a)(iii) implies (a)(i). To prove (a)(i) implies (a)(ii), let \( \overline{A}_{ij}, A_{ij} \) as in Lemma 3.5. As in the lemma, let \( y_0 \in S^2 \) and choose a normal coordinates near this point. Then at \( s = 0 \), using Corollary 3.1, Proposition 3.3 and Lemmas 3.5 3.6, we have
\[ 0 = \frac{\partial}{\partial s} \left[ s\overline{A}_{\alpha\beta} + \left( L^{-\frac{1}{2}} \left( 1 + s^2(1 - 2ms)P_s \right) - 1 \right) \overline{g}_{\alpha\beta} \right] \]
\[ = \overline{A}_{\alpha\beta} - \frac{1}{2}L_s\overline{g}_{\alpha\beta} \]
\[ = - P_{\alpha\beta} + \frac{1}{2}(\nabla P)\delta_{\alpha\beta} \]
at \( y_0 \in S^2 \). Hence at \( y_0 \) and \( s = 0 \), \( \tilde{\nabla}^2 P = \frac{1}{2}(\tilde{\Delta} P) \sigma \), where \( \sigma \) is the standard metric on \( S^2 \). Since \( y_0 \) is an arbitrary point on \( S^2 \), we conclude that at \( s = 0 \), \( \tilde{\nabla}^2 P = \frac{1}{2}(\Delta P) \sigma \) on \( S^2 \). It is well-known that \( P \) must be a linear combination of the first four eigenfunctions of the Laplacian of \( S^2 \). In fact, by the Bochner formula

\[ \tilde{\Delta}|\tilde{\nabla}|^2 P = 2|\tilde{\nabla}^2 P|^2 + 2 \langle \tilde{\nabla} \tilde{\Delta} P, \tilde{\nabla} P \rangle + 2|\tilde{\nabla} P|^2, \]

because \( S^2 \) has constant curvature 1. Hence we have

\[ 0 = \int_{S^2} (|\tilde{\nabla}^2 P|^2 + \langle \tilde{\nabla} \tilde{\Delta} P, \tilde{\nabla} P \rangle + |\tilde{\nabla} P|^2) \]

\[ = \int_{S^2} \frac{1}{2}(\tilde{\Delta} P)^2 - (\tilde{\Delta} P)^2 + |\tilde{\nabla} P|^2 \]

\[ = \int_{S^2} -\frac{1}{2}(\tilde{\Delta} P)^2 - \tilde{P} \tilde{\Delta} P. \]

Let \( \phi_i \), \( i = 0, 1, \ldots \) be the eigenfunctions of \( (-\tilde{\Delta}) \) with eigenvalues \( \lambda_i \) normalized so that

\[ \int_{S^2} \phi_i \phi_j dA_\sigma = \delta_{ij} \]

where \( dA_\sigma \) is the area element of \( S^2 \) with respect to the standard metric. Moreover, \( \lambda_0 = 0 \) so that \( \phi_0 \) is constant; \( \lambda_1 = \lambda_2 = \lambda_3 = 2 \) and \( \lambda_i > 2 \) for \( i > 3 \). Then

\[ P = \sum_{i=0}^{\infty} a_i \phi_i \]

in \( L^2(S) \), where \( a_i = \int_{S^2} P \phi_i dA_\sigma \). Similarly

\[ \tilde{\Delta} P = \sum_{i=0}^{\infty} b_i \phi_i \]

where

\[ b_i = \int_{S^2} \phi_i \tilde{\Delta} P dA_\sigma = \int_{S^2} P \tilde{\Delta} \phi_i dA_\sigma = -\lambda_i a_i. \]

By (3.14),

\[ 0 = -\frac{1}{2} \sum_{i=1}^{\infty} \lambda_i^2 a_i^2 + \sum_{i=1}^{\infty} \lambda_i a_i^2 \]

\[ = \sum_{i=1}^{\infty} \lambda_i a_i^2 (1 - \frac{1}{2} \lambda_i). \]

Since \( \lambda_i \geq 2 \) for \( i \geq 1 \) and \( \lambda_i > 2 \) for \( i \geq 4 \), we have \( a_i = 0 \) for \( i \geq 4 \). Therefore, \( P = a_0 + \sum_{i=1}^{3} a_i \phi_i \).

In the sequel of the proof of this theorem, by adding a constant to \( P \), we may assume \( P \) is an eigenfunction with eigenvalue 2 or is zero at \( s = 0 \). In
In any case, we may assume that \( P = a \cdot x \), where \( a \) is a constant vector (which might be zero) and \( x \) is the position vector of points in \( \mathbb{S}^2 \).

Next we want to prove (a)(ii) implies (a)(iii). We will give two proofs.

**First proof:** We have

\[
\tilde{\Delta} P = -2P; \quad |\nabla P|^2 = |a|^2 - P^2.
\]

Combining with Corollary 3.1, we have at \( s = 0 \)

\[
\begin{align*}
L &= 1 \\
P_s &= -\frac{1}{2}(1 + |\nabla P|^2) \\
L_s &= 2P \\
P_{ss} &= -P(1 + |\nabla P|^2) \\
L_{ss} &= 6P^2 - 2(1 + |\nabla P|^2) \\
P_{sss} &= 3P_s^2 + 6P^2P_s.
\end{align*}
\]

By Lemma 3.6, it is sufficient to prove that at \( s = 0 \),

\[
\begin{align*}
\frac{\partial}{\partial s} \left[ s\tilde{A}_{ij} + \left( L^{-\frac{1}{2}} (1 + s^2(1 - 2ms)P_s) - 1 \right) \tilde{g}_{ij} \right] &= 0; \\
\frac{\partial^2}{\partial s^2} \left[ s\tilde{A}_{ij} + \left( L^{-\frac{1}{2}} (1 + s^2(1 - 2ms)P_s) - 1 \right) \tilde{g}_{ij} \right] &= 0
\end{align*}
\]

By the first part of the theorem, the first relation is true. As in the above, at \( s = 0 \), we have

\[
\frac{\partial}{\partial s} \left[ s\tilde{A}_{ij} + \left( L^{-\frac{1}{2}} (1 + s^2(1 - 2ms)P_s) - 1 \right) \tilde{g}_{ij} \right] = \tilde{A}_{ij} + \left( \frac{1}{2} \tilde{\Delta} P \right) \tilde{g}_{ij}.
\]

By the proof above and the fact that \( \tilde{\nabla}^2 P = (\frac{1}{2} \tilde{\Delta} P)\sigma \), we conclude that at \( s = 0 \)

\[
\frac{\partial}{\partial s} \left[ s\tilde{A}_{\alpha\beta} + \left( L^{-\frac{1}{2}} (1 + s^2(1 - 2ms)P_s) - 1 \right) \tilde{g}_{\alpha\beta} \right] = 0.
\]

On the other hand, by Lemma 3.5, (3.15) and (3.16), at \( s = 0 \) we have:

\[
\begin{align*}
\overline{A}_{33} + \left( \frac{1}{2} \tilde{\Delta} P \right) \overline{g}_{33} &= -P_{ss} - P_s \tilde{\Delta} P \\
&= \frac{1}{2} \langle \nabla P^2, \nabla P \rangle + P - (1 + |\nabla P|^2)P \\
&= 0;
\end{align*}
\]

and

\[
\begin{align*}
\overline{A}_{3\alpha} + \left( \frac{1}{2} \tilde{\Delta} P \right) \overline{g}_{3\alpha} &= -P_{\alpha s} + PP_{\alpha} \\
&= \frac{1}{2} \langle |\nabla P|^2 \rangle_\alpha + PP_{\alpha} \\
&= 0.
\end{align*}
\]

Hence the second equation in (3.17) is true.
Next, by Lemma 3.5, (3.13) and (3.16), at \( s = 0 \) we have:

\[
\frac{\partial^2}{\partial s^2} \left[ s A_{ij} + \left( L - \frac{1}{2} \left( 1 + s^2 (1 - 2ms) P_s \right) \right) g_{ij} \right] = \frac{\partial}{\partial s} A_{ij} + \left( \frac{3}{4} L_s - \frac{1}{2} L_{ss} + 2 P_s \right) g_{ij} - L_s \frac{\partial}{\partial s} g_{ij} \]

\[
= \frac{\partial}{\partial s} A_{ij} + \left( \frac{3}{4} L_s - \frac{1}{2} L_{ss} + 2 P_s \right) g_{ij} - 2 P \frac{\partial}{\partial s} g_{ij}.
\]

On the other hand,

\[
2 \frac{\partial}{\partial s} A_{\alpha\beta} - 2 P \frac{\partial}{\partial s} g_{\alpha\beta} = 2 P P_{\alpha\beta} - 2 P_{\alpha\beta} s + 2 P g_{\alpha\beta} = 0
\]

where we have used the fact that \( P_s = -\frac{1}{2} (1 + |\tilde{\nabla} P|^2) = -\frac{1}{2} (1 + |a|^2 - P^2) \), so that \( 2 P_{\alpha\beta} s = (P^2)_{\alpha\beta} \) and that \( L_s = 2 P \).

\[
2 \frac{\partial}{\partial s} A_{a3} - 2 P \frac{\partial}{\partial s} g_{a3} = 2 P P_{a3} - 2 P_{a3} s + 4 P g_{a3} + 2 P P_{a3} = 0
\]

where we have used the fact that \( P_{ss} = 2 P P_s \).

\[
2 \frac{\partial}{\partial s} A_{33} - 2 P \frac{\partial}{\partial s} g_{33} = 2 P P_{33} - 2 P_{33} s + 6 P^2 + 4 P P_{ss} = 6 P P_{ss} - 2 P_{33} s + 6 P^2
\]

\[
= 12 P^2 P_s - 12 P^2 P_s + 6 P^2 = 0.
\]

Hence the third equality in (3.17) is also true.

**Second proof:** Consider the constant mean curvature surface in the Minkowski spacetime which is the entire graph of the function:

\[
u^0(x) = (1 + |x + a|^2)^{\frac{1}{2}}.
\]

Let \( P^0 = r - u^0 \) where \( r = |x| \). Then at the future null boundary, \( P^0 = a \cdot x \) on \( S^2 \). Let \( F^0 = v^0 - P^0 \), \( v^0 = t - r \) and let \( L^0 = -\langle \nabla^0 F^0, \nabla^0 F^0 \rangle \) where \( \nabla^0 F^0 \) is the gradient of \( F^0 \) with respect to the Minkowski metric. Let \( \overline{A}^0, \overline{g}^0 \) be the second fundamental form with respect to the future pointing unit normal and the induced metric on \( \Sigma_0 \). Let \( s = r^{-1} \). Then at a point \( (y, s) \) with \( y \in S^2 \), we have

\[
L^0 = L + O(s^2)
\]
by the fact that $P^0 = P$ at $s = 0$ and Theorem 3.1. Also $\overline{A}^0 = \overline{A} + O(s^2); \overline{g}^0 = \overline{g} + O(s^2)$ with respect to the corresponding basis $e_i^0, e_i$ defined as before. Hence, for example, we have

$$\frac{\partial^2}{\partial s^2}(sA_{ij}) = \frac{\partial^2}{\partial s^2}(sA^0_{ij})$$

at $s = 0$. Since the equalities in (3.17) are true for $\overline{A}^0, \overline{g}^0$, it is easy to see that the same will hold for $\overline{A}, \overline{g}$ by Lemma 3.2 because the surface given by $u^0$ is the hyperbolic space of constant mean curvature -1. This completes the proof of (a)(ii)$\Rightarrow$(a)(iii).

To prove (b), by (a) by adding a constant to $P$ we have $P = a \cdot x$ for some constant vector $a$ where $x$ is the position vector of $S^2$ in $\mathbb{R}^3$. Let $P_{ss}, P_{ssss}$ denote the corresponding quantities for the graph of $u^0 = (1 + |x + a|^2)^{1/2}$ in Minkowski spacetime. Let

$$P_{ssss}(0) = b, \quad P^0_{ssss}(0) = c,$$

where $b, c$ are smooth functions on $S^2$. By Theorem 3.1 in the setting of Lemma 3.5,

$$\begin{align*}
P - P^0 &= \frac{1}{3}(b - c)s^4 + O(s^5) \\
P_s - P^0_s &= \frac{1}{3}(b - c)s^3 + O(s^4) \\
P_{ss} - P^0_{ss} &= \frac{1}{3}(b - c)s^2 + O(s^3) \\
P_{ssss} - P^0_{ssss} &= O(s^3) \\
P_{\alpha\beta} - P^0_{\alpha\beta} &= O(s^4)
\end{align*}
$$

(3.19)

etc. Also from Lemma 3.5,

$$L = -(2P_s + s^2(1 - 2ms)P^2_s + |\nabla P|^2), \quad sB = L^{-\frac{1}{2}}(1 + s^2(1 - 2ms)P_s),$$

then

$$L - L^0 = -(\frac{1}{3}(b - c) - 2mP^2_s(0))s^4 + O(s^5).$$

(3.20)

By Lemma 3.6, $|\dot{A}| = O(s^4)$ if and only if

$$s(\dot{A}_{ij} + B\dot{g}_{ij}) - \dot{\overline{g}}_{ij} = O(s^4).$$

Since $\dot{A}^0 = 0$, if $|\dot{A}| = O(s^4)$ then

$$s(\overline{A}_{ij} + B\overline{g}_{ij} - B^0\overline{g}^0_{ij}) - (\overline{g}_{ij} - \overline{g}^0_{ij}) = O(s^4).$$
Using Lemma 3.5, $\overline{\eta}_{ij} - \overline{\eta}_{ij}^0 = O(s^3)$, so

\begin{equation}
(3.21)
(sB - 1)\overline{\eta}_{ij} - (sB^0 - 1)\overline{\eta}_{ij}^0 = (sB - sB^0)\overline{\eta}_{ij} + (sB^0 - 1)(\overline{\eta}_{ij} - \overline{\eta}_{ij}^0)
= (sB - sB^0)\overline{\eta}_{ij} + O(s^4)
\end{equation}

Hence $|\hat{A}|_G = O(s^4)$ if and only if

\begin{equation}
(3.22)
s(\overline{A}_{ij} - \overline{A}_{ij}^0) + (sB - sB^0)\overline{\eta}_{ij} = O(s^4)
\end{equation}

By Lemma 3.5,

\begin{align*}
s(\overline{A}_{\alpha\beta} - \overline{A}_{\alpha\beta}^0) \\
= s(L^0)^{-\frac{1}{2}} (-3ms^2p_\alpha p_\beta + sP_\alpha P_\beta - P_{\alpha\beta} - sP_\alpha^0 P_\beta^0 + P_{\alpha\beta}^0) + O(s^4) \\
= 3ms^3(P_\alpha P_\beta)(0) + O(s^4)
\end{align*}

Together with (3.20) and (3.22), if $|\hat{A}|_G = O(s^4)$, then

\begin{equation}
3m(P_\alpha P_\beta)(0)s^3 + \left(-2mP_s(0) + \frac{1}{6}(b - c) - mP_s^2(0)\right)\delta_{\alpha\beta} s^3 = O(s^4)
\end{equation}

So we must have $P_\alpha P_\beta = 0$ for $\alpha \neq \beta$. If $\nabla P \neq 0$, at such a point, we can choose an orthonormal frame so that $\nabla P/|\nabla P| = \frac{1}{\sqrt{2}}(e_1 + e_2)$. Then $P_1 P_2 \neq 0$, which leads a contradiction. So we derive that $a = 0$, that is $P \equiv 0$ at $s = 0$. Moreover, by $P_s(0) = -\frac{1}{2}$ and $c = 0$. Hence $b = P_{\alpha s \alpha s}(0)$ is such that

\begin{equation}
-2mP_s(0) + \frac{1}{6}(b - c) - mP_s^2(0) = 0,
\end{equation}

so

\begin{equation}
m + \frac{1}{6}b - \frac{3}{4}m = 0,
\end{equation}

that is $b = -\frac{9m}{2}$. Thus (b)(i) $\Rightarrow$ (b)(ii).

On the other hand, if $P \equiv 0$ and $b = -\frac{9m}{2}$ at $s = 0$, then $s(\overline{A}_{\alpha\beta} - \overline{A}_{\alpha\beta}^0) = 0$ and $s(B - B^0) = 0$. In case $i = j = 3$, by Lemma 3.5 we have

\begin{align*}
s(\overline{A}_{33} - \overline{A}_{33}^0) \\
= sL^{-\frac{1}{2}} \left(-9mP_s^2 s^2 + 3P_s^2 s - P_{ss}\right) - s(L^0)^{-\frac{1}{2}} \left(3(P_s^0)^2 s - P_{ss}^0\right) + O(s^4) \\
= s(L^0)^{-\frac{1}{2}} \left(-3(P_s^0)^2 s + P_{ss}^0 - 9mP_s^2 s^2 + 3P_s^2 s - P_{ss}\right) + O(s^4) \\
= s(L^0)^{-\frac{1}{2}}(0) \left(-\frac{1}{2!}(b - c)s^2 - 9mP_s^2(0)s^2\right) + O(s^4) \\
= s(-\frac{1}{2}b - \frac{9m}{4}) + O(s^4) = O(s^4)
\end{align*}

Similarly, in case $i = 3, j = \alpha$, direct computation gives

\begin{align*}
\overline{A}_{\alpha 3a} = L^{-\frac{1}{2}}(-P_{s\alpha} + 2P_s P_\alpha s - 6mP_s P_\alpha s^2) + O(s^3).
\end{align*}
Then
\[ s(\overline{A}_{3\alpha} - \overline{A}^0_{3\alpha}) = s(L^0\cdot s^{-1/2} (-P_s P_s P^{-1}_s P_s P_s s^2 + P^0_s - 2P^0_s P^0_s s^2 + S^0_s P^{-1}_s S^0_s (0)s^3 + O(s^4) = -6m(P_s P_s P^{-1}_s s^3 + O(s^4) = O(s^4). \]

Thus we derive (3.22). This completes the proof of (b)(ii) $\Rightarrow$ (b)(i).

3.4. Applications. By the works of Treibergs [8] and Choi-Treibergs [2], it is known that there are no Bernstein results for entire graphs of nonzero spacelike CMC surfaces in Minkowski spacetime. On the other hand, it was proved by Choquet-Bruhat [3] that if the entire spacelike graph with constant mean curvature 1 given by \( u \) with \( u - r = o(r^{-1}) \), then \( u = (1 + r^2)^{1/2} \) where \( r = |x| \). In [5] Goddard proved that a spacelike CMC surface in the Minkowski spacetime which satisfies infinitessimal constant mean curvature perturbation, then the surface is a hyperboloid. We have the following uniqueness result in terms of the decay rate of scalar curvature.

**Theorem 3.3.** Let \( \Sigma \) be a complete spacelike hypersurface with constant mean curvature \( H = 1 \) in the Minkowski spacetime \( \mathbb{R}^{3,1} \), which is the entire graph of \( u \). Suppose \( P(u) := r - u \) is smooth up to \( s = 0 \) in the setting in §3.3 (with \( m = 0 \)), and suppose the scalar curvature of \( S \) of \( \Sigma \) satisfies \( |S + 6| = O(s^4) \). Then
\[ u(x) = (1 + |x + a|^2)^{1/2} + b \]
for some constant vector \( a \in \mathbb{R}^3 \) and a constant \( b \). In particular, \( \Sigma \) is isometric to the hyperbolic space \( \mathbb{H}^3 \).

**Proof.** By Lemma 3.2, the traceless part \( \overline{A} \) of the second fundamental form satisfies \( |\overline{A}|_G = O(s^2) \) where \( G \) is the induced metric on \( \Sigma \). Let \( P = r - u \). By Theorem 3.2, we know that the corresponding \( P = a_0 + a \cdot x \) at \( s = 0 \) where \( |x| = 1 \). By a translation in the \( t \)-direction, we may assume \( P = a \cdot x \) at \( s = 0 \). Let \( u^0 = (1 + |x + a|^2)^{1/2} \). Then \( P^0 = r - u^0 \) is smooth up to \( s = 0 \) and \( P^0 = r - u^0 \to a \cdot x \) as \( s \to 0 \), i.e. as \( r \to \infty \). Hence \( u - u^0 = P^0 - P \) will uniformly converge to zero as \( r \to \infty \), then by maximum principle, we see that \( u = u^0 \). This also implies that \( \Sigma \) is isometric to the hyperbolic space \( \mathbb{H}^3 \).

The second application is the following. In the construction of spacelike constant mean curvature surfaces, it is useful to construct barriers at the null-infinity first, see [8, 1] for example. By Theorem 3.1, one can construct spacelike surfaces near the future null-infinity with mean curvature being asymptotically constant.

**Theorem 3.4.** For any constant \( H_0 > 0 \) and any smooth function \( f \) on \( S^2 \), one can find a spacelike surface \( \Sigma \) near \( \mathcal{I}^+ \), which is a graph of a function \( P(y, s) \) in
the coordinates \((y, s, \tilde{v})\) so that the mean curvature \(H\) satisfies \(H = H_0 + O(s^3)\) and \(P\) satisfies the boundary condition \(P(y, 0) = f(y)\).

**Proof.** We only prove the case for \(H_0 = 1\). The general case is similar. Define

\[
\begin{aligned}
f_1 := & -\frac{1}{2}(1 + |\nabla f|^2); \\
f_2 := & \frac{1}{2}\langle \nabla (|\nabla f|^2), \nabla f \rangle + \frac{1}{2}\Delta f; \\
f_3 := & \frac{1}{2}(\Delta f)^2 - \Delta |\nabla f|^2 + \langle \nabla \Delta f, \nabla f \rangle + (1 + |\nabla f|^2)
-(\langle \nabla f_2, \nabla f \rangle - |\nabla f_1|^2 - f_1^2).
\end{aligned}
\]

Let

\[
P(y, s) = f(y) + s f_1(y) + \frac{1}{2!} s^2 f_2(y) + \frac{1}{3!} s^3 f_3(y).
\]

Then at \(s = 0\), \(P = f\), \(P_s = f_1\), \(P_{ss} = f_2\) and \(P_{sss} = f_3\). Moreover, \(P\) is smooth up to \(s = 0\) and the graph of \(P\) is spacelike if \(s\) is small enough. By Corollary 3.1, we conclude that the mean curvature of the graph is \(H = H_0 + O(s^3)\). \(\Box\)

From §3.1, we know that a spacelike SSCMC surface is asymptotically hyperbolic in the sense of [9]. Using Corollary 3.1, Theorem 3.2 and Lemma 3.2 we obtain the following for general spacelike CMC surfaces.

**Theorem 3.5.** Let \(\Sigma\) be a spacelike CMC surface which is the graph of \(P = P(y, s)\) defined near the null-infinity satisfying Assumption 3.1. Namely, \(P\) is smooth up to \(s = 0\) and \(\Sigma\) has constant mean curvature \(1\). Suppose \(P(y, 0)\) is a linear combination of the first four eigenfunctions of the Laplacian on the standard unit sphere \(\mathbb{S}^2\). Then \(\Sigma\) is asymptotically hyperbolic in the sense of Chruściel-Herzlich [4].

Let us recall the definition of asymptotically hyperbolic manifold given in [4]. Let \(\mathbb{H}^n\) denote the standard hyperbolic space with metric \(b\) given by

\[
b = d\rho^2 + (\sinh \rho)^2 \sigma
\]

where \(\sigma\) is the standard metric on \(\mathbb{S}^{n-1}\). Choose finitely many geodesic balls of radius 2 in \((\mathbb{S}^{n-1}, \sigma)\), so that the geodesic balls of radius 1 with the same centers cover \(\mathbb{S}^{n-1}\). In each geodesic ball, fix an orthonormal frame \(\{f_\alpha\}_{1 \leq \alpha \leq n-1}\). Let

\[
\varepsilon_0 = \partial_\rho; \quad \varepsilon_\alpha = \frac{1}{\sinh \rho} f_\alpha, \quad 1 \leq \alpha \leq n-1,
\]

where \(\{f_\alpha\}_{1 \leq \alpha \leq n-1}\) is a local orthonormal frame on \(\mathbb{S}^{n-1}\). Then \(\{\varepsilon_i\}_{0 \leq i \leq n-1}\) form a local orthonormal frame on \(\mathbb{H}^n\). In the following, \(i, j, \ldots\) range from 0 to \(n - 1\) and \(\alpha, \beta, \ldots\) range from 1 to \(n - 1\). A metric \(g\) defined outside some compact set of \(\mathbb{H}^n\) is said to be asymptotically hyperbolic, if the metric components \(g_{ij} = g(\varepsilon_i, \varepsilon_j), \quad 0 \leq i, j \leq n - 1\), satisfy

\[
g_{ij} - \delta_{ij} = O(e^{-\tau \rho}), \quad |\varepsilon_k(g_{ij})| = O(e^{-\tau \rho}), \quad |\varepsilon_k(\varepsilon_l(g_{ij}))| = (e^{-\tau \rho})
\]

for some \(\tau > \frac{n}{2}\), such that the scalar curvature \(S\) satisfies that \(S + n(n - 1)\) is in \(L^1(e^\rho dv_b)\) near infinity, where \(dv_b\) is the volume element of \(b\). By extending the metric \(g\) smoothly inside the compact set, we may assume that
$g$ is defined on $\mathbb{H}^n$. Note that if $g$ is strongly asymptotically hyperbolic, then it is asymptotically hyperbolic in the above sense.

First, we need to find intrinsic conditions for a manifold being asymptotically hyperbolic.

**Lemma 3.7.** Let $g$ be a smooth metric on $\mathbb{H}^n$ and let $\theta = g - b$. Then $g$ satisfies (3.24) for some $\tau > 0$, if $|\theta|_b$, $|\nabla \theta|_b$ and $|\nabla^2 \theta|_b$ are of order $e^{-\tau d}$ where $d$ is the distance from a fixed point with respect to $b$, and $\nabla$ is the covariant derivative with respect to $b$.

**Proof.** In the metric of the form (3.24), then $|d - \rho|$ is bounded. Hence a function which is $O(e^{-\tau d})$ if and only if it is $O(e^{-\tau \rho})$. However, $d$ is more intrinsic. Define $\{\Gamma^k_{ij}\}$ by:

$$\nabla_{\varepsilon_i} \varepsilon_j = \Gamma^k_{ij} \varepsilon_k.$$  

Direct computations give:

$$\Gamma^k_{ij} = \frac{1}{2} [-b(\varepsilon_i, \varepsilon_k, \varepsilon_j) - b(\varepsilon_j, \varepsilon_k, \varepsilon_i) + b(\varepsilon_i, \varepsilon_j, \varepsilon_k)],$$

and

$$[\varepsilon_0, \varepsilon_\alpha] = -\frac{\cosh \rho}{\sinh \rho} \varepsilon_\alpha, \quad [\varepsilon_\alpha, \varepsilon_\beta] = \frac{1}{(\sinh \rho)^n} \sum_{\gamma=1}^{n-1} \lambda^\gamma_{\alpha\beta} \varepsilon_\gamma,$$

where $\{\lambda^\gamma_{\alpha\beta}\}$ are smooth functions in the geodesic balls of radius 2 in $(S^{n-1}, \sigma)$ so that geodesic balls of radius 1 will cover $S^{n-1}$. Moreover

$$\begin{cases}
\Gamma^k_{00} = \Gamma^0_{00} = -\Gamma^0_{00} = 0; \Gamma^\gamma_{00} = \coth \rho \delta_{\alpha\beta}; \\
\Gamma^\alpha_{\alpha\beta} = -\cot \rho \delta_{\alpha\beta}; \\
\Gamma^\gamma_{\alpha\beta} = \frac{1}{2 \sinh \rho} (-\lambda^\beta_{\alpha\gamma} - \lambda^\gamma_{\alpha\beta} + \lambda^\gamma_{\alpha\beta}).
\end{cases}$$

It is easy to see that:

$$\varepsilon_l(\Gamma^k_{ij}) = O(e^{-\rho}).$$

Suppose $g$ is metric defined on $\mathbb{H}^n$ such that $|\theta|_b = |g - b|_b = O(e^{-\tau d})$, then one can see that

$$|g_{ij} - \delta_{ij}| = O(e^{-\tau \rho}).$$

because $|d - \rho|$ is bounded. In addition, suppose $|\nabla \theta|_b = O(e^{-\tau d}) = O(e^{-\tau \rho})$. Then

$$\theta_{ij:k} = \varepsilon_k(\theta_{ij}) - \Gamma^l_{k} \theta_{ij} - \Gamma^l_{k} \theta_{il}.$$

Since $\Gamma^k_{ij}$ are uniformly bounded, and $|\theta_{ij}|, |\theta_{ij:k}| = O(e^{-\tau \rho})$, we conclude that $\varepsilon_k(\theta_{ij}) = O(e^{-\tau \rho})$. Suppose we also have $|\nabla^2 \theta|_b = O(e^{-\tau d}) = O(e^{-\tau \rho})$, we prove $\varepsilon_l(\varepsilon_k(\theta_{ij})) = O(e^{-\tau \rho})$. By

$$\theta_{ij:k} = \varepsilon_k(\theta_{ij}) - \Gamma^l_{k} \theta_{ij} - \Gamma^l_{k} \theta_{il},$$

then

$$\theta_{ij:kl} = \varepsilon_l(\theta_{ij:k}) - \Gamma^m_{l} \theta_{mj:k} - \Gamma^m_{l} \theta_{im:k} - \Gamma^m_{ik} \theta_{ij:m}.$$
Again, as $\Gamma^k_{ij}$ are uniformly bounded and $|\nabla \theta_b| = O(\epsilon_{-\tau \rho})$, the left hand side and the last three terms are of order $e^{-\tau \rho}$. On the other hand,

$$
\epsilon_l(\theta_{ij;k}) = \epsilon_l \left( \epsilon_k(\theta_{ij}) - \Gamma^m_{ki}\theta_{mj} - \Gamma^m_{kj}\theta_{im} \right).
$$

Since $\epsilon_l(\theta_{ij}) = \epsilon_l(\theta_k(\epsilon_{ij}))$ and

$$
\epsilon_l(\Gamma^m_{ki}\theta_{mj}) = \epsilon_l(\Gamma^m_{kj}\theta_{mj}) + \Gamma^m_{ki}\epsilon_l(\theta_{mj}) = O(e^{-\tau \rho})
$$

eq, by (3.30), and the fact that $|\theta|_{b}, \nabla \theta|_{b}$ are of order $e^{-\tau \rho}$, we have $\epsilon_l(\theta_k(\epsilon_{ij})) = O(e^{-\tau \rho})$. This completes the proof of the lemma.

}\hfill \Box

We are ready to prove Theorem 3.5

\textbf{Proof of Theorem 3.5.} We may assume that $P|_{s=0} = a \cdot x$, where $x$ is the position vector of a point on $\mathbb{S}^2$. Consider the corresponding CMC surface $\Sigma^0$ in the Minkowski spacetime given by the graph of

$$
\Sigma^0 = \left( 1 + |x + a|^2 \right)^{\frac{1}{2}}.
$$

Let $P^0 = r - u^0$. Then the boundary value of $P^0$ is the same as that of $P$. In fact, in the $y, s$ coordinates, $P - P^0 = O(s^4)$ by Corollary 3.1.

Then $\Sigma_0$ can be considered to be parametrized as: $(y, s) \rightarrow (y, s, -P^0(y, s))$. It is similar for $\Sigma$ defined in the same domain. The metrics for $\Sigma, \Sigma_0$ are given by

$$
g = s^{-2} \left( \sigma_{AB} dy^A dy^B - 2P_s ds^2 - 2P_A dy^A ds \right) - (1 - 2ms) \left( P_A P_B dy^A dy^B + P_s^2 ds^2 + 2P_A P_s dy^A dy^s \right)
$$

$$=: s^{-2} \bar{g}.
$$

and

$$
b = s^{-2} \left( \sigma_{AB} dy^A dy^B - 2P_s^0 ds^2 - 2P_A^0 dy^A ds \right) - (P_A^0 P_B^0 dy^A dy^B + (P_s^0)^2 ds^2 + 2P_A^0 P_s^0 dy^A dy^s)
$$

$$=: s^{-2} \bar{b}.
$$

Note that $(\Sigma_0, b)$ is isometric to $\mathbb{H}^3$. Now $P - P^0 = O(s^4), P_A - P_A^0 = O(s^4)$. Hence $\bar{g}$ and $\bar{b}$ are uniformly equivalent. So $g$ and $b$ are uniformly equivalent. Consider the coordinate frame $e_1 = \partial_{y^1}, e_2 = \partial_{y^2}, e_3 = \partial_s$. Then $(\bar{b}(e_i, e_j))$ and its inverse are uniformly bounded near $s = 0$. Let $\bar{\theta} := \frac{\bar{\theta}}{s}$ and $\theta := \frac{\theta}{s}$. Observe that if $T$ is a $(0, k)$ tensor, then

$$
|T|_b = s^{-k} |T|_{\bar{b}}.
$$

By the estimates on $P - P^0$, we have

$$
|\theta|_b = |\bar{\theta}|_{\bar{b}} = O(s^3).
$$
Since $P^0$ is smooth up to $s = 0$, one can also check that
\[|\nabla \theta|_b = O(s^2), \quad |\nabla^2 \theta|_b = O(s).\]
where $\nabla$ is the covariant derivative with respect to $\mathbf{b}$. Hence we have
\[|\nabla \theta|_b = O(1), \quad |\nabla^2 \theta|_b = O(s^{-1}).\]
From this and the fact that $\Gamma - \overline{\Gamma} = O(s^3)$, where $\Gamma, \overline{\Gamma}$ are the Christoffel symbols with respect to $\mathbf{b}, \overline{\mathbf{b}}$ respectively in the coordinates $y^1, y^2, s$, one can check that
\[|\nabla \theta|_b = O(s^3); \quad |\nabla^2 \theta|_b = O(s^3).\]
where $\nabla$ is the covariant derivative with respect to $\mathbf{b}$.

On the other hand, by Theorem 3.2 and Lemma 3.2. the scalar curvature $\mathcal{S}$ of $\Sigma$ satisfies $|\mathcal{S} + 6| = O(s^6)$.

We claim that $C_1 e^{-d} \leq s \leq C_2 e^{-d}$ for some constants $C_1, C_2 > 0$, provided $s$ is small enough, where $d$ is the distance from a fixed point on $\Sigma_0$ with respect to $\mathbf{b}$. If the claim is true, then one can see that the theorem is true. To prove the claim, let $z = x + a$ be the translation of $x$ in the Minkowski spacetime. Then $\Sigma_0$ is the graph of $(1 + |z|^2)^{\frac{1}{2}}$. It is easy to see that the distance from a suitable fixed point $d$ satisfies
\[
\sinh d = |z| = |x + a| = |x||1 + \frac{a}{|x|}| = s^{-1}|1 + sa|.
\]
From this, one can see that the claim is true and so the proof of the theorem is completed. □

4. Behaviors near $T, X = 0$

Consider the spacelike SSCMC surface given as a graph of $f(r)$ in the region I constructed by Lee-Lee [7], we know that only in the case that the surface passes through $T = X = 0$, $f(r)$ will have finite limit as $r \to 2m$. Motivated by this fact, in this section, we will study the behavior of spacelike CMC surfaces near the black hole region. We only study spacelike CMC surfaces near $T = X = 0$ in the Kruskal extension and derive some restrictions on the surfaces.

4.1. Behaviors of SSCMC surfaces near $T, X = 0$. We first recall the behavior of a spacelike SSCMC hypersurface near $T = X = 0$ studied in [6] and [7]. Let $t = f(r)$ be the function of such a SSCMC hypersurface $\Sigma$ in Schwarzschild spacetime with mass $m > 0$ and $c_1 = -8m^3H$ under the usual coordinates $(t, r, y)$. By Proposition 4(b) in [7], we know that $\lim_{r \to 2m} f(r)$ is finite, and $\frac{d}{dr} f(r) = O(r - 2m)^{-\frac{1}{2}}$, as $r \to 2m$. Indeed, by Theorem 5 in [7], we
know that the $T$-coordinate function $T$ of this $\Sigma$ is $C^\infty$-smooth with respect to $X$ near $T = X = 0$. By Proposition 4.1 below, we know that its corresponding $t$-coordinate function $f$ is also $C^\infty$-smooth with respect to $\eta = (1 - \frac{2m}{r})^{\frac{1}{2}}$ near $\eta = 0$ which is equivalent to $r = 2m$.

From the construction in [7], one can see that for this kind of spacelike SSCMC surfaces $f$ is determined by $f(2m)$. Hence one cannot prescribe the values of the function $f(2m)$ and $P(0)$ which is the value of $P$ at null-infinity $s = 0$ simultaneously. In fact, by Proposition 2.1 in [6] (see also Proposition 2 in [7]) with $c_1 = -8m^3H$ and let

$$l_1(r) = h^{-\frac{1}{2}}(r)(Hr - \frac{8m^3H}{r^2}),$$

here $h = 1 - \frac{2m}{r}$, and then we have

$$f(r) = \int_{2m}^{r} h^{-1}(x)(1 + l_1^2(x))^{-\frac{1}{2}} l_1(x) dx + \bar{c}_1$$

therefore, $\bar{c}_1 = f(2m)$ which implies that we cannot prescribe the value of $P$ at $s = 0$ for those functions arising from SSCMC hypersurfaces. On the other hand, for a general spacelike CMC hypersurface under coordinates $(t, r, y)$, $r \geq 2m$, let $u$ be its $t$-coordinate function, if $u(2m)$ and its corresponding $P(0)$ are both constants, note that Schwarzschild spacetime is spherical symmetric, then by maximum principle, we know that $u$ depends only on $r$, thus, we see that one cannot prescribe the values of the functions $u(2m)$ and $P(0)$ simultaneously even for a general spacelike CMC hypersurface.

4.2. Behaviors of general CMC surfaces near $T, X = 0$ (I). We want to discuss the behaviors of a spacelike CMC graph in Region I as the graph approaches to $T = X = 0$ in the Kruskal extension under some conditions on the smoothness. Consider a spacelike surface $\Sigma$ in Region I, which is a graph of a function $u$: $t = u(r, y)$ for $r_1 < r < r_2$ with $2m \leq r_1 < r_2 \leq \infty$ and $y \in S^2$. In the Kruskal extension, the coordinates are $(T, X, y)$. Hence a point $(u(r, y), r, y)$ on the surface will be of the form $(T(r, y), X(r, y), y)$ in the Kruskal extension. Consider the map: $\Phi : (r_1, r_2) \times S^2 \to \mathbb{R}^+ \times S^2$ with $\Phi(r, y) = (X(r, y), y)$. We have the following:

**Lemma 4.1.** In the above setting, let $\Omega$ be the image of $\Phi$. Then $\Phi$ is a diffeomorphism onto its image $\Omega$. Hence, $\Sigma$ is given by the graph of $T = T(X, y)$ over $\Omega$.

**Proof.** By (2.6), we have

$$\frac{\partial X}{\partial r} = \exp\left(\frac{r_*}{4m}\right) \frac{1}{4m} \left(\frac{r}{r - 2m}\right) \cosh \frac{u}{4m} + \frac{\partial u}{\partial r} \sinh \frac{u}{4m}\right),$$

Note that $\Sigma$ is spacelike, we have

$$\left|\frac{\partial u}{\partial r}\right| < \frac{r}{r - 2m},$$
hence for any \( r > 2m \) and \( y \in S^2 \), we have
\[
\frac{\partial X}{\partial r} > 0.
\]
From this, it is easy to see that \( \Phi \) is a local diffeomorphism. On the other hand, if \( \Phi(r, y) = \Phi(r', y') \), then \( y = y' \) and \( X(r, y) = X(r', y') \). By the above inequality, we conclude that \( r = r' \). This completes the proof of the lemma.
\[
\square
\]
In the sequel, we make the following

**Assumption 4.1.** Let \( \Sigma \) be a smooth and spacelike graph of a bounded function \( u \) in the Region I and can be extended to be a smooth spacelike surface near \( T = X = 0 \) so that \( T \) is a smooth function of \( X, y \).

Since \( u \) is bounded, \( X(r, y) \to 0 \) if and only if \( r \to 2m \). In this case, we also have \( T(X, y) \to 0 \).

**Proposition 4.1.** Let \( \Sigma \) be a spacelike graph of a function \( u = u(r, y) \) inside Region I satisfying Assumption 4.1. Then \( u \) is smooth at \( \eta = 0 \) as a function of \( \eta, y \), where \( \eta = h^{\frac{1}{2}} = (1 - \frac{2m}{r})^{\frac{1}{2}} \).

**Proof.** Let \( \Phi \) be the diffeomorphism as above. We may assume that \( \Phi \) will map \((0, \eta_0) \times S^2\) onto \( \Omega \) which contains \((0, a) \times S^2\) for some \( a > 0 \). Here \( \eta = h^{\frac{1}{2}} \) as before. Then any function in \((\eta, y)\) is also a function in \(X, y\) near \( \eta = 0 \).

Let \( \phi \) be a smooth function of \( X, y \) near \( X = 0 \), then it is also a smooth function of \( \eta, y \) near \( \eta = 0 \) and vice versa. In the following, as a function of \( X, y \), the partial derivative of \( \phi \) with respect to \( X, y \) will be denoted by \( \phi_X, \phi_A := \partial_{y^A} \) where \( y^A \) are local coordinates of \( S^2 \), \( A = 1, 2 \). As a function of \( \eta, y \), the partial derivatives will be denoted by \( \partial_\eta, \partial_A \).

Suppose \( \phi \) is a smooth function of \( X, y \) near \( X = 0 \), then
\[
\phi_X = \partial_r \phi(r_X + r_T T_X)
= \partial_r \phi \cdot \left( \frac{4m^2 \eta^2 X}{X^2 - T^2} - \frac{4m^2 \eta^2 T}{X^2 - T^2} T_X \right)
= 4m^2 r^{-2}(X^{-1} \eta) \left( \frac{1}{1 - \left( \frac{T}{X} \right)^2} \right) \partial_\eta \phi
= G \cdot \partial_\eta \phi
\]
where
\[
G = 4m^2 r^{-2}(X^{-1} \eta) \left( \frac{1}{1 - \left( \frac{T}{X} \right)^2} \right).
\]
And

\[ \phi_A = \partial_A \phi + \partial_r \phi_r T_A \]
\[ = \partial_A \phi - \partial_r \phi \frac{4mr^2 T}{X^2 - T^2} T_A \]
\[ = \partial_A \phi - 4m^2 r^{-2} \partial_r \phi (X^{-1} \eta) \frac{T}{1 - (\frac{T}{X})^2} \cdot T_A \]
\[ = \partial_A \phi - KT_A \partial_r \phi \]

(4.2)

\[ A = 1, 2, \] where

\[ K = 4m^2 r^{-2} (X^{-1} \eta) \frac{T}{1 - (\frac{T}{X})^2} \cdot \]

We claim that \( G, K \) are smooth functions in \( X, y \) near \( X = 0 \) and \( G(0, y) \geq c > 0 \). Suppose the claim is true. Let \( \phi \) be a smooth function in \( X, y \). We can conclude that \( \partial_r \phi \) is continuous up to \( \eta = 0 \) by (4.1), because \( X \to 0 \) as \( \eta \to 0 \). Moreover, \( \partial_r \phi \) is a smooth function of \( \eta, y \) near \( \eta = 0 \). Using (4.2), we can also conclude that \( \partial_A \phi \) is continuous up to \( \eta = 0 \), for \( A = 1, 2 \) and \( \partial_A \phi \) is a smooth function in \( \eta, y \) near \( \eta = 0 \). Inductively, we can conclude that \( \phi \) is a smooth function in \( \eta, y \) up to \( \eta = 0 \).

Apply the argument to the function:

\[ e^{\frac{2m}{r}} = \frac{X + T}{X - T}, \]

we can conclude that \( u \) is smooth as a function in \( \eta, y \) at \( \eta = 0 \), provided it is a smooth function in \( X, y \). This is indeed the case, because

\[ \frac{X + T}{X - T} = \frac{X + \sum_{k=1}^{l} \frac{X^k}{k!} T_k + R_l}{X - \sum_{k=1}^{l} \frac{X^k}{k!} T_k + R_l} 
\]
\[ = 1 + T_1 + \frac{X^{k-1}}{k!} T_k + R_{l-1} \]
\[ \frac{1}{1 - T_1 - \sum_{k=2}^{l} \frac{X^{k-1}}{k!} T_k + R_{l-1}} \]

(4.3)

where \( R_l = O(X^{l+1}) \) so that \( (R_l)_X = O(X^k), (R_l)_XX = O(X^{k-1}) \) etc., and \( (R_l)_A = O(X^{l+1}) \) etc. Here \( T_1 = T_X(0, y), T_2 = T_{XX}(0, y) \) etc., which are smooth functions on \( S^2 \). By Assumption 4.1, near \( X = 0 \), we have \( |T_1| < 1 \).

It remains to prove the claim. We first consider \( X^{-1} \eta \). We have

\[ \sqrt{\frac{X + T}{X - T}} + \sqrt{\frac{X - T}{X + T}} = \frac{2X}{\sqrt{X^2 - T^2}} = 2X \left( \frac{r}{2m} - 1 \right) \exp \left( \frac{r}{2m} \right) \]

So

\[ X^{-1} \eta = 2 \left( \frac{2m}{r} \right)^{\frac{1}{2}} \exp \left( -\frac{r}{4m} \right) \left( \sqrt{\frac{X + T}{X - T}} + \sqrt{\frac{X - T}{X + T}} \right)^{-1} \]
By (4.3) and the fact that $|T_1| < 1$, we conclude that

$$X^{-1} \eta \left( \frac{2m}{r} \right)^{\frac{1}{2}} \exp \left( -\frac{r}{4m} \right)$$

is a smooth function in $X, y$. Using the fact that $\frac{2m}{r} = 1 - \eta^2$, let

$$\psi(\eta) := \eta \left( \frac{2m}{r} \right)^{\frac{1}{2}} \exp \left( -\frac{r}{4m} \right) = \eta \left( 1 - \eta^2 \right)^{\frac{1}{2}} \exp \left( -\frac{1}{2} \left( 1 - \eta^2 \right)^{-1} \right).$$

Then $\psi(\eta)$ is a smooth function of $X, y$. Since $\psi'(0) = 1$, we conclude that by implicit function theorem, $\eta$ is a smooth function in $X, y$. From this it is easy to see the claim is true.

Consider a spacelike CMC surface with constant mean curvature $H$ with respect to the future directed unit normal in Region I, which is the graph of a function $u = u(\eta, y)$. We also assume that Assumption 4.1 is true. By the previous lemma, $u$ is smooth up to $\eta$. We want to consider the behaviors of $u$ near $\eta = 0$. We have the following:

**Theorem 4.1.** All derivatives of $u$ at $\eta = 0$ can be expressed in terms of the derivatives of $u$ with respect to $S^2$. Moreover, at $\eta = 0$,

$$\partial_\eta u = 24m^2 H.$$

**Proof.** By Lemma 2.1, we have

$$3HL^{\frac{1}{2}} = m^2 r^{-4} \left( Lu_{\eta\eta} + (L^{-1} - \frac{1}{2} L) u_\eta \right) + r^{-2} \left( L\Delta u - \frac{1}{2} \langle \tilde{\nabla} L, \tilde{\nabla} u \rangle \right) =: A + B$$

where

$$L = \eta^{-2} - m^2 r^{-4} u_\eta^2 - r^{-2} \mid \tilde{\nabla} u \mid^2,$$

here $\tilde{\nabla} u$ and $\mid \tilde{\nabla} u \mid$ are taken with respect to the standard metric of $S^2$ etc. We want to expand the terms as a power of $\eta$. By

$$\eta^3 \times A = m^2 r^{-4} \left( \eta - \left( m^2 r^{-4} u_\eta^2 + r^{-2} \mid \tilde{\nabla} u \mid^2 \right) \eta^3 \right) u_\eta$$

$$+ m^2 r^{-4} \left( 1 - \left( m^2 r^{-4} u_\eta^2 + r^{-2} \mid \tilde{\nabla} u \mid^2 \right) \eta^3 \right) u_\eta$$

$$- \frac{1}{2} m^2 r^{-4} \left( -2 - \left( 2m^2 r^{-4} u_\eta u_{\eta\eta} + r^{-2} \mid \tilde{\nabla} u \mid^2 \right) \eta^3 \right) u_\eta$$

$$- \frac{1}{2} m^2 r^{-4} \left( 4mr^{-3} u_\eta^2 + 2r^{-3} m^{-1} r^2 \mid \tilde{\nabla} u \mid^2 \right) \eta^4 u_\eta,$$

$$\eta^3 \times B = r^{-2} \left( \eta - \left( m^2 r^{-4} u_\eta^2 + r^{-2} \mid \tilde{\nabla} u \mid^2 \right) \eta^3 \right) \tilde{\Delta} u$$

$$+ \frac{1}{2} r^{-2} \eta^3 \langle (m^2 r^{-4} \tilde{\nabla} u_\eta^2 + r^{-2} \tilde{\nabla} \mid \tilde{\nabla} u \mid^2), \tilde{\nabla} u \rangle.$$
then
\[ \eta^3 \times \text{RHS} = \sum_{k=0}^{4} a_k \eta^k \]
where
\[
\begin{align*}
  a_0 &= 2m^2 r^{-4} u_\eta, \\
  a_1 &= m^2 r^{-4} u_{\eta \eta} + r^{-2} \tilde{\Delta} u \\
  a_2 &= -m^2 r^{-4} \left( m^2 r^{-4} u_\eta^2 + r^{-2} |\tilde{\nabla} u|^2 \right) u_\eta \\
  a_3 &= -m^2 r^{-4} \left( m^2 r^{-4} u_\eta^2 + r^{-2} |\tilde{\nabla} u|^2 \right) u_{\eta \eta} - r^{-2} \tilde{\Delta} u \left( m^2 r^{-4} u_\eta^2 + r^{-2} |\tilde{\nabla} u|^2 \right) \\
  &+ \frac{1}{2} m^2 r^{-4} \left( 2m^2 r^{-4} u_\eta u_{\eta \eta} + r^{-2} (|\tilde{\nabla} u|^2) u_\eta + \frac{1}{2} r^{-2} \left( m^2 r^{-4} \tilde{\nabla} u_\eta^2 + r^{-2} \tilde{\nabla}(|\tilde{\nabla} u|^2), \tilde{\nabla} u \right) \right) \\
  a_4 &= -m^2 r^{-4} \left( 2m^2 r^{-4} u_\eta^2 + r^{-3} m^{-1} r^2 |\tilde{\nabla} u|^2 \right) u_\eta
\end{align*}
\]
On the other hand,
\[
\eta^3 \times \text{LHS} = 3H \left( 1 - \eta^2 \left( m^2 r^{-4} u_\eta^2 + r^{-2} |\tilde{\nabla} u|^2 \right) \right)^{\frac{3}{2}}
\]
(4.7)
\[
= 3H \left( 1 + \sum_{k=1}^{\infty} b_k \eta^{2k} \right)
\]
where
\[
b_k = (-1)^k \left( \frac{3}{k} \right) \left( m^2 r^{-4} u_\eta^2 + r^{-2} |\tilde{\nabla} u|^2 \right)^k
\]
and
\[
\left( \frac{3}{k} \right) = \frac{1}{k!} \cdot \frac{3}{2} \cdot \frac{3}{2} \ldots \cdot \frac{3}{2} - k + 1.
\]
In general, note that \( r^{-1} = \frac{1}{2m} (1 - h) = \frac{1}{2m} (1 - \eta^2) \). In the following, let us denote \( S_k \) to be a polynomial of derivatives w.r.t. \( S^2 \) and \( \eta \) of \( \partial^k_\eta u \) up to order \( k \), it may vary from line to line. Then we have
\[
\eta^3 \times \text{RHS} = \frac{1}{8m^2} u_\eta + \frac{1}{16m^2} u_{\eta \eta} \eta + S_1 \eta + S_2 \eta^2.
\]
Hence at \( \eta = 0 \), for \( k \geq 1 \),
\[
\partial^k_\eta \left( \eta^3 \times \text{RHS} \right) = \left( \frac{1}{8m^2} + \frac{k}{16m^2} \right) \partial^{k+1}_\eta u + S_k
\]
Also
\[
\partial^k_\eta \left( \eta^3 \times \text{LHS} \right) = S_k.
\]
Hence if \( \partial^k_\eta u \) can be expressed in terms of the boundary data when \( \eta = 0 \) for \( 1 \leq i \leq k \), then this is also true for \( \partial^{k+1}_\eta u \). Let us compute \( \partial_\eta u \). Let \( \eta = 0 \) in (4.7) and (4.6), we have at \( \eta = 0 \).
\[
u_\eta = 24m^2 H.
\]
\[
\square
\]
Remark 4.1. We remark that from the theorem, consider two spacelike CMC surfaces with constant mean curvature $H$ given as graphs of $u_1, u_2$ in $r > 2m$. Suppose $u_1, u_2$ satisfy the conditions in the theorem. If $u_1(2m) = u_2(2m)$, then $u_1, u_2$ will agree up to infinite order at $\eta = 0$ as functions of $\eta, y$.

4.3. Behaviors of general CMC surfaces near $T, X=0$ (II). To investigate the totally geodesic of the inner boundary of a spacelike CMC hypersurface smooth near $T, X=0$, we adopt the original coordinates $(t, r, \theta, \phi)$ in Schwarzschild spacetime $\mathbb{X}^{3,1}$. Let $\Sigma$ be a spacelike graph of function $t = u(r, \theta, \phi)$ in Region I, then the induced metric of $g_{Sch}$ on $\Sigma$ is

$\begin{align*}
\begin{aligned}
g|_{\Sigma} &= (h^{-1} - hu_r^2)dr^2 + (r^2 - hu_{\theta}^2)d\theta^2 + (r^2 \sin^2 \theta - hu_{\phi}^2)d\phi^2 \\
&\quad - 2hu_ru_\theta drd\theta - 2hu_ru_\phi drd\phi - 2hu_{\theta}u_\phi d\theta d\phi
\end{aligned}
\end{align*}$

(4.8)

Denote $\partial \Sigma := \{(u(2m, \theta, \phi), 2m, \theta, \phi) : (\theta, \phi) \in \mathbb{S}^2\}$, then $\partial \Sigma$ is an inner boundary of $\Sigma$. Let

$e_1 = h^{\frac{1}{2}}(u_r \partial_t + \partial_r); e_2 = u_\theta \partial_t + \partial_\theta; e_3 = u_\phi \partial_t + \partial_\phi,$

then $\{e_i\}_{1 \leq i \leq 3}$ are tangent vectors of $\Sigma$ and $\{e_2, e_3\}$ are tangent vectors of the inner boundary $\partial \Sigma$.

Theorem 4.2. Suppose a spacelike hypersurface $\Sigma$ satisfies Assumption [4.1] and $u_\eta \neq 0$ at $r = 2m$, then $\partial \Sigma$ is totally geodesic in $\Sigma$. In particularly, $\partial \Sigma$ is totally geodesic for a spacelike CMC surface satisfying Assumption [4.1].

Proof. Let

$\rho(r) = \int_{2m}^{r} h^{-\frac{1}{2}}(\tau) d\tau,$

then $\partial_\rho = h^{\frac{1}{2}} \partial_r$ and for any $r > 2m$,

$h^{\frac{1}{2}} u_r = u_\eta \frac{m}{r^2}.$

By the conditions, we know that $h^{\frac{1}{2}} u_r$ is smooth up to $r = 2m$, and $A := \lim_{r \to 2m} h^{\frac{1}{2}} u_r \neq 0$. We claim that at $r = 2m$,

$\langle \nabla_{e_i} e_j, \partial_\rho \rangle = 0, \quad i, j = 2, 3.$

(4.9)

In fact, denote $(x^0, x^1, x^2, x^3) = (t, r, \theta, \phi)$, then direct computations give

$\Gamma_{00}^1 = \frac{hh'}{2}; \Gamma_{11}^1 = -\frac{h'}{2h}; \Gamma_{22}^1 = -rh; \Gamma_{33}^1 = -rh \sin^2 \theta; \Gamma_{ab}^1 = 0, a \neq b, 0 \leq a, b \leq 3.$

Hence, at $r = 2m$,

$\langle \nabla_{e_2} e_2, \partial_\rho \rangle = h^{\frac{1}{2}}(u_\theta^2 \langle \nabla_\theta \partial_t, \partial_r \rangle + u_\theta \langle \nabla_\theta \partial_\theta, \partial_r \rangle + \langle \nabla_\theta \partial_\phi, \partial_r \rangle) = h^{\frac{1}{2}}(u_\theta^2 \frac{hh'}{2} - rh) = u_\theta^2 mr^{-2} h^{\frac{1}{2}} - rh^{\frac{3}{2}} = 0,$
\[ \langle \nabla_{e_2} e_3, \partial_\rho \rangle = h^2 \left( u_\theta u_\phi \langle \nabla_{\partial_\theta} \partial_t, \partial_t \rangle + u_\phi \langle \nabla_{\partial_\phi} \partial_t, \partial_t \rangle + \langle \nabla_{\partial_\theta} \partial_\phi, \partial_\rho \rangle \right) \]
\[ = h^2 \left( u_\theta u_\phi - \frac{h h'}{2} \right) = u_\theta u_\phi m r^{-2} h^2 = 0, \]
\[ \langle \nabla_{e_3} e_3, \partial_\rho \rangle = h^2 \left( u_\phi^2 \langle \nabla_{\partial_\phi} \partial_t, \partial_t \rangle + u_\phi \langle \nabla_{\partial_\phi} \partial_\phi, \partial_\rho \rangle + \langle \nabla_{\partial_\phi} \partial_\phi, \partial_\rho \rangle \right) \]
\[ = h^2 \left( \frac{u_\phi^2 h h'}{2} - r h \sin^2 \theta \right) = u_\phi^2 m r^{-2} h^2 - r \sin^2 \theta h^2 = 0. \]

Note that the vector field \( e_1 \) is smooth in the hypersurface \( \Sigma \), let
\[ (4.10) \]
\[ v_1 = \lim_{r \to 2m} e_1 = A \partial_t + \partial_\rho, \]
then by the assumption, we see that \( v_1 \) is normal vector of \( \partial \Sigma \) in \( \Sigma \). On
the other hand, the level surface of \( t \) in \( X^{3,1} \) is totally geodesic, hence, we have (when we do covariant derivatives, we always extend \( u \) trivially in a neighborhood of \( \partial \Sigma \) in the hypersurface \( \Sigma \))
\[ (4.11) \]
\[ \langle \nabla_{e_i} e_j, \partial_t \rangle = 0. \]

Combining with \( (4.9) \), \( (4.10) \) and \( (4.11) \), we get for \( i, j = 2, 3 \),
\[ \langle \nabla_{e_i} e_j, v_1 \rangle = 0 \]
which implies \( \partial \Sigma \) is totally geodesic in \( \Sigma \). Together with Theorem \( 4.1 \) we know the
last conclusion is true. \( \square \)
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