Asymptotic stability for stochastic dissipative systems with a Hölder noise
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Abstract

We prove the exponential stability of the zero solution of a stochastic differential equation with a Hölder noise, under the strong dissipativity assumption. As a result, we also prove that there exists a random pullback attractor for a stochastic system under a multiplicative fractional Brownian noise.

Keywords: fractional Brownian motion, stochastic differential equations (SDE), Young integral, exponential stability, random attractor.

1 Introduction

In this paper we study the long term asymptotic behavior of the following nonautonomous stochastic differential equation

\[ dx(t) = [A(t)x(t) + F(t, x(t))]dt + C(t)x(t)dZ(t), \quad x(0) = x_0 \in \mathbb{R}^d, \quad (1.1) \]

where \( Z(t) \) is a stationary stochastic process with almost sure all trajectories \( \omega(t) = Z(t, \omega) \) to be Hölder continuous of index \( \nu > \frac{1}{2} \). System (1.1) can be solved by the pathwise approach with the help of Young integral [26]. We will derive sufficient conditions on coefficient functions \( A, F, C \), for which the zero solution is asymptotically or exponentially stable.

Stochastic stability is systematically treated in [16] and [18]. For example, the stability problem for system under a standard Brownian noise, i.e. the case of which \( Z(t) \) is replaced by the stochastic Brownian motion \( B(t) \), can be studied using the Ito’s formula

\[ d\|x(t)\|^2 = \left(2\langle x(t), A(t)x(t) \rangle + 2\langle x(t), F(t, x(t)) \rangle + \|C(t)x(t)\|^2 \right)dt + 2\langle x(t), C(t)x(t) \rangle dB(t), \]

which follows that

\[ dE\|x(t)\|^2 = E\left(2\langle x(t), A(t)x(t) \rangle + 2\langle x(t), F(t, x(t)) \rangle + \|C(t)x(t)\|^2 \right)dt, \]

where \( E \) denotes the expectation function. Therefore under conditions on negative definiteness of \( A(t) \) and global Lipschitz continuity of \( F \) w.r.t. \( x \) with a small Lipschitz constant, given \( \|C(t)\| \) small enough, the quantity \( E\|x(t)\|^2 \) is exponentially decaying to zero, which implies that \( \|x(t)\| \) converges exponentially and almost surely to zero due to Borel-Catelli lemma (see [24] p 255).
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The situation is however different here with equation (1.1), since in general $Z$ is neither a Markov process nor a semimartingale (e.g. fractional Brownian motion $B^H$ [22]), hence the expectation $E(x(t), C(t)x(t))dZ(t)$ does not vanish. Therefore a new approach to study stochastic stability is necessary. Recently, the global dynamics is studied in [9] for which the noise is assumed to be fractional Brownian motion with small intensity. On the other hand, the local stability is studied in [12] and in [14] for which the diffusion coefficient $C(t)x(t)$ is replaced by $G(x(t))$ which is flat, i.e. $G(0) = DG(0) = 0$. It is also important to note that all above mentioned references apply fractional calculus (see also [19], [21], [27], [28]) to deal with the stability problem.

In this paper we re-examine this problem using a different method, which combines the discretization scheme developed in [3], [4] and [9] but for polar coordinates, using $p$-var norm estimates. The main difficulty lies in how to use trajectory-wise estimate to deal with the driving noise, which is expected to be technical. We prove in Theorem 3.4 that for $A$ negative definite and $F$ with small Lipschitz coefficient, one can choose $C$ small enough in terms of average $q$-var norm such that the system is pathwise exponentially stable.

The result is then applied to study the asymptotic behavior of the stochastic system

$$\text{dx}(t) = [Ax(t) + f(x(t))]dt + Cx(t)dB^H(t), t \in \mathbb{R}, \ x(0) = x_0 \in \mathbb{R}^d, \quad (1.2)$$

where we assume for simplicity that $A, C \in \mathbb{R}^{d \times d}$, $f: \mathbb{R}^d \to \mathbb{R}^d$ such that $f(0) \neq 0$, and $B^H$ is a one-dimensional fractional Brownian motion with Hurst exponent $H \in (0, 1)$ [17], i.e. it is a family of centered Gaussian processes $B^H = \{B^H(t), t \in \mathbb{R}\}$ with continuous sample paths and the covariance function

$$R_H(s, t) = \frac{1}{2}(t^{2H} + s^{2H} - |t-s|^{2H}), \forall t, s \in \mathbb{R}.$$ 

Since no deterministic equilibrium such as the zero solution is found, system (1.2) is expected to possess a random attractor, which is a generalization of the classical attractor concept (see e.g. [6] or [5] for a survey on random attractor theory). In the stochastic setting with fractional Brownian motions, there are works by [11] in which the diffusion coefficient is assumed to be bounded. Here in this paper, we will prove in Theorem 4.4 that for $A$ negative definite and $F$ with small Lipschitz coefficient, one can choose $C$ small enough in terms of average $q$-var norm such that the system is pathwise exponentially stable.

2 Preliminaries

2.1 Young integral

Let $C([a, b], \mathbb{R}^d)$ denote the space of all continuous paths $x: [a, b] \to \mathbb{R}^d$ equipped with sup norm $\| \cdot \|_{\infty, [a, b]}$ given by $\|x\|_{\infty, [a, b]} = \sup_{t \in [a, b]} \|x(t)\|$, where $\| \cdot \|$ is the Euclidean norm in $\mathbb{R}^d$. For $p \geq 1$ and $[a, b] \subset \mathbb{R}$, $C^p$-var ([a, b], $\mathbb{R}^d$) $\subset C([a, b], \mathbb{R}^d)$ denotes the space of all continuous path $x: [a, b] \to \mathbb{R}^d$ which is of finite $p$-variation

$$\|x\|_{p\text{-var}, [a, b]} := \left( \sup_{\Pi(a, b)} \sum_{i=1}^{n} \|x(t_{i+1}) - x(t_i)\|^p \right)^{1/p} < \infty, \quad (2.1)$$

where the supremum is taken over the whole class of finite partition of $[a, b]$. $C^p$-var ([a, b], $\mathbb{R}^d$) equipped with the $p$-var norm

$$\|x\|_{p\text{-var}, [a, b]} := \|x(a)\| + \|x\|_{p\text{-var}, [a, b]},$$

is a nonseparable Banach space [10] Theorem 5.25, p. 92. Also for each $0 < \alpha < 1$, we denote by $C^{\alpha\text{-Hol}}([a, b], \mathbb{R}^d)$ the space of Hölder continuous functions with exponent $\alpha$ on $[a, b]$ equipped with the norm

$$\|x\|_{\alpha\text{-Hol}, [a, b]} := \|x(a)\| + \sup_{a \leq s < t \leq b} \frac{\|x(t) - x(s)\|}{(t-s)^{\alpha}}.$$
Given a simplex \( \Delta[a, b] := \{(s, t) | a \leq s \leq t \leq b\} \), a continuous map \( \varpi : \Delta[a, b] \rightarrow \mathbb{R}^+ \) is called a control (see e.g. [10]) if it is zero on the diagonal and superadditive, i.e.

(i) For all \( t \in [a, b] \), \( \varpi_{t,t} = 0 \).

(ii) For all \( s \leq t \leq u \) in \([a, b] \), \( \varpi_{s,t} + \varpi_{t,u} \leq \varpi_{s,u} \).

Now, consider \( x \in C^{q\text{-var}}([a, b], \mathbb{R}^{d \times m}) \) and \( \omega \in C^{p\text{-var}}([a, b], \mathbb{R}^m) \) with \( \frac{1}{p} + \frac{1}{q} > 1 \), the Young integral \( \int_a^b x(t) d\omega(t) \) can be defined as

\[
\int_a^b x(s) d\omega(s) := \lim_{|\Pi| \rightarrow 0} \sum_{[u, v] \in \Pi} x(u) (\omega(v) - \omega(u)),
\]

where the limit is taken on all the finite partition \( \Pi = \{a = t_0 < t_1 < \cdots < t_n = b\} \) of \([a, b] \) with \( |\Pi| := \max |v - u| \) (see [26, p. 264–265]). This integral satisfies additive property by the construction, and the so-called Young-Loeve estimate [10, Theorem 6.8, p. 116]

\[
\left\| \int_s^t x(u) d\omega(u) - x(s)[\omega(t) - \omega(s)]\right\| \leq K \|x\|_{q\text{-var},[s,t]} \|\omega\|_{p\text{-var},[s,t]}, \forall [s, t] \subset [a, b] \tag{2.2}
\]

where

\[
K := (1 - 2^{1-\theta})^{-1}, \quad \theta := \frac{1}{p} + \frac{1}{q} > 1. \tag{2.3}
\]

Throughout this paper, we would assume for simplicity that \( m = 1 \). Notice that all the results are still correct for any \( m \in \mathbb{N} \), with a small modification.

### 2.2 Nonlinear Young differential equations

For any fixed \( 1 < p < 2 \), \( T > 0 \) and a continuous path \( \omega \) that belongs to \( C^{p\text{-var}}([0, T], \mathbb{R}) \), consider the deterministic differential equation in the Young sense

\[
dx(t) = [A(t)x(t) + F(t, x(t))] dt + C(t)x(t) d\omega(t), \quad x(0) = x_0, \tag{2.4}
\]

where \( 0 \leq t \leq T \), \( x_0 \in \mathbb{R}^d \), \( A \in C([0, T], \mathbb{R}^{d \times d}) \) and \( C \in C^{q\text{-var}}([0, T], \mathbb{R}^{d \times d}) \) with \( q \) satisfying \( q \geq p \) and \( \frac{1}{p} + \frac{1}{q} > 1 \). Additionally, \( F \) is globally Lipschitz continuous w.r.t. \( x \), i.e there exists \( L > 0 \) such that for all \( t \in [0, T] \), for all \( x, y \in \mathbb{R}^d \), \( \|F(t, x) - F(t, y)\| \leq L \|x - y\| \). Then the system (2.4) possesses a unique solution in both the forward and backward sense, as studied in [3, 4]. In fact under these conditions the system can be transformed to a classical ordinary differential equation which satisfies the existence and uniqueness theorem.

**Theorem 2.1** There exists an unique solution to the system (2.4) in the space \( C^{q\text{-var}}([0, T], \mathbb{R}^d) \).

**Proof:** Indeed, due to [1], there exists a unique solution to the equation

\[
dz(t) = A(t)x(t) dt + C(t)z(t) d\omega(t) \tag{2.5}
\]

in the space \( C^{q\text{-var}}([0, T], \mathbb{R}^d) \). Denote by \( \Phi(t, \omega) \) the fundamental matrix of solution of (2.5) with \( \Phi(0, \omega) = \text{Id} \) - the identity matrix. Put \( u(t) = \Phi^{-1}(t, \omega)x(t) \), then by the integration by part formula, \( u \) satisfies the equation

\[
du(t) = \Phi^{-1}(t, \omega) dx(t) + d\Phi^{-1}(t, \omega)x(t) \tag{2.6}
\]

\[
= \Phi^{-1}(t, \omega) \left[(A(t)x(t) + F(t, x(t))) dt + C(t)x(t) d\omega(t)\right]
\]

\[
- \Phi^{-1}(t, \omega) \left(A(t)\Phi(t) dt + C(t)\Phi(t, \omega)d\omega(t)\right) \Phi^{-1}(t, \omega)x(t)
\]

\[
= \Phi^{-1}(t, \omega) F(t, \Phi(t, \omega)u(t)) dt =: G(t, u(t)) dt.
\]
Since, $\Phi(\cdot, \omega)$ and $\Phi^{-1}(\cdot, \omega)$ are continuous on $[0, T]$, it is easy to check that $G(t, u)$ satisfy the global Lipschitz condition which assures the existence and uniqueness of a global solution to (2.6) on $[0, T]$, and moreover $u \in C^1([0, T], \mathbb{R}^d)$. The one-one correspondence between solutions of (2.4) and solutions of (2.6) then prove the existence and uniqueness of solution of (2.4). The same conclusion holds for the backward equation of (2.4).

\[
\begin{align*}
\text{(3) Exponential stability of nonlinear Young differential equations} \quad & \\
\text{In this section we are going to study the exponential stability of (2.4) where } \omega \in C^{p-var}([0, T], \mathbb{R}), A \in C([0, T], \mathbb{R}^{d \times d}) \text{ and } C \in C^{q-var}([0, T], \mathbb{R}^{d \times d}) \text{ for any } T > 0. \text{ First, we formulate the definition of stability for deterministic Young differential equations (for the classical stability notion see e.g. [15, p. 17], [20, p. 152], or [8]).} \\
\text{Definition 3.1 (A) Stability: A solution } \mu(\cdot) \text{ of the deterministic Young differential equation (2.4) is called stable, if for any } \varepsilon > 0 \text{ there exists an } r = r(\varepsilon) > 0 \text{ such that for any solution } x(\cdot) \text{ of (2.4) satisfying } \|x(0) - \mu(0)\| < r \text{ the following inequality holds} \\
\begin{equation}
\sup_{t \geq 0} \|x(t) - \mu(t)\| < \varepsilon.
\end{equation}
\text{(B) Attractivity: } \mu(\cdot) \text{ is called attractive, if there exists } r > 0 \text{ such that for any solution } x(\cdot) \text{ of (2.4) satisfying } \|x(0) - \mu(0)\| < r \text{ we have} \\
\begin{equation}
\lim_{t \to \infty} \|x(t) - \mu(t)\| = 0.
\end{equation}
\text{(C) Asymptotic stability: } \mu(\cdot) \text{ is called} \\
\text{(i) asymptotically stable, if it is stable and attractive.} \\
\text{(ii) exponentially stable, if it is stable and there exists } r > 0 \text{ such that for any solution } x(\cdot) \text{ of (2.4) satisfying } \|x(0) - \mu(0)\| < r \text{ we have} \\
\begin{equation}
\lim_{t \to \infty} \frac{1}{t} \log \|x(t) - \mu(t)\| < 0.
\end{equation}
\end{align*}
\]

Below we need several assumptions for $A, F, C$.

\[
\begin{align*}
\text{(H1) } A & \text{ is negative definite in the sense that there exists a function } h : \mathbb{R}^+ \to \mathbb{R}^+ \text{ such that} \\
\langle x, A(t)x \rangle & \leq -h(t)\|x\|^2, \text{ for all } x \in \mathbb{R}^d. \quad (3.1) \\
\text{(H2) } F(t, 0) & \equiv 0 \text{ for all } t \in \mathbb{R}^+ \text{ and } F(t, x) \text{ is of globally Lipschitz continuous w.r.t. } x, \text{ i.e. there exists a positive continuous function } f : \mathbb{R}^+ \to \mathbb{R}^+ \text{ such that} \\
\|F(t, x) - F(t, y)\| & \leq f(t)\|x - y\|, \quad \forall x, y \in \mathbb{R}^d. \quad (3.2) \\
\text{(H3) There exist constants} \\
\hat{A} & := \lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} \|A\|_{\infty, \Delta_k} + \|f\|_{\infty, \Delta_k} \right)^{\frac{1}{4p}} < \infty; \quad (3.3) \\
\hat{C} & := \lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} \|C\|_{q-var, \Delta_k}^{2p+2} \right)^{\frac{1}{2p+2}} < \infty; \quad (3.4) \\
\Gamma(\omega, 2p+2) & := \lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} \|\omega\|_{p-var, \Delta_k}^{2p+2} \right)^{\frac{1}{2p+2}} < \infty. \quad (3.5)
\end{align*}
\]

where $\Delta_k := [k, k+1]$.\]
Remark 3.2 (i) Since \( \langle x, A(t)x \rangle = \frac{1}{2} \langle x, A(t)x \rangle + \frac{1}{2} \langle x, A^T(t)x \rangle = \langle x, B(t)x \rangle \), where \( B(t) = \frac{1}{2}[A(t) + A^T(t)] \) and since the smallest eigenvalue \( h^*(t) \) of the symmetric matrix \(-B(t)\) satisfies

\[
h^*(t) = \min \{ \langle x, -B(t)x \rangle \mid \|x\| = 1 \},
\]

it follows from (H1) that \( h^*(t) \geq h(t) \) for all \( t \in \mathbb{R}^+ \), \( h \) can also be replaced by \( h^* \) in assumption (H1). The reader is referred to [7, 25] for stability theory of ordinary differential equations.

(ii) While assumptions (H1) and (H2) are usual, it is important to note that (H3) is satisfied in the simplest case of autonomous systems, i.e. \( A(t) \equiv A, C(t) \equiv C \) and \( f \) is bounded on \( \mathbb{R}^+ \). Then \( \dot{A} \leq \|A\| + \|f\|_{\infty, \mathbb{R}^+}, \dot{C} = \|C\| \). For a nontrivial example, consider \( A(t) = A(\Theta_t \eta), f(t) = f(\Theta_t \eta), C(t) = C(\Theta_t \eta) \) which depends on a dynamical system \( \Theta_t \) on a space of elements \( \eta \in C^{q-\text{var}} \) such that \( \Theta \) is invariant under some probability measure. Then \( A(\cdot), C(\cdot) \) are functions of a stationary process. Conditions (3.3) and (3.4) are equivalent to

\[
\dot{A} = \left[ E(\|A(\eta)\|_{\infty, [0,1]} + \|f(\eta)\|_{\infty, [0,1]}) \right]^{\frac{1}{p}} < \infty, \tag{3.6}
\]

\[
\dot{C} = \left( E\|C(\eta)\|_{2p+2, q-\text{var}, [0,1]}^{2p+2} \right)^{\frac{1}{2p+2}} < \infty. \tag{3.7}
\]

Meanwhile, assumption (3.5) is satisfied for almost sure all trajectories \( \omega \) of the stationary process \( Z(t) \) if

\[
\Gamma(\omega, 2p + 2) = \left( E\|Z(\cdot)\|_{2p+2, q-\text{var}, [0,1]}^{2p+2} \right)^{\frac{1}{2p+2}} < \infty. \tag{3.8}
\]

(iii) It is easy to check (see [3] and [4]) that conditions (H2) and (H3) assure the existence and uniqueness of a global solution to (2.4) on \( \mathbb{R}^+ \).

Lemma 3.3 Let \( 1 \leq p \leq q \) be arbitrary and satisfy \( \frac{1}{p} + \frac{1}{q} > 1 \). Assume that \( \omega \in C^{p-\text{var}}([0,T], \mathbb{R}) \) and \( y \in C^{q-\text{var}}([0,T], \mathbb{R}^d) \) satisfy

\[
\|y\|_{q-\text{var}, [s,t]} \leq b(1 + \|y\|_{q-\text{var}, [s,t]})(t-s) + \|\omega\|_{p-\text{var}, [s,t]}, \tag{3.9}
\]

for all \( [s,t] \subset [0,T] \), where \( b \geq 0 \) is a constant. Then there exists a constant \( C(b) \) independent of \( T \) such that the following inequality holds for every \( s < t \) in \( [0,T] \)

\[
\|y\|_{q-\text{var}, [s,t]} \leq C(b) \max \left\{ (t-s)^p + \|\omega\|_{p-\text{var}, [s,t]}^p, (t-s) + \|\omega\|_{p-\text{var}, [s,t]} \right\}. \]

Proof: Set \( \overline{\omega}(s,t) = 2^{2p-1}b^p(t-s)^p + \|\omega\|_{p-\text{var}, [s,t]}^p \), then \( \overline{\omega}(s,t) \) is a control on \( \Delta[0,T] \) (see [10]) and due to the inequality \( (a+b)^r \leq (a^r + b^r) \max\{1, 2^{r-1}\} \), \( \forall a > 0, b > 0, r > 0 \) we have

\[
\|y\|_{q-\text{var}, [s,t]} \leq \frac{1}{2}(1 + \|y\|_{q-\text{var}, [s,t]})\overline{\omega}(s,t)^{1/p}.
\]

This implies that

\[
|y(t) - y(s)| \leq \|y\|_{q-\text{var}, [s,t]} \overline{\omega}(s,t)^{1/p}. \]

for all \( s, t \in [0,T] \) such that \( \overline{\omega}(s,t) \leq 1 \). Due to Proposition 5.10 of [10], we have

\[
\|y\|_{q-\text{var}, [s,t]} \leq 2 \max\{\overline{\omega}(s,t)^{1/p}, \overline{\omega}(s,t)\} \leq C(b) \max \left\{ (t-s)^p + \|\omega\|_{p-\text{var}, [s,t]}^p, (t-s) + \|\omega\|_{p-\text{var}, [s,t]} \right\},
\]

in which \( C(b) = 2 \max\{(4b)^p, 4b\} \).

Our first main result on stability of system (2.4) can be formulated as follows.
The growth rate of the solution in (3.14). The estimate for $q \epsilon x$ in both the forward and backward sense and that scheme. Note that again using the integration by parts, we can prove that estimated in (3.18), in which each component is estimated in Step 3. Then there exists an $\epsilon > 0$ such that for $\tilde{C} < \epsilon$, the zero solution of system (2.1) is exponentially stable.

Proof: Our proof is divided into three steps. In Step 1, we use polar coordinates to derive the growth rate of the solution in (3.14). The estimate for $q$-var seminorm of the angular $y$ is then derived in (3.16) in Step 2, applying Lemma 3.3. As such, the solution growth rate can finally be estimated in (3.18), in which each component is estimated in Step 3 using hypothesis (H3). The theorem is then proved by choosing $\epsilon$ such that (3.19) is satisfied.

Step 1: Put $r(t) := \|x(t)\|$. Due to the fact that the system (2.1) possesses a unique solution in both the forward and backward sense and that $x(t) \equiv 0$ is the unique solution through zero, the solution starting from the initial condition $x(0) \neq 0 \in \mathbb{R}^d$ satisfies $x(t) \neq 0$ for all $t \in \mathbb{R}^+$. We then can define $y(t) := \frac{x(t)}{\|x(t)\|}$. Using integration by part technique (see, e.g., Zähle [27, 28]), it is easy to prove that $r(t)$ satisfies the system

$$dr(t) = \left[ \langle y(t), A(t)y(t) \rangle + \langle y(t), \frac{F(t, x(t))}{\|x(t)\|} \rangle \right] r(t) dt + \langle y(t), C(t)y(t) \rangle r(t) d\omega(t), \quad (3.11)$$

where

$$dy(t) = \frac{r(t) dx(t) - x(t) dr(t)}{r(t)^2}$$

$$= \left[ A(t)y(t) - y(t)\langle y(t), A(t)y(t) \rangle + \frac{F(t, x(t))}{\|x(t)\|} \right] dt$$

$$+ [C(t)y(t) - y(t)\langle y(t), C(t)y(t) \rangle] d\omega(t). \quad (3.12)$$

Again using the integration by parts, we can prove that

$$d \log r(t) = \left[ \langle y(t), A(t)y(t) \rangle + \langle y(t), \frac{F(t, x(t))}{\|x(t)\|} \rangle \right] dt + \langle y(t), C(t)y(t) \rangle d\omega(t), \quad (3.13)$$

or in the integration form

$$\log r(t) = \log r(0) + \int_0^t \left[ \langle y(s), A(s)y(s) \rangle + \langle y(s), \frac{F(s, x(s))}{\|x(s)\|} \rangle \right] ds + \int_0^t \langle y(s), C(s)y(s) \rangle d\omega(s).$$

Due to (3.2), $\|\frac{F(t, x)}{\|x\|}\| \leq f(t)$ for any $x \neq 0$, hence

$$\frac{1}{t} \log r(t) \leq \frac{1}{t} \log r(0) + \frac{1}{t} \int_0^t \left[ \langle y(s), A(s)y(s) \rangle + \langle y(s), \frac{F(s, x(s))}{\|x(s)\|} \rangle \right] ds + \frac{1}{t} \int_0^t \langle y(s), C(s)y(s) \rangle d\omega(s) \quad (3.14)$$

Step 2: To estimate the third term in the right hand side of (3.14), we use the discretization scheme. Note that

$$\left| \int_0^{t_{k+1}} \langle y(s), C(s)y(s) \rangle d\omega(s) \right| \leq \|\omega\|_{p-\text{var}, \Delta_k} \left( \|\langle y, Cy \rangle\|_{\infty, \Delta_k} + K \|y, Cy\|_{p-\text{var}, \Delta_k} \right),$$
where we use the fact \( \|y(t)\| = 1 \) to derive

\[
\begin{align*}
\| \langle y, Cy \rangle \|_{q-\varDelta_k} & \leq \| C \|_{\infty, \Delta_k} \| y \|_{q-\varDelta_k} + \| y \|_{q-\varDelta_k} \| Cy \|_{\infty, \Delta_k} \\
\| \langle y, Cy \rangle \|_{q-\varDelta_k} & \leq \| y \|_{\infty, \Delta_k} \| C y \|_{q-\varDelta_k} + \| Cy \|_{\infty, \Delta_k} \\
\| \langle y, Cy \rangle \|_{q-\varDelta_k} & \leq 2 \| C \|_{\infty, \Delta_k} \| y \|_{q-\varDelta_k} + \| C \|_{q-\varDelta_k} .
\end{align*}
\]

Hence,

\[
\begin{align*}
\left| \int_k^{k+1} \langle y(s), C(s)y(s) \rangle d\omega(s) \right| & \leq \| \omega \|_{p-\varDelta_k} \left( \| C \|_{\infty, \Delta_k} + 2K \| C \|_{\infty, \Delta_k} \| y \|_{q-\varDelta_k} + K \| C \|_{q-\varDelta_k} \right) \\
& \leq 2K \| C \|_{q-\varDelta_k} \| \omega \|_{p-\varDelta_k} \left( 1 + \| y \|_{q-\varDelta_k} \right) .
\end{align*}
\]

(3.15)

On the other hand, \( y \) satisfies the equation:

\[
y(t) - y(0) = \int_0^t \left[ A(s)y(s) - y(s)\langle y(s), A(s)y(s) \rangle + F(s, x(s)) \frac{y(s)}{\| x(s) \|} - y(s)\langle y(s), \frac{F(s, x(s))}{\| x(s) \|} \rangle \right] ds \\
+ \int_0^t \left[ C(s)y(s) - y(s)\langle y(s), C(s)y(s) \rangle \right] d\omega(s) \\
=: I(y)(t) + J(y)(t), \quad \forall t \geq 0,
\]

hence for all \( 0 < a \leq b \)

\[
\| y \|_{q-\varDelta, [a, b]} \leq \| I(y) \|_{q-\varDelta, [a, b]} + \| J(y) \|_{q-\varDelta, [a, b]} .
\]

Since \( \| y(t) \| = 1 \), a direct computation shows that for \( 0 \leq a < b \),

\[
\| I(y) \|_{q-\varDelta, [a, b]} \leq (b - a) \left( 2 \| A \|_{\infty, [a, b]} + 2 \| f \|_{\infty, [a, b]} \right) ,
\]

and

\[
\| J(y) \|_{q-\varDelta, [a, b]} \\
\leq K \| \omega \|_{p-\varDelta, [a, b]} \left( \| C y \|_{\infty, [a, b]} + \| y \langle y, C y \rangle \|_{\infty, [a, b]} + \| C y \|_{q-\varDelta, [a, b]} + \| y \langle y, C y \rangle \|_{q-\varDelta, [a, b]} \right) \\
\leq K \| \omega \|_{p-\varDelta, [a, b]} \left( 2 \| C \|_{\infty, [a, b]} + 2 \| C \|_{q-\varDelta, [a, b]} + 4 \| C \|_{\infty, [a, b]} \| y \|_{q-\varDelta, [a, b]} \right) \\
\leq 4K \| C \|_{q-\varDelta, [a, b]} \| \omega \|_{p-\varDelta, [a, b]} \left( 1 + \| y \|_{q-\varDelta, [a, b]} \right).
\]

Put \( \hat{A}_k := \| A \|_{\infty, \Delta_k} + \| f \|_{\infty, \Delta_k} \) and \( \hat{C}_k := \| C \|_{q-\varDelta, \Delta_k}, k \in \mathbb{N} \). Then for \( [a, b] \subset \Delta_k \)

\[
\| y \|_{q-\varDelta, [a, b]} \leq \max \{ 2\hat{A}_k, 4K\hat{C}_k \} \left( b - a \right) + \| \omega \|_{p-\varDelta, [a, b]} \left( 1 + \| y \|_{q-\varDelta, [a, b]} \right) .
\]

By applying Lemma 3.3 we obtain

\[
\| y \|_{q-\varDelta_k} \leq 2G_k \max \left\{ 1 + \| \omega \|_{p-\varDelta, \Delta_k}, 1 + \| \omega \|_{p-\varDelta, \Delta_k} \right\} \\
\leq 2G_k \left( 1 + \| \omega \|_{p-\varDelta, \Delta_k} + \| \omega \|_{p-\varDelta, \Delta_k} \right),
\]

(3.16)

where

\[
G_k := \max \left\{ 8\hat{A}_k, 16K\hat{C}_k, 8^p \hat{A}_k^p, 16^p K^p \hat{C}_k^p \right\} .
\]
For any $t \in [m, m + 1]$,
\[
\frac{1}{t} \left| \int_0^t \langle y(s), C(s)y(s) \rangle d\omega(s) \right| 
\leq \frac{1}{m} \left( \sum_{k=0}^{m-1} \left| \int_k^{k+1} \langle y(s), C(s)y(s) \rangle d\omega(s) \right| \right)
\leq \frac{2K}{m} \sum_{k=0}^{m} C_k \|\omega\|^p_{p\text{-var}, \Delta_k} \left( 1 + \|y\|_{q\text{-var}, \Delta_k} \right).
\] (3.17)

Combining (3.17) with (3.14) and (3.16), we get
\[
\lim_{m \to \infty} \frac{1}{t} \log r(t) \leq -h_0 + \lim_{m \to \infty} \frac{2K}{(m+1)} \sum_{k=0}^{m} C_k \|\omega\|^p_{p\text{-var}, \Delta_k} + \lim_{m \to \infty} \frac{4K}{(m+1)} \sum_{k=0}^{m} C_k G_k \|\omega\|^p_{p\text{-var}, \Delta_k}
\leq \lim_{m \to \infty} \frac{4K}{(m+1)} \sum_{k=0}^{m} C_k G_k \left( \|\omega\|^2_{p\text{-var}, \Delta_k} + \|\omega\|_{p+1\text{-var}, \Delta_k} \right).
\] (3.18)

**Step 3.** Using Hölder inequality, the second term in (3.18) can be estimated as follows
\[
\lim_{m \to \infty} \frac{2K}{(m+1)} \sum_{k=0}^{m} C_k \|\omega\|^p_{p\text{-var}, \Delta_k} \leq \frac{2K}{m+1} \left( \sum_{k=0}^{m} C_k^2 G_k^2 \right)^{\frac{1}{2}} \leq 2K \hat{C} \Gamma(\omega, 2).
\]

Similarly, we get the estimates for the other terms at the right hand side of (3.18) so that
\[
\lim_{m \to \infty} \frac{1}{t} \log r(t) \leq -h_0 + 2K \hat{C} \Gamma(\omega, 2) + 4K \lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} C_k^2 G_k^2 \right)^{\frac{1}{2}} \Gamma(\omega, 2) + 4K \lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} C_k G_k \right)^{\frac{1}{2}} \left( \Gamma(\omega, 4) + \Gamma(\omega, 2p) \right)^{\frac{1}{p+1}},
\]

where all the values of $\Gamma$ are finite due to assumption (3.5). To estimate the average of $\hat{C}_k^2 G_k^2$, observe that
\[
\lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} A_k \hat{C}_k^2 \right)^{\frac{1}{2}} \leq \lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} A_k^4 \right)^{\frac{1}{4}} \leq \hat{A} \hat{C};
\]
\[
\lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} C_k^4 \right)^{\frac{1}{2}} \leq \hat{C} \hat{C};
\]
\[
\lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} A_k^2 \hat{C}_k^2 \right)^{\frac{1}{2}} \leq \lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} A_k^{4p} \hat{C}_k^4 \right)^{\frac{1}{4p}} \leq \hat{A}^p \hat{C} \hat{C};
\]
\[
\lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} C_k^{2(p+1)} \right)^{\frac{1}{2}} = \hat{C}^{p+1}.
\]

Hence
\[
\lim_{m \to \infty} \left( \frac{1}{m+1} \sum_{k=0}^{m} \hat{C}_k^2 G_k^2 \right)^{\frac{1}{2}} \leq \max\{8\hat{A} \hat{C}, 16K \hat{C}^2, 8p \hat{A} \hat{P} \hat{C}, 16p K^p \hat{C}^{1+p} \} = \hat{C} \hat{G};
\]
and
\[\lim_{t \to \infty} \frac{1}{t} \log r(t) \leq -h_0 + 2K \hat{C} \left\{ (2\hat{G} + 1)\Gamma(\omega, 2) + 2\hat{G} \left( \Gamma(\omega, 4)^2 + \Gamma(\omega, 2p + 2)^{p+1} \right) \right\},\]
where
\[\hat{G} := \max \left\{ 8\hat{A}, 16K\hat{C}, 8^p \hat{A}^p, 16^p K^p \hat{C}^p \right\} < \infty.\]

Therefore, we can choose \( \epsilon > 0 \) small enough such that for any \( 0 < \hat{C} < \epsilon \) the condition
\[h_0 > 2K \hat{C} \Gamma(\omega, 2) \left( 1 + 2\hat{G} \right) + 4K \hat{C} \hat{G} \left( \Gamma(\omega, 4)^2 + \Gamma(\omega, 2p + 2)^{p+1} \right)\]
is satisfied. The zero solution of system (2.4) is then exponentially asymptotically stable. \( \square \)

**Corollary 3.5** Consider the equation
\[dz(t) = Az(t)dt + Cz(t)d\omega(t)\]
in which \( A, C \in \mathbb{R}^{d \times d} \), \( A \) is negative definite, i.e. there exists constant \( h_A > 0 \) such that
\[\langle x, Ax \rangle \leq -h_A \|x\|^2, \quad \forall x \in \mathbb{R}^d.\]

Denote by \( \Phi(t, \omega) \) the matrix solution of (3.20), \( \Phi(0, \omega) = \text{Id} \). Then for any \( t \in [0, 1] \)
\[\|\Phi(t, \omega)\| \leq \exp \left\{ -h_1 t + \|C\| \frac{p-1}{p} + \|C\|\|\kappa(t, \omega)\| \right\},\]
where
\[h_1 := h_A - 4 \frac{p-1}{p} K \|C\| G;\]
\[G := \max \left\{ 8\|A\|, 16K\|C\|, 8^p\|A\|^p, 16^p K^p \|C\|^p \right\},\]
and
\[\kappa(t, \omega) := \frac{1}{p} \|\omega\|_{p-\text{var}, [0,t]} \left( 1 + 4KG \right) + 4KG \left( \|\omega\|^2_{p-\text{var}, [0,t]} + \|\omega\|_{p-\text{var}, [0,t]}^{p+1} \right).\]

**Proof:** Using the inequality
\[\eta^p + p - 1 \geq p\eta, \quad \forall \eta > 0,\]
and (3.16), one gets for any \( t \in [0, 1] \) and \( y(t) = \frac{\Phi(t, \omega)}{\|\Phi(t, \omega)\|} \)
\[\log \|\Phi(t, \omega)\| \leq \int_0^t \langle y(s), Ay(s) \rangle ds + \int_0^t \langle y(s), Cy(s) \rangle d\omega(s) \leq -h_A t + \|C\| \|\omega\|_{p-\text{var}, [0,t]} + 2K \|C\| \|\omega\|_{p-\text{var}, [0,t]} \|y\|_{q-\text{var}, [0,t]} \leq -h_A t + \|C\| \|\omega\|_{p-\text{var}, [0,t]} + 4K \|C\| \|\omega\|_{p-\text{var}, [0,t]} G \left( \max \{t, t^p\} + \|\omega\|_{p-\text{var}, [0,t]} + \|\omega\|_{p-\text{var}, [0,t]}^{p+1} \right) \leq -h_A t + \|C\| \left( \frac{p-1}{p} + \frac{1}{p} \|\omega\|_{p-\text{var}, [0,t]}^{p+1} \right) + 4K \|C\| G \left( \frac{p-1}{p} + \frac{1}{p} \|\omega\|_{p-\text{var}, [0,t]}^{p+1} \right) \max \{t, t^p\} + 4K \|C\| G \left( \|\omega\|_{p-\text{var}, [0,t]}^2 + \|\omega\|_{p-\text{var}, [0,t]}^{p+1} \right) \leq - \left[ h_A - 4 \frac{(p-1)}{p} K \|C\| G \right] t + \|C\| \left( \frac{p-1}{p} + \frac{1}{p} \|\omega\|_{p-\text{var}, [0,t]}^{p+1} \right) + 4K \|C\| G \left( \frac{1}{p} \|\omega\|_{p-\text{var}, [0,t]} + \|\omega\|_{p-\text{var}, [0,t]}^2 + \|\omega\|_{p-\text{var}, [0,t]}^{p+1} \right),\]
which proves (3.22). \( \square \)
Remark 3.6 If $A, C$ are constant matrices and $f(t) \equiv C_f$, condition \(3.19\) becomes

$$h_A - C_f > 2K\|C\|\Gamma(\omega, \delta)\Gamma(\omega, 2)\left(\frac{1}{\delta} + 2\max\{1, \delta^{-1}\} \tilde{G}(\delta)\right) + \frac{4K}{\delta}\|C\| \tilde{G}(\delta) \left[\Gamma(\omega, \delta, 4)^2 + \Gamma(\omega, \delta, 2 + 2p)^{1+p}\right].$$  

(3.26)

In case $\omega$ is constant function or $C \equiv 0$, \[3.20\] reduces to $h_A > C_f$, which is similar to the classical criterion for ordinary dissipative system. Therefore criterion \(3.19\) can be viewed as a generalization of the classical result on stability for dissipative ordinary differential equations.

### 4 Applications: Existence of random attractors

In this section we would like to apply the main result to study the following system

$$dx(t) = [Ax(t) + f(x(t))]dt + Cx(t)dB^H(t), \quad x(0) = x_0 \in \mathbb{R}^d,$$

(4.1)

where $B^H$ is an one dimensional fractional Brownian motion with Hurst index $H > \frac{1}{2}$; $A$ is negative definite and $f: \mathbb{R}^d \rightarrow \mathbb{R}^d$ is globally Lipschitz continuous, i.e. there exist constants $h_{A}, c_f > 0$ such that

$$\langle x, Ax \rangle \leq -h_{A}\|x\|^2, \quad \|f(x) - f(y)\| \leq c_f\|x - y\|, \quad \forall x, y \in \mathbb{R}^d.$$  

(4.2)

Given $\frac{1}{2} < \nu < H$ and any time interval $[0, T]$, almost sure all realizations $\omega(\cdot) = B^H(\cdot, \omega)$ belong to the Hölder space $C^{\nu-H^0}([0, T], \mathbb{R})$ (see e.g. \[22\] Proposition 1.6), thus system \[4.1\] can be solved in the pathwise sense and admits a unique solution $x(t, \omega, x_0)$, according to Theorem \[24\]. Moreover, it is proved, e.g. in \[11\] that, the solution generates a so-called random dynamical system defined by $\varphi(t, \omega)x_0 := x(t, \omega, x_0)$ on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ equipped with a metric dynamical system $\vartheta$, i.e. $\vartheta_{t+s} = \vartheta_t \circ \vartheta_s$ for all $t, s \in \mathbb{R}$. Namely, $\varphi: \mathbb{R} \times \Omega \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a measurable mapping which is also continuous in $t$ and $x_0$ such that the cocycle property

$$\varphi(t+s, \omega) = \varphi(t, \vartheta_s \omega) \circ \varphi(s, \omega), \quad \forall t, s \in \mathbb{R},$$

is satisfied \[1\]. It is important to note that, given the probability space as $\Omega = C_0(\mathbb{R}, \mathbb{R})$ of continuous functions on $\mathbb{R}$ vanishing at zero, with the Borel sigma-algebra $\mathcal{F}$, the Wiener shift $\vartheta_{\omega}(\cdot) = \omega(t+\cdot) - \omega(t)$ and the Wiener probability $\mathbb{P}$, it follows from \[13\] Theorem 1 that one can construct an invariant probability measure $\mathbb{P}^H = B^H\mathbb{P}$ on the subspace $C^\nu$ such that $B^H \circ \vartheta = \vartheta \circ B^H$, and $\vartheta$ is ergodic. Following \[2, 6\], we call a set $M = \{M(\omega)\}_{\omega \in \Omega}$ a random set, if $\omega \mapsto d(x|M(\omega))$ is $\mathcal{F}$-measurable for each $x \in \mathbb{R}^d$, where $d(E|F) = \sup\{\inf\{d(x, y)|y \in F\}|x \in E\}$ for $E, F$ are nonempty subset of $\mathbb{R}^d$ and $d(x|E) = d(\{x\}|E)$. Given a continuous random dynamical system $\varphi$ on $\mathbb{R}^d$. An universe $\mathcal{D}$ is a family of random sets which is closed w.r.t. inclusions (i.e. if $\hat{D}_1 \in \mathcal{D}$ and $\hat{D}_2 \subset \hat{D}_1$ then $\hat{D}_2 \in \mathcal{D}$). In our setting, we define the universe $\mathcal{D}$ to be a family of random sets $D(\omega)$ which is tempered (see e.g. \[11\] pp. 164, 386]), namely $D(\omega)$ belongs to the ball $B(0, \rho(\omega))$ for all $\omega \in \Omega$ where the radius $\rho(\omega) > 0$ is a tempered random variable, i.e.

$$\lim_{t \rightarrow +\infty} \frac{1}{t} \log \rho(\vartheta_t \omega) = 0.$$  

(4.3)

An invariant random compact set $A \in \mathcal{D}$ is called a pullback random attractor in $\mathcal{D}$, if $A$ attracts any closed random set $\hat{D} \in \mathcal{D}$ in the pullback sense, i.e.

$$\lim_{t \rightarrow +\infty} d(\varphi(t, \vartheta_{-t} \omega)\hat{D}(\vartheta_{-t} \omega)|A(\omega)) = 0.$$  

(4.4)

Similarly, $A$ is called a forward random attractor in $\mathcal{D}$, if $A$ attracts any closed random set $\hat{D} \in \mathcal{D}$ in the forward sense, i.e.

$$\lim_{t \rightarrow -\infty} d(\varphi(t, \omega)\hat{D}(\omega)|A(\vartheta_t \omega)) = 0.$$
The existence of a random pullback attractor follows from the existence of a random pullback absorbing set (see [6, 23]). A random set $\mathcal{B} \in \mathcal{D}$ is called pullback absorbing in a universe $\mathcal{D}$ if $\mathcal{B}$ absorbs all sets in $\mathcal{D}$, i.e. for any $\hat{D} \in \mathcal{D}$, there exists a time $t_0 = t_0(\omega, \hat{D})$ such that
\[
\varphi(t, \theta_{-t}\omega)\hat{D}(\theta_{-t}\omega) \subset \mathcal{B}(\omega), \text{ for all } t \geq t_0.
\] (4.5)

Given a universe $\mathcal{D}$ and a random compact pullback absorbing set $\mathcal{B} \in \mathcal{D}$, there exists a unique random pullback attractor (which is then a weak attractor) in $\mathcal{D}$, given by
\[
\mathcal{A}(\omega) = \cap_{s \geq 0} \cup_{t \geq s} \varphi(t, \theta_{-t}\omega)\mathcal{B}(\theta_{-t}\omega).
\] (4.6)

The reader is referred to a survey on random attractors in [5].

**Lemma 4.1** The function $\kappa$ defined in (3.25) satisfies

(i) For all $0 < s < t < 1$
\[
\kappa(t, \omega) \geq \kappa(s, \omega) + \kappa(t - s, \theta_s\omega),
\] (4.7)

(ii) For all $0 \leq t' \leq 1$
\[
\kappa(1, \theta_{t'}\omega) \leq 2^p \kappa(1, \omega) + \kappa(1, \theta_1\omega).
\] (4.8)

(iii) $E \kappa(1, \omega) < \infty$.

**Proof:** (i) The inequality holds since $\|\omega\|_{p-\text{var},[s,t]}^p$, $\|\omega\|_{p-\text{var},[s,t]}^2$ and $\|\omega\|_{p-\text{var},[s,t]}^{p+1}$ are control functions (see [10] for details on control functions).

(ii) Due to [3, Lemma 2.1] if $z$ is an arbitrary function of bounded $p$–variation on $[0, 2]$ then
\[
\|z\|_{p-\text{var},[0,2]}^p \leq 2^{p-1}(\|z\|_{p-\text{var},[0,1]}^p + \|z\|_{p-\text{var},[1,2]}^p),
\]
which implies that for all $n \geq 0$
\[
\|z\|_{p-\text{var},[0,2]}^n \leq 2^{(p-1)n} (\|z\|_{p-\text{var},[0,1]}^p + \|z\|_{p-\text{var},[1,2]}^p)^{\frac{n}{p}}
\]
\[
\leq 2^{\max\{p,n\}-1} (\|z\|_{p-\text{var},[0,1]}^n + \|z\|_{p-\text{var},[1,2]}^n).
\]

Therefore, taking into account the formula (3.25) defining $\kappa$ we can easily derive (4.8).

(iii) Recall that in this section we consider equation (4.1), hence $\omega$ is a realization of a fractional Brownian motion $B^H(t, \omega)$. Observe that for $\nu = 1/p < H$ and $\delta > 0$ arbitrary, $\|\omega\|_{p-\text{var},[0,\delta]} \leq \delta^\nu \|\omega\|_{p-\text{Hol},[0,\delta]}$.

Fix $q_0 \geq \max\{\frac{2}{H-\nu}, 2p + 2\}, q_0 \in \mathbb{N}$. Apply [10, Corollary A2] for $\alpha = \nu + \frac{1}{q_0}$ and [19, Remark 1.2.2, p 7] we get
\[
E \|B^H(\cdot, \omega)\|_{p-\text{Hol},[0,1]}^{q_0} \leq \left(\frac{32(\nu + \frac{2}{q_0})}{\nu}\right)^{q_0} \int_0^1 \int_0^1 E \|B^H(u, \omega) - B^H(v, \omega)\|_{p-\text{Hol},[0,1]}^{q_0} |u - v|^{\nu q_0 + 2} dudv
\]
\[
\leq \left(\frac{32(\nu + \frac{2}{q_0})}{\nu}\right)^{q_0} \int_0^\delta \int_0^\delta \frac{2^{q_0/2} \Gamma(\frac{2}{q_0} + 1)}{\sqrt{\pi}} |u - v|^{(H-\nu-2/q_0)q_0} dudv
\]
\[
\leq \left(32 \sqrt{2(q_0 + 1)}\right)^{q_0} \frac{2}{[(H-\nu)q_0 - 1](H-\nu)q_0}
\]
\[
\leq \left(32 \sqrt{2(q_0 + 1)}\right)^{q_0},
\]
in which $\Gamma(n)$ is the Gamma function. This implies
\[
\left(E \|B^H(\cdot, \omega)\|_{p-\text{Hol},[0,1]}^{q_0}\right)^{\frac{1}{q_0}} \leq 32 \sqrt{2(q_0 + 1)} =: \beta,
\] (4.9)
and since \( q_0 \geq 2p + 2 \) we conclude that
\[
E \kappa(1, \omega) \leq (1 + 4KG)(\beta^p + \beta^2 + \beta^{p+1}) < \infty
\]  \hfill (4.10)

Before stating the main result, we need the following results (the technical proofs are provided in the Appendix).

**Lemma 4.2 (Gronwall-type lemma)** Assume that \( z(\cdot), \alpha(\cdot) : [a, b] \to \mathbb{R}^+ \) satisfy
\[
z(t) \leq z_0 + \int_a^t \alpha(s)ds + \int_a^t \eta z(s)ds, \quad \forall t \in [a, b]
\]  \hfill (4.11)
for some \( z_0, \eta > 0 \). Then
\[
z(t) \leq z_0 e^{\eta(t-a)} + \int_a^t \alpha(s)e^{\eta(t-s)}ds, \quad \forall t \in [a, b].
\]  \hfill (4.12)

**Lemma 4.3** Consider the random variable
\[
\xi(\omega) := 1 + \sum_{k=1}^{\infty} \exp \left\{ \left( -h + c \frac{1}{k} \sum_{i=0}^{k-1} \kappa(1, \theta-i\omega) \right) k \right\},
\]  \hfill (4.13)
where \( h, c \) are given positive numbers and \( \kappa \) is defined by (3.25). Then there exists \( \varepsilon > 0 \) such that if \( c < \varepsilon \), \( \xi(\omega) \) is tempered.

Given the universe \( \mathcal{D} \) of tempered random sets with property (4.3), our second main result is then formulated as follows.

**Theorem 4.4** Assume that \( h_A > c_f \). There exists an \( \varepsilon > 0 \) such that under condition \( \|C\| < \varepsilon \), \( \varphi \) possesses a random pullback attractor consisting only one random point \( a(\omega) \) in the universe \( \mathcal{D} \) of tempered random sets. Moreover, every tempered random set converges to the random attractor in the pullback sense with exponential rate.

**Proof:** We summarize the steps of the proof here. In **Step 1** we prove (4.16), which helps to prove (4.17) in the forward direction and (4.19) in the pullback direction, by choosing \( \|C\| < \varepsilon \) such that (4.2) is satisfied. As a result, there exists an absorbing set of the system which is a random ball with its radius described in (4.18). The existence of the random attractor \( \mathcal{A} \) is then followed. In **Step 2**, we prove that any two different points \( a_1, a_2 \) in attractor \( \mathcal{A}(\omega) \) can be pulled from fiber \( \omega \) backward to fiber \( \theta_{-t}\omega \), such that the difference of two solutions starting from fiber \( \theta_{-t}\omega \) in fiber \( \omega \) can be estimated by (4.21). Finally, by proving (5.3) and choosing \( \|C\| < \varepsilon \) small enough we conclude that \( a_1(\omega) = a_2(\omega) \) almost surely, which proves that \( \mathcal{A} \) is a single random point.

**Step 1.** We first show that there exists an absorbing set for system (4.1). Using (3.20) and the method of variation of parameter as in (2.6), one derives from (4.1) the integral equation
\[
x(t, \omega, x_0) = \Phi(t, \omega)x_0 + \int_0^t \Phi(t-s, \theta_s\omega)f(x(s, \omega, x_0))ds,
\]  where \( \Phi \) defined in Corollary 3.5. Hence it follows from (3.22) and (4.7) that for any \( t \in [0, 1] \)
\[
\|x(t, \omega, x_0)\| \
\leq \|\Phi(t, \omega)x_0\| + \int_0^t \|\Phi(t-s, \theta_s\omega)\| \left( c_f \|x(s, \omega, x_0)\| + \|f(0)\| \right) ds.
\]
\[ \leq \exp \left\{ -h_1 t + \|C\| \frac{p-1}{p} + \|C\| \kappa(t, \omega) \right\} \|x_0\| \\
+ \int_0^t \exp \left\{ -h_1 (t - s) + \|C\| \frac{p-1}{p} + \|C\| \kappa(t - s, \theta_s \omega) \right\} \left( c_f \|x(s, \omega, x_0)\| + \|f(0)\| \right) ds \\
\leq \exp \left\{ -h_1 t + \|C\| \frac{p-1}{p} + \|C\| \kappa(t, \omega) \right\} \|x_0\| \\
+ \int_0^t \exp \left\{ -h_1 (t - s) + \|C\| \frac{p-1}{p} + \|C\| (\kappa(t, \omega) - \kappa(s, \omega)) \right\} \left( c_f \|x(s, \omega, x_0)\| + \|f(0)\| \right) ds. \]

Assign \( z(t) := \|x(t, \omega, x_0)\| \exp \left\{ h_1 t - \|C\| \kappa(t, \omega) \right\}, \) then for any \( t \in [0, 1] \)

\[ z(t) \leq \|x_0\| e^{\|C\| \frac{p-1}{p} t} + \|f(0)\| e^{\|C\| \frac{p-1}{p} t} \int_0^t e^{h_1 s - \|C\| \kappa(s, \omega)} ds + \int_0^t c_f e^{\|C\| \frac{p-1}{p} z(s)} ds, \]

which has the form of (4.11). By applying Gronwall lemma 4.2 one gets

\[ z(t) \leq \|x_0\| e^{\|C\| \frac{p-1}{p} t} \exp \left\{ c_f e^{\|C\| \frac{p-1}{p} t} \right\} + \|f(0)\| e^{\|C\| \frac{p-1}{p} t} \int_0^t \exp \left\{ c_f e^{\|C\| \frac{p-1}{p} (t - s)} \right\} + h_1 s - \|C\| \kappa(s, \omega) \right\} ds, \quad \forall t \in [0, 1]. \]

This follows that for any \( t \in [0, 1] \)

\[ \|x(t, \omega, x_0)\| \]

\[ \leq \|x_0\| \exp \left\{ -h_2 t + \|C\| \frac{p-1}{p} + \|C\| \kappa(t, \omega) + c_f e^{\|C\| \frac{p-1}{p} t} \right\} \\
+ \|f(0)\| e^{\|C\| \frac{p-1}{p} t} \int_0^t \exp \left\{ c_f e^{\|C\| \frac{p-1}{p} (t - s)} - h_2 (t - s) + \|C\| (\kappa(t, \omega) - \kappa(s, \omega)) \right\} ds \]

\[ \leq \|x_0\| \exp \left\{ -h_2 t + \|C\| \frac{p-1}{p} + \|C\| \kappa(t, \omega) \right\} \\
+ \|f(0)\| e^{\|C\| \frac{p-1}{p} t} \int_0^t \exp \left\{ -h_2 (t - s) + \|C\| (\kappa(t, \omega) - \kappa(s, \omega)) \right\} ds \]

Therefore by assigning

\[ h_2 := h_1 - c_f e^{\|C\| \frac{p-1}{p}} = h_A - 4 \frac{p-1}{p} \|C\| KG - c_f e^{\|C\| \frac{p-1}{p}} > 0, \]

(4.14)

provided that \( \|C\| \) small enough and then for all \( t \in [0, 1] \)

\[ \|x(t, \omega, x_0)\| \]

\[ \leq \|x_0\| \exp \left\{ -h_2 t + \|C\| \frac{p-1}{p} + \|C\| \kappa(t, \omega) \right\} \\
+ \|f(0)\| e^{\|C\| \frac{p-1}{p} t} \int_0^t \exp \left\{ -h_2 (t - s) + \|C\| (\kappa(1, \omega) - \kappa(s, \omega)) \right\} ds \]

\[ \leq \|x_0\| \exp \left\{ -h_2 t + \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \omega) \right\} \\
+ \|f(0)\| e^{\|C\| \frac{p-1}{p} t} \int_0^t \exp \left\{ -h_2 (t - s) + \|C\| (\kappa(1, \omega) - \kappa(1, \omega)) \right\} ds \]

\[ \leq \|x_0\| \exp \left\{ -h_2 t + \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \omega) \right\} + \frac{\|f(0)\|}{h_2} \exp \left\{ \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \omega) \right\}, \]
as $\kappa$ is an increasing function of $t$. In particular
\[
\|x(1, \omega, x_0)\| \leq \|x_0\| \exp \left\{ -h_2 + \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \omega) \right\} + \frac{\|f(0)\|}{h_2} \exp \left\{ \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \omega) \right\}.
\]
Assign
\[
\alpha(\omega) := \exp \left\{ -h_2 + \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \omega) \right\},
\]
\[
\beta(\omega) := \frac{\|f(0)\|}{h_2} \exp \left\{ \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \omega) \right\}.
\]
By induction one can show that for any $n \geq 1$
\[
\|x(n, \omega, x_0)\| \\
\leq \|x(n-1, \omega, x_0)\| \alpha(\theta_{n-1}\omega) + \beta(\theta_{n-1}\omega) \\
\leq \ldots \\
\leq \|x_0\| \prod_{k=0}^{n-1} \alpha(\theta_k\omega) + \sum_{k=0}^{n-1} \beta(\theta_k\omega) \prod_{i=k+1}^{n-1} \alpha(\theta_i\omega)
\]
\[
\leq \|x_0\| \exp \left\{ \left( -h_2 + \|C\| \frac{p-1}{p} + \|C\| \frac{1}{n} \sum_{k=0}^{n-1} \kappa(1, \theta_k\omega) \right) n \right\}
\]
\[
+ \sum_{k=0}^{n-1} \frac{\|f(0)\|}{h_2} e^{h_2} \exp \left\{ \left( -h_2 + \|C\| \frac{p-1}{p} + \|C\| \frac{1}{n-k} \sum_{i=k}^{n-1} \kappa(1, \theta_i\omega) \right) (n-k) \right\}.
\]
Using (4.15) and (4.16), we have for $t \in [(n, n+1]$
\[
\|x(t, \omega, x_0)\| \\
\leq \|x(n, \omega, x_0)\| \exp \left\{ -h_2(t-n) + \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \theta_n\omega) \right\}
\]
\[
+ \frac{\|f(0)\|}{h_2} \exp \left\{ \|C\| \frac{p-1}{p} + \|C\| \kappa(1, \theta_n\omega) \right\}
\]
\[
\leq \|x_0\| e^{h_2} \exp \left\{ \left( -h_2 + \|C\| \frac{p-1}{p} + \|C\| \frac{1}{n+1} \sum_{k=0}^{n} \kappa(1, \theta_k\omega) \right) (n+1) \right\}
\]
\[
+ \sum_{k=0}^{n} \frac{\|f(0)\|}{h_2} e^{2h_2} \exp \left\{ \left( -h_2 + \|C\| \frac{p-1}{p} + \|C\| \frac{1}{n-k+1} \sum_{i=k}^{n} \kappa(1, \theta_i\omega) \right) (n-k+1) \right\}.
\]
By computation using (4.8) we obtain
\[
\|x(t, \omega, x_0)\| \\
\leq \|x_0\| e^{2h_2} \exp \left\{ \left( -h_2 + \|C\| \frac{p-1}{p} + 2^{p+1} \|C\| \frac{1}{n+2} \sum_{k=0}^{n+1} \kappa(1, \theta_{-k}\omega) \right) (n+2) \right\}
\]
\[
+ \sum_{k=1}^{n+1} \frac{\|f(0)\|}{h_2} e^{3h_2} \exp \left\{ \left( -h_2 + \|C\| \frac{p-1}{p} + 2^{p+1} \|C\| \frac{1}{k+1} \sum_{i=0}^{k} \kappa(1, \theta_{-i}\omega) \right) (k+1) \right\}.
\]
(4.17)
Then for a fixed random set $\hat{D}(\omega) \in D$ with the corresponding ball $B(0, \rho(\omega))$ satisfying (4.3), and for any random point $x_0(\theta_{-t}\omega) \in \hat{D}(\theta_{-t}\omega)$, we have

$$
\|x(t, \theta_{-t}\omega, x_0(\theta_{-t}\omega))\|
\leq \|x_0(\theta_{-t}\omega)\|e^{h_2 + \frac{\lambda(n+2)}{2}}
+ \frac{\|f(0)\|e^{h_2}}{h_2} \sum_{k=1}^{n+1} \exp \left\{ \left( - h_2 + \|C\| \frac{p-1}{p} + 2^{p+1}\|C\| \frac{1}{k} \sum_{i=0}^{k} \kappa(1, \theta_{-i}\omega) \right)(k+1) \right\}
\leq \|x_0(\theta_{-t}\omega)\|e^{h_2 - \frac{\lambda(n+2)}{2}}
+ \frac{\|f(0)\|e^{h_2}}{h_2} \sum_{k=1}^{\infty} \exp \left\{ \left( - h_2 + \|C\| \frac{p-1}{p} + 2^{p+1}\|C\| \frac{1}{k} \sum_{i=0}^{k-1} \kappa(1, \theta_{-i}\omega) \right)k \right\}
\leq \rho(\theta_{-t}\omega)e^{h_2 - \frac{\lambda(n+2)}{2}} + b(\omega),
$$

where

$$
b(\omega) := 1 + \frac{\|f(0)\|e^{h_2}}{h_2} \sum_{k=1}^{\infty} \exp \left\{ \left( - h_2 + \|C\| \frac{p-1}{p} + 2^{p+1}\|C\| \frac{1}{k} \sum_{i=0}^{k-1} \kappa(1, \theta_{-i}\omega) \right)k \right\}.
$$

On the other hand, due to (4.3) there exists $n_0 = n(\omega)$ such that $\rho(\theta_{-t}\omega) \leq e^{\frac{\lambda}{n}}$ for all $n \geq n_0$. This follows that

$$
\|x(t, \theta_{-t}\omega, x_0(\theta_{-t}\omega))\| \leq 2b(\omega),
$$

for $n$ large enough and uniformly in random points $x_0(\omega) \in \hat{D}(\omega)$. This proves (4.5) and there exists an compact absorbing set $B(\omega) = \bar{B}(0, 2b(\omega))$ for system (4.1). Due to Lemma 4.3 $b(\omega)$ is tempered when $\|C\|$ is small enough and thus $B \in D$, this prove the existence of a random attractor $A(\omega)$ of the form (4.6) for system (4.1).

**Step 2.** Assume that there exist two different points $a_1(\omega), a_2(\omega) \in A(\omega)$. Fix $t^* \in [m, m+1]$ and put $\omega^*_i = \theta_{-t^*}\omega$ and consider the equation

$$
dx(t) = [Ax(t) + f(x(t))]dt + Cx(t)d\omega^*_i(t).
$$

Note that (4.5) holds for $\omega^*$. By the invariance principle there exist two different points $b_1(\omega^*_i), b_2(\omega^*_i) \in A(\omega^*_i)$ such that

$$
a_i(\omega) = x(t^*, \omega^*_i, b_i), \quad i = 1, 2.
$$

Put $y(t, \omega^*_i) := x(t, \omega^*_i, b_1) - x(t, \omega^*_i, b_2)$ then $y(t^*, \omega^*_i) = a_1(\omega) - a_2(\omega)$ and we have

$$
dy(t, \omega^*_i) = [Ay(t, \omega^*_i) + F(t, y(t, \omega^*_i))]dt + Cy(t, \omega^*_i)d\omega^*_i(t)
$$

where $F(t, y) = f(y + u(t)) - f(u(t))$, where $u(t) = x(t, \omega^*_i, b_2)$ satisfies also globally linear growth (3.2) with coefficient $c_f$ and condition $F(t, 0) \equiv 0$.

Now repeat the calculation in Theorem 3.4 in which $\omega$ is replaced by $\omega^*_i$, we have

$$
\frac{1}{t^*} \log \|y(t^*, \omega^*_i)\| \leq \frac{1}{t^*} \log \|y(0, \omega^*_i)\| - (h_A - c_f) + \frac{2K\|C\|}{m} \sum_{k=0}^{m} \|\omega^*_i\|_{p-var, \Delta_k}
+ \frac{4K\|C\|G}{m\delta} \sum_{k=0}^{m} \|\omega^*_i\|_{p-var, \Delta_k} + \frac{4K\|C\|G}{m} \sum_{k=0}^{m} \|\omega^*_i\|_{p-var, \Delta_k}^{p+1}
+ \frac{4K\|C\|G}{m} \sum_{k=0}^{m} \|\omega^*_i\|_{p-var, \Delta_k}^{p+2},
$$

where
in which $G$ given in (5.2). Write $t' = -t^* + m + 1 \in [0, 1]$ then $\omega^*(\cdot) = \theta_{- (m+1)} \omega^*(\cdot)$ where $\omega^*(\cdot) = \theta t \omega^*(\cdot)$. For each $0 \leq k \leq m$,

$$\|\omega^*\|_{p\text{-var}, \Delta_k} = \|\omega^*\|_{p\text{-var}, \Delta_{-(m+1-k)}} \leq \|\theta_{-(m+1-k)} \omega\|_{p\text{-var}, [0, 2]}$$

$$\leq 2^{p-1} (\|\theta_{-(m+1-k)} \omega\|_{p\text{-var}, [0, 1]} + \|\theta_{-(m-k)} \omega\|_{p\text{-var}, [0, 1])}$$

Combining this with (4.9) we get

$$\frac{1}{t^*} \log \|y(t^*, \omega^*)\| \leq \frac{1}{t^*} \log \|y(0, \omega^*)\| - (\alpha_A - c_f) + \frac{2^{p+1} K\|C\|}{m} \sum_{k=0}^{m+1} \|\theta_{-k} \omega\|_{p\text{-var}, [0, 1]}$$

$$+ \frac{2^{p+2} K\|C\|G\|E\|_{p\text{-var}, [0, 1]} + 2^{p+2} K\|C\|GE\|\omega\|_{p\text{-var}, [0, 1]}$$

$$+ \frac{2^{p+3} K\|C\|G\|E\|_{p\text{-var}, [0, 1]} + 2^{p+4} K\|C\|GE\|\omega\|_{p\text{-var}, [0, 1]}$$

$$+ \frac{2^{p+1} K\|C\| \beta + 2\beta + 4\beta + 8\beta}{m} \sum_{k=0}^{m+1} \|\theta_{-k} \omega\|_{p\text{-var}, [0, 1]}$$

Using the fact that $A \subset B$, we have $\|y(0, \omega^*)\| \leq 4b(\omega^*)$. Now letting $t^* \to \infty$ and using (5.3), we obtain

$$\lim_{t^* \to \infty} \frac{1}{t^*} \log \|y(t^*, \omega^*)\| \leq (\alpha_A - c_f) + \frac{2^{p+1} K\|C\|E\|\omega\|_{p\text{-var}, [0, 1]} + 2^{p+2} K\|C\|GE\|\omega\|_{p\text{-var}, [0, 1]}$$

$$+ \frac{2^{p+3} K\|C\|E\|\omega\|_{p\text{-var}, [0, 1]} + 2^{p+4} K\|C\|GE\|\omega\|_{p\text{-var}, [0, 1]}$$

in which $\beta$ is given by (4.9). Hence, there exists $\varepsilon > 0$ such that if we choose $\|C\| < \varepsilon$ then $y(t^*, \theta_{-t} \omega)$ converges to zero exponentially. Hence $a_1(\omega) - a_2(\omega) \to 0$ which is a contradiction. This proves that $A(\omega) \equiv \{a(\omega)\}$ is a single random point. Finally similar arguments then prove that $\|x(t, \theta_{-t} \omega, x_0(\theta_{-t} \omega)) - a(\omega)\|$ converges to 0 as $t \to \infty$ in an exponential rate and uniformly in random points $x_0(\omega)$ in a tempered random set $D(\omega) \in D$, which proves the last conclusion of Theorem 4.4.

5 Appendix

Proof: [Proof of Lemma 4.2] From (4.11) it follows that

$$d\left(e^{-\eta t} \int_a^t z(s) ds \right) = e^{-\eta t} \left( - \eta \int_a^t z(s) ds + z(t) \right) \leq e^{-\eta t} \left( z_0 + \int_a^t \alpha(s) ds \right), \forall t \in [a, b].$$

As a result

$$\int_a^t z(s) ds \leq \int_a^t e^{\eta(t-s)} \left( z_0 + \int_a^s \alpha(u) du \right) ds.$$  

Hence combining with (4.11) and using the integration by parts one gets

$$z(t) \leq z_0 + \int_a^t \alpha(s) ds + \eta \int_a^t \int_a^t e^{\eta(t-s)} \left( z_0 + \int_a^s \alpha(u) du \right) ds$$

$$\leq z_0 e^{\eta(t-a)} + \int_a^t \alpha(s) ds - e^{\eta t} \int_a^t \left( \int_a^s \alpha(u) du \right) d(e^{-\eta s})$$

$$\leq z_0 \epsilon(t-a) + \int_a^t e^{\eta(t-s)} \alpha(s) ds,$$

which proves (4.12).
Proof: [Proof of Lemma 4.3] Firstly, since the dynamical system \( \theta \) is ergodic in \((\Omega, F, \mathbb{P})\), for almost all \( \omega \in \Omega \)

\[
\lim_{k \to \infty} \left( -h + c \frac{1}{k} \sum_{i=0}^{k-1} \kappa(1, \theta^{-k}\omega) \right) = -h + cE \kappa(1, \cdot) \leq -h + c(1 + 4KG)(\beta^p + \beta^2 + \beta^{p+1}) \tag{5.1}
\]
due to (4.10). Set \( -\lambda := -h + cE \kappa(1, \cdot) \). Take and fix a small positive number \( \varepsilon \) such that

\[
h > \varepsilon(1 + 4KG)(\beta^p + \beta^2 + \beta^{p+1}). \tag{5.2}
\]

Then for any \( 0 < c < \varepsilon \) we have

\[
\lim_{k \to \infty} \left( -h + c \frac{1}{k} \sum_{i=0}^{k-1} \kappa(1, \theta^{-k}\omega) \right) = -\lambda < 0.
\]

Consequently, the series

\[
\sum_{k=1}^{\infty} \exp \left\{ \left( -h + c \frac{1}{k} \sum_{i=0}^{k-1} \kappa(1, \theta^{-i}\omega) \right) k \right\}
\]

converges or \( \xi(\omega) \) is finite for almost all \( \omega \in \Omega \).

Next we are going to prove that \( \xi(\omega) \) is tempered if \( c \) is small enough. Using (4.8), it suffices to prove that

\[
\lim_{t \to \pm \infty} \frac{1}{t} \log \left[ \xi(\theta^t\omega) \right] = 0. \tag{5.3}
\]

when ever \( c < \varepsilon \). Indeed, replacing \( \omega \) by \( \theta^{-m}\omega \) where \( m \in \mathbb{Z}^+ \) in (4.13) we get

\[
\xi(\theta^{-m}\omega) = 1 + \sum_{k=1}^{\infty} \exp \left\{ -h + c \frac{1}{k} \sum_{i=0}^{k-1} \kappa(1, \theta^{-i-m}\omega) \right\}.
\]

By (5.1), for each \( N \in \mathbb{N}^* \), \( \frac{1}{N} < \lambda \) there exists \( n(\omega, N) \) such that for all \( n > n(\omega, N) \)

\[
-\lambda - \frac{1}{N} \leq -h + c \frac{1}{n} \sum_{k=0}^{n-1} \kappa(1, \theta^{-k}\omega) \leq -\lambda + \frac{1}{N},
\]

and

\[
-\lambda - \frac{1}{N} \leq -h + c \frac{1}{n} \sum_{k=0}^{n-1} \kappa(1, \theta^{-k}\omega) \leq -\lambda + \frac{1}{N}.
\]

Therefore, with \( N, \omega \) fixed, if \( m > n(\omega, N) \) we have

\[
1 \leq \xi(\theta^{-m}\omega) \leq 1 + e^{(\lambda + \frac{1}{N})m} \sum_{k=1}^{\infty} \exp \{ -(\lambda + 1/N)(k + m) \} \leq (D + 1)e^{2m/N},
\]
where \( D = \sum_{k=1}^{\infty} \exp\{-(\lambda + \frac{1}{N})k\} \) \( < \infty \) and \( D \) is independent of \( m \). Hence, it follows that

\[
0 \leq \lim_{m \to +\infty} \frac{1}{m} \log \left[ \xi(\theta_{m}\omega) \right] \leq \lim_{m \to +\infty} \frac{2m}{mN} = \frac{2}{N},
\]

for any \( N \) large enough, which proves (5.3) for the case \( t \to -\infty \).

Similarly, replacing \( \omega \) by \( \theta_{m}\omega \) where \( m \in \mathbb{Z}^+ \) in (4.13) we obtain

\[
\xi(\theta_{m}\omega) = 1 + \sum_{k=1}^{\infty} \exp \left\{ -hk + c \sum_{i=0}^{k-1} \kappa(1, \theta_{-i+m}\omega) \right\},
\]

in which the second term is

\[
\sum_{k=1}^{m} \exp \left\{ -hk + c \sum_{i=0}^{k-1} \kappa(1, \theta_{-i+m}\omega) \right\}
\]

\[
= \sum_{k=1}^{m} \exp \left\{ -hk + c \sum_{i=m-k+1}^{m} \kappa(1, \theta_{i}\omega) \right\}
\]

\[
= \exp \left\{ -h(m+1) + c \sum_{i=0}^{m} \kappa(1, \theta_{i}\omega) \right\} \sum_{k=1}^{m} \exp \left\{ hk - c \sum_{i=0}^{k-1} \kappa(1, \theta_{i}\omega) \right\}
\]

\[
= \exp \left\{ -h(m+1) + c \sum_{i=0}^{m} \kappa(1, \theta_{i}\omega) \right\} \times \left( \sum_{k=1}^{n(\omega,N)} \exp \left\{ hk - c \sum_{i=0}^{k-1} \kappa(1, \theta_{i}\omega) \right\} \right.
\]

\[
\times \left( \sum_{k=n(\omega,N)+1}^{m} \exp \left\{ (\lambda + \frac{1}{N})k \right\} \right)
\]

\[
\leq \exp\{-\lambda + \frac{1}{N}\}(m+1) \times \left( \sum_{k=1}^{n(\omega,N)} \exp \left\{ hk - c \sum_{i=0}^{k-1} \kappa(1, \theta_{i}\omega) \right\} \right.
\]

\[
\left. \times \sum_{k=n(\omega,N)+1}^{m} \exp\{(\lambda + \frac{1}{N})k\} \right) \leq \exp\{-\lambda + \frac{1}{N}\}(m+1) \left( \sum_{k=1}^{n(\omega,N)} \exp \left\{ hk - c \sum_{i=0}^{k-1} \kappa(1, \theta_{i}\omega) \right\} + \frac{\exp\{(\lambda + \frac{1}{N})(m+1)\}}{e^{\lambda + \frac{1}{N}} - 1} \right) \leq e^{\frac{2}{N}(m+1)} D(\omega),
\]

where

\[
D(\omega) = \sum_{k=1}^{n(\omega,N)} \exp \left\{ hk - c \sum_{i=0}^{k-1} \kappa(1, \theta_{i}\omega) \right\} + \frac{1}{e^{\lambda + \frac{1}{N}} - 1}
\]

and \( m > n(\omega,N) \).

On the other hand, the third term is

\[
\sum_{k=m+1}^{\infty} \exp \left\{ -hk + c \sum_{i=0}^{k-1} \kappa(1, \theta_{-i+m}\omega) \right\}
\]
\[
\begin{align*}
&= \sum_{k=m+1}^{\infty} \exp \left\{ -hk + c \sum_{i=0}^{m-1} \kappa(1, \theta_{i+m}\omega) + c \sum_{i=m}^{k-1} \kappa(1, \theta_{i+m}\omega) \right\} \\
&= \exp \left\{ -hm + c \sum_{i=1}^{m} \kappa(1, \theta_{i}\omega) \right\} \sum_{k=1}^{\infty} \exp \left\{ -hk + c \sum_{i=0}^{k-1} \kappa(1, \theta_{i}\omega) \right\} \\
&\leq e^{\left( -\lambda + \frac{1}{N} \right)m} \times \sum_{k=1}^{\infty} \exp \left\{ -hk + c \sum_{i=0}^{k-1} \kappa(1, \theta_{i}\omega) \right\}
\end{align*}
\]

when \( m > n(\omega, N) \). To sum up, for \( m > n(\omega, N) \) we have

\[
1 \leq \xi(\theta_{m}\omega) \leq 1 + e^{\left( \frac{1}{N}(m) + 1 \right)} D(\omega) + e^{\left( -\lambda + \frac{1}{N} \right)m} \xi(\omega) \leq e^{\frac{1}{N}(m+1)} (1 + D(\omega) + \xi(\omega)).
\]

Since \( D(\omega), \xi(\omega) \) are independent of \( m \),
\[
\lim_{m \to \infty} \frac{\xi(\theta_{m}\omega)}{m} \leq \frac{2}{N}
\]
for any \( N \) large enough, we conclude that \( \xi(\omega) \) is tempered.

\[\square\]
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