Parallel SGD: When does averaging help?
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Abstract
Consider a number of workers running SGD independently on the same pool of data and
averaging the models every once in a while — a common but not well understood practice. We study
model averaging as a variance-reducing mechanism and describe two ways in which the frequency
of averaging affects convergence. For convex objectives, we show the benefit of frequent averaging
depends on the gradient variance envelope. For non-convex objectives, we illustrate that this benefit
depends on the presence of multiple optimal points. We complement our findings with multicore
experiments on both synthetic and real data.

1 Introduction
Stochastic gradient descent (SGD) Shalev-Shwartz et al. [2009], Zhang [2004],
Zinkevich [2003] is the workhorse of modern machine learning, largely due to its
simplicity and scalability to very large datasets Bottou [2010]. As a result,
there has been a lot of interest in parallelizing SGD Delalleau and Bengio [2007],
Recht and Ré [2013], Recht et al. [2011], Zinkevich et al. [2010]. One simple
method is to run \( M \) independent workers in parallel for a number of steps and
then average all the models (decision variables) at the end Zinkevich et al. [2010].
This method is often referred to as one-shot averaging. At the other extreme, one could
average the models after every iteration. When using \( M \) workers, this is statistically
equivalent to a single worker running SGD with mini-batches of size \( M \); we refer to this parallel method as mini-batch averaging.
One-shot averaging reduces variance only at the end of execution, but requires
very little communication. In comparison, mini-batch averaging reduces variance
at every step and therefore converges after fewer steps, i.e. it has higher statistical
efficiency. However, it requires much more communication, making each step
more expensive computationally, i.e. it has lower hardware efficiency. As a result,
we can use the averaging rate to trade off statistical and hardware efficiency in
order to maximize the performance, in terms of wall clock time, of the algorithm.
In this paper, we study the method where \( M \) independent workers run in parallel and we take an average of their models periodically. We refer to the periods between averaging operations as \textit{phases}. Although this kind of algorithm is used in practice, and some recent results [Zhang and Ré 2014] suggest that more averaging is better, there are no known recipes for averaging that provide theoretical guarantees. How frequently should we average? Does more averaging even necessarily lead to faster convergence? Recently, Bijral et al. [Bijral et al. 2016] addressed a similar question in a distributed setting. They show that the rate of averaging affects the convergence of the consensus process on a computation graph. Our contributions are different in nature:

- For convex problems, we show that the envelope of gradient variance is important: when the variance is higher far from the optimum, frequent averaging leads to faster convergence. For a simple model, we show that frequent averaging allows convergence to a smaller noise ball.

- For non-convex problems, we illustrate that one-shot averaging can produce inaccurate results, and show how more frequent averaging can be used to avoid this effect.

- We implement this averaging scheme on a multicore machine and run a number of experiments. The results support our claims in both the convex and non-convex settings.

## 2 Formulation

We aim to minimize the following objective, consisting of \( m \) components, with respect to \( w \in \mathbb{R}^n \).

\[
\min_{w \in \mathbb{R}^n} f(w) \triangleq \frac{1}{m} \sum_{j=1}^{m} f_j(w) \tag{1}
\]

Here each \( f_j \) is convex, and typically represents an individual example from a dataset. We denote the global optimum by \( w^* \). Stochastic gradient descent draws one of the component functions uniformly at random to perform each iteration. The \( k \)-th iterate update is described by

\[
w_k = w_{k-1} - \alpha \nabla f_{\sigma(k)}(w_{k-1}), \tag{2}
\]

where \( \sigma(k) \sim \text{Uni}(1, \ldots, m) \) are independent, uniform draws from \([m]\).

**Parallelization.** Now consider \( M \) worker threads, independently performing the update in Equation (2) starting from a common point, \( w_0 \). As described in the introduction, execution is split into a number of phases which are defined by averaging steps: each averaging step marks the end of a phase. Phases last for \( K \) steps. For worker \( i \in [M] \) the \( k \)-th iterate of phase \( t \) is given by

\[
w_{ik}^t = w_{i(k-1)}^t - \alpha \nabla f_{\sigma_i(i,k)}(w_{i(k-1)}^t), \quad k \in [K], \tag{3}
\]
where \( w_{t0}^t = w_{t0} \), i.e. all workers start the \( t \)-th phase at the same point. At the end of each phase we take an average of all models and use it as a starting point of the next phase: 
\[
  w_{t+1}^t = \bar{w}_{tK} \triangleq \frac{1}{M} \sum_{i=1}^{M} w_{iK}^t.
\]

2.1 Negative results

Intuition and practice suggest that more frequent averaging should improve statistical efficiency – i.e. result in convergence in fewer steps. However, this behavior is not empirically observed in all cases. In addition, conventional modeling and analysis may fail to capture the empirical benefits of frequent averaging. Before producing our results, we demonstrate this complication by means of two negative results.

**Example 1: Homogeneous Quadratics.** Consider the case where component functions are quadratics with the same Hessian, 
\[
  f_j(w) = \frac{1}{2} w^T P w + w^T q_j + r_j.
\]
In this case the gradient is linear: 
\[
  \nabla f_j(w) = P w + q_j.
\]
This implies that one-shot averaging is equivalent to mini-batch averaging and any other scheme which interpolates between the two, averaging once in a while. To see this, consider mini-batch averaging: 
\[
  \bar{w}_{MB}^k \triangleq \sum_{m=1}^{M} w_{ik}/M
\]
where 
\[
  w_{ik} = \bar{w}_{MB}^{k-1} - \alpha \nabla f_{\sigma(i,k)}(\bar{w}_{MB}^{k-1}).
\]
By linearity of the gradient and homogeneity of the Hessian we get equivalence to one-shot averaging. This is an example where frequent averaging actually offers no improvement over one-shot averaging.

Next, we show that standard modeling assumptions can also lead to false negative results.

**Definition 1.** The variance of a gradient evaluated at \( w \) is 
\[
  \Delta(w) \triangleq \frac{1}{m} \sum_{j=1}^{m} ||\nabla f_j(w) - \nabla f(w)||^2.
\]

**Example 2: Coarse Modeling.** Typical analyses of SGD use a uniform gradient variance bound, \( \Delta(w) \leq \sigma^2 \), \( \forall w \), e.g. [Zinkevich et al. [2010], Agarwal and Duchi [2011], Dekel et al. [2012], Bijral et al. [2016]]. Using this model and assuming \( L \)-Lipschitz gradients and \( c \)-strong convexity, the variance of worker \( i \)'s model estimate after \( k \) steps is bounded by 
\[
  \mathbb{E}||w_{ik} - \bar{w}_k||^2 \leq \frac{\alpha \sigma^2}{2L - \alpha c^2} \left[ 1 - \left( 1 - 2\alpha L + \alpha^2 c^2 \right)^k \right] \leq \frac{\alpha \sigma^2}{2L - \alpha c^2}.
\]

Averaging only reduces variance. Under coarse modeling, variance is linear with respect to \( \sigma^2 \) and does not otherwise depend on the sequence of \( w_{ik} \). This implies that as long as we take an average at the end, earlier averaging steps have no measurable effect: the resulting variance is roughly \( \alpha \sigma^2 M^{-1}(2L - \alpha c^2)^{-1} \) for both one-shot averaging and mini-batch setting. For general homogenous quadratics, we can show the bias term \( ||\bar{w}_k - w^*|| \) is unaffected by averaging frequency. It implies the squared distance to optimum should expect to be roughly the same for all averaging settings. Thus the conventional modeling fails to capture the empirical benefits of frequent averaging.
2.2 Model for Gradient Variance

We introduce a model for gradient variance, capable of capturing the effects of frequent averaging,

$$\Delta(w) \leq \beta^2 \|w - w^*\|^2 + \sigma^2.$$  \hfill (5)

The new $\beta$-dependent term causes early-stage benefits for averaging, because new variance introduced at every step now depends on the distance from the optimum, $w^*$. Taking an averaging step early on will reduce this distance and thereby reduce variance throughout execution, leading to convergence in fewer steps. This phenomenon is stronger the farther we are from the optimum; we expect that speedups will mostly be observed when the first variance term dominates, i.e., $\rho \equiv \beta^2 \|w_0 - w^*\|^2 / \sigma^2$ is large. In Section 3, we will show experimentally that the averaging speedup correlates with the magnitude of $\rho$.

2.3 Stochastic Averaging Analysis

We study how the rate of averaging affects the quality of the solution. We derive the asymptotic variance produced by SGD for a constant step size on a simple quadratic model that obeys the variance bound given in (5). We use objective $f(w) = \frac{1}{2}cw^2$ and noisy gradient samples of the form $\nabla f(w) = cw - \tilde{b}w - \tilde{h}$, where $\tilde{b}$ and $\tilde{h}$ are independent random variables with mean 0 and variance $\beta^2$ and $\sigma^2$, respectively. At each step, our algorithm will run the standard SGD update rule, with constant step size $\alpha$, independently in each of $M$ worker threads. Then, it will choose to average all the models with probability $\zeta$, i.e., expected phase length is $\zeta^{-1}$. Under these conditions, we can explicitly derive the asymptotic variance of the average of the models. We defer the proof of this result to Appendix A.

**Lemma 1.** The asymptotic variance of the average in the above algorithm is

$$\lim_{t \to \infty} \text{Var} \left( \frac{1}{M} \sum_{i=1}^{M} w_{i,t} \right) = \frac{\alpha \sigma^2}{M} \left( \frac{2c - \alpha c^2 - \alpha \beta^2}{1 + \eta M^{-1}} \right)^{-1},$$

where $\eta = \frac{\zeta}{(1 - \zeta)\alpha (2c - \alpha c^2)}$.

This lemma shows that averaging can have asymptotic benefits; we will see in our experiments that those benefits can, in some cases, be observable in the non-asymptotic case too.

2.4 Averaging for Non-Convex Problems

The analysis of averaging becomes more complicated in the case of non-convex problems. Unlike in the convex case, where all worker threads are guaranteed to converge independently to a single optimum, in non-convex optimization the algorithm may have multiple stable fixed points. Because different workers may
converge to different points, one-shot averaging can produce incorrect results, even if we use an unbounded number of gradient samples. Averaging for non-convex optimization has been previously studied in some settings [Lian et al. 2015, Zhang and Jordan 2015], but the effect of the frequency of averaging among workers has not been considered. We can illustrate this effect with a simple example.

Consider minimizing the function \( f(w) = (w^2 - 1)^2 \) by using gradient samples of the form \( \nabla \tilde{f}(w) = 4(w^3 - w + \tilde{u}) \), where \( \tilde{u} \) is a standard normal random variable. This problem is a one-dimensional version of the ubiquitous matrix completion problem, on which single-threaded SGD is known to work [De Sa et al. 2015]. We ran SGD on this problem using step size \( \alpha = 0.025 \) and 10000 steps, parallelizing over 24 workers. Our goal is to test the effect of various averaging rates on this non-convex problem. Here, one-shot averaging achieves an abysmal average objective of \( 0.922 \). Averaging even 0.1% of the time improves this to \( 0.274 \), and averaging after 10% of the steps achieves an objective of 0.011 — a much more satisfying result. These results suggest that properly selecting the averaging rate is even more important in the non-convex setting.

To demonstrate this point on a real problem, we run a simple simulation of Principal Component Analysis. We generate samples from a 20 dimensional, zero-mean Gaussian with spectrum \([1.0, 0.7, \ldots, 0.7]\) and principal component \( v_1 \). We use Oja’s update \( w_{ik} = w_{i(k-1)} + \alpha x_{ik} x_{ik}^\top w_{i(k-1)} \), where \( x_{ik} \) is the sample used by worker \( i \) at time \( k \). We simulate 48 workers and give each \( 10^4 \) random samples. Figure 1 reports the principal component error, \( 1 - |w^\top v_1|/(\|w\|\|v_1\|) \), as a function of the total number of averaging steps used throughout. One-shot averaging corresponds to the leftmost point. This practical result illustrates that one-shot averaging is not suited for non-convex problems, an issue resolved by more frequent averaging.

3 Experiments

In this section, we empirically investigate the effect of averaging in both convex problems and convolutional neural networks, on synthetic and canonical datasets. These results provide support for our intuition and theory discussed in the previous section.

3.1 Convex Problems

Datasets and setup. We conduct experiments on three datasets for least squares regression and two for logistic regression. All the datasets in Table 1 are available through the lib-svm dataset hub [Chang and Lin 2011]. We use
Figure 2: Normalized suboptimality over time for convex experiments and principle component estimate error of the PCA example. The speedup column compares how fast the algorithm achieves normalized objective error 0.1. It compares averaging every 128 iterations to one shot averaging.

Table 1: Datasets, models (LS for least squares and LR for logistic regression) and related measurements.

| Dataset     | Model | # Samples | # Dimensions | $\sigma^2$ | $\rho \triangleq \| w_0 - w^* \|^2 / \sigma^2$ |
|-------------|-------|-----------|--------------|------------|-----------------------------------------------|
| E2006-tfidf | LS    | 16,087    | 4,272,227    | $4.918 \times 10^{-7}$ | 4.046 x $10^0$                          |
| E2006-log1p | LS    | 16,087    | 150,360      | $4.265 \times 10^{-8}$ | 8.632 x $10^4$                               |
| YearPrediction | LS    | 463,715   | 90           | 94,151     | 2.865                                         |
| HIGGS       | LR    | 11,000,000| 28           | 7.324      | 6.640                                          |
| RCV1        | LR    | 677,399   | 47,236       | $8.436 \times 10^{-9}$ | 1.558                                         |

We run SGD with step size $\alpha/(t + d)$ where $t$ is the iteration index. Each experiment is repeated with three different data shuffles and we report the average objective at each iteration. For a fair comparison, we grid-search $\alpha$ and $d$, and at each iteration, we report the minimum average objective from the grid. The objective is normalized so that the initial value at the initialization point is 1 and the optimal value is 0. We use 24 workers to compare one-shot to periodic averaging (every 128 steps and every 1024 steps). We also report single worker results for context.

Measuring $\beta^2$ and $\sigma^2$. The variance model suggests that when $\rho$ is small,
variance is dominated by the constant term, $\sigma^2$. In that case we know (cf. Section 2.2) that periodic averaging yields little or no measurable benefits. On the other hand, we expect to see quicker convergence for periodic averaging when $\rho$ is large. To test this intuition, we measure all the quantities involved. For each experiment, (1) we find the approximate optimizer $w^*$; (2) we measure gradient variance at the optimum, which yields the value of $\sigma^2$; (3) we draw a random line that passes through $w^*$; (4) we take 9 measurements of gradient variance along the line; (5) we calculate curvature based on those measurements; and (6) we repeat from Step 3 a number of times and average the measured curvatures, which yields an estimate for $\beta^2$. We use these estimates to calculate the $\rho$ values reported in Table 1.

**Discussion.** We see in Figures 2a, 2b, and 2c significant gaps between periodic and one-shot averaging for sparse E2006-tfidf and E2006-log1p, while the gap is minor for the dense YearPrediction dataset. This is consistent with our model, as in Table 1 we observe $\rho$ is considerably larger for sparse E2006-tfidf and E2006-log1p than dense YearPrediction. The gap becomes smaller for logistic regression on both sparse and dense data as shown in Figures 2d and 2e. Overall, we observe the anticipated correlation between speedup and measured value of $\rho$. The results demonstrate the finite-step effect of periodic averaging, thus complementing our limiting analysis.

### 3.2 Non-convex Problems

**Architecture and setup.** We implement a two layer convolutional neural network using TensorFlow [Abadi et al., 2015] on the digit recognition dataset MNIST. The dataset contains 60,000 samples for training and 10,000 for testing. We use a LeNet5-like architecture. More specifically, we use 32 and 64 $5 \times 5$ filters for the first and second convolution layers respectively. Each convolution layer is followed by a ReLu layer and a max-pooling layer with stride 2. Two fully connected layers are additionally inserted before the standard cross-entropy loss. We use momentum SGD with initial learning rate 0.01 and momentum coefficient 0.9. The step-size decays with a factor of 0.95 after each pass of training set.

We deploy 4 workers with mini-batch size 8. Each worker uses a different data permutation. In addition to monitoring one-shot and periodic averaging with phase length 10, we also record the performance of single workers. For efficiency, we pick the workers with the best and worst loss on a subset of 5,000 training samples at the end of each phase. The performance of these two workers is then reported on the full training and test set.

**Discussion.** Figure 3 shows results on training loss, training error and test error with respect to the number of iterations. We see that periodic averaging can speed up convergence significantly compared to one-shot averaging, but also compared to the best single worker result. For the former, intuition is that one-shot averaging will take an average of different local minima. Unlike in convex settings, a single average in the end increases the training loss by improperly combining solutions. We observe that the relative performance of
one-shot averaging worsens as the number of iterations increases. In particular, one-shot averaging is typically worse than the worst single worker’s result. For the latter, we note that periodic averaging performs better than the best single worker, as it reduces variance.

4 Conclusions

In this paper, we investigate the effect of model averaging on parallel SGD in both convex and non-convex settings. Inspired by the analysis of quadratic problems, we propose a novel gradient variance model. The model gives intuition on the empirical benefits of periodic averaging on convex objectives, such as least squares regression and logistic regression. In the non-convex setting, we observe that one-shot averaging can produce worse results, as it may combine estimates from different local minima. In contrast, periodic averaging tends to bring the workers’ estimates to a common basin of attraction. This leads to improved solution quality. Finally, due to its variance reduction properties, periodic averaging usually outperforms the best worker.

References

Martín Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro, Greg S. Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Ian Goodfellow, Andrew Harp, Geoffrey Irving, Michael Isard, Yangqing Jia, Rafal Jozefowicz, Lukasz Kaiser, Manjunath Kudlur, Josh Levenberg, Dan Mané, Rajat Monga, Sherry Moore, Derek Murray, Chris Olah, Mike Schuster, Jonathon Shlens, Benoit Steiner, Ilya Sutskever, Kunal Talwar, Paul Tucker, Vincent Vanhoucke, Vijay Vasudevan, Fernanda Viégas, Oriol Vinyals, Pete Warden, Martin Wattenberg, Martin Wicke, Yuan Yu, and Xiaoqiang Zheng. TensorFlow: Large-scale machine learning on heterogeneous systems, 2015. URL http://tensorflow.org/. Software available from tensorflow.org.
Alekh Agarwal and John C Duchi. Distributed delayed stochastic optimization. In *Advances in Neural Information Processing Systems*, pages 873–881, 2011.

Pierre Baldi, Peter Sadowski, and Daniel Whiteson. Searching for exotic particles in high-energy physics with deep learning. *Nature communications*, 5, 2014.

Thierry Bertin-Mahieux, Daniel PW Ellis, Brian Whitman, and Paul Lamere. The million song dataset. In *ISMIR 2011: Proceedings of the 12th International Society for Music Information Retrieval Conference, October 24–28, 2011, Miami, Florida*, pages 591–596. University of Miami, 2011.

Avleen S Bijral, Anand D Sarwate, and Nathan Srebro. On data dependence in distributed stochastic optimization. *arXiv preprint arXiv:1603.04379*, 2016.

Léon Bottou. Large-scale machine learning with stochastic gradient descent. In *Proceedings of COMPSTAT’2010*, pages 177–186. Springer, 2010.

Chih-Chung Chang and Chih-Jen Lin. Libsvm dataset page. [https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets](https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets), 2011.

Christopher De Sa, Christopher Re, and Kunle Olukotun. Global convergence of stochastic gradient descent for some non-convex matrix problems. In *Proceedings of the 32nd International Conference on Machine Learning (ICML-15)*, pages 2332–2341, 2015.

Ofer Dekel, Ran Gilad-Bachrach, Ohad Shamir, and Lin Xiao. Optimal distributed online prediction using mini-batches. *The Journal of Machine Learning Research*, 13(1):165–202, 2012.

Olivier Delalleau and Yoshua Bengio. Parallel stochastic gradient descent. *CIAR Summer School, Toronto*, 2007.

Shimon Kogan, Dimitry Levin, Bryan R Routledge, Jacob S Sagi, and Noah A Smith. Predicting risk from financial reports with regression. In *Proceedings of Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association for Computational Linguistics*, pages 272–280. Association for Computational Linguistics, 2009.

David D Lewis, Yiming Yang, Tony G Rose, and Fan Li. Rev1: A new benchmark collection for text categorization research. *The Journal of Machine Learning Research*, 5:361–397, 2004.

Xiangru Lian, Yijun Huang, Yuncheng Li, and Ji Liu. Asynchronous parallel stochastic gradient for nonconvex optimization. In C. Cortes, N. D. Lawrence, D. D. Lee, M. Sugiyama, and R. Garnett, editors, *Advances in Neural Information Processing Systems 28*, pages 2737–2745. Curran Associates, Inc., 2015.

Benjamin Recht and Christopher Ré. Parallel stochastic gradient algorithms for large-scale matrix completion. *Mathematical Programming Computation*, 5(2):201–226, 2013.
Benjamin Recht, Christopher Re, Stephen Wright, and Feng Niu. Hogwild: A lock-free approach to parallelizing stochastic gradient descent. In Advances in Neural Information Processing Systems, pages 693–701, 2011.

Shai Shalev-Shwartz, Ohad Shamir, Nathan Srebro, and Karthik Sridharan. Stochastic convex optimization. In COLT, 2009.

Ce Zhang and Christopher Ré. Dimmwitted: A study of main-memory statistical analytics. Proceedings of the VLDB Endowment, 7(12):1283–1294, 2014.

Tong Zhang. Solving large scale linear prediction problems using stochastic gradient descent algorithms. In Proceedings of the twenty-first international conference on Machine learning, page 116. ACM, 2004.

Yuchen Zhang and Michael I Jordan. Splash: User-friendly programming interface for parallelizing stochastic algorithms. arXiv preprint arXiv:1506.07552, 2015.

Martin Zinkevich. Online convex programming and generalized infinitesimal gradient ascent. 2003.

Martin Zinkevich, Markus Weimer, Lihong Li, and Alex J Smola. Parallelized stochastic gradient descent. In Advances in neural information processing systems, pages 2595–2603, 2010.

A Proof of lemma 1

Assume that our task is minimizing the function

\[ f(w) = \frac{1}{2} cw^2 \]

by using gradient samples of the form

\[ \nabla \tilde{f}(w) = cw - \tilde{b}w - \tilde{h}, \]

where \( \tilde{b} \) and \( \tilde{h} \) are independent 0-mean random variables with variance \( \beta \) and \( \gamma \) respectively. The update rule is

\[ w_{t+1} = (1 - \alpha c)w_t + \alpha(\tilde{b}w_t + \tilde{h}). \]

Assume we initialize \( w_0 \) such that \( E[w_0] = 0 \), which implies \( E[w_t] = 0 \), and we run the update rule in \( M \) independent threads. We denote the variance of the average value of \( w \) as

\[ Q_t = E \left[ \left( \frac{1}{M} \sum_{i=1}^{M} w_{k,i,t+1} \right)^2 \right]. \]
We can write $Q_t+1$ as

$$Q_{t+1} = E \left[ \left( \frac{1}{M} \sum_{i=1}^{M} w_{k, t+1} \right)^2 \right]$$

$$= E \left[ \left( \frac{1}{M} \sum_{i=1}^{M} (1 - \alpha c) w_{i, t} + \alpha (\hat{b}_{i, t} w_{i, t} + \tilde{h}_{i, t}) \right)^2 \right]$$

$$= E \left[ \left( \frac{1}{M} \sum_{i=1}^{M} (1 - \alpha c) w_{i, t} \right)^2 \right] + E \left[ \left( \frac{1}{M} \sum_{i=1}^{M} \alpha \hat{b}_{i, t} w_{i, t} \right)^2 \right] + E \left[ \left( \frac{1}{M} \sum_{i=1}^{M} \alpha \tilde{h}_{i, t} \right)^2 \right]$$

$$= (1 - \alpha c)^2 E \left[ \left( \frac{1}{M} \sum_{i=1}^{M} w_{i, t} \right)^2 \right] + \frac{\alpha^2}{M^2} \sum_{i=1}^{M} E \left[ \hat{b}_{i, t}^2 w_{i, t}^2 \right] + \frac{\alpha^2}{M^2} \sum_{i=1}^{M} E \left[ \tilde{h}_{i, t}^2 \right]$$

$$= (1 - \alpha c)^2 Q_t + \frac{\alpha^2 \beta}{M} \sum_{i=1}^{M} \mathbb{E} \left[ w_{i, t}^2 \right] + \frac{\alpha^2 \gamma}{M}.$$  \hspace{1cm} (6)

In addition, we also have that for any $i$,

$$\mathbb{E} \left[ w_{i, t+1}^2 \right] = \mathbb{E} \left[ \left( (1 - \alpha c) w_{i, t} + \alpha (\hat{b}_{i, t} w_{i, t} + \tilde{h}_{i, t}) \right)^2 \right]$$

$$= (1 - \alpha c)^2 \mathbb{E} \left[ w_{i, t}^2 \right] + \alpha^2 \mathbb{E} \left[ \hat{b}_{i, t}^2 w_{i, t}^2 \right] + \alpha^2 \mathbb{E} \left[ \tilde{h}_{i, t}^2 \right]$$

$$= (1 - \alpha c)^2 \mathbb{E} \left[ w_{i, t}^2 \right] + \alpha^2 \beta \mathbb{E} \left[ w_{i, t}^2 \right] + \alpha^2 \gamma.$$  

As we further assume that $\mathbb{E} \left[ w_{i, 0}^2 \right]$ is independent of $i$, let

$$P_t = \mathbb{E} \left[ w_{i, t}^2 \right],$$

we can conclude that

$$P_{t+1} = (1 - \alpha c)^2 P_t + \alpha^2 \beta P_t + \alpha^2 \gamma. \hspace{1cm} (7)$$

By substituting $P_t$ into Equation (6), we also have

$$Q_{t+1} = (1 - \alpha c)^2 Q_t + \frac{\alpha^2 \beta}{M} P_t + \frac{\alpha^2 \gamma}{M}. \hspace{1cm} (8)$$

Equation (7) and (8) determine the evolution of the system in the case when averaging does not happen. In the case where averaging happens, our update rule is

$$w_{i, t+1} = \frac{1}{M} \sum_{i=1}^{M} w_{i, t}$$

which results in

$$Q_{t+1} = Q_t$$
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and

\[ P_{t+1} = Q_t. \]

If we choose to average at each timestep with probability \( \zeta \), then by the law of total expectation,

\[
\begin{bmatrix}
Q_{t+1} \\
P_{t+1}
\end{bmatrix} = (1 - \zeta) \begin{bmatrix}
(1 - ac)^2 Q_t + \frac{\alpha^2 \beta}{M} P_t + \frac{\alpha^2 \gamma}{M} \\
(1 - ac)^2 P_t + \alpha^2 \beta P_t + \alpha^2 \gamma
\end{bmatrix} + \zeta \begin{bmatrix}
Q_t \\
P_t
\end{bmatrix}.
\]

Based on the above equation, we want to find the asymptotic value of \( Q_t \), i.e. the value that produces a steady-state. To find the state, we need to solve the linear equation

\[
\begin{bmatrix}
Q \\
P
\end{bmatrix} = (1 - \zeta) \begin{bmatrix}
(1 - ac)^2 Q + \frac{\alpha^2 \beta}{M} P + \frac{\alpha^2 \gamma}{M} \\
(1 - ac)^2 P + \alpha^2 \beta P + \alpha^2 \gamma
\end{bmatrix} + \zeta \begin{bmatrix}
Q \\
P
\end{bmatrix}.
\]

By subtracting from both sides and dividing by \((1 - \zeta)\), we can write this as

\[
\begin{bmatrix}
Q \\
P
\end{bmatrix} = \begin{bmatrix}
(1 - ac)^2 Q + \frac{\alpha^2 \beta}{M} P + \frac{\alpha^2 \gamma}{M} \\
(1 - ac)^2 P + \alpha^2 \beta P + \alpha^2 \gamma
\end{bmatrix} + \frac{\zeta}{1 - \zeta} \begin{bmatrix}
0 \\
Q - P
\end{bmatrix}
\]

which is equivalent to

\[
(1 - (1 - ac)^2) \begin{bmatrix}
Q \\
P
\end{bmatrix} = \begin{bmatrix}
\alpha^2 \beta P + \alpha^2 \gamma \\
\alpha^2 \beta P + \alpha^2 \gamma
\end{bmatrix} + \frac{\zeta}{1 - \zeta} \begin{bmatrix}
0 \\
Q - P
\end{bmatrix}.
\]

Let \( \rho = (1 - (1 - ac)^2) \) and \( \eta \rho = \frac{\zeta}{1 - \zeta} \), we have

\[
\rho \begin{bmatrix}
MQ \\
P
\end{bmatrix} = \begin{bmatrix}
\alpha^2 \beta P + \alpha^2 \gamma \\
\alpha^2 \beta P + \alpha^2 \gamma
\end{bmatrix} + \eta \rho \begin{bmatrix}
0 \\
Q - P
\end{bmatrix},
\]

It can be presented more compactly in matrix form as

\[
\begin{bmatrix}
\rho M & -\alpha^2 \beta \\
-\eta \rho & \rho - \alpha^2 \beta + \eta \rho
\end{bmatrix} \begin{bmatrix}
Q \\
P
\end{bmatrix} = \begin{bmatrix}
\alpha^2 \gamma \\
\alpha^2 \gamma
\end{bmatrix}.
\]

The determinant of the left-most matrix is

\[
\begin{vmatrix}
\rho M & -\alpha^2 \beta \\
-\eta \rho & \rho - \alpha^2 \beta + \eta \rho
\end{vmatrix} = \rho M (\rho - \alpha^2 \beta + \eta \rho) - \alpha^2 \beta \eta \rho
\]

\[
= \rho^2 M - \alpha^2 \beta \rho M + \eta \rho^2 M - \alpha^2 \beta \eta \rho
\]

\[
= \rho^2 M (1 + \eta) - \alpha^2 \beta \rho (M + \eta).
\]
Thus we have

\[
Q = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\rho M & -\alpha^2 \beta \\
-\eta \rho & \rho - \alpha^2 \beta + \eta \rho
\end{bmatrix}^{-1}
\begin{bmatrix}
\alpha^2 \gamma \\
\alpha^2 \gamma
\end{bmatrix}
\]

\[
= \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\frac{1}{\rho^2 M(1 + \eta) - \alpha^2 \beta \rho(M + \eta)}
\begin{bmatrix}
\rho - \alpha^2 \beta + \eta \rho & \alpha^2 \beta \\
\eta \rho & \rho M
\end{bmatrix}
\begin{bmatrix}
\alpha^2 \gamma \\
\alpha^2 \gamma
\end{bmatrix}
\]

\[
= \alpha^2 \gamma
\frac{1}{\rho^2 M(1 + \eta) - \alpha^2 \beta \rho(M + \eta)}
\]

\[
= \alpha^2 \gamma
\left(\rho M - \alpha^2 \beta \frac{M + \eta}{1 + \eta}\right)^{-1}
\]

\[
= \alpha^2 \gamma
\left((2\alpha c - \alpha^2 c^2)M - \alpha^2 \beta \frac{M + \eta}{1 + \eta}\right)^{-1}
\]

\[
= \frac{\alpha \gamma}{M}
\left(2c - \alpha c^2 - \alpha \beta \frac{1 + \eta M^{-1}}{1 + \eta}\right)^{-1}
\]

This proves the result in the paper, for the chosen assignment of

\[
\eta = \frac{\zeta}{(1 - \zeta)\alpha (2c - \alpha c^2)}.
\]