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I. INTRODUCTION

The anomalous properties of high temperature superconductors (HTS) have been the object of many investigations over the last ten years. Among these anomalous properties, the pseudo-gap phenomenon (a substantial decrease of the one particle density of states near the Fermi energy in the normal state below a certain temperature $T^*$) has been studied by several experimental techniques. In tunneling spectroscopy experiments, in particular, the pseudo-gap manifests itself as a gap in the excitation spectrum. On the theoretical front, many competing models have been proposed. One of the popular interpretations of the pseudo-gap is that superconductivity forms locally at $T^*$, but the phases of distant superconducting “droplets” remain incoherent until the superconducting transition temperature $T_c$ is reached. This view is supported by an increasing evidence that the pseudo-gap phenomenon is intimately connected to the underlying superconducting phase, mainly because the $d$-wave symmetry of the pseudo-gap is the same as that of the gap in the superconducting phase. The phase fluctuation model of the pseudo-gap state is different from the usual theory of superconducting fluctuations, because the latter is only valid near $T_c$, and involves both size and phase fluctuations.

A theory of the pseudo-gap above $T_c$ has also consequences below $T_c$. In particular, it is connected to the character of the excitations responsible for destroying superconductivity. Different mechanisms (thermal phase fluctuations, quantum phase fluctuations, nodal quasiparticles) may all contribute to the properties in the superconducting state, and these contributions may be of varying importance if one considers low temperatures or temperatures near $T_c$. One may add that the clue to a theory of high temperature superconductivity will go through the explanation of detailed properties, like the absence of quasiparticles above $T_c$ and their appearance below $T_c$, the anomalous properties of the density of states in vortices, and the anomalous properties of the density of states above $T_c$ and their appearance below $T_c$.

Within the BCS theory, the inclusion of phase fluctuations in a droplet model must be done in two steps. First, one introduces a local BCS gap, with a phase, and then one must somehow analyze the phase fluctuations in a second analytical step distinct from the first. The theory of Franz and Millis gives an example of this type of approach. Starting from the form of the Green’s function in a uniform superflow, they extend it semi-classically to non-uniform situations assuming slow spatial variations of the superfluid velocity. This Green’s function is then averaged over a Gaussian distribution of velocity fluctuations, which relates the result to a correlation function of the velocities. A similar approach has been used by Kwon and Dorsey, who treat the coupling to the fluctuating phase using a self-consistent perturbation theory. As emphasized by Geshkenbein et al. and Randeria, strong pairing correlations should however be incorporated at the basis of any model of the pseudo-gap regime.

A systematic theory of the effect of phase fluctuations on the density of states (and other properties) in HTS, above and below $T_c$, must start by putting the phase-phase correlation function at the core of the theory for superconductivity, at the same level as the size of the local gap. This program implies that one avoids developing the theory of superconductivity by defining a gap function and an anomalous propagator. This is equivalent to writing the BCS theory in a particle number conserving scheme (i.e. in the canonical ensemble, avoiding the definition of an anomalous amplitude between states with different particle numbers). This theory has actually been written down forty years ago by Kadanoff and Martin (KM), and rediscovered by others, in particular for the discussion of Josephson arrays. The KM theory is based on the two-body Cooperon propagator, and de-
cribes quite naturally the effect of phase fluctuations. This theory has already been applied to the HTS in a
different series of papers by Levin et al., but with a differ-
ent interpretation (not related to phase fluctuations),
a different focus, and a different formalism than in our
work. In this paper we rewrite the basic KM equations
for the case of a lattice Hamiltonian, we show again how
the standard BCS theory is recovered with a straightfor-
dward approximation for the two-body Cooperon correla-
tion function, and we then derive the basic equations for
a pseudo-gap state, in particular the equivalent Gorkov
equations which have to be used in the calculation of
type vortex states.

II. KADANOFF-MARTIN EQUATIONS IN A
LATTICE MODEL

We consider the lattice Hamiltonian
\[ \mathcal{H} = \sum_{ij \sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \sum_{ij} V_{ij} b_i^\dagger b_j. \]  
In this, \( c_{i\sigma}^\dagger \) creates an electron at site \( i \) and \( b_i^\dagger = c_{i\downarrow}^\dagger c_{i\uparrow}^\dagger \)
creates a Cooper pair at site \( i \). We assume that \( t \) and \( V \)
are symmetric and real. The usual Gorkov equations can then be written as a single equation:
\[ \left[ G^0(\omega_n) \right]^{-1} \mathcal{G}(\omega_n) = \mathbb{1} + \tilde{\Sigma}(\omega_n) \mathcal{G}(\omega_n), \]
where \( \mathcal{G}(\omega_n) = -\langle T_r \{ c_{i\uparrow}^\dagger(\tau)c_{j\uparrow}(0) \} \rangle \) and
\[ \tilde{\Sigma}(\omega_n) = -\sum_{r_1 r_2} V_{ir_1} B_{r_1} B^*_{r_2} V_{r_2 j} G^0(\omega_n). \]
We assume that Eq. (5) is generated by \( L_{r_2 r_1}(\Omega_m) \)
creates an electron at site \( i \) and \( b_i^\dagger = c_{i\downarrow}^\dagger c_{i\uparrow}^\dagger \)
creates a Cooper pair at site \( i \). We assume that \( t \) and \( V \)
are symmetric and real. The usual Gorkov equations can then be written as a single equation:
\[ \left[ G^0(\omega_n) \right]^{-1} \mathcal{G}(\omega_n) = \mathbb{1} + \tilde{\Sigma}(\omega_n) \mathcal{G}(\omega_n), \]
where \( \mathcal{G}(\omega_n) = -\langle T_r \{ c_{i\uparrow}^\dagger(\tau)c_{j\uparrow}(0) \} \rangle \) and
\[ \tilde{\Sigma}(\omega_n) = -\sum_{r_1 r_2} V_{ir_1} B_{r_1} B^*_{r_2} V_{r_2 j} G^0(\omega_n). \]
\[ G^0(\omega_n) \mathcal{G}(\omega_n) = -\langle T_r \{ c_{i\uparrow}^\dagger(\tau)c_{j\uparrow}(0) \} \rangle \] (5)
with \( \mathcal{F}_{ij}(\omega_n) = \beta \sum_{\omega_m} F_{ij}(\omega_n) e^{-\omega_n \beta} \)

The Kadanoff-Martin correlation function description
of superconductivity consists simply (after a long and
thorough discussion of higher order correlation functions)
in replacing \( \Sigma \) in Eq. (6) by
\[ \Sigma_{ij}(\omega_n) = \sum_{\omega_m} \sum_{r_1 r_2} V_{ir_1} L_{r_2 r_1}(\omega_n + \omega_m)V_{r_2 j} G^0_{jj}(\omega_m) \]
where \( L_{r_2 r_1}(\tau) = \langle T_r \{ b_{r_1}(\tau)b_{r_2}(0) \} \rangle \) is the Cooperon
propagator. The self-consistent equation for \( B \) is re-
placed by the equations
\[ L_{r_2 r_1}(\Omega_m) = -\frac{1}{\beta} \sum_{\omega_n} G_{r_2 r_1}(\Omega_m + \omega_n) G^0_{r_1 r_2}(\omega_n) \]
\[ = \frac{1}{\beta} \sum_{\omega_n} \sum_{ij} G_{ir_2}(\Omega_m + \omega_n) G^0_{ir_2}(\omega_n) V_{ji} L_{jr_1}(\Omega_m) \] (6a)
for \( T > T_c \), and
\[ L_{r_2 r_1}(\Omega_m) = \]
\[ = \frac{1}{\beta} \sum_{\omega_n} \sum_{ij} G_{ir_2}(\Omega_m + \omega_n) G^0_{ir_2}(\omega_n) V_{ji} L_{jr_1}(\Omega_m) \] (6b)
for \( T < T_c \), where \( \Omega_m \) are the even Matsubara frequen-
cies. The fact that the inhomogeneous term in the lader
equation for \( L \) has to be dropped when calculating
the order parameter in the condensed state is not much commented
upon in the original paper of KM, but it is related
to the range of \( L_{r_2 r_1}(\Omega_m) \), which is finite above
\( T_c \) and infinite below \( T_c \) (see below). In fact, the quantity
\[ \sum_{r_1 r_2} L_{r_2 r_1}(\Omega_m) \] of the order \( N^2 \) below \( T_c \) (where \( N \)
is the number of sites) whereas the corresponding sum of
the inhomogeneous term in Eq. (6a) is only of order \( N \).
The usual BCS theory is recovered by setting
\[ L_{r_2 r_1}(\tau) = B_{r_1} B^*_{r_2}, \quad L_{r_2 r_1}(\Omega_m) = \beta B_{r_1} B^*_{r_2} \delta_{\Omega_m,0} \]
in Eq. (3). The self-consistent equation Eq. (6b) for \( L 
then goes over into the self-consistent equation Eq. (6a)
for \( B \), and clearly Eq. (3) goes into Eq. (6b). In the BCS
framework, the Thouless criterion for \( T_c \) becomes the gap
equation for \( T < T_c \).

The KM description of superconductivity, which is en-
tirely based on the properties of the function \( L \), is thus
seen to be a natural starting point if one wants to in-
roduce explicitly local order and phase fluctuations in
the physical description of high temperature supercon-
ductors. This is done in the next section.

III. PHENOMENOLOGICAL DESCRIPTION OF
A PSEUDO-GAPPED SUPERCONDUCTOR

Our fundamental assumption is that Eq. (6b) is gen-
erally valid, in the sense that it expresses in general the
single particle Green’s function in terms of the Cooperon
propagator, regardless of the model or the approxima-
tions involved in calculating this propagator. Our pur-
pose in this paper is to explore the experimental con-
sequences of a simple heuristic form for \( L \), which is the
translation of the physical picture presented in the In-
roduction. For \( T > T_c \), we write:
\[ L_{r_2 r_1}(\tau) = |B|^2 R(r_2 / \beta) + |B|^2 F(r_2 - r_1, \tau) \] (7a)
with \( r_{12} = |r_2 - r_1| \) and \( R(x) \) some cutoff function which vanishes rapidly for \( x > 1 \). This equation expresses the fact that there are strong superconducting correlations at the scale \( \theta_0 \), represented by a finite value of \( B^0 \), going to zero gradually at a temperature \( T^* \). The strength of the superconducting correlations between “droplets” is represented by an amplitude \( B^1 \) and some function \( F \) describing essentially the correlations in an \( XY \) model above the Kosterlitz-Thouless (KT) transition. Both \( B^1 \) and \( F \) will be temperature dependent. As \( T \) approaches \( T_c \) from above (we identify \( T_c \) with the KT transition temperature), the correlation length of \( F \) diverges and \( B \) approaches 1. For \( T < T_c \), we write:

\[
L_{r_{12}r_1}(\tau) = |B^0|^2 R(r_{12}/\theta_0) + B^1 r_{12}^{\frac{1}{2}}, \tag{7b}
\]

where only the amplitude \( B^1 \) carries a phase. The assumption here is that short range correlations have a strong incoherent part, even in the superconducting state. When introduced into the equation for the self-energy, Eq. (7b) for \( L \) means that the self-energy in the superconducting state is the sum of a coherent and an incoherent part; this appears to be the case in some recent calculations based on a fermion-boson model. Inspection of Eqs. (7b) and (1) shows that if, in the ladder approximation for a homogeneous system, it turns out that \( L_{r_{12}r_1} \) is the sum of a constant term and a term of finite range, then the constant term will obey Eq. (11b), whereas the finite range term will obey Eq. (8).

Eqs. (8) translate into the following equation for \( G \):

\[
\left[ G^0(\omega_n) \right]^{-1} G(\omega_n) = \mathbb{1} + \Sigma^1(\omega_n) G(\omega_n), \tag{8}
\]

where

\[
\left[ G^0(\omega_n) \right]^{-1}_{ij} = \left[ G^0(\omega_n^*) \right]^{-1}_{ij} + \sum_{r_{12}} V_{r_{12}} |B^0|^2 R(r_{12}/\theta_0) V_{r_{12}, ij} G^0_{ij}(-\omega_n) \tag{9}
\]

and

\[
\Sigma^1_{ij}(\omega_n) = -\frac{1}{\beta} \sum_{\omega_m} \sum_{r_{12}} V_{r_{12}} |B^1|^2 F(r_{12} - r_1, \omega_n + \omega_m) x V_{r_{12}, ij} G^0_{ij}(\omega_m), \quad T > T_c \tag{10a}
\]

\[
\Sigma^1_{ij}(\omega_n) = -\sum_{r_{12}} V_{r_{12}} B^1_{r_1} B^1_{r_2} x V_{r_{12}, ij} G^0_{ij}(-\omega_n), \quad T < T_c. \tag{10b}
\]

Inspection of Eq. (10b), together with Eq. (8), shows that below \( T_c \), a pseudo-gapped superconductor obeys the following modified Gorkov equations:

\[
\left\{ \left[ G^0(\omega_n) \right]^{-1}_{ij} G(\omega_n) \right\}_{ij} + \sum_{\ell} V_{\ell ij} B^1_{\ell} \tilde{F}^*_{ij}(\omega_n) = \delta_{ij} \tag{11a}
\]

\[
\left\{ \left[ G^0(-\omega_n) \right]^{-1}_{ij} \tilde{F}^*_{ij}(\omega_n) \right\}_{ij} - \sum_{\ell} V_{\ell ij} B^1_{\ell} G_{ij}(\omega_n) = 0. \tag{11b}
\]

Quantum Monte Carlo (QMC) calculations of the pairing correlations were recently reported for the attractive Hubbard model at zero temperature. Although these results are restricted to short distances (~ 6–10 lattice sites) we tentatively connect our model to the QMC calculations with the following arguments. For the system sizes considered in the QMC calculations (typically 14 × 14 sites) the correlation function for the largest distance in the system has not converged to its asymptotic value. We attribute the slow decrease of the correlations at intermediate distances (see inset of Fig. 4 in Ref. 26 to a large value of \( \theta_0 \) with respect to the system size. The results of Ref. 26 also show that the strength of the pairing correlations at intermediate distances increases, and differs increasingly from the BCS result, as the Hubbard interaction \( U/t \) increases. Closer inspection of the data in Fig. 3 of Ref. 26 indicates that the ratio of the BCS to the QMC correlations at intermediate distances is also an increasing function of \( U/t \). The simplest BCS approximation to Eq. (7b) is to replace the cutoff function \( R \) by 1, describing correlations which are independent of \( r_1 \) and \( r_2 \) (in a homogeneous system, the second term of Eq. (7b) is a constant \( |B^1|^2 \)). With this approximation, one can account for the above trends by assuming that both \( B^0 \) and the ratio \( B^0/B^1 \) increase as \( U/t \) increases. Finally, we shall include in our numerical calculations the “onsite” correlations found in Ref. 26 for distances within two lattice spacings, by adding a term

\[
L_{r_{12}r_1}^{ons} = (|B^0|^2 + |B^1|^2) e^{-2r_{12}/a} \tag{12}
\]

to the model Eqs. (6), where \( a \) is the lattice parameter. We find, however, that this correction has a negligible impact on the spectral functions, and could equally be dropped without changing the results presented below.

**IV. NUMERICAL RESULTS**

We now use the general equations derived in Section II, together with the model Eqs. (5) and (12), to calculate the temperature dependence of the density of states and spectral functions in a homogeneous system. The calculations are compared with the STM and ARPES experimental results for BSCCO. In order to reduce the number of adjustable parameters, we take for the correlation function \( F(r, \tau) = \exp[-\tau/\xi(T)] \), which describes time-independent phase-phase correlations above \( T_c \). The correlation length \( \xi \) is equal to \( g_1 \alpha \exp[b/\mu(T-T_c)/J] \), with \( a \approx 0.21, b \approx 1.73, \) and \( J \approx T_c/0.80 \). The length-scale \( g_1 \) is the lattice parameter of the effective 2D – XY model describing phase fluctuations. We found that the main features in the spectral properties above \( T_c \) are rather insensitive to the details of the correlation function. We have explicitly checked this point by comparing different functions \( F \), in particular functions which give a better description of the correlations in the \( XY \) model. The cutoff function \( R \) is modeled as \( \exp[-\tau/\theta_0] \).

The four parameters \( \theta_0, g_1, B^0, \) and \( B^1 \) are chosen to achieve good agreement with the experimental results.
We use the value \( \phi_0 = 50a \); if the first term in the right-hand side of Eq. (7) is the dominant one \((B^0 > B^1)\), we found that a relatively large value of \( \phi_0 \) is needed in order to obtain well developed coherence peaks in the zero temperature density of states. In addition, we see that, according to the previous discussion, \( \phi_0 \) must be large with respect to \( \sim 14a \). The parameter \( \phi_1 \) controls the temperature evolution of the spectral functions above \( T_c \), and takes the value \( \phi_1 = 5a \). The larger \( \phi_1 \), the wider the temperature region above \( T_c \) in which finite range phase coherence contributes to the pseudo-gap. The amplitude \( B^0 \) is adjusted to fix the gap energy to \( \sim 40 \) meV. Finally, the ratio \( B^0 / B^1 \) is varied in order to control the relative importance of short range superconducting correlations and long-range phase fluctuations. The behavior of the resulting Cooperon propagator \( L(r) \) is illustrated in Fig. 1 for temperatures below and above \( T_c \) and for different values of \( |B^0 / B^1| \).

For a translationally invariant system and our model Cooperon propagator, Eq. (8) can be recast as

\[
\Sigma(k, \omega_n) = \frac{1}{(2\pi)^2} \int_{BZ} \frac{V^2(q)L(q)dq}{i\omega_n + \varepsilon_q - k} \tag{13}
\]

where \( V(q) = V_0 + 2V_1 (\cos q_x a + \cos q_y a) \), \( L(q) \) is the Fourier transform of \( L(r) \), and \( \varepsilon_k \) is the free dispersion. Here, \( V_0 \) and \( V_1 \) are the onsite and nearest-neighbor potentials, respectively, and we neglect next-nearest neighbor interactions; we assume \( V_1 = V_0/4 \) in all of our calculations. For the dispersion, we use a tight-binding expression which fits the BSCCO Fermi surface and corresponds to a bandwidth of \( 2 \) eV \( \equiv 2 \). The self-energy at real frequencies is evaluated by making the analytic continuation \( i\omega_n \rightarrow \omega^+ = \omega + i0^+ \) in Eq. (13) and discretizing the BZ integral \( \equiv \). The spectral function is then calculated according to \( A(k,\omega) = -\frac{1}{2} \text{Im}\{[\omega - \varepsilon_k - \Sigma(k, \omega^+)]^{-1}\} \), and the density of states is \( N(\omega) \propto \int_{BZ} A(k, \omega) dk \). It is easy to check from Eq. (13) that, if \( L(q) > 0 \) — a condition obeyed by our model — then the Green’s function is analytic in the upper half of the complex plane, the spectral function \( A(k, \omega) \) is positive, and the Green’s function goes to zero as \( \omega^{-1} \) for \( |\omega| \rightarrow \infty \).

A. Scanning tunneling spectroscopy

Neglecting possible anisotropies of the tunneling matrix element as well as \( k_x \)-dispersion effects, we calculate the tunneling conductance in the convolution of the density of states with the derivative of the Fermi function. The result is shown in Fig. 2 for various temperatures. In order to focus on the effect of local superconductivity and phase fluctuations, we have kept the model parameters independent of temperature: the whole temperature dependence of the curves, in Fig. 2, relates to the variation of the correlation length \( \xi \) and Fermi function with \( T \). A better fit to the experimental data could be obtained, in principle, by allowing the amplitudes \( B^0 \) and \( B^1 \) to vary with temperature. This would not, however, change the qualitative conclusions we wish to draw. In Fig. 2(a), \( B^0 \) is larger than \( B^1 \) while in Fig. 2(b) \( B^1 \) is larger than \( B^0 \). In the next section, we argue that these two typical cases correspond to underdoped (UD) and overdoped (OD) situations, respectively. The spectra shown in Fig. 2 reproduce some of the characteristic features observed experimentally in BSCCO samples. Both UD and OD curves evolve smoothly across \( T_c \) into a pseudo-gapped spectrum, the peak-to-peak distance remaining approximately temperature independent. Moreover, the coherence peaks and the gap structure disappear more rapidly in the OD case as the temperature is raised, which is also consistent with the experimental findings. The model, however, is not able to account for a number of experimental observations, such as the asymmetry in the temperature dependence of the positive and negative-bias conductance peaks, or the dip structure recorded at \( \sim 2\Delta \) below \( T_c \). We also note that the model Eqs. (10) has \( s \)-wave symmetry. The calculated
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**FIG. 1.** Model two-body Cooperon correlation function at temperatures below and above \( T_c \). The increase of the correlations for \( r \leq a \) is due to \( L^{\text{re}} \) given in Eq. (12). Below \( T_c \), \( L(r) \) converges to the finite asymptotic value \( |B^0|^2 \) at distances of the order \( \phi_0 \) if \( B^0 > 0 \) and of the order \( a \) if \( B^0 = 0 \). Above \( T_c \), the range of \( L(r) \) is finite. If \( B^0 > 0 \), this range is given by \( \max(\phi_0, \xi(T)) \) while if \( B^0 \) vanishes it is given by \( \xi(T) \).
FIG. 2. Tunneling conductance as a function of temperature. The model parameters represent (a) underdoped ($V_0B^0 = 15$ meV, $B^0/B^1 = 2$) and (b) overdoped ($V_0B^0 = 7$ meV, $B^0/B^1 = 0.5$) situations. The critical temperature is $T_c = 80$ K (bold line). The dashed lines show the $T = 300$ K spectra corresponding to $B^1 = 0$ and (a) $V_0B^0 = 7.5$ meV, (b) $V_0B^0 = 3.5$ meV. The curves have been shifted for clarity.

spectra are therefore not expected to agree in details with experiment at low energies.

According to our model, the local superconducting correlations responsible for the high temperature pseudo-gap also have implications below $T_c$. In the underdoped case, the local (incoherent) superconducting correlations broaden the zero temperature density of states. The resulting conductance spectra have small coherence peaks and a rounded line-shape around the fermi energy. In the overdoped case, in contrast, the $T = 0$ curve looks more like a $(s$-wave) BCS spectrum.

FIG. 3. Calculated zero-bias conductance as a function of temperature for underdoped (UD, black symbols), and overdoped (OD, white symbols) systems. The parameters are the same as in Fig. 2. The dashed lines show the conductance obtained by thermally broadening the $T = 0$ spectra. The dotted line is obtained by letting $B^1$ go to zero in the OD situation. The vertical axis starts at zero.

As the temperature increases from zero to $T_c$, the density of states remains unchanged in both UD and OD cases, and the temperature dependence of the conductance spectra relates solely to the Fermi function. This behavior persists above $T_c$ in the UD case owing to the dominant role of $B^0$ (which is $T$-independent in our calculations). In the OD situation, on the contrary, the gap fills in rapidly above $T_c$ as the contribution of $B^1$ disappears due to increasing phase fluctuations; at elevated temperatures, only a weak pseudo-gap due to $B^0$ remains. Fig. 2 also illustrates the effect of the temperature dependence of the amplitudes $B^0$ and $B^1$. At room temperature, $B^1$ is expected to vanish and $B^0$ is expected to be smaller than at low temperature. Taking $B^1 = 0$ and $B^0(300 \text{ K}) = B^0(0 \text{ K})/2$, one obtains the dashed spectra in Fig. 2 which no longer exhibit a sizable pseudo-gap structure.

The difference between the temperature evolutions of the UD and OD spectra is best seen in Fig. 3, where we plot the calculated zero-bias conductance. Below $T_c$, the zero-bias conductance is larger in the UD case due to strong local correlations. Above $T_c$, the conductance increases sharply in the OD case, corresponding to the filling of the gap. In either UD and OD cases, the zero-bias conductance above $T_c$ is larger than the value expected by thermally broadening the $T = 0$ spectra (see Fig. 2).

From a general point of view, one can confirm from our calculations that the sharpness of the peaks in the density of states (and correspondingly the size of the zero-bias conductance) is related to the strength and range of the superconducting correlations. The larger the ratio $B^1/B^0$ and/or the longer the range $\xi_0$, the sharper the peaks (the smaller the zero-bias conductance). As
FIG. 4. Calculated ARPES intensity near \((\pi, 0)\) as a function of temperature for underdoped (UD) and overdoped (OD) systems. The parameters are the same as in Fig. 2. The curves have been shifted for clarity. Inset: representation of the Brillouin zone showing the Fermi surface used in the calculations and the Fermi crossing near \((\pi, 0)\).

In the UD case, the peak position is to first approximation independent of temperature. Below \(T_c\), the curves are almost identical to the spectrum at \(T_c\) (because the temperature \(T < T_c \approx 7\) meV is small with respect to the peak energy \(\sim 35\) meV) and are not shown. One can see that the quasiparticle peak is much sharper at \(T_c\) in the overdoped as compared to the underdoped system. This has also been seen experimentally [31] and can easily be understood in our model. The destruction of long range order by phase fluctuations clearly affects qualitatively the spectral functions in the OD case where the transition across \(T_c\) is accompanied by a decrease of the quasiparticle lifetime and increase of the intensity at the Fermi energy.

The position of the main quasiparticle peak in Fig. 4 is reported in Fig. 5 as a function of temperature. The temperature dependence of the gap was studied in Refs [19] and [31] by fitting the experimental ARPES curves to a three parameters Green’s function. For overdoped samples, the gap was found to decrease with increasing temperature (Ref. [31]), in a way very similar to what we obtain in the OD case, although the decrease was found to begin already below \(T_c\). Note that a small finite gap persists at all temperatures in our calculations, since no temperature dependence of \(B^0\) and \(B^1\) was taken into account. In a real situation, \(B^0\) and \(B^1\) would both vanish at some temperature above \(T_c\). In the underdoped samples, the gap was found to be temperature independent within error bars (Ref. [31]) or slightly decreasing above \(T_c\) (Ref. [19]). The trend in Fig. 5 is similar. The slight decrease of the gap above \(T_c\) in the UD case results from the suppression of the phase correlations as the temper-
temperature is raised.

The spectral line-shapes in Fig. 3 are considerably sharper than what is usually measured by ARPES, especially at elevated temperatures. The estimated experimental resolution of $\sim 10$ meV cannot alone explain this difference. Similar conclusions have been reached in Ref. [14]. It was shown there that the inverse quasiparticle lifetime implied by fitting the experimental spectra are an order of magnitude larger in ARPES with respect to STM. Inhomogeneities in the sample properties could explain this discrepancy, since a much larger region of the sample surface is probed by ARPES compared to STM.

The temperature dependence of the OD quasiparticle peak in Fig. 3 contrasts with the apparent temperature independence of the gap width in Fig. 3. The coherence peaks in the density of states are due to quasiparticle states with momenta just nearby $k_F$. Therefore, one may expect that the energies of all these quasiparticles evolve in the same way as the temperature increases. In this case, the coherence peaks would rigidly follow this temperature evolution and both the STM and ARPES gaps would close in the OD situation. We have found, however, that in our model the energies of the quasiparticles at and nearby $k_F$ have different temperature dependencies in the OD case. This is illustrated in Fig. 3, where we plot the energy of a quasiparticle with a momentum $k$ just below the Fermi surface along the $M$-$Y$ line. For $T < T_c$, this particular $k$ point contributes to the coherence peaks in the density of states, since the corresponding energy is within $\sim 2$ meV of the energy at $k_F$. At 200 K, instead, the two energies differ by $\sim 5$ meV in the OD case, which is approximately half the width of the zero temperature coherence peaks. This explains why the STM gap fills in instead of closing although the ARPES gap at $k_F$ closes. Thus, our results show that the apparent “visual” pseudo-gap may be different in STM and ARPES data, even if each measurement is in agreement with the same underlying theory.

V. CONCLUSION

Many workers in the field share the belief that the pseudo-gap phase in HTS is a kind of mixed state, where strong short range superconducting correlations coexist with long range phase disorder. This fact should reflect in the properties of the Cooperon propagator, which should show “partial” superconductivity even above $T_c$. In this paper, we have shown that it is possible to describe the properties of pseudo-gapped superconductors by writing the superconductivity theory in general in terms of this Cooperon propagator, and that reasonable phenomenological assumptions about the form of this propagator lead to good agreement with experimental data. We have thus a theoretical framework which is valid both above and below $T_c$, without special treatment of the pseudo-gapped phase. Our main assumption is that the relevant difference between overdoped and underdoped HTS is in the relative magnitude of the short and long range parts of the Cooperon propagator, described by the parameters $B^0$ and $B^1$, respectively. In the underdoped HTS we assume that the ratio $B^0/B^1$ is larger than in the overdoped HTS. We tentatively claim that $B^0$ is related to the single-particle energy gap $\Delta_p$, measured by single-particle spectroscopy, while $B^1$ is related to the coherence gap $\Delta_c$ measured in Andreev reflection or Josephson experiments. As shown by Deutscher [14] $\Delta_p$ and $\Delta_c$ differ in the HTS: the ratio $\Delta_p/\Delta_c$ is close to one in the overdoped region and increases as the doping is reduced.

In this paper, we do not attempt to calculate the Cooperon propagator using one or the other theoretical method. We first want to derive some empirical constraints on the function $L$ from direct comparison with experiments. Our approach is also limited, at this stage, to $s$-wave gap symmetry. We are currently working on an extension of these calculations for $d$-wave symmetry and on the calculation of the density of states in vortices. Also, comparisons of our model with other detailed spectroscopic data below $T_c$ (vortices and Josephson effect in particular) will show whether the approach presented here is a fruitful one.
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