1 Introduction

The calculus of Lambek (1958) did not make much impact until the 1980s, but for more than twenty years now it has constituted the foundation of type logical categorial grammar. It has occupied such a central position because of its good logical properties, but it has also been clear, even from the start of its renaissance, that the Lambek calculus suffers from fundamental shortcomings, which we shall mention below.

Certainly it seems that the way ahead in logical categorial grammar is to enrich the Lambek calculus with additional connectives. Thus it was proposed to add intersection and union as far back as Lambek (1961), and such extension is what is meant by type logical categorial grammar. Particular inspiration came from linear logic. Propositional linear connectives divide into additives, multiplicatives, and exponentials. Technically, the Lambek connectives are (noncommutative) linear multiplicatives, so it is natural to consider enrichment of Lambek calculus with (noncommutative) additives and exponentials as well. Quantifiers may also be added (Morrill, 1994, ch. 6) and unary modalities (Morrill 1990, 1992; Moortgat 1995).

However, none of these extensions address the essential limitation of the Lambek basis, which is as follows. The Lambek calculus is a sequence logic of concatenation. This is all well and good in that words are arranged sequentially, however natural language exhibits action at a distance: dependencies which are discontinuous. The Lambek calculus can capture some discontinuous dependencies, namely those in which the discontinuous dependency is peripheral. But it cannot capture the same kinds of dependencies when they are nonperipheral, i.e. medial. In this respect the foundation provided by the Lambek calculus is fundamentally imperfect.

A major proposal to refound categorial grammar was made in Moortgat (1997). Observing that the binary Lambek connectives form residuated triples, and unary modalities residuated pairs, Moortgat proposed to multiply such connective families, defining each family with respect to a different primitive mode of composition represented in the metalinguistic sequent punctuation in the inference rules for the connectives of the family. In such multimodal type logical grammar the modes are interrelated by structural rules defining equations and inclusions on the sequent configurations formed by their composition. This constitutes a powerful methodology and has been the inspiration of type logical grammar for a generation, but the addition of structural rules makes derivation laborious to hand and eye, and creates a problematic search space computationally. No single calculus developed according to these design principles particularly stands out for the breadth and elegance of its empirical application. Indeed, it might be remarked that the motto of substructural logic is to drop structural rules, not to introduce more of them.

It is in this context that Morrill and Valentín (2010) offers the displacement calculus. Sure enough this multiplies residuated triple connective families, as in multimodal type logical grammar, but it has a unique primitive mode of composition, concatenation, like the Lambek calculus, and it has a unimodal sequent calculus, like the Lambek calculus. Thus, importantly, it is entirely free of structural rules, and apparently preserves all the other good
proof-theoretic properties of the Lambek calculus. Linguistically, and as illustrated in Morrill and Valentín (2010), it is the generalization of the Lambek calculus which has the widest and most economical coverage that we are aware of. The present paper enters into technical consideration of the displacement calculus given this state of affairs. We define this generalization of the Lambek calculus and consider some of the non-context free properties it characterizes.

2 Displacement calculus

The Lambek calculus (Lambek 1958) forms the basis of type logical categorial grammar (Morrill 1994, Moortgat 1997, Morrill forthcoming). It is a sequence logic without structural rules which enjoys Cut-elimination, the subformula property, and decidability. It is intuitionistic, and so supports the standard Curry-Howard type-logical categorial semantics. In this relation it has the finite reading property. It is a logic not only of concatenation but also of intercalation and provides basic analyses of all of the phenomena itemized in (1) (Morrill and Valentín 2010). Furthermore it analyses verb raising and cross-serial dependencies (Morrill, Valentín and Fadda 2009).

The types of the calculus of displacement $D$ classify strings over a vocabulary including a distinguished placeholder 1 called the separator. The sort $i \in N$ of a (discontinuous) string is the number of separators it contains and these punctuate it into $i + 1$ continuous substrings. The types of $D$ are sorted into types $F_i$ of sort $i$ as follows:

$F_i := F_i \setminus F_{i+1}$ under
$\overline{F_i} := F_i \cup F_{i+1}$ over
$F_{i+1}$ product
$F_0 := I$ product unit
$F_j := F_i \uparrow k \cdot F_{i+k}, 1 \leq k \leq i+1$ infix
$F_{i+1}$ extract
$\downarrow F_i := F_i \downarrow k \cdot F_{i+k}, 1 \leq k \leq i+1$ disc. product
$F_i := F_i \uparrow k \cdot F_{i+k}$ disc. prod. unit

Where $A$ is a type we call its sort $\alpha A$. We present the calculus using a special kind of sequent calculus which we call hypersequent calculus. The set $O$ of hyperconfigurations is defined as follows, where $\Lambda$ is the empty string and $[]$ is the metalinguistic separator:

$O := \Lambda | [] | F_0 | F_{i+1} \{O; \ldots; O\} | O, O^{i+1} \mid O_s$

Note that the hyperconfigurations are of a new kind in which some type formulas, namely the type formulas of sort greater than one, label mother nodes rather than leaves, and have a number of immediate subhyperconfigurations equal to their sort. This signifies a discontinuous type intercalated by these subhyperconfigurations. Thus $A^{\{\Delta_1 : \ldots : \Delta_n\}}$ interpreted syntactically is formed by strings $\alpha_0 + \beta_1 + \alpha_1 + \ldots + \alpha_{n-1} + \beta_n + \alpha_n$ where $\alpha_0 + \alpha_1 + \ldots + \alpha_{n-1} + 1 + \alpha_n \in A$ and $\beta_1 \in$
\( \Delta_1, \ldots, \Delta_n \in \Delta_n \). We call these types hyperleaves since in multimodal calculus they would be leaves. The sort of a hyperconfiguration is the number of separators it contains. A hypersequent \( \Gamma \Rightarrow A \) comprises an antecedent hyperconfiguration \( \Gamma \) of sort \( i \) and a succedent type \( A \) of sort \( i \). The vector \( \vec{A} \) of a type \( A \) is defined by:

\[
(4) \quad \vec{A} = \begin{cases} A & \text{if } sA = 0 \\ A([i] \cdots [i]) & \text{if } sA > 0 \end{cases}
\]

Where \( \Gamma_1 \) is a hyperconfiguration of sort at least \( k \) and \( \Gamma_2 \) is a hyperconfiguration, \( \Gamma_1 \mid_k \Gamma_2 \) signifies the hyperconfiguration which is the result of replacing by \( \Gamma_2 \) the \( k \)th separator in \( \Gamma_1 \). Where \( \Gamma \) is a hyperconfiguration of sort \( i \) and \( \Phi_1, \ldots, \Phi_i \) are hyperconfigurations, the generalized wrap \( \Gamma \otimes (\Phi_1, \ldots, \Phi_i) \) is the result of simultaneously replacing the successive separators in \( \Gamma \) by \( \Phi_1, \ldots, \Phi_i \), respectively. In the hypersequent calculus the discontinuous distinguished hyperoccurrence notation \( \Delta(\Gamma) \) refers to a hyperconfiguration \( \Delta \) and a discontinuous subhyperconfigurations \( \Delta_1, \ldots, \Delta_i \) and a discontinuous subhyperconfiguration \( \Gamma \) of sort \( i \) such that \( \Gamma \otimes (\Delta_1, \ldots, \Delta_i) \) is a continuous subhyperconfiguration. Technically, whereas the usual distinguished occurrence notation \( \Delta(\Gamma) \) refers to a context containing a hole which is a leaf, in hypersequent calculus the distinguished hyperoccurrence notation \( \Delta(\Gamma) \) refers to a context containing a hole which may be a hyperleaf, a hyperhole. The hypersequent calculus for the calculus of displacement is given in Figure 1.

### 3 Displacement grammars

We now turn to D-grammars and the languages they generate.

Given a vocabulary \( V = \Sigma \cup \{1\} \) a lexical assignment \( \alpha \): \( A \) comprises a type \( A \) and a string \( \alpha \in V^+ = \{1, \ldots, 1 : n > 0\} \) of sort \( sA \). A lexicon is a finite set of lexical assignments.

We define a labelling \( \sigma \) of a hyperconfiguration \( \Delta \) as a mapping sending each type occurrence \( A \) in \( \Delta \) to a string of sort \( sA \). A labelled hyperconfiguration \( \Delta^\sigma \) comprises a hyperconfiguration \( \Delta \) and a labelling \( \sigma \) of \( \Delta \). We define the yield of a labelled hyperconfiguration \( \Delta^\sigma \) as follows:

\[
(5) \quad \text{yield}(A^\sigma) = \Lambda \\
\text{yield}([i]^\sigma) = 1 \\
\text{yield}(\Delta, \Gamma)^\sigma = \text{yield}(\Delta^\sigma) + \text{yield}(\Gamma^\sigma) \\
\text{yield}(A^\sigma) = \sigma(A) \text{ for } A \text{ of sort } \emptyset \\
\text{yield}(A^\sigma \{\Delta_1, \ldots, \Delta_n\})^\sigma = \alpha_1 + \text{yield}(\Delta_1^\sigma) + a_2 + \text{yield}(\Delta_2^\sigma) + \cdots + a_{sA-1} + \text{yield}(\Delta_{sA}^\sigma) + a_{sA}
\]

where in the last line of the definition \( A \) is of sort greater than 0 and \( \sigma(A) = a_1 + a_2 + \cdots + a_{sA-1} + 1 + a_{sA} \).

A labelling \( \sigma \) of a hyperconfiguration \( \Delta \) is compatible with a lexicon \( \text{Lex} \) if and only if \( \sigma(A): A \in \text{Lex} \) for every \( A \) in \( \Delta \). The language \( L(\text{Lex}, A) \) generated from lexicon \( \text{Lex} \) for type \( A \) is defined as follows:

\[
(6) \quad L(\text{Lex}, A) = \{ \text{yield}(\Delta^\sigma) \} \text{ such that } \Delta \Rightarrow A \text{ is a theorem of } D \text{ and } \sigma \text{ is compatible with } \text{Lex} \}
\]

**Theorem 1** The problem of recognition in the class of D-grammars is decidable.

**Proof.** Since for every labelling \( \sigma \) compatible with a lexicon for every type \( A \), \( \sigma(A) \) contains at least one symbol different from 1, the set of labelled hyperconfigurations such that their yield equals a given \( \alpha \) is finite. Now as theoremhood in the D is decidable we have then that
the problem of recognition is decidable since it reduces to a finite number of tests of theorethood. □

A Prolog parser/theorem-prover for the calculus of displacement has been implemented. It operates by Cut-free backward-chaining hypersequent proof search.

4 Some non-context free D-languages

Computer-generated output for the lexicon and analyses of Dutch verb raising and cross-serial dependencies are given in Appendix A. (We abbreviate \( \downarrow_1, \uparrow_1 \) and \( \uparrow_1 \) as \( \downarrow, \uparrow, \) and \( \uparrow; \) only discontinuities with a single separator are considered in this paper.)

The non-context free language \( \{a^n b^n c^n | n > 0\} \) is generated by the following assignments where \( sA = sB = sC = 1 \) and the distinguished type is \( A \triangleleft I \).

\[
\begin{align*}
(7) & \quad b: & J \setminus B, J \setminus (A \downarrow B) \\
& \quad c: & B \setminus C \\
& \quad a: & A/C
\end{align*}
\]

The assignment \( b: J \setminus B \) generates \( 1 + b : B \). Then combination with the assignment for \( c \) generates \( 1 + b + c : C \) and combination of this with the assignment for \( a \) gives \( a + 1 + b + c : A \). Wrapping this around the product unit gives \( a + b + c : A \triangleleft I \); alternatively \( b: J \setminus (A \uparrow B) \) which gives \( 1 + b : A \downarrow B \) can infix to form \( a + 1 + b + b + c : B \) which combines with \( c \) and \( a \) again, and so on.

The non-context free copy language \( \{ww | w \in \{a, b\}^+\} \) is generated by the following assignments where \( sA = sB = 0 \) and \( sS = 1 \) and the distinguished type is \( S \triangleleft I \).

\[
\begin{align*}
(8) & \quad a: & J \setminus (A \setminus S), J \setminus (S \downarrow (A \setminus S)), A \\
& \quad b: & J \setminus (B \setminus S), J \setminus (S \downarrow (B \setminus S)), B
\end{align*}
\]

Let \( G \) be a rewrite grammar containing productions of the form \( A \rightarrow a \) and \( B \rightarrow cD | De \). Replacing the former by \( a: A \) and the latter by \( c: (D \uparrow I) \downarrow B \) gives a displacement grammar which generates the permutation closure of \( L(G) \). It follows that there is a displacement grammar for every language \( Mix_n \) of strings with equal numbers of symbols \( a_1, \ldots, a_n \). In particular, the non context-free language \( Mix = \{w \in \{a, b, c\} | |w|_a = |w|_b = |w|_c > 0\} \) is generated by the following assignments:

\[
\begin{align*}
(9) & \quad a: & a, (S \uparrow I) \downarrow a \\
& \quad b: & (a \uparrow I) \downarrow b \\
& \quad c: & (b \uparrow I) \downarrow S
\end{align*}
\]

Here \( sA = sB = sC = 0 \) and the distinguished type is \( S \). Appendix B contains a sample derivation of this displacement grammar for \( Mix \).

5 A lower bound on the recognizing power of D-grammars

In this section we prove that D-grammars recognize the permutation closures of context-free languages.

This result is obtained using a restricted fragment of the calculus. We define the set \( T = \{A | A \) is an atomic type\} \( \cup \{(a \uparrow I) \downarrow B | A \) and \( B \) are atomic types\}. A T-hypersequent is a hypersequent such that the types of the antecedent belong to \( T \) and the succedent is an atomic type.

Lemma 2 (Rearrangement lemma) Let \( \Delta \Rightarrow S \) be a provable T-hypersequent. Then, where \( D \) is a derivation of \( \Delta \Rightarrow S \), \( D \) can be rearranged into a new derivation \( D^* \) of \( \Delta \Rightarrow S \) in such a way that the height of \( D \) is preserved, and the last rule of \( D^* \) has an axiom \( S \Rightarrow S \) as the right premise, i.e.:

\[
\frac{\Delta \Rightarrow S \downarrow L \quad \Gamma(() \Rightarrow A \downarrow S \Rightarrow S)}{\Delta \Rightarrow S \downarrow L}
\]

where \( \Delta = \Gamma(\uparrow A \downarrow S) \) for some atomic type \( A \).

Proof.

\[
\begin{align*}
\Delta Q; [] & \Rightarrow R \quad S \Rightarrow S \quad \downarrow L \\
\Delta \iff \Gamma(\uparrow P \downarrow Q; [] \Rightarrow R) \Rightarrow S \quad \downarrow L \\
\Delta \iff \Gamma(\uparrow P \downarrow Q; [] \Rightarrow R) \Rightarrow S \quad \downarrow L
\end{align*}
\]

Lemma 3 (Fronting lemma) Let \( \Delta(A) \Rightarrow S \) be a provable T-hypersequent with a distinguished occurrence of type \( A \). Then:

\[
\uparrow A, \Delta(A) \Rightarrow S
\]
Proof. We proceed by induction on the length of hypersequents. We shall write $A_1, \ldots, A_j, \ldots, A_n \Rightarrow S$ for $\Delta(A)$ where we consider $A_j$ as the distinguished occurrence we want to be displaced to the left of the antecedent. By the previous lemma, $A_1, \ldots, A_j, \ldots, A_n \Rightarrow S$ has a derivation with last rule:\footnote{Without loss of generality we write $A_j$ to the right of $(R \uparrow I)_\downarrow S$.}

$$
\frac{A_1, \ldots, A_{j-1}, []. A_{j+1}, \ldots, A_n \Rightarrow R \uparrow I \quad S \Rightarrow S}{A_1, \ldots, A_{j-1}, (R \uparrow I)_\downarrow S, A_{j+1}, \ldots, A_n \Rightarrow S} \quad \text{LL}
$$

Two cases are considered:

- Case $A_j \neq (R \uparrow I)_\downarrow S$.

  We have $(R \uparrow I)_\downarrow S \Rightarrow R$ is provable. By applying the Cut rule to the left premise of the last rule, we derive:
  $$
  A_1, \ldots, A_j, A_{j+1}, \ldots, A_n \Rightarrow R
  $$
  Hence by induction hypothesis:
  $$
  \vdash A_j, A_1, \ldots, A_{j-1}, \Lambda, A_{j+1}, \ldots, A_n \Rightarrow R
  $$
  We apply now the $\uparrow$ right rule after the introduction of the unit $I$:
  $$
  \frac{A_j, A_1, \ldots, A_{j-1}, I, A_{j+1}, \ldots, A_n \Rightarrow R}{A_j, A_1, \ldots, A_{j-1}, []. A_{j+1}, \ldots, A_n \Rightarrow R \uparrow I} \quad \uparrow R
  $$
  By the ↓ left rule:
  $$
  \frac{A_j, A_1, \ldots, A_{j-1}, []. A_{j+1}, \ldots, A_n \Rightarrow R \uparrow I \quad S \Rightarrow S}{A_j, A_1, \ldots, A_{j-1}, (R \uparrow I)_\downarrow S, A_{j+1}, \ldots, A_n \Rightarrow S \downarrow I} \quad \text{LL}
  $$
  In this case, we have proved the fronting lemma.

- Case $A_j = (R \uparrow I)_\downarrow S$.

  As before we have the following provable hypersequent:
  $$
  A_1, \ldots, A_{j-1}, \Lambda, A_{j+1}, \ldots, A_n \Rightarrow R
  $$
  By the right $\uparrow$ rule after the introduction of $I$, we derive:
  $$
  [], A_1, \ldots, A_{j-1}, \Lambda, A_{j+1}, \ldots, A_n \Rightarrow R \uparrow I
  $$
  By the left $\downarrow$ rule:
  $$
  \frac{[], A_1, \ldots, A_{j-1}, \Lambda, A_{j+1}, \ldots, A_n \Rightarrow R \uparrow I \quad S \Rightarrow S}{(R \uparrow I)_\downarrow S, A_1, \ldots, A_{j-1}, \Lambda, A_{j+1}, \ldots, A_n \Rightarrow S} \quad \text{LL}
  $$
  We have proved the fronting lemma in case $A_j = (R \uparrow I)_\downarrow S$. In both cases then, the lemma is proved. \qed

We now show how the permutation closure of any regular language (excluding the empty string) can be recognized by a $D$-grammar. Let $G = (N, \Sigma, I, F)$ be a regular grammar. Suppose $G$ is right-linear. We define a $D$-grammar comprising a lexicon $\text{Lex}_G$ with atomic types the nonterminals $N$ of $G$. The vocabulary of $\text{Lex}_G$ is $\Sigma \cup \{1\}$. For every production of the form $A \rightarrow cA$ with $A$ nonterminal and $c \in \Sigma$, we stipulate that $c : A \in \text{Lex}_G$. And for every production of the form $B \rightarrow cA$ (with $A, B \in N$ and $c \in \Sigma$), we stipulate $c : (B \uparrow I) \uparrow A \in \text{Lex}_G$. We want to prove that the language recognized by $\text{Lex}_G$ with distinguished symbol $S$ is the permutation closure of the language generated by $G$: $L(\text{Lex}_G, S) = \text{Perm}(L(G, S))$. The following lemmas prove the equation.

Lemma 4. $L(G, S) \subseteq L(\text{Lex}_G, S)$.

The proof of this lemma proceeds by a simple induction on the length of the derivations of $G$. The base case is obvious. For the inductive case, suppose we have the derivation whose rewritten string is $a_1 \cdots a_i A$ such that $A \rightarrow cB \in P$. Then by induction hypothesis $a_1 + \cdots + a_i \in L(G, B) \subseteq L(\text{Lex}_G, B)$. Hence there exists a labeled hyperconfiguration $\Delta'$ whose types belong to the types of $\text{Lex}_G$, $\vdash \Delta \Rightarrow B$ and the yield of $\Delta'$ is $a_1 + \cdots + a_i$; after the introduction of the unit:

\[
\frac{I, \Delta \Rightarrow B \quad \uparrow R \quad A \Rightarrow A \quad \downarrow L}{(B \uparrow I)_\downarrow A, \Delta \Rightarrow A}
\]

Now, $c : (B \uparrow I)_\downarrow A \in \text{Lex}_G$. Hence $c + a_1 + \cdots + a_n \in L(\text{Lex}_G, A)$.

Lemma 5. $\text{Perm}(L(G, S)) \subseteq L(\text{Lex}_G, S)$.

Proof. Let $\Delta \Rightarrow S$ be a provable hypersequent with a compatible labelling such that the yield of $\Delta$ is $w \in L(G, S)$ and the types occurring in $\Delta$ belong to the set of types of $\text{Lex}_G$:

$$
a_1 : A_1, \ldots, a_n : A_n \Rightarrow S, \quad w = a_1 + \cdots + a_n
$$

By the fronting lemma, any type $A_i$ can be fronted, i.e. $\vdash a_i : A_1, a_1 : A_1, \ldots, a_{i-1} : A_{i-1}, A_{i+1}, \ldots, a_n : A_n \Rightarrow A_i$. By repeating this process via the fronting lemma, any permutation of the initial $w$ can be obtained. \qed

Lemma 6. $L(\text{Lex}_G, S) \subseteq \text{Perm}(L(G, S))$.
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Proof. We prove that for every atomic type \( A \in N \), \( L(\text{Lex}_G, A) \subseteq \text{Perm}(L(G, A)) \). This entails in particular \( L(\text{Lex}_G, S) \subseteq \text{Perm}(L(G, S)) \) where \( S \in N \) is the distinguished nonterminal symbol. The proof goes by induction on the height of derivations of hypersequents \( \Delta \Rightarrow A \) such that the types of \( \Delta \) belong to the types of \( \text{Lex}_G \). Case that the height is 0: let \( A \in N \) be such that \( A \Rightarrow a \) is a production of \( G \) and \( a \in V \). Then \( a : A \in \text{Lex} \). Case that the height is greater than 0: suppose we have a \( \text{Lex}_G \)-derivation of \( \Delta \Rightarrow A \) with height \( n+1 \). By the rearrangement lemma, the derivations of \( \Delta \Rightarrow A \) can modified in such a way that the height of the derivation is preserved and one of the premises is an axiom:

\[
\Delta([[]]) \Rightarrow A \uparrow I \quad S \Rightarrow S
\]

\[
\Delta((A \uparrow I)_\downarrow S) \Rightarrow S \downarrow L
\]

By a simple reasoning we have \( \Delta(\Lambda) \Rightarrow A \) with height lesser or equal than the height of \( \Delta([[]]) \Rightarrow A \uparrow I \). Since the types of \( \Delta(\Lambda) \) belong to the types of \( \text{Lex}_G \), we can apply the induction hypothesis, and then we have that \( L(\text{Lex}_G, A) \subseteq \text{Perm}(L(G, A)) \). Now, every \( w \in L(\text{Lex}_G, A) \) is the permutation of some \( \tilde{w} \in L(G, A) \). If we apply the rule \( S \rightarrow cA \) we get \( c + \tilde{w} \in L(G, S) \). But \( c : (A \uparrow I)_\downarrow S \). Hence, if we insert \( c \) in \( w \) we get a permutation of \( c + \tilde{w} \).

\[\square\]

Theorem 7 For every regular grammar \( G \) we have \( L(\text{Lex}_G, S) = \text{Perm}(L(G, S)) \)

Corollary 8 For every context-free language \( L \), the permutation closure of \( L \text{ Perm}(L) \) is recognized by a \( D \)-grammar.

Proof. By an argument invoking properties of semi-linear sets,\(^2\) we know that any permutation closure of a context-free language is equal to the permutation closure of some regular language. This reduces the proof of this corollary to the class of regular languages. The previous theorem proves it. \(\square\)

\(^2\)See van Benthem (1991).

Appendix A. Computer-generated output for Dutch verb raising and cross-serial dependencies

\begin{align*}
\text{boeken} & : N : \text{books} \\
\text{cécilia} & : N : c \\
\text{de} & : \text{CN} : \text{de} \\
\text{helpen} & : \text{f}((N \textbackslash S)\lambda(N \textbackslash N)) : \lambda A \lambda B \lambda C ((\text{help} D) (B C)) \\
\text{henk} & : N : h \\
\text{kunnen} & : \text{f}((N \textbackslash S)\lambda(N \textbackslash S)) : \lambda A \lambda B \lambda C ((\text{able} C) (B C)) \\
\text{lezen} & : \text{f}((N \textbackslash N) \textbackslash S) : \lambda A \text{read} \\
\text{nijlpaarden} & : \text{CN} : \text{hippo} \\
\text{voeren} & : \text{f}((N \textbackslash N) \textbackslash S) : \lambda A \text{feed} \\
\text{wil} & : \text{f}((N \textbackslash N) \textbackslash S) : \lambda A \lambda B ((\text{able} B) (A B)) \\
\text{zag} & : \text{f}((N \textbackslash N) \textbackslash S) : \lambda A \lambda B \lambda C ((\text{new} C) (A B)) \\
\end{align*}

\begin{enumerate}
\item \text{jan-boeken-las} : S
\begin{align*}
N & : j : N : \text{books}, (N \textbackslash N) \textbackslash S : \text{reads} \Rightarrow S \\
N & \Rightarrow N \quad S \Rightarrow S \downarrow L \\
N, N \textbackslash N \textbackslash S & \Rightarrow S \downarrow L \\
((\text{reads books}) j) & \\
\end{align*}
\item \text{jan-boeken-kan-lezen} : S
\begin{align*}
N & : j, N : \text{books}, (N \textbackslash S) \lambda (N \textbackslash S) : (\lambda \lambda B ((\text{able} B)) (A B)), \text{f}((N \textbackslash N) \textbackslash S) : \lambda A \text{read} \Rightarrow S \\
\end{align*}
\item \text{jan-boeken-wil-kunnen-lezen} : S
\begin{align*}
N & : j, N : \text{books}, (N \textbackslash S) \lambda (N \textbackslash S) : (\lambda \lambda B ((\text{able} B)) (A B)), \text{f}((N \textbackslash N) \textbackslash S) : \lambda A \text{read} \Rightarrow S \\
\end{align*}
\end{enumerate}
Appendix B. Computer generated derivation of accbab in Mix

\[
\begin{align*}
  a &\Rightarrow a \quad \text{IL} \\
  a, I \Rightarrow a \quad \text{IL} \\
  a, I, I \Rightarrow a \quad \text{IL} \\
  a, I, [\,] \Rightarrow a \quad \text{IL} \\
  a, I, (a^\top) b \Rightarrow b \quad \text{IL} \\
  a, I, [\,], (a^\top) b \Rightarrow b \quad \text{IL} \\
  a, I, (b^\top) S, (a^\top) b, (S^\top) a, (a^\top) b \Rightarrow b \quad \text{IL} \\
  a, [\,], (b^\top) S, (a^\top) b, (S^\top) a, (a^\top) b \Rightarrow b \quad \text{IL} \\
  a, I, (b^\top) S, (a^\top) b, (S^\top) a, (a^\top) b \Rightarrow b \quad \text{IL} \\
  a, (b^\top) S, (b^\top) S, (a^\top) b, (S^\top) a, (a^\top) b \Rightarrow b \quad \text{IL} \\
  a, (b^\top) S, (b^\top) S, (a^\top) b, (S^\top) a, (a^\top) b \Rightarrow S \\
\end{align*}
\]
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