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Abstract

Initializing the weights and the biases is a key part of the training process of a neural network. Unlike the subsequent optimization phase, however, the initialization phase has gained only limited attention in the literature. In this paper we discuss some consequences of commonly used initialization strategies for vanilla DNNs with ReLU activations. Based on these insights we then develop an alternative initialization strategy. Finally, we present some large scale experiments assessing the quality of the new initialization strategy.

1 Introduction

Improving and understanding the training phase of deep neural networks has attracted a lot of attention in the last couple of years. This training phase mostly consists of minimizing an empirical risk term, and due to the structure of deep neural networks, the corresponding optimization landscape is convoluted and highly non-convex. To avoid getting stuck in local minima several variants of stochastic gradient descent have been proposed and successfully applied. These success stories suggest that the initialization of neural networks, that is, choosing the starting point of the optimization, has become less important. In fact, the two commonly used heuristics proposed in [7, 9] both focus on normalizing the variance of the weights of the neural network to ensure that the gradients of deep networks do not exponentially explode or implode. So far, however, positive or negative side-effects of these initialization strategies have not been investigated in depth. This is the first goal of our paper, and the second goal is to use these insights to develop a new initialization strategy.

To be a bit more specific let \(|\cdot|_+ : \mathbb{R} \to [0, \infty)\) be the ReLU function, that is \(|t|_+ := \max\{0, t\}\). For \(d \in \mathbb{N}\), a single neuron is then given by

\[
h : \mathbb{R}^d \to [0, \infty) \\
x \mapsto |\langle a, x \rangle + b|_+,
\]

where \(a \in \mathbb{R}^d\) and \(b \in \mathbb{R}\) are the weight vector and the bias of the neuron. A layer of width \(m\) is a function \(H : \mathbb{R}^d \to (0, \infty)^m\), whose coordinate functions are neurons. Finally, a deep neural network is the composition of layers followed by an affine linear function, that is, a function \(g : \mathbb{R}^d \to \mathbb{R}\) of the form

\[
g = v \circ H_L \circ H_{L-1} \circ \cdots \circ H_1,
\]
where $H_t : \mathbb{R}^{m_{t-1}} \to [0, \infty)^{m_t}$ are layers with $m_0 := d$ and the output neuron $v : \mathbb{R}^{m_L} \to \mathbb{R}$ is a function given by $v(x) = (w, x) + c$, where $w$ and $c$ are the weight vector and the bias of the output neuron. Clearly, $g$ is always a continuous and piecewise linear function, which is fully described by all its weight vectors and biases. Moreover, the architecture of a deep neural network is described by the number $L$ of hidden layers, the input dimension $d$, and the widths $m_1, \ldots, m_L$. In the following, we write

$$A_{d,m_1,\ldots,m_L,1} := \{ g : \mathbb{R}^d \to \mathbb{R} \mid g \text{ is of the form (1) with layers } H_t : \mathbb{R}^{m_{t-1}} \to [0, \infty)^{m_t} \text{ and } m_0 := d \}.$$ 

To train a neural network of fixed architecture, we need a labeled data set $D := ((x_1, y_1), \ldots, (x_n, y_n)) \in (X \times \mathbb{R})^n$, where $X \subset \mathbb{R}^d$ is called the input space, as well as a loss function $L : \mathbb{R} \times \mathbb{R} \to [0, \infty)$. For a function $f : X \to \mathbb{R}$, we then define the empirical $L$-risk by

$$\mathcal{R}_{L,D}(f) := \frac{1}{n} \sum_{j=1}^{n} L(y_j, f(x_j)).$$

Now, training a network seeks an (approximate) empirical risk minimizer within the given architecture, that is a network $g_D \in A_{d,m_1,\ldots,m_L,1}$ such that

$$\mathcal{R}_{L,D}(g_D) \approx \inf \{ \mathcal{R}_{L,D}(g) : g \in A_{d,m_1,\ldots,m_L,1} \}.$$ 

(2)

Usually, the considered loss function is differentiable in its second argument and the networks $g \in A_{d,m_1,\ldots,m_L,1}$ are parameterized by their weights and biases. The optimization problem is then executed on these parameters with the help of some variant of stochastic gradient descent (SGD). Consequently, the training produces a sequence $g_0, g_1, \ldots, g_T \in A_{d,m_1,\ldots,m_L,1}$ from which a $g_D$ is chosen, e.g. $g_D := g_T$. Unfortunately, however, the optimization problem (2) is, in general, highly non-convex, and therefore, the final $g_D$ may depend on the initial $g_0$. Initializing the network, i.e., choosing an initial $g_0$, is therefore a potentially crucial part of the entire training.

It is well-known, that initializing all weights and biases to the same value, e.g. to zero, hinders training by SGD since all neurons in the same layer will be updated in the same way. For this reason, the weights (and biases) are typically initialized randomly. More precisely, the most common initialization strategies proposed in [7] and [9] both fix some random variable $A$ with distribution $\mu$, that is $A \sim \mu$, and then initialize the weights of the layer $H_l$ by realizations of independent copies of $\sigma_{m_{l-1},m_{l}} A$, where $\sigma_{m_{l-1},m_{l}}$ is a suitable scaling factor. In fact, $\mu$ is usually either the standard normal distribution or the uniform distribution on e.g. $[-1, 1]$. Moreover, both papers propose to initialize the biases to zero, but some other heuristics also recommend a small positive value such as 0.1 or 0.01, or a some small random value, instead. We refer to [8, Ch. 8.4] for a more detailed discussion on these and other initialization strategies.

In any case, the resulting initial function $g_0$ is a random function, and one may ask how suitable this starting point $g_0$ is. So far, this question has not been answered in a satisfying manner, in fact, most papers dealing with this question only apply some heuristic arguments, mostly centered around effects on SGD updates on the weights, and report some empirical findings, mostly on a few data sets related to images.

The goal of this paper is to go beyond this by investigating how different initialization strategies influence the shape of the function $g_0$. To this end, we first investigate the most simple case of one-dimension input data and one hidden layer, that is $d = L = 1$ in Section 2. Here it turns out that we can explicitly compute several key quantities such as the probability of initializing a neuron into an inactive state. As a consequence, we can also compare the effects of different initialization strategies, for example, we will see why it is better to choose a small positive value for the bias instead of a
small negative value. Finally, based on these insights, we will develop a first alternative initialization strategy. In Section 3 we will then investigate the significantly more complicated general situation. Here we will compute, for example, the influence of $\sigma_{m_{l-1},l}$ on the size and the direction of the weight vector, as well as on the size of the output of $H_l$. In addition, we will investigate the effect of different initialization strategies for the bias term. Based on these insights we will then develop a new initialization strategy that spreads the active and inactive regions of each neuron more widely across the space spanned by the input data of the layer. Finally, in Section 4 we present some experiments that compare to the new initialization strategy to the one of [9].

2 The simplest case: One-dimensional data and one hidden layer

In this section we explore the effects of different initialization strategies in the simplest case of one-dimensional input data and neural networks with one hidden layer consisting of ReLU-neurons. To be more precise, we assume that our input space $X$ is a subset of $\mathbb{R}$ and that our hidden layer has $m$ neurons $h_1, \ldots, h_m : \mathbb{R} \to \mathbb{R}$ of the form

$$h_i(x) = |a_i x + b_i|_+, \quad x \in \mathbb{R},$$

where $a_i, b_i \in \mathbb{R}$ are the weights and the biases of these neurons. Consequently, our network can represent exactly those functions $g : \mathbb{R} \to \mathbb{R}$ that are of the form

$$g(x) = \sum_{i=1}^{m} w_i |a_i x + b_i|_+ + c, \quad x \in \mathbb{R},$$

where $w_1, \ldots, w_m \in \mathbb{R}$ are the weights and $c \in \mathbb{R}$ is the bias of the output neuron. The goal of the training process is then to find suitable values for $a_1, b_1, \ldots, a_m, b_m \in \mathbb{R}$, $w_1, \ldots, w_m \in \mathbb{R}$, and $c \in \mathbb{R}$.

Let us denote the set of all functions that can be represented by our network by $A_{1,m,1}$, that is

$$A_{1,m,1} := \{ g : \mathbb{R} \to \mathbb{R} \mid g \text{ has a representation (3) for suitable } a_i, b_i, w_i \in \mathbb{R} \text{ and } c \in \mathbb{R} \}.$$

It is not hard to see that given a $g \in A_{1,m,1}$, the representing parameters in (3) are anything than unique.

Now notice that for $a_i = 0$ the neuron $h_i$ is a constant function, namely $h_i \equiv |b_i|_+$. Moreover, if $a_i \neq 0$, then $h_i$ is a continuous, piecewise linear function with exactly one kink, and this kink is located at $x_i^* := -b_i/a_i$. Inspired by spline interpolation we call $x_i^*$ a knot throughout this section. A simple calculation shows that in the case $a_i < 0$, the function $h_i$ is given by

$$h_i(x) = \begin{cases} a_i x + b_i & \text{if } x \in (-\infty, x_i^*) \\ 0 & \text{if } x \in [x_i^*, \infty) \end{cases},$$

while for $a_i > 0$, it is given by

$$h_i(x) = \begin{cases} 0 & \text{if } x \in (-\infty, x_i^*) \\ a_i x + b_i & \text{if } x \in [x_i^*, \infty) \end{cases}.$$

To describe the corresponding behavior of the function $g$ with representation (3) we now write $I = \{1, \ldots, m\}$, $I_* := \{i \in I : a_i \neq 0\}$, and

$$I_- := \{i \in I_* : a_i < 0\}$$

$$I_+ := \{i \in I_* : a_i > 0\}.$$
Moreover, throughout the rest of this section we write \( x^*_i := -b_i/a_i \) for \( i \in I_+ \).

Now, we immediately obtain the following result, which provides a different representation of \( g \in A_{1,m,1} \).

**Proposition 2.1.** For \( m \geq 1 \) we fix a \( g \in A_{1,m,1} \) with the representation (3). Then for all \( x \in \mathbb{R} \) we have

\[
g(x) = \sum_{i \in I_+: x \leq x^*_i} w_i(a_i x + b_i) + \sum_{i \in I_+: x \geq x^*_i} w_i(a_i x + b_i) + \sum_{i \in I_\{1\}} w_i|b_i|_+ + c
\]

Our next goal is to derive explicit formulas for the partial derivatives considered during training of our neural network. To this end, we say that a loss function \( L : \mathbb{R} \times \mathbb{R} \to [0, \infty) \) is differentiable, if for all \( y \in \mathbb{R} \) the function

\[
t \mapsto L(y, t)
\]

is differentiable. In this case we write

\[
L'(y, t) := \frac{\partial L}{\partial t}(y, t).
\]

Since the function \( t \mapsto |t|_+ \) is not differentiable at 0, we formally need to exclude all occasions, at which we would need to use its derivative at 0. However, from a practical point of view this is not feasible, since there are actually realistic situations in which the “derivative” of \( t \mapsto |t|_+ \) at \( t = 0 \) is needed, see e.g. Example 2.10 below. For this reason, we pick a \( \partial_0 \in [0,1] \), which will serve as a surrogate for the missing derivative.\(^1\) To be more precise, in all formulas involving derivatives of \( t \mapsto |t|_+ \) we will use \( \partial_0 \), whenever we would actually need the derivative \( t \mapsto |t|_+ \) at \( t = 0 \). In addition, to allow for compact formulas, we define \( \partial_t = 0 \) for \( t < 0 \) and \( \partial_t = 1 \) for \( t > 0 \). Then, our approach gives

\[
\frac{\partial |ax + b|_+}{\partial a}(a_0) = \partial_{ax+b} \cdot x = \begin{cases} 0 & \text{if } a_0 x + b < 0 \\ \partial_0 \cdot x & \text{if } a_0 x + b = 0 \\ x & \text{if } a_0 x + b > 0, \end{cases}
\]

where the first and third case is covered by the usual chain rule and in the second case we used \( \partial_0 \) as a formal surrogate. Similarly, we get

\[
\frac{\partial |ax + b|_+}{\partial b}(b_0) = \partial_{ax+b_0} = \begin{cases} 0 & \text{if } a x + b_0 < 0 \\ \partial_0 & \text{if } a x + b_0 = 0 \\ 1 & \text{if } a x + b_0 > 0. \end{cases}
\]

Moreover, if \( f : \mathbb{R} \to \mathbb{R} \) is a differentiable function, then we formally apply the chain rule in the following sense

\[
\frac{\partial f(\ |ax + b|_+)}{\partial a}(a_0) = f'(\ |a_0 x + b|_+) \cdot \frac{\partial |ax + b|_+}{\partial a}(a_0) = f'(\ |a_0 x + b|_+) \cdot \partial_{ax+b} \cdot x \tag{8}
\]

\[
\frac{\partial f(\ |ax + b|_+)}{\partial b}(b_0) = f'(\ |a x + b_0|_+) \cdot \frac{\partial |ax + b|_+}{\partial b}(b_0) = f'(\ |a x + b_0|_+) \cdot \partial_{ax+b_0}.
\tag{9}
\]

In particular, given a \( g \in A_{1,m,1} \), these extended chain rules are used when computing partial derivatives of \( \mathcal{R}_{L,D}(g) \) with respect to the parameters in (3). The next proposition executes these computations.

\(^{1}\)In “native” PyTorch, for example, we find \( \partial_0 := 0 \), see https://github.com/pytorch/pytorch/issues/11662\#issuecomment-423138052, and the same choice is taken in Tensorflow, see https://github.com/tensorflow/tensorflow/blob/e39d8feebb9666a331345cd8d960f5ade4652bba/tensorflow/core/kernels/relu_op_functor.h#L54.
Proposition 2.2. Let $L : \mathbb{R} \times \mathbb{R} \rightarrow [0, \infty)$ be a differentiable loss function. For $m \geq 1$ we further fix a $g \in \mathcal{A}_{1,m,1}$ with the representation (3). Then for $i \in I_-$ we have

$$
\frac{\partial R_{L,D}(g)}{\partial a_i}(w,c,a,b) = \frac{w_i}{n} \sum_{j:x_j < x_i^*} L'(y_j, g(x_j, w, c, a, b)) \cdot x_j + \frac{\partial_0 \cdot w_i \cdot x_i^*}{n} \sum_{j:x_j = x_i^*} L'(y_j, g(x_i^*, w, c, a, b))
$$

$$
\frac{\partial R_{L,D}(g)}{\partial b_i}(w,c,a,b) = \frac{w_i}{n} \sum_{j:x_j < x_i^*} L'(y_j, g(x_j, w, c, a, b)) + \frac{\partial_0 \cdot w_i}{n} \sum_{j:x_j = x_i^*} L'(y_j, g(x_i^*, w, c, a, b))
$$

$$
\frac{\partial R_{L,D}(g)}{\partial w_i}(w,c,a,b) = \frac{1}{n} \sum_{j:x_j < x_i^*} L'(y_j, g(x_j, w, c, a, b)) \cdot (a_i \cdot x_j + b_i).
$$

Moreover, for $i \in I_+$ we have

$$
\frac{\partial R_{L,D}(g)}{\partial a_i}(w,c,a,b) = \frac{w_i}{n} \sum_{j:x_j > x_i^*} L'(y_j, g(x_j, w, c, a, b)) \cdot x_j + \frac{\partial_0 \cdot w_i \cdot x_i^*}{n} \sum_{j:x_j = x_i^*} L'(y_j, g(x_i^*, w, c, a, b))
$$

$$
\frac{\partial R_{L,D}(g)}{\partial b_i}(w,c,a,b) = \frac{w_i}{n} \sum_{j:x_j > x_i^*} L'(y_j, g(x_j, w, c, a, b)) + \frac{\partial_0 \cdot w_i}{n} \sum_{j:x_j = x_i^*} L'(y_j, g(x_i^*, w, c, a, b))
$$

$$
\frac{\partial R_{L,D}(g)}{\partial w_i}(w,c,a,b) = \frac{1}{n} \sum_{j:x_j > x_i^*} L'(y_j, g(x_j, w, c, a, b)) \cdot (a_i \cdot x_j + b_i).
$$

In addition, for $i \in I \setminus I_*$ we have

$$
\frac{\partial R_{L,D}(g)}{\partial a_i}(w,c,a,b) = \frac{\partial_0 \cdot w_i}{n} \sum_{j=1}^{n} L'(y_j, g(x_j, w, c, a, b)) \cdot x_j
$$

$$
\frac{\partial R_{L,D}(g)}{\partial b_i}(w,c,a,b) = \frac{\partial_0 \cdot w_i}{n} \sum_{j=1}^{n} L'(y_j, g(x_j, w, c, a, b))
$$

$$
\frac{\partial R_{L,D}(g)}{\partial w_i}(w,c,a,b) = \frac{|b_i| + n}{n} \sum_{j=1}^{n} L'(y_j, g(x_j, w, c, a, b)).
$$

Finally, we have

$$
\frac{\partial R_{L,D}(g)}{\partial c}(w,c,a,b) = \frac{1}{n} \sum_{j=1}^{n} L'(y_j, g(x_j, w, c, a, b)).
$$

Inspired by Propositions 2.1 and Proposition 2.2 we now introduce the following classification for the state of a neuron $h_i$ in (3).

Definition 2.3. Let $D = ((x_1,y_1), \ldots , (x_n,y_n)) \subseteq (\mathbb{R} \times \mathbb{R})^n$ be a data set, and

$$
x_{\min} := \min_{1 \leq j \leq n} x_i \quad \text{and} \quad x_{\max} := \max_{1 \leq j \leq n} x_i,
$$

and $g \in \mathcal{A}_{1,m,1}$ be a function with representation (3). For $i \in I_*$ we then say that the neuron $h_i$ is:

i) Fully active, if $x_{\min} < x_i^* < x_{\max}$.

ii) Semi-active, if $i \in I_-$ and $x_i^* \geq x_{\max} > x_{\min}$, or if $i \in I_+$ and $x_i^* \leq x_{\min} < x_{\max}$. 
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iii) Inactive, if \( i \in I_\sim \) and \( x_i^* \leq x_{\min} \), or if \( i \in I_+ \) and \( x_i^* \geq x_{\max} \).

Moreover, if \( L : \mathbb{R} \times \mathbb{R} \to [0, \infty) \) is a differentiable loss function and \( i \in I_1 \), then we say that the neuron \( h_i \) is dead, if \( h_i \) is inactive and for all sub-samples \( D' \) of \( D \) we have

\[
\frac{\partial R_{L,D'}(g)}{\partial a_i}(w,c,a,b) = \frac{\partial R_{L,D'}(g)}{\partial b_i}(w,c,a,b) = 0.
\]

The following corollary shows that the state of a neuron \( h_i \) determines how \( h_i \) influences the entire function \( g \).

**Corollary 2.4.** Let \( D = ((x_1,y_1), \ldots, (x_n,y_n)) \in (\mathbb{R} \times \mathbb{R})^n \) be a data set and \( g \in A_{1,m,1} \) be a function with representation (3). Then for all \( i \in I_1 \) the following statements are true:

i) If \( h_i \) is fully active and there exists an \( x_{j_0} \) with \( x_{\min} < x_{j_0} < x_{\max} \), then \( h_i \) does not behave linearly on the data set, that is, for all \( \bar{a}, b \in \mathbb{R} \) there exists a \( j \in \{1, \ldots, n\} \) such that

\[
h(x_j) \neq \bar{a} x_j + b.
\]

ii) If \( h_i \) is semi-active, then \( h_i \) behaves linearly on the data set, namely for all \( j = 1, \ldots, n \) we have

\[
h_i(x_j) = a_i x_j + b_i.
\]

iii) The neuron \( h_i \) is inactive, if and only if for all \( j = 1, \ldots, n \) we have

\[
h_i(x_j) = 0.
\]

Moreover, if \( h_i \) is inactive and \( L : \mathbb{R} \times \mathbb{R} \to [0, \infty) \) is a differentiable loss function, then for all sub-samples \( D' = ((x_{j_1},y_{j_1}), \ldots, (x_{j_k},y_{j_k})) \) of \( D \) we have

\[
\frac{\partial R_{L,D'}(g)}{\partial a_i}(w,c,a,b) = \frac{\partial R_{L,D'}(g)}{\partial b_i}(w,c,a,b) = \frac{\partial R_{L,D'}(g)}{\partial w_i}(w,c,a,b) = 0.
\]

Consequently, \( h_i \) is dead independently of the specific choice of \( L \), if \( \partial_0 = 0 \) or if \( x_j \neq x_i^* \) for all \( j = 1, \ldots, n \).

Corollary 2.4 shows that, depending on its state, a neuron has a rather different impact on the entire network. Indeed, fully active neurons contribute in a truly non-linear manner, while semi-active neurons all contribute in a linear fashion. Once training is completed, all semi-active neurons could therefore be replaced by a single semi-active neuron weighted with new weight \( w = 1 \) and given by

\[
h(x) := \left( \sum_{j \in I_{SA}} w_j a_j \right) \cdot x + \sum_{j \in I_{SA}} w_j b_j,
\]

where \( I_{SA} \) denotes the set of all indices of semi-active neurons, and where we assume that future inputs \( x \) satisfy \( x \in [x_{\min}, x_{\max}] \). In addition, all inactive neurons do not contribute to the network, and can therefore be removed after training. Finally, all dead neurons do not contribute to the
network, either, and since the partial derivatives of their parameters vanish, any training algorithm that uses these derivatives in a gradient-descent-type step will never change the parameters of these neurons. Consequently, these neurons can be removed during training without changing the final decision function \( g \in \mathcal{A}_{1,m,1} \). Finally, note that if \( \partial \lambda = 0 \), then all inactive neurons are actually dead. These observations raise the following question:

**Q1.** How many neurons are semi-active, inactive, or dead due to their initialization?

To answer this question, we write \( \lambda \) for the Lebesgue measure on \( \mathbb{R} \) and \( F_\nu \) for the cumulative distribution function of a given probability measure \( \nu \) on \( \mathbb{R} \). Moreover, if \( \nu \) is \( \lambda \)-absolutely continuous, then \( f_\nu \) denotes a density of \( \nu \).

Now, we consider the following generic initialization strategy for our simple neural networks \( g \in \mathcal{A}_{1,m,1} \).

**Definition 2.5.** Let \( P_a \) and \( P_w \) be probability measures on \( \mathbb{R} \) with \( P_a(\{0\}) = P_w(\{0\}) = 0 \) and \( P_b \), \( P_c \) be probability measures on \( \mathbb{R} \). Then we say that a \( g \in \mathcal{A}_{1,m,1} \) with representation (3) is initialized by \((P_w, P_c, P_a, P_b)\), if the parameter vector \((w, c, a, b)\) is a realization of a random variable with distribution \( P := P_w^m \otimes P_c \otimes P_a^m \otimes P_b^m \).

Essentially all commonly used initialization methods are of the above type for suitably chosen \((P_w, P_c, P_a, P_b)\). We will discuss a few examples after we have investigated the generic initialization method.

Now recall that the state of a neuron \( h_i \) is defined by the position of its knot \( x_i^* = -b_i/a_i \) relative to the data set \( D \). This motivates the following definitions.

**Definition 2.6.** Let \( P \) and \( Q \) be two probability measures on \( \mathbb{R} \) with \( Q(\{0\}) = 0 \) and \( X, Y \) be two independent random variables with \( X \sim P \) and \( Y \sim Q \). Then the ratio distribution \( P/Q \) is the probability measure \( \mu \) on \( \mathbb{R} \) that is given by

\[
\frac{X}{Y} \sim \mu.
\]

Moreover, we define the functions \( F_{P,Q}^- : \mathbb{R} \to [0,1] \) and \( F_{P,Q}^+ : \mathbb{R} \to [0,1] \) by

\[
F_{P,Q}^-(z) := P \otimes Q(\{(x,y) \in \mathbb{R}^2 : x \geq zy \text{ and } y < 0\})
\]

\[
F_{P,Q}^+(z) := P \otimes Q(\{(x,y) \in \mathbb{R}^2 : x \leq zy \text{ and } y > 0\})
\]

To motivate the functions \( F_{P,Q}^\pm \) we consider the product measure \( P \otimes Q \) on \( \mathbb{R}^2 \) and the two projections \( \pi_X, \pi_Y : \mathbb{R}^2 \to \mathbb{R} \) defined by \( \pi_X(x,y) := x \) and \( \pi_Y(x,y) := y \). Then \( \pi_X \) and \( \pi_Y \) are independent random variables and their distributions are \( P \) and \( Q \). Using \( Q(\{0\}) = 0 \) this leads to

\[
F_{P/Q}(z) = P \otimes Q\left(\frac{\pi_X}{\pi_Y} \leq z\right)
\]

\[
= P \otimes Q\left(\{(x,y) \in \mathbb{R}^2 : x \leq zy \text{ and } y > 0\}\right) + P \otimes Q\left(\{(x,y) \in \mathbb{R}^2 : x \geq zy \text{ and } y < 0\}\right)
\]

\[
= F_{P,Q}^+(z) + F_{P,Q}^-(z)
\]

for all \( z \in \mathbb{R} \). Moreover, the functions \( F_{P/Q}, F_{P,Q}^-, \) and \( F_{P,Q}^+ \) can be used to describe the probability for a neuron to be initialized into a fully active, semi-active, or inactive state, respectively. This is done in the following lemma.
Lemma 2.7. Let \( g \in A_{1,m,1} \) be initialized by \((P_a,P_c,P_n,P_b)\). Then \( P \)-almost surely we have \( I = I_\star \). Moreover, \(-x_\star^i\) is, for all \( i \in I_\star \), a realization of a random variable with distribution \( F_b/P_a \). In particular, if we have a data set \( D \), then for all \( i \in I_\star \) we have
\[
P(\{\text{neuron } h_i \text{ is fully active}\}) = P_b/P_a((-x_{\text{max}}, -x_{\text{min}})).
\]
Moreover, if \( F_{P_b}/P_a \) is continuous, then the following equations hold:
\[
P(\{\text{neuron } h_i \text{ is fully active}\}) = F_{P_b}/P_a(-x_{\text{min}}) - F_{P_b}/P_a(-x_{\text{max}}),
\]
\[
P(\{\text{neuron } h_i \text{ is semi-active}\}) = P_a([0, \infty)) + F_{P_b}/P_a(-x_{\text{max}}) - F_{P_b}/P_a(-x_{\text{min}}),
\]
\[
P(\{\text{neuron } h_i \text{ is inactive}\}) = P_a((-\infty,0)) + F_{P_b}/P_a(-x_{\text{max}}) - F_{P_b}/P_a(-x_{\text{min}}),
\]
and, in addition, the following equivalence holds \( P_b/P_a \)-almost surely:
\[
\text{neuron } h_i \text{ is inactive } \iff \text{neuron } h_i \text{ is dead}.
\]

Lemma 2.7 shows that answering Question Q1 reduces to computing the functions \( F_{P/Q}, F_{P/Q}^- \) and \( F_{P/Q}^+ \). Fortunately, ratio distributions have a rather long history in probability and their first systematic treatment can be found in [3]. Consequently, computing the probability for neurons being fully active after initialization can be directly computing using those results. Distinguishing between semi-active and inactive neurons, however, also requires knowledge about \( F_{P/Q}^- \) and \( F_{P/Q}^+ \). For this reason, Proposition A.1 collects several useful results on \( F_{P/Q} \) as well as some results on \( F_{P/Q}^- \) and \( F_{P/Q}^+ \). In particular, it is shown there \( Q \) is Lebesgue absolutely continuous and \( P \) is either also Lebesgue absolutely continuous or a Dirac distribution, then \( F_{P/Q} \) is continuous, and hence (11), (12), and (13) hold. Moreover, in both cases, simplified formulas for computing \( F_{P/Q}, F_{P/Q}^- \), and \( F_{P/Q}^+ \) are presented. Finally, if \( Q \) is symmetric, that is \( Q(A) = Q(-A) \) for all measurable \( A \subset \mathbb{R} \), then \( P/Q \) is symmetric, too.

The next theorem, which relies on both Lemma 2.7 and Proposition A.1, characterizes distributions \( P_b \) that prevent either inactive neurons or semi-active neurons during initialization.

**Theorem 2.8.** Let \( g \in A_{1,m,1} \) be initialized by \((P_a,P_c,P_n,P_b)\) and assume that \( F_{P_b}/P_a \) is continuous and that \( P_a((0,\varepsilon)) > 0 \) holds for all \( \varepsilon > 0 \). Moreover, let \( D \) be a data set with \( x_{\text{min}} \leq 0 \leq x_{\text{max}} \).

Then the following statements are equivalent:

\begin{enumerate}
  \item[i)] \( P_b \) only assigns positive values, that is \( P_b((0,\infty)) = 1 \).
  \item[ii)] For all \( i \in I \) we have \( P(\{\text{neuron } h_i \text{ is inactive}\}) = 0 \).
\end{enumerate}

In addition, we also have the equivalence of the following two statements:

\begin{enumerate}
  \item[iii)] \( P_b \) only assigns negative values, that is \( P_b((\infty,0)) = 1 \).
  \item[iv)] For all \( i \in I \) we have \( P(\{\text{neuron } h_i \text{ is semi-active}\}) = 0 \).
\end{enumerate}

Note that without the continuity of \( F_{P_b}/P_a \) Theorem 2.8 does not hold in general. In particular, if \( P_b \) is the Dirac measure at zero, that is \( P_b = \delta_{\{0\}} \), then \( P_b/P_a = \delta_{\{0\}} \), and hence we have \( x_\star^i = 0 \) almost surely. For data sets with \( x_{\text{min}} < 0 < x_{\text{max}} \), all neurons are therefore fully active after initialization.

For other commonly used distributions, such as \( P_b = \delta_{\{0.01\}} \), \( P_b = U(\alpha,\beta) \), or \( P_b = N(\mu,\sigma^2) \), and \( P_a = U(\gamma,\gamma) \) or \( P_a = N(0,\sigma^2_n) \), however, the assumptions of Theorem 2.8 are satisfied. In this case, Theorem 2.8 shows that the only way to prevent inactive neurons during initialization is to enforce strictly positive biases by \( P_b \). For such \( P_b \), however, Theorem 2.8 further shows that the initialization
necessarily produces some semi-active neurons. By combining both equivalences of Theorem 2.8 we thus find

$$P(\{\text{neuron } h_i \text{ is fully active}\}) < 1.$$  \hspace{1cm} (14)

However, this result requires, as already mentioned, the continuity of $F_{P_b}/P_b$. The next theorem in particular shows that for data sets with $x_{\min} < 0 < x_{\max}$, Inequality (14) actually holds for all $P_b \neq \delta_{\{0\}}$ and all commonly used $P_a$.

**Theorem 2.9.** Let $g \in A_{1,m,1}$ be initialized by $(P_w, P_c, P_a, P_b)$ and assume that $P_a((-\varepsilon, 0)) > 0$ and $P_a((0, \varepsilon)) > 0$ hold for all $\varepsilon > 0$. Moreover, let $D$ be a data set with $x_{\min} \leq 0 \leq x_{\max}$. Then for all $i \in I$ the following statements are equivalent:

1. $P_b(\{0\}) < 1$.
2. $P(\{x_i^* > x_{\max}\}) > 0$.
3. $P(\{x_i^* < x_{\min}\}) > 0$.

Moreover, if the data set $D$ satisfies $x_{\min} < 0 < x_{\max}$, then these conditions are also equivalent to:

4. $P(\{x_i^* \geq x_{\max}\}) > 0$.
5. $P(\{x_i^* \leq x_{\min}\}) > 0$.

For the most commonly used distributions for $P_a$ and $P_b$, the ratio distribution as well as the functions $f_{P/Q}$, $F_{P/Q}$, $F_{P/Q}^+$, and $F_{P/Q}^-$ can be explicitly derived, see Examples, A.3, A.4, A.5, A.6, and A.7. Consequently, the probabilities for initializing fully active, semi-active, and inactive neurons can be explicitly with the help of Lemma 2.7. This is the goal of the next couple of examples, see also Figure 1 for the probabilities of not fully active and inactive knots and Figure 2 for the densities $f_{P_a}/P_a$ of the knot distributions. In these examples, we restrict our considerations to data sets with $x_{\min} = 0$ and $x_{\max} = 1$, since $a)$ this describes one of the two most commonly used data pre-scalings, and $b)$ the non-negativity of $x_{\min}$ will also play a key role when considering hidden layers in the middle of deeper neural networks in Section 3. In addition, considering the other commonly used data pre-scaling $x_{\min} = -1$ and $x_{\max} = 1$ in the examples below is merely more than a straight forward exercise.

The first two examples consider initialization strategies that assign constant values to the bias. These strategies are probably the most commonly used ones.2

**Example 2.10 (Zero bias initialization).** In recent years, the importance of proper initialization of neural networks and in particular of their weight parameters has been observed in e.g. [7] and [9]. To be more precise, in [7] it was proposed to initialize the weights of the $l$-th layer with the help of the following distributions $P_w := U[-\alpha, \alpha]$, with $\alpha = \sqrt{6/(m_l + m_{l-1})}$, where $m_{l-1}$ denotes the number of neurons in layer $l - 1$. Moreover, all bias entries are initialized using $\delta_{\{0\}}$. This initialization method is known as Xavier and is strictly speaking not for ReLUs. For this reason, [9] adapted the insights of [7] to ReLU-Functions. To be more precise, [9] proposes to initialize the weight entries of the $l$-th layer using a symmetric distribution whose variance is $2/m_{l-1}$. An explicitly mentioned example of such a distribution is $\mathcal{N}(0, \sigma_l^2)$ with $\sigma_l = \sqrt{2/m_{l-1}}$. Moreover, [9] again proposed to use $\delta_{\{0\}}$ for all bias entries. This initialization method is known as He-et-al.

2For example, [8, p. 302], writes “Typically, we set the biases for each unit to heuristically chosen constants, and initialize only the weights randomly.”
Figure 1: Probability for a knot being fully active (left), semi-active (middle), and inactive (right) for “inverse ratio of standard deviations” $\rho \in (0, 15]$ and data sets with $[x_{\min}, x_{\max}] = [0, 1]$. Six different initialization methods, which are discussed in Example 2.10 (“zero bias”), Example 2.11 (“nonzero bias . . .”), and Example 2.12 (“. . . ratios”), are displayed. For each method, the probability of initializing a fully active neuron is bounded from above by 0.5, and for typical choices of $\rho$ this upper bound is actually almost attained. Moreover, the probability of initializing an inactive neuron is either approximately 0.25 or equal to 0. As shown in Theorem 2.8 the latter case occurs exactly for those distributions $P_b$, which only produce positive values for the bias.

Let us now analyze the effect of this and similar initialization methods. To this end, we consider a $g \in A_{1,m,1}$, and assume that $P_b = P_c = \delta_{\{0\}}$ and that $P_a$ and $P_u$ are some Lebesgue-absolutely continuous, symmetric distributions. Then we have $P_b/P_a = \delta_{\{0\}}$, and therefore the initialization almost surely yields $x_i^* = 0$ for all $i = 1, \ldots, m$. Moreover, we have $P_u(\{0\}) = 0$ and consequently, independent of the number of neurons $m$, our initialized $g$ has almost surely exactly one knot, which is located at 0. Our next goal is to investigate the states of the neurons after initialization.

To this end we assume that our data set $D$ is normalized such that it satisfies $[x_{\min}, x_{\max}] = [0, 1]$. Since $x_i^* = 0$, we then see that each neuron is either semi-active or inactive, and therefore Corollary 2.4 shows that for all $i = 1, \ldots, m$ we either have $h_i(x_j) = 0$ for all $j = 1, \ldots, n$ or $h_i(x_j) = a_i x_j + b_i$ for all $j = 1, \ldots, n$. Moreover, a neuron $h_i$ is semi-active if and only if $i \in I_+$, and it is inactive if and only if $i \in I_-$. By the symmetry of $P_a$ we then find

$$P(\{\text{neuron } h_i \text{ is semi-active}\}) = P(\{\text{neuron } h_i \text{ is inactive}\}) = 0.5.$$  

Let us now consider an inactive neuron $h_i$, that is $i \in I_-$. For the most commonly used choice $\partial_0 = 0$, part iii) of Corollary 2.4 then shows that $h_i$ is dead. Therefore, the probability of $h_i$ being initialized into a dead state is 0.5 and the total number $|I_{\text{dead}}|$ of neurons that are initialized as dead is a random variable with

$$|I_{\text{dead}}| \sim B(m, 0.5).$$

Let us now consider the case $\partial_0 > 0$. To this end, we first observe that for a sub-sample $D' =\ldots$
Figure 2: Densities $f_{P_b/P_a}$ of the knot distributions for 5 different initialization strategies considered in Examples 2.11 and 2.12 and the initialization with $P_b = \delta_{\{0\}}$ of Example 2.10, which is indicated by a vertical line at $x = 0$. Left to Right: 3 inverse ratios of standard deviations $\rho = 1, 5, \text{and } 10$ as defined in the examples. For fixed $P_b$, distributions $P_a$ with larger variance lead to larger $\rho$ and, as the graphics show, to a higher concentration of $P_a/P_b$ around zero. All densities are symmetric, and hence at least half of the initialized knots fall outside $[x_{\text{min}}, x_{\text{max}}] = [0, 1]$. In addition, all densities have a fat tail and are far from being uniform on $[x_{\text{min}}, x_{\text{max}}] = [0, 1]$.

\[(x_j, y_{j1}, \ldots, x_j, y_{jk})\] of $D$, Corollary 2.4 and Proposition 2.2 show

\[
\frac{\partial R_{L,D'}}{\partial a_i}(w, c, a, 0) = \frac{\partial R_{L,D'}}{\partial w_i}(w, c, a, 0) = 0
\]

\[
\frac{\partial R_{L,D'}}{\partial b_i}(w, c, a, 0) = \frac{\partial b_i}{\partial w_i} \sum_{j: x_{jl}=0} L'(y_{jl}, c)
\]

(15)

\[
\frac{\partial R_{L,D'}}{\partial c}(w, c, a, 0) = \frac{1}{n} \sum_{l=1}^{k} L'(y_{jl}, g(x_{jl}, w, c, a, 0))
\]

where we used $b_i = x_i^* = 0$ and $g(x_i^*, w, c, a, 0) = g(0, w, c, a, 0) = c$. Note that our initialization actually ensures $c = 0$ but for the arguments below, we actually need general $c \in \mathbb{R}$. Let us now consider a gradient-descent type algorithm that uses a sub-sample $D'$ of $D$. In the case

\[
\sum_{l: x_{jl}=0} L'(y_{jl}, c) = 0
\]

(16)

this algorithm does not change the values of $a_i$, $b_i$ and $w_i$, and hence the knots $x_i^*$ are not changed, either. Note that (16) in particular holds, whenever the sub-sample $D'$ does not contain a sample $x_{jl} = 0$. Therefore let us now consider the first iteration of the training algorithm that uses sub-sample $D'$ for which (16) does not hold. Clearly, such a $D'$ needs to contain a sample $x_{jl} = 0$. Our previous considerations then show that $a_i$, $b_i$ and $w_i$ have not been changed since their initialization. Without loss of generality we may thus assume that we are in the first iteration of the algorithm with $c$ having some arbitrary value. Then (15) together with the symmetry of the distribution $P_w$ and $P = P_w^m \otimes P_c \otimes P_a^m \otimes P_b^m$ shows that

\[
P\left(\left\{(w, c, a, b) : \frac{\partial R_{L,D'}}{\partial b_i}(w, c, a, 0) < 0\right\}\right) = 0.5
\]
Figure 3: Ten randomly initialized predictors of a neural network with 128 hidden neurons with weights initialized by a zero-mean normal distribution with variance according to [9]. In each case, we set $c = 0$. Left: zero bias initialization, i.e. $b = 0$. Middle: nonzero bias initialization with $b = 0.1$, which leads to $\rho \approx 14.1$. Right: $b$ is initialized by $N(0, \sigma_b^2)$ with $\sigma_b = 0.1$, which again results in $\rho \approx 14.1$. As discussed in Example 2.10, the zero bias initialization lead to a linear behavior on $[0, 1]$, while the other two initialization methods only lead to an “almost” linear behavior on the right-hand side of the interval.

Since $P_a$ is also symmetric we conclude that

$$0.25 = P\left(\{(w, c, a, b) : a_i < 0 \text{ and } \frac{\partial R_L}{\partial b_i}(w, c, a, 0) < 0\}\right) = P\left(\{(w, c, a, b) : a_i < 0 \text{ and } \frac{\partial R_L}{\partial b_i}(w, c, a, 0) > 0\}\right).$$

In the case $a_i < 0$ and $\frac{\partial R_L}{\partial b_i}(w, c, a, 0) > 0$, our gradient-descent-type algorithm will keep the values of $a_i$ and $w_i$ by Proposition 2.2 since we still have $x_i^* = 0$. Moreover, it will update $b_i$ to some negative value $b_i^{\text{new}}$. Therefore we find $x_i^* = -b_i^{\text{new}}/a_i < 0$ after this update. Since all samples satisfy $x_j \geq 0$, we conclude by part iii) of Corollary 2.4 that $h_i$ is dead after the update. Similarly, $a_i < 0$ and $\frac{\partial R_L}{\partial b_i}(w, c, a, 0) < 0$, then the update yields $x_i^* > 0$ and therefore the neuron is either semi-active or fully active. The latter case occurs if the learning rate has been taken sufficiently small, and in the following considerations we only treat this “optimistic” case. Furthermore, the two analogous sub-cases of $a_i > 0$ can be treated similarly, showing that we obtain a semi-active neuron if $\frac{\partial R_L}{\partial b_i}(w, c, a, 0) < 0$, and, following our optimistic view, a fully active neuron in the remaining case.

Summing up, if $\partial b > 0$ and the learning rate is sufficiently small, for each neuron the probabilities of being dead or semi-active after the first iteration, in which $x_i^*$ is changed, are 0.25 each, while the probability of having a fully active neuron is 0.5.

**Example 2.11 (Non-zero bias).** Initializing the weights according to [9] seems to be one of the most common strategies. Sometimes, however, the bias is initialized differently by $P_b := \delta(b)$ for some small $b > 0$. For example, [12] uses $b = 0.01$, and and [8, p. 192] discusses $b = 0.1$. Let us now investigate the consequences of this initialization method. To this end, we assume that we have fixed an arbitrary $b > 0$ and $P_b := \delta(b)$.

Let us first consider the case $P_a := N(0, \sigma_a^2)$, where $\sigma_a$ can, e.g. be initialized according to [9]. Moreover, we write $\varrho := \sigma_a/b$ for the “inverse ratio of standard deviations”, where for $P_b$ we used the
Figure 4: Ten randomly initialized predictors of a neural network with 128 hidden neurons. In all three cases, the knots \( x_i^* \in [0, 1] \) are sampled from \( U[0, 1] \) and the weights \( a_i \) and \( b_i \) are sampled from symmetric distributions. The biases are then set to \( b_i = -a_i x_i^* \) and \( c = 0 \). Left: Uniform weight distributions with variance according He-et-al. Middle: Normal weight distributions with variance according to He-et-al. Right: Weight distributions, which ensure \( |a_i| = \|w\|_2 = 1 \).

Note that for the method proposed by [9], we have \( \sigma_a = \sqrt{2} \) and hence \( b = 0.1 \) leads to \( \rho \approx 14.1 \) and \( b = 0.01 \) leads to \( \rho \approx 141 \). By Example A.4 the distribution of each knot \( x_i^* \) has the Lebesgue density

\[
 f_{Pb/Pa}(z) = \frac{1}{\sqrt{2\pi} \varrho z^2} \exp\left(-\frac{1}{2\varrho^2 z^2}\right), \quad z \in \mathbb{R}.
\]

and Figure 2 indicates that for \( b = 0.1 \) and \( b = 0.01 \) the corresponding distributions are highly concentrated around 0. Furthermore, Example A.4 also provides the functions \( F_{Pb/Pa} \) and \( F_{Pb/Pa}^+ \). For a data set with \( [x_{\text{min}}, x_{\text{max}}] = [0, 1] \), Lemma 2.7 and Theorem 2.8 then give

\[
 P\left(\{\text{neuron } h_i \text{ is fully active}\}\right) = \Phi\left(-\frac{1}{\varrho}\right),
\]

\[
 P\left(\{\text{neuron } h_i \text{ is semi-active}\}\right) = 1 - \Phi\left(-\frac{1}{\varrho}\right),
\]

\[
 P\left(\{\text{neuron } h_i \text{ is inactive}\}\right) = 0.
\]

Note that for \( b = 0.1 \) and \( b = 0.01 \) we have \( \Phi\left(-\frac{1}{\varrho}\right) \approx 0.5 \), see also Figure 1.

Let us now consider the case \( P_a := U[-\alpha, \alpha] \), where \( \alpha > 0 \). We define \( \varrho := \frac{\alpha}{\sqrt{3b}} \) and note that for the method proposed by [9], we have \( \sigma_a = \sqrt{2} \) and hence \( b = 0.1 \) again leads to \( \rho \approx 14.1 \) and \( b = 0.01 \) leads to \( \rho \approx 141 \). Moreover, the functions \( f_{Pb/Pa} \), \( F_{Pb/Pa} \), and \( F_{Pb/Pa}^+ \) are computed in Example A.7. For a data set with \( [x_{\text{min}}, x_{\text{max}}] = [0, 1] \), Lemma 2.7 and Theorem 2.8 then give

\[
 P\left(\{\text{neuron } h_i \text{ is fully active}\}\right) = \begin{cases} 0 & \text{if } \varrho \leq \frac{1}{\sqrt{3}} \\ \frac{1}{2} - \frac{1}{\sqrt{12} \varrho} & \text{if } \varrho \geq \frac{1}{\sqrt{3}} \end{cases},
\]

\[
 P\left(\{\text{neuron } h_i \text{ is semi-active}\}\right) = \begin{cases} 1 & \text{if } \varrho \leq \frac{1}{\sqrt{3}} \\ \frac{1}{2} + \frac{1}{\sqrt{12} \varrho} & \text{if } \varrho \geq \frac{1}{\sqrt{3}} \end{cases},
\]

\[
 P\left(\{\text{neuron } h_i \text{ is inactive}\}\right) = 0.
\]
Figure 5: Training behavior for three architectures and the initialization strategy He-et-al. with zero mean normal distribution for the weights. The biases are set to zero as in Example 2.10. The upper row displays how well the predictors approximate the target $f^*(t) = 2 - t$ after 10, 50, and 250 training epochs. The histograms in the lower row indicate the distribution of knots in percent for $i \in I_+$ (orange bars) and $i \in I_-$ (blue bars on top of the orange ones). Left: $m = 16$ hidden neurons. Middle: $m = 128$. Right: $m = 1024$. In all cases, the target is not well approximated after 50 epochs. Also, despite the fact that the target function can be represented by single hidden neuron (or even no hidden layer at all), the already over-parameterized architecture $m = 16$ exhibits some difficulties in quickly learning the target function. Finally, the large blue bars left to zero correspond to the approximately 50 percent of dead neurons as predicted in Example 2.10.

Consequently, for $\rho \approx 14.1$ or $\rho \approx 141$ the probability of initializing a fully active neuron approximately equals 0.5 and the same is true for semi-active neurons, see also 1. Finally, the distribution of each knot $x^*_i$ has the Lebesgue density

$$f_{P_a/P_b}(z) = \begin{cases} 0 & \text{if } z \in \left[ \frac{-1}{\sqrt{3}\varrho}, \frac{1}{\sqrt{3}\varrho} \right] \\ \frac{1}{\sqrt{12}\varrho} \cdot z^{-2} & \text{if } z < \frac{-1}{\sqrt{3}\varrho} \text{ or } z > \frac{1}{\sqrt{3}\varrho} \end{cases},$$

and for the above mentioned values of $\rho$ the corresponding distributions are highly concentrated around 0, see Figure 2.

**Example 2.12 (Random Initializations).** Another class of possible initialization strategies initialize both the weights and the biases randomly with the help of some ad-hoc distributions such as the uniform or normal distribution. These strategies are considered in this example.

Let us first investigate the case of normal distributions, that is, in the hidden layer we have $P_a := \mathcal{N}(0, \sigma_a^2)$ and $P_b := \mathcal{N}(0, \sigma_b^2)$ for some $\sigma_a, \sigma_b > 0$, and the output layer is initialized similarly with variances $\sigma_w^2$ and $\sigma_c^2$, instead. Let us write $\varrho := \sigma_a/\sigma_b$ for the inverse ratio of standard deviations. For a given data set $D$, a combination of Lemma 2.7 and Example A.3 with (A.37) and $\arctan(-t) = \ldots$
Figure 6: Training behavior for three architectures and an initialization strategy, that samples the knots $x_i^*$ from $\mathcal{U}[0, 1]$ and that initializes the weights by a zero mean normal distribution with variances according to He-et-al.. The 6 graphics have a meaning analogous to Figure 5. Notice that unlike the method considered in Figure 5, the new initialization method already leads to a good approximation after 10 training epochs.

\[
\arctan(t) \text{ then yields}
\]

\[
P(\{\text{neuron } h_i \text{ is fully active}\}) = \frac{1}{\pi} \arctan(\varrho \cdot x_{\max}) - \frac{1}{\pi} \arctan(\varrho \cdot x_{\min}),
\]

\[
P(\{\text{neuron } h_i \text{ is semi-active}\}) = P(\{\text{neuron } h_i \text{ is inactive}\})
\]

\[
= \frac{1}{2} - \frac{1}{2\pi} \arctan(\varrho \cdot x_{\max}) + \frac{1}{2\pi} \arctan(\varrho \cdot x_{\min})
\]

for all $i \in I$. In particular, if the data is scaled to $[0, 1]$, that is $[x_{\min}, x_{\max}] = [0, 1]$ then the latter probability becomes

\[
P(\{\text{neuron } h_i \text{ is inactive}\}) = \frac{1}{2} - \frac{1}{2\pi} \arctan(\varrho).
\]

In addition, the distribution of each knot $x_i^*$ has the Lebesgue density

\[
f_{P_{b}/P_{a}}(z) = \frac{1}{\pi} \cdot \frac{\varrho}{\varrho^2 z^2 + 1}, \quad z \in \mathbb{R}.
\]

Let us now consider the case, in which both distributions $P_a$ and $P_b$ are uniform distributions. We begin with the sub-case $P_b := \mathcal{U}[0, \beta]$ and $P_a := \mathcal{U}[-\alpha, \alpha]$ for some $\alpha, \beta > 0$. Again, we write

\[
\varrho := \frac{\alpha}{\sqrt{3}} \left( \frac{\beta}{\sqrt{12}} \right)^{-1} = 2\alpha/\beta
\]

for the inverse ratio of standard deviations. The formula for the cumulative distribution function provided in Example A.5 then reads as

\[
F_{P_{b}/P_{a}}(z) = \begin{cases} 
-\frac{1}{2\varrho z} & \text{if } z \leq -\frac{2}{\varrho} \\
\frac{4 + \varrho z}{8} & \text{if } z \in \left[ -\frac{2}{\varrho}, \frac{2}{\varrho} \right] \\
1 - \frac{1}{2\varrho z} & \text{if } z \geq \frac{2}{\varrho}.
\end{cases}
\]
For a data set with \([x_{\min}, x_{\max}] = [0, 1]\) we consequently find by Lemma 2.7

\[
P(\{\text{neuron } h_i \text{ is fully active}\}) = \begin{cases} 
\frac{\varrho}{8} & \text{if } \varrho \leq 2 \\
\frac{1}{2} - \frac{1}{2\varrho} & \text{if } \varrho \geq 2 
\end{cases},
\]

\[
P(\{\text{neuron } h_i \text{ is inactive}\}) = 0.
\]

Finally, for both types of data sets the distribution of each knot \(x_i^*\) has the Lebesgue density

\[
f_{P_b/P_a}(z) = \frac{1}{2} \cdot \min\left\{ \frac{\varrho}{4}, \frac{1}{\varrho z^2} \right\}, \quad z \in \mathbb{R}.
\]

Let us now consider the sub-case \(P_b := \mathcal{U}[-\beta, \beta]\) and \(P_a := \mathcal{U}[-\alpha, \alpha]\) for some \(\alpha, \beta > 0\). Then the inverse ratio of standard deviations is \(\varrho := \alpha/\beta\) and therefore Example A.6 shows that

\[
F_{P_b/P_a}(z) = \begin{cases} 
-\frac{1}{4\varrho z} & \text{if } z \leq -\frac{1}{\varrho} \\
\frac{2 + \varrho z}{4} & \text{if } z \in \left[-\frac{1}{\varrho}, \frac{1}{\varrho}\right] \\
1 - \frac{1}{4\varrho z} & \text{if } z \geq \frac{1}{\varrho}.
\end{cases}
\]

For a data set with \([x_{\min}, x_{\max}] = [0, 1]\) we consequently find by Lemma 2.7 that

\[
P(\{\text{neuron } h_i \text{ is fully active}\}) = \begin{cases} 
\frac{\varrho}{4} & \text{if } \varrho \leq 1 \\
\frac{1}{2} - \frac{1}{4\varrho} & \text{if } \varrho \geq 1 
\end{cases},
\]

\[
P(\{\text{neuron } h_i \text{ is inactive}\}) = \begin{cases} 
\frac{1}{2} - \frac{\varrho}{8} & \text{if } \varrho \leq 1 \\
1 + \frac{1}{8\varrho} & \text{if } \varrho \geq 1.
\end{cases}
\]

Finally, the distribution of each knot \(x_i^*\) has the Lebesgue density

\[
f_{P_b/P_a}(z) = \frac{1}{4} \cdot \min\left\{ \varrho, \frac{1}{\varrho z^2} \right\}, \quad z \in \mathbb{R}.
\]

Let us summarize our findings we made so far: If we wish to avoid neurons to be dead right after initialization and we also want to allow weights \(a_i\) arbitrarily close to 0, then we need initialize the biases \(b_i\) with strictly positive values, see Theorem 2.8. However, such an approach necessarily produces semi-active neurons, too, and the only way to control the fraction of the latter for fixed \(P_a\) is to generate small values for \(b_i\), only. This, however, forces the knots \(x_i^*\) to be more concentrated around 0, forcing the initial function \(g(\cdot, w, c, a, b)\) of our network to be almost linear on the data set, see Figure 3. Finally, in the “limiting” case \(b_i := 0\), the function \(g(\cdot, w, c, a, b)\) is actually linear on the data set, and no neuron is fully active. In fact, with the usual setting \(\partial_0 = 0\), half of the initialized neurons are dead.

Now recall that the goal of the learning process is to find parameters \(w, c, a,\) and \(b\) such that the resulting \(g(\cdot, w, c, a, b)\) approximates the unknown target function \(f^*_L, P\) well. For most \(f^*_L, P\), such an approximation requires the corresponding knots to be spread over the input interval, which in our case is \([0, 1]\). Consequently, if we force the knots to be concentrated near zero for the reasons discussed above, then these knots need to be significantly moved during the training phase. This raises the question, whether such initializations really produce good starting points for the training process, or to phrase it differently:
Figure 7: Training behavior as in Figure 5 for the target function $f^*(t) = 1 - 6 \cdot |x - 1/3|$, which can be represented by 2 hidden neurons with knots at $x^*_1 = 1/3$ and $x^*_2 = 1/2$. Clearly, the optimizer fails to learn the target function within 250 epochs. Recall that initializing with He-et-al. places all knots at $x = 0$ and the training algorithm apparently has significant difficulties to push even a single knot towards $x = 1/3$.

Q2. Are there other initialization strategies that ensure both a large fraction of fully active neurons and a somewhat uniform distribution of the knots?

Q3. Do such initializations produce better starting points for the training process?

Let us first consider Q2. Our discussion above showed that the conventional initialization strategies can only partially ensure both goals simultaneously. On the other hand, these initialization strategies actually focus on initializing the weights and biases, whereas the location of the knots is merely more than a side-product of this focus. For a moment, let us therefore consider the case, in which we begin with the distribution of the knots, instead. For example, we could sample virtual knots $x^*_i$ according to the uniform distribution on $[0, 1]$. Using the formula $x^*_i = b_i / a_i$, we then see that we either need to initialize $a_i$ or $b_i$. Moreover, the empirical success of [9] suggests that initializing $a_i$ as in Example 2.10 should be kept. Following this, we would then initialize the biases by $b_i := -a_i x^*_i$. Obviously, for data sets with $[x_{\text{min}}, x_{\text{max}}] = [0, 1]$, this new initialization strategy almost surely produces fully active neurons as well as uniformly distributed knots. In other words, both aspects of Q2 are fully satisfied and a comparison between Figure 3 and Figure 4 shows that the resulting initial predictors are less biased towards a linear behavior.

Let us therefore investigate, whether the new initialization strategy also positively answers Q3. Since later in Section 3 we will investigate similar initialization strategies in more detail, we restrict our considerations to three toy examples illustrated in Figures 5 to 10. These Figures show that the new initialization strategy leads in basically all considered cases to a faster learning of the target function than initializing with He-et-al. and zero biases does. Moreover, He-et-al. with zero biases seems to have serious problems when a good approximation of the target function requires knots being located further away from 0. As a consequence, some target functions could not be learned sufficiently well with this initialization method. Based on these initial promising findings, we will generalize the new initialization method to higher dimensions.
Figure 8: Learning the function of Figure 7 with the initialization method considered in Figure 6. At least for the two larger architectures, the new initialization method achieves a good approximation within 250 epochs.

3 The General situation

The goal of this section is to generalize the initialization strategy discussed at the end of Section 2 to higher dimensions and deeper networks. To this end, we consider throughout this section a single hidden layer within a deep architecture. To be more precise, we assume that this hidden layer follows a layer with \( d \) neurons, i.e. \( d = m_{l-1} \) and that the layer itself has \( m \) neurons, i.e. \( m = m_l \). In particular, if the considered hidden layer is the first hidden layer, then \( d \) equals the dimension of the input space. Moreover, to avoid notational overload, we denote the data that goes into the considered layer by \( x_1, \ldots, x_n \). In particular, we have \( x_j \in \mathbb{R}^d \), and if the considered layer is not the first hidden layer, the non-negativity of the ReLU-functions applied in the previous layer actually ensures

\[
x_j \in [0, \infty)^d, \quad i = 1, \ldots, n. \tag{17}
\]

To avoid a cumbersome distinction of cases, we assume in the following that (17) also holds for the first hidden layer, whenever the require (17) for our results. Now, the considered hidden layer consists of \( m \) neurons of the form

\[
h_i : \mathbb{R}^d \to [0, \infty) \quad \text{where } x \mapsto |\langle a_i, x \rangle + b_i|_+ ,
\]

where \( a_1, \ldots, a_n \in \mathbb{R}^d \) and \( b_1, \ldots, b_m \in \mathbb{R} \) are the weight vectors and biases of these neurons. To address Q2, which asks for “a large fraction of fully active neurons and a somewhat uniform distribution of the knots”, our first goal needs to be a translation of “fully active neurons” and “knots”.

Let us begin with the latter notion. To this end, we note that in the one-dimensional case \( d = 1 \) the knot is defined by the equation \( a_ix^*_i + b_i = 0 \), and the obvious generalization to \( d > 1 \) is

\[
x^*_i := \{ x \in \mathbb{R} : \langle a_i, x \rangle + b_i = 0 \}
\]

provided that \( a_i \neq 0 \). Clearly, \( x^*_i \) is the affine hyperplane that separates the two sets

\[
A^+_i := \{ x \in \mathbb{R}^d : \langle a_i, x \rangle + b_i > 0 \} \quad \text{and} \quad A^-_i := \{ x \in \mathbb{R}^d : \langle a_i, x \rangle + b_i < 0 \}.
\]
Figure 9: Training with initialization He-et-al. as in Figure 5 for the target function \( f^*(t) = \sin(2\pi t) \). Again, the optimizer fails to produce meaningful approximations of \( f^* \), and similar to Figure 7, the knots are not pushed beyond 1/4. This results in a good approximation on the left, but a very poor one on the right.

In the following, we call \( x^*_i \) the edge of the neuron \( h_i \), and \( A^+_i, A^-_i \) its region of activity and inactivity, respectively. In the one-dimensional case the region of activity of a neuron with \( a_i > 0 \) is \((x^*_i, \infty)\), see (4), while its region of inactivity is \((-\infty, x^*_i)\). With this information it is easy to see that the following definition generalizes the one-dimensional case considered in Definition 2.3.

**Definition 3.1.** Let \( D = (x_1, \ldots, x_n) \) be a data set in \( \mathbb{R}^d \) and \( h_i : \mathbb{R}^d \to [0, \infty) \) be a neuron of the form (18) with \( a_i \neq 0 \). Moreover, let \( x^*_i, A^+_i, \) and \( A^-_i \) be as above. Then we say that \( h_i \) is:

i) **Fully active**, if we have \( D \cap A^+_i \neq \emptyset \) and \( D \cap A^-_i \neq \emptyset \).

ii) **Semi-active**, if \( D \subset x^*_i \cup A^+_i \) and \( D \not\subset x^*_i \) hold.

iii) **Inactive**, if \( D \subset x^*_i \cup A^-_i \) holds.

Note that each neuron with \( a_i \neq 0 \) is in exactly one of these states. Our next goal is provide an alternative characterization of fully active neurons, which in the sequel make it possible to describe initialization strategies. To this end, recall that the convex hull \( \text{co} A \) of a set \( A \subset \mathbb{R}^d \) is the smallest convex set containing the set \( A \). For a finite set \( A = \{y_1, \ldots, y_k\} \) we further define

\[
\text{ico} A := \left\{ y \in \mathbb{R}^d : \exists \lambda_1, \ldots, \lambda_k > 0 \text{ with } \lambda_1 + \cdots + \lambda_k = 1 \text{ and } y = \sum_{j=1}^{k} \lambda_j y_j \right\}.
\]

It can be shown that \( \text{ico} A \) is the interior of \( \text{co} A \) relative to the affine hull of \( A \), but since we do not need this, we skip the details. Moreover, we clearly have \( \text{ico} A \subset \text{co} A \) and equality only holds if \( |A| = 1 \). Moreover, it is not hard to see that \( \text{ico} A \) is convex and that the closure of \( \text{ico} A \) equals \( \text{co} A \), that is \( \overline{\text{ico}} A = \text{co} A \). Finally, for a data set \( D = (x_1, \ldots, x_n) \) we write \( \text{ico} D := \text{ico}\{x_1, \ldots, x_n\} \). The next lemma characterizes fully active neurons with the help of \( \text{ico} D \).

**Lemma 3.2.** Let \( D = (x_1, \ldots, x_n) \) be a data set in \( \mathbb{R}^d \) with \( n \geq 2 \) and \( h_i : \mathbb{R}^d \to [0, \infty) \) be a neuron of the form (18) with \( a_i \neq 0 \) and edge \( x^*_i \). Then the following statements are equivalent:
i) The neuron $h_i$ is fully active.

ii) We have both $x_i^* \cap \text{ico } D \neq \emptyset$ and $\text{ico } D \not\subset x_i^*$.

Our next goal is to generalize Corollary 2.4, which described how the state of a neuron influences its behavior on the data set. Clearly, if a neuron $h_i$ is inactive, then we have $h_i(x_j) = 0$ for all $j = 1, \ldots, n$, and if $h_i$ is semi-active, then $h_i(x_j) = \langle a_i, x_j \rangle + b_i$ for all $j = 1, \ldots, n$. Consequently, the remarks made after Corollary 2.4 remain valid for these types of neurons. The next lemma shows that the assertion of Corollary 2.4 for fully active neurons is also true in the case $d > 1$.

**Lemma 3.3.** Let $D = (x_1, \ldots, x_n)$ be a data set in $\mathbb{R}^d$ with $n \geq 2$ for which there is a $j_0 \in \{1, \ldots, n\}$ with $x_{j_0} \in \text{ico } D$. Moreover, let $h_i : \mathbb{R}^d \to [0, \infty)$ be a neuron of the form (18) with $a_i \neq 0$. Then the following statements are equivalent:

i) The neuron $h_i$ is fully active.

ii) The neuron $h_i$ does not behave linearly on $D$, that is, for all $\tilde{a} \in \mathbb{R}^d$, $\tilde{b} \in \mathbb{R}$, there exists a $j \in \{1, \ldots, n\}$ such that $h(x_j) \neq \langle \tilde{a}, x_j \rangle + \tilde{b}$.

Our next goal is to investigate initialization strategies that initialize each weight vector $a_i$ by some probability distribution $P_a^d$ on $\mathbb{R}^d$, that is, each coordinate of $a_i$ is independently sampled from the distribution $P_a$ on $\mathbb{R}$. As in the one-dimensional case, we assume that $P_a$ is symmetric and satisfies $P_a(\{0\}) = 0$. Obviously, the latter implies $P_a^d(\{0\}) = 0$ and some simple considerations show that $P_a^d$ is symmetric in the sense of $P_a^d(A) = P_a^d(-A)$ for all measurable $A \subset \mathbb{R}^d$.

In the following two remarks we investigate the size and the direction of the initialized weight vector, respectively. To this end, we assume that we have i.i.d. random variables $A_1, \ldots, A_d$ with $A_i \sim P_a$, where $P_a$ is as above. In other words, the random variables $A_1, \ldots, A_d$ describe our random initialization of a single neuron, say $h_1$. We additionally assume $\text{Var } A_i < \infty$ and write $A := (A_1, \ldots, A_d)$.

**Remark 3.4 (Size of the weight vector).** In the following we investigate the size $\|A\|_2$ of the random weight vector $A$ for the initialization method *He-et-al.* To this end, we first note that the
Figure 11: Left: Densities of $\|A\|_2$, where $A = (A_1, \ldots, A_d)$ is a vector of i.i.d. random variables with $A_i \sim \mathcal{N}(0, 2/d)$. Middle: Plots for estimates of the smallest $\delta > 0$ satisfying $P(\|A\|_2 \geq \sqrt{2} + \delta) \leq 0.01$ for $d = 1, \ldots, 4096$. The descriptors “Gaussian Lipschitz” and “Gaussian upper bound” refer to the theoretical estimates (20) and (22), respectively. The two empirical estimates are based on 50,000 repetitions. The upper bound (22) is on average 2% off. In contrast, (20) captures the asymptotics but is, on average, by a factor of about 1.8 too large. Right: Average value and 1%, respectively 99% percentile of $(d/m)^{1/2} \|\left(h_1(x), \ldots, h_m(x)\right)\|_2$ for a fixed input vector $x \in \mathbb{R}^d$ with $d = 64$ and $m = 1, \ldots, 4096$. The values are empirical estimates based upon 10,000 repetitions.

random variables $Z_i := d^2 A_i^2$ are i.i.d. with $E Z_i = d^2 \text{Var} \ A_i = 1$, and hence the strong law of large numbers shows that, for $d \to \infty$, we have

$$\|A\|_2^2 = \sum_{i=1}^d A_i^2 = \frac{d}{2} \sum_{i=1}^d Z_i \to 2 \quad \text{almost surely.}$$

In other words, for sufficiently large $d$ we have $\|A\|_2 \approx \sqrt{2}$. Under additional assumptions on $A_i$ this approximation can be also quantified. For example, if we have a symmetric sub-Gaussian random variable $Y$ and assume that $A_1, \ldots, A_d$ are independent copies of $\alpha Y$ with $\alpha^2 := \frac{2}{d \text{Var} \ Y}$, then Theorem D.6 applied to $X_i := \sqrt{d/2} \cdot A_i \sim (\text{Var} \ Y)^{-1/2} \cdot Y$ yields

$$P\left(\|X\|_2 - \sqrt{d/2} \geq t\right) \leq 2 \exp\left(-C_Y t^2\right), \quad t > 0,$$

where $C_Y$ is a constant only depending on $\text{Var} \ Y$ and the sub-Gaussian norm $\|Y\|_{\psi_2}$ of $Y$. Using the definition of $X_i$ and $\tau := C_Y t^2$, we thus find

$$P\left(\|A\|_2 - \sqrt{2} \geq \sqrt{\frac{2\tau}{C_Y \cdot d}}\right) \leq 2e^{-\tau}$$

for all $d \geq 1$ and $\tau > 0$.

Let us finally consider the specific case $A_i \sim \mathcal{N}(0, \sigma^2)$. Combining Lemma D.3 with Lemma D.1 we then find

$$\sigma \sqrt{d - 1/2} \leq E \|A\|_2 \leq \sigma \sqrt{d - 1/4} \quad \text{and} \quad \sigma^2 / 4 \leq \text{Var} \|A\|_2 \leq \sigma^2 / 2,$$

and for the choice $\sigma^2 = 2/d$ of the strategy He-et-al. we thus have

$$\sqrt{2} \cdot \sqrt{1 - \frac{1}{2d}} \leq E \|A\|_2 \leq \sqrt{2} \cdot \sqrt{1 - \frac{1}{4d}} \quad \text{and} \quad \frac{1}{2d} \leq \text{Var} \|A\|_2 \leq \frac{1}{d}.$$
In particular, we have \( \mathbb{E}\|A\|_2 < \sqrt{2} \) for all \( d \geq 1 \), but \( \mathbb{E}\|A\|_2 \to \sqrt{2} \) for \( d \to 0 \). In fact, even for moderate sizes of \( d \) we actually have \( \mathbb{E}\|A\|_2 \approx \sqrt{2} \). For example, for \( d = 64 \) the estimates guarantee \( 0.996 \cdot \sqrt{2} \leq \mathbb{E}\|A\|_2 \leq 0.9981 \cdot \sqrt{2} \). In addition, (19) can be made more explicit. For example, a well-known concentration inequality for Lipschitz continuous functions acting on a standard normal vector, see e.g. [2, Inequalities (A.5)], shows

\[
P\left(\|A\|_2 \geq \mathbb{E}\|A\|_2 + \sqrt{\frac{\tau}{d}}\right) \leq e^{-\tau/4} \quad \text{and} \quad P\left(\|A\|_2 \leq \mathbb{E}\|A\|_2 - \sqrt{\frac{\tau}{d}}\right) \leq e^{-\tau/4}.
\]  

(20)

However, the Lebesgue density of the random variable \( \|A\|_2 \) can also be explicitly computed, see Lemma D.3 for details, and Figure 11 shows the shape of this density for different values of \( d \). For example, using this explicit form of the density, we see by considering Equation (D.54) of Lemma D.3 for \( \delta \geq -1 \), \( \sigma^2 = 2/d \) and \( s := \sqrt{2} + \delta \), that

\[
P(\|A\|_2 \geq \sqrt{2} + \delta) = \frac{\Gamma\left(\frac{d}{2}, (1 + \sqrt{2}\delta + \frac{\delta^2}{2}) \cdot \frac{d}{2}\right)}{\Gamma\left(\frac{d}{2}\right)},
\]

(21)

where \( \Gamma(\cdot, \cdot) \) and \( \Gamma(\cdot) \) denote the (incomplete) gamma function. Combining Stirling’s formula (D.50) for the gamma function with (D.52) we further have for \( d \geq 3 \) and \( \alpha > 0 \):

\[
\frac{\Gamma\left(\frac{d}{2}, (1 + \alpha)\frac{d}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \leq \frac{2}{2 + d\alpha} \cdot \frac{(1 + \alpha)d}{2} \cdot e^{-\frac{(1+\alpha)d}{2}} \sqrt{\frac{d}{\pi}} \cdot \left(\frac{2e}{d}\right)^d = \frac{1}{\sqrt{\pi}} \cdot \frac{\sqrt{d}}{2 + d\alpha} \cdot \left(\frac{1 + \alpha}{e^\alpha}\right)^d,
\]

and applying this estimate for \( \alpha := \sqrt{2}\delta + \frac{\delta^2}{2} \) in (21) gives

\[
P(\|A\|_2 \geq \sqrt{2} + \delta) \leq \frac{1}{\sqrt{\pi}} \cdot \frac{2\sqrt{d}}{4 + 2\sqrt{2d\delta + d\delta^2}} \cdot \left(\frac{1 + \sqrt{2}\delta + \frac{\delta^2}{2}e^\delta}{e^{\sqrt{2}\delta + \frac{\delta^2}{2}}}\right)^d
\]  

(22)

Similar considerations can be made for the the probability of \( \|A\|_2 \geq \sqrt{2} + \delta \), and some simple empirical experiment suggest that this probability has behavior that is a very similar to the one for the upper bound. We skip the the details but refer to Figure 11 for a comparison between (20), (22), and empirically found bounds. ▲

Remark 3.5 (Direction of the weight vector). Unlike in Remark 3.4 we are now interested in the Euclidean direction of weight vector \( A := (A_1, \ldots, A_d) \) of \( h_1 \). To this end, we denote the Euclidean sphere in \( \mathbb{R}^d \) by \( S^{d-1} \), that is \( S^{d-1} := \{ x \in \mathbb{R}^d : \|x\|_2 = 1 \} \). Moreover, we write \( \sigma^{d-1} \) for the surface measure on \( S^{d-1} \). In particular, we have, see e.g. [5, Beispiel 14.9]

\[
\sigma^{d-1}(S^{d-1}) = \frac{2\pi^{d/2}}{\Gamma(d/2)} = d\text{vol}_d(B_{e_2}^d),
\]

(23)

and it is well-known that by normalizing \( \sigma^{d-1} \) we obtain the uniform distribution on \( S^{d-1} \).

Let us first consider the case \( A_i \sim \mathcal{N}(0, \sigma^2) \) for some \( \sigma > 0 \). Then it is well-known, see e.g. [4, page 227], that the normalized vector \( A/\|A\|_2 \) is uniformly distributed on \( S^{d-1} \). Consequently, all orientations of the hyperplanes described by the weight vector \( A \) are equally likely.

Let us now consider the case \( A_i \sim U[\alpha, \alpha] \) for some \( \alpha > 0 \). Then \( f := (2\alpha)^{-d}1_{[-\alpha, \alpha]^d} \) is the Lebesgue density of distribution of \( A := (A_1, \ldots, A_d) \), and Theorem D.5 shows that the \( \sigma^{d-1} \)-density of the distribution of the normalized vector \( A/\|A\|_2 \) is given by

\[
h(\xi) = \int_0^\infty f(r\xi) r^{d-1} dr, \quad \xi \in S^{d-1}.
\]
Now observe that we have \( r \xi \in [-\alpha, \alpha]^d \) if and only if \( r \| \xi \|_\infty \leq \alpha \), and hence we obtain

\[
h(\xi) = (2\alpha)^{-d} \int_0^{\infty} 1_{[-\alpha, \alpha]^d}(r\xi) r^{d-1} \, dr = (2\alpha)^{-d} \int_0^{\alpha/\|\xi\|_\infty} r^{d-1} \, dr = \frac{1}{d} \frac{\|\xi\|_\infty^d}{2^d}, \quad \xi \in S^{d-1}.
\]

In particular, the distribution of \( A/\|A\|_2 \) is independent of \( \alpha \) and does not equal the uniform distribution on \( S^{d-1} \). In fact, since we have \( d^{-1/2} \leq \|\xi\|_\infty \leq 1 \) for all \( \xi \in S^{d-1} \), we find

\[
\frac{1}{d^{2d}} \leq h(\xi) \leq \frac{d^{d/2}}{d^{2d}}
\]

and both the lower and the upper bound are attained. In fact, for disjoint \( J_+, J_- \in \{1, \ldots, d\} \) and

\[
\xi_{J_+, J_-} := \frac{1}{\sqrt{l}} \left( \sum_{j \in J_+} e_j - \sum_{j \in J_-} e_j \right),
\]

where \( l := |J_+ \cup J_-| \), we have both \( \|\xi_{J_+, J_-}\|_2 = 1 \) and \( \|\xi_{J_+, J_-}\|_\infty = l^{-1/2} \), and hence the above formula reduces to

\[
h(\xi_{J_+, J_-}) = \frac{l^{d/2}}{d^{2d}}. \tag{24}
\]

For \( l = 1 \), respectively \( l = d \), the lower and upper bound are thus attained. Let us investigate the relation between \( h \) and the uniform distribution on \( S^{d-1} \) in a bit more detail. To this end, let \( g \) be the density of the uniform distribution with respect to \( s^{d-1} \). Equation (23) then shows

\[
g(\xi) = \frac{\Gamma(d/2)}{2\pi^{d/2}}, \quad \xi \in S^{d-1}.
\]

Now using Stirling’s formula (D.50) for the gamma function we have

\[
\Gamma(d/2) = 2^{d/2} \sqrt{\frac{\pi}{d}} \left( \frac{d}{2e} \right)^{d/2} e^{\mu(d)},
\]

where \( \mu(d) \) satisfies \( 0 < \mu(d) < \frac{1}{6d} \). Consequently, \( \xi \in S^{d-1} \) satisfies \( g(\xi) = h(\xi) \) if and only if

\[
\frac{1}{d^{2d} \|\xi\|_\infty^d} = \sqrt{\frac{\pi}{d}} \left( \frac{d}{2e\pi} \right)^{d/2} e^{\mu(d)},
\]

and the latter is equivalent to

\[
\|\xi\|_\infty = \left( \frac{1}{d^{2d}} \sqrt{\frac{\pi}{d}} \left( \frac{2e\pi}{d} \right)^{d/2} e^{-\mu(d)} \right)^{1/d} = \sqrt{\frac{e\pi}{2}} \left( \pi d \right)^{-\frac{1}{2d}} e^{-\nu(d)} \cdot \frac{1}{\sqrt{d}},
\]

where \( \nu(d) \) satisfies \( 0 < \nu(d) < \frac{1}{6d^2} \). Now, some numerical calculations show \( \sqrt{\frac{\pi}{2}} \approx 2.066365676 \) and it is well known that \( (\pi d)^{-\frac{1}{2d}} e^{-\nu(d)} \leq 1 \) for all \( d \geq 1 \) and \( (\pi d)^{-\frac{1}{2d}} e^{-\nu(d)} \to 1 \) for \( d \to \infty \). In fact, four our purposes, this convergence is somewhat fast, for example for \( d \geq 86 \), respectively \( d \geq 1024 \), we already have

\[
\sqrt{\frac{e\pi}{2}} \left( \pi d \right)^{-\frac{1}{2d}} e^{-\nu(d)} > 2 \quad \text{and} \quad \sqrt{\frac{e\pi}{2}} \left( \pi d \right)^{-\frac{1}{2d}} e^{-\nu(d)} > 2.05823276.
\]
If \( d \geq 86 \) and \( \|\xi\|_{\infty} \leq 2/\sqrt{d} \), we thus find \( h(\xi) > g(\xi) \), and consequently such directions \( \xi \) are preferred when sampling \( A_i \sim U[-\alpha, \alpha] \) instead of sampling \( A_i \sim \mathcal{N}(0, \sigma^2) \). Conversely, for all \( d \geq 1 \) our calculations above show that \( \|\xi\|_{\infty} \geq 2.06636568/\sqrt{d} \) implies \( h(\xi) < g(\xi) \) and hence such directions \( \xi \) are disrated by sampling \( A_i \sim U[-\alpha, \alpha] \) compared to the sampling \( A_i \sim \mathcal{N}(0, \sigma^2) \).

In particular, if the previous layer was sufficiently wide in the sense of \( d \geq 86 \), then the directions \( \xi_{J+,J-} \) given by (24) are preferred if \( l \geq d/4 \) and disrated if \( l \leq d/4.2698672 \).

**Remark 3.6 (Size of the output vector).** In this remark, we again assume that the weights of neuron \( h_i \) are initialized by a realization of the vector \( A_i = (A_{i,1}, \ldots, A_{i,d}) \). In addition, we consider an input sample \( x = (x_1, \ldots, x_d) \) and first ask for the distribution of the size of the initial output \( (h_1(x), \ldots, h_m(x)) \). To be more precise, we have

\[
h_i(x) = \left| \sum_{k=1}^{d} A_{i,k} x_k + b_i \right|_+, \quad i = 1, \ldots, m,
\]

where we assume that there is a \( b \in \mathbb{R} \) with \( b_i = b \) for all \( i = 1, \ldots, m \), and we are interested in the distribution of \( \|(h_1(x), \ldots, h_m(x))\|_2 \). To this end let us fix i.i.d. symmetric random variables \( A_{i,k} \) with \( \text{Var} A_{i,k} = \sigma^2 \). Then, the random variables \( Y_i := \sum_{k=1}^{d} A_{i,k} x_k + b \) are i.i.d. with \( \mathbb{E} Y_i = b \) and \( \text{Var} Y_i = \sigma^2 \|x\|_2^2 \). Moreover, we find

\[
\mathbb{E} \|(h_1(x), \ldots, h_m(x))\|_2^2 = \mathbb{E} \sum_{i=1}^{m} \left| \sum_{k=1}^{d} A_{i,k} x_k + b \right|_+^2 = \sum_{i=1}^{m} \mathbb{E} |Y_i|_+^2 = m \mathbb{E} |Y_1|_+^2,
\]

and for \( m \to \infty \), the strong law of large numbers gives

\[
\frac{\|(h_1(x), \ldots, h_m(x))\|_2^2}{m} = \frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{d} A_{i,k} x_k + b \left|_+^2 = \frac{1}{m} \sum_{i=1}^{m} |Y_i|_+^2 \to \mathbb{E} |Y_1|_+^2.
\]

almost surely. In particular, for \( b = 0 \) Lemma D.7 shows that \( 2 \mathbb{E} |Y_1|_+^2 = \mathbb{E} Y_i^2 = \sigma^2 \|x\|_2^2 \), and for the choice \( \sigma^2 = 2/d \) of the strategy \textit{He-et-al}. we thus obtain

\[
\frac{\|(h_1(x), \ldots, h_m(x))\|_2^2}{m} \to \mathbb{E} |Y_1|_+^2 = \frac{\|x\|_2^2}{d}.
\]

With high probability, see Figure 11 for some empirical estimates, we consequently have

\[
\frac{\|(h_1(x), \ldots, h_m(x))\|_2}{\sqrt{m}} \approx \frac{\|x\|_2}{\sqrt{d}}.
\]

Note that if we define the \textit{normalized} Euclidean norm on \( \mathbb{R}^k \) by \( \|x\|_2 := \frac{\|x\|_2}{\sqrt{k}} \), then the above approximation reads as \( \|,(h_1(x), \ldots, h_m(x))\|_2 \approx \|x\|_2 \). In other words, the size of the output of the layer is approximately equal to the size of its input, if both are measured in \( \|\cdot\|_2 \). Clearly, this approximate equality remains unchanged by compositions of several layers, in other words the normalized output of sample \( x_j \) at the \( l \)-th layer is approximately equal to the normalized norm of \( x_j \) at the input layer.
To investigate the case $b \neq 0$, we restrict our considerations to the case $A_{i,k} \sim \mathcal{N}(0, \sigma^2)$. Our previous considerations then show that $Y_i \sim \mathcal{N}(b, \tau^2)$, where $\tau^2 = \sigma^2 \|x\|_2^2$. This yields

$$
\mathbb{E}[Y_i^2] = \frac{1}{\sqrt{2\pi\tau^2}} \int_0^\infty e^{-\frac{(s-b)^2}{2\tau^2}} s^2 ds
$$

and

$$
= \frac{1}{\sqrt{2\pi\tau^2}} \int_{-b}^\infty e^{-\frac{s^2}{2\tau^2}} (s+b)^2 ds
$$

Now, for $c > 0$ we have

$$
\int_{-c}^\infty e^{-s^2}s^2 ds = \int_0^c e^{-s^2}s^2 ds + \int_0^\infty e^{-s^2}s^2 ds = \frac{1}{2} \int_0^c e^{-s^2} s^{1/2} ds + \frac{1}{2} \int_0^\infty e^{-s^2} s^{1/2} ds
$$

where in the last step we used the well known identities $\Gamma(x+1) = x\Gamma(x)$, and $\Gamma(1/2) = \sqrt{\pi}$, as well as the recurrence formula $\Gamma(a+1, x) = a\Gamma(a, x) + e^{-x}x^a$ of the incomplete gamma function, see e.g. [15, Lemma A.1.1]. Moreover, we have

$$
\int_{-c}^\infty e^{-s^2}s ds = -\int_0^c e^{-s^2}s ds + \int_0^\infty e^{-s^2}s ds = -\frac{1}{2} \int_0^c e^{-s^2} ds + \frac{1}{2} \int_0^\infty e^{-s^2} ds = \frac{1}{2} e^{-c^2}
$$

and

$$
\int_{-c}^\infty e^{-s^2}s^2 ds = \int_{-\infty}^c e^{-s^2}s^2 ds = \sqrt{\pi} \Phi(\sqrt{2} \cdot c)
$$

the $\Phi$ denotes the cumulative distribution function of $\mathcal{N}(0,1)$. By combining these equations for $c := \frac{b}{\sqrt{2}\tau}$, that is, $c^2 = \frac{b^2}{2\tau^2}$, we obtain

$$
\mathbb{E}[Y_i^2] = \frac{2\tau^2}{\sqrt{\pi}} \cdot \left( \frac{\sqrt{\pi}}{2} - \frac{1}{4} \Gamma\left( \frac{1}{2} \right) \cdot \frac{b^2}{2\tau^2} \right) + \frac{b^2}{\sqrt{2\pi}} \cdot \frac{b^2}{2\tau^2} + \frac{b^2}{\sqrt{\pi}} \cdot \Phi\left( \frac{b}{\tau} \right)
$$

$$
= \tau^2 - \frac{\tau^2}{2\sqrt{\pi}} \cdot \Gamma\left( \frac{1}{2} \right) \cdot \frac{b^2}{2\tau^2} + \frac{b^2}{\sqrt{2\pi}} \cdot \Phi\left( \frac{b}{\tau} \right)
$$

$$
= \tau^2 - \frac{\tau^2}{2\sqrt{\pi}} \cdot \Gamma\left( \frac{1}{2} \right) \cdot \frac{b^2}{2\tau^2} + \frac{b^2}{\sqrt{2\pi}} \cdot \Phi\left( \frac{b}{\tau} \right)
$$

Now using $\tau^2 = \sigma^2 \|x\|_2^2$ and restricting our considerations to the strategy He-et-al., that is $\sigma^2 = \frac{3}{d}$,
we find
\[
E[Y_1^2] = \frac{\|x\|^2}{d} \left( 2 - \frac{1}{\sqrt{\pi}} \cdot \Gamma \left( \frac{1}{2}, \frac{b^2 d}{4\|x\|^2} \right) \right) + \frac{\|x\|^2}{\sqrt{d}} \cdot b \cdot \exp \left( -\frac{b^2 d}{4\|x\|^2} \right) + b^2 \cdot \Phi \left( \frac{b}{\sqrt{2\|x\|^2}} \right) 
\]
\[
= \|x\|^2 \cdot \left( 2 - \frac{1}{\sqrt{\pi}} \cdot \Gamma \left( \frac{1}{2}, \frac{b^2}{4\|x\|^2} \right) \right) + \|x\|^2 \cdot b \cdot \exp \left( -\frac{b^2}{4\|x\|^2} \right) + b^2 \cdot \Phi \left( \frac{b}{\sqrt{2\|x\|^2}} \right) 
\]
\[
=: \Phi(\|x\|_2, b) .
\]

To obtain an intuitive understanding of this result, assume for a moment, that the previous layer is actually the input layer, and that the data was normalized during pre-processing, e.g. to \([-1, 1]_d \) or \([0, 1]_d \). Then we have \(\|x\|_2 \leq 1\) and for \(\|x\|_2 = 0\) we easily find \((E[Y_1^2]|_{+})^{1/2} = \sqrt{\Phi(0, b)} = b\). Moreover, for e.g. \(b = 0.1\) some numerical calculations show that \(\|x\|_2 \mapsto \sqrt{\Phi(\|x\|_2, b) - \|x\|_2}\) is monotonically decreasing on \([0, 1]\) with \(\sqrt{\Phi(1, b)} - 1 \approx 0.057323\). Consequently, such a moderate choice of \(b > 0\) does not lead to output vectors whose normalized norm is significantly larger than 1. For larger values of \(b\), however, the influences may be more pronounced. For example, for \(\|x\|_2 = 1\) and \(b \to \infty\), the function \(\sqrt{\Phi(1, b)}\) behaves like \(\sqrt{2 + b^2}\), that is, like \(b\).

Our next goal is to investigate the effect of different initialization strategies for the offsets. We begin with the zero-bias initialization, that is, each \(b_i = 0\). Note that in this case, \(x_i^*\) is almost surely a linear subspace with \(\dim x_i^* = d - 1\), and this observation will significantly simplify our considerations below. In these considerations, we will require the dual cone of a set \(A \subset \mathbb{R}^d\), which is defined by

\[ A^* := \{ y \in \mathbb{R}^d : \langle y, x \rangle \geq 0 \text{ for all } x \in A \} . \]

Some properties of this and other geometric set construction are summarized in Appendix B. For now, we only recall that \(A^*\) is always a convex, closed cone, and that \(A \subset B\) implies \(B^* \subset A^*\). Now assume that the neuron \(h_i\) is inactive, that is \(D \subset x_i^* \cup A_i^\perp\). Since \(b_i = 0\), this is equivalent to

\[ \langle a_i, x_j \rangle \leq 0 , \quad x_j \in D, \]

and the latter condition means \(-a_i \in D^*\). A similar consideration for semi-active neurons together with some considerations dealing with the condition \(D \not\subset x_i^*\) leads to the following result, which is shown in Subsection 5.2.

**Theorem 3.7.** Let \(D = (x_1, \ldots, x_n)\) be a data set in \(\mathbb{R}^d\) in which there exists a sample \(x_j \neq 0\). Moreover, let \(P_a\) be a symmetric distribution on \(\mathbb{R}\) that is Lebesgue absolutely continuous and let \(h_i : \mathbb{R}^d \to [0, \infty)\) be a neuron of the form (18). If \(a_i\) is sampled from \(P_d\) and \(b_i = 0\), then we have

\[ P_a^d \{ \text{ neuron } h_i \text{ is inactive } \} = P_a^d \{ \text{ neuron } h_i \text{ is semi-active } \} = P_a^d (D^*) \]
\[ P_a^d \{ \text{ neuron } h_i \text{ is fully active } \} = 1 - 2P_a^d (D^*) . \]

To illustrate this result, let us recall from the beginning of this section that we are mostly interested in data sets \(D \subset [0, \infty)^d\). Now assume that the conical hull \(\text{coni} D\) of \(D\), that is, the smallest convex cone that contains \(D\), satisfies

\[ \text{coni} D = [0, \infty)^d . \] (25)

Using some properties listed in Appendix B, we then have \(D^* = (\text{coni} D)^* = ([0, \infty)^d)^* = [0, \infty)^d\), and \(P_a(\{0\}) = 0\) together with the symmetry of \(P_a\) then yields

\[ P_a^d \{ \text{ neuron } h_i \text{ is inactive } \} = P_a^d (D^*) = P_a^d ([0, \infty)^d) = 2^{-d} . \] (26)
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Figure 12: Ten randomly initialized predictors of a neural network with one layer of 20 hidden neurons. The weights were sampled from $N(0, \sigma^2)$ with $\sigma^2 = 2/d = 1$ according to He-et-al. and the biases are set to zero. The color scheme is similar to those of geographic maps. Namely, blue colors indicate negative outputs and darker blues correspond to smaller values. Conversely, green colors indicate small positive values and yellow, brown, and white colors correspond to larger values. The black lines show the edges $x_i^*$ of the neurons.

In other words, if (25) is satisfied, then even for moderate sizes $d = m_{l-1}$ of the previous layer we can essentially ignore the problem of initializing a neuron into an inactive or semi-active state. On the other hand, Lemma B.1 shows that (25) is satisfied if and only if the data set contains, modulo positive constants, all vectors of the standard ONB of $\mathbb{R}^d$. In other words, for each $k = 1, \ldots, d$, there needs to be a sample $x_{jk}$ whose precursor in the previous layer only falls into the region of activity of the $k$-neuron. Unfortunately, estimating the probability of such events is rather complicated as the following remark, which describes the transformation of the data set by a single, randomly initialized neuron, shows.

**Remark 3.8 (Functions with zero bias).** Recall, that a function $f : \mathbb{R}^d \rightarrow \mathbb{R}^m$ is positively homogeneous, if for all $\alpha > 0$ and all $x \in \mathbb{R}^d$ we have

$$f(\alpha x) = \alpha f(x).$$

We will now show that if we initialize all biases of our network of arbitrary depth and width with 0, then the resulting function represented by the entire network is positively homogeneous. We begin by showing that an arbitrary hidden layer $H_l : \mathbb{R}^d \rightarrow \mathbb{R}^m$ is positively homogeneous. To this end, let $h_1, \ldots, h_m : \mathbb{R}^d \rightarrow \mathbb{R}$ be the neurons of the hidden layer. Since they are initialized with $b_i = 0$, we then have

$$h_i(x) = |\langle a_i, x \rangle|_+, \quad x \in \mathbb{R}^d.$$  

Combining the examples of positively homogeneous functions listed in Appendix C with Lemma C.2, we easily see that each $h_i$ is positively homogeneous and another application of Lemma C.2 then shows that $H_l = (h_1, \ldots, h_m) : \mathbb{R}^d \rightarrow \mathbb{R}^m$ is also positively homogeneous. Moreover, Lemma C.2 further recalls that the composition of positively homogeneous is positively homogeneous, and therefore, the composition of all hidden layers is positively homogeneous. Finally, the output layer is linear and thus
positively homogeneous, so that another application of Lemma C.2 shows that the function represented by the entire network is positively homogeneous. Figure 12 presents a few such random functions.

We have already seen in the one-dimensional case that a zero-bias-initialization leads to a very restrictive function class on e.g. $[0,1]$, namely linear functions. Obviously, such functions cannot approximate a nonlinear continuous function arbitrarily well. Now, in the general case, our network with zero biases is able to represent more general functions, namely positively homogeneous, continuous functions. There could thus be some hope that such a network is able to approximate suitably large classes of functions. Unfortunately, this is not true. Indeed, Corollary C.5 shows that for every compact $X \subset \mathbb{R}^d$ and every continuous function $g \in C(X)$ that is not positively homogeneous there is an $\varepsilon > 0$ such that

$$\|g - f\|_{\infty} \geq \varepsilon$$

for all functions $f : X \to \mathbb{R}$ that can be represented by an arbitrary network with ReLU-activation functions. Moreover, Corollary C.6 shows that the same result remains valid if we replace $C(X)$ with its norm $\| \cdot \|_{\infty}$ by $L_p(P)$ and $\| \cdot \|_{L_p(P)}$, where $p \in [1, \infty)$ and $P$ is an arbitrary probability measure on $\mathbb{R}^d$ provided that the target function $g$ does not $P$-almost surely coincide with a positively homogeneous function. Consequently, considering ReLU-networks without bias violates any sort of universal approximation property in a very strong sense, and initializing ReLU-networks with zero biases requires updating the biases during training for basically all interesting target functions. 

Our next goal is to investigate the effects of non-zero bias initialization strategies. We begin by presenting the following lemma that considers deterministic initializations of the bias.

**Lemma 3.9.** Let $D = (x_1, \ldots, x_n)$ be a data set in $\mathbb{R}^d$, $P_a$ be a symmetric distribution on $\mathbb{R}$ that is Lebesgue absolutely continuous, and $b_-, b_+ \in \mathbb{R}$ with $b_- < b_+$. Moreover, let $h_i : \mathbb{R}^d \to [0, \infty)$ be a neuron of the form (18). If its weight $a_i$ is sampled from $P_a^d$ and its bias is initialized by either $b_-$ or $b_+$ then we have

$$P_a^d \otimes \delta_{b_-}(\{ \text{neuron } h_i \text{ is inactive} \}) \geq P_a^d \otimes \delta_{b_+}(\{ \text{neuron } h_i \text{ is inactive} \})$$

$$P_a^d \otimes \delta_{b_-}(\{ \text{neuron } h_i \text{ is semi-active} \}) \leq P_a^d \otimes \delta_{b_+}(\{ \text{neuron } h_i \text{ is semi-active} \}).$$

**Remark 3.10 (Functions with non-zero bias).** By applying Lemma 3.9 in the case $b_+ = 0$, we see that, compared to a zero-bias initialization, the probability of obtaining an inactive neuron increases if we choose a negative deterministic bias. Similarly, by considering $b_- = 0$, we observe that the probability of obtaining an inactive neuron decreases when we choose a positive deterministic bias. This may explain the fact that some popular initialization heuristics prefer a positive deterministic bias, but to the best of our knowledge, there is no initialization heuristic described in the literature that chooses a negative deterministic bias. Finally recall that in the one-dimensional case, Theorem 2.8 provided a significantly stronger result, if $0 \in \text{co } D$. In fact, one could also reproduce Theorem 2.8 for $d > 1$ if $0 \in \text{co } D$. However, we are mostly interested in data sets $D$ contained in $[0, \infty)^d$, and for such $D$, the condition $0 \in \text{co } D$ is equivalent to $x_{j_0} = 0$ for some $j_0 \in \{1, \ldots, n\}$. In other words, there needs to be at least one sample that is mapped to 0 by all neurons of the previous layer. So far, it is unclear to us, how likely this situation occurs, and hence we omitted the generalization of Theorem 2.8 to the case $d > 1$.

Another consequence of Lemma 3.9 is that using deterministic bias initialization we cannot simultaneously decrease the probabilities of inactive and semi-active neurons. This is in alignment with the one-dimensional situation described in Theorem 2.8.

Now recall that the distance of the hyperplane $x_i^*$ can be computed by $|b_i|/\|a_i\|_2$. Moreover, we have already seen in Remark 3.4 that e.g. the initialization strategy He-et-al. results in $\|a_i\|_2 \approx \sqrt{2}$ with
Figure 13: Ten randomly initialized predictors of a neural network with one layer of 20 hidden neurons. The weights were sampled from $\mathcal{N}(0, \sigma^2)$ with $\sigma^2 = 1$ according to He-et-al. and the biases are set to $b = 0.1$. The color scheme equals that of Figure 12. Compared to the zero-bias-initialization depicted in Figure 12 we see that the edges no longer contain the origin, but most edges are still in the vicinity of the origin.

high probability. Consequently, the distance of $x^*_i$ concentrates around $|b_i|/\sqrt{2}$ with high probability. For the usual choices $b_i = 0.1$ and $b_i = 0.01$, this shows that most hyperplanes are very close to the origin. Figure 13 illustrates this in the case $d = 2$. ▶

The final goal of this section is to develop an initialization strategy for the offsets that addresses Question Q2. To this end, let us quickly summarize our findings that relate to Q2.

- Lemma 3.2 essentially shows that the edge $x^*_i$ of a fully active neurons $h_i$ (needs to) intersect the convex hull of the data.

- For the zero-bias initialization, Theorem 3.7 exactly computes the probability of initializing a neuron in an inactive, semi-active, or fully active state respectively. Unfortunately, the key quantity $P^d_a(D^*)$ for these computations depends on the unknown random geometry of the data. Under some ideal assumptions on the data (25), however, the probability of an inactive neuron, may be negligible, see (26).

- Deterministic, non-zero bias initializations change the probability of inactive neurons, and Lemma 3.9 shows that larger values for the bias are preferable.

- Initializing all biases with zero forces the initial function represented by the network to be positively homogeneous as discussed in Remark 3.8. Such functions have, independent of the network width and depth, very bad approximations properties.

- Small positive initial values for the biases create functions that are in general not positively homogeneous, but at each layer, the edges of the neurons remain in the vicinity of 0 as discussed in Remark 3.10. As a result, the initial function represented by the network is close to a positively homogeneous function.
In summary, the probability of inactive neurons highly depends, unlike in the one-dimensional case, on the geometry of the data, and therefore empirical investigations seem to be suitable to determine, if too many inactive neurons are actually created. Moreover, initializing the biases with either zero or a small positive value leads to functions with restricted approximation properties. Whether this hinders the training process needs to be investigated empirically, too. To this end, however, we first need to develop an alternative initialization strategy. In view of our findings above, such a new strategy should ensure that a) each edge $x^*_i$ intersects the convex hull of the data; and b) the edges are not concentrated in the vicinity of the origin. One way to ensure both conditions is to (randomly) pick a point $x^*_i \in \text{ico } D$ for each neuron $h_i$ and to initialize the bias by $b_i := -\langle a_i, x^*_i \rangle$, where the weight vector $a_i \in \mathbb{R}^d$ of $h_i$ is initialized by a common strategy such as He-et-al.. Indeed, a simple calculation shows $x^*_i \in x^*_i$, and the distance of $x^*_i$ to the origin is given by

$$d(x^*_i, 0) = \frac{|\langle a_i, x^*_i \rangle|}{\|a_i\|_2}.$$ 

We refer to Figure 14 for some illustrations in the case of $\text{ico } D = (0, 1)^2$. It thus remains to develop methods for picking $x^*_i \in \text{ico } D$. One such method would be to use the uniform distribution on the set $\text{ico } D$. Unfortunately, however, this choice would require to find all extreme points of $\text{ico } D$, which is, even for moderate values of $n$ and $d$, prohibitive. For this reason, we consider cheap “approximations” of this approach. Namely, we first pick $N$ random samples $x_{j1}, \ldots, x_{jN}$ from $\text{D}$, and then choose $x^*_i$ according to the uniform distribution on $\text{ico } \{x_{j1}, \ldots, x_{jN}\}$. For computational reasons, $N$ should be small, and in our experiments reported in the following section we therefore consider both fixed $N = 5$, denoted by $\text{hull +5}$ in the experiments, and randomly chosen $N \sim \mathcal{U}(\{1, \ldots, 5\})$, denoted by $\text{hull -5}$.

Moreover note that with the new strategy discussed so far, the bias $b_i := -\langle a_i, x^*_i \rangle$ may be significantly larger than 0 and therefore we also investigate alternative scalings for the distribution from which the weights $a_i$ are initialized. These include a scaling called $\text{sphere}$ that first uses the normal distribution to generate the entries of a weight vector $a_i$, and then normalizes this weight vector with respect to the Euclidean norm. As a result, each weight vector is uniformly sampled from $S^{d-1}$, where $d$ is the input dimension of the initialized neuron. A second scaling called $\text{ball}$ multiplies the weight vector obtained by $\text{sphere}$ by another random number $R \sim \mathcal{U}[0, 2]$. As a result the weight vector of $\text{ball}$ is an an element of the ball with radius 2 and its expected norm equals 1.

### 4 Experiments

In this section we present some experiments assessing the quality of the new initialization method and comparing it to the standard approach He-et-al.. Let us begin be briefly describing the key aspects of our experiments.

**Data.** We downloaded all data sets from the UCI repository, that have between 2,500 and 50,000 samples of dimension not exceeding 1,000, that were labeled as classification or regression task, and whose description made it straightforward to convert the original data set into a numeric .csv format. Since we were only interested in regression and binary classification, we extracted the largest to classes from the multi-class data sets and only kept the resulting binary classification data set if it still had at least 2,500 samples. Some data sets are labeled both as regression and classification data sets, in which case we used them for both. Also, some data sets contained different versions, and since we were hesitating to choose one, we used them all. Altogether this resulted in 63 data sets for binary classification and 40 for regression. Finally, we collected some data sets from other sources to conduct
Figure 14: Ten randomly initialized predictors of a neural network with one layer of 20 hidden neurons. The weight vectors were uniformly sampled from $\mathbb{S}^1$ and the biases we determined by $b_i := -\langle a_i, x_i^* \rangle$, where the points $x_i^*$ depicted as black spots were sampled from $\mathcal{U}[0, 1]^2$. The color scheme equals that of Figure 12. Compared to the initializations shown in Figures 12 and 13, we see that the edges are longer in the vicinity of the origin.

some in-front experiments for the identification of the most promising variants of the new initialization strategy introduced at the end of Section 3.

**Hardware and Software.** We had seven desktops with varying hardware at our disposal: one with a GTX Titan, one with both a GTX 1060 and a GTX 1070, one with two GTX 1080, one with a GTX 1060, and three with a GTX 1080. Except the desktop with the single GTX 1060, all desktops had 64GB RAM, and the first four desktops were running Tensorflow 1.4, while the 3 identical computers were running Tensorflow 1.10. All computers were solely used for the experiments to ensure that the timing is as exact as possible.

**Initial Experiments for Exploration.** So far we used the least squares loss for the regression-type data sets and the logistic loss for the classification-type data sets. For the least squares loss we initially considered, besides the scalings sphere and ball, some other but similar scalings, too. However, since these showed inferior performance on some initial, less structured experiments on the additional data, we abandoned these alternatives quickly. As a result of these initial experiments we decided to only consider the variants sphere hull -5, sphere hull +5, ball hull -5, and ball hull +5 in all subsequent experiments. However, considering all four alternatives in the experiments would have been too expensive, and in addition, it would have changed the character of the experiments from the validation of one initialization method to an exploration of different initialization methods. To pick one of the four variants for each loss function, we thus conducted structured experiments on the additional data sets.

**Main Experiments.** Every data set we used from the UCI repository was randomly split into 60% samples for training, 20% samples for validation, and 20% samples for testing. On the training samples we trained networks of twelve architectures with depth varying between 2 and 8, see Table 1 for details.

The optimization of the network parameters was performed with the help of Tensorflow’s AdamOp-
| Depth | Widths          |
|-------|----------------|
| 2     | 256 – 128      |
| 2     | 512 – 256      |
| 2     | 1024 – 512     |
| 3     | 512 – 256 – 128|
| 3     | 1024 – 512 – 256|
| 3     | 2048 – 1024 – 512|
| 4     | 512 – 256 – 128 – 64|
| 4     | 1024 – 512 – 256 – 128|
| 4     | 2048 – 1024 – 512 – 256|
| 8     | 512 – 512 – 256 – 256 – 128 – 128 – 64 – 64|
| 8     | 1024 – 1024 – 512 – 512 – 256 – 256 – 128 – 128|
| 8     | 2048 – 2048 – 1024 – 1024 – 512 – 512 – 256 – 256 – 256 – 256|

Table 1: Considered network architectures. Each number in the right column stands for the width of one layer, and the first hidden layer corresponds to the most left number.

The optimizer was run with its default values and a batch size of 128. After $k$ batches, we computed both the validation and the test error, where

$$k = \max\left\{ \left\lfloor \frac{n}{128} \right\rfloor, 5 \right\}$$

and $n$ is the size of the training set. Consequently, for training sets with $n < 7680$ we checked the validation error after five batches, whereas for larger training sets we waited for more than 5 batches. We kept training until the validation error did not decrease for 15 epochs, but a post analysis of the training log data suggested that 5 epochs would have sufficed. For this reasons, all experimental results we report are actually based on a patience of 5 epochs, which is possible, because we computed the test error whenever we computed the validation error. All timings, however, do not include the time needed for computing the test error.

The training described so far yields a pair of validation and test error for each architecture, that is, 12 pairs altogether. We then chose the pair with the smallest validation error and saved the corresponding test error. This entire procedure was repeated 50 times with different random splits, and the errors reported are the average test errors over these 50 repetitions.

Besides our methods we also considered some baseline methods in the experiments. To describe them, we write ReLU if the network uses the ReLU activation function and SeLU for Self-Normalizing Neural Networks proposed in [11]. Moreover, weight initialization according to He-et-al. with normal distributions is denoted by He, and the modification for SeLUs proposed in [11] is denoted by SNN. Initializing the bias to zero is indicated by zero, and if batch normalization is used in the ReLU networks we additionally write BN1. Now, for the classification tasks we considered ReLU BN1 He zero, ReLU He zero, and SeLU SNN zero as baseline methods, ReLU ball hull +5 and SeLU ball hull -5 as our new methods for the two types of activation functions, as well as ReLU He hull -5 for illustrating the differences between ReLU He zero and ReLU ball hull +5. Similarly, for the regression tasks we considered ReLU BN1 He zero, ReLU He zero, and SeLU SNN zero as baseline methods and ReLU sphere hull -5 and SeLU ball hull -5 as new methods.

In summary, each initialization strategy required 600 training runs for each data set from the UCI repository, that is, 37,800 runs for the classification data sets and 24,000 runs for the regression data sets. For the classification task, we considered 6 different methods, so that in summary 225,600
networks were trained, whereas for the regression tasks, we have only considered 5 different methods so far, which results in another 120,000 networks. Together the log files comprise almost 20GB of data, which can potentially be used for further investigations, and the entire experiments took between 4 and 5 months.

**Findings.** So far, we have not fully analyzed the results of the experiments. However, a quick analysis, summarized in Tables 2, 3, 4, and 5 show that our new initialization method significantly outperforms the standard He-et-al.. Moreover, it also outperforms He-et-al. with batch normalization and SeLU networks.

5 Proofs

5.1 Proofs for Section 2

For the proof of Proposition 2.2 we need the following trivial lemma.

**Lemma 5.1.** Let $X \neq \emptyset$, $D := ((x_1, y_1), \ldots, (x_n, y_n)) \in (X \times \mathbb{R})^n$ be a data set, $L : \mathbb{R} \times \mathbb{R} \to [0, \infty)$ be differentiable loss function, and $g : X \times \mathbb{R}^n \to \mathbb{R}$ be a function. Furthermore, let $v_0 \in \mathbb{R}^p$ be a point such that $v \mapsto g(x_j, v)$ is differentiable in $v_0$ for all $j = 1, \ldots, n$. Then $v \mapsto R_{L,D}(g(\cdot, v))$ is differentiable at $v_0$ and we have

$$
\frac{\partial R_{L,D}(g(\cdot, v))}{\partial v}(v_0) = \frac{1}{n} \sum_{j=1}^{n} L'(y_j, g(x_j, v_0)) \cdot \frac{\partial g}{\partial v}(x_j, v_0).
$$

**Proof of Lemma 5.1:** Using the chain rule we obtain

$$
\frac{\partial L(y_j, g(x_j, v))}{\partial v}(v_0) = L'(y_j, g(x_j, v_0)) \cdot \frac{\partial g}{\partial v}(x_j, v_0),
$$

for all $j = 1, \ldots, n$. From this we easily derive the assertion. 

**Proof of Proposition 2.2:** Our goal is to apply Lemma 5.1 in a version that is extended in the sense of (8) and (9) to $g \in A_{1,m}$. To this end, we define $p := 3m + 1$, and for $(w, c, a, b) \in \mathbb{R}^m \times \mathbb{R}^m \times [0, \infty) \times \mathbb{R}^m$ we write $g(\cdot, w, c, a, b) : \mathbb{R} \to \mathbb{R}$ for the function given by (3), that is

$$
g(x, w, c, a, b) = \sum_{i=1}^{m} w_i |a_i x + b_i|_+ + c, \quad x \in \mathbb{R}.
$$

Now recall from Proposition 2.1 that for all $x \in \mathbb{R}$ we have

$$
g(x, w, c, a, b) = \sum_{i \in I_{-}} w_i |a_i x + b_i|_+ + \sum_{i \in I_{+}} w_i |a_i x + b_i|_+ + \sum_{i \in I_{\ast}} w_i |b_i|_+ + c
$$

$$
= \sum_{i \in I_{-}} w_i |a_i x + b_i|_+ \quad \sum_{i \in I_{+}} w_i |a_i x + b_i|_+ \quad \sum_{i \in I_{\ast}} w_i |b_i|_+ + c.
$$

For $i \in I_{-}$, we thus find by (6) and (7)

$$
\frac{\partial g}{\partial a_i}(x, w, c, a, b) = w_i \cdot x \cdot \mathbf{1}_{(-\infty, x_i^+)}(x) + \partial_0 \cdot w_i \cdot \mathbf{1}_{(x_i^+)}(x),
$$

$$
\frac{\partial g}{\partial b_i}(x, w, c, a, b) = w_i \cdot \mathbf{1}_{(-\infty, x_i^+)}(x) + \partial_0 \cdot w_i \cdot \mathbf{1}_{(x_i^+)}(x),
$$

$$
\frac{\partial g}{\partial w_i}(x, w, c, a, b) = (a_i \cdot x + b_i) \cdot \mathbf{1}_{(-\infty, x_i^+)}(x).
$$
Analogously, for $i \in I_+$ we obtain
\[
\frac{\partial g}{\partial a_i}(x, w, c, a, b) = w_i \cdot x \cdot 1_{(x_*, \infty)}(x) + \partial_0 \cdot w_i \cdot 1_{\{x_i^*\}}(x)
\]
\[
\frac{\partial g}{\partial b_i}(x, w, c, a, b) = w_i \cdot 1_{(x_*, \infty)}(x) + \partial_0 \cdot w_i \cdot 1_{\{x_i^*\}}(x)
\]
\[
\frac{\partial g}{\partial w_i}(x, w, c, a, b) = (a_i \cdot x + b_i) \cdot 1_{(x_*, \infty)}(x).
\]

Moreover, for $i \in I \setminus I_*$ we find
\[
\frac{\partial g}{\partial a_i}(x, w, c, a, b) = w_i \cdot \partial_0 \cdot b_i \cdot x,
\]
\[
\frac{\partial g}{\partial b_i}(x, w, c, a, b) = w_i \cdot \partial_0 \cdot b_i,
\]
\[
\frac{\partial g}{\partial w_i}(x, w, c, a, b) = |b_i|_+.
\]

Finally, we have
\[
\frac{\partial g}{\partial c}(x, w, c, a, b) = 1.
\]

Let us now fix an $i \in I_-$. Then, for all samples $(x_j, y_j)$ with $x_j > x_i^*$ our formulas above yield
\[
\frac{\partial g}{\partial a_i}(x_j, w, c, a, b) = \frac{\partial g}{\partial b_i}(x_j, w, c, a, b) = \frac{\partial g}{\partial w_i}(x_j, w, c, a, b) = 0,
\]

and consequently, Lemma 5.1 extended in the sense of (8) and (9) together with our above formulas for the partial derivatives of $g$ for $x_j \leq x_i^*$ shows the first three formulas. Analogously, for $i \in I_+$ and all samples $(x_j, y_j)$ with $x_j < x_i^*$ our formulas above yield
\[
\frac{\partial g}{\partial a_i}(x_j, w, c, a, b) = \frac{\partial g}{\partial b_i}(x_j, w, c, a, b) = \frac{\partial g}{\partial w_i}(x_j, w, c, a, b) = 0,
\]

and consequently, we obtain the formulas in the second case. The remaining assertions follow even more directly from the extended version of Lemma 5.1 and the formulas derived for the partial derivatives of $g$.

Proof of Corollary 2.4: i). Without loss of generality we may assume that $x_1 = x_{\min}, x_2 = x_{\max}$ and $x_1 < x_3 < x_2$. Since $h_i$ is fully active, we then have $x_1 < x_i^* < x_2$. By symmetry it suffices to consider the case $i \in I_+$. Now assume that there were some $\tilde{a}, \tilde{b} \in \mathbb{R}$ with
\[
h(x_j) = \tilde{a}x_j + \tilde{b}
\]
for $j = 1, 2, 3$. Since $x_1 < x_i^*$ we also have $h_i(x_1) = 0$ by (5) and $x_2 > x_i^*$ analogously gives
\[
h_i(x_2) = a_i x_2 + b_i \neq 0.
\]

Now, if $x_3 \leq x_i^*$, then we have $h_i(x_3) = 0$ by (5), and by (27) this implies $\tilde{a} = \tilde{b} = 0$. Hence (27) would give $h_i(x_2) = 0$, which contradicts (28). Moreover, if $x_3 > x_i^*$, then we have $h_i(x_3) = a_i x_3 + b_i$, and by (28) we find $\tilde{a} = a_i$ and $\tilde{b} = b_i$. Equation (27) then gives $h(x_1) = a_i x_1 + b_i \neq 0$ since $x_1 \neq x_i^*$, which again is a contradiction.
Proof of Lemma 2.7: The first two assertions are obvious. To show the first equation, we note that $h_i$ is fully active, if and only if $-b_i/a_i \in (x_{\min}, x_{\max})$, and this is equivalent to $b_i/a_i \in (-x_{\max}, -x_{\min})$. This yields

$$P(\{\text{neuron } h_i \text{ is fully active}\}) = P_b \otimes P_a(\{(b_i, a_i) \in \mathbb{R}^2 : -b_i/a_i \in (x_{\min}, x_{\max})\}) = P_b/P_a((-x_{\max}, -x_{\min})).$$

If $F_{P_b/P_a}$ is continuous, this equation immediately implies (11). To establish (12), we first note that $h_i$ is semi-active if $a_i < 0$ and $-b_i/a_i \geq x_{\max}$ or if $a_i > 0$ and $-b_i/a_i \leq x_{\min}$. Now observe that in the case $a_i < 0$ the condition $-b_i/a_i \geq x_{\max}$ is equivalent to $b_i \geq -x_{\max}a_i$, while in the case $a_i > 0$ the condition $-b_i/a_i \leq x_{\min}$ is equivalent to $b_i \geq -x_{\min}a_i$. Consequently, we obtain

$$P(\{\text{neuron } h_i \text{ is semi-active}\}) = P_b \otimes P_a(\{(b_i, a_i) \in \mathbb{R}^2 : b_i \geq -x_{\max}a_i \text{ and } a_i < 0\}) + P_b \otimes P_a(\{(b_i, a_i) \in \mathbb{R}^2 : b_i \geq -x_{\min}a_i \text{ and } a_i > 0\}) = F_{P_b/P_a}^+(-x_{\max}) + P_b \otimes P_a(\{(b_i, a_i) \in \mathbb{R}^2 : a_i > 0\}) = F_{P_b/P_a}^+(-x_{\max}) + P_a([0, \infty)) - F_{P_b/P_a}^-(-x_{\min}),$$

where in the last step we used $P_a(\{0\}) = 0$ and the continuity of $F_{P_b/P_a}$, which ensures

$$P_b \otimes P_a(\{(b_i, a_i) \in \mathbb{R}^2 : b_i = -x_{\min}a_i \text{ and } a_i > 0\}) \leq P_b/P_a((-x_{\min})) = 0.$$  

Equation (13) immediately follows from (10), (11), (12), and $P_a(\{0\}) = 0$, since each neuron $h_i$ is $P$-almost surely either fully active, or semi-active, or inactive.

Finally, the implication “$\Leftarrow$” is part of the definition of dead neurons. Conversely, since $F_{P_b/P_a}$ is continuous, we have $P_b/P_a(\{x_j\}) = 0$ for all $j = 1, \ldots, n$, and hence part iii) of Lemma 2.4 gives the implication “$\Rightarrow$”.

Proof of Theorem 2.8: i) $\Rightarrow$ ii). Since $-x_{\max} \leq 0$ we find by (A.34)

$$F_{P_b/P_a}^+(-x_{\max}) = \int_{(0, \infty)} P_b((-\infty, -x_{\max}t]) dP_a(t) = 0$$

and analogously, $-x_{\min} \geq 0$ implies

$$F_{P_b/P_a}^+(-x_{\min}) = \int_{(-\infty, 0]} P_b([-x_{\min}t, \infty)) dP_a(t) = \int_{(-\infty, 0)} P_b((0, \infty)) dP_a(t) = P_a((-\infty, 0]),$$

where in the last step we used $P_a(\{0\}) = 0$. Now ii) follows from (13).
Let us assume that \( i \) is not satisfied. Then we have \( P_b((-\infty, 0]) > 0 \) and consequently it holds \( P_b(\{0\}) > 0 \) or there exists a \( z_0 < 0 \) such that \( F_{P_b}(z) > 0 \) for all \( z > z_0 \). If \( P_b(\{0\}) > 0 \), then (A.33) gives \( P_b/P_a(\{0\}) > 0 \), and hence \( F_{P_b}/P_a \) is not continuous. Since this behavior is excluded in the assumptions of our theorem, it suffices to consider the second case. To this end, we define

\[
t_+ := \begin{cases} 
-z_0/x_{\text{max}} & \text{if } x_{\text{max}} > 0 \\
\infty & \text{if } x_{\text{max}} = 0.
\end{cases}
\]

Let us fix a \( t \in (0, t_+) \). Then we have \(-x_{\text{max}}t > z_0\), and hence we find \( F_{P_b}(-x_{\text{max}}t) > 0 \) as well as

\[
F_{P_b,P_a}^+(-x_{\text{max}}) = \int_{(0,\infty)} F_{P_b}(-x_{\text{max}}t) \, dP_a(t) \geq \int_{(0,t_+)} F_{P_b}(-x_{\text{max}}t) \, dP_a(t),
\]

where in the first step we used (A.34). Similarly, we define

\[
t_- := \begin{cases} 
-z_0/x_{\text{min}} & \text{if } x_{\text{min}} > 0 \\
\infty & \text{if } x_{\text{min}} = 0.
\end{cases}
\]

For \( t \in (t_-, 0) \) we then obtain \(-x_{\text{min}}t > z_0\). This yields \( P_b((-\infty, -x_{\text{min}}t]) > 0 \) and, by incorporating (A.34), also

\[
F_{P_b,P_a}^-(x_{\text{min}}) = \int_{(-\infty,0)} P_b([-x_{\text{min}}t, \infty)) \, dP_a(t) = \int_{(-\infty,0)} 1 - P_b((-\infty, -x_{\text{min}}t)) \, dP_a(t) 
\leq P_a((-\infty, 0]) - \int_{(t_-,0)} P_b((-\infty, -x_{\text{min}}t)) \, dP_a(t).
\]

Let us fix an \( \varepsilon > 0 \) with \( \varepsilon \leq \min\{t_+, -t_-\} \). Plugging both estimates into (13) we then obtain

\[
P(\{\text{neuron } h_i \text{ is inactive}\}) = P_a((-\infty, 0]) + F_{P_b,P_a}^+(-x_{\text{max}}) - F_{P_b,P_a}^-(x_{\text{min}}) 
\geq \int_{(t_-,0)} P_b((-\infty, -x_{\text{min}}t)) \, dP_a(t) + \int_{(0,t_+)} F_{P_b}(-x_{\text{max}}t) \, dP_a(t) 
\geq \int_{(-\varepsilon,\varepsilon)} \min\{P_b((-\infty, -x_{\text{min}}t)), F_{P_b}(-x_{\text{max}}t)\} \, dP_a(t) 
> 0.
\]

In other words, \( iii \) does not hold.

\( iii \) \( \iff \) \( iv \). This equivalence can be shown analogously. In addition, note, that for symmetric \( P_a \) it immediately follows from considering \( (P_b)_- \) in the already established equivalence \( i \) \( \iff \) \( ii \) in combination with the formulas (12), (13), and (A.36).

**Proof of Theorem 2.9:** We first note that \( P_b(\{0\}) = 1 \) implies \( P_b/P_a = \delta_{\{0\}} \), and hence we have \( P(\{x_i^* = 0\}) = 1 \). Consequently, we shown both \( ii \) \( \Rightarrow \) \( i \) and \( iii \) \( \Rightarrow \) \( i \), and for data sets satisfying \( x_{\text{min}} < 0 < x_{\text{max}} \) also \( iv \) \( \Rightarrow \) \( i \) and \( v \) \( \Rightarrow \) \( i \).

\( i \) \( \Rightarrow \) \( ii \). By the assumed \( P_b(\{0\}) < 1 \) we conclude that there exists a \( z_0 > 0 \) with

\[
P((-\infty, -z_0]) + P([z_0, \infty)) > 0. \quad (29)
\]

We define \( z := x_{\text{max}} + 1 \) and \( \varepsilon := z_0/z \). By (A.43) we then obtain

\[
P(\{x_i^* > x_{\text{max}}\}) \geq P(\{x_i^* \geq z\}) = P(\{-x_i^* \leq -z\}) 
\geq P_b([z_0, \infty)) \cdot P_a([\varepsilon, 0]) + P_b((-\infty, -z_0]) \cdot P_a((0, \varepsilon])
\]
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and (29) thus yields the assertion.

$i) \Rightarrow ii)$. We first note that we again have (29). We define $z := x_{\min} - 1$ and $\varepsilon := -z_0 / z$. Using (A.44) we then obtain

$$P(\{x^*_i < x_{\min}\}) \geq P(\{-x^*_i \geq -z\}) \geq P_b([-z_0, \infty)) \cdot P_a((0, \varepsilon]) + P_b(-\infty, -z_0]) \cdot P_a([-\varepsilon, 0]),$$

and by (29) we thus find the assertion.

Finally, the implications $ii) \Rightarrow iv)$ and $iii) \Rightarrow v)$ are trivial. \hfill \qed

5.2 Proofs for Section 3

**Proof of Lemma 3.2: $ii) \Rightarrow i)$**. Let us fix an $x \in x^*_i \cap \ico D$. Then we have $h_i(x) = 0$ and, by the definition of $\ico D$, there exist $\lambda_1, \ldots, \lambda_n > 0$ with $\lambda_1 + \cdots + \lambda_n = 1$ and $x = \sum_{j=1}^{n} \lambda_j x_j$. Moreover, since $\ico D \subset x^*_i$ there exists a $j_1 \in \{1, \ldots, n\}$ with $x_{j_1} \notin x^*_i$, since otherwise the convexity of $x^*_i$ would imply $\ico D \subset \co D \subset x^*_i$. Consequently, we have $x_{j_1} \in A^+_i \cup A^-_i$. Let us first assume that $x_{j_1} \in A^+_i$. Then there exists a $j_2 \in \{1, \ldots, n\}$ with $x_{j_2} \in A^-_i$, since otherwise we would find

$$0 = h_i(x) = \langle a_i, x \rangle + b = \sum_{j=1}^{n} \lambda_j \left(\langle a_i, x_j \rangle + b_j \right) \geq \lambda_{j_1} \left(\langle a_i, x_{j_1} \rangle + b_{j_1} \right) > 0.$$

Similarly, if $x_{j_1} \in A^-_i$, then there also needs to exist a $j_2 \in \{1, \ldots, n\}$ with $x_{j_2} \in A^+_i$, since otherwise we would find

$$0 = h_i(x) = \langle a_i, x \rangle + b = \sum_{j=1}^{n} \lambda_j \left(\langle a_i, x_j \rangle + b_j \right) \leq \lambda_{j_1} \left(\langle a_i, x_{j_1} \rangle + b_{j_1} \right) < 0.$$

Consequently, we have shown the existence of the desired $j_1, j_2 \in \{1, \ldots, n\}$.

$i) \Rightarrow ii)$. Clearly, $\ico D \subset x^*_i$ is impossible, since this would imply $D \subset \co D = \overline{\ico D} \subset x^*_i$, which contradicts e.g. $D \cap A^+_i \neq \emptyset$. Therefore, it remains to show $x^*_i \cap \ico D \neq \emptyset$. To this end, we define $D^+ := D \cap A^+_i$, $D^- := D \cap A^-_i$ and $D^0 := D \cap x^*_i$. Moreover, for $t \in [0, 1]$ and $j = 1, \ldots, n$ we define

$$\lambda_j(t) := \begin{cases} \frac{1-t}{|D^+|} & \text{if } x_j \in D^+ \\ \frac{t}{|D^- \cup D^0|} & \text{if } x_j \in D^- \cup D^0. \end{cases}$$

It is easy to check that $\lambda_1(t) + \cdots + \lambda_n(t) = 1$ and that $\lambda_j(t) \in (0, 1)$ whenever $t \in (0, 1)$. Let us now consider the function

$$H : [0, 1] \to \mathbb{R} \quad t \mapsto \sum_{j=1}^{n} \lambda_j(t) \cdot \left(\langle a_i, x_j \rangle + b_j \right)$$

Obviously, the function $H$ is continuous and since $|D^+| \geq 1$ we further have

$$H(0) = \frac{1}{|D^+|} \sum_{x_j \in D^+} \left(\langle a_i, x_j \rangle + b_j \right) > 0.$$
Analogously, $|D^-| \geq 1$ implies

$$H(1) = \frac{1}{|D^- \cup D^0|} \sum_{x_j \in D^- \cup D^0} \langle (a_i, x_j) + b_i \rangle = \frac{1}{|D^- \cup D^0|} \sum_{x_j \in D^-} \langle (a_i, x_j) + b_i \rangle < 0.$$

The intermediate value theorem then gives a $t^* \in (0,1)$ with $H(t^*) = 0$ and for $x^* := \sum_{j=1}^n \lambda_j(t^*) \cdot x_j$ we then find both $x^* \in \text{ico } D$ and

$$\langle a_i, x^* \rangle + b_i = \sum_{j=1}^n \lambda_j(t^*) \cdot (\langle a_i, x_j \rangle + b_i) = H(t^*) = 0.$$

This shows $x^* \in x_i^*$, which completes the proof. \qed

**Proof of Lemma 3.3:** $i) \Rightarrow ii)$. Assume that there exist $\tilde{a} \in \mathbb{R}^d$ and $\tilde{b} \in \mathbb{R}$ such that for all $j = 1, \ldots, n$ we have

$$\langle \tilde{a}, x_j \rangle + \tilde{b} = h_i(x_j) = \begin{cases} \langle a_i, x_j \rangle + b_i & \text{ if } x_j \in A_i^+ \\ 0 & \text{ else.} \end{cases} \quad (30)$$

Since $h_i$ is fully active, we find $j_1, j_2 \in \{1, \ldots, n\}$ with $x_{j_1} \in A_i^+$ and $x_{j_2} \in A_i^-$, and the additional assumption $x_{j_0} \in \text{ico } D$ gives us some $\lambda_1, \ldots, \lambda_n > 0$ with $\lambda_1 + \cdots + \lambda_n = 1$ and $x_{j_0} = \sum_{j=1}^n \lambda_j x_j$. Hence, a simple calculation together with (30) shows

$$\langle \tilde{a}, x_{j_0} \rangle + \tilde{b} = \sum_{j=1}^n \lambda_j (\langle \tilde{a}, x_j \rangle + \tilde{b}) = \sum_{x_j \in A_i^+} \lambda_j (\langle a_i, x_j \rangle + b_i) > 0, \quad (31)$$

where in the last step we used that $A_i^+ \neq \emptyset$, $\lambda_j > 0$ for all $j = 1, \ldots, n$, and $\langle a_i, x_j \rangle + b_i > 0$ for all $x_j \in A_i^+$. By (30) we conclude that $x_{j_0} \in A_i^+$. Moreover, a combination of (30) and (31) yields

$$\sum_{j=1}^n \lambda_j (\langle a_i, x_j \rangle + b_i) = \langle a_i, x_{j_0} \rangle + b_i = \langle \tilde{a}, x_{j_0} \rangle + \tilde{b} = \sum_{x_j \in A_i^+} \lambda_j (\langle a_i, x_j \rangle + b_i),$$

and this implies

$$0 = \sum_{x_j \not\in A_i^+} \lambda_j (\langle a_i, x_j \rangle + b_i) \leq \lambda_{j_2} (\langle a_i, x_{j_2} \rangle + b_i) < 0,$$

i.e. we have found a contradiction. Consequently, (30) cannot be true.

$ii) \Rightarrow i)$. Assume that $h_i$ was not fully active. Then it is either semi-active or inactive, but in both cases we have shown in front of Lemma 3.3 that $h_i$ would then behave linearly on $D$. \qed

**Proof of Theorem 3.7:** In front of Theorem 3.7 we have already seen that $h_i$ is inactive if and only if $a_i \in -D^*$. By the symmetry of $P_a^d$ this shows the formula for inactive neurons. Moreover, the formula for fully active neurons follows as soon as we have established the formula for semi-active neurons. To show the latter formula, we first observe that the condition $D \subset x_i^* \cup A_i^+$ is equivalent to $a_i \in D^*$, and hence it suffices to show that

$$P_a^d(\{a_i : D \not\subset x_i^*\}) = 1. \quad (32)$$

To this end, we first observe that $x_i^*$ is a linear subspace due to our initialization $b_i = 0$. Consequently, $D \subset x_i^*$ is equivalent to $\text{span } D \subset x_i^*$. Moreover, $\text{span } D \subset x_i^*$ is also equivalent to $\langle a_i, x \rangle = 0$ for
all $x \in \text{span} \, D$, and this condition simply means $a_i \in \text{span} \, D$\!. Now, the sample $x_j \neq 0$ ensures $\dim(\text{span} \, D)^\perp < d$, which in turn yields $\lambda^d(\text{span} \, D)^\perp = 0$. Since $P_a^d$ is absolutely continuous with respect to $\lambda^d$, we conclude that $P_a^d((\text{span} \, D)^\perp) = 0$, and the equivalences discussed previously then lead to (32).

**Proof of Lemma 3.9:** We first show the inequality for inactive neurons. To this end, we consider an $a_i \in \mathbb{R}^d$ such that the neuron described by $(a_i, b_+)$ is inactive. Then we have
\[
\langle a_i, x_j \rangle + b_+ \leq 0, \quad j = 1, \ldots, n.
\]
Since $b_- < b_+$ we then see that $\langle a_i, x_j \rangle + b_- \leq 0$ for all samples $x_j$, and consequently, the neuron described by $(a_i, b_-)$ is inactive, too. This shows the first inequality.

The proof of the second inequality is similar: Indeed, assume that we have an $a_i \in \mathbb{R}^d$ such that the neuron described by $(a_i, b_-)$ is semi-active. Then, for all samples $x_j$ we have
\[
\langle a_i, x_j \rangle + b_- \geq 0,
\]
and there is one sample $x_{j_0}$ such that we even have $\langle a_i, x_j \rangle + b_- > 0$. Using $b_+ > b_-$ we conclude that $\langle a_i, x_j \rangle + b_+ > 0$ for all samples $x_j$, and this shows that neuron described by $(a_i, b_+)$ is also semi-active. □
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A Appendix: Ratio Distributions

The goal of this appendix is to collect some, probably known, results about ratio distributions as well as some new results about $F_{P,Q}^−$ and $F_{P,Q}^+$. We begin with a proposition that collects various structural properties. For its formulation we define, for a given probability measure $\nu$ on $\mathbb{R}$, the probability measure $\nu^-$ on $\mathbb{R}$ by

$$\nu^-(A) := \mu(-A),$$

for all measurable $A \subset \mathbb{R}$. Obviously, $\nu$ is symmetric if $\nu^-=\nu$.

**Proposition A.1.** Let $P$ and $Q$ be two probability measures on $\mathbb{R}$ with $Q(\{0\}) = 0$. Then it holds

$$P/(Q(\{0\}) = P(\{0\})$$

and, for all $z \in \mathbb{R}$, we have

$$F_{P,Q}^-(z) = \int_{(-\infty,0)} P([zt,\infty)) \, dQ(t) \quad \text{and} \quad F_{P,Q}^+(z) = \int_{(0,\infty)} P((\infty,-zt]) \, dQ(t).$$

Moreover, the following statements are true:

i) If $Q$ is symmetric, then $P/Q$ is symmetric and we have

$$F_{P/Q}(z) = \begin{cases} \frac{1}{2} - \int_{(0,\infty)} P((zt,-zt]) \, dQ(t) & \text{if } z < 0 \\ \frac{1}{2} + \int_{(0,\infty)} P([-zt,zt]) \, dQ(t) & \text{if } z \geq 0 \end{cases}.$$  \hfill (A.35)

Moreover, for all $z \in \mathbb{R}$ we have

$$F_{P_-/Q}(z) = F_{P/Q}(z), \quad F_{P_+/Q}(z) = F_{P/Q}(z), \quad F_{P_-/Q}(z) = F_{P/Q}(z).$$  \hfill (A.36)

In particular, if, in addition, $P$ is also symmetric, then for all $z \in \mathbb{R}$ we have

$$F_{P,Q}(z) = F_{P/Q}(z) = \frac{1}{2} F_{P(Q)}(z).$$  \hfill (A.37)
Moreover, for the proof of the first equality in (A.34), we simply note that variables and their distributions are with respect to the product measure the derivation of (10), the projections 

Proof of Proposition A.1: We begin by showing (A.33). To this end, we consider, like in the case 

The second equality can be shown analogously. 

\[ f_{P/Q}(z) = \int_{\mathbb{R}} |t| f_P(tz) f_Q(t) \, dt \quad \text{for } \lambda\text{-almost all } z \in \mathbb{R}. \]  

(A.38) 

iii) If \( P \) is a Dirac distribution at \( b > 0 \), that is \( P = \delta_{\{b\}} \), then we have both 

\[ F_{P/Q}(z) = \begin{cases} 
F_Q(0) - \lim_{\varepsilon \downarrow 0} F_Q(bz^{-1} - \varepsilon) & \text{if } z < 0 \\
F_Q(0) & \text{if } z = 0 \\
F_Q(0) + 1 - \lim_{\varepsilon \downarrow 0} F_Q(bz^{-1} - \varepsilon) & \text{if } z > 0 
\end{cases} \]  

(A.39) 

and 

\[ F^{+}_{P,Q}(z) = \begin{cases} 
0 & \text{if } z \leq 0 \\
1 - \lim_{\varepsilon \downarrow 0} F_Q(bz^{-1} - \varepsilon) & \text{if } z > 0.
\end{cases} \]  

(A.40) 

In particular, if \( F_Q \) is continuous, then taking \( \lim_{\varepsilon \downarrow 0} \) is superfluous in all three cases, and \( F_{P/Q} \) is continuous. Finally, if \( Q \) is even Lebesgue absolutely continuous and has a density \( f_Q \) that is piecewise continuous, then \( P/Q \) is Lebesgue absolutely continuous and its density is \( \lambda \)-almost surely given by 

\[ f_{P/Q}(z) = bz^{-2} f_Q(bz^{-1}). \]  

(A.41) 

Proof of Proposition A.1: We begin by showing (A.33). To this end, we consider, like in the derivation of (10), the projections \( \pi_X, \pi_Y : \mathbb{R}^2 \to \mathbb{R} \) defined by \( \pi_X(x, y) := x \) and \( \pi_Y(x, y) := y \). With respect to the product measure \( P \otimes Q \) on \( \mathbb{R}^2 \) these projections \( \pi_X \) and \( \pi_Y \) are independent random variables and their distributions are \( P \) and \( Q \). Using \( Q(\{0\}) = 0 \) this leads to 

\[ P/Q(\{0\}) = P \otimes Q \left( \frac{\pi_X}{\pi_Y} = 0 \right) = P \otimes Q \{\{(x, y) \in \mathbb{R}^2 : x/y = 0\}\} = P \otimes Q \{\{(x, y) \in \mathbb{R}^2 : x = 0\}\} = P(\{0\}). \]  

Moreover, for the proof of the first equality in (A.34), we simply note that 

\[ F^{-}_{P,Q}(z) = P \otimes Q \{\{(x, y) \in \mathbb{R}^2 : x \geq yz \text{ and } y < 0\}\} = \int_{\mathbb{R}} \int_{\mathbb{R}} 1_{[y, \infty)}(x) 1_{(-\infty, 0)}(y) \, dP(x) \, dQ(y) = \int_{(-\infty, 0)} P(\{yz, \infty\}) \, dQ(y). \]  

The second equality can be shown analogously. 

i). Our first goal is to show (A.35). To this end, we first observe that the symmetry of \( Q \) gives 

\[ \int_{(-\infty, 0)} P([zt, \infty)) \, dQ(t) = \int_{(0, \infty)} P([-zt, \infty)) \, dQ(t). \]  

Let us first consider the case \( z < 0 \). Using (10) and (A.34) we then obtain 

\[ F_{P/Q}(z) = F^{+}_{P,Q}(z) + F^{-}_{P,Q}(z) = \int_{(0, \infty)} P((-\infty, zt]) + P([-zt, \infty)) \, dQ(t) = \int_{(0, \infty)} 1 - P((zt, -zt)) \, dQ(t), \]
and since we have \( Q([0, \infty)) = \frac{1}{2} \) we get (A.35) in the case \( z < 0 \). The case \( z \geq 0 \) can be shown analogously, namely

\[
F_{P/Q}(z) = \int_{(0, \infty)} P((-\infty, zt]) + P([-zt, \infty)) dQ(t) = \int_{(0, \infty)} 1 + P([-zt, zt]) dQ(t).
\]

For the proof of the symmetry of \( P/Q \) we recall that a distribution \( \nu \) on \( \mathbb{R} \) is symmetric, if and only if \( \nu((-\infty, -z]) = \nu([z, \infty)) \) for all \( z > 0 \), and the latter is equivalent to

\[
F_{\nu}(-z) + \lim_{\varepsilon \searrow 0} F_{\nu}(z - \varepsilon) = 1, \quad z > 0.
\]

(A.42)

Now observe that, for \( z > 0 \), the already established (A.35) and Beppo Levi’s theorem yield

\[
\lim_{\varepsilon \searrow 0} F_{P/Q}(z - \varepsilon) = \frac{1}{2} + \int_{(0, \infty)} P([- (z - \varepsilon)t, (z - \varepsilon)t]) dQ(t) = \frac{1}{2} + \int_{(0, \infty)} P([-zt, zt]) dQ(t),
\]

and by combining this with (A.35) applied to \(-z\) we find (A.42) for \( \nu = P/Q \). Consequently \( P/Q \) is symmetric.

Let us now establish (A.36). We begin with the second equality in (A.36). To this end, we simply use the already established (A.34) and the symmetry of \( Q \) to obtain

\[
F_{P, Q}^{\pm}(z) = \int_{(0, \infty)} P((-\infty, zt]) dQ(t) = \int_{\mathbb{R}} 1_{(0, \infty)}(t) P((-\infty, zt]) dQ(t)
= \int_{\mathbb{R}} 1_{(0, \infty)}(t) P((-\infty, -zt]) dQ(t)
= \int_{(-\infty, 0)} P_\ldots([zt, \infty)) dQ(t)
= F_{P_\ldots Q}(z).
\]

Now using \( (P_\ldots)_\ldots = P \), we also find the first equality in (A.36), namely \( F_{P, Q}^{\pm} = F_{(P_\ldots)_\ldots Q}^{\pm} = F_{P/Q}^{\pm} \), and using these just established identities in combination with (10) gives \( F_{P_\ldots Q} = F_{P/Q} \). Finally, if \( P \) is symmetric, we find \( F_{P/Q}^{\pm} = F_{P_\ldots Q}^{\pm} = F_{P/Q}^{\pm} \) and using (10) yet another time gives \( F_{P_\ldots Q}^{\pm} = \frac{1}{2} F_{P/Q} \).

\( \text{ii) } \). For a proof we refer to [3, Theorem 3.1], but the assertion can also be quickly derived from (10) and (A.34).

\( \text{iii) } \). We begin by showing (A.39). In the case \( z = 0 \) we first observe that \( P((-\infty, 0]) = 0 \) and \( P([0, \infty)) = 1 \), and hence (10) together with (A.34) gives

\[
F_{P/Q}(0) = \int_{(0, \infty)} P((-\infty, 0]) dQ(t) + \int_{(-\infty, 0)} P([0, \infty)) dQ(t) = Q((-\infty, 0)) = F_{Q}(0),
\]

where in the last step we used \( Q([0]) = 0 \). Let us now consider the case \( z < 0 \). For \( t > 0 \) we then find

\[
P((-\infty, zt]) = 1_{[0, \infty)}(zt) = 0,
\]

while for \( t < 0 \) we obtain \( P([zt, \infty)) = 1_{(-\infty, 0]}(zt) = 1_{[bz^{-1}, \infty)}(t) \). By (10) and (A.34) we thus get

\[
F_{P/Q}(z) = \int_{(-\infty, 0]} 1_{[bz^{-1}, \infty)}(t) dQ(t) = Q([bz^{-1}, 0]) = F_{Q}(0) - \lim_{\varepsilon \searrow 0} F_{Q}(bz^{-1} - \varepsilon).
\]

Similarly, for \( z > 0 \) and \( t > 0 \) we find

\[
P((-\infty, zt]) = 1_{[bz^{-1}, \infty)}(t)
\]
while for \( z > 0 \) and \( t < 0 \) we get \( P([zt, \infty)) = 1 \). Together with (10) and (A.34) this yields
\[
F_{P/Q}(z) = \int_{(0, \infty)} 1_{[bz^{-1}, \infty)}(t) dQ(t) + Q((-\infty, 0]) = Q([bz^{-1}, \infty)) + F_Q(0)
\]
\[
= F_Q(0) + 1 - \lim_{\epsilon \to 0} F_Q(bz^{-1} - \epsilon) ,
\]
and hence we have shown (A.39).

To establish (A.40), it suffices to observe that
\[
F_{P/Q}^+(z) = Q(\{y \in \mathbb{R} : b/y \leq z \text{ and } y > 0\}) = \begin{cases} 0 & \text{if } z \leq 0 \\ Q([bz^{-1}, \infty)) & \text{if } z > 0 . \end{cases}
\]

Let us finally assume that the density \( f_Q \) is piecewise continuous, that is
\[
N := \{t \in \mathbb{R} : f_Q \text{ is not continuous at } t\}
\]
is finite. Then the fundamental theorem of calculus shows that \( F_Q \) is differentiable on \( \mathbb{R} \setminus N \) and \( F'_Q(z) = f_Q(z) \) for all \( z \notin N \). Using (A.39) we consequently find for \( z_0 \neq 0 \) with \( bz_0^{-1} \notin N \) that
\[
F'_{P/Q}(z_0) = -\frac{\partial F_Q(bz^{-1})}{\partial z}(z_0) = bz_0^{-2} f_Q(bz_0^{-1}) .
\]
In particular, \( F'_{P/Q} \) is piecewise continuous and the fundamental theorem of calculus thus shows that \( F'_{P/Q} \) is a Lebesgue density of \( P/Q \).

The next lemma establishes some simple lower bounds on certain ratio probabilities.

**Lemma A.2.** Let \( P \) and \( Q \) be two probability measures on \( \mathbb{R} \) with \( Q(\{0\}) = 0 \). Then for all \( \epsilon > 0 \) the following two estimates hold:
\[
P/Q([\infty, z]) \geq P([-\epsilon z, \infty)) \cdot Q([-\epsilon, 0]) \cdot Q((0, \epsilon]) \quad \text{if } z < 0 \quad (A.43)
\]
\[
P/Q([z, \infty]) \geq P([\epsilon z, \infty)) \cdot Q((0, \epsilon]) + P(-\infty, -\epsilon z]) \cdot Q([\epsilon, 0)) \quad \text{if } z > 0 . \quad (A.44)
\]

**Proof of Lemma A.2:** We begin by showing (A.43). To this end, we observe that for \( z < 0 \) and \( y \in [-\epsilon, 0) \) we have \( zy \leq -\epsilon z \), and hence we find
\[
P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \geq zy \text{ and } y < 0\}) \geq P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \geq zy \text{ and } y \in [-\epsilon, 0)\})
\]
\[
\geq P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \geq -\epsilon z \text{ and } y \in [-\epsilon, 0)\}) = P([-\epsilon z, \infty)) \cdot Q([-\epsilon, 0)) .
\]
Analogously, we obtain for \( z < 0 \) that
\[
P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \leq zy \text{ and } y > 0\}) \geq P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \leq \epsilon z \text{ and } y \in (0, \epsilon]\}))
\]
\[
= P([-\epsilon, \epsilon]) \cdot Q((0, \epsilon]) .
\]
Combining both estimates with (10) then yields (A.43). The proof of (A.44) is similar, namely, for \( z > 0 \) we have
\[
P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \geq zy \text{ and } y > 0\}) \geq P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \geq \epsilon z \text{ and } y \in (0, \epsilon]\}))
\]
\[
= P([\epsilon z, \infty)) \cdot Q((0, \epsilon])
\]
\[43\]
as well as
\[ P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \leq zy \text{ and } y < 0\}) \geq P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \leq -\varepsilon z \text{ and } y \in [-\varepsilon, 0]\}) \]
\[ = P(-\infty, -\varepsilon) \cdot Q([-\varepsilon, 0]). \]

Combining these two estimates with an equation analogous to (10), namely
\[ P/Q([z, \infty)) = P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \geq zy \text{ and } y > 0\}) \]
\[ + P \otimes Q(\{(x, y) \in \mathbb{R}^2 : x \leq zy \text{ and } y < 0\}), \]
then yields (A.44).

**Example A.3 (Normal Ratios).** For \(\sigma_P, \sigma_Q > 0\) consider the distributions \(P := \mathcal{N}(0, \sigma_P^2)\) and \(Q := \mathcal{N}(0, \sigma_Q^2)\). Then we have
\[ f_{P/Q}(z) = \frac{\sigma_P \cdot \sigma_Q}{\pi} \cdot \frac{1}{\sigma_Q^2 z^2 + \sigma_P^2}, \quad z \in \mathbb{R}, \]
see e.g. [3, Equation (3.3)]. In other words, \(P/Q\) is the Cauchy distribution with location parameter \(x_0 = 0\) and scale parameter \(\gamma = \sigma_P/\sigma_Q\). This leads to
\[ F_{P/Q}(z) = \frac{1}{\pi} \arctan\left(\frac{\sigma_Q \cdot z}{\sigma_P}\right) + \frac{1}{2}, \quad z \in \mathbb{R}. \]

Finally, by the symmetry of \(\mathcal{N}(0, \sigma_P^2)\) and \(\mathcal{N}(0, \sigma_Q^2)\) and Equation (A.37) we find \(F'_{P,Q}(z) = F^+_{P,Q}(z) = \frac{1}{2} F_{P/Q}(z)\) for all \(z \in \mathbb{R}\).

**Example A.4 (Normal Denominators).** For \(b > 0\) and \(\sigma > 0\) consider the distributions \(P := \delta_{\{b\}}\) and \(Q := \mathcal{N}(0, \sigma^2)\). Since \(Q\) has the Lebesgue density \(f_Q\) given by \(f_Q(t) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp\left(-\frac{t^2}{2\sigma^2}\right)\) for \(t \in \mathbb{R}\), we then find using (A.41) that
\[ f_{P/Q}(z) = \frac{b}{\sqrt{2\pi}\sigma^2 z^2} \exp\left(-\frac{b^2}{2\sigma^2 z^2}\right), \quad z \neq 0. \]

Note that this density has two modes at \(\pm \frac{b}{\sqrt{2\sigma}}\) and it vanishes at 0. Furthermore, part \(iii)\) of Proposition 2.7 shows that
\[ F_{P/Q}(z) = \begin{cases} 
\frac{1}{2} - \Phi\left(\frac{b}{\sigma z}\right) & \text{if } z < 0 \\
\frac{1}{2} & \text{if } z = 0 \\
\frac{1}{2} + \Phi\left(-\frac{b}{\sigma z}\right) & \text{if } z > 0 
\end{cases}, \]
\[ F^+_{P,Q}(z) = \begin{cases} 
0 & \text{if } z \leq 0 \\
1 - \Phi\left(\frac{b}{\sigma z}\right) & \text{if } z > 0 
\end{cases}, \]
where \(\Phi\) denotes the cumulative distribution function of the standard normal distribution \(\mathcal{N}(0, 1)\).
Example A.5 (Asymmetric Uniform Ratios). For $\beta > 0$ and $\alpha > 0$ consider the distributions $P := \mathcal{U}[0, \beta]$ and $Q := \mathcal{U}[-\alpha, \alpha]$. Plugging their densities $f_P = \frac{1}{\beta} 1_{[0, \beta]}$ and $f_Q = \frac{1}{2\alpha} 1_{[-\alpha, \alpha]}$ into (A.38) gives

$$f_{P/Q}(z) = \frac{1}{4\alpha\beta} \min\{\alpha^2, \beta^2 z^{-2}\} = \begin{cases} \frac{\alpha}{4\beta} & \text{if } z \in [-\frac{\beta}{\alpha}, \frac{\beta}{\alpha}] \\ \frac{\beta}{4\alpha} z^{-2} & \text{if } z < -\frac{\beta}{\alpha} \text{ or } z > \frac{\beta}{\alpha} \end{cases},$$

and by integrating this density we obtain

$$F_{P/Q}(z) = \begin{cases} -\frac{\beta}{4\alpha z} & \text{if } z \leq -\frac{\beta}{\alpha} \\ \frac{2\beta + \alpha z}{4\beta} & \text{if } z \in [-\frac{\beta}{\alpha}, \frac{\beta}{\alpha}] \\ 1 - \frac{\beta}{4\alpha z} & \text{if } z \geq \frac{\beta}{\alpha} \end{cases}.$$ (A.46)

Finally, for $z \leq 0$, Equation (A.34) immediately shows $F_{P/Q}^+(z) = 0$, and for $z > 0$ we obtain

$$F_{P/Q}^+(z) = \frac{1}{2z + z^\beta} \int_0^\alpha z^{t\wedge \beta} \frac{1}{2\alpha z} ds dt = \frac{1}{2\alpha z} \int_0^\alpha \min\{zt, \beta\} dt.$$

Now, in the case $z \leq \frac{\beta}{\alpha}$ we have $zt \leq \beta$ for all $t \in [0, \alpha]$, and hence we find $F_{P/Q}^+(z) = \frac{\alpha}{4\beta} z$, while in the case $z \geq \frac{\beta}{\alpha}$, we obtain

$$F_{P/Q}^+(z) = \frac{1}{2\alpha z} \int_0^{\frac{\beta}{\alpha} - 1} z dt + \frac{1}{2\alpha z} \int_0^\alpha \beta dt = \frac{1}{2\alpha z} \cdot \frac{\beta^2}{2z} + \frac{\beta}{2\alpha z} \left( \alpha \frac{\beta}{z} \right) = \frac{1}{2} - \frac{\beta}{4\alpha z}.$$

Summarizing these calculation, we have found

$$F_{P/Q}^+(z) = \begin{cases} 0 & \text{if } z \leq 0 \\ \frac{\alpha}{4\beta} z & \text{if } z \in [0, \frac{\beta}{\alpha}] \\ \frac{1}{2} - \frac{\beta}{4\alpha z} & \text{if } z \geq \frac{\beta}{\alpha} \end{cases}.$$ (A.47)

Example A.6 (Symmetric Uniform Ratios). For $\beta > 0$ and $\alpha > 0$ consider the distributions $P := \mathcal{U}[-\beta, \beta]$ and $Q := \mathcal{U}[-\alpha, \alpha]$. Then an easy calculation shows that the density $f_{P/Q}$ coincides with (A.45), and therefore $F_{P/Q}$ coincides with (A.46). Unlike in Example A.5, however, the distributions $P$ and $Q$ are now symmetric, and therefore part i) of Proposition A.1 shows that $F_{P,Q}^+ = \frac{1}{2} F_{P/Q}$.

Example A.7 (Uniform Denominators). For $b > 0$ and $\alpha > 0$ consider the distributions $P := \mathcal{U}[0, b]$ and $Q := \mathcal{U}[-\alpha, \alpha]$. Then the Lebesgue density $f_Q$ of $Q$ is given by $f_Q = \frac{1}{2\alpha} 1_{[-\alpha, \alpha]}$ and by iii) of Proposition 2.7 therefore we obtain that

$$f_{P/Q}(z) = \begin{cases} 0 & \text{if } z \in [-\frac{b}{\alpha}, \frac{b}{\alpha}] \\ \frac{b}{2\alpha} \cdot z^{-2} & \text{if } z < -\frac{b}{\alpha} \text{ or } z > \frac{b}{\alpha} \end{cases}.$$
Moreover, using $F_Q(z) = \max\{0, \min\{1, \frac{\alpha + z}{2\alpha}\}\}$, part iii) of Proposition 2.7 further yields

$$F_{P/Q}(z) = \begin{cases} 
-\frac{b}{2\alpha z} & \text{if } z \leq -\frac{b}{\alpha} \\
\frac{1}{2} & \text{if } z \in \left[-\frac{b}{\alpha}, \frac{b}{\alpha}\right] \\
1 - \frac{b}{2\alpha z} & \text{if } z \geq \frac{b}{\alpha}
\end{cases}$$

$$F_{P/Q}^*(z) = \begin{cases} 
0 & \text{if } z \leq \frac{b}{\alpha} \\
1 - \frac{b}{2\alpha z} & \text{if } z \geq \frac{b}{\alpha}
\end{cases}$$

B Appendix: Geometric set operations

Given a set $A \subset \mathbb{R}^d$, the convex hull $\mathcal{A}$ of $A$ is the smallest convex set containing $A$. If $A$ is finite, say $A = \{y_1, \ldots, y_k\}$, then $\mathcal{A}$ can be computed by

$$\text{co } A = \left\{ y \in \mathbb{R}^d : \exists \lambda_1, \ldots, \lambda_k \geq 0 \text{ with } \lambda_1 + \cdots + \lambda_k = 1 \text{ and } y = \sum_{j=1}^{k} \lambda_j y_j \right\}.$$ 

Moreover, a set $K \subset \mathbb{R}^d$ is called a cone, if for all $x \in K$ and $\alpha > 0$ we have $\alpha x \in K$. It is well known, see e.g. [13, page 30] that a cone $K$ is convex, if and only if $K + K \subset K$. Moreover, the conic hull $\text{coni } A$ of a set $A$ is the smallest convex cone containing $A$. If $A$ is of the form $A = \{y_1, \ldots, y_k\}$, then $\text{coni } A$ can be computed by

$$\text{coni } A = \left\{ y \in \mathbb{R}^d : \exists \lambda_1, \ldots, \lambda_k \geq 0 \text{ with } y = \sum_{j=1}^{k} \lambda_j y_j \right\},$$

and for such sets $A$, both $\text{co } A$ and $\text{coni } A$ are closed. Moreover, for all $A \subset \mathbb{R}^d$ we have $\text{co } A \subset \text{coni } A$. In addition, given an $A \subset \mathbb{R}^d$, the dual cone of $A$ is defined by

$$A^* := \left\{ y \in \mathbb{R}^d : \langle y, x \rangle \geq 0 \text{ for all } x \in A \right\}.$$ 

Obviously, $A^*$ is always a convex, closed cone. Moreover, we obviously have $(\text{coni } A)^* \subset A^*$, and since the converse implication is also straightforward, we actually have $(\text{coni } A)^* = A^*$. Furthermore, $A^{**} = A$ if and only if $A$ is a closed convex cone, see e.g. [13, page 43], and by combining these results we find $A^{**} = (\text{coni } A)^{**} = \text{coni } A$ for arbitrary sets $A \subset \mathbb{R}^d$. Finally, it is straightforward to check that $([0, \infty)^d)^* = [0, \infty)^d$, cf. also [13, page 91]. The next lemma, which is probably well-known but could not be found in the literature, characterizes the finite sets $A$ satisfying $\text{coni } A = [0, \infty)^d$.

**Lemma B.1.** Let $A = \{x_1, \ldots, x_n\}$ be a finite set with $A \subset [0, \infty)^d$. Then the following statements are equivalent

i) We have $\text{coni } A = [0, \infty)^d$.

ii) For all $k = 1, \ldots, d$ there exist $j_k \in \{1, \ldots, n\}$ and $\alpha_k \geq 0$ such that $\alpha_k x_{j_k} = e_k$. 
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Proof of Lemma B.1: We first observe that \( i \) holds if and only if for all \( y \in [0, \infty)^d \) there exist \( \lambda_1, \ldots, \lambda_n \geq 0 \) such that \( y = \lambda_1 x_1 + \cdots + \lambda_n x_n \). Since for \( y \in [0, \infty)^d \) there also exist \( \mu_1, \ldots, \mu_d \geq 0 \) with \( y = \mu_1 e_1 + \cdots + \mu_d e_d \), we conclude that \( i \) holds if and only if the following condition is satisfied:

\[
\text{EC)} \quad \text{For all } k = 1, \ldots, d \text{ there exist } \alpha_{k,1}, \ldots, \alpha_{k,n} \geq 0 \text{ with } e_k = \alpha_{k,1} x_1 + \cdots + \alpha_{k,n} x_n.
\]

\( ii \) \( \Rightarrow \) \( i \). Clearly, \( ii \) implies Condition \( \text{EC} \), and this implies \( i \) as previously discussed.

\( i \) \( \Rightarrow \) \( ii \). It suffices to show that \( \text{EC} \) implies \( ii \). To this end, we denote the \( l \)-th coordinate of \( x_j \) by \( x_{j,l} \), that is \( x_j = (x_{j,1}, \ldots, x_{j,d}) \). Moreover, we fix a \( k \in \{1, \ldots, d\} \) and by \( \text{EC} \) we choose \( \alpha_{k,1}, \ldots, \alpha_{k,n} \geq 0 \) such that

\[
e_k = \alpha_{k,1} x_1 + \cdots + \alpha_{k,n} x_n.
\] (B.47)

Considering (B.47) for the \( l \)-th coordinate with \( l \neq k \) then gives

\[
0 = \sum_{j=1}^n \alpha_{k,j} x_{j,l}.
\] (B.48)

Now, our assumptions guarantee \( \alpha_{k,j} x_{j,l} \geq 0 \), and hence (B.48) implies \( a_{k,j} = 0 \) for all \( j \in \{1, \ldots, n\} \) with \( x_{j,l} > 0 \). Consequently, in the \( k \)-th coordinate, (B.47) reduces to

\[
1 = \sum_{j \in J} \alpha_{k,j} x_{j,k},
\]

where \( J := \{ j : x_{j,l} = 0 \text{ for all } l \neq k \} \). However, this equation implies that there is a \( j \in J \) with \( \alpha_{k,j} x_{j,k} > 0 \). The choice \( \alpha_k := x_{j,k}^{-1} \) then yields \( \alpha_k x_{j,k} = e_k \).

The conic hull of an \( A \subset \mathbb{R}^d \) is the smallest convex cone containing \( A \). If one is only interested in the smallest cone containing \( A \), one needs to consider the ray of \( A \), which is

\[
\text{ray } A := \{ tx : x \in A, \ t > 0 \}.
\]

The next simple lemma, which is needed for Lemma D.5, shows that ray \( A \) is measurable if \( A \subset S^{d-1} \) is measurable.

Lemma B.2. Let \( A \subset S^{d-1} \) be measurable. Then ray \( A \) is also measurable.

Proof of Lemma B.2: We define \( \phi : (0, \infty) \times \mathbb{R}^d \setminus \{0\} \to \mathbb{R}^d \) by \( \phi(t, x) := tx \). Then the pre-image of \( A \) under \( \phi \) is given by

\[
\phi^{-1}(A) := \{ (\|x\|^{-1}, x) : x \in \text{ray } A \}.
\] (B.49)

Indeed, if we have an \( (t, x) \in \phi^{-1}(A) \), then \( tx = \phi(t, x) \in A \) implies both \( x \in t^{-1} A \subset \text{ray } A \) and \( \|tx\| = 1 \). This shows the inclusion \( "\subset" \). Conversely, if \( x \in \text{ray } A \), then there exist \( t > 0 \) and \( y \in A \) with \( x = ty \). This implies \( t^{-1} \|x\|_2 = \|y\|_2 = 1 \), and hence \( t = \|x\|_2 \). The latter gives \( \|x\|_2^{-1} \cdot x = y \in A \).

Let us now consider the map \( \psi : \mathbb{R}^d \setminus \{0\} \to (0, \infty) \times \mathbb{R}^d \setminus \{0\} \) defined by \( \psi(x) := (\|x\|_2^{-1}, x) \). Clearly, \( \psi \) injective, and therefore (B.49) yields \( \psi^{-1}(\phi^{-1}(A)) = \text{ray } A \). Now the measurability of \( A \), \( \phi \), and \( \psi \) shows that ray \( A \) is measurable.

Lemma B.3. For all \( A, B \subset S^{d-1} \) the following statements are true:

\( i \) If \( A \cap B = \emptyset \), then \( \text{ray } A \cap \text{ray } B = \emptyset \).
ii) We have \( \text{ray}(A \cup B) = \text{ray } A \cup \text{ray } B \).

Proof of Lemma B.3: i). Let us assume that there is a \( z \in \text{ray } A \cap \text{ray } B \). Then we find some \( x \in A \), \( y \in B \), \( s, t > 0 \) such that \( z = sx \) and \( z = ty \). This implies \( \|z\|_2 = |s| \cdot \|x\|_2 = s \) and \( \|z\|_2 = |t| \cdot \|y\|_2 = t \), and consequently, we find \( x = s^{-1}z = s^{-1}ty = y \). In other words, we have \( x \in A \cap B \).

ii). The inclusion “\( \subset \)" is essentially trivial, and the converse inclusion follows from \( A \subset A \cup B \) and the monotonicity of \( \text{ray}(\cdot) \).

C Appendix: Some function classes

Definition C.1. A function \( f : \mathbb{R}^d \to \mathbb{R}^m \) is called positively homogeneous, if for all \( \alpha > 0 \) and all \( x \in \mathbb{R}^d \) we have

\[
f(\alpha x) = \alpha f(x).
\]

Obviously, every linear function \( f : \mathbb{R}^d \to \mathbb{R}^m \) is positively homogeneous. Moreover, every norm \( \|\cdot\| : \mathbb{R}^d \to \mathbb{R} \) is positively homogeneous, and \( |\cdot|_+ : \mathbb{R} \to \mathbb{R} \) is also positively homogeneous. Combining these examples with the help of the following trivial lemma gives a wealth of positively homogeneous functions.

Lemma C.2. Let \( f, g : \mathbb{R}^d \to \mathbb{R}^m \), \( h : \mathbb{R}^m \to \mathbb{R}^k \), and \( f_1, \ldots, f_m : \mathbb{R}^d \to \mathbb{R} \) be positively homogeneous functions and \( \lambda \in \mathbb{R} \). Then the following functions are also positively homogeneous:

\[
\lambda f + g : \mathbb{R}^d \to \mathbb{R}^m
\]

\[
h \circ f : \mathbb{R}^m \to \mathbb{R}^k
\]

\[
(f_1, \ldots, f_m) : \mathbb{R}^d \to \mathbb{R}^m.
\]

The next simple lemma shows that positively homogeneous functions vanish at the origin.

Lemma C.3. Let \( f : \mathbb{R}^d \to \mathbb{R}^m \) be a positively homogeneous function. Then we have \( f(0) = 0 \).

Proof of Lemma C.3: For \( x = 0 \) and \( \alpha = 2 \) we have \( f(0) = f(2x) = 2f(x) = 2f(0) \). This implies \( f(0) = 0 \).

In the following, we denote the set of positively homogeneous, \( \mathbb{R} \)-valued functions \( f : \mathbb{R}^d \to \mathbb{R} \) by \( \mathcal{P} \mathcal{H}(\mathbb{R}^d) \). Moreover, for a subset \( X \subset \mathbb{R}^d \) we define

\[
\mathcal{P} \mathcal{H}(X) := \{ f : X \to \mathbb{R} \mid \exists g \in \mathcal{P} \mathcal{H}(\mathbb{R}^d) \text{ such that } g|_X = f \}.
\]

The next result will be used to show that \( \mathcal{P} \mathcal{H}(X) \) is a closed subset of some commonly considered spaces.

Lemma C.4. Let \( X \subset \mathbb{R}^d \) be subset and \( (f_n) \subset \mathcal{P} \mathcal{H}(X) \) be a sequence such that there exists a function \( f : X \to \mathbb{R} \) with

\[
f(x) = \lim_{n \to \infty} f_n(x)
\]

for all \( x \in X \). Then we have \( f \in \mathcal{P} \mathcal{H}(X) \).

Proof of Lemma C.4: Let us pick \( g_n \in \mathcal{P} \mathcal{H}(\mathbb{R}^d) \) such that \( (g_n)|_X = f_n \) for all \( n \geq 1 \). For \( y \in \text{ray } X \) we then find some \( t > 0 \) and \( x \in X \) with \( y = tx \). This gives

\[
g_n(y) = tg_n(x) = tf_n(x) \to tf(x).
\]
Since this holds for all possible such representations \( y = tx \), while the limit \( \lim_{n \to \infty} g_n(y) \) is unique, we conclude that setting \( g(y) := tf(x) \) is actually independent of the chosen representation \( y = tx \) of \( y \). Now, this definition ensures \( g_n(y) \to g(y) \) for all \( y \in \text{ray}X \). For \( y \in \text{ray}X \) and \( \alpha > 0 \) we thus have

\[
g(\alpha y) = \lim_{n \to \infty} g_n(\alpha y) = \alpha \lim_{n \to \infty} g_n(y) = \alpha g(y).
\]

Let us define \( g(y) := 0 \) for all \( y \notin \text{ray}X \). Since for such \( y \) we have \( g(\alpha y) = 0 = \alpha g(y) \) for all \( \alpha > 0 \), we then see that \( g \) is positively homogeneous. Moreover, for \( x \in X \) we have

\[
g(x) = \lim_{n \to \infty} g_n(x) = \lim_{n \to \infty} f_n(x) = f(x),
\]

and thus we find \( g|_X = f \). This gives \( f \in \mathcal{PH}(X) \).

**Corollary C.5.** Let \( X \subset \mathbb{R}^d \) be a compact subset. Then \( \mathcal{PH}(X) \cap C(X) \) is a closed subspace of \( C(X) \).

**Proof of Corollary C.5:** Let us fix a sequence \( (f_n) \subset \mathcal{PH}(X) \cap C(X) \) and an \( f \in C(X) \) with \( \|f_n - f\|_\infty \to 0 \). Then Lemma C.4 shows \( f \in \mathcal{PH}(X) \) and hence we have \( f \in \mathcal{PH}(X) \cap C(X) \).

**Corollary C.6.** Let \( P \) be a probability measure on \( \mathbb{R}^d \). Then, for all \( p \in [1, \infty) \), the space \( \mathcal{PH}(\mathbb{R}^d) \cap L_p(P) \) is a closed subspace of \( L_p(P) \).

**Proof of Corollary C.6:** Let us fix a sequence \( (f_n) \subset \mathcal{PH}(\mathbb{R}^d) \cap L_p(P) \) and an \( f \in L_p(P) \) with \( \|f_n - f\|_{L_p(P)} \to 0 \). By considering a subsequence we may assume without loss of generality that there exists a measurable \( N \subset \mathbb{R}^d \) with \( P(N) = 0 \) and \( f_n(x) \to f(x) \) for all \( x \in X := \mathbb{R}^d \setminus N \). Lemma C.4 then shows \( f|_X \in \mathcal{PH}(X) \), and thus we can pick a \( g \in \mathcal{PH}(\mathbb{R}^d) \) with \( g|_X = f|_X \). Since \( P(X) = 1 \) we conclude both \( \|f_n - g\|_{L_p(P)} \to 0 \) and \( g \in L_p(P) \).

**D Appendix: Some specific distributions**

Recall, that for \( a \in \mathbb{R} \) the incomplete gamma function is defined by

\[
\Gamma(a, x) := \int_x^{\infty} e^{-t} t^{a-1} dt, \quad x \geq 0.
\]

Note that \( \Gamma(a, x) < \infty \) for all \( x > 0 \), and for \( a > 0 \) the gamma function \( \Gamma(a) := \Gamma(a, 0) \) is also finite. Our first result provides bounds on certain ratios of the gamma function.

**Lemma D.1.** For all \( d \geq 1 \) we have

\[
\sqrt{d - 1/2} \leq \frac{\sqrt{2} \cdot \Gamma(\frac{d+1}{2})}{\Gamma(\frac{d}{2})} \leq \sqrt{d - 1/4}.
\]

**Proof of Lemma D.1:** We first note that in [10] the following refinement of Gautschi’s inequality, see [6], has been established:

\[
\sqrt{x + 1/4} \leq \frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} \leq \sqrt{x + \frac{\sqrt{3} - 1}{2}}, \quad x > 0.
\]

Moreover, using \( \Gamma(1) = 1 \) and \( \Gamma(1/2) = \sqrt{\pi} \) one easily checks that this inequality also holds for \( x = 0 \). Considering \( x := d/2 - 1/2 \) and using \( \sqrt{3} - 2 \leq -1/4 \) for the upper bound then gives the assertion.
The gamma function can also be approximated by a generalization of Stirling’s formula. Namely we have

\[ \Gamma(a) = \sqrt{2\pi/a} \cdot \left(\frac{a}{e}\right)^a \cdot e^{\mu(a)}, \tag{D.50} \]

where \(0 < \mu(a) < \frac{1}{12a}\). It is also well-known that for fixed \(a > 0\) and \(x \geq a\) the incomplete gamma function satisfies

\[ \min\{1,a\} x^{a-1} e^{-x} \leq \Gamma(a, x) \leq \max\{1,a\} x^{a-1} e^{-x}, \]

see e.g. [15, Lemma A.1.1]. Note that for \(a > 1, \delta > 0, \) and \(x = (1+\delta)a\), the upper bounds reads as

\[ \Gamma(a, (1+\delta)a) \leq a^a(1+\delta)^{a-1} e^{-(1+\delta)a}. \tag{D.51} \]

The following lemma presents an alternative upper bound on \(\Gamma(a, x)\), which improves the last inequality. In [1], it is attributed to [14], but since the latter article is difficult to obtain, we present the short proof for the sake of completeness.

**Lemma D.2.** For all \(a > 1\) and \(x > a - 1\) we have

\[ \Gamma(a, x) \leq \frac{x}{x - a + 1} \cdot x^{a-1} e^{-x}. \]

**Proof of Lemma D.2:** We define \(B := \frac{x}{x-a+1}\). A simple calculation then shows \(a - 1 = \frac{B-1}{B} x\), and by integration by parts we find

\[ \Gamma(a, x) = \int_x^\infty e^{-t} t^{a-1} dt = -e^{-t} t^{a-1}\bigg|_x^\infty + (a-1) \int_x^\infty e^{-t} t^{a-2} dt = x^{a-1} e^{-x} + \frac{B-1}{B} x \int_x^\infty e^{-t} t^{a-2} dt \]

\[ \leq x^{a-1} e^{-x} + \frac{B-1}{B} \cdot \Gamma(a, x), \]

Now the assertion follows by a simple transformation.

To appreciate Lemma D.2 we apply it to \(a > 1, \delta > 0\), and \(x = (1+\delta)a\). This gives

\[ \Gamma(a, (1+\delta)a) \leq \frac{1+\delta}{1+a\delta} \cdot a^a(1+\delta)^{a-1} e^{-(1+\delta)a}. \tag{D.52} \]

In other words, compared to (D.51) the new bound is better by the factor of \(\frac{1+\delta}{1+a\delta}\), and for cases with \(\delta \to 0\) and \(a\delta \to 0\) this extra factor changes the asymptotics.

**Lemma D.3.** Let \(X_1, \ldots, X_d\) be i.i.d. random variables with \(X_i \sim N(0, \sigma^2)\) for some \(\sigma > 0\). For \(X := (X_1, \ldots, X_d) \in \mathbb{R}^d\) we then have

\[ \mathbb{E}\|X\|_2 = \sigma \cdot \frac{\sqrt{2} \cdot \Gamma(d+1/2)}{\Gamma(d/2)^{\frac{d}{2}}}, \quad \text{Var}\|X\|_2 = d\sigma^2 - \sigma^2 \cdot \left(\frac{\sqrt{2} \cdot \Gamma(d+1/2)}{\Gamma(d/2)}\right)^2. \]

Moreover, the mode is given by \(\text{mode}\|X\|_2 = \sigma\sqrt{d-1}\) and the density of the distribution of \(\|X\|_2\) is

\[ f(x) = 1_{[0,\infty)}(x) \cdot \frac{2^{1-d/2} \cdot \sigma^{-d}}{\Gamma(d/2)} \cdot x^{d-1} e^{-\sigma^2 x^2/2}, \quad z \in \mathbb{R}. \tag{D.53} \]

Finally, for all \(s > 0\) we have

\[ P(\|X\|_2 \geq s) = \frac{\Gamma(d/2, \sigma^2)}{\Gamma(d/2)}. \tag{D.54} \]
**Proof of Lemma D.3:** Let us consider $Y_i := \sigma^{-1}X_i$ and $Y := (Y_1, \ldots, Y_d)$. Then $Z := \|Y\|_2$ is $\chi_d$-distributed, and it is well-known that

$$
\mathbb{E}Z = \frac{\sqrt{2} \cdot \Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)}, \quad \text{mode } Z = \sqrt{d - 1}, \quad \text{Var } Z = d - 2 \cdot \left(\frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)}\right)^2,
$$

where the latter can also be easily derived using the formula for $\mathbb{E}Z$ and the fact $Z^2 \sim \chi_d^2$, and thus $\mathbb{E}Z^2 = d$. Moreover, the distribution of $Z$ has the Lebesgue density

$$
f_Z(z) = 1_{[0,\infty)}(z) \cdot \frac{21-d/2}{\Gamma\left(\frac{d}{2}\right)} \cdot z^{d-1}e^{-z^2/2}, \quad z \in \mathbb{R}.
$$

Now, (D.53) easily follows from $\|X\|_2 = \sigma Z$ and $f(x) = |\sigma|^{-1}f_Z(x/\sigma)$ for $x \in \mathbb{R}$. For the proof of (D.54) we first note that (D.53) yields

$$
P(\|X\|_2 \geq s) = \int_{s}^{\infty} f(x) \, dx = \frac{21-d/2}{\Gamma\left(\frac{d}{2}\right)} \cdot \sigma^{-d} \cdot \int_{s}^{\infty} x^{d-1}e^{-\sigma^{-2}x^2/2} \, dx.
$$

Moreover, by the substitution $t := \varphi(x) := \frac{x^2}{2\sigma^2}$ we obtain

$$
\int_{s}^{\infty} x^{d-1}e^{-\sigma^{-2}x^2/2} \, dx = 2^{d/2-1} \cdot \sigma^d \cdot \int_{\varphi(s)}^{\infty} (\varphi(x))^{d/2-2}e^{-\varphi(x)} \varphi'(x) \, dx = 2^{d/2-1} \cdot \sigma^d \cdot \int_{\varphi(s)}^{\infty} t^{d/2-1}e^{-t} \, dt,
$$

and combining both equations gives (D.54). \qed

The next lemma, which will be needed to compute the directions of randomly initialized weight vectors, is a classical result from multi-dimensional calculus, see e.g. [5, Satz 14.8].

**Lemma D.4.** Let $\mathbb{S}^{d-1}$ be the Euclidean sphere in $\mathbb{R}^d$ and $\sigma^{d-1}$ be the surface measure on $\mathbb{S}^{d-1}$. For all Lebesgue integrable functions $f : \mathbb{R}^d \to [0,\infty)$ we then have

$$
\int_{\mathbb{R}^d} f \, d\lambda^d = \int_{\mathbb{S}^{d-1}} \int_{0}^{\infty} f(r\xi) \, r^{d-1} \, dr \, d\sigma^{d-1}(\xi).
$$

For the following theorem recall that we have seen in Lemma B.2 that ray $A$ is measurable for all measurable $A \subset \mathbb{S}^{d-1}$.

**Theorem D.5.** Let $f : \mathbb{R}^d \to [0,\infty)$ be a Lebesgue probability density. On $\mathbb{S}^{d-1}$ we define

$$
\mu_f(A) := \int_{\text{ray } A} f \, d\lambda^d,
$$

for all measurable $A \subset \mathbb{S}^{d-1}$. Then the following statements hold true:

i) $\mu_f$ is a probability measure.

ii) The measure $\mu_f$ is absolutely continuous with respect to the surface measure $\sigma^{d-1}$ on $\mathbb{S}^{d-1}$. Moreover, the $\sigma^{d-1}$-density $h$ of $\mu_f$ is $\sigma^{d-1}$-almost surely given by

$$
h(\xi) = \int_{0}^{\infty} f(r\xi) \, r^{d-1} \, dr, \quad \xi \in \mathbb{S}^{d-1}.
$$
Proof of Theorem D.5: i). This immediately follows from Lemma B.3 and ray $\mathbb{S}^{d-1} = \mathbb{R}^d \setminus \{0\}$.

ii). Using Lemma D.4 we see that the measure $\mu_f$ can be evaluated by

$$
\mu_f(A) = \int_{\mathbb{R}^d} 1_{\text{ray } A} \cdot f \, d\lambda^d \\
= \int_{\mathbb{S}^{d-1}} \int_0^\infty 1_{\text{ray } A(r\xi)} \cdot f(r\xi) \, r^{d-1} \, dr \, d\sigma^{d-1}(\xi) \\
= \int_{\mathbb{S}^{d-1}} 1_A(\xi) \cdot \int_0^\infty f(r\xi) \, r^{d-1} \, dr \, d\sigma^{d-1}(\xi) \\
= \int_A h(\xi) \, d\sigma^{d-1}(\xi)
$$

where in the second to last step we used $1_{\text{ray } A}(r\xi) = 1_A(\xi)$ for all $\xi \in \mathbb{S}^{d-1}$ and all $r > 0$.

Let us now recall some facts about sub-Gaussian random variables. To this end, we denote, for a given a random variable $X$, its sub-Gaussian norm by $\|X\|_{\psi_2}$, that is

$$
\|X\|_{\psi_2} := \inf\left\{ t > 0 : \mathbb{E}\exp(X^2/t^2) \leq 2 \right\}.
$$

We say that $X$ is sub-Gaussian if $\|X\|_{\psi_2} < \infty$. Some simple properties of $\| \cdot \|_{\psi_2}$ and characterizations of sub-Gaussian random variables can be found in [16, Chapter 2.5]. In particular recall from there that $\|X\|_{\psi_2} \leq \frac{1}{\sqrt{\ln 2}} \|X\|_{\infty}$ for all bounded $X$. In addition, we have $\|\alpha X\|_{\psi_2} = |\alpha| \cdot \|X\|_{\psi_2}$ whenever $\|X\|_{\psi_2} < \infty$. Finally, since the moment generating function of a $Z \sim \chi_1^2$ is

$$
\mathbb{E}e^{tZ} = \frac{1}{\sqrt{1-2t}}, \quad t \in [0, 1/2),
$$

it is easy to check that $\|X\|_{\psi_2} = \sqrt{8/3}$ for $X \sim \mathcal{N}(0, 1)$.

Now, [16, Theorem 3.1.1], or more precisely, Inequality (3.3) in its proof, provides the following concentration of the Euclidean norm. Note that some tedious calculations along the lines of its proof will actually provide a value for the universal constant in this estimate.

Theorem D.6. There exists a universal constant $K > 0$ such that for all $d \geq 1$, all i.i.d. random variables $X_1, \ldots, X_d$ with $c_X := \max\{1, \|X_1\|_{\psi_2} \} < \infty$ and $\mathbb{E}X_1^2 = 1$, and all $t > 0$ the random vector $X = (X_1, \ldots, X_d)$ satisfies

$$
P\left( \|X\|_2 - \sqrt{d} \geq t \right) \leq 2 \exp\left( - \frac{Kt^2}{c_X^4} \right).
$$

Lemma D.7. Let $Y$ be a symmetric random variable. Then we have $2\mathbb{E}|Y|_+^2 = \mathbb{E}Y^2$.

Proof of Lemma D.7: Let $P_Y$ be the distribution of $Y$. Then a simple calculation shows

$$
\mathbb{E}|Y|_+^2 = \int_{\mathbb{R}} |y|_+^2 \, dP_Y(y) - \int_{(0, \infty)} y^2 \, dP_Y(y).
$$

Moreover, an analogous calculation shows

$$
\mathbb{E}Y^2 = \int_{\mathbb{R}} y^2 \, dP_Y(y) = \int_{(-\infty, 0)} y^2 \, dP_Y(y) + \int_{(0, \infty)} y^2 \, dP_Y(y) = \int_{(0, \infty)} y^2 \, dP_Y(y) + \int_{(0, \infty)} y^2 \, dP_Y(y),
$$

where in the last step we used the symmetry of $P_Y$. By combining both equations we obtain the assertion. \qed
Table 2: Comparison between the original method $He$-$et$-$al$., the weight initialization of $He$-$et$-$al$ with biases set by one of our methods, and our new method. The results show that our method significantly outperforms the original method $He$-$et$-$al$. For example, our new method is worse than $He$-$et$-$al$. on less than 25% of the data sets. Moreover, the middle column indicates that most of the improvement originates from the new bias initialization.
| SeLU SNN zero | SeLU ball hull -5 |
|----------------|------------------|
| abalone        | 1974 ± 0.1077    |
| adult          | 196 ± 0.2411     |
| anuran-calls-families | 0.01034 ± 0.00294 |
| anuran-calls-gena  | 0.00320 ± 0.00195 |
| anuran-calls-specio | 0.00141 ± 0.00065 |
| aula           | 14461 ± 2668     |
| bank-marketing | 0.0143 ± 0.00266 |
| bank-marketing-additional | 0.00599 ± 0.00279 |
| chess          | 0.01109 ± 0.00488 |
| chess-krivs    | 10803 ± 0.01281  |
| crowd-sourced-mapping | 0.00672 ± 0.0072  |
| defaults-credit-card | 17698 ± 0.01420  |
| eeg-eye-salts  | 42336 ± 0.00948  |
| epilepsy-seizure-recognition | 0.05459 ± 0.00775  |
| firm-teacher-clave | 0.02059 ± 0.00370  |
| first-order-theorem-proving | 22261 ± 0.01286 |
| gas-sensor-drift-clas | 0.00251 ± 0.00138 |
| gesture-phase-segmentation-raw | 0.00526 ± 0.00231 |
| gesture-phase-segmentation-vat | 17122 ± 0.01044 |
| htrng          | 0.02067 ± 0.00174 |
| human-activity-smartphones | 0.00509 ± 0.00000 |
| indoor-loc-building | 0.00599 ± 0.00015 |
| indoor-loc-relative | 0.00540 ± 0.00073 |
| insurance-treemach | 0.00225 ± 0.00089 |
| lameist-satimage | 0.00148 ± 0.00034 |
| malanion        | 43416 ± 0.03040  |
| magic-games-telescopes | 13844 ± 0.00930 |
| mushroom        | 0.00500 ± 0.00000 |
| muscle          | 0.00905 ± 0.00140 |
| mushroom        | 0.00244 ± 0.00000 |
| nursery         | 0.01029 ± 0.00038 |
| occupancy-detection | 0.00929 ± 0.00048 |
| ozone-level-livi | 0.03245 ± 0.00361 |
| ozone-level-livi | 0.00997 ± 0.00077 |
| page-blocks     | 0.01786 ± 0.00434 |
| pishing         | 0.03025 ± 0.00596 |
| polish-companies-bankruptcy-1year | 0.02910 ± 0.00010 |
| polish-companies-bankruptcy-2year | 0.03942 ± 0.00007 |
| polish-companies-bankruptcy-3year | 0.04179 ± 0.00017 |
| polish-companies-bankruptcy-4year | 0.04458 ± 0.00024 |
| polish-companies-bankruptcy-5year | 0.04784 ± 0.00027 |
| seismic-bumps   | 0.06747 ± 0.00258 |
| smartphone-human-activity-postural | 0.01000 ± 0.00000 |
| spambase        | 0.00712 ± 0.00911 |
| thyroid-all-bp  | 0.03896 ± 0.00514 |
| thyroid-all-kypo | 0.01124 ± 0.00401 |
| thyroid-all-kypo | 0.03480 ± 0.00242 |
| thyroid-all-rep | 0.03120 ± 0.00387 |
| thyroid-ann     | 0.02838 ± 0.00664 |
| thyroid-din     | 0.01780 ± 0.00265 |
| thyroid-kypo    | 0.01984 ± 0.00448 |
| thyroid-sick    | 0.03903 ± 0.00818 |
| thyroid-thyca   | 0.00906 ± 0.00085 |
| turkey-student-evaluation | 0.02994 ± 0.00590 |
| wall-follow-robot-4 | 0.00569 ± 0.00069 |
| wall-follow-robot-4 | 0.03446 ± 0.00265 |
| wall-follow-robot-4 | 0.00958 ± 0.00176 |
| waveform        | 0.01045 ± 0.01045 |
| waveform-dose   | 0.01013 ± 0.01060  |
| will            | 0.02460 ± 0.00565  |
| wine-quality-all | 0.03999 ± 0.01188  |
| wine-quality-bdry | 0.03885 ± 0.00257  |
| wine-quality-white | 0.03912 ± 0.01654  |

Table 3: Comparison between the original SeLU initialization and our SeLU initialization. In terms of ranks, our method only has a small advantage. However, for the data sets on which our method is worse than the original, the performance of both is still quite comparable. In contrast, if the original initialization is worse than ours, there is often a significant performance gap. In this sense, our new method is more reliable.
Table 4: Comparison between He-et-al. with batch normalization, the original SELU, and our new method. Our new method outperforms the two standard approaches both in terms of ranking and reliability.
Table 5: Comparison between He-et-al. with batch normalization, the original SeLU, and our new method. Our new method outperforms the two standard approaches in terms of both ranking and reliability.