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Abstract—In this paper, we propose a framework for predicting frame errors in the collaborative spectrally congested wireless environments of the DARPA Spectrum Collaboration Challenge (SC2) via a recently collected dataset. We employ distributed deep edge learning that is shared among edge nodes and a central cloud. Using this close-to-practice dataset, we find that widely used federated learning approaches, specially those that are privacy preserving, are worse than local training for a wide range of settings. We hence utilize the synthetic minority oversampling technique to maintain privacy via avoiding the transfer of local data to the cloud, and utilize knowledge distillation with an aim to benefit from high cloud computing and storage capabilities. The proposed framework achieves overall better performance than both local and federated training approaches, while being robust against catastrophic failures as well as challenging channel conditions that result in high frame error rates.

I. INTRODUCTION

WIRELESS edge devices are becoming ubiquitous for applications like the Internet of Things (IoT) and smart cities. Due to the massive data generated by these edge devices in environments that are typically difficult to model, deep learning algorithms are ideal candidates for their intelligent decision making to enhance the performance metrics for accuracy, safety and latency. Conventionally, effective training of deep learning models needs transferring the entire training dataset of all devices to a cloud server. Then, the cloud sends the trained model to all devices for on-device inference. However, with the huge increase in edge network sizes, this approach may not be suitable with the expanding requirements of real-time applications. Transferring training data to the cloud server may become uneconomical due to bandwidth limitation, may result in unexpected latency, and data privacy and security regulations may be violated. Hence, it is preferred to store and process data close to or at the devices. Consequently, a distributed training framework for sensitive data called federated learning was introduced, enabling training large numbers of edge models even with unbalanced and/or non independently and identically distributed (i.i.d.) data.

The first design of federated learning is Federated Averaging (FedAvg) [1]. In each communication round, the cloud sends the global model to a small set of randomly selected devices. Then, each of these devices updates the model based on its own training data and sends the trained model back to cloud, where new models are aggregated to obtain the updated global model. Finally, the cloud sends the aggregated model for all devices for inference. However, this approach suffers from privacy issues [2] as the model can leak information about the training data of the individual devices [3]. Differential privacy based strategies were hence incorporated [4].

Obtaining better models is the primary stimulant for devices to participate in federated learning. However, federated models typically suffer from bias towards data distributions at selected devices, which can severely affect generalization [5].

In this work, we utilize edge learning for frame error prediction using a DARPA Spectrum Collaboration Challenge (SC2) dataset. In this collaborative intelligent spectrum sharing environment, dynamic changes make this a difficult problem to solve using rule based or pure statistical modeling, and deep learning based methods were recently shown to deliver promising performance [6]. The physical separation between communication nodes makes them subject to different local environments, which could aggravate the aforementioned federated learning generalization issue.

Using the SC2 dataset, when measuring the classification accuracy of federated models for individual devices, we find that it is often significantly worse than that of locally trained models, eliminating the primary stimulant to take part in federated learning. Interestingly, we find that the inferior accuracy compared to local training is particularly significant in cases where channels exhibit a high frame error rate.

We hence propose a framework that depends on knowledge distillation to efficiently exploit the available high cloud computing and storage capabilities. To preserve privacy, this framework does not expose local data to the cloud, rather utilizing synthetically generated data to train the cloud teacher model. Our proposed framework achieves overall better performance than local and federated training alternatives. Compared to federated methods, it demonstrates robustness against catastrophic failures, where the distributed model is significantly outperformed by local training, and significantly outperforms federated models in highly erroneous environments.
II. BACKGROUND

Federated Averaging (FedAvg): is the original design for federated learning. It is a decentralized learning technique that utilizes a periodic model parameters exchange between the devices and the cloud without sharing information about the training data. First, the cloud initializes a global model $g_0$, randomly selects a small set of devices and sends them the current model. Then, each selected device with index $i$ uses its own training data to train this model as shown in Fig. 1 and sends the learned parameters $w_i$ back to the cloud for aggregation into the new global model $g_{t+1}$:

$$g_{t+1} = \frac{1}{N} \sum_{i=1}^{N} w_i.$$  \hspace{1cm} (1)

Differential Privacy Federated Averaging (DP-Fed): is the original FedAvg technique incorporating differential privacy as a solution to solve the privacy issue. DP-Fed commonly uses Differentially Private Stochastic Gradient Descent (DP-SGD) [7] which is a noisy variant of the Stochastic Gradient Descent (SGD) optimizer. The key idea relies on clipping the gradients of the parameters then adding noise.

Synthetic Minority Oversampling Technique (SMOTE): is a technique proposed to deal with class imbalance in a dataset by oversampling the minority class to make the dataset balanced. We utilized the idea of this technique to generate full synthetic training data for each device. First, SMOTE selects a random sample of data $v$. Then, it selects $k$ (we selected $k = 5$) neighbours for $v$ as described in [8]. It randomly chooses one of the selected neighbours $w$ and generates a new sample $z$ as follows:

$$z = v + r * (v - w),$$  \hspace{1cm} (2)

where $r$ is a random number between 0 and 1. Finally, each device sends its SMOTE generated training data to the cloud where it is stored and processed.

Knowledge Distillation (KD): was originally proposed as a compression technique to distill knowledge from a huge trained teacher model to a small student model without the need for costly computation and storage [9]. The basic idea for KD is that the student model not only trains through information provided by class labels, but also with the help of softened probabilities provided by the teacher model output, as depicted in Fig. 2. Let the logits (inputs to the final softmax layer) for both the teacher and student models be $o_t$ and $o_s$, respectively. For classical student model training, the cross entropy loss $l_{cross}$ is used to penalize the mismatch between the student model output $\sigma(o_s)$ and the class label $y_t$. In other words, the loss of the student model in this case can be represented as

$$l_S = l_{cross}(\sigma(o_s), y_t).$$  \hspace{1cm} (3)

In KD, the student model attempts to match its softened output $\sigma(o_s/T)$ with the softened output of the teacher model $\sigma(o_t/T)$ using a KL-Divergence loss,

$$l_{KL} = T^2 KL(\sigma(o_s/T), \sigma(o_t/T)),$$  \hspace{1cm} (4)

where $T$ is a hyperparameter known as a temperature, which was originally introduced to provide control over the softening probability distribution of the teacher model output. The student model in KD is trained using the following loss function,

$$l_{KD} = \alpha l_S + (1 - \alpha)l_{KL},$$  \hspace{1cm} (5)

where $\alpha$ is a weight hyperparameter.

Transfer Learning with KD (TF-KD): We develop a technique integrating transfer learning with KD. First, each device trains using KD with only its own generated SMOTE data. Then, each device fine-tunes its trained KD model by training it locally on its original local data.

III. DATASET

In this work, we utilize a version of our recently collected SC2 dataset used in [6]. The dataset contains telemetry from wireless nodes in a CIRN deployed in a specific environment (scenario) with other competing Collaborative Intelligent Radio Network (CIRN)s. The gateways of the CIRNs use a common protocol, called the CIRN Interaction Language (CIL) to coordinate the dynamic allocation of channels (see Fig. 3). A CIRN is designed to extract maximum QoS performance, while ensuring that other CIRNs have resources available to maintain a baseline QoS. There are 14 scenarios in total, involving 5 CIRNs with 10 nodes each, with details shown for CIRN 1.

![Fig. 2: Proposed Knowledge Distillation Model.](image)

![Fig. 3: Match setup of DARPA SC2 Dataset involving 5 CIRNs with 10 nodes each, with details shown for CIRN 1.](image)
ranging from environments, urban, rural and high path loss scenarios to specialized environments. For each match, a CIRN consists of 10 Software Radio Nodes (SRN), and 5 CIRNs share the spectrum in a band-congested environment. The dataset is divided into two parts, Scrimmage 4 (Scr4) and Scrimmage 5 (Scr5), which correspond to the last two practice rounds (Scrimmages) before the final event of SC2. In Scr4, the channel allocation decision parameters for our CIRN are randomized leading to more frequent re-allocation. We accumulate data for different nodes (edges) across matches, resulting in 154 nodes for Scr4 and 408 nodes for Scr5. The randomization strategy in Scr4 results in a higher frame error rate. The frame error rates for Scr4 and Scr5 are 39% and 30%, respectively, resulting in a combined frame error rate of 33.33%.

IV. Edge Learning for Frame Error Prediction

In this collaborative spectrum sharing communication environment, the dynamically changing environmental parameters make it hard for traditional frame error prediction methods to perform well, and deep learning based methods offer promising performance improvements. Frame error prediction is vital for individual nodes to obtain the best possible QoS, and autonomously select the best possible transmission parameters. This prediction problem is approached at the transmission side, using data that is available only to the transmitting node. If the current parameters indicate a possibility of frame error at the receiver side, the transmitting node can then tune the transmission parameters to avoid the error, saving vital resources like channel bandwidth and processing at the receiver side. We utilize the frame transmission error information available from the receiver side in the dataset to train and test our prediction algorithms.

Our node based dataset is ideal for edge learning. Unlike synthetic benchmarks where the data is arbitrarily divided into groups for edges, the dataset is built from the ground up using per edge data collection. Each node is subject to widely different channel parameters determined by DARPA’s realistic Colosseum emulator, thereby creating variability in local data that can impact decisions. On the other hand, aggregation of information from nodes allows us to train using a much diverse information set. In a communication network like this, ensuring data privacy as well as maintaining generalization performance when aggregating information are also major issues. The goal of this study is to offer a framework that can utilize aggregated information in an edge learning environment to improve frame error prediction accuracy compared to local training while preserving privacy.

To predict frame errors, we utilize the noise variance, modulation and coding scheme and allocated channel information, where these features were selected based on a Recursive Feature Elimination (RFE) saliency analysis. Keeping the feature vector compact minimizes the required computational cost. In our tests, this compact feature vector demonstrated performance that is close to larger feature vectors containing further information such as the Power Spectral Density (PSD) measurements. The test train split is kept as 1:1, i.e. half the data from each edge or node is used for training. Due to the inherent differences between Scr4 and Scr5, all models are trained and tested separately on them.

The network used at individual edges for local training is based on a multi layer perceptron (MLP) based approach. The considered MLP is similar to the one in [6] and has a small size hence its training is computationally cheap, which makes it suitable for use at nodes with low processing power. We used the same network for the considered federated approaches. Further, for federated approaches, 10 communication rounds are employed. For DP-Fed, We use Gaussian noise $N(0,\sigma)$ with standard deviation $\sigma = 0.01$. For knowledge distillation based approaches, the student networks are MLP based. The teacher network is a CBSDNN network similar to the one used in [6], which combines the advantages of CNN layers with bidirectional Simple Recurrent Units (SRU). Based on empirical testing, we use $T = 10$, $\alpha = 0.4$ for Scr4 and $\alpha = 0.5$ for Scr5. For MLP model training, we use the SGD optimizer with a learning rate of .001 and a momentum of 0.9 and for CBSDNN, we use the Adam optimizer with a learning rate of .0001.

The list of abbreviations for considered approaches is as follows. Local: Local Training Only. FedAvg, DP-Fed and TF-KD are as defined above. KD-Scr: Knowledge Distillation using real data for teacher network training. KD-SMOTE: Knowledge Distillation using SMOTE data for teacher network training. Ensemble: Ensemble method taking votes from three privacy preserving methods (Local, DP-Fed, KD-SMOTE).

V. Results

In Fig. 4, the accuracy of considered algorithms is presented for scrimmages 4 and 5. Here, Edge Accuracy represents the average of individual edge accuracy, while Frame Accuracy represents the average accuracy of all frames across edges. In Scr4, the factors behind channel allocation are randomized based on either the PSD measurement or the received CIL message, thereby exploring more unique channels per match compared to Scr5. This manifests itself in a consistently higher frame error rate, as randomization typically requires more frames for effective training. When the overall accuracy of both Scrimmages 4 and 5 is considered, KD based methods outperform other methods. On an overall frame accuracy metric, federated learning outperforms local training, but on the average edge accuracy metric, it falls below. The privacy-preserving DP-Fed results in a further drop. On the other hand, moving from KD-Scr to privacy preserving KD-SMOTE and TF-KD confers minimal performance change, and outperforms local accuracy over both edge and frame metrics.

It is interesting to examine results for individual nodes - depicted in Fig. 5 - that are representative of interesting cases as follows. Node 57 in the figure represents a case where all considered algorithms deliver acceptable performance. For Node 41, all distributed methods outperform local training. For Node 243, the TF-KD method fails along with local training. On the other hand, for Node 67, TF-KD and local training deliver significantly superior performance than all
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2See [10] for an explanation of bandwidth and channel allocation factors.

3MLP and CBSDNN have 7952 and 247950 trainable parameters, in order.
other distributed methods. For Node 122, only TF-KD delivers good performance. For Node 200, we can see a case where federated methods fail while others do not. Finally, for Node 8, federated methods are the only successful ones.

In summary, the complementarity in performance between KD and federated based methods is interesting and could pave the way for novel ensemble approaches that capitalize on this observation. In particular, it is obvious how KD based methods, and specially TF-KD, succeed in cases where local training outperforms federated learning. Furthermore, by analyzing the cases represented through nodes 67, 122 and 200, we can see that as TF-KD combines local and distributed training, it can succeed when either of them fails. This is interesting, specially as the considered ensemble method also combines local and distributed training but fails in most of these cases.

We then investigate the variability in performance across different edge nodes via considering local training as a baseline and show the results in Table I. Both scrimmages 4 and 5 are considered together. Here, a negative $\Delta$ value signifies better local training performance. We can observe that federated methods perform significantly worse ($\Delta < -25\%$ and $\Delta < -15\%$) for a large number of nodes, which indicates lack of reliability and larger variability in performance across different edge nodes, which is consistent with the intuition behind the bias issue hindering federated learning generalization performance [5]. Contrarily, KD based methods, and specially TF-KD, maintain more uniform performance and distribute their gain more fairly across edge nodes.

In Fig. 6, we divide nodes into four groups based on frame error rate. We note how federated learning becomes unreliable at nodes with high frame error rates, as explicitly exploiting local data becomes crucial to learn the multitude of error causes. Finally, it is important to note how TF-KD outperforms other KD based methods at high frame error rates.

**VI. CONCLUDING REMARKS**

We investigated the potential of knowledge distillation for wireless edge learning, via an empirical comparison of frame error prediction performance with federated learning using a recently available DARPA SC2 dataset. The proposed framework further incorporates privacy preservation through relying on SMOTE generated, rather than actual, data at the cloud. Interestingly, the proposed framework, and specially the transfer learning based TF-KD method, overcome the weaknesses of popular federated learning methods, when applied to the considered spectrally congested wireless environments, and exhibit robustness against catastrophic failures and performance degradation with high frame error rates. This lays the ground for further studies on knowledge distillation based methods in wireless edge networks with highly variable dynamics affecting different nodes.
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