Weighted random–geometric and random–rectangular graphs: Spectral and eigenfunction properties of the adjacency matrix
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Within a random-matrix-theory approach, we use the nearest-neighbor energy level spacing distribution \( P(s) \) and the entropic eigenfunction localization length \( \ell \) to study spectral and eigenfunction properties (of adjacency matrices) of weighted random–geometric and random–rectangular graphs. A random–geometric graph (RGG) considers a set of vertices uniformly and independently distributed on the unit square, while for a random–rectangular graph (RRG) the embedding geometry is a rectangle. The RRG model depends on three parameters: The rectangle side lengths \( a \) and \( 1/a \), the connection radius \( r \), and the number of vertices \( N \). We then study in detail the case \( a = 1 \) which corresponds to weighted RGGs and explore weighted RRGs characterized by \( a \sim 1 \), i.e. two-dimensional geometries, but also approach the limit of quasi-one-dimensional wires when \( a \gg 1 \). In general we look for the scaling properties of \( P(s) \) and \( \ell \) as a function of \( a, r \) and \( N \). We find that the ratio \( r/N^\gamma \), with \( \gamma(a) \approx -1/2 \), fixes the properties of both RGGs and RRGs. Moreover, when \( a \gg 10 \) we show that spectral and eigenfunction properties of weighted RRGs are universal for the fixed ratio \( r/CN^\gamma \), with \( C \approx a \).

PACS numbers:

I. INTRODUCTION AND GRAPH MODEL

Complex networked systems are made up by many units (be them individuals, atoms, genes, plants, etc.) that interact among them following often non-trivial patterns. These patterns can be mapped into complex networks [1]. The study of the interaction topology has provided deep insights into the dynamics and functioning of complex systems found in biological, social, technological and natural domains. In general, networks are not embedded in any physical or geographical space, but often, we need to preserve the spatial component [2] of the interaction networks. In such cases, a widely used class of models is the Random Geometric Graph (RGGs) [3, 4]. These graphs share many properties with Random Graphs [5], like a homogeneous degree distribution, but contrary to the latter, they might also show high clustering and a larger mean average path length. Additionally, a time dependent network topology is obtained from RGGs by allowing nodes to move in and out of each other’s contact range according to a random walk mobility model. These properties have made RGGs very useful to study the structure and dynamics of spatially embedded complex systems, with applications as diverse as the characterization of the spatial connectivity when the population density is non-uniform [6], synchronization phenomena [7], wireless ad-hoc communications [8] and disease dynamics [9, 10].

RGGs are however defined in a two-dimensional plane. In some situations, like when modeling disease transmission between plants, or some cities, it is convenient to have the freedom to tune the shape of the space in which nodes are embedded. Random rectangular graphs (RRGs) were recently introduced as a generalization of RGGs [11] to allow for the previous flexibility in the geographical space. A RRG is defined as a set of \( N \) vertices (nodes) uniformly and independently distributed on a rectangle of unit area. Here, two vertices are connected by an edge if their Euclidian distance is \( \leq r \). Therefore, this random graph model depends on three parameters: The rectangle side lengths \( a \) and \( 1/a \), the connection radius \( r \), and the number of vertices \( N \). Note that when \( a = 1 \) the vertices are placed in a two-dimensional box, while if \( a \gg 1 \) they are embedded in a quasi-one-dimensional geometry. When \( a = 1 \), i.e. when the rectangle becomes the unit square, the RGG model is recovered. As examples, in Fig. 1 we show a RGG (upper panel) and a RRG with \( a = 4 \) (lower panel), both having \( N = 500 \) and \( r = 0.05 \).

Regardless of the very recent introduction of RRGs [11] there are already several studies available on them [11][14]. Topological properties such as the average degree, the degree distribution, the average path length, and the clustering coefficient were reported in [11]; while dynamical properties of processes occuring on top of these graphs were studied in [12] (synchronizability), [13] (consensus dynamics), and [14] (disease spreading). The main conclusion from these works is that the properties of RRGs and the dynamics of the system strongly depend on the rectangle elongation and thus, they can be drastically different to those of RGGs. For example, for \( a \gg 1 \) the RRG becomes ‘large-world’; i.e. its connectivity decays to zero.

However, to the best of our knowledge, the study of spectral and eigenfunction properties of RRGs is still lacking (although, some spectral properties of RGGs have already been reported, both theoretically [15] and numerically [16, 17]). Spectral properties are important in the study of several dy-
FIG. 1: (Color online) (a) A weighted RGG with $N = 500$ and $r = 0.05$ (equivalently a weighted RRG with $a = 1$). (b) A weighted RRG with $N = 500$, $r = 0.05$, and $a = 4$. Here, since vertices and edges have weights given by Gaussian random variables with zero mean, we draw vertices and edges in red (blue) if the weight is negative (positive). Also, the larger the size (width) of the vertex (edge) the larger its weight magnitude.

Non-mechanical processes on networks, as in many cases, they determine the critical properties of the systems under study. Therefore, in this paper we undertake this task and perform a systematic analysis of the spectral and eigenfunction properties of RRGs within a random-matrix-theory (RMT) approach. Specifically, we use the nearest-neighbor energy level spacing distribution $P(s)$ and the entropic eigenfunction localization length $\ell$ to characterize spectral and eigenfunction properties of the adjacency matrices of weighted RRGs. In doing so, we first analyze in detail weighted RGGs. In general, we look for the scaling properties of $P(s)$ and $\ell$ as a function of $a$, $r$ and $N$. We report that the ratio $r/N^\gamma$, with $\gamma(a) \approx -1/2$, fixes the properties of both RGGs and RRGs. In addition, we also demonstrate that for $a \geq 10$ the spectral and eigenfunction properties of RRGs are universal for the fixed ratio $r/CN^\gamma$, with $C \approx a$.

Here, furthermore, we consider an important addition to the standard [11,14] RRG model: Weights for vertices and edges. In fact, the examples shown in Fig. 1 correspond to weighted random graphs (see the caption for the color coding). Our motivation to include weights to the standard RRG model is three-fold: First, we would like to consider more realistic graphs in which vertices and edges are not equivalent; therefore their corresponding adjacency matrices are not just binary, see e.g. [13]. Second, we want to retrieve well known random matrices in the appropriate limits in order to use RMT results as a reference. And third, we want to effectively approach the limit of $r \to 0$, i.e., the limit of strongly
sparse graphs, which is not accessible with binary adjacency matrices since binary matrices become the null matrix in that limit. Specifically, for our weighted RRG model, the non-vanishing elements of the corresponding adjacency matrices are statistically independent random variables drawn from a normal distribution with zero mean \( \langle A_{ij} \rangle = 0 \) and variance \( \langle |A_{ij}|^2 \rangle = (1 + \delta_{ij})/2 \). Accordingly, a diagonal adjacency random matrix is obtained for \( r = 0 \) (known in RMT as the Poisson case), whereas the Gaussian Orthogonal Ensemble (GOE) is recovered when \( r = a \).

A study of spectral properties of RGGs, also within a RMT approach, has been recently reported in Ref. [17]. However, in contrast to our study, the authors of [17] analyzed binary adjacency matrices and focused on parameter combinations for which the graph is in the weak sparse regime only. Below we use exact numerical diagonalization to obtain the eigenvalues which the graph is in the weak sparse regime only. Below we use exact numerical diagonalization to obtain the eigenvalues \( E^m \) and eigenfunctions \( \Psi^m \) (\( m = 1 \ldots N \)) of the adjacency matrices of large ensembles of weighted random graphs characterized by \( a, r, \) and \( N \).

II. WEIGHTED RANDOM GEOMETRIC GRAPHS

In order to set up our approach with a somewhat simpler (in the sense that it contains one parameter less), but extensively studied, model we first study weighted RGGs.

A. Spectral properties

As anticipated, here we use the nearest-neighbor energy level spacing distribution \( P(s) \) [19] to characterize the spectra of weighted RGGs. For \( r = 0 \), i.e., when the vertices in the weighted RGG are isolated, the corresponding adjacency matrices are diagonal and, regardless of the size of the graph, \( P(s) \) follows the exponential distribution,

\[
P(s) = \exp(-s), \quad (1)
\]

which is better known in RMT as Poisson distribution. In the opposite limit, \( r = 1 \), when the weighted graphs are fully connected, the adjacency matrices become members of the GOE (full real symmetric random matrices) and \( P(s) \) closely follows the Wigner-Dyson distribution,

\[
P(s) = \frac{\pi}{2} s \exp \left( -\frac{\pi}{4} s^2 \right). \quad (2)
\]

Thus, for a fixed graph size, by increasing \( r \) from zero to one, the shape of \( P(s) \) is expected to evolve from the Poisson distribution to the Wigner-Dyson distribution. Moreover, due to the increase in the density of nodes, a similar transition is expected to occur by increasing \( N \) for a fixed connection radius. In Fig. 2 we explore both scenarios.

We construct histograms of \( P(s) \) by using \( N/2 \) unfolded spacings [19], \( s_m = (E^{m+1} - E^m)/\Delta \), around the band center of a large number of graph realizations (such that all histograms are constructed with \( 5 \times 10^5 \) spacings). Here, \( \Delta \) is the mean level spacing computed for each adjacency matrix.

![Figure 2](image.png)

FIG. 2: (Color online) Nearest-neighbor energy level spacing distribution \( P(s) \) for weighted RGGs. In (a) \( N = 500 \) and \( r = 0, 0.08, 0.1, \) and 1. In (b) \( r = 0.1 \) and \( N = 50, 250, 500, \) and 1000. Full lines correspond to Poisson and Wigner-Dyson distribution functions given by Eqs. (1) and (2), respectively.

Figure 2 presents histograms of \( P(s) \) for the adjacency matrices of weighted RGGs: In Fig. 2(a) the graph size is fixed to \( N = 500 \) and \( r \) takes the values 0, 0.08, 0.1, and 1. In Fig. 2(b) the connection radius is set to \( r = 0.1 \) while \( N \) increases from 50 to 1000. In both figures, as anticipated, one can see that \( P(s) \) evolves from Poisson to Wigner-Dyson distribution functions (also shown as reference). Transitions from Poisson to Wigner-Dyson in the spectral statistics have also been reported for adjacency matrices corresponding to other complex network models in Refs. [20–30].

Now, in order to characterize the shape of \( P(s) \) for weighted RGGs we use the Brody distribution [31, 32]

\[
P(s) = (\beta + 1)a_{\beta}s^\beta \exp \left( -a_{\beta}s^{\beta+1} \right), \quad (3)
\]

where \( a_{\beta} = \Gamma(\beta + 2)/(\beta + 1)^{\beta+1}, \) \( \Gamma(\cdot) \) is the gamma function, and \( \beta \), known as Brody parameter, takes values in the range \([0, 1]\). Equation (3) was originally derived to provide an interpolation expression for \( P(s) \) in the transition from Poisson to Wigner-Dyson distributions. In fact, \( \beta = 0 \) and \( \beta = 1 \) in Eq. (3) produce Eqs. (1) and (2), respectively. We want to remark that, even though the Brody distribution has been obtained through a purely phenomenological approach and the Brody parameter has no decisive physical meaning, it serves as a measure for the degree of mixing between Poisson and
GOE statistics. In particular, as we show below, the Brody parameter will allows us to identify the onset of the delocalization transition and the onset of the GOE limit in RGGs. It is also relevant to mention that the Brody distribution has been applied to study other complex networks models [17][26-30][33].

We now perform a systematic study of the Brody parameter as a function of the graph parameters \( r \) and \( N \). To this end, we construct histograms of \( P(s) \) for a large number of parameter combinations to extract systematically the corresponding values of \( \beta \) by fitting them using Eq. (3) (not shown here). Figure 3(a) reports \( \beta \) versus \( r \) for five different graph sizes. Notice that in all cases the behavior of \( \beta \) is similar: \( \beta \) shows a smooth transition from zero (Poisson regime) to one (Wigner-Dyson or GOE regime) when \( r \) increases from \( r < 1 \) (mostly isolated vertices) to one (fully connected graphs). Additionally, note that the larger the graph size \( N \), the smaller the value of \( r \) needed to approach the GOE limit. We would like to add that our results coincide with those in Ref. [17], where the \( P(s) \) of RRGs with \( r = 0.09375 \) and \( r = 0.3 \), both with \( N = 1000 \), was shown to be very close to the GOE statistics (after removing degeneracies produced by the binary nature of the adjacency matrices considered).

It is worth stressing that the curves shown in Fig. 3(a) have the same functional form, but they shift to the left of the \( r \)-axis when the graph size is increased. Moreover, the displacement seems constant when duplicating \( N \). This observation makes us think that these curves may obey a scaling relation (somehow dependent on \( N \)) with respect to the connection radius. To look for this scaling, we first define a quantity that could characterize the displacement of the curves produced when \( N \) is changed. As a matter of fact, all curves of \( \beta \) versus \( r \) in the semi-log scale look very similar: They are approximately zero for small \( r \), then grow, and finally saturate. So, we can choose as the characteristic quantity, for example, the value of \( r \) at which the curves start to grow (i.e. the onset of the delocalization transition), the value at which the curves approach the saturation (i.e. the onset of the GOE limit), or the value at which the curve \( d\beta/dr \) vs. \( r \) reaches its maximum in the transition region. We choose the last quantity, which we denote by \( r^* \). In the inset of Fig. 3(b) we present \( r^* \) as a function of \( N \) in a log-log scale. The linear trend of the data (in the log-log scale) implies a power-law relation of the form

\[
 r^* = \mathcal{C} N^{\gamma}. \tag{4}
\]

Indeed, Eq. (4) provides a very good fitting of the data (the fitted values are reported in the figure caption). Therefore, by plotting again the curves of \( \beta \) now as a function of the connection radius divided by \( N^{\gamma} \), as shown in Fig. 3(b), we observe that curves for different graph sizes \( N \) collapse on top of a single curve. This means that once the ratio \( r/N^{\gamma} \) is fixed, no matter the graph size, the shape of \( P(s) \) is also fixed.

Interestingly, Figure 3(b) also provides a way to predict the shape of \( P(s) \) of weighted RGGs once the ratio \( r/N^{\gamma} \) is known: When \( r/N^{\gamma} < 1 \), \( P(s) \) has the Poisson shape. For \( r/N^{\gamma} > 3 \), \( P(s) \) is practically given by the Wigner-Dyson distribution. While in the range of \( 1 \leq r/N^{\gamma} \leq 3 \), \( P(s) \) is well described by Brody distributions characterized by a value of \( 0 < \beta < 1 \). Thus, \( r/N^{\gamma} \approx 1 \) and \( r/N^{\gamma} \approx 3 \) mark the onset of the delocalization transition and the onset of the GOE limit, respectively.

B. Eigenfunction properties

Once we have observed that the spectral properties of weighted RGGs show a transition from Poisson to Wigner-Dyson statistics, we expect that the eigenfunction properties can help us to confirm that transition. Therefore, in order to characterize quantitatively the complexity of the eigenfunctions of weighted RGGs we use the Shannon entropy, which for the eigenfunction \( \Psi^m \) is given as

\[
 S^m = -\sum_{n=1}^{N} (\Psi^m_n)^2 \ln(\Psi^m_n)^2. \tag{5}
\]

The Shannon entropy is a measure of the number of principal components of an eigenfunction in a given basis. In fact, it has been already used to characterize the eigenfunctions of adjacency matrices of several random network models (see some examples in Refs. [28][34][37]).

Here, \( S^m \) allows us to compute the so called entropic eigen-
function localization length \[^{[38]}\], i.e.

\[
\ell = N \exp \left\{ - \left( S_{\text{GOE}} - \langle S^m \rangle \right) \right\},
\]

where \( S_{\text{GOE}} \approx \ln(N/2.07) \) is the entropy of a random eigenfunction with Gaussian distributed amplitudes. We average over all eigenfunctions of an ensemble of adjacency matrices of size \( N \) to compute \( \langle S^m \rangle \) such that for each combination \((N,r)\) we use \( 5 \times 10^5 \) eigenfunctions. With definition \[^{[6]}\] when \( r = 0 \), since the eigenfunctions of the adjacency matrices of our weighted RGGs have only one non-vanishing component with magnitude equal to one, \( \langle S^m \rangle = 0 \) and \( \ell \approx 2.07 \). On the other hand, for \( r = 1 \), \( \langle S^m \rangle = S_{\text{GOE}} \) and the fully chaotic eigenfunctions extend over the \( N \) available vertices in the graph, i.e., \( \ell \approx N \).

Figure 3(a) shows \( \ell/N \) as a function of the connection radius \( r \) for weighted RGGs of sizes \( N = 250, 500, 1000, 2000, \) and 4000. We observe that the curves \( \ell/N \), for different \( N \), have the same functional form as a function of \( r \) but shifted to the left for increasing \( N \). Since this behavior is equivalent to that of \( \beta \) vs. \( r \) in Fig. 2(a) we anticipate the scaling of the curves \( \ell/N \) vs. \( r/N^\gamma \). Indeed, in Fig. 4(b) we verify the scaling by observing the coalescence of all curves onto a single one (in the inset of Fig. 4(b) we also report the curve \( \ell^* \) vs. \( N \) used to extract the exponent \( \gamma \).

From Fig. 3(b) it is clear that the curve \( \ell/N \) as a function of \( r/N^\gamma \) shows a universal behavior that can be easily described: (i) \( \ell/N \) transits from \( \approx 2.07/N \approx 0 \) to one by increasing \( r/N^\gamma \); (ii) for \( r/N^\gamma \approx 1 \) the eigenfunctions are practically localized since \( \ell \approx 1 \); hence the delocalization transition takes place around \( r/N^\gamma \approx 1 \); and (iii) for \( r/N^\gamma > 1 \) the eigenfunctions are practically chaotic and fully extended since \( \ell \approx N \).

Note that while the delocalization transition at \( r/N^\gamma \approx 1 \) is observed for both spectral and eigenfunction properties, the onset of the GOE limit occurs earlier for the \( P(s) \) (\( r/N^\gamma \approx 3 \)) than for \( \ell \) (\( r/N^\gamma \approx 10 \)). This result is usual in RMT models, see an example on random networks in Ref. \[^{[30]}\].

### III. WEIGHTED RANDOM RECTANGULAR GRAPHS

Once we have shown that spectral and eigenfunction properties of weighted RGGs (characterized by the Brody parameter and the entropic eigenfunction localization length, respectively) scale for the fixed ratio \( r/N^\gamma \), we extend our study to weighted RRGs for which RGGs are a limit case. We recall that the dimensions of the rectangular region defining the RRGs is specified by the parameter \( a \) which we set here to 2, 4, 10, 40, 100, and 1000; such that we explore two-dimensional geometries, i.e., \( a \approx 1 \), but also approach the limit of quasi-one-dimensional wires, when \( a \gg 1 \).

Based on the experience gained in the previous section on weighted RGGs we now perform a similar analysis for weighted RRGs. We construct several ensembles of weighted RRGs characterized by different combinations of \((a,r,N)\); then, after diagonalizing the corresponding adjacency matrices, we (i) construct histograms of \( P(s) \) and, by fitting them using Eq. \[^{[5]}\], extract the Brody parameters, and (ii) compute \( \ell \) from the Shannon entropy of the eigenfunctions.

When plotting \( \beta \) and \( \ell/N \) versus \( r \) for any \( a > 1 \) we observe the same scenario (not shown here) reported for \( a = 1 \) in the previous Section: The curves are shifted to the left for increasing \( N \) (see Figs. 3(a) and 3(a) as a reference). Then, we foresee the scaling of \( \beta \) and \( \ell/N \) when plotted as a function of \( r/N^\gamma \). Indeed, in Figs. 5(a) and 5(a) we present curves of \( \beta \) vs. \( r/N^\gamma \) and \( \ell/N \) vs. \( r/N^\gamma \), respectively, for several weighted RRGs with different sizes. In each figure we report three representative cases: \( a = 4 \) (left-black curves), 40 (middle-red curves), and 100 (right-blue curves). It is important to stress that we observe a very good scaling of the curves \( \beta \) and \( \ell/N \) versus \( r/N^\gamma \) for any \( a \); a clear manifestation of universality. Additionally, for completeness, in Tables \[^{I1}\] and \[^{I2}\] we report the values of the constant \( C \) and power \( \gamma \) obtained from the fittings of \( r^* \) vs. \( N \) with Eq. \[^{[4]}\].

Figures 4(a) and 4(a) show two important effects due to \( a \): (i) the larger the value of \( a \), the larger the values of \( r \) at which the onset of the delocalization transition and the onset of the GOE limit take place, and (ii) the larger the value of \( a \), the wider the transition region; for both spectral and eigenfunction properties. The first effect is evidenced by the displacement of the curves of \( \beta \) and \( \ell/N \) vs. \( r/N^\gamma \) to the right for increasing \( a \). In fact, this displacement, quantified by \( C \), turns
FIG. 5: (Color online) (a) Brody parameter $\beta$ as a function of $r/N^\gamma$ for weighted RRGs with $a = 4$ (left-black curves), 40 (middle-red curves), and 100 (right-blue curves). Shaded regions depict the width of the transition region $\Delta$ (normalized to $N^\gamma$) for $a = 4$ and 100. Inset: $\Delta$ (from the curves in main panel) vs. $a$. (b) Width of the transition region $\Delta$ as a function of $a$ for several graph sizes. Inset: $\Delta/CN^\gamma$ vs. $a$. The values of $C$ and $\gamma$ used here are reported in Table I.

out to be of the order of $a$; see Tables I and II. The second effect is better observed in Figs. 5(b) and 6(b) where we now plot $\beta$ and $\ell/N$ as a function of $r/CN^\gamma$ for several values of $a$. Here, it is clear that the transition is sharper for $a = 1$ (RGGs). However, once $a \geq 10$ the curves normalized to $CN^\gamma$ do not change much and they seem to approach a limiting curve. Note that we are also including the case $a = 1000$, which represents an extremely narrow quasi-one-dimensional geometry.

We also characterize the width of the transition region (the region between the onset of the delocalization transition and the onset of the GOE limit), that we call $\Delta$, as the full width at half maximum of the functions $d\beta/dr$ vs. $r$ and $d\ell/dr$ vs. $r$. As examples, the shaded regions in Figs. 5(a) and 6(a) corre-
TABLE I: Values of C and γ obtained from the fittings of curves \( r^n \) vs. \( N \) with Eq. (4). Here, \( r^n \) characterizes the Brody parameter as a function of \( r \).

| \( a \) | \( C_{\beta} \) | \( \gamma_{\beta} \) |
|---|---|---|
| 1 | 1.678 ± 0.006 | -0.465 ± 0.006 |
| 2 | 1.816 ± 0.018 | -0.467 ± 0.002 |
| 4 | 3.781 ± 0.540 | -0.536 ± 0.023 |
| 10 | 5.595 ± 1.699 | -0.527 ± 0.042 |
| 40 | 39.72 ± 2.975 | -0.574 ± 0.013 |
| 100 | 112.3 ± 20.51 | -0.592 ± 0.030 |
| 1000 | 694.36 ± 18.04 | -0.578 ± 0.031 |

TABLE II: Values of C and γ obtained from the fittings of curves \( r^n \) vs. \( N \) with Eq. (4). Here, \( r^n \) characterizes the entropic localization length as a function of \( r \).

| \( a \) | \( C_{\ell} \) | \( \gamma_{\ell} \) |
|---|---|---|
| 1 | 1.626 ± 0.061 | -0.425 ± 0.006 |
| 2 | 1.811 ± 0.053 | -0.433 ± 0.005 |
| 4 | 3.214 ± 0.117 | -0.488 ± 0.006 |
| 10 | 12.61 ± 1.370 | -0.585 ± 0.018 |
| 40 | 48.53 ± 2.306 | -0.576 ± 0.008 |
| 100 | 112.3 ± 20.51 | -0.592 ± 0.030 |
| 1000 | 1282.1 ± 33.03 | -0.584 ± 0.004 |

spond to \( \Delta \) (normalized to \( N^\gamma \)) for the curves with \( a = 4 \) and 100, while in the insets of Figs. 1b and 1b we report the values of \( \Delta \) for the curves in the corresponding main panels. Finally, in Figs. 1c and 1c we plot \( \Delta \) as a function of \( a \) for several graph sizes. From these figures we observe that: (i) \( \Delta \) increases proportional to \( a \), and (ii) \( \Delta/CN^\gamma \) is a universal function with two regimes (see the insets): when \( 1 \leq a < 10 \), \( \Delta/CN^\gamma \) increases with \( a \) while for \( a \geq 10 \) it remains constant.

IV. CONCLUSIONS

In this paper, within a random-matrix-theory approach, we have numerically studied spectral and eigenfunction properties of weighted RGGs and RRGs. These graph models are defined through the connection radius \( r \), the number of vertices \( N \), and, in the case of RRGs, the rectangle side lengths \( a \) and \( 1/a \). Here, \( 0 \leq r \leq a \). In general, we observed a delocalization transition, in both spectral and eigenfunction properties, that may take place in two different ways: By increasing \( r \) from zero for a fixed graph size, or by increasing \( N \) for a fixed connection radius. Moreover, we focused on the scaling properties, that may take place in two different ways: By in-delocalization transition, in both spectral and eigenfunction properties, which may take place in two different ways: By increasing \( r \) from zero for a fixed graph size, or by increasing \( N \) for a fixed connection radius.

We first studied in detail weighted RGGs and found that: (i) both spectral and eigenfunction properties are invariant for the ratio \( r/N^\gamma \); that is, the curves of \( \beta \) and \( \ell/N^\gamma \) fall on top of universal curves regardless of the size of the graph; (ii) the delocalization transition takes place at \( r/N^\gamma \approx 1 \); i.e. for \( r/N^\gamma > 1 \), the \( P(s) \) has the Poisson shape and the eigenfunctions are practically localized since \( \ell \approx 1 \); (iii) the onset of the GOE limit takes place at \( r/N^\gamma \approx 3 \) for the spectral properties and at \( r/N^\gamma \approx 10 \) for the eigenfunction properties; this means that \( P(s) \) is very close to the Wigner-Dyson distribution when \( r/N^\gamma \geq 3 \), while for \( r/N^\gamma > 10 \) the eigenfunctions are fully extended since \( \ell \approx N \). Here, \( \gamma = -0.465 \pm 0.006 \) for spectral and \( \gamma = -0.425 \pm 0.006 \) for eigenfunction properties.

Then, we analyzed weighted RRGs where, in fact, the case of weighted RGGs is obtained for \( a = 1 \). It is worth remarking that although we considered RRGs embedded in two-dimensional geometries, i.e. \( a \sim 1 \), we also approached the limit of quasi-one-dimensional wires with \( a = 1000 \gg 1 \). Here, we showed that (i) both spectral and eigenfunction properties are invariant for the ratio \( r/N^\gamma \) for any \( a \); (ii) when increasing \( a \), the values of \( r \) at which the onsets of the delocalization transition and of the GOE limit take place also increase; and (iii) the width of the transition region \( \Delta \) between the onset of the delocalization transition and that of the GOE limit varies as \( \Delta \propto a \).

In addition we were able to identify two regimes for RRGs that we call the two-dimensional (2D) regime, when \( 1 \leq a < 10 \), and the quasi-one-dimensional (Q1D) regime, for \( a \geq 10 \). In the Q1D regime, we have demonstrated that the spectral and eigenfunction properties are universal for the fixed ratio \( r/CN^\gamma \), with \( C \sim a \); that is, the curves of \( \beta \) and \( \ell/N \) vs. \( r/CN^\gamma \) are invariant. In this regime, the exponent \( \gamma \) does not depend on \( a \), and this is the case for any graph size, or by increasing \( N \) for a fixed connection radius.

Overall, our results might shed additional light on the critical properties and structural organization of spatially embedded systems that can be mapped into networks. For instance, our findings may provide hints to design systems with desired localization properties and to better understand critical properties that depend on eigenfunction properties. This could be done by tuning the parameters of the random rectangular graph. It would also be of interest to explore these issues in adaptive spatial networks, for example, by coupling a random walk model that allows nodes to move in and out of the connection radius of their neighbors, thus dynamically tuning in an effective way the density of the nodes within \( r \) and eventually the regime at which the system operates regarding its spectral and eigenfunction properties. We hope that our work inspire such studies in the near future.
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