FPGA Specific Real Time Hardware Architecture Implementing Bounding Box Merging Algorithm for Object Detection
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Abstract

Objectives: This paper focuses on the real time hardware implementation of improved version of Viola Jones algorithm for automatic object detection. Methods/Statistical Analysis: In this regard, A greedy NMS(Non Maximum Suppression) approach has been adopted to develop the bounding box merging algorithm which could suppress the confusing dense grid of overlapping bounding boxes against a threshold value and gives an accurate result and further this algorithm has been transformed in to a real time hardware architecture. Findings: The hardware architecture designed is fully Field Programmable Gate Array (FPGA) based which will take the input coordinates of the image and will process it accordingly by reducing the number of overlapped bounding boxes in real time. Applications/Improvements: Any researcher who is working on automatic object detection can use this hardware architecture as it is in his design and further this architecture itself can be used to create Application Specific IC (ASIC).
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1. Introduction

We are all aware that object tracking is a very challenging task in the presence of variability illumination condition, background motion, complex object shape, partial and full object occlusions. In spite of these difficulties, however, a lot of research has been done and progress has been made on the problem of detecting objects or pedestrians within an image in a wide field of applications such as surveillance systems, traffic assistance systems, autonomous robot navigation, video stabilization, automated vehicle parking systems, cell counting in bio-imaging etc., all of which solely depend upon the optimization of object detecting algorithms1-3. While many approaches have been adopted for object detection, one of the most acceptable approaches is to run a “scanning window” detector across the image at a dense grid of locations and scales, as in the Viola-Jones face detector and the pedestrian detector algorithms1-2. These algorithms have many advantages such as a very fast and efficient feature selection, scale and location invariant detector, i.e., a generic detection scheme that can be trained for detection of other types of objects (e.g., cars, hands etc.). However, the major disadvantage of these algorithms is that such methods typically produce a number of positive responses that are close to the correct detection and this dense output leads to a confusing interpretation as far as the processing and understanding of the image is considered. This, in turn, leads to the need to have a further Non Maximum Suppression (NMS) stage to thin out and suppress the multiple spurious responses4,5. The most suitable approach is the greedy NMS approach. The procedure starts by selecting the best scoring bounding box and assuming that it indeed covers an object. Then, the
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bounding boxes that are too close to the selected boxes are suppressed. Out of the remaining boxes, the next top-scoring one is selected, and the procedure is repeated till a limited number of bounding boxes remain as desired by the user or the required number of boxes needed to process the image. This procedure involves defining a measure of similarity between bounding boxes and setting a threshold for suppression.

Although a lot of research has already been done on this, we would also like to take a small step and contribute towards it further. The main aim of our work is to design an efficient real time hardware architecture of bounding box merging algorithm based on the greedy NMS approach that will take the input image that has a dense grid of overlapping bounding boxes and give the output of a minimum number of bounding boxes as desired by the user, as shown in Figure 1(a) and 1(b). The hardware architecture designed by us is based on an Field Programmable Gate Array (FPGA) based architecture and incorporates the algorithm along with the display unit that is needed for the display of the output result. In the next section, we will describe a modified version of the bounding box merging algorithm in detail and then the FPGA based real time hardware architecture needed to implement the algorithm. Complete FPGA implementation along with simulation diagrams and resource utilization of the hardware architecture will be dealt in our upcoming work.

### 2. Bounding Box Merging Algorithm

This algorithm basically works on the principle of the greedy NMS approach by suppressing the bounding boxes against a threshold value as desired by the user. The algorithm takes the coordinates of bounding boxes as input in the form of \((x,y,h,w)\) where \((x,y)\) are the coordinates and \((h,w)\) are the height and width respectively. These coordinates are stored in a matrix called Temp. In addition to this, we have another matrix called Result, which stores the coordinates of the final bounding boxes left behind after the application of the algorithm. Apart from this, a few variables are declared and initialized for the smooth functioning of the algorithm. The declarations assumed and the algorithmic procedure has been explained in the subsections.

**Declarations:**

- **Temp Matrix:** Coordinates of all the input bounding boxes in the form of \((x,y,h,w)\)
- **N_result:** No. of coordinates in Temp matrix
- **Result:** Coordinates of the resulting bounding boxes obtained after running the algorithm
- **N_ped:** variable stores the number of bounding boxes in matrix N_result
- **I:** variable points to the current bounding box in Temp Matrix, where initially \(i=2\) and \(N\_ped =1\)
- **j:** variable points to the current bounding box in the N_result matrix
- **Flag_new:** variable is initialized to ‘0’ if the bounding box is suppressed, otherwise it is initialized to 1.

Initially if \(i<N\_result\), then **Flag_new** and **j** are initialized to 1, which means that there is the input number of overlapping bounding boxes in the Temp matrix, otherwise the algorithm would be suspended. If this is not the case, then **j** is compared to **N_ped**. If \(j<= N\_ped\), then the distance is calculated against a minimum threshold. Again, if the distance is found to be less than the threshold, then the bounding box is suppressed and the **Flag_new** is initialized to 0. The value of **j** is then incremented by 1, and once again this is compared to **N_ped**.
to see whether there is another bounding box in the N_result matrix. Thus, the whole procedure may be repeated otherwise the Flag_new will be initialized to 1 and the bounding box will be added to N_result matrix i.e., (N_ped) = N_ped+1 and the result (N_ped) = Temp (i)) and I will be incremented to 1 so that it can take another bounding box from the Temp matrix for processing. This algorithm is repeated until all the bounding boxes have been processed and a limited number of non-overlapping bounding boxes remain as decided by the threshold value. The whole algorithmic procedure is also depicted in the form of a flow chart in Figure 2.

3. Proposed FPGA Based Real Time Hardware Architecture

Before moving to the hardware architecture, let us discuss the system as a whole. Our system basically consists of three main elements, out of which one is the input coordinate of the image another one is the FPGA based real time hardware architecture while the final one is the display screen as shown in Figure 3. Now let us focus on the main element, i.e., the real time hardware architecture, which is divided into four major modules as depicted in Figure 4. The main module of this architecture is the NMS memory interaction block, which mainly consists of an FSM in which the greedy NMS approach has been imple-mented, as well as the memory block which consists of eight dual port memory blocks of 256 MB containing the coordinates of the bounding boxes. A detailed description of this block along with the FSM is given in the following subsection. The other modules consist of the initial display module, which is used to display all the bounding boxes in the image and the resulting display module, which is used to display the minimum resulting number of bounding boxes obtained after the application of the bounding box merging algorithm. Both these modules use the Video Graphics Array (VGA) module to display the image of the object on the screen.

3.1 FSM Memory Interaction Block

As discussed above, this is the most critical module of the whole hardware architecture, in which the bounding box merging algorithm is implemented as shown in Figure 5. The designing of this module involves the Non-Maximum Suppression Finite State Machine (NMS FSM), which may also be called the main controller of the hardware architecture. Interaction between the memory block and the NMS FSM block is the main driving force behind implementation of the bounding box merging algorithm. Before proceeding further, we need to briefly understand these two blocks in the following subsections.

3.1.1 Memory Block

The memory block is constituted of eight dual port memory blocks of 256 MB which are equally divided into two parts: Temp and Result. The Temp portion consists of
four memory blocks \((x, y, h, w)\) which have coordinates of the unsuppressed and overlapping bounding boxes. These coordinates are the outcome of the Viola-Jones algorithm executed on a preloaded image in the MATLAB simulation environment as shown in Figure 3. Besides this, the Result portion also consists of four dual port memory blocks \((x, y, h, w)\), which have coordinates of the remaining bounding boxes after the application of the bounding box merging algorithm. Inputs to the result portion are the output of the NMS FSM block.

In the next state, the distance between the coordinates is calculated and compared. If the distance is found to be less than the threshold value (which has been decided by the user), then that bounding box is suppressed and the address is generated by the FSM to read the next coordinate from the Temp portion. Otherwise, the write address is generated and the bounding box is inserted into the Result portion of the memory as depicted in Figure 5. The wr_result acts as a select line to select the address depending upon the choice made by the FSM. This is repeated until the entire set of bounding boxes has been scanned from the Temp portion of the memory block. This whole process and the functionalities of all the eleven states are depicted in tabular form in Table 1.

### 3.1.2 NMS FSM Block

As discussed earlier, this block is the most dominating block of the proposed hardware architecture in which the bounding box merging algorithm is implemented. This block uses eight bit addressing lines to fetch ten bits of data (coordinates) from the Temp portion of the memory block. The fetched data is used by the eleven states FSM as shown in figure 6 to suppress the overlapping bounding box against a threshold value as decided by the user. The whole process may be understood in the following manner.

The process begins with the idle state of the FSM, which checks whether there is any bounding box. If there isn’t, then the process is suspended, otherwise the process goes to the next state after performing all the variable initializations.

![Figure 5. FSM memory interaction block](image)

![Figure 6. Finite state machine](image)

### Table 1. Finite State machine tabular representation

| State      | Description                                                                 |
|------------|-----------------------------------------------------------------------------|
| S_idle     | According to the status of i_end, either it will goto the next state S_read_i or S_stop and will initialize the following variables as \(i=0, n=0, j=0\) and Final \(=0\) |
| S_read     | According to the status of i, either it will goto the next state S_condition_i or S_initialization |
| S_condition_i | According to the status of i_end, either it will goto the next state S_current_j_act or S_initialization |
| S_initialization | It will initialize \(j=0\) |
| S_read_j   | Delay of two cycles would be given and the next state would be S_current_j_act |
Distance between the coordinates would be calculated and compared and if the distance is found to be less than some threshold value then the next state would be S_variable_act otherwise the next state would be S_inc_address_j

The next state would be S_inc_address_j and Final=1, O_wr_result=1

The next state would be S_decision and J would be incremented as j=j+1

Three conditions would be there If  j>= n and Final=0 then Next state would be S_act_i If  j>= n and Final=1 then Next state would be S_increment_i If  j<n  then Next state would be S_read_j

Next state would be S_increment_i n=n+1, O_wr_result=1

If i_end=1 the S_nms_Complete else S_read_i Final=0 and i=i+1

### 3.1.3 Display Unit

The display unit is a combination of two separate units, viz., Initial display and Result display as depicted in Figure 4. The Initial display unit is responsible for displaying the image with overlapping bounding boxes stored in the Temp portion of the memory while the Result display unit is responsible for displaying the image with the suppressed bounding box stored in the Result portion of the memory after the application of the algorithm. Both of these units interact with the VGA, which is part of the hardware architecture and implemented along with the other units. This VGA unit generates the required signals which are needed to display the image and these signals are accordingly sent to the display device.

### 4. Conclusions

Several researchers have used the greedy NMS approach in application specific ways for creating different applications for object detection by implementing the algorithm on different platforms such as MATLAB in order to judge the accuracy and efficiency of the algorithm. However, thus far, no one has given an insight into the real time hardware implementation of this algorithm. We have taken the greedy NMS approach in order to create a modified version of the algorithm named the bounding box merging algorithm, specially for creating the FPGA specific real time hardware architecture that can process the image immediately as it gets the input coordinates. This architecture can be used as it is by researchers, who are working in the field of object detection and want to process the image for different applications. Moreover, this architecture can be further exploited for creating ASICs.
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