SAR image noise suppression of BEMD by the kernel principle component analysis
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Abstract
In the process of synthetic aperture radar image noise suppression by the bi-dimensional empirical mode decomposition (BEMD) algorithm, the edge effect is a key problem in the BEMD operation. To weaken this effect, an improved BEMD-kernel principal component analysis (BEMD-KPCA) method of image denoising is proposed in this study. Experimental results show that the BEMD-KPCA algorithm has a good capability of improving edge effects in the BEMD decomposition process and satisfying the requirement of the reliable decomposition results. Compared with the traditional BEMD method, the proposed approach has a good effect in suppressing speckle noise. Additionally, the denoised image from the decomposed components of the IMFs processed by the BEMD-KPCA method sufficiently preserves the edge and detail information, confirming its high coherency with the original image.

1 | INTRODUCTION

Synthetic aperture radar (SAR) image has been widely used in the remote sensing field. Some noises will be inevitably introduced in the SAR image acquisition, conversion and transfer, which will seriously affect the quality of the SAR image. In order to obtain real information for SAR image, denoising and suppressing the noises are an essential step to improve the image [1, 2]. In the processing of image denoising, it is necessary to remove the noise pollution for the given image as much as possible, and maintain all the important details information of the image. In recent years, some noise suppression theoretical methods for SAR image have been proposed and developed [3–6].

With the development of artificial intelligence algorithms, some new attempts have appeared to denoise SAR image. From a new perspective, the application of the empirical mode decomposition (EMD) fully shows advantages of the non-stationary time-frequency, nonlinear and adaptive capacity in the image noise removal processing [7]. It decomposes the input signal into multiple scales, which represent different time-frequency components of the original signal [34]. Compared with the other time-frequency signal processing methods such as short-time Fourier transform and wavelet transform, the EMD method does not rely on any priori basic functions and leads to an adaptive decomposition process by its own characteristics of the data, which should be better at revealing signal features involved in the time-frequency localization behaviour [8–11, 20]. As an adaptive signal denoise and analysis technology, the EMD has been applied in the study of earthquake, mechanical fault diagnosis, oceanography and other fields.

Based on the image decomposition in different directions for EMD decomposition, the decomposition process of the EMD approach is relatively inefficient. Nunes et al. [12, 13] extended the EMD of 1D case to the 2D, and introduced an algorithm
of bi-dimensional empirical mode decomposition (BEMD) into image processing. Due to the noise characteristics of practical SAR images, it is generally likely that the highest noise content of the image is extracted into the first intrinsic mode function (IMF) component for the natural property of the BEMD process, and the remaining fewer noise contents sneak into the subsequent ones [14, 15]. In the process of image decomposition, the BEMD algorithm has a close relationship with the correct interpolation operation. In the edge region, incorrect interpolation may occur due to the lack of extreme point constraints, which is the so-called edge effect in BEMD decomposition [15]. However, the edge effect in BEMD decomposition has not been well solved, and further research work is urgently needed in the application of BEMD.

To solve edge effects problem, some solutions and improvement methods such as adding additional extrema points in the image [16], setting specific screening frequency [17], non-parametric sampling for texture synthesis method [18], envelope estimation method [19] and application of support-vector-regression (SVR) extrapolation [20] are proposed, which reduce or suppress the edge pollution problem in the BEMD decomposition. Although these above methods can weaken and suppress the edge effects problem in image decomposition to a certain extent, however, the iterative calculation is complex, and the filtering stopping criterion needs to be constantly adjusted, which will lead to unreasonable and unreliable decomposition results.

To this end, an improved approach to weaken the edge effect of the BEMD and suppress the performance of image denoising is proposed. By using this algorithm, the image with noises firstly is decomposed to several intrinsic mode functions (IMFs) and the residual component; secondly, the extrema of the extrapolation IMFs neighbouring the edges are taken as positions of the mirror to new IMFs; thirdly, the number of the new IMF's component with noises are determined using the kernel principal component analysis (KPCA) method [21–23], next, the IMFs component with noises are processed by adaptive filter; and then the closed end mirroring expansion is introduced to further remove the edge effects of the BEMD; finally, the IMFs components done by adaptive filter, residual IMFs components and the residual component are reconstructed to obtain the image without noises, which is called the BEMD-KPCA method. The experimental results of removing noises from noisy images illustrate that the proposed approach to improve the edge effect of the BEMD gives a better result than the others in suppressing edge effects during processing the actual image, and the denoise image can maintain the edges and original details information of the image.

2.1 FUNDAMENTALS OF BEMD ALGORITHM

The BEMD algorithm utilizes extreme values, which are detected in the original image with noises or structured by the first derivative and higher-order derivative from the original image, to decompose the image signal [20]. The distance between extreme values can provide information to represent the image on the intrinsic length scale.

For a \( m \times n \) bi-dimensional image, the basic procedure of BEMD can be summarized as follows [6, 11, 12]:

1. Initialize the image with noise, to set \( n_0(x, y) = f(x, y) \) as the input image, and \( k = 1 \).
2. Initialize the parameters, set \( b_{k,0}(x, y) = r_{k-1}(x, y) \), and extract extrema points involved in the \( b_{k,1}(x, y) \).
3. By cubic spline, interpolate between local maxima and minima respectively, to obtain two envelope surfaces \( e_{max}(x, y) \) and \( e_{min}(x, y) \).
4. Calculate the mean envelope surface in terms of these two envelope surfaces, given by
   \[
   e_{mean}(x, y) = \frac{(e_{max}(x, y) + e_{min}(x, y))}{2}
   \]
5. Extract the residual \( b_{k,j}(m, n) \), which is equal to image \( b_{k,j-1}(x, y) \) subtracting mean envelope \( e_{mean}(x, y) \), given by
   \[
   b_{k,j}(x, y) = b_{k,j-1}(x, y) - e_{mean}(x, y)
   \]
6. Calculate the standard deviation SD, given by
   \[
   SD = \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} \left| b_{k,j-1}(x, y) - b_{k,j}(x, y) \right|^2}{b_{k,j-1}^2(x, y)}
   \]
7. Repeat steps (2) to (6) until the calculated standard deviation is less than a predetermined criterion SD (the threshold of SD is generally taken as 0.2–0.3) and stop the iteration. Once this process is achieved, and the resulting signal will be considered as a proper mode, which is regarded that \( b_{k,j}(x, y) \) represents an intrinsic mode function (IMF), denoted as \( imf_k(x, y) = b_{k,j}(x, y) \).
8. Calculate the residual by the following relation
   \[
   r_k(x, y) = r_{k-1}(x, y) - imf_k(x, y)
   \]
9. Repeat steps (1) to (8), up to the \( K \)th times, \( K = (k + 1) \), when the residual \( r_k(x, y) \) is a monotonic signal, stop the process of BEMD decomposition and finally obtain all IMF components. Once the decomposition process has finished, the original image can be expressed as
   \[
   f(x, y) = \sum_{k=1}^{K} imf_k(x, y) + r_k(x, y)
   \]

The end of the decomposition process and the final residual component in BEMD is directly determined by the stopping criterion. Therefore, the choice of SD value is closely related to the number of IMFs obtained by BEMD decomposition. The SD value should be correctly selected according to the actual situation. To depict the details of the image, it should be the best
choice for a lower SD value [20]. The SD value in this paper is chosen to be 0.25.

In the result of BEMD decomposition, the residual error obtained by BEMD decomposition of 2D signals often contains some information about the original image features and characteristics [20]. In the following decomposition process, the factors discussed above cannot be ignored and must be considered for some influences and contributions to the original image.

3 IMAGE DENOISING BY USING THE BEMD-KPCA

3.1 Image denoising

Some noise may be mixed up with pure image information during image acquisition. Therefore, the real signal of the image can generally be regarded as a composite of noise and pure image information, which can be expressed as

\[ g(x, y) = f(x, y) + q(x, y) \]  

where \( g(x, y) \) is the real image with noises, \( f(x, y) \) is the original image without noises and \( q(x, y) \) is the noise.

After the real image with noises \( g(x, y) \) is decomposed by BEMD, assuming the number of IMF decomposition is \( k \), given by

\[ g(x, y) = \sum_{i=1}^{k} f_{\text{imf}_i}(x, y) + r_f(x, y) \]  

where \( f_{\text{imf}_i}(x, y) \) is the IMF components of \( g(x, y) \), and \( r_f(x, y) \) is their residual component. The removal noise in the image means that the image noise content \( q(x, y) \) is removed from \( g(x, y) \). The residual content \( r_f(x, y) \) decomposed by BEMD from \( g(x, y) \) will be neglected for small noise contribution.

The image with noise can be decomposed into some IMFs and residual trend component by BEMD algorithm. These IMFs not only include some high-frequency contents in the original real image, but also contain the contribution of the IMFs from the noise image [20, 24]. The noises in the image mainly exist in the high-frequency component. Therefore, it is a key problem for the image denoising to eliminate the high-frequency components with noise from image decomposition results. The noise in the image has an important contribution to some IMFs, but little to other low-frequency IMFs. Therefore, only by removing high-frequency IMFs which are full of noise components, the real image can be reconstructed by synthesizing the residual IMFs and the remaining trend component from the original noisy image [25].

3.2 KPCA

Assume \( X = [x_1, x_2, ..., x_m]^T \) to be an \( m \times n \) sample matrix of \( x_i \), the sample vector of \( X \). The mean value of \( x_i \) is estimated as

\[ \mu_i = \frac{1}{n} \sum_{j=1}^{n} X_i(j) \]

and then the sample vector \( X_i \) is centralized as

\[ \bar{X}_i = X_i - \mu_i = [\bar{x}_i^T, \bar{z}^T_i, ..., \bar{z}_m^T]^T \]

where \( \bar{x}_i = x_i - \mu_i \). Accordingly, the centralized matrix of \( X \) is

\[ \bar{X} = [\bar{x}_1^T, \bar{z}^T_1, ..., \bar{z}_m^T]^T \]

Finally, the co-variance matrix of the centralized dataset is calculated as

\[ \Omega = \frac{1}{n} \bar{X} \bar{X}^T \]

In PCA transformation, an orthonormal transformation matrix \( P \) is calculated to decorrelate \( \bar{X} \), that is \( \bar{Y} = P \bar{X} \) such that the covariance matrix of \( \bar{Y} \) is diagonal. The co-variance matrix \( \Omega \) of \( \bar{X} \) is symmetrical, so it can be written as

\[ \Omega = \Phi \Lambda \Phi^T \]

where, \( \Phi = [\Phi_1, \Phi_2, ..., \Phi_m] \) is the \( m \times m \) orthonormal eigenvector matrix and \( \Lambda = \text{diag}\{\lambda_1, \lambda_2, ..., \lambda_m\} \) is the diagonal eigenvalue matrix with \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m \). The terms \( \Phi_1, \Phi_2, ..., \Phi_m \) and \( \lambda_1, \lambda_2, ..., \lambda_m \) are the eigenvectors and eigenvalues of \( \Omega \) respectively. By putting

\[ P = \Phi^T \]

\( \bar{X} \) can be decorrelated, that is \( \bar{Y} = P \bar{X} \) and \( \Lambda = (1/n) \bar{Y} \bar{Y}^T \)

In PCA, the energy of a signal will concentrate on a small subset of the PCA transformed dataset, while the energy of noise will evenly spread over the whole dataset, that is, it fully de-correlates the original dataset, separating signal from noise [36].
However, PCA is a linear data processing method, which cannot
detect all the structures in a given data, especially some
nonlinear structures. In KPCA a set of multidimensional signals
$X_k$ ($k = 1, 2, \ldots, K$), is envisaged to be mapped through a non-
linear function $\Phi(X_k)$. In feature space then a linear PCA is per-
formed estimating the eigenvectors and eigenvalues of a matrix
of outer products, called a scatter matrix which for zero mean
data is given by $\Omega = \Phi \Phi^T$. These eigenvectors and eigenvalues
are related to the eigenvectors and eigenvalues of inner product
matrix (called kernel matrix $K = \Phi^T \Phi$). The central core matrix
can be expressed as [23],

$$
K_{ij} = \left( I - \frac{1}{K} \sum_{k=1}^{K} k_i k_j^T \right) \Phi^T \Phi \left( I - \frac{1}{K} \sum_{k=1}^{K} k_i k_j^T \right)
$$

(15)

where $k = [1, \ldots, 1]^T$ is a vector with dimension $K \times 1$, and
$I$ is a $K \times K$ identity matrix. Each element $k(i,j)$ of the kernel
matrix depends on the inner product $\Phi^T \Phi$, which can be
computed using only the data $X_k$ in input space.

The eigenvalues of the scatter matrix $\Omega$ coincide with the
eigenvalues of the kernel matrix $K$, the intrinsic composition
of $K_{ij}$ provides the necessary information to compute the pro-
tection of a vector of the input space $y_j$ in the feature space.
Considering the matrix $V$, the columns of which represent the $L$
eigenvectors of the kernel matrix, and $D$, a diagonal matrix
with the corresponding $L \leq K$ eigenvalues of both matrices, the
image $\Phi(y_j)$ of a point in input space, can be projected onto the $L$
directions spanned by the eigenvectors of the scatter matrix via,

$$
\varphi = D^{-1/2} \Phi^T \left( I - \frac{1}{K} \sum_{k=1}^{K} k_i k_j^T \right) \Phi^T \Phi y_j
$$

(16)

where $\Phi^T \Phi y_j$ represents a vector the components of which can be
computed using the kernel trick by,

$$
k_{ij} = \left[ k(X_{1},y_j), k(X_{2},y_j), \ldots, k(X_{n},y_j) \right]^T
$$

(17)

In the application of denoising, it is necessary to recon-
struct any data point in the feature space from the noise source
by using L principal component [23]. Interested in the position
of the corresponding points in the input space, the pre-
image of the denoised data sample in feature space needs to be
estimated.

### 3.3 The number of IMFs with noises

Speckle noise filtering method based on BEMD, its decompo-
sition after the former one or two IMFs components directly
remove all constituted by the noise, and then add up the recon-
struction of the rest in the IMF to achieve the purpose of noise.
However, top IMFs still contain more detailed information after
the noised image is decomposed by BEMD. SAR image denois-
ing method based on direct reconstruction of residual IMFs that
will lose a lot of details in the image. It is a very crude denois-
ing method, which will lead to the serious distortion in the
image.

From the above discussion, it is unreasonable to remove the
IMFs with noises directly. On the one hand, the number of IMFs with noises is not effectively determined. On the other
hand, the removed IMFs still contain more detailed information.
If the above operations are done, which will cause serious
images distortion for the SAR image. Based on the above prob-
lems, the kernel principle component analysis (KPCA) method
is introduced into SAR image processing [21, 26, 27]. Firstly,
the appropriate numbers of the IMFs with noises are selected
by the KPCA algorithm, then those selected noisy IMFs are fil-
tered by the wavelet to remove the noise from the image $g(x,y)$,
finally the filtered IMFs, the IMFs without noises and the resid-
uals component are reconstructed to generate the pure SAR
image.

Assume that $g(x,y)$ is a SAR image with noises, after the
image with noise is decomposed by BEMD, the IMF of the $K$
layer is $imf_k$. For the convenience of discussion, let $imf_k = f_k$,
then there is [37]:

$$
f_k = X = \begin{bmatrix}
x_1^1 & x_2^1 & \cdots & x_m^1 \\
x_1^2 & x_2^2 & \cdots & x_m^2 \\
\vdots & \vdots & \ddots & \vdots \\
x_1^n & x_2^n & \cdots & x_m^n
\end{bmatrix}
$$

(18)

The energy of the $K$th layer $imf_k$ is $\varepsilon(f_k)$. $\varepsilon(f_k)$ is defined as

$$
\varepsilon(f_k) = f_k f_k^T
$$

(19)

Assume

$$
f_k = g_k + W_k
$$

(20)

where, $g_k$ is the image component. $W_k$ is noise components in
the $K$th layer IMF.

$$
f_k - \bar{E}(f_k) = g_k + W_k - \bar{E}(g_k) + \bar{E}(W_k) = \bar{g}_k - \bar{E}(g_k) + \bar{W}_k - \bar{E}(W_k)
$$

(21)

where $\bar{E}$ is the mathematical expectation.

Assume that $\tilde{f}_k = f_k - \bar{E}(f_k)$, $\tilde{g}_k = g_k - \bar{E}(g_k)$, the Equation (20) computing time can be expressed as

$$
\tilde{f}_k = \tilde{g}_k + \bar{W}_k
$$

(22)

According to literature [37], the relationship between $\varepsilon(W_k)$
and $\varepsilon(W_k')$ is close seemingly satisfactory:

$$
\varepsilon(W_k) = \frac{\varepsilon(W_k')}{\beta} \rho^k, k \geq 2
$$

(23)

where, $\beta \approx 0.719, \rho \approx 2.01$. $\varepsilon(W_k')$ is the energy of noise con-
tained in the first layer of the IMF component.
Based on the Equation (15), assume
\[ C_{X} = E - (X - m_X)(X - m_X)^T \]
where, \( C_{X} \) is the covariance matrix of \( f_k \). Let \( \lambda_1 \geq \lambda_2 \geq ... \lambda_N \) is the eigenvalue of \( C_{X} \), and \( \varphi_1, \varphi_2, ..., \varphi_N \) is the corresponding feature vector. Let \( \Phi = [\varphi_1, \varphi_2, ..., \varphi_N]^T \), where \( \Phi \) is an orthonormal matrix vector.

Define \( Y = [Y_1, Y_2, ..., Y_N]^T = \Phi(X - m_X) \), from the PCA characteristics, the noise in \( g(x, y) \) is distributed in all components \( Y_i \), while noises are mainly concentrated in the components of the previous layers.

Then the \( \Phi \)-image of \( X \) can be reconstructed from its projections onto the first \( H \leq L \) principal components in the IMF by using a projection operator \( P_H \) as
\[ P_H \Phi(x) = \sum_{k=1}^{H} \lambda_k V^k \]

The procedure of kernel PCA is equivalent to that of standard PCA on the mapped data [37]. When \( H = L \), the \( \Phi \)-image is completely reconstructed,
\[ \Phi(x) = P_L \Phi(x) = \sum_{k=1}^{L} \lambda_k V^k \]

When \( H < L \), the previous \( H \) suitable principal components (IMF) are selected for reconstruction, then the approximate reconstruction value \( \Phi(x) \) is,
\[ \Phi(x) = \sum_{k=1}^{H} \lambda_k V^k \]

According to the decomposition characteristics of the KPCA, the image information part in \( \Phi(x) \) is mainly concentrated in the principal components of the previous layers,
\[ \varepsilon(\Phi(x)) = (\sum_{k=1}^{L} \lambda_k V^k)(\sum_{k=1}^{L} \lambda_k V^k)^T = \sum_{k=1}^{L} \lambda_k^2 \]

According to the Equations (25) and (28),
\[ r = \sum_{k=H+1}^{L} \lambda_k^2 / \sum_{k=1}^{L} \lambda_k^2 = \left[ \frac{\varepsilon(W_k)}{\varepsilon(f_k)} \right]^d \]

where, \( L \) is the number of IMF decompositions, the number of retained components is determined by the size of \( r \), and \( H \) is the number of the stopping filter layer.

In order to make the deleted noise energy equal to the noise energy contained in \( \Phi(f_k) \), a suitable \( H \) should be selected to make the Equation (29) hold. However, the noise is distributed in all the principal components, \( H \) value according to the Equation (29) will inevitably cause the loss of detail information.

In fact, \( H \) is difficult to choose. The parameter \( \theta \) \((0 < \theta < 1)\) is introduced in this paper, and the energy of noise component is satisfied [37],
\[ \sum_{k=H+1}^{N} \lambda_k^2 / \sum_{k=1}^{N} \lambda_k^2 \leq \theta \cdot \left[ \frac{\varepsilon(W_k)}{\varepsilon(f_k)} \right]^d \]

The choice of \( H \) in this paper is based on the following values, that is, if there is \( \eta \), let the following Equation (30) hold, then take \( H = \eta \).
\[ \sum_{k=H+1}^{N} \lambda_k^2 / \sum_{k=1}^{N} \lambda_k^2 \leq \theta \cdot \left[ \frac{\varepsilon(W_k)}{\varepsilon(f_k)} \right]^d \leq \sum_{k=H_1}^{N} \lambda_k^2 / \sum_{k=1}^{N} \lambda_k^2 \]

Based on the analysis of the PCA method, the number of layers decomposed by BEMD and the number \( H \) of filtered IMFs is finally determined.

### 3.4 Treatment of the edge effect

In the process of the BEMD, the Delaunay triangulation plays an important role. The effect of Delaunay triangulation is more effective when the point set is a convex set, but the split effect is affected when there are concave or multi-connected regions in the set. In addition, triangulation interpolation cannot be extrapolated due to edge effect. At the same time, in the process of modal decomposition, the edge of the data set will be divergent and distorted, which will pollute the data set and destroy the decomposition results. As this process continues, the edge effect will become more serious, which will eventually lead to the distortion of the IMFs for the decomposed image. To reduce or eliminate the edge effect in the process of the BEMD operation, a new approach to deal with the edge effect is proposed in this paper. The steps are as follows (Figure 1).

1. Extend the edge of the image to extract extreme points: $f_t(x, y) \in [f(x, y_1), ..., f(x, y_n), f(x_1, y_1), ..., f(x_n, y_n)]$ with a period length of $2T$. $f_{t+1}(x, y) \in [f(x, y_1), ..., f(x, y_n), f(x_1, y_1), ..., f(x_n, y_n)]$. 

![Flowchart of the BEMD-KPCA algorithm denoising scheme](attachment:flowchart.png)
where, $t_l \in [t_1, \ldots, t_9, t_1, \ldots, t_9]$. 

II. Symmetrical expansion processing is performed at the right edge of $f_1(x, y)$, that is, the original signal is mirrored on the right edge of $f_1(x, y)$, and is connected with $f_1(x, y)$ to form an even image $f_{2}(x, y)$ with a period length of $3T$.

\[
\begin{align*}
\tilde{f}_2(x,y) \in & \{f(x_1,y_1), \ldots, f(x_2,y_2), f((x_1,y_1))', \ldots, \}
\end{align*}
\]

where, $\tilde{f}_2 \in \{t_1, \ldots, t_9, t_1, \ldots, t_9 \}$.

III. Similarly, the periodic expansion is performed on the upper and lower sides of left and right extension image $f_{2}(x, y)$, respectively, to obtain images $f_{3}(x, y)$ and $f_{4}(x, y)$.

Upper extension image:

\[
\begin{align*}
\tilde{f}_3(x,y) \in & \{f(x_1,y_1), \ldots, f(x_2,y_2), f((x_1,y_1))', \ldots, \}
\end{align*}
\]

Lower extension image:

\[
\begin{align*}
\tilde{f}_4(x,y) \in & \{f(x_1,y_1), \ldots, f(x_2,y_2), f((x_1,y_1))', \ldots, \}
\end{align*}
\]

where, $\tilde{f}_2 \in \{t_1^1, \ldots, t_9^1, t_1, \ldots, t_9^1 \}$.

\[
\begin{align*}
\tilde{f}_3 \in & \{t_1^2, \ldots, t_9^2, t_1, \ldots, t_9^2, \}
\end{align*}
\]

V. The periodic extended image $A_2(x,y)$ is decomposed by BEMD, and the extension part of the IMF component is discarded to get the first IMF component after decomposition.

1. According to the termination condition SD of IMF screening, if the decomposition condition of the next layer of IMF is satisfied, the residual after the subtraction of the mean value will continue to be the edge period extended;
2. Repeat the above 1–3 steps until the end of the screening. Then, the values in the length $T$ of the first and last time periods of each component are emptied, and the component IMF$_{2}(x, y)$ and the final scale trend item $r_9(x,y)$ of the edge periodic extension are obtained.
3. According to Equations (8) and (9), the IMFs with the noise of the former H term is processed by wavelet filter, and then the filtered IMF components and the unprocessed low-frequency IMF components and the remainder are reconstructed to get the denoised image $f'(x, y)$.

### 4 ESTIMATION METHOD OF IMAGE

In the process of image denoising, some image quality indexes such as the Mean Squared Error (MSE), Standard Deviation (SD), Peak Signal Noise Ratio (PSNR), Equivalent Number of Looks (ENL) and Edge Preservation Index (EPI) are used to compare the filtering effect. MSE reflects the average gray level of the image, that is the average backscatter coefficient of the contained object [28]. The magnitude of the SD indicates the amount of information in the image [29]; ENL is an index that measures the relative intensity of coherent speckle noise in an image and describes the degree of averaging applied to the measurements during data formation and post processing [30, 31]. The larger the ENL number is, the weaker the speckle on the image is, and the better its interpretation is, which is defined as follows:

\[
\text{ENL} = I^2 / \sigma^2
\]

where, $I$ is the mean of all pixels in the image, and $\sigma$ is the standard deviation.

The edge preservation index (EPI) is a quantitative measure of edge preservation. In image noise suppress it is interested in despeckling while preserving the edges. For perfect edge preservation, EPI is required to be unity. Mathematically EPI is defined as [32]

\[
\text{EPI} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} |\hat{x}(i,j+1) - \hat{x}(i,j)|}{\sum_{i=1}^{n} \sum_{j=1}^{m} |x(i,j+1) - x(i,j)|}
\]

where $\hat{x}$ is de-speckled SAR image, $x$ is original SAR image, $n$ is the number of columns in SAR image and $m$ is the number of rows in SAR image. The higher the value of edge retention index, the better the preservation ability of the edges of the image. A better denoised SAR image is generally having a reasonable EPI value.

The PSNR is the ratio between the maximum possible power of a signal and the power of corrupting noise, which is the factor to measure the effect of image enhancement algorithm on image quality [15, 33]. The value of PSNR must be maximum as much as possible, and the higher the value means, the higher the image denoising quality will be. It is usually expressed and defined as [15, 32, 33].

\[
\text{PSNR} = 10 \log \frac{255^2}{\text{MSE}}
\]

where MSE is the mean squared error, given by

\[
\text{MSE} = \frac{1}{MN} \sum_{x=1}^{M} \sum_{y=1}^{N} [f(x,y) - f'(x,y)]^2
\]
where \( f(x, y) \) and \( f'(x, y) \) are the original image without noise and denoised SAR image respectively. \( M \) is the number of columns in SAR image and \( N \) is the number of rows in SAR image. If MSE value is small, the PSNR value will be high and vice versa. The MSE value must be minimum as much as possible.

5 EXPERIMENT AND ANALYSIS

5.1 The decomposition of SAR image

To show the efficiency of the proposed approach and the performance, the examples are performed in the following. Consider a gray Lotus image (500 × 500 pixel) white noise given in Figure 2(a). Under the environment of matlab software, A Gaussian white noise is added into it to form a contaminated image by the white noise, where the mean square deviation of Gaussian white noise is 0.03. Traditional Lee filtering algorithm, BEMD algorithm and BEMD-KPCA algorithm are used to denoise the image in this paper. In the experiment, \( 3 \times 3 \) formwork is used in Lee filtering method, while the decomposition layers of the IMF in BEMD are four. This noisy image will be used in traditional Lee filtering algorithm, BEMD algorithm and BEMD-KPCA algorithm to denoise noises in the Lotus image, and evaluate the effectiveness of the proposed method in image denoising.

The Lotus image with Gaussian white noise will be decomposed by the BEMD coupled with the proposed approach to improve the edge effect into a few IMFs. Considering the high frequency characteristics of the noise, it can be found that the noise mainly involves the high frequency components of BEMD decomposition. In the first experiment of image denoising using BEMD algorithm, the first decomposition of the noisy image is done for only one time to extract an IMF, and then this IMF, as a new image, completes another decomposition, obtaining another IMF. Repeat the above steps, the top four IMFs resulting from the image may be approximately regarded as the noises. Then subtracting them from the original noisy image produces a new image, which is the result of image denoising (Figure 2).

From the Figure 2(b–e), it clearly shows that IMFs edges decomposed by the traditional BEMD method appear edge pollution phenomenon in the process of the IMF's decomposition since the triangle subdivision interpolation cannot be extrapolated. The top four-layer decomposition results of IMFs using Delaunay triangulation subdivision are given in Figure 2(d,e). This noisy image will be used as the first example to illustrate the effectiveness of the BEMD-KPCA method in image denoising.

The experimental results show that the edge of the IMFs component obtained from the second IMF2 decomposition by the traditional BEMD is divergent (black pollution), although the black pollution is not serious at this time, but it still has clearly visible edge distortion; from the third component of IMFs, its edge pollution (indicated by the dotted oval in Figure 2(d,e)) has become more serious than the second IMF component. The bad black pollution at each corner is clearly visible and a great spreading trend from four corners to the center. As the BEMD decomposition continued, edge effects of IMFs component decomposed by the traditional BEMD will gradually increase, which will affect the integrity of the IMFs components. Similarly, the first example of the denoising of the image with Gaussian white noise, the top four layers of IMF components decomposed by the BEMD-KPCA method is given in Figure 3. Obviously, the edge effect has been effectively suppressed, when the edge effect is treated by the mirror expansion approach in the decomposition of the improved BEMD. This result is better than that from the traditional BEMD algorithm without consideration of the edge effect, which shows that it is very important for image denoising by the BEMD method to improve the edge effect, and illustrates that the proposed approach is feasible in the treatment of the edge effect.

To evaluate the effectiveness of the BEMD-KPCA method in image denoising, Figure 4 shows the denoising results from Lee filter, the traditional BEMD algorithm, and the proposed approach (BEMD-KPCA), respectively. The proposed
approach gives a more satisfactory result than the others. Any spots contaminated by the noise almost cannot be seen from the denoised image. Compared with the proposed approach, the images done by the traditional BEMD and Lee filter are still some noises.

To interpret the effectiveness of the proposed denoising method, the PSNR is used as the measurement index of denoising. From the histogram of PSNR with different denoising methods (Figure 5), it can be seen that the values after denoising increase to some extent for any one of the above three denoising methods. The BEMD-KPCA algorithm proposed in this paper gets a first in increasing the PSNR, and is better than that of traditional BEMD and Lee filtering method. The proposed approach reduces the noise of the image and retains the details of the image as many as possible. The traditional BEMD results in higher values of PSNR than the Lee filter, but it loses some high frequency detail compositions in image resulting in image blurring.

5.2 Estimation of SAR image denoising effect

To further analyze the availability of our proposed method, we also apply it on the spaceborne SAR image (500-pixel × 500-pixel, L-band) with speckle noises (see Figure 6(a)). It can be clearly seen that the image has an obvious terrain features area. The matlab R2015b software is used to implement the proposed method. The traditional BEMD method, the Lee filter and the BEMD-KPCA method are adapted to remove noises for comparative analysis in the experiment. In the experiment, 3 × 3 formwork is used in the Lee filter method. The IMFs with the traditional BEMD belongs to the four-layer decomposition. Figure 6 shows the qualitative comparison of the proposed despeckling method with various existing methods.
As can be seen from the Figure 6, speckle noise in SAR images is removed to a certain extent after different filtering methods. Both Lee filter and the BEMD method can reach an acceptable result of the denoising, as shown in Figure 6b,c. However, compared with the denoised image by the proposed approach, those from both still maintain a definite distance. Some noise from the original image is removed by the Lee filter, but some edge details in the SAR image are not retained after filtering. Compared with the Lee filter and the BEMD-KPCA, the filtered SAR image processed by the BEMD has less noise, but the loss of edge detail is more serious. Obviously, the edge effect has a serious influence on the result of the denoising, which shows that some contents of the noise enter the other IMFs except for the first IMF.

From Figure 6(d), it is seen that the BEMD-KPCA approach gives the best result of removing the speckle noise. When the edge effect is treated by the KPCA in the decomposition of the BEMD, this result is better than that from the above two methods. The above results illustrate that the schedule combining the extrapolation expansion with the KPCA algorithm as BEMD-KPCA can effectively improve the edge effect of the BEMD operation and get the reliable decomposed results, thus enhancing the image denoising performance of the BEMD by a big margin.

To quantitatively compare and analyze the denoising effect of the proposed method, three regions (30-pixel × 30-pixel, 25-pixel × 25-pixel and 50-pixel × 50-pixel) are selected in the image, as shown in Figure 6(a). According to the definition of the ENL, the values for each region before and after denoising are calculated. All results are listed, as shown in Table 1. Compared with the ENLs before denoising, the values after denoising increase to some extent for any one of the above three denoising methods. The proposed approach gets a first in increasing the ENL, and the next one is the traditional BEMD.

| Table 1 | Comparison of ENL on the regions |
|---------|----------------------------------|
| Denoising method | Region 1 | Region 2 | Region 3 |
| Original SAR image | 4.3641 | 3.532 | 4.354 |
| Lee filter | 65.793 | 86.482 | 79.372 |
| BEMD | 65.465 | 87.072 | 80.763 |
| BEMD-KPCA | 86.376 | 99.437 | 97.347 |

Relatively, the Lee filter plays a worst role in improving the ENL after denoising. For the denoising effect of the three regions, the ENL of the BEMD-KPCA is 86.376, 99.437 and 97.347, respectively. Compared with the denoising effect of the Lee filter and BEMD method, the BEMD-KPCA method also has a significant advantage.

The index values of the whole image (Figure 6(a)) before and after denoising are shown in Table 2. It can be seen that MSE and SD of the image after denoised by the BEMD-KPCA algorithm are the smallest. Compared with the Lee filter and the BEMD method, the SD of the image denoised by the BEMD-KPCA algorithm reduced by 1.651 and 1.021 respectively. In terms of the PSNR of the image, the value of the image denoised by BEMD-KPCA algorithm is the highest, compared with the Lee filter and the BEMD method, and that of the image denoised by BEMD-KPCA method is increased by 1.4 and 0.892 respectively, which shows that the BEMD-KPCA algorithm can effectively separate the signal and noise in different frequency domains. In the aspect of EPI, the BEMD-KPCA algorithm is better than other filtering methods, which shows that the proposed approach has obvious advantages in image edge detail maintenance. According to the above analysis, the BEMD-KPCA algorithm has the best visual effects, denoising better and preserving image edges.

Using the Envisat SAR image (size of 512-pixel × 512-pixel) of the eastern region in Las Vegas with noise, the third experiment is introduced to further test the denoising effect of the proposed approach. Figure 7 presents comparison results of the denoised and edge retained effects for the Lee filter, BEMD, and BEMD-PCA, respectively. In this experiment, the size of formwork in Lee filter is 3 × 3, and decomposition layers of the BEMD method are four.
FIGURE 7 Comparison of denoised results for different filtering algorithms: (a) original SAR image, (b) Lee filter, (c) Wavelet filter and (d) BEMD-PCA

TABLE 3 Comparison of the de-noised effect and the edge retained effect

| Denoising method | MSE     | SD      | PSNR   | EPI   |
|------------------|---------|---------|--------|-------|
| Original image   | 132.762 | 11.522  | 26.900 | 1.000 |
| Lee filter       | 107.337 | 10.360  | 27.823 | 0.612 |
| BEMD             | 98.895  | 9.945   | 28.179 | 0.699 |
| BEMD-KPCA        | 84.135  | 9.173   | 28.881 | 0.768 |

As can be seen from the Figure 7, the BEMD-KPCA algorithm has the most obvious denoising effect compared with Lee filter and the traditional BEMD algorithm. The image denoised by the BEMD-KPCA algorithm is smoother, and image outline is clearer. The BEMD method loses many high frequency detail compositions, so the image is blurring. The results show that the BEMD-KPCA algorithm can effectively remove speckle noise from the SAR image, and retain the details of the image as many as possible.

The evaluation indexes of the denoising effect are shown in Table 3. As for the three algorithms, denoised images have larger PSNR and ENL than these of the original image. The PSNR and ENL in denoised image by the BEMD-KPCA algorithm is the largest, showing the best denoising and edge preserving ability. The MSE and SD of the three algorithms become less, and the MSE and SD of the BEMD-KPCA algorithm are the least, showing the best denoising ability. According to the definition of MSE, SD, PSNR, and EPI for the image before and after denoising, the data in Table 3 are corresponding to the visual effects in Figure 7. The above results indicate that the proposed approach really provides an effective approach for improving the edge effect of the BEMD operation to get reliable decomposed results and then enhance the image denoising performance.

6 CONCLUSIONS

The BEMD approach is widely used in the SAR image denoising through the decomposed results on different intrinsic scales, however, the edge effect is a noticeable problem. To reduce the influence of edge effects, the BEMD-KPCA algorithm is proposed in this study to improve the edge effects to enhance the denoising performance in the BEMD decomposition. In the edge treatment, the first one is an image mirror expansion operation through the extrapolates data toward the outside regions on the left and right sides of the image respectively, and the second is an expansion by the upper and lower mirror expansion with respect to the extrema nearest to the edge of the data resulted from the first step operation.

With consideration of the fact that the highest noise content of a SAR image is extracted into the front several layers of IMFs, the KPCA method is used to determine the number of IMFs containing the noise. This work introduces a procedure of the IMFs with noise filtered by adaptive filter approach. The IMFs with noise after filtering, the remaining IMFs and residual components are synthesized to obtain the reconstructed image, which is the denoised result.

After the analysis of SAR images with speckle noise denoised by the Lee filter, the BEMD method and the proposed approach, it is found that the BEMD-KPCA algorithm can enhance the performance of SAR image denoising. The BEMD-KPCA algorithm in this paper not only overcomes the shortcoming of the BEMD without edge treatment but also improves the edge effect of the BEMD processing. Compared with the image quality indexes such as MSE, SD, PSNR, ENL and EPI, the SAR image filtered by the BMED-KPCA algorithm has the best performance in the denoising effect.
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