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Abstract

Recent advanced methods for fashion landmark detection are mainly driven by training convolutional neural networks on large-scale fashion datasets, which has a large number of annotated landmarks. However, such large-scale annotations are difficult and expensive to obtain in real-world applications, thus models that can generalize well from a small amount of labelled data are desired. We investigate this problem of few-shot fashion landmark detection, where only a few labelled samples are available for an unseen task. This work proposes a novel framework named MetaCloth via meta-learning, which is able to learn unseen tasks of dense fashion landmark detection with only a few annotated samples. Unlike previous meta-learning work that focus on solving “N-way K-shot” tasks, where each task predicts N number of classes by training with K annotated samples for each class (N is fixed for all seen and unseen tasks), a task in MetaCloth detects N different landmarks for different clothing categories using K samples, where N varies across tasks, because different clothing categories usually have various number of landmarks. Therefore, numbers of parameters are various for different seen and unseen tasks in MetaCloth. MetaCloth is carefully designed to dynamically generate different numbers of parameters for different tasks, and learn a generalizable feature extraction network from a few annotated samples with a set of good initialization parameters. Extensive experiments show that MetaCloth outperforms its counterparts by a large margin.

1. Introduction

Detecting dense clothing landmarks is important for fashion image understanding, because the keypoints on the clothes provide discriminative features that enable various applications of fashion image analysis such as clothes recognition, retrieval, and virtual try-on [4, 5, 6, 7, 8]. However, recent success of dense fashion landmark detection is driven by training convolutional neural networks (CNNs) on large-scale datasets such as DeepFashion2 [5], which has a large number of annotated landmarks. The training of the above CNNs requires large amounts of annotated data to minimize a loss function $\ell$ with respect to a set of network parameters $\theta$, $\min_\theta \mathbb{E}_{(I, y) \sim D}[\ell_\theta(I, y)]$, where $(I, y)$ denotes an image and its label sampled from a large-scale dataset $D$ and $\mathbb{E}[\cdot]$ represents expectation. However, such annotations demand considerable labor, as labelling dense landmark locations of clothing images are critically time-consuming and expensive in practice. In order to get rid of the dependence on a large number of annotated clothing landmarks, a fashion landmark detection model that can...
Table 1. Comparisons of the setups in different few-shot applications that use meta-learning, including (a) image classification, (b) object detection, (c) semantic segmentation, and (d) dense fashion landmark detection (ours). We see that prior arts (a-c) employed a "N-way K-shot" setup by producing predictions of N classes trained on K samples for each class. S is a support set for each task, containing a subset of samples and their labels sampled from a dataset D. In (d), a "Nc-way K-shot" setup is adopted for dense fashion landmark detection where each task learns to detect Nc landmarks and Nc varies in different tasks.

| Few-shot Applications | Image Classification | Object Detection | Semantic Segmentation | Dense Fashion Landmark Detection |
|-----------------------|----------------------|------------------|-----------------------|-----------------------------------|
| Task T                | N-way K-shot [1]     | N-way K-shot [2] | N-way K-shot [3]     | Nc-way K-shot                     |
| Support Set S         | S = \((I_n^k, y_n^k)\)_{n=1,k=1}^N \quad \text{where } I_n^k: k^{th} \text{ image of the } n^{th} \text{ class, } y_n^k: \text{label of } I_n^k; \quad S = \((s_n^k, y_n^k)\)_{n=1,k=1}^N \quad \text{where } s_n^k: k^{th} \text{ object of the } n^{th} \text{ class, } y_n^k: \text{label of } s_n^k; \quad S = \((s_n^k, y_n^k)\)_{n=1,k=1}^N \quad \text{where } s_n^k: k^{th} \text{ segmentation of the } n^{th} \text{ class, } y_n^k: \text{label of } s_n^k; \quad S = \((I_n^c, Y_n^c)\)_{n=1}^{Nc} \quad \text{where } I_n^c: k^{th} \text{ image of the } c^{th} \text{ category and } \text{and } Y_n^c: \text{set of } N_c \text{ landmarks;} \quad Y_n^C: \text{a set of } N_c \text{ labels and each label is the coordinate of a landmark;} |

generalize well from a small amount of labelled data is desired. We investigate this problem of few-shot fashion landmark detection, where only a few annotated samples are available for an unseen task (e.g. an unseen clothing category).

A straightforward way to solve the above problem is to apply meta-learning, which trains a model on a variety of learning tasks, such that it can solve new few-shot tasks using only a small number of annotated samples. Specifically, meta-learning aims to minimize the loss function with respect to a set of tasks \(T = \{T_i\}\) by \(\min_{\theta} \mathbb{E}_{T \sim p(T)}[l_\theta(T)]\), where each task \(T_i\) is trained on a subset of images and their labels. And \(T_i\) is sampled from a distribution of tasks \(p(T)\). In this case, the learned parameters \(\theta\) would provide intermediate representation that is more easily to generalize to unseen tasks than the conventional supervised learning. The key idea is to leverage a large number of few-shot tasks to learn how to adapt a model to a new task where only a few labelled samples are available. We summarize the existing meta-learning applications in Table 1, including few-shot image classification [9, 10, 11, 1, 12], few-shot object detection [13, 14, 15, 2], and few-shot semantic segmentation [16, 3, 12, 17, 18]. We observe that they focused on training many tasks in a "N-way K-shot" setup, where each task predicts \(N\) classes by training on \(K\) images for each class. Here the number of classes \(N\) is fixed as the same value for all seen and unseen tasks. For example, in meta-learning for few-shot image classification, a task is trained by sampling a small support dataset \(S\) from the training set \(D\). \(S\) contains a subset of \(K\) images and their labels, \(S = \{(I_n^k, y_n^k)\}_{n=1,k=1}^{N,K}\), rendering a "N-way K-shot" setup. Every task predicts \(N\) number of classes, where the value of \(N\) is fixed for all seen and unseen classifiers as shown in Fig. 1. Another examples are meta-learning for few-shot object detection and few-shot semantic segmentation, where each object bounding box or segmentation mask belongs to one of the \(N\) object classes and the value \(N\) is also fixed for all object detectors or mask predictors.

In this paper, we tackle a more challenging problem, "Nc-way K-shot" fashion landmark detection, which aims to detect \(N_c\) fashion landmarks using \(K\) samples. The support set is written as \(S = \{(I_k^c, Y_k^c)\}_{k=1}^{K}\), where \(I_k^c\) denotes the \(k^{th}\) image of the \(c^{th}\) clothing category and it has \(N_c\) landmarks, while \(Y_k^C\) indicates a set of coordinates of the landmarks in this image. Unlike the dominant setup in existing meta-learning applications that the numbers of predictions \(N\) (e.g. #classes) are the same for all tasks, different seen and unseen detectors predict different \(N_c\) numbers of landmark locations as shown in Fig. 1, because various clothing categories have various number of landmark definitions (e.g. \(N_c = 25\) for "short sleeve shirt" and \(N_c = 10\) for "shorts" in the DeepFashion2 dataset). As \(N_c\) varies across seen and unseen tasks, they have different numbers of parameters, such that the parameter space is changed from time to time in different tasks. This makes few-shot fashion landmark detection model more difficult to learn intermediate representation that can efficiently adapt to new tasks. While [19] introduced a similar setup with "Nc-way K-shot tasks", where \(N_c\) varies, it only evaluated popular baselines for few-shot image classification with minor modifications. For example, to handle image classification with variable ways, it simply initialized the classification weights and bias of MAML [9] to zero instead of learning the initialization, leading to sub-optimal performance. An elaborately designed and effective method to solve the challenging few-shot fashion landmark detection is still to be explored.

To address the above difficulty, we propose a new meta-learning framework for few-shot dense fashion landmark detection, named MetaCloth, enabling learning unseen tasks of fashion landmark detection from just a few samples. For example, a convolutional neural network (CNN) produced by MetaCloth can be trained on landmark annotations of upper-body clothes (e.g. "short sleeve shirt"), and then effectively adapts to detect landmarks of lower-body clothes (e.g. "shorts") with merely a few annotations. This implies that MetaCloth enables a learned model generalized to arbitrary clothing category with any number of landmarks by using only a few annotated images. As shown in Table 1, this "Nc-way K-shot" setup defines a dynamic parameter space, where the number of parameters will be changed for different tasks. Therefore, landmark detectors for human body with fixed number of parameters are incapable in this setup. Instead of freezing the parameter space, MetaCloth dynamically generates parameters for different number of landmark detectors when different tasks are presented. After the parameters of the landmark detectors are
predicted, it learns a generalizable feature extraction network from a few samples with a set of good initialization parameters, which are obtained through training a variety of tasks as prior knowledge.

Specifically, MetaCloth consists of a feature extraction network (FENet), landmark detectors (LD) and a parameter prediction network (PPNet). FENet and LD constitute a complete fashion landmark detection model, where FENet extracts cloth-level features and LD perform pixel-wise classification on the cloth-level features and predict the location of fashion landmarks. Instead of fixing the architecture of landmark detectors, the parameters of LD are predicted by PPNet adaptively across tasks, to enable LD to predict different number of landmarks for different tasks with a dynamic parameter space. For example, given a task with $N_c$ fashion landmarks, PPNet predicts parameters of $N_c$ landmark detectors taking $N_c$ landmark-level features as inputs, thus the architecture of landmark detectors is changed to make $N_c$ predictions. During training, after the parameters of LD are predicted, the parameters of FENet are explicitly optimized for initialization, such that the feature extraction network can be effectively adapted to a new task.

This work has three main contributions.

- We propose a novel few-shot dense fashion landmark detection method with meta-learning, named MetaCloth, which can learn to predict landmarks for unseen tasks from only a few annotated images. To our knowledge, this is the first work for dense fashion landmark detection in a “$N_c$-way $K$-shot” setup. Different from the dominant setup in existing meta-learning applications in Table 1, where the number of classes $N$ is fixed for all seen and unseen tasks, our setup with varying $N_c$ classes is more realistic and challenging.

- An effective algorithm can dynamically generate parameters for different number of landmark detectors of unseen tasks and learn a highly generalizable feature extraction network with meta-learned initialization, to adapt to unseen scenarios from only a few samples (e.g. from upper-body clothes to lower-body clothes).

- We carefully evaluate MetaCloth by designing many new benchmarks in DeepFashion2, which contains 13 different definitions of dense landmarks for 13 clothing categories. We construct eight competitive baselines through tailoring the existing few-shot learning methods. Extensive experiments demonstrate that MetaCloth outperforms its counterparts by a large margin.

2. Related Work

2.1. Fashion Landmark Detection

Different from human landmark detection [20, 21], which has a single category (human body), fashion landmark detection is to localize various landmarks for various clothing categories (e.g. ‘shirt’, ‘skirt’). Different categories have different landmark definitions. For example, DeepFashion2 [5] defined 25 landmarks for “short sleeve shirt” and 10 landmarks for “shorts”. Recent advances [4, 22, 23, 24] in fashion landmark detection relied heavily on a huge amount of training data with manually annotated landmarks. For example, DeepFashion [4] first introduced this task, where an alignment network leveraged pseudo-labels and auto-routing mechanism to extract features for different landmarks. Non-local module was added in [23] to capture global dependency and utilize spatial information of landmarks. Furthermore [4, 24, 22] leveraged human knowledge among landmarks to enhance feature representation. However, previous work explored fashion landmark detection in the regime of ordinary supervised learning, which required a large set of annotated data. In contrast, MetaCloth investigates few-shot fashion landmark detection with meta-learning for the first time, where only a few annotated samples are provided for an unseen clothing category.

2.2. Few-shot Learning

Few-shot learning aims to generalize to new tasks, which only contain a few samples. Previous approaches utilized prior knowledge to augment data, such that the supervised information was enriched. For example, [25, 26, 27, 28] transformed the training samples into several samples with variations. [29, 30, 31] augmented data by selecting samples with the target label from a large data set, which was weakly labeled or unlabeled.

Besides data augmentation, lots of methods solved few-shot learning from the model perspective, which can be classified into four types: a). Multitask Learning [32, 33, 34, 35], which learned multiple related tasks simultaneously by exploiting both task-generic and task-specific information. b). Embedding Learning, [36, 37, 38, 39] which embedded each sample to a lower-dimensional such that similar samples are close together while dissimilar samples can be more easily differentiated. c). Learning with External Memory [40, 41, 42, 43], which extracted knowledge from the training set and stored it in an external memory. d). Generative Modelling [44, 45, 46, 47], which estimated the probability distribution from the observed training samples.

An increasingly popular solution for few-shot learning is meta-learning, which leverages a large number of few-shot tasks in order to learn how to adapt a model to a new task. In this work, we adopt meta-learning to solve the few-shot
fashion landmark detection, which learns unseen tasks from a few samples after training a model on a variety of tasks.

2.3. Meta Learning

The goal of meta-learning is to train a model on a variety of learning tasks, such that it can solve new learning tasks using only a small number of training samples. Recently, meta-learning has gained increasing attention due to its superior performance in solving few-shot problems such as image classification [9, 10, 11, 1, 12], object detection [13, 14, 15, 2], semantic segmentation [48, 16, 3, 17, 18]. Existing meta-learning methods can be generally divided into three categories, including optimization-based, metric-based and parameter prediction methods.

In the first category, the optimization-based methods [9, 49, 10, 50, 12, 15, 51] learned a good initialization so that a few gradient updates on its parameters would lead to good performance on unseen tasks. For example, MAML [9] optimized parameters for initialization by differentiating through the inner loop optimization and Meta-SGD [49] further learned update direction and learning rate besides initialization. However, these methods demanded fixed network architecture for each task, different from our setup where the number of parameters varies across tasks, thus are not flexible enough to solve few-shot fashion landmark detection.

In the second category, the metric-based methods [52, 53, 54, 16, 3, 2, 17, 18] learned embeddings of training samples and test examples and a distance metric to measure the similarity between them. [52] first introduced Matching Networks, which adopted a non-parametric principle by learning a differentiable K-Nearest Neighbour model. Prototypical Networks [53] extended Matching Networks by producing a linear classifier instead of weighted nearest neighbor for each class. Relation Networks [54] further utilized a learnable non-linear comparator, instead of a fixed linear comparator to define the optimal distance metric. These methods relied on pre-trained embedding modules, which are trained on seen tasks, thus can not effectively handle unseen few-shot fashion landmark detection tasks, especially when there exists huge discrepancy between seen tasks and unseen tasks (e.g. between detecting landmarks for upper-body clothes and for lower-body clothes).

In the third category, the parameter prediction methods [55, 48, 11, 56, 14] learned to predict network parameters from a few annotated examples. It was first introduced in [55], which predicted the parameters of a network from a single representative of a class with a second neural network. [56] enhanced the parameter prediction scheme with an attention based mechanism, which composes the classification weight vectors of unseen classes as a linear combination of those weight vectors of seen classes that are most similar to the few training examples. Our method is most related to this category of meta-learning methods, which generates parameters for different number of landmark detectors of unseen tasks. However, the previous work used a feed-forward network to obtain the parameters or simply fine-tuned the network with the predicted parameters, which limited the adaptation of the feature extraction network to unseen tasks. In comparison, we further utilize meta-trained initialization parameters to learn a highly generalizable feature extraction network.

3. Method

3.1. Problem Setting

We introduce the few-shot dense fashion landmark detection in the regime of meta-learning, which trains a set of tasks, denoted as \( T = \{T_c^i\} \), where the \( i^{th} \) task \( T_i^c \) is adopted to train landmark detectors for the \( c^{th} \) clothing category in a “\( N_c \)-way \( K \)-shot” setup. We have \( c = 1...C \) and a set of tasks are sampled for each \( c \). For \( T_i^c \), we select \( K \) images for the \( c^{th} \) clothing category from the entire dataset, called a support set denoted as \( S^c_i \). We have \( S^c_i = \{(I_{ik}^c, Y_{ik}^c)\}_{k=1}^K \), where \( I_{ik}^c \) is the \( k^{th} \) image in the \( i^{th} \) task of the \( c^{th} \) category and \( Y_{ik}^c \) represents a set of landmark locations in this image. The image \( I_{ik}^c \) may contain \( N_i \) landmarks. The entire task set \( T \) is divided into two subsets without overlapping in terms of clothing categories, including \( T^{\text{seen}} \) and \( T^{\text{unseen}} \). \( T^{\text{seen}} \) is used for meta-training, while \( T^{\text{unseen}} \) is used for meta-test. In other words, given an image of an unseen category \( c \) in meta-test, the meta-trained model should be able to predict \( N_i \) landmarks with just \( K \) images.

In meta-test, we perform episodes to evaluate the performance of the meta-trained model following [11], where each episode randomly samples a task from \( T^{\text{unseen}} \). Following the same setup in meta-training, each task is a “\( N_c \)-way \( K \)-shot” task associated with a support set \( S^c_i \) of \( K \) images. The only difference is that \( c \) is an unseen category. Given \( S^c_i \), the model is evaluated on a query set \( Q^c_i \) to calculate error. The images of the support set and the query set do not have overlaps. By following previous meta-learning work [9], we report the errors by averaging the results of all the episodes.

3.2. Overview

In order to solve “\( N_c \)-way \( K \)-shot” fashion landmark detection, where \( N_c \) varies across seen and unseen tasks, a model should possess two kinds of capabilities. On one hand, the model needs to adaptively change the number of fashion landmarks that it can predict given a new task, where the parameter space can be adjusted dynamically. On the other hand, the model needs to lean effective feature representations of fashion landmarks in a new task with a few
annotated samples, so as to predict the locations of landmarks accurately.

To solve the above issues, this work proposes MetaCloth. It adaptively generates parameters for different number of landmark detectors when different tasks are present, thus realizing a dynamic parameter space instead of fixing the architecture. Once the parameters of the landmark detectors are predicted, it learns a generalizable feature extraction network from a few annotated samples with proper initialization, which is obtained through training a variety of tasks as prior knowledge. The learned feature extraction network extracts discriminative feature representations of fashion landmarks to facilitate the predictions of landmarks.

As shown in Fig. 2, the meta-training stage of MetaCloth contains four flows: flow-1 adjusts the architecture of landmark detectors to detect \( N_c \) landmarks through extracting \( N_c \) landmark-level features and predicting parameters \( \omega \) of \( N_c \) landmark detectors on the support image \( I \). flow-2 tunes the feature extraction network to be task-specific, through updating the parameters \( \theta \) of the FENet with the loss calculated on \( I \) using the predicted \( \omega \). flow-3 further updates the parameters of landmark detectors to be more suitable for this task through predicting parameters \( \omega' \) of \( N_c \) landmark detectors with the updated \( \theta' \) on \( I \). flow-4 optimizes the parameters of the feature extraction network for initialization by updating the initial parameters \( \theta \) of the FENet with the loss calculated on the query image \( I_q \) using \( \theta' \) and \( \omega' \). During meta-test, the information flows are the same as those in the meta-training stage except that flow-4 only includes a forward propagation to predict landmark heatmaps for a query image without the backward propagation in the dashed line.

### 3.3. Information Flows

As shown in Fig. 2, the meta-training stage of MetaCloth contains four flows. These flows successively predict the parameters of landmark detectors, tune the feature extraction network to be task-specific, update the parameters of landmark detectors, and optimize the parameters of the feature extraction network, to obtain a set of good initialization parameters for efficient adaptation to unseen tasks.

#### 3.3.1 Flow-1

This flow adjusts the architecture of landmark detectors to adaptively change the number of landmarks that MetaCloth can predict, through predicting parameters for landmark detectors. Given a task with \( N_c \) landmarks, this flow takes \( N_c \) landmark-level features as inputs and generates parameters for \( N_c \) landmark detectors. Specifically, an image \( I \) from \( S^c \) with \( N_c \) landmarks is fed into the base FENet to extract general cloth-level features \( F^{\text{cloth}} \in \mathbb{R}^{N_c \times 512} \). The image \( I \) has \( N_c \) landmarks in the form of labelmaps \( L^{\text{point}} \in \mathbb{R}^{N_c \times h \times w} \) and each labelmap is a one-hot \( h \times w \) binary mask, which indicates the location of a landmark. The general landmark-level features \( F^{\text{point}} \in \mathbb{R}^{N_c \times 512} \) are extracted through a matrix multiplication between the labelmaps \( L^{\text{point}} \) and the cloth-level features \( F^{\text{cloth}} \). When there are multiple support images, we further average landmark-level features of all support images to obtain the final landmark-level features \( F^{\text{point}} \in \mathbb{R}^{N_c \times 512} \). \( F^{\text{point}} \) is then fed into PPNet to predict the parameters \( \omega \in \mathbb{R}^{N_c \times 512} \) of LD. \( \omega \) has \( N_c \) vectors with length 512, and each vector is used as a \( 1 \times 1 \) convolutional filter to detect a specific fashion landmark.

#### 3.3.2 Flow-2

This flow tunes the meta feature extraction network to be task-specific for the task \( T^c \) from a few annotated samples. Specifically, the image \( I \) passes through the meta FENet with parameters \( \theta \) and LD with the predicted parameters \( \omega \)
to estimate the landmark heatmaps $\hat{Y}_1 \in \mathbb{R}^{N_c \times h \times w}$ on $I$ and calculate the loss $\ell_1$ between the predicted heatmaps and the ground-truth labelmaps. Then parameters $\theta$ of the meta FENet is optimized to $\theta'$ using gradient descent as below:

$$\theta' \leftarrow \theta - \beta_1 \nabla_{\theta} \ell_1(f_{\theta,\omega})$$ (1)

where $f_{\theta,\omega}$ consists of the meta FENet with parameters $\theta$ and LD with parameters $\omega$.

### 3.3.3 Flow-3

This flow updates the parameters of the landmark detectors to be task-specific as well, with the updated meta feature extraction network, thus the landmark detectors are more suitable for the task $T_i^c$ to predict the landmarks. Specifically, the image $I$ is fed into the meta FENet and PPNet again, which performs the same operations as those in the flow-1, with the updated parameters $\theta'$ of the meta FENet after flow-2, to predict the parameters $\omega'$ of LD. The parameters $\omega$ of LD in flow-1 are predicted from general landmark-level features extracted by the base FENet, to enable the tuning of the meta FENet. After the meta FENet is optimized from the given samples and extracts task-specific landmark-level features, we further update parameters $\omega'$ of LD in flow-3 to make LD better adapt to the task $T_i^c$.

### 3.3.4 Flow-4

This flow optimizes for a set of good initialization parameters of the meta feature extraction network, such that it can be effectively adapted to unseen tasks with a few annotated samples when the parameters of the landmark detectors are predicted. During meta-training, a different image $I_q$ passes through the meta FENet with parameters $\theta'$ and LD with the predicted parameters $\omega'$ to estimate the landmark heatmap $\hat{Y}_{I_q} \in \mathbb{R}^{N_c \times h \times w}$ on $I_q$ and calculate the loss $\ell_{I_q}$. Instead of calculating the gradients of $\theta'$ to optimize $\theta'$, it calculates the gradients of the initial $\theta$ to optimize $\theta$ using gradient descents as below:

$$\theta \leftarrow \theta - \beta_2 \nabla_{\theta} \ell_{I_q}(f_{\theta',\omega'})$$ (2)

where $f_{\theta',\omega'}$ consists of the meta FENet with parameters $\theta'$ and LD with parameters $\omega'$. Note that the optimization is performed over the model parameters $\theta$, whereas the loss function is computed using the updated model parameters $\theta'$. The parameters of the meta feature extraction network are explicitly trained such that gradient descents with a small amount of training data from a new task will produce good generalization performance on that task when adopting the above parameter-prediction scheme. During meta-test, this flow does not include the backward propagation to optimize parameters $\theta$. Instead, the query image $I_q$ passes through the meta FENet with parameters $\theta'$ and LD with the predicted parameters $\omega'$ to estimate the landmark heatmap $\hat{Y}_{I_q}$ as the final predictions.

#### Algorithm 1 Meta-training of MetaCloth

**Input:** task set $\mathcal{T}_{\text{seen}}$

**Input:** $\phi$: parameters of PPNet; $\theta_0$: parameters of the base FENet; learning rate $\beta_1$ and $\beta_2$

**Output:** $\theta$: parameters of the meta FENet

1. Initialize $\theta$: parameters of the meta FENet
2. for each task $T_i$ sampled from $\mathcal{T}_{\text{seen}}, T_i$ consists of $S_i$ and $Q_i$, do
   3. $F_{\text{cloth}} = \text{FENet}(S_i; \theta_0)$
   4. $F_{\text{point}} = F_{\text{cloth}} \times L_{\text{point}}$
   5. $\omega = \text{PPNet}(F_{\text{point}}; \phi)$
   6. $\theta' \leftarrow \theta - \beta_1 \nabla_{\theta} \ell(S_i(f_{\theta,\omega}))$
   7. $F'_{\text{cloth}} = \text{FENet}(S_i; \theta')$
   8. $F'_{\text{point}} = F'_{\text{cloth}} \times L_{\text{point}}$
   9. $\omega' = \text{PPNet}(F'_{\text{point}}; \phi)$
   10. $\theta \leftarrow \theta - \beta_2 \nabla_{\theta} \ell(Q_i(f_{\theta',\omega'}))$
3. end for

#### Algorithm 2 Meta-test of MetaCloth

**Input:** task set $\mathcal{T}_{\text{unseen}}$

**Input:** $\phi$: parameters of PPNet; $\theta_0$: parameters of the base FENet; $\theta$: parameters of the meta FENet; learning rate $\beta_1$

**Output:** $\hat{Y}$: predicted landmarks

1. for each task $T_i$ sampled from $\mathcal{T}_{\text{unseen}}, T_i$ consists of $S_i$ and $Q_i$, do
   2. $F_{\text{cloth}} = \text{FENet}(S_i; \theta_0)$
   3. $F_{\text{point}} = F_{\text{cloth}} \times L_{\text{point}}$
   4. $\omega = \text{PPNet}(F_{\text{point}}; \phi)$
   5. $\theta' \leftarrow \theta - \beta_1 \nabla_{\theta} \ell(S_i(f_{\theta,\omega}))$
   6. $F'_{\text{cloth}} = \text{FENet}(S_i; \theta')$
   7. $F'_{\text{point}} = F'_{\text{cloth}} \times L_{\text{point}}$
   8. $\omega' = \text{PPNet}(F'_{\text{point}}; \phi)$
   9. $\hat{Y} = f(Q_i; \theta', \omega')$
10. end for

### 3.3.5 Summary

Alg. 1 and Alg. 2 summarize the complete information flows of meta-training and meta-test in MetaCloth. Note that multiple gradient updates are used to obtain $\theta'$ in line 6 of Alg. 1 and line 5 of Alg. 2.

### 3.4 Components

#### 3.4.1 FENet

The Feature Extraction Network (FENet) extracts cloth-level features of the images and serves two functions. It first
constitutes a complete fashion landmark detection model with landmark detectors, which can be tuned to a generalizable feature extraction network with proper initialization from a few annotated samples in a new task. It further enables the implementation of a dynamic architecture, where the extracted landmark-level features are fed into the parameter prediction network to generate parameters for the corresponding number of landmark detectors.

As shown in Fig. 2, FENet have two different set of parameters $\theta_0$ and $\theta$. FENet with $\theta_0$ is a base feature extraction network, which is trained on all seen categories with standard supervised learning. Specifically, suppose all seen categories define a total of $N_{all}$ landmarks. We train a supervised fashion landmark detection model $M$, which consists of the base FENet with parameters $\theta_0$ and $N_{all}$ landmark detectors with parameters $\omega_0$, to detect $N_{all}$ landmarks. After the training of the model $M$, given an image $I$, the base FENet with parameters $\theta_0$ outputs a feature map $F^{cloth} \in \mathbb{R}^{h \times w \times 512}$ and $N_{all}$ predicted labelmaps. $N_c$ heatmaps belonging to the $c^{th}$ clothing category among the $N_{all}$ predicted heatmaps are selected as $L^{point}$ to produce landmark-level features. During meta-test, ground-truth labelmaps are used. Since the base FENet with parameters $\theta_0$ is trained to predict landmarks for all seen categories with conventional supervised learning, it extracts general landmark-level features.

FENet with $\theta$ is a meta feature extraction network, which is trained on a large number of tasks in the regime of meta-learning as shown in Alg. 1, for a set of initialization parameters that can be efficiently adapted to unseen tasks.

### 3.4.2 LD

The Landmark Detectors (LD) perform pixel-wise classification on the cloth-level features and predict landmark heatmaps. The architecture of LD can be adjusted adaptively to predict different number of fashion landmarks in different tasks, which is realized by a parameter prediction network to dynamically predict parameters for LD. Specifically, for a task $T_i$ with $N_c$ landmarks, the parameters of LD have $N_c$ vectors with length 512, and each vector is used as a $1 \times 1$ convolutional filter to detect a specific fashion landmark. As shown in Fig. 2, the parameters of LD are updated from $\omega$ to $\omega'$ after the meta FENet is tuned, to make LD task-specific.

### 3.4.3 PPNet

The Parameter Prediction Network (PPNet) predicts parameters of the landmark detectors from landmark-level features. It enables the dynamic adjustment of the architecture to adaptively change the number of landmarks that MetaCloth can predict across tasks. Specifically, taking $N_c$ landmark-level features as input, PPNet predicts $N_c$ vectors with length 512 as the parameters of landmark detectors, and each vector is used as a $1 \times 1$ convolutional filter to detect a specific fashion landmark. In this way, MetaCloth can dynamically generate arbitrary number of parameters for unseen tasks with arbitrary number of landmarks, as long as a few samples with annotations are provided.

PPNet with parameters $\phi$ is trained on a large number of tasks using meta-learning as shown in Alg. 3, where $f_{\theta_0, \omega}$ consists of the base feature extraction network FENet with parameters $\theta_0$ and landmark detectors with parameters $\omega$. Specifically, we train a set of tasks $T = \{T_i\}$ and $T_i$ contains a support set $S_i$ and a query set $Q_i$. For each $T_i$, the support set $S_i$ is fed into the base FENet with parameters $\theta_0$ to extract landmark-level features. PPNet predict parameters $\omega$ of the landmark detectors from the landmark-level features. Then the query set $Q_i$ passes through the base FENet with $\theta_0$ and landmark detectors with $\omega$ to predict landmark heatmaps. The loss between predicted labelmaps and ground-truth labelmaps on $Q_i$ are calculated to optimize the parameters $\phi$ of PPNet.

### 3.5. Analysis of Parameter Prediction Scheme

In this part, we compare MetaCloth with the existing few-shot learning methods [57, 58, 59, 60, 61, 56, 62] that adopt parameter prediction scheme. These methods can be classified into two categories. The first category [61, 60, 58] learns a network that transforms few-shot model parameters to many-shot parameters, while the second category [57, 62, 56, 59] learns a network that generates classification parameters from feature embeddings. Our method adopts the second category, which learns a parameter prediction network to predict parameters of landmark detectors from landmark-level features, since it can dynamically generate parameters for different numbers of landmarks. By contrast, learning a transformation between few-shot model parameters to many-shot parameters in the first category requires a fixed architecture, thus is less flexible in solving “$N_c$-way $K$-shot” tasks. Previous methods in the second category rely on a feature extraction network

### Algorithm 3 The training of PPNet

**Input:** task set $\mathcal{T}^{seen}$

**Input:** $\theta_0$: parameters of the base FENet; learning rate $\gamma$

**Output:** $\phi$: parameters of PPNet

1. Initialize $\phi$: parameters of PPNet
2. for each $T_i$ sampled from $\mathcal{T}^{seen}$, $T_i$ consists of $S_i$ and $Q_i$, do
3. $F^{cloth} = \text{FENet}(S_i; \theta_0)$
4. $F^{point} = F^{cloth} \times L^{point}$
5. $\omega = \text{PPNet}(F^{point}; \phi)$
6. $\phi \leftarrow \phi - \gamma \nabla_{\phi} \ell_{Q_i}(f_{\theta_0, \omega})$
7. end for
trained on seen tasks to obtain the features for parameter prediction, which limits the adaptation of the feature extraction network and landmark detectors to unseen tasks. In contrast, MetaCloth explicitly optimizes the feature extraction network for initialization through the parameter prediction scheme. Since the parameters of landmark detectors are correlated with the parameters of the feature extraction network, such optimization leads to a set of good initialization parameters that can be tuned to unseen tasks with stronger feature representations and more effective landmark positioning.

4. Experiments

4.1. Dataset

Among all fashion datasets, DeepFashion2 [5] contains the most abundant clothing landmark annotations, which covers comprehensive clothing categories. Specifically, DeepFashion2 defines a total of 294 clothing landmarks on 13 clothing categories, where each clothing category is defined with different fashion landmarks and the number of defined landmarks ranges from 8 to 39 among 13 categories. We use DeepFashion2 to evaluate the few-shot fashion landmark detection.

Following the construction of few-shot object detection benchmarks in [13], we build four few-shot fashion landmark detection benchmarks. In each benchmark, out of the 13 clothing categories in DeepFashion2, we select 6 clothing categories with images in the training set to construct seen tasks as $T^{\text{seen}}$ and keep the remaining 7 categories with images in the validation set to construct unseen tasks as $T^{\text{unseen}}$, where each task in a “$N_c$-way $K$-shot” setup samples $K$ images of category $c$ with $N_c$ landmarks from DeepFashion2. Different benchmarks have different $T^{\text{seen}}$/$T^{\text{unseen}}$ splits.

Benchmark-1 explores how the few-shot fashion landmark detection models perform when transferring from half-body clothing categories to full-body clothing categories by setting only upper-body and lower-body clothing categories in $T^{\text{seen}}$ and all the full-body clothing categories in $T^{\text{unseen}}$.

Benchmark-2 investigates the few-shot fashion landmark detection models’ ability to transfer from upper-body clothing categories to lower-body clothing categories by setting only upper-body clothing categories in $T^{\text{seen}}$. In this way, none of lower-body clothing categories in $T^{\text{unseen}}$ share similar structure with those clothing categories in $T^{\text{seen}}$.

Benchmark-3 evaluates the few-shot fashion landmark detection models’ performance to transfer from clothing categories with fewer landmarks (e.g. 8 landmarks for “skirt”) to clothing categories with more landmarks (e.g. 39 landmarks for “long sleeve outwear”). Specifically, clothing categories are sorted by the number of landmarks in descending order and $T^{\text{seen}}$ selects the last six categories.

Benchmark-4 studies the performance of the few-shot fashion landmark detection models under a random split scenario while the other three benchmarks are constructed to mimic specific transfer scenarios. The 6 clothing categories in $T^{\text{seen}}$ are randomly selected from the 13 clothing categories.

During meta-test, we sample 100 random episodes for each clothing category from $T^{\text{unseen}}$ and a total of 700 episodes are constructed. Specifically, each episode samples a $N_c$-way $K$-shot tasks and 24 query images will be evaluated for the task. We adopt normalized error (NE) [24] as evaluation metric, which indicates better performance with smaller value. NE is defined as the $l_2$ distance between predicted landmarks and ground truth landmarks in the normalized coordinate space (i.e. divided by the square root of the clothing area). Results over 700 episodes are averaged to evaluate models.

4.2. Implementation Details

MetaCloth is made up of a feature extraction network (FENet), landmark detectors (LD) and a parameter prediction network (PPNet). To focus on the transferability of MetaCloth to unseen tasks, we adopt simple architectures for each component. FENet employs ResNet-50 [63] pre-trained from ImageNet [64] as the network backbone, followed by ten convolution layers and two deconvolution layers in reference with [65]. LD is made up of $1 \times 1$ convolutional filters and PPNet consists of two fully-connected layers. For training MetaCloth, taking benchmark-1 as an example with a total of 112 defined landmarks in $T^{\text{seen}}$, we introduce the details. We first resize each clothing item of DeepFashion2 images to $384 \times 384$. We train the supervised landmark detection model $M$, which consists of the base FENet with parameters $\theta_0$ and LD with parameters $\omega_0$ on 112 defined landmarks for 20 epochs starting from a learning rate of 0.01 and reducing it by 10 at 10 and 15 epochs. PPNet is meta-trained with 40,000 tasks, starting from a learning rate 0.002 and reducing it by 10 at 20000 tasks. The meta FENet is meta-trained for 40,000 tasks. Each task is trained using 12 gradient steps with learning rate $\beta_1 = 0.01$ and learning rate $\beta_2 = 0.0002$.

4.3. Baselines

Few-shot dense fashion landmark detection is a new problem and hasn’t been tackled before. We tailor the existing few-shot learning methods to address the proposed task and serve as eight baseline. These baselines employ the same network architecture as the landmark detection model of MetaCloth, which includes a feature extraction network and landmark detectors with $1 \times 1$ convolution.
4.3.1 Fine-tune (FT)

During training, parameters of the feature extraction network and landmark detectors are optimized on all seen categories with conventional supervised learning. During test, for a $N_c$-Way K-shot task, it tunes the pre-trained feature extraction network and trains parameters of $N_c$ landmark detectors, which adopts the same practice as the baseline model in previous few-shot learning work [62].

4.3.2 MAML [36]

The existing MAML requires fixed number of parameters in a model, thus cannot be directly applied to solve few-shot fashion landmark detection, where different tasks have different number of landmark detectors. We adjust it by setting the number of landmark detectors as the maximum number of landmarks in all tasks, i.e., 39 in DeepFashion2, and correspondingly expanding the number of landmarks per clothes image to 39, guaranteeing that each of the 39 detectors is semantically meaningful during meta-training.

4.3.3 Few-shot Weight Generator (WG) [56]

The original WG solves few-shot image classification by predicting classification weights for unseen categories from the feature vectors of the training examples. We adjust WG to solve the few-shot fashion landmark detection by predicting the parameters of landmark detectors from the landmark-level feature vectors of the training examples.

4.3.4 WG-ATT [56]

Besides generating the parameters from the features as WG, this method further adopts an attention-based weight composition mechanism, where the classification weights of a novel category are composed as a linear combination of those base classification weight vectors. We adjust WG-ATT through generating the parameters of landmark detectors both from the landmark-level features and the parameters of landmark detectors from other clothing categories.

4.3.5 Prototypical Networks (PROTO) [53]

Prototypical Networks construct a prototype for each class and classifies each query example as the class whose prototype is “nearest” to it. We construct a prototype for each landmark with the landmark-level features and assign the location of a query image that is “nearest” to the prototype as the landmark location.

4.3.6 PROTO-MA [19]

This method combines Prototypical Networks and MAML. When updating the parameters, the gradients are allowed to flow through the Prototypical Network-equivalent linear layer initialization.

4.3.7 Model Regression Network (MRN) [61]

This method trains a deep regression network to learn a generic, category agnostic transformation from models learned from a few samples to models learned from large samples, and uses this transformation in learning models for novel categories.

4.3.8 Proactive and Adaptive Meta-learning (PAML) [60]

This method produces a generic initial model through aggregating con-textual information from a variety of tasks, while effectively learns how to transform few-shot model parameters to many-shot model parameters.

4.4 Comparisons with Baselines

4.4.1 Overall Performance

We present the few-shot landmark detection results on four benchmarks in Table 2. First of all, MetaCloth outperforms all the baselines in all benchmarks on the averaged results. MetaCloth achieves the smallest errors on three benchmarks with specific transfer scenarios on all different shots, including transferring from half-body clothing categories to full-body clothing categories in benchmark-1, from upper-body clothing categories to lower-body clothing categories in benchmark-2, and from clothing categories with fewer landmarks to clothing categories with more landmarks in benchmark-3. In benchmark-4 under a random split scenario, MetaCloth achieves the best performance except for shot-3. We can conclude that MetaCloth is a highly effective framework for handling $N_c$-way $K$-shot fashion landmark detection tasks.

Furthermore, WG and WG-ATT both adopt the parameter-prediction scheme, where the parameters of the landmark detectors are generated from the landmark-level features. However, their performances lag far behind our MetaCloth in all benchmarks. When there exists huge discrepancy between the seen clothing categories and the unseen categories (i.e. from upper-body clothing categories to lower-body clothing categories in benchmark-2), they fail to generate meaningful parameters from landmark-level features with a fixed feature extractor trained on seen categories. By contrast, besides dynamically generating parameters, MetaCloth learns a highly generalizable feature extraction network with meta-learned initialization, such that it can be better adapted to unseen tasks with a few annotated samples.

Finally, when comparing between FT and MAML, PROTO and PROTO-MA, MRN and PAML, the latter
Table 2. Few-shot fashion landmark detection results on four benchmarks. The evaluation metric is normalized error (NE) with 95% confidence intervals ($\times 10^{-2}$), which is averaged over 700 episodes and smaller value indicates better performance. Results on different shots are further averaged as the mean value. The best performance of each benchmark is bold.

| Shot | FT     | MAML   | WG     | WG-ATT | PROTO  | PROTO-MA | MRN    | PAML   | Ours   |
|------|--------|--------|--------|--------|--------|----------|--------|--------|--------|
| B-1  | 0.266±0.8 | 0.212±1.2 | 0.104±2.2 | 0.103±2.2 | 0.109±1.3 | 0.126±1.6 | 0.320±1.0 | 0.165±2.7 | 0.086±1.4 |
| 3    | 0.177±0.6 | 0.130±1.0 | 0.088±2.0 | 0.086±1.9 | 0.085±1.1 | 0.081±1.2 | 0.229±0.7 | 0.101±1.8 | 0.081±1.1 |
| 5    | 0.154±0.5 | 0.106±0.9 | 0.086±1.9 | 0.084±1.9 | 0.070±0.9 | 0.067±1.2 | 0.209±0.5 | 0.088±1.5 | 0.065±0.9 |
| 8    | 0.140±0.4 | 0.090±0.9 | 0.085±1.9 | 0.082±1.8 | 0.068±0.8 | 0.062±1.0 | 0.189±0.5 | 0.078±1.3 | 0.057±0.8 |
| 10   | 0.133±0.4 | 0.088±0.7 | 0.084±1.8 | 0.081±1.6 | 0.067±0.8 | 0.059±0.9 | 0.185±0.3 | 0.076±1.1 | 0.055±0.6 |
| Mean | 0.174    | 0.125   | 0.089   | 0.087   | 0.080   | 0.079    | 0.226   | 0.102   | 0.069   |

baselines perform better than the former baselines in all benchmarks. Since the latter baselines including MAML, PROTO-MA and PAML all train a variety of tasks to optimize the initialization of the models, these models can better tune their parameters for unseen clothing categories. However, these MAML-based methods all drop behind our MetaCloth. MAML jointly meta-optimizes the feature extraction network and landmark detectors as shown in Fig. 3. As pointed by [60], plain updates can only slightly modify its parameters, otherwise, it would lead to severe overfitting to the new data. PROTO-MA initializes the task-specific linear landmark detectors from the Prototypical Network-equivalent weights and bias. However, it uses a pre-defined fixed metric (i.e. Euclidean distance), which assumes linear separability after the landmark features, and hence is totally limited by the efficacy of the feature extraction network. PAML learns the initialization of a model and meanwhile learns a transformation from few-shot model parameters to many-shot model parameters. The assumption that there exists a generic non-linear transformation in the model parameter space is not proved in a dynamic parameter space to solve the few-shot landmark detection problem. In contrast, while MetaCloth also optimizes for a set of good initialization parameters through learning abundant tasks, it adaptively generate parameters for different number of landmark detectors from the landmark-level features and accordingly optimizes the feature extraction network as summarized in Fig. 3. Since the parameters of landmark detectors are correlated with the parameters of the feature extraction network through a parameter prediction network, such optimization leads to not only stronger feature representations but also more effective landmark positioning, and at the same time realizes a dynamic parameter space. The exceeding performance of MetaCloth over these baseline models shows the superiority of our method in tuning the parameters with the parameter-prediction scheme for better adaptation to unseen tasks.

4.4.2 Comparison between Different Benchmarks

We further have several observations from Table 2 when comparing the performance of the models between the first three benchmarks, which are constructed to mimic the spe-

![Figure 3. The high-level diagram of MAML [9] and MetaCloth. $\theta$, $\omega$ and $\phi$ represents the parameters of the feature extraction network, landmark detectors and the parameter prediction network respectively.](image-url)
trained feature extraction network on seen tasks and can not mark, the clothing categories in unseen tasks have totally benchmarks, which transfers from upper-body clothing cat-
body clothes. In this benchmark, MetaCloth achieves better upper-body clothes and a low-body clothes, the models have ×
mark performance than the baseline models.

| Benchmarks-3 | FT | MAML | WG | WG-ATT | PROTO | PROTO-MA | MRN | PAML | Ours |
|--------------|----|------|----|--------|-------|----------|-----|------|------|
| short sleeve top | 0.130±1.1 | 0.082±1.7 | 0.142±3.0 | 0.108±2.5 | 0.066±2.0 | 0.060±1.2 | 0.163±3.4 | 0.079±2.0 | 0.056±1.2 |
| long sleeve top | 0.234±2.6 | 0.188±3.1 | 0.206±4.5 | 0.176±3.7 | 0.135±3.3 | 0.120±3.0 | 0.233±4.1 | 0.137±2.8 | 0.118±2.7 |
| short sleeve outerwear | 0.208±2.9 | 0.170±3.7 | 0.167±3.9 | 0.140±3.5 | 0.112±3.9 | 0.100±2.5 | 0.199±3.6 | 0.122±3.6 | 0.092±2.3 |
| long sleeve outerwear | 0.263±3.3 | 0.238±3.9 | 0.184±4.4 | 0.161±4.0 | 0.144±4.2 | 0.133±4.0 | 0.238±4.5 | 0.157±4.2 | 0.117±3.8 |
| short sleeve dress | 0.166±2.2 | 0.095±2.7 | 0.083±2.1 | 0.072±1.7 | 0.062±2.0 | 0.060±1.8 | 0.138±3.2 | 0.072±1.7 | 0.053±1.7 |
| long sleeve dress | 0.241±3.4 | 0.170±3.1 | 0.137±3.3 | 0.117±2.9 | 0.101±3.5 | 0.088±2.0 | 0.190±4.3 | 0.115±2.1 | 0.086±1.9 |
| sling dress | 0.164±2.6 | 0.086±2.3 | 0.079±2.8 | 0.077±2.2 | 0.092±2.7 | 0.066±1.3 | 0.131±3.5 | 0.059±1.4 | 0.056±1.2 |

Table 3. Few-shot fashion landmark detection results on three benchmarks of different unseen categories with 8 shots. The evaluation metric is normalized error (NE) with 95% confidence intervals ($\times 10^{-2}$) and smaller value indicates better performance. The best performance of each category is bold.

Furthermore, in benchmark-3, FT and MAML have the largest error among all benchmarks, which learns unseen tasks with more landmarks from seen tasks with fewer landmarks. In this benchmark, the parameter space of the models has huge discrepancy between the seen tasks and the unseen tasks, due to the difference between the number of landmark detectors. FT and MAML both jointly fine-tune the feature extraction network and landmark detectors when learning unseen tasks, which can overfit to a few annotated samples. The poor performances demonstrate that they can not effectively adjust their parameter space in a new task.

Finally, by comparison, in benchmark-2 and benchmark-3, MetaCloth still achieves better results compared with the baseline models, proving its superiority in adjusting the parameter space and learning a effective feature extractor even in difficult scenarios. To visually show the influence of different benchmarks on the transferability of our model, we visualize the heatmaps of the same clothing category in different benchmarks predicted by MetaCloth in Fig. 4, where the “landmark” column presents the ground-truth landmark locations. We can see that for the clothing category “long sleeve shirt” and “trousers”, the landmark heatmaps predicted by MetaCloth in benchmark-1 are bright in the region of landmarks, which accurately indicate the locations of the landmarks without ambiguity. By contrast, MetaCloth in benchmark-3 predicts messy heatmaps for landmarks on the specific transfer scenarios.

First of all, generally speaking, in benchmark-1, all models have smaller errors compared with the other two benchmarks, which are trained on half-body clothing categories and evaluated on full-body clothing categories. Since the full-body clothes can be regarded as the combination of a upper-body clothes and a low-body clothes, the models have less difficulty in detecting fashion landmarks for the full-body clothes. In this benchmark, MetaCloth achieves better performance than the baseline models.

Second, in benchmark-2, all the baselines except FT and MAML show the worst performance among the three benchmarks, which transfers from upper-body clothing categories to lower-body clothing categories. In this benchmark, the clothing categories in unseen tasks have totally different appearance and structure from the clothing categories in seen tasks. WG, WG-ATT and PROTO use the trained feature extraction network on seen tasks and can not extract effective feature representations for unseen tasks. PROTO-MA and PAML tune the feature extraction network from the meta-learned model initialization with a few samples. However, PROTO-MA is solely relied on the tuned feature extraction network with a pre-defined fixed metric while PAML subjects to the transformation from few-shot model parameters to many-shot model parameters learned from seen categories.
edge of the sleeves and MetaCloth in benchmark-5 causes confusion in the predicted locations of landmarks on the trouser legs. In benchmark-3, all the seen clothing categories are sleeveless, thus it is more difficult for the model to learn to detect the landmarks on the sleeves with only a few samples. In benchmark-5, the model is trained only on upper-body clothes, which bring a severe challenge to it to transfer to the lower-body clothes.

### 4.4.3 Transferability to Different Clothing Categories

Table 3 further presents separate results on different unseen categories in three benchmarks with specific transfer scenarios. The number of annotated samples for each unseen task is 8. Overall, MetaCloth outperforms baselines on all unseen categories in different benchmarks, which indicates its advantage in transferring to the arbitrary clothing category in different scenarios. Furthermore, the performances of the models vary when they detect landmarks for different clothing categories. For example, in benchmark-1, the baseline models have larger error on “trousers”. The mean error on “trousers” in WG and WG-ATT is even several times larger than the other clothing categories. There is only one lower-body clothing category in training, which leads to the difficulty of learning effective feature representations for the lower-body clothing category “trousers” with only a few annotated samples. In benchmark-2, the baseline models have significantly larger error on the lower-body clothing categories such as “shorts”, “trousers” and “skirt”. The lower-body clothing categories in unseen tasks have totally different appearance and structures with those in seen tasks, thus bring an extremely serve challenge to solve the few-shot fashion landmark detection. We calculate the landmark detection results of individual landmarks of the clothing category “trousers” in Fig. 5. For the symmetry landmarks, we average the normalized error and show the results of 9 landmarks. As can be seen from Fig. 5, MetaCloth achieves the smallest error on each individual landmark of “trousers”.

In benchmark-3, baseline model have larger error on clothing categories with more landmarks (e.g. “long sleeve top” with 33 landmarks and “long sleeve outwear” with 39 landmarks). Since the clothing categories in training have fewer landmarks (e.g. “vest” with 14 landmarks and “skirt” with 8 landmarks), the parameter space changes more significantly in those unseen tasks with more landmarks, which accounts for the increasing error on clothing categories with more landmarks. MetaCloth achieves smaller error in the above cases, demonstrating its effectiveness in learning feature representations and adjusting the parameter space for unseen tasks.

### 4.5. Ablation Study

#### 4.5.1 Models

During meta-training, after the parameters of the landmark detectors are predicted, MetaCloth optimizes the meta feature extraction network for initialization. During meta-test, the model is tuned with the meta-trained initialization from a few annotated samples in unseen tasks. To analyze the effects of the tuning scheme with the meta-trained initialization, we evaluate four different models in benchmark-2.

**Base-FEN** We remove the optimization of the meta feature extraction network for initialization as Base-FEN. Specifically, this model only optimizes the parameters \( \theta_0 \) of the base feature extraction network and the parameters \( \phi \) of the parameter prediction network following Alg. 3, rather than train the meta feature extraction network with param-
Table 4. Ablation study on the effects of the tuning scheme with the meta-trained initialization in benchmark-2. The evaluation metric is normalized error (NE) with 95% confidence intervals ($\times 10^{-3}$), which is averaged over 700 episodes and smaller value indicates better performance. Compared with models from the first row to the fourth row, mean error on MetaCloth decreases by 13.9%, 17.7%, 9.7%, 21.8%.

| Benchmark-2 | shot-3  | shot-5  | shot-8  | shot-10 | Mean |
|-------------|--------|--------|--------|---------|------|
| Base-FEN    | 0.137±2.5  | 0.113±2.3  | 0.094±1.9  | 0.088±1.8  | 0.108 |
| Base-FENΔ   | 0.141±2.7  | 0.117±2.4  | 0.101±2.3  | 0.093±2.1  | 0.113 |
| LD-Keep     | 0.134±2.6  | 0.107±2.3  | 0.090±1.9  | 0.082±1.5  | 0.103 |
| LD-KeepΔ    | 0.148±2.8  | 0.124±2.7  | 0.105±2.3  | 0.100±2.2  | 0.119 |
| MetaCloth   | 0.121±1.7  | 0.096±1.5  | 0.080±1.4  | 0.077±1.2  | 0.093 |

LD-Keep: We keep the optimization of the meta feature extraction network for initialization, but remove the update of the parameters for the landmark detectors during meta-training as LD-Keep. Specifically, this model is trained in the same way as MetaCloth following Alg. 1 except that it does not update the parameters of the landmark detectors as line 7-9 before optimizing the parameters $\theta$. During meta-test, it is evaluated following Alg. 2 as MetaCloth.

Base-FENΔ and LD-KeepΔ: We adopt the same training scheme as Base-FEN and LD-Keep, but remove the update of the parameters for the landmark detectors during meta-test as Base-FENΔ and LD-KeepΔ. Specifically, they do not update the parameters of the landmark detectors as line 6-8 in Alg. 2 for unseen tasks.

4.5.2 Results

Table 4 presents the few-shot fashion landmark detection results in benchmark-2. We have the following observations. First, during meta-test, the models Base-FEN and LD-Keep that update the parameters of the landmark detectors achieve better performance on all shots than the models Base-FENΔ and LD-KeepΔ that do not. After the feature extraction network is tuned with a few annotated samples in a new task, it extracts task-specific landmark features. In this way, updating the parameters of the landmark detectors from those landmark features enables the landmark detectors to be task-specific as well. The improved performance demonstrates the effectiveness of the parameter prediction scheme, since the landmark detectors can be updated to generate better results after the feature extraction network is tuned.

Second, the model Base-FEN without the meta-trained initialization have larger error than MetaCloth. In Meta-Cloth, the parameters of the meta feature extraction network are $\theta$ for initialization. During meta-test, it is evaluated following Alg. 2 except that in line 5, the parameters of the feature extraction network are $\theta_0$, which are trained on all seen categories with standard supervised learning.

![Figure 6](image-url) The similarity between features of (a) the same landmark before and after tuning the model and (b) different landmarks from the tuned model on different unseen categories with 8 shots in benchmark-2. Smaller value in (a) indicates that the model is adjusted more significantly with a few annotated samples since the extracted landmark features change more after the model is tuned. Smaller value in (b) indicates that the model extracts more distinctive landmark features since features of different landmarks are better separated.

Finally, the model LD-Keep, which does not update the parameters of landmark detectors during meta-training, also degrades performance compared with MetaCloth. Since the parameters of the updated landmark detectors are predicted from landmark features extracted by the meta feature extraction network, the loss calculated using the parameters of the updated landmark detectors is actually only related to the parameters of the meta feature extraction network. In this way, MetaCloth optimizes the meta feature extraction network more effectively with the updated landmark detectors.

Following [66, 67], we further show the similarity between features of the same landmarks before and after tuning the model, and of different landmarks from the tuned model on different unseen categories in Fig. 6. The experiments are conducted with 8 shots in benchmark-2. From
Fig. 6 (a), we can see that the similarity between features of the same landmarks before and after tuning the model Base-FEN is much larger, showing that the landmark features do not change a lot after the model is tuned. Without the meta-trained initialization, Base-FEN can not adjust the feature extraction network significantly to be adapted to a new task from a few annotated samples. In Fig. 6 (b), the features of different landmarks from the tuned MetaCloth have smaller similarity, and thus are better separated. Compared with LD-Keep, which do not update the parameters of landmark detectors to optimize the meta feature extraction network during meta-training, MetaCloth produces more effective optimization, such that the feature extraction network can be tuned from a few samples to extract more distinctive landmark features.

5. Conclusion

This work is among the first to explore few-shot dense fashion landmark detection with meta-learning in a $K$-way $N_c$-shot setup, where $N_c$ varies across tasks because various clothing categories have different number of landmarks. We propose an effective framework named MetaCloth, which can dynamically generate different numbers of parameters for different landmark detectors of unseen tasks, and learn a highly generalizable feature extraction network from only a few annotated samples with meta-learned initialization. Extensive evaluations are conducted on different benchmarks in DeepFashion2, showing the effectiveness of MetaCloth. Few-shot dense fashion landmark detection enables a learned model generalized to arbitrary clothing category with any number of landmarks by using only a few annotated images, and will facilitate the real-world applications to detect clothing landmarks without relying on a large number of annotations.
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