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Chapter

Energy Policy Decision in the Light of Energy Consumption Forecast by 2030 in Zimbabwe

Remember Samu, Samuel Asumadu Sarkodie, Murat Fahrioglu and Festus Victor Bekun

Abstract

Sustainable energy, environmental protection, and global warming are the most discussed topics in today’s world. Demand forecasting is paramount for the design of energy generation systems to meet the increasing energy demand. In this chapter, an examination of the causal nexus between energy consumption, total population, greenhouse gas emissions, and per capita GDP was carried out to forecast Zimbabwe’s energy consumption by 2030. A time series data from 1980 to 2012 were employed alongside econometric techniques to explore the causal relationship among the variables under review. The stationary test revealed the integration of all the data series of interest of order one ~ I(1). The autoregressive integrated moving average (ARIMA) model forecasted Zimbabwe’s 2030 energy demand around 0.183 quadrillion Btu as against the current 0.174 quadrillion Btu. The empirical finding is indicative for policy- and decision makers who design the energy policy framework geared towards achieving the universal access to modern energy technologies in Zimbabwe.
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1. Introduction

The mitigation of global warming, climate change, and environmental pollution (especially greenhouse gas emissions) has been in the mainstream discussions among environmental specialist and practitioners globally. Toxic greenhouse gas emissions, especially carbon dioxide that constitutes a larger percentage of atmospheric emissions, have a long-term effect on climate change. Agricultural activities, both on large and small scales; the generation, transmission, distribution, and consumption of energy; and many other human-influenced activities have been reported to be the major causes of high carbon dioxide emissions globally. Zimbabwe has suffered a rapid increase in energy demand mainly due to economic growth and population growth. There has been an insufficient supply of electrical energy—as of 2014, ~7.25 million out of 14.6 million [1], representing 50% of Zimbabwe’s population which lacked access to basic electrical energy and its related services. The deficit in electrical energy demand saw Zimbabwe importing almost 35% of its demand [2, 3]. The consumption rate has been growing rapidly, and the current
generation technologies are unable to meet this increasing demand. Based on the available fact, there is an urgent need to exhaust all the possible electricity generation technologies to achieve 100% connectivity.

Due to the relationship between human development and access to energy, Zimbabwe is currently categorized among the countries with low human development (i.e., an index of 0.49) [4]. With a very low life expectancy at birth of 33.5 years as of 2002, Zimbabwe has a low GDP per capita of US$ 2400 [4] and 0.92 metric tonnes as a value for the carbon dioxide emissions per capita [5]. It is of paramount importance that an investigation is done to ascertain the causal nexus between population, greenhouse gas emissions, energy consumption, and GDP per capita and forecast Zimbabwe's energy use by 2030. The energy demand is highly driven by energy intensity (I), gross domestic product per capita (GDPC), and total population (P). The total population is highly related to the development of social and cultural changes. The degree of development in the economy is reflected by the GDPC, while the energy intensity is related to the efficiency in the usage of energy by society [6].

In literature, a couple of noteworthy efforts on energy demand forecasting have been made. Neural networks, regression models, Box-Jenkins models, and econometric models are the most frequently applied techniques for energy forecasting [7]. The constraints and applications of economic models were outlined by Finniza and Baker in which they reviewed the alternative models and their applications for strategic decisions, investment alternatives, and environment analysis [8].

An autoregressive integrated moving average (ARIMA) and spatial ARIMA (ARIMASp) models are essential for forecasting environmental and non-environmental-related variables. These projections include forecasts of electrical energy demand and consumption, greenhouse gas emissions, economic growth, and day-ahead forecast of electricity prices [9–13].

Demand forecasts can be categorized into short-, medium-, or long-term depending mostly on the time frame of the forecast. The short-term demand forecasts vary depending on what variable is under investigation—from an hour-ahead, a day-ahead, to week-ahead projections [13]. Short-term demand forecasting is important for the economic cooperation and reliability of the power systems using linear models [14]. A month-ahead forecasting can be categorized into medium-term demand forecasting. Ref. [15] did a month-ahead demand forecasting for Spain using two neural networks and concluded that the results were better than those obtained using ARIMA models.

Demand forecasting can be in small, medium, or large location size. Ref. [16] did a campus and a building electricity demand forecasting using different regression models and compared the results from these models. In their conclusions, they deduced that almost all the models performed well in the overall campus than load forecasting of a single building.

There has been an extensive analysis of the causal nexus between energy consumption and economic growth. In the seminal study of Kraft and Kraft [17], on the relationship between energy use and gross national product using cointegration test and Granger causality techniques, the empirical finding was inconclusive for that prevailing study. The same study of Kraft and Kraft [17] was an invitation to numerous studies in the energy consumption analyses as outlined in a variety of studies [18–20]. However, the energy literature can be broadly classified into three groups, namely, (a) the energy-led growth hypothesis [21, 22], which implies that energy drives economic growth, (b) feedback hypothesis that infers that economic growth stimulates energy consumption and vice versa, [23–25] and finally (c) the neutrality hypothesis [26–28], in which there is a strong assumption that energy has little or no impact on economic growth. However, there are very limited and
sporadic literature documented regarding forecasting energy demand for sub-Saharan Africa (SSA) especially Zimbabwe—which is one of the fastest-growing economies in southern Africa.

As of recent, there are studies which include the empirical study by Sarkodie and Owusu [29] on carbon dioxide emissions, economic growth, energy use, and population interaction in a multivariate and causality framework, for the case of Ghana from 1971 to 2013. In this study, their empirical result revealed a cointegration relationship among all the series based on the vector error correction model (VECM) and autoregressive distributive lag model (ARDL). Their study validated the energy-induced growth hypothesis and the feedback hypothesis.

Furthermore, studies on energy forecasting in Spain precisely Asturias conducted by [30] utilized a univariate ARIMA Box-Jenkins approach from 1980 to 1996. Their study unraveled an optimum forecast with minimal forecast error. Similarly, for the case of Ghana, Sarkodie [31] estimated the electricity consumption by 2030 via an ARIMA technique. Sarkodie’s [31] empirical study submitted that Ghana energy consumption will increase from 8.52 billion kWh to 9.52 billion kWh in 2030. Sarkodie’s [31] findings were indicative of policymakers, which inform investments in energy infrastructure. The study also recommended the increase in energy generation to match the projected demand. In addition, Sarkodie and Owusu [32] investigated Nigeria energy use via forecast by 2030 using an ARIMA and ETS approach from 1971 to 2030. The empirical evidence showed that a 1% increase in energy use had a direct impact on carbon dioxide emissions by 3%. The ARIMA forecast prediction showed that energy use will increase from 975 kg in 2012 to 915 kg per oil equivalent by 2030.

In this chapter, a linear regression analysis is employed for the examination of the causal relationship between the variables under study. A time series data from 1980 to 2012 acquired from World Data Atlas [33] were used. Statistical forecasting models are then employed to project Zimbabwe’s energy use by 2030. Most importantly this chapter will give information on energy policies, planning, and management of environmental pollution in order to minimize the effects of climate change and forecast Zimbabwe’s energy demand and reduce the energy deficit the country is currently facing.

This chapter is of paramount importance to Zimbabwe, as it will increase the awareness of sustainable development and serve as a reference tool for integrating climate change measures into energy policies, practices, and planning by the government. Based on the findings of this chapter, Zimbabwe may be able to model an energy mix that will ensure 100% energy availability to all stakeholders. Zimbabwe is not utilizing its renewable energy resources on a large scale [2, 3]. This chapter will provide insights into how policymakers can incorporate the vast resources into the energy portfolio to ensure increased connectivity by the year 2030. Section 2 of the chapter briefly describes the methodology employed and the materials used. Results and discussion are outlined in Section 3 of the chapter. Section 4 presents the conclusions from the study, the energy policy implications, and possible recommendations for future studies.

2. Methodology

2.1 Data

The dataset employed in this present study consists of macroeconomic variables. Seven macroeconomic variables recorded yearly from 1980 to 2012 were analyzed. The data were retrieved from World Data Atlas [34]. These variables were then
used to econometrically forecast the energy demand of Zimbabwe up to the year 2030. Time series data on total greenhouse gas emissions (kt of CO\textsubscript{2} equivalent), total carbon dioxide emissions (kt), total population (million), GDP per capita (2010US$), total primary energy production (quadrillion Btu), total primary energy consumption (Quadrillion Btu), and total electricity net generation (Billion kW hours) were employed. The data utilized spans from 1980 to 2012. As a preprocessing technique, missing values were imputed using MICE package in R software. Linear regression analysis was then employed to examine the causal relationship between these variables under investigation.

2.2 Model specification

The functional relationship among total greenhouse emission, total carbon dioxide emission, total population, per capita GDP, total energy production, total primary energy consumption, and total electricity net generation is based on the works of Reference [31, 32, 35]. The functional forms can be represented as follows:

**Model A**: \[\ln \text{TPEC} = f(\ln \text{TGHC}, \ln \text{TENG}, \ln \text{TCO}_2, \ln \text{TPOP}, \ln \text{PGDP}, \ln \text{TPEP})\]

\[\ln \text{TPEC}_t = \alpha + \beta_1 \ln \text{TGHC} + \beta_2 \ln \text{TENG} + \beta_3 \ln \text{TCO}_2 + \beta_4 \ln \text{TPOP} + \beta_5 \ln \text{PGDP} + \beta_6 \ln \text{TPEP} + \epsilon_t\]  

(1)

while model B seeks to verify the extent of CO\textsubscript{2} emission on economic growth and the impact of population growth.

**Model B**: \[\ln \text{TCO}_2 = f(\ln \text{PGDP}, \ln \text{TPOP}, \ln \text{TENG}, \ln \text{TGHC}, \ln \text{TPEC}, \ln \text{TPEP})\]

\[\ln \text{TCO}_2 = \alpha + \beta_1 \ln \text{PGDP} + \beta_2 \ln \text{TPOP} + \beta_3 \ln \text{TENG} + \beta_4 \ln \text{TGHC} + \beta_5 \ln \text{TPEC} + \beta_6 \ln \text{TPEP} + \epsilon_t\]  

(2)

where \(t\) is time trend, also \(\alpha, \beta_1, \beta_2, ..., \beta_6\) are unknown coefficients of repressors, and \(\epsilon_t\) is the stochastic error term for the formulated models.

The empirical route of this study proceeds as follows: first, determination of the order of integration of series; second, estimation of the ordinary least squares (OLS) regression; and lastly, the forecast estimation.

2.3 Model estimation

Based on relevant studies [31, 32, 36] and our long-term forecasting using macro variables, an autoregressive integrated moving average (ARIMA) and spatial ARIMA (ARIMASp) models were utilized. These models are useful in forecasting greenhouse gas emissions, economic growth and electrical energy demand, consumption, and electricity prices [9, 10, 12, 32]. Some studies have utilized neural networks for a medium-term demand forecasting and concluded that the results were better than those obtained using ARIMA models [15]. Based on further analysis of the data variables and available literature and resources, a suitable model will be chosen for the continuation of this study. The ARIMA model [ARIMA (p, d, q)] was conducted in this chapter given as
\[
\phi(B)\nabla^d z_t = \phi(B)\alpha_t + \gamma_t = \sum_{i=0}^{p} \gamma_{i} Z_{t-i} + \alpha_t - \sum_{k=1}^{d} \gamma_t \alpha_{t-k} \quad (3)
\]

where

\[
\phi(B) = 1 - \phi_1 B - \phi_2 B^2 - ... - \phi_k B^k
\quad (4)
\]

3. Results and discussions
3.1 Descriptive statistical analysis

This section outlines the descriptive statistical analysis of the study variables. Figure 1 displays the trend of the variables after data imputation. It is visible from the trend that population increases rapidly, while the trend of GDP, total greenhouse gas, and carbon dioxide emissions exhibits similar feature, but fluctuations are observed in the trend of energy consumption.

Table 1 presents a summary of the descriptive statistical analysis of the study variables. Further analysis of the parameters indicates that total population and energy generation has long left tails (negative skewness), while CO\textsubscript{2} emissions, GDP, and energy consumption have long right tails (positive skewness). Total primary energy production and total greenhouse gas emission exhibit a positive skewness. Furthermore, energy production shows a leptokurtic distribution since its excess kurtosis is greater than zero, while the rest of the variables have an excess kurtosis less than zero, thus presenting a platykurtic distribution.

Grubbs’ test was then used to estimate outliers in the study variables. Evidence from Table 2 reveals the highest values of all the variables, except total population,
are outliers. The Anderson-Darling test was done to test for the normality of the data variables. Testing at a 5% significance level, the null hypothesis is rejected if the p-value is less than or equal to 5%; hence, it can be concluded that the data do not follow a normal distribution. However, if the p-value is greater than 5%, then the test fails to reject the null hypothesis of normal distribution.

Table 3 presents the correlation matrix that exists between the variables. The results of the correlation coefficient estimation show a positive significant relationship between per capita GDP and the total population. Thus, this implies that a higher population increases national income for the study country. Similarly, negative association but significant relationship exists among PGDP and TENG as well as TPEC but insignificant for TPEC and PGDP. This revelation implies that energy intensity impedes economic growth at certain thresholds validating the environmental Kuznets curve hypothesis (EKC).

3.2 Anderson-Darling normality test

Table 4 shows that except GDP with a p-value greater than 5%, the entire variables do not follow a normal distribution. It is therefore evident that we fail
Further analysis of the GDP distribution from the fitting is shown in Figure 2, while the Cullen and Frey graph in Figure 3 concludes that the data for GDP follows a normal distribution. The remaining distributions of the variables were decided using Cullen and Frey graph.

Further evidence from the Cullen and Frey graph support the previous evidence that these variables do not follow a normal distribution. The PDF plots presented in Figures 4 and 5 additionally support that GDP follows a normal distribution.

Energy consumption was used in this chapter as a dependent variable for the forecasting. The relationship between energy consumption and population shown

|               | LNP GDP | LNP POP | LNT CO2 | LNT ENG | LNT GH C | LNT P EC | LNT P EP |
|---------------|---------|---------|---------|---------|----------|----------|----------|
| **LNP GDP**   | 1       |         |         |         |          |          |          |
| **t-stat**    |         |         |         |         |          |          |          |
| **P-value**   |         |         |         |         |          |          |          |
| **No. obs.**  | 33      |         |         |         |          |          |          |
| **LNP POP**   | −0.667  | 1       |         |         |          |          |          |
| **t-stat**    | −4.987  |         |         |         |          |          |          |
| **P-value**   | 0.00    |         |         |         |          |          |          |
| **No. obs.**  | 33      | 33      |         |         |          |          |          |
| **LNT CO2**   | 0.158   | 0.045   | 1       |         |          |          |          |
| **t-stat**    | 0.893   | 0.250   |         |         |          |          |          |
| **P-value**   | 0.379   | 0.8039  |         |         |          |          |          |
| **No. obs.**  | 33      | 33      | 33      |         |          |          |          |
| **LNT ENG**   | −0.486  | 0.721   | 0.404   | 1       |          |          |          |
| **t-stat**    | −3.095  | 5.788   | 2.459   |         |          |          |          |
| **P-value**   | 0.004   | 0.000   | 0.020   |         |          |          |          |
| **No. obs.**  | 33      | 33      | 33      | 33      |          |          |          |
| **LNT GH C**  | −0.635  | 0.886   | −0.177  | 0.550   | 1        |          |          |
| **t-stat**    | −4.578  | 10.642  | −0.999  | 3.665   |          |          |          |
| **P-value**   | 0.0001  | 0.000   | 0.000   | 0.009   |          |          |          |
| **No. obs.**  | 33      | 33      | 33      | 33      | 33       |          |          |
| **LNT P EC**  | −0.217  | 0.336   | 0.823   | 0.697   | 0.163    | 1        |
| **t-stat**    | −1.238  | 1.987   | 8.077   | 5.415   | 0.917    |          |          |
| **P-value**   | 0.225   | 0.056   | 0.000   | 0.000   | 0.366    |          |          |
| **No. obs.**  | 33      | 33      | 33      | 33      | 33       | 33       |          |
| **LNT P EP**  | −0.186  | 0.314   | 0.700   | 0.787   | 0.164    | 0.890    | 1        |
| **t-stat**    | −1.055  | 1.843   | 5.451   | 7.103   | 0.925    | 10.878   |          |
| **P-value**   | 0.299   | 0.075   | 0.000   | 0.000   | 0.362    | 0.000    |          |
| **No. obs.**  | 33      | 33      | 33      | 33      | 33       | 33       | 33 |

Note: Table reports the estimates of the Pearson correlation coefficient between the pairs of variables. t-stat is the t-statistics for the significance of the correlation coefficient, and p-value is its marginal probability.

Table 3.
Correlation coefficient estimates.
| Variable           | A  | P-value |
|-------------------|----|---------|
| GDP               | 0.2| 0.9000  |
| Population        | 0.9| 0.0300  |
| CO₂ emissions     | 2  | 0.0004  |
| GHG emissions     | 3  | 0.0000  |
| Energy production | 1  | 0.0020  |
| Energy consumption| 2  | 0.0003  |
| Energy generation | 2  | 0.0001  |

Table 4. Anderson-Darling normality test.

Figure 2. Normal distribution fitting for GDP.

Figure 3. GDP fits normal, lognormal, gamma, and beta distributions.
in Figure 6 reveals that energy consumption increases with an increase in population.

3.3 Stationarity test

It is well established that most macroeconomic variables possess trends/seasonality; thus, the need to know the order of integration of such series is pertinent to avoid spurious regression and misleading policy implication. This current chapter employed augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root test to ascertain the stability traits and asymptotic properties of the variables under consideration. These tests are conducted with the null hypothesis of a unit root.
against the alternative of stationarity [37, 38]. Table 5 presents the unit root test. The general form of the unit root test is given as

$$\Delta Y_t = \beta_1 + \beta_2 t + \gamma Y_{t-1} + \sum_{i=1}^k \alpha_i \Delta Y_{t-i} + \epsilon_t$$

(5)

where $\epsilon_t$ denotes the Gaussian white noise term which is asymptotically characterized by zero mean and constant variance. The null hypothesis of the unit root test is nonstationary against the alternative of stationarity.

The unit root test reported in Table 5 reveals that all series are integrated of order one $\sim 1$ (1), that is, it has a unit root. However, all variables turn stationary at first difference, thus integrated of order one $\sim (1)$. Subsequently, this study proceeded with the ordinary least squares (OLS) estimation.

Tables 6 and 7 present the OLS regression estimates for models A and B, respectively. Table 6 shows a tradeoff between total population and total primary consumption. That is, a 1% increase in the total population decreases the total...
energy consumption by 0.05%. Similarly, a negative trend was seen among per capita GDP total energy consumption with a magnitude of 0.10%. Thus, we can infer that population does not increase CO$_2$ emission in Zimbabwe. However, a positive and significant relationship is observed among TPEP and TGHC with the dependent variable at a magnitude of 0.54 and 0.05%. The fitted model has a robust coefficient of determination ($R^2$) of 90%, implying that 90% of the variation in total primary energy consumption was explained by the explanatory variables, while the rest 10% are left uncaptured in this model. The joint significance of the model by the F-statistic was also significant at all levels (1, 5, and 10%). In the same way, Table 7 targeted for model B. The model has a coefficient of 84%. That is, 84% of the variation in CO$_2$ was explained by another explanatory variable with F-statistic significance indicating joint significance among all variables. Interestingly, the fitted model shows that a 1% increase in PGDP increases CO$_2$ by 0.24%. Similarly, there is also a positive trend between CO$_2$ and TPOP with over 0.54%.

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | –3.7982     | 1.1311     | –3.3580     | 0.0024|
| LNTGHC   | 0.0489      | 0.0555     | 0.8803      | 0.3868|
| LNTENG   | –0.0245     | 0.1185     | –0.2071     | 0.8376|
| LNTCO$_2$| 0.3689      | 0.0705     | 5.2314      | 0.0000|
| LNPOP    | –0.0486     | 0.1586     | –0.3065     | 0.7617|
| LNPgid   | –0.1020     | 0.0473     | –2.1592     | 0.0402|
| LNTPEP   | 0.5421      | 0.1672     | 3.2420      | 0.0032|
| R-squared| 0.9091      |            |             |       |
| F-statistic | 43.3549    |            |             |       |
| Prob (F-statistic) | 0.0000    |            |             |       |

Table 6. Regression estimation for Model A.

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | 11.7740     | 1.2570     | 9.3668      | 0.0000|
| LNPgid   | 0.2396      | 0.0878     | 2.7282      | 0.0113|
| LNPOP    | 0.5429      | 0.2895     | 1.8754      | 0.0720|
| LNTENG   | –0.1941     | 0.2270     | –0.8551     | 0.4003|
| LNTGHC   | –0.2367     | 0.0991     | –2.3897     | 0.0244|
| LNTPEC   | 1.3901      | 0.2657     | 5.2314      | 0.0000|
| LNTPEP   | –0.0148     | 0.3846     | –0.0386     | 0.9695|
| R-squared| 0.8404      |            |             |       |
| F-statistic | 22.8174    |            |             |       |
| Prob (F-statistic) | 0.0000    |            |             |       |

Model A: lnTPEC = f(lnTGHC, lnTENG, lnTCO$_2$, lnPOP, lnPGDP, lnTPEP).

| Variable | Coefficient | Std. error | t-statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| C        | 3.7982      | 1.1311     | 3.3580      | 0.0024|
| LNPgid   | 0.2396      | 0.0878     | 2.7282      | 0.0113|
| LNPOP    | 0.5429      | 0.2895     | 1.8754      | 0.0720|
| LNTENG   | –0.1941     | 0.2270     | –0.8551     | 0.4003|
| LNTGHC   | –0.2367     | 0.0991     | –2.3897     | 0.0244|
| LNTPEC   | 1.3901      | 0.2657     | 5.2314      | 0.0000|
| LNTPEP   | –0.0148     | 0.3846     | –0.0386     | 0.9695|
| R-squared| 0.8404      |            |             |       |
| F-statistic | 22.8174    |            |             |       |
| Prob (F-statistic) | 0.0000    |            |             |       |

Model B: lnTCO$_2$ = f(lnPGDP, lnTPOP, lnTENG, lnTGHC, lnTPEC, lnTPEP).

Table 7. Regression estimation for Model B.
| Year | TPECF (predicted) | TPEC |
|------|------------------|------|
| 1980 | 0.15             |      |
| 1981 | 0.15             |      |
| 1982 | 0.151            | 0.14 |
| 1983 | 0.151            | 0.14 |
| 1984 | 0.152            | 0.14 |
| 1985 | 0.153            | 0.15 |
| 1986 | 0.153            | 0.17 |
| 1987 | 0.154            | 0.2  |
| 1988 | 0.155            | 0.19 |
| 1989 | 0.155            | 0.21 |
| 1990 | 0.156            | 0.23 |
| 1991 | 0.157            | 0.24 |
| 1992 | 0.157            | 0.24 |
| 1993 | 0.158            | 0.21 |
| 1994 | 0.159            | 0.2  |
| 1995 | 0.159            | 0.2  |
| 1996 | 0.160            | 0.2  |
| 1997 | 0.161            | 0.2  |
| 1998 | 0.161            | 0.2  |
| 1999 | 0.162            | 0.23 |
| 2000 | 0.163            | 0.21 |
| 2001 | 0.163            | 0.2  |
| 2002 | 0.164            | 0.2  |
| 2003 | 0.165            | 0.2  |
| 2004 | 0.165            | 0.18 |
| 2005 | 0.166            | 0.18 |
| 2006 | 0.167            | 0.18 |
| 2007 | 0.167            | 0.18 |
| 2008 | 0.168            | 0.15 |
| 2009 | 0.169            | 0.15 |
| 2010 | 0.169            | 0.16 |
| 2011 | 0.170            | 0.16 |
| 2012 | 0.171            | 0.17 |
| 2013 | 0.171            |      |
| 2014 | 0.172            |      |
| 2015 | 0.173            |      |
| 2016 | 0.173            |      |
| 2017 | 0.174            |      |
| 2018 | 0.175            |      |
| 2019 | 0.175            |      |
Table 8 reports the ARIMA (1,1,1) which is the best fit and parsimonious model for the choice regression fit. For brevity, other simulations and OLS regression can be made available on request as well as a forecast for other energy-related variables. The study mainly focuses on energy demand forecast. The estimation for the forecast reveals that electricity consumption for Zimbabwe as reported in Table 5 was conducted utilizing the dataset from 1980 to 2012 after the imputation of missing data in order to avoid spurious estimation. Empirical evidence shows that in 2030 energy consumption will reach \(0.18\) quadrillion Btu against the currently available \(0.17\) quadrillion Btu. The estimation affirms the goodness of fit with a coefficient of determination \(R^2\) of over 80%, with a corresponding F-statistic rejected at \(p < 0.01\) — indicating joint significant of the selected model. Finally, the study forecast also displays high parsimony with harmony among the root mean square error (RSME) of \(0.04\), while the mean absolute error was \(0.03\). Similarly, the Theil inequality coefficient was \(0.11\).

The estimation affirms the goodness of fit with a coefficient of determination \(R^2\) of over 80%, with a corresponding F-statistic rejected at \(p < 0.01\) — indicating joint significant of the selected model. Finally, the study forecast also displays high parsimony with harmony among the root mean square error (RSME) of \(0.04\), while the mean absolute error was \(0.03\). Similarly, the Theil inequality coefficient was \(0.11\).

Table 8 reports the ARIMA (1,1,1) which is the best fit and parsimonious model for the choice regression fit. For brevity, other simulations and OLS regression can be made available on request as well as a forecast for other energy-related variables. The study mainly focuses on energy demand forecast. The estimation for the forecast reveals that electricity consumption for Zimbabwe as reported in Table 5 was conducted utilizing the dataset from 1980 to 2012 after the imputation of missing data in order to avoid spurious estimation. Empirical evidence shows that in 2030 energy consumption will reach \(0.18\) quadrillion Btu against the currently available \(0.17\) quadrillion Btu. The estimation affirms the goodness of fit with a coefficient of determination \(R^2\) of over 80%, with a corresponding F-statistic rejected at \(p < 0.01\) — indicating joint significant of the selected model. Finally, the study forecast also displays high parsimony with harmony among the root mean square error (RSME) of \(0.04\), while the mean absolute error was \(0.03\). Similarly, the Theil inequality coefficient was \(0.11\).

Table 8 reports the ARIMA (1,1,1) which is the best fit and parsimonious model for the choice regression fit. For brevity, other simulations and OLS regression can be made available on request as well as a forecast for other energy-related variables. The study mainly focuses on energy demand forecast. The estimation for the forecast reveals that electricity consumption for Zimbabwe as reported in Table 5 was conducted utilizing the dataset from 1980 to 2012 after the imputation of missing data in order to avoid spurious estimation. Empirical evidence shows that in 2030 energy consumption will reach \(0.18\) quadrillion Btu against the currently available \(0.17\) quadrillion Btu.

The estimation affirms the goodness of fit with a coefficient of determination \(R^2\) of over 80%, with a corresponding F-statistic rejected at \(p < 0.01\) — indicating joint significant of the selected model. Finally, the study forecast also displays high parsimony with harmony among the root mean square error (RSME) of \(0.04\), while the mean absolute error was \(0.03\). Similarly, the Theil inequality coefficient was \(0.11\).

Figure 7 reports the diagrammatic view with relatively fair deviation from the forecast variable. All forecast indicators resonate with Figure 7.
4. Conclusion and policy implications

This study employed econometric techniques to forecast Zimbabwe’s energy consumption by 2030. Using the rule of thumb (i.e. less than 20% of the dataset), it was possible to impute the NA values in the dataset using MICE package in R. The unit root tests revealed that all the variables are integrated of order one—which informed our choice of ARIMA model. Using an ARIMA (1,1,1) model with data spanning from 1980 to 2012, the empirical analysis showed Zimbabwe’s energy consumption by 2030 will increase to ~0.18 quadrillion Btu from ~0.17 quadrillion Btu in 2017. Thus, the need to diversify and intensify into clean energy sources is crucial among policymakers. This is in order to meet the energy demands given the dynamic fast-growing nature of the study area. The current energy policy in Zimbabwe is found to lack a large-scale utilization of solar and wind resources. Such policy suggests the following measures: encourage the generation of electricity from biomass cogeneration and mini-hydro projects and bagasse from sugar cane—Hippo Valley and Triangle sugar estates generate for their own consumption. However, the existing energy policy suggested the following strategies which have not been implemented: extension of Kariba south by the end of 2016 and 800 MW Batoka hydro by 2020 and mandate the installation of solar geysers by 2013 and fix (REFIT) renewable feed-in tariffs.

Zimbabwe’s energy policy currently lacks research on energy consumption forecast; hence, this chapter is indicative for policymakers who design the energy policy framework. The OLS regression revealed a positive relationship between carbon dioxide emissions (CO₂), population (POP), and gross domestic product (GDP). Thus, it implies that population triggers economic growth; however, there is a negative deteriorating effect on environmental quality. It means that policymakers are enjoined to bring forth environmentally friendly regulations to combat the excesses of pollution. Such regulations include renewable energy policy that promotes large-scale utilization of renewable energy resources.
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Appendix A

Figure 8.
Population follows a uniform distribution.
CO₂ emissions follow uniform and beta distributions.

GHG emissions follow a beta distribution.

Population distribution.
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Figure 12.
Energy consumption distribution.

Figure 13.
Energy generation distribution.

Figure 14.
CO₂ emission distribution.
Energy Policy Decision in the Light of Energy Consumption Forecast by 2030 in Zimbabwe
DOI: http://dx.doi.org/10.5772/intechopen.87249

Author details

Remember Samu¹, Samuel Asumadu Sarkodie²*, Murat Fahrioglu³ and Festus Victor Bekun⁴

1 Discipline of Engineering and Energy, College of Science, Health, Engineering and Education, Murdoch University, Murdoch, Australia

2 Nord University Business School (HHN), Bodø, Norway

3 Electrical and Electronics Engineering Department, Middle East Technical University Northern Cyprus Campus, Mersin, Turkey

4 Department of Economics, Eastern Mediterranean University, Famagusta, Northern Cyprus, Turkey

*Address all correspondence to: asumadusarkodiesamuel@yahoo.com

© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/licenses/by-nc/4.0/), which permits use, distribution and reproduction for non-commercial purposes, provided the original is properly cited.
References

[1] Knoema. World Energy Electricity Database, 2014. 2017. Retrieved from: https://knoema.com/WEEDB2015/world-energy-electricity-data-base-2014?tsId=1002040 [30 March 2017]

[2] Samu R, Fahrioglu M, Taylan O. Feasibility study of a grid connected hybrid PV-wind power plant in Gwanda, Zimbabwe. In: 13th HONET-ICT International Symposium on Smart MicroGrids for Sustainable Energy Sources Enabled by Photonics and IoT Sensors, HONET-ICT 2016. 2016. DOI: 10.1109/HONET.2016.7753434

[3] Samu R, Fahrioglu M. An analysis on the potential of solar photovoltaic power in Zimbabwe. Energy Sources, Part B: Economics, Planning, and Policy. 2017

[4] World ONO. Human Development Index—Countries with Low Human Development. 2017. Retrieved from: http://www.nationsonline.org/one world/human_development_low.htm

[5] World Bank. Zimbabwe CO₂ Emissions Per Capita. 2013. Retrieved from: http://www.multipl.com/zimbabwe-co2-emissions-per-capita [30 March 2017]

[6] Morales-Acevedo A. Forecasting future energy demand: Electrical energy in Mexico as an example case. Energy Procedia. 2014;57:782-790. DOI: 10.1016/j.egypro.2014.10.286

[7] Jebaraj S, Iniyani I. A review of energy models. Renewable and Sustainable Energy Reviews. 2006

[8] Baker AB, Finizza JB. Corporate point of view modelling. Energy. 1990

[9] Sen P, Roy M, Pal P. Application of ARIMA for forecasting energy consumption and GHG emission: A case study of an Indian pig iron manufacturing organisation. Energy. 2016;116:1031-1038. DOI: 10.1016/j.energy.2016.10.068

[10] Cabral JA, Legey LFL, De Freitas Cabral MV. Electricity consumption forecasting in Brazil: A spatial econometrics approach. Energy. 2017; 126:124-131. DOI: 10.1016/j.energy.2017.03.005

[11] Pao H-T, Tsai C-M. Modelling and forecasting the CO₂ emissions, energy consumption, and economic growth in Brazil. Energy. 2011;36(5):2450-2458. DOI: 10.1016/j.energy.2011.01.032

[12] Barak S, Sadegh SS. Forecasting energy consumption using ensemble ARIMA–ANFIS hybrid algorithm. International Journal of Electrical Power & Energy Systems. 2016;82:92-104. DOI: 10.1016/j.ijepes.2016.03.012

[13] Campillo J, Wallin F, Daniel Torstensson IV. Energy demand model design for forecasting electricity consumption and simulating demand response scenarios in Sweden. In: International Conference on Applied Energy. 2012

[14] Yukseltan E, Yucekaya A, Bilge AH. Forecasting electricity demand for Turkey: Modelling periodic variations and demand segregation. Applied Energy. 2017;193:287-296. DOI: 10.1016/j.apenergy.2017.02.054

[15] González-Romera E, Jaramillo-Morán MÁ, Carmona-Fernandez D. Monthly electric energy demand forecasting based on trend extraction. IEEE Transactions on Power Systems. 2006:21

[16] Yildiz B, Bilbao JI, Sproul AB. A review and analysis of regression and machine learning models on commercial building electricity load forecasting. Renewable and Sustainable Energy
Reviews. 2017;73:1104-1122. DOI: 10.1016/j.rser.2017.02.023

[17] Kraft J, Kraft A. On the relationship between energy and GNP. Journal of Energy Development. 1978;3(2):401-403

[18] Narayan PK, Smyth R. Energy consumption and real GDP in G7 countries: New evidence from panel cointegration with structural breaks. Energy Economics. 2008;30(5):2331-2341

[19] Yoo SH, Kim Y. Electricity generation and economic growth in Indonesia. Energy. 2006;31(14):2890-2899

[20] Stern PC. New environmental theories: Toward a coherent theory of environmentally significant behaviour. Journal of Social Issues. 2000;56(3):407-424

[21] Azlina AA. Energy consumption and economic development in Malaysia: A multivariate cointegration analysis. Procedia-Social and Behavioral Sciences. 2012;65:674-681

[22] Jumbe CB. Cointegration and causality between electricity consumption and GDP: Empirical evidence from Malawi. Energy Economics. 2004;26(1):61-68

[23] Hu X, Lin X. A study of the relationship between electricity consumption and GDP growth in Hainan international tourism island of China. Research in World Economy. 2013;4(1):109

[24] Lee CC, Chang CP, Chen PF. Energy-income causality in OECD countries revisited: The key role of capital stock. Energy Economics. 2008;30(5):2359-2373

[25] Zou G, Chau KW. Short-and long-run effects between oil consumption and economic growth in China. Energy Policy. 2006;34(18):3644-3655

[26] Apergis N, Payne JE. Energy consumption and economic growth in Central America: Evidence from a panel cointegration and error correction model. Energy Economics. 2009;31(2):211-216

[27] Soytas U, Sari R. Energy consumption and income in G-7 countries. Journal of Policy Modeling. 2006;28(7):739-750

[28] Soytas U, Sari R. Energy consumption and GDP: Causality relationship in G-7 countries and emerging markets. Energy Economics. 2003;25(1):33-37

[29] Asumadu-Sarkodie S, Owusu PA. Carbon dioxide emissions, GDP, energy use, and population growth: A multivariate and causality analysis for Ghana, 1971–2013. Environmental Science and Pollution Research. 2016;23(13):13508-13520

[30] Chavez SG, Bernat JX, Coalla HL. Forecasting of energy production and consumption in Asturias (northern Spain). Energy. 1999;24(3):183-198

[31] Sarkodie SA. Estimating Ghana’s electricity consumption by 2030: An ARIMA forecast. Energy Sources, Part B: Economics, Planning, and Policy. 2017;12(10):936-944

[32] Asumadu-Sarkodie S, Owusu PA. Forecasting Nigeria’s energy use by 2030, an econometric approach. Energy Sources, Part B: Economics, Planning, and Policy. 2016;11(10):990-997

[33] Knoema. World Data Atlas. 2017. Retrieved from: https://knoema.com/atlas/zimbabwe [Available from: 14 March 2017]

[34] World Data Atlas. World Data Atlas. 2017. Retrieved from: https://knoema.com/atlas/Zimbabwe
[35] Alam MM, Murad MW, Norman AHM, Ozturk I. Relationships among carbon emissions, economic growth, energy consumption and population growth: Testing environmental Kuznets curve hypothesis for Brazil, China, India and Indonesia. Ecological Indicators. 2016;70:466-479

[36] García-Martos C, Rodríguez J, Sánchez MJ. Modelling and forecasting fossil fuels, CO$_2$ and electricity prices and their volatilities. Applied Energy. 2013;101:363-375

[37] Dickey DA, Fuller WA. Likelihood ratio statistics for autoregressive time series with a unit root. Econometrica: Journal of the Econometric Society. 1981:1057-1072

[38] Phillips PC, Perron P. Testing for a unit root in time series regression. Biometrika. 1988;75(2):335-346