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Abstract

The estimation and prediction of $\text{BOD}_5$ is an important criterion for wastewater management and biological treatment of polluted rivers. The biological treatment method has been identified as the most optimal and technologically efficient technology to treat polluted urban rivers and streams. This practice has seen tremendous acceptability and applicability in most parts of China. However, the high cost of measurements, laboratory tests and sampling uncertainties associated with water quality variables make monitoring and prediction of desired water quality variables during biological treatment campaigns difficult. This paper has developed empirical models to predict the fate of $\text{BOD}_5$ during a biological treatment method. The developed ten models were evaluated using ten-stratified cross validation technique. The results indicate high $R^2$ relationships between observed and computed values. Prediction accuracy of the models were also assessed and showed errors in the range of ±26% to ±37%. These errors seem acceptable according to previous work on $\text{BOD}_5$ measurements and forecasting. It is presumed that the unexplained nature for empirical formulae to integrate all the natural processes underpinning $\text{BOD}_5$, processes might have been the cause. This notwithstanding, the results show plausible application for prediction and management of biological treatment projects and replicable for wastewater treatment systems.
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Introduction

Urban river pollution is on increase in developing economies as a result of economic boom, rapid population growth, and urban development and expansion. Such economies are also plagued by large, small and medium scale industrial growth. The discharge of effluents from these industries directly into river bodies further accumulates the water quality stress. Under such an event, support capacity of such riverine systems to accommodate aquatic life is limited. This situation is particularly true for most developing countries across the world. In water quality monitoring and assessment, the measurement of the level of organic matter amounts, activity and content is imperative to assess the degree of deterioration of the riverine system. One important measure is to determine the quantity of oxygen required to stabilise a certain amount of organic matter. Over the past years, several techniques that include manual and automatic approaches have been used to measure the quantity of organic matter in a polluted river system. Regardless of these available techniques, careful in-situ data collection and strict adherence to standard laboratory procedures are required to produce accurate results for assessment and monitoring. Typical parameters measured during water quality assessment of wastewater (i.e. including polluted rivers) are biochemical oxygen demand ($\text{BOD}$), chemical oxygen demand ($\text{COD}$) and total organic carbon ($\text{TOC}$) [1]. Others include total phosphorus ($\text{TP}$), total nitrogen ($\text{TN}$) and ammonia-nitrogen ($\text{NH}_3$-$\text{N}$). Ammonia-nitrogen is primarily considered during biological treatment method campaigns.

Biological treatment campaigns have become the most acceptable way to restore polluted rivers in urban settlements naturally. This method, for instance, in China has received laudable recognition among city authorities and research institutions. This is partly because this technology is efficient, cost-effective and sustainable. This technology also suggests benefits for current discussions and efforts for Agenda 21 and COPs discussions on Climate Change [2,3]. The emerging Biological Treatment Method (BTM) is not new but is gaining grounds recently for restoration of heavily polluted river systems. For instance, the BTM has been successfully used in many countries worldwide including China for domestic and industrial wastewater treatment. The technology has been used in urban rivers in Shenzhen, Rui’an and Wuxi of China. This method has been known to rapidly reduce the concentrations of effluent $\text{BOD}$ and $\text{COD}$ [4]. The spatio-temporal measurement of water quality variables involved in BTM are time consuming and require an efficient workforce to be able to carry out the treatment process.

The measurements of water quality variables during BTM by regular sampling method also require enormous work. Moreover, BTM is not a regular operation but necessary for populated riverine systems. A further challenge is that, a review of existing research in water quality monitoring, prediction and management indicates that there are hardly any universal correlation algorithms that exist for general wastewater and polluted river systems [1]. This is partly because the fluxes of water quality variables (e.g. $\text{BOD}$, $\text{COD}$, $\text{TN}$, $\text{TP}$ and $\text{NH}_3$-$\text{N}$) are dependent on diverse processes in the river watershed or environment. This non-linear dynamics among the water quality variables make it difficult to universally generalize.

For specific research regions across the world, various methods have been used to develop empirical methods for monitoring general water quality variables in rivers and lakes based on a given set of river discharge and land use practices in the watershed [5-7]. The measurement of five-day $\text{BOD}$ is a tedious process and encompasses
the possibility of introduction of errors if care and precaution measures are not followed. This is because, accurate measurement of BOD requires a precise measurement of dissolved oxygen (DO) [8]. For the purposes of BTM, the overall monitoring of the BOD is very relevant for deciding other purification campaigns in the river system. For an example, the effluent conditions of the BOD concentrations of a treated river give information about the next strategy for follow-up treatment campaigns. In view of this, the ability to predict the flux of BOD becomes important and relevant for monitoring and management of biological treatments. This research used statistical regression methods to derive models based on a set of water quality variables (i.e. pH, water temperature, COD, TN, TP, NH3-N) to predict the amounts of BOD. This research seeks to support undergoing efforts in water quality monitoring, environmental modeling and water resources planning for urban cities especially river quality restoration programmes.

Methods

Study area

The Xuxi River is derived from the mouth of Jing-Hang and flows into the ancient canal towards the end of its lower reach. It is located in the Chang Nan District of Wu Xi city of China. The total length of the river is 1.36 km with an upstream surface width of 4.5 m and a depth of about 1.4 m. The river is characterized by muddy sediments that can be up to 1.6 m. This river is located in a north sub-tropical humid zone. This zone is affected by the monsoon circulation phenomenon and thus, has four distinct seasons. The recorded annual precipitation is generally higher than the annual evaporation. The hydrodynamics of the river are generally poor. For instance, natural river siltation, indiscriminate rubbish dumping and unstable slopes of the river make its hydrodynamic conditions poor and inhabitable for aquatic life. It was estimated in an independent research that about 10,000 m$^3$ of sewage was discharged daily into the river [4]. This was partly due to the non-existence of a common wastewater treatment facility in the city.

Data

The models were developed using datasets conducted in October 2009. Due to the limited nature of BTM projects to undertake BOD$^5$ measurements, it was difficult to obtain an independent dataset for use during this research. This notwithstanding, the data collection points were significantly varied spatially. This data were collected in four days (i.e. 17th–22nd October). The consistency in the time was to allow for comparability of the results. The variables measured included DO, TP, pH, NH3-N, COD and BOD$^5$. These were sampled and analysed by the Environmental Protection Agency (EPA) of the Wuxi City Council. A total of 8 different locations were sampled along the river at 3.00 pm each day. The measurements were reasonably spaced out evenly to cover the whole length of the river under study.

The virtual beach (VB)

VB is a software package used to construct specific site Multi-Linear Regression (MLR) models for the prediction of pathogens indicator levels at recreational beaches. The MLR approach has been proven to work better for beaches where conditions of hydrology, weather, human and animal activities are high and changes significantly daily [9]. The VB version 2.0 is a spread-like grid surface that facilitates the imports and processing of data using the MLR model (see equation 1 below).

$$\text{BOD}_5 = \alpha_0 + \sum_{i=1}^{p} \alpha_j X_i + \epsilon (1)$$

Where BOD$^5$ is the predicted total

$$\text{BOD}_5$$

$\alpha_0$ is the intercept

$\alpha_j$ is the slope for the $j^{th}$ explanatory variable

$\epsilon$ is the remaining unexplained noise in the data – error

The VB MLR model is dependent on least squares method to fit derived models. It considers many variable interactions, multi-collinearity and model selection [9]. The VB model uses the backward elimination method to help the user select the best appropriate model with the specified explanatory variables. The VB model facilitates model development and offers better chances for developing good models with limited datasets. The VB has been successfully used to develop models for the fate of biological contaminants in beaches [9-11]. The VB has a function that performs data transformations. By default, MLR models are linear and this has the tendency to limit value of explanatory variables. VB offers a number of transformation methods such as square root and square, inverse and polynomial functions. Another important aspect of the VB is that, it uses a parsimonious model. This allows the user to identify the best explanatory variables from the mix of variables for fitting. This is because each variable tends to increase the estimated variance. Practically, it is preferable to use a smaller set of variables from which a parsimonious model is finally selected [9]. In this work, the number of models recommended for the parsimonious model was between 2 and 5. For the purpose of uniformity, five variables were retained.

Model evaluation

VB provides several options for assessing the quality of the fits of the derived models. In general, goodness of fit and predicative capacity is important to describe a model’s ability to predict. In this particular paper, emphasis was laid on the use of adjusted $R^2$ ($R^2_a$), Prediction Sum of Squares (PRESS), Corrected Akaike Information Criterion (AICc), Bayesian Information Criterion (BIC) and Root Mean Square Error (RMSE). The ($R^2_a$), AICc and BIC were applied to choose the most suitable model for description of the fate of BOD$^5$. The PRESS and RMSE were used to determine the predictive power and accuracy, respectively, of each model. The $R^2$ tend to increase as we add more variables and hence picking the biggest $R^2$ will not necessarily select the best model. This mostly results in over-fitting. Therefore, $R^2$ is simply perfect for situations in which models have the same number of variables. For the purposes of this research, the adjusted $R^2$ was used. The adjusted $R^2$ has been extensively used to illustrate model performance in several literatures [9,12,13]. The Akaike Information Criterion (AIC) [14] evaluates the goodness of fit of a selected model. For a given selected models for a particular data, the preferred model is the one with the minimum AIC value. In addition, AIC shows significantly the degree of goodness of fit of the model and also ensures the degree of penalising when increasing the function of the number of estimated variables. AICc is AIC with correction for finite sample sizes. In fact, AICc is AIC with more penalties for extra variables in the model [15] strongly recommended the use of AICc. The AICc was a refinement by [16] to cater for the bias in regression for smaller sample sizes. In this research, the AICc was therefore adopted. The BIC was included in the research to complement the works of the AICc estimates. The BIC penalises complex models most and gives preference to simpler models in selection.
Cross validation

In order to assess the quality and further assess the accuracy for derived models, cross-validation statistical method was applied. Cross validation has been widely used for model selection and stratified cross-validation is considered best for elimination of bias and variance [17]. According to Kohavi [16], the use of ten-fold stratification is best to indicate the best results. In this particular research, a stratum was considered to be the measurements taken on a particular day. In this case, 6 different days means 6 different strata for cross validation. Now, also, all the measurements were randomised in excel using RAND function (it returns a random number that is equal to or greater than 0 and less than 1). Further, the data was divided equally into four parts. In this case, a ten-fold strata was obtained (i.e. sub test A, sub test B, sub test C, sub test D, sub test E, sub test F, sub test G, sub test H, sub test I and sub test J). Sub tests A-F were measurements taken respectively on 17th, 18th, 19th, 20th, 21st and 22nd.

Sub test G-J were randomised data grouped (i.e. 1st quarter–sub test G, 2nd quarter–sub test H, 3rd quarter–sub test I and last quarter–sub test J). A rapid assessment was made by comparing the observed values and predicted values by each model under this stratified cross validation. By performing this rigorous assessment, it helps to decide the level of applicability of the derived model for predicting BOD.

Results and Discussion

Model development

The models for the BOD5 were derived based on a set of 4 parameters that include pH, ammonia-nitrogen (NH3-N), Dissolved Oxygen (DO) and Chemical Oxygen Demand (COD). A total of ten models were derived (see table 1 for more detail description of each model). These models were evaluated with standard statistics criteria including $R^2$. AICc and BIC. However, it is advised to refer to [18] for further details. All the derived models show very high $R^2$ except Test 5 and Test 6. Test 5 and Test 6 show relatively low $R^2$. Notwithstanding, all cases of above 90%. The AICc examines the goodness of fit of the models by penalising for the degree of freedom of each model. On the other hand, the BIC penalises the effect of sophisticated models and hence give priority to simple models. In that case, the best model is the one, which has the lowest BIC and lowest AICc. According to AICc and BIC ranking, the models BODE2 is the best choice followed by BODE1, BODE4, BODE5, BODE6, BODE9, BODE3, BODE7, BODE8 and BODE10 respectively. However, the small difference between the $R^2$, for all models, shows that all models look plausible. Notwithstanding, it is worth mentioning that with the AICc and BIC, it is easier to evaluate in detail the performance of each model. In this case, the selection of the best model is possible as suggested in previous researches [19]. All the models were further verified with cross validation techniques. This was because no other auxiliary datasets were available.

Evaluation

It was necessary to evaluate the models against their predictive capacity and preciseness for practical use under the BTM projects or programmes. The analysis was performed and table 2 shows the model statistics for each of the model. Model BODE3 looks preferable in operations in which overall cumulative bias should be kept to the minimum. On the other hand, if the relative prediction error is most desired which is the key to water quality monitoring and forecasting, BODE2 is most preferred. However, the overall prediction error for all models is between 25–37%. This error relatively falls within the range obtained in other researches. It has been established that sampling and measurements in water quality have typical errors in the range of 15–20% for most water quality variables, and sometimes higher (30–40%) for BOD [20,21]. Therefore, all the derived models are all plausible for generic monitoring of BTM processes. The other reason considered for choosing the models was that, each model equation required a set of either of these variables (TP, DO, NH3-N, pH, COD). This meant that if only two variables were available for estimating the total BOD, it was still practically feasible to do this. For instance, one can use only COD and NH3-N to estimate total BOD, using model equation 2. Also, visual inspection of the correlation between the observed measurements and the computed results showed relatively good linear relationship between the two (Figures 2-5). This further indicates the goodness of prediction of each of the models.

In addition, the datasets were categorised according to 10-fold stratified cross validation stage. Cross validation helps to penalise out the effects of bias and variance of derived models on using the same datasets. The results of the cross validation are shown in Figure 1. Generally, the predicted $R^2$ correlation between the observed and predicted for all values is between 82% and 99%. Test 1-6 which represents the different station measurements show considerably high $R^2$ values except Test 5 and Test 6. Test 5 and Test 6 show relatively low $R^2$ values possibly due to fact that original measurements from these test stations may have had some higher sampling and laboratory errors compared to the others. In event of this, this might have also affected Test I which shows relatively low $R^2$. Notwithstanding, all cases

All measurements are in mg/l except pH as integer values.

| Model No. | Description of Model | Evaluation Statistics |
|-----------|----------------------|-----------------------|
| BOD_eqn1  | $BOD_5 = 93.1452e00 +12.6097e-03 * [COD][NH_3-N] + 65.7477e-01 * TP$ | $R^2 = 0.922$ | AICc = 135.80 | BIC = 108.06 |
| BOD_eqn2  | $BOD_5 = 12.5032e00 +14.5457e-03 * [COD][NH_3-N]$ | $R^2 = 0.921$ | AICc = 134.71 | BIC = 106.38 |
| BOD_eqn3  | $BOD_5 = -93.9783e-01 +12.5041e-03 * [COD][NH_3-N] + 61.9133e-01 * TP + 26.3608e-01 * PH$ | $R^2 = 0.920$ | AICc = 138.51 | BIC = 111.11 |
| BOD_eqn4  | $BOD_5 = 16.4417e00 +14.1608e-03 * [COD][NH_3-N] - 65.6279e-03 * DO [COD]$ | $R^2 = 0.920$ | AICc = 138.76 | BIC = 108.95 |
| BOD_eqn5  | $BOD_5 = 14.1712e00 +14.6332e-03 * [COD][NH_3-N] - 12.361e-02 * DO [NH_3-N]$ | $R^2 = 0.920$ | AICc = 136.71 | BIC = 108.96 |
| BOD_eqn6  | $BOD_5 = 12.6157e00 +14.2552e-03 * [COD][NH_3-N] + 35.0377e-01 * PH$ | $R^2 = 0.919$ | AICc = 136.98 | BIC = 109.23 |
| BOD_eqn7  | $BOD_5 = -6.8157e00 +14.2863e-03 * [COD][NH_3-N] - 14.4308e-02 * DO [NH_3-N] + 43.6124e-01 * PH$ | $R^2 = 0.918$ | AICc = 138.96 | BIC = 111.56 |
| BOD_eqn8  | $BOD_5 = -7.9207e-01 +66.8275e-03 * DO [COD] + 13.8549e-03 * [COD][NH_3-N] - 36.0482e-01 * PH$ | $R^2 = 0.918$ | AICc = 139.16 | BIC = 111.76 |
| BOD_eqn9  | $BOD_5 = 11.4174e00 +14.6554e-03 * [COD][NH_3-N] + 85.1954e-02 * DO [TP]$ | $R^2 = 0.918$ | AICc = 137.34 | BIC = 109.59 |
| BOD_eqn10 | $BOD_5 = 18.2255e00 -92.1819e-03 * DO [NH_3-N] - 49.4919e-03 * DO [COD] + 14.3207e-03 * [COD][NH_3-N]$ | $R^2 = 0.917$ | AICc = 139.30 | BIC = 111.90 |

Table 1: Derived models and evaluation statistics of each model.
indicate that all models are relevant for practical use. A comparison of the measured and computed BOD\textsubscript{5} using model equations 1, 3, 5 and 8 are presented in Figures 2 to 5. In these figures of 2 to 5, it can be seen that, the results are fragmented into two parts−(1), values between 10−30 mg/l and (2), values between 52–70 mg/l. The clustering of the measurements indicates that, model predictions might be more relevant within these limits. Since there was no other datasets to test for model performance for BOD\textsubscript{5} values lower 10 mg/l and higher than 70mg/l, it is strongly recommended for the purpose of using the models in this paper to consider the modelling limits. Also, one can observe from the graphs that, clusters of 10 mg/l−20 mg/l appear linear compared to the clusters of 52 –70 mg/l and hence, attention should be paid on this. These BOD\textsubscript{5} values are all far above the Class V (BOD\textsubscript{5} ≤ 10 mg/l) of the GB 3838-2002 on surface water quality standard. In general, BOD\textsubscript{5} values of less than 1mg/l are considered for pristine rivers while moderately river systems may have BOD\textsubscript{5} values varying between 2-8 mg/l. However, it is worth to mention that, the exact definition of BOD classes for poor to pristine river systems depends on the country law on surface water quality. This implies that these values indicate the highly polluted river system. Therefore as described in the study area,
this Xuxi River which is the case study is a highly polluted river system due to the direct sewage discharge into this river. Also, the sampling of the data within 4 days was not sufficient to inform the biological activity during this period. Generally, the biological activity is allowed to operate for a period of 3 months, then a further sampling and testing is conducted. In this particular instance, the measurements obtained were all within the early stages of the biological activity indicating at some places a low of 10 mg/l and a high of 70 mg/l. The Xuxi River typically represents a highly polluted river system and could be considered as the many cases in China and around the world in places where rivers have been heavily polluted by industrial activity. In such a particular instance, consideration of the use of the models developed here would be useful. It is noteworthy that scientific uncertainties in modelling models are impossible to avoid but provides a means for decision makers for selecting alternative measures and if possible consider other experimentation and observation [22] in water quality monitoring and management. Therefore, though these models derived are purely empirical, they still have relevance in providing information about the fluxes of BOD, especially during a biological treatment processes for polluted streams and rivers. However, the waiting period of five-day BOD measurements subject to large errors could be avoided with empirical approximation to support prediction and management of biological treatment campaigns.

Conclusions

Rapid urbanization in cities across developing economies continues to be a challenge for water managers largely, because rivers are getting heavily polluted from household and industrial effluents. The biological treatment method has been identified as the most feasible way to treat and restore polluted rivers back to habitable forms for aquatic life and safe human health. However, the ability to monitor the processes under biological treatment method in terms of the changes in the water quality variables still remains unexplored. Traditional standard models are not able to explain the linkages and further, with this treatment method, specific water quality parameters are desired.

As a result, empirical model were derived using regression analysis for BOD, estimation and prediction based on a set of given water quality variables (pH, ammonia-nitrogen, dissolved oxygen and chemical oxygen demand). The derived formulae are to support future planning, monitoring and management. The models showed high adjusted R² statistics (i.e. above 90%). The prediction errors for validation set of the data indicated ± 26% ~ ± 37%. This prediction error falls within related research conducted in water quality modelling. Also, ten-fold stratified cross validation method was applied and the R² coefficient of the observed and computed results indicated values of above 80%. Unaccounted for errors in this research are considered to be purely due to the large sampling and measurement errors and unexplained processes of the BOD, processes. Notwithstanding, the models are to serve as a guide for further planning, forecasting and management of biological treatment projects.
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