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Abstract: Due to the selfishness of vehicles and the scarcity of spectrum resources, how to realize fair and effective spectrum resources allocation has become one of the primary tasks in VANET. In this paper, we propose a hierarchical resource allocation scheme based on Nash bargaining game. Firstly, we analyze the spectrum resource allocation problem between different Road Side Units (RSUs), which obtain resources from the central cloud. Thereafter, considering the difference of vehicular users (VUEs), we construct the matching degree index between VUEs and RSUs. Then, we deal with the spectrum resource allocation problem between VUEs and RSUs. To reduce computational overhead, we transform the original problem into two sub-problems: power allocation and slot allocation, according to the time division multiplexing mechanism. The simulation results show that the proposed scheme can fairly and effectively allocate resources in VANET according to VUEs’ demand.
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1. Introduction

With the rapid increase of the number of vehicles, traffic accidents and congestion are becoming more and more serious, which has attracted worldwide attention [1]. The concept of Vehicular Ad-hoc Networks (VANET) is considered to be an effective way to solve this problem. Through modern information and communications technology, the vehicles can access the network and interact with the cloud resource pool in time [2]. In addition, edge cloud computing has been applied to the VANET for data acquisition considering the simple deployment of edge cloud infrastructure [3]. For example, Autonomous Vehicular Clouds was proposed to offer potential applications to VUEs, which ensures the safe operation of autonomous vehicles and provides the services required in the running process of vehicles [4]. VANET clouds usually comprises three types of clouds, which are Central cloud, RSU cloud, and Vehicular cloud [5]. One of the main advantages of VANET clouds is that no additional infrastructure is required. The central cloud is a centralized resource pool that provides the resources needed for RSUs and vehicles. The RSU cloud provides services for vehicle access networks. The vehicular cloud consists of vehicles on the road, providing services for data transmission between vehicles. As seen in Figure 1, the role of central cloud is to achieve centralized scheduling of spectrum resources. Multiple RSUs are connected to the central cloud through the forward link and the management interface, different RSUs’ wireless resources are abstracted into a virtual resource pool. VUEs request resources from RSUs within the communication range of each RSU.
However, due to the high mobility of vehicles, the topological structure of the VANET is constantly changing, and the number of vehicles within the coverage area of RSU is constantly changing, which increases the difficulty of resource allocation and results in tidal phenomena in VANET [6]. On the other hand, the selfishness of VUEs brings new challenges and difficulties to the rational resource allocation in vehicular networks [7]. For example, the uncertainty of vehicle motion and the selfish behaviors of vehicles may lead to the cloud resource competition among the VUEs and result in network congestion, which occurs in the data access through the RSUs cloud and central cloud. Considering the sparse deployment of RSU, when the number of vehicle users increases rapidly within the coverage of an RSU, the spectrum resources of the RSU can not meet the needs of all vehicle users. Therefore, how to fairly and efficiently allocate spectrum resources to VUEs has become an urgent problem to be solved.

At this stage, some scholars have put forward some resources allocation mechanisms in VANET. A spectrum resource acquisition method based on game theory is proposed, which is modeled as a non-cooperative congestion game to ensure the fair resource allocation [8]. Some research has transformed the problem of spectrum resource allocation into a semi-Markov decision-making process to achieve reasonable and effective resource allocation [9]. In [10], a repeated game scheme based on Gauss-Seidel (G-S) iteration method is proposed to solve the resource allocation problem in VANET. Considering the selfishness of the vehicle, a punishment strategy is proposed to avoid the irrational behavior of the vehicles [11]. However, the above research has some limitations and only considers the spectrum resource allocation within the coverage of a single RSU. Considering the tidal phenomenon caused by vehicle movement [12], the above research fails to realize the reasonable allocation of spectrum resources in the central cloud, resulting in the waste of spectrum resources.

In non-hot spots of cities, considering the deployment cost, RSUs cannot be deployed on a large scale, which means they cannot form a seamless coverage network [13]. When the traffic tends to be congested during rush hours, the network load of a single RSU is bound to increase sharply, resulting in that the Qos of VUEs cannot be guaranteed. In addition, the services that the VUEs request from the RSUs can be divided into safety services and nonsafety services [14]. Safety services are used to send safety messages, for example, various warning messages the assist vehicles to prevent accidents. Nonsafety services are used for entertainment purposes. Obviously, safety services have a higher priority than nonsafety services. Hence, considering the limited resource of RSU, we must
first satisfy the requirements of safety services. On the other hand, the services requested by VUEs have different requirements for transmission characteristics provided by RSUs, such as delay, jitter and packet loss rate [15]. Therefore, in order to solve the resource allocation problem in the VANET in a more reasonable way, we must take the differences of services requested by VUEs into account, while ensuring the fair allocation of resources.

In this paper, we propose a hierarchical resource allocation scheme based on Nash bargaining game to achieve a fair and efficient resource allocation in VANET. In the first layer, we study the resource allocation between the central cloud and the RSUs’ cloud. In the second layer, we study resource allocation between RSUs and VUEs. The major contributions of this paper are as follows:

- Considering the characteristics of VANET, we propose a hierarchical resource allocation architecture based on Nash bargaining game to ensure the proportional fairness and effectiveness of resources allocation in VANET.
- Considering the tidal phenomenon caused by the random movement of vehicles and the limited resources of a single RSU, we study the resource allocation strategy of the central cloud by establishing the Nash bargaining model between RSUs.
- Considering the selfishness of VUEs and the difference of services requested by VUEs, we study the resource allocation of RSUs, by establishing the Nash bargaining game model of VUEs and constructing the matching degree index between VUEs and RSUs.
- To reduce computational overhead, we transform the resources allocation problem between VUEs and RSUs into two sub-problems: power allocation and slot allocation, according to the time division multiplexing mechanism.

The rest of this paper is organized as follows. We formulate this hierarchical resource allocation scheme based on Nash bargaining game in Section 2. Simulations are performed and results are analyzed in Section 3. Finally, Section 4 concludes this paper.

2. Hierarchical Resource Allocation Scheme Based on Nash Bargaining Game

In this section, we briefly introduce the bargaining game and Nash bargaining solution. Thereafter, we propose the hierarchical mathematical model of resource allocation in VANET based on Nash bargaining game. Finally, we give the solution of this hierarchical model.

2.1. Bargaining Game and Nash Bargaining Solution

The game theory can effectively solve the problem of competition among the VUEs in the process of resource allocation. Although the selfish characteristics of VUEs in non-cooperative games conform to the actual situation, the rational behaviors of VUEs will damage the overall benefit of the system and restrict the benefit of other VUEs. Therefore, relevant constraints need to be established among the VUEs to enable them to cooperate with each other and to improve the overall efficiency of the system as much as possible.

Bargaining game [16] is a kind of cooperative game in which both players have the opportunity to reach a win-win situation. In this game, there is a conflict of interest among the participants. If either party cannot accept the bargaining scheme, the overall agreement will not be reached. Before the specific definition is given, a simple example of two-person bargaining game is given firstly. We assume participant 1 and participant 2 share the benefits of the system, which is $X$. Participant 1 first proposes a share of the proceeds, which is $x$, $x \in [0, X]$. In addition, then, participant 2 judges whether to accept the agreement based on the proposal and decision of participant 1. If the agreement is accepted, participant 2 receives the remaining proceeds, which is $X - x$. Otherwise, participant 2 rejects the agreement, both parties fail to reach an agreement, the benefits will be zero.

The definition of a Nash bargaining game is as follows. $G = (K, S, \mathcal{U}, u^0)$ represents a game problem with $K$ players. $S$ represents the set of all participants’ policies. The set of benefits that participants can obtain in the game is $\mathcal{U}$. $u^0_i \in \mathcal{U} = \{u^0_1, u^0_2, ..., u^0_K\}$ represents the benefit of the $i$th
participant under the failure agreement. Clearly, participants do not participate in the collaboration when the benefits allocated to the collaboration are less than $u_0$. Then, game $G$ is called the bargaining game of $K$ participants.

The Nash Bargaining Solution (NBS) is the function mapping that can make the above bargaining game $G$ has the unique optimal return vector, $u^* = \{u^*_1, u^*_2, ..., u^*_K\} = f(U, u^0)$. However, there may be multiple bargaining functions, therefore, the most widely used bargaining function is selected to realize effective and reasonable allocation of resources in VANET. This bargaining solution is subject to the following conditions [17].

1. $u^* \in U$.
2. $u^*$ is Pareto optimal.
3. As for any linear mapping $g$, it should satisfy $f(g(U), g(u^0)) = g(f(U, u^0))$.
4. If $v \subset U$ and $f(U, u^0) \in U$, $f(U, u^0) = f(v, u^0)$.
5. Symmetry.

Conditions 1 and 2 guarantee the validity and rationality of the existence of NBS, condition 2 means the ideal state of resource allocation, in which the bargaining scheme is optimal. Conditions 3 to conditions 5 guarantee the proportional fairness of NBS, and conditions 3 indicates that NBS has zoom invariance. It means that if the benefit function changes linearly, the final NBS stays the same. The condition 4 indicates that the expansion of the domain will not affect the final result of the bargaining game. The bargaining function of NBS meeting the above five conditions is shown below

$$f(U, u^0) \in \max_{u_i \in U, u_i > u^0} \prod_{i=1}^{K} (u_i - u^0)$$

\(\prod_{i=1}^{K} (u_i - u^0)\) is a strictly quasiconcave function on a nonempty closed set $U$. This function has a unique maximum value in the maximum solution problem. Considering the selfishness of VUEs and the architectural characteristics of VANET, Nash bargaining game is suitable for solving the resource allocation problem among the central cloud, RSU cloud and VUEs based on the analysis above. A hierarchical resource allocation scheme based on Nash bargaining games will be described in the following paragraphs. Table 1 summarizes the important notations in this paper for easy reference.

| Variables | Definition |
|-----------|------------|
| $K$       | The number of RSUs |
| $b_k$     | The resources allocated to the $k$th RSU |
| $B_{TOTAL}$ | The total spectrum resources in the central cloud |
| $R_k$     | Transmission rate of the $k$th RSU |
| $R_k^{min}$ | The lowest transmission rate expected by the $k$th RSU |
| $\eta_k$ | The modulation factor for the $k$th RSU |
| $C_k$     | The number of subcarriers of the $k$th RSU |
| $N_k$     | The number of vehicles requested services from the $k$th RSU |
| $\omega_k^0$ | Subcarrier bandwidth of the $k$th RSU |
| $h_{ij}$ | Channel gain of the $j$th subcarrier for the $i$th VUE |
| $P_{ij}$ | Transmission power of the $j$th subcarrier for the $i$th VUE |
| $P_{MAX}$ | The sum of the transmitted power for all subcarriers |
| $\alpha_k^5$ | The matching degree between the $k$th RSU and the $i$th VUE |
| $\tau_i$ | The size of time slot assigned to the $i$th VUE for requesting services |
| $r_i^{min}$ | The minimum transmission rate expected for the $i$th VUE |

2.2. The Formulation of Hierarchical Resource Allocation Scheme in VANET

In this section, a hierarchical resource allocation scheme based on Nash bargaining game is proposed. In the first layer, we analyze the resource allocation between central cloud and RSU cloud.
Thereafter, based on the matching degree between VUEs and RSUs, we study the resources allocations problem between them in the second layer.

2.2.1. Resources Allocation Scheme for RSUs in the First Layer

Different RSUs share the centralized spectrum resources of central cloud resources pool, the first layer of the hierarchical resource allocation scheme is the problem of allocating spectrum resources to RSUs from the central cloud. We assume that \(K = \{1, 2, \ldots, k\}\) is the set of RSUs, the spectrum resource requirements of the \(k\)th RSU is \(b_k\). According to Shannon theory [18], we use the transmission rate \(R_k\) to represent the benefit function of each RSU

\[
R_k = b_k \log_2(1 + c_1 \frac{P_k \hat{C}_k}{\sigma^2}) \tag{2}
\]

where \(\sigma^2\) is the white Gaussian noise, \(P_k\) and \(\hat{C}_k\) represent the transmission power and channel gain of the \(k\)th RSU, respectively. \(c_1\) is the modulation factor of orthogonal amplitude modulation [19], which can be denoted as

\[
c_1 = c_2 \ln\left(\frac{c_3}{\text{BER}_k}\right) \tag{3}
\]

where \(c_2 = 1.5, c_3 = 0.2\). BER\(_k\) is the maximum error rate that the \(k\)th RSU can tolerate. According to the definition of NBS, the cooperative game problem of the first layer centralized resource allocation can be expressed as \(F(R, R_{min})\). \(R\) is a set of benefits that each RSU gets when participating in the game. The minimum \(R_{min} = (R_{min}^1, R_{min}^2, \ldots, R_{min}^k)\) is the disagreement point. We assume the total spectrum resources of the central cloud is \(B^{sum}\), the Nash bargaining game problem can be formulated as

\[
\begin{align*}
\max f_1(b) &= \prod_{k=1}^{K} (R_k(b_k) - R_k^{min}) \\
\text{s.t.} & \quad C_1 : R_k(b_k) \geq R_k^{min} \\
& \quad C_2 : \sum_{k=1}^{K} b_k \leq B^{sum} \\
& \quad C_3 : b_k \geq 0
\end{align*} \tag{4}
\]

\(f_1(b)\) is the target function for resource allocation at the first layer. \(b\) is the spectrum resources vector assigned to each RSU, which is \((b_1, b_2, \ldots, b_k)\). The first constraint \(C_1\) in Formula (4) is used to guarantee the existence of the optimal allocation vector. The second constraint \(C_2\) indicates that the number of spectrum resources shared by RSUs cannot exceed the total spectrum resources in central cloud. According to the properties of logarithmic functions and Lagrange multiplier method, the Lagrange function form of this spectrum allocation problem can be formulated as

\[
L_1(b, \lambda) = \ln(f_1(b)) - \lambda \left(\sum_{k=1}^{K} b_k - B^{sum}\right) \tag{5}
\]

\(\lambda\) is lagrangian multiplier, according to the definition of the KKT condition [20], Formula (5) should satisfy the following three conditions

\[
\begin{cases}
\frac{\partial L_1(b, \lambda)}{\partial b_k} = 0 \\
\lambda \left(\sum_{k=1}^{K} b_k - B^{sum}\right) = 0 \\
\lambda \geq 0
\end{cases} \tag{6}
\]

After formula derivation, we can get \(b_k\) and \(\lambda\)

\[
b_k = \frac{1}{\lambda} + \frac{R_k^{min}}{\gamma_k} \tag{7}
\]
\[ \lambda = \frac{\gamma_k}{b_k^* \gamma_k - R_{k \min}} \]  

(8)

in Formula (7), \( \gamma_k = \log_2 \left( 1 + c_1 \frac{P_{c_k} \rho_{c_k}}{\sigma^2} \right) \). From Formula (6), due to \( \lambda \) is a nonnegative variable, we can find that \( \sum_{k=1}^{K} b_k - R_{\text{sum}} = 0 \). Hence, through formula derivation and calculation, the optimal spectrum resources allocated to the \( k \)th RSU can be obtained

\[ b_k^* = \frac{1}{K} \left( R_{\text{sum}} - \sum_{k=1}^{K} \frac{R_{k \min}}{\gamma_k} \right) + \frac{R_{k \min}}{\gamma_k} \]  

(9)

After completing the spectrum resources allocation for RSUs in the first layer, we need to continue to study the allocation of spectrum resources for VUEs within the coverage of RSUs.

2.2.2. Resources Allocation for VUEs in the Second Layer

According to the spectrum resources allocated in the first layer, the spectrum resources obtained by the \( k \)th RSU is \( b_k^* \). In order to improve the utilization of spectrum resources, each RSU network adopts the multiuser orthogonal frequency-division multiplexing (OFDM) systems [21]. Hence, continuous spectrum resources are divided into several slices of virtual resources in the form of orthogonal subcarriers in the RSUs cloud. Meanwhile, transmission power is distributed to each VUEs. We assume that each RSU’s subcarrier has the same bandwidth, the subcarrier bandwidth of the \( k \)th RSU is \( \omega_k^* \). The number of subchannel resources in the \( k \)th RSU is

\[ C_k = \left\lfloor \frac{b_k^*}{\omega_k^*} \right\rfloor \]  

(10)

\( \lfloor \cdot \rfloor \) means the integer down. We use \( N_k = \{1, 2, ..., N_k\} \) to represent the set of VUEs in the \( k \)th RSU. We assume that the benefits set of VUEs in bargaining cooperation is \( r \), \( r_{\min} = \{r_{1 \min}^*, r_{2 \min}^*, ..., r_{N_k \min}^*\} \) is the disagreement point, which is the minimum benefit set that VUEs are willing to accept. Therefore, the Nash bargaining game of the second layer resource allocation issue can be represented by \( (N_k, r, r_{\min}) \). In order to guarantee the efficiency and fairness of the resources allocation at the VUEs layer, we formulate the resource allocation optimization problem as

\[
\begin{align*}
\text{max} & \quad f_2(c^k, p^k) = \prod_{i=1}^{N_k} \left( \sum_{j=1}^{c^k_i} \sum_{j=1}^{c^k_i} a_{ij} \omega_j^0 \log_2 \left( 1 + \eta \frac{p_{ij} |g_{ij}|^2 d_{ij}^{-\beta}}{\sigma^2} \right) - r_{ij} \right) \\
\text{s.t.} & \quad C4 : \sum_{j=1}^{c^k_i} \omega_j^0 \log_2 \left( 1 + \eta \frac{p_{ij} |g_{ij}|^2 d_{ij}^{-\beta}}{\sigma^2} \right) \geq r_{ij} \\
& \quad C5 : \sum_{i=1}^{N_k} \sum_{j=1}^{c^k_i} p_{ij} \leq P_{\text{max}} \\
& \quad C6 : \sum_{i=1}^{N_k} c^k_i \leq C_k \\
& \quad C7 : \quad c^k_i \in \mathbb{R}^+, \quad p_{ij} \in \mathbb{R}^+ \\
& \quad C8 : \quad p_{ij} = \sum_{j=1}^{c^k_i} p_{ij} \\
& \quad C9 : \quad a_{ij} \in \{0, 1\}
\end{align*}
\]

(11)

Formula (11) represents the optimization problem of resource allocation to VUEs at the second layer. \( c^k = \{c^k_1, c^k_2, ..., c^k_{N_k}\} \) is the strategy vectors of VUEs in the \( k \)th RSU for subcarrier allocation. \( p^k = \{p_{11}^k, p_{12}^k, ..., p_{N_k}^k\} \) is the strategy vector of VUEs in the \( k \)th RSU for transmission power allocation. \( a_{ij} \in \{0, 1\} \) denotes whether subchannel \( j \) is assigned to VUE \( i \) or not (i.e., if subchannel \( j \) is assigned to VUE \( i \), \( a_{ij} = 1 \); otherwise, \( a_{ij} = 0 \)). \( |g_{ij}|^2 \) and \( d_{ij}^{-\beta} \) represent the channel gain and transmission distance.
between RSUs and VUEs, respectively. \( \beta \) is the decay coefficient of distance. \( \eta \) is the modulation coefficients of subcarriers, we assume that this coefficient is equal to \( c_1 \) in Formula (2).

According to the above analysis, we can achieve a proportional fairness resources allocation in VANET. However, the above resource allocation analysis does not take into account the differences of VUEs, that means the services requested from RSUs by VUEs are different from each other. On the other hand, the performance of RSUs is different with each other. Different VUEs should have different performance requirements in different RSUs. For example, latency and jitter may be more important than throughput for a VUE requested the online game. A low-latency RSU is more suitable for transmitting voice services, and the low jitter RSU is more suitable for video stream transmission services. However, in most previous studies, the benefit function of VUEs just depend on the power and the number of subcarriers allocated. As shown in formula 11, VUEs obtaining the same amount of resources have the same benefits, which does not take into account differences of VUEs. It is not consistent with the actual situation. In order to solve the above problems, we firstly construct the matching degree index between VUEs and RSUs.

The evaluation of matching degree index is based on computing the L-dimensional Euclidean distance between services features offers and demands, where L is the number of services features. We use binary variables \( SF_{k, i, l, d} \) to represent whether the \( l \)th services feature can be provided to \( i \)th VUEs by the \( k \)th RSU, such as low-latency, low-jitter and high-throughput. The value of \( SF_{k, i, l, d} \) is 1, which indicates that the \( k \)th RSU can provide the \( i \)th VUEs with the \( l \)th services feature. The value of \( SF_{k, i, l, d} \) is 0, which indicates that the \( k \)th RSU can not provide the \( i \)th VUEs with the \( l \)th services feature. On the other hand, we use binary variables \( SF_{k, i, l, o} \) to represent whether the \( l \)th services feature will be demanded by the \( i \)th VUEs from the \( k \)th RSU. The value of \( SF_{k, i, l, d} \) is 1, which indicates that the \( l \)th services feature will be demanded by \( i \)th VUEs. To facilitate analysis, we use the variable \( D_{k, i} \) to represent the ability of the \( k \)th RSU providing service features for the \( i \)th VUE

\[
D_{k, i} = \sum_{l=1}^{L} \left| SF_{k, i, l, d} - SF_{k, i, l, o} \right| \tag{12}
\]

Obviously, as the value of \( D_{k, i} \) gradually increases, the ability of the \( k \)th RSU providing service features for the \( i \)th VUEs becomes worse. Therefore, we use exponential function to build the matching degree index between RSUs and VUEs. The matching degree index between the \( i \)th VUE and the \( k \)th RSU can be formulated as

\[
\alpha_{i}^{k} = \beta_{k} e^{-\sqrt{\sum_{l=1}^{L} \omega_{l}(SF_{k, i, l, d} - SF_{k, i, l, o})^{2}}} \tag{13}
\]

where \( \omega_{l} \) is the normalized weight, \( \beta_{k} \in [0, 1] \) is a reputation parameter of the \( k \)th RSU, which is related to services features provided in the past.

Thereafter, considering the matching degree index between VUEs and RSUs, Equation (11) can be transformed into
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occupies the all subchannels of the $k$th RSU. We assume that $\tau^i_k \in [0, 1]$ represents the time length occupied by the $i$th VUE in the $k$th RSU. We assume $h_{i,j} = \frac{\|g_i\|^2 d_{i,j}^{p}}{\sigma^2}$. Then, the optimization problem can be formulated as

From [23], we know that necessary and sufficient condition for the optimal allocation solution $p_{i,j}^*$ exists, the sub-problem of the optimal transmission power can be converted to

Obviously, optimization function 16 is log-concave with respect to $p_{i,j}$, and constraint C12 is linear. Thus the optimization power allocation problem is convex. According to the Lagrangian multiplier method, the Lagrangian function can be written as

$$L(p, \theta) = a_i^k \sum_{j=1}^{c_i} w_j^0 \log_2 \left( 1 + \eta \frac{p_{i,j} h_{i,j}}{\sigma^2} \right) - \sum_{i=1}^{N_i} \theta_i \left( \sum_{j=1}^{c_i} p_{i,j} - p_{MAX} \right)$$
The Lagrangian multiplier vector is $\theta = \{\theta_1, \theta_2, ..., \theta_{N_k}\}$. According to KKT conditions, the following conditions must be satisfied

$$\begin{align}
(1) & \quad \partial L(p, \theta) / \partial p_{i,j} = 0, \\
(2) & \quad \theta_i(\sum_{j=1}^{C_k} p_{i,j} - P_{\text{max}}) = 0 \\
(3) & \quad \theta_i \geq 0.
\end{align}$$

(18)

Then, we can obtain the optimal transmission power $p_{i,j}^*$ for VUE $i$ on subchannel $j$, which is given as

$$p_{i,j}^* = \left[\frac{\alpha^k_i \sum_{j=1}^{C_k} \frac{1}{\eta \cdot h_{i,j}} + \frac{P_{\text{max}}}{\eta \cdot h_{i,j}}}{C_k} \right]^+$$

(19)

where $x^+ = \max(0, x)$.

According to the value of the optimal transmission power $p_{i,j}^*$, we can get the optimal transmission rate

$$r_i^* = \alpha^k_i \sum_{j=1}^{C_k} \omega_0^k \log_2(1 + \eta \cdot p_{i,j}^* h_{i,j})$$

(20)

Then, the sub-problems of optimal time allocation can be formulated as

$$\max_{\tau_i} \prod_{i=1}^{N_k} \left( \tau_i \cdot \alpha^k_i \sum_{j=1}^{C_k} \omega_0^k \log_2(1 + \eta \cdot p_{i,j}^* h_{i,j}) - r_{i,m} \right)$$

$$\text{s.t. C15: } \sum_{i=1}^{N_k} \tau_i \leq 1$$

(21)

The Lagrange function is formulated as

$$L(\tau, \nu) = \sum_{i=1}^{N_k} \ln \left( \tau_i \cdot \alpha^k_i \sum_{j=1}^{C_k} \omega_0^k \log_2(1 + \eta \cdot p_{i,j}^* h_{i,j}) - r_{i,m} \right) - \nu \left( \sum_{i=1}^{N_k} \tau_i - 1 \right)$$

(22)

$$\tau = (\tau_1^k, \tau_2^k, ..., \tau_{N_k}^k)$$ is the time vector allocated to VUEs. $\nu$ is the lagrangian multiplier. According to KKT conditions, the following conditions must be satisfied

$$\begin{align}
(1) & \quad \partial L(\tau, \nu) / \partial \tau_i^k = 0 \\
(2) & \quad \nu \left( \sum_{i=1}^{N_k} \tau_i^k - 1 \right) = 0 \\
(3) & \quad \nu \geq 0
\end{align}$$

(23)

and then, the optimal transmission time allocation for the $i$th VUE in the $k$th RSU is obtained

$$\tau_{i,k}^* = \frac{1}{N_k} \left( 1 - \frac{\sum_{i=1}^{N_k} r_{i,m}^k}{\tau_i^k} \right) + \frac{r_{i,m}^k}{\tau_i^k}$$

(24)

Thus, we present the algorithm in Algorithm 1. In Algorithm 1, we firstly calculate the spectrum resources obtained by the $k$th RSU. Then, we obtain the power resource and time slot resource of the VUE $i$ in the $k$th RSU. Therefore, the time complexity of Algorithm 1 is $O(N_k^2)$. 
Algorithm 1 Hierarchical Resource allocation based on Nash bargaining game

Input: total spectrum resources $B^\text{sum}$, the parameters of RSU $\eta_k$, $\bar{P}_k$, $\bar{C}_k$, $R^\text{min}_k$, subchannel bandwidth $\omega^0_k$, VUE’s minimum transmission rate requirement $r^\text{min}_i$.

Output: $b^*_k$, $p^*_i,j$, $\tau^*_i,k$.

1: for $k \in K$ do
2: Calculate $b^*_k$, which is the optimal spectrum resources allocated for the $k$th RSU based on Equation (9).
3: for $i \in N$ do
4: Calculate $\alpha^*_k i$, which is the matching degree between the $i$th VUE and the $k$th RSU.
5: According to the allocated spectrum resources $b^*_k$, calculated $C^k$ based on Equation (10), which is the number of subchannel allocated to the $k$th RSU.
6: Calculate $p^*_i,j$ based on Equation (19), which is the optimal transmission power for VUE $i$ on the subchannel $j$.
7: Calculate $\tau^*_i,k$ based on Equation (23), which is the optimal transmission time allocation for the $i$th VUE in the $k$th RSU.
8: end for
9: end for
10: return $b^*_k$, $p^*_i,j$, $\tau^*_i,k$

3. Algorithm Simulation and Results Analysis

In this section, we use Python 3.5 to evaluate the performance of the proposed method in terms of proportional fairness and effectiveness. We firstly introduced the simulation setup. Then a lot of simulation results are provided and analyzed.

3.1. Simulation Setup

We assume that there are three RSUs in the simulation scenario, namely RSU1, RSU2, RSU3. Then we consider a group of VUEs that are randomly deployed in the OFDMA wireless network within the coverage of RSUs. The total spectrum resources of the resource pool $B^\text{sum}$ is 15 MHz. The minimum transmission rate requirement $R^\text{min}_k$ for RSUs are $R^\text{min}_1 = 20$ Mbps, $R^\text{min}_2 = 15$ Mbps, $R^\text{min}_3 = 10$ Mbps, respectively. The bit error rate of each RSU is initialized to $10^{-2}$. The average transmission power of each RSU are 50 mW, 20 mW, 20 mW, respectively. The average communication radius of each RSU are 200 m, 150 m, 100 m, respectively. we assume that the value of the $\beta$ is 3.

For analysis purposes, we assume that there are three types of VUEs within the coverage of RSUs. VUE1 primarily requests voice service from the RSU. VUE2 primarily requests a text service from the RSU. VUE3 mainly requests video services from the RSU. Obviously, different VUEs have different requirements for the service characteristics provided by RSU. Latency and jitter may be more important than throughput for a VUE requesting online game services. In addition, in order to facilitate the calculation, we use the delay, jitter and packet loss rate to measure the performance of RSUs. For example, the minimum requirements for delay, jitter and packet loss rate for VUE1 are 100 ms, 25 ms and 4% respectively, while the best performance of RSU1 for delay, jitter and packet loss rate is 98 ms, 27 ms and 5%, respectively. Hence, according to the analysis above, we can find that $SF^1_1 = 1$, $SF^1_2 = 0$, $SF^1_3 = 0$. Then, we can calculate the matching degree between VUEs and RSUs. The performance parameter values of each RSU are shown in Table 2.
Table 2. Performance parameter values of RSUs.

| RSUs | Latency | Jitter | Packet Loss Rate |
|------|---------|--------|-----------------|
| RSU1 | 98 ms   | 27 ms  | 5%              |
| RSU2 | 110 ms  | 10 ms  | 1%              |
| RSU3 | 155 ms  | 19 ms  | 2%              |

As we know, RSU with low latency is better suited to provide voice services, text services should prefer RSU with low packet loss rates, video services should prefer RSU with less jittery. The minimum performance requirements of VUEs for delay, jitter and packet loss rate are shown in Table 3. According to Equation (14), we can get the matching degree between each RSUs and VUEs, as shown in Table 4. Then we can find that RSU1 is suitable for voice transmission services, RSU2 and RSU3 are suitable for text services.

Table 3. The minimum performance requirements of VUEs.

| VUEs | Latency | Jitter | Packet Loss Rate |
|------|---------|--------|-----------------|
| VUE1 | 105 ms  | 30 ms  | 4%              |
| VUE2 | 160 ms  | 20 ms  | 3%              |
| VUE3 | 90 ms   | 8 ms   | 2%              |

Table 4. The matching degree between RSUs and VUEs.

| RSU   | VUE1 | VUE2 | VUE3 |
|-------|------|------|------|
| RSU1  | 1.000| 0.905| 0.950|
| RSU2  | 0.973| 1.000| 0.986|
| RSU3  | 0.926| 1.000| 0.948|

After the spectrum resources allocation to RSUs is completed, we consider the allocation of resources for VUEs in the second layer, including power allocation and subchannel allocation. Consider the space limitation of this paper, we just study the resources allocation problems in RSU2. We assume that there are three types of VUEs within the coverage of RSU2, which are VUE1, VUE2 and VUE3, respectively. The value of minimum rate requirement $r_{\text{min}}^1 = 0.1 \text{ Mbps}$, $r_{\text{min}}^2 = 0.5 \text{ Mbps}$ and $r_{\text{min}}^3 = 1.0 \text{ Mbps}$. The subchannel bandwidth $\omega_k = 20 \text{ kHz}$. The maximum bit error rate that VUEs can tolerate is $10^{-3}$.

3.2. Simulation Results

The proposed resources allocation scheme is evaluated through by two measurements: effectiveness and fairness. The effectiveness means that the minimum rate requirements of any VUE can be met by negotiating with other VUEs. The fairness means the proportional fairness considering the individual minimum rate.

Figures 2 and 3 show the impact of BER$_1$ (the maximum bit error rate that RSU1 can tolerate) on the spectrum allocation. As shown in Figure 2, the spectrum allocated of RSU1 decreases with the increase of BER$_1$. It is because that the increase of BER$_1$ increases the modulation coefficient according to Equation (3). With the minimum transmission rate been satisfied (denoted in Figure 3), when the spectrum resources required by RSU1 are reduced, the additional spectrum resources will be distributed to RSU2 and RSU3 in proportion, so the spectrum resources obtained by the two RSUs will increase with the increase of BER$_1$. Then, as for RSU1, the increase of BER$_1$ eventually leads to the increase of transmission rate for each RSU, which can be concluded from Figure 3.
Figure 2. The spectrum resources allocated to RSUs vary with the BER$_1$.

Figure 3. The transmission rate of RSUs vary with the BER$_1$.

Figure 4 shows the impact of RSU1’s minimum rate requirements on spectrum resource allocation. After the minimum spectrum resources requirements of each RSU are satisfied, the rest of the spectrum resources is redistributed fairly to all RSUs in proportion to demand. Therefore, even if the minimum transmission rate requirements of RSU1 is 0 Mbps, RSU1 can still be allocated 4 MHz spectrum resources. To meet the increasing demand for RSU1’s minimum transmission rate, more spectrum resources must be allocated to RSU1, resulting in gradual reduction in spectrum resources allocated to RSU2 and RSU3.

Figure 5 show the spectrum resources obtained by RSUs under different distribution schemes. After meeting the minimum rate requirements of RSU1 and RSU2, the allocation scheme based on the maximum throughput of the system allocated the remaining spectrum resources to RSU3, which has better average performance than RSU1 and RSU2. On the contrary, after meeting the minimum requirements of each RSU, the Nash bargaining scheme would distribute the remaining spectrum resources equally to all RSUs in proportion to demand. By further observation of the spectrum resources obtained by RSU2 and RSU3, we can be found that RSU2 obtained less spectrum resources in the maximum throughput allocation scheme of the system for its poor average performance, while in the Nash bargaining scheme, it can obtain spectrum resources in proportion to demand.
Thereafter, we analyze the resource allocation for VUEs in the second layer. If we do not take into account the differences of VUEs and the matching degree between VUEs and RSUs, as long as each VUE has the same resource requirements, each VUE can get the same amount of resources from the RSU. Obviously, this case is unreasonable. Therefore, when researching the resource allocation scheme of the VUE layer, we must consider the matching degree between VUEs and RSUs.

Figure 6 shows the effect of the communication distance between VUEs and RSUs. When the communication distance between each VUE and RSUs is the same, the transmission time slot size obtained by each VUE is determined by the minimum transmission rate requirements of each VUE. Therefore, VUE3 will be allocated to the maximum transmission time slots, which has the maximum transmission rate requirements for requesting the video services. In addition, as the distance between VUE3 and RSU increases gradually, in order to meet the minimum rate demand of VUE3, the transmission time slot size allocated to VUE3 must increase at the same time. On the contrary, the transmission time slots allocated to VUE1 and VUE2 will be reduced appropriately. The rate reduction can be accepted by these VUEs because their rates are still greater than their minimum rates requirements. Therefore, proposed scheme can achieve fair and reasonable allocation of resources according to the minimum needs of VUEs.
Thereafter, we compare the effectiveness of proposed hierarchical resource allocation scheme with other resource allocation schemes, such as equal distribution scheme and throughput maximum scheme. To prove the advantages of our proposed scheme, we study the trend of VUE3’s transmission rate when the distance between VUE3 and RSU3 increases gradually. In Figure 7, when the distance between VUE3 and RSU3 increases gradually, the path loss of data transmission also increases. Therefore, the transmission rate of the VUE3 will decrease gradually in these three resource allocation schemes. When the distance between VUE3 and RSU3 is greater than 180m, the transmission rate of the VUE3 will be lower than 1 Mbps in equal distribution scheme and throughput maximum scheme. That means the minimum rate requirements of VUE3 cannot be guaranteed. However, in our proposed scheme, when the distance between the VUE3 and the RSU3 is greater than 180 m, the minimum rate demand of the VUE3 can still be met.

We evaluate the performance of the proposed method in guaranteeing the fairness of VUEs. The fairness index $\phi$ can be mathematically defined as [24]

$$
\phi = \frac{\left( \sum_{i=1}^{N} \left( \frac{r_i}{r_{i \text{min}}} \right) \right)^2}{(N \cdot (\sum_{i=1}^{N} \left( \frac{r_i}{r_{i \text{min}}} \right)^2))}
$$

where $\phi \in (0, 1]$. If $\phi = 1$, the ratios of VUEs’ rates to the corresponding minimum rate are the same, which implies that the resource allocation is perfectly fair. From Figure 8, we can find that the proposed scheme outperforms the equal distribution scheme and the throughput maximum scheme in fairness. This is because the proposed scheme realizes the dynamic allocation of resources based
on Nash bargaining game. However, in equal distribution scheme, each VUE is assigned the same resources. When the number of VUEs increases, the resources allocated to each VUE decreases. Then, the minimum rate requirements of some VUEs cannot be met. As a result, the fairness index decreases with the number of VUEs. In throughput maximum scheme, it will first satisfy the minimum demand of the VUEs, who have the poor communication condition. Then, more resources will be allocated to the VUEs with better communication condition. However, when the number of VUEs is large enough, in order to maximize system throughput, the minimum demand of the VUEs who have the poor communication condition cannot be met. Therefore, the fairness index begin to drop. The proposed hierarchical resource allocation scheme provides a better fairness index due to its proportional allocation based on Nash bargain game.

![Figure 8](image_url). The comparison between the proposed method with existing methods on fairness.

4. Conclusions

In this paper, a hierarchical resource allocation scheme is proposed to realize fair and effective resource allocation in VANET. In the first layer, the random movement of vehicles brings difficulty for the central cloud to allocate resources to RSUs. Therefore, we use Nash bargaining game to achieve fair and efficient resources allocation between RSUs. In the second layer, considering the selfishness of VUEs and the difference of services requested by VUEs, we construct the matching degree index between RSUs and VUEs. Then, we establish the Nash bargaining game model to achieve fair and effective resources allocation to VUEs. In order to reduce the computation complexity, we transform the original problem into two sub-problems: power allocation and slot allocation. Simulation results show that the proposed hierarchical resource allocation scheme can realize the fairness and effectiveness of resource allocation in VANET.
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