Attractive interactions between like-oriented surface steps from an \textit{ab-initio} perspective: role of the elastic and electrostatic contributions.
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Abstract

In this work, we show how using the density functional approach, in which the electronic degrees of freedom are separated by the ionic ones, it is possible to individuate and separately study the elastic and electrostatic step interactions, traditionally introduced in the literature as the only two kinds of step interaction expected at $T = 0$. We have applied the method to the technologically important GaAs(001) surface and found some unexpected results for the relatively short step distances accessible to the \textit{ab-initio} approaches, contradicting those of the continuum models so far employed for the study of the elastic step interactions: (i) the sign of the step interaction depends on the step termination and is due to the electrostatic interaction; (ii) the elastic interaction does not contribute to the step interaction, contrary to the common belief of a strong elastic repulsive interaction between like-oriented steps. We show that this is due to the electron behavior. When considering only ion displacements and point-like steps as in the continuum theories, we recover the classical results and repulsive step elastic interactions; (iii) the experimentally observed $Ab$ step termination shows a weakly attractive step interaction whereby attractive step interactions between like-oriented steps on an unstrained surface are believed not to exist. The proposed method of separating elastic and electrostatic interactions for further analysis of their dependence on the configurational degrees of freedom can be extended to other defective situations.

PACS numbers: 68.35.-p,68.35.Dv,68.35.Fx,68.47.Fg
I. INTRODUCTION

A problem that has attracted a great deal of interest and was never definitely solved is the existence of attractive interactions between steps on surfaces. The possibility to engineer the step density using only bottom-up concepts is very appealing due to the fundamental role steps play in surface faceting and in the formation and ordering of nanostructures\cite{1} on the surface. Understanding how the step interaction depend on: (i) the kind of material and surface orientation, (ii) the surface reconstruction and step termination, and (iii) the surface growth conditions and post-growth processing is important. Controlled step edge density on ceria was used to distribute Pt catalysts since Pt atoms tend to decorate step edges\cite{2}. In reducible oxides the presence and density of steps influence the reducing oxide properties\cite{3}. Furthermore, the formation of nanostructures such as dots and wires is driven by the underlying step configuration of the surface, thus nanostructure arrangements are greatly influenced by the position of surface steps. Step atomic terminations play a role in the anchoring of nanoparticles to a surface. Despite the importance of this issue, not much progress has been made in the past two decades.

Most growth models and step dynamics simulations rely on parameters such as the step energy, the kink energy, and the step interaction energy. However, these parameters are at best simply estimated in their order of magnitude, and in most cases they are just adjusted to reproduce the desired behavior. The easiest way to model a sequence of steps on a surface is to consider a vicinal surface to a low-index facet. The vicinal surface orientation \( \hat{n} \) has like-oriented steps that separate terraces of orientation \( \hat{n}_0 \). The miscut angle \( \alpha \) is the angle between \( \hat{n} \) and \( \hat{n}_0 \). The projected vicinal surface energy is commonly expressed as\cite{4}

\[
\gamma(L) = \gamma'(L) = \gamma_0 + \frac{b(L)}{L} \tag{1}
\]

where \( \gamma_0 \) is the low-index surface energy, \( b(L) = b_0 + g(L) \) is the step energy, and \( L \) is the step distance related to the miscut angle by \( L = \frac{h}{\tan(\alpha)} \) with \( h \) being the step height. The step energy \( b(L) \) is given as the sum of the step self-energy \( b_0 \), i. e., the energy per unit length required to create a single isolated step, and \( g(L) \), which is the step-step interaction that depends on the step distance \( L \). This expression relates the energy of the vicinal surface to the energy of the low-index surface without steps.

Eq.\ref{1} is used in two ways to derive the step parameters depending on the kind of theory adopted:
(i) In the first approach, which is adopted in the framework of continuum theories, the vicinal surface energy $\gamma$ is determined using Eq. 1 from a supposedly known $\gamma_0$ after the expression for the step free energy $b(L)$ is explicitly determinated. Typically, a model of the step geometry and of the force field generated by each step is assumed. The displacement field is then calculated and the step energy and step interaction energy are derived. Using this approach, it was found that the main interaction energy is dipolar and scales as $g(L) = \frac{K}{L^2}$ with the step distance $L$. At $T = 0$ the elastic interactions are assumed to be the strongest, and they are repulsive ($K > 0$) for like-oriented steps, as they are on a vicinal surface. We term this theory the "dipole interaction model" (DIM). The entropic effects at $T > 0$ add a further repulsive interaction with the same dipolarlike scaling with the step distance.

(ii) The second way to use Eq. 1 is adopted by the atomistic theories. These theories make an atomistic model of the entire structure of the vicinal surfaces, and their free energy are calculated using inter-atomic potentials, or $ab$-initio calculations. The vicinal surface energy $\gamma(L)$ is directly calculated in the same way as the low-index $\gamma_0$. In this respect, the role of each single step cannot be isolated from the computed energy of the entire system. Consequently, Eq.1 is simply assumed to be correct, and the calculated energies are fit to it to extract the step energy and, sometimes, the step interaction energy as well by assuming the DIM is valid.

The idea of repulsive step interactions has since been accepted and widely used to fit experimental data, such as terrace width distributions from scanning tunneling microscopy (STM) images, in order to extract the step parameters. Increasingly refined theories have since been proposed, leading to the addition of logarithmic and multipolar corrections to the DIM. However, none of these models has challenged in any decisive manner the dominant belief of a repulsive step interaction between like-oriented steps.

An initial challenge to the idea of repulsive step interactions came from the experiments. Attractive interactions between steps have been observed experimentally via STM measurements on Cu(100) [6], on Ag(110) [7] and Si(113) [8], where they were revealed by a very inhomogeneous step density on the surface. Stimulated by these observations, modified models [9] and speculations [10] were advanced to explain the experiments, but a decisive reason for the existence of attractive step interactions between like-oriented steps was never found.

Up to now, continuum theories have addressed elastic interactions between widely spaced
steps. Some authors have also advanced the possibility of electrostatic dipole interactions between steps as a possible source of attractiveness [11], but clear experimental evidence or a theoretical investigation on their origin have never been proposed in the literature.

Recently, we fit a number of ab-initio calculated surface energies of vicinals to a $\beta_2(2 \times 4)$ reconstructed GaAs(001) surface for different step edge configurations and miscut angles to Eq. 1 using the DIM[12, 13]. $\beta_2(2 \times 4)$ reconstruction is observed over a wide range of conditions employed in the growth of compound semiconductor devices. The fit revealed, surprisingly, that on this surface the interaction between steps may be attractive, at least for the short step distances accessible by ab-initio calculations. Thus, we are in the unique position to explore what may determine the attractive interaction between steps, and the issue of electrostatic step interactions, using a computational tool in which the valence electrons are described quantum-mechanically. This is an improvement over both the classical continuum theories and the semiempirical inter-atomic potentials used so far.

II. METHOD

The surfaces, both $\beta_2$ and its vicinals, are modeled through periodic slabs. The vicinal surfaces are described through a regular sequence of equally distanced straight step lines oriented along the [1 1 0] surface direction separated by $\beta_2(2 \times 4)$ reconstructed terraces of variable dimensions. The steps, termed $A$ steps, have been found to have the lowest step energy[14]. Their direction is parallel to the direction of the As dimers of the $\beta_2(2 \times 4)$ reconstruction.

We consider here two different step atomic configurations: one, termed $Aa$, is slightly Ga-richer and the other, termed $Ab$, is slightly As-richer compared to the $\beta_2(2 \times 4)$ surface. The $Ab$ step configuration is the lowest-energy one[13] and was observed by Kanisawa et al.[15] on GaAs(001) (2x4) surfaces using high-resolution STM.

The vicinal surfaces are constructed using optimized $\beta_2(2 \times 4)$ surface building blocks. The atoms belonging to the $\beta_2(2 \times 4)$ surface slab are labeled. The vicinal surfaces with steps $Aa$ and $Ab$ are then obtained from the $\beta_2$ surface by cutting it with a (1 1 0) plane passing through a given atomic plane, as shown in Fig. 1. The vicinal surface unit cell is then constructed by extending the lattice vector along the [1 1 0] direction. The step structural motif develops naturally by the application of the system periodicity along the
FIG. 1. (Color online) Construction of the Aa and Ab vicinals from the $\beta_2$ surface. Starting from a given reference atom (dashed black line), a vertical plane (red line) is drawn. The periodicity along the $x$ direction is changed and the structure is rotated. Side and top views of the vicinal surfaces: (a) Step Aa and (b) Step Ab. The thin solid lines in the top views indicate the surface unit cells. Purple, Ga; yellow, As; blue small balls, pseudo-hydrogens.

[1 1 0] direction. The dimensions of the considered structures are $y = 2a$ along [1 1 0] (as in $\beta_2$) and they range from $5.5a$ (miscut angle $\alpha = 7.33^\circ$) to $17.5a$ ($\alpha = 2.31^\circ$) and from $6.5a$ ($\alpha = 6.21^\circ$) to $18.5a$ ($\alpha = 2.19^\circ$) along the $x'$ direction for the vicinal surfaces with Aa and Ab steps, respectively. $a$ is the surface lattice parameter, $a = \frac{a_0}{\sqrt{2}}$ with $a_0$ the calculated GaAs bulk lattice parameter. The atoms forming the vicinal surface are in correspondence with those of the $\beta_2$ surface (albeit with repetitions since the vicinal unit cell is longer than that of $\beta_2$). The resulting structures are shown in Fig. 1 for the case of the largest $\alpha$ angle.

We calculate the formation energies per unit area of the vicinal surfaces as:

$$\gamma_i(\alpha, \mu_{As}) = \left(\frac{E_{i,\alpha} - n_{Ga}\mu_{Ga}^{bulk} + (n_{Ga} - n_{As})\mu_{As}^{bulk}}{S}\right)$$
In Eq. (2), \( E_{i,\alpha} \) is the total energy of the vicinal surface slab where \( i = Aa \) or \( Ab \), and \( \alpha \) is the miscut angle. \( S \) is the surface unit cell area, and \( n_{Ga} \) and \( n_{As} \) are the number of Ga and As atoms in the system, so that \( n_{Ga} - n_{As} \) defines the stoichiometry. \( \mu_{As}^{bulk} \) is the energy required to form a Ga and As pair in bulk GaAs. The dependence of the surface energy on the growth conditions is represented by \( \Delta \mu_{As} \), which is the change of the As chemical potential \( \mu_{As} \) relative to its value in the bulk rhombohedral As metal. Thus, in Eq. (2) the energy of the vicinal surface depends only on \( \Delta \mu_{As} \) since for the surface in equilibrium with its bulk, \( \mu_{Ga} + \mu_{As} = \mu_{GaAs}^{bulk} \). In what follows, we will use for simplicity \( \Delta \mu_{As} = 0 \), corresponding to extremely high As coverages, which are not appropriate for the \( \beta_2 \) surface. However, since we are interested only in the trends of the vicinal surface energies with the step distance, our conclusions are unaffected by the value of the As chemical potential, which causes only an \( \alpha \)-independent rigid shift of all the surface energies.

The step distances we consider are found on the mounds formed by unstable growth on GaAs (001) surfaces (\( \approx 7 \) nm). They were also observed by Pashley et al. [16] on a \( 2 \times 4 \) vicinal (001) GaAs surface cut 2° toward (111)A via STM. Perfectly straight steps over distances of the order of 100 Å with terrace widths variable from 3 to 8 (\( 2 \times 4 \)) unit cells were seen. Thus, the vicinals we consider here are representative of actual experimental situations.

We use the density functional theory (DFT) as implemented in the Quantum Espresso [17, 18] suite. The calculation by DFT of surface step energies is very complicated since surface energies are tiny quantities given by the difference between two usually very large total energies. In addition, the step energetics are derived from a comparison of surface energies calculated for similar surface terminations. In our reciprocal space based \textit{ab-initio} approach, we model the surface through material slabs in the vacuum. It was shown that in the case of titania surfaces, the surface energies have an oscillating behavior with the number of atomic layers making up the slab [19]. Thus, the precise values of the surface step energies and step interaction energies depend on the surface slab model and on the calculation parameters. In this work, however, we are concerned with the sign of the step interaction, not its precise values. The sign of the step interaction depends on the trend of the surface energy with the step distance. Since the total energies we compare are calculated...
using the same slabs with the same number of layers, with the backside saturated by the same kind of atoms (whose energy is then subtracted, taking account of the back steps) and the same calculation parameters, most of the systematic errors get cancelled. Moreover, we will consider differences of surface energies (i.e., the energy of the vicinal surfaces minus the energy of the corresponding low index surface) which should further cancel any residual systematic error. Indeed, we find that while the precise values change if we use different pseudopotentials or a different number of layers in the slabs, the trend does not change significantly. Further technical details and the convergence tests are reported in the supplemental material.

III. CALCULATED STEP INTERACTION

In Fig. 2 we plot $\Delta \gamma / \tan(\alpha)$, where $\Delta \gamma = (\gamma' - \gamma_0)$ with $\gamma'$ the calculated projected surface energies and $\gamma_0 = \gamma_{\beta_2}$. In this procedure, the smaller the values of $\alpha$ are, the larger is the scale. If there were random relevant errors in the calculations, we would obtain random points, but instead the obtained values have a reasonable behavior. To extract the step parameters, we use approach (ii) of Sec. I, and refer to Eq. 1. The DIM would read:

$$f(\tan \alpha) = (\gamma' - \gamma_0) / \tan(\alpha) = b_0 / h + (K / h^3) \tan^2(\alpha)$$  

which has a parabolic trend with a constant $K$. The absence of step interaction ($K = 0$) is represented by a horizontal straight line. An increasing $f$ would mean $K > 0$, i.e., a repulsive step interaction, while a decreasing $f$ is related to $K < 0$ and an attractive step interaction. Thus, we see clearly that our calculations produce a repulsive step interaction for step $Aa$ and a weakly attractive one for step $Ab$. Apart from the attractive step interaction, we can also see that our calculated values do not follow the simple DIM expression with a constant $K$ (purple lines in Fig 2). This behaviour could be due to the too short step distances in the cases of terraces formed by only one or two $\beta_2$ unit cells and the overlap of the step effects.

Our results show that attractive step interactions may exist. The question arises about how this result relates to the continuum theories, which always predict a repulsive elastic interaction between like-oriented steps.
FIG. 2. (Color online) Calculated $f(\tan \alpha)$ for (a) step Aa and (b) for step Ab. The calculations are performed using norm-conserving (NC) pseudopotentials. In the inset we show the results obtained for step Ab using instead ultrasoft (US) pseudopotentials.

IV. COMPARISON BETWEEN CONTINUUM MODELS AND THE AB INITIO APPROACH

First, we observe that the continuum theories refer mainly to elastic interactions. Some authors have advanced the idea of electrostatic dipole step interactions[10–12], but their origin and their relation to the elastic step interactions have never been discussed. Here we show that this can only be done within a theory capable of separating the electronic degrees of freedom from the ionic ones.

We start first with a comparison between the continuum models and the DFT approach. The continuum models begin with a model of step forces, such as that shown in Fig. 3a.
FIG. 3. (Color online) (a) Classical formalism: [I], step dipolar forces on the unstressed surface; [F], final strained surface configuration. (b) The same situations for the DFT formalism. Purple, Ga; yellow, As.

Starting from this initial situation, the step energy and the step interaction energy are calculated from the work performed by the step forces and the corresponding displacement fields. The coupling between steps so derived is therefore through the elastic field.

Likewise we consider the vicinal surfaces obtained by pasting together the different pieces of $\beta_2$. We initially keep each ion in the same position as in the $\beta_2$ surface. Only across the junctions do atoms of the original $\beta_2$ surface find themselves near differently labeled atoms (the kind remains the same). The atom coordination remains as it is in the $\beta_2$ slab. Only on the surface atomic layer are new structural motifs at the steps developed. These differences define the structural "defect" acting on the otherwise optimized $\beta_2$ surface. This "defect" causes a charge redistribution and the formation of forces very well localized at the step region. The calculated forces for the vicinal surface with $Aa$ steps are shown in Fig. 3b, configuration [I]. We notice the similarity to the initial situation [I] of Fig. 3a.
In both cases, the step forces drive the material displacement. In the *ab-initio* approach, the process is commonly termed structural relaxation and leads to an energy lowering. In the continuum theories, the surface energy of the elastically displaced material [configuration F] of Fig. 3a] is considered higher than the surface energy of configuration [I], which is taken to be the energy of the flat surface at its equilibrium. However, we notice that the configurations [I] of Fig. 3(a) are not at their equilibrium because of the presence of forces acting upon them, so an additional piece of energy has to go in creating situation [I] from the true equilibrium flat surfaces.

To illustrate the point, we decompose \( \Delta \gamma (\alpha) = \gamma' (\alpha) - \gamma_{\beta_2} \) as:

\[
\Delta \gamma (\alpha) = \gamma' (\alpha) - \gamma^{UR} (\alpha) + \gamma^{UR} (\alpha) - \gamma_{\beta_2} .
\]  

(4)

\( \gamma^{UR} (\alpha) \) (where \( UR \) denotes unrelaxed) is the projected surface energy of the vicinal surface in configuration [I] of Fig. 3b, thus the quantity \( \Delta \gamma^{UR} (\alpha) = \gamma^{UR} (\alpha) - \gamma_{\beta_2} \) is the energy per unit area required to construct the nonequilibrium vicinal surface in configuration [I] from the \( \beta_2 \) surface, i.e., the positive energy due to the insertion of the "defect". Since the ions have not yet been moved from the positions they have in the \( \beta_2 \) surface, this piece of energy represents only the electronic response (electronic charge redistribution) induced by the presence of the steps that originate the step forces depicted in Fig. 3b [I].

The term \( \gamma' (\alpha) - \gamma^{UR} (\alpha) = \gamma_{rel} \) is the negative relaxation energy. This energy is related to the ion displacements and the corresponding electronic charge rearrangements. We identify \( \gamma_{rel} \) with \(-\gamma^{EL}\), the positive elastic (\( EL \)) material deformation of the continuum models. This identification extends the definition of strain energy as intended so far within the *ab initio* approaches, where it has always been defined and calculated in relation to lower energy, high symmetry reference systems, as in the case of epitaxial strains [20, 21], or when calculating force constants [22]. In all these cases, the electronic charge rearrangement is considered together with the ion displacements, and are integral part of the force constants. Here, however, we refer \( \gamma_{rel} \) properly to the higher energy reference system, since the existence of forces (necessary to cause the displacements) implies a starting nonequilibrium situation. This identification allows us to extend also the notion of *ab initio* elasticity to inhomogeneous strain fields.

The continuum models, while calculating the elastic energies using step forces, refer instead the result to the lower-energy equilibrium system \( \gamma_0 \). In doing so, they account for all
the difference $\gamma' - \gamma_0$. In this scheme, there is no space for any electrostatic step interaction, which is considered to be an unrelated additional interaction for which no method has yet been devised for its estimate.

V. EXTRACTING ELASTIC AND ELECTROSTATIC STEP INTERACTIONS

By identifying the relaxation energy of the system from the higher-energy unrelaxed "step defect" configuration with the opposite of the elastic strain energy, we have in fact changed the reference system and neglected the energy difference between the optimized $\beta_2$ surface and the UR vicinal at a higher energy, as is done in the continuum models. It is easy in this context to extract also the electrostatic (ES) contribution under the assumption that only these two kinds of step interaction (elastic and electrostatic) play a role at $T = 0$. Writing $b_0 = b_0^{EL} + b_0^{ES}$ and $g(L) = g^{EL}(L) + g^{ES}(L)$ for $\gamma' - \gamma_0$ in Eq. 1, we write $\gamma' - \gamma_0 = \gamma^{EL} + \gamma^{ES}$, where both terms may contribute to the step energy and the step interaction. Comparing this expression with Eq. 4 using $\gamma_{rel} = -\gamma^{EL}$ we get $\gamma^{ES} = \Delta \gamma^{UR} + 2\gamma_{rel}$, an expression for the electrostatic energy. Now we are in a position to evaluate and compare separately both terms and see how they depend on the step atomic configuration.

VI. DISCUSSION OF RESULTS

In Fig. 4 we plot and compare $\Delta \gamma^{UR}/\tan(\alpha)$ and $\gamma_{rel}/\tan(\alpha)$ in (a) and (b) for the steps $Aa$ and $Ab$, respectively. Since $\gamma_{rel}/\tan(\alpha)$ is independent on $\alpha$ (then $K=0$), we find that the elastic interactions do not contribute to the step interaction, contrary to what is commonly believed. To better understand this result, we have estimated the contribution to the elastic energy due to the classical ion displacements (ions are classical objects in the DFT codes) by calculating the work done by the ab-initio forces during the ionic relaxation. Using the BFGS alghoritm [23, 24] implemented in the PWSCF code, we have calculated:

$$\gamma_{ion}^{EL} = \sum_i \sum_j F_{ij} \cdot (s_j(i) - s_j(i - 1))$$

where $i$ runs over all the iterations from configuration $UR$ to the final optimized step geometry, and $j$ runs over all the ions. $s_j$ are the displacements of ion $j$. The forces $F_{ij}$ are the total forces, and they are the sum of the contributions due to both the ion-ion interaction and
FIG. 4. Trends of $\Delta \gamma^{UR}/\tan(\alpha)$ and $\gamma_{\text{rel}}/\tan(\alpha)$ as a function of $\tan(\alpha)$ for (a) step Aa, and (b) step Ab. The dots are the calculated contributions.

The terrace contributions can be compared with the continuum theories assuming steps are lines of point forces without a physical extension as in the paper by Marchenko and Parshin [25]. As in that work, we find a repulsive trend, i.e., if (i) we only consider the classical objects (ions), (ii) we neglect the true spatial extension of the steps, and (iii) we refer to the flat $\beta_2$ surface, then we recover the classical result. Thus, this shows that the electron-ion interaction. The results for both kinds of steps are given in Figs. 5(a) and 5(c) for step Aa and Ab, respectively, where we report only the contributions to $\gamma^{EL}_{\text{ion}}/\tan(\alpha)$ due to the terraces (complete $\beta_2$ units), that is, the quantity $\gamma^{EL}_{\text{ion}}$ (terrace) / $S^T$, where $S^T$ is the portion of the area under the terrace. The contributions to $\gamma^{EL}_{\text{ion}}$ due instead to the step regions (under the new surface structural motifs), wide 1.5$a$ and 2.5$a$ for steps Aa and Ab, respectively, are given in (b) and (d). These contributions are calculated as $\gamma^{EL}_{\text{ion}}$ (step) / $S^S$, where $S^S$ is the portion of the surface area under the step region. Obviously, $S^T + S^S = S$ is the total surface.

The terrace contributions can be compared with the continuum theories assuming steps are lines of point forces without a physical extension as in the paper by Marchenko and Parshin [25]. As in that work, we find a repulsive trend, i.e., if (i) we only consider the classical objects (ions), (ii) we neglect the true spatial extension of the steps, and (iii) we refer to the flat $\beta_2$ surface, then we recover the classical result. Thus, this shows that the
repulsive elastic behavior between like-oriented steps is based on the set of assumptions made by the classical continuum theory.

As for the step region contribution to $\gamma_{ion}^{EL}$, we see that it is insensitive to the step distance, as it should be. This constant step contribution is part of the step energy, the energy of the isolated step, and thus it does not contribute to the step interaction energy.

Thus, the fact that the strain does not contribute to the step interaction as shown for $\gamma_{rel} = -\gamma^{EL}$ in Fig. 3 is ultimately due to the electron response to the ion displacements, which counteracts the energetic effects of the ionic motion for what concerns the step interaction.

Finally, we compare the relative strengths of the elastic and electrostatic contributions to $\gamma' - \gamma_0$ in Fig. 5(e) and 5(f), where we show $\gamma^{EL}$ and $\gamma^{ES}$ as a function of $\tan(\alpha)$. The
TABLE I. Values obtained through the fit of the elastic $EL$ and electrostatic $ES$ contributions to the surface energy difference: the step energy $b_0$ (in meV/Å) and the step interaction energy constant $K$ (in meV·Å) for vicinals having steps $Aa$ and steps $Ab$.

|       | StepAa |       | StepAb |
|-------|--------|-------|--------|
| $b_0$ | 84.64  | $K$   | 75.29  |
| $K$   | -88.84 |       | 132.72 |

$\gamma^{EL}$ 84.64 -88.84 75.29 132.72

$\gamma^{ES}$ -17.03 1104.64 -59.63 -765.54

electrostatic interaction is much stronger for step $Ab$, where it is of the same order of the elastic one, than for the step $Aa$. Moreover, we can see that the sign of the step interaction is related to the concavity of the electrostatic contribution to $\gamma' - \gamma_0$, i.e., repulsive for step $Aa$ and slightly attractive for step $Ab$. Indeed, the fit of the values reported in Fig. 5(e) and 5(f) using Eq. 1 and the DIM approximation produce the values reported in Table I.

The values reported in the table show that the $K$ values of the elastic step interaction $\gamma^{EL}$ are negligible when compared to those corresponding of the electrostatic step interaction $\gamma^{ES}$. Thus, we can see that the sign of the step interaction is mainly decided by the electrostatic contribution.

VII. CONCLUSIONS

In conclusion we have carried out an extensive and critical examination of the nature of the elastic and electrostatic interactions between like-oriented steps on a vicinal surface to GaAs (001) using an $ab$ initio approach based on the density functional theory. We have compared the $ab$ initio approach to the usually employed classical approaches based on continuum elasticity. Continuum elasticity approaches describe only the elastic deformation of the surface and its associated energy. Their derived elastic step interaction energy is always repulsive for like-oriented steps on an unstressed surface. We show that these approaches neglect the "excitation" energy due to the step presence relative to the unstepped surface,
which is the cause of the material deformation itself, and have identified the \textit{ab initio} strain relaxation energy with the elastic energy of the classical continuum theories (with an opposite sign). The change in sign is equivalent to a change in the reference system from the “excited” system (a surface with unrelaxed steps) to the flat surface at its equilibrium.

The calculations of the surface energies, their elastic and electrostatic contributions, and the step interaction energies have shown many unexpected trends. The results change most of the current knowledge about the nature of the step interaction at $T = 0$. We have found that (i) the step interaction energy and sign depend strongly on the step termination and are due to the electrostatic interaction between steps; (ii) the elastic interaction does not contribute to the step interaction, contrary to the common belief of a strong elastic repulsive interaction between like-oriented steps. We have shown that this is mainly due to the electron response to the ion displacements. When we consider only the ions displacements and neglect the spatial extension of the steps, assimilated to point lines as in the continuum theories we recover the classical results and repulsive step interactions; (iii) the experimentally observed step termination, step $Ab$, shows a weakly attractive step interaction whereby attractive step interactions between like-oriented steps on an unstrained surface are believed not to exist.

These results, apart from their fundamental value, show that the strength and sign of the step interaction depend strongly on the step termination, and they allow for a better analysis of the reasons underlying the interaction itself, by linking the structural step motifs to distinct and different elastic and electrostatic contributions (albeit lots of work has still to be done on this point). This work constitutes a step forward, paving the way to possibly engineering step interactions via surface atomic manipulations.
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