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Although initially introduced to mimic the spin-ice pyrocloroles, no artificial spin ice has yet exhibited the expected degenerate ice-phase with critical correlations similar to the celebrated Coulomb phase in the pyroclorole phase. Here we study a novel artificial spin ice based on a vertex-frustrated rather than pairwise frustrated geometry and show that it exhibits a quasi-critical ice-phase of extensive residual entropy and, significantly, algebraic correlations. Interesting in its own regard as a novel realization of frustration in a vertex system, our lattice opens new pathways to study defects in a critical manifold and to design degeneracy in artificial magnetic nanoarrays, a task so far elusive.

Artificial Spin Ice (ASI) has raised considerable interest for its technological potentials, and as a tailorable medium to investigate collective phenomena in a materials-by-design approach\textsuperscript{1–22}. It was inspired by the so-called spin ice compounds\textsuperscript{23, 24}, a special class of pyroclorole ferromagnets which, as water ice\textsuperscript{25–27}, retain a finite entropy density even at very low temperatures. The nontrivial local ordering dictated by the so-called two-in-two-out “ice rules”\textsuperscript{25} in pyroclorole lattice gives rise to dipolar-like power-law spin correlations\textsuperscript{28} at large distances. A recent surprise is the realization that dipolar excitations in the ice manifold fractionalize into emergent magnetic monopole quasiparticles\textsuperscript{29}. Degeneracy is essential for magnetic monopoles to play a significant role in (artificial) spin ice.

The original artificial spin ice presented by Wang et al.\textsuperscript{5} consists of magnetically interacting elongated permalloy nanoislands arranged as links of a square lattice\textsuperscript{2, 4, 5}. At low temperatures, magnetic configurations satisfying the 2-in-2-out ice rules in square lattice can be mapped to a six-vertex model. However the anisotropic nature of magnetic interactions in a 2D arrangement lifts the degeneracy of the six distinct 2-in-2-out ice-rule vertices. The ground state of square ASI is thus the ordered phase of the $F$-model\textsuperscript{30, 31}. Proposals to circumvent this limit\textsuperscript{32}, however, present technical challenges in nanofabrication. So far, only kagome ASI, with islands arranged along the edges of a honeycomb lattice\textsuperscript{14–16}, exhibits an extensive degeneracy at the vertex-level description, resulting from the 2-in-1-out or 1-in-2-out pseudo-ice rules\textsuperscript{33}. Yet this pseudo-ice regime is non-critical, with exponentially-decaying spin correlation.

In this paper, we show that a critical degenerate phase in ASI, reminiscent of 3D natural spin ice, can be realized by exploiting the concept of an emergent vertex- frustration\textsuperscript{17}, instead of frustrated pairwise interactions, thus solving a long standing problem in the field. Specifically, we consider a “shakti” lattice shown in Fig.\textsuperscript{1(a)} which (as a graph) is isomorphic to the so-called Cairo pentagonal tiling\textsuperscript{34}. The degeneracy of this critical ice manifold follows from the inability of allocating all the vertices in their lowest energy configuration. This frustration in vertex-allocation is in contrast to the conventional frustrated magnets in which the extensive degeneracy originates from a degeneracy built-in the constituting units, e.g. tetrahedra or triangles. Here instead the elementary units, the vertices, are locally ordered, with a unique lowest energy configuration. However an emergent composite unit, the plaquette is frustrated toward the optimal allocation of all its vertices. We show that the degeneracy of these plaquettes can be mapped to an exactly solvable thermal state of an emergent, frustrated six-vertex system, the $F$-model. This emergent phase is known to be critical\textsuperscript{31}.

The shakti lattice shown in Fig.\textsuperscript{1(a)} can be derived from the square lattice\textsuperscript{2} by alternatively placing an
additional vertical or horizontal permalloy island in each square plaquette. The lattice contains vertices with coordination numbers \( z = 4 \) or 3. Although the perpendicular geometry of the islands makes different vertex configurations nonequivalent (see Fig. 2), an extensive degeneracy is regained as not all vertices can assume their minimum-energy configurations simultaneously.

Since new generation annealing protocols [21, 41] might open a pathway to lower entropy states than the one described by vertex models, here we provide a comprehensive numerical study including the full long-range dipolar interactions of the shakti lattice. Yet, to understand the origin of the extensive degeneracy, we first focus on the magnetostatic energies of the vertices at the nearest-neighbor level.

Energetically, there are four distinct vertex types for the \( z = 4 \) sites, labeled by numerals I–IV, while the three types of \( z = 3 \) vertices are labeled as type I’, II’, and III’ (see Fig. 2). For a realistic implementation, we are interested in energy hierarchies satisfying \( \epsilon_1 < \epsilon_{II} < \epsilon_{III}, \epsilon_V < \epsilon_{IV} < \epsilon_{III}, \) and \( \epsilon_{IV} - \epsilon_{III} < \epsilon_{II} - \epsilon_1, \) which have been demonstrated experimentally [1, 2, 4, 3, 16], and which we have further corroborated with micromagnetics simulations (supplementary materials). More importantly, the first two conditions therefore ensure there is no degeneracy at the vertex level: the finite residual entropy density of the ice phase (which is the ground state of the vertex-model) is a consequence of vertex-frustration, i.e. the inability of all vertices to reach the lowest-energy states simultaneously. The third condition ensures that the vertex-frustration is accommodated with Type II’, rather than Type II, vertices. We stress that our results, as often in vertex models, only depend on the energy hierarchy of vertices, while the particular parametrization is largely irrelevant—a rather significant point of view for practical implementations.

To explore potential low-\( T \) thermodynamic phases, we perform Monte Carlo simulations using the dumbbell model [3], which takes into account the full long-range interactions between the nanoislands. We use the following geometrical parameters: \( l_s = 0.475a \) and \( l_c = 0.95a, \) where \( l_s \) and \( l_c \) are the length of the short and center nanoislands, respectively, and \( a \) is the length of the square plaquette. The dipole moments of the two types of islands are \( \mu_c = 3\mu_s, \) and the charges of the dumbbell is given by \( Q = \mu/l. \)

The simulation results are summarized in Fig. 3. At high temperatures the system is in an uncorrelated para-magnetic phase as the populations of various vertex types reach their respective multiplicities. A broad peak in the specific-heat [Fig. 3(c)] signals the crossover into an ice phase dominated by vertices of types I, I’ and II’. We will show in the following that this ice regime is a critical phase and is described by an exactly solvable F-model. As temperature further decreases, the system undergoes a continuous transition into a phase characterized by a staggered ordering of magnetic charges; the corresponding order parameter \( Q_N \) versus temperature is shown in Fig. 3(d). Details of this long-range ordered state are presented below. The entropy density \( s \) of the system as a function of temperature is obtained by integrating the \( c/T \) curve. At high temperatures, the entropy density approaches \( k_B \ln 2 \) as expected for an Ising magnet [Fig. 3(c)]. More importantly, a plateau \( s_0 \approx 0.1178 k_B \) appears in the F-model regime, indicating an extensive degeneracy of the ice phase.

We first consider the ice phase above the charge-ordering transition, because it is the most likely to be observed experimentally and can be described by vertex...
The shakti spin ice is simply
\[ Z = \sum_c 2^{n_c} = \sum_c (\sqrt{2})^{n_5+n_6}, \] (1)

Here we assume periodic boundary conditions. Since type-5 and 6 vertices are sources and sinks, respectively, of the horizontal arrows or 'fluxes', and the total flux is conserved, thus \( n_5 = n_6 \). Even though \( n_5 = n_6 \) is strictly true only for periodic boundary conditions, we can expect \( n_5 \sim n_6 \) for any boundary conditions in the thermodynamic limit.

The degeneracy of Eq. (1) can be estimated as: \( W = W_{\text{ice}} \times 2^{N_\square} (n_6) \), where \( W_{\text{ice}} = \left( \frac{4}{3} \right)^{3N_\square}/10 \) is the degeneracy of the ideal square ice \( 31 \), \( \langle n_6 \rangle \sim 0.189 \) is the average population of type-6 vertex in a ice state, and \( N_\square \) is the number of plaquettes (or vertices in a 6-vertex state). Since \( N_\square = N_\square \times 5 \) in shakti ice, where \( N_\square \) is the number of spins, this gives a residual entropy \( s_0 = k_B \ln W/N_\square \sim 0.1125 k_B \), close to the numerical result.

The entropy density of the shakti spin-ice can be exactly computed by recasting the partition function (1) into that of the standard F-model \( 31 \).

\[ Z = \sqrt{2}^{N_\square} Z_F = \sqrt{2}^{N_\square} \sum_i^{6} \prod_{c=1}^{6} \omega_i^{n_i}, \] (2)

where \( \omega_i \) denotes the statistical weight of the type-\( i \) vertex: \( \omega_1 = \omega_2 = \omega_3 = \omega_4 = e^{-K} \) and \( \omega_5 = \omega_6 = 1 \). The case of shakti ice then corresponds to \( K = \frac{1}{2} \ln 2 \). Note that without the \( Z_2 \) degree of freedom associated with the center spin in type-6 plaquettes, which could be frozen by application of a suitably small magnetic field, the system becomes Lieb’s equal-weight six-vertex (\( K = 0 \)) or square-ice model \( 31 \).

By varying the effective temperature \( T_{\text{eff}} = 1/K \), the F-model undergoes a Kosterlitz-Thouless transition at \( K_c = \ln 2 \). The correlation length is finite in the ordered state for \( K > K_c \), while the system remains critical with an infinite correlation length for \( K \leq K_c \). Our case with \( K = K_c/2 \) thus corresponds to a critical phase with disordered vertices and spins, as anticipated above.

The residual entropy of Eq. (2) is \( S/k_B = \ln Z = (N_\square/2) \ln 2 + \ln Z_F \). Computing the entropy density of the F-model with \( K = K_c/2 \) via the Bethe ansatz \( 31 \), we have the residual entropy density for the shakti ice,

\[ \frac{S}{N_\square k_B} = \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \ln \cot(k/2) \, dk = \frac{2G}{\pi} = 0.583122, \] (3)

where \( G \) is Catalan’s constant \( 31 \). Since the number of spins \( N_\square = 5N_\square \) in shakti ice, Eq. (3) corresponds to an entropy \( S/N_\square k_B = 0.116624 \) per spin, which is fairly close to our numerical value \( s_0 = 0.1178 k_B \) [Fig. 3(c)] as well as to our estimate above.

As mentioned above, the isomorphism with the F-model implies algebraic correlations, which we demonstrate by Monte Carlo simulations (Fig. 5). We employ

FIG. 4: (Color online) The six possible two-defects configurations in a plaquette (for both type-A and B) and their mapping to the 2-in-2-out vertices.

FIG. 5: (Color online) The partition function of the emergent 6-vertex model is shown for various values of \( K \).
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FIG. 5: (Color online) The correlation function for (a) defect-vertex, (b) magnetic charge, and (c) magnetic moment measured at the vertical edges of two plaquettes separated by $r$ unit cells along the diagonal direction of the lattice (Monte Carlo simulations using the loop algorithm [36]). Insets show unit cells along the diagonal direction of the lattice (Monte Carlo measured at the vertical edges of two plaquettes separated by $r$ unit cells along the diagonal direction of the lattice (Monte Carlo simulations using the loop algorithm [36]). Insets show unit cells along the diagonal direction of the lattice (Monte Carlo simulations using the loop algorithm [36]).

The correlation function is defined as $C(r) = \langle \delta n(r) \delta n(0) \rangle$, where $\delta n(r) = n(r) - \langle n \rangle$, and $\langle n \rangle = 1$ or 0 in presence or absence of defect at edge $r$ and $\langle n \rangle = 1/2$. Fig. 5(a) shows that $C_n(r)$ falls off quickly beyond a few lattice constants. A stronger correlation $C_Q(r) = \langle Q(r) Q(0) \rangle$ is obtained for the uncompensated magnetic charges $Q = \pm 1$ at the $z = 3$ vertices [see Fig. 5(b)]. By reconstructing spin configuration from the defect configuration generated via the loop algorithm, we also computed the spin-spin correlation $C_s(r)$ shown in Fig. 5(c). In all three cases, the log-log plot demonstrate algebraic decay. The oscillations indicate the preferred short-range local order of the ice-phase, as intuitively, a staggered arrangement of magnetic charges should minimize their Coulomb repulsion. We emphasize, however, that this is distinct from the full charge-ordered phase discussed below. The lack of a length scale in a critical phase also implies that loops of all lengths will be found in a typical disordered state. Indeed, the probability distribution function $P(s)$ of loop length $s$ shown in Fig. 5(d) exhibits a power-law distribution $P(s) \sim s^{-1.125}$ for short loops. A flat distribution at large $s$ is due to winding loops in a finite system [38].

Finally, we discuss the magnetic structure below the charge-ordering transition [40]. Interestingly, we find that a residual non-extensive degeneracy remains in shakti ice with Néel-type charge order; this residual degeneracy is related to an emergent sliding symmetry [39]. In this phase, the defect-vertex configuration exhibits a layered structure in which a period-2 1D-ordering spontaneously appears in either $x$ or $y$ directions. The ordering thus reduces the $C_4$ rotation symmetry to $C_2$. Fig. 6 shows the crystallization of the defect-vertices along the $x$-direction and the corresponding spin and charge configuration. The system remains “almost degenerate” energetically as the 1D structure on a given chain is uniformly shifted by one lattice constant [40]; the residual degeneracy thus scales only as $\exp(cL)$, where $c$ is a constant and $L$ is the linear size of the system. Since many of the layered states are not only nearly degenerate, but are also separated by a large energy barrier, the system is stuck in one of the layered states below the charge-ordering transition.

The lack of parametric dependence and the realistic energy hierarchy in our model make it realizable experimentally as the first mixed coordination ASI and the first extensively degenerate ASI in a critical phase. This phase can now be accessed with second generation annealing methods [1, 6, 18, 19, 21, 41], thus opening novel directions in the study of frustration-induced degeneracy, dynamics of defects in a critical phase, and because of mixed coordination, monopole excitations in a monopole background [20].
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SUPPLEMENTARY MATERIALS

Smectic phase, charge and spin orders

Here we discuss details of the long-range ordering induced by either the Coulomb interaction between magnetic charges or the dipolar interaction. As mentioned in the main text, the effective degrees of freedom in the manifold of effective $F$-model are non-local loops. Single-spin update algorithm suffers freezing problems at low temperatures. In order to find the long-range ordering at low $T$, we again employ the loop-algorithm discussed in the main text. With the inclusion of Coulomb or dipolar interactions, however, different loop updates result in either an energy gain or cost. The energy change of a loop update is computed by first reconstructing the charge or spin configurations from the effective 6-vertex state, and then calculating the resultant Coulomb or dipolar energy. A conventional Metropolis criterion is then used to determine whether a loop update is accepted.

With the aid of the modified loop algorithm, we find that the system undergoes a phase transition into a smectic-like phase at low temperatures. This novel phase [Fig. 7(a) and (b)] is characterized by a staggered ordering of magnetic charges and an intermediate sliding symmetry. The charge-order is described by a $Z_2$ Ising order parameter similar to that in kagome spin ice. Noting that different spin or defect configurations give rise to the same charge pattern, there exists an interesting degeneracy, related to the above sliding symmetries, in the charge-ordered states. To see this sliding symmetry, we first note that the defect-vertices in this phase ‘crystallize’ along in one particular direction (either $x$ or $y$); see Fig. 7(a). More specifically, the ordering can be viewed as a 1D periodic pattern of 4-defects clusters. Since the ordering has a period of two unit cells, shifting the whole 1D configuration uniformly by one unit cell gives rise to two distinct 1D patterns which can be distinguished by an Ising variable $\tau = \pm 1$. Consequently, the 2D defect as well as the underlying spin configurations can be described by a set of Ising variables $\{\tau_{n-2}, \tau_{n-1}, \tau_n, \tau_{n+1}, \cdots\}$. If we consider only Coulomb interactions between magnetic charges at the vertices, all such layered states are energetically degenerate since they have exactly the same staggered charge order shown in Fig. 7(b); the degeneracy is thus $W = 2^L$, where $L$ is the linear size of the system. It is important to note that this degeneracy is not extensive. It is also worth pointing out that this smectic phase breaks the $C_2$ lattice rotational symmetry.

The degeneracy of the charge-ordered states $\{\tau_n\}$ is lifted by the full dipolar interaction. The ground state corresponds to a staggering of the Ising variables, i.e. $\{\tau_n\} = \{\cdots, +1, -1, +1, -1, \cdots\}$. The resultant defect-configuration and spin order is shown in Fig. 7(c). However, we also find that many layered states in the smectic phase are almost degenerate energetically. More importantly, states described by different Ising variables $\{\tau_n\}$ are separated by huge energy barriers. In the thermodynamic limit, the system will be stuck in one particular layered state (not necessarily the lowest-energy one shown in Fig. 7(c)) as temperature is lowered.

**Table 1** shows energies for the seven vertex types present in the shakti lattice, computed using the OOMMF micromagnetics package. As expected, $\epsilon_{II} < \epsilon_{II} < \epsilon_{III}$ and $\epsilon_{IV} < \epsilon_{IV} < \epsilon_{III}$. Also important is the fact that $\epsilon_{II} - \epsilon_{I} > \epsilon_{III} - \epsilon_{I}$, meaning Type II' vertices will be energetically preferable instead of Type II, upon which our entire vertex-model treatment depends.

**Vertex-model energetics**

The existence of the ice phase predicted in the main text depends on an assumption regarding the hierarchy of vertex energies. Intuitively, the hierarchy we use should be the simplest to realize experimentally. Here we present results from micromagnetic simulations which show that this hierarchy can easily be realized using nanoislands much like those in prior experiments (e.g., [2, 3]).

**Table 1** shows energies for the seven vertex types present in the shakti lattice, computed using the OOMMF micromagnetics package. As expected, $\epsilon_{II} < \epsilon_{II} < \epsilon_{III}$ and $\epsilon_{IV} < \epsilon_{IV} < \epsilon_{III}$. Also important is the fact that $\epsilon_{II} - \epsilon_{I} > \epsilon_{III} - \epsilon_{I}$, meaning Type II' vertices will be energetically preferable instead of Type II, upon which our entire vertex-model treatment depends.
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Inclusion of long range interactions reveals an algebraic ice phase with ordered magnetic charge $\mathbb{S}^3$. However this phase has not been found experimentally yet, and experimental results point to a satisfying approximation of honeycomb ice in terms of a nearest neighbor vertex model \[ \mathbb{E}^2 \mathbb{S}^3 \mathbb{L} \mathbb{E} \mathbb{I} \mathbb{D} \mathbb{E} \mathbb{I} \mathbb{D} \mathbb{E} \mathbb{I} \mathbb{D} \]. Theoretical modeling of the nanomagnetic arrays is based on either the point-dipole model or the dumbbell representation. Both choices in this case give the the same energy hierarchy to the vertices of Fig. \[ \mathbb{E} \]. Different specific values for $\alpha'$ can be obtained via proper engineering of the middle island.

See supplementary material for details of the smectic phase.
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