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ABSTRACT

Dynamic graph modeling has recently attracted much attention due to its extensive applications in many real-world scenarios, such as recommendation systems, financial transactions, and social networks. Although many works have been proposed for dynamic graph modeling in recent years, effective and scalable models are yet to be developed. In this paper, we propose a novel graph neural network approach, called TCL, which deals with the dynamically-evolving graph in a continuous-time fashion and enables effective dynamic node representation learning that captures both the temporal and topology information. Technically, our model contains three novel aspects. First, we generalize the vanilla Transformer to temporal graph learning scenarios and design a graph-topology-aware transformer. Secondly, on top of the proposed graph transformer, we introduce a two-stream encoder that separately extracts representations from temporal neighborhoods associated with the two interaction nodes and then utilizes a co-attentional transformer to model inter-dependencies at a semantic level. Lastly, we are inspired by the recently developed contrastive learning and propose to optimize our model by maximizing mutual information (MI) between the predictive representations of two future interaction nodes. Benefiting from this, our dynamic representations can preserve high-level (or global) semantics about interactions and thus is robust to noisy interactions. To the best of our knowledge, this is the first attempt to apply contrastive learning to representation learning on dynamic graphs. We evaluate our model on four benchmark datasets for interaction prediction and experiment results demonstrate the superiority of our model.
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1 INTRODUCTION

Representation learning on graphs is gaining increasing interests since it has exhibited great potentials in many real-world applications, ranging from e-commerce [9, 36], drug discovery [35, 38], social networks [33, 36] to financial transactions [12]. Previous works on graph representation learning mainly focus on static settings where the topological structures are assumed fixed. However, graphs in practice are often constantly evolving, i.e., the nodes and their associated interactions (edges) can emerge and vanish over time. For instance, sequences of interactions such as following new
friends, sharing news with friends on Twitter, or daily user-item purchasing interactions on Amazon can naturally yield a dynamic graph. The graph neural networks (GNNs) methods [5, 7, 30] tailored for static graphs usually perform poorly on such dynamic scenarios because of the inability of utilizing temporal evolutionary information that is lost in the static settings.

Dynamic graph modeling aims to learn a low-dimensional embedding for each node that can effectively encode temporal and structural properties on dynamic graphs. This is an appealing yet challenging task due to the sophisticated time-evolving graph structures. Several works have been proposed these days. According to the way that dynamic graphs are constructed, these works can be roughly divided into discrete-time methods and continuous-time methods. The former methods [6, 20, 24] rely on discrete-time dynamic graph construction that approximates dynamic graph as a series of graph snapshots over time. Usually, static graph encoding techniques like GCN [7] or GAT [30] are applied to each snapshot, and then a recurrent neural network (RNN) [10] or a self-attention mechanism [29] is introduced to capture complicated temporal dependency among snapshots. However, the discrete-time methods can be sub-optimal since they ignore the fine-grained temporal and structural information which might be critical in real-world applications. Meanwhile, it is unclear how to specify the size of the time intervals in different applications. To tackle these challenges, the latter continuous-time methods [2, 4, 14, 23, 34] are considered and have achieved state-of-the-art results. Methods in this direction focus on designing different temporal neighborhood aggregation techniques applied to the fine-grained temporal graphs which are represented as a sequence of temporally ordered interactions. For instance, TGAT [34] proposes a continuous-time kernel encoder combined with a self-attention mechanism to aggregate information from temporal neighborhood. TGNs [23] introduces a generic temporal aggregation framework with a node-wise memory mechanism. Chang et. al. propose a dynamic message passing neural network to capture the high-order graph proximity on their temporal dependency interaction graph (TDIG) [2].

Although continuous-time methods have achieved impressive results, there exist some limitations: First, when aggregating information from temporal neighborhoods of the two target interaction nodes, most of the aforementioned-methods [2, 4, 14] employ RNNs-like architectures. Such methods suffer from vanishing gradient in optimization and are unable to capture long-term dependencies. The learned dynamic representations will degrade especially when applied to complicated temporal graphs. Secondly, these methods typically compute dynamic embeddings of the two target interactions nodes separately without considering the semantic relatedness between their temporal neighborhoods (i.e., history behaviors), which may also be a causal factor for the target interaction. For example, in a temporal co-author network, the fact is that nodes A and B previously co-authored with node C respectively can promote a new potential collaboration between nodes A and B. Therefore, modeling mutual influences between the two temporal neighborhoods can aid informative dynamic representations. Lastly, in optimization, most prior works typically model exact future by reconstructing future states [14] or leveraging a Temporal Point Process (TPP) framework [2, 4] to model complicated stochastic processes of future interactions. However, they may learn the noisy information when trying to fit the next interactions. Besides, computing the survival function of an intensity function in TPP-based methods is expensive when the integration cannot be computed in closed-form.

To address the above limitations, we propose a novel continuous-time Transformer-based dynamic graph modeling framework via contrastive learning, called TCL. The main contributions of our work are summarized as follows:

- We generalize the vanilla Transformer and enable it to handle temporal-topological information on the dynamic graph represented as a sequence of temporally cascaded interactions.
- To obtain informative dynamic embeddings, We design a two-stream encoder that separately processes temporal neighborhoods associated with the two target interaction nodes by our graph-topology-aware Transformer and then integrate them at a semantic level through a co-attentional Transformer.
- To ensure robust learning, we leverage a contrastive learning strategy that maximizes the mutual information (MI) between the predictive representations of future interaction nodes. To the best of our knowledge, this is the first attempt to apply contrastive learning to dynamic graph modeling.
- Our model is evaluated on four diverse interaction datasets for interaction prediction. Experimental results demonstrate that our method yields consistent and significant improvements over state-of-the-art baselines.

2 RELATED WORK

This section reviews state-of-the-art approaches for dynamic graph learning. Since CL loss is used as our optimization objective, we also review recent works on CL-based graph representation learning.

2.1 Dynamic Graph Modeling

According to how the dynamic graph is constructed, we roughly divide the existing modeling approaches into two categories: discrete-time methods and continuous-time methods.

Discrete-time Methods. Methods in this category deal with a sequence of discretized graph snapshots that coarsely approximates a time-evolving graph. The authors in [37] utilize temporally regularized weights to enforce the smoothness of nodes’ dynamic embeddings from adjacent snapshots. However, this method may break down when nodes exhibit significantly varying evolutionary behaviors. DynGEM [6] is an autoencoding approach that minimizes the reconstruction loss and learns incremental node embeddings through initialization from the previous time steps. However, this method may not capture the long-term graph similarities. Inspired by the self-attention mechanism [29], DySAT [24] computes dynamic embeddings by employing structural attention layers on each snapshot followed by temporal attention layers to capture temporal variations among snapshots. Recently, EvolveGCN [20] leverages RNNs to regulate the GCN model (i.e., network parameters) at every time step to capture the dynamism in the evolving network parameters. Despite progress, the snapshots-based methods inevitably fail to capture the fine-grained temporal and structural information due to the coarse approximation of continuous-time graphs. It is also challenging to specify a suitable aggregation granularity.
Continuous-time Methods. Methods in this category directly operate on time-evolving graphs without time discretization and focus on designing different temporal aggregators to extract information. The dynamic graphs are represented as a series of chronological interactions with precise timestamps recorded. DeepCoevolve [4] and its variant JODIE [14] employ two coupled RNNs to update dynamic node embeddings given each interaction. They provide an implicit way to construct the dynamic graph where only the historical interaction information of the two involved nodes of the interactions at time $t$ are utilized. The drawbacks are that they are limited to modeling first-order proximity while ignoring the higher-order temporal neighborhood structures. To exploit the topology structure of the temporal graph explicitly, TDIG-MPNN [2] proposes a graph construction method, named Temporal Dependency Interaction Graph (TDIG), which generalizes the above implicit construction and is constructed from a sequence of cascaded interactions. Based on the topology of TDIG, they employ a graph-informed Long Short Term Memory (LSTM) [11] to obtain the dynamic embeddings. However, the downside of the above methods is that it is not good at capturing long-range dependencies and is difficult to train, which is also the intrinsic weaknesses of RNNs. Recent work TGAT [34] and TGNs [23] adopt a different graph construction technique, i.e., a time-recorded multi-graph, which accommodates more than one interaction (edge) between a pair of nodes. TGAT uses a time encoding kernel combined with a graph attention layer [30] to aggregate temporal neighbors. Just like the encoding process in static models (e.g., GraphSAGE [7]), a single TGAT layer is used to aggregate one-hop neighborhoods and by stacking several TGAT layers, it can capture high-order topological information. TGNs generalizes the aggregation of TGAT and utilizes a node-wise memory to capture long-term dependency.

2.2 Contrastive Learning On Graph Representation Learning

Recently, state-of-the-art results in unsupervised graph representation learning have been achieved by leveraging a contrastive learning loss that contrasts samples from a distribution that contains dependencies of interest and the distribution that does not. Deep graph Infomax [31] learns node representations by contrasting representations of nodes that belong to a graph and nodes coming from a corrupted graph. InfoGraph [25] learns graph-level representations by contrasting the representations at graph level and that of sub-structures at different scales. Motivated by recent advances in multi-view contrastive learning for visual representation learning, [8] proposes a contrastive multi-view representation learning at both node and graph levels. According to [22], contrastive objectives used in these methods can be seen as maximizing the lower bounds of MI. A recent study [28] has shown that the success of these models is not only attributed to the properties of MI but is also influenced by the choice of the encoder and the MI estimators.

3 PRELIMINARIES

To make our paper self-contained, we start with introducing the basic knowledge of Temporal Dependency Interaction Graph [2], Transformer [29] and Contrastive Learning [19], upon which we build our new method.
We leverage the depths of nodes together with the time intervals

where $W_O$ is a trainable parameter. $d_h$ is the number of heads. $O_t$ is computed as:

$$O_t = \text{Attention}(QW_{O,t}, KW_{K,t}, VW_{V,t})$$

where $W_{*,t} \in \mathbb{R}^{d \times d}$ are trainable parameters and $\text{Attention}(\cdot, \cdot, \cdot)$ is the scaled dot-product attention defined as:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V$$

As input to Transformer, an element in a sequence is represented by an embedding vector. The multi-head attention mechanism works by injecting the Positional Embedding into the element embeddings to be aware of element orders in a sequence.

3.3 Contrastive Learning

Contrastive learning approaches have attracted much attention for learning word embeddings in natural language models [13], image classification [3], and static graph modeling [31]. Contrastive learning optimizes an objective that enforces the positive samples to stay in a close neighborhood and negative samples far apart:

$$L_{\text{contrast}} = -\mathbb{E} \left[ \log \frac{e^{\text{Sim}_\theta(x,x_i)}}{e^{\text{Sim}_\theta(x,x_i)} + \sum_x e^{\text{Sim}_\theta(x,x)}} \right]$$

where the positive pair $(x, x_i)$ is contrasted with negative pair $(x, x_\cdot)$. A discriminating function $\text{Sim}_\theta(\cdot)$ with parameters $\theta$ is trained to achieve a high value for congruent pairs and low for incongruent pairs. According to the proofs [22], minimizing the objective $L_{\text{contrast}}$ can maximize the lower bounds of MI.

4 PROPOSED METHOD

Given the topology of TDIG, we first describe how to generalize the vanilla Transformer to handle temporal and structural information. To obtain informative dynamic embeddings, we design a two-stream encoder that first processes historical graphs associated with the two interaction nodes by a graph-topology-aware Transformer and then propose a co-attentional Transformer to fuse them at the level of semantics. Finally, we will introduce our temporal contrastive objective function used in model training.

4.1 Graph Transformer

Considering the advantages of the Transformer in capturing long-term dependencies and in computational efficiency, we propose to extract temporal and structural information of TDIG by Transformer type of architecture. The vanilla Transformer architecture cannot be directly applied to dynamic graphs due to two reasons: (a) The vanilla Transformer is designed to process equally spaced sequences and cannot deal with the irregularly spaced time intervals between interactions that can be critical in analyzing the interactive behaviors [29]. (b) The vanilla Transformer considers the attention with a flat structure, which is not suitable to capture the hierarchical and structured dependency relationships exhibited in TDIG. To address these challenges, we make two adaptions: (1) We leverage the depths of nodes together with the time intervals to encode nodes’ positions or hierarchies. (2) We inject the graph structure into the attention mechanism by performing the masked operation. We will elaborate as follows.

4.1.1 Embedding Layer. Let $S_u = [s^u_1, s^u_2, \ldots, s^u_m]$ be the set of nodes $\{ s^u_i \}_{i=1\ldots m}$ in $G_t(u,k)$ where the nodes are listed according to a pre-determined order of graph traversal (e.g., the breadth-first-search) and $m$ is the number of nodes in $G_t(u,k)$. We create a node embedding matrix $M \in \mathbb{R}^{(|V_t|) \times d}$, where each row of the matrix $M$ corresponds to a d-dimensional embedding of a specific node in node set $V_t$. We then retrieve the node embedding matrices for the node sequences $S_u$:

$$E^\text{node}_{u} = \begin{bmatrix} M^u_0 & M^u_1 & \cdots & M^u_m \end{bmatrix}$$

where $E^\text{node} \in \mathbb{R}^{m \times d}$ is the concatenation of the corresponding embeddings of nodes in $S_u$.

Positional Embedding: Since the self-attention mechanism can not be aware of the nodes’ positions or hierarchies on the TDIG, we first learn a nodes’ depth embedding $P \in \mathbb{R}^{k \times d}$, where the j-th row of the matrix P denotes a d-dimensional embedding for the depth $j$. Denote

$$E^\text{depth}_{uj} = \begin{bmatrix} P_u^0 & P_u^1 & \cdots & P_u^d \end{bmatrix}$$

where $E^\text{depth} \in \mathbb{R}^{m \times d}$ is the concatenation of the corresponding depth embeddings of nodes in $S_u$. The depths of nodes in the TDIG indicate temporal orders of the observed interactions in which these nodes are involved. However, only considering the depths of nodes is not enough, because the nodes in the TDIG have multiple instances with the same depths. To enhance nodes’ positional information, we also employ time intervals (i.e., dependency edge features) that usually convey important behaviour information. Specifically, we use a time-interval projection matrix $W_\Lambda \in \mathbb{R}^{d \times 1}$ to get the following time-interval embedding matrices:

$$E^\text{time}_{u} = \begin{bmatrix} W_\Lambda \Delta_{u(t^u)} & W_\Lambda \Delta_{u(t^u+1)} & \cdots & W_\Lambda \Delta_{u(t^u+m)} \end{bmatrix}$$

where $E^\text{time} \in \mathbb{R}^{m \times d}$ is the concatenation of the corresponding time-interval embeddings of nodes in $S_u$.

Finally, by injecting the TDIG-based positional embedding into the above node embeddings, we get the input embedding matrices $\hat{E}_u \in \mathbb{R}^{m \times d}$ for the next structure-aware attention layer:

$$\hat{E}_u = E^\text{node} + E^\text{depth} + E^\text{time}$$

4.1.2 Structure-Aware Attention Layer. The self-attention mechanism above used in the NLP domain usually allows every token to attend to every other token, but directly applying it to nodes of the TDIG will lead to a loss of the structural information. Instead, we propose to inject the TDIG structural information into the attention mask. Specifically, the structure attention mask $\Psi^u \in \mathbb{R}^{m \times m}$ for
the subgraph $G_t(u, k)$ is defined as:

$$
Ψ_{i,j}^u = \begin{cases} 
0 & \text{if } k_j \in \mathcal{S}G(q_i) \\
-\infty & \text{otherwise} 
\end{cases}
$$

where $q_i$ and $k_j$ denote the query node indexed by $i$ and the key node indexed by $j$ respectively. The $Ψ_{i,j}^u$ is set by $0$ only for the affinity pairs whose key node $k_j$ belongs to the sub-graphs rooted at the query node $q_i$, i.e., $\mathcal{S}G(q_i)$. We then inject the structure attention mask $Ψ^u \in \mathbb{R}^{M \times M}$ into the scaled dot-product attention layer:

$$
Q^u, K^u, V^u = H^u_0 W_Q, H^u_0 W_K, H^u_0 W_V \\
M-Attention(Q^u, K^u, V^u, Ψ^u) = \text{softmax} \left( \frac{Q^u(K^u)^T + Ψ^u}{\sqrt{d}} \right) V^u
$$

where $H^u_0$ represents the $(b+1)$-th block input (when stacking B blocks) and $H^u_{0:o} = E_u$. It could be observed that the attention output will be zero for the mask $Ψ_{i,j}^u$ with negative infinity values ($-\infty$). In other words, each query node only attends to this query node’ structural dependency nodes whose occurrence time are earlier than the occurrence time of this query node. The masked multi-head attention is denoted as:

$$
M-MultiHead(Q^b_u, K^b_u, V^b_u, Ψ^u)
$$

4.1.3 Graph Transformer Block. Our graph-topology-aware Transformer block is defined with the following operation:

$$
O^b_u = M-MultiHead(O^u_{B-1}, K^u_{B-1}, V^u_{B-1}, Ψ^u)
$$

$$
H^u_b = \text{LN}(\text{FFN}(\text{LN}(O^b_u + Q^b_u)) + \text{LN}(O^b_u + Q^u_b))
$$

where "*" means a residual connection operation. LN denotes a layer normalization module [1] which usually stabilizes the training process. FFN represents a two-layer fully-connected feed-forward network module defined as:

$$
\text{FFN}(x) = σ(xW_1 + b_1) W_2 + b_2
$$

where $σ$ is an activation function usually implemented with a rectified linear unit [17]. We sequentially apply these operations to get $H^u_B$, which is the output of our graph Transformer block.

4.2 Encoders for Dynamic Embeddings

Given the topology of the $G_t$, our work aims to obtain the dynamic embeddings of the interaction nodes $u(t)$ and $w(t)$, i.e., $h_u(t) \in \mathbb{R}^d$ and $h_w(t) \in \mathbb{R}^d$, by leveraging the history information in their sub-graphs $G_t(u, k)$ and $G_t(w, k)$. To achieve this, we devise an encoder with a two-stream architecture that first processes the $G_t(u, k)$ and $G_t(w, k)$ in two separate streams by the above graph-topology-aware Transformer layer and then interacts them at the level of semantics through a cross-attentional Transformer layer. The encoder architecture is depicted in Fig.2. As shown in Fig. 2, our two-stream encoder includes two successive parts. The first part is a graph Transformer block which we utilize to obtain intermediate embeddings of nodes in the $G_t(u, k)$ and $G_t(w, k)$, i.e., $H^u_b$ and $H^w_b$. The second part is a cross-attentional Transformer block that first models information correlation between $H^u_b$ and $H^w_b$, and then gets final informative dynamic embeddings matrices $H^u_b$ and $H^w_b$, where we retrieve dynamic embeddings $h_u(t)$ and $h_w(t)$ for the

Figure 2: Overview of Our Two-stream Encoder Framework, interactions nodes $u(t)$ and $w(t)$, the core of the cross-attentional Transformer block is a cross-attention operation by exchanging key-value pairs in the multi-headed attention. Formally, we have the following equations:

$$
Q^b_u, K^b_u, V^b_u = H^b_u W_Q, H^b_u W_K, H^b_u W_V \quad (15)
$$

$$
Q^b_w, K^b_w, V^b_w = H^b_w W_Q, H^b_w W_K, H^b_w W_V \quad (16)
$$

$$
O^b_u = \text{MultiHead}(Q^b_u, K^b_u, V^b_u) \quad (17)
$$

$$
O^b_w = \text{MultiHead}(Q^b_w, K^b_w, V^b_w) \quad (18)
$$

$$
H^b_u = \text{LN}(\text{FFN}(\text{LN}(O^b_u + Q^b_u)) + \text{LN}(O^b_u + Q^b_u)) \quad (19)
$$

$$
H^b_w = \text{LN}(\text{FFN}(\text{LN}(O^b_w + Q^b_u)) + \text{LN}(O^b_w + Q^b_w)) \quad (20)
$$

The co-attention operations by exchanging key-value pairs in Eq.15 and Eq.16 enable our encoder to highlight relevant semantics shared by the two sub-graphs $G_t(u, k)$ and $G_t(w, k)$, and suppress the irrelevant semantics. Meanwhile, the attentive information from $G_t(w, k)$ is incorporated into the final representation $R^u_b$ and vice
versa. By doing so, the obtained embeddings matrices $H_u^t$ and $H_v^t$ can be semantic and informative. We then retrieval dynamic node embeddings $h_u(t)$ and $h_v(t)$ for the two interactions nodes $u(t)$ and $w(t)$ from $H_u^t$ and $H_v^t$.

**Relation to previous work.** In comparison with the RNN-based information aggregation mechanism, such as JODIE, DeepCoevolve and TDIG-MPNN, our Transformer-based model excels in capturing the complex dependency structures over sophisticated time-evolving graphs. It successfully tackles the vanishing gradient issues inherited from RNN and cases optimization. What’s more, all these previous methods learn node embeddings separately without considering the semantic relatedness between their temporal neighborhoods (i.e. history behaviors), which may also trigger new interactions. In contrast, we design a two-stream encoder to separately process temporal neighborhoods of the interaction nodes and integrate them at a semantic level through a co-attentional Transformer. As a result, we obtain more informative dynamic embeddings.

### 4.3 Dynamic Graph Contrastive Learning

For many generative time series models, the training strategies are formulated to maximize the prediction accuracy. For example, JODIE exploits the local smoothness of the data and optimizes the model by minimizing the $L_2$ distance between the predicted node embedding and the ground truth node’s embedding at every interaction. Based on the TPP framework, methods like DeepCoevolve [4] and TDIG-MPNN [2] model the occurrence rate of new interaction at any time $t$ and optimize the models by maximizing the likelihood. However, their training performance relies on the modeling accuracy of future interactions and could be vulnerable to noise. Regarding this, instead of reconstructing the exact future interactions or employing the complicated generative model to learn the stochastic processes of future interactions, we attempt to maximize the mutual information between the latent representations of interaction nodes in the future. In this way, we can learn the underlying latent representations that the interaction nodes have in common. Moreover, these underlying latent representations can preserve the high-level semantics of interactions and focus less on the low-level details, which are robust to noise information [32]. We apply the contrastive objective function to our dynamic embedding learning. According to proofs in [22], minimizing this training objective function is equivalent to maximizing the lower bound of the mutual information between interaction nodes.

#### 4.3.1 Future Prediction

Since we are leveraging the future interaction as our supervisory signal, we first construct the predictive future states of nodes $u$ and $v$ associated with future interaction $h_{u,v,t}$. Considering one node has two dependency nodes in TDIG, the predictive node’ representation at future time $t$ is constructed based on the dynamic embeddings of this node’ two dependency nodes involved in the previous interaction just before time $t$. Formally, we have the following equations:

$$\hat{h}_u(t) = \phi([h_{u(1)}^{(i)}(t_{w-1}); h_{u(2)}^{(i)}(t_{w-1})])$$

(21)

$$\hat{h}_v(t) = \phi([h_{u(1)}^{(i)}(t_{w-1}); h_{u(2)}^{(i)}(t_{w-1})])$$

(22)

where $[\cdot]$ denotes concatenation. $\phi(\cdot)$ is a projection head used to predict the future node representation. $h_{u(1)}^{(i)}(t_{w-1})$ and $h_{u(2)}^{(i)}(t_{w-1})$ are the dynamic embeddings of $u(t)$’ two dependency nodes $u(1)(t_{w-1})$ and $u(2)(t_{w-1})$ respectively, which are obtained by extracting the history information from sub-graphs $G_{u,v}(u(1), k)$ and $G_{u,v}(u(2), k)$ using our two-stream encoder. The $\phi(\cdot)$ function takes the concatenation of $h_{u(1)}^{(i)}(t_{w-1})$ and $h_{u(2)}^{(i)}(t_{w-1})$ as input to forecast future representation $\hat{h}_u(t) \in \mathbb{R}^d$. Similarly, we have the predictive representation $\hat{h}_v(t) \in \mathbb{R}^d$ for the node $v$ at future time $t$. In practice, $\phi(\cdot)$ is an MLP with two hidden layers and PReLU non-linearity.

#### 4.3.2 Contrastive Objective Function

To train our two-stream encoders in an end-to-end fashion and learn the informative dynamic embeddings that aid future interaction prediction, we utilize the future interaction as our supervisory signal and maximize the mutual information between two nodes involved in the future interaction by contrasting their predictive representations. A schematic overview of our proposed method is in Fig. 3.

Given a list of interactions $D = \{(u_i, v_i, t_i)\}_i$ observed in a time window $[0, T]$, our contrastive learning is to minimize:

$$\mathcal{L} = -\mathbb{E} \left[ \log \frac{e^{\text{Sim}(\hat{h}_u(t_i), \hat{h}_v(t_i))}}{e^{\text{Sim}(\hat{h}_u(t_i), \hat{h}_v(t_i))} + \sum_{w \neq v} e^{\text{Sim}(\hat{h}_u(t_i), \hat{h}_w(t_i))}} \right]$$

(23)

where $\text{Sim}(\cdot) : \mathbb{R}^d \times \mathbb{R}^d \mapsto \mathbb{R}$ denotes discriminator function that takes two predictive representations as the input and then scores the agreement between them. Our discriminator function $\text{Sim}(\cdot)$ is designed to explore both the additive and multiplicative interaction relations between $\hat{h}_{u(t_i)}$ and $\hat{h}_{v(t_i)}$:

$$\text{Sim}(\hat{h}_{u(t_i)}, \hat{h}_{v(t_i)}) = \text{SoftPlas}(w_{add}^{t}(\hat{h}_{u(t_i)} + \hat{h}_{v(t_i)}) + w_{mul}^{t}(\hat{h}_{u(t_i)} \odot \hat{h}_{v(t_i)})$$

(24)

Essentially, the contrastive objective function acts as a multi-way classifier that distinguishes the positive pairs out of all other negative pairs. In our case, the positive pair is $(\hat{h}_{u(t_i)}, \hat{h}_{v(t_i)})$, i.e., the predictive representations of two nodes $u_i$ and $v_j$ involved in an interaction at time $t_i$. All the other pairs $(\hat{h}_{u(t_i)}, \hat{h}_{v(t_i)})$ where $w \neq v_i$ are negative pairs, which means all the other items that don’t have interactions with $u_i$ at time $t_i$ will be treated as negative items.

The aim of our contrastive loss here is to train our two-stream encoder that maximises the shared information between positive pairs, while minimizing the shared information between negative pairs that are well separated. Compared with existing training methods that model the exact future, our proposed contrastive loss makes the obtained dynamic embeddings more informative and robust to noise information. A schematic overview of our training method is shown in Fig. 3. We describe the pseudocode of training in Appendix.

### 5 EXPERIMENTS

We evaluate the effectiveness of TCL by comparing with baselines on four diverse interaction datasets. Meanwhile, the ablation study is conducted to understand which sub-module of TCL contributes most to the overall performance. We also conduct experiments of parameter sensitivity.
5.1 Experimental Setting

5.1.1 Datasets. We evaluate our proposed model for temporal interaction prediction on four diverse interaction datasets as shown in Table 1.

CollegeMsg [15]. This dataset consists of message sending activities on a social network at the University of California, Irvine. The dataset we use here contains 999 senders and 1,352 receivers, with totally 48,771 activities.

Reddit [14]. This public dataset consists of one month of posts made by users on subreddits. We select the 984 most active subreddits as items and the 9,986 most active users. This results in 672,447 interactions.

LastFM [15]. We use the dataset from top 1000 active users and 1000 popular songs, where the interactions indicate the user listen to the song.

Wikipedia [15]. We use the data from 998 frequent edited pages and 7619 active users on Wikipedia, yielding totally 128,271 interactions.

These four datasets are from different real-world scenes and vary in terms of the number of interactions, interaction repetition density and time duration, where interaction repetition density is the number of the intersection of training set and test set divides by the number of test set.

5.1.2 Baselines. We compare TCL with the following algorithms spanning three algorithmic categories:

- **Static Methods.** We consider GraphSAGE [7] with four aggregators, namely, GCN, MEAN, MAX and LSTM. A GAT [30] aggregator is also implemented base on the GraphSAGE framework [7]. For convenience, we report the best results among the above five aggregators denoted as GraphSage*.

- **Discrete-Time Methods.** Three snapshot-based dynamic methods are considered here. CTDNE [18] is an extension to DeepWalk [21] with time constraint for sampling orders; DynGEM [6] is an autoencoding approach that minimizes the reconstruction loss and learns incremental node embeddings through initialization from the previous time steps; DySAT [24] computes dynamic embeddings by using structural and temporal attentions.

- **Continuous-Time Methods.** Five continuous-time baselines are considered here. DeepCoevolve [4] learns the dynamic embedding via utilizing a TPP framework to estimate the intensity of two nodes interacting in the future time; JODIE [14] utilizes two RNN models and a projection function to learn dynamic embeddings; TDIG-MPNN [2] proposes a dynamic message passing network combined a selection mechanism to obtain dynamic embeddings; TGAT [34] proposes temporal graph attention layer to aggregate temporal-topological neighborhood features; TGNs [23] extends TGAT by adding a memory modules to capture long-term interaction relations.

5.1.3 Evaluation Metrics. Given an interaction \( l_{u,v,t} \), each method outputs the node \( u \)'s preference scores over all the items at time \( t \) in test set. We sort scores in a descending order and record the rank of the paired node \( v \). We report the average ranks for all interactions in test data, which is denoted as Mean Rank (MR). We also report the Hit@10 defined as the proportion of times that a test tuple appears in the top 10.

5.1.4 Reproducibility. For GraphSage, CTDNE, DynGEM, DySAT, JODIE, TGAT, and TGNs, we use their open-source implementations. For DeepCoevolve and TDIG-MPNN, we use the source codes provided by their authors. More details about parameter settings and implementation can be found in the Appendix.

5.2 Overall Performances

In this section, we evaluate our method and the baselines on temporal interaction prediction task. All experiments are repeated five times and averaged results are reported in Table 2, from which we have the following observations: (1) TCL consistently outperforms all the competitors on all the datasets. The improvement of TCL over the second-best results (underlined in Table 2) are 14.49%, 21.58%, 16.01% and 24.74% respectively in terms of MR scores. The
We perform ablation studies on our TCL framework by removing specific module one at a time to explore their relative importance. The components validated in this section are the positional embedding, the cross-attentional Transformer, and the contrastive learning strategy.

**Positional Embedding.** We design the graph positional embedding with the aim of enhancing the positional information of nodes. To this end, the positional embedding encodes both the time interval information and depth information. To evaluate their importance, we test the removal of time embedding (i.e., TCL w/o TE) and the removal of depth embedding (i.e., TCL w/o DE). From the results shown in Table 3, it can be observed that the performance degrades when removing either TE or DE, confirming the effectiveness of both time intervals between adjacent interactions and depth of the nodes.

**Cross-attentional Transformer.** To aid informative dynamic representations, we propose a two-stream encoder which includes a cross-attentional Transformer module to aggregate information from temporal neighborhood with the mutual influence captured. To verify the effectiveness, we test the removal of the cross-attentional Transformer (i.e., TCL w/o CA-Transformer) in our two-stream encoder. As shown in Table 3, we find that TCL with the default setting outperforms TCL w/o CA-Transformer over all datasets by 5.04% on average, demonstrating the important role of the cross-attentional in our encoder.

**Contrastive learning.** To improve robustness to noisy interactions, we utilize the contrastive learning as the objective function that maximizes the mutual information between the predictive representations of future interaction nodes. To evaluate its effectiveness, we compare TCL with a variant that replaces the contrastive learning by a TPP objective (i.e., Two-Stream-Encoder+TPP). It can be observed that TCL outperforms Two-Stream-Encoder+TPP by a large margin, i.e., 9.76% on average, which demonstrates the effectiveness of our optimization strategy.

### 5.4 Parameter Sensitivity

We investigate the impact of parameters on the future interaction prediction performance.

---

**Table 2: Overall Comparison on Temporal Interaction Prediction.**

| Group       | Method          | CollegeMsg | Wikipedia | LastFM | Reddit |
|-------------|-----------------|------------|-----------|--------|--------|
| Static      | GraphSage [7, 30] | 269.35±6.12 | 11.56±2.77 | 135.39±3.59 | 33.47±3.81 |
| Discrete-time | CTDNE [18] | 607.27±10.65 | 1.85±0.53 | 350.68±6.80 | 11.89±0.62 |
|             | DynGEM [6] | 337.64±9.30 | 3.47±0.38 | 216.56±5.27 | 16.79±0.21 |
|             | DySAT [24] | 335.35±9.47 | 2.69±0.47 | 146.59±2.36 | 17.64±0.89 |
| Continuous-time | JODIE [14] | 286.62±7.14 | 24.09±0.92 | 125.88±1.96 | 41.27±1.03 |
|             | DeepCoevolve [4] | 439.63±11.71 | 2.53±0.21 | 227.74±6.41 | 15.37±0.26 |
|             | TGAT [34] | 206.79±6.37 | 3.59±1.19 | 87.03±2.41 | 72.05±1.37 |
|             | TDIG-MPNN [2] | 196.69±4.36 | 36.07±1.39 | 75.47±2.02 | 79.74±1.67 |
|             | TCL           | 137.57±1.70 | 45.53±3.07 | 54.33±1.05 | 81.17±0.16 |
| Improvement |                | 14.49%     | 15.64%     | 21.58%   | 14.49% |

---

**Table 3: The comparison of TCL with its variants.**

| Dataset     | Metrics | CollegeMsg | Wikipedia | LastFM | Reddit |
|-------------|---------|------------|-----------|--------|--------|
| TCL w/o TE | MR ↓    | 140.20     | 54.49     | 135.86 | 34.09  |
| TCL w/o DE | MR ↓    | 139.11     | 55.85     | 151.48 | 35.05  |
| TCL w/o CA-Transformer | MR ↓    | 146.18     | 57.42     | 152.31 | 35.39  |
| Two-Stream-Encoder+TPP | MR ↓    | 143.31     | 62.78     | 153.28 | 40.61  |
| TCL       | MR ↓    | 136.13     | 52.97     | 149.27 | 33.67  |
5.4.1 Impact of Sub-graph Depth. We explore how the depth of the sub-graph impacts the performance. We plot the MR metric of TCL in different depth on four datasets. The results are summarized in Fig 4. We find that the performance gradually improves with the increasing of depth, which verifies that exploiting information of high-order temporal neighborhood can benefit the performance.

5.4.2 Impact of Attention Head Number. Multi-head attention allows the model to jointly attend to information from different representation subspaces. We attempt to see how the attention head number in our two-stream encoder impacts the performance. We plot the MR metric with different number of heads in Fig 5. We observe that in most cases the performance improves when the head number increases, which demonstrates the effectiveness of multi-head attention. However, at some cases, more heads lead to degraded performance due to the possible over-fitting problem.

6 CONCLUSION

In this paper, we propose a novel continuous-time dynamic graph representation learning method, called TCL. TCL generalizes the vanilla Transformer and obtains temporal-topological information on dynamic graphs via a two-stream encoder. The proposed contrastive learning can preserve the high-level semantics of interactions and focus less on the low-level details, which is robust to noise. Extensive experiments verify the effectiveness and stability of TCL. In the future, there are still two important problems to be considered, i.e., how to effectively model long-term history information on a time-evolving graph and how to scale well.
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A REPRODUCIBILITY SUPPLEMENT

A.1 Settings for Baselines

To enhance the reproducibility of this paper, we first give the pseudocode of our training process. Then we describe the implementation of the baselines. Finally, we introduce the experimental environment and hyperparameters settings.

Implementation of Baselines. We compare TCL with three categories of methods: (1) Static Methods: GraphSage\(^1\), GraphSAGE\(^2\), JODIE\(^3\), DeepCoevole, TGAT\(^6\), TGNS\(^7\) and TDIG-MPNN.

For GraphSage\(^8\), the maximum number of 1/2/3/4/5-hop neighbor nodes is set to be 25/10/10/10/10. For discrete-time methods, we search the number of snapshots in \{1,5,10,15\} for all datasets. We search learning rates in \{0.0001, 0.0005, 0.001, 0.005, 0.01, 0.1\}, batchsize in \{128, 256, 512\} and keep the other hyper-parameters the same as their published version to obtain the best results of these methods. For continuous-time methods, we search the learning rates in \{0.0001, 0.0005, 0.001, 0.005\}, batch-size in \{128, 256, 512\} to obtain the best results of these methods and keep the other hyper-parameters same with their published version. We set the embedding dimension as \(d = 64\) for all the methods, maximum training epochs 20 and 5 negative samples (except for DynGEM and JODIE which do not require negative samples) for a fair comparison.

A.2 Settings for TCL

Table 4: Hyper-parameters Settings.

| Hyper-parameters       | Setting          |
|------------------------|------------------|
| Learning rate          | 0.0005           |
| Optimizer              | Adam             |
| Mini-batch size        | 512              |
| Node embedding dimension | 64              |
| Number of attention heads | 16              |
| The depth of the k sub-graph | 5               |
| Dropout ratio in the input | 0.6             |
| Number Training Epoch  | 20               |
| Number of negative samples | 5               |
| Number of blocks \(b\) | 1                |

DataSet Split. We split CollegeMsg into training/validation/test sets by 60/20/20. For a fair comparison with JODIE, we split dataset LastFM by 80/10/10. For a fair comparison with TGNT and TGNs, we split Reddit and Wiki by 70/15/15.

A.3 Pseudocode for TCL

The pseudocode of the training procedure for TCL is detailed in Algorithm 1.

---
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