Collective excitations of the U(1)-symmetric exciton insulator in a cavity
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We investigate the equilibrium state and the collective modes of an excitonic insulator (EI) in a Fabry-Pérot cavity. In an EI, two bands of a semiconductor or semimetal spontaneously hybridize due to the Coulomb interaction between electrons and holes, leading to the opening of a gap. The coupling to the electromagnetic field reduces the symmetry of the system with respect to phase rotations of the excitonic order parameter from $U(1)$ to $Z_2$. While the reduction to a discrete symmetry would in general lead to a gapped phase mode and enhance the stability of the ordered phase, the coupling to the cavity leaves the mean-field ground state unaffected. Its energy remains invariant under $U(1)$ phase rotations, in spite of the lower $Z_2$ symmetry imposed by the cavity. In dipolar gauge, this can be traced back to the balancing of the linear light-matter coupling and the dipolar self-interaction at zero frequency. At nonzero frequency, however, the collective excitations do reflect the lower $Z_2$ symmetry, which shows that fluctuations beyond mean-field could play a crucial role in finding the true phase at finite temperature.

I. INTRODUCTION

Novel quantum states can arise when matter is driven by electromagnetic fields beyond linear response. While many interesting examples of classical light-driven dynamics in solids have been reported\textsuperscript{[1]} yet a new class of unexplored phenomena is encountered when the quantum nature of the electromagnetic field becomes relevant. This is achieved by shaping the field in a cavity, so that the light-matter coupling is enhanced to the point where a single photon becomes relevant. The advance of cavity quantum electrodynamics (QED) into this ultra-strong coupling regime\textsuperscript{[2]} has inspired many proposals for hybrid light-matter states in solids.\textsuperscript{[3–11]} An interesting situation arises when the coupling to the field changes the symmetry of a system, and thus alters the nature of its symmetry-broken states. For example, one can consider a system with a complex order parameter $\Phi$ which breaks a continuous $U(1)$ symmetry. If the cavity mode $Q \in \mathbb{R}$ and the order parameter is linearly coupled, $F(Q, \Phi) = a|\Phi|^2 + b|\Phi|^4 + \gamma Q(\Phi + \Phi^*) + \omega Q^2$, the symmetry is reduced to from $U(1)$ to $Z_2$. This should add a mass to the phase mode and enhance the stability of the symmetry-broken phase. We will investigate this situation for the ferroelectric excitonic insulator (EI), a quantum phase which has achieved considerable attention in the context of classical light-driven phenomena. The transition to the EI is driven by the Coulomb interaction, and its order parameter involves a spontaneous hybridization $\langle cf \rangle$ between two bands $c$ and $f$ of a semimetal or insulator.\textsuperscript{[12–14]} Materials which are supposed to host an EI phase are Ta$_2$NiSe$_5$\textsuperscript{[15–16]} and 1T-TiSe$_2$, where the softening of the exciton mode at the transition has been observed recently.\textsuperscript{[17]} The electronic nature of the phase transition makes the EI of interest to study the light-induced dynamics. Several experimental and theoretical studies have focused on the photo-induced melting\textsuperscript{[18–20]} and the characterization of the collective modes\textsuperscript{[17,21,22]} and it has been shown that the gap in Ta$_2$NiSe$_5$ can be enhanced through photo-doping.\textsuperscript{[23]}

If the charge in the individual bands is conserved, the EI breaks a $U(1)$ symmetry. This implies a softening of the collective exciton mode in the normal state towards the transition, and a massless phase mode in the symmetry-broken phase. The effect of coupling a real mode $Q$ to the $U(1)$-symmetric EI has been studied in the framework of an electron-phonon coupling\textsuperscript{[15,26]} where a massive phase mode is observed. The same is found when the EI is linearly coupled to the $q = 0$ mode of the transverse vector potential.\textsuperscript{[2]} If the corresponding inter-band transition carries a dipole moment, the EI becomes an electronically driven ferroelectric.\textsuperscript{[20,22]} The phase then linearly couples to the electric field of a cavity mode $Q$, and one could expect a similar effect on the EI as for the phonon. However, the mean-field state is not affected by the cavity. In dipolar gauge, this is explained by a balancing of the linear $D \cdot P$ coupling of the displacement field to the polarization, and the dipolar self-interaction $P \cdot P$. As a result, the mean-field state still has an arbitrary $U(1)$ phase, and a massless phase mode, in agreement with a similar study by An-dolino et al.\textsuperscript{[22]} At nonzero frequencies, however, the effect of the two interactions on the EI does not cancel, so that the collective properties at $\omega > 0$ do depend on the phase of the order parameter. This result could be important to understand pathways for controlling the EI phase in a cavity, and it also highlights the crucial and often subtle choice of the correct light-matter Hamiltonian at strong coupling, which has been discussed widely in the context of cavity QED.\textsuperscript{[31–33]}

The paper is outlined as follows. In Sec. II we define the model for the two-band EI in a cavity in dipolar gauge, and provide a detailed outline of the mean-field solution. Section III presents the results for the collective modes of the system, and Section IV contains a conclusion and discussion.

II. MODEL AND METHODS

A. Dipolar light-matter Hamiltonian

We consider a geometry as sketched in Fig. I with a Fabry-Pérot cavity for modes propagating along the $x$ direction. The solid occupies a thin slab at $x = 0$, and is described by a minimal model for a two-band semiconductor. The symmetry of the corresponding Wannier orbitals allows for a nonzero
The system consists of two parallel plane mirrors at $x = \pm L/2$ and a thin slab of material at $x = 0$. It contains two electronic bands with orbitals of opposite parity at each lattice site (e.g., $s$-like and $p_z$-like orbitals as shown in the graphic). Therefore, a hybridization of the bands leads to a finite polarization of the material. For simplicity, we only take into account modes of the electric field that are travelling in $z$-direction, and it is assumed that the orientation of the orbitals only allows the $z$-component of the electromagnetic field to couple to the material. Within the $y$-$z$-plane the entire system is translation invariant and the electromagnetic field is homogenous.

The first term in Eq. (1),
\[ \hat{H}_{em} = \frac{1}{2} \int d^3r \left[ \epsilon(r)^{-1} \hat{\Pi}^2 + \left( \nabla \times \hat{A} \right)^2 \right], \]
where $\hat{A}$ is the transverse vector potential and $\hat{\Pi}$ its canonically conjugate variable, which is given by the transverse component of the displacement field
\[ \hat{\Pi}(r) = -\hat{D}^T(r). \]

The space-dependent dielectric function $\epsilon(r)$ accounts for lossless media (such as partially transparent mirrors) which define an arbitrary cavity environment, but does not yet include the electromagnetic response of the EI, which is treated explicitly below. Taking only the modes with $z$-polarization travelling in $x$-direction, the electromagnetic fields are expanded as $\hat{A}(r) = e_z \hat{A}_z(x)/\sqrt{L^2}$, where $L^2$ is the transverse volume. The Hamiltonian then takes the form
\[ \hat{H}_{em} = \frac{1}{2} \int dx \left[ \frac{1}{\epsilon(x)} \hat{\Pi}_z^2(x) + (\partial_x \hat{A}_z(x))^2 \right], \]
where $\hat{A}_z$ and $\hat{\Pi}_z$ are canonically conjugate, $[\hat{A}_z(x), \hat{\Pi}_z(x')] = i\delta(x - x')$.

Below it will be convenient to refer to a discrete mode representation, which, as long as all modes are taken into account, is still general. For $x$-propagating modes with $z$-polarization, the fields are expanded as
\[ \hat{A}_z(x) = \sum_{\nu} \phi_{\nu}(x) \hat{Q}_{\nu}, \]
\[ \hat{\Pi}_z(x) = \sum_{\nu} \phi_{\nu}(x)^* \epsilon(x) \hat{\Pi}_{\nu}, \]
where the operators $\hat{Q}_{\nu}$ and $\hat{\Pi}_{\nu}$ denote the canonical variables, i.e., $[\hat{Q}_{\nu}, \hat{\Pi}_{\nu'}] = i\delta_{\nu,\nu'}$, and the mode functions satisfy the orthogonality condition $\int dx \phi_{\nu}(x)^* \phi_{\nu'}(x) = \delta_{\nu,\nu'}$. These modes may or may not be eigenmodes of the Hamiltonian (3).

**Uncoupled matter Hamiltonian**

The EI is described by a two-band tight-binding model with repulsive on-site interaction and a direct band gap. Introducing the spinors
\[ \hat{\Psi}_k = \left( \begin{array}{c} \hat{c}_{k1} \\ \hat{c}_{k2} \end{array} \right) \]
and
\[ \hat{\Psi}_j = \left( \begin{array}{c} \hat{c}_{j1} \\ \hat{c}_{j2} \end{array} \right) = \frac{1}{\sqrt{N}} \sum_k e^{ik\mathbf{R}_j} \hat{\Psi}_k \]
with fermionic annihilation operators $\hat{c}_{k,a}$ ($\hat{c}_{j,a}$) for an electron in band $a$ with quasi-momentum $k$ (at site $j$) the noninteracting Hamiltonian of the electronic system without light-matter coupling reads
\[ \hat{H}_0 = \sum_k \epsilon_k \hat{\Psi}_k^+ \sigma_z \hat{\Psi}_k - \mu \hat{N}. \]
Here $\sigma_z$ denotes the $z$-component of the vector of Pauli-matrices $\sigma = (\sigma_x, \sigma_y, \sigma_z)^T$, and the electron-dispersion is taken to be symmetric, with $\pm \epsilon_k$ for the lower and upper band, respectively. In the simulations below, only the density of states $D$ for the energies $\epsilon_k$ enters. We parametrize $\epsilon_k$ by a continuous variable $\vartheta$, such that

$$\epsilon = \frac{W}{2} \cos \vartheta + \varepsilon_0,$$

where $\vartheta$ takes values between zero and $\pi$, and choose

$$D(\vartheta) = \frac{2}{\pi} \sin^2 \vartheta,$$

corresponding to a semi-elliptic density of states for the variable $\epsilon$ in the range $(\epsilon_0 - W/2, \epsilon_0 + W/2)$. One can expect the results to be qualitatively similar for different $D$, as long as $D$ is regular.

In addition, $\hat{H}_{\text{int}}$ in Eq. (11) represents a local electron-electron interaction term

$$\hat{H}_{\text{int}} = U \sum_{j} \hat{n}_{j1} \hat{n}_{j2},$$

where $\hat{n}_{j,a} = \hat{c}_{j,a}^{\dagger} \hat{c}_{j,a}$ is the particle-number operator. The Hamiltonian $H_0 + H_{\text{int}}$ is symmetric under the $U(1)$ gauge transformation generated by $U(\theta) = e^{i\theta (\hat{N}_1 - \hat{N}_2)}$, where $\hat{N}_a = \sum_j \hat{c}_{j,a}^{\dagger} \hat{c}_{j,a}$ is the particle number in band $a$, and therefore the matter Hamiltonian alone conserves the particle number in each band.

### Dipolar light-matter coupling

The Hamiltonians $\hat{H}_{\text{EP}}$ and $\hat{H}_{\text{PP}}$ in Eq. (1) denote the light-matter coupling and a dipolar self-interaction, respectively. In general, this Hamiltonian is derived from the continuum, $\hat{H}_{\text{EP}} = \frac{1}{2} \int d^3r [\Pi(r) \hat{P}(r) + h.c.] / \epsilon(r)$ and $\hat{H}_{\text{PP}} = \frac{1}{2} \int d^3r \hat{P}(r)^2 / \epsilon(r)$, where $\hat{P}(r)$ is the transverse polarization density. In the discrete mode representation [5], they read

$$\hat{H}_{\text{EP}} = \frac{1}{2} \sum_{\nu} \hat{P}_\nu^\dagger \hat{P}_\nu + h.c.,$$

$$\hat{H}_{\text{PP}} = \frac{1}{2} \sum_{\nu} \hat{P}_\nu^\dagger \hat{P}_\nu,$$

where the operators $\hat{P}_\nu$ represent the expansion of the polarization density in the same modes as the electric field, Eq. (5). For convenience, we set $\epsilon(x) = 1$ at the position $x = 0$ of the solid.

Both $\hat{P}$ and $\Pi$ must be expanded in the same set of mode functions if the expansion is truncated. In the present case, with a slab of the material at $x = 0$ the mode functions are homogenous over the solid, so that $\hat{P}_\nu$ in Eqs. (12) and (13) are given by $\hat{P}_\nu = \phi_\nu(0) / \sqrt{L^2} \hat{P}_z$, where $\hat{P}_z$ is the total polarization along $z$. In dipolar gauge, the latter is given by

$$\hat{P}_z = \sum_{ijab} D_{ij}^{ab} \hat{c}_{i,a}^\dagger \hat{c}_{j,b},$$

with the dipolar transitions matrix elements

$$D_{ij}^{ab} = \int d^3r w_{ia}(r)^* z w_{jb}(r)$$

between Wannier orbitals $w_{ja}$. For simplicity we assume that the Wannier orbitals corresponding to the two bands have a symmetry such that a dipolar transition couples only to fields polarized along the $z$-direction (see Fig. 1), and we take into account only the dominant local dipolar matrix elements $q D_{ij}^{33} = q D_{ij}^{22} = g$. Hence, we have $\hat{P}_z = g \hat{P}$, where

$$\hat{P} = \sum_{j} \hat{\Psi}_j^\dagger \sigma_z \hat{\Psi}_j = \sum_{k} \hat{\Psi}_k^\dagger \sigma_z \hat{\Psi}_k.$$

In principle, the light-matter coupling in dipolar gauge also enters all nonlocal ($k$-dependent) matrix elements in the Hamiltonian via a Peterls substitution [15]. However, the latter can be omitted if the polarization of the field is perpendicular to the direction of the solid (see Fig. 1).

### B. Semiclassical description

As discussed above, the operators $\hat{P}_\nu$ and $\Pi_\nu$ are averaged over the solid. In the limit of large $L$, one can therefore use a mean-field decoupling of the light-matter part in Eqs. (12) and (13),

$$\Pi_\nu^\dagger \hat{P}_\nu \rightarrow \langle \Pi_\nu^\dagger \hat{P}_\nu \rangle,$$

$$\hat{P}_\nu^\dagger \hat{P}_\nu \rightarrow \langle \hat{P}_\nu^\dagger \hat{P}_\nu \rangle.$$

Further, for a thin slab of the material with an extent $a$ in $x$-direction that is below a suitable short wavelength cutoff for the light, one can use a mode expansion in which precisely one mode ($\nu = 0$) is non-vanishing over the extent of the solid, with $\phi_0(x) = 1 / \sqrt{a}$, so that $\int dx |\phi_0(x)|^2 = 1$. Then $\hat{P}_0 = g \hat{P} / \sqrt{V}$. The decoupling $\hat{P}_0^\dagger (\hat{P}_0 + \Pi_0)$ and $\Pi_0^\dagger \Pi_0$ of the relevant interaction terms leads to the following mean-field Hamiltonians for light and matter:

$$\hat{H}_{\text{em}}^\text{matter} = \hat{H}_0 + \hat{H}_{\text{int}} - g E_0(t) \hat{P},$$

$$\hat{H}_{\text{em}}^\text{matter} = \hat{H}_{\text{em}} + \Pi_0 \langle \hat{P}_0 \rangle,$$

where $E_0(t) = -\langle \hat{P}_0 + \Pi_0 \rangle / \sqrt{V}$. The corresponding equations of motion can be recast into the form

$$E_0(t) = -\frac{\partial_t \langle \hat{Q}_0 \rangle}{\sqrt{V}} = -\frac{\partial_t A_z(0,t)}{\sqrt{L^2}},$$

$$\partial_t^2 - (\epsilon - x \partial_x^2) A_z(x,t) = \sqrt{2} \gamma(t) \delta(x),$$

where $p(t) = \langle \hat{P}_0 \rangle / \sqrt{V}$ is the volume averaged polarization, $\gamma(t)$ is the current, we used $A_z(0,t) = Q_0 / \sqrt{a}$, and $a$ is taken to 0 in the equation of motion for the fields.

Because the coupling is linear, the equation for the field implies a linear relation between $E_0$ and the polarization $p(t)$

$$E_0(t) = \int_0^\infty dt_r G(t_r) g(p(t-t_r)),$$
where the Green’s function $G(t)$ depends on the geometry of the cavity. In Fourier space,

$$\tilde{E}_0(\omega) = -i\omega\tilde{p}(\omega)\tilde{G}(\omega).$$  \hfill (21)

If $G(t)$ is known, the problem is reduced to obtaining the time-dependent polarization $p(t)$ from the dynamics of the material, which is determined by the Hamiltonian \[19\] with the time-dependent self-consistent field \[20\]. This is equivalent to solving Maxwell’s equations coupled to the microscopic dynamics in the material. Below we determine $G(t)$ for the Fabry-Pérot cavity.

C. Green’s function for the Fabry-Pérot cavity

To find a solution of Eq. \[19\] we first consider the free wave equation

$$(\partial_t^2 - \partial_x^2)A_z(x, t) = j_z(t)\delta(x),$$  \hfill (22)

which is solved by

$$A_z(x, t) = \frac{1}{2} \int_{-\infty}^{t-|x|} dt' j(t').$$  \hfill (23)

The electric field

$$E_z(x, t) = -\partial_t A_z = -\frac{1}{2} j(t - |x|),$$  \hfill (24)

allows to write the response of the electric field $E_z(x, t)$ to the current at $x' = 0$ in terms of a Green’s function $G_E^{ret}(x, t; 0, t') = -\frac{1}{2}\delta((t-t') - |x|)$,

$$E_z(x, t) = \int_{-\infty}^{t} dt' G_E^{ret}(x, t; 0, t')j(t').$$  \hfill (25)

Next, the effect of lossless dielectric mirrors could be included by introducing a position dependent dielectric constant $\varepsilon(x)$ in the wave equation, as in Eq. \[19\]. Here we regard the mirrors as two infinitely thin layers of material with a finite reflection coefficient $r$ and a transmission coefficient $\tau$ with $\tau^2 + r^2 = 1$. According to Fresnel’s equations for perpendicular incidence, the electric field picks up a phase $\pi$ when it is reflected at an interface to an optically thicker medium; therefore, we take the reflection coefficient $r$ to be negative in order to mimic the effect of a dielectric mirror with a higher refractive index than the surrounding medium (Fig. 1).

Let us imagine an infinitely short current pulse at time zero, $j(t) = \delta(t)$. Without cavity this would give rise to two pulses which are released symmetrically from $x = 0$ and travel in opposite directions as can be seen from Eq. \[24\]. If the cavity is included, the electric field is determined by the same equation until the pulses reach the mirrors of the cavity at $t = \frac{L}{2}$. At this point each pulse is partially reflected and transmitted through the mirror, and the reflected and the transmitted pulse must be multiplied by a factor $r$ or $\tau$, respectively. The reflected parts propagate freely through the cavity until they arrive at the second mirror at time $t = \frac{3L}{2}$, where they are again partially reflected and transmitted. The same process may recur an infinite number of times so that the electric field at an arbitrary position $x$ inside the cavity (i.e., for $|x| < \frac{L}{2}$) is given by

$$E(x, t) = -\frac{1}{2}\left[\delta(t - |x|) + \sum_{n=1}^{\infty} r^n\delta(t - (nL - |x|)) + \sum_{n=1}^{\infty} r^n\delta(t - (nL + |x|))\right].$$

The first delta function in the above expression corresponds to the pulse that has not been reflected yet, whereas the $n$th term describes a pulse that has been reflected $n$ times. The two sums correspond to the two different initial propagation directions. With Eq. \[25\], this leads to the Green’s function

$$G_E^{ret}(x, t; 0, t') = -\frac{1}{2}\delta((t-t') - |x|) - \frac{1}{2}\sum_{n=1}^{\infty} \delta((t-t') - (nL - |x|))r^n - \frac{1}{2}\sum_{n=1}^{\infty} \delta((t-t') - (nL + |x|))r^n$$  \hfill (26)

for $|x| < \frac{L}{2}$. The Green’s function for the field outside the cavity (i.e., for $|x| > \frac{L}{2}$) can be obtained in a similar way,

$$G_E^{ret}(x, t; 0, t') = -\frac{1}{2}\sum_{n=0}^{\infty} \delta((t-t') - (nL + |x|))r^n.$$  \hfill (27)

The electric field at $x = 0$ is given by

$$E(0, t) = \int_{0}^{\infty} dt_r G(t_r) j(t-t_r),$$  \hfill (28)

$$G(t) = -\frac{1}{2}\delta(t) - \sum_{n=1}^{\infty} \delta(t - nL)r^n,$$  \hfill (29)

where $G(t-t') = G_E^{ret}(0, t; 0, t')$. In Fourier space,

$$\tilde{G}(\omega) = -\frac{1}{2} \left(\frac{1 + e^{i\omega L_r}}{1 - e^{i\omega L_r}}\right).$$  \hfill (30)

Applying this solution to \[18\] and \[19\], we finally get Eqs. \[20\] and \[21\].

D. Mean-field decoupling of the electron-electron interaction

We will treat the local electron-electron interaction $\tilde{H}_{int}$ in the Hamiltonian \[16\] using a mean-field decoupling of the form

$$\hat{n}_{j1}\hat{n}_{j2} \rightarrow n_{j1}\hat{n}_{j2} + \phi c_{j1}^\dagger c_{j2}^\dagger - \phi^* c_{j1} c_{j2},$$  \hfill (31)
where \( n_a = \langle n_{1,a} \rangle \) represents the average number of electrons in band \( a \) per lattice site, and \( \phi \) is the order parameter of the excitonic condensate (which is the same for all lattice sites \( j \))

\[
\phi = (\hat{c}_j^+ \hat{c}_j) = (\hat{c}_j^\dagger \hat{c}_j)^*.
\]  

(32)

The mean-field Hamiltonian is thus given by

\[
\hat{H}_{mf} = \sum_k \hat{\Psi}_k^\dagger h_k \hat{\Psi}_k
\]

(33)

with the single particle Hamiltonian

\[
h_k = \begin{pmatrix}
\epsilon_k + Un_{-1} - \mu & -U \phi - gE_0(t) \\
-U \phi^* - gE_0(t) & \epsilon_k + Un_{1} - \mu
\end{pmatrix}.
\]

(34)

Henceforth, we set the chemical potential to \( \mu = U/2 \) and fix the average electron number per lattice site to \( n_{tot} = n_1 + n_2 = 1 \). With this, (34) becomes

\[
h_k = \begin{pmatrix}
\epsilon_k + \frac{1}{2} U(n_2 - n_1) & -U \phi - gE_0(t) \\
-U \phi^* - gE_0(t) & \epsilon_k - \frac{1}{2} U(n_2 - n_1)
\end{pmatrix}.
\]

(35)

Within mean-field approximation the state of the material is described by the momentum-dependent density matrix

\[
\rho_k = \begin{pmatrix}
\langle \hat{c}_k^\dagger \hat{c}_k \rangle & \langle \hat{c}_k^\dagger \hat{c}_{k+1} \rangle \\
\langle \hat{c}_{k+1}^\dagger \hat{c}_k \rangle & \langle \hat{c}_{k+1}^\dagger \hat{c}_{k+1} \rangle
\end{pmatrix}
\]

(36)

and the corresponding local density matrix

\[
\rho = \begin{pmatrix}
n_1 & \phi \\
\phi^* & n_2
\end{pmatrix} = \frac{1}{N} \sum_k \rho_k.
\]

(37)

The expectation value \( \rho_k \) is obtained from the self-consistent mean-field Hamiltonian \( \hat{H}_{mf} \). Diagonalizing \( h_k = W_k D_k W_k^\dagger \) with a diagonal matrix \( D_k = \text{diag}(E_k^{(+)} , E_k^{(-)}) \), leads to the expression

\[
\rho_k = W_k \begin{pmatrix}
f(E_k^{(+)} ) & 0 \\
0 & f(E_k^{(-)})
\end{pmatrix} W_k^\dagger
\]

(38)

with the Fermi-function \( f(x) = \frac{1}{1 + e^{x/T}} \). With this, the static solution for the local density matrix \( \rho \) can be obtained self-consistently from Eq. (37).

\[
\Phi = \frac{1}{N} \sum_k \sigma_k = \begin{pmatrix}
\phi' \\
\phi''
\end{pmatrix}
\]

(40)

\[
[\phi' = \text{Re}\{\phi\}, \phi'' = -\text{Im}\{\phi\}, m = \frac{1}{2}(n_1 - n_2)]\] the mean-field Hamiltonian reads

\[
\hat{H}_{mf} = \sum_k B_k \cdot \hat{s}_k,
\]

(41)

where

\[
B_k = 2 \begin{pmatrix}
-gE_0(t) & 0 \\
0 & 0
\end{pmatrix} + 2 \begin{pmatrix}
0 & \epsilon_k \\
\epsilon_k^* & 0
\end{pmatrix} - 2U \Phi
\]

(42)

is the pseudomagnetic field. The Heisenberg equation of motion is given by the pseudospin precession,

\[
\frac{d\hat{s}_k}{dt} = i \left[ \hat{H}_{mf}, \hat{s}_k \right] = B_k \times \hat{s}_k.
\]

(43)

Finally, the expression of the polarization operator in terms of the pseudospin variables is given by \( \hat{P} = 2 \sum_k \hat{s}_k^\dagger \), so that \( \langle \hat{P} \rangle = 2N\phi' \), and therefore \( p(t) = \frac{N}{V} 2\phi'(t) \). Henceforth we will set the factor \( \frac{N}{V} \) to one (fixing the volume of the unit cell), so that

\[
p(t) = 2\phi'(t).
\]

(44)

\section{F. Linear susceptibility}

To calculate the collective modes, we derive the linear susceptibility of \( \phi' \), \( \phi'' \) and \( m \) to an external field \( f \propto e^{-i\omega t} \) that couples to the pseudospin operators like

\[
\hat{H} = \hat{H}_{mf} + f \cdot \sum_k \hat{s}_k,
\]

(45)

where \( \hat{H}_{mf} \) is still given by Eq. (41). We define the full linear susceptibility \( \chi \) such that

\[
\delta \Phi = \chi f.
\]

(46)

The external field \( f \) causes a change in \( B_k \) as it alters the values of \( \phi', \phi'', \) \( m \) and \( E_0 \). We first define the bare response

\[
\delta \hat{s}_k = \chi_0 f
\]

(47)

of an individual pseudospin \( \langle \hat{s}_k \rangle \) at fixed \( B_k = \langle B_k \rangle \), where \( \langle B_k \rangle \) still denotes the value of \( B_k \) evaluated at \( f = 0 \). In analogy to Eq. (43) the new semi-classical equation of motion reads

\[
\hat{s}_k = (\langle B_k \rangle + f) \times \hat{s}_k,
\]

(48)

with the shorthand notation \( \hat{s}_k = \langle \hat{s}_k \rangle \) and \( \delta s_k = \langle \hat{s}_k \rangle \). Rewriting the expectation value of the pseudospin as

\[
\hat{s}_k = s_k^{(0)} + \delta \hat{s}_k,
\]

(49)

where \( s_k^{(0)} \) denotes the static expectation value evaluated at \( f = 0 \), and taking \( \delta \hat{s}_k \propto e^{-i\omega t} \), one finds

\[
-i\omega \delta \hat{s}_k = f \times s_k^{(0)} + B_k^{(0)} \times \delta \hat{s}_k.
\]

(50)
This can be rewritten as 
\[(i\omega + B^{(0)}_k \times \delta s_k = s^{(0)}_k \times f), \quad (51)\]
or
\[A_k \delta s_k = C_k f, \quad (52)\]
with the $3 \times 3$ matrices 
\[A_k \equiv i\omega 1_{3\times3} + \begin{pmatrix}
0 & -B^{(0)}_{kz} & B^{(0)}_{ky} \\
\frac{B^{(0)}_{kz}}{2} & 0 & -B^{(0)}_{kx} \\
-\frac{B^{(0)}_{ky}}{2} & \frac{B^{(0)}_{kx}}{2} & 0
\end{pmatrix}, \quad (53)\]
and
\[C_k = \begin{pmatrix}
0 & -s^{(0)}_{kz} & s^{(0)}_{ky} \\
-s^{(0)}_{kz} & 0 & -s^{(0)}_{kx} \\
s^{(0)}_{ky} & s^{(0)}_{kx} & 0
\end{pmatrix}. \quad (54)\]
Comparing Eqs. (47) and (52) one finds that
\[\chi^0_k = A^{-1}_k C_k. \quad (55)\]
In the next step we include the feedback on $B_k$, 
\[B_k = B^{(0)}_k + \delta B_k. \quad (56)\]
Then the change in $s_k$ can be calculated from the bare response using the expression 
\[\delta s_k = \chi^0_k [f + \delta B_k]. \quad (57)\]
From the definition of $B_k$ [c.f. Eq. (71)] it follows that 
\[\delta B_k = -2U\delta \Phi - \begin{pmatrix}
1 & 0 \\
0 & 2g\delta E_0
\end{pmatrix}. \quad (58)\]
Since the above expression does not depend on $k$, we can omit the $k$-index, i.e., we define $\delta B \equiv \delta B_k$. With (58), we have $\delta E_0 = -i\omega\tilde{G}(\omega)2g\delta\phi'$, and therefore 
\[\delta B = V\delta \Phi \quad (59)\]
with the interaction matrix 
\[V = V_U + V_g, \quad (60)\]
where 
\[V_U = -2U 1_{3\times3} \quad (61)\]
and 
\[V_g = 4g^2i\omega\tilde{G}(\omega) \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}. \quad (62)\]

In order to derive an expression for the full linear susceptibility (46) we multiply Eq. (57) by $\frac{1}{N}$ and sum it over all $k$-values. This yields the following equation 
\[\delta \Phi = \chi^0 [f + \delta B] = \chi^0 [f + V \delta \Phi], \quad (63)\]
where we have defined the bare susceptibility 
\[\chi^0 = \frac{1}{N} \sum_k \chi^0_k. \quad (64)\]
Solving Eq. (63) for $\delta \Phi$ and comparing the result to Eq. (46) finally leads to the RPA equation 
\[\chi = [1_{3\times3} - \chi^0 V]^{-1} \chi^0. \quad (65)\]

### III. RESULTS

#### A. Equilibrium state

In this section we study the equilibrium states and collective modes of the EI at different values of the electron-electron interaction $U$. We first recapitulate the equilibrium phase diagram of the model. For all calculations the bandwidth is $W = 8$ and the bare energy shift of the bands is $\varepsilon_0 = 1$. Therefore, at $U = 0$ the material is a normal metal with overlapping bands. The right panel of Fig. 2 shows the mean-field band structure for three different values of $U$. Dashed lines indicate the energy bands in the normal state. For $U > 0$, the Hartree term $\frac{1}{2}U(n_2 - n_1)$ in the diagonal entries of the single particle Hamiltonian (35) results in a shift. With increasing $U$, this opens a gap, leading to a transition from a metal to a semiconductor (SC) with a fully occupied conduction band and an empty valence band. In the SC regime, the occupation difference is thus fixed to $n_1 - n_2 = 1$ so that the band gap increases linearly with $U$.

For interaction $0 < U < 8$ the excitonic order parameter takes a finite value at zero temperature. This gives rise to off-diagonal terms $U\tilde{\phi}$ in the mean-field Hamiltonian, which open a band-gap at the crossing points of the Hartree-shifted bands. Even though the EI phases at different $U$ are continuously related, the mechanism for the transition differs when the EI is approached from the SC or the metallic state, and the metal-EI-SC transition constitutes a BCS-BEC crossover scenario. Starting from the metallic phase, the formation of the exciton condensate can be described by a BCS-like process, while the transition from the SC to the EI state is due to a softening of the excitonic mode, which can be interpreted as a Bose-Einstein condensation (BEC) of excitons.

Importantly, it turns out that the self-consistent equilibrium state is entirely independent of the light-matter coupling. This fact will be analyzed in more detail in Sec. IIIC. In short, from Eq. (20), one can see that the field $E_0$, which is the only feedback of the electromagnetic field on the matter, vanishes whenever the system is time-independent, and hence $\tilde{\phi} = 0$. As a consequence, the equilibrium state does not depend on the light-matter coupling strength $g$ and can be evaluated at $g = 0$. Also, the phase $\theta$ of the order parameter $\phi = |\phi|e^{i\theta}$ in the equilibrium solution is arbitrary. It will be fixed to $\theta = 0$ unless stated otherwise.

The left panel of Fig. 2 shows the imaginary part $-\text{tr}\{\chi^0\}$ of the bare response $\chi^0$ of the system, which is given by Eq. (64). To analyze the susceptibility matrix $\chi$ it is convenient to compute its trace, which is equal to the sum of its
Figure 2. Left panel: Imaginary part of $-\text{tr}\{\chi_0\}$ as a function of the frequency $\omega$ and the electron-electron interaction $U$. White dashed lines mark the interactions for which the energy bands are shown in the right panel. Labels indicate the BCS and the BEC regime of the EI phase, as well as the SC (normal state) for $U > 8$. Right panel: Electron dispersion of the interacting system at $U = 3$, $U = 7$ and $U = 14$. The dashed lines indicate the non-interacting bands plus Hartree-shift. Energies are parametrized by the variable $\vartheta$, see Eq. (9).

B. Linear susceptibility and collective modes

In the following we will consider the full susceptibility $\chi$, which, in contrast to $\chi_0$, does depend on the light-matter coupling $g$. We will start by recapitulating the response of the bare EI ($g = 0$). Fig. 3 shows the imaginary part of $-\text{tr}\{\chi\}$. The lower panels Fig. 3b-d display three slices through Fig. 3a at different values of $U$, as indicated by the white dashed lines. In addition to the particle-hole continuum, which is already contained in the bare-susceptibility, one can identify the collective excitations. They correspond to zero eigenvalues of the matrix $[1 - \chi_0 V]$ [c.f. Eq. (65)], and appear as sharp peaks in $-\text{tr}\{\chi\}$: In the normal state ($U > 8$), there is a pole at some frequency $\omega_{ex}(U) > 0$ within the band gap. This mode softens at the transition to the EI phase at $U = 8$, which indicates the Bose-Einstein condensation of excitons. For $U < 8$ there is a sharp peak at $\omega = 0$. The nature of these modes is seen from the eigenvectors of $\chi$ at the corresponding resonance frequencies. The eigenvector of the $\omega = 0$ pole in the EI phase is proportional to $(0,1,0)^T$. Because the equilibrium order parameter is chosen to be real, this mode is therefore identified as the phase mode. In the normal phase, the eigenvector corresponding to the exciton mode is proportional to $(1,i,0)^T$ for $\omega > 0$ and $(1,-i,0)^T$ for $\omega < 0$, which implies a circular oscillation of $\phi$ around the equilibrium value $\phi = 0$. Furthermore, the line-outs in Fig. 3b-d show the amplitude mode of the condensate. For small $U$ (on the BCS side of the phase diagram), the amplitude mode corresponds to a zero eigenvalue of $[1 - \chi_0 V]$ at the lower edge of the particle-hole continuum, where the mode appears as a sharp peak ($U = 3$, Fig. 3b). At the resonance frequency, the eigenvector of $\chi$ with the largest absolute value is approximately proportional to $(1,0,0)^T$, i.e., it points in radial direction. With this the corresponding excitation can be identified as the ampli-
Figure 3. a) Imaginary part of $-\text{tr}\{\chi\}$ for the material without light-matter interaction (i.e., $g = 0$). A small imaginary part has been added to the frequency in order to make $\delta$-peaks visible. The white dashed lines in panel a) indicate the values of $U$ for the plots in the lower panels. b)-d) Imaginary part of $-\text{tr}\{\chi\}$ and $-\text{tr}\{\chi_0\}$ as a function of the frequency for three different values of $U$.

tude mode of the excitonic order parameter. For larger $U$, the mode becomes strongly broadened ($U = 7$, Fig. 3c), since the zero eigenvalue of $[1 - \chi_0 V]$ is shifted into the particle-hole continuum, and it has disappeared at $U = 14$ (Fig. 3d).

We now turn to the case $g > 0$, to analyze how the light-matter interaction influences the collective excitations of the system (Fig. 4). The boundaries of the particle-hole continuum remain unchanged, because the latter is already contained in the $g$-independent bare susceptibility $\chi_0$. However, there are additional resonances at odd integer multiples of the cavity frequency $\omega_{cav} = \frac{\pi}{6}$. Resonances at even multiples of $\omega_{cav}$ do not appear, because the corresponding frequency component of the electric field has a node at the center of the cavity, where the material is located. Comparing the purple line for $r = -0.999$ and the green line for $r = -0.8$ in Fig. 4c shows that a lower reflectivity of the mirrors leads to a stronger damping of the cavity modes. Moreover, one can observe various effects that occur when the cavity resonances hybridize with other parts of the spectrum: Firstly, a hybridization of the cavity modes and the particle-hole contin-
uum gives rise to an asymmetric line shape with a dip at lower frequencies and a maximum at higher frequencies, which resembles a Fano-resonance. Secondly, whenever a cavity mode intercepts the exciton peak in the insulating phase there is an avoided crossing, as can be seen around $U = 9$, $\omega = 0.5$ in Fig. 4. Lastly, the amplitude mode in the EI phase can be pushed out of the particle hole continuum by a cavity mode in its proximity if the light-matter coupling is strong enough (see the behavior around $\omega \approx 2.5$ and $U = 5$ in Fig. 4).

The phase mode in the EI phase, however, always remains at $\omega = 0$, even though the light-matter interaction breaks the $U(1)$ symmetry of the system. As mentioned in the introduction, this is in stark contrast to the coupling of the $U(1)$ invariant two-band model to a generic oscillator mode, which adds a mass to the phase mode. To elucidate the origin of this behavior, it is helpful to contrast the model studied above directly with a model of an EI with a generic coupling to a phonon mode (electron-phonon coupling). A one-to-one comparison is facilitated by restricting the field in the cavity to a single mode, as discussed in greater detail in the following section.

C. Single-mode models

1. Model

In model calculations, it is convenient to replace the field in the cavity by one or a few modes. To derive the corresponding Hamiltonian, the modes $\hat{\Pi}_v$ and $\hat{Q}_v$ can be taken as normal modes of the resonator Hamiltonian $H_{em}$ [Eq. (5)] so that $H_{em} = \sum_v \frac{1}{2}(\hat{\Pi}_v^2 + \omega_v^2 \hat{Q}_v^2)$. If we keep only a single mode $\nu = 0$, the total Hamiltonian reads

$$\hat{H} = \hat{H}_0 + \hat{H}_{int} + \frac{1}{2} \left[ (\hat{\Pi}_0 + \frac{\hat{g}}{\sqrt{L^2}} \hat{P})^2 + \omega_0^2 \hat{Q}_0^2 \right] , \quad (66)$$

with $\hat{g} = \phi_0(0) g$. We will see that this Hamiltonian has a similar phenomenology as the full cavity Hamiltonian, in particular a massless phase mode. In an energy range where the behavior of the system is dominated by a single mode, the one-mode approximation is quantitatively accurate: For example, the dashed black line in Fig. 4b shows the spectrum of the one-mode Hamiltonian for the same cavity frequency as the full Hamiltonian and a coupling strength of $\hat{g} = 0.2$. The spectrum captures well the low-energy behavior around the mode frequency, while the broadening due to the cavity loss ($|r| < 1$) as well as the signatures of the higher cavity modes are missing. At larger coupling, the different cavity modes are less well separated, and the one-mode approximation becomes quantitatively less accurate. For the following qualitative discussion of the low frequency behavior, however, the one-mode approximation will be sufficient.

We contrast the one-mode cavity Hamiltonian with the coupling to a generic oscillator, such as an optical phonon. The excitonic insulator with electron-phonon coupling is obtained by replacing $\hat{H}_{EP}$ and $\hat{H}_{PP}$ in Eq. (1) by a Holstein interaction

$$\hat{H}_{coul}^{\text{ph}} = g_{ph} \sum_j (\hat{b}_j^\dagger + \hat{b}_j)(\hat{c}_{j1}^\dagger \hat{c}_{j1} + \hat{c}_{j2}^\dagger \hat{c}_{j2}) , \quad (67)$$

where the operator $\hat{b}_j^\dagger (\hat{b}_j)$ is the creation (annihilation) operator of an Einstein phonon at site $j$, and $g_{ph}$ determines the electron-phonon coupling strength. The free phonon Hamiltonian is given by $\hat{H}_{free}^{ph} = \omega_0 \sum_j (\hat{b}_j^\dagger \hat{b}_j + \frac{1}{2})$. We treat the model within mean-field theory, in analogy to the decoupling of the light-matter interaction. In mean-field approximation, only the homogeneous ($q = 0$) phonon mode $\hat{b}_0 = \frac{\hat{q}}{\sqrt{L^2}} \sum_j \hat{b}_j$ is relevant. Singling out the $q = 0$ mode, the Hamiltonian becomes

$$\hat{H} = \hat{H}_0 + \hat{H}_{int} + g_{ph} \sqrt{2 \omega_0} \hat{Q}_0 \hat{P} + \hat{H}_{free}^{ph}, \quad (68)$$

where $\hat{Q}_0 = (\hat{b}_0^\dagger + \hat{b}_0) / \sqrt{2 \omega_0}$, $\hat{\Pi}_0$ is the canonically conjugate momentum, $\hat{H}_{free}^{ph} = \frac{1}{2}(\hat{P}^2 + \hat{Q}_0^2 / \omega_0^2)$, and terms involving $q \neq 0$ phonons are omitted. With a canonical transformation $\hat{\Pi}_0 = \hat{Q}_0 / \omega_0$, $\hat{Q}_0 = - \hat{\Pi}_0 / \omega_0$, the electron-phonon interaction is transformed to $- \frac{\hat{q}}{\sqrt{L^2}} \sqrt{2} \hat{\Pi}_0 \hat{P}$, with $\hat{g} = g_{ph} \sqrt{2} / \omega_0$. Thus, the Hamiltonian is entirely analogous to the single mode cavity Hamiltonian [66], apart from the absence of a term proportional to $\hat{P}^2$. We therefore define

$$\hat{H}(\alpha) = \hat{H}_0 + \hat{H}_{int} + \frac{\hat{q}}{\sqrt{L^2}} \hat{\Pi}_0 \hat{P} + \hat{H}_{osc}^{free} + \alpha \frac{\hat{q}^2 \hat{P}^2}{2 L^2} , \quad (69)$$

where $\hat{H}_{osc}^{free} = \frac{1}{2}(\hat{\Pi}_0^2 + \hat{Q}_0^2 / \omega_0^2)$. Furthermore, we have introduced the factor $\alpha$ such that $\alpha = 0$ corresponds to the phonon Hamiltonian, and $\alpha = 1$ yields the one-mode cavity Hamiltonian.

2. Mean-field solution

The solution of the one-mode Hamiltonian within mean-field theory is analogous to the treatment of the full model discussed in Sec. II B to II F. We decouple the products $\hat{\Pi}_0 \hat{P}$ and $\hat{P}^2$, and introduce the expectation values $\langle \hat{P} \rangle = 2 \phi' / L^2$, and $\langle \hat{\Pi}_0 \rangle = \sqrt{L^2} \pi_0$. The mean-field oscillator Hamiltonian reads

$$\hat{H}_{osc}^{mf} = \tilde{g} \sqrt{L^2} \pi_0 2 \phi' + \hat{H}_{osc}^{free} , \quad (70)$$

and the electronic mean-field Hamiltonian is defined as in Eq. (41), with the pseudomagnetic field

$$B_k = 2 \begin{pmatrix} \tilde{g} X(\alpha, t) & 0 \\ 0 & 0 \end{pmatrix} + 2 \begin{pmatrix} 0 \\ 0 \end{pmatrix} \tilde{c}_k - 2 U \Phi , \quad (71)$$

where

$$X(\alpha, t) = \pi_0(t) + \alpha \epsilon 2 \tilde{g} \phi' . \quad (72)$$
We look for static solutions and collective modes by making the ansatz $\alpha(t) = \alpha(0) + \delta \alpha e^{-i\omega t}$ for all expectation values, such as $\phi'$ and $\pi_0$. Inserting this into the semiclassical equation of motion

$$\dot{\pi}_0 = -\omega_0^2(\pi_0 + 2g'\phi'),$$

(73)

which can be derived from the oscillator Hamiltonian \[70\], yields the static solution

$$\pi_0(0) = -2g\phi'(0),$$

(74)

$$X(0) = -(1 - \alpha)2g\phi'(0).$$

(75)

The equilibrium state of the material can be obtained as described in Sec. II D, but the overestimated $P^2$ interaction with a real-valued order parameter ($\alpha = 2$, c). The white region in panel c) indicates a negative spectral weight (unstable region).

3. Results

The results for the electron-phonon case ($\alpha = 0$) are shown in Fig. 5a, while Fig. 5b corresponds to the cavity case ($\alpha = 1$). For $\alpha = 0$, the transition (which is marked by the softening of the exciton mode) is shifted to larger interaction strengths $U \approx 10$. Along with this enhancement of the symmetry-broken phase, the order parameter $|\phi|$ and the single-particle gap are increased, which is reflected in a shift of the boundaries of the particle-hole continuum. In contrast, the transition for the single-mode cavity ($\alpha = 1$) is still at $U = 8$ and the magnitude of the order parameter remains unchanged. This behavior can be understood from the mean-field equations: For $\alpha = 1$, the static field $X(0)$ [Eq. (75)] vanishes, so that the cavity mode does not affect the equilibrium state of the system. The vanishing of $X(0)$ can be traced back to the exact cancellation of the dipolar light-matter coupling $\Pi \cdot P$ and the dipolar interaction $P \cdot P$. For $\alpha < 1$, the feedback furthermore favors a real order parameter, so that the breaking of the $U(1)$ symmetry due to the coupling to the oscillator directly manifests itself in the static solution. At $\alpha = 1$, however, the phase of the order parameter is arbitrary.

In agreement with the static behavior, the phase mode remains massless for the cavity case ($\alpha = 1$), while it becomes massive for $\alpha = 0$. The feedback of the oscillator on the collective modes at low frequencies is determined by the interaction matrix $V_g$ at $\omega \rightarrow 0$. Again, one can see that at $\alpha = 1$, the contribution from the dipolar interaction $H_{PP}$ and the linear light-matter coupling $H_{EP}$ in Eq. (80) exactly cancel for $\omega = 0$, so that $V_g = 0$.

The cancellation of the static feedback of the cavity on the material is fully consistent with classical electrostatics: In dipolar gauge, the canonical field $-\Pi$ represents the displacement field [c.f. Eq. (2)], so that the feedback $E_0(t) = -\langle P_0 + \Pi_0 \rangle/\sqrt{V}$ in Eq. (16) and equivalently $X$ in Eq. (74) repre-
sents the electric field. Within classical electrostatics, there is no electric field generated by a material with a homoge-
nous in-plane polarization, with \( \nabla \cdot \mathbf{P} = 0 \).\(^{35}\) In contrast, in Coulomb gauge it is more subtle to maintain the correct elec-
tric field.) Hence, in a light-matter Hamiltonian obtained from a straightforward projection of the continuum theory in the density. Hence, in a light-matter Hamiltonian obtained from a straightforward projection of the continuum theory in Coulomb gauge it is more subtle to maintain the correct electrostatics. This can be seen by transforming the Hamiltonian back to a representation in which the light-matter coupling enters via the vector potential, represented by the other quadrature \( Q_0 \) of the cavity mode: Such a transformation is achieved via the unitary transformation \( \mathcal{W} = e^{i\theta_0/\sqrt{2}L} \), which shifts \( \Pi_0 \to \Pi_0 - g/\sqrt{2}P \). The matter Hamiltonian \( H_m = H_0 + H_{\text{int}} \) is transformed to \( \mathcal{W}H_m\mathcal{W}^\dagger = H(Q_0) \). Upon expansion in \( Q_0 \),

\[
H(Q_0) = \hat{H}_m + \frac{J}{\sqrt{L^2}} + \frac{\hat{Q}_0^2}{L^2} + \cdots \tag{81}
\]

\[
\hat{J} = i[\hat{H}_m, \hat{g}\hat{P}], \quad \hat{K} = \frac{1}{2}[\hat{H}_m, \hat{g}^\dagger\hat{P}, \hat{g}\hat{P}], \tag{82}
\]

one arrives at a nonlinear Hamiltonian with a conventional linear coupling of the vector potential to the current \( J \propto dP/dt \), but a nonlinear term \( Q_0^2 \) which differs from a simple diamagnetic interaction with a coupling of \( Q_0^2 \) to the density. Hence, in a light-matter Hamiltonian obtained from a straightforward projection of the continuum theory in Coulomb gauge to a restricted set of bands, the classical electrostatic limit is not recovered.

This result highlights the crucial importance to correctly choose the light-matter Hamiltonian. If the continuum description of the light-matter interaction, \( \hat{H}_{EP} = \frac{1}{2} \int d^3r \left[ \mathbf{\Pi}(\mathbf{r}) \mathbf{P}(\mathbf{r}) + h.c. \right]/\epsilon(\mathbf{r}) \) and \( H_{PP} = \frac{1}{2} \int d^3r \mathbf{P}(\mathbf{r})^2/\epsilon(\mathbf{r}) \), is restricted to a certain subset of states (energy bands in the solid, modes of the electromagnetic field),\(^{33}\) the balancing of the two parts is only kept if both the polarization \( \mathbf{P}(\mathbf{r}) \) and the field \( \mathbf{\Pi}(\mathbf{r}) \) are represented in the same field modes \( \nu \), and if the operator \( \mathbf{P}_\nu \) in the interaction \( H_{PP} \) and \( H_{EP} \) [Eqs. \( \text{[12]} \) and \( \text{[13]} \)] is projected to the valence band manifold in a consistent manner. For illustrative purposes, we will therefore briefly discuss the consequence of choosing the \( P^2 \) term too large, i.e., \( \alpha > 1 \). This would arise if the light-matter Hamiltonian was constructed from the continuum by projecting the \( \mathbf{P}(\mathbf{r})^2 \) operator in the polarization energy \( \int d^3r \mathbf{P}(\mathbf{r})^2 \) to the valence band manifold, instead of taking the square of the projected operator \( \mathbf{P}(\mathbf{r}) \). Fig.\( \text{[5]} \) shows the spectrum of the single mode Hamiltonian for \( \alpha = 2 \). Most strikingly, one finds a region of negative spectral weight and a disappearance of the phase mode. This is explained as follows: Because the feedback on \( \chi^{(0)} \) in Eq. \( \text{[76]} \) has the opposite sign of the one for \( \alpha < 1 \), the stable phase of the order parameter \( \phi = |\phi|e^{i\theta} \) is locked to \( \theta = \pm \pi/2 (\phi' = 0) \) instead of \( \phi'' = 0 \) for \( \alpha < 1 \).

Choosing \( \theta = 0 \) (as in Fig.\( \text{[5]} \)) leads to an unstable solution of the equation with a negative spectral weight. The stable solution at \( \theta = \pm \pi/2 \) features a massive phase mode, as the solution at \( \alpha < 0 \).

D. Breaking of the U(1) symmetry

The discussion in the previous section has shown how the effect of the dipolar interaction \( H_{PP} \) and the light-matter coupling \( H_{EP} \) cancel each other. As a consequence, the static mean-field solution is entirely \( U(1) \) symmetric, so that the complex phase \( \theta \) of the order parameter \( \phi = |\phi|e^{i\theta} \) can be chosen arbitrarily. It should be stressed, however, that the coupling to the electromagnetic field nevertheless does reduce the symmetry of the Hamiltonian from \( U(1) \) to \( Z_2 \), even if the \( P^2 \) term is present (\( \alpha = 1 \)). The symmetry is only restored at low frequencies, because the interaction matrix \( \text{[80]} \) at \( \alpha = 1 \) is proportional to \( \omega \). This is illustrated in Fig.\( \text{[5]} \) where the spectrum of the single mode Hamiltonian for \( \alpha = 1 \) and \( U = 6 \) is plotted as a function of the phase \( \theta \) (in all previous plots, the complex phase was fixed to \( \theta = 0 \)). It is clearly visible that the spectral weight for \( \theta = 0 \) is concentrated at lower frequencies than for \( \theta = \pi/2 \). This may have an interesting consequence: If fluctuations of the order parameter beyond mean-field are included, there is a larger phase space of low energy excitations, which typically implies a larger entropy at finite temperature, and hence a stabilization of the phase. Therefore, the finite temperature fluctuations of the order parameter might lead to a breaking of the \( U(1) \) symmetry, so that the phase is fixed to \( \theta = 0, \pi \).
IV. CONCLUSION

In conclusion, we have studied a minimal model for a two-band $U(1)$-symmetric excitonic insulator in a cavity. If the electromagnetic field is taken into account, the continuous symmetry of the Hamiltonian is reduced to a discrete $Z_2$ invariance. Nevertheless, the order parameter of the symmetry-broken mean-field state retains an arbitrary $U(1)$ phase, and the phase transition is not affected by the cavity.\footnote{1} In dipolar gauge, the effect can be traced back to a balancing of the linear coupling $\mathcal{D} \cdot \mathcal{P}$ between the displacement field and the polarization, and the dipolar self-interaction $\mathcal{P} \cdot \mathcal{P}$. The importance of this mutual elimination has been stressed recently for atomic systems in strong coupling.\footnote{2}

At nonzero frequencies, light-matter interaction and dipolar self-interaction do not cancel, so that the collective properties at $\omega > 0$ depend on the phase of the order parameter. A somewhat similar situation is encountered in orbital spin models, where the Hamiltonian is only symmetric under a point group of the lattice, but the manifold of mean-field ground states can have a continuous symmetry. In this case, fluctuations beyond mean-field reflect the lower symmetry and play a crucial role in finding the true phase at finite temperature.\footnote{3} It should therefore be interesting to include fluctuations beyond mean-field in the description of the EI in a cavity.

The hybridization between the cavity mode and the material at $\omega > 0$ can have other interesting consequences. For example, it can push the amplitude mode of the condensate out of the particle-hole continuum and make it long-lived. Moreover, it is questionable if the $U(1)$-symmetric model for the EI captures the behaviour of real materials. Rather, one would expect that phonons as well as inter-band hybridizations already reduce the continuous $U(1)$ invariance to some point group symmetry of the lattice. Because collective modes at nonzero frequency are affected by the light-matter interaction it may be possible to control the behaviour of such a material inside a cavity through nonlinear driving. Also for these situations, our results show that it is important to properly include the nonlinearities ($A^2$ of $P^2$) arising from the light-matter coupling.
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In contrast, in a geometry different from the Fabry-Pérot cavity, a polarization generates stray fields. The existence of metallic mirrors will partially quench these external fields, therefore change the energetics of the transition and shift the phase transition.