Abstract—It is in practice impossible to describe the topology of a real network or its message propagation process using a single dynamic model. To address this issue, we constructed a new hybrid network model based on scale-free (SF), small-world (SW) features that functions as closely as possible to a real network. And the hybrid propagation model is constructed with susceptible-infected-susceptible (SIS), susceptible-infected-recovered (SIR) and susceptible-infected-recovered-susceptible (SIRS) model mixed in arbitrary proportions. The model applies the concepts of blockbuster effect and implicit node edges to reflect explosive spread as a significant characteristic of information propagation. A theoretical analysis and derivation of the new model in which hybrid networks were simulated revealed that the network degree distribution closely follows a power law. Using an improved similarity function to define the degree of closeness to real network cases, the proposed model was shown to be valid and very close to a real network.
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I. INFORMATION

Information spread has become an important sub-field of computational communication research as an inevitable outgrowth of the need to understand how information transmission has been changed by online social networks (OSNs). Information spread has been analyzed in various fields by a number of researchers [1-8] using two general approaches involving the analysis of complex network topologies and dynamic network models, respectively. The first approach [9-11] has a long history starting with regular scale-free (SF) networks and leading to the development of complex network models [12-15]. Using the latter approach, the conventional epidemic model has been applied to the modeling of rumor dynamics in OSNs [16]. The epidemic model has three classic models—the susceptible-infected-recovered (SIR) [17, 18], susceptible-infected-susceptible (SIS) [19-21], and susceptible-infected-recovered-susceptible (SIRS) [22, 23] models. The representative rumor propagation model (known as the DK model), which was proposed by Daley and Kendall, analyzes rumors using a random process method in which the audience is divided into three categories according to the rumor propagation effect [24].

More recently, Nian et al. proposed a new multi-relationship network with SF and SW features [25]. Chakraborty et al. analyzed the community network structure in large-scale production networks [26]. Dai et al. proposed a weighted SF tree network [27], and Türker et al. introduced network models with Poisson-based edge location strategies that produced cluster-free and SF topologies [28]. Konstantin’s work on clustering scale-free networks produced various network structures in which SF and SW features were combined [29, 30]. Sanatka et al. attempted to more accurately describe dynamic switching networks [31]. Many of the studies cited above addressed the issue of network reconfiguration to produce, for example, networks that combined into a community and clustered SF networks. Although such reconstructed models have a number of advantages, they face some unresolved problems. Realistic network relationships have at least two important relationship features that are characterized by either SW or SF networks. Examples of these include the typical friend relationship (SW) and actor cooperative (SF) networks, both of which occur in OSNs. However, it is difficult to define a hybrid network model with specific proportions in a manner that reflects real network complexity. To address this, new network models that mix SW and SF features in multiple ways and in varying proportions have been proposed.

The study of propagation dynamics has also received a high degree of attention in recent years. There are differences between the OSNs information propagation and virus transmission. Wang et al. developed an edge-based SIR model on a degree-dependent network [32], while Yang et al. established a rumor truth competition model on a two-layer network [33]. Lebensztayn et al. considered variations in the model [34], while Sumith et al. improved the model to develop the ReSIR rumor model [35]. Zhang et al. revealed that adaptive behavior during disease epidemics induces a more complex dynamic virus propagation model [36]. Chen et al. proposed a two-stage hybrid SIR model [37]. Although these studies have helped to improve the classical virus dynamics model, few of indeterminate number of multiple classical propagation models are considered. Under classical SIS models, the vertexes forget messages following reception. By contrast, under the SIR model vertexes do not forget messages and propagate them following reception, while, under the SIRS model, vertexes retain and propagate information immediately upon reception but then gradually forget it. A variety of models...
more accurately reflect the actual OSN information dissemination process, in which not all vertexes will adhere to a single classical propagation model. Consequently, hybrid propagation models have been designed to combine the SIS, SIR, and SIRS approaches in multiple ratios.

The phenomenon of Human Flesh Search (HFS), which originates in China [38-43], refers to a purpose-driven form of special information dissemination. To date, HFS research has primarily involved qualitative sociological analyses undertaken in China [38, 41, 43], and there has been only a limited amount of quantitative analytical HFS research from a science and engineering perspective [44]. Li et al. used the results of HFS searches to study the hot factors of evolutionary games [45], while Tan et al. reconstructed networks by adding links identified using a predictive link algorithm [46]. Kandhway et al. used node centrality and optimal control to vast Information spread [47]. Wang et al. have a study of the impact of uncertainty on behavior diffusion in social networks [48]. Gomez-Gardenes et al. studied local synergies associated with acquaintances [49]. The authors of these studies also looked at a number of influencing factors in the process of information dissemination [50]. Not all information in an OSN propagates at a large scale, and the degree of propagation is significantly affected by time and density of infection—two factors that can be modeled together using the blockbuster effect function. In this paper, we explore the blockbuster effect in the context of hybrid networks and hybrid propagation models.

The main contributions of this paper are as follows: (1) the hybrid information propagation model is presented based on the hybrid network model, hybrid propagation model and the blockbuster effect in Section 2; (2) the network attributes and transmission characteristics are depicted via mathematical analysis in Section 3; (3) the network structure and propagation process is simulated in Section 4; (4) the comparative analysis with the network data is described and the similarity function is defined to prove rationality of the constructed model.

II. HYBRID INFORMATION PROPAGATION MODEL

A) The Hybrid Network Model

Hybrid network models are built to reflect both SW and SF features. The first and second and third hybrid network are named network I, II and III, respectively.

Fig. 1(a) shows the network I analyzed in this paper. The percentage \( \alpha \) on the axis at the top of the figure gives the ratio of SF to total nodes, while \( (1 - \alpha) \) gives the ratio of SW to total nodes. The red dots and lines indicate SF nodes and linkages, respectively, and reflect the degree of SF connectedness of the network. Similarly, the blue dots and lines indicate SW nodes and linkages, respectively, reflecting the SW characteristics of the network.

Algorithm 1: Constructing the network I.

(SW characteristics)

1. Initializing the rule graph: Define an annular nearest neighbor-coupled network with a total of \((1 - \alpha)N\), each of which is connected to a total of \(K/2\) neighbor nodes, where \(K\) is an even number.
2. Randomization reconnection: With a probability \(p\), arbitrarily rewire each edge by leaving one vertex of the edge unchanged while arbitrarily connecting to another vertex in the network. Multi-edges and self-looping must be avoided in the process.

(SF characteristics)

3. Following the preferential attachment principle, add \(aN\) SF nodes in turn. The relationship between the degree \(k_i\) of node i and the probability \(\Pi_i\) that a new node is connected to an existing node i is given by \(\Pi_i = \frac{k_i}{\sum k_j}\)
Fig. 1(b) shows the network II introduced in this paper. As in Fig. 1(a), α and (1 − α) on the top horizontal axis are the ratios of SF and SW nodes, respectively, to the total number of nodes. Similarly, SF and SW nodes and links are colored red and blue, respectively. The links between subnets (dark brown lines), which are generated using Algorithm 2, indicate where random selected nodes in SF subnets are connected with random selected nodes in SW subnets. The total number of nodes in each SW subnet is arbitrarily determined to lie between 20–100% of the overall network node count based on a node selection probability of 0.5. Both the number of SW subnets and the number of subnet nodes are arbitrarily selected. Each SW subnet is regarded as a node and connected to an SF network.

Algorithm 2: Construction of the network II.

(SW characteristics)
1. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

2. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

3. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

4. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

5. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

6. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

7. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

8. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

9. Arbitrarily generate the number of SW subnets, U_{2WS}, and the number of nodes in each SW subnet, P_i, which fulfills \((aN-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to an existing node \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

Algorithm 3: Constructing the network III.

The network III contains connections in which entire subnets serve as nodes. There are a total of U subnets, with U_{WS} SW feature subnets and U_{BA} SF feature subnets, where U = U_{BA} + U_{WS}. The network is constructed as follows:
1. Arbitrarily generate the number of subnets, U.
2. Set the number of nodes with SW and SF features as \((1-\alpha)N + \alpha N\), respectively, and define the network for each subnet in turn so that \(U = U_{BA} + U_{WS}\).
3. Assign \(\varphi_{lWS}\) nodes to the \(l_{WS}\)-th subnet and \(\varphi_{lBA}\) to the \(l_{BA}\)-th subnet so that \((1-\alpha)N = \sum_{lWS} U_{WS} \times \varphi_{lWS}\) and \(\alpha N = \sum_{lBA} U_{BA} \times \varphi_{lBA}\).
4. If the number of subnet nodes of the \(t\)-th subnet is \(\varphi_t < 4\), the subnet is s a fully connected network.

(SW characteristics)
5. Generate SF subnets in turn using the following rule map: given an annular nearest neighbor coupling network with \(\varphi_{lWS}\) nodes, connect each nodes to a total of \(K/2\) neighbor nodes, where \(K\) is an even number.
6. Randomization reconnection: With a probability \(p\), arbitrarily rewire each edge by leaving one vertex of the edge unchanged while arbitrarily connecting to another vertex in the network. Multi-edges and self-looping must be avoided in the process.

(SF characteristics)
7. Generate SW subnets in turn to produce a fully connected network with three nodes.
8. Following the preferential attachment principle, add the \((\varphi_{lBA}-3)\) SF nodes in turn. The relationship between the degree \(k_i\) of node \(i\) and the probability \(\Pi_i\) that a new node is connected to \(i\) is given by \(\Pi_i = \frac{k_i}{\sum{k_j^o}}\).

B) Hybrid Propagation Model

Actual human activity across a real network is diverse, making it difficult to completely describe how information propagates in a crowd using only one propagation model. We therefore propose that an accurate network requires the coexistence of multiple dynamic propagation models. Under our proposed hybrid propagation model, nodes can be in three possible states: ignorant, spreader, and stifler. A node that is “ignorant” with respect to a specific message has not received it. A “spreader” is a node that has obtained the message and propagates it, while a “stifler” receives the message but does not propagate it. Spreaders propagate messages to their
neighbor nodes, which in turn transform into spreaders with an effective propagation probability \( \lambda \). Over time, a fraction \( u \) of the spreaders (I) will transform into ignorant (S) nodes with a forgetting probability \( \beta \); such nodes will be of the SIS propagation type. Similarly, a fraction \( w + q \) of the spreaders (I) transform into stiflers (R) with a recovery probability \( \gamma \); of these, a fraction \( q \) will be of the SIR type and will not change again, while another fraction \( w \) will convert back to ignorant (S) with probability \( \sigma \) and be characterized by the SIRS model type. Thus, the effective propagation rate of the model is \( \lambda = \beta / \gamma \), where \( u + w + q = 1 \).

![Figure 2: Schematic of model changing under hybrid propagation network.](image)

### C) The Blockbuster Effect

People often overlook potential relationships, including friends whom they have not contacted with in a long time or accounts that they do not frequently log into. Such relationships can be discovered by applying the HFS process. If an individual is represented by a vertex and a contact is represented by an edge, then the common relationships between individuals can be defined as dominant edges while potential relationships can be defined as implicit edges. In this manner, a network of average degree \( \alpha \) is established in which \( \delta \) edges leading into each node are dominant in the network while the rest are implicit. In this case, \( \alpha > \delta > 1 \). The corresponding network is shown in Fig. 3.

As an example of this network in operation, we take the case of a message that has spread to a certain scale and has attracted a high degree of attention. The spreaders in the network will circulate the message extensively in a number of hidden ways. As the message spreads throughout the crowd, it will be transmitted to broader scales in increasingly shorter times, making it likelier for the blockbuster effect to occur. In this process, the blockbuster effect changes with time in a manner that is positively correlated with the infection density but negatively correlated with time. Consequently, the blockbuster effect is defined as follows:

\[
\Phi(t) = \frac{i(t)}{lg(t + 1)},
\]

where \( i(t) \) is the proportion of spreaders in the total crowd at time \( t \). The value of the blockbuster effect in propagation selects a critical point \( \varphi \) based on the trigger decision function as follow:

\[
\Gamma(t) = \begin{cases} 
1 & \Phi(t) \geq \varphi \\
0 & \Phi(t) < \varphi
\end{cases} \quad (t \leq \frac{T}{2}),
\]

where \( T \) is the total number of propagation rounds in the experiment. When \( t \leq \frac{T}{2} \), \( \Gamma(t) = 0 \) and \( \Phi(t) \geq \varphi \), the blockbuster effect is triggered and \( \Gamma(t) = 1 \).

As information propagates through the network, implicit edges are transformed into dominant edges, as indicated by the process shown in right-hand side of Fig. 3. As long as \( \Phi(t) < \varphi \), however, the blockbuster effect is not triggered, \( \Gamma(t) = 0 \) and \( k = \delta \). In this case, few implicit edges have changed, and the network is better characterized by the left-hand side of Fig. 3, when \( \Gamma(t) = 1 \) and \( k = \alpha \).

The blockbuster effect is touched off when the decision function \( \Gamma(t) \) is triggered at \( t > \frac{T}{2} \):

\[
\Gamma(t) = \begin{cases} 
1 & \frac{T}{2} < k \\
0 & \frac{T}{2} \geq k
\end{cases} \quad (t > \frac{T}{2}),
\]

In this state, the rate of spread as a result of the transformation of implicit edges to dominant edges has reached a critical average value.

![Figure 3: Schematic of blockbuster effect triggering.](image)

### III. Mathematical Analysis

In this section, we perform an analysis of the degree of distribution in the three hybrid networks. To do this, we establish a network with WS feature components. If the reconnecting probability of the network \( p = 0 \), the degree of each node is \( K \) (even); if \( p > 0 \), the algorithm of randomization reconnection rules is implemented using the SW model, and each node is still connected in the clockwise direction to at least the \( K/2 \) original edges in that direction. In simpler terms, the degree of each node is at least \( K/2 \), and therefore the degree of node \( i \) is \( k_i = s_i + K/2 \), where \( s_i \geq 0 \) is an integer [51].

The parameter \( s_i \) is further divided into two parts unchanged, \( s_i = s_i^1 + s_i^2 \), where \( s_i^1 \) is the number of edges, out of the original \( K/2 \) edges connected to node \( i \) in the counterclockwise direction. In this case, the probability that each edge remains unchanged is \( 1 - p \). The parameter \( s_i^2 \) indicates the number of long-range edges connected to node \( i \) through the randomization reconnection mechanism, which occurs with a probability \( p/N \). These parameters are derived analytically as follows:

\[
P_1(s_i^1) = \frac{K}{2s_i^1} (1 - p)^{s_i^1} p^{\frac{K}{2} - s_i^1}, \quad (5)
\]

\[
P_2(s_i^2) = \frac{pK}{2aN} s_i^2 (s_i^2)! e^{-\frac{pK}{2aN}}, \quad (6)
\]
for any node with degree \( k \geq \frac{K}{2} \) satisfies \( s^i_k(t) \in \left[0, \min\left(k - \frac{K}{2}, K/2\right)\right] \).

Therefore, when \( k \geq K/2 \),

\[
P_b(k) = \sum_{n=0}^{\min(k-K/2)} \frac{\binom{K}{n}}{2^n} (1-p)^n (1-p)^{K-n} \left(\frac{pK}{2an} \right)^K e^{-\frac{pK}{2an}},
\]

Thus, when \( k < K/2 \), \( P_b(k) = 0 \).

The major theoretical approaches currently used to understand the distribution in a Barabási–Albert (BA) SF network include continuum theory [52], the master equation method [53], and mean-field theory [54]. The asymptotic results obtained by the three methods are similar.

Here, we analyze a network with \( aN \) nodes, in which we note that the degree of node \( i \) at time \( t \) is \( k_i(t), t \in [aN,N] \).

We can analyze the SF network characteristics using mean-field theory. Because \( aN \) edges are ignored in the initial network, the network has \( aN + t \) nodes at time \( t \). With the addition of each new node, the probability of the degree of existing node \( i \) changing (increasing by \( l \) is

\[
mPi = \frac{mk_i(t)}{\sum_{j=1}^{aN+t} k_j(t)} = \frac{k_i(t)}{2mt}. \quad (8)
\]

We use the average field theory to approximately determine the degree distribution of a network with BA SF features [54] under the following continuity assumptions: that the time, \( t \), is not discrete but continuous; and that the node degree is not an integer but an arbitrary real number. Under these two assumptions, (8) can be interpreted as the rate of change of degree of node \( i \) and the evolution of the network can be approximated using the mean field equation of single node evolution:

\[
\frac{\partial k_i(t)}{\partial t} = \frac{k_i(t)}{2t} \quad (9).
\]

For a node \( i \) that joins the network at time \( t_i \), the initial condition of (9) is \( k(t_i) = m \), and the node evolution is given by

\[
k_i(t) = m \left(\frac{t}{t_i} \right)^{1/2}. \quad (10)
\]

As \( t \to \infty \), the degree distribution \( P_b(k(t)) \) converges to the steady-state index distribution \( P_b(k) \) defined by the probability

\[
P_b(k) = \frac{\partial P_b(k_i(t) > \frac{m^2t}{k^2})}{\partial k} \quad (11)
\]

Combining (10) and (11) gives

\[
P_b(k_i(t) < k) = P_b \left( t_i > \frac{m^2t}{k^2} \right), \quad (12)
\]

and therefore

\[
P_b \left( t_i > \frac{m^2t}{k^2} \right) = 1 - P_b \left( t_i \leq \frac{m^2t}{k^2} \right) = 1 - \frac{m^2t}{k^2(aN + t)}. \quad (13)
\]

Substituting (13) into (11) with \( t = (1-a)N \) gives

\[
P_b(k) = \frac{\partial P_b(k_i(t) < k)}{\partial k} = 2m^2 \frac{1}{aN + t} \quad \approx \ 2m^2(1-a) \frac{1}{k^3} \quad (14)
\]

Under the network I, there are a total of \( N \) shared nodes, comprising \( aN \) SF nodes and \( (1-a)N \) SW nodes. The average node degrees of the SW and SF networks are \( \langle k \rangle_s = 2K \) and \( \langle k \rangle_b = 2m \), respectively, where \( K = m \).

The power-law distribution function of the hybrid network and its average degree are given by

\[
P(k) = \begin{cases} 
P_b(k) \quad & [1,m) \\
P_b(k) + \frac{m^2}{k} (1-a) \quad & [m, +\infty) \end{cases} \quad (15)
\]

and

\[
< k >= \frac{K}{2}. \quad (16)
\]

respectively.

Correspondingly, under the network II and III. The power-law distribution function of the hybrid network is given by

\[
P(k) = \begin{cases} 
P_b(k) \quad & [1,m) \\
P_b(k) + \frac{m^2}{k} (1-a) \quad & [m, +\infty) \end{cases} \quad (15)
\]

The hybrid propagation model for this hybrid network model is described as follows. We construct a hybrid network that satisfies the features of growth incorporation, preferential attachment, and SW characteristics. After a sufficient number of rounds, we iteratively obtain a network with \( N \) nodes, which has a degree distribution as described in (15) and an average degree as described in (16). Among the nodes of degree \( k \), the proportions of ignorant, spreader, and stifler nodes are \( s_k(t) \), \( i_k(t) \), and \( r_k(t) \), respectively. The average field dynamic equations of the SF network are then given as follows:

\[
\begin{align*}
\frac{ds_k(t)}{dt} &= -\lambda s_k(t) \theta(t) + u i_k(t) + w \sigma r_k(t) \\
\frac{di_k(t)}{dt} &= \lambda k s_k(t) \theta(t) - i_k(t) \\
\frac{dr_k(t)}{dt} &= (w + q)i_k(t) - w \sigma r_k(t)
\end{align*} \quad (17)
\]

In (17), where \( u + w + q = 1 \). The first term on the right-hand side of the first equation indicates the density of new known nodes with degree \( k \) generated by propagation from existing spreaders, with \( \theta(t) \) indicating the probability that any nodes are connected to a given vertex. The second term on the right-hand side of the first equation indicates the probability \( u \) that a node with degree \( k \) belongs to the SI model. The third term on the right-hand side of the first equation indicates that stiflers are converted to spreaders with probability \( w \sigma \).

The probability that a given edge in the SF network is linked to a spreader node is given by

\[
\theta(t) = \frac{\sum_k kP(k) s_k(t)}{\sum_s sP(s)} = \frac{1}{< k >} \sum_k kP(k) s_k(t). \quad (18)
\]

For each \( k \), \( s_k(t) \), \( i_k(t) \), and \( r_k(t) \) all satisfy the standardized condition

\[
s_k(t) + i_k(t) + r_k(t) = 1. \quad (19)
\]

The static condition in which no messages propagate in the network is given by

\[
\frac{ds_k(t)}{dt} = 0, \frac{di_k(t)}{dt} = 0, \frac{dr_k(t)}{dt} = 0, \text{ and } i_k(t) = 0,
\]

which, from (17), becomes...
\[ -\lambda k s_k(t)\theta(t) + u i_k(t) + w\sigma_k(t) = 0 \quad (20) \]

Combining (19) and (20) gives

\[ s_k(t) = \frac{(u - w\sigma)i_k(t) + w\sigma}{\lambda k\theta(t) + w\sigma}. \quad (21) \]

From the second line of (17), we get

\[ s_k(t) = \frac{(w + q)i_k(t) + u i_k(t)}{\lambda k\theta(t)}, \quad (22) \]

which, because \( w + q + u = 1 \), reduces to

\[ s_k(t) = \frac{i_k(t)}{\lambda k\theta(t)}. \quad (23) \]

Substituting (23) into (21) gives

\[ i_k(t) = \frac{\lambda w\sigma k\theta(t) + w\sigma}{\lambda(1 - u + w\sigma)k\theta(t) + w\sigma}. \quad (24) \]

From the above, it is obvious that the solutions \( i_k(t) = 0 \) and \( \theta(t) = 0 \) are always satisfied with (24): without obtaining a non-zero static solution \( i_k(t) \neq 0 \), the right- and left-hand sides of (24) can be represented as a function \( F(\theta) \) in \( \theta \), where \( 0 < \theta \leq 1 \). If this formulation has a non-trivial solution, it must satisfy the following:

\[ \frac{dF(\theta)}{d\theta}\bigg|_{\theta=0} \geq 1, \quad (25) \]

which is equivalent to

\[ \frac{d}{d\theta} \left( \frac{1}{\lambda k} \sum_k k P(k) \left( \frac{\lambda w\sigma k\theta(t) + w\sigma}{\lambda(1 - u + w\sigma)k\theta(t) + w\sigma} \right) \right) \bigg|_{\theta=0} = \frac{\lambda}{\lambda k} \sum_k k^2 P(k) w\sigma \geq 1. \quad (26) \]

For a hybrid network,

\[ P(k) = \begin{cases} P_1(k) & [1,m) \\ P_2(k) + 2m^2 (1-a) N \frac{1}{k^2} & [m, +\infty) \end{cases} \quad (27) \]

When the threshold in (27) is equivalent to that in (26),

\[ \lambda_c = \frac{\lambda}{\lambda k} \sum_k k^2 P(k) w\sigma = 1 \]

at which time the following holds:

\[ \lambda_c = \frac{\sum_k k^2 P(k)}{\sum_k k P(k)} \quad (28) \]

Combining the two formulations above into (28) gives

\[ \lambda_c = \begin{cases} \frac{\sum_k kP_1(k)}{\sum_k k^2 P_1(k)} & k \in [1,m) \\ \frac{\sum_k kP_2(k) + \sum_k 2m^2 (1-a) \frac{1}{k^2}}{\sum_k k P_2(k)} & [m, +\infty) \end{cases} \quad (29) \]

The approximations \( \Sigma_k \frac{1}{k_z} \) and \( \Sigma_k \frac{1}{k} \) can be calculated using the continuous similarity of \( k \) as

\[ \sum_k \frac{1}{k^2} \to \int_m^1 \frac{1}{k^2} \, dk = \frac{1}{m - 1} = \frac{M - m}{mM}, \quad (30) \]

\[ \sum_k \frac{1}{k} \to \int_m^1 \frac{1}{k} \, dk = \ln \frac{M}{m}, \quad (31) \]

where the maximum value of the degree of a node is \( M \). Substituting (30) and (31) into (29) gives

\[ \lambda_c \approx \begin{cases} \frac{\sum_k kP_1(k)}{w\sigma \sum_k k^2 P_1(k)} & k \in [1,m) \\ \frac{\sum_k kP_2(k) + 2m^2 (1-a) \ln \frac{M}{m}}{\sum_k k^2 P_2(k) + 2m^2 (1-a) \ln \frac{M}{m}} & k \in [m, +\infty) \end{cases} \quad (32) \]

If \( M \) is sufficiently large (i.e., if \( m \) is constant, \( M \) approaches \( N \), \( M - m \approx M \) and

\[ \frac{1}{\lambda_c} \approx \begin{cases} \frac{\sum_k kP_1(k)}{w\sigma \sum k^2 P_1(k)} & k \in [1,m) \\ \frac{\sum_k kP_2(k) + 2m^2 (1-a) \ln \frac{M}{m}}{\sum k^2 P_2(k) + 2m^2 (1-a) \ln \frac{M}{m}} & k \in [m, +\infty) \end{cases} \quad (33) \]

and

\[ \frac{1}{\lambda_c} \approx \begin{cases} \frac{w\sigma \sum k^2 P_1(k)}{\sum k^2 P_1(k) + \sum k P_2(k) + 2m^2 (1-a) \ln \frac{M}{m}} & k \in [1,m) \\ \frac{\sum k^2 P_2(k) + 2m^2 (1-a) \ln \frac{M}{m}}{\sum k P_2(k) + 2m^2 (1-a) \ln \frac{M}{m}} & k \in [m, +\infty) \end{cases} \quad (34) \]

where \( \sum k P_1(k) \) and \( \sum k^2 P_1(k) \) are constant values in the formula, and therefore

\[ \gamma \approx \frac{\sum k^2 P_1(k)}{\sum k P_1(k)}, \quad \psi = \frac{m(1-a)}{\sum k P_1(k)} \]

From (33), we obtain
\[
\frac{1}{\lambda_c} = \begin{cases} 
\frac{w\sigma Y}{Y + 1 + 2\psi ml \frac{M}{m}} & k \in [1, m) \\
\frac{w\sigma}{1 + 2\psi} & k \in [m, +\infty)
\end{cases}.
\] (34)

1) \( \lambda_c \) increases as \( \sigma \) decreases.

Increasing the probability of stiflers \( (R) \) in the OSN means that messages are less likely spread through the crowd and the propagation threshold is increased. Reducing the probability of stiflers \( (R) \), on the other hand, increases the number of nodes that are transformed into unknown or spreader states, making it easier for the message to spread through the crowd and reducing the propagation threshold.

2) \( \lambda_c \) increases as \( w \) decreases.

The parameter \( w \) is the probability that a node will transform into SIR mode. As the penetration of SIR nodes increases in a network, the probability of message spread will be reduced and the propagation threshold will increase. Conversely, as the number of SIR nodes decreases more nodes will convert to the SIS and SIRS models, which are more conducive to a wider spreading of messages than the SIR model [18, 19, 23]. Thus, if \( w \) decreases, the propagation threshold will be reduced.

3) \( \lambda_c \) decreases as \( Y \) decreases.

Increasing \( Y \) to cause more people (nodes) have extensive connections (higher degrees) will enhance message spread and reduce the propagation threshold. Conversely, reducing \( Y \) will result in fewer extensive connections (lower degrees) and hinder the spreading of information, increasing the propagation threshold.

IV. SIMULATION RESULTS

A) Simulation of the Degree Distributions within the three Hybrid Network Models

A power-law-like degree distribution map of the network I, corresponding to the results of Algorithm 1, is shown in Fig. 4. In the graph, the distribution trends of the model at three different hybrid network ratios are compared. It is seen that, when the ratios of SW and SF nodes to the total number of nodes are 0.99 and 0.01, respectively, the curve (square symbols) is dominated by a Poisson distribution below \( k=10 \). Above \( k=10 \), the distribution gradually changes to that of a power-law. At SW and SF fractions of 0.80 and 0.20, respectively (circles), a Poisson distribution dominates below \( k=10^{0.7} \), after which a power-law distribution gradually appears. At SW and SF node proportions of 0.99 and 0.01, respectively (triangles), a Poisson distribution dominates below \( k=10^{0.3} \) and is gradually replaced by a power-law distribution thereafter. Below \( k=10^{0.4} \), both the first (0.99/0.01) and second (0.8/0.2) curves have high degree distributions because, in both cases, the number of nodes in the SW network is above a certain size. As a result of the hybrid network structure, the networks, which have identical average degree and reconnection rates, both converge on power-law distributions as the degree increases but with somewhat inconsistent forms. The third (0.01/0.99) curve diverges significantly from the other two curves below \( k=10^{0.9} \) and does not follow a Poisson distribution. This follows primarily from the fact the network producing the third curve has too few SW network nodes. Above \( k=10^{0.4} \), the orders of all three curves begin to change, with all three converging on power-law-like distributions above \( k=10^{0.7} \). Increasing the proportion of SW nodes within the network causes the degree distribution to approach that of a Poisson distribution, while increasing the proportion of SF nodes moves the degree distribution toward a power-law-like distribution.

![Fig. 4 Power-law-like distributions produced by simulation of the network I. N=1,000,000.](image)

A degree distribution map comparing the results obtained simulating the network II using Algorithm 2 at three hybrid network ratios is shown in Fig. 5. It is seen that, with a SW/SF node mix of 0.99/0.01 (square symbols), the curve is dominated by a Poisson distribution trend below \( k=10 \) and, above \( k=10 \), a power-law distribution in which there is a rapid fluctuation with the degree increasing and then decreasing. At SW and SF fractions of 0.80 and 0.20, respectively (circles), a Poisson distribution dominates below \( k=10^{0.7} \), after which a power-law distribution gradually appears. Finally, SW and SF node proportions of 0.01 and 0.99, respectively (triangles), a Poisson distribution dominates below \( k=10^{0.3} \) and is gradually replaced by a power-law distribution thereafter. As in the case of the network I, increasing the proportion of SW nodes leads to an increasingly Poisson distribution, while increasing the number of SF nodes leads to an increasingly power-law distribution.

![Fig. 5 Power-law-like distributions produced by simulation of the network II. N = 1,000.](image)

The degree distribution map of the network III, constructed by Algorithm 3, is shown in Fig. 6. At a SW/SF node ratio of 0.99/0.01 (squares), the curve is dominated by a Poisson distribution trend below \( k=10 \), which falls off steeply thereafter. This occurs primarily because the network in this
case is a hybrid that is so small that the algorithm produces a high proportion of nodes with the SF feature, all of which form small, fully connected networks. In the SW/SF 0.80/0.20 and 0.01/0.99 networks, however (circles and triangles, respectively) the Poisson-to-power-law transitions occur at $k = 10^{0.7}$ and $k = 10^{0.3}$, respectively. As in the network I and II cases, increasing the proportion of SW nodes within the network causes the degree distribution to approach that of a Poisson distribution, while increasing the proportion of SF nodes moves the degree distribution toward a power-law distribution.

**B) Hybrid Network Model Simulation**

We then performed multiple simulations of the three hybrid network models, with the results plotted in Fig. 7 (network I), Fig. 8 (network II), and Fig. 9 (network III).

**C) Comparative Analysis of Three Hybrid Network Models**

We next compare how the three hybrid networks perform with the same mixtures of SW and SF nodes. Fig. 10a shows the distribution diagrams produced by the respective models with $N = 10$ million nodes with a 50/50 SW/SF split. In Fig. 10b, the results are shown for the same networks with SW/SF ratios changed to 80/20. As a reference, Fig. 11 plots the results produced using (5) at the same 50/50 ratio used in Fig. 10(a). It is seen that the results in Fig. 11 follow the same trend as those produced by the networks II and III in Fig. 10(a) and are also similar to the trend produced by the network I. Although the mixing ratios used in Figs. 11 and 10(b) differ, the trends of the networks II and III in the latter figure are very similar to those produced using (5). Although the processes used to construct the respective models differ, all represent mixed networks with both SF and SW features. As noted in our previous mathematical discussion, the power-law-like distributions of networks with different nodes mixtures tend to converge experimental as the number of nodes increases. Although the model analyzed by Türker differs from that constructed in this paper, it also combines SW and SF network characteristics and produces a power-law-like distribution map similar to those produced here [28]. These results suggest that the degree distribution is most closely related to the network characteristics, with the method used to composed to construct the network having limited influence.

The results for the networks II and III in both Figs. 13(a) and (b) are quite similar up to $k = 10^2$, while those produced by the network I are close to the other two sets of results for $k \in [10^1, 10^2]$. Beyond $k = 10^{1.5}$, however, the respective curves begin to gradually diverge, primarily as a result of algorithmic differences. The network III has a double-layer, SF network construction, i.e., it generates subnets in the manner of an SF network. Based on the rules for multi-scale connection between subnets, SF subnets with larger average degrees are more easily selected as connections between subnets. Furthermore, selected nodes usually have larger degrees. For these reasons, the double-deck SF feature of the network III results in an exceedingly large node degree.
D) Hybrid Propagation Model Simulation

We next simulate message propagation under the hybrid propagation model of an SF network. Fig. 12 shows the evolution of spreader density over time with networks of the following compositions: 80% SIS-type nodes, 15% SIR-type nodes, and 5% SIRS-type nodes (blue circles); 65% SIS nodes, 30% SIR nodes, and 5% SIRS nodes (red pentagons); and 50% SIS nodes, 45% SIR nodes, and 5% SIRS nodes (yellow squares). It is seen from a comparison of the three curves that increasing the proportion of SIS nodes in the hybrid propagation model increases the scope of the spread but delays the propagation peak.

E) The Blockbuster Effect in The Hybrid Propagation Model Simulation

Finally, we look at message propagation in the three hybrid network types under the three propagation model conditions described above and under the presence of the blockbuster effect. Fig. 13(a) shows the evolution of spreader density with time in variants of the network I at three propagation model mixing ratios and a blockbuster trigger of 0.15. It is seen that the blockbuster is not triggered in the 50/45/5 SIS/SIR/SIRS network. Fig. 13(b) shows the evolution of spreader density over time in variants of the network II with the same propagation model mixtures and a blockbuster trigger of 0.07. Here as well, the blockbuster effect is not triggered in the network with a SIS/SIR/SIRS mixture of 50/45/5. Fig. 13(c) shows the results for the network III variants with the same propagation model mixtures and a blockbuster trigger of 0.048. Once again, no blockbuster effect is triggered in the network with a SIS/SIR/SIRS mixture of 50/45/5. All three simulations represent the average results of 20 experiments.

The consistent lack of blockbuster effect triggering in networks in which there is a SIS proportion of only 50% suggests that the hybrid propagation network in which nodes following the SIS model are not in the majority is less amenable to information propagation than the other two network types, resulting in a reduced scale of transmission in which propagation continues along implicit edge networks that are not triggered by the blockbuster effect.

V. COMPARATIVE ANALYSIS

To validate the applicability of the proposed theory to real social networks, we compare the simulation results to real data in the form of "K case" (a HFS case - Cancer discrimination case at a certain school in 2018/11) results crawled from an online web forum. Fig. 14(a) shows a comparison of the evolution of infection densities in the network I and the "K case"
data. Based on the initial test, the trigger value of the blockbuster effect is 0.09. Fig. 14(b) shows the evolution of the blockbuster effect over time in the network I, with the reference showing the trigger value $\varphi = 0.09$. A comparison of Figs. 14(a) and 14(b) reveals that the blockbuster effect is triggered at $t = 43$ and $t = 45$ in the 80/15/5 (blue) and 66/30/5 (red) SIS/SIR/SIRS models, respectively. By contrast, in the 50/45/5 (yellow) model, the blockbuster effect is not triggered. Fig. 14(c) shows a comparison of the evolution of infection density in the network II with that in the “K case” data. Based on the second test, the trigger value of the blockbuster effect is 0.09. Fig. 14(d) shows the evolution of the blockbuster effect over time in the network II, with the reference line marking the trigger value $\varphi = 0.09$. Comparing Figs. 14(c) and 14(d) reveals results similar to those for the network I; that is, in the 80/15/5 (blue) and 65/30/5 (red) networks, the blockbuster effect is triggered at $t = 38$ and $t = 40$, respectively, while in the 50/45/5 (yellow) network, the blockbuster effect is not triggered.

The Euclidean metric can be used to define the degree of similarity between two curves, $\zeta(t)$ and $\varphi(t)$, as follows:

$$\text{similarity} = \rho = \frac{\int_0^T \zeta(t)dt - \int_0^T \varphi(t)dt}{\int_0^T \zeta(t)dt}. \quad (35)$$

The right-hand side of (35) gives the reciprocal of the sum of the distances between the two curves; as $\rho$ approaches one, the two curves become closer.

A comparison of the similarity between the results in Fig. 14(a) and the experimental data is shown in Fig. 14(e). It is seen that the transmission curve for the 65/30/5 SIS/SIR/SIRS network is most similar to that in the "K case," with a degree of similarity of $\rho \approx 0.9687$. By contrast, the 80/15/5 model has a degree of similarity to the “K case” of only $\rho \approx 0.3519$.

Fig. 14(e) also shows the similarities between the Fig. 14(c) results and the experimental data. In this case, the 55/45/5 network is most similar at $\rho \approx 0.3678$, while the 80/15/5 network has a similarity of only $\rho \approx 0.3678$.

To sum up, those comparisons validate the proposed model conform to the “K case”.

VI. CONCLUSION

In this paper, we developed and analyzed three hybrid network models with different mixtures of SF and SW network characteristics. The respective models were optimized and their generating algorithms were elaborated. We then investigated a hybrid propagation model comprising a mixture of SIS, SIR, and SIRS models. We also examined the blockbuster effect, a trigger mechanism that causes messages to spread between networks, and the concept of explicit-implicit edges. In addition, we investigated the degree distributions of the three hybrid network models and demonstrated that the network degree follows a power-law-like distribution that is closely related to the network characteristics but minimally affected by the network composition. We quantified this relation with a hybrid network model degree distribution formula. A comparison based on the Euclidean distance between simulation results and data obtained from a real HFS case from the Internet was used to validate the proposed model.

Fig. 14. (a) Comparison of evolution of first-test spreader density over time in the I networks with the “K case” data. Here, $\varphi = 0.09$, the result of the once experimental data comparison. (b) Evolution of the blockbuster effect over time during the first test. The reference line is the trigger value $\varphi = 0.09$, following the result of one experiment. (c) Comparison of evolution of second-test spreader density over time in the II networks with the “K case” data. Here, $\varphi = 0.09$, the result of the once experimental data comparison. (d) Evolution of the blockbuster effect with time in the second test. The reference line is the trigger value $\varphi = 0.09$, following the result of the one experiment. (e) Degree of similarity between the three hybrid model results over two experiments and the "K case" results.
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