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Abstract
We are interested in solving decision problem $\exists t \in \mathbb{N}, \cos t\theta = c$ where $\cos \theta$ and $c$ are algebraic numbers. We call this the $\cos t\theta$ problem. This is an exploration of Diophantine equations with analytic functions. Polynomial, exponential with real base and cosine function are closely related to this decision problem: $\exists t \in \mathbb{N}, u^TMv = 0$ where $u, v \in \mathbb{Q}^n, M \in \mathbb{Q}^{n \times n}$. This problem is also known as “Skolem problem” and is useful in verification of linear systems. Its decidability remains unknown. Single variable Diophantine equations with exponential function with real algebraic base and $\cos t\theta$ function with $\theta$ a rational multiple of $\pi$ is decidable. This idea is central in proving the decidability of Skolem problem when the eigenvalues of $M$ are roots of real numbers. The main difficulty with the cases when eigenvalues are not roots of reals is that even for small order cases decidability requires application of transcendentational number theory which does not scale for higher order cases. We provide a first attempt to overcome that by providing a $\text{PTIME}$ algorithm for $\cos t\theta$ when $\theta$ is not a rational multiple of $\pi$. We do so without using techniques from transcendental number theory.

One of the main difficulty in Diophantine equations is being unable to use tools from calculus to solve this equation as the domain of variable is $\mathbb{N}$. We also provide an attempt to overcome that by providing reduction of Skolem problem to solving a one variable equation (which involves polynomials, exponentials with real bases and $\cos t\theta$ function with $t$ ranging over reals and $\theta \in [0, \pi]$) over reals.
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1 Introduction

Reachability problems are special type of verification problems which ask if a given system can ever reach a given configuration. If behaviour of the system is deterministic and can be described as a function of time then the problem reduces to solve some equation. One such example is discrete-time linear dynamical systems of which the behaviour can be described as a linear recurring sequence. The problem of checking existence of a 0 in a given linear recurring sequence (LRS) is known as the Skolem problem and decidability of this problem remains unknown. Finding existence of 0 in such sequences over $\mathbb{Q}$ reduces to finding existence of solution of exponential Diophantine equations over algebraic numbers. The Skolem problem is in $\text{NP} \cap \text{RP}$ when eigenvalues of the given LRS are roots of real numbers.$\text{II}$

Hence, the challenge is to solve the cases when eigenvalues are not roots of reals and only known decidability results are for order 2 and 3 using Baker’s method of linear forms of...
Here we will study a basic case of the exponential Diophantine equations which we will call “cos tθ problem”.

Given real algebraic numbers $\cos \theta$ and $c$ between $-1$ to $1$, the $\cos t\theta$ problem asks if there is a natural number $t$ such that $\cos t\theta = c$. This is a special case of Skolem problem of order 3 over algebraic numbers and hence is known to be decidable but the bounds obtained by Baker’s method is exponential which yields $NP^{RP}$ complexity.

Given a square matrix $M$, a vector $u$ and an affine subspace $W$, the affine subspace reachability problem asks if there is a natural number $t$ such that $M^t u \in W$. Orbit problem is 0-dimensional case of affine subspace reachability problem and is known to be decidable in $P$.

Our first contribution is a polynomial time algorithm for the $\cos t\theta$ problem by reducing this problem to Orbit problem over $\mathbb{Q}$. Our reduction uses some facts from algebraic number theory and the algorithm for Orbit problem also uses algebraic number theory and some properties of matrices. Hence we do not need the transcendental number theory. Skolem problem is equivalent to affine subspace reachability problem under polynomial reductions. Our method is first application of Orbit problem to solve a non-trivial case of Skolem problem.

We then consider two generalizations of $\cos t\theta$ problem. The first one is $r^t \cos t\theta$ problem and second one is $\sum \cos t\theta_i$ problem. These problems are special cases of Skolem problem over algebraic numbers. The first one is known to be decidable using Baker’s method as it is of order 3 but finding an efficient algorithm or a better lower bound remains unknown. Another possible way to solve that is using affine subspace reachability problem of dimension 1 but that also requires Baker’s method and the gap between known upperbound and lowerbound remains unchanged. The second one is a not known to be decidable. Only a special case when $\theta_i$s are rational multiple of $\pi$ is known to be $NP$-complete.

Our second contribution is to give a polynomial time reduction of $\exists t \in \mathbb{N}, \sum \cos t\theta_i = c$ to $\exists t \in \mathbb{R}, \sum \cos t\theta_i = c$. The same technique gives us that the Skolem problem can be reduced to $\exists t \in \mathbb{R}, \sum r_i p_i(t) \cos t\theta_i = c$ where $r_i$ is an algebraic number and $p_i$ is a polynomial. This problem is a special case of one variable restriction of extension of theory of real numbers with cosine and power function. Unrestricted case is known to be undecidable as solving the Diophantine equation with 4 or more variables is undecidable.

We will go through some preliminaries of computation with algebraic numbers in 2.2. Specifically we will see how to represent algebraic numbers and the complexity of basic operations. We will also go through basics of linear recurring sequences and the orbit problem. The algorithm and its analysis for the $\cos t\theta$ problem is presented in section 3. In section 4 the extensions of the $\cos t\theta$ problem has been studied. Second contribution has been provided in section 5. Finally, we give a conclusion and open problems in section 6.
Definition 1 (Algebraic Numbers). A complex number \( \alpha \) is said to be an algebraic number if there is a polynomial \( p \in \mathbb{Z}[x] \) such that \( p(\alpha) = 0 \). There is a unique polynomial with minimal degree with greatest common divisor of coefficients 1 and it is said to be the minimal polynomial of \( \alpha \). Degree \( D(\alpha) \) is degree of the minimal polynomial of \( \alpha \). Height \( H(\alpha) \) is maximum absolute value of a coefficient in minimal polynomial of \( \alpha \). Roots of minimal polynomial of \( \alpha \) are called Galois conjugates of \( \alpha \). Norm \( N(\alpha) \) is product of Galois conjugates of \( \alpha \). If the leading coefficient of minimal polynomial is 1 then \( \alpha \) is said to be an algebraic integer. \( \mathbb{A} \) denotes set of all algebraic numbers and \( \mathbb{O}_\mathbb{A} \) denotes set of all algebraic integers.

Now that we have defined algebraic numbers, for the purpose of computation, we need to represent them. We represent integers as a binary string and rational numbers as a pair of integers. The canonical representation of an algebraic number is defined as below.

Definition 2. The canonical representation of an algebraic number \( \alpha \) is a tuple \((P, x, y, r)\) where \( P \) is the minimal polynomial of \( \alpha \) and \( x, y, r \in \mathbb{Q} \) such that \( \alpha \) is in the circle centered at \( x + iy \) with radius \( r \). \( x, y, r \) are chosen to distinguish \( \alpha \) from its Galois conjugates.

Note that the canonical representation is not unique but still it is trivial to check the equality of two algebraic numbers. We also need to make sure that \( x, y, r \) do not have a very large representation as that can increase the complexity. The theorem below guarantees that.

Theorem 3. [7] If two conjugates \( \alpha_i, \alpha_j \) of \( \alpha \) are not equal then \( |\alpha_i - \alpha_j| > \frac{\sqrt{6}}{d} \frac{\sqrt{d}}{H^d - 1} \).

While canonical representation is common in literature, we will need another representation in order to use algebraic numbers as matrices. This uses some applications of LLL algorithm and we will directly use the following results without proving. One can have a look in section 2.6 of Cohen [3] for details.

Theorem 4. There is a polynomial time algorithm which takes \( z_1, z_2, ..., z_k, z \in \mathbb{A} \) as input and outputs whether \( z \) is a \( \mathbb{Q} \)-linear combination of \( z_1, z_2, ..., z_k \). In case of positive answer it also outputs the coefficients.

Theorem 4 provides a way to write an algebraic number as a \( \mathbb{Q} \)-vector in a suitable number field. Using this and elementary linear algebra, one can write the matrix of multiplication with an algebraic number in polynomial time. In this vector representation, doing basic operations such as addition, multiplication and division are all computable in polynomial time. This fact is important to our main result in section 3.

2.2 From Skolem problem to Diophantine equations

In this section, we will go through the basics of linear recurring sequences in order to understand the Skolem problem.

Definition 5 (Linear Recurring Sequences). A linear recurring sequence (LRS) of order \( k \) over ring \( R \) is a sequence of elements of \( R \) which satisfies \( \forall t > k, a_t = \sum_{1 \leq i \leq k} c_i a_{t-i} \) where \( c_i \in R \).

An LRS of order \( k \) can be determined from first \( k \) terms as rest of the terms can be deterministically computed using the recurrence relation. We are interested in cases when \( R \) is one of \( \mathbb{Z}, \mathbb{Q}, \mathbb{A} \). There is an interesting result about LRS over fields of characteristic 0. This theorem is about the 0s of an LRS.

Theorem 6 (Skolem-Mahler-Lech). [8] The zeros of LRS over a field of characteristic 0 is a union of a finite set and finitely many arithmetic progressions.
The known proof of Theorem 6 uses $p$-adic methods and proof by contradiction. The proof is of non-constructive nature. That is this proof does not provide an algorithm to check whether a given LRS has a 0. The problem of finding 0 is known as the Skolem problem. Following folklore claim gives another definition of LRS in terms of matrices.

▷ Claim 7. Given a $k \times k$ matrix $M$ and $k$-dimensional vectors $u$ and $v$, the sequence $a_t = u^T M^t v$ is an LRS.

Given any LRS $\{a\}_t$, there exist a matrix $M$ and vectors $u$ and $v$ such that $a_{k+t} = u^T M^t v$ where $k$ is the order of LRS.

**Proof.** Let’s consider the characteristic polynomial of $M$, let it be $x^d - \sum_{i=1}^d a_i x^{d-i}$. Caley-Hamilton theorem implies that $M^d = \sum_{i=1}^d M^{d-i}$. Multiplying $M^{t-d}$ both sides, we get that $M^t = \sum_{i=1}^d M^{t-i}$. By multiplying the vectors $u$ and $v$ and using linearity we get, $u^T M^t v = \sum_{i=1}^d u^T M^{t-i} \lambda_i$. From Definition 5 it follows that $u^T M^t v$ is an LRS.

Let the first $k$ terms be $a_1, ..., a_k$ and the recurrence be $a_t = \sum_{i=1}^k c_i a_{t-i}$. Let $M$ be:

$$
\begin{bmatrix}
  c_1 & c_2 & \cdots & c_{k-1} & c_k \\
  I_{k-1} & 0
\end{bmatrix}
$$

where $I_{k-1}$ is identity matrix of order $k - 1$ and $0$ is a column matrix of size $k - 1$ with 0 as all of its entries. Let $u = (1, 0, ..., 0)^T$ and $v = (a_k, a_{k-1}, ..., a_1)^T$. Now using induction we can verify that $u^T M^t v = a_{k+t}$.

Now we have another version of Skolem problem that is checking if $u^T M^t v$ is 0 for some $t$. For the case when LRS is over rational numbers or over algebraic numbers, the equation $u^T M^t v = 0$ has a closed form. It can be obtained using Jordan canonical form and properties of matrix multiplication. If the eigenvalues are $\lambda_1, ..., \lambda_m$ then the closed form equation is of the form $\sum_{i=1}^m p_i(t) \lambda_i^t = 0$, where $p_i \in \mathbb{Z}[x]$. In the case when LRS is over rational numbers we know that eigenvalues occur as conjugates and are algebraic so we get the equation $\sum_{i=1}^m p_i(t) r_i^t \cos \theta_i$, where $p_i \in \mathbb{Z}[x], r_i, \cos \theta_i \in \mathbb{R} \cap \mathbb{A}$ and $|\cos \theta_i| \leq 1$. We state this as the following lemma:

▷ **Lemma 8.** Skolem problem over rational numbers (or integers) can be reduced to solving equation $\sum_{i=1}^m p_i(t) r_i^t \cos \theta_i$, where $p_i \in \mathbb{Z}[x], r_i, \cos \theta_i \in \mathbb{R} \cap \mathbb{A}$ and $\theta_i \in [0, \pi]$.

We will use this form of Skolem problem throughout this paper.

### 2.3 Affine Subspace Reachability Problem

Affine Subspace Reachability Problem asks if a given linear system reaches to a given affine subspace after some steps. We define this problem precisely here.

▷ **Definition 9.** Input: $M \in \mathbb{Q}^{k \times k}, v \in \mathbb{Q}^k$ and an affine subspace $W$ described using linear equations it satisfies.  
Output: “Yes” if there is a $t \in \mathbb{N}$ such that $M^t v \in W$; “No” otherwise.

Affine subspaces are defined using equations of form $u^T v = c$. It is trivial that Skolem problem is a special case of affine subspace reachability problem. An interesting and folklore converse is that affine subspace reachability problem is polynomial time reducible to Skolem problem. We will now see a reduction to Skolem problem.

▷ **Theorem 10** (Reduction to Skolem Problem (Folklore)). Affine subspace reachability problem is polynomial time reducible to Skolem problem.
Proof-Sketch. If Skolem problem is decidable then we can also compute the zero set explicitly. Affine subspace reachability problem is like finding intersection of solution sets of equations of type $u^T M^t v = 0$. Intersection of arithmetic progressions can be computed using chinese remainder theorem.

Orbit problem is 0-dimensional affine subspace reachability problem.

Definition 11 (Orbit problem). Input: $M \in \mathbb{Q}^{k \times k}, u, v \in \mathbb{Q}^k$ Output: “Yes” if there is a $t \in \mathbb{N}$ such that $M^t u = v$; “No” otherwise.

This problem is known to be decidable in PTIME. The techniques used are from algebraic number theory. The link between Skolem problem and Orbit problem was also hinted in [4].

Theorem 12 (Complexity of Orbit problem). [4, 5] The Orbit problem is in P.

$$
\text{3 The } \cos t\theta \text{ Problem}
$$

In this section we will provide a polynomial time reduction from the $\cos t\theta$ problem to the Orbit problem. We first prove that the sequence $a_t = \cos t\theta$ is an LRS.

Theorem 13 ($\cos t\theta$ is an LRS). The sequence $a_t = \cos t\theta$ satisfies a linear recurrence relation over $\mathbb{Q}$.

Proof. Let $z = \cos \theta + i \sin \theta$ where $\sin \theta = \sqrt{1 - \cos^2 \theta}$. Consider the minimal polynomial of $z$, $c_0 z^k - \sum_{i=1}^{k} c_i z^{k-i}$. That implies, $z^k = \sum_{i=1}^{k} c_i z^{k-i}$. Multiplying with $z^{t-k}$ both sides we get, $z^t = \sum_{i=1}^{k} c_i z^{t-i}$. Taking real parts of both sides and using De’Moivere’s identity, $\cos t\theta = \sum_{i=1}^{k} c_i \cos(t-i)\theta$. We get a linear recurrence relation.

The eigenvalues of this LRS are exactly the conjugates of $z$. The equation $\cos t\theta = c$ is an affine subspace reachability problem of co-dimension 1. This can also be thought of as Skolem problem of order 3 over algebraic numbers.

Now we will see a reduction from this problem to Orbit problem.

3.1 $\cos t\theta$ is in PTIME

The reduction exploits the fact that multiplication with algebraic numbers is a $\mathbb{Q}$-linear transformation.

Theorem 14 ($\cos t\theta$ problem is in P). Given real algebraic numbers $\alpha = \cos \theta, c$ such that $|\alpha| \leq 1, |c| < 1$, there is a polynomial time algorithm to check the existence of a natural number $t$ such that $\cos t\theta = c$.

We provide the following algorithm.

1. Compute $z = \alpha + i \sqrt{1 - \alpha^2}$
2. Check if $c \pm i \sqrt{1 - c^2} \in \mathbb{Q}(z)$. If both cases give negative answer return “No”, otherwise compute the coordinate of the target vectors (those amongst $c \pm i \sqrt{1 - c^2}$ which are in $\mathbb{Q}(z)$) and go to next step.
3. Compute the multiplication matrix for $z$.
4. Solve $M^t \mathbf{1} = v$ for all target vectors.
5. Return OR of outputs.

Below we provide a proof of Theorem 14.
Theorem 15 (Polynomial time restrictions of \( r^t \cos t \theta \) problem). For the following conditions the \( r^t \cos t \theta \) problem is in \( P \):

1. \( r \leq 1 \)
2. \( z \) has a \( \mathbb{Q} \)-conjugate with absolute value less than or equal to 1
3. \( r = \frac{\alpha}{\beta} \) and \( \cos \theta = \frac{\gamma}{\delta} \) where \( \alpha, \beta, \gamma, \delta \in \mathbb{O}_K \) such that ideal generated by \( \alpha \) has a prime factor which does not divide ideal generated by \( \delta \).

Proof-sketch. 1. The \( \cos t \theta \) was a special case when \( r = 1 \). The case when \( r < 1 \) is also decidable in polynomial time as after \( \left\lfloor \frac{\log |z|}{\log r} \right\rfloor \) steps the value of \( r^t \cos t \theta < c \) at every later step.

2. Using the Galois transformations \( z \mapsto \gamma \) we can convert \( z^t + \bar{z}^t = c \) to \( \gamma^t + \bar{\gamma}^t = d \) where \( \gamma \) is a conjugate with \( |\gamma| \leq 1 \). Then it is same as previous case.

3. Using the valuation with respect to a prime factor of such an ideal, we get that the valuation will be monotonically increasing for \( z^t \) and that gives a bound as the valuation of \( c \) is fixed.

The gap between upper and lower bounds remain as these cases are not exhaustive.
4.2 The $\sum \cos t\theta_i$ problem

Another way to extend this problem is by extending the order. This problem is $\exists t \in \mathbb{N}$ such that $\sum_{i=1}^{k} c_i \cos t\theta_i = 0$. We call this "$\Sigma \cos t\theta_i$ problem. This problem is not known to be decidable. The $\cos t\theta$ is an special case of this problem. This problem is known to be NP-hard[1]. Even a restriction of this problem when $\theta_i$s are restricted to be rational multiples of $\pi$ is known to be NP-complete. Only case when we know decidability with non-degenerate $\theta$ is the $\cos t\theta$ problem. We conjecture the following.

▶ Conjecture 16. $\Sigma \cos t\theta_i$ problem is decidable only if Skolem problem is decidable.

5 Continuization and Computation

In this section we will see few steps towards converting the Skolem problem to its analytical version. We will use continuization to do so. The motivation behind this is the fact that the equations $r^t p(t) \cos t\theta = c$ can be solved easily for $t \in \mathbb{R}$ where $\theta \in [0, \pi]$. We state the following theorem as a first step towards continuization of Skolem problem.

▶ Proposition 17. If $\exists t \in \mathbb{R}, \Sigma \cos t\theta_i = 0$ is decidable then $\exists t \in \mathbb{N}, \Sigma \cos t\theta_i = 0$ is also decidable.

Proof. We use the summation of squares method with the fact that $\cos 2\pi t = 1$ characterises integers.

$$\exists t \in \mathbb{N}, \Sigma c_i \cos t\theta_i = c \iff \exists t \in \mathbb{R}, ((\Sigma c_i \cos t\theta_i) - c)^2 + (\cos 2\pi t - 1)^2 = 0$$

If we expand the square we get some multiplicative terms for example $\cos t\theta_i \cos t\theta_j$, using the identity $\cos(A + B) + \cos(A - B) = 2 \cos A \cos B$, we can convert them to additive cosine terms and get that the equation in rhs is also as desired i.e. of form $\Sigma c_i \cos t\theta_i$ and we get the reduction.

This can be extended to the Skolem problem also we omit the proof as it is very similar to previous one.

▶ Proposition 18. If $\exists t \in \mathbb{R}, \Sigma p_i(t) r^t \cos t\theta_i = 0$ is decidable then $\exists t \in \mathbb{N}, \Sigma p_i(t) r^t \cos t\theta_i = 0$ is also decidable.

Note that this different problem from continuous-time Skolem problem as the base is algebraic numbers for exponentials. However, this technique of continuization may be extended to membership problem for $P$-recursive sequences and other sequences. We conjecture two statements one about $P$-recursive sequences and other about computation in general.

▶ Conjecture 19. The membership problem for $P$-recursive sequences is reducible to solving one variable equation over reals.

▶ Conjecture 20. The one variable extension of real number with first order axiomatizable functions is decidable.

Conjecture 20 implies decidability of Skolem problem and membership problem for $P$-recursive sequences. If this conjecture is false then we get an extension of reals which is undecidable and that will also have great implications on the theory of computation.
6 Conclusion

In this paper we presented small steps towards some challenges in finding an algorithm for Skolem problem. The first step is to overcome the use of transcendental number theory as it does not scale well. This goal is partially achieved as the $r^t \cos t\theta$ problem still needs to use that for some of the cases. The absence of lower bounds makes it interesting to explore the lower bounds for $r^t \cos t\theta$ problem.

Our second contribution is in the direction of continuization of computation. The key idea is to interpolate the sequences with some well-behaving functions over reals and then thinking of the problem as a problem for these sequences. This can be useful particularly because there is abundance of real analytic tools to find roots of functions.

We made three conjectures in this paper. The first conjecture is interesting as it asserts that Skolem problem is hard only for the cases when the effective eigenvalues are on unit circle but not roots of unity. This conjecture seems plausible as all the challenges in solving Skolem problem also remain for the $\Sigma \cos t\theta$ problem.

The other two conjectures are about the power of continuization in general. The theory of closed real field with cosine function is known to be undecidable but restriction to one variable case is an interesting unexplored problem. Our last conjecture is about weakness of one variable fragment of extensions of theory of reals.
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