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ABSTRACT
Recent work on fairness in machine learning has begun to be extended to recommender systems. While there is a tension between the goals of fairness and of personalization, there are contexts in which a global evaluations of outcomes is possible and where equity across such outcomes is a desirable goal. In this paper, we introduce the concept of a balanced neighborhood as a mechanism to preserve personalization in recommendation while enhancing the fairness of recommendation outcomes. We show that a modified version of the SLIM algorithm can be used to improve the balance of user neighborhoods, with the result of achieving greater outcome fairness in a real-world dataset with minimal loss in ranking performance.
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1 INTRODUCTION
Bias and fairness in machine learning are topics of considerable recent research interest [1, 3]. A standard approach in this area is to identify a variable or variables representing membership in a protected class, for example, race in an employment context, and to develop algorithms that remove bias relative to this variable. See, for example, [7, 8, 11, 13, 14].

To extend this concept to recommender systems, we must recognize the key role of personalization. Inherent in the idea of recommendation is that the best items for one user may be different than those for another. The dominant recommendation paradigm, collaborative filtering [9], uses user behavior as its input, ignoring user demographics and item attributes. One approach to fairness in recommendation is to examine outcomes only in terms of the level and type of error experienced by different groups [12]. However, there are contexts in which this approach may be insufficient. Consider a recommender system suggesting job opportunities to job seekers. An operator of such a system might wish, for example, to ensure that male and female users with similar qualifications get recommendations of jobs with similar rank and salary. The system would therefore need to defend against biases in recommendation output, even biases that might arise entirely due to behavioral differences: for example, male users might be more likely to click optimistically on high-paying jobs.

Defeating such biases is difficult if we cannot assert a shared global preference ranking over items. Personal preference is the essence of recommendation especially in areas like music, books, and movies where individual taste is paramount. Even in the employment domain, some users might prefer a somewhat lower-paying job if it had other advantages: such as flexible hours, shorter commute time, or better benefits. Thus, to achieve the policy goal of fair recommendation of jobs by salary, a site operator must go beyond personalization as a goal and impose additional constraints on the recommendation algorithm.

In this paper, we investigate fairness-aware recommendation in the context of recommendation. In particular, we develop the idea of segregation in recommendation, its implications for fairness, and show that a regularization-based approach can be used to control the formation of recommendation neighborhoods. We show that this approach can be used to overcome statistical biases in the distribution of recommendations across users in different groups.

2 BALANCED NEIGHBORHOODS IN RECOMMENDATION

In [13], the authors impose a fairness constraint on a classification by creating a fair representation, a set of prototypes to which instances are mapped. The prototypes each have an equal representations of users in the protected and unprotected class so that the association between an instance and a prototype carries no information about the protected attribute.
As noted above, the requirement for personalization in recommendation means that we have as many classification tasks as we have users. A direct application of the fair prototype idea would aggregate many users together and produce the same recommendations for all, greatly reducing the level of personalization and the recommendation accuracy. This idea must be adapted to apply to recommendation.

One of the fundamental ideas of collaborative recommendation is that of the peer user, a neighbor whose patterns of interest match those of the target user and whose ratings can be extrapolated to make recommendations for the target user. One place where bias may creep into collaborative recommendation may be through the formation of peer neighborhoods.

Consider the situation in Figure 1. The target user here is the solid square, a member of the protected class. The top of the figure shows a neighborhood for this user in which recommendation will be generated only from other square users, that is, other protected individuals. We can think of this as a kind of segregation of the recommendation space. If the peer neighborhoods have this kind of structure relative to the protected class, then this group of users will only get recommendations based on the behavior and experiences of users in their own group. For example, in the job recommendation example above, women would only get recommendations of jobs that have interested other women applicants, potentially leading to very different recommendation experiences across genders.

To counter this type of bias, we introduce the notion of a balanced neighborhood. A balanced neighborhood is one in which recommendations for all users are generated from neighborhoods that are balanced with respect to the protected and unprotected classes. This is shown in the bottom half of Figure 1. The target has an equal number of peers inside and outside of the protected class. In the case of job recommendation discussed above, this would mean that female job seekers get recommendations from some female and some male peers.

There are a variety of ways that balanced neighborhoods might be formed. The simplest way would be to create neighborhoods for each user that balance accuracy against group membership. This could be highly computationally inefficient as it would require solving a separate optimization problem for each user. In this research, we explore an extension of the well-known Sparse Linear Method (SLIM), which has been proved very effective in recommendation ranking with implicit data. This extension uses regularization to control the way different neighbors are weighted, with the goal of achieving balance between protected and non-protected neighbors for each user.

3 SLIM

The Sparse Linear Method for recommendation was introduced in [10]. It is a generalization of item-based k-nearest neighbor in which all items are used and weights for these items are learned through optimization to minimize a regularized loss function. Although this is not proposed in the original SLIM paper, it is possible to create a user-based version of SLIM (labeled SLIM-U in [15]), which generalizes the user-based algorithm in the same way.

Assume that there are $M$ users (a set $U$), $N$ items (a set $I$), and let us denote the associated 2-dimensional rating matrix by $R$. SLIM is designed for item ranking and therefore $R$ is typically binary. We will relax that requirement in this work. We use $u_i$ to denote user $i$ and $t_j$ to denote the item $j$. An entry, $r_{ij}$, in matrix $R$ represents the rating of $u_i$ on $t_j$.

SLIM-U predicts the ranking score $\hat{s}$ for a given user, item pair $<u_i, t_j>$ as a weighted sum:

$$\hat{s}_{ij} = \sum_{k \in U} w_{ik} r_{kj}, \quad \text{(1)}$$

where $w_{ii} = 0$ and $w_{ik} \geq 0$.

Alternatively, this can be expressed as a matrix operation yielding the entire prediction matrix $\hat{S}$:

$$\hat{S} = WR, \quad \text{(2)}$$

where $W$ is an $M \times M$ matrix of user-user weights. For efficiency, it is very important that this matrix be sparse.

The optimal weights for SLIM-U can be derived by solving the following minimization problem:

$$\min_{W} \frac{1}{2} \|R - WR\|^2 + \lambda_1 \|W\|_1 + \frac{\lambda_2}{2} \|W\|^2, \quad \text{(3)}$$

subject to $W > 0$ and $\text{diag}(W) = 0$.

The $\|W\|^2$ term represents the $\ell_2$ norm of the $W$ matrix and $\|W\|_1$ represents the $\ell_1$ norm. These regularization terms are present to constrain the optimization to prefer sparse sets of weights. Typically, coordinate descent is used for optimization. Refer to [10] for additional details.

3.1 Neighborhood Balance

Recall that our aim in fair recommendation to eliminate segregated recommendation neighborhoods where protected class users only receive recommendations from other users in the same class. Such neighborhoods would tend to magnify any biases present in the system: if users in the protected class only are recommended certain items, then they will be more likely to click on those items and thus increase the likelihood that the collaborative system will make these items the ones that others in the protected group see.

To reduce the probability that such neighborhoods will form, we use the SLIM-U formalization of the recommendation problem, but we add another regularization term to the loss function, which we
Balanced Neighborhoods for Fairness-aware Collaborative Recommendation

We then set this derivative to zero and solve for the value of $w_{ik}$ that produces this minimum. This becomes the coordinate descent update step.

$$w_{ik} \leftarrow \frac{S \left( \sum_{j \in I} (r_{ij} - \sum_{l \in U'} w_{il} r_{lj}) + \lambda_3 p_k \sum_{l \in U'} p_l w_{il}, \lambda_1 \right)_+}{\sum_{j \in I} k_j^2 + \lambda_2 + \lambda_3}$$

(7)

where $S(\cdot)_+$ is the soft threshold operator defined in [4].

4 METHODOLOGY

It is very difficult to find datasets that contain the kind of features that would be necessary to evaluate fairness-aware recommendation algorithms based on user demographics. For example, the data from the job search site XING\(^1\) that was made available for the 2017 RecSys Challenge\(^2\) does not have any demographic information about users except their broad geographic region.

For the purposes of demonstration, we are using the MovieLens 1M dataset \([6]\), which contains user gender information. Movie recommendation is, of course, a domain of pure individual taste and therefore not an obvious candidate for fairness-aware recommendation. Following the example of [12], our approach to construct an artificial equity scenario within this data for expository purposes only, with the understanding that real scenarios can be approached with a similar methodology.

Our artificial scenario centers on movie genres. It can be seen in this data that there is a minority of female users (1709 out of the total of 6040). Certain genres display a discrepancy in recommendation delivery to male and female users. For example, in the “Crime” genre, female users rate a very similar number of movies (average of 0.048% of female profiles vs 0.049% of male profiles) and rate them similarly: an average rating of 3.689 for female users vs 3.714 for male users. However, our baseline unmodified SLIM-U algorithm recommends in the top 10 an average of 1.16 “Crime” movies per female user as opposed to 1.18 such movies to male users. We are still exploring the cause of this discrepancy, but it seems likely that there are influential female users with a lower opinion of this genre.

Given that the rating profiles are similar but the recommendation outcomes are different, we can therefore conclude that the female users experience a deprivation (if one wants to call it that) of “Crime” movies compared to their male counter-parts. Similar losses can be observed for other genres. It is, of course, questionable if there is any harm associated with this outcome and we do not claim such. It is sufficient that these differences allow us to validate the properties of the BN-SLIM algorithm.

Our goal, then, is to reduce or eliminate genre discrepancies with minimal accuracy loss by constructing balanced neighborhoods for the MovieLens users. The $p$ vector in Equation 7 therefore will have a 1 for female users and a -1 for male users. In the experiments below, we compare the user-based SLIM algorithm in its unmodified form and the balanced neighborhood version BN-SLIM.

In evaluating fairness of outcome, we measure the number of movies of the chosen genre as the measure of outcome quality.

---

\(^1\)https://www.xing.com/jobs

\(^2\)http://2017.recsyschallenge.com/
Therefore, we construct a genre-level equity score, \( E@k \) for recommendation lists of \( k \) items, as the ratio between the outcomes for the different groups. Let \( P_i@k = \rho_1, \rho_2, \ldots, \rho_k \) be the top \( k \) recommendation list for user \( i \), and let \( \epsilon() \) be a function \( \rho \rightarrow 0, 1 \) that maps to 1 if the recommended movie is in the chosen genre. Then:

\[
E@k = \frac{\sum_{i \in U^+} \sum_{\rho \in P_i@k} \epsilon(\rho)/|U^+|}{\sum_{i \in U^-} \sum_{\rho \in P_i@k} \epsilon(\rho)/|U^-|}
\]

(8)

\( E@k \) will be less than 1 when the protected group is, on average, recommended fewer movies of the desired genre. It may be unrealistic to imagine that this value should approach 1: the metric does not correct for other factors that might influence this score – for example, female users may rate a particular genre significantly lower and an equality of outcome should not be expected. While the absolute value of the metric may be difficult to interpret, it is still useful for comparing algorithms. The one with the higher \( E@k \) is providing more movies in the given genre to the protected group.

As in any multi-criteria setting, we must be concerned about any loss of accuracy that results from taking additional criteria into consideration. Therefore, we also evaluate NDCG@10 for our algorithms in the results below.

5 RESULTS

We implemented the SLIM-U and BN-SLIM algorithms using LibRec 2.0 [5]. We used 5-fold cross-validation as implemented within the library. Within the MovieLens 1M dataset, we selected the five genres on which the SLIM-U algorithm produced the lowest equity scores: “Film-Noir”, “Mystery”, “Horror”, “Documentary”, and “Crime”. The parameters were set as follows: \( \lambda_1 = 0.1 \), \( \lambda_2 = 0.001 \), and (for BN-SLIM) \( \lambda_3 = 25^3 \).

Table 1: Ranking accuracy

| Algorithm   | NDCG@10 |
|-------------|---------|
| SLIM-U      | 0.053   |
| BN-SLIM     | 0.052   |

Figure 2 shows the results of the experiment in terms of the equity scores for each genre. Perfect equity (1.0) is marked with the dashed line. As we can see, in every case, the balanced neighborhood algorithm produced an equity score closer to 1.0 than the unmodified algorithm. The largest jump is seen in the “Horror” genre, about 0.09 in the equity score or around 10%.

In terms of accuracy, there was only a small loss of NDCG@10 between the two conditions. See Table 1. The difference amounts to approximately 2% loss in NDCG@10 for the balanced neighborhood version.

Because the balanced neighborhood algorithm is applied across all users, it also has the effect of showing male users movie genres that occur more frequently for female users. To see this effect, we examined the five genres with the highest \( E@10 \) values: “Fantasy”, “Animation”, “War”, “Romance”, and “Western” using the same parameter values as above. The results appear in Figure 3 and show a similar result. “War” is clearly the anomaly here, both because it is surprising to see it as one of the more female-recommended genres and because the genre-balance algorithm pushes it to become more skewed rather than less. We are investigating the cause of this phenomenon. Overall, the BN-SLIM algorithm produces a recommendation experience in which the occurrence of gender-specific genres is more closely equalized, with small loss in ranking accuracy.

Figure 3: Equity scores for female-preferred genres

6 CONCLUSION

Considerations of fairness and equity are in tension with the focus on personalization that is central to recommender systems research. To ask if a recommendation outcome is fair, by definition, assumes some kind of universal standard for such outcomes, existing outside of individual preference. In some recommendation domains,
such as employment and housing, it is reasonable to expect that recommender systems may be held to such standards.

In this paper, we consider one way in which a fair outcome for a protected group may be sought in the context of personalized recommendation. Drawing on the idea of fair prototypes [13], we propose the construction of balanced neighborhoods as a mechanism for achieving fair outcomes in recommendation and we provide an implementation of the idea using a variant of the Sparse Linear Method.

Although we were not able to demonstrate results in a domain in which fair outcomes are critical, we were able to construct an evaluation using the MovieLens data set and show that our balanced neighborhood implementation overcomes biases inherent in the data with respect to male and female users and the recommendation of different genres with minimal loss in ranking accuracy.

In future work, we hope to acquire appropriate data to evaluate our approach in areas where fairness is of greater societal importance, and to extend the balanced neighborhood approach to other algorithms. Finally, we are also interested in scenarios in which there are fairness considerations for both sides of the recommendation transaction, such as reciprocal recommendation scenarios [2].
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