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Abstract

It is widely recognized that the predictions of deep neural networks are difficult to parse relative to simpler approaches. However, the development of methods to investigate the mode of operation of such models has advanced rapidly in the past few years. Recent work introduced an intuitive framework which utilizes generative models to improve on the meaningfulness of such explanations. In this work, we display the flexibility of this method to interpret diverse and challenging modalities: music and physical simulations of urban environments.

1. Introduction

While machine learning methods like linear regression or random forests allow for clear human interpretations, the explanations of why modern deep neural networks arrive at their decisions are much more opaque. However, the machinery required to explain how they reach their results has advanced a long way in the past five years (1, 9, 14, 16, 17). The ideal is an approach that is domain-agnostic, method-agnostic, computationally efficient, and well-founded. We see these constraints satisfied in two methods Chang et al. (2), MacDonald et al. (10) upon which we build. The underlying idea is to see which parts of the input must be retained in order to preserve the model’s prediction, however in practice it is non-trivial to make sure the model’s prediction remains meaningful. Chang et al. (2) addresses this by using Generative Adversarial Networks (GANs, (5, 6, 13, 18)) to infill images with feasible content. While in (2) this method is used solely for image classification, we showcase the flexibility of such an approach.

2. Method

Assume we are given access to a black box model $\Phi$ and a target datum $x$ for which we would like to understand why the model considers $\Phi(x) = \hat{y}$. We alter some aspect of $x$ with a transformation $T(x) = z$ in order to evaluate whether that aspect was important to the model’s decision. This transformation $T$ is typically done by setting regions in the image to a background color (14), randomly flipping pixels (10), or by blurring specific regions (4).

In ((10), (2), (4)), the authors evaluate whether $\Phi(x) = \Phi(z) = \hat{y}$ remains true after the transformation. MacDonald et al. (10) connect this with Rate-Distortion theory and formulate the task of interpreting the model as finding a partition of components of $x$ into relevant and irrelevant components $S$ and $S^c$. For a probability distribution $\Upsilon$ defined on $[0, 1]^d$, from which random vectors $n \sim \Upsilon$ are drawn, the obfuscation $z$ of $x$ with respect to $S$ and $\Upsilon$ is characterized by $z_S = x_S$ and $z_{S^c} = n_{S^c}$. Labeling the resulting distribution as $\Upsilon_s$, we arrive at an expected distortion of $S$ with respect to $\Phi$, $x$, and $\Upsilon$ referred to as Rate-Distortion Explanation (RDE):

$$D(S, \Phi, x, \Upsilon) = \frac{1}{2} \mathbb{E}_{z \sim \Upsilon_s}[(\Phi(x) - \Phi(z))^2]$$

Similarly to how rate-distortion is used to analyze lossy data compression, RDE scores the components of $S$ according to the expected deviation from the original datum’s classification score. The smallest set $S$ that ensures a limited distortion $D(S)$ will contain the most relevant components. Intuitively, this means finding a minimal set of components in $x$ which cannot be randomly changed without affecting $\Phi$’s classification. However, there is a subtle issue that reduces the effectiveness of this procedure that also affects other approaches like LIME (14).

The issue is that when we modify the image with random noise or setting parts of the image to a background color, we do not know if the obfuscation is still in the domain of $\Phi$. In other words, is $z$ close enough to the training data distribution for the minimization of $D$ to give meaningful information about why $\Phi$ made its decisions? If it is not close enough, then it is difficult to say that the classifier made its decision because that particular set of components in $S$ were important or not. It may instead be because $z$ is in a region of space for which the model has never developed
With that preface, we formalize our objective as follows. Which minimize the distortion the most. While this means \( \theta \) with respect to \( s \), another way to circumvent this problem, presented in (2), is by viewing it as a convex combination using a binary mask \( s \) as

\[
z := T(x, s, n) = x \odot s + G(x, s, n) \odot (1 - s),
\]

came from \( D \). Because \( z \) equals \( x \) where \( x \) is masked by \( s \), this can be viewed as sampling from the conditional data distribution \( D|_{z=x,s} \). While there are circumstances where this access to \( D \) is not possible, such as when examining a model packaged as part of a larger software installation, we consider it to be a reasonable request in most scenarios.

With that preface, we formalize our objective as follows. For \( s \in \{0, 1\}^d \) and \( z = T(x, s, n) \), we seek to minimize

\[
L(s) = \frac{1}{2} E_{z \sim T_s}[(\Phi_d(x) - \Phi_d(z))^2] + \lambda ||s||_0.
\]

Although this reflects the goal of our optimization, obtaining a sparse mask \( s \) and ensuring a low distortion, it is difficult to optimize due to the \( \ell_0 \)-semi-norm. We therefore instead consider the following relaxation:

\[
L'(s) = \frac{1}{2} E_{z \sim T_s}[(\Phi_d(x) - \Phi_d(z))^2] + \lambda ||s||_1.
\]

This is still difficult to optimize because \( s \) is a hard binary mask representing the partition of \( x \) into \( x_S \) and \( x_{S'} \). Consequently, we relax further by following (10) and formalizing the optimization approach as \( s \in [0, 1] \) with the \( \ell_1 \)-regularization encouraging saturation at either 0 or 1. We can then use SGD to optimize \( L' \). This does not prevent \( s \) from attaining non-extremal values, however we do not see that in practice.

Another way to circumvent this problem, presented in (2), is by viewing \( s \sim \text{Bernoulli}(\theta) \). This can be done using the concrete distribution (7, 11), which samples \( s \) from a continuous relaxation of the Bernoulli distribution using some temperature \( t \). We can then optimize the term (1) with respect to \( \theta \) using SGD. Note that we still use \( \ell_1 \)-regularization over \( s \sim \text{Bernoulli}(\theta) \), which pushes the model to optimize for a sparse \( s \).

Finally, a third way to try to get a sparse \( s \) while minimizing the distortion is through Matching Pursuit (MP) (12). Here, components of \( s \) are chosen in a greedy fashion according to which minimize the distortion the most. While this means that we have to test every component of \( s \), it is applicable in cases where \( s \) is low dimensional and we are only interested in few non-zero components. This is the case in our Radio Map experiments presented below.

3. Experiments

With our experiments, we demonstrate how capable this interpretability technique is for analyzing different data modalities. Whereas most works focus on images, we choose two challenging modalities that are often unexplored. The first is audio, where we focus on classification of acoustic instruments in the NSynth dataset (3). In this setting, we train \( G \) as described in Sec 2 in order to inform \( T \).

The second is interpreting the outcome of physical simulations used to estimate radio maps in urban environments. In this setting, we take a different tack with our inpainter. Because the data is expensive to gather, highly structured, and has capable associated physical simulations, we rely on a model-based approach along with heuristics to in-paint. We optimize \( s \) with MP as described in Sec 2.

3.1. Audio

We set \( D \) as the NSynth dataset (3), a library of short audio samples of distinct notes played on a variety of instruments. The model \( \Phi \) classifies acoustic instruments from \( D \). We note at this point that we follow the experimental setup of (10) and compute the distortion with respect to the pre-softmax scores for each class. To train the inpainter \( G \), we first sample \( x \) from the dataset, \( s \) as a random binary mask, and \( n \) normally distributed to seed the generator. We then generate \( x' = G(x, s, n) \) and have the discriminator adversarially differentiate whether \( x' \) is real or generated.

We pre-process the data by computing the power-normalized magnitude spectrum and phase information using the DFT on a logarithmic scale from 20 to 8000 Hertz. We then train \( G \) for 200 epochs as a residual CNN with added noise in the input and deep features. While it did not fully converge, we found the outputs to be satisfactory, exemplified by the output in Fig 1. More details regarding architecture are given in the appendix in Fig 5 and Table 2.

For computing the explainability maps, we constructed \( \theta \) to be the Bernoulli variable dictating whether the phase or magnitude information of a certain frequency is dropped. \( \theta \) was optimized to minimize Eq (1) for \( 10^6 \) iterations using the Adam optimizer with a step size of \( 10^{-3} \) and a regularization parameter of \( \lambda = 50 \). We used a temperature of 0.1 for the concrete distribution. Two examples resulting from this process can be seen in Figure 2.

Notice here that the method actually shows a strong reliance of the classifier on low frequencies (30Hz-60Hz) to classify the top sample in Figure 2 as a guitar, as only the guitar samples have this low frequency slope in the spectrum. We can also see in contrast that classifying the bass sample relies more on the continuous signal between 100Hz and 230Hz. Regarding the phase, it is interesting to see that if the phase angle changes smoothly with frequency, the model pays
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less attention than if the phase angle is changing rapidly. This can also be explained by only needing fewer samples throughout different frequencies to recognize smooth phase angle changes (versus rapid ones).

![Inpainted Bass](image)

**Figure 1. Inpainted Bass:** Example inpainting from $G$. The random mask is zeroed out the green parts. The axes for the inpainted signal (black) and the original signal (blue dashed) are offset to improve visibility. Note how the inpainter generates plausible peaks in the magnitude and phase spectra, especially with regard to rapid ($\geq 600\text{ Hz}$) vs. smooth ($< 270\text{ Hz}$) changes in phase.

**Magnitude vs Phase** We now consider the following interpretation query. By restricting $s$ to not act on each frequency but turn off or on the entire magnitude spectrum or phase information, we can probe the classifier for which of the two is more important. We can furthermore optimize the mask $s$ not only for one datum, but for all samples from a class. We can therefore extract the information if magnitude or phase is more important for predicting samples from a specific class.

For this, we again minimized (1) (meaned over all samples of a class) by optimizing $\theta$ as the Bernoulli parameter for $2 \times 10^5$ iterations using the Adam optimizer with a step size of $10^{-4}$ and the regularization parameter $\lambda = 30$. Again, a temperature of $t = 0.1$ was used for the concrete distribution.

From the results of these computations, which can be seen in Table 1, we can see that there is a clear difference on what the classifier bases its decision on across instruments. The classification of most instruments is largely based on phase information. For the mallet, the values are low for magnitude and phase, which means that the distortion is generally not really high compared to the regularization penalty even if the signal is completely inpainted. This underlines that due to the distortion being computed for pre-softmax scores, the regularization parameter generally has to be adjusted for every case.

3.2. Radio Maps

In this setting, we assume a set of transmitting devices (TX) broadcasting a signal within a city. The received strength varies with location and depends on physical factors such as line of sight, reflection, and diffraction. The problem is to estimate the function that assigns the proper signal strength to each location in the city. Our dataset $\mathcal{D}$ is RadioMapSeer (8) containing 700 maps, 80 TX per map, and a corresponding grayscale label encoding the signal strength at every location.

Our model $\Phi$ is a UNet (15) architecture that receives as input three binary maps: a noisy map of the city where some buildings are missing, the TX locations, and some ground truth signal measurements. It is then trained to output the estimation of the signal strength throughout the city. We wish to understand whether signal measurements or buildings are more influential to our model’s decisions.

We also consider a second model $\Phi_{gt}$ similar to the first except that it receives as input the ground truth city map along with the TX locations. Please see Fig 3a, 3b, and 3c for examples of a ground truth map and estimations for $\Phi$ and $\Phi_{gt}$, respectively.
Figure 3. We consider two cases. The first is to accept the masked measurements and buildings are most important to interpolate the missing building with a shadow. As a\nΦ
To address this, we consider each building and measurement of the unchosen measurements are sampled from \( \Phi \) continuum of completion methods where a random subset severe is the overestimate. We then sample this estimation transmissions. The more buildings that make a model-based prediction of the radio map conditioned \( s \) input from \( \Phi \). On the other hand, we can inpaint with the trained \( \Phi_{gt} \) as potential targets for our mask \( s \) useful otherwise.

We consider two cases. The first is to accept the masked input from \( s \) with the underlying assumption being that any subset of measurements and buildings is valid for a city map. For a fixed set of chosen buildings, adding more measurements to the mask typically brightens the resulting radio map. This lets us answer which measurements are most important for brightening the radio map.

On the other hand, we can inpaint with the trained \( \Phi_{gt} \) to make a model-based prediction of the radio map conditioned on what \( s \) preserved. This will overestimate the strength of the signal because there are fewer buildings to obstruct the transmissions. The more buildings that \( s \) preserves, the less severe is the overestimate. We then sample this estimation to yield an in-painted map to input to \( \Phi \). This lets us answer which measurements and buildings are most important to darkening the radio map. Between these two cases lay a continuum of completion methods where a random subset of the unchosen measurements are sampled from \( \Phi_{gt} \) and the rest are set to zero.

Examples of these two cases are presented in Fig 4 where we construct an explanation for a prediction \( \hat{y} = \Phi(x) \). Note that we care about specific small patches exemplified by the green boxes.

When the query is how to darken the free space signal (Fig 4b), the optimized mask \( s \) suggests that samples in the shadow of the missing building are the most influential in the prediction. These dark measurements are supposed to be in line-of-sight of a TX, which indicates that the network deduced that there is a missing building. When the query is how to fill in the image both with shadows and bright spots (Fig 4c), both samples in the shadow of the missing building and samples right before the building are influential. This indicates that the network used the bright measurements in line-of-sight and avoided predicting an inordinately large building. To understand the chosen buildings, note that \( \Phi \) is based on a composition of UNets and is thus interpreted as a procedure of extracting high level and global information from the inputs to synthesize the output. The locations of the chosen buildings in Figure 4 reflect this global nature.

4. Conclusion

In this paper, we have demonstrated that modern interpretability techniques can help explain a model’s prediction in challenging domains like audio and physical simulations. This suggests using these techniques in areas across other modalities and especially within the experimental sciences where interpretability is of utmost importance.
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| Instrument | Magnitude Importance | Phase Importance |
|------------|----------------------|-----------------|
| Organ      | 0.829                | 1.0             |
| Guitar     | 0.0                  | 0.999           |
| Flute      | 0.092                | 1.0             |
| Bass       | 1.0                  | 1.0             |
| Reed       | 0.136                | 1.0             |
| Vocal      | 1.0                  | 1.0             |
| Mallet     | 0.005                | 0.217           |
| Brass      | 0.999                | 1.0             |
| Keyboard   | 0.003                | 1.0             |
| String     | 1.0                  | 0.0             |

Table 1. Magnitude Importance vs. Phase Importance.
References

[1] Bach, S., Binder, A., Montavon, G., Klauschen, F., Müller, K.-R., and Samek, W. On pixel-wise explanations for non-linear classifier decisions by layer-wise relevance propagation. *PLOS ONE*, 10(7):1–46, 07 2015. doi: 10.1371/journal.pone.0130140. URL https://doi.org/10.1371/journal.pone.0130140.

[2] Chang, C.-H., Creager, E., Goldenberg, A., and Duvenaud, D. Explaining image classifiers by counterfactual generation, 2018.

[3] Engel, J., Resnick, C., Roberts, A., Dieleman, S., Eck, D., Simonyan, K., and Norouzi, M. Neural audio synthesis of musical notes with wavenet autoencoders, 2017.

[4] Fong, R. and Vedaldi, A. Interpretable explanations of black boxes by meaningful perturbation. *CoRR*, abs/1704.03296, 2017. URL http://arxiv.org/abs/1704.03296.

[5] Goodfellow, I. J., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., Courville, A. C., and Bengio, Y. Generative adversarial networks. *ArXiv*, abs/1406.2661, 2014.

[6] Iizuka, S., Simo-Serra, E., and Ishikawa, H. Globally and locally consistent image completion. *ACM Trans. Graph.*, 36(4), July 2017. ISSN 0730-0301. doi: 10.1145/3072959.3073659. URL https://doi.org/10.1145/3072959.3073659.

[7] Jang, E., Gu, S., and Poole, B. Categorical reparameterization with gumbel-softmax, 2016.

[8] Leevie, R., akan Yapar, Kutyniok, G., and Caire, G. Radiounet: Fast radio map estimation with convolutional neural networks, 2019.

[9] Lundberg, S. M. and Lee, S.-I. A unified approach to interpreting model predictions. In Guyon, I., Luxburg, U. V., Bengio, S., Wallach, H., Fergus, R., Vishwanathan, S., and Garnett, R. (eds.), *Advances in Neural Information Processing Systems 30*, pp. 4765–4774. Curran Associates, Inc., 2017.

[10] MacDonald, J., Wäldchen, S., Hauch, S., and Kutyniok, G. A rate-distortion framework for explaining neural network decisions. *CoRR*, abs/1905.11092, 2019. URL http://arxiv.org/abs/1905.11092.

[11] Maddison, C. J., Mnih, A., and Teh, Y. W. The concrete distribution: A continuous relaxation of discrete random variables. *CoRR*, abs/1611.00712, 2016. URL http://arxiv.org/abs/1611.00712.

[12] Mallat, S. G. and Zhifeng Zhang. Matching pursuits with time-frequency dictionaries. *IEEE Transactions on Signal Processing*, 41(12):3397–3415, 1993.

[13] Pajot, A., de Bézenac, E., and Gallinari, P. Unsupervised adversarial image inpainting. *ArXiv*, abs/1912.12164, 2019.

[14] Ribeiro, M. T., Singh, S., and Guestrin, C. "why should I trust you?": Explaining the predictions of any classifier. *CoRR*, abs/1602.04938, 2016. URL http://arxiv.org/abs/1602.04938.

[15] Ronneberger, O., Fischer, O., and Brox, T. U-Net: Convolutional networks for biomedical image segmentation. In Navab, N., Hornegger, J., Wells, W. M., and Frangi, A. F. (eds.), *Medical Image Computing and Computer-Assisted Intervention – MICCAI 2015*, pp. 234–241, Cham, 2015. Springer International Publishing. ISBN 978-3-319-24574-4.

[16] Shrikumar, A., Greenside, P., and Kundaje, A. Learning important features through propagating activation differences. *CoRR*, abs/1704.02685, 2017. URL http://arxiv.org/abs/1704.02685.

[17] Simonyan, K., Vedaldi, A., and Zisserman, A. Deep inside convolutional networks: Visualising image classification models and saliency maps. In *Workshop at International Conference on Learning Representations*, 2014.

[18] Yu, J., Lin, Z., Yang, J., Shen, X., Lu, X., and Huang, T. S. Generative image inpainting with contextual attention. *CoRR*, abs/1801.07892, 2018. URL http://arxiv.org/abs/1801.07892.
Figure 5. Diagram of the inpainting network for NSynth.

| Layer         | Filter Size | Output Shape   | # Params |
|---------------|-------------|----------------|---------|
| CONV1D-1      | 21          | [-1, 32, 1024] | 4,736   |
| RELU-2        |             | [-1, 32, 1024] | 0       |
| CONV1D-3      | 21          | [-1, 64, 502]  | 43,072  |
| RELU-4        |             | [-1, 64, 502]  | 0       |
| BATCHNORM1D-5 |             | [-1, 64, 502]  | 128     |
| CONV1D-6      | 21          | [-1, 128, 241] | 172,160 |
| RELU-7        |             | [-1, 128, 241] | 0       |
| BATCHNORM1D-8 |             | [-1, 128, 241] | 256     |
| CONV1D-9      | 21          | [-1, 16, 112]  | 43,024  |
| RELU-10       |             | [-1, 16, 112]  | 0       |
| BATCHNORM1D-11|             | [-1, 16, 112]  | 32      |
| CONVTRANSPOSE1D-12 | 21 | [-1, 64, 243]  | 43,072  |
| RELU-13       |             | [-1, 64, 243]  | 0       |
| BATCHNORM1D-14|             | [-1, 64, 243]  | 128     |
| CONVTRANSPOSE1D-15 | 21 | [-1, 128, 505] | 172,160 |
| RELU-16       |             | [-1, 128, 505] | 0       |
| BATCHNORM1D-17|             | [-1, 128, 505] | 256     |
| CONVTRANSPOSE1D-18 | 20 | [-1, 64, 1024] | 163,904 |
| RELU-19       |             | [-1, 64, 1024] | 0       |
| BATCHNORM1D-20|             | [-1, 64, 1024] | 128     |
| SKIP CONNECTION|             | [-1, 103, 1024] | 0       |
| CONV1D-21     | 7           | [-1, 128, 1024]| 92,416  |
| RELU-22       |             | [-1, 128, 1024]| 0       |
| CONV1D-23     | 7           | [-1, 2, 1024]  | 1,794   |
| RELU-24       |             | [-1, 2, 1024]  | 0       |

**Total Number of Parameters:** 737,266

Table 2. Layer table of the Inpainting model for the NSynth task.