New discrete-time fractional derivatives based on the bilinear transformation: Definitions and properties
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The paper introduces new discrete-time derivative concepts based on the bilinear transformation.
Forward and backward derivatives having a high degree of similarity with the usual continuous-time Grunwald-Letnikov derivatives are introduced.
Corresponding linear discrete-time systems are defined.

Abstract
In this paper we introduce new discrete-time derivative concepts based on the bilinear (Tustin) transformation. From the new formulation, we obtain derivatives that exhibit a high degree of similarity with the continuous-time Grünwald-Letnikov derivatives. Their properties are described highlighting one important feature, namely that such derivatives have always long memory.

Introduction
The continuous/discrete unification introduced by Hilger [3] led to the definition of two discrete-time fractional derivatives, nabla and delta, that are essentially the usual incremental ratios. In [11] the fractional versions of such derivatives were proposed together with the corresponding differential equations for discrete-time lin-
ear systems. These versions have stability domains that are defined by the Hilger circles [11]. Such domains do not coincide with the stability domain of traditional causal discrete-time systems that is defined relatively to the unit circle. As it is well known, the stability domain of causal continuous-time system is the right half complex plane (HCP). Therefore, there is a relation between the left (right) HCP and the interior (exterior) of the unit disk that can be expressed by a particular case the bilinear (or, Möbius) transformation. Such map was proposed by Tustin [17] and used since then for the discrete-time approximation of continuous-time linear systems without considering the definition of any discrete-time derivative [18,13,14]. Hereafter we formulate a discrete-time fractional calculus that mimics the corresponding continuous-time version, but that is fully autonomous. The motivation for this study is to have in the discrete-time domain the tools and results available for the continuous-time fractional signals and systems [10].

Another important characteristic of the proposed derivatives is that they are suitable to be implemented through the FFT with the corresponding advantages, from the numerical and calculation time perspectives.

The new derivatives

On the Z and Discrete-Time Fourier Transforms

In the following we consider that our domain is the time scale

\[ T_h = \{h\mathbb{Z}\} = \{ \ldots, -nh, \ldots, -2h, -h, 0, h, 2h, \ldots, nh, \ldots \} \]

with \( h \in \mathbb{R}^+ \), that is called graininess [1,11]. In the following the symbol \( n \) will represent any generic point in \( T \). In engineering applications where discrete signals are result of sampling continuous-time signals, \( h \) is the sampling interval.

Let \( x(n) \) denote any function defined on \( T \), leaving implicit the graininess, unless it is convenient to display it. The Z transform (ZT) is defined by

\[ X(z) = \mathcal{Z}[x(n)] = \sum_{n=-\infty}^{\infty} x(n) z^{-n}, \quad z \in \mathbb{C}. \]  

In some scientific domains, as Geophysics, \( z \) instead of \( z^{-1} \) is used. In some domains, the ZT is often called “generating function” or “characteristic function”. Definition (1) is the bilateral ZT that leads to the particular case of the unilateral ZT, defined by

\[ X_0(z) = \sum_{n=0}^{\infty} x(n) z^{-n}, \]

often adopted in the study of systems. The existence conditions of the ZT are similar to those of the bilateral Laplace transform (LT) [7,15,16]

\[ Y(s) = \mathcal{L}[y(t)] = \int_{-\infty}^{\infty} y(t) e^{-st} \, dt, \quad s \in \mathbb{C}. \]  

Therefore, the existence conditions can be stated as follows. If function \( x(n) \) is such that there are finite positive real numbers, \( r_- \) and \( r_+ \), for which

\[ \sum_{n=0}^{\infty} |x(n)| r_-^n < \infty \]

and

\[ \sum_{n=-\infty}^{-1} |x(n)| r_+^n < \infty, \]

then the ZT exists and the range of values for which those series converge defines a region of convergence (ROC) that is an annulus.

We must have in mind that this condition is sufficient, but not necessary. The signals that verify (3) are the exponential order signals [16].

Definition 1. A discrete-time signal \( x(n) \) is called an exponential order signal if there exist integers \( n_1 \) and \( n_2 \), and positive real numbers \( a, b, A \) and \( B \), such that \( Aa^n < |x(n)| < Bb^n \) for \( n_1 < n < n_2 \).

For these signals the ZT exists and the ROC is an annulus centred at the origin, generally delimited by two circles of radius \( r_- \) and \( r_+ \), such that \( r_- < |z| < r_+ \). However, there are some cases where the annulus can become infinite:

- If the signal is right (i.e., \( x(n) = 0 \), \( n < n_0 \in \mathbb{Z} \)), then the ROC is the exterior of a circle centered at the origin \( (r_+ = \infty) \).
- If the signal is left (i.e., \( x(n) = 0 \), \( n > n_0 \in \mathbb{Z} \)), then the ROC is the interior of a circle centered at the origin \( (r_- = 0) \).
- If the signal is a pulse (i.e., non null only on a finite set), then the ROC is the whole complex plane, possibly with the exception of the origin. In the ROC, the ZT defines an analytical function.

It should be noted that the ROC is included in the definition of a given ZT. This means that we may have different signals with the same function as ZT, but different ROC.

If the ROC contains the unit circle, then by making \( z = e^{i\omega}, \quad |\omega| < \pi, i = \sqrt{-1} \), we obtain the discrete-time Fourier transform, which we will shortly call Fourier transform (FT). This means that not all signals with ZT have FT. The signals with ZT and FT are those for which the ROC is non-degenerate and contains the unit circle \( (r_- < 1 < r_+) \). For some signals, such as sinusoids, the ROC degenerates in the unit circumference \( (r_- = r_+ = 1) \), and there is no ZT.

Definition 2. The inverse ZT can be obtained by the integral defined by

\[ x(n) = \frac{1}{2\pi i} \int_{\gamma} X(z) z^{n-1} \, dz, \]  

where \( \gamma \) is a circle centred at the origin, located in the ROC of the transform, and taken in a counterclockwise direction.

In such situation the integral in (4) converges uniformly. The calculation uses the Cauchy’s theorem of complex variable functions [16].

Definition 3. For functions that have a ROC including the unit circle or for functions having a degenerate ROC, as it is the case of the periodic signals, it is preferable to work with the discrete-time Fourier transform that can be obtained from the Z transform through the transformation \( z = e^{i\omega}, \quad |\omega| < \pi \)

\[ X(e^{i\omega}) = \sum_{n=-\infty}^{\infty} x(n) e^{-i\omega n} \]

with the inversion integral

\[ x(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} X(e^{i\omega}) e^{i\omega n} \, d\omega \]

meaning that a discrete-time signal can be considered as a synthesis of elementary sinusoids \( X(e^{i\omega}) e^{i\omega n} \, d\omega \).
Remark 1. In fractional applications, we have branchcut points at $z = \pm 1$. Therefore, we have to avoid them by using an integration circle in (4) having a radius, $r$, greater (smaller) than 1 for the causal (anti-causal) cases. We have then

$$f(n) = \frac{e^{i\pi}}{2\pi} \int_{-\pi}^{\pi} X(e^{i\omega})e^{in\omega}d\omega$$

Forward and backward derivatives based on the bilinear transformation

The Tustin transformation is usually expressed by

$$s = \frac{2}{h} (1 - z^{-1})$$

where $h$ is the sampling interval, $s$ is the derivative operator associated with the (continuous-time) Laplace transform and $z^{-1}$ the delay operator tied with the $Z$ transform.

Definition 4. Let $x(nh)$ be a discrete-time function, we define the order 1 forward bilinear derivative $Dx(nh)$ of $x(nh)$ as the solution of

$$Dx(nh) + Dx(nh - h) = \frac{2}{h}[x(nh) - x(nh - h)]$$

Definition 5. Similarly, we define the order 1 backward bilinear derivative $Dx(nh)$ of $x(nh)$ as the solution of

$$Dx(nh + h) + Dx(nh) = \frac{2}{h}[x(nh + h) - x(nh)]$$

Definition 6. The bilinear exponential $e_s(nh)$ is the eigenfunction of Eq. (9) or (10). If we set $x(nh) = e_s(nh), y(nh) = se_s(nh), s \in \mathbb{C}$, with $e_s(0) = 1$, then

$$e_s(nh) = \left(\frac{2 + hs}{2 - hs}\right)^n, \quad n \in \mathbb{Z}, s \in \mathbb{C}.$$  \hspace{1cm} (11)

Properties of the bilinear exponential $e_s(nh)$.

- When $n \to \infty$, this exponential is
  - Increasing, if $Re(s) > 0$,
  - Decreasing, if $Re(s) < 0$,
  - Sinusoidal, if $Re(s) = 0$, with $s \neq 0$,
  - Constant equal to 1, if $s = 0$,
- It is real for real $s$,
- It is positive for $s = |x| < \frac{2}{h}, x \in \mathbb{R}$,
- It oscillates for $s = |x| > \frac{2}{h}, x \in \mathbb{R}$.

Following the procedure in [11], we could use this exponential to construct a bilinear discrete-time Laplace transform. However, formula (8) suggests having $z = \frac{2 - \pm x}{2 + \pm x}$ that leads to the $Z$ transform, since such transformation sets the unit circle $|z| = 1$ as the image of the imaginary axis in $s$, independently of which value of $h$ is used. Therefore, the exponential has the usual properties.

- When $n \to \infty$, this exponential is
  - Increasing, if $|z| > 1$,
  - Decreasing, if $|z| < 1$,
  - Sinusoidal, if $|z| = 1$, with $z \neq 1$,
  - Constant equal to 1, if $z = 1$,
- It is real for real $z$,
- It is positive for $z = x > 0, x \in \mathbb{R}$,
- It oscillates for $z \neq \mathbb{R}^+$.

In what concerns to the derivative definitions, instead of considering (9) or (11), as in [1, 11], where the nabla (causal) and delta (anti-causal) derivatives were introduced, we start from the ZT formulations.

Definition 7. Let $z \in \mathbb{C}$ and $h \in \mathbb{R}^+$. Consider the discrete-time exponential function, $z^n, n \in \mathbb{Z}$. We define the forward bilinear derivative ($D_f$) as a discrete-time linear operator such that

$$D_f z^n = \frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right) z^n.$$  \hspace{1cm} (12)

The operator $H_f(z)$ defined by

$$H_f(z) = \frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right), \quad |z| > 1,$$

will be called forward transfer function (TF) of the derivative, borrowing the nomenclature used in signal processing [7, 16].

Definition 8. The backward bilinear derivative ($D_b$) is defined as a discrete-time linear operator verifying

$$D_b z^n = \frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right) z^n.$$  \hspace{1cm} (14)

where $H_b(z)$ is the operator

$$H_b(z) = \frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right), \quad |z| < 1,$$

called backward transfer function of the derivative.

By the repeated application of the above operators we obtain the forward and backward derivatives for any positive integer order. However, we introduce the corresponding fractional derivatives, valid for any real order.

Definition 9. Let $x \in \mathbb{R}$. The $a$-order forward bilinear fractional derivative is a discrete-time operator with TF

$$H_f(z) = \left(\frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right)\right)^a,$$

such that

$$D_f^a z^n = \left(\frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right)\right)^a z^n, \quad |z| > 1.$$  \hspace{1cm} (17)

Definition 10. The backward bilinear fractional derivative has TF

$$H_b(z) = \left(\frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right)\right)^a,$$

such that

$$D_b^a z^n = \left(\frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right)\right)^a z^n, \quad |z| < 1.$$  \hspace{1cm} (19)

Having defined the derivative of an exponential we are in conditions of defining the derivative of any signal having ZT.

Definition 11. From (4) and (17) we conclude that, if $x(n)$ is a function with $Z$ transform $X(z)$, analytic in the ROC defined by $z \in \mathbb{C} : |z| > a, \quad a < 1$, then

$$D_f^a x(n) = \frac{1}{2\pi i} \int_{\gamma} \left(\frac{2}{h} \left(\frac{1 - z^{-1}}{1 + z^{-1}}\right)^a\right) X(z)z^{a-1}dz,$$

with the integration path outside the unit disk. This implies that
\[ Z[D^a_x(n)] = \left( \frac{2}{h} \frac{1-z^{-1}}{1+z^{-1}} \right)^a X(z), \quad |z| > 1. \]  

**Definition 12.** Let \( x(n) \) be a function with Z transform \( X(z) \), analytic in the ROC defined by \( z \in \mathbb{C} : |z| < a, \ a > 1 \). We define
\[ D^a_x(n) = \frac{1}{2\pi i} \oint_C \left( \frac{2}{h} \frac{z-1}{z+1} \right)^a X(z) z^{n-1} dz, \]  
with the integration path inside the unit disk and the branchcut line is a segment joining the points \( z = \pm 1 \). This implies that
\[ Z[D^a_x(n)] = \left( \frac{2}{h} \frac{1-z^{-1}}{1+z^{-1}} \right)^a X(z), \quad |z| < 1. \]  

**Remark 2.** We must note that:

1. In (16) and (17) we have two branchcut points at \( z = \pm 1 \). The corresponding branchcut line is any line connecting these values and being located in the unit disk. The simplest is a straight line segment (see Fig. 1).

2. In (18) and (19) we have the same branchcut points, but with branchcut line(s) lying outside the unit disk. For simplifying, we can use two half-straight lines starting at \( z = \pm 1 \) on the real negative and positive half lines, respectively (see Fig. 1).

3. In both previous cases, we can extend the domain of validity to include the unit circumference, \( z = e^{j\omega} \), \( |\omega| \in (0, \pi) \), with exception of the points \( z = \pm 1 \). In these cases the integration path in (4) must be deformed around such points, as it can be seen at Fig. 2 for the causal case.

This deformation is very important in applications where we use the fast Fourier transform (FFT). In such cases a small numerical trick can be used: push the branchcut points slightly inside (outside) the unit circle, that is, to \( z = -1 + \varepsilon \) and \( z = 1 - \varepsilon (-1 - \varepsilon, 1 + \varepsilon) \), with \( \varepsilon \) being a small positive real number.

4. The ROC is independent on the scale graininess, \( h \), and consequently we can establish a one to one correspondence between the unit disk, in \( z \), and the left half-plane, in \( s = \frac{1}{h} \frac{1-z^{-1}}{1+z^{-1}} \).

**Example 1.** In Figs. 3 and 4 we represent the bilinear causal derivatives of orders \( \alpha = 0.5 \) and \( \alpha = 0.8 \) of a triangle function.

According to what we just wrote we can extend the above definitions to include sinusoids. We define the derivative of \( x(n) = e^{j\omega n}, \ n \in \mathbb{Z} \), through
\[ D_{\alpha,h} e^{j\omega n} = \left( \frac{2}{h} \tan \left( \frac{\omega}{2} \right) \right)^a e^{j\omega n}, \quad |\omega| < \pi, \]  

**Fig. 1.** ROC for causal and anti-causal derivatives and branchcut points and lines.

**Fig. 2.** Integration path modification for causal derivative.

**Fig. 3.** Derivative of order \( \alpha = 0.5 \) of a triangle function with \( h = 1 \).

**Fig. 4.** Derivative of order \( \alpha = 0.8 \) of a triangle function with \( h = 1 \).
The derivative operators are shift invariant: 

\[ D_{\pm} x(n) = D_{\pm} x(m) \big|_{m=n-n_0} \]

This property is immediately obtained from (20) or (22) as a consequence of the shift property of the Z transform \( Z[x(n-n_0)] = X(z)z^{-n_0}, n_0 \in Z \).

3. **Additivity and Commutativity of the orders**

Let \( \alpha \) and \( \beta \) be two real values. Then

\[ D^\alpha [D^\beta x(n)] = D^\beta [D^\alpha x(n)] = D^{\alpha + \beta} x(n) \]

To prove this relation it is enough to observe that, in the forward case, we have \( \left( \frac{z^{-1}}{1+z^{-1}} \right)^\alpha \left( \frac{z^{-1}}{1+z^{-1}} \right)^\beta = \left( \frac{z^{-1}}{1+z^{-1}} \right)^{\alpha + \beta} \) and that the product is commutative. For the backward derivative, the situation is identical.

4. **Neutral element**

This comes from the additivity property by putting \( \beta = -\alpha \),

\[ D_{\pm} x(n) = D_{\pm} D^n f(n) = D^n f(n) = f(n). \]

This result is very important because it states the existence of an inverse derivative.

5. **Inverse element**

The existence of neutral necessarily implies that there is always an inverse element: for every \( \alpha \) order derivative, there is always a \( -\alpha \) order derivative given by the same formula and so it does not need joining any primitivation constant. We adopt the designation “derivative” for positive orders and “anti-derivative” for negative ones.

6. **Associativity of the orders**

Let \( \alpha, \beta, \) and \( \kappa \) be three real values. Therefore, we can write

\[ D^\kappa [D^{\alpha + \beta} x(n)] = D^{\kappa + \alpha + \beta} x(n) = D^{\alpha + \beta} [D^\kappa x(n)] = D^{\alpha + \beta + \kappa} x(n) \]

as a consequence of the additivity.

7. **Derivative of the convolution**

Let \( x(n) * y(n) = \sum_{k=-\infty}^{\infty} x(k)y(n-k) \) be the discrete-time convolution. Its ZT is \( X(z)Y(z) \). Since we can write

\[ \left( \frac{z^{-1}}{1+z^{-1}} \right)^\alpha X(z)Y(z) = \left( \frac{z^{-1}}{1+z^{-1}} \right)^\alpha X(z) \left( \frac{z^{-1}}{1+z^{-1}} \right)^\beta Y(z) = X(z) \left( \frac{z^{-1}}{1+z^{-1}} \right)^\beta Y(z), \]

we conclude that

\[ D_{\pm} [x(n) * y(n)] = [D_{\pm} x(n)] * y(n) = x(n) * [D_{\pm} y(n)]. \]

For the backward derivative of the convolution, we obtain an identical result.

### Time formulations

In the previous sub-section, we introduced the derivatives using a formulation based on the ZT. Here we obtain the corresponding time formulation, getting formulae similar to the Grünwald-Letnikov derivatives. From the binomial series [2]

\[ (1 \pm wz)^k = \sum_{k=0}^{\infty} \left( \frac{\mp z}{1 \pm z} \right)^k w^k, \quad |w| < 1, \]

we conclude that the TF in (16) and (18) can be expressed as power series,

\[ (1 - z^{-1})^x = \sum_{k=0}^{\infty} \psi_k^x z^{-k}, \quad |z| > 1, \]

where \( \psi_k^x, k = 0, 1, \ldots, \) is the inverse ZT of \( \left( \frac{1}{1+z^{-1}} \right)^x \) and represents the impulse response (IR) corresponding to the TF.

Let the discrete convolution be defined by

\[ x(n) * y(n) = \sum_{k=-\infty}^{\infty} x(k)y(n-k), \quad n \in Z. \]

The IR, \( \psi_k^x, k = 0, 1, \ldots, \) is obtained as the discrete convolution of the binomial coefficients sequence:

\[ \psi_k^x = (\frac{-2}{k!})^k \sum_{m=0}^{k} \binom{k}{m} (-1)^{m-k} (\frac{-1}{k-m})^m, \quad k \in Z_0^+. \]

Performing this discrete convolution we obtain the following results:

1. The sequence \( \psi_k^x, k = 0, 1, \ldots, \) that is obtained as the discrete convolution of two causal sequences, is causal and, therefore, is null for \( k < 0 \). We will assume it below.

2. For any \( x \in \mathbb{R} \), we have

\[ \psi_k^x = (-1)^k \psi_k^x, \quad k \in Z_0^+ \]

The proof is immediate from (26).

3. **Initial value**

From the initial value theorem of the ZT, it is immediate that \( \psi_0^x = 1 \) independently of the order.

4. **Final value**

Let \( x \in \mathbb{R} \). From the final value theorem of the ZT,

\[ \psi_\infty^x = \lim_{z \to 1} (1 - z^{-1})^x \left( \frac{1}{1+z^{-1}} \right)^x \]

is that \( 0 \), if \( -1 \leq x \leq 0 \), and 2, if \( x = -1 \). For \( x < -1 \) the sequence grows up to \( \infty \). For \( x > 0 \) we apply (27).

5. If \( x \in \mathbb{R} \) but \( x \notin \mathbb{Z} \), then

\[ \psi_k^x = (-1)^k \psi_k^x \sum_{m=0}^{\infty} \binom{m-n-k}{m-k} (-1)^m (\frac{-1}{m})^m, \quad k \in Z_0^+ \]

6. Letting \( x = N \) in (28), we get

\[ \psi_k^N = (-1)^k \psi_k^N \sum_{m=0}^{\infty} \binom{m-n-k}{m-k} (-1)^m (\frac{-1}{m})^m, \quad k \in Z_0^+ \]

7. If \( x \in \mathbb{Z}^+ \) and \( x N \in \mathbb{Z}^{+} \), we use

\[ \psi_k^N = \sum_{m=0}^{\infty} (-1)^m (\frac{-1}{m})^m, \quad k \in Z_0^+ \]

independently of considering the forward or backward derivatives.
to obtain
\[ \psi_k^N = \frac{(N)_k}{k!} \sum_{m=0}^{\min(N,k)} \frac{(-N)_m}{m!} \frac{(-1)^m}{(N-k-k)_m}(-1)^m, \quad k \in \mathbb{Z}_0^+. \] (30)

Comparing (30) with (29), we conclude that they differ only in the factor \((-1)^{k^2}, k \in \mathbb{Z}_0^+\).

8. A recursion
Let \( \Psi(z) = z^k \frac{\psi_k^N}{2k} = \left(1 - \frac{1}{z^2}ight)^2. \) As \( D^2 \Psi(z) = -z^2(1+z^2)^2 D \left(1 \pm \frac{1}{z^2}ight), \) after some algebraic manipulation we obtain:
\[
\psi_k^N = \sum_{m=0}^k \binom{k}{m} \frac{1}{k!} \psi_k^m \cdot (1 - \frac{1}{k}) \psi_{k-2}, \quad k \geq 2.
\] (31)

with \( \psi_0^N = 0, \psi_1^N = -2z, \) and \( \psi_2^N = 2z^2. \)

This recursion verifies a second order recurrence [18]:
\[
(1 - x - n - 1) (1 - x - n + 1) f_n^2
= -2z(1 - x - n + 2) f_{n-1} + (n-1)(1 - n - 2) f_{n-2}, \quad n \geq 2.
\] (33)

with initial values \( f_0 = 1, f_1 = 2. \)

If we rewrite (33) as
\[
f_n = \frac{2z}{x+n+1} f_{n-1} + \frac{(n-1)(1 - n - 2)}{(x+n+1)(x+n-1)} f_{n-2},
\] (34)

If we consider \( g_n = \frac{(n+1)^2}{n^2} f_n, \) then we obtain
\[
g_n = \frac{2z}{n+1} g_{n-1} + g_{n-2}, \quad n \geq 2.
\] (35)

that is a polynomial of degree \( n - 1 \) in \( x. \) Inserting (35) into (34) and the resulting expression in (28), we obtain
\[
\psi_k^N = (-1)^k \frac{2z}{k!} g_k, \quad k \geq 0,
\] (36)

where \( \psi_0^N = 1 \) and \( g_0 \) is given by (35) with \( g_1 = 2. \)

Substituting (35) in (36) we obtain (31), as expected.

10. For a fixed \( k \in \mathbb{Z}, \psi_k^N \) is a polynomial in \( x \) of degree \( k. \)

As pointed above, \( \psi_0^N \) and \( \psi_1^N \) are polynomials of degrees 0 and 1, respectively. Assume that \( \psi_k^N \) has degree \( k - 1. \) Then, the first term in right hand side in (31) ensures that \( \psi_k^N \) has degree \( k. \) As \( \psi_0^N = 1 \) and \( \psi_1^N = -2z, \) recursion (31) shows that the independent coefficient of such polynomial is null for \( k > 0. \)

11. The coefficient of \( x^k \) decreases with increasing \( k. \)

For simplifying the proof, let \( \psi_k^N = \sum_{m=0}^k p_m x^m \) and \( \psi_k^N = \sum_{m=0}^k q_m x^m. \) From (31) we conclude that \( p_k = 2z q_k, \) because the second term in the right hand side of (31) only affects the lower order coefficients of the polynomial. As this happens for \( k = 2, 3, \ldots, \) we can write
\[
p_k = (-1)^k \frac{2z}{k!} q_k, \quad k \geq 0.
\]

that decreases with \( k. \) In fact, simplifying the common factors between \( 2^k \) and \( k!, \) the denominator is the largest odd divisor of \( n. \) The numerator is always a power of 2 corresponding to the factors that were not used when removing the common factors (see below 37) [6].

**Example 2.** We are going to present \( \psi_k^N \) for some values of \( N \in \mathbb{Z}^+ \) and for any real order obtained by recursive computation.

1. \( N = 1 \)
   \[
   \psi_k^1 = \begin{cases} 
   0 & k < 0 \\
   1 & k = 0 \\
   2(-1)^k & k > 0
   \end{cases}
   \]

2. \( N = 2 \)
   \[
   \psi_k^2 = \begin{cases} 
   0 & k < 0 \\
   1 & k = 0 \\
   (-1)^k 4k & k > 0
   \end{cases}
   \]

3. For any negative order \( -x, \) with \( x > 0 \)
   Using the recursion (35) with \( \psi_0^2 = 1 \) and \( \psi_1^2 = 2x, \) we obtain successively:
   \[
   \psi_k^2 = 2x^2, \quad \psi_k^2 = \frac{4}{3} x^3 + \frac{2}{3} x, \quad \psi_k^2 = \frac{2}{3} x^4 + \frac{4}{15} x^2, \\
   \psi_k^2 = \frac{4}{15} x^5 + \frac{16}{35} x^3 + \frac{16}{35} x, \quad \psi_k^2 = \frac{3}{35} x^6 + \frac{56}{35} x^4 + \frac{48}{35} x^2. \\
   \]

In Fig. 5 we depict the values of \( \psi_k^1, k = 0, 1, \ldots, 500 \) and \( x = -0.5k, k = 1, 2, \ldots, 6. \)

Similarly, for positive orders \( x = 0.2k, k = 1, 2, \ldots, 6, \) the bilinear sequences are plotted in Fig. 6.

**Remark 3.** In previous works, ARMA approximations to these sequences were proposed [8,9,5]. Nonetheless, we will not consider them here.

**Definition 14.** In agreement with the meaning attributed to the sequence \( \psi_k^N, k = 0, 1, \ldots, \) we define the \( \alpha \)-order forward and backward derivatives as
\[
D^\alpha_p X(n) = \left( \frac{2}{R} \right)^{\alpha} \sum_{k=0}^{\infty} \psi_k^N (n-k)
\] (38)

and
\[
D^\alpha_b X(n) = e^{\alpha \omega} \left( \frac{2}{R} \right)^{\alpha} \sum_{k=0}^{\infty} \psi_k^N (n+k).
\] (39)

The use of the terms forward and backward is due to the “time flow”, from past to future or the reverse [10]. This terminology is the reverse of the one used in some mathematical literature.

We can remove the exponential factor, \( e^{\alpha \omega}, \) in (39) to obtain a right derivative. In the following we will consider the causal
Fig. 5. Bilinear sequences corresponding to orders $\alpha = -0.5k$, $k = 1, 2, \ldots, 5$.

Fig. 6. Bilinear sequences corresponding to orders $\alpha = 0.25k$, $k = 1, 2, \ldots, 4$. 
derivative (38) represented by the simplified notation $D^\alpha$ and with ZT given by (21).

Other properties.

- The first is causal while the second is anti-causal.

In fact, if $x(n) = 0$, $n < n_0 \in \mathbb{Z}$, then $D_n\delta^\alpha x(n) = 0$, $n < n_0$ and we obtain

$$D_n\delta^\alpha x(n) = \left(\frac{2}{n}\right)^{a-n_0} \sum_{k=0}^{n-n_0} \psi_k^x(n-k)$$

(40)

which is null for $n < n_0$. For the backward the proof is similar using $x(n) = 0$, $n > n_0 \in \mathbb{Z}$, leading to

$$D_n\delta^-\alpha x(n) = e^{-\alpha n} \left(\frac{2}{n}\right)^{a-n_0} \sum_{k=0}^{n-n_0} \psi_k^x(n+k)$$

(41)

that is null for $n > n_0$.

- Fractional derivative of the impulse

Let introduce the Kronecker impulse, $\delta(n)$, $n \in \mathbb{Z}$, by

$$\delta(n) = \begin{cases} 1 & n = 0 \\ 0 & n \neq 0 \end{cases}$$

The Heaviside discrete unit step is usually defined by

$$\varepsilon(n) = \begin{cases} 1 & n \geq 0 \\ 0 & n < 0 \end{cases}$$

and its ZT is given by

$$Z[\varepsilon(n)] = \frac{1}{1+e^{-s}}$$

As we can see, the derivative of any order of the Kronecker impulse is essentially given by the $\psi_n^x$ coefficients. In fact, from (38) we get

$$D^\alpha \delta(n) = \left(\frac{2}{n}\right)^a \psi_n^x \varepsilon(n).$$

(42)

where $\varepsilon(n)$ is used to express the right behaviour of the derivative of the delta, stating the causality of the operator.

- Fractional derivative of the unit step

The function $\psi_n^{-1}$, introduced in Example 2, is a modified version of the unit step. It is straightforward to confirm that

$$\psi_n^{-1} = 2\varepsilon(n) - \delta(n).$$

with ZT $Z[\psi_n^{-1}] = \frac{1}{1+e^{-s}}$, $|s| > 1$, as expected. According to the above properties, we can obtain the fractional derivative of the unit step function. We have

$$\varepsilon(n) = \frac{1}{2} \psi_n^{-1} + \frac{1}{2} \delta(n).$$

Consequently

$$D^\alpha \varepsilon(n) = \frac{1}{2} \left(\frac{2}{n}\right)^{a-1} \psi_n^{x-1} + \frac{1}{2} \left(\frac{2}{n}\right)^{a} \psi_n^{x}.$$

- Fractional derivative of the $\psi$ function

We are interested in computing the derivative of $\psi_n^x$, for any $x$ with $n \in \mathbb{Z}$. From (42) and the additivity property, we can write

$$D^\alpha D^\beta \delta(n) = D^\beta \left[ \left(\frac{2}{n}\right)^a \psi_n^x \right] = \left(\frac{2}{n}\right)^{a+b} \psi_n^{x+b} \varepsilon(n)$$

that leads to

$$D^\alpha \left[ \psi_n^x \right] = \left(\frac{2}{n}\right)^a \psi_n^{x+b} \varepsilon(n).$$

(43)

### Backward compatibility

Often, discrete-time systems are viewed as mere approximations to the continuous-time counterpart. However, and as seen above, the discrete-time systems exist by themselves and have properties that are independent from, although similar to, the continuous-time analogues. Nonetheless, this observation does not prevent us from establishing a continuous path from each other. In fact, we can go from the discrete into the continuous domain by reducing the graininess. To see it, let us return to (20) and rewrite it as

$$D_n\delta^\alpha x(nh) = \left(\frac{2}{n}\right)^{a} \sum_{k=0}^{h-n_0} \psi_k^x(nh-k).$$

Assume that $x(nh)$ resulted from a continuous-time function $x(t)$ and define a new function, $y(t)$, by

$$y(t) = \left(\frac{2}{n}\right)^{a} \sum_{k=0}^{\infty} \psi_k^x(t-kh).$$

(44)

The LT of (44) is

$$Y(s) = \left(\frac{2}{n}\right)^{a} \sum_{k=0}^{\infty} \psi_k^x e^{-kh} X(s) = \left(\frac{2}{n}\right)^{a} \sum_{k=0}^{\infty} \psi_k^x e^{-h\tau} X(s).$$

(45)

where $Y(s) = \mathcal{L}[y(t)]$ and $X(s) = \mathcal{L}[x(t)]$. Knowing that

$$\lim_{\tau \to \infty} \frac{1}{e^{-\tau}} = s,$$

we can write

$$Y(s) = s^a X(s), \quad \text{Re}(s) > 0.$$
\[ y(n) = g(n) + v(n). \] (49)

If \( v(n) = z^n \), then the output is given by:
\[ y(n) = z^n \left[ \sum_{n=-\infty}^{\infty} g(n)z^{-n} \right]. \]

The summation expression will be called transfer function as usually and it is the ZT, \( G(z) \), of the IR.

With the definition of forward derivative and mainly formula (21) we write
\[ G(z) = \sum_{k=0}^{M} b_k \left( \frac{1}{z^{1+\alpha}} \right)^{\alpha_k}, \quad |z| > 1, \] (50)

for the causal case, and
\[ G(z) = \sum_{k=0}^{M} b_k \left( \frac{1}{z^{1+\alpha}} \right)^{\alpha_k}, \quad |z| < 1, \] (51)

for the anti-causal case. We can give to expressions (50) and (51) a form that states their similarity with the classic fractional linear systems [13,4]. For example, for the first, let \( v = \left( \frac{1}{z^{1+\alpha}} \right)^{\alpha_k} \). We have
\[ G(v) = \frac{\sum_{k=0}^{M} b_k v^{\alpha_k}}{\sum_{k=0}^{N} a_k v^{\beta_k}}. \] (52)

**Remark 4.** It is important to note that the factors \( \left( \frac{1}{z^{1+\alpha}} \right)^{\alpha_k}, \ k = 1, 2, \cdots \), do not have any important role in the computations. Therefore, they can be merged with \( a_k \) and \( b_k \) coefficients.

**Example 3.** Consider the simple system with transfer function
\[ G(v) = \frac{1}{v^{\alpha} + 1}. \] (53)

In Fig. 7 we represent the impulse responses for several values of the order, \( \alpha = 0.25k, \ k = 1, 2, \cdots, 6 \).

It is interesting to verify that all the IR assume a finite value at the origin, contrarily to the continuous-time system analog to (53) described by \( G(v) = \frac{1}{v^{\alpha} + 1}, \ Re(v) > 0 \).

**Conclusions**

In this paper, we introduced new discrete-time fractional derivatives based on the bilinear transformation. We obtained both time and frequency representations. The corresponding impulse responses are always finite, contrarily to their continuous-time analogs. We illustrate the behaviour of the forward derivative through the computation of the impulse response of a simple system.
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