Integration of DE Algorithm with PDC-APF for Enhancement of Contour Path Planning of a Universal Robot
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Abstract: In the robotic engineering field, the main target, especially in industry, manufacturing, and surgical operations, is reaching the optimal performance of manipulators. The purpose of this paper is to quantify the contour tracking performance of collaborative universal manipulator robot (UR5) by setting the gain of position domain controller. In order to improve and enhance the track of manipulator in experimental applications we utilize differential evolution (DE) optimization, using MATLAB toolbox with an applied robot operating system (ROS). The adopted current approach does not only optimize the gain of position domain controller but also prevent collisions by detecting a “border crossing” without turning off the manipulator and allowing the automation agent to be on the scene, coexisting in harmonic mode and avoiding collisions. This requires the implementation of an algorithm that detects an obstacle to avoid anticipated collisions. For this purpose, the adopted algorithm uses the DE algorithm to modify the artificial potential field (APF). The results of this paper present that on one hand, meta-heuristic optimization algorithm features give the best performance indices for linear and non-linear contours, and on the other hand, DE algorithm features give good modification to APF to generate collision free contour path planning.
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1. Introduction

A manipulator robot is the most useful and popular robot type, so has been acquiring importance in recent years [1]. The manipulator robot has been increasingly used more and more, especially in industrial and manufacturing applications like packaging, welding, etc. It also is associated with all life fields, especially in personal assistance where it works instead of a human hand. The manipulator must have good accuracy and high precision [2]. There are numerous methods to solve the trajectory generation problem, and many key methods were studied such as cell decomposition [3], mathematical program [4], skeleton [5] and boundary following methods. In order to design the performance of planning, more than one planning approach, like the APF decomposition method on aircraft [6] needs to be utilized. Since the introduction of the proportional-integral-derivative (PID) controllers, many algorithms were used such as trial-and-error, Ziegler-Nichols, pole placement and D-partitioning methods. All of these algorithms have been adopted for tuned PID controllers on the elastic joints [7]. In addition, all of these algorithms have been used in frequency response of linear time invariant systems. These algorithms require a good knowledge of the system, and therefore, many meta-heuristic optimization approaches have been used to gain tuned controllers for linear and nonlinear robotic manipulator systems. There are many optimization algorithms such as differential evolution (DE), genetic algorithms (GA) and particle swarm optimization (PSO) which have been used for
PID tuning of robotic systems. At present, the DE algorithm gives better results for the PID-PDC controller in linear and nonlinear contour tracking [8]. The previous researches concluded that the meta-heuristic algorithms produce better results than traditional tuning techniques (in time domains), to tune the position domain PID controller. The principal work of the position domain controller (PDC) was presented for PD and PID controllers [9]. The principal idea of the position domain controller is to describe the system in slave motions and master motions. Master motions were considered as reference to the slave motion instead of time. The optimization method is defined for the configuration space and is based on an obstacle-dependent Gaussian model predictive control to avoid obstacles [10], and to move to the goal point by APF which is velocity dependent [11]. The APF needs to be developed by many algorithms such as proximity maneuvering, formation-flying, large angle slew maneuvers, and small spacecraft formation [12]. To build an efficient path for the manipulator robot, it is important to define the frame transformation and solve the inverse kinematics. In inverse kinematics, all joint variables of the manipulator are considered as a function of goal configuration of the end-effector. A basic principle of APF is best described when adding an attractive potential field with a repulsive potential field as a local minimum formation to trap a maneuvering object in many configurations [13]. The basic idea of the APF algorithm for manipulator path planning was to consider the manipulator movement while considering obstacles as bodies [14]. The famous applications of the collision-free trajectory lie in unmanned aerial vehicles (UAVs) which used a dynamic artificial potential field (D-APF) [15], industrial manipulator robots, and robotics in medical applications.

There are a lot of research studies regarding the manipulator to perform the trajectory with obstacle avoidance. To avoid obstacles, external sensors or technology must be added to the robot [16]. Spatial mapping was proposed for nonlinear and linear distances [17]. In the APF, realize real-time avoidance path planning was enhanced against a randomly moving obstacle. The bidirectional APF method was proposed for obstacle avoidance [18]. In [19], the APF method was enhanced to obtain collision-free paths in a 3D space by using sliding mode techniques. Numerous studies were performed to analyze the trajectories with obstacle avoidance made by the robot. Previous studies showed there are many methods for the controlled robot and deal with it because it has been proven useful in the required field. The objectives of this paper are as follows:

1. To enhance linear and nonlinear contour tracking gain of PID by way of a differential evolution algorithm (DE) to tune the gain of the PID controller and show that DE gives better results than traditional methods especially in non-linear contour tracking systems.

2. Three fitness functions are used for contour tracking to find the best performance function in linear and non-linear tracking, these are integrated absolute error (IAE), integrated square error (ISE) and mean and standard deviation of absolute error (MSDAE).

The artificial potential field (APF) algorithm is enhanced by utilizing a differential evolution algorithm (DE) in order to avoid obstacles in trajectory planning until arriving the target position, i.e., the APF was modified to create a collision-free trajectory by DE. Hence the APF algorithm is presented for the generation of the collision-free trajectory of UR5 manipulator. The improvements in APF will be used to optimize the repulsion constants for obstacles and improve the attraction constant of the endpoint which is directly related to the strength of the force resulting from the APF. In this paper, a six-DOF articulated robot is taken as the object to study the optimization of contour tracking and enhanced obstacle avoidance. The research consists of two parts: The first part studies the differential evolution improvement of an artificial potential field method, which lays the foundation for the optimization of contour tracking and enhanced obstacle avoidance. In the second part, methods of optimizing contour tracking and enhancing path planning of obstacle avoidance robot using improved algorithms are studied. The contribution and novelty of this paper is to use DE algorithm to modify the APF approach and tune the PDC-
PID controller at the same time by applying it on the UR5 manipulator robot to control the (linear–nonlinear) contour tracking with obstacle avoidance. The results show that these algorithms are effective.

2. Optimization Methodology

2.1. Contour Tracking Control

In this section, we describe the parameters and the concept of controlling the position domain controller in order to control contour tracking with the UR5 manipulator robot. In this paper, we use the position domain controller because gain tuning is very important in order to obtain good performances for a given controller. Contour tracking performance is mainly determined by the selected control gains of a position domain PID controller.

2.1.1. Position Domain Mapping with Relative Derivative

To convert the slave dynamic motions from time domain into the position domain, the relation must be developed in terms of master and slave motions in the position domain. This relation is represented by the relative derivative of the master motion \(q_m\) and slave motion \(q_s\).

To explain master/slave is a model of communication for hardware devices where one device has a unidirectional control over one or more devices. This is often used in the electronic hardware space where one device acts as the controller, whereas the other devices are the ones being controlled. In short, one is the master, and the others are slaves to be controlled by the master.

\[ q'_s = \frac{dq_s}{dq_m} = \frac{q_{si}}{q_m} \]  

(1)

where \(q_s\) is the relative position velocity, which represents “the ratio of the slave motion velocity to the master motion velocity”, and it also explains the procedure of motion relation between slave motions and master motions. The relative acceleration of the slave motion which is the second relative derivative of Equation (1) is given by:

\[ q''_s = \frac{dq'_s}{dq_m} \]  

(2)

According to Equations (1) and (2), in order to convert the slave velocity and acceleration from the time to the position domain, the following equations are considered:

\[
\begin{cases}
q_s = q_{si} q_m \\
q''_s = q_{si} (q_m)^2 + q_m q'_{si}
\end{cases}
\]

(3)

Equation (3) describes the relation between the relative and the absolute motions, i.e., to transform the absolute velocities and accelerations in the time domain to relative velocities and accelerations in the position domain. The above equation transforms a dynamic system from time-domain to position-domain [20,21].

2.1.2. PDC-PID Control

A PDC-PID controller is considered as the time domain representation of the PID controller which is given by:

\[
\tau_s(q_m) = k_{pi} e_s(q_m) + k_{Di} e'_s(q_m) + k_{Ii} \int_0^{q_m} e_s(s) ds
\]

(4)

where \(\tau_s\) the track of slave motions and \(k_{Ii}, k_{Di}, k_{pi}\) the control gains of slave motions.

The slave motion tracking errors are given by:

\[
\text{tracking error} = \begin{cases}
e_s(q_m) = q_{sd}(q_m) - q_s(q_m) \\
e'_s(q_m) = q'_{sd}(q_m) - q'_s(q_m)
\end{cases}
\]

(5)
Note that master motions are still being controlled by the traditional PID controller in the time domain, so the DE algorithm is adopted in contour tracking to get an optimum gain control of the PDC-PID controller.

2.1.3. Contour

For the optimization steps to be more efficient, the controller is tuned to two kinds of contours, linear (straight-line) contour and nonlinear (circular) contour for the tracking of manipulator robot. The linear contour is faster than the circular contour with a coverage of bigger space. The characteristics of the two kinds of contour are presented in Table 1.

Table 1. Contour information.

| Contour Type | Circular Contour | Linear Contour |
|--------------|------------------|----------------|
| Starting Point (m) | (0.5,0, π/3) | (0.49,0.49, π/3) |
| Duration (s) | 9 | 2 |
| Maximum Joint Speed (rad/s) | 2.291 | 1.280 |
| Ending Point (m) | (0.5,0, π/3) | (0.69,0.68, π/3) |

2.1.4. Fitness Functions

Fitness function is required in the optimization process to transform the contour tracking error into a single arithmetic value for optimization process. In the present work, three types of fitness functions (ISE, IAE, and MSDAE) are adopted and respectively given by:

\[ IAE = \int_{0}^{\infty} |e_c| dt \]  

(6)

\[ ISE = \int_{0}^{\infty} e_c^2 dt \]  

(7)

\[ MSDAE = |\bar{e}_c| + \sigma|e_c| + \text{max}(|e_c|) \]  

(8)

where \( e_c \) is the contour tracking error, \( |\bar{e}_c| \) is the mean value of contour tracking error, \( \sigma|e_c| \) is the standard deviation of contour tracking error, and \( \text{max}(|e_c|) \) is the maximum value of contour tracking error.

2.2. Artificial Potential Field

The artificial potential field method was firstly defined in [22]. The research was initially applied to the manipulator and mobile robots with static and moving obstacles and target points. In the APF method, a force field is assumed to have a great impact on the planned trajectory of a manipulator. The obstacles were placed on the planned path of the manipulator and experiencing repulsive forces with the manipulator while the target was sending an attractive force to the manipulator. In the APF method, the manipulator’s joint moves in a force field. As its name implies, the APF method produces a vector field of forces \( F(x) \) derived from the potential (scalar) field \( U(x) \) [23]. In the beginning, description of the trajectory path planning by the APF forces will be given, then the APF method will be improved by a differential evaluation algorithm since APF parameters are often adopted empirically, making the process expensive. With the use of algorithms of DE, an improvement in the potential field algorithm is achieved to generate free trajectory collisions. The DE algorithms are conducted for a population of 30 initial individuals (particles) with 50 iterations (generations) with the trajectory of APF using DE showing the smoothest path. It was also possible to check the average error position between the desired end position and the last trajectory position generated by the APF method improved by DE. When comparing computational cost, adopting the DE algorithm gave less execution time regarding parameters calculations of the APF algorithm. Advantages of this hybrid
algorithm (DE-APF) can be summarized as improvement of the APF algorithm, since its parameters are obtained in optimized form, low computational cost and precision of the points of the trajectories reached.

Trajectory Path Planning by APF

The potential function $U(\theta)$ resulting from the artificial field is defined as a linear combination of a repulsion potential field $U_{rep}(\theta)$ which pushes the manipulator away from obstacles, and an attraction potential field $U_{atr}(\theta)$ which pulls the manipulator to the target position [24] as given by the following equation:

$$U(\theta) = U_{rep}(\theta) + U_{atr}(\theta)$$ (9)

Thus, considering the presence of a single obstacle, the coordinates of the obstacle position are defined as $\theta_{obs} = (\theta_{obs1}, \theta_{obs2})$ and the target coordinates of target position are defined by $\theta_{target} = (\theta_{target1}, \theta_{target2})$ whereas the position of robot center is located at $\theta = (\theta_1, \theta_2)$. The vector field of forces $F(\theta)$ is derived from a scalar potential field $U(\theta)$ according to the following equation [25].

$$F(\theta) = \nabla|U(\theta)|$$ (10)

where $F(\theta)$ is the resultant force which is also a linear combination of two components; $F_{atr}(\theta)$ is the attractive force that guides the robot’s center to the target, and $F_{rep}(\theta)$ is a force that causes an artificial repulsion from the obstacle surface produced by $U_{rep}(\theta)$ as given by the following equation

$$F(\theta) = F_{rep}(\theta) + F_{atr}(\theta)$$ (11)

Therefore, the APF algorithm deals with a repulsive force from the obstacles and an attractive force to the target. The trajectory generation using potential fields is a method that can be used in global offline planning, where the robot environment is already defined, or in local online planning where the environment is unknown. The presence of obstacles are being detected by sensors mounted on the robot [26]. The repulsion force is first calculated from the starting position of the robot by definition and then recalculated as the robot moves to the final position. It is a way of ensuring that the inertia of movement will be overcome and also that there will be no local minimum in the starting position. The repulsion potential field of the starting position is represented by the following equation [27]:

$$U_{rep}(x, y) = \frac{k_r}{\sqrt{(y - y_0)^2 + (x - x_0)^2}}$$ (12)

where $k_r$ is the repulsion intensity parameter in the initial position, which defines the intensity of the repulsion field at the starting position, $x$ and $y$ are reference points for the APF and $x_0$ and $y_0$ are the coordinates of the starting position of the robot in the planned trajectory. The attraction force is first calculated from the final position of the robot by definition and then recalculated as the robot moves from the starting to the final position. The potential field of attraction for the final position is represented by the following equation [27]:

$$U_{atr}(x, y) = \frac{1}{2}k_a \left| \left( y - y_f \right)^2 + \left( x - x_f \right)^2 \right|$$ (13)

where $k_a$ is a parameter of the intensity of attraction which defines the intensity of the attraction field at the final position, $x$ and $y$ are the coordinates of reference position for the APF and $x_f$ and $y_f$ are the coordinates of the final position of the generated trajectory. The repulsion force due the obstacle is first calculated from the position of the obstacle by definition and then recalculated as the robot moves from the starting to the final position.
The equation that represents repulsion potential field due to the presence of an obstacle is given by [27]:

$$U_0(x, y) = \frac{k_0}{\sqrt{\left(y - y_0\right)^2 + \left(x - x_0\right)^2}}$$  \hspace{1cm} (14)

where $k_0$ is a parameter that controls the intensity of the field potential to repel obstacles, $x$ and $y$ are coordinates of reference position for the APF and $x_0$ and $y_0$ are the coordinates of the position of the obstacle’s center.

2.3. Methodology of Optimization Process in Trajectory Planning and Contour Tracking

The DE optimization method works as robust alternative meta-heuristic algorithm. DE algorithm consists of four steps, the first is the initialization step, the second is the mutation step, the third is the crossover step and the fourth is the selection step. In the first step initialization of population $NP$ with $D$ as a parameter is carried out. Each individual is symbolized as $x_{i,g} = [x_{i,1}^{(g)}, x_{i,2}^{(g)}, \ldots, x_{i,D}^{(g)}]$, where $i = [1, 2, \ldots, \ldots, \ldots, NP]$, $g = [1, 2, \ldots, \ldots, g_{max}]$ and $g_{max}$ is the maximum generation and $X_{max}$, $X_{min}$ are the upper and lower search bounds imposed on the population. The initialization of the $i$-th individual is generated according to the following equation:

$$x_{i,0}^{(g)} = x_{i,0}^{min} + rand(0, 1) \ast (X_{max} - X_{min})$$  \hspace{1cm} (15)

In the second step, mutation of each individual is generated and hence a new mutated vector is produced. There are many strategies to mutate the individual, in this study “DE/rand/1” is adopted such that:

$$v_{i,g} = x_{r_1,g} + F.(x_{r_2,g} - x_{r_3,g})$$  \hspace{1cm} (16)

where $v_{i,g}$ is the $i$-th element in the mutated vector. $F$ is a scaling factor which lies between 0 and 1. The indices $r_1$, $r_2$ and $r_3$ are randomly selected from $i$. After the mutation step, the crossover step is performed in order to generate the trial vector. In this step, the new mutated vector (which is the target vector) should have the same properties of the trial vector. There are two basic crossover schemes of DE which are the binomial recombination and the exponential recombination [28]. In this study, binomial recombination is used in DE algorithm as performed in (17).

$$u_{ij,k+1} = \begin{cases} 
  w_{ij,k} & \text{if } l > \text{CR AND } j \neq R \\
  v_{ij,k+1} & \text{if } l \leq \text{CR OR } j = R \\
  & j = 1, \ldots, D 
\end{cases}$$  \hspace{1cm} (17)

where $CR$ is the crossover probability, $j_{rand}$ is a randomly selected index to confirm that trial vector has at least one property of the mutated vector. Finally, in the selection step, three fitness functions are individually used to determine whether the trial vector is converted into a target vector. The selection operation is characterized in (18):

$$x_{i,g}^{(k+1)} = \begin{cases} 
  u_{i,g} & \text{if } f(u_{i,g}) \leq f(x_{i,g}) \\
  x_{i,g} & \text{if } f(x_{i,g}) < f(u_{i,g}) 
\end{cases}$$  \hspace{1cm} (18)

where $f(x)$ is a fitness function.

Trajectory planning can be treated as an optimization problem, that is, calculating the global minimum of $U$, from the initial configuration $\theta_{initial}$. One of the simplest methods used to solve this problem is through the gradient. In this study, the negative gradient of $U$ can be considered as a force acting on the robot; that is, it is directly related to the movement of the joints [29]. In general, the $U$ field is an additional field in which one part constitutes the attraction, and the other part constitutes the repulsion, as given in (10). The resultant force of artificial potential field that should be applied to the robot is given in (11).
The real action of the potential field for the planar manipulator is obtained by the sum of each force in its respective direction [27].

\[
F(x, y) = F_{xya}(x, y) + F_{xyo}(x, y) + F_{xyr}(x, y)
\]  

Equation (19) is used as an evaluation function to perform the simulation of the DE algorithm. This equation is minimized to find the best strength of the potential field from which the values of the parameters \(k_r, k_a\) and \(k_o\) have to be determined. For the collision-free trajectory of the UR5 manipulator, cartesian coordinate system is adopted. The generated path must avoid collision with circular obstacles having equal size. The scenario of the simulation is formed by the start point of the robot, the obstacle, and the end point of the robot. An important point regarding the methodology adopted lies in the fact that from the techniques used, the obstacle presented here has the shape of a circle hence reducing the generation of local minimums while creating the path as indicated in [30], although the system is capable of analyzing obstacles of other various shapes like triangular, rectangular and trapezoidal but with the generation of more local minimums in path planning.

2.4. Parameters of Optimization Process

Table 2 introduces the values of parameters which affect the sampling, optimization and frequency response of PDC-PID controller, these are fixed at minimum values to optimize the computation time. In addition, Table 3 introduces parameters of the optimization methodology. It is important to mention that these optimization parameters and the DE optimization parameters given in Tables 2 and 3 are specifically restricted to the position domain controller (PDC-PID) and artificial potential field (APF) also, below the pseudocode of the DE algorithm to be clearly the procedure work of DE to modify APF and PDC-PID shown in Algorithm 1.

The pseudocode of the DE algorithm is given below:

**Algorithm 1** DE algorithm for GAIN OF PDC-PID AND APF

1: function \(x = \text{DE} (\text{CR}; \text{NP}; \text{F}; \text{CR}; \text{range}; f; \text{gain})

2: \(x_{\text{rand}}(\text{NP}; \text{range});

3: f_{\text{fit}} \quad f(x);

4: as long as stopping criterion is not satisfied do;

5: for \(i = 1\) to \(\text{NP}\) do;

6: \(v_i\); \(G + 1\) mutation (\(G; \text{x}_i; \text{F}; \text{gain})

7: \(u_i\); \(G + 1\) crossing (\(G; G + 1; x_i; v_i; \text{CR}; \text{gain})

8: order to

9: \(f_{\text{fit}} u\) \quad f(u);

10: for \(i = 1\) to \(\text{NP}\) do

11: if \(f_{\text{fit}} u (i) > f_{\text{fit}} x (i)\) then;

12: \(x_i\); \(G + 1\) \quad u_i; \(G + 1\);

13: if not

14: \(x_i\); \(G + 1\) \quad x_i; \(G;

15: end if

16: end to

17: end while

| Table 2. Optimization parameters. |
|-----------------------------------|
| Feasible Bounds of Gain           | 0–0.0001 |
| Master Motion Sampling Frequency  | 99 [Hz]  |
| Maximum Iterations Allowed        | 29       |
Table 3. DE algorithm parameter values.

| Parameters                          | Value          |
|-------------------------------------|----------------|
| Population size                     | 30 individuals |
| Number of generations               | 50             |
| Probability of crossing (CR)        | 0.9            |
| Magnetic moment                     | 1 erg/G = 1 emu|
| Step size to be taken in the difference (F) | 0.5           |

3. Results

The experimental results of optimization process were achieved through optimizing linear and non-linear contour tracking using three different fitness functions in DE algorithm for position domain gain optimization and modified APF which was presented in the previous section. To obtain enhanced path and quantified tracking of the manipulator robot, the presentation of the proposed controller has been assessed through a 6-DOF universal manipulator robot UR5 shown in Figure 1. Experimentally, the Robotics System Toolbox of MATLAB simulation with the ROS platform was used to connect with the manipulator robot UR5. The experimental results presented here show the improvement in path planning and contour tracking through the application of DE algorithm into both the APF algorithm and the PDC-PID controller for the UR5 manipulator. In Figure 2. The overall communication model to control UR5.

![Figure 1. Communicating the UR5 robot with the computer software.](image1)

![Figure 2. The overall communication model to control UR5.](image2)

In the first part, optimization was achieved for the position domain controller (PID) of manipulator UR5 by meta-heuristic algorithm. The main goal is minimizing the contour error level of the manipulator. Three different types of fitness functions (ISE, IAE, and MSDAE) were adopted to calculate the optimization efficiency in linear and nonlinear contour tracking to complete the optimization process.
The optimization method of the six-DOF UR5 manipulator includes connecting the base joint to the ground for master motion which is controlled using PID controller, while other joints are controlled by the PDC-PID controller for slave motions. Gains of the control process were optimized for linear and non-linear contour tracking, with three types of different fitness functions given in Tables 4 and 5. The DE optimization algorithm was successful to produce gains at the specified bounds.

**Table 4. Linear contour gain.**

| Optimization Algorithm | Fitness Functions | \( k_p \) | \( k_D \) | \( k_I \) |
|------------------------|-------------------|--------|--------|--------|
| DE                     | ISE               | diag[100,4785,155] | diag[90,10,000,375] | diag[90,10,000,96] |
|                        | IAE               | diag[9766,5676,89] | diag[8443,10,000,1] | diag[10,000,90,10] |
|                        | MSDAE             | diag[5436,90,490] | diag[5849,7671,221] | diag[5673,2351,87] |

**Table 5. Non-linear contour gain.**

| Optimization Algorithm | Fitness Functions | \( k_p \) | \( k_D \) | \( k_I \) |
|------------------------|-------------------|--------|--------|--------|
| DE                     | ISE               | diag[9371,6643,9850] | diag[10,000,1405,2720] | diag[4361,183,255] |
|                        | IAE               | diag[90,10,000,8805] | diag[100,1062,1110] | diag[6330,750,352] |
|                        | MSDAE             | diag[90,8769,9876] | diag[4078,1516,2600] | diag[1202,127,90] |

Figures 3 and 4 show the values of three fitness functions (ISE, IAE and MSDAE) versus the number of iterations for the DE optimization algorithm in linear and non-linear contour tracking respectively. Figure 5 shows the contour error \( (e_c) \) produced in the linear and non-linear contour tracking using the three fitness functions described earlier. It was observed that the DE algorithm using ISE fitness function resulted in minimum contour error in linear tracking while the IAE fitness function showed minimum contour error in nonlinear contour tracking, however, the three fitness functions gave good optimization results.

![Fitness functions vs. iteration number for linear contour.](image-url)
Figures 3 and 4 show the values of three fitness functions (ISE, IAE and MSDAE) versus the number of iterations for the DE optimization algorithm in linear and non-linear contour tracking respectively. Figure 5 shows the contour error ($e_c$) produced in the linear and non-linear contour tracking using the three fitness functions described earlier. It was observed that the DE algorithm using ISE fitness function resulted in minimum contour error in linear tracking while the IAE fitness function showed minimum contour error in non-linear tracking, however, the three fitness functions gave good optimization results.

Figure 3. Fitness functions vs. iteration number for linear contour.

Figure 4. Fitness functions vs. iteration number for non-linear contour.

Figure 5. Contour error produced in linear and non-linear contour tracking using gain optimization through fitness functions.

The contour errors of DE optimization for linear and non-linear contours are shown in Figures 6 and 7.

In this section of the results, we find the optimal contour performance for linear and non-linear contours. This aim was completed by calculating the optimal fitness function for linear and non-linear contours, and after this, we calculated the error contour when applied to three functions in linear and non-linear contour functions. Therefore, the result of this section is to obtain optimal contour tracking of the UR5 manipulator robot.
In this section of the results, we find the optimal contour performance for linear and non-linear contours. This aim was completed by calculating the optimal fitness function for linear and non-linear contours, and after this, we calculated the error contour when applied to three functions in linear and non-linear contour functions. Therefore, the result of this section is to obtain optimal contour tracking of the UR5 manipulator robot.

Table 6 shows that the optimization algorithm produced similar mean torques $T_m$ for Joint 1 of the UR5 manipulator using the three fitness functions while other joints produced different values. The DE algorithm in linear tracking produced the smallest contour error with the smallest mean torque required. The same argument applies for non-linear contour tracking, in which, the smallest contour error produced the smallest torque except the mean torque in Joint 2. Figure 8 shows a comparison between linear and non-linear tracking for mean torque required using the three fitness functions.

Table 6. Mean torques and contour errors.

| DE Algorithm | Fitness Function | Linear Contour | Non-Linear Contour |
|--------------|-----------------|----------------|-------------------|
|              | $e_c$ | $T_{m1}$ | $T_{m2}$ | $T_{m3}$ | $T_{m4}$ | $T_{m5}$ | $T_{m6}$ | $e_c$ | $T_{m1}$ | $T_{m2}$ | $T_{m3}$ | $T_{m4}$ | $T_{m5}$ | $T_{m6}$ |
| ISE          | $3.72 \times 10^{-6}$ | 0.94 | 0.73 | 0.63 | 0.7 | 0.9 | 0.56 | $2.32 \times 10^{-6}$ | 5.56 | 1.43 | 0.79 | 1.3 | 5.4 | 0.7 |
| IAE          | $8.18 \times 10^{-6}$ | 0.56 | 0.78 | 0.78 | 0.7 | 0.5 | 0.7 | $3.23 \times 10^{-6}$ | 5.53 | 1.74 | 1.33 | 1.6 | 4.5 | 0.9 |
| MSDAE        | $4.87 \times 10^{-6}$ | 9.46 | 0.73 | 0.6 | 0.67 | 0.8 | 0.5 | $1.29 \times 10^{-6}$ | 5.43 | 1.30 | 0.84 | 1.0 | 0.37 | 1.6 |
Finally, the effect of position domain control on Joints 2 and 3 needs to be explored. The reason of choosing these two joints is that they have big variations in joint angle compared to other joints. Tests were conducted using two configurations. The first configuration assumed for joints angles is represented by \([-80, -45, -55, -80, 260, -94]\) and the second configuration is represented by \([35, -105, -75, 90, -125, 110]\). Figure 9a,b shows the step response to the first and second robot configurations for Joint 2 where PID refers to the design controller and dif. refers to the difference in joint angle between the optimum angle and the angle produced using the PID controller.

Figure 9. Step response of the UR5 robot for the two configurations of Joint 2.

Figure 10a,b show the step response to the first and second robot configurations for Joint 3.

The second section of the result is to improve the APF by DE algorithm to obtain the contour tracking with obstacle avoidance.

In the step response of the PDC-PID controller, there was no overshoot in contrast to other types of controllers. This is true only in linear contour tracking, while there was no overshoot observed in both linear and non-linear contour tracking when the DE algorithm is applied to improve the performance of PDC-PID. This result shows the advantage of using DE optimization algorithm in linear and non-linear contour tracking.
Figure 10. Step response of the UR5 robot for the two configurations of Joint 3.

APF parameters are often adopted empirically which makes the process expensive but with the application of DE algorithms, an improvement in the performance of the APF algorithm is achieved due to the generation of collision-free trajectories. APF-DE simulations were presented for a population of 30 individuals with 50 iterations. The APF algorithm with DE trajectory showed the smoothest trajectory. It was also possible to verify the average position error between the last required position of the path generated by the APF-DE and the final position. In terms of computational cost, the DE algorithm showed shorter execution time for the calculation of the parameters of APF algorithm. Advantages of these simulations can be attributed to the improvement of the APF algorithm, because the parameters are now being generated in optimized way and the precision of the points of the trajectories reached. Figure 11 shows the effect of DE algorithm for 30 individuals and 50 generations where the best individual and the population average are also given. Table 7 presents the intensity parameter values of the potential field computed through the locations of obstacles in the simulation using DE algorithm for 30 individuals and 50 generations. Figure 12 shows the lines and trajectory of the APF together with the collision-free path, in the Cartesian space for the simulation performed using the aforementioned parameters.

Figure 11. DE effecting with 30 individuals and 50 generations.
Table 7. Parameter values and intensities obtained by the DE.

| Parameter | $k_r$ | $k_a$ | $k_o$ |
|-----------|-------|-------|-------|
| Intensity | 1829  | 4230  | 2389  |

Figure 11. DE effecting with 30 individuals and 50 generations.

Figure 12. Trajectory and collision-free path performed by the APF for the parameters in Table 6.

Figure 13 shows the potential surface obtained from the DE-APF scene in Figure 12.

Figure 13. Potential surface obtained from the DE-APF scene in Figure 12.

Finally, Figure 14 represents the trajectories of UR5 manipulator in three cases, the first case is with PDC-PID controller to obtain circular contour, the second case is with APF to obtain collision free-path and the third case is with PDC-APF modified by DE which combines the two merits of the above two cases. Figure 15 shows the trajectory of UR5 manipulator in these three cases, when it moves from the starting position and avoids the obstacle in the contour path to reach the final position. In the first case, the manipulator moved from the starting to the final position but the distance between obstacle and manipulator was larger than in the second case and the distance in the second case was larger than the in third case which means that manipulator is following the desired contour path.
UR5 manipulator in these three cases, when it moves from the starting position and avoids the obstacle in the contour path to reach the final position. In the first case, the manipulator moved from the starting to the final position but the distance between obstacle and manipulator was larger than in the second case and the distance in the second case was larger than the in third case which means that manipulator is following the desired contour path.

Figure 14. Trajectory of UR5 manipulator.

Figure 15. Trajectory of UR5 manipulator in three cases (PDC-PID controller, APF and with PDC-APF modified by DE).

As noted, to compare this paper with Ref. [8], we showed that the DE algorithm enhances the parameters of the APF approach and control on the PDC-PID controller. This was completed by helping a fitness function. The result of this study gave linear and nonlinear contour tracking with obstacle avoidance to the UR5 manipulator robot.

4. Conclusions

The novelty of this paper was that the DE algorithm can be used to modify APF and enhance the gain of position domain PDC-PID controller in the UR5 manipulator robot to minimize the contour tracking error and enhance the path of the UR5 robot. Three different fitness functions (ISE, IAE, and MSDAE) were used to determine optimization efficiency. The DE-ISE method resulted in minimum contour error in linear contour tracking. Minimum contour error in non-linear contour tracking is produced using the DE-IAE method. It has been concluded that the DE algorithm revealed good optimization in linear and nonlinear contours since the application of DE algorithm made it more flexible to avoid the local minimum. It is important to mention here that these optimization methods for gain tuning of the position domain controller can be extended to other controller designs made for contour tracking which suffered from manipulator problems. On the
other hand, the improved APF method with DE presented low computational cost allowing applications in dynamic environments for collision-free trajectories. The artificial potential field method requires adjustments of several parameters so that the generated path is satisfactory. As shown in this work, through the proper selection of the parameters $ka$, $kr$ and $ko$ it is possible to reach the position and optimize the path through a minimum distance. Therefore, we conclude that in all of the evaluations carried out, the DE algorithm presented good results regarding generation of a smooth contour trajectory and better computational cost. In future work, there are many ideas to explore. One of them would be to apply the fuzzy decision on the APF approach to avoid the obstacle in online working, and modify the APF approach by connecting it with the Internet.
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