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Abstract—In this paper, we study the compression of a target two-layer neural network with \( N \) nodes into a compressed network with \( M < N \) nodes. More precisely, we consider the setting in which the weights of the target network are i.i.d. sub-Gaussian, and we minimize the population \( L_2 \) loss between the outputs of the target and of the compressed network, under the assumption of Gaussian inputs. By using tools from high-dimensional probability, we show that this non-convex problem can be simplified when the target network is sufficiently over-parameterized, and provide the error rate of this approximation as a function of the input dimension and \( N \). In this mean-field limit, the simplified objective, as well as the optimal weights of the compressed network, does not depend on the realization of the target network, but only on expected scaling factors. Furthermore, for networks with ReLU activation, we conjecture that the optimum of the simplified optimization problem is achieved by taking weights on the Equiangular Tight Frame (ETF), while the scaling of the weights and the orientation of the ETF depend on the parameters of the target network. Numerical evidence is provided to support this conjecture.

I. INTRODUCTION

The compression of Deep Neural Networks (DNNs) plays a crucial role in many modern-day applications in which inference has to be performed at minimal computational cost. This occurs, for instance, in the IoT paradigm: here, classic DNN tasks (e.g., image classification, speech recognition, and anomaly detection) have to be implemented over diverse platforms with limited computational capabilities. In this scenario, large DNNs trained over vast datasets have to be severely compressed to fit the current hardware limitations. Several empirical studies have shown that over-parameterized DNNs are often highly redundant and, hence, smaller sub-networks can be identified which perform close to the original DNN [1]. This observation has motivated the emergence of a host of different approaches to identify such sub-networks [2]. Despite the very promising empirical results, the ultimate performance of DNN compression is yet to be characterized. This problem can be summarized as the following question:

What is the minimum performance loss that can be guaranteed when compressing any network of \( N \) nodes into a smaller network of \( M < N \) nodes?

Main contributions. In this paper, we address the above question by investigating the limiting performance when approximating a two-layer target network with \( N \) neurons via a two-layer compressed network with \( M \) neurons. More precisely, we assume that (i) the input features are Gaussian, and that (ii) the network weights are i.i.d. sub-Gaussian. Then, we consider the problem of determining the parameters of the compressed network which minimize the expected \( L_2 \) distance (population loss) between the outputs of the target and compressed network. This optimization can be divided into the two sub-problems: that of determining the amplitudes and the directions of the weights. While finding the amplitudes boils down to linear regression, finding the directions is challenging. Thus, by using tools from high-dimensional probability, we show that this latter problem can be simplified in the asymptotic regime in which \( N, d \gg 1 \). We highlight that the simplified objective and the optimal parameters of the pruned network do not depend on the realization of the target network. Furthermore, if the activation function is ReLU, we formulate the Equiangular Tight Frame (ETF) conjecture, that is, we conjecture that the optimal choice of weights on the compressed network forms an ETF (see Fig. 1), while the orientation of the ETF and the scaling of the neuronal outputs depends on the parameters of the target network. We also provide numerical evidence supporting our conjecture.

Related work. Early work used the second order Taylor approximation of the cost function to determine the relevance of the network weights [3], [4]. Using this change as a measure of salience, weights corresponding to low salience are pruned from the network. The magnitude of the weights has also been considered as a measure of saliency [5]–[7]. The main advantage of these methods relies on their computational efficiency. The so called “lottery ticket hypothesis” suggests that pruning should be performed in a structured manner [8], and sparsification techniques which promote a structured form of sparsity have been considered e.g. in [9]. In [10], the authors consider a “greedy forward selection” strategy in which the sub-network is obtained by successively adding (with replacement) neurons to an empty network. In [11], pruning is performed via “neuron merging”, i.e., similar neurons are identified by the cosine similarity of their weights and they are successively merged.

Notation. We adopt the short-hands \( [m : n] \triangleq \{m, \ldots, n\} \) and \( [n] \triangleq [1 : n] \). We let \( I \) be the all-1 vector, and \( I \) the identity matrix. Given a vector \( v \), \( \| v \|_2 \) denotes its \( L_2 \) norm. Given a matrix \( M \), \( \| M \|_{op} \) denotes its operator norm, \( \| M \|_F \) the Frobenius norm, and \( M^+ \) its Moore-Penrose
pseudo-inverse. The unit sphere of dimension $d$ is indicated as $S^{d-1}$. The Gaussian distribution with mean $\mu$ and covariance matrix $C$ is denoted as $\mathcal{N}(\mu, C)$. Given a sub-Gaussian random variable $w$, its sub-Gaussian norm is defined as $\|w\|_\psi_2 = \inf\{t > 0 : \mathbb{E}[\exp(w^2/t^2)] \leq 2\}$. Given a random vector $w \in \mathbb{R}^d$, its sub-Gaussian norm is defined as $\|w\|_\psi_2 := \sup_{\|u\|_2 = 1} \|u^T w\|_\psi_2$.

### II. Problem Formulation

Let the target network $W$ be specified by (i) a set of weight vectors $\{w_n\}_{n \in [N]}$ with $w_n \in S^{d-1}$, and (ii) a set of scaling coefficients $\{a_n\}_{n \in [N]}$ with $a_n \in \mathbb{R}$. Then, the output $f_W(x)$ is obtained as

$$f_W(x) = \frac{1}{N} \sum_{n \in [N]} a_n \sigma(w_n, x),$$

where $\sigma$ is the activation function. The compressed network $V$ is specified by the weights $\{v_m\}_{m \in [M]}$ with $v_m \in S^{d-1}$ and scaling coefficients $\{b_m\}_{m \in [M]}$, so that the output $f_V(x)$ is obtained as

$$f_V(x) = \frac{1}{M} \sum_{m \in [M]} b_m \sigma(v_m, x).$$

As we allow for the coefficients $\{a_n\}_{n \in [N]}$ and $\{b_m\}_{m \in [M]}$, the assumption that $w_n, v_m \in S^{d-1}$ is not particularly restrictive. Furthermore, if we assume that the activation function is ReLU ($\sigma(x) = \max(x, 0)$) then, by using the homogeneity of $\sigma$, one can incorporate the norm of the weights $w_n$ and $v_m$ into the coefficients $a_n$ and $b_m$, respectively.

Our goal is to compress (1) into (2) so that the expected $L_2$ loss between the two outputs when the input is Gaussian, i.e.,

$$L(V, W) = \mathbb{E}_{X \sim \mathcal{N}(0, I)} \left[ \|f_W(X) - f_V(X)\|_2^2 \right],$$

is minimized over the choice of $\{b_m, v_m\}_{m \in [M]}$. We remark that, in the theoretical literature, it is common to assume that the input data is Gaussian, see e.g. [12, Remark 2]. Furthermore, the average $L_2$ distance of two functions on a Gaussian input, as in (3), can be regarded as a proxy for understanding how close they behave on normalized (i.e. whitened) data.

A compact formulation of the expression in (3) using vector notation can be achieved by defining

$$g(u, v) = \mathbb{E}_{X \sim \mathcal{N}(0, I)} \sigma(u^T X) \sigma(v^T X),$$

$$[G_{WW}]_{ij} = g(w_i, w_j),$$

$$[G_{VV}]_{ij} = g(v_i, v_j),$$

Similarly, we define the column vectors $a, b$ as $[a]_n = a_n [b]_m = b_m$. Finally, defining $s := \frac{1}{N} G_{VV} a$, (3) becomes

$$L(V, W) = \frac{1}{N^2} a^T G_{WW} a - \frac{2}{M} b^T s + \frac{1}{M^2} b^T G_{VV} b.$$  

The entries of $G_{VV}, G_{WW},$ and $G_{VV}$ can be interpreted as correlations between neurons, and $|s|_i$ can be interpreted as the average correlation between the $i$th neuron in the compressed network and all neurons in the target network. In this problem definition, we use the term “compression” with the following acceptance. The network $W$ has been trained to perform an inference task over a given dataset. The problem at hand is to produce a smaller network $V$ approximating $W$ using only the knowledge of the network parameters.

In the remainder of the paper, we consider the following set of assumptions:

**Assumption (A-x):** the network input $X$ is Gaussian with zero mean and identity covariance.

**Assumption (A-w):** the target network weights $\{w_n\}_{n \in [N]}$ are i.i.d. zero-mean, unit-norm random vectors, i.e. $w_n \in S^{d-1}$ sub-Gaussian random vectors, with a sub-Gaussian norm $\|w_n\|_\psi_2 \leq \sigma_W / \sqrt{d}$.1

**Assumption (A-a):** the scaling coefficients of the target network $\{a_n\}_{n \in [N]}$ are i.i.d. bounded random variables, i.e. $|a_n| \leq A$, and they are independent of the weights $\{w_n\}_{n \in [N]}$. We also assume $\mathbb{E}[a_n] = \mu_a \neq 0$.

**Assumption (A-b):** the scaling coefficients $\{b_m\}_{m \in [M]}$ are optimized in a compact set, i.e. $|b_m| \leq B$.

A few remarks on the assumptions are in order. First, the quantities $\sigma_W, \mu_a, A$ and $B$ are all numerical constants (independent of $d, N, M$). Second, the assumption that $\{w_n\}_{n \in [N]}$ are i.i.d. is compatible with gradient descent training in the mean-field regime [13]–[16]. In fact, in this regime, the weights obtained from stochastic gradient descent are close to $N$ i.i.d. particles distributed according to the solution of a certain non-linear partial differential equation [13], [17]. This perspective has been used to prove a number of properties of neural networks, including convergence [13], [15], [18], mode connectivity [19] and implicit bias [20].

### III. Optimization of Scaling Coefficients

We begin by arguing that the minimization over $\{b_m\}_{m \in [M]}$ in (3) for a given $\{v_m\}_{m \in [M]}$ has a rather simple closed-form expression (Lemma 1). Next, we show that the optimization of the compressed weights $\{v_m\}_{m \in [M]}$ can be approached using the Hermite expansion of $\sigma$, when the input is Gaussian.

---

1The scaling $1/\sqrt{d}$ ensures that the weights belong to the unit sphere $S^{d-1}$. 

---

Fig. 1. A representation of the equiangular tight frame (ETF).
Lemma 1 (Minimization over \(\{b_m\}_{m\in[M]}\)). The optimal value of \(b\) in (5) for fixed \(\{v_m\}_{m\in[M]}\) is
\[
b^*(G_{VV}) = \frac{M}{N} G_{VV}^+ G_{VV} a = M G_{VV}^+ s. \tag{6}
\]
Furthermore, when replacing the solution of (6) into (5), the loss is given by
\[
L(V,W)|_{b=b(\alpha)} = \frac{1}{N^2} a^\top G_{WW} a - s^\top G_{VV}^+ s. \tag{7}
\]

Proof. Given any set of unit-norm vectors \(\{v_m\}_{m\in[M]}\) in (5), the loss is a quadratic (hence convex) program in \(\{b_m\}_{m\in[M]}\). Thus, the optimal value can be found by setting the gradient \(\nabla_b L\) to 0, which readily gives (6). By plugging (6) into (5), we also obtain (7). \(\Box\)

We note that, since by definition the loss is \(\geq 0\), \(s\) always lies in the image of \(G_{VV}\), justifying the use of the Moore-Penrose pseudo-inverse. In fact, if there exists \(k \in \text{kernel}(G_{VV})\) such that \((k,s) \neq 0\), then the loss evaluated at \(b = \eta k\) is
\[
\frac{1}{N^2} a^\top G_{WW} a - \frac{2}{M} k^\top s + \frac{\eta^2}{M^2} k^\top G_{VV} k = C - C' \eta,
\]
which can be taken to \(\pm \infty\) by taking \(\eta\) to \(\pm \infty\) depending on the sign of \(C'\).

Lemma 2 ([21]). The function \(g(u,v)\) in (4a) is a function of \(\alpha = (u,v)\), which can be expressed as
\[
g(u,v) = g(\alpha) = \frac{1}{2\pi} \left(\sqrt{1 - \alpha^2} + \alpha (\pi - \arccos(\alpha))\right). \tag{8}
\]
Additionally, \(g(\alpha)\) admits the well-defined Taylor expansion
\[
g(\alpha) = \frac{1}{2\pi} + \frac{1}{4} \alpha + \sum_{k \geq 1} \frac{1}{(2k)!} (\frac{2k-3}{2})^2 \alpha^{2k}. \tag{9}
\]

Proof: The expression in (8) follows from [21].2 The expression in (9) is derived through some rather straightforward manipulations. Here, the Taylor coefficients of \(g\) are the squared Hermite coefficients of \(\sigma\), see [22, Section 11.2].

We note that, for any \(\alpha \in L^2(e^{-u^2/2})\), \(g(u,v)\) is a function of \(\alpha = (u,v)\), as long as the input distribution is invariant under rotations.

IV. LIMIT LOSS AND LIMIT OBJECTIVE

By solving the minimization over \(\{b_m\}_{m\in[M]}\), we have reduced the problem to optimizing (7) over \(\{v_m\}_{m\in[M]}\). Note that the vectors \(\{v_m\}_{m\in[M]}\) appear both in \(G_{VV}^+ G_{VV}\) and in \(s\). Next, we show that, as \(N,d \gg 1\), the dependence of \(s\) on \(\{v_m\}_{m\in[M]}\) can be essentially dropped. More specifically, Theorem 1 proves that the loss (5) is close to the limit loss
\[
\hat{L}(V,W) = \frac{1}{N^2} a^\top G_{WW} a - \frac{2}{M^2} \mu^\top 1 + \frac{1}{M^2} b^\top G_{VV} b,
\]
\[\tag{10}
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where in the first inequality we use that $|a_n| \leq A$, and in the last line we have defined $\mathbf{W} := \sqrt{d} \mathbf{w}_1, \ldots, \sqrt{d} \mathbf{w}_N$. 

To bound the operator norm of $\frac{1}{N} \mathbf{W} \mathbf{W}^\top$, let $\Sigma$ be the second moment matrix of $\sqrt{d} \mathbf{w}_n$, i.e., $\Sigma := \mathbb{E}[\mathbf{w}_n \mathbf{w}_n^\top]$. Then, by [25, Remark 5.40], we have that

$$ \left\| \frac{1}{N} \mathbf{W} \mathbf{W}^\top \right\|_{op} \leq \| \Sigma \|_{op} + \max(\delta, \delta^2), $$

with probability at least $1 - 2 \exp(-c_1 t^2)$, where $\delta = C_1 \sqrt{d/N} + t/\sqrt{N}$ and $c_1, C_1$ are numerical constants. To bound $\| \Sigma \|_{op}$, let $\mathbf{u}$ be the unitary eigenvector associated to the maximum eigenvalue of $\Sigma$. Then,

$$ \| \Sigma \|_{op} = \mathbf{u}^\top \Sigma \mathbf{u} = d \mathbb{E}[\mathbf{u}^\top \mathbf{w}_n \mathbf{w}_n^\top \mathbf{u}] = d \mathbb{E}\left[ (\mathbf{u}^\top \mathbf{w}_n)^2 \right]. $$

Furthermore, we have that

$$ \left\| \mathbf{w}_n \right\|_{\psi_2} := \sup_{\mathbf{u}: \|\mathbf{u}\|_2 = 1} \left\| \langle \mathbf{u} \rangle \mathbf{w}_n \right\|_{\psi_2} \geq \frac{1}{C_2} \sqrt{\mathbb{E}\left[ (\mathbf{u}^\top \mathbf{w}_n)^2 \right]}, $$

where $C_2$ is a numerical constant, and the last inequality comes from Eq. (2.15) of [23]. By combining (16) and (17) with the fact that $\left\| \mathbf{w}_n \right\|_{\psi_2} \leq \sigma_W / \sqrt{d}$, we conclude that

$$ \| \Sigma \|_{op} \leq C_2 \sigma_W^2. $$

Hence, the desired result follows by taking $t = d / \sqrt{c_1}$ in (15) and using (18).

At this point, we are ready to prove our main result.

**Theorem 1** (Convergence to limit loss). Let the assumptions (A-w)-(A-a) hold. Then, we have that

$$ \sup_{\mathbf{v}_m \in \mathcal{S}^{d-1}} \left| \mathbf{v}_m^\top \mathbf{w}_n \right| \leq \frac{\mu_n}{2\pi} + \mathcal{O}(\sqrt{\frac{\log d}{d}}), $$

with probability at least $1 - 4e^{-t^2/16} - 2e^{-d}$, where

$$ \mathcal{O}(N, d, A, \sigma_W, t) := CA \left( \frac{\sigma_W^2}{d} + \frac{t(1 + \sigma_W)}{\sqrt{N}} \right), $$

and $C$ is a numerical constant. Furthermore, by assuming also (A-b), we have that, with the same probability,

$$ \sup_{\mathbf{v}_m \in \mathcal{S}^{d-1}} \left| L(N, \mathbf{W}) - \hat{L}(N, \mathbf{W}) \right| \leq B M \mathcal{O}(N, d, A, \sigma_W, t), $$

where $L(N, \mathbf{W})$ and $\hat{L}(N, \mathbf{W})$ are defined in (5) and (10), respectively.

**Proof:** By plugging the Taylor expansion of $g$ (cf. (9)) into the definition $\mathbf{s} := \frac{1}{N} G_{VV} \mathbf{a}$, we have that, for $i \in [M],$

$$ [\mathbf{s}]_i = \frac{1}{N} \sum_{n \in [N]} a_n \mathbf{w}_n + \frac{1}{N} \sum_{n \in [N]} \frac{1}{4} a_n \mathbf{w}_n \mathbf{v}_i \mathbf{w}_n \mathbf{v}_i^\top + \frac{1}{N} \sum_{n \in [N]} a_n c_k \mathbf{v}_i \mathbf{w}_n^2 $$

where $c_k = \frac{(2k-3)!}{2k!}. $ Hence,

$$ \left| [\mathbf{s}]_i - \frac{\mu_n}{2\pi} \right| \leq \frac{1}{N} \sum_{n \in [N]} \left| \frac{a_n}{2\pi} - \frac{\mu_n}{2\pi} \right| + \frac{1}{N} \sum_{n \in [N]} \frac{1}{4} a_n \mathbf{v}_i \mathbf{w}_n \mathbf{w}_n^2 \mathbf{v}_i^2 + \frac{1}{N} \sum_{n \in [N]} a_n c_k \mathbf{v}_i \mathbf{w}_n^2. $$

Using Hoeffding inequality for bounded variables, we get

$$ \mathbb{P}\left( T_1 \geq \frac{tA}{2\pi \sqrt{N}} \right) \leq 2e^{-\frac{t^2}{4}}, $$

Furthermore, using Lemma 3, we have

$$ \mathbb{P}\left( \sup_{\mathbf{v}_i \in \mathcal{S}^{d-1}} T_2 \geq \frac{tA \sigma_W}{4\sqrt{N}} \right) \leq 2e^{-\frac{t^2}{8}}. $$

For the last term, we first note that

$$ T_3 \leq \frac{1}{N} \sum_{n \in [N]} \sum_{k \geq 1} \frac{a_n c_k \mathbf{v}_i \mathbf{w}_n^2}{2} \leq \frac{C}{N} \sum_{n \in [N]} \left| a_n \right| \mathbf{v}_i \mathbf{w}_n^2, $$

where $C$ denotes a numerical constant. Here, in the first inequality we use that $c_k \geq 0$ for all $k \geq 1$ and that $|\mathbf{v}_i \mathbf{w}_n^2| \leq 1$ since $\mathbf{v}_i \mathbf{w}_n \in \mathcal{S}^{d-1}$; and in the second equality we use that $\sum_{k \geq 1} c_k$ is finite, since $\sigma \in L^2(e^{-w^2/2}).$ 

Thus, we can use Lemma 4 to give a uniform bound on the RHS of (26). By combining this with (24) and (25), after some simplifications we obtain (19).

Recall from assumption (A-b) that $|h_m| \leq B$. Then, an immediate consequence of (19) is that

$$ \sup_{\mathbf{v}_m \in \mathcal{S}^{d-1}} \left| \mathbf{b}^\top \mathbf{s} - \frac{\mu_n}{2\pi} \right| \leq MB \mathcal{O}(N, d, A, \sigma_W, t), $$

which readily gives (21).

Theorem 1 shows that, if we optimize the limit loss (10) instead of the original loss (5), we suffer at most an additive error which scales as $1/\sqrt{N} + 1/d$. The same result can be obtained for any $\sigma \in L^2(e^{-w^2/2})$, as long as the zero-th, first and second Hermite coefficients are non-zero. If at least one of these coefficients is zero, we still expect convergence to the limit loss, but with a different additive error term.

By the same argument of Lemma 1, the optimal value of $\mathbf{b}$ in (10) for a fixed $G_{VV}$ is

$$ \mathbf{b}^* \left( G_{VV} \right) = \frac{M \mu_n}{2\pi} G_{VV}^+. $$

Furthermore, when replacing the solution of (28) into (10), the loss is given by

$$ \hat{L}(N, \mathbf{W}) \big|_{\mathbf{b} = \mathbf{b}^*} = \frac{1}{N^2} \mathbf{a}^\top G_{WW} \mathbf{a} - \frac{\mu_n^2}{4\pi^2} 1^\top G_{VV}^+ 1. $$

This is equivalent to maximizing

$$ \mathbb{R}(\mathbf{V}) = 1^\top G_{VV}^+ 1. $$

4It is uniform in the sense that it upper bounds $\sup_{\mathbf{v}_i \in \mathcal{S}^{d-1}} T_3$. 


We refer to (29) as the \textit{limit loss} and to \( \tilde{R}(V) \) as the \textit{limit objective}. Note that, in (30), we have removed the dependency on the target network \( W \), as the limit objective no longer depend on the target network. We also remark that our bound for the approximation gap in (21) worsens as \( M \) increases. This is to be expected since, when \( M \) scales e.g. linearly with \( N \), the weights of the compressed network should depend on the realization of the target network.

\section{Equiangular Tight Frame (ETF) conjecture}

We conjecture that the limit objective (30) is maximized when the weights of \( V \) form an ETF, i.e., \( v_i^T v_j = -1/(M-1) \) for all \( i \neq j \). More precisely, we conjecture that any ETF achieves the maximum in (30): optimizing the orientation of the ETF results in a reduction of the compression loss bounded as in (21) – with high probability. We indicate the value of (30) when \( \{v_m\} \) is an ETF as \( \tilde{R}_{\text{ETF}} \) and the corresponding compressed network as \( V_{\text{ETF}} \). We note that the assumption \((A-b)\) is satisfied when \( b \) is given by (28) and the weights of \( V \) form an ETF. We compute the value of \( \tilde{R}_{\text{ETF}} \) in Lemma 5, and prove the conjecture in the \( M = 2 \) case in Lemma 6.

\begin{lemma}[ETF limiting objective] \label{lem:ETF_limit}
When the weights of \( V \) form an ETF, we have that
\[
\tilde{R}(V) = \tilde{R}_{\text{ETF}} = \frac{M}{g(1) + (M-1)g\left(-\frac{1}{M-1}\right)},
\]
where \( g(\alpha) \) is given by (9).
\end{lemma}

\begin{proof}
Define \( c_1 = g(-1/(M-1)) \) and \( c_2 = g(1) - g(-1/(M-1)) \). Then, \( g(v_i^T v_j) = c_1 \) if \( i \neq j \) and \( g(v_i^T v_j) = c_1 + c_2 \) otherwise. Hence, \( G_{VV} = c_1 11^T + c_2 1 \) and, by using the Sherman-Morrison formula, (31) follows.
\end{proof}

\begin{lemma}[Case \( M = 2 \)] \label{lem:ETF}
For \( M = 2 \), an ETF is the optimal solution of the optimization in (30).
\end{lemma}

\begin{proof}
To see this, let us rewrite (30) as
\[
21^T \begin{bmatrix} 1 & g_{12} \\ g_{12} & 1 \end{bmatrix}^{-1} 1 = \frac{4(1 - g_{12})}{1 - g_{12}^2} = \frac{4}{1 + g_{12}},
\]
where \( g_{12} = 2g(v_1^T v_2) \). Since \( g \) in (9) is an increasing function in \( \alpha \), the maximum of the limit objective happens when \( v_1 = -v_2 \), which is an ETF.
\end{proof}

In the rest of the section, we provide numerical results giving a rather strong indication that the ETF maximizes (30). First, in Fig. 2, we compare (i) the value of the limit objective attained by the ETF (cf. Lemma 5) and (ii) the limit objective obtained after running \( 10^5 \) iteration of gradient descent (GD), as a function of \( M \). These two values coincide up to the 12\textsuperscript{th} decimal place for \( M \) between 5 and 30.

To further investigate the GD solution, let us define the distance between two networks \( V \) and \( V' \) as
\[
d(V, V') = \|G_{VV} - G_{VV'}\|_F. \tag{33}
\]
In Fig. 3, we plot \( d(V_{\text{ETF}}, V_{\text{GD}}) \), i.e., the distance between the ETF compressed network, \( V_{\text{ETF}} \), and the network compressed

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Limit objective as estimated through GD and as computed at ETF.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Distance between the GD solution and the ETF solution, as in (33).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Convergence of GD as a function of the iteration number. The boundaries of the shaded area indicate the minimum and maximum of the objective across 10 independent initializations.}
\end{figure}

\section{Conclusion}

In this paper, the compression of a two-layer neural network with \( N \) neurons to a network with \( M \) neurons is investigated. An asymptotic expression for the compression loss is obtained for the case in which the input features are Gaussian and the target weights are i.i.d. sub-Gaussian. This mean-field view allow to significantly simplify the optimization problem, as the limit objective depends only on \( M \) (and not on \( N \gg M \)). Numerical simulations suggest that, for a ReLU activation, the optimal structure of the compressed network is the one in which weights lie on an equiangular tight frame, while the orientation and the scaling of the neurons is obtained from the parameters of the original network. Proving this claim is left as an open problem. Interesting avenues for future research also consist in understanding the class of activations for which the ETF conjecture holds and extending the current results to deep networks.
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