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Abstract

Ensemble approaches for deep-learning-based semantic segmentation remain insufficiently explored despite the proliferation of competitive benchmarks and downstream applications. In this work, we explore and benchmark the popular ensembling approach of combining predictions of multiple, independently-trained, state-of-the-art models at test time on popular datasets. Furthermore, we propose a novel method inspired by boosting to sequentially ensemble networks that significantly outperforms the naïve ensemble baseline. Our approach trains a cascade of models conditioned on class probabilities predicted by the previous model as an additional input. A key benefit of this approach is that it allows for dynamic computation offloading, which is useful for deploying models on mobile devices. Our proposed novel ADaptive modulatiON (ADON) block allows spatial feature modulation at various layers using previous stage probabilities. Our approach does not require any sophisticated sample selection strategies during training, and works with multiple neural architectures. We significantly improve over the naïve ensemble baseline on challenging datasets such as Cityscapes, ADE-20K, COCO-Stuff and PASCAL-Context and set a new state-of-the-art.

1. Introduction

Semantic segmentation, i.e., pixel classification, is a fundamental task in computer vision with applications in a wide variety of domains, such as autonomous driving \cite{56}, robotic navigation \cite{43}, medical analysis \cite{50}, and scene understanding \cite{81}. Over the years, deep learning based semantic segmentation methods have achieved remarkable performance \cite{73, 42, 72, 1, 45, 74, 70}. Most of these approaches focus on training a single network with novel architectures and loss functions to improve performance, overlooking the extensive classical literature on ensembles \cite{2, 54, 62}. Ensembles have been shown to improve accuracy \cite{3}, uncertainty estimation, and out-of-distribution robustness \cite{16}. We argue that deep learning approaches can benefit greatly from the pioneering work done in ensemble learning. In this paper, we methodically explore deep ensembles for semantic segmentation with the goal of further improving performance of state-of-the-art semantic segmentation models.

A naïve deep ensembling approach is to train multiple networks and fuse their outputs (e.g., average their predicted probabilities). We benchmark this ensembling approach for state-of-the-art deep semantic segmentation models across multiple datasets. Similar to \cite{37, 5, 65}, the baseline ensembling rule averages predicted probabilities using equal weight for all the models within the ensemble. We refer to this as simple ensembling (SIM-ENS). Consistent with \cite{5, 65}, and as shown in Tab. \ref{table:ensembling}, we observe diminishing returns as the number of models $N$ in the ensemble increases. For dense per-pixel predictions, simple ensembles are not effective as distinct models perform well on different regions of the image. A natural variation is to try other ensembling rules such as max-voting and weighted-averaging using model confidence estimates \cite{10}. However, these strategies result in moderate gains similar to simple en-
sembles as shown in Tab. 1 owing to challenges in obtaining reliable per pixel confidence weights (see Fig. 3).

In this work, we propose sequential ensembling as an alternative to simple ensembling. Sequential ensembling (SEQ-ENS) is a data-driven approach to learn an optimal ensemble compared to ad-hoc ensembling approaches (e.g., averaging or voting). Inspired by boosting [53] and cascaded refinement [47, 8], we train $N$ generations of deep models sequentially, as shown in Fig. 1. Generation $G_i$ uses input image $I$ and the predicted probability map $P_{i-1}$ from generation $G_{i-1}$ to predict $P_i$. Our approach only requires probability maps from the previous generation and does not require any sophisticated sample selection strategy during training. To condition on probability maps, we adopt the simple yet effective mechanism of feature modulation [49, 13, 25]. We propose a novel ADaptive modulatION (ADON) block which injects information from $P_{i-1}$ at multiple depths within the network. Dense prediction is aided by spatial context and the ADON block allows spatial modulation of intermediate features of $G_i$. Each subsequent generation learns to incorporate knowledge from the previous generation using class-specific spatial context. Unlike simple ensembles, each model can dedicate network capacity to correct mistakes made by prior generations. Our approach allows for increase in accuracy as the ensemble size is increased, as shown for multiple datasets in Fig. 2.

Sequential ensembles are constructed by training a new generation with parameters of all previous generations $\{G_{i-1}, G_{i-2}, \ldots G_0\}$ frozen. This affords several important benefits. For example, the sequential chain can be interrupted at any depth, and each stage can still output pixel-wise probabilities. This is a valuable property that allows for dynamic computation offloading [46] where the ensemble size can be adjusted on the fly to meet resource limitations without any retraining. This strategy is useful for deploying models on diverse mobile platforms to best suit changing on-device constraints, e.g., diminishing battery life, applications that require accuracy vs. runtime tradeoffs (fast previews vs. slow high-quality results), responsiveness requirements in the context of changing mission-critical workloads.

Our proposed approach achieves state-of-the-art results on Cityscapes [9], ADE20K [80], PASCAL-Context [48] and COCO-Stuff [4]. For backbones with lower computational complexity, sequential ensembles ($N = 2$) outperform simple ensembles ($N = 15$) across multiple datasets, as shown in Tab. 1. In Tab. 5, we additionally show that a 2 model sequential ensemble with single-scale inference outperforms a single model with multi-scale test-time augmentation using 12 inferences (6x lower inferences). Furthermore, we show that sequential models can (a) generalize across different backbone architectures (Tab. 2), (b) exhibit self-improvement via the ability to refine their own segmentation maps iteratively yielding non-trivial gains (Tab. 7) and (c) can be used to create general neural network graphs leveraging diversity gains from ensembling (Tab. 8).

In summary:

- We explore ensembling approaches for deep neural networks to improve state-of-the-art segmentation networks and provide an ensembling benchmark of various models across multiple semantic segmentation datasets.
- Our proposed sequential ensembling outperforms naïve ensembling methods and advances the state-of-the-art on challenging benchmarks.
- Our proposed feature modulation ADON blocks efficiently incorporates information from previous generations in the sequential ensemble chains.

| Method                  | Cityscapes  | ADE20K    | COCO-Stuff |
|-------------------------|-------------|-----------|------------|
| Single Model ($N = 1$) | 76.2        | 33.1      | 32.4       |
| SIM-ENS ($N = 2$)       | 77.1 (+0.9) | 34.5 (+1.4) | 33.5 (+1.1) |
| SIM-ENS ($N = 5$)       | 77.5 (+1.3) | 34.9 (+1.8) | 33.8 (+1.4) |
| SIM-ENS ($N = 15$)      | 77.8 (+1.6) | 35.8 (+2.7) | 34.9 (+2.5) |
| Voting Ens. ($N = 15$)  | 76.9 (+0.7) | 35.3 (+2.2) | 35.1 (+2.7) |
| W-Avg. Ens. ($N = 15$) | 78.0 (+1.8) | 35.0 (+1.9) | 34.6 (+2.2) |
| SEQ-ENS ($N = 2$)       | 78.9 (+2.7) | 37.6 (+4.5) | 36.3 (+3.9) |

Table 1: Sequential ensembling (SEQ-ENS) offers significantly higher improvement (mIOU) compared to traditional ensembling approaches based on voting and simple/weighted averaging. Results are reported on the val sets using HRNetW18s-v2 [58] backbone with single-scale testing.
2. Related Work

Semantic-Segmentation: Semantic segmentation is an extension of the classification problem from image level to pixel level. Over the past few years, advances in deep learning for image classification led to significant improvements for semantic segmentation. These efforts benefited from the introduction of popular datasets such as Cityscapes, ADE20K, PASCAL-Context, PASCAL-VOC, COCO-Stuff, etc. In this work, we benchmark ensembling for segmentation.

Ensembles for Segmentation: Ensemble learning has been well-studied in machine learning; seminal works include bagging, boosting, and AdaBoost. Ensembles of deep models have been used to boost performance on many tasks such as image classification, machine translation, and uncertainty estimation. However, ensembling approaches have not been fully explored for semantic segmentation owing to computational challenges in dense pixel prediction. Our work benchmarks ensembles of state-of-the-art models across various segmentation datasets and model families to explore for semantic segmentation. We hope this will be helpful in inspiring and evaluating new ideas in field. Further, inspired by boosting paradigm, our proposed sequential ensemble methodology achieves new state-of-the-art segmentation results.

Segmentation Refinement: Many refinement methods have been proposed. These refinement approaches depend on the segmentation model, super-pixels, multi-scale input, data-generation, or object boundary information. In contrast to which assumptions at object boundaries, our approach does not make any such assumptions and can be applied to improve segmentation predictions at pixels away from boundaries, especially for lighter models.

Figure 3: Heatmap visualization of per-pixel confidence (max class probability) of independently trained models (blue is high confidence). We observe that confidence on a pixel is not necessarily correlated with accuracy of segmentation model. Empirically, our method performs better than confidence weighted ensembling rule.

3. Method

Semantic segmentation aims to classify pixels in an input image $I \in \mathbb{R}^{H \times W \times 3}$ into $C$ classes. Most methods, e.g., transform this problem to estimating per-pixel class probabilities to create a probability map $P \in \mathbb{R}^{H \times W \times C}$ from $I$ using a deep network $G$ such that $P = G(I)$. The segmentation network $G$ is trained in a supervised way to minimize loss $L(Y, P)$. where $Y$ is the ground truth segmentation map of image $I$. At inference, each pixel is assigned the label corresponding to the highest probability.

Simple Ensembles: Consider a pretrained model ensemble $B$ with $N$ segmentation models, $B = \{B_0, B_1, \ldots, B_{N-1}\}$, where each ensemble member $B_i$ is independently trained. The prediction $P$ of the ensemble $B$ on the input image $I$ can be defined as follows:

$$
P_i = B_i(I),
$$

$$
P = \Phi(P_0, P_1, \ldots, P_{N-1}),
$$

where $\Phi$ is a strategy to combine individual model predictions, e.g.,

$$
\Phi = \frac{1}{N} \sum_{i=0}^{N-1} w_i P_i,
$$

where $w_i$ can be uniform (average) or vary as a function of output probabilities (weighted average). Other strategies such as median averaging, majority voting, stacking, or selecting best model can also be used to define $\Phi$. Designing an optimal $\Phi$ for semantic segmentation is crucial, yet challenging since different models in an ensemble may be more accurate on different regions of an image.

3.1. Sequential Ensembles

We propose a sequential ensembling strategy that avoids the combination rule $\Phi$ and learns an optimal ensembling from the training data. Let $G = \{G_0, G_1, \ldots, G_{N-1}\}$ be $N$ segmentation models in the sequential ensemble. Each...
We implement the operations $F$ work by applying an affine transformation to the network’s ADON blocks at various depths allows conditioning on spatial probability maps at various levels within the network.

And bias the intermediate feature map $X$.

The operation $F_{\text{scale}}$ and $F_{\text{bias}}$ are used to element-wise scale and bias the intermediate feature map $X$ to produce $X'$.

Thus, ADON is a spatial generalization of channel-wise feature modulation blocks proposed in [23][31]. As the modulation parameters are adaptive to the spatially variant input probability maps, the proposed ADON block is an effective way of injecting segmentation information at multiple layers within the network in comparison to early/late fusion [18]. ADON blocks inserted early in the network capture finer details such as object boundaries and those inserted late resolve the class confusion between similar looking classes.

### 3.2. Adaptive Modulation Block

A key challenge is designing the architecture in order to take the previous generation’s probabilities as a conditioning input. A naive early fusion approach would be to simply concatenate the input image $I$ with the probability map $P_{i-1}$ corresponding to the output of the previous generation. Similarly, late fusion would concatenate feature maps from later layers within the network with appropriately down-sampled probability map $P_{i-1}$. However, both of these approaches fail to improve performance.

We describe the ADaptive modulatiON (ADON) block that can be easily introduced in any existing feature extraction backbone to overcome this issue (see Fig. 4). ADON allows spatial modulation of intermediate feature maps using the conditioning input $P_{i-1}$. The $i^{th}$ generation model $G_i$ in the sequential ensemble uses ADON blocks to leverage information from the prediction $P_{i-1}$ of the previous generation model. Similar to the Batch Normalization [27], ADON learns to adaptively influence the output of the neural network by applying an affine transformation to the network’s intermediate features based on $P_{i-1}$.

Let $X \in \mathbb{R}^{H \times W \times D}$ be an intermediate feature map in the segmentation network $G_i$. The ADON block consists of operations $F_{\text{shared}}$, $F_{\text{scale}}$ and $F_{\text{bias}}$ on the probability map $P_{i-1}$ from the previous generation $G_{i-1}$. The modulation outputs $\sigma$ and $\beta$ are used to element-wise scale and bias the intermediate feature map $X$ to produce $X'$. We implement the operations $F_{\text{shared}}$, $F_{\text{scale}}$ and $F_{\text{bias}}$ using a simple two-layer convolutional network, whose design is in the supplemental material. First, the probability map $P_{i-1} \in \mathbb{R}^{H \times W \times C}$ is spatially downsampled to match the 2D resolution of $X$. The operation $F_{\text{shared}}$ then maps $P_{i-1} \in \mathbb{R}^{H' \times W' \times D}$ to a $K$-dimensional latent space, $e \in \mathbb{R}^{H' \times W' \times K}$. We use this latent space to predict the scale and bias parameters jointly using $F_{\text{scale}}$ and $F_{\text{bias}}$ where $\sigma, \beta \in \mathbb{R}^{H' \times W' \times D}$.

Thus, ADON is a spatial generalization of channel-wise feature modulation blocks proposed in [23][31]. As the modulation parameters are adaptive to the spatially variant input probability maps, the proposed ADON block is an effective way of injecting segmentation information at multiple layers within the network in comparison to early/late fusion [18]. ADON blocks inserted early in the network capture finer details such as object boundaries and those inserted late resolve the class confusion between similar looking classes.

### 4. Experiments

We evaluate our approach on the following datasets.

**Cityscapes** [9] is a real world driving dataset that consists of 2975 train, 500 val and 1525 test images with resolution 2048 × 1024. The dataset contains 19 semantic categories for the segmentation task.

**ADE20K** [80] is used in ImageNet scene parsing challenge 2016 consisting of around 20k train, 2k val, 3k test images spanning 150 fine-grained semantic categories and diverse scenes.

**COCO-Stuff** [4] is a challenging scene parsing dataset that contains 171 semantic classes. We use the smaller version with 10k images. The train set and test set consists of 9k and 1k images respectively.

**PASCAL-Context** [43] consists of 59 semantic classes and 1 background label. The dataset contains 4998 train and 5105 test images. We follow the standard testing
Table 2: Comparison of SEQ-ENS (Ours) with SIM-ENS using N = 2 or 3 variants. R-@ and H-@ stand for ResNet-@ and HRNet-W@ respectively. D8 is the output stride of DeepLabv3+. s denotes the small version of the backbone. We report class-wise mIoU for 11 rare classes in Cityscapes. For rare classes such as motor-cycle (mcycl), SEQ-ENS improves mIoU by ≈ 2× compared to SIM-ENS.

Procedure. The image is resized to 480 × 480 and then fed into our network. The resulting 480 × 480 label maps are then resized to the original image size.

Implementation Details. We use the mmsegmentation\footnote{https://github.com/open-mmlab/mmsegmentation} codebase for the implementation of various model families. We use the available pretrained models as $G_0$ in the sequential ensemble, and focus on improving their performance by adding additional generations. For fairness, the models in the later generations are trained with the same hyper-parameters as the $G_0$ model. We use the imagenet pretrained backbone for all our experiments. For SIM-ENS, the segmentation head of the backbone is randomly initialized. In contrast, we report results using inference at single-scale and no rescaling.

4.1. Comparisons with Simple Ensembles

We compare SEQ-ENS and SIM-ENS in Tab.2 for $N = 2$. We benchmark three model families, MobileNetv3 [22], HRNet [58], and DeepLabv3+ [71], with different backbones, e.g., HRNet consistently improves over SIM-ENS in all settings; relative improvements over baseline with respect to SIM-ENS range from 2x to 8x. On Cityscapes, SEQ-ENS shows consistent gains across all backbones over SIM-ENS. Gains from SEQ-ENS tend to be more exaggerated for scenarios susceptible to underfitting compared to single models or SIM-ENS, for example, mIoU improves most significantly for rare categories, such as train and motorcycle, and categories with fine structures, such as pole and fence. This shows SEQ-ENS distributes model capacity intelligently to focus on underrepresented classes and finer details. Our improvements are especially pronounced when ensembling light models like MobileNetv3 or evaluating on complex datasets with more classes. For example, for H-18s, SEQ-ENS outperforms SIM-ENS by +1.6 mIoU for Cityscapes (19 categories) and +1.6 for PASCAL-Context (59 categories), but by +3.1 for ADE-20K (150 categories) and +2.7 for COCO-Stuff (171 categories). We show qualitative results in Fig.7.
Further, we report various metrics like mIoU, parameters (M), GFLOPs, test-time FPS and total training epochs with varying ensemble size (N) for SIM-ENS and SEQ-ENS in Tab. 3 using MobileNetv2 [52]. As can be seen, later generations require fewer epochs for training in SEQ-ENS due to quicker convergence (495 vs. 127 epochs for 10th vs. 1st generation). Finally, our method allows for a dynamic trade-off between accuracy and latency by varying the ensemble size during inference — a desirable property for edge devices.

4.2. Improving State-of-the-Art

We improve the state-of-the-art among methods that do not use extra data on the Cityscapes and ADE20K val sets. We construct a sequential ensemble of size 3 using Segformer MiT-B5 [71] as $G_0$ followed by 2 generations of HRNet-W48. Our models are trained at the same resolution and learning rate schedule as the Segformer and use test-time augmentation at 7 scales with left-right flipping. SEQ-ENS improves the prior art by 0.8 on Cityscapes and 2.2 on ADE20K, as shown in Tab. 4. SEQ-ENS with fewer parameters outperforms Trans-21 [44].

### Table 4: Improving the state-of-the-art methods using sequential ensembling on Cityscapes and ADE20K val set.

| Method     | Cityscapes mIoU | ADE20K mIoU | SIM-ENS | ADE20K |
|------------|-----------------|-------------|---------|--------|
| FCN [52]   | 76.2            | 33.1        | -       | -      |
| EncNet [76] | 76.2            | 33.1        | -       | -      |
| PSPNet [77] | 76.2            | 33.1        | -       | -      |
| CCNet [59]  | 76.2            | 33.1        | -       | -      |
| DeepLabV3+ [78] | 76.2         | 33.1        | -       | -      |
| OCRNet [82] | 76.2            | 33.1        | -       | -      |
| GSCNN [79]  | 76.2            | 33.1        | -       | -      |
| Ax-DeepLab [83] | 76.2       | 33.1        | -       | -      |
| Dynamic Routing [84] | 76.2       | 33.1        | -       | -      |
| Auto-DeepLab [85] | 76.2       | 33.1        | -       | -      |
| SEIR [70]  | 76.2            | 33.1        | -       | -      |
| SegFormer [71] | 76.2        | 33.1        | -       | -      |
| Swin-Trans [44] | 76.2       | 33.1        | -       | -      |

| Method     | Cityscapes mIoU | ADE20K mIoU | SIM-ENS | ADE20K |
|------------|-----------------|-------------|---------|--------|
| FCN [52]   | 76.2            | 33.1        | -       | -      |
| EncNet [76] | 76.2            | 33.1        | -       | -      |
| PSPNet [77] | 76.2            | 33.1        | -       | -      |
| CCNet [59]  | 76.2            | 33.1        | -       | -      |
| DeepLabV3+ [78] | 76.2         | 33.1        | -       | -      |
| OCRNet [82] | 76.2            | 33.1        | -       | -      |
| GSCNN [79]  | 76.2            | 33.1        | -       | -      |
| Ax-DeepLab [83] | 76.2       | 33.1        | -       | -      |
| Dynamic Routing [84] | 76.2       | 33.1        | -       | -      |
| Auto-DeepLab [85] | 76.2       | 33.1        | -       | -      |
| SEIR [70]  | 76.2            | 33.1        | -       | -      |
| SegFormer [71] | 76.2        | 33.1        | -       | -      |
| Swin-Trans [44] | 76.2       | 33.1        | -       | -      |

### Table 5: (Left) Effect of inserting ADON blocks at various layers in the HRNet-W18s [53] backbone with single scale testing. (Right) Test-time augmentation using six scales and left-right flipping for $N = 2$. Note that our $G_1$ model with single scale testing (two inferences) outperforms $G_0$ with multi-scale testing (12 inferences).

| Method     | Cityscapes mIoU | ADE20K mIoU | SIM-ENS | ADE20K |
|------------|-----------------|-------------|---------|--------|
| FCN [52]   | 76.2            | 33.1        | -       | -      |
| EncNet [76] | 76.2            | 33.1        | -       | -      |
| PSPNet [77] | 76.2            | 33.1        | -       | -      |
| CCNet [59]  | 76.2            | 33.1        | -       | -      |
| DeepLabV3+ [78] | 76.2         | 33.1        | -       | -      |
| OCRNet [82] | 76.2            | 33.1        | -       | -      |
| GSCNN [79]  | 76.2            | 33.1        | -       | -      |
| Ax-DeepLab [83] | 76.2       | 33.1        | -       | -      |
| Dynamic Routing [84] | 76.2       | 33.1        | -       | -      |
| Auto-DeepLab [85] | 76.2       | 33.1        | -       | -      |
| SEIR [70]  | 76.2            | 33.1        | -       | -      |
| SegFormer [71] | 76.2        | 33.1        | -       | -      |
| Swin-Trans [44] | 76.2       | 33.1        | -       | -      |

5. Analysis

We first show ablation studies with respect to ADON block placement and parameters and then discuss several interesting features of our framework.

### ADON Block Placement:
We analyse the effect of adding ADON blocks at various depths in the HRNet-W18s back-

---

**Figure 5**: Sequential ensembles allows segmentation prediction conditioning between generations in various ways. 

**Table 5**: (Left) Effect of inserting ADON blocks at various layers in the HRNet-W18s [53] backbone with single scale testing. (Right) Test-time augmentation using six scales and left-right flipping for $N = 2$. Note that our $G_1$ model with single scale testing (two inferences) outperforms $G_0$ with multi-scale testing (12 inferences).

**Multi-Model Generalization**: Our SEQ-ENS method can be generalized to multiple architectures, where $G_i$ is trained to randomly condition on probability inputs $P_{i-1}$ from different $G_0$ segmentation models (see Fig. 5 (left)). By training a single $G_i$, during inference we see improved performance for all the different $G_0$s. In Tab. 6 we show that using HRNet-W18s [53] backbone, $G_i$, improves the performance of all three backbones in the HRNet family on Cityscapes and ADE20K datasets. The generalized sequential ensembles also outperforms simple ensemble baseline and have comparable performance to the default scenario of individual sequential ensembles using one-third number of parameters.

**Self-Improvement**: Fig. 6 (top row) shows that $G_i$ attempts to fix segmentation errors in the input probability map $P_{i-1}$. For this example, networks improves pixel accuracy to 18.9% when conditioned on a random probability map (accuracy: 1.8%). Interestingly, when conditioned on the ground-truth, $G_i$ attempts to utilize it. Inspired by this, we evaluate self-refinement as described in Fig. 5 (middle), where we feed the predicted probabilities $P_i$ of $G_i$ as its own input.
during inference. Tab. 7 shows non-negligible improvement in performance using self-refinement.

**Ensemble of Chains:** Our method allows creation of general graphs where a node is a segmentation network and the edges define the conditional dependence using the predicted probabilities. We showed that adding models/nodes in a sequential manner in a chain reduces dataset error. We can further reduce the error by adding multiple chains and

| Arch | Cityscapes | ADE20K |
|------|------------|----------------|
|      | $G_0$ | $G_1$ | $G_1$ | $G_0$ | $G_1$ | $G_1$ |
| H-18s | 76.2 | 79.1 | 78.1 | 33.1 | 37.6 | 37.0 |
| H-18 | 78.7 | 79.4 | 79.9 | 36.8 | 39.1 | 38.5 |
| H-48 | 80.5 | 80.7 | 80.5 | 42.0 | 42.6 | 42.3 |

Table 6: Comparison of generalized vs default sequential ensembles using HRNet-W18 backbone as $G_1$. Our approach allows improving performance by training $G_1$ models for each of the three architectures separately (default scenario). A single generalized $G_1$ model can give similar performance with 33% parameters.

Figure 6: $G_1$ refines/utilizes conditional probabilities $P_{i-1}$. Top row shows an extreme example where $G_1$ refines random input probabilities. If ground-truth probabilities are provided as conditioning, $G_1$ utilizes them. We use this observation for self-improvement and achieve a gain of 0.6% when using 3 self-loops with HRNet-W18s backbone as shown in Tab. 7.

| Number of Chains (C) |
|----------------------|
| $C = 1$ | $C = 2$ | $C = 3$ | $C = 4$ | $C = 5$ |
| $N = 1$ | 61.3 | 62.2 | 62.4 | 62.7 | 62.7 |
| $N = 2$ | 64.2 | 65.7 | 66.3 | 65.8 | 66.5 |
| $N = 3$ | 66.1 | 67.2 | 67.4 | 67.8 | 68.1 |

Table 8: Multiple sequential-ensemble chains can be used to improve performance. We show performance by varying the number of chains ($C$) and the number of model generations ($N$) using MobileNetv2-D8 backbone on the Cityscapes val set.

**Limitations and Future Work:** Sequential ensembling trains one generation at a time. This improves accuracy compared to simple ensembles, but at the cost of increased training time. Though, empirically, we observe quicker convergence for later generation when training. This is a one-time, offline cost, with potential ways to speed-up, e.g. several generations could be trained in parallel using latest prior generation predictions, possibly further reducing training time. Additional improvements could come by injecting feature maps from prior generations as inputs to future generations along with the probability map. This can further decrease the numbers of parameters required in the sequential ensemble to improve performance.

An open question for future work is whether large models give superior performance in comparison to ensembles with same number of parameters. [69] shows that ResNet-101 outperforms ResNet-152 for semantic segmentation, indicating that naively increasing parameters may lead to overfitting. Our sequential strategy of building complexity gradually allows training using fewer resources and enables us to modulate the accuracy vs complexity tradeoff at test time.

**6. Conclusion**

In this work, we explore deep ensembles to improve the performance of segmentation models. We benchmark ensembles of state-of-the-art deep models for multiple datasets. Inspired by boosting approaches, we propose sequential ensembling—a strategy to gradually increase model complexity to improve performance. This an alternative to the standard practice of training large models and compressing them for on-device deployment, and is suitable for problems with dynamic resource constraints. Our proposed ADON block utilizes feature modulation to efficiently connect multiple generations in the sequential ensemble. Sequential ensembles demonstrate state-of-the-art results on challenging datasets. We hope that our work will inspire future research in ensembling for semantic segmentation as well as other dense prediction tasks such as depth and pose estimation.
Figure 7: Qualitative comparison of Sequential Ensembles and Simple Ensembles. Cityscapes (first three rows) and ADE20K (last six rows) for HRNet-W48(N=2). The white eclipses highlight the fine-grained details that our approach captures in comparison to the baseline.
Figure 8: Qualitative comparison of Sequential Ensembles (SEQ-ENS) with the Simple Ensembles (SIM-ENS) on Cityscapes val set using HRNet-W48 backbone (N=2). The white eclipses highlight the fine-grained details that our approach captures in comparison to the baseline. Zoom in for details.
Figure 9: Qualitative comparison of Sequential Ensembles (SEQ-ENS) with the Simple Ensembles (SIM-ENS) on ADE20K val set using HRNet-W48 backbone (N=2). SEQ-ENS is especially effective on a complex dataset like ADE-20K with 150 categories. We set a new state-of-art on ADE20K val set. Zoom in for details.
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