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Abstract

Molecular clusters are suitable systems for understanding the accuracy of theoretical methods. This is because their binding energy can be obtained both directly and using many-body expansion, allowing a detailed analysis. In this regard, the interaction between methane molecule and enclosing dodecahedral water cage represents a challenging test for electronic structure methods. To date, no hybrid or semilocal density-functional approximation has successfully accounted for the nonadditive contributions to the methane binding energy. Here we use many-body expansion to analyze the accuracy of the post-Kohn-Sham random-phase approximation (RPA) for the interaction energy of clathrate. This analysis reveals a crucial importance of the renormalized singles energy (RSE) corrections. RSE improves significantly the two-body contributions when used with standard generalized gradient approximation (GGA), meta-GGA, and their hybrids as well as for RPA based on optimized effective potential eigenstates. Remarkably, the inclusion of singles can also correct wrong signs of three- and four-body nonadditive energies as well as mitigate excessive higher-order contributions to the many-body expansion. We find that the RPA errors are dominated by contributions of compact clusters and, as a way to improve the accuracy, we propose to replace these contributions by CCSD(T) energies. For RPA(PBE0) with RSE included it suffices to apply CCSD(T) to dimers and 30 trimers with hydrogen-bonded molecules (out of total 190 trimers) to get the methane–water cage interaction energy to within 1.6 % of the reference value.

1 Introduction

Datasets of interaction energies of molecular dimers are widely used to assess the accuracy of quantum chemistry methods for noncovalent interactions.1–4 How the methods perform for nonadditive interactions, that is, interactions involving three or more molecules with pairwise contributions removed, has gained much less attention.5–7 However, it was shown that three-body nonadditive interactions make an important contribution to the binding energies of atomic and molecular solids.8–10 Therefore, a reliable description of many-body interac-
tions is a clear aim in the development of low-scaling methods for large clusters and molecular solids.\textsuperscript{5}

The three-body nonadditive energies pose a challenge to current density functional theory (DFT) approximations. In fact, approximate exchange functionals can deteriorate the three-body energies more than the missing description of three-body dispersion.\textsuperscript{7,11,12} One way to improve the results is to use a scheme that does not approximate electron exchange, such as the random-phase approximation (RPA). RPA is based on the frequency-dependent density response function built from DFT orbitals and orbital energies.\textsuperscript{13} Due to the account of \textit{n}-body dispersion, RPA’s description of molecular solids\textsuperscript{6} and large clusters\textsuperscript{14} is more adequate than that of commonly used second-order Møller-Plesset perturbation theory (MP2). At the same time, low-scaling implementations promise routine use of RPA for molecular clusters and solids.\textsuperscript{15–21} We have recently shown\textsuperscript{21} that three-body RPA nonadditive interactions critically depend on the input DFT orbitals and the use of the renormalized singles energy (RSE).\textsuperscript{22,23} For example, RSE qualitatively improves the three-body energies for RPA based on PBE or PBE0 orbitals, but the SCAN-based results are affected less.\textsuperscript{21}

Methane clathrate, modeled either as a finite cluster\textsuperscript{24} or as a bulk material,\textsuperscript{25} has been found to be a severe test case for widely used theoretical methods. Specifically, it is problematic to obtain accurately the interaction energy of methane molecule with the surrounding water cage. For bulk clathrate, Cox \textit{et al.}\textsuperscript{25} found that none of tested DFT methods, including nonlocal van der Waals functionals, correctly describes both the methane binding energy and lattice constants of the clathrate. The lack of reliable description of nonadditive interactions is one of the main causes of errors. For a clathrate cage model Deible \textit{et al.}\textsuperscript{24} showed that DFT models provide inaccurate predictions of three-body nonadditive energies ranging from $-2.79$ kcal/mol for BLYP\textsuperscript{26} to $7.53$ kcal/mol for PBE.\textsuperscript{27}

Here we use the methane clathrate cage model, CH$_4$(H$_2$O)$_{20}$, to examine the accuracy of different RPA approaches for predicting the interaction energy between methane and water cage. We analyze the importance of the RSE corrections and how is the RPA accuracy affected by the choice of DFT functional used to provide the input eigenstates for RPA. To understand the results in detail we have performed a many-body expansion of the interaction energy. This shows, for example, considerable error cancellation between three- and four-body energies for RPA based on the PBE functional, which is almost removed when the RSE corrections are used. In contrast, RPA calculations employing SCAN orbitals do no suffer from such deficiencies.

To assess the quality of RPA we have obtained reference many-body contributions up to tetramers using the coupled cluster scheme with singles, doubles, and perturbative triples excitations (CCSD(T)) leading to total interaction energy of $-4.71$ kcal/mol. The value differs from the estimate of Deible \textit{et al.}, $E_{\text{int}} = -5.3 \pm 0.5$ kcal/mol,\textsuperscript{24} likely due to the stochastic uncertainty of diffusion Monte Carlo and other uncertainties.\textsuperscript{28} More recently, Lao and Herbert\textsuperscript{29} have employed domain-based local pair natural orbital CCSD(T) approach (DLPNO-CCSD(T))\textsuperscript{30,31} and obtained an interaction energy of $-4.88$ kcal/mol which is more consistent with our result. We note that the calculation of the reference value involves calculations of 20 dimers, 190 trimers, and 1140 tetramers. The large number of tetramers represents a considerable computational effort. Therefore, to guide the use of more efficient methods in the future, we test a strategy where we start from the RPA interaction energy of the whole cage with methane, and perform the many-body expansion on the difference between CCSD(T) and RPA. We find that with this incremental scheme one only needs to perform CCSD(T) calculations of dimers and 30 trimers with hydrogen-bonded water molecules to obtain the interaction energy to within 0.08 kcal/mol (around 1.6 \%) of the reference value.
2 Methods

Within the many-body expansion approach the methane molecule in a dodecahedral water cage is treated as cluster of \( N = 21 \) molecules. The total interaction energy is assembled from \( n \)-body contributions, where each \( n \)-body fragment includes methane:

\[
E_{\text{int}} = E_{\text{int}}[2] + E_{\text{int}}[3] + E_{\text{int}}[4] + \ldots \tag{1}
\]

\[
E_{\text{int}}[2] = \sum_{i=1}^{20} E_{\text{int}}(0, i) \tag{2}
\]

\[
E_{\text{int}}[3] = \sum_{i=1}^{19} \sum_{j=i+1}^{20} E_{\text{int}}(0, i, j) \tag{3}
\]

\[
E_{\text{int}}[4] = \sum_{i=1}^{18} \sum_{j=i+1}^{19} \sum_{k=j+1}^{20} E_{\text{int}}(0, i, j, k) \tag{4}
\]

The indices \( i, j, k, \ldots \) denote the individual water molecules; 0 corresponds to the methane molecule. The brackets are dropped from the notation when no ambiguity arises. \( E_{\text{int}}(0, i) \) denotes the dimer interaction energy of methane and \( i \)th water

\[
E_{\text{int}}(0, i) = E(0, i) - E(0) - E(i) \tag{5}
\]

The higher-order terms are the nonadditive interaction energies of individual trimers

\[
E_{\text{int}}(0, i, j) = E(0, i, j) - E(0) - E(i) - E(j) - E_{\text{int}}(0, i) - E_{\text{int}}(0, j) - E_{\text{int}}(i, j) \tag{6}
\]

and tetramers

\[
E_{\text{int}}(0, i, j, k) = E(0, i, j, k) - E(0) - E(i) - E(j) - E(k) - E_{\text{int}}(0, i) - E_{\text{int}}(0, j) - E_{\text{int}}(0, k) - E_{\text{int}}(i, j) - E_{\text{int}}(i, k) - E_{\text{int}}(j, k) - E_{\text{int}}(0, i, j) - E_{\text{int}}(0, i, k) - E_{\text{int}}(0, j, k) - E_{\text{int}}(i, j, k) \tag{7}
\]

The energy of geometry relaxation is not included, i.e., the coordinates are fixed at their cluster values. All energies contributing to an \( n \)-body term are computed in the basis set of the corresponding \( n \)-body cluster. We compare the different choices of basis sets below in Sec. 3.1.5. The explicit many-body expansion includes all clusters up to tetramers: 20 dimers, 190 trimers, and 1140 tetramers.

In the text and tables, we refer to the set of all \( n \)-body clusters using the label \( nb \). Furthermore, the clusters with more than one water molecule are divided into subsets according to the number of hydrogen bonds. The label of an \( n \)-body cluster with \( m \) hydrogen bonds is \( nb \) \( m \) \( hb \). For example, the label corresponding to the tetramers \( \text{CH}_4(\text{H}_2\text{O})_3 \) having two hydrogen bonds is \( 4b \) \( 2hb \).

For the Hartree-Fock, MP2, DFT, and RPA methods it is computationally possible to obtain the energy of the complete cluster. In such a case the interaction energy is obtained directly by subtracting the energies of methane and the water cage from the energy of the cluster. As the water cage is treated as a single fragment, this scheme is referred to as the supramolecular approach. The supramolecular interaction energy is also used to provide an estimate of five- and higher-body terms. The supramolecular calculations are carried out with the full counterpoise correction encompassing all centers in the complex.

The Hartree-Fock, Møller-Plesset, and coupled cluster calculations were done using Molpro.\textsuperscript{32} We used the augmented version of the correlation-consistent basis sets of Dunning and coworkers,\textsuperscript{33,34} which we denote by a shorthand \( \text{AVnZ} \), where \( n \) is the cardinal number of the basis set. The correlation energy was extrapolated to the basis set limit using the formula of Halkier et al.\textsuperscript{35} As an alternative, the explicitly correlated (F12) approach was used to speed-up the basis-set convergence of the coupled cluster and MP2 energies.\textsuperscript{36–38} For the mean-field methods, the interaction energy obtained with the largest basis set was directly used, without any extrapolation. For the explicitly correlated schemes, the Hartree-Fock basis-set incompleteness error was reduced by calculating the complete auxiliary basis set singles correction (CABS).\textsuperscript{37,39}
bital and energy convergence criteria were set to at least $10^{-8}$ Hartree. Within MBE, only the F12 calculations used resolution of identity. The AVnZ/JKFIT, \(^{40}\) AVnZ/MP2FIT, \(^{41,42}\) and AVnZ/OPTRI \(^{43}\) basis sets were respectively used for exchange fitting, density fitting, and resolution of identity (the corresponding MOLpro keywords `df_bas`, `df_bas`, and `ri_bas`). Resolution of identity was used also in the HF and MP2 supramolecular calculations. The cardinal numbers of the auxiliary basis sets were larger by one compared to the orbital basis sets.

The post-Kohn Sham RPA calculations based on PBE, PBE0, SCAN, and SCAN0 were carried out with the cubic-scaling algorithm described in Ref. \(^{21}\) and implemented in an in-house code. The \(n\)-body RPA interaction energy can be written down as follows:

\[
E_{\text{int}}^{\text{RPA}} = E^{\text{HF}} + E^{\text{c}}_{\text{RPA}} \tag{8}
\]

where \(E^{\text{HF}}\) is the Hartree-Fock-like energy expression evaluated on Kohn-Sham orbitals and \(E^{\text{c}}_{\text{RPA}}\) is the post-Kohn Sham direct RPA correlation energy. All terms on the right-hand side of Eq. 8 are energy differences computed according to Eqs. 5–7. The RPA interaction energy with the renormalized singles energy \(^{23}\) (RSE) is analogous to Eq. 8 but includes the RSE term

\[
E_{\text{int}}^{\text{RPA+RSE}} = E^{\text{HF}} + E^{\text{c}}_{\text{RSE}} + E^{\text{c}}_{\text{RPA}} \tag{9}
\]

The RSE term is computed using the Hartree-Fock density matrix computed by diagonalization of the Fock matrix built from the Kohn-Sham orbitals: \(^{23}\)

\[
E^{\text{RSE}}_{\text{c}} = \text{Tr} \left( \rho^{\text{HF}} F^{\text{HF}} \left[ \rho^{\text{DFT}} \right] \right) - \text{Tr} \left( \rho^{\text{DFT}} F^{\text{HF}} \left[ \rho^{\text{DFT}} \right] \right) \tag{10}
\]

The RPA calculations with PBE, PBE0, SCAN, and SCAN0 orbitals employed the tightest set of numerical precision thresholds defined in Table 1 of Ref. \(^{21}\). Unless noted otherwise, the RPA correlation energies were extrapolated to the complete basis-set limit with the basis sets AVTZ and AVQZ. \(^{35}\) The Hartree-Fock component and the renormalized singles energy were computed with the AVQZ basis without any extrapolation. The method used to optimize the grids for frequency and imaginary-time integrals was changed with respect to the previous work. In Ref. \(^{21}\) the quadratures are optimized for distribution of orbital energy differences \((d_{ai})\) in the full \(n\)-body cluster (e.g., a trimer) and all its subsystems. In this work, the quadrature optimization subroutine ignores the high energy differences which occur in the subsystems, but are above the largest occupied-virtual orbital energy difference in the full \(n\)-body cluster. This modification results in a smaller number of quadrature points, especially for tetrermers, while having no discernible effect on numerical precision. As a result, the number of grid points is reduced for systems with a large number of ghost atoms.

The orbitals and orbital energies generated with the optimized effective potential (OEP) method, OEPX \(^{44}\) and OEP2-sc \(^{45–48}\) were computed in the uncontracted correlation-consistent basis sets with the ACES II program. \(^{49}\) The post-Kohn-Sham RPA calculations based on the OEP orbitals were carried out with a modified version of the coupled-clusters code of Ref. \(^{50}\). Following previous work reported in Refs. \(^{45–47}\), the equations of the optimized effective potential (OEP) method were solved with the finite-basis set procedure of Refs. \(^{51}\) and \(^{52}\). To calculate the pseudo-inverse of the density-density response matrix, we utilized truncated singular value decomposition (TSVD). This step is essential for determining stable and physically meaningful OEP solutions. \(^{45,53,54}\) The cutoff threshold of TSVD was set to \(10^{-6}\). In all OEP calculations, we employed the same tight thresholds as in Ref. \(^{50}\). We refer the reader to Ref. \(^{45}\) for additional technical details.
3 Results

3.1 Many-body expansion reference values

We now discuss the many-body expansion of the interaction energy at the coupled cluster level. To obtain reliable reference interaction energy, i.e., results with precision of one or two per cent, there are several critical issues to overcome. Most importantly, the values need to be converged with respect to the basis-set size and also with the order of MBE, i.e., the number of molecules in the largest fragment. Moreover, for large clusters the individual contributions need to be obtained with a high precision.\(^{55}\)

To assess the convergence with the basis-set size, we compare results obtained with basis-set extrapolation procedures to data computed using explicitly correlated (F12) methods. The convergence with the basis-set size is the most critical for dimers and, fortunately, the nonadditive contributions of larger clusters converge much faster with the basis-set size.\(^{56}\) Concerning the order of MBE, we computed explicit n-body terms up to clusters containing four molecules. To assess the importance of higher-order terms we have compared the results of MBE and of the supermolecular approach. For HF and MP2 they agree within a few hundredths of kcal/mol so that the fourth order MBE should be sufficiently converged.

3.1.1 Dimers

The largest contribution to the interaction energy comes from the twenty two-body terms involving the interaction between a single water molecule and methane. The CCSD(T) and CCSD(T)-F12 results are summarized in Table 1. We present values for all the basis sets used and, where applicable, also estimates of the basis-set limit obtained with the two-point formula of Halkier \textit{et al.}\(^{35}\)

The total two-body Hartree-Fock contribution shows very little dependence on the basis-set size, changing by less than 0.01 kcal/mol between AVTZ and AV5Z basis sets. This is partly due to the cancellation of the basis-set errors of the individual contributions. The CABS correction has little effect on \(E_{\text{int}[2]}\) but improves the convergence of the individual terms. For example, adding CABS reduces the errors in the AVTZ basis set approximately by a factor of three.

As expected, the CCSD contribution shows stronger dependence on the basis-set size so that either extrapolation or the use of the F12 scheme is needed. The difference between the AVTZ \(\rightarrow\) AVQZ and AVQZ \(\rightarrow\) AV5Z estimates of the CCSD correlation energy is 0.028 kcal/mol. That difference is similar to the difference between CCSD-F12b energies obtained with AVTZ and AVQZ basis sets. The CCSD-F12b contribution then changes by a mere 0.006 kcal/mol upon going to the AV5Z basis set. We therefore assume that the CCSD-F12b value is closer to the CBS limit.

The perturbative triples (T) term shows also slow convergence with the basis set size so that extrapolation to the CBS limit is needed in the canonical approach. While there are no F12 corrections for triples, the triples term can be scaled with the ratio of MP2-F12 and MP2 correlation energies to achieve faster basis-set convergence.\(^{38}\) Note, however, that there is a subtle point in how this is performed. One can either scale the monomer (T) energies independently or use the dimer scaling factor in all the calculations. Only the latter approach is size-consistent.\(^{57}\) In practice, the differences between the approaches are small and for dimers there is no clear preference for a single scheme. In particular, there is a close agreement between the two-body (T) energy obtained with independent scaling and with unscaled (T) extrapolated using the AVQZ and AV5Z basis sets. This holds also for the individual contributions of the twenty dimers. Using a common scaling factor leads to a more attractive (T) contribution but there is also a larger change between the AVQZ basis set and AV5Z basis set compared to the independent scaling approach. To sum up, independent scaling or extrapolation work well and we take the unscaled (T) obtained by extrapolation as the reference value.

The total two-body contribution without and with the use of F12 is \(-6.33\) kcal/mol
and $-6.31$ kcal/mol, respectively. Based on the basis-set convergence we deem the latter value to be more precise and estimate that its uncertainty is $0.01$ kcal/mol. This excludes core correlation and correlation contributions beyond CCSD(T). Our value differs from $-5.85$ kcal/mol obtained by Deible and co-workers in Ref. 24. The reason is the use of the much smaller VTZ-F12 basis set in Ref. 24. The HF contributions obtained with the VTZ-F12 and AVTZ basis set differ by less than one cal/mol. However, in the VTZ-F12 basis-set the CCSD-F12b contribution equals $-8.260$ kcal/mol and the scaled and unscaled (T) contributions are $-1.544$ and $-1.427$ kcal/mol, respectively. These values differ considerably from the AVTZ data, see Table 1. Adding the HF, CCSD-F12b, and unscaled (T) contributions reproduces the value given in Ref. 24 so that the basis set is indeed the cause of the difference. The inferior performance of the VTZ-F12 basis set can be most likely attributed to the lack of diffuse functions.

### 3.1.2 Trimers

We now discuss the three-body nonadditive contributions to the interaction energy. The data for CCSD(T) and CCSD(T)-F12 are summarized in Table 2. For most of the components, there is almost no dependence on the basis-set size. For example, the total three-body contribution of canonical CCSD(T) obtained with the AVTZ basis-set differs only by around $0.01$ kcal/mol from the data extrapolated to the CBS limit. When the F12 approach is used, CCSD-F12b values in the AVTZ and AVQZ basis sets are within one cal/mol.

The only term requiring attention is the triples (T) energy. The convergence of triples is fast with the basis set in the unscaled variant and when a common scaling factor is used. For example, unscaled (T) is essentially converged in the AVTZ basis set. By contrast, the convergence is slower when the (T) components are scaled independently in the monomer and dimer subsystems.

Overall, the reference total three-body contribution using the CCSD(T) method is $1.04$ kcal/mol. The values taken to obtain this value are in bold fontface in Table 2. Our result agrees with the value of $E_{int}[3] = 1.01$ kcal/mol reported by Deible et al., 24 which again demonstrates the weaker dependence of the three-body term on the basis-set size.

### 3.1.3 Tetramers

There are 1140 tetramers, many more compared to 20 dimers and 190 trimers, suggesting a much larger computational effort. However, given that the total three-body term differs by only 0.001 kcal/mol between the AVTZ and AVQZ basis sets, we expect that the four-body term will show similar behavior. We have therefore used the CCSD(T)-F12b scheme together with the AVTZ basis-set to obtain the four-body terms. Spot checks on twenty tetramers show that for CCSD-F12b the largest differences between the AVTZ and AVQZ data are on the order of $10^{-5}$ kcal/mol for a single tetramer. Since there are 1140 tetramers, the difference upon going to the AVQZ basis could be at most on the order of $10^{-2}$ kcal/mol. However, we expect it to be smaller as some of the individual contributions are positive and some negative. The weak dependence on the basis set size is also confirmed by tetramer calculations in the AVDZ basis set.

The CCSD(T)-F12b four-body energy and the contributions of the different components are shown in Table 3. The Hartree-Fock term dominates over the correlation part. As with the three-body terms, individual scaling of the triples should be avoided. Using a common scaling factor or doing no scaling of triples leads to a fast convergence with the basis set size.

The CCSD(T) interaction energy obtained up-to fourth order of MBE is $-4.72$ kcal/mol. We estimate the higher-order effects as the difference between supermolecular and MBE calculation at the Hartree-Fock level, which is $0.01$ kcal/mol. Therefore, our final estimate of the CCSD(T) interaction energy between methane and the water cage is $-4.71$ kcal/mol. We estimate its uncertainty to be below one percent or $0.04$ kcal/mol. The value nor its uncertainty include core correlations or correlation...
Table 1: Two-body contributions to the coupled clusters interaction energy (kcal/mol). The contributions used in the final coupled-cluster reference are written in bold.

| Method                  | AVTZ | AVQZ | AVTZ→AVQZ | AV5Z | AVQZ→AV5Z |
|-------------------------|------|------|-----------|------|-----------|
| HF\(^a\)               | 3.836| 3.832| —         | 3.828| —         |
| CCSD\(^b\)             | -8.175| -8.388| -8.543| -8.450| -8.515 |
| (T)\(^c\)              | -1.528| -1.597| -1.648| -1.618| -1.640 |
| CCSD(T)\(^d\)          | -5.867| -6.153| -6.359| -6.240| -6.328 |
| HF+CABS\(^a\)          | 3.835| 3.830| —         | 3.827| —         |
| CCSD-F12b\(^b\)        | -8.467| -8.494| —         | -8.500| —         |
| (T)\(^c\)_unscaled     | -1.513| -1.589| -1.645| -1.614| -1.639 |
| (T)\(^c\)_scaled       | -1.624| -1.637| —         | -1.638| —         |
| (T)\(^c\)_funscaled    | -1.659| -1.655| —         | -1.649| —         |
| CCSD(T)-F12b\(^g\)     | -6.144| -6.252| -6.308| -6.286| -6.312 |

\(^a\) Hartree-Fock contribution to \(E_{\text{int}}\)\(^2\).
\(^b\) CCSD correlation-only contribution.
\(^c\) Correlation-only contribution of perturbative triples.
\(^d\) Sum of HF, CCSD, and (T) values. For AVTZ→AVQZ and AVQZ→AV5Z columns, HF data obtained with AVQZ and AV5Z basis sets were used, respectively.
\(^e\) Independent scaling factors for the dimer and monomers.
\(^f\) Common scaling factor for the dimer and monomers.
\(^g\) Obtained as a sum of HF+CABS, CCSD-F12b, and (T)\(_{\text{unscaled}}\) values, for AVTZ→AVQZ and AVQZ→AV5Z columns HF+CABS and CCSD-F12b values obtained with AVQZ and AV5Z basis sets were used, respectively.

Beyond the (T) term. The uncertainty comes from basis-set convergence, possible loss of precision of the four-body terms,\(^55\) and five-body and higher correlation contributions.

### 3.1.4 Møller-Plesset perturbation theory

Before we use the coupled cluster benchmark to assess RPA, we apply the Møller-Plesset hierarchy of methods to gain additional insight into the energy contributions. Both MP2 and MP3 underestimate the two-body term by approximately 1 kcal/mol (Table 4). MP4 performs much better and is within 0.05 kcal/mol of the reference value. There are two types of trimers, with and without hydrogen bonded water molecules, we denote them “3b 1hb” and “3b 0hb”, respectively. As discussed by Deible et al., MP2 lacks three-body dispersion contributions and the total three-body term is too attractive for either of the groups. The MP3 and MP4 results are close to the reference values both for the hydrogen-bonded and non-hydrogen-bonded trimers. We note that a simple arithmetic mean of the MP2 and MP3 interaction energies (the MP2.5 approach) has been proposed to improve the interaction energies of dimers and nonadditive three-body energies of non-covalent clusters.\(^5,\(^58\) Interestingly, this scheme would not improve the accuracy of MP3 for the three-body terms in clathrate.

The largest contributions to four-body correlation energy comes from the clusters with two hydrogen bonds. Here MP2 does not provide enough attractive correlation leading to too repulsive total four-body contribution (by 0.06 kcal/mol). MP3 does not bring an overall improvement compared to MP3, the errors are reduced for the 4b 0hb subset but the accuracy deteriorates for the 4b 1hb fragments. Interestingly, the total HF+CABS four-body contribution is within 0.01 kcal/mol of the CCSD(T) reference, which is a result of a fortunate cancellation of errors.

The total sum of the two-, three-, and four-body terms shows that both MP2 and MP3 underestimate the total interaction energy, mostly due too weakly binding two-body contributions. The aforementioned lack of three-body
Table 2: Three-body contributions to the coupled clusters interaction energy (kcal/mol). The contributions used in the final coupled-cluster reference are written in bold.

| Method               | AVTZ | AVQZ | AVTZ→AVQZ |
|----------------------|------|------|-----------|
| HF\(^a\)             | −0.273 | −0.273 | —         |
| CCSD\(^b\)           | 1.112 | 1.108 | 1.106     |
| (T)\(^c\)            | 0.205 | 0.203 | 0.202     |
| CCSD(T)\(^d\)        | 1.044 | 1.039 | 1.035     |
| HF+CABS\(^a\)        | −0.273 | −0.272 | —         |
| CCSD-F12b\(^b\)      | 1.106 | 1.106 | —         |
| (T)\(^c\)\(_\text{unscaled}\) | 0.201 | 0.202 | 0.202     |
| (T)\(^c\)\(_\text{scaled}\)      | 0.046 | 0.114 | —         |
| (T)\(^c\)\(_\text{scaled}\)      | 0.221 | 0.210 | —         |
| CCSD(T)-F12b\(^g\)   | 1.034 | 1.035 | 1.035     |

\(^a\) Hartree-Fock contribution to \(E_{\text{int}}\)[3].
\(^b\) CCSD correlation-only contribution.
\(^c\) Correlation-only contribution of perturbative triples.
\(^d\) Sum of HF, CCSD, and (T) contributions, value in AVTZ→AVQZ column uses HF data obtained with AVQZ basis set.
\(^e\) (T) contributions scaled individually in each calculation.
\(^f\) Common scaling factor for (T) contributions.
\(^g\) Sum of HF+CABS, CCSD-F12b, and (T)\(_\text{unscaled}\) data, in AVTZ→AVQZ column the HF+CABS and CCSD-F12b results obtained with AVQZ basis set are used.

Dispersion in MP2 partly cancels the error of two-body terms so that the overall error of MP2 (0.39 kcal/mol) is about one half of the MP3 one (0.91 kcal/mol). Approximating the four-body MP4 terms by HF values, we estimate its interaction energy to be approximately −4.83 kcal/mol, around 0.1 kcal/mol away from the reference value.

Interestingly, the trend of the MP2 errors for the three-body contributions is consistent with the Axilrod-Teller-Muto (ATM) formula for three-body dispersion.\(^{59,60}\) According to the ATM term, the three-body dispersion is attractive for linear configurations and repulsive for trimer angles below approximately 117°. The 3b 1hb configurations have structure similar to isosceles triangle with vertex angle around 40° and the ATM three-body dispersion term is repulsive. For these trimers MP2 recovers only around 50% of the (repulsive) CCSD(T) correlation. For the same reason MP2 also overbinds the proximate 0hb trimers (formed by second nearest neighbor water molecules). With increasing distance between the water molecules the trimer angle increases so that the error is around zero for third nearest neighbor waters and positive for trimers close to linear geometry, see SI and additional resources.\(^{61}\)

### 3.1.5 Basis sets for fragment calculations

There is an ample body of literature devoted to the choice of basis sets for MBE calculations.\(^{56,62–68}\) This is because calculations in the basis set of the whole cluster quickly become prohibitive when the system size increases and a less demanding approach needs to be used. In this work, all \(n \leq 4\)-body cluster calculations are done in the fragment-centered basis set, e.g., the trimer basis set is used for all single-point energies contributing to a given trimer’s nonadditive energy. Let us compare this approach to an alternative approach which employs the full-cluster basis set.

MP2 and MP2-F12 dimer interaction energies in the dimer and full-cluster basis sets, with increasing cardinal numbers, are shown in Fig. 1.
Table 3: Four-body contributions to the coupled clusters interaction energy, data in kcal/mol. The contributions used in the final coupled-cluster reference are written in bold.

| Method               | AVDZ   | AVTZ   |
|----------------------|--------|--------|
| HF+CABS              | 0.548  | 0.552  |
| CCSD-F12b            | -0.010 | -0.016 |
| (T)_{unscaled}       | 0.019  | 0.021  |
| (T)_{scaled}         | -1.480 | 0.895  |
| (T)_{unscaled}       | 0.025  | 0.023  |
| CCSD(T)-F12b         | 0.557  | 0.557  |

\( a \) Hartree-Fock contribution to \( E_{\text{int}}[4] \).
\( b \) CCSD correlation-only contribution.
\( c \) Correlation-only contribution of perturbative triples.
\( d \) \( (T) \) contributions scaled individually in each calculation.
\( e \) Common scaling factor for \( (T) \) contributions.
\( f \) Sum of HF+CABS, CCSD-F12b, and \( (T)_{\text{unscaled}} \) contributions.

Clearly both basis set types lead to the same CBS limit. The rate of convergence of the full-cluster energies is only marginally faster, while the calculations are much more computationally demanding. The difference between the full-cluster basis and fragment basis becomes even less important for the three-body contribution, as demonstrated in Fig. 2. Here the selected trimer belongs to the 3b 1hb subset. The difference between the MP2-F12 nonadditive energies in the full-cluster and trimer basis set is \(< 2 \cdot 10^{-4} \) kcal/mol in the AVDZ basis set and an order of magnitude smaller than that for the AVTZ and AVQZ basis sets. We conclude that the \( n \)-body fragment-centered basis sets employed in this work for all explicit MBE terms do not introduce any considerable basis set error and require less computational effort compared to the cluster basis set.

### 3.2 Performance of RPA

#### 3.3 Supermolecular approach

For medium size clusters, including the clathrate cluster, the RPA energy can be obtained within a single calculation using the efficient cubic-scaling RPA algorithm. In Table 5 we present the interaction energies of methane with the water cage obtained using RPA based on two pure DFT functionals (PBE and SCAN) and their hybrid variants. From the data one could think that RPA is not much sensitive to the input eigenstates, the spread of the predicted interaction energies is only 0.56 kcal/mol. In agreement with our previous work, the PBE-based RPA binds the most while RPA(SCAN0) binds the least. Adding the singles corrections divides the results into two groups divided by around 1 kcal/mol and straddling the reference value. RPA+RSE based on pure functionals slightly overbinds while RPA+RSE based on hybrids binds too little due to less attractive RSE correction. However, the close agreement of the results is deceptive, especially for RPA based on PBE. One can see considerable differences between the different variants in the many-body expansion which we discuss in the following.

#### 3.3.1 Dimers

The dimer interactions of CH\(_4\)···H\(_2\)O are, among the investigated \( n \)-body terms, by far the most challenging contributions to be accounted for by RPA. The interaction energy decomposition has the characteristics of dispersion dominated systems: almost the entire binding comes from the dispersion contribution \( E_{\text{disp}}^{\text{SAPT2+3(CCD)}} = -11.55 \) kcal/mol, which is largely balanced by the first-order exchange repulsion energy \( E_{\text{exch}} = 8.91 \) kcal/mol, see Ref. 69 for the description of the SAPT2+3(CCD) scheme. As we have found in our previous work, the RPA energy of a system dominated by dispersion tends to be sensitive to the choice of the Kohn-Sham determinant. First, the repulsion becomes more pronounced when the orbitals overlap more. The repulsive component is thus prone to the excessive polarization of (meta-)GGAs. Second, as a narrowing energy gap decreases the energy denominators of the dynamic polarizability, the functionals which predict smaller gaps tend to yield more attractive energies.

Let us analyze the accumulated 20 dimer in-
Table 4: Contributions to the methane–water cage interaction energy divided into \( n \)-body terms (\( nb \)) and subsystems with \( m \) hydrogen bonds (\( mhb \)). Energies are in kcal/mol.

| Method               | 2b    | 3b    | 1hb   | 3b    | 0hb   | 4b    | 2hb   | 4b    | 1hb   | 4b    | 0hb   | Sum   |
|----------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| HF+CABS\(^a\)       | 3.827 | −1.483| 1.210 | 0.164 | 0.471 | −0.083| 4.107 |
| CCSD-F12b\(^b\)     | −8.500| 0.913 | 0.193 | −0.093| 0.054 | 0.023 | −7.410|
| (T)\(^c\)           | −1.639| 0.172 | 0.030 | −0.015| 0.027 | 0.009 | −1.415|
| CCSD(T)-F12b\(^d\)  | −6.312| −0.398| 1.434 | 0.056 | 0.552 | −0.051| −4.718|
| MP2\(^e\)           | −5.192| −0.956| 1.208 | 0.117 | 0.563 | −0.067| −4.326|
| MP3\(^e\)           | −5.452| −0.382| 1.501 | 0.077 | 0.519 | −0.067| −3.803|
| MP4\(^e\)           | −6.360| −0.433| 1.409 |       |       |       |       |

\(^a\) Hartree-Fock contribution to \( E_{\text{int}}[nb \, mhb] \).
\(^b\) CCSD-F12b correlation-only contribution.
\(^c\) Correlation-only contribution of perturbative triples, no scaling of triples used.
\(^d\) Sum of HF+CABS, CCSD-F12b, and (T) energy terms.
\(^e\) \( E_{\text{MPn}}^{\text{int}} = E_{\text{HF}} + E_{\text{MPn}}^{\text{int}} \).

Figure 1: Interaction energy of water methane dimer obtained using basis set functions at every atom of \( \text{CH}_4(\text{H}_2\text{O})_{20} \) (cluster basis) and basis set with functions centered on the interacting dimer only (dimer basis).
Figure 2: Three-body nonadditive energy of hydrogen-bonded water dimer with methane obtained using the full cluster basis and the trimer basis.

RPA treatment of methane-water dimers are the orbital input and the lack of the exchange-correlation kernel. It is worthwhile to investigate what level of accuracy can be achieved if one stays within the direct RPA framework, but uses high-quality orbitals. While the main focus remains on the PBE/SCAN-based exchange-correlation potentials, we briefly introduce a sequence of RPA variants based on increasingly sophisticated orbital inputs: from Hartree-Fock, to the exchange-only optimized effective potential (OEPX), to the optimized effective potential with second order correlation (OEP2-sc). By using ab initio DFT,\textsuperscript{70} we factor out the influence of errors known to be present in the orbitals from semilocal exchange-correlation potentials, e.g., the excessive polar-
Therefore, it is clear that the RSE correction in ab initio DFT is still large and necessary to correct for the RP A’s underbinding. For example, while \( E_c^{\text{RPA}} \) is zero for RPA(HF) by definition,\(^3\) we find that the singles correction is as large as 1.7 kcal/mol for OEPX and 2.4 kcal/mol for OEP2-sc orbitals. We note that, if we take the OEP2-sc as a reference, the mean-field contribution, \( E_{\text{HF}} + E_c^{\text{RSE}} \), is significantly better reproduced by (hybrid) GGAs and meta-GGAs than by Hartree-Fock orbitals. The RPA correlation component of the interaction energy, \( E_c^{\text{RPA}} \), becomes more attractive as the orbital gap narrows. The largest orbital gap is for the Hartree-Fock reference state, which also underbinds the most. The gap is wide because the exchange operator treats virtual orbitals as interacting with an \( N \)-electron system. In OEPX there is still no correlation, but the gap narrows because of the multiplicative KS potential with a proper \(-1/r\) asymptote. Finally, adding electron correlation in OEP2-sc further narrows the gap and leads to the most negative \( E_c^{\text{RPA}} \) in the series. This value is then close to the data obtained using pure functionals. From the difference of \( E_{\text{int}}^{\text{RP A(OEP2-sc)+RSE}} \) and \( E_{\text{int}}^{\text{RP A(OEPX)+RSE}} \) we estimate that the appropriate treatment of electron correlation in the input orbitals contributes as much as 2 kcal/mol or 30% of the total two-body energy in methane clathrate cluster.

### 3.3.2 Trimers

The three-body nonadditive energies tend to be described inaccurately by DFT approximations and the clathrate cluster is not an exception. Indeed, Table 7 shows that at the self-consistent DFT level the energies behave erratically, for SCAN and SCAN0 the three-body energies are attractive, for PBE and PBE0 they are strongly repulsive. Similar observations have been made by Deible et al. in their study.\(^{24}\) Therefore, it is interesting to inspect to what extent is the post-Kohn-Sham RPA sensitive to the inaccuracies in the approximate DFT Hamiltonians.

The RPA’s sensitivity to input eigenstates is reflected in the behavior of the \( E_{\text{HF}} \) component of the RPA interaction energy. Unlike the self-consistent DFT energy, \( E_{\text{HF}} \) is negative for all orbital inputs, but still varies in magnitude between different models. \( E_{\text{HF}} \) is negative but close to zero for SCAN0 and equals \(-4.3\) kcal/mol for PBE. While it is the total RPA interaction energy which has a direct physical interpretation, the variance of \( E_{\text{HF}} \) due to the choice of the semilocal exchange model is an indicator of the quality of the exchange potential model. The variance can be assessed, for example, by comparing the results obtained with pure functional and its hybrid variant. In this regard, the effect is particularly large for the PBE functional, the \( E_{\text{HF}} \) components of RPA(PBE) and RPA(PBE0) differ by 3 kcal/mol. By contrast, the \( E_{\text{HF}} \) components of RPA(SCAN) and RPA(SCAN0) are close to each other, which indicates that SCAN orbitals are more robust against the addition of exact exchange.

Adding now the \( E_{\text{HF}} \) and \( E_c^{\text{RPA}} \) components together we find that the RPA(PBE) and RPA(PBE0) three-body nonadditive interaction energies have incorrect signs. Moreover, the nonadditive energy of RPA(PBE) exhibits an error of almost 3 kcal/mol. Those errors are

|       | SCAN0 | PBE0 | SCAN | PBE |
|-------|-------|------|------|-----|
| RPA+RSE | -4.18 | -4.03 | -5.11 | -4.99 |
| RPA     | -3.17 | -3.30 | -3.38 | -3.73 |
| DFT     | -3.08 | 1.01 | -4.04 | 1.29 |

\(^a\) RPA correlation energies are extrapolated to the basis set limit (AVTZ→AVQZ). \( E_{\text{EXX}}^{\text{EXX}}, E_c^{\text{RSE}}, \) and self-consistent field DFT energies are computed with the AVQZ basis.

\(^b\) Supramolecular calculations of the HF and MP2-F12 energies employ the AVQZ orbital basis and augmented five-zeta auxiliary basis sets.

\(^c\) Includes the Hartree-Fock estimate of \( n > 4 \)-body terms (0.01 kcal/mol).

\(^d\) Diffusion Monte Carlo, Ref. 24.
Table 6: Total interaction energies and interaction energy components of 20 dimers CH$_4$···H$_2$O. Highest occupied orbital energies and LUMO-HOMO energy differences of various DFT methods, averaged over 20 dimers. The units of interaction energies and orbital energies are kcal/mol and eV, respectively.

| Method                          | SCAN0$^a$ | PBE0$^a$ | SCAN$^a$ | PBE$^a$ | HF$^a$ | OEPX$^b$ | OEP2-sc$^b$ |
|--------------------------------|-----------|----------|----------|---------|-------|----------|------------|
| RPA+RSE$^c$                    | -5.36     | -5.41    | -6.46    | -6.70   | -2.98 | -4.47    | -6.37      |
| RPA$^d$                        | -4.35     | -4.14    | -4.43    | -3.87   | -2.98 | -2.77    | -3.94      |
| CCSD(T)                        |           |          | -6.31    |         |       |          |            |
| $E_c^\text{RPA}$               | -9.74     | -9.77    | -11.17   | -11.56  | -6.81 | -8.65    | -11.04     |
| $E_{\text{HF}} + E_c^\text{RSE}$ | 4.38     | 4.36     | 4.71     | 4.87    | 3.83  | 4.18     | 4.66       |
| $E_{\text{HF}}$               | 5.39      | 5.62     | 6.74     | 7.69    | 3.83  | 5.88     | 7.10       |

CH$_4$

| $\epsilon_{\text{HOMO}}$ | -11.3 | -11.0 | -9.9 | -9.5 | -14.9 | -14.9 | -14.0 |
| $\epsilon_{\text{LUMO}} - \epsilon_{\text{HOMO}}$ | 11.7 | 11.1 | 10.2 | 9.1 | 15.6 | 10.3 | 10.0 |

H$_2$O

| $\epsilon_{\text{HOMO}}$ | -9.3 | -9.0 | -7.6 | -7.2 | -13.8 | -13.8 | -11.2 |
| $\epsilon_{\text{LUMO}} - \epsilon_{\text{HOMO}}$ | 9.3 | 8.6 | 7.2 | 6.2 | 14.4 | 8.2 | 6.8 |

$^a$ CBS extrapolation (AVTZ→AVQZ) for the correlation part of the interaction energy; the AVQZ basis for orbital energies.

$^b$ CBS extrapolation (aug-cc-pVDZU→aug-cc-pVTZU) for interaction energies and their components; the aug-cc-pVTZU basis for orbital energies. “U” denotes an uncontracted basis set.

$^c$ Label RPA+RSE denotes the interaction energy $E_{\text{int}}^{\text{RPA+RSE}} = E_{\text{HF}} + E_c^{\text{RSE}} + E_c^{\text{RPA}}$.

$^d$ Label RPA denotes the interaction energy $E_{\text{int}}^{\text{RPA}} = E_{\text{HF}} + E_c^{\text{RPA}}$.

Most likely artifacts of the PBE model. The total three-body nonadditive interaction energies of RPA(HF) are on par with RPA(SCAN) and RPA(SCAN0), underestimating the reference value by around 0.5 kcal/mol.

The RSE-corrected approaches RPA(PBE)+RSE and RPA(PBE0)+RSE are free from the issues described above. For the SCAN-based variants, the singles corrections are small and slightly deteriorate the results. That is consistent with our observations in Ref. 21, where RSE was found to slightly worsen the RPA(SCAN0) energies on the dataset of Řezáč et al., but the results shown here further support the previous recommendation not to use RSE with RPA(SCAN0) when computing three-body energies separately.

Finally, note that the best agreement for the total three-body term is given by RPA(PBE)+RSE. This is true both for trimers with hydrogen-bonded water molecules (subset 3b 1hb) and trimers with no hydrogen bond (subset 3b 0hb), see Table 8. However, this is rather deceptive, especially for the 3b 0hb subset, where there are both positive and negative errors that mostly cancel out. The mean absolute error (MAE) of RPA(PBE)+RSE for the 3b 0hb subset (equal to 0.0023 kcal/mol) is about twice as large as the MAE of 0.001 kcal/mol obtained both for RPA(PBE0)+RSE and RPA(SCAN0). Also RPA(SCAN) and RPA(HF) show lower MAE values for the 3b 0hb subset, 0.0015 and 0.0017 kcal/mol, respectively.

### 3.3.3 Tetrampers and n > 4-body clusters

The MBE of the methane clathrate is typical of a nonpolar system. Its terms decay fast
Table 7: Nonadditive interaction energies (kcal/mol) of 190 trimers CH$_4$(H$_2$O)$_2$.

| Method                  | 2b   | 3b 1hb | 3b 0hb | 4b 2hb | 4b 1hb | 4b 0hb | Sum  |
|-------------------------|------|--------|--------|--------|--------|--------|------|
| HF+CABS                 | 3.827| -1.483 | 1.210  | 0.164  | 0.471  | -0.083 | 4.107|
| CCSD(T)                 | -6.310| -0.398 | 1.434  | 0.056  | 0.552  | -0.051 | -4.718|

Table 8: Contributions to the methane—water cage interaction energy divided into n-body terms (nb) and subsystems with m hydrogen bonds (mhb). Energies are in kcal/mol.

| Method                  | 2b   | 3b 1hb | 3b 0hb | 4b 2hb | 4b 1hb | 4b 0hb | Sum  |
|-------------------------|------|--------|--------|--------|--------|--------|------|
| RPA(PBE)                | -3.874| -1.849 | -0.160 | 1.152  | 1.551  | 0.374  | -2.806|
| RPA(PBE)+RSE            | -6.699| -0.470 | 1.411  | 0.132  | 0.705  | 0.017  | -4.904|
| RPA(PBE0)               | -4.142| -1.083 | 0.872  | 0.416  | 0.847  | 0.055  | -3.036|
| RPA(PBE0)+RSE           | -5.409| -0.608 | 1.349  | 0.090  | 0.585  | -0.044 | -4.038|
| RPA(SCAN)               | -4.433| -0.721 | 1.316  | -0.113 | 0.539  | -0.071 | -3.484|
| RPA(SCAN)+RSE           | -6.461| -0.642 | 1.049  | 0.208  | 0.725  | 0.017  | -5.104|
| RPA(SCAN0)              | -4.350| -0.668 | 1.308  | -0.007 | 0.561  | -0.052 | -3.208|
| RPA(SCAN0)+RSE          | -5.361| -0.729 | 1.127  | 0.162  | 0.634  | -0.026 | -4.192|
| RPA(HF)                 | -2.983| -0.770 | 1.303  |        |        |        |      |

with the number of interacting molecules $n$. The Hartree-Fock contribution dominates the four-body term and amounts to 0.55 kcal/mol. The five- and higher-body contributions sum up to almost zero at the Hartree-Fock level. The CCSD(T) correlation energy contributes less than 0.01 kcal/mol to the four-body non-additive energy; we assume it to be negligible for $n > 4$.

Taking into account the limited role of electron correlation, it is expected that RPA performs well for $n \geq 4$. Indeed, the best variants overall, RPA(PBE0)+RSE and RPA(SCAN0), deviate from the reference by less than 0.1 kcal/mol for the four-body energy and predict vanishingly small $n > 4$ contributions (Table 9). Therefore, they are consistent with the decay rate of $n$-body terms shown by the CCSD(T) scheme.

It may appear puzzling why the other RPA variants, i.e., RPA(PBE) and RPA(PBE0), overshoot the four-body energy by more than a factor of two and show large residuals in the $n > 4$ terms. For those methods, the MBE is still not converged after including the four-body terms. A compelling explanation is that, in the PBE description, methane interacts with water molecules which developed too large dipole moments. As reported by Chen et al.,$^{71}$ PBE overestimates the polarizability of water, which results in bulk waters having excessive dipole moments as compared with experimental reference. See also Ref. 72 and references therein. The SCAN and PBE0 functionals improve the description of water properties.$^{71,73}$ While not so obvious in lower-order terms, the overestimated many-body interactions accumulate in higher-body contributions, as seen in Table 9.
Both the Hartree-Fock mixing and RSE alleviate the problem: the fourth-order MBE for RP A(PBE)+RSE and RP A(PBE0)+RSE are converged to within 0.1 kcal/mol.

In the self-consistent DFT description, the four-body energies have either a wrong sign or a magnitude which is several times too large (Table 9). From the difference between PBE and PBE0 it appears that the errors are mainly due to the PBE exchange. The performance of SCAN is less dependent on the addition of the Hartree-Fock exchange.

Finally, let us discuss the accuracy of RP A for the subsets of four-body terms containing fragments with different number of hydrogen bonds, i.e., subsets 4b 2hb, 4b 1hb, and 4b 0hb (Table 8). On average, RP A(PBE)+RSE gives more repulsive contributions on all three subsets, even though the individual errors are again both positive and negative, see the SI. The magnitude of the errors is consistently reduced upon going to RP A(PBE0)+RSE. RP A(SCAN) and RP A(SCAN0) four-body terms are too attractive overall, which is primarily caused by too attractive energies in the 4b 2hb subset. The errors for the other two subsets are marginal.

Table 9: Four-body and higher-order nonadditive interaction energies (kcal/mol). The four-body energies are sums over 1140 tetramers CH$_4$(H$_2$O)$_3$.

|        | SCAN0 | PBE0 | SCAN | PBE |
|--------|-------|------|------|-----|
| RPA+RSE | 0.77  | 0.63 | 0.95 | 0.85|
| RPA     | 0.50  | 1.32 | 0.35 | 3.08|
| DFT$^a$ | 1.35  | −1.68| 1.94 | −3.46|
| CCSD(T) | 0.56  |      |      |      |

Table 10: Subsets of $n$-body clusters and the share of electron correlation in their MBE contributions.

| Subset | $N^a$ | $E_{\text{int}}^b$ | $E_{\text{int},c}^c$ | $E_{\text{disp}}^d$ |
|--------|-------|-------------------|----------------------|-------------------|
| 2b     | 20    | −6.31             | 1.6                  | 1.8               |
| 3b 1hb | 30    | −0.40             | 2.7                  | 1.8               |
| 3b 0hb | 160   | 1.43              | 0.2                  | 0.3               |
| 4b 2hb | 60    | 0.06              | 1.9                  | —                 |
| 4b 1hb | 420   | 0.55              | 0.1                  | —                 |
| 4b 0hb | 660   | −0.05             | 0.6                  | —                 |

$^a$ Number of clusters in each subset.

$^b$ CCSD(T) reference energy (kcal/mol).

$^c$ $E_{\text{int},c}$ is the contribution of the coupled-cluster correlation to the (nonadditive) interaction energy.

$^d$ $E_{\text{disp}}$ is the dispersion energy. The two-body dispersion energy includes the exchange-dispersion part.

3.3.4 General remarks

The accuracy of RP A for $n$-body clusters depends on the amount of electron correlation in the MBE term. When the contribution of the correlation energy is significant, the results become strongly dependent on the exchange-correlation model.\footnote{21}

Table 10 shows subsets of MBE contributions, presented together with the fraction of the correlation energy. The subsets with a particularly high correlation content are dimers, trimers 1hb, and tetramers 2hb. Indeed, those are the subsets where all RP A methods show the most significant deviations from the reference (Table 8). The remaining cases are sub-systems where Hartree-Fock is already qualitatively correct and the correlation part is moderate: 3b 0hb, 4b 1hb, and 4b 0hb. For those systems, the best RP A methods, RP A(SCAN0) and RP A(PBE0)+RSE, reach the accuracy of about 0.1 kcal/mol, which is almost within the uncertainty of the benchmark. For the systems with a moderate amount of correlation RP A falls midway between MP2 and the reference, see Table 8.
3.3.5 Incremental approach

Compared to the leading terms, e.g., dimer energies, the higher $n$-body nonadditivities require less sophisticated treatment of electron correlation. A frequent practice is to combine the CCSD(T) treatment of dimers with higher-order terms treated at the level of MP2, HF, or force-field. For clathrate, one can note that the largest RPA errors occur for compact fragments, that is, dimers and also trimers and tetramers with hydrogen bonded water molecules (Table 8). Therefore, a simple way to improve the accuracy of the predicted RPA interaction energies is to replace all or some of these terms with their CCSD(T) counterparts.

Let us define the following subsets $\mathcal{L}_X$ of fragments:

\[
\begin{align*}
\mathcal{L}_0 &= \emptyset \\
\mathcal{L}_{2b} &= \{2b\} \\
\mathcal{L}_{3b \ 1hb} &= \{2b, 3b \ 1hb\} \\
\mathcal{L}_{3b \ 0hb} &= \{2b, 3b \ 1hb, 3b \ 0hb\} \\
&\vdots \\
\mathcal{L}_\infty &= \{2b, 3b, 4b, \ldots, 21b\}
\end{align*}
\] (11)

In the last set all the fragments are included. This is equivalent to the supermolecular calculation.

In practice, replacing RPA contributions with CCSD(T) for smaller fragments, up to $X$, can be written in a compact way as

\[
E_{\text{int}}^{\text{CC/RPA},X} = \sum_{\zeta \in \mathcal{L}_X} \left( E_{\text{int}}^{\text{CCSD(T)}}[\zeta] - E_{\text{int}}^{\text{RPA}}[\zeta] \right) + E_{\text{int}}^{\text{RPA}}[\mathcal{L}_\infty]
\] (12)

Alternatively, one can view the scheme as combination of CCSD(T) many-body contributions up to $X$ with RPA many-body terms beyond $X$:

\[
E_{\text{int}}^{\text{CC/RPA},X} = \sum_{\zeta \in \mathcal{L}_X} E_{\text{int}}^{\text{CCSD(T)}}[\zeta] + \sum_{\zeta' \in \mathcal{L}_\infty \setminus \mathcal{L}_X} E_{\text{int}}^{\text{RPA}}[\zeta']
\] (13)

The incremental approach obviously works the best when the RPA many-body contributions are close to the CCSD(T) values. It means that inferior performance can be expected when there is an artificial error cancellation between the different $n$-body nonadditivities. Moreover, as we deem the CCSD(T) MBE to be essentially converged using four-body terms, within 0.01 kcal/mol, there will be an error in the RPA correction scheme if the five- and higher-body residual terms are significant. This can be seen from Eq. 12: the CC/RPA value for the complete set (up to 4b 0hb) will be the CCSD(T) energy obtained using MBE plus the RPA residual term. The residual terms are particularly large for RPA based on the PBE and PBE0 functionals, being $-0.92$ and $-0.26$ kcal/mol, respectively (Table 9). These then cause the erroneous behavior of CC/RPA(PBE) and CC/RPA(PBE0) shown in Figure 3. The RSE corrections reduce the residual terms and error cancellations between $n$-body contributions, leading to improved performance of the correction scheme for both PBE- and PBE0-based RPA. The error of CC/RPA(PBE0)+RSE is only 4.7 % after replacing the two-body RPA terms with CCSD(T). Subsequent corrections keep the energy within 1.6 % or 0.08 kcal/mol of the reference value.

The SCAN- and SCAN0-based RPA are much less prone to the error cancellations, even without RSE. Also note that the RSE terms degrade the accuracy of the three- and higher-order nonadditive energies. As a consequence one can see that CC/RPA(SCAN) and CC/RPA(SCAN0) without RSE perform somewhat better than the variants with RSE. Overall, the CC/RPA(SCAN0) scheme looks particularly promising. The error is around 3 % or 0.15 kcal/mol when terms up to 3b 1hb are treated with CCSD(T). When the 3b 0hb terms are added, the predicted interaction energy gets within 1 % or 0.05 kcal/mol of the reference.

It is interesting to compare the RPA-based correction scheme to those based on HF and MP2 as well as to standard CCSD(T) MBE. In the last approach, one needs to include explicitly the 4b 1hb term (0.552 kcal/mol) to reduce the error below 10 %. In the clathrate interaction energy, the HF contribution domi-
nates over correlation for all terms above and including 3b 0hb. One can therefore expect that CC/HF, which amounts to starting from the HF supermolecular interaction energy and adding only correlation, will improve the convergence significantly. This is indeed observed (Figure 3) but the partial cancellation of correlation terms between 4b 2hb and 4b 1hb groups means that the error is still around 0.1 kcal/mol even with the 4b 2hb clusters treated at the CCSD(T) level. MP2 lacks accurate description of the three-body correlation and its error is more than two times larger than the error of RPA(PBE0)+RSE for the 3b 1hb and 3b 0hb subsets. Therefore CC/MP2 has larger errors than either CC/RPA(PBE0)+RSE or CC/RPA(SCAN) when these two sets of fragments are not treated explicitly. These three methods show comparable results when even larger clusters are treated explicitly with CCSD(T). However, the cost of RPA calculations grows less steeply than that of MP2 when the system size is increased and precision is not sacrificed. This offers an advantage for the CC/RPA scheme for systems such as molecular solids where converging MP2 with k-points is difficult.\cite{75,76}

4 Conclusions

We have reported the most accurate to date CCSD(T) estimate of the interaction energy of the methane molecule in a dodecahedral water cage. This reference energy is obtained as a sum of counterpoise-corrected many-body contributions through the four-body terms, with higher-order terms accounted for at the Hartree-Fock level. We have analyzed the convergence of each MBE term with the basis-set cardinal number and compared the canonical and F12 variants of CCSD(T) for additional validation. We used the benchmark data to analyze the performance of Møller-Plesset perturbation theory and post-Kohn-Sham RPA based on orbitals of PBE, SCAN, and the hybrid variants of those functionals.

RPA is known to underestimate noncovalent binding and here we confirm that two-body interactions are the main cause of this error. The RSE correction represents a simple remedy of this problem. This holds for all the tested orbitals: pure and hybrid GGAs and meta-GGAs as well as the orbitals generated with optimized effective potentials (OEPX and OEP2-sc).

Remarkably, the inclusion of singles can also correct wrong signs of three- and four-body nonadditive energies as well as mitigate excessive higher-order contributions to the many-body expansion. This point is particularly relevant for RPA based on the PBE and PBE0 functionals. For a nonpolar system the sum of $n > 4$-body terms is expected to be negligible, but it is as large as $-0.92$ kcal/mol and $-0.26$ kcal/mol for RPA(PBE) and RPA(PBE0), respectively. This erratic behavior is largely corrected by the RSE term.

RPA based on SCAN and SCAN0 eigenstates shows a different behavior compared to RPA based on PBE or PBE0 eigenstates. The nonadditive energies of RPA(SCAN) and RPA(SCAN0) are close to those of RPA(HF). For this reason, the RSE contribution to the $n \geq 3$-body nonadditivities is smaller than for the PBE-based variants and does not introduce a qualitative change.

Finally, the errors in the RPA interaction energy stem mainly from small compact clusters, i.e., dimers and trimers with hydrogen bonded water molecules. This makes RPA suitable for an incremental approach where CCSD(T) is used for the problematic terms and RPA for the remainder. For example, treating the twenty dimers and thirty hydrogen-bonded trimers at the CCSD(T) level and using RPA(PBE0)+RSE for the rest, the incremental interaction energy lies within 0.08 kcal/mol of the reference. This represents an error of only 1.6 % and makes this scheme promising for treatment of larger clusters and solids.
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