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Abstract

This work presents a solution to the adaptive tracking control of Euler Lagrange systems with guaranteed tracking and parameter estimation error convergence. Specifically a concurrent learning based update rule fused by the filtered version of the desired system dynamics in conjunction with a desired state based regression matrix has been utilized to ensure that both the position tracking error and parameter estimation error terms converge to origin exponentially. As the regression matrix used in proposed controller makes use of the desired versions of the system states, an initial, sufficiently exciting memory stack can be formed from the knowledge of the desired system trajectory a priori, thus removing the initial excitation condition required for the previously proposed concurrent learning based controllers in the literature. The output feedback versions of the proposed method where only the position measurements are available for the controller design, (for both gradient and composite type adaptions) are also presented in order to illustrate the modularity of the proposed method. The stability and boundedness of the closed loop signals for all the proposed controllers are ensured via Lyapunov based analysis.

I. INTRODUCTION

When the dynamical model of the system to be controlled is subject to parametric/structured uncertainties, adaptive methods are in order. A long–standing research question in adaptive control is whether accurate identification of uncertain model parameters is achieved when meeting the tracking or regulation objective [1], [2], [3]. Provided the regression matrix satisfies a persistent excitation (PE) condition, uncertain parameters may be identified [1], [2]. Mathematically speaking, the PE condition requires the regression matrix to variate in a time window of $[t, t+T]$ for all $t$ for some positive $T$. Both guaranteeing PE condition and checking whether the PE condition is satisfied or not are tough tasks. While there are some past works to relax the need for PE condition, an interesting idea was presented in [4], [5]. While removing the need for PE condition via forming a matrix by utilizing data starting from initial time to the current time, the proposed method required time derivative of the state vector to be available. To remedy this, in [6], a state derivative was made use of and later in [7], a modification is proposed that included an integrator in the adaptive update rule which resulted in not needing time derivative of the state vector. Though the need of state derivative has been removed by this method, the problem of controlling the overall systems by only using the output (i.e. output feedback control (OFB)) remained unresolved.

In this work, the concurrent learning based adaptive control method is aimed to be improved to require only output measurements when controlling fully actuated EL systems. To reach this aim, first a desired compensation adaptive law (DCAL) version of the concurrent learning based adaptive control is proposed when full state feedback (i.e., both position and velocity measurements) is available. After achieving similar results to that of concurrent learning based adaptive controllers in the literature, the proposed controller is extended to the output feedback case for two different adaptive update rules. Via rigorous stability analysis, all three controllers (one FSFB and two OFB) are proven to ensure tracking objectives while simultaneously identifying uncertain dynamical system parameters.

II. DYNAMIC MODEL AND PROPERTIES

The mathematical model of an $n$ degree of freedom direct drive robot manipulator is considered to have the following form [8], [9]

$$M(q)\ddot{q} + C(q,\dot{q})\dot{q} + G(q) + F_d\dot{q} = \tau$$

(1)
where $q(t), \dot{q}(t), \ddot{q}(t) \in \mathbb{R}^n$ denote joint position, velocity, and acceleration vectors, respectively, $M(q) \in \mathbb{R}^{n \times n}$ represents positive–definite and symmetric inertia matrix, $C(q, \dot{q}) \in \mathbb{R}^{n \times n}$ denotes centripetal–Coriolis terms, $G(q) \in \mathbb{R}^n$ is the vector representing the gravitational effects, $F_d \in \mathbb{R}^{n \times n}$ is the constant, positive–definite, diagonal viscous friction matrix, and $\tau(t) \in \mathbb{R}^n$ denotes the control input torque. The dynamical terms in (1) satisfy the following standard properties that will be utilized in the subsequent analysis.

**Property 1:** The inertia matrix $M(q)$ satisfies following inequalities [9]

$$m_1 \| \xi \|^2 \leq \xi^T M(q) \xi \leq m_2 \| \xi \|^2 \quad \forall \ \xi \in \mathbb{R}^n$$

(2)

where $m_1, m_2 \in \mathbb{R}$ are known, positive bounding constants, and $\| \cdot \|$ denotes the standard Euclidean norm of a vector.

**Property 2:** The time derivative of the inertia matrix, $\dot{M}(q)$, can be written in terms of the centripetal–Coriolis matrix as

$$\dot{M}(q) = C(q, \dot{q}) + C^T(q, \dot{q})$$

(3)

and they satisfy the following relationship [9]

$$\xi^T \left( M - 2C \right) \xi = 0 \quad \forall \ \xi \in \mathbb{R}^n.$$  

(4)

**Property 3:** The centripetal–Coriolis matrix satisfies the following switching property [8]

$$C(q, \nu) \xi = C(q, \xi) \nu \quad \forall \ \nu, \xi \in \mathbb{R}^n.$$  

(5)

**Property 4:** The dynamical terms in (1) satisfy the following bounds [8]

$$\| M(\xi) - M(\nu) \|_{\infty} \leq \zeta_M \| \xi - \nu \|$$

(6)

$$\| C(q, \xi) \|_{\infty} \leq \zeta_C \| \xi \|$$

(7)

$$\| C(\xi, w) - C(\nu, w) \|_{\infty} \leq \zeta_C \| \xi - \nu \| \| w \|$$

(8)

$$\| G(\xi) - G(\nu) \| \leq \zeta_G \| \xi - \nu \|$$

(9)

$$\| F_d \|_{\infty} \leq \zeta_F$$

(10)

$\forall \ \xi, \nu, w \in \mathbb{R}^n$, where $\zeta_M, \zeta_{M2}, \zeta_C, \zeta_{C2}, \zeta_G, \zeta_F \in \mathbb{R}$ are known, positive bounding constants and $\| \cdot \|_{\infty}$ denotes induced infinity norm of a matrix.

**Property 5:** The left hand side of (1) can be reconfigured to be written in linearly parameterized form as

$$Y(q, \dot{q}, \ddot{q}) \theta = M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + F_d \ddot{q}$$

(11)

with $Y(q, \dot{q}, \ddot{q}) \in \mathbb{R}^{n \times p}$ being a regression matrix and $\theta \in \mathbb{R}^p$ containing constant model parameters that depends on physical properties of the robot manipulator. Desired form of (11) can be written as

$$Y_d(q_d, \dot{q}_d, \ddot{q}_d) \theta = M(q_d) \ddot{q}_d + C(q_d, \dot{q}_d) \dot{q}_d + G(q_d) + F_d \ddot{q}_d$$

(12)

in which $Y_d(q_d, \dot{q}_d, \ddot{q}_d) \in \mathbb{R}^{n \times p}$ is the desired version of the regression matrix that is a function of the desired joint position, velocity and acceleration vectors, denoted respectively with $q_d(t), \dot{q}_d(t), \ddot{q}_d(t) \in \mathbb{R}^n$.

**Assumption 1:** The subsequent design and analysis relies on the assumption that the robot manipulator is initially at rest (i.e., $\dot{q}(0) = 0_{n \times 1}$) and the desired trajectory is chosen such that $\dot{q}_d(0) = 0_{n \times 1}$.

### III. Full–state Feedback Control

The main control objective is to ensure that $q(t)$ tracks $q_d(t)$ under the restriction that the dynamic model in (1) is subject to parametric uncertainties; that is, $\theta$ introduced in Property 5 is uncertain. Identification of the uncertain dynamic model parameters is also aimed. Closed loop stability must be ensured as well. The controller scheme developed in this section requires both joint position and velocity measurements for implementation.


A. Error System Development & Controller Design

To quantify the tracking control objective, the joint position tracking error signal, denoted by \( e(t) \in \mathbb{R}^n \), is defined as the difference between desired and actual joint positions as

\[
e = q_d - q
\]

and the filtered tracking error term, \( r(t) \in \mathbb{R}^n \), is defined as

\[
r = \dot{e} + \alpha e
\]

where \( \alpha \in \mathbb{R} \) is a positive gain. Also, in order to quantify the performance of the adaptation algorithm, parameter estimation error, shown with \( \dot{\theta}(t) \in \mathbb{R}^p \), is defined as the difference between the actual and estimated system parameters in the form

\[
\dot{\theta} = \theta - \dot{\theta}
\]

where \( \dot{\theta}(t) \in \mathbb{R}^p \) denotes the yet to be designed adaptively updated estimation of uncertain system parameter vector \( \theta \).

In order to facilitate the construction of a desired state based estimation for the parameter update design, we apply a filtering technique on the control input torque in the following form

\[
\tau_f = f \ast \tau
\]

where \( \tau_f(t) \in \mathbb{R}^n \) is the filtered version of the control input torque \( \tau(t) \), \( \ast \) denotes the standard convolution operation and the filter function \( f(t) \in \mathbb{R} \) is designed as

\[
f = \beta \exp(-\beta t)
\]

with \( \beta \in \mathbb{R} \) being a constant, positive filter parameter. In (16), inserting (1) for \( \tau(t) \) and utilizing properties of the convolution operation, we can construct the filtered version of the input signal as

\[
\tau_f = Y_f \theta
\]

where \( Y_f(q, \dot{q}) \in \mathbb{R}^{n \times p} \) is the filtered version of the regression matrix introduced in (11) which does not require acceleration measurements and is explicitly given as

\[
Y_f \theta = \dot{f}(t) * [M(q(t)) \dot{q}(t)]
+ f(0)M(q(0)) \dot{q}(0) - f(t)M(q(0)) \dot{q}(0)
+ f(t) * [-\dot{M}(q(t)) \dot{q}(t) + C(q(t), \dot{q}(t)) \dot{q}(t) + G(q(t)) + F_d \dot{q}(t)]
\]

(19)

where (3) of Property (2) was used and the time derivative of the filter signal in (17) is given as

\[
\dot{f} = -\beta^2 \exp(-\beta t).
\]

(20)

At this stage, similar to [10], in order to remove the state measurement dependency in the parameter update rule design, we reformulate (19) to obtain its desired state dependent version as

\[
Y_{df} \theta = \dot{f}(t) * [M(q_d(t)) \dot{q}_d(t)]
+ f(0)M(q_d(0)) \dot{q}_d(0) - f(t)M(q_d(0)) \dot{q}_d(0)
+ f(t) * [-\dot{M}(q_d(t)) \dot{q}_d(t) + C(q_d(t), \dot{q}_d(t)) \dot{q}_d(t) + G(q_d(t)) + F_d \dot{q}_d(t)]
\]

(21)

where \( Y_{df}(q_d, \dot{q}_d) \in \mathbb{R}^{n \times p} \) is the desired filtered regression matrix. We are now ready to define a prediction error type signal, represented with \( \varepsilon(t) \in \mathbb{R}^n \), as

\[
\varepsilon = \tau_f - Y_{df} \dot{\theta}
\]

(22)
where \( Y_{df} \) and \( \hat{\theta} \) were introduced in (21) and (15), respectively. It is noted that, (22) can be reformulated to reach

\[
\varepsilon = Y_f \theta - Y_{df} \theta + Y_{df} \hat{\theta} = \Omega + Y_{df} \hat{\theta}
\]

with the auxiliary error–like term \( \Omega(t) \in \mathbb{R}^n \) being defined as

\[
\Omega \triangleq Y_f \theta - Y_{df} \theta
\]

which, in view of (19) and (21), can be reformulated as

\[
\Omega = \hat{\theta} \ast [M(q)\dot{q} - M(q_d)\dot{q_d}] + f(0) [M(q)\dot{q} - M(q_d)\dot{q_d}] - f(t) [M(q(0))\dot{q}(0) - M(q_d(0))\dot{q}_d(0)] + f(t) \ast \left[ -\dot{M}(q) \dot{q} + \dot{M}(q_d) \dot{q}_d + C(q, \dot{q}) = C(q_d, \dot{q}_d) \dot{q}_d + G(q) - G(q_d) + F_d (q - q_d) \right]
\]

where the dependency of some of the mathematical quantities on time were dropped whenever it is trivial. The auxiliary error–like term \( \Omega \) can be upper bounded as (details are given in Appendix I)

\[
\| \Omega \| \leq \rho_1(\| x \|) \| r \|
\]

where \( \rho_1(\cdot) \in \mathbb{R} \) is a known, positive bounding function and \( x(t) \triangleq \left[ e^T \quad r^T \right]^T \in \mathbb{R}^{2n} \).

Remark 1: From the definition of the filtered version of the control input torque in (16) and the filter function in (17), the relation between the control input torque \( \tau \) and its filtered version \( \tau_f \) can, with an abuse of notation, be written in “s” domain as

\[
s\tau_f + \beta \tau_f = \beta \tau
\]

which in time domain would correspond to the following differential relationship

\[
\dot{\tau}_f + \beta \tau_f = \beta \tau \quad \tau_f(0) = 0_{n \times 1}.
\]

Therefore, the filtered version of the control input torque vector, \( \tau_f(t) \), can be calculated via

\[
\tau_f(t) = \beta \exp(-\beta t) \int_0^t \exp(\beta \sigma) \tau(\sigma)d\sigma
\]

and similarly, the filtered version of the desired regression matrix, \( Y_{df}(t) \), can be evaluated using

\[
Y_{df}(t) = \beta \exp(-\beta t) \int_0^t \exp(\beta \sigma) Y_d(\sigma)d\sigma.
\]

Taking the time derivative of (14), pre–multiplying the resultant by \( M(q) \), substituting for (1) and then adding / subtracting the \( C(q, \dot{q})r \) and \( Y_d \theta \) terms, we reach

\[
M(q)r = -C(q, \dot{q})r + Y_d \theta + \hat{W} - \tau
\]

where the auxiliary term \( \hat{W}(q, \dot{q}, q_d, \dot{q}_d) \in \mathbb{R}^n \) is defined as

\[
\hat{W} \triangleq M(q) (\dot{q} + \alpha \dot{\theta}) + C(q, \dot{q}) (\dot{q}_d + \alpha \dot{\theta}) + G(q) + F_d \dot{q} - Y_d \theta.
\]

Note that, the norm of the expression in (32) can be upper bounded as follows [11]

\[
\| \hat{W} \| \leq \rho_2(\| x \|) \| x \|
\]

where \( \rho_2(\cdot) \in \mathbb{R} \) is a known, positive bounding function.
Based on the open loop error dynamics and the subsequent stability analysis, we propose the following control input torque

$$\tau = Y_d \hat{\theta} + K_p e + K_r r + v_r$$

(34)

where $K_e, K_r \in \mathbb{R}^{n \times n}$ are positive definite, diagonal control gain matrices, $v_i(t) \in \mathbb{R}^n$ is an auxiliary controller yet to be designed, and the parameter estimation vector $\hat{\theta}(t)$ is computed via the following update rule

$$\dot{\hat{\theta}} = \Gamma Y_d^T r + k_\theta \Gamma \sum_{i=1}^N \gamma_i^T (\mathcal{U}_i - \mathcal{Y}_i \hat{\theta})$$

(35)

where $\Gamma \in \mathbb{R}^{p \times p}$ is a diagonal, positive definite, constant adaptation gain matrix, $k_\theta \in \mathbb{R}$ is a positive adaptation gain and $\gamma_i \equiv \gamma(t_i), \mathcal{U}_i \equiv \mathcal{U}(t_i), \gamma : [0, \infty) \rightarrow \mathbb{R}^{n \times p}$ and $\mathcal{U} : [0, \infty) \rightarrow \mathbb{R}^n$ are defined as

$$\gamma(t_i) \equiv Y_d\gamma(t_i) = \beta \exp(-\beta t_i) \int_0^{t_i} \exp(\beta \sigma) Y_d(\sigma)d\sigma$$

(36)

$$\mathcal{U}(t_i) \equiv \tau_f(t_i) = \beta \exp(-\beta t_i) \int_0^{t_i} \exp(\beta \sigma) \tau(\sigma)d\sigma.$$

(37)

Using the definitions given in (18), (23), (36) and (37), the summation in (35) can be reformulated to have the following form

$$\dot{\hat{\theta}} = \Gamma Y_d^T r + k_\theta \Gamma \sum_{i=1}^N \gamma_i^T (\Omega_i + \gamma_i \hat{\theta}).$$

(38)

The closed loop dynamics for $r(t)$ can be obtained by substituting the control input torque in (34) into (31) as

$$M(q)\dot{r} = -C(q, \dot{q})r + Y_d \tilde{\theta} + \tilde{W} - K_p e - K_r r - v_r$$

(39)

and the dynamics for the parameter estimation error is obtained via substituting (38) into the time derivative of (13) to reach

$$\dot{\hat{\theta}} = -\dot{\theta}$$

$$= -\Gamma Y_d^T r - k_\theta \Gamma \sum_{i=1}^N \gamma_i^T \Omega_i - k_\theta \Gamma \sum_{i=1}^N \gamma_i^T \gamma_i \hat{\theta}.$$  

(40)

We would like to note that the summation in the second expression of (40) can be upper bounded as

$$\left\| \sum_{i=1}^N \gamma_i^T \Omega_i \right\| = \left\| \sum_{i=1}^N Y_d^T (t_i) \Omega (t_i) \right\| \leq \sum_{i=1}^N \left\| Y_d (t_i) \right\| \left\| \Omega (t_i) \right\|$$

$$\leq \sum_{i=1}^N \left\| Y_d (t_i) \right\| \rho_1 \left( \left\| x (t_i) \right\| \right) \left\| r (t_i) \right\|$$

$$\leq \lambda_d N \sup_{i=1, \ldots, N} \{ \rho_1 \left( \left\| x (t_i) \right\| \right) \} \left\| r \right\|$$

$$\leq \lambda_d N \overline{p}_1 \left\| r \right\|$$

(41)

where $\lambda_d \in \mathbb{R}$ is a positive bounding constant satisfying

$$\left\| Y_d (t_i) \right\| \leq \lambda_d \forall t_i,$$

(42)

and the bounding function $\overline{p}_1 \in \mathbb{R}$ is defined as follows

$$\overline{p}_1 \equiv \sup_{i=1, \ldots, N} \{ \rho_1 \left( \left\| x (t_i) \right\| \right) \}.$$
It is noted that, for the summation in third expression of (40), there exists \( \lambda, \lambda \in \mathbb{R} \) such that

\[
\lambda \geq \lambda_{\text{max}} \left\{ \sum_{i=1}^{N} Y_{i}^{T} Y_{i} \right\},
\]

(44)

\[
\lambda \leq \lambda_{\text{min}} \left\{ \sum_{i=1}^{N} Y_{i}^{T} Y_{i} \right\}
\]

(45)

where \( \lambda_{\text{min}} \{ \cdot \}, \lambda_{\text{max}} \{ \cdot \} \) are used to represent the minimum and maximum eigenvalues of a matrix.

**Remark 2:** As stated in Assumption 1 of [7], the controller formulation of [7] requires the system states be sufficiently excited over a finite period time (until \( \sum_{i=1}^{N} Y_{i}^{T} Y_{i} \) is full rank). In order to achieve initial excitation, the authors of [7] proposed to add extra perturbation to the desired system states, which in turn would indirectly excite the actual system states, for a finite time, \( T \), before ensuring that sufficient data has been collected to learn system parameters and presented a two stage stability analysis (one stage for \( 0 \leq t \leq T \) and second stage for \( t \geq T \) where \( t \) is the time).

Since the controller formulation in this work make use of desired system states, the entries \( Y_{i} \) given in (36) can be calculated and selected off-line to ensure \( \lambda_{\text{min}} \{ \sum_{i=1}^{N} Y_{i}^{T} Y_{i} \} \geq \lambda \) for some positive valued \( \lambda \) (this argument is still be satisfied even when the desired trajectory of the system is partially known) removing the initial excitation requirement.

### B. Stability Analysis

**Theorem 1:** Provided that the auxiliary controller variable \( v_{r} \) in (34) is designed in the form

\[
v_{r} = k_{n1} \rho_{2}^{2} r + k_{n2} (k_{\theta} N \lambda_{d} \bar{\theta})^{2} r
\]

(46)

with \( k_{n1}, k_{n2} \in \mathbb{R} \) being positive damping gains selected to satisfy

\[
k_{n1} \gg \frac{1}{4 \min \{ \alpha \lambda_{\text{min}} \{ K_{p} \}, \lambda_{\text{min}} \{ K_{r} \} \}},
\]

(47)

\[
k_{n2} \gg \frac{1}{4 k_{\theta} \lambda}
\]

(48)

the controller formulation proposed in (34) with the gradient based plus concurrent learning type adaptation rule of (35) ensures global exponential tracking and exponential convergence of the estimation error in the sense that

\[
\| y(t) \| \leq \left( \frac{\lambda_{2}}{\lambda_{1}} \right)^{\frac{1}{2}} \| y(0) \| \exp \left( -\frac{\gamma}{\lambda_{2}} t \right)
\]

(49)

where \( y(t) \triangleq \left[ e^{T} \quad r^{T} \quad \bar{\theta}^{T} \right]^{T} \in \mathbb{R}^{2n+p}, \gamma \in \mathbb{R} \) is a positive bounding constant and \( \lambda_{1}, \lambda_{2} \in \mathbb{R} \) are defined as

\[
\lambda_{1} \triangleq \frac{1}{2} \min \left\{ \lambda_{\text{min}} \{ K_{p} \}, m_{1}, \lambda_{\text{min}} \{ \Gamma^{-1} \} \right\},
\]

(50)

\[
\lambda_{2} \triangleq \frac{1}{2} \max \left\{ \lambda_{\text{max}} \{ K_{p} \}, m_{2}, \lambda_{\text{max}} \{ \Gamma^{-1} \} \right\}.
\]

(51)

**Proof:** In order to prove Theorem 1 we start by defining the following non negative function, \( V(e, r, \bar{\theta}) : \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{p} \rightarrow \mathbb{R}_{+} \) as

\[
V \triangleq \frac{1}{2} e^{T} K_{p} e + \frac{1}{2} r^{T} M(q) r + \frac{1}{2} \bar{\theta}^{T} \Gamma^{-1} \bar{\theta}.
\]

(52)
Based on the structure of (52) and Property 1, \( V \) is bounded in the following form

\[
\lambda_1 \|y\|^2 \leq V(y(t), t) \leq \lambda_2 \|y\|^2
\]

(53)

where \( y(t) \) was previously introduced in (49) and the bounding constants \( \lambda_1, \lambda_2 \) were defined in (50) and (51), respectively.

Taking the time derivative of (52) along (14), (39), (40) yields

\[
\dot{V} = e^T K_p (-\alpha e + r) + \frac{1}{2} r^T \dot{M} r + r^T \left[ -C(q, \dot{q}) r + Y_d \dot{\theta} + \dot{W} - K_r r - K_p e - v_r \right]
+ \dot{\theta}^T \left( -Y_d^T r - k_\theta \sum_{i=1}^N \gamma_i^T \Omega_i - k_\theta \sum_{i=1}^N \gamma_i^T \gamma_i \dot{\theta} \right).
\]

(54)

Applying (4) of Property 2 and canceling common terms results in

\[
\dot{V} = -\alpha e^T K_p e + r^T \left( -K_r r + \dot{W} - v_r \right) - \dot{\theta}^T \left( k_\theta \sum_{i=1}^N \gamma_i^T \Omega_i + k_\theta \sum_{i=1}^N \gamma_i^T \gamma_i \dot{\theta} \right).
\]

(55)

which can be upper bounded using (33), (41), (45) as

\[
\dot{V} \leq -\alpha \lambda_{\min} \left\{ K_p \right\} \|e\|^2 - \lambda_{\min} \left\{ K_r \right\} \|r\|^2 - k_\theta \Delta \|\dot{\theta}\|^2
- \left[ k_{n1} \rho_2^2 \|r\|^2 - \rho_2 \|r\| \|x\| \right]
- \left[ k_{n2} (k_\theta \lambda_d N \gamma_1)^2 \|r\|^2 - k_\theta \lambda_d N \gamma_1 \|r\| \|\dot{\theta}\| \right]
\]

(56)

where (46) was substituted as well. After completing the squares for the bracketed terms of (56) and grouping common terms, we obtain

\[
\dot{V} \leq -\left[ \min \left\{ \alpha \lambda_{\min} \left\{ K_p \right\} , \lambda_{\min} \left\{ K_r \right\} \right\} - \frac{1}{4 k_{n1}} \right] \|x\|^2 - \left( k_\theta \lambda_d - \frac{1}{4 k_{n2}} \right) \|\dot{\theta}\|^2
\]

(57)

and when the auxiliary control gains \( k_{n1} \) and \( k_{n2} \) are selected to satisfy the gain conditions of (47) and (48) respectively, we obtain

\[
\dot{V} \leq -\gamma \|y\|^2
\]

(58)

where \( \gamma \) was introduced in (49). From the structure of \( V(y, t) \) given in (52) and the upper bound of its time derivative obtained in (58), we can invoke Theorem 4.10 of [12] to prove that \( e(t), r(t) \) and \( \dot{\theta}(t) \) are exponentially convergent. Furthermore, substituting the second inequality of (53) to the right hand side of (58) and then solving the resulting differential inequality yields (49). Following standard signal chasing arguments, the boundedness of all closed loop signals are also guaranteed.

Remark 3: We would like to note that, as presented in Appendix I, the bound of the term \( \Omega(t) \) given in (26) contains quadratic terms. Therefore in order to damp these terms the corresponding controller gains would depend on the initial values of state dependent terms (i.e. \( e(0) \) and \( r(0) \)). This type of stability results are referred as semi–global in control literature. For the details of semi–global type proofs, readers are referred to [13] or [10].
IV. OUTPUT FEEDBACK EXTENSION

The control design problem in this section is restricted by the unavailability of joint velocity measurements.

In order to remove the velocity measurement dependency of the controller in Section III, similar to [10] and [14], we start by defining a surrogate signal designed to capture the behavior of \( \dot{e}(t) \), represented with \( e_f(t) \in \mathbb{R}^n \), as

\[
e_f = \omega - ke
\]

where \( \omega(t) \in \mathbb{R}^n \) is an auxiliary variable updated according to

\[
\dot{\omega} = - (\alpha_3 + k\alpha_2)(\omega - ke) - (k\alpha_1 - \alpha_2)e
\]

where \( k, \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R} \) are positive constant gains. Taking the time derivative of (59) and substituting for (60), we obtain the following dynamical relationship

\[
\dot{e}_f = -\alpha_3 e_f + \alpha_2 e - k\eta \quad e_f(0) = 0_{n \times 1}
\]

where the variable \( \eta(t) \in \mathbb{R}^n \) is defined as

\[
\eta \triangleq \dot{e} + \alpha_1 e + \alpha_2 e_f.
\]

The subsequent composite adaptive version of the output feedback controller formulation will also make use of the prediction error term, \( \varepsilon(t) \), defined in (22). The auxiliary term \( \Omega(t) \) defined in (24) can be upper bounded with respect to the newly introduced error terms along (13), (59) and (62) to yield (see Appendix I for details)

\[
\|\Omega\| \leq \rho_3(\|z\|)\|z\|
\]

where \( \rho_3(\cdot) \in \mathbb{R} \) is a positive definite bounding function and \( z(t) \triangleq [\varepsilon^T \; e_f^T \; \eta^T]^T \in \mathbb{R}^{3n} \).

Taking the time derivative of (62), pre-multiplying the resulting expression by \( M(q) \), then substituting (1), (61), (62), and adding / subtracting the \( C(q, \dot{q})\eta \) and \( Y_d\theta \) terms, we obtain

\[
M(q)\dot{\eta} = -C(q, \dot{q})\eta - \alpha_2 k M(q)\eta + Y_d\theta + \chi - \tau
\]

where the auxiliary function \( \chi(e, e_f, \eta) \in \mathbb{R}^n \) is defined as

\[
\chi \triangleq M(q)\dot{q}_d + F_d \dot{q} + G(q) - Y_d\theta + \alpha_1 M(q)(\eta - \alpha_1 e - \alpha_2 e_f) + \alpha_2 M(q)(-\alpha_3 e_f + \alpha_2 e) - C(q, \eta)(\dot{q}_d + \alpha_1 e + \alpha_2 e_f) + C(q, \dot{q}_d)(\dot{q}_d + \alpha_1 e + \alpha_2 e_f) + C(q, \dot{q}_d + \alpha_1 e + \alpha_2 e_f)(\alpha_1 e + \alpha_2 e_f).
\]

Via utilizing Properties 3, 4 and (62), the expression given in (65) can be upper bounded as (details can be reached from in Appendix B of [11])

\[
\|\chi\| \leq \rho_4(\|z\|)\|z\|
\]

where \( \rho_4(\cdot) \in \mathbb{R} \) is a positive definite bounding function. Based on the obtained open loop error dynamics and the subsequent analysis, the control input torque is designed as

\[
\tau = Y_d\hat{\theta} - kK_s e_f + K_s e
\]

where \( K_s \in \mathbb{R}^{n \times n} \) is a diagonal, positive definite, constant control gain matrix, and \( Y_d \) was previously defined in Property 5.
At this state, we will propose two different parameter update rules for the parameter estimation vector \( \hat{\theta}(t) \). The first one is a standard gradient based update rule plus concurrent learning term and second is a composite adaptation rule formed via combining a gradient based estimator driven by the joint position tracking error and a least–squares term driven by prediction error term plus the concurrent learning term.

The standard gradient based plus concurrent learning term type parameter estimation rule, in its joint velocity independent (i.e., implementable) form, is designed as

\[
\dot{\theta} = \Gamma Y_d^T e + \Gamma \int_0^t Y_d^T(\sigma) [\alpha_1 e(\sigma) + \alpha_2 e_f(\sigma)] \, d\sigma \\
- \Gamma \int_0^t \frac{d}{d\sigma} (Y_d^T(\sigma)) e(\sigma) \, d\sigma \\
+ k_0 \Gamma \int_0^t \sum_{i=1}^N \mathcal{Y}_i^T \left( \mathcal{U}_i - \mathcal{Y}_i \hat{\theta} \right) \, d\sigma
\]

(68)

where \( \mathcal{Y}_i \) and \( \mathcal{U}_i \) were previously defined in (36) and (37), respectively. Note that the time derivative of (68) would yield

\[
\dot{\theta} = \Gamma Y_d^T \eta + k_0 \Gamma \sum_{i=1}^N \mathcal{Y}_i^T \left( \mathcal{U}_i - \mathcal{Y}_i \hat{\theta} \right)
\]

(69)

where (62) was used.

For the composite adaptation plus concurrent learning based parameter estimation, the joint velocity independent form of the update rule is in the following structure

\[
\dot{\theta} = \quad PY_d^T e + \int_0^t \left[ P(\sigma) Y_d^T(\sigma) \varepsilon(\sigma) + P(\sigma) Y_d^T(\sigma) (\alpha_1 e(\sigma) + \alpha_2 e_f(\sigma)) \right] \, d\sigma \\
- \int_0^t \left[ -P(\sigma) Y_d^T(\sigma) \varepsilon(\sigma) + P(\sigma) \frac{d}{d\sigma} (Y_d^T(\sigma)) e(\sigma) \right] \, d\sigma \\
- \int_0^t \left[ -P(\sigma) Y_d^T(\sigma) \varepsilon(\sigma) + P(\sigma) Y_d^T(\sigma) e(\sigma) + P(\sigma) \dot{Y}_d^T(\sigma) e(\sigma) \right] \, d\sigma \\
+ k_0 \int_0^t P(\sigma) \sum_{i=1}^N \mathcal{Y}_i^T \left( \mathcal{U}_i - \mathcal{Y}_i \hat{\theta} \right) \, d\sigma
\]

(70)

where the prediction error term \( \varepsilon(t) \) was previously defined in (22) and \( P(t) \in \mathbb{R}^{p \times p} \) is a time–varying gain matrix updated according to

\[
\dot{P} = -PY_d Y_d^T P
\]

(71)

so when \( P(0) \) is selected to be a positive define and symmetric, \( P(t) \) will remain positive definite and symmetric at all times. From (71) and \( \frac{d}{dt} (P^{-1}) = -P^{-1} \dot{P} P^{-1} \), the time derivative of the inverse of \( P \) is obtained as \( \frac{d}{dt} (P^{-1}) = Y_d^T \dot{Y}_d \) which will be positive definite and symmetric provided that \( P(0) \) is selected positive definite and symmetric. Similar to its gradient based counterpart, the time derivative of (70) is obtained as

\[
\dot{\theta} = PY_d^T \varepsilon + PY_d^T \eta + k_0 P \sum_{i=1}^N \mathcal{Y}_i^T \left( \mathcal{U}_i - \mathcal{Y}_i \hat{\theta} \right).
\]

(72)

The closed loop dynamics for \( \eta \) can now be obtained by substituting the control torque input designed in (67) into the open loop dynamics of (64) to reach

\[
M(q)\ddot{q} = -C(q, \dot{q}) q - \alpha_2 k M(q) \eta + Y_d \ddot{\theta} + \chi + kK_s e_f - K_s e.
\]

(73)
For the stability and convergence analysis of the error signals, we will present two different proofs with slightly different gain conditions for the concurrent learning adaptations with gradient based in (68) and composite type in (70) update rules.

A. Gradient Adaptation Based Concurrent Learning

**Theorem 2:** When the controller gains \( k \) and \( K_s \) are designed in the following form

\[
k = \frac{1}{m_1 \alpha_2} \left( \alpha_2 + k_{n_2} \left( k_\theta \overline{p}_3 N \lambda_d \right)^2 + k_{n_3} \rho_4^2 \right)
\]

\[
\lambda_{\min} \{ K_s \} \geq 1 + k_{n_2} \left( k_\theta \overline{p}_3 N \lambda_d \right)^2
\]

where \( \overline{p}_3 \in \mathbb{R} \) is defined as

\[
\overline{p}_3 \triangleq \sup_{i=1, \ldots, N} \{ \rho_3 (\| z(t) \|) \},
\]

the damping gain \( k_{n_2} \) satisfies (48) and \( k_{n_3} \) is selected to satisfy

\[
k_{n_3} \gg \frac{1}{4 \min \{ \alpha_1, \alpha_2, \alpha_3 \}}
\]

then the velocity surrogate filter defined in (59) and (60) and the controller proposed in (67) with the parameter estimation rule of (68) ensure exponential convergence of the tracking error and on–line parameter estimation in the sense that

\[
\| v(t) \| \leq \left( \frac{\lambda_1}{\lambda_3} \right)^{-\frac{1}{2}} \| v(0) \| \exp \left( -\frac{\gamma_1}{\lambda_4} t \right) \quad t \geq 0
\]

where \( v(t) = \left[ e^T e^T_f \eta^T \hat{\theta}^T \right]^T \in \mathbb{R}^{3n+p} \), \( \gamma_1 \) is a positive constant and \( \lambda_3, \lambda_4 \in \mathbb{R} \) are defined as

\[
\lambda_3 \triangleq \frac{1}{2} \min \{ \lambda_{\min} \{ K_s \}, m_1, \lambda_{\min} \{ \Gamma^{-1} \} \}
\]

\[
\lambda_4 \triangleq \frac{1}{2} \max \{ \lambda_{\max} \{ K_s \}, m_2, \lambda_{\max} \{ \Gamma^{-1} \} \}
\]

**Proof:** We start our proof by defining a positive definite function \( V_1(e, e_f, \eta, \hat{\theta}) : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}_+ \) as

\[
V_1 \triangleq \frac{1}{2} e^T K_s e + \frac{1}{2} e^T_f K_s e_f + \frac{1}{2} \eta^T M(q) \eta + \frac{1}{2} \hat{\theta}^T \Gamma^{-1} \hat{\theta}.
\]

Note that, (81) can be bounded as follows

\[
\lambda_3 \| v \|^2 \leq V_1(v(t), t) \leq \lambda_4 \| v \|^2
\]

where the bounding constants \( \lambda_3, \lambda_4 \) were defined in (79) and (80), respectively.

Taking the time derivative of (81), we obtain

\[
\dot{V}_1 = e^T K_s (-\alpha_2 e - \alpha_2 e_f + \eta) + e^T_f K_s (-\alpha_3 e_f + \alpha_2 e - k \eta) + \frac{1}{2} \eta^T M(q) \eta + \eta^T \left( -C(q, \dot{q}) \eta - \alpha_2 k M(q) \eta + Y_d \dot{\theta} + \chi + k K_s e_f - K_s e \right) - \hat{\theta}^T \left( Y_d^T \eta + k_\theta \sum_{i=1}^N \mathcal{Y}_i (\mathcal{U}_i - \mathcal{V}_i \hat{\theta}) \right).
\]

(83)
Canceling common terms, applying (23) and Property 2, we obtain
\[ \dot{V}_1 = -\alpha_1 e^T K_s e - \alpha_3 e_f^T K_s e_f - \alpha_2 k \eta^T M(q) \eta + \eta^T \chi \]
\[-\tilde{\theta}^T \left( k_\theta \sum_{i=1}^{N} \gamma_i^T \Omega_i + k_\theta \sum_{i=1}^{N} \gamma_i^T \gamma_i \tilde{\theta} \right) \]  
which can be upper bounded in the form
\[ \dot{V}_1 \leq -\alpha_1 \lambda_{\min} \{ K_s \} \| e \|^2 - \alpha_3 \lambda_{\min} \{ K_s \} \| e_f \|^2 - \alpha_2 k m_1 \| \eta \|^2 - k_\theta \Delta \| \tilde{\theta} \|^2 + \eta^T \chi + k_\theta N \lambda_d \rho_3 \| \tilde{\theta} \| \| z \|. \]  
(85)

In order to further upper bound the right hand side of (85), we apply Property 1, (63), (66), and group similar terms to obtain
\[ \dot{V}_1 \leq -\alpha_1 \| e \|^2 - \alpha_2 \| \eta \|^2 - \alpha_3 \| e_f \|^2 - k_\theta \Delta \| \tilde{\theta} \|^2 - \left[ k_n 2 (k_\theta N \lambda_d \rho_3)^2 \| z \|^2 - k_\theta N \lambda_d \rho_3 \| z \| \| \tilde{\theta} \| \right] - \left[ k_n 3 \rho_3^2 \| \eta \|^2 - \rho_4 \| \eta \| \| z \| \right] \]  
(86)

where (74) and (75) were substituted as well. After completing the squares of the bracketed terms of (86), we obtain
\[ \dot{V}_1 \leq - \left( \min \{ \alpha_1, \alpha_2, \alpha_3 \} - \frac{1}{4 k n_3} \right) \| z \|^2 - \left( k_\theta \Delta - \frac{1}{4 k n_2} \right) \| \tilde{\theta} \|^2 \]  
(87)

and when the damping gains \( k_{n_2}, k_{n_3} \) are selected to satisfy (48) and (77), respectively, we obtain
\[ \dot{V}_1 \leq - \gamma_1 \| v \|^2 \]  
(88)

where \( \gamma_1 \) was introduced in (78). Following the footsteps of Theorem 1, we invoke Theorem 4.10 of [12] to prove (78) and thus we conclude that \( e(t) \) and \( \tilde{\theta}(t) \) are exponentially convergent to the origin, and all the signals under the closed loop system remain bounded.

\section*{B. Composite Adaptation Based Concurrent Learning}

\textbf{Theorem 3:} The controller of (67) in conjunction with the parameter update rule of (70) and the least-squares gain matrix update law in (71) with the velocity surrogate filter defined in (59) and (60) ensures global uniform asymptotic stability and convergence of the signals \( e(t) \) and \( \tilde{\theta}(t) \) to origin provided that the controller gains \( k \) and \( K_s \) of (67) are selected to satisfy
\[ k = \frac{1}{m_1 \alpha_2} \left( \alpha_2 + k_n 2 (k_\theta N \lambda_d \rho_3)^2 + k_n 3 \rho_3^2 + k_n 4 \rho_3^2 \right) \]  
(89)
\[ \lambda_{\min} \{ K_s \} \geq 1 + k_n 2 (k_\theta N \lambda_d \rho_3)^2 + k_n 4 \rho_3^2 \]  
(90)

where \( k_{n_2}, k_{n_3} \) satisfy (48) and (77), respectively, and the newly introduced damping gain \( k_{n_4} \in \mathbb{R} \) is selected to satisfy
\[ k_{n_4} \gg \frac{1}{2}. \]  
(91)

\textbf{Proof:} In order to prove the theorem, we start by defining \( V_2(e, e_f, \eta, \tilde{\theta}) : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^p \rightarrow \mathbb{R}_+ \) as follows
\[ V_2 = \frac{1}{2} e^T K_s e + e_f^T K_s e_f + \frac{1}{2} \eta^T M(q) \eta + \frac{1}{2} \tilde{\theta}^T P^{-1} \tilde{\theta} \]  
(92)

where \( P \) is the time-varying adaptation gain matrix updated according to (71). Note that \( V_2(v, t) \) of (92), is positive definite, and radially unbounded.
After taking the time derivative of (92), inserting for (23), (61), (62), (71), (72), (73), canceling common terms and applying Property 2 we obtain

$$
V_2' = -\alpha_1 e^T K_s e - \alpha_3 e_f^T K_s e_f - \alpha_2 k \eta^T M(q) \eta + \eta^T \chi
- \frac{1}{2} \|Y_{df} \tilde{\theta}\|^2 - \tilde{\theta}^T Y_{df}^T \Omega - \tilde{\theta}^T \left( k_\theta \sum_{i=1}^N \gamma_i^T \Omega_i + k_\theta \sum_{i=1}^N \gamma_i^T \gamma_i \right)
$$

(93)

which can be upper bounded in the form

$$
V_2' \leq -\alpha_1 \lambda_{\min} \{K_s\} \|e\|^2 - \alpha_3 \lambda_{\min} \{K_s\} \|e_f\|^2 - \alpha_2 k m_1 \|\eta\|^2 - k_\theta \lambda \|\tilde{\theta}\|^2
- \frac{1}{2} \|Y_{df} \tilde{\theta}\|^2 + \|Y_{df} \tilde{\theta}\| \|\Omega\| + \eta^T \chi + k_\theta N \lambda \|\tilde{\theta}\| \|z\|.
$$

(94)

Applying Property 2 and making use of the gain definitions of (89) and (90), we further bound (94) as

$$
V_2' \leq -\alpha_1 \|e\|^2 - \alpha_2 \|\eta\|^2 - \alpha_3 \|e_f\|^2 - k_\theta \lambda \|\tilde{\theta}\|^2
- \left[ k_{n2} (k_\theta N \lambda_3 \rho_3)^2 \|z\|^2 - k_\theta N \lambda_3 \rho_3 \|z\| \|\tilde{\theta}\| \right]
- \left[ k_{n3} \rho_3^2 \|\eta\|^2 - \rho_4 \|\eta\| \|z\| \right]
- \frac{1}{2} \|Y_{df} \tilde{\theta}\|^2 - \left[ k_{n4} \rho_3^2 \|z\|^2 - \rho_3 \|z\| \|Y_{df} \tilde{\theta}\| \right].
$$

(95)

After completing the squares of the bracketed terms of (95), we obtain

$$
V_2' \leq - \left( \min \{\alpha_1, \alpha_2, \alpha_3\} - \frac{1}{4 k_{n3}} \right) \|z\|^2
- \left( k_\theta \lambda - \frac{1}{4 k_{n2}} \right) \|\tilde{\theta}\|^2
- \left( 1 - \frac{1}{4 k_{n4}} \right) \|Y_{df} \tilde{\theta}\|^2
$$

(96)

which, via utilizing (91), can further be upper bounded to have the following form

$$
V_2' \leq - \left( \min \{\alpha_1, \alpha_2, \alpha_3\} - \frac{1}{4 k_{n3}} \right) \|z\|^2
- \left( k_\theta \lambda - \frac{1}{4 k_{n2}} \right) \|\tilde{\theta}\|^2
$$

(97)

and when the damping gains $k_{n2}, k_{n3}$ are selected to satisfy (48) and (71), respectively, we obtain

$$
V_2' \leq -\gamma_2 \|v\|^2
$$

(98)

for some positive constant $\gamma_2 \in \mathbb{R}$. As can be observed from the structures of (92) and (98), $\dot{V}_2(v, t)$ is positive definite, decrescent and radially unbound with its time derivative, $\dot{V}_2(v, t)$ being negative definite, therefore uniform asymptotic convergence of $v(t)$ is established [12]. As $P^{-1}(t)$ is positive definite for $t \geq 0$ we conclude that $P(t)$ is positive definite for all time. And since $P(t)$ is positive definite with $\dot{P} \leq 0$ we have $P(t)$ bounded for all time. Standard signal chasing arguments can now be used to show all signals remain bounded in the closed loop system. 

Remark 4: Note that when instead of the time varying adaptation gain matrix, $P(t)$ introduced in (70), a fixed valued adaptation matrix (similar to [15]), like $\Gamma$ of (68) were used, it is trivial that the stability result of Theorem 5 would be exponential convergence. However the use of fixed valued adaptation gain in a composite estimator would not allow the full use of least squares based estimation term. Therefore we preferred a time varying adaptation gain in our study.

Remark 5: The composite adaption based concurrent learning extension presented for the output feedback controller can also be applied to the full state controller presented in Section III however is omitted since it is trivial.
In this study, a novel approach is proposed as a solution to the problem of tracking control of Euler Lagrange systems while simultaneously identifying dynamic model parameters. Concurrent learning type adaptation is preferred to be used where the regression matrix utilized in the design of the adaptive update law is formed to rely on desired states which is a novel departure from the relevant results in the literature. Exponential tracking and parameter identification is ensured via Lyapunov methods.

The use of desired states in the design of the adaptive update rule allowed the proposed control strategy to be extended for the output feedback problem as well. That is, via the design of a surrogate the literature. Exponential tracking and parameter identification is ensured via Lyapunov methods.

In this study, a novel approach is proposed as a solution to the problem of tracking control of Euler Lagrange systems while simultaneously identifying dynamic model parameters. Concurrent learning type adaptation is preferred to be used where the regression matrix utilized in the design of the adaptive update law is formed to rely on desired states which is a novel departure from the relevant results in the literature. Exponential tracking and parameter identification is ensured via Lyapunov methods.

V. CONCLUSIONS

The auxiliary error–like variable $Ω(t)$ defined in (24) can be upper bounded with respect to $e(t)$, $r(t)$ (or $x(t)$) as given in (26) and with respect to $e(t)$, $e_f(t)$, $η(t)$ (or $z(t)$) as given in (55).

Proof: In order to prove the above Lemma, we will make use of the standard properties of the convolution operation and the following bounding statement [16]

$$\|g_1(t) * g_2(t)\| \leq \|g_1(t)\| \|g_2(t)\| \quad \forall g_1(t), g_2(t) \in \mathbb{R}^n.$$ \hspace{1cm} (99)

It is also noted that, following statements can be easily obtained for the filter function given in (17) and its time derivative in (20)

$$|f(0)| = \beta, \quad |f(t)| \leq \beta, \quad |\dot{f}(t)| \leq \beta^2.$$ \hspace{1cm} (100)

To obtain the upper bound of $Ω(t)$ in terms of $e(t)$ and $r(t)$, we apply (3) of Property 2 and reformulate some terms in (25) to reach

$$Ω = \dot{f}(t) * \{(M(q) - M(q_d)) \dot{q} - M(q_d) \dot{e}\} + f(0) \{(M(q) - M(q_d)) \dot{q} - M(q_d) \dot{e}\} + f(t) * \{-C^T(q, \dot{q}) \dot{q} + C^T(q_d, \dot{q}_d) \dot{q}_d + G(q) - G(q_d) + F_d (\dot{q} - \dot{q}_d)\}$$ \hspace{1cm} (101)

where (3) of Property 2 and Assumption 1 were used as well. The first two terms in the bracket of the last line can be manipulated as follows

$$- C^T(q, \dot{q}) \dot{q} + C^T(q_d, \dot{q}_d) \dot{q}_d = [C(q_d, \dot{q}_d) - C(q, \dot{q}_d)]^T \dot{q}_d + [C(q, \dot{q}_d) - C(q, \dot{q})]^T \dot{q}_d + C^T(q, \dot{q})(\dot{q}_d - \dot{q})$$ \hspace{1cm} (102)

Substituting (102) into (101) and then utilizing (99) and (100) yields

$$\|Ω\| \leq \beta^2 \left(\|M(q) - M(q_d)\|_{\infty} \|\dot{q}\| + \|M(q_d)\|_{\infty} \|\dot{e}\|\right) + \beta \left(\|M(q) - M(q_d)\|_{\infty} \|\dot{q}\| + \|M(q_d)\|_{\infty} \|\dot{e}\|\right)$$

$$+ \beta \left(\|C(q_d, \dot{q}_d) - C(q, \dot{q}_d)\|_{\infty} \|\dot{q}_d\| + \|C(q, \dot{q}_d) - C(q, \dot{q})\|_{\infty} \|\dot{q}_d\|\right)$$

$$+ \|C(q, \dot{q})\|_{\infty} \|\dot{e}\| + \|G(q) - G(q_d)\| + \|F_d\|_{\infty} \|\dot{e}\|$$ \hspace{1cm} (103)

to which applying the bounds from Properties 1, 3 and 4 following can be obtained

$$\|Ω\| \leq \left(\beta^2 + \beta\right) \left(\zeta_{M1} \|e\| \|\dot{q}\| + m_2 \|\dot{e}\|\right) + \beta \left(\zeta_{C2} \|e\| \|\dot{q}_d\|^2 + \zeta_{C1} \|\dot{q}_d\| \|\dot{e}\| + \zeta_{C1} \|\dot{q}\| \|\dot{e}\| + \zeta_{C2} \|e\| + \zeta_F \|\dot{e}\|\right).$$ \hspace{1cm} (104)
In view of time derivative of (13), \( \| \dot{q} \| \leq \| \dot{q}_d \| + \| \dot{e} \| \) and since the desired trajectory and its time derivatives are bounded then \( \| \dot{q}_d \| \leq \zeta_d \) for some positive bound \( \zeta_d \in \mathbb{R} \). Utilizing these boundedness statements results in

\[
\| \Omega \| \leq (\beta^2 + \beta) (\zeta_{M1} \| e \| + \zeta_{M1} \| \dot{e} \| + m_2 \| \dot{e} \|) + \beta (\zeta_{C2}^2 \| e \| + 2\zeta_{C1} \| \dot{e} \| + \zeta_{C1} \| \dot{e} \|^2 + \zeta_G \| e \| + \zeta_F \| \dot{e} \|). \tag{105}
\]

From (14), \( \| \dot{e} \| \leq \| r \| \) can be obtained [8] and utilizing this upper bound along with (105) yields

\[
\| \Omega \| \leq (\beta^2 + \beta) (\zeta_{M1} \| e \| + \zeta_{M1} \| r \| + m_2 \| r \|) + \beta (\zeta_{C2}^2 \| e \| + 2\zeta_{C1} \| r \| + \zeta_{C1} \| r \|^2 + \zeta_G \| e \| + \zeta_F \| r \|) \tag{106}
\]

and utilizing the bound of \( \| e \| \leq \frac{1}{\alpha} \| r \| \) [8] allows the right hand side to be upper bounded as

\[
\| \Omega \| \leq (\xi_1 + \xi_2 \| e \| + \xi_3 \| r \|) \| r \| \tag{107}
\]

for some positive bounds \( \xi_1, \xi_2, \xi_3 \in \mathbb{R} \) and the bound of (26) can easily be reached via choosing \( \rho_1 \triangleq \xi_1 + \max \{ \xi_2, \xi_3 \} \| x \| \).

When obtaining the upper bound of \( \Omega(t) \) in terms of \( e(t), e_f(t) \) and \( \eta(t) \), we continue from the bound in (105). From (62), \( \| \dot{e} \| \leq \| \eta - \alpha_1 e - \alpha_2 e_f \| \leq \max \{ \alpha_1, \alpha_2 \} \| z \| \) can be obtained. Since \( \| e \| \leq \| z \| \), then from (105), it is straightforward to obtain the following expression

\[
\| \Omega \| \leq (\beta^2 + \beta) (\zeta_{M1} \| z \| + \zeta_{M1} \max \{ \alpha_1, \alpha_2 \} \| z \|^2 + m_2 \max \{ \alpha_1, \alpha_2 \} \| z \|) + \beta (\zeta_{C2}^2 \| z \| + 2\zeta_{C1} \| z \| + \zeta_{C1} \max \{ \alpha_1, \alpha_2 \} \| z \|^2 + \zeta_G \| z \| + \zeta_F \max \{ \alpha_1, \alpha_2 \} \| z \|) \tag{108}
\]

which, for some positive bounds \( \xi_4, \xi_5 \in \mathbb{R} \), can be rewritten as

\[
\| \Omega \| \leq \xi_4 \| z \| + \xi_5 \| z \|^2 \tag{109}
\]

where the bound of (63) can be obtained by choosing \( \rho_3 \triangleq \xi_4 + \xi_5 \| z \| \).
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