We have recently demonstrated that the non-linear relation between ultraviolet and X-ray luminosity in quasars is very tight (with an intrinsic dispersion of ~0.2 dex), once contaminants (e.g. dust reddening, X-ray absorption), variability, and differences in the active galactic nuclei (AGN) physical properties are taken into account. This relation has thus the great potential to advance our understanding in both supermassive black hole accretion physics and observational cosmology, by targeting a single class of objects. Here we focus on the various contributions to the observed X-ray variability in a homogenous sample of 791 quasars selected from SDSS–DR7 with X-ray data from the 3XMM–DR7 source catalogue. The 250 quasars in this cleaned data set with at least two X-ray observations typically vary with a standard deviation of fractional variation of 15–30% on timescales of weeks/years. Yet, when the count rates are computed at progressively smaller off-axis values, the same quantity is reduced to roughly 10–25%. This suggests that, when estimating variability indicators, part of the quoted variability amplitude could be due to instrumental/calibration issues rather than true variations in the quasar emission.
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1 INTRODUCTION

X-ray variability is a powerful tool to probe both the nuclear region and the central engine in AGN. Extensive observational campaigns of single objects (e.g. Alston et al. 2018, Uttley, Edelson, McHardy, Peterson, & Markowitz 2003) have revealed that this high-energy variability is mostly a stochastic process involving very different timescales (e.g. from hours to weeks/years), which does not show a clear dependence on environmental effects that could trigger and enhance variability (e.g. enhanced accretion processes or dynamical instabilities; Paolillo et al. 2017). Several mechanisms to explain the observed spectral variations and/or inter-band time lags have been proposed, such as internal processes occurring in the immediate vicinity of the black hole (e.g. accretion instabilities, coronal flaring; Arévalo & Uttley 2006) or external at larger scales (e.g. broad line region, variable cloud occultations; Nardini & Risaliti 2011, Silva, Uttley, & Costantini 2016).

Moreover, monitoring campaigns over years/decades have shown that the X-ray variability is somewhat correlated with the AGN physical parameters, such as the black hole mass $M_{BH}$, the accretion rate (parametrized by the Eddington ratio between bolometric and Eddington luminosities, $\lambda_{Edd} = L_{bol}/L_{Edd}$) and the nuclear X-ray luminosity. The observed anti-correlation between the normalized excess variance $\sigma_{rms}^2$ (a proxy of the X-ray variability amplitude; Vaughan, Edelson, Warwick, & Uttley 2003) and the X-ray luminosity in a given band implies that the higher the AGN luminosity the lower its intrinsic variability (e.g. Lanzuisi et al. 2014, Paolillo et al. 2017, Shemmer et al. 2014, Yang et al. 2016, Young et al. 2012, Zheng et al. 2017). Various models have been proposed in the literature to interpret this anti-correlation. Some invoke
a characteristic timescale of the accretion disc (e.g. the viscous timescale), or a physical timescale directly linked to the X-ray emission mechanism, i.e. the cooling time of the electrons in the Comptonisation process (e.g. see Ishibashi & Courvoisier 2012 and references therein).

Regardless of the specific details of these models, all of them point toward a scenario where \( M_{\text{BH}} \) is the main driver of the correlation, rather than the luminosity. X-ray variability thus becomes a tool to provide an independent estimate of \( M_{\text{BH}} \) (e.g. Czerny, Nikolajuk, Piasecki, & Kuraszkiewicz 2001; De Marco et al. 2013; Hayashida, Miyamoto, Kitamoto, Negoro, & Inoue 1998; Lu & Yu 2001; Markowitz & Uttley 2005; Mayer et al. 2018; McHardy, Koerding, Knigge, Uttley, & Fender 2006; Papadakis 2004; Ponti et al. 2012; Uttley 2007; Uttley, McHardy, & Vaughan 2005).

Decades of studies and surveys with several Ms invested from all the major space observatories have provided us with exquisite data and good sample statistics, allowing us to expand our understanding of the connection between X-ray variability and accretion properties. Yet, the physical mechanisms causing the X-ray variability in AGN still remains an open question. The observed correlations between excess variance and AGN physical parameters suffer from a large scatter (\( \gtrsim 0.4 \) dex), where calibration effects may also contribute to the observed dispersion. Zhou, Zhang, Wang, & Zhu (2010) have indeed shown that, once calibrated, the correlation between the X-ray variability amplitude and \( M_{\text{BH}} \) for 21 reverberation-mapped AGN appears very tight, with an intrinsic dispersion of only 0.20 dex.

Moreover, the non-linear relation between the X-ray (parametrized by the rest-frame monochromatic luminosity/flux at 2 keV, \( L_x \)) and the ultraviolet (at 2500 Å, \( L_{\text{UV}} \)) emission in AGN also appears to be much tighter than previously thought once contaminants are taken into account (Lusso & Risaliti 2016). X-ray variability is a major source of dispersion in the \( L_x - L_{\text{UV}} \) relation, contributing by roughly 0.12 dex, or \( \sim 30\% \) (Lusso & Risaliti 2016; see also Chiaraluce, Vagnetti, Tombesi, & Paolillo 2018; Grupe, Komossa, Leighly, & Page 2010; Vagnetti, Antonucci, & Trevese 2013). The contribution of variability to the non linear \( L_x - L_{\text{UV}} \) correlation can be ascribed to at least two factors. The first one is the \textit{intra-source} dispersion due to variability within the same object, which can occur on both short timescales (days/weeks), due to variations in the inner nuclear regions, and long timescales (months/years), due to changes occurring in the outer accretion disc (see the recent work by Chiaraluce et al. 2018 and references therein). The second factor is the \textit{inter-source} dispersion, arising from the individual physical properties of the different sources. An additional, often neglected, contribution to the dispersion can be associated with instrumental calibration uncertainties, which affect both the UV and the X-rays, although, in the latter case, calibrations issues have potentially a higher impact on the \( L_x - L_{\text{UV}} \) dispersion itself. In fact, every X-ray catalogue is a collection of several observations taken in the most diverse conditions (e.g. the background level may vary even within the same exposure), with a variety of observing modes, and with detectors whose response changes over time (as, for instance, the sensitivity of the ACIS camera of Chandra, Plucinsky, Bogdan, Marshall, & Tice 2018). In the case of non pointed (off-axis) observations, the decrease of the effective area with increasing field angle (i.e. vignetting) distorts the point spread function, which, in turn, affects the flux measurement (e.g. Aschenbach 2002). In this manuscript, we will try to quantify the contribution of instrumental effects on the total observed X-ray variability, and its implications for the dispersion of the \( L_x - L_{\text{UV}} \) correlation. Understanding the importance of calibration issues in increasing the scatter in this relation is key for two main reasons.

The first one is related to physics. At the time of writing, \textit{all} the works in the literature are in very good agreement in their measurement of the slope \( \gamma \sim 0.6 \), where \( \log L_x = \gamma \log L_{\text{UV}} + \beta \) (e.g. Just et al. 2007; Lusso et al. 2010; Marchese et al. 2012; Steffen et al. 2006). Why is the same value of the slope consistently found, even across a large redshift range? The answer to this question would provide fundamental insights on the physical link between the SMBH accretion disc and the ionized plasma of relativistic electrons responsible of the X-ray emission (the so-called \textit{corona}; e.g. Svensson & Zdziarski 1994; see also Lusso & Risaliti 2017b and references therein). The details of the physical mechanisms underlying this “disc–corona coupling” are still unknown.

The second reason is cosmological. The \( L_x - L_{\text{UV}} \) relation can be used as a distance indicator, allowing the construction of a \textit{Hubble diagram} for quasars (Bisogni, Risaliti, & Lusso 2017; Risaliti & Lusso 2015, 2017). With this technique, it is possible to test the cosmological models and to measure the cosmological parameters (within any chosen model) for the first time up to \( z \sim 6 \), but it could potentially be applied at the highest quasar redshifts observed today, i.e. \( z = 7.54 \) (Bañados et al. 2018).

A good comprehension of the role of systematics is thus critical to establish the intrinsic scatter of the relation, possibly free of biases, which is key to advance our understanding of both accretion physics and the evolution of the Universe across cosmic time.

### 2 | THE DATA SET

To define the quasar sample we adopted a similar procedure as described in our previous works (Lusso & Risaliti 2016, 2017b; Risaliti & Lusso 2015). We briefly outline the
main steps in the following. The quasar sample is obtained by cross-matching the quasar Sloan Digital Sky Survey catalogue published by Shen et al. (2011) with the serendipitous X-ray source catalogue 3XMM–DR7 (Rosen et al., 2016). For the matching, we adopted a maximum separation of 3" to provide optical classification and spectroscopic redshift for all objects. To select a clean sample where biases and contaminants are minimized, we applied a series of filters. Jetted and broad absorption line (BAL) quasars are removed by using the flags in the Shen et al. (2011) catalogue, as well as the radio and BAL classification published by Mingo et al. (2016) and Gibson et al. (2009), respectively. The following quality cuts from the 3XMM–DR7 catalogue were then applied: SUM_FLAG<3 (low level of spurious detections), HIGH_BACKGROUND=0 (relatively low background levels), and CONFUSED=0 (low level of confusion)\(^1\). The remaining sample after the cross match is composed by 4,615 XMM-Newton observations (2,927 unique quasars, 785 of which with 2 or more observations).

In addition, only sources with low levels of both X-ray absorption (i.e. with an X-ray photon index \(\Gamma_X > 1.7\)) and dust reddening (\(E(B-V) < 0.1\)), and with a measurement of both the soft (0.5–2 keV) and hard (2–12 keV) fluxes are considered. The Eddington bias is minimized by including only quasars whose minimum detectable X-ray flux is lower than the expected one in each observation, as estimated from the rest-frame UV emission and assuming a slope of 0.6 (see Lusso & Risaliti 2016; Risaliti & Lusso 2015). All the details on this selection procedure, especially the simulations, will be provided in a forthcoming publication. The final, clean sample is shown in Figure 1 and consists of 791 unique quasars (for 1,468 observations) spanning a redshift range of \(z = 0.114–4.127\). This is only \(\sim 27\%\) of the initial sample, as a result of the stringent filters discussed above. Of these 791 quasars, 250 objects have multiple (\(N_{\text{multiple}} \geq 2\)) observations (i.e. 927 observations).

3 | DEPENDENCE OF THE X-RAY FLUX ON THE OFF-AXIS ANGLE

In the case of serendipitous observations, as for the majority of the detections listed in the 3XMM catalogues, the X-ray fluxes are often extracted off-axis. We want to investigate any possible variations of the X-ray flux as a function of the off-axis angle in the case of objects observed multiple times. To have reasonable statistics, we restrict the discussion to the objects within the clean sample with 5 or more observations: 48 unique AGN (423 observations in total). Figure 2 shows the distribution of the dispersion, defined as the 1\(\sigma\) standard deviation of the logarithm of the observed 0.5–2 keV fluxes, for the 48 sources with \(N_{\text{multiple}} \geq 5\) (423 observations). The mean (median) value is 0.12 (0.11) dex.

\(^1\)For more details the reader should refer to the 3XMM catalogue user guide at the following website http://xmmssc.irap.omp.eu/Catalogue/3XMM-DR7/3XMM-DR7_Catalogue_User_Guide.html.
slope ($\gamma$), intercept ($\beta$), and dispersion values of the $L_X$–$L_{UV}$ relation computed by considering the X-ray flux of the longest XMM observation are $\gamma = 0.672 \pm 0.035$, $\beta = 6.044^{+1.166}_{-1.075}$ and 0.23 dex, respectively. By considering the $L_X$ values estimated as the average between the 1st and 2nd XMM longest exposures, the dispersion on the $L_X$–$L_{UV}$ relation reduces to 0.21 dex (see their Figure 6), while both slope and intercept are still in agreement. Overall, the contribution of the inter-source dispersion is roughly 0.12 dex.

Such a dispersion is a combination of intrinsic variability and flux variations due to instrumental effects (e.g. background subtraction, vignetting). Disentangling these two factors is not straightforward, as multiple pointed observations performed with similar conditions are challenging (if not impossible) to obtain even for a single object. The procedure to convert counts into fluxes (and then luminosities) introduces additional scatter to the intrinsic X-ray variability. If we further restrict our sample to the objects with off-axis angles less than $5^\circ$ (15 AGN, $N_{\text{obs}} = 62$), we have that the average inter-source dispersion drops to 0.05 dex, with the intra-source values ranging from 0 (on-axis, 4 objects are pointed) to a maximum of 0.12 dex. Sources with multiple, almost on-axis, observations have uncertainties due to flux calibration, background subtraction, and vignetting correction almost negligible.

An alternative approach consists in the adoption of the observation with the longest exposure as the best detection measurement, as done in Lusso & Risaliti (2016, 2017b). This choice is reasonable in a statistical sense, yet there could be some cases where the flux of the longest exposure corresponds to a large off-axis angle, thus having the highest calibrations uncertainties. To illustrate this point, in Figure 3 we present the distribution of the observed soft X-ray flux as a function of the off-axis angle for the 5 objects that have more that 15 observations. The colour bar represents the EPIC on-time exposure (in ks) for each object. This is the total good time interval of the detector’s chip where the source is positioned. The open red circle marks the observation with the longest EPIC exposure. The red solid (dashed) line represents the flux mean (1\(\sigma\) uncertainty), while the blue dot-dashed line is the 1\(\sigma\) dispersion of the data around the mean. In almost all cases, the detection with the longest exposure is indeed located at large off-axis angles. Yet, its value is often consistent within $\sim1\sigma$ compared to the average one. In our future works, we will refine the selection of the best X-ray observation convolving the net exposure with the off-axis angle.

\footnote{The effective area of the mirrors is a function of off-axis angle. As a result, as the off-axis angle increases, less of the photons entering the telescopes actually reach the focal plane (i.e. the so-called vignetting). At $5^\circ$, the vignetting function is around 0.8, meaning that $\sim 80\%$ of the photons are retained.}

FIGURE 3 Distribution of the observed soft X-ray flux as a function of the off-axis angle for the 5 AGN fulfilling our filtering criteria and having $N_{\text{multiple}} \geq 15$. The colour bar represents the EPIC on-time exposure (in ks) for each object. The total number of observations is also reported. The open red circles mark the observations with the longest EPIC exposure. The red solid (dashed) line represents the flux mean (1\(\sigma\) uncertainty), while the blue dot-dashed line is the dispersion of the data around the mean.
FRACTIONAL VARIATION

Conclusions

We can provide another quantitative measure of the amplitude of the total X-ray variability in our sample by following a similar procedure as the one described by [Gibson & Brandt (2012) and Lusso & Risaliti (2016)]. We considered the 250 AGN with more than 2 observations and we computed the fractional variation \( F_{\text{var}} \) as

\[
F_{\text{var}} \equiv (c_i - c_j)/(c_i + c_j),
\]

where \( c_i \) and \( c_j \) are the count rates for the 1st and 2nd XMM longest exposures, respectively. A comparison of the count rates employed to estimate \( F_{\text{var}} \) is shown in Figure 5. The 3XMM-DR7 count rates have been background subtracted and corrected for vignetting and PSF losses. Each \( F_{\text{var}} \) measurement between these two exposures is associated with a rest-frame elapsed time \( \Delta t_{\text{sys}} \) defined as the absolute value

\[
\Delta t_{\text{sys}} = |t_j - t_i|/(1 + z).
\]

We then assumed an intrinsic Gaussian distribution for \( F_{\text{var}} \) and estimated the standard deviation of this distribution, \( \sigma(F_{\text{var}}) \), using the likelihood method described by [Maccacaro, Gioia, Wolter, Zamorani, & Stocke (1988)]. We finally binned \( \Delta t_{\text{sys}} \) in four intervals of about 50 epochs each. The upper and lower panels of Figure 5 show our results for \( F_{\text{var}} \) and \( \sigma(F_{\text{var}}) \) as a function of \( \Delta t_{\text{sys}} \) for each quasar epoch, respectively. Each value of \( \sigma(F_{\text{var}}) \) is plotted at the median \( \Delta t_{\text{sys}} \) in the considered bin. The dashed line represents a linear fit of \( \sigma(F_{\text{var}}) \), which is parametrised as:

\[
\sigma(F_{\text{var}}) = (0.039 \pm 0.004) \log \Delta t_{\text{sys}} + (-0.116 \pm 0.040).
\]

The level of fractional variation on timescales longer than a week (\( \Delta t_{\text{sys}} > 6 \times 10^5 \) s) is ~20–30%, which is also in agreement with the value we have estimated from the analysis of the off-axis source position discussed above. Interestingly, if we consider a sub-sample of AGN where the count rates are computed at progressively smaller off-axis values, the comparison between two observations significantly becomes much tighter, and the amplitude of the fractional variation is proportionally reduced as well. With an off-axis angle < 10’, the dispersion along the one-to-one relation reduces to 0.21 dex, with \( \sigma(F_{\text{var}}) \) ranging between 10%–25% for \( \Delta t_{\text{sys}} \) in the interval \( 10^5 - 10^8 \) s. With an off-axis angle < 5’ (48 objects), for instance, the dispersion along the one-to-one relation reduces to 0.15 dex, but the sample size is too small to carry out a statistical analysis of \( \sigma(F_{\text{var}}) \).

Our preliminary test suggests that, when estimating variability indicators, a non negligible fraction (~ 5 – 10%) of the quoted variability amplitude could be due to instrumental effects rather than intrinsic AGN intensity changes.
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where \( c_i \) and \( c_j \) are the count rates for the 1st and 2nd XMM longest exposures, respectively. A comparison of the count rates employed to estimate \( F_{\text{var}} \) is shown in Figure 5. The 3XMM-DR7 count rates have been background subtracted and corrected for vignetting and PSF losses. Each \( F_{\text{var}} \) measurement between these two exposures is associated with a rest-frame elapsed time \( \Delta t_{\text{sys}} \) defined as the absolute value
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We then assumed an intrinsic Gaussian distribution for \( F_{\text{var}} \) and estimated the standard deviation of this distribution, \( \sigma(F_{\text{var}}) \), using the likelihood method described by [Maccacaro, Gioia, Wolter, Zamorani, & Stocke (1988)]. We finally binned \( \Delta t_{\text{sys}} \) in four intervals of about 50 epochs each. The upper and lower panels of Figure 5 show our results for \( F_{\text{var}} \) and \( \sigma(F_{\text{var}}) \) as a function of \( \Delta t_{\text{sys}} \) for each quasar epoch, respectively. Each value of \( \sigma(F_{\text{var}}) \) is plotted at the median \( \Delta t_{\text{sys}} \) in the considered bin. The dashed line represents a linear fit of \( \sigma(F_{\text{var}}) \), which is parametrised as:

\[
\sigma(F_{\text{var}}) = (0.039 \pm 0.004) \log \Delta t_{\text{sys}} + (-0.116 \pm 0.040).
\]

The level of fractional variation on timescales longer than a week (\( \Delta t_{\text{sys}} > 6 \times 10^5 \) s) is ~20–30%, which is also in agreement with the value we have estimated from the analysis of the off-axis source position discussed above. Interestingly, if we consider a sub-sample of AGN where the count rates are computed at progressively smaller off-axis values, the comparison between two observations significantly becomes much tighter, and the amplitude of the fractional variation is proportionally reduced as well. With an off-axis angle < 10’ (145 objects), the dispersion along the one-to-one relation reduces to 0.21 dex, with \( \sigma(F_{\text{var}}) \) ranging between 10%–25% for \( \Delta t_{\text{sys}} \) in the interval \( 10^5 - 10^8 \) s. With an off-axis angle < 5’ (48 objects), for instance, the dispersion along the one-to-one relation reduces to 0.15 dex, but the sample size is too small to carry out a statistical analysis of \( \sigma(F_{\text{var}}) \).

Our preliminary test suggests that, when estimating variability indicators, a non negligible fraction (~ 5 – 10%) of the quoted variability amplitude could be due to instrumental effects rather than intrinsic AGN intensity changes.

5 | CONCLUSIONS

The non-linear \( L_X - L_{\text{UV}} \) correlation observed in quasars indicates that there is a good coupling between the disc, emitting
the primary UV radiation, and the hot-electron corona, emitting the X-rays (e.g. Lusso & Risaliti 2017a, 2017b, and references therein). In our previous works we established that the scatter of this relation is very small (∼ 0.2 dex), once we take into account the combination of measurement uncertainties, variability, and intrinsic dispersion due to differences in the AGN physical properties. In the present manuscript, we have focussed on the various contributions to the observed X-ray variability for a sample of 791 unique quasars selected from SDSS–DR7 with X-ray data from the 3XMM–DR7 source catalogue, 250 of which have 2 or more XMM observations.

The latter objects typically vary with a standard deviation of fractional variation of 15–30% in a time-frame Δt_v, within the range 4 × 10^6 – 10^8 s. Yet, when the count rates are computed at progressively smaller off-axis angles, the same variability indicator ranges between roughly 10–25%, suggesting that a fraction of the quoted variability amplitude could be due to instrumental/calibration issues rather than true variations in the quasar emission.

Had X-ray variability for a given set of AGN physical properties a strong dependence on redshift, this could heavily affect the determination of the cosmological parameters, unless we can capture this trend in some way. As of today, our analysis does not show any change of both the slope and the dispersion of the L_X–L_{UV} relation once variability and contaminants are taken into account. Yet, we still cannot completely rule out a residual dependence of the relation parameters on X-ray variability, given the lack of statistically significant AGN samples (e.g. > 1000 objects) with multiple observations.

The deepest X-ray surveys (e.g. Chandra Deep Field South, ∼ 0.1 deg^2) that probe the extended temporal baseline (long-term variability) are limited by the area, poorly sampling the high-end tail of the AGN luminosity function. On the other hand, wider-area surveys (e.g. COSMOS, ∼ 2 deg^2), probing the short term variability) are usually too shallow, limiting the redshift coverage (mainly redshifts less than 3 – 4). The combination of future all-sky and high-sensitivity X-ray observatories (e.g. eROSITA, Athena) will allow us to investigate X-ray variability over a wider range of luminosity, redshift, black hole mass, and accretion states with unprecedented sample statistics, possibly minimizing the contribution of calibrations effects in these correlations.
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