A high-resolution regional reanalysis for Europe. Part 2: 2D analysis of surface temperature, precipitation and wind
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The set-up and performance of the regional reanalysis for Europe with the HIgh-Resolution Limited-Area Model (HIRLAM) to a 3D grid-mesh with 22 km resolution for the years 1989–2010 have been presented in Part 1. This part describes how the 3D dataset is further downscaled and used as input for an analysis of a number of surface-related parameters: 2 m temperature, minimum and maximum daily temperatures, 10 m wind, and daily precipitation. The analysis is done on a 2D grid-mesh with 5 km grid spacing using the MESoscale ANalysis system (MESAN) for temperature and precipitation and a dynamical adaptation method (DYNAD) for the 10 m wind.

Results from MESAN and DYNAD are compared with observations and the HIRLAM 3D-Var reanalysis. A couple of cases with severe weather are studied to illustrate how such events are represented in the analyses. The comparisons show statistically significant added value in comparison to the HIRLAM reanalysis.
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1. Introduction

The purpose of the present articles is to describe the regional reanalysis for Europe that was done as part of the EU FP7 project ‘European Reanalysis and Observations for Monitoring’ (EURO4M). So far this is the only multidecadal regional reanalysis covering all of Europe. The goal of EURO4M was to develop the capacity for, and deliver, the best possible and most complete gridded climate time series and monitoring services covering all of Europe. Ongoing efforts within the follow-on project ‘Uncertainties in Ensembles of Regional Re-Analyses’ (UERRA) will result in an ensemble of European reanalyses at various resolutions, some of which will date back to 1960.

In Part 1 of this article the HIRLAM EURO4M reanalysis was described and evaluated. Adding value to a 3D reanalysis by supplementing it with a dedicated land surface reanalysis is becoming practice within reanalysis efforts worldwide (Dee et al., 2014). In order to further enhance and add detail to the EURO4M HIRLAM 3D-Var analysis, a 2D downsampling and analysis was performed.

In EURO4M the MESAN analysis system (Hägemark et al., 2000) was used to analyse a selection of surface parameters: daily precipitation (rr24), 2 m temperature (t2m), and its daily minimum and maximum (tn and tx respectively). MESAN is a system for operational mesoscale univariate analysis of selected meteorological parameters. The operational MESAN analyses are used for nowcasting and provide gridded input data to other models, e.g. concerning hydrology, air quality, atmospheric deposition, solar radiation and forest fire risks.

The 10 m winds (u10) were not analysed using MESAN. Instead the wind fields from HIRLAM were adjusted to the higher-resolution orography of the 2D grid using the method of dynamic adaptation (Zagar and Rakovec, 1999) with a simplified version of HIRLAM called DYNAD.

There are two factors contributing to the added value from the 2D reanalysis. First, adjustment of the surface parameters to a higher-resolution topography. The HIRLAM 3D fields are downscaled to the finer 2D grid in order to produce a first guess for the t2m analysis and an initial state for the u10 adaptation. This procedure is shown to result in a better t2m analysis than one based on a simple correction assuming a constant lapse rate. Second, more observations are used than in the 3D analysis. Additional databases were searched for t2m observations not present in the ECMWF MARS archive used by the HIRLAM 3D analysis. Neither precipitation nor minimum/maximum temperatures are assimilated in HIRLAM. Since the first guess to the rr24 analysis is a horizontally interpolated HIRLAM forecast, the added value of the 2D analysis of daily precipitation is all due to the introduction of unused observations. For tn and tx, the added value comes from the combined effect of incorporating unused observations and the adjustment to a higher-resolved orography.

In this article the reanalysis models, data assimilation methods, and observations used to produce the EURO4M 2D reanalysis with MESAN and DYNAD are described. The EURO4M 3D
and 2D reanalyses have now been extended and both cover the years 1979–2013. However, this happened at a time when the material for this article was almost completed. Hence, the resulting 2D reanalyses are here compared with observations and the EURO4M HIRLAM 3D-Var reanalysis for the years 1989–2010. Nevertheless, both the 3D and the 2D reanalyses can now be used to calculate climate normals for the 1981–2010 period.

Section 2 of this article describes the further downscaling and analysis of the 3D reanalysis using MESAN and DYNAD. The performance of the 2D reanalysis is evaluated in section 3 and its representation of extreme weather events is illustrated in section 4. The article ends with a summary and some outlooks regarding future plans for the dataset in section 5.

2. Downscaling and 2D analysis

The 2D reanalysis is performed at approximately 5 km compared to the 3D analysis which is carried out at about 20 km. For temperature and precipitation, the 2D analysis combines observations with a first guess in terms of a downscaled background field from the 3D regional system. The 10 m wind is dynamically adapted to the 5 km orography using DYNAD and a downscaled 3D model state for initialization. Since the MESAN analysis is univariate and not aimed at producing a balanced model state for a stable integration of an NWP forecast, it can use a more detailed orography and analyse entities that are otherwise hard to utilize in data assimilation for NWP. MESAN also employs regional variations of two factors such as land/sea mask and orography for its analysis.

2.1. Geometry

The horizontal grid in MESAN and DYNAD covers the same geographical region as HIRLAM and is expressed in an identical rotated latitude and longitude geometry. However, the resolution of the mesh is four times higher, resulting in a grid with 1286 \times 1361 points and 0.05° resolution (5.5 km). The maps presented in this article focus on the official EURO4M European area covering 25°W–45°E and 30–75°N.

2.2. Downscaling

The downscaling of the HIRLAM background fields is done differently for different parameters. The temperature fields are interpolated both horizontally and vertically taking into consideration differences in land/sea fractions between the two grids as well as the vertical profile of the modelled 3D atmosphere. This is also the case for the fields used as input to the dynamic adaptation DYNAD. On the other hand, downscaling of daily precipitation is done only by horizontal interpolation of the HIRLAM fields. Below the methods are described in more detail.

2.2.1. Temperature

The temperature is analysed eight times a day. In order to get the temperature forecast closest in time to the analysis hour (0000, 0300, 0600, 0900, 1200, 1500, 1800, and 2100 UTC) 3 h and 6 h forecasts from HIRLAM are used for the corresponding backgrounds: fc1800+0600, fc0900+0300, fc0000+0600, fc0600+0300, fc0000+0600, fc1200+0300, fc1200+0600, and fc1800+0300 UTC. Here ‘fcHH+LL’ denotes a forecast of length 3 h starting at HH.

The temperature background fields are interpolated vertically using routines from the HIRLAM preprocessing package for generating boundaries based on ECMWF model fields. These routines are based on the techniques for smooth transformation of large-scale analyses onto high-resolution grids described by Majewski (1985).

The vertical interpolation is carried out with an extra model layer inserted at the 2 m level. First a preliminary MESAN surface pressure field is estimated based on the MESAN orography together with the orography, surface pressure, temperature and humidity fields from HIRLAM. Pressures at the HIRLAM model levels above the high-resolution orography are then obtained from this preliminary surface pressure field. The planetary boundary layer (PBL) is treated separately during the vertical interpolation with the emphasis on preserving stability properties of the temperature profiles close to the surface. Above the PBL, interpolations are done using the logarithm of the pressure as the vertical coordinate. Inside the PBL, interpolations are done using a terrain-following vertical coordinate. To preserve stability in the PBL, the potential temperatures in the PBL are adjusted by a constant value so that they, at the top of the PBL (vertical ETA coordinate \( \eta = 0.8 \)), coincide with those from the interpolation in the free atmosphere. Finally the preliminary MESAN surface pressure is corrected in such a way that the geopotentials of pressure levels well above the highest mountains (500 hPa) equals the same geopotentials from the original HIRLAM fields. These corrections are generally quite small so no vertical re-interpolation is done to account for this change in the surface pressure.

The adjusted 2 m temperatures are then interpolated horizontally. The weight in the horizontal interpolation consists of two factors. One factor corresponds to the weight for a bilinear interpolation and the other factor varies depending on the difference in land fraction between the points on the background grid and the point for which the downscaling is calculated.

The first guess for the minimum/maximum 2 m temperature is calculated as the point-wise min/max of the 3-hourly 2 m temperature MESAN analyses. The analyses used for estimation of the minimum are from 1500 UTC (day before) to 0900 UTC. The estimate of the maximum is based on analyses from 0300 to 2100 UTC. The reason for these choices is to capture the extremes all over the domain covering different time zones corresponding to longitudes from 25°W to 45°E.

2.2.2. Wind

The surface wind depends heavily on the topography resolved at the scale of the NWP model. Moreover, observations are scarce and often not representative for the scale of NWP. Because of this, the 10 m winds were not analysed using MESAN. Instead the HIRLAM analyses at 0000, 0600, 1200, and 1800 UTC were downscaled to the higher-resolution MESAN grid, using the routines from the HIRLAM preprocessing package described earlier, and used as input to the dynamical adaptation, DYNAD.

In the dynamic adaptation the finer resolution results in new valleys opening and hill tops becoming higher which affects both the wind direction and velocity. The adaptation to these new relief characteristics is performed by running a simplified version of the HIRLAM model (DYNAD) on the fine-resolution grid. Since the time-scale of most physical processes relevant for NWP (e.g. condensation, precipitation formation, forcing by radiation, etc.) is much longer than that of dynamic adjustment of the wind, the only physical processes that are kept within DYNAD are vertical diffusion and wind advection. The lower boundary uses a weighted constant surface temperature and a weighted value of surface roughness. The wind is held constant at about 500 hPa during the adaptation period. Moreover, it is only necessary to integrate the model for a period of 30 min in order to arrive at an adaptation of the wind and mass fields. This means that the cost of running DYNAD is heavily reduced compared to running a full NWP model at the high resolution.

2.2.3. Precipitation

To accurately represent the hydrological cycle is a challenge for NWP models. Many parameters are involved and since...
cloud and precipitation measurements are not assimilated in HIRLAM, several parameters affecting precipitation are only constrained indirectly from other observations, e.g. temperature and humidity.

The daily precipitation (0600–0600 UTC) from HIRLAM is computed as the sum of two forecast differences: \((f_{o000+1800} - f_{c000+1800}) + (f_{c1200+1800} - f_{c1200+0600})\). The reason for doing this instead of simply using the \(f_{c000+2400}\) forecast is that the forecast model needs some time to spin up a realistic atmospheric state from its initial conditions. This state may not be in balance due to the lack of information about clouds and precipitation in the analysis. Several forecast differences were tested and the one above turned out to give the best result, probably because the analyses at 0000 and 1200 UTC are the ones based on the largest number of observations.

In EURO4M the ambition was to develop a downscaling for \(22\) based on wind speed and direction as well as topographical features of the finer-resolution grid (Johansson and Chen, 2003). Initially, attempts were made along these lines but with unsatisfactory results. In order to produce the first guess for the 2D analysis of daily precipitation within the project time limits, it was decided to settle for a bi-linear horizontal interpolation as the downscaling step. One may surmise that the EURO4M HIRLAM resolution of \(22\) km gives a good enough background for the interpolation to work reasonably well.

### 2.3. Surface analysis

For temperature and precipitation, the downscaling described in the previous section is then followed by an analysis step. MESAN is built on the Optimum Interpolation (OI) technique (Daley, 1991) where the analysis is a linear combination of the first guess and the innovations (differences between observations and the corresponding first-guess values). The weights in the linear combination depend on the assumed accuracy of the measurements as well as on the assumed quality of the first-guess field. Physiographic fields such as fraction of land/water, roughness length, topography are also included as input for the analysis.

#### 2.3.1. Data selection

In order to avoid the analysis drawing closer to any duplicated observations, a test is made on the station location. The priority order of the observations is of the ‘first entered, first served’ principle. Hence observations will be rejected if they are from locations too close to the ones that have already entered the system.

The fact that only a limited number of observations influences the analysis at a given grid point is used to speed up the calculations. However, in order to avoid discontinuities caused by different observations being used for nearby grid points, the box method for data selection is applied. This method uses two sets of boxes with different sizes. For all grid points in an analysis box (small), observations from a corresponding selection box (large) is used. The result is that, for the majority of two neighbouring analysis boxes, the used observation subset is identical.

#### 2.3.2. Structure functions

The spatial structure of the innovation vectors is incorporated into the first-guess error correlation functions in the OI method. MESAN uses empirical structure functions that are influenced by differences in land/sea fraction and differences in height between the analysed grid point and the grid point containing the observation:

\[
\rho(r, d_f, d_z) = \frac{1}{2} \left\{ e^{-\frac{r}{L}} + \left(1 + \frac{2r}{L}\right) e^{-\frac{r}{2L}} \right\} F_f(d_f)F_z(d_z).
\]

Here, \(r\) is the distance between two grid points, \(L\) is the characteristic horizontal scale (190 km for temperature and 270 km for precipitation). The functions \(F_f(d_f)\) and \(F_z(d_z)\) model the influence of differences in land-fraction, \(d_f\) and height, \(d_z\), between two points and vary linearly from 1 when \(d_f = d_z = 0\), to 0.5 for \(d_f = 1\) and \(d_z \geq 500\) m (Hågmark et al., 2000).

#### 2.3.3. Error specifications

In OI, as well as in variational data assimilation methods, the analysis-error variance is minimized. Therefore, the uncertainties in the first guess as well as in the observations need to be specified in terms of error standard deviations. The values used in the EURO4M 2D reanalysis are the same as those used in the operational runs with MESAN.

The first-guess error for the 2 m temperature is set to a constant. However different months are assigned different values. During the winter months (November–February) it is set to 8 K, during spring and autumn (August–October, March–April) it is 7 K, and during summer (June–July) it is 5 K. In retrospect, these numbers seem too high. Looking at the mean monthly standard deviation for the observation minus first guess in section 3.1, the value should probably be closer to 2 K during summer and 3 K during winter. However, aside from affecting the quality control, it is not the magnitude of, but the ratio between, the errors of the observations and the first guess that influence the analysis. For the minimum and maximum temperature, a similar scheme is used. Here the first-guess error is set to 6 K during winter (November–February), 5 K during March and October, 4 K for the summer (August–September) and 3 K for the remaining months. The observation error for \(2\) m in MESAN depends on the observed temperature (K) according to the following relation:

\[
\sigma_o = \begin{cases} 
1.5 & \text{if } T < 260, \\
0.15(260 - T) & \text{if } 260 \leq T < 270, \\
1.5 & \text{if } T \geq 270.
\end{cases}
\]

For the daily precipitation, the first-guess error is set to a constant of \(20\) mm day\(^{-1}\) while the observation error is given by

\[
\sigma_o = 0.7 + 0.2 \, rr,
\]

where \(rr\) is the observed daily rain rate (mm). Again, the value for the first-guess error seems too high. Considering the mean monthly standard deviation for the observation minus first guess in section 3.3, a value of about \(4\) mm day\(^{-1}\) seems more realistic.

#### 2.3.4. Quality control

Quality control is done according to a standard procedure (Lorenc, 1981). First a gross error check is done where observations are compared with the first guess. Then an analysis is performed and the observations are checked against this analysis. Observations are rejected if the difference between the observations and the first guess is greater than a limit based on the first guess and observation errors. The analysis is then redone for the boxes that contained rejected observations.

The limits used for the gross error check were the same as the ones used in the operational runs with MESAN at SMHI: \(5\sigma_o\) for the \(2\) m temperature, \(4\sigma_o\) for minimum and maximum temperatures and \(15\sigma_o\) for daily precipitation. Here \(\sigma_o\) refers to the standard error of the corresponding first guess.

#### 2.4. Observations

The strategy for adding detail with the surface 2D analysis is twofold. First, to downscale the HIRLAM 3D analysis using auxiliary high-resolution information about the orography and
the land/sea mask. Second, to use all available observations in the surface analysis. For example, the surface 2 m temperature analysis in HIRLAM only used analysis input data from ECMWF MARS archive (type=ai). Measurements of min/max 2 m and daily precipitation are not used at all in the HIRLAM analysis.

The source of observations for the 2D analysis depends on the parameter. Four databases have been used: the Integrated Surface Database (ISD; Smith et al., 2011), maintained by NOAA’s National Climatic Data Center (NCDC), the MARS archive of ECMWF, the European Climate Assessment & Dataset (ECA&D), including also the non-public observations used as input for E-OBS version 10.0 (Haylock et al., 2008), and the national climate databases of SMHI and Météo-France (MF).

As will be seen in the next section there are large areas of Europe that are poorly covered with observations. The major reason for this is the inability of many meteorological agencies and services to release their climate data to the public. Efforts have been made to open up the climate archives, both world-wide with WMO resolution 40 (WMO, 1995) and within Europe with Directive 2003/88/EC of the European Parliament and the Council on the Re-use of Public Sector Information (EP and Council, 2003). Still today many institutions in Europe impose conditions and charge for access to their climate data. This has the effect that, although the EURO4M analyses are freely available to the public, the observations used in the process are not.

Many observations appear in more than one of the data sources. The fact that MESAN keeps the first observation when presented with duplicates was used to prioritize between the different datasets. The contents of the ISD and ECMWF MARS archives are similar when it comes to 2 m temperature observations. However, ISD data come with a quality flag and it turned out that prioritizing the quality controlled data from ISD over observations from ECMWF MARS resulted in slightly lower analysis errors. The manually quality controlled content of the national climate archives of SMHI and MF is non-overlapping and was given highest priority.

Observations of 2 m were retrieved from SMHI, MF, ISH, and ECMWF MARS and were presented to the MESAN system in that order of priority. A map showing the station distribution for the different sources used in the 2 m analysis at 0000 UTC on 1 January 1989 is given in Figure 1(a). The vast majority of the approximately 2000 observations comes from ISD (or ECMWF). However, note the uneven distribution of available 2m data throughout Europe. Norway and Finland now have open data policies and so should be possible to cover better in future reanalyses.

Daily values with min and max of the 2 m temperature have been retrieved from SMHI, MF, and ECA&D in terms of the public as well as the non-public input data used for the production of E-OBS. Data from the national databases of SMHI and MF were considered to be of higher quality than the ECA&D data. The map showing the station distribution for the different sources used in the min and max analysis of 2 m at 1 January 1989 is shown in Figure 1(b). Again the distribution of the 4000 observations is uneven, with half of the available stations located in France.

Observations of daily precipitation come from the same sources as the min and max temperatures, i.e. from SMHI, MF, and ECA&D. Also here, data from the national databases of SMHI and MF were considered to be of higher quality than the ECA&D data. As an example, the map in Figure 1(c) shows the station distribution for the different sources used in the analysis of daily precipitation for 1 January 1989. The picture here is similar to that for the minimum temperature with some 50% of the stations being French.

3. Reanalysis performance

The increase in available reanalysis datasets has led to the growth of a diverse user base and their quality requirements have evolved accordingly. However, a basic requirement is that the reanalysis is in agreement with available observations.

The analysis system uses a downscaled HIRLAM forecast as a first guess. The departures between the first guess and the observations contain information about the quality of the reanalysis, and its evolution in time. Analysis departures contain information about how closely the reanalysis fits the observations. However, the degree of this fit is to a large extent controlled by the prescribed first-guess and observation-error statistics. Normally the analysis departures are not so useful for measuring quality since they only monitor the fit to dependent data. Here, the analysis departures are instead calculated using independent data from a ten-fold cross-validation.

Another source of information about the performance of the analysis system is the analysis increments, i.e. the difference between the first guess and the resulting analysis. However, one needs to be careful with the interpretation. Small increments can be the sign of the model producing a good first guess, but they can also result from a lack of observations. Systematic increments often stem from residual biases in observations and/or the forecast model. The analysis increments can also be used to spot errors in observations, e.g. concerning station positions or reports where missing data have been replaced with zeros. One such example can be seen in the analysis increments in section 3.1 where the ‘hot spot’ northwest of the British Isles was found to be associated with the weather station Alna at 10.83°W, 59.93°N. Since only observations over land have been used in the 2D analysis, this
seemed suspicious. Alna is actually located at 10.83° E in the Oslo municipality, Norway, and the error was tracked down to incorrect coordinates for Alna in the ISD database during 2007–2010.

In the following sections the MESAN first guess and analysis, together with forecasts and analyses from HIRLAM, are compared to observations. Here, a ten-fold cross-validation technique was used. The MESAN analysis was redone ten times; each time every tenth observation was excluded and used for the error calculations. After ten passes, errors were calculated at all observation points using independent data. Only observations that were not used by HIRLAM are included in comparisons involving HIRLAM analyses.

The bias is calculated as the average difference between modelled (forecast or analysis) values and observations. Hence, a negative/positive bias means that the model gives too low/high values.

The significance of any added value is also checked. To test whether the error of one model is stochastically lower than the other, the Mann–Whitney–Wilcoxon (MWW) test is employed (Gibbons and Chakraborti, 2010). The reason for this choice is that neither the RMSE nor the absolute error follows a normal distribution. Still, the MWW test is almost as efficient as a t-test when applied to normal distributions.

The idea behind the MWW test is that, given two samples X and Y (of size n1 and n2), the ranks of the Xs in an ordered combination of the two samples would generally be larger than the ranks of the Y’s if the values of the X population are statistically larger than those of the Y population. The test statistic \( U \) is based on the sum of ranks of the Xs and Ys within this combined ordered set. In our application X and Y correspond to analysis error samples of equal size and hence \( n1 = n2 \).

### 3.1. Temperature

The fit to observations for the 2m background, first guess and analyses during the years 1989–2010 is illustrated in Figure 2(a). It shows monthly means of the bias and standard deviation at 0000, 0600, 1200 and 1800 UTC for HIRLAM forecasts (H22), down-scaled HIRLAM forecasts (FG05) and MESAN analyses (M05) together with the number of observations used in the validation (N). Mean monthly values for all years are shown in Figure 2(b). Here comparisons are included also for HIRLAM forecasts (BG05) and HIRLAM analyses (AN05), both corrected for the difference in height between the 22 and 5 km grid. The correction is made by assuming a constant lapse rate of 6.4 K km\(^{-1}\).

The downscaling (FG05) produces better results than the horizontally interpolated background from HIRLAM (H22) throughout the time period, but is only slightly better than a simple downscaling based on the constant-lapse-rate assumption (BG05). Hence, the main reason why the MESAN analyses (M05) perform better than the HIRLAM analyses, compensated for height differences (AN05), is probably due to the use of more information about some station locations was changed for the ECMWF MARS archive, but is not yet fully understood. Perhaps the information about some station locations was changed for this time period. If the change in position was large enough, these observations would no longer be regarded as duplicates and so would enter the analysis.

The performance of the analyses of minimum and maximum 2 m temperatures is illustrated in Figure 4. Monthly means of the bias and standard deviation of the daily differences between observations and the first guess (fg) and the analysis (an) are...
presented together with the number of observations used for the analysis in Figure 4(a) for the minimum temperature and in Figure 4(b) for the maximum temperature. The analyses draw towards observations and reduce the bias to almost zero. As expected, the first guess (point-wise minimum/maximum from the 3-hourly MESAN t2m analyses corresponding to night/day) has problems capturing the extreme temperatures and is hence too warm when predicting the minimum and too cold when predicting the maximum temperatures. The annual cycles can again be explained by the synoptic variability being larger during wintertime. The standard deviation for the first guess and analysis departures are of similar order for both the minimum and maximum temperatures, while the bias is about twice as high for the maximum temperature. There seems to be a slight trend caused by the increase in the quality of the MESAN analyses used for the first guess, in turn (both min and max). The reason for this may be an increase in the number of observations used for the first guess, in turn caused by the increase in t2m observations over time (Figure 2(a)).

For the minimum temperature (\(n_m\)), the median absolute errors for the first guess and the analysis are 0.81 and 0.61 K. The corresponding values for the maximum temperature (\(tx\)) are 0.91 and 0.51 K. The error distributions differ significantly in the two cases (MWW, \(tn: U = 982, n1 = n2 = 31 366 874, P < 0.01\) two tailed. \(tx: U = 2132, n1 = n2 = 36 859 197, P < 0.01\) two tailed).

3.2. Wind

The wind climate in Europe depends to a large extent on topography and the paths of low pressure systems. The 2D downscaling and analysis of the 10 m wind does not contribute any information to the 3D analysis over the sea but provide some detail in mountainous areas.

Wind observations are not used in the 2D analysis (nor in HIRLAM or DYNAD) so here the comparison can be done against independent data without resorting to cross-validation. The evolution of the monthly means of the error standard deviation and bias for HIRLAM and DYNAD are shown in Figure 5(a). Here the departures are calculated relative to observations of the 10 m wind speed retrieved from the MARS archive at ECMWF. Mean values for each month of the year, averaged over the whole period is given in Figure 5(b).

The larger synoptic variability during winter is also reflected in the performance of the wind analysis where both models have larger errors during wintertime.

Looking at Figure 5(a), the performances of HIRLAM and DYNAD are almost identical. The step-like change in bias for both models during the years 1993–1997 is probably related to some errors/differences in the observations (the wind bias for ERA-Interim show the same pattern for this time period). DYNAD appears to add some value to the HIRLAM analysis during the winter and spring (Figure 5(b)).

When checking for added value, the distance between the modelled and observed wind vectors was used as an error measure in order to incorporate both magnitude and direction into one number. The median distance error is then 2.07 m s\(^{-1}\) for HIRLAM and 2.06 m s\(^{-1}\) for DYNAD (MWW \(U = 66.2, n1 = n2 = 31 257 882, P < 0.01\) two tailed). Note that the difference, although significant in a statistical sense, is negligible.

One reason for the small impact could be that the errors are calculated for the whole domain while the dynamic downscaling only makes a difference in areas with steep terrain. To check this,
a separate validation was done over Norway (strong orography) for the year 2010. For this case the median distance error was 2.46 m s\(^{-1}\) for HIRLAM and 2.44 m s\(^{-1}\) for DYNAD (MWW \(U = 3.14, n_1 = n_2 = 126 180, P < 0.01\) two tailed), again a negligible difference. Separating the error into speed and direction it turns out that the wind speed is of equal quality while the wind direction is better in DYNAD (at about 3/4 of the 214 stations). Further investigation is needed to find out if this is due to tunnelling effects caused by the high-resolution orography in DYNAD.

The geographical variation in the dynamical downscaling with DYNAD is shown in Figure 6 where the norm of the average wind vector increment (HIRLAM minus DYNAD) is used as the measure. First one can note that the downscaling of the wind makes a difference only in high-terrain areas. The wind analysis increments depend on a combination of orographic and synoptic effects. During the winter there is more synoptic activity in northwestern Europe and its combination with high orography (e.g. in Norway) is illustrated in Figure 6(a). The synoptic activity is shifted towards the southern and southeastern parts of Europe during summer as shown in Figure 6(b) where the Atlas mountains and the area south of the Black Sea stand out.

3.3. Daily precipitation

As noted earlier, it is not an easy task to get a good representation of the hydrological cycle. Since HIRLAM is not assimilating rain rate measurements, the precipitation produced by the model is based on information about surface pressure, temperature and humidity derived from the assimilated observations. Imbalances in the analysed fields relative to the model equations can result in spin-up/spin-down effects. To avoid this, only forecasts longer than 6 h were used to produce the first guess.

Since the downscaling of the daily precipitation from HIRLAM consists only of horizontal interpolation, there is no difference between the information in the background from HIRLAM and that in the first guess to MESAN. All the added value in the MESAN analysis comes from the information in the observations.

The fit to observations is illustrated in Figure 7. Figure 7(a) shows monthly means of the bias and standard deviation for the HIRLAM forecasts and the MESAN analyses together with the number of observations used in the validation (N). Mean monthly values for all years are presented in Figure 7(b). The median absolute error for rainy events (\(rr24 > 0.1\) mm) is 1.6 mm for HIRLAM and 0.67 mm for MESAN. The distributions for the absolute error differ significantly (MWW \(U = 2791, n_1 = n_2 = 39 788 077, P < 0.01\) two tailed).

HIRLAM has very little overall bias when it comes to daily precipitation during both January and July as shown in Figure 7(b). However, looking at maps with analysis increments for these two months, it turns out that HIRLAM is too wet in both the Scandinavian mountains and the Alps in January as well as in July (Figure 8). During July, HIRLAM has a wet bias throughout most of central and eastern Europe.
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4. Extreme weather events

Extreme weather may result in loss of human lives and property. The economic losses due to such events have, according to IPCC (Handmer et al., 2012), been estimated to range from a few US$ billion to above 200 billion (since 1980, evaluated at 2010 prices).

To see how the 2D analysis of 2 m temperature, 10 m wind, and daily precipitation represent extreme weather events, four cases were selected: the European heat wave during the summer 2003, the European cold wave during the winter 2009–2010, the cyclones Lothar and Martin in 1999, and the 2002 European floods.

Note that the datasets shown in the figures of this section may contain values outside the range indicated by the colour bars. The range has been chosen in order highlight differences in the data. Values below or above the limits are shown with the colours of the limit values.

4.1. Heat wave 2003

The 2003 European heat wave was the hottest summer on record in continental Europe since at least 1540 and temperatures rose above 40 °C in several locations. In Belgium, France, Germany, Italy, the Netherlands, Portugal, Spain, Switzerland and the United Kingdom, more than 66 000 deaths were attributed to the heatwaves. In the European Alps, the average thickness loss of glaciers reached the equivalent of about 3 m of water, nearly twice as much as during the previous record year of 1998 (WMO, 2011).

In Figure 9 the focus is on an area around France and northern Italy which was at the centre of the event. The detail added by the 2D MESAN analysis is clearly seen by comparing Figure 9(a) and (b). Even if one corrects the HIRLAM 2 m temperature for the height differences between its orography and the one used in MESAN, with a fixed lapse rate adjustment, there is still added value in the MESAN analysis. This is shown in Figure 9(c) where the difference between the RMSE for HIRLAM (H22LR, corrected for height differences) and MESAN (M05) turn out positive at most locations. Here, the median RMSE for HIRLAM and MESAN is 1.2 and 0.87 K respectively; the distribution of the errors differ significantly (MWW \( U = 12.6, n_1 = n_2 = 1906, P < 0.01 \) two tailed).

In the area shown, the 99%iles (≈ 6500 cases) for the HIRLAM analyses (corrected for height differences), the MESAN analyses and the observations during the heat wave are 36.3, 36.1, and 36.2 °C respectively. These numbers suggest that both HIRLAM and MESAN represent the warm observations rather well.

4.2. Cold wave 2010

The European cold wave during the 2009–2010 winter was part of a larger pattern with extremely low temperatures over large parts of the Northern Hemisphere. In continental Europe, the episode resulted in over 450 deaths (WMO, 2013).
By contrast there were very mild conditions over the Arctic and Canada. These conditions were associated with large-scale atmospheric disturbances connected to the Arctic and North Atlantic Oscillations and the El Niño event (WMO, 2011).

For this case the focus is on Scandinavia where differences between HIRLAM and MESAN can be seen in high-terrain areas. However, the cold wave also affected areas with flat terrain in this region, e.g. most parts of southern Sweden, where the temperature never rose above 0 °C during the entire month of January.

The magnitude of the event is similar in both HIRLAM and MESAN as can be seen in Figure 10(a, b). However, the details are better described by MESAN, even when the HIRLAM temperatures are corrected with a fixed-lapse-rate adjustment. Looking at the difference between the RMSE for HIRLAM (H22LR, corrected according to fixed lapse rate) and MESAN (M05), HIRLAM has a larger error at a vast majority of the observation stations (Figure 10(c)). The median RMSE for HIRLAM and MESAN is 1.1 and 0.83 K respectively; the distribution of the errors differ significantly (MWW \( U = 11.7, n_1 = n_2 = 1338, P < 0.01 \) two tailed).

The extreme temperatures at the tail of the distribution (99%iles, \( \approx 5800 \) cases) are again rather similar in HIRLAM (compensated for height differences) and MESAN: \(-26.3 \) and \(-25.8 \) °C respectively, both being higher than the corresponding value for the observations: \(-27.2 \) °C.
4.3. Cyclones 1999

During 36 h over 26–28 December 1999, two successive extreme wind storms, named Lothar and Martin, hit western Europe leading to major damage and many human fatalities. Lothar crossed and affected several countries (France, Germany, Switzerland and Italy) while the effects of Martin were more localized to southwestern France. Both storms were associated with a very intense upper-level zonal jet and very strong baroclinicity (Riviere et al., 2010).

The maps in Figure 11(a, b) show the point-wise maximum 10 m wind speed from the analyses at 0000, 0600, 1200, and 1800 UTC during 26–28 December 1999 from HIRLAM and DYNAD respectively. DYNAD provides more detail and enhances the wind in high-terrain areas. A comparison with observed maximum wind speeds over France from the same dates and synoptic times shows that the mean RMSE is only slightly smaller for HIRLAM: 3.3 m s\(^{-1}\) compared to 3.4 m s\(^{-1}\) for DYNAD (no significant difference). The spatial distribution of the errors is given in Figure 11(c). However, the median absolute errors for HIRLAM and DYNAD are 2.0 and 1.8 m s\(^{-1}\) when all observations during the 36 h are used in the comparison. In this case, the error distributions differ significantly (MWW\(U = 3.83, n_1 = n_2 = 3064, P<0.01\) two tailed).

To get an idea of the dynamical downscaling on the extreme values of the maximum 10 m wind during these storms, one can compare the 95th percentiles (approx 30 cases). The result is 18.7 m s\(^{-1}\) for HIRLAM, 19.2 m s\(^{-1}\) for DYNAD and 23.0 m s\(^{-1}\) for the observations. Again, the performance is very similar.

4.4. Floods 2002

The meteorological situation leading to the August 2002 floodings was marked by two low pressure systems travelling from the western Mediterranean basin north-eastwards. This atmospheric circulation pattern is known to be related to flooding in central and eastern Europe (Mudelsee et al., 2004). The result in 2002 was flooding of historic proportions in central Europe (including Germany, the Czech Republic, Austria, Romania, Slovakia). More than 100 people were killed and more than 450 000 people had to be evacuated. The damage was estimated to US$ 9 billion in Germany alone (WMO, 2011).

For this event HIRLAM produces too much precipitation, as can be seen by comparing its accumulated amounts for August 2002 in Figure 12(a) with the corresponding amounts from MESAN in Figure 12(b). This result is consistent with the wet HIRLAM summer bias shown in Figure 8(b). To illustrate the added value in the MESAN analysis, the difference in RMSE of daily precipitation during August 2002 is presented in Figure 12(c). Here, the difference is once again in favour of MESAN, with a median RMSE equal to 0.72 mm compared to 1.3 mm for HIRLAM. The error distributions differ at the 1% level of significance (MWW\(U = 35.3, n_1 = n_2 = 2079\)).

During the month of August 2002, the 99th percentiles of daily precipitation from the HIRLAM forecasts, the MESAN analyses and the observations were 29.1, 28.7 and 28.9 mm day\(^{-1}\) respectively. These numbers suggest that HIRLAM as well as MESAN represents the extreme precipitation rather well during this event.

5. Conclusions and outlook

This article documents the configuration and performance of the EURO4M 2D reanalysis of the 2 m temperature, its daily minimum and maximum, the 10 m wind, and the daily precipitation over the past two decades. For these parameters, this is the most complete homogeneous dataset available for Europe today.

It has been demonstrated that the EURO4M 2D reanalysis has added value over the EURO4M 3D reanalysis which in turn has added value over the ERA-Interim reanalysis. The latter was shown in Part 1 of this article. The verification was done against independent observations by means of a ten-fold cross-validation and the Mann–Whitney–Wilcoxon test was used to test for statistical significance. The added value in terms of lower median absolute or RMS errors was shown to be significant for all parameters in the 2D reanalysis. However, although significant, the added value by the DYNAD adaptation of the 10 m wind is very small. The success of DYNAD is limited to situations
with a quasi-steadiness of the PBL and does not work well in cases of inversions, frontal passages, and locally induced thermal circulation (Zagar and Rakovec, 1999).

Analysis increments were studied to see where and how MESAN and DYNAV adds information to the first guess from HIRLAM. This showed that during winter, HIRLAM is generally too cold at night and too warm during the day. The wind analysis is actually a dynamical adaptation of the HIRLAM wind (no observations used) and the result is a combination of orographic and synoptic effects. During the winter there is more synoptic activity in northwestern Europe while the synoptic activity is shifted towards the southern and southeastern parts of Europe during summer. For the precipitation it turns out that HIRLAM is too wet in both the Scandinavian mountains and the Alps in January as well as in July. There is also a wet bias throughout most of central and eastern Europe during July.

In order to see how the reanalysis performs in extreme situations, a number of cases were selected. To summarize, the patterns look realistic and MESAN/DYNAV adds value to the HIRLAM analysis (lower RMSE) and both HIRLAM and MESAN/DYNAV produce reasonable extreme values for the 2003 heat wave and the 2002 floods. The extreme values for the 2009–2010 cold wave and the 1999 cyclones are somewhat underestimated.

All in all, the 2D reanalysis has been shown to produce realistic results and could be useful in the evaluation and further development of climate models, as a part the European reference material for analysis of climate change and as a basis for decision-makers and for climate adaptation measures. The fundamental limitation on our ability to analyse the state of the atmosphere lies in the availability of observations with good quality. Despite efforts by the EU and WMO, lots of observations are still withheld by available parameters and download alternatives. The EURO4M 2D reanalysis dataset is freely available and most of it is published by John Wiley & Sons Ltd on behalf of the Royal Meteorological Society.
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