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Abstract. We determine the representation-finiteness of $A \otimes B$, where both $A$ and $B$ are simply connected algebras with at least three simple modules.

1. Introduction

A fundamental theme in the representation theory of finite-dimensional algebras is classification of representation types. Let $A$ be a finite-dimensional algebra over an algebraically closed field $k$. Then $A$ is said to be representation-finite if there are only finitely many indecomposable $A$-modules. Otherwise, $A$ is said to be representation-infinite. We say that a representation-infinite algebra $A$ is tame if all but finitely many $d$-dimensional indecomposable $A$-modules can be organized in a one-parameter family, for each dimension $d$. A representation-infinite algebra $A$ is called wild if there exists a faithful exact $k$-linear functor from the module category of the free associative algebra $k\langle x, y \rangle$ to the module category of $A$. Thanks to Drozd’s Finite-Tame-Wild Trichotomy (see [D]), we know that the representation type of any finite-dimensional algebra over $k$ is exactly one of representation-finite, tame and wild.

The representation type of tensor product algebras has been studied in various contexts. In the 1970s, Bondarenko and Drozd [BD] considered the representation type of finite groups, while Auslander and Reiten [AR] dedicated their effort to the representation type of triangular matrix rings. Moving into the 1980s, mathematicians delved into the representation type of triangular matrix algebras over different classes of algebras, for example, see [S] for Nakayama algebras, [HM] for self-injective algebras, [L2] for radical square zero algebras, etc. The most recent progress in this field can be attributed to Leszczyński and Skowroński, as clear in their series of papers [L1, LS1, LS2]. These papers provide a complete description of non-wild tensor product algebras. However, it is still open to distinguish representation-finite cases and tame cases from non-wild cases.

This paper is dedicated to providing a complete classification of representation-finite tensor products between simply connected algebras. We refer to Subsection 2.2 for the definitions of simply connected algebras. The importance of simply connected algebras is that the indecomposable $A$-modules for any representation-finite algebra $A$ can be lifted to indecomposable $B$-modules over a simply connected algebra $B$, where $B$ is contained inside a certain Galois covering of the standard form $\tilde{A}$ of $A$, see [BrG] for more details. It
is worth mentioning that Leszczyński ([L1]) has classified weakly sincere non-wild tensor product algebras, in terms of quiver and relations. In our classification, we also rely on quiver and relations; however, we do not need the restriction on weakly sincere cases.

Let $A$ and $B$ be two simply connected algebras. If $A$ has only two simple modules, then $A$ is isomorphic to the $2 \times 2$ upper triangular matrix algebras, and the representation type of $A \otimes B$ is completely determined in [LS1]. Hence, we only consider the cases in both $A$ and $B$ to have at least three simple modules, up to isomorphism. We also mention that the tensor product $A \otimes B$ is again simply connected, see Proposition 2.4.

We denote by $\text{rad} A$ the Jacobson radical of $A$ and by $|M|$ the number of isomorphism classes of indecomposable direct summands for an $A$-module $M$. Recall that an $A$-module $M$ is said to be uniserial if it has a unique composition series, and $A$ is said to be Nakayama if each indecomposable projective $A$-module and each indecomposable injective $A$-module are uniserial. Then, the main result of this paper can be presented in the following table. See Theorem 3.11, Theorem 4.8 and Theorem 4.16. Here, 'F' means representation-finite and 'IF' means representation-infinite.

| $A \otimes B$: simply connected | $B$: Nakayama | $B$: non-Nakayama |
|----------------------------------|----------------|-------------------|
| $\text{rad}^2 = 0$              | $|B| = 3$       | $|B| \geq 4$      |
| $|A| = 3$                         | $|A| \geq 4$    |                   |
| $|A| = 4$                         | F              | F&IF              |
| $|A| \geq 5$                      | F&IF           | IF                |

An immediate corollary of our results is that we have obtained a complete classification of $\tau$-tilting finite simply connected tensor products. This follows from the work of the second author as demonstrated in [W], where it is shown that a simply connected algebra is $\tau$-tilting finite if and only if it is representation-finite. Here, $\tau$-tilting finiteness is a modern analog of representation-finiteness, which is inspired by the $\tau$-tilting theory initially proposed by Adachi, Iyama and Reiten [AIR].

This paper is organized as follows. In Section 2, we review some basic materials and fix our notations, including simply connected algebras, tame concealed algebras, Tits form of algebras, etc. In Section 3, we consider the case that one of $A$ and $B$ is a representation-finite hereditary algebra, and the results here will reduce the problem to the case that one of $A$ and $B$ is a Nakayama algebra with radical square zero, which will be handled in Section 4. Finally, we give a complete list of minimal representation-infinite simply connected tensor product algebras in Section 5.
2. Preliminaries

Let $A = kQ/I$ be a bound quiver algebra with a finite connected quiver $Q = (Q_0, Q_1)$ and an admissible ideal $I$ over an algebraically closed field $k$. A relation $\rho = \sum_{i=1}^m \lambda_i \omega_i$ in $I$ is a $k$-linear combination of paths $\omega_i$ of length at least two having the same source and target, where the $\lambda_i$ are scalars and not all zero. If $m = 2$, then $\rho$ is called a commutativity relation. Throughout, we use a dotted line to indicate the obvious commutativity relation in the algebra. For example, the dotted lines in the following quiver indicate $ab = ba$:

A relation $\rho \in I$ is said to be minimal if $m \geq 2$, and $\sum_{i \in J} \lambda_i \omega_i \notin I$ for any non-empty proper subset $J \subset \{1, 2, \ldots, m\}$. Moreover, we sometimes use $\rho = 0$ to indicate $\rho \in I$. We refer to [ASS] for more background on the representation theory of quivers.

A full subquiver $Q'$ of $Q$ is said to be convex if, for any path $a_0 \to a_1 \to \cdots \to a_m$, $a_0, a_m \in Q'$ implies $a_i \in Q'$ for all $1 \leq i \leq m$. By a convex subalgebra of $A = kQ/I$, we mean a bound quiver algebra $kQ'/I'$ with a convex subquiver $Q'$ of $Q$ and $I' = I \cap kQ'$.

We denote by rad $A$ the Jacobson radical of $A$ and by $A^{op}$ the opposite algebra of $A$. Then, an algebra $A$ is said to be radical square zero if rad$^2 A = 0$. Recall that an algebra $A = kQ/I$ is called triangular if $Q$ does not have loops and oriented cycles.

2.1. Tensor product of algebras. Let $A = kQ_A/I_A$ and $B = kQ_B/I_B$ be two bound quiver algebras. The tensor product $A \otimes B$ is a $k$-algebra defined by the multiplication $(a_1 \otimes b_1)(a_2 \otimes b_2) = a_1a_2 \otimes b_1b_2$, for $a_1, a_2 \in A$ and $b_1, b_2 \in B$. The quiver presentation of $A \otimes B$ is given as follows.

- Let $Q_A \otimes Q_B$ be the quiver consisting of the vertex set $(Q_A \otimes Q_B)_0 = (Q_A)_0 \times (Q_B)_0$ and the arrow set $(Q_A \otimes Q_B)_1 = ((Q_A)_1 \times (Q_B)_0) \cup ((Q_A)_0 \times (Q_B)_1)$, together with the source map $s(\cdot)$ and the target map $t(\cdot)$ defined as

  $$s(\alpha \times v) = s_A(\alpha) \times v, \quad s(u \times \beta) = u \times s_B(\beta),$$

  $$t(\alpha \times v) = t_A(\alpha) \times v, \quad t(u \times \beta) = u \times t_B(\beta),$$

  for $(\alpha, v) \in (Q_A)_1 \times (Q_B)_0$ and $(u, \beta) \in (Q_A)_0 \times (Q_B)_1$.

- Let $I_A \circ I_B$ be the two-sided ideal of $k(Q_A \otimes Q_B)$ generated by the elements in $((Q_A)_0 \times I_B) \cup (I_A \times (Q_B)_0)$ and the elements being of the form $(a, \beta_{cd})(\alpha_{ab}, d) - (\alpha_{ab}, c)(b, \beta_{cd})$, where $\alpha_{ab}$ and $\beta_{cd}$ run through all arrows $\alpha_{ab} : a \to b$ in $(Q_A)_1$ and $\beta_{cd} : c \to d$ in $(Q_B)_1$.

We have $A \otimes B \simeq k(Q_A \otimes Q_B)/(I_A \circ I_B)$, see [LL] Lemma 1.3. Some basic properties of tensor products are listed as follows.

**Proposition 2.1** ([LL] Lemma 1.2]). Let $A$, $B$ and $C$ be bound quiver algebras. Then,

1. $A \otimes B \simeq B \otimes A$.
2. $(A \otimes B)^{op} \simeq A^{op} \otimes B^{op}$. 
(3) $A \otimes (B \otimes C) \simeq (A \otimes B) \otimes C$.
(4) $A \otimes B$ is connected if and only if both $A$ and $B$ are connected.

We give a new property of tensor products here. Let $\{e_1, e_2, \ldots, e_n\}$ be a complete list of pairwise orthogonal primitive idempotents of $A$. Then, $A$ is said to be Schurian if $\dim_k(e_i A e_j) \leq 1$, for all $1 \leq i, j \leq n$.

**Proposition 2.2.** Let $A$ and $B$ be two triangular algebras. Then, $A \otimes B$ is Schurian if and only if both $A$ and $B$ are Schurian.

**Proof.** Let $\{e_1^A, \ldots, e_n^A\}$ and $\{e_1^B, \ldots, e_m^B\}$ be complete sets of pairwise orthogonal primitive idempotents of $A$ and $B$, respectively. Then, $\{e_i^A \otimes e_j^B \mid 1 \leq i \leq n, 1 \leq j \leq m\}$ is a complete set of pairwise orthogonal primitive idempotents of $A \otimes B$. We have

$$\dim_k(e_i^A \otimes e_j^B)(A \otimes B)(e_k^A \otimes e_l^B) = \dim_k(e_i^A A e_k^A) \times \dim_k(e_j^B B e_l^B).$$

It implies that $A$ and $B$ are Schurian if and only if $A \otimes B$ is Schurian. \hfill \Box

### 2.2. Simply connected algebra.

We recall the basics of simply connected algebras. See [AAS, MP] for more materials.

Let $A = kQ/\mathcal{I}$ be a triangular algebra with a connected quiver $Q = (Q_0, Q_1)$ and an admissible ideal $\mathcal{I}$. For an arrow $\alpha \in Q_1$, we write $\alpha^{-1}$ as the formal inverse of $\alpha$. Let $a$ and $b$ be two vertices of $Q$. A walk from $a$ to $b$ is defined as a formal composition $e_{i_1}^a \alpha_{i_2}^a \cdots \alpha_{i_m}^a e_{i_m}^b$, where $\alpha_i \in Q_1$ and $e_i \in \{\pm 1\}$ for $i = 1, 2, \ldots, m$. For each vertex $a \in Q_0$, we regard the trivial path $e_a$ as the stationary walk at $a$. If $w$ is a walk from $a$ to $b$ and $w'$ is a walk from $b$ to $c$, the multiplication $ww'$ is given by concatenation of $w$ and $w'$. We denote by $Q^*$ the set of all walks of $Q$. Then, the homotopy relation $\sim_\mathcal{I}$ in $Q^*$ is defined to be the smallest equivalence relation in $Q^*$ satisfying the following conditions:

- $\alpha a^{-1} \sim_\mathcal{I} e_a$ and $\alpha^{-1} a \sim_\mathcal{I} e_b$, for each arrow $a \xrightarrow{\alpha} b$.
- For each minimal relation $\sum_{i=1}^m \lambda_i w_i$ in $\mathcal{I}$, we have $w_i \sim_\mathcal{I} w_j$ for all $1 \leq i, j \leq m$.
- If $u$, $v$, $w$ and $w'$ are walks such that $u \sim_\mathcal{I} v$ and $w \sim_\mathcal{I} w'$, then we have $ww' \sim_\mathcal{I} wvw'$, whenever the multiplications are defined.

We denoted by $[w]$ the equivalence class of a walk $w$ in $Q^*$. We define $\pi_1(Q, \mathcal{I}, a)$ as the set of equivalence classes of all walks from $a$ to $a$. It is easily seen that $\pi_1(Q, \mathcal{I}, a)$ becomes a group via the multiplication $[w] \cdot [w'] = [ww']$ induced by the multiplication on $Q^*$. It is also not difficult to find that $\pi_1(Q, \mathcal{I}, a)$ does not depend on the choice of $a \in Q_0$. We call the group $\pi_1(Q, \mathcal{I}) := \pi_1(Q, \mathcal{I}, a)$ the fundamental group of $A$.

**Definition 2.3 ([AS, Definition 1.2])**. A triangular $k$-algebra $A$ is said to be simply connected if, for any presentation $A \simeq kQ/\mathcal{I}$ as a bound quiver algebra, the fundamental group $\pi_1(Q, \mathcal{I})$ is trivial.

In this paper, the following statement is crucial.

**Proposition 2.4 ([Li, Lemma 1.7])**. Let $A$ and $B$ be two triangular algebras. Then, $A \otimes B$ is simply connected if and only if both $A$ and $B$ are simply connected.
We give a characterization of simply connected Nakayama algebras as follows.

**Proposition 2.5** ([ASS V.3.2]). A simply connected algebra \(A\) is Nakayama if and only if its Gabriel quiver is

\[
\overrightarrow{A}_n : 1 \longrightarrow 2 \longrightarrow 3 \longrightarrow 4 \longrightarrow \cdots \longrightarrow n - 1 \longrightarrow n,
\]

or equivalently, if and only if its Gabriel quiver does not contain one of \(\circ \longrightarrow \circ \longrightarrow \circ\) and \(\circ \longrightarrow \circ \longrightarrow \circ\) as a subquiver.

**Definition 2.6.** We define \(N(n) := \mathbb{k}\overrightarrow{A}_n/\langle \text{rad}^2 \mathbb{k}\overrightarrow{A}_n \rangle\).

2.3. **Tame concealed algebra.** Let \(\text{mod} A\) be the category of finitely generated right \(A\)-modules. We denote by \(\Gamma(\text{mod} A)\) the Auslander-Reiten quiver of \(A\). A connected component \(C\) of \(\Gamma(\text{mod} A)\) is called preprojective if there is no oriented cycle in \(C\), and any module in \(C\) is of the form \(\tau^{-n}(P)\) for some \(n \in \mathbb{N}\) and an indecomposable projective \(A\)-module \(P\), where \(\tau\) is the Auslander-Reiten translation.

Recall that an \(A\)-module \(T\) is called a tilting module (see [HR]) if \(|T| = |A|, \text{Ext}^1_A(T, T) = 0\) and the projective dimension of \(T\) is at most one. Let \(A := \mathbb{k}Q\) be a hereditary algebra and \(T\) a tilting \(A\)-module. We call the endomorphism algebra \(B := \text{End}_A T\) a tilted algebra of type \(Q\). If moreover, any indecomposable direct summand of \(T\) is contained in a preprojective component \(C\) of \(\Gamma(\text{mod} A)\), we call \(B\) a concealed algebra of type \(Q\).

**Definition 2.7.** A tame concealed algebra is one of the concealed algebras of Euclidean type \(\widetilde{\mathbb{A}}_n, \widetilde{\mathbb{D}}_n (n \geq 4), \widetilde{\mathbb{E}}_6, \widetilde{\mathbb{E}}_7\) and \(\widetilde{\mathbb{E}}_8\).

Recall that an algebra \(A\) is called a minimal algebra of infinite representation type if \(A\) is representation-infinite, but \(A/AeA\) is representation-finite for any non-zero idempotent \(e\) of \(A\). Then, we have the following statement.

**Proposition 2.8** ([HV Theorem 2]). An algebra \(A\) is a minimal algebra of infinite representation type with a preprojective component if and only if it is a tame concealed algebra or a generalized Kronecker algebra.

It is shown in [AS] (1.2)] that tame concealed algebras are simply connected. We also mention that tame concealed algebras have been completely classified by quiver and relations in [HV] (see also [Bo2]). By looking in detail at the shape of the quivers in [HV], one may find the following interesting fact.

**Remark 2.9.** Let \(A\) be a concealed algebra of type \(\widetilde{\mathbb{E}}_6, \widetilde{\mathbb{E}}_7\) and \(\widetilde{\mathbb{E}}_8\). Then, the vertices of the quiver of \(A\) can be lied in at most 4 rows and 8 columns.

2.4. **Tits form.** Let \(A = \mathbb{k}Q/I\) be a triangular algebra and \(N := \{0, 1, 2, \ldots\}\). We recall from [Bo1 Section 2] that the Tits form \(q_A : \mathbb{Z}^{Q_0} \rightarrow \mathbb{Z}\) of \(A\) is the integral quadratic form defined by

\[
q_A(v) := \sum_{i \in Q_0} v_i^2 - \sum_{(i \rightarrow j) \in Q_1} v_i v_j + \sum_{i, j \in Q_0} r(i, j) v_i v_j,
\]
where \( v := (v_i) \in \mathbb{Z}_Q \) and \( r(i, j) = |R \cap I| \) is the number of relations with source \( i \) and target \( j \), for a minimal set \( R \) of relations in \( I \). Then, the Tits form \( q_A \) is called \textit{weakly positive} if \( q_A(v) > 0 \) for any \( v \neq 0 \) in \( \mathbb{N}_Q \). We mention the following efficient method to determine the representation-finiteness of simply connected algebras.

**Proposition 2.10** ([SS, XX, Theorem 2.9]). Let \( A \) be a simply connected algebra. Then, \( A \) is representation-finite if and only if the Tits form \( q_A \) is weakly positive, or equivalently, if and only if \( A \) does not contain a convex subalgebra which is a concealed algebra of type \( \tilde{D}_n \) \((n \geq 4)\), \( \tilde{E}_6 \), \( \tilde{E}_7 \) or \( \tilde{E}_8 \).

### 2.5. Reduction theorems

We review some general reduction methods on the representation-finiteness of algebras, especially, tensor product algebras. The following well-known statements are due to the existence of some full faithful functors or algebra isomorphisms.

**Proposition 2.11.** If \( A \) is a representation-finite algebra, then

1. the quotient \( A/\mathcal{J} \) is representation-finite for any two-sided ideal \( \mathcal{J} \) of \( A \).
2. the idempotent truncation \( eAe \) is representation-finite for any idempotent \( e \) of \( A \).
3. the opposite algebra \( A^{\text{op}} \) is representation-finite.

**Corollary 2.12.** If \( A \otimes B \) is representation-finite, then \( A \) and \( B \) are representation-finite.

An algebra \( A \) is said to be \textit{local} if it has only one simple module, up to isomorphism. Otherwise, \( A \) is called a \textit{non-local} algebra.

**Proposition 2.13** ([AH, Proposition 4.1]). If \( A, B \) and \( C \) are non-local algebras, then \( A \otimes B \otimes C \) is representation-infinite.

The proof of Proposition 2.13 is quite simple. One may observe a tame concealed algebra of type \( \tilde{A}_5 \) as a quotient of \( A \otimes B \otimes C \), i.e., the black points in the following quiver

```
• → • → • → • → •
↓  ↓  ↓  ↓  ↓
• ↙ • ↙ • ↙ • ↙
```

Lastly, we give a new observation as follows. This may be regarded as a partial reason why we study tensor products between simply connected algebras as a first step.

**Proposition 2.14.** Let \( A = k\mathcal{Q}/\mathcal{I} \) be a bound quiver algebra. If \( Q \) contains an oriented cycle that is not a loop, then \( A \otimes A \) is representation-infinite.

**Proof.** It suffices to show that \( \Lambda := (A \otimes A)/\text{rad}^2 (A \otimes A) \) is representation-infinite. Suppose \( Q \) is a cycle of the form

```
1 ← 2 → 3 → ⋯ → n−3 → n−2 → n−1.
```
By the construction of $\Lambda$, the quiver of $\Lambda$ contains two kinds of cycles for any $1 \leq k \leq n$:
\[
\begin{array}{ccccccccc}
(k, 1) & \rightarrow & (k, 2) & \rightarrow & \cdots & \rightarrow & (k, n - 2) & \rightarrow & (k, n - 1) \\
& \leftarrow & & & & & & & \leftarrow (k, n)
\end{array}
\]
and
\[
\begin{array}{ccccccccc}
(1, k) & \rightarrow & (2, k) & \rightarrow & \cdots & \rightarrow & (n - 2, k) & \rightarrow & (n - 1, k) \\
& \leftarrow & & & & & & & \leftarrow (n, k)
\end{array}
\]

Then, $\Lambda$ admits the following quiver as a subquiver:
\[
\begin{array}{ccccccccc}
(2, 1, 1) & \rightarrow & (2, n, 0) & \rightarrow & (3, n, 1) & \rightarrow & \cdots & \rightarrow & (s + 1, s + 2, \epsilon) \\
& \leftarrow & & & & & & & \leftarrow (n, 3, 1) & \rightarrow & (n, 2, 0) & \rightarrow & (1, 2, 1) & \rightarrow & (1, 1, 0)
\end{array}
\]

where
\[
n = \begin{cases} 
2s - 1 & \text{if } n \text{ is odd}, \\
2s & \text{if } n \text{ is even},
\end{cases} \quad \epsilon = \begin{cases} 
1 & \text{if } n \text{ is odd}, \\
0 & \text{if } n \text{ is even},
\end{cases} \quad \epsilon = \begin{cases} 
\rightarrow & \text{if } n \text{ is odd,} \\
\leftarrow & \text{if } n \text{ is even.}
\end{cases}
\]

The above subquiver indicates a tame concealed algebra of type $\widetilde{A}_n$. Hence, $\Lambda$ is representation-infinite.

### 3. Hereditary algebras

In this section, we consider some elementary cases (i.e., $A \otimes B$ with $A$ being a non-local representation-finite hereditary algebra) to deduce that most tensor products are representation-infinite. According to Gabriel’s Theorem, a hereditary algebra $A$ is representation-finite if and only if the underlying graph of its quiver $Q_A$ is one of Dynkin diagrams. We then consider the path algebras of type $A, D, E$ as follows.

#### 3.1. Path algebra of type $A$

Let $A_n$ ($n \geq 2$) be the Dynkin diagram of type $A$:
\[
1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow \cdots \rightarrow n - 1 \rightarrow n.
\]

The orientation of $A_n$ is defined as $\epsilon := (\epsilon_1, \epsilon_2, \ldots, \epsilon_{n-1})$ with
\[
\begin{cases} 
\epsilon_i = + & \text{if } i \rightarrow i + 1, \\
\epsilon_i = - & \text{if } i + 1 \rightarrow i.
\end{cases}
\]

We denote by $A_n^\epsilon$ the path algebra of type $A$ associated with the orientation $\epsilon$. Note that, if $\epsilon_i = +$ (or $-$) for all $1 \leq i \leq n - 1$, the tensor product $A_n^\epsilon \otimes B$ is isomorphic to the lower triangular matrix algebra $T_n(B)$, that is,

\[
T_n(B) = T_n(K) \otimes B := \begin{pmatrix} 
B & 0 & \cdots & 0 \\
B & B & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
B & B & \cdots & B
\end{pmatrix}.
\]
Proposition 3.1. Let $B$ be a non-local representation-finite simply connected algebra. Then the following statements are equivalent.

1. $A_2^{(+)} \otimes B$ is representation-finite.
2. $B$ and $B^{\text{op}}$ do not contain one of the algebras in the family (IT) in [LS1] as a quotient algebra.

Proof. Let $C$ be a representation-finite standard algebra in the sense of [BrG, (3.1)]. Then, it is shown in [LS1, Theorem 4] that $A_2^{(+)} \otimes C$ is representation-finite if and only if its Galois covering $\tilde{C}$ (and $\tilde{C}^{\text{op}}$) do not contain one of the algebras in the family (IT) as a quotient algebra. On the other hand, it is known from [BoG, (6.1)] that any representation-finite simply connected algebra $B$ is standard and $B \cong \tilde{B}$. □

Corollary 3.2. Let $\varepsilon$ be an orientation of $A_n$. Then, the tensor product $A_2^{(+)} \otimes A_3^\varepsilon$ is representation-finite if and only if $n \leq 4$.

Proof. This is obvious since $A_4$ is not in (IT) but $A_5$ is in (IT), see [LS1, Page 277]. □

Lemma 3.3. The tensor product $A_3^\varepsilon \otimes A_3^\omega$ is representation-infinite for any $\varepsilon$ and $\omega$.

Proof. Up to isomorphism, it suffices to consider the following 4 cases. We shall prove that the tensor product $A_3^\varepsilon \otimes A_3^\omega$ in each case admits a tame concealed algebra as a quotient, which is indicated by the black points in the corresponding quivers.

- Set $\varepsilon = (++)$ and $\omega = (++).$ Then, $A_3^{(++)} \otimes A_3^{(++)}$ is presented as

[Diagram: A 3x3 grid with certain arrows indicated by black points, representing a tame concealed algebra of type $\tilde{D}_6$.]

and it admits a tame concealed algebra of type $\tilde{D}_6$ as a quotient algebra.

- Set $\varepsilon = (++)$ and $\omega = (+-)$. Then, $A_3^{(++)} \otimes A_3^{(+ -)}$ is presented as

[Diagram: A 3x3 grid with certain arrows indicated by black points, representing a tame concealed algebra of type $\tilde{E}_6$ (see No.85 in [Bo2]) as a quotient.]

and it has a tame concealed algebra of type $\tilde{E}_6$ (see No.85 in [Bo2]) as a quotient.

- Set $\varepsilon = (+ -)$ and $\omega = (+ -)$. Then, $A_3^{(+ -)} \otimes A_3^{(+ -)}$ is presented as

[Diagram: A 3x3 grid with certain arrows indicated by black points, representing a tame concealed algebra of type $\tilde{D}_4$ as a quotient algebra.]

and it admits a tame concealed algebra of type $\tilde{D}_4$ as a quotient algebra.
• Set $\varepsilon = (+-)$ and $\omega = (++)$. Then, $A_3^{(+)} \otimes A_3^{(+-)}$ is presented as

and it admits a tame concealed algebra of type $\tilde{D}_6$ as a quotient algebra.

This completes the proof. \hfill \qed

**Lemma 3.4.** Let $B$ be a non-local representation-finite simply connected algebra. Then, $A_3^{\varepsilon} \otimes B$ is representation-finite if and only if $B$ is isomorphic to $A_2^{(+)}$ or $N(n)$ for $n \geq 3$.

**Proof.** If $B$ contains $A_3^{\omega}$ for some $\omega$ as a quotient, then there exists a surjection $A_3^{\varepsilon} \otimes B \to A_3^{\varepsilon} \otimes A_3^{\omega}$. It follows from Lemma 3.3 that $A_3^{\varepsilon} \otimes B$ is representation-infinite. Therefore, $B$ is isomorphic to either $A_2^{(+)}$ or $N(n)$ with $n \geq 3$ if $A_3^{\varepsilon} \otimes B$ is representation-finite.

By Corollary 3.2, $A_3^{\varepsilon} \otimes A_2^{(+)}$ is representation-finite for any choice of $\varepsilon$. We then show that $A_3^{\varepsilon} \otimes N(n)$ is also representation-finite for each $\varepsilon$. Up to opposite algebras, it suffices to consider two cases: $(++)$ and $(+-)$. In fact, it follows from [LS2] Theorem 6.1 that $A_3^{(++)} \otimes N(n)$ is representation-finite. The tensor product $A_3^{(+)} \otimes N(n)$ is presented by

with $a^2 = 0$ and $ab = ba$. We observe that $A_3^{(+)} \otimes N(n)$ does not contain any tame concealed algebra as a quotient. In fact, if $A_3^{(+)} \otimes N(n)$ has a tame concealed algebra (say, $C$) of type $\tilde{D}_n$ or $\tilde{E}_n$ as a quotient algebra, then $C$ can be embedded in a truncation of $A_3^{(+)} \otimes N(n)$ consisting of 3 rows and 8 columns in its quiver, see Remark 2.9. (Here, we assume that $n$ is large enough to take truncation. If not so, then the case is easy to check.) Such a $3 \times 8$ truncation of $A_3^{(+)} \otimes N(n)$ is always isomorphic to $A_3^{(+)} \otimes N(8)$, and it is not difficult to check that $A_3^{(+)} \otimes N(8)$ contains no tame concealed algebras. Thus, $A_3^{(+)} \otimes N(n)$ is representation-finite following Proposition 2.10. \hfill \qed

**Remark 3.5.** One may use the software GAP 4.10.2\footnote{Some bugs have appeared in the latest version of GAP, i.e., GAP 4.12.2, so that the command IsWeaklyPositiveUnitForm(-) can only be used in GAP 4.10.2 or earlier versions.} to find that the Tits form of $A_3^{(+)} \otimes N(8)$ is weakly positive. The code we use is as follows.

```gaps
1 LoadPackage("qpa");
2 # $A \simeq \mathbb{Q}_A$ \mathbf{algebra of type} $\tilde{D}_6$ as a quotient algebra.
3 Q_A := Quiver(["v1", "v2", "v3"], ["v1", "v2", "x"], ["v3", "v2", "y"],
4 KQ_A := PathAlgebra(Rationals, Q_A);)
```
Lemma 3.6. Let $B$ be a non-local representation-finite simply connected algebra. Then, $A_4^\varepsilon \otimes B$ is representation-finite if and only if $B$ is isomorphic to $A_2^{(+)}$.

Proof. If $B \cong A_2^{(+)}$, then $A_4^\varepsilon \otimes B$ is representation-finite by Corollary 3.2. We then show that $A_4^\varepsilon \otimes N(n)$ with $n \geq 3$ is representation-infinite, and the statement follows from Lemma 3.4. It only needs to consider 4 cases: $(+++)$, $(+-+)$, $(-++)$ and $(+--)$.

- Set $\varepsilon = (++)$. It follows from [LS2, Theorem 6.1] that $A_4^{(+++)} \otimes N(3)$ is representation-infinite.
- Set $\varepsilon = (+-+)$. Then, $A_4^{(+--)} \otimes N(3)$ is presented by the quiver

  ![Quiver Diagram](image)

  with $b^2 = 0$ and $ab = ba$. Here, the black points indicate a tame concealed algebra of type $\mathcal{D}_5$ such that $A_4^{(+--)} \otimes N(3)$ is representation-infinite.

- Set $\varepsilon = (-++)$. Then, $A_4^{(-++)} \otimes N(3)$ is presented by the quiver

  ![Quiver Diagram](image)

  with $b^2 = 0$ and $ab = ba$. The black points indicate a tame concealed algebra of type $\mathcal{E}_7$ (see No.13 in [Bo2]) such that $A_4^{(-++)} \otimes N(3)$ is representation-infinite.
• Set $\varepsilon = (+ + -)$. Then, $A_4^{{++-}} \otimes N(3)$ is presented by the quiver

![Quiver Diagram]

with $b^2 = 0$ and $ab = ba$. The black points in the quiver indicate a tame concealed algebra of type $\tilde{D}_6$ such that $A_4^{{++-}} \otimes N(3)$ is representation-infinite.

By taking the surjection $N(n) \rightarrow N(3)$, we find that $A_4^\varepsilon \otimes N(n)$ with $n \geq 3$ is representation-infinite in all the 4 cases. □

Proposition 3.7. Let $B$ be a non-local representation-finite simply connected algebra. Then, $A_4^\varepsilon \otimes B$ with $n \geq 5$ is representation-infinite for any orientation $\varepsilon$.

Proof. There exists a surjection $A_4^\varepsilon \otimes B \rightarrow A_5^\varepsilon \otimes A_2^{(+)}$, and the latter one is representation-infinite by Corollary 3.2. □

3.2. Path algebra of type $D$. Let $D_n (n \geq 4)$ be the Dynkin diagram of type $D$:

![Dynkin Diagram Dn]

The orientation of $D_n$ is defined as $\varepsilon := (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_{n-1})$ with

\[
\begin{align*}
\varepsilon_1 &= + \quad \text{if } 1 \rightarrow 3, \\
\varepsilon_1 &= - \quad \text{if } 3 \rightarrow 1, \\
\varepsilon_2 &= + \quad \text{if } 2 \rightarrow 3, \\
\varepsilon_2 &= - \quad \text{if } 3 \rightarrow 2, \\
\varepsilon_i &= + \quad \text{if } i \rightarrow i + 1, \\
\varepsilon_i &= - \quad \text{if } i + 1 \rightarrow i. \\
\end{align*}
\]

($i \geq 3$)

We denote by $D_n^\varepsilon$ the path algebra of type $D$ associated with the orientation $\varepsilon$.

Proposition 3.8. Let $B$ be a non-local representation-finite simply connected algebra. Then, the tensor product $D_n^\varepsilon \otimes B$ is representation-infinite for any $n \geq 4$.

Proof. It is enough to show that $D_4^\varepsilon \otimes A_2^{(+)}$ is representation-infinite. In fact, this follows from Proposition 3.1 since $D_4$ is included in the family (IT) in [LS1]. □

Let $E_6$, $E_7$ and $E_8$ be the Dynkin diagrams of type $E$. These contain $D_4$ as a subgraph, we have the following corollary from Proposition 3.8.

Corollary 3.9. Let $B$ be a non-local representation-finite simply connected algebra and $E$ a path algebra of type $E$. Then, the tensor product $E \otimes B$ is representation-infinite.

We have also obtained a slight generalization of [AH Theorem 4], in which the authors deal with the representation-finiteness of $T_n(B)$.

Corollary 3.10. Suppose $A$ is a representation-finite hereditary algebra with $n \geq 2$ simple modules. Then, the following statements hold.
Let $B$ be a non-local hereditary algebra. Then $A \otimes B$ is representation-finite if and only if $A \simeq A_2^{(+)}$ and $B$ is isomorphic to one of path algebras of $A_2$, $A_3$ and $A_4$.

Let $n \geq 3$ and $B$ be non-local simply connected but not hereditary algebra. Then, $A \otimes B$ is representation-finite if and only if $A$ is isomorphic to a path algebra of $A_3$ and $B \simeq N(m)$ for some $m \geq 3$.

3.3. Result. We have the following result related to our classification.

Theorem 3.11. Let $A$ and $B$ be two non-local simply connected algebras. Then, the following statements hold.

1. If both $A$ and $B$ are not Nakayama algebras, then $A \otimes B$ is representation-infinite.
2. If $A$ is a Nakayama algebra with $\text{rad}^2 A \neq 0$ and $B$ is not a Nakayama algebra, then $A \otimes B$ is representation-infinite.
3. If both $A$ and $B$ are Nakayama algebras with radical square not zero, then $A \otimes B$ is representation-infinite.

Proof. In all three cases, we notice that there is a surjection $A \otimes B \to A_3^\varepsilon \otimes A_3^\omega$ for some choices of $\varepsilon$ and $\omega$. Then, the statements follow from Lemma 3.3. \hfill \square

4. Nakayama Algebras

We have reduced the general problem on $A \otimes B$ to the cases that at least one of $A$ and $B$ is a Nakayama algebra with radical square zero, see Theorem 3.11. Up to isomorphism, we assume in this section that $A \simeq N(n)$ with $n \geq 3$. Moreover, we assume $|B| \geq 3$ since $B \simeq A_2^{(+)}$ if $|B| = 2$.

Let us start with the following easy observation.

Proposition 4.1. The tensor product $N(n) \otimes N(m)$ with $n, m \geq 3$ is representation-finite.

Proof. By constructing the quiver presentation of $N(n) \otimes N(m)$, we find that it is a special biserial algebra. It is then shown in [ABM] that $N(n) \otimes N(m)$ is representation-finite. \hfill \square

In the following, we divide the problem on $N(n) \otimes B$ into two disjoint cases: $B$ is a Nakayama algebra or $B$ is not a Nakayama algebra.

4.1. $B$ is Nakayama. We assume that $B$ is a simply connected Nakayama algebra and is not radical square zero. If $|B| = 3$, then $B \simeq A_3^{(++)}$ and this case has been determined in Corollary 3.10, i.e., $N(n) \otimes B$ is representation-finite for any $n \geq 3$. Suppose $|B| = m \geq 4$
Lemma 4.2. If $\text{rad}^3 B \neq 0$, then $N(n) \otimes B$ is representation-infinite for any $n \geq 3$.

Proof. We show that $N(3) \otimes B$ is representation-infinite. Since $\text{rad}^3 B \neq 0$, $N(3) \otimes B$ must admit a quotient algebra with the following quiver

and $a^3 \neq 0, b^2 = 0, ab = ba$. The black points in the quiver indicate a tame concealed algebra of type $\widetilde{D}_7$ such that the quotient of $N(3) \otimes B$ is representation-infinite. \hfill $\square$

If $\text{rad}^3 B = 0$, then $N(n) \otimes B$ is a quotient algebra of $\Lambda_{n,m} := k\Delta_{n,m}/\langle a^3, b^2, ab - ba \rangle$, for some $n \geq 3, m \geq 4$. Since $a^3 = 0$ and $b^2 = 0$, it is easy to find that $\Lambda_{n,m}$ cannot have a tame concealed algebra of type $\widetilde{D}_n$ as a quotient algebra. We have the following results.

Lemma 4.3. If $B$ has the bound quiver algebra

\[
B_1 := k\left(1 \xrightarrow{\alpha} 2 \xrightarrow{\beta} 3 \xrightarrow{\gamma} 4 \xrightarrow{\delta} 5 \right)/\langle \alpha\beta\gamma, \beta\gamma\delta \rangle
\]

as a quotient, then $N(3) \otimes B$ is representation-infinite.

Proof. The tensor product $N(3) \otimes B_1$ is given by the quiver

with $a^3 = b^2 = 0$ and $ab = ba$. The black points give a tame concealed algebra of type $\widetilde{E}_8$ (see No.99 in [Bo2]). This implies that $N(3) \otimes B$ is representation-infinite. \hfill $\square$
Lemma 4.4. If $B$ has the bound quiver algebra

$$B_2 := k \left( \begin{array}{cccc} 1 & 2 & 3 & 4 \\ \alpha & \beta & \gamma & \delta \end{array} \right) \bigg/ \langle \alpha \beta \gamma, \gamma \delta \rangle$$

as a quotient, then $N(3) \otimes B$ is representation-infinite.

Proof. The tensor product $N(3) \otimes B_2$ is given by the quiver

with $a^2c = b^2 = c^2 = 0$, $ab = ba$, $bc = cb$ and $bd = db$. The black points give a tame concealed algebra of type $\overline{E}_8$ (see No.17 in [Bo2]). This implies that $N(3) \otimes B$ is representation-infinite. \qed

Proposition 4.5. Suppose $\text{rad}^3 B = 0$. Then, $N(3) \otimes B$ is representation-finite if and only if $B$ does not contain one of $B_1$, $B_2$ and their opposite algebras as a quotient algebra.

Proof. Suppose $B$ does not contain one of $B_1$, $B_2$, $B_1^{\text{op}}$, $B_2^{\text{op}}$ as a quotient algebra. If $N(3) \otimes B$ has a tame concealed algebra (say, $C$) of type $\overline{E}_n$ as a quotient algebra, then $C$ can be embedded in a truncation of $N(3) \otimes B$ consisting of 3 rows and 8 columns in $\Delta_{3,m}$, see Remark 2.9. We assume that $m$ is large enough to take truncation. If not so, then the case is some quotient of the cases with larger $m$.

Set $|B| = 8$. All possible choices of $B$ are listed as follows.

1. $1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_3} 4 \xrightarrow{a_4} 5 \xrightarrow{a_5} 6 \xrightarrow{a_6} 7 \xrightarrow{a_7} 8$ with $a_1a_2a_3 = a_3a_4 = a_4a_5 = a_5a_6a_7 = 0$.

2. $1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_3} 4 \xrightarrow{a_4} 5 \xrightarrow{a_5} 6 \xrightarrow{a_6} 7 \xrightarrow{a_7} 8$ with $a_1a_2a_3 = a_3a_4 = a_4a_5 = a_5a_6a_7 = 0$.

3. $1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_3} 4 \xrightarrow{a_4} 5 \xrightarrow{a_5} 6 \xrightarrow{a_6} 7 \xrightarrow{a_7} 8$ with $a_1a_2a_3 = a_3a_4 = a_4a_5 = a_5a_6a_7 = 0$.

4. $1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_3} 4 \xrightarrow{a_4} 5 \xrightarrow{a_5} 6 \xrightarrow{a_6} 7 \xrightarrow{a_7} 8$ with $a_1a_2a_3 = a_3a_4 = a_4a_5 = a_5a_6a_7 = 0$.

5. $1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_3} 4 \xrightarrow{a_4} 5 \xrightarrow{a_5} 6 \xrightarrow{a_6} 7 \xrightarrow{a_7} 8$ with $a_1a_2a_3 = a_3a_4 = a_4a_5 = a_5a_6 = 0$.

6. $1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_3} 4 \xrightarrow{a_4} 5 \xrightarrow{a_5} 6 \xrightarrow{a_6} 7 \xrightarrow{a_7} 8$ with $a_1a_2a_3 = a_3a_4 = a_4a_5 = a_5a_6 = 0$. 

for all but one $i \in \{1, 2, \ldots, 6\}$.

6. $1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_3} 4 \xrightarrow{a_4} 5 \xrightarrow{a_5} 6 \xrightarrow{a_6} 7 \xrightarrow{a_7} 8$ with $a_i a_{i+1} = 0$ for all but two $i \neq j \in \{1, 2, \ldots, 6\}$.
Here, the cases \((1^i)\)'s are quotients of \((1)\) and the case \((r^o)\) is the opposite algebra of \((i)\). Moreover, the cases \((5)\) and \((6)\) are quotients of some cases in \((1) - (4)\). Similar to Remark \ref{remark:3.5}, one may use GAP 4.10.2 to check that the Tits form of \(N(3) \otimes B\) is weakly positive in each case of \((1) - (4)\).

We observe that each \(3 \times 8\) truncation of \(N(3) \otimes B\) is isomorphic to one of the algebras listed above. It turns out that \(N(3) \otimes B\) is representation-finite by Proposition \ref{proposition:2.10}.

**Lemma 4.6.** If \(B\) has the bound quiver algebra

\[
B_3 := k \left( \begin{array}{ccc}
1 & \alpha & 2 \\
2 & \beta & 3 \\
3 & \gamma & 4 \\
\end{array} \right) / \langle \alpha \beta \gamma \rangle
\]

as a quotient, then \(N(n) \otimes B\) is representation-infinite for any \(n \geq 4\).

**Proof.** We show that \(N(4) \otimes B_3\) is representation-infinite. In fact, \(N(4) \otimes B_3\) is isomorphic to \(\Lambda_{4,4}\). The black points in \(\Delta_{4,4}\), i.e.,

\[
\begin{array}{cccc}
& a & & \\
\downarrow & & \downarrow & \\
& a & & \\
& b & & \\
\end{array}
\begin{array}{cccc}
& a & & \\
\downarrow & & \downarrow & \\
& a & & \\
& b & & \\
\end{array}
\begin{array}{cccc}
& a & & \\
\downarrow & & \downarrow & \\
& a & & \\
& b & & \\
\end{array}
\begin{array}{cccc}
& a & & \\
\downarrow & & \downarrow & \\
& a & & \\
& b & & \\
\end{array}
\]

give a tame concealed algebra of type \(\overline{E}_7\) (see No.12 in \cite{Bo2}). Hence, \(N(4) \otimes B_3\) is representation-infinite.

**Proposition 4.7.** Suppose \(\text{rad}^3 B = 0\). Then, \(N(n) \otimes B\) with \(n \geq 4\) is representation-finite if and only if \(B\) does not contain \(B_3\) as a quotient algebra.

**Proof.** We only show the sufficiency. If \(B\) does not contain \(B_3\) as a quotient algebra, then we have \(\alpha \beta = 0\) or \(\beta \gamma = 0\) for each path \(\circ \xrightarrow{\alpha} \circ \xrightarrow{\beta} \circ \xrightarrow{\gamma} \circ\) in \(B\). It suffices to consider \(B\) as a quotient of \(\Gamma_m\), where \(\Gamma_m\) \((m \geq 4)\) is given by

\[
1 \xrightarrow{a_1} 2 \xrightarrow{a_2} 3 \xrightarrow{a_1} 4 \xrightarrow{a_2} 5 \xrightarrow{a_1} 6 \xrightarrow{a_2} \cdots \xrightarrow{a_1} m - 1 \xrightarrow{a_2} m
\]

with \(a_1a_2 = 0\) and \(a_2a_1 \neq 0\). We show that \(N(n) \otimes \Gamma_m\) is representation-finite.

Since \(N(n) \otimes \Gamma_m\) is a quotient of \(\Lambda_{n,m}\), it also cannot have a tame concealed algebra of type \(\overline{E}_n\) as a quotient algebra. Similar to the situation of Lemma \ref{lemma:3.4}, if \(N(n) \otimes \Gamma_m\) admits a tame concealed algebra of type \(\overline{E}_n\) as a quotient, then the quotient must be embedded in a \(4 \times 8\) or \(8 \times 4\) truncation of \(N(n) \otimes \Gamma_m\), see Remark \ref{remark:2.9} (Here, we assume that \(n\) and \(m\) are large enough to take truncation.) Up to isomorphism, we only need to consider \(N(4) \otimes \Gamma_8\) and \(N(8) \otimes \Gamma_4\), and both cases do not contain a tame concealed algebra of type \(\overline{E}_n\) as a quotient. (One may also use the software GAP 4.10.2 to find that the Tits forms of \(N(4) \otimes \Gamma_8\) and \(N(8) \otimes \Gamma_4\) are weakly positive, see Remark \ref{remark:3.5}.) Thus, \(N(n) \otimes \Gamma_m\) is representation-finite by Proposition \ref{proposition:2.10}.

\(\square\)
In summary, we have the following result related to our classification.

**Theorem 4.8.** Let $A \simeq N(n)$ with $n \geq 3$ and $B$ a Nakayama algebra with $|B| \geq 3$ and $\text{rad}^2 B \neq 0$. Then, $A \otimes B$ is representation-finite if and only if one of the following holds:

1. $n = 3$, $\text{rad}^3 B = 0$ and $B$ does not contain one of $B_1$, $B_2$ and their opposite algebras as a quotient algebra.
2. $n \geq 4$ and $B$ does not contain $B_3$ as a quotient algebra.

4.2. $B$ is not Nakayama. In this subsection, we consider the case that $B$ is a simply connected algebra, but is not a Nakayama algebra. Then, the quiver $Q_B$ of $B$ contains $\circ \circ \circ$ or $\circ \circ \circ \circ \circ$ as a subquiver.

**Proposition 4.9.** If $|B| = 3$, then $N(n) \otimes B$ is representation-finite for any $n \geq 3$.

**Proof.** Let $C = kQ_C/I$ be a bound quiver algebra. If $Q_C$ is an acyclic quiver whose underlying graph is a triangle, that is,

then the fundamental group of $C$ is isomorphic to $\mathbb{Z}$ such that $C$ is not simply connected. Since $B$ is simply connected but not Nakayama and $|B| = 3$, we have $B \simeq A_3^{(-)}$ or $B \simeq A_3^{(-)}$. Then, we obtain the statement from Corollary 3.10. □

**Proposition 4.10.** If the underlying graph of the quiver $Q_B$ of $B$ has

as a subgraph, then $N(n) \otimes B$ is representation-infinite for any $n \geq 3$.

**Proof.** It is enough to check the case $|B| = 4$. If $B \simeq D_4^\varepsilon$ for some $\varepsilon$, then $N(n) \otimes B$ is representation-infinite by Corollary 3.10. Otherwise, $B$ has either $B_4$ or $B_4^{op}$ as a quotient algebra, where $B_4$ is presented as

$$B_4 := k \left( \begin{array}{ccc}
1 & \alpha & 3 \\
2 & \beta & 4
\end{array} \right) / \langle \alpha \beta, \gamma \beta \rangle.$$

It suffices to show that $N(3) \otimes B_4$ is representation-infinite. In fact, $N(3) \otimes B_4$ is given by

```plaintext
1 2 3
\alpha \beta \gamma
```

$$B_4$$
with \( ac = b^2 = 0, \ ab = ba \) and \( bc = cb \). The black points indicate a tame concealed algebra of type \( \tilde{E}_6 \) (see No.1 in [Bo2]). Hence, \( N(3) \otimes B_4 \) is representation-infinite. □

Proposition 4.10 implies that if \( N(n) \otimes B \) is representation-finite, then the quiver \( Q_B \) of \( B \) must be of type \( A \) or \( \tilde{A} \). Note that \( B \) is simply connected. If \( |B| \geq 4 \) and \( Q_B \) is of type \( \tilde{A} \), then \( B \) is isomorphic to \( \Omega_{s,t} \) with \( s + t = |B| \), where \( \Omega_{s,t} \) is defined by

![Diagram](image)

with the unique commutativity relation.

**Proposition 4.11.** If \( s + t \geq 4 \), then \( N(n) \otimes \Omega_{s,t} \) is representation-infinite for any \( n \geq 3 \).

**Proof.** It follows from Proposition 3.1 that \( A_2^{(+)} \otimes \Omega_{s,t} \) is representation-infinite. Since there is a surjection from \( N(n) \) to \( A_2^{(+)} \), we obtained the statement. □

By combining Proposition 4.10 and Proposition 4.11, the quiver \( Q_B \) of \( B \) should be of type \( A \) if \( N(n) \otimes B \) is representation-finite. This reduces the problem to some small cases.

**Proposition 4.12.** Suppose \( |B| = 4 \) and \( Q_B \) is of the form \( 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \). Then, \( N(n) \otimes B \) with \( n \geq 3 \) is representation-finite if and only if \( B \) or \( B_5^{op} \) is isomorphic to \( (4.4) \)

\[
B_5 := k\left( 1 \xrightarrow{\alpha} 2 \xleftarrow{\beta} 3 \xleftarrow{\gamma} 4 \right) / \langle \gamma \beta \rangle.
\]

**Proof.** Since \( B \) is not Nakayama, \( B \) cannot isomorphic to \( A_4^{(+ + +)} \) or \( A_4^{(- - -)} \). If \( N(n) \otimes B \) is representation-finite, then \( B \not\cong A_4^\varepsilon \) for any choice of \( \varepsilon \) (see Lemma 3.6) and hence, the unique possible case is \( B \cong B_5 \) (or \( B_5^{op} \)). In fact, \( N(n) \otimes B_5 \) is representation-finite following from [LI Page 155, (A)]. □

We define

\[
B_6 := k\left( 1 \xrightarrow{\alpha} 2 \xleftarrow{\beta} 3 \xleftarrow{\gamma} 4 \xrightarrow{\delta} 5 \right) / \langle \gamma \beta \rangle,
\]

and

\[
B_7 := k\left( 5 \xrightarrow{\delta} 1 \xrightarrow{\alpha} 2 \xleftarrow{\beta} 3 \xleftarrow{\gamma} 4 \right) / \langle \gamma \beta, \delta \alpha \rangle.
\]

**Lemma 4.13.** If \( B \cong B_6 \) or \( B_7 \), then \( N(3) \otimes B \) is representation-infinite.

**Proof.** The tensor product \( N(3) \otimes B_6 \) is given by the quiver

![Diagram](image)
with \( b^2 = c^2 = 0, \ ab = ba, \ cb = bc \) and \( db = bd \). In the quiver, the black points induce a tame concealed algebra of type \( \widetilde{E}_8 \) (see No.4 in [Bo2]) and thus, \( N(3) \otimes B_6 \) is representation-infinite. Similarly, \( N(3) \otimes B_7 \) is given by the quiver

![Quiver Diagram](image)

with \( a^2 = b^2 = c^2 = 0, \ ab = ba \) and \( cb = bc \). Here, the black points give a tame concealed algebra of type \( \widetilde{E}_7 \) (see No.2 in [Bo2]).

Proposition 4.14. Suppose \(|B| \geq 5\) and \( Q_B \) is of type \( A \). Then, the tensor product \( N(3) \otimes B \) is representation-finite if and only if \( B \) does not contain one of \( A_5, B_6, B_7 \) and their opposite algebras as a quotient algebra.

Proof. We assume that \( B \) does not contain one of \( A_5, B_6, B_7 \) and their opposite algebras as a quotient. Since \( B \) is not a Nakayama algebra, the quiver \( Q_B \) of \( B \) contains at least one \( \circ \rightarrow \circ \rightarrow \circ \) or \( \circ \rightarrow \circ \rightarrow \circ \) as a subquiver. If \( Q_B \) contains

\[
\circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \quad \text{or} \quad \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ
\]

as a subquiver, this contradicts our assumption. Thus, \( \circ \rightarrow \circ \rightarrow \circ \) and \( \circ \rightarrow \circ \rightarrow \circ \) can only appear in the leftmost or rightmost of \( Q_B \). Moreover, \( Q_B \) cannot be of the form

\[
\circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \cdots \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ
\]

or

\[
\circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \cdots \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ
\]

otherwise, we will also obtain a contradiction. In summary, \( Q_B \) should be of the form

\[
\circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \cdots \rightarrow \circ \rightarrow \circ \rightarrow \circ
\]

or

\[
\circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \cdots \rightarrow \circ \rightarrow \circ \rightarrow \circ
\]

up to isomorphism.

Similar to the proof of Proposition 4.5, we show that each \( 3 \times 8 \) truncation (if it exists) of \( N(3) \otimes B \) is representation-finite. Up to isomorphism, a \( 3 \times 8 \) truncation of \( N(3) \otimes B \) is isomorphic to one of the algebras listed below:

1. \( 1 \rightarrow a_1 \rightarrow a_2 \rightarrow a_3 \rightarrow a_4 \rightarrow a_5 \rightarrow a_6 \rightarrow a_7 \rightarrow a_8 \) with \( a_3 a_2 = a_5 a_4 = a_7 a_6 = 0 \).
2. \( 1 \rightarrow a_1 \rightarrow a_2 \rightarrow a_3 \rightarrow a_4 \rightarrow a_5 \rightarrow a_6 \rightarrow a_7 \rightarrow a_8 \) with \( a_3 a_2 = a_4 a_3 = a_5 a_4 = a_7 a_6 = 0 \).
3. \( 1 \rightarrow a_1 \rightarrow a_2 \rightarrow a_3 \rightarrow a_4 \rightarrow a_5 \rightarrow a_6 \rightarrow a_7 \rightarrow a_8 \) with \( a_3 a_2 = a_5 a_4 = a_6 a_5 = 0 \).
4. \( 1 \rightarrow a_1 \rightarrow a_2 \rightarrow a_3 \rightarrow a_4 \rightarrow a_5 \rightarrow a_6 \rightarrow a_7 \rightarrow a_8 \) with \( a_3 a_2 = a_4 a_3 = a_6 a_5 = 0 \).
5. \( 1 \rightarrow a_1 \rightarrow a_2 \rightarrow a_3 \rightarrow a_4 \rightarrow a_5 \rightarrow a_6 \rightarrow a_7 \rightarrow a_8 \) with \( a_3 a_2 = a_4 a_3 = a_6 a_5 = 0 \).
It is not difficult to see that

Proposition 4.15. Suppose $|B| \geq 5$ and $Q_B$ is of type $A$. Then, the tensor product $N(n) \otimes B$ is representation-infinite for any $n \geq 4$.

Proof. By Proposition 4.14, it suffices to show that $N(4) \otimes B_8$ is representation-infinite, where

$$\mathbf{B}_8 := k \left( 1 \xrightarrow{\alpha} 2 \xrightarrow{\beta} 3 \xrightarrow{\gamma} 4 \xrightarrow{\delta} 5 \right) / \langle \gamma \beta, \delta \gamma \rangle.$$ 

In fact, $N(4) \otimes \mathbf{B}_8$ is presented by the quiver

with $b^2 = c^2 = 0$, $ab = ba$ and $bc = cb$. It is obvious that the black points in the quiver give a tame concealed algebra of type $\mathbb{E}_8$ (see No.4 in [Bo2]).

In summary, we have the following result related to our classification.

Theorem 4.16. Let $A \simeq N(n)$ with $n \geq 3$ and $B$ a simply connected but not Nakayama algebra with $|B| \geq 3$. Then, $A \otimes B$ is representation-finite if and only if one of the following holds:

1. $|B| = 3$.
2. $|B| = 4$ and $B$ is isomorphic to $\mathbf{B}_5$ or $\mathbf{B}_5^{op}$.
3. $|B| \geq 5$, $n = 3$ and $B$ does not contain one of $\mathbf{A}_4^{\xi}$ for some $\xi$, $\mathbf{B}_6$, $\mathbf{B}_7$ and their opposite algebras as a quotient algebra.
5. Minimal representation-infinite cases

In Section 3 and Section 4, we have obtained a complete list of minimal representation-infinite simply connected tensor products, in the sense that $A \otimes B$ is representation-infinite, but any proper quotient $A' \otimes B'$ is representation-finite, for $A'$ and $B'$ being quotients of $A$ and $B$ respectively. More precisely, the list is given by

1. $A \cong A_2^{(+)}$ and $B$ (or $B^{op}$) is isomorphic to one of the algebras in the list (IT) in [LS1], see Proposition 3.1.

2. $A \cong A_3^\varepsilon$ and $B \cong A_3^\omega$ for some $\varepsilon$ and $\omega$, see Lemma 3.3.

3. $A \cong A_4^\varepsilon$ for some $\varepsilon$, and $B \cong N(3)$, see Lemma 3.6 and Lemma 4.2.

4. $A \cong N(3)$ and $B$ is isomorphic to one of $B_i$, $B_i^{op}$ for $i \in \{1, 2, 4, 6, 7\}$, see Lemma 4.3, Lemma 4.4, Proposition 4.10 and Lemma 4.13.

5. $A \cong N(4)$ and $B$ is isomorphic to one of $B_3$, $B_8$, $B_3^{op}$, $B_8^{op}$, see Lemma 4.6 and Proposition 4.15.
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