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Abstract. The Pixel Non Uniformity (PNU)\cite{22} is an essential and reliable tool to perform Source Camera Identification (SCI) and, during the years, became a standard de-facto for this task in the forensic field. In this paper, we show that, although strategies exist that aim to cancel, modify, replace the PNU traces in a digital camera image, it is still possible, through our experimental method, to find residual traces of the noise produced by the sensor used to shoot the photo. Furthermore, we show that it is possible to inject the PNU of a different camera in a target image and trace it back to the source camera, but only under the condition that the new camera is of the same model of the original one used to take the target image. Both cameras must fall within our availability. For completeness, we carried out 2 experiments and, rather than using the popular public reference dataset, CASIA TIDE, we preferred to introduce a dataset that does not present any kind of statistical artifacts. A preliminary experiment on a small dataset of smartphones showed that the injection of PNU from a different device makes it impossible to identify the source camera correctly.

For a second experiment, we built a large dataset of images taken with the same model DSLR. We extracted a denoised version of each image, injected each one with the Residual Noise (RN) of all the cameras in the dataset and compared all with a Reference Pattern (RP) from each camera. The results of the experiments, clearly, show that either in the denoised images and the injected ones is possible to find residual traces of the original camera PNU.

The combined results of the experiments show that, even in theory is possible to remove or replace the PNU from an image, this process can be, easily, detected and is possible, under some hard conditions, confirming the robustness of the PNU under this type of attacks.
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1 Introduction

The explosive growth of digital cameras and of their pervasive applications has led to an exponential increase of cases where the analysis of digital images plays
an important role in crime investigations. Consequently, a new branch of computer forensic science has been introduced under the name of *Digital Image Forensics*.

A frequent problem that arises when conducting this type of investigation is about the identification of the camera that has been used to take one or more digital images under scrutiny. We define this problem as the *Source Camera Identification* problem (SCI, for short). A popular approach for the solution of this problem is to resort to the analysis of the *Sensor Pattern Noise*. This is a characteristic noise that is left in a systematic way by digital sensors when acquiring new images. As widely discussed by the several publications in this field (see, e.g., [22]), it is possible to use this noise to determine a sort of unique fingerprint corresponding to the originating digital sensor.

The reliability of this approach has been assessed in several experimental studies. As a relevant result, it has been shown in [25] that, assuming the originating camera $C$ of a digital image $I$ under scrutiny is available to an investigator, it is possible to identify $C$ as the source camera for $I$ with a very high level of confidence.

In the recent years, several *counter-forensics* techniques have been proposed for deceiving source camera identification. Here, the goal may be to prevent the identification of $C$ (e.g., [23]) or to modify $I$ so as to make it result as taken by a different camera (e.g., ).

In this paper, we focus on one of the most interesting *counter-forensics* technique, by describing a simple methodology for implementing the spoofing of a digital image. Our experimental results show that the proposed implementation succeeds in modifying a digital image so to make it result as taken using a camera different than its originating one. More surprisingly, our results also show that the filtering procedure, that is commonly used to remove from a digital image the traces about its originating camera, is partially uneffective. Consequently, it is still possible to reveal the source camera used to take a spoofed picture by means of a simple modification of the original source camera identification algorithm, thus confirming the robustness of the PRNU noise as a mean to perform source camera identification.

### 2 PRNU-based Source Camera Identification

In this section, we briefly outline one of the most popular Source Camera Identification technique, originally introduced by Fridrich *et al.* in [22].

Their technique starts from the observation that the pattern noise of a digital image includes two main components: the Fixed Pattern Noise (FPN) noise and the Photo-Response Non Uniformity (Photo-Response Non Uniformity (PRNU)) noise. FPN is an additive noise caused by dark currents and, also, depending on exposure and temperature.

PRNU noise is a multiplicative noise dependent and is composed of:
low frequency components or defects (due to, e.g., light refraction on dust particles, optical surfaces, zoom settings). They are of low spatial frequency in nature; therefore, they cannot be considered a characteristic of the sensor; PNU noise, defined as the different sensitivity of pixels to light caused by the inhomogeneity of silicon wafers used to manufacture digital sensors as well as other imperfections arising during the sensor manufacturing process.

The key observation is that is very unlikely that different sensors, even manufactured using the same wafer, would exhibit correlated PNU patterns. So, the PNU noise is an intrinsic characteristic of each sensor and, thus, it can be effectively used for sensor identification.

Let $I$ be a digital image under scrutiny, the Fridrich et al. source camera identification technique can be summarized as follows:

**Step 1** A residual noise $x$ is extracted from $I$

$$x = I - F(I)$$

where $F$ is a denoising function. This is an approximation of the noise existing in $I$, including the PRNU noise. We will denote this residual noise as $x^{(i)}$.

**Step 2** PRNU pattern of a reference camera was estimated from a series of photos taken with this camera. We adopt the maximum likelihood approach [11] to estimate the camera’s PRNU pattern:

$$K = \frac{\sum_{i=1}^{N} x^{(i)} I^{(i)}}{\sum_{i=1}^{N} (I^{(i)})^2}$$

where $N$ is the series of images used to extract PRNU $K$.

**Step 3** A correlation statistic is used to measure the similarity between the $x$ and $K$. In this document, we use a correlation statistic called correlation on Circular Cross-Correlation Norm (CCN) [20], which is defined as:

$$c(x, y) = \frac{xy/L}{\sqrt{\frac{1}{L-|A|} \sum_{m \notin A} r_{xy}^2(m)}} = \frac{r_{xy}(0)}{\sqrt{\frac{1}{L-|A|} \sum_{m \notin A} r_{xy}^2(m)}}$$

where $y = K I$, $A$ is a small neighbourhood around zero displacement, $|A|$ is the measurement of $A$, and the CCN $r_{xy}(m)$ is defined as

$$r_{xy}(m) = \frac{1}{L} \sum_{l=0}^{L-1} x_{lyl} \oplus m$$

where the operation $\oplus$ is the module $N$ addition. The investigator identifies the camera source by comparing the CCN value with a predefined threshold. The higher the CCN value, the more likely the test image is taken by the reference camera.
3 Deceiving PRNU-based Source Camera Identification

3.1 Source Camera Identification Counter-forensics Techniques

Counter-forensics techniques aim at making the analysis of evidence difficult or impossible to be carried out or, at least, they try to negatively affect the existence and the quality of evidences. In this work, we focus on counter-forensics techniques targeting source camera identification methodologies. According to literature, these can be grouped in the following cases:

**Fingerprint-Removal**: in order to prevent the identification of the source camera $C$ used to take a digital image $I$, the fingerprint of $C$ in $I$ is removed or altered;

**Fingerprint-Injection**: in order to make a digital image $I$ result to have been taken using a camera $C'$ different than the original one, the fingerprint of $C'$ is properly injected in $I$;

**Fingerprint-Substitution**: a mix of the two previous attacks where, the fingerprint of the source camera $C$ used to take a digital image $I$ is removed from $I$ and replace with that of a different camera $C'$. This is attack is particularly useful to produce false evidences.

**Fingerprint-Remove Attacks**

- *Basic Fingerprint Removal*: it estimates the model and the entity of the intrinsic strength of the PRNU of a picture and, then, subtracts it from that picture [28].

- *Adaptive Denoising PRNU (ADP)*: It repeatedly applies a denoising filter to an image until it has sufficiently suppressed its PRNU noise so to prevent its source mapping. The goal is to get an image which would correlate very poorly with its own PRNU noise pattern [21].

- *Seam-Carving*: It is a content-sensitive image scaling technique used to disturb the reference noise pattern of an image. In this technique, a seam, which is a horizontal or vertical linked path of low-energy pixels, is removed or inserted into the image in a forced manner (at least one carved seam in a $n \times n$ block). When a seam is removed, the remaining pixels are shifted to fill the gap. The main idea behind image resizing based on seam engraving is to remove unnecessary parts of the image while keeping important content intact [26].

**Fingerprint-Injection Attacks**

- *Fingerprint-Copy Attack*: In this technique, it is first estimated the fingerprint of a camera $C_1$ using a collection of images (e.g., a set of stolen images). Then, it is superimposed into a target image taken by a different camera $C_2$ to disguise the resulting image as one taken by $C_1$ [5,13].
Fingerprint-Substitution Attacks

Anonymization: the technique misleads the identification of a camera $C_1$ based on the noise model of the PRNU sensor, using a median filter to suppress the PRNU noise existing in an image $I$ taken with $C_1$.

The PRNU of $I$ is removed and the variance of the PRNU of another camera $C_2$ is introduced to make the identity anonymous. The identity of $I$ is forged in such a way that it now appears that the image was produced by $C_2$ rather than $C_1$ or the counterfeit image has small traces of the original capture device [24,27].

3.2 Contrasting Counter-Forensic Techniques

Source camera identification techniques are generally robust against preliminary image modification attacks and compression. Yet, they may fail when facing attacks like the ones reported in Section 3. For this reason, several methods have been developed for contrasting the effects of these attacks.

Currently, the most relevant ones are the following:

Demosaicing-based camera model identification: this method detects if the fingerprint of the originating source camera embedded in a target image has been falsified. The algorithm works by characterizing the different local pixel relationships regardless of the content introduced by both authentic demosaicing algorithms and by anti-forensic attacks. An anti-forensic attacker, in fact, can falsify these traces by maliciously using existing forensic techniques to estimate one camera’s demosaicing filter, then use these estimates to re-demosaic an image captured by another camera [10].

PRNU-based Forged Regions Detection: this method detects and operates small forged regions and automatically. The Sensor Pattern Noise (SPN) is extracted from the target image and, then, it is correlated with the reference SPN of a target camera. The two noises are divided into non-overlapping blocks before evaluating their correlations, so as to return a correlation map. Then, a set of operators is applied on the resulting map to highlight the forged regions and remove the noise peaks [6].

The Triangle Test: this method has been proposed by Fridrich et al. to reveal fingerprint-copy attacks [13]. It can be summarized as follows. Let Alice and Eve be the victim and the attacker respectively. First, Alice publicly shares a collection of images. Then, Eve grabs a copy of the images shared by Alice and uses them to extract the fingerprint of the camera used to take them. Given that the digital fingerprint of the camera estimated by Eva must be of high quality and estimated by at least 300 images, its estimation error contains the residuals of the entire residual noise of all the images used. Using the correlation method, Alice can identify the images used by Eve for deriving the target fingerprint used for the falsification and, so, she can prove her innocence. Alice will be successful even when, being unable to arrange any of the images, she will be able to analyze at least two counterfeit images from Eve.
4 Experimental analysis

Our thesis has been subject to a thorough experimental analysis. The goal has been to assess if: 1) there are traces of the originating camera for an image being spoofed 2) these traces are relevant enough to allow to identify the originating camera.

To obtain more realistic results, we used different tools to carry on the attack and to analyze its effect. This is a realistic scenario, because it is highly probable that the tools used by the attacker to extract the PRNU from a collection of images, compute the corresponding RP and alter the original images are different from the ones used for later analysis. In the same time, the will probably uses some standard library for the same purpose. For both roles, we resorted to tools implementing the algorithm by Fridrich et al. in [22], already available in literature and widely used, as follows.

**Attacker:** here we used the matlab library developed at the Computer Science Department of Universit degli Studi di Salerno and publicly available on GitLab [https://gitlab.com/dif_unisa/pnu_matlab](https://gitlab.com/dif_unisa/pnu_matlab). It has been used in several publications, like [6,8,9,1,4,2,3]

**Defender:** here we used the matlab library developed by the DDE Laboratory at Binghamton University. It has been used in several publications, like Fridrich et al. [18,15,17,19,12,16,14]

4.1 Dataset

The ideal dataset to be used for our experiments should be made of images taken in such a way to not simplify neither the identification of the original cameras neither the spoofing process. For this reason, we opted for not using the standard CASIA TIDE (Tampered Image Detection Evaluation) dataset, as it has proven to include images containing statistical artifacts able to influence the identification process (see [7]).

Instead, we created two reference dataset:

- **small** dataset: it includes 1,000 images coming from 4 different smartphone cameras. The structure of this dataset is reported in table 1;
- **large** dataset: it includes 5,140 images coming from 20 different cameras. Each of these images has been taken taken using camera tripod, controlled light and, as subject, a sheet conforming to ISO 15739:2017 (see Fig 4.1) to maximize the PRNU in the images. This dataset has been assembled in cooperation with the Italian Postal Police Department for fight against pedopornography. The structure of this dataset is reported in table 2.

4.2 Description of the experiment

Let $C$ and $C'$ be two different cameras and let $I$ be an image taken using $C$. Here the attacker is interested in spoofing $I$ so to make it result as taken using
| Brand  | Model        | Resolution            | #images |
|--------|--------------|-----------------------|---------|
| 1      | Samsung Galaxy S9 Plus | 4032 × 3024 px | 250     |
| 2      | Honor 8     | 3968 × 3024 px       | 250     |
| 3      | Apple iPhone Xs | 4032 × 3024 px | 250     |
| 4      | Apple iPhone SE | 4290 × 2800 px | 250     |

Table 1. Structure of our small dataset

Fig. 1. Example of enrollment images taken with Nikon D90 and ISO 15739:2017 noise enhancement sheet
We assume that the attacker does not own camera $C'$ but, instead, he has a collection of images taken with this camera.

We can define three steps in the experiment:

1. Setup
2. Spoofing
3. Comparing

The first and last step contains action that are commons to the attacker and the investigator, like the generation of the RPs, and must not rely on a particular implementation of the PRNU extraction libraries.

In the first steps, we generate a couple of RPs, one used by the attacker for the spoofing procedure, call it $RP_s^D$ where $D$ is the device of the $RP$, and one used by the investigator for the comparison procedure, call it $RP_c^D$ where $D$ is the device of the $RP$, for each of the camera. For the first experiment, we generate 8 RPs processing 800 images, for the second experiment 40 RPs processing 4000 images.

In the second step, we filter each of the 50 target images of each camera with a Daubechis 8 wavelet filter to obtain a noiseless version $F_I$ of the image $F$.

To each $F_I$, we sum the $RP_s^D$ for each of the device $D$ in the dataset used for the experiment and the result is normalized in the range $[0, 255]$ obtaining the image $I_{FD}^D$

$$I_{FD}^D = F_I \oplus RP_s^D \quad \forall \ D \in \text{Dataset}$$ (5)
At the end of this step, we have 200 filtered and 800 spoofed images for the first dataset and 1140 filtered and 22800 spoofed images for the second dataset.

In the last step, we built a correlation matrix by correlating each one spoofed images with all the comparison RPs generated in step one.

4.3 Experiment 1: Image Spoofing with crop and resize

In this first experiment, we are assuming that the image $I$ being spoofed by the attacker has a different resolution than the one of the sensor equipped by $C'$. This can be assumed to be a sort of baseline as it is unlikely, in the average case, that these resolutions are identical.

Due to the different size of the sensors of the different devices, the RPs must be cropped or resized in order to fit into the target images.

The results of this experiment are reported in Table 3. We consider the spoofing to be successful if the value of the correlation between the spoofing device and the spoofed images is the highest over the correlation between the images and the comparison RPs. Indeed, the spoofing activity is mostly unsuccessful, as in just the 5\% of cases the spoofed image is erroneously linked to a camera different than the originating one. It is very likely that this failure is mostly due to the crop and resize operations applied to RPs before injecting it in the images being spoofed. These operations are known to affect the results of correlation between RPs and RNs, because of the misalignments introduced in their corresponding PNU.

|                      | Small Dataset | Large Dataset |
|----------------------|---------------|---------------|
| # of devices         | 4             | 20            |
| # of training images per device | 50            | 57            |
| # of spoofed images  | 800           | 23940         |
|                      | 22800         |
| Percentage of successful spoofing | 229 / 28.63\% | 21048 / 87.92\% |
|                      | 21048 / 92.32\% |
| Percentage of failed spoofing   | 571 / 71.38\% | 2932 / 12.08\% |
|                      | 1752 / 7.68\% |

Table 3. Result of the spoofing experiment on both datasets. For the large dataset, Full includes all the images, while Spoofed includes only the images spoofed with other cameras.

4.4 Experiment 2: Image Spoofing without crop and resize

We report the results for this second experiment in Table 3.

The success rate for this experiment is over 99\%, a value that is inline with the success rate in standard SCI over the same dataset (data not shown but available upon request). Thus, the spoofing activity seems to have been successful. However, if we look closer at these results, this does not seem to be true anymore. In Table 4 we report the mean of the correlations evaluated during
this experiment, aggregated according to the originating camera and the camera being spoofed. On a side, as expected, the highest correlation is reached when comparing the PRNU noise of a spoofed image with the reference pattern of its corresponding spoofing camera. On the other side, we notice that the second highest correlation value observed in almost all cases is the one between the PRNU noise of a spoofed image and the reference pattern of its originating camera. Two are the main consequences of these results. The first is that the filtering operation applied to an image is not able to remove all traces of the originating camera. The second is that, despite the spoofing, it is still possible to identify the camera used to take a picture with a high confidence level.

Table 4. Correlation heatmap for the experiment run on the large dataset. On each column, it is reported each of the considered reference camera devices. On each row, it is reported each of the camera device used for spoofing. The generic \((i,j)\) entry of the heatmap reports the correlation value obtained when comparing the RPs of camera \(i\) with the PRNU noise extracted from an image where it was previously injected the RPs of \(j\). The horizontal row labeled as FILTR represents the correlation values obtained by comparing the collection of images obtained by each of the considered camera devices with their filtered counterparts.

Table 5. Aggregated correlation matrix for images from original camera IC_192. On the columns the comparison devices on the rows the spoof devices. In green are marked the highest value for comparison in each row, in yellow the second largest value and in red the lowest.
The residue PNU in these images became more evident analyzing the correlation with the filtered only images (see Table 6). In this case, the highest correlation value mean is always associated with the original camera and is almost ten times higher than the rest of the values. The second highest value is randomly distributed over the row.

Table 6. Aggregated correlation matrix for filtered only images. On the columns the comparison devices on the rows the original devices. In green are marked the highest value for comparison in each row, in yellow the second largest value and in red the lowest.

5 Conclusions and Future Works

In this paper, we have analyzed some of the existing attack procedures in SCI and developed a different approach for the search for image counterfeits through fingerprints that achieve a good trade-off between the requirements described in Section 4. Indeed, the proposed method required physical access to the source camera device and the target camera is must be the same model as the original one. Therefore, though the experimental results obtained still have some limitations due to certain circumstances, they continued to confirm the robustness of the PRNU.

Future works will be dedicated to investigate other smarter attacks from hacker’s side on the PRNU through the use of smartphone technologies. In fact, the latest generation smartphones are, extremely, powerful and versatile. Developed according to new technologies, most of them are equipped with multiple cameras and allow you to take excellent images. All this thanks to a new photo generation process that has more details and noise reduction, through its reconstruction that takes the best pixels from the other shots. In this new scenario, it will be interesting to verify the existence and robustness of the PRNU.
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