Abstract
An overview of beam–gas interactions in particle accelerators is presented. The paper is focused on a few examples and tries to present basic concepts with simple formulae that should allow the reader to perform order-of-magnitude estimates of beam–gas rates.
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1 Introduction
In this paper, an overview is given of the role of beam–gas interaction phenomena in particle accelerators with associated particle physics experiments. The discussion focuses on the energy range between a few gigaelectronvolts and a few teraelectronvolts. Covering all phenomena in all types of accelerators is not the purpose of the paper. Rather, a few examples are covered and the reader is referred to the literature for a more thorough discussion. The origin of the residual gas in an accelerator is not explained here. It is treated in other lectures of this school [1–3]. Here, it will just be assumed that some residual gas is present, at some level.

Since the beam pipe vacuum is never perfect, every accelerator design must address effects due to beam–gas interactions. Generally, beam–gas interactions are rather seen as a nuisance. This is due to some undeniable detrimental effects, such as reduction of the beam lifetime, radiation damage to surrounding equipment or background signals in particle-sensitive detectors (used either for beam diagnostics or for physics experiments). Yet, beam–gas interactions can also be an asset. They can be used for extensive beam monitoring (beam size, position, slopes, bunch populations, etc.) and, when gas is injected in a controlled manner to form an internal target, beam–gas interactions are also used for physics measurements. Indeed, in this paper, the gas traversed by the beam will sometimes be called the ‘target’. This dual view, nuisance versus asset, will be further developed throughout this paper.

This manuscript is organized as follows. In Section 2, the general nature of beam–gas interactions is discussed. Some cross-section formulae and numerical examples for beam–gas interaction processes are given in Section 3. The losses due to beam–gas interactions and their effect on the beam lifetime are treated in Section 4. In Section 5, the problem of detector background due to beam–gas interactions is briefly addressed, while the possibility of imaging the beams with these interactions is presented in Section 6 and the opportunity to make physics experiments with internal gas targets is outlined in Section 7. Section 8 gives a summary and outlook.

For the sake of conciseness, some topics have been intentionally left out, notably radiation from beam–gas interactions, which can be important for the installed instrumentation, see the lecture on radiation in this school [4].

2 The nature of beam–gas interactions
Beam–gas interactions unavoidably occur when beam particles traverse a region containing gas of a given density. The rate of interaction will depend on the properties of the beam and of the target. The beam is characterized by its energy and particle type. Most beams are composed of either electrons, positrons,
Boltzmann distribution:  

Table 1: Some key features of beams and residual gas

| Beam | Residual gas |
|------|--------------|
| Particles | $p^+, e^-, {^{208}\text{Pb}}^{82+}, \ldots$ | Molecules (H$_2$, CH$_4$, CO, \ldots) |
| Velocity | $\approx c = 3 \times 10^8$ m/s | $\approx 100 \ldots 1000$ m/s ($\ll c$) |
| Energy | typically MeV to TeV | Thermal, $E_{\text{kin}} \approx 1$–100 meV |

protons, antiprotons, or ions. The target is characterized by the gas density and by its nature (which molecules compose the target).

Let us first consider a gas composed of a single type of molecule. Each molecule contains the same atoms and the mass of the molecule $M_{\text{mol}}$ is approximately given by the sum of the mass numbers of its constituting atoms $M_{\text{mol}} \approx \sum_i \alpha_i M_i$, where $M_i$ is the mass of atom type $i$ and $\alpha_i$ its multiplicity in the molecule. For example, for carbon dioxide one would have $M_{\text{CO}_2} \approx M_C + 2M_O$. Electron masses and their binding energies are neglected. The mass of an atom with mass number $A$ is dominated by the nuclear mass, which we call $M_A$. In this lecture, differences between neutron and proton masses can be ignored and an approximate nucleon mass $M = 1.67 \times 10^{-27}$ kg shall be used throughout. Nucleon binding energies in nuclei are also neglected and the approximation for the mass of a nucleus $M_A \approx A \cdot M$ is adopted. For carbon dioxide, one ends up with $M_{\text{CO}_2} \approx (12 + 2 \times 16) M = 44 M$.

The distribution $f(v)dv$ of the velocity $v$ of atoms in a gas at temperature $T$ is a Maxwell–Boltzmann distribution:

$$f(v)dv = \left(\frac{M_{\text{mol}}}{2\pi k_B T}\right)^{\frac{3}{2}} 4\pi v^2 e^{-M_{\text{mol}} v^2/2k_B T} dv = \left(\frac{1}{\pi}\right)^{\frac{3}{2}} 4\pi \xi^2 e^{-\xi^2} d\xi,$$

where $\xi = v/v_p$ and $v_p$ is the most probable velocity$^1$ $v_p = (2k_B T/M_{\text{mol}})^{\frac{1}{2}}$ with $k_B \approx 1.38 \times 10^{-23}$ J/K the Boltzmann constant. The mean velocity is $\bar{v} = 2v_p/\sqrt{\pi}$ and the mean kinetic energy is $E_{\text{kin}} = (3/2) k_B T$. It is instructive to calculate the mean velocity and mean kinetic energy for some typical cases:

| Molecule | $A$ | Mass | $T$ | $\bar{v}$ | $E_{\text{kin}}$ |
|----------|-----|------|-----|---------|---------------|
| H$_2$    | 2   | 2M   | 10 K| $\approx 320$ m/s | $\approx 1.3$ meV |
| H$_2$    | 2   | 2M   | 300 K| $\approx 1780$ m/s | $\approx 39$ meV |
| Ar       | 40  | 40M  | 300 K| $\approx 400$ m/s | $\approx 39$ meV |

$^1$Obtained by setting $df/dv = 0.$
reduced by the factor $\alpha \approx 1/137$ compared with the strong interaction. But the range is much longer (infinite!).

The weak interaction and gravitation are irrelevant in the context of this paper.

Generally, beam–gas interactions are more relevant for cyclical accelerators than for linear accelerators, since the beam particles pass through the gas several times and one has to worry about the lifetime of the beam. Let us consider a bunch of beam particles, with population $N$, traversing a region containing gas. Denoting by $\rho(z)$ the density of gas molecules along the beam path $z$ and by $\Theta = \int \rho(z)dz$ the target thickness (or areal density), then the probability $\mu$ for a given interaction process to occur per bunch and per pass is

$$\mu = \sigma_{\text{proc}} \cdot N \cdot \Theta.$$  

(3)

The proportionality factor $\sigma_{\text{proc}}$ is the cross-section of the given interaction process. The units of $\sigma_{\text{proc}}$ are those of surface area. Since the cross-sections involved are tiny quantities, the unit ‘barn’ (symbol ‘b’) is introduced: $1 \text{ b} = 10^{-24} \text{ cm}^2$.

Repeating the beam passage many times, say, at a frequency $f$, produces a rate of interactions $R$ given by

$$R = f \cdot \mu = \sigma_{\text{proc}} \cdot L,$$  

(4)

where $L$ is the instantaneous luminosity

$$L = f \cdot N \cdot \Theta,$$  

(5)

a measure of how intense or dense the beam and target are. Numerical examples will appear in Section 6.

Figure 1, taken from Ref. [5], shows the measured hadronic cross-section of proton–proton collisions, $p + p$. Both the total and elastic hadronic cross-sections are shown. The cross-section is shown for both the fixed-target type of experiment (with $p_{\text{lab}}$ being the momentum of the beam particles) and the equivalent collider experiment, in which the colliding protons have the same (but opposite) momenta. In this latter case, the quantity $\sqrt{s}$ is used to express the total energy of the colliding system. Indeed, changing the frame of reference, i.e., moving the observer by a constant speed relative to the gas and beam (which changes the apparent speed of the gas and beam particles) does not change the observed number of interactions (all observers should count the same number of interactions!). A brief digression on special relativity is needed.

Formally, the change of reference frame is a ‘Lorentz boost’. In special relativity, the length squared $r^2$ of a four-vector $r$ is defined as

$$r^2 = \sum_{i=0}^{3} r_i^2 \Rightarrow r^2 = r_0^2 - \sum_{i=1}^{3} r_i^2 = r_0^2 - r_2^2,$$  

(6)

where $r^2 = r \cdot r$ is the usual three-dimensional scalar product. Here, $r_0$ and $r$ can be time and position intervals, energy and momentum, charge and current densities, etc. As we will see next in a concrete example, the four-vector length is an invariant, i.e., it does not depend on the observer’s velocity (it is frame-independent), while the individual components $r_i$, or even the classical three-vector length $|r|$, are not.

For a particle of rest mass $m$, with energy $E$ and momentum $p$, $E$ and $p$ form together the four-momentum of the particle, here written $cp$:

$$p = \begin{pmatrix} p_x \\ p_y \\ p_z \end{pmatrix} \Rightarrow cp = \begin{pmatrix} E \\ cp_x \\ cp_y \\ cp_z \end{pmatrix},$$  

(7)
where $c$ is the speed of light. (In most textbooks, $c$ is set to one and removed from equations. Equation 8 would read $p^2 = E^2 - p^2$ and Eq. 13 would read $\sqrt{p^2} = E = m$. Here, we keep $c$ explicit, to avoid confusing anyone with specialized units.) Therefore, the four-momentum’s length squared is

$$c^2 p^2 \equiv E^2 - c^2 p_x^2 - c^2 p_y^2 - c^2 p_z^2 = E^2 - c^2 p^2.$$  

(8)

The Lorentz boost works as follows. Consider an observer $O$ moving along $z$ with a velocity $v$. Define $\beta = v/c$ and $\gamma = (1 - \beta^2)^{-1/2}$. Then special relativity tells us that the four-momentum vector $\gamma \tilde{p}$ of the particle as seen from $O$’s frame is

$$\gamma \tilde{p} = \begin{pmatrix} \gamma E \\ \gamma p_x \\ \gamma p_y \\ \gamma p_z \end{pmatrix} = \begin{pmatrix} \\ \gamma (E - \beta cp_z) \\ \gamma p_x \\ \gamma p_y \\ \gamma (cp_z - \beta E) \end{pmatrix}. \tag{9}$$

One easily verifies that the four-vector length squared is not affected by the boost transformation:

$$c^2 \tilde{p}^2 = (\gamma (E - \beta cp_z))^2 - (\gamma p_x)^2 - (\gamma p_y)^2 - (\gamma (cp_z - \beta E))^2 \tag{10}$$

$$= E^2 - (cp_z)^2 - (cp_x)^2 - (cp_y)^2 \tag{11}$$

$$= c^2 p^2. \tag{12}$$

The quantity $\sqrt{c^2 p^2}$ is identified with the particle’s mass or rest energy, i.e., the total internal energy $\hat{E}$ available in the frame (denoted here by the $\hat{\ }$ symbol) where the particle does not move (it has zero momentum, $\hat{p} = 0$):

$$\sqrt{c^2 p^2} = \hat{E} = mc^2. \tag{13}$$

Indeed, in particle physics, one generally writes particle masses in units of GeV/$c^2$ rather than kilograms. In these units, the nucleon mass introduced earlier is $M = 0.939 \text{ GeV}/c^2$. 

Fig. 1: Proton–proton cross-section; figure taken from Ref. [5]
In the case of a particle with four-momentum \( p_1 = (E_1, c\mathbf{p}_1) \) colliding with another particle with four-momentum \( p_2 = (E_2, c\mathbf{p}_2) \), the same invariant quantity (usually called \( s \)) can be defined for the sum of the two four-vectors:

\[
    cp = cp_1 + cp_2 = \begin{pmatrix} E_1 + E_2 \\ cp_{1,x} + cp_{1,x} \\ cp_{1,y} + cp_{1,y} \\ cp_{1,z} + cp_{1,z} \end{pmatrix},
\]

which is the total four-momentum of the two-particle system. The invariant \( s \) is just \( c^2 p^2 \):

\[
    s \equiv c^2 p^2 = (E_1 + E_2)^2 - c^2 (\mathbf{p}_1 + \mathbf{p}_2)^2 = m_1^2 c^4 + m_2^2 c^4 + 2 (E_1 E_2 - c^2 \mathbf{p}_1 \cdot \mathbf{p}_2).
\]

In fact, one sees that \( \sqrt{s} \) is the total available energy \( E_1 + E_2 \) in the system, where \( \mathbf{p}_1 = -\mathbf{p}_2 \), i.e., \( \mathbf{p}_1 + \mathbf{p}_2 = 0 \), which is frequently called the ‘centre of mass’ system (CM system) or ‘centre of momentum’ system.

In the accelerator physics world, there are some standard configurations for the beam kinematics:

a) The like-particles collider mode, with \( p_1 = -p_2 \) and \( m_1 = m_2 \), therefore \( E_1 = E_2 = E \). In this configuration, the laboratory system is coincident with the CM frame. Here, one obtains

\[
    \sqrt{s} = E_1 + E_2 = 2E.
\]

b) The fixed-target mode, with \( p_1 \neq 0 \) and \( p_2 = 0 \). In this case, since \( E_2 = m_2 c^2 \), one has

\[
    \sqrt{s} = (m_1^2 c^4 + m_2^2 c^4 + 2 E_1 m_2 c^2) \frac{1}{2} \approx (2 E_1 m_2 c^2)^{1/2} \quad \text{(if } E_1 \gg m_1 c^2, m_2 c^2)\).
\]

c) The asymmetric collider mode,\(^2\) with: \( p_1 \neq -p_2 \), usually \( |p_1| \cdot |p_2| \approx -|p_1| \cdot |p_2| \) and sometimes \( m_1 \neq m_2 \). Here, one obtains

\[
    \sqrt{s} = (m_1^2 c^4 + m_2^2 c^4 + 2 (E_1 E_2 + c^2 |p_1| \cdot |p_2|)) \frac{1}{2} \approx 2 (E_1 E_2)^{1/2} \quad \text{(if } E_1, E_2 \gg m_1 c^2, m_2 c^2)\).
\]

These formulae will be used in the following to obtain cross-sections for beam–gas interactions (i.e., the fixed-target case) at the correct energy by deducing them from cross-sections, sometimes measured in a different mode. For example, for the LHC with 6.5 TeV beam energy, the CM energy in the (a) and (b) modes becomes:

a) \( p + p \) collider mode at 6.5 TeV beam energy: \( \sqrt{s} = 13 \text{ TeV} \);

b) \( p + ^1\text{H} \) beam–gas at 6.5 TeV beam energy: \( \sqrt{s} \approx 110 \text{ GeV} \).

3 Beam–gas interaction cross-sections

In this section, some approximate formulae for estimating rates of beam–gas interactions are given. If one is interested in beam–gas losses or beam lifetimes, the relevant cross-section is the total cross-section, if one assumes, to first-order approximation, that any interaction will disturb the beam particle strongly enough that it can be considered a lost particle. This is not necessarily true, for example, in the case of particles scattered elastically at very small angles, but we shall ignore this here.

In what follows, \( A \) and \( B \) denote nucleon numbers, as well as the corresponding particle species.

\(^2\)For example, the asymmetric \( B \) factories at KEK and SLAC, the HERA collider at DESY, and the LHC when colliding \( p \) on Pb.
3.1 Proton beams

Let us forget the atomic electrons of the gas atoms, for a moment, and concentrate on the interaction of a proton beam particle with laboratory momentum $p_{\text{lab}}$ impinging on gas nuclei. As discussed, the initial thermal momentum of the nuclei is negligible. In the case of proton beams traversing a gas target (residual gas), the relevant interaction is the hadronic interaction. At large impact parameter (larger than about 1 fm), where the strong interaction becomes inactive, the electromagnetic interaction becomes visible and will be dominated by elastic scattering. This is indeed what causes ‘multiple scattering’ when a charge particle passes through matter. However, the effects we are concerned with (detector background, induced radiation, beam losses, beam imaging, etc.) are dominated by nuclear inelastic beam–gas interactions, which are generally strong interaction processes producing several outgoing particles.

Take the case of a proton collider operating at the proton beam energy $E$, and assume that the main residual gas component is hydrogen. The relevant cross-section for the beam–gas rates is that of a proton beam impinging on a proton ($^1\text{H}$) fixed target ($B = A = 1$). If the protons in the beam are ultra-relativistic (i.e., $c p_{\text{lab}} \gg M c^2$), the beam proton momentum in the lab is just $c p_{\text{lab}} \approx E$ and the cross-section, without further ado, can be read out directly from the graph of Fig. 1, which gives both the elastic and total hadronic cross-sections. The inelastic cross-section is the difference between the two. For this specific case, $\text{p} + \text{p}$, cross-section data are available for a huge range of laboratory beam momenta, $p_{\text{lab}}$.

For other target gases, parametrizations of the inelastic cross-section for $\text{p} + \text{A}$ scattering can be found in the literature [6]. Owing to the short range of the strong interaction, the interaction process should be dominated by the impinging proton inelastically interacting with a single nucleon inside the nucleus. If one naively imagines the nucleus as a blob composed of independent and incompressible target nucleons, which form some kind of ‘dark or solid sphere’ of radius $r$, then the radius of this naive object should roughly scale with the cubic root of the volume, therefore as $r \propto A^{1/3}$, where $A$ is the number of nucleons in the nucleus. Thus, one would expect the $\text{p} + \text{A}$ inelastic cross-section to vary as

$$\sigma_{\text{p}+\text{A}} \approx \sigma_{\text{p}+\text{p}} \cdot A^{\alpha},$$

with an exponent $\alpha$ close to $2/3$ (the surface of the sphere’s shadow!). Here, $\sigma_{\text{p}+\text{p}}$ is, depending on the purpose, the total or inelastic $\text{p} + \text{p}$ cross-section at the equivalent nucleon–nucleon CM energy, denoted $\sqrt{s_{\text{NN}}}$. To calculate $\sqrt{s_{\text{NN}}}$, one considers that the impinging proton interacts principally with a single nucleon inside the nucleus. Then

$$\sqrt{s_{\text{NN}}} \approx (2 M c^2 c p_{\text{lab}})^{1/2}.\quad (23)$$

At the LHC, with $p_{\text{lab}} = 6.5 \text{ TeV/c}$, one obtains $\sqrt{s_{\text{NN}}} = 110 \text{ GeV/c}$. From Fig. 1, one may retrieve $\sigma_{\text{p}+\text{p},\text{inel}} \approx 40 \text{ mb}$ and estimate, for example, $\sigma_{\text{p}+\text{Ne}} \approx 320 \text{ mb}$. In reality, the measured exponent for inelastic scattering is closer to $\alpha \approx 0.7$. A fit of proton–nucleus ($A > 6$) inelastic cross-section data for proton beam energies in the range 150–400 GeV gives, for example (when rescaled to the HERA proton energy of 920 GeV, or $\sqrt{s_{\text{NN}}} = 41.6 \text{ GeV}$) [6],

$$\sigma_{\text{p}+\text{A},\text{inel}} = (43.55 \pm 0.40) \text{ mb} \cdot A^{0.7111 \pm 0.0011}.\quad (24)$$

For more precise estimates of the cross-section, several generator models of hadronic proton–nucleus collisions and simulation tools exist, e.g., DPMJET 3.06 [7], EPOS (Ref. [8] and references therein), QGSJETII-04 [9] and HIJING 1.383 [10], FLUKA [11], GEANT [12], and Pythia [13].

For low-energy beams (10 MeV to a few GeV), a number of cross-sections have been parametrized, for example in Ref. [14].

Note also that, at energies $\sqrt{s}$ of a few giga-electronvolts or more, total and inelastic hadronic cross-sections for antiproton–gas interactions are quite similar to those for proton–gas interactions (as inferred from $\bar{\text{p}} + \text{p}$ and $\text{p} + \text{p}$ data, see Ref. [5]).
3.2 Ion beams

In this section, we consider the collisions $A + B$, where $A$ and $B$ are two types of nuclei of charge $Z_A$ and $Z_B$ and mass $M_A \approx A M_N$, $M_B \approx B M_N$, respectively. We assume that $A$ is the beam and $B$ is the fixed target (gas).

For a given beam momentum $p_{\text{lab}} (= p_A)$, the momentum $p$ carried by each nucleon of nucleus $A$ is approximately given by

$$p \approx \frac{p_{\text{lab}}}{A}.$$  \hspace{1cm} (25)

For example, when colliding $^{208}\text{Pb}^{82+}$ on $^{208}\text{Pb}^{82+}$ at the LHC ($A = B = 208$, $Z_A = Z_B = Z = 82$) with a beam rigidity $R = p/Z = 5.02$ TeV (beam energy $E = 5.02 Z$ TeV), the typical CM collision energy of two nucleons is

$$\sqrt{s_{\text{NN}}} \approx 2 \frac{E}{A} = 5.02 \text{ TeV} \frac{Z}{A} = 5.02 \text{ TeV} \frac{82}{208} = 1.98 \text{ TeV}.$$  \hspace{1cm} (26)

For this same beam, the NN equivalent CM energy when $A$ impinges on a rest gas nucleus $B$ is

$$\sqrt{s_{\text{NN}}} \approx (2 M c^2 c p_{\text{lab}} A)^{\frac{1}{2}} = \left( 2 M c^2 \frac{p_{\text{lab}}}{A} \right)^{\frac{1}{2}} \approx 61 \text{ GeV},$$  \hspace{1cm} (27)

independent of the target type $B$.

As already mentioned, the cross-section does not depend on the observer’s velocity. Therefore, the cross-section for an ion beam impinging on hydrogen nuclei, i.e., protons, is easily obtained from the ‘reverse’ case, where the proton beam impinges on the ion at rest, see Section 3.1. For gases other than hydrogen, a naive formula for an order-of-magnitude estimate of the inelastic cross-section at high energy is

$$\sigma_{A+B} = \sigma_{\text{p+p}} \cdot \left( A^\frac{1}{3} + B^\frac{1}{3} \right)^2.$$  \hspace{1cm} (28)

Semi-phenomenological formulae exist, which can give somewhat better estimates, for example [15]

$$\sigma_{A+B} = 54 \text{ mb} \cdot \left( A^\frac{1}{3} + B^\frac{1}{3} \right)^2 - \frac{4.45}{A^\frac{1}{3} + B^\frac{1}{3}} \approx 61 \text{ GeV},$$  \hspace{1cm} (29)

at 1.88 GeV/nucleon.

Again, this formulae can be used for ‘order-of-magnitude’ cross-section estimates. For more precise estimates, one should preferably resort to experimental data or, if the latter are not available in the energy range of interest or for the desired beam and target species, one should exploit modern generator codes.

3.3 Electron beams

In this case, only the electromagnetic interaction plays a role in beam–gas interactions. The scattering process could be elastic (for example $e + A \rightarrow e + A$) or inelastic ($e + A \rightarrow e + X$), see for example Ref. [16]. Screening of the nuclear charge by the atomic electrons can be important, see for example Ref. [17]. The electron can also scatter directly off the atomic electrons, a process usually called ‘Møller scattering’ ($e^- + e^- \rightarrow e^- + e^-$). Radiative processes can also be substantial, such as ‘Bremsstrahlung’ ($e^- + \text{Coulomb field} \rightarrow e^- + \gamma$), ‘pair production’ ($e^- + \text{Coulomb field} \rightarrow e^- + e^+ + e^-$). In the case of positron beams, ‘Møller scattering’ becomes ‘Bhabha scattering’ ($e^+ + e^- \rightarrow e^+ + e^-$) and one also has the process of ‘annihilation’ ($e^+ + e^- \rightarrow 2\gamma$).

As an example, we give here formulae for the simplest (and often dominating) process, namely elastic electron–proton scattering in the Born approximation (no radiative corrections), as we will also need it later in Section 6.
3.3.1 Example: elastic electron–proton scattering cross-section

The process of elastic electron–proton scattering in the Born approximation is schematically depicted in Fig. 2. In the fixed-target frame (FTF) and neglecting the electron mass $m$, the elastic $e + p$ differential cross-section is (see, for example, Ref. [18])

$$
\frac{d\sigma}{d\Omega} = \frac{(\alpha \hbar c)^2 \cos^2 \frac{\theta}{2} E'}{4E^2 \sin^4 \frac{\theta}{2}} \left[ E' G_{E,p}^2 + \tau \left( 1 + 2(1 + \tau) \tan^2 \frac{\theta}{2} \right) G_{M,p}^2 \right] \frac{1}{1 + \tau}, \tag{30}
$$

where $\theta$ is the polar electron angle after scattering and $d\Omega = d\phi \cos \theta$ is the solid angle for the scattered electron in the FTF. Integrating over the azimuthal angle $\phi$ gives an extra factor of $2\pi$. In the Born approximation, a single virtual photon is exchanged between electron and proton. Its energy is $\nu = E - E'$ with $E$ ($E'$) the electron energies before (after) scattering in the FTF and its three-momentum transfer is $q = p - p'$ with $p$ ($p'$) the electron momenta before (after) scattering in the FTF. The scattered electron energy depends on the scattering angle as $E/E' = 1 + (2E/Mc^2) \sin^2 \theta/2$. The four-momentum transfer squared is $q^2 = (\nu/c)^2 - q_0^2 < 0$ and one usually defines the positive quantity $Q^2 = -q^2 \approx (4EE'/c^2) \sin^2 \theta/2$. The constant $\alpha \approx 1/137 \approx 0.0073$ is the fine-structure constant (which defines the electromagnetic coupling constant) and $\hbar c \approx 0.1973$ GeV fm is from the Planck constant $h$, $\bar{h} = h/2\pi$.

Depending on its momentum, the virtual photon can resolve the electromagnetic structure of the proton. This is reflected in the electric and magnetic proton form factors $G_{E,p}(Q^2)$, $G_{M,p}(Q^2)$ which depend only on the four-momentum transfer squared. They describe the charge and magnetic distribution in the proton as seen by the virtual photon. They are measured over a large range of $Q^2$ and, as shown in Fig. 3, are quite accurately rendered by the ‘dipole formula’ (see, for example, Ref. [18])

$$
G_{E,p} \approx G_D = \left( 1 + \frac{Q^2}{0.71 \text{ GeV}^2/c^2} \right)^{-2}, \quad G_{M,p} \approx 2.79 G_{E,p}. \tag{31}
$$

More accurate fits of experimental data can be found in the literature. In the $Q^2$ range between 0.01 to 0.04 GeV$^2/c^2$, the form factor $G_{E,p}$ varies from 0.97 to 0.9.

For heavier nuclear targets, $G_{E,p}$ and $G_{M,p}$ are replaced by nuclear structure functions. In the range of small $Q^2$, which usually dominates the cross-section, the longitudinal structure function prevails and approaches the charge number $Z$. Thus, for $Q^2 \rightarrow 0$, the cross-section approaches

$$
\frac{d\sigma}{d\Omega} = \frac{(Z \alpha \hbar c)^2 \cos^2 \frac{\theta}{2} E'}{4E^2 \sin^4 \frac{\theta}{2}} \frac{1}{1 + \tau} \cdot \tag{32}
$$

One notes that the cross-section diverges for small scattering angles. Indeed, to obtain a total cross-section (integrated over scattering angles), the screening of the charge of the nucleus by the atomic electrons must be taken into account, see e.g., Ref. [17].
4 Beam–gas losses and beam lifetime

Losses due to beam–gas collisions, via some process with cross-section $\sigma_{\text{proc}}$, in a cyclical accelerator with constant static pressure are characterized by the decay rate of the bunch population $N(t)$, which is just the interaction rate $R$

$$-\frac{dN}{dt} = R = N(t) \cdot \sigma_{\text{proc}} f \cdot \Theta = \frac{N(t)}{\tau},$$

(33)

where we defined $\tau^{-1} = \sigma_{\text{proc}} f \Theta$ and $\Theta$ is the gas areal density, see Section 2, that is traversed by the bunch at every turn. Assuming that the beam–gas interaction is the only source of bunch population losses, the time evolution is

$$N(t) = N(0) \cdot e^{-t/\tau}$$

(34)

and $\tau$ is the bunch population lifetime.

As a numerical example, consider a configuration close to the LHC with proton beams. We take a residual pressure $P = 10^{-9}$ mbar (1 mbar = 100 Pa), composed predominantly of hydrogen ($\text{H}_2$), at $T = 5$ K, over 27 km. The volume density $\rho$ is obtained from the ideal gas law,

$$P = \rho k_B T \quad \Rightarrow \quad \rho = \frac{P}{k_B T} \approx 1.5 \times 10^9 \text{ H}_2/\text{cm}^3.$$  

(35)

This is the concentration of molecules. For atoms, one multiplies by two. Let us consider the $p+p$ inelastic cross-section at 7 TeV, $\sigma_{\text{proc}} = 65$ mb, see Fig. 1, and assume a revolution frequency $f = 11245$ Hz. Then

$$\tau = (65 \times 10^{-27} \text{ cm}^2 \times 11245 \text{ Hz} \times 3 \times 10^9 \text{ cm}^{-3} \times 2.7 \times 10^6 \text{ cm})^{-1} = 1.7 \times 10^5 \text{ s} = 47 \text{ h}.$$  

(36)
Ideally, one would like to lose all beam particles at the experiments, i.e., the interaction points, and not by beam–gas interactions or other types of losses. Consuming the particle bunches by collisions is usually called ‘burn off’ and it causes a decay rate for each of the colliding bunch populations \( N_1 \) and \( N_2 \) equal to the colliding-bunch interaction rate \( R \)

\[
\frac{dN_1}{dt} = -\frac{dN_2}{dt} = R = \sigma_{\text{burnoff}} L_{\text{spec}} N_1(t) N_2(t),
\]  

(37)

with \( \sigma_{\text{burnoff}} \) being the cross-section of any interaction that causes loss (from the accelerator point of view!) of two interacting protons (usually, \( \sigma_{\text{burnoff}} \) is approximately or a bit less than the total cross-section) and with \( L_{\text{spec}} \) being the ‘specific luminosity’, i.e., the luminosity divided by the bunch population product. If one assumes two identical Gaussian bunches, with transverse sizes \( \sigma_x \) and \( \sigma_y \), colliding with zero crossing angle and no transverse offsets, then one has \( L_{\text{spec}} = f/(4\pi\sigma_x\sigma_y) \) (See, for example, Ref. [20]). The difference between the populations is constant, since, for each interaction, each bunch loses one proton, and indeed one sees that \( (dN_1 - dN_2)/dt = d(N_1 - N_2)/dt = 0 \). If \( L_{\text{spec}} \) is constant (time-independent), i.e., the luminosity decay is only due to bunch population losses, while the bunch shapes and overlap do not change with time, then Eq. (37) can be easily solved. Writing \( C \equiv \sigma_{\text{burnoff}} L_{\text{spec}} \), two cases are considered. If the initial population difference is not zero, \( \Delta N \equiv N_1(t = 0) - N_2(t = 0) \neq 0 \), then for \( (i,j) = (1,2) \) or \( (2,1) \)

\[
N_i(t) = \frac{\Delta N N_i(0) e^{-t/\tau_{\text{burnoff}},j}}{N_i(0) e^{-t/\tau_{\text{burnoff}},j} - N_j(0) e^{-t/\tau_{\text{burnoff}},i}},
\]  

\( \tau_{\text{burnoff}},i = (N_i(0) \cdot C)^{-1} \),  

(38)

while if \( \Delta N = 0 \) and \( N_1(t = 0) = N_2(t = 0) \equiv N_0 \), then simply

\[
\frac{dN}{dt} = -CN^2(t) \Rightarrow N(t) = \frac{N_0}{1 + t/\tau_{\text{burnoff}}} \quad \tau_{\text{burnoff}} = (N_0 \cdot C)^{-1}.
\]  

(39)

Continuing with the same example, we consider the total cross-section \( \sigma_{\text{burnoff}} = 100 \text{ mb} \), \( f = 11245 \text{ Hz} \), as before, \( N_0 = 1.2 \times 10^{11} \) protons, \( \sigma_x = \sigma_y = 11 \mu m \) and two equally eager experiments, which doubles the interaction rate (as if using \( \sigma_{\text{burnoff}} = 200 \text{ mb}! \)), one can calculate \( \tau_{\text{burnoff}} = 15 \text{ h} \), to be compared with the beam–gas lifetime \( \tau = 47 \text{ h} \). Usually, one will design the accelerating machine such that \( \tau \) (beam–gas) is considerably larger than \( \tau_{\text{burnoff}} \).

5 Detector background

In some cases, beam–gas interactions in the neighbourhood of an experiment (or any particle detection system) are the source of undesired background rates in the detectors. Detailed background studies have been performed at the LHC, see for example Refs. [21–23]. Here, we focus on a notable example at the LHC, given by the ALICE detector [24]. ALICE was designed for relatively low luminosity compared with the other large LHC experiments (ATLAS, CMS, and LHCb). ALICE has two main p + p running modes, corresponding to different trigger configurations (and physics goals):

- ‘Minimum bias’ acquisition: \( 2 \times 10^{20} \text{ cm}^{-2} \text{ s}^{-1} \), rate \( \approx 150 \text{ kHz} \),
- ‘Rare events’ acquisition: \( 8 \times 10^{30} \text{ cm}^{-2} \text{ s}^{-1} \), rate \( \approx 600 \text{ kHz} \).

ATLAS and CMS operate at a luminosity around \( 10^{34} \text{ cm}^{-2} \text{ s}^{-1} \). In p + p collider mode, the LHC runs primarily for the ATLAS, CMS, and LHCb experiments, but ALICE requires to take data as well. The factor 10,000 mismatch in luminosity requirement engenders serious challenges for the LHC machine operation. The maximum bunch intensity and number of bunches must be utilized, which causes high beam–gas interactions rates, owing to the residual gas. ATLAS, CMS, and LHCb are designed to cope with high p + p interaction rates, and therefore are rather immune to the added beam–gas interaction rates naturally occurring in the vicinity of the experiments, provided these rates remain well below the p + p interaction rate. ALICE is different.
The driving physics running mode of ALICE is with lead ion beams, for which the design luminosity is many orders of magnitude smaller than for p + p (although the particle multiplicity per interaction is much larger in the lead–lead collisions!). The main tracking detector in ALICE is a time projection chamber (TPC) [25]. It is essentially a gas volume composed of two concentric cylinders with an inner (outer) diameter of 1.6 (5) m, split at mid-length by an equipotential plane and terminated at each end by a detector plane. The length is 2.5 m on each side of the mid-plane. The gas volume is exposed to a high voltage of around 100 kV, generating an electric field of about 40 kV/m along the cylinder axis. In such a detector, electrons generated by ionization of gas through the passage of a high-energy charged particle will drift along the electric field lines until they reach the actual detection device situated at the extremities of the gas volume. In the ALICE case, the drift time can be as long as 90 µs, which is the time for about one LHC bunch revolution. The high voltage in the field cage is protected with current trip limits of about 7 µA, which corresponds to a particle rate of about 500 kHz. This rate is reached at a p + p luminosity of around $7 \times 10^{30}$ cm$^{-2}$ s$^{-1}$. Two main issues were encountered with the ALICE detector in the initial run of the LHC: (a) the minimum bias trigger accepted beam–gas events, which resulted in excessive rates, and (b) the beam–gas rates were so high that they precluded turning on the high voltage of the TPC.

As an exercise, let us estimate (roughly) what would be the ALICE pressure requirement for the insertion region around the interaction point. Assume beam–gas interactions originating from up to $\Delta z = 100$ m away leave tracks in the TPC (and, eventually, could induce a minimum bias trigger). Suppose that the residual pressure profile is flat and mainly due to hydrogen molecules at room temperature $T = 293$ K. Further assume nominal LHC conditions ($N = 1.1 \times 10^{11}$ p/bunch, $n_{b} = 2808$ bunches at 7 TeV). Starting from the rate $R = \sigma_{\text{inel},p+p} n_{b} N f \Theta$, see Eqs. 4 and 5, one can deduce that, in order to have a contribution of beam–gas events to the triggers in ALICE of less than 50 kHz, from $R < 50$ kHz and $P(H_{2}) = \frac{1}{2} k_{B} T \Theta / \Delta z$ one deduces that the hydrogen pressure $P(H_{2})$ should obey

$$P(H_{2}) < \frac{1}{2} \times 1.38 \times 10^{23} \frac{J}{K} \times 293 \text{ K} \times 50 \text{ kHz}} \times 10^{30} \text{ m}^{2} = 5 \times 10^{-10} \text{ mbar}, \quad (40)$$

where the value $\sigma_{\text{inel},p+p} = 45 \text{ mb}$ has been used.

Beam–gas interactions can sometimes be confused with halo particle interactions, as shown in Fig. 4. A detailed study of the signatures of the background events was carried out to demonstrate that a large fraction originated from beam–gas events and to identify the regions around the experiments that were the sources of these events [24].

The main signature was the measured time correlation between the V0-A and V0-C detectors [26], which are scintillator arrays located longitudinally at $-3.29$ m and $+0.88$ m, respectively, from the interaction point (IP), as depicted in the Fig. 5. Each segment of the detector measures a hit time relative to the time at which LHC bunches cross the nominal IP and a weighted average time is formed for
Fig. 5: Sketch explaining the arrival times of beam–gas and beam–beam interactions relative to the passage of bunches at the IP.

the two arrays, $t_{V0A}$ and $t_{V0C}$. Figure 6 shows the sum $t_{V0A} + t_{V0C}$ plotted with respect to the time difference $t_{V0A} - t_{V0C}$. The beam1-induced and beam2-induced background interactions coming from the left and right sides, respectively, of the sketch are clearly visible as blobs at the expected timing locations around ($-14.3$ ns, $-8.3$ ns) and ($14.3$ ns, $8.3$ ns). The beam–beam interactions are located around (8.3 ns, 14.3 ns).

A second signature was the correlation between the number of clusters and tracklets in the ALICE silicon pixel detector (SPD). The SPD is composed of thin silicon detector tiles oriented parallel to the beam axis. Therefore, when a track originates from a far distance from the IP, it will impinge on the sensor tiles at a shallow angle, almost parallel to the beam axis, leaving a large number of hits in the sensor. Tracks originating from the IP will typically leave one cluster per sensor. This signature is visible in the graph of Fig. 7 (right), which shows the SPD cluster multiplicity versus the number of tracklets in...
Fig. 7: Correlation between reconstructed ALICE SPD clusters and tracklets. Two bands corresponding to the collisions and machine-induced background are visible. The dashed cyan line represents the cut used in the offline selection: events lying in the region above the line are tagged as beam–gas and rejected. Figure taken from Ref. [24].

the event. The branch at a larger slope than the main band is due to the distant interactions (in this case, beam–gas interactions). This signature allowed quantifying and monitoring of the rate due to beam–gas processes.

Other tricks were used to demonstrate the effect of beam–gas interactions. Plotting background rate as a function of the product of beam intensity and measured residual pressure gives another hint. Indeed, if background originated, for example, from halo scattering from the beam pipe, the rates could scale with beam intensity, as for beam–gas rates, but they would probably not scale with the residual pressure. Using the ‘forwardness’ of tracks may also help in disentangling beam–gas processes from, for example, longitudinally displaced bunch–bunch interactions. If both forward- and backward-moving tracks emerge from a vertex, it is unlikely to be a beam–gas interaction. Finally, the use of vertexing to identify beam–gas events can be effective. If all tracks point to a vertex inside the beam pipe, it is likely to be a beam–gas event, as opposed to, for example, a halo scattering event.

This example is representative of a high-energy proton machine. In electron (positron) machines, the sources of background are quite different. The beam–gas background is then dominated, usually, by radiative effects and electromagnetic showering.

### 6 Beam–gas imaging

Beam–gas interactions are not only a nuisance. They may also be used as a tool for imaging the beam properties. In the LHCb experiment [27], beam–gas interactions are used for many purposes, for instance to perform transverse beam profile measurements, to quantify the ghost charge, to cross-check the relative bunch population measurements, to determine the absolute luminosity with high precision [28, 29] and, as we will develop in the next section, to carry out fixed-target physics experiments.

A key detector in all these tasks is the LHCb Vertex Locator (VELO) [30], see Fig. 8, which is a precision tracking detector, located in the vicinity of the beams in a secondary vacuum. It is composed of
Fig. 8: Top left: The LHCb VELO vacuum tank. The cut-away view allows the VELO sensors, hybrids, and module support on the left-hand side to be seen. Top right: A photograph of one side of the VELO during assembly showing the silicon sensors and readout hybrids. Bottom: Cross-section in the $xz$ plane at $y = 0$ of the sensors and a view of the sensors in the $xy$ plane. The detector is shown in its closed position. $R(\phi)$ sensors are shown with solid blue (dashed red) lines. The modules at positive (negative) $x$ are known as the left or A-side (right or C-side). Figures taken from Ref. [30].

Fig. 9: Left: zoomed display of the reconstructed vertices near the IP. Blue, red, green, and black dots represent vertices measured in $be$, $eb$, $bb$, $ee$ LHC bunch crossings. Right: LHCb VELO $bb$ vertex resolution as a function of vertex track multiplicity. Figures taken from Ref. [28].

vertically oriented silicon microstrip sensors, each with their active edge at about 8 mm from the beams. Figure 9 (left) displays reconstructed interaction vertices from $be$, $eb$, $bb$, $ee$ LHC bunch crossing types. Here, the two letters designate the nominal state of the crossing bunch slots of beam 1 and beam 2. A $b$ stands for a nominally filled bunch slot and an $e$ stands for a nominally empty bunch slot. The traces of the two beams and of the luminous region are clearly visible, including the crossing angle.

The VELO vertex resolution can be seen in Fig. 9 (right) for $p + p$ interactions as a function of vertex track multiplicity. In addition, the VELO has a good acceptance for beam–gas events. This feature was used to reconstructed the transverse beam profiles, offsets, and angles, and combined with
Fig. 10: Left: Example of LHCb ghost charge measurements by beam–gas rates in nominally empty bunch slots, integrated over 4 min, shown as a function of the LHC bunch slot number (bcid), see text. Taken from Ref. [28]. Right: LHC bunch populations measured by the LHCb beam–gas rates versus those measured by the LHC FBCT, averaged over 3 h bins, one colour per time bin (for clarity, the data have been shifted down by a fixed amount after each time bin). Taken from Ref. [32].

the luminous region vertex distribution, to calculate the beam overlap integral

$$\Omega = 2c \cos^2\alpha \int \rho_1(x, y, z, t) \rho_2(x, y, z, t) \, dx \, dy \, dz \, dt$$

(41)

of two counter-rotating bunches (1 and 2) with time- and position-dependent density functions $\rho_1(x, y, z, t)$ and $\rho_2(x, y, z, t)$ that drives the luminosity

$$L = f N_1 N_2 \Omega,$$

(42)

where $N_1$ and $N_2$ are the total number of protons in the bunches and $\alpha$ is half the crossing angle.

The normalization of the bunch populations $N_1$ and $N_2$ is crucial for the luminosity determination and was obtained from dedicated LHC devices. The total circulating charge was measured using a direct current–current transformer, which measures precisely the total beam population [31]. A fast bunch current transformer (FBCT) is used to measure the relative bunch populations [32]. However, the FBCT has an intrinsic population threshold below which no population is measured. Given the large number of nominally empty bunch slots, even a small unmeasured population per slot may result in a substantial error in the bunch population normalization. For this reason, the LHCb beam–gas technique was used to count the beam–gas events in every bunch slot (filled or empty) and, by comparing the rates, to determine the amount of ‘ghost charge’ contained in the sub-threshold slots [28]. An example result is shown in Fig. 10 (left), which shows the beam–gas event counts for a 4 min integration time as a function of LHC bunch slot number (bunch crossing ID). The vertical blue and red lines indicate the nominally filled slots (slot 1175 is a \textsc{bb} crossing type, the blue line hides the red line). The beam–gas rates for these slots are suppressed from the graph (they contain several tens of thousands counts). Shown are (in green and orange) the beam1- and beam2-gas rates for nominally empty slots. Only a zoomed range of slots is shown (from 800 to 1200, out of 3564 LHC slots). Here, the ghost charge clustered around the nominally filled bunch slots.

The beam–gas rates of nominally filled slots were also used to cross-check the linearity of the FBCTs [32]. Examples of LHCb relative bunch populations measurements by beam–gas rates are shown in Fig. 10. Different colours or markers are just different time periods (with an artificial offset for clarity, except for the blue).
To increase the beam–gas interaction rate, and thus the statistics, a system was installed, the System for Measuring the Overlap with Gas (SMOG), which allows one to inject a tiny amount of gas (Ne, He, or Ar) in the VELO beam vacuum and thereby increase the pressure from $10^{-9}$ to $10^{-7}$ mbar. Only light noble gases are used because of the presence of non-evaporable getter coatings in the vicinity of the IP, see Ref. [33].

One of the first SMOG injections used in the LHC in 2012 with 4 TeV proton beams of $N \approx 8 \times 10^{10}$ per bunch is illustrated in Fig. 11, which shows the VELO pressure as a function of time (left) and the measured high level trigger (HLT) rates for beam1–gas events and beam2–gas events. Here, the raw Penning gauge value is displayed. A factor of 4.1 must be applied to obtain a better estimate of the actual neon pressure to take into account the gauge sensitivity to the gas species, see Ref. [34]. As an exercise, one can estimate the rate of beam–gas events that LHCb should have measured. Assuming that the LHCb HLT selected all beam–gas events with a vertex in a longitudinal range of about $\Delta z = 1$ m near the IP and assuming a flat profile of Ne pressure $P(\text{Ne}) = 1.6 \times 10^{-7}$ mbar at $T = 293$ K (thus $\rho_{\text{Ne}} = P(\text{Ne})/k_B T = 4 \times 10^9 \text{ cm}^{-3}$), and applying the guidelines of Section 3.1, using Eq. 24 to estimate the inelastic $p + \text{Ne}$ cross-section ($\sqrt{s_{NN}} = 87$ GeV, thus $\sigma_{\text{inel,} p+p} \approx 37$ mb, from Fig. 1)

$$\sigma_{\text{inel,} p+\text{Ne}} \approx \sigma_{\text{inel,} p+p} \times 20^{0.7} = 37 \text{ mb} \times 8.4 = 310 \text{ mb}, \quad (43)$$

one obtains a beam–gas rate

$$R = \sigma_{\text{inel,} p+\text{Ne}} \cdot N \cdot f \cdot \rho_{\text{Ne}} \cdot \Delta z = 110 \text{ Hz}, \quad (44)$$

a value quite close to the measured one, see Fig. 11 (right). The order of magnitude is correct. Clearly, the devil is in the details (gauge calibration, exact cross-section, detector acceptance, efficiency), and a better agreement would have been a surprise.

Following the successful utilization of beam–gas events to image the beams at LHCb, which led to an absolute luminosity calibration of less than 2% [28, 29], a project was started at the LHC to build a demonstrator beam–gas vertexing system, based on a fibre tracker, that should allow one to measure the LHC beam transverse profile (therefore, the transverse emittance) per bunch within a few minutes [35]. This may prove to be an interesting alternative to existing beam profile measuring devices, especially for high-energy, high-intensity beams, where standard wire scanners cannot be applied.
7 Gaseous fixed targets

Internal gas targets have a long past history in accelerator physics, perhaps culminating in the use of sophisticated polarized gas sources feeding into a cylindrical tube through which a beam passes (for a review, see Ref. [36]).

In LHCb, once SMOG was made available, it was realized that interesting measurements could be made with gaseous targets. For example, the interpretation of the recent PAMELA [37] and AMS-2 [38] results on the astrophysical flux ratio of antiprotons and protons $\frac{\Phi(\bar{p})}{\Phi(p)}$ suffers from a relatively large uncertainty on the model predictions, owing to the lack of data on the $\bar{p}$ production cross-section $p + He \rightarrow \bar{p} + X$ (for example, see Refs. [39,40] and the references therein). The LHC beam impinging on helium nuclei offers the opportunity for LHCb to perform a direct measurement of $\sigma_{p+He \rightarrow \bar{p}+X}$, right in the relevant kinematic range. One of the challenges is related to the normalization of the cross-section. The luminosity must be measured, which in this case requires a measurement of the target gas density $\rho_{He}(z)$ along the beam path. This measurement will be made in the future with the use of precisely calibrated Bayard–Alpert gauges, see Ref. [34]. In the mean time, an alternative solution was found, which again makes use of beam–gas scattering! Indeed, the proton beams also impinge on the atomic electrons of the helium atoms. By chance, some of the elastically scattered electrons fall inside the LHCb acceptance. The elastic ‘p + e’ cross-section, is of course, identical to the elastic ‘e + p’ cross-section discussed in Section 3.3.1, only with a boost applied to the observer such that the electrons come to rest.

For curiosity and as an exercise, let’s calculate the boost $\beta$ needed to bring the proton to rest for a proton beam energy of $E_p = 6.5$ TeV (see Eq. 9)

$$0 = \gamma (cp_z - \beta E_p) \Rightarrow \beta = \frac{cp_z}{E_p} \Rightarrow \gamma = \frac{E_p}{Mc^2} \approx 6900.$$

(45)

Applying the same boost to the atomic electron gives the impinging electron energy in the proton rest frame (the binding energy is a few electronvolts and can be neglected)

$$\tilde{E} = \gamma mc^2 \approx 3.5 \text{ GeV},$$

(46)

which is an electron beam energy similar to that used at the medium-energy electron beam facility TJ-NAF.

One can derive that, in the LHCb laboratory frame, the scattered electron energy is deduced from its laboratory scattering angle $\theta$ by

$$E' = mc^2 \frac{(E_p + mc^2)^2 + c^2 p^2_\theta \cos^2 \theta}{(E_p + mc^2)^2 - c^2 p^2_\theta \cos^2 \theta} \approx \frac{2mc^2}{(Mc^2/E_p)^2 + \theta^2} \sim \frac{2mc^2}{E_p/c^2 \sim m, M \text{ and } \theta \ll \pi/2}$$

(47)

and the four-momentum transfer squared is

$$Q^2 = 2m(E' - mc^2) \approx 2m E' \quad (E' \gg mc^2).$$

(48)

At a laboratory angle of $\theta = 32$ mrad, one has $\tilde{E}' \approx 1 \text{ GeV}$ and $Q^2 \approx 0.001 \text{ GeV}^2/c^4$. The $Q^2$ is small and therefore the electromagnetic form factors given in Section 3.3.1 are quite precisely known.

By measuring the rate of single electron events in non-colliding bunch slots (’be’ crossing type, see Section 6), LHCb obtains a measurement of the atomic electron density $\rho_e$, since the $e + p$ elastic cross-section is known with precision in the relevant $Q^2$ range. First results indicate that an accuracy of about 6% can be achieved (dominated by systematic effects) [41]. Assuming further that $\rho_{He} = \rho_e/Z_{He}$, one derives the density of atoms in the LHC beam path. This method can and will also be applied to other target nuclei.

LHCb has since developed a broad physics programme based on He, Ne and Ar gas as a fixed target [42]. Several other initiatives and ideas of physics measurements with beam–gas interactions at the LHC are also being proposed and considered. For a recent overview, see the CERN ‘Physics Beyond Collider’ Annual Workshop [43].
8 Summary and outlook

Beam–gas interactions in accelerators are essentially unavoidable. They are usually a nuisance that one tries to reduce (reduced beam lifetime, radiation, background rates). However, they can also be of practical use, allowing one to perform transverse and longitudinal beam profile imaging or even to carry out physics experiments in storage rings. Some simple, sometimes naive, formulae were presented that should allow one to make order-of-magnitude estimates of the beam–gas rates in different cases, with proton, ion, or electron beams. For more precise estimates, the reader is encouraged to use advanced simulation codes.
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