Caption Feature Space Regularization for Audio Captioning

Yiming Zhang, Hong Yu, Ruoyi Du, Zhanyu Ma†, Senior Member, IEEE, Yuan Dong

Abstract—Audio captioning aims at describing the content of audio clips with human language. Due to the ambiguity of audio, different people may perceive the same audio differently, resulting in caption disparities (i.e., one audio may correlate to several captions with diverse semantics). For that, general audio captioning models achieve the one-to-many training by randomly selecting a correlated caption as the ground truth for each audio. However, it leads to a significant variation in the optimization directions and weakens the model stability. To eliminate this negative effect, in this paper, we propose a two-stage framework for audio captioning: (i) in the first stage, via the contrastive learning, we construct a proxy feature space to reduce the distances between captions correlated to the same audio, and (ii) in the second stage, the proxy feature space is utilized as additional supervision to encourage the model to be optimized in the direction that benefits all the correlated captions. We conducted extensive experiments on two datasets using four commonly used encoder and decoder architectures. Experimental results demonstrate the effectiveness of the proposed method. The code is available at https://github.com/PRIS-CV/Caption-Feature-Space-Regularization.

Index Terms—Audio captioning, Contrastive learning, Cross-modal task, Caption consistency regularization

I. INTRODUCTION

AUDIO captioning is a cross-modal translation task that requires extracting features from audio and combining them with a language model to describe the contents of audio [1], [2], [3]. However, unlike the speech recognition task that transcribes speech to text [4], the audio captioning task focuses on recognizing human-perceived information in general audio signals and expressing it with natural language. The information of generated caption includes the sound event, the acoustic scene, and some other high-level semantic information such as concepts, physical properties, and high-level knowledge [2].

Different from the visual captioning tasks in which people can easily describe the visual object by its shape, color, size, and its position relative to other objects [5]. However, for the audio clips, its information can be much more ambiguous than the information of images or videos [2], [5]. Even for people, precisely distinguishing events in audio can be difficult, let alone effectively describing the contents of given audio, because the description is often dependent on the situation or context as much as the audio itself. Therefore, due to the ambiguity of audio, different persons may have varying perceptions of the same audio, which will result in the semantic disparity of audio captions [2], for example, a thin plastic rattling could be perceived as a fire crackling (as shown in Fig. 1).

In the audio captioning task, each audio has multiple captions to describe the contents, and one caption for each training iteration is randomly selected as the training objective. While due to the disparity of captions on the same audio clip, randomly selecting one caption as the objective will lead to a large variance in the optimization direction of the model, which may harm the performance of the model and make it more difficult to converge. We believe that these captions are just semantically disparity, and the latent similarity between captions that describe the same audio clip is not aware during the current training scheme.

Therefore, in order to solve the problem caused by the semantic disparity of captions, we propose a caption proxy space regularization method. Specifically, the proposed method includes two training stages: (i) the first stage learns a proxy feature space of the captions by minimizing the distance between different captions belonging to the same audio and pushing away the distance between different captions of different audio, (ii) and the second stage trains an audio caption model with the previously built proxy space as a regularization term, i.e., utilizing the proxy feature space as an additional optimization goal to reduce optimization variance.

Our contributions are as follows:

1) We propose a two-stage caption feature space regularization method to mitigate the effect of caption disparity on audio captioning task.
2) Two different pre-trained encoders and two different decoders are used to verify the effectiveness of the method.
3) On two prominent audio captioning datasets, Clotho-v1 and Clotho-v2 [2], the results of our proposed method are compared to the results of the state-of-the-art, indicating that our proposed methods achieve competitive results.

Fig. 1. Due to the ambiguity of audio, people may have different perceptions of the same audio.
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II. RELATED WORK

The audio captioning task is firstly introduced in [1], which proposed the commercial ProSound Effects [6] audio corpus as a proof of concept. The paper proposed a BiGRU [7] based encoder-decoder model to generate audio captions. And due to the success of the audio captioning task in DCASE 2020 and 2021 [8], this task has garnered the attention of an increasing number of researchers, and several methods to address this issue have been proposed. H. Wang et al. [9] proposed a decoder with a temporal attention mechanism that uses more acoustic information for each time step. K. Chen et al. [10] used the combination of a pre-trained encoder and a Transformer decoder which makes the latent variable result more efficient in generating captions. X. Xu et al. [11] investigated the effect of local and global information on the audio captioning task by comparing two pre-training tasks. The semantic information is also investigated in order to improve the audio captioning task’s performance. The semantic attributes were originally used in [12], where AudioSet labels were used as semantic attributes by using the labels of the nearest video clip. And Eren et al. [13] used the audio encoder to get audio embeddings and a text encoder to get subject-verb embeddings, combine these embeddings and decode them in the decoder.

III. PROPOSED METHOD

A. The Overview of Audio Captioning System

The current mainstream training paradigm of the audio captioning task is the end-to-end encoder-decoder framework, as shown in Block A of Fig. 2.

The training data for the task consists of paired audio and captions data. The training set of $N$ audio-captions pair $D = \{(x_n, C_n)\}_{n=1}^N$, where $x_n \in \mathbb{R}^{T \times F}$ is the log mel-spectrogram of the $n$th audio clip with $T$ frames and $F$ Mel filters, $C_n = \{C_{mn}\}_{m=1}^M$ is all the captions of the $n$th audio clip and $C_{mn}$ is the $m$-th caption, which contains $L$ tokens $\{c_{mn}^l\}_{l=1}^L$.

The audio encoder takes an audio clip’s log mel-spectrogram $x$ as input and extracts its latent representation $Z \in \mathbb{R}^{L \times F'}$. The decoder then aligns and calculates the latent representation $Z$ with the hidden states of tokens, and the caption representation can be generated by the decoder, denoted as $H \in \mathbb{R}^{L \times D}$, which contains $L$ vectors $\{h_l\}_{l=1}^L$, where the dimension of $h_l$ is $D$ and the number of vectors is equal to the token length of caption $C$. Hence, each vector $h_l$ corresponds to the token $c_l^1$ in the objective caption, the vectors are utilized to predict the probability of the words over the vocabulary after passing through the softmax layer. The predicted words are $\{w_l\}_{l=1}^L$.

The cross-entropy loss function is used for word-level classification of decoder, the loss function is

$$\ell_{CE}(\theta; C, x) = -\sum_{l=1}^L c_l^1 \cdot \log p (w_l | \theta, x) . \quad (1)$$

For the audio captioning task, an audio clip has multiple captions to describe how different annotators feel about it. Different perceptions cause the disparity of the captions in semantics, however, for each audio, only one caption will be randomly selected as the ground truth for each training to generate the description of the audio, and this training strategy can easily affect the performance of the model and make it unstable.

To solve the above problem, we propose a proxy feature optimization method to regularize the training of the caption generation, the key module is shown in Block B of Fig. 2. Our method is a two-stage audio captioning method, in which the first stage uses contrastive learning to generate the proxy space and extract the proxy caption embedding of each audio $d_k$ (described in section III-B) and then the proxy embedding $d_k$ is used in the module to regularize the training of the caption generation (described in section III-C).

B. The First Stage : Generation of Caption Proxy Space

To reduce the effect of caption disparity on model training. We use the contrastive learning method to reduce the distance in proxy space between captions that belong to the same audio and increase the distance between captions that belong to different audio. In this subsection, we introduce the generation of the proxy space and the extraction of the caption proxy embedding.

1) Training method: As is depicted in Fig. 3 $N \times M$ captions are fetched to build a batch. These captions are from $N$ different audio, and each audio has $M$ captions. The symbol
We tokenize the captions and utilize Bert [13] to extract its word embeddings. Then the word embeddings are fed into the LSTM network. As a network transformation, a linear layer is connected to the LSTM layer. The output of the network is $G(C_{mn}; \delta)$ where the parameters of the network are represented as $\delta$. The caption embedding vector is defined as

$$e_{mn} = \text{Mean}(G(C_{mn}; \delta)) + \text{Max}(G(C_{mn}; \delta)), \quad (2)$$

where $e_{mn}$ represents the proxy embedding of the $n$th audio’s $m$th caption.

The centroid of the proxy embeddings from the $k$th audio $\{e_{1k}, \cdots, e_{Mk}\}$ is denoted as $d_k$, and the scaled cosine similarities between each proxy embedding $e_{mn}$ to all centroids $d_k$ are defined by the similarity matrix $S_{MN} (1 \leq n, k \leq N$ and $1 \leq m \leq M)$:

$$S_{mn,k} = a \cdot \cosine(e_{mn}, d_k) + b, \quad (3)$$

where $a$ and $b$ are learnable parameters, the weight is limited to be positive ($a > 0$). And the centroid $d_k$ can be calculated by

$$d_k = \begin{cases} \frac{1}{M} \cdot \sum_{j=1}^{M} e_{jk}, & \text{if } k \neq n \\ \frac{1}{M} \cdot \sum_{j=1,j \neq m}^{M} e_{jk}, & \text{if } k = n. \end{cases} \quad (4)$$

In Eq. (4), when calculating negative similarity ($k \neq n$), the centroid $d_k$ is the average of all the proxy embeddings of $k$th audio, while when calculating positive similarity ($k = n$), we eliminate $e_{mk}$ to compute the centroid.

During the training, the proxy embeddings of each audio should be similar to its centroid, but far from the centroid of other audio in the proxy space. As shown in the similarity matrix in Fig. 3 the colored areas should have large values, whereas gray areas should have small values. So for each proxy embedding, the loss function is designed as

$$L(e_{mn}) = -S_{mn,n} + \log \left( \sum_{k=1,k \neq n}^{N} \exp(S_{mn,k}) \right). \quad (5)$$

After the training of the first stage is completed, we extract the centroid $d_k$ of each audio to represent its caption proxy embedding.

2) Training details: In this stage, we use a single-layer LSTM network followed by a linear layer, the dimensions of the LSTM and linear layer are 1024 and 512, respectively. When training the model, each batch contains $N = 64$ audio clips and $M = 3$ captions per audio. The Adam optimizer is used to train the network, the learning rate is 0.01 and the number of training epochs is 500. The scaling factors $(a, b)$ are initialized as $(10,-5)$.

C. The Second Stage: Regularize The Training of Caption Generation

As shown in Block B of Fig. 2 the caption proxy embedding $d_k$ is used in the constraint module to regularize the training of the caption generation.

1) Training method: We obtain the embedding $\hat{e}_k$ of the predicted caption by averaging pooling and max pooling operations on the decoder output representation $H$ along the time axis, as shown in

$$\hat{e}_k = \text{Mean}(H_k) + \text{Max}(H_k), \quad (6)$$

where $\hat{e}_k$ is the embedding of the $k$th audio predicted caption.

In addition to the cross-entropy loss, we proposed the proxy constraint loss to reduce the effect of the caption disparity (see Eq. (7)), as shown in

$$\ell_{PC}(\theta; d_k, x_k) = 1 - \cosine(\hat{e}_k, d_k). \quad (7)$$

In this way, a small loss means $\hat{e}_k$ has a high similarity with the audio caption proxy embedding $d_k$ obtained by the first stage. Accordingly, the final training objective function is the weighted sum of cross-entropy loss and proxy constraint loss, as shown in

$$\ell(\theta; d_k, C_k, x_k) = \ell_{CE}(\theta; C_k, x_k) + \lambda \cdot \ell_{PC}(\theta; d_k, x_k), \quad (8)$$

where $\lambda$ is a hyperparameter.

2) Training details: In this stage, we use two different 10-layer CNN pre-trained encoder models, PANN [14] and Pretrain-CNN [15] and the model structures of them can be found in [13], [11]. And the single-layer attention-based GRU [19] and 2 layers Transformer [20] as our backbone decoder for its success in previous audio captioning works. SpecAugment [21] and label smoothing [22] are applied to prevent overfit. We also apply scheduled sampling to gently decrease the training-inference discrepancy caused by teacher forcing training [23]. The output dimensions of the decoder are 512 and the Transformer decoder has 4 heads. As for the GRU decoder, the Adam optimizer is used to train the network, the initial learning rate is $5 \times 10^{-4}$ and the total number of training epochs is 25. For the Transformer decoder, the initial learning rate is $5 \times 10^{-3}$ and warm-up is used to increase the learning rate linearly to the initial learning rate in the first five epochs, the total number of training epochs is 30 and the learning rate

https://zenodo.org/record/3987831
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| Dataset | Model | Encoder | Decoder | BLEU₁ | BLEU₄ | ROUGE₁ | METEOR | CIDEr | SPICE | SPIDER |
|---------|-------|---------|---------|-------|-------|--------|--------|-------|-------|--------|
| Clotho-v1 | Baseline | PANN | GRU Transformer | 53.6 | 13.8 | 35.9 | 16.3 | 34.1 | 11.0 | 22.6 |
|         |       | Pretrain-CNN | GRU Transformer | 54.3 | 14.5 | 36.2 | 16.9 | 36.5 | 11.7 | 24.1 |
|         | Fine-tuned PreCNN Transformer | CNN Transformer | 53.4 | 15.1 | 35.6 | 16.0 | 34.6 | 10.8 | 22.7 |
|         | Temporal attention model | CNN LSTM | 48.9 | 10.7 | 32.5 | 14.8 | 25.2 | 9.1 | 17.2 |
|         | Ours | Pretrain-CNN | GRU Transformer | 55.2 | 15.3 | 36.7 | 17.1 | 38.9 | 11.6 | 24.2 |
|         |       | Transformer | 51.3 | 13.1 | 34.9 | 16.5 | 33.3 | 11.2 | 22.3 |
|         |       | PANN | GRU Transformer | 55.5 | 15.3 | 36.8 | 17.1 | 37.5 | 11.7 | 24.6 |
|         |       | Transformer | 52.4 | 13.3 | 35.5 | 16.6 | 35.1 | 11.4 | 23.2 |
| Clotho-v2 | Baseline | PANN | GRU Transformer | 54.5 | 14.9 | 36.5 | 17.0 | 36.9 | 11.5 | 24.2 |
|         |       | Pretrain-CNN | GRU Transformer | 52.0 | 12.9 | 35.0 | 16.8 | 34.0 | 11.3 | 22.6 |
|         | Transformer | 55.2 | 15.3 | 37.1 | 17.3 | 38.7 | 11.8 | 24.5 |
|         | Transformer | 51.7 | 12.5 | 34.9 | 16.5 | 33.6 | 11.2 | 22.4 |
|         | Pretrain-CNN | Transformer | 53.3 | 14.6 | 35.5 | 15.4 | 34.1 | 10.6 | 22.4 |
|         |       | Transformer | 55.3 | 14.3 | 37.4 | 16.8 | 36.8 | 11.5 | 24.2 |
|         | Ours | Transformer | 55.8 | 15.9 | 37.4 | 17.5 | 39.7 | 12.0 | 25.9 |
|         |       | Transformer | 55.9 | 15.9 | 37.3 | 17.1 | 37.3 | 11.6 | 24.4 |
|         |       | Pretrain-CNN | Transformer | 56.1 | 16.0 | 37.5 | 17.6 | 40.6 | 12.1 | 26.3 |
|         |       | Transformer | 56.1 | 15.9 | 37.6 | 17.2 | 37.5 | 11.5 | 24.5 |

is reduced to 1/10 of its original value every 10 epochs. And the hyperparameter $\lambda$ is 0.5.

IV. EXPERIMENTS

A. Metrics

We use the same metrics used in the DCASE Challenge to evaluate the performance of our proposed method, including machine translation metrics: BLEU$_n$ [24], ROUGE$_L$ [25], METEOR [26] and captioning metrics: CIDEr [27], SPICE [28], SPIDER [29]. And the $n$ in BLEU means $n$-gram.

The machine translation metrics are used to measure the word accuracy and recall of generated text compared to the ground truth. The captioning metrics are customized to the captioning task, taking into consideration the scene graph contained within the generated caption as well as the $n$-gram’s frequency-inverse document frequency (TF-IDF). The semantic fidelity and syntactic fluency of the generated captions are ensured by taking into account the scene graph and the TF-IDF of the ground truth. The captioning metrics are customized to the captioning task, taking into consideration the scene graph.

B. Datasets

The Clotho dataset [2] and the Audiocaps dataset [12] are two datasets that are commonly used for audio captioning tasks. There are two versions of the Clotho dataset, Clotho-v1 and Clotho-v2 respectively. Each audio clip has five captions describing the audio contents, and the annotator uses only the audio signal for annotation. However, the Audiocaps dataset is not generated in an ideal environment [12]. So in this work, we only focus on the Clotho-v1 and Clotho-v2 datasets.

C. Experimental results and discussion

Tab. I illustrates the experimental results of the proposed method compared to the baseline model and other methods on the Clotho-v1 and Clotho-v2 evaluation sets. The bold and underline fonts represent the first and second place in each metrics, respectively.

All baseline methods and our proposed methods are repeated three times, their results in the table are the average of the three experimental results. And the baseline model using Pretrain-CNN encoder and attention-based GRU decoder is our implementation of the state-of-the-art AT-CNN method [11], [15]. The results of other methods shown in the Tab. I are provided in their paper [10], [9], [16], [17].

1) Compared with baseline models: For the identical combination of encoder and decoder, our proposed method achieves better results in all evaluation metrics compared to the baseline model. And the baseline model has the identical experimental setting as our proposed method, only without the caption feature space regularization module (Block B of Fig. 2). The experimental results and Student’s t-tests show that the caption proxy feature space regularization can reduce the effect of caption disparity and significantly improve model performance.

2) Compared with other methods: Our proposed best model, in which the encoder is Pretrain-CNN and the decoder is GRU, obtains first or second place in all evaluation criteria in both datasets. In summary, the proposed method shows outstanding performance on these two datasets.

V. CONCLUSION

In this paper, we propose a two-stage caption feature space regularization method for the task of audio captioning. In the proposed method, the first stage uses contrastive learning to generate the proxy feature space and extract the proxy embedding of audio clips. Then the second stage uses the extracted proxy embedding to regularize the training of caption generation and mitigate the effect of the caption disparity. We conducted experiments using four different combinations of pre-trained encoders and decoders on two datasets to demonstrate the effectiveness of the proposed method.
