The longitudinal neural dynamics changes of whole brain connectome during natural recovery from poststroke aphasia
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A B S T R A C T

Poststroke aphasia is one of the most dramatic functional deficits that results from direct damage of focal brain regions and dysfunction of large-scale brain networks. The reconstruction of language function depends on the hierarchical whole-brain dynamic reorganization. However, investigations into the longitudinal neural changes of large-scale brain networks for poststroke aphasia remain scarce. Here we characterize large-scale brain dynamics in left-frontal-stroke aphasia through energy landscape analysis. Using fMRI during an auditory comprehension task, we find that aphasia patients suffer serious whole-brain dynamics perturbation in the acute and subacute stages after stroke, in which the brains were restricted into two major activity patterns. Following spontaneous recovery process, the brain flexibility improved in the chronic stage. Critically, we demonstrated that the abnormal neural dynamics are correlated with the aberrant brain network coordination. Taken together, the energy landscape analysis exhibited that the acute poststroke aphasia has a constrained, low dimensional brain dynamics, which were replaced by less constrained and high dimensional dynamics at chronic aphasia. Our study provides a new perspective to profoundly understand the pathological mechanisms of poststroke aphasia.

1. Introduction

Aphasia following stroke that negatively impacts the daily quality of life of patients (Flowers et al., 2016; Gerstenecker and Lazar, 2019; Kiran and Thompson, 2019). To develop novel, targeted and efficient treatment strategies, it is essential to understand the neural mechanisms underlying spontaneous language function rehabilitation. Language function has always been ascribed to the effects of separated motor or sensory language cores, such as Broca’s area and Wernicke’s area, and the direct fiber connections or functional circuitry between them. These theoretical frameworks have predominated for several decades (Dick et al., 2014; Tremblay and Dick, 2016; Nasios et al., 2019). Modern views suggest that the brain is organized into a set of anatomically distributed but functionally integrated large-scale networks (Cole et al., 2014; Xu et al., 2021). The classic theories seem outdated because they do not comprehensively consider language-related distributed functional connectivity and are constrained from the perspectives of modular or central language areas; otherwise, little is known about subcortical structures and the cerebellum. Modern neuroimaging and neural computational studies give us a deeper and more comprehensive understanding of language function and shed new light on language recovery after poststroke aphasia. In summary, these multimodal and multiscale studies emphasize that successful language processing should rely on interactions of the multiple brain functional systems. This complex, high-order cognitive system comprises the cerebral cortex (Vigneau et al., 2006; Vigneau et al., 2011; Vasa et al., 2015; Hartwigsen and Saur, 2019; Stockert et al., 2020; Ding et al., 2020; Xu et al., 2020; Branco, Seixas, and Castro, 2020), subcortex (Crosson, 1985; Chenery, Copland, and Murdoch, 2002; Copland, 2003; Herbet et al., 2016; Broser et al., 2012; Cignetti et al., 2020) and cerebellum (Murdoch, 2010; Ackermann, 2013; Schwartzze and Kotz, 2016; Murdoch, 2010).
Moberget et al., 2016; Marien and Borgatti, 2018; Ashida et al., 2019; Geva et al., 2021. This system is conceptually described as a language connection network, which works via cortico-cortical communication, cortico-subcortical communication and cerebellar-cortical interactions (Fedorenko and Thompson-Schill, 2014; Dick et al., 2014). Given the above perspective, poststroke aphasia can be considered a network disorder related to multiple large-scale networks (Carter et al., 2012; Thiel and Zumbansen, 2016; Siegel et al., 2016; Stockert and Saur, 2017; Stockert et al., 2020).

Previous neuroimaging studies in post-stroke aphasia have proposed that successful language reorganization should rely on 1) language-specific networks, which are mainly left-lateralized frontotemporal networks (Winhuisen et al., 2007; Thiel et al., 2013; Grifths et al., 2017; Fridriksson et al., 2012; Fridriksson et al., 2010; Ding et al., 2020), 2) recruitment of lesion-homologous areas in right hemisphere (Winhuisen et al., 2007, 2005; Xing et al., 2016; Turkeltaub et al., 2012; Meltzer et al., 2013; Kourtidou et al., 2021; Harvey et al., 2017; François et al., 2019), 3) bilateral domain-general multidemand systems (Geranmayeh et al., 2014; Geranmayeh et al., 2017; Saur et al., 2006; Stockert et al., 2020; Stockert and Saur, 2017) involving a frontoparietal network and a cingulo-opercular network under situation of large lesions or incomplete recovery. Disrupted functional connectivity (FC) within and across these large-scale functional networks account for language deficits for post-stroke aphasia (Siegel et al., 2018; Siegel et al., 2016; Duncan and Small, 2018; Carter et al., 2012). In most of the FC studies, a common assumption is spatially and temporally static brain during the scan, which is an average quantity of the brain activity. The study of temporal variability of the brain activity and connectivity is an emerging area, which can capture the spontaneous and reoccurring activity patterns of functional brain networks during resting period, performing tasks or suffering perturbations (Freyer et al., 2011; Deco and Jirsa, 2012; Deco et al., 2013; Wang et al., 2013; Tognoli and Kelso, 2014; Hansen et al., 2015; Chen and Huang, 2017; Sayal et al., 2020). By using a dynamic framework, (Guo et al., 2019) has reported that dynamic segregation and integration of spatiotemporal information across large-scale brain networks may account for language disruptions in post-stroke aphasia. Nonetheless, what changes occur to the neural dynamics of the whole brain when dramatic local damage occurs and how the neural activity patterns of large-scale networks transit dynamically to mitigate attacks are still poorly explored with respect to the natural recovery of post-stroke aphasia patients from the acute stage to the chronic stage. We hypothesize that the brains of poststroke aphasia patients and healthy individuals exhibit various neural activity traversals patterns among canonical brain states, and the characteristics of these traversals are different among acute, subacute and chronic brain stage. To test these hypotheses, energy landscape analysis, which is rooted in statistical physics and applied to study the fluctuations of blood oxygenation level-dependent (BOLD) fMRI of large-scale human brain networks (Watanabe et al., 2013; Watanabe and Rees, 2017; Riehl et al., 2018; Kang et al., 2017; Kang et al., 2021), was applied in our research. Energy landscape analysis had already been applied to describe the dynamics of high-dimensional biological systems (Kapon, Nevo, and Reich, 2008; Wolynes, 2015; Neelamraju, Gosavi, and Wales, 2018; Zhang and Wolynes, 2017; Ross-Naylor, Mijaljovic, and Biggs, 2020; Stewman, Tsai, and Ma, 2020) and other systems (Othayoth, Thom, and Ij, 2020) to explore the intrinsic complicacies. Recently, it was introduced to the field of brain research to study the brain dynamics (Watanabe et al., 2014; Watanabe et al., 2017; Kang et al., 2017; Watanabe and Rees, 2017; Gu et al., 2018; Kang et al., 2021). In the energy landscape analysis, brain states were defined as the activity patterns across brain regions or large-scale functional networks (Watanabe et al., 2013; Watanabe et al., 2014; Ashourvan et al., 2017; Kang et al., 2017; Watanabe and Rees, 2017; Gu et al., 2018; Kang et al., 2021). On the basis of the Boltzmann distribution of the states, the energy of a state was calculated by the negative log appearance probability of the state. However, it should be noted that the energy we introduced here actually represented the appearance frequency of state rather than biologically significant terminology. Thus, a state that possessed a larger probability of occurrence had a lower energy. The hierarchical relationship (inverse frequency distribution) among the energy values of all possible brain activity patterns across the regions of interest (ROIs) was used to define an energy landscape (Fig. 1a-1e).

In the present study, we constructed energy landscapes using a pairwise maximum entropy model (MEM) (equivalent to the Ising model and the Boltzmann machine) of BOLD-fMRI data collected from 16 left frontal post-stroke aphasia patients in the acute (1–7 days), subacute (1–3 weeks), and chronic stages (more than half a year) and 17 age-matched healthy subjects when they performed an auditory short sentence comprehension task published in recent research (Stockert et al., 2020). This is because the energy landscape can dramatically simplify the problem of characterizing the multistability of neural networks, automatically identifying relatively frequent and dominant brain activity patterns in high-dimensional neural data without any priori information, and delineating neural dynamics as staying in and moving between these brain states (Watanabe et al., 2013; Watanabe et al., 2014; Ashourvan et al., 2017; Kang et al., 2017; Watanabe and Rees, 2017; Gu et al., 2018; Kang et al., 2021). Previous approaches help us to comprehend the detailed workings of a specific language system in aphasia and their temporal correlation, but the information about higher-order interactions (Watanabe et al., 2013) was disregarded, the energy landscape was supposed to complement our knowledge of how brain activity rapidly reconfigures the large-scale functional systems architecture to facilitate communication between segregated cortical regions and cerebellum/subcortical structures during cognitive tasks. Otherwise, energy landscape analysis can identify what might be obscured states in the multistable brain and resolve the challenging tasks of system-level interpretation relatively intuitionistic (Munn et al., 2021). Technically, for each of the four groups (healthy control (T0) and left frontal post-stroke aphasia at acute stage (T1), subacute stage (T2) and chronic stage (T3)), we first estimated an energy landscape and then mapped brain dynamics to the movement of a ‘ball’ on this energy landscape. States with the lower positions in the dendriform graph (dysconnectivity graph) had smaller energy values and appeared more frequently. On the basis of these energy values, we extracted local minima and transition paths among them from the energy landscape and compared the brain dynamics indices among the four groups. We further investigated the relationships between these indices and language evaluation scores (language production (LRS<sub>prod</sub>) and language comprehension (LRS<sub>com</sub>) scores). Finally, we explored the neural basis underlining these brain dynamics by investigating the relationships between brain segregation strength levels based on the major states and dynamics of the brain.

2. Materials and methods

2.1. Subjects

All neuroimaging and behavioral data we used here have been reported in a previous publication (Stockert et al., 2020) and were available through the figshare repository (https://doi.org/10.6084/m9.figshar e.7093481). The 16 patients (one subject (ID: 09) was discarded because of the incompletely shared fMRI data) with first ischemic stroke of the left frontal cortex and 17 age-matched normal individuals were involved in our analyses. The spatial similarity of lesion patterns was confirmed in (Stockert et al., 2020). All patients were enrolled, scanned and behaviorally evaluated longitudinally at the acute stage (T1 = 1–7 days after stroke), subacute stage, (T2 = 8–21 days after stroke) and chronic stage after stroke (T3, > half a year). The normal subjects were scanned only once. The approval of local Ethics Committee has been reported in (Saur et al., 2006).

Behavioral assessments were performed using a clinically standard Aachen Aphasia Test (AAT) diagnostic battery for language modalities
and phenotype classification of poststroke aphasia for the acute, sub-
acute and chronic phases. According to the subtest scores, the AAT
scores were normalized and averaged into a synthetic evaluation, which
included language comprehension (LRSCOMP) and production (LRS-
PROD) scores (range: 0–1; 1 indicated the superior performance).

2.2. Image acquisition

Functional and structural MRIs were collected with a 3.0 T Siemens
TRIO TIM or VERIO MR scanner with standard protocols during an
auditory comprehension task. High-resolution T1-weighted anatomical
data were acquired using an MP-RAGE sequence (TR = 2.2 s, TE = 2.6
ms, FOV = 160 × 240 mm, 160 slices, voxel size 1 × 1 × 1 mm) for the
lesion mapping, spatial preprocessing and spatial normalization of the
fMRI data. Functional MRI data were obtained by applying a gradient
echo-planar imaging (EPI) sequence (TR = 1.83 or 2.19 s, TE = 25 or 96
ms, 115 or 260 scans, 32 or 36 axial slices, flip angle = 70 or 75°, FOV =
192 × 192 mm, voxel size 3 × 3 × 3 mm, slice gap = 1 mm, matrix = 64
× 64 for paradigms I and II, respectively). Diffusion-weighted data were
acquired using an EPI sequence (TR = 4.8 s, TE = 105.2 ms, slice
thickness = 6 mm, matrix = 256 × 256, FOV = 240 × 240 mm).

2.3. Lesion mapping and fMRI preprocessing

A detailed description of lesion mapping and fMRI preprocessing has
been previously reported in (Stockert et al., 2020). Here we summarized
the important steps. For lesion mapping, a trained neurologist drew the
lesions on diffusion-weighted images (DWI) using MRIcron. The
following steps were performed with SPM12. First, the functional
images were corrected for slice acquisition time and head movement
within and between scanning sessions. Second, the high-resolution T1-
weighted scan was co-registered to the mean of the realigned functional
scan. Third, the DWI images and binary lesion masks were co-registered
to match the respective T1-weighted image, which was then normalized
to standard Montreal Neurological Institute (MNI) space. Fourth, the
realigned functional images were then normalized with the resulting
matrices in step three and smoothed with a 4 mm full-width half
maximum (FWHM) Gaussian kernel.

For the following analysis, we additionally removed the nuisance
signal through linear regression: 24 head motion regressors estimated
based on the Friston-24 Parameters, global signal, white matter and
cerebrospinal fluid (CSF) signals with the MATLAB toolbox, DPARSF
(Chao-Gan and Yu-Feng, 2010).

2.4. Rois selection and functional networks arrangement.

We then extracted the time series of BOLD signals for each session
and group from each of the 131 ROIs (Supplementary Table 1). The 131
ROIs were defined as 5-mm spheres around the center coordinates.
Initially, we selected 9 wide reported functional brain networks that
included 134 ROIs in Power’s brain map (Power et al., 2011); (b) we
checked the location for every 134 ROIs MNI central coordinates with
MRIcron; (c) We only excluded the ROIs that fell in the lesion totally because of the limit
spatial resolution of the functional scan. in this step, 5 ROIs were
excluded (Supplementary Table 2); (d) We then excluded 4 ROIs that
had poor overlap with the brain of the patient group (Supplementary
Table 2), after this, 125 ROIs were selected. (e) We selected 6 wide

Fig. 1. Pipeline of energy landscape analysis. (a-f) We extracted fMRI signals from 131 ROIs (a), and then assigned these ROIs into nine large-scale functionally
nonoverlapping brain networks and calculated the average network activity (b). For each ROI, we then binarized the continuous time series based on the mean of the
average network activity (c). We fitted a pairwise maximum entropy model to build an energy landscape applied to the binarized fMRI series, and identified
dominant brain states (d). After that, we characterized the whole brain neural dynamics using a MCMC numerical simulation processing (e). Finally, we investigated
the relationships between several brain dynamic indices and behavioral assessment scores (f). It should be noted that the energy values that we mentioned here only
indicate the appearance probability of all the possible 2^9 brain states. SMT: Somatosensory and motor network; CON: Cingulo-opercular network; MRN: Memory
retrieval network; FPN: Frontoparietal network; SAL: Salience network; SC: Subcortical; VAT: Ventral attention network; DAT: Dorsal attention network; Cereb:
Cerebellum. L: left; R: right.
reported sub-cortical structures by literature review (bilateral amygdala and caudate in basal ganglia, bilateral hippocampus), because of their important function in semantic memory (Duff et al., 2019; Klooster et al., 2020) and language processing (Shaw et al., 2016; Shi and Zhang, 2020). These 6 ROIs were also defined as 5-mm spheres around the center coordinates based on AAL atlas (Tzourio-Mazoyer et al., 2002).

(i) Finally, we arranged the 131 ROIs into 9 functional networks (Supplementary Fig. 1) (somatosensory and motor network (SMT), cingulo-opercular network (CON), memory retrieval network (MRN), frontoparietal network (FPN), salience network (SAL), subcortical system (SC), ventral attention network (VAT), dorsal attention network (DAT) and cerebellum system (Cereb)) based on the Power’s functional brain systems (Power et al., 2011) (Fig. 1a). We visualized the results of functional network arrangement using BrainNet Viewer (Xia et al., 2013). Finally, we calculated the average network activity per session.

2.5. Fitting a pairwise MEM

As in previous studies, a pairwise MEM was estimated for the binarized fMRI data extracted from the 9 networks for each group respectively (Gu et al., 2018; Watanabe and Rees, 2017). The pairwise MEM and the model fitting procedures are briefly described as follows.

For each participant, we calculated the average value of the signals obtained during each session. For the following model fitting and energy landscape analysis process, normalized continuous fMRI signals were binarized fMRI data extracted from the 9 networks for each group respectively (Gu et al., 2018; Watanabe and Rees, 2017). The pairwise MEM and the model fitting procedures are briefly described as follows.

(i) Finally, we arranged the 131 ROIs into 9 functional networks (Supplementary Fig. 1) (somatosensory and motor network (SMT), cingulo-opercular network (CON), memory retrieval network (MRN), frontoparietal network (FPN), salience network (SAL), subcortical system (SC), ventral attention network (VAT), dorsal attention network (DAT) and cerebellum system (Cereb)) based on the Power’s functional brain systems (Power et al., 2011) (Fig. 1a). We visualized the results of functional network arrangement using BrainNet Viewer (Xia et al., 2013). Finally, we calculated the average network activity per session.

Here, $D_i$ is the Kullback-Leibler divergence between the probability distributions of the k-th order model network and the empirical network,$D_i = \sum_{j=1}^{2^N} P_N(V_j) \log \left( \frac{P_N(V_j)}{P_i(V_j)} \right)$

where $P_i(V)$ represents the empirical distribution of the network activity pattern.
closures. Finally, the basin of the local minima was defined as a set of the brain activity patterns belonging to the basin, and the fraction of nodes belonging to the basin was calculated to get the basin size.

2.8. Random-walk simulation of dynamics for the energy landscape

Based on the energy landscape estimated for each group, we numerically simulated the dynamics of the associated brain activity patterns by using a Markov chain Monte Carlo (MCMC) method with the Metropolis-Hastings algorithm to characterize brain dynamics. In this method, any brain activity pattern \( V_t \) is only allowed to move to its neighboring pattern \( V_j \) that is selected from all \( N \) neighbors with a uniform probability of \( 1/N \). The probability of transition from \( V_t \) to \( V_j \) is

\[
P_{ij} = \min\left[1, e^{(V_i - V_j)}\right].
\]

For each group, we repeated the random walk of \( 10^6 \) steps with a randomly selected initial pattern and summarized the trajectories of the activity patterns to a series of stays and transitions among the local minima. The first 100 steps were discarded to eliminate the effects of the initial condition. Based on this numerical simulation, the transition frequency between the local minima and the duration of staying in the major states were calculated to characterize the neural dynamics.

2.9. Associations between brain dynamics and language abilities

The language abilities of the poststroke aphasia patients were measured by trained speech-language pathologists using the AAT test. Then, the language recovery scores (LRS) for language comprehension (LRS\(\text{COMP} \)) and production (LRS\(\text{PROD} \)) were calculated based on AAT subtests for each stage and patient, respectively. The resulting range between 0 and 1 reflected the level of rehabilitation, with a higher score representing a better degree of recovery.

We examined the associations between the changes of neural dynamics changes and the language ability scores by calculating the Pearson correlation coefficient.

2.10. Functional coordination between brain networks

Finally, to assess the ability of information processing of the whole brain, we measured the relationships between the functional coordination processes of different networks and atypical brain dynamics. First, the strength of functional segregation between a network module (cerebellum and subcortex) and another network module (DAT, VAT, SAL, FPN, MRN, CON, and SMT) was measured, because the major state was separated into two distinct modules on the basis of segregation between these networks. Then, the strength of functional segregation was defined as the difference between the average of within-module FC and the average across-module FC based on the description of a previous study (Watanabe and Rees, 2017). For each individual, we calculated the Pearson correlation coefficient between the average network activities, that is, the functional connectivity of nine networks we focused on. Then, the functional segregation strength was estimated according to the Fisher-transformed FC values. Finally, we inferred the relationships between this functional segregation strength, the brain dynamics and the behavioral scores.

Mathematically, if the functional interaction measured by the Pearson correlation coefficient between the brain networks \( i \) and \( j \) is sufficiently close to the pairwise interaction \( J_{ij} \) calculated by the pairwise MEM, the FC-based measurements that delineate the functional segregation strength should be highly relevant to the variability of brain dynamics (Watanabe and Rees, 2017). However, because the FC\(i_j \) calculated via Pearson correlation did not consider the effects of pairwise interactions, in theory, it is not equal to \( J_{ij} \). Thus, considerable interest has been arisen with regard to examining the associations between the functional segregation processes and neural dynamics of large-scale brain networks.

2.11. Statistical tests

All correlations between the computational measures of simulated brain activity patterns including appearance probability of major states, the direct transition frequency and the major state duration and empirical measures such as the appearance frequency of brain activity patterns, the functional segregation strength and language assessment scores were obtained using Pearson correlation. All comparisons of averages between the healthy control and three phases after the left frontal stroke were done using one-way ANOVA. All comparisons of averages within aphasic group were done using repeated measure ANOVA. We built 6 repeated measure ANOVA models to test the longitudinal changes within aphasic group with every dynamic measures of simulated brain activity patterns as dependent variables and three post-stroke stages (T1, T2 and T3) were included. All results of averages comparisons were correlated for multiple comparisons using Bonferroni procedure in SPSS.

3. Results

3.1. Accuracy of model fitting

We separately analyzed the task-based fMRI data collected from the 16 patients in the acute, subacute and chronic stages after first ischemic stroke (depicted by T1, T2 and T3, respectively, in the following analysis), primarily affecting the left frontal cortex, and the 17 age-matched healthy individuals (depicted by T0 in the following analysis).

To investigate the longitudinal dynamic reorganization of different language-related subsystems during the natural recovery of poststroke aphasia patients from the acute phase to the chronic phase, the time series of average fMRI signals for each of the nine functional brain networks was extracted (Fig. 1a and 1b). Then, they were binarized according to the average value of the continuous fMRI signals of each time series (Fig. 1c), and finally we fitted a pairwise MEM to them. This model exhibited sufficiently superior performance in terms of accurately predicting the empirical data in both the stroke and healthy groups. The Pearson correlation coefficient between the simulated appearance probabilities and empirical appearance probabilities of all the possible brain states was larger than 0.93, and the accuracy index was greater than 0.83 for all the groups. (Fig. 2a).

3.2. Dominant brain states

We then proposed several dominant brain states to represent brain activity patterns during the auditory comprehension task based on the model fitted above. Typically, the dominant brain activity patterns are characterized as brain states with significantly higher observation frequencies. We calculated the energy values of all the possible brain activity patterns (2^9 patterns in theory), examined hierarchical relationships between the 2^9 energy values, and went through all the patterns to search for dominant brain states that owned the locally minimum energy values and that tended to be observed more easily than any other activity patterns.

We noted that the normal samples and different phases of stroke patients had energy landscapes with variable hierarchical structures (Fig. 2b). Specifically, the healthy group had seven local stable brain activity patterns, and the patient group exhibited six dominant patterns regardless of the stage after stroke. Although the hierarchical structures were manifold, we summarized two complementary major states (local minima A and B) in the four groups (Fig. 2c). The energy values of these two local minima were relatively low, which indicated that they were more dominant and stable than any other local minima.

It should be noted that the energy value that we are talking about here is a statistical concept, it actually indicates the appearance probability of each brain activity pattern. In short, when any activity patterns...
have lower energy values, they should be considered as stable states and be likely to appear more frequently.

3.3. Sizes of the dominant brain states

A major state is a stable brain activity pattern with a higher probability of being observed. Although both the healthy and patient groups, regardless of the time points at which we visited, had the same major...
network coordination patterns, the appearance frequencies of these major states in different groups varied significantly. We calculated the dominance of the two major brain activity patterns by computing the size of each brain state, which quantified how large an area was occupied by each local minimum in an energy landscape.

In the healthy control group, the major states A and B occupied ~33 % and ~22 % of the entire energy landscape, respectively, and these two states in the patient group occupied ~40 % at the acute and subacute phases and 31 % and 32 % at the chronic phase, respectively. In particular, the frequency of major state B was significantly higher in the acute stage than in the controls ($\chi^2 = 10.19, P < 0.05$ in a $\chi^2$-test; $Z = -2.8$, $P_{\text{Bonferroni}} < 0.05$ in post hoc residual tests; Fig. 3a).

The variances among the four groups were confirmed by calculating the appearance frequency of each brain state in the empirical data directly. The frequency of major state A increased significantly at the acute and subacute stages after stroke when compared to that of the healthy group ($F_{3,61} = 14.574, P < 0.001$ in a one-way ANOVAs, $P_{\text{Bonferroni}} < 0.05$ in post hoc tests; Fig. 3b left), and the major state B appeared more frequently at all the three patient phases than in the healthy group ($F_{3,61} = 67.387, P < 0.001$ in a one-way ANOVAs, $P_{\text{Bonferroni}} < 0.05$ in post hoc tests; Fig. 3b right). Longitudinally, an obvious downtrend of major state frequency occurred from acute stage to chronic stage. Both the frequency of major state A and B decreased significantly at chronic stage compared to the acute ($P_{\text{Bonferroni}} < 0.05$ in a repeated measure ANOVA, Fig. 3b) and subacute stage ($P_{\text{Bonferroni}} < 0.05$ in a repeated measure ANOVA, Fig. 3b).

Considering the variances of minor states and their relatively lower probabilities of occurrence, to simplify the descriptions, we summarized the minor brain states into one intermediate state for each group and treated them as having the same level of importance. As with the minor brain states, this intermediate state appeared less frequently in the three phases of the patients’ brains than in the controls, and the difference between the acute stage and healthy controls was significant ($\chi^2 = 23.26, P < 0.05$ in a $\chi^2$-test; $Z = 3.9, P_{\text{Bonferroni}} < 0.05$ in post hoc residual tests; Fig. 3c). Particularly, when computed from the individual empirical data, this value decreased significantly at all of the three stages of aphasic group when compared to the healthy control ($F_{3,61} = 45.774, P < 0.001$ in a one-way ANOVAs, $P_{\text{Bonferroni}} < 0.05$ in post hoc tests; Fig. 3d). For aphasic group, it exhibited an obvious uptrend, which implied an alleviation of brain dysfunction. Especially, the frequency of the intermediate state at chronic phase increased significantly when compared to the acute ($P_{\text{Bonferroni}} < 0.05$ in a repeated measure ANOVA; Fig. 3d) and subacute phases ($P_{\text{Bonferroni}} < 0.05$ in a repeated measure ANOVA; Fig. 3d).

The results suggest that aphasia patients who suffer a local damage in the left frontal lobe show significantly aberrant whole-brain neural

Fig. 3. Dominance of the major states (a-b) and intermediate state (c-d). The normal samples and different patient stages showed varying sizes of the major state A and B. Particularly, the size of major state B in the acute stage (T1) is significantly larger than healthy brains (T0). * $P < 0.05$ in a $\chi^2$ test (a). Such variances of the major activity patterns were confirmed when we directly computed the sizes of the major states in the individual empirical data. The appearance frequencies of major state A and B in the acute and subacute stages were significantly larger than the healthy samples. (c) We conclude all minor states into an intermediate state and calculate the occurrence probability. The intermediate state appeared less frequently in patient groups, this difference is significant in the acute stage (c). These results were replicated in individual data (d) * between the healthy control group and aphasic group, $P_{\text{Bonferroni}} < 0.05$ in one-way ANOVA. * within aphasic group, $P_{\text{Bonferroni}} < 0.05$ in repeated measure ANOVA.
dynamics. They need to recruit the two major brain states more times to resist or attenuate the negative influence caused by local ischemic strokes and fully mobilize the whole brain functional modules comprising the cortex, subcortical structures and cerebellum to finish the tasks.

3.4. Characterization of brain dynamics

The results of basin size suggested that the patient groups recruited more major states when they executed the auditory comprehension tasks. However, it is still unclear how the major states to be recruited and what kinds of dynamic changes (trajectories) underpin such an abnormality.

To address this question, we characterized the brain dynamics as staying in, or switching among these brain states based on a $10^5$-step random walk-based numerical simulation (see Methods for details) in the group-level energy landscape (Fig. 4a). To describe the micromesh neural dynamics, dynamic transitions were categorized into the following two trajectories: switches directly from one major brain state to the other and an indirect transition between the two major states via

---

**Fig. 4.** Dynamics of brain activity patterns. We performed a $10^5$ random-walk numerical simulation to characterize the dynamics of brain states for each of the four groups (a). Based on this simulation, we classified all transitions into two trajectories: transitions between the two major states without entering any minor state and indirectly transitions between the two major states via the intermediate state (b). There is no significant frequency difference of the two types of transitions in the simulation (c), in the empirical data, the frequencies of direct and indirect transitions in the acute and subacute phases were significantly larger than healthy samples. And the patient groups got great improvements in the chronic stage (d). The durations of the major states were significantly longer in the three patient stages in simulation (e). And we replicated such difference when it was directly computed in the empirical data, specifically, the patient in the acute phase stayed significantly longer in major states than the healthy (f). * between the healthy control group and aphasic group, $P_{Bonferroni} < 0.05$ in one-way ANOVA. * within aphasic group, $P_{Bonferroni} < 0.05$ in repeated measure ANOVA.
one of the minor states (Fig. 4b). We then counted the frequency of transitions between the two major brain activity patterns respectively and investigated the intergroup differences among the different trajectories (direct and indirect transitions). The frequencies of direct transitions between the two major states increased in all three patient phases over those of the controls (Fig. 4c, left). Adversely, the frequency of indirect transitions between the two major states decreased in all three patient phases over those of the controls (Fig. 4c, right), although they were not significant in the simulation. Following the process of rehabilitation, the major brain activity patterns switched directly and via an indirect transition between the two major states decreased in all three patient phases (Fig. 4c, left). Adversely, the frequency of indirect transitions between the two major states increased in all three patient phases (direct and indirect transitions). The frequencies of direct transitions decreased significantly in the chronic phase compared to that in the acute phase ($P_{Bonferroni} < 0.05$ in a repeated measure ANOVA; Fig. 4d, left). In contrast, the frequency of indirect transitions was decreased for all three patient phases. In particular, the frequency of indirect transitions for the patient group was reduced significantly compared to that of the controls at acute and subacute phases ($F_{6, 81} = 8.038$, $P < 0.001$ in a one-way ANOVAs, $P_{Bonferroni} < 0.05$ in post hoc tests). Although the patients still needed to recruit more major states to perform the assigned task, the frequency of direct transitions decreased significantly in the chronic phase compared to that of the controls ($P_{Bonferroni} < 0.05$ in a repeated measure ANOVA; Fig. 4d, right).

Such atypical frequent direct state transitions between major states in poststroke aphasia individuals suggest that their brain dynamics are more rigid than those of the controls. This implication was confirmed by calculating how long a brain activity pattern stayed in either of the two major states. In this numerical random-walk simulation, the patients exhibited longer durations for the major states than the control group regardless of the time point of observation ($F_{6, 81} = 46.30$, $P < 0.01$ in a one-way ANOVAs, $P_{Bonferroni} < 0.05$ in post hoc tests; Fig. 4e). We then replicated this difference when directly counting the repetition length of the major activity patterns in the empirical data for each subject. The results showed that the difference between the acute phase and the control was significant ($F_{6, 81} = 3.233$, $P < 0.05$ in a one-way ANOVA, $P_{Bonferroni} < 0.05$ in post hoc tests; Fig. 4f). There was no significant longitudinal change of the major state duration among different post-stroke stages in a repeated-measure ANOVA model.

On the one hand, these results implied a passive response to the local damage, including significantly more frequent direct transitions, fewer indirect transitions between major brain activity patterns and longer durations for maintaining the major states in the acute stage. However, on the other hand, the level of neural dynamics approached normal samples at the chronic phase, suggesting the active functional reorganization of multiple large-scale brain networks.

3.5. The association between brain dynamics and language ability

Although we have found dramatic changes in the acute stage and significant improvements in the chronic stage regarding whole-brain neural dynamics, it is still indistinct whether the improvements in aberrant whole-brain dynamics support the recovery of language ability after aphasia. To untie this confusion, we arranged the language production and comprehension scores reported in the dataset and calculated the Pearson correlation coefficient between the neural dynamics (the frequencies of major states, the frequencies of direct/indirect transitions between the two major states and the durations of major states) and the language assessment scores for the patient group. We measured the longitudinal changes in the neural dynamics and language scores by combining the acute, subacute and chronic stages sequentially.

Patients with poststroke aphasia showed significant improvements of language production ($F_{2, 36} = 13.021$, $P < 0.05$ in a Welch’s ANOVA, $P_{Games-Howell} < 0.05$ in post hoc tests; Fig. 5a) and language comprehension abilities ($F_{2, 36} = 18.814$, $P < 0.05$ in a Welch’s ANOVA, $P_{Games-Howell} < 0.05$ in post hoc tests; Fig. 5b) in the chronic stage. We found that the frequency of major states was significantly negatively related to the language production ($r = -0.537$, $P < 0.01$; Fig. 5c) and language comprehension ($r = -0.435$, $P < 0.01$; Fig. 5d) scores. Individuals who recruited the major states more times had lower language scores, which was attributed to the abnormal turbulence of their whole-brain neural dynamics. The language connectome collapsed temporarily because of severe local damage to brain tissue. The inflexible brain organization of large-scale functional networks resulted in poor language performance at the acute stage. Following the normalization of whole-brain dynamics, the language production and comprehension abilities of patient individuals were enhanced gradually.

Relationships between brain network coordination and neural dynamics.

By inferring the energy landscape for the normal and different states of patients after stroke, we observed that the patient samples exhibited abnormal brain dynamics that were associated with an atypically larger probability of two complementary major states appearing (Fig. 6a). In other words, the patient samples exhibited overly rigid brain dynamics, which implied a decline in the flexibility of whole-brain network configurations, especially in the acute and subacute phases after stroke. We assumed that these abnormal dynamics were related to functional segregation between two different network modules (DAT/VAT/SAL/FPN/MRN/CO/SMT module (module 1) and subcortical structures/cerebellum module (module 2); Fig. 6b).

The normal group and all three patient phase groups showed significant functional segregation (the normal sample: ($t_{15} = 3.024$, $P = 0.008$), the acute phase: ($t_{15} = 5.261$, $P = 0.000096$), the subacute phase ($t_{15} = 3.233$, $P = 0.006$), and the chronic phase ($t_{15} = 3.222$, $P = 0.006$); Fig. 6c). Furthermore, this strong functional segregation was positively correlated with the major state frequency ($r = 0.769$, $P < 0.01$; Fig. 7a1) and the frequency of direct transition ($r = 0.804$, $P < 0.01$; Fig. 7b1), but negatively correlated with the duration of staying in the major states ($r = -0.545$, $P < 0.05$; Fig. 7c1) for the normal group. Similarly, the duration of staying in the major states was significantly negatively correlated with the strength of functional segregation at the acute stage ($r = -0.548$, $P < 0.05$; Fig. 7c2) and the chronic stage ($r = -0.7$, $P < 0.01$; Fig. 7c4), and the frequency of direct transition was significantly positively correlated with the functional segregation at the chronic stage ($r = 0.74$, $P < 0.01$; Fig. 7d4). These results suggest that atypically longer major state durations and overly inflexible neural dynamics are associated with the nonsynchronous functional coordination.

To investigate whether the two modules were reconfigured synchronously or not, we investigated the relationship between the strength of functional segregation and the global functional connectivity between these large-scale brain networks. In the healthy group, we obtained a significant positive correlation between them ($r = 0.824$, $P < 0.01$; Fig. 7d1), which implied a synchronous activation pattern involving these two modules (Fig. 8a), but there was no correlation between them in the acute phase ($r = 0.127$, $P = 0.641$; Fig. 7d2) and subacute phase ($r = 0.277$, $P = 0.298$; Fig. 7d3). For the last observed stage, the strength of functional segregation still did not show a significant correlation with the global functional connectivity ($r = 0.475$, $P = 0.063$; Fig. 7d4), indicating their heterochronous oscillation during the task (Fig. 8b).

The communication between the two modules decreased due to global disturbance, which was a response to local damage. During the spontaneous recovery process, patients’ brain dynamics returned basics (relatively lower major state frequencies and shorter duration of staying in major states) by decreasing the direct transition between the two major activity patterns.
3.6. Dynamics of the subcortex and cerebellum systems after stroke.

Although, we observed that the appearance frequencies of both modules 1 and 2 increased aberrantly during the acute and subacute stages after stroke when compared with those of the normal samples (Fig. 3a, 3b and 6d). We also found that the subcortex and cerebellum language systems were recruited disproportionately when the brain suffered focal damage. As shown in Fig. 6d, the frequency of module 2 was significantly lower than that of module 1 for the healthy group (t_{32} = 8.369, P < 0.001). However, when the brain suffered an emergency, such as a dramatic disturbance to the large-scale networks caused by a left frontal stroke, the frequency of module 2 was close to that of module 1. We compared the frequencies of modules 1 and 2 for different stages after a stroke and found that module 2 appeared as frequently as module 1. Furthermore, the dynamics of the cerebral functional networks were close to those of normal subjects (Fig. 3b, left), but the dynamics of module 2 were significantly abnormal in the chronic stage when compared to those of the normal sample (Fig. 3b, right).

This result implied that the communication between cerebral functional systems and cerebellar/subcortical systems was increased by significantly increasing the direct transitions between two major states at the acute stage. As long as the emergency was solved or alleviated by means of functional reorganization between two modules during the subacute and chronic stages, direct communication between the two modules decreased to the basis.

4. Discussion

In the present research, we studied the neural dynamics of large-scale functional brain networks (systems) by conducting an energy landscape analysis of the aphasia brain. Our goal was to delineate the aberrant whole-brain neural dynamics of poststroke aphasia patients at different stages and track the longitudinal large-scale brain network dynamic changes during natural recovery from the acute stage to the chronic stage after a stroke. Our main findings are reported as follows. First, poststroke aphasia patients exhibited abnormal whole-brain functional system dynamics (referring to the cerebral cortex and subcortical/cerebellar structures). Second, the brains of aphasia patients were rigid, and they were restricted to two major stable states to relieve the global neural perturbance, especially during the acute stage, unlike the healthy controls. Third, following recovery, abnormal brain dynamics developed during the chronic stage, which implied the improvement of brain flexibility. We discuss these findings and their potential neurobiological impact in detail.

4.1. Both cerebral functional systems and subcortical/cerebellar structures exhibited aberrant neural dynamics compared to those of the normal samples.

Utilizing energy landscape analysis, we found that the poststroke aphasia samples produced larger appearance probabilities for the two major activity patterns (major states A and B) and lower occurrence frequencies for the intermediate states. These energy landscape analysis results are consistent with previous neuroimaging findings, which
indicated that poststroke aphasia is a network disorder ascribed to multiple system abnormalities (Carter et al., 2012; Stockert and Saur, 2017; Zhu et al., 2017; Stockert et al., 2020).

Actually, both the normal sample and aphasia group possessed two types of network organization: major state A showed coordinated activity between the cerebral functional networks, including the language-specific systems and domain-general systems; major state B reflected the dynamic reorganization of the subcortical/cerebellar structures. The normal sample showed seven dominant brain states, including two major states with significantly lower probabilities of being observed than those in the acute and subacute stages and five other activity patterns with relatively low appearance frequencies compared to those of the major states. When ischemic stroke occurred in the left frontal lobe, dramatic local damage resulted in significant global dynamic perturbations. Such significant whole-brain dynamics perturbations (referring to cerebral functional systems and subcortical/cerebellar systems) especially appeared at the acute and subacute stages. As the results showed, seven nonoverlapping large-scale networks were activated synchronously in major state A. This process may be related to 1) the activation of remaining, undamaged perilesional areas (Fridriksson et al., 2010; Fridriksson et al., 2012; Thiel et al., 2013; Griffis et al., 2017), 2) the activation of contralateral lesion-homologue regions (Winhuisen et al., 2007; Turkelaub et al., 2012; Meltzer et al., 2013; Xing et al., 2016; Kourtidou et al., 2021), 3) the participation of multidemand bilateral domain-general networks (Brownsett et al., 2012; Stockert and Saur, 2017; Saur et al., 2020), and 4) the important mentioned dynamical hierarchical reorganization between these areas (Saur et al., 2006; Hartwigsen and Saur, 2019; Stockert et al., 2020; Wilson and Schneck, 2021). And the cerebellum and subcortical structures were activated synchronously in major state B. These results emphasize the importance of subcortical and cerebellar systems. This is not surprising, as an increasing number of studies have focused on the activation of subcortical/cerebellar structures and emphasized that the subcortical structures may participate in the language processing by means of various cortico-subcortical connections (Broser et al., 2012; Herbet et al., 2016; Chouiter et al., 2016). A few studies have found that the basal ganglia and the cortico-subcortical networks manifest in tasks designed for language function (Ketteler et al., 2008; Ketteler et al., 2014). A recent study demonstrated that there are direct structural connections between the thalamus and Broca’s area and suggested that this cortico-subcortical network is involved in language processing (Bohsali et al., 2015). Even earlier, Ullman and colleagues has inferred the existence of a basal ganglia-thalamocortical loop, in which Broca’s area is a station of information acceptance and feedback (Ullman, 2006). The cerebellum may contribute to the word generation, semantic processing and sentence processing via specific cerebellocortical circuits (Argyropoulos, 2016; Moberget et al., 2016; Schwartzz and Kotz, 2016; Cho et al., 2022; Geva et al., 2017).

Fig. 6. Functional segregation of the large-scale brain networks during major brain states in poststroke aphasia. We proposed that two major states were driven by functional segregation between two different modules, that is, a cortex module and a subcortex/cerebellum module (a-c). The appearance frequency of module 2 was significantly smaller than module 1 in normal samples, but both module 1 and 2 appeared more frequently in the acute and subacute stages after stroke in patient group. Especially, the frequency of module 2 increased disproportionally in three patient stages (d). *P < 0.05 in t-test.
Fig. 7. The relationship between the strength of functional segregation and major state frequency (a1-a4), the frequency of direct transition (b1-b4), the duration of staying in major state (c1-c4) and the global functional connectivity (d1-d4).

Fig. 8. Synchronous activity of two modules (a) and asynchronous activity of two modules (b).
et al., 2021). Meta-analyses have demonstrated significant activation of the right posterior cerebellum during a set of language tasks (Stoodley and Schmahmann, 2009; E et al., 2014).

Obviously, the classic mode of language organization is deficient. Modern views suggest a distributed yet coordinated language connectome comprising cortical, subcortical and cerebellar areas (Dick et al., 2014; Tremblay and Dick, 2016; Fiez, 2016). Language-dominant networks need to coordinate with other systems, such as the domain-general system and subcortical/cerebellar language system, to establish a complex language connectome. Siegel et al., (Siegel et al., 2016) has reported that the post-stroke regeneration of higher cognitive functions including attention, memory and language rely on the communication between several large-scale functional networks. So, it’s not surprising that most of the cognitive resources were recruited by major states to perform the language task and the frequencies of major states increased. The behavioral adaptation of distinct functional networks also could be interpreted using the “neural multi-functionality”, which denotes a complex neural network. The “neural multi-functionality” contributed to spontaneous recovery from post-stroke aphasia because of their constant and dynamic interaction (Cahana-Amitay and Albert, 2015).

But it’s interesting that the cerebellum and subcortical structures were recruited disproportionately when the brain suffered focal damage. For comparison, we considered the dynamics of normal sample as a baseline in which the major state B could be observed relatively fewer times. Once the brain had a focal stroke, the activity pattern of major state B was reconfigured to an odd state, that is, the cerebellum and subcortical structures were activated as frequent as cerebral functional systems. The dynamics difference of cerebral system and cerebellum/subcortical structures may be related to 1) subcortical and cerebellar structures are cytoarchitectonically much denser in neural bodies than cortical regions (Hirano, 2018; Beckinghausen and Sillito, 2019), 2) the cerebral cortex connectome has relatively abundant modular structures (Sporns and Betzel, 2016; Newman, 2004; Betzel et al., 2018) than functional cerebellum connectome, the latter was reported to have three modular structures (Stoodley et al., 2012; Stoodley and Schmahmann, 2009; Chen et al., 2022). 3) for the above two structural bases, we can infer that the flexibility of the cerebellum/subcortical structures were limited. But further neuroimage and neurocomputational studies need to be conducted to investigate the differences of cerebral dynamics and cerebellar/subcortical dynamics, as well as the neural basis of these differences.

4.2. The aphasia samples worked in a rigid configuration to relieve or resist the global neural perturbation.

The energy landscape of the dynamic brain is comprised of several basins with local minima, whose energy values are larger than those of their neighbors in the same basin; thus, they are observed more frequently. Brain dynamics can be separated into wandering within a basin of local minima and transitions between local minima. In the latter case, a state must surpass an energy barrier. For switching between two stable states, the trajectories can be divided into direct transitions and indirect transitions. In contrast to the neural dynamics in the normal samples, the aphasia group exhibited a significantly higher direct transition frequency, a lower probability of transitions via an intermediate state and a longer duration of maintaining major activity patterns, especially for the acute stage. Notably, following the global perturbation resulting from local damage, the brain frequently wandered within and across two stable states.

Generally, the brain can maintain a basic network configuration (Cole et al., 2014; Xu et al., 2021; Pezzulo et al., 2021). When a task must be solved, the brain can communicate and reorganize itself dynamically between different large-scale networks depending on the requirements of different cognitive tasks by spontaneously modulating a small part of the network parameters (Yang et al., 2019; Zhu et al., 2020). These low-energy local minima with relatively small basin sizes can be intermediate states. They may play a vital role in fast communications between dominant attractors with high-energy and larger basin sizes by decreasing the energy barriers among these local minima (Kang et al., 2017). The occurrence probabilities of relatively low-energy local minima decreased significantly in the acute stage, which further resulted in a rigid whole brain network configuration. These results were consistent with recent studies of distributed brain networks. They reported the reduction of network modularity is a common phenotype of stroke brain (Siegel et al., 2018) including reduction of inter-hemisphere homotopic integration and within-hemisphere segregation between distinct functional systems compared to healthy brain (Siegel et al., 2017). The decreased modularity further affects the flexible interact of widely distributed cortical and subcortical functional systems (Siegel et al., 2018).

The lower occurrence probabilities of the intermediate states and the larger basin sizes of the major states resulted in longer durations of staying in major states. In addition, aphasia patients showed a significantly larger probability of direct transitions between two major states than normal samples. The brain was restricted to oscillate between these states. Such a rigid brain activity pattern is not limited to poststroke aphasia but has been reported in autism patients in recent energy landscape analyses. Watanabe and colleagues found that the brains of autism patients exhibited overly inflexible neural dynamics regarding the frequency of direct transitions between major activity patterns and the dwell time in specific major states (Watanabe and Rees, 2017). Moreover, the impaired brain network flexibility has been reported in motor deficits following stroke (Lariviere, Ward, and Boudrias, 2018). Researchers proposed that the aberrant dynamic switching of functional resources could be ascribed to the preferential allocation to the motor network during hand movements. Thus, our results suggest that preferential assignment of functional modules to language networks during short sentence comprehension task may weaken their ability to flexibly traverse from one network to another. Actually, such inflexible neural dynamics may be a defense mechanism that decreases the probability of additional perturbations introduced by external stimulation. The brain networks models of post-stroke aphasia may be a promising tool to explore it. The Virtual Brain cloud service (Schirner et al., 2022) has provide an open source framework to model brain dynamics after brain lesions (Radwan et al., 2021; Aerts et al., 2020).

4.3. The brain flexibility improved in the chronic stage.

As the results showed, we observed six to seven brain states, with two complementary major states appearing more frequently than the intermediate states. We also observed that temporally the aphasia brains traversed among nondominant states with less frequency but frequently switched back and forth between these two major activity patterns. During the chronic stage, brain flexibility improved with a lower frequency of switching between the two major states, a larger occurrence probability for the intermediate states and a shorter duration of staying in major states than during the acute stage. These results suggested that early aphasia can be characterized by the inability to flexibly switch between distinct network activation patterns (Guo et al., 2019). Following the reorganization of brain functional modules, the patients showed more varied brain activation patterns, potentially reflecting the recuperative flexibility of large-scale brain networks.

Network neuroscience has uncovered that the dynamic and flexible balance of multiple functional systems involving unimodal and transmodal large-scale networks underlines the optimal brain organization (Brossler and Menon, 2010; Margulies et al., 2016). Dynamic changes in network flexibility have been investigated during the long-term (six weeks) (Reddy et al., 2018) learning of motor skills. As learning progresses, the occurrence frequency of flexible switching among primary states and less common states increased, which imply that the cognitive resources have greater freedom to take part in other processes. Even
during short-term (five days) (Bassett et al., 2011) motor-skill learning, the brain flexibility (functional modular organization) changes over time. Compared to previous findings, our study demonstrated the longitudinally varied flexibility of large-scale networks in poststroke aphasia patients. As spontaneous recovery progresses, flexible switching among two major states and other intermediate states becomes more frequent, especially at the chronic stage. The changes of brain flexibility may be a biomarker of brain function reorganization, which need further investigation in language and other brain functions.

Limitations and challenges.

Whole-brain neural dynamics perturbations in poststroke aphasia patients were demonstrated in the current study, but there are several limitations and challenges that need to be solved in future studies. It should be firstly emphasized that we just reported the abnormal whole brain neural dynamics of the left-frontal-stroke aphasia patients and demonstrated the excellent role of energy landscape analysis for profoundly understanding the pathological mechanisms of poststroke aphasia. We can’t generalize these findings to more general contexts without further studies on any kinds of post-stroke aphasia. Previous neuroimaging studies have reported the distinct recovery process after left-frontal-stroke and left temporo-parietal lesion (Stockert et al., 2020), the heterogeneous lesion locations may introduce different effects on undamaged network integration and the aphasia recovery dynamics (Siegel et al., 2018). We investigated whole-brain neural dynamics and demonstrated that aberrantly disturbed brain dynamics in aphasia patients were underpinned by the dynamic reconfiguration of two different modules involving cerebral systems and subcortical/cerebellar systems. However, what responsibilities or functions the two modules possess and how these large-scale functional networks couple or activate synchronously need further investigation. Otherwise, we inferred that inflexible neural dynamics at the acute stage may be a defense mechanism to prevent a damaged brain from additional perturbations introduced by metastable brain activity patterns. However, the specific neural pathways underlying traversal among these brain states need to be explored in future studies. Finally, like any brain state analysis with temporally coarse BOLD fMRI, although the energy landscape analysis could extract a low dimensional dynamic to make it possible to comprehend the complex system-level brain dynamics, we should be careful to conclude that there exist only a few dominant brain states in the brain. Together, these findings provide us with a new perspective to understand the damage and reorganization mechanisms of language function after strokes. They might open new opportunities for computational neuroscience-motivated language rehabilitation prescriptions. The use of a whole-brain model to characterize healthy and abnormal brain dynamic landscapes and predict potential perturbations that can switch the dynamic landscapes of patients into the desired target brain states of healthy individuals with noninvasive stimulation is an attractive topic for future study.

5. Conclusion

In summary, our analysis demonstrated that both left-frontal-stroke aphasia patients and healthy individuals exhibited two stable activity patterns during the assigned task. However, the large-scale network dynamics of patients were perturbed significantly in the acute stage, which implied the constrained, low-dimensional nature of brain dynamics in patients with acute aphasia due to left frontal lesion. Following the spontaneous recovery process, brain flexibility improved gradually. Consequently, left-frontal-lesion-induced aphasia could be characterized as less constrained, high-dimensional neural dynamics at chronic stage. This neural dynamic approach is likely to provide a new perspective for understanding the abnormal brain systems observed after strokes and the mechanism of language function recovery after stroke aphasia.
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