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Abstract—In this note our aim is to deduce some new monotonicity properties for a special combination of Bessel functions of the first kind by using a recently developed Mittag-Leffler expansion for the derivative of a normalized Bessel function of the first kind. These monotonicity properties are used to obtain some new inequalities for Bessel functions of the first kind.
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I. INTRODUCTION

Bessel functions of the first kind play an important role in various branches of applied mathematics and engineering sciences. Their properties have been investigated by many scientists and there is a very extensive literature dealing with Bessel functions. One of the most important properties of Bessel functions of the first kind is that they can be represented by an Weierstrassian infinite product. This is a very useful tool in proving many inequalities and important properties of Bessel functions. Recently, there has been a vivid interest on geometric properties of Bessel functions, like univalence, starlikeness, convexity, close-to-convexity in the open unit disk. For more details we refer to the paper [2] and to the references therein. In [2], in order to determine the radius of convexity of a normalized Bessel function, Baricz and Szász proved a Mittag-Leffler expansion for a special combination of Bessel functions, called sometimes as Dini function. In this note our aim is to deduce an infinite product representation for this Dini function and to apply this result in order to generate some absolute monotonicity properties of some quotients of Dini functions. This paper is organized as follows: in the next section we present the above mentioned infinite product representation of Dini functions. Section III contains the monotonicity properties together with inequalities, while Section IV contains the concluding remarks.

II. INFINITE PRODUCT REPRESENTATIONS OF SOME DINI FUNCTIONS

The following result is the key tool in the proof of our main results of Section III. The proof of the next infinite product representation is based on a Mittag-Leffler expansion, recently developed by Baricz and Szász [2, Lemma 4], however, we present an alternative proof by using the Hadamard theorem concerning the growth order of entire functions. Throughout in the sequel \( J_\nu \) denotes the Bessel function of the first kind of order \( \nu \).

Theorem 1: Let \( \nu > -1 \) and consider the Bessel function
\[
d_\nu(z) = (1 - \nu)J_\nu(z) + z J'_\nu(z).
\]
If \( \alpha_{\nu,n} \) denotes the \( n \)th positive zero of the Dini function \( d_\nu \), then the following Weierstrassian factorization is valid
\[
d_\nu(z) = \frac{z^\nu}{2\nu \Gamma(\nu + 1)} \prod_{n \geq 1} \left( 1 - \frac{z^2}{\alpha_{\nu,n}^2} \right),
\]
where the infinite product is uniformly convergent on each compact subset of the complex plane.

Proof: Let \( z \) be a complex number. Consider the function \( g_\nu \), defined by
\[
g_\nu(z) = 2^\nu \Gamma(\nu + 1) z^{1-\nu} J_\nu(z).
\]
We know that for \( \nu > -1 \) we have [2, Lemma 4]
\[
g_\nu''(z) g_\nu(z) = - \sum_{n \geq 1} \frac{2z}{\alpha_{\nu,n}^2} - z^2.
\]
Integrating both sides of the above relation we get
\[
\log g_\nu(z) = \sum_{n \geq 1} \log \left( 1 - \frac{z^2}{\alpha_{\nu,n}^2} \right) + c,
\]
which implies
\[
g_\nu(z) = e^c \prod_{n \geq 1} \left( 1 - \frac{z^2}{\alpha_{\nu,n}^2} \right),
\]
where \( c \) is a constant. On the other hand, we have
\[
g_\nu'(z) = 2^\nu \Gamma(\nu + 1) z^{-\nu} d_\nu(z),
\]
which by using the recurrence relation
\[
z J'_\nu(z) = - z J_{\nu+1}(z) + \nu J_\nu(z),
\]
can be rewritten as
\[
g_\nu'(z) = 2^\nu \Gamma(\nu + 1) z^{-\nu} (J_\nu(z) - z J_{\nu+1}(z)).
\]
Now, by using the infinite sum representation of the Bessel function of the first kind
\[
J_\nu(z) = \sum_{n \geq 0} \frac{(-1)^n z^{2n+\nu}}{2^{2n+\nu+1} \nu ! (n + \nu + 1)}
\]
we obtain \( g_\nu'(0) = 1 \), which in turn implies that \( c = 0 \). This completes the proof of the infinite product representation.
Finally, we mention that the uniform convergence of the infinite product in (1) is a consequence of the uniform convergence of the infinite sum in (2), which follows by using the proof of (2), see [2], Lemma 4.

Alternatively, the formula (1) can be proved as follows. From (4) and (5) we obtain that
\[ g'_{\mu}(z) = 1 + \sum_{n \geq 0} \frac{2n + 3}{2n + 2} \cdot \frac{(-1)^n \Gamma(n + 1) z^{2n+2}}{2^{n+1} \Gamma(n + \nu + 2)}. \]

Taking into consideration the well-known limits
\[ \lim_{n \to \infty} \frac{\log \Gamma(n + c)}{n \log n} = 1, \quad \lim_{n \to \infty} \frac{\Gamma(n + c)^{1/n}}{n} = 1, \]
where \( c \) is a positive constant, and [6] p. 6, Theorems 2 and 3], we infer that the entire function \( g_{\nu}(z) \) is of growth order \( \rho = \frac{1}{2} \) and exponential type \( \sigma = 1 \). Namely, for \( \nu > -1 \) we have that as \( n \to \infty \)
\[ \log \frac{n \log n}{2^{n+1} \Gamma(n+1) + 2n + 3} + \log \Gamma(n + \nu + 2) + \log \left( \frac{2n + 2}{2n + 3} \right) \to \frac{1}{2}, \]
and
\[ \frac{n}{\rho e} \left( \frac{2n + 3}{2n + 2} \cdot \frac{\Gamma(n + 1)}{2^{n+1} \Gamma(n + \nu + 2)} \right) \to 1. \]

Now, recall that [3] p. 597] in case \( \alpha + \nu > 0 \) and \( \nu > -1 \) the Dini function \( z \mapsto z J'_\nu(z) + \alpha J_\nu(z) \) has only real zeros. With this the rest of the proof of (2) follows by applying Hadamard’s Theorem [6] p. 26].

III. Monotonicity properties of some combinations of Bessel functions of the first kind

Our first main result of this paper is the following theorem, which presents the absolute monotonicity of three functions involving the Dini function \( d_{\nu} \). The proofs borrow some ideas from the paper of Ismail and Muldoon [4]. Note that a function \( f : I \to \mathbb{R} \) is called absolutely monotonic on the interval \( I \) if for all \( x \in I \) and \( n \in \{ 0, 1, \ldots \} \) we have \( f^{(n)}(x) \geq 0 \).

**Theorem 2:** Let \( \mu \geq \nu > -1 \) and consider the Dini function \( d_{\nu} : \mathbb{R} \to \mathbb{R} \), defined by
\[ d_{\nu}(x) = (1 - \nu) J_{\nu}(x) + x J'_{\nu}(x). \]

Then the functions \( f_{\mu,\nu}(x), g_{\mu,\nu}(x), q_{\nu}(x) : [0, \alpha_{\nu,1}^2) \to (0, \infty) \), defined by
\[ f_{\mu,\nu}(x) = \left( \log \left( x^{\frac{\mu - \nu}{2}} e^{\frac{\pi \nu}{4 \mu}} \frac{d_{\nu}(x)}{d_{\nu}(\sqrt{x})} \right) \right)', \]
\[ g_{\mu,\nu}(x) = x^{\frac{\mu - \nu}{2}} e^{\frac{\pi \nu}{4 \mu}} \frac{d_{\nu}(x)}{d_{\nu}(\sqrt{x})}, \]
\[ q_{\nu}(x) = \frac{x^{\frac{\mu - \nu}{2}} e^{-\frac{\pi \nu}{4 \mu}}}{d_{\nu}(\sqrt{x})}, \]
are absolutely monotonic. 

**Proof:** By using (1) we get
\[ (\log \left( x^{\frac{\mu - \nu}{2}} d_{\nu}(\sqrt{x}) \right))' = \sum_{n \geq 1} \frac{1}{x - \alpha_{\nu,n}^2}, \]
and hence
\[ f_{\mu,\nu}(x) = \sum_{n \geq 1} \left( \frac{1}{\alpha_{\nu,n}^2 - x} - \frac{1}{\alpha_{\nu,n}^2 - x} \right) + \frac{3(\nu - \mu)}{4(\nu + 1)(\mu + 1)}. \]

Recall that [5] p. 196] if \( \gamma_{\nu,\mu} \) is the \( \mu \)th positive root of the equation
\[ \gamma_{\nu,\mu} J_\nu(z) + \gamma_{\nu,\mu} J'_\nu(z) = 0 \]
and \( \nu \geq 0 \), then the function \( \nu \mapsto \gamma_{\nu,\mu} \) is strictly increasing on \((-1, \infty)\) for \( \nu \in \{ 1, 2, \ldots \} \) fixed. Consequently, we have that \( \nu \mapsto \alpha_{\nu,\mu} \) is strictly increasing on \((-1, \infty)\) for \( \nu \in \{ 1, 2, \ldots \} \) fixed. Thus, for all \( n, m \in \{ 1, 2, \ldots \} \), \( \mu \geq \nu > -1 \) and \( x \leq \alpha_{\nu,1}^2 \) we have
\[ (\alpha_{\nu,\mu}^2 - x)^{m+1} \leq (\alpha_{\nu,\mu}^2 - x)^{m+1}, \]
and this in turn implies that
\[ f_{\mu,\nu}(x) = \sum_{n \geq 1} \left( \frac{m!}{(\alpha_{\nu,\mu}^2 - x)^{m+1}} - \frac{m!}{(\alpha_{\nu,\mu}^2 - x)^{m+1}} \right) \geq 0 \]
for all \( \mu \geq \nu > -1 \), \( m \in \{ 1, 2, \ldots \} \) and \( x \leq \alpha_{\nu,1}^2 \).

Now, dividing each side of (2) Lemma 4]
\[ \frac{z J_{\nu+2}(z) - 3J_{\nu+1}(z)}{J_{\nu}(z) - J_{\nu+1}(z)} = -\sum_{n \geq 1} \frac{2z}{\alpha_{\nu,n}^2 - z^2} \]
with \( z \) and tending with \( z \) to \( 0 \), in view of (5) we obtain that
\[ \sum_{n \geq 1} \frac{1}{\alpha_{\nu,n}^2} = \frac{3}{4(\nu + 1)}. \]

This implies that \( f_{\mu,\nu}(0) = 0 \), and by using the fact that \( f_{\mu,\nu} \) is increasing we get that \( f_{\mu,\nu}(x) \geq 0 \) for all \( \mu \geq \nu > -1 \) and \( x \in [0, \alpha_{\nu,1}^2) \). This completes the proof of the absolute monotonicity of \( f_{\mu,\nu} \).

Since the exponential of a function having an absolutely monotonic derivative is absolutely monotonic, it follows that \( g_{\mu,\nu} \) is also absolutely monotonic on \([0, \alpha_{\nu,1}^2)\).

Finally, we note that by using (1) it follows that as \( \mu \to \infty \) we have
\[ 2^\nu \Gamma(\mu + 1) x^{-\mu} d_{\mu}(x) \to 1, \]
which in turn implies that the absolute monotonicity of \( q_{\nu} \) follows from the absolute monotonicity of \( g_{\mu,\nu} \) by tending with \( \mu \) to infinity.

We note that the above theorem can be used to prove inequalities for the Dini function \( d_{\nu} \). For example, the absolute monotonicity of \( q_{\nu} \) in particular implies the following result.

**Corollary 2.1:** If \( \nu > -1 \) and \( x \in [0, \alpha_{\nu,1}^2) \), then
\[ d_{\nu}(x) \leq \frac{x^{\nu} e^{-\nu \pi x^2}}{2\Gamma(\nu + 1)}.
\]

**Proof:** By using again (1) we obtain \( q_0(0) = 2^\nu \Gamma(\nu + 1) \) and since \( q_{\nu} \) is increasing on \([0, \alpha_{\nu,1}^2) \) it follows that \( q_{\nu}(x) \geq q_0(0) \), that is,
\[ 2^\nu \Gamma(\nu + 1) d_{\nu}(\sqrt{x}) \leq x^{\nu} e^{-\nu \pi x^2}. \]
Changing \( x \) to \( x^2 \) the proof is complete. \( \square \)
It is worth to mention here that by using the similar inequality for the Bessel function of the first kind \( J_\nu \), we can obtain a similar inequality for \( d_\nu \) as above. Namely, we know that [4] Corollary 7 for \( \nu > -1 \) the function
\[
x \mapsto \frac{x^\nu e^{-\frac{x^2}{2}}} {J_\nu(x)}
\]
is absolutely monotonic on \([0, J_{\nu,1}]\) and hence we have
\[
J_\nu(x) \leq \frac{x^\nu e^{-\frac{x^2}{2}}}{2^{\nu} \Gamma(\nu + 1)} \tag{7}
\]
for \( \nu > -1 \) and \( x \in [0, J_{\nu,1}] \). Here \( J_{\nu,1} \) denotes the first positive zero of the Bessel function \( J_\nu \). By using (7) and the fact that \( J_{\nu+1}(x) > 0 \) for \( x \in (0, J_{\nu+1,1}) \) we get for \( \nu > -1 \) and \( x \in [0, J_{\nu,1}] \)
\[
d_\nu(x) = J_\nu(x) - xJ_{\nu+1}(x) \leq \frac{x^\nu e^{-\frac{x^2}{2}}}{2^{\nu} \Gamma(\nu + 1)}.
\]
however, this upper bound is not better than the upper bound in (6).

Note also that Fig. 1 suggest that the lower bound in (6) is quite tight near the origin. To prove this observe that from (1) we have that
\[
g_\nu'(x) = 2^{\nu} \Gamma(\nu + 1)x^{-\nu}d_\nu(x)
\]
takes the value 1 at the origin, and we have also that \( e^{-\frac{3x^2}{8(\nu + 1)}} \) becomes 1 as \( x = 0 \). These show that indeed the inequality (6) is sharp as \( x = 0 \).

Now, we are going to show another two applications of the infinite product representation (1). In what follows we use the notations \( \alpha_{\nu,0} = 0 \) and
\[
\Delta_\nu = \bigcup_{k \geq 0} (\alpha_{\nu,2k}; \alpha_{\nu,2k+1}).
\]
The first result is about the log-concavity of the function \( d_\nu \), while the second deals with the log-concavity of \( g_\nu' \), which in particular yields a new van der Corput type inequality for Bessel functions. For more details on van der Corput inequalities for Bessel and modified Bessel functions of the first kind we refer to the paper [1] and to the references therein.

**Theorem 3:** If \( \nu > -1 \), then the function \( f_\nu : \Delta_\nu \rightarrow \mathbb{R} \), defined by
\[
f_\nu(x) = \frac{d_\nu(x)}{d_\nu(0)} - \frac{\nu}{x} \tag{8}
\]
is decreasing and consequently the function \( d_\nu \) is log-concave on \( \Delta_\nu \) for \( \nu \geq 0 \). Consequently, we have for all \( \nu > -1 \) and \( x \in \Delta_\nu \) the inequality
\[
x\frac{d_\nu'(x)}{d_\nu(x)} < \nu.
\]

**Proof:** First note that by using (1) we have that \( d_\nu(x) > 0 \) for \( x \in \Delta_\nu \), and thus the log-concavity of \( d_\nu \) on \( \Delta_\nu \) makes sense. By using logarithmic differentiation from (1) we get
\[
f_\nu(x) = -\sum_{n \geq 1} \frac{2x}{\alpha_{\nu,n}^2 - x^2},
\]
which implies that
\[
f_\nu'(x) = -2 \sum_{n \geq 1} \frac{\alpha_{\nu,n}^2 + x^2}{(\alpha_{\nu,n}^2 - x^2)^2} < 0
\]
for all \( x \in \Delta_\nu \) and \( \nu > -1 \). Thus, we have
\[
\left( \frac{d_\nu'(x)}{d_\nu(x)} \right) < -\frac{\nu}{x^2} \leq 0
\]
for all \( \nu \geq 0 \) and \( x \in \Delta_\nu \), and consequently the function \( d_\nu \) is indeed log-concave on \( \Delta_\nu \) for \( \nu \geq 0 \). On the other hand, by using the above representation of \( f_\nu \), we obtain \( f_\nu(0) = 0 \), and thus we get \( f_\nu(x) < 0 \), which is equivalent to (8). \( \square \)

**Theorem 4:** The function \( g_\nu' \) is log-concave on \( \Delta_\nu \) for all \( \nu > -1 \) and consequently for all \( \nu > -1 \) and \( a, b \in \Delta_\nu \) the following van der Corput type inequality is valid
\[
|g_\nu(a) - g_\nu(b)| \geq |a - b| \sqrt{g_\nu'(a)g_\nu'(b)} \tag{9}
\]
or equivalently
\[
|a^{1-\nu}f_\nu(a) - b^{1-\nu}f_\nu(b)| \geq |a - b| \sqrt{(ab)^{-\nu}d_\nu(a)d_\nu(b)}.
\]

**Proof:** By using (1) we get
\[
\left( \frac{g_\nu'(x)}{g_\nu'(0)} \right)' = -\sum_{n \geq 1} \frac{2x}{(\alpha_{\nu,n}^2 - x^2)^2} = -\sum_{n \geq 1} \frac{2(\alpha_{\nu,n}^2 + x^2)}{(\alpha_{\nu,n}^2 - x^2)^2}
\]
and thus the function \( g_\nu' \) is log-concave on \( \Delta_\nu \) for all \( \nu > -1 \).

Now, we shall use the following result. Let \( f : [a, b] \rightarrow \mathbb{R} \) be such that \( f' : [a, b] \rightarrow (0, \infty) \) is log-concave. Then the inequality [3] p. 242]
\[
\log \left( \frac{1}{b-a} \int_a^b f'(x)dx \right) \geq \frac{1}{b-a} \int_a^b \log f'(x)dx \geq \frac{\log f'(a) + \log f'(b)}{2}
\]
implies that
\[
\log \frac{f(b) - f(a)}{b - a} \geq \log \sqrt{f'(a)f'(b)} \tag{10}
\]
is valid. Applying (10) for the function \( f = g_\nu \) we get (9). □

By using the relations
\[
J_{-\frac{1}{2}}(x) = \sqrt{\frac{2}{\pi x}} \cos x, \quad J_{\frac{1}{2}}(x) = \sqrt{\frac{2}{\pi x}} \sin x,
\]
the above result in particular reduces to the following.

**Corollary 4.1:** Let \( \alpha_{-\frac{1}{2},n} \) be the \( n \)th positive zero of \( J_{-\frac{1}{2}} \), that is, the \( n \)th positive root of the equation \( \cos x = \sin x \). Then the following van der Corput type inequality is valid
\[
|a \cos b - b \cos a| \geq |a - b| \sqrt{(a \sin b - b \sin a)} \cos a - \sin a(b \sin b - \sin b a)
\]
where \( a, b \in \Delta_{-\frac{1}{2}} = \left( 0, \frac{\pi}{4} \right) \bigcup \left( \frac{5\pi}{4}, \frac{9\pi}{4} \right) \bigcup \ldots \).

Now, for \( m \in \{1, 2, \ldots \} \) let us use the following notation
\[
\eta_{2m}(\nu) = \sum_{n \geq 1} \frac{1}{\alpha_{2m,n}^{2m}}
\]
Another interesting applications of the infinite product in (11) are the following results.

**Theorem 5:** If \( \nu > -1 \) and \( z \in \mathbb{C} \) such that \( |z| < \alpha_{\nu,1} \), then we have the following power series representation
\[
\frac{z d_\nu'(z)}{d_\nu(z)} = \nu - 2 \sum_{m \geq 1} \eta_{2m}(\nu) z^{2m}. \tag{11}
\]

In particular, the function
\[
\nu \mapsto \frac{z d_\nu'(\nu)}{d_\nu(\nu)} = -\nu + 2 \sum_{m \geq 1} \eta_{2m}(\nu) z^{2m}
\]
is absolutely monotonic on \((0, \alpha_{\nu,1})\) for all \( \nu > -1 \).

**Proof:** By using again (11) we have
\[
\frac{z d_\nu'(\nu)}{d_\nu(\nu)} = \nu - 2 \sum_{n \geq 1} \frac{z^2}{\alpha_{2n,n}^2 - z^2}
\]
\[
= \nu - 2 \sum_{n \geq 1} \sum_{m \geq 1} \left( \frac{z^2}{\alpha_{2n,m}^2} \right) m
\]
\[
= \nu - 2 \sum_{m \geq 1} \left( \sum_{n \geq 1} \frac{1}{\alpha_{2m,n}^{2m}} \right) z^{2m},
\]
where \( |z| < \alpha_{\nu,1} \) and \( \nu > -1 \). □

**Theorem 6:** The functions
\[
\nu \mapsto g_\nu'(\nu) = 2\nu \Gamma(\nu + 1)x^{-\nu} d_\nu(x), \quad \nu \mapsto \frac{xd_\nu'(\nu)}{d_\nu(\nu)}
\]
are increasing on \((-1, \infty)\) for all \( \nu \in (0, \alpha_{\nu,1}) \). Equivalently, the following inequalities are valid for all \( \nu \in (0, \alpha_{\nu,1}) \) and \( \mu \geq \nu > -1 \)
\[
\frac{d_\nu'(\mu)}{d_\nu(\mu)} \geq \frac{\Gamma(\nu + 1)}{\Gamma(\mu + 1)}, \quad \frac{d_\nu'(\nu)}{d_\nu(\nu)} \geq d_\nu'(\mu). \tag{12}
\]

Moreover, the function \( x \mapsto d_\mu(x)/d_\nu(x) \) is increasing on \((0, \alpha_{\nu,1})\) for all \( \mu \geq \nu > -1 \).

**Proof:** Appealing again on (11) we get
\[
\frac{\partial}{\partial \nu} \left( \log \left( 2\nu \Gamma(\nu + 1)x^{-\nu} d_\nu(x) \right) \right) = \sum_{n \geq 1} \frac{2x^2 \frac{\partial}{\partial \nu} \alpha_{\nu,n}}{\alpha_{\nu,n}(\alpha_{\nu,n} - x^2)}
\]
and since \( \nu \mapsto \alpha_{\nu,n} \) is increasing on \((-1, \infty)\) for each \( n \in \{1, 2, \ldots \} \) fixed, it follows that the function
\[
\nu \mapsto 2\nu \Gamma(\nu + 1)x^{-\nu} d_\nu(x)
\]
is increasing on \((-1, \infty)\) for \( x \in (0, \alpha_{\nu,1}) \).

Now, since \( \nu \mapsto \alpha_{\nu,n} \) is increasing on \((-1, \infty)\) for each \( n \in \{1, 2, \ldots \} \) fixed, it follows that \( \nu \mapsto \eta_{2m}(\nu) \) is decreasing on \((-1, \infty)\) for each \( m \in \{1, 2, \ldots \} \), and by using (11), this implies that \( \nu \mapsto \frac{xd_\nu'(\nu)}{d_\nu(\nu)} \) is increasing on \((-1, \infty)\) for all \( x \in (0, \alpha_{\nu,1}) \).

The inequalities in (12) are equivalent with the monotonicity properties, while the last sentence of the theorem is equivalent to the last inequality. With this the proof is complete. □

**IV. Conclusion**

In this note we have shown that by using the infinite product representation of a Dini function how we can generate many results on the monotonicity properties of quotients of Dini functions. We presented also some inequalities concerning Bessel functions of the first kind. As far as we know our results are new and we believe that it would be of interest to study further the properties of the Dini function \( d_\nu \) in order to deduce some other inequalities for this function.
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