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Abstract—Accurate taxi demand-supply forecasting is a challenging application of ITS (Intelligent Transportation Systems), due to the complex spatial and temporal patterns. We investigate the impact of different spatial partitioning techniques on the prediction performance of an LSTM (Long Short-Term Memory) network, in the context of taxi demand-supply forecasting. We consider two tessellation schemes: (i) the variable-sized Voronoi tessellation, and (ii) the fixed-sized Geohash tessellation. While the widely employed ConvLSTM (Convolutional LSTM) can model fixed-sized Geohash partitions, the standard convolutional filters cannot be applied on the variable-sized Voronoi partitions. To explore the Voronoi tessellation scheme, we propose the use of GraphLSTM (Graph-based LSTM), by representing the Voronoi spatial partitions as nodes on an arbitrarily structured graph. The GraphLSTM offers competitive performance against ConvLSTM, at lower computational complexity, across three real-world large-scale taxi demand-supply data sets, with different performance metrics. To ensure superior performance across diverse settings, a HEDGE based ensemble learning algorithm is applied over the ConvLSTM and the GraphLSTM networks.

Index Terms—Taxi Demand-Supply, Spatial Tessellation, Time-series Forecasting, ConvLSTM, Graph LSTM.

I. INTRODUCTION

Spatio-temporal forecasting has a wide range of applications, ranging from epidemic detection [1], energy management [2], to cellular traffic [3], among others. Location-based taxi demand and supply forecasting, one of the key components of ITS (Intelligent Transportation Systems), also relies heavily on accurate spatio-temporal forecasting. Mobility-on-Demand services such as e-hailing taxis, which have gained tremendous popularity in the recent years, often face taxi demand-supply imbalances. During peak and off-peak hours, mismatches occur between the spatial distributions of the taxi demand and the available drivers, resulting in either scarcity or abundance of vacant taxis. For example, Fig. 1 presents a case of demand-supply mismatch averaged over all Mondays near the city center in Bengaluru, India. We see that during the day hours, the high demand for taxis is met with inadequate supply. On the other hand, there is a surplus of vacant taxis during night hours, against low customer demand. Accurate demand-supply forecasts can mitigate this imbalance, thereby improving the efficiency of these taxi services. Information regarding the expected future demand and supply in a region can be used to re-route vacant cruising taxis, dynamically adjust the taxi fares, and recommend popular pick-up locations to the drivers.
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Fig. 1: The demand-supply patterns near Bengaluru city center averaged over all Mondays, where the mismatch between the demand for taxis and the available supply is visible. Our study is motivated by this demand-supply imbalance, which can be mitigated by accurate demand-supply forecasts.

A. Related works

The recent popularity of e-hailing taxi services has generated substantial interest in developing efficient taxi demand-supply prediction algorithms [4], [5]. In the past, taxi demand-supply prediction was mainly formulated as a classical time-series forecasting problem. ARMA (Auto Regressive and Moving Average) family of time-series models were applied to taxi demand prediction problems with satisfactory results [9]. However, these time-series models rely on the stationarity assumption, which is often violated by real-world data. The capability of such classical methods to deal with high dimensional, complex, and dynamic time-series data is also limited. Meanwhile, the generalization capabilities of the NNs (Neural Networks) inspired transportation researchers to leverage this tool in the traffic forecasting domain with promising results [10], [11]. The traditional NNs lack the ability to learn temporal dependencies, leading to the design of models that are more suited for sequence data such as RNN (Recurrent Neural Network) and its variants, namely LSTM (Long Short-Term Memory) and GRU (Gated Recurrent Unit) [12], [13]. In fact, RNN has emerged as the preferred machine learning tool to solve many traditional sequence learning problems such as speech recognition [14], text recognition [15] and cellular communication [16]. Since the real-world data often exhibit both temporal and spatial variations, several spatio-temporal extensions of RNNs have been proposed. A widely employed extension used in taxi data forecasting, known as the ConvLSTM (Convolutional LSTM), involves addition of convolutional layers prior to the LSTM framework [32]. The standard convolutional layer can be applied to only a grid-structured input and learns localized rectangular filters. This limits the application of the conventional ConvLSTM to a
city space partitioned into fixed-sized grids. Hence, a fixed-sized equally-spaced partitioning is often adopted in the spatio-temporal NN-based models for location-based taxi demand or supply forecasts [17], [18], [8], [19], [20].

In our previous work [4], we explored a variable-sized partitioning scheme in addition to a fixed-sized scheme for taxi demand forecasting. Using classical time-series regression models, we observed a visible enhancement in the prediction performance with a variable-sized tessellation scheme in several scenarios. The real-world data often has a heterogeneous spatial distribution, which may not be captured faithfully with a fixed-sized partitioning scheme that is based on spatial homogeneity assumption. While the generalization capabilities of the RNNs make them powerful tools for spatio-temporal modeling, assuming that the data is homogeneously distributed may limit their modeling capabilities. Hence, it is imperative to explore a variable-sized partitioning scheme in an RNN-based spatio-temporal modeling framework. Most of the currently popular spatio-temporal RNN models are based on the ConvLSTM networks that are incapable of modeling a variable-sized partitioned space. Motivated by this observation, in this work, we develop an LSTM framework that can extract the potential of variable-sized spatial partitions.

While dividing the city space into variable-sized Voronoi tessellations, we take note of the fact that arbitrarily spaced tessellations can be represented using graphs. That is, while the variable-sized partitions cannot be represented as equally-spaced fixed-sized grids, they can be visualized in the form of a graph. The demand aggregated in each Voronoi partition can form a node in an arbitrary structured graph. Therefore, a Graph-based RNN holds great potential in our scenario. In the last couple of years, there has been substantial interest in devising Graph NNs, by extending the convolution operator to a more general graph-structured data [21]. In the context of traffic forecasting, Graph CNNs (Convolutional Neural Networks) have been applied to predict flows at traffic sensors [22]. By considering a road network as a graph and traffic sensors as nodes, Graph CNNs have been combined with RNN to capture the spatial relationships between nodes [22], [23], [24]. However, there is limited research on incorporating graph RNNs in location-based taxi demand or supply forecasting. In [25], the authors do apply graphs to model non-euclidean correlations for ride-hailing demand forecasting, but the models are based on equally-spaced fixed-sized grid partitions. In summary, the existing transportation literature on Graph NNs either consider traffic sensors as the graph nodes or learn graph-based correlations in a grid-partitioned space.

Our modeling framework deviates significantly from the existing literature as we employ a GraphLSTM (Graph-based LSTM) [23] model to learn an arbitrarily structured graph, where each node corresponds to the aggregated demand in a spatial Voronoi partition. To the best of our knowledge, in the context of spatial partitioning, Graph-based RNNs have not been explored in the literature. Another important contribution of this paper lies in understanding the impact of different spatial partitioning schemes on the predictive performance of RNNs. To that end, we perform a comparison of the Geohash-based ConvLSTM and the Voronoi-based GraphLSTM. These features set our work apart from the existing literature.

B. Our contributions

After the city is divided into fixed-sized rectangular cells and variable-sized polygon cells, we employ the standard ConvLSTM to model the equally-spaced Geohash tessellated city and the GraphLSTM to model the unequally-spaced Voronoi tessellated city. We compare the results with three baselines: (i) the vanilla LSTM based on Voronoi and Geohash schemes, (ii) the ARIMA (Auto Regressive Integrated Moving Average) model, and (iii) the ARIMAX (ARIMA with exogenous inputs) model. When evaluated across three real-world data sets, the GraphLSTM exhibits competitive prediction performance against the established baseline models, at a lower computational complexity. Interestingly, we see that the prediction models exhibit non-stationary behavior, in addition to dependencies on the choice of data set and performance metric. To tackle this issue, we perform ensemble learning on the time-shifting models using an online non-stationary expert combining dHEDGE algorithm [27]. By using a combination of prediction models, the algorithm picks the best model for each time step in the forecasting horizon. The main contributions of this paper are the following:

- This work is the first to demonstrate the potential of Graph RNNs within a location-based spatial partitioning and forecasting framework.
- The GraphLSTM offers competitive prediction performance against ConvLSTM at a lower computational complexity, across data sets using different performance metrics.
- The Voronoi-based GraphLSTM outperforms Geohash-based GraphLSTM and ConvLSTM in data scarce locations.
- Prediction accuracy of irregular graph based GraphLSTM is at least as good as that of regular graph based GraphLSTM, highlighting the potential of irregular graphs in location-based forecasting.
- Applying the dHEDGE algorithm in conjunction with the ConvLSTM and GraphLSTM models ensure consistently superior prediction accuracy, across all scenarios considered.

The rest of the paper is organized as follows. Section [II] defines the problem statement. The spatial tessellation schemes are explained in Section [III], along with a brief description of the data sets used in this study. In Section [IV] the spatio-temporal LSTM, ConvLSTM, GraphLSTM and the baseline models are discussed. The experimental settings and results are elaborated in Section [V] followed by a description of the dHEDGE algorithm in Section [VI]. We conclude our results in Section [VII].

II. Problem setting

We formulate our problem as follows. For a location-based forecasting, the city space is tessellated into \( N \) regions. The
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Fig. 2: Flow chart of the study in this paper. The spatio-temporal data is first tessellated using the Voronoi and Geoahash schemes. After modeling and comparing the tessellated data using convolutional and graphical LSTM models, ensemble learning is performed, which helps to achieve superior prediction performance.

set of regions \( R = \{ r_1, ..., r_N \} \) can be fixed-sized grids, variable-sized polygons, zip codes, etc. We employ (i) fixed-sized rectangular grids called geohashes and (ii) variable-sized polygon partitions called Voronoi cells. Let the demand and supply aggregated in every \( r_i \in R \) form the sets \( D = \{ d_1, ..., d_N \} \) and \( S = \{ s_1, ..., s_N \} \). We assume that the data in the region of interest is related to its historical data and the data in its first-order neighboring regions. In this work, our objectives are two-fold. First, given the set of all geohashes, our goal is to learn a function \( F(.), \) mapping the demand (or supply) data in any geohash to its temporal and spatial neighbors. For the Geohash-based fixed-sized equally-spaced spatial structure, we use ConvLSTM to learn this function \( F(.), \) as:

\[
F([d_{1:t,1:N}],[\text{geohashes}]) = [d_{t+1:t+h,1:N}],
\]

where, \( h \) is the forecast horizon. Second, for exploring Voronoi-based variable-sized unequally-spaced spatial structure, we represent the tessellated city space by an undirected graph \( G \), where \( G = (V, E, A) \). The \( N \) regions will form a graph with \( V \) vertices and \( E \) edges. The connectivity between nodes is represented by an adjacency matrix \( A \in \mathbb{R}^{N \times N} \). The adjacency matrix is defined as follows:

\[
A_{i,j} = \begin{cases} 
1 & \text{if there is a link connecting nodes } i \text{ and } j, \\
0 & \text{otherwise}. 
\end{cases}
\]

By default, \( A_{i,i} = 0 \). For the graph learning task, our choice of modeling tool is the GraphLSTM. Here, the taxi demand-supply forecasting problem can be represented as learning the mapping function \( F(.) \) that maps the historical demand (or supply) to future predictions, given a graph depicting the Voronoi partitions:

\[
F([d_{1:t,1:N}]|G(V, E, A)) = [d_{t+1:t+h,1:N}].
\]

The predictive performance of the models is compared using three error metrics, namely Symmetric Mean Absolute Percentage Error (SMAPE), Mean Absolute Scaled Error (MASE) and Root Mean Square Error (RMSE). These metrics are defined and discussed in Section IV. Fig. 2 shows the flow chart of the study to be conducted in this paper.

### III. Spatial Tessellation Schemes

Three real-world data sets are considered for our study. We use the taxi demand-supply data sets from the city of Bengaluru, India and publicly available taxi data set from the city of New York, USA.

#### A. Description of the data sets

The Bengaluru taxi demand and driver supply data sets are acquired from a leading Indian e-hailing taxi service provider. The demand data contains GPS traces of taxi passengers booking a taxi by logging into their mobile application. The supply data contains GPS traces of fresh log-ins of taxi drivers, representing available supply. The data sets are available for a period of two months; from 1st of January 2016 to 29th February 2016. The data sets contain latitude-longitude coordinates of the passenger/driver, session duration and time stamp. The latitude and longitude coordinates of the city are 12.9716 N, 77.5946 E, with an area of approximately 740 km². The publicly available New York yellow taxi data set contains GPS traces of a street hailing yellow taxi service. For our study, we extract the pick-up locations and time stamps from the period of January-February 2016. The latitude and longitude coordinates of the New York city are 40.7128 N, 74.0059 W, with an area of approximately 780 km². Some key statistical properties of the data sets are given in Table I.

#### B. Voronoi tessellation

A prerequisite for the Voronoi tessellation is a set of generating sites that can be used to define the Voronoi cells. For this purpose, we use the K-Means clustering algorithm [29]. The algorithm has a linear memory and time complexity, which is ideal for our very large data sets, and performs reasonably well in comparison with other clustering algorithms [50]. The data is classified into a predefined set of clusters, and the centroids of these clusters act as generating sites for the Voronoi tessellation.

The K-Means algorithm aims to minimize the squared error function \( J \) given as:

\[
J = \sum_{j=1}^{k} \sum_{i=1}^{n} \|y_{ij} - e_{cj}\|^2,
\]  

### Table I: Statistical properties of the taxi demand-supply data sets from Bengaluru and New York City, when aggregated as time-sequences over 60 minutes for 60 days.

| Statistical Properties | Bengaluru Demand | Bengaluru Supply | New York Demand |
|------------------------|------------------|-----------------|-----------------|
| Minimum                | 0                | 0               | 0               |
| Maximum                | 630              | 2913            | 1582            |
| Mean                   | 14.1             | 10.1            | 19.5            |
| Median                 | 13               | 7               | 16              |
| Skewness               | 0.77             | 5.78            | 1.08            |
| Kurtosis               | 1.31             | 114.5           | 3.56            |
| Standard Deviation     | 10.1             | 9.07            | 14.9            |
| Periodicity (in time steps) | 12, 24 | 12, 24, 168 | 12, 24, 168 |


models derive heavily from the LSTM network [31]. The impact on the performance of the prediction models employed (Fig. 3). In this section, we partition the city of Bengaluru into Voronoi cells and 6-level geohashes. The spatial distribution of data in the partitions varies significantly with the tessellation scheme employed. While the Geohash scheme produces several data dense and scarce partitions, the Voronoi scheme uniformly distributes data in each partition.

where \( |y_{(i)} - c_j|^2 \) is the Euclidean distance between a data point \( y_{(i)} \) and its center \( c_j \), and \( n \) is the total number of data points. For efficient rerouting of vacant taxi drivers, we partition Bengaluru into 740 clusters and New York City into 780 clusters so that the average cluster area remains close to 1 km\(^2\). Note that instead of applying a separate K-Means algorithm on the Bengaluru supply data set, we associate the supply data points with its nearest demand centroid. It enables us to do a comparative analysis of the demand and supply patterns associated with every demand region of interest. Then, the Centroidal Voronoi tessellation divides the space according to the nearest neighbor-rule, based on the K-Means centroids. Based on the closeness of centroids, this tessellation strategy produces polygon partitions of varying areas, with a time complexity of O(nlogn).

C. Geohash tessellation

Geohash tessellation is an extension of the basic grid partitioning technique with a naming convention. Each latitude-longitude coordinate is encoded into an alphanumeric string, where the length of the string denotes the level of the geohash. All latitude and longitude coordinates mapped to a specific string will form a unique fixed-sized rectangular grid. For example, a 5-level geohash spans an area of 4.9 km \( \times \) 4.9 km and a 6-level geohash covers an area of 1.2 km \( \times \) 0.6 km. For consistent comparison with Voronoi cells of average area 1 km\(^2\), we employ 6 level-geohashes for our study. Regarding time complexity, this algorithm is O(1).

The Voronoi and Geohash heat maps are plotted in Fig. 3, where the scale denotes the data volume in each cell. Geohash strategy produces rectangular grids of fixed area, resulting in several demand dense and scarce cells. Voronoi strategy tends to uniformly distribute data and produces polygons of variable area.

IV. SPATIO-TEMPORAL MODELS

In the previous section, we saw that the spatial distribution of the data in each partition varies significantly with the partitioning technique employed (Fig. 3). In this section, we examine whether this variation in spatial distribution has an impact on the performance of the prediction models employed in these partitions. Both the ConvLSTM and GraphLSTM models derive heavily from the LSTM network [31]. The RNN cell, from which the LSTM is developed, considers its present input and the output of the RNN cells preceding it, for its present output. The LSTM network overcomes several shortcomings of the plain RNN and learns long-term temporal dependencies. This property makes it a suitable candidate for time-series analysis. An LSTM cell has four NN units, called gates, that interact with each other. See the equations below:

\[
\begin{align*}
    f_t &= \delta(W_f \cdot x_t + R_f \cdot h_{t-1} + b_f), \quad (2) \\
    i_t &= \delta(W_i \cdot x_t + R_i \cdot h_{t-1} + b_i), \quad (3) \\
    o_t &= \delta(W_o \cdot x_t + R_o \cdot h_{t-1} + b_o), \quad (4) \\
    C_t &= \varphi(W_c \cdot x_t + R_c \cdot h_{t-1} + b_c), \quad (5) \\
    h_t &= o_t \cdot \phi(C_t), \quad (7)
\end{align*}
\]

where \( x_t \) is the input and \( W_f, R_f \), and \( b_f \) represent the input weights, recurrent weights and bias of the gate \( f \) respectively. The forget gate, given by Eqn. (2), decides the amount of historical information to be discarded. The input gate in Eqn. (3) decides the values to be updated in the cell state, and the output gate outputs the cell states in Eqn. (4). The nonlinear activation functions \( \delta \) and \( \varphi \) squish the outputs to recommended ranges, which are usually [0,1] or [-1,1]. Matrix multiplication and element-wise product operations are denoted by \( \cdot \) and \( \circ \) operators respectively. Eqn. (5) calculates a set of new candidate values to be added to the present cell state \( C_t \). After the cell state is updated using Eqn. (6), the new hidden state output is given by Eqn. (7).

A. Geohash-based ConvLSTM

The Convolutional LSTM (ConvLSTM) network [32] combines the aspects of both CNN and LSTM. It extends a fully connected LSTM network to have convolutional structures in both input-to-state and state-to-state transitions, to learn spatial dependencies. The key equations are as follows:

\[
\begin{align*}
    f_t &= \delta(W_f \cdot x_t + R_f \cdot h_{t-1} + b_f), \quad (8) \\
    i_t &= \delta(W_i \cdot x_t + R_i \cdot h_{t-1} + b_i), \quad (9) \\
    o_t &= \delta(W_o \cdot x_t + R_o \cdot h_{t-1} + b_o), \quad (10) \\
    C_t &= \varphi(W_c \cdot x_t + R_c \cdot h_{t-1} + b_c), \quad (11) \\
    C_t &= f_t \cdot C_{t-1} + i_t \cdot C_t, \quad (12) \\
    h_t &= o_t \cdot \phi(C_t), \quad (13)
\end{align*}
\]
where, the convolution operator is denoted by * . In mathematical terms, a ConvLSTM replaces the matrix multiplication operations in the feed-forward equations of the vanilla LSTM to convolution operations. If we consider the centroid of each partition as a node on a graph, the entire city can be represented by an undirected graph $G$. Each node represents a partition and will hold a value equal to the aggregated demand or supply for that partition. See Fig. 4 for cross-sections of the graphs obtained using the Voronoi and Geohash schemes. The Voronoi tessellated city will generate an irregular graph, where all the nodes need not have the same number of neighbors. We note that the number of neighbors varies from 3 to 10 for each Voronoi partition. On the other hand, the Geohash tessellated city forms a highly regular graph where each node has 8 neighbors, equidistant from each other. This fixed structure of a Geohash-based graph allows us to apply standard convolution operations and hence, can be modeled using a standard ConvLSTM. For an arbitrarily structured graph like the Voronoi-based graph, localized rectangular filter operations cannot be applied. A graph-based LSTM that utilizes the adjacency matrix to depict the structure of a graph can be employed in such scenarios.

**B. Voronoi-based GraphLSTM**

The primary step of a GraphLSTM framework [23] is to define the neighborhood. A k-hop neighborhood can be used to gather information from nodes that are k hops away from a node of interest. In this study, we gather spatial information from the first-order neighbors, i.e., the neighbors who share a common boundary with the partition of interest. Hence, a 1-hop neighborhood is considered for the implementation of our GraphLSTM. The 1-hop neighborhood matrix for any graph $G$ is same as its adjacency matrix $A$. To make the nodes self-accessible in the graph, the identity matrix $I$ is added to $A$, to form $\bar{A}$. Then, the 1-hop graph convolution at time $t$ can be defined as follows:

$$GC_t = (W_{gc} \cdot \bar{A})X_t$$

(14)

where, $W_{gc}$ is the 1-hop weight matrix for the 1-hop adjacency matrix, and $X_t \in \mathbb{R}^{N \times 1}$ is the demand or supply at time $t$, where $N$ is the number of Voronoi partitions. The features extracted from the graph convolution $GC$ are fed to the LSTM network. We see that the structures of the forget gate $f_t$, the input gate $i_t$, the output gate $o_t$, and the input cell state $C_t$ at time $t$ are similar to the vanilla LSTM. The input is replaced by the graph convolution features $GC$. A new cell state $C^*_{t-1}$ to incorporate the contributions of neighboring cell states is added to the framework, where $W_N$ is the corresponding weight matrix. The main equations are as follows:

$$f_t = \delta(W_f \cdot GC_t + R_f \cdot h_{t-1} + b_f),$$

(15)

$$i_t = \delta(W_i \cdot GC_t + R_i \cdot h_{t-1} + b_i),$$

(16)

$$o_t = \delta(W_o \cdot GC_t + R_o \cdot h_{t-1} + b_o),$$

(17)

$$\bar{C}_t = \varphi(W_c \cdot GC_t + R_c \cdot h_{t-1} + b_c),$$

(18)

$$C^*_{t-1} = W_N \cdot \bar{A} \cdot C_{t-1},$$

(19)

$$C_t = f_t \cdot C^*_{t-1} + i_t \cdot \bar{C}_t,$$

(20)

$$h_t = o_t \cdot \tanh(C_t).$$

(21)

With the addition of $C^*_{t-1}$ in Eqn. (20), the influence of the neighboring cell states will be considered during the recurrent updates of the cell state. We, then, compare the ConvLSTM and GraphLSTM networks against LSTM networks modeled using Voronoi and Geohash features. The ARIMA and ARIMAX models are also used as baselines to explore the assumption that the relationship between the data in adjacent partitions is linear.

**C. LSTM**

For a region $r_i$ (Voronoi cell or geohash), we first feed the demand/supply from $r_i$ alone to the LSTM network. Then, to analyze the effect of spatial neighbors, we feed data from $r_i$ and its first-order neighbors to the LSTM network. We vary the number of first-order neighbors to arrive at the best spatial configuration.

**D. ARIMA and ARIMAX**

For linear modeling, we consider two models: (i) ARIMA (Auto Regressive Integrated Moving Average), and (ii) ARIMAX (ARIMA with eXogenous inputs). After examining several regression models, we observed that ARIMA is a satisfactory fit for a majority of Voronoi cells and geohashes. Hence, we aim to fit a single ARIMA and ARIMAX model for the entire city. The ARIMA model belongs to the class
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Fig. 4: Representation of the Geohash and Voronoi tessellations as graphs. For each graph, the nodes are the centroids of the partitions, and the edges are the distances between the centroids. These graphical representations facilitate the application of the GraphLSTM on the spatial partitions.
Bayesian Optimization (TPE-BO) \cite{34} approach for tuning the hyper-parameters. This algorithm uses Parzen estimators to model the error distribution as non-parametric densities. The range of the hyper-parameters fed to the TPE algorithm is given in Table \ref{tab:hyperparams}. Additionally, for ConvLSTM, we vary the number of filters from 16 to 258. The RMSprop is shortlisted as the optimization function for our data sets. The choice of the activation function at the output dense layer is ReLu. The Relu activation is recommended for data sets such as passenger count and taxi supply as it allows the output to vary linearly, with a minimum at zero. That is, the output is zero if the input to the activation function is less than zero. In case the input is greater than zero, the output is equal to the input. The dropout values, number of layers and learning rates are optimized for each data set, tessellation technique, and NN model. In addition to the hyper-parameter values suggested by the TPE-BO, we manually tune the parameters to arrive at the best prediction accuracy.

The K-Means clustering algorithm generates a set of \( N \) regions of interest. The variable \( N \) takes values 740 and 780 for Bengaluru and New York City respectively. For each \( n \in N \), two time-sequences are generated using the Voronoi and Geohash tessellation strategies. The data is aggregated over 60 minutes for 60 days, generating time-sequences of length \( T = 1440 \) time steps. To implement GraphLSTM for Voronoi tessellation, we pick the 1-hop neighbors for every node \( n \). The GraphLSTM receives inputs of the form \( X \in \mathbb{R}^{N \times T} \), along with an adjacency matrix \( A \in \mathbb{R}^{N \times N} \). The adjacency matrix encapsulates information from the first-order neighbors. For the GraphLSTM, we consider a hidden layer with dimension equal to the number of nodes in the graph. For ConvLSTM, we consider frames of size \( 3 \times 3 \). This particular configuration allows us to capture information from a 6-level geohash of interest \( n \) (the center pixel) and 8 first-order neighbors. The ConvLSTM framework receives inputs of the form \( X \in \mathbb{R}^{N \times T \times 3 \times 3 \times 1} \), where frame sizes are of dimension \( 3 \times 3 \), along a single channel.

For the LSTM network, the inputs are of the form \( X \in \mathbb{R}^{N \times T \times S} \), where \( S \) is the number of spatial neighbors. Note that while a geohash has 8 fixed number of first-order neighbors, a Voronoi cell has a variable number of first-order neighbors. This corresponds to a \( S \) value of 8 for Geohash LSTM. For consistent comparison, while training Voronoi input based LSTM, we pick features from the top 8 positively correlated Voronoi neighbors. For Voronoi cells with less than 8 neighbors, we compensate for the lack of features by introducing invalid feature vectors to differentiate them from useful information.

For ARIMA and ARIMAX models, we vary the AR and MA parameters between the range \([0, 5]\) and the time-sequences are differenced whenever non-stationary behavior is encountered. While fitting the LSTM and ARIMAX models to the city, we varied the number of spatial Voronoi and Geohash features included in the model, to find the best spatial configurations for each data set. All the NN models are trained with a batch size of 64 for 500 epochs and repeated 5 times to compensate for the random initialization of network weights. MinMax scaling is applied to the input before they are fed to the various networks. Early stopping mechanism is employed

| Range of Hyper-parameters that are fed to TPE-BO |
|-----------------------------------------------|
| Number of layers, \( L = [1, 2] \)            |
| Number of neurons, \( n = [10, 20, 50, 100] \) |
| Dropout, \( D = \text{Uniform (0,0.5)} \)     |
| Activation = [Sigmoid, Relu, Linear]         |
| Optimizer = [Adam, Stochastic Gradient, RMSprop] |
| Learning Rate = \([10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}]\) |
| Batch Size = \([64, 128] \)                  |

Table II: The optimal values obtained from this range of hyper-parameters, after performing the TPE (Tree-structured Parzen Estimator) based BO (Bayesian Optimization), are used for modeling the taxi demand-supply data.

of statistical modeling, with an Auto Regressive (AR) part to model the changing variable as a regression on its own lagged values, an Integrated (I) part to produce stationary series, and a Moving Average (MA) part to incorporate the dependency between an observation and the residual errors obtained from a moving average model applied to lagged observations. The model is represented as:

\[ y_t = \phi_1 y_{t-1} + \cdots + \phi_p y_{t-p} + \theta_1 \varepsilon_{t-1} + \cdots + \theta_q \varepsilon_{t-q} + \varepsilon_t, \quad (22) \]

where \( y_t \) is the demand/supply to be predicted at time \( t \), \( y_t' \) is the differenced form of \( y_t \), \( p \) and \( \phi \) are the order and parameters of the AR process, \( q \) and \( \theta \) are the order and parameters of the MA process, and \( \varepsilon_t \) is the forecast error. Historical information from the variable of interest alone is taken into consideration for the standard ARIMA model. The ARIMAX model is an extension of ARIMA that provides a framework to include information from the neighboring regions (i.e., covariates). We employ the ARIMAX to analyze the extent of spatial information captured with different tessellation schemes. The ARIMAX model is defined as:

\[ y_t' = \beta z_t + \phi_1 y_{t-1}' + \cdots + \phi_p y_{t-p}' + \theta_1 \varepsilon_{t-1} + \cdots + \theta_q \varepsilon_{t-q} + \varepsilon_t, \quad (23) \]

where \( z_t \) is the covariate at time \( t \), and the parameter \( \beta \) includes the lagged versions of the covariate. The time-sequences from the positively correlated first-order neighboring regions serve as covariates in our study.

V. EXPERIMENTS

In this section, we discuss the hyper-parameter optimization techniques for the models, evaluation metrics, and inferences obtained on performing the comparison study.

A. Experimental settings

Before modeling the data using any NN model, it is necessary to set the optimal hyper-parameters. Hyper-parameters are the model-specific properties that are to be fixed before the training phase of the model. They define the high-level properties of the model such as the time complexity or the learning rate. Out of the various algorithms available for hyper-parameter optimization, Bayesian Optimization is widely used in the recent machine learning literature \cite{33}.

In this study, we use the Tree-structured Parzen Estimator
TABLE III: Predictive performance of various models across data sets with different performance metrics. The numbers in braces associated with ARIMAX and LSTM models denote the number of spatial features that resulted in the best performance. For the NN models, the errors are given as mean ± standard deviation. The GraphLSTM shows an overall robust performance, and the proposed dHEDGE based prediction technique ensures consistently good performance across different scenarios.

| Models       | Bengaluru Demand |          |          |          | Bengaluru Supply |          |          |          | NYC Demand |          |          |
|--------------|------------------|----------|----------|----------|------------------|----------|----------|----------|------------|----------|----------|
|              | MASE             | SMAPE    | RMSE     | MASE     | SMAPE            | RMSE     | MASE     | SMAPE   | RMSE       | MASE     | SMAPE   |
| ARIMA        | 1.31             | 48.5     | 12.36    | 18.0     | 191.1            | 57.3     | 1213.6   | 169.8   | 447.2      | 12.7     | 6.48    |
| V            | 1.13             | 43.5     | 8.14     | 4.68     | 95.4             | 15.8     | 5.01     | 125.5   | 27.6       |
| ARIMAX       | 1.13             | 43.4     | 10.1     | 1.34     | 60.1             | 9.66     | 2.42     | 80.1    | 123.3      | 1.99     | 4.99    |
| V            | 1.20             | 47.2     | 8.93     | 1.31     | 58.7             | 8.03     | 1.84     | 94.0    | 15.6       | 0.76     | 4.77    |
| LSTM         | 0.75 ± 0.26      | 16.14 ± 4.99 | 6.45 ± 4.51 | 0.93 ± 0.34 | 21.5 ± 5.65 | 7.11 ± 6.17 | 0.85 ± 0.41 | 45.2 ± 0.49 | 58.9 ± 34.5 |
| V            | 0.76 ± 0.16      | 16.72 ± 3.63 | 5.45 ± 2.42 | 0.98 ± 0.29 | 28.1 ± 30.8 | 6.68 ± 5.37 | 0.88 ± 0.19 | 29.3 ± 10 | 8.26 ± 5.73 |
| ConvLSTM     | 0.37 ± 1.99      | 9.1 ± 4.8 | 2.16 ± 1.52 | 1.51 ± 2.23 | 35.2 ± 12.7 | 7.73 ± 2.03 | 40.6 ± 1.05 | 12.8 ± 1.54 | 36.8 ± 10.4 |
| GraphLSTM    | 0.72 ± 0.15      | 16.1 ± 3.66 | 4.99 ± 2.35 | 0.93 ± 0.50 | 21.8 ± 4.77 | 6.15 ± 4.96 | 0.68 ± 0.16 | 17.4 ± 4.32 | 6.33 ± 4.51 |
| Proposed     | 0.32 ± 0.90      | 8.5 ± 3.7 | 2.25 ± 1.9 | 0.81 ± 0.96 | 17.7 ± 4.51 | 4.61 ± 2.73 | 0.43 ± 0.17 | 8.90 ± 3.6 | 6.48 ± 5.5 |

$\text{SMAPE} = \frac{100}{h} \sum_{t=1}^{h} \frac{|y_t - \hat{y}_t|}{\hat{y}_t + y_t + 1}$, \hspace{1cm} (24)

$\text{MASE} = \frac{1}{\text{h}} \sum_{t=1}^{h} \left( \frac{|y_t - \hat{y}_t|}{n-m} \sum_{t=m+1}^{n} |y_t - \hat{y}_{t-m}| \right)$, \hspace{1cm} (25)

$\text{RMSE} = \sqrt{\frac{1}{h} \sum_{t=1}^{h} (y_t - \hat{y}_t)^2}$, \hspace{1cm} (26)

where $h$ is the forecast horizon, $m$ is the seasonal period, $y_t$ is the actual demand, $n$ is the length of the training set, and $\hat{y}_t$ is the forecast at time $t$. The RMSE gives relatively high weights to large errors. The SMAPE is an accuracy measure based on percentage errors. Both RMSE and SMAPE are scale dependent errors. The MASE compares the forecast errors of the test set with the in-sample forecast errors from the standard Naive model, making it scale independent. Since these performance metrics are based on the $L_1$-norm and $L_2$-norm errors, we define the loss function over which the optimization is performed as:

$$\text{Loss function, } L = \frac{1}{N} \left( \sum_{t=1}^{N} (y_t - \hat{y}_t)^2 + |y_t - \hat{y}_t| \right).$$ \hspace{1cm} (27)

Since the loss function is the sum of the Mean Squared Error (MSE) and Mean Absolute Error (MAE), the models will optimize for both $L_1$ and $L_2$ errors.

C. Experimental results

The Table III summarizes the numerical results of the comparison study. The results are obtained by applying the regression and NN models on the three data sets aggregated using Voronoi and Geohash tessellation schemes. The standard deviation figure accounts for the variability across different locations and multiple runs. The main inferences drawn from the study are as follows:

1) Even though the overall performance of linear regression models is sub-par with that of the non-linear neural models, the high computational speed and comparable performance in certain scenarios are to be noted.
2) The entire set of first-order neighbors may not be necessary to achieve the best spatial model configuration.
3) The prediction performance of the GraphLSTM is better than that of the standard ConvLSTM on the majority of test cases, and this was achieved with lower computational complexity.
4) Across data sets and metrics, the irregular Voronoi graph based GraphLSTM performs comparable to or better than the regular Geohash graph based GraphLSTM, suggesting at the potential of irregular graphs in location-based forecasting.

to prevent over-fitting.

B. Evaluation metrics

For each data set, data from the first 59 days is used for training the models. The models are then tested on the 60th day. We keep aside 10% of the training data for validation purposes. We employ three widely used performance metrics to evaluate the models:

1) Symmetric Mean Absolute Percentage Error (SMAPE):

$$\text{SMAPE} = \frac{100}{h} \sum_{t=1}^{h} \frac{|y_t - \hat{y}_t|}{\hat{y}_t + y_t + 1},$$ \hspace{1cm} (24)

2) Mean Absolute Scaled Error (MASE):

$$\text{MASE} = \frac{1}{h} \sum_{t=1}^{h} \left( \frac{|y_t - \hat{y}_t|}{n-m} \sum_{t=m+1}^{n} |y_t - \hat{y}_{t-m}| \right),$$ \hspace{1cm} (25)

3) Root Mean Square Error (RMSE):

$$\text{RMSE} = \sqrt{\frac{1}{h} \sum_{t=1}^{h} (y_t - \hat{y}_t)^2},$$ \hspace{1cm} (26)
The ARIMA model achieves better prediction accuracy with Voronoi tessellation based input features than with Geohash features. The overall accuracy improved on incorporating spatial information through ARIMAX models. However, we notice that ARIMAX models resulted in performance deterioration for Bengaluru demand data set. To investigate this behavior further, we modeled the top 50 demand scarce and demand dense regions in Bengaluru using independent ARIMAX models and saw clear improvements in accuracy. This points towards the inability of a linear regression model to satisfactorily capture spatial information using a single model for the entire city. Hence, with regression models, we do not recommend modeling the entire city with a single model. Voronoi and Geohash based LSTM models show consistent improvements in accuracy on incorporating information from spatial neighbors. We notice that all the first-order neighbors might not be required to arrive at the best spatio-temporal model configuration.

The ConvLSTM model based on the Geohash strategy achieves good prediction accuracy on the Bengaluru data set but fails to perform well for the New York city data set. This trend is seen across deeper neural layers and different filter depths. On the other hand, Voronoi-based GraphLSTM exhibits consistently high prediction performance across multiple scenarios for both cities. The poor performance of Geohash-based ConvLSTM with NYC demand data can be attributed to the highly skewed spatial data distribution. 90% of the total data is concentrated around the Manhattan borough, leaving the other four boroughs with 10% of the total demand. Employing a fixed-sized partitioning scheme in a non-uniform data distributed space is not an efficient model setting. Geohash partitioning results in a large number of demand scarce cells in some boroughs, affecting model performance. Meanwhile, K-Means based Voronoi tessellation attempts to uniformly distribute data in the partitions, resulting in a lower number of demand scarce cells. GraphLSTM based on such an efficient model setting achieves high prediction performance.

For further validation of this observation, we represent the Geohash partitions as nodes on a regular graph and conduct Geohash-based GraphLSTM modeling. We find that the Geohash-based GraphLSTM is also unable to model the data satisfactorily, resulting in high variability in the RMSE and MASE. This highlights the importance of choosing an appropriate tessellation strategy, irrespective of the modeling technique used. In this case, the right choice of the partitioning technique resulted in 80% improvement in RMSE. The Bengaluru demand and supply data sets have a uniform spatial distribution, and hence, a Geohash partitioning scheme based model works sufficiently well. Therefore, we conclude that the choice of the spatial partitioning technique depends on the data distribution. Even then, the Voronoi partitioning scheme based model exhibits competitive prediction performance at a lower computational cost. This shows that an appropriate tessellation strategy can reduce the complexity of the network to be built, without compromising on the prediction accuracy. The GraphLSTM has roughly the computational complexity of the vanilla LSTM, which is much lesser than that of the ConvLSTM. While the ConvLSTM has additional convolutional layers that increase the number of matrix operations, GraphLSTM builds on the vanilla LSTM architecture, with one additional gate and some changes to the input. Note that we measure the computational complexity in terms of the matrix operations to be performed. The lower error variance of the GraphLSTM in comparison with that of the ConvLSTM suggests that the consistency in predictions is also maintained across various locations in the city. To summarize, the consistent performance of GraphLSTM, combined with low computational complexity, across scenarios in the context of location-based passenger demand and driver supply forecasting merits attention and needs further exploration.

While we stress on the significance of selecting an appropriate tessellation strategy while modeling, we observe that the best tessellation strategy and hence, the prediction model, varies with the choice of data set and performance metric. While the GraphLSTM has an overall favorable performance across data sets, there are instances where ConvLSTM outperforms GraphLSTM (e.g., in the Bengaluru demand data). For ensuring good prediction performance across all scenarios, we explore ensemble learning in the next section. Fig. 5 shows the GraphLSTM based demand-supply predictions plotted against the actual patterns in a top Voronoi cell in Bengaluru. We see that the supply predicted from the historical data is a better match than the actual supply for the existing demand patterns in that region. Hence, a rerouting decision based on the predicted supply may reduce the demand-supply mismatch.

Fig. 5: The actual and forecast demand-supply patterns for a demand scarce Voronoi cell. The supply forecast appears to a better representation of the supply required in that region than the actual supply levels.

Fig. 6: Performance of the online combining algorithm on the prediction models, where V. and G. denote Voronoi and Geohash respectively. The dHEDGE algorithm closely follows the best strategy at each time step in the forecast horizon.
VI. COMBINING MODELS WITH dHEDGE ALGORITHM

The applicability of ensemble learning in a non-stationary environment that involves tessellation strategies was put forward in [4], where we applied dHEDGE ensemble learning algorithm to combine the tessellation strategies. We observed that the regression models based on any one of the tessellation strategies were unable to yield optimal results for the entire forecast horizon. On exploring various LSTM networks, we note that this observation extends to the performance of RNN models as well, thereby strengthening the claim put forward in [4]. In Fig. 3 we see that the best prediction technique varies with the time of the day. The best strategy switches between the Voronoi and Geohash tessellation based techniques throughout the forecast horizon. We find that irrespective of the modeling tool used, there is no universally superior tessellation strategy. This is in addition to the dependency of the strategies on the data set and performance metric (Table III).

To compensate for the lack of a winner strategy, we use a variant of the well-known HEDGE algorithm [35] suited for the non-stationary environment known as the dHEDGE algorithm [27]. By exponentially reducing the weights associated with each expert (i.e., prediction model), the dHEDGE takes into account the non-stationarity of the process. In our case, we have three experts, Voronoi and Geohash based GraphLSTM models, and the ConvLSTM model. The weight initialization can be performed either uniformly or based on some prior knowledge about the experts. We initialize the weights based on a holdout validation set. The weights are updated based on the previous weights, a discounting factor $\gamma$, a learning factor $\beta$, and a loss function $l_t$. The loss function $l_t$ is based on the prediction errors observed by the experts at time $t$. Thus, for each time step $t$, the weights are updated for the $i^{th}$ expert as:

$$w_i[t + 1] = w_i[t]^\gamma \cdot \beta^{l_i[t]}.$$  

(28)

The discounting and learning factors are chosen based on the validation set. The performance of the algorithm can be seen in Fig. 6. At each time step in the forecasting horizon, we pick the expert with the highest weight and use its predictions. We find that the algorithm picks the best shifting expert, by giving more weightage to the behavior of that expert in the recent past. The interested reader can refer to [4] for a detailed analysis of the algorithm. The prediction accuracy after applying the dHEDGE algorithm on the three experts can be seen in Table III. The algorithm consistently results in an accuracy close to the best expert in the pool. To demonstrate the flexibility of our algorithm in adapting to various scenarios, we evaluate the performance of our algorithm on the New York demand data set. While Voronoi GraphLSTM achieves good prediction accuracy, the two Geohash-based models perform poorly. When the dHEDGE is applied on these three experts, it is remarkable to note that dHEDGE achieves an accuracy close to the Voronoi GraphLSTM, and is unaffected by the poor performance of the other two experts. Further, in some use cases, we note that combining the experts produces accuracy levels better than that of any of the individual experts. This behavior is attributed to the time-dependent behavior of the models. In conclusion, our algorithm provides consistent performance across data sets and performance metrics, eliminating various dependencies of the prediction models.

VII. CONCLUDING REMARKS

In the context of e-hailing taxi services, generating accurate demand-supply forecasts is instrumental in minimizing customer wait times and maximizing driver utilization. Neural Network-based taxi demand or supply forecasting commonly uses a fixed-sized equally-spaced spatial partitioning scheme. In this paper, we explored the impact of different spatial partitioning schemes on the predictive performance of LSTM (Long Short-Term Memory) models. By comparing ConvLSTM (Convolutional LSTM) and GraphLSTM (Graph-based LSTM), we draw attention to the potential of learning the partitioned city structure as a graph and applying Graph-based Neural Networks.

When evaluated on three large-scale real-world data sets, GraphLSTM emerged as a promising candidate for location-based taxi demand-supply forecasting. The GraphLSTM offered competitive prediction performance against ConvLSTM at a much lower computational complexity. The comparison between GraphLSTM models based on regular and irregular graphs revealed the potential of irregular graphs in the context of location-based forecasting.

In addition to the proposal to use irregular graph based GraphLSTM for taxi demand-supply forecasting, the findings in this paper recommend exploration and selection of a suitable tessellation strategy prior to fitting a Neural Network model. The choice of a suitable prediction model was found to depend on the properties of the data set and the performance metric employed.

To achieve superior performance across all scenarios, we recommend the dHEDGE based ensemble learning algorithm. By employing dHEDGE in conjunction with the GraphLSTM and ConvLSTM models, we consistently achieved a prediction accuracy close to the best model at each time instant across the data sets considered, with different performance metrics.

A. Avenues for further research

This paper was directed towards accurate forecasting of taxi demand and supply, where we highlighted the potential of Graph-based LSTM networks. A detailed analysis of GraphLSTM can be performed, using more real-world data sets. Further, we note that demand-supply mismatches also occur when there are unexpected spikes in demand. In our future work, we aim to detect and include such anomalous events in the prediction model to achieve better predictions.
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