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Abstract. In this article, for any Seifert fibered integral homology 3-sphere, we give explicit modular transformation formulas of homological blocks introduced by Gukov-Pei-Putrov-Vafa. Moreover, based on the modular transformation formulas, we have explicit asymptotic expansion formulas for the Witten-Reshetikhin-Turaev invariants which give a new proof of a version by Andersen of the Witten asymptotic conjecture.

1. Introduction

Recently, Gukov-Pei-Putrov-Vafa [21] introduced important $q$-series called homological blocks for any plumbed 3-manifolds associated with negative definite plumbing tree graphs based on Gukov-Putrov-Vafa [22]. A physical viewpoint strongly suggests that the homological blocks have several interesting properties [5–8, 11–15, 19, 20, 31]. In particular, it is expected that the homological blocks have good modular transformation properties and their special limits at root of unity are identified with the Witten-Reshetikhin-Turaev (WRT) invariants. These are interesting mathematical conjectures. For Seifert fibered integral homology 3-spheres, the identification of their special limits with the WRT invariants is shown in [18] and [3]. In fact, for Seifert fibered integral homology 3-spheres, Fuji, Iwaki, Murakami, and the second author [18] introduced a $q$-series called the WRT function which is identified with a homological block by Andersen-Mistegård [3] and proved that WRT invariants for Seifert fibered integral homology spheres are radial limits at root of unity of the WRT functions. Independently in a different way, Andersen-Mistegård [3] proved the same radial limit formula for the homological blocks.

In this article, we get explicit modular transformation formulas of homological blocks for any Seifert fibered integral homology 3-sphere (Theorem 5.5). Moreover, combined with the results in [18] and [3], we have explicit asymptotic expansion formulas for the WRT invariants which give a new proof of a version by Andersen [1] of the Witten asymptotic conjecture [35] of the WRT invariants (Theorem 5.6 and Theorem 5.10). The Witten asymptotic conjecture for Seifert 3-manifolds is studied in different forms with different methods in [1, 2, 4, 10, 17, 23–28, 32, 33]. We remark that an asymptotic formula in [27, Theorem 16] obtained by using a combination of modular transformations of Eichler integrals and their derivatives differs from Theorem 5.6 in this article, and conjecturally coincides.

Our main tools are modular transformation formulas for generalized false theta functions based on an idea in Bringmann-Nazaroglu [9]. False theta functions are functions that are similar to the ordinary theta functions but have quite different behavior. It has a long history, and the name “false theta functions” already appears in Ramanujan’s last
letter to Hardy in 1920. However, their modular aspects had long remained a mystery. In 2019, Bringmann and Nazaroglu succeed in finding modular completions for a certain class of false theta functions parallel with Zwegers’ results \cite{36} for mock theta functions. Following their results, we capture the homological blocks in the framework of modular forms.

This article is organized as follows. In Section 2, we prepare the settings for the Seifert fibered integral homology 3-sphere and the homological blocks. In Section 3, we introduce ordinary theta functions and false theta functions and show their modular \(S\)-transformations. In Section 4, we show the expression of the homological block in terms of false theta functions. Combining them, we obtain our main theorem on modular transformation formulas of the homological blocks. As an application of our modular transformation formulas, we have explicit asymptotic expansion formulas of the WRT invariants.

2. Homological blocks/WRT functions

Gukov-Dei-Putrov-Vafa \cite{21} derived homological blocks for any plumbed 3-manifolds associated with negative definite plumbing tree graphs as integrals based on Gukov-Putrov-Vafa \cite{22}. In this section, for any Seifert fibered integral homology 3-sphere, we define the homological block as a \(q\)-series, which is obtained by expanding the integral and explain a relation to the Witten-Reshetikhin-Turaev (WRT) invariant.

We denote the Seifert fibered 3-manifold with \(n\)-singular fibers and surgery integers \(p_1, \ldots, p_n\) and \(q_1, \ldots, q_n\) by \(M(p_1/q_1, \ldots, p_n/q_n)\). More precisely, we take pairwise coprime integers \(p_1, \ldots, p_n \geq 2\) and nonzero integers \(q_1, \ldots, q_n\) satisfying

\[
p_1 \cdots p_n \sum_{j=1}^{n} \frac{q_j}{p_j} = 1.
\]

Then, \(M(p_1/q_1, \ldots, p_n/q_n)\) is obtained by a rational surgery along a link \(L_0 \cup L_1 \cup \cdots \cup L_n\) inside \(S^3\) depicted in Figure 2.1.

![Figure 2.1. Surgery description of \(M(p_1/q_1, \ldots, p_n/q_n)\).](image)

Here, the surgery indices of \(L_0, L_1, \ldots, L_n\) are 0, \(p_1/q_1, \ldots, p_n/q_n\), respectively. The assumption (2.1) guarantees that the Seifert fibered 3-manifold \(M\) is an integral homology 3-sphere. For a Seifert fibered integral homology 3-sphere \(M = M(p_1/q_1, \ldots, p_n/q_n)\), we define a homological block \(\Phi(q)\) as the following \(q\)-series:
Definition 2.1.
\[
\Phi(q) := \frac{(-1)^n}{2(q^2 - q^{-2})} q^{-\frac{1}{4}\Theta_0}
\]
(2.2)
\[
\times \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \sum_{m=0}^{\infty} \binom{m + n - 3}{n - 3} q^{\frac{m}{2} (2m + n - 2 + \sum_{j=1}^n \varepsilon_j)}.
\]
Here, we have used the same notations in [29]:
\[
P := p_1 \cdots p_n,
\]
(2.3)
\[
\Theta_0 := 3 - \frac{1}{P} + 12 \sum_{j=1}^n s(q_j, p_j),
\]
where \(s(q, p)\) is the Dedekind sum defined by
\[
s(q, p) := \frac{1}{4p} \sum_{\ell=1}^{p-1} \cot \left( \frac{\pi \ell}{p} \right) \cot \left( \frac{\pi \ell q}{p} \right).
\]

This definition coincides with that of the WRT function introduced in [18]. It is shown in [3] that the WRT function \(\Phi(q)\) is essentially the same as the homological block \(\hat{Z}(q)\) in [21] for any Seifert fibered integral homology 3-sphere. More precisely,
\[
\Phi(q) = \frac{(-1)^n}{2(q^2 - q^{-2})} q^{-\frac{1}{4}\Theta_0 + \Delta} \hat{Z}(q)
\]
holds for some explicit rational number \(\Delta\). The following theorem is proved by Fuji-Iwaki-Murakami-Terashima [18] and Andersen-Mistegård [3] independently in different ways:

**Theorem 2.2.** For each \(K \in \mathbb{Z}_{\geq 1}\), we have
\[
\lim_{\tau \to 0^+} \Phi \left( e^{\frac{2\pi i}{K}} e^{-\tau} \right) = \tau_K,
\]
(2.6)
where \(\tau_K = \tau_K(M)\) is the WRT invariant with level \(K\).

We note that some special cases of Theorem 2.2 were proved in previous works. Lawrence-Zagier [30] prove the statement for the Poincaré homology sphere (i.e., \(n = 3\) and \((p_1, p_2, p_3) = (2, 3, 5)\)), and Hikami [25] proves for the Brieskorn homology spheres (i.e., \(n = 3\) and general pairwise coprime triple \((p_1, p_2, p_3)\)). Theorem 2.2 suggests that the \(q\)-series \(\Phi(q)\) is a kind of an analytic continuation of the WRT invariant \(\tau_K\) with respect to \(K\) from integers to complex numbers.

### 3. False theta functions

In this section, we generalize Bringmann-Nazaroglu’s results [9] to false theta functions related to the homological blocks. Let \(\mathbb{H}\) denote the upper half-plane \(\mathbb{H} = \{ \tau \in \mathbb{C} \mid \text{Im}(\tau) > 0 \}\) and put \(q = e^{2\pi i \tau}\) for \(\tau \in \mathbb{H}\). For a positive integer \(M > 0\), let \(L = \sqrt{M} \mathbb{Z}\) be a lattice and \(L' = (1/\sqrt{M}) \mathbb{Z}\) be its dual lattice. Throughout this article, we take a branch of the square root satisfying \(\arg \sqrt{z} \in (-\pi/2, \pi/2)\). Then ordinary theta functions and false theta functions are defined as follows.
Definition 3.1. For each $k \in \mathbb{Z}_{\geq 0}$ and $\mu \in L'/L$, we define an ordinary theta function $\theta_{k,\mu}(\tau)$ and a false theta function $\tilde{\theta}_{k,\mu}(\tau)$ by

$$\theta_{k,\mu}(\tau) = \sum_{n \in L + \mu} n^k q^{\frac{n^2}{2}}, \quad \tilde{\theta}_{k,\mu}(\tau) = \sum_{n \in L + \mu} \text{sgn}(n)n^k q^{\frac{n^2}{2}},$$

where $\text{sgn} : \mathbb{R} \to \{-1, 0, 1\}$ is the usual sign function with $\text{sgn}(0) = 0$.

It is well-known that the ordinary theta functions for $k = 0, 1$ are classical holomorphic modular forms. As for the false theta functions, in the case of $k = 0$, Bringmann and Nazarov showed the $S$-transformation

$$\tilde{\theta}_{0,\mu} \left( -\frac{1}{\tau} \right) + \text{sgn}(\text{Re}(\tau)) \left( -i\tau \right)^{1/2} \sqrt{\frac{1}{M}} \sum_{\nu \in L'/L} e^{2\pi i \mu \nu} \tilde{\theta}_{0,\nu}(\tau)$$

where $\text{Re}(\tau) \neq 0$. In the following subsections, we show the $S$-transformations of the ordinary and (a certain linear combination of) false theta functions for any $k \geq 0$. The following proposition, so-called Poisson’s summation formula, is the most standard tool to show the $S$-transformation of theta functions.

Proposition 3.2 (Poisson’s summation formula). Let $f : \mathbb{R} \to \mathbb{C}$ be a Schwartz function. For any $x \in \mathbb{R}$, we have

$$\text{vol}(\mathbb{R}/L) \sum_{n \in L} f(n + x) = \sum_{n \in L'} \mathcal{F}(f)(n)e^{2\pi inx},$$

where $\mathcal{F}(f)$ is the Fourier transform of $f$ defined by

$$\mathcal{F}(f)(x) = \int_{-\infty}^{\infty} f(y)e^{-2\pi ixy} dy.$$

3.1. Ordinary theta functions. The next lemma immediately follows.

Lemma 3.3. For $k = 0, 1$, let $\phi_k(\tau, x) = x^k e^{\pi ix^2 \tau}$. Then we have

$$\mathcal{F}(\phi_k(\tau, \cdot))(x) = (-i)^{1/2} \tau^{-1/2-k} \phi_k \left( \frac{1}{\tau}, x \right).$$

The following $S$-transformation formulas for ordinary theta functions are shown by this lemma and Poisson’s summation formula.

Proposition 3.4. For $k = 0, 1$,

$$\theta_{k,\mu} \left( -\frac{1}{\tau} \right) = (-1)^k (-i)^{1/2} \tau^{k+1/2} \sum_{\nu \in L'/L} e^{2\pi i \mu \nu} \theta_{k,\nu}(\tau).$$

We remark that although Lemma 3.3 does not hold for $k > 1$, it can be generalized for every $k \geq 0$. To be more precise, we introduce the Hermite polynomials $H_n(x)$ defined by

$$e^{-2\pi t(2x+t)} = \sum_{n=0}^{\infty} H_n(x) \frac{t^n}{n!}.$$

The first few examples are given by $H_0(x) = 1, H_1(x) = -4\pi x, H_2(x) = 16\pi^2 x^2 - 4\pi$. Then we can check that the function

$$\mathcal{H}_k(\tau, x) = \text{Im}(\tau)^{-k/2} H_k(x \sqrt{\text{Im}(\tau)}) e^{\pi ix^2 \tau}$$
Lemma 3.6. For $k = 2k + ℓ$ with $k ∈ \mathbb{Z}_{≥0}$ and $ℓ = 0, 1$,
\[ \theta_{k, µ} \left( \frac{−1}{τ} \right) = \left( \frac{−1}{τ} \right)^{1/2} \tau^{k+1/2} \frac{(2πi)^k}{\sqrt{M}} \sum_{ν ∈ L'/L} e^{2πiνν} \sum_{r=0}^{k} d_{k, t, r} τ^r \theta_{2r+1, ν}(τ), \]
where we put
\[ d_{k, t, r} = \begin{cases} \frac{(4πi)^r (2k + ℓ)!}{2^r (k − r)! (2r + ℓ)!} & \text{if } 0 ≤ r ≤ k, \\ 0 & \text{if otherwise.} \end{cases} \]

**Proof.** It follows from induction on $κ$. The initial case of $κ = 0$ holds by Proposition 3.4. If the $S$-transformation for $k = 2k + ℓ$ holds, then by taking the derivative in $τ$ on both sides, we have
\[ \theta_{k+2, µ} \left( \frac{−1}{τ} \right) = \left( \frac{−1}{τ} \right)^{1/2} \tau^{k+1/2} \frac{(2πi)^{k+1}}{\sqrt{M}} \sum_{ν ∈ L'/L} e^{2πiνν} \sum_{r=0}^{k+1} \left( (k + ℓ + r + 1/2) d_{k, t, r} + πi d_{k, t, r−1} \right) τ^r \theta_{2r+1, ν}(τ). \]
The recursion
\[ d_{k+1, t, r} = 2 \left( (k + ℓ + r + 1/2) d_{k, t, r} + πi d_{k, t, r−1} \right) \]
yields the claim for $k + 2 = 2(κ + 1) + ℓ$. \[ \square \]

3.2. Bivariate false theta functions. We now recall Bringmann-Nazaroglu’s function introduced in [9]. For $(τ, w, x) ∈ \mathbb{H} × \mathbb{H} × \mathbb{R}$ and $k ∈ \mathbb{Z}_{≥0}$, we define the function $F_{k, τ, w}(x)$ by
\[ F_{k, τ, w}(x) = \sqrt{i(w − τ)} x^k \text{erf} \left( −i \sqrt{\pi i(w − τ)} x \right) e^{πix^2/τ}, \]
where $\text{erf}(z) = \frac{2}{\sqrt{π}} \int_0^z e^{−t^2} dt$ denotes the error function. Then the authors showed in [9, Lemma 2.1] the formula of its Fourier transform for $k = 0$.

**Lemma 3.6.**
\[ \mathcal{F}(F_{0, τ, w})(x) = i^{1/2} w^{1/2} F_{0, τ/ w, w} (x). \]

By using this lemma and Poisson’s summation formula, the authors derived the $S$-transformation (3.1) of the false theta function for $k = 0$. (We will explain the relationship between the function $F_{0, τ, w}(x)$ and the false theta function $\tilde{θ}_{µ}(τ)$ in Lemma 3.8). To generalize the $S$-transformation to the case of $k > 0$, we need to calculate the Fourier transform of $F_{1, τ, w}(x)$ as the first step.

**Lemma 3.7.**
\[ \mathcal{F}(F_{1, τ, w})(x) = i^{1/2} w^{1/2} \left( \tau^{−1} F_{1/ w, τ/ w, w} (x) − \frac{1}{πi} \frac{w − τ}{τw} e^{-πix^2/w} \right). \]
PROOF. It follows from taking the derivative of (3.3) in $x$. \hfill \Box

Based on Bringmann-Nazaroglu’s idea in [9], we introduce two types of theta functions with two variables $(\tau, w) \in \mathbb{H} \times \mathbb{H}$,

\[ \widetilde{\Theta}_{k,\mu}(\tau, w) = \sum_{n \in L + \mu} n^k \text{erf} \left( \frac{-i}{\sqrt{\pi}} (w - \tau) n \right) e^{\pi i n^2 \tau}, \]

(3.4)

\[ \widehat{\Theta}_{k,\mu}(\tau, w) = \sum_{n \in L + \mu} F_{k,\tau,w}(n) = \sqrt{i(w - \tau)} \tilde{\Theta}_{k,\mu}(\tau, w). \]

First, we have to check the convergence of the sums. By the definition of the error function, we have

\[ \text{erf} \left( \frac{-i}{\sqrt{\pi}} (w - \tau) n \right) = -2i \sqrt{i(w - \tau)} \int_0^1 e^{\pi i (w - \tau) n^2 t^2} dt. \]

(3.5)

The summand is bounded as

\[ \left| n^k \text{erf} \left( \frac{-i}{\sqrt{\pi}} (w - \tau) n \right) e^{\pi i n^2 \tau} \right| \leq 2|(w - \tau)|^{1/2} e^{-\pi n^2 \min(\text{Im}(\tau), \text{Im}(w))}. \]

Thus the series in (3.4) are absolutely and uniformly convergent on compact subsets of $\mathbb{H} \times \mathbb{H}$.

Next, we explain the relationship between the theta functions in (3.4) and false theta functions. For a fixed $\tau \in \mathbb{H}$, the branch cut defined by $\sqrt{i(w - \tau)}$ is along the half-line $\{ w = \tau + iy \in \mathbb{C} \mid y > 0 \}$. By the fact that $\lim_{x \to \pm \infty} \text{erf}(x) = \pm 1$, we have the following.

Lemma 3.8. For any $k \geq 0$ and $\epsilon > 0$,

\[ \lim_{t \to \infty} \tilde{\Theta}_{k,\mu}(\tau, \tau + it + \epsilon) = \tilde{\Theta}_{k,\mu}(\tau). \]

In this sense, the theta function $\widetilde{\Theta}_{k,\mu}(\tau, w)$ is a two-variable generalization of false theta functions. For $k = 0, 1$, by applying Poisson’s summation formula and the Fourier transform for $F_{k,\tau,w}(x)$ to the theta function $\tilde{\Theta}_{k,\mu}(\tau, w)$, we obtain the following $S$-transformation formulas.

Proposition 3.9. For $k = 0, 1$, we have

\[ \tilde{\Theta}_{0,\mu} \left( -\frac{1}{\tau}, -\frac{1}{w} \right) = \frac{\sqrt{M}}{\Gamma(1/2)} \sum_{\nu \in L/L} \frac{1}{\sqrt{\pi}} \text{erf} \left( \frac{-i}{\sqrt{\pi}} (w - \tau) \frac{1}{\nu} \right) e^{\pi i \nu^2 \tau} \tilde{\Theta}_{0,\nu}(\tau, w) \]

and

\[ \tilde{\Theta}_{1,\mu} \left( -\frac{1}{\tau}, -\frac{1}{w} \right) = \frac{\sqrt{M}}{\Gamma(1/2)} \sum_{\nu \in L/L} \frac{1}{\sqrt{\pi}} \text{erf} \left( \frac{-i}{\sqrt{\pi}} (w - \tau) \frac{1}{\nu} \right) e^{\pi i \nu^2 \tau} \tilde{\Theta}_{1,\nu}(\tau, w) \]

For $k = 0$, taking the limit $w \to i\infty$ along $w = \tau + it + \epsilon$ ($\epsilon > 0$) gives the $S$-transformation of $\tilde{\Theta}_{0,\mu}(\tau)$ as explained in the next subsection. On the other hand, for $k = 1$, the term $w - \tau$ diverges in a similar limit. In order to establish a suitable $S$-transformation formula one should take care of possible divergences.

For the convenience of later use, let us show an integral expression of the false theta function.

Lemma 3.10. We assume that $\text{Re}(\tau) \neq \text{Re}(w)$. For $k \geq 0$, we have

\[ \tilde{\Theta}_{k,\mu}(\tau, w) = -i \text{sgn}(\text{Re}(w - \tau)) \int_{\tau}^w \frac{\theta_{k+1,\mu}(z)}{\sqrt{-i(z - \tau)}} dz, \]
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where the integration path avoids the branch cut defined by $\sqrt{-i(z-\tau)}$, that is, $\{z = \tau - iy \in \mathbb{C} \mid y > 0\}$.

**Proof.** By (3.5), we have

$$\tilde{\Theta}_{k,\mu}(\tau, w) = -2i\sqrt{i(w-\tau)} \int_0^1 \sum_{n \in L+\mu} n^{k+1}e^{\pi i(w-\tau)n^2t^2+\pi in^2t} dt.$$  

Changing variable via $(w-\tau)t^2 + \tau = z$ yields the integral expression

$$\tilde{\Theta}_{k,\mu}(\tau, w) = \int_{\tau}^{w} \frac{\theta_{k+1,\mu}(z)}{\sqrt{i(z-\tau)}} dz = -i \text{sgn}(\text{Re}(w-\tau)) \int_{\tau}^{w} \frac{\theta_{k+1,\mu}(z)}{\sqrt{-i(z-\tau)}} dz.$$  

Here we use that $\sqrt{i(z-\tau)} = i \text{sgn}(\text{Re}(w-\tau)) \sqrt{-i(z-\tau)}$ holds for $z \in \mathbb{H}$ on the line segment connecting $\tau$ and $w$.

From Lemma 3.8, we also have the expression

$$\tilde{\theta}_{k,\mu}(\tau) = -i \int_{\tau}^{i\infty} \frac{\theta_{k+1,\mu}(z)}{\sqrt{-i(z-\tau)}} dz,$$

where we note that $\theta_{k+1,\mu}(z)$ decays exponentially as $z \to i\infty$.

**Remark 3.11.** Although changing the sign of $i$ in the denominator in (3.6) seems to be a minor change, the expression given in (3.7) might be better because we do not need to care about the sign of $\epsilon$ in the path of integration.

### 3.3. False theta functions.

As a corollary of Proposition 3.9, we show how to derive the $S$-transformation of $\tilde{\theta}_{0,\mu}(\tau)$ given in (3.1).

**Lemma 3.12.** We assume that $\text{Re}(\tau) \neq 0$. The false theta function $\tilde{\theta}_{0,\mu}(\tau)$ satisfies the following $S$-transformation.

$$\tilde{\theta}_{0,\mu}\left(-\frac{1}{\tau}\right) + \text{sgn}(\text{Re}(\tau)) \frac{(-i\tau)^{1/2}}{\sqrt{M}} \sum_{\nu \in L'/L} e^{2\pi i\nu} \tilde{\theta}_{0,\nu}(\tau)$$

$$= -i \int_{0}^{i\infty} \frac{\theta_{1,\mu}(z)}{\sqrt{-i(z+1/\tau)}} dz.$$  

**Proof.** For the first equation in Proposition 3.9, by taking the limit as $w \to i\infty$ along $w = \tau + it + \epsilon$ ($\epsilon > 0$), we have

$$\lim_{t \to \infty} \tilde{\Theta}_{0,\mu}\left(-\frac{1}{\tau}\right) - \frac{1}{\tau + it + \epsilon} = \frac{(-i\tau)^{1/2}}{\sqrt{M}} \sum_{\nu \in L'/L} e^{2\pi i\nu} \tilde{\theta}_{0,\nu}(\tau),$$

where we recall the relation $\tilde{\Theta}_{0,\mu}(\tau, w) = \sqrt{i(w-\tau)} \tilde{\Theta}_{0,\mu}(\tau, w)$. Since $\theta_{1,\mu}(z)$ decays exponentially as $z \to 0$ by Proposition 3.4, the limit converges to

$$\tilde{\Theta}_{0,\mu}\left(-\frac{1}{\tau}\right) = i \text{sgn}(\text{Re}(\tau)) \int_{0}^{1/\tau} \frac{\theta_{1,\mu}(z)}{\sqrt{-i(z+1/\tau)}} dz$$

by Lemma 3.10. By adding

$$i \text{sgn}(\text{Re}(\tau)) \int_{-1/\tau}^{i\infty} \frac{\theta_{1,\mu}(z)}{\sqrt{-i(z+1/\tau)}} dz = -\text{sgn}(\text{Re}(\tau)) \tilde{\theta}_{0,\mu}\left(-\frac{1}{\tau}\right).$$
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to both sides of (3.8), we obtain
\[
 i \text{sgn}(\text{Re}(\tau)) \int_0^{i \infty} \frac{\theta_{1,\mu}(z)}{\sqrt{-i(z + 1/\tau)}} \, dz
= -\frac{(-i\tau)^{1/2}}{\sqrt{M}} \sum_{\nu \in L'/L} e^{2\pi i \nu} \tilde{\theta}_{0,\nu}(\tau) - \text{sgn}(\text{Re}(\tau)) \tilde{\theta}_{0,\mu} \left( -\frac{1}{\tau} \right),
\]
which concludes the proof. \[\square\]

Since
\[
 \frac{d}{d\tau} \tilde{\theta}_{k,\mu}(\tau) = \pi i \tilde{\theta}_{k+2,\mu}(\tau)
\]
holds, it is essentially enough to obtain the $S$-transformations for general $\tilde{\theta}_{k,\mu}(\tau)$ that we establish that for $k = 0$ and $k = 1$. While the case of $k = 1$ requires careful treatment of convergence in the limit for $w$, we will simply avoid this problem by considering a suitable linear combination of false theta functions.

We let $k \geq 0$ and $d \geq 2$ be integers. For any $\mu = (\mu_j)_{1 \leq j \leq d} \in L''$ and $a = (a_j)_{1 \leq j \leq d} \in \mathbb{C}^d$ satisfying $\sum_{j=1}^d a_j = 0$, we put
\[
(3.9) \quad \tilde{\theta}_{k,\mu,a}(\tau) = \sum_{j=1}^d a_j \tilde{\theta}_{k,\mu_j}(\tau), \quad \theta_{k,\mu,a}(\tau) = \sum_{j=1}^d a_j \theta_{k,\mu_j}(\tau).
\]
A simple observation reveals that $\tilde{\theta}_{k,-\mu}(\tau) = (-1)^{k+1} \tilde{\theta}_{k,\mu}(\tau)$ and $\theta_{k,-\mu}(\tau) = (-1)^k \theta_{k,\mu}(\tau)$ hold. Thus, if $k$ is even, a single false theta function $\tilde{\theta}_{k,\mu}(\tau)$ is expressed by the above expression as $2\tilde{\theta}_{k,\mu}(\tau) = \theta_{k,\mu}(\tau) - \theta_{k,-\mu}(\tau)$. The linear combination satisfies the following $S$-transformation.

**Lemma 3.13.** The notations are the same as above and we assume that $\text{Re}(\tau) \neq 0$. Then, we have
\[
 \tilde{\theta}_{1,\mu,a} \left( -\frac{1}{\tau} \right) + \text{sgn}(\text{Re}(\tau)) \frac{-i(-i\tau)^{3/2}}{\sqrt{M}} \sum_{\nu \in L'/L} \left( \sum_{j=1}^d a_j e^{2\pi i \nu} \right) \tilde{\theta}_{1,\nu}(\tau)
= -i \int_0^{i \infty} \frac{\theta_{2,\mu,a}(z)}{\sqrt{-i(z + 1/\tau)}} \, dz.
\]

**Proof.** By Proposition 3.9 and Lemma 3.10, we have
\[
- i \text{sgn} \left( \text{Re} \left( -\frac{1}{w} + \frac{1}{\tau} \right) \right) \int_{-\frac{1}{\tau}}^{\frac{1}{\tau}} \frac{\theta_{2,\mu,a}(z)}{\sqrt{-i(z + 1/\tau)}} \, dz
= \frac{(-i)^{1/2}}{\sqrt{M}} \frac{w^{-1/2}}{\sqrt{i(-1/w + 1/\tau)}} \times \sum_{\nu \in L'/L} \left( \sum_{j=1}^d a_j e^{2\pi i \nu} \right) \left( \tau \sqrt{i(w - \tau)} \tilde{\Theta}_{1,\nu}(\tau, w) + \frac{w - \tau}{\pi i} \theta_{0,\nu}(w) \right).
\]
The left-hand side converges as $w \to i \infty$ because the theta function $\theta_{2,\mu,a}(z)$ exponentially decays as $z \to 0$ by Proposition 3.5. More precisely, the theta function $\theta_{2,\mu}(z)$ satisfies
\[
\theta_{2,\mu} \left( -\frac{1}{z} \right) = \frac{(-i)^{1/2} z^{3/2}}{2\pi i \sqrt{M}} \sum_{\nu \in L'/L} e^{2\pi i \nu} \left( \theta_{0,\nu}(z) + 2\pi i z \theta_{2,\nu}(z) \right).
\]
Since the term $z^{3/2} \theta_{0,0}(z)$ on the right-hand side has a polynomial growth as $z \to i\infty$, the single $\theta_{2,\mu}(z)$ diverges as $z \to 0$. However, this growth is cancelled out by taking the linear combination of theta functions.

Similarly, the right-hand side also converges. In fact, $\theta_{0,\nu}(w)$ for $\nu \neq 0$ decays exponentially as $w \to i\infty$ and $\theta_{0,0}(w)$ vanishes by the term $\sum_{j=1}^{d} a_j e^{2\pi i \mu_j \nu}$ for $\nu = 0$. Therefore, we obtain

$$\text{sgn}(\text{Re}(\tau)) \int_{-\frac{1}{\tau}}^{\frac{1}{\tau}} \frac{\theta_{2,\mu,a}(z)}{\sqrt{-i(z + 1/\tau)}} dz = \frac{(-i\tau)^{3/2}}{\sqrt{M}} \sum_{\mu \in L'/L} \left( \sum_{j=1}^{d} a_j e^{2\pi i \mu_j \nu} \right) \tilde{\theta}_{1,\nu}(\tau).$$

Since each function $\theta_{2,\mu}(z)$ has an exponential decay at infinity, we can add

$$\text{sgn}(\text{Re}(\tau)) \int_{-\frac{1}{\tau}}^{\frac{1}{\tau}} \frac{\theta_{2,\mu,a}(z)}{\sqrt{-i(z + 1/\tau)}} dz = i \text{sgn}(\text{Re}(\tau)) \tilde{\theta}_{1,\mu,a} \left( -\frac{1}{\tau} \right),$$

to both sides. Thus we get

$$\text{sgn}(\text{Re}(\tau)) \int_{0}^{i\infty} \frac{\theta_{2,\mu,a}(z)}{\sqrt{-i(z + 1/\tau)}} dz = \frac{(-i\tau)^{3/2}}{\sqrt{M}} \sum_{\mu \in L'/L} \left( \sum_{j=1}^{d} a_j e^{2\pi i \mu_j \nu} \right) \tilde{\theta}_{1,\nu}(\tau) + i \text{sgn}(\text{Re}(\tau)) \tilde{\theta}_{1,\mu,a} \left( -\frac{1}{\tau} \right),$$

which gives the desired equation. \hfill \Box

Combining Lemma 3.12 and Lemma 3.13, for $k = 0, 1$,

$$\tilde{\theta}_{k,\mu,a} \left( -\frac{1}{\tau} \right) + \text{sgn}(\text{Re}(\tau)) \frac{(-1)^{1/2} e^{2\pi i \nu}}{\sqrt{M}} \sum_{\mu \in L'/L} \left( \sum_{j=1}^{d} a_j e^{2\pi i \mu_j \nu} \right) \tilde{\theta}_{k,\nu}(\tau)$$

(3.10) $$= -i \int_{0}^{i\infty} \frac{\theta_{k+1,\mu,a}(z)}{\sqrt{-i(z + 1/\tau)}} dz.$$

By taking the derivatives in $\tau$ repeatedly, we obtain the following general $S$-transformation formulas.

**Proposition 3.14.** The notations are the same as before. For $\text{Re}(\tau) \neq 0$ and $k = 2\kappa + \iota$ with $\kappa \in \mathbb{Z}_{\geq 0}$ and $\iota \in \{0, 1\}$, we have

$$\tilde{\theta}_{k,\mu,a} \left( -\frac{1}{\tau} \right) + \text{sgn}(\text{Re}(\tau)) \frac{(-1)^{1/2} e^{2\pi i \nu}}{\sqrt{M}} \sum_{\mu \in L'/L} \left( \sum_{j=1}^{d} a_j e^{2\pi i \mu_j \nu} \right) \tilde{\theta}_{k,\nu}(\tau)$$

$$= -i \int_{0}^{i\infty} \frac{\theta_{k+1,\mu,a}(z)}{\sqrt{-i(z + 1/\tau)}} dz,$$

where $d_{\kappa,\iota,\tau}$ is given in Proposition 3.5.

**Proof.** The idea is almost the same as that for Proposition 3.5. The initial case of $\kappa = 0$ holds by (3.10). We assume that the desired $S$-transformation for $k = 2\kappa + \iota$ holds.
The derivative in \( \tau \) of the left-hand side is given by
\[
\frac{\pi i}{\tau^2} \left( \tilde{\theta}_{k+2, \mu, a} \left( -\frac{1}{\tau} \right) + \text{sgn}(\text{Re}(\tau)) \frac{(-1)^i (-i)^{1/2} \tau^{(k+1)+i+1/2}}{(2\pi i)^{k+1} \sqrt{M}} \right) 
\times \sum_{\nu \in L'/L} \left( \sum_{j=1}^d \alpha_j e^{2\pi i \mu_j \nu} \right) \sum_{r=0}^{\kappa + 1} \left( (\kappa + r + 1/2) d_{\kappa, t, r} + \pi i d_{\kappa, t, r-1} \right) \tau^r \partial_{2r+t, \nu}^{(\nu)}(\tau).
\]

On the other hand, the derivative of the right-hand side equals
\[
-\frac{1}{2\tau^2} \int_0^{\infty} \frac{\theta_{k+1, \mu, a}(z)}{z + 1/\tau} \frac{dz}{i(z + 1/\tau)^{3/2}} = \frac{\pi}{\tau^2} \int_0^{\infty} \frac{\theta_{k+3, \mu, a}(z)}{\sqrt{-i(z + 1/\tau)}} \frac{dz}{\tau} 
\]
by the partial integration. Here we recall that the integrand \( \theta_{k+1, \mu, a}(z) \) decays exponentially as \( z \to 0 \) and \( z \to i\infty \) by Proposition 3.5. Finally, the recursion (3.2) yields the claim for \( k + 2 = 2(k + 1) + \iota \).

\[
\square
\]

4. Decomposition of the homological block

In the rest of the article, we always assume \( n \geq 3 \). In this section, we deform the homological block \( \Phi(q) \) defined in Definition 2.1 into a sum of false theta functions. First, we focus on a part of the homological block defined by
\[
\Psi(q) := \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \sum_{m=0}^{n-3} \left( \frac{m + n - 3}{n - 3} \right) q^{\frac{1}{2P}} \left( 2Pm + P \left( n - 2 + \sum_{j=1}^n \varepsilon_j \right) \right)^2.
\]

Since \( p_j \)'s are pairwise coprime, the number \( \sum_{j=1}^n \varepsilon_j / p_j \) can never be an integer. For \( p = (p_1, \ldots, p_n) \) and \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \), there uniquely exist \( m_0 = m_0(p, \varepsilon) \in \mathbb{Z} \) and \( \ell = \ell(p, \varepsilon) \in \{1, 2, \ldots, 2P-1\} \) such that
\[
(4.1) \quad P \left( n - 2 + \sum_{j=1}^n \frac{\varepsilon_j}{p_j} \right) = 2Pm_0 + \ell.
\]

We note that a direct calculation yields \( m_0(p, -\varepsilon) = n - 3 - m_0(p, \varepsilon) \) and \( \ell(p, -\varepsilon) = 2P - \ell(p, \varepsilon) \) for \( -\varepsilon = (-\varepsilon_1, \ldots, -\varepsilon_n) \). With these notations, we show two expressions of \( \Psi(q) \) in Lemma 4.1 and Lemma 4.2.

**Lemma 4.1.**
\[
\Psi(q) = \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \sum_{k=0}^{n-3} \left( \frac{-\ell - 2Pm_0}{2P} \right)^{\ell-k} \left( \frac{n - 2}{l + 1} \right) \left( \frac{l}{k} \right) \sum_{m \equiv \ell (2P)}^{m \geq 2Pm_0 + \ell} m^k q^{\frac{m^2}{4P}},
\]
where \( [\cdot] \) is the Stirling number of the first kind defined by \( [0] = 1, [n] = [0] = 0 \), and the recursion \( [n+1]_k = [n]_{k-1} + n [n]_k \).

**Proof.** By the definitions of \( m_0 \) and \( \ell \) in (4.1),
\[
(4.2) \quad \Psi(q) = \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \sum_{m=0}^{\infty} \left( \frac{m + n - 3}{n - 3} \right) q^{(2P(m+m_0)+\ell)^2} \sum_{m=m_0}^{m_0+n-3} \left( \frac{n - 3}{n - 3} \right) q^{(2Pm+\ell)^2}.
\]
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By the well-known fact \( \binom{x+n}{n} = \frac{1}{n!} \sum_{l=0}^{n+1} [\frac{n+1}{l+1}] x^l \), the inner sum becomes

\[
\sum_{m=m_0}^{\infty} \left( m - m_0 + n - 3 \right) \frac{q^{(2Pm+l)^2}}{n - 3} = \frac{1}{(n-3)!} \sum_{m=m_0}^{\infty} \sum_{l=0}^{n-3} \frac{(-2m-1)}{l+1} \left( m + \frac{l}{2P} - \frac{l}{2P} - m_0 \right) l \frac{q^{(2Pm+l)^2}}{n - 3}
\]

\[
= \frac{1}{(n-3)!} \sum_{l=0}^{n-3} \frac{1}{(2P)^l} \left( n - 2 \right) \sum_{k=0}^{l} \binom{l}{k} (-\ell - 2Pm_0)^{l-k} \sum_{m \equiv \ell (2P)}^{\infty} \sum_{m \geq 2Pm_0 + \ell} m^k q^{\frac{m^2}{4P}},
\]

which concludes the proof.

On the other hand, by replacing \( \varepsilon \mapsto -\varepsilon \) in the sum in (4.2), we obtain another expression

\[
\Psi(q) = \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} (-\varepsilon_1) \cdots (-\varepsilon_n)
\]

\[
\times \sum_{m=0}^{\infty} (-1)^{n-3} \left( -\varepsilon_1 \cdots -\varepsilon_n \right) \frac{q^{(2P(m+0)(p,-\varepsilon) + \ell(p,-\varepsilon))^2}}{(n-3)!}
\]

\[
= - \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \sum_{m \leq 0} \binom{m-1}{n-3} q^{(2P(m-n+2m_0+\ell)(p,-\varepsilon))^2},
\]

where we use the equation \( (-x-1) = (-1)^n \frac{\binom{x+n}{n}}{n-3} \). By the same calculation as in the above proof, we have another expression.

**Lemma 4.2.**

\[
\Psi(q) = - \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \frac{(n-3)!}{(n-3)!}
\]

\[
\times \sum_{k=0}^{n-3} \sum_{l=k}^{n-3} \binom{-\ell - 2Pm_0}{l+1} \binom{l}{k} \sum_{m \equiv \ell (2P)}^{\infty} \sum_{m \leq 2P(m_0-n+2) + \ell} m^k q^{\frac{m^2}{4P}}.
\]

Combining Lemma 4.1 and Lemma 4.2, we have the following.

**Proposition 4.3.** Let \( m_0 \) and \( \ell \) be as in (4.1). Then we have

\[
(4.3) \quad \Psi(q) = \frac{1}{2} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \sum_{k=0}^{n-3} c_\varepsilon(k) \sum_{m \equiv \ell (2P)} \text{sgn}_\varepsilon(m) m^k q^{\frac{m^2}{4P}},
\]

where we put

\[
c_\varepsilon(k) = \frac{(-1)^k}{P^k(n-3)!} \sum_{l=k}^{n-3} (-2)^{-l} \left( n - 2 + \sum_{j=1}^{n} \frac{\varepsilon_j}{p_j} \right)^{l-k} \binom{n-2}{l+1} \binom{l}{k} \in \mathbb{Q}
\]

and

\[
\text{sgn}_\varepsilon(m) = \begin{cases} 
+1 & \text{if } m \geq 2Pm_0 + \ell, \\
-1 & \text{if } m \leq 2P(m_0 - n + 2) + \ell, \\
0 & \text{if otherwise.}
\end{cases}
\]
If the term \( \text{sgn}_\epsilon(m) \) in (4.3) is replaced by the usual sign function, the inner sum becomes a false theta function. To finish this section, we define a polynomial \( P(q) \in \mathbb{Q}[q^{1/2}] \) by

\[
(4.4) \quad P(q) = \frac{1}{2} \sum_{(\epsilon_1, \ldots, \epsilon_n) \in \{\pm 1\}^n} \prod_{k=1}^{n-3} \epsilon_k c_{\epsilon}(k) \sum_{m \equiv \ell(2P)} (\text{sgn}_{\epsilon}(m) - \text{sgn}(m)) m^k q^{m^2/4P}.
\]

Therefore we obtain the decomposition of the homological block.

**Theorem 4.4.** Let \( P(q) \) and \( c_{\epsilon}(k) \) be as above. Then we have

\[
\Psi(q) - P(q) = \frac{1}{2} \sum_{(\epsilon_1, \ldots, \epsilon_n) \in \{\pm 1\}^n} \prod_{k=1}^{n-3} \epsilon_k \sum_{k=0}^{n-3} c_{\epsilon}(k) \sum_{m \equiv \ell(2P)} \text{sgn}(m) m^k q^{m^2/4P}.
\]

where the lattice is set by \( L = \sqrt{2P}\mathbb{Z} \), and recall that \( \Psi(q) \) is a factor of the homological block \( \Phi(q) \), namely,

\[
\Phi(q) = \frac{(-1)^n}{2(q^{\frac{1}{2}} - q^{-\frac{1}{2}})} q^{-\frac{1}{4}\Theta_0} \Psi(q).
\]

**Proof.** By Proposition 4.3 and the definition of the polynomial \( P(q) \) in (4.4), we have

\[
\Psi(q) - P(q) = \frac{1}{2} \sum_{(\epsilon_1, \ldots, \epsilon_n) \in \{\pm 1\}^n} \prod_{k=1}^{n-3} \epsilon_k \sum_{k=0}^{n-3} c_{\epsilon}(k) \sum_{m \equiv \ell(2P)} \text{sgn}(m) m^k q^{m^2/4P}.
\]

For a lattice \( L = \sqrt{2P}\mathbb{Z} \) and \( \mu = \ell/\sqrt{2P} \in L'/L \) (\( \ell = 0, 1, \ldots, 2P - 1 \)), the false theta function has an expression

\[
\tilde{\theta}_{k, \sqrt{2P}}(\tau) = (2P)^{-k/2} \sum_{m \equiv \ell(2P)} \text{sgn}(m) m^k q^{m^2/4P},
\]

which finishes the proof. \( \square \)

**Example 4.5** (The case of \( (p_1, p_2, p_3) = (2, 3, 5) \)). For every \( \epsilon = (\epsilon_1, \epsilon_2, \epsilon_3) \), the numbers \( m_0 \) and \( \ell \) are given as the following table. Then we have \( P(q) = -2q^{1/20} \) and

\[
\Psi(q) + 2q^{1/20} = \frac{1}{2} \sum_{(\epsilon_1, \epsilon_2, \epsilon_3) \in \{\pm 1\}^3} \epsilon_1 \epsilon_2 \epsilon_3 \sum_{m \equiv \ell(60)} \text{sgn}(m) q^{m^2/4P},
\]

which equals \( \tilde{\Theta}_+(z) \) defined in Lawrence-Zagier [30].

| \( \epsilon_1 \) | \( \epsilon_2 \) | \( \epsilon_3 \) | \( m_0 \) | \( \ell \) | \( \epsilon_1 \) | \( \epsilon_2 \) | \( \epsilon_3 \) | \( m_0 \) | \( \ell \) |
|---|---|---|---|---|---|---|---|---|---|
| +1 | +1 | +1 | 1 | 1 | +1 | -1 | -1 | 0 | 29 |
| +1 | +1 | -1 | 0 | 49 | -1 | +1 | -1 | 0 | 19 |
| +1 | -1 | -1 | 0 | 41 | -1 | -1 | +1 | 0 | 11 |
| -1 | -1 | +1 | 0 | 31 | -1 | -1 | -1 | -1 | 59 |

**Table 1.** The list of \((m_0, \ell)\) corresponding to each \( \epsilon \in \{\pm 1\}^3 \).
5. Main theorems

In the last section, we show the $S$-transformation of the function
\begin{equation}
\hat{\Psi}(\tau) := \Psi(q) - P(q)
\end{equation}
in Theorem 5.5. We recall that the function $\Psi(q)$ is a factor of the homological block $\Phi(q)$ as explained in Theorem 4.4, and $P(q)$ is a suitable polynomial defined in (4.4). As an application, we obtain explicit asymptotic expansion formulas (Theorem 5.6 and Theorem 5.10) for the WRT invariants $\tau_K$ for any Seifert fibered integral homology 3-sphere. They give a new proof of a version by Andersen of the Witten asymptotic conjecture.

5.1. Asymptotic expansions. We recall the asymptotic expansion of a certain series shown by Lawrence-Zagier [30, Section 3] and its generalization. Let $C : \mathbb{Z} \to \mathbb{C}$ be a periodic function whose period is $M$. Moreover, we assume that its mean value is 0, that is,
$$\sum_{m=1}^{M} C(m) = 0.$$ 
Then the Dirichlet series $L(s, C) = \sum_{m=1}^{\infty} C(m)m^{-s}$ defines a holomorphic function in Re$(s) > 1$ and extends holomorphically to the whole $\mathbb{C}$. The special values at negative integers are given by
\begin{equation}
L(-r, C) = -\frac{Mr}{r+1} \sum_{m=1}^{M} C(m)B_{r+1}\left(\frac{m}{M}\right),
\end{equation}
where $B_m(x)$ is the $m$-th Bernoulli polynomial defined by
$$\sum_{m=0}^{\infty} B_m(x)\frac{t^m}{m!} = \frac{te^{xt}}{e^t-1}.
$$
In the same way as Lawrence-Zagier, or as Andersen-Mistegård [3, Section 4.1.2] showed, the following asymptotic expansion holds.

\textbf{Lemma 5.1.} For any integer $r \geq 0$,
$$\sum_{m=1}^{\infty} m^r C(m)e^{-m^2t} \sim \sum_{m=0}^{\infty} L(-2m-r, C)\frac{(-t)^m}{m!} \quad (t \to 0+).$$

To show the $S$-transformation of $\hat{\Psi}(\tau)$ and the asymptotic expansion of the WRT invariants, we consider the following special periodic function.

\textbf{Lemma 5.2.} Let $\ell = \ell(p, \varepsilon)$ be as in Section 4. For any integers $0 \leq k \leq n-3$ and $K \in \mathbb{Z}$, we define a periodic function $C_{k,K} : \mathbb{Z} \to \mathbb{C}$ whose period is $2P$ by
$$C_{k,K}(m) = e^{2\pi i \frac{-m^2K}{4P}} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_{\varepsilon}(k) e^{2\pi i \frac{m^n}{4P}} \times
$$
$$= (-1)^mn e^{2\pi i \frac{-m^2K}{4P}} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_{\varepsilon}(k) \prod_{j=1}^{n} e^{2\pi i \frac{\varepsilon_j m}{4P}},$$
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where \( c_\varepsilon(k) \in \mathbb{Q} \) is given in Proposition 4.3. Then the mean value of \( C_{k,K} \) equals 0, that is,
\[
\sum_{m=1}^{2P} C_{k,K}(m) = 0.
\]

**Proof.** By the Chinese remainder theorem, for each \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n \), there exists a bijection \( \phi_\varepsilon : \mathbb{Z}/2P\mathbb{Z} \to \mathbb{Z}/2P\mathbb{Z} \) such that
\[
\begin{align*}
\phi_\varepsilon(m) &\equiv \varepsilon_1m \pmod{2p_1}, \\
\phi_\varepsilon(m) &\equiv \varepsilon_2m \pmod{2p_2}, \\
& \vdots \\
\phi_\varepsilon(m) &\equiv \varepsilon_nm \pmod{2p_n}.
\end{align*}
\]
By replacing \( m \mapsto \phi_\varepsilon(m) \),
\[
\sum_{m=1}^{2P} C_{k,K}(m) = \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_\varepsilon(k) \sum_{m=1}^{2P} (-1)^{mn} e^{2\pi i \frac{m^2K}{4P}} \prod_{j=1}^{n} e^{2\pi i \frac{m}{2pj}}.
\]
Therefore, it suffices to show that
\[
(5.3) \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_\varepsilon(k) = 0
\]
for \( 0 \leq k \leq n - 3 \). By substituting the definition of \( c_\varepsilon(k) \), the left-hand side of (5.3) is expressed as
\[
(5.4) \sum_{J=\{j_1, \ldots, j_t\} \subset \{1, \ldots, n\} \atop t \geq k+3} e_k(J) \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_{j_1} \cdots \varepsilon_{j_t}
\]
for some rational coefficients \( e_k(J) \in \mathbb{Q} \). For each \( J \), the inner sum equals 0, that is, (5.3) holds.

We make use of the following lemma in later calculations.

**Lemma 5.3.** For \( 0 \leq k \leq n - 3 \), we define \( \tilde{C}_k(m) \) satisfying
\[
C_{k,K}(m) = e^{2\pi i \frac{-m^2K}{4P}} \tilde{C}_k(m).
\]
If \( m \) is divisible by at least \( n - k - 2 \) of the \( p_j \)'s, then \( \tilde{C}_k(m) = 0 \).

**Proof.** By (5.4), we have
\[
\tilde{C}_k(m) = (-1)^{mn} \sum_{J=\{j_1, \ldots, j_t\} \subset \{1, \ldots, n\} \atop t \geq k+3} e_k(J) \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_{j_1} \cdots \varepsilon_{j_t} \prod_{j=1}^{n} e^{2\pi i \frac{\varepsilon_j m}{2pj}}.
\]
For each \( J \), the most inner sum is expressed as
\[
\sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_{j_1} \cdots \varepsilon_{j_t} \prod_{j=1}^{n} e^{2\pi i \frac{\varepsilon_j m}{2pj}} = \prod_{j \in J} (e^{\pi im/p_j} - e^{-\pi im/p_j}) \prod_{j \notin J} (e^{\pi im/p_j} + e^{-\pi im/p_j})
\]
\[
= 2^t i^t \prod_{j \in J} \sin \left( \frac{\pi m}{p_j} \right) \prod_{j \notin J} \cos \left( \frac{\pi m}{p_j} \right).
\]
Since \( |J| = t \geq k + 3 \), if \( m \) is divisible by at least \( n - k - 2 \) of the \( p_j \)'s, there exists a \( j \in J \) such that \( m \equiv 0 \) (mod \( p_j \)). Thus each term of \( \tilde{C}_k(m) \) equals 0. \( \square \)
In the particular case of $k = n - 3$, $\tilde{C}_k(m)$ satisfies a simple product formula.

**Corollary 5.4.**

\[
\tilde{C}_{n-3}(m) = \frac{(-1)^{mn}(2i)^n}{(2P)^{n-3}(n-3)!} \prod_{j=1}^{n} \sin \left( \frac{\pi m}{p_j} \right).
\]

**Proof.** For $k = n - 3$, we have

\[
\tilde{C}_{n-3}(m) = \frac{(-1)^{mn}}{(2P)^{n-3}(n-3)!} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \prod_{j=1}^{n} e^{2\pi i \frac{\varepsilon_j m}{p_j}}.
\]

As we see above, the sum over $\varepsilon$ equals the product of sine functions. \hfill \Box

**5.2. S-transformations of Homological blocks.** By (5.3), we can apply Proposition 3.14 for $a = (\varepsilon_1 \cdots \varepsilon_n c_\varepsilon(k))_\varepsilon$ and $\mu = (\ell(p, \varepsilon)/\sqrt{2P})_\varepsilon$ to the expression given in Theorem 4.4,

\[
\tilde{\Psi}(\tau) = \frac{1}{2} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n \sum_{k=0}^{n-3} (2P)^{k/2} c_\varepsilon(k) \tilde{\theta}_{k+1, \sqrt{2\pi}}(\tau).
\]

Therefore, we obtain

\[
\tilde{\Psi} \left( -\frac{1}{\tau} \right) = -\frac{1}{2} \text{sgn} \left( \text{Re}(\tau) \right) \sum_{k=0}^{n-3} (-1)^{k}(-i)^{1/2}(2P)^{k/2} \tau^{k+1/2} \frac{1}{(2\pi i)^{k}} \sum_{r=0}^{\kappa} d_{k,r} \tau^{r} 
\]

\[
\times \sum_{\nu=0}^{2P-1} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_\varepsilon(k) e^{2\pi i \frac{\nu}{2P}} \tilde{\theta}_{2\nu+1, \sqrt{2\pi}}(\tau),
\]

\[
- \frac{i}{2} \sum_{k=0}^{n-3} (2P)^{k/2} \int_0^{i\infty} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_\varepsilon(k) \theta_{k+1, \sqrt{2\pi}}(z) d\tau,
\]

where $(\kappa, \iota)$ is defined for each $k$ by $k = 2\kappa + \iota$ as in Proposition 3.14. By putting

\[
\tilde{\eta}_{k,r}(\tau) = -\frac{1}{2} \sum_{\nu=0}^{2P-1} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_\varepsilon(k) e^{2\pi i \frac{\nu}{2P}} \tilde{\theta}_{2\nu+1, \sqrt{2\pi}}(\tau),
\]

\[
\eta_k(\tau) = -\frac{1}{2} \sum_{(\varepsilon_1, \ldots, \varepsilon_n) \in \{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n c_\varepsilon(k) \theta_{k+1, \sqrt{2\pi}}(\tau),
\]

we obtain the $S$-transformation formula of $\tilde{\Psi}(\tau)$ as follows.

**Theorem 5.5.** The function $\tilde{\Psi}(\tau)$ satisfies

\[
\tilde{\Psi} \left( -\frac{1}{\tau} \right) = \text{sgn} \left( \text{Re}(\tau) \right) \sum_{k=0}^{n-3} (-1)^{k}(-i)^{1/2}(2P)^{k/2} \tau^{k+1/2} \frac{1}{(2\pi i)^{k}} \sum_{r=0}^{\kappa} d_{k,r} \tau^{r} \tilde{\eta}_{k,r}(\tau)
\]

\[
+ \frac{i}{2} \sum_{k=0}^{n-3} (2P)^{k/2} \int_0^{i\infty} \frac{\eta_{k+1}(z)}{\sqrt{-i(z+1/\tau)}} d\tau,
\]

where $k = 2\kappa + \iota$ as above.
5.3. Witten’s asymptotic conjecture. Let $K$ be a positive integer. By Theorem 2.2 and Theorem 4.4,

$$
\hat{\Psi}(1/K) := \lim_{t \to 0^+} \hat{\Psi}(1/K + it) \tag{5.5}
$$

where $\xi_K = e^{2\pi i/K}$. On the other hand, we can also compute the limit

$$
\lim_{t \to 0^+} \hat{\Psi}(1/K + it) = \lim_{t \to 0^+} \hat{\Psi} \left( -\frac{1}{-K + it} \right)
$$

by using Theorem 5.5. Based on this idea, we show the following formula of the WRT invariant.

**Theorem 5.6.** The notations are the same as before. Then the asymptotic expansion in the limit $K \to \infty$ is given by

$$
\sqrt{2/K} \xi_K^{\frac{i}{2} \theta_0} \sin(\pi/K) \tau_K \approx \sum_{m=1}^{2P} e^{2\pi i m/k} \sum_{r=0}^{n-3} \alpha_{k,r}(m) K^{\kappa + \iota + r}
$$

$$
+ \sum_{r=0}^{\infty} \beta_r K^{-r-1/2} + \frac{(-1)^n}{2\sqrt{2i}} K^{-1/2} \mathcal{P}(\xi_K),
$$

where $k = 2\kappa + \iota$ as before and the coefficients are defined by

$$
\alpha_{k,r}(m) = \frac{(-1)^{\kappa + r + n + 1} i^{-1/2} (2P)^{k_2 r + \iota + 1}}{2^{s/2} (4\pi i)^{\kappa - r} (2r + \iota + 1)!} (\kappa - \iota)!
$$

$$
\times \left( \bar{C}_k(m) - (-1)^k \bar{C}_k(-m) \right) B_{2r+1} \left( \frac{m}{2P} \right),
$$

$$
\beta_r = (-1)^n \frac{(2r - 1)!!}{2^{r+3/2} r!} \sum_{k=0}^{n-3} (2P)^{k/2} \int_0^{\infty} \frac{\eta_{k+1}(iy)}{y^{r+1/2}} dy.
$$

Here the integral in the definition of $\beta_r$ converges since $\eta_{k+1}(iy)$ decays exponentially as $y \to 0$ and $y \to \infty$.

We remark that the set

$$
\left\{ \left\lfloor \frac{-m^2}{4P} \right\rfloor \in \mathbb{Q}/\mathbb{Z} \mid m \text{ is divisible by at most } n - 3 \text{ of the } p_j \text{'s} \right\}
$$

is the set of non-zero Chern-Simons invariants [3]. Since $\alpha_{k,r}(m) = 0$ for $m$ that is divisible by at least $n - 2$ of the $p_j$’s by Lemma 5.3, this means that we solve explicitly $G = \text{SL}(2, \mathbb{C})$ version of the following asymptotic expansion conjecture by Andersen.

**Conjecture 5.7** (Asymptotic Expansion Conjecture [1, Conjecture 1.1]). By $Z_G^{(K)}$ we will denote the Reshetikhin-Turaev TQFT at level $K$ for the semisimple, simply connected Lie group $G$. There exist constants (depend on an oriented compact three manifold $X$) $d_{j,r} \in \mathbb{Q}$ and $b_{j,r} \in \mathbb{C}$ for $r = 1, \ldots, n$, $j = 0, 1, \ldots, n$ and $a_{j,r} \in \mathbb{C}$ for $j = 0, 1, \ldots, n$, $l = 1, 2, \ldots$ such that the asymptotic expansion of $Z_G^{(K)}(X)$ in the limit $K \to \infty$ is given by

$$
Z_G^{(K)}(X) \sim \sum_{j=0}^{n} e^{2\pi i K q_j} \sum_{r=1}^{a_j} K^{d_{j,r}} b_{j,r} \left( 1 + \sum_{l=1}^{\infty} a_{j,r} K^{-l} \right),
$$

where $q_j$ is the quantifier for $j$.
where \( q_0, q_1, \ldots, q_n \) are the finitely many different values of the Chern-Simons functional on the space of flat \( G \)-connections on \( X \).

For the proof of this theorem, we prepare the following lemma.

**Lemma 5.8.** For \( k = 2\kappa + \tau \) as before,
\[
\lim_{t \to 0^+} \tilde{\eta}_{k,r}(-K + it) = 0
\]
where
\[
(2P)^{r+i/2} \sum_{m=1}^{2P} \left( C_{k,K}(m) - \frac{(-1)^k}{2P} C_{k,K}(-m) \right) B_{2r+i+1} \left( \frac{m}{2P} \right).
\]

**Proof.** By the definitions,
\[
\tilde{\eta}_{k,r}(-K + it) = -\frac{1}{2(2P)^{r+i/2}} \sum_{m \in \mathbb{Z}} \frac{\text{sgn}(m)C_{k,K}(m)m^{2r+i}e^{-m^2 \pi^2}}{(2r+i+1)!} \cdot \frac{k!}{(\kappa - r)!} K^{\kappa+i+r+1/2}
\]
\[
\times \sum_{m=1}^{2P} e^{2\pi i \frac{m^2 - 3rK}{P}} \left( \tilde{C}_k(m) - (-1)^k \tilde{C}_k(-m) \right) B_{2r+i+1} \left( \frac{m}{2P} \right)
\]
\[
- \sum_{k=0}^{n-3} (2P)^{k/2} \int_0^{\infty} \frac{\eta_{k+1}(iy)}{\sqrt{-i(iy - 1/K)}} dy.
\]
Applying Lemma 5.1 and (5.2) to this equation yields the limit formula. \( \square \)

**Proof of Theorem 5.6.** By Theorem 5.5 and the above lemma, we have
\[
\tilde{\Psi} \left( \frac{1}{K} \right) = \lim_{t \to 0^+} \tilde{\Psi} \left( \frac{-1}{-K + it} \right)
\]
\[
= \sum_{k=0}^{n-3} \sum_{r=0}^{\kappa} \frac{(-1)^{k+r+1/2}(2P)^{k+2r+i+1/2}}{2(4\pi i)^{k-r}(2r+i+1)!} \frac{k!}{(\kappa - r)!} K^{\kappa+i+r+1/2}
\]
\[
\times \sum_{m=1}^{2P} e^{2\pi i \frac{m^2 - 3rK}{P}} \left( \tilde{C}_k(m) - (-1)^k \tilde{C}_k(-m) \right) B_{2r+i+1} \left( \frac{m}{2P} \right)
\]
\[
- \sum_{k=0}^{n-3} (2P)^{k/2} \int_0^{\infty} \frac{\eta_{k+1}(iy)}{\sqrt{-i(iy - 1/K)}} dy.
\]
As for the integral part, by Taylor’s theorem, for any \( N \in \mathbb{Z}_{\geq 0} \) and a fixed \( y > 0 \), we have
\[
\left\| \frac{1}{\sqrt{-i(iy - 1/K)}} \right\|_r = \sum_{r=0}^{N-1} \frac{(2r - 1)!!(\cdot)^r}{2^r y^{r+1/2}} \frac{K^{-r}}{r!} \leq C_N \frac{K^{-N-1}}{y^{N+3/2}}
\]
for some constant depending on \( N \). Then, since
\[
\left| \int_0^{\infty} \frac{\eta_{k+1}(iy)}{\sqrt{-i(iy - 1/K)}} dy - \sum_{r=0}^{N-1} \frac{(2r - 1)!!(\cdot)^r}{2^r y^{r+1/2}} \int_0^{\infty} \frac{\eta_{k+1}(iy)}{y^{r+1/2}} dy \cdot K^{-r} \right|
\]
\[
\leq C_N \int_0^{\infty} \left| \frac{\eta_{k+1}(iy)}{y^{N+3/2}} \right| dy \cdot K^{-N-1},
\]
we obtain
\[
\int_0^{\infty} \frac{\eta_{k+1}(iy)}{\sqrt{-i(iy - 1/K)}} dy \sim \sum_{r=0}^{\infty} \frac{(2r - 1)!!(\cdot)^r}{2^r r!} \int_0^{\infty} \frac{\eta_{k+1}(iy)}{y^{r+1/2}} dy \cdot K^{-r}.
\]
In conclusion, Theorem 5.6 follows from (5.5). \( \square \)
As a corollary, the leading term of the asymptotic expansion gives the asymptotic formula for the WRT invariant.

**Corollary 5.9.** The asymptotic formula of the WRT invariant $\tau_K$ in a limit $K \to \infty$ is given by

$$\sqrt{2/K} \sin(\pi/K) \tau_K \sim K^{n-3} \frac{2^{n-2}}{(n-2)!} \xi_K^{-\frac{\pi}{4}} e^{-\frac{2n-3}{4} \pi i} e^{\sum_{m=1}^{2P} (-1)^m e^{2\pi i \frac{m^2}{2}} B_{n-2} \left( \frac{m}{2P} \right) \prod_{j=1}^{n} \sin \left( \frac{\pi m}{p_j} \right)}.$$ 

**Proof.** The right-hand side of Theorem 5.6 is asymptotically equivalent to the term with $K^{n-3}$, that is,

$$\sqrt{2/K} \xi_K^{-\frac{\pi}{4}} e^{\sum_{m=1}^{2P} (-1)^m e^{2\pi i \frac{m^2}{2}} B_{n-2} \left( \frac{m}{2P} \right) \prod_{j=1}^{n} \sin \left( \frac{\pi m}{p_j} \right)}.$$ 

Since $\tilde{C}_{n-3}(-m) = (-1)^n \tilde{C}_{n-3}(m)$ and Corollary 5.4, we have

$$\alpha_{n-3,[\frac{n-3}{2}]}(m) = \frac{2^{n-2}}{(n-2)!} e^{-\frac{2n-3}{4} \pi i} \sum_{m=1}^{2P} (-1)^m e^{2\pi i \frac{m}{2}} B_{n-2} \left( \frac{m}{2P} \right) \prod_{j=1}^{n} \sin \left( \frac{\pi m}{p_j} \right),$$

which concludes the proof. $\square$

We remark that the formula in Corollary 5.9 coincides with a formula given by Hikami in [27, Proposition 4] based on Lawrence-Rozansky [29].

Finally, we rewrite Corollary 5.9 in terms of Chern-Simons invariants for flat connections of the Seifert manifolds. Hereafter, following the notations used in [3], we assume that $p_2,\ldots,p_n$ in $(p_1,p_2,\ldots,p_n)$ are odd by taking a permutation if needed.

**Theorem 5.10.** The asymptotic formula of the WRT invariant $\tau_K$ in a limit $K \to \infty$ is given by

$$\sqrt{2/K} \sin(\pi/K) \tau_K \sim K^{n-3} \frac{2^{n-2}}{(n-2)!} \xi_K^{-\frac{\pi}{4}} e^{-\frac{2n-3}{4} \pi i} \sum_{l \in L} e^{2\pi i \text{CS}(l)K}$$

$$\times \left( \prod_{j=1}^{n} \sin \left( \frac{\pi l_j}{p_j} \right) \right)$$

$$\times \sum_{(\varepsilon_1,\ldots,\varepsilon_n)\in\{\pm 1\}^n} \varepsilon_1 \cdots \varepsilon_n B_{n-2} \left( \frac{\varepsilon_1 l_1}{2p_1} + \sum_{j=2}^{n} \frac{\varepsilon_j l_j}{p_j} \right),$$

where $L = L(p_1,\ldots,p_n)$ is a subset of

$$\left\{ (l_1,\ldots,l_n) \in \mathbb{Z}^n \mid 0 \leq l_1 \leq p_1, 0 \leq l_j \leq \frac{p_j-1}{2} \text{ (for } j = 2,\ldots,n) \right\}$$

such that there are at least three non-zero components $l_j$, and $\text{CS}(l)$ is the Chern-Simons invariant for $l$. The set $L$ is isomorphic to the set of connected components of the moduli space of non-trivial $\text{SL}(2,\mathbb{C})$-flat connections on the Seifert fibered integral homology sphere.
We remark that the terms corresponding to $l_j = 0$ or $l_1 = p_1$ do not appear due to the sin-terms. Comparing Section 1 in [3], we complete the proof. □
5.4. Examples.

Example 5.11. For \((p_1, p_2, p_3) = (2, 3, 5)\),
\[
\xi_K^{181} (\xi_K^{1/2} - \xi_K^{-1/2}) \tau_K \\
\sim \frac{1}{\sqrt{5}} \sqrt{\frac{K}{i}} \sum_{l_3=1}^{2} e^{2\pi i \left(-\frac{30(1/2 + \frac{4}{240})^2}{120}\right) l_3} \sin \left(2\pi l_3 \frac{6}{5}\right) \\
\times \sum_{(\varepsilon_1, \varepsilon_2, \varepsilon_3) \in \{\pm 1\}^3} \varepsilon_1 \varepsilon_2 \varepsilon_3 \mathcal{B}_1 \left(\frac{\varepsilon_1}{4} + \frac{\varepsilon_2}{3} + \frac{\varepsilon_3}{5}\right)
\]
\[= \frac{2}{\sqrt{5}} \sqrt{\frac{K}{i}} \left(e^{-\frac{1}{60} \pi i K} \sin \left(\frac{\pi}{5}\right) + e^{-\frac{49}{180} \pi i K} \sin \left(\frac{2\pi}{5}\right)\right),\]
which coincides with the leading term in [30, (18)].

Example 5.12. For \((p_1, p_2, p_3) = (4, 3, 5)\),
\[
\xi_K^{49} (\xi_K^{1/2} - \xi_K^{-1/2}) \tau_K \\
\sim \frac{2}{\sqrt{30}} \sqrt{\frac{K}{i}} \sum_{l_1=1}^{3} \sum_{l_2=1}^{1} \sum_{l_3=1}^{2} e^{2\pi i \left(-\frac{60(1/4 + \frac{2}{240})^2}{120}\right) l_3} \\
\times (-1)^{l_1} \sin \left(\pi l_1 \frac{15}{4}\right) \sin \left(2\pi l_2 \frac{20}{3}\right) \sin \left(2\pi l_3 \frac{12}{5}\right) \\
\times \sum_{(\varepsilon_1, \varepsilon_2, \varepsilon_3) \in \{\pm 1\}^3} \varepsilon_1 \varepsilon_2 \varepsilon_3 \mathcal{B}_1 \left(\frac{\varepsilon_1}{8} + \frac{\varepsilon_2}{3} + \frac{\varepsilon_3}{5}\right)
\]
\[= \frac{1}{\sqrt{5}} \sqrt{\frac{K}{i}} \left(- \sin \left(\frac{\pi}{5}\right) e^{-\frac{121}{180} \pi i K} + \sin \left(\frac{2\pi}{5}\right) e^{-\frac{49}{180} \pi i K}\right)
\]
\[- \sqrt{2} \sin \left(\frac{2\pi}{5}\right) e^{-\frac{1}{60} \pi i K} + \sqrt{2} \sin \left(\frac{\pi}{5}\right) e^{-\frac{49}{180} \pi i K}\right).\]
The coefficients of \(e^{-\frac{1}{60} \pi i K}\) and \(e^{-\frac{49}{180} \pi i K}\) are 0. This result coincides with the asymptotic formula given in [25, p.677].

In the above example, some coefficients of \(e^{2\pi i \cos(l) K}\) vanish. For \(n = 3\), we can characterize when the coefficients vanish as follows.

Example 5.13. In Theorem 5.10, the terms for \((l_1, l_2, l_3) \in L(p_1, p_2, p_3)\) with \(l_1 = p_1\) vanish due to the sin-terms. Thus, we will consider the subset
\[
L' = \left\{(l_1, l_2, l_3) \in \mathbb{Z}^3 \mid 1 \leq l_1 \leq p_1 - 1, 1 \leq l_2 \leq \frac{p_2 - 1}{2}, 1 \leq l_3 \leq \frac{p_3 - 1}{2}\right\}
\]
of \(L(p_1, p_2, p_3)\) below. The vanishing condition is controlled by the sum of Bernoulli polynomials. In the particular case of \(n = 3\), we have the following simple formula
\[
\sum_{(\varepsilon_1, \varepsilon_2, \varepsilon_3) \in \{\pm 1\}^3} \varepsilon_1 \varepsilon_2 \varepsilon_3 \mathcal{B}_1 \left(\frac{\varepsilon_1 l_1}{2p_1} + \frac{\varepsilon_2 l_2}{p_2} + \frac{\varepsilon_3 l_3}{p_3}\right)
\]
\[= - \sum_{(\varepsilon_1, \varepsilon_2, \varepsilon_3) \in \{\pm 1\}^3} \varepsilon_1 \varepsilon_2 \varepsilon_3 \left[\frac{\varepsilon_1 l_1}{2p_1} + \frac{\varepsilon_2 l_2}{p_2} + \frac{\varepsilon_3 l_3}{p_3}\right] = \begin{cases} 2 & \text{if } \left(\frac{l_1}{2p_1}, \frac{l_2}{p_2}, \frac{l_3}{p_3}\right) \in T_{1/2}, \\
0 & \text{if } \left(\frac{l_1}{2p_1}, \frac{l_2}{p_2}, \frac{l_3}{p_3}\right) \notin T_{1/2}, \end{cases}\]
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where $T_{1/2}$ is an inner region of the tetrahedron with four vertices $(0,0,0), (1/2,1/2,0), (1/2,0,1/2), (0,1/2,1/2)$, that is,

$$T_{1/2} = \{(x,y,z) \in [0,1/2]^3 \mid -z < x - y < z, z < x + y < 1 - z\}.$$  

Here we use the fact that $(\frac{l_1}{2p_1}, \frac{l_2}{2p_2}, \frac{l_3}{2p_3})$ is never on the boundary $\partial T_{1/2}$ for $l \in L'$. By the expression

$$CS(l_1,l_2,l_3) = -\frac{1}{4P} \left( P \left( \frac{l_1}{p_1} + \frac{2l_2}{p_2} + \frac{2l_3}{p_3} \right) \right)^2 \pmod{1},$$

we have

$$\sqrt{2/K} \sin(\pi/K) \tau_K \approx \frac{-4\sqrt{K}}{\sqrt{P}} \frac{1}{\xi_K^{\frac{1}{2}} \Theta_0} \sum_{l=(l_1,l_2,l_3) \in L'} \sum_{L' \subseteq T_{1/2}} e^{2\pi i CS(l)K} (-1)^{l_1} \times \sin\left( \frac{\pi l_1}{P} \frac{P^2}{P_1^2} \right) \sin\left( \frac{2\pi l_2}{P} \frac{P^2}{P_2^2} \right) \sin\left( \frac{2\pi l_3}{P} \frac{P^2}{P_3^2} \right).$$

We remark that the square of the product of sin-terms in this formula is the adjoint Reidemeister torsion in [16].
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