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Abstract—For a successful deployment of physical Human-Robot Cooperation (pHRC), humans need to be able to teach robots new motor skills quickly. Probabilistic movement primitives (ProMPs) are a promising method to encode a robot’s motor skills learned from human demonstrations in pHRC settings. However, most algorithms to learn ProMPs from human demonstrations operate in batch mode, which is not ideal in pHRC. In this paper we propose a new learning algorithm to learn ProMPs incrementally in pHRC settings.

Our algorithm incorporates new demonstrations sequentially as they arrive, allowing humans to observe the robot’s learning progress and incrementally shape the robot’s motor skill. A built in forgetting factor allows for corrective demonstrations resulting from the human’s learning curve or changes in task constraints. We compare the performance of our algorithm to existing batch ProMP algorithms on reference data generated from a pick-and-place task at our lab. Furthermore, we show in a proof of concept study on a Franka Emika Panda how the forgetting factor allows us to adopt changes in the task. The incremental learning algorithm presented in this paper has the potential to lead to a more intuitive learning progress and to establish a successful cooperation between human and robot faster than training in batch mode.

I. INTRODUCTION

Human-Robot Cooperation (HRC) has great potential for the (semi) automation of manufacturing processes with small batch sizes and frequently changing tasks. Due to the cognitive abilities of the human in the loop, HRC is expected to be more versatile and flexible than conventional (full) automation and could offer suitable automation concepts to small and medium sized enterprises. For HRC to be successful in practice, the human needs to be able to teach the robot new motor skills quickly. And in the ideal case, the human and robot are learning together at the same time as they are experimenting on how to solve the task. A common approach within the robotics community to teach motor skills to a robot is Learning by Demonstration (LbD) in combination with movement primitives [1]. A promising movement primitive framework are Probabilistic Movement Primitives (ProMPs) [2] which offer some useful features for HRC. First, their probabilistic representation of motion allows the robot to respond appropriately to the variance inherent in human motion. Second, the ProMP framework provides several operators to condition, combine and sequence motor skills, which makes it easier to generalize ProMPs to unknown situations which occur frequently when robots interact with humans in unstructured environments. However, most of the algorithms in the literature to train ProMPs from human demonstrations operate in batch mode [3], [4], [5], which we argue is suboptimal for HRC settings. Batch mode means that all human demonstrations of a new task are provided at the beginning of the training. Once the desired number (batch size) of demonstrations is reached, the learning algorithm calculates the ProMP parameters, and the human and the robot can start to work on the actual task. In batch mode, the training phase and execution phase of the task is separated, which delays the overall progress of the task. Also, most humans will only have a vague understanding of how a robot learns new motor skills and how it reacts to certain demonstrations. Thus, it may be difficult for lay users to provide a set of demonstrations which models the robot’s desired behavior without observing any intermediate training progress. Updating a motor skill with new demonstrations becomes increasingly difficult in batch mode since computation time and memory requirements increase with the number of demonstrations. Hence, we claim that batch learning can not readily be used for lifelong learning with continuous shaping of motor skills.

Batch algorithms based on the expectation-maximization algorithm (EM) have been proposed by [3] for maximum likelihood estimates (MLE) of single ProMPs and [4] for maximum a posteriori estimates (MAP) of single ProMPs. The authors in [3] and [4] treat weight vectors as hidden variables and use EM to maximize the marginal likelihood of the observed robot states with respect to the distribution
parameters of the ProMP. The main difference between [3] and [4] is that [4] regularize their parameter estimates by means of a prior distribution over the ProMP parameters. The general advantage of the approach in [3] and [4] over algorithms that compute the weights by least squares (such as [5], [6], [7]) is the increased robustness against noisy and incomplete demonstration data [3], [4]. Apart from that, offers the prior parameter distribution in [4] a convenient way of regularization and to incorporate prior assumptions about the ProMP parameters. Both is important for incremental learning, due to the sparse data at the beginning of training.

An incremental learning algorithm for a Gaussian mixture model of Interaction ProMPs (IProMPs) was proposed by [6]. IProMPs are a variant of ProMPs which are learned from demonstrations containing a robot trajectory and a corresponding human trajectory recorded via a motion capturing system. The resulting joint model, the IProMP, is used to make the robot respond appropriately to new human motion inputs in an interaction scenario. In case of a new demonstration, [6] compute a point estimate of the weight vector via least squares and then update the distribution parameters of the Gaussian mixture model with an EM algorithm based on [8]. In [9], an incremental learning algorithm with a forgetting factor is presented. However, the movement primitives in [9] are different from ProMPs and based on Hidden Markov Models.

In this paper, we want to overcome the aforementioned limitations of batch learning with an incremental learning algorithm for ProMPs which allows human and robot to jointly learn new motor skills in pHRC settings. The intended use of our incremental learning algorithm in physical Human-Robot Cooperation is shown in Fig. 1. The driving factors behind such an algorithm are to enable a successful cooperation from the first demonstration onwards, and to create an intuitive and open-ended learning progress. Our algorithm incorporates new demonstrations sequentially as they arrive, allowing the human to incrementally shape the robot’s motor skill. Thus, the user can observe how the robot reacts and adapts its behavior to each demonstration and how well the robot performs already with respect to the task objective. In a task new to both human and robot, the human will be subject to a learning curve as well. We allow for improvements of the human’s demonstrations by introducing a forgetting factor into our algorithm [10], which discounts the influence of older demonstrations to the ProMP. Furthermore, the forgetting factor makes it possible to adapt a motor skill to changes in the task constraints in later stages of the cooperation.

For our purpose, none of the training algorithms found in the literature is optimal. We want to profit from the robustness of the two batch algorithms, while on the other hand, the pHRC settings under our consideration require an incremental and open-ended training progress. Furthermore, we do not want to use IProMPs, since we want to avoid using a motion capturing system and explore a cooperative learning process based only on the physical interaction between human and robot. In this paper, we focus on learning single ProMPs instead of libraries in terms of mixture models.

II. INCREMENTAL LEARNING

In this section we introduce our algorithm for the incremental learning of ProMPs in pHRC settings: First, we review relevant aspects of the ProMP framework [2], and second, we describe how we use an online variant of an expectation maximization algorithm to learn ProMP parameters from human demonstration.

A. Probabilistic Movement Primitives

A ProMP represents a distribution over trajectories [2]. A trajectory $\tau = \{y_t\}_{t=1}^{T}$ is a time-series of vector-valued robot states $y_t \in S$ in a state space $S \subseteq R^D$, where $D$ is the dimension of the state space. Both joint space and task space are valid choices for $S$, and the choice depends on the desired application.

To reduce the number of model parameters, trajectories are concisely represented as weight vectors in a basis function model. A weight vector $w \in R^K$ is related at time $t$ to the robot’s state $y_t$ through a time dependent, block diagonal basis function matrix $\Phi_t \in R^{D \times KD}$. The matrix

$$\Phi_t = \begin{bmatrix} \phi_{1,t}^T & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \phi_{D,t}^T \end{bmatrix}$$

contains on its diagonal a row vector $\phi_{d,t}^T \in R^K$ for each degree of freedom, which again contains the values of $K$ normalized, evenly spaced, Gaussian basis functions $\phi_k(t)$ evaluated at time $t$. The basis function model has the form

$$y_t = \Phi_t w + \epsilon_y .$$

The weight vector $w$ is a vertical concatenation of $D$ column vectors $\omega_d \in R^K$, representing the weight vectors of each individual degree of freedom of the robot. The last term $\epsilon_y \in R^D$ is a vector containing the observation noise which is assumed to be independent and identically distributed and to follow the normal distribution $\mathcal{N}(0, \Sigma_y)$. Given a weight vector $w$, it follows that a trajectory $\tau$ consisting of $T$ time steps is distributed according to

$$p(\tau|w) = \prod_{t=1}^{T} \mathcal{N}(y_t|\Phi_tw, \Sigma_y) .$$

Multiple demonstrations of the same movement are expected to differ slightly. This implies that different weight vectors $w_n$ are needed to represent the $n$ different instances of a movement. The underlying mechanism generating the weight vector samples is assumed to be a Gaussian distribution

$$p(w|\theta_w) = \mathcal{N}(w|\mu_w, \Sigma_w) ,$$

where $\theta_w = \{\mu_w, \Sigma_w\}$ are the distribution parameters. The mean vector $\mu_w \in R^{KD}$ summarizes the mean of the demonstrations in each degree of freedom. The covariance matrix $\Sigma_w \in R^{KD \times KD}$ represents the variances and covariances of the demonstrations in respectively between each degree of freedom. Learning a ProMP from demonstration
requires to find the distribution parameters \( \theta_w \) that explain the demonstration data best. It is also possible to replace the normal distribution \( \mathcal{N}(w|\mu_w, \Sigma_w) \) with other types of probability distributions such as mixture models. Gaussian mixture models (GMMs) have been used on several occasions to model mixtures of motor skills with ProMPs [6], [7], [11], [12].

The complete ProMP model is obtained by combining Eq. 3 and 4 and subsequently marginalizing out the weights \( w \). A movement encoded as a ProMP with parameters \( \theta_w = \{ \mu_w, \Sigma_w \} \), is represented by the distribution

\[
p(\tau|\theta_w) = \int \mathcal{N}(w|\mu_w, \Sigma_w) \prod_{t=1}^{T} \mathcal{N}(y_t|\Phi_tw, \Sigma_y) dwdw . \tag{5}
\]

The time signals of the demonstrations are normalized to compensate for different durations. For this purpose, the time signal \( t \) is replaced by a phase variable \( z_t \) that ensures that every demonstration runs between \( z_0 = 0 \) and \( z_T = 1 \).

### B. Incremental Learning Algorithm

In this paper, we propose to use an online variant of the EM algorithm known as stepwise EM (sEM) [10], [13] to train ProMPs incrementally in pHRC settings. As usual in EM, the objective of the algorithm is to maximize the likelihood of the observed data \( Y = \{ \tau_n \}_{n=1}^{N} \), consisting of \( N \) trajectories \( \tau_n \), with respect to the model parameters \( \theta_w \). The weight vectors \( w_n \) are treated as hidden variables. The marginal likelihood is given by

\[
p(Y|\theta_w) = \prod_{n=1}^{N} \int p(w_n|\mu_w, \Sigma_w) \prod_{t=1}^{T} p(y_{nt}|w_n) dwdw_n . \tag{6}
\]

For an effective use of the sEM algorithm we exploit the properties of exponential family distributions. The joint distribution of observed and hidden variables \( p(\tau, w|\theta_w) \) for a single trajectory \( \tau \) is an exponential family with sufficient statistics \( s_1 = w, s_2 = w^Tw \) and \( s_3 = \sum_{t=1}^{T} y_t y_t^T - 2y_t w^T \Phi_t + \Phi_tw^T \Phi_t \). The sufficient statistics \( s \) offer a convenient way to summarize arbitrary amounts of demonstrations without loss of information. This is a useful property for online learning in terms of EM, since it means that we can compute the expected sufficient statistics (ESS) in the E-step, accumulate them in some form as new demonstrations arrive, and then compute the MLE or MAP of the ProMP parameters from the accumulated ESS in the M-step.

The pseudo code for the proposed algorithm is shown in Algorithm 1. The ESS \( \mu' \) are computed as the expected values of the sufficient statistics \( s \) based on the posterior distribution over the hidden variables \( p(w|\tau, \theta^{old}_w) \) given the current model parameters \( \theta^{old}_w \). The posterior distribution over the hidden variables is computed in line 5 and 6; the ESS in line 7 to 9. In sEM, whenever a new demonstration is added, the ESS are computed solely for the new demonstration. Previously added demonstrations are not stored and visited again. For comparison: in each iteration of batch EM the computations in the E-step are performed for the entire data set. Since the ESS for a single demonstration would be a poor approximation to the ESS across the complete data set, the sEM algorithm interpolates between the sum of all previous statistics \( \mu \) and the statistics of the latest demonstration \( \mu' \). This interpolation is done in line 10 in Algorithm 1. The resulting weighted sum of old and new statistics is then used to update the model parameters \( \theta_w \) in the M-step. For the MAP estimation in the M-Step in line 14 and 16 we use a normal-inverse-Wishart prior, the conjugate prior of the multivariate Gaussian distribution \( p(w|\theta_w) \). See [4] for a detailed description.

The interpolation in line 10 is governed by a step size \( \delta_N \), which controls the strength of the sum of the previous statistics \( \mu \) over the new statistics \( \mu' \). Similar to [13], we use a step size \( \delta_N = (N + 1)^{-\beta} \) where \( 0.5 < \beta \leq 1 \), which decays with the number of demonstrations or parameter updates \( N \). The user-defined parameter \( \beta \) is used to tune the decay of the step size. A smaller \( \beta \) will lead to larger, slowly decaying step sizes \( \delta_N \) and hence, to larger updates to the statistics \( \mu \).

```
Algorithm 1: Stepwise EM Algorithm for Training ProMPs incrementally in pHRC settings.

Data: A new demonstration \( \tau = \{ y_t, z_t \}_{t=1}^{T} \) containing the robot states \( y_t \) and corresponding normalized time stamps \( z_t \).

Input: Step size reduction power \( 0.5 < \beta \leq 1 \), initial values for \( \mu_w, \Sigma_w, \Sigma_y \). Typically \( \mu_w = 0, \Sigma_w = I, \Sigma_y = I \).

Output: ProMP parameters \( \mu_w, \Sigma_w, \Sigma_y \).

1. Initialize \( u = 0, \eta = 0, T = 0, N = 1 \)
2. Compute initial step size \( \delta_N \rightarrow (N + 1)^{-\beta} \)
3. if new data \( \tau \) available then
   4. \( \Phi_t \leftarrow \Phi(z_t) \forall t \)
   5. \( S_w \leftarrow \left( \Sigma_w^{-1} + \sum_{t=1}^{T} \Phi_t \Sigma_y^{-1} \Phi_t^T \right)^{-1} \)
   6. \( \mu \leftarrow S_w \left( \Sigma_w^{-1} \mu_w + \sum_{t=1}^{T} \Phi_t \Sigma_y^{-1} y_t \right) \)
   7. \( u_1 \leftarrow \mu \)
   8. \( u_2 \leftarrow w^Tw + S_w \)
   9. \( u_3 \leftarrow \sum_{t=1}^{T} y_t y_t^T - 2y_t w^T \Phi_t + \Phi_tw^T \Phi_t \)
10. \( u \leftarrow (1 - \delta_N)u + \delta_N u' \)
11. \( \eta \leftarrow (1 - \delta_N)\eta + \delta_N \)
12. \( T \leftarrow (1 - \delta_N)T + \delta_N T' \)
13. \( \mu_w \leftarrow \frac{1}{N + \delta_N} \left( k_0 \mu_w + N \mu_w \right) \)
14. \( \Sigma_w \leftarrow \frac{1}{N + \delta_N} \left( \Sigma_w + \delta_N \Sigma_w \right) \)
15. \( \Sigma_y \leftarrow \frac{1}{\delta_N + N} \left( \Sigma_y + \delta_N \Sigma_y \right) \)
16. \( \Psi \leftarrow \frac{\Psi + \delta_N \Psi}{\delta_N + N + 1} \)
17. \( \delta_N \leftarrow (N + 1)^{-\beta} \)
18. \( N \leftarrow N + 1 \)
19. \( \delta_N \leftarrow (N + 1)^{-\beta} \)
20. return \( \mu_w, \Sigma_w, \Sigma_y \)
21. end
```
Note that all computations can be performed without storing the previous demonstrations and their ESS, which means that the memory use of the algorithm is constant. The algorithm can be modified to train on mini-batches instead of single demonstrations [13]. Training in mini-batches has the advantage to produce more stable updates but slows down the incremental training progress by pooling a few demonstrations before updating the ProMP parameters. We have omitted the mini-batches here for brevity.

The step size $\delta_N$ serves as a forgetting factor in our learning algorithm. More precisely, the step size weighs the contribution of ESS computed several iterations ago less. This is important in two regards for the incremental learning setting under our consideration: First, from a probabilistic perspective, it has to be kept in mind that in each iteration the ESS are computed using the posterior distribution over the hidden variables under the current ProMP parameters. It follows that the posterior distributions, and hence the ESS, computed in the first few iterations are potentially far away from their true value, since they were computed based on crude estimates of the model parameters. It is crucial to forget those crude early estimates during the training, such that the ESS computed after a number of updates to the model parameters quickly dominate the ESS from early iterations and the estimated model parameters approach their true values faster. Second, from a motor learning perspective, discounting the contributions from early demonstrations to a motor skill is important. As described earlier, the quality of the human demonstration is expected to increase as the learning of a new motor skill proceeds. Apart from that, forgetting demonstrations which where provided a long time ago helps to adapt a motor skill to gradual changes in the task structure. Note that for an open-ended shaping of a motor skill, the step size should approach a value greater than zero.

III. EXPERIMENTAL EVALUATION

For the experimental evaluation of our algorithm we generated a reference ProMP based on data of a pick-and-place task done with a KUKA LBR iiwa 14 R820 robot. The task setting and recorded end-effector trajectories in task space are shown in Fig. 2. The reference ProMP has $D = 3$ DOF and uses $K = 10$ basis functions, yielding a mean vector $\mu^w_{ref} \in \mathbb{R}^{30}$, a covariance matrix $\Sigma^w_{ref} \in \mathbb{R}^{30 \times 30}$ and a observation noise covariance matrix $\Sigma^w_{obs} \in \mathbb{R}^{3 \times 3}$. We generated the reference parameters based on the empirical distribution of the robot data downsampled to $K$ time steps. The observation noise was sampled from a Wishart distribution. We sampled $N = 100$ demonstrations from this reference ProMP to generate the training data set shown in Fig. 3, and used in the following experiments.

A. Comparison of Training Algorithms

In the first experiment, we compare the performance of different training algorithms for ProMPs from literature with the incremental algorithm presented in this paper. The performance of the different algorithms can be assessed by comparing the estimated parameters to the reference. For a quantitative quality measure of the estimated parameters we use the Bhattacharyya distance $D_B$ to compute the distance between the distribution of the reference ProMP to the ProMP distribution of the algorithm tested. Also, we look at the matrix condition number $\kappa$ of the covariance matrix $\Sigma^w$ to assess the numerical stability of the estimated covariance matrices. The parameter $\kappa$ is defined as the ratio of the largest singular value of $\Sigma^w$ to the smallest. A large condition number indicates a nearly singular matrix, which can not be inverted reliably. Estimating full covariance matrices is generally difficult, especially with a low number of data/demonstrations in relation to the matrix size. However, invertible covariance matrices are crucial for a number of operations in the ProMP framework; thus, numerical stability of the parameter estimates are a relevant performance measure for the training algorithms. The different training algorithms MLE with Ridge Regression [5], MLE with (batch) EM [3], MAP with (batch) EM [4] and the MAP with sEM proposed in this work were applied to the training data set. The specific parameter settings are given in Table I. For the MAP estimation in our sEM algorithm we used the same parameters for the normal-inverse-Wishart prior as the authors in [4]: $m_0 = 0$, $k_0 = 0$, $v_0 = KD + 1$ and $S_0 = (v_0 + KD + 1) \text{blockdiag}(\Sigma^w)$. In the last row of Table I, sEM is used as a batch algorithm, by letting it pass five times incrementally over the data.
additional test was done to compare our sEM algorithm to the EM algorithms on condition of visiting each demonstration equally often. Note that sEM in the online setting (one pass over the data) only visits the 100 demonstrations once, while the EM-based batch algorithms perform five iterations, hence visit each demonstration five times. Using our incremental algorithm in batch mode is of course contrary to the rationale of this paper, but legitimate for a fair theoretical comparison to the batch EM algorithms.

The resulting performance measures $D_B$ and $\log \kappa(\Sigma_w)$ after applying the training algorithms are shown in Table I. MAP estimation with EM performs best with respect to both Bhattacharyya distance $D_B$ and matrix condition number $\kappa$. Our algorithm, MAP with sEM, estimates in batch mode (5 passes) as well as online mode covariance matrices with condition numbers comparable to those of MAP with EM. In online mode, our algorithm has the greatest of all Bhattacharyya distances, though the distance is still of comparable magnitude to the other ones. However, with five passes over the data, our algorithm yields the second smallest distance and comes quite close to MAP with sEM.

### B. Incremental Training Progress

In our second experiment, we inspect the incremental training progress of our online algorithm. It is critical to ensure that the incremental parameter estimates are reasonable and usable. We apply our algorithm in online-mode (1 pass over the data), with a step size reduction power $\beta = 0.75$ on the same training data set as before. Hence, we can once more compare the estimated ProMP parameters to those of the reference ProMP. Again, we use the same prior parameters as in [4] for MAP estimation.

We use different indicators to analyze the parameter estimates during the training. As before, we use the Bhattacharyya distance $D_B$ to measure the distance to the distribution of the reference ProMP. To analyze the mean $\mu_w$ and covariance $\Sigma_w$ independently, we compute the relative errors of the Frobenius norms of the two parameters. The Frobenius norm $\|A\|_F$ of a matrix $A \in \mathbb{R}^{m \times n}$ and the relative error $E_F$ are defined as

$$\|A\|_F := \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2}, \quad E_F = \frac{\|A_{ref} - A\|_F}{\|A_{ref}\|_F}. \quad (7)$$

To assess the numerical stability of the covariance estimates, we compute the logarithm of the matrix condition number of $\Sigma_w$. Further, we compute the rotation angle between the first principal component of the ProMP distribution before and after adding a new demonstration. Large rotations of the first principal component indicate major changes in the covariance structure, either caused by an ill-conditioned covariance matrix that is sensitive to variations in the input data, or by large actual changes in the demonstration data.

The previously described indicators are computed each time a new demonstration is added to the ProMP. Fig. 4 shows all four indicators plotted over the course of training. The Bhattacharyya distances reach an almost steady level after around 40 demonstrations. The relative errors computed from the Frobenius norms reach near steady levels immediately for the mean $\mu_w$ and after about 15 demonstrations for the covariance $\Sigma_w$. To visualize the incremental training progress we show the evolution of the ProMP distribution during the training on the first 19 demonstration, as well as the final ProMP after 100 demonstrations and the reference ProMP in Fig. 5.

### C. Adaptation to Changes in the Task

In this experiment, we demonstrate how our online algorithm adapts the ProMP parameters to shifts in the task constraints/demonstration data. We use the same set of demonstrations as before, but manipulate its order as follows: We sort the demonstration data according to the endpoint (mean of the last five time steps) of the Y coordinate at cup A (Fig. 2). We then separate 30 demonstrations with the largest endpoint values from the remaining 70 demonstrations. The order within both subsets is randomized again. Finally, the subset containing the demonstrations with larger endpoint values is placed after the subset containing the remaining demonstrations. The resulting set of demonstrations has two distinct mean endpoints for Y; one mean for the first 70 demonstrations and one mean for the last 30 demonstrations. See Fig. 6 for clarification. The idea behind this arrangement is to simulate a long training phase with similar task

！

| TABLE I | COMPARISON OF THE TRAINING ALGORITHMS. |
|-----------------|-----------------|-----------------|
| Algorithm       | Algorithm settings | $D_B$          | $\log \kappa(\Sigma_w)$ |
| Reference       | -                | 0.8978         | 5.6010 |
| MLE with Ridge Reg. | $\lambda = 10^{-12}$ | 0.8077         | 5.6046 |
| MLE with EM     | 5 Iterations     | 0.8978         | 5.6046 |
| MAP with EM     | 5 Iterations     | 0.8978         | 4.8632 |
| MAP with sEM    | $\beta = 0.75$  | 0.8978         | 4.9552 |
| MAP with sEM    | $\beta = 0.75$, 5 Passes | 0.7012         | 4.9325 |

Fig. 4. Incremental training progress with sEM. **Top Left:** Bhattacharyya distance $D_B$ to distribution of reference ProMP. **Top Right:** Relative Errors of the Frobenius norm $E_F$ of the estimated ProMP parameters to the reference. **Bottom Left:** Logarithm of the matrix condition number of the estimated covariance matrix $\Sigma_w$. **Bottom Right:** Rotation of the eigenvector with the highest corresponding eigenvalue (first principal component) between to successive estimates of $\Sigma_w$. Large rotations indicate major changes in the variance structure of the ProMP distribution.
Fig. 5. Evolution of the ProMP during incremental training on the first 19 demonstrations as well as the final ProMP after 100 demonstrations and the reference ProMP for comparison. The blue lines represent the mean $\mu_w$ and the tubes the variance $\Sigma_w$ in terms of two standard deviations. The demonstration number is shown on the top of each plot. During the first few demonstrations, the variance is strongly influenced by the initial value $\Sigma_w = I$.

In course of training, the ProMP becomes increasingly similar to the reference.

Fig. 6. Left: Data set with manipulated order of demonstrations to simulate a change in task constraints. In this case, the endpoint of the trajectory of the Y component is shifted to a new mean. The first 70 demonstrations are shown in blue, the last 30 demonstrations, representing the shift in the task constraints, are shown in red. Right: The endpoint of the trajectory of Y plotted over the number of demonstrations is shown in blue. The shift after demonstration 70 is visible. The red line shows the endpoint of the mean trajectory of the Y component trained with our incremental algorithm. The mean follows the shift in the data. The yellow cross shows the endpoint of the mean trajectory of the Y component trained with the batch EM algorithm. Due to the batch nature of the algorithm, the mean is only computed once after all demonstrations are added. The batch-mean roughly represents the mean of the entire set, or history, of demonstrations and has a rather large distance to the data from demonstration 70 to 100.

IV. PROOF OF CONCEPT: ADAPTATION TO CHANGES IN THE TASK

To show the adaptation capabilities of our algorithm on unprocessed robot data, we conducted a similar pick-and-
place experiment as in section III-C on a Franka Emika Panda manipulator. The task was to pick up a part at a fixed position, move it precisely past an inspection camera and place it in a small container. To change the task constraints slightly, the container was moved about 20cm to a new "place"-position after 15 demonstrations. Then, another 15 demonstrations for the new "place"-position were provided. We applied our incremental algorithm and the batch algorithm MAP with EM on the 30 demonstrations, as described in section III-C. The resulting ProMPs are shown in Fig. 8. The mean of the incrementally trained ProMP is shifted to the new "place"-position after 15 demonstrations. In contrast, the ProMP trained with batch EM, shown on the right in Fig. 8, represents the entire distribution of demonstrations blue and red, with a mean green that ends between the two "place"-positions.

V. DISCUSSION

In the following section, we discuss the results from the three experiments in section III and relate them to the general context of learning motor skills incrementally in pHRC.

A. Discussion on Training Algorithm Performance

Looking at the results in Table I, we see that all algorithms lead to comparable results. As expected, the algorithms doing MAP estimation perform better in terms of the numerical stability of the covariance matrix, indicated by a lower condition number. Similar results are reported in [4]. The improved numerical stability is a consequence of the regularization through the prior parameter distribution used to compute the maximum a-posteriori estimates. MAP estimation with EM performs best of all algorithms in terms of both Bhattacharyya distance and condition number of the covariance matrix. Our incremental algorithm (MAP with sEM) has the largest Bhattacharyya distance to the reference. However, if we let it pass the data five times, as the batch EM algorithms, the incremental algorithm performs second best. The online learning progress comes at the expense of a slight loss in accuracy of the final parameter estimates. Given that the Bhattacharyya distance of our online algorithm is in the same range as the distances of the other algorithms, and if we compare the plot of the final ProMP distribution with the online algorithm to the reference ProMP in Fig. 5, this loss in accuracy seems to be acceptable. This last statement is especially true in the light of the cooperative learning settings we aim for - where an incremental training progress is essential.

B. Discussion on Incremental Training Progress

Considering the evolution of the ProMP distribution in Fig. 5, the variance structure of the first few ProMPs contains not much of the characteristics of the final ProMP and is not descriptive of the task. For example, the via-point in the middle of the movement that has to be passed with high accuracy is not visible. After around 15 demonstrations, the ProMP shows good correspondence to the final ProMP trained with all 100 demonstrations. This correspondence after 15 demonstrations is also reflected in the relative error of the Frobenius norm \( E_F \) of the covariance matrix \( \Sigma_w \) shown as a red line in the top right plot of Fig. 4. Apart from the relative error, also the dynamics in the covariance structure indicated by the rotation of the first principal component appear to settle after about 15 demonstrations. The matrix condition number (Fig. 4, bottom left) is actually the lowest, at some points even lower than the reference, during the beginning of the training. This observation can be explained by the initially strong influence of the initial value for \( \Sigma_w \) which is chosen to be the identity matrix \( I \) with a matrix condition number \( \log \kappa(I) = 0 \), and the block diagonal prior distribution for \( \Sigma_u \). The block diagonal prior suppresses the correlation terms between the the \( X,Y \) and \( Z \) components of the movement, since it implies the off-diagonal blocks of \( \Sigma_u \) to be zero. It follows, that, until the influence of the prior is overruled by the data, there is less collinearity in \( \Sigma_u \), which could make the matrix near-singular and lead to higher condition numbers.

The variance at the beginning of training is roughly a symmetric tube around the mean which reflects the strong influence of the initial value for the covariance matrix \( \Sigma_w = I \). This symmetric tube is acceptable at early stages of training since it simply reflects equal uncertainty in all directions perpendicular to the mean, where the amount of initial uncertainty could be controlled by a scaling factor \( \Sigma_w = \sigma_{\text{Init}} I \). However, we suggest that the early variance structure can in the future be improved by use of prior parameter distributions inspired by features of human motion.

The estimates of the ProMP mean \( \mu_w \) appear to be stable throughout the course of training when we consider its low relative error computed from the Frobenius norm (blue line in Fig. 4 top right). Reaching a near-steady value not before 40 demonstrations, the Bhattacharyya distance (Fig. 4 top left) indicates slower convergence than the relative errors of
the mean and the covariance. However, it is currently unclear how much the Bhattacharyya distance is correlated with the applicability of a ProMP in practice. This relation has to be determined in further experiments involving actual robots.

C. Discussion on Adaptation to Changes in the Task

The experiment in section III-C had the purpose to demonstrate how our online algorithm can adapt a ProMP to changes in the task/demonstrations due to the built-in forgetting factor. Looking at the right side of Fig. 6, it is obvious that the incremental learning algorithm adapts the endpoint of the mean trajectory (red line) such as to follow the distribution of the recent demonstrations. This includes the period from demonstration 70 to 100, where the simulated change in the task is happening. Applying the batch EM algorithm, on the other hand, yields a mean endpoint (yellow cross) based on the entire set of demonstrations. This mean endpoint has a rather large distance to the data after the change in the task. The same conclusions can be made by looking at the entire ProMP distributions shown in Fig. 7. On the left, the ProMP trained with our online algorithm has adjusted in terms of mean and variance to the recent data (red) representing the change in the task. On the right, the ProMP trained with the batch algorithm is not particularly adapted to the change in the task, but represents the entire data from before and after the change.

The results from the proof of concept in section IV confirm the results of this experiment on unprocessed robot data. The incrementally trained ProMP is adapted to the shift in the task constraints (Fig. 8, left). The adaptation is especially visible for the ProMP mean. After the change in the task, the variance at the end of the demonstrations is relatively large compared to the actual spread of the data. We would expect the variance to further decrease if more demonstrations after the change in the task were provided and when more of the information of the first position is forgotten. This can be seen in Fig. 7, where 30 demonstrations after the change were provided and the variance represents the spread of the data after the change well. The ProMP trained with the batch algorithm (Fig. 8, left) has a mean that ends between the initial and final "place"-position, which would be a suboptimal reference trajectory to execute this pick-and-place movement on a robot.

We have demonstrated that the forgetting factor in our online algorithm has the desired effect of adapting ProMPs during training. Hence, the basic idea of our learning framework that the human can shape the robot’s motor skill by giving corrective demonstrations can now be realized with our online algorithm. The results imply that our algorithm can incorporate a learning curve of the human as well as changes in the task constraints - both of which have to be expected for HRC in an unstructured environment.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a new algorithm for the incremental learning of ProMPs from human demonstration. The experiments indicate that our algorithm is suited for incremental learning and shaping of motor skills in HRC. In our ongoing research, we investigate how we can aid the estimation of the ProMP parameters in early stages of training with prior parameter distributions based on features of human motor control.

In our future work, we plan to merge the learning algorithm proposed in this paper with an adaptive compliance controller to implement the incremental learning framework suggested in Fig. 1. The underlying idea is to control the interaction forces between human and robot dependent on the variance of the ProMP and so gradually increase the robot’s contribution to the task.
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