Abstract—Strengthening the robustness of machine learning-based Android malware detectors in the real world requires incorporating realizable adversarial examples (RealAEs), i.e., AEs that satisfy the domain constraints of Android malware. However, existing work focuses on generating RealAEs in the problem space, which is known to be time-consuming and impractical for adversarial training. In this paper, we propose to generate RealAEs in the feature space, leading to a simpler and more efficient solution. Our approach is driven by a novel interpretation of Android malware properties in the feature space. More concretely, we extract feature-space domain constraints by learning meaningful feature dependencies from data and applying them by constructing a robust feature space. Our experiments on DREBIN, a well-known Android malware detector, demonstrate that our approach outperforms the state-of-the-art defense, Sec-SVM, against realistic gradient- and query-based attacks. Additionally, we demonstrate that generating feature-space RealAEs is faster than generating problem-space RealAEs, indicating its high applicability in adversarial training. We further validate the ability of our learned feature-space domain constraints in representing the Android malware properties by showing that (i) re-training detectors with our feature-space RealAEs largely improves model performance on similar problem-space RealAEs and (ii) using our feature-space domain constraints can help distinguish RealAEs from unrealizable AEs (unRealAEs).

1. Introduction

Due to the on-going proliferation of Android malware, machine learning (ML)-based malware detection solutions continue to remain a well-studied topic by security researchers. However, despite their superior performance [1]–[9], ML-based solutions are vulnerable to adversarial examples [10], i.e., malware instances that are crafted to carry out evasion attacks. In such attacks, adversaries modify malware applications (apps) such that the resulting manipulated samples can successfully mislead malware classifiers.

Over the last years, various defense strategies (e.g., adversarial training [10] and defensive distillation [11]) have been presented to strengthen ML models against adversarial examples. However, in constrained domains (e.g., malware, botnet, and credit risk detection), the defenders must improve the adversarial robustness by mitigating the vulnerability of detection systems against realistic evasion attacks. This is because evasion attacks in constrained domains must meet domain constraints [12], [13] (e.g., malicious functionality in the malware context) to generate adversarial examples. In the Android domain, which is a constrained domain [13], a key requirement of the adversarial examples is that they must be realizable, i.e., satisfying domain constraints in order to meet all Android malware properties (e.g., malware functionality) [14]. Accordingly, strengthening the robustness of Android malware detectors should be also based on realizable adversarial examples (RealAEs) [15]. Therefore, access to RealAEs is essential to properly evaluate ML-based malware detectors because they operate on the feature space of a constrained domain [12].

Most prior defenses are based on unrealizable adversarial examples (unRealAEs) [16]–[25], thus leading to an unfair assessment of model robustness. Such examples are commonly generated in the feature space by arbitrarily changing certain features determined based on the sensitivity of ML models against adversarial perturbations [16], [19], [21]–[24]. These examples ignore Android malware properties, which are primarily feature dependencies stemming from real-world objects. Moreover, using unRealAEs have been shown to be not useful for mitigating the vulnerability of detectors against realistic evasion attacks [26], [27]. For instance, an extensive analysis carried out by Berger et al. [27] shows that retraining ML-based Android malware detectors with unRealAEs (generated in the feature space) is ineffective against realistic evasion attacks, which are performed in the problem space.

Although defenses that have been proposed recently have relied on RealAEs, they are, however, limited to generating them in the problem space [14], [15], [28]–[31]. We argue that problem-space RealAEs are not good candidates for improving the adversarial robustness of ML models mainly for two reasons. First, manipulating problem-space malware through available realizable transformations is more costly in terms of time and space than directly perturbing feature representations of the malware [12]. Second, finding
effective transformations that meet domain constraints in the problem space is not trivial [20], [28], [32].

1.1. Research Challenges

In this paper, we address the aforementioned limitations by investigating a simpler and more efficient defense based on feature-space RealAEs. Our defense is enabled by our novel interpretation of the Android malware domain constraints in the feature space. Specifically, our defense is based on learning domain constraints from data by exploiting meaningful feature dependencies. We mainly address the following three challenges:

- **Interpreting domain constraints.** Exploiting all feature dependencies is not only time-consuming and difficult, but also unnecessary [33]. Thus, we need to identify the meaningful feature dependencies, which can sufficiently guarantee the domain constraints.

- **Extracting domain constraints.** Due to the high dimensionality of the feature space and a large number of data, an appropriate learning method should be adopted to extract the meaningful feature dependencies.

- **Applying domain constraints.** After obtaining the meaningful feature dependencies, we then need to develop an approach to apply them in order to eventually improve adversarial robustness.

1.2. Contributions

This study investigates the effects of Android malware properties on adversarial robustness by not only interpreting domain constraints [14] in the feature space, but also learning and applying them in the problem space.

Our contributions\(^1\) can be summarized as follows:

- **We propose a new feature-space interpretation of Android malware domain constraints.** This new interpretation considers key characteristics of domain constraints to achieve realizable adversarial examples (RealAEs).

- **We learn our feature-space domain constraints by exploiting meaningful feature dependencies of existing data, based on their statistical correlations and a graph-based clustering algorithm, known as Optimum-Path Forest (OPF) [34].** We then apply these learned domain constraints to constructing a new robust feature space, which leads to our final defense approach.

- **We empirically evaluate our approach to show that our new defense outperforms the state-of-the-art approach, Sec-SVM [16], in defeating both gradient-based and query-based realistic attacks in the limited-knowledge (transfer) and perfect-knowledge settings.** We also show that generating feature-space RealAEs is faster than generating problem-space ones.

- **Finally, we demonstrate that our learned domain constraints can successfully fulfill the properties of Android malware.** First, re-training malware detectors by incorporating our feature-space RealAEs largely improves model accuracy on similar, problem-space RealAEs. Second, our feature-space domain constraints are shown to be useful in distinguishing RealAEs from unRealAEs.

2. Related Work

Despite the significant advances in adversarial machine learning, this research area is faced with a multitude of challenges in constrained domains, such as malware detection. In constrained domains, adversarial examples that do not meet the domain constraints are not realizable. Over the last years, different studies have been conducted to achieve adversarial robustness against RealAEs. Such realizable adversarial examples (RealAEs) can be generated by considering the domain constraints either in the problem space or feature space. Table 1 presents an overview of all the related work in the Android malware context.

The majority of studies [17], [18], [20]–[24], [35], [36] have focused on the feature-space adversarial examples. Croce et al. [35] proposed a query-based evasion attack based on a random search, which was evaluated in different contexts, especially in Android malware detection. Xu et al. [24] developed a semi-black-box framework based on the Simulated Annealing method to perturb features of Android apps by querying the target malware detector. Li et al. [17], [18] generated adversarial examples in the feature space based on different gradient-based and gradient-free evasion attacks. Rathore et al. [19] proposed two Android attack techniques based on Reinforcement Learning to generate feature-space adversarial examples. Liu et al. [23] used Genetic Algorithm (GA) to present a framework that can create feature-space adversarial examples for improving the robustness of Android malware detection. Chen et al. [21], [22] considered different feature-space evasion attacks (e.g., anonymous attacks and well-crafted attacks) to bypass Android malware detection. Demontis et al. [16] proposed a feature-space evasion attack to make Android adversarial examples by changing the features that seem important for the SVM classifier. Grosse et al. [20] generated adversarial examples based on a forward derivative approach by modifying the features extracted from Android Manifest files of Android malware apps.

Despite their effective evasion attacks, none of the above studies can achieve RealAEs, which satisfy the malware domain constraints (i.e., preserved-semantic, plausibility and robustness-to-preprocessing constraints [14]). Specifically, the adversarial examples discussed in [16]–[18], [20]–[24], [35] do not satisfy the robustness-to-preprocessing constraint because the proposed attacks considered adding features to manifest files in order to generate adversarial exam-

---

\(^1\) We make our code publicly available at https://anonymous.4open.science/r/robust-Android-malware-detector-C5D8 to allow reproducibility.
TABLE 1. Overview of related work on domain constraints. Our study is the first to explore feature-space domain constraints.

| Study                  | Year | Problem-Space Domain Constraints | Feature-Space Domain Constraints |
|-----------------------|------|----------------------------------|----------------------------------|
| Croce et al. [35]     | 2022 | N/A                              | x                                |
| Labaca-Castro et al. [15] | 2021 | ✓                                | x                                |
| Bostani and Moonsamy [29] | 2021 | ✓                                | ✓                                |
| Xu et al. [24]        | 2021 | N/A                              | x                                |
| Li et al. [18]        | 2021 | ✓                                | N/A                              |
| Rathore et al. [19]   | 2021 | ✓                                | ✓                                |
| Cara et al. [31]      | 2020 | ✓                                | N/A                              |
| Pierazzi et al. [14]  | 2020 | ✓                                | N/A                              |
| Li et al. [17]        | 2020 | N/A                              | ✓                                |
| Chen et al. [30]      | 2019 | ✓                                | N/A                              |
| Liu et al. [23]       | 2019 | N/A                              | x                                |
| Chen et al. [22]      | 2018 | N/A                              | x                                |
| Chen et al. [21]      | 2017 | N/A                              | ✓                                |
| Yang et al. [28]      | 2017 | ✓                                | N/A                              |
| Grosse et al. [20]    | 2017 | N/A                              | x                                |
| Demontis et al. [16]  | 2017 | ✓                                | x                                |
| Our work              | 2022 | N/A                              | ✓                                |

Domain Constraints

3. Interpreting Feature-Space Domain Constraints

In the problem space, the domain constraints of Android malware apps are defined as: (a) available transformations, (b) preserved semantics, (c) robustness to preprocessing, and (d) plausibility [14]; however, we aim to interpret these constraints into a set of new constraints over the feature values in the feature space. This section introduces our novel feature-space interpretation of domain constraints for Android malware apps. Before going into the detailed definitions (Section 3.2), we first provide a mathematical background of RealAEs in both the problem and feature spaces (Section 3.1).

3.1. Problem-Space and Feature-Space RealAEs

Problem-Space RealAEs. Suppose $\psi : Z \to \mathcal{X}$ is a mapping function that transforms each Android app in the problem space $Z$ into a $d$–dimensional feature vector in the feature space $\mathcal{X}$. A malware detector is an ML-based binary classifier $f : \mathcal{X} \to \mathcal{Y}$ with a discriminant function $g : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ where $f(x) = \arg \max_{y \in \mathcal{Y}} g_i(x)$ determines the label of $x \in \mathcal{X}$. Specifically, $\mathcal{Y} = \{0, 1\}$ is the label set with $y = 0$ indicating benign labels and $y = 1$ indicating...
malicious labels. Each element in the feature vector $x \in \mathcal{X}$ is usually binary [9], [45], [46], where 0 indicates the absence and 1, the presence of a specific feature.

Generally, adversarial examples can be generated by modifying $z \in \mathcal{Z}$ through problem-space transformations or modifying $x \in \mathcal{X}$ through feature-space perturbations. To be specific, in the problem space, the following optimization is solved [14]:

$$
\arg \min_{\mathcal{T}} \quad g_1(\psi'(z) = \mathcal{T}(z)) \quad \text{s.t.} \quad \mathcal{T}(z) \models \Gamma_Z,
$$

where $\mathcal{T}$ is a sequence of transformations that satisfy the domain constraints defined in the problem space, $\Gamma_Z$, such as preserving the malicious functionality of the malware [18]. In the feature space, the following optimization is solved [14], [16]:

$$
\arg \min_{\delta} \quad g_1(x' = x + \delta) \quad \text{s.t.} \quad \delta \models \Omega,
$$

where the perturbation vector $\delta$ must satisfy the domain constraints defined in the feature space, $\Omega$. Note that most existing work on generating feature-space adversarial examples do not consider domain constraints but instead adopt the naive norm bound [14]. In this paper, we only consider feature-addition perturbations since feature-removal perturbations may change the functionalities of the original malicious apps [16].

**Feature-Space RealAEs.** In the feature space, $x' = x + \delta$ is a RealAE if there exists at least one corresponding malware app $z'$ in the problem space (i.e., $\psi(z') = x'$) that not only bypasses malware detection but also satisfies problem-space constraints $\Gamma_Z$. Figure 1 illustrates how adversarial transformations in the problem space make adversarial perturbations in the feature space. Reconstructing $z'$ from $x'$ is not possible since $\psi$ (i.e., mapping function from $\mathcal{Z}$ to $\mathcal{X}$) is neither invertible nor differentiable [14]. However, to verify the realizability of $x'$, there is no need to directly reconstruct $z'$ from $x'$ to see if $z'$ meets the domain constraints in the problem space because satisfying the domain constraints in the feature space is sufficient. In other words, $x'$ is realizable if it meets the domain constraints in the feature space because they demonstrate Android malware properties in the feature space (cf. Section 5.3).

3.2. Domain Constraints in the Feature Space

Here we introduce our new feature-space interpretation for the four aspects of domain constraints defined in the problem space.

(a) **Available perturbations** are all adversarial perturbations $\Delta = \{\delta_1, \delta_2, \ldots, \delta_n\}$ in the feature space that ensures $x' = x + \delta_i$ meets domain constraints. Using these perturbations makes $x'$ corresponds to at least one problem-space RealAE $z'$.

Generally, an Android app contains different units (e.g., statements, functions, and classes) that provide various functionalities. As shown in Figure 2, the presence of a specific feature in the feature vector depends on the existence of the corresponding unit in the app. Moreover, the dependencies between multiple units (e.g., sendSMS API...
and \text{SEND_SMS} permission) also indicate that they offer a particular functionality (e.g., sending messages in Android apps). In the problem space, practical transformations are the ones that consider these sorts of dependencies during app modification. For instance, in the code transplantation technique used to manipulate Android apps [14], [15], [28], [29], an organ (i.e., a transformation) is extracted from a donor based on the code dependencies because an organ must include all codes associated with a certain functionality [47]. In problem space, the dependencies between units can be clarified by the System Dependency Graph [47]; however, these dependencies can be extracted from samples in the feature space. Therefore, we argue that using feature dependencies is sufficient for interpreting the domain constraints in the feature space. Specifically, according to the domain constraints defined in the problem space (i.e., preserved-semantic, robustness-to-preprocessing, and plausibility constraints), we introduce the following two sets of dependencies over the feature values in the feature space in (b) and (c).

(b) Perfect feature dependencies. Given a feature-space adversarial example \( x' = x + \delta_i \), the perturbation \( \delta_i \in \Delta \) might not satisfy domain constraints if \( \delta_i \) does not guarantee all perfect feature dependencies.

The semantic equivalence of two programs (e.g., Android apps) is undecidable [47], therefore, in the problem space, adversaries satisfy the preserved-semantics constraint by installing and running the manipulated app \( z' \) on an Android emulator and performing smoke testing to make sure that \( z' \) can be executed without crashing [14], [17], [28], [48]. Similarly, in the feature space, we should ensure that all perfect feature dependencies are extracted from an executable app also appear in \( x' \). Otherwise, if only one of the perfectly dependent features exists in \( x' \), \( z' \) might not be executable due to the lack of other dependent units.

(c) Relatively strong feature dependencies. Given a feature-space adversarial example \( x' = x + \delta_i \), the perturbation \( \delta_i \in \Delta \) might not satisfy domain constraints if each feature in \( \delta_i \) does not guarantee all relatively strong (including perfect) feature dependencies. These dependencies indicate the most dependent features for each feature.

Generally, beyond just preserving the semantics, robustness-to-preprocessing and plausibility constraints further require the adversarial example \( z'/\delta_i \) to be similar to a realizable program in the problem/feature space. For this reason, in the feature space, we should ensure that \( x' \) keeps all features relatively strongly dependent in order to achieve a similar feature representation to that of an executable Android app. Considering relatively strong feature dependencies is sufficient because they capture the most important feature dependencies. Specifically, to satisfy the robustness-to-preprocessing constraint in the problem space, it is ensured that preprocessing operators cannot remove unnecessary content (e.g., unused permissions) that has been added to \( z \) during generating \( z' \) [14]. Similarly, in the feature space, we ensure that there are no removable added features that appeared in \( x' \) by keeping the features that have a relatively strong dependency on each added feature. In other words, a specific feature \( f_i \in x' \) is considered to represent an unused unit \( u_i \in z' \) when none of its dependent features appears in \( x' \). Moreover, to satisfy the plausibility constraint in the problem space, \( z' \) is ensured to be plausible under manual inspection [14]. Similarly, in the feature space, we ensure that \( x' \) looks plausible when the feature representation is inspected.

4. Extracting Feature-Space Domain Constraints

This section introduces our learning-based method for extracting the above-defined domain constraints in the feature space. Note that the learned constraints may only approximate the true distribution of the actual data. Specifically, we simply rely on feature correlations to identify perfect feature dependencies, and a graph-based algorithm called Optimum-Path Forest (OPF) to further identify the rest of the relatively strong dependencies. OPF is a parameter-independent algorithm [34] that essentially considers feature dependencies in our problem to partition dependent features into a cluster.

4.1. Preliminaries of Optimum-Path Forest

Optimum-Path Forest (OPF) is an efficient pattern recognition algorithm based on graph theory [34]. This algorithm reduces a pattern recognition problem to the partitioning of a graph \( G = (V, E) \) derived from input dataset [49]. \( G \) is a complete weighted graph wherein the vertices \( V \) are the feature vectors in the input dataset and the edges \( E = V \times V \) are undirected arcs that connect vertices. Moreover, each edge \( e_{i,j} \in E \) is weighted based on the distance between the feature vectors of corresponding vertices \( v_i \) and \( v_j \) (i.e., \( d(v_i, v_j) \)). OPF algorithm works based on a simple hypothesis called transitive property in which the vertices belonging to the same partition are connected by a chain of adjacent vertices [49]. This algorithm requires several key vertices \( P \subset V \) called prototypes that have been found from \( V \) based on various approaches such as probability density function [50]. The OPF algorithm partitions \( G \) into different Optimum-Path Trees (OPTs), with each OPT rooted at one of the prototypes, through a competitive process among the prototypes to conquer the rest of vertices [49].

Suppose \( \pi_{v_j, v_i} = \{v_j, ..., v_k, v_i\} \) is a path from \( v_j \) to \( v_i \). In OPF algorithm, a connectivity function \( f_{\max} \), which is a smooth function, assigns a path cost to each path as follows [34]:

\[
f_{\max}(\{v_j\}) = \begin{cases} 0 & \text{if } v_j \in P \\ +\infty & \text{otherwise} \end{cases}
\]

\[
f_{\max}(\pi_{v_j, v_i}, \{v_k, v_i\}) = \max \{f_{\max}(\pi_{v_j, v_k}), d(v_k, v_i)\},
\]

(3)
where \( \pi_{v_j,v_k}(v_k,v_i) \) shows the connection of the edge \( (v_k,v_i) \) to the path \( \pi_{v_j,v_k} \). As shown in Equation (3), the path cost of \( \pi_{v_j,v_k} \) is the maximum weight of edges along the path. OPF algorithm aims to find an optimal path for each \( v_i \in V \) by minimizing \( f_{\text{max}} \) through the following cost function:

\[
C_{v_i} = \min_{\forall v_j \in P, \pi_{v_j,v_i}} \{ f_{\text{max}}(\pi_{v_j,v_i}) \}. \quad (4)
\]

In general, the complete graph \( G \) is partitioned into several OPTs by finding a path from each \( v_i \in G \) to the best prototype \( p \in P \), which provides an optimal path with the minimum path cost for \( v_i \).

4.2. Proposed Method

As depicted in Figure 3, the OPF-based method consists of the following major components to extract domain constraints \( \Gamma' = \{ \Upsilon, \Lambda \} \) where \( \Upsilon \) and \( \Lambda \) show perfect and relatively strong feature dependencies, respectively.

(i) Identification of perfect feature dependencies. We use phi coefficient [51] to measure the correlation between every pair of features because our feature space \( X \) contains binary features. The correlation between a pair of features is perfect if the coefficient between them equals 1. We create \( \Upsilon \), the set of all perfect feature dependencies based on the identified perfect correlations. Note that each \( B_i \in \Upsilon \) includes all features in \( F \) that are perfectly correlated.

(ii) Identification of relatively strong feature dependencies. Based on our explanation in Section 3.2, considering only the perfect correlations is not sufficient to satisfy all the domain constraints. For this reason, we adopt OPF to further learn other relatively strong dependencies beyond the perfect ones. The proposed version of OPF partitions \( F \) into the different groups \( A_i \) where the features that are more interdependent belong to the same cluster. As shown in Figure 3, to construct OPF, we first create a complete weighted graph \( G = (V, E) \) where \( G = F \), and \( E \) includes the edges between each pair of features \( (f_i,f_j) \) weighted by phi coefficient. Then, from each set of very strongly correlated features (i.e., \( \varphi > 0.9 \)) indicating a dense area, we randomly select one feature as a prototype. Finally, \( G \) is partitioned based on the typical method used in OPF algorithm which is slightly modified because here, the weights of edges are specified based on the phi coefficient instead of distance as in the original algorithm. More concretely, we change the path-cost function from \( f_{\text{max}} \) to \( f_{\text{min}} \), and for each \( f_a \in F \), the cost function of OPF (i.e., Equation (4)) is modified to:

\[
C_{f_a} = \max_{\forall f_p \in P, \pi_{f_p,f_a}} \{ f_{\text{min}}(\pi_{f_p,f_a}) \}, \quad (5)
\]

where \( F \) is the feature set of \( X \), \( \pi_{f_p,f_a} \) is a path from \( f_p \) to \( f_a \), and \( P \) shows the prototype set. Optimum-path trees constructed by the OPF algorithm let us determine other relatively strong correlations because an OPT includes a subset of all features in the feature space (i.e., \( A \subset F \)) where each feature \( f_a \in A \) is more dependent to other features in \( A \) as compared to the rest of features \( F \setminus A \). According to the specified OPTs, we create \( \Lambda \) which is
the set of all relatively strong feature dependencies. Each \( A_i \in \Lambda \) contains all the features in \( F \) that are relatively strongly correlated.

Note that we also demonstrate that our OPF-based identification method is better than a simple baseline that uses a fixed threshold to keep highly correlated features (see results in Section 7.4).

5. Applying Feature-Space Domain Constraints

This section demonstrates how our learned domain constraints can be applied in our defense approach to improving the robustness of ML-based Android malware detection against RealAEs. We propose a new transformation function (i.e., \( \lambda : X \rightarrow H \)) that maps each \( x \in X \) to an \( h \in H \). Suppose \( L \) and \( A_i \subset F \) indicate the dimensions (i.e., features) of the feature space \( H \) and the feature set of \( i \)-th OPT in the constructed OPF, respectively. As can be seen from Figure 4, in the proposed new feature space \( H \), for each \( A_i \), there exists a feature \( l_i \in L \) as the representative of all features in \( A_i \) to guarantee the accuracy of the detection model. This is because \( A_i \) contains interdependent features that have similar information about the target class; therefore, confirming that a feature in \( L \) is enough for representing these relevant features.

In order to determine whether a feature \( l_i \in L \) should appear in \( H \) for a sample \( x \in X \), we need an activation function that transfers the effect of input features in \( A_i \) to the output feature \( l_i \). The desired activation function should uniformly increase the probability of a feature appearing in the output as the number of features in the input increases. Moreover, this function must make sure that changing a feature \( f_j \in A_i \) cannot simply change \( l_i \) because we aim to increase the evasion costs of adversaries. In this work, we use a sigmoid activation function, which is a monotonic function, to change \( l_i \) based on the features in \( A_i \). Since the sigmoid function has \( S-Shaped Curve \) with slow growth in its initial phase [52], we expect that it can smooth the high effect of adversarial perturbations that may happen in \( A_i \) on \( l_i \). According to the proposed transformation method, the value of feature \( l_i \) in \( h = \lambda(x) \) is computed as follows:

\[
l_i = \begin{cases} 
 1 & \sigma(s) = \sum_{f_j \in A_i} c_j \cdot x_j) > 0.7 \\
 0 & \text{otherwise,} 
\end{cases}
\]  

where \( \sigma(\cdot) = \frac{1}{1 + e^{-\cdot}} \) is the sigmoid function. The \( c_j \) is the path cost of feature \( f_j \) in the constructed OPF, and \( x_j \) is the value of feature \( f_j \) in \( x \). We consider \( \sigma(c_p : x_p) \simeq 0.7 \) as a proper threshold for our activation function because we must ensure that solely modifying the key feature \( f_p \) is sufficient for changing \( l_i \), i.e., \( \sigma(c_p : x_p) > 0.7 \) with \( x_{fp} = 1 \) ensures \( c_{fp} = 1 \) without considering the rest of features in \( A_i \). Otherwise, when \( f_p \) is not changed, the adversary may have to change many other features to make \( l_i \) appear in \( h \) because of the nature of the sigmoid function. Note that although changing \( f_p \) is sufficient, an adversary has to change the features in \( A_i \) that are dependent on \( f_p \) to satisfy the domain constraints. More generally, using a moderate threshold of 0.7 is desired because a very low threshold enables the output feature to appear even with small perturbations in the input features. Alternatively, a very high threshold prevents the effect of input features from being transferred to the output.

6. Learned vs. Actual Domain Constraints

In this section, we introduce two ways to validate how our learned feature-space domain constraints can represent the domain constraints that Android malware apps should satisfy in the problem space. First, we test if incorporating feature-space RealAEs into the model training process can help mitigate problem-space RealAEs that are generated by a similar attack. Second, we test if RealAEs and unRealAEs can be distinguished based on the learned feature-space domain constraints.
6.2. Distinguishing RealAEs from unRealAEs based on learned domain constraints.

We introduce a new metric called Constraints Satisfaction Rate (CSR) to measure the ratio of the features that satisfy our learned domain constraints to all the features of a certain sample. By satisfying our learned domain constraints, we mean that one specific feature appears simultaneously with at least one of its relatively strong dependent features and all its perfectly dependent features specified in $\Lambda$ and $\Upsilon$, respectively. Note that we do not expect the feature representation of real-world apps to fully satisfy our domain constraints because as shown in Figure 5, our learned domain constraints are indeed a subset of true feature-space domain constraints. This is mainly because our domain constraints are learned from a finite set of samples that might not represent the true distribution of all Android actual apps.

7. Experimental Results

In this section, we empirically evaluate the performance of our learned domain constraints in improving the robustness of Android malware detectors against different realistic problem-space evasion attacks. All the experiments have been performed on a Debian Linux workstation with an Intel (R) Core (TM) i7-4770K, CPU 3.50 GHz, and 32 GB RAM.

7.1. Experimental Setup

Dataset. We use a public Android dataset [14] including $\approx 170K$ Android apps collected from AndroZoo [53]. In this dataset, an app is defined as malware if it is detected by 4+ VirusTotal AVs, and as a benign sample, if no AVs detect it. We randomly select $50K$ samples as the training set and $30K$ samples as the test set for Android malware detectors. Specifically, the training set, which is also used to measure the correlation of features, contains $45K$ clean and $5K$ malware samples, and the test set contains $25K$ clean and $5K$ malware samples. All the samples are represented based on a binary feature space, DREBIN [4] feature space, before being fed into the malware detectors. DREBIN feature space is the most common binary feature set in the area of Android malware and is still widely used in recent studies [14], [15], [18], [24], [29], [35]. Since DREBIN is a very high-dimensional but sparse feature space, we select 10,000 features that are present most frequently following recommendations from previous studies [16], [17].

For evaluating the adversarial robustness of different Android malware detectors, we use $1K$ malware samples considered in [29] to generate the adversarial examples.

Threat Models and Attacks. The evasion attacks considered in our experiments generate adversarial examples in various threat models. Generally, a threat model is described with three attributes:

- **Adversary’s Goal.** The goal of the adversary is to cause the Android malware detector to misclassify the adversarial (malware) example as benign.

6.1. Incorporating feature-space RealAEs to help mitigate (similar) problem-space RealAEs.

Suppose $D_m = \{(x_i, y_i)|x_i \in \mathcal{X}, y_i = 1, i = 1, \ldots, k\}$ shows a fraction of all the malware samples in the input training set $D$. We first construct an adversarial set $D'_m = \{(x'_i, y'_i)|x'_i \in \mathcal{X}, y'_i = 1, i = 1, \ldots, k\}$ where each $x'_i$ is the adversarial example of $x_i$ that is generated by using an evasion attack. Then, we use $D' = D \cup D'_m$, the mixed set that is augmented with adversarial examples, to train the ML models.

In this study, we consider the extracted meaningful feature dependencies in the evasion attack that is supposed to prepare $D'_m$ because we aim to augment $D$ with RealAEs. In fact, every adversarial perturbation $\delta$ generated by the evasion attack must satisfy not initial feature space constraints (i.e., $\delta \perp \Omega$) but also our learned feature-space domain constraints (i.e., $\delta \perp \Gamma'_\Upsilon$) because as shown in Figure 5, satisfying $\Gamma'_\Upsilon$ can make an unRealAE becomes a RealAE. Lines 3 - 11 in Algorithm 1 show how a successful adversarial example becomes realizable by adding dependent features.

---

**Algorithm 1:** Generating feature-space RealAEs.

**Input:** $x$, the feature vector of the malware app; $\text{Attack}$, the feature-space evasion attack; $\mathcal{M}$, target malware detector; $\Gamma'_\Upsilon = \{\Upsilon, \Lambda\}$, our learned domain constraints;

**Output:** $x'$, a feature-space RealAE; none, there is no adversarial example.

1. $x' \leftarrow x$.

2. if $\mathcal{M}$ classifies $x'$ as a benign sample then

3. foreach new feature $f_j$ added into $x'$ do

4. Find $\mathcal{A}_i \in \Lambda$ containing $f_j$;

5. if none of features of $\mathcal{A}_i \setminus \{f_j\}$ exists in $x'$ then

6. Randomly add one of the features of $\mathcal{A}_i \setminus \{f_j\}$ into $x'$

7. end

8. if there exists $\mathcal{B}_k \in \Upsilon$ including $f_j$ then

9. Add all features of $\mathcal{B}_k$ into $x'$

10. end

11. end

12. if $\mathcal{M}$ classifies $x'$ as a benign sample then

13. return $x'$

14. else

15. return none

16. end

17. else

18. return none

19. end

20. end
• **Adversary’s Knowledge.** The adversary may have perfect knowledge (PK), limited knowledge (LK), or zero knowledge (ZK) about the target model, including its training data, feature space, and parameters. In other words, in PK, LK, and ZK attacks, the target model is a white-, gray-, and black-box model for the adversaries, respectively.

• **Adversary’s Capability.** The Adversary can generate adversarial examples either in the feature space by perturbing feature representations of Android malware apps under feature-space constraints, or in the problem space by applying a sequence of transformations to the Android malware apps under domain constraints [14].

There are only a few studies (i.e., [14], [29], [31], [35]) that have succeeded in proposing realistic evasion attacks in the Android domain. This paper considers two realistic problem-space attacks, *PiAttack* [14] and *EvadeDroid* [29], to measure the adversarial robustness of malware detectors used in Sections 7.2 and 7.3. *PiAttack* and *EvadeDroid* transform Android apps into adversarial ones by attacking white- and black-box target malware detectors, respectively. In addition to the above attacks, a white-box feature-space attack, *PK-Feature* [16], and a gray-box feature-space attack, *Sparse-RS* [54], are considered to generate adversarial examples used in Sections 7.3 and 7.4. The details of these attacks are described as follows.

• **PiAttack** [14] generates problem-space RealAEs by applying effective transformations (i.e., code snippets called gadgets extracted from donor apps) specified by feature-space perturbations on the target model. This attack adds not only primary features to bypass malware detection but also side-effect features to meet the domain constraints. The attack was originally tested in the PK setting, but here we also test it in an LK setting where the adversarial examples transfer from a surrogate model to a target model.

• **EvadeDroid** [29] also generates problem-space realizable adversarial examples through a sequence of transformations; however, it does so by querying the target model in a ZK setting. In addition to the original ZK setting, here we also consider a more restricted setting where EvadeDroid is only allowed to query a surrogate model and then transfer the adversarial examples to the target model. Specifically, we set the query budget $Q = 10$, and $\alpha = 50\%$ (i.e., the percentage of the relative increase in the size of a malware sample after manipulation).

• **PK-Feature** [16] attack is a white-box attack that perturbs the influential features of a malware sample in each iteration until it reaches the maximum allowable perturbations (i.e., 10 in our settings). Note that the influential features are specified based on the weight parameters of the target classifier learned during training.

• **Sparse-RS** [54] attack is a gray-box attack that perturbs malware samples into AEs based on a random search. This attack queries the target model in each iteration to see the impact of the perturbed features on the classification. Note that in our settings, the maximum number of allowed perturbations is 10. Moreover, the query budget and initial decay factor (i.e., $\alpha_{init}$) are 100 and 1.6, respectively.

**Evaluation Metrics.** For evaluating the malware detectors, we consider Accuracy (Acc). Specifically, we calculate clean Acc on benign malware examples for model utility and robust Acc on adversarial malware examples for robustness. We also report the Training Time to compare the efficiency of different (robust) detectors and the average number of added features required for achieving successful adversarial examples.

7.2. Evaluation of Proposed Defense

This section aims to evaluate our robust feature space introduced in Section 5. We consider the following four ML-based Android malware detectors:

• **DREBIN-Original** [4], a well-known Android malware detector that is based on the linear Support Vector Machine (SVM). It is trained with the original DREBIN feature space.

• **Sec-SVM** [16] is the secure version of DREBIN-Original for strengthening the robustness of linear SVM against adversarial examples. Sec-SVM relies on more features, and this increases the evasion cost.

• **DREBIN-Robust** is our robust DREBIN detector trained with our new robust feature space.

• **DREBIN-FeatureSelect** is similar to DREBIN-Original but trained with a lower-dimensional feature space with the most influential features selected by the Linear SVC. It is considered to ensure the selected original features lead to the same clean accuracy as our DREBIN-Robust.

In the first experiment, we measure the robustness of malware detectors against transferable adversarial examples generated by the two attacks using DREBIN-Original as the surrogate model. We make sure that the adversarial examples are generated from the malware samples correctly detected by all four malware detectors, and the results are calculated on the successful adversarial examples for DREBIN-Original. As can be seen from Table 2, all detectors achieve similar clean accuracy. For robustness, although DREBIN-FeatureSelect achieves substantial robustness compared to DREBIN-Original with the help of feature selection [55], both DREBIN-Robust and Sec-SVM are much more robust. Specifically, our DREBIN-Robust outperforms Sec-SVM, especially for EvadeDroid. We also notice that EvadeDroid is more transferable than PiAttack. This is consistent with the previous finding that Perfect-knowledge attacks, which exploit rich gradient information, lead to low transferability due to overfitting to the surrogate model [56], [57].
of added features required by EvadeDroid for bypassing DREBIN-Robust is lower than bypassing the other detectors due to the property of EvadeDroid. Specifically, in EvadeDroid, a transformation is applied to a malware app only if it can increase the chance of generating successful adversarial examples. This leads to the difference between the number of transformations applied to the detectors (e.g., 1.00 for DREBIN-Robust vs. 2.54 for Sec-SVM). This difference indicates that most transformations are not good enough for attacking DREBIN-Robust, and consequently leads to a difference in the number of added features.

7.3. Evaluating Our Learned Domain Constraints

In this subsection, we validate the utility of our learned domain constraints for representing Android malware properties. Specifically, we conduct two experiments, with the first one to test if incorporating our feature-space RealAEs can help mitigate (similar) problem-space RealAEs and the second one to distinguish realizable AEs from unrealizable AEs based on our learned domain constraints.

Incorporating our feature-space RealAEs can help mitigate (similar) problem-space RealAEs. We augment our initial training data with adversarial examples generated by different problem-space and feature-space attacks. Specifically, we use two feature-space attacks, PK-Feature and Sparse-RS, which are similar to the two problem-space attacks, PiAttack and EvadeDroid, respectively, under our domain constraints. As a comparison, we also consider AT-PK-Feature-un and AT-Sparse-RS-un, which are respectively similar to AT-PK-Feature and AT-Sparse-RS but without the use of our domain constraints. Table 4 illustrates the results. We make sure that the adversarial examples are generated from the malware samples correctly detected by all eight augmented malware detectors, and the robust accuracy is calculated only on the successful transferable adversarial examples.

As shown in Table 4, AT-PK-Feature/AT-Sparse-RS outperforms AT-PK-Feature-un/AT-Sparse-RS-un in mitigating PiAttack/EvadeDroid. We can also observe that when the attacks for augmentation and evaluation are not similar, the data augmentation may not work. In addition, we show that using more examples for augmentation yields higher mitigation performance. This might be explained by the fact that using more examples increases the chance of having more similar adversarial examples to the ones generated by the PiAttack and EvadeDroid. Note that the ~10K adversarial examples are generated from 500 randomly selected malware samples. We can also observe that retraining our AT-PK-Feature model is 492× faster than retraining AT-PiAttack. This is due to the fact that generating a feature-space RealAE costs 0.22 seconds while generating a problem-space RealAE costs 110.53 seconds. This efficiency suggests the great potential of using feature-space RealAEs in improving adversarial robustness through adversarial training.

Table 5 further reports the setting of directly attacking each detector (instead of transferring from DREBIN-

---

**Figure 6.** The evasion success rates of PiAttack [14] against different DREBIN detectors when varying the number of added features.
TABLE 4. The performance of different DREBIN detectors in terms of re-training time (s), and clean and robust accuracy (%). RealAEs are transferred from DREBIN-Original. “*” means both the surrogate and target models are DREBIN-Original. The best performance of three trials is reported.

| Model                | Number of AEs | Re-training Time (s) | Clean Acc | Robust Acc (PiAttack) | Robust Acc (EvadeDroid) |
|----------------------|---------------|----------------------|-----------|-----------------------|-------------------------|
| DREBIN-Original      | N/A           | N/A                  | 96.71     | 0*                    | 26.84*                  |
| AT-PiAttacks         | 500           | 110,543.78           | 96.64     | 100                   | 13.86                   |
| AT-PK-Feature (ours) | 500           | 224.38               | 96.68     | 32.98                 | 2.45                    |
| AT-PK-Feature-un     | 500           | 187.76               | 96.65     | 20.57                 | 5.78                    |
| AT-PK-Feature (ours) | ≈ 10K         | 1,559.25             | 96.70     | 78.84                 | 2.46                    |
| AT-PK-Feature-un     | ≈ 10K         | 952.34               | 96.62     | 30.81                 | 3.16                    |
| AT-EvadeDroid        | 500           | 141,820.14           | 96.66     | 0                     | 100                     |
| AT-Sparse-RS (ours)  | 500           | 900.99               | 96.61     | 0                     | 19.65                   |
| AT-Sparse-RS-un      | 500           | 834.22               | 96.59     | 0                     | 17.37                   |
| AT-Sparse-RS (ours)  | ≈ 10K         | 9,674.14             | 96.52     | 2.60                  | 48.95                   |
| AT-Sparse-RS-un      | ≈ 10K         | 8,794.15             | 96.54     | 0                     | 38.77                   |

TABLE 5. The robustness of different augmented DREBINs against adversarial examples that generated directly on themselves in terms of Accuracy and Number of added Features (NoF). AT-PiAttack, AT-PK-Feature, and AT-PK-Feature-un are attacked by PiAttack, while AT-EvadeDroid, AT-Sparse-RS, and AT-Sparse-RS-un are attacked by EvadeDroid. The best performance of three trials is reported.

| Model             | Robust Acc (%) | NoF |
|-------------------|----------------|-----|
| AT-PiAttacks      | 3.40           | 32.78 |
| AT-PK-Feature (ours) | 80.8          | 127.12 |
| AT-PK-Feature-un  | 50.2           | 111.44 |
| AT-EvadeDroid     | 100            | N/A |
| AT-Sparse-RS (ours) | 45.73         | 66.19 |
| AT-Sparse-RS-un   | 39.84          | 65.15 |

TABLE 6. The specifications of 5 randomly selected Android malware apps in terms of Number of added Features (NoF).

| Model             | NoF by PiAttack | NoF by EvadeDroid | NoF by PK-Feature | NoF by Sparse-RS |
|-------------------|-----------------|-------------------|-------------------|------------------|
| App 1             | 5               | 38                | 3                 | 8                |
| App 2             | 4               | 45                | 4                 | 8                |
| App 3             | 4               | 96                | 4                 | 8                |
| App 4             | 4               | 118               | 4                 | 8                |
| App 5             | 4               | 52                | 4                 | 8                |

Our learned domain constraints are potentially useful to distinguish RealAEs from unRealAEs. We first demonstrate how the added features in adversarial examples generated by different attacks on the original DREBIN can satisfy our learned domain constraints. Specifically, we consider four attacks, i.e., the domain-constraint-aware attacks, Pi-Attack and EvadeDroid, and the domain-constraint-agnostic attacks, PK-Feature and Sparse-RS [54]. We calculate the constraint satisfaction rate (CSR) for 5 randomly selected malware apps and Figure 7 reports the results. As can be seen, the adversarial features added by PiAttack and EvadeDroid can better satisfy our learned domain constraints than the PK-Feature attack (on average, 66% and 75.94% vs. 5% and 2.5%). The high CSR results confirm that the feature dependencies learned by our new method can well represent the (problem-space) domain constraints. We expect that learning with a larger amount of data would further improve the results. It can also be observed that CSR of PiAttack is sometimes lower than EvadeDroid. This might be explained by the fact that the number of features added by PiAttack is considerably lower than EvadeDroid, and so each new feature has a higher impact on CSR than EvadeDroid (cf. Table 6).

The above observation suggests that it is possible to differentiate RealAEs from unRealAEs based on a CSR threshold. Specifically, we consider the AEs above this CSR threshold as RealAEs and otherwise unRealAEs. Here we calculate the CSR for each example based on all its features.

Figure 7. Comparison of 5 randomly selected adversarial examples generated by the domain-constraint-aware attacks, PiAttack and EvadeDroid, and the domain-constraint-agnostic attacks, PK-Feature and Sparse-RS, in satisfying our learned domain constraints.
Figure 8. Differentiating RealAEs (PiAttack/EvadeDroid) from unRealAEs (PK-Feature/Sparse-RS) based on our learned domain constraints.

rather than only the added adversarial features because, in practice, it is not known which of all features are added by an attack. Figure 8 shows the results with varied CSR thresholds. As can be seen, the CSR threshold should be high enough to differentiate RealAEs from unRealAEs. However, the CSR should not be set too high because our learned domain constraints cannot perfectly represent the actual domain constraints. It is worth noting that in our case, the number of added adversarial features is small for all attacks compared to the total features in the samples. However, the more added features, the larger the difference between RealAEs and unRealAEs. This is because only features added in unRealAEs do not satisfy domain constraints but both the original features and features added in RealAEs satisfy domain constraints.

7.4. Evaluating Our OPF-based Method

In this experiment, we aim to validate the ability of OPF in extracting meaningful feature dependencies. We compare the proposed OPF-based approach with a straightforward baseline method that is based on threshold clustering (TC). For a specific feature \( f_n \), TC only maintains its top-N dependent features. Here we specifically compare the adversarial robustness of DREBIN augmented with adversarial examples generated by a new attack called PK-Feature-Ideal, when OPF- or TC-based approaches is used to make adversarial examples realizable. Note that PK-Feature-Ideal is indeed PK-Feature attack under our learned domain constraints and with additional knowledge about the primary features added by PiAttack to generate adversarial examples. This ideal case leads to a better comparison of the performances of OPF- and TC-based methods as the generated adversarial examples will very similar to those generated by PiAttack. Table 7 shows that the clean accuracy for the two detectors is similar. For robustness, although using the TC method (with Top-80) also leads to a substantial robust accuracy (69.39%), using our OPF is 13.28% better. It is also worth noting that the TC method requires careful tuning (e.g., by linear search) of the hyperparameter N to achieve the best performance but our OPF does not.

7.5. Discussion

In order to improve the adversarial robustness of malware detection, it is necessary to provide a realistic view of the vulnerabilities of ML models against RealAEs, which are generated under domain constraints of malware programs [15]. The experimental results have demonstrated the general effectiveness of our features-space solution in strengthening the robustness of the detector. Here we further discuss its advantage from two main aspects: practicality and generalizability.

Practicality. The results reported in Section 7.3 clearly show the practicality of our approach in real scenarios where defenders need to retrain large ML models. For instance, as shown in Table 4, the training time of AT-PK-Feature is \( 492 \times \) faster than AT-PiAttack. This remarkable improvement is due to the fact that our approach directly works in the feature space without the time-consuming generation of problem-space adversarial examples. Moreover, the inefficiency of AT-PiAttack and AT-EvadeDroid also limits the quantity of effective adversarial examples generated in practice.

Generalizability. Our feature-space RealAEs also lead to high generalizability. For instance, in our adversarially-retrained detector, AT-PK-Attack, we can simply generate \( \approx 10K \) different variants of adversarial examples from only 500 malware apps to cover more adversarial perturbations that might be generated by the adversaries. In contrast, problem-space realizable adversarial examples have limitations because they rely on specific problem-space transformations [20], [28], [32].


8. Limitations and Future Work

While extensive experiments have demonstrated the effectiveness of our new approach, there are limitations that need further investigation. First, it is worth exploring how the proposed approach can be applied to more complex feature spaces beyond the current binary space. This paper demonstrates the performance of our approach in understanding and learning Android malware properties in a binary feature space, DREBIN; however, our defined feature dependencies might not be able to apply for complex feature spaces considered in some malware detectors (e.g., [3], [31]). For instance, MaMaDroid [3] is an Android malware detector that uses continuous features derived from a Markov chain modeling built on Android API calls. The introduced types of feature dependencies that are used to capture Android malware properties seem ineffective in specifying the problem-space constraints for MaMaDroid. Working on complex mathematical feature dependencies (e.g., range, minimum, and maximum of feature values) that might be relevant to the domain constraints can be a proper way for addressing this limitation.

Second, like any data-driven technique, our approach may also be potentially biased to the specific training data. The proposed problem-space learning technique follows a purely data-driven technique for determining domain constraints in the feature space. Obviously, only working with data is risky because data might be inaccurate and incomplete. For instance, the purely data-driven approaches might intensify the concept drift issue [58], which is a common challenge in ML context. Here, we empirically illustrate this limitation by testing the DREBIN-Original, Sec-SVM, and DREBIN-Robust on 15K (13K clean and 2K malware) newly collected Android apps from AndroZoo. These new samples have been released in the recent three years (i.e., 2020-2022). As can be seen from Table 8, all new results change by a certain degree compared to the old results, indicating the existence of concept drift. Specifically, in terms of accuracy, DREBIN-Original, Sec-SVM, and DREBIN-Robust are degraded but DREBIN-FeatureSelect is improved.

Third, incorporating domain knowledge could further improve our approach. In this study, not only the quality of data but also the effectiveness of the proposed problem-space learning method affect the identification of the meaningful feature dependencies. Domain knowledge is a rich resource that can improve the proposed approach; however, a key question is how the knowledge of domain experts can be used for specifying problem-space constraints in the feature space. It seems domain knowledge can make feature-dependency searching more precise; therefore, an interesting avenue for future study is employing the domain knowledge to complement the data-driven approaches to finding feature dependencies.

9. Conclusion

In this paper, we have provided a new approach to strengthening the robustness of ML-based Android malware detection based on crafting feature-space RealAEs. Specifically, we present a new interpretation of domain constraints in the feature space by exploiting meaningful feature dependencies. We not only consider statistical correlations but also adopt OPF to extract such dependencies and apply them to a novel defense technique, which is based on constructing a robust feature representation. The empirical results show the general effectiveness of our new approach in strengthening the robustness of Android malware detection. In particular, we demonstrate that generating our novel feature-space RealAEs are more efficient than problem-space RealAEs.
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