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ABSTRACT

Ensemble approaches are commonly used techniques to improving a system by combining multiple model predictions. Additionally these schemes allow the uncertainty, as well as the source of the uncertainty, to be derived for the prediction. Unfortunately these benefits come at a computational and memory cost. To address this problem, ensemble distillation (EnD) and more recently ensemble distribution distillation (EnDD) have been proposed that compress the ensemble into a single model, representing either the ensemble average prediction or prediction distribution respectively. This paper examines the application of both these distillation approaches to a sequence prediction task, grammatical error correction (GEC). This is an important application area for language learning tasks as it can yield highly useful feedback to the learner. It is, however, more challenging than the standard tasks investigated for distillation as the prediction on both the input sequence and the generated output history for the word. The performance of both EnD and EnDD are evaluated on both publicly available GEC tasks as well as a spoken language task.

Index Terms— Ensemble, Distribution Distillation, Dirichlet, Transformer, Grammatical Error Correction

1. INTRODUCTION

Knowledge distillation (KD) is a general approach in machine learning where predictions from a more complex model are modelled by a simpler model, or an ensemble of models represented by a single model [1]. The aim is to reduce the computational cost and memory requirements for deployment. It has been applied successfully in many domains in deep learning, such as object detection [2], natural language processing [3, 4], acoustic models [5, 6], and also in adversarial defense [7]. This paper focuses on applying ensemble distillation approaches for sequence to sequence tasks, in this case grammatical error correction (GEC).

Deep ensembles generally perform better than single models, with the added benefit of providing measures of prediction uncertainty [8, 9]. Unfortunately these benefits come at the cost of higher computational power and memory. To address this problem, ensembles can be distilled into a single model. Normally, distillation results in information about the uncertainty in the distilled model’s prediction being lost [10]. One approach to maintaining these uncertainty measures after ensemble distillation is Ensemble Distribution Distillation [11]. Here the distilled student models the distribution of the categorical predictions from the ensemble, allowing it to retain more information about its teacher ensemble. Usually a Dirichlet distribution is used for the distribution over categorical distributions. This model can be challenging to train as the student model is required to represent significantly more information from the teacher ensemble than the standard, cross-entropy based, ensemble distillation [11]. If the distilled model is well trained, however, it should efficiently yield good results and enable, for example, detecting whether inputs are in or out-of-distribution, and yield insight into why a prediction is (un)reliable [11, 10, 12].

This paper examines distillation approaches for sequence to sequence tasks such as machine translation and grammatical error correction. For these tasks the inference computational cost is significantly larger than “static” tasks, as the decoding process must combine the sequence predictions from each individual in the ensemble [3, 4]. Distillation schemes already exist which tackle the problem of reducing an ensemble, to save resources while also maintaining performance. Distribution distillation methods however, have not been explored for sequence models [4, 5]. This distribution distillation would enable efficient uncertainty measures for tasks such as speech-to-text systems and neural machine translation. The application area explored here is GEC [6]. The aim is to extend previous work on uncertainty for spoken language assessment [15, 16] to the problem of providing feedback to the learner, and one challenge for general GEC systems is the difference between acceptable grammar for written and spoken English.

Initially, standard distillation approach for sequence-to-sequence models, in particular auto-regressive sequence-to-sequence, are described. Note rather than modelling the (approximate) sequence posterior as in [3, 4], this work models the token-level (word) posterior as this enables a simple extension to distribution distillation for this form of model, and can be efficiently used to derive uncertainty measures [14]. The challenges of applying distribution distillation are then discussed, building on top of the work done in [11]. Two possible optimisation approaches for ensemble distribution distillation are described, as well combining standard distillation and distribution distillation models together. These approaches are all evaluated on the task of performing grammatical error correction, on both written data, where the training and test data are from the same domain, and speech data where there is a mismatch. Uncertainty performance is assessed on these tasks, and compared to rejection based on the manual, reference, corrections.

2. ENSEMBLE DISTRIBUTION DISTILLATION

Knowledge and distribution distillation are motivated by the need for high performance systems with low memory, power, and time requirements, whilst also yielding uncertainty measures [10, 11, 13, 14, 17]. There are many ways in which this can be achieved: here we will present work on knowledge distillation and distribution distillation. In this section, we will focus on static models, which are used for image classification [10] and spoken language assessment [12]. A teacher ensemble is represented by a set of parameters
\{\theta^{(m)}\}_{m=1}^{M}, \text{ and the parameters of the standard and distribution distilled students will be represented by } \phi \text{ and } \lambda, \text{ respectively (to signify a fundamental difference). Assuming that the teacher ensemble are drawn from the posterior } P(\theta|D), \text{ then: }

\begin{align*}
P(y|x; \theta^{(m)}) &= P(y|\pi^{(m)}), \quad \pi^{(m)} = f(x; \theta^{(m)})
\end{align*}

where } \pi, \text{ represents the probability } P(y = \omega_i) \text{ and } x \text{ is the input. The set of categoricals } \{\pi^{(m)}\}_{m=1}^{M} \text{ can then be used to train new students. In standard distillation } [11], \text{ a student } \phi \text{ is trained to emulate the predictive distribution by minimising: }

\begin{align*}
\mathcal{L}(\phi) &= KL\left(\frac{1}{M} \sum_{m=1}^{M} \pi^{(m)} \right) \left\| P(y|x; \phi) \right\|
\end{align*}

This method essentially aims to let the student predict the mean of the teacher while information about the spread (or disagreement) between members of the ensemble is lost. This means that although distillation can significantly improve memory and power consumption, the uncertainty metrics will be lost.

Instead, following [11], we let a new student model } \lambda \text{ predict the parameters } \alpha \text{ of a Dirichlet distribution } Dir(\cdot; \alpha):

\begin{align*}
P(\pi|x; \lambda) &= Dir(\pi; \alpha), \quad \alpha = f(x; \lambda), \quad \alpha_0 = 1^T \alpha
\end{align*}

The Dirichlet is a distribution over categoricals, and can encapsulate information about the uncertainty and spread in the parameters } \{\pi^{(m)}\}_{m=1}^{M}. \text{ The training can then be based on negative log-likelihood (NLL):}

\begin{align*}
\mathcal{L}(\lambda) &= -\frac{1}{M} \sum_{m=1}^{M} \ln \left( Dir(\pi^{(m)}; \alpha) \right)
\end{align*}

Now it is possible to quantify uncertainty in the prediction. Three measures of uncertainty, and their associated source, are used in this work: total, expected data and knowledge uncertainty. These are related by [13, 19]:

\begin{align*}
\mathcal{L}_y[y, \pi|x, \lambda] &= H[P(y|x; \lambda)] - \mathbb{E}_{P(\pi|x, \lambda)}[H[P(y|\pi)]] \tag{1}
\end{align*}

These uncertainties have different properties depending on whether the input, } x, \text{ is in the same or different domain (distribution) to the training set. If } x \text{ is in-domain (ID), the ensemble members should return consistent predictions, giving low expected data uncertainty (DU). If } x \text{ is out-of-domain (OOD), the members will generate inconsistent predictions giving high total uncertainty (TU) [20, 21, 22].}

### 3. SEQUENCE ENSEMBLE DISTILLATION

Applying both standard and distribution distillation to sequence models adds another layer of complexity. This section covers token-level distillation schemes, as these allow uncertainties for individual tokens, words, as well as being combined to yield sequence-level uncertainties [14]. Extending the notation in the previous section to sequence-to-sequence models, the pair } (x, y) \text{ denotes the input-output reference sequence pair, and when necessary, } \tilde{y} \text{ represents the corresponding predicted sequence for } x. \text{ The teacher ensemble } \{\theta^{(m)}\}_{m=1}^{M} \text{ now makes predictions by taking expectations over the following ensemble member predictions:}

\begin{align*}
P(y|y_{<l}, x; \theta^{(m)}) &= P(y|\pi_{<l}^{(m)}), \quad \pi_{<l}^{(m)} = f(y_{<l}, x; \theta^{(m)})
\end{align*}

and students are instead trained on the set } \{\pi_{<l}^{(1:M)}\}_{l=1}^{L}. \text{ For a discussion of alternative approaches to ensemble predictions based on sequences see [14].}

### 3.1. Ensemble Distillation

For sequence models, distillation can be performed in multiple ways [13, 23]. The approach adopted in this work is token-level knowledge distillation, and is one of the simplest methods. The teacher and student } \phi \text{ use the same reference back-history } y_{<l} (\text{teacher-forcing}) \text{ and input } x. \text{ The KL-divergence between the ensemble and student token-level categorical distributions is then minimised:}

\begin{align*}
\mathcal{L}(\phi) &= \frac{1}{L} \sum_{l=1}^{L} KL\left(\frac{1}{M} \sum_{m=1}^{M} \pi_{<l}^{(m)} \right) \left\| P(y|y_{<l}, x; \phi) \right\|
\end{align*}

Extending distribution distillation described in the previous section, this section introduces distribution distillation for sequence models. For token-level distribution distillation, the student with parameters } \lambda \text{ predicts the Dirichlet distribution with parameters } \alpha_l \text{ for the } l\text{-th token:}

\begin{align*}
P(\pi|y_{<l}, x; \lambda) &= Dir(\pi; \alpha_l), \quad \alpha_l = f(y_{<l}, x; \lambda)
\end{align*}

Given } \{\pi_{<l}^{(1:M)}\}_{l=1}^{L} \text{ from the sequence ensemble, the distribution distilled model can be trained using negative log-likelihood (NLL):}

\begin{align*}
\mathcal{L}(\lambda) &= -\frac{1}{ML} \sum_{l=1}^{L} \sum_{m=1}^{M} \ln \left( Dir(\pi_{<l}^{(m)}; \alpha_l) \right)
\end{align*}

Eq. (3) optimizes the parameters of the distribution distilled model directly from the ensemble predictions for each time instance. Though this yields an appropriate criterion to find } \lambda, \text{ predicting the distribution over the ensemble members for all back-histories, it may be very challenging to optimise the network parameters. To simplify this optimization, a two stage approach may be adopted. First, the predictions of the ensemble for each back-history is modelled by a Dirichlet distribution with parameters } \tilde{\alpha}_l \text{ where}

\begin{align*}
\tilde{\alpha}_l = \arg \max_{\alpha} \left\{ \frac{1}{M} \sum_{m=1}^{M} \ln \left( Dir(\pi_{<l}^{(m)}; \alpha) \right) \right\}
\end{align*}

The distribution distillation parameters are now trained to minimize the KL-divergence between this ensemble Dirichlet and the predicted distilled Dirichlet:

\begin{align*}
\mathcal{L}(\lambda) &= \frac{1}{L} \sum_{l=1}^{L} KL\left( Dir(\pi_l; \tilde{\alpha}_l) \right) \left\| Dir(\pi_l; \alpha_l) \right\|
\end{align*}

This has the same general form as eq. (2) but is based on the KL-divergence between distributions of distributions, rather than just the expected posterior distribution based on the ensemble.

Once a distribution distilled sequence model has been obtained, the probability of predicting class } c \text{ is then:

\begin{align*}
P(y = \omega_c|y_{<l}, x; \lambda) &= \mathbb{E}_{P(\pi|y_{<l}, x; \lambda)}[P(y = \omega_c|\pi)] = \frac{\alpha_{c,0}}{\alpha_{0,0}}
\end{align*}

as would be expected when the student parametrises a Dirichlet. This shows that achieving sequence based distribution distillation is a straightforward generalization of both ensemble distribution and sequence distillation.

Both eq. (3) and (4) result in viable objectives for obtaining a distribution distilled sequence model } \lambda, \text{ and from which uncertainty metrics can be derived. Instead of calculating entropy over the classes as in eq. (1), uncertainties for sequence models have to enumerate all possible sequences } y \in \mathcal{Y}. \text{ Let } \Pi = \{\pi\}_{l=1}^{L} \text{ be the}
sequence of categorical distributions from which the sequence $y$ is generated:

$$P(\Pi|x; \lambda) = \prod_{l=1}^{L} \text{Dir}(\pi_l; \alpha_l), \quad P(y|\Pi) = \prod_{l=1}^{L} P(y|\pi_l)$$

The sequence uncertainties for the student $\lambda$ can be expressed as:

$$\mathcal{L}[y, \Pi|x; \lambda] = \mathcal{H}[P(y|x; \lambda)] - \mathbb{E}_{P(\Pi|x, \lambda)}[\mathcal{H}[P(y|\Pi)]]$$

(5)

However, as noted in [13], calculating the uncertainties require the intractable computation of enumerating all $y \in \mathcal{Y}$. Instead the same approximations made in [14] will be utilized here. Given $S$ sampled sequences: $\forall y_{\lambda}^{(s)} \subseteq y^{(s)} \sim P(y|x; \lambda)$, the following Monte-Carlo approximations can be made:

$$\mathcal{H}[P(y|x; \lambda)] \approx \frac{1}{S} \sum_{s=1}^{S} \mathcal{H}[P(y_{\lambda}^{(s)}|x; \lambda)]$$

(6)

$$\mathbb{E}_{P(\Pi|x, \lambda)}[\mathcal{H}[P(y|\Pi)]] \approx \frac{1}{S} \sum_{s=1}^{S} \mathbb{E}_{P(\pi_{\lambda}^{(s)}|x, \lambda)}[\mathcal{H}[P(y|\pi)]]$$

(7)

The sequence-level uncertainties, or rates, in [14] may be obtained by normalising the quantities in eqs. (6) and (7) by the sequence length.

3.2. Guided Uncertainty Approach

Training distribution distilled models can be significantly harder than training to standard distillation. Hence, a two model approach will also be explored. This is based on the observation that the distribution distilled model tends to have high Spearman’s rank correlation with the ensemble predicted uncertainties in teacher-forcing mode used in training. In contrast, evaluating the model in free-run decoding, so predictions are based on $\hat{y}_{\lambda} \subset y$, the same consistency between the model and the ensemble was not observed. To address this, the distribution distilled model was fed the back-hisory from the distilled model, as the distilled model was found to be less sensitive to the teacher-forcing and free-running mismatch.

Assuming we have a distilled model $\phi$ obtained from eq. (2), and a distribution distilled model $\lambda$ obtained from either eq. (4) or (6), one can then perform free-run decoding according to:

$$\tilde{\pi}_l = f(\hat{y}_{\lambda}^{(l)}, x; \phi); \quad \hat{y}_{\lambda} \sim P(y|\hat{y}_{\lambda}, x; \phi)$$

$$\tilde{\alpha}_l = f(\hat{y}_{\lambda}^{(l)}, x; \lambda)$$

The distilled model $\phi$ is used to predict the output sequence, which then guides the second model $\lambda$ to return higher quality uncertainties that can be derived from $\{\tilde{\alpha}_l\}_{l=1}^{L}$. Although this method (referred to as guided uncertainty approach; GUA) does not yield the same efficiency as standard distribution distillation, it ensures that the best attributes of $\phi$ and $\lambda$ are maintained in testing.

4. EXPERIMENTAL EVALUATION

4.1. Data and Experimental Setup

The data used in this paper is the same as those described in [24]. This data has been manually annotated with grammatical errors and corrections. The training set and FCE (a specific test set) have been taken from the Cambridge Learner Corpus [25] and includes written exams of candidates with different L1 languages. The FCE test set is a held-out subset of the corpus and therefore, in-domain (ID) with the training data. NICT-JLE [26] is a public speech corpus based on non-native speech. Only manual transcriptions of these interviews involving Japanese learners are available, along with the grammatical corrections. No audio is available. BULATS [27] is a corpus based on a free speaking business English test, where candidates were prompted for responses up to 1 minute. Both manual (BLT) and ASR (BLT) transcriptions were used, the average ASR WER for this data was 19.5% (see [29] for details). The candidates are drawn from 6 L1s and span the full range of proficiencies in English. These sets are out-of-domain (OOD) and will be used to test the performance of any uncertainties derived from distribution distilled models and ensembles, see Table (1).

| Set     | Train | FCE | NICT | BLT | BLT | BLT_C |
|---------|-------|-----|------|-----|-----|-------|
| # of Sentences | 1.8M | 2.7K | 21.1K | 3.7K | 3.6K |
| Ave. Length | 13.4 | 14.0 | 6.6 | 16.6 | 16.7 |
| Domain | Ref. | ID | OOD | OOD | OOD |

Table 1: Number of sentences, mean sentence length, and domain.
a dataset level [33]. System performance will be evaluated using relative area under the curve $\text{AUC}_{\text{R}}$, as defined by:

$$\text{AUC}_{\text{R}} = \frac{\text{AUC} - \text{AUC}_{\text{random}}}{\text{AUC}_{\text{manual}} - \text{AUC}_{\text{random}}} \tag{8}$$

following the same reasoning as in [34] to simplify comparison between metrics; $\text{AUC}_{\text{random}}$ refers to fully random rejection. Finally GLEU performance will also be reported at 10% rejection.

4.2. Results

Table 2 shows the GLEU performance of a range of different models. As expected the ensemble performs best, showing performance gains over the individual ensemble members. Distilling the ensemble, using eq. (2), again yielded performance gains over the individual ensemble members, though not to the same level as the original ensemble but at reduced memory and computational cost. Secondly, the table also shows the performance of distribution distilled models. The simplified training using KL-divergence, eq. (4), outperforms NLL, eq. (3), though neither matches the average performance of the ensemble members. This illustrates the challenges in training sequence ensemble distribution distillation models. As the KL model performed better, it will be used as the uncertainty model in GUA, though both the NLL and KL based models yielded high Spearman rank correlation coefficient with the ensemble uncertainty measures. The same trend can be seen for both the in-domain data (FCE) and the out-of-domain data.

Table 3 shows the average word-level uncertainties predicted for two datasets, FCE and the most mismatched BLT$_{asr}$. The guided model approach behaves similarly to the ensemble. High knowledge uncertainty (KU) is, according to theory, an indication of a sample being OOD and in this case as expected KU is higher for BLT$_{asr}$—an out-of-domain test set. Furthermore, it can be seen that all uncertainties for BLT$_{asr}$ are higher than FCE across both models.

Table 4 shows relative AUC ($\text{AUC}_{\text{R}}$) for FCE and BLT$_{asr}$, as well as mix of the two which assess whether the uncertainty measures can detect the more challenging OOD speech data. It is interesting that as a baseline simply using the length of the of the output sequence (Length) is a good baseline, as longer sentences will tend to have more complex grammatical structure and opportunity for mistakes. KU performs best in rejecting challenging inputs, for both the ensemble and GUA, outperforming simple length selection for all conditions.

Table 5 shows the performance when a fixed percentage, 10%, is "rejected" and manually corrected. These results can be compared to the baseline numbers in Table 2, showing significant gains from rejecting 10% of the data. Similar trends to that shown in Table 2 can be seen, KU generally yields the best performance, outperforming the baseline length approach in all conditions. GUA yields similar performance to the original ensemble, but at reduced memory and computational costs.

5. CONCLUSION

This work describes the application of ensemble distillation approaches to sequence data. Two forms of distillation are discussed: standard distillation where the distilled model predicts the ensemble mean; and distribution distillation where the distribution over the ensemble predictions is modelled. Though more challenging to train, ensemble distribution distillation yields both an ensemble prediction and uncertainty measures associated with prediction which allows, for example, more challenging predictions to be manually corrected.

The approaches were evaluated on grammatical error correction tasks using data either matched to the written training data, or mismatched speech data. Standard distillation was found to work well for sequence distillation, but distribution distillation acting alone did not yield good performance. By the combining the predictions from standard distillation with the uncertainty predictions of distribution distillation, both good performance and uncertainty measures could be obtained, with reduced computational memory costs compared to the original ensemble.

Future work will examine: improved optimisation approaches and approximations for sequence ensemble distribution distillation; and alternative uncertainty criteria described in [14].
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