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Abstract—In multi-access edge computing (MEC), most existing task software caching works focus on statically caching data at the network edge, which may hardly preserve high reusability due to the time-varying user requests in practice. To this end, this work considers dynamic task software caching at the MEC server to assist users’ task execution. Specifically, we formulate a joint task software caching update (TSCU) and computation offloading (COMO) problem to minimize users’ energy consumption while guaranteeing delay constraints, where the limited cache size and computation capability of the MEC server, as well as the time-varying task demand of users are investigated. This problem is proved to be non-deterministic polynomial-time hard, so we transform it into two sub-problems according to their temporal correlations, i.e., the real-time COMO problem and the Markov decision process-based TSCU problem. We first model the COMO problem as a multi-user game and propose a decentralized algorithm to address its Nash equilibrium solution. We then propose a double deep Q-network (DDQN)-based method to solve the TSCU policy. To reduce the computation complexity and convergence time, we provide a new design for the deep neural network (DNN) in DDQN, named state coding and action aggregation (SCAA). In SCAA-DNN, we introduce a dropout mechanism in the input layer to code users’ activity states. Additionally, at the output layer, we devise a two-layer architecture to dynamically aggregate caching actions, which is able to solve the huge state-action space problem. Simulation results show that the proposed solution outperforms existing schemes, saving over 12% energy, and converges with fewer training episodes.
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I. INTRODUCTION

WITh the development of wireless communications and the proliferation of smart end devices, a large number of computation-intensive applications have emerged to bring powerful functions and ultimate experience to users, such as augmented reality, object recognition, interactive gaming, speech recognition, and natural language processing [1]. These applications require massive computational resources and energy. However, the limited computing capability and battery capacity of the mobile devices are generally difficult to meet the computation requirements while executing these applications [2]. To cope with it, multi-access edge computing (MEC) has attracted significant attention in industry and academia. MEC deploys cloud-computing capabilities and storage resources within the network edge near to users, such as base stations (BS) and access points (AP) [3]. It allows mobile users to offload their computation tasks to the network edge with higher computation capability.

A. Related Works

From the users’ perspective, a critical application regarding the MEC is computation offloading (COMO) which is able to save energy and/or speed up the process of computation [4]. Emerging research towards this direction mainly focus on the joint optimization of the resource allocation and COMO policies. The authors in [5] developed an online binary task offloading algorithm to reduce task execution delay in a cellular MEC system. In [6], the authors proposed a task offloading and computing resource allocation approach by considering the heterogeneity in the latency requirements of different tasks. The authors in [7] optimized a partial offloading policy in a unmanned aerial vehicle-enabled MEC system to minimizing the task computing delay of clients. [8] studied a joint partial task offloading, computation resource, and radio resource allocation problem to maximize the task computing energy efficiency. In [9], the authors investigated an energy consumption minimization problem subject to the latency requirement by optimizing task offloading ratio, transmission power, and subcarrier & computing resource allocation.

Computing a task requires both the user task data as the input parameters and the corresponding code/task software that processes it. Take face recognition as an example; if a mobile phone needs to identify whether a person is a legitimate user, it takes a photo (input parameters) and uses it as the input data of the face recognition software. After computing, the software output whether the person is a legitimate user, namely computing results. Existing literature on computation offloading can be classified into two main scenarios: 1) The MEC server has unlimited storage space that can store all...
task software for users [10], [11]. In this case, users only need to transmit input parameters to the MEC server for task execution; and 2) The cache size of the MEC server is limited and hence the server fails to cache all task software. Users need to upload both task software and input parameters under this scenario [12], [13], [14], [15]. Since the second scenario can be used to characterize most applications in MEC, we consider the second scenario in this work. The data uploading process and task execution process will generate substantial energy consumption and delay. To improve the computing performance of MEC, caching task computing results at the MEC server has been identified to reduce the frequency of repeated data transmission and task computations [16]. It proactively caches some task computing results that may be reused in future task execution [17], [18]. Although the task computing results caching technique can reduce task execution delay and energy consumption to a certain degree, it is impractical since the task computing results are hardly reusable. In general, computation tasks consist of input parameters and the corresponding task software. The task software is fixed and it can output different computation results under different input parameters. To improve the reusability of cached data, the task software caching technique was proposed to cache the task software at the MEC server to assist the COMO.

Specifically, in our previous work [14], [19], [20], we integrated the task program caching mechanism into the COMO technique and designed a model-based task program caching algorithm to minimize the average energy consumption or latency for all time slots. The authors in [15] investigated a single MEC server that assists a mobile user in executing a sequence of computation tasks and used the task program caching technique to reduce the computation delay and energy consumption of the mobile user. The authors developed an MEC service pricing scheme to coordinate with the service caching decisions and control wireless devices’ task offloading behaviours in a cellular network to minimize task execution delay and cost [13]. The authors in [12] provided a joint caching, computation, and communications mechanism to minimize the weighted sum energy consumption subject to the caching and deadline constraints. In [21], the authors investigated a joint COMO, content caching, and resource allocation problem in a general MEC network to minimize the total execution latency of computation tasks.

B. Motivation and Contributions

Existing works on task computing results caching [17], [18] or task software caching-based MEC [12], [13], [14], [15], [19], [20], [21] statically cache data at the network edge, they prefer to cache data that remains unchanged over a relatively long time. In fact, users’ demand for computation tasks dynamically changes over time. The static caching policy cannot preserve the high reusability of the cached data. Thus, it is important to design learning-based methods to predict the users’ task demand and adjust the cache memory dynamically for improving the reusable rate of the cached data. Moreover, it is noted that most existing works in model-free learning-based content caching design, like [22], [23], assumed that the task data size is homogeneous, while in practice this assumption does not always hold. Thus, it is valuable to design a new task software caching update (TSCU) and COMO algorithm which is capable of automatically adapting to the heterogeneous size of task software and dynamically adjust the cache space in real-time according to user requests.

Motivated by this, we consider the dynamic task software caching technique at an MEC network. Specifically, the task software in the cache memory is updated periodically based on the prediction of users’ task computation demand to assist users’ COMO. With the assistance of task software caching, users can accomplish their tasks through either local computing, caching-based COMO, or non-caching-based COMO. The main contributions of this paper are listed in the following:

- We formulate a joint TSCU and COMO problem in a multi-channel wireless environment to minimize the average energy consumption of mobiles users over each time slot while satisfying the task execution delay tolerance. It is intractable to solve its optimal solution due to the lack of user task request information and the complexity of addressing efficient wireless access coordination among multiple users for COMO. With the aid of the maximum cardinality bin packing problem, we theoretically prove that the considered problem is nondeterministic polynomial-time hard (NP-Hard).
- To tackle this NP-Hard problem, we first decompose it into two distributed sub-problems, i.e., the COMO problem at the user side and the TSCU problem at the MEC server side, and solve them one by one. Since the COMO problem involving a combinatorial optimization over the multi-dimensional discrete space is challenging, we reformulate it as a multi-user COMO game, and theoretically prove the existence of the Nash equilibrium (NE) solution of the COMO game. Based on detailed analysis, We then propose a decentralized algorithm to address its NE solution with a convergence guarantee.
- For the second sub-problem, we propose a double deep Q-network (DDQN)-based method to learning the optimal TSCU policy under unknown user task requests information. The massive tasks with heterogeneous data size in the task library result in a high-dimension and complex caching action space which intractable to solve. Moreover, directly using the user request state as the deep neural network (DNN) input may improve the learning complexity. These factors hinder the convergence of the DDQN. To cope with these challenges, we proposed a state coding and action aggregation (SCAA) design for the DNN used in the DDQN. Specifically, we devise a dropout mechanism in the first two layers of the DNN to code users’ requests instead of directly using them as input states. A two-layer architecture as the output layer of the DNN dynamically aggregates task software caching action to output the corresponding state-action value. This design effectively reduces the complexity of the DDQN, leading to faster convergence than traditional DDQN algorithms.
- We conduct simulations to evaluate the performance of our proposed dynamic TSCU assisted COMO approach. The results show that the proposed approach significantly reduces the users’ computation energy consumption. It outperforms the conventional caching update-based
TABLE I
NOTATION SUMMARY

| Notation | Definition |
|----------|------------|
| \(K; F; M\) | Number of users; number of tasks; number of subchannels |
| \(\mathcal{K}; \mathcal{F}; \mathcal{M}\) | User set; task set; subchannel set |
| \(f_k; p_k\) | User \(k\)'s CPU capability; user \(k\)'s transmit power |
| \(C; f_{c}\) | MEC server's cache size; MEC server's CPU capability |
| \(B\) | Wireless transmission bandwidth |
| \(I_f; D_f; S_f\) | Input parameters' size of task \(f\); data size of the task \(f\)'s software; computation load of task \(f\) |
| \(\mu_k(t)\) | User \(k\)'s task request in slot \(t\) |
| \(\alpha_{k,t}\) | User \(k\)'s COMO decision in slot \(t\) |
| \(b_f(t)\) | The caching state of the task \(f\) in slot \(t\) |
| \(\beta_f(t)\) | Caching update decision of task \(f\) |
| \(r_{k,t}\) | The uplink transmission rate of user \(k\) in slot \(t\) |
| \(Y_{k,t}\) | Received interference of user \(k\) in slot \(t\) |

COMO approaches. Moreover, the proposed scheme is capable to converge faster than other reinforcement learning-based caching update approaches.

C. Organization

The rest of this paper is organized as follows. In Section II, we first illustrate the system model, then formulate the joint TSCU and COMO problem. In Section III, we propose an efficient scheme to solve the original problem. Section IV verifies the effectiveness of the proposed scheme by simulations. The conclusion is drawn in Section V. The code and dataset are available at https://github.com/chfocus/DRL-MEC.

II. SYSTEM MODEL

A. Network Model

In this paper, we focus on a multi-user MEC network consisting of a BS and \(K\) users as shown in Fig. 1(a), where the BS is equipped with an MEC server that can access the task library in the cloud centre through an ideal backhaul link. The main notations used throughout this paper are summarized in Table I. Let \(\mathcal{K} = \{1, 2, \ldots, K\}\) represents the user index set. It is assumed that there are total \(F\) tasks in the task library, whose index set is denoted by \(\mathcal{F} = \{1, 2, \ldots, F\}\). We consider that the system operates in a sequence of \(T\) time slots with an equal length \(\tau\). The index set of the time sequence is denoted by \(\mathcal{T} = \{1, 2, \ldots, T\}\). The operation mechanism of the system is shown in Fig. 1(b). At the beginning of each time slot, each user requests to execute one task in the task library or does not request to execute any task. Similar to [24], [25], we assume that each task must be accomplished before the end of the current slot, either by its local computing or by the MEC server execution. Note that this assumption can be removed by setting delay constraints for each user individually and letting the time slot length be long enough to exceed the maximum delay constraint of users. Moreover, users’ tasks requiring multiple slots to execute are usually inactive in practical system design because this can usually be satisfied by modifying the time slot length. At the end of this time slot, the MEC server first updates its caching space, and then it caches the selected new task software to assist users’ COMO in the next time slot. After obtaining the task software, the edge server installs the software (e.g., executable.EXE files), and run it based on different input parameters.

Each task \(f \in \mathcal{F}\) can be described by a tuple of three parameters, i.e., \((I_f, D_f, S_f)\), where \(I_f\) indicates the size of input parameters of task \(f\), \(D_f\) is the data volume of the software of task \(f\), and \(S_f\) denotes the computation load of task \(f\), i.e., the necessary central processing unit (CPU) cycles for executing task \(f\). Let \(b_f(t) \in \{0, 1\}\) denote the caching state of task \(f\) in time slot \(t\), where \(b_f(t) = 1\) represents that the software of task \(f\) is cached at the MEC server, \(b_f(t) = 0\) otherwise. The caching state in time slot \(t\) is characterized by \(b_f(t) = \{b_f(t)1, b_f(t)2, \ldots, b_f(t)F\}\). The cache size of the MEC server is denoted by \(C\). Knowing that the cache size is limited, the caching state in any time slot should satisfy

\[
\sum_{f \in \mathcal{F}} b_f(t)D_f \leq C, \forall t \in \mathcal{T}. \tag{1}
\]

The TSCU decision profile in time slot \(t\) is \(\beta_t = \{\beta_f1(t), \beta_f2(t), \ldots, \beta_F(t)\}\). Let \(\beta_f(t) \in \{-1, 0, 1\}\) indicates the caching update decision for task \(f\) in the slot \(t\), where \(\beta_f(t) = -1\) indicates that the caching state of \(f\) will remain unchanged, and \(\beta_f(t) = 1\) represents that the software of task \(f\) will be added to the cache space in the slot \((t + 1)\). Thus, the caching state of task \(f\) at the \((t + 1)\)-th time slot is \(b_f(t+1) = b_f(t) + \beta_f(t)\). It is noted that \(\beta_f(t)\) should satisfy \(\beta_f(t) \geq -b_f(t)\) because the MEC server cannot remove uncached task software.

We denote the users’ request in time slot \(t\) as \(\mu_k(t) = \{\mu_k(t)1, \mu_k(t)2, \ldots, \mu_k(t)K\}\). At time slot \(t\), let \(\mu_k(t) \in \mathcal{F} \cup \mathcal{F}\) denote the task request state of user \(k\), where \(\mu_k(t) = 0\) represents that user \(k\) requests nothing, and \(\mu_k(t) = f\) \((f \in \mathcal{F})\) indicates that user \(k\) requests to execute the task \(f\). We assume that \(\mu_k(t) = 0\) \((\forall k \in \mathcal{K})\) evolves according to a first-order \((F + 1)\)-state Markov chain [26] whose transition probability is unknown. That is to say, the users’ request in time slot \((t + 1)\) is only affected by the users’ request in slot \(t\) and there are \((F + 1)\) possible options.

B. Communication Model

It is assumed that the total available bandwidth in the network is \(B\) Hz, which is equally divided into \(M\) orthogonal wireless channels. The set of channels is denoted as \(\mathcal{M} = \{1, 2, \ldots, M\}\). In each time slot, each user can only use one channel to communicate with the BS. Such a communication method is able to ensure that two users using orthogonal channels do not interfere with each other. We use \(\alpha_{k,t}\) to denote the COMO decision of user \(k\) at the \(t\)-th time slot, where \(\alpha_{k,t} = 0\) indicates that user \(k\) accomplishes its task by its own computing. The \(\alpha_{k,t} = m\) \((m \in \mathcal{M})\) denotes that user \(k\) selects channel \(m\) to offload its task to the MEC server for computing. We denote the COMO decision of all users in time slot \(t\) as \(\alpha_t = \{\alpha_{1,t}, \alpha_{2,t}, \ldots, \alpha_{K,t}\}\). Let \(h_k\) and \(p_k\) denote the channel gain and transmit power of user \(k\), respectively.
Fig. 1. Illustrating the studied system model: (a) shows the network structure, where one base station is equipped with an MEC server and can proactively cache selected task software and mobile device has three methods to execute their tasks; and (b) offers the flow chart of the operation mechanism in one time slot.

In this work, we investigate the task offloading problem under a wireless interference model, in which code division multiple access is deployed to enable multiple users to occupy the same spectrum resource simultaneously for transmitting the information. Thus, the achievable uplink transmission rate of user $k$ in slot $t$ is [27], [28]

$$r_{k,t} = \frac{B}{M} \log \left(1 + \sum_{n \in K \setminus \{k\}, \alpha_{n,t} = \alpha_{k,t}} p_k h_k p_n h_n + \sigma^2 \right),$$  \hspace{1cm} (2)

where $\sigma^2$ is the variance of complex white Gaussian channel noise. In fact, (2) characterizes the minimal transmit rate of user $k$. The effective interference of user $k$ induced by other users is less than $\sum_{n \in K \setminus \{k\}, \alpha_{n,t} = \alpha_{k,t}} p_k h_k p_n h_n$ and determined by the power control and code design [29], [30]. Due to the space limits, we investigate the computation offloading problem based on the minimal achievable transmit rate in (2), and do not consider the power control and code design. Note that, our algorithms designed in the following is able to directly used in the effective channel interference situations. Moreover, the joint channel code design, power control and computation offloading problem to further improve the offloading performance and manage interference will be a future direction for our work.

From (2), users may incur severe interference and low transmission rate when a large number of users offloading theirs tasks through the same channel. As we discuss latter, this would increase the energy consumption for users and forcing part of them to execute tasks by local computing, and thus the number of users in the same channel would be limited.

C. Task Computing

In our model, we introduce the task software caching mechanism to assist COMO. The MEC server proactively caches the selected task software from the task library and provides computing service for users in the next slot. At the beginning of each time slot, users send their task requests to the MEC server, and then the MEC server returns whether their request tasks are cached. Based on this, when user $k$ needs to execute task $f$, it is able to accomplish $f$ through local computing or caching-based task offloading if $f$ is cached, otherwise through local computing or non-caching-based task offloading. Similar to [24], [25], we ignore the information exchange overhead of users acquire whether their task software is cached at the MEC server because it is far small than the input parameters or task software uploading cost. In the following, we elaborate these three methods:

1) **Local Computing:** When user $k$ execute its requested task via the local CPU, we denote the computing capability (i.e., CPU cycles per second) of user $k$ ($k \in K$) as $f^{L}_{k}$. Employing the dynamic voltage and frequency scaling technique [2], user $k$ can control the energy consumption for local computing by adjusting the CPU frequency. Considering that user $k$ must finish the local task computing within the current time slot, the CPU frequency of user $k$ satisfies $f^{L}_{k} \geq S_{f}/\tau$. Based on the realistic measurement result in [31], the energy consumption is proportional to the square of the frequency of mobile device. Thus, the energy consumption of user $k$ executes task $f$ by its own device is

$$E^{L}_{k,f} = \zeta(f^{L}_{k})^2 \frac{S_{f}}{\tau} \geq \zeta \frac{S^3_{f}}{\tau^2},$$  \hspace{1cm} (3)

where $\zeta$ is the energy coefficient of mobile devices, determined by the chip architecture. Without loss of the generality, we set the CPU frequency as $f^{L}_{k} = S_{f}/\tau$, as this is the most energy-efficient CPU frequency under the deadline constraint. Consequently, The energy
consumption of user $k$ executes task $f$ by its own device is $E_{k,f}^A = \zeta \frac{S_f}{r_{k,t}}$.

2) **Non-caching-based Task Offloading:** In each time slot $t$, if user $k$ offloads task $f$ to the MEC server for computing, and the MEC server did not cache the corresponding software of task $f$, it needs to upload the input parameters and the corresponding software of task $f$ to the MEC server. In fact, this non-caching-based method is the pure task offloading as illustrated in many existing works, e.g., [5], [6], [7], [8], [9]. Note that, as stated in [32], the MEC server is also able to download the task software from the library every time the request is made by the user $k$, while it only uploads the input parameters. However, the task software acquiring process is time-consuming, especially during peak time. Thus, similar to many existing works, e.g., [12], [13], [14], we do not allow the edge server to fetch remotely from the library every time the task software is required. Let $f_C$ ($f_C \gg f_f, \forall k \in K$) denote the computing capability of the MEC server. The task execution delay can be expressed as

$$T_{k,f,t}^D = \frac{S_f}{f_C} + \frac{I_f + D_f}{r_{k,t}},$$

(4)

where $r_{k,t}$ follows (2). The first part in the right hand side (RHS) of Eq. (4) is the task execution delay at the MEC server, the second part in the RHS of Eq. (4) represents the data transmission delay. Considering that the task must be accomplished in the current time slot, the delay should satisfy $T_{k,f,t}^D \leq \tau$. The corresponding energy consumption of user $k$ for executing task $f$ is

$$E_{k,f}^D = \frac{I_f + D_f}{r_{k,t}},$$

(5)

where $r_{k,t}$ is given in (2). Note that the energy consumption in (5) includes the transmit energy consumption of both input parameters and the corresponding software.

3) **Caching-based Task Offloading:** When user $k$ offloads the task $f$ to the MEC server for executing in slot $t$, and the MEC server already cached the software of task $f$, it only needs to upload the input parameters and request the MEC server to compute the task $f$ directly and does not need to upload the corresponding software data. Thus, the execution delay can be expressed as

$$T_{k,f,t}^C = \frac{S_f}{f_C} + \frac{I_f}{r_{k,t}}.$$  

(6)

Similar to the non-caching-based task offloading method, the execution delay of caching-based task offloading also should satisfy $T_{k,f,t}^D \leq \tau$. In addition, the corresponding energy consumption is

$$E_{k,f}^C = \frac{I_f}{r_{k,t}},$$

(7)

where $E_{k,f}^C$ only includes the transmit energy consumption of the input parameters. Thus, this caching-based task offloading method has lower computational costs (both execution delay and energy consumption) than the non-caching-based task offloading method. Consequently, when user $k$ offloads task $f$ to the MEC server for computing and the software of task $f$ is already cached at the MEC server, there is no doubt that the users will select the caching-based task offloading method for the task execution.

**D. Problem Formulation**

In this paper, we aim to minimize the average task execution energy consumption of all users over each time slot under the constraint of task execution delay through jointly optimizing the COMO decision and TSCU policy. Based on the above models and analysis, we formulate the energy consumption of user $k$ at the $t$-th time slot as

$$E_{k,t} = \sum_{f \in F} \frac{1}{f_C} \left\{ \mathbb{1}(\mu_{k,t}^f = f) \left( \mathbb{1}(\alpha_{k,t} = 0) E_{k,f}^D + \mathbb{1}(\alpha_{k,t} \in \mathcal{M}) \left( (1 - b_f^{(t)}) E_{k,f,t}^O + b_f^{(t)} E_{k,f,t}^C \right) \right) \right\},$$

(8)

where $\mathbb{1}()$ is an indicator function, which is one if and only if the condition in the parentheses is proper, otherwise it is zero. Eq. (8) corresponds to three cases: (i) when user $k$ executes the task $f$ through its own device (i.e., $\alpha_{k,t} = 0$), its energy consumption is local computing energy consumption, i.e., $E_{k,t} = E_{k,f}^D$; (ii) when user $k$ executes the task $f$ through COMO and the software has not cached at the MEC server (i.e., $\alpha_{k,t} \in \mathcal{M}$ and $b_f^{(t)} = 0$), its energy consumption is $E_{k,t} = E_{k,f,t}^O$ which consists of the transmission energy consumption of input parameters and software; (iii) when user $k$ executes the task $f$ through COMO and the software has already cached at the MEC server (i.e., $\alpha_{k,t} \in \mathcal{M}$ and $b_f^{(t)} = 1$), its energy consumption is $E_{k,t} = E_{k,f,t}^C$ which only includes transmission energy consumption of input parameters. Note that we assume that users will select the caching-based task offloading instead of the non-caching-based task offloading when the corresponding task software has already been cached at the MEC server because the caching-based task offloading method consumes lower energy. Thus, we can formulate the problem as

$$\mathcal{P} : \min_{\alpha_{k,t}, b_f^{(t)}} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{k \in K} E_{k,t}$$

s. t. 

$$\sum_{f \in F} (b_f^{(t)} + \beta_f^{(t)}) D_f \leq C, \forall t \in T,$$

(9a)

$$\mathbb{1}(\alpha_{k,t} \in \mathcal{M}) \left( (1 - b_f^{(t)}) T_{k,f,t}^D + b_f^{(t)} T_{k,f,t}^O \right) \leq \tau, \forall k \in K, \forall f \in F, \forall t \in T,$$

(9b)

$$\beta_f^{(t+1)} = b_f^{(t)} + \beta_f^{(t)}, \forall f \in F, \forall t \in T,$$

(9c)

$$\beta_f^{(t)} \geq -b_f^{(t)}, \forall f \in F, \forall t \in T,$$

(9d)

$$\alpha_{k,t} \in \{0, 1, \ldots, M\}, \forall k \in K, \forall t \in T,$$

(9e)

$$\beta_f^{(t)} \in \{-1, 0, 1\}, \forall f \in F, \forall t \in T.$$  

(9f)

In problem $\mathcal{P}$, (9a) implies the cache size constraint of the MEC server. (9b) corresponds to the users’ task execution delay restriction. (9c) reveals the TSCU regulations.
(9d) indicates that the MEC server cannot remove the uncached task software. (9e) represents the available task computing methods, where \( \alpha_{k,t} = 0 \) indicate that user \( k \) executes its task through local computing, and \( \alpha_{k,t} = m \) (\( m \in \mathcal{M} \)) represents that user \( k \) offloads its task (caching-based offloading if \( b_f^{(i)} = 1 \) and non-caching-based offloading if \( b_f^{(i)} = 0 \)) through channel \( m \). (9f) imposes restrictions on the TSCU decision. Problem \( \mathcal{P} \) is intractable to directly solve since it involves interactive COMO and task software caching across different time slots and lacks user request transition probabilities. We prove it is NP-hard in Lemma 1.

**Lemma 1:** Problem \( \mathcal{P} \) that involves interactive COMO and TSCU across different time slots is NP-hard.

**Proof:** See Appendix A. \( \square \)

### III. Proposed Computation Offloading and Task Software Caching Update Algorithm

Due to the intractability of the problem \( \mathcal{P} \), one cannot find an effective algorithm to achieve the optimal solution in polynomial time. In fact, the difficulty of solving problem \( \mathcal{P} \) is mainly from the interactive COMO and task software caching across different time slots, as well as the lack of user request transition probabilities. To cope with these challenges, we decompose the original problem into two subproblems, i.e., the COMO problem and the TSCU problem. First, for any given task software caching state, we reformulate the COMO problem as a multi-user COMO game and then we propose a decentralized algorithm to address its NE solution. After that, we reformulate the TSCU problem as an MDP and use a DDQN to learn the optimal TSCU policy.

#### A. Multi-User Computation Offloading Algorithm

Based on the formulation of problem \( \mathcal{P} \), the task offloading decision in any time slot \( t \) (i.e., \( \alpha_t \)) only affects the energy consumption in \( t \), i.e., \( E_{k,t} \), and does not related with other slots. In addition, \( \alpha_t \) does not affect the task software caching decisions in any time slot. Inspired by this, we focus on the COMO problem in a specific time slot \( t \) under any given task software caching state \( b_t \), and design an efficient algorithm to achieve the COMO decision. It is valuable to note that this algorithm can be generalized to solve COMO decisions in any other time slot. We decompose the task offloading problem in slot \( t \) from problem \( \mathcal{P} \) as:

\[
\mathcal{P}_1: \min_{\alpha_t} \ f_t(\alpha_t) \ = \ \sum_{k \in \mathcal{K}} E_{k,t} \ 
\text{s. t.} \ (9b), (9e). \quad (10)
\]

Note that \( \alpha_t = \{\alpha_{1,t}, \alpha_{2,t}, \ldots, \alpha_{K,t}\} \), where \( \alpha_{k,t} \) (\( k \in \mathcal{K} \)) has \((M+1)\) value selections. Therefore, the problem \( \mathcal{P}_1 \) is difficult to solve because it involves a combinatorial optimization over the multi-dimensional discrete space \( \{0, 1, \ldots, M\}^K \). In the following, we transfer it to a potential game and solve its NE solution.

Let \( \alpha_{-k,t} = \{\alpha_{1,t}, \ldots, \alpha_{k-1,t}, \alpha_{k+1,t}, \ldots, \alpha_{K,t}\} \) denote the task offloading decisions of all other users except from user \( k \). The user \( k \) is able to choose the optimal computation decision \( \alpha_{k,t}^* \) under any given \( \alpha_{-k,t} \) in polynomial time with complexity \( O(M+1) \), where \( \alpha_{k,t}^* = \arg \min_{\alpha_{k,t}} f_t(\alpha_{k,t}) \).

Therefore, we transfer the problem \( \mathcal{P}_1 \) to a multi-user cooperative strategic game \( \mathcal{G} = (\mathcal{K}, \{\Lambda_k,t\}_{k \in \mathcal{K}}, f_t(\alpha_t)) \), in which the user set \( \mathcal{K} \) is the game player set, \( \Lambda_{k,t} \) is the strategy space of user \( k \) in time slot \( t \) which can be obtained by solving constraint (9b) and (9e), and \( f_t(\alpha_t) \) is the computing cost of user \( k \) (all users have the same computing cost). The objective of game \( \mathcal{G} \) is to achieve a NE solution \( \alpha_t^* = \{\alpha_{1,t}^*, \ldots, \alpha_{K,t}^*\} \). That is to say, for computation decision \( \alpha_t^* \) in slot \( t \), no user has the ability to further decrease its computing cost through changing its decisions, i.e., \( f_t(\alpha_{k,t}^*, \alpha_{-k,t}^*) \leq f_t(\alpha_{k,t}^*, \alpha_{-k,t}^*) \forall k \in \mathcal{K}, \alpha_{k,t} \in \Lambda_{k,t} \).

For any user \( k \) (\( k \in \mathcal{K} \)) in this game \( \mathcal{G} \), it would accomplish its task through task offloading when its local computing cost is larger than task offloading cost, i.e., \( E_{k,t}^D \geq (1 - b_f^{(i)}) E_{k,f,t} + b_f^{(i)} E_{f,t}^c \). By substituting (3), (5), and (7) into this inequation, we have \( \sum_{i=1}^{S^D_k} p_k \frac{L_{2i+1} + (\bar{b}_f^{(i)} - 1) \bar{D}_f}{\bar{r}_k} \geq \frac{\sum_{i=1}^{S_k} p_k b_k \frac{L_{2i+1} + (\bar{b}_f^{(i)} - 1) \bar{D}_f}{\bar{r}_k}}{2} - \sigma^2 \). Let \( \Upsilon_{k,t} \) denote the interference of user \( k \), which satisfies the following inequality:

\[
\Upsilon_{k,t} = \sum_{n \in \mathcal{K} \setminus \{k\}, \alpha_{n,t} = \alpha_{k,t}} p_n h_n \leq \frac{p_k b_k h_k}{\sum_{i=1}^{S^D_k} p_k \frac{L_{2i+1} + (\bar{b}_f^{(i)} - 1) \bar{D}_f}{\bar{r}_k}} - \sigma^2. \quad (11)
\]

In other words, for a given task offloading strategy \( \alpha_t \), the user \( k \) is able to decrease the system energy consumption when its received interference satisfies inequality (11). Therefore, if user \( k \) received low interference, it decreases its computing cost through task offloading. Otherwise, it accomplishes its task through local computing. Based on [28], the game \( \mathcal{G} \) is an ordinal potential game by constructing the potential function as follows.

\[
\phi(\alpha_t) = \frac{1}{2} \sum_{k=1}^{K} \sum_{n \neq k} p_k h_k p_n h_n I(\alpha_{n,t} = \alpha_{k,t}) I(\alpha_{k,t} > 0) + \sum_{k=1}^{K} p_k h_k V_k I(\alpha_{k,t} = 0), \quad (12)
\]

where

\[
V_k = \frac{p_k b_k h_k}{\sum_{i=1}^{S^D_k} p_k \frac{L_{2i+1} + (\bar{b}_f^{(i)} - 1) \bar{D}_f}{\bar{r}_k}} - \sigma^2. \quad (13)
\]

is the interference threshold of user \( k \) defined according to (11). User \( k \) would accomplish its task by task offloading when \( \Upsilon_{k,t} \leq V_k \), otherwise by local computing. Note that the change in the potential function (12) has the same sign (positive or negative) with the change in the \( f_t(\alpha_t) \). In Remark 1, we prove that the game \( \mathcal{G} \) with the potential function \( \phi(\alpha_t) \) is a ordinal potential game and has a NE solution.

**Remark 1:** The COMO game \( \mathcal{G} \) with the potential function \( \phi(\alpha_t) \) is a ordinal potential game and is able to achieve a NE solution in finite number of iterations.
Algorithm 1 Multi-User Computation Offloading

1: Each user $k \in K$ initialize its COMO decision $\alpha_{k,t} = 0$
2: repeat
3: for Each user $k \in K$: do
4: Measure the interference $Y_{k,t}$ and calculate the transmission rate $r_{k,t}$,
5: Compute the strategy space $\Lambda_{k,t}$ by solving constraint (9b) and (9e),
6: Select the best offloading decision $\alpha_{k,t}^* = \arg \min_{\alpha_{k,t}, \alpha_{-k,t}} f_t(\alpha_{k,t}, \alpha_{-k,t})$
7: if $\alpha_{k,t}^* \neq \alpha_{k,t}$ then
8: Send a request message to BS for updating its offloading decision
9: if Received the update message then
10: Update its COMO decision, i.e., $\alpha_{k,t} = \alpha_{k,t}^*$
11: end if
12: end if
13: end for
14: until Receive an end message
15: return $\alpha_t$. 

Proof: See Appendix B

Based on Remark 1, we develop a potential game-based multi-user COMO algorithm to address a mutually satisfactory offloading decisions (i.e., the NE solution) for all users. The detailed steps of COMO algorithm are summarized in Algorithm 1.

Through Algorithm 1, we achieve a NE solution for the COMO problem. Firstly, we initialize the COMO decisions of all users to 0. Next, each user computes its available task offloading decision set $\Lambda_{k,t}$ based on constraints (9b) and (9e), and finds its optimal COMO decision $\alpha_{k,t}^*$. Then, user $k$ sends a request message to the MEC server if $\alpha_{k,t}^* \neq \alpha_{k,t}$. When the MEC server receives the request messages from users, it randomly selects one user and then sends the update permission message to this user. The user who receives the update permission message updates its offloading decision, and the users who do not receive the update permission message remain their offloading decisions. Finally, if the MEC server does not receive any request message from users, it sends the end messages to all users. When users receive the end message, they offload their tasks based on their offloading decisions. We analyze the convergence behaviour of Algorithm 1 in Lemma 2.

Lemma 2: Game $G$ can achieve a NE solution within $\frac{1}{\epsilon \Delta_{min} + (\Delta_{max} V_{max} - \Delta_{min} V_{min})}$ iterations, where $\epsilon$ is a positive number.

Proof: See Appendix C

B. Deep Reinforcement Learning-Based Task Software
Caching Update Algorithm

Up to now, we can find a mutually satisfactory COMO decision for all users (represented by $\alpha_t^*$) under any given MEC server’s caching state $b_t$ and user request state $\mu_t$ in any time slot. In other words, we can compute the corresponding energy consumption of any caching state $b_t$ under any given user request state $\mu_t$ since the COMO decision $\alpha_t^*$ can be solved by using Algorithm 1. Substitute $\alpha_t^*$ into the original problem $\mathcal{P}$, the original problem $\mathcal{P}$ can be transformed to the TSCU problem as

$$\mathcal{P}_2: \min_{\beta_t} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{k \in K} \hat{E}_{k,t}$$

s. t. (9a), (9c), (9d), (9f).

(14)

where

$$\hat{E}_{k,t} = \sum_{f \in \mathcal{F}} I(u_k^{(t)} = f) \left\{ I(\alpha_{k,t} = 0) E_{k,f}^L + I(\alpha_{k,t} \in \mathcal{M}) (1 - b_{f}^{(t)}) E_{k,f,t}^O + b_{f}^{(t)} E_{k,f,t}^D \right\}.$$ (15)

Knowing that the TSCU decision $\beta_t$ depends on the caching state $b_t$, it is complex to directly solve $\beta_t$. For ease of solving problem $\mathcal{P}_2$, we first solve the optimal caching state $b_{t+1}$ in time slot $t+1$, then obtain the caching update decision $\beta_t$ in time slot $t$ based on $b_{f}^{(t)} + b_{f}^{(t+1)}$. The optimal caching state problem is formulated as

$$\mathcal{P}_2: \min_{b_{t+1}} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{k \in K} \hat{E}_{k,t}$$

s. t. $\sum_{f \in \mathcal{F}} b_{f}^{(t+1)} D_f \leq C$, (16a)

$b_{f}^{(t+1)} \in \{0, 1\}, \forall f \in \mathcal{F}$. (16b)

For any time slot $(t+1)$, we can solve the optimal caching state $b_{t+1}$ when the user request $\mu_{t+1}$ is given, e.g., we can solve the energy consumption of all caching state $b_{t+1}$ and find the minimum one. However, the caching state $b_{t+1}$ is given by the MEC server updates caching space at the end of time slot $t$, and $\mu_{t+1}$ is unknown at that time due to the unknown user request transition probabilities. To tackle this challenge, we apply a DDQN to capture the features of the users’ request model and predict the optimal task caching state of time slot $(t+1)$ based on the system state of slot $t$. For the purpose of designing the DDQN algorithm, we reformulate problem $\mathcal{P}_2$ as an MDP and elaborate the state, action and reward in the below.

- State: the state in time slot $t$ is the user request state, i.e., $S_t = \mu_t \in (F + 1)^K$.
- Action: the action in time slot $t$ is the caching state in slot $(t+1)$, i.e., $A_t = b_{t+1} \in \{0, 1\}^F$.
- Reward: we define the reward in time slot $t$ as the saving value of energy consumption in time slot $(t+1)$, i.e., $R_{t+1}$. The saving value of energy consumption is defined as the difference between non-caching-based computing cost and caching-based computing cost, i.e., $R_{t+1} = E_{t+1}^{NC} - E_{t+1}^C$, where

$$E_{t+1}^{NC} = \sum_{k \in K} \sum_{f \in \mathcal{F}} I(u_k^{(t+1)} = f) \left\{ I(\alpha_{k,t+1} = 0) E_{k,f}^L + I(\alpha_{k,t+1} \in \mathcal{M}) E_{k,f,t}^O \right\}.$$ (17)
is the energy consumption when the MEC server's caching state is empty, i.e., \( b_{t+1} = \emptyset \),
\[
E_{t+1}^C = \sum_{k \in \mathcal{K}} \sum_{f \in \mathcal{F}} \mathbb{1}\left( (t+1)^k = f \right) \left\{ \mathbb{1}(\alpha_{k,t+1}^C = 0) E_{k,f}^L + \mathbb{1}(\alpha_{k,t+1}^C \in \mathcal{M}) (1-b_{f,t+1}^k) E_{k,f,t+1}^O + b_{f,t+1}^k E_{k,f,t+1}^C \right\}
\]

is the energy consumption when the caching state is \( b_{t+1} \), where \( \alpha_{k,t+1}^C \) is the COMO decision when the caching space is empty, and \( \alpha_{k,t+1}^C \) corresponds to the COMO decision when the caching state is \( b_{t+1} \). Both \( \alpha_{k,t+1}^N \) and \( \alpha_{k,t+1}^C \) can be solved by Algorithm 1.

The architecture of the applied DDQN is shown in Fig. 2, which includes two DNNs with same structure: one is the main network, one is the target network. The DDQN aims to learn the user request model and predict the optimal task software caching state in the next slot based on the user request in the current slot. Instead of using a large Q table to list all possible states and actions, the applied DDQN in this paper uses a DNN to avoid listing all possible states and actions. To overcome the high-dimension and complex caching action space resulting from massive tasks with heterogeneous data size and improve learning efficiency, we provide a new design of the DNN, named state coding and action aggregation (SCAA). SCAA adopts a dropout mechanism in the input layer to code users’ states and a two-layer architecture at the output layer to aggregate caching actions dynamically. Fig. 3 shows the architecture of proposed SCAA-DNN of the DDQN. In the following part, we introduce the SCAA-DNN in detail.

In the input of the SCAA-DNN, the users’ task request is represented by the task order. For example, \( \mu_{k}^{(t)} = f \) indicates that user \( k \) request to execute the \( f \)-th task in time slot \( t \). The conventional design [23] directly uses the state \( S_t = \mu_t \) as the input variables of the DNN, the tasks’ order number will influence the output of the DNN (i.e., the state-action value \( Q(S_t, A_t) \)). In fact, the order number does not relate to the state-action value \( Q(S_t, A_t) \). In order to eliminate the influence of tasks’ order, we use \( \mathbf{X}_t = \{ \mathbb{1}(\mu_{k}^{(t)} \in \mathcal{F}) : k \in \mathcal{K} \} \) as the input of the DNN instead of the state \( S_t \). The first layer of the DNN contains \( K \) neural cells, and the input of the \( k \)-th cell is \( \mathbb{1}(\mu_{k}^{(t)} \in \mathcal{F}) \). Hence, for clarifying the task demands of users, we define the second layer in the DNN contains \( F \) neural cells, in which the \( f \)-th cell corresponds to the \( f \)-th task. We use \( \mathbf{w}_t^1 = \{ w_{k,f}^1 : k \in \mathcal{K}, f \in \mathcal{F} \} \) to denote the weights of connections between the first layer and the second layer of the DNN, where \( w_{k,f}^1 \) denotes the weight of connection between the \( k \)-th neural cell in the first layer and the \( f \)-th neural cell in the second layer. The value of \( w_{k,f}^1 \) is defined as
\[
\mathbf{w}_t^1 = \begin{cases} 0, & \text{if } \mu_{k}^{(t)} \in \mathcal{F} \text{ and } \mu_{k}^{(t)} \neq f, \\ w_{k,f}^1, & \text{otherwise.} \end{cases}
\]

If \( \mu_{k}^{(t)} \in \mathcal{F} \), the connections between the \( k \)-th neural cell in the first layer and neural cells in the second layers except from the \( \mu_{k}^{(t)} \)-th neural cell will be dropout. In other words, the output of the \( k \)-th neural cell in the first layer only as the input of the \( \mu_{k}^{(t)} \)-th neural cell in the second layer. If \( \mu_{k}^{(t)} = 0 \), all the connections between the \( k \)-th neural cell in the first layer and neural cells in the second layers will be remained, and \( \mu_{k}^{(t)} \) does not affect the inputs of neural cells in the second layer. Such a design implements the user requests state coding in actuality.

In the conventional DDQN [33], the number of neural cells in the output layer of the DNN is equal to the number of all possible actions, in which each neural cell corresponds to one action and output the corresponding state-action value, i.e., \( Q(S_t, A_t) \). However, for the caching problem \( \mathcal{P}_2 \), it is impractical due to the heterogeneous data size of task software and the large number of tasks. The large number of tasks will produce a large number of possible caching actions. Besides, it is difficult to list all the possible actions due to the heterogeneous size of task software. For example, we assume that the MEC server can cache 10 task software with the same data size, and the task library has 50 tasks. The MEC server will have \( C_{50}^{10} = 1.0272 \times 10^{10} \) possible actions. If the data sizes of these tasks’ software are different, it is more complex to combine all available caching actions. To tackle this challenge, we use a two-layer architecture (TLA) as the output layer of the SCAA-DNN, shown in Fig. 3. The first layer in the TLA contains \( F \) neural cells, in which the \( f \)-th neural cell corresponds to task \( f \). Let \( O_f = \{ O_1, O_2, \ldots, O_{\mathcal{F}} \} \) denote the output of the first layer of the TLA. Intuitively, \( O_f \) represents the part of state-action value of caching the task \( f \)-th software. The last layer of the TLA just has one neural cell which does
not have the activation unit and outputs the weighted sum of all input variables. We use \( w_L = (w_{1L}, \ldots, w_{fL}, \ldots, w_{FL}) \) to denote the weights of connections between the first layer and the last layer in the TLA, where \( w_{fL} \) is the weight of the connection between the \( f \)-th cell in the first layer and the last layer in the TLA. To identify the state-action value of a specific action \( A_t = b_{t+1} \), we assign the value of \( A_t \) to \( w_L \), i.e., \( w_{fL} = b_f^{(t+1)}, \forall f \in F \). Then, the DNN will output the predicted state-action value, i.e., \( Q(S_t, A_t) = \sum_{f \in F} b_f^{(t+1)} O_f \).

Remark 2: In practical caching scenarios, the large number of tasks in the library may produce a high-dimension action space and complex network structure in the DDQN because the caching action is a combination of caching some task software. It may result in many neural cells in the output layer of the DNN used in the DDQN, hindering the convergence of the DDQN. Using the proposed TLA, the complexity of the used neural network in the DDQN is significantly reduced, thus improving the convergence speed of the DDQN. Note that such a design also can be used in other scenarios with high-dimension combined-action space.

About the training phase, the MEC server caches task software based on the \( \varepsilon \)-greedy policy [34] at the end of time slot \( t \), where the MEC server randomly cached task software with probability \( \varepsilon \) or caches task software based on \( A_t^* = \arg \max_a Q(S_t, a) \) with probability \( 1 - \varepsilon \). At the beginning of slot \( (t + 1) \), the users will generate task computing requests \( \mu_{t+1} \) and find the COMO decisions \( \alpha_{t+1} \) through Algorithm 1 based on the caching state \( b_{t+1} \) and user request \( \mu_{t+1} \). Then, the users accomplish their tasks based on \( A_t^* \) and result in energy consumption, i.e., \( E^{NC}_{t+1} \). To estimate the reward of the caching action \( A_t = b_{t+1} \), we set the caching state as empty (i.e., \( b_{t+1} = 0 \)) and obtain the corresponding energy consumption, i.e., \( E^{NC}_{t+1} \). The user request state \( S_t \) in time slot \( t \), the action \( A_t \), the reward \( R_{t+1} = E^{NC}_{t+1} - E^C_{t+1} \), and the state \( S_{t+1} \) in the next time slot will be stored in the experience memory and used as the training data for the DDQN. Then, the DDQN samples a batch of data from the experience memory as the training data, each data is in the form of \( (S_t, A_t, R_{t+1}, S_{t+1}) \).

Firstly, the DDQN assigns \( A_t \) to \( w_L \) of the evaluation DNN, i.e., \( w_{fL} = b_f^{(t+1)}, \forall f \in F \). Then, the DDQN assigns values to the weights between the first layer and second layer of the evaluation DNN based on Eq. (19) and input \( X_t = \{1(\mu_k^{(t)} \in F) : k \in K\} \). Next, the evaluation DNN accomplishes forward process and obtains the predicted state-action value, i.e., \( Q(S_t, A_t) \). The training process should make \( Q(S_t, A_t) \) approximate the expected state-action value as

\[
\bar{Q}(S_t, A_t) = R_{t+1} + \gamma \max_a Q(S_{t+1}, a) \tag{20}
\]

where \( \gamma \in (0, 1) \) is discount factor. For computing the expected state-action value, we use the target DNN in the DDQN to infer the value of \( \max_a Q(S_{t+1}, a) \). To make the learning process more stable, we use the Huber function [35] to quantify the loss instead of the square error function. The loss function is defined as follows.

\[
\text{Loss} = \begin{cases} \frac{1}{2} (Q(S_t, A_t) - \bar{Q}(S_t, A_t))^2, & \text{if } |Q(S_t, A_t) - \bar{Q}(S_t, A_t)| < 1, \\ |Q(S_t, A_t) - \bar{Q}(S_t, A_t)| - \frac{1}{2}, & \text{otherwise.} \end{cases} \tag{21}
\]

Once the loss function value is calculated, we can train the evaluation DNN by using backward algorithm [36]. The detailed steps of the DDQN training algorithm are listed in Algorithm 2.

In the DDQN inference phase, we first assign values to the weights between the first layer and second layer based on Eq. (19). Then, we input \( X_t = \{1(\mu_k^{(t)} \in F) : k \in K\} \) to DNN and forwards to the first layer of TLA and output \( O = (O_1, O_2, \ldots, O_F) \). Finally, we need find the optimal caching state in time slot \( (t + 1) \) (i.e., \( \arg \max_{b_{t+1}} Q(\mu_t, b_{t+1}) \)). We formulate the optimal caching state problem as follows.

\[
\tilde{P}_2: \max_{b_{t+1}} \sum_{f \in F} b_f^{(t+1)} O_f \tag{22}
\]

s. t. \( \sum_{f \in F} b_f^{(t+1)} D_f \leq C, \tag{22a} \)

\( b_f^{(t+1)} \in \{0, 1\}. \tag{22b} \)

Problem \( \tilde{P}_2 \) is a typical Knapsack problem [37]. Below we introduce a recursive function to derive the optimal solution. For ease of presentation, we first define a \( F \times C \) matrix \( \Xi \), in which \( \Xi(f,c) \) represents the optimal solution under the first \( f \) tasks using a cache size of \( c \). The value of \( \Xi(f,c) \) is given by the following recursive function.

\[
\Xi(f,c) = \max_{b_f^{(t+1)}} (\Xi(f-1, c-b_f^{(t+1)} D_f) + b_f^{(t+1)} O_f). \tag{23}
\]
Through the above recursive function, the optimal solution of problem \( P_2 \) can be derived by the argument of \( \Xi(F, C) \). For clarity, we conclude the detailed steps of deriving optimal caching state in Algorithm 3 whose time complexity is \( O(2FC+F) \).

Once the optimal caching state \( b_{t+1} \) in time slot \( t + 1 \) is derived, the MEC server can calculate the optimal TSCU policy in time slot \( t \), i.e., \( b_f^{(t)} = b_f^{(t+1)} - b_f^{(t)} \). Then, the MEC server can update its cache space and assist the COMO in time slot \( t + 1 \). For clarity, we conclude the detailed steps of the DDQN inference phase in Algorithm 4. In addition, for ease of understanding, Fig. 4 illustrates the connections between all algorithms and the physical system model.

IV. SIMULATION RESULTS

This section evaluates the proposed dynamic TSCU-based COMO scheme by comparing its performances with the following baseline schemes. Note that these baselines for caching updates do not include the COMO policy. For fairness, we add the COMO policy proposed in this work to these baselines for forming TSCU assisted COMO schemes. Moreover, we use the COMO policy proposed in this work as a baseline for illustrating the advantages of TSCU.

- The least recently used caching-based MEC (LRU-MEC) updates task software caching based on LRU policy [38], in which the MEC server keeps the most recently requested task software in the MEC server cache memory. When the cache storage is full, the cached task software, which is requested least recently, will be replaced by the new task software.

- The least frequently used caching-based MEC (LFU-MEC) updates task software caching based on LFU policy [38], in which the MEC server caches the task software with highest request count which is calculated by the request information of past time slots. When the cache storage is full, the cached task software, which is requested the least many times, will be replaced by the new task software.

- The first in first out-based MEC (FIFO-MEC) update task software caching according to FIFO policy [22].

- The local most popular caching-based MEC (LMP-MEC) updates the cache based on LMP algorithm [23], which predicts the next request based on both long-term file popularity and short-term temporal correlations in request sequences.

- MEC offloading: The MEC offloading scheme utilizes the proposed potential game-based COMO algorithm to decide the execution method of users’ tasks under the empty task software caching state of the MEC server. It only has two ways of task computing, i.e., local computing and non-caching based COMO.

In the simulations, the proposed scheme and benchmark schemes are implemented using Python and Pytorch. It is assumed that \( K \) users are randomly distributed over a 200m×200m single cell, and the BS is sited in the cell’s center. Similar with [27], [28], the channel gain is modeled as \( h_{k,t} = \rho_k(t) d_k^{-n} \) where \( d_k \) is the distance between user \( k \) and the BS, \( \rho_k(t) \sim \text{Exp}(1) \) is exponentially distributed with unit mean, which represents the small-scale fading channel power gain from user \( k \) to the MEC server in slot \( t \), and \( n \) is
the path loss factor. According to the realistic measurements in [31], we set the energy coefficient \( \zeta \) as \( 5 \times 10^{-27} \). The input parameters data size of each task, i.e., \( I_j \), is uniform randomly selected in \([1, I_{\text{max}}]\) Megabytes. The software data size of each task, i.e., \( D_j \), is uniform randomly selected in \([1, D_{\text{max}}]\) Gigabytes. The required CPU cycles for computing task \( k \), i.e., \( S_j \), is randomly selected in \([1, S_{\text{max}}]\) Gigacycles. The parameters chosen in the simulation are based on the parameter setting of a typical MEC network [23], [26], [28]. Unless otherwise stated, the primary simulation environment settings are summarized in Table II.

In terms of the user task request \( \mu^{(t)}_k \), we use \( \Pr[\mu^{(t+1)}_k = j | \mu^{(t)}_k = i] \) to denote the transition probability from task \( i \) to task \( j \) \((i, j \in F)\) of user \( k \). Similar to [23] and [26], we assume that all users’ request transition probabilities follow the same request transition model as follows.

\[
\Pr[\mu^{(t+1)}_k = j | \mu^{(t)}_k = i] = \begin{cases} 
R, & i \in F, j = 0, \\
(1 - R) \sum_{m=1}^{1/\delta} \frac{1}{m^2}, & i = 0, j \in F, \\
(1 - R) \frac{1}{N}, & i \in F, j = (i + q) \mod (F + 1), q \in \{1, 2, \ldots, N\}, \\
otherwise.
\end{cases}
\]

\( \Pr[\mu^{(t+1)}_k = j | \mu^{(t)}_k = i] \) is parameterized by \( (R, \delta, N) \). Specifically, \( R \) is the transition probability of requesting nothing given any task request at the current time slot. The transition probability of any task \( f \in F \) under no current file request is modeled as a Zipf distribution which parameterized by \( \delta \). For any task \( i \in F \), we assign a set of \( N \) neighboring tasks, i.e., \( \mathcal{N} = \{ f \in F, f = (i + n) \mod (F + 1), n = 1, 2, \ldots, N \} \). Then, the transition probability of requesting any task \( f \in \mathcal{N} \) under the current task request \( i \in F \) is modeled as the uniform distribution. The transition probability of requesting any task \( f \notin \mathcal{N} \) under the current task request \( i \in F \) is zero. It is worth mentioning we provide the transition probability in the simulation parts to establish the environment. It does not mean the proposed solution relies on the known transition model. In fact, the proposed solution is a model-free approach. In the following results, we alter the transition probability parameters to verify that the proposed solution has the ability to handle problems with different transition probabilities.

In Fig. 5, the black solid curve represents the reduced energy consumption per training slot of the proposed TSCU-based COMO scheme. The black dash line represents the counterpart with conventional way that uses the user request \( \mu_i \) as the input of the DNN, and all weights between the first and the second layer are connected. These two curves are plotted using the moving average with a window equal 20. The blue dash curve shows the dynamics of the system-wide energy consumption in one slot with the empty storage status of the MEC server. We can see that the potential game-based COMO algorithm rapidly converge to a stable point, i.e., the NE of the multi-user COMO game. Moreover, the reduced energy consumption (black curve) increases as the training slots increase and reaches the maximum reduction value when the learning process becomes stable. It is valuable to note that the proposed scheme can rapidly converge to the maximum reduction value point (less than 1000 slots). Most existing DRL-based caching works usually consume more than \( 10^4 \) training slots, like [22], [23]. Compared with directly inputting users’ request state to the DNN, the proposed SCAA approach is able to reduce the learning complexity and accelerate the convergence of the DDQN.

In Fig. 6, we show that the impact of the MEC server’s cache size on the average energy consumption over each time slot of the proposed scheme and the five baselines. We can see that all schemes’ average energy consumption over each time slot, except the MEC offloading scheme, is reduced with the increase of cache size. This reduction is because the larger cache size allows the storage of more task software. Thus, the requested tasks will have a higher hit rate at the MEC server, which means that more users can execute their

| Parameter | Value |
|-----------|-------|
| User number: \( K \) | 20 |
| Task number: \( F \) | 50 |
| Number of time slots: \( T \) | 2000 |
| Wireless transmission bandwidth: \( B \) | 30 MHz |
| Transmission power of devices: \( p_b \) | 0.5 W |
| White Gaussian noise variance: \( \sigma^2 \) | \( 2 \times 10^{-13} \) |
| CPU capability of user \( k \): \( f_b \) | 1 GHz |
| CPU capability of the MEC server: \( f_C \) | 20 GHz |
| Cache size of the MEC server: \( C \) | 2 GB |
| The number of channels: \( M \) | 10 |
| Path loss factor: \( n \) | 4 |
| \( I_{\text{max}} \) | 5 |
| \( D_{\text{max}} \) | 5 |
| \( S_{\text{max}} \) | 5 |
| Learning rate of DNN | 0.0001 |
| Experience replay memory size: \( E \) | 1000 |
| Batch size | 8 |
| Discount factor: \( \gamma \) | 0.9 |
| \( \tau \) | 5 ms |

Fig. 5. The energy consumption of users with respect to iteration steps under the empty caching state of the MEC server.
tasks through a lower-cost method, i.e., caching-based COMO. When the cache size is 0, the MEC server cannot cache any task software, and all schemes only can execute tasks through non-caching based COMO or local computing. There is no distinction between these schemes in this case. When the cache size is big enough to cache all the task software (over 18GB), all schemes have the same performance. In this case, the MEC server can cache all task software in the task library. Thus, the users can execute their tasks through local computing or caching-based COMO, and there is also no difference between these schemes. However, in practical systems, the cache size of the MEC server is limited and usually cannot cache all the task software. Specifically, when the cache size is 8GB, the proposed scheme save around 39% energy than LMP-MEC scheme.

Fig. 7 plots the average energy consumption over each time slot of the six schemes versus the number of tasks in the task library. We can observe that the average energy consumption over each time slot of the caching-based schemes (i.e., LRU-MEC, LFU-MEC, FIFO-MEC, LMP-MEC, and the proposed scheme) increased with the increase of task number. The range of users’ task requests will be more expansive with the rise of task number, which may decrease the prediction accuracy of the task software caching schemes and further decrease the reusable of the cached task software. In addition, it also can be observed that the proposed scheme outperforms the other schemes. When the task number is 10, the proposed scheme can save up to 62% of energy than the best baseline (LMP-MEC). This benefit comes from the more accurate prediction of users’ task demand and the learned knowledge of computing energy consumption about different users.

Fig. 8 shows that how the average energy consumption over each time slot varies with the number of users under different environmental parameters \( \delta \). Compared with the best baseline scheme (LMP-MEC), the proposed scheme achieves the lower average energy consumption over each time slot across all user number configurations. Moreover, it is observed that the average energy consumption over each time slot of the two schemes keeps decreasing with the increase of \( \delta \). In fact, as \( \delta \) increases, most of the user requests concentrate on a few tasks, and the remaining tasks in the library have a very low probability of being requested. Thus, a large \( \delta \) is able to improve the prediction accuracy of the two task software caching schemes, and the cached task software has a higher probability of being used. Besides, the proposed scheme saves over 25% of energy when the user number exceeds 50 compared to the LMP-MEC scheme.

Fig. 9 plots the average energy consumption over each time slot of the proposed and LMP-MEC scheme. We can see that the average energy consumption over each time slot of both the proposed and LMP-MEC scheme keeps increasing along with the increase of \( S_{\text{max}} \). Using the LMP-MEC scheme as the baseline, the proposed scheme reduces energy consumption by 11.5% to 22% across the parameter setting of \( S_{\text{max}} \). The reason is that the growth of \( S_{\text{max}} \) will increase the average computation load of tasks, leading to the increases of the local computing energy consumption and the execution delay of the offloaded tasks. The rise of execution delay at the MEC server is likely to reduce the number of offloaded tasks, inducing the average energy consumption growth over each time slot for both schemes. Besides, we can observe that the average energy consumption over each time slot of both schemes decreased with the increase of \( R \). The number of users who request to
execute tasks will decrease with the rise of $R$. That is to say, the total number of tasks executed in a slot is likely to decline with the increase of $R$, resulting in the growth of average energy consumption.

We reveal the impact of the parameter $D_{\text{max}}$ and $N$ on the average energy consumption over each time slot in Fig. 10. We can see that the average energy consumption over each time slot of the proposed schemes keeps increasing along with the increase of $D_{\text{max}}$. This phenomenon results from that the growth of $D_{\text{max}}$ will increase the average size of the tasks’ software, reducing the number of task software that are cached at the MEC server and increasing the transmission delay and energy consumption of COMO. As the varying of $D_{\text{max}}$, the proposed scheme is able to save about 12%-16% energy compared with the best baseline, LMP-MEC. Besides, the average energy consumption over each time slot of the proposed scheme increases along with $N$. The reason is that the users’ task request range will be more expansive with the increase of $N$, which will reduce the prediction accuracy of the task software caching schemes and further increase the average energy consumption over each time slot. Moreover, the gap between $N = 3$ and $N = 5$ is larger than the gap between $N = 5$ and $N = 10$. When $N$ increases to a large number (around 5), every user has the same probability of requesting five tasks. The tasks that all users may request is likely to cover the task library, and the request probability of each task are approximate. In this case, the prediction accuracy may converge to a stable point. Thus, the increment of energy consumption is small with the increase of $N$. In fact, when $N$ increase to a large value, the average energy consumption of all task software caching schemes will keep stable.

V. CONCLUSION

This paper investigated a joint TSCU and COMO problem in a dynamic multi-user MEC network to minimize the users’ task execution energy consumption while satisfying the task execution delay constraint. Through detailed analysis, we have proposed to solve the problem through two stages. Firstly, we reformulated the COMO problem as a multi-user COMO game and proposed a decentralized COMO algorithm to obtain its NE solution under any task software caching state. Then, we developed a DDQN-based TSCU algorithm to solve the optimal caching update strategy for the MEC server. The proposed scheme can capture task popularity, inter-task request correlation, users’ communication conditions and computing capabilities. Simulations results show that the proposed method can rapidly converge to stable and precisely predict users’ future task demands and outperform the other benchmark approaches in energy consumption. In future work, we will optimize the bandwidth usage, time delay, and energy consumption under a practical MEC case with cloud-aided backhaul and asynchronous traffic.

APPENDIX

A. Proof of Lemma 1

We prove that problem $\mathcal{P}$ is NP-hard via the restriction method [37]. Specifically, we show that the problem $\mathcal{P}$ can be restricted to a maximum cardinality bin packing problem. For clarity, we introduce the maximum cardinality bin packing problem [39]: Given $K$ items with sizes $s_k$, $k \in \{1, 2, \cdots, K\}$, and $M$ bins of identical capacity $Q$, the objective is to assign a maximum number of items to the fixed number of bins without violating the capacity constraint.

The NP-hardness of the maximum cardinality bin packing problem has been proved in [39]. To prove that Problem $\mathcal{P}$ is NP-hard, let us show that $\mathcal{P}$ contains a maximum cardinality bin packing problem as a special case. To this end, let us focus on one specific time slot $t$ by setting $T = 1$, and assume that both the caching state of the MEC server $b_t$ and the users’ task request $\mu_t$ are known. Thus, problem $\mathcal{P}$ is restricted as the following problem:

$$\mathcal{\tilde{P}}: \max_{\alpha_t} \sum_{k \in K} E_{k,t}$$

s. t. (9b), (9e).

For problem $\mathcal{\tilde{P}}$, $\alpha_{k,t} = 0$ if and only if $E_{k,t}^I \leq (1 - b_{k,t}^{(f)})E_{k,t} + b_{k,t}^{(i)} E_{k,f}^C$, otherwise user $k$ will select a channel to offload its task. Inspired by this, we further restrict problem $\mathcal{\tilde{P}}$ by setting $\alpha_{k,t} \in \mathcal{M}$ to just consider users execute their tasks through COMO. Additionally, we regard all users’ COMO
cost as -1 (i.e., \((1 - b_j^{(t)}) E_{k,f,t}^D + b_j^{(t)} E_{k,f,t}^C = -1\)) and each user request to execute a task \(\mu_k^{(t)} \in \mathcal{F}\). For ease of proof, we introduce a binary variable \(\alpha_{k,m}^{(t)}\), where \(\alpha_{k,m}^{(t)} = 1\) if and only if \(\alpha_{k,t} = m\), otherwise 0. Thus, we reformulate the restricted problem \(\mathcal{P}\) as follows.

\[
\mathcal{P} : \max_{\alpha_t} \sum_{k \in K} \sum_{m \in M} \alpha_{k,m}^{(t)} \quad \text{s. t.} \quad \sum_{m \in M} \alpha_{k,m}^{(t)} \leq 1, \quad \sum_{k \in K} \alpha_{k,m}^{(t)} p_k h_k \leq Q, \quad \alpha_{k,m}^{(t)} \in \{0, 1\},
\]

(25)

where the capacity \(Q\) is

\[
Q = \frac{p_k h_k}{\min_{(f,C)}(f + D_f - l_j^{(t)} p_j)} - \sigma^2 + p_k h_k.
\]

(26)

Note that (26) follows from (11). For the restricted problem \(\mathcal{P}\), we regard the items and the bins in the maximum cardinality bin packing problem as the users and channels in problem \(\mathcal{P}\), respectively. The size of item \(k\) is \(s_k = p_k h_k\). The objective of problem \(\mathcal{P}\) is to assign a maximum number of items to the fixed number of bins and satisfy the capacity constraint. Thus, if problem \(\mathcal{P}\) can be effectively solved, the maximum cardinality bin packing problem can also be solved by a polynomial time algorithm. This manifests that the original problem \(\mathcal{P}\) can be reduced to a maximum cardinality bin packing problem. Therefore, we can conclude that problem \(\mathcal{P}\) is NP-hard.

**B. Proof of Remark 1**

For user \(k\), when the COMO decisions of other users except user \(k\) (i.e., \(\alpha_{-k,t}\)) are given, we use \(\alpha_{k,t}\) and \(\alpha'_{k,t}\) to denote two different task offloading decisions of user \(k\). Based on the definition of ordinal potential game in [40], game \(G\) should satisfy

\[
\text{sgn}[\phi(\alpha_{k,t}, \alpha_{-k,t}) - \phi(\alpha'_{k,t}, \alpha_{-k,t})] = \text{sgn}[f_1(\alpha_{k,t}, \alpha_{-k,t}) - f_1(\alpha'_{k,t}, \alpha_{-k,t})],
\]

(27)

where \(\text{sgn}[:]\) is a signum function. For ease of proof, we first derive the expression of \(\phi(\alpha_{k,t}, \alpha_{-k,t})\) as follows.

\[
\phi(\alpha_{k,t}, \alpha_{-k,t}) = \frac{1}{2} \sum_{k=1}^{K} \sum_{n \neq k} p_k h_k p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha_{k,t}) \mathbb{I}(\alpha_{k,t} > 0) + \sum_{k=1}^{K} p_k h_k V_k \mathbb{I}(\alpha_{k,t} = 0) = \frac{1}{2} \sum_{n \neq k} p_k h_k p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha_{k,t}) \mathbb{I}(\alpha_{k,t} > 0) + \frac{1}{2} \sum_{l \neq k} \mathbb{I}(\alpha_{l,t} = \alpha_{k,t}) \mathbb{I}(\alpha_{l,t} > 0) + \frac{1}{2} \sum_{l \neq k, n \neq k} p_l h_l p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha_{l,t}) \mathbb{I}(\alpha_{l,t} > 0)
\]

\[
+ p_k h_k V_k \mathbb{I}(\alpha_{k,t} = 0) + \sum_{l \neq k} p_l h_l V_l \mathbb{I}(\alpha_{l,t} = 0)
\]

\[
= p_k h_k \sum_{n \neq k} p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha_{k,t}) \mathbb{I}(\alpha_{k,t} > 0) + \frac{1}{2} \sum_{l \neq k, n \neq k} p_l h_l p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha_{l,t}) \mathbb{I}(\alpha_{l,t} > 0) + p_k h_k V_k \mathbb{I}(\alpha_{k,t} = 0) + \sum_{l \neq k} p_l h_l V_l \mathbb{I}(\alpha_{l,t} = 0).
\]

(28)

Below we discuss the relationship between \(\phi(\alpha_{k,t}, \alpha_{-k,t}) - \phi(\alpha'_{k,t}, \alpha_{-k,t})\) and \(f_1(\alpha_{k,t}, \alpha_{-k,t}) - f_1(\alpha'_{k,t}, \alpha_{-k,t})\) in three cases.

1) \(\alpha_{k,t} > 0\), \(\alpha'_{k,t} > 0\). According to (28), we have

\[
\phi(\alpha_{k,t}, \alpha_{-k,t}) - \phi(\alpha'_{k,t}, \alpha_{-k,t}) = p_k h_k \sum_{n \neq k} p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha_{k,t}) - p_k h_k \sum_{n \neq k} p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha'_{k,t}) = p_k h_k (\Upsilon_{k,t} - \Upsilon'_{k,t}).
\]

(29)

Based on (8), we have

\[
f(\alpha_{k,t}, \alpha_{-k,t}) - f(\alpha'_{k,t}, \alpha_{-k,t}) = \sum_{f \in \mathcal{F}} \mathbb{I}(\mu_k^{(t)} = f) p_k (I_f + D_f - b_f^{(t)} D_f) \left(\frac{1}{\tau_{k,t}} - \frac{1}{\tau'_{k,t}}\right).
\]

(30)

According to the definition of uplink rate and channel interference in (2) and (11), \(\text{sgn}(\frac{1}{\tau_{k,t}} - \frac{1}{\tau'_{k,t}}) = \text{sgn}(\Upsilon_{k,t} - \Upsilon'_{k,t})\) is established. Hence, Eq. (27) is established in this case.

2) \(\alpha_{k,t} > 0\), \(\alpha'_{k,t} = 0\). Similarly, according to (28), we have

\[
\phi(\alpha_{k,t}, \alpha_{-k,t}) - \phi(\alpha'_{k,t}, \alpha_{-k,t}) = p_k h_k \sum_{n \neq k} p_n h_n \mathbb{I}(\alpha_{n,t} = \alpha_{k,t}) - V_k = p_k h_k (\Upsilon_{k,t} - V_k).
\]

(31)

Furthermore, according to (8), we have

\[
f(\alpha_{k,t}, \alpha_{-k,t}) - f(\alpha'_{k,t}, \alpha_{-k,t}) = \sum_{f \in \mathcal{F}} \mathbb{I}(\mu_k^{(t)} = f) (p_k I_f + D_f - b_f^{(t)} D_f) \left(\frac{1}{\tau_{k,t}} - \frac{1}{\tau'_{k,t}}\right).
\]

(32)

According to the analysis of (11), we have \(\text{sgn}(\Upsilon_{k,t} - V_k) = \text{sgn}(p_k I_f + D_f - b_f^{(t)} D_f) \left(\frac{1}{\tau_{k,t}} - \frac{1}{\tau'_{k,t}}\right)\). Thus, Eq. (27) is established in this case.

3) \(\alpha_{k,t} = 0\), \(\alpha'_{k,t} > 0\). This case is similar with case 2. Eq. (27) is also established in this case.

Summarize the above results, Eq. (27) is established in any case. Consequently, game \(G\) is a ordinal potential game and can achieve a NE solution after finite number of iterations [40].
C. Proof of Lemma 2

For ease of presentation, we define $\Delta_{\text{max}} = \max_{k \in K} \{p_k h_k\}$, $\Delta_{\min} = \min_{k \in K} \{p_k h_k\}$, $V_{\text{max}} = \max_{k \in K} \{V_k\}$, $V_{\text{min}} = \min_{k \in K} \{V_k\}$. For the potential function, we have

$$\phi(\alpha_t) = \frac{1}{2} \sum_{k=1}^{K} \sum_{n \neq k} p_k h_k p_n h_n \mathbb{I}(\alpha_n,t = \alpha_k,t) \mathbb{I}(\alpha_k,t > 0) + \sum_{k=1}^{K} p_k h_k V_k \mathbb{I}(\alpha_k,t = 0) \leq \frac{1}{2} K \Delta_{\max}^2 + K \Delta_{\text{max}} V_{\max},$$

where (a) follows from (12).

The COMO algorithm first initializes the COMO decisions of all users as 0, the initial value of $\phi(\alpha_t)$ is $\phi(0) = \sum_{k=1}^{K} p_k h_k V_k \geq K \Delta_{\min} V_{\text{min}}$. Thus, the value range of $\phi(\alpha_t)$ is less than $\frac{1}{2} K \Delta_{\max}^2 + K (\Delta_{\text{max}} V_{\max} - \Delta_{\min} V_{\text{min}})$. In each iteration, there is one user to update its decision to decrease the computing cost. Based on the definition of potential game, the decision update also decreases the value of potential function. It is assumed that user $k$ updates its offloading decision $\alpha_k,t$ to a better decision $\alpha'_k,t$ in one iteration, i.e., $\phi(\alpha_k,t, \alpha_k,t) - \phi(\alpha'_k,t, \alpha_k,t) > 0$. Below we analyze the decrement of $\phi(\alpha_t)$ in each iteration in three cases.

1) $\alpha_k,t > 0$ and $\alpha'_k,t > 0$.

$$\phi(\alpha_k,t, \alpha_k,t) - \phi(\alpha'_k,t, \alpha_k,t) = \sum_{n \neq k} p_k h_n \mathbb{I}(\alpha_n,t = \alpha_k,t) \mathbb{I}(\alpha_k,t = \alpha_n,t) \geq \Delta_{\min},$$

where (a) follows from (29). Since the value of indicator function $\mathbb{I}(\cdot)$ is integer, we have

$$\sum_{n \neq k} p_k h_n \mathbb{I}(\alpha_n,t = \alpha_k,t) \mathbb{I}(\alpha_k,t = \alpha_n,t) \geq \Delta_{\min}.$$  

Consequently, $\phi(\alpha_k,t, \alpha_k,t) - \phi(\alpha'_k,t, \alpha_k,t) \geq \Delta_{\min}^2$.

2) $\alpha_k,t > 0$, $\alpha'_k,t = 0$.

$$\phi(\alpha_k,t, \alpha_k,t) - \phi(\alpha'_k,t, \alpha_k,t) = \sum_{n \neq k} p_k h_n \mathbb{I}(\alpha_n,t = \alpha_k,t) - V_k \geq 0,$$

where (a) follows from (31). Thus, there is a positive number $\varepsilon = \sum_{n \neq k} p_k h_n \mathbb{I}(\alpha_n,t = \alpha_k,t) - V_k$, subject to $\phi(\alpha_k,t, \alpha_k,t) - \phi(\alpha'_k,t, \alpha_k,t) = \varepsilon p_k h_k \geq \varepsilon \Delta_{\min}$.

3) $\alpha_k,t = 0$, $\alpha'_k,t > 0$. Similar to case 2, there is a positive integer $\varepsilon$ such that $\phi(\alpha_k,t, \alpha_k,t) - \phi(\alpha'_k,t, \alpha_k,t) \geq \varepsilon \Delta_{\min}$.

Summarizing the above three cases, we have $\phi(\alpha_k,t, \alpha_k,t) - \phi(\alpha'_k,t, \alpha_k,t) \geq \varepsilon \Delta_{\min}$, where $\varepsilon$ is a positive number. That is to say, in each iteration, the potential function will decrease at least $\varepsilon \Delta_{\min}$. Accordingly, the algorithm will terminate within $\frac{K^2 \Delta_{\max}^2 + K (\Delta_{\text{max}} V_{\max} - \Delta_{\min} V_{\text{min}})}{\varepsilon \Delta_{\min}}$ iterations and obtain a NE solution for COMO problem.
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