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Abstract

Model-based meta-reinforcement learning (RL) methods have recently been shown to be a promising approach to improving the sample efficiency of RL in multi-task settings. However, the theoretical understanding of those methods is yet to be established, and there is currently no theoretical guarantee of their performance in a real-world environment. In this paper, we analyze the performance guarantee of model-based meta-RL methods by extending the theorems proposed by Janner et al. (2019). On the basis of our theoretical results, we propose Meta-Model-Based Meta-Policy Optimization (M3PO), a model-based meta-RL method with a performance guarantee. We demonstrate that M3PO outperforms existing meta-RL methods in continuous-control benchmarks.
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1. Introduction

Reinforcement learning (RL) in multi-task problems requires a large number of training samples, and this is a serious obstacle to its practical application (Rakelly et al., 2019). In the real world, we often want a policy that can solve multiple tasks. For example, in robotic arm manipulation (Yu et al., 2019), we may want the policies for controlling the arm to “grasp the wood box,” “grasp the metal box,” “open the door,” and so on. In such multi-task problems, standard RL methods independently learn a policy for individual tasks with millions of training samples (Andrychowicz et al., 2020). This independent policy learning with a large number of samples is often too costly in practical RL applications.
Meta-RL methods have recently gained attention as promising methods to reduce the number of samples required in multi-task problems (Finn et al., 2017). In meta-RL methods, the structure shared in the tasks is learned by using samples collected across the tasks. Once learned, it is leveraged for adapting quickly to new tasks with a small number of samples. Various meta-RL methods have previously been proposed in both model-free and model-based settings.

Many model-free meta-RL methods have been proposed, but they usually require a large number of samples to learn a useful shared structure. In model-free meta-RL methods, the shared structure is learned as being embedded into the parameters of a context-aware policy (Duan et al., 2017; Mishra et al., 2018; Rakelly et al., 2019; Wang et al., 2016), or into the prior of policy parameters (Al-Shedivat et al., 2018; Finn and Levine, 2018; Finn et al., 2017; Gupta et al., 2018; Rothfuss et al., 2019; Stadie et al., 2018). The policy adapts to a new task by updating context information or parameters with recent trajectories. Model-free meta-RL methods have better sample efficiency than independently learning a policy for each task. However, these methods still require millions of training samples in total to learn the shared structure sufficiently usefully for the adaptation (Mendonca et al., 2019).

On the other hand, model-based meta-RL methods have been demonstrated to be more sample efficient than model-free counterparts. In model-based meta-RL methods, the shared structure is learned as being embedded into the parameters of a context-aware transition model (Sæmundsson et al., 2018; Perez et al., 2020), or into the prior of the model parameter (Nagabandi et al., 2019a,b). The model adapts to a new task by updating context information or its parameters with recent trajectories. The adapted models are used for action optimization in model predictive control (MPC). In the aforementioned literature, model-based meta-RL methods have been empirically shown to be more sample efficient than model-free meta-RL methods.

Despite these empirical findings, these model-based meta-RL methods lack performance guarantees. Here, the performance guarantee means the theoretical property that specifies the relationship between the planning performance in the model and the actual planning performance in a real environment. Note that the planning performance in the model is generally different from the actual performance due to the model bias. That is, even if planning performs well in the model, it does not necessarily perform well in a real environment. Such a performance guarantee for model-based meta-RL methods has not been analyzed in the literature.

In this paper, we propose a model-based meta-RL method called Meta-Model-based Meta-Policy Optimization (M3PO) which is equipped with a performance guarantee (Figure 1). Specifically, we develop M3PO by firstly formulating a meta-RL setting on the basis of partially observable Markov decision processes (POMDPs) in Section 4. Then, in Section 5, we conduct a theoretical analysis to justify the use of branched rollouts, which is a promising model-based rollout method proposed by Janner et al. (2019), in the meta-RL setting. We compare the theorems for performance guarantees of the branched rollouts and full-model based rollouts, which is a naive baseline model-based rollout method, in the meta-RL setting. Our comparison result shows that the performance of the branched rollout is more tightly guaranteed than that of the full model-based rollouts. Based on this, in Section 6 we derive M3PO, a practical method that uses the branch rollouts. Lastly, in
Our primary contribution is proposing a model-based meta-RL method (M3PO: Algorithm 2) with a performance guarantee. In Section 4, we formulate our model-based meta-RL setting as solving (a special case of) POMDPs. In Section 5, we derive the theorems of performance guarantees by extending the theorems proposed in Janner et al. (2019) into the meta-RL setting. We then compare the derived theorems to justify using branched rollouts for model-based meta-RL. In Section 6, on the basis of our theoretical results, we derive a practical model-based meta-RL method (M3PO: Algorithm 2). In Section 7, we experimentally evaluate M3PO.

Section 7 we experimentally demonstrate the performance of M3PO in continuous-control benchmarks.

We make four primary contributions in both theoretical and practical frontiers.

**Theoretical contributions:**
1. We provide the performance guarantee for model-based meta-RL (Section 5). To the best of our knowledge, our work is the first attempt to provide a performance guarantee for model-based meta-RL.
2. We conduct theoretical analysis and provide the insight that short-steps branched rollouts are better than full-model based rollouts (Section 5 and Appendix A). We refine analyses in Janner et al. (2019) by considering multiple-model-based rollout factors (Appendix A.1), and extend our analyses results into a meta-RL setting (Section 5). Therefore, our work complements and strengthens their analyses and insight.

**Practical contributions:**
3. We propose a practical model-based RL method (M3PO) for meta-RL (Section 6) and demonstrate that it outperforms existing meta-RL methods (Section 7). Notably, we demonstrate that M3PO can work successfully even on complex tasks (e.g., Humanoid-direc).
4. We provide a practically interesting finding that, in M3PO (Dyna-style RL method), dynamically adjusting the mixture ratio of real/fictitious training data substantially improves long-term learning performance (Section 7.1 and Appendix A.8). In existing Dyna-style RL methods (e.g. Janner et al. (2019); Shen et al. (2020); Yu et al. (2020)), this mixture ratio is fixed during the training phase. Our finding promotes assessing the effect of dynamically adjusting the mixture ratio for the other Dyna-style RL methods to improve these methods.
2. Related work

Meta-RL is a popular approach for solving multi-task RL problems. Recently, researchers have formulated meta-RL as solving special cases of POMDPs (Duan et al., 2017; Humplik et al., 2019; Zintgraf et al., 2020). However, the performance guarantee of meta-RL under the POMDPs framework has not been established. In this paper, we present bounds of the performance of meta-RL under the POMDPs framework.

We derive the above-mentioned performance bound in the context of model-based meta-RL. Existing works have focused on the performance bound of model-based RL (Feinberg et al., 2018; Henaff, 2019; Janner et al., 2019; Luo et al., 2018; Rajeswaran et al., 2020), while ignoring model-based meta-RL. Specifically, in existing works, Markov decision processes (MDPs) are assumed, and a meta-RL setting is not discussed.

3. Preliminaries

3.1. Meta-reinforcement learning

Meta-RL aims to learn the structure shared in tasks (Finn and Levine, 2018; Nagabandi et al., 2019a). Here, a task is defined as a MDP $\langle S, A, p_{st}, r, \gamma \rangle$ with a state space $S$, an action space $A$, a transition probability $p_{st} : S \times S \times A \rightarrow [0, 1]$, a reward function $r : S \times A \rightarrow R$, and a discount factor $\gamma \in [0, 1)$. We assume that there are infinitely many tasks with the same state and action spaces but different transition probabilities and reward functions. Information about task identity cannot be observed by the agent. Hereinafter, the task identity and its set are denoted by $\tau$ and $T$, respectively.

A meta-RL process is composed of meta-training and meta-testing. In meta-training, the structure shared in the tasks is learned as being embedded in either or both of a policy and a transition model. In meta-testing, on the basis of the meta-training result, they adapt to a new task. For the adaptation, the trajectory observed from the beginning of the new task to the current time step is leveraged.

3.2. Partially observable Markov decision processes

The POMDP framework extends the MDP framework by assuming that the state itself is hidden, and the agent receives an observation instead of a state. Formally, a POMDP is defined as a tuple $\langle O, S, A, p_{ob}, r, \gamma, p_{st} \rangle$. Here, $O$ is an observation space, and $p_{ob} : O \times S \times A \rightarrow [0, 1]$ is the observation probability. At time step $t$, the functions contained in POMDP are used as $p(s_t|s_{t-1}, a_{t-1})$, $p(o_t|s_t, a_{t-1})$, and $r_t = r(s_t, a_t)$. The agent selects an action on the basis of a policy $\pi(a_t|h_t)$. Here, $h_t$ is a history (of the past trajectory) defined as $h_t = \{o_0, a_0, ..., o_t\}$. We denote the set of the histories by $H$. Given the definition of the history, the history transition probability $p(h_{t+1}|a_t, h_t)$ can be evaluated by using $p(o_{t+1}|a_t, h_t) = \sum_{s_{t+1}} p(s_{t+1}|s_t, a_t) p(o_{t+1}|s_{t+1}, a_t) p(s_{t+1}|h_t)$. The goal of RL in the POMDP is to find the optimal policy $\pi^*$ that maximizes the expected return: $\pi^* = \arg \max_\pi \mathbb{E}_{a \sim \pi, h \sim p} [R]$, where $R = \sum_{t=0}^{\infty} \gamma^t r_t$. 
3.3. Branched rollouts (Janner et al., 2019)

Branched rollouts are Dyna-style rollouts (Sutton, 1991), in which model-based rollouts are run as being branched from real trajectories. It is seemingly similar to the MPC-style rollout used in the previous model-based meta-RL methods (Sæmundsson et al., 2018; Perez et al., 2020; Nagabandi et al., 2019a,b). However, it can be used for off-policy optimization with respect to an infinite planning horizon, which is a strong advantage over the MPC-style rollout. A theorem for the performance guarantee of the branched rollout in MDPs are provided as Theorem 4.2 in Janner et al. (2019). We refer to the formal statement of the theorem in Appendix A.1.

4. Formulating model-based meta-RL

In this section, we formulate model-based meta-RL as a special case of POMDPs. In our formulation, the hidden state is assumed to be composed by the task and observation: $S = T \times O$. With this assumption, the transition probability, observation probability, and reward function can be written as follows: $p(s_{t+1}|s_t, a_t) = p(\tau_{t+1}|\tau_t, a_t, s_t)$, $p(o_{t+1}|s_{t+1}, a_t) = p(o_{t+1}|\tau_{t+1}, a_t, s_t) = 1$ and $r(s_t, a_t) = r(\tau_t, a_t)$. As in Nagabandi et al. (2019a,b), we assume that the task can change during an episode (i.e., the value of $\tau_{t+1}$ is not necessarily equal to that of $\tau_t$). In addition, following previous studies (Finn et al., 2018; Finn et al., 2017; Rakelly et al., 2019), we assume that the task set $T$ and the initial task distribution $p(\tau_0)$ do not change in meta-training and meta-testing. Owing to this assumption, in our analysis and method, meta-training and meta-testing can be seen as identical.

We define a parameterized policy and model as $\pi_\phi(a_t|h_{L:t})$ and $p_\theta(r_t, o_{t+1}|a_t, h_{L:t})$, respectively. Here, $\phi$ and $\theta$ are learnable parameters, and $h_{L:t}$ is the truncated history $h_{L:t} = \{o_{max(t-L,0)}, a_{max(t-L,0)}, ..., o_t\}$, where $L$ is a hyper-parameter. As with Nagabandi et al. (2019a), we use the history for this period for policy and model adaptation. In addition, we assume that $r_t$ and $o_{t+1}$ are conditionally independent given $a_t$ and $h_{L:t}$, i.e., $p_\theta(r_t, o_{t+1}|a_t, h_{L:t}) = p_\theta(r_t|a_t, h_{L:t}) \cdot p_\theta(o_{t+1}|a_t, h_{L:t})$. For analysis in the next section, we use the model for the history $p_\theta(h_{t+1}|a_t, h_t)$ that can be evaluated by using $p_\theta(o_{t+1}|a_t, h_{L:t})$.

We use the parameterized model and policy as shown in Algorithm 1. This algorithm is composed of 1) training the model, 2) collecting trajectories from the real environment, and 3) training policy to maximize the model return $E_{(a,h)\sim m(\pi_\phi, p_\theta, D_{env})}[R]$. Here, $m(\pi_\phi, p_\theta, D_{env})$ is the history-action visitation probability based upon an abstract model-based rollout scheme, which can be calculated on the basis of $\pi_\phi$, $p_\theta$, and $D_{env}$. In the next section, we will analyze the algorithm equipped with two specific model-based rollout schemes: the full-model-based rollout and branched rollout.

Our model-based meta-RL formulation via POMDPs introduced in this section is summarized in Figure 2. In the following sections, we present theoretical analysis and empirical experiments on the basis of this formulation.

5. Performance guarantees

In the previous section, we formulate our meta-RL setting. In this section, we justify the use of the branched rollout in the meta-RL setting. To do so, we show the performance
Algorithm 1 Model-based meta-RL
1: Initialize policy $\pi_\phi$, model $p_\theta$, environment dataset $D_{env}$
2: for $N$ epochs do
3: Train $p_\theta$ with $D_{env}$
4: Collect trajectories from environment in accordance with $\pi_\phi$: $D_{env} = D_{env} \cup \{(h_t, a_t, o_{t+1}, r_t)\}$
5: Train $\pi_\phi$ to maximize $E_{(a,h) \sim m(\pi_\phi, p_\theta, D_{env})}[R]$
6: end for

---

Figure 2: Model-based meta-RL formulation via POMDPs. Here, $\tau$ is a task, $o$ is an observation, $h$ is a (truncated) history, $a$ is an action, and $r$ is a reward.

guarantee of the branched rollout can be tighter than that of full-model based rollout in the meta-RL setting.

The performance guarantees is defined as “planning performance in a real environment $\geq$ planning performance in the model – discrepancy.” Formally, it is represented as:

$$E_{a \sim \pi_\phi, h \sim p}[R] \geq E_{(a,h) \sim m(\pi_\phi, p_\theta, D_{env})}[R] - C(\epsilon_m, \epsilon_\pi).$$

Here, $E_{a \sim \pi_\phi, h \sim p}[R]$ is a true return (i.e., the planning performance in the real environment). $E_{(a,h) \sim m(\pi_\phi, p_\theta, D_{env})}[R]$ is a model return (i.e., the planning performance in the model). $C(\epsilon_m, \epsilon_\pi)$ is the discrepancy between the returns, which can be expressed as the function of two error quantities $\epsilon_m$ and $\epsilon_\pi$.

**Definition 1 (Model error)** A model error of model $p_\theta$ is defined as $\epsilon_m = \max_t E_{a_t \sim \pi_D, h_t \sim p}[D_{TV}(p || p_\theta)]$. Here, $D_{TV}(p || p_\theta)$ is the total variation distance between $p(h_{t+1}|a_t, h_t)$ and $p_\theta(h_{t+1}|a_t, h_t)$. $\pi_D$ is the data-collection policy.

**Definition 2 (Maximal policy divergence)** The maximal policy divergence between $\pi_D$ and $\pi_\phi$ is defined as $\epsilon_\pi = \max_h D_{TV}(\pi_D || \pi_\phi)$. Here, $D_{TV}(\pi_D || \pi_\phi)$ is the total variation distance of $\pi_D(a_t|h_t)$ and $\pi_\phi(a_t|h_{L:t})$. 
Table 1: Return discrepancies in our theorems in Section 5. The discrepancies measure how much different the model return is from the true return. A low discrepancy means that the difference between them is small and the performance is tightly guaranteed. $C_{Th1}$ and $C_{Th2}$ are discrepancies in Theorems 1 and 2, respectively.

$C_{Th1} = r_{\text{max}} \left\{ \frac{2\gamma (\epsilon_m + 2\epsilon_\pi)}{(1 - \gamma)^2} + \frac{4\epsilon_\pi}{(1 - \gamma)} \right\}$

$C_{Th2} = r_{\text{max}} \left\{ \frac{1 + \gamma^2}{(1 - \gamma)^2} 2\epsilon_\pi + \frac{\gamma - k\gamma^k + (k - 1)\gamma^{k+1}}{(1 - \gamma)^2} \left( \epsilon_\pi + \epsilon_m \right) + \frac{\gamma^k - \gamma^k}{\gamma - 1} (\epsilon_\pi + \epsilon_m) \right. \\
\left. + \frac{\gamma^k}{1 - \gamma} (k + 1)(\epsilon_\pi + \epsilon_m) \right\}$

In the following, we firstly provide the performance guarantees in the meta-RL setting by deriving the discrepancies $C(\epsilon_m, \epsilon_\pi)$ of the full model-based and branched rollouts. Then, we analyze these discrepancies and show that the discrepancy of the branched rollout can yield a tighter performance guarantee than that of the full model-based rollout.

5.1. Performance guarantee of the full-model-based rollout

In the full-model-based rollout scheme, model-based rollouts are run from the initial state to the infinite horizon without any interaction with the real environment. The performance guarantee of model-based meta-RL with the full-model-based rollout scheme is as follow:

**Theorem 1** Under the full-model-based rollouts, the following inequality holds,

$$\mathbb{E}_{a \sim \pi, h \sim p} [R] \geq \mathbb{E}_{(a, h) \sim m_f(\pi_\phi, p_\theta, D_{env})} [R] - C_{Th1}(\epsilon_m, \epsilon_\pi).$$

Here $\mathbb{E}_{(a, h) \sim m_f(\pi_\phi, p_\theta, D_{env})} [R]$ is a model return in the full model-based rollout scheme. $C_{Th1}(\epsilon_m, \epsilon_\pi)$ is the discrepancy between the returns, and its expanded representation is shown in Table 1. $r_{\text{max}}$ is the constant that bounds the expected reward: $r_{\text{max}} > \max_{a_t, h_t} \left\{ \sum_{\tau_t} p(\tau_t|h_t)r(\tau_t, a_t, a_t) \right\}$. The proof of Theorem 1 is given in Appendix A.2, where we extend the result of Janner et al. (2019) to the meta-RL setting.

5.2. Performance guarantee of the branched rollout

Next, we provide a theorem for the performance guarantee of the branched rollout in the meta-RL setting, where $k$-step model-based rollouts are run as being branched from real trajectories (see Figure 3).

To provide our theorem, we extend the notion and theorem of the branched rollout proposed in Janner et al. (2019) into the meta-RL setting. Specifically, we extend the branched rollout defined originally in the state-action space (Janner et al., 2019) to a branched rollout defined in the history-action space (Figure 3). Then, we translate our meta-RL setting into
Figure 3: The branched rollouts in a MDP and the meta-RL setting. The branched rollout (Janner et al., 2019) is a kind of Dyna-style rollouts (Sutton, 1991), in which $k$-step model-based rollouts are run as being branched from real trajectories. The fictitious trajectories generated by the model-based rollouts are used for policy optimization. In Janner et al. (2019), branched rollouts are defined on a MDP (i.e., the state-action space). We extend it to a meta-RL setting (the history-action space).

equivalent MDPs with histories as states, and then utilize the theorem to obtain a result in the meta-RL setting (more details are given in Appendix A.2).

Our resulting theorem bounds the performance of model-based meta-RL under $k$-steps branched rollouts as follows.

**Theorem 2** Under the $k \in \mathbb{N}_{>0}$ steps branched rollouts, the following inequality holds,

$$
\mathbb{E}_{a \sim \pi, h \sim p} [R] \geq \mathbb{E}_{(a,h) \sim m_{k}(\pi, p, \mathcal{D}_{env})} [R] - C_{Th2}(\epsilon_m, \epsilon_\pi).
$$

Here $\mathbb{E}_{(a,h) \sim m_k(\pi, p, \mathcal{D}_{env})} [R]$ is a model return in the branched rollout scheme. $C_{Th2}(\epsilon_m, \epsilon_\pi)$ is the discrepancy between the returns, and its expanded representation is shown in Table 1. The value of $C_{Th2}(\epsilon_m, \epsilon_\pi)$ tends to monotonically increase as the value of $k$ increases, regardless of the values of $\epsilon_m$ and $\epsilon_\pi$. This implies that the optimal value of $k$ is 1.

5.3. Comparison of the performance guarantees

We conduct theoretical and empirical comparisons, focusing on the magnitude correlation of discrepancies in Theorem 1 and that of Theorem 2 (i.e., $C_{Th1}$ and $C_{Th2}$). In theoretical analysis, we compare the magnitude correlation between the terms relying on $\epsilon_m$ in $C_{Th1}$ and ones in $C_{Th2}$. In empirical analysis, we compare the empirical value of $C_{Th1}$ and $C_{Th2}$ by varying the values of various factors.

A theoretical comparison result is provided as follows:
Corollary 1 The terms relying on $\epsilon_m$ at $k = 1$ in $C_{T_h2}$ are equal to or smaller than those relying on $\epsilon_m$ in $C_{T_h1}$.

The proof is given in Appendix A.3. This result implies that the model error is less harmful in the branched rollout with $k = 1$. In addition, in empirical comparison results shown in Figure 4, we can see that $C_{T_h2}$ with $k = 1$ is always smaller than $C_{T_h1}$. These results motivate us to use branched rollouts with $k = 1$ for the meta-RL setting.

6. A practical model-based meta-RL method with the branched rollout

In the previous section, we demonstrated the usefulness of the branched rollout. In this section, we propose Meta-Model-Based Meta-Policy Optimization (M3PO), which is a model-based meta-RL method with the branched rollout.

M3PO is described in Algorithm 2. In line 3, the model is learned via maximum likelihood estimation. In line 5, trajectories are collected from the environment with policy $\pi_\phi$ and stored into the environment dataset $D_{env}$. In lines 6–9, $k$-step branched rollouts are run to generate fictitious trajectories, and the generated ones are stored into the model dataset $D_{model}$. In lines 10–12, the policy $\pi_\phi$ is learned to improve the model return.

1. The “meta-model” and “meta-policy” come from the use of $p_\theta(r_t, o_{t+1}|a_t, h_{L:t})$ and $\pi_\phi(a_t|h_{L:t})$ in this method. Following previous work (Clavera et al., 2018), we refer to this type of history-conditioned model as a meta-model. Similarly, we refer to this type of history-conditioned policy as a meta-policy.
Algorithm 2 Meta-Model-Based Meta-Policy Optimization (M3PO)

1: Initialize policy $\pi_\phi$, model $p_\theta$, environment dataset $D_{env}$, model dataset $D_{model}$
2: for $N$ epochs do
3: Train $p_\theta$ with $D_{env}$: $\theta \leftarrow \arg \max_{\theta} E_{r_t, o_{t+1}, a_t, h_{L:t} \sim D_{env}} [p_\theta (r_t, o_{t+1} | a_t, h_{L:t})]$]
4: for $E$ steps do
5: Collect trajectories from environment in accordance with $\pi_\phi$: $D_{env} = D_{env} \cup \{(h_{L:t}, a_t, o_{t+1}, r_t)\}$
6: for $M$ model-based rollouts do
7: Sample $h_{L:t}$ uniformly from $D_{env}$
8: Perform $k$-step model-based rollouts starting from $h_{L:t}$ using $\pi_\phi$, and then add fictitious trajectories to $D_{model}$
9: end for
10: for $G$ gradient updates do
11: Update policy parameters with $D_{model}$: $\phi \leftarrow \phi - \nabla_\phi J_{D_{model}} (\phi)$
12: end for
13: end for
14: end for

Figure 5: A summary of our implementation of the model, policy, and value network for M3PO. We use a recurrent neural network (RNN) to encode the history. RNN's hidden-unit output $z_t$ is fed into the model, policy and value network. We use a feed-forward neural network (FFNN) for the model, policy and value network. Especially, we use an ensemble of the networks with $B$ network heads for the model.

The model is implemented as a bootstrap ensemble of $B$ diagonal Gaussian distributions: $p_\theta (r_t, o_{t+1} | a_t, h_{L:t}) = \frac{1}{B} \sum_{i=1}^{B} \mathcal{N} (r_{t+1}, o_{t+1} | \mu^i_\theta (a_t, h_{L:t}), \sigma^i_\theta (a_t, h_{L:t}))$. Here, $\mu_\theta^i$ and $\sigma_\theta^i$ are the mean and standard deviation, respectively. The model ensemble technique is used to consider both epistemic and aleatoric uncertainty of the model into prediction (Chua et al., 2018). $\mu_\theta^i$ and $\sigma_\theta^i$ are implemented with a recurrent neural network (RNN) and a feed-forward neural network (FFNN). At each prediction, $\{a_{max(t-L,0)}, a_{max(t-L,0)}, ..., a_{t-1}, a_{t-1}\}$ in $h_{L:t}$ is fed to the RNN. Then its hidden-unit outputs $z_t$ are fed to the FFNN together with $a_t$ and $o_t$. The FFNN outputs the mean and standard deviation of the Gaussian distribution, and the next observation and reward are sampled from its ensemble.

The policy is implemented as $\pi_\phi (a_t | h_{L:t}) = \mathcal{N} (a_t | \mu_\phi (h_{L:t}), \sigma_\phi (h_{L:t}))$. Here, $\mu_\phi$ and $\sigma_\phi$ are the mean and standard deviation, respectively. The network architecture for them is the
same as that for the model, except that the former does not contain \( a_t \) as input. To train \( \phi \), we use a soft-value policy improvement objective (Haarnoja et al., 2018): \( J_{D_{\text{model}}} (\phi) = \mathbb{E}_{h_{L:t} \sim D_{\text{model}}} [D_{KL} (\pi_\phi || \exp (Q - V))] \). Here, \( D_{KL} \) is the Kullback-Leibler divergence, and \( Q \) and \( V \) are soft-value functions: \( Q(a_t, h_{L:t}) = \mathbb{E}_{(r_t, h_{L:t+1}) \sim D_{\text{model}}} [r_t + \gamma V(h_{L:t+1}) | a_t, h_{L:t}] \) and \( V(h_{L:t}) = \mathbb{E}_a \pi_\phi (Q(a, h_{L:t}) - \log \pi_\phi (a | h_{L:t}) | h_{L:t}) \). The network architecture for \( Q \) is identical to that for the model. We do not prepare the network for \( V \), and it is directly calculated by using \( Q \) and \( \pi_\phi \).

Figure 5 gives a summary of our implementation of the model, policy and value network for M3PO.

### 7. Experiments

In this section, we report our experiments.

#### 7.1. Comparison against meta-RL baselines

In our first experiments, we compare our method (M3PO) with two baseline methods:probabilistic embeddings for actor-critic reinforcement learning (PEARL) (Rakelly et al., 2019) and learning to adapt (L2A) (Nagabandi et al., 2019a). More detailed information on the baselines is described in Appendix A.4. As with Nagabandi et al. (2019a), our primary interest lies in improving the performance of meta-RL methods in short-term training. Thus, we compare the aforementioned methods on the basis of their performance in short-term training (within 200k training samples). Nevertheless, for complementary analysis, we compare the performances of PEARL and M3PO in long-term training (with 2.5m to 5m training samples, or until earlier learning convergence). Their long-term performances are denoted by M3PO-long and PEARL-long.

We compare the methods in simulated robot environments based on the MuJoCo physics engine (Todorov et al., 2012). For this, we consider environments proposed in the literature of meta-RL (Finn and Levine, 2018; Nagabandi et al., 2019a; Rakelly et al., 2019; Rothfuss et al., 2019): Halfcheetah-fwd-bwd, Halfcheetah-pier, Ant-fwd-bwd, Ant-crippled-leg, Walker2D-randomparams and Humanoid-direct (Figure 6). In these environments, the agent is required to adapt to a fluidly changing task that the agent cannot directly observe. Detailed information about each environment is described in Appendix A.5. In addition, the hyperparameter settings of M3PO for each environment are shown in Appendix A.7.

Our experimental results demonstrate that M3PO outperforms existing meta-RL methods. Figure 7 shows learning curves of M3PO and existing meta-RL methods (L2A and PEARL). These learning curves indicate that M3PO has better sample efficiency than L2A and PEARL. The performance (average return) of L2A remains poor and does not improve even when the number of training samples increases. On the other hand, the performance of PEARL improves as the number of training samples increases, but the degree of improvement is smaller. Note that, in an early stage of the training phase, unseen tasks appear in many test episodes. Therefore, the improvement of M3PO over L2A and PEARL at the early stage of training indicates M3PO’s high adaptation capability for unseen tasks.

Source code to replicate the experiments is available at https://github.com/TakuyaHiraoka/Meta-Model-Based-Meta-Policy-Optimization
Interestingly, in Halfcheetah-pier, Walker2D-randomparams, and Humanoid-direc, M3PO (M3PO-long) has worse long-term performance than PEARL (PEARL-long). That is, the improvement of M3PO over PEARL, which is a model-free approach and does not depend on the model, becomes smaller as the learning epoch elapses. This is perhaps due to the model bias. This result indicates that gradually making M3PO less dependent on the model needs to be considered to improve overall performance. Motivated by this observation, we equip M3PO with a gradual transition mechanism. Specifically, we replace $D_{\text{model}}$ in line 11 in Algorithm 2 with the mixture of $D_{\text{model}}$ and $D_{\text{env}}$. During training, the mixture ratio of $D_{\text{model}}$ is gradually reduced. As this ratio reduces, the M3PO becomes less dependent on the model. More details of our modification for M3PO are described in Appendix A.8. The long-term performance of the modified M3PO is shown as M3PO-h-long in Figure 7. We can see that it is the same as or even better than that of PEARL-long.

Figure 8 shows an example of policies learned by M3PO with 200k training samples in Humanoid-direc and indicates that the learned policy successfully adapts to tasks. Additional examples of the policies learned by PEARL and M3PO are shown in the video at the following link: https://drive.google.com/file/d/1DRA-pmIWnHGNv5G_gFrml8YzKCTMcGnu/view?usp=sharing

7.2. Ablation study

In the next experiment, we perform ablation study to evaluate M3PO with different rollout length $k$ and M3PO with full model-based rollout. The evaluation results (Figure 9) show that 1) the performance of M3PO tends to degrade when its model-based rollout length is long, and 2) the performance of M3PO with $k = 1$ is mostly the best in all environments. These results are consistent with our theoretical result in Section 5.2.

Next, we evaluate a variant of M3PO where we use the full-model-based rollout instead of the branched rollout. The learning curves of this instance are plotted as Full in Figure 9. We can see that the branched rollouts (M3PO) with $k = 1$ is much better than the full-model-based rollout (Full) in all environments.
Figure 7: Learning curves. In each figure, the vertical axis represents returns, and the horizontal axis represents numbers of training samples (one on the scale is equal to 1000 samples). The policy and model are fixed and evaluated in terms of their average return on 50 episodes at every 5000 training samples for L2A and 1000 training samples for the other methods. Each method is evaluated in six trials, and average returns on the 50 episodes are further averaged over the trials. The averaged returns and their standard deviations are plotted.

Figure 8: Example of a policy learned by M3PO with 200k training samples, which is equal to around 11 hours of real-world experience, in Humanoid-direct. The humanoid is highlighted in accordance with a task (red: move to left, and blue: move to right). The figures are time-lapse snapshots, and the first figure on the left is the snapshot at the beginning time. The green arrows show the humanoid’s movement direction. Figures show the policy successfully adapting to the task change.

8. Conclusion

In this paper, we analyzed the performance guarantee of the model-based meta-reinforcement learning (RL) method. We first formulated model-based meta-RL as solving a special case of partially observable Markov decision processes. We then theoretically analyzed the performance guarantee of the branched rollout in the meta-RL setting. We showed that the branched rollout has a more tightly guaranteed performance than the full model-based rollouts. Motivated by the theoretical result, we proposed Meta-Model-Based Meta-Policy Optimization (M3PO), a practical model-based meta-RL method based on branched rollouts. Our experimental results show that M3PO outperforms PEARL and L2A.
Figure 9: The learning curves of 1) M3PO with different values of model-based rollout length $k$, and 2) a variant of M3PO where we use the full-model-based rollout instead of the branched rollout.
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Appendix A.

A.1. The relation of returns (performance guarantee) under k-step branched rollouts in Markov decision processes

In this section, we analyze the relation of a true return and a model return in an MDP, which is defined by a tuple \((\mathcal{S}, \mathcal{A}, r, \gamma, p_{st})\). Here, \(\mathcal{S}\) is a set of states, \(\mathcal{A}\) is a set of actions, \(p_{st} = \mathcal{S} \times \mathcal{S} \times \mathcal{A} \rightarrow [0,1]\) is the state transition probability, \(r : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}\) is a reward function and \(\gamma \in [0,1]\) is a discount factor. At time step \(t\), the state transition probability and reward function are used as \(p(s_{t}|s_{t-1}, a_{t-1})\) and \(r(s_{t}, a_{t})\), respectively. The true return is defined as \(E_{a \sim \pi, s \sim p}[R = \sum_{t=0}^{\infty} \gamma^t r_t]\), where \(\pi\) is the agent’s current policy. In addition, the model return is defined by \(E_{(a,s) \sim m_b(\pi,p_D,\mathcal{D}_{env})}[R]\), where \(m(\pi, p_D, \mathcal{D}_{env})\) is the state-action visitation probability based upon an abstract model-based rollout method, which can be calculated on the basis of the \(\pi\), \(p_D\) and \(\mathcal{D}_{env}\). \(p_D\) is the predictive model for the next state. \(\mathcal{D}_{env}\) is the dataset in which the real trajectories collected by a data collection policy \(\pi_D\) are stored.

We analyze the relation of the returns, which takes the form of

\[
E_{a \sim \pi, s \sim p}[R] \geq E_{(a,s) \sim m_f(\pi,p_D,\mathcal{D}_{env})}[R] - C(\epsilon_m, \epsilon_{\pi}),
\]

where \(C(\epsilon_m, \epsilon_{\pi})\) is the discrepancy between the returns, which can be expressed as the function of two error quantities \(\epsilon_m\) and \(\epsilon_{\pi}\). Here, \(\epsilon_m = \max_t E_{a \sim \pi, s \sim p}[D_{TV}(p(s_{t+1}|s_t, a_t) || p_D(s_{t+1}|a_t))]\) and \(\epsilon_{\pi} = \max_{s,a} D_{TV}(\pi(a|s)|\pi_D(a|s)))\). In addition, we define the upper bounds of the reward scale as \(r_{max} \geq \max_{s,a} r(s, a)\). Note that, in this section, to discuss the MDP case, we are overriding the definition of the variables and functions that were defined for the POMDP case in the main content.

Janner et al. (2019) analyzed the relations of the returns under the full-model-based rollout and that under the branched rollout in the MDP:

**Theorem 4.1.** in Janner et al. (2019). Under the full-model-based rollout in the MDP, the following inequality holds,

\[
E_{a \sim \pi, s \sim p}[R] \geq E_{(a,s) \sim m_f(\pi,p_D,\mathcal{D}_{env})}[R] + 2 r_{max} \left\{ \frac{\gamma}{(1-\gamma)^2} (\epsilon_m + 2\epsilon_{\pi}) + \frac{2}{(1-\gamma)} \epsilon_m \right\},
\]

where \(E_{(a,s) \sim m_f(\pi,p_D,\mathcal{D}_{env})}[R]\) is the model return under the full-model-based rollout. \(m_f(\pi_{\phi}, p_D, \mathcal{D}_{env})\) is the state-action visitation probability under the full model-based rollout method.

**Theorem 4.2.** in Janner et al. (2019). Under the branched rollout in the MDP, the following inequality holds,

\[
E_{a \sim \pi, s \sim p}[R] \geq E_{(a,s) \sim m_b(\pi,p_D,\mathcal{D}_{env})}[R] - 2 r_{max} \left\{ \frac{\gamma^{k+1}}{(1-\gamma)^2} \epsilon_{\pi} + \frac{\gamma^{k+2}}{(1-\gamma)} \epsilon_{\pi} + \frac{k}{1-\gamma} (\epsilon_m + 2\epsilon_{\pi}) \right\},
\]

where \(E_{(a,s) \sim m_b(\pi,p_D,\mathcal{D}_{env})}[R]\) is the model return under the branched rollout. \(m_b(\pi_{\phi}, p_D, \mathcal{D}_{env})\) is the state-action visitation probability under the branched rollout method.

The notion of \(m_b(\pi, p_D, \mathcal{D}_{env})\) in the analyses in Janner et al. (2019) and our case are summarized in Figure 10. In the branched rollout method, the real trajectories are uniformly sampled from \(\mathcal{D}_{env}\), and then starting from the sampled trajectories, \(k\)-step model-based...
Figure 10: The notion of \( m_b(\pi, p_\theta, D_{env}) \). The figure shows the case of the branched rollout method with \( k = 3 \). The blue nodes represent real trajectories contained in \( D_{env} \), and the yellow nodes represent fictitious trajectories generated by \( k \)-step model-based rollouts with \( \pi \) and \( p_\theta \). The fictitious trajectories are stored in \( D_{model} \). The distribution of the trajectories stored in \( D_{model} \) is used as \( m_b(\pi, p_\theta, D_{env}) \).

In the analysis (derivation of Theorem 4.2) in Janner et al. (2019), fictitious trajectories of dashed yellow nodes are not stored in \( D_{model} \), and thus the state-action visitation probability at each time step is calculated based solely on a single model-based rollout factor. To contrast, in our analysis, these fictitious trajectories are stored in \( D_{model} \), and thus the state-action visitation probability at each time step is calculated on the basis of multiple model-based rollout factors.

Rollouts under \( \pi \) and \( p_\theta \) are run. Then, the fictitious trajectories generated by the branched rollout are stored in a model dataset \( D_{model} \). The distribution of the trajectories stored in \( D_{model} \) is used as \( m_b(\pi, p_\theta, D_{env}) \). In Figure 10, \( p_{\pi D}(s_t, a_t) \) is the state-action visitation probability under \( p_{\pi D} \) and \( \pi_D \). This can be used for the initial state distribution for \( k \)-steps model-based rollouts since the real trajectories are uniformly sampled from \( D_{env} \). In addition, \( p^{br}_{t<k,i}(s_t, a_t) \) and \( p^{br}_{t\geq k,i}(s_t, a_t) \) are the state-action visitation probabilities that the \( i \)-th yellow fictitious trajectories (nodes) from the bottom at \( t \) follow.

In the derivation of Theorem 4.2 (more specifically, the proof of Lemma B.4) in Janner et al. (2019), important premises are not properly taken into consideration. In the derivation, state-action visitation probabilities under the branched rollout are affected only by a single model-based rollout factor (see Figure 10). For example, a state-action visitation probability at \( t \) (s.t. \( t > k \)) is affected only by the model-based rollout branched from real trajectories at \( t - k \) (i.e., \( p^{br}_{t\geq k,0}(s_t, a_t) \)). However, state-action visitation probabilities (except for ones at \( t = 0 \) and \( t = 1 \)) should be affected by multiple past model-based rollouts.

3. Here, when the trajectories are stored in \( D_{model} \), the states in the trajectories are augmented with time step information to deal with the state transition depending on the time step.
For example, a state-action visitation probability at $t$ (s.t. $t > k$) should be affected by the model-based rollout branched from real trajectories at $t - k$ and ones from $t - k + 1$ to $t - 1$ (i.e., $p_{t \geq k,0}^{br}(s_t, a_t), ..., p_{t \geq k,k-1}^{br}(s_t, a_t)$). In addition, in their analysis, they consider that $k$ is an element of the set of non-negative integers. However, if $k = 0$, the fictitious trajectories for $\mathcal{D}_{\text{model}}$ are not generated, and the distribution of trajectories in $\mathcal{D}_{\text{model}}$ cannot be built. Therefore, $k$’s value should not be 0 (it should be an element of the set of non-zero natural numbers $\mathbb{N}_{>0}$). These oversights of important premises in their analysis induce a large mismatch between those for their theorem (Theorem 4.2) and those made for the actual implementation of the branched rollout (lines 5–8 in Algorithm 2 in Janner et al. (2019)).

Hence, we will newly analyze the relation of the returns under the branched rollout method, considering the aforementioned premises more properly. Concretely, we consider the multiple model-based rollout factors for $m_{br}(\pi, p_{\theta, \mathcal{D}_{\text{env}}})$ (See Figure 10) 4. With this consideration, we define the model-return under the branched rollout $\mathbb{E}_{(s,a)} \sim m_{br}(\pi, p_{\theta, \mathcal{D}_{\text{env}}})[R]$ as:

$$
\mathbb{E}_{(s,a)} \sim m_{br}(\pi, p_{\theta, \mathcal{D}_{\text{env}}})[R] = \sum_{s_0,a_0} p_{\pi_{\mathcal{D}}}(s_0, a_0)r(s_0, a_0) + \sum_{t=1}^{k-1} \sum_{s_t,a_t} \gamma_t^{br} p_{t \leq k}^{br}(s_t, a_t)r(s_t, a_t) 
$$

$$
\phantom{\mathbb{E}_{(s,a)} \sim m_{br}(\pi, p_{\theta, \mathcal{D}_{\text{env}}})[R]} + \sum_{t=k}^{\infty} \sum_{s_t,a_t} \gamma_t^{br} p_{t \geq k}^{br}(s_t, a_t)r(s_t, a_t) 
$$

$$
p_{t < k}^{br}(s_t, a_t) = \frac{1}{t} \sum_{i=0}^{t-1} p_{t < k, i}^{br}(s_t, a_t) 
$$

$$
p_{t \geq k}^{br}(s_t, a_t) = \frac{1}{k} \sum_{i=0}^{k-1} p_{t \geq k, i}^{br}(s_t, a_t) 
$$

$$
p_{t < k, i}^{br}(s_t, a_t) = \sum_{s_1, ..., s_{t-1}, a_{t-1}} p_{\pi_{\mathcal{D}}}(s_i) \Pi_{j=1}^{t-1} p_{\theta}(s_{j+1} | s_{j}, a_{j}) \pi(a_{j} | s_{j}) 
$$

$$
p_{t \geq k, i}^{br}(s_t, a_t) = \sum_{s_{t-k+i}, ..., s_{t-1}, a_{t-k+i}, ..., a_{t-1}} p_{\pi_{\mathcal{D}}}(s_{t-k+i}) \Pi_{j=t-k+i}^{t-1} p_{\theta}(s_{j+1} | s_{j}, a_{j}) \pi(a_{j} | s_{j}) 
$$

Here, $p_{\pi_{\mathcal{D}}}$ is the state visitation probability under $\pi_{\mathcal{D}}$ and $p_{st}$. The ones modified from Janner et al. (2019) are highlighted in red. In the remaining paragraphs in this section, we will derive the new theorems for the relation of the returns under this definition of the model return.

Before starting the derivation of our theorem, we introduce a useful lemma.

**Lemma 1** Assume that the rollout process in which the policy and dynamics can be switched to other ones at time step $t_{sw}$. Letting two probabilities be $p_1$ and $p_2$, for $1 \leq t' \leq t_{sw}$, we assume that the dynamics distributions are bounded as $\epsilon_{\text{m,pre}} = \max_{t'} E_{s', s_{t'-1}, a_{t'-1}} [D_{\text{TV}} (p_1(s' | s_{t'-1}, a_{t'-1}), p_2(s' | s_{t'-1}, a_{t'-1}))]$. In addition, for $t_{sw} < t' \leq t$, we assume that the dynamics distributions are bounded as

$$
\epsilon_{\text{m,pre}} = \max_{t'} E_{s', s_{t'-1}, a_{t'-1}} [D_{\text{TV}} (p_1(s' | s_{t'-1}, a_{t'-1}), p_2(s' | s_{t'-1}, a_{t'-1}))]. \quad (8)
$$

4. Considering the discussion in the last paragraph, we also limit the range of $k$ as $k \in \mathbb{N}_{>0}$ in our analysis.
\[ \epsilon_{m, \text{post}} = \max_{t} E_{s \sim \rho_t} \left[ D_{TV} \left( p_t(s_t'|s_{t-1}, a_{t-1}) \| p_2(s_t'|s_{t-1}, a_{t-1}) \right) \right] \]

Likewise, the policy divergence is bounded by \( \epsilon_{\pi, \text{pre}} \) and \( \epsilon_{\pi, \text{post}} \). Then, the following inequality holds

\[
\sum_{s_t, a_t} |p_1(s_t, a_t) - p_2(s_t, a_t)| \leq (t - t_{sw})(\epsilon_{m, \text{post}} + \epsilon_{\pi, \text{post}}) + 2t_{sw}(\epsilon_{m, \text{pre}} + \epsilon_{\pi, \text{pre}})
\]  

(9)

**Proof** The proof is done in a similar manner to those of Lemma B.1 and B.2 in Janner et al. (2019).

\[
\sum_{s_t, a_t} |p_1(s_t, a_t) - p_2(s_t, a_t)| \\
= \sum_{s_t, a_t} |p_1(s_t)p_1(a_t|s_t) - p_2(s_t)p_2(a_t|s_t)| \\
= \sum_{s_t, a_t} |p_1(s_t)p_1(a_t|s_t) - p_1(s_t)p_2(a_t|s_t) + (p_1(s_t) - p_2(s_t))p_2(a_t|s_t)| \\
\leq \sum_{s_t, a_t} p_1(s_t)|p_1(a_t|s_t) - p_2(a_t|s_t)| + \sum_{s_t} |p_1(s_t) - p_2(s_t)| \\
\leq \sum_{s_t, a_t} p_1(s_t)|p_1(a_t|s_t) - p_2(a_t|s_t)| + \sum_{s_t, a_{t-1}} |p_1(s_t, a_{t-1}) - p_2(s_t, a_{t-1})| \\
= \sum_{s_t, a_t} p_1(s_t)|p_1(a_t|s_t) - p_2(a_t|s_t)| \\
+ \sum_{s_t, a_{t-1}} |p_1(a_{t-1})p_1(s_t|a_{t-1}) - p_1(a_{t-1})p_2(s_t|a_{t-1}) + (p_1(a_{t-1}) - p_2(a_{t-1}))p_2(s_t|a_{t-1})| \\
\leq \sum_{s_t, a_t} p_1(s_t)|p_1(a_t|s_t) - p_2(a_t|s_t)| + \sum_{s_t, a_{t-1}} p_1(a_{t-1})|p_1(s_t|a_{t-1}) - p_2(s_t|a_{t-1})| \\
+ \sum_{a_{t-1}} |p_1(a_{t-1}) - p_2(a_{t-1})| \\
\leq \sum_{s_t, a_t} p_1(s_t)|p_1(a_t|s_t) - p_2(a_t|s_t)| + \sum_{s_t, a_{t-1}} p_1(a_{t-1})|p_1(s_t|a_{t-1}) - p_2(s_t|a_{t-1})| \\
+ \sum_{s_t, a_{t-1}} |p_1(s_{t-1}, a_{t-1}) - p_2(s_{t-1}, s_{t-1})| \\
\leq 2\epsilon_{m, \text{post}} + 2\epsilon_{\pi, \text{post}} + \sum_{s_{t-1}, a_{t-1}} |p_1(s_{t-1}, a_{t-1}) - p_2(s_{t-1}, s_{t-1})| \\
\leq (t - t_{sw})(\epsilon_{m, \text{post}} + \epsilon_{\pi, \text{post}}) + \sum_{s_{tw}, a_{tw}} |p_1(s_{tw}, a_{tw}) - p_2(s_{tw}, s_{tw})| \\
\leq (t - t_{sw})(\epsilon_{m, \text{post}} + \epsilon_{\pi, \text{post}}) + 2t_{sw}(\epsilon_{m, \text{pre}} + \epsilon_{\pi, \text{pre}})
\]  

(10)

Now, we start the derivation of our theorems.
Theorem 3 Under the $k \in \mathbb{N}_{>0}$ steps branched rollouts in the MDP $\langle S, A, r, \gamma, p_{st} \rangle$, given the bound of the errors $\epsilon_m = \max_t \mathbb{E}_{a_t \sim \pi_t,s_t \sim p_t} [D_{TV}(p(s_{t+1} | s_t, a_t)) | p_\theta(s_{t+1} | s_t, a_t)]$ and $\epsilon_\pi = \max_s D_{TV}(\pi(a_t | s_t) | \pi_D(a_t | s_t))$, the following inequality holds,

$$
\mathbb{E}_{a \sim \pi, s \sim p} [R] \geq \mathbb{E}_{(a, s) \sim m_\pi(p, p_D, D_{\text{conv}})} [R] - r_{\max} \left\{ \frac{1 + \gamma^2}{(1 - \gamma)^2} 2\epsilon_\pi + \frac{\gamma - k\gamma^k + (k - 1)\gamma^{k+1}}{(1 - \gamma)^2} (\epsilon_\pi + \epsilon_m) + \frac{\gamma^k}{\gamma - 1} (\epsilon_\pi + \epsilon_m) \right\}.
$$

(11)

Proof

$$
\left| \mathbb{E}_{a \sim \pi, s \sim p} [R] - \mathbb{E}_{(a, s) \sim m_\pi(p, p_D, D_{\text{conv}})} [R] \right| = \left| \sum_{s_0, a_0} \{p_\pi(s_0, a_0) - p_{\pi_D}(s_0, a_0)\} r(s_0, a_0) + \sum_{t=1}^{k-1} \sum_{s_t, a_t} \gamma^t \{p_\pi(s_t, a_t) - p_{\pi_{t<k}}(s_t, a_t)\} r(s_t, a_t) + \sum_{t=k}^{\infty} \sum_{s_t, a_t} \gamma^t \{p_\pi(s_t, a_t) - p_{\pi_{t\geq k}}(s_t, a_t)\} r(s_t, a_t) \right|
$$

$$
\leq \left\{ r_{\max} \sum_{s_0, a_0} \left| p_\pi(s_0, a_0) - p_{\pi_D}(s_0, a_0) \right| + r_{\max} \sum_{t=1}^{k-1} \gamma^t \sum_{s_t, a_t} \left| p_\pi(s_t, a_t) - p_{\pi_{t<k}}(s_t, a_t) \right| + r_{\max} \sum_{t=k}^{\infty} \gamma^t \sum_{s_t, a_t} \left| p_\pi(s_t, a_t) - p_{\pi_{t\geq k}}(s_t, a_t) \right| \right\}
$$

(12)

Here, $p_\pi(s_t, a_t)$ is the state-action visitation probability under $p_{st}$ and $\pi$.

For term A, we can bound the value in similar manner to the derivation of Lemma 1:

$$
\sum_{s_0, a_0} \left| p_\pi(s_0, a_0) - p_{\pi_D}(s_0, a_0) \right| = \sum_{s_0, a_0} \left| p_\pi(a_0)p(s_0) - p_{\pi_D}(a_0)p(s_0) \right|
$$

$$
= \sum_{s_0, a_0} \left| p_\pi(a_0)p(s_0) - p_\pi(a_0)p(s_0) + (p_\pi(a_0) - p_{\pi_D}(a_0))p(s_0) \right|
$$

$$
\leq \sum_{s_0, a_0} p_\pi(a_0) \left| p(s_0) - p(s_0) \right| + \sum_{a_0} \left| p_\pi(a_0) - p_{\pi_D}(a_0) \right| = 0 + 2\epsilon_\pi
$$

(13)

For term B, we can apply Lemma 1 to bound the value, but it requires the bounded model error under the current policy $\pi$. Thus, we need to decompose the distance into two
by adding and subtracting $p_{\pi_D}$:

$$
\sum_{s_t, a_t} |p_\pi(s_t, a_t) - p_{br.t<k}(s_t, a_t)| = \sum_{s_t, a_t} \left| p_\pi(s_t, a_t) - p_{\pi_D}(s_t, a_t) + p_{\pi_D}(s_t, a_t) - p_{t<k}(s_t, a_t) \right|

\leq \sum_{s_t, a_t} |p_\pi(s_t, a_t) - p_{\pi_D}(s_t, a_t)|

\leq 2\epsilon_\pi

+ \sum_{s_t, a_t} |p_{\pi_D}(s_t, a_t) - p_{t<k}(s_t, a_t)|

(14)

$$

$$
\sum_{s_t, a_t} |p_{\pi_D}(s_t, a_t) - p_{t<k}^{br}(s_t, a_t)| = \sum_{s_t, a_t} \left| \frac{1}{t} \sum_{i=0}^{t-1} p_{\pi_D}(s_t, a_t) - \frac{1}{t} \sum_{i=0}^{t-1} p_{t<k,i}(s_t, a_t) \right|

\leq \frac{1}{t} \sum_{i=0}^{t-1} \sum_{s_t, a_t} |p_{\pi_D}(s_t, a_t) - p_{t<k,i}(s_t, a_t)|

\leq \frac{1}{t} \sum_{i=0}^{t-1} \{ 2(t-i) \cdot (\epsilon_\pi + \epsilon_m) \}

= \frac{1}{t} \{ t^2(\epsilon_\pi + \epsilon_m) + t(\epsilon_\pi + \epsilon_m) \}

(15)

$$

For (A), we apply Lemma 1 with setting $\epsilon_{m,post} = \epsilon_m$ and $\epsilon_{\pi,post} = \epsilon_\pi$ for the rollout following $\pi$ and $p_\theta$, and $\epsilon_{m,pre} = 0$ and $\epsilon_{\pi,pre} = 0$ for the rollout following $\pi_D$ and $p_{st}$, respectively. To recap **term B**, the following inequality holds:

$$
\sum_{s_t, a_t} |p_\pi(s_t, a_t) - p_{br.t<k}(s_t, a_t)| \leq 2t\epsilon_\pi + t(\epsilon_\pi + \epsilon_m) + (\epsilon_\pi + \epsilon_m)

(16)

$$

For **term C**, we can derive the bound in a similar manner to the term B case:

$$
\sum_{s_t, a_t} |p_\pi(s_t, a_t) - p_{br.t\geq k}(s_t, a_t)| = \sum_{s_t, a_t} \left| p_\pi(s_t, a_t) - p_{\pi_D}(s_t, a_t) + p_{\pi_D}(s_t, a_t) - p_{t\geq k}(s_t, a_t) \right|

\leq \sum_{s_t, a_t} |p_\pi(s_t, a_t) - p_{\pi_D}(s_t, a_t)|

\leq 2\epsilon_\pi

+ \sum_{s_t, a_t} |p_{\pi_D}(s_t, a_t) - p_{t\geq k}(s_t, a_t)|

(17)

$$
\[
\sum_{s_t, a_t} \left| p_\pi(s_t, a_t) - p_{t \geq k}(s_t, a_t) \right| = \sum_{s_t, a_t} \left| \frac{1}{k} \sum_{i=0}^{k-1} p_\pi(s_t, a_t) - \frac{1}{k} \sum_{i=0}^{k-1} p_{t \geq k,i}(s_t, a_t) \right|
\leq \frac{1}{k} \sum_{i=0}^{k-1} \sum_{s_t, a_t} \left| p_\pi(s_t, a_t) - p_{t \geq k,i}(s_t, a_t) \right|
\leq \frac{1}{k} \sum_{i=0}^{k-1} \{2 (k - i) \cdot (\epsilon_\pi + \epsilon_m) \}
\leq \frac{1}{k} \left\{ k^2 (\epsilon_\pi + \epsilon_m) + k(\epsilon_\pi + \epsilon_m) \right\}
\]

(18)

To recap term C, the following equation holds:

\[
\sum_{s_t, a_t} \left| p_\pi(s_t, a_t) - p_{t \geq k}(s_t, a_t) \right| \leq 2t \epsilon_\pi + k(\epsilon_\pi + \epsilon_m) + (\epsilon_\pi + \epsilon_m)
\]

(19)

By substituting Eqs. 13, 16, and 19, into Eq. 12, we obtain the result:

\[
\left\| \mathbb{E}_{a \sim \pi, s \sim p} [R] - \mathbb{E}_{(a, s) \sim m_{b}(\pi, p_\theta, \mathcal{D}_{\text{cav}})} [R] \right\| \leq \left\{ \begin{array}{l}
+ r_{\text{max}} \sum_{t=1}^{t_{\text{max}}} 2 \epsilon_\pi \\
+ r_{\text{max}} \sum_{t=k}^{\infty} \gamma^t \left\{ 2t \epsilon_\pi + t(\epsilon_\pi + \epsilon_m) + (\epsilon_\pi + \epsilon_m) \right\}
\end{array} \right.
\leq \left\{ \begin{array}{l}
2 \epsilon_\pi + \frac{1-k^\gamma(k-1)1+(k-1)\gamma^k}{(1-\gamma)^2} \left( 3 \epsilon_\pi + \epsilon_m \right) + \frac{2-k^\gamma}{\gamma-1} (\epsilon_\pi + \epsilon_m) \\
+ \frac{1-k^\gamma(k-1)1+(k-1)\gamma^k}{(1-\gamma)^2} \left( 3 \epsilon_\pi + \epsilon_m \right) + \frac{2-k^\gamma}{\gamma-1} (\epsilon_\pi + \epsilon_m)
\end{array} \right.
\]

(20)
A.2. Proofs of theorems for performance guarantee in the model-based meta-RL setting

Before starting the derivation of the main theorems, we first introduce a lemma useful for bridging POMDPs, our meta-RL setting, and MDPs.

**Lemma 2 (Silver and Veness (2010))** Given a POMDP \( \langle O, S, A, p_{ob}, r, \gamma, p_{st} \rangle \), consider the derived MDP with histories as states, \( \langle H, A, \gamma, \bar{r}, p_{hi} \rangle \), where \( p_{hi} = p(h_{t+1}|a_t, h_t) = \sum_{s_t} \sum_{s_{t+1}} p(s_t|h_t)p(s_{t+1}|s_t, a_t)p(o_{t+1}|s_{t+1}, a_t) \) and \( \bar{r}(h_t, a_t) = \sum_{s_t} p(s_t|h_t)r(s_t, a_t) \). Then, the value function of the derived MDP is equal to that of the POMDP.

**Proof** The statement can be derived by backward induction on the value functions. See the proof of Lemma 1 in Silver and Veness (2010) for details.

**Lemma 3** Given meta-RL setting in Section 4, consider the derived MDP with histories as states, \( \langle H, A, \gamma, \bar{r}, p_{hi} \rangle \), where \( p_{hi} = p(h_{t+1}|a_t, h_t) = \sum_{s_t} \sum_{s_{t+1}} p(s_t|h_t)p(s_{t+1}|s_t, a_t)p(o_{t+1}|s_{t+1}, a_t) \) and \( \bar{r}(h_t, a_t) = \sum_{s_t} p(s_t|h_t)r(s_t, a_t) \).

By considering that the hidden state is defined as \( S = T \times O \) in the meta-RL setting in Section 4, \( p(h_{t+1}|a_t, h_t) \) and \( \bar{r}(h_t, a_t) \) can be transformed as:

\[
p(h_{t+1}|a_t, h_t) = \sum_{s_t} \sum_{s_{t+1}} p(s_t|h_t)p(s_{t+1}|s_t, a_t)p(o_{t+1}|s_{t+1}, a_t) \\
= \sum_{s_t} p(s_t|h_t)p(o_{t+1}|s_t, a_t) \\
= \sum_{\tau_t, o_t} p(\tau_t, o_t|h_t)p(o_{t+1}|\tau_t, o_t, a_t) \\
= \sum_{\tau_t} p(\tau_t|h_t)p(o_{t+1}|\tau_t, o_t, a_t) \tag{21}
\]

\[
\bar{r}(h_t, a_t) = \sum_{s_t} p(s_t|h_t)r(s_t, a_t) = \sum_{\tau_t, o_t} p(\tau_t, o_t|h_t)r(\tau_t, o_t, a_t) = \sum_{\tau_t} p(\tau_t|h_t)r(\tau_t, o_t, a_t) \tag{22}
\]

**Proof**

Now, we provide the proof of Theorems 1 and 2 in Section 5.
Proof of Theorem 1:

Proof By Lemma 3 our problem of meta-RL can be mapped into the problem in the derived MDP $\langle \mathcal{H}, \mathcal{A}, \gamma, \bar{r}, p_{\text{phi}} \rangle$.

By applying Theorem 4.1 in Janner et al. (2019) to the derived MDP $\langle \mathcal{H}, \mathcal{A}, \gamma, \bar{r}, p_{\text{phi}} \rangle$ with defining $\epsilon_m$, and $\epsilon_\pi$ by Definitions 1 and 2 respectively, we obtain the following inequality in the derived MDP:

$$E_{a \sim \pi, s \sim p}[R] \geq E_{(a,s) \sim m(f_{\pi,p_{\theta,D_{\text{env}}}})}[R] - 2r_{\max} \left\{ \frac{\gamma}{(1-\gamma)^2} (\epsilon_m + 2\epsilon_\pi) + \frac{2}{(1-\gamma)} \epsilon_m \right\}, \quad (23)$$

Proof of Theorem 2:

Proof By Lemma 3 our problem of meta-RL can be mapped into that in the derived MDP $\langle \mathcal{H}, \mathcal{A}, \gamma, \bar{r}, p_{\text{phi}} \rangle$.

By applying Theorem 3 in Appendix A.1 to the derived MDP $\langle \mathcal{H}, \mathcal{A}, \gamma, \bar{r}, p_{\text{phi}} \rangle$ with defining $\epsilon_m$, and $\epsilon_\pi$ by Definitions 1 and 2 respectively, we obtain the following inequality in the derived MDP:

$$E_{a \sim \pi, s \sim p}[R] \geq E_{(a,h) \sim m_b(f_{\pi,p_{\theta,D_{\text{env}}}})}[R] - r_{\max} \left\{ \frac{1 + \gamma^2}{(1-\gamma)^2} 2\epsilon_\pi + \frac{\gamma - k\gamma^k + (k - 1)\gamma^{k+1}}{(1-\gamma)^2} (\epsilon_\pi + \epsilon_m) \right. \left. + \frac{\gamma^k - \gamma}{\gamma - 1} (\epsilon_\pi + \epsilon_m) + \frac{\gamma^k}{1-\gamma} (k + 1) (\epsilon_\pi + \epsilon_m) \right\}. \quad (24)$$

A.3. The discrepancy factors relying on the model error $\epsilon_m$ in Theorem 1 and those in Theorem 2

Proof of Corollary 1:

Proof Let the terms relying on $\epsilon_m$ in $C_{\text{Th1}}$ as $C_{\text{Th1},m}$. Let the terms relying on $\epsilon_m$ at $k = 1$ in $C_{\text{Th2}}$ as $C_{\text{Th2},m}$.

By Theorems 1 and 2,

$$C_{\text{Th1},m} = r_{\max} \frac{2\gamma \epsilon_m}{(1-\gamma)^2}. \quad (25)$$

$$C_{\text{Th2},m} = r_{\max} \frac{\gamma}{1-\gamma} 2\epsilon_m. \quad (26)$$
Given that $\gamma \in [0, 1)$, $r_{\text{max}} > 0$ and $\epsilon_m \geq 0$,

$$C_{\text{Th2},m} - C_{\text{Th1},m} = r_{\text{max}} \frac{-2\gamma^2 \epsilon_m}{(1 - \gamma)^2} \leq 0.$$  \hspace{1cm} (27)

### A.4. Baseline methods for our experiment

**PEARL:** The model-free meta-RL method proposed in Rakelly et al. (2019). This is an off-policy method and implemented by extending Soft Actor-Critic (Haarnoja et al., 2018). By leveraging experience replay, this method shows high sample efficiency. We re-implemented the PEARL method on TensorFlow, referring to the original implementation on PyTorch (https://github.com/katerakelly/oyster).

**Learning to adapt (L2A):** The model-based meta-RL proposed in Nagabandi et al. (2019a). In this method, the model is implemented with MAML (Finn et al., 2017) and the optimal action is found by the model predictive path integral control (Williams et al., 2015). We adapt the following implementation of L2A to our experiment: https://github.com/iclavera/learning_to_adapt.

### A.5. Environments for our experiments

For our experiments in Section 7, we prepare simulated robot environments using the MuJoCo physics engine (Todorov et al., 2012):

**Halfcheetah-fwd-bwd:** In this environment, policies are used to control the half-cheetah, which is a planar biped robot with eight rigid links, including two legs and a torso, along with six actuated joints. Here, the half-cheetah’s moving direction is randomly selected from “forward” and “backward” around every 15 seconds (in simulation time). If the half-cheetah moves in the correct direction, a positive reward is fed to the half-cheetah in accordance with the magnitude of movement, otherwise, a negative reward is fed.

**Halfcheetah-pier:** In this environment, the half-cheetah runs over a series of blocks that are floating on water. Each block moves up and down when stepped on, and the changes in the dynamics are rapidly changing due to each block having different damping and friction properties. These properties are randomly determined at the beginning of each episode.

**Ant-fwd-bwd:** Same as Halfcheetah-fwd-bwd except that the policies are used for controlling the ant, which is a quadruped robot with nine rigid links, including four legs and a torso, along with eight actuated joints.

**Ant-crippled-leg:** In this environment, we randomly sample a leg on the ant to cripple. The crippling of the leg causes unexpected and drastic changes to the underlying dynamics. One of the four legs is randomly crippled every 15 seconds.

**Walker2D-randomparams:** In this environment, the policies are used to control the walker, which is a planar biped robot consisting of seven links, including two legs and a torso, along with six actuated joints. The walker’s torso mass and ground friction is randomly determined every 15 seconds.

**Humanoid-direc:** In this environment, the policies are used to control the humanoid,
which is a biped robot with 13 rigid links, including two legs, two arms and a torso, along with 17 actuated joints. In this task, the humanoid moving direction is randomly selected from two different directions around every 15 seconds. If the humanoid moves in the correct direction, a positive reward is fed to the humanoid in accordance with the magnitude of its movement, otherwise, a negative reward is fed.
A.6. Complementary experimental results

Figure 11: Transition of model errors on training. In each figure, the vertical axis represents empirical values of $\epsilon_m$ and the horizontal axis represents the number of training samples (x1000). We ran five trials with different random seeds. The result of the $x$-th trial is denoted by Trial-$x$. We used the negative of log-likelihood of the model on validation samples as the approximation of $\epsilon_m$. The figures show that the model error tends to decrease as epochs elapse.
Figure 12: Transition of policy divergence on training. In each figure, the vertical axis represents empirical values of $\epsilon_{\pi}$ and the horizontal axis represents the number of training samples (x1000). We ran three trials with different random seeds. The result of the $x$-th trial is denoted by Trial-$x$. For $\epsilon_{\pi}$, we used the empirical Kullback-Leibler divergence of $\pi_{\theta}$ and $\pi_{D}$. Here, $\pi_{D}$ has the same policy network architecture with $\pi_{\theta}$ and is learned by maximum likelihood estimation with the trajectories stored in $D_{env}$.
Figure 13: Learning curve of PEARL and M3PO in a long-term training. In each figure, the vertical axis represents expected returns and the horizontal axis represents the number of training samples ($x50000$). The policy and model were fixed and their expected returns were evaluated on 50 test episodes at every 50,000 training samples. Each method was evaluated in three trials, and the result of the $x$-th trial is denoted by method-$x$. **Note that the scale of the horizontal axis is larger than that in Figure 7 by 50 times (i.e., 4 in this figure is equal to 200 in Figure 7).**
Figure 14: Comparison of GHP-MDP (Algorithm 1 in Perez et al. (2020)) and M3PO. The figures show learning curves of GHP-MDP and M3PO. In each figure, the vertical axis represents expected returns and the horizontal axis represents the number of training samples (x1000). GHP-MDP was evaluated in two trials, and each trial was run for three days in real-times. Due to the limitation of computational resources, we could not run this experiment as many days and trials as other experiments. The expected returns of GHP-MDP in each trial (denoted by “Trial-1” and “Trial-2”) are plotted in the figure. The results of M3PO is referred to those in Figure 7. From the comparison result, we can see that M3PO achieves better sample efficiency than GHP-MDP.
### A.7. Hyperparameter setting

Table 2: Hyperparameter settings for M3PO results shown in Figure 7.

|   | Halfcheetah-fwd-bwd | Halfcheetah-pier | Ant-fwd-bwd | Ant-crippled-leg | Walker2D-randomparams | Humanoid-direc |
|---|---------------------|------------------|-------------|------------------|-----------------------|----------------|
| $N$ | epoch              | 200              |             |                  |                       |                |
| $E$ | environment step per epoch | 1000            |             |                  |                       |                |
| $M$ | model-based rollouts per environment step | 1e3    | 5e2        | 1e3              | 5e2                  |                |
| $B$ | ensemble size      | 3                |             |                  |                       |                |
| $G$ | policy update per environment step | 40    | 20         |                  |                       |                |
| $k$ | model-based rollout length | 1               |             |                  |                       |                |
| $L$ | history length     | 10               |             |                  |                       |                |
|     | network architecture | GRU (Cho et al., 2014) of five units for RNN. MLP of two hidden layers of 400 swish (Ramachandran et al., 2017) units for FFNN | | | | |
Table 3: \( \beta \) settings for results shown in Figure 15. \( a \rightarrow b \) denotes a thresholded linear function, i.e., at epoch \( e \), \( f(e) = \min(\max(1 - \frac{e-a}{b-a}, 1), 0) \).

|            | Halfcheetah-pier | Walker2D-randomparams | Humanoid-direc |
|------------|------------------|------------------------|---------------|
| \( \beta \) | mixture ratio    |                        |               |
|            | 80 \( \rightarrow \) 130 | 50 \( \rightarrow \) 100 | 150 \( \rightarrow \) 250 |

A.8. M3PO with hybrid dataset

In Figures 7 and 13, we can see that, in a number of the environments (Halfcheetah-pier, Walker2D-randomparams, and Humanoid-direc), the long-term performance of M3PO is worse than that of PEARL. This indicates that a gradual transition from M3PO to PEARL (or other model-free approaches) needs to be considered to improve overall performance. In this section, we propose to introduce such a gradual transition approach to M3PO and evaluate it on the environments where the long-term performance of M3PO is worse than that of PEARL.

For the gradual transition, we introduce a hybrid dataset \( \mathcal{D}_{\text{hyb}} \). This contains a mixture of the real trajectories in \( \mathcal{D}_{\text{env}} \) and the fictitious trajectories in \( \mathcal{D}_{\text{model}} \), on the basis of mixture ratio \( \beta \in [0, 1] \). Formally, \( \mathcal{D}_{\text{mix}} \) is defined as

\[
\mathcal{D}_{\text{hyb}} = \beta \cdot \mathcal{D}_{\text{model}} + (1 - \beta) \cdot \mathcal{D}_{\text{env}}.
\]  

(28)

We replace \( \mathcal{D}_{\text{model}} \) in line 11 in Algorithm 2 with \( \mathcal{D}_{\text{hyb}} \). We linearly reduce the value of \( \beta \) from 1 to 0 in accordance with the training epoch. With this value reduction, the M3PO gradually becomes less dependent on the model and is transitioned to the model-free approach.

We evaluate M3PO with the gradual transition (M3PO-h) in three environments (Halfcheetah-pier, Walker2D-randomparams and Humanoid-direc), in which the long-term performance of M3PO is worse than that of PEARL in Figures 7 and 13. The hyperparameter setting (except for the setting schedule for the value of \( \beta \)) for the experiment is the same as that for Figures 7 and 13 (i.e., the one shown in Table 2). Regarding the setting schedule for the value of \( \beta \), we reduce it in accordance with Table 3. Evaluation results are shown in Figure 15. We can see that M3PO-h achieves the same or better scores with the long-term performances of PEARL in all environments.
Figure 15: Learning curve of PEARL, M3PO, and M3PO-h in a long-term training. In each figure, the vertical axis represents expected returns and the horizontal axis represents the number of training samples ($x50000$). The policy and model were fixed and their expected returns were evaluated on 50 episodes at every 50,000 training samples. Each method was evaluated in three trials, and the result of the $x$-th trial is denoted by method-$x$. Note that the scale of the horizontal axis is larger than that in Figure 7 by 50 times (i.e., 4 in this figure is equal to 200 in Figure 7).
A.9. The effect of model adaptation

In this section, we present a complementary analysis to answer the question “Does model adaptation (i.e., the use of a meta-model) in M3PO contribute to the improvement of the meta-policy?”.

We compare M3PO with Model-based Meta-Policy Optimization (M2PO). M2PO is a variant of M3PO in which a non-adaptive transition model is used instead of the meta-model. The model architecture is the same as that in the MBPO algorithm (Janner et al., 2019) (i.e., the ensemble of Gaussian distributions based on four-layer feed-forward neural networks).

Our experimental result indicates that the use of a meta-model contributes to performance improvement in some of the environments. In Figure 16, we can clearly see the improvement of M3PO against M2PO in Halfcheetah-fwd-bwd. In addition, in the Ant environments, although the M3PO’s performance is seemingly the same as that of M2PO, the qualitative performance is quite different; the M3PO can produce a meta-policy for walking in the correct direction, while M2PO failed to do so (M2PO produces the meta-policy “always standing” with a very small amount of control signal). For Humanoid-direc, by contrast, M2PO tends to achieve better sample efficiency than M3PO. We hypothesize that the primary reason for this is that during the plateau at the early stage of training in Humanoid-direc, the model used in M2PO generates fictitious trajectories that make meta-policy optimization more stable. To verify this hypothesis, we compare TD-errors (Q-function errors), which are an indicator of the stability of meta-policy optimization, for M3PO and M2PO. The evaluation result (Figure 17 in the appendix) shows that during the performance plateau (10–60 epoch), the TD-error in M2PO was actually lower than that in M3PO; this result supports our hypothesis. In this paper, we did not focus on the study of meta-model usage to generate the trajectories that make meta-policy optimization stable, but this experimental result indicates that such a study is important for further improving M3PO.
Figure 16: The learning curve of M3PO and M2PO. In each figure, the vertical axis represents expected returns and the horizontal axis represents the number of training samples (x1000). The meta-policy and models were fixed and their expected returns were evaluated on 50 episodes at every 1000 training samples for the other methods. In each episode, the task was initialized and changed randomly. Each method was evaluated in at least five trials, and the expected return on the 50 episodes was further averaged over the trials. The averaged expected returns and their standard deviations are plotted in the figures.

Figure 17: The transition of TD-errors (Q-function error) on training. In each figure, the vertical axis represents TD-error and the horizontal axis represents the number of training samples (x1000). We ran ten trials with different random seeds and plotted the average of their results. The error bar means one standard deviation.