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Abstract—The challenge of markerless human motion tracking is the high dimensionality of the search space. Thus, efficient exploration in the search space is of great significance. In this paper, a motion capturing algorithm is proposed for upper body motion tracking. The proposed system tracks human motion based on monocular silhouette-matching, and it is built on the top of a hierarchical particle filter, within which a novel deterministic resampling strategy (DRS) is applied. The proposed system is evaluated quantitatively with the ground truth data measured by an inertial sensor system. In addition, we compare the DRS with the stratified resampling strategy (SRS). It is shown in experiments that DRS outperforms SRS with the same amount of particles. Moreover, a new 3D articulated human upper body model with the name 3D cardbox model is created and is proven to work successfully for motion tracking. Experiments show that the proposed system can robustly track upper body motion without self-occlusion. Motions towards the camera can also be well tracked. Additionally, a new 3D articulated human upper body model with the name 3D cardbox model is created and is proven to work successfully for motion tracking.

The reminder of this paper is structured as follows: in Section II we review the related work on markerless human motion tracking and human modeling. Subsequently, we describe our system with respect to its two parts: modeling and estimation. In Section III we introduce the modeling part, where our new human model and other basic components of the modeling part are explained. In Section IV the estimation part of the proposed system is introduced, where we discuss model initialization and online motion tracking respectively. In Section V the proposed system is evaluated in experiments, where we compare our DRS with SRS.

II. RELATED WORK

The main challenge of markerless human motion capturing lies at the high dimensionality of the search space. So far, many approaches have been proposed. Particle filtering [3] samples the configuration space according to stochastic models of the observation. However, the bottleneck of applying particle filtering in markerless motion tracking is that the number of particles needed for a successful tracking increases exponentially with the number of degrees of freedom (DOF) of the underlying human model. According to [2], a realistic human model contains 14 DOF for upper body or 25 DOF for full body, and this results in an extremely high-dimensional search space. In order to address this problem, the annealed particle filter [4] and the partitioned particle filter [5] have been proposed, in which the number of particles needed is effectively reduced, however, the processing speed is slow. Another way to solve the high-dimensionality is to add constraints to human movements, as done in [6]. Nevertheless, the power of such systems is limited due to the incorporated constraints. L. Sigal et. al. [7] apply optimized algorithms to search for a global or local estimation of the pose configuration, but the applicability of the system is limited to situations, in which multiple cameras are used. Gall et. al. [8] combine the stochastic sampling and the optimization to search for a global estimate of the human posture. Despite the good tracking accuracy, their system needs no less than 76 seconds to process one frame. Other systems are based on additional 3D sensor, such as the Swiss Institute of Robotics and Mechatronics, German Aerospace Center (DLR), D-82234, Wessling, Germany.
Our human model contains two types of parameters: posture parameters and size parameters. The posture parameters refer to the kinematic model of our 3D cardboard model, which contains 12 DOF in all, these are: two DOF for rotations of each elbow, two DOF for rotations of each shoulder, three DOF for the orientation of the torso and one DOF for the position of the torso. Intuitively, three DOF are needed for determining torso position, however, at the current stage, two of them are used as constant after an initialization step. These two DOF are along the directions marked by dashed orange arrows in Fig. 1. Thus, we estimate 12 DOF during online motion tracking. Given all the DOF information, the 3D model is mapped to the image plane of a camera observing the scene. Size parameters of our human model reflect the physical dimension of the observed person. These parameters are initialized through offline model initialization. Fig. 2 illustrates all size parameters of our human model.

### III. MODELING

The modeling part of the proposed system contains two components: physical model and observation model. They are explained in the following.

#### A. Physical Model

In this paper, a new 3D articulated human model with the name “3D cardboard model” is proposed. Our 3D cardboard model represents each body part with two or three 2D patches that are perpendicular to each other. A comparison of the 3D volumetric model and our 3D cardboard model is illustrated in Fig. 1. In the 3D cardboard model, the head, upper arm, forearm and waist are represented by two central patches, whereas the torso is modeled by three patches. Compared with the 3D volumetric model, our model has less planes to project while rendering the human model image.

Our human model contains two types of parameters: posture parameters and size parameters. The posture parameters refer to the kinematic model of our 3D cardboard model, which contains 12 DOF in all, these are: two DOF for rotations of each elbow, two DOF for rotations of each shoulder, three DOF for the orientation of the torso and one DOF for the position of the torso. Intuitively, three DOF are needed for determining torso position, however, at the current stage, two of them are used as constant after an initialization step. These two DOF are along the directions marked by dashed orange arrows in Fig. 1. Thus, we estimate 12 DOF during online motion tracking. Given all the DOF information, the 3D model is mapped to the image plane of a camera observing the scene. Size parameters of our human model reflect the physical dimension of the observed person. These parameters are initialized through offline model initialization. Fig. 2 illustrates all size parameters of our human model.

#### B. Observation Model

In our approach, we observe human motion by the silhouette of the person. Silhouette images are obtained via foreground-background segmentation. Here, the background and the camera position are both assumed static. The brightness statistics of the background is obtained by capturing first a set of images of the background and then using the averaging background method [17]. In this way, the mean brightness $I_B(x, y)$ and standard deviation $\sigma_B(x, y)$ of the background is learned. Having built the background model, pixels of subsequent images $I_t(x, y)$, whose brightness is different from that of the learned background, are identified as foreground. The input image is thresholded into a binary silhouette image:

$$f(x, y, I_t) = \begin{cases} 
0, & \mid I_B(x, y) - I_t(x, y) \mid < 2\sigma_B(x, y) \\
1, & \text{otherwise}
\end{cases}$$

(1)

where 0 indicates the background and 1 the foreground. Fig. 3 shows one example of foreground segmentation.

A certain human posture $p$ is assigned a cost $W(d, I_t)$ by matching the perspective projected 3D model $h(x, y, d)$ with the silhouette image $f(x, y, I_t)$. The cost denotes the amount of distinct pixels between $h(x, y, d)$ and $f(x, y, I_t)$.
and is given as:

\[ W(d, I_t) = \sum_{x,y} h(x, y, d) \oplus f(x, y, I_t), \]

with \( h(x, y, d) = \begin{cases} 1, & (x, y) \in D \\ 0, & \text{otherwise} \end{cases} \) \hspace{1cm} (2)

where \( D \) denotes the set of image coordinates that are located within the projected human model. The symbol \( \oplus \) denotes the logic XOR function. The function \( h(x, y, d) \) indicates the intensity value of pixel \((x, y)\) of the projected human model that is generated by the set of posture parameters \( d \):

\[ d = [d_1, d_2, \cdots, d_{12}]^T, \]

where each element \( d \) in \( d \) refers to one DOF. Fig. 4 shows one example of silhouette matching, where the distinct pixels (right) between the projected human model (left) and the extracted silhouette (middle) are shown in white. In Section IV we explain how to estimate posture parameters and size parameters by minimizing the cost function in (2).

IV. ESTIMATION

The estimation part of the proposed system contains two phases, i.e. offline model initialization and online motion tracking as described in the following.

A. Offline Model Initialization

Before the human model is used for online motion tracking, it must be initialized, which means the body size parameters of the human model are tuned for the observed person. Fig. 2 illustrates the body size parameters that need to be initialized. These parameters are iteratively estimated by local optimization around an initial guess using multiple hypotheses. A hypothesis of size parameters \( A \) is generated by adding Gaussian noise \( \mathcal{N}(0, \sigma_a^2 E) \) to initial guess \( A_{ini} \) of the body size of the 3D model:

\[ A = A_{ini} + \mathcal{N}(0, \sigma_a^2 E), \]

where \( E \) is the identity matrix. The standard deviation \( \sigma_a \) used to generate the Gaussian noise is 5 cm for each size parameter. Each hypothesis \( A \) represents one set of possible values of the body size parameters (Fig. 2):

\[ A = [a_1, a_2, \cdots, a_{18}]^T. \]  \hspace{1cm} (5)

Because of the large number of parameters, the parameters are estimated in a three-step hierarchical way. Size of torso, waist and head in front view \( O^1 \), size of torso, waist and head in side view \( O^2 \), and size of arms in front view \( O^3 \) are estimated separately:

\[ A = [O^1, O^2, O^3]^T, \quad O^1 = [a_1, \cdots, a_8]^T, \]
\[ O^2 = [a_9, \cdots, a_{12}]^T, \quad O^3 = [a_{13}, \cdots, a_{18}]^T. \]  \hspace{1cm} (6)

According to the subset \( O^j, j \in 1, 2, 3 \), that is being estimated, reference images \( I_{ref}^j \) observing the test person doing corresponding reference postures are captured and used to estimate the size parameters. Reference postures \( d_{ref}^j \) of the test person are assumed known. The entire process of offline model initialization is described in Algorithm 1.

Algorithm 1 Offline Model Initialization

Require: \( A_{ini} \).
Generate \( M \) hypotheses for estimating size parameters:
for \( i = 1 : 1 : M \) do
\[ A_i = A_{ini} + \mathcal{N}(0, \sigma_a^2 E); \]
end for
3-step hierarchical estimation of subsets:
for \( j = 1 : 1 : 3 \) do
while Initialization accuracy not reached do
Find the best subset \( O^j \) using corresponding reference posture \( d_{ref}^j \) and reference image \( I_{ref}^j \):
\[ O^j = \arg\min W(d_{ref}^j, I_{ref}^j); \]
Generate \( M \) new hypotheses of corresponding subset:
for \( i = 1 : 1 : M \) do
\[ O_{i}^j = O^j + \mathcal{N}(0, \sigma_a^2 E); \]
end for
end while
end for

B. Online Motion Tracking

Once the human model is initialized, the body posture parameters of the observed person are continuously estimated in the online motion tracking phase. We apply a hierarchical particle filter to perform online motion tracking as described in Algorithm 2, first, initialize particles for tracking torso, left arm and right arm separately; then resample these particles with DRS, using Algorithm 3. Here, each particle of the particle filter represents a certain human posture. The general idea of our hierarchical particle filter is to divide the whole estimation procedure into three steps that are listed below:

- First, estimate the orientation of the torso (3 DOF) and the position of the torso (1 DOF).
- Second, estimate the orientation of the left arm (2 DOF for left shoulder, 2 DOF for left elbow).
- Third, estimate the orientation of the right arm (2 DOF for right shoulder, 2 DOF for right elbow).
where \( L \) and \( k \) as described in Algorithm 3. In the kpling part of online motion tracking is executed using SRS, particle a cumulative probability as follows:

Using the normalized probability, we calculate for each\( \omega \) listed in Table I.

Note that the second and the third step can be processed parallel.

Particles \( d_i^0 \) of the initialization step are generated by adding Gaussian noise \( \mathcal{N}(0, \sigma_0^2 E) \) to the reference posture \( d_{0ref} \) from which online motion tracking starts:

\[ d_i^0 = d_{0ref} + \mathcal{N}(0, \sigma_0^2 E), \quad i = 1, \ldots, N, \quad (7) \]

where \( N \) denotes the total number of the used particles. Here, the superscript is the index of estimation cycle which starts with “0” indicating the initialization. The subscript is the particle index.

C. Sampling and Resampling

In the following, we introduce first a standard particle filter that uses SRS (stratified resampling strategy). After that, we discuss our DRS.

1) SRS: For tracking with SRS, the sampling and resampling part of online motion tracking is executed using SRS, as described in Algorithm 3. In the \( k \)th estimation cycle of SRS, each particle \( d_i^k, i = 1, \ldots, N \), is assigned a probability \( p_i^k \):

\[ p_i^k = \exp \left( -\frac{W_i^{k^2}}{2\gamma^2} \right), \quad (8) \]

where \( W_i^k \) denotes the cost of particle \( d_i^k \). For the tracking of torso, left arm and right arm, \( \gamma \) has different values, as listed in Table II.

Having calculated the probability, the normalized probability \( \omega_i^k \) for each particle can be obtained as follows:

\[ \omega_i^k = \frac{1}{N} p_i^k. \quad (9) \]

Using the normalized probability, we calculate for each particle a cumulative probability as follows:

\[ L_i^k = \sum_{j=1}^{i} \omega_j^k, \quad (10) \]

where \( L_i^k \) denotes the cumulative probability for particle \( d_i^k \) in estimation cycle \( k \).

2) DRS: The standard particle filter with SRS uses a Gaussian distribution for the observation probability density, and it samples in a total stochastic way, thus, the selectivity of particles degrades as the modeling error of the observation model increases. This situation occurs especially when the physical model cannot perfectly match the appearance of the human body. Our DRS uses a survival of the fittest paradigm which ensures the selection of the best hypothesis. Therefore, it is especially suitable for filters with a low number of hypotheses. Moreover, it allows to directly process error values without a non-linear transformation by a Gaussian pdf.

Our DRS generates the same number of particles according to a survival-rate \( e \), as described in Algorithm 4. Let \( d_i^{k-1} \) denote the ranked list of posture parameter with \( W(d_i^{k-1}, I_t) < W(d_j^{k-1}, I_t) \) for the first particle \( d_i^k \) in the \( k \)th estimation cycle is the same as the best particle in the \((k-1)\)th estimation cycle \( d_i^{k-1} \):

\[ d_i^k = d_i^{k-1} = \arg\min_{j=1 \cdots N} W(d_j^{k-1}, I_t). \quad (11) \]

Multiplying the survival-rate \( e \) with the total number of particles \( N \) gives the amount of particles \( e \cdot N \) that survive the \((k-1)\)th estimation cycle. The survived particles are added with a random Gaussian noise vector \( \mathcal{N}(0, \sigma_0^2 E) \) so as to produce new particles:

\[ d_i^k = d_i^{k-1} + \mathcal{N}(0, \sigma_0^2 E), \quad 1 < i < e \cdot N. \quad (12) \]

In the \( k \)th estimation cycle, the particles that did not survive are replaced by particles drawn from the neighbourhood of the best particle:

\[ d_i^k = \tilde{d}_i^{k-1} + \mathcal{N}(0, \sigma_0^2 E), \quad e \cdot N < i \leq N. \quad (13) \]

The particle with the lowest cost is considered to be the estimation result for each estimation cycle. The process of DRS is illustrated in Fig. 5.

V. EXPERIMENTS AND DISCUSSIONS

The experiments are performed with a Bumblebee Stereo Camera BB-COL-20, whereas only one camera of the two is used. A quad-core AMD PhenomTM II X4 945 (3.0 GHz) processor is used as CPU. However, the current implementation is single-threaded. The “Sequential Monte Carlo Template Class” (SMCTC) [16] library in C++ is used as...
Motion used in the following experiments consists of a sequence of three fundamental motions: “wave hands” (Fig. 10), “bend aside” (Fig. 11) and “bow forward” (Fig. 12). These figures show examples of online motion tracking using 600 particles and DRS. As can be seen, the proposed system can stably track human motions without self-occlusion, using 600 particles ($N = 600$). With 600 particles, we achieve real-time tracking in 15 fps.

A. Ground Truth Evaluation

The Moven inertial motion capture suit uses 17 inertial motion trackers and an advanced articulated human model to track human motion. It is utilized to measure the underlying body posture parameters that is considered to be the ground truth of experiments. The Moven system provides Cartesian positions of the body segments. For the comparison, the tracking result in the joint space of the proposed method is converted to Cartesian position of corresponding body parts by forward kinematics using the estimated body size parameters. Here, 3D positions of shoulder, elbow and hand are compared. It should be mentioned that we could not achieve accurate comparison of both systems but rough comparison only. The reason is that different human kinematic models are used in both systems and the real positions of corresponding body parts are not defined in the same way. In the future, an accurate measure for quantitative comparison will be investigated.

The systems are synchronized with the image captured by the camera. Human motion tracking is repeated 100 times on a video of example video, using the proposed system. As tracking error, we measure the average 3D distance between the corresponding body parts of the Moven and the proposed system in these 100 times. The results are shown in Fig. 6 and Fig. 7. DRS achieves better 3D tracking accuracy than SRS in hand and elbow tracking. The accuracy for tracking hand is worse than the accuracy for tracking fists. This difference results in an extra error of 10 cm whereas the hand in the proposed system are at the end of fists. This difference results in an extra error of 10 cm approximately for hand tracking. Taking into account that the tracking is only based on monocular silhouette-matching, and considering the difference of both systems, the proposed system shows good 3D tracking performance.

### TABLE I

| Parameters used for all experiments. |
|--------------------------------------|
| $N$ | torso | Left arm | Right arm |
| 200 | 200 | 200 |
| $e$ | 0.2 | 0.4 | 0.4 |
| $\sigma_\beta$ for rotation (radian) | 0.1 | 0.25 | 0.25 |
| $\sigma_\beta$ for translation (cm) | 2 | - | - |
| $\sigma_\gamma$ (pixel) | 8000 | 4000 | 4000 |
Fig. 6. Average 3D error over 100 times: left shoulder (LS), left elbow (LE) and left hand (LH).

Fig. 7. Average 3D error over 100 times: right shoulder (RS), right elbow (RE) and right hand (RH).

Fig. 8. Average 2D error over 100 runs: DRS outperforms SRS, because system output obtained by DRS has less cost for each input image.

Fig. 9. Reproducibility test: one rotational parameter of left elbow, dashed lines are corresponding standard deviation (SD) lines.

B. 2D Error and Reproducibility of the System Output

The system output of each estimation cycle refers to the best estimate (particle) that has the lowest cost. In the following, we compare DRS with SRS regarding two aspects of the system output: 2D error and reproducibility.

1) 2D error: 2D error of the system output is represented by its cost. In this experiment, we measure the mean of the cost of the system output over 100 times and we show the result in Fig. 8. Here, we conclude that DRS outperforms SRS with respect to 2D error, because the system output obtained by DRS has less cost for each input image, although the same number of particles are used in both cases. Since we track human motion just based on silhouette-matching, the DRS is a better choice compared with SRS.

2) Reproducibility: Ideally, we expect that the system output should show the same performance on the same input. This feature is important for some applications, such as imitation learning of a humanoid robot. Here, we test the reproducibility of the system output by measuring the mean and standard deviation of each DOF \((d_i, i = 1, \ldots, 12)\) of the system output over 100 times. Experiment shows that tracking with DRS provides better reproducibility of the system output, because the standard deviation of the system output obtained by DRS is smaller than that obtained by SRS. One example of the results is shown in Fig. 9, in which one rotational DOF of left elbow is demonstrated. Here, we can see that the mean value (solid lines) is similar in both cases, but the standard deviation (dashed lines) of the system output obtained by DRS is smaller throughout the entire tracking. This result indicates that the system output estimated by DRS is better reproducible than that by SRS.

The DRS works in a survival of the fittest paradigm, and it contains no non-linear processing of the error value, thus, it is more reliable than the SRS for tracking with a small number of particles (600 particles for 12 dimensions).

VI. CONCLUSIONS

This paper presents an upper body motion capture system based on monocular silhouette-matching, which is built on the basis of a hierarchical particle filter. A novel deterministic resampling strategy (DRS) is applied so as to explore the search space efficiently. Using the ground truth data collected by Moven system, the tracking performance is quantitatively evaluated. As experiments show, the DRS outperforms SRS regarding the 3D and 2D tracking error with the same number of particles. Moreover, reproducibility test show that tracking results of DRS are more stable compared to SRS.

Additionally, a new 3D articulated human upper body model with the name 3D cardbox model is created and is proven to work successfully for motion tracking. Compared with the 3D volumetric model, our model has less planes to project while rendering the human model image, which leads to less computational cost. The proposed system achieves a stable real-time tracking of human motion in 15 fps, using 600 particles. It is worth mentioning that motions towards the camera, such as “bow forward”, is also well tracked by the proposed system.

Currently, the proposed system tracks human motion just through silhouette-matching. In the future work, we will
incorporate more sophisticated cues so as to handle motions with self-occlusion.
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