Abstract

The injective polynomial modules for a general linear group $G$ of degree $n$ are labelled by the partitions with at most $n$ parts. Working over an algebraically closed field of characteristic $p$, we consider the question of which partitions correspond to polynomially injective modules that are also injective as modules for the restricted enveloping algebra of the Lie algebra of $G$. The question is related to the “index of divisibility” of a polynomial module in general, and an explicit answer is given for $n = 2$.

1 Introduction

Let $k$ be an algebraically closed field of positive characteristic. Let $G$ be a reductive algebraic group over $k$. The indecomposable tilting modules are labelled by highest weight. It is rather easy to describe the tilting modules which are injective on restriction to the first infinitesimal subgroup $G_{\text{inf}}$ in terms of highest weight, see [4], (2.1) Proposition. This applies in particular if we take $G$ to be $\text{GL}_n(k)$, the group of invertible $n \times n$-matrices over $k$. The injective polynomial modules correspond to the tilting modules via Ringel duality, see [20], [4], Section 3, so it is perhaps rather surprising that it not at all clear at the outset which polynomial injective modules are injective on restriction to $G_{\text{inf}}$. This is the problem that we study in this paper. We shall call a rational $\text{GL}_n(k)$-module polynomially injective if it is polynomial and injective in the category of polynomial modules. We shall call a rational $\text{GL}_n(k)$-module infinitesimally injective if its restriction to $G_{\text{inf}}$ is injective. Thus our problem is to determine which polynomially injective modules are infinitesimally injective.

We believe this to be worthy of study not only by comparison with the situation for tilting modules but because the injective polynomial modules are of interest in their own right. The rational cohomology of a polynomial
GL_n(k)-module may be calculated within the polynomial category (i.e., using a resolution by injective modules in the polynomial category) by a result of the first author, see e.g., [3], Theorem 9. This result finds an application in the work of Friedlander and Suslin, [13], proving the finite generation of the cohomology of a finite group scheme. The category of modules for GL_n(k) that are polynomial of degree r is equivalent to the category of modules for a finite dimensional algebra, namely the Schur algebra S(n, r), as in [14]. So our problem is equivalent to the study of the finite dimensional injective left S(n, r)-modules or (by duality) the finite dimensional projective right S(n, r)-modules that are injective on restriction to G_{inf}. However, we prefer to work with injective modules since these are closely related to the injective modules in the rational category (and in general non-zero projective modules do not exist in the rational category, [6]).

We give a solution to our problem in terms of the “index of divisibility” of a polynomially injective module. This leads us naturally to an investigation of the set of composition factors of the tensor product of several copies of the symmetric algebra S(E) of the naturally G-module E, see Section 3. This investigation will be taken further in a subsequent paper, [11].

Though our main interest is in the classical representation theory of general linear groups, the quantum case is not significantly more difficult for the problems considered here and our treatment will cover, for the most part, both cases simultaneously. The terminology of polynomially injective and infinitesimally injective modules will also be used when working with a quantised general linear group at a root of unity.

The layout of the paper is as follows. In the preliminary Section 2, we establish the notation that we shall use in the sequel. This is rather lengthy since we need the substantial combinatorial background and the representation theory and homological theory associated with general linear groups and to explain how this applies in the general quantised set-up. The quantisation of the general linear group that we use is that introduced by Richard Dipper and the first author in [2]. In Section 3 we make a comparison between the polynomial injective modules and infinitesimal modules. We show that injectivity of a module on restriction to the infinitesimal subgroups implies a factorisation of its character, Lemmas 3.1 and Lemma 3.2. This leads, in the context of our problem, to the notion of the “index of divisibility” of a polynomial module (the number of times the module is divisible by the determinant module in the polynomial category) and we make a detailed study of this notion, Proposition 3.5. A description of the divisibility index of an injective module, in terms of the induced modules occurring in a filtration, is given in Lemma 3.7, and this is elaborated in terms of composition factors of symmetric powers in Lemma 3.9. In Section 4 a precise criterion for injectivity on restriction to the infinitesimal subgroup is given in terms of the index of divisibility, Theorem 4.1. This may be seen as our main result. We point out that in good circumstances injectivity of a polynomial
2 Preliminaries

2.1 Combinatorics

We first set up the background notation for the representation theory of the quantum general linear groups, starting with the basic combinatorics. Let $n$ be a positive integer. We set $X(n) = \mathbb{Z}^n$. We write $\Lambda(n)$ for the set of $n$-tuples of nonnegative integers. We write $X^+(n)$ for the set of dominant $n$-tuples of integers, i.e., the set of elements $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$ such that $\lambda_1 \geq \cdots \geq \lambda_n$, and write $\Lambda^+(n)$ for $X^+(n) \cap \Lambda(n)$. We shall sometimes refer to elements of $\Lambda(n)$ as polynomial weights and elements of $\Lambda^+(n)$ as polynomial dominant weights. We define the degree $\deg(\lambda)$ of $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$ by $\deg(\lambda) = \lambda_1 + \cdots + \lambda_n$. For a nonnegative integer $r$ we write $\Lambda^+(n, r)$ for the set of partitions of $r$ into at most $n$ parts, i.e., the set of elements of $\Lambda^+(n)$ of degree $r$.

Let $e$ be a non-negative integer. We say that an element $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$ is column $e$-regular if $0 \leq \lambda_1 - \lambda_2, \ldots, \lambda_{n-1} - \lambda_n, \lambda_n < e$. We write $X_{\inf,e}(n)$ for the set of all column $e$-regular elements of $X(n)$. A element $\lambda \in X(n)$ has a unique expression $\lambda = \lambda^0 + e\bar{\lambda}$ with $\lambda^0 \in X_{\inf,e}(n)$, $\bar{\lambda} \in X(n)$, moreover if $\lambda \in X^+(n)$ then $\bar{\lambda} \in X^+(n)$ and if $\lambda \in \Lambda^+(n)$ then $\bar{\lambda} \in \Lambda^+(n)$.

For $1 \leq i \leq n$ we write $\epsilon_i$ for the element of $X(n)$ with $i$th entry 1 and all other entries 0. We write $\Phi$ for the set of all $\epsilon_i - \epsilon_j$, with $1 \leq i, j \leq n$, $i \neq j$. We write $\Phi^+$ for the set of all $\epsilon_i - \epsilon_j$ with $1 \leq i < j \leq n$. We identify $X(n)$ with a subgroup of $\mathbb{Q}^n$. We write $\rho$ for $\frac{1}{2} \sum_{1 \leq i < j \leq n} (\epsilon_i - \epsilon_j)$, so that $2\rho = (n-1, n-3, \ldots, -(n-1))$.

We write $\text{Sym}(n)$ for the symmetric group on $\{1, 2, \ldots, n\}$. We write $w_0$ for the longest element of $\text{Sym}(n)$. In the Lie theoretic context $\Phi^+$ has an interpretation as a set of positive roots so that $\rho$ is the half sum of positive roots. However, we can usually work instead with the element $\delta = (n-1, n-2, \ldots, 1, 0) \in X(n)$. The relationship between these elements is $2\rho = 2\delta - (n-1)\omega$, where $\omega = (1, 1, \ldots, 1)$. We form the integral group ring $\mathbb{Z}X(n)$. This has $\mathbb{Z}$-basis of formal exponentials $\exp(\lambda)$ which multiply according to the rule $\exp(\lambda)\exp(\mu) = \exp(\lambda + \mu)$, $\lambda, \mu \in X(n)$.
2.2 Quantised general linear groups

Now let \( k \) a field. We use the expression “\( G \) is a quantum group over \( k \)” to indicated that we have in mind a Hopf algebra over \( k \) denoted \( k[G] \) and called the coordinate algebra of \( G \). Suppose that \( G \) and \( H \) are quantum groups over \( k \). We use the expression “\( \phi : G \rightarrow H \) is a morphism of quantum groups” to indicate that we have in mind a morphism of Hopf algebras from \( k[H] \) to \( k[G] \) denoted \( \phi^\sharp \) and called the comorphism of \( \phi \). In this way we regard the category of quantum groups over \( k \) as the opposite of the category of Hopf algebras over \( k \). By the expression “\( J \) is a quantum subgroup of \( G \)” we mean that \( k[J] = k[G]/I \), for some Hopf ideal \( I \), which we call the defining ideal of \( J \).

By a left (resp. right) \( G \)-module we mean a right (resp. left) \( k[G] \)-comodule. Let \( V \) be a finite dimensional left \( G \)-module with \( k \)-basis \( v_i \), \( i \in I \), and structure map \( \tau : V \rightarrow V \otimes k[G] \). We have the corresponding “coefficient elements” \( f_{ij} \in k[G] \) defined by the equations

\[
\tau(v_i) = \sum_{j \in I} v_j \otimes f_{ji}
\]

for \( i \in I \). The \( k \)-span of the elements \( f_{ij}, i,j \in I \), is called the coefficient space of \( V \) and will be denote \( \text{cf}(V) \). (It is independent of the choice of basis.) By a \( G \)-module we mean a left \( G \)-module. If \( \phi : G \rightarrow H \) is a morphism of quantum groups over \( k \) and \( V \) is an \( H \)-module with comodule structure map \( \tau : V \rightarrow V \otimes k[H] \) we write \( V^\phi \) for the space \( V \) regarded as a \( G \)-module via the structure map \( : (\text{id}_V \otimes \phi^\sharp) \circ \tau : V \rightarrow V \otimes k[G] \), where \( \text{id}_V \) is the identity map on \( V \).

Let \( 0 \neq q \in k \). We consider the corresponding quantum general linear group \( G_q(n) \), as in [5]. Further details of the framework and proofs or precise references for the results described below may be found in [5] (see also [7] and [1]).

We start with the bialgebra \( A_q(n) \). As a \( k \)-algebra this is defined by generators \( c_{ij} \), \( 1 \leq i, j \leq n \), subject to certain quadratic relations (see e.g., [5], 0.22). Comultiplication \( \delta : A_q(n) \rightarrow A_q(n) \otimes A_q(n) \) and the augmentation map \( \epsilon : A_q(n) \rightarrow k \) are given by \( \delta(c_{ij}) = \sum_{r=1}^n c_{ir} \otimes c_{rj} \) and \( \epsilon(c_{ij}) = \delta_{ij} \), for \( 1 \leq i, j \leq n \). The algebra \( A_q(n) \) has a natural grading \( A_q(n) = \bigoplus_{r=0}^\infty A_q(n,r) \) such that each \( c_{ij} \) has degree 1. Each component \( A_q(n,r) \) is a finite dimensional subcoalgebra and the dual algebra is the Schur algebra \( S_q(n,r) \).

The sign of a permutation \( \pi \in \text{Sym}(n) \) is denoted \( \text{sgn}(\pi) \). The quantum determinant \( d_q = \sum_{\pi \in \text{Sym}(n)} \text{sgn}(\pi)c_{1,1} \cdots c_{n,n} \) is a group-like element and \( A_q(n) \) has an Ore localisation \( A_q(n)_{d_q} \). The bialgebra structure of \( A_q(n) \) extends uniquely to a bialgebra structure on the localisation and this localised bialgebra is in fact a Hopf algebra. The quantum general linear group \( G_q(n) \) is the quantum group whose coordinate algebra \( k[G_q(n)] = A_q(n)_{d_q} \). This is
the construction introduced in [2]. For the parallel development of the case of the Manin quantisation, see [19].

2.3 Representation Theory

We write $B_q(n)$ for the (quantum) subgroup of $G_q(n)$ whose defining ideal is generated by all $c_{ij}$ with $i < j$. We write $T_q(n)$ for the subgroup of $G_q(n)$ whose defining ideal is generated by all $c_{ij}$ with $i \neq j$.

A left $G$-module $V$ is said to be polynomial if $\text{ef}(V) \leq A_q(n)$ and polynomial of degree $r$ if $\text{ef}(V) = A_q(n, r)$. A polynomial $G_q(n)$-module $V$ has a unique module decomposition $V = \bigoplus_{r=0}^{\infty} V(r)$, where $V(r)$ is polynomial of degree $r$. Regarding a $G_q(n)$-module polynomial of degree $r$ as an $A_q(n, r)$-comodule and hence as a module for the dual algebra $S_q(n, r,)$ gives an equivalence between the categories of left $G_q(n)$-modules polynomial of degree $r$ and left $S_q(n, r)$-modules. A $G_q(n)$-module $V$ is polynomial of degree $r$ if and only all composition factors of $V$ are polynomial of degree $r$ (see [7], p263 for the quantum case and for example [16], II, A.3 Proposition for the classical case). As in the classical case, we shall say that a $G$-module $V$ is polynomially injective if it polynomial and injective in the category of polynomial $G$-modules.

For each $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$ there is a one dimensional $B_q(n)$-module $k_\lambda$ with structure map $\tau : k_\lambda \to k_\lambda \otimes k[B_q(n)]$ taking $v \in k_\lambda$ to $v \otimes (c_{11}^{\lambda_1}c_{22}^{\lambda_2} \cdots c_{nm}^{\lambda_n} + I)$, where $I$ is the defining ideal of $B_q(n)$. Moreover the modules $k_\lambda, \lambda \in X(n)$, form a complete set of pairwise non-isomorphic simple $B_q(n)$-modules and the restrictions of these modules to $T_q(n)$ form a complete set of pairwise non-isomorphic simple $T_q(n)$-modules. All $T_q(n)$-modules are completely reducible. For a $T_q(n)$-module $V$ and $\lambda \in X(n)$ the $\lambda$ weight space $V^\lambda$ is the sum of all submodules isomorphic to $k_\lambda$. We say that $\lambda \in X(n)$ is a weight of $V$ if $V^\lambda \neq 0$. The dimension of a finite dimensional vector space $V$ over $k$ will be denoted by $\dim V$. The character $\text{ch} V$ of a finite dimensional $T$-module $V$ is the element of $kX(n)$ defined by $\text{ch} V = \sum_{\lambda \in X(n)} \dim V^\lambda \exp(\lambda)$.

Recall the classification of irreducible $G_q(n)$-modules by highest weight. We have the dominance partial order on $X(n)$: for $\lambda, \mu \in X(n)$ we have $\lambda \leq \mu$ if $\mu - \lambda$ is a sum of elements of $\Phi^+$. Then for each $\lambda \in X^+(n)$ there is an irreducible module $L_q(\lambda)$ which has unique highest weight $\lambda$ and such that $\lambda$ occurs as a weight with multiplicity one. The modules $L_q(\lambda), \lambda \in X^+(n)$, form a complete set of pairwise non-isomorphic irreducible $G_q(n)$-modules, see Theorem 2.10(ii) and Lemma 3.2 of [7]. It follows (by induction on highest weight) that finite dimensional $G_q(n)$-modules have the same composition factors (counting multiplicities) if and only if they have the same character: for the classical case, see [16], II, 2.7 Remark.

The quantum determinant $d_q$ spans a one dimensional subcomodule of $k[G_q(n)]$. We write $D_q$ for the $G_q(n)$-module $kd_q$. Then $D_q = L_q(\omega)$. The
modules $L_q(\lambda)$, $\lambda \in \Lambda^+(n)$, form a complete set of pairwise non-isomorphic polynomial $G_q(n)$-modules, see e.g., [2], 2.3.4 Theorem. For a finite dimensional $G_q(n)$-module $V$ and $\lambda \in X^+(n)$ we write $[V : L_q(\lambda)]$ for the multiplicity of $L_q(\lambda)$ as a composition factor of $V$.

We shall also need modules induced from $B_q(n)$ to $G_q(n)$. For $\lambda \in X(n)$ the induced module $\text{ind}_{B_q(n)}^{G_q(n)} k_\lambda$ is non-zero if and only if $\lambda \in X^+(n)$, see [2], Lemma 3.2. For $\lambda \in X^+(n)$ we set $\nabla_q(\lambda) = \text{ind}_{B_q(n)}^{G_q(n)} k_\lambda$. Then $\nabla_q(\lambda)$ is finite dimensional (its character is the Schur symmetric function corresponding to $\lambda$ and the $G_q(n)$-module socle of $\nabla_q(\lambda)$ is $L_q(\lambda)$. The module $\nabla_q(\lambda)$ has unique highest weight $\lambda$ and this weight occurs with multiplicity one.

A filtration $0 = V_0 \leq V_1 \leq \cdots \leq V_r = V$ for a finite dimensional $G$-module $V$ is said to be good if for each $1 \leq i \leq r$ the quotient $V_i/V_{i-1}$ is either zero or isomorphic to $\nabla_q(\lambda^i)$ for some $\lambda^i \in X^+(n)$. For a finite dimensional $G_q(n)$-module $V$ admitting a good filtration, for each $\lambda \in X^+(n)$ the multiplicity $|\{1 \leq i \leq r \mid V_i/V_{i-1} \cong \nabla_q(\lambda)\}|$ is independent of the choice of the good filtration (since it is determined by the character of $V$) and will be denoted $(V : \nabla_q(\lambda))$.

For a finite dimensional module $V$ for a quantum group $G$ over $k$ we write $V^*$ for the dual space $\text{Hom}_k(V, k)$ regarded as a $G$-module in the usual way and for a non-negative integer $r$, we write $V^{\otimes r}$ for the $r$-fold tensor product $V \otimes \cdots \otimes V$. We write $D_q^{\otimes r}$ for the dual of $D_q^{\otimes r}$. For $\lambda \in X^+(n)$ we take as a definition of the Weyl module $\Delta_q(\lambda)$ the dual module $\nabla_q(-w_0\lambda)^*$. Thus $\nabla_q(\lambda)$ and $\Delta_q(\lambda)$ have the same character.

For $\lambda \in \Lambda^+(n)$ we write $I_q(\lambda)$ for the injective envelope of $L_q(\lambda)$ in the category of polynomial $G_q(n)$-modules. If $\lambda$ has degree $r$ then $I_q(\lambda)$ is polynomial of degree $r$. As an $S_q(n, r)$-module $I_q(\lambda)$ is the injective envelope of $L_q(\lambda)$, in particular it is finite dimensional. Moreover, for $\lambda \in \Lambda^+(n, r)$, the module $I_q(\lambda)$ has a good filtration and we have the reciprocity formula $(I_q(\lambda) : \nabla_q(\mu)) = [\nabla_q(\mu) : L_q(\lambda)]$, [7], Section 4, (6).

If $k$ has characteristic $0$ and $q = 1$ or if $q$ is not a root of unity then then all $G_q(n)$-modules are completely reducible, [7], Section 4, (8), and so all polynomial modules are polynomially injective. Moreover, for example by the main result of [8], if $H$ is any finite quantum subgroup of $G_q(n)$ then the restriction to $H$ of an injective $G_q(n)$-module is injective. In particular the trivial module is injective and hence all $H$-modules are injective. So the problem addressed in this paper is trivial in this case and we shall assume from now on that either $q$ is a primitive $l$th root of unity, with $l \geq 2$, or that $q = 1$ and $k$ has characteristic $p > 0$.

To simplify notation, we shall write $G$ for $G_q(n)$, write $B$ for $B_q(n)$ and write $T$ for $T_q(n)$. We shall write $\nabla(\lambda)$ for $\nabla_q(\lambda)$, write $L(\lambda)$ for $L_q(\lambda)$, for $\lambda \in X(n)$, and write $D$ for $D_q$.

All this applies also when $q = 1$. In that case the coordinate functions will be denoted $x_{ij}$ and we write $\tilde{G}$ for $G_q(n)$, write $\tilde{B}$ for $B_q(n)$ and write $\tilde{T}$
for $T_q(n)$. We have the Frobenius morphism $F : G \to \bar{G}$ whose comorphism
takes $x_{ij}$ to $c_{ij}$, in case $l > 1$ and to $c_{ij}^+$ in case $l = 1$. By abuse of notation we also write $F : B \to \bar{B}$ and $F : T \to \bar{T}$ for the restrictions of the Frobenius morphism $F : G \to \bar{G}$. In case $q = 1$ we also write $\nabla(\lambda)$ for $\nabla_q(\lambda)$, write $\bar{L}(\lambda)$ for $L_q(\lambda)$, $\lambda \in X^+(n)$, and write $D$ for $D_q$. We also write $I(\lambda)$ for $I_q(\lambda)$, $\lambda \in \Lambda^+(n)$ in that case.

### 2.4 Infinitesimal Theory

We define $e$ to be the smallest positive integer such that $1+q+\cdots+q^{e-1} = 0$. (This is $l$ if $q$ is a primitive $l$th root of unity, $l \geq 2$ and is $p$ if $q = 1$ and the characteristic of $k$ is $p > 0$.) We write $X_{\text{inf}}(n)$ for $X_{\text{inf},e}(n)$. For $\lambda \in X^+(n)$ with $\lambda = \lambda^0 + e\lambda$, $\lambda^0 \in X_{\text{inf}}(n)$ we have, by Steinberg’s tensor product theorem, [9], 3.2, (5), $L(\lambda) = L(\lambda^0) \otimes L(\lambda)^F$.

We write $G_{\text{inf}}$ for the infinitesimal subgroup of $G$ whose defining ideal is generated by the elements $c_{ij} - \delta_{ij}$, $1 \leq i, j \leq n$. We write $G_{\text{inf}}T$ for the (quantum) Jantzen subgroup (scheme), i.e. the quantum subgroup of $G$ with defining ideal generated by the elements $c_{ij}$, for $1 \leq i, j \leq n$, $i \neq j$. For each $\lambda \in X(n)$ there is an irreducible $G_{\text{inf}}T$-module $\bar{L}_{\text{inf}}(\lambda)$ which has unique highest weight $\lambda$ and such that $\lambda$ occurs as a weight of $\bar{L}_{\text{inf}}(\lambda)$ with multiplicity 1. The modules $\bar{L}_{\text{inf}}(\lambda)$, $\lambda \in X(n)$, form a complete set of pairwise non-isomorphic irreducible $G_{\text{inf}}T$-modules. For $\lambda \in X(n)$ the module $\bar{L}_{\text{inf}}(e\lambda)$ is one dimensional and we denote it simply $k_{e\lambda}$. For $\lambda, \mu \in X(n)$ we have $\bar{L}_{\text{inf}}(\lambda + e\mu) \cong \bar{L}_{\text{inf}}(\lambda) \otimes k_{e\mu}$, as $G_{\text{inf}}T$-modules. For $\lambda \in X_{\text{inf}}(n)$ the restriction $L(\lambda)\big|_{G_{\text{inf}}}$ is irreducible and the modules $L(\lambda)\big|_{G_{\text{inf}}}$, $\lambda \in X_{\text{inf}}(n)$, form a complete set of pairwise non-isomorphic irreducible $G_{\text{inf}}$-modules, see [9], Section 3.1.

For $\lambda \in X(n)$ we denote by $\bar{Q}_{\text{inf}}(\lambda)$ a $G_{\text{inf}}T$-module injective envelope of $\bar{L}_{\text{inf}}(\lambda)$. For $\lambda, \mu \in X(n)$ we have $\bar{Q}_{\text{inf}}(\lambda + e\mu) \cong \bar{Q}_{\text{inf}}(\lambda) \otimes k_{e\mu}$, as $G_{\text{inf}}T$-modules. For $\lambda \in X_{\text{inf}}(n)$ we write $Q_{\text{inf}}(\lambda)$ for the restriction of $\bar{Q}_{\text{inf}}(\lambda)$ to $G_{\text{inf}}$. Then $Q_{\text{inf}}(\lambda)$ is the $G_{\text{inf}}$-module injective envelope of $L(\lambda)\big|_{G_{\text{inf}}}$. The module $\nabla((e-1)\delta)$, known as the Steinberg module, is irreducible and injective as a $G_{\text{inf}}$-module, see [9], 3.2,(12). A $G_{\text{inf}}T$-module is injective if and only if it is injective as a $G_{\text{inf}}$-module.

For an element $\chi = \sum_{\xi \in X(n)} a_{\xi} \exp(\xi)$ of $ZX(n)$ we write $\chi^F$ for the element $\sum_{\xi \in X(n)} a_{\xi} \exp(e\xi)$. For a finite dimensional $\bar{T}$-module $V$ we have $\text{ch}(V)^F = (\text{ch}(V))^F$.

Much of the above is a formal analogue of part of the representation theory of reductive groups, as in the standard text by Jantzen, [16].
3 Injective Modules

Lemma 3.1. Let $I$ be a finite dimensional $G_{inf} T$-module which is injective as a $G_{inf}$-module. Then we have

$$\text{ch } I = \sum_{\xi \in X_{inf}(n)} \text{ch } \hat{Q}_{inf}(\xi) \cdot \text{ch } \text{Hom}_{G_{inf}}(L(\xi), I).$$

Proof. Both sides are additive on direct sums so we may assume that $I$ is indecomposable, i.e., that

$$I = \hat{Q}_{inf}(\xi + e\tau) \cong \hat{Q}_{inf}(\xi) \otimes k_{e\tau}$$

for some $\xi \in X_{inf}(n)$, $\tau \in X(n)$, and the result is clear in this case.

We are interested in $G$-modules which are injective on restriction to $G_{inf}$. We shall call such modules infinitesimally injective.

Lemma 3.2. Suppose that $\lambda^0 \in X_{inf}(n)$, $\bar{\lambda} \in \Lambda^+(n)$ and $I(\lambda^0 + e\bar{\lambda})$ is infinitesimally injective. Then we have

$$\text{ch } I(\lambda^0 + e\bar{\lambda}) = \text{ch } \hat{Q}_{inf}(\lambda^0) \cdot \text{ch } I(\bar{\lambda})^F.$$

Proof. The $G_{inf}$-module socle of $I(\lambda^0 + e\bar{\lambda})$ is $L(\lambda^0) \otimes I(\bar{\lambda})^F$, by the argument of [10], Lemma 3.2 (i), so the result follows from Lemma 3.1.

Lemma 3.3. Let $\lambda \in \Lambda^+(n)$ and write $\lambda = \lambda^0 + e\bar{\lambda}$ with $\lambda^0 \in X_{inf}(n)$, $\bar{\lambda} \in \Lambda^+(n)$. Suppose $I(\lambda^0 + e\bar{\lambda})$ is infinitesimally injective. Then for each $\tau \in \Lambda^+(n)$ such that $[\nabla(\tau) : \bar{L}(\bar{\lambda})] \neq 0$ we have

$$\lambda^0 + e\tau \geq (n-1)(e-1).$$

Proof. Suppose $[\nabla(\tau) : \bar{L}(\bar{\lambda})] \neq 0$. Then also

$$(\bar{I}(\bar{\lambda}) : \nabla(\tau)) = [\nabla(\tau) : \bar{L}(\bar{\lambda})] \neq 0$$

and so $\tau$ is a weight of $\bar{I}(\bar{\lambda})$ and hence by Lemma 3.2 if $\xi$ is any weight of $\hat{Q}_{inf}(\lambda^0)$ then $\xi + e\tau$ is a weight of $I(\lambda)$. Now $\hat{Q}_{inf}(\lambda^0)$ has highest weight $w_0 \lambda^0 + 2(e-1)\rho$, by [10], II, 11.6 Lemma for the classical case and [9], Section 3.2, (14), (ii),(iii) for the quantum case. Hence $w_0 \lambda^0 + 2(e-1)\rho + e\tau$ is a weight of $I(\lambda)$ and hence polynomial. Recalling that $2\rho = 2\delta - (n-1)\omega$ we therefore have that $w_0 \lambda^0 + 2(e-1)\delta - (n-1)(e-1)\omega + e\tau$ is a weight of
I(\(\lambda\)) and hence polynomial. In particular the final entry of this weight is non-negative, i.e.,
\[
\lambda_0^0 - (n - 1)(e - 1) + e\tau_n \geq 0,
\]
in other words \(\lambda_0^0 + e\tau_n \geq (n - 1)(e - 1)\).

The notion that we now introduce will be key for our study of polynomially and infinitesimally injective modules.

**Definition 3.4.** Let \(X\) be a non-zero finite dimensional polynomial module. We say that the divisibility index \(\text{div.ind}(X)\) is \(m\) if \(m\) is the largest nonnegative integer such that \(D^{\otimes m} \otimes X\) is polynomial. We shall say that \(X\) is critical if it has divisibility index 0.

Note that if a polynomial module \(X\) has a weight \(\lambda\) with \(\lambda_n = 0\) then \(X\) has divisibility index 0, for otherwise we could write \(X\) as \(Y \otimes D\), for some polynomial module \(Y\) and a weight of \(X\) would have the form \(\mu + \omega\), for some weight \(\mu\) of \(Y\).

An arbitrary polynomial module \(X\) may be written in the form \(X = D^{\otimes m} \otimes Y\) when \(m\) is the divisibility index of \(X\) and \(Y\) is critical. We collect together some basic properties of the divisibility index.

**Proposition 3.5.** Let \(X\) be a non-zero finite dimensional polynomial module. We have:

(i) if \(\text{div.ind}(X) > 0\) then \(\text{div.ind}(X) = \text{div.ind}(X \otimes D^*) + 1\);

(ii) \(\text{div.ind}(X) = \min\{\lambda_n \mid \lambda = (\lambda_1, \ldots, \lambda_n) \in \Lambda^+(n) \text{ and } [X : L(\lambda)] \neq 0\};\)

(iii) \(\text{div.ind}(X) = \min\{\alpha_n \mid \alpha = (\alpha_1, \ldots, \alpha_n) \in \Lambda(n) \text{ and } \alpha \text{ is a weight of } X\};\)

(iv) if \(0 = X_0 < X_1 < X_2 < \cdots < X_r = X\) is a properly ascending chain of submodules of \(X\) then
\[
\text{div.ind}(X) = \min\{\text{div.ind}(X_i/X_{i-1}) \mid i = 1, 2, \ldots, r\};
\]

(v) if the highest weights of \(X\) are \(\lambda^1, \lambda^2, \ldots, \lambda^r\) then
\[
\text{div.ind}(X) = \min\{\lambda^i_n \mid i = 1, 2, \ldots, r\};
\]

(vi) for \(\lambda \in \Lambda^+(n)\) we have
\[
\text{div.ind}(L(\lambda)) = \text{div.ind}(\nabla(\lambda)) = \text{div.ind}(\Delta(\lambda)) = \lambda_n;
\]

(vii) if \(Y\) is also a non-zero finite dimensional polynomial module then
\[
\text{div.ind}(X \otimes Y) = \text{div.ind}(X) + \text{div.ind}(Y).
\]
Proof. (i) Clear.
(ii) Let \( r = \text{div} \cdot \text{ind}(X) \) and write \( X = D^{\otimes r} \otimes Z \) with \( Z \) polynomial. Let \( s = \min \{ \lambda_n \mid \lambda \in \Lambda^+(n) \} \) and \( [X : L(\lambda)] \neq 0 \). Let \( \lambda \in \Lambda^+(n) \) be such that \( L(\lambda) \) is a composition factor of \( X \). Then \( L(\lambda) \cong D^{\otimes r} \otimes L \) for some composition factor \( L \) of \( Z \). Now \( L \cong L(\mu) \) for some \( \mu \in \Lambda^+(n) \) and \( D^{\otimes r} \otimes L(\mu) \cong L(\mu + r\omega) \) so we have \( \lambda = \mu + r\omega \) and so \( \lambda_n = \mu_n + r \geq r \). This proves \( s \geq r \).

Now let \( K = X \otimes D^{\otimes -s} \). Let \( \mu \in \Lambda^+(n) \) be such that \( L(\mu) \) be a composition factor of \( K \). Then \( L(\mu) \otimes D^{\otimes s} \cong L(\mu + s\omega) \) is a composition factor of \( X \) and hence \( \mu + s\omega \) has last entry at least \( s \) and therefore \( \mu_n \geq s \). Hence every composition factor of \( K \) is polynomial and therefore \( K \) is polynomial. Hence \( s \leq r \) and so \( r = s \).

(iii) Let
\[
r = \min \{ \lambda_n \mid \lambda = (\lambda_1, \ldots, \lambda_n) \in \Lambda^+(n) \text{ and } [X : L(\lambda)] \neq 0 \}
\]
and
\[
s = \min \{ \alpha_n \mid \alpha = (\alpha_1, \ldots, \alpha_n) \in \Lambda(n) \text{ and } \alpha \text{ is a weight of } X \}.
\]
If \( \lambda \in \Lambda^+(n) \) and \( L(\lambda) \) is a composition factor of \( X \) then \( X^\lambda \neq 0 \) and so \( \lambda_n \geq s \). Since this holds for all such \( \lambda \) we have \( r \geq s \). Also, if \( \alpha \in \Lambda(n) \) and \( X^\alpha \neq 0 \) then \( L^\alpha \neq 0 \) for some composition factor of \( X \). So there exists \( \lambda \in \Lambda^+(n) \) with \( [X : L(\lambda)] \neq 0 \) and \( L(\lambda)^\alpha \neq 0 \). Thus \( \lambda_n \geq r \). But \( L(\lambda) \) has unique highest weight \( \lambda \) so that \( \alpha \leq \lambda \) which implies that \( \alpha_n \geq \lambda_n \) and so \( \alpha_n \geq r \). This holds for every weight \( \alpha \) of \( X \) so we have \( s \geq r \). Hence \( r = s \).

(iv) This follows from (iii).

(v) Applying (iv) to a composition series reduces us to consideration of the case in which \( X = L(\lambda) \) for some \( \lambda \in \Lambda^+(n) \) and the result holds in this case by (ii).

(vi) Clear from (v).

(vii) Let \( r = \text{div} \cdot \text{ind}(X) \), \( s = \text{div} \cdot \text{ind}(Y) \). The inequality \( \text{div} \cdot \text{ind}(X \otimes Y) \geq r + s \) is clear from the definition of divisibility index. By (iii) there is a weight \( \alpha \) of \( X \) with final entry \( \alpha_n = r \) and a weight \( \beta \) of \( Y \) with last entry \( \beta_n = s \). Then \( \alpha + \beta \) is a weight of \( X \otimes Y \) and has last entry \( \alpha_n + \beta_n = r + s \) so that \( r + s \geq \text{div} \cdot \text{ind}(X \otimes Y) \) by (iii). Hence \( r + s = \text{div} \cdot \text{ind}(X \otimes Y) \).

We are particularly interested in the index of divisibility of the polynomially injective modules.

Remark 3.6. Let \( \mu \in \Lambda^+(n) \). Note that the index of divisibility of \( I(\mu) \) is at most \( \text{deg}(\mu) / n \). Also, if \( I(\mu) \cong D^{\otimes r} \otimes Z \) for some polynomial module \( Z \) then each weight \( \xi \) of \( I(\mu) \) has the form \( \xi = r\omega + \eta \) for some \( \eta \in \Lambda(n) \), in particular we have \( \lambda = \mu - r\omega \in \Lambda^+(n) \). Note also that since \( Z =
Lemma 3.8. Let \( S \) component \( S_i \) i.e., \( (s \in S \) composition multiplicity \( [s] = M \) is \( \lambda \) if and only if 
\[
\text{Proof. The condition is determined by the character of } a \text{ has a good filtration. Let } S \text{ and follows by induction on } \tau : S \rightarrow \mathbb{C} \text{. We write } (S_i \rightarrow s) = r, \text{ if } S_i = 0 \text{ then we have } \bigoplus_{a \in \Lambda(a,r)} S_i^a \text{ then in fact } S_i \rightarrow S = 0, \text{ where } \mu = \lambda - rw.
\]

We now give another interpretation of this number. Note that if \( \lambda \in \Lambda^+(n) \) and \( \lambda_n > 0 \) then we have \( \nabla(\lambda) = D \otimes \nabla(\lambda - \omega) \) (clearly \( D \otimes \nabla(\lambda) \) embeds in \( \nabla(\lambda) \) and both have character the Schur symmetric function labelled by \( \lambda \)).

Lemma 3.7. For \( \mu \in \Lambda^+(n) \) we have
\[
\text{div.ind } I(\mu) = \min\{ \tau \in \Lambda^+(n) \mid \nabla(\tau) : L(\mu) \neq 0 \}.
\]

Proof. The module \( I(\mu) \) has a good filtration in which a section \( \nabla(\tau) \) appears \( [\nabla(\tau) : L(\mu)] \) times, for \( \tau \in \Lambda^+(n) \). \( \square \)

We now relate the divisibility index to symmetric powers. We have the natural left \( G \)-module \( E \) with \( k \)-basis \( e_1, \ldots, e_n \) and structure map \( \tau : E \rightarrow E \otimes k[G] \) given by \( \tau(e_i) = \sum_j e_j \otimes c_{ij}, 1 \leq i \leq n \). The usual symmetric algebra \( S(E) \) has a natural \( G \)-module structure and each graded component \( S^r E \) is a submodule, see \( \square \), Section 2.1. Moreover, we have \( S^r E = \nabla(r, 0, \ldots, 0) \), for \( r \geq 0 \), \( \square \), Remark 3.7.

For a finite sequence of nonnegative integers \( \alpha = (\alpha_1, \alpha_2, \ldots) \) we write \( S^\alpha E \) for \( S^{\alpha_1} E \otimes S^{\alpha_2} E \otimes \cdots \). Note that by \( \square \), Section 4, (3) (i), each \( S^\alpha E \) has a good filtration. Let \( a \) be a nonnegative integer. The tensor product \( M = S(E)^{\otimes a} \) has a natural grading. For \( r \geq 0 \) the component in degree \( r \) is \( M^r = \bigoplus_{a \in \Lambda(a,r)} S^a E \). If \( \lambda \in \Lambda^+(n) \) has degree \( r \) then \( (M^r \setminus \nabla(\lambda)) = 0 \) for \( s \neq r \). We write \( (S(E)^{\otimes a}) : \nabla(\lambda) \) for the multiplicity \( (M^r : \nabla(\lambda)) \), i.e., \( (S(E)^{\otimes a} : \nabla(\lambda)) = \sum_{a \in \Lambda(a,r)} (S^a E : \nabla(\lambda)) \). Similarly we have the composition multiplicity \( [S(E)^{\otimes a} : L(\lambda)] = \sum_{a \in \Lambda(a,r)} [S^a E : L(\lambda)] \).

Lemma 3.8. Let \( 1 \leq m \leq n \). For \( \lambda \in \Lambda^+(n) \) we have \( (S(E)^{\otimes m}) : \nabla(\lambda) \neq 0 \) if and only if \( \lambda_i = 0 \) for all \( i > m \).

Proof. The condition is determined by the character of \( S^\alpha E, \alpha \in \Lambda(m, r) \), and follows by induction on \( m \) and Pieri’s formula \( \square \), I, (5.16) for the multiplication of symmetric functions. \( \square \)
**Lemma 3.9.** Let \( \mu \in \Lambda^+(n) \). Then \( I(\mu) \) is critical if and only if \( L(\mu) \) is a composition factor of \( S(E)^{\otimes (n-1)} \).

**Proof.** Clear from Lemma 3.7 and Lemma 3.8. \( \square \)

4 Divisibility and Injectivity

We now give a criterion for infinitesimal injectivity.

**Theorem 4.1.** Let \( \lambda \in \Lambda^+(n) \) and write \( \lambda = \lambda^0 + e\bar{\lambda} \) with \( \lambda^0 \in X_{\text{inf}}(n) \) and \( \bar{\lambda} \in \Lambda^+(n) \). Then \( I(\lambda) \) is infinitesimally injective if and only if

\[
\lambda^0 + e \text{div} \text{ind} \bar{I}(\bar{\lambda}) \geq (n-1)(e-1).
\]

**Proof.** If \( I(\lambda) \) is infinitesimally injective then the inequality holds by Lemma 3.3 and Lemma 3.7.

So we now assume that the inequality holds. We need to show that \( I(\lambda) \) is infinitesimally injective and we do this by exhibiting it as a summand of a module of the form \( \nabla((e-1)\delta) \otimes U \). Since the Steinberg module \( \nabla((e-1)\delta) \) is injective as a \( G_{\text{inf}} \)-module, so is \( \nabla((e-1)\delta) \otimes U \). In the context of semisimple groups such an argument is due to Humphreys and Verma and first appears in [15].

We consider the module

\[
Y = W \otimes \bar{I}(\bar{\lambda})^F
\]

where

\[
W = \nabla((e-1)\delta + w_0\lambda^0) \otimes \nabla((e-1)\delta) \otimes D^{\otimes -(n-1)(e-1)}.
\]

We first check that \( Y \) is polynomial. The module has a filtration with sections

\[
Y_{\theta} = W \otimes \nabla(\theta)^F
\]

with \( \theta \in \Lambda^+(n) \), \( (\bar{I}(\bar{\lambda}) : \nabla(\theta)) \neq 0 \). Hence a highest weight of \( Y \) is a highest weight of some \( Y_{\theta} \) and so has the form

\[
\mu(\theta) = 2(e-1)\delta + w_0\lambda^0 + e\theta - (n-1)(e-1)\omega
\]

for some \( \theta \in \Lambda^+(n) \) with \( (\bar{I}(\bar{\lambda}) : \nabla(\theta)) \neq 0 \). For such \( \theta \) we have \( \theta_n \geq \text{div} \text{ind} \bar{I}(\bar{\lambda}) \) and so

\[
\mu(\theta)_n = \lambda^0 + e\theta_n - (n-1)(e-1)
\geq \lambda^0 + e \text{div} \text{ind} \bar{I}(\bar{\lambda}) - (n-1)(e-1)
\]
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Hence if \( \nu \) is a highest weight of \( Y \) then \( \nu_n ≥ 0 \). If \( L(ξ) \) is a composition factor of \( Y \) then \( ξ ≤ ν \) for some such \( ν \) and so \( ξ_n ≥ ν_n ≥ 0 \). Hence all composition factors of \( Y \) are polynomial and therefore \( Y \) is polynomial. Moreover \( Y \) has degree

\[
(e - 1) \deg(δ) + \deg(λ^0) + (e - 1) \deg(δ) + e \deg(\bar{λ}) - n(n - 1)(e - 1) = \deg(\lambda)
\]

(since \( 2 \deg(δ) = n(n - 1) \)).

Our next task is to embed \( I(λ) \) into \( Y \). We begin by embedding \( L(λ^0) \) into \( W \). Consider the space

\[
S = \text{Hom}_G(L(λ^0), W)
\]

\[
= \text{Hom}_G(L(λ^0), \nabla((e - 1)δ + w_0λ^0) \otimes \nabla((e - 1)δ) \otimes D^{⊗(n-1)(e-1)}).
\]

We have

\[
S = \text{Hom}_G(L(λ^0) \otimes \nabla((e - 1)δ + w_0λ^0)* \otimes D^{⊗(n-1)(e-1)}, \nabla((e - 1)δ))
\]

where \( V = L(λ^0) \otimes \Delta((e - 1)δ - (n - 1)(e - 1)ω - λ^0) \otimes D^{⊗(n-1)(e-1)} \) and so we have \( S = \text{Hom}_G(M, \nabla((e - 1)δ)) \), where \( M \) is the block component of \( V \) for the block containing \( L((e - 1)δ) \). Note that \( V \) has unique highest weight \( (e - 1)δ \), and hence \( V \) is polynomial and therefore so is \( M \). But then the block \( M \) has \( \nabla((e - 1)δ) \) as its only composition factor (see e.g., [5], Section 4, Theorem) and \( V \), and hence \( M \), has highest weight \( (e - 1)δ \) occurring with multiplicity one, hence \( M = \nabla((e - 1)δ) \) and \( S = k \). Hence there is a unique (up to scalars) \( G \)-module embedding of \( L(λ^0) \) in \( W \). Hence there is an embedding of \( L(λ^0) \otimes \bar{I}(λ)^F \) in \( Y \) with image \( Z \), say. By [10], Lemma 3.2(i) in the classical case, and by the argument of the proof of [10], Lemma 3.2(i) in general, the \( G_{\text{int}}T \)-module socle of \( I(λ) \) is isomorphic to \( L(λ^0) \otimes \bar{I}(λ)^F \) hence to \( Z \).

By construction, \( Y \) is injective as a \( G_{\text{int}}T \)-module since it has as a tensor factor the Steinberg module \( \nabla((e - 1)δ) \), which is injective as a \( G_{\text{int}}T \)-module, [9], 3.2, (12) (i). Let \( Z_0 \) be a \( G_{\text{int}}T \)-module injective hull of \( Z \) in \( Y \) containing \( Z \). Let \( \psi \) be a \( G \)-module embedding of \( Z \) in \( I(λ) \). Then \( \psi \) extends to a \( G \)-module homomorphism \( \tilde{ψ} : Y \to I(λ) \). Moreover, we have \( \text{soc}_{G_{\text{int}}}Z = \text{soc}_{G_{\text{int}}}Z_0 \) so that \( \tilde{ψ} \) is injective on \( Z_0 \). Hence we have \( \dim Z_0 ≤ \dim I(λ) \). But \( Z_0 \) is the \( G_{\text{int}}T \)-module injective hull of \( \text{soc}_{G_{\text{int}}}I(λ) \) and hence also \( \dim I(λ) ≤ \dim Z_0 \). Hence the restriction of \( \tilde{ψ} \) to \( Z_0 \) is an isomorphism. In particular \( I(λ)|_{G_{\text{int}}} \) is injective.

Of course the criterion of the Proposition applies if \( λ^0_1 ≥ (n - 1)(e - 1) \) and we consider this special case in some detail. We write \( λ^0 = (e - 1)δ + w_0μ \),
with $\mu \in X(n)$. Note that, writing $\lambda^0 = (\lambda_1^0, \ldots, \lambda_n^0)$ and $\mu = (\mu_1, \ldots, \mu_n)$ we have

$$\mu = (\lambda_n^0, \ldots, \lambda_1^0) - (e-1)(0,1,\ldots,n)$$

and so for $1 \leq i < n$ we have

$$\mu_i - \mu_{i+1} = \lambda_{n+1-i} - \lambda_{n-i} + (e-1) = (e-1) - (\lambda_{n-i} - \lambda_{n-i+1}) \quad (*).$$

Thus $0 \leq \mu_i - \mu_{i+1} \leq e-1$. Moreover, we have $\mu_n = \lambda_1^0 - (n-1)(e-1) \geq 0$ so that $\mu$ is polynomial and dominant. Also $\mu_1 = \lambda_1^0 \leq e-1$, hence $\mu \in X_{\inf}(n)$. Now by the argument of [10] Lemma 3.6 (ii), we have that the restriction of $I(\lambda^0)$ to $G_{\inf}T$ is $\hat{Q}_{\inf}(\lambda^0)$. We shall write $Q(\lambda^0)$ for $I(\lambda^0)$. As in [10], Lemma 3.2 (iii) we have $I(\lambda) = Q(\lambda^0) \otimes I(\lambda)^F$. To summarise, we have shown the following result.

**Lemma 4.2.** Let $\lambda \in \Lambda^+(n)$. Write $\lambda = \lambda^0 + e\bar{\lambda}$ with $\lambda^0 \in X_{\inf}(n)$, $\bar{\lambda} \in \Lambda^+(n)$. If $\lambda_i^0 \geq (n-1)(e-1)$ then $I(\lambda)$ is infinitesimally injective and we have

$$I(\lambda) \cong Q(\lambda^0) \otimes I(\bar{\lambda})^F$$

where $Q(\lambda^0) = I(\lambda^0)$ and $Q(\lambda^0)|_{G_{\inf}} \cong \hat{Q}_{\inf}(\lambda^0)$.

So far the discussion has been limited to the restriction of a polynomially injective module to the infinitesimal subgroup $G_{\inf}$. In positive characteristic one has a tower of infinitesimal subgroups starting with $G_{\inf}$ and it is natural to ask when a polynomially injective module is injective on restriction to one of these subgroups. We shall see that in fact this is determined by the case considered so far. If $k$ has characteristic $p > 0$ and $l = 1$ (i.e., $q = 1$) we have a chain of subgroups $G_1 < G_2 < \cdots$ of $G$, where $G_1 = G_{\inf}$ and more generally $G_m$ is the subgroup scheme whose defining ideal is generated by all $c_i^{m} - \delta_{ij}$, $1 \leq i, j \leq n$.

**Proposition 4.3.** Suppose that $k$ has characteristic $p > 0$ and $q = 1$. Let $\lambda \in \Lambda^+(n)$ and write $\lambda = \sum_{i \geq 0} p^i \lambda^i$ with all $\lambda^i \in X_{\inf,p}(n)$. Then $I(\lambda)|_{G_m}$ is injective if and only if $I(\sum_{j \geq r} p^{j-r} \lambda^j)|_{G_1}$ is injective for all $0 \leq r < m$.

**Proof.** We identify $G$ with $\tilde{G}$ by identifying $k[\tilde{G}]$ with $k[G]$ via the Hopf algebra isomorphism taking $x_{ij}$ with $c_{ij}$, $1 \leq i, j \leq n$. (Then $F : G \rightarrow G$ is the classical Frobenius morphism.)

Note that if $I(\lambda)|_{G_m}$ is injective then $I(\lambda)|_{G_1}$ is injective since $G_1$ is a normal subgroup scheme of $G_m$.

We write $\lambda = \lambda^0 + p\bar{\lambda}$, with $\lambda^0 \in X_{\inf}(n)$, $\bar{\lambda} \in \Lambda^+(n)$. Suppose that $I(\lambda)|_{G_1}$ is injective. Now $I(\lambda)|_{G_m}$ is injective if and only if $\Ext^1_{G_m}(L, I(\lambda)) = 0$ for every simple $G_m$-module $L$. A simple $G_m$-module is isomorphic to $L(\mu) \otimes L(\xi)^F$ for some $\mu \in X_{\inf}(n)$, $\xi \in X_{\inf,p^{m-1}}(n)$. Let $L = L(\mu) \otimes L(\xi)^F$ (with
\( \mu \in X_{\text{inf}}(n), \xi \in X_{\text{inf},p^{m-1}}(n) \) and \( V = L^* \otimes I(\lambda) \). Then \( \operatorname{Ext}^1_{G_m}(L, I(\lambda)) \cong H^1(G_m, L^* \otimes I(\lambda)) = H^1(G_m, V) \).

By [7], Proposition 1.6 and p261, we have a Grothendieck spectral sequence with second page \( H^1(G_m/G_1, H^1(G_1, V)) \) converging to \( H^*(G_m, V) \) (see [10], 6.6 Proposition (3) for the classical case). In particular we have the 5-term exact sequence

\[
0 \to H^1(G_m/G_1, V^{G_1}) \to H^1(G_m, V) \to H^1(G_1, V)^{G_m/G_1} \to H^2(G_m/G_1, V^{G_1}) \to H^2(G_m, V)
\]

and since \( I(\lambda) \), and hence \( V \), is injective as a \( G_1 \)-module we have

\[
H^1(G_m/G_1, \text{Hom}_{G_1}(L(\mu) \otimes L(\xi)^F, I(\lambda))) = \operatorname{Ext}^1_{G_m}(L(\mu) \otimes L(\xi)^F, I(\lambda)).
\]

However, the \( G_1 \)-socle of \( I(\lambda) \) is \( L(\lambda^0) \otimes I(\bar{\lambda})^F \), by [10], Lemma 3.2(i), so that \( \text{Hom}_{G_1}(L(\mu) \otimes L(\xi)^F, I(\lambda)) = 0 \) if \( \mu \neq \lambda^0 \). Hence we need only consider the case \( \mu = \lambda^0 \) and in this case we have

\[
\begin{align*}
\operatorname{Ext}^1_{G_m}(L(\mu) \otimes L(\xi)^F, I(\lambda)) & \cong H^1(G_m/G_1, \text{Hom}_{G_1}(L(\mu) \otimes L(\xi)^F, I(\lambda)) \\
& \cong H^1(G_m/G_1, \text{Hom}_{G_1}(L(\mu) \otimes L(\xi)^F, L(\lambda^0) \otimes I(\bar{\lambda})^F) \\
& \cong H^1(G_m/G_1, (L(\xi)^* \otimes I(\bar{\lambda}))^F).
\end{align*}
\]

But now it follows from [16], I, 9.5 Proposition, that

\[
H^1(G_m/G_1, (L(\xi)^* \otimes I(\bar{\lambda}))^F) \cong H^1(G_{m-1}, L(\xi)^* \otimes I(\bar{\lambda})).
\]

This shows that \( I(\lambda) \) is injective as a \( G_m \)-module if and only if it is injective as a \( G_1 \)-module and \( I(\bar{\lambda}) \) is injective as a \( G_{m-1} \)-module. Now the result follows by induction on \( m \).

The next proposition gives the result in the quantum case modulo the classical case (covered in Proposition 4.3). So we assume \( l > 1 \). We have a chain of subgroup schemes \( G_{\text{inf}} < G'_1 < G'_2 < \cdots \), where \( G'_m \) is the quantum subgroup of \( G \) with defining ideal generated by the elements \( c_{ij}^{l p^m} - \delta_{ij} \), \( 1 \leq i, j \leq n \). The argument of proof is as in the classical case, but we need to convince the reader that the standard homological tools used there are available also in the quantum case.

A quantum group \( H \) over \( k \) is finite if \( k[H] \) is finite dimensional. The order of a finite quantum group \( H \) over \( k \) is the dimension of \( k[H] \) and will be denoted \( |H| \). The images of the elements \( c_{11}^{a_{11}}, \ldots, c_{nn}^{a_{nn}}, 1 \leq a_{11}, \ldots, a_{nn} < l p^m \) under the restriction map \( k[G] \to k[G'_m] \) form a \( k \)-basis of \( k[G'_m] \) (cf. [8], p54)
and so \(|G'_m| = l^m p^{mn^2}\). The coordinate algebra of \(k[G'_m]\) as a \(\text{G}_\text{inf}\)-module is isomorphic to a direct sum of copies of \(k[G_\text{inf}]\), by the main result of [8]. Hence we have

\[
\dim H^0(G_\text{inf}, k[G'_m]) = |G'_m|/|G_\text{inf}| = p^{mn^2} = |G_m|.
\]

Now let \(G'_m\) be the quantum group whose coordinate algebra is the Hopf subalgebra of \(k[G'_m]\) generated by all \(y_{ij}^l\), \(1 \leq i, j \leq n\), where \(y_{ij}\) is the image of \(c_{ij}\) under the restriction map \(k[G] \to k[G'_m]\). Then we have \(H^0(G_\text{inf}, k[G'_m]) = k[G'_m]\) by [7], Proposition 1.5(ii), or the original source by Parshall-Wang, [19], Section 2.10. (The hypothesis that \(k[G'_m]\) is faithfully flat over \(k[G'_m]\) is satisfied since any finite dimensional Hopf algebra is free over its Hopf subalgebras by the theorem of Nichols and Zoeller, [13].)

We consider now the restriction of the Frobenius morphism written \(F : G'_m \to G_m\), by abuse of notation. Now \(F^2 k[G'_m] = k[G'_m] = H^0(G_\text{inf}, k[G'_m])\). In particular the restriction \(\theta : k[G_m] \to k[G'_m]\) is a Hopf algebra surjection and hence, by dimensions, an isomorphism. We write \(\phi : G'_m \to G_m\) for the quantum group isomorphism with \(\phi^2 = \theta\) and let \(\psi : G_m \to G'_m\) be the inverse. By construction the composite \(F \circ \psi : G'_m \to G_m\) is the identity.

**Proposition 4.4.** Suppose that \(k\) has characteristic \(p > 0\) and \(q \neq 1\). Let \(\lambda \in \Lambda^+(n)\) and write \(\lambda = \lambda^0 + \check{\lambda}\) with \(\lambda^0 \in X_\text{inf}(n)\), \(\check{\lambda} \in \Lambda^+(n)\). Then \(I(\lambda)|_{G'_m}\) is injective if and only if \(I(\lambda)\) is injective as a \(\text{G}_\text{inf}\)-module and \(I(\lambda)\) is injective as a \(G_m\)-module.

**Proof.** Note that if \(I(\lambda)|_{G'_m}\) is injective then \(I(\lambda)|_{\text{G}_\text{inf}}\) is injective by [7], Proposition 1.5(iii).

Suppose that \(I(\lambda)|_{G'_m}\) is injective. Now \(I(\lambda)|_{G'_m}\) is injective if and only if \(\text{Ext}^1_{G'_m}(L, I(\lambda)) = 0\) for each simple \(G'_m\)-module \(L\). It follows from [1], Lemma 3.1, that \(L\) is isomorphic to \(L(\mu) \otimes \check{L}^F\) for some \(\mu \in X_\text{inf}(n)\) and simple \(G\)-module \(\check{L}\). Now by [7], Proposition 1.6(i), there is a Grothendieck spectral sequence with \(E_2\) page \(H^i(G'_m, H^j(G_\text{inf}, L^* \otimes I(\lambda)))\) converging to \(H^*(G'_m, L^* \otimes I(\lambda))\). Now arguing as in the proof of Proposition 4.3 we see that \(I(\lambda)\) is injective, as a \(G'_m\)-module, if and only if \(\text{Ext}^1_{G'_m}(\check{L}^F, I(\lambda)^F) = 0\) for every simple \(G_m\)-module \(\check{L}\).

But now, \(\psi : G'_m \to G_m\) is an isomorphism and so we have \(\text{Ext}^1_{G_m}(X, Y) = \text{Ext}^1_{G'_m}(X \psi, Y \psi)\) for all \(G_m\)-modules \(X, Y\). Hence we have

\[
\text{Ext}^1_{G'_m}(\check{L}^F, I(\check{\lambda})^F) = \text{Ext}^1_{G'_m}(\check{L}^F \psi, (I(\check{\lambda})^F \psi)
= \text{Ext}^1_{G'_m}(\check{L}^F \psi, (I(\check{\lambda})^F \psi)
= \text{Ext}^1_{G_m}(\check{L}, I(\check{\lambda})).
\]

Thus, \(I(\lambda)\) is injective as a \(G'_m\)-module if and only if \(I(\lambda)\) is injective as a \(G_\text{inf}\)-module and \(I(\check{\lambda})\) is injective as a \(G_m\)-module.

\[\square\]
5 The case \( n = 2 \)

We take \( n = 2 \). Let \( \lambda \in \Lambda^+(2) \) and write \( \lambda = \lambda^0 + e\tilde{\lambda} \), with \( \lambda^0 \in X_{\inf}(2) \) and \( \tilde{\lambda} \in \Lambda^+(2) \). By Lemma 3.9 we have that \( I(\lambda) \) is critical if and only if \( L(\lambda) \) is a composition factor of a symmetric power of the natural module \( E \). We write \( \tilde{E} \) for the natural module for \( \tilde{G} \). Let \( r \geq 0 \) and write \( r = r_0 + l\tilde{r} \), with \( 0 \leq r_0 < l, \tilde{r} \geq 0 \). For \( 0 \leq j < e \) the module \( S^j(\tilde{E}) \) is irreducible: all non-zero weight spaces are one dimensional so it is enough to check that each monomial in \( e_1, e_2, \ldots, e_n \) generates \( S^j(\tilde{E}) \) and this follows, for example, from [21], 3.4 Corollary. It easy to check that for \( r \geq 1 \) we have

\[
\text{ch } S^r(\tilde{E}) = \begin{cases} 
\text{ch } L(e-1,0).(\text{ch } S^r(\tilde{E}))^F & \text{if } r_0 = e - 1; \\
\text{ch } L(r_0,0).(\text{ch } S^r(\tilde{E}))^F & \text{otherwise}.
\end{cases}
\]

Recall, from Section 2.3, that the composition multiplicities of a finite dimensional \( G \)-module are determined by its character. It follows from the Steinberg tensor product theorem that \( L(\lambda) \) is a composition factor of a symmetric power if and only if \( L(\tilde{\lambda}) \) is a composition factor of a symmetric power and either \( \lambda^0_1 = e - 1 \) or \( \lambda^0_2 = 0 \). In other words we have the following criterion.

**Lemma 5.1.** Let \( \lambda = \lambda^0 + e\tilde{\lambda} \), with \( \lambda^0 \in X_{\inf}(2) \), \( \tilde{\lambda} \in \Lambda^+(2) \). Then \( I(\lambda) \) is critical if and only if either: (i) \( \tilde{I}(\tilde{\lambda}) \) is critical and \( \lambda^0_1 = e - 1 \); or (ii) \( \tilde{I}(\tilde{\lambda}) \) is critical and \( \lambda^0_2 = 0 \).

The following explicit description follows from Lemma 5.1 and induction.

**Lemma 5.2.** Let \( \lambda \in \Lambda^+(2) \) and write \( \lambda = \lambda^0 + e\tilde{\lambda} \) with \( \lambda^0 \in X_{\inf,e}(2) \), \( \tilde{\lambda} \in \Lambda^+(2) \).

(i) Suppose \( k \) has characteristic 0. The module \( I(\lambda) \) is critical if and only if \( \lambda_1^0 = e - 1 \) or \( \lambda_2^0 = 0 \), and \( \tilde{\lambda}_2 = 0 \).

(ii) Suppose \( k \) has characteristic \( p > 0 \) and write \( \tilde{\lambda} = \sum_{i \geq 0} p^i \tilde{\lambda}^i \), with all \( \tilde{\lambda}^i \in X_{\inf,p}(2) \). The module \( I(\lambda) \) is critical if and only if \( \lambda_1^0 = e - 1 \) or \( \lambda_2^0 = 0 \) and for all \( i \geq 0 \) we have \( \tilde{\lambda}_1^i = p - 1 \) or \( \tilde{\lambda}_2^i = 0 \).

We now have enough to explicitly describe those \( \lambda \in \Lambda^+(2) \) for which \( I(\lambda) \) is infinitesimally injective. Writing \( \lambda = \lambda^0 + e\tilde{\lambda} \) (with \( \lambda^0 \in X_{\inf}(2) \), \( \tilde{\lambda} \in \Lambda^+(2) \)) we have by Theorem 4.1 that \( I(\lambda) \) is infinitesimally injective precisely when \( \lambda^0_1 \geq e - 1 \) or \( \tilde{I}(\tilde{\lambda}) \) is not critical. So the following is immediate from Lemma 5.2.

**Proposition 5.3.** Let \( \lambda \in \Lambda^+(2) \) and write \( \lambda = \lambda^0 + e\tilde{\lambda} \) with \( \lambda^0 \in X_{\inf,e}(2) \), \( \tilde{\lambda} \in \Lambda^+(2) \).
(i) Suppose $k$ has characteristic $0$. The module $I(\lambda)$ is infinitesimally injective if and only if $\lambda_1^0 \geq e - 1$ or $\lambda_2 \neq 0$.

(ii) Suppose $k$ has characteristic $p > 0$ and write $\bar{\lambda} = \sum_{i \geq 0} p^i \bar{\lambda}^i$, with all $\bar{\lambda}^i \in X_{\text{inf}, p}(2)$. The module $I(\lambda)$ is infinitesimally injective if and only if either $\lambda_1^0 \geq e - 1$ or for some $i \geq 0$ we have $\bar{\lambda}_1^i \neq p - 1$ and $\bar{\lambda}_2^i \neq 0$.

This solves our main problem in the case $n = 2$ but for the sake of completeness we shall also give an explicit description of the index of divisibility. We start by using Lemma 5.1 to derive an expression for the divisibility index of $\lambda \in \Lambda^+(2)$ in terms of its expansion $\lambda = \lambda^0 + e\bar{\lambda}$ (with $\lambda^0 \in X_{\text{inf}}(2)$, $\bar{\lambda} \in \Lambda^+(2)$).

**Lemma 5.4.** We have

$$\text{div}.\text{ind} I(\lambda) = \begin{cases} 
\lambda_2^0, & \text{if } \lambda_1^0 < e - 1 \text{ and } I(\bar{\lambda}) \text{ is critical;} \\
\lambda_1^0 - (e - 1) + e \text{div}.\text{ind} I(\bar{\lambda}), & \text{otherwise.}
\end{cases}$$

**Proof.** We argue by induction on the degree of $\lambda$. If $\lambda = 0$ then $I(\lambda)$ is critical and $\text{div}.\text{ind} I(\lambda) = \lambda_2^0 = 0$. Now suppose that $\lambda \in \Lambda^+(2)$ has positive degree but that the result holds for all $\mu \in \Lambda^+(2)$ of smaller degree. There are various cases to consider.

(a) $\lambda^0_1 < e - 1$, $\text{div}.\text{ind} I(\bar{\lambda}) = 0$.

If $I(\lambda^0)$ is critical then $\lambda_2^0 = 0$, by Lemma 5.1, so that $\text{div}.\text{ind} I(\lambda) = 0 = \lambda_2^0$. Otherwise $\lambda_2^0 > 0$ and $\lambda$ is not critical (by Lemma 5.1) so we have

$$\text{div}.\text{ind} I(\lambda) = \text{div}.\text{ind} I(\lambda - \omega) + 1 = \text{div}.\text{ind} I((\lambda^0 - \omega) + e\bar{\lambda}) + 1$$

using the inductive hypothesis.

(b) $\lambda^0_1 < e - 1$, $\text{div}.\text{ind} I(\bar{\lambda}) > 0$.

Then $I(\lambda)$ is not critical, by Lemma 5.1, so we get $\text{div}.\text{ind} I(\lambda) = \text{div}.\text{ind} I(\lambda - \omega) + 1$.

If $\lambda_2^0 \neq 0$ then we get

$$\text{div}.\text{ind} I(\lambda) = \text{div}.\text{ind} I(\lambda - \omega) + 1 = \text{div}.\text{ind} I((\lambda^0 - \omega) + e\bar{\lambda}) + 1$$

using the inductive hypothesis.
If $\lambda_2^0 = 0$ then again $I(\lambda)$ is not critical, by Lemma 5.1, so we get

$$\text{div. ind } I(\lambda) = \text{div. ind } I(\lambda - \omega) + 1 = \text{div. ind } I(\lambda^0 + (e - 1)\omega + e(\bar{\lambda} - \omega)) + 1$$

$$= (\lambda^0 + (e - 1)\omega)_1 - (e - 1) + e \text{ div. ind } \bar{I}(\bar{\lambda} - \omega) + 1$$

$$= \lambda_0^0 + (e - 1) - (e - 1) + e(\text{div. ind } \bar{I}(\bar{\lambda}) - 1) + 1$$

$$= \lambda_0^0 - (e - 1) + e \text{div. ind } \bar{I}(\bar{\lambda})$$

using the inductive hypothesis.

(c) $\lambda_3^0 \geq e - 1$.

If $\lambda_3^0 = e - 1$ and $\bar{I}(\bar{\lambda})$ is critical then $I(\lambda)$ is critical, by Lemma 5.1, and

$$\text{div. ind } I(\lambda) = 0 = \lambda_0^0 - (e - 1).$$

If $\lambda_3^0 = e - 1$, $\lambda_2^0 \neq 0$ and $\bar{I}(\bar{\lambda})$ is not critical then $I(\lambda)$ is not critical (by Lemma 5.1) and

$$\text{div. ind } I(\lambda) = \text{div. ind } I(\lambda - \omega) + 1 = \text{div. ind } I((\lambda^0 - \omega) + e\bar{\lambda}) + 1$$

$$= (\lambda - \omega)_1^0 - (e - 1) + e \text{ div. ind } \bar{I}(\bar{\lambda}) + 1$$

$$= \lambda_0^0 - (e - 1) + e \text{ div. ind } \bar{I}(\bar{\lambda})$$

using the inductive hypothesis.

If $\lambda^0 = e - 1$, $\lambda_0^0 = 0$ and $\bar{I}(\bar{\lambda})$ is not critical then $\lambda$ is not critical (by Lemma 5.1) and we have

$$\text{div. ind } I(\lambda) = \text{div. ind } I(\lambda - \omega) + 1 = \text{div. ind } I((\lambda^0 + (e - 1)\omega) + e(\bar{\lambda} - \omega)) + 1$$

$$= (\lambda^0 + (e - 1)\omega)_1 - (e - 1) + e \text{ div. ind } \bar{I}(\bar{\lambda}) - e + 1$$

$$= \lambda_0^0 - (e - 1) + e \text{ div. ind } \bar{I}(\bar{\lambda})$$

using the inductive hypothesis.

Finally if $\lambda_3^0 > e - 1$ then $\lambda_2^0 \neq 0$ (since $\lambda^0 \in X_{\text{inf}}(2)$) and $I(\lambda)$ is not critical (by Lemma 5.1) so we have

$$\text{div. ind } I(\lambda) = \text{div. ind } I(\lambda - \omega) + 1 = \text{div. ind } I((\lambda^0 - \omega) + e\bar{\lambda}) + 1$$

$$= (\lambda^0 - \omega)_1 - (e - 1) + e \text{ div. ind } \bar{I}(\bar{\lambda}) + 1$$

$$= \lambda_0^0 - (e - 1) + e \text{ div. ind } \bar{I}(\bar{\lambda})$$

using the inductive hypothesis.

This completes the proof of the Lemma by induction on degree.

We now give an explicit description of the divisibility index of injective indecomposable polynomial modules.
Proposition 5.5. Let $\lambda \in \Lambda^+(2)$ and write $\lambda = \lambda^0 + e\bar{\lambda}$, with $\lambda^0 \in X_{\inf,e}$, $\bar{\lambda} \in \Lambda^+(2)$.

(i) Suppose $k$ has characteristic $0$. Then we have

$$\text{div.ind } I(\lambda) = \begin{cases} \lambda^0_2, & \text{if } \lambda^0_1 < e - 1 \text{ and } \bar{\lambda}_2 = 0; \\ \lambda^0_1 + 1 + e(\bar{\lambda}_2 - 1), & \text{otherwise}. \end{cases}$$

(ii) Suppose $k$ has characteristic $p > 0$ and $l = 1$. We write $\lambda = \sum_{i \geq 0} p^i \lambda_i$, with all $\lambda_i \in X_{\inf,p}(2)$. If for all $i$ we have $\lambda^0_i = p - 1$ or $\lambda^0_2 = 0$ then $\text{div.ind } I(\lambda) = 0$. Otherwise we have

$$\text{div.ind } I(\lambda) = \begin{cases} \alpha_1 + p^m \lambda^m_2 - (p^m - 1), & \text{if } \lambda^m_1 < p - 1; \\ \alpha_1 + p^m \lambda^m_1 - (p^{m+1} - 1), & \text{if } \lambda^m_1 \geq p - 1 \end{cases}$$

where $m$ is the maximal such that $\lambda^m_1 \neq p - 1$ or $\lambda^m_2 \neq 0$ and $\alpha = \sum_{0 \leq i < m} p^i \lambda_i$.

(iii) Suppose $k$ has characteristic $p > 0$ and $l > 1$. We write $\bar{\lambda} = \sum_{i \geq 0} p^i \bar{\lambda}_i$, with all $\lambda_i \in X_{\inf,p}(2)$. If $\lambda^0_1 = e - 1$ or $\lambda^0_2 = 0$ and for all $i$ we have $\lambda^0_i = p - 1$ or $\lambda^0_2 = 0$ then $\text{div.ind } I(\lambda) = 0$. If $\lambda^0_1 \neq e - 1$ and $\lambda^0_2 \neq 0$ and for all $i$ we have $\lambda^0_i = p - 1$ or $\lambda^0_2 = 0$ then

$$\text{div.ind } I(\lambda) = \begin{cases} \lambda^0_2, & \text{if } \lambda^0_1 < e - 1; \\ \lambda^0_1 - (e - 1), & \text{if } \lambda^0_1 \geq e - 1. \end{cases}$$

In all other cases we have

$$\text{div.ind } I(\lambda) = \begin{cases} \alpha_1 + ep^m \lambda^m_2 - (ep^m - 1), & \text{if } \lambda^m_1 < p - 1; \\ \alpha_1 + ep^m \lambda^m_1 - (ep^{m+1} - 1), & \text{if } \lambda^m_1 \geq p - 1 \end{cases}$$

where $m$ is maximal such that $\lambda^m_1 \neq p - 1$ or $\lambda^m_2 \neq 0$ and $\alpha = \lambda^0 + e \sum_{0 \leq i < m} p^i \bar{\lambda}$.

Proof. (i) This is clear from Lemma 5.4.

(ii) For the first assertion see Lemma 5.2. If the remaining assertion is false choose $\lambda$ for which it fails with $m$ as small as possible. Note that we must have $m > 0$ by Lemma 5.4, in particular, by Lemma 5.2, $\bar{I}(\lambda)$ is not critical. Hence by Lemma 5.4 again we have

$$\text{div.ind } I(\lambda) = \lambda^0_1 - (p - 1) + p \text{div.ind } \bar{I}(\bar{\lambda}).$$

By minimality of $m$ we have

$$\text{div.ind } \bar{I}(\bar{\lambda}) = \begin{cases} \beta_1 + p^{m-1} \lambda^m_2 - (p^{m-1} - 1), & \text{if } \lambda^m < p - 1; \\ \beta_1 + p^{m-1} \lambda^m_1 - (p^{m-1} - 1), & \text{if } \lambda^m \geq p - 1 \end{cases}$$
where $\beta = \sum_{1 \leq i < m} p^{i-1} \lambda^i$. Hence we have

$$\text{div. ind} I(\lambda)$$

$$= \begin{cases} 
\lambda^0_1 - (p - 1) + p(\beta_1 + p^{m-1} \lambda^m_2 - (p^{m-1} - 1)), & \text{if } \lambda^m < p - 1; \\
\lambda^0_1 - (p - 1) + p(\beta_1 + p^{m-1} \lambda^m_1 - (p^{m-1} - 1)), & \text{if } \lambda^m \geq p - 1.
\end{cases}$$

$$= \begin{cases} 
(\lambda^0 + p\beta)_1 + p^m \lambda^m_2 - (p^m - 1), & \text{if } \lambda^m < p - 1; \\
(\lambda^0 + p\beta)_1 + p^m \lambda^m_1 - (p^m+1 - 1), & \text{if } \lambda^m \geq p - 1
\end{cases}$$

$$= \begin{cases} 
\alpha_1 + p^m \lambda^m_2 - (p^m - 1), & \text{if } \lambda^m < p - 1; \\
\alpha_1 + p^m \lambda^m_1 - (p^m+1 - 1), & \text{if } \lambda^m \geq p - 1.
\end{cases}$$

(iii) This follows from (ii) and Lemma 5.4.

We now use Lemma 5.4 to show that any polynomially and infinitesimally injective indecomposable module may written in a standard form as a tensor product. Suppose first that $\lambda$ is a critical and $\inf \text{ind} I(\lambda) \neq 0$. Then either $\lambda^0_1 \geq e - 1$ or $\text{div. ind} I(\lambda) / \tilde{\lambda} \neq 0$ by Theorem 4.1. Hence we have

$$0 = \text{div. ind} I(\lambda) = \lambda^0_1 - e + 1 + e \text{ div. ind} I(\lambda).$$

Hence $\lambda^0_1 = e - 1$ and $\text{div. ind} I(\lambda) = 0$. Hence we have $I(\lambda) = Q(\lambda^0) \otimes I(\tilde{\lambda})^F$, where $Q(\lambda^0) = I(\lambda^0)$ with $Q(\lambda^0)|_{\text{G}_{\inf}T} \cong Q_{\inf}(\lambda^0)$ as $\text{G}_{\inf}T$-modules, by Lemma 4.2. Now consider more generally $\lambda \in \Lambda^+(2)$ such that $I(\lambda)$ is infinitesimally injective. Let $m = \text{div. ind} I(\lambda)$. Then putting $\mu = \lambda - mw$ we have that $I(\mu) = D^{\otimes -m} \otimes I(\lambda)$ is infinitesimally injective and $\text{div. ind} I(\mu) = 0$. Writing $\mu = \mu^0 + e\tilde{\mu}$ with $\mu^0 \in X_{\inf}(2)$, $\tilde{\mu} \in \Lambda^+(2)$ we have $\mu^0_1 = e - 1$, $I(\mu)$ critical and $I(\mu) = Q(\mu^0) \otimes I(\tilde{\mu})^F$. Hence we obtain $I(\lambda) = Q(\mu^0) \otimes D^{\otimes m} \otimes I(\tilde{\mu})^F$.

Now we write $m = m^0 + e\tilde{m}$, with $0 \leq m^0 < e$, $\tilde{m} \geq 0$. Then $\lambda = mw + \mu$ gives

$$\lambda = \mu^0 + m^0\omega + e(\tilde{m}\omega + \tilde{\mu}).$$

We examine the possibilities.

Case (i): $\mu^0_2 + m^0 < e$. Then $\mu^0 + m^0\omega \in X_{\inf}(2)$ and so we have $\lambda^0 = \mu^0 + m^0\omega$, $\tilde{\lambda} = \tilde{m}\omega + \tilde{\mu}$.

Case (ii): $\mu^0_2 + m^0 \geq e$. Then $\mu^0 + m^0\omega - \omega = X_{\inf}(2)$ and we have $\lambda^0 = \mu^0 + m^0\omega - e\omega$ and $\tilde{\lambda} = (\tilde{m} + 1)\omega + \tilde{\mu}$. This implies $\lambda_1^0 < e - 1$.

Note that in Case (i) we have $\lambda_1^0 \geq e - 1$ and in Case (ii) we have $\lambda_1^0 < e - 1$.

Organising the description of $I(\lambda)$ in terms of $\lambda^0$ and $\tilde{\lambda}$ we therefore have the following result.
Proposition 5.6. Let \( \lambda \in \Lambda^+(2) \) and write \( \lambda = \lambda^0 + e \bar{\lambda} \) with \( \lambda^0 \in X_{\text{inf}}(2), \bar{\lambda} \in \Lambda^+(2) \). Suppose that \( I(\lambda) \) is infinitesimally injective, i.e., that \( \lambda^0_1 \geq e-1 \) or \( \bar{I}(\bar{\lambda}) \) is not critical. Let \( m = \text{div}.\text{ind} \bar{I}(\lambda) \) and write \( m = m^0 + e\bar{m} \) with \( 0 \leq m^0 < e \) and \( \bar{m} \geq 0 \). The we have

\[
I(\lambda) = \begin{cases} 
Q(\lambda^0 - m^0 \omega) \otimes D^{\otimes \bar{m}} \otimes I(\lambda - \bar{m} \omega)^F, & \text{if } \lambda^0_1 \geq e - 1 \\
Q(\lambda^0 - m^0 \omega + e \omega) \otimes D^{\otimes \bar{m}} \otimes I(\lambda - (\bar{m} + 1) \omega)^F, & \text{if } \lambda^0_1 < e - 1.
\end{cases}
\]
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