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Abstract- In this paper, we propose a Risk-Averse Priced Timed Automata (PTA) Model Predictive Control (MPC) framework to increase flexibility of cyber-physical systems. To improve flexibility in these systems, our risk-averse framework solves a multi-objective optimization problem to minimize the cost and risk, simultaneously. While minimizing cost ensures the least effort to achieve a task, minimizing risk provides guarantees on the feasibility of the task even during uncertainty. Our framework explores the trade-off between these two qualities to obtain risk-averse control actions. The solution of risk-averse PTA MPC dynamic decision-making algorithm reacts relatively better to PTA changes compared to PTA MPC without risk-averse feature. An example from manufacturing systems is presented to show the application of the proposed control strategy.
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I. INTRODUCTION

Cyber Physical System (CPS) is an automated system that integrates physical reality with communication networks and computing infrastructures [1], [2]. Subsystems in a CPS are often controlled or monitored by a computer-based algorithm utilizing high level of automation and situation-awareness. The control algorithm requires the integration of a large amount of data and the use of complex algorithms to handle the data. For efficient performance, CPSs will often require a control architecture that can robustly coordinate various subsystem functions under unpredictable system dynamics or performance requirement changes.

One formalism to model CPS is as Discrete-Event System (DES). In DES, the state space of the system is described by a discrete set and state transitions [3]. DES modeling method is used specially for systems where the control signal is scheduled with respect to events rather than time. To describe performance metrics for DES in terms of temporal variables, Timed Automata (TA) have been previously used to model CPS behaviour [4], [5]. TAs are a type of finite-state machine (FSM) where time-based dynamics and constraints of a system are described by adding a set of clocks to the model. TAs have been extended to Priced Timed Automata (PTA) to capture costs associated with staying at a specific state [6]–[8]. Formulating these temporal cost enables the formation of an optimization problem which can be solved using automata model checkers or theorem provers [9]. PTA applications have been used to control various systems, including bio-manufacturing [10], airport traffic control [11], Cyber-Physical Manufacturing (CPM) [12], [13], and smart process planning [14], [15].

For PTA, flexibility is defined as maintaining the ability to reach the desired set of states while being subjected to automation uncertainties [6], [7]. Flexibility includes robustness to temporary or permanent state removal, changes in temporal cost associated with each state, and changes in the desired state set.

One way to increase system flexibility in face of model uncertainty is to use Model-Predictive-Control (MPC). MPC is a control scheme which uses a dynamically updated prediction model to generate the control law. The control law is implicitly formulated based on the prediction model to forecast system behavior, and optimize the actions to operate under the sequence of states which minimizes the cost objective [16]–[18]. Recently, MPC has been developed for PTA [5]. However, MPC with PTA formulation often represents single objective constrained cost optimization and neglects risks related to model uncertainty. Therefore, the optimal solution found by PTA MPC is prone to execution failure as a result of disturbances that stop the execution of the planned path sequence [19], [20]. For example, a traveler flight itinerary represents a PTA, where the goal is to reach the destination (desired state set), in a series of flights (edges), while minimizing cost (cost objective). Missing a connection flight (state failure), can cause a failure to reach the destination (failure in reaching the desired state set). Existing literature introduced MPC for systems described as PTA and perform constrained cost optimization. However, to the best of the authors knowledge, no previous work studied a risk-averse PTA-MPC minimizing both risk and cost, simultaneously.

In this work, we propose a framework for a risk-averse MPC that uses existing PTA modeling formalism for CPSs. Specifically, this work describes an MPC architecture that utilizes PTA models to encode time-based constraints and costs in order to solve the multi-objective optimization problem of cost and risk-averseness. Behavior of a risk-averse MPCs that use PTA-based model is compared to the behavior of existing MPC with PTAs described in [6] using a simulation.

The rest of this paper is organized as follows. Section
II describes PTA modeling. In Section III the risk-averse PTA MPC scheme is discussed. Section IV, shows several manufacturing case studies. Finally, concluding remarks and future works are given in Section V.

II. PTA MODELING

This section introduces definitions needed for describing the proposed risk-averse PTA MPC framework.

Definition 1 (Priced Timed Automata). A priced timed automaton (PTA) is defined as follows:

\[
A = (Q, C, \Sigma, E, I, R, P, q_0)
\]  
(1)

where \( Q = \{ q^1, q^2, \cdots, q^n \} \) is a finite set of state locations, \( C = c^1 \times c^2 \times \cdots \times c^m = \mathbb{R}_{\geq 0}^m \) is the clock set space, \( \Sigma = \{ \sigma^1, \cdots, \sigma^s \} \) is an ordered finite set of desired states, \( E \subseteq Q \times B(C) \times \Sigma \times Q \) is a finite set of edges, \( B_C \) is the Boolean array of same size of clock array, \( I : Q \to B(C) \) is the invariant operator, \( R : E \times C \to C \) is the reset operator, \( P : Q \cup E \to [0, \infty) \) maps locations and edges to costs, and \( q_0 \in Q \) is the initial location.

In this work, the automaton defined by user as input to model for MPC is labeled as "Total Automaton" which itself splits into two automata; "Original Automaton" and "Redundant Automaton". The total automaton is prone to risk of failure, a situation in which some of states are excluded from the PTA. The part of total automaton which describes the system PTA under ideal case where no failure exists is called original automaton, whereas the redundant automaton describes an automaton which is enabled under failures. The redundant automaton remains illegal under normal condition and become legal only when failure takes place.

Remark 1. In this paper \( \langle \cdot \rangle \) and \( \{ \cdot \} \) denote ordered sets and sets, respectively. For an ordered set, the order at which array elements occur is important. Therefore, two ordered sets are equal if they have the same elements with all elements occurring in the same order.

Definition 2 (Total, Original, and Redundant Automata). Given the system Total Automaton defined by the user as \( A^T = (Q, C, \Sigma, E, I, R, P, q_0) \), the Original Automaton \( A^O \subseteq A^T \) is defined by \( A^O = (Q^O, C^O, \Sigma, E^O, I^O, R^O, P^O, q_0) \). Moreover, Redundant Automaton \( A^R = \bigcup_{v=1}^k A^R_v \) is defined by \( A^R = (Q^{R_v}, C^{R_v}, \Sigma, E^{R_v}, I^{R_v}, R^{R_v}, P^{R_v}, q_{R_v}) \), where \( k \) is the number of redundant paths, \( q_{R_v} \) and \( Q^{R_v} \) are the redundant initial state and the set of redundant state locations defined as below:

\[
Q^{R_v} = \{ (q^i, q^{r_i}, \cdots, q^{r_n}, q^j) | q^i, q^j \in Q^O, \\
\forall s \in \{ r_1, \cdots, r_n \}, q^s \in Q^T - Q^O \}
\]  
(2)

\[
q_{R_v} = q^i
\]  
(3)

Thus, \( Q^R = \bigcup_{v=1}^k Q^{R_v} \) represents an ordered state set in which only the first and last states of all redundant paths exist in the original system automaton. The rest of elements of \( Q^R \) are user-defined.

The following definitions determine the properties that two paths in the original automaton \( A^O \) should share so that they can be connected by a redundant path from redundant automaton \( A^R \) in case of state failure in the path the redundant path is branching from.

Definition 3 (End Parity). The ordered set \( EP_3 \) is defined as the end parity of ordered set \( \Sigma = \{ q_0, q_1, \cdots, q^n \} \) if:

\[
\exists q^k \in \Sigma : EP_3 = \{ q^k, \cdots, q^n \}
\]  
(4)

Definition 4 (Equivalent Paths). Given the original system automaton \( A^O \) where \( EP_3 \) is the end parity of the set of desired states \( \Sigma = \{ \sigma_1, \cdots, \sigma_n \} \), redundant path \( Q^R = \{ q^1, q^{r_1}, \cdots, q^n, q^j \} \) starting at state \( q^1 \) and ending in state \( q^j \) two paths of arbitrary length \( U_1 = \{ \cdots, q^{i-1}, q^{i+1}, \cdots \} \) and \( U_2 = \{ \cdots, q^{j-1}, q^j, q^{j+1}, \cdots \} \) are defined equivalent paths if their two subsets \( U_{s1} = \{ q^1, q^{r_1}, \cdots \} \) and \( U_{s2} = \{ q^j, q^{r_j}, \cdots \} \) have the following properties:

\[
U_1 \subseteq L(A^O), U_2 \subseteq L(A^O)
\]  
(5)

\[
EP_3 \subseteq U_{s1}, U_{s2}
\]  
(6)

where \( L(A^O) \) is the set of all feasible paths in \( A^O \) [6]. As per above, \( U_1 \) and \( U_2 \) are equivalent paths if the share the same end parity of desired state set.

The following definition explains the state failure and the resulting path failure.

Definition 5 (Legal State/Path). Given the original automaton tuple \( A^O = (Q^O, C^O, \Sigma, E^O, I^O, R^O, P^O, q_0) \), a state \( q^i \in Q^O \) is legal if there exists a path between \( q^i \) and the initial state \( q_0 \). Otherwise \( q^i \) is called illegal and it is referred to as state failure. Similarly, a path \( \beta = \{ q^k, \cdots, q^{k+1} \} \in A^O \) is called legal if all states in the path are legal. Otherwise the path \( \beta \) is called illegal path and the condition is referred to as path failure.

Remark 2. In this work, the general term failure refers to both the state failure and path failure.

The following definition introduces the concept of Emergency Declaration Signal (EDS) that has two objectives: (1) to indicate the availability of a redundant path \( Q^R \); (2) to determine if the states of equivalent path past the one redundant path is starting from \( U_{s1} \) are still legal. The EDS shows three status cases: Case Normal, Case Auxiliary, and Case Emergency. These cases identify if a failure occurred as well as the type of failure. Case Normal captures the situation when a failure has not occurred. In this scenario, the states in \( Q^R \) are not unavailable and the path \( U_{s1} \) is legal. Case Auxiliary also captures the situation of no failure, but it makes states in \( Q^R \) available and the path \( U_{s1} \) is legal. Lastly, Case Emergency happens when a failure has occurred. In this scenario, the states in \( Q^R \) are available and the path \( U_{s1} \) is illegal.

Below definitions describe how failure is acknowledged and reflected in updated PTA used by risk-averse PTA MPC dynamic decision-making algorithm.
in the invariant operator showing if the state with the path has already been occupied (traversed). Thus, the update operator keeps the original PTA components if the EDS indicates Case Normal, or if the state with redundant path is already traversed. Because the graph of PTA is assumed to be simple [6], the failure in states that have already been traversed will not change the PTA.

**Definition 8** (Active Redundant Path). The redundant path \( Q^R = \langle q^R_1, q^R_2, \ldots, q^R_m, q^R_f \rangle \) that connects equivalent paths \( U_1 = \langle \ldots, q^R_1, q^R_{i+1}, \ldots \rangle \) and \( U_2 = \langle \ldots, q^R_1, q^R_{j+1}, \ldots \rangle \) is defined to be an active redundant path if the two subsets \( U_{m1} = \langle \ldots, q^R_{i-1}, q^R_j \rangle \) and \( U_{m2} = \langle q^R_j, q^R_{j+1}, \ldots \rangle \) are legal paths. Otherwise the redundant path is passive. Note that the redundant path status is time-varying and depends on the updates generated by the update operator based on EDS of paths prior to the path of interest.

Equation (8) is implicitly a function of time, as the Boolean invariant operator \( I_{c_{i+1}} \) is changing value over time depending on clock \( c_{i+1} \) which relates the formulation in this work to the one developed for PTA MPC without risk-averse feature, with the exception that the update operator updates the PTA prior to running the PTA MPC algorithm. For further details about the invariant operator and clocks see references [6], [7].

Assume the original system PTA is given by \( A^O = (Q^O, \Sigma^O, \Sigma^E, I^O, R^O, P^O, q_0) \). Then each state is assigned with an EDS, with the default value of \( Z_{1 \times |Q^O|} = 0 \) where the suffix shows array dimension.

Case Normal represents the PTA tuple under normal condition, i.e. \( \exists i \in \{1, \ldots, |E| \} : z_i = 0 \), is defined as follows:

\[
A^N = \Omega(A^O, A_r, \emptyset, 0, I_{c_{i+1}}) = A^O = (Q^O, C^O, \Sigma^O, E^O, I^O, R^O, P^O, q_0)
\]

Therefore, under Case Normal, i.e. \( \forall t, \forall z_i \in Z : z_i = 0 \), the equivalent paths of the risk-averse PTA are exactly the same as original PTA.

Case Auxiliary is when the original PTA is still available while redundant path provides an alternative path to promote flexibility in the system. If the PTA is traversed by more than one occupant at a time, the Case Auxiliary provides a detour to avoid state collision, i.e. occurrence of more than one occupant in the same state at the same time. The Case Auxiliary, i.e. \( \exists i \in \{1, \ldots, |E| \} : z_i = -1 \), is defined as follows:

\[
A^A = \Omega(A^O, A_r, \emptyset, -1, I_{c_{i+1}}) = (Q^A, C, \Sigma, E^A, I, R, P^A, q_0)
\]

where:

\[
Q^A = (Q^O, \langle q^A_1, \ldots, q^A_n \rangle)
\]

\[
E^A = (E^O, \langle e^A_1, \ldots, e^A_n \rangle)
\]

\[
P^A = (P^O, \langle p^A_1, \ldots, p^A_n \rangle)
\]

In this scenario, the redundant path’s PTA components are concatenated to the original PTA resulting in a new PTA \( A^A \).
Note that when Case Auxiliary is declared, the equivalent path past the state with auxiliary path are still legal, therefore, \( ||_{trim} \| \) = 0. The rest of the PTA elements of \( A^A \) are the same as their corresponding original PTA.

The Case Emergency, \( \exists i \in \{1, \ldots, |E|\} : z_i = 1 \), occurs when some states in the original PTA become illegal. In this case, the redundant path provides a new path to avoid MPC failure. Therefore, the update operator modifies the PTA resulting in a new PTA \( A^E \). Note that when Case Emergency is declared, \( ||_{trim} \) is no longer empty:

\[
A^E = \Omega\{A^O, A, A_{trim}, 1_I_{t_{n+1}}\} = (Q^E, C, \Sigma, E^E, I, R, P^E, q_0)
\]  

(12)

where \( A_{trim} \) is the part of automaton to be trimmed and the rest of the terms are as follows:

\[
Q^E = (Q^O, (q^{i_1}_1, \ldots, q^{i_1}_n) - (q^{i_1+1}_1, q^{i_1+2}_1, \ldots) \\
E^E = (E^O, (e^{i_1}_1, \ldots, e^{i_1}_n) - (e^{i_1+1}_1, e^{i_1+2}_1, \ldots) \\
P^E = (P^O, (p^{i_1}_1, \ldots, p^{i_1}_n) - (p^{i_1+1}_1, p^{i_1+2}_1, \ldots)
\]  

(13)

Similar to the case-auxiliary, the remaining elements of \( A^E \) are defined according to the above equations.

### III. Risk-Averse PTA MPC

The control objective for the PTA-MPC algorithm is to find a path that minimizes the sum of all temporal cost. For PTA-MPC, the time elapsed at each state execution and state transition is stored as a clock variable. The temporal cost is calculated based on these clock variables. As a result, a finite path, i.e., a finite ordered sequence of states, is associated with a deterministic temporal cost which enables formulating a constrained optimization problem.

Figure 2 depicts the risk-averse PTA MPC block diagram. At each iteration the update operator generates the updated PTA using the original PTA, redundant PTA, and EDS. The current state and remaining desired state set are retrieved from memory and used by the update operator and the risk-averse PTA MPC algorithm, respectively. The risk-averse PTA MPC also receives user defined risk-factors for each state. These risk-factors are designated as \( h_i \forall i \in \{1, \ldots, |Q^T|\} \) and determine the weight of failure risk at each state. Thus, the risk factors provide a quantitative measure to compare paths in terms of risk.

The goal of the multi-objective optimization problem is to minimize the cost of the path while minimizing the risk, which can be represented as follows:

\[
\alpha^* = \arg \min_{\alpha \in L(A)} \left( V(\alpha) = \sum_{i=1}^{\left|\alpha\right|} P_i + \sum_{i=1}^{\left|\alpha\right|} R_i \right)
\]  

(14)

where \( \alpha \) is the path, i.e., the sequence of states, and \( R_i \) is the Risk Measure of the \( i^{th} \) state showing the associated risk weight corresponding to each state, and \( L(A) \) is the set of all feasible paths in PTA \( A \). The risk measure is comprised of two parts; user-defined weights and PTA-inherited weight. The user-defined weights indicate the risk chance as determined by the user whereas the PTA-inherited weight is based on the number of redundant paths available.

While Equation 14 can be solved as a multi-objective optimization problem, it can be reduced to a single-objective optimization problem assuming the risk measures can be described with respect to the state cost. Therefore, \( R_i = u_i P_i \) is an assumption that if held true, then the method can be utilized to solve the optimization problem. In this manner, the risk measure can be expressed relative to the cost measure as follows:

\[
\alpha^* = \arg \min_{\alpha \in L(A)} \left( V(\alpha) = \sum_{i=1}^{\left|\alpha\right|} P_i + \sum_{i=1}^{\left|\alpha\right|} u_i P_i \right).
\]  

(15)

The variable \( u_i \) captures the uncertainty ratio associated with \( i^{th} \) state of the path which is defined as follows:

\[
u = \frac{h_i}{x_i}
\]  

(16)

where \( h_i \) is the risk factor assigned by the user to each state and \( x_i \) is Out-degree Centrality Measure defined as being the number of outgoing edges of a given state [21]. We exclude the last state of each path from the risk sum since it is assumed to have centrality zero and it belongs to every possible path. Assuming that \( \alpha \) is a path of length \( N \), i.e., \( \alpha = \langle \alpha_i_1, \ldots, \alpha_i_n \rangle \) and \( \Sigma = \langle \sigma_1, \ldots, \sigma_{N_d} \rangle \) with \( N_d \leq N \), where \( N_d \) is the number of desired states, we combine Equation 15 and Equation 16 to obtain:

\[
\alpha^* = \arg \min_{\alpha \in L(A)} \left( V(\alpha) = \sum_{i=1}^{\left|\alpha\right|-1} (1 + \frac{h_i}{x_i}) P_i \right)
\]  

(17)

\[
\alpha \in L(A) \quad \forall m < n \in \{1, \ldots, N_d\}, \forall \sigma_m, \sigma_n \in \Sigma
\]  

(18)

\[
\exists \alpha_{ik}, \alpha_{il} \in \alpha : \sigma_m = \alpha_{ik}, \sigma_n = \alpha_{il}, k < l
\]  

(19)

Equation 17 describes the risk measure in term of cost. Equation 18 ensures that the solution is among feasible paths of \( A \). Equation 19 ensures that the solution includes all desired states according to \( \Sigma \). Regardless of the value of EDS, at all times the PTA and its constraints are the same as in [6]. Thus, the optimization problem described by Equation 17 is reduced to first-order logic, which can
Algorithm 1 Risk-Averse PTA-MPC Optimization Algorithm

Input: \( A = (Q, C, \Sigma, E, I, R, P, q_0), D(t), h_i \) \( \forall 1 \leq i \leq |E| \)

Output: \( \alpha(t+1), D(t+1) \)

1: Initialize:
   \( A_{\text{updated}} \leftarrow A \)
   \( D(t+1) \leftarrow \Sigma, \alpha(t+1) \leftarrow \emptyset \)
   \( \bar{\alpha}(t) \leftarrow q_0, x \leftarrow \emptyset \)

2: while \( D(t+1) \neq \emptyset \) do
3:   (i) Check \text{SAT} for Eq. 17
4:   if (i) is \text{SAT} then
5:      Determine risk-averse PTA-MPC optimization solution \( \bar{\alpha}(t+1) \) based on Eq. 17 using \( A_{\text{updated}} \) and \( h_i \)’s
6:      \( \alpha(t+1) \leftarrow \langle \alpha(t), \bar{\alpha}[1](t+1) \rangle \)
7:      \( \triangleright \bar{\alpha}[1](t+1) \) is the first element of \( \bar{\alpha}(t+1) \)
8:   else
9:      return UNSAT
10:     stop
11: end if
12: \( \bar{\alpha}(t) \leftarrow \bar{\alpha}[1](t+1) \)
13: if \( \bar{\alpha}[1](t+1) \in \Sigma \) then
14:   \( D(t+1) \leftarrow \Sigma - \bar{\alpha}[1](t+1) \)
15: end if
16: \( D(t) \leftarrow D(t+1) \)
17: return \( \alpha(t+1), D(t+1) \)
18: end while
19: return SAT

be solved using the \( Z_3 \) theorem prover [7]. Algorithm 1 summarizes the internal risk-averse PTA-MPC optimization mechanism. First, the EDS is read and based on the current state, the active redundant paths are identified. Then, the PTA is modified by the update operator. The satisfiability solver is used to check if step (i) is satisfiable (\text{SAT}). If so, the optimization solution is determined based on the updated PTA and user defined risk factors \( h_i \), and the first element of solution array is appended to the actual solution. Otherwise, the optimization is unsatisfiable (UNSAT). If the first element of the solution belongs to the desired set of states, then it is removed from the remaining set of desired states. The iteration continues until either the remaining set is empty or optimization fails.

PTA MPC without risk-averse feature which we refer to as \( PTA\ MPC \) runs multiple simulation after each event to find optimal path [6]. If the PTA MPC optimization problem does not have a solution due to state failure, the PTA MPC returns \text{unsatisfiable} (UNSAT). Otherwise, it returns satisfiable (\text{SAT}), and outputs the optimal path \( \bar{\alpha} \), and remaining desired state set \( D(t+1) \). The actual path that is traversed after each iteration comprises of the first state of \( \bar{\alpha} \), i.e. \( \alpha(t+1) \leftarrow \langle \alpha(t) + \bar{\alpha}[1](t+1) \rangle \) which constitutes the basic of risk-averse PTA MPC as well.

Similar to PTA-MPC, risk-averse PTA-MPC runs the optimization algorithm at many iterations and returns the optimal solution at each iteration based on the PTA updates. Here, the actual solution is labeled as \( \alpha(t) \) which appends the first element of optimal solution \( \bar{\alpha}(t) \) found by the risk-averse PTA-MPC algorithm at each iteration. The optimization continues until the desired state set is exhausted. At each iteration, the remaining set of desired states is labelled as \( D(t) \). If \( \forall t : D(t) \subseteq \Sigma \) represent the remaining desired state set at \( t \), then if \( D(t) \not\subseteq Q^R \), the risk-averse PTA-MPC fails to reach the goal state, i.e. \( \bar{\alpha}(t) \) the optimal state array determined by risk-averse PTA-MPC returns UNSAT. Because Equation 8 depends on the optimal state array, the \( \bar{\alpha}(t) \) and \( D(t) \) are stored in the memory for the next iteration.

Note that for PTA with multiple redundant paths, i.e. \(|\mathbf{Z}| > 1, \exists z_i, z_j \in \mathbf{Z} : z_i, z_j \neq 0, \) the update operator acts on active redundant paths only. Therefore, if \( q^i \in Q \) is the current state, the PTA is not changed by redundant paths starting at previous states \( q^i \in \{q^0, \ldots, q^{i-1}\} \) regardless of their corresponding EDS value and status (active or not). To determine if the redundant path \( Q^R \) is active, all redundant paths with starting state closer to the initial state are updated using the update operator. That is, \( \forall q^j, \alpha_j = \{q^0, \ldots, q^j\}, \alpha_i = \{q^0, \ldots, q^j\} : |\alpha_j| \leq |\alpha_i| \). For assumptions regarding PTA structures controllable by MPC and MPC optimization algorithm see [6].

If the optimization has no feasible solution, then the algorithm returns \text{unsatisfiable} (UNSAT). Otherwise, the optimization returns \( \alpha(t+1) \) and updates \( D(t+1) \) and returns \text{satisfiable} (\text{SAT}).

IV. CASE STUDY

Recently, PTAs have been proposed for product scheduling and product-agent coordination in manufacturing where machine physical locations represent states, the required process time is the cost metric, and product transport/storage represent state transition [5], [7], [22]. The redundant paths represent manufacturing line alternation means in order to isolate a certain equipment for regular maintenance or replacement. In addition, the redundant paths can be used to prevent product coincidence in one manufacturing equipment when the manufacturing line is used by two products, simultaneously. It is important to ensure flexibility for product scheduling since customers can impose hard deadlines that need to be met by the manufacturer [7], [23]. Thus, the proposed risk-averse PTA MPC framework should be used to ensure that products meet customer deadlines even in the event of machine failures in the manufacturing system.

Figure 3 depicts a typical layout of manufacturing system in which Original Automaton \( A^O \) and Redundant Automaton \( A^R \) are marked by solid lines and dashed lines, respectively. Table I summarizes the physical locations, their associated costs and corresponding user-defined risk factors. For this example, \( \Sigma = \{\sigma^i_t\} = \{q^i_t\} \) and we compare the results of risk-averse PTA MPC to that of PTA MPC for three scenarios:

- Scenario 1: \( z_5(t \geq 0) = 1 \),
- Scenario 2: \( z_{11}(t \geq 0) = z_5(t \geq t_1) = z_8(t \geq t_2) = 1, t_1 > t_2 \),
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Fig. 3: Original Automaton ($A^0$ solid line) and Redundant Automaton ($A^R$ dashed line) for a manufacturing layout.

TABLE I: List of the physical locations, costs, risk factors, and centralities of System 1 and System 2 in Figure 4.

| $q^i$ | Location             | $P_i$ | $h_i$ | Centrality($c_i$) |
|-------|----------------------|-------|-------|------------------|
| $q^1$ | In transit (AGV1)    | 1     | 1     | 3                |
| $q^2$ | CNC1 entry buffer    | 1     | 1     | 2                |
| $q^3$ | CNC1                 | 1     | 1     | 1                |
| $q^4$ | CNC1 exit buffer     | 1     | 1     | 2                |
| $q^5$ | In transit (AGV2)    | 1     | 1     | 1                |
| $q^6$ | Target buffer        | 1     | 1     | 0                |
| $q^7$ | Emergency buffer 1   | 1     | 1     | 1                |
| $q^8$ | CNC2                 | 1     | 1     | 1                |
| $q^9$ | In transit (AGV3)    | 1     | 1     | 1                |
| $q^{10}$ | Emergency buffer 2 | 1 | 1 | 1 |
| $q^{11}$ | CNC3 entry buffer   | 1     | 1     | 1                |
| $q^{12}$ | CNC3                | 1     | 1     | 3                |
| $q^{13}$ | CNC exit buffer      | 1     | 1     | 1                |
| $q^{14}$ | In transit (AGV4)   | 1     | 1     | 1                |
| $q^{15}$ | Emergency buffer 3 | 1     | 1     | 1                |
| $q^{16}$ | Emergency buffer 4  | 1     | 1     | 1                |
| $q^{17}$ | Emergency buffer 4  | 1     | 1     | 1                |

- Scenario 3: $z_5(t \geq 0) = z_{13}(t \geq t_1) = z_8(t \geq t_2) = 1, t_1 > t_2$.

Figure 4 compares the proposed risk-averse PTA MPC performance with that of previously developed PTA MPC [6].

In Scenario 1, failure occurs initially at $q^5$ which enables both controller to reach the desired state without a need to enable redundant paths. In this case, the optimal path and the objective function value for PTA MPC and risk-averse PTA MPC are $\alpha^{PM}_* = (q^1, q^2, q^3, q^9, q^6)$ for $V^* = 7.33$ and $\alpha^{RPM}_* = (q^1, q^{10}, q^{11}, q^{12}, q^{13}, q^6)$ for $V^* = 8.66$, respectively. Therefore, in Scenario 1 the PTA MPC has a lower optimal objective function value suggesting that in case of no-failure, despite choosing a safer path, risk-averse PTA MPC might have a higher cost objective function value. State $q^{14}$ is vanished since it is a passive redundant path.

As for Scenario 2, $q^{11}$ fails initially. The risk-averse PTA MPC chooses the bottom path given that it has two redundant paths and that the top path has failed. Therefore, the bottom path has comparatively lower risk whereas PTA MPC chooses the middle path because it has the lowest cost. However, later at $t \geq t_1$ and $t \geq t_2$ both controllers face state failure at $q^5$ and $q^8$. This failure stops PTA MPC and it returns UNSAT while risk-averse PTA MPC utilizes the redundant path and reaches the desired state through path $\alpha^* = (q^1, q^2, q^3, q^4, q^{10}, q^3, q^9, q^6)$ with objective function value $V^* = 10.33$.

Finally, in Scenario 3, the bottom path fails as $q^5$ fails initially. Therefore, risk-averse PTA MPC chooses the top path which has two redundant paths while PTA MPC again chooses the middle path. When failure occurs in
\(q_8\) and \(q_{13}\) at \(t \geq t_1\) and \(t \geq t_2\), PTA MPC stops and returns UNSAT, similar to Scenario 1. Risk-averse PTA MPC however, returns a Pareto-frontier of two optimal paths \(\alpha_1^* = (q_1, q_{10}, q_{11}, q_{12}, q_{16}, q_9, q_6)\) and \(\alpha_2^* = (q_7, q_{10}, q_{11}, q_{12}, q_{17}, q_9, q_6)\) both with objective function value of \(V^* = 10.66\).

V. Future Work and Conclusion

In this work, we have proposed a risk-averse PTA-MPC that is flexible to sudden state failure. As part of this framework, we define an update operator and an emergency declaration signal that dynamically captures system disturbances and changes the PTA structure based on the manufacturing environment. We further defined a cost-based risk measure that allows the re-formulation of a multi-objective constrained optimization into cost-dependent single-objective optimization. Finally, we developed risk-averse PTA MPC algorithm which returns the robust solution considering both cost and risk. The proposed framework was shown to allow the system to reach a state in face of state failure when applied in a manufacturing system. It was also shown that under certain conditions, there exists a Pareto-frontier of solutions that can add extra flexibility in the system. This work can further be extended to other application areas, such as mass-production, supply-chain, and air-traffic control, where the objective of PTA MPC dynamic decision-making involves both cost and risk.

For future work, intelligent scheduling of risk-factors can be investigated to ensure uninterrupted operation under time-varying demand for isolation, deviation or usage of a particular state. Scheduling EDS signals manually, stochastically or sensitive to number of state-occupation is another promising topic with applications in manufacturing under stochastically-uncertain or service-life dependent failures.
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