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ABSTRACT

Gravitational microlensing has become a mature technique for discovering small gravitational lenses in the Universe which are otherwise beyond our detection limits. Similarly, plasma microlensing can help us explore cosmic plasma lenses. Both pulsar scintillation and extreme scattering events of compact radio sources suggest the existence of ∼ AU scale plasma lenses in the ionized interstellar medium (IISM), whose astrophysical correspondence remains a mystery. We demonstrate that plasma microlensing events by these plasma lenses recorded in the form of wide-band dynamic spectra are a powerful probe of their nature. Using the recently developed Picard-Lefschetz integrator for the Kirchhoff-Fresnel integral, we simulate such dynamic spectra for a well-motivated family of single-variable plasma lenses. We demonstrate that the size, strength, and shape of the plasma lens can be measured from the location of the cusp point and the shape of spectral caustics respectively, with a combination of distances and the effective velocity known a priori or measured from the widths of the interference pattern. Future wide-band observations of pulsars, whose plasma microlensing events may be predictable from parabolic arc monitoring, are the most promising ground to apply our results for a deeper insight into the fine structures in the IISM.
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1 INTRODUCTION

Plasma inhomogeneities form lenses. Radio wave traveling in the ionized interstellar medium (IISM) gets diffracted and refracted by these plasma lenses. As a result, compact radio sources scintillate, i.e. their flux varies with time. The best regular probe of IISM scintillation is the pulsar dynamic spectrum, recording of pulsar flux variations over time and frequency (e.g. Rickett 1969; Rickett et al. 1984; Cordes & Wolszczan 1986; Gupta et al. 1994; Johnston et al. 1998). In addition, ‘extreme scattering events’ (ESEs) are observed in some compact radio sources as rare, large variations in flux density over days to weeks are also a manifestation of IISM scintillation (Fiedler et al. 1987, 1994; Lazio et al. 2001; Bannister et al. 2016). They provide unique constraints to the properties of the small-scale IISM structures.

Traditionally, IISM density fluctuations as a result of the ubiquitous turbulent motions were thought to be responsible for most of the scintillation (Rickett 1990; Narayan 1992, and references therein) despite the hint of coherent plasma lenses by the few observations of ESEs (Romani et al. 1986). However, since the turn of the century, new observations have triggered a paradigm shift. Firstly, the discovery of a distinct parabolic arc in pulsar secondary spectra i.e. square amplitude of the Fourier-transformed dynamic spectra (Stinebring et al. 2001), and sometimes multiple parabolic arcs (Putney & Stinebring 2006), have suggested the existence of discrete scattering screens between the pulsar and the observer, and pointed to the anisotropic nature of the scattering (Walker et al. 2006). Secondly, the detection of inverted arclets on top of the main parabolic arc reveals discrete structures on the scattering screen which are found to be long-lived from long-term monitoring (Hill et al. 2003, 2005). With the accumulation of high-quality pulsar dynamic spectra, parabolic arcs and arclets turn out to be very common. This leads to the idea that the discrete structures in the IISM could be the major contributor to IISM scintillation. They act as plasma lenses, which could be the same as those responsible for the ESEs. What are these plasma lenses remains a great mystery. One difficulty of resolving this mystery is the small estimated sizes of the plasma lenses, which range from sub-AU as inferred from pulsar secondary spectra (Pen & Levin 2014), to AU and tens of AU from ESE observations. Direct observational evidence of these fine IISM structures is thus hard to find. Theoretically, several ideas have been proposed, including corrugated reconnection sheet (Pen & King 2012; Pen & Levin 2014; Liu et al. 2016; Simard & Pen 2018), ionized skins of molecular clumps (Walker et al. 2017), and filaments ionized by hot stars (Walker et al. 2017). Most of them invoke a grazing viewing angle to mitigate the need for extremely high density fluctuations suggested by early studies assuming spherical symmetry (Romani et al. 1987; Clegg et al. 1998).

Reconstruction of the scattered images with pulsar secondary spectra provides essential information on the geometry of the lens. In a detailed VLBI study of a bright pulsar PSR B0834+06 (Braken et al. 2010), much of the power on the main parabolic arc is resolved into many discrete inverted arclets, which correspond to scattered images lining up along a thin line that crosses the origin. The
high degree of anisotropy implies that the lens plane deflects light mainly in one out of the two dimensions on the plane of the sky. Another somewhat under-appreciated piece of evidence is that the arclets stay on the main parabolic arc whose apex remains at the origin as the relative locations of the source, lens, and observer change with time, which suggests that this line of images always crosses the source line of sight (Shi 2021). This implies that the lens plane is unlikely composed of small discrete lenses lined up in a filamental geometry, but more likely a two-dimensional wave that is mainly fluctuating in one direction while flat in the perpendicular direction. This preferred geometry is in accord with that proposed by Pen & Levin (2014) where the arclets correspond to images created at the folds of a wavy sheet viewed at a grazing angle.

Microlensing events, i.e. flux variations of a source when a lens passes through its line of sight, offer a complimentary test of the properties of the plasma lens. ESEs are usually microlensing events where the flux of compact radio sources is recorded in one or several frequency bands. Traditionally, ESEs are detected in observations of active galactic nuclei. ESEs from these extragalactic sources have a downside of being very rare. For example, only ~15 events have been discovered in a search of ESEs with 1200 source-years of archival observations (Fiedler et al. 1994). Pulsars are potentially better sources for plasma microlensing events given their small angular sizes and fast proper motions. Pulsar ESEs have recently been detected as long term variations in the dispersion measure, pulsar gular sizes and fast proper motions. Pulsar ESEs have recently been discovered in a search of ESEs with 1200 source-years of archival observations (Fiedler et al. 1994). Pulsars are potentially better sources for plasma microlensing events given their small angular sizes and fast proper motions. Pulsar ESEs have recently been detected as long term variations in the dispersion measure, pulsar gular sizes and fast proper motions. Pulsar ESEs have recently been discovered in a search of ESEs with 1200 source-years of archival observations (Fiedler et al. 1994). Pulsars are potentially better sources for plasma microlensing events given their small angular sizes and fast proper motions. Pulsar ESEs have recently been detected as long term variations in the dispersion measure, pulsar gular sizes and fast proper motions. Pulsar ESEs have recently been discovered in a search of ESEs with 1200 source-years of archival observations (Fiedler et al. 1994). Pulsars are potentially better sources for plasma microlensing events given their small angular sizes and fast proper motions. Pulsar ESEs have recently been detected as long term variations in the dispersion measure, pulsar gular sizes and fast proper motions. Pulsar ESEs have recently been discovered in a search of ESEs with 1200 source-years of archival observations (Fiedler et al. 1994).

If the arclets in pulsar secondary spectra are indeed created by discrete plasma lenses, these lenses should also cause plasma microlensing events when they traverse the pulsar line of sight. These events should occur at a much higher rate given the high number of arclets observed in some systems, and may have a much shorter duration given the small estimated lens sizes. Moreover, the occurrence time of such events can be predicted by monitoring the motion of arclets along a main parabolic arc, enabling real-time wide-band and VLBI observations which are greatly valuable for studying the underlying lens structure. In particular, ultra-wide-band observations of pulsar plasma microlensing events, which have been feasible only very recently thanks to the new 0.7-4 GHz receiver on the Parkes telescope (Johnston et al. 2021), could revolutionize the study of the IISM.

Not in pace with the observational developments, there is so far a lack of theoretical predictions of wide-band signatures of plasma microlensing events. This motivates this work where we simulate plasma lensing theory in Section. 2, present the method and results of dynamic spectra simulation in Section. 3, demonstrate how to constrain the lens properties in Section. 4, and conclude in Section. 5.

2 PLASMA LENSES AND PLASMA LENSING

2.1 Plasma Inhomogeneity as Lenses

When the light from a source at distance $D$ travels across some deflecting medium of thickness $\ell_d$, it gets a phase shift due to the fluctuating electron number density $n_e$ in the deflecting medium

$$\Delta \Phi_{\text{disp}} = 2\pi(n - 1)n\ell_d/c,$$

where $v$ is the frequency of the signal and $c$ the speed of light. The refractive index $n$ is related to the electron number density via the plasma frequency $n_p$ as

$$n - 1 \approx -\frac{1}{2}\frac{v^2}{\gamma^2} \left(\frac{n_e}{1 \text{GHz}}\right)^2. \quad (2)$$

The intervening plasma leads to a negative $\Delta \Phi_{\text{disp}}$ due to the superluminal phase velocity in a plasma and a corresponding refractive index $n < 1$.

This phase delay leads to distortion of the wavefront, and subsequently, a deviation of the light travel path from a straight line. This further introduces a geometrical phase delay $\Delta \Phi_{\text{geo}}$. When the deflection material occupies a small fraction of the line-of-sight distance, it can be considered to lie on a thin scattering screen. In this case, and under small-angle approximation that is valid to high precision for IISM scintillation studies,

$$\Delta \Phi_{\text{geo}} = \tau_{\text{norm}} \left(\frac{\theta - \beta^2}{\theta^2}\right) \quad (3)$$

with $\theta$ being the angular coordinates on the scattering screen i.e. the lens plane, $\beta$ being the angular coordinates on the source plane.

$$\tau_{\text{norm}} = \frac{2\pi}{\sqrt{\nu}} \frac{1}{c} \frac{f_d}{f_d} D$$

$$= 1.52 \times 10^4 \left(\frac{1}{\nu} - \frac{f_d}{f_d} \frac{D}{\text{kpc}}\right) \left[\text{mas}^{-2} \text{GHz}^{-1}\right]$$

is an effective distance depending on the distance $D$ from the pulsar to observer, and the fractional distance $f_d$ between the pulsar and the deflecting medium with respect to $D$. Physically, the prefactor $\tau_{\text{norm}}^\nu$ defines a characteristic angular scale on the lens plane: the Fresnel scale $\theta_F = 1/\sqrt{\tau_{\text{norm}}}$. For typical configuration of a Milky Way pulsar, $\theta_F$ is only a fraction of a milli-arcsecond (mas).

The total phase delay

$$\Delta \Phi = \Delta \Phi_{\text{geo}} + \Delta \Phi_{\text{disp}} = \tau_{\text{norm}} \left(\frac{\theta - \beta^2}{\theta^2} - \psi\right) \quad (5)$$

is the key quantity governing the deflected light propagation from the source to the observer. Here, we have defined the deflection potential $\psi \equiv -\Delta \Phi_{\text{disp}}/(\tau_{\text{norm}}^\nu)$ following the gravitational lensing convention. In fact, the Fermat potential in the gravitational lensing literature (Schneider 1985),

$$\tau(\theta, \beta) = \frac{\theta - \beta^2}{\theta^2} - \psi(\theta) \quad (6)$$

is just a convenient dimensionless form of $\Delta \Phi$, with the first and second term corresponding to the geometric phase delay and the phase delay occurred directly at the lens, respectively $^1$. In our case where the lens is the plasma, the deflection potential $\psi$ can be expressed as

$$\psi = 8.35 \times 10^{-3} \left(\frac{N_e}{\text{cm}^{-3} \times \text{AU}}\right) \left(\frac{v}{\text{GHz}}\right)^2 \left(\frac{f_d}{1 - f_d} \frac{D}{\text{kpc}}\right)^{-1} \left[\text{mas}^2\right]$$

\( \text{where } N_e = n_e\ell_d \) is the column density of the plasma lens. The positive sign of $\psi$ is thus positive sign of $\Delta \Phi_{\text{disp}}$ implies that a lens

\( ^1 \text{In gravitational lensing, Fermat potential is a measure for both phase delay and time delay; In the dispersive plasma lensing, the Fermat potential reflects phase delay but not time delay, as the latter depends on group velocity and the former on phase velocity.} \)
composed of plasma overdensity diverges light rather than converging it, as opposed to a gravitational lens.

Consider the lens to be at a fixed location, the angular coordinate of the source is sufficient to specify the relative orientations of the source, lens, and the observer. Thus, we can directly use $\beta$ as the time coordinate of the microlensing event. The two are related as $t = -\beta D(1 - f_0)/V_\infty$, where $V_\infty$ is the relative velocity of the scattering screen with respect to the pulsar-observer line of sight, and $\beta$ is the component of $\beta$ in the direction of $V_\infty$. The wave field on the observer’s plane as a function of $\beta$ is given by the Kirchhoff-Fresnel integral (e.g. Walker et al. 2004)

$$E(\beta, \nu) = \frac{1}{2\pi i \nu \beta} \int d^2 \theta \exp \left[i \Delta \Phi(\beta, \theta, \nu)\right]$$

up to a normalization constant. The primary observable of plasma lensing is the dynamic spectrum i.e. source intensity $I = EE^*$ as a function of time and frequency.

### 2.2 Plasma Lensing Framework

In general, the Kirchhoff-Fresnel integral (Eq. 8) has to be performed to compute the dynamic spectrum given a lens configuration. For some purposes, it is adequate to approximate the integral by a sum over a finite number of discrete points where the phases are stationary (e.g. Walker et al. 2004)

$$\nabla \Phi \propto \nabla \tau = 0.$$  

This so-called eikonal approximation works in the limit of large $\tau_{\rm ntw}$, or in another word, when the angular separations in consideration are much greater than $\theta_\beta$. In this limit, the theoretical framework developed in gravitational lensing applies, and we have the useful concepts of image, image magnification, and caustics. The geometrical lensing framework has been introduced to the plasma lensing context by Clegg et al. (1998); Pen & King (2012); Er & Rogers (2018) and Wagner & Er (2020). Compared to the geometric limit of gravitational lensing, the eikonal approximation captures also the 1st order wave effect i.e. interference among different images. These concepts provide the basic theoretical framework for understanding scintillation phenomena. Thus, we introduce them here and in Section 2.3.

From the stationary phase condition we can immediately derive the lens equation – the mapping between the source plane coordinate $\beta$ and the image/lens plane coordinate $\theta$ as

$$\theta - \beta = \alpha,$$

with the deflection angle $\alpha(\theta) \equiv \nabla \psi(\theta)$ (Schneider et al. 1992). The sign of the deflection angle is chosen to be consistent with that defined in the gravitational lensing literature. For a positive $\theta$, a converging lens e.g. a gravitational lens leads to a positive $\alpha$, and a diverging lens e.g. an overdense plasma lens leads to a negative $\alpha$.

Since lensing conserves surface brightness, the magnification $\mu$ of an image is given by the ratio of the surface areas after and before the lensing, i.e. the Jacobian of the lens mapping

$$A = \frac{\partial \beta}{\partial \theta} = 1 - \partial_\beta \partial_\theta \alpha,$$

$$= \partial_\theta \partial_\theta \tau = 1 - \partial_\theta \partial_\theta \psi.$$  

The image of an infinitesimally small source at $\theta$ is thus brightened or dimmed by a factor $\mu(\theta)$ with

$$\mu = \frac{1}{\det A}.$$  

Lines on the source plane where $\mu$ diverges are called the caustics. They separate the regions between which the number of images changes by two. When a source crosses a caustic, an additional pair of images emerge, or an existing pair of images annihilate. The infinite magnification at a caustics is a flaw of the eikonal approximation which would not occur in reality even for a point source. A full computation with Eq. 8 is required here instead.

### 2.3 Characteristics and Spectral Caustics on Dynamic Spectra

In gravitational lensing, the observable is usually the 2D image plane. In plasma lensing, the source is typically too small to resolve, and the data we have is the light curve of the source. This is equivalent to a 1D slice of the observer’s plane, but in addition, we have the frequency dimension.

The frequency dependence encodes a lot of information about pulsar scintillation. Away from singularities and when the geometric delay dominates, the frequency-axis in a dynamic spectrum can be viewed as a distance indicator, since it is the combination of $\tau \tau \propto \nu D$ that determines the interference pattern. In this aspect, a dynamic spectrum is akin to a hologram on a 2D plane that is perpendicular to the image plane.

Singularities of lens mapping appear in a dynamic spectrum as spectral caustics. As the deflection potential $\psi$ depends on frequency $\nu$, so does the deflection angle:

$$\alpha(\theta, \nu) = \frac{\nu^2}{\nu^2} \alpha_0(\theta, \nu_0),$$

plasma lensing caustics forms a two-dimensional surface in the three-dimensional ($\beta, \nu$) space. Generically, for each $\beta$, there exists some $\nu$ that lies on the caustics, i.e. with

$$\det \left(1 - \frac{\nu_\beta}{\nu^2} \partial_\theta \alpha_0 \right) = 0.$$  

The transformation Eq. 13 also defines characteristic lines on the dynamic spectrum:

$$\beta(\theta, \nu) = \theta - \frac{\nu^2}{\nu^2} \alpha_0(\theta, \nu_0),$$

as has been pointed out by the pioneering work of Tuntsov et al. (2016). Each characteristic is identified by a common location $\theta$ on the lens plane. Characteristics are useful features to identify on a dynamic spectrum, since they allow us to determine the deflection angle: along a characteristic

$$\nu_\beta \alpha_0 = -\frac{\partial \beta}{\partial \nu} \nu^2$$  

[constraint I].

In general, a spectral caustic is not a characteristic but an envelope of many characteristics. However, by definition, a spectral caustic is always tangent to some characteristic on a dynamic spectrum and thus they share the same local first derivative. Thus, Eq. 16 also applies to points on a spectral caustic which are sometimes easier to identify on dynamic spectra. For single-variable lenses which focuses/defocuses only in one direction and is flat in the other direction, the derivative of the deflection angle with respect to the lens plane coordinate $\alpha \equiv \partial \alpha / \partial \theta$ is also known along a spectral caustic:

$$\nu_\beta \alpha_0 = 1$$  

[constraint II].

by definition (cf. Eq. 14).

Therefore, with this particular lens geometry, we can recover $\alpha$ and $\alpha$ at each point on a spectral caustic. The correctness of the assumed lens symmetry can be tested using the magnification along
Motivated by the observed properties of the arclets and the Pen & Levin (2014) model, we consider single-variable lenses that (de-)focus only along one out of the two cartesian coordinates, and a family of lensing potentials in the form of

$$\phi(\theta) = \frac{A \sigma_{\text{lens}}^2}{1 + (\theta / \sigma_{\text{lens}})^2},$$

where $\sigma_{\text{lens}}$ is the characteristic width of the lens, and $\theta$ is the component of $\theta$ in the direction of $V_{\text{eff}}$. For plasma lenses, the normalization is frequency dependent, $A = A_0 (\nu / \nu_0)^{-2}$. As default, we choose $A_0 = 3$ and $\nu_0 = 1$ GHz.

We put $\sigma_{\text{lens}}^2$ explicitly into the normalization of $\phi$ so that the Fermat potential and thus all lensing behaviors in the eikonal limit are invariant with respect to $\sigma_{\text{lens}}$ up to an overall normalization. In another word, this enables the transformation

$$\tau \rightarrow \tilde{\tau}(\tilde{\theta}, \tilde{\beta}) = \frac{|\theta - \beta|^2}{2} - \frac{A}{1 + \theta^2},$$

so that $\tilde{\tau}$ as a function of the transformed coordinates $\tilde{\theta} = \theta / \sigma_{\text{lens}}^2$ and $\beta = \beta / \sigma_{\text{lens}}^2$ no longer depends on the lens width $\sigma_{\text{lens}}$, and that

$$\Delta \Phi = \tilde{\tau}_{\text{norm}} v \tilde{\tau} = \left(\frac{\sigma_{\text{lens}}}{\sigma_{\text{norm}}}\right)^2 \tilde{\tau},$$

where $\tilde{\tau}_{\text{norm}} = \tau_{\text{norm}} \sigma_{\text{lens}}^2$. The scaled quantity $\tilde{\tau}_{\text{norm}}/(2\pi)$ has the dimension of time and indicates the typical time delay of the light caused by the plasma lens.

The chosen shape of the lensing potential is a cored power-law which has been widely used and thoroughly studied also in the context of plasma lensing (Er & Rogers 2018). It also has the merit of being easily generalizable to the complex plane to enable the use of the Picard-Lefschetz theory (Feldbrugge et al. 2019). In addition, the behavior of cored power-law lenses is qualitatively identical to that of the exponential lens family which includes the commonly adopted Gaussian lens (Clegg et al. 1998; Romani et al. 1987; Er & Rogers 2018; Dong et al. 2018; Grillo & Cordes 2018). The Pen & Levin (2014) model, however, implies asymmetric fold lenses which we plan to study in future works.

We examine two typical values of the outer slope $h$ of the lensing potential: $h = 2$ and $h = 4$. They represent two basic classes of centrally-condensed lenses characterized by their distinctive phase diagrams (Fig. 1). For the $h = 2$ lens, $\alpha$ has a minimum at the lens center, monotonically increases to its peak value at a certain radius, and then decreases and approaches zero at infinity. The $h = 4$ lens is a representative of all lenses with $h > 2$. For them, $\alpha = 0$ at the lens center, forming an additional local maximum. As a consequence, the $h = 2$ lens leads to a U-shaped light curve, and the $h = 4$ lens a W-shaped light curve (see Appendix. A), both have been observed in ESEs.

### 3.2 Numerical Method for the Kirchhoff-Fresnel Integral

Since we are studying the interference pattern at and around spectral caustics, the eikonal approximation fails to be precise, and direct integration of the Kirchhoff-Fresnel integral (Eq. 8) has to be performed.

The Kirchhoff-Fresnel integral is a typical oscillatory path integral that is notoriously hard to compute. Early works either consider idealized models (Melrose & Watson 2006) or use approximate method (Watson & Melrose 2006; Grillo & Cordes 2018) that is valid only near catastrophes. However, thanks to a recent breakthrough (Feldbrugge et al. 2019), a new method that is precise, robust, quickly converging, and at the same time computationally tractable is now available. This new method generalizes the exponent of the integrand to the complex plane and exploits Cauchy’s theorem to transform the oscillatory integral on the real axis into one in the complex plane. Then it uses the Picard-Lefschetz theory which studies the topology of holomorphic functions to find the saddle points and the ‘Lefschetz thimbles’ – steepest descent contours connecting them.
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Figure 2. Plasma microlensing dynamic spectra resulting from single-variable cored power-law lens (Eq. 19) with $h = 2$, $A_0 = 3$, and $\nu_0 = 1$ GHz. We compare computation results of the Fresnel-Kirchoff integral using the Picard-Lifschitz method (left panels) and those with the eikonal approximation (right panels). We use the source position $\beta$ as a representative of time $t = -\beta D (1 - f_{\delta})/V_{sr}$. The simulated dynamic spectra are truncated at $\beta = 0$, i.e. when the source lies right behind the center of the lens. The color indicates the magnification of the flux. Different distance normalizations ($\tilde{\tau}_{\text{norm}} = 1, 10$ and $100$ GHz$^{-1}$ for the upper, middle, and lower panels, respectively) that correspond to different Fresnel scales $(\theta_F/\sigma_{\text{lens}})^2 = 1/(\tilde{\tau}_{\text{norm}} \nu)$ have been considered. Increasing normalization $\tilde{\tau}_{\text{norm}}$ leads to finer fringes, sharper spectral caustics, and higher maximum magnification (note the different upper limits adopted for the color-coding in panels with different distance normalizations). Note that $\tilde{\tau}_{\text{norm}}/(2\pi)$ in unit of nano second also indicates the typical time delay of the refracted light relative to the undiverted light from the source. On dynamic spectra computed with the eikonal approximation (right panels), one can clearly identify the outer and inner spectral caustics as the boundaries of the region with interference patterns where the magnification diverges, and the cusp point as where the two caustics meet (at around $|\beta_{\text{cusp}}|/\sigma_{\text{lens}} = 2$ and $\nu_{\text{cusp}} = 1.2$). The depletion zone can be identified as the region with very low magnifications inside the inner caustics. Light curves extracted from these dynamic spectra are presented in Appendix A.
with each Lefschetz thimble corresponding to a real or an imaginary image (Jow et al. 2021). The relevant Lefschetz thimbles corresponding to the initial integration domain on the real axis can be found by ‘flowing’ the latter into the complex plane along the downward flow of the real part of the exponent, according to the Morse-Smale theory as well as the topology of the holomorphic function. Integral along these Lefschetz thimbles are then rapidly convergent, and exactly equivalent to the original oscillatory integral.

We use the Feldbruge et al. (2019) method to model the dynamic spectra during plasma microlensing. As a comparison, we also compute dynamic spectra under the eikonal approximation. The results of the latter would show the spectral caustics clearly and are thus instructive for understanding the features on the dynamic spectra.

3.3 Results: Eikonal vs Kirchhoff-Fresnel

Fig. 2 presents the simulated dynamic spectra for the $h = 2$ lens for three different values of the distance normalization $\tilde{r}_{\text{norm}} = 1, 10$ and 100 GHz$^{-1}$. These correspond to $\sigma_{\text{ps}} / \theta_{p} \approx 1, 3$ and 10 at 1 GHz, respectively. If we take $D = 1$ kpc and $f_{\Delta} = 0.5$, the width of the plasma lens would be $\sigma_{\text{ps}} \approx 0.01, 0.03$ and 0.1 mas for these distance normalizations (see Eq. 4), and the Fresnel scale $\theta_{F} \approx 0.01(\nu/\text{GHz})^{-1/2}$ mas. We have simulated the dynamic spectra spanning a wide frequency band (0.4 - 4 GHz) and a duration corresponding to $-6 < \beta / \sigma_{\text{ps}} < 0$, with $\beta \equiv 0$ being the time of perfect source-lens alignment. Dynamic spectra over this wide range allow us a complete view of the features left by a plasma microlensing event. The $h = 4$ lens gives dynamic spectra that are qualitatively the same as those by the $h = 2$ lens for most features we are going to discuss. In Fig. 3, we show the $h = 4$ lens dynamic spectra simulated with the Kirchhoff-Fresnel integral for $\tilde{r}_{\text{norm}} = 10$ and 100 GHz$^{-1}$. We have overlaid some characteristics given by the transformation Eq. 15. The color of the characteristics shows the local magnification value in the eikonal limit.

The eikonal approximation (right panels of Fig. 2), although it fails to represent the actual dynamic spectra as the distance normalization decreases (i.e. $\sigma_{\text{ps}}$ approaches $\theta_{p}$), is very helpful for identifying the key features in the dynamic spectra: the cusp point, the inner and outer spectral caustics, and the regions divided by them.

The cusp point can be identified as the brightest location on the dynamic spectra in the eikonal approximation at around $\beta_{\text{cusp}} / \sigma_{\text{ps}} = 2$ and $\nu_{\text{cusp}} = 1.2$ in the right panels of Fig. 2. For light with frequency $\nu \gg \nu_{\text{cusp}}$, the lens is not strong enough to focus it at the observer plane. Thus, at frequencies above $\nu_{\text{cusp}}$, the lens mapping is non-critical (det$\mathcal{M}$ is nowhere zero), and the lens produces a single image at all times. Close to source-lens alignment, there is a region where the image is de-magnified ($\mu < 1$) as a result of the light-diverging property of plasma overdensities. The light rays diverted from the center of the lens concentrate in a region along the cusp characteristic i.e. the characteristic that passes through the cusp point (Fig. 3, see also Sect. 4.1.2), causing the image to be magnified in this narrow region. At large $|\beta|$ away from this magnified region, the image is little affected by the lens, $\nu \approx 1$.

Below the cusp frequency $\nu < \nu_{\text{cusp}}$, the lens mapping is critical at two $|\beta|$’s at each frequency, forming two spectral caustics on each side of source-lens alignment (right panels of Fig. 2). These two spectral caustics divide regions with different image multiplicity: the lens produces three images in the region surrounded by them, and one image outside. In the three-image zone, the interference of the images leads to interference patterns. Inside the inner caustic (the one closer to $\beta = 0$), there exists a depletion zone with the same origin as the de-magnified region at $\nu > \nu_{\text{cusp}}$, but wider, more de-magnified, and with sharper boundary than the de-magnified region. Outside the outer caustic, the image is again not much affected by the lens.

At large distance normalizations $\tilde{r}_{\text{norm}} \gtrsim 10$ GHz$^{-1}$ i.e. $\sigma_{\text{ps}} \gg \theta_{p}$, it is possible to locate the above features on an actual dynamic spectrum (left panels of Fig. 2). As $\tilde{r}_{\text{norm}}$ decreases, the brightest location moves away from the cusp point, and the spectral caustics fade as the neighboring rays become more coherent in their phases. With $\tilde{r}_{\text{norm}} \sim 1$ GHz$^{-1}$, the Fresnel scale $\theta_{F}$ becomes as large as the length scale $\sigma_{\text{ps}}$ on the dynamic spectra for the $\nu \sim 1$ GHz frequency range we are probing. This would occur in reality only if the lens size is very small, with $\sigma_{\text{ps}}$, in terms of physical size being less than 0.01 AU. Larger, AU sized lenses would correspond to even greater $\tilde{r}_{\text{norm}}$ values than the maximum one we consider here.
(1 AU/1 kpc ≈ 1 mas). Thus, for them, the patterns on the microlensing dynamic spectra would be well-captured by the computations in the eikonal limit.

4 CONSTRaining Lens Properties

Now that we have simulated the observable of a plasma microlensing event – the dynamic spectrum, we move on to consider how can one infer the properties of the plasma lens with it.

4.1 Cusp Point/Characteristic to Lens Size and Amplitude

In gravitational lensing, the radius of the Einstein ring offers a direct measure of the mass scale of the lens when the source and the lens are perfectly aligned. Considering an axisymmetric lens, the Einstein ring corresponds to a tangential critical curve within which the mass is just equal to the critical mass to focus the light at the observer. In a centrally condensed, diverging plasma lens, there exists no tangential critical curve (e.g. Er & Rogers 2018, 2019) and thus no correspondence of the Einstein ring. Nevertheless, the locations of the features on a plasma microlensing dynamic spectrum offer clues to the size and strength of the plasma lens.

4.1.1 Cusp point

We take the cusp point, the feature that is the easiest to identify if captured observationally, as an example. The lens amplitude at the cusp frequency \( A_{\text{cusp}} = A_0 (v_{\text{cusp}}/v_\text{c})^2 \) corresponds to the minimum amplitude to make the lens critical, whereas the temporal location of the cusp point \( \beta_{\text{cusp}} \) gives a typical size of the depletion zone. They can be computed precisely given a lens model and depend on the model parameter, but as an order of magnitude estimate, \( |\beta_{\text{cusp}}| \approx \sigma_{\text{lens}} \) for all \( h \) values, and \( A_{\text{cusp}} \approx 1 \) for moderate \( h \) values (see Appendix. B for details).

These estimations at the cusp point can be combined to constrain the column density of the plasma lens. Combining the physical expression of the deflection potential (Eq. 7) and the model (Eq. 19), we have

\[
\frac{N_e}{\text{cm}^3 \times \text{AU}} = \frac{120 A_{\text{cusp}}}{1 + f(h)} \left( \frac{\sigma_{\text{lens}}}{\text{mas}} \right)^2 \left( \frac{v_{\text{cusp}}}{\text{GHz}} \right)^2 \left( \frac{D}{\text{kpc}} \right) \left( \frac{1 - f_\beta}{f_\beta} \right)
\]

\[
\approx 7 \times 10^{-4} A_{\text{cusp}} \left( \frac{\beta_{\text{cusp}}}{\text{hour}} \right)^2 \left( \frac{v_{\text{cusp}}}{\text{GHz}} \right)^2 \left( \frac{V_{\text{ad}}}{100 \text{ km/s}} \right)^2 \left( \frac{D}{\text{kpc}} \right)^{-1} \frac{1}{f_\beta (1 - f_\beta)}
\]

with \( f(h) \) being a lens-shape dependent factor. For our lens model, \( f(h) \equiv (\theta_{\text{cusp}}/\sigma_{\text{lens}})^h \approx 1 \) for \( h \gtrsim 2 \). We have used \( |\beta_{\text{cusp}}| \approx \sigma_{\text{lens}} \) in the approximation on the second line, and have converted \( \beta \) into the actual observable \( t \). The combination \( V_{\text{ad}}^2 D^4 f_\beta^4 (1 - f_\beta)^{-1} \), if not known a priori, can be determined from the width of the interference pattern (see Section. 4.3).

4.1.2 Cusp characteristic

In reality, one needs to be lucky to capture the cusp point in an observation given limited time and frequency sampling. As an alternative, one could exploit the maximally magnified characteristic at \( \nu > v_{\text{cusp}} \) which is much easier to capture observationally. This characteristic forms the bright ridge in the dynamic spectrum extending from the cusp point to higher frequencies, and thus we refer to it as the ‘cusp characteristic’. Measuring the cusp characteristic location...

\[\nu > \nu_{\text{cusp}}\]
Near the origin on the $\alpha - \dot{\alpha}$ plane, these data points have small deflection angles and are produced when the lens is far from being aligned with the source. In another word, they correspond to large |$\alpha$| values, see Fig. 1. Thus, they can in principle constrain the outer logarithmic slope $h$ of the lensing potential, as demonstrated by Fig. 6. The logarithmic slope on the $\alpha - \dot{\alpha}$ plane relates to $h$ as $d \ln \dot{\alpha} / d \ln \alpha \rightarrow (h + 2)/(h + 1)$ when $\alpha \ll 1$. For this purpose, however, the rough method we use to extract the inner spectral caustic is not precise enough to convincingly distinguish the slopes at $h = 2$ and 4.

Spectral caustics trace only the increasing sections of $\alpha(\theta)$ since criticality occurs only along characteristics with $\dot{\alpha} > 0$ (sections B and C in Fig. 5). The outer caustic traces the section where $\dot{\alpha}(\theta)$ is increasing (section C), and the inner caustic the section where $\dot{\alpha}(\theta)$ is decreasing (section B). They are separated by the cusp point where $\dot{\alpha}(\theta)$ reaches its maximum.

Away from the caustics, we no longer have the constraint on $\dot{\alpha}(\theta)$ given by the contraint II (Eq. 17). However, if we can identify a characteristic, we can use the measuremnt of $|\mu|$ along it to infer $\dot{\alpha}(\theta)$ with contraint III (Eq. 18). This constraint, which relies on the eikonal approximation, does not work on the caustics.

For frequencies above that of the cusp ($\nu > \nu_{cusp}$), the shape of the brightness peak in the dynamic spectrum follows the orientation of a characteristic. This particular characteristic marks where the light rays are most converged before they reach the focus, which makes it easily identifiable from the dynamic spectrum. Combining $\alpha(\theta)$ and $\dot{\alpha}(\theta)$ derived from constraint I and III, one can constrain the

---

Table 1. Summary of methods to reconstruct the $\alpha - \dot{\alpha}$ diagram of a plasma lens using plasma microlensing dynamic spectra. The $\alpha - \dot{\alpha}$ diagram has been divided into sections A, B and C according to the signs of the deflection angle $\alpha$ and its derivative $\dot{\alpha}$ (see Fig. 5). For different sections, different reconstruction methods apply. The method in choice also depends on whether we are using the under-focused or over-focused regions on the dynamic spectrum (see Section. 3.3 for the features on the dynamic spectrum). Constraints I, II and III are given in Eqs. 16, 17 and 18, respectively. See section. 4.2 for details.
transition region between sections B and C on the $\alpha - \dot{\alpha}$ diagram using this characteristic.

The method of characteristics is well applicable in the under-focused regime (where $\nu > \nu_{\text{cusp}}$) in general. The Tuntsov et al. (2016) work offers a nice example of lens reconstruction in this regime using a combination of constraints II and III. Their method works for arbitrarily complicated lens shapes, and all three sections A, B, and C can be constrained given suitably good measurements of the flux variations.

The section of $\alpha - \dot{\alpha}$ where $\alpha(\theta)$ is decreasing (section A) is traced by characteristics in the de-magnified region, since a negative $\dot{\alpha}(\theta)$ means $|\mu| < 1$ (see Eq. 17). In the depletion zone, the de-magnification associated with these characteristics makes it hard to identify them or to measure $|\mu|$ along them, which affects the derivation of the shape of section A from the over-focused regime. Nevertheless, important qualitative constraints are possible: The magnification $|\mu|$ at the geometrical center would give us the $\dot{\alpha}$ value at $\alpha = 0$. It is this very information that distinguishes the $h = 2$ and $h > 2$ families of lenses. When the maximum de-magnification does not occur at the geometrical center (when $h > 2$), the value of minimum $|\mu|$ and where it occurs reveal information about the location of the minimum $\dot{\alpha}$ on the $\alpha - \dot{\alpha}$ diagram. Besides constraints using characteristics on a dynamic spectrum, section A could also be constrained by analyzing the three-image zone in the Fourier domain. There the de-magnified images interfere with the bright main image, which makes them easier to measure (Appendix C).

We summarize these methods discussed above in Table. 1.

### 4.3 Interference Pattern to Distance-Velocity Combination

Comparing simulated dynamic spectra at different $\tilde{\tau}_{\text{norm}}$ (Figs. 2 and 3), difference in the width of the fringe pattern is the most evident. The higher $\tilde{\tau}_{\text{norm}}$ is, the faster the phases change and the narrower the fringe pattern. Here we demonstrate how to use the latter to infer the former.

Take a closer look at the characteristics in the three-image zone (Fig. 3). Recall that one characteristic line corresponds to one image, one can see that among the three images, the most de-magnified image corresponds to a characteristic in the de-magnified region at $\nu > \nu_{\text{cusp}}$; another image has $|\mu| \approx 1$ and corresponds to a characteristic that lies almost at fixed $\beta$ when the frequency varies; the third image corresponds to a characteristic near the cusp characteristic at $\nu > \nu_{\text{cusp}}$, and is strongly magnified near the inner caustic and de-magnified well within the three-image zone. The fringe pattern is dominated by the interference between the latter two images which are the brighter ones among the three. The phase variation that leads to the interference pattern is further dominated by that from the third image since the second image is produced close to the source $\theta \approx \beta$, and thus its phase changes very little with time.

Assuming the phase variation as being dominated by the geometrical delay of this image, we infer that the phase of this image must change by $2\pi$ at neighboring fringes, i.e., $\Delta \Phi_{i+1} = 2\pi$ with

$$\Delta \Phi_{i+1} \approx \tilde{\tau}_{\text{norm}} \left( \beta \Delta \theta + \frac{\dot{\beta} - \beta^2}{2} \Delta \nu \right)$$

In the second approximation, we have used $d\beta/d\nu = 2(\dot{\beta} - \beta)/\nu$ derived from the characteristic equation Eq. 15.

As an order-of-magnitude approximation, we neglect the second term on the right-hand side and design an estimator of $\tilde{\tau}_{\text{norm}}$ as

$$\tilde{\tau}_{\text{est}} = \frac{2\pi}{\nu \beta \Delta \theta}.$$  

This allows for an estimate of $\tilde{\tau}_{\text{norm}}$ using a single-frequency light curve, with the location $\beta$ and width $\Delta \beta$ of each fringe taken at certain frequency $\nu$. We sample the fringe patterns at points with magnification $|\mu| \approx 1$, and compute the distance between neighboring fringes $\Delta \beta$ as the twice the distance between neighboring sampling points.

Fig. 7 presents a comparison between the sampled $\tilde{\tau}_{\text{est}}$ and the actual $\tilde{\tau}_{\text{norm}}$. Despite the many approximations under the estimator Eq. 24, it is capable of providing an order-of-magnitude estimate of $\tilde{\tau}_{\text{norm}}$. Note that the estimator works even for $\tilde{\tau}_{\text{norm}} = 1$ where the eikonal approximation fails and the whole ‘three-image zone’ composes only one wide interference fringe.

That the estimator Eq. 24 is systematically biased low is mainly because we have neglected the second term on the right-hand side of Eq. 23. This term has an opposite sign to the first term, and thus neglecting it leads to an under-estimation of $\tilde{\tau}_{\text{norm}}$. When a dynamic spectrum of the three-image zone is available, one can derive the combination in the second term $\tilde{\tau}_{\text{norm}}(\dot{\beta} - \beta)$ from the secondary spectrum, and correct for this systematic bias (see Appendix C).

Translating Eq. 24 to observable quantities and taking $\tilde{\tau}_{\text{est}}$ as $\tilde{\tau}_{\text{norm}}$, we have

$$\frac{V^2_u}{f_d(1 - f_d)D} = \frac{c}{\nu \tau_{\text{est}}},$$

i.e. observationally, from the interference pattern we can constrain a combination of $V_u$, $f_d$ and $D$. This is exactly the combination that enters Eq. 22.

Note that we have neglected the possible contamination from images other than the ones produced by the transiting lens. Actually, there could be a large number of additional images, considering the large number of arclets seen on some secondary spectra. These images are in general much dimmer than the ones we consider here, and thus should not significantly affect our estimations in this paper that...
are based on bright features e.g. cusp, cusp characteristic, and caus-tic. However, the existence of additional images can make it hard to infer the detailed shape of the plasma lens using methods based on slight flux variations, and complicate the interference fringe pattern. Overall speaking, this makes it harder to derive the full shape of section A i.e. the central part of the lens when additional images exist since the information there is carried by de-magnified images.

5 CONCLUSION

Scintillation of compact radio sources has revealed intriguing facts about the ionized interstellar medium: the likely existence of discrete, highly anisotropic fine structures that act as plasma lenses, whose detailed properties and astrophysical correspondence are highly debatable.

We demonstrate that wide-band observations of dynamic spectra during plasma lensing events are valuable probes of the properties of these plasma lenses, complimentary to the pulsar secondary spectra as well as the single-band light curves. To demonstrate this, we have performed accurate computation of dynamic spectra during plasma lensing events by direct evaluation of the Kirchhoff-Fresnel integral with the Picard-Lefschetz method, and have compared them to the computations in the eikonal limit (i.e. stationary phase approximation). Dynamic spectra have been computed for well-motivated single-variable lenses at various distance normalizations.

We show that the dynamic spectra during a plasma lensing event can constrain the plasma lens in several ways: The location of the cusp point constrains the typical size and strength of the lens; the shapes of the features e.g. spectral caustics on the dynamic spectra constrain the shape of the lens; and the width of the interference pattern constrains a combination of the distances and the effective velocity.

Future wide-band observations of pulsars are expected to capture plasma microlensing events at sufficient dynamic range to enable such studies, and shed more light on the mysterious fine-scale structure of the ionized interstellar medium.
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APPENDIX A: PLASMA MICROLENSING LIGHT CURVE

In this appendix, we present plasma microlensing light curves extracted from the modeled dynamic spectra.

Fig. A1 presents light curves observed at a fixed frequency ν = 1. As the distance normalization τ_norm increases (from top panels to bottom ones), the light curve (black line) exhibits sharper caustics.
Plasma Microlensing

Figure A1. Light curves during plasma microlensing by the $h = 2$ (left panels) and $h = 4$ (right panels) lenses at $\nu = 1$ GHz. Distance normalization ($\tilde{\tau}_{\text{norm}} = 1, 10$ and $100$ GHz$^{-1}$ for the upper, middle, and lower panels) is essential in setting the shape of the light curve and the accuracy of the eikonal approximation (blue dashed lines) compared with the direction integration results of the Kirchhoff-Fresnel integral (black solid lines).

Figure A2. Variation of plasma microlensing light curves shapes with observing frequency. The $h = 2$ (left panels) and $h = 4$ (right panels) lenses with a particular distance normalization $\tilde{\tau}_{\text{norm}} = 10$ GHz$^{-1}$ are considered.

APPENDIX B: LOCATION OF THE CUSP POINT AND THE CUSP CHARACTERISTIC

The deflection angle and its derivative for our plasma lens model Eq. 19 are

$$\frac{\alpha}{\sigma_{\text{lens}}} = -\frac{Ah(\theta/\sigma_{\text{lens}})^{h-1}}{[1 + (\theta/\sigma_{\text{lens}})^2]^2}, \quad (B1)$$

and

$$\dot{\alpha} = \frac{2Ah^2(\theta/\sigma_{\text{lens}})^{2h-2}}{[1 + (\theta/\sigma_{\text{lens}})^2]^5} - \frac{Ah(h - 1)(\theta/\sigma_{\text{lens}})^{h-2}}{[1 + (\theta/\sigma_{\text{lens}})^2]^2}. \quad (B2)$$

The cusp point in the dynamic spectrum correspond to the maximum of $\dot{\alpha}$ as a function of $\theta$, which occurs at

$$\frac{\theta_{\text{cusp}}}{\sigma_{\text{lens}}} = \frac{2h^2 + \sqrt{3} \sqrt{h^2 - 1} - 2}{h^2 + 3h + 2} \approx 1 \text{ for } h \gtrsim 2. \quad (B3)$$

Inserting the exact expression into Eq. B2, we obtain

$$\dot{\alpha}_{\text{max}} = A(h + 1)^2(h^2 + 3h + 2)^{1/2} \left( \sqrt{3} \sqrt{h^2 - 1} + h - 1 \right)^{h-2} \times \frac{(2h^2 + \sqrt{3} \sqrt{h^2 - 1} - 2)^{h-2}}{h \left( \sqrt{3} \sqrt{h^2 - 1} + 3h + 3 \right)^{1/2}}. \quad (B4)$$

Specifically, $\dot{\alpha}_{\text{max}} = 0.5A$ for $h = 2$ and $1.47A$ for $h = 4$. 

Figure B1. The image position $\theta_{\text{cusp}}/\sigma_{\text{lens}}$ (red dotted line), source position $\beta_{\text{cusp}}/\sigma_{\text{lens}}$ (blue solid line), the amplitude of the cusp point $A_{\text{cusp}}$ (black dashed line) as functions of model parameter $h$. 

and are better approximated by the eikonal limit computations (blue line). The $h = 4$ lens (right panels) features a local maxima in the light curves at source-lens alignment ($\beta = 0$) in comparison to a total depletion for the $h = 2$ (left panels) lens.

Fig. A2 demonstrates the frequency-dependency of the light curves. Light curves at lower frequencies have wider depletion zones since they are refracted more. The U-shaped (W-shaped) light curves that are trademarks of the $h = 2$ ($h = 4$) lenses are evident at high frequencies.
These results imply that $\beta_{\text{cusp}} \gtrsim \sigma_{\text{lens}}$, i.e. the width of the depletion zone in terms of angular size directly reflects the typical size of the plasma lens $\sigma_{\text{lens}}$. The amplitude of the lens at the cusp point $A_{\text{cusp}}$ depends more sensitively on the lens shape, which is characterized by the outer slope $h$ in our model, but can be taken as $A_{\text{cusp}} \sim 1$ for moderate $h$ values $1 \leq h \leq 5$ (see Fig. B1). At $h \gg 1$, $|\beta_{\text{cusp}}|/\sigma_{\text{lens}}$ approaches unity, but $A_{\text{cusp}}$ decreases in proportional to $h^{-2}$ since the (de-)focusing power of the lens depends on the second derivative of the lensing potential. Thus, measuring $\beta_{\text{cusp}}$ and $v_{\text{cusp}}$ allows for an estimation of the amplitude and the size of the plasma lens (cf. Eq. 22).

The cusp characteristic is the one that passes through the cusp point and extends to the $v > v_{\text{cusp}}$ region as the bright ridge on the dynamic spectrum. It shares the same image position $\theta_{\text{cusp}}$ with the cusp point, and is described by

$$
\beta_{\text{cc}} = \theta_{\text{cusp}} = \frac{v_{\text{cusp}}^2}{v^2} \alpha_{\text{cusp}}.
$$

(B8)

The magnification along the cusp characteristic in the eikonal limit is

$$
\mu_{\text{cc}} = \frac{1}{1 - v_{\text{cusp}}^2/v^2}.
$$

(B9)

Thus, measuring the cusp characteristic location $\beta_{\text{cc}}(v)$ and magnification $v_{\text{cc}}(v)$ enables the determination of $\theta_{\text{cusp}}, \alpha_{\text{cusp}}$ and $v_{\text{cusp}}$, and consequently the amplitude and the size of the plasma lens. The estimated values deviate from the true values due to the limited validity of the eikonal approximation (Fig. B2), but would still suffice for an order-of-magnitude estimate of the plasma lens amplitude and size.

APPENDIX C: SECONDARY SPECTRUM IN THE THREE-IMAGE ZONE

In this paper, we have focused on information about the plasma lens directly from the dynamic spectrum. Yet, the common approach that has been proven successful is to derive information in the Fourier domain, i.e. from the secondary spectrum. This approach has its advantage since the power distribution on a secondary spectrum can be directly mapped to the doppler and delay of the images, and the data it requires is only a relatively small number of interference fringes.

Here, we examine the information contained in the secondary spectrum of a small section of the dynamic spectrum in the three-image zone (Fig. C1). The patches of concentrated power in the secondary spectrum arise from the interference among the images. One of the three images is the main image with $\mu \approx 1$ which we call image $a$. It is located at a position close to the source position $\theta_a \approx \beta$. The other two images $b$ and $c$ are de-magnified when the dynamic spectrum section is taken away from the caustics. Their interference with image $a$ leads to the two brighter patches in the secondary spectrum (the blue and cyan crosses in Fig. C1), and the interference between image $b$ and $c$ leads to the fainter patch around the green cross.

The doppler $\omega_{ij}$ and delay $\tau_{ij}$ of an image $i = a, b, c$ are

$$
\omega_{bij} \equiv \frac{1}{2\pi} \frac{\partial \Phi}{\partial \beta} = -\frac{\tau_{\text{norm}}}{2\pi} (\beta_i - \beta),
$$

(C1)

$$
\tau_{bij} \equiv \frac{1}{2\pi} \frac{\partial \Phi}{\partial \nu} = \frac{\tau_{\text{norm}}}{2\pi} \left[\frac{|\beta_i - \beta|^2}{2} + \psi(\beta_i)\right].
$$

(C2)

Note that it is $+\psi$ in the expression of the delay $\tau_{bij}$ in constrast to
the \( -\psi \) in that of the phase delay (Eq. 5). This results from the \( \nu^{-2} \) frequency dependence of the lensing potential \( \psi \).

The doppler and delay of the patches on the secondary spectrum are the differences between those of the images. For example, the location of the blue cross in Fig. C1 can be estimated as

$$\omega_j = -\frac{\tilde{\tau}_{\text{norm}} \nu}{2\pi} (\tilde{\theta}_b - \tilde{\theta}_a),$$

(C3)

$$\tau_\beta = \frac{\tilde{\tau}_{\text{norm}}}{2\pi} \left[ \frac{|\tilde{\theta}_b - \tilde{\beta}|^2 - |\tilde{\theta}_a - \tilde{\beta}|^2}{2} + \psi(\tilde{\theta}_b) - \psi(\tilde{\theta}_a) \right].$$

(C4)

Taking the approximation \( \theta_a \approx \beta \) and assuming \( \tilde{\tau}_{\text{norm}} \) is known, measuring the location of the patches on a secondary spectrum can yield an estimation of \( \tilde{\alpha}_b = \tilde{\theta}_b - \tilde{\beta} \) and the lensing potential \( \psi(\tilde{\theta}_b) \) relative to \( \psi(\tilde{\beta}) \).

In the example we show here (Fig. C1), the contribution of the deflection potential to the delay i.e. the dispersive delay is comparable to the geometrical delay, and thus we do not expect the power distribution on the secondary spectrum to lie on a parabolic arc. This is because we are examining an interference pattern produced near transit i.e. the separation between the lens and the source is only a few times the width of the lens. In another word, we are considering a situation where the arclets are very close to the origin of a secondary spectrum. Observations of arclets so far have suggested the dominance of the geometrical delay, which means that the images corresponding to the observed arclets are far from the source compared to the size of the lens. This also implies that the observing frequency in those observations is not very close to the cusp frequency, since at \( \nu \) around \( \nu_{\text{cusp}} \) that we consider in this paper, the three-image zone does not extend to a very large source-lens separation \( \beta \).

The doppler and delay of the images depend on the observing frequency and the source location. In a dynamic spectrum with a not-too-small bandwidth and time duration, the change of image doppler and delay across the dynamic spectrum leads to a smearing of the power distribution that is evident in Fig. C1. In principle, one can measure this change by e.g. constructing secondary spectra for fractions of the original dynamic spectrum at different central frequencies and/or times. This would allow one to sample the deflection angle \( \tilde{\alpha} \) and the lensing potential \( \psi \) at different image locations \( \tilde{\theta} \). Note that these images are de-magnified i.e. with \( \tilde{\alpha} < 0 \), they lie on section A of the \( \alpha - \tilde{\alpha} \) diagram. In fact, measuring the interference pattern of the de-magnified images with the bright main image close to transit is perhaps the best way to constrain section A of the \( \alpha - \tilde{\alpha} \) diagram and thus the central part of a diverging plasma lens.