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Abstract

In far-field speaker verification, the performance of speaker embeddings is susceptible to degradation when there is a mismatch between the conditions of enrollment and test speech. To solve this problem, we propose the feature-level and instance-level transfer learning in the teacher-student framework to learn a domain-invariant embedding space. For the feature-level knowledge transfer, we develop the contrastive loss to transfer knowledge from teacher model to student model, which can not only decrease the intra-class distance, but also enlarge the inter-class distance. Moreover, we propose the instance-level pairwise distance transfer method to force the student model to preserve pairwise instances distance from the well optimized embedding space of the teacher model. On FFSVC 2020 evaluation set, our EER on Full-eval trials is relatively reduced by 13.9% compared with the fusion system result on Partial-eval trials of Task2. On Task1, compared with the winner’s DenseNet result on Partial-eval trials, our minDCF on Full-eval trials is relatively reduced by 6.3%. On Task3, the EER and minDCF of our proposed method on Full-eval trials are very close to the result of the fusion system on Partial-eval trials. Our results also outperform other competitive domain adaptation methods.

Index Terms: far-field speaker verification, teacher-student, domain-invariant, transfer learning

1. Introduction

Speaker verification (SV) is to decide to accept or reject test utterances according to the enrollment utterances [1]. In recent years, most speaker verification methods based on deep learning have achieved superior recognition performance under controlled conditions, i.e. close-talk scenarios with less interference and less mismatch. However, their performances drop significantly when the speech is collected in the wild, such as far-field noisy scenarios or mismatch exists. In far-field scenarios, it is common for users to enroll their voice via close-talking mobile phones and authenticate in the complex far-field daily home environment. So most SV formulas in smart speakers and various voice-enabled IoT gadgets need to deal with domain mismatch between enrollment and test utterances.

In recent studies, the solutions to domain adaptation in SV tasks can be divided into three categories. The first method is data augmentation, which can make the SV model ‘see’ more acoustic environment variances and obtain more robust speaker embeddings. In far-field speaker verification challenge 2020 (FFSVC 2020) [2], many systems [2, 3, 4, 5] have considered data augmentation as a solution for domain adaptation to improve system performances. The second method is to apply adversarial learning to make the distribution of source and target domain more similar [6, 7, 8, 9, 10, 11]. The third method is to adopt teacher-student (T/S) model for knowledge transfer learning [12, 13, 14, 15]. T/S model was firstly introduced to reduce model size by distilling knowledge from a well trained large teacher model to a small student model [16]. Moreover, T/S model can deal with domain mismatches by transferring accurate knowledge from teacher model to student model [17], which can make the student model robust in different mismatch scenes [18]. Besides knowledge transfer learning with the Kullback-Leibler (KL) divergence in T/S model, minimizing the distance from the corresponding embeddings extracted from teacher model and student model can also decrease the mismatch between the teacher and student [19]. Liang et al. [20] and Chen et al. [21] proposed invariant representation learning with cosine-based consistency embedding training. Jung et al. [22] proposed the cosine-based T/S to improve short utterance verification performance with the help of long utterances.

However, all previous T/S methods in speech processing only considered classification accuracy guidance from teacher model and the embedding layer mapping between the teacher and student model. The embedding layer mapping aims to reduce the distance of embeddings from the same classes extracted from teacher and student models but ignores enlarging the distance from the corresponding embeddings extracted from teacher model and student model can also decrease the mismatch between the teacher and student [19]. Liang et al. [20] and Chen et al. [21] proposed invariant representation learning with cosine-based consistency embedding training. Jung et al. [22] proposed the cosine-based T/S to improve short utterance verification performance with the help of long utterances.

In this paper, we propose the multi-level transfer learning from near-field to far-field to solve the mismatch between enrollment and test utterances. In the proposed method, we make good use of the domain-invariant knowledge from close-talking data to guide our student model to learn with far-field data. Inspired by the contrastive loss in self-learning [23, 24, 25], we develop the contrastive loss to increase the distance from the corresponding embeddings extracted from teacher model and student model can also decrease the mismatch between the teacher and student [19]. Liang et al. [20] and Chen et al. [21] proposed invariant representation learning with cosine-based consistency embedding training. Jung et al. [22] proposed the cosine-based T/S to improve short utterance verification performance with the help of long utterances.

In this paper, we propose the multi-level transfer learning from near-field to far-field to solve the mismatch between enrollment and test utterances. In the proposed method, we make good use of the domain-invariant knowledge from close-talking data to guide our student model to learn with far-field data. Inspired by the contrastive loss in self-learning [23, 24, 25], we develop the contrastive loss to increase the distance from the corresponding embeddings extracted from teacher model and student model can also decrease the mismatch between the teacher and student [19]. Liang et al. [20] and Chen et al. [21] proposed invariant representation learning with cosine-based consistency embedding training. Jung et al. [22] proposed the cosine-based T/S to improve short utterance verification performance with the help of long utterances.
2. Teacher-student Framework

In T/S framework, the source-domain model (teacher) trained by close-talking data with cross entropy loss aims to generate the corresponding posterior probabilities as soft labels, which are used in lieu of the hard labels derived from target-domain model (student) training by the parallel far-field data. Classical T/S learning is to minimize the Kullback-Leibler (KL) divergence between the output distributions of the teacher network and the student network [18] given the parallel data \( x_{s,i} \) and \( x_{s,j} \). The KL-divergence with temperature \( T = 1 \) can be written as:

\[
L_{KL}(\theta_s) = \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} p(c|x_{s,i};\theta_s) \log \left( \frac{p(c|x_{s,i};\theta_s)}{p(c|x_{s,i};\theta_t)} \right),
\]

where \( x_{s,i} \) is the \( i \)th close-talking utterance and \( x_{s,j} \) is the \( j \)th far-field utterance.

The positive and negative embeddings are extracted from teacher model as the anchor to optimize the embedding space of the student model. So we propose a new feature-level knowledge transfer loss based on the contrastive loss in self-supervise learning. The primary idea of contrastive learning is to pull an anchor and a ‘positive’ sample together in embedding space and push the anchor apart from many ‘negative’ samples similar as the goal of speaker verification.

We develop the contrastive loss to transfer knowledge from teacher model to student model. In our task, the anchor of this contrastive loss is the embedding extracted from the well trained teacher model. The positive and negative embeddings are extracted from student model. Since our task is supervised we can calculate the contrastive loss of teacher and student according to the labels of samples. The developed formula is:

\[
L_{P} = \frac{1}{N} \sum_{i=1}^{N} \log \left( \sum_{a \in A(i)} \exp \left( \frac{<f_{h_s}(x_{s,i}), f_{h_s}(x_{s,a})>}{\tau} \right) \right),
\]

where <,> is the inner product of embeddings and \( f_{h_s}(\cdot) \) are embeddings extracted from the teacher model and the student model respectively. \( f_{h_s}(x_{s,i}) \) and \( f_{h_s}(x_{s,a}) \) have the same speaker label while \( f_{h_s}(x_{t,i}) \) and \( f_{h_s}(x_{s,a}) \) have different labels. \( A(i) \) is the indexes of embeddings extracted from teacher model as well as the speaker labels of \( A(i) \) samples are different from \( f_{h_s}(x_{t,i}) \)’s. The formula takes the embedding extracted from teacher model as the anchor to optimize the embedding space of student model in two aspects. The first aspect worked by the molecule decreases the distance of embeddings from the same class. The other aspect is to increase the distance of embeddings from different classes. In this way, the trustworthy anchor is extracted from the well trained teacher model.

3. Multi-Level Transfer Learning

3.1. Feature-level knowledge transfer

In order to decrease the mismatch between enrollment and test utterances in far-field speaker verification, we propose a multi-level knowledge transfer method which can not only transfer knowledge in feature-level but also transfer structure information of instance-level pairwise distance. The overview of our proposed method is shown in Figure 1. The architecture of our method consists of four parts which are teacher model, student model, feature-level transfer learning and instance-level transfer learning. The feature-level and instance-level transfer learning parts operate on the embedding layer. The feature-level transfer learning aims to increase the inter-class distance as well as to decrease the intra-class distance. The instance-level transfer learning compares the ‘anchor’ embedding extracted from the teacher model with the positive embedding which has the same speaker label as ‘anchor’ embedding and the negative embeddings which have different speaker labels with the ‘anchor’ embedding. And the negative and positive embeddings are extracted from the student model. In the right part of Figure 1. TES and SES are the abbreviations of teacher embedding space and student embedding space respectively. In the circle, different color speakers mean that they have different speaker labels.

Figure 1: Multi-level transfer learning method in T/S
3.2. Instance-level knowledge transfer

With a well trained teacher model, the embedding space generated by the teacher model has a more reliable reference compared with that of the student. Ideally, if there is no mismatch between teacher model and student model, they will have the same distribution in the embedding space. Suppose one batch of embeddings extracted from teacher model is $F_t(\theta_t) = \{f_0(x_{s,1}), f_0(x_{s,2}), f_0(x_{s,3}), \ldots, f_0(x_{s,B})\}$ with the size $[B, F]$ as the embeddings $F_s(\theta_s) = \{f_0(x_{s,1}), f_0(x_{s,2}), f_0(x_{s,3}), \ldots, f_0(x_{s,B})\}$ extracted from student model. Training batch size is $B$ and $F$ is the dimension of embedding. Unlike previous work, we propose to preserve the pairwise distances instance calculated from $F_t(\theta_t)$ in $F_s(\theta_s)$. This method can guide student model towards the embedding space of teacher model. The formula is:

$$L_1 = \frac{1}{B^2} \|\langle d^s - d^t \rangle \|^2,$$

where $L_1$ is MSE distance of two similarity matrices. The $d^s$ and $d^t$ are pairwise similarity matrices in one batch of embeddings generated by the teacher model and the student model respectively.

$$d^t = F_t(\theta_t) \cdot F_t(\theta_t)^T,$$

$$d^s = F_s(\theta_s) \cdot F_s(\theta_s)^T.$$

The operator $\cdot$ denotes matrix multiplication and $T$ is the matrix transposition. The minimization loss in Eq. (5) can make student model preserve teacher model’s instance-level pairwise distances. This method can penalty the difference from pairwise similarity matrices of the teacher model and the student model so that we can optimize the embedding space of the student model to make it closer to the teacher model’s. This idea is illustrated in the upper right corner of Figure 1.

4. Experiments

4.1. Datasets

We verify our method on the FFSVC 2020 dataset [2]. The FFSVC 2020 dataset contains close-talking iPhone recordings and far-field microphone array recordings. The challenge includes three tasks. Task1 is a text-dependent (Nihao, Miyia) speaker verification with close-talking iPhone recordings for enrollment and far-field microphone array recordings for test. Task2 is a text-independent speaker verification with close-talking iPhone recordings for enrollment and far-field microphone array recordings for test. Task3 is a text-dependent (Nihao, Miyia) speaker verification with close-talking iPhone recordings for enrollment and recordings from far-field distributed microphone arrays recordings for test. Each task exists domain mismatch in development trials and evaluation trials.

In FFSVC 2020, the organizer only released the results on 30% of the evaluation trials, denoted as Partial-eval trials. Since we don’t know which 30% is the partial evaluation trials, we evaluate on all the evaluation trials, denoted as Full-eval trials which should be more challenging. We use openslr datasets (SLR33, SLR38, SLR47, SLR49, SLR62, SLR82, SLR85) to pretrain the teacher and student models. The datasets for pretraining are augmented with MUSAN [29] and room impulse response (RIR) [30] datasets by KALDI recipe [31].

4.2. Experimental Setup

We adopt a small size Thin ResNet-34 [32] with SE-block [33] as our speaker verification model. The channel-wise attention has six times reduction ratio [32] in the SE-block to decrease the parameters as well as to ensure the model’s good performance. We use attention statistic pooling (ASP) [32] as the pooling layer and adopt the penultimate layer of the network as the embedding extraction layer. Our teacher and student models have the same structure and the details of the model structure is shown in Table 1. The model has about 8 million parameters and the performance of our baseline system is better than the challenge official baseline, which has 21 million parameters [2]. In our work, we adopt the softmax loss function. The number nodes of the last layer are speaker numbers (NumSpks).

| Layer | Kernel Size | Stride | Output Shape |
|-------|-------------|--------|--------------|
| Conv1 | 3 x 3 x 32 | 1 x 1  | L x 80 x 32  |
| Res1  | 3 x 3 x 32 | 1 x 1  | L x 80 x 32  |
| SE-Block | - | - | - |
| Res2  | 3 x 3 x 32 | 1 x 1  | L x 40 x 64  |
| SE-Block | - | - | - |
| Res3  | 3 x 3 x 64 | 2 x 2  | L x 32 x 128 |
| SE-Block | - | - | - |
| Res4  | 3 x 3 x 128 | 2 x 2 | L x 16 x 256 |
| SE-Block | - | - | - |
| Flatten | - | - | L x 2560 |
| ASP   | - | - | 512 |
| Linear | 512 | - | 512 |
| Softmax | - | - | NumSpks |

4.3. Training Strategy

Firstly, we use the openslr datasets to pretrain a robust out-of-domain speaker verification model. Then we retrain the out-of-domain model with FFSVC 2020 train set to construct our baseline. After that, we retrain the out-of-domain model with iPhone recordings in FFSVC to get a well trained teacher model. We initialize our student model with the parameters of the baseline model. We group close-talking iPhone recordings and the corresponding recordings in train set of FFSVC 2020 into pairs as the inputs of teacher and student model respectively. Each pair utterances have the same speaker label. The reason we use all of FFSVC 2020 train set instead of only far-field microphones recording data as the inputs of student model is that we want the student model to be robust to close-talking and far-field data at the same time. When we verify each knowledge transfer method, we fix the parameters of well trained teacher model, and just train the student model. In training process, each knowledge transfer loss will be combined with the softmax loss to maintain the discriminative power [22] of student model. In our task, our proposed method combined with cross entropy loss is formulated as:

$$L_{CE,p'} + \lambda_1 \times L_{p'},$$

$$L_{CE,\hat{p}} = L_{CE} + \lambda_1 \times L_{\hat{p}}.$$
5. Results and Analysis

5.1. Experimental Results

In order to test the degree of the mismatch between enrollment and test utterances, we re-organize the utterances from FFSVC 2020 development trials of Task1 into other two set trials. One set of trials is close-talking iPhone recordings as the enrollment as well as close-talking iPhone recordings as the test. Another set of trials is far-field microphones recordings as the enrollment as well as far-field microphones recordings as the test. The above two new sets of trials have no mismatch between the enrollment and test utterances and they are named Close-talking trials and Far-field trials respectively.

We compare our methods with several recent T/S transfer learning methods, i.e. KL-divergence [34], cosine distance [22] and MMD [19] loss. In order to maintain its discriminative power of the student model, each knowledge transfer learning methods in experiments is collaborate with the softmax loss in training. We use the cosine distance for scoring. From Table 2, on Task1 development trials, we can observe that the proposed feature-level transfer learning method achieves relative 16.8%/17.3% reductions in EER/minDCF compared with our baseline results. And the instance-level transfer learning method achieves relative 18.5%/15.9% reductions in EER/minDCF compared with our baseline. With the help of both feature-level and instance-level transfer learning, we achieve relative 22.8%/27.8% EER/minDCF reductions as compared with our baseline. Meanwhile, our method outperforms others’ released by the top winners of FFSVC 2020 [3, 4], compared with the released results of challenge top winners’ papers [3, 4], our results are better than those of the DenseNet [4] and the STC system [3].

![Figure 2: visualization of embedding distribution](image)

### Table 2: Experimental Results on Task1 Development Trials

| Methods          | Task1.trials | Task2.trials | Task3.trials | Trials         |
|------------------|--------------|--------------|--------------|----------------|
| Official Baseline | 6.23         | 6.42         | 7.10         | -              |
| Our Baseline     | 5.32         | 5.40         | 6.18         | -              |
| Teacher Model    | 5.38         | 5.48         | 6.22         | -              |
| Student Model    | -            | 5.58         | 6.32         | -              |
| KL divergence [4]| 5.88         | 5.94         | 6.70         | -              |
| Cosine Distance [34] | 6.60     | 6.66         | 7.30         | -              |
| Multi-level      | 6.56         | 6.62         | 7.28         | -              |
| STC System [3]   | 5.61         | 5.70         | 6.45         | -              |

Table 3: Experimental Results on Task2 and Task3 Development Trials

| Methods                  | Task2.trials | Task3.trials | Trials         |
|--------------------------|--------------|--------------|----------------|
| Official Baseline [4]     | 5.88         | 5.94         | 6.70           |
| Our Baseline             | 6.80         | 6.70         | 7.10           |
| KL divergence [34]       | 6.60         | 6.60         | 7.10           |
| Cosine Distance [34]     | 6.36         | 6.30         | 7.00           |
| MMD [19]                 | 6.55         | 6.50         | 7.05           |
| DenseNet [4]             | 4.57         | 4.49         | 5.47           |
| Multi-level Transfer Learning [34] | 4.46     | 4.36         | 5.36           |

In this paper, we propose a multi-level transfer learning method to eliminate the mismatch between enrollment and test utterances. In particular, we develop the contrastive loss to reduce the intra-class distance and enlarge the inter-class distance simultaneously. In addition, we propose the instance-level transfer learning to make the student model preserve the instances’ pairwise distance in the embedding space of teacher model. With our proposed method, experimental results on FFSVC 2020 development set show that the EERs are lowered relatively by 22.8%, 38.6%, 32.8% on Task1, Task2, and Task3 respectively compared with our baseline results. On FFSVC 2020 evaluation it is also observed that our result on Full-eval trials is even better than the fusion system result released by the challenge top winner on Partial-eval trials on Task3.

6. Conclusions

The experimental results on FFSVC 2020 evaluation trials are shown in Table 4. The Full-eval in the column of trials means all of the evaluation trials and Partial-eval means 30% of the evaluation trials. Compared with the result of Partial-eval trials with DenseNet [4] on Task1, although our EER on Full-eval trials has 0.14% gap, our minDCF is relatively reduced by 6.3%. On Task2, our result of Full-trials is even better than the result of Partial-eval trials with the fusion system [3]. On Task3, our result on Full-eval trials is better than the result of DenseNet [4] on Partial-eval trials. Moreover, on Task3, our result on Full-eval trials is very close to result of the fusion system [3] on Partial-eval trials.
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