Spectral convergence of probability densities for forward problems in uncertainty quantification
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Abstract
The estimation of probability density functions (PDF) using approximate maps is a fundamental building block in computational probability. We consider forward problems in uncertainty quantification: the inputs or the parameters of a deterministic model are random with a known distribution. The scalar quantity of interest is a fixed measurable function of the parameters, and is therefore a random variable as well. Often, the quantity of interest map is not explicitly known and difficult to compute. Hence, the computational problem is to design a good approximation (surrogate model) of the quantity of interest. For the goal of approximating the moments of the quantity of interest, there is a well developed body of research. One widely popular approach is generalized polynomial chaos (gPC) and its many variants, which approximate moments with spectral accuracy. However, it is not clear whether the PDF of the quantity of interest can be approximated with spectral accuracy as well. This result does not follow directly from spectrally accurate moment estimation. In this paper, we prove convergence rates for PDFs using collocation and Galerkin gPC methods with Legendre polynomials in all dimensions. In particular, exponential convergence of the densities is guaranteed for analytic quantities of interest. In one dimension, we provide more refined results with stronger convergence rates, as well as an alternative proof strategy based on optimal-transport techniques.

Mathematics Subject Classification 33C47 · 62G07 · 65C50 · 65D15
1 Introduction

In the modeling of physical phenomena, taking uncertainties into consideration is often done by introducing random parameters into deterministic models. If the quantity of interest (model output) is a measurable function of the inputs, then it is a random as well. In this problem, known as the forward problems in uncertainty quantification (UQ), the computational task is to compute the induced probability measure of the quantity of interest given a prescribed probability measure on the inputs and parameters. The type of relevant information varies between applications, but in many cases the full probability density function (PDF) is of interest; See e.g., [1, 10, 11, 17, 19, 27, 29, 30, 33, 42]. This paper will rigorously establish that there exist methods which approximate these PDFs with spectral accuracy.

One avenue to approximate the PDF in forward UQ problems is by nonparametric statistical approaches, e.g., a discretized cumulative distribution function, the histogram method, or kernel density estimators (KDE) [41, 48].

To obtain better accuracy, one needs to utilize the underlying structure of forward UQ problems. That is, denote the input Borel probability space by \((\Omega, \rho)\) and the Borel measurable model-output map by \(f : \Omega \to \mathbb{R}\). The measure of interest \(\mu = f_\sharp \rho\) is the pushforward of \(\rho\) by \(f\), i.e., \(\mu(A) = \rho(f^{-1}(A))\) for every Borel set \(A \subseteq \mathbb{R}\). To take this structure into account, we turn to approximation-based methods (surrogate models). In this class of methods, \(f\) is approximated by a simpler function \(g\) for which the pushforward \(g_\sharp \rho\) is easier to compute [20, 50]. For smooth quantities of interest with low- or moderate-dimensional domains, surrogate models have become the standard [20, 37], most prominently the polynomial-based methods known as generalized polynomial chaos (gPC) [21, 28, 36, 50] and their many variants, see e.g., [25, 39, 45]. The success of the gPC methods relies on their spectral \(L^2(\Omega)\) convergence, when the original map is sufficiently smooth and specific domain and boundary conditions are met [51, 52]. By spectral accuracy we mean the following: let \(g_n\) be the gPC polynomial of order \(n\) (see Sect. 2). Then \(\|f - g_n\|_{L^2}\) decays polynomially in \(n\) and the order of decay improves with the order of regularity of \(f\). Crucially, the error decays exponentially in \(n\) if \(f\) is analytic. \(L^2(\Omega)\) convergence implies convergence of the moments of \(\nu_n := (g_n)_\sharp \rho\) to those of \(\mu\). Practically, this means that for analytic functions of interest \(f\), the moments converge exponentially fast in the order of approximation. Denote the PDFs of \(\mu\) and \(\nu_n\) by \(p_\mu\) and \(p_{\nu_n}\) respectively.

**Question** If \(g_n\) is the gPC approximation of \(f\), does \(p_{\nu_n}\) converge to \(p_\mu\) with spectral accuracy?

That a sequence of functions \(g_n\) converges to \(f\) in \(L^2\) does not guarantee that the resulting PDFs \(p_{\nu_n}\) converge to \(p_\mu\) in any \(L^q(\mathbb{R})\) norm, see counter-example in [15]. Despite its practical relevance, the problem of density estimation using surrogate models has so far received little theoretical treatment, see one notable example in [6]. We previously showed that \(L^2\) convergence of \(g_n\) to \(f\) guarantees convergence of \(\nu_n\) to \(\mu\) in the Wasserstein-\(p\) metric, see details in [32] and in Sect. 5. Convergence in the Wasserstein metric, however, is in general weaker than convergence of the PDFs [22, 26]. To guarantee PDF approximation, Ditkowski, Fibich, and the author [15]
proved that more strict regularity conditions and $C^1$ convergence of $g_n$ to $f$ guarantee convergence of $p_{\nu_n}$ to $p_\mu$ in $L^q(\mathbb{R})$ for all $1 \leq q < \infty$ (see Theorem 4 below) and provided a spline-based method with provable convergence rates for the PDFs. Related, but not equivalent results, have also been obtained for certain monotonic triangular maps on $[-1, 1]^d$ [53], and for the approximation of stochastic PDEs [9]. From a practical standpoint, it is desirable to have a surrogate model with spectrally convergent PDFs. One would like to prove that a well-known trade-off in function approximation (e.g., in $L^2$) holds for PDF approximation as well: on the one hand, local methods (like splines) are more robust to high derivatives and non-smoothness than spectral methods (like gPC). On the other hand, local methods are usually restricted to a fixed polynomial order of convergence, whereas spectral methods converge extremely fast for smooth functions. The question of spectral PDF convergence is therefore open and interesting.

In this work, we answer the above question affirmatively for the gPC expansion with respect to Legendre polynomials. To the best of our knowledge, these are the first results of this kind. Under high regularity conditions, the PDFs obtained by the gPC method converge spectrally (Theorem 1), and in particular converge exponentially fast for analytic quantities of interest. In the one-dimensional case we prove a stronger result, that $\|p_\mu - p_{\nu_n}\|_{L^1(\mathbb{R})} \lesssim \|f - g_n\|_{H^1}$ (Theorem 2), and provide an alternative spectral convergence result (Theorem 5), for which the proof relies on the weak Wasserstein-$p$ convergence combined with a recent result by Chae and Walker [7]. In all these results, the analysis relies on three main analytic components - the relation between $f$ and $p_\mu$ (5), the approximation power of gPC in Sobolev spaces (4), and Sobolev-Morrey embeddings in compact domains (10). In this work, we study pushforward measures induced by full-grid (or tensor-product grid) polynomial approximations. In high dimensions, the use of tensor-product grids becomes computationally expansive due to the so-called curse of dimensionality - the computational cost required to achieve a certain accuracy increases exponentially with the dimension. Several approaches have been developed to perform high-dimensional uncertainty propagation, such as sparse grids [3, 5, 50, 51] and adaptive methods [45]. While these methods are beyond the scope is of this work, our analysis lays the numerical analysis foundation to understand the pushforward measures they induce, and thus their adequacy for density estimation.

1.1 Paper structure

The remainder of the paper is organized as follows: Sect. 2 provides the preliminaries on the gPC method, pushforward measures and a more detailed account of previous results. Secs. 3 and 4 detail the paper’s main theoretical results and their proofs, respectively. We then turn in Sect. 5 to provide an alternative, optimal-transport based analysis of the measure pushforward problem. Finally, in Sect. 6 we present numerical experiments and outline open problems.
2 Preliminaries

2.1 Generalized polynomial chaos

We present a brief review of the gPC method, see [50] for a thorough introduction. For clarity, we first review the gPC method for the one-dimensional case. The Legendre polynomials \( \{p_n(\alpha)\}_{n=0}^{\infty} \) are the set of orthogonal polynomials with respect to the Lebesgue measure on \( \Omega = [-1, 1] \), see [38]

\[
\text{Deg}(p_n) = n, \quad (p_n, p_m)_{L^2(\Omega)} = \delta_{n,m}.
\]

The Legendre polynomials constitute an orthonormal basis of \( L^2(\Omega, d\alpha) \), i.e.,

\[
f(\alpha) = \sum_{n=0}^{\infty} \hat{f}(n) p_n(\alpha), \quad \hat{f}(n) := (p_n, f)_{L^2(\Omega)}, \quad f \in L^2(\Omega, d\alpha).
\]  

The Galerkin-gPC expansion of a function \( f \in L^2(\Omega) \) of order \( n \) is the projection of \( f \) to its first \( n+1 \) modes, i.e.,

\[
g_n(\alpha) = \sum_{j=0}^{n} \hat{f}(j) p_j(\alpha), \quad \hat{f}(j) \approx \hat{f}_N(j) := \sum_{k=1}^{N} f(\alpha_k) p_j(\alpha_k) w_k, \quad j = 0, 1, \ldots, N - 1.
\]

The generalization of (3a), (3b) to multiple dimensions is a direct result of integration by tensor-grid Gauss quadratures, see [8, 14, 51] for details. We further note that the gPC-collocation polynomial (3a), (3b) is also the polynomial interpolant of
degree $N - 1$ in the Gauss-Legendre points, i.e., $g_n(\alpha_k) = f(\alpha_k)$ for all quadrature points [12].

### 2.2 The approximation power of Legendre polynomials

Recall that for $A = [-1, 1]^d$ or $\mathbb{R}^d$, and any pair of integers $k, p \geq 1$, the corresponding Sobolev space is defined as [2, 18]

$$W^{k, p}(A) := \left\{ u : A \to \mathbb{C} \mid \max_{\|j\|_1 \leq k} \| D^j u \|_{L^p(A)} < \infty \right\},$$

where $j$ is a multi-index and $D^j u = (\prod_{k=1}^d \alpha_{k,j})u(\alpha)$. For $p = 2$ we will adopt the conventional notation $W^{k, 2}(A) = H^k(A)$. Both the Galerkin (2) and the collocation expansion (3a), (3b) converge spectrally in $L^2(\Omega)$, where the underlying measure is the Lebesgue measure [24, 40, 47, 50]. By this we mean that if $f \in H^k(\Omega)$ for some $k \geq 0$, then [8, 24, 50]

$$\| f - g_n \|_{L^2(\Omega)} \leq c n^{-k} \| f \|_{H^k(\Omega)},$$

and if $f$ is analytic (in the multivariate sense), then $\| f - g_n \|_{L^2(\Omega)}$ decays exponentially in $n$ [13]. See [53] and the references therein for details. From a probability and UQ point of view, the convergence in $L^2(\Omega)$ guarantees that the moments of $g_n$ converge to the moments of $f$. Indeed, if $\rho$ is the Lebesgue measure on $\Omega$, a simple application of the Cauchy-Schwartz inequality shows that

$$| \mathbb{E} f - \mathbb{E} g_n | \leq \int_\Omega (f(\alpha) - g(\alpha)) \, d\alpha \lesssim \| f - g_n \|_{L^2(\Omega)},$$

and therefore for e.g., a smooth quantity of interest $f$, the gPC method provides an accurate approximation of $\mathbb{E} f$ for a relatively low order $n$. The convergence of other moments follow similarly, see e.g., [15]. Both gPC expansions (2) and (3a), (3b) also converge in higher-regularity Sobolev spaces, as given by the now classical result:

**Theorem** (Canuto and Quarteroni [8]). For any $1 \leq \beta \leq \sigma$, there exists a constant $C = C(\beta, \sigma)$ such that

$$\| f - g_n \|_{H^\sigma(\Omega)} \leq C n^{-e(\beta, \sigma)} \| f \|_{H^\beta(\Omega)}, \quad (4a)$$

where $g_n$ is given by either (2) or (3a), (3b), and

$$e(\beta, \sigma) = \sigma + \frac{1}{2} - 2\beta. \quad (4b)$$

1 For measures $\rho$ which are not the Lebesgue measure, see [16].
If \( f \) is analytic (for \( d = 1 \)) on an ellipse in \( \mathbb{C} \) with foci at \( \pm 1 \) and with both axis summing to \( r > 1 \), then in one dimension \( \hat{f}(n) = O(n^{-1/2}r^{-n}) \) \([46, 47]\). By Parseval identity (with respect to Legendre polynomials),

\[
\|f - g_n\|_{L^2(\Omega)}^2 = \sum_{j=n+1}^{\infty} |\hat{f}(n)|^2 \lesssim \sum_{j=n+1}^{\infty} n^{-1}r^{-2n},
\]

and so the \( L^2 \) approximation error is almost exponential as well. Furthermore, by uniform convergence of \( g_n \) to \( f \) on \( \Omega \), one can differentiate \( g_n \) term-wise, yielding faster than polynomial (exponential for all practical purposes) convergence of \( g_n \) to \( f \) in all Sobolev spaces \( H^k(\Omega) \) with \( r \geq 0 \).

### 2.3 Pushforward measures and prior results

The pushforward of a Borel measure \( \rho \) on \( \Omega \) by a measurable \( f : \Omega \to \mathbb{R} \) is a measure \( \mu := f_\#\rho \) defined by \( \mu(A) = \rho(f^{-1}(A)) \) for any Borel subset \( A \subseteq \mathbb{R} \). If a measure \( \mu \) on \( \mathbb{R} \) is absolutely continuous with respect to the Lebesgue measure, its probability density function (PDF) is its Radon-Nykodim derivative, i.e., \( p_\mu \in L^1(\mathbb{R}) \) which satisfies \( \mu(A) = \int_A p_\mu(y) \, dy \) for any Borel set \( A \subseteq \mathbb{R} \). Alternatively, if the cumulative distribution function (CDF) \( F_\mu(y) = \mu(f^{-1}(-\infty, y)) \) is differentiable, then \( p_\mu(y) = dF_\mu(y)/dy \). In the one-dimensional case, if \( f \) is piecewise \( C^1 \) and piecewise monotonic, and \( \rho \) is an absolutely continuous probability measure, then \([15]\)

\[
p_\mu(y) = \sum_{f(\alpha) = y} \frac{p_\rho(\alpha)}{|f'(\alpha)|}.
\]

This relation is the source of many of the difficulties and peculiarities in understanding PDFs of pushforward measures. For example, if \( f(J) = c \) for some constant \( c \) on an interval \( J \) with \( \rho(J) > 0 \), then \( \mu \) has a singular part at \( c \) and therefore has no PDF. Even for a non-constant smooth monotonic function such as \( f(\alpha) = \alpha^2 \) and a simple \( \rho \) such as the uniform measure on \([0, 1]\), then \( p_\mu(y) \sim 1/\sqrt{y} \) is singular. Analogously for \( d > 1 \), then \( p_\mu \sim \int_{f^{-1}(y)} p_\rho|\nabla f|^{-1} \, d\sigma \), where \( d\sigma \) is the \((d-1)\)-dimensional surface elements.

The practical goal of surrogate models in the context of PDF approximation is to approximate \( \mu \) by \( \nu_n = (g_n)_\#\rho \) with small error terms \( \|p_\mu - p_{\nu_n}\|_{L^q(\mathbb{R})} \) for some \( q \geq 1 \), while maintaining \( n \) small, as \( n \) is a good proxy to the computational cost. To see that, first note that since sampling arbitrarily many times from the polynomial \( g_n \) is computationally cheap, approximating \( p_{\nu_n} \) to arbitrary precision given \( g_n \) is relatively cheap as well, see the analysis in \([15]\). Therefore, it is constructing \( g_n \) which is costly. In the collocation gPC \((3a), (3b)\), the larger the degree of approximation \( g = g_n \) is, the more evaluations of \( f \) are required. If for example \( f \) models the response of a partial differential equation (PDE), each such evaluation amounts to a solution of the PDE, which is usually computationally expansive. In the Galerkin-type gPC \((2)\), one usually
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projects the original PDE with random parameters to several PDEs with deterministic parameters, the number of which also grows with the degree \( n \), see \([50]\) for details. Therefore, in either case guaranteeing good accuracy for a small degree \( n \) should be the goal of our analysis.

As noted in the introduction, \( L^2(\Omega) \) convergence alone does not guarantee convergence of the pushforward PDFs. Indeed, one can construct a sequence such that \( p_{\nu_n} \rightarrow p_\mu \) in \( L^q(\mathbb{R}) \) but \( \|p_{\nu_n} - p_\mu\|_{L^q(\mathbb{R})} > \text{const}(q) \) for all \( n, q \geq 1 \) [15]. Previously however [32], we proved that \( L^2(\Omega) \) convergence is sufficient to establish convergence in the weaker Wasserstein metric, or more precisely, that \( \text{Wass}_2(f_\sharp \varrho, g_\sharp \varrho) \leq \|f - g\|_{L^2(\Omega, \varrho)} \) (see relevant definitions in Sect. 5). Furthermore, we showed that uniform boundedness of \( \|f - g_n\|_\infty \) combined with \( L^2(\Omega, \varrho) \) convergence guarantees Wasserstein-\( p \) convergence for any \( 1 \leq p < \infty \), see (24) below. Since \( \text{Wass}_1(\mu, \nu) \) is equal to the \( L^1(\mathbb{R}) \) convergence of the CDFs [34, 43], the convergence of the CDFs in \( L^1 \) is a corollary of our result. A result in the direction of PDF approximation by surrogate methods was obtain by Ditkowski, Fibich, and the author in [15]. If \( g_n \) is taken to be the spline interpolant of \( f \) of order \( m \), on e.g., a uniform grid with a total of \( N \) grid points, then

\[
\|p_\mu - p_{\nu_n}\|_{L^q(\mathbb{R})} \lesssim N^{-m/d} \text{ for any } 1 \leq q < \infty.
\]

The main characteristic of splines that is useful to establish this result is the pointwise \( C^1(\Omega) \) convergence of \( g_n \) to \( f \), see Theorem 4 below. We will use this tool tool later to prove Theorem 1.

### 2.4 Problem formulation

Let \( \Omega = \Omega(d) = [-1, 1]^d \) be equipped with an absolutely continuous probability measure \( \varrho \). Consider a smooth function of interest \( f : \Omega \rightarrow \mathbb{R} \) and let \( g_n : \Omega \rightarrow \mathbb{R} \) be its generalized polynomial chaos (gPC) approximation - either its \( L^2(\Omega) \) projection to the space of Legendre polynomials of order \( \leq n \) (Galerkin type) or its polynomial interpolant on the Gauss-Legendre quadrature points of order \( n \) (collocation type). Consider the pushforward measures \( \mu := f_\sharp \varrho \) and \( \nu_n := (g_n)_\sharp \varrho \) and denote their respective probability density functions (PDF) by \( p_\mu \) and \( p_{\nu_n} \). In what follows, we see under what conditions \( p_{\nu_n} \) converges to \( p_\mu \) in \( L^q(\mathbb{R}) \) for \( 1 \leq q < \infty \), and find the convergence rates.

### 3 Main results

The convergence of the pushed-forward PDFs is guaranteed by the following:

**Theorem 1** Let \( \Omega = [-1, 1]^d \) for any \( d \geq 1 \), let \( f \in H^\sigma(\Omega) \) where

\[
\sigma \geq \sigma_{\min}(d) = \begin{cases} 5 \frac{1}{2} + d, & d \text{ even}, \\ 4 \frac{1}{2} + d, & d \text{ odd}, \end{cases}
\]

let \( d_\varrho(\alpha) = r(\alpha)d\alpha \) with \( r \in C^1(\Omega) \), and assume that \( |\nabla f| > \kappa_f > 0 \). Then for any \( 1 \leq q < \infty \),

\[
\|p_\mu - p_{\nu_n}\|_{L^q(\mathbb{R})} \lesssim \|f - g_n\|_{C^1(\Omega)} \lesssim n^{-\sigma + \sigma_{\min} - 2} \|f\|_{H^\sigma(\Omega)}.
\]
For the one-dimensional case, the result can be improved:

**Theorem 2** Let \( \Omega = [-1, 1] \), let \( f \in H^\sigma (\Omega) \) with \( \sigma \geq 6 \) and let \( d_Q(\alpha) = r(\alpha)d\alpha \) with \( r \in C^1(\Omega) \). If \( f'(\alpha_j) = 0 \) for finitely many points \( \alpha_1, \ldots, \alpha_J \in \Omega \) and there exist \( k_j \geq 2 \) for each \( 1 \leq j \leq J \) such that \( f(k_j+1)(\alpha_j) > 0 \), then

\[
\| p_\mu - p_\nu \|_{L^1(\mathbb{R})} \lesssim \| f - g_n \|_{H^\sigma (\Omega)} \lesssim \| f \|_{H^\sigma (\Omega)}^{-\frac{2\sigma-3}{2(2\sigma+1)}}, \tag{7}
\]

where \( k = \max_j k_j \). In particular, if \( |f'(\alpha)| > \kappa_f > 0 \) for all \( \alpha \in \Omega \), then

\[
\| p_\mu - p_\nu \|_{L^1(\mathbb{R})} \lesssim \| f - g_n \|_{H^1(\Omega)} \lesssim \| f \|_{H^\sigma (\Omega)} n^{\frac{1}{2} - \sigma}. \tag{8}
\]

Furthermore, if \( f \) is analytic on an ellipse in \( \mathbb{C} \) with foci at \( \pm 1 \) and with both radius summing to \( r > 1 \), \( \| p_\mu - p_\nu \|_{L^1(\mathbb{R})} \) converges faster than any polynomial in \( n \).

Theorem 2 improves Theorem 1 in the case of \( d = 1 \) in two ways - First, it allows for points with \( f' = 0 \). Second, Theorem 2 improves the convergence rate by three orders, from \( n^{4\frac{1}{2} - \sigma} \) to \( n^{\frac{1}{2} - \sigma} \). Generally, Theorem 2 also yields much smaller constants. These improvements are owed to our ability to link the PDF convergence directly to \( H^1(\Omega) \) convergence of \( g_n \) to \( f \). Since the PDFs depend on \( f' \), it is conjectured that convergence of \( g_n \) to \( f \) in \( H^1(\Omega) \) is the weakest \( H^k(\omega) \) convergence that guarantees convergence of the PDFs, thus possibly leading to a sharp rate in (8). In Theorem 1, we use \( C^1(\Omega) \) convergence of \( g_n \) to \( f \), which by Sobolev embedding depends on the much stronger, and therefore much slower, \( H^{2+\lceil d/2 \rceil}(\Omega) \) convergence. The improvement of rates also implies the improvement of constants, as can be observed from the Canuto and Quarteroni result (4). Suppose one wishes to guarantee \( \| p_\mu - p_\nu \|_1 \leq Cn^{-9/2} \), and that \( f' > \kappa_f > 0 \). Since Theorem 2 uses \( H^1 \) convergence, the constant would increase with \( \| f \|_{H^6} \), whereas in Theorem 1 it would depend on \( \| f \|_{H^9} \).

That the convergence constants depend on high-regularity Sobolev norm is emblematic of global methods in general, and spectral methods in particular: To approximate a function with high derivatives well, i.e., in the asymptotically guaranteed rate, one has to to use a gPC polynomial of a relatively high order. This high threshold resolution is often embodied in the constants of the upper bound. Here one draws a distinction between the spline-based surrogate proposed in [15] and the spectral methods: splines guarantee polynomial convergence with low-sensitivity to high-derivatives. Global polynomial methods, such as gPC, can provide exponential accuracy if \( f \) is very smooth in comparison to the sampling resolution. Another way in which even Theorem 2 depends on high-order Sobolev norms, is that it requires that \( f \) is at least in \( H^6 \). This is a technical requirement that is needed to guarantee that \( \| f \|_{C^2} \) does not grow with \( n \), see Lemma 3. Simulations seem to suggest that this is not a sharp requirement, see Sect. 6.
4 Proofs of main results

Throughout this paper we need to establish the $C^1$ approximation of $f$ by $g_n$, and that $\|g_n\|_{C^2(\Omega)}$ is uniformly bounded in $n$.

Lemma 3 Under the conditions of Theorem 1, $\|g_n\|_{C^2(\Omega)}$ is uniformly bounded for all $n \in \mathbb{N}$, and

$$\|f - g_n\|_{C^1(\Omega)} \lesssim n^{-\sigma + \sigma_{\min} + 2} \|f\|_{H^\sigma(\Omega)}.$$  \hspace{1cm} (9)

Proof Recall the Sobolev-Morrey embedding theorem \[2, 18\]: If $u \in H^s(\Omega)$, and $s > d/2$, then

$$\|u\|_{C^{s-\lfloor d/2 \rfloor - 1}(\Omega)} \lesssim \|u\|_{H^s(\Omega)},$$  \hspace{1cm} (10)

where $\lfloor x \rfloor$ is the lower integer value for any $x \geq 0$.$^2$ By (10), choosing $\beta = 3 + \lfloor d/2 \rfloor$ yields

$$\|f - g_n\|_{C^2(\Omega)} \lesssim \|f - g_n\|_{H^\beta(\Omega)}.$$  \hspace{1cm} (11)

Applying the Sobolev approximation result (4) to (11) yields

$$\|f - g_n\|_{C^1} \lesssim n^{-e(\beta, \sigma)} \|f\|_{H^\sigma}.$$  \hspace{1cm} (12)

To guarantee a uniform bound for all $n \in \mathbb{N}$, it is sufficient to choose $\sigma \geq \sigma_{\min}$ such that $e(\beta, \sigma_{\min}) = 0$. Since $\beta > 1$, then

$$0 = e(\beta, \sigma_{\min})$$

$$= \sigma_{\min} + \frac{1}{2} - 2\beta$$

$$= \sigma_{\min} + \frac{1}{2} - 2(3 + \lfloor d/2 \rfloor).$$

$$\Rightarrow \sigma_{\min} = \begin{cases} 
5\frac{1}{2} + d, & d \text{ even} \\
4\frac{1}{2} + d, & d \text{ odd}.
\end{cases}$$

For $\sigma \geq \sigma_{\min}$, then $e(\beta, \sigma) \geq 0$ in (12), and so $\|f - g_n\|_{C^2(\Omega)} \lesssim \|f\|_{H^\sigma(\Omega)}$. Hence, since $f \in C^2(\Omega_d)$, then

$$\|g_n\|_{C^2(\Omega)} \lesssim \|g_n - f\|_{C^2(\Omega)} + \|f\|_{C^2(\Omega)}$$

$$\lesssim \|f\|_{H^\sigma(\Omega)} + \|f\|_{C^2(\Omega)}, \quad n \in \mathbb{N}.$$  

$^2$ In this study, we will not use a stronger version of these embeddings for Hölder norms $C^{k,\alpha}$, but just the integer-power $C^k$ norms.
We proceed to prove the estimate (9). By Sobolev-Morrey inequality (10) and (4), we have that
\[
\|f - P_nf\|_{C^1(\Omega)} \lesssim \|f - P_nf\|_{H^{2+\frac{d}{2}}(\Omega)} \\
\lesssim \|f\|_{H^\sigma n^{\sigma(2+\frac{d}{2},\sigma)}(\Omega)} ,
\]
where
\[
e(2 + \left\lfloor \frac{d}{2} \right\rfloor, \sigma) = \sigma + \frac{1}{2} - 4 - 2\left\lfloor \frac{d}{2} \right\rfloor
\]
\[= \begin{cases} 
\sigma - 3 - d, & d \text{ even}, \\
\sigma - 2 - d, & d \text{ odd},
\end{cases}
\]
which is positive for all \(\sigma > \sigma_{\min}\).

4.1 Proof of Theorem 1

Local \(C^1\) convergence as established in Lemma 3 implies convergence of PDFs by the following result:

**Theorem 4** (Corollary 5.5, [15]). Let \((g_n)_{n=1}^\infty \subset C^1(\Omega)\), and consider \(f \in C^1(\Omega)\) such that \(|\nabla f| > \kappa_f > 0\). Then if
\[
\|g_n\|_{C^2(\Omega_d)} \leq K ,
\]
for some constant \(K\) and for all \(n \in \mathbb{N}\), and if
\[
\|f - g_n\|_{C^1(\Omega)} \leq Kn^{-\tau}, \quad \tau, K > 0 ,
\]
then \(|p_\mu(y) - p_{\nu_n}(y)| \lesssim n^{-\tau}\) for all but \(o(n^{-\tau})\) points, and therefore
\[
\|p_\mu - p_\nu\|_{L^q(\mathbb{R})} \lesssim n^{-\tau}.
\]
for all \(1 \leq q < \infty\). Furthermore, if \(d = 1\) and \(g_n\) interpolates \(f\) at the endpoints \(f(\pm 1) = g_n(\pm 1)\), then the uniform estimate \(\|f - g_n\|_{L^\infty} \lesssim n^{-\tau}\) holds.

Indeed, (13a) is guaranteed explicitly and (9) guarantees (13b) with an explicit convergence rate \(\tau = \sigma - \sigma_{\min} - 2 > 0\).

4.2 Proof of Theorem 2

For brevity, we omit the \(n\) subscripts, denoting \(g_n = g\) and \(\nu = \nu_n\). First, we treat the case where \(|f'| > \kappa_f > 0\). Suppose \(f\) is monotonic increasing, i.e., \(f' > \kappa_f > 0\).
By the embedding theorem (10), that \( f \in H^6(\Omega) \) implies that \( f \in C^2(\Omega) \) and so

\[
p_\mu(y) = \sum_{f(\alpha) = y} \frac{p_\varphi(\alpha)}{|f'(\alpha)|} = \frac{r(f^{-1}(y))}{f'(f^{-1}(y))}, \tag{14}
\]

for every \( y \in \text{range}(f) \) [15, Lemma 4.1]. Since \( g \) is a polynomial, \( g \in C^1(\Omega) \). Furthermore, by Lemma 3 we have that \( \|f - g\|_{C^1} \lesssim n^{-5/2}\|f\|_{H^4(\Omega)} \), and so for sufficiently large \( n \), \( g'(\alpha) > \kappa_f/2 > 0 \) for all \( \alpha \in \Omega \). Therefore \( p_\nu(y) = r(g^{-1}(y))/g'(g^{-1}(y)) \) for every \( y \in \text{range}(g) \). It might be that the ranges of \( f \) and \( g \), which are the supports of \( p_\mu \) and \( p_\nu \), respectively, do not overlap. Assume for simplicity that \( f(-1) = g(-1) \) but \( g(1) > f(1) \), the other cases can be treated similarly. Then

\[
\|p_\mu - p_\nu\|_{L^1(\mathbb{R})} = \int_{f(-1)}^{f(1)} |p_\mu(y) - p_\nu(y)| \, dy + \int_{g(1)}^{g(1)} p_\nu(y) \, dy. \tag{15}
\]

We begin with the second integral -

\[
\int_{f(1)}^{g(1)} p_\nu(y) \, dy = \int_{f(1)}^{g(1)} \frac{r(g^{-1}(y))}{g'(g^{-1}(y))} \, dy \\
\leq \frac{2}{\kappa_f} \|r\|_\infty |g(1) - f(1)| \\
\leq \frac{2}{\kappa_f} \|r\|_\infty \|g - f\|_{C^0(\Omega)} \\
\lesssim \frac{2}{\kappa_f} \|r\|_\infty \|g - f\|_{H^1(\Omega)},
\]

where the last inequality is due to the Sobolev-Morrey embedding (10). Therefore, we need only to consider the first integral in (15), and we therefore assume without loss of generality that \( \text{range}(f) = \text{range}(g) \), and so

\[
\|p_\mu - p_\nu\|_{L^1(\mathbb{R})} = \int_{f(-1)}^{f(1)} \left| \frac{r(f^{-1}(y))}{f'(f^{-1}(y))} - \frac{r(g^{-1}(y))}{g'(g^{-1}(y))} \right| \, dy. \tag{16}
\]
Denote $\alpha = f^{-1}(y)$ and $\alpha_* := \alpha_*(\alpha) = g^{-1}(f(\alpha))$, then by change of variables
\[
\|p_\mu - p_v\|_{L^1(\mathbb{R})} = \int_{-1}^1 \left| \frac{r(\alpha)}{f'(\alpha)} - \frac{r(\alpha_*)}{g'(\alpha_*)} \right| f'(\alpha) \, d\alpha
= \int_{-1}^1 \left| \frac{r(\alpha)g'(\alpha_*) - f'(\alpha)r(\alpha_*)}{g'(\alpha_*)} \right| d\alpha.
\]
Since $g'(\alpha)$ and $r(\alpha)$ are differentiable, then for any $\alpha \in \Omega$
\[
|r(\alpha)g'(\alpha_*) - f'(\alpha)r(\alpha_*)| \\
\leq |r(\alpha)||g'(\alpha_*) - g'(\alpha)| + r(\alpha)|g'(\alpha) - f'(\alpha)| + f'(\alpha)|r(\alpha) - r(\alpha_*)| \\
\leq D|\alpha - \alpha_*| + r(\alpha)|f'(\alpha) - g'(\alpha)|,
\]
where $D := \left[\|r\|_\infty \|g''\|_\infty + \|r'\|_\infty \|f\|_\infty \right]$. In general, $D = D_n$ as $g = P_n f$ depends on $n$, and $\|g''\|_\infty$ might not be bounded. However, as in Lemma 3, $\|g''\|_\infty$ and therefore $D$ are uniformly bounded for all $n \geq 1$. Since $g' \geq \kappa_f / 2$ for sufficiently large $n$, then substituting (17) in the integral yields
\[
\|p_\mu - p_v\|_{L^1(\mathbb{R})} \lesssim \frac{1}{\kappa_f} \int_{-1}^1 r(\alpha)f'(\alpha) - g'(\alpha)\, d\alpha + \frac{D}{\kappa_f} \int_{-1}^1 |\alpha - \alpha_*| \, d\alpha.
\]  
Since $r(\alpha), (f' - g') \in L^2(\Omega)$, then by the Cauchy-Schwartz inequality I is bounded from above by
\[
|(r, f' - g')|_{L^2(\Omega)} \leq \|r\|_{L^2(\Omega)} \cdot \|f' - g'\|_{L^2(\Omega)} \leq \|r\|_{L^2(\Omega)} \cdot \|f - g\|_{H^1(\Omega)}
\]
To bound II in (18) from above, we first note that by Lagrange’s mean-value theorem, there exists $\beta$ between $\alpha$ and $\alpha_*$ such that $g'(\beta)(\alpha - \alpha_*) = g(\alpha) - g(\alpha_*) = g(\alpha) - f(\alpha)$, and therefore $|\alpha - \alpha_*| \leq |g(\alpha) - f(\alpha)|/\kappa_f$. From here, the process of bounding II from above is the same as bounding I, which yields II $\leq D/\kappa_f \|f - g\|_{L^2(\Omega)}$. Therefore $\|p_\mu - p_v\|_{L^1(\mathbb{R})} \lesssim \|f - g\|_{H^1(\Omega)}$. Applying the relevant Sobolev approximation theorem (4), settles the case where $|f'| > \kappa_f > 0$.

We now turn to the case where $g'$ and $f'$ vanish at finitely many points. As we show, it does not matter whether these zero points coincide or not, and we will therefore treat the case where $f'(-1) = 0$, $g'(-1) > 0$ and $f'(\alpha), g'(\alpha) > 0$ for all $\alpha \in (-1, 1)$. Assume without loss of generality that $f'(-1) = g(-1)$. Fix $\varepsilon > 0$ and divide the integral for $\|p_\mu - p_v\|_1$ on the left hand side of (16) into two domains - (1) isolating the singular point in the PDF, i.e., $y \in [g(-1), g(-1 + \varepsilon)]$ and (2) the rest of the domain, $y \in [g(-1 + \varepsilon), g(1)]$.

3 We already showed how to treat the case where the ranges of $f$ and $g$ do not overlap above.
(1) On the first domain \([g(-1), g(-1+\varepsilon)]\), we take a crude estimation

\[
\int_{g(-1)}^{g(-1+\varepsilon)} |p_\mu(y) - p_v(y)| \, dy \leq \int_{g(-1)}^{g(-1+\varepsilon)} p_\mu(y) + p_v(y) \, dy. \tag{19a}
\]

Taking, for example \(p_\mu(y)\), by a change of variables \(f(\alpha) = y\) we get

\[
\int_{g(-1)}^{g(-1+\varepsilon)} p_\mu(y) = \int_{g(-1)}^{g(-1+\varepsilon)} \frac{r(f^{-1}(y))}{f'(f^{-1}(y))} \, dy = \int_{-1}^{-1+\varepsilon} r(\alpha) \, d\alpha \leq \|r\|_\infty \varepsilon. \tag{19b}
\]

(2) The integral on \([g(-1+\varepsilon), g(1)]\) reads the same as (18), where \(\kappa_f\) is replaced by \(\kappa_f^\varepsilon := \min_{x \in [-1+\varepsilon, 1]} |f'|\), yielding

\[
\int_{g(-1+\varepsilon)}^{g(1)} |p_\mu(y) - p_v(y)| \, dy \leq \frac{\hat{D}}{(\kappa_f^\varepsilon)^2} \|f - g\|_{H^1}. \tag{20}
\]

where \(\hat{D}\) is \(\varepsilon\)-independent. How does \(\kappa_f^\varepsilon\) depend on \(\varepsilon\)? Since in the worst case \(f(-1) = f'(-1) = \cdots f^{(k)}(-1) = 0\) but \(f^{(k+1)}(-1) = 0\), then by Taylor expansion, \(\kappa_f^\varepsilon \approx \varepsilon^k\) for sufficiently small \(\varepsilon\).

By combining both upper bounds, we have that

\[
\|p_\mu - p_v\|_{L^1(\mathbb{R})} \lesssim \varepsilon^{-2k} \|f - g\|_{H^1(\Omega)} + \|r\|_\infty \varepsilon.
\]

This upper bound is minimized by equating its \(\varepsilon\) derivative to zero, which yields \(\|r\|_\infty \approx 2k\|f - g\|\varepsilon^{-2k-1}\). Hence, for sufficiently small \(\|f - g\|_{H^1}\) (i.e., for sufficiently large \(n\)), \(\|p_\mu - p_v\|_{L^1(\mathbb{R})} \lesssim \|f - g\|_{H^1(\Omega)}^{1/(2k+1)}\).

Finally, we reduce the general case where \(f'\) has finitely many nodal points \(\alpha_1, \ldots, \alpha_L\). In the integral \(\int_{f(-1)}^{f(1)} |p_\mu(y) - p_v(y)| \, dy\), we take out the intervals \(f((\alpha_j - \varepsilon, \alpha_j + \varepsilon))\) and treat them separately, as in (19). For \(y\) value outside these intervals, we claim that \(f'\) and \(g'\) have the same sign, for sufficiently large \(n\). We split the discussion into two cases. First, if \(f'\) changes its sign at \(\alpha_j\), then there are two points in the interval \((\alpha_j - \varepsilon, \alpha_j + \varepsilon)\) where \(f'\) is maximized and minimized. Taking \(n\) to be sufficiently large, then \(g'\) has to be positive and negative at these points, respectively, due to the pointwise \(C^1\) approximation (9). Therefore, \(g'\) must change its sign in between. It might be that \(g'\) changes its sign within this interval again, but outside of this interval, since \(f' > \kappa_f^\varepsilon > 0\), then \(g'\) has the same sign as \(f'\) there for sufficiently large \(n\). The second case is easier - if \(f\) does not change its sign at \(\alpha_j\), then outside the interval \(f' > \kappa_f^\varepsilon > 0\), and so by (9) \(g' > \kappa_f^\varepsilon/2 > 0\).
5 A transport-based convergence result for \( d = 1 \)

In this section, we present a different convergence result for the one-dimensional collocation gPC. This method of proof highlights the role that the "weaker" Wasserstein metric can play in understanding PDFs, and the potential such methods have for future works. The result only applied to the Gauss-Lobatto (GL), defined as the roots of \( p'_n(\alpha) \), the derivative of the Legendre polynomial of order \( n \), plus the endpoints \([-1, 1]\). The polynomial interpolant at GL quadrature points admits the same Sobolev approximation theory as stated in (4) for the Gauss-Legendre points, see [8] and [31, Chapter 10]. As we will see, the following result is restricted to the GL interpolant since the condition \( f(\pm 1) = g_n(\pm 1) \) guarantees that range \( f \) = range \( g_n \).

**Theorem 5** Let \( \Omega = [-1, 1] \). For any integer \( m \geq 1 \), and any function \( f \in W^{\sigma, 2}(\Omega) \) with \( \sigma \geq 2m + 4 \) and \( |f'| \geq \kappa_f > 0 \), let \( g_n \) be its polynomial interpolant at the GL quadrature points of order \( n \), and suppose the \( d_\varrho(\alpha) = r(\alpha)d\alpha \) where \( r \in W^{m, 1}(\Omega) \).

Then

\[
\| p_\mu - p_{\nu n} \|_{L^1(\mathbb{R})} \lesssim \| p_\mu \|^{\frac{1}{m+1}}_{W^{m,1}(A)} \| f \|^{\frac{1}{m+1}}_{W^{\sigma,2}(\Omega)} n^{-\frac{m}{m+1}}(\sigma - \frac{3}{6}),
\]

where \( A = \text{image}(f) \).

For analytic functions, both Theorems 2 and 5 guarantee faster than polynomial convergence. For functions \( f \in H^\sigma \setminus H^{\sigma-1} \), however, Theorem 2 guarantees slightly better convergence rates. Theorem 5 does improve on Theorem 2 in that it relaxes the demand \( r \in C^1 \) to \( r \in W^{m,1} \). But as noted, the importance of Theorem 5 is the method of its proof, which relies on the Wasserstein distance.

Given two probability measures \( \omega_1 \) and \( \omega_2 \) on \( \mathbb{R} \), the Wasserstein-1 distance is defined as\(^4\)

\[
\text{Wass}_1(\omega_1, \omega_2) := \inf_{\gamma \in \Gamma} \int_{\mathbb{R}^2} |x - y| \, d\gamma(x, y),
\]

where \( \Gamma \) is the set of all measures \( \gamma \) on \( \mathbb{R}^2 \) for which \( \omega_1 \) and \( \omega_2 \) are marginals, i.e., for any Borel \( B \subseteq \mathbb{R} \),

\[
\omega_1(B) = \int_{\mathbb{R} \times B} \gamma(x, y) \, dy, \quad \omega_2(B) = \int_{B \times \mathbb{R}} \gamma(x, y) \, dx.
\]

Since \( \omega_1(\mathbb{R}) = \omega_2(\mathbb{R}) = 1 \), a minimizer of (22) exists, and so \( \text{Wass}_1(\omega_1, \omega_2) \) is finite, and it is a metric [35, 44]. Intuitively, the Wasserstein distance is often referred to as the earth-mover’s distance; \( \text{Wass}_1(\omega_1, \omega_2) \) computes the minimal work (distance times force) by which one can transfer a mound of earth in the mold of \( \omega_1 \) to a one that is in the mold of \( \omega_2 \).

\(^4\) To avoid confusion - \( W^{k,p} \) denotes the Sobolev spaces of functions with \( k \) derivatives which are \( p \) integrable, and \( \text{Wass}_p \) denotes the Wasserstein-\( p \) distance (instead of the standard \( W_p \)).
How does the Wasserstein distance relate to the problem of densities? In general, \( \text{Wass}_1(\omega_1, \omega_2) \preceq \| p_{\omega_1} - p_{\omega_2} \|_{L^1(\mathbb{R})} \), but not the other way around [22]. This is why, in general, the Wasserstein distance induces a weaker topology on the space of probability measures than that induced by the \( L^1 \) distance between the PDFs. Moreover, the Wasserstein distance is even well-defined for singular measures, which do not have densities at all. A recent result due to Chae and Walker, however, shows that if the densities are sufficiently regular, the Wasserstein-1 metric bounds from above the \( L^1 \) distance between the densities.

**Theorem** (Chae and Walker [7]). Let \( \omega_1 \) and \( \omega_2 \) be two Borel measures on \( A \subseteq \mathbb{R} \) with PDFs \( p_{\omega_1}, p_{\omega_2} \in W^{m,1}(A) \) for some \( m \geq 1 \). Then

\[
\| p_{\omega_1} - p_{\omega_2} \|_{L^1(A)} \preceq \left( \| p_{\omega_1} \|_{W^{m,1}(A)} + \| p_{\omega_2} \|_{W^{m,1}(A)} \right) \frac{1}{m+1} \text{Wass}_1^{\frac{m}{m+1}}(\omega_1, \omega_2). \tag{23}
\]

As we will show in Lemma 6, one can verify under what conditions \( p_\mu \) and \( p_{v_n} \) are sufficiently regular. Therefore, to prove \( L^1(\mathbb{R}) \) convergence of \( p_{v_n} \) to \( p_\mu \), it is sufficient to prove the convergence of \( \text{Wass}_1(\mu, v_n) \). The weak convergence in the Wasserstein metric is known under much more general conditions:

**Theorem** ([32]). For any compact Borel set \( \Omega \subseteq \mathbb{R}^d \), and for every \( 1 \leq p, q < \infty \),

\[
\text{Wass}_p(\mu, v_n) \preceq \| f - g_n \|_{L^q(\Omega)}^\frac{q}{p} \| f - g_n \|_{L^\infty(\Omega)}^\frac{p}{q}, \tag{24}
\]

where the implicit constant depends only on \( \Omega \), \( p \), and \( q \).

**Proof of Theorem 5** To apply (23) to \( \mu \) and \( v_n \), we need to show that their densities are sufficiently regular. \( \square \)

**Lemma 6** Let \( m \geq 1 \) and let \( f \in W^{2m+4,2}(\Omega) \) with \( |f'(\alpha)| \geq \kappa_f > 0 \) for all \( \alpha \in I \), and denote \( A = \text{range}(f) \subseteq \mathbb{R} \). Then \( p_\mu \in W^{m,1}(A) \), \( p_{v_n} \in W^{m,1}(A) \) for sufficiently large \( n \), and

\[
\| p_{v_n} \|_{W^{m,1}(A)} \preceq \| p_\mu \|_{W^{m,1}(A)},
\]

where the implicit constant does not depend on \( n \).

**Proof of Lemma** We begin, for simplicity, with \( m = 1 \). By (5), if \( f \) is monotonic, formally,

\[
\frac{d}{dy} p_\mu(y) = -r(f^{-1}(y)) \frac{f''(f^{-1}(y))}{(f'(f^{-1}(y)))^3} + \frac{r'(f^{-1}(y))}{(f'(f^{-1}(y)))^2}. \tag{25}
\]

By Sobolev-Morrey embedding (10), \( f \in W^{6,2}(\Omega) \subseteq C^2(\Omega) \). Combined with the fact that \( |f'| > \kappa_f > 0 \), then \( \frac{d}{dy} p_\mu(y) \in W^{1,1}(\mathbb{R}) \). For \( g_n \), due to Lemma 3, \( |g_n''(\alpha)| > \kappa_f/2 > 0 \) on \( \Omega \) for all sufficiently large \( n \), and \( \| g_n'' \|_{\infty} \) is also uniformly bounded for all \( n \geq 1 \) (\( g_n \) is a polynomial, and therefore smooth). By the analog of (25) for \( v_n \) and
\[ g_n, \text{ we have that } p_{v_n} \in W^{1,1}(\mathbb{R}). \text{ Since } |g_n'\vert \text{ is uniformly bounded in terms of } f \text{ and its derivatives, } \|p_{v_n}\|_{W^{1,1}(\mathbb{R})} \lesssim \|p_\mu\|_{W^{1,1}(\mathbb{R})} \text{ for all sufficiently large } n. \text{ Here it is key that our domain is one-dimensional, that } g_n \text{ interpolates } f \text{ at the endpoints } \alpha = \pm 1, \text{ and that both functions are monotonic. These three facts ensure that } \\
\|A = \text{supp}(\mu) = \text{image}(f) = \text{image}(g_n) = \text{supp}(v_n).\]

Suppose otherwise that, without loss of generality, \( f(\alpha) \geq \max g_n(\alpha) = y_*. \) In this case \( p_{v_n} \) would generically have a step-like discontinuity at \( y_* \in A, \) and therefore \( p_{v_n} \notin W^{1,1}(A). \)

For a general \( m \geq 1, \) by direct differentiation one has that \( \frac{d^m}{dy^m} p_\mu(y) \) is a sum of rational functions where the numerators depend on \( f', \ldots, f^{(m+1)} \) and in \( r, \ldots, r^{(m)}, \) and the denominators are monomials in \( f'. \) One then generalizes Lemma 3 to show that adequately-high derivatives of \( g_n \) are uniformly bounded in \( n, \) which concludes the Lemma.

Lemma 5 implies that (23) is applicable in our settings, and that \((\|p_\mu\|_{W^{m,1}(A)} + \|p_{v_n}\|_{W^{m,1}(A)})^{1/m+1} \lesssim \|p_\mu\|_{W^{m,1}(A)}, \) where the upper bound depends only on \( f \) and its derivatives. Therefore

\[ \|p_\mu - p_{v_n}\|_{L^1(\mathbb{R})} = \|p_\mu - p_{v_n}\|_{L^1(A)} \lesssim \|p_\mu\|_{W^{m,1}(A)} \text{Wass}^{1/m+1}(\mu, v_n). \]  

(26)

Since \( \Omega \) is compact, (24) can be applied to \( \text{Wass}_1(\mu, v_n) \) such that (26) yields

\[ \|p_\mu - p_{v_n}\|_{L^1(\mathbb{R})} \lesssim \|p_\mu\|_{W^{m,1}(A)} \|f - g_n\|_{L^2(\Omega)}^{\frac{1}{2}} \|f - g_n\|_{L^\infty(\Omega)}^{\frac{1}{2}}. \]  

(27)

By the spectral \( L^2 \) convergence, \( \|f - g_n\|_{L^2} \lesssim W^{\sigma,2} n^{-\sigma}, \) see (4). To bound the \( L^\infty \) error, we use (10) in conjunction with (4) again, yielding \( \|f - g_n\|_{C^0} \lesssim \|f\|_{W^{\sigma,2} n^{-\sigma + 2}}. \) Applying both of these upper bounds to (27) then yields

\[ \|p_\mu - p_{v_n}\|_{L^1(\mathbb{R})} \lesssim \|p_\mu\|_{W^{m,1}(A)} \|f\|_{W^{\sigma,2}(\Omega)} \|f - g_n\|_{L^\infty(\Omega)} + \frac{m}{m+1} (\sigma - \frac{5}{6}), \]  

(27)

The following heuristic argument suggests that the condition \( |f'| > \kappa_f > 0 \) is necessary for the proof of Theorem 5. Let \( r \equiv 1/2 \) be the uniform density, and suppose without loss of generality that \( f \) is monotonic increasing, that \( f(0) = f'(0) = 0, \) and that by Taylor expansion \( f(\delta) = c\delta^k + o(\delta^k) \) for some integer \( k \geq 2 \) and \( |c| > 0 \) as \( \delta \to 0. \) Then \( f'(\delta) = k\epsilon^k + o(\delta^{k-1}) \) and by direct substitution into (25)

\[ \frac{d}{dy} p_\mu'(y) \sim y^{-2+1/k}, \quad y \to 0, \]

which is not integrable in any neighborhood of \( y = 0. \) Hence, \( p_\mu \notin W^{k,1}(A) \) for any \( k \geq 1, \) and we cannot use (23).
Fig. 1 PDF approximation for $\mu = f_2 \varphi$ where $f(\alpha) = \sin(20\alpha)$ and $\varphi$ is the uniform probability measure on $[-1, 1]$. a $f(\alpha)$. b $p_\mu$ (solid, black), $p_{\nu_{10}}$ (dots, red) and $p_{\nu_{50}}$ (dashes, blue), where $\nu_n = (g_n)_2 \varphi$ where $g_n$ is the gPC collocation approximation of order $n$. $p_\mu$ and $p_{\nu_{50}}$ are nearly indistinguishable. c $\|p_\mu - p_{\nu_n}\|_1$ as a function of $n$

6 Numerical experiments and open questions

We highlight some aspects of density-approximation using the gPC collocation method (3a), (3b) by numerical experiments on $\Omega = [-1, 1]$ where $d\varphi(\alpha) = 1/2 \ d\alpha$ is the uniform probability measure on $\Omega$. We first consider $f(\alpha) = \sin(20\alpha)$, see Fig. 1a. The approximation in $L^2(\Omega)$ and $H^1(\Omega)$ of $f$ by polynomials is quite standard: a small number of collocation points (conversely, a low-order polynomial) does not suffice to resolve the oscillations of $f$. Once $n$ is sufficiently large, since $f$ is analytic, we expect $g_n$ to converge to $f$ in $H^s(\Omega)$ exponentially fast, for every $s \geq 0$. For the PDF, we see that indeed $p_{\nu_{10}}$ approximates $p_\mu$ quite poorly, whereas $p_{\nu_{50}}$ is nearly indistinguishable from $p_\mu$; see Fig. 1b. Quantitatively, the $L^1(\mathbb{R})$ error between the PDFs follows the expected pattern - no convergence for $n \leq 30$, but then a sharp, exponential decay until machine-precision is reached; see Fig. 1c. Another interesting facet of this example is that since $f' = 0$ at several points, $p_\mu$ is singular at $\pm 1$, see (5). Theorem 2 therefore implies that $\|p_\mu - p_{\nu_n}\|_{L^1(\mathbb{R})} \lesssim \|f - g_n\|_{H^1(\Omega)}^{1/3}$ since $f'' \neq 0$ at the maximas and minimas, see (7). However, since $\|f - g_n\|_{H^1(\Omega)}$ decays exponentially with $n$, the effect of this loss of accuracy is hardly noticeable.

We repeat the same experiment in higher dimension, using the gPC interpolant on the Gauss-Legendre tensor-product quadrature points (using the Sparse Grid Matlab Kit [3]). First, for $d = 2$, we test $f(x, y) = \sin(10(x + y))$, for which we get similar behavior as we got for $d = 1$; compare Fig. 1c with Fig. 2a. Next, to observe “simpler” exponential convergence, we test in $d = 2$, 3 the functions $f(x, y) = \sin(x + y)$ and $f(x, y, z) = \sin(x + y + z)$, in Figs. 2b and c, respectively. Note that in all three figures the error convergence is plotted against $n$, the maximal polynomial degree, see
Fig. 2 $\|p_\mu - p_\nu\|_1$ as a function of $n$ in higher dimensions. (a) $f(x, y) = \sin(10(x + y))$. (b) $f(x, y) = \sin(x + y)$. (c) $f(x, y, z) = \sin(x + y + z)$

Fig. 3 Same as Fig. 1 for $f(\alpha) = |\alpha|^3$. In (c), a polynomial fit of $2.62n^{-1.44}$ is presented (dots, black)

e.g., (2). The computational cost, however, as represented by the number of grid point, hence the number of evaluations of $f$, scales is $(n + 1)^d$.

Our next two examples are of non-smooth functions. It is generally not advisable to approximate such functions with global polynomial methods such as gPC, and we do not promote this as a strategy in this work. Rather, we consider non-smooth functions to examine the sharpness and scope of our theory. In Fig. 3 we consider $f(\alpha) = |\alpha|^3$. This is case not covered by Theorem 2, as $f \in H^3(\Omega)$ but not in
Fig. 4 Same as Fig. 1 for $f(\alpha) = |\alpha - 0.5|$. In (c), a fit of $0.91n^{-0.78}$ is presented (dots, black).

$H^4(\Omega)$. Notwithstanding, we observe numerically that $\|p_\mu - p_\nu\|_{L^1(\mathbb{R})} \lesssim n^{-1.44}$, which is comparable to $\|f - g_n\|_{H^1(\Omega)}$ which by (4) converges as $n^{-1.5}$. Recall that the requirement in Theorem 2 that $f \in H^6$ stems from our use of Sobolev embedding in Lemma 3 to guarantee that $\|g_n\|_{C^2}$ is uniformly bounded in $n$. This boundedness is numerically satisfied in this example (results not shown), even though it is not guaranteed by our current theory.

Numerically, it seems that the $k$-dependence of the upper bound (7) might not be tight. Since $f'(0) = f''(0) = 0$, by applying (7) with $k = 2$ we expect that $\|p_\mu - p_\nu\|_{L^1(\mathbb{R})} \lesssim \|f - g_n\|_{H^1(\Omega)} \lesssim n^{-0.3}$, which is much slower than what we observe in practice. Finally, consider a third function, $f(\alpha) = |\alpha - 0.5|$, which is in $H^1(\Omega)$ but not in $H^2(\Omega)$, see Fig. 4. While it is certainly not good practice to approximate such non-smooth functions with global polynomials, it is interesting to see that even so, $\|p_\mu - p_\nu\|_{L^1(\mathbb{R})} \lesssim n^{-0.78}$. In comparison, since $f \notin H^2(\Omega)$, the theoretically-predicted $H^1(\Omega)$ convergence rate of $g_n$ to $f$ by (4) is slower than $-1/2$, but was computed to be roughly $-0.6$ (results not shown). That convergence is obtained implies that stronger mechanisms of PDF convergence at at play than what our current theory accounts for.

This work also lays the foundations to the study of pushforwards by sparse-grid representations, which are of great practical importance. A key impediment to approximation in the multidimensional case $d > 1$ is the so-called curse of dimensionality - the computational cost of constructing $g_n$ grows exponentially with the dimension $d$. For example, the collocation gPC on a tensor-grid of quadrature-points requires sampling $f$ at $n^d$ points, which becomes non-feasible already for relatively moderate dimensions. A common approach to this problem in $L^2$ approximation (which in the UQ context is equivalent to the approximation of moments) is by using sparse grid, which allow for superior orders of convergence [3, 5, 50, 51]. Applying our current
analytic approach to sparse grids would require a detailed analysis of the convergence of sparse quadratures in high-order Sobolev spaces.\textsuperscript{5} To the best of our knowledge, there are few relevant results in this direction, see [23] and the references therein. However, as Theorem 2 suggests for $d = 1$, it might be that a sharper result is possible in $d > 1$ as well. Such improvements of Theorem 1 might relax the dependence in high-order Sobolev norms to $H^1(\Omega)$ convergence, a widely studied and well understood topic [4, 5].
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