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Abstract

Machine learning algorithms have shown remarkable performance in diverse applications. However, it is still challenging to guarantee performance in distribution shifts when distributions of training and test datasets are different. There have been several approaches to improve the performance in distribution shift cases by learning invariant features across groups or domains. However, we observe that the previous works only learn invariant features partially. While the prior works focus on the limited invariant features, we first raise the importance of the sufficient invariant features. Since only training sets are given empirically, the learned partial invariant features from training sets might not be present in the test sets under distribution shift. Therefore, the performance improvement on distribution shifts might be limited. In this paper, we argue that learning sufficient invariant features from the training set is crucial for the distribution shift case. Concretely, we newly observe the connection between a) sufficient invariant features and b) flatness differences between groups or domains. Moreover, we propose a new algorithm, Adaptive Sharpness-aware Group Distributionally Robust Optimization (ASGDRO), to learn sufficient invariant features across domains or groups. ASGDRO learns sufficient invariant features by seeking common flat minima across all groups or domains. Therefore, ASGDRO improves the performance on diverse distribution shift cases. Besides, we provide a new simple dataset, Heterogeneous-CMNIST, to diagnose whether the various algorithms learn sufficient invariant features.

1 Introduction

Generally, machine learning algorithms assume that the training distribution and test distribution are drawn from the same distribution. Under this identically and independently distributed (IID) assumption, machine learning algorithms have shown significant performance improvements in diverse domains. However, in the real-world, this assumption does not hold, and distribution shifts, where the training and test distribution differ, occur frequently. In such scenarios, machine learning algorithms often exhibit significant deterioration of generalization performance on the shifted test distribution. Therefore, developing robust models that can handle the distribution shift is a key challenge in the field of machine learning [12, 19, 32, 39].
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One of the main difficulties of distribution shift is spurious correlation, which appears to describe the class well in the training distribution but fails to do so in the test distribution. The strong correlation between class and spurious features in the training set hinders the model from learning invariant features that describe their classes well and regardless of distribution shifts [2, 30]. In subpopulation shift [32, 39], for example, practitioners aim to achieve balanced generalization performance across groups, represented by combinations of class and attribute. Spurious features serve as shortcuts for learning specific groups that dominate the training set, leading to the underrepresentation of groups comprised of relatively few data points [19, 40]. Furthermore, spurious correlation can degrade the generalization performance for unseen domains. By learning common invariant features among multiple training domains, we can improve domain generalization performance. However, spurious correlations that exert a strong influence on specific domains disturb the learning of these domain-invariant features in domain shift settings [12, 11]. As a result, research in invariant learning has been pursued to remove spurious correlation, thereby enhancing the model robustness in various distribution shift scenarios [6, 20, 34, 17].

However, even if our model successfully eliminates spurious correlations, the failure to learn a diverse set of invariant features could undermine its ability to guarantee generalization performance in the test domain. (Section 4.1). Specifically, if the invariant features learned by the model are absent in the test domain, the model will struggle to make accurate predictions under distribution shifts. As illustrated in Figure 1 a model that has learned a spurious feature performs poorly on shifted test samples. Despite using invariant learning algorithms to avoid learning spurious patterns, the model may still fail to capture a diverse set of features. For instance, a model that classifies ducks solely based on the shape of their webbed feet, yet fails to recognize a duck swimming in a pond as a duck. Therefore, building a robust model requires more than just eliminating spurious correlations; it also necessitates the learning of sufficiently diverse invariant features. We refer to this approach as Sufficient Invariant Learning (SIL). Through SIL, we aim to train a model that is more robust to distribution shifts and guarantees enhanced generalization performance (Section 4).

One of the principal methods to improve generalization performance is to consider flatness. In IID setting, algorithms that take flatness into account have recently demonstrated superior performance in various tasks [10, 21, 16]. However, research considering flatness and its mechanism when spurious correlation exists is limited, and so far, it has been focused only on the domain shift situation [35, 42]. In this paper, we present for the first time that considering flatness in distribution shift scenarios enables the model to learn a sufficiently diverse set of invariant features (Section 3.1). Additionally, we argue that flatness is essential to lower the generalization gap in general distribution shift situations, not just in domain shifts but also in subpopulation shifts, where strong spurious correlations significantly corrupt the generalization performance of the conventional Empirical Risk Minimization (ERM) algorithm. To this end, we propose Adaptive Sharpness-aware Group Distributionally Robust Optimization (ASGDRO), which consistently achieves improved generalization performance in diverse distribution shifts scenarios by identifying the common flat minima for SIL (Section 3.2). We summarize our contributions as follows:

- **We propose the necessity of SIL under distribution shift for the first time.** Additionally, we argue that it is essential to find common flat minima across different groups or domains to achieve SIL.
- **We propose ASGDRO, a SIL algorithm, designed to identify common flat minima.** Moreover, we introduce a new dataset, Heterogeneous-CMNIST (H-CMNIST), which incorporates multiple invariant features along with spurious correlation, to demonstrate that ASGDRO is capable of learning a sufficiently diverse set of invariant features, unlike other invariant learning algorithms.
- **We show the superior performance of ASGDRO across diverse distribution shifts.** Using Grad-CAM and Hessian analysis, we show that ASGDRO achieves SIL and finds common flat minima.
2 Relate Works

2.1 Invariant Learning for Distribution Shift

The standard approach to modern deep learning is Empirical Risk Minimization (ERM) [35], which minimizes the average training loss. However, ERM may not guarantee robustness in distribution shifts. To improve the generalization performance in distribution shift, Group Distributionally Robust Optimization (GDRO) minimizes worst-group loss for each step to alleviate learning spurious correlation [30]. Meanwhile, some studies utilize loss gradient for invariant learning. For example, Invariant Risk Minimization (IRM) minimizes the gradient norm of the fixed classifier across domains [2, 1]. Some research matches the loss gradient for each domain in order to find common invariant features [34, 29]. On the other hand, it is also possible to learn invariant features by conducting additional learning using re-weighting [25, 17], performing data augmentation through domain-specific mix-up [40]. However, such invariant learning algorithms may not guarantee sufficient invariant learning, and it is difficult to improve generalization performance. [12] shows that ERM achieves comparable domain generalization performance with other invariant learning algorithms under fair experimental conditions. In this paper, we demonstrate the necessity of learning invariant features sufficiently by showing the effective generalization performance of ASGDRO.

2.2 Flatness and Generalization

Many studies argue that finding flat minima is related to improving generalization performance [18, 28]. Based on this association, various algorithms have emerged to find flat minima. Sharpness-aware Minimization (SAM) finds flat minima by minimizing the maximum training loss of neighborhood within $\rho$ radius on the parameter space [10]. Moreover, Adaptive SAM (ASAM) introduces the normalization operator to get a better correlation between flatness and generalization performance by avoiding the scale symmetries between the layers [21]. Stochastic Weight Averaging (SWA) also can reach the flat minima by averaging the weight repeatedly [16]. Research considering flatness in domain shift setting is also becoming a recent study [5, 42]. To the best of our knowledge, however, there is no research aimed at connecting flatness with a more general distribution shift situation, including subpopulation shift. It is also important for the model to perform robustly in the real-world, where various distribution shifts coexist in a complex manner with spurious correlation [19]. Therefore, we explain the relationship between flatness and SIL, demonstrating its efficacy across various distribution shifts.

3 Methodology

3.1 Flatness for Sufficient Invariant Learning

Before describing our methodology, we detail the necessity of flatness for SIL. GDRO is one of the representative invariant learning methods, and it minimizes the maximum loss across groups or domain:

$$L_{GDRO}(\theta) = \max_{g \in G} L_{g}^S(\theta) = \max_{g \in G} \mathbb{E}_{(x_g, y_g) \sim \hat{P}_{g}} l(\theta)$$

where $\hat{P}_{g}$ stands for a group distribution in training set, $L_{g}$ stands for ERM loss and $G$ refers to the set of group indices. GDRO successfully removes spurious correlation and learns invariant features [30]. However, after learning part of the invariant features, GDRO can fully minimize the training loss sufficiently by learning only the limited invariant features. To demonstrate this, we conduct a toy example. First, we assume that we know two parameters, $\theta_{inv}^1$ and $\theta_{inv}^2$, in parameter space. Each parameter corresponds to a different invariant feature. That is, as we adjust $\theta_{inv}$, the extent of corresponding invariant features used by the model for prediction changes. If the model successfully learns an invariant feature, it will have better generalization performance for that feature. In other words, for a well-learned invariant feature, the corresponding parameter $\theta_{inv}$ will have sufficiently low loss and flat minima [18, 16, 10].

---

1 In this paper, the terms 'group' and 'domain' will be used interchangeably.
In this paper, we propose ASGDRO, a methodology that considers flatness for SIL. We also assume that the loss surface of each group follows a Gaussian function of $\theta$ when measuring flatness in ASGDRO.

(b-1) and (b-2) show that when one direction, $f^T \Sigma^{-1} f$, of Group 2 is sharp, GDRO still converges, but ASGDRO does not have any optimal point due to the sharpness of $\theta^{inv}$. However, in (c-1) and (c-2) when both invariant directions of Group 2 as well as Group 1 are flat, ASGDRO has an optimal point and prefers to converge. That is, ASGDRO learns sufficient invariant features.

In a space composed of $\theta^{inv}$ and $\theta_2^{inv}$, we aim to define the loss surface of each group. As a result, we also assume that the loss surface of each group follows a Gaussian function of $\theta^{inv}$ and $\theta_2^{inv}$:

$$f(\theta) = \frac{1}{2 \pi \sqrt{|\Sigma|}} \exp \left( -\frac{1}{2} (\theta - \mu)^T \Sigma^{-1} (\theta - \mu) \right)$$

where $\theta = \begin{bmatrix} \theta^{inv} \\ \theta_2^{inv} \end{bmatrix}$, $\mu = \begin{bmatrix} \mu_1 \\ \mu_2 \end{bmatrix}$, $\Sigma = \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix}$.

To make the value greater than 0, we subtract $f(\theta)$ from its maximum value. As a result, we can define the loss surface corresponding to the two groups, each with a minimum value of 0, as follows:

$$L_{Group1}(\theta) = \max_\theta f(\theta; \mu^{(1)}, \Sigma^{(1)}) - f(\theta; \mu^{(1)}, \Sigma^{(1)})$$

$$L_{Group2}(\theta) = \max_\theta f(\theta; \mu^{(2)}, \Sigma^{(2)}) - f(\theta; \mu^{(2)}, \Sigma^{(2)})$$

Now we can create sharp or flat minima in a specific direction by adjusting the covariance matrix $\Sigma^{(i)}$.

In this example, we consider a fixed situation where both Group 1 and Group 2 have flat minima with respect to $\theta^{inv}$. When Group 1 always has flat minima with respect to $\theta^{inv}$, our goal is to observe how the loss, $L_{obj}$, corresponding to each objective function, changes depending on whether Group 2 has sharp or flat minima with respect to $\theta_2^{inv}$ (a-1 and a-2 in Figure 2). The parameters that we use to generate the toy examples in Figure 2 are as follows:

(a-1) Group 1: $\mu = \begin{bmatrix} -2.0 \\ 0.0 \end{bmatrix}$, $\Sigma = \begin{bmatrix} 1.5 & 0.0 \\ 0.0 & 0.2 \end{bmatrix}$, Group 2: $\mu = \begin{bmatrix} 2.0 \\ 0.0 \end{bmatrix}$, $\Sigma = \begin{bmatrix} 1.5 & 0.0 \\ 0.0 & 0.05 \end{bmatrix}$

(a-2) Group 1: $\mu = \begin{bmatrix} -2.0 \\ 0.0 \end{bmatrix}$, $\Sigma = \begin{bmatrix} 1.5 & 0.0 \\ 0.0 & 2.0 \end{bmatrix}$, Group 2: $\mu = \begin{bmatrix} 2.0 \\ 0.0 \end{bmatrix}$, $\Sigma = \begin{bmatrix} 1.5 & 0.0 \\ 0.0 & 2.0 \end{bmatrix}$.

For simplicity, we assume that the numbers of data points in the two groups are the same. For each parameter in the loss surface, we get the loss of ERM and GDRO as follows:

$$L_{ERM} = \left( L_{Group1}(\theta) + L_{Group2}(\theta) \right) / 2$$

$$L_{GDRO} = \max \left\{ L_{Group1}(\theta), L_{Group2}(\theta) \right\}$$

ASGDRO we propose in this paper is a methodology that considers flatness for SIL, and it can work as follows in this toy example in a simple way:

$$L_{ASGDRO} = \max \left\{ L_{Group1}(\theta + \epsilon^*), L_{Group2}(\theta + \epsilon^*) \right\}$$

where $\epsilon^* = \arg\max_{|\epsilon| \leq \rho} L_{ERM}(\theta + \epsilon)$

and $\rho$ stands for the radius, or neighborhood size in the parameter space. The maximum value of the group loss among the groups at the parameter where the ERM loss is greatest within a circle with radius $\rho$ is taken as the loss of ASGDRO. We use $\rho = 0.6$ in this example.
We can evaluate the loss surface in each direction in the parameter space through these objective functions (second and third columns of Figure 2). The situation where the loss surface of Group 2 is sharp for \( \theta^\text{inv}_1 \) (first row of Figure 2) can be considered as a situation where the invariant feature corresponding to \( \theta^\text{inv}_1 \) has not been sufficiently learned because the sharp minima cannot guarantee generalization performance \([13][16][10]\). However, GDRO, which has no regularization for flatness, only considers the loss at the current parameter and does not take into account the loss values at the neighborhood parameters. As a result, It may converge to a local minimum that learns limited invariant features, thus it cannot guarantee SIL. On the other hand, ASGDRO, which considers the loss of the neighborhood parameters, does not prefer parameters where \( \theta^\text{inv}_1 \) is sharp.

When the loss surface of Group 2 is flat for \( \theta^\text{inv}_1 \) (second row in Figure 2), we can say that the model performs SIL. GDRO, however, has the same loss at the optimal point in this situation as in the previous case, meaning that GDRO does not specifically regularize the model to perform SIL. On the other hand, ASGDRO has an optimal parameter point when \( \theta^\text{inv}_1 \) is flat, unlike before, and through this, we can say that flatness can regularize the model to sufficiently learn various invariant features. As a result, considering flatness, we can perform SIL and make more robust predictions in distribution shift settings, utilizing the multiple invariant features.

### 3.2 Adaptive Sharpness-aware Group Distributionally Robust Optimization

In the previous toy example, we demonstrated the relationship between flatness and SIL. We use the perturbation \( \epsilon \) proposed in SAM \([10]\) for the SIL algorithm that considers flatness.

\[
L_{\text{SAM}} = \max_{||\epsilon|| \leq \rho} L_S(\theta + \epsilon),
\]

where \( \epsilon \) stands for the random vectors whose \( \ell_2 \)-norm are smaller than or equal to \( \rho \). To find the adversarial perturbation \( \epsilon^* \), which is the approximation of the direction for the maximum loss in perturbation set \( \{ \theta + \epsilon \mid \rho \geq ||\epsilon|| \} \), we use ERM loss, \( L_S(\theta) \). Fixing \( \epsilon^* \) across groups using \( L_S \), we will find the group-invariant adversarial perturbation. That is, the approach to finding \( \epsilon^* \) in our method shares the same step with SAM. Therefore, the adversarial perturbation is:

\[
\epsilon^* = \arg\max_{||\epsilon|| \leq \rho} L_S(\theta + \epsilon) = \rho \frac{\nabla_\theta L_S(\theta_1)}{||\nabla_\theta L_S(\theta_1)||} \quad \text{where} \quad L_S(\theta) = \mathbb{E}_{(x, y) \sim P}(l(\theta; (x, y))).
\]

where \( P \) stands for the distribution of the total training set. After ascending the parameter by adding \( \epsilon^* \), we get the group losses at the perturbed parameters and select the maximum group loss across groups. Therefore, our objective function is as follows:

\[
\min_{\theta} \max_{g \in G} L_{\theta}^g(\theta + \epsilon^*).
\]

Note that the adversarial perturbation \( \epsilon^* \) is independent of the group information and the effects of fixed \( \epsilon^* \) will be explained in Section 3.3.

We aim to achieve SIL through common flat minima across groups. However, in fact, the flat minima obtained through the adversarial perturbation of Equation 1 may not have a complete correlation with generalization performance due to the symmetries of the model \([8]\). This risk can be more fatal in the case of our current methodology, which aims to learn relatively underrepresented invariant features in the situation of distribution shift. Therefore, we increase the correlation between flatness and generalization performance \([18][16][10]\). However, GDRO, which has no regularization for flatness, only considers the loss at the neighborhood parameters. As a result, It may converge to a local minimum that learns limited invariant features, thus it cannot guarantee SIL.

In equation 2, \( T_{\theta_1} \) is the element-wise or filter-wise normalization operator to correct the scale symmetries in a model. Finally, we update our model parameter from the original parameter:

\[
\theta_{t+1} = \theta_t - \eta \nabla_\theta L_{\theta_t}^g(\theta_t + \epsilon^*),
\]

where \( g^* \) denotes the worst group which has the maximum group loss on the adversarial parameter.
1. To make this more stable, it is important to find a fixed adversarial perturbation with the gradient

\[ \lambda \]

white box position (BP). Unlike Colored MNIST (CMNIST) [2], there is no injection of label noise.

Algorithm 1 ASGDRO

**Input:** Training dataset \( S = \{(x_i, y_i, g_i)\} \), Neighborhood radius \( \rho > 0 \), Learning rate \( \eta > 0 \), Robust step size \( \gamma > 0 \), The number of groups \( |G| \)

1. Initialization: \( \theta_0; \lambda_g^0 = 1/|G|; g = 1 \ldots |G| \);
2. for \( t = 1, 2, 3, \ldots \) do
   3. Compute training loss \( L_S(\theta_t) \);
   4. Compute \( \epsilon^*_g = \rho \frac{\nabla L_S(\theta_t)}{\|\nabla L_S(\theta_t)\|} \);
   5. Gradient ascent: \( \theta^*_g = \theta_t + \epsilon^*_g \);
   6. Find each group loss \( L^g_S(\theta^*_g) \);
   7. Compute \( \lambda^t_g = \lambda^t_{g-1} \exp(\gamma L^g_S(\theta^*_g)) \) respectively;
   8. Update \( \lambda^t_g = \lambda^t_g/\sum_g \lambda^t_g \);
   9. Compute \( L_{ASGDRO}(\theta_t) = \sum_g \lambda^t_g L^g_S(\theta^*_g) \);
10. Compute \( \nabla L_{ASGDRO}(\theta_t) = \sum_g \lambda^t_g \nabla L^g_S(\theta^*_g) |\theta^*_g\); 
11. Return to \( \theta_t \);
12. Update the parameters: \( \theta_{t+1} = \theta_t - \eta \nabla L_{ASGDRO}(\theta_t) \);
13. end for

3.3 Improved ASGDRO and Implementation

However, performing optimization with only selecting and minimizing the worst group causes the
instability of convergence [30]. ASGDRO can also suffer from such instability. As a result, similar
to GDRO, we adopt alternative gradient-based optimization algorithms. We can change ASGDRO
objective into the form of linear interpolation and update their coefficients:

\[ L_{ASGDRO}(\theta) = \max_{g \in G} L^g_S(\theta + \epsilon^*_g) = \max_{\sum_g \lambda_g = 1, \lambda_g \geq 0} \sum_g \lambda_g L^g_S(\theta + \epsilon^*_g), \]

where \( \lambda_g \) is the weight imposed on each group loss updated at every step (Algorithm [1].

It is worth noting that we still find \( \epsilon^*_g \) using ERM loss for the training set regardless of the group
information. If we use the group-specific adversarial perturbation \( \epsilon^*_g \), we have the following equation:

\[ \max_{\sum_g \lambda_g = 1, \lambda_g \geq 0} \sum_g \lambda_g L^g_S(\theta + \epsilon^*_g). \]

This means that the position of the adversarial perturbation is different for each group. However,
SAM is influenced by the size of the loss when comparing the flatness of two or more minima [44].
Especially since we are assuming distribution shift, there can be significantly different loss values
for each group, and the instability of the flatness indicator increases. Incorrectly measured group
flatness can overestimate or underestimate the coefficient \( \lambda_g \) as we can see in lines 7-9 of Algorithm
[4]. To make this more stable, it is important to find a fixed adversarial perturbation with the gradient
obtained by the average loss, even in the situation of distribution shift, and to evaluate the flatness.

4 Results

4.1 ASGDRO Learns Sufficient Invariant Features

By finding the common flat minima, ASGDRO can learn sufficient invariant features. To demonstrate
this, we propose Heterogeneous-CMNIST (H-CMNIST), a new dataset designed to evaluate whether
the model learns sufficient invariant representation (Figure [3]). More concretely, evaluating the model
on H-CMNIST is to check whether the remaining invariant feature is additionally learned by the
algorithm, assuming that the model has already learned one invariant feature.

H-CMNIST includes two invariant features, the color and shape of digits, and one spurious feature, the
white box position (BP). Unlike Colored MNIST (CMNIST) [2], there is no injection of label noise.
Each class has its own color and shape, so these features act as invariant features. BP consists of two
attributes, Top Left and Bottom Right. This simplifies the typical situations where spurious features
occur [30] [7]. Specifically, in the training set, 95% of the samples with Top Left BP belong to class 0,
Figure 3: Overview of H-CMNIST. There are three kinds of features, color and shape for invariant features and box position for spurious feature. The ratio of the spurious feature is flipped between the train and test set. The test set consists of two testbeds, one for evaluating whether learning invariant features and the other for evaluating whether sufficient invariant features.

### Table 1: Results of H-CMNIST

|                | TestBed 1 | TestBed 2 |                |
|----------------|-----------|-----------|----------------|
|                | Spu & Inv | Inv       | Spu & Shape    |
| ERM            | 97.11 ± 3.44 | 98.75 ± 1.19 | 34.64 ± 9.90  |
| ASAM           | 98.57 ± 1.21 | 98.12 ± 1.74 | 34.78 ± 8.41  |
| GDRO           | 99.95 ± 0.07 | 99.92 ± 0.08 | 57.53 ± 2.11  |
| ASGDRO         | 99.88 ± 0.11 | 99.83 ± 0.12 | 68.82 ± 5.07  |

Table 1 shows the results of H-CMNIST. H-CMNIST consists of two testbeds. TestBed 1 shows which representation the model primarily learned between spurious and invariant features. TestBed 2, on the other hand, check which model learn sufficient invariant feature, that is, not only color but also shape by evaluating the model when only the shape is given for the invariant feature.

While only 5% belong to class 1. Conversely, 95% of the samples with Bottom Right BP are in class 1, with only 5% in class 0. Using this training set, we train various algorithms and evaluate their performance on multiple test sets. In all test sets, the ratio of BP is reversed compared to the training set: 95% of the samples with Bottom Right BP and 5% with Top Left BP are in class 0, and 95% with Top Left BP and 5% with Bottom Right BP are in class 1. As a result, models that strongly learn spurious correlations perform poorly on the test set. We construct two tests. TestBed 1 examines the performance differences based on the presence or absence of the spurious feature BP when both invariant features, color and shape, coexist. TestBed 2 observes the performance differences due to the spurious feature when only the invariant feature of shape is present. In other words, we create scenarios where some of the invariant features present in the training set are absent in the test set. For more details of the experiment setting, refer to Appendix B.

Table 1 shows the results of H-CMNIST. First, we conduct TestBed 1, which is to evaluate whether the model learns successfully invariant features, color or shape, when an existing spurious feature, BP. All baseline models, including ASGDRO, successfully learn invariant features despite the existence of spurious features and the performance does not change significantly depending on the presence or absence of spurious features. In other words, every model successfully captures at least one of the invariant features. Additionally, the successful learning of invariant features in all algorithms, despite the presence of spurious features, indicates that invariant correlation is acting more strongly than spurious correlation. This reflects well the situation where we have assumed that invariant learning has already been successfully performed in H-CMNIST.

However, the results from Testbed 1 do not guarantee SIL. When conducting tests on Testbed 2, where we exclude the color invariant feature, both ERM and ASAM show significant performance differences depending on the presence of spurious features. With the results of two Testbeds, we can say that ERM and ASAM only learn color invariant feature successfully but they fail to capture additional invariant features, shape, beating the spurious correlation for prediction. This means that successfully removing spurious correlation to create a so-called robust model does not guarantee that it has learned sufficiently diverse invariant features. Therefore, it is important to learn sufficient invariant representation for the robustness of the model.

Existing invariant learning algorithms also struggle to learn additional invariant features. GDRO exhibits robustness to spurious correlations for prediction using shape features compared to ERM and ASAM in Testbed 2. However, when only the shape feature is provided, GDRO shows only marginal improvement. We can infer that this is because of its prior learning of color invariant feature, as we also mentioned in Section 3.1. However, ASGDRO not only eliminates spurious correlations but also exhibits more successful prediction with respect to shape, compared to other baselines. ASGDRO optimizes the model to learn invariant features considering their flatness; therefore, it can achieve SIL even on distribution shift settings. In other words, by pursuing the common flat minima, one can prevent the learning of limited invariant features and ensure the learning of sufficiently diverse invariant features.
We conduct experiments for subpopulation shift with diverse datasets, CMNIST [2], Waterbirds [30], ASGDRO learn sufficient invariant features. with the experiments in H-CMNIST, provide support for our claim that flatness can make SIL and well across different groups. As a result, the results from the subpopulation shift experiment, along which is the most similar algorithm with ASGDRO, except Waterbirds. It means that ASGDRO consistently shows superior performance on worst group accuracy. Besides, ASGDRO also shows the best average performance on CMNIST and comparable performance on all dataset. † denotes the performance reported from [40] [25].

Table 2: Subpopulation Shift. ASGDRO shows the best worst-group performance by learning invariant features. ASGDRO shows comparable performance with the best algorithms among the baselines. Moreover, ASGDRO decreases the gap between the average accuracy and the worst group accuracy compared with GDRO which is the most similar algorithm with ASGDRO, except Waterbirds. It means that ASGDRO effectively removed the spurious correlation while learning the diverse invariant feature that can work well across different groups. As a result, the results from the subpopulation shift experiment, along with the experiments in H-CMNIST, provide support for our claim that flatness can make SIL and ASGDRO learn sufficient invariant features.

4.2 Subpopulation Shift

We conduct experiments for subpopulation shift with diverse datasets, CMNIST [2], Waterbirds [30], CelebA [26], CivilComments [4] and Multi-NLI [38]. Detailed information about the dataset and hyperparameter tuning range can be found in the Appendix. The main purpose of the subpopulation shift task is to obtain the better worst group performance by learning invariant features. Unlike H-CMNIST, the spurious correlations act as stronger shortcuts in these datasets. As a result, the models cannot learn any invariant feature easily.

Table 3: Performance on DomainBed Accuracy on DomainBed test dataset. † denotes the performance reported in [15]. All experiments except † are conducted following the DomainBed experimental settings [12].

4.3 Domain Shifts: DomainBed Benchmark

In domain shift setting, the main purpose is to learn common invariant features among the diverse represented domains to generalize well on the unseen domain. We can improve the domain generalization performance by removing the spurious correlation for a specific domain and learning diverse common features. As ASGDRO finds the common flat minima and learns sufficient invariant features,
it also work well in domain shift. We conducted DomainBed benchmark [12], which is the most commonly used benchmark for evaluating domain generalization performance under a fair setting.

ASGDRO is a model-agnostic method and can be easily applied to various algorithms. Therefore, it can be readily combined with the state-of-the-art (SOTA) models and contribute to further performance enhancement. We apply ASGDRO with DPLCLIP [41] which performs the prompt tuning for domain generalization and is the SOTA model on OfficeHome dataset [36] in the transfer learning setting. Table 2 shows that ASGDRO shows better performance in all datasets compared to DPLCLIP. ASGDRO also achieved better performance compared to the algorithm that combined DPLCLIP and GDRO. This means that SIL, considering flatness, is also effective in the situation of domain shift. In Appendix D, we have detailed the experimental settings and reported the performance for each domain across various datasets.

4.4 Distribution Shifts in Real-world

Distribution shifts occur more frequently and in more complex forms in real-world. These complicated forms of distribution shift represent a significant challenge that machine learning algorithms should overcome to be effectively used in the real-world. Wilds Benchmark [19] is for evaluating models, including datasets not only under domain shift, Camelyon17 and RxRx1, and subpopulation shift, CivilComments, but also a combination of domain and subpopulation shift, Amazon and FMoW based on real-world data. We have already conducted the experiment for CivilComments which is in subpopulation shift (Section 4.2), we instead perform the experiment for MetaShift [24] as in [40]. Figure 4 shows the results of ASGDRO and GDRO on Wilds Benchmark and MetaShift dataset. ASGDRO shows better performances, compared to GDRO throughout all datasets consistently. This demonstrates that SIL is important for real-world datasets as well, and that finding common flat minima boosts the generalization performance of existing invariant learning algorithms like GDRO. In other words, even if some of the invariant features we have learned do not exist in the test domain, if the learned invariant feature set is diversely composed, it ensures more robust predictions for the real world. As a result, this leads to significant performance improvement compared to the invariant learning algorithm, GDRO, which only learns a limited subset of invariant features.

4.5 Visual Interpretation by Grad-CAM

We conduct Grad-CAM analysis [33] to verify whether the effect of learning sufficient invariant features is being properly applied on the ground-truth label. In Waterbirds, minority groups, landbird on water and waterbird on land, can be underrepresented by the spurious correlation as they have only a few samples. In Figure 5, ERM and ASAM use various invariant features for prediction for majority groups, landbird on land and waterbird on water, but fail to remove spurious correlation, so we can see that they also use the feature of background. However, for the minority groups, only a small part of the invariant features is observed to be used for prediction. In other words, the invariant features of the majority and minority groups are the same, but the areas of the image that the model focuses on differ greatly due to the differences in the spurious feature, the background. This shows that ERM and ASAM are not performing invariant learning.

GDRO successfully removes spurious correlation regardless of the group. However, it uses only part of the invariant features for prediction, as previously discussed in Section 3.1. On the other hand, ASGDRO focuses on various invariant features for prediction regardless of the group. That is, ASGDRO focuses on the overall invariant features of waterbird and landbird. Additionally, ASGDRO successfully excludes spurious features in their prediction. In other words, we can achieve sufficient
We demonstrate that ASGDRO can find the common flat minima. We use the eigenvalue of Hessian to quantitatively measure and compare the flatness of the model. In Table 4, ERM and ASAM have significantly sharper minima for the worst group compared to GDRO and ASGDRO due to the spurious correlation, although ASAM is designed to find flat minima. Compared to GDRO and other baselines, ASGDRO achieves the lowest eigenvalue on the first and second maximum eigenvalue for every group. In particular, ASGDRO shows a large decrease in eigenvalues for the worst groups compared to their baselines. Moreover, in Figure 6, while GDRO fails to find the common flat minima across all groups, ASGDRO finds parameters with similar flatness for all groups. Additionally, compared to GDRO, it ensures a flatter minima for each group. Therefore, we can conclude that ASGDRO can find the common flat minima successfully.

Table 4: **Hessian Analysis on Waterbirds Dataset.** We present the largest eigenvalue and second largest eigenvalue for the Hessian of each model. ERM and ASAM show significant sharpness, especially in the worst groups. GDRO also finds flat minima relative to ERM and ASAM, however, ASGDRO finds flatter minima for every group than GDRO. That is, ASGDRO finds better common flat minima compared with GDRO.

| Method  | Majority | Minority | Total | Method  | Majority | Minority | Total |
|---------|----------|----------|-------|---------|----------|----------|-------|
| ERM     | 990      | 4894     | 2265  | Majority | 166      | 511      | 709   |
| ASAM    | 972      | 5475     | 2624  | Minority | 178      | 524      | 647   |
| GDRO    | 131      | 447      | 353   | Majority | 118      | 346      | 129   |
| ASGDRO  | 107      | 342      | 279   | Minority | 98       | 274      | 105   |

Figure 6: **Hessian Analysis on CelebA Dataset.** ASGDRO successfully finds the common flat minima across all groups.

5 Conclusion

In this paper, we point out the importance of SIL, which ensures better generalization ability in distribution shift by learning the sufficiently diverse invariant features. Through the newly introduced H-CMNIST dataset, we demonstrate that existing invariant learning algorithms learn only the part of invariant features. This indicates that if the learned invariant feature does not exist in the test domain, it still fails to ensure generalization performance. Therefore, we highlight that the model should learn sufficiently diverse set of invariant features for robust prediction. We also show that considering flatness encourages SIL and propose ASGDRO to find common flat minima in distribution shift settings. ASGDRO shows consistent performance in various and complex forms of distribution shift situations. Additionally, through Hessian analysis, we qualitatively analyzed whether ASGDRO actually exhibits common flat minima, and ultimately demonstrated, through empirical results using GradCAM, that flatness encourages the ability to perform SIL.
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A Subpopulation Shifts: Datasets and Experimental Details

Figure 7: Datasets for Computer Vision Tasks: CMNIST, Waterbirds, CelebA In each dataset, each row represents the class and each column represents the spurious feature. The numbers written below the images represent the ratio or count of data belonging to each group in the training dataset, where each group consists of (Class, Spurious Feature) pairs.

In Table 2 of the main paper, we conducted our experiment for subpopulation shifts with five datasets; CMNIST [2], Waterbirds [30], CelebA [26], CivilComments [4], and Multi-NLI [38]. CMNIST, Waterbirds, and CelebA datasets correspond to computer vision tasks (Figure 7), while CivilComments and Multi-NLI pertain to natural language processing tasks. In this section, we will describe each dataset and provide experimental details. To implement this, we utilized the codes provided by [40] for all datasets except for Multi-NLI [25].

A.1 Colored MNIST (CMNIST)

In the CMNIST dataset provided by [2], we perform binary classification to predict which number corresponds to the shape of a given digit. Specifically, when the shape of the digit corresponds to a logit between 0 and 4, the class is assigned as 0, and when it falls between 5 and 9, the class is assigned as 1. However, unlike the original MNIST dataset [22], CMNIST introduces color as a spurious feature in the training set. When this spurious correlation becomes stronger than the invariant relationship between the class and the shape of the digit, a model trained without any regularization may be prone to relying on the spurious feature for predictions.

While [2] constructed two environments with different ratios of spurious features in the training set, [40] used a single environment to compose the training set. Our CMNIST dataset experiment follows the same setting as [40], where the dataset consists of four groups when considering combinations of “Shape of Logit” and “Color” as a single group. Concretely, Class 0 and Class 1 have similar numbers of data points, but the distribution of spurious feature differs between the two classes. Class 0 consists of 80% red logits and 20% green logits, while Class 1 has 80% green logits and 20% red logits. Furthermore, within each class, 25% of the data acts as label noise, having a logit shape that does not correspond to its class. Therefore, the spurious feature, color, forms a stronger correlation between classes compared to that of the invariant feature, the shape of logits.

The validation set was constructed with an equal number of datapoint per group. The worst-group accuracy, defined as the lowest accuracy among all the groups, was utilized to select the best model. For the test set, we assume a distribution of the spurious feature that is opposite to the training set. Specifically, for Class 0, 90% of the data has a red color, and 10% has a green color, while for Class 1, it is the opposite. This is done to assess whether the model relies on the spurious feature for predictions.

2https://github.com/huaxiuyao/LISA
3https://github.com/anniesch/jtt
A.2 Waterbirds

Waterbirds dataset, constructed by [30], is designed for the task of determining whether a bird belongs to the Landbird or Waterbird class. It consists of images of birds, from [37], as the invariant feature, while the spurious feature is the background, from [43], which can either be Water or Land background. Indeed, in the Waterbirds dataset, the groups are formed by the combination of “Bird” and “Background”. Specifically, the bird images corresponding to each class consist of more than 10 different species of birds. On the other hand, each background is composed of two categories obtained from [43]. As can be seen in Figure 7, the Landbird class predominantly has images with Land background, while the majority of images in the Waterbird class have Water background. Therefore, the spurious feature, background, may indeed form a strong spurious correlation with each class.

We follow the setting of previous research, [30, 40], for the validation and test processes as well. The best model is selected based on the highest worst-group accuracy on the validation set. Unlike the training set, the validation and test sets are designed to have an equal number of images for each group within each class. When reporting the average accuracy on the test dataset using the best model, we first compute the group accuracy for each group in the test set. Then, we calculate the weighted average of these accuracies using the group distribution from the training set. This approach is adopted to mitigate the uncertainty in estimating group accuracies, as the number of images belonging to the minority group in the Waterbird dataset is significantly smaller compared to other datasets [30].

A.3 CelebA

CelebA dataset by [26] is a collection of facial images of celebrities from around the world. It includes attribute values associated with each individual, such as hair color, and gender. In order to evaluate the effects of subpopulation shifts, [30] reformulated the CelebA dataset to align with the task of predicting whether the hair color is blond or not. In this case, the spurious feature is gender, and thus, the dataset is composed of four groups based on the combinations of hair color and gender. It can be observed from Figure 7 that images belonging to Class 0, corresponding to dark hair rather, are plentiful regardless of gender. However, for images in Class 1, which represent blond hair, the majority of them are distributed in the Female group. Therefore, gender can act as a spurious feature, and the goal of this task is to obtain a model that focuses solely on the invariant feature, hair color, rather than the face which may capture the characteristics of gender-related features.

The best model is selected based on the highest worst-group accuracy on the validation set. In this case, the validation set and test set have the same distribution of images per group as the training set. Therefore, the average test accuracy reflects this distribution accordingly.

A.4 CivilComments

The CivilComments dataset, [4], is a dataset that gathers comments from online platforms and is used for the task of classifying whether a given comment is toxic or not. We conduct the experiment on the CivilComments dataset, which has been reformulated by [19]. Each comment is labeled to indicate whether it mentions the presence of any word of the 8 demographic identities: Black, White, Christian, Muslim, other religions, Male and Female. Therefore, the CivilComments dataset consists of 16 groups, formed by the combination of toxic labels and the presence or absence of the 8 demographic identities in each comment. Each demographic identity can potentially act as a spurious feature. To prevent this, the goal of the task is to train the model to focus solely on the invariant feature of toxic labels and not rely on demographic identities as predictive factors.

However, in reality, unlike other datasets, each comment in the CivilComments dataset can mention more than one demographic identity. Considering all possible combinations of demographic identities for each comment and training the model on all these combinations would be inefficient. Therefore, we follow the learning approach proposed by [19]. Concretely, we only consider four groups based on whether the comment mentions toxicity and whether it mentions the demographic identity of being “Black”, without considering other demographic identities. We train the model using these four groups. However, during the validation and test, we evaluate the model’s performance individually for all 16 groups and record the lowest accuracy among the group accuracies as the worst-group accuracy. The Best model is selected based on this worst-group accuracy.
A.5 Multi-NLI

Multi-NLI [38] is a task for classifying the entailment, neutrality, or contradiction between two sentences. According to [30], in the Multi-NLI dataset, the spurious feature is the negation word. Specifically, negation words, such as “No”, “Never”, “Nobody”, and “Nothing”, have a spurious correlation with the contradiction relationship between two sentences. This is the result of collecting more sentence examples with a contradiction relationship that includes negation words during the data collection process [25]. Therefore, we can obtain group accuracy for 6 groups based on the relationship between sentences and the presence of negation words. Our goal is to achieve the model with better worst-group accuracy. The training set, validation set, and test set all have the same group distribution. We select the best model based on the best worst-group accuracy on the validation set.

A.6 Experimental Details

We practically utilized the code provided in the PyTorch version of AdamW [27] with clipping the gradient only for the second step. ASAM and ASGDRO and the other performances for other baselines are reported performances from [30] with better worst-group accuracy. The training set, validation set, and test set all have the same group (Section 3.3 in [30] for details), except for CMNIST and Multi-NLI. In CMNIST, Waterbirds and CelebA datasets are presented. In Figure 8 and 9, the red-colored-name features represent invariant features in the respective task, while the green-colored-name features represent spurious features. In the Grad-CAM images, the pixels that each model focuses on to predict the ground-truth label are highlighted closer to the red color in the image.

B Heterogeneous-CMNIST (H-CMNIST): Experimental Details

In H-CMNIST experiments (Section 4.1 of the main paper), we use ResNet18 [14] with SGD. We also conduct reweighted sampling when the algorithm setting can use the group information, i.e., GDRO [30] and ASGDRO. For hyperparameter tuning, we perform grid search over learning rate, \{10^{-3}, 10^{-4}\}, and L2-regularization, \{10^{-4}, 10^{-1}\}. We train our model with SGD over 300 epochs. For Waterbirds, we perform the grid search over the batch size, \{16, 64\}, the learning rate, \{10^{-3}, 10^{-4}, 10^{-5}\}, and L2-regularization, \{10^{-4}, 10^{-1}\}. We train our model with SGD over 300 epochs. We also conduct grid search over the batch size, \{16, 128\}, the learning rate, \{10^{-4}, 10^{-5}\}, and L2-regularization, \{10^{-4}, 10^{-2}, 1\} for CelebA, training with SGD over 50 epochs. We referenced [40, 25] for this range of hyperparameter search. For CivilComments, we use DistilBERT [31] model. We followed the hyperparameter search range provided in [19]. For optimizer, we use AdamW [27] with \{0.05, 0.2, 0.5, 0.8\} for all datasets. We evaluated the model using three random seeds and reported the average performance. For GDRO-related hyperparameters, we fix robust step size \(\gamma\) in Algorithm 1 of the main paper, as 0.01. In addition, we use the same range for adjusted-group coefficient \(C\), \{0, 1, 2, 3\} (Section 3.3 in [30] for details), except for CMNIST and Multi-NLI. In CMNIST, Waterbirds and CelebA datasets, we utilize ResNet50 [14] models. The same hyperparameter ranges were applied ASAM and ASGDRO and the other performances for other baselines are reported performances from [25, 40, 13].

In CMNIST, we have the same hyperparameter search range as [40] by default: batch size 16, learning rate \(10^{-3}\), L2-regularization \(10^{-4}\) with SGD over 300 epochs. For Waterbirds, we perform the grid search over the batch size, \{16, 64\}, the learning rate, \{10^{-3}, 10^{-4}, 10^{-5}\}, and L2-regularization, \{10^{-4}, 10^{-1}\}. We train our model with SGD over 300 epochs. We also conduct grid search over the batch size, \{16, 128\}, the learning rate, \{10^{-4}, 10^{-5}\}, and L2-regularization, \{10^{-4}, 10^{-2}, 1\} for CelebA, training with SGD over 50 epochs. We referenced [40, 25] for this range of hyperparameter search. For CivilComments, we use DistilBERT [31] model. We followed the hyperparameter search range provided in [19]. For optimizer, we use AdamW [27] with \{0.05, 0.2, 0.5, 0.8\} for L2-regularization. We find the optimal learning rate among \{10^{-6}, 2 \times 10^{-6}, 10^{-5}, 2 \times 10^{-5}\}. We train up to 5 epochs with batch size 16. The gradient clipping was applied only during the second step, which is the actual update step, in the SAM-based algorithm [10]. The hyperparameter tuning range for Multi-NLI follows the setting of [25], except for the hyperparameter \(\rho\). We train our model during 5 epochs and with an initial learning rate of \(2 \times 10^{-5}\), batch size 32. We set the tokenization and dropout to its default value. We also do not use L2-regularization and adjusted-group coefficient \(C\). We use AdamW [27] with clipping the gradient only for the second step.

C Grad-CAM Analysis

In this section, as an extension of Section 4.5 of the main paper, additional Grad-CAM [33] results on the Waterbirds and CelebA datasets are presented. In Figure 8 and 9, the red-colored-name features represent invariant features in the respective task, while the green-colored-name features represent spurious features. In the Grad-CAM images, the pixels that each model focuses on to predict the ground-truth label are highlighted closer to the red color in the image.

---

https://github.com/huaxiuyao/LISA, https://github.com/davda54/sam
ERM [35] and ASAM [21] are regularization-free algorithms that do not specifically encourage models to focus on invariant features, and this is reflected in the Grad-CAM results. Specifically, when observing Group 0 and Group 3 of Waterbirds, which can strongly form the correlation between class and spurious, as well as Group 0, 1, and 2 of CelebA, in most cases, the results show a strong focus on both spurious and invariant features simultaneously or solely on spurious features. For some images, particularly between CelebA dataset’s Group 0 and 1 where there are no minority groups within a class, there is some degree of focus on invariant features. However, these images still contain a significant amount of unnecessary pixels such as the background. Conversely, in minority groups such as Group 1 and 2 in Waterbirds or Group 3 in CelebA, there is a predominant focus on invariant features to predict the ground-truth label. However, this focus is limited to only a subset of the overall invariant features and still include some spurious features.

In algorithms specifically designed to learn invariant features like GDRO [30], LISA [40], and ASGDRO (Ours), the Grad-CAM results exhibit different patterns compared to ERM and ASAM. In most of the results for the three algorithms, the models demonstrate a reasonable focus on invariant features. Compared with ERM and ASAM, there are significant reductions in the extent to which they focus on spurious features. However, GDRO and LISA still concentrate only on a part of invariant features. Additionally, in some cases, they may exhibit a greater focus on spurious features than on the subset of invariant features. It is also frequently observed that they still heavily include spurious features or solely focus on spurious features when dealing with majority groups such as Group 1 and 3 in Waterbirds or Group 0, 1, and 2 in CelebA. As we can see from the results of Group 1, and 2 in Waterbirds or Group 3 in CelebA, we can observe that the models’ low ability to fully concentrate on invariant features is affected by the performance of models that still exhibit a focus on spurious features. This observation highlights the impact of the models’ performance on their ability to completely focus on invariant features.

In contrast to other baselines, ASGDRO demonstrates a stronger focus on invariant features. As a result, Grad-CAM analysis shows that ASGDRO has relatively larger regions of focus on invariant features compared to other baselines. Simultaneously, it successfully eliminates spurious features while accurately predicting the ground-truth label. Therefore, these results demonstrate that ASGDRO has a higher capacity for capturing invariant features, and this characteristic is reflected in its performance. That is, ASGDRO guarantees that the model performs SIL.
Figure 8: Grad-CAM results on the Waterbirds Dataset. The features highlighted in red represent invariant features: Landbird and Waterbird. On the contrary, the features highlighted in green represent spurious features: Land and Water background. In the Training Set, Group 1 and Group 2 are minority groups with significantly fewer data samples compared to other groups.
Figure 9: Grad-CAM results on the CelebA Dataset. The features highlighted in red represent invariant features: Dark Hair and Blond Hair. On the contrary, the features highlighted in green represent spurious features: Female and Male. In the Training Set, Group 3 is a minority group with significantly fewer data samples compared to other groups.
D Full DomainBed Results

Using DomainBed framework \[12\], we can evaluate Domain Generalization algorithms by randomly sampling hyperparameter combinations within predefined hyperparameter search ranges for each algorithm. The goal of Domain Generalization is to train models that perform robustly on unseen domains. Consequently, the choice of the best model is heavily influenced by whether the validation set used for model selection is sampled from the test domain or the train domains. To account for this, we provide results for both the training-domain validation set, which does not utilize information from the test domain, and the test-domain validation set, where model selection is performed using information from the test domain. The following subsections present the results for each dataset, considering both model selection methods.

By combining ASGDRO with the existing successful domain generalization approach, DPLCLIP \[41\], we demonstrate the versatility of ASGDRO, as it can easily be integrated with other algorithms. Moreover, our results show that ASGDRO not only improves performance in the context of subpopulation shift but also achieves performance gains in the presence of domain shift. For experimental details, we set the range of the robust step size $\gamma$ as $\lambda: 10^{*r}.uniform(-2, 0)$ and the neighborhood size $\rho$ as $\lambda: r.choice([0.05, 0.2, 0.5, 0.8])$. The other settings are the same as DPLCLIP \[41\]. Following common convention, we conducted 20 hyperparameter searches and reported the averages for three random seeds. We evaluated our model on the four datasets as in the original DPLCLIP paper: VLCS \[23\], PACS \[9\], OfficeHome \[36\], and TerraIncognita \[3\].

D.1 Model selection: training-domain validation set

D.1.1 VLCS

| Algorithm     | C   | L   | S   | V   | Avg |
|---------------|-----|-----|-----|-----|-----|
| DPLCLIP       | 99.3 ± 0.3 | 61.9 ± 3.2 | 78.4 ± 1.0 | 83.4 ± 0.4 | 80.8 |
| DPLCLIP GDRO  | 99.2 ± 0.3 | 66.3 ± 2.7 | 72.7 ± 0.9 | 82.7 ± 0.9 | 80.3 |
| DPLCLIP ASGDRO | 99.1 ± 0.6 | 65.6 ± 0.9 | 78.5 ± 0.8 | 85.4 ± 0.3 | 82.2 |

D.1.2 PACS

| Algorithm     | A   | C   | P   | S   | Avg |
|---------------|-----|-----|-----|-----|-----|
| DPLCLIP       | 97.7 ± 0.1 | 96.4 ± 1.6 | 99.9 ± 0.0 | 90.4 ± 0.7 | 96.1 |
| DPLCLIP GDRO  | 95.4 ± 1.4 | 97.9 ± 0.3 | 99.8 ± 0.1 | 89.6 ± 0.7 | 95.7 |
| DPLCLIP ASGDRO | 97.4 ± 0.5 | 98.6 ± 0.2 | 99.9 ± 0.0 | 90.5 ± 0.6 | 96.6 |

D.1.3 OfficeHome

| Algorithm     | A   | C   | P   | R   | Avg |
|---------------|-----|-----|-----|-----|-----|
| DPLCLIP       | 79.5 ± 0.4 | 70.6 ± 0.8 | 88.8 ± 0.6 | 90.2 ± 0.3 | 82.3 |
| DPLCLIP GDRO  | 80.6 ± 0.5 | 71.5 ± 0.8 | 89.6 ± 0.7 | 89.8 ± 0.3 | 82.9 |
| DPLCLIP ASGDRO | 80.5 ± 0.7 | 72.7 ± 0.4 | 89.8 ± 0.1 | 90.8 ± 0.3 | 83.5 |

D.1.4 TerraIncognita

| Algorithm     | L100 | L38 | L43 | L46 | Avg |
|---------------|-----|-----|-----|-----|-----|
| DPLCLIP       | 39.2 ± 3.2 | 50.3 ± 1.7 | 44.6 ± 1.5 | 41.4 ± 1.0 | 43.9 |
| DPLCLIP GDRO  | 38.6 ± 1.0 | 51.2 ± 1.5 | 44.5 ± 2.1 | 39.3 ± 2.8 | 43.4 |
| DPLCLIP ASGDRO | 46.7 ± 0.5 | 55.1 ± 0.6 | 46.0 ± 0.8 | 42.8 ± 2.1 | 47.6 |

\[5\]https://github.com/shogi880/DPLCLIP
D.1.5 Averages

| Algorithm       | VLCS     | PACS     | OfficeHome | TerraIncognita | Avg   |
|-----------------|----------|----------|------------|----------------|-------|
| DPLCLIP         | 80.8 ± 1.1 | 96.1 ± 0.2 | 82.3 ± 0.2 | 43.9 ± 1.2     | 75.8  |
| DPLCLIP GDRO    | 80.3 ± 0.8 | 95.7 ± 0.3 | 82.9 ± 0.5 | 43.4 ± 1.3     | 75.6  |
| DPLCLIP ASGDRO  | 82.2 ± 0.6 | 96.6 ± 0.3 | 83.5 ± 0.1 | 47.6 ± 0.8     | 77.5  |

D.2 Model selection: test-domain validation set (Oracle)

D.2.1 VLCS

| Algorithm       | C        | L        | S          | V          | Avg  |
|-----------------|----------|----------|------------|------------|------|
| DPLCLIP         | 99.8 ± 0.1 | 69.4 ± 0.8 | 78.6 ± 1.2 | 86.2 ± 0.6 | 83.5 |
| DPLCLIP GDRO    | 99.5 ± 0.2 | 69.3 ± 1.6 | 77.1 ± 1.0 | 86.4 ± 0.5 | 83.1 |
| DPLCLIP ASGDRO  | 99.8 ± 0.1 | 69.7 ± 1.1 | 80.5 ± 0.6 | 86.1 ± 0.4 | 84.0 |

D.2.2 PACS

| Algorithm       | A        | C        | P          | S          | Avg  |
|-----------------|----------|----------|------------|------------|------|
| DPLCLIP         | 97.5 ± 0.2 | 98.5 ± 0.2 | 99.6 ± 0.2 | 92.1 ± 0.2 | 96.9 |
| DPLCLIP GDRO    | 97.9 ± 0.1 | 98.4 ± 0.2 | 99.7 ± 0.1 | 91.7 ± 0.6 | 96.9 |
| DPLCLIP ASGDRO  | 97.9 ± 0.0 | 98.8 ± 0.1 | 99.9 ± 0.0 | 92.1 ± 0.4 | 97.2 |

D.2.3 OfficeHome

| Algorithm       | A        | C        | P          | R          | Avg  |
|-----------------|----------|----------|------------|------------|------|
| DPLCLIP         | 80.3 ± 0.5 | 72.4 ± 0.3 | 89.9 ± 0.2 | 90.5 ± 0.1 | 83.3 |
| DPLCLIP GDRO    | 80.6 ± 0.9 | 72.7 ± 0.4 | 89.7 ± 0.5 | 90.8 ± 0.2 | 83.5 |
| DPLCLIP ASGDRO  | 80.8 ± 0.1 | 72.7 ± 0.2 | 90.0 ± 0.3 | 90.5 ± 0.3 | 83.5 |

D.2.4 TerraIncognita

| Algorithm       | L100     | L38      | L43        | L46        | Avg  |
|-----------------|----------|----------|------------|------------|------|
| DPLCLIP         | 57.1 ± 2.8 | 57.3 ± 0.5 | 47.6 ± 1.6 | 48.5 ± 1.3 | 52.6 |
| DPLCLIP GDRO    | 56.4 ± 1.3 | 55.8 ± 1.1 | 47.8 ± 1.5 | 41.4 ± 0.2 | 50.4 |
| DPLCLIP ASGDRO  | 57.3 ± 1.3 | 57.4 ± 0.4 | 50.4 ± 1.3 | 43.6 ± 1.3 | 52.2 |

D.2.5 Averages

| Algorithm       | VLCS     | PACS     | OfficeHome | TerraIncognita | Avg   |
|-----------------|----------|----------|------------|----------------|-------|
| DPLCLIP         | 83.5 ± 0.2 | 96.9 ± 0.1 | 83.3 ± 0.0 | 52.6 ± 0.4     | 79.1  |
| DPLCLIP GDRO    | 83.1 ± 0.8 | 96.9 ± 0.1 | 83.5 ± 0.2 | 50.4 ± 0.5     | 78.5  |
| DPLCLIP ASGDRO  | 84.0 ± 0.5 | 97.2 ± 0.1 | 83.5 ± 0.0 | 52.2 ± 0.3     | 79.2  |