Comparison of Optimal Control Designs for a 5 MW Wind Turbine
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Abstract: Optimal controllers, namely Model Predictive Control (MPC), \( H_\infty \) Control (\( H_\infty \)), and Linear Quadratic Gaussian control (LQG), are designed for a 5 MW horizontal-axis variable-speed wind turbine. The control design models required as part of the optimal control design are obtained by using a high fidelity aeroelastic model (i.e., DNV Bladed). The optimal controllers are eventually designed in three operating modes: below-rated, just below-rated, and above rated-wind speeds, based on linearized control design models. The linearized models are reduced by using a model reduction technique to facilitate the design of optimal controllers. The controllers are analyzed not only in the time domain but also in the frequency domain and on the torque/speed plane. Simulation results demonstrated that optimal controllers perform better than the standard proportional-integral-derivative (PID) controller, particularly for removing oscillation due to the drive-train mode without incorporating a drive-train damper.
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1. Introduction

Electricity generation from wind turbines has been one of the most rapidly growing sustainable energy sources in the last decade, with more than 743 GW installed worldwide at the end of 2021, as reported by the Global Wind Energy Council [1], since it does not produce atmospheric emissions. However, generating electricity from wind can be challenging due to various reasons, including operation and maintenance (O&M) costs. Recently, reducing O&M costs, which includes control and condition monitoring and improving reliability, has become crucial in wind turbine and farm operational strategies because of their long-term impact on the reliability and productivity of wind site operations.

The rotor, which consists of nacelle situated on top of the tower, hub, and blades, is a crucial component of the wind turbine (Figure 1). As minimum (cut-in) wind blows toward the blades of the wind turbine generator, it starts increasing speed.

Wind turbine control consists of two parts, namely synthesis and strategy [2,3]. This paper focuses on synthesis only, which involves designing single input, single output (SISO) linear controllers using PI, or PID controllers in each operating mode. More precisely, linear controllers are frequently designed in three operating modes in the intermediate wind speeds, i.e., below-rated wind speeds (mode 1), in higher—but still just below rated—wind speeds (mode 2), and in the above-rated wind speeds (mode 3) (refer to Figure 2). Control strategy, which is not covered in this paper, includes smoothly combining these linear controllers, yielding a full envelop controller that covers the entire wind speed range (Figure 2). In order to determine the strategy, the implementation issues such as accommodation of the variation in plant dynamics over the operational envelope and switching transients and actuator constraints, which are most relevant to the application, need to be identified and the controller realisation, which best resolves them, selected. It
is related to nonlinear aspects of the plant dynamics, and an investigation of the global behavior of the system is required.

Figure 1. Horizontal axis variable speed wind turbine.

Figure 2. Turbine behaviour on torque/speed plane.

Moreover, the controllers have peculiar structures and gains in each mode, i.e., the controller exploits generator torque in modes 1 and 2 to maximize the power output and maintain a constant generator speed ($\omega_0$), respectively. The controller also exploits the pitch angle demand in mode 3 to maintain the rated power, i.e., 5 MW in this study. In this study, a linear optimal controller is designed at mean wind speeds of 8, 10, and 16 m/s in modes 1, 2, and 3, respectively. In each mode, a linear controller is designed using pertinent control algorithms. Although most existing wind turbines are equipped
with controllers that stem from the PID control, over the past decade, optimal controllers have been gaining enough attention in the literature due to their flexibility and ability to incorporate wind speed estimation/prediction into the objective functions that are only present in optimal controllers.

Optimal controller are becoming even more relevant because more wind turbines are being equipped with a LiDAR (light detection and ranging) system, which measures the upcoming wind before it impacts the turbine. In this paper, wind turbine controllers are designed using three of the most popular optimal controllers, i.e., model predictive control (MPC), linear quadratic Gaussian (LQG), and $H_{\infty}$ control. Thus, there is some work in the literature that reports on the design of wind turbine controllers based on optimal controllers. For example, the design of an SISO LQG controller to alleviate the fatigue loads on the blades, drive-train, and tower is reported in [4–6]. The design of a multi-input multi-output (MIMO) LQG controller that attempts to strike a good balance between the maximization of power output and minimization of fatigue loading is introduced in [5–7]. Similar work but based on MPC [8–10] and $H_{\infty}$ controller [11,12] instead of LQG [4–6] is available in the literature. However, to the best of the authors’ knowledge, there is no paper that provides a comparison between these optimal controllers. In this paper, MPC, LQG, and $H_{\infty}$ controllers are compared not only with each other but also with the standard PID controller most frequently used in industry.

In this study, optimal controllers require linear models, and the DNV Bladed models of the Supergen Wind Energy Consortium (Supergen) 5 MW exemplar turbine, which has been used for various EU and UK projects over the past 12 years, are linearised in each mode. Each linear model is attained in the state space form. Since the resulting linearized models are extremely complex, realization and tuning of optimal controllers are more difficult. Thus, these linearized models must be reduced.

Therefore, a Match-DC-gain model reduction algorithm [13] is employed. This algorithm eliminates the weakly coupled states, i.e., the states with the smallest Hankel singular values. In addition, MPC, LQG, and $H_{\infty}$ controllers are developed based on these linear models, and their performances are compared not only with each other but also with the standard proportional-integral-derivative (PID) controller [14].

Therefore, the main contribution of this paper is not to introduce a new control algorithm but to apply existing optimal control algorithms, i.e., MPC, LQG, and $H_{\infty}$ and to compare their performances. The optimal controllers are compared not only with each other but also with the controller mostly used in industry, i.e., PID. Moreover, the most significant findings of this work include that while the standard PID controller requires a drive-train damper to remove oscillation due to the drive-train mode, the optimal controllers, particularly MPC and $H_{\infty}$, do not require one, thereby significantly simplifying the controller design process.

The remainder of this paper is organized as follows. The linear models, which are obtained using Bladed software, and wind speed model required to run the models are reported in Section 2. In Section 3, a brief description of control objectives and optimal controllers (MPC, $H_{\infty}$, and LQG) are presented. In Section 4, the simulation results are demonstrated, followed by conclusions in Section 5.

2. Wind Turbine and Wind Speed Modelling

Linear models in this study are obtained by using the Bladed model of the Supergen Wind Energy Consortium (Supergen) 5 MW exemplar turbine. The model mainly comprises of modules of aerodynamics, rotor, drive-train, and generator. In this Section, the linear models are presented, and readers are referred to [15] for complete nonlinear models. The wind speed model required to simulate the linear models in each operating mode is also presented in this section.
2.1. Wind Speed Modelling

The wind arbitrarily fluctuates in space and blows toward the wind turbine. Effective wind speed is obtained by filtering the point wind speed (as measured using an anemometer) and by using the wind speed model introduced in [16]. Figure 3 shows the effective and point wind speeds used in this study. Notably, point and effective wind speeds are presented only at a mean wind speed of 10 m/s.

![Figure 3. Point wind speed (green) vs. effective wind speed (black) at a mean wind speed of 10 m/s.](image)

2.2. Linear Model of Wind Turbine Using DNV-Bladed

The linear model is obtained in state-space form by using the Bladed model of the Supergen 5 MW exemplar turbine in each operating mode as follows:

\[
\begin{align*}
\Delta x(t) &= A \Delta x(t) + B \Delta u_t(t) \\
\Delta y(t) &= C \Delta x(t) + D \Delta u_t(t)
\end{align*}
\]

(1)

where \( A, B, C, \) and \( D \) represent the state space matrices. \( \Delta x(t) \in \mathbb{R}^p, \Delta u_t(t) \in \mathbb{R}^n, \) and \( \Delta y(t) \in \mathbb{R}^m \) (where \( n \) and \( m \) are three and two, respectively, at each mean wind speed, and \( p \) is 240) are defined as the following:

\[
\begin{align*}
\Delta x(t) &= x(t) - x_{op}(t) \\
\Delta u_t(t) &= u_t(t) - u_{t,op}(t) \\
\Delta y(t) &= y(t) - y_{op}(t)
\end{align*}
\]

(2)

where \( \Delta y(t), \Delta u_t(t), \) and \( \Delta x(t) \) denote the output, input, and state, respectively. \( u_{t,op}(t), y_{op}(t), \) and \( x_{op}(t) \) are the operating points around which the models are linearized.

The inputs for the linear models are as follows:

1. Generator torque;
2. Pitch angle;
3. Wind speed.

The outputs are as follows:
1. Generator speed;
2. Tower fore-aft acceleration.

As aforementioned, for the linearized models containing 240 states, making the realization and tuning of MPC, $H_\infty$, and LQG controllers could be challenging. Consequently, in order to design optimal controllers, the models must be initially reduced. Therefore, Match-DC-Gain model reduction algorithm, which eliminates the states with the smallest Hankel singular values, is employed. The Match-DC-Gain method subsequently modifies the remaining states to retain the DC gain. For the following continuous model the procedure for the Match-DC-Gain method is as follows:

$$\dot{x} = Ax + Bu$$
$$y = Cx + Du$$

where the state vector is partitioned as follows:

$$\begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} u$$

$$y = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} x + Du$$

where $x_1$ must be retained, and $x_2$ is discarded.

Thus, the solution $x_1$ is obtained by setting the derivative of $x_2$ to zero. The resulting reduced-order dynamic model is as follows.

$$\dot{x} = [A_{11} - A_{12}A_{22}^{-1}A_{21}] x_1 + [B_1 - A_{12}A_{22}^{-1}B_2] u$$
$$y = [C_1 - C_2A_{22}^{-1}A_{21}] x + [D - C_2A_{22}^{-1}B_2] u$$

Figures 4–6 show the frequency responses of the original linear models, containing 240 states in modes 1, 2, and 3, respectively, in comparison with the frequency response of the resulting reduced-order models, which now contain only 20 states due to model reduction. The results demonstrate that the original and reduced-order models exhibit identical characteristics within the meaningful frequency range, i.e., $10^{-2}$ to $10^2$ rad/s. However, the responses diverge significantly outside of this range.

![Figure 4. Frequency response of Bladed and reduced–order models in mode 1.](image-url)
When a controller is designed in modes 1 and 2, the generator torque becomes the only input while wind speed is considered process disturbance, $d(t) \in \mathbb{R}^1$, and the pitch angle demand is set to zero altering Equation (1) because pitch control is not used in below-rated wind speed as follows:

$$
\Delta x(t) = A\Delta x(t) + B_u\Delta u(t) + B_{dd}\Delta d(t)
$$

$$
\Delta y(t) = C\Delta x(t) + D\Delta u(t) + D_{dd}\Delta d(t)
$$

(6)

where the generator torque demand is now the only input, $u(t) \in \mathbb{R}^1$.

Similarly, when designing a controller at above-rated wind speed, wind speed is also considered process disturbance, $d(t) \in \mathbb{R}^1$, and the generator torque is now set to zero...
because torque control is not used in above-rated wind speeds, modifying Equation (1) as follows:

\[
\Delta x(t) = A x(t) + B_a \Delta u(t) + B_{dd} \Delta d(t)
\]

\[
\Delta y(t) = C \Delta x(t) + D \Delta u(t) + D_{dd} \Delta d(t)
\]

(7)

where the pitch angle demand is now the only input, \( u(t) \in \mathbb{R}^1 \).

Hence, MPC, \( H_\infty \), and LQG controllers exploit the following SISO control models:

\[
\Delta x(t) = A x(t) + B u \Delta u(t)
\]

\[
\Delta y_{gs}(t) = C \Delta x(t) + D \Delta u_{gs}(t)
\]

(8)

where \( y_{gs}(t) \in \mathbb{R}^1 \) represents generator speed, and \( D_{u,gs} \) is zero because it is assumed, in this paper, that MPC does not accept direct feedthrough. Note that although two outputs, i.e., generator speed and tower fore-aft acceleration, are available as discussed in Section 2.2 above, the controller designed here only exploits generator speed. Tower fore-aft acceleration can be used to design a tower damper [17], but this topic is not discussed in this paper.

3. Control Objectives and Optimal Control

The outline of a variable speed wind turbine control can be classified into two parts: the determination of operating strategy and its synthesis [2,3]. This study is mainly concerned with the latter. Linear controllers designed based on MPC, \( H_\infty \), and LQG are studied, and their performances are compared to achieve the control objectives. The control objectives in each operating mode are briefly explained in this Section.

For a dynamical system, optimal control is concerned with the challenge of deducing a control law that minimizes a certain objective function. A control problem comprises an objective function, which is a function of the state, and control variables. This Section summarizes the details of controllers, i.e., MPC, \( H_\infty \), and LQG. Note that MPC can be formulated equivalent to LQG if the dual-mode (or terminal cost) is used as reported in [18]. Similarly, the \( H_\infty \) controller can also be embedded into the MPC formulation easily if constraints are not active as reported in [19].

3.1. Control Objectives

In below-rated wind speeds (mode 1), the generator torque, \( T_e \), tracks the \( C_{p_{max}} \), in order to maximize power efficiency because the \( C_{p_{max}} \) curve is proportional to the generator speed, \( \omega^2 \) (Figure 2). The \( C_{p_{max}} \) curve in the torque/speed plane in Figure 7 (mode 1) can be represented as a parabolic function:

\[
T_e = k \omega^2
\]

(9)

where \( k \) here is 1.94. Therefore, as depicted in Figure 8, the corresponding output, \( y_1 \), which is also the input to the controller, is defined such that the controller allows the turbine to track the \( C_{p_{max}} \) curve by minimizing \( y_1 \) given by the following [3].

\[
y_1 = T_e - k \omega^2
\]

(10)

As depicted in Figure 8, a drive-train damper complements the baseline PID controller. It is a band-pass filter [17] designed to remove the oscillation caused by the drive-train mode.
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Figure 7. Control objective in each operating mode on torque/speed plane.

\[ y_2 = \omega - \omega_{\text{rated}} \]  

(11)

However, the permissible generator speed fluctuations are below 12%.

In above-rated wind speeds, i.e., mode 3, the rated power, 5 MW, is maintained by active pitching. The controller tracks the rated power, 5 MW, by minimizing \( y_3 \) as follows.

\[ y_3 = P - P_{\text{rated}} \]  

(12)

Figure 7 shows that the rated power is maintained by active pitching, maintaining the generator speed fluctuations below 12%.

3.2. Model Predictive Control

MPC is a multivariable control algorithm comprising an internal dynamic model of a plant, an objective function, and an optimization algorithm minimizing the cost function, which is a function of control input \( u \). MPC can be designed based on the linear model.
shown in Equation (13), which can be derived by discretizing the continuous dynamic model in Equation (8).

\[
x_{k+1} = Ax_k + Bu_k \\
y_{k+1} = Cx_{k+1}
\]

(13)

The MPC prediction equation can be deduced as in [18] (note that D state space matrix is zero because it is assumed, in this paper, that MPC does not accept direct feedthrough):

\[
\begin{bmatrix}
x_{k+1} \\
x_{k+2} \\
x_{k+3} \\
\vdots \\
x_{k+p}
\end{bmatrix}
\begin{bmatrix}
A \\
A^2 \\
A^3 \\
\vdots \\
A^p
\end{bmatrix}
\begin{bmatrix}
x_k \\
\vdots \\
\vdots \\
x_k
\end{bmatrix}
+ \begin{bmatrix}
B_u \\
A^2B_u \\
A^3B_u \\
\vdots \\
A^pB_u
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\begin{bmatrix}
u_k \\
\vdots \\
u_k \\
\vdots \\
u_k+p
\end{bmatrix}
\]

where \( p \) represents the prediction horizon, and \( \bar{u} \rightarrow \) can be rewritten as the following:

\[
\begin{bmatrix}
u_{k+1} \\
u_{k+2} \\
u_{k+3} \\
\vdots \\
u_{k+p}
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\begin{bmatrix}
u_k \\
\vdots \\
u_k \\
\vdots \\
u_k
\end{bmatrix}
\]

(15)

where \( c \) represents control horizon.

The control formulation is achieved by minimizing the following performance criteria [5]:

\[
J = \| r - H \bar{u} - Ds_k - Ld \|^2 + R \| u \|^2
\]

(15)

where it is subject to the following constraints:

\[
\Delta u_i \leq u_i \leq \bar{u}_i
\]

(16)

where \( r \) represents the reference signal, \( \bar{u} \) the lower limit on \( u_i \), and \( \bar{u}_i \) the upper limit. \( \Delta u_i \) is the rate of change of input, and \( L \) is a vector of ones for which their size is dependent on prediction horizon. R denotes a weighting matrix, which in this paper is tuned by trial and error. d is the residual between the measurement of y and that estimated by the internal model. This internal model could be improved by being replaced with an observer, but the usage of an observer is not considered in this paper because the internal model proves to be accurate enough.

At this stage, no constraint violation experienced. However, the full envelope controller that will be designed in the future could experience constraint violation. Therefore, an appropriate anti-wind up technique [17] will need to be incorporated into the full-envelope controller in the future.

The first term in the objective function is associated with a reference tracking error, and \( d \) is incorporated to provide offset corrections and unbiased predictions. The second term in the optimization function lowers the control effort. Hence, \( R \) allows a trade-off...
between these two contradictory problems. $f_k$ denotes measured states at each time step, which originate from the plant’s internal model.

The procedure for MPC controller implementation can be summarized as follows:
1. The current plant states are measured at each time step, and the control sequence is determined by solving the objective function over a future prediction horizon. 
2. Only the first value is applied to the system; the remaining values are removed. Furthermore, the plant states are sampled, and the objective function is recalculated starting from the new current states.
3. MPC is also called receding horizon control since the prediction horizon keeps moving forward.

3.3. $H\infty$ Control

$H\infty$ control is revised in this section. It is a multivariable control algorithm consisting of generalized plant, $P(s)$ as shown in Equation (18), and minimization of optimization function according to $H\infty$ norm. $H\infty$ control is formulated based on the system considered by the following:

$$
\begin{bmatrix}
\mathbf{z}
\end{bmatrix} = P(j\omega)\begin{bmatrix}
\mathbf{w}
\end{bmatrix} = \begin{bmatrix} P_{11}(j\omega) & P_{12}(j\omega) \\ P_{21}(j\omega) & P_{22}(j\omega) \end{bmatrix} \begin{bmatrix}
\mathbf{w}
\end{bmatrix}
$$

$$
\mathbf{u} = K(j\omega)\mathbf{y}
$$

with a state-space form of the generalized plant $P(j\omega)$ given by the following.

$$
\begin{align*}
\dot{x}(t) &= Ax(t) + B_1w_e + B_2u \\
z(t) &= C_1x(t) + D_{11}w_e + D_{12}u \\
y(t) &= C_2x(t) + D_{21}w_e + D_{22}u
\end{align*}
$$

The plant has two input signals: the manipulated variables, $u$, and $w_e$ denotes exogenous signal that comprises disturbance, reference signals, etc. In addition, there are two output signals, the error signals $z$, which include reference tracking error and control effort which are to be minimized, and the measured variable $y$. Therefore, the closed-loop transfer function from $w$ to $z$ is given by the following linear fractional transformation:

$$
z = F_l(P,K)w
$$

where the following is the case.

$$
F_l(P,K) = P_{11} + P_{12}K(I - P_{22}K)^{-1}P_{21}
$$

Hence, the main goal of the $H\infty$ control problem is to design a controller, $K$, that minimizes the $\|F_l(P,K)\|_\infty$ according to the $H\infty$ norm. The infinity norm of matrix $F_l(P,K)$ transfer function is defined as follows:

$$
\|F_l(P,K)\|_\infty = \max_w \sigma(F_l(P,K)(j\omega))
$$

where $\sigma$ is the maximum singular value of the matrix $F_l(P,K)(j\omega)$.

3.4. Linear Quadratic Gaussian Control

A linear quadratic Gaussian is a combination of a linear quadratic regulator (LQR) and Kalman filter [20,21]. LQR regulates the plant using the states, which can be estimated from the Kalman filter. Notably, the system (plant) is affected by process and measurement noises. LQG control provides the optimal control input to the system (plant) by diminishing the effect of process and measurement noises. LQG is summarized as follows.
LQR solves the optimization problem offline:

\[
J = \left\| \dot{\hat{x}}(t) \lambda \hat{x}(t) \right\|^2_2 + \left\| \dot{\hat{u}}(t) R \hat{u}(t) \right\|^2_2
\]  

(24)

where \( R \) is an \( m \times m \) symmetric positive semi-definite matrix, and \( \lambda \) is an \( n \times n \) symmetric positive semi-definite matrix. Both matrices are tuned by trial and error. The first and second parts in the optimization function are the minimization of error between the reference and measured value and the minimization of the control effort, respectively.

The solution to this LQR controller can be written in terms of the simple state feedback law by minimizing the performance index, \( J \), in Equation (24) as a simple matrix gain of the following form:

\[
u(t) = -K \hat{x}(t)
\]

(25)

where \( \hat{x}(t) \) is the state estimates from the Kalman filter, and \( K \) is a \( p \times q \) matrix as follows:

\[
K = R^{-1}B^TX
\]

(26)

where \( X \) is the unique positive-definite matrix obtained from solving the continuous algebraic Riccati equation as follows.

\[
A^T X + XA - XBR^{-1}B^TX + Q = 0
\]

(27)

Kalman Filter

Plant dynamics are corrupted by disturbance signals (process noise) and measurement noise. Thus, we have a plant model of the following:

\[
\dot{x}(t) = Ax(t) + Bu(t) + w_d(t)
y(t) = Cx(t) + Du(t) + v_n(t)
\]

(28)

where \( w_d(t) \) and \( v_n(t) \) are the disturbance (process noise) and measurement noise inputs, respectively, i.e., \( w_d(t) \) and \( v_n(t) \) are white noise processes with covariances. The inferences can be summarized as follows.

\[
E(w_d(t)) = E(v_n(t)) = 0
\]

(29)

\[
E(v_n(t)v_n^T(t)) = R_N
\]

(30)

\[
E(w_d(t)v_n^T(t)) = N_N
\]

(31)

\[
E(w_d(t)w_d^T(t)) = Q_N
\]

(32)

The Kalman filter has the layout of a standard state estimator or observer, as follows.

\[
\dot{\hat{x}}(t) = A\hat{x}(t) + Bu(t) + K_f(y(t) - \hat{y}(t))
\]

(33)

The estimator or observer uses the output, \( y(t) \), and inputs, \( u(t) \) to produce the estimated output, \( \hat{y}(t) \), and estimated state, \( \hat{x}(t) \).

The optimal solution of \( K_f \) is obtained by minimizing the \( J \) as follows:

\[
J = \lim_{t \to \infty} E((x(t) - \hat{x}(t))^T(x(t) - \hat{x}(t)))
\]

(34)

\[
K_f = PC^TR_N^{-1}
\]

(35)

where \( P = P^T \geq 0 \) is a steady-state error covariance matrix obtained by solving the continuous algebraic Riccati equation as follows.

\[
A^TP + PA - PC^TR_N^{-1}B^TX + Q_N = 0
\]

(36)
4. Simulation Results

In this section, all optimal controllers are compared with one another and with a standard PID controller in the frequency and time domains, as well as on the torque/speed plane. Figure 9 depicts the measured output at each mean wind speed (i.e., generator speed). Figure 9a shows the time responses for the MPC, LQG, and $H_\infty$ controllers in mode 1. It is difficult to confirm if the $C_{p_{max}}$ curve is tracked, which is the control objective in the time domain as discussed in Section 3.1, i.e., in Figure 9a. However, tracking of the $C_{p_{max}}$ curve is better presented on the torque/speed plane in Figure 10. The figure demonstrates how all the optimal controllers, MPC (in red), $H_\infty$ (in blue), and LQG (in black), perform on the torque/speed plane. They all appear to be satisfactory in closely tracking the $C_{p_{max}}$ curve. The corresponding time responses of the power output for the MPC, LQG, and $H_\infty$ controllers at a mean wind speed of 8 m/s (below-rated wind speed, i.e., mode 1) are illustrated in Figure 11a.

Figure 9. Time responses of control output (generator speed) in modes 1, 2, and 3: MPC, LQG, and $H_\infty$ based on the Bladed linearization model; (a) mode 1, (b) mode 2, (c) mode 3.
Controller performance is also interpreted in the frequency domain, i.e., open-loop frequency response (Figure 12). The open-loop system [22] \((\frac{y}{e})\) in Figure 8 is considered the product of the controller (open-loop) and the process (i.e., wind turbine). The controllers should achieve a gain crossover frequency in the range of 0.6 to 2 rad/s due to wind characteristics [23]. Gain crossover frequencies below 0.6 rad/s could cause an extremely slow control action, whereas those above 2 rad/s could cause an aggressive control action, potentially resulting in saturation of actuator, particularly in high wind speeds, i.e., in the above-rated region.

In mode 1, Figure 12 shows that the gain crossover frequencies of the controllers (MPC, LQG, and \(H_\infty\)) are approximately between 0.6 and 2 rad/s. Notably, that PID controller is included in this study for comparison purposes only. The implication is that these controllers are neither too aggressive nor too slow.

In summary, the time response in Figure 9a, results on torque/speed plane in Figure 10, and open-loop frequency responses in Figure 12 all show that the overall performance of these optimal controllers are satisfactory.

Figure 13a shows the corresponding control input, i.e., torque demand in mode 1. Control of generator speed is achieved by adjusting torque in mode 1, as aforementioned.

As depicted in Figure 9b the time responses of the MPC, LQG, and \(H_\infty\) controllers in mode 2 are adequate in terms of fluctuations, as they persist under 12%. Table 1 summarizes the results of generator speed fluctuations of all optimal controllers in mode 2; it shows the mean fluctuations for each controller in mode 2. The results show that fluctuations appear satisfactory because they remain below 12%. The corresponding time responses of the power output of the MPC, LQG, and \(H_\infty\) controllers at a mean wind speed of 10 m/s (just below-rated wind speeds, i.e., mode 2) are illustrated in Figure 11b.

The controller performance is also interpreted in the frequency domain. Figure 14 shows that at a mean wind speed of 10 m/s and the gain crossover frequencies of the controllers (MPC, LQG, and \(H_\infty\)) are in the range of 0.6 to 2 rad/s, which is satisfactory as aforementioned. Note that, again, the PID controller is also included here for comparison purposes only. The results imply that these controllers are neither extremely aggressive nor slow. However, for the PID controller, the peaks at about 14.13 rad/s persist mostly above 0 dB, which corresponds to the drive-train mode, indicating that the controller would
be sensitive to noise and uncertainty; hence, it is not robust. Furthermore, these peaks are eliminated by employing a drive-train damper [17]; i.e., the PID controller requires a drive-train damper to maintain the peak at about 14.13 rad/s below 0 dB (Figure 15). Furthermore, the red and blue plots represent the open-loop frequency responses without and with drive-train damper, respectively. Figure 15 shows the open-loop frequency response of the PID controller when a drive-train damper (in blue) is used, compared with the open-loop frequency response of the PID controller when a drive-train damper (in red) is not used.

Figure 15 shows that the damper removes the peak at 14.13 rad/s, which is due to the drive-train mode. Thus, oscillation due to the drive-train mode is removed. However, the drive-train damper is not required when the optimal controllers are in place (Figure 14), which is a significant advantage over standard PID controllers.

![Figure 11](image1.png)

**Figure 11.** Time responses of power in modes 1, 2, and 3: MPC, LQG, and $H_\infty$ based on Bladed linearization model; (a) mode 1, (b) mode 2, (c) mode 3.
In summary, the time responses shown in Figure 9b, results presented in Table 1, and open-loop frequency responses shown in Figure 14 show that the overall performance of these optimal controllers are satisfactory. In contrast to the PID controller, the MPC and $H_\infty$ controllers exhibit better performance than the LQG controller because the peak still remains when the LQG controller is in place although it is maintained below 0 dB.

Figure 13b shows the corresponding control input, i.e., torque demand in mode 2. Generator speed control is achieved by adjusting torque in mode 2 as aforementioned.

Figure 9c shows that the time responses for the MPC, LQG, and $H_\infty$ controllers at a mean wind speed of 16 m/s are adequate in terms of fluctuations as they persist under 12%. Table 1 summarizes the results for generator speed fluctuations of all optimal controllers in mode 3. It depicts that fluctuations are adequate as they persist below 12% which is within the controller design specifications mentioned in Section 3.1. Figure 11c illustrates the corresponding time response of the power output of the MPC, LQG, and $H_\infty$ controllers at a mean wind speed of 16 m/s (above-rated wind speeds, i.e., mode 3).

Table 1. Mean of percentage of speed fluctuations.

| Operating Mode | MPC   | $H_\infty$ | LQG |
|----------------|-------|------------|-----|
| Mode 2         | 5.36  | 7.36       | 9.45|
| Mode 3         | 4.49  | 3.91       | 9.39|

Furthermore, modes 1 and 2 controller performances are also interpreted in the frequency domain. Figure 16 shows that, the gain crossover frequencies of the controllers (MPC, LQG, and $H_\infty$) at a mean wind speed of 16 m/s are in the range of 0.6 to 2 rad/s. Note that the PID controller is included here for comparison only. The results imply that these controllers are neither extremely aggressive nor slow. However, the peak corresponding to the drive-train mode for the PID and LQG controllers remain mostly above 0 dB at about 13.75 rad/s (higher frequency range), indicating that the controller’s sensitivity to noise and uncertainty is high. These peaks are removed by incorporating a drive-train damper [17]; i.e., the PID controllers require a drive-train damper to maintain the peak at around 13.75 rad/s below 0 dB (Figure 15). However, MPC and $H_\infty$ controllers achieve the
same results without incorporating such dampers, i.e., in contrast to modes 1 and 2, the peak remains present but is below 0 dB. Nonetheless, these controllers in mode 3 are more sensitive than those in mode 2.

In summary, the time responses of the generator speed shown in Figure 9c, the output power shown in Figure 11c, results presented in Table 1, and open loop frequency responses indicate that the overall performance of the optimal controllers, particularly MPC and $H_{\infty}$ controllers, outperform PID controllers, as illustrated in the frequency domain.

Figure 13c shows the corresponding control input, i.e., pitch angle demand in mode 3. Generator speed control is achieved by adjusting the pitch angle in mode 3, as aforementioned.
Figure 14. Open–loop frequency responses of PID, MPC, LQG, and $H_{\infty}$ controllers based on Bladed linearized model in mode 2.

Figure 15. Open–loop frequency responses of PID controller with and without damper.

The results discussed so far are summarized in Table 2. It introduces the performance of all optimal controllers using error metrics. As aforementioned, the $C_{p_{\text{max}}}$ curve is tracked in order to extract as much energy as possible from the wind in mode 1; in mode 2, the constant generator speed ($\omega_0$) is tracked; and the rated power is maintained in mode 3 by active pitching. Table 2 illustrates that, in mode 1, all optimal controllers appear to be satisfactory in terms of tracking the $C_{p_{\text{max}}}$ curve. In mode 2, all optimal controllers appear to satisfactorily track the constant generator speed ($\omega_0$). In mode 3, all optimal controllers appear to satisfactorily maintain the rated power.
Figure 16. Open-loop frequency responses of PID, MPC, LQG, and $H_\infty$ controllers based on Bladed linearized model in mode 3.

Table 2. Controllers performance in each mode.

|                      | MPC   | $H_\infty$ | LQG   |
|----------------------|-------|------------|-------|
| Mean power efficiency in Mode 1 | 99.11 | 98.50      | 98.14 |
| RMSE of $\omega(t) - \omega_0^*$ in Mode 2 | 2.55  | 3.523      | 2.023 |
| RMSE of $P(t) - P_0^*$ in Mode 3 | $1.9310 \times 10^5$ | $1.8972 \times 10^5$ | $3.0723 \times 10^5$ |

$\omega_0^*$: constant generator speed, 120 rad/s; $P_0^*$: rated power, 5 MW.

5. Conclusions

In this study, a linear model is obtained by using the Bladed model of the Supergen Wind Energy Consortium (Supergen) 5 MW exemplar turbine model in different modes. These linear models are complex; hence, the realization and tuning of optimal controllers can be more challenging. Thus, the models must be reduced in order to design optimal controllers. Therefore, the Match-DC-Gain model reduction algorithm is used to reduce the model. The resulting models are similar to the original models in the meaningful frequency range. Based on these linear models MPC, $H_\infty$, and LQG controllers are synthesized in each mode and compared with each other and with the standard PID controller, which is also included for comparison.

Simulation results demonstrate that in mode 1, all optimal controllers show satisfactory performances not only in time and frequency domain but also in the torque/speed plane. In mode 2, the open-loop frequency responses demonstrate that the optimal controllers, especially the MPC and $H_\infty$ controllers, outperform the standard PID controllers. In more detail, the PID controller requires a drive-train damper to remove oscillation due to the drive-train mode, and designing such a damper could be challenging. However, when the optimal controllers are used, the oscillation due to the drive-train mode is removed without having to incorporate a drive-train damper. In mode 3, only the MPC and $H_\infty$ controllers can be designed without having to incorporate a drive-train damper. The LQG controller needs to incorporate a drive-train damper similar to the PID controller, making the LQG controller less competitive than the other optimal controllers. Furthermore, the
MPC and $H_\infty$ controllers are more sensitive than those in mode 2; hence, extra care should be taken when designing MPC and $H_\infty$ controllers in mode 3. In summary, the MPC and $H_\infty$ controller perform most satisfactorily because they can achieve performance on a par with the PID controller, without incorporating a drivetrain damper that is compulsory in the PID design. The LQG controller performs as well as the other optimal controllers only in mode 2, but it is more sensitive and harder to tune than the other controllers overall.

As discussed in Section 1, wind turbine control involves both the determination of the operating strategy of the controller and its synthesis. This paper only discusses synthesis, which is concerned with designing SISO linear controllers at different operating points or modes. Further research will involve the operating strategy, which will allow the linear controllers designed in this paper to be combined by introducing an appropriate switching method to obtain the full envelope controller that covers the full operational envelope of wind speed. Finally, in this paper, the optimal controllers are designed as SISO controllers, but designing the optimal controllers as an MIMO controllers, which could be more efficient, will also be considered.
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