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Abstract

Context: Spectral Computed Tomography (SPCT) acquires energy-resolved projections that can be used to evaluate the concentrations of the different materials of an object. This can be achieved by decomposing the projection images in a material basis, in a first step, followed by a standard tomographic reconstruction step. However, material decomposition is a challenging non-linear ill-posed inverse problem, which is very sensitive to the photonic noise corrupting the data.

Methods: In this paper, material decomposition is solved in a variational framework. We investigate two fidelity terms: a weighted least squares (WLS) term adapted to Gaussian noise and the Kullback-Leibler (KL) distance adapted to Poisson Noise. The decomposition problem is then solved iteratively by a regularized Gauss-Newton algorithm.

Results: Simulations are performed in a numerical mouse phantom and the decompositions show that KL outperforms WLS for low numbers of photons, i.e., for high photonic noise.

Conclusion: In this work, a new method for material decomposition in SPCT is presented. It is based on the KL distance to take into account the noise statistics. This new method could be of particular interest when low-dose acquisitions are performed.
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1. INTRODUCTION

Standard Computed Tomography (CT) is currently one of the most useful imaging modalities. However, X-ray detectors integrate the whole energy spectrum and since material attenuation depends on the incident X-ray photons energy, there is a loss of information. By performing energy-resolved acquisition, spectral CT is promising to further improve the interest of CT. In particular, 3D mono-energetic images or 3D density map of materials can be retrieved. SPCT has many potentials for clinical applications, in particular, to image high Z contrast agents [1, 2]. While, dual-energy CT have been proposed to acquire energy-resolved data [3], but with a large irradiation dose. Photon-counting detectors based on a new technology can count photons that are hitting the detector and retrieve their energy [4].

Three different approaches for decomposing SPCT data into material volumes are available. A first approach consists in the tomographic reconstruction of the energy-resolved measurements followed by a material decomposition step in the object domain [5]. A second approach is to do the tomographic reconstruction and the decomposition at the same time, which is usually referred to as the one-step approach [6]. A third approach is to perform material decomposition in the projection domain followed by a tomographic reconstruction step [7]. The last approach is highly parallelizable (each projection angle can be processed individually) and it embeds all the non-linearities of the forward problem, i.e., tomographic reconstructions can then be performed linearly without any simplifying assumptions. In this work, material decomposition in the projection domain is considered.

Material decomposition is a non-linear ill-posed inverse problem that can be solved by minimizing a cost function composed of a data fidelity term...
2. THEORY

2.1. Object model

Assuming that the object of interest can be decomposed on a basis of \( M \) materials [12], the linear attenuation coefficient is written as

\[
\mu(E, x) = \sum_{m=1}^{M} \rho_m(x) \tau_m(E) \tag{1}
\]

where \( \mu(E, x) \) is the linear attenuation coefficient (in cm\(^{-1}\)) at point \( x \) and energy \( E \), \( \rho_m(x) \) is the mass density (in g.cm\(^{-3}\)) of the \( m \)-th material at point \( x \), and \( \tau_m(E) \) is the mass attenuation (in cm\(^2\).g\(^{-1}\)) of the \( m \)-th material.

2.2. Forward model

The standard SPCT forward model [11, 13] is written as

\[
s_i(u) = \int_{\mathbb{R}} d_i(E) n_i(E, u) \exp \left( -\sum_{m=1}^{M} a_m(u) \tau_m(E) \right) \, dE \tag{2}
\]

where

\[
a_m(u) = \int_{\mathcal{L}(u)} \rho_m(x) \, dx \tag{3}
\]

is the projection of all the mass of the \( m \)-th material along the x-ray path \( \mathcal{L}(u) \). \( s_i(u) \) is the number of photons hitting the detector in the \( i \)-th energy bin at pixel \( u \), \( n_i(E, u) \) is the emitted X-ray spectrum, and \( d_i(E) \) is the response function of the \( i \)-th energy bin of the detector [7].

2.3. Discretization and noise

The detector is assumed to have \( P \) pixels, with \( u_p \) the location of the \( p \)-th pixel, and \( I \) energy bins. We define the measurement vector \( s \in \mathbb{R}^{IP} \) as

\[
s = [s_{1,1}, \ldots, s_{i,p}, \ldots, s_{I,P}]^T \tag{4}
\]

where \( s_{i,p} \) is the photon count measured in the \( i \)-th energy bin at pixel \( u_p \), i.e., \( s_{i,p} = s_i(u_p) \). Similarly, the projected mass density (PMD) vector \( a \in \mathbb{R}^{MP} \) is defined by

\[
a = [a_{1,1}, \ldots, a_{m,p}, \ldots, a_{M,P}]^T \tag{5}
\]

where \( a_{m,p} \) is PMD of the \( m \)-th material at pixel \( u_p \), i.e., \( a_{m,p} = a_m(u_p) \).

Data is assumed to be corrupted by Poisson noise. Let \( s^* \) be the noiseless data vector, \( s \) the noisy data, and \( \mathcal{P}(\gamma) \) the Poisson distribution with mean \( \gamma \). We have:

\[
s \sim \mathcal{P}(\gamma = s^*) \tag{6}
\]

2.4. Inverse problem

Material decomposition is an ill-posed problem that consists in recovering the projected mass density \( a \) from the data \( s \). Let \( s = \mathcal{F}(a) \) be the forward model defined in (2). The PMD is recovered by minimizing the following cost function

\[
\mathcal{C}(s, \mathcal{F}(a)) = \mathcal{D}(s, \mathcal{F}(a)) + \alpha \mathcal{R}(a) \tag{7}
\]

where \( \mathcal{D}(s, \mathcal{F}(a)) \) is the fidelity term, \( \alpha \) the regularization parameter and \( \mathcal{R}(a) \) the regularization term used to stabilize the solution. The Tikhonov regularization terms used in [11] is chosen

\[
\mathcal{R}(a) = ||\Delta a_{\text{soft}}||_2^2 + ||\nabla a_{\text{bone}}||_2^2 \tag{8}
\]

where \( \Delta \) and \( \nabla \) are first- and second-order differential operators.
3. PROPOSED MATERIAL DECOMPOSITION

3.1. Fidelity term
The usual fidelity term is the WLS, defined by
\[ D_{WLS}(s, F(a)) = \| W(s - F(a)) \|^2 \] (9)
where \( \| . \|^2 \) is the \( L_2 \)-norm and \( W \) is the weighting matrix defined as \( W = \text{diag}(\frac{1}{\sqrt{\chi^2+1}}) \) where \( \text{diag}(x) \) represents a diagonal matrix with the elements \( x \). However the noise associated with photon detection problem is Poisson noise. The Kullback-Leibler divergence is the distance associated to Poisson noise [14]. The KL distance between two Poisson-distributed data \( s \) and \( F(a) \) is written [15]
\[ D_{KL}(s, F(a)) = \sum_i (s_i + \zeta) \log \left( \frac{s_i + \zeta}{F(a)_i + \zeta} \right) + F(a)_i - s_i \] (10)
where \( \zeta \) is a small integer that avoids to dividing by zero and having the log of zero.

The corresponding data fidelity terms will be denoted \( D_{KL} \) and \( D_{WLS} \).

3.2. Minimization of the cost function
The cost function (7) is minimized by using a Gauss-Newton’s algorithm. This second-order algorithm provides faster convergence than first order methods. Starting with an initial guess \( a^0 \), the solution is computed iteratively with the following update formula
\[ a^{k+1} = a^k + \lambda^k \delta a^k \] (11)
where \( a^k \) is the solution at the iteration \( k \), \( \delta a^k \) is the Newton’s step and \( \lambda^k \) a scalar optimizing the minimization in the direction \( \delta a^k \). The Newton’s step is computed by solving
\[ (J^T Z_h J + a H_{\text{reg}}) \delta a^k = -(J^T Z_h F(a^k) - s) + a g_{\text{reg}} \] (12)
where \( J \) is the Jacobian of the forward problem, \( H_{\text{reg}} \) and \( g_{\text{reg}} \) is the Hessian and the gradient of the regularization term, respectively. \( Z_h \) and \( Z_g \) are diagonals matrices which depend on the fidelity term. They can be written as follow [16]
\[
\text{WLS} : \begin{cases} Z_g &= 2W^TW \ \\
Z_h &= 2W^TW \end{cases}, \ 
\text{KL} : \begin{cases} Z_g &= Y^{-1} \ \\
Z_h &= Y^{-2}S \end{cases}
\]
where \( W \) is the weighting matrix of the WLS term, \( Y = \text{diag}(F(a) + \zeta) \) and \( S = \text{diag}(s + \zeta) \).

The step length \( \lambda^k \) is computed as
\[ \lambda^k = \text{argmin}_{\lambda} C(s, F(a^k + \lambda \delta a^k)) \] (13)

4. NUMERICAL EXPERIMENTS AND IMAGE ANALYSIS

Material decomposition is performed in the numerical phantom DigiMouse [17]. Projections are generated with the radon Matlab function. The goal is to decompose \( M = 2 \) materials (soft tissues and bones) from projections of \( P = 437 \times 992 \) pixels.

We define the number of photons \( N^0 \) send at each pixel detector
\[ N^0 = \int_R n^0(E, u) dE \] (14)

Since \( N^0 \) controls the signal-to-noise ratio, a wide range is tested: \( N^0 = [10^2, 10^2, ..., 10^4] \). The X-ray spectrum used is generated with a 90 kV source. Considering a detector with \( I = 3 \) energy bins (14–39 keV, 40–64 keV and 65–90 keV as energy bins).

The regularization parameter values tested are \( \alpha = [10^{-2}, 10^{-1}, ..., 10^4] \). Our initial guess \( a^0 \) was set as uniform material maps with \( a^0_{\text{soft}} = 2 \text{ g.cm}^{-2} \) and \( a^0_{\text{bone}} = 0 \text{ g.cm}^{-2} \). The algorithm is stopped when the relative decrease of the cost function is below 0.1%, if the computed step \( \lambda^k \) is below \( 10^{-2} \) or if the maximum iteration number 50 is reached. The relative error is computed as
\[ \xi = \sum_{m=1}^{M} \frac{|| a_{\text{dec}}^m - a_{\text{true}}^m ||^2}{|| a_{\text{true}}^m ||^2} \] (15)

where \( a_{\text{dec}}^m \) is the decomposed map of the \( m \)-th material and \( a_{\text{true}}^m \) is the ground truth for the material \( m \). Moreover, \( \hat{\alpha} \) denotes the regularization parameter that minimizes the relative error \( \xi \)
\[ \hat{\alpha} = \text{argmin}_{\alpha} \xi(\alpha) \] (16)

5. RESULTS AND DISCUSSION

In this section, we present results from experiments on DigiMouse.

In Figure 1 (left), the evolution of the fidelity terms \( D_{KL} \) and \( D_{WLS} \) is plotted as a function of the number of iterations. There is an apparent decrease of the regularized functionals, and local minima are obtained after four iterations. The algorithm stops since there is a low decrease of the cost function or a small step length \( \lambda^k \), which represents a local minimum because \( \delta a^k \) is, by construction, a descent’s direction.
Table 2: Value, time and number of iteration require to converge for \( \alpha \) at \( N^0 = 10^2 \).  

|   | \( \alpha \) | Time (sec) | Iteration number |
|---|---|---|---|
| WLS | 10^2 | 2.74 | 4 |
| KL | 10^{1.4} | 2.47 | 4 |

6. CONCLUSION

In this work, methods for material decomposition are carried out in the projection domain in SPCT. The non-linearity of the forward problem is taken into account. Two data fidelity terms, one based on weighted least squares and the other on the Kullback-Leibler divergence, are compared. The regularized cost functions are minimized with a Gauss-Newton scheme. The methods are compared for 2D projections of a 3D realistic phantom for different numbers of photons. The Kullback-Leibler distance gives the best results for the lower number of photons. In the future, we plan to assess the method with other phantoms and a larger number of materials and to develop methods for automatic selection of the regularization parameter.
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