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Highlights:

- In this paper, a single layer-based (SLB) and a feature fusion based (FFB) composite systems are proposed to detect COVID-19 in X-Ray images using deep features.
- While both SLB and FFB composite methods include pre-processing, feature extraction, post-processing, and classification phases, the FFB method includes an additional phase, the feature fusion phase.
- Four types of SLB and six types of FFB were used in the experimental simulations.
- The proposed FFB3 model, which has the best average recognition rate of 87.64% outperforms the existing work that reported an 87.02% accuracy for multi-class (COVID-19, no-finding, and pneumonia) classification.
- The proposed FFB3 model, which has the best average recognition rate of 99.52% exhibited a better performance than the existing work that reported a 98.08% accuracy for binary (COVID-19 and no-finding) classification.
- To the best of our knowledge, these accuracy rates are the best in the literature for the dataset and data split type.
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Abstract

The new type of coronavirus, COVID-19, appeared in China at the end of 2019. It has become a pandemic that is spreading all over the world in a very short time. The detection of this disease, which has serious health and socio-economic damages, is of vital importance. COVID-19 detection is performed by applying PCR and serological tests. Additionally, COVID detection is possible using X-Ray and computed tomography images. Disease detection has an important position in scientific researches that includes artificial intelligence methods.

The combined models, which consist of different phases, are frequently used for classification problems. In this paper, a new combined approach is proposed to detect COVID-19 cases using deep features obtained from X-Ray images. Two main variances of the approach can be presented as single layer-based (SLB) and feature fusion-based (FFB). SLB model consists of pre-processing, deep feature extraction, post-processing, and classification phases. On the other side, the FFB model consists of pre-processing, deep feature extraction, feature fusion, post-processing, and classification phases. Four different SLB and six different FFB models were developed according to the number and binary combination of layers used in the feature extraction phase. Each model is employed for binary and multi-class classification experiments.

According to experimental results, the accuracy performance for COVID-19 and no-findings classification of the proposed FFB3 model is 99.52%, which is better than the best performance accuracy (of 98.08%) in the literature. Concurrently, for multi-class classification, the proposed FFB3 model has an accuracy performance of 87.64% outperforming the best existing work (which reported an 87.02% classification performance). Various metrics, including sensitivity, specificity, precision, and F1-score metrics are used for performance analysis. For all performance metrics, the FFB3 model recorded a higher success rate than existing work in the literature. To the best of our knowledge, these accuracy rates are the best in the literature for the dataset and data split type (five-fold cross-validation).

Composite models (SLBs and FFBs), which are generated in this paper, are successful ways to detect COVID-19. Experimental results show that feature extraction, pre-processing, post-processing, and hyperparameter tuning are the steps are necessary to obtain a higher success. For prospective works, different types of pre-trained models and other hyperparameter tuning methods can be implemented.
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1. Introduction

Various computer science concepts are frequently and recently employed in healthcare studies [1, 2, 3, 4, 5, 6]. There are classification, clustering, and regression researches employed for biomedical datasets which comprise visual and numerical data.

Infectious disease detection models have reached a much more important point due to the emergence of COVID-19 virus which initially appeared in China at the end of 2019. The first detected symptoms of this disease are fever, cough, and sore throat. In the later stages, pneumonia and shortness of breath can be observed. This virus, which has a very high spreading rate, has spread all over the world in a very short time [7]. Early diagnosis of this virus, which has fatal consequences, is vital. Although Polymerase chain reaction (PCR) and serological test methods are frequently used for COVID-19 determinations, there are increasing detection researches using X-Ray and computed tomography images in the literature [8, 9, 2, 10, 11, 12, 13, 4, 14, 15, 16, 17, 18, 19].

X-Ray, a form of electromagnetic wave, is employed to generate images of the interior of the human body. These images display the sections of the body in various tones of black and white. X-Ray radiological images have recently been used for COVID-19 detection. Wang and Wong proposed COVID-Net to detect COVID-19 cases [2]. They used 8066 normal, 5526 non-COVID-19, and 53 COVID-19 X-Ray images in their experiments, and reported an accuracy of 92.4%. In another study, COVIDX-Net was proposed by Hemdan et al. [10]. Their personally curated dataset included 25 COVID-19, and 25 normal images. According to their experimental results, a 90.0% success rate was achieved. Ioannis et al. used transfer learning from VGG19 pre-trained model and reported a 95.45% accuracy on test data for multi-class (COVID-19, Pneumonia, and healthy) classification [11]. Another transfer learning-based proposed method by Narin et al. [12] employed three different pre-trained models. They used 50 normal and 50 COVID-19 X-Ray images in their experiments. The best result was obtained by the ResNet50 based model with a 98.0% accuracy performance. Sethy and Behra used a feature extraction method with a pre-trained model [13]. They subsequently classified the extracted features with an SVM algorithm. Twenty-five COVID-19 images and 25 non-COVID-19 images were used in their experiments and they reported an accuracy of 95.38%. A type of Bayesian CNN model was proposed by Ghoshal and Tucker [4]. Four different classes, comprising 68 COVID-19, 1583 normal, 2786 bacterial pneumonia, and 1504 viral pneumonia, were used in their experiments. The dataset was split as 80% for training and 20% for testing. The authors reported a classification performance of 89.82%. Ozcan proposed another transfer learning-based COVID-19 detection in X-Ray images [14]. The author used 131 COVID-19, 200 normal, 242 bacterial pneumonia, and 148 viral pneumonia X-Ray images. Subsequently, a grid search algorithm was used for hyperparameter optimization. According to the experimental results, a 97.69% accuracy rate was obtained by the ResNet50 based method. Ozturk et al. proposed a DarkCovidNet for detecting COVID-19 cases [20]. They applied their proposed method on two types of class splitting. Firstly, the proposed method was tested on a binary classification problem, which consisted of 125 COVID-19 and 500 no-findings cases. In their subsequent experimental studies, the proposed method was tested on a multi-class classification problem, which consisted of 125 COVID-19, 500 no-findings, and 500 pneumonia cases. They used the five-fold cross-validation test technique in their experimental simulations. According to the results, while a 98.08% accuracy was obtained for binary classification problem (for the two classes: COVID-19 and no-findings), a 87.02% accuracy was obtained for the multi-class classification problem (for the three classes: COVID-19, no-findings, and pneumonia). Saygili proposed a new approach to detect COVID-19 [18]. The model consists of five basic steps, which are data set acquisition, pre-processing, feature extraction, dimension reduction, and classification. Kedia et al. proposed a model to find COVID-19 infected patients by using X-Ray images [19]. The model includes feature extraction from pre-trained models, feature concatenation, and SVM classification model. Accuracy, precision, recall, F1_score, and confusion
matrix are used as performance metrics. According to the experimental results, the proposed combined model was successful on the dataset. This study aims to perform COVID-19 detection using X-Ray images, and proposes two types of models. The first model is a single layer based (SLB) composite system. SLB models consist of 4 general phases. These are pre-processing, feature extraction, post-processing, and classification phases. In the pre-processing phase, input data is pre-processed according to the structure of the subsequent layer that carries out the feature extraction. In the next phase, feature extraction is performed on the preprocessed images. Feature extraction is a kind of dimensionality modification that efficiently expresses attractive parts of an image as a dense feature vector. Histogram of oriented gradients, speeded-up robust features, local binary patterns, and haar wavelets are some of the common feature extraction techniques. In recent years, deep learning methods have also been used for feature extraction. Pre-trained convolutional neural networks (CNN) models can be used for classification, feature extraction [21, 22, 13, 23, 24], and transfer learning [25, 26, 27, 28, 29, 30]. In the proposed models, pre-trained models, AlexNet [31], ResNet18 [32], and ResNet50 [32], are used for deep feature extraction from the X-ray radiography images. In the post-processing phase, which is the third stage, min-max normalization and movmean [33] operations are performed on the feature vectors. The aim of this phase is to reorganize the features and prepare the data as inputs for the subsequent classification method. Finally, in the classification phase, the post-processed data is split based on the five-fold cross-validation technique. Hyperparameter tuning is an effective way to increase the performance of the classification algorithm [26, 34, 35]. The training data is used for training by the auto hyperparameter tuning aided SVM classifier whereas the test data is used for testing the trained model. This step is repeated five times (because of the five-fold cross-validation). The mean values of the performance metrics (accuracy, sensitivity, specificity, precision, and F1-score) are generated and presented. Due to the number of feature extraction layers, four different SLB models (SLB1, SLB2, SLB3, and SLB4) are created. For the second proposed model, a feature fusion based (FFB) composite system is investigated. This type of method includes pre-processing, feature extraction, feature fusion, post-processing, and classification phases. The key difference of this method from the SLB method is the extraction of features from two different layers and subsequent fusing of the extracted features in the feature fusion phase. The motivation of feature integration is due to its successful studies in the literature [21, 36, 37, 38]. In the feature fusion phase, feature vectors are combined in series and the combined features are transferred to the post-processing phase. Six different FFB (FFB1, FFB2, FFB3, FFB4, FFB5, and FFB6) models are created with dual combinations of feature extraction layers.

All of the proposed models were evaluated by using the same dataset [39], and the data splitting, and testing type recommended in [20].

The main contributions of the paper are given below:

- In this paper, a single layer-based (SLB) and a feature fusion based (FFB) composite systems are proposed to detect COVID-19 in X-Ray images using deep features.
- While both SLB and FFB composite methods include pre-processing, feature extraction, post-processing, and classification phases, the FFB method includes an additional phase, the feature fusion phase.
- Four types of SLB (including AlexNet-fc6 (SLB1), ResNet18-pool5 (SLB2), ResNet18-fc1000 (SLB3), and ResNet50-fc1000 (SLB4)) and six types of FFB (including fc6-pool5 (FFB1), fc6-fc1000 (FFB2), fc6-fc1000 (FFB3), pool5-fc1000 (FFB4), pool5-fc1000 (FFB5), fc1000-fc1000 (FFB6)) were used in the experimental simulations.
- The proposed FFB3 model, which has the best average recognition rate of 87.64% outperforms the existing work [20] that reported an 87.02% accuracy for multi-class (COVID-19, no-finding, and pneumonia) classification.
The proposed FFB3 model, which has the best average recognition rate of 99.52% exhibited a better performance than the existing work[20] that reported a 98.08% accuracy for binary (COVID-19 and no-finding) classification.

To the best of our knowledge, these accuracy rates are the best in the literature for the dataset and data split type.

The rest of this paper is organized as follows. The proposed SLB and FFB models are presented in Section 2. Section 3 describes the experimental studies including experimental setup and results. Lastly, Section 4 summarizes the conclusion and future works.

2. Methodology

In this paper, a single layer-based (SLB) and a feature fusion based (FFB) composite methods are proposed to independently detect COVID-19 in X-Ray images using deep features. While both methods include pre-processing, feature extraction, post-processing, and classification phases, the FFB method includes an additional phase, the feature fusion phase. Pre-trained models, which are used for deep features, and proposed methods are presented in detail in the subsections.

2.1. Pre-trained Models

Pre-trained CNN models can be used for transfer learning, feature extraction, and classification. Feature extraction from pre-trained models is an easy and effective way. In this study, AlexNet, ResNet18, and ResNet50 pre-trained CNN models are used for feature extraction in the proposed methods. The models and the layers that used as feature extractors are presented in subparts.

2.1.1. AlexNet

AlexNet, which won first place in the 2012 ImageNet Large Scale Visual Recognition Competition (ILSVRC), has 8 learnable layers including 5 convolution layers and 3 fully connected layers. \( fc6 \) that is the first fully connected layer is selected as feature extraction layer for both SLB and FFB proposed methods. 4096 features can be extracted by using \( fc6 \) layer.

2.1.2. ResNet18

ResNet18, which won first place in the 2015 ILSVRC, has 18 learnable layers. \( fc1000 \) that is the fully connected layer and \( pool5 \) that is the pooling layer are selected as feature extraction layers separately for both SLB and FFB proposed methods. While 1000 features can be extracted by using the \( fc1000 \) layer, 512 features can be extracted by using the \( pool5 \) layer.

2.1.3. ResNet50

ResNet50, which is a widely used resnet model, has 50 deep layers. \( fc1000 \) that is the fully connected layer is selected as feature extraction layer for both SLB and FFB proposed methods. 1000 features can be extracted by using \( fc1000 \) layer.

2.2. Single Layer Based Proposed Model

A single layer based (SLB) method includes pre-processing, feature extraction, post-processing, and classification phases as shown in Fig. 1. In the first phase, the inputs are resized based on the pre-trained model, which will be used for feature extraction. In the last stage of this model implementation, the channel length of the data is checked, and the one-dimensional inputs are transformed into three channels.

For the second phase, the layer of the pre-trained model is determined and used for feature extraction. The SLB models get their names based on the feature layers that are used for feature extraction. SLB1, SLB2, SLB3, and SLB4 models employ the layers \( fc6 \) (AlexNet), \( fc1000 \) (ResNet18), \( pool5 \) (ResNet18), and \( fc1000 \) (ResNet50) respectively as shown in Table 1. As shown in the table, the Input Size which belongs to the image input layer of the pre-trained model is \( 227 \times 227 \times 3 \) for AlexNet and \( 224 \times 224 \times 3 \) for the other pre-trained models. Lastly, Feature Vector defines the size of the extracted features from the feature layer for an input.
In the third phase, which is the post-processing phase, the extracted features are processed using the normalization and moving mean operation. For the normalization step, the data will be scaled so that its range is in the interval $[0,1]$. This normalization method, called min-max, is processed using Eq. 1 where $X_i$ is the $i$th data point and $\text{min}$ represents the minimum value of the dataset while $\text{max}$ represents the maximum value. The Movmean function $\text{[33]}$, which is used for the last step in this phase, returns a simple moving average of the given vector. The window size is optional. Movmean is adopted for backwards adaptability.

$$X_i' = \frac{X_i - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}$$ (1)

Finally, the classification phase is processed for the SLB methods. In this phase, the SVM classification method is used. SVM, which is one of the most popular machine learning algorithms, was proposed by Vapnik et al. $\text{[40]}$. This method, which is based on structural risk minimization and statistical learning theory, is an easy-to-implement flexible algorithm. Two groups can be separated by drawing a borderline between the groups in a plane. However, the location of the hyperplane should be in the position that is furthest from the members of the two groups. The SVM algorithm is employed to draw this optimal hyperplane. In this study, ‘fitcecoc’ $\text{[41]}$, which is used for fitting multiclass models for SVM, is used in the experimental studies. The ‘OptimizeHyperparameters’ option is set to ‘auto’ for SVM. By this way, the hyperparameters of the SVM algorithm is tuned.

An example of simulating the SLB model with a sample data is given in Fig. 2. For this SLB model (SLB1), fc6 layer (AlexNet) is used for feature extraction.
extraction. The pre-processing, feature extraction, and post-processing phases are also clearly presented.

2.3. Feature Fusion Based Proposed Model

The feature fusion based (FFB) methods are similar to SLB ones. The key difference between the FFB and SLB model is the two additional layers in FFB models which are used for feature extraction. After the feature fusion phase in the FFB model, the extracted features are merged. A schematic representation of the FFB method is presented in Fig. 3.

The variations of the FFB methods are named according to the combination order of the feature layers used. The details of the FFB methods are given in Table 2. In this table, **FFB Model** is the name of the proposed feature fusion based model. **Layer1** and **Layer2** are the feature layers that are used for feature extraction. **Feature Vector1** and **Feature Vector2** are the sizes of the extracted features. Finally, **Fusion Feature Vector** is the combination of the **Feature Vector1** and **Feature Vector2**.

An example of the simulation of the FFB model with sample data is given in Fig. 4. For this FFB model (FFB3), fc6 layer (AlexNet) and fc1000 layer (ResNet50) are used for feature extraction. The pre-processing, feature extraction, feature fusion, and post-processing phases are shown in the figure.

Table 2: Details of FFB methods.

| FFB Model | Layer 1 | Feature Vector 1 | Layer 2 | Feature Vector 2 | Fusion Feature Vector |
|-----------|---------|-----------------|---------|-----------------|---------------------|
| FFB1      | fc6     | 4096            | fc1000  | 1000            | 5096                |
| (AlexNet) |         | (ResNet18)      |         | (ResNet18)      |                     |
| FFB2      | fc6     | 4096            | pool5   | 512             | 4608                |
| (AlexNet) |         | (ResNet18)      |         |                 |                     |
| FFB3      | fc6     | 4096            | fc1000  | 1000            | 5096                |
| (AlexNet) |         | (ResNet50)      |         | (ResNet50)      |                     |
| FFB4      | fc1000  | 1000            | pool5   | 512             | 1512                |
| (ResNet18)|         | (ResNet18)      |         |                 |                     |
| FFB5      | fc1000  | 1000            | fc1000  | 1000            | 2000                |
| (ResNet18)|         | (ResNet50)      |         | (ResNet50)      |                     |
| FFB6      | pool5   | 512             | fc1000  | 1000            | 1512                |
| (ResNet18)|         | (ResNet50)      |         | (ResNet50)      |                     |
Figure 3: The architecture of the FFB method.

Figure 4: The visualization of the proposed method for FFB3 with sample data.
3. Experimental Studies

In this section, both SLB and FFB methods are applied to the dataset given in [20]. The experimental setup and experimental results are presented in Subsection 3.1 and Subsection 3.2, respectively.

3.1. Experimental Setup

This subsection presents the setups required to perform the experimental simulations. In order to make a fair comparison, the dataset [39] and test technique used in the study [20] were adapted and implemented in this study. The dataset at [39] contains a total of 1125 samples including 125 COVID-19, 500 no-finding, and 500 pneumonia samples. Sample images in the dataset are shown in Fig. 5.

Five-fold cross validation (as shown in Fig. 6) was implemented during the model testing and evaluation. By this test technique, the data for each class is split into five parts. While four of the parts are used for training, the remaining part is used for testing. Thus, there were 5 different training-testing distinctions are made.

Apart from the accuracy rate, four different metrics were also used for additional performance analysis. The metrics, which are calculated in the same way (average of all classes) with existing work [20], are sensitivity, specificity, precision, and F1 score. Sensitivity is the ratio of the correctly positive labeled by the proposed model to all who are Covid-19 in reality, when the class of COVID-19 is handled. Specificity is the ratio of correctly negative labeled by the proposed model to all who are not Covid-19 in reality. Precision is the ratio of the correctly positive labeled by the proposed model to all positive labeled for Covid-19. F1 Score considers both precision and sensitivity. It is the harmonic mean of precision and sensitivity [42]. Accuracy, sensitivity, specificity, precision, and F1-score are calculated using Eq. 2-6, respectively.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (2)
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (3)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (4)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (5)
\]

\[
F1\text{-score} = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \quad (6)
\]

In the equations, when the class of COVID-19 is handled, TP refers to correct COVID-19 cases, while TN expresses no-findings (or no-findings and pneumonia for multi-class classification simulations) cases. FP refers to no-findings (or no-findings and pneumonia for multi-class classification simulations) cases that were misclassified as COVID-19. Finally, FN refers to COVID-19 cases that classified as no-findings (or no-findings and pneumonia for multi-class classification simulations) cases.
3.2. Experimental Results

In all experiments, both SLB and FFB methods were implemented to detect COVID-19 in X-Ray images using deep features. In the SLB models, pre-processing, feature extraction, post-processing, and classification phases were implemented on the X-Ray images. The pre-processing phase was applied to reform the data. Then, features were extracted from the deep layers of the pre-trained models. Afterwards, the extracted data was processed again in the post-processing phase. In this phase, min-max normalization and movmean functions were implemented respectively. For the last phase, the post-processed data served as an input to the SVM classifier. The option of hyperparameter optimization was set to 'auto' for selecting the near-optimal hyperparameters of the SVM classifier.

FFB methods include pre-processing, feature extraction, feature fusion, post-processing, and classification phases. Unlike SLB, FFB has two pre-processing operations, two feature extraction operations, and the feature fusion phase. In the phase of feature fusion, the extracted features are merged.

The proposed models (SLB1, SLB2, SLB3, SLB4, FFB1, FFB2, FFB3, FFB4, FFB5, FFB6) were simulated on the dataset [39], which was similarly employed in [20]. For a fair comparison, the dataset and test type was selected as implemented in [20].

The performance metrics were applied for all the proposed methods. The values of the performance metrics are given in Table 3 for binary classification. According to the results, the FFB3 proposed model, which includes features from fc6 (AlexNet) and fc1000 (ResNet50) layers, has the best values for all metrics. Additionally, the minimum objective values versus the number of function evaluations for the hyperparameter tuning of the FFB3 method are given in Fig. 7.

A confusion matrix is accepted as another performance demonstrator. The confusion matrices, which were formed according to the predictions of the proposed models, are given in Fig. 8.

The values of the performance metrics are given in Table 4 for multi-class classification. According to the results, the FFB3 model has the best values for all metrics except sensitivity. The minimum objective values versus the number of function evaluations for the hyperparameter tuning of the FFB3 method are given in Fig. 9. The confusion matrices, which are formed according to the predictions of the proposed models, are given in Fig. 10.

The comparison of the FFB3 model and the study [20] is presented in Table 5. The results show that the FFB3 model is more successful than the existing method for both binary and multi-class classifications according to the reported performance metrics.
Figure 7: The minimum objective value vs number of function evaluations for FFB3 method (binary classification).

Table 4: The experimental results for COVID-19, no-findings, and pneumonia cases using the proposed methods.

| Methods | Accuracy | Sensitivity | Specificity | Precision | F1_Score |
|---------|----------|-------------|-------------|-----------|----------|
| SLB1    | 84.71    | 86.13       | 90.91       | 87.75     | 86.91    |
| SLB2    | 80.89    | 81.67       | 88.71       | 83.79     | 82.66    |
| SLB3    | 80.00    | 80.60       | 88.08       | 84.28     | 82.26    |
| SLB4    | 84.41    | 84.73       | 90.73       | 87.80     | 86.13    |
| FFB1    | 83.82    | 85.07       | 90.35       | 87.32     | 86.13    |
| FFB2    | 84.27    | 85.60       | 90.62       | 87.65     | 86.56    |
| FFB3    | 87.64    | 88.13       | 92.59       | 90.87     | 89.39    |
| FFB4    | 79.91    | 80.93       | 88.11       | 83.28     | 82.03    |
| FFB5    | 82.13    | 83.40       | 89.36       | 85.90     | 84.55    |
| FFB6    | 81.87    | 82.40       | 89.18       | 85.90     | 83.99    |
|                  | True Class | Predicted Class | COVID-19 | No-findings |
|------------------|------------|-----------------|----------|-------------|
| (a) CM for SLB1  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (b) CM for SLB2  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (c) CM for SLB3  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (d) CM for SLB4  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (e) CM for FFB1  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (f) CM for FFB2  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (g) CM for FFB3  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (h) CM for FFB4  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (i) CM for FFB5  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |
| (j) CM for FFB6  | 116        | 9               | 89.6%    | 9.8%        |
|                  | 114        | 7               | 89.6%    | 9.8%        |

Figure 8: Confusion matrices (CM) of the proposed methods for binary classification
Table 5: Comparison of the proposed FFB3 model with existing work [20].

| Number of Classes | Methods          | Performance Metrics (%) |           |           |           |
|-------------------|------------------|--------------------------|-----------|-----------|-----------|
|                   |                  | Accuracy                 | Sensitivity | Specificity | Precision |
| 2 Classes         | Existing Work    | 98.08                    | 95.13     | 95.13     | 98.03     |
|                   | Proposed FFB3    | **99.52**                | **98.80** | **98.80** | **99.70** |
|                   |                  |                          |           |           |           |
| 3 Classes         | Existing Work    | 87.02                    | 85.35     | 92.18     | 89.96     |
|                   | Proposed FFB3    | **87.64**                | **88.13** | **92.59** | **90.87** |

Figure 9: The minimum objective value vs number of function evaluations for the FFB3 method (multi-class classification).
Figure 10: Confusion matrices (CM) of the proposed methods for multi-class classification
4. Conclusion

COVID-19, a new infectious disease, has spread rapidly all over the world and has become a pandemic. Different methods are been used in the diagnosis of this disease, which has fatal consequences. In this study, classification was performed using lung X-Ray images which are sometimes used in the diagnosis of COVID-19. The proposed methods are grouped into two main subgroups. The first involved a single layer based (SLB) method whereas the other is feature fusion based (FFB) model. While the SLB methods include pre-processing, feature extraction, post-processing, and classification phases, the FFB methods include pre-processing, feature extraction from two layers, feature fusion, post-processing, and classification phases. The third type of FFB (FFB3) method, which uses fc6 (AlexNet) and fc1000 (ResNet50) layers for feature extraction, provided more successful results for the binary classification experiments (based on performance metrics) than an existing method. On the other hand, the FFB3 approach recorded higher success rates than an existing proposed method for the multi-class classification experiments.

For future works, the proposed methods can be used for the detection of other diseases. In this paper, fc6, fc1000, pool5, and fc1000 layers were used for feature extraction. Other layers from other pre-trained CNN models may be used for feature extraction. Similarly, other techniques can be implemented in the pre-processing and post-processing phases to improve performance. In this study, the SVM algorithm was used for classification. Other machine learning algorithms may be used for performance comparisons.
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