Irreversibility in linear systems with colored noise
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Time-irreversibility is a distinctive feature of non-equilibrium dynamics and several measures of irreversibility have been introduced to assess the distance from thermal equilibrium of a stochastically driven system. While the dynamical noise is often approximated as white, in many real applications the time correlations of the random forces can actually be significantly long-lived compared to the relaxation times of the driven system. We analyze the effects of temporal correlations in the noise on commonly used measures of irreversibility and demonstrate how the theoretical framework for white noise driven systems naturally generalizes to the case of colored noise. Specifically, we express the auto-correlation function, the area enclosing rates, and mean phase space velocity in terms of solutions of a Lyapunov equation and in terms of their white noise limit values.

I. INTRODUCTION

The Langevin equation, first introduced to simplify the description of Brownian motion [1, 2], has become a standard tool for studying stochastic systems in fields ranging from physics, chemistry and electronics [3] to climate [4] and population dynamics [5]. In the original context the random force, or the dynamical noise, was assumed to be delta-correlated in time, owing to the time scale separation between the dynamics of the Brownian particle and the dynamics of fluid molecules. This assumption was later lifted to account for possible time-correlations in the noise and memory effects, leading to the formulation of a generalized Langevin equation [6, 7]. Subsequently, the area of investigation expanded to systems out of thermal equilibrium, both synthetic [8–10] and natural ones [11–16], setting up the challenge of quantifying the irreversibility of the dynamics and linking this irreversibility to heat dissipation and entropy production rate [17, 18]. To tackle this problem of measuring the "distance from thermal equilibrium" experimentalists have employed a combination of optical and magnetic tweezers-based microrheology combined with time-lapse microscopy. [8, 13, 14, 19–21]. Simultaneous work on the theoretical side resulted in the foundation of stochastic thermodynamics and discovery of a multitude of fluctuation theorems, exposing the connections between irreversibility and dissipation [17, 22].

Despite the spectacular success of the white noise approximation at modelling the stochastic nature of both equilibrium and non-equilibrium processes, a more complex description is indeed needed when the correlation time of the noise becomes significant, as compared to the natural relaxation times of the analyzed system. In fact, temporal correlations in the noise can qualitatively change the dynamics, e.g., they can lead to stochastic resonance [23] and induce phase transitions in the stationary probability distributions [24].

While increasing the range of applicability and the abundance of phenomena, accounting for time-correlations in the noise largely complicates the mathematical treatment of the dynamics. The loss of Markovianity precludes a straightforward mapping to a Fokker-Planck formalism, in which the time evolution of the probability density and resulting correlations between the degrees of freedom could be calculated. To circumvent this obstacle, numerous approximation schemes and perturbative approaches have been developed for specific regimes of the correlation time of the noise [25–28]. Furthermore, it has been shown, that in certain cases, despite the non-Markovianity of the dynamics, an exact, generalized Fokker-Planck equation with an effective diffusion matrix can be formulated under certain assumptions about the initial preparation of the system, statistics of the noise, or linearity of the dynamics [27, 29]. For a comprehensive review of the topic we refer the reader to [27].

Here, we abstain from calculating the full probability distribution and instead take a perspective focused on the time-irreversibility of the dynamics. We show how the commonly used measures of irreversibility depend on the correlations of the driving noise, in particular its correlation time. We first introduce a class of linear systems for which analytical solutions can be obtained. Then, we demonstrate how the formulas for the irreversibility measures known for white noise driven systems [30–32] naturally generalize to the colored noise case and discuss the physical mechanism behind this generalization. Finally, we present an example application of the new formulas to a model system of a driven soft biological network [32].
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Here, α indexes the pairwise independent sources of the dynamical noise and summation over repeating indices is assumed. The matrix $D_{\alpha}$ is an equivalent of the diffusion matrix and describes the amplitude and correlations of the noise acting on different degrees of freedom. These correlations encoded in $D_{\alpha}$ can be thought of as spatial correlations of the random forces, if $x(t) = \{x_i(t)\}$ describes the dynamics of components of a spatially extended system. We allow in general for a set of pairwise independent noise terms $\{\sqrt{2D_{\alpha}}\eta_\alpha\}$ with corresponding correlations $\{G_{\alpha}\}$. However, due to the linearity of the system one can always analyse the contributions from each statistically independent noise term separately and then superpose the results. Thereby, for simplicity we consider from now on a single, non-indexed noise term $\sqrt{2D}\eta(t)$.

It is crucial to note that $G(t)$ and $D$ together with Eq. (2) do not define the noise uniquely. In fact, two noises characterized by exactly the same $G(t)$ and $D$ can lead to qualitatively different dynamics and steady state statistics, as illustrated in Fig. 1. On the contrary, the irreversibility measures discussed in this paper, as well as any other two-point correlation function, are indeed fully determined by $G(t)$ and $D$, as we shall see later. To illustrate the above points, we present two commonly employed examples of colored noise that share the same time-correlation function.

One of the most common implementations of colored noise defines the dynamics of the noise via an Ornstein-Uhlenbeck (OU) process:

$$\dot{\eta}(t) = -\frac{1}{\tau}\eta(t) + \frac{1}{\tau}\xi(t) \quad (3)$$

$$\langle \xi_i(t)\xi_j(t') \rangle = \delta_{ij}\delta(t-t') \quad (4)$$

where $\xi(t)$ is vector of normalized Gaussian white noises. The time-correlations of $\eta(t)$ decay exponentially:

$$G(s) = \frac{1}{2\tau} e^{-|s|/\tau} \quad (5)$$

which allows to identify $\tau$ as the correlation time. A clear advantage of the OU noise is that after including the dynamics of the noise (Eq. (3)) in the description, one arrives at a Markovian system driven by a Gaussian white noise. This largely simplifies the analysis and for a linear system implies in particular that the conditional probability density $p(x(t|x_0,t_0)$ is Gaussian, independently of the value of $\tau$ (see Fig. 1). Owing to its simplicity, OU noise is widely employed to model the persistent motion of active Brownian particles [28, 39-41].

The assumption about the noise being Gaussian is often legitimate: it is the case, for example, when the random force effectively describes an aggregate action of a large number of factors (such as the collisions of fluid molecules with a Brownian particle), as rationalized by the Central Limit Theorem. In other contexts, however, the noise statistics can drastically differ from Gaussian. As a glaring example, consider a random force
that switches between a discrete set of values. Similar stochastic dynamics is exhibited in nature by myosin motors [8, 14, 42, 43] exerting step-like contractile forces on the cytoskeleton. In such systems the noise may be more adequately modelled with a telegraph process [44]:

\[ \eta_i(t) = \frac{(-1)^{n_i(t)}}{\sqrt{2\tau}}, \quad (6) \]

where \( \{\eta_i(t)\} \) are pairwise independent Poisson processes with transition rate \( 1/(2\tau) \). The time correlation function \( \mathcal{G}(s) \) for the telegraph noise, as defined by Eq. (6), is an exponential decay, identical to the one associated to the OU noise (Eq. (5)). Even though these two types of noise give rise to very different trajectories and steady state probability distributions, they result in identical auto-covariance functions (see Fig. 1), which will be discussed in detail in the following section.

Finally, let us remark that we use a convention in which the time correlation function of the noise is normalized to 1, namely: \( \int_{-\infty}^{\infty} \mathcal{G}(t)dt = 1 \), corresponding to noise of power 1. This choice, implying that \( \mathcal{G}(t) \rightarrow 0 \) as \( t \rightarrow \infty \), allows us to study the effects of transition from white to time-correlated noise, while keeping the power of the noise fixed.

III. AUTO-COVARIANCE FUNCTION

The auto-covariance function is a standard quantity used in the analysis of time series and in particular the time irreversibility of the dynamics. Comparing the auto-covariance with the response function can reveal deviations from the Fluctuation-Dissipation theorem [8, 12, 16, 45], which can be further connected to the heat dissipation rate through the Harada-Sasa relation [46, 47]. The auto-covariance is defined as

\[ C(t, t+s) = \langle x(t)x^T(t+s) \rangle. \quad (7) \]

Under steady state conditions, the covariance function becomes translation invariant in time and we can write \( C(t, t+s) := C(s) \). By definition, the covariance function fulfills \( C^T(s) = C(-s) \). For the purpose of calculations, this property allows us to assume without loss of generality that \( s > 0 \), since the covariance for negative time differences \( -s \) can be obtained by transposition of \( C(s) \). Time reversibility additionally requires \( C(s) = C(-s) \), implying that \( C(s) \) must be a symmetric matrix. Note, however, that fulfilling \( C(s) = C^T(s) \) does not in general require the system to be at equilibrium. In fact, any time correlations of the noise in Eq. (1) not accompanied by a corresponding memory kernel in the deterministic term inevitably violate the Fluctuation-Dissipation Theorem [7].

To derive an equation for \( C(s) \) note that for a linear system one can write a formal solution for the time trajectory:

\[ x(t) = \int_{-\infty}^{t} e^{A(t-t')} \sqrt{2D} \eta(t')dt' \quad (8) \]

and for the associated covariance matrix

\[ C(t, t+s) = \int_{-\infty}^{t} dt' \int_{-\infty}^{t+s} dt'' e^{A(t-t')} 2D \mathcal{G}(t''-t') e^{A(t+s-t'')} \quad (9) \]

While mathematically correct, Eq. (9) does not provide a simple interpretation of how the time correlations in the noise affect the covariance function. A more insightful relation is obtained by using the steady state assumption and time translation invariance. Eq. (9) combined with the steady state property \( \partial_t C(t, t+s) = 0 \) leads to (see Appendix):

\[ AC(s) + C(s)A^T = -[B(s)D + DB^T(-s)], \quad (10) \]

where \( B(s) \) is defined as

\[ B(s) = 2 \int_{0}^{\infty} dte^{A\tau} \mathcal{G}(t+s) \forall s \in \mathbb{R}. \quad (11) \]

For reasons that will become clear later, we refer to \( B \) as the spreading matrix. First, let us consider a few limiting cases. In the limit of white noise (\( \tau \rightarrow 0 \)) the equal-time covariance matrix \( C_w(s = 0) := C_w \) fulfills

\[ AC_w + C_w A^T = -2D, \quad (12) \]

which is the well known Lyapunov equation [36]. The product \( AC_w \) can be identified with the matrix of Onsager coefficients \( L \) and the Lyapunov equation itself with \( L + L^T = -2D \) [48]. Comparing Eq. (10) with Eq. (12) leads to a key observation: the covariance \( C(s) \) can be calculated by solving a Lyapunov equation with an effective diffusion matrix. This modified diffusion matrix \( \bar{D}(s) \) is set by the spreading matrix \( B(s) \) via

\[ \bar{D}(s) = \frac{1}{2} [B(s)D + DB^T(-s)]. \quad (13) \]

Note that for time irreversible dynamics and \( s \neq 0 \) the effective diffusion matrix \( \bar{D}(s) \) can in general be non-symmetric, resulting in a covariance function non-symmetric in time. The non-symmetry of the effective diffusion matrix does not allow for identifying \( \bar{D}(s) \) as a covariance matrix of some effective white noise. Conversely, when considering the equal-time covariance (setting \( s = 0 \)), we find a symmetric effective diffusion matrix

\[ \bar{D} = \frac{1}{2} [BD + DB^T], \quad (14) \]

which can indeed be interpreted as a covariance matrix of an effective noise. Therefore, the equal-time covariance \( C(s = 0) := C \) for a system with time correlated noise and diffusion matrix \( D \) remains unchanged, if one
replaces the colored noise with a white noise with an appropriate effective diffusion matrix \( \mathbf{D} \). In this sense, for linear systems the temporal and spatial correlations in the noise are equivalent at the level of covariance matrix. This is of particular importance for the case of Gaussian colored noise (e.g. Ornstein-Uhlenbeck noise), for which the stationary probability density is known to be Gaussian. In this case the covariance matrix \( \mathbf{C} \) calculated for the system with the effective white noise defines the exact stationary probability distribution of a colored noise system: \( p(\mathbf{x}) \sim \exp[-\mathbf{x}^T \mathbf{C}^{-1} \mathbf{x}/2] \). This special case of Gaussian noise was solved in [27], where a generalized Fokker-Planck equation for \( p(\mathbf{x}, t) \) is derived. In the long time limit the diffusion matrix of the generalized Fokker-Planck equation converges to our effective diffusion matrix \( \mathbf{D} \) defined as in Eq. (14). Importantly, even though with Gaussian noise the stationary probability densities are identical in the coloured- and effective white-noise systems, the actual dynamics can be very different. Moreover, non-Gaussian noise can result in \( p(\mathbf{x}) \) qualitatively different from Gaussian (see Fig. 1), while, remarkably, the covariance matrix \( \mathbf{C} \) is the same as for the effective white-noise system.

Having presented the partial correspondence between temporal and spatial correlations in the noise for linear systems, let us now discuss the physical origin of this connection. Consider two degrees of freedom \( x_i \) and \( x_j \) that are coupled in some way, directly or indirectly. That is a displacement in \( x_i \) results in a displacement of \( x_j \), with a magnitude and time dependence encoded by \( \mathbf{A} \). When a persistent force is exerted on the ith degree of freedom, it is followed by a displacement in \( x_j \), which leads to correlations in the force instantaneously experienced by \( i \) and \( j \). The way these correlations enter in the effective diffusion matrix \( \mathbf{D} \) is specified by Eq. (14) and the spreading matrix \( \mathbf{B} \). The multiplication by \( \mathbf{B} \) results in spreading of the elements of \( \mathbf{D} \), as exemplified in Fig. 2. The directions of spreading are set by the \( \mathbf{A} \) matrix, while the range of spreading is controlled by the correlation time \( \tau \), or more generally, by the width of \( \mathbf{G}(t) \). These two key quantities define \( \mathbf{B} \) in terms of an integral, but an explicit expression can be found in certain cases. For the ubiquitous case of exponentially decaying time-correlations, as in Eq. (5), one finds

\[
\mathbf{B} = (\mathbf{I} - \tau \mathbf{A})^{-1}.
\]

The derivation and expressions for \( \mathbf{B}(s) \) are presented in the Supplementary Information. Notably, Eq. (10) and the derived expressions for \( \mathbf{B}(s) \) are exact and make no assumptions on the noise correlation time \( \tau \) being small or large.

We close this section by noting that instead of first calculating the effective diffusion matrix and solving the Lyapunov equation with \( \mathbf{D}(s) \), one can equivalently first find the equal-time white-noise covariance matrix \( \mathbf{C}_w \) (by replacing \( \mathbf{G}(s) \) with \( \delta(s) \) in the original problem and solving Eq. (12)) and calculate the covariance function \( \mathbf{C}(s) \)

\[
\mathbf{C}(s) = \frac{1}{2} [\mathbf{B} \mathbf{C}_w + \mathbf{C}_w \mathbf{B}^T (-s)].
\]

The equivalence of the two approaches is visualised in Fig. 2 for a specific system comprised of a chain of harmonically coupled overdamped beads, with \( s = 0 \). A proof based on simple algebra and \( \mathbf{A} \mathbf{B} = \mathbf{B} \mathbf{A} \) is presented in the appendix.

**IV. MEAN VELOCITY AND AREA ENCLOSING RATES**

In the previous section we considered two point time covariance functions as indicators of time irreversible dynamics. However, already mean values of instantaneous quantities can reveal time-irreversibility. Consider the instantaneous velocity \( \mathbf{v}(t) \) and its mean value at a certain point in phase space \( \langle \mathbf{v}(\mathbf{x}) \rangle := \langle \mathbf{v}(t) | \mathbf{x}(t) = \mathbf{x} \rangle \). Upon time reversal the velocity changes sign, and therefore time-reversibility requires \( \langle \mathbf{v}(\mathbf{x}) \rangle = 0 \). This fact has been used to define a class of measures of equilibrium based on non-vanishing probability fluxes [15, 31, 33, 34]. For a linear system driven by white noise the mean phase space velocity is known to be a linear function of \( \mathbf{x} \) [36]:

\[
\langle \mathbf{v}(\mathbf{x}) \rangle = \Omega_w \mathbf{x}, \quad \Omega_w = (\mathbf{A} + \mathbf{D} \mathbf{C}_w^{-1})
\]

Note that since for overdamped systems with white noise the velocities are not well defined in terms of the time derivative of the position, one defines \( \langle \mathbf{v}(\mathbf{x}) \rangle \) through \( \langle \mathbf{v}(\mathbf{x}) \rangle = j(\mathbf{x})/p(\mathbf{x}) \), where \( j(\mathbf{x}) \) is the probability current. To avoid the difficulty of measuring the average

![Fig. 2. Schematic procedure of obtaining the auto-covariance matrix \( \mathbf{C}(s) \) in the colored noise case. Here shown for \( s = 0 \), for a 1-dimensional chain of harmonically coupled beads, with each bead driven by independent noise with correlations decaying exponentially in time. The two possible sequences of steps marked by the arrows lead to equal results for \( \mathbf{C}(s) \). These two alternative ways include "spreading" either \( \mathbf{D} \), or \( \mathbf{C}_w \) using the \( \mathbf{B} \) matrix.](image-url)
velocity $\langle v(x) \rangle$ at every point in phase space, one can define a more coarse grained measure of irreversibility known as the area enclosing rate \[ A = \frac{1}{2} \langle xx^T - x\dot{x}^T \rangle. \tag{18} \]

This entity can be traced back to the works of Mori and Kubo [6, 7], where it was used in the derivation of the Generalised Langevin Equation. Recently, the area enclosing rate has received renewed attention as a measure of irreversibility [31, 32, 37, 38, 50], it has been connected to the entropy production rate, and applied in an irreversibility-oriented dimensionality reduction scheme [51].

Let us begin by considering a linear system driven by an Ornstein-Uhlenbeck noise. In this simple case, the complete dynamics is Gaussian and consequently the conditional average $\langle v(x) \rangle$ is also a linear function of $x$. More specifically, we show that (see Appendix):

$$\langle v(x) \rangle = \Omega_{OU} x, \quad \text{with} \quad \Omega_{OU} = (1 + \tau DC_w^{-1})^{-1} \Omega_w. \tag{21}$$

This expression shows explicitly how the mean velocity $\langle v(x) \rangle$ departs from the white noise values as the correlation time of the noise $\tau$ increases. Alternatively, $\Omega_{OU}$ can be expressed in a way equivalent to Eq. (20), as demonstrated in the appendix, where we also give an exact expression for the joint probability $p(x, v)$.

For other types of noise $\langle v(x) \rangle$ does not in general show a simple linear dependence on $x$. Nevertheless, a compact formula can still be found for the area enclosing rates. This is obtained by substituting the formal solution (Eq. (8)) into Eq. (18) (for details see the Appendix). One then finds

$$A = \frac{1}{2} [BAC_w - C_w A^T B^T], \tag{22}$$

that only depends on the correlation function of the noise $G(s)$ (encoded in $B$) and on $D$ (encoded in $C_w$). This implies, in particular, that two qualitatively different noises (such as OU and telegraph) will yield exactly the same $\mathcal{A}$, if their two-point correlations given by $D$ and $G(s)$ coincide. Eq. (22) differs from the white noise formula by $A$ being replaced with an effective force matrix $BA$ (see Fig. 3).

Finally, let us demonstrate a relationship between the area enclosing rates $\mathcal{A}$ and the auto-covariance function $C(s)$ discussed in the preceding section. As discussed in [31], when dealing with a discrete-time signal with time resolution $1/\Delta t$, one has to approximate the velocity in Eq. (18) with a finite difference, leading to:

$$\mathcal{A}_{ij} = \frac{1}{2\Delta t} \left[ (x_i(t + \Delta t) - x_i(t)) x_j(t) - x_i(t) (x_j(t + \Delta t) - x_j(t)) \right]$$

$$= \frac{1}{2\Delta t} \left( C_{ij}(\Delta t) - C_{ij}(-\Delta t) \right). \tag{23}$$

For systems driven by time correlated noise only, for which the auto-covariance function is differentiable, we can conclude that $\mathcal{A} = \frac{d}{ds} C(s)|_{s=0}$. Consistently, for time reversible dynamics, $C(s)$ is an even function with derivative 0 at $s = 0$. When the dynamics includes a white noise component, $C(s)$ is no longer differentiable at $s = 0$, yet the symmetrized difference in Eq. (23) converges to a finite value in the limit of $\Delta t \to 0$.

V. EXAMPLE APPLICATION AND EMERGENT LENGTH-SCALE

In this last section we show how the framework developed in this article can be applied to a physical problem and offer insights inaccessible within a white noise approximation. As a working example we use a toy-model that was recently employed to study the non-equilibrium behaviour across length scales in active biological assemblies [32, 34, 50]. There, the viscoelastic medium mimicking the cytoskeleton was modelled as a lattice of overdamped beads connected by springs and embedded in a viscous fluid. The activity of molecular motors was implemented as a collection of dipole forces delta-correlated in time. Here we revisit this model, lift the assumption about white noise activity and discuss the resulting changes in the non-equilibrium behaviour. For simplicity we focus on a 1-dimensional version of this model - a chain of beads.

In the previous works it has been shown that with a single activity in the chain, the area enclosing rate measured for two degrees of freedom: the agitated bead $x_i$...
and a bead at distance $r$, $x_{i+r}$, displays a power law as a function of the distance $r$. Importantly, with a collection of active agents in the chain, a similar scaling behaviour is observed for the mean squared area enclosing rate $\langle A^2(r) \rangle$ measured for pairs of beads at distance $r$ from each other (see Fig. 4). Both results assumed the active forces to be delta-correlated in time, or in our formulation $G(t) = \delta(t)$, and were essentially derived using Eq. (19).

Now, equipped with the colored noise formula (Eq. (22)) we can study the effects of the time correlations of the active forces. We assume force correlations to decay exponentially with time, as in Eq. (5), which among others can represent a telegraph process. The results presented in Fig. 3 (single activity) and in Fig. 4 (distribution of activities) show a qualitative change in both cases. The functional dependence of $A_{i,i+r}$ and $\langle A^2(r) \rangle$ on the distance $r$ is no longer monotonic. At a certain distance the area enclosing rates reach a pronounced maximum followed by a power law decay at large distances. In fact, the behavior for large $r$ coincides with the one predicted for white noise activity - for large distances the relaxation times become much larger than the correlation time of active forces and it is justified to treat the active noise as "white". The origin of the maximum can be qualitatively explained in the single activity case with the stereotypical trajectories sketched in Fig. 3(b). For short distances from the activity both beads experience a large displacement, but since the passive bead reacts almost immediately to the displacement of the driven one, the loops enclosed by the trajectory are very narrow, leading to small $\mathcal{A}$. At large distances the displacements of the passive bead are small and $\mathcal{A}$ starts decreasing. A trade-off between the size of displacements and the delay between them gives rise to a maximum at a distance larger than the lattice spacing, for which the maximum appears at a distance larger than the lattice spacing, for which the maximum appears at a distance larger than the lattice spacing, for which the maximum appears at a distance larger than the lattice spacing.

VI. CONCLUSIONS

In this paper we showed how temporal correlations in the noise can affect the irreversibility of a system's linear dynamics. To this end, we considered a class of linear systems described by a Langevin equation and driven by colored noise classified by its autocovariance, which encodes both temporal and spatial correlations. We demonstrated that the formulas commonly employed to calculate standard measures of irreversibility, such as the au-
tocovariance or the area enclosing rates, naturally generalize to the case of colored noise. The expressions we derive are exact and valid for arbitrary correlations of the noise, allowing to study the full dependence of the irreversibility measures on the correlation time of the noise, and not only the departure from the white noise limit.

We discussed how noise scenarios that share the same two-point correlations can lead to drastically different dynamics and steady state probability distribution, while yielding equal results for certain measures of irreversibility. We also showed that for any colored noise model there exists a corresponding white noise model with appropriately modified spatial correlations, which lead to the same covariance matrix. In practice, when modelling a noisy or driven system, the detailed statistics of the noise at play are unknown and one has to model the noise just based on its primary features. In such cases it is crucial to know how robust the results are to changes in the specific implementation of the noise. For the case of Ornstein-Uhlenbeck noise, customarily employed to model persistent forces, we find exact expressions for the probability distribution and mean phase space velocity in terms of solutions for the white noise limit.

Finally, we presented an example application of the derived formulas and revisited a model for irreversible dynamics in driven biological network, which up to now was only analyzed within the white noise approximation. We now allowed for time correlations in the active driving, leading to a qualitative change of behaviour of the irreversibility measures at moderate distances. The introduced time correlations in the noise give rise to a specific length scale marked by a maximum of the irreversibility measures. The significance of this and analogous length scales potentially emerging in other non-equilibrium contexts remains an open question.
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## Appendices

### A. DERIVATION OF AUTO-COVARIANCE FUNCTION

Consider a linear system with a time-correlated driving force described with the following equation of motion:

$$\dot{x}(t) = Ax(t) + \sqrt{2D}\eta(t), \quad \text{with} \quad \langle \eta(t) \rangle = 0, \quad \langle \eta(t)\eta^\top(t') \rangle = 2\mathcal{G}(t-t')$$

The formal solution can be written as

$$x(t) = \int_{-\infty}^{t} e^{A(t-t')}\sqrt{2D}\eta(t')dt'$$

(25)

Similarly, we can formally express the auto-covariance function as

$$C(t, t+s) = \langle x(t)x^\top(t+s) \rangle = \int_{-\infty}^{t} dt' \int_{-\infty}^{t+s} dt''e^{A(t-t')}2D\mathcal{G}(t'-t'')e^{A^\top(t+s-t'')}$$

(26)

Note that by the definition, at the steady state the auto-covariance function $C(s) := C(t, t+s)$ has the property $C(-s) = C^\top(s)$, so in the following we can assume without loss of generality that $s > 0$, unless specified otherwise.

Using the following lemma for differentiation:

$$\partial_t \int_{-\infty}^{t} dt' \int_{-\infty}^{t+s} dt'' f(t', t'') = \int_{-\infty}^{t} dt' \int_{-\infty}^{t+s} dt'' \partial_t f(t', t'') + \int_{-\infty}^{t} dt'' f(t, t'') + \int_{-\infty}^{t} dt' f(t', t+s)$$

(27)

and using the fact that at the stationary state $\partial_t C(s) = 0$, we derive an equation for the auto-covariance:

$$\partial_t C(t, t+s) = 0 = AC(s) + C(s)A^\top + \int_{-\infty}^{t+s} dt''2De^{A(t+s-t'')}\mathcal{G}(t-t'') + \int_{-\infty}^{t} dt' e^{A(t-t')}2D\mathcal{G}(t' - t - s)$$

$$0 = AC(s) + C(s)A^\top + D \left[ \int_{-\infty}^{t} dt'' e^{A(t-t')}\mathcal{G}(t-t'-s) + \int_{-\infty}^{t} dt' e^{A(t-t')}\mathcal{G}(t-t'+s) \right] D$$

$$AC(s) + C(s)A^\top = -[DB^\top(-s) + B(s)D]$$

(30)
Similarly, we calculate \( B(s) = \int_0^\infty dt' 2e^{A^t} G(t' + s) \) for all \( s \in \mathbb{R} \)

(31)

It is instructive to consider a set of limiting cases for Eq. (30).

1. Calculating the covariance matrix \( C := C(0) \) for time-correlated noise:

\[
AC + CA^T = -(DB^T + BD) \quad \text{with} \quad B := B(0) = 2 \int_0^\infty dt' e^{A t'} G(t').
\]

(32)

2. Calculating the auto-covariance function \( C_w(s) \) for white noise \( G(t) = \delta(t) \):

\[
AC_w(s) + C_w(s)A^T = -2De^{A^s}
\]

(33)

3. Calculating the covariance matrix \( C_w \) for white noise:

\[
AC_w + C_wA^T = -2D
\]

(34)

which reduces to solving the standard Lyapunov equation.

There is an interesting relation between case 3 and Eq. (30). Substituting the expression for \( D \) from Eq. (34) into Eq. (30) one obtains

\[
AC(s) + C(s)A^T = \frac{1}{2} [B(s)AC_w + B(s)C_wA^T + AC_wB^T(-s) + C_wA^TB^T(-s)]
\]

(35)

\[
= A \left[ \frac{1}{2} (B(s)C_w + C_wB^T(-s)) \right] + \left[ \frac{1}{2} (B(s)C_w + C_wB^T(-s)) \right] A^T
\]

(36)

and using the uniqueness of the solution of the Lyapunov equation we conclude that

\[
C(s) = \frac{1}{2} [B(s)C_w + C_wB^T(-s)]
\]

(37)

For an exponentially correlated noise, with \( G(t) = \frac{1}{2\tau} e^{-|t|/\tau} \), such that \( G(t) \xrightarrow{\tau \to 0} \delta(t) \), both \( B^T(-s) \) and \( B(s) \) can be calculated analytically.

\[
B^T(-s) = \int_0^\infty 2e^{A^t} G(t' - s) dt' = \frac{1}{\tau} \int_0^s e^{A^t} e^{-\frac{t'}{\tau}} dt' + \frac{1}{\tau} \int_s^\infty e^{A^t} e^{-\frac{t' - s}{\tau}} dt'
\]

(i)

(38)

We calculate terms (I) and (II) separately:

\[
(I) = \frac{1}{\tau} \int_0^s e^{A^t} e^{-\frac{t'}{\tau}} dt' = \frac{1}{\tau} e^{A^t} \int_0^s e^{-(A^t + \frac{s}{\tau})} dt' = \frac{1}{\tau} e^{A^t} \left[ -\left( A^t + \frac{s}{\tau} \right)^{-1} e^{-(A^t + \frac{s}{\tau})} \right]_0^s
\]

(39)

\[
= \frac{1}{\tau} e^{A^t} \left( A^t + \frac{s}{\tau} \right)^{-1} \frac{1}{\tau} e^{-(A^t + \frac{s}{\tau})} = e^{A^t} e^s \left( 1 - e^{-(1 + \tau A^t) \frac{s}{\tau}} \right)
\]

(40)

Since the matrix \((1 + \tau A^t)\) may in general be non-invertible the result above should be interpreted in terms of evaluating the analytic function \( f(x) = \frac{1 - e^{-x}}{x} \) for a matrix argument \((1 + \tau A^t)^\frac{s}{\tau}\).

\[
(II) = \frac{1}{\tau} \int_0^\infty e^{A^t} e^{-\frac{t'}{\tau}} dt' = \frac{1}{\tau} e^{A^t} \int_0^\infty e^{(A^t - \frac{s}{\tau})} dt' = -\frac{1}{\tau} e^{A^t} \left( A^t - \frac{s}{\tau} \right)^{-1} = e^{A^t} (1 - \tau A)\]

(41)

Similarly, we calculate \( B(s) \):

\[
B(s) = \int_0^\infty 2e^{A^t} G(t' + s) dt' = \frac{1}{\tau} e^{A^t} e^{-\frac{t' + s}{\tau}} = e^{-\frac{s}{\tau}} \frac{1}{\tau} \int_0^\infty e^{(A - \frac{s}{\tau})} dt' = e^{-\frac{s}{\tau}} (1 - \tau A)^{-1}
\]

(42)
Altogether, the equation for the auto-covariance function reads

\[ \text{AC}(s) + C(s)A^\top = -De^{At}s \left[ (1 - \tau A^\top)^{-1} + \frac{1}{1 + \tau A^\top} \right] e^{-\frac{s}{\tau}}(1 - \tau A)^{-1}D \]  

(43)

and in the case \( s = 0 \) the equation reduces to

\[ \text{AC} + CA^\top = -[D(1 - \tau A^\top)^{-1} + (1 - \tau A)^{-1}D]. \]  

(44)

**B. DERIVATION OF THE FORMULA FOR \( \mathcal{A} \)**

The area enclosing rates are defined as

\[ \mathcal{A} = \frac{1}{2} \langle xx^\top - xx^\top \rangle. \]  

(45)

This antisymmetrized form is used only to make the expression independent of the integration convention in the case of white noise. For colored noise, where no ambiguity in terms of integration occurs, it is enough to calculate \( \langle xx^\top \rangle \). We will confirm this by showing that \( \langle xx^\top \rangle \) itself is antisymmetric. Taking the expression for \( \dot{x} \) from Eq. (1) we get

\[ \langle xx^\top \rangle = \frac{1}{2} \langle xx^\top \rangle + \sqrt{2D} \langle \eta(t)x^\top(t) \rangle. \]  

(46)

Substituting the formal solution for \( x(t) \) we evaluate the second term:

\[ \sqrt{2D}\langle \eta(t)x^\top(t) \rangle = \int_{-\infty}^{t} \sqrt{2D}\langle \eta(t)\eta^\top(t') \rangle \sqrt{2De^{A^\top(t-t')}}dt' = \int_{-\infty}^{t} 2De^{A^\top(t-t')}G(t-t')dt' = DB^\top \]  

(47)

Combining it with the first term we get

\[ \mathcal{A} = \text{AC} + DB^\top = \frac{1}{2} (\text{AC} - CA^\top) + \frac{1}{2} (DB^\top - BD). \]  

(48)

As mentioned before, this expression is already antisymmetric. The first term is identical to the white noise expression, with \( C_w \) replaced by \( C \). The correction term \( (DB^\top - BD) \) contributes to \( \mathcal{A}_{ij} \) only if the degrees of freedom \( x_i, x_j \) are coupled (directly or indirectly) and if the active noise acts directly on at least one of them. The above expression can be rewritten in an alternative form after making use of \( 2C = BC_w + C_wB^\top \) (Eq. (37)) and \( 2D = AC_w + C_wA^\top \) (Eq. (34)), and the fact that matrices \( A \) and \( B \) commute:

\[ \mathcal{A} = \frac{1}{4} \left[ ABC_w + AC_wB^\top - BC_wA^\top - C_wB^\top A^\top - AC_wB^\top - C_wA^\top B^\top + BAC_w + BC_wA^\top \right] \]  

\[ = \frac{1}{2} [BAC_w - C_wA^\top B^\top]. \]  

(49)  

(50)

**C. MEAN VELOCITY FIELD WITH OU NOISE**

Consider a linear system driven by OU noise, described by the Langevin equation

\[ \begin{pmatrix} \dot{x} \\ \dot{\eta} \end{pmatrix} = \begin{pmatrix} A & \sqrt{2D} \\ 0 & -1/\tau \end{pmatrix} \begin{pmatrix} x \\ \eta \end{pmatrix} + \begin{pmatrix} 0 \\ 1/\tau \end{pmatrix} \xi, \]  

(51)

where \( \xi(t) \) is Gaussian white noise satisfying \( \langle \xi(t)\xi^\top(t') \rangle = \delta(t - t') \). The instantaneous velocity can then be written as \( v = Ax + \sqrt{2D}\eta \). The covariance matrix for the whole system \( \{x, \eta\} \) including the noise dynamics satisfies the Lyapunov equation:

\[ \begin{pmatrix} A & \sqrt{2D} \\ 0 & -1/\tau \end{pmatrix} \begin{pmatrix} C_{xx} & C_{x\eta} \\ C_{\eta x} & C_{\eta\eta} \end{pmatrix} + \begin{pmatrix} C_{xx} & C_{x\eta} \\ C_{\eta x} & C_{\eta\eta} \end{pmatrix} \begin{pmatrix} A^\top & 0 \\ \sqrt{2D} & -1/\tau \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & -1/\tau^2 \end{pmatrix}. \]  

(52)
This equation can be split into three equations for \( \{ C_{xx}, C_{\eta x}, C_{\eta \eta} \} \). One of them is

\[
-\frac{1}{\tau} C_{\eta \eta} - \frac{1}{\tau^2} C_{\eta \eta} = -\frac{1}{\tau^2} \implies C_{\eta \eta} = \frac{1}{2\tau}.
\]

(53)

Another equation, allowing us to find \( C_{\eta x} \) is

\[
-\frac{1}{\tau} C_{\eta x} + C_{\eta x} A^\top + C_{\eta \eta} \sqrt{2D} = 0.
\]

(54)

Substituting the derived expression for \( C_{\eta \eta} \) and rearranging the terms we find

\[
C_{\eta x} = \sqrt{\frac{D}{2} (1 - \tau A^\top)^{-1}} = \sqrt{\frac{D}{2} B^\top}.
\]

(55)

Because the joint probability distribution \( p(x, \eta) \) has to be multivariate normal, the mean value of the OU noise \( \eta \) conditioned on the position \( x \) can be calculated as

\[
\langle \eta | x \rangle = \langle \eta \rangle + C_{\eta x} (C_{xx})^{-1} x.
\]

(56)

Consistently with the notation of the main text we will write \( C_{xx} := C \). The mean velocity \( v(x) \) is then obtained as

\[
v(x) = \langle v | x \rangle = Ax + \sqrt{2D} \langle \eta | x \rangle = (A + \sqrt{2D} C_{\eta x} (C_{xx})^{-1}) x = (A + DB^\top C^{-1}) x.
\]

(57)

Comparing with Eq. (48), we conclude that with the Ornstein-Uhlenbeck noise the mean velocity can be written as \( \langle v | x \rangle = \Omega_{OU} x \), where \( \Omega_{OU} x = AC^{-1} \), just as for a white noise driven system.

An alternative expression for \( \Omega_{OU} \) in case of the OU noise can be found by first calculating the exact probability distribution \( p(x, v) \) and expressing it in terms of the white noise covariance matrix \( C_w \). To this end we followed a perturbative scheme based on an expansion in powers of \( \tau^2 \) that was presented in [28], employing the identity \( AC_w + C_w A^\top = -2D \). With linear forces, as in our case, the expansion terminates at order \( n = 4 \) leading to an exact expression:

\[
p(x, v) = \mathcal{N} \exp \left\{ -\frac{1}{2} (x^\top \ v^\top) \begin{pmatrix} C_w^{-1} + \tau A^\top D^{-1} A & -\tau(C_w^{-1} + A^\top D^{-1}) \\ -\tau(C_w^{-1} + A^\top D^{-1}) & \tau D^{-1} + \tau^2 C_w^{-1} \end{pmatrix} \begin{pmatrix} x \\ v \end{pmatrix} \right\}
\]

(58)

\[
:= \mathcal{N} \exp \left\{ -\frac{1}{2} (x^\top \ v^\top) \begin{pmatrix} C_{xx} & C_{yx} \\ C_{yx} & C_{yy} \end{pmatrix}^{-1} \begin{pmatrix} x \\ v \end{pmatrix} \right\},
\]

(59)

where \( \mathcal{N} \) is a normalization constant. Additionally, the decomposition of the full covariance matrix using Schur complement gives:

\[
[(C^{-1})_{vv}]^{-1} (C^{-1})_{vx} = -C_{vx} (C_{xx})^{-1}.
\]

(60)

Equipped with these results, we can calculate the conditioned mean velocity as:

\[
\langle v | x \rangle = C_{vx} (C_{xx})^{-1} x = -[(C^{-1})_{vv}]^{-1} (C^{-1})_{vx} x = (\tau D^{-1} + \tau^2 C_w^{-1})^{-1} \tau(C_w^{-1} + D^{-1} A) x
\]

\[
= (1 + \tau D C_w^{-1})^{-1} (A + D C_w^{-1}) x = (1 + \tau D C_w^{-1})^{-1} \Omega_{w} x.
\]

(61)

From this we conclude that for a linear system driven by OU noise

\[
\langle v(x) \rangle = \Omega_{OU} x, \quad \text{with} \quad \Omega_{OU} = (1 + \tau D C_w^{-1})^{-1} \Omega_{w}.
\]

(63)