Fourier Singular Values-Based False Data Injection Attack Detection in AC Smart-Grids
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Abstract: Cyber-physical threats as false data injection attacks (FDIAs) in islanded smart microgrids (ISMGs) are typical accretion attacks, which need urgent consideration. In this regard, this paper proposes a novel cyber-attack detection model to detect FDIAs based on singular value decomposition (SVD) and fast Fourier transform (FFT). Since new research are mostly focusing on FDIAs detection in DC systems, paying attention to AC systems attack detection is also necessary; hence, AC state estimation (SE) have been used in SI analysis and in considering renewable energy sources effect. Whenever malicious data are added into the system state vectors, vectors' temporal and spatial datum relations might drift from usual operating conditions. In this approach, switching surface based on sliding mode controllers is dialyzed to regulate detailed FFT’s coefficients to calculate singular values. Indexes are determined according to the composition of FFT and SVD in voltage/current switching surface to distinguish the potential cyber-attack. This protection layout is presented for cyber-attack detection and is studied in various types of FDIA forms like amplitude and vector derivation of signals, which exchanged between agents such as smart sensor, control units, smart loads, etc. The prominent advantage of the proposed detection layout is to reduce the time (less than 10 milliseconds from the attack outset) in several kinds of case studies. The proposed method can detect more than 96% accuracy from 2967 sample tests. The performances of the method are carried out on AC-ISMG in MATLAB/Simulink environment.
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1. Introduction

1.1. Background

Nowadays, with the increasing growth and compilation of using information and communication technologies (ICTs), many parts of electrical power grids (EPGs) are gently becoming smart and in this regard, concepts of Smart-grids (SGs) and islanded smart microgrids (ISMGs) have emerged [1]. Nevertheless, using smart power systems including state estimation (SE), has a majority of challenges in cyber or physical layers such as cyber-attack and malicious data injection because of dependency on information and telecommunication technologies. One prominent concern can be cyber or physical attacks in these systems [2,3].

Attackers in electrical power networks are able to alter variables by attack to metering devices or by compromising communication infrastructures [4]. Therefore, compromised
system states might disrupt electrical power network performance, resulting in physical or economic damages on the energy system. Good examples here are References [5,6], where comprehensive studies are based on an influx of these kinds of cyber-attacks. False Data Injection (FDI) threat can be mentioned as a prominent challenge on the system state estimation among common cyber-physical attacks in EPGs [7,8].

The use of FFT in detecting cyber-attacks that have the ability to extract high-level features has made this approach a powerful method against new attacks or small mutations. Additionally, a combination of machine-learning-based techniques and FFT can lead to better performance of cyber-attack detection. Recently published papers [9–11] dealt with the issue of signal injection attack and FFT.

Jamming in False Data Injection Attack (FDIA) is different from other physical or cyber-attacks. Successful FDIAs are able to revolve the conventional residuary-based spoiled, invalid, incorrect and bad data detection scheme [12]. Without a progressive diagnostic scheme, FDIA is able to be secretly started several times and a dramatic threat to the network is rendered. Many studies have been assigned to investigate possible approaches of constructing FDIA in SGs. Many of the existing researches on constructing FDIA are focusing on cyber or physical attacks in EPGs via DC state estimation with several cases owing to usual system systematic models [7]. For example, a universal known scenario attack is that when the other party gains access to the part of electrical infrastructure information, then the attacker is able to change a group of measured values [8,13]. In such techniques, FDIA should be able to bypass or change conventional detection approaches successfully, and false information injects and throws in the sensors or devices of the subsystem.

Nowadays, attack state estimation of FDI with the aim of evaluating AC has been gradually taken into consideration, and to construct such attacks, analytical and technical studies have been conducted. In References [14,15], in order to execute FDI attack in AC power system state estimation with some or entire system information, viable techniques have been presented. Generally, both AC and DC state estimations can be under FDI attacks. Potential FDI attack detection techniques have been explored in prior studies over vulnerable points of EPGs system [16,17]. Besides, negative effects and possible defense strategies have also been examined [14,15,18]. Additionally, many commentators are of the view that basically two categories according to AC or DC models have been considered and studied separately [19]. Several methods have been employed to detect FDIA in DC power systems, including statistical techniques [20], sparse optimization [21], state forecasting methods [22], network theory approaches [23], and also schemes based on machine learning [24,25]. All of them displayed acceptable detection efficiency and incorrect signal rates versus FDIA in DC model.

Electrical grid systems are nonlinear and their dynamics are complicated, so only few studied have been worked on FDIA in AC Smart-grids. In order to distinguish a set of sensors at attack risk which are adequate to make an unpredictable attack; in this regards, in the paper [26], a FDIA in AC power system is investigated according to linearization around the aim state, assuming which state estimation is taken via a particular method, that can operate very accurately.

Dual physical-attacks and cyber-attacks on electrical networks are presented and analyzed in Reference [27], and also this method is expanded to a simple scheme of AC load flow in Reference [28]; besides, cyber-physical-attacks on electrical grid system has been used based on the FDIA mechanism in paper [29]. In addition, to guard against invalid, false, spoiled or bad data and adversarial injections, a robust SE on AC system has been studied [30]; (for more information and a review on this topic, interested readers can refer to Reference [21]); nevertheless, there is no guarantee of detecting stealthy injections in the system. As can be seen from the analyzed results in Section 4, even if robust SE techniques are recruited, cyber-attacks (based on FDI occurred in AC systems) cannot be detected by Bad Data Detector (BDD).

A robust cubature Kalman filter (RCKF) is considered to retrieve the dynamic state estimation (DSE) of generator agents which have been attacked by malicious data [31],
where primary, two various kinds of cyber-attacks containing denial of service attacks (DSA) and FDIA are analyzed and also introduced into the generator’s DSE by a technique of combining the attack vectors through the obtained data, and secondly, the CKF and RCKF methods are adopted to the DSE with the aim of obtaining cyber-attacks with different complicated levels; eventually, the efficiency of the mentioned technique are compared and analyzed.

In addition, the other FDI attack detection method for AC-SE is illustrated in [32]. In the abovementioned way, when the state vectors are manipulated by malicious data, their spatial and temporal datum correlations may deviate from those in the same operating conditions. This mentioned procedure could take these inconsistencies through evaluating temporal sequential forecasted system states via using wavelet transform (WT) as inputs of deep neural network (DNN). In addition, several published papers are considered in Table 1.

Table 1. Published literature of FDI attack detection in smart electrical systems.

| Reference | Methodology | Detection Procedure | Advantages of Our Suggested Method |
|-----------|-------------|---------------------|-----------------------------------|
| [25]      | Deep learning | Using DL methods to distinguish the features of behavior of FDI attack via the historical measurement data and utilizing the obtained features for detecting the FDI attack | Utilizing FFT and SVD to obtain properties to compute FSVs |
| [22]      | Chi-square detector and cosine similarity matching are used | The outcomes described that the detection method on the basis of Chi-square is not able to diagnose the tested FDIs | This study is able to detect several FDIs in ISMG |
| [33]      | Kalman filter | Utilizing the mathematical technique in smart grids for detecting the FDI attacks | This paper does not depend on the mathematical model of the system |
| [34]      | Cooperative vulnerability factor | Investigating attacks on voltage measurements | Current and voltage measurements have been considered in this work |
| [35]      | Kullback-Leibler | Able to detect various attacks; it faces difficulty to detect FDI attacks on certain state variables | Proposed paper does not depend on the state variable to detect FDI attacks and is on the basis of signals properties |
| [36]      | A Discordant Element Approach | Investigating attacks on current measurements | Current and voltage measurements have been considered in this work |

The sustainable development concept is one the principle objectives that countries strictly follow to achieve better performance of life [37]. The sustainability of cyber security in power systems is a significant concern today. The paper evaluated the FDI attack impact of a smart island and considered FDIA concepts for the sustainability of the smart island. Data were collected from an AC-MG with three renewable resources. The results
of the FDI attack displayed that various malicious activities strongly impact the ISMG: in descending order of absolute terms, attack on data exchanges influence smart sensors, controller units, and smart loads are identified as the most influencing. Other activities, containing changing the loads below 10% showed overall lower impacts but it causes power losses and increasing cost. The wide environmental influence has been related with most of the power generation activities and affirms the required to produce the initial power production as cleaner, less energy-intensive and more resource-effective. Affordable incremental novelties that can transform the procedure business have been conducted in the context of primary power generation, which mainly has been assumed depending on green energy resources. The investigations of the FDIA detection procedure toward raised sustainability of power systems contains strategic and important subjects [38].

1.2. Motivation and Main Contributions of the Paper

In this paper, FDI attack in an AC-ISMG and a new detection layout based on singular values of fast Fourier transform (FFT) coefficients are introduced. This detection plan is merged benefits, and also applications of FFT and singular value decomposition (SVD). The proposed method is presented to draw out the system state traits in a period of time in this study. Signals of Voltage and current are measured at the point wherein the relay is located. In another phase, the switching surface (error waveforms on the basis of main signal) is computed according to sliding mode controller, and then investigated by Fourier transform, and the detailed coefficients are retrieved. In this paper, the SVD technique is recruited to calculate the singular values of the coefficient’s matrix that is applied to detect cyber-attack.

1.3. Paper Structure

The rest of the study is formed as follows: In part 2, the concepts of ISMG and FDIA are introduced briefly. Part 3 explains the suggested FDIA detection scheme and Fourier singular values (FSVs), with detailed statements on the implementation and architecture topics. Section 4 illustrates the cyber-physical model and the results on the tested ISMG with several case studies. Finally, the main conclusion of this research will be presented in Section 5.

2. Islanded Smart Microgrid and False Data Injection Attack

2.1. Islanded Smart Microgrid (ISMG)

There are a lot of places and islands which could not connect to the EPGs because of long distance, security, climate, etc., but there is a lot of equipment and people in these places because of work, recreation, etc. These places have their own control and security on the systems, and must guarantee the protection, security, welfare, entertainment, etc., of the people who are in there. Therefore, the concept of ISMG is raised. The ISMG has emerged with the appearance of Internet of Things (IoT) and Information and Communication Technology (ICT) in the islands to optimize the performance of urban services and develop the standards of living and improve the quality of life for many citizens.

Interaction between local communities and urban infrastructure is currently possible through ISMG technology. Additionally, municipal assets are now managed more efficiently, and public data is collected and used, which will solve various urban issues such as traffic and energy problems, and can create new value to monitor and control various events occurred in islands. Creation services in ISMG have different models in a variety of areas including energy, education, medicine, environment, traffic and safety, and roughly 70% of the currently offered services are focused on three subjects: energy, safety and traffic. It can be difficult to know which routes are being revealed on an ISMG because technologies and data are interconnected like a spider, and the appearance of the city varies depending on what technologies have been used. Besides, a threatening virus attack might be dangerous enough to paralyze urban practices. Thus, this study suggests ways according to SVD and FFT to detect attacks in the EPG of an ISMG.
2.2. False Data Injection

The SE is destroyed because of an injection of false or bad data into a physical SG model. It can be assumed that the physical model of the SG with the N bus can be seen in the following AC power model [39] which is given in the Equation (1):

\[ y = g(x) + \sigma \]  

(1)

where \( x \) defines a state vector \( x \) with \( n \)-dimensional \( \{x_1, x_2, \ldots, x_n\}^T (x_i \in \mathbb{R}) \) for \( n \)-th state variables, and \( y \) gives a state vector \( y \) with \( m \)-dimensional for \( m \)-th measurements \( \{y_1, y_2, \ldots, y_m\}^T (y_i \in \mathbb{R}) \), such as the injected power (active or reactive) to every bus, and each transmission line, and \( \sigma \) defines an \( m \)-dimensional error vector. The define vector of error gives a Gaussian noise with covariance \( R \) and average value of zero. In this way, Equation (2) provides a formula for a power model:

\[ y = J(x) + \sigma \]  

(2)

where in the Equation (2), \( J \) gives an inalterable Jacobi matrix of \( g(x) \) which is defined as:

\[ J = \frac{\partial g(x)}{\partial x} |_{x = x_0} \]  

(3)

Behind applying FDIA, the measurement of \( y \) is:

\[ y = g(x) + \sigma + \delta \]  

(4)

where in the Equation (4), \( \delta \) defines the vector of attack. The module of BDD tests difference between real value of \( y \) and the estimated value \( \hat{y} \). If the difference is higher than the threshold value \( \varepsilon \), we will have:

\[ |\hat{y} - y| > \varepsilon \]  

(5)

that, in this case, the false data is detected.

2.3. Islanded Smart Microgrid and FDI

Recently, cyber-physical systems or CPSs are added and mixed to many sending and receiving networks for monitoring and realizing the behaviors as well as controlling the physical parts [40]. One of the emerging examples of this system is the expansion of the ISMGs. ISMGs are relatively a new kind of power distributed systems which used traditional EPGs and also, ICT infrastructure connected to smart measurements and it may use a variety of specialized devices such as laptops, cell phones, etc., on islands in the oceans.

A number of ISMG’s ingredients permit data systems to analyze forecasting for balancing power generation with power consumption into the system. For instance, online pricing can give valuable insights to energy providers and consumers for managing and controlling demands and power resources.

Thus, a distributed energy system that manages the processes of production, consumption, transmission and distribution of energy, can make their performance more dynamic and efficient [41]. Nevertheless, the diversity, heterogeneity, and complexity of the control and use of ISMGs pose significant challenges and categories in guaranteeing the whole system’s entirety [42]. That is because in ISMGs, network state conclusion and decision making have to be implemented on local smart measurements and devices instead of truly-protected control centers. Therefore, unlike traditional EPGs where most attacks and disruptions diverge at physical accessibility to significant facilities [43], the omnipresence of ISMG’s components makes most of the anomalies through cyber infrastructure.

One example of the malware attacks found on ISMGs is FDI which is able to be used to change the amount of demanding energy and actual generated energy. Therefore, energy and load sharing might be improperly done, leading to additional costs or higher
devastating risks. Trusting these systems and gaining security is vital because, in addition to cyber security, national security is also at stake. Nonetheless, new reactions versus FDIA have focused rather on common electricity network states [42], where FDIA occur on physical measurement devices instead of on smart equipment [43].

Regardless of cyber-attacks and ISMG infrastructure distribution design, such methods might not provide complete protection, which can quickly determine for any local or global smart metering device to decide according to system data and status. To answer this challenge, in this paper, a method is proposed to detect FDIA that is able to be set up and implemented on any smart parts.

3. FDIA Detection

In this section of the paper, the FDIA detection scheme using advances in FFT and SVD are presented. We first illustrate the structure and datum of the suggested technique. Then, the full implementation of the technique is presented with brief presentations to the methods employed. Eventually, the threshold of detection of the suggested technique is discussed.

3.1. Fourier Singular Values

3.1.1. Theory of FFT

Fourier transform is a way to convert signal amplitude that is signal detail based on spectrum or frequency domain. The periodic signal is able to analyze based on Fourier series, whereas the aperiodic signal is converted according to Fourier transform [44].

The FFT presents an efficient approach to convert information from the domain of time to the domain of frequency. Generally, the required data to transform includes N uniformly spaced spots \( x_j = x(t_j) \), where \( N = 2^n \) (n is an integer value), and \( t_j = j \cdot \Delta t \) where \( j \) has a range from zero to \( N - 1 \).

The discrete Fourier transform can be expressed in several ways. FFT is a fast and efficient calculation approach, using a computer to calculate the Fourier discrete conversion. Based on the FFT definition, the sequence of finite length is able to transform into a frequency domain. At time of applying computer spectrum assessment, it is frequently necessary to discrete the signal processing, in the discretization process, the spectral leakage is caused by the processing of the signal with finite length, time domain and also frequency domain. All cycle sampling procedures must be performed to avoid leakage, integer sampling, or power for 2; therefore, this paper chooses the eight-cycle signal spectrum analysis length.

According to the References [45,46], the common form of this approach is given as follows:

\[
X_k = \sum_{j=0}^{N-1} x_j \exp \left( -2\pi i \frac{j}{N} k \right) ; \quad i = \sqrt{-1} \tag{6}
\]

where in the Equation (6), \( k = -\frac{N}{2}, \ldots, -1, 0, 1, \ldots, \frac{N}{2} - 1 \), and \( x_j \) gives the time domain data, \( X_k \) defines their frequency domain representation. The FFT conversion process scheme, or other comparable approaches, makes FFT extensively applicative because the number of calculations is reduced from \( n^2 \) to \( n \log(n) \), which greatly reduces the time of computation.

Frequency data is usually shown from one of these two types: a power spectrum or an amplitude range of spectrum. The amplitude spectrum defines usually as Equation (7):

\[
A_k = \frac{2}{N} |X_k| \tag{7}
\]

While the power spectrum is usually stated using Equation (8):

\[
P_k = \frac{1}{N} |X_k|^2 \tag{8}
\]
where \( k = 0, 1, \ldots, N/2 \).

3.1.2. SVD Theory

To begin with, a vibration signal as a set of one dimensional data is considered as \( h(n) \), where \( n = 1, 2, \ldots, M \). Here, \( M \) gives the length of \( h(n) \). Based on the viewpoint of phase space reconstruction, the track matrix of \( h(n) \) which is noticed as Hankel matrix, is defined as Equation (9) [47]:

\[
H = \begin{bmatrix}
h(1) & h(2) & \cdots & h(M - R + 1) \\
h(2) & h(3) & \cdots & h(M - R + 2) \\
\vdots & \vdots & \ddots & \vdots \\
h(R) & h(R + 1) & \cdots & h(M)
\end{bmatrix}
\]  

(9)

where, \( R \) represents the number of rows, and \( H \) defines a \( m \times n \) real matrix by rank of \( r \) and the SVD will be an approach to break down the matrix as three different matrices as follows; herein, SVD of \( H \) is formulated in Equation (10) [48].

\[
H = U \begin{pmatrix}
S & O \\
O & O
\end{pmatrix} V^T
\]

(10)

Here, \( U \) and \( V \) represent orthogonal matrices with \( m \) and \( n \) order, and \( T \) gives the function of conjugate transpose. The null matrix is presented by \( O \), also, \( S \) defines a diagonal matrix with order of \( r \) which is given in Equation (11):

\[
S = \begin{bmatrix}
\rho_1 & 0 & \cdots & 0 \\
0 & \rho_2 & \cdots & 0 \\
0 & 0 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \rho_i \\
0 & 0 & \cdots & \rho_{r-1} & 0 \\
\end{bmatrix}; \quad i = 1, 2, \ldots, r
\]

(11)

\[
H = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_r)
\]

(12)

Here, \( \rho_i \) indicates the non-zero singular values of \( H \). With eliminating the zero singular value from Equation (9), it can be expressed that the simplified shape of the SVD of \( H \) is given in Equation (13):

\[
H = \sum_{i=1}^{r} \rho_i u_i v_i^T
\]

(13)

with \( \rho_1 \geq \rho_2 \geq \cdots \geq \rho_{r-1} \geq \rho_r \geq 0 \).

In Equation (13), \( u_i \) and \( v_i \) indicate the \( i \)th column vectors of \( U \) and \( V \). Therefore, the singular value ingredients will be taken from \( \rho_i u_i v_i^H \).

3.2. Proposed Detection Mechanism

Firstly, the FFT approach reorders the input components into bit reversed sequence; after that, it makes the output transform with time decomposition. Accordingly, the main concept will be to separate the transform with \( N \) length to 2 different transforms with \( N/2 \) length with applying an inherence. The FFT is broadly used for analyzing signals. Fourier assessments separate frequency details from the spectrum and make it better and easier for analyzing. In this regard, the SVD is used to obtain singular values of the components to compare with the threshold to detect the cyber-attack.

The value of threshold is obtained based on the experience and investigation of different cases and FDIAs on the system, as well as considering the system without attack. In this study, 1573 times, the data of systems such as voltage and current data which have
been measured by sensors and exchanged data between units have been manipulated to simulate the behavior of the system after FDIAs, and also, 1394 samples in different status such as different loads, different amount of production of each units without attack were examined and tested, and then the FSVs of signals have been calculated and saved; after that, the FSVs of signals have been considered in normal and under attack conditions, to check the amount of variation of FSVs. The FSVs’ values for normal conditions are between [0, 10] and when the data has been manipulated, the FSVs are changed and raised to more than 10, so if the threshold selected is more than 10, the method is able to detect the FDIAs. In this study, the threshold value for detecting FDIAs was obtained based on 2967 samples of normal and attack conditions, the threshold has been selected as 40 (more than 10 to detect FDIAs) to prevent false detection when a small noise happens to the system, and if the threshold is selected as more than 40, the small attacks cannot be detected (means that the amount of manipulating data is less than 10% amount of signal). Hence, the threshold has been selected as 40 in this study. In addition, the threshold can be set below 40 to detect small FDI attacks (between 10 to 40) but the lower the threshold value, the false detection rate has been increased and noises or small changes in signals can detect as FDI attacks. If the threshold has been selected big (more than 40), attacks in small ranges cannot be detected.

In our proposed method, the input of FSVs comprise of 200 samples. FSV is highly sensitive for changing in the signal magnitude. In case of any cyber-attack, FSV can detect this attack. The algorithm for computing and combining the FSV scheme is shown in Figure 1. Basic data, which is mentioned in Figure 1, means the reference data for voltage, frequency and the estimated data for currents and loads. Based on the proposed method, which is illustrated in Figure 1, the current and voltage signals are gained and then are compared with the basic signals to compute the difference between retrieved signals and basic signals. In addition to compute the fast Fourier transform of the difference to obtain coefficient’s matrix, this paper uses SVD method to obtain singular value of the coefficient’s matrix, and finally, the obtained singular value is compared with threshold to detect the FDI attacks. If the obtained singular values of the signal (FSVs) are more than threshold, the attack is occurred; in contrast, if the FSVs are lower than threshold, the system is in normal condition.

![Figure 1. Proposed FDIA detection scheme.](image-url)
4. Case Studies

4.1. Cyber-Physical Model

As can be seen from Figure 2, an Islanded Micro-grid (IMG) consists of m-th DG units that have been linked in parallel style. In this IMG, some agents are in the mode of controlling voltage and frequency, and consequently, they are in duty of fixing the ISMG voltage. Other DG units are in the state of sharing the loads between units and current control mode [49]. The power circuit of a typical single-phase inverter is illustrated in Figure 3 which connected to the ISMG. The output LC filter is recruited to lessen the output voltage signal’s harmonics which are produced via the Pulse Width Modulation (PWM) that is used for inverter switching. The state equations of the assumed inverter displayed in Figure 3 are presented in Equations (14) and (15), respectively:

\[ L \frac{dI_l}{dt} + V_o = V_{INV} \]  
\[ I_L = I_c + I_o, \quad I_c = C \frac{dV_o}{dt} \]  

Figure 2. Typical CPS sample of AC-ISMG.

Figure 3. Typical layout of a single-phase distributed generation unit in front of a cyber-attack.
Here, $V_{\text{INV}} = uV_{\text{dc}}$ defines the inverter’s output voltage, and $u$ expresses the controller’s input signal. By combining Equations (14) and (15), we have Equation (16):

$$\frac{d}{dt} \begin{bmatrix} V_o \\ I_L \end{bmatrix} = \begin{bmatrix} 0 & \frac{1}{C} \\ -\frac{1}{L} & 0 \end{bmatrix} \begin{bmatrix} V_o \\ I_L \end{bmatrix} + \begin{bmatrix} 0 \\ V_{\text{dc}} \end{bmatrix} u + \begin{bmatrix} -\frac{1}{C} \\ 0 \end{bmatrix}$$  \quad (16)

Here, the inductive current ($I_L$) and the capacitor voltage ($V_o$) have been chosen as the state variables. $V_{\text{dc}}$, $I_c$ and $I_o$ represent the DC link voltage, the output currents of capacitor and filter, respectively.

Based on the sliding mode control method, the FDI attack detection’s indexes in voltage/current parameters are defined as follows:

$$\sigma_V = \hat{\theta} - \lambda \hat{\theta}, \quad \hat{\theta} = \theta - \theta_{\text{base}}$$  \quad (17)

where $\sigma_V$ (voltage’s switching surface) is the voltage index to detect FDIA that is used as an input of FFT; $\lambda$ defines a positive value, $\theta$ is the ISMG voltage, and $\theta_{\text{base}}$ is the base voltage of ISMG which owns a firm frequency and amplitude.

$$\sigma_I = \varphi - \varphi_{\text{base}}$$  \quad (18)

where $\sigma_I$ (current’s switching surface) is the current index to detect FDIA that is used as an input of Fourier transform; $\varphi$ is the ISMG current, which is produced by distributed generation units, and $\varphi_{\text{base}}$ is the base current of ISMG loads that is measurable.

As can be seen, the independent AC-ISMG suggested in this study is depicted in Figure 2. DC resources linked by DC/AC converters are inter-connected through lines, consequently forming the ISMG physical layer. Any DC/AC converter acts according to the reference values to maintain the output voltage. An undirected cyber figure of the communication network is illustrated in this study that transmits/receives data through other units where located in their neighborhood. Further, the output converter of each agent is connected to loads and other units.

Each source is considered as a different agent; the communication figure is displayed as a digraph through links/edges through a vicinity matrix $A = [a_{ij}] \in \mathbb{R}^{M \times N}$, which suggests the communication weights that are given in Equation (19):

$$a_{ij} = \begin{cases} > 0, & \text{if } (x_i, x_j) \in E \\ 0, & \text{else} \end{cases}$$  \quad (19)

$E$ represents an edge that is connected to 2 different nodes together, $x_i$ and $x_j$ are defined as the local and neighboring nodes, respectively. It is necessary to mention that the communication weights show only the data interchange among two corresponding nodes. From a mathematical viewpoint, this can be specified by a matrix with input information $Z_{\text{in}} = \sum i \in M^n i$.

As a result, if both of the matrices are in accordance together, the Laplacian matrix $L$ will be equivalent, which is $L = Z_{\text{in}} - A$, and the ingredients can be presented as follows:

$$l_{ij} = \begin{cases} \text{deg}(m_i), & i = j \\ -1, & i \neq j \\ 0, & \text{otherwise} \end{cases}$$  \quad (20)

where $\text{deg}(m_i)$ represents the $i^{th}$ node’s degree and $L = [l_{ij}] \in \mathbb{R}^{M \times N}$.

**Remark 1.** Each agent is attained consensus applying $x(k + 1) - x(k) = -\mu L x(k)$ to a well-spanned matrix $L$ so that $\lim_{k \to \infty} x_i(k) = c, \forall i \in M$, that $c$ and $\mu$ define a firm and a positive amount, respectively. $M$ represents the agents’ system number.
4.2. Simulation Results of Assumed Case Studies

The proposed attack detection approach is examined on a cyber-physical AC-ISMG that can be seen in Figure 4b by $V_{ref} = 110\sin(2\pi\times60\times t)$.

![Figure 4a](a) Unit sample; (b) Cyber-physical AC-ISMG with 3 units.

ISMG, including three units of similar capacities that are connected together through resistive lines is shown in Figure 4a. It has to be mentioned that each unit comprises of a battery coupled via DC/AC converters, respectively.

To examine the efficiency of the suggested attack detection approach for an AC-ISMG, various FDIAs has been investigated (such as attacks in different smart meters, which commonly have not been discovered by the distributed monitors), and also communication links are used to identify the affected node so that security measures can be taken. So, the main objective of this study is to detect FDI attacks considering the system configuration and controller design. It should be mentioned that any events in the explained case studies is segregated via a specific time interval to make an obvious realization. The information of the local controllers, sensors, communication links and central control agents could be accessed by the attacker in the FDIAs; therefore, for simulating the FDIAs, it can be considered that the information is able to be manipulated by the attackers. Thus, when the attack has occurred, the attackers manipulate the information with the aim of showing the results of attacks. Table 2 illustrates details of the system [49].

| Symbol | Quantity | Amount |
|--------|----------|--------|
| $V_{dc}$ | DC link input | 800 |
| $f_r$ | The frequency of the voltage | 60 |
| L | Inductive filter | 250 $\mu$H |
| C | Capacitor filter | 100 $\mu$F |
| $f_s$ | Switching frequency | 15 kHz |

Case study I: Instability stems from manipulating the voltage reference signal’s amplitude

In this case, the efficiency of the FSVs in FRIA detection is considered by manipulating the voltage reference signal’s amplitude to simulate the FRIA.

At $t = 0.5$ s, FRIA began and at $t = 1$ s, FRIA omitted. To simulate the cyber-attack, in this section, 10% of amplitude of voltage is decreased in reference signal in the controller by the cyber-attack. The simulation results are defined in Figure 5.

In this section, Figure 5a displays the ISMG output voltage. Loads current is explained in Figure 5b. Figure 5c illustrates FSVs of signal in the proposed expression and via
choosing a threshold as 40, it is able to observe that the declared mechanism is able to successfully identify the attack. Response time of the expressed scheme at the time of FDI attack is exposed in Figure 5d. As it is obvious, the speed of the proposed scheme is allowable and can detect the attack less than 10 ms from the time which the FDIA has occurred.

Figure 5. Cont.
Case study II: Instability stems from manipulating the voltage reference signal's frequency

In this case, the efficiency of the FSVs in FDIA detection is considered by injecting an attack via manipulating the voltage reference signal’s frequency to simulate the FDIA.

At $t = 0.5$ s, FDI attack began and at $t = 1$ s, FDI attack is eliminated. To simulate the cyber-attack, the frequency of signal altered from 60 Hz to 50 Hz in reference signal in the controller by the cyber-attack. The simulation results are explicated in Figure 6. In this section, Figure 6a displays the ISMG output voltage. Loads current is shown in Figure 6b. Figure 6c depicts FSVs of signal in the proposed state and via choosing a threshold as 40, it is able to be observed that the declared mechanism is able to successfully identify the attack. Response time of the expressed scheme at the time of FDI attack is exposed in Figure 6d. As shown, the speed of the presented scheme is allowable and can detect the attack less than 10 ms from the time which the FDIA has occurred.
Case study III: Instability stems from manipulating the voltage reference signal according to shift in the signal

In this case, the efficiency of the FSVs in FDIA detection is considered by manipulating the voltage reference signal according to shift the signal to simulate the FDIA.
At $t = 0.5$ s, FDIA began and at $t = 1$ s, FDIA eliminated. To simulate the attack, the ISMG output voltage is shifted in the reference signal in the controller by the cyber-attack. The simulation outcomes of the mentioned case are explicated in Figure 7. In this case, Figure 7a displays the output voltage of the ISMG. Loads current is exposed in Figure 7b. Figure 7c shows FSVs of signal in the mentioned mood and via choosing a threshold as 40, it is able to observe that the declared mechanism is able to successfully identify the attack. Response time of the expressed scheme at the time of FDI attack is shown in Figure 7d. As shown, the speed of the proposed scheme is allowable and can detect the attack less than 10 ms from the time which the FDIA has occurred.

Figure 7. Cont.
Figure 7. Instability stems from manipulating the voltage reference signal according to shift the signal: (a) ISMG’s voltage; (b) Loads current; (c) FSVs of signals; (d) Time response of FSV’s scheme (FDIA is initiated at t = 0.5 s and is omitted at t = 1 s).

Case study IV: Instability stems from manipulating the voltage reference signal through plus noise to the main signal

In this case, the efficiency of the FSVs in FDIA detection is considered by manipulating the voltage reference signal through plus noise to the main signal to simulate the FDIA.

At t = 0.5 s, FDI attack began and at t = 1 s, FDI attack eliminated. To simulate the FDIA, a white noise combined to the ISMG output voltage in the control unit by the cyber-attack. The simulation outcomes of the mentioned case are indicated in Figure 8.

Figure 8a displays the ISMG output voltage. Loads current is exposed in Figure 8b. Additionally, Figure 8c shows FSVs of signal in the proposed case and via choosing a threshold as 40, it is able to observe that the declared mechanism is able to successfully identify the cyber-attack. Response time of the expressed scheme at the time of FDI attack is depicted in Figure 8d. As shown, the speed of the proposed scheme is allowable and can detect the attack less than 10 ms from the time which the FDIA has occurred.
Figure 8. Instability stems from manipulating the voltage reference signal through plus noise to the main signal: (a) ISMG’s voltage; (b) Loads current; (c) FSVs of signals; (d) Time response of FSV’s scheme (FDIA is initiated at $t = 0.5$ s and is omitted at $t = 1$ s).
Case study V: Instability stems from manipulating the voltage sensor

In this case, the efficiency of the FSVs in the FDI attack detection is considered by injecting an attack on the measured voltage via smart metering.

At \( t = 0.5 \) s, FDI attack began and at \( t = 1 \) s, FDI attack eliminated. To simulate the cyber-attack, the measured voltage of the ISMG, which is measured by sensor, changed in sensor by the cyber-attack, and the amount of voltage is shown less/more of the real value. The simulation outcomes of the mentioned state are explicated in Figure 9.

In this section, Figure 9a displays the output voltage of the ISMG. Loads current is depicted in Figure 9b. Figure 9c shows FSVs of signal in the proposed expression and via choosing a threshold as 40, it is able to observe that the declared mechanism can successfully identify the cyber-attack. Response time of the expressed scheme at the time of FDI attack is depicted in Figure 9d. As shown, the speed of the proposed scheme is allowable and can detect the attack less than 10 ms from the time which the FDIA has occurred.

Figure 9. Cont.
Figure 9. Instability stems from manipulating a voltage signal that is measured by smart sensor (ISMG’s voltage increased): (a) ISMG’s voltage; (b) Loads current; (c) FSVs of signals; (d) Time response of FSV’s scheme (FDIA is initiated at t = 0.5 s and is omitted at t = 1 s).

Case study VI: Instability stems from manipulating the load’s current reference waveform (manipulating shared current between unit II and III)

In this case, the efficiency of the FSVs in FDIA detection is considered by manipulating the load’s current reference signal to simulate the FDIA (manipulating shared current between unit II and III).

At t = 0.5 s, FDI attack began and at t = 1 s, FDI attack eliminated. To simulate the attack, 20% of amplitude of current is increased in reference signal in the controller by the cyber-attack. The simulation results are demonstrated in Figure 10.

In this case, Figure 10a displays the output voltage of the ISMG. Loads current is explicited in Figure 10b. Figure 10c–e display the DG$_1$, DG$_2$ and DG$_3$ current, respectively; it has been shown that the generation current of any unit increased during the attack but the load is constant.

Figure 10f illustrates FSVs of signal in the proposed expression and by choosing a threshold as 40, it is able to observe that the declared mechanism is able to successfully identify the attack. Response time of the expressed scheme at the time of FDI attack is depicted in Figure 10g. As shown, the speed of the proposed scheme is allowable and can detect the attack less than 10 ms from the time which the FDIA has occurred.
Figure 10. Cont.
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Figure 10. Instability stems from manipulating the load’s current reference waveform: Manipulating shared current between agent II and III: (a) ISMG’s voltage; (b) Loads current; (c) Current waveform of DG$_1$; (d) Current waveform of DG$_2$; (e) Current waveform of DG$_3$; (f) FSVs of signals; (g) Time response of FSV’s scheme (FDIA is initiated at $t = 0.5$ s and is omitted at $t = 1$ s).

Case study VII: Instability stems from manipulating current signal that is measured by smart sensor

Manipulating shared current between unit II and III. In this case, the efficiency of the FSVs in FDIA detection is considered via injecting malicious data on current waveform that is measured by smart sensor (manipulating shared current between agent II and III). At $t = 0.5$ s, FDI attack began and at $t = 1$ s, FDI attack eliminated. To simulate the attack, the measured current of the ISMG, which is measured by sensor, changed in sensor by the cyber-attack, and amount of current is shown less/more of the real value. The simulation results are represented in Figure 11. In this case, Figure 11a displays the ISMG output voltage. Loads current is exposed in Figure 11b. Figure 11c–e display the DG$_1$, DG$_2$ and DG$_3$ current, respectively; it can be seen that the generation current of DG$_2$ increased during the attack but the load is firm and DG$_1$ produced current against the attacked current to omit more current that generated via DG$_2$. Figure 11f shows FSVs of waveform in the proposed expression and via choosing a threshold as 40, it is able to observe that the declared mechanism is able to successfully detect the attack. Response time of the expressed scheme at the time of FDI attack is represented in Figure 11g. As shown, the speed of the presented scheme is allowable and can detect the attack less than 10 ms from the time which the FDIA has occurred.

Figure 11. Cont.
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Figure 11. Instability stems from manipulating on current sensor: Manipulating shared current between agent II and III: (a) ISMG’s voltage; (b) Loads current; (c) Current waveform of DG1; (d) Current waveform of DG2; (e) Current waveform of DG3; (f) FSVs of signals; (g) Time response of FSV’s scheme (FDIA is initiated at $t = 0.5\text{ s}$ and is omitted at $t = 1\text{ s}$).

Case study VIII: Load changing
In this case, the efficiency of the FSVs in FDIA detection is evaluated under several load scenarios such as linear/nonlinear loads.

As exposed in Figure 12b, at $t = 0.4\text{ s}$, a resistance load is coupled to the system, and at $t = 0.8\text{ s}$, an inductive load connects, and at $t = 1.2\text{ s}$, a nonlinear load is coupled,
and the other loads are disconnected. Figure 12a shows the output voltage of the ISMG. Figure 12c–e are depicted as the DG$_1$, DG$_2$ and DG$_3$ current, respectively. Figure 12f depicted the FSVs of signal in the proposed expression. By choosing a threshold as 40 for cyber-attack diagnosing, it can be seen that the presented scheme is capable to successfully notice FDIA from loads changing.

Figure 12. Cont.
As shown in Figure 5c to Figure 9c, and from Figure 10f to Figure 12f, via choosing a threshold as 40, the suggested scheme can distinguish the false data injection attack. It is illustrated that the FSVs technique is able to identify FDI attack in several scenarios and distinguish the load changing from cyber-attack.

Response time of the proposed scheme under FDIA in several scenarios are shown in Figure 5d until Figure 9d, and Figure 10g until Figure 12g. As shown, the speed of the
algorithm is very quick and can detect the attack less than 10 ms from the time that the FDIA has initiated.

5. Discussion

To evaluate the performance and efficiency of an expressed mechanism, a confusion matrix has been utilized that has expressed the four feasible results; in which, the genuine datum point tags rendered via a proficient have been compared to the relating datum point outcomes obtained via an exhibited classification mechanism. In this regard, the four feasible results consist of: false alarm rate (AR), correct reject (CR), hit rate (HR), and miss rate (MR). The confusion matrix has been expressed in Table 3 to make a better perception of four mentioned criteria. The declared anomaly detection mechanism is able to engender each of the four mentioned determinations in Table 3 as false negative (FN), false positive (FP), true negative (TN), and true positive (TP). These determinations have been made according to the expressed anomaly detection design repercussion and the genuine system datum.

Multiple instance tests are utilized to consider the validity of expressed FSVs method in FDI attack detection. The FDIA pattern has been applied to consider the proficiency of the declared detection model and the assessment results are illustrated in Tables 4 and 5. Table 4 gives the expressed detection pattern with the number of testing data for compromised and common data as 1573 and 1394, respectively. As shown in Table 4, 56 tests of 1573 of compromised tests, and 29 tests of 1394 of common tests have not been detected correctly; 1517 tests of 1573 of compromised tests and 1365 tests of 1394 of common tests have been identified correctly. As a result, the detection precision of compromised and common tests are 96.44% and 97.93%, respectively. Table 5 shows the confusion matrix of the expressed detection pattern and comparison with other methods. Furthermore, the Hit Rate of True Positive and Correct Rejection Rate of True Negative of the suggested detection method are 96.44% and 97.93%, respectively. Additionally, False Alarm Rate of False Positive and Miss Rate of False Negative of the suggested detection method are 2.07% and 3.56%. Overall, it could be noticed from Tables 4 and 5 that the expressed method can identify the FDIA with detection exactitude above 96% which illustrated the proficiency and performance of the expressed detection model to identify the FDIA.

Table 4. Expressed detection pattern.

| Label     | Number of Testing Data | Known to Be Compromised | Known to Be Common | Detection Precision (%) |
|-----------|------------------------|-------------------------|--------------------|-------------------------|
| Compromised | 1573                   | 1517                    | 56                 | 96.44                   |
| Common     | 1394                   | 29                      | 1365               | 97.93                   |

To show the performance of the suggested method-based FSVs, a comparison has been considered with other methods as DNN with WT [32], Hilbert–Huang Transform (HHT) and Shallow Model [6] in Table 5. As can be seen, the detection accuracy of suggested methods (FSVs), DNN with WT, HHT and Shallow Model are 96.44%, 95.42%, 93.17% and 89.47%, respectively. It is shown that the detection method based on FSVs has a better performance to detect FDIA.
The average detection time of suggested methods (FSVs), DNN with WT and HHT are 10 ms, 3.5 ms and 50 ms, respectively. The DNN training time of DNN with WT method [32] is 2713.2 s. As shown in Table 5, DNN with WT has a less average detection time in comparison of FSVs and HHT but FSVs and HHT methods do not have the training time and, therefore, make them faster than DNN with WT method; average detection time of FSVs (10 ms) is less than HHT (50 ms). Hence, the suggested method-based FSVs has a better performance in comparison of DNN with WT, HHT and Shallow model methods.

**Table 5.** Confusion matrix results and comparisons.

| Technique          | Positives (%) | Negatives (%) |
|--------------------|---------------|---------------|
| FSVs               | 96.44         | 2.07          |
| DNN with WT [32]   | 96.38         | 4.58          |
| HHT [6]            | 93.17         | 5.38          |
| Shallow Model [6]  | 89.47         | 9.93          |

| Technique          | Average Detection Time | DNN Training Time |
|--------------------|------------------------|-------------------|
| FSVs               | 10 ms                  | -                 |
| DNN with WT [32]   | 3.51 ms                | 2713.2 s          |
| HHT [6]            | 50 ms                  | -                 |

6. Conclusions

In this study, a novel FDIA detection scheme for AC in ISMG is suggested. While lots of work toward attacks and detections has been studied and investigated in DC model, rare research has concentrated on the AC peer, where numerous are accepted by ISMG. Current FDIA scheme focuses on FSVs technique. The FSVs method is combined FFT and SVD to elicit an auto feature to describe cyber-attack detection. Results defined FSVs as sensitive to abrupt variations in signals and able to detect FDIA in several conditions. It is proven that the suggested protection layout is a valid and rapid way in FDIA detection under various case studies. The FSVs can detect FDIA in voltage and current, accurately. To discern the efficiency of proposed FDIA detection scheme, a dynasty of universal simulations on 3-bus ISMG is accomplished. The suggested detector is able to obtain a great attack detection performance. Further, this detection mechanism outperforms the present FDIA detection methods with remarkable precise developments. It has been demonstrated that the offered protection technique is a reputable and quick style in FDI detection under different kinds of operating situations of ISMG. Hence, this study proposed an extremely precise and rapid detection pattern to secure the ISMGs in the face of FDIA with detection precision above 96%. An extensive and general set of simulations have been executed on an AC-ISMG to appraise the proficiency and performance of the expressed FDI attack detection pattern under several kinds of attack precision.

Assessing the performance of the proposed cyber-attack detection method on a real-time “hardware experiment” is able to be an interesting topic for future works. Additionally, the proposed method can perform on DC–MG and HVDC system as a hot topic. In addition, other cyber-attack methods such as data integrity attack, man in the middle attack, Distributed Denial-of-Service attack, etc., and also other detection methods such as
adaptive tuning threshold and deep learning with other signal processing methods can consider and investigate as new subjects.
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