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ABSTRACT Predicting the personality type of text authors has a well-known usage in psychology with practical applications in business. From the data science perspective, we can look at this problem as a text classification task that can be tackled using natural language processing (NLP) and deep learning. This paper proposes a method and a novel loss function for multiclass classification using the Myers–Briggs Type Indicator (MBTI) approach for predicting the author's personality type. Furthermore, this paper proposes an approach that improves the current results of the MBTI multiclass classification because it considers components of compound class labels as supportive elements for better classification according to MBTI. As such, it also provides a new perspective on this classification problem. The experimental results on long short-term memory (LSTM) and convolutional neural network (CNN) models outperform baseline models for multiclass classification, related research on multiclass classification, and most research with four binary approaches to MBTI classification. Moreover, other classification problems that target compound class labels and label parts with binary mutually exclusive values can benefit from this approach.
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I. INTRODUCTION

The evaluation of personality type classification has an important practical role, especially in the business environment, when hiring new employees, managing careers, and giving promotions. Moreover, research [1] has shown that predicting personality type is useful in health care because it can help predict mental illnesses. However, standard approaches in psychology for personality type evaluation are slow and expensive because they include surveys and highly qualified professionals. On the other hand, from a data science perspective, predicting the personality type of a text author is an example of NLP classification problems. Therefore, including deep learning and NLP is a natural choice to improve this process [2].

Even though there is no general definition of personality accepted by all personality theorists, there is a consensus that personality is a pattern of relatively permanent traits and unique characteristics that result in consistency and individuality in a person's behavior [3]. Therefore, personality assessments require reliable and verified techniques. Standard techniques in psychology for personality assessment are self-assessment, projections, and sampling methods, to name a few of them. If we can verify consistency in measured values with acceptable variance, we qualify the technique as reliable. In addition, when there is a commitment that the technique measures targeted traits, the technique is verified. For this purpose, psychologists have developed techniques and tools for personality assessment that result in personality prediction. There are widely known reliable and verified instruments to predict personality type, and among them are the Big Five (OCEAN) [4], Enneagram [5], and DiSC Assessment [6]. Most papers related to text author personality prediction studies consider the Big Five or Myers-Briggs Type Indicator (MBTI) personality models. The Big Five personality model defines personality through the following five dimensions: extroversion, agreeableness, conscientiousness, neuroticism, and openness [7]. However, in this study, we focus on the MBTI method. We only focus on the computational approach and do not go deeply into psychological studies to detect the personality of the text author.
The typical approach to solving the classification of text authors based on MBTI instrument includes binary classification, where each component of the MBTI type is treated as a binary classification problem. However, in this research, we propose a method that considers the impact of individual components in multiclass classification; for this purpose, we introduce a custom loss function. As such, the method enables better results in multiclass classification compared to the present research and provides a new perspective and directions to solve the multiclass classification problem. With this method, we solve the problem of multiclass MBTI classification in a new way. This approach is vital because it allows the use of multiclass classification with the impact of compound class labels.

Another motivation for this approach was to create a base for new experiments regarding the deeper meaning of MBTI types related to cognitive functions. In addition, we conducted research using long short-term memory (LSTM) and convolutional neural network (CNN) models to prove the idea and benchmark the efficiency of our method. The present research on multiclass classification reports relatively low results compared to the binary approach, and additional motivation was to improve these results.

We define the problem with the following questions: How to conduct MBTI multiclass classification while including all compound classes? How to overcome the overlap and unbalance problem between the compound classes? An input is a dataset in textual format with two columns: textual content of the author's post and MBTI type label for the author. The output of our model is a predicted MBTI label for a given text.

To solve this problem, the contributions of our paper are as follows: (1) a method for encoding and extracting the impact of the compound class, (2) a novel loss function for training, and (3) training, evaluation, and benchmark of LSTM and CNN models for MBTI personality prediction.

We organized the paper as follows: Section II gives an overview of MBTI as an approach for personality prediction; Section III presents the proposed method for encoding MBTI labels, approaching individual components' probability, including label components' probability in the custom loss function; Section IV presents related work on machine learning approaches to MBTI personality prediction; Section V presents the results of the proposed method and loss function and discusses the results; and finally, Section VI concludes the paper.

II. MBTI AND PERSONALITY PREDICTION

The first personality test was developed during World War I for the US military. Taibi Kahler, with NASA funding, developed one of the most frequently used personality models to this day. Modern approaches model personality by classifying it into a certain number of dimensions and developing an appropriate questionnaire as a measurement tool [8] [9].

Based on Jung's personality type theory, the MBTI is a questionnaire-based instrument for evaluating personality types [10] [11] [12]. Its purpose is to make a distinction between participants regarding the two categories in each of the four core dimensions. Isabel Briggs Myers and Katharine Cook Briggs originated the MBTI during the 1940s and first published it in 1962. Since this instrument has enormous popularity, almost two million people use it each year for business purposes [13]. However, there is doubt regarding MBTI instrument validity [14] [15], as there is an objection regarding the MBTI instrument because it lacks the stability-neuroticism trait. In addition, some studies confirm a correlation between the MBTI model and the Big Five model, where extroversion dimensions correlate strongly, and J/P correlates with conscientiousness. In addition, the study shows that the MBTI components are more complex for prediction than the Big Five components [16]. Research [17] also reports that one can obtain better performance with algorithms trained on MBTI than Big Five, and that Big Five offers more information and significant variability depending on the algorithm used.

Jung introduced the terms attitude and function in the description of personality. Attitude defines orientation as external or internal. Cognitive functions are essential in Jung's theory in developing personality types. However, their impact on the MBTI was not the focus of this study. Today, we can find synonyms for the term function in mental processes, cognitive processes, and cognitive functions. It is crucial for the MBTI model that each function can have external or internal aspects. Finally, Jung described functions according to perception (sensation or intuition) and judgment (thinking or feeling). In summary, in the MBTI model, there are four dimensions or dichotomies, each consisting of two mutually exclusive categories.

Going deeper into the MBTI dimensions, the first one is Extrovert (E) vs. Introvert (I). This indicates that a person is more outgoing, talkative, or reserved. In other words, it defines how a person's orientation toward the external or internal world is its primary energy motivation. The second is sensation (S) vs. intuition (N). It defines how a person perceives the information. For example, a person with a more sensing approach processes more facts, while a person with a higher intuitive approach tries to interpret information and find deeper meanings. The third dimension is thinking (T) vs. feeling (F). This dimension describes how a person makes decisions. For example, a person with a thinking approach uses logic and consistency in reasoning and making decisions, while a person with a more feeling approach uses empathy and focuses on people and particular circumstances. The last dimension is judgment (J) vs. perception (P). This dimension describes a person's orientation to the outer world and how a person lives daily; in other words, a person's lifestyle. For example, a person with judging preference opts for an organized daily life, compared to a person who prefers flexibility. This led us to 16 possible combinations of MBTI
personalities. Because each class has four labels, it is evident that these labels are compound. For example, a person who generally prefers being alone (I), trust their intuition in perceiving and interpreting information (N), uses logic in reasoning (T), and lives a kind of spontaneous life (P) would mostly belong to MBTI type INTP. Figure 1 gives an overview of the four MBTI dichotomies, with driving forces for each of them.

**Figure 1. MBTI dichotomies**

### III. THE METHOD FOR APPROACHING COMPOUND CLASS LABELS AND LOSS FUNCTION

Solving the MBTI classification problem involves two common approaches in supervised machine learning. First, one can take personality type classification according to MBTI as a multiclass classification into 16 classes. The second stage divides the problems into four binary classification problems.

When we tried to solve the MBTI classification as a binary classification problem, we divided the problem into four binary classifications. First, we included a new column for the first dichotomy and assigned values of 0 and 1. In this way, we mapped the ‘E’ and the ‘T’ dimensions by conducting binary classification for the first two dichotomies. This approach simplifies the problem since each row belongs to either the ‘E’ class or ‘T’ class. Similarly, we repeated the process for the other three dichotomies. Finally, the overall success of the four binary classifications was calculated by combining the results of the individual components. However, ensemble binary classifications were not the subject of interest in this study.

On the other hand, the multiclass approach must handle multiple problems in the MBTI dataset, such as imbalance and overlapping between classes. For example, we expected that the chosen model would treat classes ESTP and ESTJ as distinct classes, even though they have a majority of their parts as overlapping and slightly different in the last part, in addition to the small number of examples of both classes. This case is an excellent example of the motivation for our method, which can access parts of the compound class labels.

Because the standard multiclass approach does not allow flexibility like the binary approach and gives lower results in MBTI classification, the binary approach to four dichotomies is a natural choice. With this approach, it is possible to obtain dichotomies that are easier to separate because we treat only two of them in each classification, keeping in mind that we can modify each classification if needed for actual dichotomies, leading to better accuracy. Noticeably, this approach also leads to more extensive training data for each classification and more balanced data. However, even though this approach is well known, we wanted to improve the multiclass approach.

The motivation for this research was to include the impact of compound class components in compound labels in the algorithm for MBTI multiclass classification. Thus, we can mitigate or reinforce the effects of misclassified elements, and consequently, misclassified compound classes. Furthermore, this approach also has potential for future research, including cognitive functions, because the present methods lack that direction.

We explain this method in two ways. In the first part, we describe the technique of approaching the compound class labels because it is the first problem we have to solve. The second part describes how we can use the resulting label to calculate the probability for that dimension and then how to use it in the proposed loss function.

#### A. METHOD OF APPROACHING THE COMPOUND CLASS-LABELS

The starting challenge in including the impact of compound class components is approaching these components because the standard approach converts starting compound class labels to integer values, usually in the range of 0 to 15. We found the encoding approach to be a solution to this challenge.

First, we decided to sort string classes in ascending English alphabetic order. Then, for such sorted classes, we assigned integer values for class encoding. The results of this approach are presented in Table I.

**Table I. Encoding MBTI labels**

| MBTI  | Encoding |
|-------|----------|
| ENFJ  | 0        |
| ENFP  | 1        |
| ENTJ  | 2        |
| ENTP  | 3        |
| ESFJ  | 4        |
| ESFP  | 5        |
| ESTJ  | 6        |
| ESTP  | 7        |
| INFJ  | 8        |
| INFP  | 9        |
| INTJ  | 10       |
| INTP  | 11       |
| ISFJ  | 12       |
| ISFP  | 13       |
| ISTJ  | 14       |
| ISTP  | 15       |

We get the ‘E’ label at the first position in the first eight labels and the ‘T’ label at the first position in the last eight labels with this approach. Similarly, we can recognize the patterns for the second, third, and fourth labels.

These patterns have two essential roles: calculating the probability for each component and determining the loss according to the correct element and position in the compound class.
1) CALCULATING COMPONENT PROBABILITY

The typical result from the model in a neural network has a final output of raw values – logits. The next level is usually softmax, which converts logits into probabilities. For example, the softmax function for MBTI classification is expressed as follows:

\[ \sigma(\tilde{z})_i = \frac{e^{z_i}}{\sum_{j=0}^{15} e^{z_j}} \]  

We note the raw output vector with \( \tilde{z} \), and the probability of the \( i \)th component of the vector with \( \sigma(\tilde{z})_i \). The sum of the probabilities for all 16 elements was equal to 1.

\[ \sum_{i=0}^{15} \sigma(\tilde{z})_i = 1 \]  

Because our model classifies compound labels, the softmax probabilities are the probabilities of the compound labels. Therefore, considering the encoded labels, we can calculate the probability for each component by summarizing all softmax probabilities with the appearance of that component. We provide an example for the 'E' and 'I' components:

\[ P(E) = P(ENFJ) + P(ENFP) + P(ENTJ) + P(ENTP) + P(ESFJ) + P(ESFP) + P(ESTJ) + P(ESTP) \]  

\[ P(I) = \sum_{i=0}^{7} P_i(MBTI) \]  

In addition, the sum of probabilities for labels 'E' and 'I' must be equal to one.

\[ P(E) + P(I) = 1 \]  

Similarly, we calculated the probabilities of other class components. It should be noted that this calculation must follow the chosen encoding scheme.

2) DETERMINING THE CORRECT COMPONENT AND POSITION

Keeping in mind that this method penalizes the prediction of the wrong component in the compound class, it is essential to include the loss for the correct element. For example, if the ground-truth label is ENFJ and that model predicts INFP, we would like to penalize the model to make a mistake at the dichotomy E/I. In other words, to allow the model to learn better the component that the model missed in classifying the whole MBTI type.

First, we decide whether to take a softmax probability or not:

\[ (\text{sgn}(y_i - \hat{y}))^2 \]  

For any difference between the target and predicted labels, the expression will have a value of 1.

Second, we must check whether there is a difference between the labels for the ground truth and the predicted label for each position. For this purpose, we used a starting encoding scheme. For example, we can check the first label with (div is an integer division):

\[ (\text{sgn}(\text{div}(y_1, 8) - \text{div}(\hat{y}, 8)))^2 \]  

For any difference in the first position between the target and predicted labels, the expression will have a value of 1.

Third, when there is a difference between some label components, the next step is to decide which probability between two possibilities at that position to choose. For that purpose, we again use the encoding scheme in Table I. For example, if there is a difference at the first label, we can calculate the corresponding probability as follows:

\[ (1 - \text{div}(y_1, 8)) \cdot P(E) + \text{div}(y_1, 8) \cdot P(I) \]  

It is evident that for the first eight labels, we have \( P(E) \) and \( P(I) \) for the last eight labels.

With similar steps and slightly different pattern recognition, we can determine the probability components for each label. Finally, the next step involves transforming the calculated probabilities into weighted parts of the loss function.

B. PROPOSED LOSS FUNCTION

The standard approach in multiclass classification uses cross-entropy loss as a cost function when optimizing the classification models. Cross-entropy evaluates the difference between two probability distributions and has origins in information theory [18].

The definition of cross-entropy (CE) for a discrete probability distribution with \( N \) events gives:

\[ CE(y, p) = - \sum_{i=1}^{N} y_i \log(p_i) = - \log(p_k) \]  

An accurate probability distribution is \( y_i \) as the truth label, and \( p_i \) is the estimated softmax probability distribution for the \( i \)th class. The probability related to the ground truth is equal to one for one-hot encoding. In other words, we encode the target probability distribution with values of 1 for index \( k \) and 0 for others. The classification model approximates the target probability distribution, and the cross-entropy calculates the total entropy between two distributions.

Imbalanced datasets, such as naturally imbalanced MBTI datasets, have skewed probability distributions and low entropy because the most likely classes prevail. Considering that multiclass classification models intensively implement CE because of the fast calculation, it is essential to note that CE considers only the actual class probability. In other words, the CE does not carry the probability among the other classes.
However, our proposed method considers some misclassified classes by approaching a missed portion of the compound class label.

We propose a novel loss function, the cross-entropy compound class-label impact (CECI) loss, with tunable weight parameters. This loss function includes a weighted penalty for misclassified class labels and penalizes misclassified compound classes as well as misclassified components.

\[
CECI(y, p) = CE(y, p) + \alpha \cdot CE(y(E|I), p(E|I)) + \beta \cdot CE(y(N|S), p(N|S)) + \gamma \cdot CE(y(F|T), p(F|T)) + \delta \cdot CE(y(P|J), p(P|J))
\]

\(\alpha, \beta, \gamma, \) and \(\delta\) are weights, with the corresponding cross-entropy loss for each component, according to the corresponding dichotomy position. Regarding the values for weights, we conducted intensive testing and obtained the best results in terms of relevant metrics of F1-score and recall with values larger than 0 and slightly around 1.

IV. RELATED WORK

Quantitatively comparing the available research on personality trait classification from text, the most significant research covers the Big Five approach [19]. In addition, reviews of personality detection from the text confirm that most studies cover the Big Five instruments [20]. Because our research focuses on the MBTI classification, we mainly present work related to this problem.

Since they were created before deep learning, standard machine learning algorithms were the first options for MBTI classification. For example, in [21], the authors implemented extreme gradient boosting as a machine learning approach for individual training for each pair of dichotomies. The authors used accuracy as the only metric. The highest value presented for accuracy was the N/S dichotomy (86.06%) and the lowest for the J/P dichotomy (65.70%). They also used the recurrent neural network, and the highest accuracy was 77.8% for the F/T dichotomy, and the lowest was 62% for N/S. In this approach, a binary classification was used.

In [22], the authors also used binary classification across MBTI dichotomies using a simple neighbor classifier. The presented results were the best for the E/I dichotomy, and metrics such as recall and precision were between 80% and 95%, while other metrics were between 40% and 70%. However, the dichotomy of J/P has the lowest accuracy.

This paper [23] proposes ensemble learning models for binary MBTI classification, namely bagging, boosting, and stacking. The authors reported that stacking showed the best performance with a 97.53% accuracy for the S/N dichotomy. The authors also reported other metrics for model evaluation, and the highest precision was also shown by the stacking model, with the highest recall showing the boosting model. Finally, the highest F1-score (97.42%) was received from the stacking model again.

The authors in [24] used SVM, naïve Bayes, and neural net classifiers for binary MBTI classification. The best accuracies were obtained using SVM for E/I of 84.9%, S/N of 88.4%, T/F of 87%, and J/P of 78.8%. For the semantic and emotional representation of the text, the authors used linguistic inquiry and word count (LIWC), EmoSenticNet (Emolex), and ConceptNet in combination with TF-IDF for each row and singular value decomposition (SVD).

The study [25] used an MBTI dataset created by 40 graduate students based on in-class writing samples. The authors used naïve Bayes and support vector machine (SVM) approaches for binary MBTI classification. The naïve Bayes approach with a precision and recall higher than 75% yielded better results than the SVM.

Some researchers have reported random forest classifier as a valuable and the best solution for MBTI binary classification. The authors used Word2vec for word vector representations and additional features, namely words per comment. The reported accuracy for all dichotomies was 100%. However, other model evaluation metrics, which are essential for imbalanced dataset classification, are not presented in this report [26].

Gradient boosting for prediction and K-means clustering with traditional TF-IDF for clustering is an approach proposed in [27] for binary MBTI classification. The proposed architecture achieved the best accuracy of 89.01% for E/I, and the dichotomy F/T showed the lowest accuracy of 81.19%.

On the other hand, the study [28] used classical supervised machine learning and a deep learning approach for MBTI classification. In addition, researchers have used multiclass and binary classification approaches. The baseline method was the softmax classifier, and the reported results were accurate. They reported the best result for the LSTM network with an accuracy of 23% for multiclass classification. Regarding the binary approach, the highest accuracy was 38%, again, with the LSTM network.

In [29], the authors compared an extra tree classifier, naïve Bayes, logistic regression, and SVM as corresponding machine learning algorithms for MBTI classification. They reported the best results for logistic regression, where the original accuracy and F-score were 66.59%. The authors stated that they chose the accuracy of the classifier as the most important metric, which is doubtful because of the dataset imbalance that research does not take into account. After parameter tuning, they reported an improvement of 1%. However, this study did not cite quantitative details regarding parameter tuning.

A review of recent trends in deep-learning approaches to personality detection is provided [30]. The authors conducted research based on the input modality and used text, audio, video, and multimodal sources. From that paper, we can observe the dominance of the Big Five studies using deep learning. In addition, this review reports only one deep learning approach on MBTI, which makes our approach even more valuable for the research community. Finally, the
authors expect researchers to explore more accurate and efficient ways of labeling datasets, which could raise the quality of datasets and increase their number.

The deep learning approach was also used in [31], where the authors provided binary classification according to four dichotomies, using the LSTM recurrent neural network in Keras. The research reported better results for LSTMs compared to RNN, GRU, and bi-LSTM. The accuracy for the user classification was for E/I, N/S, and P/J between 62% and 68%. The best reported result (77.8%) was for F/T. Confusion matrices indicated a similar pattern for N/S and P/J, where the authors reported more false positives and false negatives. However, the overall accuracy was very low, at only 21%. The authors also used the MBTI Kaggle dataset. However, even though other researchers often make reference to this research, to the best of our efforts, we could not find this resource in the official conference repository for the conference noted in this paper.

With an example of 3.62 billion users on Twitter, such an enormous number of visitors creates massive post volume on social networks that grow 20 %–30% daily [32] [33]. Social media are environments with massive interactions between members, and as such, they are a large-scale source of data for open-vocabulary personality prediction.

In [34], the authors contributed to the MBTI classification problem by providing a new, large-scale Reddit dataset labeled with MBTI types by extracting and analyzing a set of features and benchmark models for personality prediction. Three classifiers were used in this study: a three-layer multilayer perceptron (MLP), logistic regression (LR), and support vector machine (SVM). Again, they set up the problem as four binary classification problems. The best results were obtained using LR and MLP approaches. The best macro F1-score for the E/I dimension was 82.8% for the S/N 79.2%, T/F 67.2%, and J/P 74.8%. The authors also provided the MBTI type classification, and the best macro F1-score was 41.7% for MLP. This paper observes that the results show how difficult it is to distinguish INTP from INTJ, that INTJ is more similar to INFJ, and INTP is more similar to INFP. In short, the results show grouping similar MBTI types, similar to the MBTI theory.

The modest data from Twitter social media posts can also predict personality [35]. The authors used the Big Five and the MBTI instruments, and the approach does not rely on a particular lexicon; in other words, it is language independent. The presented results, based only on word counts, showed the highest values for the S/N dichotomy. Furthermore, this study showed significant differences in the results across the selected languages. Therefore, the E/I dichotomy had the best predictions for German, Italian, and Spanish languages. In addition, this work presented potential sources of prediction errors: structural error of the prediction algorithm, changing the text author over time, and using the essays as a baseline.

In [36], the authors used binary word n-grams and gender to predict the MBTI post author type with self-reported labeled tweets. As meta-features, they used followers, tweets, and retweets, such as the number of favorite tweets. Finally, they used logistic regression as a model, and the authors concluded that E/I and F/T dichotomies have fairly good distinctions, compared to other dimensions where learning was complex and with lower success. The highest reported result was 77% - for the accuracy of the E/I dichotomy.

The public information shared on Twitter can be a relevant source for predicting personality types according to the Big Five instrument [37], where the authors used ZeroR and Gaussian Processes as machine learning algorithms and achieved results for each personality trait between 11% and 18%.

This paper [38] presents experiments on the Twitter dataset for binary MBTI classification and with 12 different algorithms, namely, stochastic gradient descent (SGD), random forest (RF), logistic regression (LR), K-nearest neighbors (KNN), naïve Bayes (NB), multinomial naïve Bayes (MNB), Gaussian naïve Bayes (GNB), support vector machine (SVM), multilayer perceptron (MLP), decision tree (DT), bagging, and extra tree classifier (ET). For axis E/I, the highest accuracy of 78.6% was given by LR and MLP, but the highest F1 score and recall were 38% and 40%, respectively, for SGD. For the second dimension S/N, the highest accuracy of 86.2% was given by MLP, and the highest F1 score and recall were 17% and 18%, respectively, for DT. The third experiment for the dimension F/T achieved the highest accuracy of 64.7% for MLP, and the highest F1 score and recall were 69% and 100%, respectively. Finally, the MLP provided the best accuracy for the P/J axis, with NB as the classifier with the highest F1 score and recall.

The authors in [39] used a novel dataset for various experiments on the Big Five, MBTI, and Enneagram personality models. A precious fact is that this dataset includes demographic data (age, gender, location, and language). With regard to the MBTI training, the achieved type-level accuracy was 45%. In the experiments, the author used binary classification, linear/logistic regression, and neural networks. The neural network approach has a considerable scope for improvement because there are many comments per user.

Interesting semantic challenges are social networks in languages that are different from English. For example, Chinese semantic analysis is more complex than English. Sina Weibo is one of the most popular sites in China and the leading microblogging service provider in China. As such, Sina Weibo is a rich resource for personality prediction research. However, the number of Sina Weibo users recruited was relatively small (131 of 589 participants). The authors researched personality prediction according to the Big Five dimensions. Pearson’s correlation analysis was used to compare the scores for the personality dimensions and all features. In addition, we used the linguistic inquiry and word count (LIWC) dictionary for content analysis, logistic regression, and naïve Bayes. The Naïve Bayes algorithm had better precision results, and both algorithms had similar recall results. The reported mean
precision of the five personality traits was 70.7%. Keeping in mind the correlation between Big Five and MBTI [16], it was an exciting observation that neuroticism was the hardest to predict. In addition, openness and agreeableness were easy to predict, mostly correlated with the MBTI S/N dimension [40].

In addition, research [41] has focused on open-vocabulary binary MBTI personality prediction in Bahasa, Indonesia. Again, Twitter served as the data source. The research used three statistical models, and the machine-learning naïve Bayes classifier outperformed lexicon-based and grammatical-rule-based approaches. The highest accuracy was 80% for the E/I dichotomy and 60% for the other four dichotomies. In addition, the researchers observed that the naïve Bayes classifier was the fastest in classification.

Balancing the MBTI dataset can lead to research that demonstrates how this balancing influences the MBTI classification. The research shows the use of the random oversampling method and TF-IDF for feature selection. The authors experimented with the following machine learning algorithms: KNN, decision tree, random forest, MLP, LR, SVM, XGBoost, MNB, and SGDC. However, the XGBoost classification showed the best performance - more than 99% for precision and accuracy. This study also reported lower P/J dichotomy results [42].

Since researchers usually report the lowest result in the chosen metrics for the J/P dichotomy in classification according to MBTI, some researchers have focused on better predicting the last dichotomy. The emphasis is also on comparing performance using TF-IDF, character-level TF, TF-IDF, and word-level TF. The research also used the Personality Café MBTI dataset. Interestingly, the authors concluded that previous research on this dataset was overly optimistic. They used five machine learning algorithms and finally suggested using the LightGBM model with a character-level TF as the best model for predicting the P/J dichotomy because of its robustness. The results were compared with those of the SVM, which had similar results. This research used linguistic inquiry and word count (LIWC). The authors reported the best result for the P/J in the F1-Macro score of 80.77% for Kaggle and 65% for Kaggle-Filtered datasets. The authors suggest that the P dichotomy correlates better than the J dichotomy to linguistic markers in communication on social media [43].

Some approaches in predicting the personality of text authors consider that not all posts on social media are equally important and present a model that puts attention at the message-level to learn their relative weight. This study implements the concept of the Big Five dataset. The authors concluded that the last dichotomy is a crucial part of solving MBTI prediction [44].

In addition to proposing a new MBTI-labeled dataset, with personality type and gender for Dutch, German, French, Italian, Portuguese, and Spanish, the author [45] experimented using LinearSVC with 10-fold cross-validation. The authors also used logistic regression to obtain comparable results. The best results were obtained in Dutch, where the research reported the best improvement compared to the weighted random baseline (WRB) in F1-score from 50.04% to 82.61% for gender prediction. However, the highest result was an F1 score of 79.21% for the S/N dichotomy in Italian regarding MBTI dimensions. The research again reports that the model outperforms the prediction of E/I and F/T dichotomies compared to the other two dimensions.

It is possible to treat text-building hierarchical, vectorial words, and sentence representations in deep learning models. With this method, it is possible to tackle personality prediction in multi-language tasks and achieve high performance. The authors used it on the Big Five dataset and three languages: English, Spanish, and Italian. It would be great to see this approach on the MBTI dataset, as promised in the paper [46].

Because there is a specific correlation between MBTI and the Big Five instruments, it is possible to predict the Big Five dimensions based on the MBTI-labeled dataset. The authors compared six supervised machine learning algorithms and three feature extraction methods (term frequency and inverse document frequency (TF-IDF), bag of words (BOW), and global vector for word representation (GloVe)). Again, they used the binary approach and obtained the best accuracy results for TF-IDF with random forest. For the experiment with BOW, they achieved the best accuracy with XGB. Finally, the authors achieved the best accuracy with Glove gain with XGB, up to 99.99% [47].

In [48], the authors used Naïve Bayes, KNN, and SVM on the Big Five dataset, and according to reported results, Naïve Bayes gave the best overall result with an accuracy of 60%. The authors stated that the experiment failed to improve previous results and that the system had 65% accuracy compared to the survey-based test. However, we included this research because of its overall accuracy.

In [49], the authors used CNN and Mairesse features, and they obtained the best accuracy of 62.68% on the Big Five dataset. However, there is no discussion regarding balance in the dataset, and we cannot conclude whether this metric is the best one. Nevertheless, we emphasized this work because it presented multiclass approach results, one of the rare works to do so.

Some reduction approaches, such as principal component analysis (PCA) and information gain, showed slight improvements, with the highest gain of less than 2% in the Big Five dataset [50].

Predicting personality can be an additional tool for sentiment analysis to analyze email content and create a spam filter. This approach can be beneficial because the number of spam emails is increasing. These studies are examples of research in which the model includes MBTI personality prediction as a web service hosted on uClassify [51] [52].

Table II presents the research and applied algorithms in MBTI classification using the binary approach. Researchers do not have a unique approach to metrics, especially considering that the MBTI is an imbalanced dataset.
Common supervised machine learning approaches to MBTI classification problems include multiclass classification into 16 classes or four binary classifications. Most MBTI classification research uses a binary classification approach because it provides more flexibility than multiclass classification and provides higher values for classification metrics than multiclass classification based on standard CE. In addition, classes for the binary classification approach are more balanced, which allows for higher accuracy. From the perspective of our approach, binary classification results can provide insights for decisions regarding weight factors in CECI.

We wanted to separate the approaches and results for a more accurate benchmark in our approach. Therefore, we decided to summarize the results of the related work into two tables for binary and multiclass approaches. We left out a few Big Five multiclass classification results because of the number of multiclass classification studies for MBTI classification. For each table, we summarize the best-reported results and the algorithm applied to these results.

### V. EXPERIMENTAL SETUP AND RESULTS

Figure 2 provides an overview of the pipeline of the proposed method. In the first part, we clean and preprocess the dataset. An essential part of this step is the encoding of MBTI labels, according to Table I. Then, we conduct feature engineering, which results in embedding vectors. After that, we create two models using Bi-LSTM and CNN architectures. Our goal was not to find the optimal architecture for MBTI classification, as in [55], but to prove that the proposed method improves results with different architectures. In addition, since LSTM architectures are trained to recognize patterns across time, and CNN architectures recognize patterns across space, weighting parameters could lead to insights into the behavior of compound class labels. Finally, we trained and evaluated the models, applying the CECI loss function. For each phase, we provide more details in the following sections in this chapter.

Table III presents the research and applied algorithms in the MBTI classification with the multiclass approach or overall results with the binary approach.
This study was conducted on two platforms and setup environments. First, we used Windows 10, Python 3.8.5 as a scripting language, Jupyter Notebook, and Python scripts. The essential libraries and Cuda versions were torch 1.8.1, cuda10.2, and torchtext 0.9.1. The graphical device for the GPU was a GeForce GTX 1050. This environment was used for prototyping and preliminary testing. Second, we used NVIDIA DGX-1, with 8x NVIDIA Tesla V100 for final testing, and we presented the final results obtained from this DGX-1 environment.

2) DATASET AND TEXT PREPROCESSING

There is no unique standard dataset for machine-learning techniques based on the MBTI instrument. In [36], the authors proposed a corpus of 1.2M English tweets from 1,500 users and annotated it with self-reported MBTI personality type and gender. In [34] and [39], the authors proposed Reddit datasets MBTI9k, and PANDORA labeled with MBTI types. The PANDORA dataset is worth emphasizing because it is the first large-scale dataset covering multiple personality models (Big 5, MBTI, Enneagram) and includes demographic data, which most datasets lack.

There is also a corpus with the text author’s MBTI personality type and gender for six Western European languages [45]. We used the MBTI dataset from Kaggle to demonstrate the proposed approach [53].

This dataset is a well-known dataset with 8,675 rows representing the self-reported MBTI personality type. The dataset originated from the Personality Café forum in 2017, and it contains all posts in English, with an approximate corpus of 11.2 million words in more than 420,000 labelled points. Each row represents the last 50 posts of each user.

Figure 3 shows a few rows in the MBTI dataset containing two feature columns: string values of compound labels and textual posts for each user.

Thus, users’ discussions on the Personality Café determined the MBTI type [22]. Figure 4 shows the distribution of the classes in this dataset. The distribution of classes in the MBTI dataset indicates that we must deal with a highly imbalanced dataset.
The MBTI dataset has 16 distinct labels, each consisting of four labels. The first place in compound labels corresponds to values E (extrovert) or I (introvert), the second place corresponds to values N (intuitive) or S (sensitive), and the third position corresponds to values P (perceive) or J (judging). With such a structure, classification tasks on the MBTI dataset can have multiclass classification, multilabel, or four binary classification approaches. Therefore, along with the occurrence of MBTI types, it is helpful to analyze the number of words per post and the MBTI type. This data is presented in Table VI and Figure 5. In this paper [26], we can find an analysis of the Pearson correlation between words per comment and ellipses per comment, concluding that there is a high correlation of 0.69 between words per comment and ellipses per comment for the overall dataset and that the highest correlation is for MBTI types ENFP, INFJ, and INTP.

Interestingly, the MBTI type with the second-lowest number of occurrences has the maximum average number of words per post.

**Figure 4. Distribution of classes in Personality Cafe MBTI dataset**

Table IV shows the number of occurrences for each type and the percentage of events compared to the total number of examples. For example, the first four classes account for 65.67% of all categories, and these classes can be considered the majority classes. Table IV also gives the estimated relative frequency of each of the 16 types in the United States population [54].

It is essential to note that the MBTI types are self-reported, and that data is limited to a particular forum that can influence the sample of the actual population. In addition, we noticed a significant difference between the distribution in the dataset and the general population for some classes. This observation could be the subject of interest for further research. However, it is helpful to compare the distributions of the four dichotomies. This information can be used as a guide for experiments with the weight factors for each component. For example, we can correlate the weighted dichotomy factor depending on the frequency in the population. The data is listed in Table V. This information will be a direction for future research using the proposed method.

The MBTI dataset has 16 distinct labels, each consisting of four labels. The first place in compound labels corresponds to values E (extrovert) or I (introvert), the second place corresponds to values N (intuitive) or S (sensitive), and the third position corresponds to values P (perceive) or J (judging). With such a structure, classification tasks on the MBTI dataset can have multiclass classification, multilabel, or four binary classification approaches. Therefore, along with the occurrence of MBTI types, it is helpful to analyze the number of words per post and the MBTI type. This data is presented in Table VI and Figure 5. In this paper [26], we can find an analysis of the Pearson correlation between words per comment and ellipses per comment, concluding that there is a high correlation of 0.69 between words per comment and ellipses per comment for the overall dataset and that the highest correlation is for MBTI types ENFP, INFJ, and INTP.

**Figure 5. Post length per MBTI type**
We used standard data preprocessing steps before constructing the neural-network models. For example, we removed the numbers, special characters, links, and punctuation. Then we ensured that all tokens were lowercase; we removed stop words, one-letter words, and transformed tokens into a list of words; finally, we converted the text into word embeddings using FastText.

3) TRAINING AND VALIDATION SETUP
We divided the initial dataset into a training dataset and a validation dataset with a ratio of 4:1. In addition, we used stratification options. Initially, we set up seed, deterministic, and benchmark options to ensure that the training had repeatable results for the chosen platform. The training batch size was 256 and the validation batch size was 64. We used a BucketIterator with a False value for the sort option and the True for the sort_within_batch option as an iterator.

We used a bidirectional long short-term memory network (Bi-LSTM) and a 2-dimensional convolutional model (CNN). Using these two models, we verified that the model works on both common model types for NLP classification problems. For LSTM, we used two layers with 25 neurons. The dropout value was 0.4. We trained both models through 40 epochs. In addition, we trained all models with CE and CECI and experimented with the values for the weight parameters.

An overview of the architecture of the LSTM model is given in Figure 6.

Our experiment wanted to keep the comparison explicit so that the impact of using CECI compared to CE is easy to measure. Therefore, as values for weights α, β, γ, and δ, we used an experimental approach with values between 0 and 1; we chose the step for changing the value of 0.05 to limit the computational workload.

An overview of the architecture of the CNN model is given in Figure 7.

Finally, we evaluated the results by comparing multiple metrics, such as F1-score, accuracy, precision, recall, and confusion matrix, as metrics suitable for imbalanced datasets. In comparison to the results, we have in mind that the F1-score measures the balance between recall and precision, which is essential for imbalanced datasets. In the next section, we present the experimental results.

4) RESULTS AND DISCUSSIONS
First, we trained the LSTM model with standard CE as a baseline because our approach should first show improvement to the standard CE and obtained the following results. Figure 8 shows the results for multiclass training and validation loss. Figure 9 shows the training and validation accuracies.

![Training/Validation loss for LSTM - CE](image)

![Training/Validation accuracy for LSTM - CE](image)
the best with the majority classes INFP and INFJ, which is the range of expected results because majority classes prevail, and with standard CE, the model prefers majority classes and has low generalization.

Table VII presents a classification report of the CECEI approach. The result of 20% for the weighted average F1-score outperformed the CE approach. The accuracy of the CECEI approach was 27%, which also outperformed the CE approach. Regarding the macro F1-score metric, the CECEI model shows an improvement from 4% to 7%. In addition, the model learned to classify the class ENFJ, the class that the CE approach missed, and missed the class INTJ. The CECEI model also improved recall for INFJ from 0.03 to 0.26.

FIGURE 10. Confusion matrix for LSTM - CE.

In our training for weight parameters in LSTM CECI, we obtained the best results for α, β, γ, and δ using 0.7, 0.5, 0.7, and 0.6. Figure 11 shows the results for the training and validation losses for the best CECI combination.

The training and validation accuracy behaviors are in the CE approach range, as shown in Figure 9 and Figure 12. Therefore, the model learns slightly better, and then goes to overfitting. The validation accuracy has a better stability than the CE approach. Figure 12 shows the training and validation accuracies of the best CECI combinations. We conclude that the CECI method improves the training results, but still, the model has space to improve the impact of the imbalanced dataset and internal relationships among MBTI classes.

Table VIII presents a classification report of the CECI approach. The result of 20% for the weighted average F1-score outperformed the CE approach. The accuracy of the CECI approach was 27%, which also outperformed the CE approach. Regarding the macro F1-score metric, the CECI model shows an improvement from 4% to 7%. In addition, the model learned to classify the class ENFJ, the class that the CE approach missed, and missed the class INTJ. The CECI model also improved recall for INFJ from 0.03 to 0.26.

Figure 13 presents the confusion matrix for the CECI approach. Again, the model learns the best with majority classes, INFP and INFJ. However, the model showed improvement in all predicted classes compared to the CE approach. Comparing the base LSTM and LSTM-CECI
models showed that our approach significantly improved the base LSTM model. Moreover, compared to other reported results in Table III, the model outperforms the reported results in [28] and [31].

| MBTI  | precision | recall | F1-score | support |
|-------|-----------|--------|----------|---------|
| ENFJ  | 0.17      | 0.03   | 0.04     | 40      |
| ENFP  | 0.24      | 0.14   | 0.18     | 320     |
| ENTJ  | 0.00      | 0.00   | 0.00     | 40      |
| ENTJ  | 0.14      | 0.10   | 0.11     | 160     |
| ESFJ  | 0.00      | 0.00   | 0.00     | 0       |
| ESFP  | 0.00      | 0.00   | 0.00     | 0       |
| ISTJ  | 0.00      | 0.00   | 0.00     | 0       |
| ISTP  | 0.00      | 0.00   | 0.00     | 0       |
| INFP  | 0.43      | 0.26   | 0.32     | 480     |
| INFP  | 0.28      | 0.68   | 0.40     | 600     |
| INTJ  | 0.17      | 0.18   | 0.17     | 320     |
| ISFJ  | 0.00      | 0.00   | 0.00     | 0       |
| ISFP  | 0.00      | 0.00   | 0.00     | 0       |
| ISTJ  | 0.00      | 0.00   | 0.00     | 0       |
| ISTP  | 0.00      | 0.00   | 0.00     | 0       |
| accuracy | 0.27       |        |          | 2280    |
| macro avg | 0.07       | 0.07   | 0.07     | 2280    |
| weighted avg | 0.20       | 0.27   | 0.20     | 2280    |

Comparing these results to the reported results in Table III, this model outperforms most models, except for the LR model in [29] and the MLP model in [34]. However, the reported metric in [29] for the LR model is the highest accuracy result that should be considered carefully because of the imbalanced dataset. In [34], the reported overall F1-score was relating to the binary-based approach. Compared to the binary-based approaches in [28] and [39] with our base CNN model, our model outperforms all the presented models. However, because we use the standard CNN model, these results indicate more about the performance of that architecture compared to other reported architectures. Again, the results with reported accuracy results should be considered carefully because of the imbalanced dataset. We emphasize the results in Table IX that highly outperform the results compared to the LSTM models used in training. In addition, this model learned how to train classes INTJ and ISFJ, compared to previous models.

Second, we wanted to evaluate our model on other architectures and trained the CNN model with standard CE and then with CECI and obtained the following results. Figure 14 shows the results of the training and validation losses for the CE approach. In addition, Figure 15 shows the results for the training and validation accuracies of the CNN with the CE. Finally, Figure 16 shows the confusion matrix for the CNN CE approach. Again, these results are in the range expected for such an imbalanced dataset. However, the CNN results were significantly better than those obtained using both approaches with LSTM. For example, the weighted average F1-score (Table IX) for the CNN CE approach is 57%, compared to 14% (LSTM CE) and 20% (LSTM CECI), and the maximum F1-score is 27%, which is much better than the 4% and 7% for LSTM CE and LSTM-CECI.

Comparing these results to the reported results in Table III, this model outperforms most models, except for the LR model in [29] and the MLP model in [34]. However, the reported metric in [29] for the LR model is the highest accuracy result that should be considered carefully because of the imbalanced dataset. In [34], the reported overall F1-score was relating to the binary-based approach. Compared to the binary-based approaches in [28] and [39] with our base CNN model, our model outperforms all the presented models. However, because we use the standard CNN model, these results indicate more about the performance of that architecture compared to other reported architectures. Again, the results with reported accuracy results should be considered carefully because of the imbalanced dataset. We emphasize the results in Table IX that highly outperform the results compared to the LSTM models used in training. In addition, this model learned how to train classes INTJ and ISFJ, compared to previous models.

![Confusion matrix for LSTM - CECI(0.7,0.5,0.7,0.6)](image)

**FIGURE 13.** Confusion matrix for LSTM - CECI(0.7,0.5,0.7,0.6)

![Training/Validation loss for CNN - CE](image)

**FIGURE 14.** Training/Validation loss for CNN - CE

![Training/Validation accuracy for CNN – CE](image)

**FIGURE 15.** Training/Validation accuracy for CNN – CE
The CNN CECI approach achieved an 86% F1-score and 75% recall for the ISTP class. In addition, it shows that the CNN CECI approach has considerable potential for modeling this type of classification problem. In addition, we would like to note that with the LSTM CECI approach, the best result included the highest penalization for the first two MBTI dichotomies and with CNN CECI the third dichotomy. We also present summary results for the other CECI weights. This observation could be a direction for future research.

| MBTI | precision | recall | F1-score | support |
|------|-----------|--------|----------|---------|
| ENFJ | 0.00      | 0.00   | 0.00     | 40      |
| ENFP | 0.69      | 0.38   | 0.49     | 320     |
| ENTJ | 0.00      | 0.00   | 0.00     | 40      |
| ENTp | 0.64      | 0.59   | 0.62     | 160     |
| ESFJ | 0.00      | 0.00   | 0.00     | 80      |
| ESTP | 0.00      | 0.00   | 0.00     | 0       |
| ENTP | 0.00      | 0.00   | 0.00     | 40      |
| ESTP | 0.00      | 0.00   | 0.00     | 0       |
| INFJ | 0.61      | 0.69   | 0.64     | 480     |
| INFP | 0.55      | 0.71   | 0.62     | 600     |
| INTJ | 0.50      | 0.99   | 0.66     | 80      |
| INTP | 0.78      | 0.96   | 0.86     | 320     |
| ISFJ | 1.00      | 0.22   | 0.36     | 120     |
| ISFP | 0.00      | 0.00   | 0.00     | 0       |
| ISTJ | 0.00      | 0.00   | 0.00     | 0       |
| ISTP | 0.00      | 0.00   | 0.00     | 40      |

|          | precision | recall | F1-score | support |
|----------|-----------|--------|----------|---------|
| accuracy | 0.61      |        |          | 2280    |
| macro avg| 0.30      | 0.28   | 0.27     | 2280    |
| weighted avg | 0.59 | 0.61 | 0.57 | 2280 |

After CNN with CE, we trained the CNN model with CECI and obtained the best results for the values 0.1, 0.2, 0.7, and 0.1, respectively, for weights α, β, γ, and δ, and obtained the following results. Figure 17 shows the results of the training and validation losses. Figure 18 shows the training and validation accuracy results.

These results are much better than those obtained using both LSTM approaches and the basic CNN CE approach. For example, CNN CECI (0.1, 0.2, 0.7, 0.1) approved macro F1-score from 27% to 33%, and the model learned how to classify the class ISTP, the class that the CNN CE approach missed.
Table X presents a classification report of the CECI approach. Figure 19 shows the confusion matrix for the CNN CECI approach, and the result of 63% for the weighted F1-score outperformed the CE approach. However, the accuracy of the CECI approach was 66%, which also outperformed the CE approach. In addition, the CNN CECI model improved the recall for ENTP from 59% to 65%. Moreover, there is a class (INTJ) where the CE model had a slightly better F1-score of 66% compared to 63% for the CNN CECI approach.

We can see that with different values for α, β, γ, and δ, we can manage the training goals. For example, on an imbalanced dataset, such as the MBTI dataset, we focused on the macro average F1-score as a more informative metric, and these weights helped us improve the results compared to the baseline (CE). In addition, with CECI(0.0, 0.2, 0.0, 0.5) and CNN CECI(0.1,0.2,0.7,0.1) we raised the F1-score and recall for the class ISTP compared to CNN CE, and with CECI(0.1, 0.2, 0.0, 0.25), we obtained the highest weighted F1-score.

Keeping in mind that we have a highly imbalanced dataset and that we would likely want to maximize our maximum F1-score as a measure of equally paid attention to all classes, we also achieved improved results for CECI (0.0, 0.2, 0.0, 0.5) and present the classification report in Table XI for these weights.

Table XII summarizes the best results achieved in experiments with LSTM and CNN models.

---

**TABLE X**

| MBTI  | precision | recall | F1-score | support |
|-------|-----------|--------|----------|---------|
| ENFJ  | 0.00      | 0.00   | 0.00     | 40      |
| ENFP  | 0.75      | 0.36   | 0.49     | 320     |
| ENTJ  | 0.00      | 0.00   | 0.00     | 40      |
| ENTP  | 0.56      | 0.65   | 0.60     | 160     |
| ESFJ  | 0.00      | 0.00   | 0.00     | 80      |
| ESFP  | 0.00      | 0.00   | 0.00     | 0       |
| ESTJ  | 0.00      | 0.00   | 0.00     | 0       |
| ESTP  | 0.00      | 0.00   | 0.00     | 0       |
| INFJ  | 0.66      | 0.79   | 0.72     | 480     |
| INFP  | 0.66      | 0.79   | 0.72     | 600     |
| INTJ  | 0.48      | 0.95   | 0.63     | 80      |
| INTP  | 0.79      | 0.97   | 0.87     | 320     |
| ISFJ  | 0.96      | 0.22   | 0.35     | 120     |
| ISFP  | 0.00      | 0.00   | 0.00     | 0       |
| ISTJ  | 0.00      | 0.00   | 0.00     | 0       |
| ISTP  | 1.00      | 0.75   | 0.86     | 40      |

**TABLE XI**

| MBTI  | precision | recall | F1-score | support |
|-------|-----------|--------|----------|---------|
| ENFJ  | 0.00      | 0.00   | 0.00     | 40      |
| ENFP  | 0.71      | 0.32   | 0.44     | 320     |
| ENTJ  | 0.00      | 0.00   | 0.00     | 40      |
| ENTP  | 0.75      | 0.83   | 0.79     | 160     |
| ESFJ  | 0.00      | 0.00   | 0.00     | 80      |
| ESFP  | 0.00      | 0.00   | 0.00     | 0       |
| ESTJ  | 0.00      | 0.00   | 0.00     | 0       |
| ESTP  | 0.00      | 0.00   | 0.00     | 0       |
| INFJ  | 0.64      | 0.77   | 0.70     | 480     |
| INFP  | 0.59      | 0.77   | 0.67     | 600     |
| INTJ  | 0.51      | 1.00   | 0.68     | 80      |
| INTP  | 0.85      | 0.96   | 0.90     | 320     |
| ISFJ  | 1.00      | 0.19   | 0.32     | 120     |
| ISFP  | 0.00      | 0.00   | 0.00     | 0       |
| ISTJ  | 0.00      | 0.00   | 0.00     | 0       |
| ISTP  | 1.00      | 0.55   | 0.71     | 40      |

**TABLE XII**

| Model  | Loss       | α, β, γ, δ | macro F1 | weighted F1 |
|--------|------------|------------|----------|-------------|
| LSTM   | CE         | 0.0,0.0,0.0,0.0 | 0.04     | 0.14        |
| LSTM   | CECI       | 0.7,0.5,0.7,0.6 | 0.07     | 0.20        |
| CNN    | CE         | 0.0,0.0,0.0,0.0 | 0.27     | 0.57        |
| CNN    | CECI       | 0.1,0.2,0.0,0.25 | 0.30     | 0.65        |
| CNN    | CECI       | 0.0,0.2,0.0,0.5 | 0.33     | 0.62        |
| CNN    | CECI       | 0.1,0.2,0.7,0.1 | 0.33     | 0.63        |

---

We researched two typical neural network models, LSTM and CNN, and in both, we obtained improvements with the CECI approach compared to the standard CE objective function.

Our LSTM model with CE predicted MBTI types poorly; the macro F1-score was 4% and the weighted F1-score was 14%. In contrast, the LSTM with CECI (0.7, 0.5, 0.7, 0.6) gave a macro F1-score of 7% and a weighted F1-score of 20%. On the other hand, the CNN model with CE had a macro F1-score...
of 27% and a weighted F1-score of 57%. Finally, the CNN model with CECI (0.0, 0.2, 0.7, 0.1) had a macro F1-score of 33% and a weighted F1-score of 63%. In addition, with CECI, we had a better prediction for some classes, which base models missed. For example, LSTM with the CECI model learned how to predict the class ENJF but missed the class INTJ. The CNN model with the CECI learned to predict the ISTP. Thus, comparing the CECI approach based on the CE models improved both with the LSTM and CNN models.

Before comparing the CNN approach with other reported results in Tables II and III, we would like to emphasize how the right metrics are essential because of the imbalanced MBTI dataset.

Because the MBTI dataset is imbalanced, using accuracy as a metric is doubtful and misleading [56]. This is especially true when we perform multiclass classification with a highly imbalanced dataset and binary classification if an imbalance exists. For example, in the Personal Café MBTI dataset, there was a high imbalance in the first two dichotomies (Table V). Introverts account for 76.96% of the first dichotomy, and intuition accounts for 86.20% of the second. Therefore, having high accuracy does not validate a model, with a binary or multiclass approach, as a successful model because the high accuracy on an imbalanced dataset usually means that the model predicts majority classes but misses minority classes.

The precision or positive predictive value calculates the fraction of true positives divided by the number of positively predicted classes. In this way, precision gives a classifier exactness because it provides information on how much we can trust the model when it predicts a class as positive. Hence, it is also called the positive predictive value. On the other hand, recall or sensitivity measures the completeness of classifiers because it calculates the fraction of true positives and the total number of positively classified classes. Hence, this is known as the true-positive rate. Finally, the F1-score or F-Score conveys a balance between precision and recall as a weighted average. Because macro-averaging pays attention equally to all classes, it is more reliable than accuracy in an imbalanced dataset.

Keeping that in mind, comparing CNN CECI with the multiclass approaches in Table III, CNN CECI (0.1,0.2,0.7,0.1) outperforms LSTM multiclass approaches. For example, [31] the reported accuracy was between 21% and 23%, and 66% and a macro F1-score of 33%, respectively. In addition, this model outperformed the models in [28], both for multiclass and overall accuracy in the binary approach. The paper [34] reported a higher overall F1-score of 47%. However, that research used a binary approach.

Comparing CNN CECI with binary approaches in Table III and considering that the overall metric includes all four dimensions, we conclude that the results reported in [23] with the stacking and boosting approaches, random forest in [26], and XGBoost in [42] outperform CNN CECI for weight combination we obtained in experiments. However, for all other approaches, the CNN CECI has higher or comparable results in the metrics of the presented research. In addition, it is vital to emphasize again that some metrics are not consistent across studies, and some, such as accuracy, are not the best metrics for imbalanced datasets for comparison.

Table XIII provides an overview of the comparison of the F1-score results in our research and the results of related studies. Only the reported overall results are included in this table. We can see that the CNN CECI approach outperforms the best binary approach with regard to the F1-score.

Table XIV provides an overview of the comparison of accuracy results in our research and the results of related studies. Again, we included only the reported overall results in this table. The results show that the CECI approach, especially on the CNN network, outperforms related works with regard to the accuracy metrics.

VI. CONCLUSION AND FUTURE WORK

This research shows how using an encoding scheme for MBTI compound labels and using a method to calculate individual probabilities for MBTI dichotomies can improve MBTI multiclass classification. Furthermore, our research included individual probabilities in a custom loss function of a neural network as a supervised machine-learning approach to achieve better multiclass classification and open new perspectives for research.

| TABLE XIII | COMPARING RESULTS TO RELATED WORK – F1 CORE |
|-------------|---------------------------------------------|
| **THIS PAPER** | Model α, β, γ, δ | Macro F1 | Weighted F1 |
| LSTM | 0.7, 0.5, 0.7, 0.6 | 7% | 20% |
| CNN | 0.1, 0.2, 0.0, 0.25 | 30% | 65% |
| CNN | 0.1, 0.2, 0.7, 0.1 | 33% | 63% |

**RELATED WORK (OVERALL RESULTS)**

| Paper | Approach | Classifier | Metric | The best result |
|-------|----------|------------|--------|----------------|
| [34] | Binary | MLP | F1-score (overall) | 47% |

Table XIV provides an overview of the comparison of accuracy results in our research and the results of related studies. Again, we included only the reported overall results in this table. The results show that the CECI approach, especially on the CNN network, outperforms related works with regard to the accuracy metrics.

| TABLE XIV | COMPARING RESULTS TO RELATED WORK - ACCURACY |
|-------------|---------------------------------------------|
| **THIS PAPER** | Model α, β, γ, δ | Accuracy |
| LSTM | 0.7, 0.5, 0.7, 0.6 | 22% |
| CNN | 0.0, 0.15, 0.0, 0.6 | 67% |
| CNN | 0.1, 0.2, 0.7, 0.1 | 66% |

**RELATED WORK (OVERALL RESULTS)**

| Paper | Approach | Classifier | Metric | The best result |
|-------|----------|------------|--------|----------------|
| [31] | Binary | LSTM | Overall accuracy | 21% |
| [28] | Multiclass | Softmax | Accuracy | 17% |
| [29] | Multiclass | LR | Accuracy | 66.59% |
| [39] | Binary | Linear/logistic regression | Accuracy (Overall) | 45% |

| [28] | Binary | Naïve Bayes | Accuracy (Overall) | 26% |
| | | Reg. | Accuracy (Overall) | 33% |
| | | SVM | Accuracy (Overall) | 38% |
Throughout this paper, we have answered the questions we used to define the problem since the CECI method enables us to conduct MBTI multiclass classification while including all compound classes, and it helps to mitigate the overlap and unbalance problem between the compound classes.

In addition, the CECI approach showed improvement in all metrics compared to the baseline LSTM CE and CNN CE approaches. For example, we improved the macro F1-score from 27% to 33% for the CNN model, where the highest weight in CECI was 0.7 for the third dichotomy. We also improved the LSTM model with weights of 0.7 for the first and third dichotomies. In addition, the CECI approach showed improvement compared to the present multiclass MBTI classification approaches and comparable results to present multiclass and binary approaches to MBTI classification. However, some binary approaches exhibit a slightly better performance.

Regarding the constraints and limitations of our approach, we conducted experiments using the CECI approach on one MBTI dataset. In addition, our dataset comes from one social network and contains only textual data. Therefore, experiments on other MBTI datasets from different sources, and possibly with different data types, will probably help the approach and provide new ideas regarding relations among compound class labels. In addition, in further research, one could experiment with other similar problems with compound class labels and binary values for each component. As well, our experiments were conducted on an English dataset, and the multilanguage approach could also provide new perspectives. To prove the concept, we conducted experiments on two neural network models: bidirectional LSTM and 2-dimensional CNN. Experiments on other architectures and model parameters can provide new insights and improve the method.

Future research using the CECI method will include experiments on a more balanced dataset. Furthermore, we intend to apply different techniques to handle imbalances in the MBTI dataset. In addition, our research will include cognitive functions and other relations between MBTI components and weight factors regarding the implementation of the CECI method on the MBTI dataset.
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