Use of Empirical Mode Decomposition in Improving Neural Network Forecasting of Paddy Price
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Abstract Since rice is a staple food in Malaysia, its price fluctuations pose risks to the producers, suppliers and consumers. Hence, an accurate prediction of paddy price is essential to aid the planning and decision-making in related organizations. The artificial neural network (ANN) has been widely used as a promising method for time series forecasting. In this paper, the effectiveness of integrating empirical mode decomposition (EMD) into an ANN model to forecast paddy price is investigated. The hybrid method is applied on a series of monthly paddy prices from February 1999 up to May 2018 as recorded in the Malaysian Ringgit (MYR) per metric tons. The performance of the simple ANN model and the EMD-ANN model was measured and compared based on their root mean squared Error (RMSE), mean absolute error (MAE) and mean percentage error (MPE). This study finds that the integration of EMD into the neural network model improves the forecasting capabilities. The use of EMD in the ANN model made the forecast errors reduced significantly, and the RMSE was reduced by 0.012, MAE by 0.0002 and MPE by 0.0448.
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1 Introduction

Rice is considered a staple food in Malaysia, but Malaysia’s rice self-sufficiency level (SSL) is currently rising from 65% to 75% following the Third Agricultural Policy (1998-2010) to meet at least 70% of Malaysia’s demand. The remaining 30% was supplied from Thailand, Vietnam and China [1]. The rise in self-sufficiency of our national rice has become a strategic concern in the Ministry of Agriculture to achieve 100% self-sufficiency in rice [2].
The ability to forecast the future price helps avoid fluctuations that would either burden the vast consumers or eschew the losses incurred by producers and distributors of rice. The risk in the rice price is relatively large because of its seasonal production and high dependency on the weather and it is confronted with a relatively fixed demand and inelastic inter-temporal price changes [3]. Rice prices should reflect the interests of producers and consumers. Reducing price uncertainty can provide the support for the development of food crops. This will determine the expectations of farmer producers, traders, and other economic actors.

It is a daunting task to forecast financial data. Since market imperfections are quickly discovered, manipulated and resolved by market participants, future prices are difficult to predict. Nonetheless, financial time series forecasting is a very interesting subject with applications ranging from trading strategies to risk management [4-10].

The artificial neural networks (ANN) has become increasingly popular in forecasting philosophy, leading to effective implementations in the prediction of time series and explanatory forecasting [11]. Notwithstanding its theoretical capabilities, ANN has been unable to confirm its ability in predicting performance against existing statistical methods, such as the autoregressive integrated moving average (ARIMA) or exponential smoothing [12]. ANN provides several degrees of freedom in the modeling process which include availability of activation functions, sufficient input selection, hidden and output nodes and learning algorithms which include their scientifically sound use is frequently considered as much as an art as science is [13].

Empirical Mode Decomposition (EMD) introduced by [14], manages data non-stationarity effectively in order to break down the initial financial time series up into multiple elements called intrinsic mode functions (IMFs). That extracted IMF contains narrow-range oscillatory patterns that can be interpreted as a quasi-stationary portion. Widespread practice suggests using each IMF as an independent time series with its own model for predicting machine learning [15]. The applications of EMD for forecasting purposes in various fields such as oil and gas [16], exchange rates [17], stock indices [18], sales [19], and demand [20] prove that in reality, this time-scale decomposition is an efficient method with the “divide-and-conquer” theory in mind [9].

The primary aim of this paper is to highlight how, particularly when used with ANN, EMD enhances the predictive capabilities. Using performance metrics such as the root mean squared error (RMSE), mean absolute error (MAE) and mean percentage error (MPE), the hybrid model comprising EMD and ANN is compared to a simple ANN model.

The remainder of this paper is as follows. Section 2 provides a detailed description of the technique. This is accompanied by a review of findings in Section 3 and conclusions and suggestions set out in Section 4.

2 Methodology

This study uses the monthly rice prices (MYR per metric ton) collected from www.indexmundi.com from February 1999 to May 2018. A total of 232 data points was used. As common practice, the data was partitioned into two parts. The first 80% of data was used for training purposes and the following 20% for testing [3-4]. The performance criteria calculated for the training part are used in selecting the best architecture of ANN. Meanwhile,
the performance of the testing part is used to compare and show the improvements of forecasting abilities in the ANN model once it is integrated with EMD.

2.1 Artificial Neural Network (ANN)

Overall, ANN has numerous attributes that make them effective in solving complicated issues. ANN’s major advantage is its ability to model a dynamic nonlinear model. ANN has been commonly used in many ways over the recent decades, including financial forecasts [21–24]. The use of ANN can have an extremely complex architectures from selecting various activation functions, number of network layers, number of hidden nodes, right to the selection of specific lags as input data. For different approximation capabilities, each can lead to different models. The simplest multi-layer perceptron with a 3-layer was used in this article. Namely, the input, hidden and output layer.

The ANN model carries out a non-linear approximation of observed values as inputs \((y_{t-1}, y_{t-2}, ..., y_{t-p})\) to better predict values as output \((y_t)\), i.e.,

\[
zy_t = a_0 + \sum_{j=1}^{q} a_j f \left( w_{0j} + \sum_{i=1}^{p} w_{ij} y_{t-i} \right) \varepsilon_t, \quad (1)
\]

where, \(t = 1, 2, ..., n\) is the index of time for a data series, \(a_j, (j = 0, 1, 2, ..., q)\) is a bias on the \(j^{th}\) unit and \(w_{ij}, (i = 0, 1, 2, ..., p; j = 0, 1, 2, ..., q)\) is the connection weights between model layers, \(p\) is the number of input nodes, \(q\) is the number of hidden nodes and \(f(\cdot)\) is the transfer function of the hidden layer in which the study used the logistic sigmoid function [25] defined as

\[
f(x) = \frac{1}{1 + e^{-x}}. \quad (2)
\]

Discussed further are the methods used to select the input and tuning the number of nodes in the hidden layer.

2.1.1 Input Selection

Several studies have indicated that input nodes specification might just be the most influential factor in the design of an effective multi-layer perceptron (MLP)[26-29]. This is because it provides vital information on the complex autocorrelation structure (linear and/or nonlinear) in the data [30]. The heuristic method of selecting inputs is used in this study [30]. It follows these three rules:

- **1st rule**: Using all time lags from 1 to a given limit of \(m :< 1, 2, \ldots, m >\) by evaluating the partial autocorrelation (PACF) function.
- **2nd rule**: Choose 4 lags with the highest value of autocorrelation (ACF) function.
- **3rd rule**: Based on these decomposition information
  
  \((a) < 1, K, K + 1 >\) if the series shows trend with seasonal (period \(K\)) properties;
  
  \((b) < 1, K >\) in the absence of trend but shows seasonal (period \(K\)) properties in the series; and
  
  \((c) < 1 >\) and \(< 1, 2 >\) if the series is trended without seasonal.
2.1.2 Hidden Layer

The hidden neuron can affect the error on the nodes that are connected to their output. The neural network’s stability is determined by error. The reduced error indicates increased stability, and higher error indicates lower stability. Over fitting might be caused by over estimation of hidden neurons; that is, the neural networks exaggerate the difficulty of the target problem [31].

A classic way is to choose a number between the number of input and output neurons. [32]. In addition, Kolmogorov’s theorem states that any function of $i$ variables can be represented by superimposing a set of $2i + 1$ univariate function to derive the arbitrary cap for setting the number of hidden neurons, $i$ being the number of inputs for a single-layer ANN model. [33].

2.2 Empirical Mode Decomposition (EMD)

EMD essentially decomposes a complex signal into a low number of underlying intrinsic mode functions (IMFs), organized from increasing frequencies, based on the local characteristic scale, which is described as the length between two successive local extremes. An IMF is a structure that has symmetrical upper and lower envelopes. In addition, the number of zero intersections and the number of extremes are equal or different, at most one [14]. Computed IMF comprises narrow-range oscillatory scales and is generally viewed as a quasi-stationary portion. For example, the seasonal aspect can be interpreted as an IMF extracted from an economic time series with a scale of three months. The IMFs can be derived from the time series data set as outlined in the following sequence through an iterative decomposition process [1]:

- **Step 1**: All the local time series extremes $y_t$ for $t = 1, 2, \ldots, n$ must be identified;

- **Step 2**: Link all the local maxima as the upper envelope with a cubic spline line $e_{\text{max}}(t)$ and repeat the process to generate the lower envelope for the local minima $e_{\text{min}}(t)$

- **Step 3**: Compute the upper and lower mean envelopes based on the formula:

$$m_t = \frac{e_{\text{max}}(t) + e_{\text{min}}(t)}{2} \quad (3)$$

- **Step 4**: Harvest from the data all mean and describe the difference as $d_t = y_t - m_t$

- **Step 5**: Ensure $d_t$ satisfies two conditions of IMF, output it as the $i^{th}$ IMF and substitute $y_t$ with the residue $r_t = y_t - d_t$. If $d_t$ is not an IMF, substitute $y_t$ with $d_t$

- **Step 6**: Until the residue becomes a fixed function, or a function with only one maximum and one minimum from which IMF can no longer be removed.

Steps 1 to 5 are to be repeated continuously.

Backward engineering can be applied to obtain the original time series $y_t$ expressed as the sum of these IMFs and as a residue which is given by

$$y_t = \sum_{i=1}^{N} imf_i(t) + r_t, \quad (4)$$

where $N$ is the number of IMFs, and $r_t$ is the final residue.
2.3 EMD-ANN

EMD-ANN is essentially a combination of EMD and ANN to forecast a set of data from time series. First the initial set of data is broken down into IMFs and residue.

Secondly, the ANN approach is applied to each IMF. It begins by building the architecture based on the Kolmogorov theorem for the hidden nodes and the input selection using the heuristic Method. The inputs will then be standardized, partitioned and trained for learning before the model evaluation process is predicted. The weights are revised and modified via learning.

The produced values are scaled back to the original range before they are summed up across all IMFs to produce the final forecast values. The procedure flow is as illustrated in Figure 1.

2.4 Performance Criteria

2.4.1 Root Mean Square Error (RMSE)

The root-mean-squared error (RMSE) is a widely used estimate of the variations between the expected values of a model and the actual values. The RMSE is the square root of the differences between the values predicted and observed. These deviations are called residuals when calculations are performed over the estimated data and when calculated out of sample are called errors. RMSE will always be positive, and a value of zero (almost never accomplished) would imply a perfect fit for the test. A lower RMSE is generally better than a higher one

\[
RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2}.
\]  

(5)

2.4.2 Mean Absolute Error (MAE)

The mean absolute error (MAE) is an average of the absolute errors between the prediction and the actual value. It is also the average vertical distance between each point and the identity line.

\[
MAE = \frac{1}{n} \sum_{t=1}^{n} |\hat{y}_t - y_t|.
\]  

(6)

2.4.3 Mean Percentage Error (MPE)

Mean percentage error (MPE) is the estimated average of an expected value of the percentage error from a prediction that is different from the actual quantity predicted values. Since the real rather than absolute values of the forecast errors are used in the formula, both positive and negative forecast errors can account for each other; as a consequence, the formula can be used as an estimate of the prediction bias. When predictions are consistently low, the resulting value will be positive, indicating the model inadequacy, while if consistently high, it will be negative, indicating over fitting.

\[
MPE = \frac{100\%}{n} \sum_{t=1}^{n} \frac{y_t - \hat{y}_t}{y_t}.
\]  

(7)
Figure 1: EMD-ANN Hybrid Procedure
3 Results and Discussion

3.1 Artificial Neural Network (ANN)

The plots in Figure 2 show the ACF and PACF of the time-series data. Following the heuristic method, four possible inputs were considered for the architecture. By analyzing the PACF diagram, $m$ was set to 3 based on the 1st Rule. Therefore, all time lags between 1 and a given limit of $m = 3$ were used: $<1, 2, 3>$. Next, based on the 2nd rule: the first four lags which had the highest ACF value $<1, 2, 3, 4>$ were chosen. Finally, referring to the 3rd rule, since the series is trended non-seasonally, another two architectures $<1>$ and $<1, 2>$ are considered.

Figure 2: Partial Autocorrelation and Autocorrelation Function of Full Data

Kolmogorov’s theorem of selecting hidden nodes [33] was applied to all four possible architecture types. An experimentation approach to optimize the number of neurons in the hidden layer was taken based on the theorem. For example, based on the 1st Rule, an architecture of $<1, 2, 3>$ was considered. Hence, based on [33], the study ran the data multiple times, each run using a different number of hidden nodes ranging from 1 until 7 hidden nodes. The number of nodes which yields the lowest error measures for each architecture considered are then compared for the final selection of the ANN model.

Each network was trained at a learning rate of 0.001 for 5000 epochs using the back propagation algorithm. The network that yielded the best training result was selected as the best ANN for the corresponding series. The experiment was repeated ten times and afterwards the error measures were computed. Table 1 demonstrates four ANN architectures output with optimized hidden nodes.

Conclusively, the best simple ANN model was chosen based on the architecture 4-3-1. This framework has four inputs, selected using the 2nd heuristic process, three hidden neurons in the hidden layer and one output variable. This model was chosen as the best model because it produced the best forecasts that in turn minimized the RMSE, MAE and MPE values during training compared to all the other simple ANN models. From Table 1, the architecture with the lowest value of RMSE, MAE and MPE are given in bold font.
Table 1: ANN Model Selection Summary

| Input | Hidden Nodes | RMSE  | MAE   | MPE   |
|-------|--------------|-------|-------|-------|
|       | h = 1        | 0.1838| 2.37E-02 | 4.7350 |
| 1<sup>st</sup> Rule <1,2,3> | h = 2        | 0.1738| 2.06E-02 | 4.1291 |
|       | h = 3        | 0.1736| 1.97E-02 | 3.9313 |
|       | h = 4        | 0.1624| 3.35E-02 | 3.3510 |
|       | h = 5        | 0.1657| 3.27E-02 | 3.3438 |
|       | h = 6        | 0.1657| 3.44E-02 | 3.3438 |
|       | h = 7        | 0.1600| 3.16E-02 | 3.1602 |
| 2<sup>nd</sup> Rule<1,2,3,4> | h = 1        | 0.0058| 1.91E-05 | 0.0038 |
|       | h = 2        | 0.0056| 1.76E-05 | 0.0035 |
|       | h = 3        | 0.0038| 8.07E-06 | 0.0016 |
|       | h = 4        | 0.0049| 1.31E-05 | 0.0026 |
|       | h = 5        | 0.0047| 1.40E-05 | 0.0028 |
|       | h = 6        | 0.0063| 2.25E-05 | 0.0045 |
|       | h = 7        | 0.0048| 1.43E-05 | 0.0028 |
|       | h = 8        | 0.0050| 8.34E-05 | 0.0041 |
|       | h = 9        | 0.0048| 1.24E-05 | 0.0025 |
| 3<sup>rd</sup> Rule<1> | h = 1        | 0.2818| 1.13E-02 | -0.2958 |
|       | h = 2        | 0.0288| 1.37E-02 | -0.3064 |
|       | h = 3        | 0.0284| 1.27E-02 | -0.3038 |
| 3<sup>rd</sup> Rule<1,2> | h = 1        | 0.1851| 4.83E-02 | 4.8338 |
|       | h = 2        | 0.1859| 4.81E-02 | 4.8083 |
|       | h = 3        | 0.1880| 4.65E-02 | 4.6491 |
|       | h = 4        | 0.1761| 4.04E-02 | 4.0382 |
|       | h = 5        | 0.1667| 4.04E-02 | 3.5793 |

3.2 EMD-ANN

Initially, the study found the original data to be broken down into six IMFs and residues. Next, as explained previously, each IMF underwent the ANN methodology. Starting by constructing the architecture based on the Kolmogorov’s theorem for hidden nodes and Heuristic Method for input selection, the inputs are then normalized, partitioned and trained for learning before being forecasted for the model evaluation process. The weights are updated and adjusted by learning. The fitted values are summarized later for each data set to obtain the final fitted result.

Then, the accuracy of the hybrid approach is evaluated by measuring the error measure between the actual data and the result summarized as illustrated in Table 2. The three error measure is obtained based on the criterion pre-selected for the study: 1) RMSE = 0.00299, RMSE of zero is almost never achieved and a lower value nearing zero is considered the best performance. Next, 2) MAE = 0.00001272, the small value of MAE which is nearing zero indicates that the vertical distance between the actual data point and model line is of a small scale. This can further be explained by the third error measure criterion, 3) MPE = 0.001024
The positive value of MPE indicates that the model consistently produces values that are lower than the actual data. Overall, it can be said that the model established is a good fit with minimal under-fitting.

| Table 2: EMD-ANN Model Accuracy |
|------------------------------|
| RMSE | MA       | MP     |
|------------------|---------|--------|
| EMD-AN           | 0.0029  | 1.27E−05 | 0.00102 |

3.3 Simple ANN and EMD-ANN Model Comparison

Here, the best model from the simple ANN and the EMD-ANN model was compared based on their error measures. From Table 3, the hybrid method using 20% testing data yields lower RMSE, MAE and also MPE compared to the simple model. The RMSE value shows a decrease of 0.012, the MAE value shows a decrease by 0.0002 and the MPE value by 0.0448 when ANN is introduced. In conclusion, the results illustrate a result that is similar to the early hypothesis, that is the fact that introducing EMD into a simple ANN model would significantly improve the method in forecasting monthly paddy prices.

| Table 3: Model Performance Comparison |
|------------------------------|
| RMSE | MA       | MP     |
|------------------|---------|--------|
| AN              | 0.0031  | 1.47E-05 | 0.001472 |
| EMD-AN          | 0.0029  | 1.27E-05 | 0.001024 |

4 Conclusion and Recommendation

The aim of this study is to demonstrate the use of EMD in improving the ANN modeling for forecasting paddy price. Using the heuristic input selection method and Kolmogrov’s theorem for tuning the number of neurons in the hidden layer, four basic architectures for the simple ANN model were defined. All the required computation was done, and as a result, the best simple ANN model was defined as the model with the 4-3-1 architecture. Next, EMD was introduced in the formulation of the model, whereby, the original data was decomposed into six IMFs. Next, a simple ANN methodology was conducted on each IMF. The fitted values obtained from the simple ANN of each IMF are then summed up to produce the final forecasts value. Based on these forecast values, the error measure of the EMD-ANN was obtained and compared with the simple ANN. The study shows that the EMD-ANN victoriously improves the forecasts of the paddy price proven by the minimized errors compared to the errors computed from the simple ANN.

Further research could be done by exploring into the various methods available in selecting the architecture such as the exhaustive search, forward selection, backward selection and many
more. It would also be of interest to explore into the possibility of using only 80% of the overall data for EMD [9] instead of 100% as has been carried out in this study.
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