Estimated Impacts of Climate Change on Eddy Meridional Moisture Transport in the Atmosphere
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Abstract: Research findings suggest that water (hydrological) cycle of the earth intensifies in response to climate change, since the amount of water that evaporates from the ocean and land to the atmosphere and the total water content in the air will increase with temperature. In addition, climate change affects the large-scale atmospheric circulation by, for example, altering the characteristics of extratropical transient eddies (cyclones), which play a dominant role in the meridional transport of heat, moisture, and momentum from tropical to polar latitudes. Thus, climate change also affects the planetary hydrological cycle by redistributing atmospheric moisture around the globe. Baroclinic instability, a specific type of dynamical instability of the zonal atmospheric flow, is the principal mechanism by which extratropical cyclones form and evolve. It is expected that, due to global warming, the two most fundamental dynamical quantities that control the development of baroclinic instability and the overall global atmospheric dynamics—the parameter of static stability and the meridional temperature gradient (MTG)—will undergo certain changes. As a result, climate change can affect the formation and evolution of transient extratropical eddies and, therefore, macro-exchange of heat and moisture between low and high latitudes and the global water cycle as a whole. In this paper, we explore the effect of changes in the static stability parameter and MTG caused by climate change on the annual-mean eddy meridional moisture flux (AMEMF), using the two classical atmospheric models: the mid-latitude f-plane model and the two-layer β-plane model. These models are represented in two versions: “dry,” which considers the static stability of dry air alone, and “moist,” in which effective static stability is considered as a combination of stability of dry and moist air together. Sensitivity functions were derived for these models that enable estimating the influence of infinitesimal perturbations in the parameter of static stability and MTG on the AMEMF and on large-scale eddy dynamics characterized by the growth rate of unstable baroclinic waves of various wavelengths. For the base climate change scenario, in which the surface temperature increases by 1 °C and warming of the upper troposphere outpaces warming of the lower troposphere by 2 °C (this scenario corresponds to the observed warming trend), the response of the mass-weighted vertically averaged annual mean MTG is −0.2 °C per 1000 km. The dry static stability increases insignificantly relative to the reference climate state, while on the other hand, the effective static stability decreases by more than 5.4%. Assuming that static stability of the atmosphere and the MTG are independent of each other (using One-factor-at-a-time approach), we estimate that the increase in AMEMF caused by change in MTG is about 4%. Change in dry static stability has little effect on AMEMF, while change in effective static stability leads to an increase in AMEMF of about 5%. Thus, neglecting atmospheric moisture in calculations of the atmospheric static stability leads to tangible differences between the results obtained using the dry and moist models. Moist models predict ~9% increase in AMEMF due to global warming. Dry models predict ~4% increase in AMEMF solely because of the change in MTG. For the base climate change scenario, the average temperature of the lower troposphere (up to ~4 km), in which the atmospheric moisture is concentrated, increases by ~1.5 °C. This leads to an increase in specific humidity of about 10.5%. Thus, since both AMEMF and atmospheric water vapor content increase due to the influence of climate change, a rather noticeable restructuring of the global water cycle is expected.
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1. Introduction

Acceleration in the rate of changes to the earth’s climate system (ECS) that have been observed around the globe and its different geographical regions since the early 20th century has become unprecedented over recent decades [1]. The evidence for rapid and dramatic climate change encompasses increasing the planet’s average surface temperature, rising global sea level, reducing glacier net volumes, decreasing polar ice sheets and sea ice extent, changing heat stores in the ocean, changing rainfall patterns, and a range of other effects. The Fifth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) states that “Human influence has been detected in warming of the atmosphere and oceans, in changes in the global water cycle, in reductions in snow and ice, in global mean sea level rise, and in changes in some climatic extremes” [1]. One of the clearest indicators of climate change is the rise in global average surface temperature. According to the latest World Meteorological Organization’s (WMO) report “Statement on the State of the Global Climate in 2018” published on March 2019 [2], “The global mean temperature for 2018 is estimated to be \(0.99\pm0.13\)°C above the preindustrial baseline (1850–1900).” It is important that over two-thirds of that global mean temperature increase has occurred after 1980. This WMO’s document also points out that other key climate change indicators (e.g., global mean sea level, Arctic and Antarctic sea-ice extent, greenhouse gas concentrations, extreme natural events) have become even more pronounced. The main cause of the current climate change is human activities and, above all, human-induced substantial emissions of greenhouse gases (GHG) into the atmosphere [1].

Research findings suggest that the shift to a warmer climate is accompanied by intensification of the hydrological (or water) cycle [1,3–11] that describes the global circulation of water in its solid, liquid, and gas phases throughout the four geospheres (atmosphere, hydrosphere, lithosphere, and biosphere). The main physical processes that form the planetary hydrological cycle involve evaporation of water (mainly from the ocean surface to the atmosphere), condensation of atmospheric water vapor, multi-scale horizontal moisture transport (advection), precipitation that can take on different forms (e.g., rain, snow, ice crystals), runoff and snowmelt, interception, infiltration, transpiration, percolation, and storage. The hydrological cycle intensifies under global warming mainly because the amount of water that evaporates from the ocean and land to the air and the total water vapor content in the atmosphere will increase with temperature. Theoretical estimates and satellite observations suggest that as air temperature increases the saturated water vapor pressure increases as well by about 7% per Kelvin [5,12,13]. Indeed, let us write the approximate Clausius-Clapeyron relation assuming the latent heat of vaporization \(L_w\) is a constant:

\[
\frac{d \ln e_s}{dT} = \frac{L_w}{R_v T^2}.
\]

According to this equation, an infinitesimal change in temperature \(\Delta T\) is accompanied by a fractional change \(\Delta e_s / e_s\) in saturation vapor pressure of:

\[
\frac{\Delta e_s}{e_s} = \frac{L_w}{R_v T^2} \Delta T.
\]

Taking the value of \(T_0 = 273.16\) K as a reference temperature, we obtain that the fractional growth in \(e_s\) is \(\sim 7\%\ K^{-1}\), meaning that to increase the temperature by 1 K results in the 7% increase in saturation vapor pressure. The observations also indicate that over the last two to three decades the precipitation has increased at about the same rate [12]. Since the hydrological cycle has a significant impact on the climate of our planet, its strengthening with rising global temperature may alter the weather patterns worldwide. Changes in frequency and intensity of extreme weather events (e.g., storms),
precipitation, heavy rainfall, and flooding are the potential impacts of an intensified water cycle. However, the potential future alterations in the earth’s climate and weather conditions in response to the human-induced planet’s warming will not be geographically homogeneous [1]. Some parts of the world will experience more pronounced changes, but some regions will experience less noticeable changes. In particular, main characteristics of rainfall and other forms of precipitation (their amount, intensity and frequency) will experience strong spatial variations [14]. Greater volume of precipitation is expected in high latitude regions and in the tropics, while in subtropical arid and semi-arid regions and many mid-latitude regions rainfall amounts will decrease [1,15–18]. Consequently, geographical areas with increased amount, intensity and frequency of precipitation and, moreover, areas that will also be seriously affected by sea level rise (coastal areas), will likely to experience increased risk of hazardous hydrological events, such as flooding.

The spatial and temporal heterogeneity of climate change (variations in the trend (cooling or warming) and magnitude of climate change over space) is determined not only by the geographic location of the region in question, but also by the general circulation of the atmosphere (GCA) which involves a wealth of air motions with scales on the order of thousands of kilometers such as the westerly mean flow in the mid-latitudes in both the northern and southern hemispheres, planetary waves, large-scale extratropical transient eddies (cyclones and anticyclones), monsoons, and trade winds [19–24]. One of the main dynamical mechanisms leading to the meridional transport of heat, moisture, and momentum from the tropical to polar latitudes and, thereby to the global redistribution of atmospheric moisture, are the large-scale extratropical eddies (cyclones) [19–22]. The so-called “atmospheric rivers” that transport water vapor outside of the tropics through the extratropics (middle latitudes) are associated with mid-latitude cyclonic eddies and their frontal zones [25,26]. Recent studies have indicated an increase in intensity of extratropical cyclones and a decrease in their frequency [27–34]. Baroclinic instability, a specific type of dynamical instability of the zonal atmospheric flow with the equator-to-pole (meridional) temperature contrast (gradient) and, therefore, with a vertical wind shear (thermal wind), in the field of Coriolis force, is the principal mechanism by which extratropical cyclones form and evolve [35–38]. The infinitesimal perturbations growing in such a flow derive their energy from the transformation of mean available potential energy (MAPE) which, in turn, depends on the tropospheric meridional temperature gradient (MTG); the larger the temperature differences between the equator and the pole, the greater the MAPE [39–41]. However, MTG is not the only fundamental parameter that determines the development of baroclinic instability in the atmosphere and, therefore, the formation of extratropical large-scale cyclonic eddies. The effective static stability of the atmosphere plays an equally important role in the generation of cyclones (e.g., [42–45]). Unlike the so-called “dry static stability” of the atmosphere [21], the effective static stability takes into consideration not only the vertical thermal stratification of the air (temperature lapse rate \( \Gamma = -\partial T/\partial z \), where \( T \) is an air temperature, and \( z \) is a vertical coordinate), but also the effects of water vapor condensation, namely latent heat released into the atmosphere when the water vapor changes its state to a liquid. In consequence of latent heating, the effective stability of the moist atmosphere in mid-latitudes is less than the static stability of the dry atmosphere by about 40% [45]. It should be emphasized that the latent heat energy also affects the formation and development of extratropical cyclones contributing to their intensification (e.g., [46–50]).

Results of climate simulations and observational data indicate changes in atmospheric thermodynamics and large-scale circulations that have become especially apparent in recent decades (e.g., [51–56]). However, human-induced tropospheric warming is not uniform across the globe [1]. The most prominent warming is observed in the northern polar region near the surface (polar amplification phenomenon [57,58]) and at the upper equatorial troposphere implying changes in both static stability and MTG [59]. As a result of this warming, static stability increases in mid-latitude and tropical areas and decreases in polar areas [59–62]. In turn, the MTG increases in the higher altitudes and decreases at the surface which can provide, respectively, favorable and adverse conditions for the formation of large-scale extratropical eddies [52,56,59,63,64]. Thus, with global warming, static
stability and MTG are expected to undergo certain changes affecting the formation and evolution of transient extratropical eddies, which will impact the heat and moisture macro-exchange between low and high latitudes, and, thereof, the earth’s hydrological cycle.

In this paper, we explore the effect of changes in the static stability parameter and MTG caused by climate change on the annual-mean eddy meridional moisture flux (AMEMF), using the two classical atmospheric models: the mid-latitude $f$-plane model [36] and the two-layer $\beta$-plane model [37]. These models are represented in two versions: “dry,” which considers the static stability of dry air alone, and “moist,” in which effective static stability is considered as a combination of stability of dry and moist air together. Sensitivity functions were derived for these models that enable estimating the influence of infinitesimal perturbations in the parameter of static stability and MTG on the AMEMF and on large-scale eddy dynamics characterized by the growth rate of unstable baroclinic waves of various wavelength.

2. Materials and Methods

2.1. Moisture Content and Transport in the Global Atmosphere

Earth’s climate system is made up of five basic parts: the atmosphere, hydrosphere, cryosphere, lithosphere, and biosphere, which interact with each other evolving over time and responding to internal and external perturbations. All the water on the earth form the hydrosphere which is commonly called “the water shell of our planet.” Estimates indicate that the aggregated volume of water on earth is around $1.38 \times 10^9$ km$^3$ [65,66]. The prevailing portion of this, $1.34 \times 10^9$ km$^3$ (about 97% of the total volume), is in the oceans. Oceans form the largest water reservoir on earth. The second largest global water reservoir includes ice sheets, sea ice, and glaciers containing a total of about $23 \times 10^6$ km$^3$ (~1.7% of total planetary volume of water) followed by groundwater ($18 \times 10^6$ km$^3$ of water or ~1.3% of the total volume). Apart from that, much smaller volumes of water are contained in lakes, rivers, and streams ($18 \times 10^4$ km$^3$ of water or ~0.013% of the total volume) and in the atmosphere ($13 \times 10^3$ km$^3$ of water or ~0.00094% of the total volume) [65,66].

In the atmosphere, the volumetric water vapor content varies almost from zero to 4%, and considerably changes across the globe and is subject to seasonal influence. The content of water vapor reaches its maximum at the earth’s surface and decreases rapidly with height. For example, at an altitude of 5 km, the water vapor content is nearly ten times less than that of the earth’s surface, and at an altitude of 8 km—one hundred times less. Thus, above 10–15 km, the content of water vapor in the air is negligible [67]. Despite the fact that the amount of water contained in the atmosphere is much less than the total available water on earth, it would be very difficult to overestimate the key role of atmospheric water vapor in forming the energy balance of our planet and global hydrological cycle [68–70].

Water vapor along with carbon dioxide, methane, and ozone, forms the group of the major atmospheric GHGs [1]. Most likely that if there were no GHGs in the earth atmosphere, then our planet would hardly have been inhabited by humans. In fact, the water vapor is the most crucial natural GHG that is responsible for more than 60% of the total earth’s greenhouse effect [71]. The positive feedback of water vapor in climate system is well-known; an increase in the atmospheric temperature caused by other factors increases water evaporations from oceans, lakes, rivers, and soil leading to rising concentrations of water vapor in the atmosphere and consequently increasing the greenhouse effect [1]. On the other hand, growing moisture content in the atmosphere contributes to the formation of cloud cover, which, in turn, reflects shortwave solar radiation, thereby increasing the planetary albedo. This leads to an anti-greenhouse effect [72]. Thus, the effect of atmospheric moisture on climate processes is complex and of varied nature.

In analyzing the global distribution and transport of moisture in the atmosphere, the balance equation can be written as [73]:

$$\frac{\partial W}{\partial t} + \nabla \cdot \mathbf{Q} = E - P \tag{1}$$
Here \( W \) is the amount of precipitable water within the atmospheric column extending above the earth’s surface of unit area, \( Q \) is the vertically integrated horizontal moisture flux, \( E \) is the rate of evaporation, and \( P \) is the rate of precipitation from the atmospheric column. Note that

\[
W = \frac{1}{g} \int_0^{\rho_0} qdp
\]

\[
Q = \int_0^{\rho_0} qV \frac{dp}{g} = i_\lambda \int_0^{\rho_0} qu \frac{dp}{g} + i_\phi \int_0^{\rho_0} qv \frac{dp}{g}
\]

Zonal component \( Q_\lambda \)     Meridional component \( Q_\phi \)

In this study, the quantity of interest is the mean vertically integrated meridional moisture flux (MMF) \( \overline{Q_\phi} \), which can be decomposed into three components [73]:

\[
\{ [\overline{qv}] \} = \{ [\overline{q}] \} + \{ [\overline{q} \overline{v}'] \} + \{ [\overline{q}' \overline{v}] \}
\]

The first term on the right-hand side of this equation (MMC) is the contribution from mean meridional circulation, the second term (SE) is from stationary eddies (planetary waves), and the third term (TE) is from transient eddies (extratropical cyclones) [67,68]. Numerous studies involving the evaluation of the right-hand side of Equation (4) with observations datasets and CGCM-simulated data (Coupled atmosphere-ocean general circulation model) have shown that transient eddies dominate meridional moisture transport at mid-latitudes: ~80% between 30° and 40° north and south latitudes (e.g., [20,40,41,68,73–77]). One can easily show that for the plane wave solutions (A15), the TE meridional moisture flux is exponentially dependent on the growth rate \( \chi_k = kc_i \) of unstable modes [78].

Let \( L_w \) be the wavelength of a baroclinic unstable wave and \( k = 2\pi / L_w \) its wavenumber. Then

\[
q'(x, p, t) = \Re(e^{ik(x-c_r t)})
\]

\[
v'(x, p, t) = \Re(e^{ik(x-c_r t)})
\]

or

\[
q'(x, p, t) = |\hat{q}(p)| \cos[k(x-c_r t) + \theta_q(p)] e^{kc_i t}
\]

\[
v'(x, p, t) = |\hat{v}(p)| \cos[k(x-c_r t) + \theta_v(p)] e^{kc_i t}
\]

where \( |\hat{q}(p)| \) and \( |\hat{v}(p)| \) are the absolute values and \( \theta_q(p) \) and \( \theta_v(p) \) are the arguments of the complex values \( \hat{q}(p) \) and \( \hat{v}(p) \) respectively, \( c_r = \Re(c) \), \( c_i = \Im(c) \).

The meridional equator-to-pole moisture flux averaged over one period of the unstable wave with wavelength \( L_w \) is as follows [21]:

\[
\overline{q'v'} = \frac{1}{L_w} \int_0^{L_w} q'(x, p, t)v'(x, p, t) dx
\]

We can find the flux \( \overline{q'v'} \) by substituting (6) and (7) into (8) and assuming the periodic boundary conditions along the \( x \) axis:
\[ u^* = \frac{k}{2\pi} e^{2kc_it} \int_0^{2\pi/k} \frac{\eta\phi(p) \cos[k(x - c_it)] + \theta_d(p)}{\phi(p) \cos[k(x - c_it) + \theta_d(p)]} \, dx \]

Thus, the influence of changes in both \( \delta \sigma \) and \( \delta \Lambda \) on the growth rate \( \chi_k \) will be explored below.

### 2.2. Sensitivity Functions for Estimating the Influence of Global Warming on the Growth Rate of Unstable Waves

To estimate the influence of global warming on the growth rate of unstable baroclinic waves, let us consider the expression for \( \chi_k \) valid for the \( f \)-plane model (see Equation (A23) in the Appendix A.2):

\[ \chi_k = \frac{\Lambda f_0}{2 \sqrt{\sigma_0}} \sqrt{\eta^2 - 4(\eta \coth \eta - 1)} \]  

where \( \eta = p_w \sqrt{\sigma_0} / f_0 \).

This equation shows that at a given latitude, the growth rate \( \chi_k \) is dependent on a vertical wind shear \( \Lambda \), static stability \( \sigma_0 \), and quantity \( \eta \) which, in turn, depends on the static stability \( \sigma_0 \) and horizontal wavenumber \( k \). As we discussed above, with global warming both the atmospheric static stability and the vertical wind shear, via MTG, are changed and by this way influence the development of baroclinic instability. Thus, the impact of climate change on \( \chi_k \) can be estimated via variations in \( \sigma_0 \) and \( \Lambda \) around their certain reference values \( \sigma_0^{ref} \) and \( \Lambda^{ref} \), which correspond to the current climate conditions [79]. Let \( \delta \sigma_0 \) and \( \delta \Lambda \) be infinitesimal perturbations in the parameters \( \sigma_0 \) and \( \Lambda \) caused by climate change. Note that \( \delta \sigma_0 \ll \sigma_0^{ref} \) and \( \delta \Lambda \ll \Lambda^{ref} \). To quantify the effect of small perturbations \( \delta \sigma_0 \) and \( \delta \Lambda \) on the growth rate \( \chi_k \), we shall use the sensitivity functions \( S_\sigma \) and \( S_\Lambda \) defined as the partial derivatives of \( \chi_k \) with respect to parameters \( \sigma_0 \) and \( \Lambda \), respectively, calculated around the reference values \( \sigma_0^{ref} \) and \( \Lambda^{ref} \). Then, the variation in the growth rate of unstable modes \( \delta \chi_k \) due to variations in the parameters \( \sigma_0 \) and \( \Lambda \) is estimated as follows:

\[ \delta \chi_k \approx \delta \sigma_0 \times S_\sigma \big|_{\sigma_0 = \sigma_0^{ref}} \]

\[ \delta \chi_k \approx \delta \Lambda \times S_\Lambda \big|_{\Lambda = \Lambda^{ref}} \]

where sensitivity functions are defined by

\[ S_\sigma = \frac{\chi_k}{2\sigma_0} \left[ p_0 \sqrt{\sigma_0} \frac{k}{f_0} \frac{\eta - 2\coth \eta + 2\eta \text{csch}^2 \eta}{\eta^2 - 4(\eta \coth \eta - 1)} - 1 \right] \]

\[ S_\Lambda = \frac{f_0}{2 \sqrt{\sigma_0}} \sqrt{\eta^2 - 4(\eta \coth \eta - 1)} \]
Considering baroclinic instability on the $\beta$-plane [37] whereby the Coriolis parameter, $f$, is set to vary linearly in the $y$-direction, we derived the following expression for the growth rate of unstable waves (see Equation (A35) in the Appendix A.3):

$$\chi_k = \sqrt{\frac{\beta^2 \mu^4 + u_T^2 k^4 (k^4 - 4 \mu^4)}{k (k^2 + 2 \mu^2)}}$$  

(15)

Here $\mu^2 = f_0^2 / \left[ \sigma_0 (\Delta \rho)^2 \right]$ and $u_T = (u_1 - u_2) / 2$, where $u_1$ and $u_2$ are the wind speeds at 250 hPa and 750 hPa pressure levels respectively.

Differentiating the above equation with respect to parameters, $\sigma_0$ and $u_T$, we find the sensitivity functions which characterize the influence of static stability and MTG on the growth rate of baroclinic unstable waves:

$$S_\sigma = -\frac{k \mu^2}{\sigma_0 (k^2 + 2 \mu^2)^2} \frac{2u_T^2 k^4 (k^4 + 2 \mu^2) - \beta^2 \mu^2}{\beta^2 \mu^4 + u_T^2 k^4 (k^4 - 4 \mu^4)} \frac{\sqrt{\beta^2 \mu^4 + u_T^2 k^4 (k^4 - 4 \mu^4)}}{\beta^2 \mu^4 + u_T^2 k^4 (k^4 - 4 \mu^4)}$$  

(16)

$$S_{u_T} = -u_T k^3 \frac{k^2}{\beta^2 \mu^4 + u_T^2 k^4 (k^4 - 4 \mu^4)} \frac{\sqrt{\beta^2 \mu^4 + u_T^2 k^4 (k^4 - 4 \mu^4)}}{\beta^2 \mu^4 + u_T^2 k^4 (k^4 - 4 \mu^4)}$$  

(17)

The variation in the growth rate of unstable modes $\delta \chi_k$ due to variations in the parameter $u_T$ is estimated by the following sensitivity function:

$$\delta \chi_k \approx \delta u_T \times S_{u_T} \bigg|_{u_T = u_T^{ref}}$$  

(18)

In addition to the absolute sensitivity functions, $S_\alpha$ ($\alpha = \sigma$, $\Lambda$, $u_T$), relative sensitivity functions, $S_{\alpha}^R$, are used to estimate the relative influence of the model parameters on the growth rate of unstable waves, which allow ranking the parameters by the degree of influence of their variations on the variations on the growth rate. Relative sensitivity function is defined by [80]

$$S_{\alpha}^R = \frac{\alpha_0}{\chi_k} \frac{\partial \chi_k}{\partial \alpha} \bigg|_{\alpha = \alpha_0} = \frac{\alpha_0}{\chi_k} S_\alpha$$  

(19)

where $\alpha_0$ is a certain reference value of the parameter $\alpha$.

3. Results

3.1. Qualitative Analysis

Extratropical transient cyclonic eddies are wave phenomena, which are formed and evolved in response of the baroclinic instability of atmospheric quasi-zonal westerly flows drawing energy from the MAPE that arises from the MTG. As shown in the previous section, the meridional moisture flux depends on the wavelength of unstable wave which characterizes the size of cyclones. Numerous studies (e.g., [27–34,81,82]) suggest that over the past few decades the length-scale, frequency, and intensity of extratropical cyclones have changed, and a poleward shift of storm tracks and eddy driven jet streams have been observed. Apart from that, the projected changes in the climate system will, to a certain extent, affect the genesis and development of large-scale eddies in the mid-latitude atmosphere [83]. The impact of global warming on the horizontal sizes of transient eddies and their activity (the number of cyclones generated annually) can be qualitatively examined using a simplified theoretical framework.
(e.g., [84]). In a baroclinic atmosphere, the characteristic horizontal length scale of eddies is determined by the first internal Rossby radius of deformation $L_R$ [21]:

$$L_R = \frac{NH}{f} = \frac{1}{f} \sqrt{\frac{T}{g} (\Gamma_d - \Gamma)}$$

(20)

where $H$ is the height of homogeneous atmosphere. In the mid-latitudes, typical values for $H$, $N$, and $f$ are respectively 8 km, $10^2$ s$^{-1}$, and $1.1 \times 10^4$ s$^{-1}$ [21], consequently $L_R \approx 850$ km.

The impact of global warming on $L_R$ can be estimated by the sensitivity coefficient $dL_R/dT$. Using logarithmic differentiation to differentiate both sides of Equation (20) with respect to $T$, we obtain

$$\frac{1}{L_R} \frac{dL_R}{dT} = \frac{1}{2T} \left[ \frac{1}{T} - \frac{dT}{d\Gamma} (\Gamma_d - \Gamma)^{-1} \right]$$

(21)

Equation (21) shows that in baroclinic atmosphere the influence of temperature growth on $L_R$ is not so clear. The dry adiabatic lapse rate $\Gamma_d$ is a constant 9.8 °C km$^{-1}$, while the typical value for $\Gamma$ is about 6.5 °C km$^{-1}$. Since $\Gamma_d > \Gamma$ and $1/\Gamma$ are small, depending on the behavior of $\Gamma$ under global warming, there could be two possible contrasting scenarios, $dL_R/dT > 0$ and $dL_R/dT < 0$. Therefore, in order to get a more clear picture of the global warming impact on $L_R$, it is useful to explore these two scenarios. To begin, let us consider partial sensitivity coefficients:

$$\frac{1}{L_R} \frac{\partial L_R}{\partial T} = \frac{1}{2T}$$

(22)

$$\frac{1}{L_R} \frac{\partial L_R}{\partial \Gamma} = -\frac{1}{2(\Gamma_d - \Gamma)}$$

(23)

From Equation (22), it follows that a small change $\Delta T$ in temperature causes a fractional change $\Delta L_R/L_R$ in Rossby radius of deformation of

$$\frac{\Delta L_R}{L_R} \approx \frac{1}{2T} \Delta T$$

(24)

Taking the annual global mean surface temperature $T_{sfc} \approx 288$ K as a reference temperature, we find that $(1/L_R)(\partial L_R/\partial T)$ is about 0.002 K$^{-1}$ which means that to increase the temperature by 1 K leads only to the 0.2% increase in characteristic length of large-scale eddies. Similarly, we can estimate the effect of small changes in the temperature lapse rate $\Delta \Gamma$ on a fractional change $\Delta L_R/L_R$:

$$\frac{\Delta L_R}{L_R} \approx -\frac{1}{2(\Gamma_d - \Gamma)} \Delta \Gamma$$

(25)

The characteristic value of $\Gamma$ in the mid-latitude troposphere is 6.5 K/km, hence the partial sensitivity $(1/L_R)(\partial L_R/\partial \Gamma)$ is about $-0.15$ km K$^{-1}$, meaning that to increase the lapse rate by 1 K/km (i.e., reducing the atmospheric static stability) results in the 15% decrease in characteristic length of large-scale eddies.

Estimating the total sensitivity coefficient $(1/L_R)(dL_R/dT)$ using Equation (20) is not a trivial task since this requires a priori knowledge of interdependence between the temperature increase and the lapse rate change. It should be added that to take into consideration the effects of atmospheric moisture on sensitivity coefficients (21) and (23), instead of dry adiabatic lapse rate $\Gamma_d$ we would have to use the “effective” lapse rate defined by $\Gamma_e = \Gamma_d - \frac{\partial L}{\partial \Gamma} \delta_{\text{cloud}}$, where $\delta_{\text{cloud}}$ is a cloud fraction. However, the sensitivity coefficient (21) can be estimated by using observations and/or results of climate modeling. For example, for mid-latitudes, the estimates of the total and partial sensitivity coefficients (21)–(23) were obtained in [84] from NCEP/NCAR reanalysis data and from climate modeling. The estimate of $(1/L_R)(dL_R/dT)$ is about $-0.0016 \pm 0.0096$ K$^{-1}$ from...
the reanalysis data, and $-0.0013$ K$^{-1}$ and $-0.021$ K$^{-1}$ from the results of simulations for dry and moist atmosphere respectively. The estimate of partial sensitivity coefficient $(1/L_R)(\partial L_R/\partial T)$ is about 0.009 $(\pm 0.007)$ K$^{-1}$ from the reanalysis data and 0.002 K$^{-1}$ from the modeling results. In turn, the estimate of partial sensitivity coefficient $(1/L_R)(\partial L_R/\partial T)$ is $-0.309$ $(\pm 0.062)$ km K$^{-1}$ from the reanalysis data, and $-0.132$ kmK$^{-1}$ and $-0.270$ kmK$^{-1}$ from the outcomes of simulations for dry and moist atmosphere respectively. Thus, the atmospheric vertical stratification (the lapse rate $\Gamma$), which changes with global warming, and atmospheric moisture can affect the horizontal length of baroclinic transient eddies, leading in aggregate to a decrease in $L_R$. However, this decrease is insignificant. For example, results of numerical modeling show that the climate change leads only to the 2% decrease in characteristic length of large-scale eddies [84,85]. We should note that it is not possible to compare different quantities and thus have different dimensions and equivalence classes.

For reference purpose, we also consider the influence of global warming on cyclones’ frequency of occurrence using the sensitivity coefficient $(1/n)(dn/dT)$, where $n$ is the annual mean number of extratropical cyclones in the northern (or southern) hemisphere [86]:

$$\frac{1}{n} \frac{dn}{dT} \approx -\frac{3}{2T} + \frac{1}{\Delta T_p^e} \frac{d\Delta T_p^e}{dT} - \frac{1}{2(\Gamma_e - \Gamma)} \frac{d(\Gamma_e - \Gamma)}{dT}$$

(26)

where $\Delta T_p^e$ is the surface temperature differences between the pole and the equator. First, we consider the partial sensitivity coefficients which reflect the sensitivity of $n$ with respect to $T$, $\Delta T_p^e$ and $\Gamma$:

$$\frac{1}{n} \frac{dn}{dT} \approx -\frac{3}{2T}$$

(27)

$$\frac{1}{n} \frac{dn}{\Delta T_p^e} \approx \frac{1}{\Delta T_p^e}$$

(28)

$$\frac{1}{n} \frac{dn}{\Gamma_e - \Gamma} \approx \frac{1}{2(\Gamma_e - \Gamma)}$$

(29)

Substituting the characteristic values for variables ($T = 288$ K, $\Delta T_p^e = 45$ °C; and $\Gamma = 6.5$ K/km) into Equations (27)–(29) results in $(1/n)(dn/dT) \approx -0.0052$ K$^{-1}$, $(1/n)(dn/\Delta T_p^e) \approx -0.022$ K$^{-1}$; while for $(1/n)(dn/\Gamma_e - \Gamma)$ it is about $-0.202 (\pm 0.012)$ K$^{-1}$ from NCEP/NCAR reanalysis data, and $-0.047$ K$^{-1}$ and $-0.029$ K$^{-1}$ from the results of simulations for dry and moist atmosphere respectively [86]. Thus, the effects of global warming on the annual mean number of large-scale eddies generated in the extratropics is of little significance. Clearly, the relationship between climate change and the characteristics of extratropical large-scale eddies is a complex one, with much still to learn. Therefore, estimates obtained are more qualitative in nature since they have a certain degree of uncertainty.

3.2. Influence of Climate Change on the Growth Rate of Unstable Waves

3.2.1. Growth Rate of Unstable Baroclinic Waves

It is expected that the static stability of the atmosphere and the temperature difference between the poles and equator will change under climate change. In mid-latitudes, changes in static stability and MTG will affect the development of baroclinic instability and, therefore, the atmospheric eddy meridional heat and moisture transport. In both models ($f$-plane and $\beta$-plane), the growth rate $\chi_k$ of unstable baroclinic waves can be considered as the main characteristic of the development of baroclinic instability [21]. In these two models, the growth rate $\chi_k$ is a function of two control parameters: static stability parameter $\omega_0$ and MTG. In the $f$-plane model, the MTG is expressed via the vertical wind shear $\Lambda$ since the thermal wind equation (A7) relates $\Lambda$ to MTG. In the $\beta$-plane model, the thermal wind $\nu_T$
serves as a characteristic of MTG. By varying parameters \( \sigma_0, \Lambda, \) and \( u_T, \) we can estimate the climate change impact on \( \chi_k \) using sensitivity functions \( S_\sigma, S_\Lambda, \) and \( S_{u_T}, \) defined by Equations (13), (14), (16), and (17). These functions should be calculated around some reference values of static stability parameter and MTG (\( \sigma_0, \Lambda \) and \( u_T \)), each pair of which corresponds to certain climate conditions (previous, current or future). For the current climate conditions, the reference values of static stability parameter and the vertical wind shear are taken to be \( \sigma_0^* = 2.1 \times 10^{-6} \) m² Pa⁻² s⁻² and \( \Lambda^{\text{ref}} = 30 \) ms⁻¹ bar⁻¹ [21]. The value of \( \Lambda^{\text{ref}} = 6.5 \) °C km⁻¹ which corresponds to \( \sigma_0^{\text{ref}} = 2.1 \times 10^{-6} \) m² Pa⁻² s⁻². To take into consideration the influence of atmospheric moisture on the development of baroclinic instability, the effective static stability parameter \( \sigma_0^{\text{ref}} \) was also calculated [45]: \( \sigma_0^{\text{ref}} = 1.16 \times 10^{-6} \) m² Pa⁻² s⁻². The latitude of interest is assumed to be \( \varphi_0 = 45 \) N which gives \( f_0 \approx 10^{-4} \) s⁻¹ and \( \beta = 1.63 \times 10^{-11} \) m⁻¹ s⁻¹.

The growth rate of the unstable waves as a function of zonal wavenumber \( k \) for the “dry” and “moist” \( f \)-plane and \( \beta \)-plane models are illustrated in Figure 1. The \( f \)-plane model has a short-wave cutoff. In other words, there is a critical value of wavelength \( L_{\text{min}}^f \) above which instability occurs. If wavelength \( L_w < L_{\text{min}}^f \) then the phase velocity is purely real and, therefore, this wave is stable, and its amplitude does not grow with time [36]. The value of \( L_{\text{min}}^f \) is obtained from the condition that the discriminant \( \eta^2 - 4(\eta \coth \eta - 1) \) of the Equation (10) is equal to zero, which gives \( \eta = \eta_k = 2.3994 \) and, therefore, \( L_{\text{min}}^f \approx 3575 \) km for the “dry” model, and \( L_{\text{min}}^f \approx 2735 \) km for the “moist” model (see Table 1). Thus, under the influence of the atmospheric moisture, baroclinic unstable waves are shifted into the shortwave part of the spectrum.
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**Figure 1.** Growth rate \( \chi_k = k \cdot c \) as a function of zonal wavenumber \( k \) for the “dry” and “moist” \( f \)-plane and \( \beta \)-plane models, as described by Equations (10) and (15) respectively.
Table 1. Characteristics of baroclinic instability obtained from the $f$-plane and $\beta$-plane models.

| Models               | $L_f^{\text{min}}$, km | $L_f^{\text{max}}$, km | $L_{f\text{km}}^{\text{max}}$, km | $\chi_k$, day$^{-1}$ | $t^d$, day |
|----------------------|-------------------------|-------------------------|----------------------------------|-----------------------|------------|
| $f$-plane models:    |                         |                         |                                  |                       |            |
| “Dry”               | 3.575                   | -                       | 5340                             | 0.59                  | 1.18       |
| “Moist”             | 2735                    | -                       | 4090                             | 0.77                  | 0.90       |
| $\beta$-plane models:|                         |                         |                                  |                       |            |
| “Dry”               | 3085                    | 5945                    | 4130                             | 0.45                  | 1.54       |
| “Moist”             | 2333                    | 6015                    | 3385                             | 0.68                  | 1.02       |

Note: $t^d$ is a doubling time.

Note that one of the disadvantages of $f$-plane model is that the long waves are unstable that contradicts, at least, the results of the numerical simulations with global models, which show that planetary-scale waves are practically stable. It is well-known that this is a consequence of the $f$-plane approximation [21]. In other words, in order to obtain a qualitatively correct result for long waves using simple models, it is needed to consider the $\beta$-effect (see Figure 1b). Examining the $\beta$-plane model, we can plot the marginal stability (neutral) curve that separates stable and unstable waves by setting the discriminant $\beta^2 \mu^4 + u T_k^4 (k^4 - 4 \mu^4)$ of the Equation (15) equal to zero. Then we can find both the shortwave cut-off $L_f^{\text{min}}$ and the longwave cut-off $L_f^{\text{max}}$. Thus, unstable waves satisfy the condition $L_f^{\text{min}} \leq L_w \leq L_f^{\text{max}}$. The values of $L_f^{\text{min}}$ for the “dry” and “moist” models are, respectively, 3085 and 2333 km, whereas the values of $L_f^{\text{max}}$ for the “dry” and “moist” models are of 5945 and 6015 km respectively (see Table 1).

The influence of static stability and MTG on the growth rate of baroclinic unstable waves is usually analyzed with respect to the most unstable wave, since this wave will dominate the evolutionary process of baroclinic instability [21]. The wavelength $L_{k\text{km}}^{\text{max}}$ of the most unstable wave corresponds to the point at which $\partial \chi_k / \partial k = 0$. For the “dry” and “moist” versions of $f$-plane model the values of $L_{f\text{km}}^{\text{max}}$ are, respectively, 5340 and 4090 km, whereas for the $\beta$-plane model—4130 and 3385 km respectively. The calculated values of $L_{k\text{km}}^{\text{max}}$ for the “moist” versions of both the $f$-plane and $\beta$-plane models agreeing well with the observed extratropical cyclonic waves. In this regard a few clarifications are required. The two models used in this study fundamentally describe the formation of cyclones in the entire thickness of the troposphere, which is almost impossible since loss of stability usually occurs in the lower troposphere. Numerical experiments with multilayer general circulation models of the atmosphere show that the maximum growth rate of unstable modes shifts toward higher wavenumbers with $k = 14, 15 (L_w \approx 2000 \text{ km})$ [87]. Since the vertical profile of these modes has a maximum in the lower troposphere, when calculating their growth rates it is necessary to take into account the energy dissipation in the atmospheric boundary layer and the turbulent dissipation due to the horizontal wind shear, which is proportional to the squared wavenumber (e.g., [47,87]). When this dissipation is taken into account in general circulation models, then the maximum of the resulting growth rate shifts again to the spectral region with wave numbers $k = 6–8 (L_w \approx 3500–4500 \text{ km})$ [87].

3.2.2. Sensitivity Functions

Sensitivity functions $S_{\sigma}$ with respect to the static stability parameter as functions of zonal wavenumber $k_z$ for the “dry” and “moist” $f$-plane and $\beta$-plane models are plotted in Figure 2. As the wavenumber increases, the absolute values of sensitivity functions $S_{\sigma}$ grow exponentially meaning that the effect due to a change in the vertical stratification of the atmosphere substantially depends on the unstable wavelength. Short waves are more affected by changes in atmospheric static stability than longer waves. Atmospheric moisture also noticeably affects the sensitivity of unstable waves to the parameter of static stability (see Table 2). Results show that the $\beta$-plane model is more sensitive to the static stability then the $f$-plane model. Since sensitivity functions $S_{\sigma}$ obtained from $f$-plane and $\beta$-plane
models are negative for all unstable waves, the increase in static stability leads to the decrease in the growth rates of unstable modes.

Figure 2. Sensitivity functions $S_\sigma$ with respect to the static stability parameter as functions of the zonal wavenumber $k_z$ for the “dry” and “moist” (a) $f$-plane and (b) $\beta$-plane models.

Table 2. Absolute and relative sensitivity functions for the most unstable wave obtained from the $f$-plane and $\beta$-plane models.

| Models       | $S_\sigma$ | $S_\Lambda$ | $S_{uT}$ | $S_R^\sigma$ | $S_R^{uT}$ |
|--------------|------------|-------------|----------|---------------|-------------|
| $f$-plane models: |            |             |          |               |             |
| “Dry”       | -1.71      | 0.0196      | -0.50    | -             |             |
| “Moist”     | -3.84      | 0.0256      | -0.50    | -             |             |
| $\beta$-plane models: |            |             |          |               |             |
| “Dry”       | -2.47      | -0.0864     | -0.94    | 1.44          |             |
| “Moist”     | -4.34      | -0.1031     | -0.64    | 1.14          |             |

Note: $S_R^\Lambda = 1$ for all unstable waves.

Sensitivity functions $S_\Lambda$ and $S_{uT}$ which represent the influence of MTG on the growth rate of unstable waves for the “dry” and “moist” $f$-plane and $\beta$-plane models are shown in Figure 3. From the comparison of graphs shown in Figures 1a and 3a, it follows that the graph of function $S_\Lambda$ is similar to the graph of function $\chi_k$. Therefore, in the $f$-plane model, the most unstable wave possesses the highest sensitivity to MTG, while in the $\beta$-plane model, the shorter the wave, the more sensitive it is to the horizontal temperature gradient, which is consistent with the results obtained from general circulation models of the atmosphere (e.g., [47,87]). It can be shown that the sensitivity functions $S_\Lambda$ and $S_{uT}$, when considered over the same domain of wavenumbers, are related by the equation $S_\Lambda = 0.25 \times S_{uT}$. Using this equation, we can compare the results obtained from both models.
The relative importance of control parameters, the static stability parameter and MTG, in the development of baroclinic instability can be estimated using relative sensitivity functions displayed in Figure 4. The analysis of relative sensitivity functions shows that for each model (“dry” and “moist” \(f\)-plane and \(\beta\)-plane) there is a critical wavelength \(L_c\) that splits up the wave spectrum in two regions. In the development of baroclinic instability the static stability plays more important role than the MTG for waves with \(L_w < L_c\). In contrast, for waves with \(L_w > L_c\) the MTG are more important than the static stability. Atmospheric moisture strongly affects the critical value \(L_c\). For the “dry” (“moist”) \(f\)-plane model the critical wavelength is 4500 (3500) km, whereas for the \(\beta\)-plane model—3800 (2900) km.
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**Figure 3.** Sensitivity functions with respect to the meridional temperature gradient (MTG) parameter versus zonal wavenumbers for the “dry” and “moist” (a) \(f\)-plane and (b) \(\beta\)-plane models.
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**Figure 4.** Relative sensitivity functions versus zonal wavenumbers for the “dry” and “moist” (a) \(f\)-plane and (b) \(\beta\)-plane models.
3.2.3. Estimating Climate Change Impact on Eddy Meridional Moisture Transport

The Effect of Static Stability on Eddy Meridional Moisture Transport

In order to estimate the effect of static stability on eddy meridional moisture transport, we need to define a climate change scenario that includes estimates of both surface and upper tropospheric temperature changes. Surface temperature change is a well-studied phenomenon and thus we will use the estimate provided in the WMO report [2], according to which the average surface temperature has increased by roughly 1 °C over the last century. Temperature change in upper troposphere is significantly more uncertain given the fact that various measurement techniques (e.g., radiosondes, satellites) produce inconsistent results. For the purposes of this study, we will make use of an estimate provided in [60], which found that the increase in upper tropospheric temperature outpaces the increase in surface temperature by about 2 °C in mid-latitudes. In this scenario, the temperature lapse rate \( \Gamma = -dT/dz \) has decreased from the initial (base) value of 6.5 °C/km to 6.3 °C/km. This change leads to the following dynamical effects: the temperature in the middle troposphere increases by about 1.8 °C, the dry static stability parameter also increases slightly (by about 0.7%). However, the effective static stability parameter \( \Gamma_{eff} \) actually demonstrates the opposite behavior: \( \Gamma_{eff} \) decreases by more than 5.4%. Thus, dry and moist models provide completely distinct results both quantitatively and qualitatively. The growth rate \( k_c \) of the most unstable mode obtained using the dry \( f \)-plane model decreases slightly, by about \( 0.2 \times 10^{-2} \text{ day}^{-1} \), which is 0.36% of the base value shown in Table 1. On the other hand, the moist \( f \)-plane model shows an increase in the growth rate \( k_c \) of \( \sim 2.2 \times 10^{-2} \text{ day}^{-1} \), which is \( \sim 2.8\% \) of the base value (see Table 1). In dry \( \beta \)-plane model, the growth rate of the most unstable wave decreases by about \( 0.3 \times 10^{-2} \text{ day}^{-1} \), which is 0.7% of the base value shown in Table 1, while in the moist version of this model the growth rate increases by more than \( 2.4 \times 10^{-2} \text{ day}^{-1} \), which is \( \sim 3.6\% \) of the base value. Changes in the growth rates of unstable waves cause changes in AMEMF. This effect can be estimated from the Equation (9). For the dry \( f \)-plane and \( \beta \)-plane models, the decrease in AMEMF is insignificant, only about 0.5% for both models, while in the moist \( f \)-plane and \( \beta \)-plane models there is an increase in AMEMF by about 4.5% and more than 5%, respectively. Hence the results obtained with \( f \)-plane and \( \beta \)-plane models are quite similar.

The Effect of Meridional Temperature Gradient on Eddy Meridional Moisture Transport

Let us now consider the effect of changes due to the global warming in the second control parameter, MTG, on the growth rate of unstable baroclinic waves and, consequently, on the AMEMF. The thermal wind equation relates MTG to the vertical wind shear, which in \( f \)-plane and \( \beta \)-plane models is characterized by parameters \( \Lambda \) and \( \omega_T \), respectively. In general, the larger the equator-to-pole temperature difference, the stronger the resulting wind shear will be. If we know the MTG variation caused by climate change, then we can find the corresponding changes in the parameters \( \Lambda \) and \( \omega_T \) by solving the thermal wind equation. In the next step, after the variations \( \delta \Lambda \) and \( \delta \omega_T \) have been calculated, we can analytically estimate their influence and, therefore, the effect of MTG variations on the change in the growth rates of unstable modes by using Equations (14) and (17) and taking into account the known values of sensitivity functions \( S_\Lambda \) and \( S_{\omega_T} \) (see Table 2). However, we first need to determine the variation in MTG caused by the climate change.

It has previously been shown that in polar areas changes in surface air temperature \( T_{sfc} \) caused by a change in the planetary energy balance are greater than changes in \( T_{sfc} \) in the mid-latitude and equatorial areas. Known as polar amplification, this climatic phenomenon is more profound in the northern hemisphere than in the southern hemisphere [88,89].

The earth’s energy imbalance can be caused by various natural and human factors and, in particular, by changes in the concentrations of anthropogenic greenhouse gases in the atmosphere [90,91]. As a specific example, we consider the northern hemisphere. Because of Arctic amplification, the surface air temperature at high latitudes of the northern hemisphere increased at about twice the rate of global mean surface temperature since the middle of the 20th century [92]. Arctic amplification is traced.
near the surface and in the lower troposphere, weakening MTG and, thus, reducing the vertical wind shear and contributing to the weakening of the westerly mid-latitude jet stream. In the upper and middle troposphere, however, climate change enhances MTG, thereby increasing the vertical wind shear and contributing to strengthening the zonal flow [93–96]. Exploration of historic trends in the upper-tropospheric vertical wind shear in the North Atlantic region based on three independently created reanalysis datasets has shown that in the area of interest the vertical wind shear has increased by about 15% over the last few decades [94].

As noted in [94], a stronger MTG and a correspondingly stronger vertical wind shear in the upper troposphere are masked by a weaker MTG and a correspondingly weaker vertical wind shear in the lower troposphere. Climate modeling results show that changes in the upper-tropospheric MTG play a primary role in the formation of large-scale atmospheric dynamics at mid-latitudes, affecting the intensity of vertical wind shear and zonal flow, while changes in the lower tropospheric MTG play a secondary role [97,98]. The annual-mean equator-to-pole temperature difference over the troposphere is about 40 °C, so the average tropospheric MTG is about 4 °C per 1000 km [99]. However, MTG varies with latitude. The strongest MTG is concentrated in the middle latitudes, contributing to the formation of the so-called upper-tropospheric frontal zone and the associated zonal flow, the speed of which increases with height [20,99]. In this study, we have assumed that the vertical wind shear parameter Λ used in f-plane model is 30 ms⁻¹ bar⁻¹ [21,42]. Accordingly, the parameter ur that characterises the vertical wind shear in β-plane model is 7.5 ms⁻¹. This vertical wind shear is associated with an upper-tropospheric frontal zone which in our case extends over the entire thickness of the troposphere and has an MTG of ~ 7.54 °C per 1000 km. Note that in well-developed upper-tropospheric frontal zones, the temperature contrast can reach 11–12 °C per 1000 km in mid-latitudes.

Based on preceding discussion, when determining the MTG value, we assume that climate change weakens the annual MTG in the lower troposphere through more significant heating of higher latitudes, whereas in the upper troposphere MTG increases because of a strong upper-tropospheric warming of lower latitudes. For a climate change scenario discussed in this paper, the response of the mass-weighted vertically averaged annual mean MTG to increase in the surface temperature by 1 °C is about −0.2 °C per 1000 km, which is ~2.7% of the base value. Accordingly, this change in MTG generates the following variations in the parameters Λ and ur that characterize the vertical wind shear: δΛ = + 0.8 ms⁻¹ bar⁻¹ and δur = + 0.2 ms⁻¹. Next we can estimate the influence of δΛ and δur on the growth rate of the most unstable mode kc using Equations (12) and (18). Values for sensitivity functions SΛ and Sur used in this equation are shown in Table 2. Calculations show that the growth rate kc obtained from the dry f-plane model increases by ~0.016 day⁻¹. In turn, the growth rate obtained from the moist f-plane model increases by ~0.020 day⁻¹, however, in relative terms, this increase is also 2.7% of the base value since the base growth rate is larger in the moist model than in the dry model. The β-plane model yields fairly similar results. In the dry version of this model, kc increases by ~0.017 day⁻¹, which is about 4% of the base value, and in the moist version by ~0.021 day⁻¹, which is 3.1% of the base value. Now, we can estimate the effect of MTG change on the meridional moisture transport using the Equation (9) and the obtained values of Δ(kc). The AMEMF calculated using dry f-plane and β-plane models increases by 3.2% and 4.2%, respectively. In turn, increases in the meridional moisture flux obtained from the moist f-plane and β-plane models are 3.5% and 4.2% respectively.

4. Discussion

In summary, using the two classic atmospheric models, mid-latitude f-plane, and β-plane models, for baroclinic instability we have estimated the climate change impact on the mid-latitude moisture transport. Fundamental dynamical parameters, static stability parameter, and MTG, were used as indicators of climate change, and the static stability parameter was calculated both with and without considering the atmospheric moisture (“moist” and “dry” models respectively). We have shown that neglecting atmospheric moisture in the calculation of static stability parameter (in other words, the use
of the dry static stability parameter instead of the effective static stability parameter) leads to tangible differences between the results obtained using dry and moist models. Because of the climate change, the dry static stability parameter slightly increases, weakening AMEMF only insignificantly (by less than 0.5%). At the same time, the effective static stability parameter decreases causing an intensification of baroclinic instability and, consequently, an increase in AMEMF of about 5%.

In addition to affecting the static stability of the atmosphere, climate change also affects the MTG, which is one of the main fundamental dynamical parameters that “controls” the global atmospheric circulation and the eddy meridional moisture transport. Although the changes in MTG in the lower troposphere and the upper troposphere have opposite signs, the mass-weighted vertically averaged annual-mean MTG increases under global warming. This leads to an enhanced vertical wind shear producing more favorable conditions for the development of baroclinic instability and generation of large-scale atmospheric eddies that transport moisture from low to high latitudes. According to the climate change scenario discussed here, the response of the mass-weighted vertically averaged annual mean MTG to an increase in the surface temperature of 1 °C is about −0.2 °C per 1000 km, which is ~2.7% of the base value. In turn, under this change in MTG the parameters Λ and uT, which characterize the vertical wind shear, also increase by 0.8 ms⁻¹ bar⁻¹ and 0.2 ms⁻¹ respectively, thereby strengthening the eddy meridional moisture transport by about 4%.

Suppose that the static stability of the atmosphere and the MTG are independent of each other, or in other words, suppose that these parameters change independently of one another under the influence of climate change. Then, from the moist models (models with effective static stability parameter), it can be estimated that an increase in near-surface temperature by 1 °C leads to an increase in AMEMF of about 9% compared with the reference climate state.

However, since the effect of static stability is negligible in dry models, an increase in AMEMF is solely attributable to a change in the MTG. The assumption that the parameters are independent of each other is fairly often used in the sensitivity analysis of systems when considering the influence of infinitesimal parameter variations on model variables. This approach is referred to as “One-factor-at-a-time” (OAT). In our case, the use of this approach is quite reasonable, since we are studying the effects of infinitesimal variations caused by climate change in the static stability parameter and the MTG on the growth rate of unstable baroclinic waves and, hence, on the AMEMF. The sensitivity functions obtained represent an efficient tool for estimating the impact of various climate change scenarios on changes in the AMEMF.

In the climate change scenario being considered, the temperature of lower troposphere, in which the atmospheric moisture is concentrated, increases by about 1.5 °C. This leads to an increase in specific humidity of about 10.5%. Thus, since both AMEMF and atmospheric water vapor content increase under this scenario, a rather noticeable restructuring of the global water cycle is expected. For instance, in middle and high latitudes, the meridional moisture transport enhanced due to the global warming may lead to more precipitation overall as well as changes in the intensity and frequency of heavy rainfall events increasing the likelihood of flooding, particularly in coastal areas.

In this study, we applied an idealized framework to estimate the response of AMEMF to changes that occur in the earth’s climate system under global warming. Undoubtedly, the results obtained from simplified models should be approached with caution. Ideally, further studies are required to simulate climate change impact on the global hydrological cycle using more complex climate models with full physics and high resolution. However, this problem is quite costly in terms of computational resources, so obtaining estimates using a simplified (classical) framework is very useful for better understanding the fundamentals of thermodynamic effects of climate change.
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Nomenclature

The following symbols are used consistently throughout the paper. Any additional symbols are defined in the text as they are introduced.

- \( x, y \): Eastward and northward distances in Cartesian coordinates
- \( z \): Height above mean-sea-level
- \( \lambda \): Longitude
- \( \phi \): Latitude
- \( t \): Time
- \( d/dt \): Total (material) derivative
- \( u \): Eastward velocity component (\(\equiv dx/dt\))
- \( v \): Northward velocity component (\(\equiv dy/dt\))
- \( i_\lambda \): Unit vector along the longitude
- \( i_\phi \): Unit vector along the latitude
- \( \mathbf{V} \): Horizontal velocity vector
- \( p \): Pressure
- \( p_0 \): Surface pressure
- \( \omega \): Vertical velocity in isobaric coordinates (\(\equiv dp/dt\))
- \( f \): Coriolis parameter (\(f = 2\Omega \sin \phi\), where \(\Omega = 7.28 \times 10^{-5} \text{ s}^{-1}\) is the angular speed of rotation of the earth)
- \( \beta \): Variation of the Coriolis parameter with latitude (\(\equiv df/dy\))
- \( g \): Acceleration of gravity
- \( c_p \): Specific heat of dry air at constant pressure
- \( R \): Gas constant for dry air
- \( R_v \): Gas constant for water vapor
- \( L \): Specific latent heat of vaporization of water
- \( e_s \): Saturation water pressure
- \( T \): Temperature
- \( \theta \): Potential temperature
- \( q \): Specific humidity
- \( \Gamma \): Lapse rate of temperature (\(\equiv -\partial T/\partial z\))
- \( \Gamma_d \): Dry adiabatic lapse rate
- \( \Phi \): Geopotential (\(\equiv g z\))
- \( g \): Acceleration due to gravity
- \( N \): Buoyancy (Brunt-Väisälä) frequency
- \( S_p \): Static stability measure in pressure coordinates
- \( L_w \): Wavelength
- \( k \): Wavenumber
- \( \nabla \): Nabla operator
- \( L_R \): Rossby radius of deformation
- (\(\cdot\))\(^\prime\): Time average
- (\(\cdot\))\(^\ast\): Departure from time mean
- [\(\cdot\)]: Zonal average
- (\(\cdot\))\(^\dagger\): Deviation from zonal average
- \{\(\cdot\)\}: Vertical average

Appendix A

Appendix A.1. Basic Equation Describing Large-Scale Atmospheric Dynamics

Let us consider the following set of basic equations called the (hydrostatic) primitive equations in pressure coordinates describing the inviscid large-scale atmospheric motions (e.g., [21]):
(a) The horizontal momentum equations
\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + \omega \frac{\partial u}{\partial p} - f v + \frac{\partial \Phi}{\partial x} = 0 \quad (A1)
\]
\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + \omega \frac{\partial v}{\partial p} + f u + \frac{\partial \Phi}{\partial y} = 0 \quad (A2)
\]
(b) The hydrostatic equation
\[
\frac{\partial \Phi}{\partial p} = -\frac{RT}{p} \quad (A3)
\]
(c) The continuity equation
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial \omega}{\partial p} = 0 \quad (A4)
\]
(d) The thermodynamic equation
\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} - \frac{RT}{gp} (\Gamma_d - \Gamma) \omega = \frac{\dot{Q}}{c_p} = 0 \quad (A5)
\]
where \(\dot{Q}\) is the diabatic heating rate per unit mass.

Equations (A1)–(A5) possess a steady-state solution
\[
\bar{u} = -f^{-1} \frac{\partial \Phi}{\partial y}, \quad \bar{v} = 0, \quad \bar{\omega} = 0, \quad \frac{\partial \Phi}{\partial p} = -\frac{RT}{p}, \quad (A6)
\]
which describes the zonal flow induced by a meridional (along a longitude circle of the earth) temperature contrast defined by the temperature field \(\bar{T} = \bar{T}(y, p)\). A vertical wind shear in this zonal flow is defined by the thermal wind relation
\[
\frac{\partial \bar{T}}{\partial p} = \frac{R}{f p} \frac{\partial \bar{T}}{\partial y} \quad (A7)
\]

The boundary conditions will be considered below. The large-scale mid-latitude atmospheric motions are nearly geostrophic, which implies the balance between the Coriolis and horizontal pressure gradient forces. This results in the air moving along isobars, with the low pressure to the left in the northern hemisphere, and the low pressure to the right in the southern hemisphere. It follows from Equations (A1) and (A2) that the geostrophic wind components are given by
\[
u_g = -\frac{1}{f} \frac{\partial \Phi}{\partial y}, \quad v_g = \frac{1}{f} \frac{\partial \Phi}{\partial x} \quad (A8)
\]

Appendix A.2. The f-Plane Model

In general, the life cycle of baroclinic unstable waves has three main stages: the initial stage, in which unstable waves grow exponentially; the mature stage, in which the waves reach saturation and transform into large-scale eddies (cyclones and anticyclones); and the decay stage, in which eddies dissipate. To explore the initial stage, theoretical models usually employ linearized dynamics equations whereby the instability problem is examined as an eigenvalue problem. To isolate the baroclinic mechanism of instability in pure form, we will exclude from consideration the \(y\)-dependence of atmospheric zonal flow.

First, we consider the \(f\)-plane baroclinic instability model [36] in which the Coriolis parameter \(f\) is set to a constant value, i.e., \(f = f_0 = 2\Omega \sin \varphi_0\), where \(\Omega = 7.29 \times 10^{-5} \text{ s}^{-1}\) is the angular speed of rotation of the earth and \(\varphi_0\) is the reference latitude (\(\varphi_0 \approx 60^0\ N\)). Then the eigenvalue problem, with some additional simplifications discussed below, can be solved analytically using the perturbation
method. This technique requires representing each dependent variable $\psi(x, y, p, t)$ as the sum of a reference (basic) state $\bar{\psi}(p)$ and the infinitesimal (sufficiently small) perturbation $\psi'(x, y, p, t)$ such that $\psi' \ll \psi$:

$$
\psi(x, y, p, t) = \bar{\psi}(p) + \psi'(x, y, p, t), \, \psi = (u, v, \omega, T, \Phi)
$$

Substituting the above expression into Equations (A1)–(A5) and neglecting the second-order terms, we obtain the following linear set of differential equations for two-dimensional perturbations:

$$
\begin{align*}
\frac{\partial u'}{\partial t} + \bar{u} \frac{\partial u'}{\partial x} + \omega' \frac{\partial u'}{\partial p} - f_0 \omega' + \frac{\partial \Phi'}{\partial x} &= 0 \\
\frac{\partial \omega'}{\partial t} + \bar{u} \frac{\partial \omega'}{\partial x} + f_0 u' &= 0 \\
\frac{\partial u'}{\partial x} + \frac{\partial \omega'}{\partial p} &= 0 \\
\frac{\partial}{\partial t} \left( \frac{\partial \Phi'}{\partial p} \right) + \bar{u} \frac{\partial}{\partial x} \left( \frac{\partial \Phi'}{\partial p} \right) - f_0 \omega' \frac{\partial \bar{u}}{\partial p} + \sigma_0 \omega' &= 0
\end{align*}
$$

(A9)–(A12)

where $\sigma_0$ is the static stability parameter (for simplicity taken constant):

$$
\sigma_0 = \frac{K^2 T_p}{g} (\Gamma - 1)
$$

(A13)

To define a baroclinic instability problem that results in a unique solution, we must specify boundary conditions for the Equations (A9)–(A12). The linear equations are complemented by periodic boundary conditions in $x$-direction for all model variables, and the rigid lids at the top ($p = 0$) and bottom ($p = p_0 = 10^5$ Pa):

$$
\omega' = 0 \text{ at } p = 0 \text{ and } p = p_0
$$

(A14)

We will look for plane-wave solutions of the form:

$$
\psi'(x, p, t) = \hat{\psi}(p) e^{ik(x-ct)}
$$

(A15)

where the amplitude of perturbation $\hat{\psi}$ is a function of $p$ only, $k$ is a zonal wavenumber, and $c$ is a complex phase velocity of perturbations. Substituting the assumed solution (A15) into linear Equations (A9)–(A12) we will obtain the set of algebraic equations:

$$
\begin{align*}
&ik \left( \bar{u} - c \right) \bar{u} - f_0 \bar{\omega} + \omega \frac{\partial \bar{u}}{\partial p} = -ik \Phi \\
&ik \left( \bar{u} - c \right) \bar{\omega} + f_0 u' = 0 \\
&ik \bar{u} + \frac{\partial \bar{\omega}}{\partial p} = 0 \\
&ik \left( \bar{u} - c \right) \frac{\partial \Phi}{\partial p} - f_0 \bar{u} \frac{\partial \bar{u}}{\partial p} + \sigma_0 \bar{\omega} = 0
\end{align*}
$$

(A16)–(A19)

If we assume that the velocity of zonal flow linearly increases with altitude, i.e., $\bar{u}(p) = \Lambda (p_0 - p)$, where $\Lambda = -\partial \bar{u} / \partial p$, then we find that the vertical structure of the atmosphere is given by the solution of the second order differential equations for the amplitude of vertical velocity perturbation $\bar{\omega}$ [41]:

$$
\left( \bar{u} - c \right) \left[ 1 - \frac{k^2}{f_0^2} \left( \bar{u} - c \right) \right] \frac{\partial^2 \bar{\omega}}{\partial p^2} + 2 \Lambda \frac{\partial \bar{\omega}}{\partial p} - \sigma_0 \left( \bar{u} - c \right) \bar{\omega} = 0
$$

(A20)
This equation with boundary conditions (A14) can only be solved numerically. An analytical solution can be obtained exactly if we are filtering out gravity waves using the quasi-geostrophic approximation (A8). In this case, we need to set the term \( ik(\bar{u} - c) \Lambda \) to zero. Consequently, we will obtain the following eigenvalue problem:

\[
(\bar{u} - c) \frac{\partial^2 \omega}{\partial p^2} + 2 \Lambda \frac{\partial \omega}{\partial p} - \alpha_0 f_0^2 (\bar{u} - c) \dot{\omega} = 0, \quad \dot{\omega} = 0 \text{ at } p = 0 \text{ and } p = p_0 \tag{A21}
\]

The wavenumber \( k \) is a real number, while the wave phase velocity \( c \) can be a complex quantity such that \( c = c_i + ic \). The sign of \( c_i \) determines whether the wave will grow \((c_i > 0)\) or decay \((c_i < 0)\). The condition \( c_i > 0 \) indicates baroclinic instability with a growth rate defined as \( \eta \). The eigenvalue problem (A21) has a nontrivial solution when [41]

\[
c = \frac{\Lambda f_0}{2} \left[ 1 \pm \sqrt{1 - R(\eta)} \right] \tag{A22}
\]

where \( \eta = \rho_0 k \sqrt{\bar{u}} / f_0 \) and \( R(\eta) = 4(\cosh \eta - 1) / \eta^2 \). If \( R(\eta) > 1 \) then \( c \) is a complex number (actually a complex-conjugate pair exists), and the condition of instability is \( \eta < \eta_c \approx 2.3994 \). From this condition we can derive the expression for the growth rate of unstable modes:

\[
k c_i = \chi_k = \frac{\Lambda f_0}{2 \sqrt{\bar{u}}} \sqrt{\eta^2 - 4(\cosh \eta - 1)} \tag{A23}
\]

Appendix A.3. The \( \beta \)-Plane Model

Widely used in geophysical fluid dynamics, \( \beta \)-plane approximation allows for latitudinal variability of the Coriolis parameter, which is very important for accurate modelling of atmospheric wave motions on spherical earth. If \( \rho_0 \) is a given latitude and \( f_0 \) is the Coriolis parameter at \( \rho_0 \), then \( f = f_0 + \beta y \), where \( \beta = (2 \Omega / a_0) \cos \rho_0 \). Here \( \Omega \) is the angular speed of the Earth’s rotation, and \( a_0 \) is the Earth’s radius. Taking into account the \( \beta \)-plane approximation Equations (A1)–(A5) that describe the large-scale atmospheric dynamics can be transformed into the following two equations [21,37]:

\[
\left( \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y} \right) \nabla^2 \psi + \beta \frac{\partial \psi}{\partial x} = f_0 \frac{\partial \omega}{\partial p} \tag{A24}
\]

\[
\left( \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y} \right) \frac{\partial \psi}{\partial p} + \frac{\partial}{\partial p} \frac{\alpha_0}{f_0} \omega = 0 \tag{A25}
\]

where \( \psi = \Phi / f_0 \) is a geostrophic streamfunction.

Note that the geostrophic wind velocity components, \( u \) and \( v \), can be expressed in terms of stream function as \( u = -\partial \psi / \partial y \) and \( v = -\partial \psi / \partial x \) respectively. The vertical boundary conditions are specified at the top \((p = 0)\) and the bottom \((p = p_0)\) of the atmosphere and assume that the vertical velocity is equal to zero. Applying the Equation (A24) at the 250 and 750 hPa levels designated as 1 and 2, respectively, and the Equation (A25) at the 500 hPa level designated as 3/2, we obtain

\[
\left( \frac{\partial}{\partial t} + u_1 \frac{\partial}{\partial x} + v_1 \frac{\partial}{\partial y} \right) \nabla^2 \psi_1 + \beta \frac{\partial \psi_1}{\partial x} = \frac{f_0}{\Delta p} \omega_{3/2} \tag{A26}
\]

\[
\left( \frac{\partial}{\partial t} + u_2 \frac{\partial}{\partial x} + v_2 \frac{\partial}{\partial y} \right) \nabla^2 \psi_2 + \beta \frac{\partial \psi_2}{\partial x} = -\frac{f_0}{\Delta p} \omega_{3/2} \tag{A27}
\]

\[
\left( \frac{\partial}{\partial t} + u_{3/2} \frac{\partial}{\partial x} + v_{3/2} \frac{\partial}{\partial y} \right) (\psi_1 - \psi_2) = \frac{\alpha_0 \Delta p}{f_0} \omega_{3/2} \tag{A28}
\]

where \( \Delta p = 500 \text{ hPa} \).
Thus, we have a system of three Equations (A26)–(A28) in three variables $\psi_1$, $\psi_2$, and $\omega_{3/2}$. To explore the instability of the basic zonal flow with respect to infinitesimal perturbations, these equations are linearized around the basic state (A6) assuming that

$$\psi_1 = -u_1 y + \psi_1'(x,t) \psi_2 = -u_2 y + \psi_2'(x,t) \omega_{3/2} = \omega_{3/2}'(x,t)$$  \hspace{1cm} (A29)

Substituting (A29) in the Equations (A26)–(A28) and defining the following notations

$$u_m = \frac{1}{2}(u_1 + u_2), \ u_T = \frac{1}{2}(u_1 - u_2), \ \psi_m = \frac{1}{2}(\psi_1' + \psi_2'), \ \psi_T = \frac{1}{2}(\psi_1' - \psi_2')$$  \hspace{1cm} (A30)

after the elimination of the variable $\omega_{3/2}$, yields the perturbation equations:

$$\left( \frac{\partial}{\partial t} + u_m \frac{\partial}{\partial x} \right) \frac{\partial^2 \psi_m}{\partial x^2} + \beta \frac{\partial \psi_m}{\partial x} + u_T \frac{\partial^2 \psi_T}{\partial x^2} = 0$$  \hspace{1cm} (A31)

$$\left( \frac{\partial}{\partial t} + u_m \frac{\partial}{\partial x} \right) \left( \frac{\partial^2 \psi_T}{\partial x^2} - 2\mu^2 \psi_T \right) + \beta \frac{\partial \psi_T}{\partial x} + u_T \frac{\partial^2 \psi_m}{\partial x^2} + 2\mu^2 \psi_m = 0$$  \hspace{1cm} (A32)

where $\mu^2 = f_0^2 / \sigma_0(Dp)^2$.

We shall seek a normal modes solution:

$$\psi_m = \Psi_m e^{ik(x-ct)}, \ \psi_T = \Psi_T e^{ik(x-ct)}$$  \hspace{1cm} (A33)

where $\Psi_m$ and $\Psi_T$ are the perturbation amplitudes.

Substituting (A33) into the perturbation equations, we find that the phase speed of baroclinic waves satisfies the following equation:

$$c = u_m - \frac{\beta}{k^2} \frac{k^2 + \mu^2}{k^2 + 2\mu^2} \pm \sqrt{D}$$  \hspace{1cm} (A34)

where

$$D = \frac{\beta^2 \mu^4}{k^2(k^2 + 2\mu^2)^2} + \frac{u_T^2 k^2 - 2\mu^2}{k^2 + 2\mu^2}$$

If the discriminant $D$ is negative, then the phase speed $c$ has an imaginary part $c_r$, and initially small perturbations will grow exponentially. In the two layer model, the baroclinic growth rate can be expressed as

$$kc_i \equiv \chi_k = \frac{\sqrt{|\beta^2 \mu^4 + u_T^2 k^4(4\mu^4 - k^2)|}}{k(k^2 + 2\mu^2)}$$  \hspace{1cm} (A35)
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