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Abstract. We propose a differential evolution algorithm based on adaptive fractional gradient descent (DE-FGD) to address the defects of existing bio-inspired algorithms, such as slow convergence speed and local optimum. The crossover and selection processes of the differential evolution algorithm are discarded and the adaptive fractional gradients are adopted to enhance the global searching capability. For the benchmark functions, our proposed algorithm specifically has higher searching accuracy than several state of the art bio-inspired algorithms. Furthermore, we apply our method to specific tasks – parameters estimation of system response functions and approximate value functions. Experiment results validate that our proposed algorithm produces accurate estimations and improves searching efficiency.

Introduction

Searching global optimum is a universal and challenging task to optimization methods [1]. Conventional gradients based search algorithms [2] were created to solve the convex optimization problem [3]. And they are widely applied to machine learning [4], pattern recognition [5] and other optimization tasks [6]. However, they are not applicable to non-convex, non-differentiable or discontinuous [7] problems. To solve these complex problems, bio-inspired algorithms (BIAs) [8] have been put forward. Biological population consists of a group of individuals, and each one shows rather low-level competence and ad-hoc behaviors. Once the individuals in the group communicate with others, the group behaves intelligently and systemically. Inspired by intelligent and efficient biological mechanisms, many scientists present several BIAs. Kennedy et al. proposed a particle swarm optimization (PSO) [9] method to deal with the optimization problem. Inspired by the mechanism of ants for finding the shortest hunting path, Dorigo et al. proposed an ant colony system algorithm (ACS) [10] for solving the traveling salesman problem. Although the existing methods have achieved notable performance on optimization tasks, there is still slow convergence speed and easy to fall into local optimum [11].
To overcome these defects, we present a differential evolution algorithm based on adaptive fractional gradient descents, which shows satisfactory global search capacity than conventional gradient descent and other three state of the art methods – Particle Swarm Optimization (PSO) [9], Gravitational Search Algorithm (GSA) [12], Differential Evolution (DE) [13]. In addition, our method is applied to parameter estimation [14] of system response function and approximate function [15], to predict the output value and improve the efficiency of the robot seeking for the target.

This article is organized as follows. Section 1 presents a novel optimization method. Section 2 validates the performance of our method with different orders, and compare it with three state of the art methods – Particle Swarm Optimization, Differential Evolution Algorithm, Gravitational Search Algorithm. Section 3 applies proposed method into applications.

1. A Differential Evolution Algorithm based on Adaptive Fractional Gradient Descent

The task of optimization method is to find an optima (minimum or maximum) from feasible solutions space \( x \in X \) for a certain problem, with respect to environmental condition function \( f(x) : \mathbb{R}^D \rightarrow \mathbb{R} \). The usual aim is to obtain the optimal position \( x^* \) that minimizes or maximizes the environmental condition function. This section proposes a novel evolution algorithm which combines advantages of DE and FGD methods. Adaptive fractional gradient operator ensures satisfactory global search competence, and Differential Evolution guarantees efficient convergence speed.

1.1. Differential Evolution

Differential evolution (DE) [13] is a method that optimizes a problem by iteratively improving a candidate solution. As one of the BIAs, DE is used for multi-dimensional functions but do not require for the optimization problem to be differentiable. And the computation processes are given as follows

1. **Step one: Initialization**

   All individuals \( X^0 = \{x^0_1, x^0_2, \cdots, x^0_N\} \) are randomly generated in the domain

   \[
   X^0 = (B_U - B_L)R(N, D) + B_L
   \]

   where \( B_U \) and \( B_L \) are the upper and lower boundary of the searching space. \( N \) is the number of population, and \( D \) is the dimension of each individual. The function \( R(N, D) \) generates an \( N \times D \) matrix, whose elements follow uniform distribution.

2. **Step two: Mutation**

   For an individual \( x_i \) at step \( t \), if the environmental condition \( f(x^t_i) \) is the smallest one among all the environmental conditions \( f(X^t) \), we set the position of individual as the best position \( k \) at step \( t \). All individuals are aggregated to the current best position

   \[
   v^t_i = x^t_i - \lambda (x^t_i - x^t_\star)
   \]

   \( \lambda \in (0, 1) \) is the searching parameter, and \( x^t_i \) is the position of individual \( i \) at step \( t \). Therefore, the generated vector \( v^t_i \) is an admixture of individuals \( (x^t_i, x^t_\star) \).

3. **Step three: Selection**

   If the environmental condition of the generated position \( v^t_i \) is better than the original one, the individual \( i \) will move to the new position at step \( t+1 \) (\( x^{t+1}_i = v^t_i \)). Otherwise, it will remain on where it is (\( x^{t+1}_i = x^t_i \)). The new position of individual \( i \) at step \( t + 1 \) is

   \[
   x^{t+1}_i = \begin{cases} 
   v^t_i, & f(v^t_i) < f(x^t_i) \\
   x^t_i, & f(v^t_i) \geq f(x^t_i)
   \end{cases}
   \]

   The optimal position is obtained by repeating the mutation and selection steps. However, DE models usually converge to the local optimum and the convergence speed is slow.
1.2. Gradient Descent

Different from DE method, gradient descent (GD) approach is a traditional searching algorithm, which ensures that GD usually finds a determined solution under the same initial conditions. At each step, it will descend along the steepest direction which is the first order gradient

$$\nabla f(x) = \frac{f(x) - f(x - \Delta x)}{\Delta x} \quad (4)$$

where $\nabla$ denotes the first order gradient operator. And the iteration formula of GD is given as follows

$$x^{t+1} = x^t - \mu \nabla f(x^t) \quad (5)$$

where $\mu$ is the learning rate. With step $t$ increasing, candidate solution will follow along the steepest direction until the derivative is equal to zero.

The GD algorithm has been applied to numerous optimization tasks for its effectiveness and efficiency. However, the algorithm is easy to fall into local optimal solution (shown in Figure 1). In addition, the searching speed slows down when it gets close to the minimum point, because the gradient becomes small.

1.3. Fractional Gradient Descent

The fractional gradient descent (FGD) method is the generalization of GD method. Moreover, we assign a novel rule to avoid initial position overlaps with fractional extreme points and calculated point.

We generalize the Cauchy formula for repeated integration from natural number to real number and utilize the Gamma function to replace the discrete nature of the factorial function. Therefore, the formula of fractional integration is given as follows

$$({J^n} f)(x) = \frac{1}{(n-1)!} \int_0^x (x-t)^{n-1} f(t)dt \quad (6)$$

$$({J^\nu} f)(x) = \frac{1}{\Gamma(\nu)} \int_0^x (x-t)^{\nu-1} f(t)dt \quad (7)$$
Figure 2: Fractional gradient of function $f(x) = x^2$ with different orders

where $n$ is an integer, and $\nu$ is a real number. The gamma function is denoted as $\Gamma(\nu) = \int_0^\infty (x-t)^{-\nu-1}f(t)dt$.

Owing to the reversibility of differentiation and integration, if $\nu = 1 - \alpha$, the formula of fractional difference is rewritten as follows

\[
(D^{1-\alpha}f)(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x (x-t)^{\alpha-1}f(t)dt
\]

\[
(D^{\alpha-1}f)(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(t)}{(x-t)^\alpha}dt
\]

\[
(D^\alpha f)(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_0^x \frac{f(t)}{(x-t)^\alpha}dt
\]

In addition, the Grünwald-Letnikov fractional discrete difference of order $\alpha$ is defined as follows

\[
(D^\alpha f)(x) = \frac{1}{h^\alpha} \sum_{j=0}^{\lfloor x/h \rfloor} (-1)^j \frac{\Gamma(\alpha+1)f(x-jh)}{\Gamma(\alpha+j-1)\Gamma(j+1)}
\]

where $h$ denotes the step of calculation, $[a, x]$ is the duration of $f(x)$, and $a$ is the initial point. $[A]$ means the maximum integer less than $A$. We use the following symbol to simplify the expression

\[
\alpha^\prime_j = \begin{cases} 
1, & j = 0 \\
(1 - \frac{\alpha+1}{j})\alpha^\prime_{j-1}, & j \geq 1 
\end{cases}
\]

Then the iterative formula of fractional discrete difference is simplified as follows

\[
(D^\alpha f)(x) = \frac{1}{h^\alpha} \sum_{j=0}^{\lfloor x/h \rfloor} \alpha_j^\prime f(x-jh)
\]
Therefore, the formula of GD approach is generalized as the real order
\[ x^{t+1} = x^t - \mu D^\alpha f(x^t) \] (14)

With step \( t \) increasing, solution will descend along the fractional gradient until the derivative of fractional order is equal to zero. Furthermore, GD method is a special case of the FGD (fractional order \( \alpha = 1 \)). Once the method is determined, a knotty issue need to deal with the sensitivity to the initial point \( a \) at each iteration. In general, \( a \) can be specified as an arbitrary value. However, when the initial point \( a \) overlaps with fractional extreme points or calculated points, the fractional derivative will become undefined and discontinuous. Therefore, \( a \) must be different from fractional extreme points or calculated points. Hence, we assign a novel rule to determine the boundary value as follows
\[ a = (B_U - B_L) \text{sgn}[(X^0 - B_L) - (B_U - X^0)] + B_L \] (15)
where \( \text{sgn}[\cdot] \) is a sign function. Therefore, when \((X^0 - B_L) > (B_U - X^0)\), the function value equals one. Otherwise, it becomes zero.

1.4. Overall Optimization

We propose a differential evolution algorithm based on adaptive fractional gradient descent (DE-FGD). In particular, an adaptive fractional gradient operator is presented for the first time. And it ensures more stable global search competence, which is given as follows
\[ \alpha_i^{t+1} = \begin{cases} \alpha_i^t + \frac{1}{M}(1 - \alpha_i^t), & \|x_i^{t+1} - x_i^t\| < \varepsilon \\ \alpha_i^t, & \text{otherwise} \end{cases} \] (16)
where \( M \) is the maximum iterative steps, and \( \varepsilon \) is the threshold which is small (we set \( \varepsilon \) to 0.001). Then our proposed method is presented as follows
\[ x_i^{t+1} = x_i^t - \lambda(x_i^t - x_i^\star) - \mu D^\alpha f(x_i^t) \] (17)
where \( \lambda(x_i^t - x_i^\star) \) is called DE part, and \( \mu D^\alpha f(x_i^t) \) is called FGD part.

In this scenario, we combine gradient descnet method with evolution algorithm, and remove the comparison process of DE part and update the fractional order from a constant \( \alpha \) to a variable \( \alpha_i^t \) of FGD part. In addition, the order \( \alpha_i^t \) for different individual \( i \) is different. For one thing, each individual explores environment along their own fractional gradient \( D^\alpha f(x_i^t) \). For another, they tend to aggregate the current best position \( x_i^\star \). For a specific instance, we assume that there are 9 agents, and the fifth agent is the current best \( x_5^\star \). Each agent explores along their own fractional gradient that is called FGD. At the same time, except the fifth agent, all agents tend to aggregate the current best agent, which is called DE. Therefore they follow the combination directions, which are called DE-FGD. And the evolution process of all agents searching global optimum at one step is shown in Figure 3 and DE-FGD method is demonstrated in Algorithm 1.

When the searching procedure falls into the local optimal solution, where \( \|x_i^{t+1} - x_i^t\| < \varepsilon \) and \( D^\alpha f(x_i^t) = 0 \), we update the fractional order. Hence, \( D^\alpha f(x_i^t) \neq D^\alpha f(x_i^\star) \). Namely, \( D^\alpha f(x_i^t) \neq 0 \), and then it steps out the local optimal point. In the end, \( \alpha_i^{t+1} = 1 \), it will stop at the point where \( D^\alpha f(x_i^\star) = \nabla f(x_i^\star) = 0 \). In addition, when \( \lambda = 0 \), Eq. 17 degrades into the adaptive fractional gradient descent method. When \( \mu = 0 \), the equation is converted to the differential evolutionary approach. Therefore, we regard FGD and DE methods as two special cases of our proposed DE-FGD algorithm.

2. Experiments

In this section, we firstly investigate the impact of different initial fractional orders to our proposed method. We make an empirical comparison with other state-of-the-art evolution algorithms, such as PSO, DE and GSA. All the experiments are conducted on five benchmark functions. Specifically, we test the convergence stability of all the models, visualizes the searching paths and evaluate their performance in terms of the optimal value they achieve.
Figure 3: The evolution process of multiple agents searching global optimum at one step (taking the seventh agent for example, each one explore along the FGD direction and tends to aggregate the current best along the DE direction. The direction of vector composition is DE-FGD)

\textbf{Algorithm 1:} Differential Evolutionary Algorithm Based on Adaptive Fractional Gradient Descent

\textbf{Input:} Population size $N$; Dimension $D$; Maximum iteration steps $\text{Max}_{\text{it}}$

\textbf{Output:} Optimal solution $x_*$

1. Function
2. Generate initial positions, $X^0$;
3. Define objective function, $f(x)$;
4. Set an extremely minimum value container $f^*$ (initialize to infinity);
5. Determine initial fractional order $\alpha_{j}^0, j = (1, 2, \cdots, N)$;
6. while $t < \text{Max}_{\text{it}}$ do
7. Search for the minimum value of current positions, $\min\{f(X^t)\}$ and $\arg\min_{i}\{f(X^t)\}$;
8. if $\min\{f(X^t)\} < f_*$ then
9. Update extremely minimum value container, $f^* = \min\{f(X^t)\}$;
10. Update extremely solution container, $x_* = \arg\min_{i}\{f(X^t)\}$;
11. end
12. for $i = 1$ to $N$ do
13. Search optimal solution iteratively, $x_{i}^{t+1} = x_i^t - \lambda (x_i^t - x_*) - \mu D_{x_i}^{\alpha_t} f(x_i^t)$;
14. if $\|x_{i}^{t+1} - x_i^t\| < \epsilon$ then
15. Update fractional order, $\alpha_t^{i+1} = \alpha_t^i + \frac{t}{\text{Max}_{\text{it}}}(1 - \alpha_t^i)$;
16. else
17. Keep the order, $\alpha_t^{i+1} = \alpha_t^i$;
18. end
19. end
20. $t = t + 1$;
21. end

2.1. Performance evaluation of DE-FGD algorithm with different initial orders

In comparison with high risk of falling into local optimum of integral gradient methods, which is obtained by calculating the difference between current and adjacent value, the fractional gradient that is
gained by computing weighted values in the whole domain shows satisfactory global characteristic for searching. However, for different initial orders, the global searching performance of the algorithm will be different. Therefore it is particularly important to choose appropriate preliminary order for solving specific problems.

Here we investigate the influence of different initial fractional orders to our proposed method, and the experiments are conducted on a specific binary scalar value function, which contains several local optimal points. Thus finding the global optimum is a difficult task. And the binary scalar value function is represented as follows

$$f(x, y) = (x - 1)^2 - \cos(2\pi x) + (y - 1)^2 - \cos(2\pi y) \quad (18)$$

The domain of variable \((x, y)\) is \([-4, 6]^2\). There are several local optimal points, and the only global optimal point is \((1, 1)\). The function is visualized as Figure 4 and Figure 5. Figure 4 is the 3D image of the function Eq.18, and Figure 5 shows the contour of the function Eq.18 from the top view. The darker color means the smaller value. We use the proposed method with different initial orders to search the global minimum. In this scenario, we just compare the searching performance of different initial orders. Considering the generality of the problem, random initialization will disturb the comparison. Therefore, we cut off the population based part (DE part), casually choose a fixed position with a single agent. The calculated results are shown in Figure 6 and Figure 7.

Figure 6 demonstrates that the searching paths of DE-FGD method with different initial orders are different. All of them are initialized from the same position \((-3, 4)\). All agents descent along the direction of their own fractional gradient, and these fractional orders tend to the first order. The obtained optimal solution will converge to the optimal point where the first derivative is equal to zero.

Figure 7 confirms that our proposed method is able to obtain the optimal solution more precisely with the order \(\alpha = 1.6\) than other orders. And the obtained result with fractional order \((\alpha = 0.6, 0.8, 1.6)\) is more accurate than the global found with gradient descent algorithm \((\alpha = 1)\). Especially, when the order \(\alpha\) is equal to 1.6, our proposed method will find the global optimal solution. When the order is less than 1.0, the computed result is more stable.

2.2. Performance comparison of DE-FGD algorithm with other mainstream optimization methods

We compare DE-FGD with other state-of-the-art optimization methods, including PSO, DE and GSA [12]. The experiments are conducted on five benchmark functions which are presented in Table 1, to verify
Figure 6: The minimum search trajectory on the function $f(x, y) = (x - 1)^2 + (y - 1)^2 - \cos(2\pi x) - \cos(2\pi y)$ utilizing DE-FGD method with different initial orders ($\alpha = 0.6$ (a), 0.8 (b), 1.0 (c), 1.6 (d))

the efficiency and effectiveness of our proposed method. We set the population size to 10, and the maximum iteration to 60. Table 2 shows the experimental results, which illustrates that proposed DE-FGD method is able to reach the global minimum more precisely than the other three methods on functions $F_1, F_3, F_4, F_5$. Especially, for function $F_4$, the other three optimizing methods converge to the local optimal solution, but our proposed method finds the global optimum.

3. Applications

In this section, we apply DE-FGD method to specific applications: utilizing DE-FGD algorithm to estimate parameters of the system response function, so as to realize the prediction of the output data. For a specific reinforcement learning model - a robot seeking for a target in the maze, parameters of an approximate function are estimated by our algorithm, to improve the efficiency of robot searching for the target.
3.1. Parameter estimation of system response function

In general, for an LTI (linear time invariant) SISO (Single-Input and Single-Output) system [20], it is usually modelled as follows

$$\sum_{j=0}^{m} a_{n-j} y(k - j) = \sum_{i=0}^{n} b_{m-i} x(k - i)$$

(19)
Table 2: Comparison of DE-FGD algorithm with three mainstream methods in benchmark functions

|       | $F_1$ | $F_2$ | $F_3$ | $F_4$ | $F_5$ |
|-------|-------|-------|-------|-------|-------|
| PSO   | 0.0242| 0.1158| -1.7987| 0.0097| -1.9993|
| DE    | 0.1161| 0.2236| -1.7817| 0.0097| -1.0466|
| GSA   | 1.2028| 3.7705| -1.7480| 0.0097| -1.9974|
| DE-FGD| 0.0099| 0.1345| -1.8013| 8.1 x $10^{-7}$| -1.9998|

This is a linear difference equation with constant coefficient. To compute parameters ($a_j, b_i$) of system, we construct an energy function as follows:

$$E = \left[ \sum_{j=0}^{n} a_{n-j}y(k-j) - \sum_{i=0}^{m} b_{m-i}x(k-i) \right]^2$$

(20)

Figure 8: The estimated parameter value of the system response function

Figure 9: Output data of the response system of predictive value and real value

We substitute input and output data ($x, y$) and minimize the energy function by adjusting parameters. Furthermore, we utilize our proposed DE-FGD algorithm to compute iteratively.

$$a_{j+1}^* = a_j^* - \lambda (a_j^* - a_j) - \mu D_{a_j}^\alpha E$$  \hspace{1cm} (21)

$$b_{i+1}^* = b_i^* - \lambda (b_i^* - b_i) - \mu D_{b_i}^\alpha E$$  \hspace{1cm} (22)

where ($a_j^*, b_i^*$) = arg min$_{a_j, b_i} |E|$, and the partial fractional gradient are given as follows

$$D_{a_j}^\alpha E = a_j^\alpha \left[ \frac{2y^2(k-j)a_j^2}{\Gamma(3-\alpha)} + \frac{2y(k-j)a_jK_1}{\Gamma(2-\alpha)} + \frac{K_2^2}{\Gamma(1-\alpha)} \right]$$  \hspace{1cm} (23)

$$D_{b_i}^\alpha E = b_i^\alpha \left[ \frac{2x^2(k-i)b_i^2}{\Gamma(3-\alpha)} + \frac{2x(k-i)b_iK_2}{\Gamma(2-\alpha)} + \frac{K_2^2}{\Gamma(1-\alpha)} \right]$$  \hspace{1cm} (24)
where parameters $K_1, K_2$ are given as follows

$$K_1 = \sum_{p \neq j} a_p y(k - p) - \sum_{q=0}^{m} b_q x(k - q) \quad (25)$$

$$K_2 = \sum_{q \neq i} b_q x(k - q) - \sum_{p=0}^{n} a_p y(k - p) \quad (26)$$

Randomly picking an LTI system, we solve the parameters by utilizing our proposed method.

$$y(k) + 0.5y(k - 1) + 0.2y(k - 2) = x(k) \quad (27)$$

where $x(k) = \epsilon(k)$ denotes a step signal. We estimate parameters in 10 epochs, and the result is shown in Figure 8. From Figure 8, we observe that after 4 epochs, parameters tend to be stable swiftly, and the calculated results are $a = 0.1961, b = 0.4959$. So they approximate to the actual parameters.

We substitute the estimated value into the response function formula, and the predictive and real value are drawn in Figure 9. And Figure 9 illustrates that predicted value almost coincides with the real value, which has a good approximation fitting effect. Therefore, the DE-FGD method is able to estimate the system response function parameters, so as to achieve the accurate prediction of output signals.

3.2. Parameter estimation of value state function in reinforcement learning

Different from supervised learning and unsupervised learning, reinforcement learning [21, 22] is a significant method that has gained recent research interest in the machine learning community, e.g. intelligent control and data analysis.

Reinforcement learning uses the framework of Markov decision processes (MDPs) to stipulate the interaction between a learning agent and its environment. Namely, a learning agent interacts with environment in discrete time (shown in Figure 10). At each step $t$, the agent receives a reward $r_t$. Then it chooses an action $a_t$ from a series of available actions $A$. The agent moves to a new state $s_{t+1}$ and the new reward $r_{t+1}$ related with the transition $(s_t, a_t, s_{t+1})$ is determined.

![Figure 10: Interaction between a learning agent with environment](image)

Generally speaking, reinforcement learning mainly contains model learning, model-free learning and value function approximation. In continuous space or a wide range of discrete space, the computing resource is limited. We thus could not use a table to record each value of the space location and action strategy, so we consider using parameter estimation method and construct an estimation function $V^\theta(x)$. By using the constructor as the approximation of the value function $V^\pi(x)$, the approximation is measured by the sum of squares as follows

$$E_\theta = E_{x \sim \pi} \left[(V^\pi(x) - V^\theta(x))^2\right] \quad (28)$$

where $x$ is a state vector, $\theta$ is a parameter vector. To minimize Eq. 28, we utilize our method to update the estimated parameter vector as follows:

$$\theta = \theta - \lambda(\theta - \theta^*) - \mu D^\theta_\theta E_\theta \quad (29)$$
\[ D_\alpha^\theta E_\theta = V_\theta(x)^{\frac{2 V_\theta(x)^2}{\Gamma(3 - \alpha)}} + \frac{2 V_\theta(x)^2 V_\theta(x)}{\Gamma(2 - \alpha)} + \frac{V_\theta(x)^2}{1 - \alpha} D_\alpha^\gamma V_\theta(x) \]  

(30)

For a specific instance of reinforcement learning – robot seeking target in a maze [23]. Firstly, the robot prepares in the starting position (2, 2) (Figure 11 a). Then, it performs an action (up, down, left and right) in the state space (Figure 11 b), with getting a series of feedback rewards. Eventually, the robot reaches destination (8, 8) (Figure 11 c).

Figure 11: The diagram of robot searching for the target in the maze (a: ready, b: action, c: termination)

Compared with model free learning method [24] recording 81 (9×9) state values, our method only records a parameter vector \( \theta \). It thus economizes memory resources. And satisfactory global search competence ensures that robot converges to the target more quickly.

Conclusion

To deal with the limitations of the current state of the art optimization algorithms, we propose a novel differential evolution algorithm based on adaptive fractional gradient descent (DE-FGD). Furthermore, in order to validate the performance of our proposed method, we explore an appropriate order for solving specific problems and compare our DE-FGD algorithm with state of the art optimizers (PSO, DE and GSA). It is evident that our proposed method is able to obtain the optimal solution more precisely with the order \( \alpha = 1.6 \) than other orders. Eventually, we apply our method into specific applications – estimating parameters of the system response function and approximate function, to predict the output value and improve the efficiency of the robot seeking for the target.
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