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Abstract:
Control charts are a representative method of statistical process control. Control charts make it possible to effectively manage the manufacturing process but it assumes the availability of large historical data sets. In the high-mix, low-volume production environment that has become a mainstream in recent years, sufficient samples for estimating process parameters cannot be obtained often. In such a situation, the control chart does not function properly. In addition, in manufacturing processes such as cutting, process averages can change due to deterioration even if the process operates in the in-control state, leading to type I error increases. Therefore, herein, we use hierarchical Bayesian modeling to propose control charts that function appropriately for trendy data sets in high-mix, low-volume production. We then show the usefulness of such an approach by comparing with a conventional method. Since hierarchical Bayesian modeling makes it possible to assume the same distribution for parameters of various types, it is possible to use all the information to estimate parameters comprehensively. This capability makes the new approach effective for high-mix, low-volume production.
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1. Introduction

The control chart, as proposed by Shewhart (1931), is a representative method of statistical process control (SPC) used broadly in manufacturing. A control chart includes two phases, Phase I and II, for statistical process management. In Phase I, process parameters used in the control chart are estimated based on the data sets obtained from the process. In Phase II, the control limit line is determined using the estimated parameters and monitoring determines whether the process is in the in-control state.

Parameter estimation in Phase I requires a sufficient number of samples, and Montgomery (2005) recommended at least 25 or 30 samples, each consisting of four or five data points in the case of the \( \bar{X} \) control chart. However, Snoussi et al. (2007) stated that the traditional control charts assume that data sets can be obtained independently and noted that this assumption is typically not satisfied in high-mix, low-volume production, which recently has become a common manufacturing environment (Gu et al. 2014). In particular, traditional control charts designed for mass production cannot perform appropriate process control in the modern production environment.

For such cases, Hawkins (1987) proposed a self-starting CUSUM control chart, which converts the obtained samples into statistics that follow a normal distribution and then plots these statistics on the CUSUM control chart. The self-starting CUSUM control chart is designed for use at the start of the process so it does not require a large number of data sets and is useful for low-volume production. Quesenberry (1991) proposed a Q control chart based on the self-starting CUSUM control chart, which converts the obtained samples into Q statistics that follows the standard normal distribution and then manages these statistics. By converting samples to Q statistics, the Q control chart can manage multiple samples that follow different normal distributions, which is useful for high-mix, low-volume production. Kawamura et al. (2013) evaluated the ability to detect sudden anomalies in
the Q control chart using data obtained from semiconductor manufacturing processes that require high-mix, low-volume production. In this context, they pointed out that the ability of the Q control chart to detect persistent abnormalities is poor. Even when the data sets show a trend, there is a possibility that control charts cannot perform appropriately. For example, in cutting processes, the process average decreases as manufacturing progresses. In such a case, a traditional control chart determines the process to be abnormal despite the in-control state. Kawamura et al. (2013) made a similar finding when measuring values obtained from the semiconductor manufacturing process, as did Cai et al. (2002) for deterioration of print quality due to toner consumption. Laura et al. (1991) used a Shewhart control chart, an EWMA control chart, and a CUSUM control chart for trendy data sets, and then evaluated with average RL (ARL). They showed that ARL decreases as the change in measured value increases, causing an increase in the type I error in traditional control charts for trendy data sets.

To overcome this limitation, Mandel (1969) proposed a regression control chart that manages residuals between the measured and predicted values using a regression model. In addition, Snoussi et al. (2007) proposed and evaluated a method of managing the residuals from the appropriate time series model as an approach to data sets showing autocorrelation. In the case of trendy data, it is common to identify appropriate models and manage their residuals. However, it is difficult to identify appropriate time series models from the small sample sizes in high-mix, low-volume production, making it difficult to properly manage them. For high-mix production, Jensen et al. (2006) noted that the number of samples needed to create control charts increases with an increase in the number of parameters to be estimated. They also stated that the number of samples required is higher than that in the case of independent data obtained for trendy data sets.

This study proposes control charts based on hierarchical Bayesian modeling for trendy data sets in a high-mix, low-volume production. Hierarchical Bayesian modeling makes it possible to assume same distribution for various types of parameters as prior distributions. Therefore, it is possible to use all the information to comprehensively estimate the parameters; this capability is effective for high-mix, low-volume production.

This paper is organized as follows. Section 2 describes data set generation for simulation and design of control charts based on hierarchical Bayesian modeling. Then, we analyze the performance and properties of the proposed method with several evaluation index. Section 4 discusses the analysis results, and we conclude the paper in Section 5.

2 Control charts based on hierarchical Bayesian modeling

2.1 Data set generation

In this paper, we assume that the measured values show autocorrelation and we then generate data sets using IMA (1,1), which is a time series model. Data sets are generated as follows:

$$y(i+1)j = \mu_j + \epsilon(i+1)j + \theta_j \epsilon_j + y_j \quad (i = 1,2,\ldots,N; j = 1,2,\ldots,V) \tag{1}$$

$$y_j = \mu_j + \epsilon_j \tag{2}$$

where $\mu_j$ are constant terms and $\theta_j$ are moving average parameters. Also, $i$ is the order in which the measured values are obtained and $j$ is the product type. Note that $\epsilon_{ij}$ may be expressed as

$$\epsilon_{ij} \sim N(0,\sigma_j). \tag{3}$$

In this case, $\{y_i\}_{i=1}^N = \{y_1, y_2, y_3, \ldots, y_N\}$ is an unsteady data set showing autocorrelation. Therefore, the difference between a certain measured value $y_{ij}$ and the next measured value $y_{(i+1)j}$ is calculated from

$$w_{ij} = y_{(i+1)j} - y_{ij}. \tag{4}$$

Then the time series model of (1) is

$$w_i = \mu_j + \epsilon(i+1)j + \theta_j \epsilon_j \quad (i = 1,2,\ldots,N-1; j = 1,2,\ldots,V). \tag{5}$$

For evaluation by simulation, we next consider the following two scenarios:

1. For all product types, the values of $\mu_j$ and $\theta_j$ are constant.
2. The values of $\mu_j$ and $\theta_j$ are different depending on the product types.

Scenario 1 is intended for the case in which similar measured values can be obtained among different product types, whereas scenario 2 is intended for the case in which there are differences.
2.1.1 Parameter design of scenario 1

In scenario 1, the parameters are designed as follows:

\[ \mu_j = -0.1, \]
\[ \theta_j = -0.1, \text{ and} \]
\[ \sigma_j = 1, \]

where \( j = 1, 2, \ldots, V \) represents the product type, \( \mu_j \) is the constant term for product type \( j \), and \( \theta_j \) is the moving average parameter for product type \( j \).

2.1.2 Parameter design of scenario 2

In scenario 2, the parameters are designed as follows:

\[ \mu_j = -0.1 - \frac{R}{V-1}(i-1), \]
\[ \theta_j = -0.1 - \frac{R}{V-1}(i-1), \text{ and} \]
\[ \sigma_j = 1, \]

where \( V \) is the number of product types and \( R \) is the range of the parameters. For example, when \( R = 0.2 \) and \( V = 3 \), \( \mu_j = (-0.1, -0.2, -0.3) \).

2.2 Hierarchical Bayesian modeling

In the hierarchical Bayesian model, the same distribution can be assumed for parameters of multiple product types. As a result, improved parameter estimation accuracy is expected, especially in high-mix production.

We propose a method for structuring a model using hierarchical Bayesian modeling, as follows:

Level 1:

\[ w_{ij} = y_{(i+1)j} - y_{ij}, \]
\[ w_{ij} \sim N(\mu_j + \theta_j \varepsilon_{ij}, \sigma_j), \text{ and} \]
\[ \varepsilon_{(i+1)j} = y_{ij} - (\mu_j + \theta_j \varepsilon_{ij}). \]

Level 2:

\[ \mu_j \sim N(\mu_\theta, \sigma_\theta^2), \]
\[ \theta_j \sim N(\mu_\theta, \sigma_\theta^2). \]

Level 3:

\[ \mu_\theta \sim N(0, 1000^2), \]
\[ \sigma_\theta \sim N(0, 1000^2), \sigma_\theta \geq 0, \]
\[ \mu_\theta \sim N(0, 1000^2), \]
\[ \sigma_\theta \sim N(0, 1000^2), \sigma_\theta \geq 0, \text{ and} \]
\[ \sigma_j \sim N(0, 1000^2), \sigma_j \geq 0. \]

Level 1 generates the obtained measurement value from the time series model. Equation (12) is the setting for removing the tendency that the measured value increases or decreases, and the moving average model is applied to steady data sets \( w_{ij} \) according to (13).

Level 2 generates the constant terms \( \mu_j \) from the average over all product types and the variation around that average. Moving average parameters \( \theta_j \) are generated analogously. These settings aim to comprehensively use information by assuming the same prior probability distribution for parameters of different product types.

At level 3, an appropriate distribution is assumed independently for each parameter generated at level 1 or 2 using available information about that parameter. However, in this paper, to avoid setting an arbitrary prior
probability distribution, a sufficiently wide normal distribution is set as an uninformative prior probability distribution for each parameter. These settings indicate the minimum performance of the proposed method, and further performance improvement can be expected by setting the appropriate prior distribution based on the correct prior information of parameters.

Using this model, Markov chain Monte Carlo (MCMC) sampling is performed by the No-U-Turn sampler method proposed by Hoffman et al. (2014). In MCMC, the user must specify two parameters, namely the number of generated random numbers and the burn-in period. We set the number of random numbers to 2500 and the burn-in period to 500. \( \theta^{(t)} (t = 1, 2, \ldots, T) \) is defined as a random number sequence excluding the burn-in period obtained by MCMC sampling. Then, the estimated value \( \hat{\theta}_{eap} \) of the parameter \( \theta^{(t)} \) is obtained as follows:

\[
\hat{\theta}_{eap} = \frac{1}{T} \sum_{t=1}^{T} \theta^{(t)},
\]

where \( T \) is the number of random numbers by MCMC.

### 2.3 Estimation of control limits

(20) is used to estimate \( \mu_j, \theta_j \). When the estimated values are \( \hat{\mu}_j, \hat{\theta}_j \), the predicted value \( \hat{\omega}_{ij} \) is

\[
\hat{\omega}_{(i+1)j} = \hat{\mu}_j + \hat{\theta}_j (w_{ij} - \hat{\omega}_{ij}).
\]

The residuals \( r_{ij} \) are calculated as

\[
r_{ij} = w_{ij} - \hat{\omega}_{ij}.
\]

Next, the average and standard deviation of the residuals are calculated, respectively, as follows:

\[
\bar{r}_i = \frac{1}{n} \sum_{j=1}^{n} r_{ij} \quad \text{and} \quad S_i = \sqrt{\frac{1}{n-2} \sum_{j=1}^{n} (r_{ij} - \bar{r}_i)^2}.
\]

Then, the control limits of hierarchical Bayesian control charts are as follows:

- \( \text{UCL} = \bar{r}_i + 3S_i \)
- \( \text{CL} = \bar{r}_i \)
- \( \text{LCL} = \bar{r}_i - 3S_i \)

### 3 Evaluation of hierarchical Bayesian control charts

#### 3.1 Evaluation index

To evaluate the performance of the method, RL is obtained by simulation. RL is the number of points existing on the control chart in one trial prior to exceeding the control limits. Two evaluation indices, ARL and SDRL, are used. ARL is the average of RL, while SDRL is the standard deviation of RL. When RL obtained by \( z = \{1, 2, \ldots, L\} \) trials is defined as \( RL_z \), ARL is

\[
\text{ARL} = \frac{1}{L} \sum_{z=1}^{L} RL_z
\]

and SDRL is

\[
\text{SDRL} = \sqrt{\frac{1}{L} \sum_{z=1}^{L} (RL_z - \text{ARL})^2}.
\]

When \( RL = (RL_1, RL_2, \ldots, RL_L) \) is obtained, the set of RL values is rearranged in order of decreasing value; members of this rearranged set \( RL' \) are defined as \( RL' = (RL'_1, RL'_2, \ldots, RL'_L) \).
3.2 Simulation mechanism

It is assumed that \( n \in \{5, 10, 20, 50\} \) data sets have been obtained for the process with the number of product types \( V \in \{1, 5, 10\} \). Next, the control limits are calculated based on the estimated parameters. Suppose that new measured values are obtained successively, and the residuals of the measured values and the predicted values of the \((n + 1)\)th and subsequent ones are plotted on control charts. When plotted points exceed the control limits, one trial is completed and RL is counted. RL starts counting from the \((n + 1)\)th measured value. This trial is repeated 5000 times \((L = 5000)\) under the same conditions. Trials with an RL value of 100000 or more are removed as outliers.

To compare with the proposed method, residual control charts using IMA(1,1) by maximum likelihood estimation (MLE) are shown.

3.3 Properties and performance of hierarchical Bayesian control charts

We indicate the performance of the hierarchical Bayesian control chart when the parameters are changed. In scenario 2, the parameters differ depending on the product type. We consider two cases of parameter range \( R = 0.18 \) and 0.36. These settings are intended to give a range of 2 to 3 times the initial value of parameters \( \mu_j \) and \( \theta_j \).

Table 1 shows ARL and SDRL for the hierarchical Bayesian control charts. Similarly, Table 2 shows ARL and SDRL for the control charts based on MLE.

| \( n \) | \( V = 1 \) | \( V = 5 \) | \( V = 10 \) | \( V = 5 \) | \( V = 10 \) | \( V = 5 \) | \( V = 10 \) |
|-------|---------|---------|----------|---------|----------|---------|----------|
| 5     | 4496.3  | 5438.9  | 5174.7   | 5450.0  | 5525.3   | 5520.6  | 5460.6   |
|       | (13670.1)| (14975.3)| (14488.5)| (15004.0)| (15063.2)| (14925.1)| (14917.2)|
| 10    | 4486.8  | 4497.2  | 4315.3   | 4598.5  | 4495.5   | 4487.9  | 4438.9   |
|       | (12721.2)| (12837.5)| (12564.8)| (12981.6)| (12791.1)| (13049.2)| (12868.2)|
| 20    | 2820.4  | 2770.7  | 2519.8   | 2963.3  | 2749.1   | 3052.3  | 2868.6   |
|       | (8710.4)| (9096.5)| (8455.7)| (9522.5)| (9023.5)| (9888.9)| (9281.5)|
| 50    | 1037.8  | 924.8   | 847.7    | 1089.0  | 1024.2   | 1279.5  | 1211.2   |
|       | (3129.0)| (2922.3)| (2436.7)| (3736.6)| (3425.3)| (4466.5)| (4256.0)|

| \( n \) | \( V = 1 \) | \( V = 5 \) | \( V = 10 \) | \( V = 5 \) | \( V = 10 \) | \( V = 5 \) | \( V = 10 \) |
|-------|---------|---------|----------|---------|----------|---------|----------|
| 5     | 239.9   | 329.3   | 292.8    | 295.7   | 286.1    | 333.7   | 343.9    |
|       | (3068.4)| (3815.8)| (3223.7)| (3220.4)| (3260.3)| (3667.1)| (4021.0)|
| 10    | 1663.9  | 1665.3  | 1642.9   | 1354.0  | 1404.1   | 1031.7  | 2855.4   |
|       | (7927.1)| (7816.6)| (7777.8)| (7126.6)| (7127.8)| (6034.1)| (10269.9)|
| 20    | 2436.5  | 2329.3  | 2331.4   | 2261.2  | 2204.8   | 1977.2  | 1907.4   |
|       | (8333.9)| (8302.5)| (8129.0)| (8206.1)| (8115.5)| (7903.8)| (7682.8)|
| 50    | 1136.3  | 1028.5  | 1042.3   | 1303.5  | 1252.5   | 1397.3  | 1391.3   |
|       | (367.8)| (3292.9)| (3322.3)| (4905.4)| (4351.7)| (5089.4)| (5115.8)|

In Tables 1 and 2, ARL is shown at the top of the cell and SDRL at the bottom of the cell. From Table 1, it is indicated that the ARL becomes smaller as the measured value or number of product types increases in the hierarchical Bayesian control charts. At the same time, SDRL is getting smaller. On the other hand, from Table 2, it can be seen that in the control chart based on the MLE, the ARL does not become small even if the number of product types increases.
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Residual control charts need to estimate two parameters, $\theta_j$ and $\mu_j$. In order to consider the accuracy of parameter estimation by hierarchical Bayesian modeling, mean squared errors of the two parameters are defined as follows:

$$MSE_{\theta} = \frac{1}{LV} \sum_{k=1}^{L} \sum_{j=1}^{V} (\theta_j - \hat{\theta}_{jk})^2 \quad (32)$$

$$MSE_{\mu} = \frac{1}{LV} \sum_{k=1}^{L} \sum_{j=1}^{V} (\mu_j - \hat{\mu}_{jk})^2 \quad (33)$$

where $\hat{\theta}_{jk}$ and $\hat{\mu}_{jk}$ are estimates of $\theta_j$ and $\mu_j$ at the $k$th trial. Tables 3 and 4 show $MSE_{\theta}$ for hierarchical Bayesian modeling and MLE. Similarly, Tables 5 and 6 show $MSE_{\mu}$ for hierarchical Bayesian modeling and MLE. If the accuracy of parameter estimation is good, these values will be small.

**Table 3: $MSE_{\theta}$ for hierarchical Bayesian modeling**

| n  | $V = 1$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ |
|----|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 5  | 0.0962 | 0.0458 | 0.0342 | 0.0608 | 0.0352 | 0.0799 | 0.0459 |
| 10 | 0.0867 | 0.0458 | 0.0251 | 0.0465 | 0.0259 | 0.0519 | 0.0320 |
| 20 | 0.0626 | 0.0268 | 0.0131 | 0.0281 | 0.0148 | 0.0321 | 0.0203 |
| 50 | 0.0241 | 0.0092 | 0.0047 | 0.0109 | 0.0067 | 0.0153 | 0.0082 |

**Table 4: $MSE_{\theta}$ for MLE modeling**

| n  | $V = 1$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ |
|----|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 5  | 0.8105 | 0.8108 | 0.8098 | 0.7103 | 0.7104 | 0.6203 | 0.6225 |
| 10 | 0.5204 | 0.5294 | 0.5282 | 0.4839 | 0.4845 | 0.4347 | 0.3230 |
| 20 | 0.1855 | 0.1877 | 0.1873 | 0.1904 | 0.1911 | 0.1839 | 0.1890 |
| 50 | 0.0317 | 0.0305 | 0.0305 | 0.0317 | 0.0316 | 0.0330 | 0.0332 |

**Table 5: $MSE_{\mu}$ for hierarchical Bayesian modeling**

| n  | $V = 1$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ |
|----|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 5  | 0.8426 | 0.1131 | 0.0609 | 0.0980 | 0.0511 | 0.0865 | 0.0480 |
| 10 | 0.1095 | 0.0441 | 0.0236 | 0.0382 | 0.0215 | 0.0355 | 0.0231 |
| 20 | 0.0445 | 0.0195 | 0.0102 | 0.0176 | 0.0104 | 0.0192 | 0.0139 |
| 50 | 0.0171 | 0.0072 | 0.0036 | 0.0076 | 0.0049 | 0.0095 | 0.0058 |

**Table 6: $MSE_{\mu}$ for MLE modeling**

| n  | $V = 1$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ | $V = 5$ | $V = 10$ |
|----|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 5  | 0.2241 | 0.2229 | 0.2240 | 0.1941 | 0.1943 | 0.1695 | 0.1655 |
| 10 | 0.0957 | 0.0973 | 0.0959 | 0.0820 | 0.0819 | 0.0683 | 0.1141 |
| 20 | 0.0440 | 0.0439 | 0.0444 | 0.0355 | 0.0363 | 0.0297 | 0.0298 |
| 50 | 0.0168 | 0.0168 | 0.0168 | 0.0137 | 0.0137 | 0.0111 | 0.0111 |

As shown in Table 3, hierarchical Bayesian modeling shows that as sample size or number of product types increases, $MSE_{\theta}$ decreases. In addition, the results listed in Table 3 are better than those of the MLE. Tables 5 and 6 show similar results for $MSE_{\mu}$.

These findings suggest that hierarchical Bayesian modeling may be better able to estimate the appropriate
control limit compared to MLE. To check whether appropriate control limits are set, the average and standard deviation of UCL and LCL in 5000 simulation iterations are shown. Table 7 shows the average values of UCL and LCL in the hierarchical Bayesian control chart. The upper value in each cell shows the average of UCL, and the lower shows the average of LCL. Similarly, average values of UCL and LCL in MLE are shown in Table 8.

Table 7: Average UCL and (LCL) for hierarchical Bayesian control chart

| n  | V = 1 | V = 5 | V = 10 | V = 5 | V = 10 | V = 5 | V = 10 |
|----|-------|-------|--------|-------|--------|-------|--------|
| 5  | 2.9338, -2.9746 | 3.0383, -3.0358 | 3.0626, -3.0626 | 3.1347, -3.1348 | 3.2029, -3.2001 | 3.2906, -3.2756 |
| 10 | 3.3318, -3.3286 | 3.2792, -3.2836 | 3.2268, -3.2286 | 3.4500, -3.4450 | 3.3995, -3.3954 | 3.6625, -3.6500 |
| 20 | 3.3447, -3.3449 | 3.2475, -3.2484 | 3.1977, -3.1982 | 3.4223, -3.4168 | 3.3699, -3.3663 | 3.7015, -3.6832 |
| 50 | 3.1894, -3.1891 | 3.1405, -3.1404 | 3.1188, -3.1186 | 3.3202, -3.3150 | 3.2955, -3.2915 | 3.6390, -3.6233 |

Table 8: Average UCL and (LCL) for MLE control chart

| n  | V = 1 | V = 5 | V = 10 | V = 5 | V = 10 | V = 5 | V = 10 |
|----|-------|-------|--------|-------|--------|-------|--------|
| 5  | 5.7667, -5.7633 | 5.8506, -5.8486 | 5.8314, -5.8265 | 6.1879, -6.1914 | 6.4180, -6.4159 | 6.5578, -6.5309 |
| 10 | 5.7302, -5.7703 | 5.7934, -5.7892 | 5.7868, -5.7865 | 6.3926, -6.3975 | 5.1276, -5.1277 | 7.0795, -7.0274 |
| 20 | 4.4540, -4.4534 | 4.4388, -4.4371 | 5.1364, -5.1362 | 6.2305, -6.2291 | 6.2317, -6.2312 | 6.4586, -6.4586 |
| 50 | 3.2555, -3.2549 | 3.2383, -3.2385 | 3.2325, -3.2324 | 3.5237, -3.5241 | 3.5038, -3.5040 | 4.0896, -4.0895 |

If prediction accuracy in the time series model is good, residuals follow $N(0,1)$. Therefore, it is expected that UCL = 3 and LCL = -3. Tables 7 and 8 show that hierarchical Bayesian control charts can better set appropriate control limits compared with MLE. Tables 9 and 10 show the standard deviation of UCL and LCL of the hierarchical Bayesian chart and the control chart by MLE, respectively. The upper value in each cell shows the standard deviation of UCL, and the lower shows the standard deviation of LCL.

Table 9: Standard deviation of UCL and (LCL) for hierarchical Bayesian control chart

| n  | V = 1 | V = 5 | V = 10 | V = 5 | V = 10 | V = 5 | V = 10 |
|----|-------|-------|--------|-------|--------|-------|--------|
| 5  | 2.3582, (2.4105) | 1.1848, (1.1826) | 1.1687, (1.1667) | 1.2207, (1.2133) | 1.2211, (1.2226) | 1.2690, (1.2848) | 1.2964, (1.3135) |
| 10 | 0.8710, (0.8625) | 0.8710, (0.8705) | 0.8338, (0.8344) | 0.9708, (0.9746) | 0.9240, (0.9272) | 1.1172, (1.1334) | 1.0517, (1.0741) |
| 20 | 0.6850, (0.6852) | 0.6302, (0.6301) | 0.5971, (0.5975) | 0.7462, (0.7534) | 0.6878, (0.6948) | 0.9542, (0.9778) | 0.8448, (0.8719) |
| 50 | 0.3998, (0.4006) | 0.3712, (0.3710) | 0.3582, (0.3581) | 0.4685, (0.4778) | 0.4380, (0.4493) | 0.7192, (0.7466) | 0.5781, (0.5801) |
Table 10: Standard deviation of UCL and (LCL) for MLE control chart

| n  | 𝑉 = 1 | 𝑉 = 5 | 𝑉 = 10 | 𝑉 = 5 | 𝑉 = 10 | 𝑉 = 5 | 𝑉 = 10 |
|----|-------|-------|--------|-------|--------|-------|--------|
| 5  | 3.6208  | 3.6667  | 3.6805  | 3.9367  | 3.9423  | 4.1932  | 4.2018  |
|    | (3.6348) | (3.6614) | (3.6789) | (3.9228) | (3.9389) | (4.1904) | (4.1993) |
| 10 | 3.9277  | 3.9550  | 3.9530  | 4.4330  | 4.4322  | 4.9116  | 3.5960  |
|    | (3.9247) | (3.9540) | (3.9507) | (4.4354) | (4.4262) | (4.9061) | (3.4394) |
| 20 | 3.4731  | 3.4610  | 3.4644  | 4.3928  | 4.3320  | 5.4378  | 5.4734  |
|    | (3.4722) | (3.4625) | (3.4635) | (4.3955) | (4.3350) | (5.4372) | (5.4716) |
| 50 | 0.7953  | 0.7125  | 0.7137  | 1.4789  | 1.3451  | 2.6779  | 2.6578  |
|    | (0.7920) | (0.7138) | (0.7132) | (1.4824) | (1.3460) | (2.6673) | (2.6557) |

The standard deviation of the control limits indicates the stability of the limit line estimation for each trial. From Tables 9 and 10, we conclude that it is possible to set stable control limits for the hierarchical Bayesian control chart.

4 Discussion

When the process is in-control state, ARL is known to assume the following value ARLα:

$$\text{ARL}_\alpha = \frac{1}{\alpha} = 370.4,$$

(34)

where α is the probability of type I error and ARLα is calculated as $\alpha = 0.0027$.

Tables 1 and 2 show that when there are few samples and few product types, both the hierarchical Bayesian and the MLE control charts are away from ARLα. However, as the number of samples increases, ARL approaches ARLα. In particular, when the number of product types is large, ARL approaches ARLα quickly in the hierarchical Bayesian control chart. This is because hierarchical Bayesian modeling improved the estimation accuracy of parameters by assuming the same distribution for parameters of different kinds. Therefore, we do not observe this feature in the MLE control chart. The results are shown in Tables 3, 4, 5, and 6.

When using control charts in low-volume production, the number of observations is an important factor while determining the performance of control charts. When there are few samples and the parameter estimation accuracy is poor, the width of the control limit line is not appropriate, while the variation becomes large, as shown in Tables 7–10. However, in the hierarchical Bayesian control chart, even if sample size is small, it is possible to improve the estimation accuracy and design a better control chart, as long as there are many product types. Therefore, the hierarchical Bayesian control chart method is effective for high-mix, low-volume production.

In this paper, uninformative prior probability distributions were used for the prior probability distributions. We did not consider the setting of prior distributions, but to exploit the advantages of Bayesian statistics, it is desirable to use information present in the process.

5 Conclusion

In this paper, control charts based on hierarchical Bayesian modeling for trendy data sets in high-mix, low-volume production were proposed. The proposed method is shown to be useful through comparison with control charts using MLE. When there are many product types, it is possible to use observations of a variety of product types to effectively estimate the control limits.

References:

Cai, D.Q., Xie, M., Goh, T.N., Tang, X. Y. (2002), “Economic design of control chart for trended processes”,

[DOI : 10.17929/tpq.5.72]
International Journal of Production Economics, Vol.1, No.2, pp.85-92.
Castillo, E. D., and Montgomery, D. C. (1994), “Short-run statistical process control: Q chart enhancements and alternative methods”, Quality and Reliability Engineering International, Vol.10, pp.87-97.
Gu, K., Jia, X., You, H., and Zhang, S. (2014), “A t-chart for Monitoring Multi-variety and small Batch production Run”, Quality and Reliability Engineering International, Vol.30, No.2, pp.287-299.
Hawkins, D. M. (1987), “Self-starting CUSUM charts for location and scale”, The Statistician, Vol.36, No.4, pp.299–315.
Hoffman, M., Gelman, A. (2014), “The No-U-Turn sampler: adaptively setting path lengths in hamiltonian monte carlo”, Journal of Machine Learning Research, Vol.15, pp.1593-1623.
Jensen, W. A., Jones-Farmer, L. A., Champ, C. W., and Woodall, W. H. (2006), “Effects of parameter estimation on control chart properties”: a literature review, Journal of Quality Technology, Vol.38, No.4, pp.349-364.
Kawamura, H., Nishina, K., Higashide, M., and Suzuki T. (2013), “Application of Q charts for short-run autocorrelated data”, International Journal of Innovative Computing, Information and Control, Vol.9, No.9, pp.3667-3676.
Laura, A. A., Charles, W. C., and Steven, E. R. (1991), “Evaluation of control charts under linear trend”, Communication in Statistics–Theory and Methods, Vol.20, pp.3341-3349.
Mandel, J. (1969), “The Regression Control Chart”, Journal of Quality Technology, Vol.1, No.1, pp.1-9.
Montgomery, D. C. (2005), Introduction to Statistical Quality Control (5th edn), Wiley., New York.
Page, E. S. (1954), “Continuous inspection schemes”, Biometrika, Vol.41, No.1, pp.100-115.
Quesenberry, C. P. (1991), “SPC Q charts for start-up processes and short or long runs”, Journal of Quality Technology, Vol.23, No.3, pp.213-224.
Shewhart, W. A. (1931), “The Economic Control of Quality of Manufactured Product”, D. Van Nostrand Co., New York.
Snoussi, A., Limam, M. (2007), “The change point model: SPC method for short run autocorrelated data”, Quality Technology and Quantitative Management, Vol.4, No.3, pp.313-329.

Acknowledgement

We would like to thank the members of industry-academia collaborative research group in JSQC Chubu chapter. This work was supported by JSPS KAKENHI Grant Number JP17K01253.

Author’s biographical notes

Seiya Kadoishi is a graduate student of the Department of Industrial Management Engineering, Graduate School of Engineering, Nagoya Institute of Technology, Japan. His primary research interest includes statistical process control.

Hironobu Kawamura is an associate professor at the Department of Industrial Management Engineering, Graduate School of Engineering, Nagoya Institute of Technology, Japan. His current research interest includes the design of experiments and statistical process control.

[DOI : 10.17929/ tqs.5.72]
Received: April 15, 2018
Revised: July 2, 2019
Accepted: July 24, 2019