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Abstract
We introduce and study new modules and spaces of generalized functions that are related to the classical Besov spaces. Various Schwartz distribution spaces are naturally embedded into our new generalized function spaces. We obtain precise criteria for detecting Besov regularity of distributions.
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1 Introduction

Algebras of generalized functions supply effective tools for studying singular problems in analysis, geometry, and mathematical physics [2, 5, 10, 14, 15]. Since the Colombeau type algebras contain the spaces of Schwartz distributions, one of the most standard and central questions in the area is then to find out whether a given generalized function is actually a classical “smooth function”. For example, this natural question arises when solving singular PDE. The regularity theory for non-linear generalized functions was initiated by Oberguggenberger [15] with the introduction of his algebra of regular generalized functions, which provides the foundation for microlocal analysis in the Colombeau setting [9, 13, 14]; see also [6] for microlocal analysis with respect to Denjoy-Carleman classes. In his pioneer work Hörmann [12] provided criteria for detecting Höderian regularity; his study has been completed in [19, 20] with precise characterizations of Hölder-Zygmund classes inside the Colombeau algebra.

The goal of this paper is to provide a non-linear framework for regularity theory based on the well-known Besov spaces [16]. It turns out that the classical (special) Colombeau algebra is not the right setting to work with Besov regularity. In Sect. 3, we introduce and study a new scale of spaces of generalized functions, the spaces $G^q(\Omega)$ where $\Omega$ is an open subset of $\mathbb{R}^d$ and the parameter $q \in [1, \infty]$ will be related to the Besov spaces. They are constructed in the same spirit as the Colombeau algebra, namely, as quotients of spaces of “moderate” and “negligible” nets of smooth functions admitting embeddings of the space of distributions and respecting the multiplication of $C^\infty$-functions. However, unlike for Colombeau generalized functions, moderateness and negligibility are not given by pointwise bounds if $q < \infty$, but rather defined in terms of $L^q$-integrability bounds with respect to the net parameter. Only when $q = \infty$ we obtain an algebra, and the construction in fact coincides with the so-called algebra of generalized functions with smooth parameter dependence $G_{co}(\Omega)$ introduced by Burtscher and Kunzinger in [4]. In all other cases, our spaces are not algebras, but nevertheless this is compensated by the fact that they are differential modules over the differentiable algebra $G_{co}(\Omega)$.

In Sect. 4 we introduce a family of subspaces of $G^q(\Omega)$ that will allow us to characterize local membership to a given Besov space in a precise fashion. Our main regularity result is Theorem 5.1. We present several other useful regularity criteria in Sect. 6, where the hypotheses involve a generalization of the concept of strong association [17]. The article concludes with global counterparts of our results; in particular, we obtain in Sect. 7 a global characterization of the Besov spaces.

2 Preliminaries

2.1 Notation

Throughout the article $\Omega$ stands for an open subset of $\mathbb{R}^d$ and we always assume that the parameters $p, q \in [1, \infty]$. We consider the family of Sobolev norms $||\phi||_{W^{k,p}(\Omega)} = \max \{||\phi(\alpha)||_{L^p(\Omega)} : |\alpha| \leq m\}$, where $k \in \mathbb{N}_0$. We indistinctly denote the space of
smooth functions on $\Omega$ by $C^\infty(\Omega) = \mathcal{E}(\Omega)$. The notation $\omega \in \Omega$ means that $\omega$ is open and has compact closure inside $\Omega$. If $X$ is a locally convex space of distributions that is closed under multiplication by compactly supported smooth functions, we define its associated local space on $\Omega$ as $X_{loc}(\Omega) = \{ T \in \mathcal{D}'(\Omega) : \chi \cdot T \in X \text{ for all } \chi \in \mathcal{D}(\Omega) \}$. Finally, we also fix a mollifier $\phi \in S(\mathbb{R}^d)$ such that

$$\int_{\mathbb{R}^d} \phi(x) \, dx = 1 \quad \text{and} \quad \int_{\mathbb{R}^d} x^\alpha \phi(x) \, dx = 0, \quad \text{for all } \alpha \in \mathbb{N}_0^d \setminus \{0\},$$

and consider its associated delta net $(\phi_\varepsilon)_{\varepsilon \in (0, 1)}$, where $\phi_\varepsilon = \varepsilon^{-d} \phi(\cdot / \varepsilon)$.

### 2.2 Algebras of generalized functions

The standard (special) Colombeau algebra of generalized functions is defined as the quotient $\mathcal{G}(\Omega) = \mathcal{E}_M(\Omega)/\mathcal{N}(\Omega)$, where the algebra (of moderate nets) $\mathcal{E}_M(\Omega)$ and its ideal (of negligible nets) $\mathcal{N}(\Omega)$ respectively consist of nets $(f_\varepsilon)_{\varepsilon \in (0, 1)} = (f_\varepsilon)_{\varepsilon \in \mathcal{E}(\Omega)^{(0,1)}}$ with the properties

$$(\forall k \in \mathbb{N}_0)(\forall \omega \subset \subset \Omega)(\exists a \in \mathbb{R})(|| f_\varepsilon ||_{W^{k,p}(\omega)} = O(\varepsilon^a)), \tag{2.2}$$

resp., $$(\forall k \in \mathbb{N}_0)(\forall \omega \subset \subset \Omega)(\forall b \in \mathbb{R})(|| f_\varepsilon ||_{W^{k,p}(\omega)} = O(e^b)).$$

(big $O$ and small $o$ are the Landau symbols). The well-known Sobolev embedding theorems guarantee that these definitions are independent of $p$, being $p = \infty$ the standard choice in the literature [10]. The ring of generalized constants $\mathbb{C}$ is obtained by considering the subrings of nets of $\mathcal{E}_M(\Omega)$ and $\mathcal{N}(\Omega)$ consisting of only constant functions and then forming the corresponding quotient. If one further restricts to nets of real valued constant functions, the resulting quotient algebra is $\mathbb{R}$. The space of generalized functions $\mathcal{G}(\Omega)$ then becomes a module over the ring $\mathbb{C}$. We refer to [2, 5, 10] for more details on Colombeau algebras. See also [6, 7] for non-linear theories of ultradistributions and hyperfunctions.

The representatives $(f_\varepsilon)_\varepsilon$ of an equivalence class $[(f_\varepsilon)_\varepsilon] \in \mathcal{G}(\Omega)$ are allowed to depend arbitrarily on the parameter $\varepsilon$. Following [4], it is also meaningful to consider algebras of generalized functions with continuous or smooth dependence on the parameter $\varepsilon$. In fact, if in addition to (2.2) one imposes in the definitions of moderate and negligible nets that the functions $(\varepsilon, x) \mapsto f_\varepsilon(x)$ should be\footnote[1]{Equivalently, the vector-valued mapping $\varepsilon \mapsto f_\varepsilon$ belongs to $C((0, 1); \mathcal{E}(\Omega))$ or $C^\infty((0, 1); \mathcal{E}(\Omega))$, respectively.} continuous in $\varepsilon$ and smooth in $x$, or respectively smooth in both variables $(\varepsilon, x)$, one denotes the corresponding so resulting quotient algebras as $\mathcal{G}_{co}(\Omega)$ and $\mathcal{G}_{sm}(\Omega)$. We then obtain canonical algebra monomorphisms $\mathcal{G}_{sm}(\Omega) \to \mathcal{G}_{co}(\Omega) \to \mathcal{G}(\Omega)$. We might simply then identify the algebra in the left-hand side of the arrow as a subalgebra of the one in the right-hand side. Interestingly, it has been shown in [4] that $\mathcal{G}_{sm}(\Omega) = \mathcal{G}_{co}(\Omega) \subsetneq \mathcal{G}(\Omega)$. Similarly, one can also consider the rings of generalized constants with continuous or smooth dependence and one has $\mathbb{C}_{sm} = \mathbb{C}_{co} \subsetneq \mathbb{C}$ and $\mathbb{R}_{sm} = \mathbb{R}_{co} \subsetneq \mathbb{R}$.
2.3 Besov spaces

There are different equivalent ways to introduce the Besov spaces. Here we follow the approach presented in [21, Example 6.2, p. 294] in terms of generalized Littlewood-Paley pairs, which suits well the purposes of this article. Similar dyadic versions can be found in [16].

Let \( s \in \mathbb{R} \). We say that \((\varphi, \psi)\) is an LP-pair of order \( s \) if \( \varphi, \psi \in S(\mathbb{R}^d) \) and if they satisfy the following compatibility conditions:

\[
(\exists \sigma > 0, \exists \eta \in (0, 1))(|\hat{\varphi}(\xi)| > 0 \text{ for } |\xi| \leq \sigma \text{ and } |\hat{\psi}(\xi)| > 0 \text{ for } \eta \sigma \leq |\xi| \leq \sigma)
\]

(2.3)

and

\[
\int_{\mathbb{R}^d} t^\alpha \psi(t) dt = 0 \text{ for } |\alpha| \leq \lfloor s \rfloor.
\]

(2.4)

Note that when \( s < 0 \) the condition on the moments is empty, thus the vanishing requirement (2.4) is dropped in this case. (For example, \((\phi, \phi)\) with \( \phi \) the mollifier we have fixed in Subsection 2.1 is an LP-pair of order \( s < 0 \).) Then, the Besov space \( B^s_{p,q}(\mathbb{R}^d) \) is defined as the Banach space of all distributions \( T \in S'(\mathbb{R}^d) \) satisfying

\[
\|T\|_{B^s_{p,q}(\mathbb{R}^d)} := \|T \ast \varphi\|_{L^p(\mathbb{R}^d)} + \left( \int_0^1 y^{-qs} \|T \ast \psi_y\|_{L^p(\mathbb{R}^d)}^q \frac{dy}{y} \right)^{\frac{1}{q}} < \infty.
\]

(2.5)

where as usual \( \psi_y = y^{-d} \psi(\cdot/y) \). The definition and the norm (2.5) (up to equivalence) are independent of the choice of the pair \((\varphi, \psi)\) as long as (2.3) and (2.4) hold [21, Example 6.2, p. 294]. The flexibility to work with different LP-pairs will play an essential role in some of our arguments below. Let us remark that when \( T \in \mathcal{E}'(\Omega) \), then \( T \ast \varphi \in S(\mathbb{R}^d) \subset L^p(\mathbb{R}^d) \) so that \( T \in B^s_{p,q}(\mathbb{R}^d) \) if and only if \( \int_0^1 y^{-qs-1} \|T \ast \psi_y\|_{L^p(\mathbb{R}^d)}^q dy < \infty \).

3 The new modules of generalized functions \( \mathcal{G}_q(\Omega) \)

We shall introduce the new space of generalized functions \( \mathcal{G}_q(\Omega) \). Recall that our convention is to always assume that \( p, q \in [1, \infty) \).

We say that a net \((f_\varepsilon) \in \mathcal{E}(\Omega)^{(0,1)} \) belongs to \( \mathcal{E}_q(\Omega) \), respectively to \( \mathcal{N}_q(\Omega) \), if \( (\varepsilon, x) \mapsto f_\varepsilon(x) \) is also continuous with respect to \( \varepsilon \) and satisfies the integral growth estimates (with the obvious modification when \( q = \infty \))

\[
(\forall k \in \mathbb{N}_0)(\forall \omega \in \Omega)(\exists s \in \mathbb{R}) \left( \int_0^1 \varepsilon^{qs} \|f_\varepsilon\|_{W^k,p(\omega)}^q \frac{d\varepsilon}{\varepsilon} < \infty \right),
\]

(3.1)

respectively,

\[
(\forall k \in \mathbb{N}_0)(\forall \omega \in \Omega)(\forall s \in \mathbb{R}) \left( \int_0^1 \varepsilon^{qs} \|f_\varepsilon\|_{W^k,p(\omega)}^q \frac{d\varepsilon}{\varepsilon} < \infty \right).
\]

(3.2)
By Sobolev’s lemma, the definitions of these two spaces of nets are independent of the value of \( p \). Also, one has a null description of \( \mathcal{N}_q(\Omega) \).

**Lemma 3.1** We have that \( (f_\varepsilon)_\varepsilon \in \mathcal{E}_q(\Omega) \) belongs to \( \mathcal{N}_q(\Omega) \) if and only if

\[
(\forall \omega \in \Omega)(\forall s \in \mathbb{R}) \left( \int_0^1 \varepsilon^{qs} \| f_\varepsilon \|_{L^p(\omega)}^q \frac{d\varepsilon}{\varepsilon} < \infty \right).
\]

**Proof** Since our notions are local, we may assume that all \( f_\varepsilon \) have support on a fixed compact \( K \subset \Omega \). The result is then an immediate consequence of the multivariate version of the Landau-Kolmogorov inequality (see e.g. [6, Eq. (4.2)]) and Hölder’s inequality.

We call the elements of \( \mathcal{E}_q(\Omega) \) nets of smooth functions with \( L^q \)-moderate growth, while the ones of \( \mathcal{N}_q(\Omega) \) will be referred as \( L^q \)-negligible nets. We then set

\[
\mathcal{G}_q(\Omega) := \mathcal{E}_q(\Omega)/\mathcal{N}_q(\Omega).
\]

If we consider the subspaces of \( \mathcal{E}_q(\Omega) \) and \( \mathcal{N}_q(\Omega) \) consisting of nets of constants, respectively real constants, and then their quotient spaces, we obtain the spaces of generalized constants \( \mathcal{T}_q \) and \( \mathbb{R}_q \). We note that \( \mathcal{G}_\infty(\Omega) = \mathcal{G}_{co}(\Omega) \), \( \mathcal{T}_\infty = \mathcal{T}_{co} \), \( \mathbb{R}_\infty = \mathbb{R}_{co} \), and they are algebras over the complex numbers. Furthermore, \( \mathcal{G}_q(\Omega) \) and \( \mathcal{T}_q \) are both modules over the ring \( \mathcal{T}_\infty \). Note also that \( \mathcal{G}_q(\Omega) \) is a module over \( \mathcal{G}_\infty(\Omega) \).

All multiplication operations as well as the action of partial derivatives are defined here in the natural way: via multiplication or differentiation of representatives.

We now discuss the embedding of distributions into \( \mathcal{G}_q(\Omega) \). The procedure is similar to that for classical Colombeau algebras, so we briefly sketch it.

We first notice that using \( C^\infty \) partitions of the unity one can show that the functor \( \omega \mapsto \mathcal{G}_q(\omega) \) is a fine sheaf of differential modules (over the fine sheaf of differential algebras \( \mathcal{G}_\infty \)) on \( \Omega \). In fact, this is not so hard to directly verify, but we mention the proof can considerably be simplified by reasoning exactly as in [10, Theorem 1.2.4] with the aid of Lemma 3.1.

Let \( \mathcal{G}_{q,c}(\Omega) \) be the subspace of \( \mathcal{G}_q(\Omega) \) consisting of compactly supported elements (or equivalently, those generalized functions that admit compactly supported representatives). The embedding of the compactly supported distributions is realized through

\[
\iota : \mathcal{E}'(\Omega) \to \mathcal{G}_{q,c}(\Omega), \quad \text{where } \iota(T) = \left[ ((T \ast \phi_\varepsilon)|_\Omega)\varepsilon \right] \in \mathcal{G}_{q,c}(\Omega). \tag{3.3}
\]

We recall that here \( \phi \) is the mollifier that we have already fixed in Subsection 2.1, i.e., one that satisfies (2.1). As in the case of the classical Colombeau algebra, one has that \( \iota \) is a support preserving map (and in particular injective).

**Lemma 3.2** The map (3.3) is support preserving.

**Proof** Let \( T \in \mathcal{E}'(\Omega) \). The case \( q = \infty \) is well-known (cf. [10]). This already yields \( \sup \iota(T) \subseteq \sup T \), where the first support set is now with respect to the sheaf \( \mathcal{G}_q \). To show the reverse inclusion, assume that \( \iota(T)|_\omega = 0 \) in \( \mathcal{G}_q(\omega) \) and let \( \rho \in \mathcal{D}(\omega) \). It is...
also well-known ([10]) that \( \langle T - T \ast \phi, \rho \rangle = O(e^b) \) for each \( b > 0 \) (which easily follows from Taylor’s formula and the moment vanishing conditions from (2.1)). Since \( \iota(T)|_{\omega} = 0 \) in \( G_{q}(\omega) \), obtain \( \langle T \ast \phi, \rho \rangle = O(e^b) \) also for every \( b > 0 \). In particular, if \( 0 < \eta < 1/2 \), we have, for some \( C \) not depending on \( \eta \),

\[
(\log 2)|\langle T, \rho \rangle| \leq \int_{\eta}^{\eta+\eta} (|\langle T \ast \phi, \rho \rangle| + |\langle T \ast \phi, \rho \rangle|) \frac{d\epsilon}{\epsilon} \leq C \int_{\eta}^{\eta+\eta} d\epsilon = C\eta.
\]

Taking \( \eta \to 0^+ \), we obtain \( \langle T, \rho \rangle = 0 \) and, since \( \rho \) was arbitrary, the distribution \( T \) vanishes on \( \omega \). This gives the other inclusion and therefore sup \( \iota(T) = \sup T \). \( \square \)

It is a standard exercise in sheaf theory to show that any support preserving linear embedding between the compactly supported global sections of two fine sheaves on a Hausdorff second countable locally compact topological space can be uniquely extended to a sheaf embedding\(^2\). In particular, we obtain that the embeddings (3.3) give rise to a unique sheaf embedding \( \iota : D' \to G_{q} \). As in the classical case, the vanishing moment conditions (2.1) ensure that the restriction of \( \iota \) to \( C^\infty \) is simply given by constant nets \( \iota(f) = [\langle f \rangle_e] \); in particular, \( \iota(f \cdot g) = \iota(f) \cdot \iota(g) \) for any \( f, g \in C^\infty(\Omega) \). Let us collect some of the properties of \( G_{q} \) that we have discussed so far.

**Proposition 3.3** \( G_{q} \) is a fine sheaf of \( \widehat{\mathbb{C}}_{\infty} \)-modules on \( \mathbb{R}^d \). Furthermore, under multiplication induced by pointwise multiplication of representatives, \( G_{q} \) is a sheaf of differential modules over the sheaf of differential algebras \( G_{\infty} \), and in particular over \( C^\infty \). Furthermore, we have a linear embedding \( \iota : D' \to G_{q} \) that takes the form (3.3) on compact sections. Moreover, \( \iota(C^\infty \cdot C^\infty) = \iota(C^\infty) \cdot \iota(C^\infty) \).

We end this section with some remarks.

**Remark 3.4** Unless \( q = \infty \), the modules \( \widehat{\mathbb{C}}_{\infty} \) and \( G_{q}(\Omega) \) are not algebras. In fact, consider the net of constant functions \( \langle f_{\epsilon} \rangle_e \) given as follows. For \( \epsilon \in \left[ n^{-1} - e^{-n}, n^{-1} + e^{-n} \right] \) and \( n \geq 4 \) we define \( f_{\epsilon} = n^{-2} e^{n/4} \) if \( \epsilon \in \left[ n^{-1} - e^{-n}/2, n^{-1} + e^{-n}/2 \right] \) and then extend it linearly on each \( \left[ n^{-1} - e^{-n}, n^{-1} - e^{-n}/2 \right] \) and \( \left[ n^{-1} + e^{-n}/2, n^{-1} + e^{-n} \right] \) in such a way that \( f_{n^{-1} - e^{-n}} = f_{n^{-1} + e^{-n}} = 0 \). Then, \( f_{\epsilon} \) is an element of \( E_{q}(\Omega) \) but \( f_{\epsilon^2} \not\in E_{q}(\Omega) \).

**Remark 3.5** The example given in Remark 3.4 shows that \( E_{q}(\Omega) \not\subseteq E_{q'}(\Omega) \) if \( q \leq q' \). On the other hand, as Hölder’s inequality shows, we always have the inclusions \( E_{q'}(\Omega) \subset E_{q}(\Omega) \) and \( N_{q'}(\Omega) \subset N_{q}(\Omega) \) whenever \( q \leq q' \). In this case, we thus obtain a well defined canonical module homomorphism \( G_{q'}(\Omega) \to G_{q}(\Omega) \), which is obviously not surjective. It is not injective either, which says that, under the canonical map, \( G_{q'} \) cannot be seen as a subsheaf of \( G_{q}(\Omega) \). To show that \( G_{q'}(\Omega) \to G_{q}(\Omega) \) is not injective when \( q' > q \) either, one needs to find a net \( \langle g_{\epsilon} \rangle_e \in N_{q}(\Omega) \) that does not belong to \( \langle g_{\epsilon} \rangle_e \in N_{q'}(\Omega) \). An example of such a net is \( \langle g_{\epsilon} \rangle_e \) defined as the net of constant functions: For \( \epsilon \in \left[ n^{-1} - e^{-n}, n^{-1} + e^{-n} \right] \) and \( n \geq 4 \) we define \( g_{\epsilon} = e^{n/q - \sqrt{n}} \) if \( \epsilon \in \left[ n^{-1} - e^{-n}, n^{-1} + e^{-n} \right] \).

---

\(^2\) In fact, the latter conclusion remains valid if one replaces fineness of the sheaves by the weaker hypothesis of softness [11, Lemma 2.3, p. 228].
It actually suffices for our purposes to assume that $n^{-1} - e^{-n}/2, n^{-1} + e^{-n}/2$ and $n^{-1} + e^{-n}/2, n^{-1} + e^{-n}$ in such a way that $g_{n^{-1} - e^{-n}} = g_{n^{-1} + e^{-n}} = 0$. We then set $g_\varepsilon = 0$ elsewhere.

**Remark 3.6** It would also be natural to relax the condition of continuity in the parameter $\varepsilon$ in the construction of our algebras $G_q(\Omega)$ to simply measurability. Analogously, one might strengthen the condition by asking smoothness in $\varepsilon$. However, when $q \in [1, \infty)$, one would not gain anything new as the resulting spaces are both isomorphic to our $G_q$ defined above. That is the reason why we have decided to impose the continuity dependence in $\varepsilon$ in this paper. To be more precise, let $E_{q,me}(\Omega)$ and $N_{q,me}(\Omega)$ be the spaces of nets $(f_\varepsilon)_\varepsilon \in E(\Omega)^{(0,1)}$ such that the vector-valued mapping

$$(0, 1) \rightarrow E(\Omega) : \varepsilon \mapsto f_\varepsilon \text{ is measurable}$$

and (3.1) or (3.2) respectively holds. Consider then $G_{q,me}(\Omega) = E_{q,me}(\Omega)/N_{q,me}(\Omega)$. Then, the natural mapping $G_q(\Omega) \ni [(f_\varepsilon)_\varepsilon] \in G_{q,me}(\Omega)$ is a $C_\infty$-module monomorphism. If $q \in [1, \infty)$, it is actually an isomorphism, as follows from the next lemma. In fact, Lemma 3.7 shows that if one (apparently) strengthens the regularity requirement to smoothness dependence in the parameter $\varepsilon$, one actually gets nothing new either.

**Lemma 3.7** Let $q \in [1, \infty)$. Let the net $(f_\varepsilon)_\varepsilon \in E(\Omega)^{(0,1)}$ satisfy (3.1) and (3.4). Then, there is a net $(g_\varepsilon)_\varepsilon$ such that the function $(\varepsilon, x) \mapsto g_\varepsilon(x)$ belongs to $C^\infty((0, 1) \times \Omega)$ and such that

$$(\forall k \in \mathbb{N}_0)(\forall \omega \in \Omega)(\forall s > 0) \left( \int_0^1 e^{-s} \| f_\varepsilon - g_\varepsilon \|_W^{q} d\varepsilon < \infty \right).$$

**Proof** We might assume $1 < p < \infty$. Let $(\omega_k)_k$ be an exhaustion of $\Omega$ by compacts, i.e., $\omega_k \subseteq \omega_{k+1}$ and $\bigcup_{k=1}^\infty \omega_k = \Omega$. where each $\partial \omega_k$ is smooth. By (3.1), for each $k \in \mathbb{N}$, there exists $N_k \in \mathbb{N}$ such that

$$\int_0^1 e^{N_k} \| f_\varepsilon \|_W^{q} d\varepsilon < \infty.$$ 

So, $\varepsilon \mapsto f_\varepsilon$ belongs to the vector-valued space $L^q((1/(k+1), 1/k), \varepsilon^{N_k} d\varepsilon; W^{k,p}(\omega_k))$. Since [1, Theorem 3.2, p. 68] (the restrictions of elements of) $D(\Omega)$ are dense in $W^{k,p}(\omega_k)$, the space $D((1/(k+1), 1/k), \Omega) = D((1/(k+1), 1/k) \times \Omega)$ is dense in $L^q((1/(k+1), 1/k), \varepsilon^{N_k} d\varepsilon; W^{k,p}(\omega_k))$. We can thus find $(g_{\varepsilon,k})_\varepsilon$ with $\varepsilon \mapsto g_{\varepsilon,k}$ belonging to $D((1/(k+1), 1/k), \Omega)$ such that

$$\int_0^1 e^{N_k} \| f_\varepsilon - g_{\varepsilon,k} \|_W^{q} d\varepsilon \leq e^{-(k+1)}(k+1)^{-N_k}.$$ 

It actually suffices for our purposes to assume that $\omega_k$ satisfies the segment condition [1, p. 68].
Hence, for each $s > 0$,

\[
\int_{\frac{1}{k+1}}^{1} e^{-s} \| f_{\varepsilon} - g_{\varepsilon,k} \|_{W^{k,p}(\omega)}^{q} d\varepsilon \leq (k + 1)^{s} e^{-(k+1)}.
\]

The net $(g_{\varepsilon})_{\varepsilon}$ defined as $g_{\varepsilon} = g_{\varepsilon,k}$ if $\varepsilon \in [1/(k + 1), 1/k]$ satisfies all requirements.

\[\square\]

4 Local Besov type subspaces of $G_{q}(\Omega)$

We define in this short section subspaces of $G_{q}^{k,\infty}(\Omega)$ that will be shown to correspond to $B_{p,q,loc}^{s}(\Omega)$ and $C^{\infty}(\Omega)$ in a precise fashion. We are interested in nets $(f_{\varepsilon})_{\varepsilon} \in \mathcal{E}_{q}(\Omega)$ such that for given $k \in \mathbb{N}$ and $s \in \mathbb{R}$

\[
(\forall \omega \in \Omega) \left( \int_{0}^{1} e^{sq} \| f_{\varepsilon} \|_{W^{k,p}(\omega)}^{q} d\varepsilon < \infty \right). \tag{4.1}
\]

(With the obvious change when $q = \infty$, namely,

\[
(\forall \omega \in \Omega) (\sup_{\varepsilon \in (0,1)} e^{s} \| f_{\varepsilon} \|_{W^{k,p}(\omega)} < \infty). \tag{4.2}
\]

**Definition 4.1** Let $s \in \mathbb{R}$ and $k \in \mathbb{N}_{0} \cup \{\infty\}$.

(i) A net $(f_{\varepsilon})_{\varepsilon} \in \mathcal{E}_{q}(\Omega)$ is said to belong to $\mathcal{E}_{q,p,loc}^{k,-s}(\Omega)$ if (4.1) holds (correspondingly (4.2) if $q = \infty$).

(ii) $G_{q,p}^{k,-s}(\Omega) = \{ f \in G_{q}(\Omega) : (\exists (f_{\varepsilon})_{\varepsilon} \in \mathcal{E}_{p,q}^{k,-s}(\Omega)) (f = [(f_{\varepsilon})_{\varepsilon}]) \}.$

(iii) $G_{q}^{\infty}(\Omega) = \{ f \in G_{q}(\Omega) : (\forall \omega \in \Omega)(\exists \varepsilon \in \mathbb{R})(\forall k \in \mathbb{N})(f|_{\omega} \in G_{q,p}^{k,-s}(\omega)) \}.$

Let us conclude this section with some remarks:

**Remark 4.2** It is not hard to see that the following properties hold, we leave their verifications as an exercise to the reader.

(i) $G_{q,p}^{k,-s}(\Omega) \subseteq G_{q,p}^{k_{1},-s_{1}}(\Omega)$ if and only if $k \geq k_{1}$ and $s \leq s_{1}$.

(ii) Let $P(D)$ be a differential operator of order $m \leq k$ with constant coefficients. Then $P(D) : G_{q,p}^{k,-s}(\Omega) \rightarrow G_{q,p}^{k-m,-s}(\Omega)$.

(iii) The definition of $G_{q}^{\infty}$ is independent of the choice of $p \in [1, \infty]$ (Sobolev’s embedding lemma).

(iv) $G_{q}^{\infty}$ is a subsheaf of $\tilde{\mathcal{C}}_{\infty}$-submodules of $G_{q}$.

(v) When $q = \infty$, if we regard $\mathcal{G}_{q}^{\infty}(\Omega) = \mathcal{G}_{q,0}(\Omega)$ as a subalgebra of the Colombeau algebra $\mathcal{G}(\Omega)$, we have that $\mathcal{G}_{q}^{\infty}(\Omega) = \mathcal{G}_{q}^{\infty}(\Omega) \cap G_{q}^{\infty}(\Omega)$, where $G_{q}^{\infty}(\Omega)$ is Oberguggenberger’s algebra [15] of regular generalized functions.

 Springer
5 Characterization of Besov regularity for distributions

The goal of this section is to provide a characterization of those generalized functions in $\mathcal{G}_q(\Omega)$ that arise from elements of the local Besov spaces of distributions. Our characterization is in terms of the spaces $\mathcal{G}_{q,p}^{k,-s}(\Omega)$ introduced in Sect. 4. We mention that Theorem 5.1 extends our characterization of Zygmund spaces from [20].

**Theorem 5.1** Let $s > 0$. We have $\mathcal{G}_{q,p}^{k,-s}(\Omega) \cap \iota(D'(\Omega)) = \iota(B_{p,q,\text{loc}}^{k,-s}(\Omega)).$

Naturally, Theorem 5.1 might be rephrased as follows:

**Corollary 5.2** Let $r \in \mathbb{R}$. If $k$ is any non-negative integer such that $k > r$, then

$$\iota(B_{p,q,\text{loc}}^{k,-s}(\Omega)) = \mathcal{G}_{q,p}^{k,r-k}(\Omega) \cap \iota(D'(\Omega)).$$

**Proof of Theorem 5.1** We first point out that the statement of Theorem 5.1 is a local one. Thus, it is enough to show that $\iota(B_{p,q}^{k,-s}(\mathbb{R}^d) \cap \mathcal{E}'(\Omega)) = \mathcal{G}_{q,p}^{k,-s}(\Omega) \cap \iota(...).$

Assume $T \in B_{p,q}^{k-s}(\mathbb{R}^d) \cap \mathcal{E}'(\Omega)$. Since partial derivatives continuously act on Besov spaces [16], we obtain $T(\alpha) \in B_{p,q,-|\alpha|-s}(\mathbb{R}) \subseteq B_{p,q}^{k-s}(\mathbb{R}^d)$ for all $|\alpha| \leq k$. It remains to notice that $(\phi, \phi)$ is an LP-pair of order $-s$, so that

$$\int_0^1 \varepsilon^{sq} \|T(\alpha) \ast \phi_{\varepsilon}\|_{L^p(\mathbb{R}^d)}^q \frac{d\varepsilon}{\varepsilon} < \infty,$$

whence $\iota(T) \in \mathcal{G}_{q,p}^{k,-s}(\Omega)$.

To prove the reverse inclusion, we now suppose that $T \in \mathcal{E}'(\Omega)$ and $(T \ast \phi_{\varepsilon})(\Omega) \in \mathcal{E}_{q,p}^{k-s}(\Omega)$. We consider the net of smooth functions $g_{\varepsilon} = \varepsilon^s(T \ast \phi_{\varepsilon})$. Using the fact that $T$ is compactly supported, our hypothesis then reads

$$\int_0^1 \|g_{\varepsilon}\|_{L^p(\mathbb{R}^d)}^q \frac{d\varepsilon}{\varepsilon} < \infty. \quad (5.1)$$

We now use the embedding theorem [16, Theorem 4, p. 64], according to which we have that the inclusion mapping $W^{k,p}(\mathbb{R}^d) \rightarrow B_{p,\infty}^{k}(\mathbb{R}^d)$ is continuous, namely, there is a constant independent of the net such that $\|g_{\varepsilon}\|_{B_{p,\infty}^{k}(\mathbb{R}^d)} \leq C \|g_{\varepsilon}\|_{W^{k,p}(\mathbb{R}^d)}$. Therefore, by (5.1),

$$\varepsilon^s\|T \ast \phi \ast \phi_{\varepsilon}\|_{L^p(\mathbb{R}^d)}^q \int_0^1 \left(\sup_{y \in (0,1]} \varepsilon^s y^{-k} \|T \ast \phi_{\varepsilon} \ast \psi_y\|_{L^p(\mathbb{R}^d)}\right)^q \frac{d\varepsilon}{\varepsilon}$$

$$= \|g_{\varepsilon} \ast \phi\|_{L^p(\mathbb{R}^d)}^q \int_0^1 \left(\sup_{y \in (0,1]} y^{-k} \|g_{\varepsilon} \ast \psi_y\|_{L^p(\mathbb{R}^d)}\right)^q \frac{d\varepsilon}{\varepsilon} < \infty,$$

where we choose $\psi \in \mathcal{S}(\mathbb{R}^d)$ such that $(\phi, \psi)$ forms an LP-pair of order $k$ (cf. (2.3) and (2.4)). Setting $\varepsilon = 1$ in the first term of the above expression, $y = \varepsilon$ in the integral.
to remove the supremum on \( y \), \( \phi_1 = \phi * \phi \), and \( \psi_1 = \phi * \psi \), and noticing that \((\phi_1, \psi_1)\) is again a Littlewood-Paley pair, we obtain

\[
||T * \phi_1||_{L^p(\mathbb{R}^d)} + \int_0^1 \varepsilon^{q(s-k)} ||T * (\psi_1)_\varepsilon||_{L^p(\mathbb{R}^d)} \frac{d\varepsilon}{\varepsilon} < \infty,
\]

which yields \( T \in B^{k-s}_{p,q}(\mathbb{R}^d) \) and completes the proof of the theorem. \( \square \)

We can use Theorem 5.2 to give a generalization of Oberguggenberger’s regularity result [15] for his classical algebra \( G^\infty(\Omega) \).

**Corollary 5.3** We have \( \iota(D'(\Omega)) \cap G^\infty_q(\Omega) = \iota(C^\infty(\Omega)) \).

**Proof** One inclusion is obvious. For the other inclusion, localizing, it suffices to show that if \( T \in E'(\Omega) \) and \( \iota(T) \in G^\infty_{q,\infty}(\Omega) \) for some \( s > 0 \), then \( T \in C^\infty(\Omega) \). Given any \( k > 0 \), Theorem 5.1 yields \( T \in B^{k-s}_{\infty,q,loc}(\Omega) \), that is, \( T \in \bigcap_k B^{k-s}_{\infty,q,loc}(\Omega) = C^\infty(\Omega) \). \( \square \)

### 6 Regularity criteria through association

In general a net \((f_\varepsilon)_{\varepsilon} \in \mathcal{E}(\Omega)^{(0,1)}\) is said [5, 15] to be associated to a distribution \( T \in D'(\Omega) \) if

\[
f_\varepsilon = T + o(1) \quad \text{in} \quad D'(\Omega), \tag{6.1}
\]

that is, if for each test function \( \rho \in D(\Omega) \)

\[
\lim_{\varepsilon \to 0^+} \langle f_\varepsilon, \rho \rangle = \langle T, \rho \rangle.
\]

Interestingly, if one strengthens the speed of convergence in (6.1), sometimes growth rate properties of the net are reflected in regularity properties of the distributions. A concept that has proved useful in this respect is that of strong association. In fact, many regularity criteria for distributions in the non-linear theory of generalized functions are based on this concept, see [17–20].

The next definition provides a new concept of association that is applicable to the context of our module \( \mathcal{G}_q(\Omega) \). The special case \( q = \infty \) recovers the classical strong association.

**Definition 6.1** Let \( T \in D'(\Omega) \) and \( f \in \mathcal{G}_q(\Omega) \). We say that \( f \) is strongly \( q \)-associated to \( T \) (on \( \Omega \)) if there is a representative \((f_\varepsilon)_{\varepsilon}\), that is, \( f = [(f_\varepsilon)_{\varepsilon}] \), such that

\[
(\forall \omega \in \Omega)(\exists b > 0)(\forall \rho \in D(\omega)) \left( \int_0^1 \varepsilon^{-bq} |\langle T - f_\varepsilon, \rho \rangle| \frac{d\varepsilon}{\varepsilon} < \infty \right). \tag{6.2}
\]

Note that the definition does not depend on the representative. In the first part of this section, we derive some regularity results for distributions using properties of strongly \( q \)-associated generalized functions to it. The second part discusses a characterization...
of equality in $G_q(\Omega)$ using a faster notion of association. We shall need the following useful lemma.

**Lemma 6.2** Let $T \in \mathcal{E}'(\Omega)$ and $f = \{(f_\varepsilon)_\varepsilon\} \in G_q(\Omega)$ be strongly $q$-associated. Then, there are an open set $\omega \Subset \Omega$, $k_0 \in \mathbb{N}_0$, $M > 0$, and $b > 0$ such that

$$(\forall \rho \in C^\infty(\mathbb{R}^d)) \left( \int_0^1 t^{-bq}\|\langle T - f_\varepsilon, \rho \rangle\|^q \frac{dt}{t} \leq \left( M \sup_{y \in \overline{\omega}, |\alpha| \leq k_0} |\rho^{(\alpha)}(y)| \right)^q \right). \quad (6.3)$$

**Proof** Since $T$ has compact support, we might assume that also the net is supported on a fixed compact set. So, let $\omega \Subset \Omega$ be such that $T$ and each $f_\varepsilon$ have supports inside $\omega$. Let $M > 0$ and consider the sets

$$X_{M,b} = \left\{ \rho \in C^\infty(\overline{\omega}) : \int_0^1 \varepsilon^{-bq}\|\langle T - f_\varepsilon, \rho \rangle\|^q \frac{d\varepsilon}{\varepsilon} \leq M \right\}.$$ 

By the Beppo Levi theorem, we have that $X_{M,b} = \bigcap_{n=2}^\infty X_{M,b,n}$, where $X_{M,b,n}$ is the closed set

$$X_{M,b,n} = \left\{ \rho \in C^\infty(\overline{\omega}) : \int_{1/n}^1 \varepsilon^{-bq}\|\langle T - f_\varepsilon, \rho \rangle\|^q \frac{d\varepsilon}{\varepsilon} \leq M \right\}.$$ 

Our hypothesis is that $C^\infty(\overline{\omega}) = \bigcup_{M,b > 0} X_{M,b}$, thus, by the Baire theorem, for some $M, b > 0$ one of sets $X_{M,b}$ does not have empty interior, whence (6.3) follows. \qed

### 6.1 Some regularity criteria based on strong $q$-association

The following theorem provides two regularity criteria for distributions. We recall that when $p = q = \infty$, the Besov spaces coincide with the Hölder-Zygmund spaces, that is, $B^s_{\infty,\infty}(\mathbb{R}^d) = C^s_{\text{loc}}(\mathbb{R}^d)$ for all $r \in \mathbb{R}$.

**Theorem 6.3** Let $T \in \mathcal{D}'(\Omega)$ and $f \in G_q(\Omega)$ be strongly $q$-associated.

(i) If $f \in G^\infty_q(\Omega)$, then $T \in C^\infty(\Omega)$.

(ii) If $f \in G^k_{q, L_{\text{loc}}^\infty}(\Omega)$ for every $s > 0$, then $T \in C^{k-s}_{*, \text{loc}}(\Omega)$, for every $s > 0$.

**Remark 6.4** Clearly, by Hölder’s inequality, we have the embeddings $B^{s_1}_{p,q_1}(\mathbb{R}^d) \subset B^{s_2}_{p,q_2}(\mathbb{R}^d)$ whenever $s_1 > s_2$ and $q_1 \geq q_2$. Therefore, we also obtain in Theorem 6.3(ii) that $T \in B^{k-s}_{\infty,r, \text{loc}}(\Omega)$, for every $s > 0$ and $r \in [1, \infty]$.

Since Theorem 6.3 is of local nature, it is a consequence of the next lemma in combination with Lemma 6.2. In fact, part (i) follows by taking $k \to \infty$, while (ii) is deduced by taking $s \to 0^+$.

**Lemma 6.5** Suppose that $T \in \mathcal{E}'(\Omega)$ satisfies (6.3) for given $k_0 \in \mathbb{N}_0$, $b > 0$, $M$, and $\omega \Subset \Omega$. If $(f_\varepsilon)_\varepsilon \in \mathcal{E}^k_{\infty,q}(\Omega)$, then $T \in C^{k-s_0}_{*, \text{loc}}(\mathbb{R}^d)$ where $s_0 = s(k + d + k_0)/(s + b)$. \hfill \qed
Proof We might assume that all $f_\varepsilon$ have supports contained in a fixed compact set. Let $0 < \eta \leq 1/2$ and let $q'$ be such that $1/q + 1/q' = 1$. Using Hölder’s inequality and (6.3), we obtain

\[
\begin{align*}
&\left(\log 2\right)\|T^* \phi_\varepsilon\|_{W^{k,\infty}(\mathbb{R}^d)} \\
&\leq \left(\int_{\eta}^{2\eta} t^{bq'-1} dt\right)^{1/q'} \left(\int_{0}^{1} t^{-bq} \|T - f_\varepsilon\|_{W^{k,\infty}(\mathbb{R}^d)}^q dt\right)^{1/q} \\
&\quad + \|\phi\|_{L^1(\mathbb{R})} \int_{\eta}^{2\eta} \|f_\varepsilon\|_{W^{k,\infty}(\mathbb{R}^d)} dt \\
&\leq (2\eta)^b (\log 2)^{1/q'} M e^{-d-k-k_0} \|\phi\|_{W^{k+k_0,\infty}(\mathbb{R}^d)} \\
&\quad + \eta^{-s} (\log 2)^{1/q'} \|\phi\|_{L^1(\mathbb{R})} \left(\int_{0}^{1} t^{sq} \|f_\varepsilon\|_{W^{k,\infty}(\mathbb{R}^d)}^q dt\right)^{1/q}.
\end{align*}
\]

Hence,

\[
\|T^* \phi_\varepsilon\|_{W^{k,\infty}(\mathbb{R}^d)} \leq C \left(\eta^b e^{-d-k-k_0} + \eta^{-s}\right),
\]

where $C > 0$. In order to minimize this expression, we choose $\eta = e^{(d+k+k_0)/(s+b)}$ so that

\[
\|T^* \phi_\varepsilon\|_{W^{k,\infty}(\mathbb{R}^d)} \leq 2 e^{-s(d+k+k_0)/(s+b)}.
\]

The result then follows from Theorem 5.1 in view of this inequality. \qed

6.2 A characterization of equality in $G_q(\Omega)$

In this subsection we study a strengthened version of the strong $q$-association. We denote as $\mathcal{G}$ the class of rapidly decreasing functions at $0^+$, that is, a measurable function $R : (0, 1) \rightarrow (0, \infty)$ is said to belong to $\mathcal{G}$ if for each $b$ we have $R(\varepsilon) = O(\varepsilon^b)$ as $\varepsilon \rightarrow 0^+$.

Definition 6.6 Two generalized functions $f = [(f_\varepsilon)_\varepsilon] \in G_q(\Omega)$ and $g = [(g_\varepsilon)_\varepsilon] \in G_q(\Omega)$ are said to be rapidly $q$-associated if

\[
(\forall \omega \in \Omega)(\exists R \in \mathcal{G})(\forall \rho \in D(\omega)) \left(\int_{0}^{1} \frac{|(f_\varepsilon - g_\varepsilon, \rho)|^q}{R(\varepsilon)} d\varepsilon < \infty\right). \tag{6.4}
\]

The next proposition generalizes [18, Theorem 4].

Proposition 6.7 Let $(f_\varepsilon)_\varepsilon$, $(g_\varepsilon)_\varepsilon \in E_q(\Omega)$ be rapidly $q$-associated. Then, $[(f_\varepsilon)_\varepsilon] = [(g_\varepsilon)_\varepsilon]$ in $G_q(\mathbb{R}^d)$.
Proof Subtracting one from another, we might simply assume that \( g_\varepsilon = 0 \) for all \( \varepsilon \). We then have to show that \((f_\varepsilon)_\varepsilon \in \mathcal{N}_q(\Omega)\). Since the statement and the hypothesis are local, we might actually assume that all \( f_\varepsilon \) have supports contained in a fixed relatively open set \( \omega \Subset \Omega \). Similarly as in Lemma 6.2, there exist \( k_0 \in \mathbb{N}, M > 0 \), and \( R \in \mathcal{S} \) such that
\[
(\forall \rho \in C^{k_0}(\mathbb{R}^d)) \left( \int_0^1 \frac{|\langle f_\varepsilon, \rho \rangle|^q}{R(\varepsilon)} d\varepsilon \leq M \sup_{y \in \omega, |\alpha| \leq k_0} |\rho^{(\alpha)}(y)| \right).
\] (6.5)

The next step is to prove that \( f_\varepsilon \in \mathcal{N}_q(\Omega) \) and for this we use an idea from the proof of [18, Theorem 4]. In fact, we employ the powerful Schwartz parametrix method [22]. There are \( m \in \mathbb{N}, \chi \in \mathcal{D}^{k_0}(\mathbb{R}^d) \), and \( \theta \in \mathcal{D}(\mathbb{R}^d) \) such that \( \delta = \Delta^m \chi + \theta \), \( \text{supp} \chi + \omega \Subset \Omega \), and \( \text{supp} \theta + \omega \Subset \Omega \). We then obtain the representation
\[
f_\varepsilon = \Delta^m (f_\varepsilon * \chi) + f_\varepsilon * \theta, \quad \varepsilon \in (0, 1).
\] (6.6)

Applying (6.5) and using that \( R \in \mathcal{S} \), we now obtain that for each \( b > 0 \)
\[
\int_0^1 \varepsilon^{-b} ||f_\varepsilon * \chi||_{L^\infty(\mathbb{R}^d)}^q \frac{d\varepsilon}{\varepsilon} + \int_0^1 \varepsilon^{-b} ||f_\varepsilon * \theta||_{L^\infty(\mathbb{R}^d)}^q \frac{d\varepsilon}{\varepsilon} < \infty.
\]

Lemma 3.1 now implies that \((f_\varepsilon * \chi)_\varepsilon, (f_\varepsilon * \theta)_\varepsilon \in \mathcal{N}_q(\Omega)\). The formula (6.6) hence yields \((f_\varepsilon)_\varepsilon \in \mathcal{N}_q(\Omega)\), as claimed. \(\square\)

7 Global type spaces of generalized functions

We now define global counterparts on \( \mathbb{R}^d \) of the local spaces we have been considering in the previous sections. Let \( k \in \mathbb{N}_0 \) and \( s \in \mathbb{R} \). The basic blocks are the global spaces of nets (with the obvious change when \( q = \infty \))
\[
\mathcal{E}^{k,-s}_{q,L^p}(\mathbb{R}^d) = \left\{ f \in \mathcal{E}_q(\mathbb{R}^d) : \int_0^1 \varepsilon^{qs} ||f_\varepsilon||_{W^{k,p}(\mathbb{R}^d)}^q \frac{d\varepsilon}{\varepsilon} < \infty \right\}.
\]

We then set
\[
\mathcal{E}_{q,L^p}(\mathbb{R}^d) = \bigcap_k \bigcup_s \mathcal{E}^{k,-s}_{q,L^p}(\mathbb{R}^d), \quad \mathcal{E}_{q,L^p}(\mathbb{R}^d) = \bigcup_s \bigcap_k \mathcal{E}^{k,-s}_{q,L^p}(\mathbb{R}^d),
\]
\[
\mathcal{N}_{q,L^p}(\mathbb{R}^d) = \bigcap_{k,s} \mathcal{E}^{k,-s}_{q,L^p}(\mathbb{R}^d),
\]
and define our global \( \mathcal{C}_\infty \)-modules of generalized functions as the quotients
\[
\mathcal{G}_{q,L^p}(\mathbb{R}^d) = \mathcal{E}_{q,L^p}(\mathbb{R}^d) / \mathcal{N}_{q,L^p}(\mathbb{R}^d) \supset \mathcal{G}^\infty_{q,L^p}(\mathbb{R}^d) = \mathcal{E}_{q,L^p}(\mathbb{R}^d) / \mathcal{N}_{q,L^p}(\mathbb{R}^d).
\]
We note that $G_{\infty, L^\infty}(\mathbb{R}^d)$ and $G_{\infty, L^\infty}(\mathbb{R}^d)$ are differentiable algebras. Moreover, $G_{q, L^p}(\mathbb{R}^d)$ is a differential module over $G_{\infty, L^\infty}(\mathbb{R}^d)$, while $G_{q, L^p}(\mathbb{R}^d)$ is a differential module over $G_{\infty, L^\infty}(\mathbb{R}^d)$. We also mention that $G_{\infty, L^p}(\mathbb{R}^d)$ coincides with the global algebra denoted as $G_{p, L^p}(\mathbb{R}^d)$ by Biagioni and Oberguggenberger [3].

Certain important distributions can be embedded into our global modules of generalized functions. The natural classes to consider here are the Schwartz $L^p$-based distribution spaces [22] (cf. [8]):

$$\mathcal{D}'_{L^p}(\mathbb{R}^d) = \bigcup_{k \in \mathbb{N}} W_{0}^{-k,p}(\mathbb{R}^d) \quad \text{and} \quad \mathcal{D}_{L^p}(\mathbb{R}^d) = \bigcap_{k \in \mathbb{N}} W_{k,p}(\mathbb{R}^d).$$

It is not difficult to show that $\mathcal{D}'_{L^p}(\mathbb{R}^d)$ embeds into $G_{q, L^p}(\mathbb{R}^d)$ via mollification (cf. Subsection 2.1)

$$\iota: \mathcal{D}'_{L^p}(\mathbb{R}^d) \mapsto G_{q, L^p}(\mathbb{R}^d), \quad \iota(T) = [(T * \phi_\varepsilon)_\varepsilon].$$

The next proposition actually shows that $\mathcal{D}'_{L^p}(\mathbb{R}^d)$ is the largest subspace of $S'(\mathbb{R}^d)$ that can be embedded into $G_{q, L^p}(\mathbb{R}^d)$ in this fashion.

**Proposition 7.1** Let $T \in S'(\mathbb{R}^d)$. If $(T * \phi_\varepsilon)_\varepsilon \in E_{q, L^p}(\mathbb{R}^d)$, then $T \in \mathcal{D}'_{L^p}(\mathbb{R}^d)$.

**Proof** Using the convolution average characterization of $\mathcal{D}'_{L^p}(\mathbb{R}^d)$ (cf. [8, 22]), it suffices to prove that $T * \rho \in L^p(\mathbb{R}^d)$ for each $\rho \in S(\mathbb{R}^d)$. We show this via the vector-valued Tauberian theory for class estimates from [21]. Define the vector-valued tempered distribution $T$ as $(T, \rho) := T * \rho$ for test functions $\rho \in S(\mathbb{R}^d)$. We have that $T \in S'(\mathbb{R}^d, S'(\mathbb{R}^d))$ and we must show that $T \in S'(\mathbb{R}^d, L^p(\mathbb{R}^d))$. Being a convolution operator, $T$ intertwines translations. Since $(\phi, \phi)$ is an LP-pair of order $-s$ for any $s > 0$, our hypothesis $(T * \phi_\varepsilon)_\varepsilon \in E_{q, L^p}(\mathbb{R}^d)$ is a particular case of the assumptions from [21, Theorem 6.1], so that the latter directly yields the desired membership $T \in S'(\mathbb{R}^d, L^p(\mathbb{R}^d))$. \hfill \Box

We end this article by giving global versions of the results from Sect. 5, where in particular we characterize the global Besov spaces.

**Theorem 7.2** Let $r \in \mathbb{R}$ and $s > 0$.

(i) We have $G_{q, L^p}^{r, -s}(\mathbb{R}^d) \cap \iota(\mathcal{D}'_{L^p}(\mathbb{R}^d)) = \iota(B_{q, L^p}^{k, -s}(\mathbb{R}^d))$.

(ii) For any integer $k > r$, we have $\iota(B_{q, L^p}^{r, k}(\mathbb{R}^d)) = G_{q, L^p}^{r, k}(\mathbb{R}^d) \cap \iota(\mathcal{D}'_{L^p}(\mathbb{R}^d))$.

(iii) We have $\iota(\mathcal{D}_{L^p}(\mathbb{R}^d)) = G_{q, L^p}^{\infty}(\mathbb{R}^d) \cap \iota(\mathcal{D}'_{L^p}(\mathbb{R}^d))$.

**Proof** The property (ii) is a reformulation of (i). Since $\mathcal{D}_{L^p}(\mathbb{R}^d) = \bigcap_{r} B_{p, q}^{r, k}(\mathbb{R}^d)$, we obtain that (iii) follows at once from (i). The proof of (i) is a straightforward modification of the proof of Theorem 5.1, which we therefore omit. \hfill \Box
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