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Abstract—The Non-Local Network (NLNet) presents a pioneering approach for capturing long-range dependencies within an image, via aggregating query-specific global context to each query position. However, through a rigorous empirical analysis, we have found that the global contexts modeled by the non-local network are almost the same for different query positions. In this paper, we take advantage of this finding to create a simplified network based on a query-independent formulation, which maintains the accuracy of NLNet but with significantly less computation. We further replace the one-layer transformation function of the non-local block by a two-layer bottleneck, which further reduces the parameter number considerably. The resulting network element, called the global context (GC) block, effectively models global context in a lightweight manner, allowing it to be applied at multiple layers of a backbone network to form a global context network (GCNet). Experiments show that GCNet generally outperforms NLNet on major benchmarks for various recognition tasks. The code and network configurations are available at https://github.com/xvjiarui/GCNet.
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1 INTRODUCTION

Long-range dependencies among pixels in an image are essential to capture for global understanding of a visual scene. This dependency modeling is proven to benefit a wide range of recognition tasks, such as image classification [2], object detection and segmentation [3], [4], and video action recognition [5]. In convolutional neural networks, long-range dependencies are mainly modeled by deep stacking of convolution layers, where each layer models pixel relationships within a local neighborhood. However, direct repetition of convolution layers is computationally inefficient and hard to optimize [5], due in part to difficulties in delivering messages between distant positions.

To address this issue, the non-local network (NLNet) [5] utilizes a layer to model long-range dependencies, via a self-attention mechanism [6]. For each query position, the non-local network first computes pairwise relations between the query position and all other positions to form an attention map, and then aggregates the features of all positions by a weighted sum with the weights defined by the attention map. The aggregated features are finally added to the features of each query position to form the output.

The query-specific attention weights in the non-local network are expected to reflect the importance of the corresponding positions to the query position. Visualizing these weights would help to better understand their behavior, but such analysis was largely missing in the original paper. In an analysis that we conducted, a surprising observation can be made. As shown in Figure 1, we found that the attention maps for different query positions are almost the same, indicating that the learnt dependency is basically query-independent. This observation is further verified by the statistical analysis in Tables 1, 2, and 3 which show that the distance between the attention maps of different query positions is very small. This observation is verified in three standard tasks, object detection on COCO, image classification on ImageNet and action recognition on Kinetics.

Based on this observation, we propose a simplification of the non-local block in which a query-independent attention map is explicitly used for all query positions. The output is then formed by the same aggregation of features using this attention map as weights. This simplified block requires significantly less computation than the original non-local block, but exhibits almost no decrease in accuracy on several important visual recognition tasks. The block design follows a general three-step framework: (a) a context modeling module which aggregates the features of all positions together to form a global context feature; (b) a feature transform module to capture the channel-wise interdependencies; and (c) a fusion module to merge the global context feature into features of all positions. We further significantly reduce the parameter number by replacing the one-layer transformation function of the non-local block with a bottleneck of two layers, to form a new unit that we call the global context (GC) block.

Because of the lightweight computation of the GC block, it can be applied to all residual blocks in the ResNet architecture, in contrast to the original non-local block which is usually applied after just one or a few layers due to its heavy processing. We refer to this network as the global context network (GCNet). On COCO object detection/instance segmentation, it is found that GCNet outperforms NLNet by 1.9% on APbbox and 1.5% on APmask with just a 0.07% relative increase in FLOPs. In addition, GCNet yields significant performance gains over four general visual recognition tasks: object detection/segmentation on COCO (2.7%↑ on APbbox,

Fig. 1: Visualization of attention maps (heatmaps) for different query positions (red points) in a non-local block on COCO object detection. The three attention maps are all almost the same. More examples are presented in Figure 2.

* Equal contribution.

Yue Cao, Stephen Lin, Fangyun Wei and Han Hu are with Microsoft Research Asia. Jiarui Xu is with Hong Kong University of Science and Technology. This work was done when Jiarui Xu was an intern at Microsoft Research Asia. E-mail: Yue Cao (yuecao@microsoft.com), Jiarui Xu (xvjiairui0826@gmail.com), Stephen Lin (stevelin@microsoft.com), Fangyun Wei (fawe@microsoft.com). Correspondence to: Han Hu (hanhu@microsoft.com).

A preliminary version of this manuscript was published in [1].
and 2.4%\(^\uparrow\) on AP\(_{\text{mask}}\) over Mask R-CNN with FPN and ResNet-50 as backbone \([7]\), semantic segmentation on Cityscapes (3.2%\(^\uparrow\) on mIoU over ResNet-101 as backbone with dilated convolutions), image classification on ImageNet (0.8%\(^\uparrow\) on top-1 accuracy over ResNet-50 \([8]\)), and action recognition on Kinetics (1.1%\(^\uparrow\) on top-1 accuracy over the ResNet-50 Slow-only baseline \([9]\)), with less than a 0.26% increase in computation cost.

2 RELATED WORK

2.1 Deep architectures

Recent progress in computer vision have largely been driven by the improvement of basic deep architectures, which extract features for visual elements. One direction of improvement is to design better functional formulations of basic components to elevate the power of deep networks for the general purpose of image feature extraction. A pioneering work along this path is AlexNet \([10]\), which proves that increasing the depth and width of convolutional neural networks can achieve impressive accuracy in classifying objects in ImageNet. Since then, vast improvements have been made to unleash the power of deep architectures, VGG \([11]\) further increases the depth and width, and replaces most large-kernel convolution layers by smaller ones of 3 × 3, which has become widely used in subsequent architecture designs. ResNet \([8]\) introduces skip connections (also called shortcuts), which can significantly reduce the gradient vanishing issue and allows the network to be tremendously deep. In DenseNet \([13]\), every layer obtains additional inputs from all preceding layers and passes its own feature maps to all subsequent layers, through concatenation operations. ResNeXt \([15]\) and Xception \([16]\) adopt group convolution to increase cardinality and reduce the redundancy of the network parameters. Deformable Convolution Networks \([17]\), \([18]\) present deformable convolutions for enhancing geometric modeling ability, which can significantly improve performance on fine-grained recognition tasks. Local Relation Networks \([19]\) replace all spatial convolution layers by local relation layers, which adaptively determine aggregation weights based on the compositional relationship of local pixel pairs. Different from handcrafted architectures, automatic search of the cell structure for deep architectures has attracted much attention recently \([20]\), \([21]\).

Another direction of improvement is to invent deep architectures for specific tasks, such as semantic segmentation \([22]\), \([23]\), \([24]\), \([25]\), \([26]\), \([27]\), object detection \([3]\), \([28]\), \([29]\), \([30]\), \([31]\), and video action recognition \([9]\), \([32]\), \([33]\), \([34]\). MobileNet \([35]\), \([36]\) is designed to adopt depthwise separable convolution as the basic block for mobile and embedded vision applications. ShuffleNet \([37]\), \([38]\) adopts channel shuffling, which facilitates the use of group convolution with 1x1 convolutions. Fully-convolutional Networks (FCN) \([22]\), \([24]\), \([26]\) are designed to make dense predictions for per-pixel tasks like semantic segmentation. The YOLO series \([29]\), \([39]\) frames object detection as the regression of spatially separated bounding boxes and associated class probabilities, which is both fast and effective. For video action recognition tasks, to better incorporate temporal information in feature extraction, I3D \([39]\) introduces 3D convolution to deep networks. To reduce the computation cost, P3D \([40]\) separates the 3D convolution into a sequence of temporal-only convolution and spatial-only convolution.

The proposed global context network is a new architecture designed for general purpose. It introduces a novel global context block which models long-range information into existing architectures, showing general improvements on a wide range of vision tasks, such as object detection, instance segmentation, image classification and action recognition.

2.2 Long-range dependency modeling

While existing deep architectures mainly work by stacking layers which operate locally, there are also methods that directly model long-range dependency using a single layer. Such methods can be categorized into two classes: pairwise based, and context fusion based.

Most pairwise methods are based on the self-attention mechanism, and the non-local network (NLNet) is a pioneering work \([5]\) for pixel-pixel pairwise relation modeling that has proven beneficial for several visual recognition tasks, such as object detection and action recognition. There are also extensions of non-local networks proposed to benefit specific tasks. Object Context Networks (OCNet) \([41]\) model pixel-wise relationships in the same object category via self-attention mechanisms and also capture context at multiple scales. Dual Attention Networks (DANet) \([42]\) use self-attention mechanisms to model pixel-pixel relationships and channel-channel relationships to improve feature representations. Criss-Cross Networks (CCNet) \([43]\) accelerate NLNet via stacking two criss-cross blocks, which can enlarge the dependency range to the whole feature map with low computational cost.

While it is widely believed that NLNet benefits visual recognition due to pairwise relation modeling, this paper empirically proves that such belief is actually incorrect. In fact, for several important visual recognition tasks such as ImageNet image classification, COCO object detection and Kinetics action recognition, we observe that NLNet degenerates to learning the same global context vector for different pixels, and thus the effectiveness of NLNet can mainly be ascribed to global context modeling other than pairwise relation modeling. For some other visual recognition tasks, such as semantic segmentation, although we observe that some kind of pairwise relation is learnt, the accuracy improvement is still mostly ascribed to its global context modeling ability. Based on this observation, we propose a simplification of the non-local block, which explicitly learns global context other than pairwise relations. The resulting block, called the global context (GC) block, consumes significantly less computation than the non-local block but performs with the same accuracy on several important tasks. Note while the proposed GC block exploits the findings of this degeneration issue to explicitly simplify the non-local block, in a follow-up to this paper, our work on disentangled non-local networks (DNL) \([44]\) on the contrary attempts to alleviate this degeneration problem by a disentangled design in a manner that allows learning of different contexts for different pixels while preserving the shared global context.

Different from pairwise methods, context fusion methods operate by strengthening the feature of each position by a context feature that aggregates information from all pixels including those at long range. For example, SENet \([2]\) fuse the two features by adaptive rescaling on different channels. GENet \([45]\) uses local patches to compute position-adaptive context features. PSANet \([46]\) proposes to connect each position on the feature map to all the other ones through a self-adaptively learned attention mask, and aggregate the features of other positions via rescaling. CBAM
The proposed GCNet is also a context fusion method. But by using a different context feature computation method (attention pooling) and a different fusion method (addition), GCNet performs generally better than the widely used SENet method. Noting that the context feature computation and fusion methods used in GCNet are inherited from NLNet, the proposed GCNet can be also seen as a product of connecting two representative long-range dependency modeling methods, NLNet and SENet, but makes good use of their respective strengths (GCNet is the same as NLNet in better context modeling and information fusion, while being as lightweight as SENet).

2.3 Self-attention modeling

This paper is also related to the general self-attention mechanism whose application extends beyond pixel relation modeling [3, 5], [6], [19], [41], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60].

In natural language processing, Transformer [6], which applies a self-attention mechanism to model long-range dependencies between words, is a milestone work for machine translation. Graph Attention Networks (GAT) [56] improve graph convolution with self-attention mechanisms that operate on graph-structured data, producing remarkable gains over baseline graph convolution methods. Self-attention Generative Adversarial Networks (SAGAN) [57] generate high-resolution details as a function of not only spatially local points but also distant points, via self-attention mechanisms that model long-range dependency.

For visual recognition, aside from pixel relation modeling, the attention mechanism is also applied for object-object/object-pixel relation modeling [3, 61], which is proven effective in object detection.

The presented analysis and proposed GCNet in this paper are basically about the general self-attention mechanism, with experiments and instantiations mainly targeting the problem of pixel-pixel relation modeling. Such an analysis and global context modeling approach could be extended to other self-attention applications such as object-object/object-pixel relation modeling, natural language processing, and graph social networks. For these applications, there are questions of whether the pairwise relations can be well learnt by the self-attention mechanism and how the global context modeling approach can effectively contribute. Both of these questions on broader applications are promising directions for further study.

3 Analysis of Non-local Networks

In this section, we first review the design of the non-local block [5]. While in-depth studies have been rare on what a non-local block learns and what makes it effective, we conduct such a study both qualitatively and statistically. Qualitatively, we visualize the attention maps across different query positions generated by a widely-used instantiation of the non-local block. Statistically, we compute the average cosine distances between different feature maps (including input, attention map, output and so on) inside the non-local block, to delve deep into the non-local block design. This in-depth study brings a new understanding of the non-local block and may inspire new approaches as in the next section.

3.1 Revisiting the Non-local Block

The basic non-local block [5] aims at strengthening the features of the query position via aggregating information from other positions. We denote \( x = \{x_i\}_{i=1}^{N_p} \) as the feature map of one input instance (e.g., an image or video), where \( N_p \) is the number of positions in the feature map (e.g., \( N_p = H \cdot W \) for image, \( N_p = H \cdot W \cdot T \) for video). \( x \) and \( z \) denote the input and output of the non-local block, respectively, which have the same dimensions. The non-local block is formulated as

\[
z_i = x_i + W_z \sum_{j=1}^{N_p} f(x_i, x_j) \frac{C(x)}{C(x)} (W_v \cdot x_j),
\]

where \( i \) is the index of query positions, and \( j \) enumerates all possible positions. \( f(x_i, x_j) \) denotes the relationship between position \( i \) and \( j \), and has a normalization factor \( C(x) \). \( W_z \) and \( W_v \) denote linear transform matrices (e.g., \( 1 \times 1 \) convolution). For simplification, we denote \( \omega_{ij} = \frac{f(x_i, x_j)}{C(x)} \) as the normalized pairwise relationship between position \( i \) and \( j \).

In [5], four instantiations of the non-local block are provided by defining \( \omega_{ij} \) as different functions:

- **Gaussian.** \( f \) in \( \omega_{ij} \) is the Gaussian function, defined as \( \omega_{ij} = \frac{\exp((x_i, x_j))}{\sum_{m=1}^{N_p} \exp((x_i, x_m))} \).
- **Embedded Gaussian.** It is a simple extension of Gaussian by using an embedding space to compute similarity, defined as \( \omega_{ij} = \frac{\exp((W_z x_i, W_z x_j))}{\sum_{j=1}^{N_p} \exp((W_z x_i, W_z x_m))} \).
- **Dot product.** \( f \) in \( \omega_{ij} \) is defined as a dot-product similarity, formulated as \( \omega_{ij} = \frac{\langle W_z x_i, W_z x_j \rangle}{N_p} \).
- **Concat.** It is defined as \( \omega_{ij} = \frac{\text{ReLU}(W_z x_i, W_z x_j)}{N_p} \).

We illustrate the architecture of two most widely-used instantiations, Embedded Gaussian and Gaussian, in Figure 3(a) and 3(b). The non-local block can be regarded as a query-specific global context modeling block, which strengthens the feature at a query position by a query-specific global context vector, computed by a weighted sum over all positions. The weights are determined by a similarity between two positions, and the weights over all positions form an attention map for one query position. The time and space complexity of the non-local block are heavy in that they are both quadratic to the number of positions \( N_p \). Likely as a result, it is applied to only a few places in a network architecture, e.g. as one block inserted into the Mask R-CNN framework.

The non-local block [5] is proven to benefit many visual recognition tasks, such as object detection/instance segmentation, and action recognition. It is believed that such effectiveness arises from effective learning of pairwise pixel relations [5]. Nevertheless, direct evidence and an in-depth study of this has been lacking. In the following, we analyze what is truly learnt in non-local networks, both qualitatively and statistically. Such a study shed light on the behavior of non-local networks.

3.2 Analysis

3.2.1 Visualization

To intuitively understand the behavior of the non-local block, we first visualize the attention maps for different query positions. As different instantiations achieve comparable performance [5], here we only visualize the most widely-used version, Embedded Gaussian, which has the same formulation as the block proposed in [6]. Since attention maps in videos are hard to visualize and understand, we only show visualizations on object detection/instance
segmentation, which takes images as input. Following the standard setting of non-local networks for object detection [5], we conduct experiments on Mask R-CNN with FPN and ResNet50, and only add one non-local block right before the last residual block of res4.

In Figure 2, we randomly select six images from the COCO dataset, and visualize three different query positions (red points) and their query-specific attention maps (heatmaps) for each image. We surprisingly find that for different query positions, their attention maps are almost the same. This suggests that it may be redundant for the non-local block to compute different attention maps for different positions in object detection, as the non-local block may not learn pixel-pixel relationships in this task but rather just global context. This observation motivates us to delve deep into the design of non-local block, to understand its real behavior.

### 3.2.2 Statistical Analysis

To more rigorously verify the phenomenon observed from the visualization, we statistically compare the differences (cosine distances) between the input features and the output features of different positions. Denote \( \mathbf{v}_i \) as the feature vector for position \( i \). The average distance measure is defined as

\[
\text{avg} \_ \text{dist} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{dist} (\mathbf{v}_i, \mathbf{v}_j),
\]

where \( \text{dist}(\cdot, \cdot) \) is the distance function between two vectors. Cosine distance is a widely-used distance measure, defined as

\[
\text{dist} (\mathbf{v}_i, \mathbf{v}_j) = (1 - \cos(\mathbf{v}_i, \mathbf{v}_j)) / 2.
\]

### Different Non-local Instantiations/Tasks

The average cosine distances are computed between input features, attention maps and output features of different positions, with four instantiations of the non-local block on three standard tasks: object detection on COCO, action recognition on Kinetics, and image classification on ImageNet. In detail, we compute the cosine distance between three kinds of vectors, the non-local block inputs (\( \mathbf{v}_i \leftarrow \mathbf{x}_i \), ‘input’ in

| Dataset   | Method     | AP\textsuperscript{bbox} | AP\textsuperscript{bbox} | cosine distance mean | cosine distance std |
|-----------|------------|---------------------------|---------------------------|----------------------|---------------------|
|          |            |                           |                           |                       |                     |
| COCO      | baseline   | 37.2                      | 33.8                      | 0.372                | 0.177               |
|          | Gaussian   | 38.0                      | 34.8                      | 0.402                | 0.020               |
|          | E-Gaussian | 38.0                      | 34.7                      | 0.405                | 0.020               |
|          | Dot product| 38.1                      | 34.8                      | 0.393                | 0.004               |

| Kinetics  | Method     | Top-1 | Top-5 | cosine distance mean | cosine distance std |
|-----------|------------|-------|-------|----------------------|---------------------|
|          | baseline   | 74.9  | 91.9  | 0.345                | 0.056               |
|          | Gaussian   | 76.0  | 92.3  | 0.358                | 0.003               |
|          | E-Gaussian | 75.9  | 92.2  | 0.353                | 0.099               |
|          | Dot product| 75.4  | 92.2  | 0.354                | 0.048               |

| ImageNet  | Method     | Top-1 | Top-5 | cosine distance mean | cosine distance std |
|-----------|------------|-------|-------|----------------------|---------------------|
|          | baseline   | 76.5  | 93.4  | 0.045                | 0.011               |
|          | Gaussian   | 77.1  | 93.6  | 0.301                | 0.115               |
|          | E-Gaussian | 77.2  | 91.9  | 0.396                | 0.098               |
|          | Dot product| 77.0  | 93.5  | 0.379                | 0.023               |

| Dataset   | Method     | AP\textsuperscript{bbox} | AP\textsuperscript{bbox} | cosine distance mean | cosine distance std |
|-----------|------------|---------------------------|---------------------------|----------------------|---------------------|
| COCO      | baseline   | 37.2                      | 33.8                      | 0.372                | 0.177               |
|          | Gaussian   | 38.0                      | 34.8                      | 0.402                | 0.020               |
|          | E-Gaussian | 38.0                      | 34.7                      | 0.405                | 0.020               |
|          | Dot product| 38.1                      | 34.8                      | 0.393                | 0.004               |

| Kinetics  | Method     | Top-1 | Top-5 | cosine distance mean | cosine distance std |
|-----------|------------|-------|-------|----------------------|---------------------|
|          | baseline   | 74.9  | 91.9  | 0.345                | 0.056               |
|          | Gaussian   | 76.0  | 92.3  | 0.358                | 0.003               |
|          | E-Gaussian | 75.9  | 92.2  | 0.353                | 0.099               |
|          | Dot product| 75.4  | 92.2  | 0.354                | 0.048               |

| ImageNet  | Method     | Top-1 | Top-5 | cosine distance mean | cosine distance std |
|-----------|------------|-------|-------|----------------------|---------------------|
|          | baseline   | 76.5  | 93.4  | 0.045                | 0.011               |
|          | Gaussian   | 77.1  | 93.6  | 0.301                | 0.115               |
|          | E-Gaussian | 77.2  | 91.9  | 0.396                | 0.098               |
|          | Dot product| 77.0  | 93.5  | 0.379                | 0.023               |
TABLE 2: Statistical analysis of non-local block (Embedded Gaussian) at different stages on four tasks.

| Dataset     | Stage | $\text{AP}^\text{bbox}$ | $\text{AP}^\text{mask}$ | cosine distance |
|------------|-------|------------------|-----------------|-----------------|
| COCO       | c3    | 37.5             | 34.4            | 0.326 0.004 0.009 |
|            | c4    | 38.1             | 34.8            | 0.401 0.012 0.020 |
|            | c5    | 38.2             | 35.1            | 0.372 0.024 0.042 |
| Kinetics   | Stage | Top-1            | Top-5           | cosine distance |
|            | c3    | 73.3             | 92.1            | 0.397 0.001 0.008 |
|            | c4    | 75.4             | 92.1            | 0.395 0.001 0.001 |
| ImageNet   | Stage | input             | output          | cosine distance |
|            | c3    | 77.0             | 91.4            | 0.248 0.067 0.041 |
|            | c4    | 77.2             | 93.5            | 0.301 0.074 0.115 |
|            | c5    | 76.5             | 93.2            | 0.257 0.013 0.033 |

TABLE 3: Fine-grained statistical analysis of non-local block (Embedded Gaussian and Gaussian) on four tasks.

| Dataset     | Method       | cosine distance |
|------------|--------------|-----------------|
| COCO       | E-Gaussian   | 0.301 0.234 0.264 |
|            | Gaussian     | 0.358 0.234 0.264 |
| Kinetics   | E-Gaussian   | 0.345 0.234 0.264 |
|            | Gaussian     | 0.345 0.234 0.264 |
| ImageNet   | E-Gaussian   | 0.301 0.234 0.264 |
|            | Gaussian     | 0.301 0.234 0.264 |

TABLE 4: Statistical analysis using four instantiations of non-local blocks on Cityscape semantic segmentation. 'input' denotes the input of the non-local block ($x_i$), 'output' denotes the output of the non-local block ($z_i - x_i$), 'att' denotes the attention map of query positions ($\omega_i$).

| Method | mIoU | input | output | att |
|--------|------|-------|--------|-----|
| Gaussian | 76.47 | 0.318 | 0.433 | 0.478 |
| E-Gaussian | 77.59 | 0.315 | 0.393 | 0.354 |
| Dot product | 77.74 | 0.323 | 0.386 | 0.331 |
| Concat | 77.78 | 0.321 | 0.002 | 0.001 |

细粒度的统计分析。为了分析这种现象，我们对两种最广泛采用的非局部块的形式嵌入式高斯和高斯进行了更细粒度的统计分析。

对于嵌入式高斯，我们计算输入特征之间的平均余弦距离（input），特征在$W_k$中变换后（key），特征在$W_q$变换后（query），不同的query特征变换后的内部产品（prod），注意力映射（att），以及输出特征变换后（output），如图3(b)所示。对于高斯，如图3(a)所示。我们计算平均余弦距离，不同查询特征变换后（input），不同查询特征变换后（output）。
Fig. 4: Architecture of the main blocks. The feature maps are shown as feature dimensions, e.g. CxHxW denotes a feature map with channel number C, height H and width W. ⊙ denotes matrix multiplication, ⊕ denotes broadcast element-wise addition, and ⊗ denotes broadcast element-wise multiplication.

4 Method

In the last section, both qualitative and statistical analysis indicate that non-local blocks tend to learn query-independent attention maps in many visual recognition tasks, instead of query-dependent context as implied by the formulation. This finding challenges the necessity of the query-dependent formulation in the original non-local block, and raises the question of whether explicit query-independent attention maps perform worse than the original query-dependent formulation. We answer this in the following subsections. We first present a simplified non-local formulation by explicitly making the attention maps query-independent in Section 4.1. We will show in experiments that this simplified formulation can significantly reduce computation yet maintain accuracy. Then in Section 4.2, we abstract this simplified non-local formulation into a general global context modeling framework, which interestingly also operates like the popular SE block [2]. Finally, in Section 4.3, we present our global context block, which is a new instantiation of the general framework by combining the strengths of the simplified non-local block and the SE block [2].

4.1 Simplifying the Non-local Block

As the widely-adopted Embedded Gaussian instantiation achieves representative performance on all three standard tasks, as shown in Table 1, we adopt the Embedded Gaussian as the basic non-local block in the following sections. Based on the observation that the attention maps for different query positions are almost the same, we simplify the non-local block by computing a global (query-independent) attention map and share this global attention map across all query positions. Following the results in [3] that variants with and without $W_z$ achieve comparable performance, we omit $W_z$ in the simplified version. Our simplified non-local block is defined as

$$z_i = x_i + \sum_{j=1}^{N} \text{softmax} \left( \sum_{m=1}^{N} \frac{\text{exp}(W_k x_j)}{N} \right) W_v \cdot x_j,$$

where $W_k$ and $W_v$ denote linear transformation matrices.

To further reduce the computational cost of this simplified block, we apply the distributive law to move $W_v$ outside of the attention pooling, as

$$z_i = x_i + W_v \sum_{j=1}^{N} \frac{\text{exp}(W_k x_j)}{\sum_{m=1}^{N} \text{exp}(W_k x_m)} x_j.$$  (3)

This version of simplified non-local block is illustrated in Figure 4(b). After moving $W_v$ outside of attention pooling, the FLOPs of this 1x1 convolution $W_v$ is reduced from $O(HWC^2)$ to $O(C^2)$.

Different from the traditional non-local block, the second term in Eqn. 3 is independent of the query position $i$, which means that this term is shared across all query positions $i$. We thus directly model global context as a weighted sum of the features at all positions, and aggregate (add) the global context features to the features at each query position. In experiments, we directly replace the non-local (NL) block with our simplified non-local (SNL) block, and evaluate accuracy and computation cost on four tasks, object detection on COCO, semantic segmentation on Cityscapes, ImageNet classification, and action recognition on Kinetics, shown in Tables 5(a), 8(a), 12(a) and 10. As expected, the SNL block achieves performance comparable to (or slightly below) the NL block with significantly lower FLOPs.

4.2 Global Context Modeling Framework

As shown in Fig. 4(b), the simplified non-local block can be abstracted into three parts: (a) global attention pooling, which adopts a 1x1 convolution $W_k$ and a softmax function to obtain the attention weights, and then performs attention pooling to obtain the global context features; (b) feature transform via a 1x1 convolution $W_v$; (c) feature aggregation, which employs addition to aggregate global context features to each position.

We regard this abstraction as a global context modeling framework, illustrated in Figure 4(a) and defined as

$$z_i = F \left( x_i, \delta \left( \sum_{j=1}^{N} \alpha_j x_j \right) \right),$$  (4)

where (a) $\sum_j \alpha_j x_j$ denotes the context modeling module which groups the features of all positions together via weighted averaging
with weight $\alpha_j$ to obtain the global context features (global attention pooling in the simplified NL (SNL) block); (b) $\delta(\cdot)$ denotes the feature transform to capture channel-wise dependencies (1x1 convolution in the SNL block); and (c) $F(\cdot, \cdot)$ denotes the fusion function to aggregate the global context features to the features of each position (broadcast element-wise addition in the SNL block).

Interestingly, the squeeze-excitation (SE) block proposed in [2] is also an instantiation of our proposed framework, which consists of: (a) global average pooling for global context modeling (set $\alpha_j = \frac{1}{N}$ in Eqn. [4]), called the squeeze operation in the SE block; (b) a bottleneck transform module (let $\delta(\cdot)$ in Eqn. [4] be one 1x1 convolution, one ReLU, one 1x1 convolution and a sigmoid function, sequentially), to compute the importance for each channel, called the excitation operation in the SE block; and (c) a rescaling function for fusion (let $F(\cdot, \cdot)$ in Eqn. [4] be element-wise multiplication), to recalibrate the channel-wise features.

### 4.3 Global Context Block

Here we propose a new instantiation of the global context modeling framework, named the global context (GC) block, which can effectively model long-range dependency as a simplified non-local block, and is lightweight for application to all layers with a small increase in FLOPs.

In the simplified non-local block, shown in Figure 4(b), the transform module has the largest number of parameters, including from one 1x1 convolution with C-C parameters. When we add this SNL block to higher layers, e.g. res$_6$, the number of parameters of this 1x1 convolution, C=$2048$-$2048$, dominates the number of parameters of this block. Hence, this 1x1 convolution is replaced by a bottleneck transform module, which significantly reduces the number of parameters from C-C to 2-C/C$r$, where $r$ is the bottleneck ratio and C/r denotes the hidden representation dimension of the bottleneck. With the default reduction ratio set to $r=16$, the number of parameters for the transform module can be reduced to 1/8 of the original SNL block. More results on different values of bottleneck ratio $r$ are shown in Table 5(e).

As the two-layer bottleneck transformation increases the difficulty of optimization, we add layer normalization inside the bottleneck transformation (before ReLU) to ease optimization, as well as to act as a regularizer that can benefit generalization. As shown in Table 5(d), layer normalization can significantly enhance the performance of object detection and segmentation on COCO.

The detailed architecture of the global context (GC) block is illustrated in Figure 4(c) and formulated as

$$z_i = x_i + W_{c2}\text{ReLU}\left(\text{LN}\left(W_{c1}\sum_{j=1}^{N_p} \frac{e^{W_k x_j}}{\sum_{m=1}^{N_p} e^{W_k x_m}} x_j\right)\right), \quad (5)$$

where $\alpha_j = \frac{1}{\sum_{m=1}^{N_p} e^{W_k x_m}}$ is the weight for global attention pooling, and $\delta(\cdot) = \frac{1}{W_{c2}}\text{ReLU}(\text{LN}(W_{c1}(\cdot)))$ denotes the bottleneck transform. Specifically, our GC block consists of: (a) global attention pooling for context modeling; (b) bottleneck transform to capture channel-wise dependencies; and (c) broadcast element-wise addition for feature fusion.

Since the GC block is lightweight, it can be applied in multiple layers to better capture long-range dependency with only a slight increase in computation cost. Taking ResNet-50 for ImageNet classification as an example, GC-ResNet-50 denotes adding the GC block to all layers (c3+c4+c5) in ResNet-50 with a bottleneck ratio of 16. GC-ResNet-50 increases ResNet-50 computation from $\sim 3.86$ GFLOPs to $\sim 3.87$ GFLOPs, corresponding to a 0.26% relative increase. Also, GC-ResNet-50 introduces $\sim 2.52$M additional parameters beyond the $\sim 25.56$M parameters required by ResNet-50, corresponding to a $\sim 9.86\%$ increase.

Global context can benefit a wide range of visual recognition tasks, and the flexibility of the GC block allows it to be plugged into network architectures used in various computer vision problems. In this paper, we apply our GC block to four general vision tasks – image recognition, object detection/instance segmentation, semantic segmentation and action recognition – and observe significant improvements in all four.

#### Relationship to non-local block

As the non-local block actually learns query-independent global context, the global attention pooling of our global context block models the same global context as the NL block but with significantly lower computation cost. As the GC block adopts the bottleneck transform to reduce redundancy in the global context features, the number of parameters and FLOPs are further reduced. The FLOPs and number of parameters of the GC block are significantly lower than that of the NL block, allowing our GC block to be applied to multiple layers with just a slight increase in computation, while better capturing long-range dependency and aiding network training.

#### Relationship to squeeze-excitation block

The main difference between the SE block and our GC block is the fusion module, which reflects the different goals of the two blocks. The SE block adopts rescaling to recalibrate the importance of channels but inadequately models long-range dependency. Our GC block follows the NL block by utilizing addition to aggregate global context to all positions for capturing long-range dependency. A second difference is with the layer normalization in the bottleneck transform. As our GC block adopts addition for fusion, layer normalization can ease optimization of the two-layer architecture for the bottleneck transform, which can lead to better performance. Third, global average pooling in the SE block is a special case of global attention pooling in the GC block. Results in Tables 5(d), 5(f) and 8(b) show the superiority of addition in the fusion module, layer normalization in the two-layer bottleneck, and the global attention pooling, compared to the SE block, respectively.

### 5 Experiments

To evaluate the proposed method, we carry out experiments on four basic tasks: object detection/instance segmentation on COCO, image classification on ImageNet, action recognition on Kinetics, and semantic segmentation on Cityscapes. Experimental results demonstrate that the proposed GCNet generally outperforms non-local networks with significantly lower FLOPs.

#### 5.1 Object Detection/Instance Segmentation on COCO

We investigate our model on object detection and instance segmentation on COCO 2017 [63], whose train set is comprised of 118k images, validation set of 5k images, and test-dev set of 20k images. We follow the standard setting [7] of evaluating object detection and instance segmentation via the standard mean average-precision scores at different boxes and the mask IoUs.

**Setup.** Our experiments are implemented with PyTorch [67] based on open source mmdetection [68]. Unless otherwise noted, our GC block of ratio $r=16$ is applied to stages c3, c4, c5 of ResNet/ResNeXt.
The standard COCO metrics including AP, AP$_{50}$, and AP$_{75}$ for both bounding boxes and segmentation masks are reported.

**Training.** We use the standard configuration of Mask R-CNN with FPN, for object detection and instance segmentation on COCO 2017 validation set.

**Bottleneck design.** The effects of each component in the bottleneck transform are shown in Table 3d. w/o ratio denotes the simplified NLNet using one 1x1 convolution as the transform, which has more parameters compared to the baseline. Even though r16 and r16+ReLU have much fewer parameters than the w/o ratio variant, two layers are found to be harder to optimize and lead to worse performance than a single layer. So LayerNorm (LN) is exploited to ease optimization, leading to performance similar to w/o ratio but with much fewer #params.

**Positions.** The NL block is inserted after the residual block (afterAdd), while the SE block is integrated after the last 1x1 convolution inside the residual block (after1x1). In Table 3b, we investigate both cases with the GC block and they yield similar results. Hence, we adopt after1x1 as the default.

**Blocks design.** Following [1], we insert 1 non-local block (NL), 1 simplified non-local block (SNL), or 1 global context block (GC) right before the last residual block of c4. Table 3a shows that both SNL and GC achieve performance comparable to NL with fewer parameters and less computation, indicating redundancy in computation and parameters in the original non-local design. Furthermore, adding the GC block in all residual blocks yields higher performance (1.1%↑ on AP$_{bbox}$ and 0.9%↑ on AP$_{mask}$) with a slight increase in FLOPs and #params.

**5.1.1 Ablation Study**

The ablation study is done on the COCO 2017 validation set. The standard COCO metrics including AP, AP$_{50}$, and AP$_{75}$ for both bounding boxes and segmentation masks are reported.
### Table 7: Results of GCNet (ratio 4 and 16) with stronger backbones on COCO 2017 validation and test-dev sets.

| backbone | APbbox | APmask | APbbox+mask | APmask+stack | FLOPS (G) |
|----------|--------|--------|-------------|-------------|-----------|
| R50      | baseline | 37.2  | 50.0  | 33.8  | 55.4  | 35.9  | 279.4G |
|          | +GC r16  | 39.4  | 61.6  | 35.7  | 58.4  | 37.6  | 279.6G |
|          | +GC r4   | 39.9  | 62.2  | 36.2  | 58.7  | 38.3  | 279.6G |
| R101     | baseline | 39.8  | 61.3  | 36.0  | 57.9  | 38.3  | 354.3G |
|          | +GC r16  | 41.1  | 63.6  | 37.0  | 60.1  | 39.6  | 354.3G |
|          | +GC r4   | 41.7  | 63.7  | 37.5  | 60.5  | 39.8  | 354.3G |
| X101     | baseline | 41.2  | 63.0  | 37.3  | 59.7  | 39.9  | 536.9G |
|          | +GC r16  | 42.4  | 64.6  | 38.0  | 60.9  | 40.5  | 536.9G |
|          | +GC r4   | 42.9  | 65.2  | 38.5  | 61.8  | 40.9  | 536.9G |
| X101+DCN | baseline | 44.7  | 63.0  | 38.3  | 59.9  | 41.3  | 547.8G |
|          | +Cascade | 45.9  | 64.8  | 39.3  | 61.8  | 42.1  | 547.8G |
| X101+4Conv16+DCN+Cascade | baseline | 47.6  | 66.1  | 40.4  | 63.1  | 43.7  | 547.8G |
|          | +GC r16  | 47.9  | 66.9  | 40.9  | 63.7  | 44.1  | 547.8G |
|          | +GC r4   | 47.9  | 66.9  | 41.0  | 64.0  | 44.0  | 547.8G |
| X101 4Conv16+DCN+Cascade | 4Conv16 | 51.8  | 70.4  | 44.7  | 67.9  | 48.4  | 1040.6G |

### Table 8: Ablation study of GCNet on ImageNet validation set.

| (a) test on validation set | Top-1 Acc | Top-5 Acc | #params(M) | FLOPs(G) |
|---------------------------|-----------|-----------|------------|----------|
| baseline                  | 76.51     | 93.35     | 25.56      | 3.86     |
| +1NL                      | 77.21     | 93.64     | 27.66      | 4.11     |
| +ISNL                     | 77.10     | 93.56     | 26.61      | 3.86     |
| +1GC                      | 77.20     | 93.47     | 25.69      | 3.86     |
| +all GC                   | 77.49     | 93.67     | 28.08      | 3.87     |

| (b) test on test-dev set  | Top-1 Acc | Top-5 Acc | #params(M) | FLOPs(G) |
|---------------------------|-----------|-----------|------------|----------|
| baseline                  | 76.51     | 93.35     | 25.56      | 3.86     |
| avg+scale                 | 77.14     | 93.57     | 28.07      | 3.87     |
| avg+add                   | 77.16     | 93.63     | 28.07      | 3.87     |
| att+scale                 | 77.18     | 93.58     | 28.08      | 3.87     |
| att+add                   | 77.49     | 93.67     | 28.08      | 3.87     |

2.4% ↑ in APbbox.

**Longer Training** We also trained our model for 24 epochs which is roughly the same as the 2x schedule in [71]. As shown in [6(b)], GCNet does not saturate and greater performance gain is observed, which indicates the large potential capacity of GCNet.

### 5.1.2 Experiments on Stronger Backbones

We evaluate our GCNet on stronger backbones, by replacing ResNet-50 with ResNet-101 and ResNeXt-101 [15], adding deformable convolution to multiple layers (c3+c4+c5) [17], [18] and adopting the Cascade strategy [74]. The results of our GCNet with GC blocks integrated in all layers (c3+c4+c5) with bottleneck ratios of 4 and 16 are reported. Table 5(a) presents detailed results on the validation set. It is worth noting that even when adopting stronger backbones, the gain of GCNet compared to the baseline is still significant, which demonstrates that our GC block with global context modeling is complementary to the capacity of current models. For the strongest backbone, with deformable convolution and cascade RCNN in ResNeXt-101, our GC block can still boost performance by 0.8% ↑ on APbbox and 0.5% ↑ on APmask. To further evaluate our proposed method, the results on the test-dev set are also reported, shown in Table 7(b). On test-dev, strong baselines are also boosted by large margins by adding GC blocks, which is consistent with the results on the validation set. These results demonstrate the robustness of our proposed method.

### 5.2 Image Classification on ImageNet

ImageNet [64] is a benchmark dataset for image classification, containing 1.28M training images and 50K validation images from 1000 classes. We follow the standard setting in [8] to train deep networks on the training set and report the single-crop top-1 and the top-5 errors on the validation set. Our preprocessing and augmentation strategy follows the baseline proposed in [75] and [2]. Concretely, the following augmentation and preprocessing are performed sequentially during training: [-10°, 10°] random rotation, [3/4, 4/3] random aspect ratio with [80%, 100%] random area crop, 224×224 resizing, horizontally flip with 0.5 probability, [0.6, 1.4] HSV random scaling, and PCA noise sampled from N(0, 0.1). The standard ResNet-50 is trained for 120 epochs on 4 GPUs with 64 images per GPU (effective batch size of 256) with synchronous SGD of momentum 0.9. Cosine learning rate decay is adopted with an initial learning rate of 0.1.

**Block Design.** As done for the block design on COCO, results on different blocks are reported in Table 8(a). The GC block...
performs slightly better than the NL and SNL blocks with fewer parameters and less computation, which indicates the versatility and generalization ability of our design. By inserting GC blocks in all residual blocks (c3+c4+c5), the performance is further boosted (by 0.98%↑ on top-1 accuracy compared to baseline) with marginal computational overhead (0.26% relative increase on FLOPs). In comparison to the baseline, a GC block requires about 250× less computation than an NL block, i.e. 0.001G vs. 0.25G, which is significant.

**Pooling and Fusion.** The functionality of different pooling and fusion methods is also investigated on image classification. Comparing Table 8(b) with Table 5(c), it is seen that attention pooling has greater effect in image classification, which could be one of the missing ingredients in [2]. Also, attention pooling with addition (GCNet) outperforms vanilla average pooling with scaling (SENet with layer norm) by 0.35% on top-1 accuracy with almost the same #params and FLOPs.

**Comparison with Other Approaches.** As shown in Table 9, we compare our approach with other state-of-the-art approaches on image recognition of ImageNet, and find that our GCNet outperforms SENet [2] and CBAM [47].

### 5.3 Action Recognition on Kinetics

For human action recognition, we adopt the widely-used Kinetics [65] dataset, which has ~240k training videos and 20k validation videos in 400 human action categories. All models are trained on the training set and tested on the validation set. Following [5], we report top-1 and top-5 recognition accuracy. We adopt the slow-only baseline in [9], the best single model to date that can utilize weights inflated [39] from the ImageNet pretrained model. The inflated 3D strategy [5] greatly speeds up convergence compared to training from scratch. All the experiment settings follow [9]: the slow-only baseline is trained with 8 frames (8 × 8) as input, and multi(30)-clip validation is adopted.

**Ablation Study.** The ablation study results are reported in Table 10. For the Kinetics experiments, the ratio of GC blocks is set to 4. First, when replacing the NL block with the simplified NL block and GC block, the performance can be regarded as on par (0.19%↓ and 0.11%↓ in top-1 accuracy, 0.15%↑ and 0.14%↑ in top-5 accuracy). As in COCO and ImageNet, adding more GC blocks further improves results and outperforms NL blocks with much less computation.

**Comparison with Other Approaches.** As shown in Table 11, we compare our approach with other state-of-the-art action recognition methods on Kinetics, and find that our GCNet outperforms GloRE [49] and NLNet [5].

### 5.4 Semantic Segmentation on Cityscapes

The Cityscapes [66] dataset is one of the most popular benchmarks for semantic segmentation, consisting of 5,000 high quality pixel-level finely annotated images and 20,000 coarsely annotated images captured from 50 different cities. Only the finely annotated part of the dataset is utilized in our experiments, and is divided into 2,975/500/1,525 for training, validation and testing. In total there are 30 semantic classes provided, 19 of which are used for evaluation. The standard mean Intersect over Union (mIoU) on the validation set is reported for measuring segmentation accuracy.

The training setting and hyper-parameters strictly follow CCNet [43]. The data are augmented by random scaling the original 2048×1014 high resolution images by a factor in [0.5, 2], then randomly cropping to 769×769 patches. The poly learning policy is employed where the initial learning rate 0.01 is multiplied by (1 − iter / iter max)α. SGD training is performed on 4 GPUs with 2 images per GPU with Synchronized Batch Normalization for 160 epochs, which is roughly 60k steps. Following the practice of recent semantic segmentation approaches [24], [26], [41], [42], [43], ResNet-101 pretrained by [76], [77] is used as the backbone, where the downsampling operation in c4,c5 is removed and dilated convolution [78] is incorporated. The backbone is followed by a semantic segmentation head. Like the design in CCNet [43], the c5 feature is encoded by a context operator (e.g. CCNet, GCNet, SNLNet, NLNet) and concatenated with c5 before the pixel-wise classification layer. In the FCN [22] baseline, there is no context operator. As done in previous works [24], [41], [42], [43], an auxiliary head is added after the c4 stage output for a deep supervision loss. We use ratio r = 4 for the GC block as default for semantic segmentation experiments.

**Block Design.** As shown in Table 12(a), the SNL head achieves performance comparable to the NL Head. Hence we argue that the accuracy gains by self-attention can be mainly ascribed the modeling of global context rather than the learning of pairwise relations. Moreover, all heads significantly boost the performance over the baseline, which indicates that long-range dependency is essential in the fine-grained semantic segmentation task. Note that with the GC block incorporated in the head, the GC blocks in the backbone do not have a significant effect because long range dependency is already exploited.

**Pooling and Fusion.** The observations for the pooling and fusion in 12(b) are similar to those of object detection. Moreover, attention pooling with addition (GCNet) outperforms vanilla average pooling with scaling (SENet with layer norm) with almost the
Fig. 5: Visualizations of context modeling attention maps (heatmaps) of GCNet and NLNet (red points denote query positions). Their learnt attention maps are mostly similar. Also, they learn to focus more on hard cases like relatively small size, deformation, occlusion, and blur. Best viewed in color.

Fig. 6: Activation of output of the transform function at different stages of GCNet. Best viewed in color.

Comparison with Other Approaches. As shown in Table 13, we compare our approach with other state-of-the-art approaches on semantic segmentation of Cityscapes, and find that our GCNet achieves performance on par with DANet [42], ANN [79], CCNet [43] and NLNet [5].

5.5 Visualizations

Visualizations of Context Attention Map. In Figure 5 we randomly choose fifteen images from the COCO dataset and visualize their attention maps (softmax output of context modeling module) for GCNet and NLNet. We can observe that NLNet learns similar attention maps for different query points in most cases, which are also similar to the attention maps learnt by GCNet. In addition, we observe that the two models usually focus on small or thin objects like frisbee, skateboard, and snowboard. This may facilitate the detection of these objects, and the accuracy is hence boosted. Also note that the human body is an exception, which is less attended. We hypothesize the reason is because the person class is common enough in the COCO dataset and it is not hard to be detected.

Output Activations of GC Block. We follow [2] to visualize the output activations of GC blocks in different layers. As depicted
in Figure 6, the channel activations are class-agnostic in the shallow layers and more class-dependent in the deeper layers. It is intuitive since for neurons closer to the final classification layer, a higher correlation between activation and class label is expected.

**Illustration of Class Selectivity.** We use the class selectivity index proposed in [45] to study the effect of global context modeling on learned representations. In Figure 7, we plot the distribution of the class selectivity index on ImageNet. We use the last activation of each block in the c4 stage to compute the class selectivity index. The observed pattern is similar to that in GENet [45]. The distributions are almost the same in the first blocks. As the depth increases, GCNet begins to diverge from the baseline. And as shown in the last plot (c4.5.relu) in Figure 7, GCNet exhibits much less class selectivity. Also pointed out in [45], we speculate that there are some cases that suffer from local ambiguity, which would push the baseline network to specialize some neurons to overcome it. Note that the global context computed by GCNet may avoid this burden thus resulting in less class selectivity.

### 6 Conclusion

The long-range dependency modeling of non-local networks intends to model query-specific global context, but we have found empirically that it only models query-independent context on several important visual recognition tasks. Based on this, we simplify non-local networks and abstract this simplified version to a global context modeling framework. Then we propose a novel instantiation of this framework, the GC block, which is lightweight and can effectively model long-range dependency. Our GCNet is constructed via applying GC blocks to multiple layers, which generally outperforms simplified NLNet on major benchmarks for various recognition tasks.

We have verified that the global context block can benefit multiple visual recognition tasks. In the future, the global context block may be extended to the generative models [81], [82], graph learning models [50], [83], and self-supervised models [84].
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