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Abstract
The MuP-2022 shared task focuses on multi-perspective scientific document summarization. Given a scientific document, with multiple reference summaries, our goal was to develop a model that can produce a generic summary covering as many aspects of the document as covered by all of its reference summaries. This paper describes our best official model, a fine-tuned BART\texttt{large}, along with a discussion on the challenges of this task and some of our unofficial models including SOTA generation models. Our submitted model outperformed the given, MuP 2022 shared task baselines on ROUGE-2, ROUGE-L and average ROUGE F1-scores. Code of our submission can be accessed here.

1 Introduction
With the rapidly growing research community, the volume of scientific papers being published every year is also going up. Which makes it nearly impossible for researchers to stay on top of the latest research. Scientific document summarization plays a crucial role in mitigating this problem. However, generating generic summaries for scientific documents is a non-trivial task due to their specific structure, varied content and inclusion of citation sentences. Scientific articles often represent salient information through tables, figures, and pseudocodes (Altmami and Menai, 2020) and mathematical equations. And, generic text does not usually contain such elements.

The two widely used approaches for scientific document summarization are content-based (Collins et al., 2017; Nikolov et al., 2018) and citation-based (Nakov et al.; Abu-Jbara and Radev, 2011; Yasunaga et al., 2019). The former relies on traditional extractive and abstractive methods whereas, the latter locates the target paper by matching a portion of text with the citation sentences.

Almost all traditional summarization models, whether extractive or abstractive, follow supervised learning approach. That means, given a document the model learns to generate its summary based on its given gold (target) summary. However, in real world, summary writing is very subjective. For a given document, there could be multiple different yet valid summaries where each summary writer has written a summary of the same document from their perspective of the document. This subjectivity raises concerns about the evaluation ability of the model that is presented with only one gold summary. The MuP-2022 shared task is a novel attempt to address this concern. The goal of multi-perspective summarization task is to develop models that are capable of leveraging multiple gold summaries to generate one generic summary.

MuP-2022 shared task data contains a collection of scientific documents with multiple summaries. These summaries were collected by first taking (one or) multiple scientific peer reviews for each document and then extracting the introductory paragraph that summarizes the key contributions of the paper from the reviewer’s perspective.

For this task, we explored several pretrained sequence-to-sequence models such as BART (Lewis et al., 2020), T5 (Raffel et al., 2020), and ProphetNet (Qi et al., 2020). We also experimented with: a two-stage fine-tuning approach using the SciTLDR dataset (Cachola et al., 2020) and the divide and conquer approach, by (Gidiotis and Tsoumakas, 2020), that first divides the document into multiple sections to obtain section-wise summaries, and then aggregates all partial summaries to form the complete summary.

For the MuP 2022 shared task dataset, our fine-tuned BART\texttt{large} model remained the best among all our experiments by achieving 40.68 ROUGE-1 F1-score and 26.04 average ROUGE F1-score.

2 Related Work
Research on summarizing scientific documents has been widely explored in recent years. It is perti-
not to note that there is a great deal of variation in the density of information covered (Over and Yen, 2004), the level of details, and the organization of the content within the scientific document summaries. Recent work by (Fabbri et al., 2021) uses question threads from the Yahoo forum to build the multi-perspective answer summarization corpus. Meng et al., (2021) present FactSum that contains four summaries for each paper covers different aspects, they can provide summaries based on user requests.

A number of scholarly document summarization datasets, including PubMed and arXiv (Cohan et al., 2018), were used for training neural models ScisummNet (Yasunaga et al., 2019) and SciTLDR for extreme summarization (Cachola et al., 2020). Unlike these datasets, MuP2022 shared task organizers released a multi-perspective summarization dataset for scientific documents.

Various generation models, including BART, T5, ProphetNet, and PEGASUS, have shown great performance in summarization tasks. In particular, models like Big Bird (Zaheer et al., 2021) and Longformer (Beltagy et al., 2020) were released to handle long documents.

## 3 Corpus Description

The multi-perspective scientific document summarization task aims to generate a summary that covers various aspects of the document. Evaluating such a system with just one gold (or reference) summary negatively impacts the goal, as summaries are usually very subjective. Considering the fact that multiple summaries would help cover more different perspectives of the scientific document, which a single summary might have missed.

MuP2022 (Cohan et al., 2022) shared task data\(^1\) contains multiple reference summaries for majority of the training set documents, and all of the development set documents also had a minimum of 3 reference summaries. The corpus consists of around 10K papers and 26.5K summaries. The average length of the summaries is 114.3 words long.

## 4 Methodology

Self-supervised pretrained models like BART (Lewis et al., 2020), T5 (Raffel et al., 2020), XLNet (Yang et al., 2019), ProphetNet (Qi et al., 2020), PEGASUS (Zhang et al., 2020) have been effective for many generative tasks. We experiment with these pre-trained models and fine-tune them on MuP dataset for this task.

**BART** is a transformer-based (Vaswani et al., 2017) standard sequence-to-sequence model modified to work as an auto-encoder (Lewis et al., 2020). A self-supervised autoencoder is trained on the corrupted text (addition of noise) and uses a language model to reconstruct the original text with the true replacement of corrupted tokens. BART uses five “noising” methods: token masking, token deletion, text infilling, sentence permutation, and document rotation.

**T5** or **Text to Text Transfer Transformer** (Raffel et al., 2020) is a transformer-based approach that converts all the text-based language problems into the text-to-text format. This strategy allows the use of the same model architecture across a diverse set of tasks. T5 is pretrained on a multi-task mixture of supervised and unsupervised tasks using the common crawled corpus. We fine tune T5 base model on MuP corpus.

**ProphetNet** (Qi et al., 2020) is a sequence-to-sequence pretraining model. The unique objective of this model is to predict the future n-grams as the self-supervised training strategy. Unlike the traditional sequence-to-sequence models, ProphetNet is optimized by n-step ahead prediction instead of one-step-ahead prediction. We experimented with ProphetNet models with and without fine-tuned on the CNN/DailyMail dataset.

**SciTLDR** (Cachola et al., 2020) approach aims at creating extremely short summaries (TLDRs) for scientific documents. For this task, the authors introduced a SciTLDR dataset of 5400 TLDRs over 3200 papers.

**DANCER** (Gidiotis and Tsoumakas, 2020)

Most of the extractive and abstractive methods for scientific document summarization typically consider the input as abstract and/or full text of the article to generate the abstract-like summary. In contrast, DANCER divides the source text into multiple sections, generates an individual summary for

\(^{1}\)https://github.com/allenai/mup

|        | Train | Validation |
|--------|-------|------------|
| #Pairs | 18934 | 3604       |
| #Unique Pairs | 8382 | 1060       |

|        | Text   | Summary |
|--------|--------|---------|
| #Avg Words | 2671.41 | 113.57  |
| #Avg Sentences | 122.35 | 4.78    |

Table 1: MuP Data Statistics
## Experiments

All of our experiments were performed on the same splits of train, validation and test sets as provided by the organizers. Table 1 shows the data statistics. We used NLTK tokenizer and the simplified version data released by the task organizers to report all the counts mentioned in Table 1.

The following subsections detail various categories of experiments. We hypothesise that various sections of the source document may contribute in multi-perspective reviews of the document reviews. The subsection 5.3 and 5.4 detail the experiments conducted, specifically, to capture various sections of the document.

### 5.1 Existing Pre-trained Generation models

We experimented with existing SOTA generation models like BART (Lewis et al., 2020), T5 (Raffel et al., 2020) and ProphetNet (Qi et al., 2020). Table 3 details the general experimental setup for each.

Experiments were conducted with different versions of these models, such as DistilBART-cnn, BARTbase, BARTbase-cnn (base model of BART fine-tuned on CNN dataset), and ProphetNet-cnn.

Among all these, BARTlarge achieved better performance for the MuP task. We use the BARTlarge model fine-tuned on the CNN/DailyMail dataset (Hermann et al., 2015) to initialize our model.

### 5.2 Two Stage Fine-tuning

In order to follow TLDR (Cachola et al., 2020) approach, we attempted two stage fine tuning. Using the available checkpoints in the Hugging Face Transformers Library (Wolf et al., 2020), first we fine-tune the BART model on the SciTLDR dataset for 10 epochs with the max source and target token lengths of 1024 and 150 respectively. In the second stage, we fine-tune this model on the MuP dataset, with the same settings. However, as the bottom line of the Table 2 shows, this approach did not help with this MuP task.

### 5.3 Data Variation

The entire MuP dataset was released in two formats: one that consisted of the full-text of the scientific document along with meta-data and second, a simplified version of the source document. This simplified content is basically the pre-processed initial 2000 tokens of the documents’ introduction sections.

We conducted a few experiments, with our submitted model, to investigate the contribution of various sections of these documents in the target summaries. For this, we created four categories of training, validation and test sets such that each category’s source content consisted of one of the following combinations of sections of the source document:

1. **Introduction**: Only the introduction section of the document was used as the input to the BART model.
2. **Abstract + Introduction**: Both abstract and introduction sections, in concatenation, were utilized as the input for the BART model.
3. **Abstract + Introduction + Conclusion**: The BART model was fed with a combination of abstract, introduction and conclusion sections (if available) of the document.
4. **Abstract + Conclusion**: A combination of abstract and conclusion section was used as the input to the BART model.

First, we separately fine-tuned our BARTlarge model using the training and validation data of...
Train & Val Data | Test Data
--- | ---
| R-1 | R-2 | R-L | Avg R-f | | R-1 | R-2 | R-L | Avg R-f |
| 40.68 | 12.47 | 24.99 | 26.05 | ✓ | ✓ | 
| 40.67 | 12.5 | 24.93 | 26.03 | ✓ | ✓ | 
| 40.47 | 12.29 | 24.76 | 25.84 | ✓ | ✓ | 
| 40.34 | 12.28 | 24.79 | 25.8 | ✓ | ✓ | 
| 40.33 | 12.28 | 24.75 | 25.79 | ✓ | ✓ | 
| 40.39 | 12.25 | 24.73 | 25.79 | ✓ | ✓ | 
| 40.23 | 12.32 | 24.77 | 25.77 | ✓ | ✓ | 
| 40.23 | 12.17 | 24.6 | 25.67 | ✓ | ✓ | 
| 40.1 | 12.25 | 24.63 | 25.66 | ✓ | ✓ | 
| 40.22 | 12.13 | 24.54 | 25.63 | ✓ | ✓ | 

Table 4: Impact of Data Variations

5.4 Divide and Conquer Approach

Following the DANCER approach, we prepare the training, validation and test inputs by dividing each corresponding source documents into four sections: Abstract, Introduction, Results and Discussion, and Conclusion. We fine-tuned the BART model on each section of information separately and combined all the summaries at the end to get the final generated summary.

5.5 Impact of Hyperparameters

In order to find the optimal architecture for our BART_{large} model, we experimented with number-of-epochs (1, 2, 3, 5) with default max-target-length of 128, where fine-tuning with 2 epochs showed better performance. We then tested for max-target-lengths (128, 150, 200) with 2 epochs. Where max-target-length 150 gave slightly better performance than the remaining. Tables 5 and 6 detail the corresponding ROUGE f1-scores.

| Epochs | R-1 | R-2 | R-L | Avg R-f |
| --- | --- | --- | --- | --- |
| 1 | 40.5 | 12.48 | 24.88 | 25.95 |
| 2 | 40.57 | 12.49 | 24.98 | 26.01 |
| 3 | 40.31 | 12.23 | 24.8 | 25.78 |
| 5 | 40.35 | 12.02 | 24.59 | 25.65 |

Table 5: Impact of number-of-Epochs Variation

| Epochs | Max Target Length | R-1 | R-2 | R-L | Avg R-f |
| --- | --- | --- | --- | --- | --- |
| 2 | 128 | 40.57 | 12.49 | 24.98 | 26.01 |
| 2 | 150 | 40.68 | 12.47 | 24.99 | 26.05 |
| 2 | 200 | 40.67 | 12.47 | 24.99 | 26.04 |
| 5 | 128 | 40.35 | 12.02 | 24.59 | 25.65 |
| 5 | 150 | 40.31 | 12.1 | 24.66 | 25.69 |

Table 6: Impact of Max-Target-Length Variation

6 Results & Discussion

For the MuP task, we experimented with various pre-trained generation models, a couple of scientific document summarization approaches, methods to cover different sections of the document and parameter settings. As shown in Table 2, among all of these the BART_{large}cnn (our submitted) model performed the best. This model was fine-tuned for 2 epochs with max-target-length 150 and data combination 1-2 (as mentioned in section 5.3). With this model, we secured 3rd rank in the MuP-2022 shared task.

While the MuP task considers summaries from multiple reviewers as different “perspectives”, most of these summaries cover only the major contributions of the paper. These summaries, though diverse in their construction, do not look at the research paper from different points-of-view. We see a validation of this claim from the results in table 4, where model trained on “introduction” section alone outperforms all other combinations.
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