ABSTRACT

We study the problem of discriminative sub-trajectory mining. Given two groups of trajectories, the goal of this problem is to extract moving patterns in the form of sub-trajectories which are more similar to sub-trajectories of one group and less similar to those of the other. We propose a new method called Statistically Discriminative Sub-trajectory Mining (SDSM) for this problem. An advantage of the SDSM method is that the statistical significance of extracted sub-trajectories are properly controlled in the sense that the probability of finding a false positive sub-trajectory is less than a specified significance threshold $\alpha$ (e.g., 0.05), which is indispensable when the method is used in scientific or social studies under noisy environment. Finding such statistically discriminative sub-trajectories from massive trajectory dataset is both computationally and statistically challenging. In the SDSM method, we resolve the difficulties by introducing a tree representation among sub-trajectories and running an efficient permutation-based statistical inference method on the tree. To the best of our knowledge, SDSM is the first method that can efficiently extract statistically discriminative sub-trajectories from massive trajectory dataset. We illustrate the effectiveness and scalability of the SDSM method by applying it to a real-world dataset with 1,000,000 trajectories which contains 16,723,602,505 sub-trajectories.
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1 INTRODUCTION

Due to the rapid advance in location measurement technologies of moving objects, knowledge discovery from trajectory data, referred to as Trajectory Mining, has been increasingly important [29]. There is a variety of tasks in trajectory mining, e.g., discovering groups of objects that move together [19, 28], finding representative or common trajectories shared by different moving objects [12, 13, 27], identifying groups of moving objects that travel a common sequence of locations [23], and so on.

In this paper, we focus on the problem of discriminative sub-trajectory mining. Given two groups of trajectories, the goal of discriminative sub-trajectory mining is to find moving patterns in the form of sub-trajectories which are more similar to sub-trajectories in one group and less similar to those in the other group. In many areas of scientific and social studies, discriminative sub-trajectory mining would be useful for finding moving patterns that are specific to certain experimental, environmental or social conditions.

A naive solution for discriminative sub-trajectory mining is two-step approach, in which frequent/representative sub-trajectories are first extracted to construct a dictionary of sub-trajectories, and then discriminative sub-trajectories are selected from the dictionary. However, this naive approach is far less efficient than directly finding only discriminative sub-trajectories because we need to
handle so many frequent/representative but non-discriminative common sub-trajectories in the first dictionary construction step.

In machine learning (ML) and statistics, the problem of finding discriminative features from a labeled dataset has been studied in the context of feature selection [6, 16, 22]. Among many possible criteria for discriminative features, we employ statistical $p$-values as the criteria of discriminative sub-trajectories. In scientific and social studies, $p$-values are commonly used for quantifying the statistical significance of the findings because they enable us to properly control the false finding probability. Unfortunately however, when $p$-values are computed for a large number of sub-trajectories, the multiple testing bias [2, 3, 5, 18] must be properly corrected. Multiple testing correction for a huge number of all possible sub-trajectories is both computationally and statistically challenging.

In this paper, we say that a sub-trajectory is statistically discriminative if it satisfies the following two conditions.

1. It is similar to many sub-trajectories of one group and different from (or similar to few) sub-trajectories of the other.
2. The properly adjusted $p$-value for multiple testing correction is smaller than the predefined significance level $\alpha$ (e.g., 0.05).

Figure 1 shows an example of discriminative sub-trajectories for hurricane dataset (see §4 for the details). This dataset is divided into two groups: weak hurricanes (green) and strong hurricanes (pink). The goal of this discriminative sub-trajectory mining task is to find statistically discriminative sub-trajectories that are highly associated with strong hurricane group (red).

To the best of our knowledge, there is no existing method that can efficiently find statistically discriminative sub-trajectories from massive trajectory data. Therefore, we propose a novel method, called SDSM (Statistically Discriminative Sub-trajectory Mining). The main contributions of this paper are as follows:

1. We introduce a statistical approach with multiple testing correction for assessing the significance of the discriminative ability of moving patterns in the form of sub-trajectories.
2. We propose an algorithm for finding discriminative sub-trajectories by simultaneously performing sub-trajectory mining and multiple testing correction. The key idea is to take into account several properties between sub-trajectories.
3. We conduct experiments on three real-world datasets. With the experiments, we offer the evidence that our algorithm (1) produces statistically significant results for analyzing moving objects, (2) can deal with a big dataset (e.g., 1,000,000 trajectories) and (3) works for different data from different fields.

1.1 Related Works

Trajectory mining has been intensively studied for various tasks, such as trajectory pattern mining, trajectory clustering, and trajectory classification. Here, we restrict our attention to the related works on sub-trajectory mining, i.e., finding moving patterns in the form of sub-trajectories. One of the most fundamental task of sub-trajectory mining is to discover frequent sub-trajectories [12, 13, 27], in which the goal is to find representative moving patterns. Sub-trajectory mining is also useful for compressing a huge trajectory database. The goal here is to find a set of sub-trajectories which is used to approximately represent all the trajectories in the database [26]. Given a trajectory dataset with group labels, we are often interested in constructing classifier, in which useful sub-trajectories for classification are selected by using feature selection methods [7, 11, 15]. Although these sub-trajectories can be interpreted as discriminative, their statistical significances are not evaluated.

**Discriminative pattern mining** has been studied in standard pattern mining problems such as itemset mining and graph mining. Several different but related definitions of discriminative patterns have been proposed in the literature such as contrast sets [1], emerging patterns [4] and subgroups [9, 25]. Although such patterns are used under different names, they are all interpreted as the methods for discriminative pattern discovery. In some trajectory mining studies [10, 17], trajectories are first transformed into sequences of symbols, and sequence mining analogous to the above discriminative mining approaches are used for classifying two or more groups of trajectories. In this paper, we consider methods for directly handling spatial information and do not consider methods for symbolized trajectory data.

The problem of mining statistically significant patterns has been recently receiving some attention in data mining community [14, 21]. Performing statistical evaluation based on $p$-values is necessary because it helps to control the probability of false positive findings, i.e., some discovered patterns in the observed data might not exist in the wider population. When simultaneously conducting tests on thousands of patterns, $p$-values must be properly adjusted to avoid multiple testing bias problem. The most commonly-used multiple testing measure is *Family-Wise Error Rate (FWER)*, which is defined as the probability of producing at least one false discovery. In order to properly control the FWER under certain significance level $\alpha$ (e.g., 0.05), several multiple testing correction methods have been studied.

The most commonly used method is Bonferroni correction [20], in which the adjusted significance level $\delta$ is obtained by $\alpha/M$, where $M$ is number of hypothesis tests. However, when the number of tests $M$ is large, $\delta$ will be very small, leading to too conservative correction with too many false negatives. As another approach, Westfall-Young method (WY) [24] is proposed to control FWER by calculating $\delta$ based on a null distribution estimated from thousands of randomly permuted datasets. The main limitation of WY method is that a large amount of computing time is required when the number of patterns to be considered is large. Recently, Fast Westfall-Young (FastWY) [21] and Westfall-Young Light [14] have been proposed to accelerate the WY method in data mining community. Nevertheless, these methods are designed for itemset mining or graph mining tasks and can not be directly applied to trajectory data.

1.2 Notations

We use the following notations. For any natural number $n$, we define $[n] := \{1, \ldots, n\}$. The indicator function is written as $\mathbb{1} \{ \cdot \}$, i.e., $\mathbb{1} \{ z \} = 1$ if $z$ is true, and $\mathbb{1} \{ z \} = 0$ otherwise.

2 PROBLEM STATEMENT

In this section, we first define several concepts for studying discriminative sub-trajectory mining in §2.1. Then, we formulate the
statistical test and multiple testing correction for discriminative sub-trajectories in §2.2.

2.1 Definitions

Raw trajectory. Let us consider a set of $n$ labeled trajectories denoted as $\mathcal{D} := \{(T_i, y_i)|i \in [n]\}$, where $T_i$ is the $i^{th}$ trajectory, and $y_i \in \{\pm 1\}$ is the group label of $T_i$. Here, each trajectory $T_i$ is represented by a sequence of time-ordered locations $T_i := \{p_i^j|j \in [m_i]\}$, where $m_i$ is length of the trajectory and $p_i^j$ is the vector representing the location at the $j^{th}$ timestamp. For example, when we consider trajectories in 2D Euclidean space, $p_i^j$ is the vector representing $x$-coordinate and $y$-coordinate. We denote a group of trajectories whose labels are positive ($y_i = +1$) as $\mathcal{G}_+$, and a group of trajectories whose labels are negative ($y_i = -1$) as $\mathcal{G}_-$. The sizes of each group are denoted as $n_+ := |\mathcal{G}_+|$ and $n_- := |\mathcal{G}_-|$, respectively. We call each $T_i$, $i \in [n]$, as raw trajectory in contrast to sub-trajectory defined in the next paragraph.

Sub-trajectory. In this paper, we consider sub-trajectories of $T_i$, $\forall i \in [n]$, whose length is greater than or equal to $L$, where $L$ is a tuning parameter. A sub-trajectory, represented as $T_i^{(s,e)} := \{p_i^s, \ldots, p_i^e\}$, is a sequence of consecutive points of the raw trajectory $T_i$ which starts from index $s$ and ends at index $e$, where $s$ and $e$ satisfy $1 \leq s < e \leq m_i$ and $e-s+1 \geq L$. A notation $T_i^{(s,e)} \subseteq T_i$ indicates that $T_i^{(s,e)}$ is a sub-trajectory of a longer trajectory $T_i$. We denote a set of all possible sub-trajectories as $\mathcal{T} := \{T_i^{(s,e)}|1 \leq s < e \leq m_i, e-s+1 \geq L, \forall i \in [n]\}$, and denote its size as $N := |\mathcal{T}|$. We note that the number of all possible sub-trajectories $N$ is very large.

Distance metric between sub-trajectories. In this work, it is important to define an appropriate distance metric between sub-trajectories. Here, we introduce a class of distance metrics called average-top-$K$-max distance, which includes max distance and average distance as special cases. The distance between two different sub-trajectories $T_i^{(s,e)}$ and $T_i^{(s',e')}$, with the same length is defined based on the pointwise distance $d(p_i^{s+\tau}, p_i^{e+\tau})$ for $\tau = 0, 1, \ldots, L$. As the pointwise distance, we simply employ the Euclidean distance in this paper, but any other proper distance can be used instead. The average-top-$K$-max distance between two different sub-trajectories $T_i^{(s,e+\Delta)}$ and $T_i^{(s',e'+\Delta)}$ is defined as

$$\text{dist}_K(T_i^{(s,e)}, T_i^{(s',e')}) = \frac{1}{K} \sum_{k=1}^{K} d_k(T_i^{(s,e)}, T_i^{(s',e')}) \text{ for } K \leq L,$$

where $d_k(T_i^{(s,e)}, T_i^{(s',e')})$, $k \in [K]$, is the $k^{th}$ largest pointwise distance among the list $\{d(p_i^{s+\tau}, p_i^{e+\tau})\}_{\tau \in [0, 1, \ldots, L]}$. From the definition of average-top-$K$-max distance, the following property can obviously be derived.

**Property 1.** Distance property. The average-top-$K$-max distance satisfies

$$\text{dist}_K(T_i^{(s,e)}, T_i^{(s',e')}) \leq \text{dist}_K(T_i^{(s,e+\Delta)}, T_i^{(s',e'+\Delta)}),$$

where $e-s = e'-s'$ and $\Delta \geq 0$.

### Table 1: Contingency table for a sub-trajectory $T_i^{(s,e)}$.

| $g = +1$ | $g = -1$ | Total |
|----------|----------|-------|
| sup $G_+(T_i^{(s,e)})$ | sup $G_-(T_i^{(s,e)})$ | sup $T_i^{(s,e)}$ |
| $n_+$ | $n_-$ | $n$ |

Support and $\varepsilon$-similar-neighborhood of sub-trajectory. We define $\varepsilon$-similar-neighborhood for each sub-trajectory $T_i^{(s,e)} \in \mathcal{T}$ as

$$N_\varepsilon(T_i^{(s,e)}) := \{T_i^{(s',e')}|\text{dist}_K(T_i^{(s,e)}, T_i^{(s',e')}) \leq \varepsilon\},$$

where $\varepsilon$ is a distance threshold and $e-s = e'-s'$. Then, we define the support of $T_i^{(s,e)}$ with respect to a subset of raw trajectories $\mathcal{G} \subseteq [n]$ as

$$\text{sup}_\mathcal{G}(T_i^{(s,e)}) := |\{i' \in \mathcal{G}|\exists T_i^{(s',e')} \subseteq T_i^{(s,e)}, T_i^{(s',e')} \in N_\varepsilon(T_i^{(s,e)})\}|,$$

which indicates the number of raw trajectories in $\mathcal{G}$ containing at least one sub-trajectory whose distance from the sub-trajectory $T_i^{(s,e)}$ is smaller than or equal to $\varepsilon$.

Discriminative sub-trajectory. Now, we are ready to define a discriminative sub-trajectory $T_i^{(s,e)}$ based on sup $G_+(T_i^{(s,e)})$ and sup $G_-(T_i^{(s,e)})$ for $T_i^{(s,e)} \in \mathcal{T}$. To this end, we consider a contingency table as shown in Table 1, where "#-$\varepsilon$-neighbors" (resp. "#-non-$\varepsilon$-neighbors") indicates the number of raw trajectories which contain (resp. do not contain) sub-trajectories whose distance from $T_i^{(s,e)}$ is smaller than $\varepsilon$.

Given the contingency table for each of the sub-trajectory $T_i^{(s,e)} \in \mathcal{T}$, we can quantify the statistical significance of the discriminative ability of $T_i^{(s,e)}$ in the form of $p$-value. Although there are several hypothesis testing methods for assessing the association between rows and columns in the contingency table, we employ Fisher’s exact test [8].

2.2 Statistical Test for Discriminative Sub-trajectory

**Fisher’s exact test (FET).** To assess the discriminative ability of each sub-trajectory $T_i^{(s,e)} \in \mathcal{T}$, we need to determine whether the rows (group labels) and the columns (#-$\varepsilon$-neighbors) in Table 1 are significantly associated or not. In order to quantify the statistical significance, we perform FET. In the null hypothesis of FET, it is assumed that the rows and the columns are statistically independent. If we can find the information from data that provides evidence against the assumption of the null hypothesis, we can claim that the sub-trajectory $T_i^{(s,e)}$ is statistically discriminative. In FET, the marginal distribution of the $2 \times 2$ contingency table are fixed. Then, under the null hypothesis of the independence, the probability of observing sup $G_+(T_i^{(s,e)}) = x$ in the upper-left part of the $2 \times 2$ contingency table follows the hypergeometric distribution, and is
calculated as
\[ p(T_i^{(s,e)}) = \sum_{x \in X} \mathcal{P}(x), \]
where \( X := \{ \max\{0, \sup_{[n]}(T_i^{(s,e)}) - n_-, \ldots, \min\{n_+, \sup_{[n]}(T_i^{(s,e)})\} \} \). The smaller the \( p \)-value is, the higher the probability of rejecting the null hypothesis is. In other words, the small \( p \)-value indicates the high probability of the sub-trajectory to be discriminative. Thus, it is reasonable to find a set of sub-trajectories whose \( p \)-values are sufficiently small.

Family-wise error rate (FWER) control for multiple testing corrections. The advantage of using \( p \)-value as a criterion is that the probability of false positive findings can be properly managed, which is important for controlling the quality of scientific or social findings. Unfortunately, when \( p \)-values are computed for a large number of sub-trajectories, the problem of multiple testing bias arises. Specifically, if we select sub-trajectories whose \( p \)-values are smaller than a certain threshold \( \alpha \) (e.g., 0.05), then the probability of finding at least one false-positive sub-trajectory is far greater than the specified \( \alpha \). For correcting the multiple testing bias, we control FWER, which is the probability of finding at least one false positive, to be smaller than \( \alpha \). To this end, we can only select sub-trajectories whose \( p \)-values are smaller than an adjusted significance level \( \delta^* \), which is usually much smaller than \( \alpha \). The FWER obtained by an adjusted significance level \( \delta \) is denoted as \( \text{FWER}(\delta) \), and the largest \( \delta \) whose \( \text{FWER}(\delta) \leq \alpha \) is denoted as \( \delta^* = \max\{\delta \mid \text{FWER}(\delta) \leq \alpha \} \).

We use Westfall-Young (WY) method for controlling FWER. Specifically, \( B \) (e.g., 1000) randomized datasets are generated by randomly permuting the labels \( \{g_i\}_{i \in [n]} \). Then, the FWER(\( \delta \)) is estimated as \( \text{FWER}(\delta) = \frac{1}{B} \sum_{b=1}^{B} \{ p_{(b)}^{(\min)} \leq \delta \} \), where \( p_{(b)}^{(\min)} \) is the smallest \( p \)-value in the \( b \)-th permuted dataset. Then, \( \alpha \)-quantile of the minimum \( p \)-value distribution is used to estimate the optimal adjusted significance level \( \delta^* \). If we enumerate all the sub-trajectories whose \( p \)-values are less than the estimated \( \delta^* \), the probability of finding at least one false positive discriminative sub-trajectory would be smaller than \( \alpha \). In other words, we can consider a sub-trajectory is discriminative when its \( p \)-value, defined as \( \text{adj}p(T_i^{(s,e)}) = p(T_i^{(s,e)}) \times (\alpha/\delta^*) \), is smaller than \( \alpha \).

In this paper, we employ WY method for finding discriminative sub-trajectories whose FWER is properly controlled. However, the computational cost of applying WY method to our problem is extremely large, since it requires us to compute all the \( N \) \( p \)-values for all possible sub-trajectories \( B = 1000 \) times. In the next section, we will introduce a new method, called SDSM, for resolving this computational challenge, and demonstrate in §4 that the SDSM method can be successfully applied to a trajectory dataset with \( n = 1,000,000 \), in which the number of all possible sub-trajectories is \( N = 16,723,602,505 \).

3 STATISTICALLY DISCRIMINATIVE SUB-TRAJECTORY MINING (SDSM)

In this section, we present the SDSM method as our main contribution. Our goal is to develop an algorithm which can efficiently enumerate all the sub-trajectories whose estimated FWER by WY method is smaller than \( \alpha \). To achieve the goal, we need to resolve the following two challenges. First, since the number of all possible sub-trajectories \( N \) is too large to handle, we need to introduce a strategy being able to screen out majority of sub-trajectories whose FWER cannot be sufficiently small. Second, since the optimal adjusted significance level \( \delta^* \) is unknown, we need to estimate it. To tackle these two challenges, we employ a tree representation of sub-trajectories, and develop a tree-pruning strategy. In §3.1, we discuss several properties between sub-trajectories which can be taken into account for constructing the tree representation. In §3.2, we present the pruning strategy for efficiently screening out sub-trajectories which are irrelevant to FWER computation. The pseudocode of the algorithm and detail explanation are presented in §3.3.

3.1 Exploiting Properties between Sub-trajectories for Tree Representation

We start by introducing several properties for constructing a tree representation of sub-trajectories.

Property 2. \( \varepsilon \)-similar-neighborhood property. The cardinality of \( \varepsilon \)-similar-neighborhood of sub-trajectory decreases when the length increases, i.e.,
\[ |N_{\varepsilon}(T_i^{(s,e)}))| \geq |N_{\varepsilon}(T_i^{(s,e+\Delta)})), \Delta l \geq 0. \]

Property 2 can be directly proved by the distance property (Property 1). Next, we describe the property between supports of longer and shorter sub-trajectories.

Property 3. Support property. For any subset \( \mathcal{G} \subseteq [n] \), support of sub-trajectory decreases when the length increases, i.e.,
\[ \sup_{\mathcal{G}}(T_i^{(s,e)})) \geq \sup_{\mathcal{G}}(T_i^{(s,e+\Delta)})), \Delta l \geq 0. \]

Property 3 is a direct consequence of Property 2. Figure 2 illustrates Properties 2 and 3.

We next define the relation between support and lower bound of \( p \)-value of a sub-trajectory. Terada et al. [21] introduced the lower bound of \( p \)-value and its monotonicity property for itemsets. We extend the concept for trajectory data. Let \( L(T_i^{(s,e)})) \) denote the lower bound of the \( p \)-value of sub-trajectory \( T_i^{(s,e)} \). Since \( L(T_i^{(s,e)})) \) only depends on support \( \sup_{[n]}(T_i^{(s,e)}) \) and is independent from \( \sup_{\mathcal{G}}(T_i^{(s,e)})) \) in the contingency table in Table 1, the random permutation in WY method does not affect the lower bound.

Property 4. Lower bound of \( p \)-value. Given a sub-trajectory \( T_i^{(s,e)} \), the lower bound of \( p \)-value of \( T_i^{(s,e)} \) in two-sided Fisher’s exact
We only focus on calculating minimum p-value distribution which requires minimum \( \sup \) computation of \( \delta \), the cardinality of \( \epsilon \)-similar-neighborhood decreases, i.e., \( |N_{\epsilon}(T_{1}^{(1,3)})| > |N_{\epsilon}(T_{1}^{(1,4)})| > |N_{\epsilon}(T_{1}^{(1,5)})| \), and support decreases, i.e., \( \sup_{[n]}(T_{1}^{(1,2)}) = 2 > \sup_{[n]}(T_{1}^{(1,3)}) = 1 > \sup_{[n]}(T_{1}^{(1,4)}) = 0 \).

We compute the test as follows (we denote \( L(T) := L(T_{i}(s,e)) \) for simplicity):

\[
L(T) = \min(L_{U}(T), L_{L}(T)),
\]

\[
L_{U}(T) = \begin{cases}
\sup_{[n]}(T), & \text{if } \sup_{[n]}(T) \leq n_* \text{, otherwise,}
\end{cases}
\]

\[
L_{L}(T) = \begin{cases}
\sup_{[n]}(T), & \text{if } \sup_{[n]}(T) \leq n_*,
\sup_{[n]}(T), & \text{otherwise,}
\end{cases}
\]

where \( l(a, b) = \left\lfloor \frac{n_+ - \alpha}{a - b} \right\rfloor \).

**Property 5. Monotonicity of lower bound.** The lower bound of sub-trjectory increases when the length increases, i.e.,

\[
L(T_{i}(s,e)) \leq L(T_{i}(s,e+\Delta l)), \Delta l \geq 0.
\]

**Proof.** The lower bound monotonically increases as the support decreases [21]. Since the support of a longer sub-trajectory is always less than or equal to the support of its sub-sequences (Property 3), Property 5 holds.

### 3.2 Pruning Strategy

Based on Properties 4 and 5, we present a pruning property and a strategy to estimate the optimal adjusted significance level \( \delta^* \). We only focus on calculating minimum p-values which affect the computation of \( \delta^* \) instead of precisely identifying the minimum p-value distribution which requires minimum p-values computations for all the permuted datasets. To this end, we make two changes from the original WY method.

First, we change the formula to estimate the optimal adjusted significance level \( \delta^* \) as

\[
\delta^* = \max \{ p_{\text{sort}}^{(b)} | p_{\text{sort}}^{(b)} < p_{\text{sort}}^{(aB+1)} \}, \ b \in [B],
\]

where \( p_{\text{sort}} \) is the sorted list of all minimum p-values in the ascending order, \( \alpha \) is the target significance level and \( B \) is the number of permutations. From this formula, it is obvious that we only need to calculate \( \{aB+1\} \) smallest minimum p-values of the null distribution.

Second, we change the method so that the minimum p-values of all the permuted datasets are simultaneously updated for each sub-trajectory. Since we represent all the sub-trajectories as a tree, this process is performed in depth-first search manner. The main purpose of this change is that we can compute \( \{aB+1\} \) smallest minimum p-values without precisely calculating \( \{B-(aB+1)\} \) largest values by applying the pruning strategy. Next, we describe a useful property for the pruning process.

**Property 6. Property for pruning algorithm.** Let \( T_{i}(s,e) \) be a current sub-trajectory that needs to be tested. If \( L(T_{i}(s,e)) \geq p_{\text{sort}}^{(aB+1)} \), no sub-trajectories \( T_{i}(s,e+\Delta l) \) that satisfies \( \delta_{i}(s,e+\Delta l) \) affects the computation of \( \delta^* \).

**Proof.** Since the permutation does not affect the lower bound (Property 4), and the monotonicity of lower bound (Property 5), then we have:

\[
\{aB+1\} \geq L(T_{i}(s,e)) \geq L(T_{i}(s,e+\Delta l)), \Delta l \geq 0.
\]
where $p_b^{(b)}(T_i^{(s,e+\Delta l)})$ is the $p$-value of $T_i^{(s,e+\Delta l)}$ at the $b$th permuted dataset. This suggests that:

$$L_i^{(s,e)} \geq p_b^{\text{sort}}(T_i^{(s,e+\Delta l)}) \Rightarrow p_b^{(b)}(T_i^{(s,e+\Delta l)}) \geq p_b^{(b+1)} \forall i, \Delta l \geq 0.$$ 

Hence, Property 6 holds.

Property 6 is illustrated in Figure 3. In this figure, $P_{\text{sort}}$ indicates the current minimum $p$-value distribution. Because $L_i^{1(1,3)} > p_b^{\text{sort}}(T_i^{(1,3+\Delta l)}) > p_b^{(b)}(T_i^{(1,3+\Delta l)})$ for any $T_i^{(1,3+\Delta l)} \equiv T_i^{(1,3)}$ and $b \in [B]$.

Using this property, the following procedure can extract sub-trajectories and produce $[aB + 1]$ smallest minimum $p$-values simultaneously:

1. Generate all the permuted datasets and set the initial $p_{\text{min}}^{(b)}$ to $\alpha$ for each $b$th permutation.
2. For each branch of the tree, by starting at the shortest sub-trajectory as the first node, simultaneously update the minimum $p$-value distribution and recursively explore the descendant nodes until all the nodes of the current branch are explored or the pruning condition is satisfied (Property 6).
3. Output $[aB + 1]$ smallest values of minimum $p$-value distribution.

### 3.3 The Algorithm

The pseudocode of the proposed method SDSM is shown in Algorithm 1. It consists of two functions: (1) the `Main` function and (2) the `ProcessNext` function. In the `Main` function, we present the initialization step and three main steps of our algorithm. In step 1: sub-trajectories are extracted and $[aB + 1]$ smallest minimum $p$-values of the null distribution are computed simultaneously. In step 2: optimal adjustment significance threshold $\delta^*$ is calculated. In step 3: the list of sub-trajectories whose $p$-values are less than $\delta^*$ is constructed. `ProcessNext` function describes the detail of the first main step.

#### 3.3.1 The Main function

We start the algorithm with initialization step in Lines 2-5. We precompute the permuted group labels for all the permuted datasets. Since we want to control FWER to be under $\alpha$, we do not need to consider sub-trajectories whose $p$-values are greater than $\alpha$. The minimum $p$-value $p_{\text{min}}^{(b)}$ of each $b$th permuted dataset is initialized at $\alpha$. Next, in Lines 6-11, we perform the process of simultaneously extracting sub-trajectories and estimating null distribution. Sub-trajectories are extracted as nodes of the tree in which the child node $T_i^{(s,e+\Delta l)}$ indicates the shorter sub-trajectory of the parent node $T_i^{(s,e)}$ and $\sup_l(T_i^{(s,e+\Delta l)}) \leq \sup_l(T_i^{(s,e)})$ holds. The first node of each branch of the tree is a sub-trajectory with the predefined minimum length $L$. Next, in Line 8, we find the $\varepsilon$-similar-neighborhood $N_{\varepsilon}(T_i^{(s,e)})$ because it is used to compute the support of $T_i^{(s,e)}$ and generate $\varepsilon$-similar-neighborhood of longer sequences. After the first node of the branch is initialized, the `ProcessNext` function is called to simultaneously explore the current branch and update the null distribution.

#### 3.3.2 The ProcessNext function

The `ProcessNext` function processes one sub-trajectory at a time.
the lower bound of current sub-trajectory $L(T_{i}^{(s,e)}) \geq p_{\text{sort}}^{(aB+1)}$, we stop the exploration process of the current branch.

If the pruning condition is not satisfied, Lines 21-25 continue to be processed to update the minimum $p$-value distribution. For all permutations $b \in [B]$, if the lower bound $L(T_{i}^{(s,e)}) < p_{\text{min}}^{(b)}$, we then update $p_{\text{min}}^{(b)}$ of $b_{th}$ permutation $p_{\text{min}}^{(b)}(T_{i}^{(s,e)}) < p_{\text{min}}^{(b)}$.

Finally, in Lines 26-32, the child node (longer sub-trajectory) is continued to be explored and the process of updating null distribution is performed on each new child node by recalling the ProcessNext function. The $r$-similar-neighborhood $N_{r}(T_{i}^{(s,e)+1})$ of longer sub-trajectory $T_{i}^{(s,e)+1}$ can be easily derived based on the $N_{r}(T_{i}^{(s,e)})$ of the current sub-trajectory $T_{i}^{(s,e)}$.

This function simultaneously performs the sub-trajectory extraction and null distribution updating process until all the values of minimum $p$-values are completely calculated. Then, the optimal adjusted significance threshold $\delta$ is calibrated in Lines 12-13 and discriminative sub-trajectories are outputted in Line 14.

## 4 EXPERIMENTAL EVALUATION

In this section, we evaluate the effectiveness and scalability of the SDSM method.

### 4.1 Experimental Setting

We used three real-world trajectory datasets described in Table 2. Each dataset contains $n$ trajectories represented as sequences of 2D coordinates and group labels. The first two datasets are small-size benchmark datasets which were previously studied in [15] and [7]. The third dataset is a large-scale dataset provided from a car insurance company Dataset $D_1$ contains Atlantic hurricane trajectories between 1950 and 2008. Each trajectory was classified by Saffir-Simpson scale from 0 to 5 (Scale 0 for the weakest and Scale 5 for the strongest). We created two groups of hurricanes: Peak and Off-peak. Peak group includes trajectories between 1950 and 2008 provided by a car insurance company, in Greece. The number of trajectories were labeled as Off-peak. The number of trajectories is 407,879 (65,100,455 points) and 592,122 (93,001,502 points) for Peak group and Off-peak group, respectively.

The list of tuning parameters for each dataset are summarized in Table 3. Here, we set the minimum length $L$ so that the extracted sub-trajectories are practically meaningful and interesting for the analysts. The tuning parameter $K$ was set as $K = 5$ for all the datasets since $K$ must be no greater than $L$. For multiple testing procedure, we generated $B = 1000$ permuted datasets and the FWER was controlled at significance level $\alpha = 0.05$. We used two-sided FET for testing the statistical significance of the discriminative ability of each trajectory.

We used Hurricane and Vehicle datasets as benchmark datasets for investigating the effect of the tuning parameter $L$ on the extracted sub-trajectories and the computation cost. The large-scale car dataset was analyzed only with $L = 10$, which was determined by practical data analysis viewpoint. For the comparison experiments with the two benchmark datasets, we executed the code on a single CPU: Intel(R) Xeon(R) CPU E5-2687W v4 @ 3.00GHz. For Car dataset, we used Grid Engine with 256 cores.

### 4.2 Experimental Results

#### Effect of Minimum Length Parameter $L$

Figure 4 shows the results of discovered sub-trajectories according to different values of minimum length $L$. Figure 4a shows the results of discovered sub-trajectories for Hurricane dataset (4a) and Vehicle dataset (4b). In Figure 4a, when $L = 5$, the numbers of discovered sub-trajectories with length 6 and 7 were small. However, it increased when $L = 6$. Note that when $L = 5$ or 6, the number of sub-trajectories with length 7 was very small and there was no sub-trajectories with length 8. Nevertheless, when increasing $L$

### Table 2: Dataset description.

| Dataset | Label (+) | Label (-) | # Traj (+, −) |
|---------|-----------|-----------|---------------|
| $D_1$   | Hurricane | Weak      | 639 (75%, 25%) |
| $D_2$   | Vehicle   | Bus       | 381 (28%, 72%) |
| $D_3$   | Car       | Peak      | 1,000,000 (41%, 59%) |

### Table 3: Parameter setting.

|                        | Hurricane | Vehicle | Car     |
|------------------------|-----------|---------|---------|
| Minimum length $L$     | [5,7]     | [5,7]   | 10      |
| Distance threshold $\epsilon$ | 1         | 20      | 4       |
| $K$ (Distance function) | 5         |         |         |
| No. of permutations $B$ | 1000      |         |         |
| Significance level $\alpha$ | 0.05     |         |         |

![Figure 4: Discovered discriminative sub-trajectories according to different values of minimum length $L$.](image-url)
Table 4: Comparison of calculation time (sec.)

| Dataset   | L  | SDSM     | Westfall-Young |
|-----------|----|----------|----------------|
| Hurricane | 5  | 1384.25  | 19007.85       |
|           | 6  | 494.76   | 14088.80       |
|           | 7  | 186.17   | 11484.77       |
| Vehicle   | 5  | 3821.33  | 50815.35       |
|           | 6  | 2110.30  | 39944.19       |
|           | 7  | 986.03   | 30019.97       |

Table 5: \( p \_values \) of discriminative data for Hurricane.

\[ L = 5, \delta^* = 6.08e^{-5} \]

| sid | support(+) | support(-) | adjusted \( p \)-value |
|-----|-------------|-------------|------------------------|
| 001 | 0           | 11          | 0.00014                |
| 002 | 0           | 11          | 0.00014                |
| 003 | 1           | 12          | 0.00034                |
| 004 | 1           | 12          | 0.00034                |
| 005 | 4           | 15          | 0.00062                |
| 006 | 4           | 14          | 0.00211                |
| 007 | 3           | 13          | 0.00212                |
| ... | ...         | ...         | ...                    |
| 113 | 0           | 7           | 0.04376                |

Comparison of Calculation Cost. Tables 4 shows the comparison of the computational costs between the original WY method and the SDSM method. We can see that the computation time decreases as the minimum length \( L \) increases because the number of hypotheses decreases with the increase of \( L \). For both Hurricane and Vehicle datasets, the SDSM method is significantly faster than the original WY method. For the large-scale Car dataset, the original WY method could not complete the task even with the same Grid Engine in a realistic time.

Results on Hurricane Data. Table 5 shows the result of discovered sub-trajectories with \( L = 5 \). Most of them are statistically associated with strong group. Those discovered sub-trajectories are visualized in Figure 1. Weak and strong hurricanes are respectively shown in green and pink. Discriminative sub-trajectories are shown in red. We can see that many strong hurricanes share the same movements from east to west. Some of them share the same movements along a curve, the direction changes from east-to-west to south-to-north.

Results on Vehicle Data. Table 6 shows the results on Vehicle dataset with \( L = 5 \). The number of discovered discriminative sub-trajectories is 11,699. The first half of the table shows sub-trajectories that are associated with Bus group and the second half shows those associated with Truck group. The discriminative sub-trajectories of Truck group are shown in Figure 5. Trajectories of Bus group and Truck group are shown in yellow and blue, respectively. Discriminative sub-trajectories are shown in red.

Results on Car Data. Table 7 shows the results on Car dataset. The total number of discovered discriminative sub-trajectories is 848,469. The results for Peak and Off-peak are respectively shown in the first half and second half of the table. The discriminative sub-trajectories for each group are shown in Figures 6 and 7. We use pink for representing trajectories of Peak group and blue for those in Off-peak group. Discriminative sub-trajectories are shown in red. Figure 6 shows places where many cars pass in Peak rather than Off-peak. Figure 7 shows places where many cars pass in Off-peak. Based on these results, we might be able to recommend appropriate paths to avoid congestion according to peak or off-peak hours.
### Table 7: p-values of discriminative data for Car.

$L = 10, \delta^2 = 4.35e-8$

| sid | support(+) | support(-) | adjusted p-value |
|-----|-------------|------------|-----------------|
| 01  | 82          | 1          | 6.56e-25        |
| 02  | 77          | 0          | 1.17e-24        |
| ...| ...         | ...        | ...             |
| 708,139 | 51      | 18         | 0.04972         |
| 708,140 | 0       | 75         | 1.23e-11        |
| 708,141 | 0       | 73         | 4.02e-11        |
| ...| ...         | ...        | ...             |
| 848,469 | 2       | 43         | 0.04999         |

5 CONCLUSIONS

In this paper, we have introduced a novel method, called SDSM, for mining discriminative patterns of moving objects, which are represented in the form of sub-trajectories. We performed experiments on three real-world datasets: hurricane, vehicle and car to show the effectiveness and the scalability of the SDSM method. In conclusion, we believe that this paper provides a new paradigm for statistically discriminative moving pattern mining. It helps data analysts to discover specific moving patterns while controlling the risk of false discoveries.
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