Unconventional gate voltage dependence of the charge conductance caused by spin-splitting Fermi surface by Rashba-type spin-orbit coupling
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We calculate the gate voltage ($V_g$) dependence of charge conductance in a normal metal (NM)/two dimensional electron gas (2DEG) junction, where Rashba spin-orbit coupling and ferromagnetism exist in the 2DEG. We call this 2DEG as the ferromagnetic Rashba metal (FRM) and the chemical potential of the FRM is controlled by $V_g$. We clarify the physical origin of the unconventional $V_g$ dependence of charge conductance in the NM/FRM junction found in our previous work [J. Phys. Soc. Jpn. 87, 034710 (2018)], in which the charge conductance increases with $V_g$, although the number of carries in FRM decreases. We calculate the momentum-resolved charge conductance. It is clarified that the origin of the unconventional $V_g$ dependence is due to the non-monotonic change in the size of the inner Fermi surface in FRM as a function of $V_g$.

I. INTRODUCTION

Spin-orbit coupling (SOC), which leads to spin-momentum locking and band-splitting, plays an important role in solid state physics. In particular, Rashba-type spin-orbit coupling (RSOC) can be controlled by an electric field, and RSOC triggers spin-dependent transport. Thus, RSOC is a central issue of spintronics, and several unconventional charge transports have been reported by RSOC [1-2]. In the presence of RSOC in a two-dimensional electron gas (2DEG), the energy band of 2DEG splits and there are two Fermi surfaces with different directions of the spin helicity. As a result, RSOC affects the charge transport of the 2DEG. Thus, the gate voltage ($V_g$) dependence (i.e., Fermi level dependence) of the charge conductance of normal metal (NM)/2DEG junctions has been studied [3-10].

In an NM/2DEG junction, the position of the band bottom of the 2DEG can be controlled by gate voltage $V_g$, applied to the 2DEG. The carrier number and the magnitude of group velocity of the 2DEG are basically small when compared to those in an NM. We assume that the position of the band bottom moves upward and the number of carriers in the 2DEG decreases by $V_g$. If we ignore the RSOC in the 2DEG, the charge conductance $G$ in the NM/2DEG junction shows $\partial G/\partial (eV_g) < 0$, because the magnitude of the Fermi momentum in the 2DEG monotonically decreases with increasing $V_g$. On the other hand, it has been clarified that in the presence of RSOC, $G$ in an NM/ferromagnetic Rashba metal (FRM) junction (see Fig. 1) is such that $\partial G/\partial (eV_g) > 0$, unlike in conventional charge conductance [11-17]. Here, the FRM has RSOC and ferromagnetism (detail is shown in Sec. III), which could cause the unconventional property of $G$. However, it has not been clarified why $\partial G/\partial (eV_g) > 0$ is satisfied.

The aim of this study is to clarify the physical origin of the sign change of $\partial G/\partial (eV_g)$ from negative to positive by RSOC. We clarify that the sign change appears only for strong RSOC. In addition, through momentum-resolved conductance, we show that the sign change stems from

The organization of this paper is as follows. In Sect. III we show a model of the NM/FRM junction and the method of calculating charge conductance $G$. In Sect. IV we show the obtained results and discuss their physical meaning. In Sect. V we summarize the results.
II. MODEL AND METHOD

A. Model of FRM

First, we introduce the FRM system. The model Hamiltonian of FRM is described as where
\[ H_{\text{FRM}} = \frac{\hbar^2 k^2}{2m_R} + H_{\text{RSOC}} - M\sigma_z, \]
where \( \hbar^2 k^2/(2m_R) \) denotes the kinetic energy, \( k^2 = k_x^2 + k_y^2 \), and \( m_R \) is the effective mass in the FRM. \( H_{\text{RSOC}} \) denotes the RSOC
\[ H_{\text{RSOC}} = \alpha (k_x\sigma_y - k_y\sigma_x), \]
where \( \sigma \) are Pauli matrices in the spin space, and \( \alpha \) is a coupling constant. \(-M\sigma_z\) denotes the exchange coupling of the magnetization. Here, we assume perpendicular magnetization for simplicity.

For \( M = 0 \), there are two spin-split bands: \( E_\pm = \frac{\hbar^2 k^2}{2m_R} \pm \alpha|k| \) [see Fig. 2(a)]. These bands cross at \( E = 0 \) and have an annular minimum at \( E = -E_c \). Here, \( E_c = m_R\alpha^2/(2\hbar^2) \) is the Rashba energy. For \( E > 0 \), the Fermi level crosses \( E_+ \) and \( E_- \) bands, and there are two Fermi surfaces with opposite spin direction (see Fig. 3). We call this state the normal Rashba metal (NRM) state. For \( -E_c < E < 0 \), Fermi level crosses only \( E_- \) band, but there are two Fermi surfaces with the same spin direction. In this region, the shape of the occupied state in the momentum space is ring shape (see Fig. 3). Then, we name this state the Rashba ring metal (RMR) state.

For \( M \neq 0 \), there are two bands \( E_\pm = \frac{\hbar^2 k^2}{2m_R} \pm \sqrt{\alpha^2 k^2 + M^2} \) perfectly split. Only one Fermi surface appears for \(-M < E < M\) (see Fig. 3). We call this the anomalous Rashba metal (ARM) state. Here, the shape of the band structure depends on whether \( 2E_c > M \) is satisfied. For \( 2E_c > M \), the band structure has an annular minimum at \( E = -E_c \), with \( E_c = M^2/(4E_a) \) [see Fig. 2(b)]. There are NRM, ARM, and RRM states. For \( 2E_c \leq M \), the band structure has a point minimum at \( E = -M \), and the RRM state does not appear. It is noted that the spin direction on the Fermi surfaces leans to the \( z \)-direction because of the perpendicular magnetization.

The energy \( E \) dependence of DOS also depends on these states. The energy dependence of the DOS in the NRM state is the same as that in the 2DEG. The energy dependence in the RRM state is the same as that in the one-dimensional electron gas (1DEG), despite the presence of a two-dimensional system (see Table I). DOS \( \propto 1/\sqrt{\epsilon} \) with \( \epsilon = E + E_a + E_c \). This energy dependence is irrelevant to the perpendicular magnetization. In the ARM state, the DOS is decomposed into 1DEG and 2DEG parts (see Table I). The Fermi level in the FRM. The interfacial barrier is assumed to be a delta function for the conservation of the \( y \)-component of the momentum \( k_y \). We also assume that the width of the junction along the \( y \)-direction, \( L \), is sufficiently large.

The model Hamiltonian of the junction can be described as:
\[ H = H_{\text{NM}}\theta(x) + Z\delta(x) + (H_{\text{FRM}} + eV_g)\theta(x), \]
\[ H_{\text{NM}} = \frac{\hbar^2 k^2}{2m_L}, \]
where \( H_{\text{NM}} \) is the Hamiltonian of the NM, and \( m_L \) is the effective mass in the NM. \( \theta \) and \( \delta \) are the Heaviside step function and delta function, respectively. The expression \( eV_g(\geq 0) \) is the electric potential caused by the gate voltage \( V_g \), where \( e(>0) \) is the elementary charge. The expression \( Z\delta(x) \) indicates the interfacial barrier, where \( Z \) is the strength of the interfacial barrier.

To obtain the conductance under the low-temperature limit, we consider the wave function at the Fermi level. The wave function in the NM, \( \psi^s(x < 0, y) \) is decomposed into the injected wave function \( \psi_{\text{in}}^s \) and the reflected one \( \psi_{\text{ref}}^s \) as:
\[ \psi^s(x < 0, y) = \psi_{\text{in}}^s + \psi_{\text{ref}}^s, \]
\[ \psi_{\text{in}}^s = \chi_s e^{i(k_F s \cdot x + k_y y)}, \]
\[ \psi_{\text{ref}}^s = \left[r_{\uparrow}^s \chi_\uparrow + r_{\downarrow}^s \chi_\downarrow\right] e^{i(k_{F, s} \cdot x + k_y y)}, \]
with \( \chi_\uparrow = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \chi_\downarrow = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \), and \( k_{F, s}^2 + k_y^2 = k_F^2 \). Here, \( (k_{F, s}, k_y), E_F, \) and \( k_F = \sqrt{2m_L E_F/\hbar} \) are the momentum of the injected wave, Fermi energy, and Fermi momentum, respectively. It is noted that \( s = \uparrow, \downarrow \) indicates the spin of an injected electron, while \( r_{\uparrow}^s \) and \( r_{\downarrow}^s \) denote the reflection coefficient of up- [down-] spin electrons with up- [down-] spin injection. The transmitted wave function \( \psi^s(x > 0, y) \equiv \psi_{\text{tra}}^s \) is shown as:
\[ \psi_{\text{tra}}^s = t_{\uparrow}^s \chi_\uparrow(k_1(1)e^{ik_{F, s} \cdot r} + i^2 \chi_\downarrow(k_2(1)e^{ik_{F, s} \cdot r}, \]

| Case | NRM | ARM | RRM |
|------|-----|-----|-----|
| \( M = 0 \) | \( 2\nu_c \) | - | \( 2\nu_c \) |
| \( 0 < M < 2E_a \) | \( 2\nu_c \) | \( \nu_c \) | \( 1 + \sqrt{\frac{E_c}{\nu_c}} \) | \( 2\nu_c \sqrt{\frac{E_c}{\nu_c}} \) |
| \( M \geq 2E_a \) | \( 2\nu_c \) | \( \nu_c \) | \( 1 + \sqrt{\frac{E_c}{\nu_c}} \) | - |
spin injection. The eigenfunction for quantum states in the momentum (\(\mathbf{k}\)-space with \(\mathbf{k} = \mathbf{k}_x + \mathbf{k}_y\)) space with \(\mathbf{M}\) is given by
\[
\psi_{\text{F}}(\mathbf{k}) = \frac{\alpha}{\mathbf{M} + \sqrt{\alpha^2 k^2 + \mathbf{M}^2}} \left( g_+(\mathbf{k}) \right). 
\]  
(9)

Here, \(\alpha, \theta, \mathbf{k}_x, \mathbf{k}_y\) denote the transmission coefficient with each spin injection. The eigenfunction for \(\mathbf{E}_s\) is represented by \(\chi_{s}(\mathbf{k})\). Here, \(\mathbf{k}_1 = (k_{1x}, k_{1y})\) and \(\mathbf{k}_2 = (k_{2x}, k_{2y})\) are the momenta in the FRM, which are defined for \(k_{1x}^2 \leq k_{2x}^2\) with \(k_{1x}^2 = k_{1x}^2 + k_{2y}^2\). From the energy dispersion of FRM, \(k_{1x}^2\) is given by
\[
k_{1x}^2 = \frac{2m_F}{\hbar^2} \left[ \left( E_F - eV_g \right) + 2E_a \right] - \left( + \right) \sqrt{4E_a(E_F - eV_g) + 4E_a^2 + M^2}. 
\]  
(10)

Here, the Fermi level of the FRM is shifted by \(V_g\). The signs of \(k_{1x}\) and \(k_{2x}\) are determined so that the velocity \(v_x\) takes a positive value, because the electron is injected along the \(x\)-direction. The velocity operator \(v_x \equiv \partial H/(\hbar \partial k_x)\) is given by
\[
v_x = -\frac{i\hbar}{m(\mathbf{k})} \frac{\partial}{\partial x} + \frac{\alpha}{\hbar} \frac{\partial}{\partial y} \mathbf{\theta}_y, 
\]  
(11)
\[
m(\mathbf{k}) = m_L \theta(-x) + m_R \theta(x) 
\]
when \(k_{1x}\) becomes an imaginary number, its sign is determined by \(e^{i k_{1x} \cdot \mathbf{r}} \rightarrow 0\) in the limit of \(x \rightarrow \infty\).

The boundary conditions at the interface\(^9,11,17,25,27\) are given as follows:
\[
\psi^s(+0,y) - \psi^s(-0,y) = 0, 
\]
\[
v_x [\psi^s(+0,y) - \psi^s(-0,y)] = \frac{2Z}{\hbar^2} \psi^s(0,y). 
\]  
(12)

From these conditions, we have
\[
\left( \begin{array}{c}
\chi_1 \\
\chi_2 \\
\chi_3 \\
\chi_4
\end{array} \right) = \left( \begin{array}{cccc}
\chi_{1x} & \chi_{2x} & -\chi_{1y} & -\chi_{2y} \\
\chi_{3x} & \chi_{4x} & -\chi_{3y} & -\chi_{4y}
\end{array} \right) \left( \begin{array}{c}
\chi^s_{1x} \\
\chi^s_{2x} \\
\chi^s_{3x} \\
\chi^s_{4x}
\end{array} \right) 
\]  
(13)

with \(v_{F,x} = \hbar k_{F,x}/m_L\) and \(v_{1(2),x} = \hbar k_{1(2),x}/m_R + a\sigma_x/\hbar\).

Solving the coefficient from Eq.\(^13\), we obtain the \(k_y\)-resolved transmission probability \(T^s(k_y) = 3,9,11,16,25\)
\[
T^s(k_y) = 1 - R^s(k_y) \equiv 1 - \text{Re} \left| \frac{\psi^s_{\text{ref},x} \psi^s_{\text{ref},y}}{\psi^s_{\text{ref},x} \psi^s_{\text{ref},y}} \right|. 
\]  
(14)

Here, we use the relation \(R^s(k_y) + T^s(k_y) = 1\), where \(R^s(k_y)\) is the \(k_y\)-resolved reflection probability.
Using the Landauer formula at the low-temperature limit, electric current $I$ from the left lead to the right lead is given as follows:

$$ I = \frac{e^2 V L}{4\pi \hbar} \int_{-k_F}^{k_F} dk_\gamma [T^\uparrow(k_\gamma) + T^\downarrow(k_\gamma)] $$

$$ = VL \frac{e^2}{2\pi \hbar} [T^\uparrow + T^\downarrow] = VL G, \quad (15) $$

with

$$ T^{x(=\uparrow, \downarrow)} = \frac{1}{2\pi} \int_{-k_F}^{k_F} dk_\gamma T^x(k_\gamma), \quad (16) $$

$$ G \equiv \frac{e^2}{2\pi \hbar} [T^\uparrow + T^\downarrow], \quad (17) $$

where $V$ is the bias voltage, and $T^x$ is the transmission probability. We define the charge conductance as $dI/(dV)$, and the charge conductance equals $G$. Hereafter, we set $\alpha > 0$, $M \geq 0$, and $m_L = m_R \equiv m$ for simplicity.

### III. RESULTS AND DISCUSSION

![Graph showing conductance vs. $eV_g/E_F$ for different $E_\alpha/E_F$ values](image)

**FIG. 4.** (Color online) $V_g$ dependence of (a) the conductance $G$ and (b) $\partial G/\partial (eV_g)$ in the NM/FRM junction for several values of $E_\alpha$. Here, we set $M/E_F = 0.5$ and $Zk_F/E_F = 1.0$, where $Z$ is the strength of the interfacial barrier, and $\epsilon(\triangleright 0)$ is the elementally charge. For increasing $V_g$, the position of the Fermi level in the FRM approaches the band bottom of the FRM. We plot (b) in $-0.5 \leq [\partial G/\partial (eV_g)]/[e^2E_F/2\pi\hbar] \leq 0.5$.

First, we explain the sign change of $\partial G/\partial (eV_g)$ in the NM/FRM junction, as obtained in the previous paper.

We found that the $V_g$ dependence of $G$ depends on the states of the FRM. In the NRM state, $G$ monotonically decreases with increasing $V_g$, i.e., $\partial G/\partial (eV_g) < 0$. This $\partial G/\partial (eV_g) < 0$ can be understood by decreasing the group velocity in the FRM. This is the conventional $V_g$ dependence of charge conductance. However, for strong RSOC, the sign of $\partial G/\partial (eV_g)$ changes at the boundary between the ARM and RRM states (see $E_\alpha/E_F = 0.55$ in Fig. 4).

![Graph showing $G$ vs. $eV_g/E_F$](image)

**FIG. 5.** (Color online) $V_g$ dependence of (a) $G$ and (b) $\partial G/\partial (eV_g)$ with $M \rightarrow 0$ for several values of $E_\alpha$. We set $Zk_F/E_F = 1.0$. Here, we plot (b) in $-1 \leq [\partial G/\partial (eV_g)]/[e^2E_F/2\pi\hbar] \leq 0.5$.

We also find that the sign change of $\partial G/\partial (eV_g)$ does not require magnetization of the FRM. We consider $G$ in the NM/FRM junction with the $M \rightarrow 0$ limit. Figure 5(a) shows the $V_g$ dependence of $G$ for strong RSOC ($E_\alpha/E_F = 0.3$ and 0.5). It is found that the sign of $\partial G/\partial (eV_g)$ changes at $eV_g = 1.0$, unlike that for weak RSOC ($E_\alpha/E_F = 0.02$), where $eV_g = 1.0$ corresponds to the boundary between the NRM and RRM states [see Fig. 5(b)]. Figure 5(a) shows the $V_g$ dependence of $G$ for different values of $Z$ in the presence of strong RSOC ($E_\alpha/E_F = 0.3$). For $Zk_F/E_F = 0.0$, the sign change is more prominent, but for $Zk_F/E_F = 3.0$, it does not appear despite strong RSOC [see Fig. 5(b)]. Thus, such a sign change appears even in the absence of magnetization, and it also vanishes by large $Z$, such as that in the presence of magnetization.

To understand the origin of the sign change of $\partial G/\partial (eV_g)$, we will show the $k_\gamma$-resolved conductance in Figs. 7, 8, and 9. We define the $k_\gamma$-resolved conductance...
FIG. 6. (Color online) $V_g$ dependence of (a) $G$ and (b) $\partial G/\partial (eV_g)$ with $M \to 0$ for several values of $Z$. We set $E_\alpha/E_F = 0.3$. Here, we plot (b) in $-1 \leq [\partial G/\partial (eV_g)]/[e^2 E_F / 2\pi \hbar] \leq 0.5$.

$G$ as

$$G(k_y) \equiv \frac{e^2}{2\pi \hbar} [T^+(k_y) + T^-(k_y)]. \quad (18)$$

It is noted that the area surrounded by the line of $G(k_y)$ is proportional to $G$ (see Fig. 8), and a decrease in the area corresponds to the decrease in $G$.

Figure 7 shows $G(k_y)$ in the (a) NRM and (b) RRM states for several values of $V_g$. It is found that $G(k_y)$ can be decomposed into two parts: $G(k_y)$ in $|k_y| > k_1$ and in $|k_y| \leq k_1$, where $k_1$ is momentum of the inner Fermi surface of the FRM. Figure 7(a) indicates that $G(|k_y| > k_1)$ is almost independent of $V_g$. On the other hand, $G(|k_y| \leq k_1)$ depends on $V_g$, and it takes on a particular shape, which is dubbed the hump. The width of the hump is $2k_1$, and it decreases with increasing $V_g$.

Near the boundary between the NRM and RRM states ($eV_g/E_F \to 1.0$), its width goes to zero, but the hump exists. It is expected that the existence of the hump reflects a band crossing of $E_\pm$ [see Fig. 2(a)].

It is noticed that $G(|k_y| \leq k_1)$ is obtained from the two wave functions, whose momentum correspond to the inner and outer Fermi surface of the FRM. As a result, $G(|k_y| \leq k_1)$ includes the contribution from the inner and outer Fermi surface, as shown in Fig. 8. It is noted that for $M \neq 0$, there is no inner Fermi surface in the ARM state (we show results in $M \neq 0$ later). Then, in the ARM state, the hump structure of $G$ vanishes, and $G$ takes a nonzero value, which is purely caused by the contribution of the outer Fermi surface. In addition, we note that the width of the hump is suppressed by decreasing the size of the inner Fermi surface. As a result, this hump originates from the inner Fermi surface.

In the RRM state, $G(k_y)$ is also decomposed into $G(|k_y| > k_1)$ and $G(|k_y| \leq k_1)$ [see Figs. 2(b)-(c)]. $G(|k_y| \leq k_1)$ comes from the inner Fermi surface. We find that $G(|k_y| > k_1)$ is almost irrelevant, but $G(|k_y| \leq k_1)$ is
relevant to the sign change of $\partial \mathcal{G} / \partial (eV_g)$. $G(\{|k_y| \leq k_1\})$ in the RRM state has a hump, which is similar to that in the NRM state. The height of the hump is suppressed, and the shape of the hump changes from convex upward to downward by increasing $V_g$. It contributes to the decrease in $\mathcal{G}$. Furthermore, the width of the hump $2k_1$ becomes wide with increasing $V_g$, and it contributes to the increase in $\mathcal{G}$. As a result, the sign of $\partial \mathcal{G} / \partial (eV_g)$ is determined by the tradeoff between the suppression of the height of the hump and the increase in the width. It is noted that in the presence of the large interfacial barrier, the height of the hump is suppressed, and the increase in $\mathcal{G}$ caused by increase in the width is also suppressed. Then, the tradeoff leads $\partial \mathcal{G} / \partial (eV_g) < 0$ [see Figs. 9(a) and 9(b)-(c)]. In short, such a tradeoff determines the sign of $\partial \mathcal{G} / \partial (eV_g)$, and its tradeoff is given by the inner Fermi surface of FRM, which is fragile against the interfacial barrier. In other words, the sign change of $\partial \mathcal{G} / \partial (eV_g)$ occurs when the contribution from the inner Fermi surface is sufficiently large. Actually, $\partial \mathcal{G} / \partial (eV_g) < 0$ is obtained in weak RSOC, where the size of the inner Fermi surface is sufficiently small [see Fig. 5].

Moreover, we study the origin of the sign change of $\partial \mathcal{G} / \partial V_g$ in nonzero $M$. In the presence of $M$, the ARM state additionally appears, where there is no inner Fermi surface in the FRM [see Figs. 9(b)-(c)]. As a result, the hump vanishes at the boundary between the NRM and ARM states, unlike that in the $M \to 0$ limit [see $eV_g = 0.5E_F$ in Fig. 9(a)]. Furthermore, the hump disappears in the ARM state, as shown in Fig. 9(b). It is noticed that this $G(k_y)$ is almost independent of $V_g$ in the ARM state. However, in the RRM state, $G(k_y)$ depends on $V_g$, and the hump is reproduced in $\{|k_y| \leq k_1\}$. After the hump becomes a certain size, $G(\{|k_y| \leq k_1\})$ collapses with increasing $V_g$, like that in the RRM state in the $M \to 0$ limit. Similar to the charge conductance $\mathcal{G}$ for the $M \to 0$ limit, the reproduction of the hump in $\{|k_y| \leq k_1\}$ contributes to the sign change of $\partial \mathcal{G} / \partial V_g$, and the origin of the hump indicates the contribution of the inner Fermi surface. Thus, even for nonzero $M$, the origin of the sign change of $\partial \mathcal{G} / \partial (eV_g)$ also stems from the inner Fermi surface.

In Figs. 9(b)-(c) and 9(c), we notice that the momentum range of $G(k_y) \neq 0$ changes from $2k_f$ to $2k_2$, and the value of $2k_2$ decreases with increasing $V_g$. The decrease in the range appears because the size of the outer Fermi surface of the FRM becomes smaller than that of the NM, reducing the magnitude of $\mathcal{G}$. Then, $\partial \mathcal{G} / \partial (eV_g)$ becomes negative even if the tradeoff of the inner Fermi surface contributes to increasing $\mathcal{G}$ when the decrease in $\mathcal{G}$ caused by the decrease of $2k_2$ is sufficiently large.

Finally, we discuss whether the charge conductance depends on the spin structure of the RSOC. In this study, we consider the charge conductance only for $\alpha > 0$. However, the obtained charge conductance is independent of the sign of $\alpha$. Because the sign of $\alpha$ refers to the helicity of the spin texture of the RSOC, the obtained charge conductance is independent of the helicity. Furthermore, under the transformation $\sigma_\alpha(\sigma_y) \to \sigma_y(\sigma_x)$ [i.e., RSOC $\to$ linear Dresselhaus type spin-orbit coupling (DSOC)] (Hamiltonian of DSOC: $H_{\text{DSOC}} = \alpha(k_x \sigma_x - k_y \sigma_y)$)\textsuperscript{28}, the obtained conductance is invariant (see Fig. 3). As a result, we
expect that the charge conductance is independent of the spin texture.

**IV. CONCLUSION**

In this study, we calculated the gate voltage \( V_g \) dependence of charge conductance in the NM/FRM junction. Additionally, we clarified the physical origin of the unconventional \( V_g \) dependence of charge conductance in NM/FRM junction, where charge conductance increases with \( V_g \). The origin of the unconventional \( V_g \) dependence is due to the non-monotonic change in the size of the inner Fermi surface in FRM as a function of \( V_g \). This result does not change by the spin transformation \( \sigma_x(\sigma_y) \rightarrow \sigma_y(\sigma_x) \), in which the RSOC replaces linear DSOC.

Furthermore, we studied the charge transport of the FRM. There are several future areas of study. For example, because the FRM has specific spin structures with non-zero Berry curvature, we can expect new ballistic transport phenomena, unlike that in diffusive transport, such as Edelstein effect\(^{29}\). In addition, the calculation of the tunneling magnetoresistance (TMR) in FRM junctions will be interesting; TMR may show different features depending on the gate voltage.

**ACKNOWLEDGMENT**

This work was supported by a Grant-in-Aid for Scientific Research on Innovative Areas, Topological Material Science (Grants No. JP15H05851, No. JP15H05853 No. JP15K21717), a Grant-in-Aid for Challenging Exploratory Research (Grant No. JP15K13498) from the Ministry of Education, Culture, Sports, Science, and Technology, Japan (MEXT), the Core Research for Evolutional Science and Technology (CREST) of the Japan Science and Technology Corporation (JST) (Grant No. JPMJCR14F1).

**Appendix A: Spin-dependent Conductance under the Unitary Transformation**

In this appendix, we show that the obtained transmission probabilities are independent of the detail of the spin texture caused by RSOC. First, we show that the conductance is invariant under unitary transformation \( U \), which satisfies \( \dot{v}_x = Uv_\chi U^\dagger \). Here, \( \dot{v}_x \) is a velocity operator after transformation \( U \). Applying \( U \), the Hamiltonian of the junction [see Eq. (3)] and the eigenfunctions on each side are changed as \( \hat{H} \rightarrow \hat{H} = UHU^\dagger \) and \( \chi(1|\uparrow\downarrow,1\downarrow) \rightarrow \chi(1|\uparrow\downarrow,1\uparrow) = U\chi(1|\uparrow\downarrow,1\downarrow) \). From the boundary condition after the transformation, the transmission and reflection coefficients, \( t_{1[2]} \) and \( r_{[1][2]} \) are given by

\[
\begin{pmatrix}
    U & 0 \\
    0 & U
\end{pmatrix}
\begin{pmatrix}
    \chi_1 & \chi_2 \\
    \chi_1^\dagger & -\chi_1
\end{pmatrix}
\begin{pmatrix}
    \chi_x \\
    -\chi_x
\end{pmatrix} =
\begin{pmatrix}
    \chi_{x,s} \\
    \chi_{F,x,s}
\end{pmatrix},
\]

(A1)

\( U \) is a 2 \( \times \) 2 matrix and \( \chi(1|\uparrow\downarrow,1\downarrow) \) are two-component vectors. Here, we notice that Eq. (A1) is the same as Eq. (13), i.e., \( r_{[1][2]} = r_{[1][2]} \) and \( r_{[1][1]} = r_{[1][1]} \). Then, we obtain \( \hat{\psi}^{s}_{in[ref,tra]} = U\hat{\psi}^{s}_{in[ref,tra]} \), where \( \hat{\psi}^{s}_{in[ref,tra]} \) is the wave function after the transformation. As a result, we find that the transmission probabilities are invariant about the transformation \( U \):

\[
\text{Re} \left\{ \frac{\hat{\psi}^{x, s}_{tra} v_x \psi^{x}_{tra}}{\psi^{x}_{in} v_x \psi^{x}_{in}} \right\} = \text{Re} \left\{ \frac{\hat{\psi}^{x, s}_{in[ref,tra]} U v_x U^\dagger \hat{\psi}^{x}_{tra}}{\psi^{x}_{in} U v_x U^\dagger \psi^{x}_{in}} \right\} = \text{Re} \left\{ \frac{\hat{\psi}^{x, s}_{tra} \dot{v}_x \psi^{x}_{tra}}{\psi^{x}_{in} \dot{v}_x \psi^{x}_{in}} \right\}
\]

(A2)

An NM/NM with RSOC junction can be connected to an NM/NM with DSOC junction through a unitary transformation \( R = i(\sigma_x + \sigma_y) / \sqrt{2} \), which changes as \( \sigma_x \rightarrow -\sigma_y \), \( \sigma_y \rightarrow \sigma_x \), and \( \sigma_z \rightarrow -\sigma_z \). The NM/FRM junction corresponds to NM/FM+DSOC junction through the transformation \( R \) and \( P \). \( P = V_x \sigma_z \) is the spin and momentum transformation, which changes \( k_x \rightarrow -k_x \), \( \sigma_y \rightarrow -\sigma_y \), and \( \sigma_z \rightarrow -\sigma_z \). Here, \( V_x \) is a mirror operator, which changes as \( (k_x, k_y, k_z) \rightarrow (k_x, -k_y, k_z) \). Then, the transmission probabilities in the RSOC are equal to that in the DSOC because \( R \) and \( P \) satisfy our assumption. These junctions are different from each other equal in terms of the spin texture caused by the SOC. Therefore, it is expected that these transmission probabilities can be understood without considering the spin texture, which is caused by the SOC. It is noted that \( k_y \)-resolved transmission probabilities in RSOC correspond to that in DSOC with \( k_y \rightarrow -k_y \) because of transformation \( P \).
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