Exact Decoding of Phrase-Based Translation Models through Lagrangian Relaxation

Abstract

This paper describes an algorithm for exact decoding of phrase-based translation models, based on Lagrangian relaxation. The method recovers exact solutions, with certificates of optimality, on over 99% of test examples. The method is much more efficient than approaches based on linear programming (LP) or integer linear programming (ILP) solvers: these methods are not feasible for anything other than short sentences. We compare our method to MOSES (Koehn et al., 2007), and give precise estimates of the number and magnitude of search errors that MOSES makes.

1 Introduction

Phrase-based models (Och et al., 1999; Koehn et al., 2003; Koehn et al., 2007) are a widely-used approach for statistical machine translation. The decoding problem for phrase-based models is NP-hard; because of this, previous work has generally focused on approximate search methods, for example variants of beam search, for decoding.

This paper describes an algorithm for exact decoding of phrase-based models, based on Lagrangian relaxation (Lemaréchal, 2001). The core of the algorithm is a dynamic program for phrase-based translation which is efficient, but which allows some ill-formed translations. More specifically, the dynamic program searches over the space of translations where exactly \( N \) words are translated (\( N \) is the number of words in the source-language sentence), but where some source-language words may be translated zero times, or some source-language words may be translated more than once. Lagrangian relaxation is used to enforce the constraint that each source-language word should be translated exactly once. A subgradient algorithm is used to optimize the dual problem arising from the relaxation.

The first technical contribution of this paper is the basic Lagrangian relaxation algorithm. By the usual guarantees for Lagrangian relaxation, if this algorithm converges to a solution where all constraints are satisfied (i.e., where each word is translated exactly once), then the solution is guaranteed to be optimal. For some source-language sentences however, the underlying relaxation is loose, and the algorithm will not converge. The second technical contribution of this paper is a method that incrementally adds constraints to the underlying dynamic program, thereby tightening the relaxation until an exact solution is recovered.

We describe experiments on translation from German to English, using phrase-based models trained by MOSES (Koehn et al., 2007). The method recovers exact solutions, with certificates of optimality, on over 99% of test examples. On over 78% of examples, the method converges with zero added constraints (i.e., using the basic algorithm); 99.67% of all examples converge with 9 or fewer constraints. We compare to a linear programming (LP)/integer linear programming (ILP) based decoder. Our method is much more efficient: LP or ILP decoding is not feasible for anything other than short sentences, whereas the average decoding time for our method (for sentences of length 1-50 words) is 121 seconds per sentence. We also compare our method to MOSES, and give precise estimates of the number and magnitude of search errors that MOSES makes. Even with large beam sizes, MOSES makes a significant number of search errors. As far as we are aware, previous work has not successfully recovered exact solutions for the type of phrase-based models used in MOSES.

2 Related Work

Lagrangian relaxation is a classical technique for solving combinatorial optimization problems (Korte and Vygen, 2008; Lemaréchal, 2001). Dual decom-

\[ \text{\footnotesize{1}} \text{We refer here to the phrase-based models of (Koehn et al., 2003; Koehn et al., 2007), considered in this paper. Other variants of phrase-based models, which allow polynomial time decoding, have been proposed, see the related work section.} \]

\[ \text{\footnotesize{2}} \text{For example ILP decoding for sentences of lengths 11-15 words takes on average 1138.5 seconds.} \]
position, a special case of Lagrangian relaxation, has been applied to inference problems in NLP (Koo et al., 2010; Rush et al., 2010), and also to Markov random fields (Wainwright et al., 2005; Komodakis et al., 2007; Sontag et al., 2008). Earlier work on belief propagation (Smith and Eisner, 2008) is closely related to dual decomposition. Recently, Rush and Collins (2011) describe a Lagrangian relaxation algorithm for decoding for syntactic translation; the algorithmic construction described in the current paper is, however, very different in nature to this work.

Beam search stack decoders (Koehn et al., 2003) are the most commonly used decoding algorithm for phrase-based models. Dynamic-programming-based beam search algorithms are discussed for both word-based and phrase-based models by Tillmann and Ney (2003) and Tillmann (2006).

Several works attempt exact decoding, but efficiency remains an issue. Exact decoding via integer linear programming (ILP) for IBM model 4 (Brown et al., 1993) has been studied by Germann et al. (2001), with experiments using a bigram language model for sentences up to eight words in length. Riedel and Clarke (2009) have improved the efficiency of this work by using a cutting-plane algorithm, and experimented with sentence lengths up to 30 words (again with a bigram LM). Zaslavskiy et al. (2009) formulate phrase-based decoding problem as a traveling salesman problem (TSP), and take advantage of existing exact and approximate approaches designed for TSP. Their translation experiment uses a bigram language model and applies an approximate algorithm for TSP. Och et al. (2001) propose an A* search algorithm for IBM model 4, and test on sentence lengths up to 14 words. Other work (Kumar and Byrne, 2005; Blackwood et al., 2009) has considered variants of phrase-based models with restrictions on reordering that allow exact, polynomial time decoding, using finite-state transducers.

The idea of incrementally adding constraints to tighten a relaxation until it is exact is a core idea in combinatorial optimization. Previous work on this topic in NLP or machine learning includes work on inference in Markov random fields (Sontag et al., 2008); work that encodes constraints using finite-state machines (Tromble and Eisner, 2006); and work on non-projective dependency parsing (Riedel and Clarke, 2006).

3 The Phrase-based Translation Model

This section establishes notation for phrase-based translation models, and gives a definition of the decoding problem. The phrase-based model we use is the same as that described by Koehn et al. (2003), as implemented in MOSES (Koehn et al., 2007).

The input to a phrase-based translation system is a source-language sentence with \( N \) words, \( x_1 x_2 \ldots x_N \). A phrase table is used to define the set of possible phrases for the sentence: each phrase is a tuple \( p = (s, t, e) \), where \( s, t \) are indices representing a contiguous span in the source-language sentence (we have \( s \leq t \)), and \( e \) is a target-language string consisting of a sequence of target-language words. For example, the phrase \( p = (2, 5, \text{the dog}) \) would specify that words \( x_2 \ldots x_5 \) have a translation in the phrase table as “the dog”. Each phrase \( p \) has a score \( g(p) = g(s, t, e) \): this score will typically be calculated as a log-linear combination of features (e.g., see Koehn et al. (2003)).

We use \( s(p) \), \( t(p) \) and \( e(p) \) to refer to the three components \( s, t, e \) of a phrase \( p \).

The output from a phrase-based model is a sequence of phrases \( y = \langle p_1 p_2 \ldots p_L \rangle \). We will often refer to an output \( y \) as a derivation. The derivation \( y \) defines a target-language translation \( e(y) \), which is formed by concatenating the strings \( e(p_1), e(p_2), \ldots, e(p_L) \). For two consecutive phrases \( p_k = (s, t, e) \) and \( p_{k+1} = (s', t', e') \), the distortion distance is defined as \( \delta(t, s') = |t + 1 - s'| \). The score for a translation is then defined as

\[
f(y) = h(e(y)) + \sum_{k=1}^{L} g(p_k) + \sum_{k=1}^{L-1} \eta \times \delta(t(p_k), s(p_{k+1}))
\]

where \( \eta \in \mathbb{R} \) is often referred to as the distortion penalty, and typically takes a negative value. The function \( h(e(y)) \) is the score of the string \( e(y) \) under a language model.\(^3\)

The decoding problem is to find

\[
\arg \max_{y \in \mathcal{Y}} f(y)
\]

where \( \mathcal{Y} \) is the set of valid derivations. The set \( \mathcal{Y} \) can be defined as follows. First, for any derivation \( y = \langle p_1 p_2 \ldots p_L \rangle \), where

\(^{3}\)The language model score usually includes a word insertion score that controls the length of translations. The relative weights of the \( g(p) \) and \( h(e(y)) \) terms, and the value for \( \eta \), are typically chosen using MERT training (Och, 2003).
\langle p_1 p_2 \ldots p_L \rangle$, define \( y(i) \) to be the number of times that the source-language word \( x_i \) has been translated in \( y \): that is, \( y(i) = \sum_{k=1}^{L} [s(p_k) \leq i \leq t(p_k)] \), where \([\pi] = 1\) if \( \pi \) is true, and 0 otherwise. Then \( \mathcal{Y} \) is defined as the set of finite length sequences \( \langle p_1 p_2 \ldots p_L \rangle \) such that:

1. Each word in the input is translated exactly once: that is, \( y(i) = 1 \) for \( i = 1 \ldots N \).
2. For each pair of consecutive phrases \( p_k, p_{k+1} \) for \( k = 1 \ldots L - 1 \), we have \( \delta(t(p_k), s(p_{k+1})) \leq d \), where \( d \) is the distortion limit.

An exact dynamic programming algorithm for this problem uses states \( (w_1, w_2, b, r) \), where \( (w_1, w_2) \) is a target-language bigram that the partial translation ended with, \( b \) is a bit-string denoting which source-language words have been translated, and \( r \) is the end position of the previous phrase (e.g., see Koehn et al. (2003)). The bigram \( (w_1, w_2) \) is needed for calculation of trigram language model scores; \( r \) is needed to enforce the distortion limit, and to calculate distortion costs. The bit-string \( b \) is needed to ensure that each word is translated exactly once. Since the number of possible bit-strings is exponential in the length of sentence, exhaustive dynamic programming is in general intractable. Instead, people commonly use heuristic search methods such as beam search for decoding. However, these methods have no guarantee of returning the highest scoring translation.

### 4 A Decoding Algorithm based on Lagrangian Relaxation

We now describe a decoding algorithm for phrase-based translation, based on Lagrangian relaxation. We first describe a dynamic program for decoding which is efficient, but which relaxes the \( y(i) = 1 \) constraints described in the previous section. We then describe the Lagrangian relaxation algorithm, which introduces Lagrange multipliers for each constraint of the form \( y(i) = 1 \), and uses a subgradient algorithm to minimize the dual arising from the relaxation. We conclude with theorems describing formal properties of the algorithm, and with an example run of the algorithm.

#### 4.1 An Efficient Dynamic Program

As described in the previous section, our goal is to find the optimal translation \( y^* = \arg \max_{y \in \mathcal{Y}} f(y) \). We will approach this problem by defining a set \( \mathcal{Y}' \) such that \( \mathcal{Y} \subseteq \mathcal{Y}' \), and such that:

\[
\arg \max_{y \in \mathcal{Y}'} f(y)
\]

can be found efficiently using dynamic programming. The set \( \mathcal{Y}' \) omits some constraints—specifically, the constraints that each source-language word is translated once, i.e., that \( y(i) = 1 \) for \( i = 1 \ldots N \)—that are enforced for members of \( \mathcal{Y} \). In the next section we describe how to reintroduce these constraints using Lagrangian relaxation. The set \( \mathcal{Y}' \) does, however, include a looser constraint, namely that \( \sum_{i=1}^{N} y(i) = N \), which requires that exactly \( N \) words are translated.

We now give the dynamic program that defines \( \mathcal{Y}' \). The main idea will be to replace bit-strings (as described in the previous section) by a much smaller number of dynamic programming states. Specifically, the states of the new dynamic program will be tuples \( (w_1, w_2, n, l, m, r) \). The pair \( (w_1, w_2) \) is again a target-language bigram corresponding to the last two words in the partial translation, and the integer \( r \) is again the end position of the previous phrase. The integer \( n \) is the number of words that have been translated thus far in the dynamic programming algorithm. The integers \( l \) and \( m \) specify a contiguous span \( x_l \ldots x_m \) in the source-language sentence; this span is the last contiguous span of words that have been translated thus far.

The dynamic program can be viewed as a shortest-path problem in a directed graph, with nodes in the graph corresponding to states \( (w_1, w_2, n, l, m, r) \). The transitions in the graph are defined as follows. For each state \( (w_1, w_2, n, l, m, r) \), we consider any phrase \( p = (s, t, e) \) with \( e = (e_0 \ldots e_{M-1} e_M) \) such that: 1) \( \delta(r, s) \leq d \); and 2) \( t < l \) or \( s > m \). The former condition states that the phrase should satisfy the distortion limit. The latter condition requires that there is no overlap of the new phrase’s span \((s, t)\) with the span \((l, m)\). For any such phrase, we create a transition

\[
(w_1, w_2, n, l, m, r) \xrightarrow{p=(s, t, e)} (w_1', w_2', n', l', m', r')
\]
where

\[ \begin{align*}
&\bullet (w'_1, w'_2) = \begin{cases} 
(e_{M-1}, e_M) & \text{if } M \geq 2 \\
(w_2, e_1) & \text{if } M = 1
\end{cases} \\
&\bullet n' = n + t - s + 1 \\
&\bullet (l', m') = \begin{cases} 
(l, t) & \text{if } s = m + 1 \\
(s, m) & \text{if } t = l - 1 \\
(s, t) & \text{otherwise}
\end{cases} \\
&\bullet r' = t
\end{align*} \]

The new target-language bigram \((w'_1, w'_2)\) is the last two words of the partial translation after including phrase \(p\). It comes from either the last two words of \(e\), or, if \(e\) consists of a single word, the last word of the previous bigram, \(w_2\), and the first and only word, \(e_1\), in \(e\). \((l', m')\) is expanded from \((l, m)\) if the spans \((l, m)\) and \((s, t)\) are adjacent. Otherwise, \((l', m')\) will be the same as \((s, t)\).

The score of the transition is given by a sum of the phrase translation score \(g(p)\), the language model score, and the distortion cost \(\eta \times \delta(r, s)\). The trigram language model score is \(h(e_1|w_1, w_2) + h(e_2|w_2, e_1) + \sum_{i=1}^{M-2} h(e_{i+2}|e_i, e_{i+1})\), where \(h(w_3|w_1, w_2)\) is a trigram score (typically a log probability plus a word insertion score).

We also include start and end states in the directed graph. The start state is \(\langle s, s\rangle, <s, 0, 0, 0, 0\rangle\) where \(<s\rangle\) is the start symbol in the language model. For each state \((w_1, w_2, n, l, m, r)\), such that \(n = N\), we create a transition to the end state. This transition takes the form

\[ (w_1, w_2, N, l, m, r) \xrightarrow{(N, N+1, \langle s\rangle)} \text{END} \]

For this transition, we define the score as \(\text{score} = h(<s>|w_1, w_2)\); thus this transition incorporates the end symbol \(<s>\) in the language model.

The states and transitions we have described form a directed graph, where each path from the start state to the end state corresponds to a sequence of phrases \(p_1, p_2, \ldots, p_L\). We define \(\mathcal{Y}'\) to be the full set of such sequences. We can use the Viterbi algorithm to solve \(\arg \max_{y \in \mathcal{Y}'} f(y)\) by simply searching for the highest scoring path from the start state to the end state.

The set \(\mathcal{Y}'\) clearly includes derivations that are ill-formed, in that they may include words that have been translated 0 times, or more than 1 time. The first line of Figure 2 shows one such derivation (corresponding to the translation \textit{the quality and also the and the quality and also }.). For each phrase we show

\begin{figure}[h]
\begin{align*}
\text{Initialization: } u^0(i) &\leftarrow 0 \quad \text{for } i = 1 \ldots N \\
\text{for } t = 1 \ldots T, &
\begin{align*}
y^t &= \arg \max_{y \in \mathcal{Y}'} L(u^{t-1}, y) \\
\text{if } y^t(i) &= 1 \quad \text{for } i = 1 \ldots N \\
\text{return } y^T
\end{align*}
\end{align*}
\end{figure}

the English string (e.g., \textit{the quality}) together with the span of the phrase (e.g., 3, 6). The values for \(y(i)\) are also shown. It can be verified that this derivation is a valid member of \(\mathcal{Y}'\). However, \(y(i) \neq 1\) for several values of \(i\): for example, words 1 and 2 are translated 0 times, while word 3 is translated twice.

Other dynamic programs, and definitions of \(\mathcal{Y}'\), are possible: for example, an alternative would be to use a dynamic program with states \((w_1, w_2, n, r)\). However, including the previous contiguous span \((l, m)\) makes the set \(\mathcal{Y}'\) a closer approximation to \(\mathcal{Y}\). In experiments we have found that including the previous span \((l, m)\) in the dynamic program leads to faster convergence of the subgradient algorithm described in the next section, and in general to more stable results. This is in spite of the dynamic program being larger; it is no doubt due to \(\mathcal{Y}'\) being a better approximation of \(\mathcal{Y}\).

4.2 The Lagrangian Relaxation Algorithm

We now describe the Lagrangian relaxation decoding algorithm for the phrase-based model. Recall that in the previous section, we defined a set \(\mathcal{Y}'\) that allowed efficient dynamic programming, and such that \(\mathcal{Y} \subset \mathcal{Y}'\). It is easy to see that \(\mathcal{Y} = \{ y : y \in \mathcal{Y}', \quad \forall i, y(i) = 1 \}\). The original decoding problem can therefore be stated as:

\[ \arg \max_{y \in \mathcal{Y}'} f(y) \quad \text{such that } \forall i, y(i) = 1 \]

We use Lagrangian relaxation (Korte and Vygen, 2008) to deal with the \(y(i) = 1\) constraints. We introduce Lagrange multipliers \(u(i)\) for each such constraint. The Lagrange multipliers \(u(i)\) can take any positive or negative value. The Lagrangian is

\[ L(u, y) = f(y) + \sum_i u(i)(y(i) - 1) \]
The dual objective is then

\[ L(u) = \max_{y \in \mathcal{Y}} L(u, y). \]

and the dual problem is to solve

\[ \min_u L(u). \]

The next section gives a number of formal results describing how solving the dual problem will be useful in solving the original optimization problem.

We now describe an algorithm that solves the dual problem. By standard results for Lagrangian relaxation (Korte and Vygen, 2008), \( L(u) \) is a convex function; it can be minimized by a subgradient method. If we define

\[ y_u = \arg \max_{y \in \mathcal{Y}} L(u, y) \]

and \( \gamma_u(i) = y_u(i) - 1 \) for \( i = 1 \ldots N \), then \( \gamma_u \) is a subgradient of \( L(u) \) at \( u \). A subgradient method is an iterative method for minimizing \( L(u) \), which performs updates \( u^t' \leftarrow u^{t-1} - \alpha^t \gamma_u^{t-1} \) where \( \alpha^t > 0 \) is the step size for the \( t \)th subgradient step.

Figure 1 depicts the resulting algorithm. At each iteration, we solve

\[ \arg \max_{y \in \mathcal{Y}} \left( f(y) + \sum_i u(i)(y(i) - 1) \right) \]

\[ = \arg \max_{y \in \mathcal{Y}} \left( f(y) + \sum_i u(i)y(i) \right) \]

by the dynamic program described in the previous section. Incorporating the \( \sum_i u(i)y(i) \) terms in the dynamic program is straightforward: we simply redefine the phrase scores as

\[ g(s, t, e) = g(s, t, e) + \sum_{i=s}^{t} u(i) \]

Intuitively, each Lagrange multiplier \( u(i) \) penalizes or rewards phrases that translate word \( i \); the algorithm attempts to adjust the Lagrange multipliers in such a way that each word is translated exactly once. The updates \( u^t(i) = u^{t-1}(i) - \alpha^t(y^t(i) - 1) \) will decrease the value for \( u(i) \) if \( y^t(i) > 1 \), increase the value for \( u(i) \) if \( y^t(i) = 0 \), and leave \( u(i) \) unchanged if \( y^t(i) = 1 \).

4.3 Properties

We now give some theorems stating formal properties of the Lagrangian relaxation algorithm. The proofs are simple, and are given in the supplemental material for this submission. First, define \( y^* \) to be the optimal solution for our original problem:

**Definition 1.** \( y^* = \arg \max_{y \in \mathcal{Y}} f(y) \)

Our first theorem states that the dual function provides an upper bound on the score for the optimal translation, \( f(y^*) \):

**Theorem 1.** For any value of \( u \in \mathbb{R}^N \), \( L(u) \geq f(y^*) \).

The second theorem states that under an appropriate choice of the step sizes \( \alpha^t \), the method converges...
Lagrange multipliers such that $y$ tight, in that there may not be any second case, the underlying relaxation may not be $T$ the first case, we may not have run the algorithm $i$ for all $i$. Therefore, we may not have run the algorithm $i$ for all $i$. Thus, the Lagrangian multipliers are updated to encourage each word to be translated once. On this example, the algorithm converges to a solution where all words are translated exactly once, and the solution is guaranteed to be optimal.

### 4.4 An Example of the Algorithm

Figure 2 shows an example of how the algorithm works when translating a German sentence into an English sentence. After the first iteration, there are words that have been translated two or three times, and words that have not been translated. At each iteration, the Lagrangian multipliers are updated to encourage each word to be translated once. On this example, the algorithm converges to a solution where all words are translated exactly once, and the solution is guaranteed to be optimal.

### 5 Tightening the Relaxation

In some cases the algorithm in Figure 1 will not converge to $y(i) = 1$ for $i = 1 \ldots N$ because the underlying relaxation is not tight. We now describe a method that incrementally tightens the Lagrangian relaxation algorithm until it provides an exact answer. In cases that do not converge, we introduce hard constraints to force certain words to be translated exactly once in the dynamic programming solver. In experiments we show that typically only a few constraints are necessary.

Figure 3: A decoding algorithm with incremental addition of constraints. The function $\text{Optimize}(C, u)$ is a recursive function, which takes as input a set of constraints $C$, and a vector of Lagrange multipliers, $u$. The initial call to the algorithm is with $C = \emptyset$, and $u = 0$. $\alpha > 0$ is the step size. In our experiments, the step size decreases with the number of iteration; see supplementary material.

Given a set $C \subseteq \{1, 2, \ldots, N\}$, we define

$$\mathcal{Y}_C = \{ y : y \in \mathcal{Y'}, \text{ and } \forall i \in C, \text{ } (y(i) = 1) \}$$

Thus $\mathcal{Y}_C$ is a subset of $\mathcal{Y'}$, formed by adding hard constraints of the form $y(i) = 1$ to $\mathcal{Y'}$. Note that $\mathcal{Y}_C$ remains as a superset of $\mathcal{Y}$, which enforces $y(i) = 1$ for all $i$. Finding $\arg \max_{y \in \mathcal{Y}_C} f(y)$ can again be achieved using dynamic programming, with the number of dynamic programming states increased by a factor of $2^{|C|}$: dynamic programming states of the form $(w_1, w_2, n, l, m, r)$ are replaced by states $(w_1, w_2, n, l, m, r, b_C)$ where $b_C$ is a bit-string of length $|C|$, which records which words in the set $C$ have or haven’t been translated in a hypothesis (partial derivation). Note that if $C = \{1 \ldots N\}$, we have $\mathcal{Y}_C = \mathcal{Y}$, and the dynamic program will correspond to exhaustive dynamic programming.
We can again run a Lagrangian relaxation algorithm, using the set $\mathcal{Y}^*_C$ in place of $\mathcal{Y}^*$. We will use Lagrange multipliers $u(i)$ to enforce the constraints $y(i) = 1$ for $i \notin \mathcal{C}$. Our goal will be to find a small set of constraints $\mathcal{C}$, such that Lagrangian relaxation will successfully recover an optimal solution. We will do this by incrementally adding elements to $\mathcal{C}$; that is, by incrementally adding constraints that tighten the relaxation.

The intuition behind our approach is as follows. Say we run the original algorithm, with the set $\mathcal{Y}'$, for several iterations, so that $L(u)$ is close to convergence (i.e., $L(u)$ is close to its minimal value). However, assume that we have not yet generated a solution $y^*$ such that $y^*(i) = 1$ for all $i$. In this case we have some evidence that the relaxation may not be tight, and that we need to add some constraints. The question is, which constraints to add? To answer this question, we run the subgradient algorithm for $K$ more iterations (e.g., $K = 10$), and at each iteration track which constraints of the form $y(i) = 1$ are violated. We then choose $\mathcal{C}$ to be the $G$ constraints (e.g., $G = 3$) that are violated most often during the $K$ additional iterations, and are not adjacent to each other. We recursively call the algorithm, replacing $\mathcal{Y}'$ by $\mathcal{Y}^*_C$; the recursive call may then return an exact solution, or alternatively again add more constraints and make a recursive call.\(^4\)

Figure 3 depicts the resulting algorithm. We initially make a call to the algorithm $\text{Optimize}(\mathcal{C}, u)$ with $\mathcal{C}$ equal to the empty set (i.e., no hard constraints), and with $u(i) = 0$ for all $i$. In an initial phase the algorithm runs subgradient steps, while the dual is still improving. In a second step, if a solution has not been found, the algorithm runs for $K$ more iterations, thereby choosing $G$ additional constraints, then recursing.

If at any stage the algorithm finds a solution $y^*$ such that $y^*(i) = 1$ for all $i$, then this is the solution to our original problem, $\arg \max_{y \in \mathcal{Y}} f(y)$. This follows because for any $\mathcal{C} \subseteq \{1 \ldots N\}$ we have $\mathcal{Y} \subseteq \mathcal{Y}^*_C$; hence the theorems in section 4.3 go through for $\mathcal{Y}^*_C$ in place of $\mathcal{Y}'$, with trivial modifications. Note also that the algorithm is guaranteed to eventually find the optimal solution, because eventually $\mathcal{C} = \{1 \ldots N\}$, and $\mathcal{Y} = \mathcal{Y}^*_C$.

The remaining question concerns the “dual still improving” condition; i.e., how to determine that the first phase of the algorithm should terminate. We do this by recording the first and second best dual values $L(u')$ and $L(u'')$ in the sequence of Lagrange multipliers $u^1, u^2, \ldots$ generated by the algorithm. Suppose that $L(u'')$ first occurs at iteration $t''$. If $L(u'') - L(u') < \epsilon$, we say that the dual value does not decrease enough. The value for $\epsilon$ is a parameter of the approach: in experiments we used $\epsilon = 0.002$.

See the supplementary material for this submission for an example run of the algorithm.

When $\mathcal{C} \neq \emptyset$, A* search can be used for decoding, with the dynamic program for $\mathcal{Y}'$ providing admissible estimates for the dynamic program for $\mathcal{Y}^*_C$. Experiments show that A* gives significant improvements in efficiency. The supplementary material contains a full description of the A* algorithm.

### 6 Experiments

In this section, we present experimental results to demonstrate the efficiency of the decoding algorithm. We compare to MOSES (Koehn et al., 2007),
Table 2: Showing the number of constraints added before convergence of the algorithm in Figure 3, broken down by sentence length. Note that a maximum of 3 constraints are added at each recursive call, but that fewer than 3 constraints are added in cases where fewer than 3 constraints have \textit{count}(i) > 0. x indicates the sentences that fail to converge after 250 iterations. 78.7\% of the examples converge without adding any constraints.

| # cons. | 1-10 words | 11-20 words | 21-30 words | 31-40 words | 41-50 words | All sentences |
|---------|------------|------------|------------|------------|------------|--------------|
| 0-0     | 183 (98.9\%) | 511 (91.6\%) | 438 (77.4\%) | 82 (48.8\%) | 1,436 (78.7\%) | 78.7\% |
| 1-3     | 2 (1.1\%) | 45 (8.1\%) | 94 (16.6\%) | 87 (25.1\%) | 278 (15.2\%) | 91.6\% |
| 4-6     | 0 (0.0\%) | 2 (0.4\%) | 27 (4.8\%) | 24 (6.9\%) | 19 (11.3\%) | 25.1\% |
| 7-9     | 0 (0.0\%) | 0 (0.0\%) | 7 (1.2\%) | 13 (3.7\%) | 12 (1.8\%) | 11.3\% |
| x       | 0 (0.0\%) | 0 (0.0\%) | 0 (0.0\%) | 1 (0.3\%) | 5 (0.3\%) | 100.0\% |

Table 3: The average time (in seconds) for decoding using the algorithm in Figure 3, with and without A* algorithm, broken down by sentence length and the number of constraints that are added. A* indicates speeding up using A* search; w/o denotes without using A*.

| # cons. | 1-10 words | 11-20 words | 21-30 words | 31-40 words | 41-50 words | All sentences |
|---------|------------|------------|------------|------------|------------|--------------|
| 1-3     | 2.4 2.9    | 23.2 28.0  | 111.7 163.7 | 309.5 575.2 | 1,552.8 1,709.2 | 78.7\% |
| 4-6     | 0.0 0.0    | 28.2 38.8  | 166.1 500.4 | 361.0 1,467.6 | 1,167.2 3,222.4 | 78.7\% |
| 7-9     | 0.0 0.0    | 0.0 0.0    | 0.0 0.0    | 0.0 0.0    | 0.0 0.0    | 78.7\% |

Our method finds exact solutions on 1,818 out of 1,824 sentences (99.67\%). (6 examples do not converge within 250 iterations.) Table 1 shows the number of iterations required for convergence, and Table 2 shows the number of constraints required for convergence, broken down by sentence length. In 1,436/1,818 (78.7\%) sentences, the method converges without adding hard constraints to tighten the relaxation. For sentences with 1-10 words, the vast majority (183 out of 185 examples) converge with 0 constraints added. As sentences get longer, more constraints are often required. However most examples converge with 9 or fewer constraints.

Table 3 shows the average times for decoding, broken down by sentence length, and by the number of constraints that are added. As expected, decoding times increase as the length of sentences, and the number of constraints required, increase. The average run time across all sentences is 120.9 seconds. Table 3 also shows the run time of the method without the A* algorithm for decoding. The A* algorithm gives significant reductions in runtime.

6.1 Comparison to an LP/ILP solver

To compare to a linear programming (LP) or integer linear programming (ILP) solver, we can implement the dynamic program (search over the set \(Y'\)) through linear constraints, with a linear objective. The \(y(i) = 1\) constraints are also linear. Hence we can encode our relaxation within an LP or ILP. Having done this, we tested the resulting LP or ILP using Gurobi, a high-performance commercial grade solver. We also compare to an LP or ILP where the dynamic program makes use of states \((w_1, w_2, n, r)\)—i.e., the span \((l, m)\) is dropped, making the dynamic program smaller. Table 4 shows the average time taken by the LP/ILP solver. Both the LP and the ILP require very long running times on these shorter sentences, and running times on longer sentences are prohibitive. Our algorithm is more efficient because it leverages the structure of the problem, by directly using a combinatorial algorithm (dynamic programming).
Table 4: Average and median time of the LP/ILP solver (in seconds). % frac. indicates how often the LP gives a fractional answer. $\mathcal{Y}^L$ indicates the dynamic program using set $\mathcal{Y}$ as defined in Section 4.1, and $\mathcal{Y}^L$ indicates the dynamic program using states $(w_1, w_2, n, r)$. The statistics for ILP for length 16-20 are based on 50 sentences.

### 6.2 Comparison to MOSES

We now describe comparisons to the phrase-based decoder implemented in MOSES. MOSES uses beam search to find approximate solutions.

The distortion limit described in section 3 is the same as that in Koehn et al. (2003), and is the same as that described in the user manual for MOSES (Koehn et al., 2007). However, a complicating factor for our comparisons is that MOSES uses an additional distortion constraint, not documented in the manual, which we describe here.\footnote{Personal communication from Philipp Koehn; see also the software for MOSES.} We call this constraint the gap constraint. We will show in experiments that without the gap constraint, MOSES fails to produce translations on many examples. In our experiments we will compare to MOSES both with and without the gap constraint (in the latter case, we discard examples where MOSES fails).

We now describe the gap constraint. For a sequence of phrases $p_1, \ldots, p_k$ define $\theta(p_1 \ldots p_k)$ to be the index of the left-most source-language word not translated in this sequence. For example, if the bit-string for $p_1 \ldots p_k = 111001101000$, then $\theta(p_1 \ldots p_k) = 4$. A sequence of phrases $p_1 \ldots p_L$ satisfies the gap constraint if and only if for $k = 2 \ldots L$, $|\ell(p_k) + 1 - \theta(p_1 \ldots p_k)| \leq d$, where $d$ is the distortion limit. We will call MOSES without this restriction MOSES-nogc, and MOSES with this restriction MOSES-gc.

### Results for MOSES-nogc

Table 5 shows the number of examples where MOSES-nogc fails to give a translation, and the number of search errors for those cases where it does give a translation. The number of search errors is significant, even for large beam sizes.

### Results for MOSES-gc

MOSES-gc uses the gap constraint, and thus in some cases our decoder will produce derivations which MOSES-gc cannot reach. Among the 1,818 sentences where we produce a solution, there are 270 such derivations. For the remaining 1,548 sentences, MOSES-gc makes search errors on 2 sentences (0.13\%) when the beam size is 100, and no search errors when the beam size is 200, 1,000, or 10,000.

Finally, table 6 shows statistics for the magnitude of the search errors that MOSES-gc and MOSES-nogc make.

### 7 Conclusions

We have described an exact decoding algorithm for phrase-based translation models, using Lagrangian relaxation. The algorithmic construction we have described may also be useful in other areas of NLP, for example natural language generation. Possible extensions to the approach include methods that incorporate the Lagrangian relaxation formulation within learning algorithms for statistical MT: we see this as an interesting avenue for future research.
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