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Abstract

RNA-seq, including single cell RNA-seq (scRNA-seq), is plagued by insufficient sensitivity and lack of precision. As a result, the full potential of (sc)RNA-seq is limited. Major factors in this respect are the presence of global bias in most datasets, which affects detection and quantitation of RNA in a length-dependent fashion. In particular, scRNA-seq is affected by technical noise and a high rate of dropouts, where the vast majority of original transcripts is not converted into sequencing reads. We discuss these biases origins and implications, bioinformatics approaches to correct for them, and how biases can be exploited to infer characteristics of the sample preparation process, which in turn can be used to improve library preparation.
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Introduction

RNA-seq has become one of the most important tools in molecular biology. It allows straightforward measurement of RNA expression levels in transcriptome-wide fashion. It is now available in countless variants that allow sequencing of different types of RNAs, from different starting materials, using different experimental approaches, and more [1]. Although developed early [2], RNA-seq from single cells (scRNA-seq) increased dramatically in its popularity recently [3]. The power of scRNA-seq lies in its ability to potentially visualize variability that is masked by the ensemble averaging of standard RNA-seq; it can be used to identify allelic exclusion based on single-nucleotide polymorphisms [4] and can reveal non-genetic heterogeneity. The latter is believed to be important in diseases [5] and can offer insights into transcriptional mechanisms [6, 7].

In this review, we will discuss current limitations of RNA-seq with respect to its main application of quantifying transcript abundances. Since this is particularly relevant for absolute quantitation, we will explore how technical noise and biases reduce both sensitivity and precision of (sc)RNA-seq specifically, and will discuss novel insights in this regard.

From RNA to sequencing reads

The main goal of RNA-seq in most contexts is the accurate quantification of the original RNAs’ abundances in a sample, whether that refers to ‘bulk’ RNA from a homogenized cell population, or single cells. In practice, this amounts to correctly interpreting the number of sequencing reads that are obtained for each transcript. This problem is non-trivial due to several confounding factors preventing precise quantification, most of which are owed to the complexity of RNA-seq sample preparation.

Several steps are necessary to convert the RNAs in cell lysates into sequencing reads. Common to the vast majority of protocols are selecting which RNA is to be sequenced, the cDNA production steps of reverse transcription (RT) (often referred to as
first-strand synthesis) and second-strand synthesis. The reason for selecting RNA to be sequenced is that the vast majority of RNA in cell lysates is ribosomal RNA, which is normally undesired. Removing it allows for more reads to be used towards the detection of less abundant RNA species of interest, such as mRNA. This is achieved by removing RNA (‘ribodepletion’) or positive selection of RNAs of interest. RNA is replaced with DNA because RNA is problematic to work with; it is subject to degradation through RNases and metal ion catalyzed hydrolysis at higher temperatures. It has a propensity to form secondary structures and cannot easily be amplified due to a lack of suitable enzymes and its compromised stability during thermal cycling. Synthesis of the second cDNA strand is necessary to enable adapter ligation for next generation sequencing, unless special adaptations are used [8]. Other protocols use the RT step to add adapter sequences directly, for instance by using a RT primer with overhanging adapter sequences. This idea is taken further in scRNA-seq protocols where the RT primer is often oligo-(dT)s (to capture polyadenylated mRNAs) with an overhang including adapter sequences, cell barcodes and unique molecular identifiers (see section UMI s e.g. 10X Chromium [9], Drop-seq [10] or InDrop [11]).

The only RNA-seq strategy that avoids cDNA conversion is direct RNA sequencing, as implemented by the ill-fated Helicos sequencing machine [12] or nanopore sequencing [13]. The latter is promising as a future technology producing long reads for single molecules; it records the base sequence of individual nucleic acid strands as they are electrophoretically pulled through channels in a membrane. The system is plagued with high error rates, though, and most studies have exploratory character and/or use additional second generation (e.g. Illumina) sequencing to bolster sequencing quality [14].

RNA-seq libraries are usually fragmented by various means and size-selected in order to produce more sequencing reads at optimal length. This can occur before or after cDNA production. Direct fragmentation of RNA often uses metal-ion catalyzed hydrolysis at high temperatures (e.g. TruSeq) and cDNA fragmentation often uses physical methods (e.g. sonication) or enzymatic methods. ‘Tagmentation’ is a convenient enzymatic way to combine fragmentation and adapter ligation [15]. It uses transposase Tn5 to internally cleave double-stranded DNA and ligate oligonucleotides to both resulting ends in the same reaction. The material is usually further amplified by PCR. Often, an extended first PCR cycle is used to synthesize the second-strand. An alternative to PCR is linear amplification by in vitro transcription (IVT), as implemented by the CEL-seq protocol [16].

Each of these steps can skew the representation of original transcripts by sequencing reads. It is worth noting that there is a difference between variability and bias. Statistically, the average of a repeatedly sampled value needs to deviate from the true value to make it an actual bias; random variation per se is not enough. Biases in RNA-seq can have very different effects and it is important to understand, classify and quantify these. Two key properties that help categorize biases are their scale (local – bias is specific to one gene or individual positions, or global – bias occurs across genes in a systematic overall pattern) and their visibility (can be seen on a coverage plot, e.g. Figure 1A), which are explained in more detail below. These properties are not always independent.

In the next section, we introduce the two major methods for quantifying the abundance of RNA in a sample. We discuss how the sample preparation process introduces bias for coverage-based approaches, avoids these biases for UMI-based approaches, and how these approaches compare otherwise.

Quantitation approaches

Read numbers alone are not sufficient to quantify the abundance of RNA in a sample and need to be expressed in terms of transcript numbers to draw conclusions about biological processes in many cases. Here, we discuss the two main approaches, read-coverage and UMIs, and their strengths and limitations.

Coverage-based approaches

Coverage (the number of sequencing reads that align to known reference bases)-based approaches have characteristic biases which are likely to affect quantitation of expression levels. These can occur on a well-studied local scale, or an as yet under- characterized global scale.

It is generally assumed that expected sequencing read numbers for a particular transcript are proportional to its length, i.e. a linear relationship, giving rise to the RPKM/FPKM (reads/fragments per kilobase transcript length per million total sequencing reads) or transcripts per million (TPM) measures [17]. These have been recognized to be inadequate in their original conception and are frequently subjected to various bias correction algorithms, although the fundamental notion of length-proportionality is usually kept [18]. It is worth noting that application of correction algorithms subverts the physical unit/dimensions character of their names.

Local biases

If the sequencing read density is plotted along gene bodies, usually a spikey peak landscape emerges (Figure 1A). Frequently, abrupt changes in coverage coincide for independent replicate samples, suggesting that the local sequence environment causes an actual bias and not just experimental variability (Figure 1A). This corresponds to local bias that is highly visible (Figure 1B, bottom left). Its causes are debated, but are likely to include RNA secondary structure, non-uniform hydrolysis of RNA, RNA binding proteins and others [19, 20]; most of these factors are speculated to prevent cDNA production at certain spots and/or stop cDNA production in the spots’ vicinity, thus causing free ends that might facilitate adapter ligation (unless tagmentation is employed).

A potentially powerful experimental solution to this problem could be provided by reverse transcripases found in mobile group II introns. These introns are retroelements that are mainly found in prokaryotes, fungal and plant organelar genomes. They consist of an autocatalytic intron RNA and an intron-encoded reverse transcriptase which act jointly to excise the intron and reverse-splice it into DNA, thereby propagating themselves. Engineered versions of such reverse transcripases have been shown to have high fidelity and processivities, and are thermostable, which permits increased incubation temperatures during RT, thereby reducing RNA secondary structures. In addition, they exhibit template switching activity that foregoes the need to ligate primers or adapters to the RNA [21]. However, increasing temperatures decreases the stability of RNA [22] and reduces processivity [23]. Therefore, a delicate balance has to be struck between minimizing secondary structures and degradation while maximizing processivity.

The picture is not entirely conclusive, though; RNA-seq libraries that are based on poly-A tail priming still feature many (often short) genes with peak-valley-peak formations where the 5’ peaks are larger than the 3’ ones [23] and Figure 4A). This appears hard to reconcile with the idea of obstacles to RT.
In general, this local type of bias does not necessarily have a strong effect on quantification [24]. Although the estimation of splice variant abundances can be skewed depending on differential inclusion of individual peaks or valleys, the local variability might average out for longer RNAs. A related local bias concerns the apparent non-uniform binding of random oligonucleotides [25], which are used in some protocols to prime RT. This bias manifests as unequal nucleotide frequencies at the ends of sequencing reads, which probably affects coverage similarly as the aforementioned examples for local biases.

Global biases

A reasonably well understood and intuitive bias arises from reduced fragmentation efficiency close to the ends of DNA fragments. Tagmentation requires a minimum sequence of ~10 bases on either end of the integration sites [15]. Similarly, physical fragmentation methods, such as sonication, probably exert higher tensile stress on longer strands which facilitates breakage in longer DNA. The results are fewer sequencing reads from regions with ineffective fragmentation, which causes noticeable dips in coverage at the ends of transcripts. However, fragmentation bias is more complex than it seems at first glance; cDNA production might stop before the end of the transcript is reached (see below), which potentially biases fragmentation internally, making the bias less visible and harder to correct. In addition, even in the absence of internal fragmentation bias, RNAs that are too short for effective fragmentation will become depleted. Thus, a global bias is introduced that affects transcript representation in a non-linear, length-dependent way. This is an example of a bias that is visible and has both local and global effects. In general, different combinations of local and global bias might occur (Figure 1B, bottom right). Potentially, a global bias severely skews the representation of transcripts, e.g. by underestimating long ones [20], but is invisible as far as coverage profiles are concerned (Figure 1C).

An important example for global bias is the unequal amplification of different sequences by PCR at exponential rates [26]. This has been of particular concern for scRNA-seq, due to the many PCR cycles that are required. This bias is well recognized and efforts have been made to tackle it by using IVT [16] and by employing UMIs as described below [27], albeit these measures are not compatible with all RNA-seq protocols. In fact, the protocols themselves introduce strong global biases which warrant a closer examination.
One difference in the sample preparation process is how RNA is selected to be sequenced; this can cause bias through the mechanism of RNA degradation. As mentioned earlier, RNA (compared to DNA) is an inherently unstable molecule, with a reactive 2′ hydroxyl group which (when deprotonated) can attack the neighboring phosphodiester bond [22], resulting in self cleavage. This degradation is complicated further by the presence of RNase’s in both the surrounding environment and endogenously in the sample being studied [22]. The instability of mRNA is one of the reasons why mRNA is converted into DNA in the early stages of most protocols – however some degradation is likely to still occur in the process.

A visible global bias can be introduced with RNA degradation when RNA is selected from one end of the transcript (poly-(A) + selection) [28]. If one mRNA strand is split in two, and only one strand is selected for (the poly-(A) + strand), then the other will be missed. If the assumption is made that cuts in mRNA occur with equal probability across the whole strand, long mRNAs will have more cuts than short mRNAs and therefore resulting reads are more biased towards the 3′ end.

The origins of global bias

Heatmaps are a convenient way to simultaneously depict the local and global scale of a visible bias [23]; if the density of sequencing reads along RNAs is color-coded and RNAs are ordered by length, patterns emerge. A selection of simulated datasets illustrates this for varying degrees and types of bias (Figure 2). The local bias component appears as the noisy color fluctuations throughout the center and right images (Figure 2) and which resemble video noise. Typical underrepresentation of transcript ends due to inefficient fragmentation is indicated by orange arrows (shown for one of the three bottom plots affected by it).

Figure 2. Heatmap representation of bias. Data were simulated to contain no bias (top left) or increasing levels of local bias (left to right) and/or global bias (bottom row). Each heatmap displays transcripts spanning 100 bases to 10 kb that are aligned at 5′ and 3′ ends and are ordered from shortest to longest (top to bottom, respectively). Read coverages are indicated by color in 20 bins along transcripts (color key, top right). The global bias exhibits non-linear length-dependent scaling, from uniform coverage, to 5′ bias, to a bimodal distribution (dark streaks). Typical underrepresentation of transcript ends due to inefficient fragmentation is indicated by orange arrows (shown for one of the three bottom plots affected by it).

Another major difference between RNA-seq protocols concerns the strategies for producing cDNA. The first step, RT, is initiated from primers that are designed to either bind random positions or that target the 3′ poly-A tail of mRNAs. ‘Random-priming’ was and is common in RT-PCR and is used in strand-specific RNA-seq systems such as the ScriptSeq or Ovation kits (Illumina and NuGEN, respectively), while the latter, ‘oligo-(dT) priming’ is very popular for scRNA-seq. This is because the primers will not target RNA and therefore eliminate the need for purification of mRNA, thus potentially reducing losses of the limiting starting material.

Depending on the protocol, second-strand synthesis may once again start from a random position or from the terminus of the first-strand. The enzymes used in these reactions, reverse transcriptase and DNA polymerase, are both processive. This means that large numbers of nucleotides are incorporated before the enzyme drops off or the reaction stops otherwise (e.g. by reaching the end of the template strand). However, the exact stopping points cannot be predicted and are best described as probabilities for certain positions.

These positional dependencies between first- and second-strand priming cause global biases which have been noticed early [30]. Attempts to fully understand these are scarce, presumably owing to their complexity, but approaches to experimentally tackle them have been developed. One way to strongly reduce cDNA bias is to perform fragmentation on the original RNA instead of the cDNA. Since the resulting fragment length (~200 bp) is usually an order of magnitude shorter than the enzyme processivities [31], internal synthesis stops become negligible. The resulting coverage is more uniform on a global scale as simulated in the top row of heatmaps in Figure 2. However,
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**Figure 3.** Biases in experimental degradation datasets of human brain tissue illustrated by heatmaps (data from NCBI BioProject. Accession number: PRJNA389171, brain number: Bt1385). Samples were left at room temperature to degrade for different amounts of time and both poly(A)+ and ribodepleted libraries were sequenced. Increasing degradation times typically results in a more pronounced coverage bias towards the 3’ end of the transcript for the poly(A)+ but not the ribodepleted libraries. RNA fragmentation is not practiced with scRNA-seq; it risks degradation of RNA and requires ligation of the first-strand primer directly to RNA, which is presumably of low efficiency since no scRNA-seq study has done it. There does not appear to be a reference for this, though, and an actual investigation of this might be prudent [32].

The protocol-specific global bias is thus hard to experimentally avoid for scRNA-seq. However, this can be understood and thus corrected based on its shape. In fact, the shapes of the global bias are highly characteristic for the library preparation protocol that was used; datasets prepared with ‘SMART’-mechanism-based protocols (Smart-seq and its derivatives, see below) [33], which are prominently employed in scRNA-seq applications, resemble a Star Trek insignia on the heatmap; its bias shifts from central to bimodal with increasing mRNA length (Figure 4A). Subsequent improvements in this protocol resulted in Smart-seq2 [34], which shows the same global bias. We envision the recently published Smart-seq3 [35] with further improvements in enzymes and buffers as well as the addition of a 5′ UMI will also show a similar bias shape as the mechanisms resulting in the bias remain (see below). Datasets based on random-primed first strands, as implemented by the Ovation kit (NuGEN), for instance, display a faint ‘ridge’ slightly off center that diminishes with increasing transcript length. Coverage profiles at different lengths might be described as having whale-like shapes (or perhaps the hat from ‘The Little Prince’), Figure 4B. A summary of the major types of biases and their effects is shown in Table 1.

The effect of these non-linear length-dependent global biases is to miscalculate expression levels when assuming a linear relationship between expression levels and transcript length (e.g. TPM, RPKM, FPKM). For example, using poly-(A)+ selection on degraded RNA would result in the underestimation of long transcripts expression levels as these are missing more reads at the 5′ end than shorter transcripts. In a similar fashion, libraries based on Smart-seq also underestimate the expression of long transcripts [23] (see Section Global bias estimation). The size of this effect can be quite dramatic, for example Dyer et al. found if a FPKM/TPM is used to compare short (200 bp) and long (20,000 bp) transcripts on a dataset prepared with smart-seq2, there would be a 9-fold error [36]. In some experiments, this bias could be less important than others. One example could be an experiment designed to discover differentially expressed genes between two conditions using poly-(A)+ selected mRNA. A common pipeline would be to generate counts (the number of sequencing reads overlapping each gene) and pass this into a differential expression tool. Here, the global bias due to RNA degradation might affect both samples equally and not affect which genes are differentially expressed. However, if degradation is different between samples – the global bias will affect quantitation. Of course, for experiments measuring expression between genes in the same sample these global biases will have a large effect [23, 36].

One way to tackle bias is via spike-in controls [37]. Spike-ins are RNA molecules of known concentrations and lengths that are added to samples at early stages of library preparation. After sequencing, the reads aligning to these spike-ins can be then compared to their known concentrations to correct for differences in library preparation efficiency between samples (see section Technical noise in scRNA-seq for further information on the uses of spike-ins in (sc)RNA-seq).

In theory, the length-dependent global biases present in bulk and scRNA-seq could also be monitored and corrected by using spike ins. This could be achieved by comparing known concentrations against sequencing reads for different lengths of spike-ins and adjusting sequencing reads up/down depending on their lengths [23]. Unfortunately, these spike in probes are fairly short; for instance, ERCC probes, which dominate use in existing datasets [37], are roughly between 250 and 2000 nucleotides in length and so cannot be currently used for measuring global bias in long RNAs. Longer alternatives are now becoming available, though [38].

**Analysis approaches to combat bias**

Multiple computational methods have been developed to combat some of the biases in RNA sequencing experiments to more accurately quantify expression levels in coverage-based protocols. As mentioned before, the spiky peak landscape arising from local biases may not have a strong effect on quantitation, particularly in longer genes where this might average out – we do note that isoform quantitation will be affected by this, though [39, 40].

For a gene with only one isoform and in the absence of any sources of bias, coverage would be uniform across exons. Local and global biases mean this often is not the case. Roberts et al. (2011) address the local bias by redistributing reads within a transcript to make the coverage more uniform. Many tools either implement this strategy directly (Cufflinks [41], Salmon [40]) or take similar approaches [17, 42, 43]. A problem with this course of
action is that it ignores the non-linear global length dependent bias and does not change expression estimates for single isoform genes. This results in the underestimation of long genes’ expression levels for SMART and poly-(A) + selected samples [23].

Some protocols use random hexamers to prime RT, which causes sequence specific bias [25]. This results in preferential sequencing of fragments starting with particular motifs and cannot be corrected by simply trimming the ends of reads as this will result in the bias shifting to sequences next to the random hexamer bias. The standard approaches to tackle this are algorithms that try to ‘learn’ bias patterns, that is, find sequences associated with lower or higher count density around the start of a read, and then adjust read counts up or down accordingly.

Examples for this include variable length Markov models [44] (implemented in Cufflinks [41], Kallisto [45] and Salmon [40]), Bayesian networks (seqbias [46]) and recurrent neural networks [47].

Global bias estimation

There are few tools which attempt to understand and correct for global biases. Maxcounts [48] tries to avoid this bias altogether by taking the maximum number of overlapping reads that is

---

Table 1. Different types of biases and their properties. The information was collated based on basic logics, heuristic considerations and literature examples where it was available. Note that some issues addressed in this review have not been systematically researched yet.

| Types of bias           | Visibility in coverage | Local | Global | Non-linear length-scaling | Strength of bias | References |
|-------------------------|------------------------|-------|--------|---------------------------|------------------|------------|
| Fragmentation efficiency| Yes                    | Yes   | Yes    | Yes                       | Moderate         | [23]       |
| PCR                     | No                     | No    | Yes    | Potentially               | Strong           | [123]      |
| Random priming          | Potentially            | Yes   | No     | No                        | Moderate         | [23]       |
| Sequence-specific       | Yes                    | Yes   | No     | No                        | Small            | [25], [24] |
| Processivity random priming | Yes                | No    | Yes    | Yes                       | Moderate         | [23], [30] |
| Processivity SMART      | Yes                    | No    | Yes    | Yes                       | Strong           | [30], [23], [36] |
| RNA degradation         | Yes                    | No    | Yes    | Yes                       | Strong           | [28], this review |

---

Figure 4. Biases in experimental datasets as illustrated by heatmaps and sections of fitted theoretical models. (A) Typical bias resulting from a Smart-seq based dataset (Encode project accession number ENCSR096STK). Heatmap (left) as in Figure 3LibiNorm software [36] was used to fit a bias model to the data whose predicted coverages are shown for two transcript lengths (right). (B) As A, for a typical random priming based (Ovation® system, NuGEN; GEO accession number GSE84724) dataset. Typical global pattern and coverage shapes are indicated in orange for Smart-seq and random priming in A and B, respectively.
found at a position along a transcript to measure its expression level. The downside of this approach is its rejection of the majority of sequencing reads, which could otherwise provide useful insights, and its potential vulnerability to local biases [36].

Wan et al. [49] model the non-linear global bias as an exponential decrease from the 5’ end, which appears to be an over-simplification, though, given the presence of 5’ bias, or clear bimodal biases on both the 5’ and 3’ ends of many datasets (Figure 4). The Flux simulator tool [50], can simulate enzymatic reactions in library preparation and in silico reproduces aspects of the global bias, but does not provide any bias correction and uses a model with some shortcomings [23].

Our group has developed the tool LiBiNorm [36] which follows from the work of Archer et al. [23] and fundamentally differs from the vast majority of existing software tools for bias correction. Here, the probabilistic aspects and logics of the enzymatic conversion steps of different protocols are taken into account, which allow the construction of mathematical models that predict certain coverage shapes. Fitting the predicted coverages to datasets yields parameter values for characteristics of the RNA-seq library preparation process, such as the processivity estimates. This information can be used to derive improved estimates for the relative expression levels of the original mRNAs. Importantly, this approach is based on inference of reaction mechanisms underlying the library preparation, which thus provides biochemical reasons for systematic under- or over-representation of transcripts by sequencing reads.

This is exemplified by Smart-seq and similar SMART-based protocols, where underrepresentation of long transcripts is expected based on the library preparation logics; SMART refers to the ‘Switching Mechanism At the 5’ terminus of the RNA Transcript,’ which introduces the second-strand primer at the end of the first-strand [33]. Due to the SMART mechanism and a PCR selection step [51], incomplete first strands, where RT fails to reach the mRNA’s 5’ end, are not targeted for PCR amplification. This occurs more frequently for long mRNAs, which get depleted in the process.

The protocol also leads to more even coverage, which serves to render the global bias less obvious.

However, imperfections in the protocol such as the spurious occurrence of the SMART mechanism inside of some transcripts (and not at 5’ ends only), usually yield non-uniform coverage of the observed shape (Figure 4A). This allows fitting models which produce estimates for enzyme processivities and similar parameters, in turn allowing for correction of the length bias and also providing a way to diagnose potential library preparation issues.

While local bias is too strong to permit precise bias estimation in many cases, we found LiBiNorm to perform well on Smart-seq2 datasets; these are prepared using additional measures to reduce local bias [34] and allow improved quantitation upon LiBiNorm processing and global bias correction [36].

A summary of bias correction tools is in Table 2.

(faux) ‘Gold standards’

Many bias correction methods use RT-PCR as a gold standard to measure the success of the correction and benchmark data to other tools. However, RT-PCR involves cDNA production as well and is therefore subject to the global bias, too. Employing a different gold standard might be advisable, such as datasets prepared with the ‘TruSeq’ protocol that fragments RNA (not cDNA), thus reducing the bias in RT (although we note here that RNA degradation can still cause 3’ bias in TruSeq samples – Figure 3), or data derived from RNA fluorescent in situ hybridization (FISH) or the Nanostring nCounter® system. In fact, some popular bias correction tools (Cufflinks [41], Mix2 [52]) are effective when RT-PCR is used as (faux) ‘gold standard’ but often perform worse than even simple linear TPM when benchmarking on RNA-fragmented data (e.g. TruSeq) [36].

Model-driven insights

Ideally, the model and tools employed will be able to correct biases and provide insight into how the latter occur. This will help to develop experiments to test these insights, enabling better understanding of the biology and make improvements into RNA sequencing protocols based on model predictions – a particularly pressing issue to resolve the zero-inflation controversy in scRNA-seq (see section Dropouts). Whilst most tools make little attempt to explain these technical issues, some do – which we will briefly touch upon.

For example, the global bias is interpreted as RNA degradation in Wan et al. [49]. This makes the prediction that increased degradation conditions will increase 3’ bias, and whilst this is true for the poly-(A)+ selected samples, it is not for the ribodepleted samples (Figure 3). This suggests that degradation does not only occur from the 5’ end.

The approach taken by Archer et al. [23] showed that careful modeling of the sample preparation (in this case enzyme processivities) admits to tests of the model; modulating reaction conditions in one part of the protocol (altering reaction temperatures for first or second strand synthesis) changes the resulting global bias in line with predictions of the underlying model. Exploiting these insights allowed improving the experimental protocols, in this case by boosting enzyme processivity via decreased reaction temperatures. This in turn improves conversion of RNA into cDNA, along with a reduction of global bias, and was adapted by subsequent studies on full-length RNA sequencing protocols (e.g. RamDA Seq [53]).

UMIs

UMIs are random oligonucleotide tags which are designed to label each individual mRNA molecule. When the length of the random oligos increases, there is an exponential increase in the number of possible distinct UMIs (4^λ, where λ = UMI length), meaning that each RNA is very unlikely to be tagged with the same sequence. When sequenced, reads bearing the same UMI are counted once only, thus removing the potential bias of unequal PCR-amplification [54]. Ideally this allows inferring absolute molecule numbers [54], although in reality molecules are often under/over-estimated [55].

The process of using UMIs and their effect on the data can be illustrated using simple simulations of the library preparation process [55], as shown in Figure 5.

This notion has to be treated with some caution though, as rates of reaction are what determine biochemical processes, and these are defined by concentrations and not numbers of transcripts [56]. Thus, differences in transcript numbers between cells could be due to a cell size difference (an interesting phenotype in its own right) with no changes in rates of reactions. Ideally this would be accounted for, and whilst it is possible on the scale of a few genes with RNA FISH, through microscopy [57] or flow cytometry [58] and even transcriptome-wide with
To prevent 'over-counting,' multi-labeling of single transcripts with different UMIs must be avoided. This makes the poly-A tail a preferred target for labeling an individual mRNA uniquely using oligo-(dT) – UMI concatenates, thus restricting detection to poly-(A) + transcripts. There is also a trade-off with sensitivity; UMI usage restricts quantification of a transcript to the single fragment (usually from the RNA’s 3‘ end) bearing the UMI, whereas other fragments are lost. Therefore, for studying any processes away from the 3‘-end, such as alternative splicing, UMI-based methods are not useful. This problem may be solved in the future with greatly increasing sequencing lengths, ideally...
improving the estimation of the initial RNA molecules. (
Color brightness indicates PCR amplification efficiency, with darker colors indi-
Cating lower efficiency. (Subfigure C) Sequenced UMIs are used to remove duplicate reads, resulting in full length UMI labeled transcripts being sequenced. For now, coverage based methods (or combining coverage based methods with UMIs [35]) still have to be used to answer these types of questions. Restricting this quantification to the single fragment at the 3’ end means that the global length dependent biases of degra-
dation and processivity are irrelevant. However, whilst we have said that local biases might not have a strong effect on quanti-
tation for coverage-based protocols, the opposite may be true for UMI based ones. This is because restricting quantitation to only a single fragment means that local peaks or valleys in that fragment will not be averaged with reads from the rest of the transcript (unlike coverage-based protocols). Worse still, it will be an invisible type of bias.

Single cell

Sequencing at a single cell level has recently gained huge trac-
tion in a variety of fields (see [62] for a review). The major advan-
tage of scRNA-seq over bulk RNA sequencing is that the identity of the individual cells in a population is preserved. This allows for a heterogeneous population such as those found in biomedi-
cal samples to be dissected into its constituent sub-populations after sequencing, which can be used to detect diseases at early stages [63–65], or track the progression of differentiation and development [66–68]. Similarly, differences in the expression lev-
els between cells of homogeneous populations can be measured, which can be useful for interpreting the underlying stochastic mechanisms of gene expression. Therefore, mRNA distributions that can be obtained with scRNA-seq are a much richer source of information than the average RNA expression conferred by bulk RNA sequencing.

UMIs are particularly useful in scRNA-seq, where PCR ampli-
fication efficiency varies between single cells as well as between genes. For this reason, the next section is focusing on single cell sequencing methods using UMIs. However, it is important to note that the same technical effects also apply to coverage based single cell studies.

Technical noise in scRNA-seq

scRNA-seq suffers from several additional sources of technical noise, which contribute to the observed variation between single cells [69, 70]. The first relates to the sampling or ‘counting’ error associated with the number of RNA molecules captured by the library preparation process. This results in an intrinsic source of technical noise which poses a limit to the precision of scRNA-seq. While sampling error is present in bulk RNA-seq too, it is negligible in practice due to the much higher amount of input material. In contrast, sampling error gains significance in scRNA-seq due to the low number of RNA molecules per cell. Modeling techniques can be used to account for this source of technical noise [70, 71].

In addition to sampling error, scRNA-seq suffers from vari-
ation in the library preparation efficiency between cells, resulting in a variable fraction of RNA molecules per cell being con-
verted to cDNA [46]. This can be due to subtle differences in the concentration of primers and library preparation enzymes between cells, as well as variation in cell lysis efficiency [47]. As a consequence, a technical source of variation is introduced into the total size of single cell cDNA libraries. This is another type of error which is well known from bulk RNA-seq, where it is accounted for by expressing RNA counts in terms of reads per million (RPM) [72]. In scRNA-seq, the total RNA per cell is often assumed to be constant, and the libraries are scaled based on a group of genes which are assumed to be stably expressed [73, 74]. However, relying on such normalization methods ignores the likely variation in transcriptome size between biological groups, or single cells in the case of scRNA-seq, which is a natural source of library size variation. As highlighted by others [72, 75], doing so can lead to vastly different interpretations of the data. Ref. [76] showed that by accounting for changes in transcriptome size, more than 6000 genes were found to be induced during yeast aging, as opposed to only the few hundred identified previously [77]. The implications are even greater for scRNA-seq, where often the aim is to compare the expression between cells in a heterogenous population, consisting of cells of different type, volume and cell-cycle stage, all of which are expected to affect the natural size of the transcriptome [78].

Correcting for technical variation in library size is therefore a crucial step in the pre-processing of scRNA-seq data. Similar to bulk RNAseq, this can be achieved by using an internal [79] (e.g. housekeeping genes) or external (RNA spike-ins) reference point [69], with respect to which the individual libraries can be scaled. In the former case, a certain group of genes which is assumed to be non-differentially expressed between cells is defined, and any variation in the number of counts for these genes is ascribed to technical sources, allowing the libraries to be scaled accordingly. The validity of this assumption however
is not always easy to ascertain, especially in single cells, where gene expression stochasticity can lead to a variable degree of expression even for stably expressed genes [80, 81]. This method is preferred in droplet-based methods, where the application of spike-ins is unfavorable (see below and [81]).

Using RNA spike-ins, the library sizes can be normalized between cells without requiring any assumptions about their gene-expression profile. The assumption underlying the use of spike-ins is that the same amount is added to each cell, and that the variation in capture efficiency between cells is similar for endogenous and spike-in RNA. While the use of spike-ins has been criticized for use in bulk RNA-seq [82], systematic analysis in plate-based scRNA-seq has shown that they are a reliable method for normalization [81].

Using RNA spike-ins for normalization also has certain limitations. For example, as spike-ins can only be added once the cells have been lysed, they do not reflect the error arising from variation in lysis efficiency between cells [71]. Furthermore, a pilot experiment is advisable to determine the optimal amount of spike-in RNA to be added (5–10% of library size) [81]. Criticism regarding the commonly used ERCC spike-ins [37], whose gene and polyA tail lengths are shorter than many endogenous transcripts, have also been raised [83]. These however are mostly relevant to absolute quantification of mRNAs rather than library normalization between cells. In either case, spike-ins remain the only way currently to normalize between single cell libraries without making strong assumptions about gene expression variation between cells, and have therefore been strongly recommended for this purpose [84].

Perhaps the biggest limitation of spike-ins is that they cannot easily be used with current droplet-based scRNA-seq, thus limiting their use to plate-based scRNA-seq [81]. This is in part because the highly diluted cell suspension required to minimize the number of doublet encapsulations results in a high fraction of empty droplets. In the absence of spike-ins, the empty droplets do not contribute to the sequencing cost. When spike-ins are used however, spike-in cDNA is produced for every single empty droplet, which can double the cost of sequencing [85]. Recently, a drop-seq device which enables ordering of the cells into a line prior to encapsulation has been shown to achieve much higher working concentrations of cell suspensions and thus fewer empty droplets [86]. Improvements in this area are likely to make the use of spike-ins in droplet-based sequencing more cost-effective.

Due to the popularity of droplet-based scRNA-seq methods (see [87] for a review), driven in part by the lower cost compared to plate-based scRNA-seq, several spike-in free normalization methods have been proposed which account for the natural variation in transcriptome size. By modeling the RNA molecule capturing process by UMIs and by randomly assigning plausible capture efficiencies to each cell, Ye et al. [88] produced estimations of the molecule counts per cell without spike-ins, which were comparable to results from spike-in based normalization. However, a requirement of this method is that genes are assumed to have a zero-inflated (see below) negative binomial distribution, which may not hold for all genes, conditions and systems. Instead, Wang et al. [78] use a more flexible prior for the gene-expression distribution, allowing for the shape of the biological distribution to be inferred while accounting for changes in the transcriptome size. Systematic comparisons between these and other methods are required to establish when each is most suited for.

Other sources of technical noise affecting scRNA-seq include batch effects, the presence of doublets and multiplets, ambient gene expression and gene dropouts, the latter of which is discussed in more depth in the next section. Accounting for these effects is part of the standard pre-processing and quality control of most scRNA-seq experiments, an overview of which can be found in [89].

Batch effects, also known from bulk RNA-seq, occur when cells from different biological groups are processed separately. In such cases, technical variation during each step of the process (cell culture, capture and sequencing) introduces biases which, if not accounted for, can confound data analysis [90]. The best way to deal with batch effects is to design the experiment in a way that avoids them all together. For example, batch effects can be avoided when using plate-based scRNA-seq by ensuring that cells from each biological group are equally represented on each plate [91], something that can be easily achieved using fluorescence activated cell-sorting.

This is not possible for all scRNA-seq protocols, however. Specifically in droplet-based sequencing, the standard balanced experimental design cannot be easily achieved as cells need to be encapsulated and sequenced separately for each sample, in order to retain each sample's identity [90]. Of note are recent developments in cell-tagging methods (cell ‘hashing’), which allow cells from different samples to be pooled together prior to encapsulation and sequencing [92]. The reads from cells belonging to different groups can be subsequently demultiplexed, thus avoiding batch-effects altogether. In cases where this is not possible, correction needs to be performed at the analysis stage (see [93] for a comparison of existing methods, also [94]).

Doublets result when two cells are co-encapsulated in the same droplet or land in the same well of a multi-well plate in the case of plate-based scRNA-seq. The result is that reads from these cells cannot be de-multiplexed, leading to artificial transcriptomes in the data. While these can often be identified by their unusually high number of associated transcripts, inherent variation in transcriptome size often found in cell populations means arbitrarily setting a threshold also introduces a bias [95]. Recent computational models developed to account for the presence of doublets in an unbiased way are compared in [96].

Ambient gene expression refers to extracellular RNA which becomes encapsulated into the same droplet as a cell or accompanies a cell in the same well, leading to contamination of a cell’s resulting transcriptome. The presence of extracellular RNA in the sample results from RNA leaking from damaged cells during the sample preparation process, and unless it is accounted for leads to biases in the interpretation of the data. While it is difficult to completely remove non-endogenous RNA from the sample prior to library preparation [9], novel methods exist which can filter these RNA molecules at the analysis stage.

Methods such as SoupX [97] use the existence of empty droplets (or wells) to calibrate a cell-free RNA model, which can be used to correct the data. In the case of plate-based scRNA-seq, this can easily be achieved by sequencing several wells into which only cell suspension buffer has been dispensed. For droplet-based sequencing on the other hand, distinguishing ambient RNA from the sample prior to library preparation [9], novel methods exist which can filter these RNA molecules at the analysis stage.

Methods such as SoupX [97] use the existence of empty droplets (or wells) to calibrate a cell-free RNA model, which can be used to correct the data. In the case of plate-based scRNA-seq, this can easily be achieved by sequencing several wells into which only cell suspension buffer has been dispensed. For droplet-based sequencing on the other hand, distinguishing empty droplets is not a trivial task. While a common approach is to set a threshold on the minimum number of RNA counts [9, 98], this introduces another bias.

Specifically, certain types of cells (usually smaller cells) will also have fewer counts than the average cell and can thus be mistakenly excluded from the analysis. The opposite problem also exists – empty droplets containing cell-free RNA can be mistaken for a distinct cell type. This has motivated the development of methods which model the profile of empty cells to efficiently
exclude them from analysis [99, 100] without removing genuine cells with low RNA counts. Combining such an approach with existing models for cell-free RNA such as SoupX could be a powerful way to tackle both filtering of empty droplets and cell-free RNA from the data.

Dropouts

Because of the finite size of the single cell starting material, often genes with moderate or low expression level will not be detected, which leads to the over representation of zero counts of gene expression in the final scRNA-seq datasets. This ‘dropout’ phenomenon has been an actively discussed topic since the first emergence of the scRNA-seq itself [70, 101, 102] and is commonly ascribed to technical reasons (e.g. capture efficiency, sampling noise or PCR bias) and deemed an obstacle for quantitative analysis [103].

(While this section has a focus on UMI methods, low capture efficiency can affect coverage-based single cell RNA sequencing datasets too. For example, in a particular cell, a gene with two isoforms, both expressed at the same level, can wrongly appear as though only one isoform is being expressed in scRNA-seq experiments with low capture efficiency. This is especially important when the expression levels are low [104].)

It is thus common to process scRNA-seq data using zero-inflated distribution models for deconvoluting meaningful biological variance from high counts of zeros due to technical noise. Therefore, many ‘imputation’ algorithms have been proposed to ‘rescue’ scRNA-seq data from the inflated zero counts for downstream applications [78, 101]. For instance, dimension reduction based on zero-inflated distributions was used on scRNA-seq datasets to extract informative variables for further analysis (e.g. ZIFA [105], ZINB-WaVE [106] or ScVI [107]). Other imputation methods such as MAGIC [108], SAVER [102] or scimpute [109] ‘fill in’ the undetected RNA counts by exploiting gene–gene expression relationships and information from neighboring cells sharing similar expression profiles. Although these approaches are potentially powerful tools to address the dropouts problem, their proclivity to introduce artifacts [109] and/or erase existing differences by over-smoothing the data is known [102].

Recently, it was argued by Svensson [110] that at least for a range of droplet-based UMI scRNA sequencing methods (e.g. 10x Chromium [9], Drop-seq [10] or InDrop [11]), complex zero-inflated model based analysis might not be necessary. The dropout events (zero counts) could be explained well enough by rather simple Poissonian distributions (gamma-Poissonian mixture or negative binomial distribution) and correspond to biologically meaningful information rather than technical noise, according to the author. Based on this simpler binomial distribution and taking a Bayesian approach, Tang et al. [111] developed bayNorm – an integrated package for processing scRNA-seqning data and showed accurate reconstruction of experimental data by their simulation.

However, this might hold true only for the latest generation of UMI low-volume emulsion techniques as opposed to earlier methods, owing to improvements in capture efficiencies. All the same, high-dropout rates are still observed in modern methodologies and compatibility with Poissonian models does not prove genuinely biological origins. Moreover, the evidence collected from pure RNA control solutions might not convincingly explain sequencing data derived from cellular RNA samples, which exist in more complex environments.

The assumption that at least some of the zero counts reflect biological variance is supported by recent work from Qiu [112], who presented a cell type classifier based on dropout co-occurrence patterns alone. Furthermore, the author demonstrated that such a classifier is as powerful as classification algorithms based on high count mRNA molecules. This further supports the argument that dropout events contain meaningful biological information, rather than being purely an artifact.

In conjugation with other techniques

A further issue with scRNA-seq datasets is illustrated well by the differing conclusions obtained from these compared to alternatives, such as single molecule RNA FISH (smFISH) [57] or live cell imaging [80]; whereas scRNA-seq data suggest that the vast majority of genes feature relatively little variability, consistent with a Poisson distribution of transcript numbers [11], imaging data usually shows variability higher than a Poisson’s (e.g. [58, 80, 113]).

One field of note here is spatial transcriptomics, where researchers combine measuring RNAs with their positional contexts. Here, imaging data such as smFISH appear well suited to the task, e.g. [114–116], however, as mentioned previously, it is difficult to measure more than a few genes simultaneously with this method. To combat this challenge, some methods use known positional information from ‘marker genes’ to calibrate results from scRNA-seq and define the spatial location of each cell [117, 118]. A problem with this calibration approach is that it requires prior knowledge of marker genes and their locations and can be biased by the choice of these genes. Technologies such as slide-seq [119] and Visium [120] allow the spatial transcriptome to be measured without using ‘marker genes’ by adding spatially barcoded RNA capture probes to a slide, upon which fresh-frozen tissue samples are placed. This results in cDNA containing the spatial barcode, which can then be used to assign the spatial location of the original mRNAs.

Concluding remarks

(sc)RNA-seq is a rapidly maturing technology, with technical improvements continuing to increase the output in terms of numbers of samples/cells sequenced at an exponential rate [121]; it is now commonplace, with many easily accessible (commercial) implementations and bioinformatic tools to support data processing and analysis.

While for many biological questions, high sensitivity, precision or absolute quantification might not be necessary, biases are still present and underappreciated, which can skew the estimation of transcript abundances and influence the conclusions that are made. Furthermore, for more complex aims such as analyses of non-genetic heterogeneity [6], gene regulatory network inference, or even quantitative descriptions of a whole cell [122], the best possible measurement of expression levels in all respects is required. Even in situations where relative expression levels only are of interest, fold changes can be meaningless if they concern very low expression levels, requiring estimation of the latter.

By highlighting them here, we hope researchers will consider these issues when designing experiments and continue to develop methods for dealing with them. These methods can be experimental, such as using spike-ins, employing UMIs to combat the PCR amplification bias and fragmenting RNA to combat RT bias, or computational, such as improving
expression level estimation by modeling the sample preparation

Key points
- RNA-seq is subject to trade-offs between sensitivity and single transcript labeling
- Coverage bias can be local or global, visible or invisible
- Global bias can cause systematic and length-dependent over- or underestimation of transcripts, with protocol dependent patterns
- scRNA-seq in particular is affected by technical noise and dropouts
- These biases can be explained, understood, and partially corrected by novel analysis approaches

Funding
This work was supported by the Engineering and Physical Sciences Research Council [grant number EP/T002794/1]; the Biotechnology and Biological Sciences Research Council [grant numbers BB/L006340/1, BB/M017982/1]; and the Midlands Doctoral Training Partnership for a studentship to M.J. funded by the Biotechnology and Biological Sciences Research Council [grant number BB/L006340/1, BB/M017982/1]; and the Biotechnology and Biological Sciences Research Council [grant number EP/T002794/1].

Acknowledgements
We would like to thank Nigel Dyer and Vahid Shahrezaei for reading early versions of the manuscript. We thank the anonymous reviewers for their helpful suggestions.

Data Availability Statement
The data underlying this article are available in Gene Expression Omnibus and NCBI BioProject at https://www.ncbi.nlm.nih.gov/geo/ and https://www.ncbi.nlm.nih.gov/bioproject/, and can be accessed with GSM710183, GSM710184 and PRJNA389171, brain number: Br1385.

References
1. Byron SA, van Keuren-Jensen KR, Engelthaler DM, et al. Translating RNA sequencing into clinical diagnostics: opportunities and challenges. Nat Rev Genet 2016;17(5):257–71.
2. Tang F, Barbacioru C, Wang Y, et al. mRNA-Seq whole-transcriptome analysis of a single cell. Nat Methods 2009;6(5):377–82.
3. Wu AR, Wang J, Streets AM, et al. Single-cell transcriptional analysis. Annu Rev Anal Chem (Palo Alto Calif) 2017;10(1):439–62.
4. Deng Q, Ramskold D, Reinius B, et al. Single-cell RNA-seq reveals dynamic, random monoallelic gene expression in mammalian cells. Science 2014;343(6167):193–6.
5. Brock A, Chang H, Huang S. Non- genetic heterogeneity—a mutation-independent driving force for the somatic evolution of tumours. Nat Rev Genet 2009;10(5):336–42.
6. Kim JK, Marioni JC. Inferring the kinetics of stochastic gene expression from single-cell RNA-sequencing data. Genome Biol 2013;14(1):R7.
27. Islam S, Zeisel A, Joost S, et al. Quantitative single-cell RNA-seq with unique molecular identifiers. Nat Methods 2014;11(2):163–6.

28. Adiconis X, Borges-Rivera D, Satija R, et al. Comparative analysis of RNA sequencing methods for degraded or low-input samples. Nat Methods 2013;10(7):623–9.

29. Jaffe AE, Tao R, Norris AL, et al. QSVA framework for RNA quality correction in differential expression analysis. Proc Natl Acad Sci USA 2017;114:7130.

30. Mortazavi A, Williams BA, McCue K, et al. Mapping and quantifying mammalian transcriptomes by RNA-Seq. Nat Methods 2008;5(7):621–8.

31. Joseph S, David WR. Molecular Cloning: A Laboratory Manual. Cold Spring Harbor Laboratory Press. New York: Cold Spring Harbor, 2001, 2.

32. Hebenstreit D. Methods, challenges and potentials of single cell RNA-seq. Bioinformatics 2012;28(9):1155–67.

33. Zhu YY, Machleder EM, Chenchik A, et al. Near-optimal probabilistic RNA-seq quantification. Nat Biotechnol 2011;29(1):77–8.

34. Picelli S, Björklund ÅK, Faridani OR, et al. Smart-seq2: sensitive full-length transcriptome profiling in single cells. Nat Biotechnol 2013;31(11):1096–8.

35. Hagemann-Jensen M, Ziegenhain C, Chen P, et al. Single-cell RNA counting at allele and isoform resolution using smart-seq3. Nat Biotechnol 2020;38:708.

36. Dyer NP, Shahrezaei V, Hebenstreit D. LiBiNorm: an htsq-count analogue with improved normalisation of smart-seq2 data and library preparation diagnostics. PeerJ 2019;7:e6222.

37. Jiang L, Schlesinger F, Davis CA, et al. Synthetic spike-in standards for RNA-seq experiments. Genome Res 2011;21(9):1543–51.

38. Paul L, Kubala P, Horner G, et al. SIRVs: spike-in RNA variants as external isoform controls in RNA-sequencing. bioRxiv 2016;080747 October 13, 2016, doi 10.10110/080747, preprint: not peer reviewed.

39. Love MI, Hognesch JB, Irizarry RA. Modeling of RNA-seq fragment sequence bias reduces systematic errors in transcript abundance estimation. Nat Biotechnol 2016;34(12):1287–91.

40. Patro R, Duggal G, Love MI, et al. Salmon provides fast and bias-aware quantification of transcript expression. Nat Methods 2017;14:417.

41. Trapnell C, Roberts A, Goff L, et al. Differential gene and transcript expression analysis of RNA-seq experiments with TopHat and Cufflinks. Nat Protoc 2012;7(3):562–78.

42. Howard BE, Heber S. Towards reliable isoform quantification using RNA-SEQ data. BMC Bioinformatics 2010;11(Suppl 3):S6.

43. Wu Z, Wang X, Zhang X. Using non-uniform read distribution models to improve isoform expression inference in RNA-Seq. Bioinformatics 2011;27(4):502–8.

44. Roberts A, Trapnell C, Donaghey J, et al. Improving RNA-Seq expression estimates by correcting for fragment bias. Genome Biol 2011;12(3):R22.

45. Bray NL, Pimentel H, Melsted P, et al. Near-optimal probabilistic RNA-seq quantification. Nat Biotechnol 2016;34:525.

46. Jones DC, Ruzzo WL, Peng X, et al. A new approach to bias correction in RNA-Seq. Bioinformatics 2012;28:921.

47. Zhang Y-Z, Yamaguchi R, Imoto S, et al. Sequence-specific bias correction for RNA-seq data using recurrent neural networks. BMC Genomics 2017;18(1):1044.

48. Finotello F, Lovezzo E, Bianco L, et al. Reducing bias in RNA sequencing data: a novel approach to compute counts. BMC Bioinformatics 2014;15(Suppl 1):57.

49. Wan L, Yan X, Chen T, et al. Modeling RNA degradation for RNA-Seq with applications. Biostatistics 2012;13(4):734–47.

50. Griebel T, Zacher B, Ribeca P, et al. Modelling and simulating generic RNA-Seq experiments with the flux simulator. Nucleic Acids Res 2012;40(20):10073–83.

51. Ramsköld D, Luo S, Wang YC, et al. Full-length mRNA-Seq from single-cell levels of RNA and individual circulating tumor cells. Nat Biotechnol 2012;30:777.

52. Tuerk A, Wiktorin G, Güler S. Mixture models reveal multiple positional bias types in RNA-Seq data and lead to accurate transcript concentration estimates. PLoS Comput Biol 2017;13(1).

53. Hayashi T, Ozaki H, Sasagawa Y, et al. Single-cell full-length total RNA sequencing uncovers dynamics of recessive splicing and enhancer RNAs. Nat Commun 2018;9:519.

54. Kivioja T, Vähäsarja A, Karlsson K, et al. Counting absolute numbers of molecules using unique molecular identifiers. Nat Methods 2012;9(1):72–4.

55. Pflug FG, von Haeseler A. TRUmiCount: correctly counting absolute numbers of molecules using unique molecular identifiers. Bioinformatics 2018;34(18):3137–44.

56. Kempe H, Schwabe A, Crémazy F, et al. The volumes and transcript counts of single cells reveal concentration homeostasis and capture biological noise. Mol Biol Cell 2015;26:797.

57. Raj A, van den Bogaard P, Rifkin SA, et al. Imaging individual mRNA molecules using multiple singly labeled probes. Nat Methods 2008;5(10):877–9.

58. Cavallaro M, Walsh MD, Jones M, et al. 3′-5′ crosstalk contributes to transcriptional bursting. Genome Biol 2021;22(1):56.

59. Eng CHL, Lawson M, Zhu Q, et al. Transcriptome-scale super-resolved imaging in tissues by RNA seqFISH+. Nature 2019;568:235.

60. Liu Z, Yuan J, Lasorella A, et al. Integrating single-cell RNA-seq and imaging with SCOPE-seq2. Sci Rep 2020;10(1):19482.

61. Chen TN, Gupta A, Zalavadia MD, et al. μC8-seq: microfluidic cell barcoding and sequencing for high-resolution imaging and sequencing of single cells. Lab Chip 2020;20(21):3899–913.

62. Zappia L, Phipson B, Oshlack A. Exploring the single-cell RNA-seq analysis landscape with the scRNA-tools database. PLoS Comput Biol 2018;14(6).

63. Sawada T, Chater TE, Sasagawa Y, et al. Developmental excitation-inhibition imbalance underlying psychoses revealed by single-cell analyses of discordant twins-derived cerebral organoids. Mol Psychiatry 2020;25(11):2695–711.

64. Saviano A, Henderson NC, Baumert TF. Single-cell genomics and spatial transcriptomics: discovery of novel cell states and cellular interactions in liver physiology and disease biology. J Hepatol 2020;73(5):1219–30.

65. Kim T, Moon JH, Ahn JS, et al. RNA sequencing as an alternative tool for detecting measurable residual disease in core-binding factor acute myeloid leukemia. Sci Rep 2020;10(1):20119.

66. Rosenberg AB, Roco CM, Muscat RA, et al. Single-cell profiling of the developing mouse brain and spinal cord with split-pool barcoding. Science 2018;360(6385):176.

67. Camp JG, Badsha F, Florio M, et al. Human cerebral organoids recapitulate gene expression programs of
fetal neocortex development. Proc Natl Acad Sci U S A 2015;112(51):15672–7.

68. Buenrostro JD, Corces MR, Lareau CA, et al. Integrated single-cell analysis maps the continuous regulatory landscape of human hematopoietic differentiation. Cell 2018;173(6):1535.

69. Brennecke P, Anders S, Kim JK, et al. Accounting for technical noise in single-cell RNA-seq experiments. Nat Methods 2013;10(11):1093–5.

70. Grün D, Kester L, van Oudenaarden A. Validation of noise models for single-cell transcriptomics. Nat Methods 2014;11:637–40.

71. Kim JK, Kolodziejczyk AA, Ilicic T, et al. Characterizing noise structure in single-cell RNA-seq distinguishes genuine from technical stochastic allelic expression. Nat Commun 2015;6(May 2015):8687.

72. Chen K, Hu Z, Xia Z, et al. The overlooked fact: fundamental need for spike-in control for virtually all genome-wide analyses. Mol Cell Biol 2016;36(5):662.

73. Lin Y, Ghazanfar S, Wang KYY, et al. scMerge leverages transferable, stable expression, and pseudoreplication to merge multiple single-cell RNA-seq datasets. Proc Natl Acad Sci 2019;116(20):9775.

74. Yip SH, Wang P, Kocher JPA, et al. Linnorm: improved statistical analysis for single cell RNA-seq expression data. Nucleic Acids Res 2017;45(22):e179–9.

75. Coate JE, Doyle JJ. Variation in transcriptome size: are we getting the message? Chromosoma 2015;124(1):27–43.

76. Hu Z, Chen K, Xia Z, et al. Nucleosome loss leads to global transcriptional up-regulation and genomic instability during yeast aging. Genes Dev 2014;28(4):396–408.

77. Lesur I, Campbell JL. The transcriptome of prematurely aging yeast cells is similar to that of telomerase-deficient cells. Mol Biol Cell 2004;15(3):1297–312.

78. Wang J, Huang M, Torre E, et al. Gene expression distribution deconvolution in single-cell RNA sequencing. Proc Natl Acad Sci 2018;115(28):E6437–46.

79. Lin L, Song M, Jiang Y, et al. Normalizing single-cell RNA sequencing data with internal spike-in genes. NAR Genom Bioinform 2020;2(3):lqaa059.

80. Suter DM, Molina N, Gatfield D, et al. Mammalian genes are transcribed with widely different bursting kinetics. Science 2011;332(6028):472.

81. Lun ATL, Calero-Nieto FJ, Haim-Vilmovsky L, et al. Assessing the reliability of spike-in normalization for analyses of single-cell RNA sequencing data. Genome Res 2017;27(11):1795–806.

82. Risso D, Ngai J, Speed TP, et al. Normalization of RNA-seq data using factor analysis of control genes or samples. Nat Biotechnol 2014;32(9):896–902.

83. Grün D, van Oudenaarden A. Design and analysis of single-cell sequencing experiments. Cell 2015;163(4):799–810.

84. Stegle O, Teichmann SA, Marioni JC. Computational and analytical challenges in single-cell transcriptomics. Nat Rev Genet 2015;16(3):133–45.

85. Ziegenhain C, Vieth B, Parekh S, et al. Comparative analysis of single-cell RNA sequencing methods. Mol Cell 2017;65(4):631.e4–43.

86. Moon H-S, Je K, Min JY, et al. Inertial-ordering-assisted droplet microfluidics for high-throughput single-cell RNA-sequencing. Lab Chip 2018;18(5):775–84.

87. Zhang X, Li T, Liu F, et al. Comparative analysis of droplet-based ultra-high-throughput single-cell RNA-Seq systems. Mol Cell 2019;73(1):130, e5–42.

88. Ye C, Speed TP, Salim A. DECENT: differential expression with capture efficiency adjustment for single-cell RNA-seq data. Bioinformatics 2019;35(24):5155–62.

89. Luecken MD, Theis FJ. Current best practices in single-cell RNA-seq analysis: a tutorial. Mol Syst Biol 2019;15(6):e8746.

90. Hicks SC, Townes FW, Teng M, Irizarry RA. Missing data and technical variability in single-cell RNA-sequencing experiments. Biostatistics 2018;19(4):562–78.

91. Baran-Gale J, Chandra T, Kirschner K. Experimental design for single-cell RNA sequencing. Brief Funct Genomics 2018;17(4):233–9.

92. Gehring J, Hwee Park J, Chen S, et al. Highly multiplexed single-cell RNA-seq by DNA oligonucleotide tagging of cellular proteins. Nat Biotechnol 2020;38(1):35–8.

93. Böttner M, Miao Z, Wolf FA, et al. A test metric for assessing single-cell RNA-seq batch correction. Nat Methods 2019;16(1):43–9.

94. Song F, Chan GMA, Wei Y. Flexible experimental designs for valid single-cell RNA-sequencing experiments allowing batch effects correction. Nat Commun 2020;11(1):3274.

95. Wolock SL, Lopez R, Klein AM. Scrublet: Computational Identification of Cell Doublets in Single-Cell Transcriptomic Data. Cell Syst 2019;8(4):281–291.e9. doi:10.1016/j.cels.2018.11.005.

96. Xi NM, Li JJ. Benchmarking computational doublet-detection methods for single-cell RNA sequencing data. Cell Systems 2021;12(2):176, 66–94.

97. Young MD, Behjati S. SoupX removes ambient RNA contamination from droplet-based single-cell RNA sequencing data. GigaScience 2020;9(12).

98. Macosko EZ, Basu A, Satija R, et al. Highly Parallel Genome-wide Expression Profiling of Individual Cells Using Nanoliter Droplets. Cell 2015;161(5):1202–14. doi:10.1016/j.cell.2015.05.002.

99. participants in the 1st Human Cell Atlas Jamboree, participants in the 1st Human Cell Atlas Jamboree, Lun ATL, et al. EmptyDrops: distinguishing cells from empty droplets in droplet-based single-cell RNA sequencing data. Genome Biol 2019;20(1):63.

100. Ni Z, Chen S, Brown J, et al. CB2 improves power of cell detection in droplet-based single-cell RNA sequencing data. Genome Biol 2020;21(1):137.

101. Kharchenko PV, Silverstein L, Scadden DT. Bayesian approach to single-cell differential expression analysis. Nat Methods 2014;11:740–2.

102. Huang M, Wang J, Torre E, et al. SAVER: gene expression recovery for single-cell RNA sequencing. Nat Methods 2018;15(7):539–44.

103. Wu Y, Zhang K. Tools for the analysis of high-dimensional single-cell RNA sequencing data. Nat Rev Nephrol 2020;16:408–21.

104. Buen Abad Najar CF, Yosef N, Lareau LF. Coverage-dependent bias creates the appearance of binary splicing in single cells. Elife 2020;9:e54603–3.

105. Pierson E, Yau C. ZIFA: dimensionality reduction for zero-inflated single-cell gene expression analysis. Genome Biol 2015;16(1):241–1.

106. Risso D, Perraudeau F, Gribkova S, et al. A general and flexible method for signal extraction from single-cell RNA-seq data. Nat Commun 2018;9:284–4.

107. Lopez R, Regier J, Cole MB, et al. Deep generative modeling for single-cell transcriptomics. Nat Methods 2018;15(12):1053–4.
108. van Dijk D, Sharma R, Nainys J, et al. Recovering gene interactions from single-cell data using data diffusion. Cell 2018;174(3):716–26.

109. Li WV, Li J J. An accurate and robust imputation method scImpute for single-cell RNA-seq data. Nat Commun 2018;9:997.

110. Svensson V. Droplet scRNA-seq is not zero-inflated. Nat Biotechnol 2020;38(2):147–50.

111. Tang W, Berntz F, Thomas P, et al. bayNorm: Bayesian gene expression recovery, imputation and normalization for single-cell RNA-sequencing data. Bioinformatics 2020;36(4):1174–81.

112. Qiu P. Embracing the dropouts in single-cell RNA-seq analysis. Nat Commun 2020;11(1):1169.

113. Raj A, Peskin CS, Tranchina D, et al. Stochastic mRNA synthesis in mammalian cells. PLoS Biol 2006;4(10):e309.

114. Lyubimova A, Itzkovitz S, Juncker JP, et al. Single-molecule mRNA detection and counting in mammalian tissue. Nat Protoc 2013;8(9):1743–58.

115. Moor AE, Golan M, Massasa EE, et al. Global mRNA polarization regulates translation efficiency in the intestinal epithelium. Science 2017;357(6357):1299.

116. Farack L, Golan M, Egozi A, et al. Transcriptional Heterogeneity of Beta Cells in the Intact Pancreas. Dev Cell. 2019;48(1):115–125.e4. doi:10.1016/j.devcel.2018.11.001.

117. Karaiskos N, Wahle P, Alles J, et al. The Drosophila embryo at single-cell transcriptome resolution. Science 2017;358(6360):194.

118. Halpern KB, Shenhav R, Matcovitch-Natan O, et al. Single-cell spatial reconstruction reveals global division of labour in the mammalian liver. Nature 2017;542(7641):352–6.

119. Rodrigues SG, Stickels RB, Goeva A, et al. Slide-seq: a scalable technology for measuring genome-wide expression at high spatial resolution. Science 2019;363(6434):1463.

120. Ståhl P L, Salmén F, Vickovic S, et al. Visualization and analysis of gene expression in tissue sections by spatial transcriptomics. Science 2016;353(6294):78.

121. Svensson V, Vento-Tormo R, Teichmann SA. Exponential scaling of single-cell RNA-seq in the past decade. Nat Protoc 2018;13(4):599–604.

122. Karr JR, Sanghvi JC, Macklin DN, et al. A whole-cell computational model predicts phenotype from genotype. Cell 2012;150(2):389–401.

123. Best K, Oakes T, Heath SJ, et al. Computational analysis of stochastic heterogeneity in PCR amplification efficiency revealed by single molecule barcoding. Sci Rep 2015;5(1):14629–9.

124. Patro R, Mount SM, Kingsford C. Sailfish enables alignment-free isoform quantification from RNA-seq reads using lightweight algorithms. Nat Biotechnol 2014;32(5):462–4.

125. Li WV, Li S, Tong X, Deng L, Shi H, Li J J AIDE: annotation-assisted isoform discovery with high precision. Genome Res 2019;29(12):2056–72. doi:10.1101/gr.251108.119.

126. Chen L, Zheng S. BCseq: accurate single cell RNA-seq quantification with bias correction. Nucleic Acids Res 2018;46(14):e82.

127. Xiong HY, Lee LJ, Bretschneider H, et al. Probabilistic estimation of short sequence expression using RNA-Seq data and the “positional bootstrap”. bioRxiv 2016;2016:046474 April 02, 2016, doi:10.1016/j.sciam.2013.05.019.

128. Mezini AM, Smith EJ, Fumie M, et al. iReckon: simultaneous isoform discovery and abundance estimation from RNA-seq data. Genome Res 2013;23(3):519–29.

129. Li W, Jiang T. Transcriptome assembly and isoform expression level estimation from biased RNA-Seq reads. Bioinformatics 2012;28(22):2914–21.

130. Huang Y, Hu Y, Jones CD, et al. A robust method for transcript quantification with RNA-seq data. J Comput Biol 2013;20(3):167–87.

131. Liu S, Jiang Y, Yu T. Modelling RNA-Seq data with a zero-inflated mixture Poisson linear model. Genet Epidemiol 2019;43:786.

132. Alnasir JJ, Shanahan HP. Transcriptomics: quantifying non-uniform read distribution using MapReduce. Int J Found Comput Sci 2018;29(08):1355–72.

133. Jiang H, Salzman J A. Penalized likelihood approach for robust estimation of isoform expression. Stat Interface 2015;8(4):437.

134. Liu X, Shi X, Chen C, et al. Improving RNA-Seq expression estimation by modeling isoform- and exon-specific read sequencing rate. BMC Bioinformatics 2015;16(1):332.

135. Zhang L, Liu X. PBSeq: Modeling base-level bias to estimate gene and isoform expression for RNA-seq data. J Mach Learn Cyber 2017;8(4):1247–58.

136. Hu Y, Liu Y, Mao X, et al. PennSeq: accurate isoform-specific gene expression quantification in RNA-Seq by modeling non-uniform read distribution. Nucleic Acids Res 2014;42(3):e20–0.

137. Liu X, Zhang L, Chen S. Modeling exon-specific bias distribution improves the analysis of RNA-Seq data. PLoS One 2015;10(10):e0140032.

138. Wu H, Qin Z, Zhu Y. FM-Seq: using finite Poisson mixture models for RNA-Seq data analysis and transcript expression level quantification. Stat Biosci 2013;5(1):71–87.

139. Luo C, Calza S, Salim A, et al. Joint estimation of isoform expression and isoform-specific read distribution using multisample RNA-Seq data. Bioinformatics 2013;30(4):506–13.

140. Shi X, Wang X, Wang TL, et al. SparseIso: a novel Bayesian approach to identify alternatively spliced isoforms from RNA-seq data. Bioinformatics 2017;34(1):56–63.

141. Zhang J, Kuo C-CJ, Chen L. WemIQ: an accurate and robust imputation method for transcript quantification. Bioinformatics 2014;31(6):878–85.

142. Deng W, Mou T, Kalari KR, et al. Alternating EM algorithm for a bilinear model in isoform quantification from RNA-seq data. Bioinformatics 2019.