Being nice to the server: Wrapping a REST API for a cosmological distance/velocity calculator with Python
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Abstract.

In this paper we present PyCF3, a python client for the cosmological distance-velocity calculator CosmicFlow-3. The project has a cache and retry system designed with the objective of reducing the stress on the server and mitigating the waiting times of the users in the calculations. We also address Quality Assurance code standards and availability of the code.

1. Introduction

Releasing astronomical data means one must provide the community with meaningful selection, transformation, and presentation of query results through adequate tools. Peculiar galaxy velocity data is no exception, and to make cosmic distance-velocity data truly open and available to the community, web query applications as well as programmatic APIs are needed.

Python has become in recent times the de-facto programming language for data analysis and creation of computer tools in astronomy (Greenfield 2011). Although Python was conceived as a general purpose language and designed to serve as the “glue” between multiple tools and languages (Sanner et al. 1999), it is currently the first choice for scientific programming. Examples of these are Scikit-Learn for machine learning (Pedregosa et al. 2011), Astropy for astronomy (Astropy Collaboration 2018), Tensosflow for deep-learning (Abadi et al. 2016), among others.

In this context, a wide range of utility packages and applications for diverse platforms are publicly available to the community. A particular case are tools whose functionalities are accessible through some type of web service. These “webapps” are usu-
ally employed through a web interface in an HTML page and/or, less frequently in some type of programming interface.

In the latter case, the “Cosmicflows-3 Distance–Velocity Calculator - CF3” tools (Kourkchi et al. 2020) provide access to the data through an API-JSON (Tang 2021) which enables the integration of this tool into the Python scientific ecosystem.

In this work we present the complete integration of CF3 into the python scientific stack, and we describe the technologies and the engineering processes involved in the task of guaranteeing correct behavior and minimal stress load in the main CF3 server.

2. Cosmicflows-3 Distance–Velocity Calculator - CF3

The Cosmicflows-3 (CF3) package is a collection of two applications, used to calculate the relationships between distances and velocities of galaxies, based on a smoothed version of the velocity field in the local universe (Kourkchi et al. 2020): The first application is the NAM: D-V calculator. This application computes the expectation of distances or velocities based on a smoothed velocity field from the Numerical Action Methods model (NAM) (Shaya et al. 2017) appropriate for distances shorter than 38 Mpc. The second application, the CF3: D-V calculator computes the expectation of distances or velocities based on smoothed velocity field from the Wiener filter model (Graziani et al. 2019). This second model is applicable to distances up to 200 Mpc.

As mentioned in Section 1, CF3 is a publicly available web application on the internet, both in the form of a web page and a REST API (http://edd.ifa.hawaii.edu/CF3calculator/). They expose the calculator data in JSON format (Ecma 2017) through an HTTP protocol. Having this programming interface opens up many possibilities for integrating the tool with various data analysis ecosystems, but it is important to note that properly managing access to remote servers is not an easy task. As an example, sending requests through the internet to perform the same task multiple times can cause unnecessary waits. In the case of CF3, these waits are in the order of seconds per request.

3. pycf3 - Cosmicflows Galaxy Distance-Velocity Calculator client for Python

For CF3, we developed a library named PyCF3, which integrates the web service of both calculators in a simple way. PyCF3 also transparently orchestrates a cache to speed up repeated computations, and retries to attenuate network failures.

The Python PyCF3 client exposes two classes, pycf3.NAM and pycf3.CF3. These provide access to each of the project’s calculators. Both classes have configurable options, such as which cache to use and the number of retries in case of network failure. The functionality is condensed in two methods to calculate distances or velocities with respect to three coordinate systems. These methods return an object of type pycf3.Result which contains all the requested calculation information. As an example, to estimate the speed at a distance of 180 Mpc using an equatorial coordinate system with the CF3 calculator, the code would be:

```python
>>> import pycf3
>>> cf3 = pycf3.CF3()
>>> cf3.calculate_velocity(distance=180., ra=187, dec=13)
```
Result - CF3(distance=180, ra=187, dec=13)

+----------+-----------------+--------------------+
| Observed | Distance (Mpc) | [180.]              |
|          | Velocity (Km/s) | 12515.699706446017  |
+----------+-----------------+--------------------+
| Adjusted | Distance (Mpc) | [180.]              |
|          | Velocity (Km/s) | 12940.58481990226   |
+----------+-----------------+--------------------+

For more examples, and the complete list of attributes and the use of the `pycf3.Result` object, please check the PyCF3 documentation (https://pycf3.readthedocs.io/).

3.1. Cache and retry subsystems

The direct calls to the CosmicFlow-API are managed by two main subsystems of PyCF3, the re-try system and the cache system. In the case of an unfulfilled request, due to a connection problem, the retry system will rely on the “requests” library (Chandra & Varanasi 2015) to repeat the call. The retry system works together with the cache system, whose role is more important since it prevents sending repeated requests for a previously called calculation. The cache subsystem is implemented on top of the “diskcache” (https://pypi.org/project/diskcache/) package.

The entire life cycle of a PyCF3 request can be summarized as follows:

1. The user requests the computation of a distance or velocity.
2. Check if the requested computation corresponds to one already stored in the local cache.
   
   (a) If the cache does not exist, the computation request is sent to the server and the result is stored in the cache. If the request fails, use the retry subsystem (by default it retries 3 times with waiting times of 300 ms per request).
3. The result is extracted from the cache and the response is returned to the user.

With this strategy, in addition to reducing the load on the CF3 server, the repeated computation decreases, to only ~ 3 or ~ 2 ms. A global view of the PyCF3 architecture can be seen in Figure 1.

4. Quality

To guarantee the correct functioning of PyCF3, the project has 150 unit tests, 19 integration tests, validation of styles with flake8 (https://pypi.org/projectflake8/) and pydocstyle (https://pypi.org/project/pydocstyle/), and a 97% code coverage.

All the code is freely available on GitHub (https://github.com/quatrope/pycf3), along with extensive documentation. The project is pip-installable pip install pycf3 from PyPI (https://pypi.org/project/pycf3/). A continuous integration system (https://travis-ci.com/quatrope/pycf3) guarantees that each git commit has a correct execution.
5. Conclusions

We presented PyCF3: a tool that enables the access to the Cosmicflows Galaxy Distance-Velocity Calculator CF3 through a Python client, which is able to orchestrate cached results and repeated attempts of querying the server, in order to correctly handle network failures.

In the future we intend to extend the project to include Cosmicflows-4 \cite{Kourkchi2020} results as a new calculator, implement units and provide some kind of graphing utilities to facilitate interactive use of the data.
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