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Abstract: To date, various methods of flood prediction using numerical analysis or machine learning have been studied. However, a methodology for simultaneously predicting the rainfall return period and an inundation map for observed rainfall has not been presented. Simultaneous prediction of the return period and inundation map would be a useful technique for responding to floods in real-time and could provide an expected inundation area by return period. In this study, return period estimation for observed rainfall was performed via PNN (probabilistic neural network). SVR (support vector regression) and a SOM (self-organizing map) were used to predict flood volume and inundation maps. The study area was the Gangnam area, which has experienced extensive urbanization. The database for training SVR and SOM was constructed by one- and two-dimensional flood analysis with consideration of 120 probable rainfall events. The probable rainfall events were composed with 2–100 year return periods and 1–3 hour durations. The SVR technique was used to predict flood volume according to the rainfall return period, and the SOM was used to cluster various expected flood patterns to be used for predicting inundation maps. The prediction results were compared with the simulation results of a two-dimensional flood analysis model. The highest fitness of the predicted flood maps in the study area was calculated at 85.94%. The proposed method was found to constitute a practical methodology that could be helpful in improving urban flood response capabilities.
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1. Introduction

Flood damage occurring within the Korean peninsula has become a significant issue despite the investment and efforts made toward improving disaster response capabilities. According to statistical analysis results provided by the Korea Meteorological Administration (KMA), the amount of heavy rainfall is increasing annually. A comprehensive plan to reduce flood damage has been introduced to establish regional disaster prevention policies that consider systematic disaster prevention and localized characteristics of calamities. Current basin state, cause of past damage, and risk factors are analyzed for selecting candidate sites to accurately represent flood hazards in urban areas. Flood simulation results for the rainfall of 10 and 30 year frequency and the historical flood record are used to analyze risk factors. For these reasons, flood forecasting is of paramount importance because it is efficient for achieving flood control and reduction of damage [1]. Pramanik et al. [1] suggested a data-driven model based on a wavelet artificial neural network (ANN) for forecasting short-term flow. Demeritt et al. [2] emphasized the importance of flood forecasting by using ensemble prediction systems (EPS), and performed analysis of the association between flood forecasting, risk, uncertainty, and errors. Furthermore, flood forecasts can be used for making decisions that have important consequences for the economy, public health, and safety [3]. Therefore, a sophisticated system capable
of quickly predicting floods for multiple sites is required. In order to improve the responsiveness to flood disasters in urban watersheds, analysis of flood frequency and development of flood forecasting techniques are very important.

Various studies have been conducted on flood prediction in urban areas. Studies of flood prediction based on deterministic numerical models have made considerable progress, and many studies have succeeded in reproducing flood situations. Vojinovic et al. [4] used a combination of stream flood analysis with a one-dimensional model and flood plain analysis with a two-dimensional model to assess flood damage to urban areas. Domingo et al. [5] proposed an accurate and new urban flood analysis method by linking a hydrologic model based on numerical analysis to a hydraulic model that considered drainage systems. Cea et al. [6] conducted two-dimensional analysis of urban basins using the kinematic wave equation and diffusion wave equation with the input of rainfall intensity, and they evaluated the results through experimental verification. Bertsch et al. [7] successfully reproduced a flood situation through a one- and two-dimensional CityCAT hydraulic simulation based on the integrated drainage system. Although flood simulations have been conducted intensively for urban areas using numerical analysis methods, the problem exists that sufficient lead time cannot be ensured due to the necessary input data preparation and parameter calibration. In addition, two-dimensional flood wave analysis for estimating the extent of flooding may consume a large amount of time. These problems can make flood forecasting particularly difficult.

In addition, flood prediction can be conducted with numerical analysis based on programs, conceptual models, and data-driven models. Although there are suitable analysis techniques for various situations, research on data-driven models using machine learning has increased in recent years. According to Mosavi et al. [8], the application of machine learning to hydraulic and hydrology analysis is increasing and has proved to be efficient in the context of flood prediction algorithms. For urban flood prediction, Granata et al. [9] compared and examined the amount of runoff in an urban area with the EPA’s Storm Water Management Model (SWMM) and support vector regression (SVR). This work established that SVR underestimated peak discharge, but confirmed the usefulness of SVR for urban flood prediction. It is judged that this research is an adequate reference for predicting flood volume using the SVR technique. Chang et al. [10] conducted prediction of flood volume and inundation maps by using the nonlinear auto regressive with exogenous (NARX) neural network and self-organizing map (SOM). It successfully predicted inundation maps by linking the results of flood volume prediction and the SOM. The application of the SOM for flood prediction is considered reasonable, and it can be applied in various ways to the analysis of flood patterns in urban watersheds. Flood frequency analysis considering various design rainfall events was conducted and exhibited good agreement with continuous simulation results [11]. It successfully analyzed the frequency of peak flow that drained from the urban watershed. However, this paper did not analyze the frequency of inundation maps occurring from extreme rainfall events.

The above studies have successfully applied various machine learning techniques for flood prediction, but not considered the rainfall return period in urban areas. The major purpose of this research is to estimate the return period of observed rainfall, and predict the flood volume that could occur in the target drainage basin. After estimating the return period of the observed rainfall, if the flood aspect is accurately predicted, the frequency of the predicted inundation map can be determined. In addition, this study shows how the predicted inundation maps closely match the results of two-dimensional numerical modeling through the proposed methodology. In a situation in which there has been insufficient research on the frequency of flood patterns in urban watersheds, the results of this study could be applied to estimate the return period and extent of inundation maps with consideration of observed rainfall. With the suggested machine learning-based model, it is possible to provide sufficient basic data to cope with future flood situations.
2. Study Area and Methodology

2.1. Study Area, Validation, and Flowchart

The Gangnam district in Seoul city was selected as the study area (7.4 km$^2$). This district contains Nonhyeon, Yeoksam, and Seocho-3, 4, 5 sub-watersheds. The average annual precipitation in the study area is 1346.7 mm, the sum of precipitation in summer (June, July, August) is 808.2 mm (about 60% of annual precipitation), and the sum of precipitation in winter (December, January, February) is 55.7 mm (approximately 4% of annual precipitation). The study area consists of relatively low land in comparison with surrounding areas and has a complex drainage system, which may lead to a high risk of flooding owing to heavy rainfall [12]. In addition, this area has an inundation trace map, which shows the extent of flooding from rainfall on 21 September 2010 and 27 July 2011. The inundation area at those times was calculated as 1.4 km$^2$ and 1.1 km$^2$, respectively. The rainfall intensity of each rainfall event was 77.5 and 68.5 mm/hr. In 2012 and 2013, small-scale flooding occurred in the study area. Figures 1 and 2 show the location of the study area and the result of a two-dimensional flood simulation using September 21, 2010 rainfall data [13]. In this study, 102 manholes and 120 conduit links were applied to a one-dimensional urban runoff simulation (Figure 3). Two outfall nodes were used, and the outfall boundary conditions were set to “free”. The free condition is an outfall stage determined by minimum critical flow depth and normal flow depth in the connecting conduit.

![Figure 1. Location of Study Area.](image)

The simulation results were compared with NDMS (National Disaster Management System) points that indicate reporting locations during floods (Figure 2b). Verification of the two-dimensional model in the study area was conducted to indicate that the flood database in this study was reliable. For this reason, goodness of fit was calculated by counting the NDMS points that were included in the flooded area and using Equation (1) [14].

\[
\text{Goodness of Fit}(\%) = \frac{\text{Number of NDMS included in the flood area}}{\text{Total number of NDMS}} \times 100(\%)
\]  

On September 21, 2010, floods were reported by residents at 118 sites, and two-dimensional flood simulation results included 82 sites. A goodness of fit of 70.1% was estimated for the points reported by the NDMS and flood analysis results. A limitation existed due to the inability of flood flow to spread between narrow roads and buildings on account of the topographical data being processed using a 5 × 5 m grid. However, the goodness of fit results were deemed sufficient to produce a flood database for machine learning.
Figure 2. Study area and validation. (a) Flooded Manhole; (b) Flood Simulation and National Disaster Management System (NDMS).

Figure 3. Drainage System for one-dimensional simulation.

The basic data for this study consisted of the rainfall scenario probability, geographical data, and the drainage network coordinates. The probable rainfall was calculated using the return period according to the FARD2006 rainfall analysis software (National Disaster Management Institute, Ulsan, Korea). The annual maximum precipitation data recorded by the Seoul weather station during the period 1961–2015 was applied to FARD2006. Rainfall time distribution was performed with the Huff four-quantile method [15]. A total of 120 rainfall events (amount of rainfall and return period) were
calculated by FARD2006 with three duration times (1, 2, and 3 hours). Rainfall data was applied to one- and two-dimensional models for generating the flood database. Geographical data based on light detection and ranging (LiDAR) data was converted to 5 m square digital elevation model (DEM) with consideration of road and building details. This was used as topographical data for surface flow analysis in the two-dimensional flood analysis program. The drainage network coordinates were used to accurately input the SWMM outflow results into the inflow conditions of the two-dimensional model.

The results of one- and two-dimensional analysis were applied for training neural network models. The probable rainfall (mm) was used as probabilistic neural network (PNN) and support vector regression (SVR) input data. The rainfall return period (2–100 year) was used as target data for the PNN. The flood volume (sum of 10 minutes unit overflows, m³/s) calculated by the SWMM was used as target data for the SVR. The result of two-dimensional flood analysis was clustered via self-organizing map (SOM) and the SOM results were used for inundation prediction purposes. In this study, observed rainfall (mm) on September 21, 2010 was entered to train the PNN for estimation of the rainfall return period (year). Then, the estimated rainfall return period was applied to the SVR to predict flood volume (m³/s). The SVR flood volume and clustered two-dimensional simulation results were linked to predict the inundation map in real-time. An overall flowchart for this study is shown in Figure 4.

Figure 4. Study flowchart.

2.2. Numerical Model

2.2.1. One-Dimensional Runoff Analysis

In order to construct the flood prediction model, it was necessary to establish a flood database using diverse rainfall events and runoff scenarios. To calculate the runoff at each manhole in the urban watershed, the SWMM can be used with consideration of the drainage system capacity and high rainfall intensity conditions [16]. This model can consider surface and ground flows and the simulation of runoff and channel routing in an artificial drainage system [17]. This study used the EPA-SWMM because it is useful for checking the amount of urban watershed flooding.
The EXTRAN block of the EPA-SWMM can perform flow routing based on a hydraulic method with an open channel and a drainage system. A drainage system composed of pipelines connected to nodes was used to represent the physical properties and the mathematical solution for Saint-Venant’s gradual unsteady flow equation. The basic differential equation for interpreting water flow in a pipeline was derived from Equation (2), which was established by linking the momentum and continuity equations. In Equation (2), $A$ is the sectional area, $Q$ is the flow at the conduit, $V$ is the velocity of flow in the conduit, $x$ is the distance in the channel, $t$ is time, $g$ is gravitational acceleration, $H$ is the water level at the conduit, $z$ is the maximum depth of the conduit, and $S_f$ is the energy slope.

\[
\frac{\partial Q}{\partial t} + gAS_f - 2V \frac{\partial A}{\partial t} - V^2 \frac{\partial A}{\partial x} + gA \frac{\partial H}{\partial x} = 0 \tag{2}
\]

The flood volume for each rainfall scenario was calculated by accumulating the SWMM results. Flood volume was applied as the target data for the SVR, and it also entered the two-dimensional flood analysis program as inflow data.

2.2.2. Two-Dimensional Analysis

Appropriate flood map data can be estimated by using a two-dimensional flood analysis program and a grid network that can be used for analyzing the flood flow with continuity and momentum equations. The continuity and momentum equations used are given by Equations (3)–(5). In this study, a surface flood analysis was conducted with Equations (3)–(5), which is a finite difference method [18]. The points of overflow owing to excess rainfall were treated as the inflow section, and the points where the propagated flood flow was drained were applied as the outflow section.

\[
\frac{\partial d}{\partial t} + \frac{\partial q_x}{\partial x} + \frac{\partial q_y}{\partial y} = e
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = g \left( S_{ox} - S_{fx} - \frac{\partial d}{\partial x} \right)
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = g \left( S_{oy} - S_{fy} - \frac{\partial d}{\partial y} \right)
\]

where $d$ is depth at a surface; $q_x$ and $q_y$ are the flows per unit width in the $x$ and $y$ directions, respectively; $u$ and $v$ indicate average velocities in the $x$ and $y$ directions, respectively; $S_{ox}$ and $S_{oy}$ are the bed slope $x$ and $y$ directions, respectively; $S_{fx}$ and $S_{fy}$ are the friction slopes in the $x$ and $y$ directions, respectively. The variable $e$ is the generation or extinction section per unit area. To conduct a two-dimensional flood analysis, simulated inundation results with the finite difference method were used as input data for the self-organizing map.

2.3. Machine Learning Method

2.3.1. Probabilistic Neural Network

A PNN can be used for classification problems. It classifies an input vector into a specific class because that class has the maximum probability of being correct. This network has three layers: the input layer, radial basis layer, and competitive layer. The radial basis layer evaluates the vector distances between the input vector and row weight vectors in a weight matrix [19]. Distances are adjusted by radial basis function (RBF) that has a nonlinear feature, and then the competitive layer finds the shortest distance among them, thus establishing the training pattern that is closest to the input pattern based on the calculated distance. In Figure 5, $x_1, x_2, \ldots, x_n$ are input data and $\hat{y}$ shows the estimated value. In this study, the rainfall (mm) and duration (h) in Table 1 were used as input data and the rainfall return period (year) was used as target data for PNN training.
The points of overflow owing to excess rainfall were treated as the inflow section, and the points where the propagated flood flow was drained were applied as the outflow section.

\[ \begin{align*}
\Delta h = & \frac{1}{2} \alpha + \frac{1}{2} \beta + \epsilon
\end{align*} \]  

\[ \begin{align*}
\Delta h = & \frac{1}{2} \alpha + \frac{1}{2} \beta + \epsilon
\end{align*} \]  

\[ \begin{align*}
\Delta h = & \frac{1}{2} \alpha + \frac{1}{2} \beta + \epsilon
\end{align*} \]  

where \( h \) is depth at a surface; \( \alpha \) and \( \beta \) are the flows per unit width in the \( x \) and \( y \) directions, respectively; \( u \) and \( v \) indicate average velocities in the \( x \) and \( y \) directions, respectively; and \( \theta \) and \( \phi \) are the bed slope \( x \) and \( y \) directions, respectively; and \( \mu \) and \( \nu \) are the friction slopes in the \( x \) and \( y \) directions, respectively. The variable \( \epsilon \) is the generation or extinction section per unit area.

To conduct a two-dimensional flood analysis, simulated inundation results with the finite difference method were used as input data for the self-organizing map.

2.3. Machine Learning Method

2.3.1 Probabilistic Neural Network

A PNN can be used for classification problems. It classifies an input vector into a specific class because that class has the maximum probability of being correct. This network has three layers: the input layer, radial basis layer, and competitive layer. The radial basis layer evaluates the vector distances between the input vector and row weight vectors in a weight matrix. Distances are adjusted by radial basis function (RBF) that has a nonlinear feature, and then the competitive layer finds the shortest distance among them, thus establishing the training pattern that is closest to the input pattern based on the calculated distance. In Figure 5, \( x_1, x_2, \ldots, x_n \) are input data and \( \hat{y} \) shows the estimated value. In this study, the rainfall (mm) and duration (h) in Table 1 were used as input data and the rainfall return period (year) was used as target data for PNN training.

![Probabilistic neural network](image)

**Figure 5.** Probabilistic neural network.

**Table 1.** Rainfall events for training of the PNN.

| Return Period | Huff 1-Quartile (mm) | Huff 2-Quartile (mm) | Huff 3-Quartile (mm) | Huff 4-Quartile (mm) |
|---------------|----------------------|----------------------|----------------------|----------------------|
| 2 years       |                      |                      |                      |                      |
| 1 h           | 48.74                | 48.65                | 48.71                | 48.70                |
| 2 h           | 70.17                | 70.03                | 70.11                | 70.11                |
| 3 h           | 82.78                | 82.62                | 82.71                | 82.71                |
| 3 years       |                      |                      |                      |                      |
| 1 h           | 56.85                | 56.74                | 56.81                | 56.80                |
| 2 h           | 82.08                | 81.92                | 82.01                | 82.01                |
| 3 h           | 98.39                | 98.21                | 98.31                | 98.31                |
| 5 years       |                      |                      |                      |                      |
| 1 h           | 65.96                | 65.83                | 65.91                | 65.90                |
| 2 h           | 95.29                | 95.11                | 95.21                | 95.21                |
| 3 h           | 115.91               | 115.69               | 115.81               | 115.81               |
| 10 years      |                      |                      |                      |                      |
| 1 h           | 77.27                | 77.13                | 77.21                | 77.20                |
| 2 h           | 111.91               | 111.69               | 111.81               | 111.81               |
| 3 h           | 137.93               | 137.67               | 137.81               | 137.81               |
| 20 years      |                      |                      |                      |                      |
| 1 h           | 88.18                | 88.01                | 88.11                | 88.10                |
| 2 h           | 127.72               | 127.48               | 127.61               | 127.61               |
| 3 h           | 159.05               | 158.75               | 158.92               | 158.92               |
| 30 years      |                      |                      |                      |                      |
| 1 h           | 94.49                | 94.31                | 94.41                | 94.40                |
| 2 h           | 136.73               | 136.47               | 136.61               | 136.61               |
| 3 h           | 171.16               | 170.83               | 171.02               | 171.02               |
| 50 years      |                      |                      |                      |                      |
| 1 h           | 102.19               | 102.00               | 102.11               | 102.11               |
| 2 h           | 148.14               | 147.86               | 148.02               | 148.02               |
| 3 h           | 186.28               | 185.92               | 186.12               | 186.12               |
| 70 years      |                      |                      |                      |                      |
| 1 h           | 107.30               | 107.09               | 107.21               | 107.21               |
| 2 h           | 155.65               | 155.35               | 155.52               | 155.52               |
| 3 h           | 196.19               | 195.81               | 196.02               | 196.02               |
| 80 years      |                      |                      |                      |                      |
| 1 h           | 109.30               | 109.09               | 109.21               | 109.21               |
| 2 h           | 158.55               | 158.25               | 158.42               | 158.42               |
| 3 h           | 200.19               | 199.81               | 200.02               | 200.02               |
| 100 years     |                      |                      |                      |                      |
| 1 h           | 112.71               | 112.49               | 112.61               | 112.61               |
| 2 h           | 163.65               | 163.34               | 163.52               | 163.52               |
| 3 h           | 206.80               | 206.40               | 206.62               | 206.62               |
2.3.2. Support Vector Regression

SVR was developed based on the theory of the statistical learning method [20]. The theory of the support vector machine (SVM), which was used to address the subject of classification, was extended to a regression model for prediction of continuous variance. Structural risk minimization (SRM), which minimizes the boundaries for overall errors, was recommended for machine learning rather than empirical risk minimization (ERM), which simply minimizes the difference between observed and predicted values [21]. Figure 6 shows the structure of an SVR that performs optimization using two pairs of Lagrangian multipliers $\alpha_i$ and $\alpha^*_i$. In the figure, $K(X, X_n)$ is the nonlinear kernel function. In this study, the input data of the SVR was the rainfall return period and the target data was flood volume as calculated by the SWMM simulation. The SVR was applied for predicting flood volume when the rainfall return period was given. In Figure 4, the variable $X$ is the rainfall return period and $\hat{f}(X)$ is the predicted flood volume. The flood volume data simulated by SWMM is shown Table 2.

Table 2. Flood volume database simulated by the Storm Water Management Model (SWMM).

| Return Period and Duration of Rainfall | Flood Volume With Huff 1-Quartile Rainfall (m$^3$/s) | Flood Volume With Huff 2-Quartile Rainfall (m$^3$/s) | Flood Volume With Huff 3-Quartile Rainfall (m$^3$/s) | Flood Volume With Huff 4-Quartile Rainfall (m$^3$/s) |
|--------------------------------------|------------------------------------------------------|------------------------------------------------------|------------------------------------------------------|------------------------------------------------------|
| 2 years                              |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 17.82                                               | 29.36                                               | 30.16                                               | 24.46                                               |
| 2 h                                  | 14.49                                               | 18.04                                               | 16.98                                               | 17.13                                               |
| 3 h                                  | 12.21                                               | 14.03                                               | 13.58                                               | 12.40                                               |
| 3 years                              |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 37.34                                               | 42.96                                               | 56.58                                               | 43.33                                               |
| 2 h                                  | 31.65                                               | 36.25                                               | 38.95                                               | 38.20                                               |
| 3 h                                  | 18.63                                               | 24.78                                               | 23.48                                               | 25.95                                               |
| 5 years                              |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 55.02                                               | 89.95                                               | 101.79                                              | 88.3                                                |
| 2 h                                  | 55.26                                               | 77.68                                               | 68.93                                               | 72.10                                               |
| 3 h                                  | 46.48                                               | 54.22                                               | 55.76                                               | 50.58                                               |
| 10 years                             |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 103.19                                              | 181.04                                              | 180.51                                              | 158.03                                              |
| 2 h                                  | 116.64                                              | 149.84                                              | 148.07                                              | 147.69                                              |
| 3 h                                  | 85.01                                               | 115.44                                              | 115.56                                              | 120.23                                              |
| 20 years                             |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 178.17                                              | 264.05                                              | 278.16                                              | 242.56                                              |
| 2 h                                  | 193.40                                              | 249.06                                              | 248.98                                              | 230.31                                              |
| 3 h                                  | 164.84                                              | 221.61                                              | 214.12                                              | 217.76                                              |
| 30 years                             |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 226.88                                              | 323.03                                              | 323.38                                              | 294.01                                              |
| 2 h                                  | 225.46                                              | 237.56                                              | 302.01                                              | 309.70                                              |
| 3 h                                  | 232.82                                              | 295.96                                              | 289.70                                              | 282.33                                              |
| 50 years                             |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 319.57                                              | 389.14                                              | 387.27                                              | 340.97                                              |
| 2 h                                  | 285.21                                              | 396.33                                              | 391.86                                              | 359.22                                              |
| 3 h                                  | 326.11                                              | 400.23                                              | 384.11                                              | 366.27                                              |
| 70 years                             |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 358.73                                              | 439.82                                              | 430.39                                              | 380.93                                              |
| 2 h                                  | 368.68                                              | 462.91                                              | 449.81                                              | 412.47                                              |
| 3 h                                  | 386.22                                              | 463.41                                              | 450.43                                              | 432.82                                              |
| 80 years                             |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 388.84                                              | 464.98                                              | 448.29                                              | 397.73                                              |
| 2 h                                  | 388.94                                              | 484.64                                              | 474.34                                              | 431.47                                              |
| 3 h                                  | 411.38                                              | 489.18                                              | 484.71                                              | 455.69                                              |
| 100 years                            |                                                      |                                                      |                                                      |                                                      |
| 1 h                                  | 419.66                                              | 492.23                                              | 490.19                                              | 437.62                                              |
| 2 h                                  | 424.95                                              | 524.40                                              | 510.35                                              | 466.06                                              |
| 3 h                                  | 455.77                                              | 537.62                                              | 530.87                                              | 500.71                                              |
The numerical distance relationship on the input space is maintained in the two-dimensional lattice space of the output neurons. The structure of an SOM is shown in Figure 7 and the data features are expressed by maintaining the intact topological attributes. In this study, the SOM input data consisted of inundation maps that were simulated via SWMM. With reference to the research of [10], the clustered inundation map that has a flood amount similar to the SVR prediction results (via SOM results) was selected and, finally, the inundation map prediction was performed through correction using interpolation.

### 2.3.3. Self-Organizing Map

A self-organizing map (SOM) is a clustering technique based on unsupervised learning. This can be trained even if it is not given a target vector. The representative vector for each cluster is stored as weight for the corresponding output neurons [22]. The numerical distance relationship on the input space is maintained in the two-dimensional lattice space of the output neurons. The structure of an SOM is shown in Figure 7 and the data features are expressed by maintaining the intact topological attributes. In this study, the SOM input data consisted of inundation maps that were simulated via two-dimensional flood analysis modeling. The total number of inundation maps, 120, was the same as the number of rainfall scenarios. In Table 3, the widest inundation area among the four Huff quantiles is indicated by the rainfall return period. The SOM results are clustered inundation maps, and the results were used as expected inundation maps. The output dimensions were set as 4 × 4 (16), 5 × 5 (25), and 6 × 6 (36) by reference to the research of [10]. The clustered inundation map that has a flood amount similar to the SVR prediction results (via SOM results) was selected and, finally, the inundation map prediction was performed through correction using interpolation.

![Figure 6](image-url). Structure of support vector regression with nonlinear function.

![Figure 7](image-url). Self-organizing map (SOM) for inundation map clustering (4 × 4).
3. Applications

3.1. Observed Rainfall for Testing Suggested Methodology

The purpose of this study was to estimate the rainfall return period with consideration of rainfall duration, and to predict a flood map for observed rainfall on 21 September 2010 (Figure 8). The rainfall data that was obtained from the Automatic Weather System (AWS) in Gangnam, and rainfall between 12:00 to 18:00 were selected. In this study, the rainfall events containing peak rainfall values for each time duration were used as target data. The rainfall durations for the prediction and simulation were set as 1, 2, and 3 h. Total rainfall was 71 mm for the duration of 1 h, 128.5 mm for 2 h, and 204 mm for 3 h.

![Figure 8. Automatic Weather System (AWS) in Gangnam District (21 September 2010).](image)

3.2. SOM Results

As shown in Table 2, the results of the two-dimensional hydraulic analysis were used as SOM input data. This makes it possible to reflect various flood patterns when implementing inundation predictions. It is unrealistic to check all possible time intervals of an inundation map when prediction is performed. Therefore, it is necessary to reduce the amount of expected inundation data in order to implement prediction in real time. For this reason, SOM was applied to produce 16 (4×4), 25 (5×5),

| Rainfall Scenario | Duration | Max. Flood Area (km²) |
|-------------------|----------|------------------------|
| 2 years           | 1 h      | 0.085                  |
|                   | 2 h      | 0.096                  |
|                   | 3 h      | 0.083                  |
| 3 years           | 1 h      | 0.174                  |
|                   | 2 h      | 0.118                  |
|                   | 3 h      | 0.106                  |
| 5 years           | 1 h      | 0.333                  |
|                   | 2 h      | 0.307                  |
|                   | 3 h      | 0.249                  |
| 10 years          | 1 h      | 0.436                  |
|                   | 2 h      | 0.477                  |
|                   | 3 h      | 0.402                  |
| 20 years          | 1 h      | 0.523                  |
|                   | 2 h      | 0.566                  |
|                   | 3 h      | 0.539                  |
| 30 years          | 1 h      | 0.565                  |
|                   | 2 h      | 0.604                  |
|                   | 3 h      | 0.566                  |
| 50 years          | 1 h      | 0.638                  |
|                   | 2 h      | 0.696                  |
|                   | 3 h      | 0.638                  |
| 70 years          | 1 h      | 0.679                  |
|                   | 2 h      | 0.769                  |
|                   | 3 h      | 0.728                  |
| 80 years          | 1 h      | 0.702                  |
|                   | 2 h      | 0.785                  |
|                   | 3 h      | 0.746                  |
| 100 years         | 1 h      | 0.724                  |
|                   | 2 h      | 0.823                  |
|                   | 3 h      | 0.746                  |
and 36 (6 \times 6) inundation maps (Figure 9). To construct the SOM, the number of learning steps was 500 and a hextop topological function was used. The hextop parameter functions as a layer to internally calculate the position of neurons after arranging input data in a hexagonal pattern. Euclidean distance estimation was used to calculate the distance between neurons, and the size of the initial neighboring neuron was 3. The clustered inundation maps were used as expected inundation maps.

![Figure 9. Self-organizing map results (expected inundation maps). (a) Output Dimension 4 \times 4 (16); (b) Output Dimension 5 \times 5 (25); (c) Output Dimension 6 \times 6 (36).](image)

When flood volume is predicted by SVR, an inundation map showing the most similar flood amount is found. An expected inundation map that is similar to the predicted flood volume can be established with 16 maps of 4 \times 4, 25 maps of 5 \times 5, or 36 maps of 6 \times 6. When an appropriate expected inundation map is found, the final predicted inundation map is displayed through adjustment using interpolation. The comparison according to which the SOM result finds the expected inundation map is to be shown later.

3.3. Rainfall Frequency and Urban Flooding

To estimate the frequency of rainfall events that caused actual flooding in the study area, observed rainfall data for September 21, 2010 was entered into the trained PNN. The observed rainfall frequency was estimated by each time duration. The estimated results were compared with the return period rainfall database used in this study (Table 4). The return period of AWS with 1 h rainfall was estimated to be 10 years, the 2 h AWS rainfall return period was estimated to be 20 years, and the frequency of 3 h AWS rainfall was estimated to be 100 years.

| Duration | Target Rainfall (AWS data) | Comparable Rainfall in Database (1) | Comparable Rainfall in Database (2) | Estimation with PNN |
|----------|-----------------------------|-------------------------------------|-------------------------------------|---------------------|
| 1 h      | 71 mm (5 year return period) | 65 mm (5 year return period)        | 77.1 mm (10 year return period)     | 10 years            |
| 2 h      | 128.5 mm (20 year return period) | 127.7 mm (20 year return period)     | 136.4 mm (30 year return period)    | 20 years            |
| 3 h      | 204 mm (80 year return period) | 200 mm (80 year return period)       | 206.4 mm (100 year return period)   | 100 years           |
Three kernel functions—linear, polynomial, and Gaussian—were used to train the SVR. The data for flood volume (horizontal axis) and rainfall return period (vertical axis) were entered in the SVR. Figure 10 shows the fitting result of the SVR with a Gaussian kernel function. Figure 10a shows the results of generating a regression curve (SVR) for the return period of 1 h rainfall and the SWMM simulation results. SVR curves were generated in the same way for 2 and 3 h rainfall durations (Figure 10b,c). The curves based on SVR were applied to predict flood volume with the rainfall return period estimated by the PNN. By considering PNN results (Table 4), the 10, 20, and 100 year estimated return periods were entered for predicting flood volume. The predicted flood volume according to the estimated frequency for each duration is shown in Table 5. The residuals were calculated by subtracting the predicted flood volume results from the SWMM simulation result. As a result, it was found that the Gaussian kernel function approached the SWMM results most closely. Therefore, this predicted flood volume with the Gaussian kernel function was applied to the SOM clustering result to predict the inundation map.

Table 5. Flood volumes predicted using support vector regression (SVR).

| Kernel Function | Rainfall Duration/Return Period | Simulated Flood Volume (m³/s) | Predicted Flood Volume (m³/s) | Residual (m³/s) (SWMM–SVR) |
|-----------------|---------------------------------|-------------------------------|-------------------------------|---------------------------|
| Linear          | 1 h/10 years                    | 145.8                         | 258.30                        | -112.46                   |
|                 | 2 h/20 years                    | 227.5                         | 244.37                        | -16.92                    |
|                 | 3 h/100 years                   | 469.1                         | 289.49                        | 179.65                    |
| Polynomial      | 1 h/10 years                    | 145.8                         | 224.66                        | -78.82                    |
|                 | 2 h/20 years                    | 227.5                         | 225.87                        | 1.58                      |
|                 | 3 h/100 years                   | 469.1                         | 413.86                        | 55.28                     |
| Gaussian        | 1 h/10 years                    | 145.8                         | 105.98                        | 39.86                     |
|                 | 2 h/20 years                    | 227.5                         | 217.69                        | 9.76                      |
|                 | 3 h/100 years                   | 469.1                         | 491.45                        | -22.31                    |
The inundation map prediction was performed by finding the similar or same flood volume among the expected inundation maps, before an adjustment process between the predicted flood volume and selected inundation map was conducted using the interpolation method. Two-dimensional hydraulic analysis with the target rainfall, used to evaluate the flood prediction results, is shown in Figure 11. The predicted inundation map obtained by linking the SVR and SOM results is shown in Figure 12. For the two-dimensional simulation shown in Figure 11, the rainfall data for each time duration in Figure 8 was used. The PNN and SVR prediction results shown in Tables 4 and 5 were applied to the SOM results.

![Figure 11. Inundation map simulated with two-dimensional flood analysis. (a) Rainfall duration 1h; (b) Rainfall duration 2h; (c) Rainfall duration 3h.](image1)

![Figure 12. Inundation map prediction with machine learning (conjunction model of support vector regression and self-organizing map). (a) Rainfall duration 1h; (b) Rainfall duration 2h; (c) Rainfall duration 3h.](image2)

In order to analyze errors in the flood prediction results quantitatively, the root mean square error (RMSE), Nash sufficient efficiency coefficient (NSEC), and the goodness of fit with the flooded area...
were calculated by comparing with the simulated results (Table 6). RMSE and NSEC were calculated based on flood depth value. The goodness of fit is a measure of how much the inundation map prediction corresponded to the simulated flood map in grid units.

| Target Rainfall Duration | RMSE (m) | Goodness of Fit (%) |
|--------------------------|----------|---------------------|
|                          | SOM      | NSEC                |
|                          | 4 × 4    | 5 × 5    | 6 × 6    | 4 × 4    | 5 × 5    | 6 × 6    |
| Observed Rainfall on 21 September 2010 | 1 h      | 0.03    | 0.04    | 0.06    | 0.83    | 0.84    | 0.11    | 72.04    | 60.91    | 52.16    |
| 2 h                      | 0.02    | 0.03    | 0.02    | 0.95    | 0.95    | 0.95    | 81.57    | 81.56    | 85.94    |
| 3 h                      | 0.09    | 0.09    | 0.12    | 0.90    | 0.78    | 0.72    | 67.00    | 67.35    | 74.53    |

Bold text indicates the highest goodness of fit for each rainfall duration. RMSE: root mean square error; NSEC: Nash sufficient efficiency coefficient.

4. Conclusions

This study suggested a methodology for estimating the unknown return period of a specific observed rainfall event and for rapidly predicting an urban inundation map. The return period of observed rainfall (on 21 September 2010) was estimated through a PNN, and the flood volume and inundation map were predicted successfully by means of the estimated return period. In this study, neural network learning was performed through numerical analysis results, and various facts could be grasped via construction of a database. Flood volume simulated in urban watersheds was high when Huff’s 2nd and 3rd quartiles were mainly used. As a result of two-dimensional analysis, the inundation area with the duration of 2 hours showed the largest flood area. It is understood that rainfall in the 2nd and 3rd quartiles with a duration of 2 hours was recognized as relatively high rainfall intensity in the SWMM simulation. Finally, in order to predict flooding, it was necessary to perform a complicated process of sequentially passing through a PNN, SVR, and SOM, but it was possible to display results quickly. In addition, the inundation results were almost identical to the two-dimensional flooding analysis results. The return period of the observed rainfall was estimated using a PNN, and SVR was used to predict the flood volume considering the rainfall return period. The inundation map was predicted for the estimated rainfall return period with the PNN by linking the SVR and SOM results. The flood features for observed rainfall were successfully predicted by linking the numerical analysis model with the machine learning model. The main research results of this study were as follows:

1. The PNN was able to consider the return period of probable rainfall events and estimate the return period of the actual AWS event that caused flood damage in the study area. In the case of 1, 2, and 3 hours rainfall volumes recorded by the AWS on September 21, 2010, a suitable intermediate return period was estimated. Based on the presented methodology, it is possible to estimate the return period of observed rainfall, which can be used for hydrological rainfall analysis as well as flood analysis.

2. Flood volume prediction was performed using a trained SVR. The SVR suggested in this study was trained with quantity and return period of design rainfall events. High amounts of errors were seen when linear kernel functions were used. This was because of the nonlinearity of hydrological and flood data. However, results were greatly improved when a Gaussian kernel function was used for SVR training. When predicting the inundation map for 2 h target rainfall, the highest goodness of fit for flood area was shown to be 85.94%. Inundation prediction results for 1 and 3 h rainfall also showed more than 70% goodness of fit. Taking this result into account, the superiority of the SVR and SOM linkage model was verified. This process demonstrates that nonlinearities must be considered before predicting flood situations with machine learning methods.

3. The methodology suggested in this study was able to estimate the rainfall return period and predict a flood map in one process. If the flood prediction results had a high goodness of fit with results of the verified two-dimensional model, this suggests that the rainfall return period
estimated by the PNN is reasonable. The results of this study can be used to inversely estimate the return period and flood volume using the predicted inundation map. This methodology could constitute the basic data for preliminary analysis of urban flooding.
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