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Abstract—The video action segmentation task is regularly explored under weaker forms of supervision, such as transcript supervision, where a list of actions is easier to obtain than dense frame-wise labels. In this formulation, the task presents various challenges for sequence modeling approaches due to the emphasis on action transition points, long sequence lengths, and frame contextualization, making the task well-posed for transformers. Given developments enabling transformers to scale linearly, we demonstrate through our architecture how they can be applied to improve action alignment accuracy over the equivalent RNN-based models with the attention mechanism focusing around salient action transition regions. Additionally, given the recent focus on inference-time transcript selection, we propose a supplemental transcript embedding approach to select transcripts more quickly at inference-time. Furthermore, we subsequently demonstrate how this approach can also improve the overall segmentation performance. Finally, we evaluate our proposed methods across the benchmark datasets to better understand the applicability of transformers and the importance of transcript selection on this video-driven weakly-supervised task.
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1 INTRODUCTION

Video understanding is an active research field with many applications such as video recommendation, safety analysis from security cameras, human-robot interaction, etc. [1]. However, even though recognizing activities in trimmed videos has significantly progressed with deep learning, action segmentation, i.e., the localization and recognition of actions in untrimmed videos, has only partially benefited from it. This limitation is primarily due to the challenges and effort required to collect human-annotated large-scale data for video action segmentation, particularly frame-wise action class labels [2], [3]. Therefore, weaker forms of supervision, such as transcript supervision [4], [5], [6], [7], [8], are commonly used to reduce the considerable effort required to obtain frame-wise action class labels for videos. In this formulation, first outlined in [4], methods aim to fit (or ‘decode’) a transcript containing an ordered list of action instances of unknown length to a sequence of frames. Notably, obtaining the ground truth list requires less effort than performing frame-level annotation and could be autonomously derived from the video metadata, such as accompanying text from instructional or food preparation videos.

Most of the existing methods utilize either probabilistic (Viterbi) [4], [5], [6] or discriminative (dynamic time warping) [7], [8] methods to perform the alignment of the transcript to the video frames. A temporal feature extractor is required to process the pre-extracted frame features to model temporal dependencies in these frame sequences, learning how to recognize the contiguous actions. In almost all cases, this is achieved with gated recurrent units (GRUs) [9], a variant of recurrent neural networks (RNNs).

The decoding process takes the features from the RNN, which are combined with a specific target transcript to provide the final alignment of the transcript actions. Unlike other sequence modeling tasks, transcript-supervised action segmentation introduces various challenges. Firstly, since action contiguity is assumed in the transcript, decoding methods focus on finding the optimal action lengths such that actions transition in relevant regions in the video. This consideration makes these regions, which are underrepresented in the scope of the video, significantly more critical for the saliency of a sequence modeling architecture. Secondly, when considered individually, frames lose most of their contextual meaning as actions occur over tens or hundreds of

![Fig. 1: Modeled Attention under Transcript Supervision](image-url)
frames. Finally, the video sequences can vary significantly from hundreds to thousands of frames, meaning that modeling must be scalable. Noteworthy to say, these factors only consider the alignment of a known transcript to frames, representing only one part of the task.

Motivated by the recent trends [10], we highlight a limitation with the existing methods surrounding the selection of unknown transcripts, which are necessary for decoding. Since the exact transcript for segmentation is not known at inference time, different methods [4], [5], [6], [7], [8] have adopted a brute-force alignment approach, where the best alignment is found for every possible training transcript. This method is not only computationally intensive [10], i.e., significantly slowing down inference, but also only considers alignment for the transcripts, which ignores the input features and the potential ambiguities between transcripts.

For the sequence modeling required for action alignment, we propose using transformers rather than the existing RNNs, as it appears to be better suited to address some of the challenges specific to this task. Firstly, the self-attention mechanism in the transformers is better posed to characterizing ‘salient’ regions in sequences, where attention can discern parts of the sequence that are most relevant to the task. For example, we demonstrate in Fig. 1 how our transformer model applies attention to notable points in the video sequence denoting the starting and ending points of the actions. Secondly, unlike RNNs, transformers operate on multiple sequence elements simultaneously rather than relying on a propagated hidden state, which is better poised to recognize actions that occur across ranges of frames.

While the quadratic time and space complexity of the original transformer models [11] present challenges when scaling transformers to long sequences, variants of transformers with convolutional input operations have been successfully tailored for videos in a fully-supervised segmentation context [12], delivering state-of-art results. However, in recent efforts to make transformers more scalable, [13], [14], [15], [16] address the quadratic properties of the transformer attention through modifications to reduce the space and time complexity, enabling them to scale better with more inputs. One formulation of a linear-attention transformer model [16] has shown how exploiting associative operations inside the attention mechanism can be used to create attention that scales linearly, facilitating the use of transformers for a wider range of sequence modeling tasks normally reserved for RNNs.

With the advent of these linear-attention transformers, we demonstrate how our method, TransAct, can benefit the usage of various pre-extracted video features for weakly-supervised action segmentation. Furthermore, to adapt the transformers for the specific requirements of transcript-supervised temporal extraction, we use a sliding window of the input sequence, which controls the amount of local context encoded, similar to how different feature scales are captured in other vision transformers [17]. This technique also encourages a certain degree of monotonicity to maintain temporal correspondence between the input and output sequences, which has previously been achieved with regularization in other transformer sequence modeling tasks [18]. Finally, the ability of the transformer to parallelize these window inputs and the lack of window-level iteration additionally reduces the time complexity of the temporal encoding compared with RNNs. We demonstrate how these models can match or exceed the action alignment performance of existing probabilistic methods through our experiments. In addition to investigating transformer-specific design considerations, such as the inclusion of positional encoding, we also test various input formulations and input feature types to gauge their compatibility with the probabilistic modeling. Through this testing, we can more thoroughly consider their role in a weakly-supervised pipeline for temporal feature extraction, which existing works have often overlooked.

Additionally, we address transcript selection for action segmentation. Since the transcript decoder fits a specific transcript to the video, decoding requires knowing a transcript before generating an output segmentation. While ground-truth transcripts are available at training time or for action alignment, transcripts must be sourced elsewhere for inference, generally from the set of transcripts observed during training. Thus, an appropriate transcript has to be selected. Most existing approaches do not explicitly focus on this selection task, instead opting for a brute-force approach testing every possible training transcript [5], [6], [7], [8]. While this method can select suitable transcripts, it is computationally intensive [10] and only considers an alignment metric to choose the transcript, which obfuscates the original feature input. Recently, a novel technique [10] has been proposed to generate the transcripts but requires a specialized transcript decoding method and cannot extend existing established approaches. To address these issues, we propose a script embedding approach that directly uses the video features to deliver a subset of transcripts into the decoding technique for inference, significantly reducing the number of transcripts that need to be aligned. Our method embeds the video features into an embedding space trained to capture similarities present in the videos’ transcripts, achieved by taking a discriminative approach, similar to recent works on this task [7], [8]. A contrastive loss [19] imbues the similarities of transcripts into the embedding, clustering together videos with similar transcripts.

For inference, our method samples the embedding of a video with an unknown transcript to obtain similar videos with known transcripts, similar to image retrieval tasks [20]. Furthermore, the embedding directly uses video features for transcript selection while also enabling the existing transcript scoring method to select the final transcript from a small set of candidates. We demonstrate how our extension provides significant inference speed improvements and can choose better transcripts given a diverse training set and suitable features. The selection of better transcripts ultimately improves the action segmentation performance when combined with transformer-driven action segmentation.

To summarize our contributions as follows:

- We propose and demonstrate the application of linear-attention transformers to pre-extracted features on the weakly-supervised action segmentation task. We test various transformer ablations to understand their usage and configuration more thoroughly as temporal feature extractors on video features. We demonstrate how the use of transformers on this task reduces the number of trainable parameters required and can also meet or exceed the performance of existing probabilistic RNN-based methods.
- We introduce a transcript selection approach based on embeddings of video input features, using the trained embedding to select subsets of transcripts for inference. We outline how the usage of this technique can speed up existing brute-force selection approaches by multiple orders of magnitude and even increase segmentation accuracy on a suitable number of embeddings. Finally, we test our methods individually and jointly on a range of pre-
extracted video features and datasets and examine their implications for this task.

In the next sections, we review the existing body of work in Sec. 2, we present the proposed transformer and transcript embedding methods in Sec. 3, we illustrate experiments and ablation studies in Sec. 4, finally we draw conclusions in Sec. 5.

2 RELATED WORK

Our methods represent the intersection of the action segmentation task under transcript supervision using transformers for video understanding. Additionally, sentence embedding and retrieval techniques motivate our transcript embedding extension.

Transcript-Supervised Action Segmentation: Early works in this direction used Hidden Markov Models (HMMs) to align the transcript with the video frames for transcript supervision [4], [21]. However, the HMMs were later replaced with Recurrent Neural Networks (RNNs) [5] while retaining the probabilistic Viterbi decoding algorithm and class-wise priors. Due to instabilities during training on pseudo-ground truth labels, a graph-based energy loss function was proposed in a follow-up work [6] in order to facilitate training of multiple possible alignments simultaneously. Other works have additionally considered using numerical optimization [2], alternative sequence loss representations such as Connectionist Temporal Classification (CTC) [22], or train iteratively in a fully-supervised fashion on a pseudo-ground truth [23], but overlook the modeling of the transcript itself, which causes instability and notably impacts their performance. Recently, there has been a shift toward discriminative alignment methods with differentiable forms of Dynamic Time Warping (DTW) [7] or modeling transcript ‘prototypes’ in an embedding space [8] which have been able to outperform Viterbi-based methods slightly. Despite this, the lack of focus on the inference process has motivated recent works to replace existing approaches to address how transcripts can be generated [10] or more quickly aligned at inference-time [24]. Conversely, we instead focus on addressing these areas with extensions to existing methods, delivering improved inference-time performance and benefits with existing pipelines and weakly-supervised paradigms.

Transformers for Video Understanding: Recently, transformers are starting to become commonplace across various image and video-based tasks [17], [25], [26], [27], [28], [29], [30]. On more conventional fully-supervised video tasks, such as action recognition [27], [28], [29], transformers have demonstrated improvements over existing convolutional approaches when working with raw video inputs. Despite the specific formulation of the input and usage of existing features remaining an open topic [29], transformers that use the more scalable linear attention [15], [16] are compatible with action anticipation tasks [31]. For action segmentation, the use of pre-extracted video features has been shown to offer state-of-art performance for fully-supervised action segmentation with 3D features [12]. However, this has yet to be explored for other pre-extracted video features, such as the I3D features often employed in transcript-supervised action segmentation. From an unsupervised perspective, transformers have also been explored as a means to obtain latent representations of objects in videos [32], again indicating their ability for spatial and temporal feature extraction. Despite this, weakly-supervised applications of transformers are only starting to be investigated for video applications. Specifically, they are still grounded in tasks related to natural language processing [26], with approaches considering specific tasks such as video captioning [33]. Given the developments with transformers, our approach considers their application to existing transcript-supervised action segmentation and the advantages it can deliver over more conventional temporal sequence feature extractors.

Sentence Embedding/Retrieval: Existing works have considered the task of defining metrics for quantifying, ranking and retrieving similar images [34], images with specific properties [35] or hierarchical similarities [20], [36]. A deep metric learning approach [37], [38] is often taken, using contrastive or discriminative methods [19] to train a similarity metric into the embedding. For application into videos, action segmentation methods have often considered embedding at the frame level to retrieve frames with similar actions in unsupervised [39], [40] methods, or recently the aforementioned DTW-based transcript prototypes [8]. While our transcript embedding is motivated by these existing methods, we notably consider a single embedding of complete videos, applying similarity measures at the transcript level rather than the frame level.

3 METHODS

Action segmentation involves the frame-wise classification of actions from a set of possible actions $\mathcal{A}$. Under transcript supervision, only an ordered list of $N$ actions $a_{1..N} \in \mathcal{A}$ is available during training. The objective then is to find the correspondence between the frames and the ordered list. We denote the length $T_n$ as the number of frames associated to each action $a_n \in \mathcal{A}$.

Since the raw input frames are too unwieldy for this task, it is customary to use pre-extracted frame features taken using handcrafted or neural network methods with no additional task-specific pre-training [4], [5], [6], [7], [8]. These features offer lower dimensionalities but notably retain the temporal dimensions of the original video. Thus, for a video of length $T$, there is a set of pre-extracted features $x_{1..T}$.

3.1 Architecture

We build a linear-attention transformer [16], which models temporal dependencies among the frame features. Fig. 2 illustrates how our architecture outputs a sequence of features $e_{1..T}$ that considers the relationships within a constrained temporal scope, controlled by using a sliding window on the input. The encoded features are linearly projected to the number of classes where softmax is applied to produce posterior probabilities $p(a_n | e_\tau)$.

Our architecture, called TransACT, consists of three components: input windowing, feature encoding transformer, and probabilistic decoding.

Windowing: We utilize a sliding window on the pre-extracted features $x_{0..T}$ as the input for the subsequent transformer encoder, as shown in Fig. 2. While this appears counterproductive when considering the transformer’s ability to model long term sequences, it is necessitated by the decoding stage to facilitate the convergence of the probabilistic models, as we demonstrate in our ablation experiments.

Rather than modeling the entire sequence, the window models actions from temporally adjacent frames, providing local context
to be used with probabilistic decoding techniques, thus avoiding over-fitting. With the formulation

\[
W_S(x, i) = \{x_j : |i - S/2| \leq j < |i + S/2|\},
\]

the window \(W\), defined at position \(i\), has the size of \(S\) where the sequence extremities are padded with zeros. In the context of transformers, such windowing can be viewed as a temporal scoping of the attention mechanism. Furthermore, it constrains the transformer toward monotonicity, as desired in other transformer applications [18], which additionally ensures that the outputted features are only computed from a local temporal context.

For parallelization purposes, a single video sequence \(x_{0..T}\) can be considered a stack of windows representing all the window positions with a stride of one frame. This stack is represented as

\[
X_W(x_{0..T}) = \text{stack}(\{W_S(x, i) : 0 \leq i < T\}),
\]

which has a shape of \(T \times S \times D\) for a sequence length of \(T\), window size of \(S\) and feature dimensionality of \(D\). These stacks are the input of the subsequent transformer encoder, represented through batches of windows. While the sliding window formulation enables practical input of the localized frame contexts, it presents an additional challenge in processing a long sequence of frames. As the window has a one frame stride, there is a complete window input for each frame, which increases the overall input size by a factor of the window size.

Each window \(W_t\) is used to produce a single output at the encoder, representing a single encoded frame \(e_t\). Thus, processing the batches of input windows \(X_W\) yields the encoded frame features, \(e_{1..T}\). The need to parallelize motivates the use of a linear attention transformer model for this task, which can work in a time complexity of \(O(T)\) for processing the windowed inputs, compared with \(O(S \times T)\) for window size \(S\) in an RNN.

**Linear Attention Transformer Encoder:** We utilize a linear transformer encoder \(\xi\) to process batches of windows obtained from the input video sequence for our temporal feature extractor. Since we are taking a single output from the input window, we only need to use the encoder portion of the architecture, as is utilized for classification tasks [25].

Similar to [11], [26], we use positional encoding to imbue the input features with window-relative temporal context. We use the sinusoidal positional encoding with the positional encoding matrix \(P \in \mathbb{R}^{S \times D}\) where

\[
P_{s,d} = \begin{cases}
\sin(s/(10000^{d/D})) & \text{if } d \text{ is even} \\
\cos(s/(10000^{d/D})) & \text{otherwise},
\end{cases}
\]

that is computed at window index \(s\) and feature dimension \(d\), given the feature dimensionality \(D\). We can then write the transformer operation that takes the windows to yield frame-wise encodings as

\[
E = \xi(X_W + P),
\]

where \(\xi(\cdot)\) represents the encoder and \(E\) represents the encoded features \(e_{1..T}\). Note that the dimensionality of \(E\) is \(T \times D\), which is the same shape as the input features \(x_{1..T}\).

We build the encoder with a series of multi-head self-attention layers [11], attached to a feed-forward network. The self-attention mechanism follows the comparison of the query, values and keys structure. We obtain them by linearly projecting the input sequence to the matrices \(Q, V\) and \(K\) for the query, values and keys, respectively. In order to find the correlation of an arbitrary feature \(i\) to the rest of the features, we use linearized attention [16], which considers this similarity operation by applying a learned kernel \(\phi\) to both the queries and keys, as represented with

\[
A_i = \frac{\sum_{j=1}^{N} \phi(Q_i)^\top \phi(K_j) \cdot V_j}{\sum_{j=1}^{N} \phi(Q_i)^\top \phi(K_j)}.
\]

Considering that the queries \(\phi(Q_i)^\top\) are separable from the summation of keys and values, this sum can be computed a single time and reused for a sequence, avoiding the quadratic operation of calculating the query-key similarity for each sequence element. This simplification results in the mechanism achieving both linear space and time complexity, increasing the scalability of transformers to sequence inputs.

Since the temporal encoding for weakly-supervised segmentation is intended to provide low-level feature extraction in the temporal context, we use a single layer transformer with four self-attention heads, which is notably shallower than other applications [12]. Nevertheless, it reflects the suitability of the basic
attention mechanisms for the temporal feature extraction used under transcript-supervision. We examine the effects of various architectural hyper-parameter considerations in our subsequent ablation experiments.

Consequently, an MLP head projects the encoded features into \(|A|\) dimensions that represent each of the possible action classes. A softmax operation for each frame provides a class posterior probability \(p(a_n|e_i)\), facilitating the compatibility with the probabilistic transcript decoding technique.

**Transcript Decoding:** We implement a decoder optimizing the alignment between the frame-wise class posterior probability with the ordered list of actions in the transcript by recursively maximizing the posterior of the constrained Viterbi algorithm [4]. Since the frame features and transcript actions are known, the optimization solves for the posterior of each transcript element \(l_{1..N}\). The recursive formulation used to decode sequence elements up to \(n\) is outlined with

\[
p(a_{1:n}, \hat{l}_{1:n}|e_{1:t}) = \max_{t', t' < t} \left\{ p(a_{1:n-1}, \hat{l}_{1:n-1}|e_{1:t'}) \prod_{a = n'}^{t'} p(e_a|a_{n(a)}) p(l_n = t - t'|a_n) \right\}.
\]

(6)

This formulation relies on two external probabilistic inputs, the frame-wise action likelihoods \(p(e_i|a_n)\) and class-wise length model \(p(l_n|a_n)\). In line with the existing methods [3], we define the length model with a class-wise Poisson distribution, updating \(\lambda\) after each decoding. Since the decoder works with frame-wise class likelihoods, the posterior probabilities are converted using a prior \(p(a_n)\) that is also updated after each encoding, as described by

\[
p(e_i|a_n) = \frac{p(a_n|e_i)}{p(a_n)}.
\]

(7)

Finally, the optimal transcript element lengths \(\hat{t}\) provide not only the final frame-level segmentations but are also used to construct segmentation graphs such as those used in the graphical loss function imposed while training the network.

### 3.2 Loss Function

To train the transformer, we use the Constrained Discriminative Forward Loss (CDFL) [6], originally used for training in its eponymous work. As shown in Fig. 3, this energy-based loss function operates on a graphical representation of the video segmentation, where the video frames (vertices) are segmented through transcript elements (directed edges) connecting the starting and ending points of the action. The edges represent energy that accumulates based on the frame-wise class labels. Since the loss operates directly on the network outputs, the energy minimization can be back-propagated into the network. This configuration implies training the encoder to minimize the loss function.

Repeating this process for all the edges along the segmentation path provides an energy value for the total segmentation path. An initial path is created from the current transcript decoding with edges corresponding to transcript items. While this alone represents the decoder’s current state, the method additionally includes other segmentation paths to capture variations of alternative transcript decodings. Specifically, additional paths are created with neighboring frames in fixed windows at each action transition, providing slight variations to the segmentation. The set of valid paths \(P_V\) represents various valid segmentations with which the network is trained to identify. The path energies are approximated recursively with a logadd(·) operation, avoiding the exponential branching of computing each path individually. The energy from the valid paths constitutes the forward component of the loss.

While the forward loss is the primary loss component used to train the temporal feature encoding, CDFL also incorporates a constrained discriminative component. Whereas the forward loss encourages frames to be representative of valid segmentation paths, the discriminative component discourages the frames from representing invalid segmentation paths. Due to the significantly greater number of possible invalid segmentation paths \(P_I\), a constrained set \(P_{VI}\) prevents the invalid paths from overwhelming the valid paths. Specifically, only invalid paths where the energy is lower for an incorrect class, compared to a correct class, are used. The forward and discriminative components are combined in a contrastive fashion to produce the final loss function,

\[
L_{CDFL} = \logadd(P_V) - \logadd(P_{VI}).
\]

(8)

The transcript segmentation pipeline is trained online due to the combination of the neural network and the probabilistic components. Rather than using batches, a single video-transcript pair is used for each iteration. Network back-propagation and reparameterization of length models and priors occur following each decoding.

### 3.3 Transcript Inference

The training and decoding processes are coupled directly to a given transcript, which is required to perform decoding. This requirement is not an issue during training, where the ground-truth transcript is known. However, it presents a challenge when the transcript is unknown, i.e., during inference. The inherent need for a transcript creates an additional task surrounding transcript selection at this stage.

Existing approaches [5], [6], [7], [8] locate an optimal transcript \(\hat{t}\) from the set \(T\) such that

\[
\hat{t} = \arg \min_{t \in T} \Psi(t).
\]

(9)

finds the minimum alignment cost (from Viterbi or DTW) \(\Psi\). The importance of transcript selection is quantified in the gap between known-transcript action alignment and selected transcript action segmentation scores, which indicates how transcript selection
increases the overhead in performance. This method requires the alignment to be performed for every possible transcript, which significantly increases runtime performance in the case of these polynomial-time algorithms.

Furthermore, the selection is a by-product of the alignment and is not directly driven by the input features, potentially resulting in unsuitable transcripts that significantly impact the segmentation accuracy on certain videos. Thus, it is possible to improve segmentation performance immediately by improving transcript selection.

**Transcript Similarity:** Realistically, a suitable transcript would be as close as possible to a video’s ground truth. To quantify what makes a transcript suitable, we outline a metric for transcript similarity [41]. As a list of actions is synonymous with a textual string, it is possible to apply similar methods for similarity measures. We demonstrate a normalized form of edit distance extended to compare any two arbitrary sequences, $X$ and $Y$, in

$$\text{sim}(X, Y) = \frac{\text{mat}(X, Y)}{|X| + |Y|}$$

(10)

where $\text{mat}(\cdot, \cdot)$ represents the size of the longest common sub-string, which can be calculated with a variant of the Levenshtein distance [42]. Due to the normalization, a score of zero would indicate transcripts with no shared actions, whereas one would indicate identical transcripts.

With this metric, the goal of a transcript selection technique is to maximize the similarity of proposed transcripts relative to ground truth. As a means to train the network

**Transcript Embedding:** Since transcripts belong to videos as a whole, our approach obtains a single embedding at the video level, given the frame-wise input features. Thus, a suitable architecture is needed to encode the features into the embedding.

The tendency for RNNs to excessively distill information at the frame level motivated our approach to use transformers for temporal feature encoding. However, for the context of transcript embedding, we can instead utilize this limitation of RNNs to capture a more simplistic global representation of frame features, which are more useful for inter-video rather than intra-video usage.

Specifically, we use a bidirectional GRU to process the frame features and reduce the frame-wise outputs to 64 dimensions as other embedding approaches [8]. Since videos contain thousands of consecutive frames, there are often redundant representations of actions between adjacent frames, so we then downsample temporally to ensure a small but diverse representation of actions. Specifically, for frame features $X$ at rate $r$ and a random offset $\eta$ where $0 \leq \eta < r$, the downsampling selects frames as shown by

$$D(X) = \{x_i \in X : \forall i = cn, (c \in \mathbb{Z}) \land (i < |X|)\}.$$  

(11)

The addition of the random offset $\eta$ ensures that we can utilize all video features while also serving as a regularization technique. With this reduced formulation, we obtain a single vector by taking the mean of the sequence of embeddings, producing a single embedding point for the whole video. This method is similar to other sequence-condensing methods, such as those for sentences of words in natural language processing [43].

---

**Fig. 4: Video-Transcript Similarity Embedding** - We embed features from the whole video into an embedding space that is trained contrastively to reflect transcript similarity. Points in the embedding are pushed together or pulled apart based on a threshold of their transcript similarity.

For an RNN $\Theta$, we can obtain a 64 dimension embedding vector for the whole video $X$ with the process in

$$\Phi(X) = \sum_{x \in D(\Theta(X))} \frac{x}{|D(X)|}.$$  

(12)

Through this technique, we compare any two videos in the embedding, potentially of varying length and with different transcripts. With this embedding space, the goal is to train the network so that videos with similar transcripts are closer together than videos with different transcripts, which are further apart.

We then apply a contrastive loss function [19] for this task to train the network toward this representation. Specifically, we define a pair-wise loss function,

$$\mathcal{L}_c(\Phi(X_1), \Phi(X_2)) = \begin{cases} 
\max(0, m - d(\Phi(X_1), \Phi(X_2))) & \text{otherwise,} \\
0 & \text{if } \text{sim}(X_1, X_2) \geq \sigma
\end{cases}$$

(13)

which can quantify the embedding similarity of two videos relative to a threshold $\sigma$ on their transcript similarity. As the function to quantify the embedding similarity $d$, we selected the cosine distance due to its constrained range and pedigree on sequence embedding [44]. Depending on the transcript similarity, the loss encourages clustering in the embedding within this margin, as shown in Fig. 4.

In its independent form, we train the transcript embedding in a batch-wise offline configuration. Specifically, we randomly pair videos $(X_1, X_2)$ in batches of size 64 without replacement, which yields the loss function

$$\mathcal{L}_p = \frac{\sum_{(X_1, X_2) \in P} \mathcal{L}_c(\Phi(X_1), \Phi(X_2))}{|P|}$$

(14)

for the set of pairs $P$.

Once trained, it is possible to exploit the embedding to retrieve suitable transcripts at inference time. Rather than having to perform alignment for every single training transcript, our method can use the trained transcript embedding to obtain a smaller subset $N \subset T$. This set ideally contains more relevant transcripts for alignment scoring. We create $N$ by sampling nearest neighbors.
from the embedding up to a neighborhood size of \( k \), such that \( |N| = k \). This process is expressed by

\[
N = T \left( \arg \min_{V \in V} d(\Phi(I), \Phi(V)) \right),
\]

on the inference video \( I \) for the set of training videos \( V \) for ground-truth transcript mapping \( T \). In practice, we statically retain the embeddings of the training videos after training.

Once the reduced subset \( N \) has been obtained, it can substitute the original transcript set \( T \) in (9) for the final transcript and alignment to be determined. Thus, in addition to reducing the number of alignments required, the selection of the transcript subset is directly driven by the input of the inference video frame features. As previously mentioned, this can be done independently of the existing action segmentation pipeline and hence can apply to any previous segmentation methods that use the brute-force approach [4], [5], [6], [7], [8].

4 Experiments

We perform a variety of experiments with ablations to investigate various factors for the application of transformers to weakly supervised action segmentation, alignment, and transcript selection embedding.

Datasets: In line with the existing works [5], [6], [7], [8], [10], we also evaluate on the Breakfast [4], Hollywood Extended [2], and 50 Salads [3] datasets to compare against the state of the art. However, for ablation studies, we perform all our evaluations on the Breakfast [4] dataset since it contains a large set of 1712 food preparation instances with 48 different action classes in videos with an average duration of 2 minutes. In contrast, the Hollywood Extended dataset is taken from human interactions in movies, with 937 videos, 16 action classes and shorter videos, averaging 30 seconds; while, the 50 Salads dataset offers a notably smaller set of only 50 food preparation instances with 17 actions but has longer videos, averaging 5 minutes. Notably, we follow the earlier works for the training and evaluation regimes.

Metrics: To evaluate the performance, we measure the frame accuracy (F-acc.), the ratio of correctly classified frames, as it is the primary metric and most widely used for evaluation in existing works. We additionally report the frame alignment accuracy ignoring the background frames for our final results. This formulation corrects the over-representation of the background classes in the dataset, e.g. Hollywood Extended. Outside of segmentation metrics, we also use the mean of the transcript similarity measure (TSim) in (10) as a way to measure the transcript selection performance.

Features: We evaluate the effects of utilizing different pre-extracted features on the frames. This includes the 64 dimension PCA-projected Fisher vectors of improved dense trajectory features (IDT), which are the most established for transcript-supervision. However, the handcrafted nature of these features, along with the computational cost of their extraction, has driven the use of alternative network-derived features [10], particularly under full-supervision [6]. We also experiment with features extracted from a pre-trained I3D [45] network, including isolation of the specific RGB and optical flow features to show the usability of motion compared with visual features. Finally, we also test with features from a newer SlowFast [46] network, which only makes use of RGB input. Where possible, we use existing extractions of the features to ensure equivalent comparison with previous methods.

TransAcT Parameters: For alignment, we use a single layer transformer with four self-attention heads, each with 64 dimensions and a feed-forward dropout of 0.5. A sliding window of 32 frames was used as an input with linear projections down to 64 dimensions for I3D and SlowFast features. A sinusoidal positional encoding was applied by window position. Transcript embedding was achieved with a 512 dimension bidirectional GRU using a transcript similarity threshold of 0.8 for Hollywood Extended and 0.5 for all other datasets. We trained both the networks with an Adam optimizer with a learning rate of 0.001.

4.1 Raw Fully-Supervised Action Segmentation

Before integrating the linear-attention transformer with the transcript-supervised pipeline, which requires application-specific modifications, this evaluation directly compares the transformers’ performance to an existing RNN under raw full supervision, without any refinement, post-processing, or regularization stages. Using the frame-wise class labels on the Breakfast dataset, we train the networks using a simple frame classification loss and evaluate the raw output. The transformer is configured with four layers, each with four attention heads at a dimensionality of 256 while the RNN uses gated recurrent units with a hidden dimensionality of 1024. Table 1 describes the benefits of the linear transformer over the similarly configured RNN. We note that the transformer can outperform the RNN with fewer parameters while providing inference speedup for individual videos. Although the results indicate the compatibility of linear transformers with the frame features, we cannot directly apply this particular configuration to the transcript-supervised case without the sliding window input. We examine the reasoning behind this in our subsequent window ablation experiment presented in Table 3.

4.2 Transcript-Supervised Action Segmentation

With our TransAcT architecture, we train the network under transcript supervision, in addition to implementations of the existing NN-Viterbi and CDFL methods. Table 2 compares the alignment and segmentation performance of the three methods and indicates a frame alignment performance increase compared to the RNN-based methods. This improvement is exemplified in Fig. 5, which examines the alignment output of various techniques. Consistent
with the attention ability shown in Fig. 1, Fig. 6 additionally shows how the attention map is able to broadly identify regions representing the start and end of actions. However, even with this ability, failure cases still exist where quick action transitions can create some ambiguity that the decoding must resolve.

While our method has demonstrated suitably high transcript alignment accuracy, we performed a series of ablation experiments to determine each architectural consideration’s relative performance impact.

**Effect of Window Size:** We investigated a variety of window sizes to determine their impact on performance. The windowing determines the scope that attention in the transformer can deviate from a pure monotonic focus, thus controlling the receptive field of each embedded output frame. We document the impact of various window sizes in Table 3. The use of larger windows appears to produce better alignment results with diminishing returns, so long as there are sufficient computational resources to process the large windows. However, testing without the window, similar to the input in the fully-supervised case, indicates one of the limitations specific to probabilistic decoding. As the network is trained online with the probabilistic models, a balance needs to be maintained during training. Specifically, as visualized in Fig. 7, in cases where we trained the transformer on the whole sequence, there was a tendency for it to fixate on iterative states of the probabilistic optimization, which would feed back into the probabilistic stage, causing degenerate alignment solutions.

**Transformer Architecture:** In addition to the windowing stage, our method involves structuring the transformer for the weakly-supervised case. As with the window, we examine the effect of transformer hyper-parameters on the alignment accuracy. Tables 4, 5, 6, and 7 compare various head dimensions, number of heads, layers, and dropout configurations respectively on the ultimate alignment performance.

While the application of transformers to the fully-supervised case found benefits of utilizing multiple-layer transformers, the smaller windowed temporal context modeled in this formulation tends to be served through a single encoder adequately. Additionally, increasing the dimensionality and number of heads did not yield measurable performance improvements.

**Positional Encoding Configuration:** Since the formulation of positional encoding is important in imbuing transformers with the ability to identify order, we consider the application of various configurations of positional encoding. Specifically, Table 8 compares the alignment accuracy with two common types of absolute positional encoding and applications to different parts of the input. The combined video and window positional encoding alternates between the video and the window along the feature dimensions.

We find that the positional encoding is necessary for this transformer application. It provides the most benefit when applied to indicate the absolute window positions rather than the absolute video positions. Furthermore, a pre-computed sinusoidal positional encoding delivers better alignment results on the continuous video features than an encoding that is learned from video position. This behaviour could be attributed to the use of the

| Method          | Architecture | Frame Accuracy (F-Acc.) |
|-----------------|--------------|------------------------|
| NN-Viterbi [5]  | GRU          | 55.5                   |
| CDFL [6]        | GRU          | 62.1                   |
| TransAcT (Ours) | Transformer  | 64.5                   |

**TABLE 2:** Transcript-Supervised Action Segmentation - Computed action segmentation and action alignment frame accuracies on the first split of the Breakfast dataset with IDT features. Performance of existing methods has been recomputed using author-provided implementations. Use of the transformer architecture increases alignment accuracy compared to the RNN GRU architecture.

| Window Type | Size (S) | F-acc. |
|-------------|----------|--------|
| Sliding     | 4        | 51.8   |
|             | 8        | 52.0   |
|             | 16       | 64.5   |
|             | 32       | 65.1   |

**TABLE 3:** Input Window Ablation - Effect of various sliding window sizes on the Breakfast alignment accuracy. Larger window sizes increase accuracy with diminishing returns. Processing the whole sequence in a single window incorporates global context, which prevents the probabilistic models from converging to a suitable solution.

| Head Dimension | Action Alignment F-Acc. |
|----------------|-------------------------|
| 32             | 57.5                    |
| 64             | 64.5                    |
| 128            | 52.0                    |

**TABLE 4:** Head Dimension Ablation - Alignment under various attention head dimensions. Testing of head size 128 required reduction of window size, which impacted relative performance.

| # Heads | Action Alignment F-Acc. |
|---------|-------------------------|
| 2       | 56.2                    |
| 4       | 64.5                    |
| 8       | 64.1                    |

**TABLE 5:** # Heads Ablation - Alignment with various number of attention heads. Addition of more than four heads provided no measurable improvements for increased resource requirements.

| # Layers | Action Alignment F-Acc. |
|----------|-------------------------|
| 1        | 64.5                    |
| 2        | 62.2                    |
| 3        | 62.3                    |

**TABLE 6:** # Layers Ablation - A single encoder layer appears to suitably model the features for the probabilistic decoding. Additional layers did not yield any further modeling improvements.

| Dropout | Action Alignment F-Acc. |
|---------|-------------------------|
| 0.2     | 64.6                    |
| 0.5     | 64.5                    |
| 0.8     | 64.5                    |

**TABLE 7:** Dropout Ablation - On this task the transformer encoder did not appear to be sensitive to different amounts of dropout.
Fig. 5: **Alignment Comparison** - Qualitative comparison of action alignments between the ground truth, CDFL (RNN) and our transformer models. For these examples denoting cereal and juice preparation, we note that our method better aligns to action transitions than the existing CDFL method. Without windowing, we observe that action classes tend toward regions of equal length, the initialization for the probabilistic modeling. Furthermore, without positional encoding we observe that alignments degenerate completely, with most of the labels belonging to a single transcript item.

Fig. 6: **Decoding Ambiguities** - While the attention mechanism does appear to identify the starting and endpoints of actions, spurious responses can introduce ambiguity, which, when combined with assumptions in the probabilistic decoding, can cause misalignment of actions. This example of scrambled egg preparation, which contains many short consecutive actions, indicates how the start and end points can be confused.

| Positional Encoding | Applied to      | F-Acc. |
|---------------------|-----------------|--------|
| Sinusoidal [11]     | Video Window    | 43.2   |
|                     | Video + Window  | 64.5   |
| Learned [25]        | Window          | 54.5   |
| None                | –               | 37.1   |

**TABLE 8: Positional Encoding Ablation** - Effect of various positional encoding strategies on the Breakfast alignment accuracy. Application to the window positions rather than video positions yields better results. Significant performance reduction without any positional encoding highlights its importance on this formulation.

| Type   | Input   | Linear Projection | Alignment | Segmentation | F-Acc. |
|--------|---------|-------------------|-----------|--------------|--------|
| IDT    | Motion  | None              | 64.5      | 49.8         |
| I3D    | Both    | 2048 → 64        | 59.7      | 45.7         |
|        | RGB     | 1024 → 64        | 45.9      | 36.5         |
|        | Flow    | 1024 → 64        | 64.5      | 50.2         |
| SlowFast| RGB    | 2304 → 64        | 54.5      | 41.3         |

**TABLE 9: Performance with Various Features** - Action segmentation and alignment performance using different types of pre-extracted frame features. Notably, features that focus on motion, IDT and I3D optical flow, deliver better alignment and segmentation scores.

sliding window, which may prevent a suitable embedding from being learned in the constrained context of the window.

**Input Features**: While the transformer appears to work suitably with the IDT features, we test the architecture with the easier-to-
extract network-derived features. As outlined, we test with I3D features, including RGB and optical flow variants and SlowFast features, summarizing the results in Table 9. We apply a linear projection to reduce the dimensionality of the network features to facilitate the usage of the transformer in the same configuration as with the IDT features. This approach is similar to linear operations applied before vision transformers [25].

Despite clear accuracy benefits demonstrated when using network features under full supervision [47], we observe that IDT features still deliver the best performance under transcript supervision. However, compared to the reported runs of the CDFL method with I3D features [41], we note that the transformers can still train on the network-derived features. Outside of comparing handcrafted and network-derived features, the focus of the features, be it visual or motion components, would also appear to have a significant impact on overall performance. Specifically, the use of features geared toward recognising specific motion, rather than the visual components, would seem to benefit the alignment of actions in sequences. Furthermore, the additional incorporation of visual features in the combined I3D architecture slightly degrades the alignment and segmentation ability. While the SlowFast architecture attempts to bypass the need for optical flow by modelling different temporal resolutions, it would also appear that it cannot capture the required motion information that would appear to be necessary for this weakly-supervised task.

4.3 Transcript Embedding
To evaluate the transcript embedding selection independently from the segmentation and decoding techniques, we compare the mean similarity of the transcripts taken from the embedding to those selected through the brute-force scoring approach [4], [5], [6], [7], [8]. Additionally, we compare the embeddings generated using various input feature types we investigated before. In this experiment, detailed in Table 10, we only take the nearest neighbor from the embedding.

In contrast to the observations from the segmentation task, the network-derived features, particularly I3D features, provide a significant benefit to transcript embedding over IDT features on the Breakfast dataset. Similarly, there appears to be less reliance on motion features for accurate transcript selection, with the use of both RGB and optical flow components in I3D delivering measurable improvements over sole optical flow. Therefore, having dedicated architecture for inferring transcripts with suitable input features can significantly improve inference-time over an alignment-driven approach. Furthermore, compared with the brute-force alignment scoring, the speed of transcript selection can be increased by multiple orders of magnitude.

4.4 Combined Segmentation with Selection
To demonstrate how we can combine our transcript embedding technique with transcript-supervised action segmentation, we finally experiment with the augmentation of the inference. Specifically, in Table 11, we compare the segmentation performance of our weakly-supervised transformer using both the existing brute-force selection method and various neighborhoods of embedded transcripts. Additionally, we compare various characteristics of existing and more established transcript-supervised methods, using the complete set of three datasets to characterize the performance under different conditions. Starting with alignment, we see how our approach can improve the alignment accuracy across all datasets, compared to the existing CDFL probabilistic model. As our approach does not use a discriminative alignment technique, there is likely less tolerance to variability of intra-class action lengths, due to the explicit probabilistic modeling, which is why discriminative techniques can achieve better alignment scores.

For segmentation performed with brute-force alignment scoring, we observe how the alignment scores translate somewhat proportionally into segmentation scores, again delivering performance between probabilistic and discriminative approaches. Since our approach uses probabilistic decoding, the brute-force method inference time is similar to other methods.

The application of our embedding for transcript selection can deliver significant reductions in inference time across all datasets, particularly when smaller neighborhood sizes $k$ are used. For the Breakfast dataset, we see that a single candidate from the embedding can measurably increase the overall accuracy of segmentation. Furthermore, increasing the neighborhood size to around 50 transcripts delivers notably higher segmentation accuracy, implying that combining alignment and embedding selection techniques can provide better results. This trend is also observed for the Hollywood dataset, where a neighborhood size of 50 can deliver better segmentations despite some performance degradation using a single embedding transcript. However, transcript
embedding does appear to be sensitive to specific properties of datasets.

For the 50 Salads dataset, we observe that significantly fewer videos and less consistent transcripts impair the use of transcript embedding. Thus, we observe segmentation accuracy reductions with smaller neighborhood sizes, potentially indicating a case where alignment-based selection is better suited. Additionally, we note that embeddings with IDT features, rather than 13D features, were slightly more performant for Hollywood Extended. This behaviour, along with the lesser impact of transcript embedding than Breakfast, is likely the result of the shorter transcripts in this dataset. Furthermore, the over-representation of the background class in the Hollywood Extended transcripts appeared detrimental to the embedding technique. Thus, the applicability of transcript embedding is highly dependent on a dataset having a suitably large and diverse set of transcripts to facilitate contrastive modeling.

Ultimately, the combined experiments highlight alignment improvements delivered through the use of our transformer architecture and the importance of the transcript selection component for the segmentation task.

5 Conclusion

Transformer architectures, particularly linear-attention transformers, are much more suitably posed than existing sequence modeling techniques for tasks involving videos. These benefits are demonstrated through their uptake into video-related tasks and inherent ability to model salient temporal regions. However, while taking a weakly-supervised approach for a task such as action segmentation alleviates much of the effort in obtaining ground truth annotations, it increases the complexity of the associated training pipeline by imposing various constraints on architectures, including transformers.

With the proposed architecture we have first demonstrated that it is possible to use linear attention transformers to perform transcript supervised action segmentation in the context of existing probabilistic paradigms. Under this modeling, the transformers demonstrated a greater ability to align actions to a known transcript rather than an existing RNN.

Secondly, we proposed a video-transcript embedding to quickly identify existing videos with known transcripts, such that a suitable subset of transcripts can be applied at inference time. Through the combination of this technique with various input features, we demonstrated how such an embedding significantly reduces the inference duration. Furthermore, the method can deliver more accurate transcript selections where a suitable amount of transcripts are modeled. These improvements emphasize both the importance of transcript selection on this task and the limitations of the pre-extracted features.

Given the apparent affinity of the transformer architecture toward video modeling tasks, their more comprehensive integration could further benefit this pipeline. These integrations could include feature extraction from raw video frames, decoding frames to specific transcripts, or modeling the transcripts themselves.

### Table 11: Action Segmentation (Combined)

We compare the segmentation and inference time performance of our methods to best reported results from existing works. Our method outperforms the existing CDFL probabilistic approach for transcript alignment. When supplemented with our transcript selection technique, we not only significantly reduce the inference duration, but provide notable segmentation accuracy improvements on both the Breakfast and Hollywood Extended datasets.

| Method                | Features | Architecture | Transcript Selector | Alignments | Inference Time (sec.) | Frame Accuracy (F-acc.) |
|-----------------------|----------|--------------|---------------------|------------|-----------------------|-------------------------|
|                       |          |              |                     |            | Alignment             | Align. (no BG) | Segmentation |
|                      | I3D      | CNN          | RNN Generator       | 1          | 3 (as reported)       | 49.7         | 50.0         | 51.7        |
| Breakfast             |          |              |                     |            |                       |              |              |             |
| Ours                  |          |              | Pro. RNN            |            |                       |              |              |             |
|                       |          |              | Disc. RNN           |            |                       |              |              |             |
|                       |          |              | Brute-force Scoring | 237        |                       |              |              |             |
|                       |          |              |                     |            |                       |              |              |             |
|                       |          |              |                     |            | 1884                  |              |              |             |
|                       |          |              |                     |            | 53.2                  |              |              |             |
|                       |          |              |                     |            |                       |              |              |             |
| Hollywood Extended    |          |              |                     |            |                       |              |              |             |
| Ours                  |          |              | Pro. Transformer    |            |                       |              |              |             |
|                       |          |              | IDT                 |            |                       |              |              |             |
|                       |          |              |                     |            |                       |              |              |             |
|                       |          |              |                     |            |                       |              |              |             |
|                       |          |              |                     |            |                       |              |              |             |
| 50 Salads             |          |              |                     |            |                       |              |              |             |
| Ours                  |          |              | Pro. Transformer    |            |                       |              |              |             |
|                       |          |              | IDT                 |            |                       |              |              |             |

With the proposed architecture we have first demonstrated that it is possible to use linear attention transformers to perform transcript supervised action segmentation in the context of existing probabilistic paradigms. Under this modeling, the transformers demonstrated a greater ability to align actions to a known transcript rather than an existing RNN.

Secondly, we proposed a video-transcript embedding to quickly identify existing videos with known transcripts, such that a suitable subset of transcripts can be applied at inference time. Through the combination of this technique with various input features, we demonstrated how such an embedding significantly reduces the inference duration. Furthermore, the method can deliver more accurate transcript selections where a suitable amount of transcripts are modeled. These improvements emphasize both the importance of transcript selection on this task and the limitations of the pre-extracted features.

Given the apparent affinity of the transformer architecture toward video modeling tasks, their more comprehensive integration could further benefit this pipeline. These integrations could include feature extraction from raw video frames, decoding frames to specific transcripts, or modeling the transcripts themselves.
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