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Abstract—This article presents a star-of-star topology for Internet of Things (IoT) networks using mega low-Earth-orbit constellations. The proposed topology enables IoT users to broadcast their sensed data to multiple satellites simultaneously over a shared channel, which is then relayed to the ground station (GS) using amplify-and-forward relaying. The GS coherently combines the signals from multiple satellites using maximal ratio combining. To analyze the performance of the proposed topology in the presence of interference, a comprehensive outage probability (OP) analysis is performed, assuming imperfect channel state information at the GS. This article employs stochastic geometry to model the random locations of satellites, making the analysis general and independent of any specific constellation. Furthermore, this article examines successive interference cancellation (SIC) and capture model (CM)-based decoding schemes at the GS to mitigate interference. The average OP for the CM-based scheme and the OP of the best user for the SIC scheme are derived analytically. This article also presents simplified expressions for the OP under a high signal-to-noise ratio (SNR) assumption, which are utilized to optimize the system parameters for achieving a target OP. The simulation results are consistent with the analytical expressions and provide insights into the impact of various system parameters, such as mask angle, altitude, number of satellites, and decoding order. The findings of this study demonstrate that the proposed topology can effectively leverage the benefits of multiple satellites to achieve the desired OP and enable burst transmissions without coordination among IoT users, making it an attractive choice for satellite-based IoT networks.

Index Terms—Amplify-and-forward (AF), low-Earth orbit (LEO) satellites, outage probability (OP), satellite-based Internet of Things (IoT), stochastic geometry.

I. INTRODUCTION

The emerging Internet of Things (IoT) networks aim to connect a large number of devices and sensors over a wide range of applications, such as smart cities, e-healthcare, marine IoT, and connected vehicles. Despite significant improvements in terrestrial wireless systems, providing coverage at remote locations remains a challenge, with only 25% of the world’s landmass having terrestrial connectivity [1]. The intrinsic broadcasting capability of satellite systems makes them a viable solution for delivering truly ubiquitous service to IoT networks often deployed remotely over large areas [2]. A recent 3GPP Rel-17 study item has also specified the support required for satellite-based NB-IoT/eMTC networks [3]. Recently, many low-Earth orbit (LEO) satellite constellations, e.g., Starlink-SpaceX, OneWeb, Kuiper, Telesat, etc., have been launched. They can potentially serve the remotely deployed IoT networks with multiple LEO satellites in the visible range for a large fraction of the Earth’s surface [4]. Moreover, they have relatively low propagation delay at lower powers when compared to the legacy geostationary orbit (GEO) satellites.

The previous studies in [5], [6], and [7] have identified several architectural challenges and enabling solutions for satellite-based IoT networks. Specifically, they suggest that upgrades are needed at the physical (PHY) and medium access control (MAC) layers to include nonorthogonal and nonpure ALOHA-based approaches, as well as the exploration of computationally simple random access schemes and novel topologies for massive IoT connectivity. In this article, we address some of these requirements by proposing a star-of-star topology-based satellite-IoT network. In the past, star topologies have been used in terrestrial low-power wide-area network (LPWAN) technologies like Sigfox and long-range wide-area network (LoRaWAN) [8], [9], but their performance has not been explored for satellite-based IoT networks as done in this article. Unlike previous studies [10], [11], [12], where either uplink or downlink performance is analyzed for simple channel models, we investigate the end-to-end performance using more realistic channel fading models for satellite communication. We also consider the impact of random access with multiple IoT users transmitting simultaneously as well as the fact that longer distances between IoT users and satellites lead to higher path loss. To address the above factors, we propose a more general system that leverages multiple satellites for improved performance.

Our proposed topology also addresses the energy consumption challenges associated with IoT users, which have limited energy resources. Unlike cellular networks, where significant energy is consumed in listening while in the idle state and in synchronization with the base station for continuous
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coverage, IoT devices only require intermittent coverage for data transmission. The proposed topology facilitates a burst mode of operation that allows IoT devices to transmit data at specific intervals and sleep thereafter, without requiring synchronization and routing. This ensures minimal computational complexity for IoT users and all the processing is shifted to the ground station (GS). The presented results focus on the PHY layer aspects with a particular emphasis on topology and performance analysis.

A. Related Work

In a star-of-star topology, the access between the node and the relay can be direct or indirect, where the satellites can act as a relay/repeater between the node and the server. However, Direct-to-Satellite IoT (DtS-IoT) has recently gained traction because of its ease of deployment [13]. In [14], it is shown that LPWAN technologies can be configured for realizing DtS-IoT communication. Moreover, some manufacturers’ low-cost, battery-powered development kits have also provided the impetus to DtS-IoT using LEO satellites [15], [16], [17]. The feasibility of DtS-IoT has been established by the link budget analysis carried out on IoT users of various power classes by different companies in a recent 3GPP study-item [3].

InDtS-IoT, the satellites can act as regenerative [decode-and-forward (DF)] or transparent [amplify-and-forward (AF)] relays. In [18], the performance of a DF relaying network with randomly distributed interferers is analyzed under Rayleigh and Nakagami-\(m\) fading channels. In [19], the performance of selective-DF relaying for DtS-IoT network has been analyzed for LEO satellites. But, the complexity of AF relaying with a fixed gain is less than DF relaying [20] and has been preferred in [3]. The performance of topologies employing AF relaying has been widely studied for various systems. For example, in [21], the performance of a hybrid satellite–terrestrial cooperative network consisting of a single AF relay has been analyzed for generalized fading. In [22], [23], [24], and [25], the performance of an AF system with multiple relays and maximal ratio combining (MRC) at the destination has been analyzed for Rayleigh, Nakagami-\(m\), Rician, and shadowed-Rician (SR) faded channels, respectively. Additionally, co-channel interference has been included in the performance analysis of relay-based topologies in [26] and [27] for Rayleigh and mixed-Rayleigh–Rician fading channels, respectively. However, this interference can be mitigated using various cancellation techniques. In this context, several interference mitigation techniques for both relay and nonrelay systems have also been discussed in the literature. A nonorthogonal multiple access (NOMA) inspired system with a single AF relay and a decoding scheme using the signal from two consecutive time slots is analyzed in [28]. Similarly, a multisource, multirelay system with opportunistic interference cancellation using adaptive AF/DF is analyzed in [29]. In both [28] and [29], performance is analyzed under the Rayleigh fading assumption. In [8] and [9], nonrelay terrestrial IoT communication systems have been studied. A LoRaWAN like system with and without fading is considered in [8] and [9], respectively, to show that the capture model (CM) and successive interference cancellation (SIC)-based decoding schemes can perform better than the traditional ALOHA schemes. In CM, the strongest received signal can be decoded successfully despite interference if the signal-to-interference-plus-noise ratio (SINR) is greater than the threshold. Whereas in SIC, decoding is performed in the order of SINRs while canceling the interference at each step. While NOMA-based IoT network may seem attractive for satellite-based systems as it has more degrees of freedom [30], [31], it is not practical as it will require sophisticated power control algorithms and continuous communication with the GS, which is not feasible for IoT networks with a large number of devices and limited computational and battery resources.

Recently many mega-LEO constellations have been launched, and more are being proposed for deployment in the near future. For these, performance analysis done using satellite locations based on their orbit simulations can not be generalized for any new constellation in the future. Hence, to generalize the analysis for any constellation, tools from stochastic geometry have been used in recent literature where satellites are assumed to be randomly located around the Earth [10], [11], [32], [33], [34]. In [10], coverage and throughput performance for the uplink of a satellite-based-IoT network has been presented using an empirical channel model representing path-loss and large-scale fading. In [11], a fine-grained analysis has been given for the downlink of a LEO satellites-based mmWave relay network. The satellites are assumed to be uniformly distributed on a spherical cap around the Earth, and meta-distribution of the SINR is used for performance evaluation. In [32] and [33], a theoretical analysis of downlink coverage and rate in a LEO constellation is presented. The satellites are modeled as a binomial point process (BPP) on a sphere, and the users are located on the Earth’s surface. Expressions for statistical characteristics of range and number of visible satellites have been derived along with the notion of an effective number of satellites to suppress the performance mismatch between the practical and random constellations. In [34], the performance of an LEO satellite network with ground-based gateways acting as relays has been compared with a fiber-connected network to demonstrate the coverage gain for rural and remote areas using LEO satellites. In the context of GEO satellites, [12] analyzes the performance of downlink channels for randomly located users in single and multibeam areas.

B. Contributions of This Article

Keeping in mind the requirements of IoT, e.g., simple random access, novel topology, and the results from existing literature, this article explores a star-of-star topology for satellite-based IoT networks, which can leverage the benefits of multiple satellites in the visible range. The IoT network is envisioned as the subscriber of one of the many services offered by mega-LEO constellations. The satellites are assumed to be randomly distributed as a BPP on a sphere around the Earth such that a user can see a satellite only if its elevation angle is greater than the mask angle. Multiple satellites simultaneously listen to the broadcast information from multiple IoT users and forward it to the GS using
fixed-gain AF. It is assumed that IoT users wake up to offload the sensed data to all the visible satellites without any prior coordination and sleep again. This way, the processing is kept simple and energy-efficient for the IoT users, and all the complexity is moved to the satellites and the GS. Since many IoT users are assumed to transmit simultaneously, this work considers CM and SIC-based decoding at the GS.

In [22], [23], [24], and [25], performance analysis was done without considering any interference at the relays as opposed to this article. Similarly, in [26] and [27], although co-channel interference was considered, only a single relay was employed, different from the multiple satellite relay architecture considered in this article. Neither [9] nor [8] considered a relay system with fading in the propagation environment while analyzing decoding schemes as done in this article. Moreover, all the above papers neither specifically consider satellites as relays in their performance analysis nor do they include any information about the location of the sources and relays.

In [10], [11], [12], [32], [33], and [34], the coverage and rate analysis is limited to only single link (either uplink or downlink) performance using a single-serving satellite. Also, no mask elevation angle has been considered to define the visibility of a satellite. In our previous preliminary work [35], a similar topology as this article was employed, but the analysis was limited to scenarios with single-user and no interference. Compared to [35], the analysis in this work is extended to scenarios with multiple interfering users and channels with imperfect knowledge. Also, in [35], all the visible satellites were considered at fixed locations. However, in this work, the performance of the employed topology is analyzed with different decoding schemes using stochastic geometry to generalize the analysis for any LEO satellite constellation. Further, the system parameters like the number of devices, satellites, and mask angle are optimized in this article to obtain an optimal region of operation. Table I provides a comprehensive comparison of the aspects covered in the key previous works with respect to the aspects covered in this article.

The specific contributions of this article are as follows.

1) A star-of-star topology is employed for satellite-based IoT networks, which can leverage the benefits of multiple satellites in the visible range.

2) The statistical characteristics of the range and the number of visible satellites for a given mask angle are derived in closed form, which is lacking in the existing literature. These characteristics arise from stochastic modeling and are crucial to finding the outage probability (OP).

3) The exact expression for the average OP of a user at the GS is derived for CM and the OP for the best user is derived for SIC under the assumption that perfect channel state information (CSI) is not known at the GS. The derived theoretical results are validated with Monte Carlo simulations.

4) Asymptotic expressions of OP under high signal-to-noise ratio (SNR) assumption are obtained, which are much simpler to comprehend and do not include any integrals. The proposed topology is demonstrated to achieve a diversity order equal to the number of satellites used for AF in case of no-interference and perfect CSI. However, the OP attains a floor when there is interference and errors due to imperfect CSI. The asymptotic expressions are further utilized to optimize the system parameters like the number of devices, satellites, and mask angle to obtain the optimal region of operation achieving a target OP.

5) The effect of various key design parameters like the number of satellites, altitude, elevation angle, and user ordering in SIC on the OP is analyzed.

The remainder of this article is organized as follows. Section II presents the detailed system model, and Section III discusses the statistical characteristics of the range and number of visible satellites. The exact OP derivations for both CM and SIC decoding schemes are derived in Section IV and the asymptotic expressions are derived in Section V. The results and the associated discussions are presented in Section VI, followed by the conclusion in Section VII.

II. System Description

As shown in Fig. 1, a total of $K$ satellites are assumed to be distributed uniformly around the Earth at an altitude $d$ km such that they form a BPP on a sphere of radius $r_e + d$, where $r_e$ is the radius of the Earth. The users are assumed to be located on the Earth’s surface. A satellite is considered visible and can receive a signal from a user only if its elevation angle $\theta_e$ w.r.t. user’s location is greater than a minimum elevation or
TABLE II
SUMMARY OF SYMBOLS AND NOTATIONS

| Symbol | Description | Symbol | Description |
|--------|-------------|--------|-------------|
| $U$    | Number of IoT users | $S$    | Number of satellites used for AF |
| $K$    | Number of satellites in constellation | $K_{vis}$ | Number of visible satellites |
| $r_e$  | Radius of Earth (6371 km) | $d$    | Altitude of satellite |
| $r_{us}$ | Distance between the $u$th user and $s$th satellite | $R_s$  | Distance between any satellite and GS |
| $\theta_e$ | Elevation angle | $\theta_0$ | Minimum elevation angle or mask angle |
| $P_u$  | Transmit power of the $u$th user | $P_s$  | Transmit power of the $s$th satellite |
| $\sigma_n^2$ | AWGN power at satellite for $u$th user | $\sigma_n^2$ | AWGN power at GS for $s$th satellite |
| $R$    | Target rate | $B$    | Available bandwidth |
| $h_{us}$ | Channel coefficient of $(u-s)$ user-satellite pair | $g_s$  | Channel coefficient of $s$th satellite |
| $m$, $b$, $\Omega$ | Parameters of Shadowed Rician channel | $\gamma_{th}$ | SINR threshold |
| $\alpha$ | Path loss exponent | $P_{out}$ | Outage probability |

Fig. 1. Example constellation of size $K = 720$ satellites where the satellites are distributed on a spherical surface following a BPP. The Voronoi diagrams represent the area to which the enclosed satellite is the nearest.

Fig. 2. Geometric representation of the elevation angle $\theta_e$ and slant range $R$ between a particular satellite and the IoT user being decoded at GS (maximum slant range $r_{max}$ is obtained when $\theta_e = \theta_0$).

mask angle $\theta_0$-any satellite for which $\theta_e < \theta_0$ is considered invisible to the user. As shown in Fig. 2, the distance between a user and a satellite will be minimum when the satellite is at maximum elevation $\theta_e = 90^\circ$ w.r.t. the user. This minimum distance $r_{min}$ equals the altitude $d$ at which all the satellites in the constellation are deployed. Similarly, the distance between a user and a satellite is maximum when the satellite is at an elevation angle $\theta_e = \theta_0$ w.r.t. to the user. The maximum distance for a fixed $\theta_0$ can be derived as shown in Appendix A.

All the notations followed in this article are defined in Table II.

As shown in Fig. 3, a direct access topology based on a mega-LEO constellation is explored, where $U$ IoT users communicate their sensed information to $S$ visible satellites simultaneously (different colors are used to indicate transmissions from each user). All the satellites forward the signals to the GS using fixed-gain AF relaying.

Fig. 3. Schematic of the proposed topology with $U$ IoT users broadcasting their sensed information to $S$ visible satellites simultaneously (different colors are used to indicate transmissions from each user). All the satellites forward the signals to the GS using fixed-gain AF relaying.

The signal received at the $s$th satellite denoted as $y_s$ can be written as

$$y_s = \sum_{u=1}^{U} P_u G_u G_s (\varphi_{us}) (\lambda / 4\pi r_{us})^{\alpha} (h_{us} + e_{us}) x_u + n_s$$  \hspace{1cm} (1)

where $P_u$ is the transmit power of the $u$th IoT user, $r_{us}$ is the distance between the $u$th user and the $s$th satellite, $\alpha$ is the path-loss exponent, $x_u$ is the unit energy information signal, $\lambda$ is the wavelength of the information signal, $n_s$ is the additive white Gaussian noise (AWGN) at the $s$th satellite.
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the additive white Gaussian noise (AWGN) with zero mean and variance $\sigma_n^2$ at the satellite receiver, $\hat{h}_{us}$ is the SR distributed imperfect estimate of the channel coefficient, and $e_{us}$ is the estimation error. Similar to the approach followed in [37], [38], [39], and [40], the estimation error $e_{us}$ is considered to be distributed as $CN(0, \sigma_{e_{us}}^2)$ with an SNR-dependent variance $\sigma_{e_{us}}^2 = \phi \eta^{-x}$, where $\phi$ and $\chi$ are deterministic constants. Here, a perfect CSI (pCSI) can be obtained if $\chi \rightarrow \infty$ for $\eta > 0$. The transmit and the receive antenna gains at the user and the satellite are denoted as $G_u$ and $G_s(\varphi_{us})$, respectively, where $\varphi_{us}$ is the angle between the $u$th user location and the beam center with respect to the $s$th satellite.

The SR model best characterizes the channels which experience Line-of-Sight (LoS) shadowing and small-scale fading [41]. It is a generalized form of a Rician fading model where the LoS component is assumed to undergo Nakagami-$m$ fading. The SR model is known to fit best the experimental data in the case of characterizing satellite models [41]. For any SR random variable $h_i$, the probability density function (PDF) and cumulative distribution function (CDF) of $H_i = \eta_i |h_i|^2$, are given, respectively, in [42] by

$$f_{H_i}(x) = \alpha_i \sum_{k=0}^{m_i-1} \frac{\xi(k)}{\eta_i^{k+1}} x^k e^{-\left(\frac{x}{\eta_i}\right)},$$

$$F_{H_i}(x) = 1 - \alpha_i \sum_{k=0}^{m_i-1} \frac{\xi(k)}{\eta_i^{k+1}} \sum_{p=0}^{\kappa_i} \frac{\beta_i \alpha_i}{\eta_i} (-1)^{k+p} \left(\frac{\beta_i \alpha_i}{\eta_i}\right)^p x^{\kappa_i} e^{-\left(\frac{x}{\eta_i}\right)},$$

where $\alpha_i = ((2b_i m_i)/(2b_i m_i + \Omega_i))^{m_i}/2b_i$, $\beta_i = 1/(2b_i)$, $\delta_i = \Omega_i/(2b_i)$, and $\xi(k) = (-1)^k (1 - m_i) \delta_i^k / \kappa_i!$ with $(-\xi)$ being the Pochhammer symbol [43], $m_i$, $b_i$, and $\Omega_i$ being the parameters of the distribution. Here, $2b_i$ denotes the average power of the multipath component, and $\Omega_i$ is the average power of the LoS component. The LEO satellites also observe Doppler shifts, but it has not been considered here to keep the analysis simple. It is assumed that the Doppler can be compensated using known techniques [44].

In the second phase, the satellites employ AF to send the received signals to the GS using dedicated orthogonal resources without interference. This assumption considers the downlink between the satellites and GS to be resource sufficient. Moreover, it keeps the analysis simpler and focused on the effect of uplink, which is limited by the transmit power of the IoT users. Similar to the store-and-forward scheme adopted in [15], it is considered that satellites offload their information when they are nearest to the GS within a time range, i.e., $T_u = T_{\min}$. The $S$ satellites among the $K_{vis}$ visible satellites which offload their information to the GS in the defined time range are considered for MRC. The received signal from the $s$th satellite at the GS denoted as $z_s$ can be written as

$$z_s = \beta_{AF} \sqrt{G_s G_GS(\varphi_s)} (\varphi / 4\pi r_{us}^{\alpha}) (\hat{g}_s + e_s) y_s + w_s \tag{4}$$

where $\hat{g}_s$ is the estimated SR channel coefficient between the $s$th satellite and GS, $e_s$ is the estimation error distributed as $CN(0, \sigma_{e_{us}}^2)$, $\beta_{AF}$ is the AF gain factor, and $w_s$ is the AWGN with zero mean and variance $\sigma_n^2$ at the GS receiver. The transmit and the receive antenna gains at the satellite and the GS are denoted as $G_s$ and $G_GS(\varphi_s)$, where $\varphi_s$ is the angle between the $s$th satellite location and the beam center with respect to the GS. Ideally, the effect of the channel between the user and the satellite is equalized by the AF gain factor [20]. In this article, the received signal is scaled at the satellite by a fixed-gain factor $\beta_{AF}$, which is inversely proportional to the total received power and is defined as

$$\beta_{AF} = \frac{P_s}{\sqrt{\sum_{u=1}^{U} P_u G_u G_s(\varphi_{us}) (\varphi / 4\pi r_{us}^{\alpha})^2 [G_s(\varphi_s)]^2 + \sigma_n^2}} \tag{5}$$

where $P_s$ is the transmit power of the $s$th satellites, and $\mathbb{E}[-]$ represents the expectation operator. The instantaneous end-to-end SNR of the information signal from the $s$th satellite for the $u$th user at the GS can be written as (6), shown at the bottom of the page, where $H_{us} = \eta_u |h_{us}|^2$ is the instantaneous SNR of a user–satellite link with $\eta_u = (P_u / \sigma_{e_{us}}^2) G_u G_S(\varphi_{us}) (\varphi / 4\pi r_{us}^{\alpha})$, $G_s = \eta_s |\hat{g}_s|^2$ is the instantaneous SNR of a satellite–GS link with $\eta_s = (P_s / \sigma_{e_{us}}^2) G_s G_GS(\varphi_s) (\varphi / 4\pi r_{us}^{\alpha})$, and $\hat{C}$ is a deterministic constant defined as $\hat{C} = \mathbb{E} [r_{us}^\alpha H_{us}] + \eta_u \sigma_{e_{us}}^2$. Using (5), we can further simplify $\hat{C}$ as

$$\hat{C} = \frac{1}{r_{\min}^\alpha} \left[ 1 + \sum_{u=1}^{U} \left( \mathbb{E} [r_{us}^\alpha H_{us}] + \eta_u \sigma_{e_{us}}^2 \mathbb{E} [r_{us}^\alpha] \right) \right]. \tag{7}$$

Since the GS combines the signals from all the visible satellites using MRC, the end-to-end SNR of the combined signal for the $u$th user at the GS denoted as $\gamma_u$ is given by

$$\gamma_u = \sum_{s=1}^{S} \gamma_{us} \tag{8}$$

where $\gamma_{us}$ is the instantaneous end-to-end SNR between the $s$th satellite and the $u$th user at the GS. In this article, two decoding schemes are compared to analyze the performance of the proposed topology.

1) CM: The GS is assumed to perfectly decode the information of the desired user out of many interfering signals if its SINR is higher than a threshold. This type of decoding is similar to the capture effect used in LoRa [45].
2) SIC: The GS decodes the information of the intended user by successively removing the information of other users in the order of their SINRs [46]. The user with the highest SINR is decoded first, and its reconstructed signal is subtracted from the received superimposed signal to decode the remaining users. However, even after removing the interference, there may still be some residual error remaining due to noise or imperfect decoding. The user with SINR less than the threshold and subsequent users in the order are considered nondecodable and contribute to the outage.

III. SLANT DISTANCE AND THE NUMBER OF VISIBLE SATELLITES

Since the satellites are considered to be distributed on a spherical surface following a BPP, the distance between a user and a satellite is random. Moreover, the total number of visible satellites is also random and depends upon $\theta$ and the total number of satellites in the constellation $K$. Statistical characteristics of the slant distance and number of visible satellites are derived in this section.

A. Statistical Characteristics of the Distance Between the User and the Satellite

The CDF $F_R(r)$ of the distance $R$ between a user and visible satellites in the constellation is given by

$$F_R(r) = \begin{cases} 0, & r < r_{\min} \\ \frac{r^2 - r_{\min}^2}{r_{\max}(\theta_0)^2 - r_{\min}^2}, & r_{\min} \leq r \leq r_{\max}(\theta_0) \\ 1, & r > r_{\max} \end{cases}$$

(9)

where $r_{\min} = d$ is the orbital altitude, $r_{\max}(\theta_0) = \sqrt{(r_e \sin \theta_0)^2 + (r_e + r_{\min})^2 - r_e \sin \theta_0}$ is the maximum distance observed at mask elevation angle $\theta_0$ and, $r_e$ is the radius of the Earth. The corresponding PDF $f_R(r)$ is given by

$$f_R(r) = \begin{cases} \frac{2r}{r_{\max}(\theta_0)^2 - r_{\min}^2}, & r_{\min} \leq r \leq r_{\max}(\theta_0) \\ 0, & 0 \leq \theta_0 < 90^\circ \end{cases}$$

(10)

The proofs for (9) and (10) are provided in Appendix A. The effect of $\theta_0$ on the range can be inferred from Fig. 4(a). It can be observed that the derived expressions match the simulation results. The slant range for which the CDF reaches 1 corresponds to the maximum possible range for a user. As the mask angle increases, the maximum possible range decreases. However, it can be observed that the maximum range decreases rapidly with an increase in the mask angle from $0^\circ$ to $10^\circ$ when compared to $10^\circ$ to $20^\circ$. It can be attributed to the fact that $r_{\max}$ changes nonlinearly with a change in $\theta_0$ as shown in (50).

Remark: For the special case of $\theta_0 = 0^\circ$, $r_{\max}(0^\circ) = \sqrt{r_{\min}^2 + 2r_e r_{\min}}$. Hence, for $r_{\min} \leq r \leq r_{\max}(0^\circ)$, (9) and (10) can be simplified as

$$F_{R_0}(r) = \frac{r^2 - r_{\min}^2}{2r_e r_{\min}}, \quad f_{R_0}(r) = \frac{r - r_{\min}}{r_e r_{\min}}$$

(11)

(12)

where $R_0$ denotes the random variable for $R$ at $\theta_0 = 0^\circ$. The expressions in (11) and (12) match with the expressions given for the characteristics of the distance in [11], where they are derived for $\theta_0 = 0^\circ$ only. The simplified expressions shown above are used for scenarios where high-rise structures like mountains and buildings do not mask satellite visibility.

B. Statistical Characteristics of the Number of Visible Satellites

A satellite is visible to a user only if its elevation angle exceeds the minimum required elevation $\theta_0$, also called the mask angle. For a given mask elevation angle $\theta_0$, the number of visible satellites $K_{\text{vis}}$ to any user is a binomial random variable.
with success probability

$$P = \frac{r_{\text{max}}(\theta_0)^2 - r_{\text{min}}^2}{4r_e(r_e + r_{\text{min}})}$$  \hspace{0.5cm} (13)$$

where $r_{\text{max}}(\theta_0)$ is the distance observed at $\theta_0$. The proof for (13) is provided in Appendix B. The effect of mask angle on the number of visible satellites can be inferred from Fig. 4(b). It can be observed that the derived expressions match the simulation results. The number of visible satellites for which CDF equals 1 denotes the maximum possible number of satellites which can be visible to a user. As the mask angle increases, the surface area of the cap region shown in Fig. 2 decreases, and so does the maximum number of visible satellites. It can be observed that the maximum possible number of visible satellites decreases rapidly from 0° to 10° when compared to 10° to 20°. It can be understood using (50) and (56), since $A_{\text{vis}}$ decreases nonlinearly with an increase in $\theta_0$.

**Remark:** With $P_0$ denoting the success probability for the special case of $\theta_0 = 0°$, (13) can be simplified as

$$P_0 = \frac{r_{\text{min}}}{2(r_e + r_{\text{min}})}.$$  \hspace{0.5cm} (14)

**IV. OUTAGE PROBABILITY ANALYSIS**

The OP of a particular user is defined as

$$P_{\text{out}}(R) = \mathbb{P}\left[ \frac{B}{2} \log_2(1 + \text{SINR}) \leq R \right] = \mathbb{P}\left[ \text{SINR} \leq \gamma_{\text{th}} \right]$$

where $R$ is the target rate, $B$ is the bandwidth, $\gamma_{\text{th}} \triangleq 2^{2R/B} - 1$ is the threshold, $\mathbb{P}\left[ \cdot \right]$ represents the probability of the event, and SINR needs to be calculated for CM and SIC schemes separately.

**A. OP for CM-Based Decoding**

In CM-based decoding, a user is decoded in the presence of interference from all other users. Hence, the OP of a user at the GS can be written as

$$P_{\text{out}}(R) = \mathbb{P}\left[ \gamma_{\text{ua}} \leq \gamma_{\text{th}} \right] \times \mathbb{P}\left[ K_{\text{vis}} \geq S \right] + \mathbb{P}[K_{\text{vis}} < S] = (F_{\gamma_{\text{ua}}} (\gamma_{\text{th}}) \times \mathbb{P}[K_{\text{vis}} \geq S]) + \mathbb{P}[K_{\text{vis}} < S]$$  \hspace{0.5cm} (16)

where $\gamma_{\text{ua}} = \sum_{k=1}^{S} \gamma_{\text{ua}}$ and $\mathbb{P}[K_{\text{vis}} \geq S] = 1 - \sum_{n=0}^{S-1} \binom{n}{S} (1 - \rho)^n$. The following three-step approach has been followed to find the exact expression for (16).

1. Finding the CDF of $\gamma_{\text{ua}}$ conditioned on $r_{\text{au}}$ for a single satellite scenario.
2. Finding the moment generating function (MGF) of $\gamma_{\text{ua}}$ and $\gamma_{\text{th}}$ for extending the analysis to the multisatellite scenario.
3. Finding the CDF of $\gamma_{\text{ua}}$ and consequently the OP in multisatellite scenario.

**Step 1:** Using the theorem of transformation of random variables, the CDF of $\gamma_{\text{ua}}$ conditioned on the distance between the user and the satellite can be found as

$$F_{\gamma_{\text{ua}} | r_{\text{ua}}}(x) = \mathbb{P}[\gamma_{\text{ua}} \leq x | r_{\text{ua}}]$$

where

$$F_{\gamma_{\text{ua}} | r_{\text{ua}}}(x) = \int_{g=0}^{\infty} F_{H_{\text{ua}}}(x \frac{a}{r_{\text{ua}}} + \frac{C}{r_{\text{ua}}}) dg$$  \hspace{0.5cm} (17)

where $f_{H_{\text{ua}}}(g)$ is the PDF of $H_{\text{ua}}$. Also, in (i), interference for a user and error terms due to CSI mismatch are approximated as $I = E[H_{\text{ua}}^2] \bar{U}_{\text{al}}$, $E_{\text{al}} = \eta_s \sigma_n^2$, and $E_{\text{a}} = \eta_s \sigma_n^2 U (I + \bar{U}_{\text{al}})$ for mathematical tractability and in (ii), $a = (U - I) U_{\text{al}} + I$ and $C = E_{\text{al}} + \bar{U}_{\text{al}}$ for convenience. The expressions for the terms $E[H_{\text{ua}}^2]$, $E[H_{\text{ua}}^2] \bar{U}_{\text{al}}$, and $E_{\text{al}}$ are derived in Appendix C. Using (2) and (3), with the knowledge of binomial expansion and changing the order of summation and integration, (17) can be simplified as (18), shown at the bottom of the page, where $A_1 = [(\beta_{\text{ua}} - \delta_{\text{ua}})/\eta_s]$ for uplink and $A_2 = [(\beta_{\text{ua}} - \delta_{\text{ua}})/\eta_s]$ for downlink. The integral expression in (18) can be solved using [43, eq. (3.471.9)] to get the closed-form expression for $F_{\gamma_{\text{ua}} | r_{\text{ua}}}(x)$ as shown in (19), at the bottom of the page, where $K_{\text{ua}}$ is the $v$th-order modified Bessel function of second kind.

**Step 2:** For any random variable $X$, with MGF $M_X(t)$ and $\mathcal{L}\{\cdot\}$ denoting the Laplace transform operator, we can write

$$\mathcal{L}[f_X(x)] = M_X(-t)$$

where (20) follows from the integral property of Laplace transform. Therefore, flipped MGF, $M_X(-t)$ is required to obtain CDF by applying the inverse Laplace transform on (20). The flipped MGF (referred simply as MGF hereafter) of $\gamma_{\text{ua}}$ conditioned on $r_{\text{ua}}$ can be derived using the definition of the Laplace transform as

$$F_{\gamma_{\text{ua}} | r_{\text{ua}}}(x) = 1 - \sum_{k_i=0}^{m_{\text{ua}}-1} \sum_{k_{\text{vis}}=0}^{k_i} \alpha_{\text{ua}} k_i! \frac{1}{\eta_s} A_{\text{ua}}^{k_{\text{vis}}-1} \sum_{k_{\text{vis}}=0}^{m_{\text{ua}}-1} \frac{1}{\eta_s} A_{\text{ua}}^{k_{\text{vis}}-1} \sum_{z=0}^{p} \left( \frac{p}{z} \right) \left( \frac{a}{r_{\text{ua}}} \right)^{p-z} \exp \left[ -A_1 \left( \frac{a}{r_{\text{ua}}} \right) \right] \left( \frac{C}{r_{\text{ua}}} \right)^z$$

$$\times \int_{g=0}^{\infty} g^{-z+k_2} \exp \left[ -A_1 \left( \frac{a}{r_{\text{ua}}} \right) - A_2 g \right] dg$$

$$F_{\gamma_{\text{ua}} | r_{\text{ua}}}(x) = 1 - \sum_{k_{\text{vis}}=0}^{k_i} \sum_{k_i=0}^{m_{\text{ua}}-1} \alpha_{\text{ua}} k_i! \frac{1}{\eta_s} A_{\text{ua}}^{k_{\text{vis}}-1} \sum_{k_{\text{vis}}=0}^{m_{\text{ua}}-1} \frac{1}{\eta_s} A_{\text{ua}}^{k_{\text{vis}}-1} \sum_{z=0}^{p} \left( \frac{p}{z} \right) \left( \frac{a}{r_{\text{ua}}} \right)^{p-z} \exp \left[ -A_1 \left( \frac{a}{r_{\text{ua}}} \right) \right] \left( \frac{C}{r_{\text{ua}}} \right)^z$$

$$\times 2 \left( \frac{A_1 x C}{A_2 r_{\text{ua}}} \right)^{(1+z+k_2)/2} K_{1-z+k_2} \left( 2 \frac{A_1 A_2 C}{x (r_{\text{ua}})} \right)$$  \hspace{0.5cm} (19)$$
where

\[
M_{y_{us}}(t) = \prod_{l=1}^{S} M_{y_{us}}(t).
\]

**Step 3:** Using (20), the CDF of \(y_u\) as be obtained as

\[
F_{y_u}(x) = \mathcal{L}^{-1}\left\{\frac{M_{y_{us}}(t)}{t}\right\}(x).
\]

The inverse Laplace transform in (25) can be efficiently calculated using the numerical technique presented in [47] as

\[
F_{y_u}(x) = \frac{2-Q}{x} \sum_{q=0}^{Q} \left(\frac{Q}{q}\right) \times \sum_{n=0}^{N+q} (-1)^n \frac{\Delta_n}{\gamma_u} \left\{ \mathfrak{R}\left[\frac{M_{y_u}(-D+2\pi j n)}{2x}\right] \right\} + E(D, Q, N)
\]

where

\[
\Delta_n = \begin{cases} 
2, & n = 0 \\
1, & n = 1, 2, \ldots, N
\end{cases}
\]

and

\[
E(D, Q, N) = \frac{1}{x} \sum_{q=0}^{Q} (-1)^{N+q} \left(\frac{Q}{q}\right)
\]

and \(\mathfrak{R}\{\cdot\}\) represents the real part. Here, \(D, Q,\) and \(N\) are constants and their values are selected during simulation to keep the discretization and truncation errors negligible. Thus, using (13) and (26) in (16) completes the derivation of OP for CM-based decoding.

**B. OP for SIC-Based Decoding**

SIC is an ordering-based scheme where the GS decodes the information of users in the order of their end-to-end SINRs. The residual error due to imperfect interference cancellation is considered to be distributed as \(\mathcal{CN}(0, \xi)\), where \(\xi\) represents the power of the residual error. For the ease of understanding, \(l \in [1, U]\) is used to denote the order/iteration of SIC decoding, and \(\mathbf{D}[l]\) is used to denote the set of indexes for all decoded users till the \(l\)th iteration. Additionally, \(\mathbf{D}[l]\) is used to denote the index of the user decoded at the \(l\)th iteration. Therefore, end-to-end SINR of the signal from the \(u\)th user received via the \(l\)th satellite in the \(l\)th iteration of SIC decoding can be written as

\[
\gamma_{us}^{(l)} = \frac{r_{us}^q}{G_s H_{us}} \mathcal{N}(U-l)\mathcal{E}_1 + (l-1)\mathcal{E}_3 + \mathcal{E}_2 + \mathcal{E}
\]

\[
\forall u \notin \mathbf{D}[l-1]
\]

where \(\mathcal{E}_3 = \eta_u \xi \mathcal{E}[r_{us}^q]\), and \(u \notin \mathbf{D}[l-1]\) denotes the index of the users not decoded till the \((l-1)\)th iteration. Also, the end-to-end SINR of the MRC combined signal of the \(u\)th user can be written as

\[
\gamma_u^{(l)} = \sum_{s=1}^{S} \gamma_{us}^{(l)} \quad \forall u \notin \mathbf{D}[l-1].
\]

At every iteration, the user with the highest SINR is decoded such that

\[
\gamma_{\mathbf{D}[l]}^{(l)} = \begin{cases} 
\max_{u} \gamma_u^{(l)}, & l = 1 \\
\max_{u \notin \mathbf{D}[l-1]} \gamma_u^{(l)}, & \gamma_{\mathbf{D}[l-1]}^{(l-1)} > \gamma_{\mathbf{D}[l]}^{(l-1)}, l > 1 \\
0, & \text{otherwise}
\end{cases}
\]

where the set of indexes for all the decoded users is updated after every iteration as

\[
M_{y_{us}}(t) = 1 - t \int_{x=0}^{\infty} e^{-tx} \left(1 - F_{y_{us}}(x)\right) dx.
\]

Using (19) and [43, eq. (6.643.3)], the integral in (21) can be solved to arrive at the closed-form expression for \(M_{y_{us}}(t)\) as shown in (22), at the bottom of the page, where

\[
\mu = p + 1 + \frac{k_2 - z}{2},
\]

\[
\epsilon = A_1 \alpha + t,
\]

\[
\Lambda = \sqrt{A_1 A_2} C \rho_{us}^2,
\]

\[
\nu = 1 - z + k_2
\]

and \(\Gamma(\cdot)\) and \(W_{\mu,\nu}(\cdot)\) are the Gamma and Whittaker functions, respectively.

The MGF of \(y_{us}\) can be calculated by averaging over \(r_{us}\) using (10) and (22) as

\[
M_{y_{us}}(t) = \int_{r_{us} = 0}^{r_{us} = \infty} M_{y_{us}}(r_{us})(t) dr_{us}
\]

\[
= \frac{2}{r_{us}^{\max} - r_{us}^{\min}} \int_{r_{us} = 0}^{r_{us} = \infty} r_{us} M_{y_{us}}(r_{us})(t) dr_{us}.
\]

The integral in (23) can be efficiently evaluated using numerical techniques as discussed in Appendix D.
The exact expression for (32) for \( l = 1 \) can be obtained. However, for \( l > 1 \), it is not mathematically tractable since the distribution of \( \gamma_{\text{th}}^{(l)} \) conditioned on \( \gamma_{\text{th}}^{(l-1)} > \gamma_{\text{th}} \) is difficult to obtain. Therefore, the exact expression for OP in case of SIC is obtained for the best user \( (l = 1) \) only, which is a lower bound on the average OP of the system and simulation results are presented for \( l > 1 \). For the case of \( l = 1 \), distribution for the maximum of dependent random variables \( \gamma_{\text{th}}^{(1)} \) is required. Hence, the derivation is done using the following steps.

1. Finding the CDF of \( \gamma_{\text{th}}^{(1)} \) conditioned on \( G_s \) for single satellite scenario.
2. Finding the MGF of \( \gamma_{\text{th}}^{(1)} \) and \( \gamma_{\text{th}}^{(1)} \) conditioned on \( G_s \) for extending the analysis to multisatellite scenario.
3. Finding the CDF and consequently the OP for \( \max_{s} \gamma_{\text{th}}^{(1)} \) averaged over all \( G_s \).

**Step 1:** Using the theorem of transformation of random variables, the CDF of \( \gamma_{\text{th}}^{(1)} \) conditioned on \( G_s \) can be written as

\[
F_{\gamma_{\text{th}}^{(1)}|G_s}(z) = \mathbb{P}\left( \frac{r_{\text{th}}^{\gamma_{\text{th}}}}{a G_s} + C \leq z | G_s \right) = \mathbb{P}\left( r_{\text{th}}^{\gamma_{\text{th}}} H_{\text{th}} + C + \left( r_{\text{th}}^{\gamma_{\text{th}}} H_{\text{th}} - C \right) \leq a x + C x \right)
\]

where \( a = ((U - 1)I + UE_1 + C = E_2 + \tilde{C} \) and \( H_{\text{th}} = r_{\text{th}}^{\gamma_{\text{th}}} H_{\text{th}} \). The CDF \( F_{\tilde{H}_{\text{th}}}(z) \) can be written as (34), shown at the bottom of the page, where the integral can be solved using \([43, \text{eq. (3.45.8)}]\) to obtain (35). In (35), shown at the bottom of the page, \( A = (\beta_{\text{th}} - \delta_{\text{th}})/\eta_{\text{th}}, V = (\alpha \rho + 2)/\alpha, \rho = A z \), and \( \gamma(\cdot, \cdot) \) is the lower incomplete Gamma function.

**Step 2:** Similar to the approach followed in the derivation of CM decoding, the MGF of \( \gamma_{\text{th}}^{(1)} \) conditioned on \( G_s \) can be written as

\[
M_{\gamma_{\text{th}}^{(1)}|G_s}(t) = 1 - t \int_{x=0}^{\infty} e^{-tx} \left( 1 - F_{\tilde{H}_{\text{th}}|G_s}(\text{ax} + \frac{Cx}{g_s}) \right) dx
\]

Rearranging the terms, (36) can be written as (37), shown at the bottom of the page. The integral in (37) can be solved using \([43, \text{eq. (6.455.2)}]\) to obtain (38), shown at the bottom of the page, where

\[
u_1(g_s) = A \alpha \max \left( a + \frac{C}{g_s} \right)
\]

\[
u_2(g_s) = A \alpha \min \left( a + \frac{C}{g_s} \right)
\]

and \( 2F1(\cdot) \) is the Gauss hypergeometric function \([43, \text{eq. (9.100)}]\). Since all the \( S \) satellites–GS links are
independent, the MGF of $\gamma_a^{(1)}$ conditioned on $G_s$ can therefore be written as

$$M_{\gamma_a^{(1)}}|G_s(-t) = \prod_{s=1}^{S} M_{\gamma_a^{(1)}}|G_s(-t). \quad (41)$$

Step 3: Using (20) and averaging over all the $G_s$, the CDF of max$_u \gamma_a^{(1)}$ can be derived as

$$F_{\gamma_a^{(1)}}(x) = \int_{x_1}^{\infty} \cdots \int_{x_S}^{\infty} \left[ \mathcal{R}^{-1} \left\{ \frac{M_{\gamma_a^{(1)}}|G_s(-t)}{t} \right\} \right] \left[ \sum_{S=1}^{S} f_{G_s}(g_s) \right] \prod_{s=1}^{S} dg_1 \cdots dg_S. \quad (42)$$

The integral in (42) can be efficiently evaluated using numerical techniques similar to the ones discussed in Appendix D. Thus, using (13) and (42) in (32) with $l = 1$ completes the derivation of the OP in SIC decoding for best user.

V. ASYMPTOTIC ANALYSIS OF OUTAGE PROBABILITY

This section presents the asymptotic analysis to obtain simplified expressions of OP for both CM and SIC-based decoding schemes under the assumption that $\eta_u, \eta_s \rightarrow \infty$.

A. Asymptotic OP for CM-Based Decoding

Similar to the approach adopted in Section IV-A, the asymptotic CDF $F_{\gamma_a}^{\infty}(x)$ and the MGF $M_{\gamma_a}^{\infty}(-t)$ can be written as

$$F_{\gamma_a}^{\infty}(x) = 1 - \sum_{(k,p,q)} C(k,p,q) \left( 1 + \frac{p}{T \eta_u} \right) x^\eta \quad (43)$$

$$M_{\gamma_a}^{\infty}(-t) = 1 - \sum_{(k,p,q)} C(k,p,q) \tilde{p}! \left( 1 + \frac{\tilde{p}}{T \eta_u} \right) t^{-\tilde{p}} \quad (44)$$

where the quantities $C(k,p,q), I, \text{and } a$ are defined as

$$C(k,p,q) = \frac{(-1)^q 2 \lceil k \rceil \alpha_a \mathcal{I}^\tilde{p}}{p! q! (\alpha \tilde{p} + 2) (\beta - \delta)(k+1-p)} \times \left( \frac{r_{\text{max}}^{(\alpha \tilde{p}+2)} - r_{\text{min}}^{(\alpha \tilde{p}+2)}}{r_{\text{max}}^{(\alpha \tilde{p}+2)} - r_{\text{min}}} \right)$$

$$\mathcal{I} = \left( U - 1 \right) \mathbb{E} \left[ \tilde{r}_a \hat{h}_{a} | \right]^{2} + U \sigma_a^2 \mathbb{E} \left[ r_{\text{a}}^{-a} \right]$$

$$a = \eta_a I + 1 \text{ and } \tilde{p} = p + q.$$\

A detailed derivation of the above expressions is presented in Appendix E. These expressions are much simpler to comprehend and do not include any integrals. The asymptotic CDF $F_{\gamma_a}^{\infty}(x)$ and consequently the asymptotic OP $P_{\text{out}}^{\infty}(R)$ in scenarios with multiple satellites can therefore be written as

$$F_{\gamma_a}^{\infty}(x) = \mathcal{R}^{-1} \left\{ \frac{M_{\gamma_a}^{\infty}(-t)}{t} \right\} \left( x \right)$$

$$P_{\text{out}}^{\infty}(R) = \left( F_{\gamma_a}^{\infty}(\gamma_{th}) \times \mathbb{P}[K_{\text{vis}} \geq S] \right) + \mathbb{P}[K_{\text{vis}} < S]. \quad (45)$$

It can be observed that at high SNR, the OP attains a floor. It can be attributed to the fact that at high SNR, the performance is limited by the interference and the mismatch due to imperfect CSI such that any further increase in SNR cannot decrease the OP.

The simplified expressions can be used to obtain the optimal number of supported users and the required number of satellites with assured visibility (i.e., the number of satellites $S$ such that $P_{\text{vis}}(S) = 1$) for a target OP. The optimization problem can be formulated as

$$\max \ S \quad \text{s.t.} \quad P_{\text{vis}}(S) = 1, \theta_0 \in [0, 90]$$

$$S \in [1, K], \ S \in \mathbb{Z}^+. \quad (46)$$

Using the optimized values of satellites $S^*$ and mask angle $\theta_0^*$, the number of supported users can be obtained by solving

$$\max \ U \quad \text{s.t.} \quad P_{\text{out}}^{\infty}(R) \leq 0.001$$

$$U \geq 1, \ U \in \mathbb{Z}^+. \quad (47)$$

The above optimization problems can be solved using a genetic algorithm (GA) inspired by the natural selection process. It finds optimal or near-optimal solutions by iteratively applying genetic operators, such as selection, crossover, and mutation to evolve the population over successive generations. If $G$ represents the maximum number of generations, $N$ represents the initial size of the population, and $L$ represents the size of the chromosome (population of candidate solutions), then the upper bound on the time complexity of the entire GA over all iterations can be approximated as $O(G(N + NL))$. The GA can solve both constrained and unconstrained problems with linear, nonlinear, and integer constraints. However, for integer constraints, the GA can only find solutions with nonlinear inequalities. Hence, the assured visibility condition can be approximated and reformulated as $0.999 - P_{\text{vis}}(S) \leq 0. As shown in Section VI, the above-simplified expressions can be used to derive interesting insights on the optimal region of operation in terms of the number of devices, satellites, mask angle, and constellation size.

Remark (Diversity Order): Although the OP attains a floor in scenarios with interference and imperfect CSI, the diversity order can be determined for a simpler scenario with perfect CSI and no interference from other users. The OP at high SNR can be approximated as

$$P_{\text{out}}^{\infty}(R) = \left( G_c \eta_u \right) R_0^{\eta_u} - \mathcal{O} \left( \eta_u^{-d} \right) \quad (48)$$

where $G_c$ and $d$ denote the cooperation gain and the diversity order, respectively. The term $\mathcal{O} \left( \eta_u^{-d} \right)$ represents the higher order terms of $\eta_u^{-d}$. Here, it is worth mentioning that the CM and the SIC schemes are synonymous with each other under the no-interference scenario. Using (66) with the approximation of $F_{\gamma_a}^{\infty}(x)$ as shown in [49], and ignoring the higher order terms, the asymptotic OP under the no-interference scenario can be written as

$$P_{\text{out}}^{\infty}(R) = \left( \frac{\alpha_a R_0 \gamma_a \eta_u}{\Gamma(S + 1)} \right) \left( \frac{1}{\eta_u} \right)^S \quad (49)$$

where $R_0 = \left( 2/(\alpha + 2) \right) \left( (r_{\text{max}}^{(\alpha \tilde{p}+2)} - r_{\text{min}}^{(\alpha \tilde{p}+2)}) \right) \left( r_{\text{max}}^{(\alpha \tilde{p}+2)} - r_{\text{min}} \right).$ Hence, the proposed topology achieves a diversity order of...
Algorithm 1 OP Simulation for CM and SIC

Initialize: No. of channel realizations L
Initialize: U, S, r_{min}, \theta_0, and other link parameters
Generate: Channel H_{U,S,L}, G_{S,L}, Range R_{U,S,L}

for l = 1 to U do
    Compute: \gamma_{us}^{(l)} \; \forall u \notin D[l-1]
    Perform: MRC: \gamma_{u}^{(l)} \leftarrow \sum_{j=1}^{S} \gamma_{us}^{(l)} \; \forall u \notin D[l-1].
    if l = 1 then
        CM: \gamma_{u}^{(l)} \leftarrow \text{sort} \gamma_{u}^{(l)}
        SIC: \gamma_{u}^{(l)} \leftarrow \max_{u,i \notin D[l-1]} \gamma_{u}^{(l)}
    else if l > 1 & (l-1)_{D[l-1]} > \gamma_{th} then
        SIC: \gamma_{D[l]}^{(l)} \leftarrow \max_{u,i \notin D[l-1]} \gamma_{u}^{(l)}
    else
        SIC: \gamma_{D[l]}^{(l)} \leftarrow 0
    end if
    Remove: Entries of D[l] from H, G and R
end for

Compute: \mathbb{P}[K_{vis} \geq S] = 1 - \sum_{j=0}^{S-1} \binom{K}{j} \mathbb{P}(1 - \mathbb{P})^{K-j}
Compute: \mathbb{P}[\gamma_{D[l]}^{(l)} \geq \gamma_{th}] = \text{sum}(\gamma_{D[l]}^{(l)} \leq \gamma_{th}) / L
Compute: P_{out}(R) = \left(\mathbb{P}[\gamma_{u} \leq \gamma_{th}] \times \mathbb{P}[K_{vis} \geq S]\right) + \mathbb{P}[K_{vis} < S]

TABLE III: List of Parameters Considered for Simulation

| Parameter                      | Value        | Ref. |
|--------------------------------|--------------|-----|
| Mask elevation angle \theta_0  | 10^{\circ}   |     |
| Target rate \mathcal{R}        | 10 {kbps}    |     |
| Bandwidth B                    | 125 kHz      |     |
| User antenna transmit gain      | 0 dB        | [3] |
| Satellite antenna Tx/Rx gain   | 30 dB        |     |
| Constellation Size K           | 720 km       |     |
| Constellation altitude h       | 1200 km      |     |
| Radius of the Earth r_e        | 6371 km      | [32]|
| Noise power at the GS \sigma_0^2 | -98 dBm    |     |
| Path loss exponent \alpha      | 2            |     |
| Numerical Laplace Inverse D = 10, Q = 15 | ln(10), N = 21 | [47]|
| Average Shadowing (m, b, \Omega) | (2, 0.063, 0.0005) | [48]|
| Heavy Shadowing (m, b, \Omega)  | (5, 0.251, 0.279) |     |

S and a cooperation gain \text{GC} = \sqrt[\sqrt{T(S+1)}]{\frac{(S+1)}{(S+1)}} \; \text{indicating that as the number of satellites (S) increases, the cooperation gain grows sublinearly. This suggests that while adding more satellites improves cooperation, the marginal gain diminishes with each additional satellite.}

B. Asymptotic OP for SIC-Based Decoding

Since the asymptotic SINR $\gamma_{\text{vis}}^{\infty}$ in (66) is independent of $G_{i}$, the asymptotic SINR $\gamma_{u}^{\infty}$ and consequently the OP $P_{\text{out}}^{\infty}(\mathcal{R})$ for the best user in SIC-based decoding can be conveniently calculated as

$$\gamma_{u}^{\infty} = \max_{u} \left( \sum_{u=1}^{S} \gamma_{us} \right)$$

$$P_{\text{out}}^{\infty}(\mathcal{R}) = F_{\gamma_{u}}(\gamma_{th})$$

$$= \left( F_{\gamma_{u}}(\gamma_{th}) \right)^{U} \times \mathbb{P}[K_{vis} \geq S] + \mathbb{P}[K_{vis} < S].$$

Similar to CM-decoding, the optimal number of supported users and the required number of satellites with assured visibility can be obtained in SIC as well.

VI. RESULTS

This section presents simulation and theoretical results derived in this work to get useful insights into the system. The algorithm for computing OP using Monte Carlo simulations for both the proposed decoding schemes is provided in Algorithm 1. In this section, initially, the theoretical analysis is validated with the simulation results. Later the effect of various system parameters on OP performance is analyzed. Since many parameters affect the performance, an attempt is made to understand them one by one by keeping all other parameters constant. All the simulations and plots have been generated using MATLAB with $10^5$ channel realizations. The default parameters used for simulations, unless stated otherwise are mentioned in Table III. The selection of link and stochastic geometry-related parameters has been made following 3GPP TR 36.763 [3] and [32], respectively. The imperfect CSI has been modeled using $\chi = 0.05$, $\phi = 10$, and $\xi = 0.05$ as done in [38]. Also while computing the numerical Laplace inverse as in (26), parameters mentioned in Table III are used to maintain the discretization and truncation error less than $10^{-10}$ which is negligible compared to the range of derived OP. For solving the optimization problem using GA in MATLAB, the ConstraintTolerance, FunctionTolerance, and PopulationSize were set to $10^{-6}$, $10^{-8}$, and 50, respectively. A desktop PC with Intel Core i7-8700 CPU operating at 3.20 GHz × 6 cores and 32 GB of memory was utilized for running the solver. The GA algorithm converged in 70 iterations (median of 100 runs), taking 0.2262 s per iteration on average to obtain the average number of satellites $S^*$ and the mask angle $\theta_0^*$. Given $S^*$ and $\theta_0^*$, it converged in 52 iterations (median), taking 4.4152 s per iteration on average to obtain the maximum number of users $U^*$. 

A. Validation of Theoretical and Simulation Results

Fig. 5 shows the average OP versus transmit power $P_{out}$ for $U = 5$ users in the case of $S = 1$ and $S = 3$ satellites. The OP for every user in the order of their SINRs has been calculated and then averaged to obtain the average OP of the system. It is observed that the average OP derived theoretically using the approximation is very close to the simulation results for CM decoding and best user in SIC-based decoding. This validates the correctness of the derivation presented in Sections IV-A and IV-B. It can also be observed that the asymptotic curves derived analytically in (45) and (48) approach the simulated curves rapidly, thus validating the correctness of the derived expressions. Moreover, the asymptotic expression presented in (47) for the special case with no interference ($U = 1$) and pCSI also matches with the simulations. It can indeed be observed that the slope of the curves is also equal to the number of satellites used for AF ($S = 1$ in this case), thus validating the diversity order as well. Only
Fig. 5. Validation of theoretical and simulation results: OP versus transmit power $P_u$ in both SIC and CM for $U = 5$ and different number of satellites $S$. Expressions for no-interference ($U=1$) and pCSI are also verified.

Two more observations can be made from Fig. 5. First, the OP per user decreases with an increase in the transmit power of the IoT users. An IoT user’s feasible transmit power range from 12 to 20 dB can achieve OP ranging from $10^{-1}$ to $10^{-3}$ in SIC. Second, as the transmit power increases, the interference effect starts dominating, thus leading to the performance difference between SIC and the CM decoding. However, with an increase in the number of satellites, the OP decreases sharply. The scenario with $S = 1$ represents the conventional satellite communication scheme without multiple satellites being visible, unlike the mega-LEO constellations. At high SNRs, the OP in the case of CM decoding decreases from $10^{-1}$ to $10^{-3}$ by the addition of two more satellites. It can be observed that by leveraging the benefits of multiple visible satellites, transmit power of 30–35 dB in CM and 12–15 dB for the best user in SIC can achieve an OP of $10^{-3}$ in a 3 satellite, 5 user system.

B. Effect of the Number of Satellites $S$

Fig. 6 shows the OP as a function of number of satellites $S$ for $U = 10, 15$, and 20 users at $P_u = 20$ dBm. It is observed that for a fixed number of users, as the number of satellites increases, the OP decreases sharply. It can be observed that merely an addition of 3–4 satellites can reduce the OP from $10^{-1}$ to $10^{-3}$ in both CM and SIC decoding. This also clearly demonstrates how the IoT users can leverage multiple visible satellites of the constellation to enhance system performance. Additionally, it is interesting to note that the OP for 15 users case in SIC is less than the OP for five users case in CM.

C. Effect of Constellation Size $K$

Fig. 7 shows the effect of the constellation size $K$ on OP for $U = 15$ users at $P_u = 20$ dB, and $S = 2, 3, \text{ and } 4$ satellites. It can be observed that OP decreases smoothly with an increase in $K$ until a floor is reached. In this case, the floor represents the scenario where OP cannot be decreased further, even by adding more satellites to the constellation. The point at which OP saturates denotes the constellation size for which the visibility of $S$ satellites to be utilized in AF-relaying can be ensured (i.e., the constellation size such that $P[K_{\text{vis}} \geq S] = 1$). Given a target OP to be achieved and the number of satellites intended to be used for AF-relaying, this figure can be utilized to obtain the minimum required size of the mega-LEO constellation. For example, if four satellites are to be used for AF-relaying, increasing the constellation size from 150 to 360 can improve the OP from $10^{-1}$ to $3 \times 10^{-3}$ in the case of SIC decoding and from $10^{-1}$ to $2 \times 10^{-2}$ in case of CM decoding. It can also be observed that for a fixed $S$, the performance difference between SIC and CM increases with an increase in $K$ before saturating. This can be attributed to the fact that the term $P[K_{\text{vis}} > S]$ in (16) and (32) dominates at low $K$ values irrespective of the decoding schemes. However, as $K$ increases, $P[K_{\text{vis}} > S]$ also increases, making the performance of decoding schemes more evident.

D. Effect of the Number of Users $U$

Fig. 8 shows the impact on the OP as a function of number of users $U$ at $P_u = 20$ dBm for $S = 2, 3, \text{ and } 4$. It can be
Fig. 8. Effect of the number of users \( U \): average OP versus \( U \) for both SIC and CM scheme at \( P_u = 20 \) dB and different values of satellites \( S \).

Fig. 9. Effect of altitude \( d \): average OP versus \( d \) for both SIC and CM at \( P_u = 20 \) dB, \( S = 3 \), and different number of users \( U \).

observed that the OP increases with an increase in the number of users due to the increase in interference. It can also be observed that the performance gap between the SIC and CM also increases with an increase in \( U \). This can be attributed to the fact that the impact of interference decreases with decoding of subsequent users in SIC whereas CM assumes a constant number of interferers for all the users. It is interesting to note that the difference between the performance of SIC and CM becomes significant as more and more satellites are added to the system.

E. Effect of Altitude \( d \)

Fig. 9 shows the impact of altitude on the OP for \( S = 5, 10, \) and 15 satellites and \( U = 15 \) users at \( P_u = 20 \) dBm. It can be observed that OP increases as the altitude increases. This is because the constellation’s altitude directly impacts the path loss observed by the signals. It can also be observed that while more satellites enhance the OP performance because of better elevation angles, the benefit of adding more satellites diminishes rapidly with increasing altitude. Hence, the number of satellites and the selection of decoding scheme can be traded off with the altitude and number of users.

F. Effect of Mask Elevation Angle \( \theta_0 \)

Fig. 10 shows the effect of \( \theta_0 \) on OP for \( S = 3 \) satellites and \( U = 15, 20, \) and 25 users at \( P_u = 20 \) dBm. The OP decreases with an increase in \( \theta_0 \) however, the rate of decrease changes at around \( \theta_0 = 40^\circ \) for the shown case of \( S = 3 \). It can be explained by the twofold impact of \( \theta_0 \) on the OP. As evident from (50) and (56), \( A_{\text{vis}} \) decreases with an increase in \( \theta_0 \). Hence, the probability of seeing a defined number of satellites decreases with an increase in \( \theta_0 \) for every user. It, therefore, tends to increase the OP. On the other hand, as evident from (63), an increase in \( \theta_0 \) decreases the distance and, consequently, the average path loss between the users and the satellites. It, therefore, tends to reduce the OP. The impact of reducing path loss dominates nearly till \( \theta_0 = 40^\circ \). However, after that, the reduced probability of seeing a defined number of satellites rapidly decreases the OP.

G. Effect of Decoding Order \( l \) and Tradeoffs

Fig. 11 shows the OP for various users in ordered decoding, where user 1 means the first user being decoded in SIC. Similarly, in a 5-user scenario, user 5 means the last user decoded in SIC. The OP for corresponding CM has also been shown in Fig. 11 where the user order is solely determined by the SINRs without removing interference for any user. It can be observed that the initial few users in the order have similar OP for both SIC and CM. However, after that, the reduced probability of seeing a defined number of satellites rapidly decreases the OP.
Fig. 11. Effect of decoding order $l$: OP versus transmit power $P_u$ for ordered decoding in both SIC and CM for $U = 5$ and $S = 3$.

SIC, the interference decreases significantly due to the subtraction of information signals of the decoded user. This is not the case in CM; decoding of higher order users happens in heavy interference from users with better channel conditions. Hence, the difference between the OP performance of SIC and CM increases significantly for higher order users. It can be concluded that trading off with the throughput and desired OP, the initial few users can be decoded using CM only, thus reducing the decoding complexity. However, for applications requiring decoding of all or most users, SIC is preferable to CM.

H. Effect of Channel Imperfections

Fig. 12 shows the average OP versus the transmit power $P_u$ for both the CM and the SIC-based schemes for $U = 5$ users and $S = 3$ satellites under both perfect and imperfect CSI scenarios. The results demonstrate that the OP performance deteriorates in the presence of CSI mismatch compared to the ideal case when pCSI ($\chi = \infty$) is available. Two types of CSI mismatch: the SNR-dependent CSI mismatch ($\chi \neq 0$) and the SNR-independent CSI mismatch ($\chi = 0$) are shown in Fig. 12. When $\chi \neq 0$, the variance of the CSI estimation error depends on the link SNR, and the impact of $\chi$ is dominant in determining the system performance. The rate of decline in $\sigma^2_{\text{eus}}$ and $\sigma^2_{\text{es}}$ depends on $\chi$, and thus an increase in $\chi$ is expected to result in improved OP performance. The SIC decoding is more affected than the CM decoding as the residual error due to imperfect decoding accumulates successively in SIC. For example, at 22 dB transmit power, the OP with imperfect CSI at $\chi = 0.5$ is 3.4 times higher than the OP with pCSI in the case of SIC decoding but only 1.3 times higher in the case of CM decoding.

In contrast, when $\chi = 0$, the variance of the CSI estimation error solely depends on $\phi$. It can be observed that the impact of imperfect CSI is negligible at low SNRs as the products $\eta_u, \sigma^2_{\text{eus}}$ and $\eta_u, \sigma^2_{\text{es}}$ approach zero, and the CSI quality tends to be perfect. However, as the transmit power increases, particularly above 15 dBm in SIC and 18 dBm in CM decoding, significant degradation in OP performance is observed.

I. Optimum Number of Users for Target OP

Fig. 13 shows the approximate number of users which can be served for a target OP of $10^{-3}$ using CM decoding against the number of satellites with assured visibility and varying mask angles for two different constellation sizes, $K = 480$ and $K = 720$. These results are obtained using the asymptotic expressions derived in Section V. Here, the number of satellites $S$ with assured visibility refers to the number of satellites required such that $P_{\text{vis}}(S) = 1$. It can be observed that $A_{\text{vis}}$ decreases with an increase in $\theta_0$, as derived in (50) and (56), thereby decreasing the number of satellites with assured visibility. The maximum number of supported users obtained using the GA optimizer can be verified using a simple grid-based algorithm where the OP is calculated for every possible $U$ for a $(\theta_0, S)$ pair obtained from a grid of all likely $S, \theta_0$ values. It is worth mentioning that the asymptotic expressions can be efficiently used for such iterative grid-search methods since
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they do not contain any integrals to be computed numerically. As shown in Fig. 13, the optimal values obtained from the GA optimizer match the values obtained using the grid search algorithm. For example, considering 720 satellites in the constellation and users with 20 dB transmit power, approximately 118 users can be supported optimally using CM decoding for a target OP of $10^{-3}$ using 15 satellites at $\theta_0 = 10.5^\circ$. The number of supported users falls down to 44 if the constellation has 480 satellites only. Similar approximations can also be made for SIC decoding.

VII. CONCLUSION

This article presented a simple and energy-efficient direct-access topology for LEO satellites-based IoT networks. The OP performance of the topology was analyzed using stochastic geometry to model the random satellite locations. In this context, analytical expressions were derived for average OP in the CM decoding scheme, and the OP of the best user was derived for the SIC decoding scheme, assuming imperfect knowledge of the CSI. Simplified expressions of the OP were also derived under high SNR assumptions which demonstrate that OP attains a floor due to interference and imperfect CSI. The asymptotic expressions were utilized to obtain an optimal region of operation achieving a target OP. Although all the IoT users transmit at the same power, it was found that the SIC decoding scheme performs better than the CM decoding scheme. The theoretical analysis was verified through rigorous simulations. The effects of system parameters like the number of users, number of satellites, altitude, and mask elevation angle of the constellation on the OP performance were discussed in detail. The results of this article demonstrate that for the practical values of the above system parameters, the proposed topology is feasible and attractive for low-powered IoT networks.

APPENDIX A

PROOF FOR CDF AND PDF OF $R$

The distribution of $R$ can be found in three steps.

1) Finding $r_{\text{min}}$, $r_{\text{max}}$ and the relationship between $R$ and the surface area of the spherical cap, $A_{\text{cap}}$ formed by the satellites at the distance less than or equal to $R$.

2) Finding the distribution of $A_{\text{cap}}$.

3) Finding the distribution of $R$ from the distribution of $A_{\text{cap}}$.

Step 1: From basic geometry as shown in Fig. 2, $r_{\text{min}} = d$ is the orbital altitude, observed at $\theta_e = 90^\circ$. Also, $r_{\text{max}}(\theta_0)$ will be observed at the mask elevation angle $\theta_0$. Hereafter, it is written as simply $r_{\text{max}}$ to maintain brevity. Applying law-of-cosines for triangles at $\triangle XYZ$ gives

$$ (r_e + r_{\text{min}})^2 = r_e^2 + r_{\text{max}}^2 - 2r_e r_{\text{max}} \cos(90 + \theta_0). \tag{49} $$

Solving the quadratic (49) for $r_{\text{max}}$ and considering all the distances to be positive, we get

$$ r_{\text{max}} = \sqrt{(r_e \sin \theta_0)^2 + (r_e + r_{\text{min}})^2 - r_e^2 - r_e \sin \theta_0}. \tag{50} $$

Further derivation to find the relationship between $A_{\text{cap}}$ and $R$ can be done on similar lines of [32]. From Fig. 2 where $m$ and $n$ are shown, we can write

$$ A_{\text{cap}} = \pi \left( m^2 + n^2 \right) \tag{51} $$

$$ R^2 = (r_{\text{min}} - m)^2 + n^2. \tag{52} $$

Using (51) and (52), we can obtain

$$ R^2 = r_{\text{min}}^2 - 2r_{\text{min}} (r_e + r_{\text{min}}) (1 - \cos \psi) + \frac{A_{\text{cap}}}{\pi}. \tag{53} $$

Using the geometric identity for the surface area of any spherical cap, we can write $A_{\text{cap}} = 2\pi \left( r_e + r_{\text{min}} \right)^2 (1 - \cos \psi)$. Substituting $A_{\text{cap}}$ in (53), we get

$$ R^2 = r_{\text{min}}^2 + \frac{A_{\text{vis}}}{\pi} \left( 1 - \frac{r_{\text{min}}}{r_e + r_{\text{min}}} \right). \tag{54} $$

Similarly at $\theta_e = \theta_0$, a spherical cap of surface area $A_{\text{vis}}$ is formed by all the visible satellites at a distance less than or equal to maximum distance $r_{\text{max}}$ from the user. Hence, similar to (54), for $R = r_{\text{max}}$, we can write

$$ r_{\text{max}}^2 = r_{\text{min}}^2 + \frac{A_{\text{vis}}}{\pi} \left( 1 - \frac{r_{\text{min}}}{r_e + r_{\text{min}}} \right) \tag{55} $$

or

$$ A_{\text{vis}} = \frac{\pi}{r_e} \left( r_{\text{max}}^2 - r_{\text{min}}^2 \right) (r_e + r_{\text{min}}). \tag{56} $$

Step 2: From Fig. 2, the CDF of the surface area of the spherical cap formed by satellites at a random distance less than or equal to $R$ from a user is

$$ F_{A_{\text{vis}}}(x) = \frac{x}{A_{\text{vis}}}. \tag{57} $$

Step 3: Using the relationship between $A_{\text{vis}}$ and $R$ as derived in (54), the CDF of the distance $F_R(r)$ can be written as

$$ F_R(r) = \mathbb{P}(R \leq r) = \mathbb{P}\left( R^2 \leq r^2 \right) $$

$$ = \mathbb{P}\left( r_{\text{min}}^2 + \frac{A_{\text{cap}}}{\pi} \left( 1 - \frac{r_{\text{min}}}{r_e + r_{\text{min}}} \right) \leq r^2 \right) $$

$$ = \mathbb{P}\left( A_{\text{cap}} \leq \frac{\pi}{1 - \frac{r_{\text{min}}}{r_e + r_{\text{min}}} r_{\text{min}}^2} \right) $$

$$ = \frac{\pi}{A_{\text{vis}} (1 - \frac{r_{\text{min}}}{r_e + r_{\text{min}}})}. \tag{58} $$

Using (56) in (58), we can write

$$ F_R(r) = \frac{r^2 - r_{\text{min}}^2}{r_{\text{max}}^2 - r_{\text{min}}^2}, \text{ for } r_{\text{min}} \leq r \leq r_{\text{max}} \tag{59} $$

where $r_{\text{max}}$ is given by (50). The corresponding PDF can be found by differentiating (59) with respect to $r$.

APPENDIX B

PROOF FOR SUCCESS PROBABILITY OF $K_{\text{vis}}$

The success probability is given by the ratio of the surface area of the spherical cap region where a visible satellite can lie to the total surface area of the sphere. It can be written as

$$ P = \frac{A_{\text{vis}}}{4\pi (r_e + r_{\text{min}})^2}. \tag{60} $$
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Using (56) in (60), we can write
\[ P = \frac{\pi (r_{\text{max}}^2 - r_{\text{min}}^2) (r_e + r_{\text{min}})}{4\pi r_e (r_e + r_{\text{min}})^2} \]
\[ = \frac{r_{\text{max}}^2 - r_{\text{min}}^2}{4r_e (r_e + r_{\text{min}})}. \]  

**APPENDIX C**
**DERIVATION OF E[r_{\text{as}}^{-\alpha} H_{\text{as}}]**

Since \( H_{\text{as}} \) and \( R_{\text{as}} \) are independent, \( E[r_{\text{as}}^{-\alpha} H_{\text{as}}] \) can be written as
\[ E[r_{\text{as}}^{-\alpha} H_{\text{as}}] = E[r_{\text{as}}^{-\alpha}] E[H_{\text{as}}]. \]  (62)

Using (2) and (10), \( E[r_{\text{as}}^{-\alpha}] \) and \( E[H_{\text{as}}] \) can be solved as
\[ E[r_{\text{as}}^{-\alpha}] = \int_{r_{\text{min}}}^{r_{\text{max}}} r_{\text{as}}^{-\alpha} f_{r_{\text{as}}}(r_{\text{as}}) dr_{\text{as}} \]
\[ = \begin{cases} \frac{2}{(2-\alpha)(r_{\text{max}}^2 - r_{\text{min}}^2)}, & \text{for } \alpha \neq 2 \\ \frac{2}{r_{\text{max}} - r_{\text{min}}}, & \text{for } \alpha = 2 \end{cases} \]  (63)

and
\[ E[H_{\text{as}}] = \int_{0}^{\infty} h_{\text{as}} f_{H_{\text{as}}}(h_{\text{as}}) dh_{\text{as}} \]
\[ = \sum_{k=0}^{m-1} \alpha_i \xi (k) \eta_i \Gamma(k + 2) \]
\[ = \sum_{k=0}^{m-1} \frac{\alpha_i \xi (k) \eta_i \Gamma (k + 2)}{(\beta_i - \delta_j)^{k+2}}. \]  (64)

**APPENDIX D**
**NUMERICAL INTEGRATION IN (23)**

The integral term in (23) can be efficiently calculated using the `vpaintegral` function of MATLAB. It uses the global adaptive quadrature technique and variable precision arithmetic to perform the integration. The speed of the execution can be traded off with the tolerance value. Consider
\[ \text{func} = M_{\gamma_{\text{as}}} |r_{\text{as}}| (r_{\text{as}}) \]
\[ \text{where } f_{r_{\text{as}}}(r_{\text{as}}) \text{ and } M_{\gamma_{\text{as}}} |r_{\text{as}}| (r_{\text{as}}) \text{ are given in (10) and (22), respectively. Then, the integral term in (23) can be evaluated using} \]
\[ \text{vpaintegral} \text{\{func, } r, r_{\text{Min}}, r_{\text{Max}}, \ldots \text{\} } \]
\[ \text{\{'RelTol', 1e-4, 'AbsTol', 0\}} \]
\[ \text{where } r_{\text{Min}} = r_{\text{min}}, r_{\text{Max}} = r_{\text{max}} \text{ and the integration is done for a relative tolerance of } 10^{-4} \text{ and the option to set the absolute tolerance is turned off.} \]

**APPENDIX E**
**DERIVATION OF ASYMPTOTIC CDF AND MGF OF \( \gamma_{\infty}^{\text{as}} \)**

The end-to-end SINR expression for the CM-based decoding as shown in (6) can be approximated under the assumption \( \eta_u, \eta_s \rightarrow \infty \) as
\[ \gamma_{\infty}^{\text{as}} \approx \frac{r_{\text{as}}^{-\alpha} H_{\text{as}}}{\sum_{i=1}^{U} r_{i_{\text{as}}}^{-\alpha} H_{i_{\text{as}}} + \sum_{u=1}^{U} \eta_u r_{u_{\text{as}}}^{-\alpha} \sigma_u^2 + 1} \]  (65)
since at high SNR, the system tends to become limited by interference only. For mathematical tractability, we write \( I = (U - 1) E[r_{\text{as}}^{-\alpha} |h_{\text{as}}|^2] + U \sigma_e^2, E[r_{\text{as}}^{-\alpha}] \) and \( \alpha = \eta_u I + 1 \). Hence, \( \gamma_{\infty}^{\text{as}} \) can be written as
\[ \gamma_{\infty}^{\text{as}} \approx \frac{1}{\alpha} r_{\text{as}}^{-\alpha} H_{\text{as}}. \]  (66)

Therefore, using the theorem of transformation of random variables, the asymptotic CDF of \( \gamma_{\infty}^{\text{as}} \) can be computed as
\[ F_{\gamma_{\text{as}}}^\infty (x) = P \left[ \frac{1}{\alpha} r_{\text{as}}^{-\alpha} H_{\text{as}} \leq x \right] \]
\[ = \int_{r_{\text{min}}}^{r_{\text{max}}} F_{H_{\text{as}}} \left( \frac{ax}{r_{\text{as}}} \right) f_{r_{\text{as}}}(r_{\text{as}}) dr_{\text{as}} \]
\[ = F_{H_{\text{as}}} (ax) \]  (67)

where \( F_{H_{\text{as}}} (z) \) is derived in closed form in (35).

By using the series expansion of the lower incomplete Gamma function, \( \gamma (\cdot, \cdot) \) as given in [43, eq. (8.354.1)] in the above equation, we get
\[ F_{H_{\text{as}}} (ax) \]
\[ = 1 - \left\{ \sum_{(p,q) \geq 1} \frac{(-1)^q 2! k! \xi (k) \alpha_{\text{as}}}{(\alpha \tilde{p} + 2) (\beta - \delta)^{k+1-p}} \right\} \times \frac{r_{\text{max}}^{(\alpha \tilde{p} + 2)} - r_{\text{min}}^{(\alpha \tilde{p} + 2)}}{r_{\text{max}}^{2} - r_{\text{min}}^{2}} \]
\[ + O \left( \frac{1}{\eta_u} \right) \]  (68)

where \( q \) is the iterator for the series expansion of \( \gamma (\cdot, \cdot) \), \( \tilde{p} = p + q, \) and \( O(1/\eta_u) \) represents the higher order terms of \( (1/\eta_u) \). Since \( \eta_u, \eta_s \rightarrow \infty \), (68) can further be simplified by neglecting the higher order terms to finally obtain (43).
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