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In this work, we give a characterization of the reservoir computer (RC) by the network structure, especially the probability distribution of random coupling constants. First, based on the path integral method, we clarify the universal behavior of the random network dynamics in the thermodynamic limit, which depends only on the asymptotic behavior of the second cumulant generating functions of the network coupling constants. This result enables us to classify the random networks into several universality classes, according to the distribution function of coupling constants chosen for the networks. Interestingly, it is revealed that such a classification has a close relationship with the distribution of eigenvalues of the random coupling matrix. We also comment on the relation between our theory and a practical choice of random connectivity in the RC. Subsequently, we investigate the relationship between the RC’s computational power and the network parameters for several universality classes. We perform several numerical simulations to evaluate the phase diagrams of the steady reservoir states, common signal-induced synchronization, and the computational power in the chaotic time-series predictions. As a result, we clarify the close relationship between these quantities, especially a remarkable computational performance near the phase transitions, which is realized near a non-chaotic transition boundary. These results may provide us with a new perspective on the designing principle for the RC.

I. INTRODUCTION

Artificial neural networks, originally designed to emulate biological network systems such as the human brain, serve as an essential basis of modern machine learning theory. These systems, especially recurrent random network models, exhibit rich dynamical properties, including collective chaotic dynamics, common signal-induced synchronization, and noise-induced suppression of chaos. These dynamical aspects of random networks were investigated in great detail in early seminar works and, more recently, formulated and improved elegantly in generating functional formalism.

Besides, it is pretty remarkable that common signal-induced synchronization, where any trajectory of the reservoir state converges under the same input regardless of the previous history, brings a new informational perspective to the network dynamics. Accompanied by the rich dynamical patterns of the networks, this phenomenon enables them to serve as a resource for real-time information processing, such as time-series prediction, observer problem, reinforcement learning, and speech recognition. Such a framework is referred to as reservoir computing (RC) (for reviews, see [30, 32]), which was originally proposed in the context of machine learning (called Echo state networks: ESNs) and computational neuroscience [33]. Furthermore, there has been a new ambitious attempt to exploit the complex dynamics of physical systems in the real world as information-processing devices based on the RC scheme, which is referred to as physical reservoir computing (for reviews, see [32, 34]).

In the last decades, the RC has been generalized to various network architectures to improve the computational performance or clarify the working principles [35–45], including the backpropagation decorrelation and FORCE learning. Their information processing capacity has been evaluated with various informational or dynamical measures [28, 48–51]. However, despite these efforts for many years, we have not yet understood how to design or tune the reservoir network to optimize its computational performance.

The Edge of chaos, a concept initially introduced in the context of a cellular automaton [52], is one of the most common guiding principles to tune the parameters of RCs. Recurrent random network models exhibit various dynamical phases, such as chaotic or ordered phases, depending on the value of the parameters. Although some controversies exist, RCs are believed to show long temporal memory or the best computational performance near the boundary between a stable and an unstable dynamics regime, that is, the edge of chaos [54–60]. Additionally, it has also been shown that decoding signals from these networks are robust to noise above and near the transition to chaos [4]. These dynamical
features of neural networks have attracted much attention even in neuroscience due to several pieces of evidence that the cortical circuit has an architecture tuned to such a critical state \([61,63]\). These observations suggest that it is crucial to the design of the RC to clarify the close relationship between the informational processing ability of the RC and the dynamical properties of the random network, especially its phase diagram in the parameter space.

In this work, we aim to characterize the RC by the network structure and propose a clue to better RC’s design. For this purpose, we analyze the dependence of the network dynamics on the probability distribution from which the coupling constants are sampled, based on the theoretical and numerical approaches as follows.

First, using the generating formalism for random neural networks, we clarify the universality of the network dynamics in the large-\(N\) limit, where the network size \(N\) becomes infinitely large. It is shown that the reservoir networks with any probability distribution of the coupling constant are classified into several universality classes, according to its asymptotic behavior of the second generating function in the limit. The following numerical simulations demonstrate that networks in an identical class yield equivalent dynamics. Particularly important is that, for some universality classes, the higher-order statistics play a crucial role in determining the network dynamics and its computational performance. This contrasts with the case of the Gaussian networks, which have been most studied so far and can be described only by the one- and two-point correlation functions of the reservoir states \([2,15,18]\). Interestingly, we can prove that each universality class has a one-to-one correspondence with the eigenvalue spectrum of the random coupling matrix. Furthermore, we give some instructive comments on the relation between our theory and practical network structures in implementing RCs. They include discussions on the sparsity of coupling constants and their normalization with the spectral radius.

Next, to verify the validity of our analytical expectation and the relation with the edge of chaos, we provide several numerical simulations of random network dynamics without and with driving input series. In the autonomous case, we numerically analyze the asymptotic steady state (attractor structure) of the networks and show the phase diagrams in the parameter space for each universality class. We also estimate the finite-size effects in their Lyapunov exponent. We consider common signal-induced synchronization and a time-series prediction task of chaotic signals in input-driven networks. More specifically, we assume the time-series of the interaction task of chaotic signals in input-driven networks. We also estimate the finite-size effects in their Lyapunov exponent. In the latter case, we consider common signal-induced synchronization and a time-series prediction task of chaotic signals. Sec. VI is devoted to discussion and conclusion.

II. PATH INTEGRAL REPRESENTATION

This section briefly reviews the generating functional formalism for random neural networks in the path integral representation \([15,18,65,66]\). We consider the thermodynamic limit, where the number of nodes \(N\) becomes infinitely large \(N \to \infty\). We derive the Dynamical Mean-Field (DMF) equation, a technique initially developed for spin glasses \([65,67]\) and applied it to describe the time evolution of the averaged network dynamics in the thermodynamic limit \([2,4,5,13,14]\).

In the following, we attempt to generalize these well-known frameworks to more general random neural networks with an arbitrary activation function and random neural connectivity. We discuss the universality in the dynamical properties in Sec. III.

A. Generating Functional Formalism in Path Integral Representation

Let us study a recurrent random network model with nodes \(r_i(t) \in \mathbb{R} (i = 1, \ldots, N)\) that obey the differential
equation in continuous time \( t \),
\[
\frac{dr_i}{dt}(t) = -r_i(t) + \sum_{j=1}^{N} J_{ij} \phi(r_j(t)) + b_i(t),
\] (1)
with an initial condition of \( r_i(t) = r_i^0 \). \( b_i(t) \) is an external input. \( \phi(x) \) is the activation function, usually taken as a sigmoid-type function \( \phi(x) = \tanh(x) \) or the Heaviside function \( \phi(x) = \Theta(x - \theta) \). In this section, we take it as an arbitrary function for generality. \( J_{ij} \) is a coupling constant between nodes and sampled from an independent and identical distribution \( P_J(J_{ij}) \). Although \( P_J(J_{ij}) \) is often a Gaussian variate with variance \( \sigma^2/N \) and zero mean in the formalism of the path integral method \[15\, \[18\], we consider arbitrary distributions.

We are interested in the statistical aspects of the solutions of Eq. (1) (denoted as \( r_i^*(t) \)) and their correlation functions, such as \( \langle r_i^*(t_1) \cdots r_i^*(t_n) \rangle \). \( r_i^*(t) \) depends on the realization of \( J_{ij} \) and \( \langle \cdot \rangle \) means the average over \( P_J \). To this end, it is convenient to consider the generating functional for \( r_i(t) \) with the Martin–Siggia–Rose–de Dominicis–Janssen (MSRDJ) path integral formalism \[72\, \[73\, \[76\], which has been used so far to describe, for example, dynamic critical phenomena \[72\, \[73\, \[76\] and the dynamics of spin glass systems \[83\, \[86\] in the context of condensed matter physics. In our case, the generating functional is defined as the moment-generating function of \( r_i(t) \), whose \( \langle J \rangle \)-averaged distribution is given by
\[
P_r[r_i(t)] = \langle \Pi_i e^{\delta(r_i(t) - r_i^*(t))} \rangle.
\]
The MSRDJ generating functional is defined as the characteristic function of \( P_r[r_i(t)] \) with an argument \( \hat{b}_i(t) \). Introducing the path integral formalism with an auxiliary field \( \hat{r}_i(t) \), we can represent the generating functional as (for details, see the Ref. \[15\, \[18\])

\[
Z[b, \hat{b}] = \int D\hat{r} D\hat{r} \prod_{ij} P_J(J_{ij}) \exp \left( iS + \int dt \sum_{i=1}^{N} \hat{b}_i r_i \right),
\] (2)

where \( S[r, \hat{r}] \) is the action of \( \hat{r}_i \) and \( r_i \) given by
\[
S[r, \hat{r}] := \int_0^\infty dt \sum_{i=1}^{N} \hat{r}_i \left( -\frac{d}{dt} r_i - r_i + \sum_{j=1}^{N} J_{ij} \phi(r_j) + b_i \right).
\]

Here \( [dJ_{ij}] := \prod_{i,j=1}^{N} dJ_{ij} \) denotes the integral measure of \( J_{ij} \). \( Dr \) is defined as \( Dr := \prod_{i=1}^{N} Dr_i \) and each \( Dr_i \) represents the summation over any paths with the initial condition \( r_i(t) = r_i^0 \). For the normalization condition, the generating functional always satisfies the identity \( Z[b, 0] = 1 \).

Once the generating functional \( Z[b, \hat{b}] \) is obtained, we can calculate the correlation functions or response functions of the states \( r_i(t) \) by calculating the functional derivative
\[
\langle r_i^*(t_1) \cdots r_i^*(t_n) \rangle = \frac{\delta}{\delta \hat{b}_i(t_{i_1})} \cdots \frac{\delta}{\delta \hat{b}_i(t_{i_n})} Z \bigg|_{\hat{b}_i=0},
\]
where \( \langle \cdots \rangle \) is the average over the paths weighted by the factor \( e^{iS} \) and \( \delta/\delta \hat{b}_i \) denotes the functional derivative with respect to \( \hat{b}_i(t) \). Note that since \( P_J(r_{i}(t)) \neq 0 \) only if \( r_i(t) = r_i^*(t) \) for each time \( t \), correlation functions of \( r_i^* \) are equivalent to ones with \( r_i^* \):
\[
\langle r_i^*(t_1) \cdots r_i^*(t_n) \rangle \bigg|_{\hat{b}_i=0} = \langle r_i(t_1) \cdots r_i(t_n) \rangle.
\]

Therefore, we mainly consider correlation functions of \( r_i \) instead of \( r_i^* \) for the rest of this paper.

By differentiating \( Z \) with respect to \( \hat{b}_i \) in addition to \( \hat{r}_i \), we can formally consider the correlation function of \( r_i \) and \( \hat{r}_i \):
\[
\langle \hat{r}_{i_1}(t_1) \cdots \hat{r}_{i_m}(t_m) \rangle = \frac{\delta}{\delta \hat{b}_{i_1}(t_{i_1})} \cdots \frac{\delta}{\delta \hat{b}_{i_m}(t_{i_m})} Z \bigg|_{\hat{b}_i=0}.
\]

In particular, we readily notice that the correlation functions only of \( \hat{r}_i \) always vanish because
\[
\langle \hat{r}_{j_1}(t_1) \cdots \hat{r}_{j_m}(t_{j_m}) \rangle = \frac{\delta}{\delta \hat{b}_{j_1}(t_{j_1})} \cdots \frac{\delta}{\delta \hat{b}_{j_m}(t_{j_m})} Z \bigg|_{\hat{b}_i=0} = 0
\]
due to the normalization condition of \( Z \).

Introducing the second cumulant generating function of the random variables \( J_{ij} \),
\[
K_J(q; \theta_a(N)) := \log \left( \int dJ_{ij} P_J(J_{ij}; \theta_a(N)) e^{iJ_{ij} q} \right),
\]
we can rewrite the generating functional Eq. (2) as
\[
Z[b, \hat{b}] = \int D\hat{r} D\hat{r} \exp \left( iS + \int dt \sum_{i=1}^{N} \hat{b}_i r_i \right),
\]
where the action \( \bar{S}[r, \hat{r}] \) is given by
\[
\bar{S}[r, \hat{r}] := \int_0^\infty dt \sum_{i=1}^{N} \hat{r}_i \left( -\frac{d}{dt} r_i - r_i + b_i \right)
+ \frac{1}{i} \sum_{i,j=1}^{N} K_J \left( \int dt \hat{r}_i \phi(r_j) \right).
\]

/...
In the following discussion, for convenience, we denote the parameters of the probability distribution \( P_J \) as \( \theta_a(N) \) \((a = 1, \ldots, N_{\text{para}})\), where \( N_{\text{para}} \) is the number of parameters of \( P_J \), and express the \( N \)-dependence of \( P_J(J_{ij}) \) and \( K_J \) explicitly through them. When considering the thermodynamic limit \((N \to \infty)\), we can expand \( K_J \) in powers of \( N \) as

\[
K_J(q; \theta_a(N)) = \frac{1}{N} K(q) + o(N^{-1}),
\]

where \( K(q) \) is defined as

\[
K := \lim_{N \to \infty} NK_J(q; \theta_a(N)).
\]

We assume that the parameters \( \theta_a(N) \) are tuned to remain the function \( K(q) \) finite in the large-\( N \) limit. The relation between the probability distribution \( P_J(J_{ij}) \) and the form of \( K(q) \) is discussed in detail in Sec. \( \text{III} \).

In the following, we neglect the sub-leading terms \( o(N^{-1}) \) because, as shown below, they do not contribute to the network dynamics in the \( N \to \infty \) limit.

### B. Auxiliary fields

Supposed that \( K(q) \) can be described in the Taylor series expansion for \( q \), the action \( S[r, \tilde{r}] \) generally has a series of time-nonlocal terms \((n = 1, 2, \ldots)\)

\[
\frac{1}{N} \sum_j K \left( \int dt \dot{r}_i \phi(r_j) \right) = \frac{1}{N} \sum_{n=0}^{\infty} \frac{\kappa_n}{n!} \left( \int dt \dot{r}_i \phi(r_j) \right)^n = \frac{\kappa_n}{n!} \int dt_1 \cdots \int dt_n \dot{r}_i(t_1) \cdots \dot{r}_i(t_n) \times \left( \frac{1}{N} \sum_j \phi(r_j(t_1)) \cdots \phi(r_j(t_n)) \right),
\]

where \( \kappa_n := i^{-n} d^n K/dq^n \). \( \kappa_n \) correspond to \( N \) times the \( n \)-th order cumulant of the probability distribution \( P_J \). These nonlocal terms can be simplified by introducing the auxiliary fields \( C_n(t_1, \cdots, t_n) \) and \( \hat{C}_n(t_1, \cdots, t_n) \) with the identity

\[
1 = \int D C_n \delta \left( C_n - \frac{1}{N} \sum_j \phi(r_j(t_1)) \cdots \phi(r_j(t_n)) \right) = \frac{N}{2\pi} \int D \hat{C}_n D C_n \exp \left[ -i \hat{C}_n \left( NC_n - \sum_j \phi(r_j(t_1)) \cdots \phi(r_j(t_n)) \right) \right].
\]

Performing these transformations, we obtain the averaged generating function and the effective action in the following form:

\[
Z[b, \hat{b}] = \int \left( \prod_{n=1}^{\infty} D C_n D \hat{C}_n \right) e^{iS_1[C, \hat{C}][b, \hat{b}]}.
\]

\( S_1 \) is defined as

\[
S_1[C, \hat{C}; b, \hat{b}] := -W[C, \hat{C}; b, \hat{b}]
\]

\[
+ i \sum_{n=1}^{\infty} \int dt_1 \cdots \int dt_n C_n(t_1, \cdots, t_n) \hat{C}_n(t_1, \cdots, t_n),
\]

and \( W \) is given by

\[
NW[C, \hat{C}; b, \hat{b}] := \sum_{i=1}^{N} \log \left[ \int D \hat{r}_i D r_i \exp \left( i\hat{S}_1[r_i, \hat{r}_i, C, \hat{C}] + \int dt b_i r_i \right) \right],
\]

where \( \hat{S}_1 \) is the single node contribution to \( W \):

\[
\hat{S}_1[r_i, \hat{r}_i, C, \hat{C}] := \int dt \sum_{i=1}^{N} \hat{r}_i \left( -\frac{d}{dt} r_i - r_i + b_i \right) + \frac{1}{N} \sum_{i=1}^{N} \sum_{n=1}^{\infty} \left[ \frac{\kappa_n}{n!} \int [dt_j]_n \hat{C}_n(t_1, \cdots, t_n) \hat{r}_i(t_1) \cdots \hat{r}_i(t_n) \right] \int [dt_j]_n C_n(t_1, \cdots, t_n) \phi(r_i(t_1)) \cdots \phi(r_i(t_n)).
\]

We denote \( \prod_{j=1}^{n} dt_j \) as \([dt_j]_n\). It should be noted that the functional \( W[C, \hat{C}; b, \hat{b}] \) is the generating function of connected time-correlation functions of \( r_i \) and \( \hat{r}_i \) weighted by the factor \( \exp \left( i\hat{S}_1[r_i, \hat{r}_i, C, \hat{C}] + \int dt b_i r_i \right) \).

### C. Dynamical Mean-Field Approximation

In the thermodynamic limit, the path integral with respect to \( C \) and \( \hat{C} \) can be evaluated by the saddle point approximation, which is so-called the Dynamical Mean-Field (DMF) approximation [2][3][8]. The saddle point trajectories \( C^*_n(t_1, \cdots, t_n) \) and \( \hat{C}^*_n(t_1, \cdots, t_n) \) of the action \( S_1[C, \hat{C}; b, \hat{b}] \) dominate the integral and the generating functional Eq. \( \text{[5]} \) is approximately evaluated in the following form:

\[
Z[b, \hat{b}] \sim e^{iNS_1[C^*, \hat{C}^*; b, \hat{b}]}.
\]

The saddle point trajectories \( C^*_n(t_1, \cdots, t_n) \) and \( \hat{C}^*_n(t_1, \cdots, t_n) \) are determined to satisfy the following saddle-point equations:

\[
\frac{\delta S_1}{\delta C_n} \bigg|_{C=C^*, \hat{C} = \hat{C}^*} = \frac{\delta S_1}{\delta \hat{C}_n} \bigg|_{C=C^*, \hat{C} = \hat{C}^*} = 0.
\]
These equations lead to

\[
\begin{aligned}
\left\{ \begin{array}{l}
\hat{C}_n^\ast(t_1, \cdots, t_n) = \frac{1}{N} \sum_{i=1}^{N} \frac{\kappa_n}{n!} \langle \hat{r}_i(t_1) \cdots \hat{r}_i(t_n) \rangle,

\hat{C}_n(t_1, \cdots, t_n) = \frac{1}{N} \sum_{i=1}^{N} \langle \phi(r_i(t_1)) \cdots \phi(r_i(t_n)) \rangle,
\end{array} \right. \\
\end{aligned}
\]

where \( \langle \cdots \rangle \) denotes the average over the paths weighted by the factor \( e^{i\hat{S}_i(r_i, \hat{C}^\ast, \hat{C})} + \int dt d\hat{r}_i \). This means that the saddle point of the auxiliary fields \( i\hat{C}_n^\ast, C_n^\ast \) are given by the site-average of \( n \)-point correlation functions of \( \hat{r}_i(t) \) or \( \phi(r_i(t)) \). Here, we readily find that Eq. \((3)\) implies that \( \hat{C}_n = 0 \) is the solution to the self-consistent equations.

Under the DMF approximation, the generating function is decomposed into single-node contributions, \( Z[b, \bar{b}] = \prod_i Z_i[b_i, \bar{b}_i] \), and each contribution is given as follows:

\[
Z_i[b_i, \bar{b}_i] = \int D\hat{r}_i D\bar{r}_i \exp \left( i\hat{S}_i + \int dt \bar{b}_i \hat{r}_i \right),
\]

\[
\hat{S}_i := \hat{S}_0 + \hat{S}_{C_i},
\]

\[
\hat{S}_0 := \int dt \hat{r}_i \left( -\frac{d}{dt} r_i - r_i + b_i \right),
\]

\[
\hat{S}_{C_i} := \frac{1}{i} \sum_{n=1}^{\infty} \frac{\kappa_n}{n!} \int [dt']_n \hat{C}_n(t_1, \cdots, t_n) \hat{r}_i(t_1) \cdots \hat{r}_i(t_n).
\]

### D. Effective equation of motion

In this subsection, we derive the effective equation of motion of single nodes \( r_i(t) \) from the generating function Eq. \((7)\) under DMF approximation.

Let us consider a random time-series variable \( \eta(t) \) which satisfies for any \( n \),

\[
\langle [\eta(t_1) \cdots \eta(t_n)]_C \rangle_{\eta} = \kappa_n C_n^\ast(t_1, \cdots, t_n),
\]

where \( [\cdots]_C \) denotes the cumulant. \( \langle \cdots \rangle_{\eta} \) denotes the average over its probability distribution \( P_\eta(\eta) \), which is defined to satisfy

\[
e^{i\hat{S}_C} = \exp \left( \sum_{n=1}^{\infty} \frac{\kappa_n}{n!} i^n \int [dt']_n \hat{C}_n^\ast(\hat{r}_i(t_1) \cdots \hat{r}_i(t_n)) \right)
\]

\[
= \int D\eta P_\eta(\eta) e^{i \int dt \hat{r}_i(\eta(t)).
\]

This definition means that we can rewrite the contribution of the action \( \hat{S}_C \) as the moment generating function of \( \eta \). Applying this formula to the Eq. \((7)\), we obtain a renewed form of \( Z_i \) with \( \eta \),

\[
Z_i[b, \bar{b}] = \int D\eta D\hat{r}_i D\bar{r}_i \times
\]

\[
P_\eta(\eta) \exp \left( i\hat{S}_0[r_i, \hat{r}_i; b_i + \eta] + \int dt \hat{b}_i \hat{r}_i \right).
\]

Finally, following the reverse procedure of derivation of Eq. \((2)\) from Eq. \((1)\), we arrive at the effective equation of motion of a single node \( r_i(t) \) in the large-\( N \) limit as follows:

\[
\frac{dr_i}{dt}(t) = -r_i(t) + \eta(t) + b_i(t)
\]

This result shows that, in the large-\( N \) limit, the coupling term between nodes in Eq. \((1)\) is replaced by the random time-series \( \eta(t) \), which is generated according to the probability distribution specified by the cumulants Eq. \((3)\) self-consistently.

In particular, most previous studies have been devoted to the case where only the first and the second cumulants are non-zero, i.e., \( \kappa_n = 0 \ (n > 2) \). (We can find an exceptional case, for example, in Ref. \[70\].) As is mentioned in Appendix A, these conditions are guaranteed in the large-\( N \) limit for wide classes of probability distributions \( P_\eta \). In such a simple case, by deriving the self-consistent equations for the first and the second cumulants (and introducing the two-replica formalism), we can analytically estimate various dynamical quantities, such as the maximum Lyapunov exponent with and without driving signal \[2, 13, 14\], signal to noise ratio \[4\], and memory curve \[15\]. Meanwhile, in the general case, it is possible that the random network possesses an infinite number of non-zero cumulants \( \kappa_n \). As a result, we have to deal with an infinite number of self-consistent equations. Of course, it seems analytically intractable, and thus we have no choice but to execute some numerical analysis for this case (Sec. \[V\]).

Here we give a brief comment on the case of the discrete-time network models. In the context of the RC, instead of the continuous-time model Eq. \((1)\), the following discrete-time network model, so-called \textit{Echo state network} \[8, 19\], is often investigated:

\[
r_i(T+1) = \sum_{j=1}^{N} J_{ij} \phi(r_j(T)) + b_i(T),
\]

where \( T(\in \mathbb{Z}) \) denotes the discretized time. Even for this case, the framework discussed so far can be generalized straightforwardly, and in the end, corresponding to Eq. \((9)\), we obtain the effective equation,

\[
r_i(T+1) = \eta(T) + b_i(T),
\]

where \( \eta(t) \) is the random time-series variable whose cumulants are self-consistently related to the reservoir states as

\[
\langle [\eta(T_1) \cdots \eta(T_n)]_C \rangle_{\eta} = \kappa_n C_n(T_1, \cdots, T_n).
\]

Especially for the case where \( J_{ij} \) is a Gaussian variable, the mean-field theory for these discrete-time models has already been investigated in several kinds of literature \[4, 13, 60, 77\]. Qualitative differences between

/\
continuous-time models and discrete-time models also have been suggested in Ref. [6] [13].

Before moving on to the next section, we explain why $K(q)$ should take a non-zero finite value as $N \to \infty$, from the point of view of the effective equation of motion. Let us consider the case where $K(q)$ becomes zero ($o(N^0)$). In this case, $\kappa_a$ becomes $o(N^0)$ and vanish in the limit, and then, all time-correlation functions of $\eta(t)$ also become zero from Eq. (8). These conditions can be achieved only when $\eta(t)$ is identically zero for arbitrary time. Because the effective equation of motion depends on the probability distribution $P_J$ only through $\eta(t)$, the dynamics are not changed by choice of $P_J$. Therefore, we should tune parameters for $K$ to be non-zero in the limit so that the probability distribution has non-negligible effects on the averaged dynamics.

How about the case where $K(q)$ becomes divergent? In this case, each $\kappa_a$ in Eq. (9) is not finite ($O(N^0)$) but divergent, and all time-correlation functions of $\eta$ becomes divergent. In the case where the amplitude of the external input $b_i(t)$ does not depend on the network size $N$ and has finite ($O(N^0)$) values in the limit, $\eta(t)$ takes very large values compared to it. Therefore, the terms $b_i(t)$ in the effective equation of motion (Eq. (9)) can be neglected. This argument shows that we should keep $K(q)$ finite to achieve the RC scheme.

The above arguments show the necessity of tuning to retain $K(q)$ non-zero and finite ($O(N^0)$) as $N \to \infty$. In the next section, we investigate the resultant forms of $K(q)$ by this parameter-tuning and find that they are classified into several “universality” classes.

III. UNIVERSALITY

In this section, we discuss the large-$N$ behavior of the effective action, especially the cumulant generating function term $K(q)$. As was shown in the previous sections, only $K(q)$ controls the dynamics of random networks in the $N \to \infty$ limit, and thus we should tune the parameter of the probability distribution $P_J(J_{ij})$ to remain $K(q)$ finite. Intriguingly, it is clarified that various probability distributions fall into the same form of $K(q)$, and thus, a set of the corresponding networks shows the common dynamical properties in the thermodynamic limit. This result means that the dynamics of the random network models can be classified into several universality classes, according to the large-$N$ behaviors of the generating functions of the probability distributions of the coupling constants.

A. Large-N behavior of $K$

Before entering the general discussion, we give a simple example where $P_J(J_{ij})$ equals the Gaussian distribution with variance $\sigma^2$ and zero mean. Many previous studies [2] [4] [14] [15] [18] have considered this case. The cumulant generating function $K_J(q)$ is given by

$$K_J(q) = -\sigma^2 q^2 / 2$$

and hence $K(q)$ is calculated as

$$K(q) = \lim_{N \to \infty} N K_J(q) = - \lim_{N \to \infty} N \sigma^2 q^2 / 2.$$  

In order to remain $K(q)$ finite as $N \to \infty$, we should set the $N$-dependence of the parameter $\sigma(N)$ as $\sigma(N)^2 = \bar{\sigma}^2 / N$, where $\bar{\sigma}^2$ is a $N$-independent parameter. Finally we obtain the finite $N$-independent function $K(q)$ as

$$K(q) = -\bar{\sigma}^2 q^2 / 2$$

for a Gaussian distribution with zero mean. We generalize the above procedure for an arbitrary distribution and discuss how to decide the $N$-dependence of the parameters $\theta_a(N)$.

First of all, we should identify the values which $\theta_a(N)$ approach as $N \to \infty$. These values can be readily found from the definition of $K(q)$ (Eq. (4)). When $K(q)$ remains finite in the large-$N$ limit ($K(q) = O(N^0)$), it follows from the definition of $K(q)$ that the cumulant generating function $K_J(q)$ should be represented, up to the $N$-leading order, as

$$K_J(q; \theta_a(N)) = \frac{1}{N} K(q) + o(N^{-1}),$$

which leads to

$$\lim_{N \to \infty} K_J(q; \theta_a(N)) = K_J(q; \theta_a(\infty)) = 0.$$  

This equation means that we should tune parameters to approach zeros of $K_J$ as $N \to \infty$.

Generally, zero set of the second cumulant generating function $K_J(q; \theta_a)$ can be decomposed into several manifolds in the parameter space spanned by $\{\theta_a(N)\}_{a=1, \ldots, N_{\text{params}}}$. (Mathematically, the zero set is represented as a semi-algebraic set in this setting. The semi-algebraic set consists of its irreducible components, and each component is referred to as a “manifold” here.)

The way of the parameter-tuning depends on a choice of the manifold which $K_J(q)$ approaches as $N \to \infty$, and so does the form of $K(q)$ as a result. Each of these manifolds has a fixed dimension $N_{\text{free}}$ defined as the number of parameters that can have arbitrary values on the manifold. These parameters are not needed to tune as $N \to \infty$. On the other hand, the other parameters should be controlled to approach asymptotically to the manifold if we want to remain $K(q)$ finite. The number of these parameters $N_{\text{tune}}$ equals the codimension of the manifold, that is, $N_{\text{tune}} = N_{\text{params}} - N_{\text{free}}$. Note that the value of $N_{\text{free}}$ and $N_{\text{tune}}$ differs between the manifolds, even for the same distribution.

As a demonstration, we give a simple example of the above argument. Let us consider the Gamma distribution, whose second cumulant generating function is given by
by \( K_J(q; \theta, k) = -k \log(1 - i\theta q) \), where \( k \) and \( \theta \) are non-negative real parameters. The set of parameters \( \{ \theta_a \} \) is given by \( \{ \theta, k \} \) in this case. The zeros of \( K_J(q; \theta, k) \) in the \( \theta-k \) space are (1) \( \{ (\theta, 0) \mid \theta \in \mathbb{R}_+ \} \) and (2) \( \{ (0, k) \mid k \in \mathbb{R}_+ \} \). Therefore, we should tune just \( k \) in the case (1) and \( \theta \) in the case (2) in the large-\( N \) limit. The detailed way of the parameter-tuning in each case and the corresponding universality class is given later in Sec. 11B.4.

Let us determine the \( N \)-dependence of the parameters \( \{ \theta_a(N) \} \). We give a practical way of the tuning, which is sufficient in most cases. (In Appendix B we discuss it more precisely with the renormalization group method, which is often used in studies of quantum field theories in condensed matter or high-energy physics.)

In the following, we choose one of the zeros of \( K_J(q) \), and denote parameters which are needed to tune as \( \tilde{\zeta} = (\zeta_a) \) \( (a = 1, \ldots, N_{\text{tune}}) \), and ones which are not needed to as \( \bar{\zeta} = (\zeta_o) \) \( (a = 1, \ldots, N_{\text{para}} - N_{\text{tune}}) \). Remember that \( \{ \theta_a \} = (\zeta_o, \bar{\zeta}) \) holds.

For simplicity, suppose that \( P_f \) can be described with \( N_{\text{tune}} \)-th order Taylor polynomial, in other words, its cumulants are well-defined up to at least \( N_{\text{tune}} \)-th order. Then, \( K_J \) is \( N_{\text{tune}} \)-th-order differentiable at \( q = 0 \) and can be expanded as

\[
K_J(q; \tilde{\zeta}, \bar{\zeta}) = \sum_{b=1}^{N_{\text{tune}}} \kappa_b(\tilde{\zeta}, \bar{\zeta}) \frac{(iq)^b}{b!} + R(q; \tilde{\zeta}, \bar{\zeta}),
\]

where \( R(q) \) is the so-called Peano form of the remainder and has the order of \( o(q^{N_{\text{tune}}}) \) near \( q = 0 \). \( \kappa_b \) is the \( b \)-th cumulant, which is a function of \( \tilde{\zeta} \) and \( \bar{\zeta} \). Therefore, \( K(q) \) is given by

\[
K(q) = \lim_{N \to \infty} \sum_{b=1}^{N_{\text{tune}}} \left( N \kappa_b(\zeta(N), \bar{\zeta}) \frac{(iq)^b}{b!} \right) + NR(q; \tilde{\zeta}, \bar{\zeta}). \tag{10}
\]

From this expression, it is obvious that \( \zeta(N) \) should satisfy that

\[
\kappa_b(\zeta(N), \bar{\zeta}) = \frac{\bar{\kappa}_b}{N}. \tag{11}
\]

\( \bar{\kappa}_b \) is introduced as a \( N \)-independent parameter and controls the form of \( K(q) \).

To determine \( \zeta(N) \) concretely, let us consider the map \( \tilde{F}_k : \mathbb{R}^{N_{\text{tune}}} \ni \tilde{\zeta} \mapsto \tilde{\kappa} \in \mathbb{R}^{N_{\text{tune}}} \) and its inverse map \( \tilde{F}_k^{-1} \), where \( \tilde{\kappa} = \{ \kappa_a=1,\ldots,N_{\text{tune}} \} \). More specifically, \( \tilde{F}_k \) is given by

\[
\tilde{F}_k(\tilde{\zeta}) := \tilde{\kappa}(\tilde{\zeta}, \bar{\zeta})
\]

for each fixed \( \bar{\zeta} \). Then, to satisfy Eq. \ref{eq:11}, \( \zeta(N) \) is determined as

\[
\zeta(N) = \tilde{F}_k^{-1} \left( \frac{\tilde{\kappa}}{N} \right). \tag{12}
\]

Here, \( \tilde{\kappa} = \{ \kappa_a=1,\ldots,N_{\text{tune}} \} \). We emphasize that \( \bar{\zeta} \) does not need to be tuned and is a parameter of \( K(q) \) as well as \( \tilde{\kappa} \).

One may worry about finiteness of the term \( \lim_{N \to \infty} NR(q; \theta_a(N)) \) in Eq. \ref{eq:10}. Of course this term may not be finite in some distributions; however this point does not matter practically. This is because second cumulant generating function \( K_J \) is first-order differentiable at \( \bar{\kappa} = 0 \) in most cases. When \( K_J \) is first-order differentiable, \( K(q) \) always becomes finite and is linear in \( \bar{\kappa} \). Under this assumption, \( K_J \) is expanded as

\[
K_J = \sum_{b=1}^{N_{\text{tune}}} \frac{\partial K_J}{\partial \kappa_b} \bigg|_{\bar{\kappa}=0} \kappa_b + o(\kappa_b)
\]

as \( \kappa_b \ll 1 \). Therefore, with Eq. \ref{eq:11}, we get \( K(q) \) as

\[
K = \lim_{N \to \infty} \left( \sum_{b=1}^{N_{\text{tune}}} \bar{\kappa}_b \frac{\partial K_J}{\partial \kappa_b} \bigg|_{\bar{\kappa}=0} + o(N^0) \right)
\]

\[
= \sum_{a=1}^{N_{\text{tune}}} \bar{\kappa}_b \frac{\partial K_J}{\partial \kappa_b} \bigg|_{\bar{\kappa}=0}.
\tag{13}
\]

It should be noted that from Eq. \ref{eq:13}, we find that \( K \) is linear function of \( \bar{\kappa} \) and the corresponding probability distribution has reproductivity about \( \bar{\kappa} \):

\[
K(q; \bar{\kappa}) + K(q; \bar{\kappa}') = K(q; \bar{\kappa} + \bar{\kappa}').
\]

This tuning method can be also generalized to distributions which do not have finite cumulants, such as the Cauchy distribution. The second cumulant generating function of a general probability distribution can be expanded with some linearly-independent functions \( f_k(q, \bar{\zeta}) \) as

\[
K(q) = \sum_{k=1}^{\infty} \lambda_k(\bar{\zeta}) f_k(q, \bar{\zeta}).
\]

where each \( \lambda_k \) is an expansion coefficient. The linearity-independence means that \( K(q; (\zeta(\infty), \bar{\zeta}) = 0 \) for an arbitrary value of \( q \) is equivalent to \( \lambda_k(\bar{\zeta}(\infty)) = 0 \). Then in analogy with the case of distributions with finite cumulants (Eq. \ref{eq:11}), it is sufficient to tune parameters so that

\[
\lambda_k(\bar{\zeta}(N)) = \frac{\lambda_k}{N}.
\]

Let us explain the above procedure with the Cauchy distribution, whose second cumulant generating function is given by

\[
K_J(q; \delta, \gamma) = i\delta q - |q|.
\]

It is natural to choose \( f_1(q) = iq \) and \( f_2(q) = -|q| \) as the linearly-independent functions. Because \( \lambda_1 = \delta \) and \( \lambda_2 = \gamma \), the zero of \( K_J \) is given by \( \delta = \gamma = 0 \).
Note that because $\tilde{\lambda}(\zeta) = \zeta = (\delta, \gamma)$ holds, their inverse function $F^{-1}_K(\lambda)$ is given by $F^{-1}_K(\lambda) = \tilde{\lambda}$. Then, the $N$-dependence of $\delta$ and $\gamma$ is determined as

$$
\delta = \left( F^{-1}_K \left( \frac{\tilde{\lambda}}{N} \right) \right) = \frac{\lambda_1}{N},
$$

$$
\gamma = \left( F^{-1}_K \left( \frac{\tilde{\lambda}}{N} \right) \right) = \frac{\lambda_2}{N},
$$

where each $\lambda_n$ is a $N$-independent parameters.

Although the choice of linearly-independent functions $f_k$ has ambiguity, our intention here is to give just a practical way of determining how to tune parameters, rather than a perfect one. As far as we have investigated, it is sufficient to choose them so that the numbers of $f_k$ are minimized.

Before explaining each universality class, it is instructive to comment on the difference between our tuning and the (generalized) central limit theorem. The limit we have considered so far is

$$
\lim_{N \to \infty} NK_J(q; \tilde{\theta}(N)) = (14)
$$

with $N$-dependent parameters $\theta_a(N)$, whereas the one discussed in the (generalized) central limit theorem is

$$
\lim_{N \to \infty} NK_J \left( \frac{q}{\sqrt{N}}; \tilde{\theta} \right) = (15)
$$

with $N$-independent parameters $\theta_a$. We emphasize that these limits are different. In fact, we get other forms of $K(q)$ than the Gaussian or stable distributions, which are conclusions of the (generalized) central limit theorem. Because these limits have been sometimes confused in some previous literatures, we should be careful about this difference.

### B. Universality Class

In this section, we give some examples of universality classes. Table IVB shows the summary of these examples. It should be emphasized that the following classes are just examples and that other classes are possible to be realized if we consider more complex distribution functions than those discussed below.

#### 1. Delta Class

Let us start to discuss the following form of $K(q)$:

$$
K(q) = i \bar{\mu} q. \tag{16}
$$

We notice readily that This is the same as $K_J(q)$ of the Dirac Delta distribution with the mean $\bar{\mu}$. For this reason, we refer to distributions that have the above form of $K(q)$ as the “Delta” class.

For example, the exponential and Pareto distribution are included in this class when parameters are tuned to satisfy

$$
E[J_3] = \frac{\bar{\mu}}{N}.
$$

If we tune $\theta$ in the Gamma distribution as $\theta = \tilde{\theta}/N$ and let $k$ be an $N$-independent constant, we also get Eq. (16) with $\bar{\mu} = k\tilde{\theta}$. This is the case (2) of the Gamma distribution in Sec. IIIA.

As another example, the Log-normal distribution belongs to this class. Its second cumulant generating function is given by

$$
K_J(q) = \log \left( 1 + \sum_{n \geq 1} \frac{(iq)^n}{n!} \exp \left( n\mu + n^2 \sigma^2 / 2 \right) \right).
$$

The zero of $K_J$ is $\exp(\mu) = 0$, that is, $\mu = -\infty$. Note that $\exp(\sigma^2) \geq 1$ for any real $\sigma$ and cannot become zero. The leading-order term of $K_J(q)$ around $\exp(\mu) = 0$ is

$$
K_J(q) = iq \exp(\mu + \sigma^2) + O(\exp(2\mu)).
$$

Therefore we should tune only $\mu$ so that $N \exp(\mu)$ is finite, as

$$
N \exp(\mu) = \exp(\mu'),
$$

that is,

$$
\mu = -\log N + \mu',
$$

where $\mu'$ is independent of $N$.

Then, $K$ is given by

$$
K(q) = iq \exp(\mu' + \sigma^2),
$$

which corresponds to $K$ of Dirac Delta distribution with the mean $\bar{\mu} = \exp(\mu' + \sigma^2)$.

#### 2. Gauss Class

We introduce the “Gauss class” here, whose $K(q)$ is given by

$$
K(q) = iq \bar{\mu} - \frac{\bar{\sigma}^2}{2} q^2. \tag{17}
$$

This corresponds to the second cumulant generating function of the Gaussian distribution with the mean $\bar{\mu}$ and variance $\bar{\sigma}^2$. Although Eq. (17) has a very simple form, quite many distribution which has two or more parameters belongs to this class when we tune their parameters to satisfy

$$
E(J_3) = \frac{\bar{\mu}}{N}, \quad V(J_3) = \frac{\bar{\sigma}^2}{N}. \tag{18}
$$

We confirm that the uniform, triangular, Gumbel and Laplace distribution also belong to this class. In fact, most of previous studies has been devoted to the analysis of this class with $\bar{\mu} = 0$ [12][13][15][18].

Actually this class is very wide, and in Appendix A we show that a distribution belongs to this class if it satisfies some reasonable conditions.
3. Stable Class

The “Stable class” is given by

\[ K(q) = i\tilde{\delta}q - \gamma|q|^3(1 + i\beta \text{sgn}(q)\omega(q, \alpha)), \]

where \( \tilde{\delta}, \gamma, \alpha \) and \( \beta \) are arbitrary parameters. \( \omega(q, \alpha) \) is defined as

\[
\omega(q, \alpha) := \begin{cases} 
\tan\left(\frac{\pi \alpha}{2}\right) & (\alpha \neq 1), \\
\frac{2}{\pi} \log|q| & (\alpha = 1).
\end{cases}
\]

This \( K(q) \) corresponds to \( K_J(q) \) of the stable distribution with the parameters of \( \delta = \tilde{\delta}, \ \gamma = \tilde{\gamma} \).

It should be noted that the Gauss class is a special case of the stable class with identification of \( \tilde{\delta} = \mu, \tilde{\gamma} = \sigma^2/2 \) and \( \alpha = 2 \).

4. Gamma Class

Next, we explain the “Gamma class”. \( K(q) \) of this class is given by

\[ K(q) = -\bar{k} \log(1 - i\theta q), \]

where \( \bar{k} \) and \( \theta \) are arbitrary parameters. This \( K(q) \) corresponds to the limit of \( K_J(q) \) for the Gamma distribution with \( k = \bar{k} N \) and an arbitrary constant \( \theta \), which was discussed as case (1) in Sec. IIIA.

This class is peculiar to the limit Eq. (14) considered in this study. If we consider the limit \( 15 \), we obtain \( K(q) \) of the Gaussian distribution, not the one given above.

5. Symmetrized Gamma Class

The last example is “Symmetrized Gamma class”, whose \( K(q) \) has the following form:

\[ K(q) = i\bar{\mu}q - \bar{k} \log(1 - i\theta q)(1 + i\theta q^*), \]

where \( \bar{\mu}, \bar{k} \) and \( \theta \) are arbitrary parameters. We get this class by symmetrizing the probability distribution function of the Gamma distribution and shifting the distribution by \( \mu \). That is, the probability distribution function

\[ P_J(x) = \frac{|x - \mu|^{k-1} \exp(-|x - \mu|/\theta)}{\Gamma(k)\theta^k} \quad (x \in \mathbb{R}) \]

realizes the above \( K(q) \) by tuning \( \mu \) and \( k \) as

\[ \mu = \frac{\bar{\mu}}{N}, \quad k = \frac{\bar{k}}{N}, \]

with \( \theta \) fixed.

C. Correspondence between universality class and eigenvalue spectrum

We show that the eigenspectrum of random matrix \( J \) is uniquely determined in the large-\( N \) limit by specifying the universality class to which the probability distribution \( P_J \) belongs.

According to the analogy with electrostatics discussed in Ref. [78], the number density \( \rho(\omega) = \omega = x + iy \) of eigenvalues of random matrix \( J \) is given by

\[
\rho(\omega) = -\frac{1}{4\pi} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \Psi(w). 
\]

\( \Psi \) is the electrostatic potential in two-dimensional space \((x, y) \in \mathbb{R}^2\) defined as

\[
\Psi(w) = \frac{1}{N} \int [dJ_{ij}] \times \prod_{i,j} \rho(J_{ij}) \log \det \left[ (w^*E_N - J^T)(wE_N - J) \right], \tag{19}
\]

where \( E_N \) is the \( N \times N \) unit matrix.

In the following, we show that this potential function \( \Psi \) depends only through \( K(q) \) in the large-\( N \) limit. With the Gaussian integral formula, we can rewrite Eq. (19) as

\[
\Psi = \int [dJ_{ij}] \prod_{i,j} \rho(J_{ij}) \times 
\log \left( \int [d^2z_i] \exp \left[ -z_i^*(w^*\delta_{ij} - J_{ij})(w\delta_{jk} - J_{jk})z_k \right] \right),
\]

where \([d^2z_i] = \prod_i d^2z_i/\pi\).

To evaluate the integration over \( J_{ij} \), let us use the replica method to remove the logarithm. We define \( \Psi^{(R)} \) as

\[
N\Psi^{(R)} = \int [dJ_{ij}] \prod_{i,j} \rho(J_{ij}) \times 
\left( \int [d^2z_i] \exp \left[ -z_i^*(w^*\delta_{ij} - J_{ij})(w\delta_{jk} - J_{jk})z_k \right] \right)^R.
\]

After calculating \( \Psi^{(R)} \), we analytically continue \( \Psi^{(R)} \) from \( R \in \mathbb{N} \) to \( R \in \mathbb{R} \), then the original \( \Psi \) is calculated from

\[
\Psi = \lim_{R \to 0} \frac{\Psi^{(R)} - 1}{R}.
\]

It is sufficient to our purpose to show that \( \Psi^{(R)} \), instead of \( \Psi \), depends only through \( K(q) \) in the large-\( N \) limit. \( \Psi^{(R)} \) is calculated as

\[
N\Psi^{(R)} = \int [dJ_{ij}] [d^2z_i^{(r)}] \prod_{i,j} \rho(J_{ij}) \times 
\exp \left[ -z_i^{(r)*}(w^*\delta_{ij} - J_{ij})(w\delta_{jk} - J_{jk})z_k^{(r)} \right].
\]
We have used the Gaussian integral formula to introduce the integration variables of \( y_i^{(r)} \)’s in the second equality and executed the integration over \( \mathcal{J}_{ij} \) in the third equality.

Let us introduce auxiliary fields in the same way as we did in Sec. II B. \( K_f \) can be expanded as \( K_f = K/N + \mathcal{O}(N^{-2}) \) in the large-\( N \) limit, and then \( K/N \) is expanded as

\[
\frac{1}{N} \sum_j K \left( y_i^{(r)} z_j^{(r)} + y_i^{(r)} z_j^{(r)} \right)
= \frac{1}{N} \sum_n \frac{\kappa_n}{n!} \sum_{a} \left( y_i^{(r)} z_j^{(r)} + y_i^{(r)} z_j^{(r)} \right) a^n
= \frac{1}{N} \sum_n \frac{\kappa_n}{n!} \sum_{a=0}^n \binom{n}{a} \left( y_i^{(r)} \right)^a \left( z_j^{(r)} \right)^a \left( y_i^{(r)} \right)^{n-a} \left( z_j^{(r)} \right)^{n-a}.
\]

We also use the following identity:

\[
1 = \int dC_n^{(a)} \left( C_n^{(a)} - \frac{1}{N} (z_i^{(r)})^a (z_i^{(r)})^{n-a} \right)
= \frac{N}{2\pi} \int d\bar{C}_n dC_n^{(a)} \exp \left[ -i\bar{C}_n \left( C_n^{(a)} - \frac{1}{N} (z_i^{(r)})^a (z_i^{(r)})^{n-a} \right) \right].
\]

Performing these transformations, finally we obtain the averaged generating function and the effective action in the following form:

\[
\Psi^{(R)} = \int \prod_{n=1}^\infty \prod_{a=1}^n dC_n^{(a)} d\bar{C}_n e^{-NI_1}.
\]

\( I_1 \) is defined as

\[
I_1[C, \hat{C}] := -\frac{1}{N} \sum_{i=1}^N \log \left[ \int [dz_i dy_i] e^{\hat{I}_1[y_i, z_i, C, \hat{C}]} \right]
+ i \sum_{n=1}^\infty \sum_{a=1}^n C_n^{(a)} \bar{C}_n^{(a)},
\]

where \( \hat{I}_1 \) is given by

\[
\hat{I}_1[y_i, z_i, C, \hat{C}]
:= -y_i^{(r)} y_i - i wy_i^{(r)} z_i^{(r)} - i w^* z_i^{(r)} y_i^{(r)} + \frac{1}{i} \sum_{n=1}^\infty \sum_{a=1}^n \left( \frac{\kappa_n}{n!} \binom{n}{a} \right) \bar{C}_n^{(a)} (y_i^{(r)})^a (y_i^{(r)})^{n-a} + C_n^{(a)} (z_i^{(r)})^a (z_i^{(r)})^{n-a}.
\]
| Distribution  | Probability distribution function | Parameter scaling | log $K_j(q)$ | $K(q)$ |
|--------------|----------------------------------|------------------|-------------|--------|
| Delta        | $\delta(x - \mu)$                | $\mu = \frac{\bar{\mu}}{N}$ | $i\mu q$    | $i\mu q$ |
| Exponential  | $\lambda \exp(-\lambda x)$       | $\lambda = \frac{\bar{\mu}}{N}$ | $-\log(1 - iq\lambda^{-1})$ | $i\mu q$ |
| Log-normal   | $\frac{1}{\sqrt{2\pi \sigma x}} \exp\left(-\frac{(\log x - \mu)^2}{2\sigma^2}\right)$ | $\mu = \log \frac{\bar{\mu}}{N} - \sigma^2$ | $\log \left(\sum_{n=0}^{\infty} \frac{(it)^n}{n!} e^{n\mu + n^2 \sigma^2} \right)$ | $i\mu q$ |
| Normal       | $\frac{1}{\sqrt{2\pi \sigma^2}} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)$ | $\mu = \frac{\bar{\mu}}{N}, \sigma = \frac{\bar{\sigma}}{\sqrt{N}}$ | $i\mu q - \frac{\sigma^2 q^2}{2}$ | $i\bar{\mu}q - \frac{\bar{\sigma}^2 q^2}{2}$ |
| Uniform      | $\frac{\chi_{[a,b]}}{b-a}$        | $b = \frac{\mu}{N} + \sqrt{\frac{3}{N} \sigma}, a = \frac{\mu}{N} - \sqrt{\frac{3}{N} \sigma}$ | $i\mu q + \log(\text{sinc}(\sqrt{3\sigma}q))$ | $i\bar{\mu}q - \frac{\bar{\sigma}^2 q^2}{2}$ |
| Gumbel       | $\exp\left(-\exp\left(-\frac{x - \mu}{\eta}\right)\right)$ | $\mu = \frac{\bar{\mu}}{N} - \gamma \sqrt{\frac{6}{\pi^2 N} \sigma}, \eta = \sqrt{\frac{6}{\pi^2 N} \sigma}$ | $i\mu q + \log(1 - iq)$ | $i\bar{\mu}q - \frac{\bar{\sigma}^2 q^2}{2}$ |
| Stable       | (undefined)                       | $\delta = \delta, \gamma = \gamma$ | $i\delta q - \gamma |z|^{\alpha} \text{sgn}(z)\omega(z, \alpha)$ | $i\bar{\delta}q - \gamma |z|^{\alpha} \text{sgn}(z)\omega(z, \alpha)$ |
| Cauchy       | $\frac{1}{\pi} \frac{\gamma}{(x - x_0)^2 + \gamma^2}$ | $x_0 = \frac{\bar{x}_0}{N}, \gamma = \frac{\bar{\gamma}}{N}$ | $i\bar{x}_0 q - \gamma |q|$ | $i\bar{x}_0 q - \gamma |q|$ |
| Gamma        | $\frac{x^{k-1} \exp(-x/\theta)}{\Gamma(k) \theta^k}$ | $k = \frac{\bar{k}}{N}$ | $-k \log(1 - iq)$ | $-k \log(1 - i\bar{q} \bar{\eta})$ |
| symmetrized-Gamma | $\frac{|x - \mu|^{k-1} \exp(-|x - \mu|/\theta)}{\Gamma(k) \theta^k}$ | $\mu = \frac{\bar{\mu}}{N}, k = \frac{\bar{k}}{N}$ | $\exp(i\mu q) \times \text{Re} \left[\exp(-k \log(1 - i\theta q))\right]$ | $i\mu q - \frac{k}{2} \log(1 - i\theta q)(1 + i\theta q^*)$ |

**TABLE I.** Relations between distribution functions and their form of $K(q)$. $\chi_{[a,b]}$ appeared in the probability distribution function of the uniform distribution is the indicator function.
Although Eq. (20) and Eq. (21) are a little bit complicated, we do not have to calculate any more. In the large-$N$ limit, the saddle point approximation for the integration over $C^n$ and $C^a$ becomes exact. From Eq. (20) and Eq. (21), it is obvious that the saddle point depends $P_J$ only through $\kappa_n$, i.e. $K(q)$, and so does $\Psi$. This means that the eigenvalue spectrum $\rho$ can be classified by $K(q)$ in the large-$N$ limit.

Therefore, we proved that each class of the eigenvalue spectrum of the large random matrix $J$ has one-to-one correspondence to each universality class. In particular, when we apply this discussion to the Gauss class, we reproduce the Girko’s circular law [78] [79].

For confirmation of the above correspondence, we perform numerical calculations of eigenvalue spectrum for several universality classes, shown in Fig. 4. As for the Gaussian distribution Fig. 1 (a), the eigenvalues are located almost uniformly in the unit disk, except the real axis and the region around $z = 1.5$. This uniformness is the result of Girko’s circular law. The dense region of eigenvalues on the real axis is caused by the finite size effect, which has been discussed in Ref. [78]. Furthermore, the dense region around $z = 1.5$ is caused from the effect of non-zero mean ($E[J_{ij}] = J_0/N = 1.5/N$) of the random matrix $J_{ij}$. This is because the peak of this region appears around the mean $\bar{\mu} = J_0$ of $K$, when we change the mean to $J_0 = 1, 1.5, 2$.

On the other hand, the eigenvalues of the random matrix sampled from the Gamma distribution Fig. 1 (b) and symmetrized-Gamma distribution Fig. 1 (c) do not show such uniformness and are located almost on the origin. Especially in the former case, the distribution also has a dense region on the real axis and a small peak around $z = 1.5$. From the comparison between (b) and (c), we understand that these characteristics can be regarded as the same effect as in the Gaussian case. In particular, it is noteworthy that the concentration of eigenvalues at the origin is far from the circular law. These differences between the Gauss and Gamma classes are expected to distinguish their response characteristics, such as the dynamic range against input signals.

These numerical results support the correspondence between universality and the eigenvalue spectrum in the large-$N$ limit.

IV. COMMENTS ON PRACTICAL CHOICES OF NETWORK STRUCTURE

In a practical implementation of RCs, we often select the random coupling constant $J_{ij}$ to be not fully connected. Moreover, it is also customary to choose the spectral radius of $J_{ij}$ as a control parameter, rather than the parameters of the probability distribution. In this section, we comment on the relation between the theory discussed above and these practical choices of $J_{ij}$.

A. Sparse networks

In Sec. III the way of parameter tuning was demonstrated only for “fully connected” networks. Whereas previous studies often use a not fully connected network, such as the Erdős-Rényi network, in the implementation of RC to reduce the computational cost [22] [23]. In this case, we need to take a different way of tuning from the previous one. Here, we explain that not fully connected networks also have universality.

To classify the sparsity of the networks, we introduce the average number of connected nodes for every node as $k(N)$ $(0 < k(N) \leq N)$. The network is fully connected if $k(N) = N$, dense if $k(N) = O(N)$, and sparse if $k(N) = o(N)$ as $N \to \infty$. Especially if $k(N) = O(N^0)$, the network is called truly sparse.

In the following, we show that dense and (not truly) sparse networks have universality. Because each of the coupling constants $J_{ij}$ are set to be zero with the probability of $1 - k(N)/N$, the probability distribution function of $J_{ij}$ is described as

$$P_J(J_{ij}) = \left(1 - \frac{k(N)}{N}\right) \delta(J_{ij}) + \frac{k(N)}{N} P_s(J_{ij}),$$

where $P_s$ is some probability distribution function. Then $K_J(q)$ is given by

$$K_J(q) = \log \left(1 - \frac{k(N)}{N} + \frac{k(N)}{N} \exp(K_s)\right), \quad (22)$$

where $K_s(q)$ is the second cumulant generating function of $P_s$. Recall that we should tune parameters in the way to satisfy $\lim_{N \to \infty} K_J(q) = 0$. This fact and Eq. (22) deduce that $K_s(q)$ should be tuned to satisfy

$$\lim_{N \to \infty} \frac{k(N)}{N} \left(\exp(K_s(q)) - 1\right) = 0.$$

Therefore, $K_J(q)$ is expressed up to the leading-order in the $N \to \infty$ limit as

$$K_J(q) = \frac{k(N)}{N} \left(\exp(K_s(q)) - 1\right) + \text{(higher order terms)}.$$

With this expression, $K(q)$ is given by

$$K(q) = \lim_{N \to \infty} k(N)(\exp(K_s(q)) - 1).$$

In the dense and (not truly) sparse network, $k(q)$ has an asymptotic form such as

$$k(N) \sim cN^{-\alpha}$$

with some positive constant and $\alpha (0 < \alpha \leq 1)$. Note that the case $\alpha = 0$ corresponds to the truly sparse network and that the fully connected network is realized in the case $\alpha = c = 1$. We take $k(N) = cN^\alpha$ in the following for simplicity. Our argument holds straightforwardly.
for any function $k(N)$ which diverges in the $N \to \infty$, such as $\log N$, because all we need to do is exchange $N^\alpha$ to $k(N)$.

Since $k(N)$ diverges as $N \to \infty$, $K(q)$ should becomes zero in this limit to keep $K(q)$ finite. Then, to calculate $K(q)$, we may just consider the limit

$$K(q) = \lim_{N \to \infty} k(N)K_s(q) = c \lim_{N \to \infty} N^\alpha K_s(q).$$

This expression is the same as the definition of $K(q)$ (Eq. (1)), where $N$ is replaced to $N^\alpha$. Therefore, the discussion in Sec. II A can be applied for dense or sparse networks, and it is sufficient to determine the $N$-dependence of parameters $\zeta_a(N)$ as

$$\zeta_a(N) = (F^{-1}_a(\alpha_b/N^\alpha)),$$

where $F^{-1}$ is given in Eq. (12). As a result, Eq. (1) and Eq. (12) become Eq. (23) and Eq. (24) by replacing $N$ to $N^\alpha$, respectively. Therefore, we find that $K(q)$ in dense or sparse networks can be classified into the same universality classes for the fully connected networks.

### B. Universality in controlling spectral radius

Here we study the relationship between rescaling of the coupling matrix $J_{ij}$ and the universality. In the previous studies, the matrix $J_{ij}$ is usually rescaled to control its spectral radius, defined as the absolute maximum of its eigenvalues. We denote the spectral radius of the matrix $J_{ij}$ by $\rho(J_{ij})$. The reason for adjusting $\rho(J_{ij})$ is that it plays a crucial role in determining the dynamics and computational performance of the RC. Actually, in the case $\rho(J_{ij}) < 1$, the network holds the echo-state property [8], which is believed to be necessary for the RC to work well at the learning tasks.

Let us control the spectral radius of $J_{ij}$ in the following way. We first sample $J'_{ij}$ from some probability distribution $P(J'_{ij})$ with $N$-independent parameters. Then, we determine $J_{ij}$ as

$$J_{ij} = J'_{ij} \times \frac{r}{\rho(J'_{ij})}$$

(25)

to set its spectral radius to be an arbitrary non-negative number $r$, that is, $\rho(J_{ij}) = r$. This is because $\rho(J_{ij}) = \rho(J'_{ij} \times \frac{r}{\rho(J'_{ij})}) = \rho(J'_{ij}) \times \rho(J'_{ij}) = r$.

Let us consider the case that the spectral radius scales as

$$\rho(J'_{ij}) \sim c\sqrt{N}$$

(26)

with some positive constant $c$, which is determined from $P(J'_{ij})$ as $N \to \infty$. A typical example is the circular law in the random matrix theory [79, 80]. It states that an eigenvalue distribution function of a $N \times N$ matrix sampled from i.i.d with zero mean and finite variance is asymptotically given by the probability density function of the uniform distribution on a disk of radius $\sigma\sqrt{N}$ such as

$$P_{sc}(\lambda) = \begin{cases} \frac{1}{\pi\sigma^2N} & (|\lambda| < \sigma\sqrt{N}) \\ 0 & \text{(otherwise)} \end{cases}$$

in the $N \to \infty$ limit. $\sigma$ is the variance of the sampling probability distribution for the components. It follows from this law that the spectral radius $\rho$ is $\sigma\sqrt{N}$, the value at the edge of support of $P_{sc}$.

Given this behavior, we can discuss the effect of rescaling of $J_{ij}$ and the probability distribution of $J_{ij}$. Eq. (25) and Eq. (26) lead to scaling of $J_{ij}$ as $J_{ij} = \frac{r}{\sqrt{N}}J'_{ij}$. Let $K'(q)$ be the second cumulant generating function of $J'_{ij}$, then $K(q)$ is given by

$$K_q = K'(\frac{r}{\sqrt{N}}q).$$

Therefore we get

$$K(q) = \lim_{N \to \infty} NK'(\frac{r}{\sqrt{N}}q),$$

which is essentially the same limit as one considered in the (generalized) central limit theorem (Eq. (15)). As a result, we find that $K(q)$ belongs to just the Gauss or stable class when we control the spectral radius of the random coupling matrix $J_{ij}$.

### V. NUMERICAL CALCULATION

In the previous sections, we have clarified the relation between the network structure, especially the probability distribution of the coupling constant $P(J_{ij})$, and the universality of the network dynamics in the large-$N$ limit. The delta and the Gauss class have already been investigated in detail in previous studies [2, 14, 15, 18]. They can be treated with a closed set of (self-consistent) equations for the 1- and 2-point correlation functions of the reservoir states. Owing to this simplicity, for these classes, we can analytically determine the phase diagram (introduced later in Sec. V A) in the parameter space [2, 6, 15, 81] and evaluate various dynamical quantities under driving signals, such as the maximum Lyapunov exponent and the memory curve [15, 60, 77]. On the other hand, for more general universality classes such as the Gamma and the stable class, we need to deal with an infinite number of the self-consistent equations for all cumulants, which would be intractable without a numerical approach in general.

For these reasons, in this section, we will perform some numerical calculations for the Gauss and the Gamma classes and compare each result to clarify the role of the higher-order statistics in the network dynamics. Furthermore, we give a discussion on the relation between these results and the edge of chaos. More specifically, we give
FIG. 2. Phase diagram of the Gaussian network with the network size $N = 1000$ and the mean $E[J_{ij}] = J_0/N$ and the variance $E[J_{ij}^2] = J^2/N$ of the connectivity. (a) Site-mean and (b) Site-variance of the reservoir states $\phi(r_i)$, which are averaged over 100 trials. (c) Phase diagram of the steady state of the Gaussian network. We show the site-mean (orange) and the site-variance (blue) of the reservoir states in the parameter space. (d) Color map of the spectral radius of a random matrix for $N$ trials. (e) The colormap of the ensemble median of the Lyapunov exponent for Eq. (27) for the Gaussian Network with $N = 500$. The black line shows the zero contour and the gray area indicates that the exponent is in the range $[0, 0.001]$. (f) Median of the Lyapunov exponent for 100 ensembles. Here, we set $J_0 = 0$ and plot $N = 100, 500$ and 1000 by green, orange and blue dots, respectively. The error bars indicate the interquartile range.

A. Autonomous case : Phase diagram

Here we investigate phase diagrams of the steady state of random neural networks under no driving input (we refer to it as merely “a phase diagram”). To this end, for every value in the parameter space, we iterate Eq. (27) over enough time steps (5000 steps) for the reservoir state to reach the steady state and record the reservoir state at the final time step $t_f = 5000$. The results for the Gaussian and Gamma networks are shown respectively in Fig. 2 and Fig. 3. Their vertical and horizontal axes are set to be $1/J$ and $J_0/J$ with the mean $E[J_{ij}] = J_0/N$ and the variance $V[J_{ij}] = J^2/N$ for each network. More specifically, we set $\mu = J_0/N$ and $\sigma^2 = J^2/N$ for the Gaussian network and $\theta = J^2/J_0$ and $k = J_0^2/J^2N$ shown below, to investigate several fascinating dynamical properties of random networks, including the dynamical transition from a fixed point to chaotic behavior and the edge of chaos in the computational performance.
FIG. 3. Phase diagram of the Gamma-distributed random neural network with the network size $N = 500$ and the mean $E[J_0] = J_0/N$ and the variance $E[J^2] = J^2/N$ of the connectivity. (a) Site-mean and (b) Site-variance of the reservoir states, which are averaged over 100 trials. (c) Phase diagram of the steady state of the Gamma-distributed random neural network. We show the site-mean (orange) and the site-variance (blue) of the reservoir states in the parameter space. (d) Color map of the spectral radius of random matrix sampled from the Gamma distribution for $N = 500$. (e) The colormap of the ensemble median of the Lyapunov exponent for Eq. (27) for the Gamma Network with $N = 500$.

for the Gamma network. In (a) and (b) in these figures, respectively, we show the site mean and variance of $\phi(r_i(t_f))$, averaged over all trials. These figures are combined into a single color map in (c), with the mean and variance of the sites represented in blue and orange, respectively.

We have also confirmed that the phase diagrams discussed here can be reproduced robustly and universally for various system sizes ranging from $N = 100$ to $N = 1000$, and also for any distribution within an identical class (For example, the Gaussian distribution, uniform distribution, and the Laplace distribution for the Gauss class). In this sense, the theory of random network dynamics in the large-N limit, discussed in the previous section, gives a good description of their phase diagrams even for large- but finite-size networks.

Fig. 2 (c) and Fig. 3 (c) can be understood from a physical viewpoint as follows. The white regime has vanishing site-mean and variance of the reservoir states. It illustrates the realization of a trivial quiescent regime, where all the network nodes converge to a stable fixed point $r_i = 0$ for $i = 1, \ldots, N$. The blue regime is also a quiescent regime, but it has two stable fixed points $r_i = \pm r_*$ ($i = 1, \ldots, N$), where $r_*$ is determined by the parameter values $(1/J, J/J_0)$. Our simulations sampled the initial reservoir states $r_i(0)$ from the uniform distribution on the interval of $[0, 1]$ to make only one fixed point ($r_i = r_*$) appear in the long time limit. The transition from the white regime to the blue one is analogous to a paramagnetic-ferromagnetic transition in spin systems, and so we refer to each regime as the unpolarized and the polarized ordered regime. On the other hand, the orange (gray) regime, which has zero (non-zero) mean and finite variance of the reservoir states, is more complicated to understand because each regime has different attractor structures, respectively, for the Gauss and Gamma classes. In the case of the Gaussian class, the finite variance suggests the appearance of chaotic dynamics. It is well-known that the analytical results for $J_{ij}$-averaged networks show the direct transition from the quiescent regime to the chaotic one at the boundary of the white and orange regimes on the contour line of $1/J = 1$ in the large-N limit. However, the actual simulation indicates multiple transitions from a fixed point $r_i = 0$ to a limit cycle (torus) or chaotic behavior around $1/J = 1$ due to the finite size effect. This observation is qualita-
ponent of the Gaussian network with $E$ shows the colormap of the median of the Lyapunov evolution of orbits with different initial states. Fig. 2 (e) autonomously model. The Lyapunov exponent quantitatively measures the rate of separation in the time evolution of orbits with different initial states. Fig. 2 (e) shows the colormap of the median of the Lyapunov exponent of the Gaussian network with $E[J_{ij}] = J_0/N$ and $V[J_{ij}] = J^2/N$ in the $(J_0/J, 1/J)$ space with $N = 500$. The black line shows the zero contour and the gray area indicates that the exponent is in the range $[0, 0.001]$. The tendency of the distribution of the exponent in the parameter space is consistent with the phase diagram Fig. 2 (c). The random network becomes chaotic in the region below the black line. This curve is different from the contour of $J$’s spectral radius of 1 that is represented by the dotted line. However, this black curve in the area $1/J < 1$ asymptotically reaches the dotted line, as shown in Fig. 2 (f). Fig. 2 (f) shows the median of the Lyapunov exponents for 100 ensembles for the networks with $J_0 = 0$, corresponding to the left-end in the 2-dimensional phase space, for $N = 100, 500, 1000$ with green, orange and blue dots. The error bars represent the interquartile range. In each case of the network size $N$, the ranges only appear in the positive or negative regions of the exponent. Thus, one can immediately identify if the system is order or chaotic. The switching point of its sign corresponding to the phase change approaches zero as $N$ increases.

Furthermore, it is noteworthy that Fig. 2 (c) has the same structure as the phase diagram of the Sherrington-Kirkpatrick (SK) model for spin glass [82]. These structures of the phase diagram and analogy with the SK model have been discussed in detail in several previous works [2, 15, 81, 83].

Contrary to this, for the Gamma class, higher-order statistics drastically change the attractor structures in the phase diagram. In this case, a finite variance of the reservoir states never indicates the appearance of dynamical states such as a chaotic attractor or limit cycle. Instead, reservoir states converge to a site-dependent fixed point throughout the regime with finite variance in Fig. 2 (c). Each reservoir state $\{r_i\}$ has a different value at this fixed point, depending on the site and the trial of $J_{ij}$. For this reason, we refer to such a phase as random fixed point phase. Furthermore, while the spectral radius of the connectivity matrix $J_{ij}$ affects the location of the phase boundary for the Gaussian network, such a correspondence does not seem to exist for the Gamma network (See (d) in Fig. 2 and Fig. 3).

As another example of networks with the contribution of higher-order statistics, let us consider the symmetrized Gamma network, a network with the connectivity matrix $J$ sampled from the symmetrized Gamma distribution parameterized as the mean $E[J_{ij}] = J_0/N$ and the variance $V[J_{ij}] = J^2/N$ and the fourth cumulant $\langle J^4_{ij} \rangle_c = J^4/(J_0N)$. This distribution can be implemented by symmetrizing the Gamma distribution with the mean $E[J_{ij}] = J_0/N$ and the variance $V[J_{ij}] = J^2/N$. The components of $J$ in this network distribute symmetrically around the origin and the symmetrized Gamma distribution has non-negligible higher-order cumulants in $K(q)$. We show the numerical results of the phase diagram in the Fig. 4 where the vertical and horizontal axes are set to be $1/J$ and $J_0/J$. Fig. 4 (c) shows the ensemble median of the Lyapunov exponent with $N = 500$ for 100 ensembles. The black line and the gray area are the same as in Fig. 2 respectively.

The symmetrized Gamma network always shows the zero mean of $\phi(r_i)$ for any parameter value and is possible to have the non-zero variance for $J_0/J \gtrsim 0.5$. We notice that the tendency of the distribution of the exponent is consistent with the phase diagram shown Fig. 4 (a) and also with the spectral radius Fig. 4 (b). Unlike the
For any parameter, and thus the ensemble variance of the Gaussian networks in previous studies \[13–15\].

This behavior is known as stimulus-dependent suppression of chaos and investigated analytically, especially for the Gamma network. We can find the chaotic phase in the bottom right in the phase space. Especially when we fix the value of \( J_0/J \) above 0.5, the phase diagram for \( 1/J \) has a similar structure to that for the Gaussian network with vanishing mean. Actually, as shown in Fig. 4 numerical results of the maximum Lyapunov exponent suggest that the symmetrized Gamma class shows multiple transitions from an ordered phase to a limit cycle (torus) phase to a chaotic phase, as well as the Gaussian network.

### B. Input-driven case

In this subsection, we consider what changes arise in the response properties to external signals due to the higher-order statistics and the resulting difference in the phase diagram of each universality class. First, we simulate the common signal-induced synchronization under chaotic signals, which is essential for the RC. Second, we demonstrate the time-series prediction task for the chaotic inputs with the RC scheme and show that the best computational performance is achieved near the boundary of the regime with finite site variance.

Throughout this subsection, we use the \( x \)-coordinate of the Lorenz system \( x(t) \) \[64\] as a chaotic input signal and put \( b_i(t) \) in Eq. (27) as \( b_i(t) = W_i x(t) \), where the \( W_i \) are sampled from independent normalized Gaussian distributions. \( x(t) \) are normalized to have zero mean and a unit of variance over the total time steps.

#### 1. Common-signal-induced synchronization

Here we analyze the relationship between the phase diagram and the common signal-induced synchronization. For this purpose, we iterate Eq. (27) under chaotic inputs over 100,000 time-steps and record the reservoir state at the final time step \( t_f \). We take 100 trials of this calculation, more precisely, ten samples of \( J \) and ten ensembles of the initial states of \( r \) for each \( J \). The initial states are sampled independently from the uniform distribution on the interval \([0, 1]\). Then, we calculate the variance of \( r_i(t_f) \) over all the ensemble of initial states \( r_i(0) \) for each \( J \), and average it over all sites. In particular, vanishing variance suggests that common signal-induced synchronization is accomplished in the random network.

The numerical result for the Gaussian network is shown in Fig. 5. Comparing with Fig. 2(e), we readily find that the chaotic phase shrinks by the driving input, which means that the external input effectively decreases the Lyapunov exponent of the network system. This behavior is known as stimulus-dependent suppression of chaos and investigated analytically, especially for the Gamma networks in previous studies \[13–15\].

On the other hand, we can confirm that the Gamma networks show common signal-induced synchronization for any parameter, and thus the ensemble variance of \( r_i(t_f) \) becomes zero all over the parameter space. (Figure for this case is not shown.) Namely, the input time-series always causes common signal-induced synchronization for any parameters in the Gamma networks.

![FIG. 5. Common signal-induced synchronization for input signal of the Lorenz system in Gaussian network (\( N = 500 \)). The color map shows the site average and \( J \)-average of the variance of \( \tanh(r_i(t_f)) \) over all the ensemble of initial state \( r_i(0) \).](image)

#### 2. Time-series prediction task

In this part, we perform a time-series prediction task for the Lorenz system time-series \[23, 24\]. Our computational scheme is essentially based on that in Ref. \[23\].

In the present task, we use the normalized \( x \)-coordinate of the Lorenz systems \( x(t) \) as input data as in the previous task and attempt to predict the concurrent \( y \)-coordinate of the system \( y(t) \). First, in the training process, we sample a random initial state \( r_i(0) \) from the uniform distribution on \([0, 1]\) and iterate Eq. (27) under the driving signal \( x(t) \) up to the transient time \( T_{\text{trans}} \). Here we choose \( T_{\text{trans}} \) to be large enough to guarantee that the reservoir state loses the memory of its initial state by common signal-induced synchronization. After that, we record all reservoir states generated from Eq. (27) over 100,000 (=: \( T_{\text{train}} \)) time-steps. Then we train linear readout parameters \( W_{\text{out}}^i \) to minimize the mean squared error (MSE) between the estimated values \( \hat{y}(t) = \sum_j W_{\text{out}}^{i,j} r_j(t) \) and the actual value \( y(t) \). Since this is a simple linear regression problem, we can solve it analytically and obtain the optimal value of \( W_{\text{out}}^i \) as

\[
W_{\text{out}}^{i,j} = \frac{N}{j=1} (R^{-1})_{i,j} B_j,
\]
where

\[ R_{ij} := \sum_{t=T_{\text{train}}}^{T_{\text{trans}}} r_i(t)r_j(t), \quad B_j := \sum_{t=T_{\text{train}}}^{T_{\text{trans}}} r_j(t)y(t). \]

If the training is successfully done, the readout of the reservoir output \( \hat{y}(t) = \sum_j W_{\text{out}}^j r_j(t) \) should yield a good approximation for the actual value of \( y(t) \). Preparing another time-series of the Lorenz system generated from the other random initial state as the test data, we perform the time-series prediction task and evaluate the MSE. Here we drop the early time-series up to the transient time \( T_{\text{trans}} \), as in the training case. We perform this procedure for any parameter values \((1/J, J_0/J)\) over 100 ensembles of the random coupling constant \( J_{ij} \), and lastly, calculate the average and variance of MSE over all the ensembles. We show the numerical results in Fig. 6 for the Gauss, Gamma, and symmetrized Gamma classes.

First, paying attention to the results for the Gauss class, we readily notice the remarkable improvement of the computational performance – a sharp decrease of the mean and variance of MSE – around the boundary of the chaotic phase, namely, edge of chaos \([4, 15, 54–58]\). In these previous works other than Ref. [55], they focused mainly on the case where the coupling constant sampled from the Gaussian distribution with vanishing mean. Thus, it was still unclear what role the non-zero mean value of the coupling plays in computation at the edge of chaos. As we can understand by comparison with Fig. 2 (e) and Fig. 6, the drastic behavior mentioned above appears only in the particular regime where the maximum Lyapunov exponent is near zero and the common signal-induced synchronization is realized. We can confirm that similar behavior can be observed even in the symmetrized Gamma class, as shown in Fig. 6 (e) and (f).

Further remarkable is that the best computational performance is achieved around the boundary between the polarized ordered and chaotic regimes. It seems that the minimum of the MSE is attained near the tricritical point \((J_0/J, 1/J) = (1, 1)\), which is a point at which three-phase coexistence terminates in the phase diagram (Fig. 2(c)). Interestingly, we get better computational performance in the ordered phases than in the chaotic phase, around the minimum point. This behavior contrasts with the results on the line \( J_0 = 0 \), where the edge of chaos has been most investigated, and the computational performance is relatively better in the chaotic regime (see also Ref. [4, 15]). As shown in Fig. 7, such computational improvement is not observed near the boundary between the unpolarized and polarized phases far away from the tricritical point.

On the other hand, the Gamma class (Fig. 6 (c) and (d)) provides us with a further notable feature. Even
though the Gamma network does not exhibit chaotic dynamics as shown in Sec. II A, drastic improvement of the computational performance appears around the boundary of the random fixed point phase. This behavior is analogous to that at the edge of chaos in the Gaussian network, and the best value of MSE is quantitatively comparable to that in the Gaussian network. These results suggest that a chaotic phase (or the boundary) is not necessarily needed to improve computational performance.

VI. DISCUSSION AND CONCLUSION

In this paper, we have described a path integral approach to the dynamics of general randomly connected neural networks beyond the Gaussian assumption. We have provided a dynamical mean-field method to these problems, which describes the network dynamics exactly in the large-\(N\) limit and classified these networks into several universality classes. Under this approximation, the inter-nodes coupling term in Eq. (1) is replaced by several universality classes. Under this approximation, in the large-\(N\) problems, which describes the network dynamics exactly, we have provided a dynamical mean-field method to these neural networks beyond the Gaussian assumption. We have approached the dynamics of general randomly connected networks, which may be understood from the point of view of the reservoir states. In the last part of Sec. III, we have also argued that networks with the controlled spectral radius belong to the Gauss class.

In the latter half of this paper, we have performed several numerical simulations to demonstrate how the contribution of higher-order statistics changes the dynamical or informational properties. First, we have confirmed that the Gamma (and symmetrized Gamma) network has different attractor structures in the parameter space compared with the Gaussian network. We have also mentioned a finite size effect in the attractor structures of the Gaussian network with an analysis of the maximum Lyapunov exponents. We have confirmed no direct transition of the attractor from the fixed point to the chaotic behavior in a finite Gaussian network, but a limit-cycle phase appears between them. Interestingly, the differences in the attractor structures have appeared clearly in the computational performance, and especially, the best performance has been realized in the boundary of the phase with finite variance in Fig. 2 and Fig. 3. In particular, these observations in the Gamma network suggest that the boundary of a chaotic phase is not necessarily needed to improve the computational performance, and instead, the complexity of the attractor structure is crucial. These results seem to be beyond our conventional understanding and may provide a new perspective on the discussion of the edge of chaos.

Finally, we would like to give our future perspective. As a major premise, it is crucial to understand the origin of the dynamical or informational functionality of structured networks, such as brains or trained artificial neural networks, in the research of neurophysics or machine learning. In these networks, essentially, we cannot neglect the influence of higher-order statistics, and their effects are never tractable in the picture based on the Gaussian network model. We believe that our work might provide some clues to understand their role in network dynamics. It is interesting to investigate the relation between the eigenvalue spectrum of \(J_{ij}\) and the dynamical range of random networks. It is also curious to determine in which types of tasks higher-order statistics play an essential role. These issues will be an interesting future work bridging the random network models and more realistic structured network systems.

Another important direction is to develop a method to calculate the measure of computational performance, such as the mean squared error in the path integral framework. Primarily, a recent study [84] has reported that the double decent phenomenon occurs when the node size \(N\) becomes extremely large, i.e., the computational performance first gets worse and then gets better. This phenomenon may be understood from the point of view of large-\(N\) expansion in the path integral framework with such a method.

We have given some examples of the universality classes in Sec. IV and the complete classification of...
them is left as another future problem. Although this classification can be done with which cumulant does not vanish in principle, it is non-trivial what classes are realized under some constraints such as finiteness of cumulants, the number of parameters, differentiability of the cumulant generating function with respect to the parameters.

Furthermore, it is left to be solved as a purely mathematical problem to determine the concrete form of the eigenvalue spectrum density in the large-\(N\) limit for each universality class.
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**APPENDIX**

**Appendix A: Wideness of Gauss Class**

In this appendix, we give a theorem related to the wideness of the Gauss Class, which states that if the distributions satisfy some conditions, their \(K\) has a Gauss-like form.

**Theorem 1.** If (i) a distribution has finite mean \(\mu\) and variance \(\sigma^2\), (ii) \(N_{\text{tune}}\) is two or more at some of it zeros, (iii) its second cumulant generating function \(K_J\) is first-order differentiable at \(\mu = \sigma^2 = 0\), and (iv) there exists a probability distribution \(P_K\) whose has \(K\) as the second cumulant generating function, then the form of \(K\) at the zero is given by the following form:

\[
K = i\bar{\mu}q - \frac{\bar{\sigma}^2}{2}q^2 + \bar{\sigma}^2 R(q),
\]  

(A.1)

where \(R(q)\) is some function of \(q\) and \(o(q)\) quantity around \(q = 0\).

In the following, we give the proof. We denote parameters to tune as \(c_n\) for \(n = 1, 2, \ldots, N_{\text{tune}}\). Because of the supposition (i) and (ii), we can regard the mean \(\mu\) and variance \(\sigma^2\) as parameters instead of \(c_1\) and \(c_2\), without loss of generality.

From the supposition (iii) and Taylor’s theorem, \(K_J\) is expressed as

\[
K_J(q; \mu, \sigma, \zeta_{a \geq 3}) = K_J(0, 0, \zeta_{a \geq 3}) + \mu \frac{\partial K_J}{\partial \mu} \bigg|_{\mu = \sigma^2 = 0} + \sigma^2 \frac{\partial K_J}{\partial \sigma^2} \bigg|_{\mu = \sigma^2 = 0} + o(\mu, \sigma^2).
\]

It is obvious that we should tune \(\mu\) and \(\sigma^2\) in the same way as Eq. (18), like

\[
\mu = \frac{\bar{\mu}}{N}, \sigma^2 = \frac{\bar{\sigma}^2}{N}.
\]

As for \(\zeta_{a \geq 3}\), we do not have to specify their tuning in the following argument.

Then, \(K(q)\) becomes

\[
K = \bar{\mu} F_\mu(q) + \bar{\sigma}^2 F_\sigma(q) + F(q),
\]  

(A.2)

where

\[
F_\mu(q) := \frac{\partial K_J}{\partial \mu}(q; 0, 0, \zeta_{a \geq 3}(\infty)),
\]

\[
F_\sigma(q) := \frac{\partial K_J}{\partial \sigma^2}(q; 0, 0, \zeta_{a \geq 3}(\infty)),
\]

\[
F(q) := \lim_{N \to \infty} N K_J(q; 0, 0, \zeta_{a \geq 3}(N)).
\]

It should also be noted that \(F_\mu, F_\sigma\) and \(F\) do not depend on \(\bar{\mu}\) and \(\bar{\sigma}^2\), and also that \(F_\mu(q)\) is expanded around \(q = 0\) as \(F_\mu = iq + o(q^2)\), and \(F_\sigma(q)\) is \(F_\sigma = -q^2/2 + o(q^2)\) by their definitions.
Under the supposition (iv), let us consider the limit \( \bar{\sigma}^2 \to 0 \). Note that because we get \( K(q) \) as a result of the limit of \( K_f(q) \), this supposition is not necessarily obvious. With this limit, \( P_K \) satisfies \(^2\)

\[
0 = \bar{\sigma}^2 = \int_{-\infty}^{\infty} dX (X - \bar{\mu})^2 P_K(X).
\]

This equation is saturated only if \( P_K(X) = 0 \) for \( X \neq \bar{\mu} \), which means that the support of \( P_K(X) \) is a point \( X = \bar{\mu} \). Therefore, by the definition of the Dirac Delta function, it follows that

\[
P_K(X) \bigg|_{\bar{\sigma}^2 = 0} = \delta(X - \bar{\mu}). \quad (A.3)
\]

Because the second cumulant generating function of the Dirac Delta function is \( \exp(i\mu q) \), Eq. (A.3) states that

\[
K(q) \bigg|_{\bar{\sigma}^2 = 0} = i\mu q. \quad (A.4)
\]

Comparing Eq. (A.4) and Eq. (A.2), we get a dramatic relation

\[
F_\mu(q) = iq, F(q) = 0.
\]

Remember that \( F_\mu(q) \) and \( F(q) \) are independent of \( \bar{\sigma}^2 \).

Finally, we find that \( K(q) \) has the form of Eq. (A.1), where \( R(q) \) is defined as \( R(q) := F_\sigma - (-q^2)/2 \), and is \( o(q^2) \) quantity around \( q = 0 \). This is the end of the proof.

Moreover, we give a sufficient condition that \( R(q) \) becomes zero, i.e. \( K(q) \) belongs to the Gauss Class, although we have not yet identified necessary one for it.

**Theorem 2.** If \( P_K \) is expressed as

\[
P_K(X) \bigg|_{\bar{\mu}=0, c_a \geq 3 = c_a \geq 3 (\infty)} = \bar{\sigma}^{-1} f \left( \frac{X}{\sigma} \right)
\]

with some function \( f \), then \( R(q) = 0 \).

It is very easy to show this theorem. Under the above condition, \( K(q) \) is calculated as

\[
K(q) \bigg|_{\bar{\mu}=0, c_a \geq 3 = c_a \geq 3 (\infty)} := \log \left( \int_{-\infty}^{\infty} dX \exp(iqX) P_K(X) \right)
= \log \left( \int_{-\infty}^{\infty} dX \bar{\sigma}^{-1} \exp(iqX) f \left( \frac{X}{\sigma} \right) \right)
= \log \left( \int_{-\infty}^{\infty} dY \exp(iqY) f(Y) \right)
\]

We have changed the integration variable \( X \) to \( Y := X \sigma^{-1} \) in the third equality, and defined the Fourier transform of \( f \) as \( \hat{f} \). This \( \hat{f} \) is expanded around \( q = 0 \) as

\[
\hat{f}(\sigma q) = 1 - \frac{\bar{\sigma}^2}{2} q^2 + o((\sigma q)^2).
\]

We have used the fact that \( \hat{f} \) is the characteristic function of \( P_K \), from which \( f(0) = 1 \) follows, and the fact that \( \bar{\mu} \) is set to zero, which results in \( d\hat{f}/dq(0) = 0 \). Therefore \( K(q) \) satisfies

\[
K(q) \bigg|_{\bar{\mu}=0, c_a \geq 3 = c_a \geq 3 (\infty)} = 1 - \frac{\bar{\sigma}^2}{2} q^2 + o((\sigma q)^2), \quad (A.5)
\]

because \( \log(1 + x) = x + O(x^2) \) holds around \( x = 0 \).

Comparing the linear term of Eq. (A.5) and Eq. (A.1), with respect to \( \bar{\sigma}^2 \), we get \( R(q) = 0 \). This is the end of the proof of Theorem 2.

**Appendix B: How to tune parameters and Renormalization group**

In this appendix, we give general discussion of parameter-tuning. This is essentially same as renormalization group analysis in field theories in condensed matter or high-energy physics.

\[
NK_f(q; c_a(N)) = K(q) + o\left(N^0\right)
\]

If we \( N \frac{\partial}{\partial N} \) and ignore \( o\left(N^0\right) \) quantities, we get

\[
K_f(q) + \sum_a \beta_a \frac{\partial K_f(q)}{\partial c_a} = 0. \quad (B.1)
\]

this represents \( N \)-dependence of \( K_f(q) \), called “renormalization group equation” in field-theoretical physics. where \( \beta_a \) is defined as

\[
\beta_a := N \frac{\partial c_a(N)}{\partial N},
\]

called “beta function”, which represents \( N \)-dependence of parameters.

If we change parameters via diffeomorphism of

\[
c_a = c_a(c_a')
\]

then we get

\[
\beta_a' = N \frac{\partial c_a'}{\partial N} = \sum_b N \frac{\partial c_b}{\partial c_a} \frac{\partial c'_a}{\partial c_b} = \sum_b \beta_b \frac{\partial c'_a}{\partial c_b}
\]

and

\[
\frac{\partial K_f}{\partial c_a'} = \sum_b \frac{\partial c_b}{\partial c_a} \frac{\partial K_f}{\partial c_b}
\]

/...
\[ \sum_a \beta'_a \frac{\partial K_J}{\partial c'_a} = \sum_{a,b,c} \beta_b \frac{\partial c'_a}{\partial c_b} \frac{\partial K_J}{\partial c_c} = \sum_c \beta_c \frac{\partial K_J}{\partial c_c} \]

we have used
\[ \sum_a \frac{\partial c'_a}{\partial c_b} \frac{\partial c'_c}{\partial c_c} = \delta_{bc} \]

this shows the renormalization group equation is invariant under parameter-changing, which can be regarded as diffeomorphism.

Requiring that the RG equation should hold for arbitrary \( q \), let us derive RG equations of cumulants when all of them are finite. Remember that RG equation comes from the Large-\( N \) scaling of \( K_J \), which is given by \( \mathcal{O}(N^{-1}) \). Therefore, cumulants \( \kappa_n \) should have scaling of \( N \) like
\[ \kappa_n := \frac{i^{n-1}}{n!} \left. \frac{\partial^n K_J}{\partial q^n} \right|_{q=0} = \mathcal{O}(N^{-1}) \] or \( o(N^{-1}) \),

because the generating function \( (K) \) of them is \( \mathcal{O}(N^{-1}) \). This leads to
\[ N \frac{\partial \log |\kappa_n|}{\partial N} = \sum_{a=1}^{N_{\text{tune}}} \beta_a \frac{\partial \log |\kappa_n|}{\partial c_a} \leq -1 \quad (B.2) \]

This is simultaneous linear equations of \( \beta_a \). The range of summation can be reduced to \( N = 1, \ldots, N_{\text{tune}} \) because
\[ \left. \frac{\partial K_J(q; c_b)}{\partial c_b} \right|_{q=c_b} = 0 \]
holds when \( K_J(q; c_b) = 0 \) for arbitrary value of \( c_b \).

We do not have to determine \( \beta_a \) exactly if we want to know just large-\( N \) behaviour of parameters. The large-\( N \) behaviours of \( \beta_a \) can be discussed as follows. Because \( K(c_a(N)) = c_a(\infty) \) is zero, \( \log(K) \) and therefore its derivative diverge with \( \delta c_a = 0 \). From this fact, it is expected that
\[ \frac{\partial \log \kappa_n}{\partial c_a} \sim \mathcal{O}((\delta c_a)^{-1}). \quad (B.3) \]

Even if Eq. (B.3) is not \( \mathcal{O}((\delta c_a)^{-1}) \) quantity, we can apply diffeomorphism for new parameters \( c'_a \) to satisfy Eq. (B.3). Therefore we assume that Eq. (B.3) holds without loss of generality. Precise discussion comes in the following paragraphs.

\textsuperscript{3} Note that equality in Eq. (B.1) holds only after taking the limit of \( N \to \infty \). Eq. (B.2) follows from this relation
\[ \lim_{N \to \infty} N \frac{\partial}{\partial N} \log \left( c_1 N^\alpha + c_2 N^\beta \right) = \max(\alpha, \beta) \]

Singularity in Eq. (B.3) must be cancelled by \( \beta_a \) for Eq. (B.2) to hold, which leads to
\[ \beta_a \sim \mathcal{O}(\delta c_a). \]

Therefore the leading-order terms in \( \beta_a \) are linear about parameters.

Let us evaluate \( \beta_a \) concretely. We define \( R_{nb} \) as
\[ R_{nb} := \frac{\partial \log \kappa_n}{\partial c_b} \]
then Eq. (B.2) is rewritten as
\[ \sum_b R_{nb} \beta_b \leq -1. \quad (B.4) \]

It is important that Eq. (B.4) should hold for \( n \in \mathbb{N} \). We choose some set of \( R_{nb} \) which saturate the inequality, and denote their linearly-independent components as \( M_{ab} := R_{ia,b} \) for \( a, i, b \in \mathbb{N} \). That is, \( M_{ab} \) satisfies
\[ \sum_b M_{ab} \beta_b = -1. \]

These are simultaneous linear equations for \( \beta_a \). Because of the linearly-independence of \( M_{ab} \), there exists inverse matrix of \( M_{ab} \). Denoting this as \( M_{ab}^{-1} \), Eq. (B.4) can be solved by
\[ \beta_a = - \sum_{b=1}^{N_{\text{tune}}} M_{ab}^{-1}. \]

Because \( M_{ab} \) transforms via diffeomorphism as
\[ M_{ab} \to \sum_d M_{ad} \frac{\partial c'_a}{\partial c'_d} \]
and therefore \( M_{ab}^{-1} \) transforms as
\[ M_{ab}^{-1} \to \sum_d \frac{\partial c'_a}{\partial c'_d} M_{db}^{-1}, \]
we can take parameters to satisfy
\[ M_{ab}^{-1} = \mathcal{O}((\delta c_a)). \]

In the following, we neglect higher order terms. Let us define the \( \mathcal{O}(\delta c_a) \) terms as
\[ M_{ab}^{-1} = \sum_d f_{abd} \delta c_d, \]
and then \( \beta_a \) can be determined as
\[ \beta_a = - \sum_b r_{ab} \delta c_b, \]
where
\[ r_{ab} := \sum_c f_{acb}. \]
Therefore, the solution of Eq. (B.5) is
\[ N \frac{\partial}{\partial N} \delta c_a = - \sum_b r_{ab} \delta c_b. \] (B.5)

Eq. (B.5) describes large-\( N \) behaviour of \( \delta c_a \) near \( N = \infty \). Let us solve it and determine them. We define \( \bar{x}_a \) as left eigenvector of \( r_{ab} \) with eigenvalue of \( \lambda_a \), which obeys
\[ \sum_b (\bar{x}_a)_b r_{bc} = \lambda_a (\bar{x}_a)_c, \]
and \( \gamma_a \) as
\[ \gamma_a := \sum_b (\bar{x}_a)_b \delta c_b. \]

Large-\( N \) of \( \gamma_a \) is determined from
\[ N \frac{\partial}{\partial N} \gamma_a = - \lambda_a \gamma_a, \]
whose solution is given by
\[ \gamma_a(N) = \bar{\gamma}_a N^{-\lambda_a} \]
with some constants \( \bar{\gamma}_a \). Then, letting \( \bar{y}_b \) be dual vectors of \( \bar{x}_a \), such as right eigenvector of \( r_{ab} \), \( \delta c_a \) can be calculated by
\[ \delta c_a = \sum_b (\bar{y}_b)_b \gamma_b. \]

Therefore, the solution of Eq. (B.5) is
\[ \delta c_a(N) = \sum_b (\bar{y}_b)_b \gamma_b N^{-\lambda_b}, \]
which gives complete \( N \)-dependence of \( \delta c_a \).

Here we give an easy example of the above procedure. Let us consider uniform distribution, whose probability distribution function is given by
\[ P_J(X) = \begin{cases} \frac{1}{b-a} & \text{for } a < X < b, \\ 0 & \text{otherwise}, \end{cases} \]
and whose second cumulant generating function is
\[ K_J = \frac{b+a}{2} q + \log \left( \frac{\sin \frac{b-a}{2} q}{\frac{b-a}{2} q} \right). \]

Its cumulants are given by
\[ \kappa_n = \begin{cases} \frac{a+b}{2} & (n = 1) \\ \alpha_n (b-a)^n & (n \geq 2) \end{cases} \] (B.6)
with some constants \( \alpha_n \). These satisfy
\[ \frac{\partial \log \kappa_n}{\partial a} = \frac{\partial \log \kappa_1}{\partial b} = \frac{1}{b+a}, \]
\[ \frac{\partial \log \kappa_n}{\partial a} = - \frac{\partial \log \kappa_n}{\partial b} = \frac{n}{b-a} (n \geq 2). \] (B.7)

Because zero of \( K_J \) is given by \( a = b = 0 \), we should choose two among \( \kappa_n \)'s and impose
\[ N \frac{\partial \log |\kappa_n|}{\partial N} = -1. \]

Let us discuss which cumulants saturates Eq. (B.4). If we adopt both from \( \kappa_n \geq 2 \), there is no solution to Eq. (B.5). So we choose \( \kappa_1 \) and \( \kappa_2 \), which leads to
\[ N \frac{\partial \log (b+a)}{\partial N} = N \frac{\partial \log (b-a)^n}{\partial N} = -1. \] (B.8)

There is another constraint for \( \kappa_n \). \( \kappa_n \)'s which does not saturate Eq. (B.4) must obey
\[ N \frac{\partial \log |\kappa_m|}{\partial N} < -1. \]

From Eq. (B.6) and Eq. (B.8), this inequality can be calculated as
\[ N \frac{\partial \log (b-a)^m}{\partial N} = - \frac{m}{n} < 1 \] (B.9)
for \( m \in N \cap n \neq 1, n \). Eq. (B.9) holds if and only if \( n = 2 \). Therefore, we should choose \( \kappa_1 \) and \( \kappa_2 \) to saturate Eq. (B.4).

According to Eq. (B.7), \( M_{ab} \) is given by
\[ M_{11} = M_{12} = \frac{1}{b+a}, M_{21} = -M_{22} = -\frac{2}{b-a}, \]
where we have taken \( i_1 = 1 \) and \( i_2 = 2 \). The inverse matrix of \( M_{ab} \) is given by
\[ M^{-1} = \frac{1}{4} \begin{pmatrix} 2(b+a) & -b-a \\ 2(b+a) & b-a \end{pmatrix} \]
Note that \( M^{-1} \) is linear in terms of \( a \) and \( b \). Then \( \beta_a \) is given by
\[ \begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix} = - \frac{1}{4} \begin{pmatrix} 3 & 1 \\ 1 & 3 \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix}, \]
and \( r_{ab} \) is
\[ r = \frac{1}{4} \begin{pmatrix} 3 & 1 \\ 1 & 3 \end{pmatrix}. \]

Right eigenvectors of \( r_{ab} \) and their eigenvalue are
\[ \bar{x}_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} -1 \\ 1 \end{pmatrix}, \quad \lambda_1 = \frac{1}{2}, \]
\[ \bar{x}_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad \lambda_2 = 1. \]
Because $r$ is symmetric matrix, right- and left-eigenvectors are identical ($\bar{x}_a = \bar{y}_b$). Therefore $N$-dependence of $a$ is given by

$$a = \sum_{b=1}^{2} (\bar{y}_b) b \gamma_b N^{-\lambda_b} = -\frac{\gamma_1}{\sqrt{2}} N^{-1/2} + \frac{\gamma_2}{\sqrt{2}} N^{-1},$$

and one of $b$ is

$$b = \sum_{b=1}^{2} (\bar{y}_b^2) b \gamma_b N^{-\lambda_b} = \frac{\gamma_1}{\sqrt{2}} N^{-1/2} + \frac{\gamma_2}{\sqrt{2}} N^{-1}.$$  

Note that mean ($\mu = \kappa_1$) and variance ($\sigma^2 = \kappa_2$) scales as

$$\mu = \frac{\gamma_2}{\sqrt{2}} \frac{1}{N}, \quad \sigma^2 = \frac{\gamma_1}{6} \gamma_2 \frac{1}{N},$$

which agree with Eq. [18] with identification of

$$\bar{\mu} = \frac{\gamma_2}{\sqrt{2}}, \quad \bar{\sigma}^2 = \frac{\gamma_1}{6}.$$
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