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Abstract—Underwater image restoration is of significant importance in unveiling the underwater world. Numerous techniques and algorithms have been developed in the past decades. However, due to fundamental difficulties associated with imaging/sensing, lighting, and refractive geometric distortions, capturing clear underwater images, no comprehensive evaluations have been conducted of underwater image restoration. To address this gap, we have constructed a large-scale real underwater image dataset, dubbed ‘HICRD’ (Heron Island Coral Reef Dataset), for the purpose of benchmarking existing methods and supporting the development of new deep-learning-based methods. We employ accurate water parameter (diffuse attenuation coefficient) in generating reference images. There are 2000 reference restored images and 6003 original underwater images in the unpaired training set. Further, we present a novel method for underwater image restoration based on unsupervised image-to-image translation framework. Our proposed method leveraged contrastive learning and generative adversarial networks to maximize the mutual information between raw and restored images. Extensive experiments with comparisons to recent approaches further demonstrate the superiority of our proposed method. Our code and dataset are publicly available at [GitHub].

Index Terms—Underwater image restoration, underwater image enhancement, underwater image dataset, light scattering, image restoration, deep learning, Convolutional neural network (CNN).

I. INTRODUCTION

FOR marine science and ocean engineering, significant applications such as the surveillance of coral reefs, underwater robotic, and submarine cable inspection require clear underwater images. For high-level computer vision tasks [1], clear underwater images are also required. Furthermore, clear images help the development of undersea remote sensing techniques [2], [3], [4]. Raw images with low visual quality do not meet these expectations, where the clarity of raw images is degraded by both absorption and scattering [5], [6], [7]. The clarity of underwater images thus plays an essential role in scientific missions. Therefore, fast, accurate, and effective techniques producing clear underwater images need to be developed to improve the visibility, contrast, and color properties of underwater images for satisfactory visual quality and practical usage. The main techniques to infer clear images are known as underwater image enhancement and restoration. Underwater image enhancement aims to produce visually pleasing results, focusing on enhancing contrast and brightness. In comparison, underwater image restoration is based on the image formulation model [5], [6], [7], aims to rectify the distorted colors and present the true colors of the underwater scene. In this paper, we mainly focus on the objective of underwater image restoration.

In the underwater scene, visual quality is greatly affected by light refraction, absorption, and scattering. For instance, underwater images usually have a green-bluish tone since red light with longer wavelengths attenuates faster. Underwater image restoration is a highly ill-posed problem, which requires several parameters (e.g., global background light and medium transmission map) that are mostly unavailable in practice.

These parameters can be roughly estimated by employing priors and supplementary information; we refer to these approaches as the conventional methods. Most conventional underwater restoration methods employ priors to estimate the unknown parameters in the imaging model. The Dark Channel Prior (DCP) [8] is a simple yet effective prior for image dehazing. With the same imaging model, some variants based on the DCP have been developed for underwater imaging [5], [9], [10]. Carlevaris et al. [5] exploited the differences between attenuation among three color channels as a prior to predict the transmission map of the underwater scene. Drews et al. [9] ignored the red channel and proposed the Underwater Dark Channel Prior (UDCP). The UDCP applies DCP to the blue and green channels only to predict the transmission map. The Red channel prior [10] makes use of the red channel, i.e., the color associated with the longest wavelengths, to restore the underwater image.

Chiang et al. [11] employed measured attenuation coefficients of open ocean waters and assumed that the transmission map of the red channel is the recovered transmission by which the underwater image can be restored. Differing from [9], which focused on the green and blue channels, Lu et al. [12] ignored the green channel and restored the underwater image.
Fig. 1: The flowchart of this paper, where rectangles denote operations, rhombus denote images, circles denote datasets, and trapezoids denote models. We show (A) Dataset Construction (Section II): We construct a large-scale dataset, referred to as Heron Island Coral Reef Dataset (HICRD). We collect raw data from different sites, split the raw images into poor-quality and good-quality images. We restore the good-quality images with the measured water parameters. Paired HICRD contains the good-quality images, and the corresponding reference restored images, while unpaired HICRD contains poor-quality images and reference restored images. (B) Train the models (Section III and Section IV): We mainly train the unsupervised models using the unpaired HICRD. Paired HICRD can support the training of supervised models. (C) Test the models (Section IV): We test the trained models using the same test set, measure the predicted restored images with reference restored images.

by leveraging the transmission map estimated from the blue and red channels only. Peng et al. [13] proposed a method based on image blurriness and light absorption (IBLA), which uses a depth estimation approach to restore underwater images. Relying on the Jerlov water types [14], Berman et al. [15] took spectral profiles of water types into account to simplify underwater image restoration as image dehazing. However, due to the diversity of water types and lighting conditions, conventional underwater image restoration methods can fail to rectify the color of underwater images.

Another approach to underwater image restoration employs learning-based methods. Recent advances in deep learning demonstrate dramatic success in different fields. In the line of learning-based underwater image restoration, Cao et al. [16] recovered the scene radiance based on estimated background light and scene depth using two neural networks. Barbosa et al. [17] employed the DehazeNet [18] to predict the transmission map, thus predicting the scene radiance. The Underwater residual convolutional neural network (URCNN) [19] is a residual convolutional neural network. It learns the transmission map to restore the image. After restoration, it also enhances the restored image. The Underwater convolutional neural network (UWCNN) [20] is a supervised model including three densely connected building blocks [21] trained on its synthetic underwater image datasets.

Though learning-based methods have demonstrated the effectiveness in modeling the underwater image restoration process, they require a large-scale dataset for training, which is often difficult to obtain. Thus, most learning-based models, regardless of enhancement or restoration, use either a limited number of real underwater images [22], [15], [23], synthesized underwater images [20], [24], [25], [16], [17], [19], [26], or natural in-air images [27], [20] as either the source domain or target domain of the training set. Four commonly used underwater image restoration datasets are as follows:

- **SQUID** [15]: The Stereo Quantitative Underwater Image Dataset includes 57 stereo pairs from four different sites, two in the Red Sea and the other two in the Mediterranean Sea. Every image contains multiple color charts and its range map without providing the reference images.
- **TURBID** [23]: TURBID consists of five different subsets of degraded images with its respective ground-truth reference image. Three subsets are publicly available;
they are degraded by milk, deepblue, and chlorophyll. Each subset contains 20, 20, and 42 images, respectively.

- **UWCNN Synthetic Dataset**: UWCNN synthetic dataset contains ten subsets, each subset represents one water type with 5000 training images and 2495 validation images. The dataset is synthesized from the NYU-v2 RGB-D dataset. The first 1000 clean images are used to generate the training set and the remaining 449 clean images are used to generate the validation set. Each clean image is used to generate five images based on different levels of atmospheric light and water depth.

- **Sea-thru dataset**: This dataset contains five subsets, representing five diving locations. It contains 1157 images in total; every image is with its range map. Color charts are available within the partial dataset. No reference images are provided.

The above datasets are limited in capturing the natural variability in a wide range of water types. The synthetic training data also limits the generalization of models. Also, only partial datasets provide reference restored images. Lacking a large-scale, publicly available real-world underwater image restoration dataset with scientifically restored images limits the development of learning-based underwater image restoration methods.

To overcome the earlier discussed challenges, we construct a large-scale real-world underwater image dataset, the Heron Island Coral Reef Dataset (HICRD). HICRD contains 9676 raw underwater images in total and 2000 scientifically restored reference images. It contains two subsets, unpaired HICRD and paired HICRD. It also contains the measured diffuse attenuation coefficient and the camera sensor response.

To fully use the proposed HICRD, we design a learning-based underwater image restoration model trained on HICRD. We formulate the restoration problem as an image-to-image translation problem and propose a novel Contrastive UnderWater Restoration approach (CWR). CWR combines both contrastive learning and generative adversarial networks. Given an underwater image as input, CWR directly outputs a restored image, showing the real color of underwater objects as if the image was taken in-air without any structure or content loss. The flowchart of this paper is presented in figure 1.

The main contribution of our work is summarized as follows:

- We construct a large-scale, high-resolution underwater image dataset with real underwater images and restored images. The Heron Island Coral Reef Dataset (HICRD) provides a platform to evaluate the performance of various underwater image restoration models on real underwater images with various water types. It also enables the training of both supervised and unsupervised underwater image restoration models.

- We propose an unsupervised learning-based model, i.e., CWR, which leverages contrastive learning to maximize the mutual information between corresponding patches of the raw image and the restored image to capture the content and color feature correspondences between two image domains.

Some results of this paper were published originally in its conference version. However, this longer article includes the details of HICRD and CWR to provide a deeper understanding. e.g., data collection (Section II-A), water parameter measurement (Section II-B), and implementation details of CWR (Section II-E). We also add more related work in the introduction (Section I). A more comprehensive experiment is available in the result section (Section IV), including more baselines (Section IV-A) and more evaluation results (Section IV-D). A discussion section (Section V) is added to provide a comprehensive analysis.

II. A Real-world Dataset

To address the previously discussed issues and gaps, we collect a real-world dataset, measure the water parameters, and create reference restored images. In this section, we elaborate on the constructed dataset in detail, including data collection, water parameter measurement, imaging model, and reference image generation. The flowchart of this section is shown in figure 1A.

A. Data Collection

Images and other forms of optical data of HICRD were collected from several sample locations around Heron Reef, located in the Southern Great Barrier Reef, Australia, from 11 to 16 June 2018. These sample locations, corresponding to Reef Check Australia permanent transect sites, were selected to represent a variety of coral reef environments with a range of coral densities, water depths, and water conditions. Figure 1 shows the location of sample stations on Heron Reef and nearby Wistari Reef.

Image acquisition of HICRD was conducted using CSIRO’s Underwater Spectral Instrument Platform (CORYCAEUS). RGB images in HICRD were captured by the on board MQ022CG-CM color camera. It is a small form factor USB 3.0 camera made by Ximea GmbH, Germany. The camera carries a 2/3” 10-bit CMOS CMV 2000 sensor. The optics is an Edmund Optics 12mm focal length F1.8 lens. This lens has a field of view of 41.1° when used with the Ximea camera. During image capturing procedures, the camera aperture was fixed, and its exposure time was adjusted by a human operator on board the boat viewing the live video streamed back from the cameras while divers were swimming underwater. The image capturing frequency was 3 to 5 frames/second.

Our data acquisition task was accomplished by a team of divers and boat members. The divers carried out underwater data collection using CORYCAEUS. Boat staff made surface measurements, provided safety monitoring, and maintained boat control. The detailed procedure is as follows: On arrival at a coral reef sample site, first, boat crew verify the GPS location, and collect water samples, surface reflectance, water column spectral absorbance and backscattering measurements. CORYCAEUS is turned on and carried to the divers. Diver one
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first measures underwater reflectance. Diver two then manipulates CORYCAEUS to swim in a fixed direction keeping a constant distance of 2m above the reef. Diver one safeguards diver two during the whole measuring transect. Meanwhile, one of the boat members monitors live video from CORYCAEUS transferred by a tethering cable. The boat crew keep the boat following the divers by motoring at a low speed, and keeping a safe distance of (10 to 30 meters) from the divers. At the end of each transect, the boat crew signal the divers to the surface. Both divers and CORYCAEUS are retrieved from the water. Final readings of the GPS position and other measurements are recorded.

B. Water Parameter Estimation

To understand the effects of bio-optical constituents on the behavior of light through the water column, data was collected to characterize the inherent and apparent optical properties (IOPs and AOPs).

At each dive site, IOPs were collected as vertical profiles of the absorption a(\lambda), and attenuation spectral coefficients c(\lambda) were measured using a 10cm path length WET Labs ac-s spectral absorption-attenuation meter. Backscattering coefficients bb(\lambda) were measured using a WET Labs BB-9 spectral backscattering meter, while temperature, salinity, and density were collected using a WET Labs Water Quality Monitor (WQM). Profiles were measured with all instruments connected to a WET Labs DH-4 data logger, allowing consistent time stamping. The backscattering measurements were corrected for salinity and light loss due to absorption over the path length using the absorption and scattering values from the ac-s [37].

Surface water samples were collected for laboratory analysis of the absorbing components (particulate and dissolved). Samples for particulate absorption (phytoplankton and non-algal) were prepared by filtration through a 25mm Whatman GF/F glass-fibre filter and stored flat in liquid nitrogen for transport. Particle absorption coefficients were measured over the 250–800 nm spectral range with a Cintra 4040 UV/VIS dual-beam spectrophotometer (link) equipped with an integrating sphere [38]. Samples for measurement of chromophoric dissolved organic matter (CDOM) absorption were prepared by vacuum filtration through a 0.22 µm Millipore filter and preserved with sodium azide for sample transport [39]. The absorbance of each filtrate was measured from 250 to 800 nm in a 10 cm pathlength quartz cell using a Cintra 4040 UV/VIS spectrophotometer [38]. Total absorption is considered as the sum of the particulate and dissolved components plus that of pure water.

Radiometric profiles (AOP) were measured at each station using three TriOS Ramses radiometers (link). One irradiance radiometer was mounted on the boat to measure total downwelling irradiance, and two sensors were mounted on an underwater frame to measure water radiance and irradiance, respectively. The diffuse attenuation coefficient (K_d) is determined from measurements of the rate of change (slope) of the logarithm of the irradiance (E) depth profile [40] and can be written as:

\[
K_d = \frac{1}{z - z_0} \ln \left( \frac{E(z)}{E(z_0)} \right),
\]

(1)

where z_0 is the uppermost depth of measurement. Depth averaged K_d over the depth interval from the surface to depth z is expressed as [41]:

\[
K_d(0 \to z) = \frac{\int_0^z K_d(z) \, dz}{z}.
\]

(2)
Fig. 3: The medium transmission $t^c(x)$ for six different sites/water types. HICRD contains various water types, where type1, type2, type 4, type 7, and type 8 are different. The medium transmission is formulated in equation 5.
C. Detailed information of HICRD

The Heron Island Coral Reef Dataset (HICRD) contains raw underwater images from eight sites with detailed metadata for each site, including water parameters (diffuse attenuation), maximum dive depth, and the camera model. Six sites have wavelength-dependent attenuation within the water column. According to depth information of raw images and the distance between objects and the camera, images with roughly the same depth, constant distance, and good visual quality are labeled as good-quality. Images with sharp depth changes, distance changes, or poor visual quality are labeled as low-quality. We apply our imaging model described in section II-D to good-quality images, producing corresponding reference restored images, and manually remove some restored images with non-satisfactory quality.

HICRD contains 6003 low-quality images, 3673 good-quality images, and 2000 reference restored images. We use low-quality images and restored images as the unpaired training set. In contrast, the paired training set contains 1700 good-quality images and corresponding restored images. The test set contains 300 low-quality images as well as 300 corresponding restored images as reference images. All images are in 1842 x 980 resolution. Figure 3 shows the total diffuse attenuation for different water types. Figure 4 shows randomly selected image examples from HICRD and the split of HICRD. Table I presents the detailed information of the HICRD dataset.

D. Underwater Imaging Model and Reference Image Generation

Unlike the dehazing model [8], absorption plays a critical role in an underwater scenario. Each channel’s absorption coefficient is wavelength-dependent, being the highest for red and the lowest for blue. A simplified underwater imaging model [42] can be formulated as:

\[ I^c(x) = J^c(x)T^c(x) + A^c(1 - T^c(x)), \quad c \in \{r, g, b\}, \]

where \( I(x) \) is the observed intensity, \( J(x) \) is the scene radiance, and \( A \) is the global atmospheric light. \( T^c(x) = e^{-\beta^c d(x)} \) is the medium transmission describing \( A(x) \) the portion of light that is not scattered, \( \beta^c \) is the light attenuation coefficient and \( d(x) \) is the distance between camera and object. Channels are in RGB space. We assume the measured diffuse attenuation coefficient \( K_d^c \) to be identical to the attenuation coefficient \( \beta^c \).

Transmittance is highly related to \( \beta^c \), which is the light attenuation coefficient of each channel, and it is wavelength-dependent. Unlike previous work [13, 11], instead of assigning a fixed wavelength for each channel containing bias (e.g., 600nm, 525nm, and 475nm for red, green, and blue), we employ the camera sensor response to conduct a more accurate estimation. Figure 5 shows the camera sensor response of camera sensor type CMV2000-QE used in collecting the dataset.

The new total attenuation coefficient is estimated by:

\[ p^c = \int_a^b \beta^\lambda S^c(\lambda)d\lambda, \]

where \( p^c \) is the total attenuation coefficient, \( \beta^\lambda \) is the attenuation coefficient of each wavelength, and \( S^c(\lambda) \) is the camera sensor response of each wavelength. Following the human visible spectrum, we set \( a = 400\text{nm} \) and \( b = 750\text{nm} \) to calculate medium transmission for each channel. We modify medium transmission \( t^c(x) \) in Equation [3] leading to a more accurate estimate:

\[ t^c(x) = e^{-p_d^c d(x)}. \]

It is challenging to measure the scene’s actual distance from an individual image without a depth map. Instead of using a flawed estimation approach, we assume the distance between the scene and the camera to be small (1m - 5m) and manually assign a distance for each good-quality image.

The global atmospheric light, \( A^c \), is usually assumed to be the pixel’s intensity with the highest brightness value in each channel. However, this assumption often fails due to the presence of artificial lighting and self-luminous aquatic creatures. Since we have access to the diving depth, we can define \( A^c \) as follows:

\[ A^c = e^{-p_d^c z}, \]

where \( p_d^c \) is the total attenuation coefficient, \( z \) is the diving depth.

With the medium transmission and global atmospheric light, we can recover the scene radiance. The final scene radiance \( J^c(x) \) is estimated as:

\[ J^c(x) = \frac{I_c(x) - A^c}{\max(I_c(x), t_0)} + A^c. \]

Typically, we choose \( t_0 = 0.1 \) as a lower bound. In practice, due to the complexity with image formation, our imaging model based on the simplified underwater imaging model may encounter information loss, i.e., the pixel intensity values of \( J^c(x) \) are larger than 255 or less than 0. This problem is avoided by only mapping a selected range (13 to 255) of pixel intensity values from \( I \) to \( J \). However, outliers may still occur; we re-scale the whole pixel intensity values to enhance contrast and keep information lossless after restoration.

III. Proposed Method

Given two domains \( \mathcal{X} \subset \mathbb{R}^{H \times W} \) and \( \mathcal{Y} \subset \mathbb{R}^{H \times W} \) and a dataset of unpaired instances \( X \) containing raw underwater images \( x \) and \( Y \) containing restored images \( y \). We denote it \( X = \{x \in \mathcal{X}\} \) and \( Y = \{y \in \mathcal{Y}\} \). We aim to learn a mapping \( G : \mathcal{X} \rightarrow \mathcal{Y} \) to enable underwater image restoration.

Contrastive UnderWater Restoration (CWR) has a generator \( G \) as well as a discriminator \( D \). \( G \) enables the mapping from domain \( \mathcal{X} \) to domain \( \mathcal{Y} \) and \( D \) ensures that the translated images belong to the correct image domain. The first half of the generator is defined as an encoder, while the second half is a decoder and denoted \( G_{\text{enc}} \) and \( G_{\text{dec}} \) respectively.

For the mapping, we extract features of images from several layers of the encoder and send them to a two-layer MLP projection head. Such a projection head learns to project the extracted features from the encoder to a stack of features. CWR combines three losses, including Adversarial loss,
TABLE I: Detailed information of HICRD dataset. Unpaired training set contains all low-quality images and all reference restored images while the paired training set contains 1700 good-quality images and corresponding reference restored images. Test set contains 300 good-quality images from site 5, as well as 300 corresponding reference restored images. The water parameter for Site 3 and Site 6 are not available.

| Site  | Site 2 | Site 3 | Site 4 | Site 5 | Site 6 | Site 7 | Site 8 |
|-------|--------|--------|--------|--------|--------|--------|--------|
| Low-quality images | 47 | 53 | 458 | 1923 | 1726 | 117 | 961 | 718 |
| Good-quality images | 43 | 71 | 151 | 1042 | 1344 | 52 | 677 | 293 |
| Reference images | 25 | 16 | N.A. | 160 | 1241 | N.A. | 457 | 101 |
| Water type | 01 | 02 | N.A. | 04 | 05 | N.A. | 07 | 08 |
| Diver 1 max depth | 6.8 | 5.7 | 7.3 | 8.7 | 7.2 | 6.6 | 10.7 | 9.4 |
| Diver 2 max depth | 6.4 | 6.3 | 7.6 | 8.8 | 7.4 | 6.5 | 10.4 | 9.3 |

Fig. 4: Example images and split of HICRD dataset. Unpaired HICRD contains poor-quality images and restored images as the training set while paired HICRD uses the good-quality images and corresponding reference restored images.

B. PatchNCE Loss

Our goal is to maximize the mutual information between corresponding patches of the input and the output. For instance, for a patch showing a coral reef of the generated restored image, we should be able to associate it more strongly to the same coral reef patch of the raw input underwater image other than the rest of the patches of the image.

Following the setting of CUT [43], we use a noisy contrastive estimation framework to maximize the mutual information between inputs and outputs. The idea behind contrastive learning is to correlate two signals, i.e., the “query” and its “positive” example, in contrast to other examples in the dataset (referred to as “negatives”).

We map query, positive, and \( N \) negatives to \( K \)-dimensional vectors and denote them \( v, v^+, \) and \( v^- \) respectively. Note that \( v_n^- \in R^{K \times K} \) denotes the \( n \)-th negative. We set up an \( (N+1) \)-way classification problem and compute the probability that a “positive” is selected over “negatives”.

\[
L_{\text{GAN}}(G, D, X, Y) = \mathbb{E}_{y \sim Y} \left[ \log D(y) \right] + \mathbb{E}_{x \sim X} \left[ \log (1 - D(G(x))) \right], \tag{8}
\]

where \( G \) tries to generate images \( G(x) \) that look similar to images from domain \( Y \), while \( D \) aims to distinguish between translated samples \( G(x) \) and real samples \( y \).
Mathematically, this can be expressed as a cross-entropy loss which is computed by:

$$
\ell(v, v^+, v^-) = - \log \left( \frac{\exp \left( \frac{\sin(v, v^+)}{\tau} \right)}{\exp \left( \frac{\sin(v, v^+)}{\tau} \right) + \sum_{n=1}^{N} \exp \left( \frac{\sin(v, v_n^-)}{\tau} \right)} \right),
$$

where $\sin(u, v) = \frac{u^T v}{\|u\|\|v\|}$ denotes the cosine similarity between $u$ and $v$. $\tau$ denotes a temperature parameter to scale the distance between the query and other examples, we use 0.07 as default. We set the numbers of negatives 255 as the default setting.

We use $G_{enc}$ and a 2-layer projection head $H$ to extract features from domain $X$. We select $L$ layers from $G_{enc}(X)$ and send them to $H$, embedding one image to a stack of features $\{z_l\}_L = \{H^l(G_{enc}(x))\}_L$, where $G_{enc}$ represents the output of $l$-th selected layers. For the patches, after having a stack of features, each feature actually represents one patch from the image. We take advantage of that and denote the spatial locations in each selected layer as $s \in \{1,..., S_l\}$, where $S_l$ is the number of spatial locations in each layer. We select a query each time, referring to the corresponding feature (“positive”) as $z_l^s \in \mathbb{R}^{C_l}$ and all other features (“negatives”) as $z_l^s' \in \mathbb{R}^{(S_l-1)\times C_l}$, where $C_l$ is the number of channels in each layer. We aim to match the corresponding patches of input and output images. The patch-based, multi-layer PatchNCE loss for mapping $G : X \rightarrow Y$ can be expressed as:

$$
\mathcal{L}_{PatchNCE}(G, H, X) = \mathbb{E}_{x \sim X} \sum_{l=1}^{L} \sum_{s=1}^{S_l} \ell \left( z_l^s, z_l^s', z_l^S \right).
$$

### C. Identity Loss

In order to prevent generators from unnecessary changes and keep the structure identical after translation, we add an identity loss:

$$
\mathcal{L}_{Identity}(G) = \mathbb{E}_{y \sim Y} \| G(y) - y \|_1.
$$

Such an identity loss also encourages the mappings to preserve color composition between the input and output.

### D. Full Objective

The generated restored image should be realistic ($\mathcal{L}_{GAN}$), and patches in the corresponding input raw and generated restored images should share a correspondence ($\mathcal{L}_{PatchNCE}$). The generated restored image should have an identical structure to the input raw image. In contrast, the colors are the true colors of scenes ($\mathcal{L}_{Identity}$). The full objective is:

$$
\mathcal{L}(G, D, H) = \lambda_{GAN}\mathcal{L}_{GAN}(G, D, X) + \lambda_{NCE}\mathcal{L}_{PatchNCE}(G, H, X) + \lambda_{Identity}\mathcal{L}_{Identity}(G).
$$

We set $\lambda_{GAN} = 1$, $\lambda_{NCE} = 1$ and $\lambda_{Identity} = 10$.

### E. Implementation Details

1) **Architecture of Generator and Layers Used for PatchNCE Loss:** Figure 6 represents the architecture of the generator and layers used for computing PatchNCE loss and Table II presents the detailed architecture of the generator. Our generator architecture is based on CycleGAN [44] and CUT [43]. We use a ResNet-based [45] generator with nine residual blocks for training. It contains two downsampling blocks, nine residual blocks, and two upsampling blocks. Each downsampling and upsampling block follows two-stride convolution/deconvolution, normalization, and an activation function, i.e., ReLU. Each residual block contains convolution, normalization, ReLU, convolution, normalization, and a residual connection.

We define the first half of generator $G$ as an encoder represented as $G_{enc}$. The patch-based multi-layer PatchNCE loss is computed using features from five layers of the encoder (the RGB pixels, the first and second downsampling convolution, and the first and the fifth residual block). The patch sizes extracted from these four layers are 1x1, 9x9, 15x15, 35x35, and 99x99 resolution, respectively. Following CUT [43], for each layer’s features, we sample 256 random locations and apply a 2-layer MLP (projection head $H_X$) to infer 256-dim final features.

2) **Architecture of Discriminator:** We use the same PatchGAN discriminator architecture as CycleGAN [44] and Pix2Pix [47], which uses local patches of sizes 70x70 and assigns a result to every patch. This is equivalent to manually cropping one image into 70x70 overlapping patches, running a regular discriminator over each patch, and averaging the results. The PatchGAN discriminator is shown in Figure 6. For instance, the discriminator takes an image from either domain $X$ or domain $Y$, passes it through five downsampling Convolutional-Normalization-LeakyReLU layers, and outputs a result matrix of 62x62. Each element corresponds to the classification result of one patch. The detailed architecture of discriminator is presented in Table II.
Fig. 6: The overall architecture and losses of CWR. CWR targets learning a mapping $G: X \rightarrow Y$, i.e., raw underwater image $\rightarrow$ restored image. We use a ResNet-based generator with nine residual blocks and define the first half of the Generator $G$ to be Encoder. We use encoder $G_{enc}$ and projection head $H$ to extract the patch-based, multi-layer features from the raw image and its translated version (generated restored image), embedding one image to a stack of features. Each layer represents a different resolution of the patches. Here, we depict one layer only for simplification. In the stack of features, given the red “query” from the generated restored image, we set up an $(N+1)$-way classification problem and compute the probability that a red “positive” is selected over $N$ blue “negatives”. Such a process shows the computation of the PatchNCE loss. We send both the generated restored image and the accurate restored image to the PatchGAN discriminator for computing the adversarial loss. For each image, the discriminator outputs a result metric showing the discrimination result in the patch level. Note that the patches here are different from that computing the PatchNCE loss. We omit the identity loss here.

IV. RESULTS

A. Baselines

Most learning-based underwater image restoration methods do not provide the source code, and do not support unsupervised training; instead, we train a set of state-of-the-art image-to-image translation models, using the HICRD dataset to enable underwater image restoration. We focus on unsupervised image-to-image translation models to fully exploit HICRD. We compare CWR to several state-of-the-art baselines from different views, including image-to-image translation approaches (CUT [43], CycleGAN [44] and DCLGAN [49]), conventional underwater image enhancement methods (Histogram-prior [50], Retinex [51] and Fusion [52]), conventional underwater image restoration methods (UDCP [9], DCP [8], IBLA [13], and Haze-line [15]), and learning-based restoration method (UWCNN [20]). We use the pre-trained UWCNN model with water type-3, which is close to our dataset.

For image-to-image translation approaches, CUT [43] and DCLGAN [49] aim to maximize the mutual information between corresponding patches of the input and the output. DCLGAN [49] employs a dual learning setting and assigns different encoders to different domains, to gain a better performance. We firstly employ CUT and DCLGAN to enable the underwater image restoration task. CycleGAN [44] is based on the cycle-consistency assumption, i.e., it learns the reverse mapping from the target domain back to the source domain and forces the reconstruction image to be identical to the input image. CycleGAN has been widely used in the field of underwater image restoration and enhancement. We treat those image-to-image translation approaches trained on HICRD as learning-based underwater image restoration methods.

For conventional underwater image enhancement methods, Histogram-prior [50] is based on a histogram distribution prior; it contains two steps, where the first step is an underwater image dehazing, and the second step is a contrast
Enhancement. Retinex \cite{51} enhances a single underwater image with a color correction step, a layer decomposition step, and a color enhancement step. Fusion \cite{52} creates a color-compensated version and a white-balanced version based on the input underwater image. Using two different versions of images derived from the input underwater image as inputs; it employs a multi-scale fusion step to enable underwater image enhancement.

Other restoration methods are introduced in section I.

**B. Training Details**

We train CWR, CUT, CycleGAN, and DCLGAN for 100 epochs with the same learning rate of 0.0002. The learning rate decays linearly after half the epochs. We load all images in $800 \times 800$ resolution and randomly crop them into $512 \times 512$ patches during training. We load test images in $1680 \times 892$ resolution for all methods. For CWR, we employ spectral normalization \cite{49} for the discriminator and instance normalization \cite{46} for the generator. The batch size is set to one. The ADAM \cite{53} optimizer is employed for optimization, we set $\beta_1 = 0.5$ and $\beta_2 = 0.999$. We train our method and other baselines using a Tesla P100-PCIE-16GB GPU. The GPU driver version is 440.64.00, and the CUDA version is 10.2.

**C. Evaluation Protocol**

To fully measure the performance of different methods, we employed three full-reference metrics: Mean-Square Error (MSE), Peak signal-to-noise ratio (PSNR), and structural similarity index (SSIM) \cite{54} as well as a non-reference metric designed for underwater images: Underwater Image Quality Measure (UIQM) \cite{55}. UIQM comprises three underwater image attribute measures: the underwater image colorfulness measure (UICM), the underwater image sharpness measure (UISM), and the underwater image contrast measure.
Fig. 7: Qualitative results on the test set of HICRD, where all examples are randomly selected from the test set. We compare CWR to other underwater image restoration baselines. Conventional restoration methods fail to remove the green-bluish tone in underwater images. CWR shows visual satisfactory results without content and structure loss.
(UIConM). A higher UIQM score suggests that the result is more consistent with human visual perception.

We additionally use Fréchet Inception Distance (FID) [50] to measure the quality of generated images. FID embeds a set of generated samples into the feature space given by a particular layer of InceptionNet, treating the embedding layer as a continuous multivariate Gaussian that estimates the mean and covariance of the generated data and the real data. The Fréchet distance between these two Gaussian curves is then used to quantify the quality of the generated samples. Mathematically, it can be written as:

\[
FID(r, g) = \|\mu_r - \mu_g\|_2^2 + Tr \left( \Sigma_r + \Sigma_g - 2 \left( \Sigma_r \Sigma_g \right)^{1/2} \right),
\]

where \(\mu_r, \mu_g\) are the means of real data and generated data respectively, \(\Sigma_r, \Sigma_g\) are the covariances of real data and generated data. A lower FID score suggests generated images tend to be more realistic.

For all metrics, we use the full test set for evaluation, i.e., 300 underwater raw images, and 300 corresponding restored images. We also compare the evaluation speed for all methods.

D. Evaluation Results

Table IV provides a quantitative evaluation, where no method always wins in terms of all metrics. However, CWR performs stronger than all the baseline in full-reference metrics. CWR also shows competitive results in UIQM and FID score. This suggests that CWR performs accurate restoration, and the outputs of CWR are consistent with human visual perception. Restoration methods tend to have a lower FID score, while enhancement methods tend to have a higher UIQM score. Restoration methods provide more similar outputs to our reference restored images, while the outputs of enhancement methods are more consistent with human visual perception. This is due to the objectives of restoration and enhancement being different. Conventional restoration methods run slowly, while enhancement methods tend to run faster.

Figure 7 presents the randomly selected qualitative results. Learning-based methods provide better restoration results than conventional restoration methods, where conventional restoration methods fail to perform the correct restoration. Such a phenomenon is shown in UDCP [9], DCP [8], and Haze-line [15], where they fail to remove the green-bluish tone in underwater images. CWR performs a better restoration process than other learning-based methods in keeping with the structure and content of the restored images identical to raw images with negligible artifacts.

For underwater image enhancement methods, Figure 8 shows the qualitative results of Example 2 and Example 3 with zoomed patches. Conventional enhancement methods keep the structure unchanged, but sometimes over-enhance the images, adding a bright color to the objects.

V. DISCUSSION

This paper described a large-scale real-world underwater restoration dataset, offering high-quality training data and proper reference restored images to support the development of both unsupervised and supervised learning-based models. Using the HICRD dataset, we evaluated recent methods from different views, including image-to-image translation approaches, conventional underwater image enhancement methods, conventional underwater image restoration methods, and learning-based restoration methods. In addition, a novel unsupervised method leveraging state-of-the-art contrastive learning techniques is proposed to fully capitalize on the HICRD dataset. In quantitative evaluations, though CWR performs better overall, there is no one method that always wins in both full-reference and non-reference metrics, suggesting new learning-based underwater image restoration methods should be developed.

Though HICRD is a large-scale dataset, it does not cover all of the common water types. All images are acquired from Heron Island, where different sites still share similar environmental and geomorphological conditions. Most images within HICRD are related to coral reefs. HICRD did not capture other objects present underwater, such as ships wrecks, underwater archaeological sites [57].

We simply assume the attenuation diffuse attenuation \(K_d\) and the (horizontal) attenuation coefficient \(\beta\) to be identical. Such an assumption is widely used in our community [15], [20], [58]; however, it is an incorrect assumption [59], [6]. \(K_d\) is an Apparent optical property (AOP); it varies with sun-sensor geometry while \(\beta\) is an inherent optical property (IOP). This assumption leads to an imprecise restoration process; thus, an imperfect reference restored image. Moreover, following the commonly used simplified underwater imaging model consequently lead to errors. The simplified underwater imaging model ignores the absorption coefficient and ignores the difference between backward scattering and attenuation, where attenuation is the combination of scattering and absorption. Recently, a revised underwater imaging model [6] was proposed. However, due to the complexity of this revised underwater imaging model, only a few works followed this model. More complexity leads to more parameters to estimate, where estimates inevitably contain more errors compared to accurate measurements. We do not employ the revised underwater imaging model as our imaging model to mitigate the errors from the estimation of parameters. New underwater image restoration datasets should be constructed using a more precise manner, that is, employing the revised underwater imaging with fewer assumptions to generate more precise reference restored images.

The evaluation metrics for underwater image restoration are limited. Existing non-reference methods are mainly designed for underwater image enhancement; thus, if no reference restored images are provided, it would be difficult to evaluate the restoration methods. Using underwater image enhancement metrics to evaluate the restoration methods may lead to failure cases [50]. New evaluation metrics that incorporate underwater physical model properties should be developed to advance the underwater image restoration research. Also, more specialized high-level task-driven evaluation metrics should be developed. Liu et al. [60] showed that the image quality assessment and detection accuracy are not strongly correlated. However, one goal of underwater image enhancement and restoration is to
TABLE IV: Comparisons to baselines on HICRD dataset on common evaluation metrics. Category shows the category of different methods, where L denotes Learning-based, R denotes Restoration, C denotes Conventional, and E denotes Enhancement. We show five quantitative metrics for all methods and the evaluation running speed. CWR is in the first place (in red) for MSE, PNSR, and SSIM while the second place (in blue) for FID. Based on quantitative measurements, CWR produces restored images with higher quality. Speed refers to the evaluation speed per image in seconds. CWR also runs faster than all conventional restoration methods, and on par to other learning-based restoration methods. The speed of CWR with a Tesla P100 GPU is about 1.5 seconds per image while 46 seconds per image on an Intel(R) Core(TM) i5-6500 CPU @ 3.20GHZ.

Fig. 8: Qualitative results on the test set of HICRD for underwater image enhancement methods. Example 2 and Example 3 are identical to figure[7]. Enhancement methods usually produce aesthetically pleasing results, however, enhancement methods sometimes over enhance the images, adding bright color to the stone and coral reef, which against the true color of the objects. The zoomed section presents the details of color and structure.
produce clear images to support applications in practice. Novel task-driven evaluation metrics should be developed, and they should correlate with the quality of input images.

In this paper, we focus on RGB underwater image restoration. Multi-spectral and hyperspectral images can be used for various underwater applications \[61, 62, 63, 64\]. However, few multi-spectral and hyperspectral underwater image restoration techniques have been developed \[65\]. New work in underwater image restoration can consider building a benchmark dataset for multi-spectral or hyperspectral images to further research along this critical direction.

VI. CONCLUSION

This paper presents a real-world underwater image dataset HICRD that offers large-scale data consisting of real underwater images and restored images enabling a comprehensive evaluation of existing underwater image enhancement \& restoration methods. HICRD employs measured water parameters to create the reference restored images. We believe that HICRD will enable a significant advancement of the use of learning-based underwater restoration methods, both in unsupervised and supervised manners. Along with HICRD, a novel approach, CWR, employing contrastive learning, is proposed exploiting HICRD. CWR performs a realistic underwater image restoration process in an unsupervised manner. Experimental results show that CWR performs significantly better than several conventional enhancement and restoration methods while showing more desirable results than state-of-the-art learning-based restoration methods.
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