Time-convolutionless master equation: Perturbative expansions to arbitrary order and application to quantum dots
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The time-convolutionless master equation is an exact description of the nonequilibrium dynamics of open quantum systems, with the advantage of being local in time. We derive a perturbative expansion to arbitrary order in the system-reservoir coupling for its generator, which contains significantly fewer terms than the ordered-cumulant expansion. We show that the derived expansion also admits a simple recursive formulation. The derived series is then used to describe the nonequilibrium dynamics of a quantum dot, including coherences. We find a relation between the generator and a generalization of the $T$-matrix. Even though the $T$-matrix rate equations are plagued by divergences, we show that these cancel order by order in the generator of the time-convolutionless master equation. This generalizes previous work on the time-convolutionless Pauli master equation, which does not include coherences, and lays the ground for possible numerical evaluations and analytical resumptions.

\section{I. INTRODUCTION}

The description of open quantum systems out of equilibrium is of fundamental interest within theoretical physics. One aim is to understand how a quantum system in contact with several reservoirs evolves into a stationary nonequilibrium state and what the properties of this state are. In particular, for small systems such as quantum dots, the stationary state can be very different from any equilibrium state. As artificial atoms, quantum dots are experimentally controllable systems and therefore allow the study of phenomena that play a fundamental role in nanoelectronics, spintronics, dissipative quantum systems, and quantum information processing\textsuperscript{1,2}.

In a situation where the small system (e.g., the quantum dot) can be described by a limited number of degrees of freedom, which may be strongly interacting, and where the system-reservoir coupling (e.g., the hybridization) is weak, it is reasonable to focus on the dynamics of the reduced density matrix $\rho_S(t)$. By integrating out the reservoirs states one naturally obtains a perturbative series in the system-reservoir coupling, while the interactions within the small system can, in principle, be treated exactly. A differential equation that describes the evolution of the reduced density matrix is called a \textit{quantum master equation} (ME)\textsuperscript{3}.

A ME can either be nonlocal in time, which means that the rate of change of the reduced density matrix at a time $t$ depends on all the states of the reduced density matrix prior to $t$, or it can be local in time ("time convolutionless," TCL)\textsuperscript{4,5}, such that the rate of change of the reduced density matrix at time $t$ depends only on the reduced density matrix at time $t$ itself. A time-nonlocal ME, for example of Nakajima-Zwanzig (NZ) type $^7, ^8$, has the general form

$$\rho_S(t) = \int_{t_0}^{t} ds K(t, s) \rho_S(s), \quad \text{(1)}$$

where the central object is the so-called memory kernel $K(t,s)$. The memory kernel is a superoperator, which acts on the reduced density matrix at past times $s$. Given a method to generate all terms in a perturbation series for the memory kernel, one may try to resum a (sub-)series. Using a real-time diagrammatic scheme introduced by Schoeller, Schön, and König $^{10,12}$, all terms of the memory kernel can be generated. Furthermore, Schoeller $^{13}$ presented an approach in Laplace space that is suitable for a nonequilibrium renormalization-group treatment, and, in principle, includes all orders in the system-reservoir coupling.

The clear advantage of the TCL ME of the general form $\dot{\rho}_S(t) = S(t,t_0) \rho_S(t)$ with the generator $S(t,t_0)$ is that it is structurally much simpler than a ME of NZ type, while still being exact and describing the full dynamics\textsuperscript{3}. The central challenge in the TCL approach lies in the expansion of the generator of the TCL ME in the system-reservoir coupling. In addition to an expansion using ordered cumulants introduced by van Kampen $^{14}$, which holds for arbitrary Hamiltonians and time dependences but is inconvenient for practical calculations due to the enormous growth of the number of terms for higher orders, one of us $^{15}$ has considered a Pauli TCL ME that describes the \textit{diagonal} entries of the reduced density matrix. In Ref. $^{13}$, a scheme to construct all orders in the perturbative expansion of the Pauli TCL generator was derived. While this scheme does not assume vanishing coherences (off-diagonal terms of the reduced density matrix), it eliminates them from the description and thus...
does not provide any information on them. Even though a close connection to the $T$-matrix rate equations, which are plagued by divergences, was found, it was shown that all divergences in the Pauli TCL generator cancel each other order by order [13].

In this paper, we first derive a new perturbative expansion for the generator of the full TCL ME with coherences. This expansion admits a simple recursive formulation and is equivalent to ordered cumulants [14] but can be thought of as a reorganization of the terms that leads to dramatic simplifications. Therefore, it has the same range of validity as ordered cumulants and holds for arbitrary Hamiltonians and time dependences. Using the derived series, we generalize the approach of Ref. [15] to describe the dynamics of a typical quantum-dot system including coherences. As in the Pauli case, we show that each order of the TCL generator consists of several diverging parts, all of which cancel, leaving finite corrections such that every order of the TCL generator is well defined.

II. THE TCL MASTER EQUATION

In order to introduce our notation and make contact with the superoperator formalism, we briefly review the derivation of the TCL ME using projection operators [3–6, 15, 16]. We then derive simpler expansion formulas for the generator of this ME.

A. Derivation

We consider a large system consisting of a small subsystem $S$ of interest and an environment or bath $B$. The full Hamiltonian reads as

$$H_{\text{tot}}(t) = H_S \otimes I_B + I_S \otimes H_B + H_V(t),$$  \hspace{1cm} (2)

where we assume for simplicity that the Hamiltonians of the small system and of the bath are time independent. In the following, we will suppress identity operators of the system, $I_S$, and of the bath, $I_B$. Then, the decoupled system is described by $H_0 := H_S + H_B$. The evolution of the full system is governed by the von Neumann equation. Defining the Liouvillian superoperators $L_X(t) \cdot := [H_X(t), \cdot]$, where $X \in \{S, B, 0, V\}$, the von Neumann equation in the Schrödinger picture can be written as

$$i\dot{\rho}^{(S)}(t) = [L_0 + L_V(t)] \rho^{(S)}(t).$$  \hspace{1cm} (3)

Here, the superscript “$(S)$” indicates the Schrödinger picture. It will, however, be more convenient to work in the interaction picture, where the von Neumann equation takes the form

$$i\dot{\rho}(t) = e^{iC_{\text{tot}}(t)} \rho(t) =: L(t) \rho(t).$$  \hspace{1cm} (4)

The unitary evolution of the full density matrix can formally be written as

$$\rho(t) = G(t, t_0) \rho(t_0),$$  \hspace{1cm} (5)

with the full propagator $G$, which is the superoperator solution of the differential equation $\partial_t G(t, t_0) = -i L(t) G(t, t_0)$ with the initial condition $G(t_0, t_0) = I$. It is explicitly given by

$$G(t, t_0) = T_{\to} \exp \left(-i \int_{t_0}^{t} ds \, L(s) \right),$$  \hspace{1cm} (6)

where $T_{\to}$ is the time-ordering directive, which orders all following factors such that their time arguments increase from right to left. $G(t, t_0)$ is the superoperator equivalent of the time-evolution operator for state vectors.

Since we are only interested in observables describing the relevant (small) system $S$, it is sufficient to investigate the reduced density matrix

$$\rho_S(t) := \text{Tr}_B \rho(t).$$  \hspace{1cm} (7)

We proceed by introducing a projection superoperator $\mathcal{P}$ onto the subspace of the relevant degrees of freedom,

$$\mathcal{P} \cdot := \text{Tr}_B(\cdot) \otimes \rho_B,$$  \hspace{1cm} (8)

where $\rho_B$ is an arbitrary reference density matrix of the bath. If the initial full state is not entangled, i.e., the initial state is a product state $\rho(t_0) = \rho_S^0 \otimes \rho_B^0$, it is convenient to choose $\rho_B = \rho_B^0$, and we will implicitly do so. Furthermore, we denote the projection onto the irrelevant degrees of freedom by $\mathcal{Q} := I - \mathcal{P}$. It is easy to check that $\mathcal{P}$ and $\mathcal{Q}$ are indeed orthogonal projection superoperators satisfying $\mathcal{P}^2 = \mathcal{P}$, $\mathcal{Q}^2 = \mathcal{Q}$, and $\mathcal{P}\mathcal{Q} = \mathcal{Q}\mathcal{P} = 0$. Moreover, the following properties hold:

$$[\mathcal{P}, L_B] = 0,$$  \hspace{1cm} (9)

$$[\mathcal{P}, \mathcal{L}_0] = 0.$$  \hspace{1cm} (10)

With the help of the projection $\mathcal{Q}$, we here define the irreducible propagator $G_{\mathcal{Q}}$, as the solution of the differential equation $\partial_t G_{\mathcal{Q}}(t, t_0) = -i \mathcal{Q} L(t) G_{\mathcal{Q}}(t, t_0)$ with the initial condition $G_{\mathcal{Q}}(t_0, t_0) = I$. The solution can be written as

$$G_{\mathcal{Q}}(t, t_0) = T_{\to} \exp \left(-i \mathcal{Q} \int_{t_0}^{t} ds \, L(s) \right).$$  \hspace{1cm} (11)

In order to derive the TCL ME, the von Neumann equation is split into two parts:

$$\frac{\partial}{\partial t} \mathcal{P} \rho(t) = -i \mathcal{P} \mathcal{L}(t) \mathcal{P} \rho(t) - i \mathcal{P} L(t) \mathcal{Q} \rho(t),$$  \hspace{1cm} (12)

$$\frac{\partial}{\partial t} \mathcal{Q} \rho(t) = -i \mathcal{Q} L(t) \mathcal{P} \rho(t) - i \mathcal{Q} \mathcal{L}(t) \mathcal{Q} \rho(t).$$  \hspace{1cm} (13)

From now on, we assume that the initial state is a product state, which implies that $\mathcal{Q} \rho(t_0) = 0$. Then the second equation is solved by

$$\mathcal{Q} \rho(t) = -i \int_{t_0}^{t} ds \, G_{\mathcal{Q}}(t, s) \mathcal{Q} L(s) \mathcal{P} \rho(s).$$  \hspace{1cm} (14)
Now the main idea lies in writing the density matrix at times \( s \leq t \) as the density matrix at time \( t \) propagated backwards in time, that is

\[
\rho(s) = G^{-1}(t, s) \rho(t) = G^{-1}(t, s)(\mathcal{P} + \mathcal{Q})\rho(t),
\]

and again solving Eqs. (14) and (15) together for the irrelevant part, which gives

\[
\mathcal{Q}\rho(t) = [\mathcal{I} - \Sigma(t, t_0)]^{-1} \Sigma(t, t_0)\mathcal{P}\rho(t),
\]

where we have defined the auxiliary superoperator

\[
\Sigma(t, t_0) := -i \int_{t_0}^{t} ds \mathcal{G}(s, t) \mathcal{Q} \mathcal{L}(s) \mathcal{P} G^{-1}(t, s).
\]

Note that there is no relation between \( \Sigma \) and the memory kernel, which we denote as \( \Sigma_K \) in this paper, see Eq. (11).

Inserting Eq. (19) into Eq. (12) results in the TCL ME

\[
\frac{\partial}{\partial t} \mathcal{P}\rho(t) = S(t, t_0),
\]

where the TCL generator \( S \) is given by

\[
S(t, t_0) := -i \mathcal{L} \mathcal{P}(t) [\mathcal{I} - \Sigma(t, t_0)]^{-1} \mathcal{P}.
\]

Since no approximations were used in the derivation, the TCL ME is exact. However, it relies on the existence of the inverse of \( \mathcal{I} - \Sigma \). Since \( \Sigma(t_0, t) \) vanishes and the matrix elements of \( \Sigma \) are continuous functions of time, the existence of the inverse is at least guaranteed for sufficiently small \( t - t_0 \).

Since usually there does not exist a closed form for the TCL generator \( \mathcal{L} \mathcal{P} \), a perturbative approach is useful. It can be shown that the general \( n \)-th order contribution \( S^{(n)} \) in the system-reservoir coupling of the TCL generator can be expressed using so-called ordered cumulants \( \mathcal{L}_q \), which were originally introduced by van Kampen for the description of stochastic differential equations. One finds that the \( n \)th order of \( S \) is given by

\[
S^{(n)}(t, t_0) = (-i)^n \prod_{i=1}^{n-2} \int_{t_0}^{t_i} dt_i \prod_{i=1}^{n-1} \int_{t_0}^{t_i} dt_{n-i} \langle \mathcal{L}(t) \mathcal{P}(t_1) \cdots \mathcal{L}(t_{n-1}) \mathcal{P} \rangle_{oc},
\]

with the ordered cumulants

\[
\langle \mathcal{L}(t) \mathcal{P}(t_1) \cdots \mathcal{L}(t_{n-1}) \mathcal{P} \rangle_{oc} = \sum_{\mathcal{L} \mathcal{P}} (-1)^{q} \mathcal{L}(t) \cdots \mathcal{L}(t_{n-i}) \mathcal{P} \mathcal{P}(t) \mathcal{P}(t_1) \cdots \mathcal{P}(t_{n-1}) \mathcal{P}.
\]

They are constructed according to the following rules: first, one writes down a string of \( n \) Liouvillians \( \mathcal{L} \) (with projections \( \mathcal{P} \) before and after) and inserts \( q \leq n - 1 \) projections \( \mathcal{P} \) between them. Then, the Liouvillians are furnished with time arguments: the first Liouvilian from the left always gets the argument \( t \), while the others carry every permutation of \( t_1, \ldots, t_{n-1} \), with the restriction that between two successive \( \mathcal{P} \) insertions the time arguments are ordered chronologically decreasing from left to right. Therefore, in Eq. (21) we have \( t > \cdots > t_i \) and \( t_j > \cdots > t_k \). Finally, \( \sum_{\mathcal{L} \mathcal{P}} \) sums over all possible terms that follow these rules.

Since we later want to compare the ordered-cumulant expansion to other expansions, it is of interest to ask how many terms one must add to obtain \( S^{(n)} \). We focus on the general case in which this number is not reduced by symmetries. Then, a term with \( n \) Liouvillians \( \mathcal{L} \) and \( q \) projections \( \mathcal{P} \) can be thought of as consisting of \( q + 1 \) distinct sections. Given such a term with the \( j \)th section consisting of \( n_j \) Liouvillians there are

\[
\binom{n-1}{n_1, n_2, \ldots, n_{q+1}} = \frac{(n-1)!}{n_1! n_2! \cdots n_{q+1}!}
\]

possibilities to distribute the time arguments. Thus, to obtain \( S^{(n)} \), one needs to add

\[
\sum_{q=0}^{n-1} \sum_{n_1+n_2+\cdots+n_{q+1}=n-1} \binom{n-1}{n_1, n_2, \ldots, n_{q+1}}
\]

terms. For \( n = 4 \) this evaluates to 26 terms, for \( n = 6 \) to 1082, and for \( n = 10 \) to over 14 million. It can be shown that, for large \( n \), the number of terms asymptotically approaches \( 16 \)

\[
\frac{(n-1)!}{(\ln 2)^n} \sim \sqrt{\frac{2\pi e}{\ln 2}} \left( \frac{n-1}{e \ln 2} \right)^{n-1/2}
\]

This rapid growth makes the expansion in ordered cumulants impractical for numerical calculations or analytical partial resumations.

**B. Simplified forms of the TCL generator**

The integral in Eq. (17), which we used to define the superoperator \( \Sigma \), can be solved explicitly, as was shown in Ref. [18]. However, for the TCL generator itself, further simplifications are possible, which were not exploited yet and which we will present in this section.

For completeness, we first repeat the steps taken in Ref. [16]. To do so, we need the derivatives of \( \mathcal{G}(s, t) \mathcal{L}(s) \mathcal{P} \mathcal{G}^{-1}(t, s) \), with respect to their second time arguments:

\[
\frac{\partial}{\partial s} \mathcal{G}(s, t) \mathcal{L}(s) \mathcal{P} \mathcal{G}^{-1}(t, s) = i \mathcal{G}(s, t) \mathcal{L}(s),
\]

\[
\frac{\partial}{\partial s} \mathcal{G}^{-1}(t, s) = -i \mathcal{L}(s) \mathcal{G}^{-1}(t, s).
\]

Now we can write the integrand of Eq. (17) as

\[
-i \mathcal{G}(s, t) \mathcal{L}(s) \mathcal{P} \mathcal{G}^{-1}(t, s) = \mathcal{G}(s, t) \mathcal{L}(s) \frac{\partial}{\partial s} \mathcal{G}^{-1}(t, s) + \left[ \frac{\partial}{\partial s} \mathcal{G}(s, t) \right] \mathcal{Q} \mathcal{G}^{-1}(t, s) = \frac{\partial}{\partial s} \mathcal{G}(s, t) \mathcal{Q} \mathcal{G}^{-1}(t, s).
\]
Thus, $\Sigma$ is given by

$$\Sigma(t, t_0) = Q - G_Q(t, t_0)QG^{-1}(t, t_0). \quad (28)$$

We now turn to the simplification of the TCL generator itself. Inserting Eq. (28) into Eq. (19) leads to

$$S = -i\mathcal{PL}[P + G_QQG^{-1}]^{-1}P$$
$$= -i\mathcal{PL}[(P + G_QG)G^{-1}]^{-1}P$$
$$= \mathcal{PG}[PG + G_QQ]^{-1}P, \quad (29)$$

where we evaluate all superoperators at $t$ and $t_0$ and the overdot denotes the derivative with respect to the first time argument. Now, the crucial step lies in the realization that

$$[PG + G_QQ]^{-1}P = \mathcal{P}[Q + PGP]^{-1}, \quad (30)$$

which we prove in Appendix [A]. The term $G_QQ$ inside the inverse therefore does not contribute to $S$ and we arrive at the result that the TCL generator is given by

$$S(t, t_0) = \mathcal{PG}(t, t_0)\mathcal{P}[Q + PGP(t, t_0)]^{-1}. \quad (31)$$

Remarkably, it is therefore possible to express the TCL generator through the (reduced) propagator $\mathcal{PGP}$ alone, which is much simpler then expressing it through the inverse of a complicated integral such as Eq. (17). By defining

$$\Pi(t, t_0) := Q + \mathcal{PG}(t, t_0)\mathcal{P}, \quad (32)$$

an even more compact rewriting is possible:

$$S(t, t_0) = \Pi(t, t_0)\Pi^{-1}(t, t_0). \quad (33)$$

This suggests to interpret $\Pi$ as the propagator of the open system, which makes the physical content of the TCL generator obvious: when the generator $S$ acts on the state $\mathcal{P}\rho(t)$, this state is first propagated backwards in time to reconstruct its initial state $\mathcal{P}\rho(t_0)$. It is then propagated forward in time back to $t$ and the derivative is taken. All the memory effects enter into the TCL generator through this double propagation, which allows us to formulate an exact time-local master equation even in non-Markovian situations. Furthermore, we now see that the existence of the complicated inverse $\mathcal{I} - \Sigma$ is equivalent to the existence of the inverse propagator $\Pi^{-1}$.

The previous considerations enable us to derive a very efficient series expansion in orders of the coupling Liouvillean. The propagator can be expanded as a Dyson series as $G(t, t_0) = \mathcal{I} + \tilde{G}(t, t_0)$ with

$$\tilde{G}(t, t_0) := -i\int_{t_0}^{t} ds \mathcal{L}(s)G(s, t_0) = \sum_{n=1}^{\infty} G^{(n)}(t, t_0) \quad (34)$$

and

$$G^{(n)}(t, t_0) = (-i)^n \int_{t_0}^{t} dt_1 \cdots \int_{t_0}^{t_{n-1}} dt_n \mathcal{L}(t_1) \cdots \mathcal{L}(t_n). \quad (35)$$

Therefore, the TCL generator can be written as

$$S = \mathcal{PG}[\mathcal{I} + PGP]^{-1}$$
$$= \sum_{n=0}^{\infty} (-1)^n \sum_{\mu_0, \ldots, \mu_n = 1}^{\infty} \mathcal{PG}^{(\mu_0)}\mathcal{P}(\mu_1)\mathcal{P} \cdots \mathcal{P}(\mu_n)\mathcal{P}. \quad (36)$$

It follows that the $n$th order of the TCL generator is given by

$$S^{(n)} = \sum_{j=0}^{n-1} (-1)^j \sum_{\mu_0 + \cdots + \mu_j = n} \mathcal{PG}^{(\mu_0)}\mathcal{P}(\mu_1)\mathcal{P} \cdots \mathcal{P}(\mu_j)\mathcal{P}. \quad (37)$$

Moreover, the orders $S^{(n)}$ of Eq. (37) satisfy the remarkable recursion relation

$$S^{(n)} = \mathcal{PG}^{(n)}\mathcal{P} - \sum_{j=1}^{n-1} S^{(n-j)}\mathcal{PG}^{(j)}\mathcal{P}, \quad (38)$$

with the initial condition $S^{(1)} = \mathcal{PG}^{(1)}\mathcal{P} = -i\mathcal{PLP}$. The proof is relegated to Appendix [B]. Note that the expansions in Eqs. (37) and (38) must be equivalent, order by order, to the expansion using ordered cumulants in Eq. (20) because they all expand in the same parameter. The number of terms in Eq. (37) is given by the number of compositions of the number $n$, which is equal to $2^{n-1}$, which is some improvement compared to the series of ordered cumulants, where the number of terms of order $n$ scales like $(n - 1)^{n-1/2}$ for large $n$. A more remarkable simplification is realized by the recursion relation (38) since only $n$ terms contribute at the nth order.

III. NONEQUILIBRIUM DYNAMICS OF A QUANTUM DOT

In this section, we turn to the description of a quantum dot coupled to leads under a bias voltage, which keeps the system out of equilibrium. After introducing the model, we use the results of the previous section to construct a series expansion of the generator and then show that it is finite order by order.

A. Model

We consider a quantum dot coupled to leads in such a way that the hybridization between them is adiabatically turned on. We model the system with a Hamiltonian of the form

$$H_{\text{tot}}(t) = H_S + H_B + e^{it}H_V =: H_0 + e^{it}H_V. \quad (39)$$

Here, $H_S$ describes the isolated dot. We do not make assumptions about possible degeneracies in the dot’s energy spectrum. It is attached to electrodes, which we take as free-electron reservoirs:

$$H_B = \sum_{r, \sigma, k} \varepsilon_{r\sigma k} a_{r\sigma k}^{\dagger} a_{r\sigma k}. \quad (40)$$
The operator $a_{r\sigma k}^\dagger$, creates an electron in the reservoir $r \in \{\text{left, right}\}$ with spin $\sigma$ and orbital index $k$, which contains all other quantum numbers. The junctions connecting the dot to the reservoirs are modeled by the hybridization Hamiltonian

$$H_V = \sum_{r,\sigma, k, \nu} t_{r\sigma k \nu} a_{r\sigma k}^\dagger c_{\sigma \nu} + H.c.,$$

where $c_{\sigma \nu}^\dagger$ creates an electron in molecular orbital $\nu$ with spin $\sigma$. The hybridization carries the time-dependent prefactor $e^{i\mu t}$ [see Eq. (50)]. We take $t_0 \to -\infty$ and subsequently $\eta \to 0^+$, which corresponds to adiabatically switching on the coupling between dot and leads. Below, we will see that the prefactor $e^{i\eta t}$ allows us to count diverging contributions in powers of $\eta^{-1}$ and thus to work with well-defined intermediate expressions at finite $\eta$. As before, we take the initial state to be a product state. Note that $\mathcal{P} \mathcal{L}_V \mathcal{P} = 0$ holds because the expression inside the trace introduced by the leftmost $\mathcal{P}$ is guaranteed to only contain off-diagonal elements. Physically, this trace is the average of a single fermionic bath operator $a_{r\sigma k}$ or $a_{r\sigma k}^\dagger$ in the bath reference state, which vanishes.

### B. Perturbative expansion in the hybridization

The goal is now to derive the TCL generator $S$. Then, the nonequilibrium dynamics of the quantum dot follows from the TCL ME, and the stationary state could in principle be obtained as the right eigenvector of $S$ to the eigenvalue zero. As we have remarked earlier, the existence of the TCL generator is formally only certain for sufficiently small $t - t_0$. We are thus investigating a somewhat extreme situation, as in our case $t - t_0 \to \infty$ and there is no guarantee that the generator exists.

We start from Eq. (36). First, we need to construct the expansion of $\mathcal{P} \mathcal{G} \mathcal{P}$. For convenience, we define

$$R(t, t_0) := \mathcal{P} \mathcal{G}(t, t_0) \mathcal{P} = -i \mathcal{P} \mathcal{L}(t) \mathcal{G}(t, t_0) \mathcal{P}.$$  

This quantity can be interpreted as a generalized T-matrix generator for the following reason: if one considers the equation of motion $\partial_t \rho(t) = R(t, t_0) \rho(t)$, which of course does not give the correct time evolution [15], and then only keeps the diagonal elements, one obtains the usual T-matrix rate equations [15].

Because of the simple exponential time dependence in the Liouvillian, it is straightforward to integrate Eq. (35), which for $t_0 \to -\infty$ yields

$$R^{(\mu)} \langle p | q \rangle = -i e^{\mu \eta} e^{i \mathcal{L} t} \mathcal{P} \mathcal{L} \frac{1}{\Delta E_{p'q'} - \mathcal{L}_0 + (\mu - 1)i\eta} \times \mathcal{L} \cdots \mathcal{L} \frac{1}{\Delta E_{p'q'} - \mathcal{L}_0 + i\eta} \mathcal{L} \mathcal{P} e^{-i \mathcal{L} t} \mathcal{P} \langle p | q \rangle.$$  

Here, we use the convention that $| p \rangle = | p' \rangle \otimes | p'' \rangle$, where primed states $| p' \rangle$ belong to the quantum-dot Hilbert space, while double-primed states $| p'' \rangle$ belong to the lead Hilbert space. In the same spirit, $\Delta E_{p'q'}$ stands for the energy difference of the dot states $| p' \rangle$ and $| q' \rangle$.

Since the leftmost $\mathcal{P}$ in Eq. (43) traces over lead states and the rightmost $\mathcal{P}$ contains the equilibrium initial lead density matrix $\rho^0_{p''}$, $R^{(\mu)}$ contains equilibrium averages of products of lead creation (annihilation) operators $a_{r\sigma k}^\dagger$ ($a_{r\sigma k}$). To obtain nonzero contributions, these operators must be paired. Thus, all odd orders $R^{(2\mu + 1)}$ vanish.

For Eq. (44) we also need the expansion of $\mathcal{P} \mathcal{G} \mathcal{P}$. Using a superoperator index notation with $\mathcal{A}_{\mu \mu'}_{\nu \nu'}^{(\mu)} = \langle m | \{ \mathcal{A} | p \rangle | q \langle n \} | n \rangle$, the orders of $\mathcal{P} \mathcal{G} \mathcal{P}$ can be expressed through Eq. (44):

$$\langle \mathcal{P} \mathcal{C}^{(\mu)} \mathcal{P} \rangle_{\mu \mu'}^{(\mu)}_{\nu \nu'} = \frac{1}{i (\Delta E_{m'\nu'} - \Delta E_{p'q'}) + \mu \eta} (R^{(\mu)})_{\mu \mu'}^{(\mu)}_{\nu \nu'}.$$  

A divergence evidently occurs in the limit $\eta \to 0^+$ if $\Delta E_{m'\nu'} = \Delta E_{p'q'}$. This happens if the superoperator maps a coherence with a certain oscillation frequency $\Delta E_{p'q'}/\hbar$ (possibly zero) onto one with the same oscillation frequency or if it maps a diagonal contribution ($p' = q'$) onto a diagonal contribution ($m' = n'$). The latter case also occurs for the Pauli ME [15].

As we have remarked previously, the expression inside the trace introduced by the leftmost $\mathcal{P}$ is guaranteed to only contain off-diagonal elements. Physically, this trace is the average of a single fermionic bath operator $a_{r\sigma k}$ or $a_{r\sigma k}^\dagger$ in the bath reference state, which vanishes.

The form of the $\eta$ dependence turns out to be inconvenient for the analysis of the limit. To extract the divergent part and obtain pure negative powers of $\eta$, we define superoperators $\mathcal{J}_\mu$ through their matrix elements:

$$(\mathcal{J}_\mu)_{\mu \mu'}^{(\mu)}_{\nu \nu'} := \begin{cases} 1 & \text{if } \Delta E_{m'\nu'} = \Delta E_{p'q'}, \\ \frac{\mu \eta}{i (\Delta E_{m'\nu'} - \Delta E_{p'q'})} & \text{otherwise}. \end{cases}$$

We can now replace the resolvent $(i (\Delta E_{m'\nu'} - \Delta E_{p'q'}) + \mu \eta)^{-1}$ in Eq. (43) by $(\mathcal{J}_\mu)_{\mu \mu'}^{(\mu)}_{\nu \nu'}/(\mu \eta)$ without changing anything in the limit $\eta \to 0^+$.

To obtain an index-free notation, we define the Schur product of two superoperators $\mathcal{A}$ and $\mathcal{B}$ as

$$\langle \mathcal{A} \circ \mathcal{B} \rangle_{\mu \mu'}^{(\mu)}_{\nu \nu'} := \langle \mathcal{A} \rangle_{\mu \mu'}^{(\mu)} \langle \mathcal{B} \rangle_{\nu \nu'}^{(\mu)},$$

which allows us to reexpress Eq. (44) as

$$\mathcal{P} \mathcal{G}^{(\mu)} \mathcal{P} = \frac{1}{\mu \eta} \mathcal{J}_\mu \circ \mathcal{A}^{(\mu)}.$$  

With this, the TCL generator given by Eq. (36) reads as

$$S = \sum_{j=0}^{\infty} (-1)^j \sum_{\mu_0, \ldots, \mu_j=1}^{\infty} \frac{R^{(\mu_0)}(\mathcal{J}_{\mu_0} \circ \mathcal{R}^{(\mu_1)}_{\mu_1 \eta}) \cdots (\mathcal{J}_{\mu_j} \circ \mathcal{R}^{(\mu_j)}_{\mu_j \eta})}{\mu \eta}.$$  

This quantity appears to diverge in the limit $\eta \to 0^+$ because of the explicit negative powers of $\eta$. Moreover, every order $R^{(\mu)}$ starting from the fourth also diverges for $\eta \to 0^+$. This problem is well known for the special case of the T-matrix rate equations [15, 16, 20, 22] but persists in the generalized T-matrix generator with coherences. We will show that all the singularities cancel, leaving all orders of the TCL generator well defined.
C. Regularized $T$-matrix generator and time-nonlocal memory kernel

In preparation for the proof that all singularities in the TCL generator cancel, we first introduce a regularized version of the generalized $T$-matrix generator $R(t, t_0)$ defined in Eq. (12). As noted above, the expansion terms $R(\mu)$ in Eq. (13), starting from $\mu = 4$, diverge for $\eta \to 0^+$. We first show that a systematic regularization can be achieved by inserting $Q$ projections after every $L_V$ (except the last) in Eq. (12). This is formally achieved by replacing $G$ in the last expression in Eq. (12) by $G_Q$. Specifically, we define a regularized $T$-matrix generator, or regularized $T$-matrix for short, as

$$R_{\text{reg}}(t, t_0) := -iP L(t) G_Q(t, t_0) P,$$  \hspace{1cm} (49)

where the orders $R^{(\mu)}_{\text{reg}}$ in the limit $t_0 \to -\infty$ are given by

$$R^{(\mu)}_{\text{reg}} |p\rangle \langle q| = -i e^{i\eta t} e^{i\varepsilon t} P L_V Q \frac{1}{\Delta E_{p' q'} - \varepsilon_0 + (\mu - 1) i\eta} L_V Q \cdots L_V Q \frac{1}{\Delta E_{p' q'} - \varepsilon_0 + i\eta} L_V P e^{-i\varepsilon t} P |p\rangle \langle q|.$$  \hspace{1cm} (50)

Compared to Eq. (43), $Q$ has been inserted between each pair of $L_V$ superoperators. Loosely speaking, this prevents the bath from returning to the reference state $\rho_B$ before the final (leftmost) $L_V$ acts.

The finiteness of the regularized $T$-matrix is shown by a detour to the time-nonlocal ME: Here, one writes the evolution of the projected density matrix, in the interaction picture, as

$$\frac{\partial}{\partial t} \rho(t) = \int_{t_0}^{t} ds \Sigma_K(t, s) P \rho(s),$$  \hspace{1cm} (51)

where $\Sigma_K$ is the time-nonlocal memory kernel. The explicit form of $\Sigma_K$ can be derived using projection super-operators (see, for example, Ref. [3]), with the result

$$\Sigma_K(t, s) = -P L(t) G_Q(t, s) Q L(s) P,$$  \hspace{1cm} (52)

where we have used that $Q \rho(t_0) = 0$ and $P L P = 0$. The advantage of the time-nonlocal approach is that the kernel $\Sigma_K$ is always well defined, i.e., it does not rely on the existence of certain inverses, in contrast to the TCL generator. Furthermore, the expansion of $\Sigma_K$ is known to be well behaved and can, in principle, be generated to arbitrary order, for example using diagrammatic techniques [10, 12].

Next, we show that $R_{\text{reg}}$ can be expressed in terms of the zero-frequency limit of the Laplace transform of the time-nonlocal memory kernel $\Sigma_K$. From Eq. (52) together with Eq. (25), we see that

$$\Sigma_K(t, s) = -\frac{\partial}{\partial s} R_{\text{reg}}(t, s).$$  \hspace{1cm} (53)

This implies

$$R_{\text{reg}}(t, t_0) = R_{\text{reg}}(t, t) + \int_{t_0}^{t} ds \Sigma_K(t, s)$$  \hspace{1cm} (54)

and thus for $t_0 \to -\infty$,

$$R_{\text{reg}}(t, -\infty) = -iP L(t) P + \int_{-\infty}^{t} ds \Sigma_K(t, s).$$  \hspace{1cm} (55)

On the right-hand side, the first term remains finite in the limit $\eta \to 0^+$ and is zero for the specific coupling $H_V$. The regularized $T$-matrix thus exists for $\eta \to 0^+$ if the integral in the second term converges in this limit. The limit corresponds to the Hamiltonian $H_{\text{tot}} = H_S + H_B + H_V$, which lacks the exponential time dependence. The memory kernel $\Sigma_K(t - s) := \lim_{\eta \to 0^+} \Sigma_K(t, s)$ then only depends on the time difference since the Hamiltonian is time independent. In the resulting expression

$$\lim_{\eta \to 0^+} R_{\text{reg}}(t, -\infty) = \int_{0}^{\infty} d\tau \Sigma_K'(\tau),$$  \hspace{1cm} (56)

the integral represents the zero-frequency limit of the Laplace transform of the memory kernel of a system without the factor $e^{i\eta t}$, i.e., of a model in which we do not turn on the hybridization slowly.

Moreover, the time-nonlocal memory kernel $\Sigma_K$ or $\Sigma_K'$ is always well defined for reservoirs with continuous spectrum. This is a consequence of the projections $Q$ in Eq. (62) that remove reducible contributions, which are responsible for the divergences [13, 16, 23]. The zero-frequency Laplace transform also exists, except in pathological cases: the integral over $\Sigma_K'$ in Eq. (63) only diverges if the memory kernel has at least one eigenvalue that decays with time $\tau$ like $1/\tau$ or even more slowly. For a small system with a finite number of relevant degrees of freedom, this cannot happen unless some degrees of freedom are completely decoupled. Therefore, $R_{\text{reg}}$ and all its expansion terms remain finite in the limit $\eta \to 0^+$ for a generic system.

D. Explicit $\eta$ dependence of the TCL generator

The problem in exploiting Eq. (18) is that the $R^{(\mu)}$ diverge for $\mu \geq 4$, in addition to the explicit divergences due to the $\eta$ in the denominators. In order to take the limit $\eta \to 0^+$, we first make every dependence on $\eta$ explicit. We start by writing out all the singular contributions to the $R^{(\mu)}$. To do so, we define

$$R_{\text{reg}}^{(\mu, \mu')} |p\rangle \langle q| := -i e^{(\mu - \mu')\eta t} e^{i\varepsilon t} P L_V Q \frac{1}{\Delta E_{p' q'} - \varepsilon_0 + (\mu - 1) i\eta} L_V Q \frac{1}{\Delta E_{p' q'} - \varepsilon_0 + (\mu - 2) i\eta} \cdots L_V Q \frac{1}{\Delta E_{p' q'} - \varepsilon_0 + \mu' i\eta} L_V P e^{-i\varepsilon t} P |p\rangle \langle q|.$$  \hspace{1cm} (57)
The only difference compared to \( R^{(\mu - \mu')}_{\text{reg}} \) given in Eq. \( \text{[50]} \) lies in different prefactors in front of the \( \eta \) in the denominators. We note that \( R^{(\mu)}_{\text{reg}} = R^{(\mu,0)}_{\text{reg}} \). Now we can make all the singular parts of \( R^{(\mu)} \) explicit by inserting unit operators \( \mathcal{I} = \mathcal{P} + \mathcal{Q} \) after every \( \mathcal{E}_\nu \) in Eq. \( \text{[45]} \) and by using the superoperators \( \mathcal{J}_\mu \) defined in Eq. \( \text{[45]} \):

\[
R^{(\mu)} = \sum_{m=0}^{\mu-1} \sum_{\mu > \mu'_1 \cdots > \mu'_m > 0} R^{(\mu,\mu')}_{\text{reg}} \left( \mathcal{J}_{\mu'_1} \circ \left( \frac{R^{(\mu_1,\mu_2)}_{\text{reg}}}{\mu_1 \eta} \mathcal{J}_{\mu_2} \right) \right) \cdots \left( \mathcal{J}_{\mu'_m} \circ R^{(\mu_m,0)}_{\text{reg}} \right),
\]

(58)

where the \( m = 0 \) term is understood as \( R^{(\mu,0)}_{\text{reg}} \).

Equation \( \text{[53]} \) contains products that are alternating between common matrix products and Schur products. To make the structure more explicit and simplify the notation, we define a \( \ast \)-product between an even number of superoperators \( \mathcal{A}_1, \ldots, \mathcal{A}_{2n} \) by

\[
A_1 \ast \cdots \ast A_{2n} := A_1 \circ \left( A_2 \circ (A_4 \cdots \right. \times (A_{2n-1} \circ A_{2n})),
\]

(59)

The \( \ast \)-product is linear since both the common superoperator product and the Schur product are linear:

\[
A_1 \ast \cdots \ast (cB_1 + B_2) \ast \cdots = cA_1 \ast \cdots \ast B_1 \ast \cdots + A_1 \ast \cdots \ast B_2 \ast \cdots ,
\]

(60)

where \( c \) is any complex number. We can now reexpress Eq. \( \text{[53]} \) as

\[
R^{(\mu)} = \sum_{m=0}^{\mu-1} \sum_{\mu > \mu'_1 \cdots > \mu'_m > 0} R^{(\mu,\mu')}_{\text{reg}} \times \left( \mathcal{J}_{\mu'_1} \ast \frac{R^{(\mu_1,\mu_2)}_{\text{reg}}}{\mu_1 \eta} \mathcal{J}_{\mu_2} \ast \cdots \ast \mathcal{J}_{\mu'_m} \ast \frac{R^{(\mu_m,0)}_{\text{reg}}}{\mu_m \eta} \right).
\]

(61)

Inserting the last equation into Eq. \( \text{[45]} \) makes all the singular parts of the TLC generator explicit:

\[
S = \sum_{j=0}^{\infty} \sum_{m_0, \ldots, m_j=0}^{\mu_0, \ldots, \mu_{j+1} = 0} \sum_{\mu_{j+2} \cdots \mu_{k+1} = 0} (-1)^j R^{(\mu_0,\mu_1)}_{\text{reg}} \left( \mathcal{J}_{\mu_0} \ast \frac{R^{(\mu_1,\mu_2)}_{\text{reg}}}{\mu_0 \eta} \mathcal{J}_{\mu_1} \ast \cdots \ast \frac{R^{(\mu_{j+1},0)}_{\text{reg}}}{\mu_{j+1} \eta} \right)
\]

\[
\times \left( \mathcal{J}_{\mu_{j+2}} \ast \frac{R^{(\mu_{j+2},\mu_{j+3})}{\text{reg}}}{\mu_{j+2} \eta} \mathcal{J}_{\mu_{j+3}} \ast \cdots \ast \frac{R^{(\mu_{k+1},0)}_{\text{reg}}}{\mu_{k+1} \eta} \right).
\]

(62)

It will prove advantageous to replace the summation variables \( \mu_{ij} \) pairwise through \( (\mu_0, \mu_1) \rightarrow (\mu_0, \mu'_0), (\mu_0, \mu_2) \rightarrow (\mu_1, \mu'_1), \ldots, (\mu_{j+1}, \mu_0) \rightarrow (\mu_1, \mu'_0) \). For this to be correct, the vector \( u = (\mu_0, \mu'_0, \ldots, \mu_p, \mu'_p) \) has to be an element of the set

\[
U_p := \{(\mu_0, \mu'_0, \ldots, \mu_p, \mu'_p) \in \mathbb{N}^{p+1}_0 \mid (\mu_i > \mu'_i) \land (\mu_i = \mu_{i+1} \lor \mu'_i = 0) \land \mu'_p = 0 \}.
\]

(63)

For every such vector \( u \in U_p \), we define the index set \( Z(u) := \{ i \in \mathbb{N}_0 \mid \mu'_i = 0 \} \), which contains the indices of the \( \mu'_i \) that are zero. The summation variable \( j \) in Eq. \( \text{[62]} \) is then given by \( j = |Z(u)| - 1 \) and we can write the sum as

\[
S = \sum_{p=0}^{\infty} \sum_{u \in U_p} (-1)^{|Z(u)|-1} \eta^{-p} \frac{R^{(\mu_0,\mu'_0)}_{\text{reg}}}{\mu_1 \mu_2 \cdots \mu_p} \left( \mathcal{J}_{\mu_0} \ast \frac{R^{(\mu_1,\mu'_1)}_{\text{reg}}}{\mu_1 \eta} \mathcal{J}_{\mu_1} \ast \cdots \ast \frac{R^{(\mu_{j+1},0)}_{\text{reg}}}{\mu_{j+1} \eta} \right)
\]

\[
\times \left( \mathcal{J}_{\mu_{j+2}} \ast \frac{R^{(\mu_{j+2},\mu_{j+3})}{\text{reg}}}{\mu_{j+2} \eta} \mathcal{J}_{\mu_{j+3}} \ast \cdots \ast \frac{R^{(\mu_{k+1},0)}_{\text{reg}}}{\mu_{k+1} \eta} \right). \]

(64)

We note that we always have \( n_1 + \cdots + n_j = p \in Z(u) \) because \( \mu'_p = 0 \). Furthermore, since the \( p = 0 \) term is equal to \( \mathcal{R}_{\text{reg}} \) we can interpret the TLC generator as the regularized generalized \( T \)-matrix plus corrections \( \mathcal{K} \):

\[
S = \mathcal{R}_{\text{reg}} + \mathcal{K}.
\]

(65)

While \( \mathcal{R}_{\text{reg}} \) is not singular, all terms for \( p \geq 1 \) in Eq. \( \text{[64]} \), i.e., the corrections \( \mathcal{K} \), diverge as \( \eta^{-p} \). To prove that the limit \( \eta \to 0^+ \) is well defined, we thus have to expand all the \( \mathcal{R}^{(\mu,p)} \) and \( \mathcal{J}_\mu \) in \( \eta \), and show that every coefficient in front of a term with a negative power of \( \eta \) is zero. Every term with a positive power of \( \eta \) vanishes for \( \eta \to 0^+ \), and only the terms with \( \eta^0 \) will remain as the finite limit.

We start this program by inserting the Taylor expan-
sion of $\mathcal{J}_\mu$ in $\eta$, which is given by

$$\mathcal{J}_\mu = \mathcal{J}^{(1)} + \mu \eta \mathcal{J}^{(0)},$$

(66)

where

$$\langle \mathcal{J}^{(0)} \rangle_{mn}^{pq} := \begin{cases} 0 & \text{if } \Delta E_{m'n'} = \Delta E_{p'q'}, \\ -i & \text{otherwise}, \end{cases}$$

(67)

$$\langle \mathcal{J}^{(1)} \rangle_{mn}^{pq} := \begin{cases} 0 & \text{if } \Delta E_{m'n'} = \Delta E_{p'q'}, \\ 1 & \text{otherwise}. \end{cases}$$

(68)

The $\ast$-product is not associative in the sense that

$$A_1 \ast \cdots \ast A_{2n} \neq (A_1 \ast \cdots \ast A_2_j) (A_{2j+1} \ast \cdots \ast A_{2n}).$$

(69)

In Appendix C we show, however, that $\ast$-products of the following special form are associative:

$$\mathcal{J}^{(\lambda_1)} \ast A_1 \ast \cdots \ast \mathcal{J}^{(\lambda_n)} \ast A_n = \left( \mathcal{J}^{(\lambda_1)} \ast \cdots \ast \mathcal{J}^{(\lambda_{n-1})} \ast A_{n-1} \right) \ast \left( \mathcal{J}^{(\lambda_n)} \ast A_n \right) \ast \left( \mathcal{J}^{(\lambda_{n+1})} \ast A_{n+1} \ast \cdots \ast \mathcal{J}^{(\lambda_n)} \ast A_n \right) \ast \cdots \ast \mathcal{J}.$$  

(70)

Of course, the right-hand side of this equation can be decomposed further, by recursively inserting whenever one of the $\lambda_i$ is unity. In doing so, we find that Eq. (70) can be written in the form

$$\left( \mathcal{J}^{(\lambda_1)} \ast A_1 \ast \mathcal{J}^{(0)} \ast \cdots \ast \mathcal{J}^{(0)} \ast A_k \right) \ast \left( \mathcal{J}^{(\lambda_{k+1})} \ast \cdots \ast \mathcal{J}^{(\lambda_n)} \ast A_n \right) \ast \cdots \ast \mathcal{J}^{(\lambda_{n+1})} \ast A_n,$$

(71)

(recall that $\lambda_i \in \{0,1\}$). By inserting the Taylor expansion of every $\mathcal{J}_\mu$ into Eq. (64) and decomposing every $\ast$-product as described, we can write the TCL generator as a (matrix) product of $r \ast$-products (with $1 \leq r \leq p$), where the $i$th $\ast$-product consists of $2n_i$ factors. Furthermore, instead of specifying the vector $u = (\mu_0, \mu_0', \ldots, \mu_p, \mu_p')$ in Eq. (64), we can equivalently specify the differences

$$m_i = \mu_i - \mu_i'$$

(72)

together with the information which of the $\mu_i'$ are zero, i.e., with the index set $Z(u)$. We can then determine $Z(u)$ by specifying the numbers $\rho_0, \ldots, \rho_r \in \{0,1\}$ such that

$$\rho_n^{n+...+n_j} = \begin{cases} 0 & \text{if } \rho_j = 1, \\ \rho_{n+...+n_j} - m_{n+...+n_j} & \text{otherwise}. \end{cases}$$

(73)

Thus, we always have $\rho_r = 1$. The quantities $\rho_0, \ldots, \rho_p$ now have to be understood as functions of $n_1, \ldots, n_r$, $\rho_0, \ldots, \rho_{r-1}$, and $m_1, \ldots, m_p$ that are recursively given by

$$\begin{align*}
\mu_0 &= m_0 + (1 - \rho_0) \mu_1, \\
\mu_1 &= m_1 + \cdots + m_{n_1} + (1 - \rho_1) \mu_{n_1+1}, \\
\mu_k &= m_k + \cdots + m_{n_k+n_{k-1}+1}, \\
&+ (1 - \rho_{k+1}) \mu_{n_k+n_{k-1}+1}, \quad k \leq n_1 + \cdots + n_j + 1 \leq m_1 + \cdots + m_p + 1.
\end{align*}$$

(74)

(75)

(76)

where the last equation holds for $n_1 + \cdots + n_j + 1 \leq k \leq n_1 + \cdots + n_{j+1}$. Similarly, the $\mu_i'$ are understood as functions of the same independent variables specified by either Eq. (72) or Eq. (73). This enables us to write the correction term $\mathcal{K}$ in Eq. (65) as

$$\mathcal{K} = \sum_{p=1}^{\infty} \sum_{r=1}^{\infty} \sum_{n_1=\ldots=n_p=1}^{\infty} \sum_{n_2=\ldots=n_{p+1}=1}^{\infty} \sum_{n_3=\ldots=n_{p+2}=1}^{\infty} \cdots \sum_{n_{r-1}=\ldots=n_r=1}^{\infty} \sum_{\rho_0=0}^{\infty} \sum_{\rho_1=1-\rho_0}^{\infty} \cdots \sum_{\rho_r=1-\rho_{r-1}}^{\infty} \frac{(-1)^{\rho_0+\cdots+\rho_{r-1}} \eta^\rho \Sigma_\lambda}{\mathcal{R}_{\mathcal{K}}^{(\mu_0, \mu_0')}} \left( \mathcal{J}^{(\lambda_1)} \ast \cdots \ast \mathcal{J}^{(\lambda_{r+1})} \ast \mathcal{K}^{(\mu_0, \mu_0')} \right) \mathcal{K}^{(\lambda_{r+2})} \mathcal{K}^{(\lambda_{r+2+1})} \cdots \mathcal{K}^{(\lambda_{r+\rho_0+\rho_1+\cdots+\rho_{r-1}+1})} \mathcal{K}^{(\lambda_{r+\rho_0+\rho_1+\cdots+\rho_{r-1}+1+1})} \mathcal{K}^{(\lambda_{r+\rho_0+\rho_1+\cdots+\rho_{r-1}+1+2})} \cdots \mathcal{K}^{(\lambda_{r+\rho_0+\rho_1+\cdots+\rho_{r-1}+1+\rho_r})},$$

(77)

with $\Sigma_\lambda := \lambda_1 + \cdots + \lambda_p$. The final step is to insert the Taylor expansion in $\eta$ of all $\mathcal{R}_{\mathcal{K}}^{(\mu_0, \mu_0')}$, which is given by

$$\mathcal{R}_{\mathcal{K}}^{(\mu_0, \mu_0')} = -i \sum_{k_0=0}^{\infty} \left( -i \eta \right)^{k_1+\cdots+k_{m-1}} \left( \mu - 1 \right)^{k_1} \cdots \left( \mu' + 1 \right)^{k_{m-1}} [k_1, \ldots, k_{m-1}],$$

(78)

where $\mu - \mu' = m$ and we have defined the superoperator $[k_1, \ldots, k_{m-1}]$ acting as

$$[k_1, \ldots, k_{m-1}] |p\rangle\langle q| = \lim_{\eta \to 0} e^{i\mathcal{L}_\eta |p\rangle\langle q|} \mathcal{L}_\eta \left( \frac{1}{\Delta E_{p'q'} - \mathcal{L}_0 + (\mu - 1)\eta} \right)^{k_1+1} \mathcal{L}_\eta \left( \frac{1}{\Delta E_{p'q'} - \mathcal{L}_0 + (\mu' - 1)\eta} \right)^{k_2+1} \cdots \mathcal{L}_\eta \left( \frac{1}{\Delta E_{p'q'} - \mathcal{L}_0 + (\mu' + 1)\eta} \right)^{k_{m-1}+1} \mathcal{L}_\eta e^{-i\mathcal{L}_\eta t} |p\rangle\langle q|.$$

(79)

At first glance, this does not seem to be well defined, since the right-hand side depends on $\mu$ and $\mu'$ whereas the left-hand side does not. However, the superoperators $[k_1, \ldots, k_{m-1}]$ do not depend on the prefactors of $\eta \eta$, as long as they are positive, as was shown in Appendix B of Ref. [15]. Inserting the Taylor expansion into Eq. (77) then finally
makes every contribution of $\eta$ explicit:

$$K = \sum_{p=1}^{\infty} \sum_{r=1}^{\infty} \sum_{n_1+n_2+\cdots+n_p=1}^{\infty} \sum_{\lambda_1,\ldots,\lambda_p=0}^{\infty} \sum_{k_0,\ldots,k_{p-1}=1}^{\infty} K_{\lambda_1} \cdots K_{\lambda_p} (-1)^{\Sigma_k+p+1} \eta^{\Sigma_k-\Sigma_\lambda} f_{p,r}(\lambda, n, m, \bar{k}) \times [k_0] \left( J^{(\lambda_1)} \ast [k_1] \ast J^{(0)} \cdots \ast [k_{n_1}] \right) \left( J^{(\lambda_2)} \ast [k_{n_1+1}] \ast J^{(0)} \cdots \ast [k_{n_1+n_2}] \right) \cdots \left( J^{(\lambda_p)} \ast \cdots \ast [k_p] \right), \quad (80)$$

where we have used the shorthand notations $\lambda = (\lambda_1, \ldots, \lambda_p)$, $n = (n_1, \ldots, n_p)$, $m = (m_1, \ldots, m_{p-1})$, $k_i = (k_{i,1}, \ldots, k_{i,m_{i-1}})$, $\bar{k} = (k_0, \ldots, k_p)$, and $\Sigma_k = \sum_{i,j} k_{i,j}$. The function $f_{p,r}$ reads as

$$f_{p,r}(\lambda, n, m, \bar{k}) := \sum_{\rho_0=0}^{\infty} \sum_{\rho_1=1-\lambda_2}^{\rho_{p-1}=1-\lambda_r} \sum_{\rho_{p-1}+\cdots+\rho_1 = 1}^{\infty} g_0 g_1 \cdots g_p \times \left( -1 \right)^{\rho_0+\cdots+\rho_{p-1}} \mu_1^{\rho_0} \mu_2^{\rho_1} \cdots \mu_{p-1}^{\rho_{p-1}} \mu_{p-1}^{\rho_{p-1}+\cdots+\rho_1+1}, \quad (81)$$

with the definition

$$g_j \equiv g(\mu_j, \mu'_j, k_j) := (\mu_j - 1)^{k_{j,1}+1} (\mu'_j + 1)^{k_{j,m_{j-1}}-1}. \quad (82)$$

Recall that the $\mu_i$ and $\mu'_i$ are understood as functions of $\rho_0, \ldots, \rho_{p-1}$, $n$, and $m$.

It is not easy to give a physical interpretation of the terms in Eq. (81). They all describe contributions to the time evolution of the projected density matrix $\mathcal{P}_\rho$, grouped into blocks of $\ast$-products (in parentheses). Within each block, the small system does not return to any state with the same energy difference $\Delta E_{p'q'}$ as the initial state $|p'\rangle \langle q'|$, and so there is no dangerously divergent resolvent for $\eta \to 0^+$. Divergent factors of $1/\eta$ can, however, occur after (to the left of) each block: whenever the leftmost superoperator of a block is $\mathcal{J}^{(1)}$, the small system returns to a state with the same $\Delta E_{p'q'}$ [see Eq. (82)], which is associated with a factor of $1/\eta$. This produces the factor $\eta^{-\Sigma_\lambda}$ in Eq. (81) since $\Sigma_\lambda$ is the number of $\mathcal{J}^{(1)}$ that occur. The question whether $\Sigma_\lambda$ is finite can now be decided by analyzing the prefactor function $f_{p,r}$: $\mathcal{K}$ is finite if and only if $f_{p,r}$ vanishes whenever $\Sigma_k$ is less than $\Sigma_\lambda$.

### E. Cancellation of divergences

The detailed analysis of the function $f_{p,r}$ is relegated to Appendix D as it is quite lengthy. Here, we present

$$[[M_0, M_1]]_{\lambda} := \sum_{j=1}^{\infty} \sum_{n_1,\ldots,n_j=1}^{\infty} \sum_{k_0=0, k_1,\ldots,k_{n_1+\cdots+n_j}=1}^{\infty} (-1)^{\lambda+n_1+\cdots+n_j+1} (-1)^{j-1} [k_0] \times \left( \mathcal{J}^{(\lambda)} \ast [k_1] \ast \mathcal{J}^{(0)} \cdots \ast [k_{n_1}] \right) \left( \mathcal{J}^{(0)} \ast [k_{n_1+1}] \ast \mathcal{J}^{(0)} \cdots \ast [k_{n_1+n_2}] \right) \cdots \left( \mathcal{J}^{(0)} \ast \cdots \ast [k_{n_1+\cdots+n_j}] \right). \quad (87)$$
In this expression, the first superoperator $\mathcal{J}$ has an upper index of $\lambda$ while every other $\mathcal{J}$ has an upper index of zero. The vectors $\mathbf{k}_i$ come from the same set as in Eq. (80). In a similar fashion, we define

$$
[M] := \sum_{j=1}^{\infty} \sum_{n_1, \ldots, n_j=1}^{\infty} \sum_{K_1+\cdots+K_n+1=n_j=M} (-i)^{n_1+\cdots+n_j+1} (1)^{-1} \left( \mathcal{J}^{(1) \star} [k_1] \star \mathcal{J}^{(0) \star} \cdots \star [k_{n_j}] \right) 
$$

where the first $\mathcal{J}$ has an upper index of unity while every other $\mathcal{J}$ has an upper index of zero. This means that every block (in parentheses) except for the leftmost returns the state of the small system to one with a different energy difference. On the other hand, the leftmost block in $[[M_0, M_1]]_0$ and $[[M]]$ always returns the state it acts on to one with the same energy difference [see Eqs. (47) and (63)]. As noted above, this is exactly the case where a divergent factor $1/\eta$ appears. Note that the quantities $n_j$ in the last two equations correspond to the elements of the vector $\mathbf{n}'$ introduced earlier but we have dropped the primes in order to keep the notation as compact as possible. The corrections $\mathcal{K}$ can now be written as

$$
\mathcal{K} = \sum_{l=1}^{\infty} \sum_{\lambda=0}^{\infty} \sum_{M_0, \ldots, M_l=0}^{\infty} \Theta(M_0 \geq 1) \Theta(M_0 + M_1 \geq \lambda + 1) \cdots \Theta(M_0 + \cdots + M_{l-1} = \lambda + l - 1) 
$$

$$
\times \left[ [[M_0, M_1]]_0 \left[ [[M_2]] \cdots [[M_l]] \right] \right] 
$$

$$
= \sum_{l=1}^{\infty} \sum_{\lambda=0}^{\infty} \sum_{M_0+1}^{\lambda+1+M_0} \sum_{M_1=\max(0, \lambda+1-M_0)}^{\lambda+1-\sum_{i=0}^{l-2} M_i} \cdots \sum_{M_{l-2}=\max\{0, \lambda+l-2-\sum_{i=0}^{l-3} M_i\}}^{\lambda+l-1-\sum_{i=0}^{l-3} M_i} \left[ [[M_0, M_1]]_0 \left[ [[M_2]] \cdots [[M_{l-2}]] \left[ [[M_{l-1} = \lambda + l - 1 - \sum_{i=0}^{l-2} M_i]] \right] \right] \right]
$$

$$
\times \left[ [[M_0, M_1]]_0 \left[ [[M_2]] \cdots [[M_{l-2}]] \left[ [[M_{l-1} = \lambda + l - 1 - \sum_{i=0}^{l-2} M_i]] \right] \right] \right]
$$

(88)

Here, $l$ is the number of double brackets and every $[[M_0, M_1]]_0$ and $[[M]]$ is associated with exactly one factor of $1/\eta$. In this sense, Eq. (89) expresses the correction $\mathcal{K}$ in terms of the elementary singularities. $[[M_0, M_1]]_0$ is not associated with a negative power of $\eta$. On the other hand, the sum of all $M_j$ equals the sum of all $K_j$ [see Eqs. (84)–(86)], which equals $\Sigma_k$. This is the exponent of the product of all positive powers of $\eta$ resulting from the Taylor expansion of the regularized $T$-matrix. The sums in Eq. (89) restrict $\Sigma_k$ to equal $\lambda + l - 1$. But this is just the total negative power of $\eta$ from the divergences. Hence, Eq. (89) contains only the terms that survive for $\eta \to 0^+$. At every order $l$, only a finite number of terms contribute to Eq. (89). We can therefore systematically expand the corrections $\mathcal{K}$ using the introduced double brackets. The first few terms are given by

$$
\mathcal{K} = \left[ [1, 0]_1 + [[1, 0]]_0 [0] + [[1, 1]]_1 [0] + [[2, 0]]_2 [0] \right] 
$$

$$
+ \left[ [1, 0]]_1 [1] + [[1, 1]]_2 [0] + \cdots \right] 
$$

(90)

This is of course not an expansion in the bare coupling, since every double bracket contains infinitely many $\mathcal{L}_V$. But given a system-bath coupling of the form of Eq. (41), every $[[M_0, M_1]]_0$, is at least of fourth order and every $[[M]]$ is at least of second order. Since $\mathcal{K}$ stands for the correction term in Eq. (55), one needs to add the regularized $T$-matrix $R_{\text{reg}}$ to obtain the TCL generator. We thus find that up to the second order, the TCL generator is equal to the regularized $T$-matrix. Additionally, we see that the fourth-order correction has to come from the first term in Eq. (92), and the sixth-order corrections from the terms in the first line, specifically

$$
\mathcal{K}'^{(4)} = \left[ [1, 0]]_1 \right]^{(4)} 
$$

$$
\mathcal{K}'^{(6)} = \left[ [1, 0]]_1 \right]^{(4)} [0]^{(2)} + \left[ [1, 1]]_2 \right]^{(4)} [0]^{(2)} 
$$

$$
+ \left[ [2, 0]]_2 \right]^{(4)} [0]^{(2)} 
$$

(91)

(92)

where the upper index indicates the order in $\mathcal{L}_V$. Noting that the regularized $T$-matrix is given by $R_{\text{reg}} = -i[0] - i[0, 0, 0] - \cdots$, it is now straightforward to explicitly calculate the first orders of the TCL generator, where we reinsert the definitions of the double brackets:

$$
S^{(2)} = -i [0] 
$$

$$
S^{(4)} = -i [0, 0, 0] + i[1] \left( \mathcal{J}^{(1) \star} [0] \right) 
$$

$$
S^{(6)} = -i [0, 0, 0, 0, 0] + [1] \left( \mathcal{J}^{(1) \star} [0] \star \mathcal{J}^{(0) \star} [0] \right) 
$$

$$
+ i[1] \left( \mathcal{J}^{(1) \star} [0, 0, 0] \right) 
$$

$$
- [1] \left( \mathcal{J}^{(1) \star} \right) \left( \mathcal{J}^{(0) \star} [0] \right) 
$$

$$
+ i[1, 0, 0] + [0, 0, 0, 0, 0] \left( \mathcal{J}^{(1) \star} [0] \right) 
$$

$$
+ [1] \left( \mathcal{J}^{(0) \star} [0] \right) \left( \mathcal{J}^{(1) \star} [0] \right) 
$$

$$
- i[1] \left( \mathcal{J}^{(1) \star} [1] \right) \left( \mathcal{J}^{(1) \star} [0] \right) 
$$

$$
- i[2] \left( \mathcal{J}^{(1) \star} [0] \right) \left( \mathcal{J}^{(1) \star} [0] \right). 
$$

(93)

(94)

(95)
We have obtained an expansion of the TCL generator in terms of superoperators that are finite by construction. This is the central result of this paper. Higher-order terms can of course be generated using appropriate computer algebra systems but become increasingly lengthy.

IV. SUMMARY AND CONCLUSIONS

In this paper, we have shown how to systematically expand the TCL generator in the coupling between the relevant small system and the environment. By comparing the TCL generator and the propagator of the reduced density matrix order by order, we have derived a representation of the orders of the TCL generator in terms of the orders of the propagator [Eq. (37)]. Although this expansion and the one in terms of ordered cumulants are equivalent, the former is expected to be advantageous for numerical calculations and for analytical resummation schemes because it requires fewer terms. This indicates that massive cancellations, which are not obvious a priori, must occur in the ordered cumulants. Additionally, we have shown that the same series can be rewritten as a recursion relation [Eq. (38)], which further simplifies the expansion.

In order to use the TCL formalism to describe transport through quantum dots beyond weak dot-lead coupling, insight into higher-order terms is required. With this motivation, we have generalized the approach of Ref. [15], in which all orders of the Pauli TCL generator (limited to diagonal elements of the reduced density matrix) were derived, to describe the complete reduced density matrix with coherences. As in the Pauli case, seemingly divergent terms ultimately inherited from the $T$-matrix occur. However, we have shown that all divergent terms cancel order by order, leaving finite corrections to be added to the properly regularized $T$-matrix to obtain the TCL generator. An interesting mathematical structure is revealed, in which the product alternates between the Schur (elementwise) product and the usual matrix product. We have derived a relatively compact form of the expansion to arbitrary order, which only contains finite terms [Eq. (38)]. The fundamental objects appearing in this expansion describe processes that are each associated with an “elementary” singularity (a factor $1/\eta$, where $\eta$ is the adiabatic-switching rate sent to zero at the end of the calculations). It thus provides an expansion in the most singular contributions, not one in the dot-lead coupling. However, on its basis, the expansion of the TCL generator in the coupling can be obtained explicitly [Eqs. (38)–(39)], where our results guarantee the finiteness of all terms.

Clearly, outside the perturbative regime, there is no reason for any term in the series to be small, and the convergence of the perturbative series is not guaranteed. The next step, made possible by the present work, will be to derive the conditions for its convergence. Moreover, since every term is formally known one might hope to perform partial resummations. Since the TCL ME is exact and local in time, not just the stationary state but the full dynamics in the intermediate-coupling regime can be explored.
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Appendix A: Proof of Eq. (30)

We define $A := [PG + GQQ]^{-1}P$ and write $G = I + \tilde{G}$ and $GQQ = I + \tilde{G}Q$, where $\tilde{G}$ and $\tilde{G}Q$ are given by

$$\tilde{G}(t, t_0) = -i \int_{t_0}^{t} ds \mathcal{L}(s)G(s, t_0), \quad (A1)$$

$$\tilde{G}Q(t, t_0) = -i Q \int_{t_0}^{t} ds \mathcal{L}(s)G(s, t_0). \quad (A2)$$

With these definitions, we find

$$P = (I + P\tilde{G} + \tilde{G}QQ) A. \quad (A3)$$

By letting $Q$ act from the left on Eq. (A3) we obtain

$$0 = (Q + \tilde{G}QQ) A = (I + \tilde{G}Q) QA = GQQ A \quad (A4)$$

since $PQ = 0$ and $Q\tilde{G}Q = \tilde{G}QQ$. It is guaranteed that the inverse of $GQQ$ exits, and by letting it act from the left on Eq. (A1) we see that $QA = 0$, or equivalently $A = PA$. Thus, by replacing $A \rightarrow PA$ in Eq. (A3), the term $GQQ$ vanishes, and after taking the inverse of the remaining factor to the left of $A$, we find

$$A = P [I + PGPP]^{-1} = P [Q + PGP]^{-1}, \quad (A5)$$

which completes the proof.

Appendix B: Recursive expansion of the TCL generator

In this appendix, we prove Eq. (38). We start from Eq. (37) and proceed by induction. The proof for the case $n = 1$ is obvious. To prove the induction step, we require the identity

$$\sum_{\mu_1 + \cdots + \mu_j = \mu} f_j(\mu_1, \ldots, \mu_j)$$

$$= \sum_{k=1}^{\mu - j + 1} \sum_{\mu_1 + \cdots + \mu_{j-1} + \mu_j = \mu - k} f_j(\mu_1, \ldots, \mu_{j-1}, k), \quad (B1)$$
where $f_j$ is an arbitrary function of $j$ arguments and $\mu_1, \ldots, \mu_j$ are greater then zero. We also need that

$$
\sum_{j=2}^{\mu} \sum_{k=1}^{\mu-j+1} \cdots = \sum_{k=1}^{\mu-1} \sum_{j=2}^{\mu-k+1} \cdots
$$

(B2)

\[
S^{(n)} = \sum_{k=1}^{n} (-1)^{k+1} \sum_{n_1 + \cdots + n_k = n} P \hat{G}^{(n_1)} P \hat{G}^{(n_2)} P \cdots P \hat{G}^{(n_k)} P
\]

Equipped with these equations, we now express the $n$th order of the TCL generator as

\[
P \hat{G}^{(n)} P + \sum_{k=2}^{n} \sum_{j=1}^{n-k+1} (-1)^{k+1} \sum_{n_1 + \cdots + n_{k-1} = n-j} P \hat{G}^{(n_1)} P \hat{G}^{(n_2)} P \cdots P \hat{G}^{(n_{k-1})} P \hat{G}^{(j)} P
\]

(B3)

In the second to last step we have introduced $k' = k - 1$ and in the last step we have used the induction hypothesis. This proves the proposed recursion relation.

Appendix C: Proof of Eq. (70)

Consider the matrix elements of the left-hand side of Eq. (70):

\[
(J^{(\lambda_1)} A_1 \cdots J^{(\lambda_n)} A_n)_{pq} = (J^{(\lambda_1)})_{mn} (J^{(\lambda_2)})_{\alpha_1 \beta_1} \cdots (J^{(\lambda_n)})_{\alpha_n \beta_n} \cdot \frac{(A_1)_{\alpha_1 \beta_1} (A_2)_{\alpha_2 \beta_2} \cdots (A_n)_{\alpha_n \beta_n}}{\gamma_1 \cdots \gamma_n}.
\]

(C1)

Because $(J^{(\lambda_i)})_{mn} = \delta_{\Lambda \mu^i \nu^i}$ and the matrix elements of all $J^{(\lambda_1)}$ only depend on differences of energies of states but not on the states themselves we have

\[
(J^{(\lambda_i)})_{\alpha \beta}^{pq} = (J^{(\lambda_i)})_{\gamma \delta}^{pq}.
\]

(C2)

Thus, with the substitutions $\alpha_{k-1} \rightarrow \alpha$ and $\beta_{k-1} \rightarrow \beta$, the right-hand side of Eq. (C1) can be written as

\[
(J^{(\lambda_1)} A_1 \cdots A_{k-1})_{mn} (J^{(\lambda_k)} A_k \cdots A_n)_{\alpha \beta}^{pq}.
\]

(C3)

which completes the proof.

Appendix D: Analysis of the prefactor function $f_{p,r}$

As a first step, we establish a connection between $f_{p,r}$, which is defined in Eq. (51), and the simpler function

\[
f_{p,r}(\lambda_1, n, m, \tilde{k}) := f_{p,r}(\lambda_1, 1, \ldots, 1, n, m, \tilde{k}).
\]

(D1)

To do this, consider a fixed but arbitrary vector $\lambda$ of dimension $r$, where $\lambda_1 \in \{0, 1\}$, $\lambda_1+1 = \lambda_2+1 = \cdots = \lambda_{l+1} = 1$, and all other elements are zero, i.e., $k \notin \{1, j_1+1, j_2+1, \ldots, j_{l+1}+1\}$ $\Rightarrow \lambda_k = 0$. Since the $j_i$ can always be chosen accordingly for any vector $\lambda$ there is no loss of generality. Note that $l = \Sigma \lambda - \lambda_1 + 1$. It then follows that $\rho_0, \rho_{j_1}, \ldots, \rho_{j_{l+1}} \in \{0, 1\}$ and all other $\rho_k$ are equal to unity. Hence, we find

\[
f_{p,r}(\lambda, n, m, \tilde{k})
\]

\[
= \sum_{\rho_0, \rho_{j_1}, \ldots, \rho_{l+1}=0} (-1)^{l-\ell} \prod_{\rho_{j_k}} \mu_{n_k+1} \cdots \mu_{n_k+n_{k+1}-1} + 1
\]

\[
= (-1)^{l-\ell} \tilde{f}_{p,r}(\lambda_1, n', \tilde{m}, \tilde{k}),
\]

(D2)

where we have defined the vector $n'$ with elements $n'_k = n_{j_k+1} + \cdots + n_{j_k}$ for $k < l$ and $n'_l = p - n'_l - \cdots - n'_{l+1}$. Thus, in order to understand the behavior of $f_{p,r}$, it is sufficient to consider $\tilde{f}_{p,r}$. 
Now for every vector \( \mathbf{k}_j \) let \( K_j = k_{j,1} + \cdots + k_{j,m_j-1} \) denote the sum of its elements. The definition (82) of \( g_j \) shows that \( K_j = 0 \) implies \( g_j = 1 \) and, in particular, that \( K_0 = 0 \) implies \( g_0 = 1 \). In this case, no part of the summation depends on \( \rho_0 \) except for the factor \((-1)^{\rho_0}\). Thus, if \( K_0 = 0 \) then \( \tilde{f}_{p,l} = 0 \).

In the next step, we use the following fact: if \( g(x) \) is a normalized polynomial in \( x \) of order \( n \), then \( \sum_{\rho=0}^{\rho_0}(-1)^\rho g(m+(1-\rho)\mu) \) is a normalized polynomial in \( \mu \) of order \( n \) without an order-zero term. With this, we can perform the sum over \( \rho_0 \) since \( \mu_0 = m_0 + (1-\rho_0)\mu_1 \) [see Eq. (71)] and we can interpret \( g_0(\mu_0) = g_0(m_0 + (1-\rho_0)\mu_1) \) as a polynomial of order \( K_0 \) in \( \mu_1 \) [see Eq. (82)]. We find

\[
\tilde{f}_{p,l} = \Theta(K_0 \geq 1) \sum_{\rho_1,\ldots,\rho_{l-1}=0}^{1} (-1)^{\rho_1+\cdots+\rho_{l-1}} g_1 \cdots g_{\rho_1} \times (\mu_0^{K_0-\lambda_1} + \cdots + c_1 \mu_1^{1-\lambda_1}),
\]

where \( \Theta(X) = 1 \) if \( X \) is a true statement and \( \Theta(X) = 0 \) otherwise. The second line represents some polynomial in \( \mu_1 \) of order \( K_0 - \lambda_1 \), with unit coefficient of the highest-order term and vanishing order-zero term. In this expression, only the factor \((-1)^{\rho_1}\) of the functions \( g_1, \ldots, g_{\rho_1} \), and the polynomial in the second line depend on \( \rho_1 \) (through \( \mu_1, \ldots, \mu_{\rho_1} \)). With the same reasoning as before, we conclude that \( \tilde{f}_{p,r} \) is zero if \( K_0 + \cdots + K_{\rho_1} = \lambda_1 \) since in this case nothing except for the factor \((-1)^{\rho_1}\) depends on \( \rho_1 \). Therefore, \( \tilde{f}_{p,l} \) is proportional to \( \Theta(K_0 + \cdots + K_{\rho_1} \geq \lambda_1 + 1) \) and if this \( \Theta \) function equals unity we can again interpret the second line of Eq. (D3) together with the factor \( g_1 \cdots g_{\rho_1} \) as a polynomial in \( \mu_1 = m_1 + \cdots + m_{\rho_1} + (1-\rho_1)\mu_1^{1-\lambda_1} \) and perform the sum over \( \rho_1 \) to obtain a polynomial in \( \mu_{\rho_1+1} \) of order \( K_0 + \cdots + K_{\rho_1} + n_{\rho_1} - \lambda_1 - 1 \). The described procedure can now be iterated to eliminate all the remaining sums, leading to the result

\[
\tilde{f}_{p,l} = \Theta(K_0 \geq 1) \Theta(K_0 + \cdots + K_{\rho_1} \geq \lambda_1 + 1) \times \Theta(K_0 + \cdots + K_{\rho_1} + n_{\rho_1} \geq \lambda_1 + 2) \times \cdots \times \Theta(K_0 + \cdots + K_{\rho_1} + n_{\rho_1} + \cdots + n_{l-2} \geq \lambda_1 + l - 1) \times g_{n_{\rho_1} + \cdots + n_{l-2} + 1} \cdots g_p.
\]

(D4)

Inspecting the last \( \Theta \) function in Eq. (D4) and noting that \( l - 1 = \Sigma_\lambda - \lambda_1 \), we see that a necessary condition for \( \tilde{f}_{p,l} \) to be non-zero is that

\[
\Sigma_k \geq K_0 + \cdots + K_{\rho_1} + \cdots + n_{l-1} = \lambda_1 + l - 1 = \Sigma_\lambda.
\]

(D5)

Hence, we conclude that every term in the expansion of the TCL generator with a negative power of \( \eta \) is zero [see Eq. (30)], and therefore that the expansion is well behaved. Furthermore, in the limit \( \eta \to 0^+ \), only the terms with \( \Sigma_k = \Sigma_\lambda \) remain. In this case, the last \( \Theta \) function in Eq. (D4) also implies that

\[
K_{\rho_1} + \cdots + n_{l-2} + 1 = \cdots = K_p = 0,
\]

from which it follows that

\[
g_{n_{\rho_1} + \cdots + n_{l-2} + 1} = \cdots = g_p = 1.
\]

(D7)

Substituting our result for \( \tilde{f}_{p,l} \) into Eq. (D2), we arrive at the result

\[
f_{p,r} = (-1)^{-\Sigma_\lambda + \lambda_1 - 1} \Theta(K_0 \geq 1) \times \Theta(K_0 + \cdots + K_{\rho_1} \geq \lambda_1 + 1) \times \Theta(K_0 + \cdots + K_{\rho_1} + n_{\rho_1} \geq \lambda_1 + 2) \times \cdots \times \Theta(K_0 + \cdots + K_{\rho_1} + n_{\rho_1} + \cdots + n_{l-2} \geq \lambda_\lambda),
\]

(D8)

which was asserted in the main text.
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