Hierarchical Radar Data Analysis for Activity and Personnel Recognition
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Abstract: Radar-based classification of human activities and gait have attracted significant attention with a large number of approaches proposed in terms of features and classification algorithms. A common approach in activity classification attempts to find the algorithm (features plus classifier) that can deal with multiple activities analysed in one study such as walking, sitting, drinking and crawling. However, using the same set of features for multiple activities can be suboptimal per activity and not take into account the diversity of kinematic movements that could be captured by diverse features. In this paper, we propose a hierarchical classification approach that uses a large variety of features including but not limited to energy features like entropy and energy curve, physical features like centroid and bandwidth, image-based features like skewness extracted from multiple radar data domains. Feature selection is used at each step of the hierarchical model to select the best set of features to discriminate the target activity from the others, showing improvements with respect to the more conventional approach of using a multiclass model. The proposed approach is validated on a large dataset with 1078 recorded samples of varying length from 5 s to 10 s of experimental data, yielding 95.4% accuracy to classify six activities. The approach is also validated on a personnel recognition task to identify individual subjects from their walking gait, yielding 83.7% accuracy for ten subjects and 68.2% for a significantly larger group of subjects, i.e., 60 people.
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1. Introduction

Sensor-based home health monitoring, such as human activity recognition (HAR) and its applications, has gained significant interest and is widely used for healthcare applications. By monitoring the health parameters and activity patterns of the elderly and patients, the patient care and re-examination workflow management can be improved, increasing the efficiency and reducing the stress in healthcare systems [1]. Additionally, people can be more aware of their own health conditions and receive assisted living services through activity monitoring. For instance, sending the detection of dangerous situations such as stumbles and falls, which can lead to severe injuries, will help
emergency centres respond in time and reduce potential risks [2]. Recording the gait information can provide parameters and features such as walking speed and stride length, which are essential indicators to characterise the wider health conditions as well as provide a biometric measure for personnel recognition [3].

Currently, many activity monitoring methods [4–6] are based on camera/wearable sensors but can be limited in some cases. For instance, camera monitoring can be influenced by direct sunlight, the brightness of the environment and may raise privacy issues. Wearable sensors require to be worn, charged, and carried around to be effective, which can be an issue for cognitively impaired patients. Compared to these detection technologies, the advantages of radar monitoring are the contactless sensing capabilities and insensitivity to lighting conditions. Radar-based sensing can capture the motion and micro-motions generated by a human body and its individual parts. Features can then be extracted from radar signatures to discriminate between activities while respecting the privacy of users.

In the past few years, significant research works have focused on the HAR using radar. Ding et al. [7] used an ultra-wideband (UWB) radar to recognise daily human motions with physical empirical features and principal component analysis-based features, achieving an average classification accuracy of 89.7% for six in situ motions and 88.9% for another six non-in situ motions. In [8], a Frequency Modulated Continuous Wave (FMCW) radar was used in conjunction with wearable sensors to enhance the discrimination results. The average accuracy rate reached 97.8% when the decision-level fusion scheme was exploited. In [9], singular value decomposition (SVD) algorithm was implemented to extract features from the spectrogram. The NetRAD system, which was developed at University College London, was used to measure the human micro-Doppler signatures. The accuracy of the classification was approximately 99%. In [10], features extracted from the cadence velocity diagram (CVD) were used with support vector machine and achieved approximately 91% accuracy, whereas the accuracy of the features extracted from spectrogram was 87%. Jokanovic et al. [11] applied a deep neural network (DNN) to radar spectrogram for detecting the fall, and overall accuracy of 87% was achieved. The employed DNN consisted of two stacked auto-encoders and a SoftMax regression classifier, and four human activities were considered, namely, walking, falling, bending, and sitting.

Gait analysis is a more specific study of human activities. Human walking (for most people) gait tends to present stable and steady signatures if the initial acceleration and final deceleration phases are removed, and this can provide clear and distinctive micro-Doppler signatures. In [12], the author proved that the micro-Doppler signature could provide valuable information in the gait analysis of pedestrians. Walking and running were distinguished by comparing the Doppler shift of the torso and the cadence frequency of legs. In [13], micro-Doppler signatures, cadence velocity diagram and autocorrelation were performed to extract features including the central Doppler frequency of walking and the fundamental gait cadence frequency to distinguish both running and walking actions of a single person and a group of people. Seifert et al. [14] proposed to extract gait patterns from time-frequency representations with sum-of-harmonics modelling, obtaining an average accuracy of 88% accuracy. Recently, personnel recognition based on gait analysis also received increasing attention. In [15], they first proposed the voted monostatic DCNN (VMo-DCNN) method. By merging the fusion step into the network architecture, they further demonstrated the multi-static DCNN (Mul-DCNN) method. Comparing these two methods, the performance of Mul-DCNN was slightly better than VMo-DCNN, which the highest average accuracies were 99.94% and 99.75%, respectively. In [16], the author compared the result with different statistical learning algorithms from two subjects to seven subjects. Both random forest and the Naïve Bayes algorithms can obtain the best performance with the number of subjects is 2, which achieved 90% accuracy, highlighting that this is the most challenging task.

The vast majority of the human activity recognition research tends to apply the same algorithm (features extracted from the radar data and classifier) to recognise all activities in a given multiclass problem, i.e., one defined algorithm fits all the cases, and there are few attempt of capitalising on
the diversity of kinematics that can be captured by diverse features or diverse radar data domains. For example, in [7] the authors showed that in-situ vs non-in-situ actions can be classified using different features and classifiers to improve the overall performance. Different domains of radar data, for example, Cadence Velocity Diagram (CVD) and range-information can complement the traditionally used information contained in the micro-Doppler spectrogram (MDS) [17]. Investigating different radar data domains can provide more degrees of freedom to optimise, both human activity and personnel recognition tasks using different fusion schemes [18]. Combining diverse features and diverse domains of radar data can enable novel approaches based on hierarchical classification, where each activity of interest is classified out of the many in a one-versus-all approach, rather than trying to classify all activities at once. This can also be applied to the problem of personnel identification, i.e., recognising an individual based on their gait out of a pool of known subjects. In this paper, we show a possible approach along this line, with hierarchical classification models for human activity and personnel recognition validated on a large set of experimental radar data. The main contributions are summarised as follows:

- A novel hierarchical human activity recognition scheme with optimised feature sets and classification algorithm combinations for improved performance on one-vs-all schemes;
- The provision of insight into the robustness of features for different activities by analysing which features are consistently selected for classification and which ones are flexibly selected for different activities;
- A novel personnel recognition algorithm using the combination of multiple domains—spectrogram, cadence velocity diagram, velocity diagram, and acceleration diagram to identify stable phases of walk suitable for classification first and then identify personnel;
- The provision of insight into what affects the performances for personnel recognition based on the quality of the radar signatures.

This paper is organised as follows: Section 2 presents the experimental setup for data collection and radar signal pre-processing. Section 3 introduces the applied feature extraction approaches for both activity classification and personnel recognition based on gait analysis, as well as the validation for the proposed feature measurement algorithms. Section 4 deals with classification results and improvements from feature analysis. Section 5 concludes the results and discuss further directions.

2. Data Collection and Pre-Processing

In this study, the radar is an off-the shelf Frequency Modulated Continuous Wave (FMCW) system from Ancortek – SDR-580AD. It is operating at 5.8 GHz centre frequency, with an instantaneous bandwidth equal to 400 MHz and a chirp duration equal to 1 ms. This yields an unambiguous Doppler frequency range equal to ±500 Hz, which is sufficient to capture human activities performed indoor. The transmitted power was set to +19 dBm, and two linearly polarised Yagi antennas with a gain equal to 17 dBi and a beam-width of approximately 24° in azimuth and elevation were used [8]. From [19], the architecture of the radar adopts a hardware dechirping/stretch processing for downconversion [20]. This consists of mixing the received signal with the transmitted signal. The downconverted signal (the beat frequency) is then low pass filtered and amplified before digitization. There are 2 received channels one in-phase and the other in quadrature to capture complex samples. The sample rate is 128 per sweep (1ms), so the ADC sampling rate is 128 kHz and encodes samples on 12 bits.

Figure 1 presents the radar equipment and one of the recording locations. The data [21] was recorded at the University of Glasgow and two locations at the North Glasgow Housing Associations facility and Age UK West Cumbria centre, respectively. Sixty volunteers aged from 21 to 98, including 39 males and 21 females, were asked to perform 6 activities, namely, walking (1), sitting (2), standing up (3), drinking water (4), picking an object from the floor (5), and fall (6) respectively with each action repeated three times per volunteer. The falls were not performed for volunteers recorded outside the university of Glasgow in care homes notably the NG homes and West Cumbria...
data samples. Based on the recorded database, data files have a duration of 10 s for walking and 5 s for other activities, and in total, 1078 samples are collected and analysed for feature extraction and activity classification. Out of all this data, 180 walking samples are used for gait analysis and personnel recognition.

Figure 1. Radar configuration in the laboratory setup at the University of Glasgow (a), and in the West Cumbria Age UK centre (b).

Figure 2 presents the steps for the signal pre-processing. The processing starts with reading and reshaping the raw FMCW data in time domain which are the digitized reflected time-delayed and frequency-shifted signals in complex value before the application of Fast Fourier Transform (FFT) to extract the range information. In this project, the data matrix is reshaped into $128 \times M$ where 128 is the number of time samples per sweep, which is also the size used for FFT, and $M$ is the number of chirps for one activity sample. Then FFT is applied to each column of data matrix and obtain the spectrum of each single chirp centered at beat frequency that is proportional to the range from the detected target and thus range profile can be extracted. Next, an infinite impulse-response 9th-order high-pass Butterworth notch filter with a cutoff frequency at 0.0075 Hz is used as a moving target indicator to range profile, removing components near the 0 Hz in the frequency domain, which is caused by stationary objects in the environment. After that, only the range bins of interest from five to 25 (1.875 m to 9.375 m) where the subjects are detected are chosen and then Short Time Fourier Transform (STFT) using a 0.2 s Hamming window with a 95% overlapping factor is implemented on acquired range-time data matrix to extract the time-varying micro-Doppler signatures. For FMCW radar system, the range resolution is proportional to the bandwidth and the Doppler resolution is related to chirp duration and the number of FFT points used in STFT and for the data used in this study, the range resolution is 37.5 cm, and the Doppler resolution is 1.25 Hz (or 0.03 m/s), making it capable of performing accurate velocity analysis and activity classification.

Figure 2. Block diagram of signal pre-processing.

3. Feature Extraction and Validation

This section describes the proposed approaches for feature extraction, applied to both scenarios of monitoring human activities and gait analysis of specific individuals. The approaches proposed for gait analysis are also validated on simple simulated radar data of human gait and through a preliminary test on the experimental data.
3.1. Activity Feature Extraction

For activity classification, two feature extraction approaches are considered: the implementation of handcrafted features, including empirical features that calculated directly from the data matrix in range-time (RT), range-Doppler domain, micro-Doppler spectrogram (µD) and transform-based features inspired by \[8,9\] that calculated on cadence velocity diagram and singular value decomposition matrix that transformed from base-data matrices (spectrogram, range-time data and range-Doppler data) in multiple radar data domains, and TSFRESH features \[22\].

Table 1 shows the features calculated for activity classification. The left column lists the names of features and the right column lists how many corresponding features are calculated. In total, 25 features can be calculated in one domain and the same features are applied in range-time, range-Doppler and micro-Doppler (spectrograms) domains to describe different characteristics and information held in each domain, with the exception of the Cadence Velocity Diagram that by definition is the FFT of the spectrogram along the time axis. These features can be summarised into the types listed which are namely energy features which describe the energy status depending on positions and unpredictability of the energy distribution; physical features which describe the mass centre of Doppler patterns and spread of Doppler shifts; image-based features which describe the symmetry and the shape of spectrogram patterns; Cadence velocity diagram (CVD) features; and singular value decomposition (SVD) features that indicate periodic and physical features such as the velocity of the activity.

Table 1. List of the features extracted for activity classification.

| Feature table for RT, RD and µD domains | # |
|---------------------------------------|---|
| Energy features                       |   |
| Entropy                               | 1 |
| Energy Curve (mean & variance & integration) | 3 |
| Centroid (mean & variance)            | 2 |
| Bandwidth (mean & variance)           | 2 |
| Binary Feature                       | 1 |
| Skewness                              | 1 |
| Physical features                     |   |
| Features calculated on cadence velocity diagram |   |
| Step Repetition Frequency             | 1 |
| Step Repetition Frequency Band Peak (high & low) | 2 |
| Periodical and physical features      |   |
| Mean and variance of singular vectors (mean & variance of right and left vectors) | 12 |
| Number of features                    | 25 |

Some features from the table present interesting properties. For instance, the entropy and energy curve of the spectrogram are features used for analysing the energy properties of activities. For a time-frequency spectrogram \(S(I,j)\), the entropy is given by Equations (1) and (2) where \(P\) is the probability distribution of the energy:

\[
P(m) = \frac{\sum_{t} S(t, m)}{\sum_{f} \sum_{t} S(t, f)}
\]

\[
H = - \sum_{m=1}^{N} P(m) \log_2 P(m)
\]

Energy curve shows how the energy of the target depends on the position. In the Doppler spectrogram, it is calculated by directly summing all the spectrogram value at each time bins. In this study, the entropy and the mean, standard deviation as well as trapezoidal numerical integration of energy curve are used as features. They can follow the energy status of the activity during the movement. If an activity shows a random and unpredicted intense movement such as a sudden fall
to the ground, it then reflects a widespread of energy curve and larger entropy and thus can be an evident characteristic for classification.

The centroid and bandwidth of the spectrogram represent the mass centre of the Doppler signature and the surrounding bandwidth. This is denoted in Equation (3), which is given by [23], where \( f_c(j) \) is the centre frequency at \( j \)th time bin, \( f_c(i) \) is the Doppler frequency at \( i \)th Doppler bin and \( S(i,j) \) is the corresponding spectrogram value.

\[
f_c(j) = \frac{\sum_i f(i)S(i,j)}{\sum_j S(i,j)}
\]  

(3)

With the obtained centre frequency, the bandwidth of the Doppler signature \( B_C \) can then indicate the spread and range of the Doppler shifts around the centre frequency and is calculated from Equation (4):

\[
B_C(j) = \sqrt{\frac{\sum_i f(i) - f_c(j)^2 S(i,j)}{\sum_j S(i,j)}}
\]  

(4)

For instance, Figure 3a is the micro-Doppler spectrogram of sitting activity with a color map indicating the normalised spectrogram amplitudes in dB. (b) and (c) are calculated centre frequencies and bandwidth over the time bins. It can be observed that centre frequencies hold the shape and mass centre of the Doppler pattern and the bandwidth features capture the range of Doppler shifts in each time bin and thus they hold and interpret the characteristics of the sitting spectrogram.

Furthermore, the skewness feature, describing symmetry properties of the shape of the motion pattern in the spectrogram is applied and given in Equation (5) where \( \mu \) and \( \sigma \) are the mean and standard deviation of \( x \). In this study, \( E \) is the histogram calculated by transforming the spectrogram into a grayscale image which indicates the energy distribution of the spectrogram. The calculated skewness \( s \) will be close to 0 if the pattern is symmetric distributed and will be negative or positive for more left-spread patterns or right-spread patterns respectively.

\[
s = \frac{E(x - \mu)^3}{\sigma^3}
\]  

(5)

Typically, patterns of continuous activities such as walking can present more uniform and periodic distribution on the spectrogram. Furthermore, activities have symmetry motion such as drinking—first raising the arm up and then putting the arm down. These activities can show more symmetric information than split-second activities such as standing up or sitting down and thus can be classified using skewness.

Singular value decomposition (SVD) is a data compression method that has been proposed and applied in the time-frequency spectrogram analysis [24]. It is also used for reducing feature space
dimensionality and able to infer the physical parameters such as the velocity, periodic property in spectrogram, which is shown useful for gait analysis in distinguishing armed and unarmed personnel in walking [25]. SVD can be expressed in Equation (6) where $U$ and $V$ are left, and the right matrix of singular vectors and $S$ are the singular values of $M$ where $M$ is the spectrogram in this study. After obtaining the vectors $V$ and $U$, the mean and standard deviation of these 2 vectors are calculated as features.

$$M = USV^T$$  \hspace{0.5cm} (6)

Time Series Feature extraction based on scalable hypothesis tests (TSFRESH) is a python package that can automatically calculate a large number of features based on the input time series [22]. The extracted characteristics include but are not limited to the number of consecutive changes, the autocorrelation, and linear trend, which complement the range of handcrafted features presented above. As the TSFRESH algorithm accepts time series as inputs, a micro-Doppler spectrogram with size $m \times n$ has $m$ time series. Therefore, the spectrograms are first pre-processed to reduce the dimension and complexity of input data and extracted features. For all the activity samples, the energy curve is used as the input to the TSFRESH algorithm. It is the sum of the response values of the spectrogram Doppler bins, which describes the energy status of the motion as a function of time. In gait analysis, because of the continuous and periodical shape of the spectrogram pattern, a complete velocity-time curve can be extracted by performing noise filtering and locating the strongest response values of Doppler shifts in each time bin (the details of extraction procedures are given in Section 3.2), and it is used as the second input data for the TSFRESH algorithm. Figure 4 presents an example of input series for TSFRESH. Figure 4a is the micro-Doppler spectrogram of walking activity with a colorbar indicating the normalised spectrogram amplitudes in dB. Figure 4b,c are the calculated one-dimensional time series from Figure 4a which are energy curve series showing the energy status of the target depending on time and velocity-time series of walking. With these input time series, 627 HAR features from all six activities and 349 features from walking activity alone are extracted with TSFRESH.

![Figure 4](image_url)

**Figure 4.** (a) micro-Doppler spectrogram and (b) extracted TSFRESH input energy-time series, (c) velocity-time series.

### 3.2. Walking Sample Processing and Gait Feature Extraction

For the collection of walking samples, the volunteers were asked to walk back and forth in their normal speed with arms and legs swinging naturally and each volunteer was recorded for 3 samples. In total, 180 samples from 60 people aged from 21 to 98 are used for the analysis. For a complete walking cycle in recorded samples, three periods, acceleration phase, stable phase and deceleration phase, are considered in the gait patterns. In acceleration phase, the person starts to walk from static position and the walking velocity increases. In stable phase, the walking velocity is oscillating around a constant value and can be regarded as a uniform velocity. After that, the velocity decreases to zero and the person stops in deceleration phase. These states are repeated for 2 to 3 cycles in each recorded sample. Figure 5 presents the micro-Doppler spectrogram of one sample from person ID 01 (gender: male, age: 27, height: 182 cm) male. For the details of all the volunteers and samples
please refer to [21]. In the figure, the negative Doppler shifts are caused by the relative motion of the subject moving away from the radar and the positive Doppler shifts then indicate the movement close to the radar. The movement of the main body, as well as the motion of the arm, knee and foot can be observed. These are empirical extrapolations from [26] and our experience in reading measured spectrograms, and this information is not used to separate body parts for the processing, but highlights the contributions of various body parts in the radar signature. In the processing of gait samples, features are extracted to present the variability of walking patterns from 60 volunteers in different age that performed different characteristics such as walking velocity, step length and step repetition frequency (step rate) which can be used for personnel recognition.

Figure 5. Example of micro-Doppler spectrogram of a walking sample.

To extract more accurate gait parameters, a stable phase extraction of walking based on image processing is first performed to reduce the influence and possible errors caused by the acceleration and deceleration phase of walking. This processing also captures the uniform walking period, and thus a stable measurement of gait parameters such as velocity and step length can be obtained.

Figure 6 shows the stable phase extraction procedures that start with micro-Doppler signatures of walking activities. The Doppler shifts with the strongest response in the spectrogram at each time bin are recorded to obtain the Doppler shift caused by the torso. Then, a noise filtering is carried out by removing outliers of the curve caused by noise which have velocity values greater than 3 m/s that is far beyond the normal walking speed around 1 m/s and get the velocity-time graph. After that, a Gaussian filter with a length of 50 samples is applied to smooth the data, and the derivation operation is performed to get the acceleration information where a running-average filter is used to get the mean acceleration over a sliding window of length 50 to further smooth and suppress minor changes. In the acceleration-time curve, there is a peak and a trough in a complete walking cycle shown in Figure 7, which indicates the end of the acceleration phase and the start of the deceleration phase. The stable phase of walking is the period the velocity can be approximately regarded as constant. It is extracted by locating the positions of the waveform between the peak and the trough in acceleration data and mapping them back into the velocity data as shown in Figure 7.
Additional gait features are extracted for the analysis of personnel recognition based on walking data. Two approaches are considered: cadence velocity diagram (CVD) and image-processing based velocity-time diagram analysis which analyse the walking patterns in frequency domain and time domain respectively.

- **CVD features**: CVD is obtained by performing an FFT along the time axis for all Doppler bins in the micro-Doppler signatures (MDS) in the spectrograms. It can show periodic motions of limbs during walking within the MDS [27]. In this study, the FFT is applied to the extracted stable phase of walking instead of the entire length of the samples, for more accurate measurement and analysis by removing the interference of the acceleration phase and deceleration phases. Figure 8a is the CVD of the walking stable-phase of an example of walking data. Figure 8b,c give the sum of the CVD along the cadence frequency axis and Doppler frequency axis respectively where the Doppler shift and Cadence frequency of legs can be observed, and thus, the gait velocity, and the step repetition frequency can be measured.
Image-processing based velocity-time diagram features:

The velocity-time graph (Figure 9) of walking can be obtained after the pre-processing and stable phase extraction. Features extracted from this data representation are listed in Table 2 where the left column lists the name of each feature and the right column lists how many corresponding features are extracted. The minimum, maximum, and average velocity can be measured directly from the curve with the corresponding velocity axis. In Figure 9, peaks are shown in red marks, and troughs are in green marks. Although the waveform is the track of the movement of the torso, the frequency component of the torso movement is synchronised with the swing frequency of the foot and has the same period. Therefore, the interval every two peaks or two troughs can be associated with a step [26], and the adjacent peak and trough can present the initial swing or terminal swing of a step. Knowing the resolution of the time axis, the step length $l$ can be calculated by integrating the multiplication of instantaneous velocity $v(t)$ and time $t$ given in Equation (7).

$$l = \int v(t) \, dt$$  \hspace{1cm} (7)
The time for a half swing, as well as the velocity difference of a half swing, is also considered for potential features. Additionally, a binary feature \( R \) is calculated using Equation (8):

\[
R = \frac{S_{\text{binary}}}{S_{\text{spectro}}}
\]  

(8)

\( R \) is the ratio between two areas where \( S_{\text{spectro}} \) denotes the whole surface area of the stable phase walking spectrogram (Figure 10a) and \( S_{\text{binary}} \) denotes the area of the white pattern in binary figure (Figure 10b) converted from the spectrogram (a) using a threshold value which is determined by average pixel values of all the walking spectrograms in the dataset. In this way, a walking pattern with more intense energy and faster velocity will generate a widespread binary pattern, and the ratio can thus indicate the intensity and the shape of the walking activity in the stable phase.

![Figure 10.](image)

(a) The spectrogram of walking in stable phase (b) binary figure converted from the spectrogram.

Table 2. List of the features extracted for gait analysis.

| Feature Name                                         | #  |
|------------------------------------------------------|----|
| The velocity of the the stable phase (mean, max, min)| 3  |
| Step repetition frequency                             | 1  |
| Binary feature (stable phase, whole spectrogram)     | 2  |
| Velocity difference in a half swing                   | 1  |
| Step length (mean, max, min)                          | 3  |
| The ratio of initial swing and terminal swing in one step cycle | 1  |
| Number of features                                    | 11 |

In this study, since both CVD analysis method and image-processing based velocity diagram analysis method can measure the gait velocity, a comparison and validation procedure is performed to evaluate the accuracy of the measurement from the two approaches with a simulation walking model providing the ground truth velocity.

For the simulation model, the construction of the model and the set up of the radar refers to the work in [28]. The human model is constructed using the Boulic kinematic model [29] with 17 joints (e.g., head, neck, shoulder, knee, ankle, toe), which represent the skeleton structure of a person (Figure 11a) and the sampling rate is 2048 Hz per walking cycle. Then a simulated pulse-Doppler radar working at 5.8 GHz is set to have the same frequency as the real radar configuration in this study and capture the return data from the walking of the human model. With obtained data, the radar signal processing is performed to extract the MDS of the simulated motion (Figure 11b).
Figure 11. (a) human walking model, (b) micro-Doppler spectrogram of the simulated motion.

In the simulation, the preset walking velocity provides the ground truth for the validation of the proposed features for gait analysis. The two approaches, CVD analysis and image-processing based velocity diagram analysis are then performed using the MDS from radar simulation to measure the gait velocity.

Table 3 shows the comparison of the measurement results from both analysis methods. It can be observed that while the measurement results from CVD has a deviation in the order of 0.5 m/s from the simulated velocity, the results from image-processing based velocity diagram yielded much closer results to the ground truth with approximately 95% accuracy. The deviation from CVD analysis could be caused by the limitation in resolution from the FFT, and the blurring of the mean velocity peak caused by the accumulation of the contributions from the arms and feet. This phenomenon may be emphasised by the reduced contrast between the torso returns compared to the rest of the body in simulations, in comparison with measurements.

| Simulated Velocity (m/s) | Measured Velocity from CVD Analysis | Measured Velocity from Velocity Diagram |
|-------------------------|-----------------------------------|----------------------------------------|
| 1.20                    | 0.70                              | 1.26                                   |
| 1.60                    | 0.95                              | 1.57                                   |
| 2.00                    | 2.45                              | 2.04                                   |

After comparing the measured gait velocity using both methods with simulated data, these two approaches are further evaluated using the collected experimental samples. This simple validation aims to verify whether there is an increase in accuracy by adding one of the two proposed mean gait velocity estimation to the feature set already identified for activity monitoring. The results are shown in Table 4, where the basic feature set is the combination of the original features in Table 1 and a part of the robust features in Table 2, $v_{img}$ is the mean velocity measured by the velocity-time diagram, and $v_{CVD}$ is the mean velocity measured by CVD. From the results, the feature $v_{img}$ increases the classification accuracy by 1.48%, whereas the feature $v_{CVD}$ reduces the accuracy by 0.29%. The degraded measurements from CVD can be attributed to the influence of reflections from the environment, which is shown to have an impact on the estimation of the foot/torso ratio [13]. Such interference in the pattern can cause a shift of the peak value when accumulated in the horizontal projections of CVD (Figure 12b) and thus worsen the estimation of mean gait velocity. Therefore, the velocity features measured from the velocity-time diagram using image-based processing are retained, but the CVD-based features are dismissed.

| Feature Set | Basic Feature Set | Basic Feature Set+ $v_{img}$ | Basic Feature Set+ $v_{CVD}$ |
|-------------|-------------------|-----------------------------|------------------------------|
| Accuracy    | 44.12             | 45.60                       | 43.83                        |

Table 4. Classification results comparing the use of estimated mean gait velocity from the CVD and velocity-time diagram methods.
4. Results and Discussion

4.1. Human Activity Classification

Based on the designed features in Table 1 which are all applied to micro-Doppler, range-Doppler and range-time domains as well as the features extracted from TSFRESH, the classification models are trained with several commonly used statistical learning algorithms such as decision trees, nearest neighbour classifiers, support vector machine (SVM) and ensemble classifiers. A 5-fold cross-validation method is used, and each model is trained and validated 50 times to calculate the average classification accuracy, and the results are given in Table 5. These classifiers are trained with multiclass models.

Table 5. Classification results from the multiclass model for different classifiers and combinations of sets of features.

| Classification Algorithms       | uD Features | uD+RD+RT Features(1) | uD+RD+RT Features(2) | (1+2)          |
|--------------------------------|-------------|-----------------------|-----------------------|----------------|
|                                | 25 Features | 75 Features           | 627 Features          | 702 Features    |
| Decision Tree (Fine model)     | 88.5        | 87.9                  | 63.3                  | 86.3           |
| SVM (cubic kernel)             | 91.8        | 17.2                  | 72.0                  | 20.3           |
| KNN (K=10, weighted)           | 86.0        | 17.2                  | 58.8                  | 20.7           |
| Ensemble (Subspace, discriminant) | 90.1        | 90.7                  | 70.7                  | 89.2           |

From the initial results, the SVM model with cubic kernel achieves the highest accuracy at 91.8%. However, the introduction of multidomain features and TSFRESH features to the set does not directly improve the results, which reported 90.7% with ensemble classifier, 72% with SVM and 89.2% with ensemble classifier as a combination. The results show the advantage of the micro-Doppler spectrogram, which can better characterise the kinematic motion properties of activities. Applying additional features in other domains and TSFRESH features increases the dimensionality and complexity of the feature set for classification without adding, in this case, useful information, which can explain the severe decrease in performances. Therefore, a feature selection processing is implemented to improve the prediction performance, increasing prediction speed, cost-effectiveness and providing a better understanding of the data generation process [30].

Feature selection algorithms are generally divided into the following three categories:

- Filter methods, which look into the intrinsic properties of the features regardless of the training model used.
- Wrapper methods, which iterate the subsets of original features and compare their prediction errors.
• Embedded methods, which generates scores of features during the model learning process.

According to the algorithms of these selection methods, filter methods are computationally inexpensive. However, since wrapper methods directly evaluate the classification accuracy using different subsets of features, the performance of wrapper methods are better compared to filter methods [31]. Therefore, in this project, a wrapper method, sequential forward selection (SFS), which is also proven to have better accuracy improvement in [32] for radar HAR feature selection, is chosen. SFS starts with choosing one feature from the feature set and adds one feature each time, which achieves the best classification performance for optimising the training model. The process iterates until the validation accuracy of the model reaches the maximum.

Figure 13 presents the change of classification accuracy over the feature selection processing. A better model with accuracy 95.8% is obtained, and the accuracy is enhanced by 4% by removing those redundant and correlated features.

![Figure 13. Classification accuracy evolution with SFS applied to SVM cubic model.](image)

Figure 14 shows the confusion matrix of the results from the multiclass activity classification model with feature selection applied. Labels 1 to 6 represent walking, sitting, standing up, drinking water, picking an object from the floor and fall, respectively. It can be observed that some activities such as 1 and 6 have 100% and 98.3% classification accuracy while activity 4 only has 92.7% accuracy. These varied classification results are mainly caused by the physical characteristics of different motions. For instance, the periodical characteristic of walking activity can be described by SVD features and CVD features, and the intensive and rapid movement from fall can be captured by energy features such as energy curve and entropy. However, the minor motion from drinking (Figure 15a) makes it less distinctive than other activities, and its similarity with picking (Figure 15b) can explain 10% of misclassification.

Further analysis is performed looking at a hierarchical classification framework with the one-versus-all approach. From the confusion matrix obtained in multiclass analysis, activity A1 and A6 show 100% and 98.3% classification accuracy and thus can be classified easily. However, some other activities like A3, A4 and A5 have worse performances with the selected feature combination in the multiclass model. Therefore, a hierarchical classification structure shown in Figure 16 is designed to further optimise the classification model in each stage. With a hierarchical classification structure, 5 separate models are trained to classify each specific activity. The first classified activities are removed in the training of the model in the next stage to reduce dimensions and complexity in training data.
and classes. Additionally, customised training algorithms, parameters and feature combinations can be selected flexibly for each model, and thus the overall performance can be improved.

| True class | %  | 1   | 2  | 3   | 4   | 5   | 6   |
|------------|----|-----|----|-----|-----|-----|-----|
| 1          |    | 100 |    |     |     |     |     |
| 2          |    | 96.7| 1.1| 1.7 | 0.6 |     |     |
| 3          |    |     | 93.3| 4.4 |     | 2.2 |     |
| 4          |    |     | 0.6 | 3.4 | 92.7| 3.4 |     |
| 5          |    |     |     |     | 5.0 | 95.0|     |
| 6          |    |     |     |     |     |     | 98.3|

Figure 14. Classification accuracy evolution with SFS applied to SVM cubic model.

Figure 15. (a) Micro-Doppler spectrograms of activity 4 and (b) activity 5.

The results of the hierarchical approach for each activity are reported in Table 6. From the comparison of the accuracy before and after the feature selection, it can be observed that walking activity can be classified with 100% accuracy, and by using the most suitable models and feature selection methods, falling (6) and sitting (2) activities each have improved accuracy of approximately 2% while the accuracy for standing (3), picking up an object (5) and drinking (4) activities have increased by 5%, 11%, and 12%, respectively. It is worth noting that using the designed structure (Figure 16) by progressively removing the previous classified activity data, the model of the last stage is trained as a one-versus-one classifier that is designed and optimised specifically to distinguish picking up an object (5) from drinking (4).
Figure 16. Hierarchical classification structure.

Table 6. Classification results from one-versus-all models with and without feature selection vs multiclass accuracy.

| Activity       | Model                          | Activity without Feature Selection | Activity after Feature Selection | Multiclass Accuracy |
|----------------|--------------------------------|-----------------------------------|---------------------------------|--------------------|
| A1. Walk (model 1) | SVM (cubic)                   | 100%                              | 100%                            | 100%               |
| A6. Fall (model 2)  | Linear discriminant (binomial) | 96.5%                             | 99.3%                           | 98.3%              |
| A2. Sit (model 3)   | SVM (linear)                  | 96.3%                             | 98.7%                           | 96.7%              |
| A3. Stand (model 4) | SVM (medium Gaussian)         | 90.0%                             | 95.2%                           | 93.3%              |
| A4. Pick (model 5)  | SVM (cubic)                   | 84.8%                             | 96.7%                           | 92.7%              |
| A5. Drink (model 5) | SVM (cubic)                   | 86.4%                             | 97.7%                           | 95.0%              |
| Overall Classification accuracy | Hierarchical classification | 91.6%                             | 97.2%                           | 95.8%              |

Table 7 shows the most robust and commonly kept features in the 5 models after feature selection. The centroid of spectrogram and bandwidth of spectrogram are key features describing the physical properties of the motions. The skewness feature indicates the symmetry properties of the MDS patterns, and SVD features can also infer physical parameters and periodic properties in the spectrogram. Notably, only the standard deviations of the first column data in vector U and V in SVD are selected, possibly showing their better ability and higher weight in each vector U and V to imply the properties of the motion stored. Additionally, FFT coefficients chosen from TSFRESH, presenting the strength of repetition patterns, are also significant features. However, which specific FFT coefficients should be used depends on the activities that need to be classified as they can show different characteristics in different frequency components.

Table 7. Most robust features from the feature selection of 5 models.

| Feature name                        | # |
|-------------------------------------|---|
| Centroid of spectrogram (mean, variance) | 2 |
| Bandwidth of spectrogram           | 2 |
| Skewness                           | 1 |
| SVD features (variance of U, V)    | 2 |
| FFT coefficients (real and imaginary part) | 2 |
| **Number of features**             | 9 |

Apart from the features in Table 7, other features are flexibly selected in different models for some distinguishable characteristics of different activities. For instance, in model 1, CVD features are used to classify walking activity, which has salient periodic patterns in comparison to the other activities. The entropy feature showing the randomness and unpredictability of energy distribution is used in model 2 and model 3 to distinguish fall and sitting, which involve rapid and impulsive motions but removed in classifying relatively slow and more similar activities such as drinking (4) and picking...
(5). Instead, energy curve features are selected in identifying picking (5) from drinking (4) to describe more detailed motions and changes in the energy depending on the position in the two activities.

4.2. Personnel Recognition Based on Gait Analysis

In order to perform personnel recognition on the dataset analysed in this paper, an ensemble classifier with subspace discriminant method was applied to recognise 60 people. In the validation, a 5-fold cross-validation method is implemented for 50 times, and the average values are used to calculate the classification accuracy.

Table 8 summarises the features that are used for personnel recognition. It contains 75 multidomain features from those mentioned in Table 1 that describe the general motion characteristics of walking activity, 11 gait features mentioned in Table 2 that focus on detailed gait parameters for each person, and 349 TSFRESH features including different coefficients and properties of the velocity-time and energy-time series. In total, 435 features are considered for the analysis of personnel recognition.

Table 8. Summary of features extracted for the personnel recognition task.

| Feature Types          | Feature Names                                                                 | Feature Number |
|------------------------|-------------------------------------------------------------------------------|----------------|
| Spectrogram features   | Entropy, centroid and bandwidth of spectrogram, etc.                          | 30             |
| CVD features           | Step repetition, frequency band peak, etc.                                    | 9              |
| SVD features           | Mean, variance                                                                | 36             |
| Gait features          | Velocity, stride length, ratio of foot swings, etc.                           | 11             |
| TSFRESH features       | FFT coefficients, energy ratio by chunks, variance, standard deviation, etc.   | 349            |

Table 9 shows the classification results using multidomain features, gait features and TSFRESH features, respectively. The classification results with multidomain features and TSFRESH features reach 50.9% and 47.4% accuracy in identifying 60 people. However, the gait features are less relevant to classify different people and only yield an accuracy of 16.4%. The best classification 54.2% is obtained by combining three types of feature. From the results, although gait features measure the essential walking parameters, including velocity and stride length, they show much lower accuracy than multidomain features and TSFRESH features.

Table 9. Classification accuracy using different features.

| Feature Type   | Multidomain Features(1) | Gait Features(2) | TSFRESH Features(3) | (1)+(2)+(3) |
|----------------|-------------------------|------------------|---------------------|-------------|
| Accuracy       | 50.9                    | 16.4             | 47.4                | 54.2        |

This can be explained by the fact that in the recording, while some elderly people (older than 65) had slower walking speed between 0.6 to 0.8 m/s, most of the people performed rather similar walking speed around 1 m/s thus making this parameter alone a less salient characteristic for personnel recognition. Additionally, each person only recorded 3 samples for walking activity, and it could be difficult to observe robust and consistent gait features. Therefore, multidomain features and TSFRESH features which are more focused on the periodic characteristics, energy features and elements of the whole recorded time series contain better information for the identification.
With initial classification results using the combination of multidomain features, gait features and TSFRESH features, an SFS feature selection method is used to remove the redundant and correlated features to further improve the classification accuracy. Figure 17 shows the curve of classification accuracy over the number of features selected. The highest classification is 68.2% increased from 54.2% in identifying 60 people is observed when 36 features are selected.

![Figure 17. Feature selection results with the combination of 3 feature types.](image)

Table 10 presents a combination of the selected features. For multidomain features, 10 of them are selected. Noteworthily, variances of SVD features, centroid and bandwidth of spectrogram features, which are the most robust features found by activity classification analysis, are also selected, showing their robustness and consistency in the personnel recognition task as well. For gait features, the maximum step length and the ratio of initial swing and terminal swing of one step are proven to be the most salient gait features. For TSFRESH features, features describing sequence properties such as 0.1 quantiles, measure of non-linearity, FFT coefficients, continuous wavelet transform coefficients, the cross power spectral density of the time series are chosen. They are auto-calculated characteristics indicating the features in terms of energy, shape, frequency, magnitude and distribution of the input velocity-time series. They are combined with handcrafted features and measured gait parameters which further improve the classification accuracy.

| Feature Type       | Number of Features |
|--------------------|--------------------|
| Multidomain features | 10                 |
| Gait features      | 2                  |
| TSFRESH features   | 24                 |

Table 10. Feature combination after selection.

After feature extraction, classification and feature selection, the model for personnel recognition is obtained with 68.2% accuracy in identifying 60 people. Then a one-versus-one personnel recognition is performed on all 60 people in order to evaluate the performance of data samples recorded from each individual person.

Figure 18 provides the $60 \times 60$ confusion matrix of the classification. It can be observed that data samples recorded for some specific people with ID 10 to 12 perform poorly during the classification,
and the samples from these people cannot be identified in most of the one-versus-one combinations. Three main reasons can be accountable for these poor classification results. A well-recorded data sample (Figure 19a) contains a full acceleration phase, stable phase, and deceleration phase of walking and also has a clear track of the motion of torso, feet, and arms. However, some data samples like Figure 19b have an incomplete waveform of a walking period in the allocated time of 10 s for the recording, which can cause trouble in stable phase extraction and the loss of data for feature extraction.

![Figure 18. Confusion matrix of one versus one classification with the trained model.](image)

Furthermore, some data (e.g., Figure 19c) is noisy, which can obscure the contribution of the torso and the measure of the step length. Additionally, since each person only recorded three walking samples, which can be insufficient given 60 classes needed to be recognised, the limited training data may not provide enough consistent features. For instance, walking speed and step length in 3 samples of one person can vary to a certain extent and create confusion with samples from other people with similar features and thus the error can occur in intra-subject gait samples. Therefore, higher accuracy is expected if more data per person can be collected.

![Figure 19. Comparison of spectrograms between recorded walking samples of different subjects: (a) well-recorded sample (b) uncomplete sample (c) noise sample](image)

Samples of some specific individual for which poor data were recorded leading to worst classification performance are removed, and the performance of personnel classification accuracy over the remaining number of people is analysed again. The results are listed in Table 11 where the
horizontal axis presents the number of persons removed. The vertical axis presents the number of people classified in the model.

Table 11. Classification accuracy over the number of subjects classified by the model and number of subjects removed from the classification task.

| % | 0   | 10  | 20  | 30  | 40  | 50  |
|---|-----|-----|-----|-----|-----|-----|
| 10| 83.7| 90.5| 92.6| 95.4| 98.1| 99.8|
| 20| 77.1| 85.2| 89.7| 93.2| 96.2|     |
| 30| 73.6| 82.0| 86.6| 91.4|     |     |
| 40| 70.9| 78.7| 84.4|     |     |     |
| 50| 69.0| 76.7|     |     |     |     |
| 60| 68.2|     |     |     |     |     |

From the results of Table 11, the first column is the classification accuracy where all data samples are included. As expected, a salient trend of increasing classification results can be observed when the number of removed subject samples with poor performance increases. The best classification results for a specific number of people are obtained in the last row (in red color) of each column where 68.2% in identifying 60 people, 76.7% accuracy in identifying 50 people, 84.4% accuracy in identifying 40 people, 91.4% accuracy in identifying 30, 96.2% in identifying 20 people, and finally 99.8% in identifying 10 people are achieved. The results show that huge improvements in identification accuracy can be obtained when using properly recorded data with a complete track of walking activity and less interference from the noise. In an ideal situation where some distinguishable samples that have rather different walking patterns from 10 people are chosen, the classification accuracy can even reach 99.8%. Generally, a promising personnel recognition result with an average accuracy of 88.3% can be acquired when identifying fewer than 20 people.

5. Conclusions

In this study, human activity classification and individual personnel recognition were performed on a large dataset of radar signatures collected at the University of Glasgow. A large set of diverse features was considered, namely empirical-based features, transform-based features, image features in multiple radar formats, and TSFRESH features which, to the best of our knowledge, have not been used for radar-based human signatures analysis.

The most suitable features for human activities discrimination, both separately and overall, were discussed. Additionally, a hierarchical classification structure was designed to further improve the results by taking advantage of designing customised combinations of features and models for each activity, and the results reached 95.4%, up from 91.2%.

Furthermore, image-based gait analysis was validated in conjunction with CVD. For more accurate measurements, the stable phase of walking was extracted, and then extra gait features were calculated and a feature-level fusion approach was performed which achieved a 20% increase in classification results to approximately 68% in identifying 60 people and up to 91.4% in identifying 30 people based on their walking samples, showing significant results compared to previous work such as 66% in identifying 7 people [16], 87% in identifying 13 people [33].

For future work, further improvements of the proposed scheme will be carried out. While the first three models which classify walking (A1), fall (A6) and sitting (A2) in the proposed hierarchical classification yield accuracy over 98%, the last two models have 95% and 97% in classifying standing (A3), drinking (A4) and picking (A5). Therefore, more customised features can be developed to capture the key differences and identify these specific activities in the dataset. Additionally, the influence of pre-processing choices on the classification accuracy could be investigated, such as the use of windowing at different stages of the pre-processing chain, or the efficiency of a zero-phase moving target indocator compared to a classic moving target indicator filter.
For gait analysis, more data from more people and more repetitions should be collected to further evaluate the robustness of the trained model and measured gait features. This will also include situations where the aspect angle between the radar line of sight and the walking trajectory is unfavourable, or where the walking segments are more fragmented with stop-and-go patterns. However, in the context of assisted living, the performances are promising for a regular household which could have up to 10 people. Most studies only consider one person in the household, however multi-occupancy raises the question of recorded-data association to the individuals. This would support tracking individuals more accurately in order to associate the activity monitoring data to the right individual automatically.
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