Temperature evolution of the phonon dynamics in the Kitaev spin liquid
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Here we present a study of the phonon dynamics in the honeycomb Kitaev spin model at finite temperatures. We show that the fractionalized spin excitations of the Kitaev spin liquid, the itinerant Majorana fermions and static $Z_2$ fluxes, have distinct effects on the phonon dynamics, which makes the phonon dynamics a promising tool for exploring the Kitaev spin liquid candidate materials. In particular, we focus on the signature of the fractionalized excitations in the thermodynamic behaviour of the sound attenuation and the phonon Hall viscosity: The former describes the phonon decay into the fractionalized excitations, and the latter is the leading order time reversal symmetry breaking effect on the acoustic phonon. We find that the angular dependence of the attenuation coefficient and its magnitude are modified by the thermal excitation of the $Z_2$ fluxes. The strength of this effect strongly depends on the relative magnitude of the sound velocity and the Fermi velocity characterizing the low-energy Majorana fermions. We also show that the Hall viscosity is strongly suppressed by the increase of the density of the $Z_2$ fluxes at finite temperatures. All these observations reflect the effects of the emergent disorder on the Majorana fermions introduced by the $Z_2$ fluxes. Our analysis is based on the complementary analytical calculations in the low-temperature zero-flux sector, and numerical calculations in the inhomogeneous flux sectors at intermediate and high temperatures with stratified Monte Carlo (strMC) method.

I. INTRODUCTION

Recent years have seen a lot of progress in identifying candidate materials that can realize quantum spin liquid (QSL) phases [1], the interest to which stems from their remarkable set of collective phenomena including topological ground-state degeneracy, long-range entanglement, and fractionalized excitations [2–7]. In particular, a significant experimental and theoretical effort has been devoted to the study of magnetic properties of spin-orbit coupled 4d and 5d magnets, dubbed Kitaev materials [8–11], which can potentially realize the celebrated Kitaev honeycomb model [3].

The experimental detection and characterization of the QSL states are, however, very difficult since the absence of local magnetic orders down to zero temperatures makes them in many aspects invisible to the conventional local probes. When searching for QSL physics in the Kitaev materials, a promising route is to look for signatures of spin fractionalization into two types of quasiparticle excitations, which according to the exact solution of the Kitaev model are localized, gapped $Z_2$ fluxes and itinerant, gapless Majorana fermions. The dynamical probes which have been heavily exploited for this goal are inelastic neutron scattering [12–15], Raman scattering [16–23], resonant inelastic x-ray scattering [24–27], ultrafast spectroscopy [28, 29] and 2D terahertz non-linear coherent spectroscopy [30, 31].

The search for fractionalization in QSLs largely relies on their decoupling with the environment. However, the spin-lattice interaction is inevitable in real materials and is often rather strong [32–35]. In particular, since the dynamics of phonons can be modified by the coupling of phonons to fractionalized excitations [36, 37], the study of phonon dynamics can serve as an additional probe of fractionalization and provide important information about the nature of the QSL state. In the Kitaev spin liquid, the coupling of phonons to Majorana fermions is also expected to play a significant role in the thermal Hall effect [38, 39], the observation of which in the Kitaev material $\alpha$–RuCl$_3$ [33], considered to be proximate to the Kitaev QSL state, is one of the most direct evidences of the presence of fractional excitations in this material.

Recently, some of us have shown that the phonon dynamics may serve as an indirect probe of fractionalization of spin degrees of freedom in the Kitaev QSL through the study of the sound attenuation ($\alpha_s$) from the phonon decaying into a pair of Majorana fermions, and the Hall viscosity ($\eta_H$) induced by the time-reversal breaking spin Hamiltonian [37]. Specifically, the sound attenuation may be measured by the ultrasound experiment [40–45], and the Hall viscosity could be inferred from the acoustic Faraday effect [46–48], thermal Hall effect [37, 39, 49–52] and spectroscopy measurement. In
order to compute these quantities, in Ref. [37] we derived a low-energy effective spin-lattice coupling in terms of the matter Majorana fermions and the acoustic phonons and formulated a diagrammatic computation procedure. As we were focusing only on the low-temperature response, the flux degrees of freedom were totally neglected. However, since thermal excitations of fluxes at finite temperatures significantly modify the Majorana fermion spectrum, they can give rise to dynamical responses that are strikingly different from their zero-temperature counterparts [20, 26, 36].

In this work, we study the phonon dynamics at finite temperatures and focus on the effects of the $Z_2$ fluxes on the temperature dependence of the sound attenuation and Hall viscosity coefficients. Importantly, as the $Z_2$ flux excitations are static and do not couple to phonons directly [53], the renormalized phonon propagator can still be obtained from the polarization bubble whose internal states are just Majorana fermions, and the problem is still exactly solvable. However, in order to compute this polarization bubble in the presence of the fluxes when the translational symmetry for the Majorana fermions is broken, we had to derive a microscopic low-energy effective spin-lattice coupling and a diagrammatic computation procedure in the mixed representation when the Majorana fermion eigenmodes are obtained from the diagonalization in the real space and the acoustic phonons are treated in the momentum space.

We show that the sound attenuation manifests a clear sixfold symmetry with respect to the phonon momentum both in the zero-flux sector and when the sound attenuation coefficient is averaged over different thermal flux sectors. Second, the sound attenuation in the presence of fluxes shows a very different temperature evolution depending on the relative magnitude of the sound velocity and the Fermi velocity characterizing the low-energy Majoranas.

When the sound velocity is smaller than the Fermi velocity, the sound attenuation at low-temperature zero-flux sector is determined by the microscopic processes in which a Majorana fermion is excited to a higher energy fermion state (dubbed as ph-channel as we define in Sec. IV A), with the attenuation rate linear in temperature due to the vanishing density of states at the Dirac points [37]. These processes satisfy both the energy and momentum kinematic constraints. At intermediate and high temperatures, the relaxation of the momentum kinematic constraint and the modification of the fermionic spectrum due to the thermal flux lead to a significant change in the angular distribution of the attenuation coefficient in the momentum space and an overall decrease of the magnitude of the phonon decay.

When the sound velocity is larger than the Fermi velocity, in the low-temperature zero-flux sector the kinematic constraints can only be satisfied in the microscopic processes when a phonon decays into two fermions, both with positive energy (dubbed as pp-channel in Sec. IV A). These processes can happen even at zero temperature as long as a phonon has enough energy to excite a pair of particles. Consequently, both the intensity and the angular pattern of the attenuation coefficient do not strongly depend on the temperature.

In the presence of the time-reversal symmetry breaking term in the spin Hamiltonian, we study its effect (in the leading order) on the phonon dynamics through a phonon Hall viscosity [54, 55]. Our results on its temperature dependence show that while at low temperatures, when the zero-flux is a good approximation of the thermal flux, the phonon Hall viscosity remains almost temperature independent, at higher temperatures there is a significant reduction of the phonon Hall viscosity coefficient due to the presence of the $Z_2$ fluxes. We also show that, counter-intuitively, the phonon Hall viscosity exhibits a sizeable decrease as the strength of the time-reversal symmetry breaking perturbation in the spin Hamiltonian increases.

In order to study the phonon dynamics above the flux proliferation temperatures, we developed a method to sample the flux configurations, dubbed stratified Monte Carlo (strMC) algorithm. This algorithm stratifies the sample space according to the flux pseudo-potential energy model proposed in Ref. [56] and yields unbiased results of the thermodynamic quantities calculated throughout this paper. This algorithm has several advantages over the commonly used Markov Chain Monte Carlo (MCMC) algorithm. It fundamentally reduces the autocorrelation time to zero and accelerates the convergence. It is also convenient in implementation and parallelization, and free from the local minima problem. The details of this algorithm is presented in Appendix F.

The rest of the paper is organized as follows. In Section II A, we introduce the general aspects of the spin-phonon Hamiltonian. In Section II B, we show how to obtain the finite-temperature fermionic spectrum by solving the free-fermion problem in each flux sector exactly. We show that in the presence of fluxes the diagonalization of the Majorana fermion Hamiltonian should be performed in the real space
and can be done by using singular value decomposition. Then, we introduce the imaginary time fermion propagators which we will later use in the calculations of observable quantities. In Section II C, we derive the Majorana fermion-phonon (MFPh) coupling in the mixed representation. We then proceed to Section III and discuss the effect of the spin-lattice coupling on the phonon dynamics. Here we compute the phonon polarization bubble, which is the key quantity defining the phonon dynamics. In Section IV, we relate the imaginary part of the diagonal components of the phonon polarization bubble to the attenuation coefficients. In Section IV A, we discuss the role of the kinematic constraints on the phonon dynamics. In Section IV B, we present the analysis of the phonon dynamics in the thermal flux sectors, when the kinematic constraint of momentum conservation is relaxed. Based on this analysis, in Section IV C we present numerical results for the temperature evolution of the sound attenuation due to thermal fluctuations.

The first term in Eq. (1) represents the spin Hamiltonian given by

$$\mathcal{H}_s = -\sum_{\alpha,\mathbf{r}} J^\alpha \sigma^\alpha_{\mathbf{r}} \sigma^\alpha_{\mathbf{r}+\mathbf{M}_\alpha} - \kappa \sum_{(\mathbf{r}',\mathbf{r}'',\mathbf{r}''')_{\alpha\gamma}} \sigma^\alpha_{\mathbf{r}'} \sigma^\beta_{\mathbf{r}''} \sigma^\gamma_{\mathbf{r}'''}.$$  

(2)

where $J^\alpha$ denotes the nearest neighbor Kitaev interaction on the corresponding bond of type $\alpha = x, y, z$, $\sigma^\alpha_{\mathbf{r}}$ are the Pauli matrices, and $\mathbf{M}_\alpha$ labels the three inequivalent bonds on the honeycomb lattice (see Fig. 1). In the isotropic Kitaev model, we consider $J^\alpha = J_K$. The second term in Eq.(2) breaks time-reversal and vertical mirror symmetries, but preserves the exact solubility of the model. It mimics the effect of an external magnetic field $\mathbf{h} = (h_x, h_y, h_z) = \frac{h}{\sqrt{3}} (1, 1, 1)$ perturbatively, with $\kappa \sim \frac{h}{\sqrt{3} \omega}$. The three-spin link notation $(\mathbf{r}',\mathbf{r}'',\mathbf{r''''})_{\alpha\gamma}$ shown in Fig. 1 labels bonds $\mathbf{r}'\mathbf{r}'', \mathbf{r}'\mathbf{r''''}$ of type $\alpha, \gamma$, respectively, on three adjacent sites $\mathbf{r}', \mathbf{r}'', \mathbf{r''''}$.

The second term in Eq.(1) is the bare Hamiltonian for the acoustic phonons on the honeycomb lattice,

$$\mathcal{H}_{\text{ph}} = \mathcal{H}_{\text{kinetic}} + \mathcal{H}_{\text{elastic}}.$$  

(3)

Here, $\mathcal{H}_{\text{kinetic}} = \sum_{\mathbf{q}} \frac{P_{\mathbf{q}}^2}{2\rho_{\mathbf{q}}} P_{\mathbf{q}}$, where $P_{\mathbf{q}} = \rho \partial_{\mathbf{q}} \mathbf{u}_{\mathbf{q}}$ is the momentum of the phonon. $\delta_{\mathbf{V}}$ is the area enclosed in one unit cell, $\rho$ is the mass density of the lattice ion, and $\mathbf{u} = \{u_x, u_y\}$ is the lattice displacement vector. The elastic energy is determined by the point group of the crystal. For the $C_{6v}$ group of our interest, it is expressed in terms of the strain tensor $\epsilon_{\alpha\beta} = \frac{1}{2} (\partial_{\alpha} u_{\beta} + \partial_{\beta} u_{\alpha})$, as

$$\mathcal{H}_{\text{elastic}} = \int d^2x \left[ C_1 (\epsilon_{xx} + \epsilon_{yy}) \right]^2 + C_2 (\epsilon_{xx} - \epsilon_{yy} + 2i\epsilon_{xy})(\epsilon_{xx} - \epsilon_{yy} - 2i\epsilon_{xy})].$$  

(4)

Here, $\epsilon_{xx} + \epsilon_{yy}$ and $\{\epsilon_{xx} - \epsilon_{yy}, 2\epsilon_{xy}\}$ are from the basis of $A_1^\text{ph}$ and $E_2^\text{ph}$ irreducible representations (IRRs) of the $C_{6v}$ point group, respectively, and $C_1$ and $C_2$ are the only two independent nonzero elastic module coefficients [37]. The lattice symmetry holds even in the presence of fluxes, so we can still use symmetry considerations to describe phonon modes at finite temperatures. Based on the analysis of Ref. [37], we can write the longitudinal/transverse acoustic phonon spectrum and the polarization vectors (defined through $\mathbf{u}_{\mathbf{q}} = (u_{xx}, u_{yy}, u_{xy})$).
where $q = \sqrt{q_x^2 + q_y^2}$ and $\theta_q$ is defined as the angle between $q$ and $\hat{x}$ axis.

Knowing the acoustic phonon dispersion relations, we can now determine the free phonon propagator in terms of lattice displacement field $\tilde{u}_q$, as

$$D^{(0)}_{\nu
u'}(q, t) = -i\langle T_i \tilde{u}^\nu_{-q}(t) \tilde{u}^{\nu'}_{q}(0) \rangle^{(0)},$$

(6)

where $T_i$ is time ordering operator, $\nu = ||, \perp$ labels the polarization, and the quantized displacement field is given by the standard expression:

$$\tilde{u}_q(t) = i\sqrt{\frac{\hbar}{2\rho_\nu\Omega_q}} (\tilde{a}_{q,\nu}e^{-i\Omega_q t} + \tilde{a}^\dagger_{q,\nu}e^{i\Omega_q t}).$$

(7)

In the rest of the discussions we set $\hbar = 1$. Also, since in the following we will focus on the finite-temperature physics, it is convenient for us to rewrite the phonon propagator using the Matsubara formalism [58]:

$$D^{(0)}_{\nu
u'}(q, i\Omega_n) = \frac{-1}{\rho_\nu(i\Omega_n)^2 - (\Omega_{\nu'})^2}.$$  

(8)

The third term term in Eq.(1) denotes the magneto-elastic coupling that arises from the change in the Kitaev coupling $J_K$ due to the lattice vibrations. In the long wavelength limit for the acoustic phonons, assuming that $J_K$ only depends on the distance $r$ between the atoms, the coupling Hamiltonian can be written in a differential form:

$$\mathcal{H}_c = -\lambda \sum_{r,\alpha} \mathbf{M}_\alpha \cdot (\mathbf{u}(r) - \mathbf{u}(r + \mathbf{M}_\alpha)) \sigma^\alpha_r \sigma^{\alpha+}_{r+\mathbf{M}_\alpha}$$

$$= \lambda \sum_{r,\alpha} \mathbf{M}_\alpha \cdot [(\mathbf{M}_\alpha \cdot \nabla) \mathbf{u}(r)] \sigma^\alpha_r \sigma^{\alpha+}_{r+\mathbf{M}_\alpha},$$

(9)

where $\lambda \sim (\frac{1}{\hbar} \frac{\partial J_K}{\partial r})_{eq} l_a$ is the strength of the spin-phonon interaction and $l_a$ is the lattice constant. Note that since the strength of the three-spin interaction term $\kappa$ depends on $J_K$, it will also change due to the lattice vibrations. However the contribution from this term to the magneto-elastic coupling will appear at higher orders in $\hbar/J_K$, and thus will be neglected.

The general symmetry allowed spin-lattice coupling can be expressed in terms of $A_1$ and $E_2$ channels independently [37].

In Ref.[37], it was shown that the dominant contribution to the magneto-elastic coupling comes from the $E_2$ symmetry channel, and in the following we will focus only on this channel [59]. Then, the magnetoelastic coupling is given by

$$\mathcal{H}^{E_2} = \lambda_{E_2} \sum_{r \in A} \left[ 2\sqrt{3} \epsilon_{xy} \left( \sigma^x_r \sigma^x_{r+\mathbf{M}_x} - \sigma^y_r \sigma^y_{r+\mathbf{M}_x} \right) + (\epsilon_{xx} - \epsilon_{yy}) \left( \sigma^x_r \sigma^x_{r+\mathbf{M}_x} + \sigma^y_r \sigma^y_{r+\mathbf{M}_x} - 2\sigma^z_r \sigma^z_{r+\mathbf{M}_x} \right) \right].$$

(10)
B. Real space diagonalization of the Majorana fermion Hamiltonian and fermionic propagators

Using the Kitaev four Majorana fermion representation of spin [3], \( \sigma_i^a = ib_i^a c_i \), we rewrite the spin Hamiltonian as

\[
\mathcal{H}_s = J_K \sum_{(lm)} \frac{i}{2} \eta_{lm} c_l c_m + \kappa \sum_{(lm)} \frac{i}{2} \eta_{lm} \eta_{mn} c_l c_m \\
= \frac{i}{4} \sum_{(lm)} \eta_{lm} c_l c_m, \tag{11}
\]

where \( \eta_{lm} = i b_i^a b_j^a \) is the \( \mathbb{Z}_2 \) link operator on \( \alpha \)-bond between sites \( l \) and \( m \) of the honeycomb lattice, and \( \eta_{lm} \equiv 2J_K \eta_{lm} + 2\kappa \eta_{lm} \eta_{mn} \) denote matrix elements of the coupling matrix \( \eta \).

The Hilbert space of the fermionic model Eq. (11) is larger than that of the spin model; the latter is recovered by imposing the gauge condition, \( b_i^a b_i^a |\psi_s\rangle = |\psi_s\rangle \), where \( |\psi_s\rangle \) is a physical spin state, which is obtained by a projection of a Majorana fermion state \( |\psi_{MF}\rangle \) solved from the Hamiltonian Eq. (11) to the physical spin state \( |\psi_s\rangle \) [3]. The bond operators \( \eta_{lm} \) commute with the Hamiltonian Eq. (11) and take eigenvalues \( \eta_{lm} = \pm 1 \). A configuration of \( \{ \eta_{lm} \} \) can be understood as \( \mathbb{Z}_2 \) gauge fields, which corresponds to different gauge choices. The physical spin states, obtained after projecting out the gauge degrees of freedom, is denoted by the eigenvalue of the loop operator \( W_p \), which in the fermionic representation is expressed as \( W_p = \prod_{(l,m) \in \text{edge}(p)} \eta_{lm} \). It can be understood as a gauge invariant Wilson loop operator around a single plaquette \( p \). It takes eigenvalue \( W_p = \pm 1 \). \( W_p = -1 \) corresponds to a (gapped) \( \pi \)-flux excitation on the plaquette in question. In the following we will also use notation \( \{ \phi_p \} \) to denote a particular flux sector, described by choosing a particular configuration of the bond values \( \{ \eta_{lm} \} \).

A quantitative description of the finite-temperature fermionic spectrum is obtained by solving the free-fermion problem (11) in each flux sector exactly. To this end, we first specify the link variable for each bond and then determine the physically relevant flux sector. After the flux sector is determined, the Hamiltonian (11) can be solved exactly as a tight-binding model of Majorana fermions [3].

At \( \kappa = 0 \), the Hamiltonian matrix \( \hat{h} \) is anti-symmetric, i.e. \( \hat{h}^\dagger = -\hat{h} \). Thus, it can be written in a block off-diagonal form

\[
\hat{h} = \begin{bmatrix} 0 & \hat{M} \\ -\hat{M}^\dagger & 0 \end{bmatrix}.
\]

It can be block-diagonalized by the orthogonal matrix \( Q \in O(2N) \), where \( N \) is the number of unit cells, given by \( \hat{Q} = \begin{bmatrix} \hat{u} & 0 \\ 0 & \hat{v} \end{bmatrix} \), which can be obtained by singular value decomposition. Then, the orthonormal Majorana modes are given by

\[
\gamma_{A,i} = \sum_r u_{r,i} c_{A,r}, \quad \gamma_{B,i} = \sum_r v_{r,i} c_{B,r}, \tag{12}
\]

and \( \hat{M} = \hat{u} \hat{\Omega} \hat{v}^\dagger \), where \( \hat{\Omega} = \text{diag}(\epsilon_1, \epsilon_2, \ldots, \epsilon_N) \) is the diagonal energy matrix. In terms of complex fermions through

\[
\beta_i = (\gamma_{A,i} + i\gamma_{B,i})/2, \tag{13}
\]

the Hamiltonian can be written in the canonical form:

\[
\mathcal{H}_s = \sum_{i=1}^N \epsilon_i \left( \beta_i^\dagger \beta_i - 1/2 \right), \tag{14}
\]

where \( \beta_i \) are complex matter fermions which label the eigenmodes with the fermion energies \( \epsilon_i \) for a given flux sector. From here we can obtain the expressions for the fermion propagators. Since we are interested in finite-temperature picture, we use the Matsubara formalism [58]:

\[
g_i(\imath \omega_n) = -\langle T_\tau \beta_i(\tau) \beta_i^\dagger(0) \rangle_{\omega_n} = \frac{1}{\imath \omega_n - \epsilon_i}, \quad \tilde{g}_i(\imath \omega_n) = -\langle T_\tau \beta_i^\dagger(\tau) \beta_i(0) \rangle_{\omega_n} = \frac{1}{\imath \omega_n + \epsilon_i}, \tag{15}
\]

where \( \langle \tilde{O} \rangle_{\omega_n} = \int_0^\beta d\tau e^{\imath \omega_n \tau} \langle \tilde{O}(\tau) \rangle \), and \( T_\tau \) is imaginary time ordering operator. Next, to describe the diagonalization of the Hamiltonian Eq. (11), we introduce the following matrix form notations. We denote the vector of Majorana fermions as \( \mathbf{C} = [c_{A,1}, \cdots c_{A,N}, c_{B,1}, \cdots c_{B,N}] \), and the vector of the Bogoliubov quasiparticles as \( \mathbf{B} = [\beta_1, \cdots, \beta_N, \beta_1^\dagger, \cdots, \beta_N^\dagger] \).

Then the transformations Eq. (12-13) can be written as a unitary matrix:

\[
\mathbf{B}^\dagger = \frac{1}{\sqrt{2}} \mathbf{C}^\dagger \hat{U}, \quad \hat{U} \text{ is the unitary matrix that diagonalizes the Hamiltonian matrix } \hat{h}, \quad \text{and the factor } \frac{1}{\sqrt{2}} \text{ is used to recover the correct anti-commutation relation of the complex fermions. The vector } \mathbf{B} \text{ has the dimension } 2N \text{ and is naturally divided into the space of creation operators corresponding to the positive energy spectrum and the space of annihilation operators corresponding to the negative energy spectrum.}

C. Mixed representation of the Majorana fermion-phonon (MFP) coupling

Now we can rewrite the coupling Hamiltonian (10) using the Majorana fermion representation of spin as
\[ \mathcal{H}^{E_2} = -i \lambda_{E_2} \sum_{r \in A} \left[ 2\sqrt{3} \epsilon_{xy} \left( \eta_{r,x+M_y} \epsilon_{r} - \eta_{r,x-M_y} \epsilon_{r} + \eta_{r,y+M_x} \epsilon_{r} - \eta_{r,y-M_x} \epsilon_{r} - 2\eta_{r,x+M_y} \epsilon_{r} \right) \right]. \]

Next we will use a mixed representation, i.e., we will transform the strain tensor into the momentum space using the long wavelength limit, \( \epsilon_{\alpha\beta}(r) = \frac{1}{\sqrt{N}} \sum_q \frac{1}{2} (q_\alpha u_{q,\beta} + q_\beta u_{q,\alpha}) e^{i q \cdot r_i} \), where \( \alpha, \beta \) denote \( x \) or \( y \), but keep Majorana fermions in the real space. The coupling Hamiltonian (16) then reads

\[ \mathcal{H}_c = \frac{1}{\sqrt{N}} \sum_q V_q, \]

\[ V_q = -\frac{i}{2} \sum_{(l \in A, m \in B)} c_l c_m \left( \tilde{\lambda}^{\parallel}_{q,lm} \tilde{u}^{\parallel}_{q} + \tilde{\lambda}^{\perp}_{q,lm} \tilde{u}^{\perp}_{q} \right) e^{i q \cdot r_i}, \]

(17)

where the MFPh coupling vertices are given by

\[ \tilde{\lambda}^{\parallel}_{q,lm} = 2i \lambda \left( \delta_{(lm),x} \eta_{\tau m} \left( c_q + \sqrt{3} s_q \right) g_x + \left( \sqrt{3} c_q - s_q \right) g_y \right) + \delta_{(lm),y} \eta_{\tau m} \left( c_q - \sqrt{3} s_q \right) g_x + \left( -\sqrt{3} c_q + s_q \right) g_y \right) \]

(18)

\[ \tilde{\lambda}^{\perp}_{q,lm} = 2i \lambda \left( \delta_{(lm),x} \eta_{\tau m} \left( \sqrt{3} c_q - s_q \right) g_x + \left( -\sqrt{3} c_q + s_q \right) g_y \right) + \delta_{(lm),y} \eta_{\tau m} \left( \sqrt{3} c_q - s_q \right) g_x + \left( -\sqrt{3} c_q + s_q \right) g_y \right) \]

(19)

where the coupling matrices \( \Lambda^\mu_{q,lm}, \mu = \parallel, \perp \), in the sublattice matrix representation are given by

\[ \Lambda^\mu_{q,lm} = \begin{bmatrix} O & \tilde{\lambda}^\mu_{q} \\ \tilde{\lambda}^{\mu\dagger}_{q} & O \end{bmatrix} \]

(21)

and

\[ V_q = -\frac{i}{2} \sum_{(l \in A, m \in B)} c_l c_m \tilde{\lambda}^{\mu}_{q,lm} \tilde{u}^{\mu}_{q} \equiv -\frac{i}{4} \sum_{l,m} c_l c_m \Lambda^\mu_{q,lm} \tilde{u}^{\mu}_{q}, \]

(22)

where \( \tilde{\lambda}^{\mu}_{q} = \hat{U}^\dagger \Lambda_q^{\mu,\parallel} \hat{U} \) is the symmetrized coupling matrix, whose entries are the coupling vertices between two fermion eigenmodes. The coupling matrices \( \tilde{\lambda}^{\mu}_{q} \) can also be divided into four blocks according to the division into the creation and annihilation subspace:

\[ \tilde{\lambda}^{\mu}_{q} = \begin{bmatrix} \tilde{\lambda}^{\mu}_{q,11} & \tilde{\lambda}^{\mu}_{q,12} \\ \tilde{\lambda}^{\mu}_{q,21} & \tilde{\lambda}^{\mu}_{q,22} \end{bmatrix}. \]

(23)

These coupling matrices will be used in the final expression of the polarization bubble, which we will derive in the next section.

### III. PHONON POLARIZATION BUBBLE

Next we discuss the effect of the spin-lattice coupling on the phonon dynamics. By calculating the one-loop phonon self-energy \( \Pi^{\mu\mu}_{ph}(q, \Omega) \), the renormalization to the sound velocity, mixing of the transverse and longitudinal phonon modes, and attenuation/absorption of sound wave may be obtained. Using Eq. (22), the phonon self-energy or, equivalently, the polarization bubble, can be expressed as

\[ \Pi^{\mu\mu}(q, \tau) = \left< T_{\tau} \left( B^\dagger \tilde{\lambda}^\mu_{q} B \right) \left( B^\dagger \hat{\Lambda}^\mu_{q} B \right) (0) \right>. \]
where the factor $\frac{1}{2}$ from the Eq. (22) has been absorbed into the definition of $\tilde{\Lambda}_q$. By using the Wick’s theorem, the polarization bubble can be explicitly written as:

$$ \Pi^{\mu\nu}(q, \tau) = \langle T \cdot B_{1}^{\dagger}(\tau) B_{m}(0) \rangle \langle T \cdot B_{1}(\tau) B_{n}(0) \rangle \tilde{\Lambda}_{kl}^{\mu} \tilde{\Lambda}_{mm-n,q}^{\nu} $$

$$ - \langle T \cdot B_{1}^{\dagger}(\tau) B_{n}(0) \rangle \langle T \cdot B_{1}(\tau) B_{m}(0) \rangle \tilde{\Lambda}_{kl,q}^{\nu} \tilde{\Lambda}_{mm-n,q}^{\mu} $$

(25)

where the indices $k,l,m,n$ range from 1 to $2N$. Performing the Fourier transform and using the Eq. (23), we then get

$$ \Pi^{\mu\nu}(q, i\Omega_m) = \text{Tr} \left[ \tilde{g}(i\omega_n) \tilde{\Lambda}_{q,11}^{\mu} g(i\omega_n) \tilde{\Lambda}_{q,11}^{\nu} + g(i\omega_n) \tilde{\Lambda}_{q,21}^{\mu} g(i\omega_n) \tilde{\Lambda}_{q,12}^{\nu} 
+ \tilde{g}(i\omega_n) \tilde{\Lambda}_{q,12}^{\mu} \tilde{\Lambda}_{q,21}^{\nu} + \tilde{g}(i\omega_n) \tilde{\Lambda}_{q,22}^{\mu} g(i\omega_n) \tilde{\Lambda}_{q,12}^{\nu} 
- \tilde{g}(i\omega_n) \tilde{\Lambda}_{q,11}^{\mu} \tilde{\Lambda}_{q,22}^{\nu} \tilde{\Lambda}_{q,21}^{\nu} \tilde{\Lambda}_{q,12}^{\mu} 
- \tilde{g}(i\omega_n) \tilde{\Lambda}_{q,12}^{\mu} \tilde{\Lambda}_{q,21}^{\nu} \tilde{\Lambda}_{q,22}^{\nu} \tilde{\Lambda}_{q,11}^{\mu} \right] $$

(26)

where $\text{Tr}[...]$ now sums over the Matsubara frequencies $i\omega_n$ as $T \sum_n$, and the energy conservation constraint $\Omega_m - \omega_{n_1} - \omega_{n_2} = 0$ is imposed. Here, $g(i\omega_n) = \text{diag}(\cdots g_1(i\omega_n) \cdots)$ and $\tilde{g}(i\omega_n) = \text{diag}(\cdots \tilde{g}_1(i\omega_n) \cdots)$ are the diagonal matrices. $\Pi^{\mu\nu}(q, i\Omega_m)$ can also be conveniently written in a matrix form:

$$ \Pi^{\mu\nu}(q, i\Omega_m) = - \text{Tr} \left[ G_1(i\omega_n) \tilde{\Lambda}_q^{\mu} G_1(i\omega_n) \tilde{\Lambda}_{-q}^{\nu} + G_2(i\omega_n) \tilde{\Lambda}_q^{\mu} G_2(i\omega_n) \tilde{\Lambda}_{-q}^{\nu} \right] $$

(27)

where

$$ G_1(i\omega_n) \equiv \begin{bmatrix} \tilde{g}(i\omega_n) & 0 \\ 0 & g(i\omega_n) \end{bmatrix} $$

$$ G_2(i\omega_n) \equiv \begin{bmatrix} 0 & g(i\omega_n) \\ \tilde{g}(i\omega_n) & 0 \end{bmatrix} $$

(28)

and $\tilde{g}(i\omega_n) = -g^*(i\omega_n)$. From Eq. (26), it is clear that the frequency dependence only appears in the denominator of the fermion propagators. Thus, we can explicitly sum over the Matsubara frequencies, then take analytical continuation: $i\Omega_m \to \Omega + i\delta$ and obtain the final expression of phonon polarization bubble:

$$ \Pi^{\mu\nu}(q, \Omega) = \frac{1}{N} \sum_{ij} \left[ P_{ij}^{gg} \tilde{\Lambda}_{q,ij}^{\mu} \tilde{\Lambda}_{q,ij}^{\nu} + P_{ij}^{gg} \tilde{\Lambda}_{q,ij}^{\mu} \tilde{\Lambda}_{q,ij}^{\nu} + P_{ij}^{gg} \tilde{\Lambda}_{q,ij}^{\mu} \tilde{\Lambda}_{q,ij}^{\nu} + P_{ij}^{gg} \tilde{\Lambda}_{q,ij}^{\mu} \tilde{\Lambda}_{q,ij}^{\nu} + P_{ij}^{gg} \tilde{\Lambda}_{q,ij}^{\mu} \tilde{\Lambda}_{q,ij}^{\nu} + P_{ij}^{gg} \tilde{\Lambda}_{q,ij}^{\mu} \tilde{\Lambda}_{q,ij}^{\nu} \right] $$

(29)

where $P_{ij}^{gg}$, $P_{ij}^{gg}$, $P_{ij}^{gg}$ and $P_{ij}^{gg}$ are obtained from the Matsubara summation over the frequencies and are explicitly given in Eq. (A1) of App. A. We will see in the next section that since $P_{ij}^{gg}$, $P_{ij}^{gg}$, $P_{ij}^{gg}$ and $P_{ij}^{gg}$ encode the information of the fermionic energy spectrum, they determine the intensity of the Majorana fermion-phonon scattering and its dependence on temperature. We will also see that the matrix elements $\tilde{\Lambda}_{q,ij}$ describing the coupling between the $i$-th and $j$-th fermionic eigenmodes and the acoustic phonon with wavevector $q$ and the polarization $\mu$, are responsible for the angular dependence of the Majorana fermion-phonon scattering.

**IV. THE SOUND ATTENUATION COEFFICIENT**

The quantitative description of the attenuation process can be obtained through the lossy acoustic wave function which decays with distance away from the driving source as

$$ u(r, t) = u_0 e^{-\alpha_s(q) v_r e^{i(\Omega t - q \cdot r)}} $$

(30)

where $\alpha_s(q)$ is the attenuation coefficient defined as the inverse of the phonon mean free path, which can be computed from the imaginary part of the diagonal components of the phonon self-energy [37, 60]:

$$ \alpha_s(q) \propto \frac{1}{v^2} \text{Im} \left[ \Pi_{ph}^{\mu\mu}(q, \Omega) \right]_{\Omega=\nu,q} $$

(31)

where $\mu$ is the polarization component. In Ref. [37] we have shown that at low temperatures below the energy scale of the flux gap, the sound attenuation is determined by the decay of a phonon into a pair of Majorana fermions, with the attenuation rate linear in temperature due to the density of states that scales linearly in energy at the Dirac points. [Note that this only applies when $v_s < v_F$.] The question on how the presence of thermally excited fluxes modifies this picture is addressed in this section.
The phonon energy is $\Omega_s = v_s|q|$. In scenario (a), the kinematic constraint is satisfied for a hopping from a fermionic mode $k$ to $k + q$. In scenario (b), the dashed cone illustrating a hopping from a fermionic mode $k$ to any of the possible final states that satisfies the kinematic constraint has no intersection with the fermionic cone (solid line) since $v_s > v_F$. Thus, this scenario is not possible.

A. The kinematic constraints in phonon dynamics

Existence of the coupling between the Majorana fermions and phonons is necessary but not a sufficient condition for the decay of the phonon into the low-energy Majorana fermions modes. In the case of the translationally invariant system, the decay rate is governed by the kinematic conditions reflecting the conservation of energy and momentum. At low temperatures, when the Kitaev spin liquid can be considered in its ground state zero-flux sector, both energy and momenta constraints are present. At finite temperatures, the thermally excited fluxes destroy the translational symmetry such that a fermionic momentum is not any more a good quantum number. Thus, at finite temperatures the decay rate is determined by a weaker kinematic conditions. In addition, the disorder from the thermal fluxes destroys the Dirac cones of the Majorana fermions and flattens their density of states over the whole energy range, so that the scattering of the phonons is happening on a very different manifold of low-energy fermionic states.

In this section, we analyze the phonon decay in the zero-flux sector, which dominates at low temperatures. The relative strength of the sound velocity, $v_s$, and the Fermi velocity, $v_F$, that characterizes the slope of the low-energy Majorana Dirac cone defines the phase space for the decay and determines whether the decay happens in the particle-hole (ph-) or in the particle-particle (pp-) channel. Here, by particle and hole, we mean if the state $i$ with energy $\epsilon_i > 0$ in Eq. (14) is occupied or empty. In other words, the particle number refers to that of the complex fermion $\beta_i$.

The kinematic constraint for a ph-process, in which a phonon mode with $\Omega_q = v_s|q|$ scatters a fermion from the state at $k$ to the state at $k + q$ is shown schematically in Fig. 2 (a). As the maximum energy difference between the two states is $v_F|q|$, the ph-process is allowed kinematically only when $v_s < v_F$. Moreover, since in order for this process to happen, some positive energy state, e.g. $\beta^\dagger_k |0\rangle$ shown in Fig. 2 (a), must be occupied, finite temperature is required.

For a pp-process, illustrated in Fig. 2 (c), in which a phonon decays into two fermions with positive energies, the kinematic constraints require:

$$\Omega_q = \epsilon_{K+q_1} - \epsilon_{-K+q_2} = v_F(|q_1| + |q_2|) \geq v_F|q_1 + q_2| = v_F|q|,$$

where $K + q_1$, $-K + q_2$ are, respectively, the momenta of the pair of fermion particles produced by the phonon, and we have expanded the energy of a single fermion $\epsilon_{K+q_1} = 2J_K \sum_{x,y,z} e^{i(K+q_1)M_{x,y,z}} \simeq v_F|q|$ near the corresponding Dirac points. Thus, the pp-process is lower bounded by $v_F|q| = \epsilon_{K+q}$. Clearly, when $v_s < v_F$ the phonon doesn’t have enough energy to produce a pair of fermion particles, and, resultantly, in this limit the low-temperatures sound attenuation is mainly caused by the ph-scattering. On contrary, when $v_s \geq v_F$, the constraint Eq. (32) is easily satisfied, leading to the decay of the phonon into a pair of Majorana fermions. Unlike the ph-process, the pp-process does not require a finite occupation of the fermionic states and, in principle, can happen at zero temperature (when phonons are externally pumped into the system) as long as the incident phonon has enough energy to excite a pair of particles. As illustrated in Fig. 2 (b), when $v_s \geq v_F$ the kinematic constraints for the ph-process can not be satisfied, an thus the sound attenuation coefficient is entirely determined by the pp-scattering.

Fig. 3 presents the imaginary part of the longitudinal com-
FIG. 3. The imaginary part of the phonon self-energy, $\text{Im}\Pi_{\parallel\parallel}(q, \Omega)$ as a function of the phonon frequency $\Omega$ and fixed phonon momentum $q = (0.1\pi, 0)$ computed assuming the zero-flux sector for various temperatures. The ph-channel and pp-channel are shown as blue and green curves, respectively. The calculations are performed on the finite size lattice with $N_1 = N_2 = 1000$. We use $\delta = 0.01$ for imaginary energy broadening. The red star at the frequency $\Omega^* = \epsilon_{K+q} = v_F|q|$, where $K$ denoting one of the Dirac points, corresponds to the upper bound for the ph-continuum and the lower bound of the pp-continuum. The inset in each of the panel shows the ph- and pp-contributions to $\text{Im}\Pi_{\parallel\parallel}(q, \Omega)$ in a wide range of the phonon frequencies. The shaded region in each of the insets highlights the range of the phonon frequencies in which the long wavelength description of the phonon media is applicable. The frequency, $\Omega$, and temperature, $T$, are measured in units of the Kitaev interaction, $J_K$.

The main panels of Fig. 3 show the ph- and pp-contributions to $\text{Im}\Pi_{\parallel\parallel}(q, \Omega)$ computed in the low-frequency region, while the inset in each of the panel shows them in a wider range of the phonon frequencies. The red star at the frequency $\Omega^* = v_F|q| = 0.1\pi v_F$ corresponds to the upper bound for the ph- and the lower bound of the pp-continuum of scattering. By comparing the panels (a), (b) and (c) of Fig. 3, we can see that the magnitude of the pp-channel contribution into $\text{Im}\Pi_{\parallel\parallel}(q, \Omega)$ is almost independent on the temperature. This is because the pp-channel does not require a finite particle population and the decay of the phonon into a pair of Majorana fermions can happen even at zero temperature, as long as the incident phonon has enough energy to excite a pair of particles. On the other hand, the ph-channel requires a finite population of the fermionic states, and its intensity increases with increasing temperature leading to larger population of the low-energy with fermionic states. Note, however, that with further increase of temperature, there will be a critical temperature at which the particle and the hole population become balanced, and thus above this temperature the scattering probabilities will be suppressed. Clearly, at $T \to \infty$, the intensities of both the ph- and pp-channels will decay to zero due to the Pauli exclusion principle. Similar plots for the zero-flux sector and the random flux sectors were shown in Ref. [36].
The imaginary part of the phonon self-energy $\text{Im}\Pi_{\parallel}(q, \Omega)$ as a function of the phonon frequency $\Omega$ and fixed phonon momentum $q = (0.1\pi, 0)$ computed using Eq. (29) for (a) $T = 0.05$, (b) $T = 0.1$ and (c) $T = 1.0$. For every temperature, 200 inhomogeneous flux configurations are sampled with the help of the strMC algorithm (see Appendix F) implemented on the finite size lattice with $N_1 = N_2 = 32$. The ph-channel and pp-channel are shown as blue and green curves, respectively. We use $\delta = 0.2$ for the imaginary energy broadening. The red star at the frequency $\Omega^* = v_F|q|$, where $K$ denotes one of the Dirac points, corresponds to the upper bound for the ph-continuum and the lower bound of the pp-continuum in the zero-flux sector. The inset in each of the panel shows the ph- and pp-contributions to $\text{Im}\Pi_{\parallel}(q, \Omega)$ in a wide range of the phonon frequencies. The shaded region in each of the insets highlights the range of the phonon frequencies in which the long wavelength description of the phonon media is applicable. The frequency, $\Omega$, and temperature, $T$, are measured in units of the Kitaev interaction, $J_K$.

**B. Phonon dynamics in the presence of thermal fluxes**

In the inhomogeneous thermal flux sectors, which are relevant at elevated temperatures, the constraint of momentum conservation is relaxed. Therefore, at finite temperatures when flux proliferates, the decay of a phonon involves both the ph- and pp-processes. In order to illustrate this, in Fig. 4 we plot the imaginary part of the phonon self-energy computed with Eq. (29) as a function of phonon energy in the thermal flux sectors for (a) $T = 0.05$, (b) $T = 0.1$ and (c) $T = 1.0$. Again we focus on the diagonal longitudinal component of the polarization bubble $\text{Im}\Pi_{\parallel}(q, \Omega)$. The sampling over flux configurations is performed with a help of the stratified Monte Carlo (strMC) algorithm (see Appendix F for details) which exploits the fact that the energy of each flux configuration can be computed exactly by diagonalizing the quadratic Majorana Hamiltonian (14). The results are computed at fixed phonon momentum $q = (0.1\pi, 0)$ and are averaged over 200 inhomogeneous flux configurations for each data point. In all panels, the red star at the phonon frequency $\Omega^* = v_F|q| = 0.1\pi v_F$ marks the critical value of the phonon frequency below which in the zero-flux sector the phonon decays into the ph-continuum and above which into the pp-continuum.

Fig. 4 shows the effects of the relaxation of the kinematic constraints and the modifications of the fermionic spectrum due to the thermal flux. In particular, we can clearly see that the contribution from the phonon decay into the ph-continuum significantly increases with temperature, while the contribution from the decay into the pp-continuum remains almost unchanged.

Fig. 4 (a) shows $\text{Im}\Pi_{\parallel}(q, \Omega)$ computed at temperature $T = 0.05$, which is well below the flux gap. At this temperature, the MC sampling is done predominantly in the zero-flux
FIG. 5. Case \( v_s < v_F \): The temperature evolution of the sound attenuation coefficient \( \alpha_s^{||}(\mathbf{q}) \) computed in the zero-flux sector. The diagonalization of the Majorana fermion Hamiltonian Eq. (11) is done in the momentum space on the lattice with \( N_1 = N_2 = 500 \). The phonon momentum \( \mathbf{q} \) belongs to the region \((q_x, q_y) \in [-0.5\pi, 0.5\pi]^2\). In the calculations, we set \( v_s = 0.1v_F \) and the imaginary energy broadening \( \delta = 0.2 \). Temperature is measured in units of the Kitaev interaction, \( J_K \).

sector or in a very low-density flux sectors. Thus, the pp- and the ph-contribution to \( \text{Im} \Pi^{||}(\mathbf{q}, \Omega) \) should be almost identical to those shown in Fig. 3 (a). Nevertheless, we can see in Fig. 4 (a) that the contribution from the pp-channel at frequencies below \( \Omega^* \) is not zero and is notably larger than the contribution from the ph-channel, which violates the kinematic constraints discussed above. This unphysical nonzero pp-channel can be attributed to a finite-size effect, since here we consider much smaller system with \( N_1 = N_2 = 32 \) in order to perform MC calculation, while in Fig. 3 we have used the system with \( N_1 = N_2 = 1000 \). At higher temperatures shown in Fig. 4 (b) and (c), the flux proliferates, and the ph-continuum is smeared and further extends into the higher frequency region beyond \( \Omega^* \) due to the relaxation of the kinematic constraints. For the same reason, the pp-continuum could also extend to the lower frequency region below \( \Omega^* \). Notice, however, large finite-size effects in this region. Therefore, in the region \( \Omega < \Omega^* \), the ph-channel of the scattering is the dominant over pp-channel. Thus, when \( v_s < v_F \) we will consider only the contribution from the ph-channel. When \( v_s \geq v_F \), which corresponds to \( \Omega \geq \Omega^* \) (but not too large that the long-wavelength approximation remains valid), both the ph- and the pp-channels contribute similarly into the phonon scattering, so we will account for both contributions.

FIG. 6. Case \( v_s < v_F \): The temperature evolution of the sound attenuation coefficient \( \alpha_s^{||}(\mathbf{q}) \) computed in the inhomogeneous flux sectors sampled by the strMC method. The lattice size is \( N_1 = N_2 = 32 \), and each data point is obtained by averaging over 200 flux realizations. The phonon momentum \( \mathbf{q} \) is in region \((q_x, q_y) \in [-0.5\pi, 0.5\pi]^2\). In the calculations, we set \( v_s = 0.1v_F \) and the imaginary energy broadening \( \delta = 0.2 \). Temperature is measured in units of the Kitaev interaction, \( J_K \).

C. Numerical results for the sound attenuation coefficient

In this section, we will present numerical results for the temperature evolution of the sound attenuation coefficient given by Eq.(31). We will consider two cases: \( v_s < v_F \) and \( v_s \geq v_F \) corresponding, respectively, to \( \Omega < \Omega^* \) and \( \Omega > \Omega^* \), both in the zero-flux and in the thermal flux sectors.

1. The sound attenuation coefficient: \( v_s < v_F \)

We will first evaluate \( \alpha_s^{||}(\mathbf{q}) \) assuming the zero-flux sector at all temperatures. Fig. 5 shows \( \alpha_s^{||}(\mathbf{q}) \) for various temperatures computed in the system with \( N_1 = N_2 = 500 \). At all considered temperatures, the sound attenuation coefficient displays the six-fold symmetry and the pattern of the magnitude, which agrees with the analytical results of [37] (see Fig. 13 in App. B for an explicit comparison of the angular positions of maximum and minimum values).

As the temperature increases, the overall intensity of the sound attenuation increases, which can be clearly seen from the increasing range of the colorbars. This is because the phase space of the Majorana fermion scattering in the ph-channel scales with temperature, thus at higher temperature, the intensity of the ph-channel scattering increases. It can also be observed that the area in the phonon momentum space...
that actively contributes to the phonon’s decay grows, which is a reflection that the scattering of the incident phonons with larger momentum become allowed by the kinematic constraints. When temperature reaches $T = 1$ and goes beyond, the overall magnitude starts to decrease, as analyzed above in Sec. IV A.

Above the flux onset temperature, the fluxes begin to proliferate. The evolution of the flux density with increasing temperature obtained with the strMC method is shown in Fig. 7. For the case of unbroken time reversal symmetry, $\kappa = 0$, the flux onset temperature is around $T^* \approx 10^{-1.5} \approx 0.03$. Around $T_{\text{max}} \approx 10^{0.5} \approx 3$, the flux density reaches its maximum concentration, and the distribution of fluxes becomes completely random.

Fig. 6 shows the sound attenuation coefficient $\alpha_s^{\parallel}(q)$ computed at various temperatures in the inhomogeneous flux sectors. $\alpha_s^{\parallel}(q)$ is obtained by averaging over 200 flux configurations at a given temperature. Already from a first glance comparison of Fig. 5 and Fig. 6, we can see that the attenuation coefficient pattern in the presence of fluxes is very different from the pattern in the zero-flux sector shown in Fig. 5. Indeed, in the inhomogeneous flux sector, the peak and valley angular position are rotated compared to those in the zero-flux sector leading to the appearance of the star-like pattern. Also, the overall magnitude of the phonon decay increases with temperature remarkably faster than in the zero-flux sector.

There are three factors that contribute into these modifications of the sound attenuation coefficient. First, the overall magnitude of $\alpha_s^{\parallel}(q)$ increases with temperature. This happens due to the combined effect of the increasing with temperature fermionic population and the appearance of additional low-energy fermionic modes associated with $Z_2$ flux sectors [61]. Second, the fermionic eigen functions are strongly modified in the presence of the fluxes, which leads to the modifications of the coupling matrix elements of the phonon scattering (See Eq. (22)). Consequently, this change leads to the modification of the sound attenuation coefficient pattern. We also notice that in the temperature interval $T = 0.03 \sim 0.1$, the star-like structure shows the 6-fold symmetry. The slight asymmetry of the pattern displayed near the flux onset temperature can be, perhaps, attributed to a finite-size effect, which gives rise to the inequivalence among the four topological sectors [56]. On the other hand, at $T \approx 1$ an isotropic circular pattern begins to emerge, which is a combined effect of high population of fermion excitations and fully random flux configurations.

FIG. 7. The temperature dependence of the flux density for various $\kappa$ obtained by the strMC method on a lattice of size $N_1 = N_2 = 32$. Each data point samples 50,000 flux configurations for each temperature. The inset shows the two-flux gap energy’s dependence on $\kappa$, which is adapted from Ref. [56]. See the definition of the two-flux gap energy therein. The curve shows that the flux gap energy increases as $\kappa$. So, in the main panel, the flux onset temperature increases as $\kappa$ increases. Temperature and the two-flux gap energy are measured in units of the Kitaev interaction, $J_K$.

Third, as we discussed above, in the absence of the translational invariance, the kinematic constraint related to the conservation of momentum is relaxed and only the energy conservation constraint remains. This allows for more fermionic modes to contribute to the ph-channel scattering. This can be seen that at low temperatures the pattern of the inhomogeneous flux sectors has much larger active area in the phonon momentum space than that of the zero-flux sector. To further analyze the influence of the flux background on the pattern of the sound attenuation coefficient, in App. C we calculate the average $\alpha_s(q)$ over uniformly sampled flux configurations with fixed flux density.

2. The sound attenuation coefficient: $v_s \geq v_F$

We now turn to the analysis of the sound attenuation coefficient for the case of $v_s \geq v_F$. Fig. 8 presents $\alpha_s^{\parallel}(q)$ in the zero-flux sector obtained by the calculation in the momentum space of the finite-size system with $N_1 = N_2 = 500$. Similarly to the case of $v_s < v_F$, at all considered temperatures, $\alpha_s^{\parallel}(q)$ displays the 6-fold symmetry. However, the pattern of the decay intensity distribution pattern is quite different from
the case of $v_s < v_F$—the peak’s and valley’s angular positions have been rotated compared to Fig. 5. Also the active phonon momentum region fills the whole region shown in the plot for all temperatures, while in the case of $v_s < v_F$, the active phonon momentum region grows with temperature. Another major difference lies in the overall magnitude of the attenuation coefficient and its temperature dependence. In Fig. 8, as temperature increases, the overall magnitude of $\alpha_s^\parallel(q)$ remains almost unchanged until $T = 1$, then begins to decrease, and the isotropic pattern appears. Recall, that in this case the dominant contribution into the phonon’s decay comes from the pp-channel, in which the kinematic constraints can be always satisfied at $v_s > v_F$. Thus, already at the lowest temperature $T = 0.05$, almost all fermionic modes are involved in the scattering unlike in the ph-channel where the scattering is limited by the available fermionic particle population. Consequently, at $T = 0.05$ (see Fig. 8 (a)) $\alpha_s^\parallel(q)$ already displays a star-like pattern. With increasing temperature, the evolution of the pattern and the overall magnitude is mainly decided by the Fermi-Dirac function $n_F$, and is in agreement with the temperature evolution of the pp-channel scattering shown in Fig. 3. This also verifies that even though both the ph- and pp-scattering channels have been summed up in Fig. 8, the dominant one is the pp-channel.

Fig. 9 shows the sound attenuation for various temperatures computed in the inhomogeneous flux sectors. At each temperature, $\alpha_s^\parallel(q)$ is obtained by averaging over 200 random flux configurations sampled by the strMC method. Similarly to the behavior of sound attenuation in the zero-flux sector, the increasing of temperature doesn’t change the pattern and the magnitude of the sound attenuation coefficient as dramatically as in the case of $v_s < v_F$ (see Fig. 6). This can again be attributed to the difference in the underlying dynamics between the two scattering channels. With increasing temperature and the corresponding increase of the flux density, the star-like pattern becomes blurry and smears into the isotropic pattern.

Similarly to the case of $v_s < v_F$, we also analyze the influence of the flux background by disentangling its effect from the effect of thermal population of the fermionic states. To this end, in App. C we present the results of $\alpha_s(q)$ averaged over uniformly sampled flux configurations with fixed flux density. Fig. 16 shows that the star-like pattern remains almost unchanged when the density of fluxes increases. Fig. 16 also shows that the star-like pattern persists even at $n_\phi = 0.5$, when the flux configurations are totally random.

V. FINITE TEMPERATURE EFFECTS ON THE PHONON DYNAMICS WITHOUT TIME REVERSAL SYMMETRY

In this section, we will study the observable consequences of the spin-lattice coupling when time reversal symmetry is
broken by the three-spin interaction \( \kappa \)-term. Recall that this three-spin interaction term changes the energetics of the Kitaev model (2) by simultaneously gapping out the fermionic spectrum and introducing localized zero-energy Majorana modes in the presence of isolated fluxes [3]. The spin-lattice coupling Hamiltonian Eq. (9), however, does not contain a contribution from the three-spin interaction \( \kappa \)-term to the leading order (see Sec. II C for more details). Also this term does not break the 6-fold rotation symmetry of the model. As a result, the decomposition of the spin-lattice coupling Hamiltonian into \( A_1 \) and \( E_2 \) irreducible representations remains valid. Therefore, the sound attenuation coefficient is modified only due to the changes in the fermion spectrum at low energy. Our calculations in App. E indeed show that as \( \kappa \) increases, the temperature evolution of the pattern of the sound attenuation \( \alpha \) is similar to that of \( \kappa = 0 \); the only main difference is that the phonon decay starts at a higher temperature because of the increased fermionic gap energy as \( \kappa \) increases.

Importantly, the \( \kappa \)-term breaks time-reversal and vertical mirror symmetries. What are the consequences to the phonon system? Here, we show that the phonon system acquires the Berry curvature induced by the \( \kappa \)-term due to the spin-lattice coupling, and study its evolution with temperature and the magnitude of \( \kappa \). The Berry curvature effect can be described by the Hall viscosity term in the phonon effective action [37, 54, 55]:

\[
\mathcal{S}^{(a)}_{ph} = \int \frac{d^2 x dt}{2 \epsilon} \eta^{(a)}_{ijk} \epsilon_{ijk},
\]

where the viscosity tensor is anti-symmetric, i.e. \( \eta^{(a)}_{ijk} = -\eta^{(a)}_{kij} \). It was also shown in Ref. [37] that by symmetry constraints, the Hall viscosity coefficient has only one non-zero component \( \eta_H \).

Using the linear response theory [37, 55], we can relate \( \eta_H \) to the off-diagonal component of the phonon polarization bubble:

\[
\eta_H = \frac{1}{q^2} \eta^{\perp \parallel} = \frac{1}{q^2 \Omega a^d} \text{Im} \Pi^{\perp \parallel}(q, \Omega)|_{\Omega \rightarrow 0},
\]

(34)

where \( a \) is the lattice constant. Note that in the contribution to the Hall viscosity \( \eta_H \), the off-diagonal component \( \text{Im} \Pi^{\perp \parallel}(q, \Omega) \) must be anti-symmetric w.r.t. exchanging the polarization indices \( \perp, \parallel \), which is required by the fact that the Hall viscosity is non-dissipative. Also, it is shown in Ref. [37] that the nonzero contribution to \( \text{Im} \Pi^{\perp \parallel}(q, \Omega) \) comes from the off-shell processes, in contrast to the dissipative on-shell processes involving the poles in \( \text{Im} \Pi^{\perp \parallel}(q, \Omega) \).

In the following, we will discuss the temperature evolution of the Hall viscosity coefficient \( \eta_H \), focusing on understanding of the \( Z_2 \) fluxes effects. We will show that due to the distinct difference underlying the off-shell scattering processes compared with the on-shell scattering processes considered in previous sections, the temperature evolution of the Hall viscosity coefficient is very different from that of the sound attenuation coefficient. We will also show that the magnitude of the Hall viscosity coefficient \( \eta_H \) decreases rapidly with increasing density of the \( Z_2 \) fluxes.

### A. The Hall viscosity coefficient in the zero-flux sector

We start by analyzing the temperature evolution of the Hall viscosity coefficient in the zero-flux sector, when translation invariance allows to perform all the calculations in the momentum space. The analytical derivation of the Hall viscosity coefficient at \( T = 0 \) was performed in Ref. [37], and the explicit expression of the off-diagonal component \( \text{Im} \Pi^{\perp \parallel}(q, i\Omega) \) that contributes to the Hall viscosity is given by

\[
\Pi^{\perp \parallel}_{ph}(q, i\Omega) = -\text{Tr} \left[ \lambda^{\parallel}_{q,k} G(q, i\omega) \lambda^{\perp}_{q,k} G(q - q, i(\omega + \Omega)) \right] = 2q^2 \int \frac{d^2 k}{A_{BZ}} \frac{1}{\Omega^2 + 4 |\mathcal{F}_k|^2} \frac{\Delta_k}{|\mathcal{F}_k|^2} \left( \lambda^x_{k,q} \lambda^y_{k,q} - \lambda^y_{k,q} \lambda^x_{k,q} \right),
\]

(35)

where \( G(q, i\omega) \) is the Majorana fermion Green function, \( \lambda^{\parallel}_{q,k} \) denotes the Majorana fermion-phonon coupling matrix, which is expanded by Pauli matrices: \( \hat{\lambda} = \sum_{\alpha} \lambda_{\alpha} \hat{\sigma}_{\alpha} \) and \( \mathcal{F}_k = \{-\text{Im} f_k, -\text{Re} f_k, \Delta_k\} \) with \( f_k = 2J_{\mathfrak{F}}(1 + \).
$2 \cos \sqrt{3} k_x / 2 e^{i \sqrt{3} k_y / 2}$ and $\Delta k = 4\kappa \left( \sin k \cdot n_1 - \sin k \cdot n_2 + \sin k \cdot (n_1 - n_2) \right)$ [see [37] for details of the derivation]. Note that $\tilde{F}_k$ denotes the coefficients of decomposing the Majorana fermion Bloch Hamiltonian Eq. (11) onto the basis of the Pauli matrices.

From Eq. (35) one clearly sees that the contribution to $\Pi^{\alpha \nu}_{ph}(k, \Omega)$ vanishes for $\mu = \nu$, and that $\Pi^{\parallel \perp}_{ph}(k, i\Omega) = -\Pi^{\parallel \perp}_{ph}(k, i\Omega)$. Also, since $\Pi^{\parallel \perp}_{ph}(k, i\Omega) \propto \Delta k \propto \kappa$, it is nonzero only when time-reversal symmetry is broken. More formally, the key factor of yielding nonzero only when time-reversal symmetry is broken. More formally, the key factor of yielding nonzero result, the three Pauli matrices must be a permutation of $\hat{x}$, $\hat{y}$ and $\hat{z}$. Two of them are contributed from the coupling matrix $\hat{\lambda}$, which are proportional to a combination of $\hat{x}$ and $\hat{y}$ matrices. The third Pauli matrix comes from one of the propagators $G_i(k, i\omega)$, which comes with a coefficient $\Delta k$. Consequently, $\Im \Pi^{\parallel \perp}_{ph}(k, i\Omega)$ is obtained by taking the real part of the dynamical projection operators, whose equivalent real-space expressions are shown in Eq. (A1). Since the real part of these operators is taken, the energy conservation constraint is absent, showing explicitly that the non-zero Hall viscosity originates from the off-shell processes, in which all Majorana fermions contribute. Therefore, it is expected that the change in the fermionic population will not have any significant affect on the Hall viscosity at low temperatures (below any other energy scales in the problem, e.g. $\kappa, J_K$), in contrast to the on-shell processes contributing to the sound attenuation coefficient. In the high temperature region, where the particle and hole population becomes balanced, it is expected that the Hall viscosity coefficient will be suppressed to zero due to the Pauli exclusion principle.

This analysis is confirmed by Fig. 11 (a), where the Hall viscosity coefficient $\eta_H$ computed in the zero-flux sector (purple line) at $\kappa = 0.05$ is plotted as a function of temperature. We can see that below $T = 10^{-0.5} \sim 0.3$, $\eta_H$ remains almost unchanged. Above $10^{-0.5}$, the majority of Majorana fermions are excited and $\eta_H$ starts to decay to zero. The results for the non-zero flux densities will be analyzed in the next section.

The $\kappa$ dependence of the Hall viscosity $\eta_H$ in the zero-flux sector is shown in Fig. 10. The dashed curves are obtained from the analytical calculations [37], while the solid curves are obtained by the numerical evaluation of Eq. (29). It shows that for all values of $\kappa$, the Hall viscosity $\eta_H$ starts to decrease with temperature above $T = 0.5$, which is consistent with the analysis above. The comparison between the zero-temperature analytical curve (black dashed line) and the numerical curve computed at $T = 0.01$ (blue solid line) shows that they agree well with each when $\kappa > 0.04$. However, when $\kappa < 0.04$ (shaded region), the numerical result for $\eta_H$ deviates significantly from the $\eta_H$ computed analytically. To clarify the origin of this discrepancy, we plotted another $\eta_H + \kappa$ curve at $T = 0.1$ (blue dashed line) obtained from the analytical calculation, where the contribution to $\eta_H$ from each fermionic mode is weighed by a factor $\tanh(\epsilon_k / T)$ calculated from the Fermi-Dirac distribution function, in the integration over the whole Brillouin zone. So as temperature increases, the contribution from the modes whose energies are just above the bulk gap introduced by $\kappa$ will be suppressed by this factor. As shown in Fig. 10, the Hall viscosity $\eta_H$ in the shaded region decreases significantly at $T = 0.1$. This indicates that the low-energy fermionic modes has a dominant contribution to $\eta_H$ at small values of $\kappa$. Since our numerical calculations are unable to capture the contribution from all low-energy modes due to the discreteness of energy levels in the finite size calculations, our results show significant decrease of $\eta_H$ when $\kappa$ is very small. Therefore, the difference between the analyt-
B. The Hall viscosity coefficient in the inhomogeneous flux sectors

In this section, we explore the effect of the $Z_2$ fluxes on the temperature evolution of the Hall viscosity coefficient. In the presence of fluxes, the translational symmetry is broken and momentum is not a good quantum number. This means that the block diagonal matrix structure of $\text{Im} \Pi^{\perp}(q, i\Omega)$ will be mixed up by non-zero off-block-diagonal entries. Consequently, the proportionality of $\text{Im} \Pi^{\perp}(q, i\Omega)$ to $\text{Tr} [\hat{r}^{\alpha} \hat{r}^{\beta} \hat{r}^{\gamma}] = 2\kappa^{\alpha\beta\gamma}$, that is required for a nonzero Hall viscosity coefficient, is not guaranteed to be valid anymore. Thus, we expect that the Hall viscosity coefficient will be reduced. Moreover, now $\text{Im} \Pi^{\perp}(q, i\Omega)$ has to be anti-symmetrized w.r.t. the exchange of two polarizations $\perp$ and $\parallel$.

Fig. 11 presents the Hall viscosity $\eta_H$ computed for various flux densities. Each point is obtained by averaging over 200 randomly sampled flux configuration for a given flux density. Both $\eta_H$-$T$ curves (Fig. 11 (a)) and $\eta_H$-$\kappa$ curves (Fig. 11 (b)) show that the Hall viscosity decreases when the density of fluxes increases. Also, this decrease is significant for a small increase of the flux density, which indicates that the Hall viscosity is sensitive to the matrix structure mixing introduced by the fluxes. Note that the time reversal symmetry is still broken which endows the elastic medium with nonzero Berry curvature, but due to the proliferation of the $Z_2$ fluxes, the Hall viscosity is reduced to basically zero.

Fig. 11 (b) shows $\eta_H$-$\kappa$ curves for various $n_\phi$ computed at $T = 0.01$, and therefore it extends the zero-flux sector results shown in Fig. 10. In Fig. 11(b), the $\eta_H$-$\kappa$ curves of small flux densities first increase in small $\kappa$ region and then decreases in large $\kappa$ region. The behaviour in the shaded region has been analyzed above. The behavior in a region of larger $\kappa$ in the presence of small flux densities is consistent with the zero flux case [37]. Namely, since the fermion energy gap $\Delta_\kappa$ increases with $\kappa$ [3], the contribution of the low-energy modes into the Hall viscosity is suppressed. Consequently, $\eta_H$ decreases with increasing $\kappa$. On the other hand, at large flux densities $n_\phi$, the fermionic spectrum is significantly modified and part of the spectral weight near the van Hove singularity is shifted to lower energies [62]. This may give rise to a small residual Hall viscosity even at relatively large $\kappa$.

Next we study the evolution of the Hall viscosity coefficient in the presence of fluxes in a more realistic approach when in-
homogeneous flux configurations are sampled by the strMC method (see details in App.F). Fig. 12 shows the $\eta_H$-$\log T$ and $\eta_H$-$\kappa$ curves, obtained by the strMC algorithm which samples 100,000 flux configurations for each point. In Fig. 12(a), the Hall viscosity coefficients at the lowest temperature agree with the $\eta_H$ curve at $T = 0.01$ shown in Fig. 11 (b). As temperature increases, flux density increases, so the $\eta_H$-$T$ curves start to decrease at $T = 10^{-1.5} \sim 10^{-1}$, which is earlier than in Fig. 11(a). This again reflects the reduction the Hall viscosity coefficient by the $Z_2$ fluxes. Fig. 12 (a) also shows that the $\eta_H$ for larger values of $\kappa$ starts to decrease at higher temperatures. This is because the flux gap energy $E_{2\phi}$ increases with $\kappa$ (see inset in Fig. 7), so they proliferate at higher temperatures as $\kappa$ increases.

In Fig. 12 (b), we present the $\eta_H$-$\kappa$ curves computed at various temperatures. We can see that the $\eta_H$-$\kappa$ curves display an overall downshift as temperature increases, which is mainly due to increased flux density. Also, since at the same fixed temperature the flux density in the small $\kappa$ region is larger than that in the large $\kappa$ region (see Fig. 7), the Hall viscosity coefficient is suppressed stronger by the fluxes in the small $\kappa$ region than in the large $\kappa$ region. When temperature reaches $T = 0.5$, where the flux density is close to saturation, the $\eta_H$-$\kappa$ curve becomes almost linear and diminishes to zero.

VI. SUMMARY

In this paper, we proposed that the study of the temperature evolution of the acoustic phonon dynamics can be used as potential probe of spin fractionalization in the Kitaev materials. In our study we focused on two experimental observables – the sound attenuation coefficient ($\alpha_s$) and the Hall viscosity coefficient ($\eta_H$). In particular, we explored how the sound attenuation and the Hall viscosity changes in the presence of the thermally excited $Z_2$ fluxes. We showed that since the $Z_2$ fluxes do not couple to the acoustic phonons directly, their effect comes mainly from providing the disorder potential for the itinerant Majorana fermions and, thus, renormalizing their spectrum, and relaxing the kinematic constraints for the scattering processes.

We computed the sound attenuation and the Hall viscosity coefficients by relating them to the imaginary part of the phonon polarization bubble. To compute the bubble in the presence of the thermally excited $Z_2$ fluxes, when the translational symmetry for the Majorana fermions is broken, we derived a microscopic low-energy effective spin-lattice coupling Hamiltonian and formulated a diagrammatic computation procedure in the mixed representation treating the Majorana fermions in the real space and the acoustic phonons in the momentum space.

We found that the $Z_2$ fluxes can significantly change the sound attenuation, making it very different from the one at the zero-flux sector. We demonstrated that both the angular dependence of $\alpha_s(q)$ and its magnitude show characteris-
tic changes when temperature is increasing and various inhomogeneous flux sectors are being populated. We showed that the strength of the flux effect on the phonon decay strongly depends on the ratio of the sound velocity and the Fermi velocity characterizing the low-energy Majorana fermions. Namely, we found that when $v_s < v_F$, the thermal excitation of the $Z_2$ fluxes increases the overall intensity of the sound attenuation and changes the sound attenuation pattern from the flower-like pattern in the zero-flux sector into the star-like pattern in the thermal flux sector. When $v_s > v_F$, both the overall intensity and the angular distribution of maxima and minima of the sound attenuation coefficient are changing only slightly with temperature. These differences reflect different scattering processes contributing into the phonon decay in these two cases. They also show the combined effect of the proliferation of the $Z_2$ fluxes on the Majorana fermion-phonon coupling vertices, modified fermionic spectrum and relaxed kinematic conditions.

We found that the Hall viscosity coefficient, which is non-zero when time-reversal symmetry is broken, e.g., when external magnetic field is applied, decreases rapidly with increasing density of the $Z_2$ fluxes. Predominantly, this happens because in the presence of fluxes, the block diagonal matrix structure of the imaginary part of the off-diagonal component of the polarization bubble is mixed up by the non-zero off-block-diagonal entries.

To explore the phonon dynamics above the flux proliferation temperatures, we developed the stratified Monte Carlo (strMC) algorithm to sample the flux configurations. One of the main advantages of this method is that it has zero autocorrelation time, since the samples in the strMC method are independent. This leads to faster convergence and less amount of samples, which is particularly important in the calculations of the phonon dynamics.

Finally, we note that our study was performed for the pure Kitaev model. Of course, real Kitaev materials feature additional weak time-reversal-invariant non-Kitaev interactions, which generally give rise to a wealth of nontrivial phases competing with the quantum spin liquids. While the Kitaev model looses its exact solubility in the presence of additional non-Kitaev terms, we believe that the temperature evolution of the sound attenuation and the Hall viscosity will remain similar to the one in the pure Kitaev model as long these perturbations are small enough to leave the system in the Kitaev-like spin liquid phase. In this case, the effect of the non-Kitaev terms on the dispersion of the Majorana fermions will be small, and their dominant effect will be in adding a dispersion to otherwise localized dispersionless modes corresponding to the flux excitations. However, as long as these terms will be small, the dispersion of the flux modes will be small too, and the fluxes will be excited at more or less the same temperature window as in the pure Kitaev model. Thus, the effect of thermal excitation of the fluxes on the Majorana fermions will remain similar and, consequently, our results on the temperature evolution of the sound attenuation and the Hall viscosity will be robust with respect to a generic time-reversal-invariant perturbation.
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Appendix A: The Matsubara frequency summation in the evaluation of the polarization bubble Eq. (27)

We can evaluate the Matsubara frequency summation in using the standard residue method [63], and get the following expressions:
\begin{align}
P^\|_{kl} &= T \sum_{\Omega} \frac{1}{i \omega_n} \frac{1}{\epsilon_k} \left( i \Omega_m - i \omega_n + \epsilon_l \right) \\
&= n_F(\epsilon_k) - n_F(\epsilon_l), \\
P^\|_{kl} &= T \sum_{\Omega} \frac{1}{i \omega_n} \frac{1}{\epsilon_k} \left( i \Omega_m - i \omega_n + \epsilon_l \right) \\
&= n_F(\epsilon_k) - n_F(\epsilon_l), \\
P^\|_{kl} &= T \sum_{\Omega} \frac{1}{i \omega_n} \frac{1}{\epsilon_k} \left( i \Omega_m - i \omega_n + \epsilon_l \right) \\
&= n_F(\epsilon_k) - n_F(\epsilon_l), \\
P^\|_{kl} &= T \sum_{\Omega} \frac{1}{i \omega_n} \frac{1}{\epsilon_k} \left( i \Omega_m - i \omega_n + \epsilon_l \right) \\
&= n_F(\epsilon_k) - n_F(\epsilon_l),
\end{align}

where \( P^\|_{kl} \) contribute to the particle-hole channel, \( P^\|^\|_{kl} \) the particle-particle channel and \( P^\|^\|_{kl} \) the hole-hole channel. \( n_F(\epsilon) \) is the Fermi-Dirac distribution function.
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**Fig. 13.** The plot of the attenuation coefficient \( \alpha_s(\mathbf{q}) \) in the zero-flux sector computed from the analytical expression Eq. (B1). The result is shown in the \((q_x, q_y) \in [-0.5\pi, 0.5\pi]^2\) region of the Brillouin zone. To get a sense of how large is this region, one can compare the boundaries of this region with the positions of the high-symmetry points: \( \Gamma = [0, 0], M \approx [0, 1.2]\pi, K \approx [0.66, 1.2]\pi, K' \approx [1.3, 0]\pi \). In this plot, we set \( v_s = 0.1v_F \).

**Appendix B: The sound attenuation coefficient in the zero-flux sector**

Fig. 13 shows the magnitude of the sound attenuation coefficient \( \alpha_s(\mathbf{q}) \) in the region of the Brillouin zone with \((q_x, q_y) \in [-0.5\pi, 0.5\pi]^2\) computed in the momentum space according to the analytical expression \( \alpha_s(\mathbf{q}) \sim \frac{1}{\eta} \text{Im} \Pi_{ph}(\mathbf{q}, \Omega) \) with

\[
\text{Im} \Pi_{ph}(\mathbf{q}, \Omega) \approx -\frac{36\pi \lambda^2_{xy} q\Omega}{v_F^2 A_{BZ}} T (1 - \cos(6\theta_q)) \ln 2,
\]

where only the leading order of the \( q \) term is kept [37]. Here, only the ph-channel of phonon decay contributes. The spatial distribution of \( \alpha_s(\mathbf{q}) \) has the six-fold rotational symmetry originated from the \( q(1 - \cos(6\theta_q)) \) angular dependence of \( \text{Im} \Pi_{ph}(\mathbf{q}, \Omega) \). We will use this result as a benchmark for the numerical calculations of the sound attenuation coefficient.

The sound attenuation coefficient in the zero-flux sector can also be computed from Eq. (24) by using the eigenmodes of the Majorana fermions obtained by the diagonalization of the Hamiltonian in the real space instead of the momentum space. This is our approach to the calculations in the inhomogeneous flux sectors with broken translational symmetry, when the momentum is not a good quantum number. Because we sample different flux sectors with the Monte Carlo approach, simulations on large systems are costly and we have to restrain ourselves to simulations on the \( N_1 = N_2 = 32 \) lattice. In order to separate the finite size effects from the effect of fluxes, here we compare the sound attenuation computed in the zero-flux sector on the \( N_1 = N_2 = 32 \) lattice and shown in Fig. 14 with Fig. 5, where diagonalization in the zero-flux sector was performed in the momentum space with \( N_1 = N_2 = 500 \). This comparison tells that apart from the finite size effects, which are rather significant in this case, Fig. 14 and Fig. 5 basically agree with each other. At \( T \geq 0.3 \) (panels (d)-(f)
FIG. 15. The sound attenuation coefficient $\alpha_s^{||}(q)$ for $v_s < v_F$ obtained by taking an average over 50 flux configurations uniformly sampled from each flux density at fixed temperature $T = 0.01$. The choice of such a low temperature is made in order to show how the fluxes modifies the low-energy fermionic wave function and its observable effect into the attenuation coefficient. It shows that the star-shape pattern seen in Fig. 6 is due to the presence of the flux background at finite temperatures. The phonon momentum $q$ is shown in region $(q_x, q_y) \in [-0.5\pi, 0.5\pi]^2$. The lattice size is $N_1 = N_2 = 32$. The imaginary energy broadening $\delta = 0.2$ and we set $v_s = 0.1v_F$. Temperature is measured in units of $J_K$.

on both plots), they show especially good consistency both in terms of the pattern of the angular distribution of the scattering probability and in the magnitude. However at low temperatures (compare (a)-(b) panels of the corresponding plots), the finite size effects are stronger and, therefore, the discrepancies between the real space calculation and the momentum space calculations are more pronounced.

Appendix C: The sound attenuation coefficient $\alpha_s(q)$ averaged over uniformly sampled flux configurations with fixed flux density.

To further analyze the influence of the flux background on the pattern of the sound attenuation coefficient, here we present $\alpha_s(q)$ computed at very low temperature $T = 0.01$ and averaged over uniformly sampled flux configurations. This allows to practically exclude the effect of thermal population of the fermionic states and analyze the effect of fluxes on the pattern and the magnitude of the sound attenuation coefficient. In Fig. 15 and Fig. 16, we present the results computed for $v_s = 0.1v_F$ and $v_s = 1.1v_F$, respectively.

FIG. 16. The sound attenuation coefficient $\alpha_s^{||}(q)$ for $v_s \geq v_F$ obtained by taking an average over 50 flux configurations uniformly sampled from each flux density at fixed temperature $T = 0.01$. The contributions from both the pp- and ph-channels of scattering have been summed up. The choice of such a low temperature is made in order to show how the fluxes modifies the low-energy fermionic wave function and its observable effect into the attenuation coefficient. It shows that increasing flux density does not dramatically change the pattern of $\alpha_s^{||}(q)$ but only smears it as the flux density increases. This happens because of the relaxed kinematic constraint in the presence of fluxes. As temperature increases, the fermionic modes are excited, and the result converges to the strMC results in Fig. 9. The phonon momentum $q$ is shown in region $(q_x, q_y) \in [-0.5\pi, 0.5\pi]^2$. The lattice size is $N_1 = N_2 = 32$. The imaginary energy broadening $\delta = 0.2$ and we set $v_s = 1.1v_F$. Temperature is measured in units of $J_K$.

Appendix D: The validation of the numerical approach for the computation of the Hall viscosity coefficient

The calculation of the Hall viscosity coefficient $\eta_H$ is based on Eq. (34), which is obtained from the linear response theory through the Kubo formula. This formula gives proper energy and momentum independent expression for $\eta_H$ if the off-diagonal component of the polarization bubble $\text{Im} \Pi^{\perp\perp}(q, \Omega)$ is linear in $\Omega$ and quadratic in $|q|$. The analytical $T = 0$ expression for $\text{Im} \Pi^{\perp\perp}(q, \Omega)$ given by Eq. (35) clearly satisfies this requirement [37]. However, when we numerically compute $\text{Im} \Pi^{\perp\perp}(q, \Omega)$ according to Eq. (26), we need to verify that $\text{Im} \Pi^{\perp\perp}(q, \Omega)$ is indeed linear in $\Omega$ and quadratic in $|q|$, and confine our computations only to those $\Omega$ and $|q|$, for which it is satisfied.

The validation results for $\kappa = 0.05$ are shown in Fig. 17, where for various flux densities we plot (a) $\text{Im} \Pi^{\perp\perp}$ curves in a low-energy region and (b) $\text{Im} \Pi^{\perp\perp} |q|$ curves in small...
momentum region. Each curve is obtained by averaging over 200 flux configurations uniformly sampled for a given flux density. Im $\Pi^{\parallel\perp}(q, \Omega)$ has been antisymmetrized w.r.t. exchanging the polarization indices. Panel (a) shows the linear-$\Omega$ behavior of Im $\Pi^{\parallel\perp}$ in the low-energy region, and (b) shows the quadratic-|q| behavior in the small momentum region. The values of $\Omega = 0.2$ and $q = [0, 0.1]\pi$ with $|q| = 0.36$ are within the required region of the linear-$\Omega$ and the quadratic-|q| behavior. The temperature is set to $T = 0.01$ and we use $\kappa = 0.05$. The lattice size is $N_1 = N_2 = 32$. The imaginary energy broadening is $\delta = 0.2$. $T$ and $\Omega$ are measured in units of $J_K$.

Fig. 18 shows that the polarization bubble Im $\Pi^{\parallel\perp}(q, \Omega)$ remains linear in $\Omega$ and quadratic in $|q|$ in the same low-energy and small-momentum region when fluxes are sampled by the strMC method. Each curve shown in Fig. 18 is obtained by averaging over 1000 flux configurations sampled by the strMC method. Im $\Pi^{\parallel\perp}$ has also been antisymmetrized w.r.t. exchanging the polarization indices.

Appendix E: The sound attenuation coefficient $\alpha_s(q)$ with time reversal symmetry breaking

In order to verify that the sound attenuation coefficient when time reversal symmetry is broken, i.e. $\kappa > 0$, is qualitatively the same as that when $\kappa = 0$, we calculate $\alpha_s(q)$ for the
case of $v_s < v_F$ for $\kappa = 0.05$ in Fig. 19 and $\kappa = 0.15$ in Fig. 20. These plots are again obtained by strMC method and take the effects of the $Z_2$ fluxes into consideration. Comparing with Fig. 6, we find indeed that the pattern of $\alpha_s(q)$ remains almost the same with increased $\kappa$. So the analysis in for $\kappa = 0$ still applies. The only difference is in the overall magnitude of $\alpha_s(q)$ for temperatures below $T = 0.1$: it decreases when $\kappa$ increases. This is because the fermionic energy gap $\Delta_s$ increases with $\kappa$, so the low-energy modes start to contribute to phonon’s decay at higher temperature. For temperatures above $T = 0.1$, the overall magnitude of $\alpha_s(q)$ remains almost unchanged. This is consistent with the fact that the overall fermionic band height remains almost unchanged for this range of $\kappa$ [56].

Appendix F: Stratified Monte Carlo method

The calculations that include the flux degrees of freedom at finite temperatures are done with the stratified Monte Carlo method (strMC) [64, 65]. Different from a more generally applied Markov Chain Monte Carlo (MCMC) algorithm, this method is designed specifically for the Kitaev honeycomb model and is based on the flux energy model proposed in the recent work [56]. As will shown below, this method has several advantages over the MCMC method.

Stratified sampling [64] is a variance reduction technique in the Monte Carlo simulations. It consists of dividing the sample space to strata and then estimating the weighted average of the yield from each stratum. In this approach, the samples are concentrated on the high probability regions, and the variance is thus reduced. It also offers an unbiased estimator to thermodynamic quantities, and is in principle more efficient than the MCMC method, since the samples are independent from each other and have zero autocorrelation time.

Specifically to the Kitaev model, this method is designed to solve the following problem. For a given observable $O(\phi_p)$ whose value is determined by a certain flux configuration $\{\phi_p\}$ (with $p$ denoting the $p$-th plaquette and $\{\phi_p\}$ shorted as $\phi_p$ hereafter), the task is to find the thermodynamic expectation value of this observable over the ensemble of all flux configurations $\langle O \rangle_{\phi_p}$. We denote $I = \langle O \rangle_{\phi_p}$, and it can be generally computed as the following [56]:

$$I = \sum_{\phi_p} p(\phi_p) O(\phi_p), \quad p(\phi_p) = \frac{1}{Z} e^{-\beta F(\phi_p)}, \quad (F1)$$

where $\beta = 1/T$ and we assume $k_B = 1$. $p(\phi_p)$ is the probability of the realization of a flux configuration $\phi_p$, which is decided by the free energy $F(\phi_p) = E_{\text{flux}}(\phi_p) - TS_F(\phi_p)$. Here, $E_{\text{flux}}(\phi_p) = -\frac{1}{2} \sum_k \epsilon_k(\phi_p)$, $S_F(\phi_p) = \sum_k \ln(1 + e^{-\beta \epsilon_k(\phi_p)})$ and $Z = \sum_{\phi_p} e^{-\beta F(\phi_p)}$ is, respectively, the flux energy, fermionic entropy and partition function of the system in a given flux sector $\phi_p$. $\epsilon_k(\phi_p)$ is the fermionic energy levels in the flux configuration $\phi_p$. The central goal of this method is to generate a large set of sample flux configurations $\{\phi_p^i\}$ (where $i$ denotes the $i$-th sample), and use them to estimate the thermodynamic expectation $I$. The function evaluated from these samples takes a form of sample average, which is called an estimator of $I$ and denoted as $\hat{I}$. In the following introduction to the strMC method, the focus will be on showing the way of generating the sample flux configurations $\{\phi_p^i\}$, the construction of the estimator $\hat{I}$, and the validation that $\hat{I}$ converges to $I$ in the large sample limit.

The summation in Eq. (F1) is naturally stratified into the groups according to the number of fluxes denoted as $n$:

$$I = \frac{1}{Z} \sum_n \sum_{\phi_{p,n}} O(\phi_{p,n}) e^{-\beta F(\phi_{p,n})} = \sum_n \frac{Z_n}{Z} I_n, \quad (F2)$$

where $\phi_{p,n}$ is a flux configuration restricted within an $n$-flux sector, and $I_n = \sum_{\phi_{p,n}} O(\phi_{p,n}) e^{-\beta F(\phi_{p,n})} / Z_n$, $Z_n = \sum_{\phi_{p,n}} e^{-\beta F(\phi_{p,n})}$ are respectively the thermal expectation and partition function within the group denoted by $n$. It will be shown that the integral $I_n$ can be easily estimated. The number of samples allocated to each group is proportional to the group’s probability $\frac{Z_n}{Z}$, so the sampling will be concentrated on the group with larger probability. Then after obtain-
ing the estimation of $I_n$ within each group, the final estimation of $I$ is obtained by a weighted sum over $I_n$, with weight proportional to the group’s probability $Z_n/W_n$.

To decide the number of samples allocated to each group, the probability of each group $Z_n/W_n$ has to be known beforehand. To this end, we find that this probability can be approximated by a phenomenological model, which describes the distribution of the flux energies as a function of flux density. For sufficiently large lattices, this distribution is sharply peaked and is approximately independent of lattice size [56]. Therefore, we can model flux thermodynamics by numerically fitting the flux energy with a polynomial curve. The resultant best-fit flux energy as a function of flux density, so called pseudo-potential energy (PPE) [56], is shown in the inset of Fig. 21. Basically, this best-fit flux energy $\bar{E}(n)$ and $W_n = \binom{N_s}{n}$, the number of flux configurations for a fixed flux number with $N_s$ denoting the total number of plaquettes, decide the approximate probability of each group by $Z_n = W_n e^{-\beta \bar{E}(n)}$, and allocate the samples to each group accordingly. Note that this approximate weight $W_n e^{-\beta \bar{E}(n)}$ is only used to allocate the samples. When calculating the weighted average across the groups, this weight will be modified by a factor $Z_n/W_n$, which will be shown next.

To estimate the thermal expectation value $I_n$, we rewrite it as the following:

$$I_n = \frac{1}{Z_n/W_n} \sum_{\phi_{p,n}} O(\phi_{p,n}) e^{-\beta F(\phi_{p,n})}/W_n.$$

(F3)

Based on this expression, we can construct an estimator $\hat{I}_n$:

$$\hat{I}_n = \frac{1}{Z_n/W_n} \sum_{\phi_{p,n}} O(\phi_{p,n}) e^{-\beta F(\phi_{p,n})}/W_n.$$

(F4)

where $Z_n/W_n = \frac{1}{N_s} \sum_{i=1}^{N_s} e^{-\beta F(\phi_{i,n})}$ is relevant to the estimation of group partition function, and $N_s$ is the number of samples allocated to group $n$. $\phi_{i,n}$ denotes the i-th sample flux configuration that is generated from the uniform distribution within the flux sector $n$ and thus, are totally independent from each other. This is fundamentally different from the MCMC algorithm, where each running sample is probabilistically dependent on the previous samples.

Now combining the estimations from all groups, we can obtain an estimator of the integral $I$, denoted by $\hat{I}$:

$$\hat{I} = \frac{1}{Z} \sum_{n} \mu_n \hat{I}_n = \frac{1}{Z} \sum_{n} W_n \frac{1}{N_s} \sum_{i=1}^{N_s} O(\phi_{i,n}) e^{-\beta F(\phi_{i,n})}/W_n.$$  

(F5)

where the independently generated samples $\{\phi_{i,n}\}$ are used to estimate a thermodynamic average of a quantity $I$. But this expression is not convenient for translating to algorithm, so we rewrite it as

$$\hat{I} = \frac{1}{Z} \sum_{n} W_n e^{-\beta \bar{E}(n)} \frac{Z_n/W_n}{e^{-\beta \bar{E}(n)}} \hat{I}_n,$$

(F6)

where the approximate weight $W_n e^{-\beta \bar{E}(n)}$, which determines the number of samples allocated into each group, has been modified by the factor $Z_n/W_n$, which is evaluated from the sampled data. To get a sense of this modification factor, note that $Z_n/W_n = \frac{1}{N_s} \sum_{i=1}^{N_s} e^{-\beta F(\phi_{i,n})}$ is the sample averaged Boltzmann weight of a flux sector, where $F(\phi_p)$ is mainly decided by $E_{flux}(\phi_p)$. So this modification factor is of the same order of 1, which is understood as a tuning of the approximate weight. After this tuning, the estimation $\hat{I}$ will be shown to be accurate, even though initially the approximate weight was used.

It remains to show that the estimator Eq. (F5) does not include systematic error, i.e. is unbiased. If an estimator of thermodynamic quantity is not constructed wisely, the sample average may not converge to the true thermal expectation value at large sample number limit. This validation done by computing the expectation value of $\hat{I}$ on the random variable $\phi_{i,n}$ obeying uniform distribution $p(\phi_{i,n}) = \frac{1}{W_n}$ within a flux sec-
So this estimator is indeed unbiased, which guarantees that as the number of samples \( N \) goes to infinity, the sample average converge to the thermodynamic average \([66]\).

In Fig. 21 we plot the specific heat as a function of temperature (in a semi-logarithmic scale) calculated by both the MCMC and the strMC methods. Fig. 21 displays a good agreement between the results from the two algorithms. Note that the low-temperature specific heat peak is rather sensitive to the thermal fluctuations as shown in Ref. \([56]\). Therefore, the good agreement between the two algorithms especially at the low-temperature peak validates the strMC algorithm we proposed.

To conclude this Appendix, let us underline the differences and similarities between the MCMC and the strMC algorithms. In essence, both the MCMC and the strMC use the empirical probability distributions. The probability distribution in the MCMC is given by

\[
p_{\text{MCMC}}(\phi_p) = \frac{1}{N} \sum_{i=1}^{N} \delta(\phi_p - \phi^i_p),
\]

where \( \{\phi^i_p\} \) are sampled according to their Boltzmann weights \( p(\phi^i_p) \sim e^{-\beta F(\phi^i_p)} \), while the empirical distribution of the strMC is

\[
p_{\text{strMC}}(\phi_p) = \frac{1}{Z} \sum_{n} W_n \frac{N}{n} \sum_{i=1}^{N} e^{-\beta F(\phi^i_{p,n})} \delta(\phi_p - \phi^i_{p,n}),
\]

where \( \{\phi^i_{p,n}\} \) are sampled from uniform distribution within flux sectors of a fixed flux number \( n \), and then modulated by their Boltzmann weights to get an unbiased estimation.

An immediate advantage of the strMC over the MCMC is that it fundamentally reduces the autocorrelation time to zero, since the samples in the strMC are independent. In the recent works, where the machine learning aided MCMC algorithms were applied to condensed matter systems \([67-69]\), the deep neural networks have been employed to fit the system’s free...
energy and to generate the MCMC updates that have an acceptance probability of nearly one. These works achieved a significant reduction on the autocorrelation time. The autocorrelation time in the strMC algorithm is reduced to zero, leading to faster convergence and less amount of samples. This is particularly important in the calculations of the phonon dynamics, where the main computation cost comes from the matrix production $B^\dagger \tilde{\Lambda}_G B$ in Eq. (22). Other advantages of the strMC method include the convenience in the implementation and parallelization, and the exemption from the annealing process (initial thermalization) and the local minima problems, which is common in the MCMC algorithms. Note, however, that in the application of the strMC in this paper, the division of the groups is specific to the Kitaev honeycomb model, where the flux number is naturally used to denote the group. For other models, the strMC method needs to be specifically designed.

In a nutshell, in this strMC algorithm, the number of samples allocated to each group is based on the flux PPE model which is approximate, while the actual superposition weight across the groups is fine-tuned by the accurate probability distribution. Thus the estimation of the thermal expectation value is unbiased. This algorithm offers a good example of utilizing a pre-trained model to accelerate the Monte Carlo simulation, which is the idea shared by many machine learning algorithms [67–69]. It is promising to combine this algorithm with the machine learning techniques to further improve the performance.
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