Catalysis and inverse electric catalysis in a scalar theory
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In this article we explore the phase diagram associated to the symmetry breaking of a scalar self-interacting theory, induced by temperature and the presence of an external electric field. For such purpose, first we obtain the boson propagator, in the presence of a constant external electric field, both in the weak and strong field strength limits. Novel expansions are derived for the effective potential, valid for the whole range of temperature. We found inverse electric catalysis for the weak field region, i.e. a situation where the critical temperature diminishes as function of the strength of the electric field whereas for a strong field electric catalysis emerges. These behaviors, in the weak and strong intensity sectors, are valid for all possible values of temperature.
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I. INTRODUCTION

The analysis of the phase space of Quantum Chromodynamics (QCD) is a central issue in the discussion of hadron physics and strong interactions. It allows us to explore the way in which deconfinement and chiral symmetry restoration are realized in nature. Other type of phases also occur as, for example, a quarkyonic phase or phases associated to the isospin chemical potential to which we will not refer here.

There are two main physical scenarios where these transitions might occur: relativistic heavy ion collisions and inside compact objects like neutron stars. In the first case, the temperature and the strength of the huge magnetic field produced in peripheral collisions are the relevant parameters that determine, for example, the evolution of the critical end point (CEP). Future facilities like NICA and FAIR will probably extend this analysis to regions where finite density effects, expressed through a baryonic chemical potential, start to be relevant. Density and magnetic effects dominate, on the other side, the discussion of neutron stars, being temperature in this case a subdominant effect that can be neglected. Consider [1] for some actual general reviews.

The analysis of these phase transitions has been carried out by means of several approaches, as effective lagrangians, [2], for example the linear and non-linear sigma models, chiral lagrangians, including also the Polyakov loop as an order parameter, a variety of Nambu-Jona-Lasinio models, that might or not include vector fields, etc [3–27].

The idea of analyzing the role of external electric fields as a new effects in the discussion of phase transitions has been recently introduced in literature. Those electric fields appear in asymmetric peripheral relativistic heavy ion collisions, for example Cu + Au collisions [28–30]

where in the overlapping region a strong electric field appears. This is due to the different number of electric charges in each nuclei, inducing the formation of a sort of an electric dipole field during the initial stages of the collision. It is, therefore, natural and relevant to consider these external electric fields in the discussion of phase transitions. Here we will consider, as a toy model, the symmetry breaking pattern of a self interacting theory of charged bosons, a $\lambda\phi^4$ theory, under the influence of an electric field and temperature.

As it is well known, such a discussion proceeds through the determination of the effective potential. The crucial tool for our analysis is the boson propagator in the presence of an external electric field. We will present this propagator in the strong and weak field regimes, where strong and weak refer to a comparison of the field strength to the mass. Using these explicit expression, we will calculate our effective potential in both regimes. During this part of the discussion we will present novel expressions for the effective potential valid for the whole range of temperature values. The main conclusion will be the appearance of inverse electric catalysis in the weak field sector whereas in the strong field sector electric catalysis appears. In both cases we found explicit analytic expression valid for all values of temperature.

This article is organized as follows. In section [1] we derive the boson propagator for both weak and strong electric field intensities. In section [1] we make use of these propagators finding the critical temperature, where symmetry is restored, as function of the electric field strength. In Section [1] we present our conclusions. Some technical details can be found in in two appendices.
II. THE BOSON PROPAGATOR IN THE WEAK AND STRONG ELECTRIC FIELD REGIMES

We start with the proper time representation for a charged boson propagator in the presence of an external electromagnetic field encoded in the \( F^{\mu\nu} \) tensor \[31,32\] which is given by

\[
D(P,F) = \int_{0}^{\infty} ds e^{-m^{2}s} \frac{C_{\mu\nu} \left( \tan Z \right)^{\mu\nu}}{\sqrt{\det[\cos Z]}},
\]

where \( Z^{\mu\nu} = qF^{\mu\nu}s \), with \( q \) the electric charge. Our expressions correspond to the euclidean formulation. If we restrict ourselves to the case where the external field is only given by an electric field pointing along the z axis, we obtain

\[
F^{\mu\nu} = Ef^{\mu\nu},
\]

where

\[
f^{\mu\nu} = \begin{bmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}.
\]

It is easy to verify the following identities

\[
(F^{2n})^{\mu\nu} = (-1)^{n} (E^{2})^{n} \delta^{\mu\nu},
\]

and

\[
(F^{2n-1})^{\mu\nu} = (-1)^{n} (E^{2})^{n-1} f^{\mu\nu},
\]

where

\[
\delta_{\parallel} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

Using the usual series expansion, we find

\[
[\cos Z]^{\mu\nu} = \delta_{\perp}^{\mu\nu} + \delta_{\parallel}^{\mu\nu} \cos(qEis),
\]

where

\[
\delta_{\perp} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

getting then

\[
\sqrt{\det[\cos(Z)]} = |\cos(qEis)| = |\cosh(qEs)|.
\]

We proceed in the same way with the expansion of \( \tan(Z)/Z \) finding

\[
\left[ \tan \frac{Z}{Z} \right]^{\mu\nu} = \frac{\tan(qEis)}{qEis} \delta_{\parallel}^{\mu\nu} + \delta_{\perp}^{\mu\nu},
\]

\[
= \frac{\tanh(qEs)}{qEs} \delta_{\parallel}^{\mu\nu} + \delta_{\perp}^{\mu\nu},
\]

Substituting Eq.(9) and Eq.(10) in Eq.(1), it is straightforward to obtain

\[
D(p) = \int_{0}^{\infty} ds e^{-s \left( \frac{\tan(qEs)}{qEs} p_{\parallel}^{2} + p_{\perp}^{2} + m^{2} \right)} \cosh(qEs),
\]

where \( p_{\parallel} \) and \( p_{\perp} \) refer to \((p_{4}, 0, 0, p_{3})\) and \((0, p_{1}, p_{2}, 0)\), respectively. Note that in the euclidean version \( p^{2} = p_{\parallel}^{2} + p_{\perp}^{2} = p_{1}^{2} + p_{2}^{2} + p_{3}^{2} + p_{4}^{2} \).

A. Weak field

In order to find the propagator in the weak electric field approximation, we will follow the ideas presented in \[33\]. A Taylor’s series expansion of Eq.(11) for \( qEs \sim 0 \), gives us

\[
D(p) \approx \int_{0}^{\infty} ds e^{-s (p^{2} + m^{2})} \left[ \frac{(qEs)^{2}}{6} \left( -3 + 2 sp_{\parallel}^{2} \right) 
+ \frac{(qEs)^{4}}{360} \left( 4 sp_{\parallel}^{2} \left( 5 sp_{\parallel}^{2} - 27 \right) + 75 \right) + \frac{(qEs)^{6}}{45360} \times \left( 2 sp_{\parallel}^{2} \left( 14 p_{\parallel}^{2} s(10p_{\parallel}^{2}s - 117) + 4311 \right) - 3843 \right) \ldots \right],
\]

proceeding then to integrate in the proper time parameter \( s \). It can be shown that the propagator, written here up to \( O(E^{6}) \), becomes

\[
D(p) \approx \frac{1}{p^{2} + m^{2}}
+ \frac{(qE)^{2}}{(p^{2} + m^{2})^{3}} \left( -\frac{1}{(p^{2} + m^{2})^{3}} + \frac{2p_{\parallel}^{2}}{(p^{2} + m^{2})^{4}} \right)
+ \frac{(qE)^{4}}{(p^{2} + m^{2})^{5}} \left( \frac{5}{(p^{2} + m^{2})^{5}} - \frac{36p_{\parallel}^{2}}{(p^{2} + m^{2})^{6}} + \frac{40p_{\parallel}^{4}}{(p^{2} + m^{2})^{7}} \right)
+ \frac{(qE)^{6}}{(p^{2} + m^{2})^{7}} \left( -\frac{61}{(p^{2} + m^{2})^{7}} + \frac{958p_{\parallel}^{2}}{(p^{2} + m^{2})^{8}} - \frac{2912p_{\parallel}^{4}}{(p^{2} + m^{2})^{9}} \right)
+ \frac{2240p_{\parallel}^{6}}{(p^{2} + m^{2})^{10}}.
\]

We notice that a comparison with the weak field expansion for the propagator in the presence of a magnetic field
shows that $p^2_\parallel \leftrightarrow p^2_\perp$. We might understand this in a quite natural way since magnetic phenomena take place in a plane perpendicular to the magnetic field direction whereas the electric dynamics is longitudinal, i.e parallel to the direction of the field.

**B. Strong field**

In order to calculate the strong field case, we first use the following identities

$$
cosh (x) = 1 + \frac{e^{-2x}}{2e^{-x}} = 1 + u \quad \frac{1}{2u^{1/2}}
$$

$$
tanh (x) = 1 - \frac{2e^{-2x}}{1 + e^{-2x}} = 1 - \frac{2u}{1 + u},
$$

where $u = e^{-2x}$. Replacing Eq. (14) in Eq. (11), we obtain

$$
D(p) = 2 \int_0^\infty dse^{-sx(p^2_\parallel + m^2)} e^{\frac{p^2_\perp}{\pi^2}} \times \frac{u^{1/2}}{1 + u} e^{\frac{2p^2_\parallel}{\pi^2}} (\frac{1}{1 + u}),
$$

where we recognize the appearance of the generating function for the Laguerre polynomials $L_l(x)$, given by

$$
e^{-xz/(1-z)} = \sum_0^\infty L_l(x) z^l.
$$

Therefore, we get

$$
D(p) = 2 \sum_0^\infty (-1)^l L_l \left( \frac{2p^2_\parallel}{qE} \right) e^{\frac{p^2_\perp}{\pi^2}} \times \int_0^\infty dse^{-sx(p^2_\parallel + m^2) + (2l + 1)qE)}.
$$

Finally, we integrate in $s$ obtaining

$$
D(p) = 2 \sum_0^\infty (-1)^l L_l \left( \frac{2p^2_\parallel}{qE} \right) e^{\frac{p^2_\perp}{\pi^2}}.
$$

By comparing with the strong magnetic field case, we realize again the analogy mentioned before, i.e. $p^2_\parallel \leftrightarrow p^2_\perp$. The strong field case is obtained for $l = 0$ obtaining

$$
D(p) \approx 2 \frac{e^{\frac{p^2_\perp}{\pi^2}}}{p^2_\perp + qE + m^2}.
$$

### III. EFFECTIVE POTENTIAL AND SYMMETRY RESTORATION

In order to explore the consequences of this electric field scenario, we will use the Abelian Higgs model. The model is given by the Lagrangian

$$
L = (D_\mu \phi)^\dagger D^\mu \phi + \mu^2 \phi^\dagger \phi - \lambda (\phi^4)^2,
$$

where $\phi$ is a charged scalar field and

$$
D_\mu = \partial_\mu + iqA_\mu,
$$

We choose $A_\mu = -\delta_\mu^x x_3 E$ in order to obtain a constant electric field in the z-direction, being $q$ the particle’s electric charge. The squared mass parameter $\mu^2$ and the self-coupling $\lambda$ are taken to be positive.

We can write the complex field $\phi$ in terms of the real components $\sigma$ and $\chi$,

$$
\phi(x) = \frac{1}{\sqrt{2}} [\sigma(x) + i\chi(x)],
$$

$$
\phi^\dagger(x) = \frac{1}{\sqrt{2}} [\sigma(x) - i\chi(x)].
$$

Following the usual procedure to allow for a spontaneous symmetry breaking, the $\sigma$ field develops a vacuum expectation value $v$

$$
\sigma \rightarrow \sigma + v,
$$

which can later be taken as the order parameter of the theory. After this shift, the Lagrangian can be rewritten as

$$
\mathcal{L} = -\frac{1}{2} [\sigma(\partial_\mu + iqA_\mu)^2 \sigma] - \frac{1}{2} \left( \frac{3\lambda v^2}{4} - \mu^2 \right) \sigma^2
$$

$$
- \frac{1}{2} [\chi(\partial_\mu + iqA_\mu)^2 \chi] - \frac{1}{2} \left( \frac{\lambda v^2}{4} - \mu^2 \right) \chi^2 + \frac{\mu^2}{2} v^2
$$

$$
- \frac{\lambda}{16} v^4 + \mathcal{L}_I,
$$

where $\mathcal{L}_I$ is given by

$$
\mathcal{L}_I = -\frac{\lambda}{16} \left( \sigma^4 + \chi^4 + 2\sigma^2 \chi^2 \right),
$$

and represents the interactions among the $\sigma$ and $\chi$ fields, after symmetry breaking. It is well known that in the Abelian Higgs model the gauge field $A^\mu$ acquires a finite mass and thus does not represent a massless photon interacting with the charged scalar field. Therefore, for our discussion we will ignore the mass term generated for $A^\mu$, as well as issues regarding renormalization after symmetry breaking, and will concentrate on the scalar sector. From Eq. (24) we see that the $\sigma$ and $\chi$ masses are given by

$$
m^2_\sigma = \frac{3}{4} \lambda v^2 - \mu^2,
$$

$$
m^2_\chi = \frac{1}{4} \lambda v^2 - \mu^2.
$$

To lowest order (tree level) the potential is

$$
V^{(\text{tree})} = -\frac{1}{2} \mu^2 v^2 + \frac{1}{16} \lambda^2 v^4,
$$

Going now into radiative corrections, the one-loop effective potential for a self interacting scalar field at finite
temperature, in the presence of a constant electric field, can be written as \[38, 39\]

\[
V^{(1\text{-loop})} = \sum_{i=\sigma,\chi} \left( \frac{T}{2} \sum_n \int \frac{d^3p}{(2\pi)^3} \ln[D(\omega_n, p, m_i)]^{-1} \right)
\]

\[
= \sum_{i=\sigma,\chi} \left( \frac{T}{2} \sum_n \int dm_i^2 \int \frac{d^3p}{(2\pi)^3} D(\omega_n, p, m_i) \right),
\]

(28)

where finite temperature effects have been introduced by means of the imaginary time formalism in the usual way, i.e.

\[p_4 \rightarrow \omega_n = 2\pi n T, \ n \in \mathbb{Z}.\]

(29)

and where the integral in \(p_4\) converts into a sum according to,

\[
\int \frac{d^4p}{(2\pi)^4} f(p) \rightarrow T \sum_{n \in \mathbb{Z}} \int \frac{d^3k}{(2\pi)^3} f(\omega_n, p).
\]

(30)

In order to calculate the Eq. (28) analytically, we will analyze the weak and strong electric field regimes separately.

### A. Weak field regime

We will calculate the effective potential, in the weak field regime, for any value of temperature. In the corresponding discussion for the weak magnetic field case, the usual analysis is done for high temperature, where inverse magnetic catalysis appears. In the present case we will be able to calculate it analytically for the whole range of temperature. For this we will consider the propagator given by Eq.(13), only up to order \(O(E^2)\). Therefore, substituting Eq.(13), up to this order, into Eq.(28) we get

\[
V^{(1\text{-loop})}_{\text{weak}} = \sum_{i=\sigma,\chi} \left[ \frac{T}{2} \sum_n \int dm_i^2 \int \frac{d^3p}{(2\pi)^3} \frac{1}{\omega_n^2 + p^2 + m_i^2} \right]
\]

\[+ (qE)^2 \left( \frac{2(\omega_n^2 + p_4^2)}{(\omega_n^2 + p^2 + m_i^2)^4} - \frac{1}{(\omega_n^2 + p^2 + m_i^2)^3} \right).\]

(31)

In appendix A we present the details how to handle the previous expression, for the the whole range of temperature, since there are several subtle steps involved in the calculation which demand also the use of some interesting and novel techniques. We obtain

\[
V^{(1\text{-loop})}_{\text{weak}} = \sum_{i=\sigma,\chi} \left( \frac{-m_i^4}{64\pi^2} \left( \ln \left( \frac{\mu^2}{m_i^2} \right) + \frac{3}{2} \right) \right)
\]

\[- \frac{m_i^2 T^2}{2\pi^2} \sum_{n=1}^{\infty} \frac{K_2(nm_i/T)}{n^2} + \frac{(qE)^2}{96\pi^2} \left( \ln \left( \frac{\mu^2}{m_i^2} \right) \right)
\]

\[+ 1 + \sum_{n=1}^{\infty} 2K_0(nm_i/T) + \frac{2m_i}{T} \sum_{n=1}^{\infty} nK_1(nm_i/T) \right)\].

(32)

where \(\mu\) is the the ultraviolet renormalization scale. Therefore, the effective potential for the case of a weak electric field, up to the 1-loop order, can be written for any temperature as

\[
V_{\text{weak}} = V^{(\text{tree})} + V^{(1\text{-loop})}_{\text{weak}} = -\frac{1}{2} \mu^2 v^2 + \frac{1}{16} \lambda^2 v^4
\]

\[+ \sum_{i=\sigma,\chi} \left( \frac{-m_i^4}{64\pi^2} \left( \ln \left( \frac{\mu^2}{m_i^2} \right) + \frac{3}{2} \right) \right)
\]

\[- \frac{m_i^2 T^2}{2\pi^2} \sum_{n=1}^{\infty} \frac{K_2(nm_i/T)}{n^2} + \frac{(qE)^2}{96\pi^2} \left( \ln \left( \frac{\mu^2}{m_i^2} \right) \right)
\]

\[+ 1 + \sum_{n=1}^{\infty} 2K_0(nm_i/T) + \frac{2m_i}{T} \sum_{n=1}^{\infty} nK_1(nm_i/T) \right)\].

(33)

In order to find the critical temperature above which the symmetry is restored, the idea is to explore the evolution with temperature of the effective potential as function of the vacuum expectation value (\(v\)). The effective potential becomes more flat when temperature rises. At the critical temperature the first and second derivatives, in fact all derivatives, vanish becoming then convex, with a parabolic shape, for higher temperatures. This is what we actually found. The phase transition is of second order since no degenerated vacua appear in this procedure. Therefore, we can get the behavior of the critical temperature as function of the intensity of the electric field, in the weak region as it is shown in Fig.1.
Now we integrate in $dp_3, dp_2$ and $dm_i^2$ obtaining

\[
V_{\text{strong}}^{(1\text{-loop})} = \sum_{i=\sigma,\chi} \left( \frac{T}{2} \sum_n \int dm_i^2 \right.
\times \int \frac{d^3p}{(2\pi)^3} \frac{e^{-\frac{\omega^2 + p^2}{4\pi}}}{p_1^2 + qE + m_i^2} \\
\times \left. \sum_{i=\sigma,\chi} \left( T \vartheta_3 \left( 0, e^{-\frac{4\pi^2 p^2}{4\pi}} \right) \right) \right) \\
\times \left( 1 + \ln \left( \frac{\tilde{\mu}^2}{m_i^2 + qE} \right) \right). \tag{38}
\]

For the integral in $dp_1$ we use dimensional regularization, introducing the ultraviolet renormalization scale $\tilde{\mu}$ in the MS scheme and the inclusion of a mass counterterm $\delta m^2 \sim m^2/c$. In this way we obtain

\[
V_{\text{strong}}^{(1\text{-loop})} = \sum_{i=\sigma,\chi} \left[ \frac{T \sqrt{\pi qE}}{4\pi^2} \vartheta_3 \left( 0, e^{-\frac{4\pi^2 p^2}{4\pi}} \right) (m_i^2 + qE) \right.
\times \left( 1 + \ln \left( \frac{\tilde{\mu}^2}{m_i^2 + qE} \right) \right) \right]. \tag{37}
\]

Therefore, the effective potential, in the case of a strong electric field, can be written for any value of temperature as

\[
V_{\text{strong}} = V^{(\text{tree})} + V_{\text{strong}}^{(1\text{-loop})} = -\frac{1}{2} \mu^2 v^2 + \frac{1}{16} \lambda^2 v^4 \\
+ \sum_{i=\sigma,\chi} \frac{T \sqrt{\pi qE}}{4\pi^2} \vartheta_3 \left( 0, e^{-\frac{4\pi^2 p^2}{4\pi}} \right) (m_i^2 + qE) \\
\times \left( 1 + \ln \left( \frac{\tilde{\mu}^2}{m_i^2 + qE} \right) \right). \tag{38}
\]

With this strong field effective potential we obtain, as we already did in the case of the weak electric field sector, the evolution of the critical temperature as function of the electric field strength, this time for high field intensities. Our result is shown in Fig. 2

\section{IV. CONCLUSIONS}

From Fig. 1 we see that we have obtained inverse electric catalysis in the weak electric field region since, when turning the electric field on, the critical temperature starts to diminish. However, the rate of this diminishing becomes smaller when the electric field starts to grow, showing a damped behavior. This behavior is analogous to what happens in the pure magnetic case \cite{40,46}. However, when going into the strong electric field regime, Fig. 2, we notice that the evolution is just the opposite, appearing electric catalysis. The critical temperature raises as function of the strength of the electric field, being this growing behavior much steeper than the diminishing rate in the weak field sector. These behaviors coincide with the results reported in \cite{47}. In this article the authors used a two-flavor Nambu-Jona-Lasinio model as a theoretical framework.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Critical temperature behavior in the weak electric field region.} \label{fig:figure1}
\end{figure}
It would be interesting to discuss the case where an electric and a magnetic field are simultaneously present. Regarding the evolution of the critical temperature, probably there will a competition between these two effects. We will report on this situation in a near future.
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Appendix A: Effective potential in the presence of an external electric field for all temperature ranges

The calculation will be done for a generic boson of mass \( m \). The effective potential up to order \( O(E^2) \) in the regime of a weak electric field at finite temperature is given by

\[
V_{\text{weak}}^{(1\text{-loop})} = \frac{T}{2} \sum_{n} \int dm^2 \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} \frac{1}{\omega_n^2 + p^2 + m^2} \left[ (qE)^2 \left( \frac{2(\omega_n^2 + p_n^2)}{\omega_n^2 + p_n^2 + m^2}) - \frac{1}{(\omega_n^2 + p_n^2 + m^2)^3} \right) \right] + (qE)^2 \left( \frac{2(\omega_n^2 + p_n^2)}{\omega_n^2 + p_n^2 + m^2}) - \frac{1}{(\omega_n^2 + p_n^2 + m^2)^3} \right) \\
\equiv V_I + V_{II},
\]

where

\[
V_I = \frac{T}{2} \sum_{n} \int dm^2 \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} \frac{1}{\omega_n^2 + p^2 + m^2},
\]

and

\[
V_{II} = \frac{T}{2} \sum_{n} \int dm^2 \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} (qE)^2 \left( \frac{2(\omega_n^2 + p_n^2)}{\omega_n^2 + p_n^2 + m^2}) - \frac{1}{(\omega_n^2 + p_n^2 + m^2)^3} \right). \tag{A3}
\]

First we proceed with the calculation of the term \( V_I \). For this, first we carry out the sum of Matsubara frequencies \[38, 39\]

\[
T \sum_{n} \frac{1}{(\omega_n^2 + p^2 + m^2)} = \frac{1}{2\sqrt{p^2 + m^2}} \times (1 + 2n_B(\sqrt{p^2 + m^2})), \tag{A4}
\]

where \( n_B \) is the Bose-Einstein distribution

\[
n_B(x) = \frac{1}{e^{x/T} - 1}. \tag{A5}
\]

Thus, we obtain

\[
V_I = \frac{1}{4} \int dm^2 \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{p^2 + m^2}} \times (1 + 2n_B(\sqrt{p^2 + m^2})). \equiv V_I^{\text{vacuum}} + V_I^{T}, \tag{A6}
\]

where

\[
V_I^{\text{vacuum}} = \frac{1}{4} \int dm^2 \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{p^2 + m^2}} \text{ and } V_I^{T} = \frac{1}{4} \int dm^2 \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{p^2 + m^2}} 2n_B(\sqrt{p^2 + m^2}). \tag{A7}
\]

The term \( V_I^{\text{vacuum}} \) corresponds to the vacuum contribution which is handled through dimensional regularization. Therefore, after taking the ultraviolet renormalization scale \( \bar{\mu} \) in the \( \overline{\text{MS}} \) scheme and the inclusion of a mass counterterm \( \delta m^2 \sim m^2/\epsilon \), we obtain

\[
V_I^{\text{vacuum}} = -\frac{m^4}{64\pi^2} \left( \ln \left( \frac{\bar{\mu}^2}{m^2} \right) + \frac{3}{2} \right). \tag{A8}
\]

The term \( V_I^{T} \) is a pure thermal contribution

\[
V_I^{T} = \int dm^2 \int_{0}^{\infty} \frac{dp^2}{(2\pi)^2} n_B(\sqrt{p^2 + m^2}) \frac{\sqrt{p^2 + m^2}}{\sqrt{p^2 + m^2} + 2n_B(\sqrt{p^2 + m^2})}. \tag{A9}
\]

Introducing the change of variable \( p = m \sinh(u) \) we get

\[
V_I^{T} = \int dm^2 \sum_{n=0}^{\infty} \int_{0}^{\infty} \frac{dm^2}{(2\pi)^2} \sinh^2(u) e^{-(n+1)m \cosh(u)/T}. \tag{A10}
\]
Using \( \cosh(u)^2 - \sinh(u)^2 = 1 \), we have

\[
V^T_I = \int dm^2 \sum_{n=0}^{\infty} \left[ \int_0^\infty \frac{du}{(2\pi)^2} \right] \frac{du}{(2\pi)^2} \left( \frac{T}{n+1} \right)^2 e^{-(n+1)m \cosh(u)/T} 
- K_0((n+1)m/T) \right] 
= \int dm^2 \frac{m^2}{(2\pi)^2} \sum_{n=0}^{\infty} \frac{1}{2} K_0((n+1)m/T) + K_2((n+1)m/T) 
- K_0((n+1)m/T) \right] 
= \int dm^2 \frac{m^2}{(2\pi)^2} \sum_{n=0}^{\infty} \frac{m}{m(n+1)} K_1((n+1)m/T) 
= \left( \frac{1}{2\pi} \right)^2 \int dm^2 mT \sum_{n=1}^{\infty} K_1(nm/T) 
= - \frac{m^2 T^2}{2\pi^2} \sum_{n=1}^{\infty} \frac{K_2(nm/T)}{n^2}. 
\]

Finally, we obtain

\[
V_I = V_{I, \text{vacuum}} + V^T_I 
- \frac{m^4}{64\pi^2} \ln \left( \frac{\beta^2}{m^2} \right) + \frac{3}{2} - \frac{m^2 T^2}{2\pi^2} \sum_{n=1}^{\infty} \frac{K_2(nm/T)}{n^2}. 
\]

Now we proceed with the calculation of the term \( V_{II} \). First we integrate in \( dm^2 \)

\[
V_{II} \equiv \frac{T}{2} \sum_{n} \int dm^2 \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} (qE)^2 
\times \left( \frac{2(\omega_n^2 + p^2)}{(\omega_n^2 + p^2 + m^2)^2} - \frac{1}{(\omega_n^2 + p^2 + m^2)^3} \right) 
= \frac{(qE)^2 T}{2} \sum_{n} \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} 
\times \left( \frac{1}{3(\omega_n^2 + p^2 + m^2)^2} + \frac{1}{2(\omega_n^2 + p^2 + m^2)^3} \right) 
= \frac{(qE)^2 T}{2} \sum_{n} \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} \left( \frac{4p^2 - 3p^2 - \omega_n^2}{(\omega_n^2 + p^2 + m^2)^3} \right) 
- \frac{1}{3} \left( \frac{m^2 \partial}{\partial m^2} + \frac{1}{2} \right) \frac{1}{(\omega_n^2 + p^2 + m^2)^2}, \quad (A15) 
\]

where we have used

\[
- \frac{1}{2} \frac{\partial}{\partial m^2} \frac{1}{(\omega_n^2 + p^2 + m^2)^2} = \frac{1}{(\omega_n^2 + p^2 + m^2)^3}, \quad (A16)
\]

and the fact that \( p^2 = 2\beta^2/3 \) because of spherical symmetry. In this way we get

\[
\frac{1}{2p^2} \frac{\partial}{\partial t} \left( \frac{p^2}{(\omega_n^2 + p^2 + m^2)^2} \right) \bigg|_{t=1} = \frac{1}{(\omega_n^2 + p^2 + m^2)^2}. \quad (A17)
\]

Using the above Eq. (A17) and Eq. (A18) in Eq. (A15) we get

\[
V_{II} = \frac{(qE)^2 T}{2} \sum_{n} \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} \left( \frac{2p^2}{9p^2 \partial \omega_n^2} \right) 
\times \left( \frac{1}{3} \left( \frac{m^2 \partial}{\partial m^2} + \frac{1}{2} \right) \frac{1}{(\omega_n^2 + p^2 + m^2)^2} \right) \bigg|_{t=1} \quad \left( A19 \right)
\]

Now we carry out the Matsubara sum, getting

\[
V_{II} = \frac{(qE)^2}{2} \left[ \frac{2\beta^2}{9\beta^2} + \frac{\partial}{\partial \beta} \left( \frac{m^2 \partial}{\partial m^2} + \frac{1}{2} \right) \right] 
\times \int_{0}^{\infty} \frac{dp}{(2\pi)^3} \frac{1}{2\sqrt{p^2 + m^2}} \left( 1 + 2n_B(\sqrt{p^2 + m^2}) \right) \bigg|_{t=1}. \quad (A20)
\]
If we introduce the change of variable $p = x/\sqrt{t}$, $dp = dx/\sqrt{t}$, we obtain

$$V_{II} = \frac{(qE)^2}{2} \left[ \frac{2\partial^2}{9\partial t^2} + \frac{\partial}{\partial t} \left( m^2 \frac{\partial}{\partial m^2} + \frac{1}{2} \right) \right]$$

$$\int_0^\infty \frac{dx}{(2\pi)^2 \sqrt{t(x^2 + m^2)}} \left( 1 + 2n_B(\sqrt{x^2 + m^2}) \right) + \frac{1}{2} \right) \right]$$

By taking a derivative in $t$ evaluating then in $t = 1$, we obtain

$$V_{II} = \frac{(qE)^2}{2} \left[ \frac{1}{6} - \frac{1}{6} \left( m^2 \frac{\partial}{\partial m^2} + \frac{1}{2} \right) \right]$$

$$\times \int_0^\infty \frac{dx}{(2\pi)^2 \sqrt{x^2 + m^2}} (1 + 2n_B(\sqrt{x^2 + m^2}))$$

$$= \frac{(qE)^2}{12} \left[ 1 - m^2 \frac{\partial}{\partial m^2} \right]$$

$$\times \int_0^\infty \frac{dx}{(2\pi)^2 \sqrt{x^2 + m^2}} (1 + 2n_B(\sqrt{x^2 + m^2}))$$

$$= \frac{(qE)^2}{12} \left[ 1 - m^2 \frac{\partial}{\partial m^2} \right] \sum_{n=0}^\infty K_0((n + 1)m/T),$$

$$V_{II} = \frac{(qE)^2}{12} \left[ \frac{1}{2} \int_0^\infty \frac{dx}{(2\pi)^2 \sqrt{x^2 + m^2}} \right]$$

$$+ \int_0^\infty \frac{dx}{2(2\pi)^2 (x^2 + m^2)^{3/2}} m^2$$

$$+ \frac{(qE)^2}{6(2\pi)^2} \left[ \sum_{n=1}^\infty K_0((n/T)m) \right] \frac{1}{2} + \frac{m}{2T} \sum_{n=1}^\infty nK_1((n/T)m).$$

(A22)

For the first term in the above expression we use again dimensional regularization. The second term can be integrated finding.

$$V_{II} = \frac{(qE)^2}{96\pi^2} \left[ \frac{2}{\epsilon} + \ln \left( \frac{\tilde{m}^2}{m^2} \right) + 1 \right]$$

$$+ \sum_{n=1}^\infty 2K_0((nm/T) + \frac{2m}{T} \sum_{n=1}^\infty nK_1((nm/T)).$$

(A23)

Finally, summing the contributions $V_I$ and $V_{II}$, we obtain the effective potential in the weak electric field region for the whole temperature range

$$V = -\frac{m^4}{64\pi^2} \left( \ln \left( \frac{\tilde{m}^2}{m^2} \right) + \frac{3}{2} \right)$$

$$- \frac{m^2T^2}{2\pi^2} \sum_{n=1}^\infty K_2((nm/T)/\sqrt{m^2})$$

$$+ \frac{(qE)^2}{96\pi^2} \left[ \frac{2}{\epsilon} + \ln \left( \frac{\tilde{m}^2}{m^2} \right) + 1 \right]$$

$$+ \sum_{n=1}^\infty 2K_0((nm/T) + \frac{2m}{T} \sum_{n=1}^\infty nK_1((nm/T)).$$

(A25)

Appendix B: Numerical comparison

We would like to stress that our expression for the effective potential in the weak electric field intensity region is valid for any value of temperature. This is a novel result. Normally two different analyses were introduced. See [24]. A low temperature discussion as well as a high temperature expansion were separately introduced and there was no closed analytic expression for the intermediate temperature region. Here we have found a single closed analytic expression valid for any value of temperature.

This point has been checked numerically. As an example, let us consider the following integral, which is part of the effective potential in the low electric field intensity region and which appears in the appendix A in Eq. (A7)

$$h(\beta) = \int_0^\infty \frac{p^2 dp}{\sqrt{p^2 + m^2 \epsilon \sqrt{p^2 + m^2 \beta}}} - 1,$$

where $\beta = 1/T$. Using our methods, this integral can be expressed as

$$h(\beta) = \sum_{n=1}^\infty \frac{mT}{n} K_1 \left( \frac{mn}{T} \right).$$

(B2)

In Fig. 3 we show the curves corresponding to the numerical result and to the analytic expression in terms of a series of Bessel functions. They coincide exactly for any possible temperature value.

In [24] we had analyzed the same integral, this time in the context of the discussion of thermo-magnetic renormalons and, since we did not have at this time the expansion in terms of Bessel functions, it was necessary to explore separately the low and high temperature regions. This is now no longer needed.
Figure 3. Comparison of the function $h(\beta)$ with the $h(\beta)$ like Bessel function. The blue line corresponds to the numerical evaluation of $h(\beta)$ and the red line to the case of $h(\beta)$ expressed in term of Bessel functions.
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