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ABSTRACT

Recently, language identity information has been utilized to improve the performance of end-to-end code-switching (CS) speech recognition. However, previous works use an additional language identification (LID) model as an auxiliary module, which causes the system complex. In this work, we propose an improved recurrent neural network transducer (RNN-T) model with language bias to alleviate the problem. We use the language identities to bias the model to predict the CS points. This promotes the model to learn the language identity information directly from transcription, and no additional LID model is needed. We evaluate the approach on a Mandarin-English CS corpus SEAME. Compared to our RNN-T baseline, the proposed method can achieve 16.2% and 12.9% relative error reduction on two test sets, respectively.
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1. INTRODUCTION

Code-switching (CS) speech is defined as the alternation of languages in an utterance, it is a pervasive communicative phenomenon in multilingual communities. Therefore, developing a CS speech recognition (CSSR) system is of great interest.

However, the CS scenario presents challenges to recognition system [1]. Some attempts based on DNN-HMM framework have been made to alleviate these problems [2-3]. The methods usually contain components including acoustic, language, and lexicon models that are trained with different object separately, which would lead to sub-optimal performance. And the design of complicated lexicon including different languages would consume lots of human efforts.

Therefore, end-to-end framework for CSSR has received increasing attention recently [4-6]. Examples of such models include connectionist temporal classification (CTC) [7], attention-based encoder-decoder models [8-9], and the recurrent neural network transducer (RNN-T) [10-11-12-13]. These methods combine acoustic, language, and lexicon models into a single model with joint training. And the RNN-T and attention-based models trained with large speech corpus perform competitively compared to the state-of-art model in some tasks [14]. However, the lack of CS training data poses serious problem to end-to-end methods. To address the problem, language identity information is utilized to improve the performance of recognition [4-5-6]. They are usually based on CTC or attention-based encoder-decoder models or the combination of both. However, previous works use an additional language identification (LID) model as an auxiliary module, which causes the system complex.

In this paper, we propose an improved RNN-T model with language bias to alleviate the problem. The model is trained to predict language IDs as well as the subwords. To ensure the model can learn CS information, we add language IDs in the CS point of transcription, as illustrated in Fig. 1. In the figure, we use the arrangements of different geometric icons to represent the CS distribution. Compared with normal text, the tagged data can bias the RNN-T to predict language IDs in CS points. So our method can model the CS distribution directly, no additional LID model is needed. Then we constrain the input word embedding with its corresponding language ID, which is beneficial for model to learn the language identity information from transcription. In the inference process, the predicted language IDs are used to adjust the output posteriors. The experiment results on CS corpus show that our proposed method outperforms the RNN-T baseline (without language bias) significantly. Overall, our best model achieves 16.2% and 12.9% relative error reduction on two test sets, respectively. To our best knowledge, this is the first attempt of using the RNN-T model with language bias as an end-to-end CSSR strategy.

The rest of the paper is organized as follows. In Section
network produces output vector \( p \) gets (without language IDs) over the RNN-T output space \( h^{\text{level}} \) representation (transcription network) maps the acoustic features into higher illustrated in Fig. 2(a). (a) Encoder network (referred to as distribution. The model can be trained by maximizing the log-
are then passed to a softmax layer to define a probability dis-
vious two networks simultaneously. For this task, we augment the output symbols set with language IDs \( < \text{chn} > \) and \( < \text{eng} > \) as shown in Fig.
1, i.e., \( \hat{Y} \in \hat{Y} \cup \{ < \text{chn} >, < \text{eng} > \} \). The intuition behind it is that the CS in the transcript may obey a certain probability distribution, and this distribution can be learned by neural network.

The properties of RNN-T is key for the problem. It can predict rich set of target symbols such as speaker role and "end-of-word" symbol, which are not related to the input feature directly \[15\] [16]. So the language IDs can also be treated as the output symbols. What’s more, RNN-T can seamlessly integrate the acoustic and linguistic information. The prediction network of it can be viewed as an RNN language model which predict the current label given history labels \[11\]. So it is effective in incorporating LID into the language model. In general, predicting language IDs only from text data is difficult. However, the joint training mechanism of RNN-T allows it to combine the language and acoustic information to model the CS distribution. Furthermore, the tagged text can bias the RNN-T to predict language IDs which indicates CS points, yet the model trained with normal text can not do this. That is why we choose RNN-T to build the end-to-end CSSR system.

To promote the model to learn CS distribution more efficiently, We concatenate a short vector to all the English word embedding and the English tag \( < \text{eng} > \) embedding, another different vector for Mandarin, as shown in the bottom of Fig. 2(b). This enhances the dependence of word embedding to its corresponding language ID. In the training process, RNN-T model can learn the distinct information between the two languages easily. The experiment results show that the word embedding constraint is an effective technology. In the inference process, we use the predicted language ID to adjust the output posteriors, as shown in the head of Fig. 2(b). This can bias the model to predict a certain language words more likely in the next-step decode. Overall, our proposed method can handle the speech recognition and LID simultaneously in a simple way, and without increasing additional burden. This study provides new insights into the CS information of text data and its application in end-to-end CSSR system. As a final note, the training and inference algorithms of the proposed
model are similar to the standard RNN-T model.

4. EXPERIMENTS SETUPS

4.1. Dataset

We conduct experiments on SEAME (South East Asia Mandarin English), a spontaneous conversational bilingual speech corpus [17]. Most of the utterances contain both Mandarin and English uttered by interviews and conversations. We use the standard data partitioning rule of previous works which consists of three parts: train, test_{sge} and test_{man} (see Table 1) [3]. test_{sge} is biased to Southeast Asian accent English speech and test_{man} is biased to Mandarin speech.

Building an end-to-end model requires lots of training data, we apply speech speed perturbation to augment speech data [18]. By manipulation, we get 3 times the data, with the speed rate of 0.9, 1, and 1.1 of the original speech respectively. We use the augmented data to build our DNN-HMM system and RNN-T system.

| Set       | Speakers | Hours | Duration Ratio (%) | Man | En | CS |
|-----------|----------|-------|--------------------|-----|----|----|
| train     | 134      | 101.13| 16                 | 16  | 68 |    |
| test_{man}| 10       | 7.49  | 14                 | 7   | 79 |    |
| test_{sge}| 10       | 3.93  | 6                  | 41  | 53 |    |

4.2. DNN-HMM Baseline System

In addition to the RNN-T baseline system, we also build a conventional DNN-HMM baseline for comparison. The model is based on time delay neural network (TDNN) which trained with lattice-free maximum mutual information (LF-MM) [19]. The TDNN model has 7 hidden layers with 512 units and the input acoustic future is 13-dimensional Mel-frequency cepstrum coefficient (MFCC). For language modeling, we use SRI language modeling toolkit [20] to build 4-gram language model with the training transcription. And we construct the lexicon by combining CMU English lexicon and our Mandarin lexicon.

4.3. RNN-T System

We construct the RNN-T baseline system as described in Section 3.1. The encoder network of RNN-T model consists of 4 layers of 512 long short-term memory (LSTM). The prediction network is 2 layers with 512 LSTM units. And the joint network consists of single feed-forward layer of 512 units with tanh activate function.

The input acoustic features of encoder network are 80-dimensional log Mel-filterbank with 25ms windowing and 10ms frame shift. Mean and normalization is applied to the futures. And the input words embedding of prediction network is in 512 dimensions continuous numerical vector space. During training, the ADAM algorithm is used as the optimization method, we set the initial learning rate as 0.001 and decrease it linearly when there is no improvement on the validation set. To reduce the over-fitting problem, the dropout rate is set to 0.2 throughout all the experiments. In the inference process, the beam-search algorithm [10] with beam size 35 is used to decode the model. All the RNN-T models are trained from scratch use PyTorch.

4.4. Wordpieces

For Mandarin-English CSSR task, it is a natural way to construct output units by using characters. However, there are several thousands of Chinese characters and 26 English letters. Meanwhile, the acoustic counterpart of Chinese character is much longer than English letter. So, the character modeling unit will result in significant discrepancy problem between the two languages. To balance the problem, we adopt BPE subword [21] as the English modeling units. The targets of our RNN-T baseline system contains 3090 English wordpieces and 3643 Chinese characters. The BPE subword units can not only increase the duration of English modeling units but also maintain a balance unit number of two languages.

4.5. Evaluation Metrics

In this paper, we use mixed error rate (MER) to evaluate the experiment results of our methods. The MER is defined as the combination of word error rate (WER) for English and character error rate (CER) for Mandarin. This metrics can balance the Mandarin and English error rates better compared to the WER or CER.

5. RESULTS AND ANALYSIS

5.1. Results of RNN-T Model

Table 2 reports our main experiment results of different setups with the standard decode in inference. It is obvious that the MER of end-to-end systems are not as competitive as the LF-MMI TDNN system. The result is consistent with some other reports [4]. However, data augmentation is more effective for end-to-end system than TDNN system. It suggests that the gap between our RNN-T and TDNN may further reduce with increasing data. Furthermore, We can also observe that all the experiment results in test_{sge} is much worse than test_{man}. This is probably that the accent English in data test_{sge} is more difficult for the recognition system. Bilinguals usually have serious accent problem, which poses challenge to CSSR approaches.

Because the data augmentation technology can significantly reduce the MER of end-to-end model, we conduct all the following experiments based on augmented training data.
In order to fairly compare the results of proposed methods with baseline, we remove all the language IDs in the decoded transcription. We can find that the performance of RNN-T model trained (without word embedding constraint) with tagged transcription is much better than the RNN-T baseline. It achieves 9.3% and 7.6% relative MER reduction on two test sets respectively. This shows that the tagged text can improve the modeling ability of RNN-T for the CSSR problem. It is the main factor that causes the MER reduction in our experiments. Furthermore, word embedding constraint can also improve the performance of the system though not significant. Overall, our proposed methods yields improved results without increasing additional training or inference burden.

Table 2. The MER of different setups with standard decode method in inference.

| Model                  | Data Aug | MER(%) | test_man | test_sge |
|------------------------|----------|--------|----------|----------|
| TDNN                   | No       | 24.8   | 33.1     |          |
|                        | Yes      | 23.1   | 31.7     |          |
| RNN-T with No-LID     | No       | 37.9   | 49.7     |          |
|                        | Yes      | 33.3   | 44.9     |          |
| RNN-T with LID        | Yes      | 30.2   | 41.5     |          |
| ++Emb constraint      | Yes      | 29.5   | 40.3     |          |

5.2. Effect of Language IDs Re-weighted Decode

We then evaluate the system performance by adjusting the weights of next-step predictions in decode process. Table 3 shows the results of RNN-T model with different language IDs weights in inference. It is obvious that the re-weighted methods outperform the model with standard decode process. This suggests that the predicted language IDs can effectively guide the model decoding.

Because the model assigns language IDs to the recognized words directly, the language IDs error rate is hard to compute. This result may imply that the prediction accuracy of our method is high enough to guide decoding. Meanwhile, We also find that the re-weighted method is more effective on the test_man than test_sge. This could be caused by higher language IDs prediction accuracy in test_man. The results of the two different λ have similarly MER, and we set λ = 0.2 in the following experiments.

Table 3. The MER language IDs re-weighted decode method in inference.

| Model           | λ      | MER(%) | test_man | test_sge |
|-----------------|--------|--------|----------|----------|
| RNN-T with LID  | prob   | 29.5   | 41.2     |          |
|                 | 0.2    | 29.4   | 40.9     |          |
| ++Emb constraint| prob   | 29.0   | 39.9     |          |
|                 | 0.2    | 28.9   | 39.7     |          |

5.3. Results of Language Model Re-score

Table 4 shows the MER results of the N-best (N=35) re-scoring with N-gram and neural language models. The language models are both trained with the tagged training transcription. We see that the language re-scoring can further improve the performance of models. It reveals that the prediction network of RNN-T still has room to be further

Table 4. The MER of language model rescore.

| Model          | language model | MER(%) | test_man | test_sge |
|----------------|----------------|--------|----------|----------|
| RNN-T with LID | 4-gram         | 28.8   | 40.5     |          |
| RNN-LM         | 28.4           | 39.8   |          |          |
| ++Emb constraint| 4-gram         | 28.4   | 39.7     |          |
|                | RNN-LM         | 27.9   | 39.1     |          |

6. CONCLUSIONS AND FUTURE WORK

In this work we develop an improved RNN-T model with language bias for end-to-end Mandarin-English CSSR task. Our method can handle the speech recognition and LID simultaneously, no additional LID system is needed. It yields consistent improved results of MER without increasing training or inference burden. Experiment results on SEAME show that proposed approaches significantly reduce the MER of two dev sets from 33.3% and 44.9% to 27.9% and 39.1% respectively.

In the future, we plan to pre-train the prediction network of RNN-T model using large text corpus, and then finetune the RNN-T model with labeled speech data by frozen the prediction network.
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