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Abstract. By using the theory of maximal $L^q$-regularity and methods of singular analysis, we show a Taylor’s type expansion—with respect to the geodesic distance around an arbitrary point—for solutions of quasilinear parabolic equations on closed manifolds. The powers of the expansion are determined explicitly by the local geometry, whose reflection to the solutions is established through the local space asymptotics.

1. Introduction. Let $X_1 \overset{d}{\rightarrow} X_0$ be a continuously and densely injected complex Banach couple, $q \in (1, \infty)$, $U$ an open subset of the real interpolation space $(X_1, X_0)_{\frac{1}{2}, q}$, $A(\cdot) : U \to \mathcal{L}(X_1, X_0)$ a family of bounded operators and $F(\cdot, \cdot) : U \times [0, T_0] \to X_0$, for some $T_0 > 0$. Consider the problem

\[ u'(t) + A(u(t))u(t) = F(u(t), t) + G(t), \quad t \in (0, T), \]
\[ u(0) = u_0, \]

where $T \in (0, T_0]$, $u_0 \in U$ and $G \in L^q(0, T_0; X_0)$. Moreover, denote by $W^{1,q}$ the usual Sobolev space and let the following assumptions:

(H1) There exists a $T \in (0, T_0)$ and a $u \in W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1)$ solving (1.1)-(1.2).

(H2) $A(u(\cdot)) \in C([0, T]; \mathcal{L}(X_1, X_0))$.

(H3) $X_0$ is UMD and there exists a $\theta \in (\frac{\pi}{2}, \pi)$ with the following property: for each $\xi \in [0, T]$ there exists a $c \geq 0$ such that the operator $A(u(\xi)) + c : X_1 \to X_0$ is R-sectorial of angle $\theta$.

(H4) $A(\cdot)$ is constant, i.e. the equation (1.1) is semilinear, $G = 0$ and $F(u(\cdot), \cdot) \in C([0, T]; (X_0, X_1)_{\phi, p})$ for some $\phi \in (0, 1)$ and $p \in (1, \infty)$.

Denote

$\Lambda_r(\phi) = \{ r + \lambda | \lambda \in \mathbb{C}\setminus\{0\}, |\arg(\lambda)| < \phi \}, \quad r \geq 0, \quad \phi \in (0, \pi].$

Furthermore, if $Y$ is a Banach space and $\Omega \subseteq \mathbb{C}$ is an open set, denote by $\mathcal{A}(\Omega; Y)$ the space of $Y$-valued functions that are analytic in $\Omega$. In the first part of this paper we show the following:
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Theorem 1.1. Let the assumptions (H1), (H2), (H3) be satisfied and let the family
\[ [0, T] \ni \tau \mapsto v_\tau (\cdot) = e^{(\tau - t) A(u(\tau))} u(\tau) \in W^{1, q}(\tau, T; X_0) \cap L^q(\tau, T; X_1) \]
\[ \cap C([\tau, T]; (X_1, X_0)_{q, q}) \cap \bigcap_{k \in \mathbb{N}} \mathcal{A}(\Lambda_0(\theta - \pi/2); D((A(u(\tau)))^k)), \]  
where

\[ \Lambda_0(\theta - \pi/2) \cup \{0\} \ni z \mapsto e^{-z A(u(\tau))} \in \mathcal{L}(X_0) \]
is the analytic semigroup generated by \(-A(u(\tau))\). Then, for any \(0 \leq t_1 < t_2 \leq T\), we have

\[ \|u - v_{t_1}\|_{W^{1, q}(t_1, t_2; X_0) \cap L^q(t_1, t_2; X_1)} + \|u - v_{t_1}\|_{C([t_1, t_2]; (X_1, X_0)_{q, q})} < C f(t_1, t_2), \]
where

\[ f(t_1, t_2) = \|A(u(t_1)) u(\cdot) - A(u(\cdot)) u(\cdot) + F(u(\cdot), \cdot) + G(\cdot)\|_{L^q(t_1, t_2; X_0)} < \infty, \]

and \(C \geq 1\) is only determined by \(u, T\) and \(q\); in particular for each \(\varepsilon > 0\) there exists some \(\delta > 0\) such that \(t_2 - t_1 < \delta\) implies \(f(t_1, t_2) < \varepsilon\).

If in addition (H4) is satisfied, then

\[ u \in C^1((0, T]; X_0) \cap C((0, T]; X_1) \]
and for each \(\alpha \in (0, \phi)\) we also have

\[ \|(u - v_{t_1})(t_2)\|_{X_1} < M(t_2 - t_1)^\alpha \|F(u(\cdot), \cdot)\|_{C([t_1, t_2]; (X_0, X_1)_{\phi, p})}, \]
for certain \(M > 0\) that only depends on \(\phi, p\) and \(\alpha\).

The assumption (H1) above is the existence of a maximal \(L^q\)-regular solution of
\((1.1)-(1.2)\), i.e. a classical solution in the \(L^q\)-setting; we refer to [4, Theorem 2.1] and [13, Theorem 5.1.1] for this property. The assumption (H3) is the maximal \(L^q\)-regularity property for each of the operators \(A(u(\xi)), \xi \in [0, T]\), i.e. the fact that an abstract first order linear non-homogeneous Cauchy problem for \(A(u(\xi))\) has a classical solution as in (H1), see Section 2 for details.

Theorem 1.1 simply states that under suitable maximal \(L^q\)-regularity assumptions, after any time \(t_1\) the solution \(u\) of \((1.1)-(1.2)\) can be approximated by the analytic solution of the abstract homogeneous “heat equation” obtained by the \(u(t_1)\)-linearization of the quasilinear operator. The approximation can take place around any \(t \in (0, T)\) and the error term can become arbitrary small in the maximal \(L^q\)-regularity space norm uniformly in \(t\) by choosing the time step \(t_2 - t_1\) sufficiently small.

Although an approximation of \(u\) with similar regularity as in \((1.3)\) can be obtained by a mollification sequence and a density argument, in our case \(v_{t_1}(\cdot)\) is analytic and satisfies \(v_{t_1}(t_1) = u(t_1)\). Hence, in particular, we have the following:

Corollary 1. Let the assumptions (H1), (H2), (H3) be satisfied and let the family \(v_\tau, \tau \in [0, T]\), from \((1.3)\). For every \(\varepsilon > 0\) there exists an \(N \in \mathbb{N}\) such that for each finite set of points \(t_1 < ... < t_n, n \geq N\), in \([0, T]\) containing \(\{t_j\}_{k \in \{0, ..., N\}}\) and the function \(v : [0, T] \to X_0\) defined by \(v(t) = v_{t_j}(t), t \in [t_j, t_{j+1}], j \in \{1, ..., n - 1\}\), the following holds:

(i) \(v\) restricted to each \([t_j, t_{j+1}], j \in \{1, ..., n - 1\}\), satisfies the regularity \((1.3)\) with \(\tau = t_j\).

(ii) If \(u\) is the solution of \((1.1)-(1.2)\) according to the assumption (H1), then

\[ \|u - v\|_{W^{1, q}(t_j, t_{j+1}; X_0) \cap L^q(t_j, t_{j+1}; X_1)} + \|u - v\|_{C([t_j, t_{j+1}]; (X_1, X_0)_{q, q})} < \varepsilon \]
for each \( j \in \{1, ..., n - 1\} \). If in addition (H4) is satisfied, then
\[
\| (u - v)(t) \|_{X} < M (t - t_j)^\alpha \| F(u(\cdot), \cdot) \|_{C([t_j, t_{j+1}]; \mathcal{F}_1)} , \quad t \in [t_j, t_{j+1}),
\]
for each \( j \in \{1, ..., n - 1\} \), where \( M \) is as in (1.6).

(iii) \( v(t_j) = u(t_j) \) for each \( j \in \{1, ..., n - 1\} \).

The study of linearizations is one of the central ideas in the theory of partial differential equations. In order to avoid the large amount of literature, by focusing on the functional analytic approach to evolution equations, we mention certain examples where the linearization has been used. Concerning abstract non-autonomous linear parabolic problems we refer to [2, Chapter II], [10, Chapter 6] and [22, Chapter 5]. For general quasilinear parabolic problems we refer to [1, 4, 13] and [22, Chapter 6]. In the above examples, the linearization was employed in order to obtain existence, uniqueness and regularity results for the solutions, e.g. for the construction of the evolution operator, for setting a Banach fixed point argument, for showing better regularity or global existence for the solution etc. More precisely, the solution of the linearized problem was considered as an approximation of the original solution in the following two ways: (i) in a finite set of time steps \( t \in [0, T] \), through the construction of the evolution operator in the case of abstract non-autonomous linear parabolic problems, (ii) in \( t = 0 \), by determining the centre of a ball where the contraction mapping was defined through the Banach fixed point argument in the general quasilinear case. However, such an approximation was neither considered in every \( t \in [0, T] \), nor uniformly in \( t \). Moreover, it was not regarded as a regularity improvement of the original solution and no results in this direction were obtained.

Besides its good regularity, we choose (1.1) as an approximation due to the following reason. The maximal \( L^q \)-regularity space norm of the error term can be estimated around any \( t \in (0, T) \) by using a standard maximal \( L^q \)-regularity inequality (see, e.g., (2.6) below); i.e. by using the well posedness of the linearized problem due to (H3). Then, the continuity assumption (H2) turns out to be sufficient for this estimate to be uniform in \( t \). This is the main difficulty in the above approach; it is equivalent to provide uniform estimates for several functional analytic constants and bounds related to our linearized family of operators (see Lemma 2.4 below). For this reason, the theory of maximal \( L^q \)-regularity is extensively used through the document.

The question of whether an operator satisfies the property of maximal \( L^q \)-regularity was a long standing problem. We recall that if an operator satisfies this property, then necessarily it has to generate an analytic semigroup, see [7, Theorem 2.2]. First in [6] it was shown that in Hilbert spaces all generators of analytic semigroups have maximal \( L^q \)-regularity. Next, in [8] the result was extended to UMD Banach spaces (see Section 2 for the property of UMD) for operators having bounded imaginary powers. Then, in [9, 25] a characterization of this property was given in UMD spaces through the \( R \)-sectoriality property for operators. We mention that the property of maximal \( L^q \)-regularity is deeply related to the old problem of the closedness of the sum of two closed operators, i.e. the question of whether the sum of two closed operators is again closed. For the commutative case this problem was treated first in [5], and then in [8, 9]. For further details and an extensive study on the above two problems, we refer to [2, Chapter III.4], [13, Chapter II] and to the references therein.

Next we focus on manifolds with isolated conical singularities. Such a space is a smooth compact \((n + 1)\)-dimensional manifold \( \mathcal{B} \), \( n \geq 1 \), with closed possibly
disconnected smooth boundary $\partial \mathcal{B}$ of dimension $n$. $\mathcal{B}$ is endowed with a degenerate Riemannian metric $g$ which in a collar neighborhood $[0, 1) \times \partial \mathcal{B}$ of the boundary is of the form
\begin{equation}
    g = dx^2 + x^2 h(x),
\end{equation}
where $[0, 1) \ni x \mapsto h(x)$ is a smooth up to $x = 0$ family of non-degenerate Riemannian metrics on the cross section $\partial \mathcal{B}$. The boundary $\{0\} \times \partial \mathcal{B}$ of $\mathcal{B}$ corresponds to the conical tips. We denote $\mathbb{B} = (\mathcal{B}, g)$, $\partial \mathbb{B} = (\partial \mathcal{B}, h(0))$ and $\partial \mathcal{B} = \bigcup_{k=1}^{\infty} \partial \mathcal{B}_k$, for certain $\ell \in \mathbb{N}$, where each of $\partial \mathcal{B}_k$ is closed, smooth and connected. Moreover, let $\mathbb{B}^o$ be the interior of $\mathbb{B}$.

The naturally appearing differential operators on $\mathbb{B}$, including the Laplacian, belong to the class of \textit{cone differential operators}, which is a particular class of degenerate differential operators on $\mathcal{B}$. If $A$ is such an operator, we consider closed extensions of $A$ in \textit{weighted Mellin-Sobolev spaces} $\mathcal{H}^{s, \gamma}_p(\mathbb{B})$, $p \in (1, \infty)$, $s, \gamma \in \mathbb{R}$, i.e. in the cone analogous of the usual Sobolev spaces. In the situation of $A$ being $\mathbb{B}$-elliptic, the domain of its maximal extension $\mathcal{D}(A_{s, \max})$ differs from the domain of its minimal extension (i.e. its closure) $\mathcal{D}(A_{s, \min})$ by an $(s, p)$-independent finite dimensional space $\mathcal{E}_{A, \gamma}$, i.e. we have
\begin{equation}
    \mathcal{D}(A_{s, \max}) = \mathcal{D}(A_{s, \min}) \oplus \mathcal{E}_{A, \gamma},
\end{equation}
see Section 3 for details. Hence, in general we have several closed extensions.

For the minimal domain we have $\mathcal{D}(A_{s, \min}) \hookrightarrow \mathcal{H}^{s, \mu, \gamma + \mu - \varepsilon}_p(\mathbb{B})$ for all $\varepsilon > 0$, where $\mu$ stands for the order of the operator. The space $\mathcal{E}_{A, \gamma}$, called \textit{asymptotics space}, consists of linear combinations of $C^\infty(\mathbb{B}^o)$-functions that vanish on $\partial \mathcal{B} \setminus ([0, 1) \times \partial \mathcal{B})$ and in local coordinates $(x, y)$ on the collar part $(0, 1) \times \partial \mathcal{B}$ they are of the form $c(y) \omega(x) x^{-\rho} \log^\eta(x)$, where $c \in C^\infty(\partial \mathcal{B})$, $\omega : [0, 1) \to [0, 1]$ is a fixed cut-off function near zero, $\rho \in \mathbb{C}$ and $\eta \in \mathbb{N} \cup \{0\}$. Here the exponents $\rho$ and $\eta$ are determined explicitly by the coefficients of $A$ near the singularities, for instance if $A$ is the Laplacian induced by $g$, then they are only determined by the family $h(\cdot)$ and if in addition $h(\cdot) = h$ is constant, then they are only determined by the spectrum of the Laplacian on $\partial \mathcal{B}$. Hence, in particular, we have the following:

\textbf{Remark 1.} (i) For each $k \in \mathbb{N}$ and each $\varepsilon > 0$ we have
\begin{equation*}
    \mathcal{D}(A_{s, \min}^k) \hookrightarrow \mathcal{H}^{s + k\mu, \gamma + k\mu - \varepsilon}_p(\mathbb{B}),
\end{equation*}
so that, due to standard Mellin-Sobolev embeddings and under appropriate choice of the weight $\gamma$, elements in $\mathcal{D}(A_{s, \min}^k)$ vanish on the conical tips like $x^{\gamma + k\mu - \frac{k-1}{2} - \varepsilon}$. On the other hand the elements of the basis of $\mathcal{E}_{A, \gamma}$ increase in number as $k$ increases: more terms, which are of the form $c(y) x^{-\rho} \log^\eta(x)$ close to the tips with smaller $\text{Re}(\rho)$, are added. In the case of $A$ being the Laplacian on $\mathbb{B}$, we refer to (3.3) for a detailed description of the above integer powers domains.

Moreover, recall the following three facts:

(ii) Under appropriate choice of the weight $\gamma$ we can have $R$-sectoriality for a non-minimal closed extension of a cone differential operator, see, e.g., Theorem 3.4 below for the case of the Laplacian on $\mathbb{B}$. In particular, in this case the domains of the integer powers of the operator will be as in (i).

(iii) By choosing geodesic polar coordinates we can regard a differential operator on a smooth closed manifold without boundary as a cone differential operator on a conic manifold $\mathbb{B}$, see Section 4.3.

(iv) When we apply Theorem 1.1 or Corollary 1 to a problem of the form (1.1)-(1.2) defined on a conic manifold, by (1.3) the approximation of the solution $u$ on
The Remark 1 above combined with Theorem 1.1 or Corollary 1, provides locally in space and time expansions for the solutions of quasilinear parabolic equations on conic manifolds or on smooth closed manifolds. These expansions consist of three terms. The first term is an asymptotics space $E_{A^k, \gamma}$ part, i.e., a sum of terms of the form $c(y)x^{-\rho}\log^\gamma(x)$, which can be chosen arbitrary long. The parameter $x$ here stands for the geodesic distance. The second term, induced by a $D(A_{\min})$ term, belongs to a Mellin-Sobolev space and close to the conical tips (or close to the points where the expansion takes place) it decays to zero faster than each of the non-constant summands of the previous term. The third term is a remainder appearing by the nonlinearity and can be chosen arbitrary small with respect to the $L^q$-regularity norm and in particular with respect to the $C^0$-norm, due to (1.4) or (1.6).

The above expansion provides information on the asymptotic behavior of the solutions close to the singularities or close to an arbitrary point where polar coordinates are chosen. Besides this, the reflection of the local geometry to the evolution is established through the exponents $\rho$, $\eta$ and the choice of the weight $\gamma$. As an application, in Section 4 we consider two nonlinear problems on conic manifolds, namely, the porous medium equation and the Swift-Hohenberg equation. In each of these cases we obtain the expansion described above and provide a comprehensive description of the asymptotics space part in terms of the family of metrics $h(\cdot)$.

2. Decomposing the solutions of the abstract quasilinear parabolic problem. We start with some elementary facts from the linear theory. Recall that $X_1 \overset{d}{\to} X_0$ denotes a continuously and densely injected complex Banach couple. Moreover, recall that a linear operator $A$ in $X_0$ generates an analytic semigroup if and only if there exists a positive shift of $A$ that is sectorial of angle $\pi/2$, see, e.g., [3, Corollary 3.7.17].

Definition 2.1 (Sectorial operators). Let $P(K, \theta)$, $\theta \in [0, \pi)$, $K \geq 1$, be the class of all closed densely defined linear operators $A$ in $X_0$ such that

$S_\theta = \{ \lambda \in \mathbb{C} \mid |\arg(\lambda)| \leq \theta \} \cup \{0\} \subset \rho(-A)$ and $(1 + |\lambda|)\|(A + \lambda)^{-1}\|_{L(X_0)} \leq K$

when $\lambda \in S_\theta$. The elements in $P(\theta) = \cup_{K \geq 1} P(K, \theta)$ are called (invertible) sectorial operators of angle $\theta$. If $A \in P(\theta)$ then any $K \geq 1$ such that $A \in P(K, \theta)$ is called sectorial bound of $A$, and we denote $K_{A, \theta} = \inf\{K \mid A \in P(K, \theta)\}$ depending on $A$ and $\theta$.

Consider the linear problem

$u'(t) + Au(t) = f(t), \quad t \in (0, T), \quad u(0) = u_0,$

where $T > 0$, $u_0 \in (X_1, X_0)_{\frac{1}{q}, q}$, $q \in (1, \infty)$, $f \in L^q(0, T; X_0)$ and $-A : D(A) = X_1 \to X_0$ is the infinitesimal generator of an analytic semigroup on $X_0$. We say that $A$ has maximal $L^q$-regularity if for any $u_0 \in (X_1, X_0)_{\frac{1}{q}, q}$ and any $f \in L^q(0, T; X_0)$ there exists a unique $u \in W^{1, q}(0, T; X_0) \cap L^q(0, T; X_1)$ solving (2.1)-(2.2). In this case,
case, \( u \) also depends continuously on \( u_0 \) and \( f \), see, e.g., [4, (2.2)]. Furthermore, the above property is independent of \( T \) and \( q \), see [7, Theorem 2.5 and Theorem 4.2], and for any \( 0 \leq \tau_1 < \tau_2 \leq T < \infty \) the following embedding holds
\[
W^{1,q}(\tau_1, \tau_2; X_0) \cap L^q(\tau_1, \tau_2; X_1) \hookrightarrow C([\tau_1, \tau_2]; (X_1, X_0)_{\frac{1}{2}, q}), \tag{2.3}
\]
see, e.g., [2, Theorem III.4.10.2]; recall here that if we restrict to the subspace of \( W^{1,q}(\tau_1, \tau_2; X_0) \cap L^q(\tau_1, \tau_2; X_1) \) consisting of functions \( u \) satisfying \( u(0) = 0 \), then the norm of the above embedding is independent of \( \tau_1, \tau_2 \in [0, T] \), see [4, Corollary 2.3].

In addition, in order an operator \( A \) to have maximal \( L^q \)-regularity, it is sufficient to satisfy the above property for \( u_0 = 0 \) only. Finally, note that after replacing \( u \) with \( e^{ct}u \) in (2.1)-(2.2), we can insert a positive shift \( c > 0 \) to the operator \( A \).

By integrating (2.1) from 0 to \( t \in (0, T] \), we can easily verify that if \( A \) has maximal \( L^q \)-regularity, then \( u \) is also a mild solution to (2.1)-(2.2) in the sense of [3, Section 3.1]. Therefore, if \( \{ e^{-tA} \}_{t \geq 0} \) is the semigroup generated by \(-A\), then the solution is expressed by the variation of constants formula as
\[
\begin{align*}
&u(t) = e^{-tA}u_0 + \int_0^t e^{(s-t)A} f(s)ds, \quad t \in [0, T],
&\tag{2.4}
\end{align*}
\]
see, e.g., [3, Proposition 3.1.16]. Moreover, recall that for any \( k \in \mathbb{N}, k \geq 2 \), the integer powers \( A^k : D(A^k) \to X_0 \) of \( A \) satisfy
\[
D(A^k) = \{ x \in D(A^{k-1}) \mid Ax \in D(A^{k-1}) \} \quad \text{with} \quad \| \cdot \|_{D(A^k)} = \sum_{j=0}^k \| A^j x \|_{X_0},
\tag{2.5}
\]
where \( A^0 = I \).

Since all Banach spaces we consider in the sequel belong to the class of UMD, i.e. they satisfy the unconditionality of martingale differences property, see [2, Section III.4.4], we recall the following boundedness condition for the resolvent of an operator, which is related to the maximal \( L^q \)-regularity property in these spaces.

**Definition 2.2** \((R\text{-sectorial operators})\). Denote by \( \mathcal{R}(K, \theta) \), \( \theta \in [0, \pi) \), \( K \geq 1 \), the class of all operators \( A \in \mathcal{P}(\theta) \) in \( X_0 \) such that for any choice of \( \lambda_1, \ldots, \lambda_N \in S_0 \setminus \{0\} \) and \( x_1, \ldots, x_N \in X_0, N \in \mathbb{N}, \) we have
\[
\left\| \sum_{k=1}^N \epsilon_k \lambda_k (A + \lambda_k)^{-1} x_k \right\|_{L^2(0,1;X_0)} \leq K \left\| \sum_{k=1}^N \epsilon_k x_k \right\|_{L^2(0,1;X_0)},
\]
where \( \{ \epsilon_k \}_{k \in \mathbb{N}} \) is the sequence of the Rademacher functions. The elements in \( \mathcal{R}(\theta) = \bigcup_{K \geq 1} \mathcal{R}(K, \theta) \) are called R-sectorial operators of angle \( \theta \). If \( A \in \mathcal{R}(\theta) \), then any \( K \geq 1 \) such that \( A \in \mathcal{R}(K, \theta) \) is called R-sectorial bound of \( A \), and we denote \( R_{A,\theta} = \inf \{ K \mid A \in \mathcal{R}(K, \theta) \} \) depending on \( A \) and \( \theta \).

The following classical result holds.

**Theorem 2.3** \((\text{Kalten and Weis, [9, Theorem 6.5])}\). If \( X_0 \) is UMD and \( A \in \mathcal{R}(\theta) \) in \( X_0 \) with \( \theta > \frac{\pi}{2} \), then \( A \) has maximal \( L^q \)-regularity.

Let \( \theta \in (\frac{\pi}{2}, \pi) \), \( c \geq 0 \) and \( A : D(A) = X_1 \to X_0 \) such that \( A + c \in \mathcal{R}(\theta) \) with R-sectorial bound equal to \( R \). If \( X_0 \) is UMD, then any solution \( u \) of (2.1)-(2.2) satisfies
\[
\left\| u \right\|_{W^{1,q}(0,T;X_0)} \cap L^q(0,T;X_1) = \left\| u \right\|_{L^q(0,T;X_0)} + \left\| u' \right\|_{L^q(0,T;X_0)} + \left\| u \right\|_{L^q(0,T;X_1)}
\leq e^{CT} M(\left\| f \right\|_{L^q(0,T;X_0)} + \left\| u_0 \right\|_{(X_1, X_0)_{\frac{1}{2}, q}}),
\tag{2.6}
\]
for some constant \( M \geq 1 \) that only depends on \( \{A,c,R,\theta,q\} \), see, e.g., [15, (2.11)] or [9, (6.3)]. Concerning the \( \{A,c,R\} \)-dependence of \( M \), we have the following.

**Lemma 2.4** (Uniform boundedness). Let \( q \in (1, \infty) \), \( \theta \in (\frac{\pi}{2}, \pi) \), \( r > 0 \), \( X_0 \) be a UMD space and let \( A(\cdot) \in C([0,r];L(X_1,X_0)) \). Assume that for each \( \xi \in [0,r] \) there exists a \( c \geq 0 \) such that the operator \( A(\xi) + c : X_1 \to X_0 \) is \( R \)-sectorial of angle \( \theta \), and let \( M \geq 1 \) satisfy (2.6) with respect to \( A(\xi) \). Then:

(i) There exists some \( c_0 \geq 1 \) such that for each \( \xi \in [0,r] \) the operator \( A(\xi) + c_0 : X_1 \to X_0 \) is \( R \)-sectorial of angle \( \theta \) with \( R \)-sectorial bound equal to \( c_0 \).

(ii) There exists some \( M_0 \geq 1 \) such that for each \( \xi \in [0,r] \) we can choose \( M \leq M_0 \).

(iii) \( c_0 \) and \( M_0 \) only depend on \( \{A(\cdot),r,\theta\} \) and \( \{A(\cdot),r,\theta,q\} \) respectively.

**Proof.** Let \( \xi \in [0,r] \) and \( c \geq 0 \) such that \( A(\xi) + c \in R(\theta) \). Let \( K_{A(\xi)+c,\theta} \) and \( R_{A(\xi)+c,\theta} \) be as in Definition 2.1 and Definition 2.2 respectively. Moreover, for each \( \xi \in [0,r] \) denote

\[
c_{\xi,\theta} = \inf\{ \rho \geq 0 | A(\xi) + \rho : X_1 \to X_0 \text{ is } R \text{-sectorial of angle } \theta \}.
\]

Assume that there exists a sequence \( \{\xi_j\}_{j \in \mathbb{N}} \) in \( [0,r] \) such that \( c_{\xi_j,\theta} \to \infty \) as \( j \to \infty \). By possibly passing to a subsequence, we may assume that \( \xi_j \to \xi \in [0,r] \) as \( j \to \infty \). Let \( \tilde{c} \geq 0 \) such that \( \tilde{A}(\xi) + \tilde{c} \in R(\theta) \). Choose \( \delta > 0 \) such that

\[
\|(A(\xi) - A(\xi))(A(\xi) + \tilde{c})^{-1}\|_{L(X_0)} < \frac{1}{2} \min\left(\frac{1}{1 + K_{A(\xi)+\tilde{c},\theta}}, \frac{1}{1 + R_{A(\xi)+\tilde{c},\theta}}\right)
\]

(2.7)

whenever \( |\xi - \xi| < \delta, \xi \in [0,r] \). Then, for such \( \xi \) by the formula

\[
(A(\xi) + \tilde{c} + \lambda)^{-1} = (A(\xi) + \tilde{c} + \lambda)^{-1} \sum_{k=0}^{\infty} ((A(\xi) - A(\xi))(A(\xi) + \tilde{c} + \lambda)^{-1})^k
\]

(2.8)

valid for any \( \lambda \in S_0 \), we deduce that \( S_0 \subset \rho(-\tilde{A}(\xi)) \subset A(\xi) + \tilde{c} \in \mathcal{P}(\theta) \) with sectorial bound \( 2K_{A(\tilde{c}),\theta} \) and also \( A(\xi) + \tilde{c} \in R(\theta) \) with \( R \)-sectorial bound \( 2R_{A(\tilde{c}),\theta} \), so that we get a contradiction. Therefore, the set \( \bigcup_{\xi \in [0,r]} \{c_{\xi,\theta}\} \) is bounded. By noting that \( B \in R(\theta) \) and \( \nu \geq 0 \) implies \( B + \nu \in R(\theta) \) (see, e.g., [16, Lemma 2.6]), we conclude that there exists some \( c_0 \geq 1 \) such that for each \( \xi \in [0,r] \) we have \( A(\xi) + c_0 \in R(\theta) \).

Assume that there exists a sequence \( \{\tau_j\}_{j \in \mathbb{N}} \) in \( [0,r] \) such that \( R_{A(\tau_j)+c_0,\theta} \to \infty \) as \( j \to \infty \). By possibly passing to a subsequence, we may assume that \( \tau_j \to \tau \in [0,r] \) as \( j \to \infty \). Let \( \varepsilon > 0 \) such that \( |\xi - \tau| < \varepsilon, \tau \in [0,r] \), implies (2.7) with \( \{\xi,\tilde{c}\} \) replaced by \( \{\tau,\tilde{c},c_0\} \). For any \( \lambda \in S_0 \) and \( \tau \) as before, by (2.8) with \( \{\xi,\tilde{c}\} \) replaced by \( \{\tau,\tilde{c},c_0\} \) we infer that \( S_0 \subset \rho(-A(\tau) + c_0)) \), \( A(\tau) + c_0 \in \mathcal{P}(\theta) \) with sectorial bound \( 2K_{A(\tilde{c}),\theta} \) and also \( A(\tau) + c_0 \in R(\theta) \) with \( R \)-sectorial bound \( 2R_{A(\tilde{c}),\theta} \), which provides a contradiction. Hence, the set \( \bigcup_{\xi \in [0,r]} \{R_{A(\xi)+c_0,\theta}\} \) is bounded. Therefore, we conclude that there exists some \( C_0 \geq 1 \) such that for each \( \xi \in [0,r] \) we have \( A(\xi) + c_0 \in R(\theta) \) with \( R \)-sectorial bound equal to \( C_0 \). If \( c_0 < C_0 \), then due to [16, Lemma 2.6] we can replace \( c_0 \) and \( C_0 \) by \( C_0(1 + \frac{2}{\sin(\tau)}) \).

Let \( T > 0 \) and for each \( \xi \in [0,r] \) denote

\[
M_{\xi} = \inf\{M | (2.6) \text{ holds with respect to } A(\xi) \text{ with the choice } c = R = c_0\}.
\]

Assume that there exists a sequence \( \{\zeta_j\}_{j \in \mathbb{N}} \) in \( [0,r] \) such that \( M_{\zeta_j} \to \infty \) as \( j \to \infty \). By possibly passing to a subsequence, we may assume that \( \zeta_j \to \zeta \in [0,r] \) as \( j \to \infty \). Let \( N \in \mathbb{N} \) such that \( j \geq N \) implies

\[
2e^{\alpha T} M_{\xi} \|A(\tilde{\xi}) - A(\zeta_j)\|_{L(X_1,X_0)} < 1.
\]
Let \( u_0 \in (X_1, X_0)_{\frac{1}{2}, q} \), \( f \in L^q(0, T; X_0) \) and denote by \( u_\tilde{\zeta} \) and \( u_\zeta \) the solution of (2.1)-(2.2) with respect to \( A(\tilde{\zeta}) \) and \( A(\zeta) \) respectively. We have that
\[
(u_\tilde{\zeta} - u_\zeta)'(t) + A(\tilde{\zeta})(u_\tilde{\zeta} - u_\zeta)(t) = (A(\zeta) - A(\tilde{\zeta}))u_\zeta(t), \quad t \in (0, T),
\]
\[
(u_\tilde{\zeta} - u_\zeta)(0) = 0.
\]
Therefore by (2.6) applied to \( A(\tilde{\zeta}) \) we estimate
\[
\|u_\zeta\|_{W^{1, q}(0, T; X_0) \cap L^q(0, T; X_1)} 
\leq \|u_\tilde{\zeta}\|_{W^{1, q}(0, T; X_0) \cap L^q(0, T; X_1)} + \|u_\tilde{\zeta} - u_\zeta\|_{W^{1, q}(0, T; X_0) \cap L^q(0, T; X_1)}
\leq e^{\alpha T} M_\zeta(\|f\|_{L^q(0, T; X_0)}) + \|u_0\|_{(X_1, X_0)_{\frac{1}{2}, q}}
\]
\[+ e^{\alpha T} M_\zeta(\|A(\tilde{\zeta}) - A(\zeta)\|_{L(\eta, X_0)} \|u_\zeta\|_{L^q(0, T; X_1)},
\]
and a contradiction follows. \( \square \)

**Proof of Theorem 1.1.** Denote \( B = A(u(t_1)) \),
\[ Q(t) = Bu(t_1+) - A(u(t_1+))u(t_1+) + F(u(t_1+), t_1+) + G(t_1+) \in L^q(0, t_2 - t_1; X_0) \]
and consider the problem
\[
\eta'(t) + B\eta(t) = Q(t), \quad t \in (0, t_2 - t_1), \quad \eta(0) = u(t_1).
\]
(2.9)
(2.10)
The above system has a solution in \( W^{1, q}(0, t_2 - t_1; X_0) \cap L^q(0, t_2 - t_1; X_1) \) given
by \( u(t_1+) \). Moreover, (H1), (H3) and (2.3) imply the existence and uniqueness of
\( \eta \in W^{1, q}(0, t_2 - t_1; X_0) \cap L^q(0, t_2 - t_1; X_1) \) solving (2.9)-(2.10). Therefore, \( u(t) = \eta(t - t_1) \)
for each \( t \in [t_1, t_2) \). As a consequence, by (2.4) we deduce that \( u(t) = v_1(t) + w_1(t), \)
\( t \in [t_1, t_2) \), where
\[
v_1(t) = e^{(t_1 - t)B}u(t_1) \quad \text{and} \quad w_1(t) = \int_0^{t-t_1} e^{(t_1+s-t)B}Q(s) ds, \quad t \in [t_1, t_2).
\]
According to [22, (3.26)] and [22, Theorem 3.3.4] there exists a unique
\( \rho \in C([0, \infty); X_0) \cap C^1((0, \infty); X_0) \cap C((0, \infty); D(B)) \)
solving
\[
\rho'(t) + B\rho(t) = 0, \quad t > 0,
\]
\[
\rho(0) = u(t_1),
\]
which satisfies \( \rho(t) = v_1(t_1 + t), \ t \geq 0 \). Due to maximal \( L^q \)-regularity of \( B \) we also have
\( v_1 \in W^{1, q}(t_1, T; X_0) \cap L^q(t_1, T; X_1) \to C([t_1, T]; (X_1, X_0)_{\frac{1}{2}, q}) \),
where we have used (2.3). Denote by \( \Gamma_\theta \) the counterclockwise oriented boundary of
the sector \( S_\theta \). By [3, Proposition 3.1.9 (i)] we have that \( B + c \) generates an analytic
semigroup which by [3, 3.46] or [22, (3.26)] is represented as
\[
e^{-z(B+c)} = \frac{1}{2\pi i} \int_{\Gamma_\theta} e^{z\lambda}(B + \lambda)^{-1} d\lambda, \quad z \in \Lambda_0(\theta - \pi/2),
\]
and in addition satisfies \( e^{-zB} = e^{c} e^{-z(B+c)}, \ z \in \Lambda_0(\theta - \pi/2) \), where \( c \) is as in
(H3). By Cauchy’s theorem, see, e.g., the proof of [10, Proposition 2.1.1], for each
\( k \in \mathbb{N} \cup \{0\} \) we have that
\[
\Lambda_0(\pi/2 - \theta) \ni z
\]
and moreover the above map is analytic.

The difference $\eta - \rho$ satisfies

$$
(\eta - \rho)'(t) + B(\eta - \rho)(t) = Q(t), \quad t \in (0, t_2 - t_1),
$$

(2.11)

$$
(\eta - \rho)(0) = 0.
$$

(2.12)

Therefore by the maximal $L^q$-regularity inequality (2.6) we obtain

$$
\|\eta - \rho\|_{W^{1,q}(0, t_2 - t_1; X_0) \cap L^q(0, t_2 - t_1; X_1)} \leq C_{c_0(t_2 - t_1)} M_0 \|Q\|_{L^q(0, t_2 - t_1; X_0)}
$$

and (1.4) follows by (2.3); note that the data determining the spectral shift $c_0$ and the bound $M_0$ is described in Lemma 2.4.

If in addition (H4) is satisfied, then

$$
Q(\cdot) = F(u(t_1 + \cdot), t_1 + \cdot) \in C([0, t_2 - t_1]; (X_0, X_1)_{\phi, p}),
$$

so that, by extending $Q(\cdot)$ to $(t_2 - t_1, \infty)$ by constant, from [15, (2.10)] applied to (2.9)-(2.10) we obtain (1.5). Finally, (1.6) is obtained by [15, (2.9)] applied to (2.11)-(2.12). \hfill \square

3. Cone differential operators and the Laplacian on manifolds with conical singularities. In this section we explain the parts (i) and (ii) in Remark 1. We start by recalling some basic facts concerning the calculus of cone differential operators. For further details we refer to [19, 20] and to the references therein.

**Definition 3.1** (Cone differential operators). A cone differential operator $A$ of order $\sigma \in \mathbb{N} \cup \{0\}$ is an $\sigma$-th order differential operator with smooth coefficients in $\mathbb{B}$ such that when it is restricted to the collar part $(0, 1) \times \partial \mathbb{B}$ it admits the form

$$
A = x^{-\sigma} \sum_{k=0}^{\mu} a_k(x)(-x \partial_x)^{k}, \quad \text{where } a_k \in C^\infty([0, 1); \text{Diff}^{\mu-k}(\partial \mathbb{B})), \quad k \in \{0, \ldots, \mu\}
$$

Let $(\xi, \zeta)$ be the covariables corresponding to the local coordinates $(x, y) \in [0, 1) \times \partial \mathbb{B}$ near the boundary. Beyond its usual homogeneous principal symbol $\sigma(\xi) \in C^\infty(T^*\mathbb{B}^o \setminus \{0\})$, the rescaled symbol of a cone differential operator $A$ is defined by

$$
\tilde{\sigma}_{\psi}(A)(y, \zeta, \xi) = \sum_{k=0}^{\mu} \sigma(\psi)(0, y, \xi)(-i\xi)^k \in C^\infty((T^*\partial \mathbb{B} \times \mathbb{R}) \setminus \{0\}).
$$

Moreover, the conormal symbol of $A$ is defined to be the following family of differential operators on the boundary

$$
\mathbb{C} \ni \lambda \mapsto \sigma_M(A)(\lambda) = \sum_{k=0}^{\mu} a_k(0)\lambda^k \in \mathcal{L}(H^s_p(\partial \mathbb{B}), H^p_s(\partial \mathbb{B})),
$$

where $H^s_p(\partial \mathbb{B})$, $s \in \mathbb{R}$, $p \in (1, \infty)$, denotes again the usual Sobolev space. Note that due to [20, (2.13)], for a cone differential operator $B$ of order $\nu$ we have

$$
\sigma_M(AB)(\lambda) = \sigma_M(A)(\lambda + \nu)\sigma_M(B)(\lambda).
$$

The notion of ellipticity is extended to the case of conically degenerate differential operators as follows.

**Definition 3.2** ($\mathbb{B}$-ellipticity). A cone differential operator $A$ is called $\mathbb{B}$-elliptic if $\sigma_{\psi}(A)$ and $\tilde{\sigma}_{\psi}(A)$ are pointwise invertible.
We consider the cut-off function \( \omega \) in the description of (1.8) as a \( C^\infty(\mathbb{B}) \)-function by extending it by zero. Moreover, denote by \( C^\infty_c \) the space of smooth compactly supported functions.

**Definition 3.3** (Mellin-Sobolev spaces). For any \( \gamma \in \mathbb{R} \) consider the map
\[
M_\gamma : C^\infty_c(\mathbb{R}_+ \times \mathbb{R}^n) \to C^\infty_c(\mathbb{R}^{n+1})
\]
defined by \( u(x, y) \Rightarrow e^{(\gamma - \frac{n+1}{2})x}u(e^{-x}, y) \).

Furthermore, take a covering \( \kappa_j : U_j \subseteq \partial \mathcal{B} \to \mathbb{R}^n, j \in \{1, \ldots, N\}, N \in \mathbb{N}, \partial \mathcal{B} \) by coordinate charts and let \( \{\phi_j\}_{j \in \{1, \ldots, N\}} \) be a subordinated partition of unity. For any \( p \in (1, \infty) \) and \( s, \gamma \in \mathbb{R} \) let \( \mathcal{H}_p^{s, \gamma} (\mathbb{B}) \) be the space of all distributions \( u \) on \( \mathbb{B}^o \) such that
\[
\|u\|_{\mathcal{H}_p^{s, \gamma}(\mathbb{B})} = \sum_{j=1}^N |M_\gamma(1 \otimes \kappa_j) \ast (\omega \phi_j u)|_{H_p^{s, \gamma}(\mathbb{R}^{n+1})} + \|(1 - \omega)u\|_{\mathcal{H}_p^{s, \gamma}(\mathbb{B})}
\]
is defined and finite, where \( \ast \) refers to the push-forward of distributions.

The space \( \mathcal{H}_p^{s, \gamma} (\mathbb{B}) \), called *(weighted) Mellin-Sobolev space*, is independent of the choice of the cut-off function \( \omega \), the covering \( \{\kappa_j\}_{j \in \{1, \ldots, N\}} \) and the partition \( \{\phi_j\}_{j \in \{1, \ldots, N\}} \).

Note that since the usual Sobolev spaces are UMD, by [2, Theorem III.4.5.2], the Mellin-Sobolev spaces are also UMD. Moreover, if \( s \in \mathbb{N} \cup \{0\} \), then \( \mathcal{H}_p^{s, \gamma}(\mathbb{B}) \) is the space of all functions \( u \) in \( \mathcal{H}_p^{s, \gamma, \text{loc}}(\mathbb{B}^o) \) such that
\[
x^{\frac{n+1}{2} - \gamma}(x \partial_x)^k \partial_y^s (\omega(x)u(x, y)) \in L_p^\text{loc}(0, 1) \times \partial \mathcal{B}, \sqrt{\det(h(x))} \frac{dx}{x}, \quad k + |\alpha| \leq s.
\]
Cone differential operators act naturally on scales of weighted Mellin-Sobolev spaces, i.e., such an operator \( A \) of order \( \mu \) induces a bounded map
\[
A : \mathcal{H}_p^{s+\mu, \gamma + \mu}(\mathbb{B}) \to \mathcal{H}_p^{s, \gamma}(\mathbb{B}) \quad \text{for all} \quad p \in (1, \infty) \quad \text{and} \quad s, \gamma \in \mathbb{R}.
\]

However, we regard \( A \) as an unbounded operator in \( \mathcal{H}_p^{s, \gamma}(\mathbb{B}) \), \( p \in (1, \infty) \), \( s, \gamma \in \mathbb{R} \), with domain \( C^\infty_c(\mathbb{B}^o) \). In the case of \( A \) being \( \mathcal{B} \)-elliptic, the domain of its minimal extension \( A_{s, \text{min}} \) is given by
\[
D(A_{s, \text{min}}) = \left\{ u \in \bigcap_{\varepsilon > 0} \mathcal{H}_p^{s+\mu, \gamma + \mu - \varepsilon}(\mathbb{B}) \mid Au \in \mathcal{H}_p^{s, \gamma}(\mathbb{B}) \right\}.
\]

If in addition the conormal symbol of \( A \) is invertible on the line \( \{\lambda \in \mathbb{C} \mid \Re(\lambda) = \frac{n+1}{2} - \gamma - \mu\} \), then we have precisely
\[
D(A_{s, \text{min}}) = \mathcal{H}_p^{s+\mu, \gamma + \mu}(\mathbb{B})
\]

The domain of the maximal extension \( A_{s, \text{max}} \) of \( A \), defined as usual by
\[
D(A_{s, \text{max}}) = \left\{ u \in \mathcal{H}_p^{s, \gamma}(\mathbb{B}) \mid Au \in \mathcal{H}_p^{s, \gamma}(\mathbb{B}) \right\},
\]
is expressed as in (1.8). The set of exponents \( \rho \) describing \( \mathcal{E}_{A, \gamma} \) in (1.8) coincides with the finite set of points \( Q_{A, \gamma} = Z_A \cap I_{\mu, \gamma} \). Here
\[
I_{\mu, \gamma} = \left\{ \lambda \in \mathbb{C} \mid \Re(\lambda) \in \left[ \frac{n+1}{2} - \gamma - \mu, \frac{n+1}{2} - \gamma \right) \right\}
\]
and \( Z_A \) is a set of points in \( \mathbb{C} \) that is determined explicitly by the poles of the recursively defined family of symbols
\[
g_0 = f_0^{-1}, \quad g_k = -(T^{-k}f_0^{-1}) \sum_{j=0}^{k-1} (T^{-j}f_{k-j})g_j, \quad k \in \{1, \ldots, \mu - 1\}, \quad \mu > 1,
\]
Then, for any \( \theta \)
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coincide with the set

where the integer powers are defined as usual by (2.5).

Integer powers of the Laplacian. can be obtained by [19, Theorem 5.2] or [20, Theorem 4.3].

Therefore, if \( \{\lambda_j\}_{j\in\mathbb{N}_0} \) are the eigenvalues of \( \Delta_{h(0)} \), the poles of \( (\sigma_M(\Delta)(\cdot))^{-1} \) coincide with the set

\[
\left\{ \frac{n-1}{2} \pm \sqrt{\left( \frac{n-1}{2} \right)^2 - \lambda_j} \mid j \in \mathbb{N} \cup \{0\} \right\}
\]

If \( \gamma \in \left( \frac{n-3}{2}, \frac{n+1}{2} \right) \), then pole zero is always contained in the strip (3.1). In this case, denote by \( C_\omega \) the subspace of \( E_{\Delta, \gamma} \) corresponding to \( \rho = \eta = 0 \) and \( c|_{\partial\mathcal{B}} = c_j \), \( c_j \in \mathbb{C} \), \( j \in \{1, \ldots, k\} \), endowed with the norm \( \|\cdot\|_{C_\omega} \) defined by \( c \mapsto \|c\|_{C_\omega} = (\sum_{j=1}^k |c_j|^2)^{\frac{1}{2}} \), i.e. \( C_\omega \) consists of smooth functions that are locally constant close to the boundary. Under some further restriction on the weight \( \gamma \), such a realization satisfies the property of maximal \( L^q \)-regularity.

**Theorem 3.4** ([15, Theorem 4.1] or [19, Theorem 6.7]). Let \( p \in (1, \infty), s \geq 0 \) and

\[
\gamma \in \left( \frac{n-3}{2}, \min \left\{ -1 + \sqrt{\left( \frac{n-1}{2} \right)^2 - \lambda_1, \frac{n+1}{2} \} } \right. \right.
\]

where \( \lambda_1 \) is the greatest non-zero eigenvalue of the boundary Laplacian \( \Delta_{h(0)} \). Consider the closed extension \( \Delta_s \) of \( \Delta \) in

\[
X_0 = \mathcal{H}_p^{s,\gamma}(\mathbb{B}) \quad \text{with domain} \quad X_1^* = D(\Delta_s) = D(\Delta_{s,\min}) \oplus C_\omega = \mathcal{H}_{p}^{s+2,\gamma+2}(\mathbb{B}) \oplus C_\omega.
\]

Then, for any \( \theta \in [0, \pi] \) there exists some \( c > 0 \) such that \( c - \Delta_s \) is \( R \)-sectorial of angle \( \theta \).

**Remark 2.** Maximal \( L^q \)-regularity for a general \( \mathcal{B} \)-elliptic cone differential operator can be obtained by [19, Theorem 5.2] or [20, Theorem 4.3].

**Integer powers of the Laplacian.** Let \( k \in \mathbb{N}, k \geq 2, \) and let \( \Delta_s \) be the Laplacian from Theorem 3.4. We have

\[
D(\Delta_s^k) = D(\Delta_{s,\min}^k) \oplus \mathcal{F}_k,
\]

where the integer powers are defined as usual by (2.5).

The minimal domain satisfies

\[
\mathcal{H}_p^{s+2k,\gamma+2k}(\mathbb{B}) \hookrightarrow D(\Delta_{s,\min}^k) \hookrightarrow \mathcal{H}_p^{s+2k,\gamma+2k-\varepsilon}(\mathbb{B})
\]
for all \( \varepsilon > 0 \). Therefore, if \( s + 2k > \frac{n+1}{\rho} \) then, due to [16, Lemma 3.2], \( D(\Delta^k_{\min}) \hookrightarrow C(\mathbb{B}^c) \) and for any \( u \in D(\Delta^k_{\min}) \) in local coordinates \((x, y) \in (0, 1) \times \partial \mathcal{B} \) near the boundary we have

\[
|u(x, y)| \leq Lx^{s+2k-\frac{n+1}{\rho}-\varepsilon} \|u\|_{H^{n+2k, \gamma+2k-\varepsilon}(\mathbb{B})} \quad \text{for all } \varepsilon > 0,
\]

with some constant \( L > 0 \) depending only on \( \mathbb{B} \) and \( \rho \).

\( \mathcal{F}_k \) is an asymptotics space part as in (1.8). The set of exponents \( \rho \) describing \( \mathcal{F}_k \) coincides with the finite set of points \( \mathcal{Q}_k \subseteq \mathcal{Z}_k \cap \mathcal{S}_k \), where

\[
\mathcal{S}_k = \left\{ \lambda \in \mathbb{C} \mid \Re(\lambda) \in \left[ \frac{n+1}{2} - \gamma - 2k, \frac{n+1}{2} - \gamma - 2 \right] \right\}
\]

and \( \mathcal{Z}_k \) is a set of points in \( \mathbb{C} \) that is determined explicitly by \( \partial \mathcal{B} \), the family of metrics \( h(\cdot) \) from (1.7) and \( k \). Moreover, \( \mathcal{Q}_k \subseteq \mathcal{Q}_{k-1} \cup \mathcal{V}_k \) with \( \mathcal{Q}_1 = \emptyset \) and a finite set of points \( \mathcal{V}_k \) satisfying

\[
\mathcal{V}_k \subset \{ \lambda \in \mathbb{C} \mid \Re(\lambda) \in \left[ \frac{n+1}{2} - \gamma - 2k, \frac{n+1}{2} - \gamma - 2(k-1) \right] \}.
\]

Therefore, we also have \( \mathcal{F}_k \subset H_p^{s+2, \gamma+2}(\mathbb{B}) \).

In particular if the metric \( h \) is independent of \( x \) when \( x \) is close to 0, then \( \mathcal{Q}_k \) is a subset of

\[
\mathcal{S}_k \cap \bigcup_{\nu \in \{0, ..., k-1\}} \bigcup_{\lambda_j \in \sigma(\Delta_{k(0)})} \left\{ -2\nu + \frac{n-1}{2} \pm \sqrt{\left(\frac{n-1}{2}\right)^2 - \lambda_j} \right\},
\]

and

\[
\mathcal{F}_k = \bigoplus_{\rho \in \mathcal{Q}_k} \mathcal{F}_{k, \rho}.
\]

Here, for each \( \rho \), \( \mathcal{F}_{k, \rho} \) is a finite dimensional space consisting of linear combinations of \( C^\infty(\mathbb{B}^c) \) functions that vanish on \( \mathcal{B} \setminus \{(0, 1) \times \partial \mathcal{B}\} \) and in local coordinates \((x, y) \) on the collar part they are of the form \( \omega(x)c(y)x^{-\rho} \log^\nu(x) \) with \( c \in C^\infty(\partial \mathcal{B}) \) and \( \nu \in \{0, ..., \eta_\rho\} \), where \( \eta_\rho = \mathbb{N} \cup \{0\} \) is the order of \( \rho \) as a pole of \( (\sigma_M(\Delta^k)(\cdot))^{-1} \), where

\[
\mathbb{C} \ni \lambda \mapsto \sigma_M(\Delta^k)(\lambda) = \prod_{\nu \in \{k-1, ..., 0\}} \sigma_M(\Delta)(2\nu + \lambda) \in \mathcal{L}(\mathcal{H}_2^{2k}(\partial \mathcal{B}), \mathcal{H}_2^0(\partial \mathcal{B}))
\]

with \( \sigma_M(\Delta)(\cdot) \) given by (3.2).

4. Applications.

4.1. The porous medium equation on manifolds with conical singularities. The porous medium equation (PME) is the parabolic diffusion equation

\[
u(t) - \Delta(u^n(t)) = 0, \quad t > 0,
\]

\[
u(0) = \nu_0,
\]

where the scalar function \( u \) is a density distribution, \( \Delta \) is a (negative) Laplacian and \( n > 0 \) is a fixed parameter. The evolution described by the above equation, models the flow of a gas in a porous medium. The problem (4.1)-(4.2) has been extensively studied in various domains and in many aspects. For a detailed introduction to the theory of PME we refer to Vázquez [24].
Concerning the case of manifolds with conical singularities, in [17, Theorem 1.1] it has been shown smoothness and long time existence for the solutions of PME. By changing variables in (4.1)-(4.2) we obtain the equivalent problem
\[ w'(t) - mw^{\frac{n-1}{m}}(t)\Delta(w(t)) = 0, \quad t > 0, \quad w(0) = w_0. \] (4.3)

Similarly to [17, Theorem 1.1], we have the following.

**Proposition 1** (Solutions of (4.3)-(4.4)). Denote by \( \lambda_1 \) the greatest nonzero eigenvalue of \( \Delta_{h(0)} \) and choose \( p, q \in (1, \infty) \) sufficiently large such that
\[
\frac{2}{q} < -\frac{n-1}{2} + \sqrt{\left(\frac{n-1}{2}\right)^2 - \lambda_1} \quad \text{and} \quad \frac{n+1}{p} + \frac{2}{q} < 1.
\]

Let
\[
s_0 > \max \left\{ -1 + \frac{n+1}{p} + \frac{2}{q}, -\frac{2}{q} \right\},
\]
\[
\gamma \in \left( \frac{n-3}{2} + \frac{2}{q}, \min \left\{ -1 + \sqrt{\left(\frac{n-1}{2}\right)^2 - \lambda_1}, \frac{n+1}{2} \right\} \right)
\]
and
\[
u_0 \in \left( H_p^{s_0+2, \gamma+2}(B) \oplus C_\omega, H_p^{s_0, \gamma}(B) \right)_{\frac{1}{2}, q} \leftarrow \bigcup_{\nu > 0} H_p^{s_0+\nu, \gamma+2-\frac{2}{q}+\nu}(B) \oplus C_\omega
\]
satisfying \( \nu_0 \geq \alpha \), for some \( \alpha > 0 \). Then:

(i) For each \( T > 0 \) there exists a unique
\[
w \in W^{1,q}(0, T; H_p^{s_0, \gamma}(B)) \cap L^q(0, T; H_p^{s_0+2, \gamma+2}(B) \oplus C_\omega)
\] (4.5)
solving (4.3)-(4.4) with initial value \( w_0 = u_0^m \).

(ii) In addition we have that
\[
w \in C([0, T], (H_p^{s_0+2, \gamma+2}(B) \oplus C_\omega, H_p^{s_0, \gamma}(B))_{\frac{1}{2}, q})
\] (4.6)
\[
\cap C([0, T]; H_p^{s_0+2-\frac{2}{q}, \gamma+2-\frac{2}{q}}(B) \oplus C_\omega)
\] (4.7)
\[
\cap C^\delta([0, T]; H_p^{s_0+2-\frac{2}{q}, \gamma+2-\frac{2}{q}}(B) \oplus C_\omega)
\] (4.8)
\[
\cap C^\delta([0, T]; H_p^{s_0+2-\frac{2}{q}, \gamma+2-\frac{2}{q}}(B) \oplus C_\omega)
\] (4.9)
\[
\cap C^1([0, T]; H_p^{s_0+2-\frac{2}{q}, \gamma+2-\frac{2}{q}}(B) \oplus C_\omega)
\] (4.10)
\[
\cap C^k([0, T]; H_p^{s_0+2-\frac{2}{q}, \gamma+2-\frac{2}{q}}(B) \oplus C_\omega)
\] (4.11)
for all \( k \in \mathbb{N}, s > 0, \varepsilon > 0 \) and
\[
\delta = \left( 0.1 + \max \left\{ 2 - \frac{n+1}{p}, \frac{1}{q}, \gamma - \frac{n-3}{2} \frac{2}{q} \right\} \right)
\] (4.12)

(iii) For each \( T > 0 \) we have \( w = w^m \) on \( [0, T] \times B \), where \( u \) is the solution of (4.1)-(4.2) with initial data \( u_0 \) given by [17, Theorem 1.1]. In particular, if \( c_0 \leq u_0^m \leq c_1 \) on \( B \) for suitable constants \( c_0, c_1 > 0 \), then also \( c_0 \leq w \leq c_1 \) on \( [0, T] \times B \) for each \( T > 0 \).

**Proof.** First note that the assumption \( u_0 \geq \alpha \) makes sense due to [16, Lemma 5.2] and [16, Lemma 3.2]. By (2.3), [16, Lemma 5.2], [17, (5.29)] and [17, (5.32)], for each \( T > 0 \) there exists a unique \( w \) as in (4.5) solving (4.3)-(4.4) with initial value \( w_0 = u_0^m \), which moreover satisfies (4.6), (4.7), (4.8) and (4.9) for all \( s > 0, \varepsilon > 0 \).
and δ as in (4.12), and also (4.11) with k = 1. Moreover, due to [17, Theorem 1.1], [17, Remark 2.12] and the comparison principle [17, Theorem 4.3] we have that w = u^m on [0, T] × B. In addition, by [17, Lemma 2.5] \( w^{\frac{m-1}{m}} \) satisfies (4.7) and the right hand side of (4.11). Therefore, by (4.3) and [16, Corollary 3.3] w satisfies (4.10).

By [17, Theorem 1.1] we have that \( \partial_t^2 u \in C((0, T); \mathcal{H}^{s+\gamma-2}_p(B)) \) and for s sufficiently large
\[
u - m - 2 \in C((0, T); \mathcal{H}^{s+\gamma-2}_p(B) \oplus C_\omega)
\]
due to [17, Lemma 2.5]. Hence, if \( \chi \) is a smooth function on \( B^c \) such that \( \chi \geq \frac{1}{2} \) on \( B \setminus [(0, \frac{1}{2}) \times \partial B] \) and \( \chi = x^2 \) on \( [0, \frac{1}{2}] \times \partial B \), then by
\[
\partial_t^2 w = mw^{m-1}\partial_t^2 u + m(m-1)u^{m-2}(\chi \partial_t u)(\chi^{-1} \partial_t u)
\]
and [17, Lemma 2.5] we deduce that \( w \in C^2((0, T); \mathcal{H}^{s+\gamma-2}_p(B)) \). The assertion then follows by iteration.

The above result combined with Theorem 1.1 provides the following expansion for the solutions of PME.

**Proposition 2** (Expanding solutions of PME). Let \( p, q, s_0, \gamma, u_0 \) be chosen as in [17, Theorem 1.1] and let \( u \) be the unique solution of the porous medium equation (4.1)-(4.2) according to this theorem. For any \( t_1, \mu, \xi > 0 \) there exist \( t_1 > t_1 \) and
\[
v \in C([t_1, t_2]; C(B)) \cap \bigcap_{s, \nu > 0} A(\lambda, (\pi/2); D(\Delta^2)) \cap C([t_1, t_2]; \mathcal{H}^{s+\gamma+2-\frac{4}{p}}(B) \oplus C_\omega)
\]
\[
\cap W^{1,q}(t_1, t_2; \mathcal{H}^{s+\gamma-2}_p(B)) \cap L^q(t_1, t_2; \mathcal{H}^{s+\gamma-2}_p(B) \oplus C_\omega)
\]
such that
\[
\|u_m - v\|_{W^{1,q}(t_1, t_2; \mathcal{H}^{s+\gamma-2}_p(B)) \cap L^q(t_1, t_2; \mathcal{H}^{s+\gamma+2-\frac{4}{p}}(B) \oplus C_\omega)} + \|u_m - v\|_{C([t_1, t_2]; \mathcal{H}^{s+\gamma+2-\frac{4}{p}}(B) \oplus C_\omega)} < \varepsilon
\]
and \( u^m(t_1) = v(t_1) \). Here \( D(\Delta^2) \) is described by (3.3) and provides the required expansion for \( u^m \). Moreover, if \( t_1 \in [\tau_1, \tau_2] \), \( 0 < \tau_1 < \tau_2 < \infty \), then \( t_2 - t_1 \) is only determined by \( u, \mu, \xi, \tau_1 \) and \( \tau_2 \).

**Proof.** Let \( s > \frac{n+1}{p} \). We apply Theorem 1.1 to (4.3)-(w(0) = u^m(t_1)), with \( X_0 = X_0^1, X_1 = X_1^1 \) and \( A(\cdot) = -m(\cdot)^{\frac{m-1}{m}} \Delta \). For any \( T > \tau_1 \), let \( w \) be the unique solution of (4.3)-(4.4) on \([0, T] \times B\) according to Proposition 1. By [17, Lemma 2.5] we have that \( \eta = w^{\frac{m-1}{m}} \in C([\tau_1, \tau_2]; X_1^1) \). Also, due to [16, Corollary 3.3], elements in \( X_1^1 \) act by multiplication as bounded maps on \( X_0 \), so that for each \( \xi \in [\tau_1, \tau_2], A(w(\xi)) : X_1^1 \to X_0 \) is well defined and furthermore \( A(w(\xi)) \in C([\tau_1, \tau_2]; \mathcal{L}(X_1^1, X_0)) \). Finally, by [16, Theorem 6.1], for each \( \xi \in [\tau_1, \tau_2] \) and each \( \theta \in [0, \pi] \) there exists a \( c > 0 \) such that \( A(w(\xi)) + c \in \mathcal{R}(\theta) \).

We conclude that there exist \( t_2 \in (t_1, \tau_2) \) and \( v \) having the required properties, where we have also used [16, Lemma 3.2] and [16, Lemma 5.2]. In particular, \( v(t) \in D(\eta(t_1)\Delta^2), t \in (t_1, t_2), \) implies that \( v(t) \in D(\Delta^2) \) and \( v(t) \in D(\Delta^2) \). Moreover, by Proposition 1 we have \( c_0^\tau \leq \eta \leq c_1^\tau \) on \([\tau_1, \tau_2] \times B\), for certain \( c_0, c_1 > 0 \). Therefore, by [17, Lemma 2.5] we deduce that \( \Delta v(t) \in D(\Delta^2) \), which implies that \( v(t) \in D(\Delta^2), t \in (t_1, t_2) \).
Remark 3. In the case of the heat equation, i.e. when \( m = 1 \), Proposition 2 can be improved to [14, Theorem 4.3]. In this situation, the asymptotics space expansion of \( u \) can be chosen arbitrary long, i.e. \( u \) is analytic in time with values in \( D(\Delta^k) \) from (3.3), for each \( k \in \mathbb{N} \).

4.2. The Swift-Hohenberg equation on manifolds with conical singularities. We consider the following problem

\[
\begin{align*}
u' + (\Delta + 1)^2 u(t) &= V(u(t), t), \quad t \in (0, T), \\
u(0) &= u_0,
\end{align*}
\]

called Swift-Hohenberg equation (SHE), where \( u \) is a scalar field, \( \Delta \) is a (negative) Laplacian, \( V(x, s) \) is a polynomial in \( x \) with \( s \)-dependent complex valued coefficients that are locally Lipschitz continuous in \( \mathbb{R} \) and \( T > 0 \) is finite. The above equation has various applications in physics; it can model e.g. thermally convecting fluid flows [21], cellular flows [12] as well as phenomena in optical physics [23]. It is also well known for its pattern formation under evolution.

In [15] the problem (4.13)-(4.14) was considered on manifolds with conical singularities. In [15, Theorem 4.1] it has been shown existence and maximal regularity of the short time solution. In addition, in [15, Theorem 4.4] a necessary and sufficient condition was found such that the above solution exists for all times. By combining the results in [15] with [17, Theorem 3.1] we obtain the following smoothness for the solutions of (4.13)-(4.14).

**Proposition 3** (Smoothness for solutions of SHE). Let \( p, q, s, \gamma, u_0 \) be chosen as in [15, Theorem 4.1] and let \( u \) be the unique solution of the Swift-Hohenberg equation (4.13)-(4.14) on \([0, T] \times \mathbb{B}\), for some \( T > 0 \), according to this theorem. Then, in addition to [15, (4.21)-(4.22)] we have

\[
u \in \bigcap_{\nu \geq 0} C^1((0, T); H^\mu_p((\mathbb{B})) \cap C((0, T); D(\Delta^2_p))
\]

where the bi-Laplacian domain is also described by (3.3).

**Proof.** By [15, Theorem 4.1] it suffices to show that for each \( \delta \in (0, T) \) we have

\[
u \in \bigcap_{\nu \geq 0} W^{1, q}(\delta, T; H^\mu_p((\mathbb{B})) \cap L^q(\delta, T; D(\Delta^2_p)).
\]

To this end we apply [17, Theorem 3.1] to (4.13)-(4.14). By [15, (4.23)] for each \( \nu \geq 0 \) and each \( \theta \in [0, \pi) \) there exists a \( c > 0 \) such that the operator

\[
(\Delta_{\nu} + 1)^2 + c : D(\Delta^2_{\nu}) \to H^\mu_p((\mathbb{B})
\]

belongs to \( \mathcal{R}(\theta) \), so that by Theorem 2.3 it has maximal \( L^q \)-regularity. Moreover, by [15, (4.30)]

\[
V(v(\cdot), \cdot) \in \bigcap_{\epsilon > 0} C([0, T]; H^{\nu+2-\frac{2}{q}-\varepsilon, \gamma+2-\frac{2}{q}-\varepsilon}_p((\mathbb{B}) \oplus \mathbb{C}_\omega)
\]

whenever \( v \in C([0, T]; D(\Delta^2_p), H^\mu_p((\mathbb{B}))) \).

Fix \( \rho > \frac{1}{2} \max\{\frac{1}{q-1}, \frac{1}{2}\} \) and consider the Banach scales \( Y_j^0 = H^{\rho+\frac{j}{q}}_p((\mathbb{B}) \) and \( Y_j^1 = D(\Delta^2_p + \rho) \), \( j \in \mathbb{N} \cup \{0\} \). By [18, Lemma 7.2] or [14, Theorem 3.3] for each \( j \in \mathbb{N} \cup \{0\} \) we have \( Y_j^1 \hookrightarrow (Y_{j+1}^1, Y_j^{j+1})_{\frac{1}{q}, q} \). Moreover, by (4.17), \( V(v(\cdot), \cdot) \in \)}
$L^q(0,T;Y_0^{j+1})$ whenever $v \in C((0,T];(Y_0^{j},Y_0^{j})_{\frac{1}{2},q})$, $j \in \mathbb{N} \cup \{0\}$. Therefore, by [17, Theorem 3.1] with $Z = (Y_0^{0},Y_0^{0})_{\frac{1}{4},q}$ and $F = V$ we obtain (4.15).

By combining Theorem 1.1, (2.3), (4.15), (4.16), (4.17), [15, (4.24)] and [15, (4.31)] we obtain the following.

**Proposition 4** (Expanding solutions of SHE). Let $p$, $q$, $s$, $\gamma$, $u_0$ be chosen as in [15, Theorem 4.1] and let $u$ be the unique solution of the Swift-Hohenberg equation (4.13)-(4.14) on $[0,T] \times \mathbb{B}$, for some $T > 0$, according to this theorem. Then, for any $t_1, \mu, \xi, \varepsilon > 0$ there exist $t_2 > t_1$ and

$$v \in C([t_1,t_2]; C(\mathbb{B})) \cap \bigcap_{r,k,\nu > 0} A(A_t(\pi/2); D(\Delta^k))$$

$$\cap W^{1,\eta}(t_1,t_2; \mathcal{H}_p^r(\mathbb{B})) \cap L^q(t_1,t_2; D(\Delta^2)) \cap C([t_1,t_2]; \mathcal{H}_p^{r,\gamma+2-\frac{q}{\eta}}(\mathbb{B}) \oplus \mathbb{C}_\omega)$$

such that

$$\|u - v\|_{W^{1,\eta}(t_1,t_2; \mathcal{H}_p^{r,\gamma}(\mathbb{B})) \cap L^q(t_1,t_2; D(\Delta^2))} + \|u - v\|_{C([t_1,t_2]; \mathcal{H}_p^{r,\gamma+2-\frac{q}{\eta}}(\mathbb{B}) \oplus \mathbb{C}_\omega)} + \|u - v\|_{C([t_1,t_2]; C(\mathbb{B}))} < \varepsilon$$

and $u(t_1) = v(t_1)$. Here $D(\Delta^k)$, $k \in \mathbb{N}$, is described by (3.3) and provides the required expansion for $u$. If in addition $t_1 \in [\tau_1, \tau_2]$, $0 < \tau_1 < \tau_2 < \infty$, then $t_2 - t_1$ is only determined by $u$, $\mu$, $\xi$, $\varepsilon$, $\tau_1$ and $\tau_2$, and for each $\alpha \in (0, \frac{1}{2} - \frac{1}{2q})$ we have

$$\|(u - v)(t_2)\|_{D(\Delta^2)} \leq C(t_2 - t_1)^{\alpha}$$

for some constant $C > 0$ that only depends on $\alpha$, $q$, $u$, $\mu$, $\tau_1$ and $\tau_2$.

**Remark 4.** The fact that the approximation $v$ of $u$ in Proposition 4 has values in $D(\Delta^k)$ for arbitrary $k \in \mathbb{N}$ allows us to choose an arbitrary long expansion for $u$ according to (3.3). Furthermore, $q$ in Proposition 4 can be chosen arbitrary large and hence $\alpha$ arbitrary close to $1/2$.

### 4.3. The case of closed manifolds.

Let $\mathcal{M}$ be a smooth, closed and connected $(n+1)$-dimensional Riemannian manifold, endowed with a Riemannian metric $f$ and let $\mathbb{S}^n$ be the unit sphere $\{z \in \mathbb{R}^{n+1} \mid |z| = 1\}$. Fix a point $o \in \mathcal{M}$ and denote by $x = d(o,z)$, the geodesic distance between $o$ and $z \in \mathcal{M} \setminus \{o\}$, where $d$ is the metric distance induced by $f$. There exists an $r > 0$ such that $(x,y) \in (0,r) \times \mathbb{S}^n$ are local coordinates around $o$ and moreover the metric in these coordinates becomes

$$f = dx^2 + x^2 f_{\mathbb{S}^n}(x),$$

where $x \mapsto f_{\mathbb{S}^n}(x)$ is a smooth family of Riemannian metrics on $\mathbb{S}^n$ (see, e.g., [11, Lemma 5.5.7]). Assuming that $f_{\mathbb{S}^n}(\cdot)$ is smooth up to $x = 0$ and also does not degenerate up to this point, we can regard $(\mathcal{M} \setminus \{o\}) \cup \{(0) \times \mathbb{S}^n\}$, $f$ as a conic manifold with one isolated conical singularity at the pole $o$. From this point of view, the results of this section are applied to the porous medium equation and the Swift-Hohenberg equation on $(\mathcal{M}, f)$ respectively. Note that in both cases the solution is well defined on $\mathcal{M}$ since it is a time dependent constant on $\{0\} \times \mathbb{S}^n$. However, the latter remarks must be modified for $f$ to be a smooth family of metrics on $\mathcal{M}$.
REFERENCES

[1] H. Amann, Dynamic theory of quasilinear parabolic equations. I. Abstract evolution equations, Nonlinear Anal., 12 (1988), 895–919.
[2] H. Amann, Linear and Quasilinear Parabolic Problems, Vol. I Abstract Linear Theory, Monographs in Mathematics, Birkhäuser Verlag, 1995.
[3] W. Arendt, C. Batty, M. Hieber and F. Neubrander, Vector-valued Laplace Transforms and Cauchy Problems, Monographs in Mathematics, Birkhäuser Verlag, 2001.
[4] P. Clément and S. Li, Abstract parabolic quasilinear equations and application to a groundwater flow problem, Adv. Math. Sci. Appl., 3 (1993/94), 17–32.
[5] G. Da Prato and P. Grisvard, Sommes d’ opérateurs linéaires et équations différentielles opérationnelles, J. Math. Pures Appl., 54 (1975), 305–387.
[6] L. De Simon, Un’applicazione della teoria degli integrali singolari allo studio delle equazioni differenziali lineari astratte del primo ordine, Rend. Sem. Mat. Univ. Padova, 34 (1964), 205–223.
[7] G. Dore, $L^p$ regularity for abstract differential equations, in Functional Analysis and Related Topics, Springer Verlag, 1993.
[8] G. Dore and A. Venni, On the closedness of the sum of two closed operators, Math. Z., 196 (1987), 189–201.
[9] N. Kalton and L. Weis, The $H^\infty$-calculus and sums of closed operators, Math. Ann., 321 (2001), 319–345.
[10] A. Lunardi, Analytic Semigroups and Optimal Regularity in Parabolic Problems, Progress in Nonlinear Differential Equations and Their Applications, Birkhäuser Verlag, 1995.
[11] P. Petersen, Riemannian Geometry, Graduate Texts in Mathematics, Springer Verlag, 2016.
[12] Y. Pomeau and P. Manneville, Wavelength selection in cellular flows, Phys. Lett. A, 75 (1980), 296–298.
[13] J. Prüss and G. Simonett, Moving Interfaces and Quasilinear Parabolic Evolution Equations, Monographs in Mathematics, Birkhäuser Verlag, 2016.
[14] N. Roidos, Complex powers for cone differential operators and the heat equation on manifolds with conical singularities, Proceedings of the Amer. Math. Soc., 146 (2018), 2995–3007.
[15] N. Roidos, The Swift-Hohenberg equation on conic manifolds, J. Math. Anal. Appl., 481 (2020), 123491.
[16] N. Roidos and E. Schrohe, Existence and maximal $L^p$-regularity of solutions for the porous medium equation on manifolds with conical singularities, Commun. Partial Differ. Equ., 41 (2016), 1441–1471.
[17] N. Roidos and E. Schrohe, Smoothness and long time existence for solutions of the porous medium equation on manifolds with conical singularities, Commun. Partial Differ. Equ., 43 (2018), 1456–1484.
[18] N. Roidos, E. Schrohe and J. Seiler, Bounded $H^\infty$-calculus for boundary value problems on manifolds with conical singularities, preprint, arXiv:1906.03701.
[19] E. Schrohe and J. Seiler, Bounded $H^\infty$-calculus for cone differential operators, J. Evol. Equ., 18 (2018), 1395–1425.
[20] E. Schrohe and J. Seiler, The resolvent of closed extensions of cone differential operators, Canad. J. Math., 57 (2005), 771–811.
[21] J. Swift and P. Hohenberg, Hydrodynamic fluctuations at the convective instability, Phys. Rev. A, 15 (1977), 319–328.
[22] H. Tanabe, Equations of Evolution, Monographs and Studies in Mathematics, Pitman Publishing, 1979.
[23] M. Tlidi, M. Georgiou and P. Mandel, Transverse patterns in nascent optical bistability, Phys. Rev. A, 48 (1993), 4506–4609.
[24] J. L. Vázquez, The Porous Medium Equation, Mathematical Theory, Oxford Mathematical Monographs, Oxford University Press, 2007.
[25] L. Weis, Operator-valued Fourier multiplier theorems and maximal $L^p$-regularity, Math. Ann., 319 (2001), 735–758.

Received February 2020; revised January 2021.

E-mail address: roidos@math.upatras.gr