Quantum solvability of noisy linear problems by divide-and-conquer strategy
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Abstract. Noisy linear problems have been studied in various science and engineering disciplines. A class of “hard” noisy linear problems can be formulated as follows: Given a matrix $\hat{A}$ and a vector $b$ constructed using a finite set of samples, a hidden vector or structure involved in $b$ is obtained by solving a noise-corrupted linear equation $\hat{A}x \approx b + \eta$, where $\eta$ is a noise vector that cannot be identified. For solving such a noisy linear problem, we consider a quantum algorithm based on a divide-and-conquer strategy, wherein a large core process is divided into smaller subprocesses. The algorithm appropriately reduces both the computational complexities and size of a quantum sample. More specifically, if a quantum computer can access a particular reduced form of the quantum samples, polynomial quantum-sample and time complexities are achieved in the main computation. The size of a quantum sample and its executing system can be reduced, e.g., from exponential to sub-exponential with respect to the problem length, which is better than other results we are aware. We analyse the noise model conditions for such a quantum advantage, and show when the divide-and-conquer strategy can be beneficial for quantum noisy linear problems.
1. Introduction

The number of quantum algorithms that render problems that are prohibitively hard in the classical regime tractable is increasing. In particular, recent research is aimed at developing quantum algorithms that not only reduce the computational complexities but also minimise the resources required for the implementation; and hence, these algorithms can be feasible. Note that the realisation of such algorithms is becoming a reality even for intermediate-scale (e.g., only a few hundreds of) noisy qubits [1, 2, 3].

Owing to their simplicity, linear problems are considered in various practical applications. However, if noise is added, such a problem becomes exponentially difficult, and it can be defined as follows: Given a set of inputs \( a = a_0a_1\cdots a_{n-1} \in \mathbb{F}_q^n \) and modularised outputs \( b = a \cdot s + \eta_a \pmod q \in \mathbb{F}_q \), the “hidden” \( s = s_0s_1\cdots s_{n-1} \in \mathbb{F}_q^n \) needs to be found in the presence of noise \( \eta_a \) from a distribution \( \chi \). Here, \( \mathbb{F}_q \) is a finite field of order \( q \) and \( \mathbb{F}_n^q \) denotes the set of all its \( n \) tuples. To avoid confusion, we clarified that the noise \( \eta_a \) is intrinsic to the problem and does not implies any imperfections of a quantum system. In noise-free cases \( \eta_a = 0 \) \((\forall a)\), \( s \) can be determined, exhibiting only polynomial orders of (classical) samples and time complexities. For example, we can construct a linear equation using a sample set \( \{(a_i, b_i = a_i \cdot s \pmod q)\}_{i=0}^{M-1} \) \((M \geq n)\):

\[
\hat{A}x = b, \tag{1}
\]

where \( \hat{A} \) is an \( n \times n \) matrix whose elements \( A_{ij} \) are segments \( a_j \) of \( a_i \) in the \( i \)-th sample and \( b = (b_0, b_1, \ldots, b_{n-1})^T \). Thus, if the equations \( a_i \cdot s = b_i \) are linearly independent and \( \hat{A}^{-1} \) exists, \( s_j \) can be obtained for each \( j \) from the expression \( x = \hat{A}^{-1} b \), and \( s \) can be recovered [4]. Here, \( \hat{A}^{-1} \) is a modular inverse matrix. However, noisy and \( q \)-modularised samples render the task of solving Eq. (1) very difficult. In particular, the number of samples and time required to obtain a solution \( s \) increase exponentially with the system size \( n \) \([5, 6]\). The noisy linear problem has been a subject of recent research in quantum computation.

Concurrently, several quantum studies have been conducted to alleviate this noisy linear problem, e.g., by Cross et al. [7] and Grilo et al. [8]. A common and promising approach is to employ superposed quantum samples, which are defined as

\[
|\Psi\rangle = \frac{1}{\sqrt{|V|}} \sum_{a \in V} |a\rangle \cdot |a \cdot s + \eta_a \pmod q\rangle, \tag{2}
\]

where \( V \subseteq \mathbb{F}_q^n \) and \( |V| \) is the cardinality of \( V \). Here, the number of states involved in the superposition to achieve quantum speedup scales exponentially with \( n \), and \( |V| \) is of the order, \( O(q^n) \). This condition is crucial for achieving exponential speedup and suggests that (A.1) a large \([i.e., O(q^n)-scaling]\) set, say \( V \), of classical (or non-superposition) samples can be \((pre-)\)allocated in a memory and (A.2) the memory address can be loaded into multiple samples in a superposition. Here, it should be noted that \( V \) is not supposed to be directly queried in the quantum setting and exists only for the

\[\text{‡ Throughout this paper, the term “the size of a quantum sample” denotes the number of the (classical) input-output pairs \((a, a \cdot s + \eta_a \pmod q)\) to be quantum-superposed in constituting } |\psi\rangle.\]
construction of a quantum sample, as in Eq. (2). In such a quantum setting, it can be shown that a reasonable quantum speedup can be achieved, requiring only polynomial orders of quantum samples and execution time.

While Cross et al. and Grilo et al. proposed an efficient quantum algorithms for the noisy linear problem, there has been a debate on the total computational complexity, for example, including the preparation of the initial quantum state $|\Psi\rangle$ which is a massively superposed and entangled state. Here, a useful quantum gadget, quantum random access memory (QRAM), can be considered [9, 10]. However, while the usefulness of QRAM has been outlined, its implementation involves high computational costs [11], and it could affect the speedup achieved in the main computation [12]. In this study, we consider this very problem. Thus, instead of following the original algorithms which require massive superposition and entanglement, we introduce an approach to ease the tariff to prepare the initial quantum state using the divide-and-conquer strategy. The advantages are straightforward; that is, the algorithm can be executed on the reasonable scale of the quantum gadgets (including QRAM and main computing operations).

In the quantum divide-and-conquer algorithm, the entire system in $\mathbb{F}_q^n$ is divided into $n$ number of segment systems in $\mathbb{F}_q$ [13, 14]. The debatable issues in such a quantum divide-and-conquer algorithm are: 1) will the divide-and-conquer protocol work in this quantum algorithm, 2) if so, what will be the computational complexity depending on how finely we divide the problem? Answering these questions is not simple. Here, we successfully manage to address the aforementioned issues and prove that even including the state preparation time, we can bring down the computational time to sub-exponential. We also report that the extent to which the size of a quantum sample and its executing system can be reduced is dependent on the noise model and the problem condition. Thus, on the basis of our analysis, we can present a certain criterion for determining whether a reasonable quantum speedup can be achieved when the divide-and-conquer strategy is used.

2. Resized quantum sample

Before starting an analysis, the noise model should be defined because it affects the efficiency of an algorithm. First, we consider the case where modulo $q$ of $a_j, b_j \in \mathbb{F}_q$ is sufficiently large and increases with the problem length $n$. Subsequently we consider the noise model, i.e., distribution $\chi$, as being a discrete uniform or bounded Gaussian (frequently referred to as a truncated normal) distribution in the interval $[-\xi, \xi]$ around zero [6]. Thus, we have

$$|\eta_a| \leq \xi.$$  

(3)

Here, we set $\xi \ll q$. Therefore, the increment in $\xi$ with respect to $n$ is not greater than that in $q$. Such a noise model has been commonly used in relevant studies [5, 15].

The divide-and-conquer strategy is used as follows. The system, $\mathbf{a} = a_0a_1 \cdots a_{n-1} \in \mathbb{F}_q^n$, is divided into $n$ subsystems of scale $\mathbb{F}_q$. Consequently, $n$ $q$-qudits are processed,
instead of a $q^n$-qudit. For this strategy, a prior assumption is that we have access to a specific sample in $V$ efficiently to eliminate the $k$-th segment, $a_k$, of another sample. This assumption can be invoked by (A.1) and (A.2). Subsequently, by performing Gaussian elimination(-like) additions of the samples in $V$, e.g., as in the method of “sample reduction” in Refs. [13, 16], we can construct a resized sample $(a'_j, b'_j)$ consisting of the following inputs: only the $j$-th element, $a'_j \in \mathbb{F}_q$, and the correct label,

$$b'_j = a'_j s_j + \eta'_j,$$

which is the $j$-th element of the vector, e.g., $b'$. Here, the number of sample additions in the Gaussian elimination, denoted as $\kappa$, is at most $O(n^3)$ [4]. However, it should be noted that the noise spectrum changes from $\eta_a$ to $\eta'_j$ during the sample reduction, because the repetition of the sample additions causes “spreading out” of the noise distribution. Thus, the noise bound $\xi$ in Eq. (3) increases, and the increase can be expressed as

$$\xi \to \xi' = \kappa \xi.$$

Such a behaviour of the noise in the resized samples limits the applicability of the algorithm. In particular, it strongly depends on the problem condition, i.e., the orders of $q$ and $\xi'$. For example, in the worst case, if $\xi' \gg q$, the noise $\eta'_j$ spreads out uniformly in $[0, q-1]$ because of the modular arithmetic of $b'_j \in \mathbb{F}_q$. In this case, it is impractical to solve the problem. Accordingly, the noise model should be made more specific by assuming the condition,

$$\xi' = \kappa \xi \ll q;$$

therefore, the noise distribution $\chi$ maintains its original bounded shape and satisfies

$$|\eta'_j| \leq \xi' = \kappa \xi.$$

This leads to the following important condition for our divide-and-conquer strategy to be effective:

The order of $q$ has to be greater than $O(n^3 \xi)$.

(8)

Consequently, we can consider a resized quantum sample with the form,

$$|\psi_j\rangle = \frac{1}{\sqrt{|v_j|}} \sum_{a'_j \in v_j} |a'_j\rangle \otimes |a'_j s_j + \eta'_j\rangle,$$

satisfying $|v_j| \leq q \ll |V| \leq q^n$. Here, we note that the size of the system is reduced, such that $(\mathcal{D}, \mathcal{A}) \in \mathbb{F}_q^n \otimes \mathbb{F}_q \to (\mathcal{D}', \mathcal{A}') \in \mathbb{F}_q \otimes \mathbb{F}_q$. Assuming that $v_j$ can efficiently be accessed in the superposition, e.g., by implementing QRAM [15] we can, in principle, obtain such a quantum sample $|\psi_j\rangle$ in the form of Eq. (9) (see Appendix A).

§ We note that such a quantum scenario is certainly different from the classical one in which the classical oracle is referenced up to $|V|$ times at first to construct $V$, and these oracle calls are considered as the queries to identify $s$.

|| Here, we comment that the memory cost can be more saved, such as using the technique in Ref. [17].
3. Quantum divide-and-conquer algorithm for noisy linear problem

Here, we propose a quantum algorithm based on the divide-and-conquer strategy. Given $|\psi_j\rangle$ as in Eq. (9), we implement a subroutine of the Bernstein-Vazirani (BV) kernel [18], denoted as BV($|\psi_j\rangle$). Here, BV($|\psi_j\rangle$) consists of two QFT$_q$'s, each of which is applied to the $j$-th partitioned $D'$ and $\mathcal{A}$. QFT$_q$ denotes the $q$-dimensional quantum Fourier transform,

$$QFT_q |j\rangle = \frac{1}{\sqrt{q}} \sum_{k=0}^{q-1} \omega^{jk} |k\rangle,$$

where $\omega = e^{i2\pi q}$.

After implementing BV($|\psi_j\rangle$), we measure the states of $D'$ and $\mathcal{A}$. We subsequently obtain the $j$-th candidate $\tilde{s}_j$, which is subjected to an $M$-trial test, denoted as $T(\tilde{s}_j, M)$, to examine whether $\tilde{s}_j$ is acceptable. If $T(\tilde{s}_j, M)$ is completed by accepting $\tilde{s}_j = s_j$, we go on to a $j + 1$. Otherwise, if $T(\tilde{s}_j, M)$ fails, then BV($|\psi_j\rangle$) is re-implemented with a different $|\psi_j\rangle$ to find and test the other $\tilde{s}_j$ values. These processes—implementing BV($|\psi_j\rangle$) and performing $T(\tilde{s}_j, M)$—are repeated $L \leq q$ times for different candidates $\tilde{s}_j$ until one of them is accepted. Here, the condition $L \leq q$ is attributable to the possible number of choices for $\tilde{s}_j$ being $q$. If we accept $\tilde{s}_j$ for each $j$, then $\tilde{s}_0 \tilde{s}_1 \cdots \tilde{s}_{n-1}$ is identified as the solution $\mathbf{s}$. Otherwise, the algorithm retrieves a 'failure.' Note that $\mathbf{s} = \tilde{s}_0 \tilde{s}_1 \cdots \tilde{s}_{n-1}$ is dismissed if even if one $\tilde{s}_j$ (among $n$) is not equal to the true segment $s_j$ of $\mathbf{s}$.

The $M$-trial test $T(\tilde{s}_j, M)$ is conducted as follows: First, a 'deterministic' (i.e., not superposed or classical) test sample $|t_j\rangle_{D'} |t_j s_j + \eta'_j\rangle_{\mathcal{A}}$ is prepared using the other $n$ original classical samples. Here, $t_j$ is also arbitrarily chosen. Second, after measuring $|t_j\rangle_{D'}$ and $|t_j s_j + \eta'_j\rangle_{\mathcal{A}}$, the following quantity is evaluated:

$$\Delta_j = |(t_j s_j + \eta'_j) - t_j \tilde{s}_j| = |t_j(s_j - \tilde{s}_j) + \eta'_j|.$$  \hspace{1cm} (11)

Note that when $\tilde{s}_j = s_j$, the condition $\Delta_j = |\eta'_j| \leq \xi'$ is always true, as suggested by Eq. (7). Thus, if $\Delta_j \leq \xi'$, the aforementioned two steps are performed by preparing other deterministic test samples. When the candidate $\tilde{s}_j$ satisfies $\Delta_j \leq \xi'$ for $M$ different test samples, $T(\tilde{s}_j, M)$ passes accepting $\tilde{s}_j = s_j$; otherwise, $T(\tilde{s}_j, M)$ fails. Here, the probability that $\Delta_j \leq \xi'$ is satisfied even when $\tilde{s}_j \neq s_j$ is smaller than $\frac{2\xi'+1}{q}$. Therefore, the probability that we incorrectly accept a candidate $\tilde{s}_j$ for any $j$ is at most

$$\left(\frac{2\xi'+1}{q}\right)^M,$$  \hspace{1cm} (12)

which is expected to decay fast because $\xi' \ll q$, as specified in Eq. (6).

In Fig. 1 the schematic of our divide-and-conquer algorithm is depicted, where all-at-once algorithm is also given for comparison.
Figure 1. A schematic of our divide-and-conquer algorithm. The main idea is to divide the system into \( n \) subsystems. This enable us to use the ‘small-sized’ learning elements; i.e., the quantum samples \(|\psi_j\rangle\) defined as in Eq. (9), and subroutine of the algorithm kernel, denoted by \( BV(|\psi_j\rangle) \). In our algorithm, we run the subroutine \( BV(|\psi_j\rangle) \) to obtain a candidate fraction \( \tilde{s}_j \) for each \( j \). With the obtained \( \tilde{s}_j \), we also perform a test \( T(\tilde{s}_j, M) \) by checking if \( \tilde{s}_j \) is (in)competent for the true fraction \( s_j \). Here, if the test \( T(\tilde{s}_j, M) \) fails to verify \( \tilde{s}_j = s_j \) during \( L \) different candidates \( \tilde{s}_j \), it returns a null (or empty) output in \( j \)-th round. In this way, we attempt to find the solution \( s \) by identifying \( \tilde{s}_j = s_j \) for every \( j \). Here, our algorithm gives “failure”, if any of \( \tilde{s}_0, \tilde{s}_1, \ldots, \tilde{s}_{n-1} \) is not identified with null output (See the main text for details). We also depict all-at-once algorithm for comparison.

4. Quantum-sample and time complexities

Herein, we present the details of the proposed algorithm and the analysis of its computational performance. First, consider the sample state \(|\psi_j\rangle\) in Eq. (9). Here, if we assume that there is no noise, i.e., \( \eta_j = 0 \), then implementing \( BV(|\psi_j\rangle) \) yields

\[
\frac{1}{q\sqrt{q}} \sum_{a_j' \in \mathbb{F}_q} \sum_{k_j, k^* \in \mathbb{F}_q} \omega_{a_j'}(k_j + s_j k^*) |k_j\rangle_{a_j'} |k^*\rangle_{a_j'} = \frac{1}{q} \sum_{k^* \in \mathbb{F}_q} |s_j k^*\rangle_{a_j'} |k^*\rangle_{a_j'},
\]

(13)

where we have chosen \( v_j = \mathbb{F}_q^\prime \) (thus, \(|v_j\rangle = q\)) and used the discrete \( \delta \)-function,

\[
\delta_{k_j, -a s_j k^*} = \frac{1}{q} \sum_{a_j' \in \mathbb{F}_q} \omega_{a_j'}(k_j + a s_j k^*).
\]

(14)

Thus, by measuring the states of \( a_j' \) and \( a_j' \), we can immediately obtain \( s_j \) without any test as long as \( k^* \neq 0 \). In this case, the probability of identifying \( s_j \) is \( 1 - \frac{1}{q} \).

Therefore, only \( n \) repetitions of the above process are required for finding the solution \( s = s_0 s_1 \cdots s_{n-1} \) without any test. Thus, the total number of quantum samples required to identify \( s \) is approximately \( \frac{n}{q-1} \), and the algorithm accepts polynomial quantum-sample/time complexity. This is comparable to the classical results and there is no quantum speedup.
In a noisy linear problem (i.e., $\eta_j' \neq 0$), after implementing $\text{BV}(|\psi_j\rangle)$, the states of $\mathcal{A}$ are not perfectly correlated with those of $\mathcal{B}'$ and we cannot apply the $\delta$-function in Eq. (14). Instead, states $|k_j\rangle_{\mathcal{B}'},$ and $|k^*\rangle_{\mathcal{A}}$ are correlated as follows:

$$\frac{1}{q} \sum_{a_j' \in v_j} \sum_{k_j,k^* \in F_q} \omega^\eta_j'(k_j+s_j k^*+\eta_j' k^*) |k_j\rangle_{\mathcal{B}'} |k^*\rangle_{\mathcal{A}}.$$

(15)

Thus, $\text{BV}(|\psi_j\rangle)$ yields candidate $\tilde{s}_j$, which is generally not equal to $s_j$. The probability that $\tilde{s}_j$ is equal to $s_j$, denoted as $P(\tilde{s}_j = s_j)$, is calculated by substituting $k_j = -s_j k^*$ into Eq. (15) as follows:

$$P(\tilde{s}_j = s_j) = \frac{1}{q^2 |v_j|} \left| \sum_{k^* \in F_q} \sum_{a_j' \in v_j} \omega^\eta_j' k^* |s_j k^*\rangle_{\mathcal{A}} \right|^2 \geq \frac{1}{q^2 |v_j|} \sum_{k^* \in F_q} \left( \sum_{a_j' \in v_j} \text{Re} \left( \omega^\eta_j' k^* \right) \right)^2,$$

(16)

where $\text{Re}(z)$ is the real part of the complex number $z$ and the lower bound in the last line originates from the trivial estimation, $|z|^2 \geq |\text{Re}(z)|^2$. Thus, we can bound the probability $P(\tilde{s}_j = s_j)$ as

$$P(\tilde{s}_j = s_j) \geq \frac{\gamma |v_j|}{\xi' q} \cos^2 (2\pi \gamma).$$

(17)

This lower bound follows from

$$\text{Re} \left( \omega^\eta_j' k^* \right) \geq \cos \left( 2\pi \gamma \frac{|\eta_j'|}{\xi} \right) \geq \cos (2\pi \gamma),$$

(18)

where we let $k^* \leq \left\lfloor \frac{2\eta_j'}{\xi} \right\rfloor$ with $\gamma \in [0, \frac{1}{4})$, which leads to $\sum_{k^* \in F_q} \rightarrow \sum_{k^* \leq \lfloor \frac{2\eta_j'}{\xi} \rfloor}.$

It remains to be investigated whether the bounds on the quantum-sample/time complexity, i.e., $O(nL)$, reduces to a polynomial in $n$. This can be achieved by analysing the possible results as follows:

(i) We can achieve $s = \tilde{s}_0 \tilde{s}_1 \cdots \tilde{s}_{n-1}$ by verifying $\tilde{s}_j = s_j$ for each $j$, which indicates successful operation of the algorithm. Here, let the probability of the overall algorithm success be $1 - \delta$ (for any $\delta \geq 0$).

(ii) The algorithm can return a “failure” to identify $s$ with a null output for any $j$.

(iii) Another failure occurs when the algorithm accepts $\tilde{s}_0 \tilde{s}_1 \cdots \tilde{s}_{n-1}$, even with $\tilde{s}_j \neq s_j$, for any $j$.

First, let us analyse case (iii) by considering the probability, denoted as $\text{Prob}(\text{iii})$, of incorrectly identifying the solution $s$. From Eq. (12) and by noting that $\tilde{s}_0 \tilde{s}_1 \cdots \tilde{s}_{n-1} \neq s$ if even one $\tilde{s}_j$ (among $n$) is not equal to $s_j$, we can bound $\text{Prob}(\text{iii})$ as

$$\text{Prob}(\text{iii}) \leq L \left( \frac{2\xi' + 1}{q} \right)^M.$$

(19)
Table 1. Comparison of the complexities of classical and quantum noisy linear algorithms. Note that results of Lyubashevsky’s algorithm are case for $q = 2$. \(\tilde{O}(\cdot)\) is soft-$O$, which is used to ignore logarithm $n$. In classical algorithms, $n^{\epsilon} \leq \xi$ is considered with $\epsilon \in (0, 1)$. Here, $1 - \delta$ is lower bound of success probability.

Here, for large $n$, we expect Prob(iii) to reduce to 0. Thus, the number, $M$, of test trials should be set such that the order of \(\left(\frac{2^{C+1}}{q}\right)^M\) decreases as fast as $O(L^{-1})$ with an increase in $n$. Thus, once $\tilde{s}_0, \tilde{s}_1, \ldots, \tilde{s}_{n-1}$ are accepted, we can obtain the solution as $s = \tilde{s}_0 \tilde{s}_1 \cdots \tilde{s}_{n-1}$ confidently.

Nevertheless, the algorithm can return “failure” with a certain probability, e.g., Prob(ii). To analyse this, recall Eq. (17). Noticeably, for large $n$, the probability of having a null output for any $j$ is at most

\[
(1 - C\xi^{\ell-1})^L \simeq \frac{\delta}{n},
\]

where $C = \gamma \cos^2 (2\pi\gamma)$. This approximation can be confirmed by the following critical settings:

\[
|v_j| = O(q) \ (\forall j) \text{ and } L = C\xi^\ell \ln \frac{n}{\delta}.
\]

Here, it is crucial that the order of $q$ in Eq. (17) is cancelled by the size of the quantum sample, i.e., $|v_j|$. Note that the condition $L \leq q$ should be satisfied. Thus, we can obtain the lower bound of the overall success probability, Prob(i), as follows:

\[
\text{Prob}(i) \geq \left(1 - \frac{\delta}{n}\right)^n \simeq 1 - \delta,
\]

or, equivalently, the upper bound of the overall failure probability as $\text{Prob}(ii) \leq \delta$.

Finally, we can present the quantum-sample/time complexity of our algorithm. Given the $\xi$-bounded noise distribution $\chi$, the proposed algorithm can learn $s$ with a probability greater than $1 - \delta$. As the total number of quantum samples required to complete the algorithm is at most $n \times L$, the quantum-sample complexity can be expressed as

\[
O\left(n\kappa \xi \log \frac{n}{\delta}\right)
\]

using Eq. (21). Thus, we obtain a polynomial quantum-sample complexity by adopting

\[
\xi = O(\text{poly}(n)).
\]

This directly leads to a polynomial time complexity as

\[
O\left(\text{poly}(n, \log \frac{n}{\delta})\right)
\]

with $\kappa = O(n^3)$. Table 1 presents a comparison of the computational costs of the classical and quantum algorithms.
5. Discussion

The quantum sample size, denoted as $|v_j|$, is an important factor for the algorithm. If no superposed sample is used, polynomial quantum-sample and time complexities will not be guaranteed. For instance, let us consider a deterministic sample $|\psi_j\rangle = |a_j\rangle |a^j_s + \eta_j\rangle$ which is not superposed but still allows to process the quantum parallelism by QFT$q$’s in the BV kernel. In this case, the order of $q^{-1}$ in the lower bound of $P(\tilde{s}_j = s_j)$ in Eq. (17) cannot be cancelled out because $|v_j| = 1$. Thus, we have a condition different from Eq. (21), and it will affect the computational complexities (a detailed description is provided below).

The divide-and-conquer strategy can allow a smaller degree, i.e., $|v_j| = O(q) \ (\forall j)$, of the quantum sample size compared to $|V| = O(q^n)$. Furthermore, the cost of implementing the BV($|\psi_j\rangle$) algorithm kernel is also lowered, requiring only $2 \times O(q \log q)$ (controlled rotation) operations, compared to those of $(n+1) \times O(q \log q)$ in Ref. [8]. However, it should be implement $n$ times to complete the algorithm—understandably, operating a $2 \times O(q \log q)$ circuit $n$ times with the resized quantum sample $|\psi_j\rangle$ [as in Eq. (9)] is much easier than operating a large $(n+1) \times O(q \log q)$ circuit once with the largely superposed one $|\Psi\rangle$ [as in Eq. (2)]. For a more detailed analysis, let us look into the following three specific cases:

Case 1.—If $q$ is sub-exponential, e.g., $q \in [2^n, 2^{1+n^\epsilon})$ for $|\epsilon| < 1$ (similar to the case of a stringent cryptographic scenario [15] and considered in Ref. [8]), the solution $s$ can be found in a polynomial time satisfying the critical conditions in Eqs. (6) and (24). Thus, quantum polynomial solvability is achieved; and the sizes of the quantum samples and the executing system are sub-exponential. Note that such a polynomial solvability is not achievable without a quantum computer, even though a resized quantum sample as in Eq. (9) is available (as argued in Ref. [8]).

Case 2.—If $q \in \text{poly}(n) \geq O(n^3\epsilon)$ [4] the reduction in the superposition size from $O(q^n) \rightarrow O(q)$ becomes remarkable, i.e., from exponential to polynomial. However, in this case, the cancellation of $O(q^{-1})$ in Eq. (17) becomes trivial because the orders of $\xi$ and $q$ are identical. Thus, the classical algorithms can also achieve polynomial sample/time complexity in this case. For example, one may consider a simple strategy which tests each possible number [i.e., $q \in \text{poly}(n)$] of candidates with the non-superposed samples generated by measuring Eq. (9) in the computational basis.

Case 3.—If we consider another extreme case that $q$ is equal to or larger than the exponential in $n$, polynomial quantum-sample/time complexity can occur and exponential speedup is valid. However, the reduction in the sample (or system) size from $O(q^n)$ to $O(q)$ will be irrelevant and the divide-and-conquer algorithm will not be significantly advantageous over Grilo et al.’s original algorithm [8].

The examples in Cases 1–3 indicate when and how polynomial quantum-sample and time complexities can be achieved and to what extent the system size is relevantly reduced. First, as long as we can access the resized sample as in Eq. (9), the divide-and-
conquer strategy enables a polynomial quantum-sample/time complexity. However, the reduction in the size of quantum sample, and hence, the system, becomes significant in a particular scaling range of $q$, e.g., as in Case 1; specifically, when the order of $q$ is larger than that of the optimal classical sample complexities. Otherwise, one can consider the strategy without using a quantum computer, as described in Case 2, requiring only $\simeq O(nq)$ of the non-superposed samples. For example, if $q$ scales as $2^{O(n/\log n)}$, one can test $\mathcal{T}(\tilde{s}_j, M)$ with each candidate $\tilde{s}_j \in [0, q]$ by measuring Eq. (9). In this case, the number of non-superposed samples required to identify $s$ is approximately $M \times n \times 2^{O(n/\log n)}$, which is comparable to the result of Ref. [13] (for $q = 2$), and the quantum computer is not significantly powerful. Conversely, if $q$ scales excessively large, e.g., exponential in $n$, the power of the quantum computer can be confirmed; however, the divide-and-conquer algorithm will not be helpful because the size of the sample $|\psi_j\rangle$ and $\text{BV}(|\psi_j\rangle)$ is still exponential.

We have critically analysed quantum solvability of noisy linear systems, which will place the implication of the achieved speedup in an appropriate context. However, it should be clarified that it is still hard to make a conclusive statement about whether contemporary quantum algorithms are able to overcome the NLP-hardness; and hence, the NLP-based crypto-hardness. There is potential for more efficient realisation of the algorithm with the reduction in the size of the quantum samples.
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$^+$ This is an optimal level of sample complexity that can be obtained from the classical algorithm [13].
Appendix A. Schematic of QRAM process to construct Eq. (9)

QRAM can read allocated data output, such that

\[
\frac{1}{\sqrt{|R|}} \sum_{\text{adr} \in R} |\text{adr}\rangle |\text{null}\rangle \rightarrow \frac{1}{\sqrt{|R|}} \sum_{\text{adr} \in R} |\text{adr}\rangle |D_{\text{adr}}\rangle,
\]  

(A.1)

where $|\text{adr}\rangle$ is the address state, $|\text{null}\rangle$ is the null state, $R$ denotes the space of the addresses, and $D_{\text{adr}}$ denotes the data. In our case, $D_{\text{adr}}$ can be considered as the resized samples, $(a'_j, a'_j s_j + \eta'_j)_{\text{adr}}$, in $v_j$. Note that the samples are allocated by $\text{adr}$. Thus, letting $|R| = |v_j|$, the address symbol, $\text{adr}$, can be expressed as a single-tuple of binary numbers: $\text{adr} = r_0 r_1 \ldots r_{l-1}$, where $r_j \in \{0, 1\}$ for all $j = 0, 1, \ldots, l - 1$. Here, $l = \lceil \log_2 |v_j| \rceil$. Thus, Eq. (A.1) yields an address-and-sample ‘entangled’ state as

\[
|\Psi\rangle = \frac{1}{\sqrt{|R|}} \sum_{\text{adr} \in R} |\text{adr}\rangle \left|(a'_j, a'_j s_j + \eta'_j)_{\text{adr}}\right\rangle_{a'_j, a'_j}
\]  

(A.2)

After decoupling the address and sample (called “fan-in”), we can obtain $|\psi\rangle$ in the form of Eq. (9). Here, the summation $\sum_{\text{adr} \in R}$ can be replaced by $\sum_{a'_j \in v_j}$ because each sample $(a'_j, a'_j s_j + \eta'_j)$ can be matched to its corresponding address $\text{adr}$. Conceptually, the symbols of $\text{adr}$ can be “incorporated into” or “synchronised with” those of $a'_j$.
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