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Abstract. The evaluation of explanation methods has become a significant issue in explainable artificial intelligence (XAI) due to the recent surge of opaque AI models in decision support systems (DSS). Explanations are essential for bias detection and control of uncertainty since most accurate AI models are opaque with low transparency and comprehensibility. There are numerous criteria to choose from when evaluating explanation method quality. However, since existing criteria focus on evaluating single explanation methods, it is not obvious how to compare the quality of different methods.

In this paper, we have conducted a semi-systematic meta-survey over fifteen literature surveys covering the evaluation of explainability to identify existing criteria usable for comparative evaluations of explanation methods.

The main contribution in the paper is the suggestion to use appropriate trust as a criterion to measure the outcome of the subjective evaluation criteria and consequently make comparative evaluations possible. We also present a model of explanation quality aspects. In the model, criteria with similar definitions are grouped and related to three identified aspects of quality; model, explanation, and user. We also notice four commonly accepted criteria (groups) in the literature, covering all aspects of explanation quality: Performance, appropriate trust, explanation satisfaction, and fidelity. We suggest the model be used as a chart for comparative evaluations to create more generalisable research in explanation quality.
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1 Introduction

AI model-based Decision support systems (DSS) have become increasingly popular due to their possibility of solving a variety of tasks, such as music recommendations or medical diagnosis. However, the highly accurate AI models lack
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both transparency and comprehensibility in their predictions, which has caused a new field to emerge; *explainable artificial intelligence* (XAI). In this field, the goal is to explain the opaque AI models with the help of explanation methods. However, the interest in explainability has simultaneously led to confusion on numerous fronts; it is, e.g., not clear how to evaluate and compare the quality of explanation methods [1].

The goal of explanations is to strengthen the user in making high-quality decisions by identifying when to trust and not trust the predictions, i.e., to make the user trust the system appropriately. However, many studies that evaluate explanation methods focus on how users experience explanations rather than the degree to which those explanations guide good decision-making. Furthermore, there are no generally accepted criteria for comparative evaluations. Instead, it is up to the individual researcher to decide which criterion to use. At the same time, there are many criteria to choose among, which makes it challenging to compare results from different evaluations. The main research objective in this study was to investigate if there exist generally accepted evaluation criteria, with a well-established method, that is possible to use for comparative evaluations of explanation methods.

A semi-systematic meta-survey was applied to fulfil the research objective. To ensure the quality of our research and find all related papers, we followed the methodology according to [2] but also took into consideration [3]. The study included fifteen literature surveys, covering a theoretical maximum of more than 2700 research articles. The methodology in the paper is divided into three steps: **Designing** the review (including choice of search terms, databases, inclusion and exclusion criteria, which type of information to extract, and the type of analysis), **conducting the review** with documentation of the process, and **analysing** the results based on the choices made in the design. The literature was collected from the areas of Computer Science, Social Science, Business and Marketing Science as well as Decision Science and limited to evaluation criteria for explanation methods. When the final sample was selected, the surveys were analysed to find evaluation criteria (definitions, usage, and quality threshold value). Each evaluation criterion was initially documented separately and then grouped based on definition and aspect of explanation quality. For a detailed description of the methodology in the study, see [4]. Several criteria were subjective and lacked method, which caused challenges in comparing the definitions.

The contributions of this paper are:

- We suggest measuring the outcome of the subjective evaluation criteria and thus make comparative evaluations possible.
- We also present a model, identifying existing evaluation criteria from four different research areas, the aspect of quality they measure and how they relate to each other.

The remainder of this paper is structured as follows: the next section provides a summary of the concept of post hoc explanation methods, while the results and discussion are presented in Sect. 3. The paper ends with some concluding remarks in Sect. 4.
2 Post Hoc Explanations

Research in explanations can be divided into two main focus areas [5,6]; transparency through interpretable models (interpretability) and post-hoc explanation methods for explaining opaque models (explainability). Post-hoc explanation methods apply to the output of the underlying model and create a simplified and interpretable model based on the relation between feature values and the prediction (see Fig. 1).

![Fig. 1. The extraction of Post-hoc explanations, inspired by [7]](image)

The relationships in the interpretable model are presented as explanations and can be, e.g., pixels in pictures, feature importance charts or words in texts, highlighting which features (pixels or words) that are important for the prediction. Explanations are intended to explain the model’s strengths and weaknesses to the users, creating a possibility to identify erroneous predictions and an understanding of the model’s rationale.

3 Results and Discussion

Evaluations of the use of explanation methods could be divided into three aspects of quality; model, explanation, and user (see Fig. 2) [1,8–11]. In line with earlier research, we found that many evaluation criteria had various names in different studies. Based on the findings in the literature, we grouped the criteria on how they were defined: how the criteria were collected, if the criteria were objective (system output) or subjective (human thoughts/output), and what the criteria were supposed to measure. We used the most common or well-established names in the surveys as the name of the criteria (groups). After the analysis, we identified eleven criteria.

3.1 The User Aspect

The majority of the criteria in the user aspect are subjective and challenging to measure. However, since changes in the subjective criteria cause the user’s mental model to change during the usage of the system, we consider the mental model as a container of these criteria and not a criterion of its own [7,10,12–14]. The resulting four criteria connected to the user aspect were:
Fig. 2. High-level model of the criteria groups in the different aspects of explanation quality.

- **Trust**: a highly used criterion and referred to in [14] as one of the absolute most important criteria for success. However, it is inherently subjective and therefore challenging to measure [8,11,14–16]. The definition of trust has been discussed in multiple research disciplines including psychology [17] and machine learning [11]. In [18] trust is related to both credibility and an attitude that an agent will help achieve an individual’s goals in a situation characterised by uncertainty and vulnerability. Trust has, in that way, two aspects: i) the user’s willingness to act based on the recommendation of the system and ii) their confidence in the correctness of the prediction [19]. In earlier research [17,20] two extreme reactions have been studied when users doubt the correctness of a system’s predictions: they put the system aside, not trusting it (*disuse*), or they set their doubts aside and blindly trust the system (*misuse*). There is, in other words, problematic to merely try to increase user’s trust in the system. There must be some form of alignment between the perceived and actual performance of the system.

- **Appropriate trust**: trust is also possible to define as an attitude formed by information about the system and previous experiences. The attitude creates intentions whether or not to rely on, or trust, the system resulting in *reliance* [14,21]. Under this definition, trust is directly connected to the quality of explanations, in the form of *appropriate trust* or *calibrated trust* [7,8,10,11,13–15,22–27]. A good mental model is a requirement for develop-
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The criterion is one of the outcomes of the user’s mental model (see Fig. 2), consisting of the user aspect (human trust in the system) and the explanation aspect (the output of the system) [8, 22]. When identifying the level of appropriate trust, the users try to identify the correct and erroneous predictions. The ideal result is a 1:1 situation where all correct and erroneous predictions are identified (see figure 3). All other cases lead to either misuse (overuse) or disuse (under-use). Appropriate trust could, in other words, be defined as the user’s accuracy; to what degree the users act according to the data.

- Appropriate trust is also closely connected to bias detection which is one of the desired outcomes of explanations. Bias is possible to detect when the user has high appropriate trust and, in that way, can identify the general patterns of errors in the system [14, 24, 26, 27]. However, [24] defines the term as more of a data set desiderata. The criterion could be seen as the joint outcome of the user’s mental model, together with appropriate trust, creating reliance (see Fig. 2).

- Explanation satisfaction: to what extent an explanation user interface or an explanation is suitable for the intended purpose [28]. This criterion is the outcome of the mental model (see Fig. 2). The evaluation is conducted with Likert scales, with questions similar to, e.g., if the user understands the explanations and finds them relevant.

| Actual value | Prediction |
|--------------|------------|
| T: T         | T: F       |
| F: T         | F: F       |

Fig. 3. Appropriate trust is the user’s ability to detect (trust) the true predictions and detect (distrust) the false predictions.

3.2 The Explanation Aspect

The Explanation aspect of quality is placed between the model aspect and the user aspect, focusing on the evaluations of the explanations. It is sometimes referred to as the user-machine performance, highlighting the relation between the machine and the human. The criteria are objective but can include humans in the evaluation. Five criteria were identified in this aspect:

- Fidelity: reflects how accurately the explanation method mirrors the underlying model [6, 7, 10–12, 24–26]. The fidelity could also be used to measure the
difference between description accuracy given by the system and the description accuracy assessed by the user, including a more subjective perspective [24].

- **Identity, Separability, Novelty, and Representativeness:** in [11] the authors suggest several new metrics for evaluation of explanations. The criteria are related to fidelity and catch the explanations’ correctness, although they can be calculated without the inclusion of humans. The three first criteria compare the explanations between different instances: i) identical instances should have identical explanations, ii) non-identical instances should not have identical explanations, and iii) the instance should not come from a region in instance space far from the training data. Finally, representativeness measures how many instances are covered by the explanation.

### 3.3 The Model Aspect

In the explanation aspect, the output from the user aspect, or mental model, is fed back to the system via the criteria, *appropriate trust* and *reliance* (see Fig. 2). Several evaluation criteria are connected to the underlying model’s aspect of quality:

- **Performance:** a group of criteria that, together with appropriate trust, is most often referred to in the surveys as important to the quality of the explanations. The criteria indicates the level of correctness of the model against the actual target, such as *accuracy* and is measured similar to appropriate trust (see Fig. 3) [1,7,10,11,13,14,16,23–26,29].

- **Fairness:** the opposite to bias, i.e., to what degree does the model have general errors patterns. However, they measure the same aspect of quality. A model without bias is unbiased [8], i.e., have a high level of fairness. The level of bias indicates the level of fairness and also the level of reliability of the model (see Fig. 2). The criteria are considered by some authors more of desiderata and are therefore somewhat lacking in method description [11].

- **Reliability:** close to the criterion Accuracy, since it signals a confidence measure of the model to the user in a specific situation [7,8,10,11,23,24]. Reliability is possible to measure in different ways. In, e.g., [10] the authors use questionnaires with likert scales and questions similar to if the XAI system is reliable.

### 3.4 Discussion

Comparative evaluations of explanation methods are challenging, and a general computational benchmark across all possible explanation methods is seen in [16] as unlikely to be possible due to the subjective characteristics. However, it is generally accepted that the mental model affects the level of appropriate trust and reliance in the system. If considering the mental model as a container of the subjective criteria, the outcome of the mental model would be possible to measure through the criteria appropriate trust (see, e.g., [10]). Although appropriate
trust does not explicitly answer how the user experiences the explanations, it demonstrates if they fulfil one of the most crucial goals of explanation methods; if the user can detect correct and erroneous predictions. By measuring the outcome of the mental model through appropriate trust, we get an objective metric for the quality of the user aspect and create possibilities for comparative evaluations of explanation methods.

It is essential to highlight that we do not consider the subjective criteria unnecessary or unimportant to measure. In contrast, we acknowledge them as crucial for quality. When evaluating a single explanation method, it could be vital to follow subjective criteria changes. However, if the evaluation intends to gain comparable results, we recommend using the appropriate trust criteria.

4 Conclusion

This paper conducted a semi-systematic meta-survey over fifteen surveys to find commonly accepted evaluation criteria, with a well-defined method possible to use in comparative evaluations. The field was found to focus on human-in-the-loop evaluations, creating severe challenges for quality comparisons.

The major contribution of the paper is the suggestion of using the criterion appropriate trust as an outcome metric of the subjective criteria in the mental model, overcoming the problems with comparative evaluations. We also present a high-level model of explanation method quality, identifying three aspects of quality: model, explanation, and user. The quality of an explanation method is suggested to be a composition of all three aspects. We also identified ten evaluation criteria (groups) in different quality aspects and their relation in the meta-survey. Four of the criteria were mentioned in more than half of the surveys as necessary for the quality of an explanation method: performance, appropriate trust, explanation satisfaction, and fidelity. These criteria cover all three aspects of explanation quality, and we suggest that they are used when researchers want to make their evaluations comparable.

The mental model consists of several subjective criteria, all of which can affect the output. We suggest as future work evaluations with human respondents studying how the subjective criteria affect the level of appropriate trust in the system.
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