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ABSTRACT

Recent works in the person re-identification task mainly focus on the model accuracy while ignore factors related to the efficiency, e.g. model size and latency, which are critical for practical application. In this paper, we propose a novel Hierarchical and Efficient Network (HENet) that learns hierarchical global, partial, and recovery features ensemble under the supervision of multiple loss combinations. To further improve the robustness against the irregular occlusion, we propose a new dataset augmentation approach, dubbed Random Polygon Erasing (RPE), to random erase irregular area of the input image for imitating the body part missing. We also propose an Efficiency Score (ES) metric to evaluate the model efficiency. Extensive experiments on Market1501, DukeMTMC-ReID, and CUHK03 datasets shows the efficiency and superiority of our approach compared with epoch-making methods.
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1. Introduction

The person re-identification aims at retrieving corresponding images of a given person among the gallery person database, which has vast promising applications such as video surveillance and criminal investigation. Since Yi et al. (2014) first apply the deep neural network to solve the ReID task, innumerous methods (Zhang et al., 2017; Sun et al., 2018; Zhu et al., 2017; Fu et al., 2018; Wang et al., 2018) emerge in succession. However, there are still challenges to apply the current person ReID methods into practical application. In the article, we focus on how to efficiently design and train the ReID model, and the idea can easily help to boost the performance of other methods.

Network architecture is one of the most concerned problems. Zheng et al. (2019) and Song et al. (2018) propose to use extra pose or mask information to improve the model performance, but they require an extra module to estimate the information and suffer from an extra time consumption. Liu et al. (2017) introduces an attention mechanism to enhance the model discrimination, and methods (Zhong et al., 2019; Liu et al., 2018) involve the idea of GAN to enrich the training dataset for reducing the impact of limited dataset. However, these methods generally require extra structures that increase the complexity of the network in practical application. Thus, many stripe-based methods are proposed, which are easy to follow and have pretty good performance. Sun et al. (2018) propose the PCB that divides the image into six stripes and obtains a good result. The popular MGN (Wang et al., 2018) acquires a better performance than other methods that uses multiple stripe branches. However, nearly all current methods focus more on the accuracy while ignore the efficiency of the model, which is equally important for practical application. Considering the above reasons, we assimilate the stripe-designed idea and propose a novel Hierarchical and Efficient Network (HENet), which use multiple branches to efficiently learn hierarchical features.

Some researchers focus on loss function designing, where stronger constraints can improve the model performance without increasing the model complexity. Wen et al. (2016) propose a center loss to learn the feature center of each class, while Xiao et al. (2017) design a non-parametric OIM loss to leverage unlabeled data. Hofer and Ailon (2015) apply the triplet loss to the ReID task and greatly improve the network performance by punishing intra-class and inter-class distances. Considering the design intention, we summarize center loss and OIM in one non-parametric category, while triplet and quadruplet losses in one hard sample mining category. Since different loss functions have different design intentions, we can use different kinds of loss functions simultaneously, expecting a mutual complementation among them for improving the model performance.

As we all know, the performance of deep neural network usually degrades in challenging scenarios, such as pose change, illumination intensity, and especially body occlusion. Liu et al. (2018) propose a pose-transfer network to extend the training dataset by generating images with different poses from only one input image, while Zhong et al. (2019) design a network named...
2. Related Work

2.1. Deep Person ReID

Hand-crafted methods had been dominating the person ReID task until learning-based methods arrived. Yi et al. (2014) first use neural network to solve the ReID issue which greatly improves the model performance. Subsequent stripe-based methods (Sun et al., 2018; Fu et al., 2018; Wang et al., 2018) focus on learning local features, and they have a high accuracy and are efficient for employment. Works (Zheng et al., 2019; Song et al., 2018) leverage extra information, such as human pose and body mask, to improve the model performance, but they generally consume extra storage space and inference time. Liu et al. (2017) introduce an attention mechanism to locate the active salient region that contains the person, while Zhang et al. (2017) and Suh et al. (2018) perform an alignment by calculating the shortest path between two sets of local features without requiring extra supervision. We employ stripe-based idea to design our model, which is easy to follow and has strong feature extraction ability for practical application.

2.2. Loss Function for Person ReID

Cross-entropy loss is normally employed as a supervisory signal to train a classification model, and many researchers focus on designing the loss function for the ReID task. Wen et al. (2016) propose a center loss that simultaneously learns feature center of each class and penalizes different feature center, while Xiao et al. (2017) propose an non-parametric OIM loss to further leverage unlabeled data. Hoffer and Ailon (2015) and Chen et al. (2017) employ a distance comparison idea to improve the network performance by punishing intra-class and inter-class distances. In the paper, we adopt multiple loss combinations in the training to extract hierarchical features ensemble, expecting a mutual complementation between different kinds of loss functions for improving the model performance.

2.3. Data Augmentation for Person ReID

Some GAN-based methods normally contribute the model performance by enriching the training dataset. For instance, Zheng et al. (2019) use CycleGAN to style-transfer labeled images to other cameras, which reduces the over-fitting as well as increases the data diversity. Liu et al. (2018) propose the pose-transfer network to synthesize images with different poses from only one input image, while PTGAN (Wei et al., 2018) bridges the domain gap among datasets when transferring a person from one dataset to another. Besides the way of generating more diverse images, some related works aim at solving body occlusion by adding erasing operation. Wei et al. (2017) use an adversarial erasing method to localize and expand object regions progressively. Zhong et al. (2017b) propose a RE dataset augmentation approach, which first selects a random rectangle region in an image and then erases its pixels with fixed values. To reduce the impact of irregular body occlusions, we propose a novel random polygon erasing (RPE) approach which brings a considerable improvement without adding complex structure or operation to the network.

3. Our Approach

3.1. The Structure of HENet

As shown in Fig. 2, the proposed HENet consists of three branches to extract hierarchical features. Specifically, global branch $G_1$ learns the global feature, while partial branch $P_4$
equally splits the whole feature map into 4 horizontal spatial bins for extracting partial features. Newly designed $R_{th}$ branch learns the recovery feature under the supervision of the reconstruction loss besides the CE loss. Considering the efficiency and performance for practical application, we employ ResNet50 (He et al., 2016) structure as the backbone of HENet that is line with other methods.

$GM_i$ is the global feature map belonging to branch $G_1$ after convolution operations. $GM_4$ and $PM_{4,j}$ are global and partial feature maps belonging to branch $P_4$, where $PM_{4,j}$ is the $j$th bin that is split from $GM_4$. Then we use pooling layer to generate global and partial intermediate features, $GI_1$, $GI_4$, and $PI_4,j$.

$$GL_i = Pooling(GM_i), PI_{4,j} = Pooling(PM_{4,j}), \quad (1)$$

where $i = 1, 4$ and $j = 1, 2, 3, 4$. Subsequently, convolution with 1x1 kernel is employed to generate final global feature $f_{Gi}$, with 512 vector dim and partial feature $f_{PI_4,j}$ with 256 vector dim.

$$f_{Gi} = Conv(GL_i), f_{PI_4,j} = Conv(PI_{4,j}), \quad (2)$$

In the training stage, $f_{Gi}$ are fed into linear layer $FC_{512}$ where Tri and CE losses serves as loss functions, while $f_{PI_4,j}$ are fed into linear layer $FC_{256}$ where OIM and CE losses are used.

$RM$ is the recovery feature map belonging to branch $R$ after convolution operations, and we also use the pooling layer to generate recovery intermediate feature $RI$.

$$RI = Pooling(RM). \quad (3)$$

The convolution with 1x1 kernel is also employed to generate final recovery feature $f_R$ with 512 vector dim.

$$f_R = Conv(RI). \quad (4)$$

Then a decoder is applied to reconstruct a low-resolution image by inputting $f_R$ during the training stage, where the reconstruction and CE losses serve as the cost loss functions.

3.2. Loss Functions

During the training stage, we employ triplet and CE losses for the global branch, OIM and CE loss for the partial branch, as well as reconstruction and CE losses for the recovery branch.

**CE Loss.** The person ReID belongs to the multi-classification task, which is generally supervised by the CE loss function. Denote $f_n$ as the $n_{th}$ extracted feature that belongs to $(f_{G_1}, f_{G_2}, f_{G_3}, f_{G_4}, f_{P_{1,j}}, f_{P_{2,j}}, f_{P_{3,j}}, f_{R})$, we obtain the following equation:

$$L_{CE} = - \sum_{n=1}^{N} \log \frac{exp(W_y f_n)}{\sum_{j=1}^{C} exp(W_j f_n)}, \quad (5)$$

where $N$ is the batch size, $y_n$ is the real label of the $n_{th}$ extracted feature inside $C$ classes, and $W_j$ is the weight vector for class $j$.

**Triplet Loss.** As for global branch, we apply extra triplet loss to improve the model performance by punishing intra-class and inter-class distances in the training stage. Specifically, we first random sample $P$ classes and then random sample $K$ images from each class. For each anchor sample $x_i^a$ that belongs to the class $i$, we select a positive sample $x_i^p$ that belongs to class $i$ and $j(i \neq j)$ respectively within a batch.

The detailed formula is shown below:

$$L_{Tri}(\theta; x) = \sum_{i=1}^{P} \sum_{a=1}^{K} \left[ m + \max_{p=1..K} D\left(x_i^a, x_p^a\right) - \min_{p=1..K} \min_{j \neq i} D\left(x_i^a, x_j^a\right) \right]_{+}, \quad (6)$$

where $m$ controls the margin between intra-class and inter-class.

**OIM Loss.** As for partial branch, we choose OIM loss to further enhance the discrimination of the extracted feature. When the category of the training dataset is large and each class only contains few instances, merely using CE loss may result in large variance of gradients in the classifier matrix, thus the model may not learn effectively (Xiao et al., 2017). Non-parametric OIM loss leverages extra unlabeled data in the training stage, which can make this deficiency up to some extent. As a result, we apply both OIM and CE losses to the partial branch, expecting mutual complementation between them. The formula with the input feature $x$ is shown below:
Algorithm 1: Random Polygon Erasing Procedure

Input: Input image $I$, Image size $W$ and $H$. Erasing probability $p$. Number of point $n$, Erasing area ratio range $s_1$ and $s_2$, Scale ratio $r$.

Output: Erased image $I^*$.

Initialization: $p_1 \leftarrow \text{Rand} (0, 1)$, $cnt \leftarrow 1$.

1. if $p_1 \geq p$ then
   2. $I^* \leftarrow I$;
   3. return $I^*$.
2. else
   3. while True do
      4. $S_e \leftarrow \text{Rand} (s_1, s_2) \times S$;
      5. $r_e \leftarrow \text{Rand} (r, 1/r)$;
      6. $W_e = \sqrt{S_e}/r_e$, $H_e = \sqrt{S_e \times r_e}$;
      7. if $W_e \leq W$ and $H_e \leq H$ then
         8. $P_{c,x} \leftarrow \text{Rand} (W_e/2, W - W_e/2)$;
         9. $P_{c,y} \leftarrow \text{Rand} (H_e/2, H - H_e/2)$;
        10. $w_{\text{min}} \leftarrow \text{Max} (P_{c,x} - W_e/2, 0)$;
        11. $w_{\text{max}} \leftarrow \text{Min} (P_{c,x} + W_e/2, W)$;
        12. $h_{\text{min}} \leftarrow \text{Max} (P_{c,y} - H_e/2, 0)$;
        13. $h_{\text{max}} \leftarrow \text{Min} (P_{c,y} + H_e/2, H)$;
        14. while $cnt \leq p$ do
           15. $p_{c,x} \leftarrow \text{Rand} (w_{\text{min}}, w_{\text{max}})$;
           16. $p_{c,y} \leftarrow \text{Rand} (h_{\text{min}}, h_{\text{max}})$;
           17. $cnt \leftarrow cnt + 1$;
        18. end
         19. mask $\leftarrow \text{MinPolygon} ((p_{c,x}, p_{c,y}))$;
         20. $I(\text{mask}) \leftarrow \text{Rand} (0, 255)$;
         21. $I^* \leftarrow I$;
        22. return $I^*$.
      8. end
   3. end

4. Experiment

4.1. Implementation Details

We use pre-trained ResNet-50 on ImageNet to initialize the HENet, and the Decoder consists of 4 convolution-deconvolution groups. During the training stage, we resize the input image to 384x128, and form batches by first random sampling 4 classes and then random sampling 4 images for each class. Adam is used as the optimizer with parameter settings ($\beta_1 = 0.9$, $\beta_2 = 0.999$) and weight decay $5 \times 10^{-4}$. We train the model for 200 epochs, set the base learning rate to $2 \times 10^{-4}$, and decay the learning rate to a tenth when arriving 160 epochs and 200 epochs. HENet is trained in a single TITAN X GPU on PyTorch framework (Paszke et al., 2017).

4.2. Dataset and Evaluation Protocol

Market1501 includes 32,668 images of 1,501 persons detected by the DPM from six camera views. This dataset is divided into the training set with 12,936 images of 751 persons, the testing set with 3,368 query images, and 19,732 gallery images of 750 persons.

DukeMTMC-ReID is a subset of the DukeMTMC dataset that contains 36,411 images of 1,812 persons from eight camera views. This dataset is divided into the training set with 16,522 images of 702 persons, the testing set with 2,228 query images, and 17,661 gallery images of 1110 persons.
CUHK03 consists of 14,097 images of 1,467 persons from six camera views and has two annotation types: manually labeled bounding boxes and DPM-detected bounding boxes (used in the paper). This dataset is divided into the training set with 7,365 images of 767 persons, the testing set with 1,400 query images, and 5,332 gallery images of 700 persons.

**Protocols** we used to evaluate the model performance contain mean average precision (mAP), as well as Cumulative Matching Characteristic (CMC) at rank-1 (R1), rank-5 (R5), and rank-10 (R10), which can be used in both Market1501 and DukeMTMC-ReID. As for CUHK03, we further adopt the protocol proposed in [Zhong et al., 2017a] where the experiments are conducted with 20 random splits for computing averaged performance. Moreover, we propose a new metric named Efficiency Score (ES) to evaluate the efficiency of the model for practical application, which considers another three factors besides R1 and mAP, i.e. feature dim (FD), model size (V), and forward speed (S).

### 4.3. Comparison with Epoch-Making Methods

We compare the proposed HENet with some epoch-making methods that are published in recent two years on aforementioned datasets. As shown in Table 1, HENet-base only contains global and partial branches, while other experiments of the proposed HENet are conducted by adding different components over HENet-base, e.g. RPE, Loss, and both components. All experiments of our method only use random horizontal flip and random erasing data augmentation methods that are in accordance with other epoch-making methods.

From the comparison results, our proposed method obtains competitive results on three datasets. Specifically, the proposed HENet obtains 90.8% R-1 for Market1501, 88.9% R-1 for DukeMTMC-ReID, and 67.1% R-1 for CUHK03, which exceeds all other methods. Besides, our approach outperforms others on mAP: 87.2%, 78.9%, and 66.5% for Market1501, DukeMTMC-ReID, and CUHK03 respectively. To further evaluate each aforementioned component, we conduct experiments on whether to add the component or not. As shown in Table 1 of the last four lines, either extra RPE data augmentation method or hierarchical losses improves the model performance, and the network can get the best performance when both the components are applied simultaneously.

**Table 1. Comparisons with epoch-making methods on three commonly used datasets.** The right four columns are efficiency evaluations of different models.

| Methods                | Market1501 | DukeMTMC-ReID | CUHK03 | Efficiency Evaluation |
|------------------------|------------|---------------|--------|-----------------------|
|                        | R1 mAP     | R1 mAP        | R1 mAP | FD ↓ V(MB) ↓ S(FPS) ↑ | ES ↑ |
| SVDNet ([Sun et al., 2017]) | 82.3 62.1 76.7 56.8 | 41.5 37.3 | - - - | - |
| PAN ([Zheng et al. 2018])    | 82.8 63.4 71.6 51.5 | 36.3 34.0 | - - - | - |
| MultiScale ([Chen et al., 2017b]) | 88.9 73.1 79.2 60.6 | 40.7 37.0 | - - - | - |
| HA-CNN ([Li et al., 2018])   | 91.2 75.7 80.5 63.8 | 41.7 38.6 | - - - | - |
| AlignedReID ([Zhang et al., 2017]) | 91.8 79.3 71.6 51.5 | 36.3 34.0 | 2048 100 207 2.55 | - |
| PCB ([Sun et al., 2015])    | 93.1 81.0 82.9 68.5 | 63.7 57.5 | 1536 102 192 3.45 | - |
| HPM ([Tu et al., 2015])     | 94.2 82.7 86.6 74.3 | 63.1 57.5 | 3840 356 82 1.00 | - |
| MGN ([Wang et al., 2018])   | 95.7 86.9 88.7 78.4 | 66.8 66.0 | 2816 263 112 2.42 | - |
| HENet(Base)               | 92.9 79.6 84.1 69.7 | 60.3 57.7 | 2048 169 160 2.76 | - |
| HENet(+RPE)               | 93.6 81.2 85.6 70.6 | 62.6 59.1 | 2048 169 160 3.08 | - |
| HENet(+Losses)            | 95.6 86.8 88.9 78.7 | 66.5 65.9 | 2560 224 138 3.41 | - |
| HENet(+Both)              | **96.0** 87.2 88.9 78.9 | **67.1** 66.5 | 2560 224 138 3.52 | - |

We also propose a new metric, dubbed Efficiency Score (ES), to evaluate the model efficiency. As shown in the last four columns of Table 1, our method has the highest ES which means that HENet is more suitable for practical application, and the details of ES will be illustrated in Section 4.5.

### 4.4. Ablation Study

In this section, several ablation experiments are conducted to demonstrate the effectiveness of our approach. Note that all the following experiments are based on Market1501 dataset with the same settings and the re-ranking ([Zhong et al., 2017a]) is not used for the fair comparison.

**Structure Analysis.** Before doing the ablation study of HENet, we conduct a series of experiments with different partial branch quality to illustrate why we use $G_1$ and $P_4$ as the global and partial branches. As shown in Table 2 of the top half, the network has a better performance with the increasing of the partial branch quantity, and nearly reaches the peak when quantity equals three. We choose partial branch number as two considering the performance and efficiency in practical application, where the network has a pretty good performance as well as a low Feature Dim (FD). On the bottom of the table, we show the experimental results with two partial branch quality under different configurations, and choose P(1,4) as our base model because of its satisfying performance and proper feature dim.

We further conduct an ablation to evaluate the effect of each branch. As shown in Table 3, combining any two branches obtains a better performance than each single branch. When using all of three branches, the model achieves the highest score:
R1=90.62% and mAP=70.97%, which demonstrates that each branch contributes to the model performance.

**Loss Settings.** We conduct a group of experiments to evaluate each loss term. As shown in Table 3, using combined losses has a better performance than only single loss. Specifically, we can obtain the best result, i.e. R1=93.67% and mAP=80.60%, when all losses are applied, which illustrates that mixed loss functions are helpful for improving the model performance through mutual complementation.

**RPE Performance.** To evaluate the effectiveness of RPE data augmentation method for the ReID task, we design a set of experiments under different probabilities with different experimental settings: RE, RPE(10), RPE(20), RPE(30), RPE(40), and RE+RPE(20), where the number is the vertex number (N) of the selected polygon. All experiments are based on the P(1,4) structure without using other data augmentation methods or tricks. As shown in Fig. 5, the network performance gradually increases along with the probability, which can be consistently seen in both R1 (upper part) and mAP (bottom part) metrics. Besides, the effectiveness of RPE increases when N is larger. We can observe that the network reaches a relatively good result when N=20 and a similar performance against RE when N=40 (The RPE degenerates into RE when N is large). Moreover, the experiment that combines two methods, marked as RE+RPE(20), is further conducted. The results indicate that this approach obtains a much better improvement than any single method, and it reaches a relatively peak state when probability equals 0.5 (R1=93.72% and mAP=80.53%).

To further show the robustness of Random Polygon Erasing against occlusion, we add different occlusion levels and different data pre-processing methods, e.g. RE, RPE, and RE+RPE, to the test dataset in Market1501. As shown in Fig. 5, the performance of all models decreases in both metrics with the increasing of the occlusion level, and the accuracy decreases faster when the test dataset is processed by RE+RPE (right subgraph). The model trained with RPE (blue solid/dotted lines) or RE (green solid/dotted lines) has a stronger tolerance relative to the modified dataset than doing noting (cyan solid/dotted lines). And the model trained with both RPE and RE (red solid/dotted lines) outperforms others in a considerable margin, especially when the occlusion level is large. In short, results indicate that

---

**Fig. 4.** Metric evaluations (%) of R1 and mAP with different data augmentations on different levels of occlusion during the training stage in Market1501.

**Fig. 5.** Metric evaluations (%) on different levels of occlusion with different methods (From left to right are RE, RPE, and RE+RPE) in Market1501. The solid and dotted lines represent the evaluation results on R1 and mAP with different data augmentation methods.

---

### Table 3. Ablation study of different components combination.

| G1 | P1 | R10 | R1 | R5 | R10 | mAP | FD |
|----|----|-----|----|----|-----|-----|----|
| ✓  | ✓  | ✓   | 87.92 | 95.46 | 96.97 | 68.48 | 512 |
| ✓  | ✓  | ✓   | 89.67 | 95.81 | 96.97 | 69.55 | 1536 |
| ✓  | ✓  | ✓   | 84.29 | 93.65 | 95.96 | 58.69 | 512 |
| ✓  | ✓  | ✓   | 90.17 | 95.68 | 97.30 | 70.39 | 2048 |
| ✓  | ✓  | ✓   | 88.98 | 95.28 | 96.91 | 70.42 | 1024 |
| ✓  | ✓  | ✓   | 90.15 | 95.89 | 97.16 | 70.34 | 2048 |
| ✓  | ✓  | ✓  | 90.62 | 96.21 | 97.52 | 70.97 | 2560 |

---

### Table 4. Ablation study of different loss function combinations.

| OIM | Tri | MSE | R1 | R5 | R10 | mAP |
|-----|-----|-----|----|----|-----|-----|
| ✓  | ✓  | ✓  | 88.72 | 95.43 | 97.12 | 69.69 |
| ✓  | ✓  | ✓  | 91.33 | 96.02 | 97.74 | 73.42 |
| ✓  | ✓  | ✓  | 92.62 | 96.91 | 98.18 | 78.02 |
| ✓  | ✓  | ✓  | 90.43 | 95.90 | 97.18 | 71.65 |
| ✓  | ✓  | ✓  | 92.90 | 97.30 | 98.25 | 80.04 |
| ✓  | ✓  | ✓  | 91.65 | 96.56 | 97.83 | 74.37 |
| ✓  | ✓  | ✓  | 93.20 | 97.68 | 98.40 | 79.90 |
| ✓  | ✓  | ✓  | 93.67 | 97.84 | 98.63 | 80.60 |
the RPE can greatly improve the robustness of the network, either alone or in conjunction with RE.

### 4.5. Efficiency Evaluation

To further evaluate the efficiency of the model for practical application, we calculate the Feature Dim (FD), Model Volume (V), and Forward Speed (S). A metric $thr$ is chosen to balance between forward speed, which is important for real-time applications, and improving the robustness of the network. The formula for the model complexity or efficiency is given by:

$$ES = \frac{S_{FD} \times S_{M}^2 \times (M^3_{FD} - M^2_{M} \times thr)^2 / M^2_{FD}}{S_{V} \times S_{S}^2 \times (M^1_{M} - M^2_{S} \times thr)^2 / M^2_{FD}},$$  \hspace{1cm} (10)$$

where $M$, $S$, and $V$ indicate model size, forward speed, and feature dim, respectively. The formula considers multiple factors, e.g., $thr$ indicates the metric threshold that equals 30 in the paper. As shown in Table 1, the comparison model $M$ has the minimum size and the maximum speed while HPM (Fu et al., 2019) is in contrast, and our model has an equilibrium size and a relatively faster speed. To evaluate model efficiency, we propose a new metric called Efficiency Score (ES) which takes into account all the aforementioned attributes to fully consider the model's efficiency and robustness. Specifically, we first choose the reference models $M_1$, $M_2$, and $M_3$ that have the maximum size and minimum R1 score among comparison models. Then we calculate R1 and mAP scores for the comparison model $M$. The final ES score of the comparison model $M^c$ is obtained as follows:

$$ES_{M^c} = (Score^R_{M^c} + \lambda Score^mAP_{M^c}) / (1 + \lambda),$$  \hspace{1cm} (11)$$

where $\lambda$ denotes weight and we set $\lambda=1$ in the paper. As shown in the Table 1, we calculate ES of AlignedReID, PCB, HPM, and our approach in Market1501 dataset, which are 2.55, 1.00, 2.42, and 3.52 respectively. The results indicate that our approach has a higher ES than other epoch-making methods and is superior for practical application.

### 5. Conclusion

In this paper, we propose a novel end-to-end HENet for ReID task, which learns hierarchical global, partial, and recovery features ensemble. During the training stage, different loss combinations are applied to different branches for obtaining more discriminative features without increasing the model complexity. We further propose a new RPE data augmentation method to reduce the impact of irregular occlusions, which improves the performance and robustness of the network. Extensive experiments demonstrate the effectiveness and efficiency of our approach that is more suitable for practical application.

In the future, we will combine our approach with attention-based method to learn more discriminative features, as well as strengthen the recovery branch with the GAN idea to further improve the network performance.
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