We perform and analyze the results of a global magnetohydrodynamic simulation of the fast coronal mass ejection (CME) that occurred on 2011 March 7. The simulation is made using the newly developed Alfvén Wave Solar Model (AWSoM), which describes the background solar wind starting from the upper chromosphere and extends to 24 \( R_\odot \). Coupling AWSoM to an inner heliosphere model with the Space Weather Modeling Framework extends the total domain beyond the orbit of Earth. Physical processes included in the model are multi-species thermodynamics, electron heat conduction (both collisional and collisionless formulations), optically thin radiative cooling, and Alfvén-wave turbulence that accelerates and heats the solar wind. The Alfvén-wave description is physically self-consistent, including non-Wentzel–Kramers–Brillouin reflection and physics-based apportioning of turbulent dissipative heating to both electrons and protons. Within this model, we initiate the CME by using the Gibson-Low analytical flux rope model and follow its evolution for days, in which time it propagates beyond STEREO A. A detailed comparison study is performed using remote as well as in situ observations. Although the flux rope structure is not compared directly due to lack of relevant ejecta observation at 1 au in this event, our results show that the new model can reproduce many of the observed features near the Sun (e.g., CME-driven extreme ultraviolet [EUV] waves, deflection of the flux rope from the coronal hole, “double-front” in the white light images) and in the heliosphere (e.g., shock propagation direction, shock properties at STEREO A).
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1. INTRODUCTION

Coronal mass ejections (CMEs) are a major source of potentially destructive space weather conditions, in which \( 10^{15} – 10^{16} \) g of plasma are ejected from the Sun with a kinetic energy of order \( 10^{31} – 10^{32} \) erg. The interplanetary CMEs (ICMEs) that pass Earth can disturb the Earth’s magnetosphere and trigger geomagnetic storms (Gosling 1993). Also, fast CMEs can drive shocks in the heliosphere (e.g., Sime & Hundhausen 1987; Vourlidas et al. 2003) that are believed to be responsible for gradual solar energetic particle (SEP) events (Reames 1999) through the diffusive shock acceleration (DSA) mechanism. The SEPs can pose major hazards for spacecraft and human life in outer space. Due to the limited observations of CMEs/ICMEs, numerical models play a vital role for interpreting observations, testing theories, and providing forecasts. In particular, the ability to realistically simulate events with global magnetohydrodynamic (MHD) models is critical for the development of more accurate space weather forecast models.

The first attempts to predict CME evolution were achieved with empirical and kinematic models. These kinds of models utilize the remote observations near the Sun to predict the arrival time of CMEs at 1 au. By using Solar and Heliospheric Observatory (SOHO) coronagraph measurements of CMEs, Gopalswamy et al. (2001) established an empirical model to estimate the arrival time of the CMEs at 1 au with an average uncertainty of \( \sim 10.7 \) hr. Another successful example is the kinematic 3D Hakamada-Akasofu-Fry version 2 (HAFv.2) model (Hakamada & Akasofu 1982; Fry et al. 2001; Dryer et al. 2004), in which type II radio burst, soft X-ray, and solar image data are used to derive shock speed and direction. The prediction error of the HAFv.2 model is also around 10 hr. In the past, the most frequently used predictive kinematic model was the cone model, which fits CME observations with three free parameters: angular width, speed, and central CME location (Zhao et al. 2002). Additional improvements were made to the cone model by allowing for non-uniform density and velocity (Hayashi et al. 2006). The cone model has been widely used by the research community to predict the CME/CME-driven shock velocity (e.g., Xie et al. 2004; Michalek et al. 2007; Luhmann et al. 2010; Vršnak et al. 2014). With STEREO observations, the cone model has been significantly improved for application in an operational setting through the use of multi-view fitting, resulting in the CME Analysis Tool (CAT; Millward et al. 2013).

In order to provide more accurate forecasts, the kinematic models are routinely combined with 3D MHD models. Typically, the kinematic models provide the inner boundary conditions (e.g., velocity, pressure, and density) to the MHD models. Then the CME disturbance in the MHD model can propagate to 1 au and provide the forecast. Successful examples include combining the ENLIL heliosphere model with the CME cone model (e.g., Xie et al. 2004; Odstrcil et al. 2005) or coupling the 3D MHD model by Han et al. (1988) with the HAFv.2 model (Wu et al. 2007a, 2007b). Both model combinations give density, temperature, and velocity...
predictions at 1 au, with an arrival time error in the order of 10 hr. The average error in the CAT-Wang-Sheeley-Argé (WSA)-ENLIL operational model is 7.5 hr (Pizzo et al. 2011; Millward et al. 2013). While very useful, this type of model does not include the magnetic field of the CME, since the heliospheric MHD model always starts outside of the magnetono-sonic point, at which radial distance there are no magnetic observations available for use as inner boundary conditions.

In order to improve the capability of forecasting models, especially the ability to forecast geomagnetic storms, realistic 3D coronal models are needed to take into account the magnetic structure of CMEs. Therefore, the most sophisticated research models to date have inner boundaries lower in the solar corona and incorporate magnetically driven models of CME initiation. Several solar wind models with coronal inner boundaries have been developed in the past decade (e.g., Mikić et al. 1999; Groth et al. 2000; Roussev et al. 2003; Cohen et al. 2007; Feng et al. 2011; Evans et al. 2012). By applying data-driven boundary conditions from synoptic magnetograms, these solar wind models can realistically reproduce the steady state solar wind. Some data-driven models can also couple with a surface flux transport model to capture the global coronal evolution (Feng et al. 2012).

Here, we use a new state-of-the-art chromosphere-coronal model, the Alfvén wave solar model (AWSoM), and couple it with the Space Weather Modeling Framework (SWMF) to self-consistently simulate the space environment beyond 1 au (van der Holst et al. 2014). AWSoM is developed from previous works (van der Holst et al. 2010; Jin et al. 2012; Oran et al. 2013; Sokolov et al. 2013), which began with a two-temperature Alfvén wave-driven solar wind model (van der Holst et al. 2010). In order to mimic the turbulent heating of electrons, Jin et al. (2012) partitioned 40% of the dissipation energy to electrons in the model and did a validation study with multiple observations. Sokolov et al. (2013) further developed the model by incorporating the balanced turbulence at the top of the closed field lines and by extending it down to the chromosphere and including radiative cooling. A detailed model-data comparison was done for this model by Oran et al. (2013). By separating the electron and proton thermodynamics, the CME and CME-driven shocks can be correctly simulated with this model (Manchester et al. 2012; Jin et al. 2013). The newly developed AWSoM further incorporated physically based wave reflection, energy partition, and collisionless heat conduction. More details of this model will be shown in Section 2.1.

There are three major types of CME initiation models in the SWMF: the analytical flux rope model, the breakout model, and the flux-emergence model. For the first type (e.g., Gibson & Low 1998; Titov & Démoulin 1999), the flux ropes are implemented into the background solar wind solution and will erupt due to force imbalance. Recently, Titov et al. (2014) developed a modified Titov-Démoulin (TD) flux rope model that can reach a numerically exact equilibrium in a subsequent MHD relaxation and therefore represents a more self-consistent modeling of pre-eruptive configuration. For the second type (Antiochos et al. 1999), photospheric shear flows are applied around the polarity inversion line (PIL) until a current sheet forms and reconnection drives the eruption. The advantage of the breakout model lies on the realistic CME acceleration process during the initiation. For the flux-emergence model, CMEs are triggered by Lorentz-force-driven shearing motions that transport axial flux and energy to the expanding field (e.g., Manchester et al. 2004c). All three initiation models have been successfully used in CME simulations (e.g., MacNeice et al. 2004; Manchester et al. 2004a, 2004b, 2008, 2014; Roussev et al. 2004; van der Holst et al. 2009; Karpen et al. 2012; Jin et al. 2016b.

Here we use a flux rope model, which has the advantages of being both data-driven (more details in Section 2.2) and computationally efficient (the system starts from a state of force imbalance and does not require a long and costly energy build-up phase). By initiating a TD flux rope, Manchester et al. (2008) simulated the Halloween CME event from the corona to the Earth and did the first quantitative comparison between the synthetic coronagraph images and LASCO observations, in which the strong CME-driven shock was simulated and validated. In a description of the same simulation by Töth et al. (2007), the arrival time of the simulated CME is within ~1.8 hr, comparing with the observed arrival time. Due to the realistic CME and shock structures, this type of model has also been used to investigate shock-driven SEP acceleration (Roussev et al. 2004; Manchester et al. 2005; Kozarev et al. 2013) and CME–CME interaction (Lugaz et al. 2005, 2007, 2013). For a recent review of the numerical modeling of ICMEs, one can refer to Lugaz & Roussev (2011).

In this paper, we describe a realistic CME simulation of an event that occurred on 2011 March 7 from active region (AR) 11164. The simulation covers the CME propagation from the Sun to 1 au by initiating the CME in the AWSoM with the Gibson-Low (GL) flux rope model (Gibson & Low 1998). Good observational coverage of this event from SDO, SOHO, and STEREO A/B (STA/B) provides an excellent opportunity to validate our CME simulation from the Sun to 1 au. Detailed analysis of the simulation and observational data will help us get a better understanding of the important physical processes at play during the CME propagation in the heliosphere. The 2011 March 7 CME event is fast; with a speed over 2000 km s$^{-1}$, it drives a shock and produces a strong SEP event. The major part of the CME-driven shock is toward STEREO A (STA). The shock structure passes STA at ~6:50 UT on March 9 without the flux rope structure behind the shock. The CME-driven shock in the slow speed stream did hit the Earth at 7:44 UT on March 10, with a lengthy period of negative Bz, and triggered a geomagnetic storm of $Kp = 6$. However, the ICME at Earth may result from the interaction between the ICME of our chosen event with that from an earlier, slower event (Wood et al. 2012), which is not included in our model. Therefore, we do not show the in situ comparison at Earth in this paper but rather at STA, where an isolated shock structure was observed.

The paper is organized as follows. In Section 2, we describe AWSoM for the background solar wind as well as the GL flux rope model for the CME initiation. The 2011 March 7 CME event simulation results and the comparison by observations are shown in Section 3, followed by the summary and conclusion in Section 4.

2. MODELS

2.1. Background Solar Wind Model

The global simulation of the CME to 1 au is performed with two individual models that comprise the solar corona (SC) and inner heliosphere (IH), each of which is based on the MHD...
model Block-Adaptive-Tree-Solarwind-Roe-Upwind-Scheme (BATS-R-US; Powell et al. 1999). The eruptive event generator (EE) is a suite of CME models specified as both initial and boundary conditions. These models are just three of almost a dozen components that can be run under the SWMF that was developed at the Center for Space Environment Modeling (CSEM; Tóth et al. 2005, 2012). The SWMF allows for different physical domains of the space environment to be simultaneously simulated and coupled to form a more complete description than could be attained by any single numerical model. In this case, the coupled models extend from the solar upper chromosphere to interplanetary space extending beyond 1 au.

The SC model used in this study is the newly developed AWSoM (van der Holst et al. 2014), which is a data-driven model extending from the upper chromosphere to the corona and solar wind. The steady state solar wind solution is obtained with the local time stepping and second-order shock-capturing scheme (Tóth et al. 2012). The inner boundary condition of the magnetic field is specified by GONG synoptic magnetograms, while the initial magnetic field configuration is calculated by the Potential Field Source Surface (PFSS) model, using a finite difference method (Tóth et al. 2011). The model starts from the upper chromosphere with fixed temperature \( T = 50,000 \) K and density \( n = 2 \times 10^{17} \) m\(^{-3}\). At the base of the atmosphere, the temperature is fixed at 50,000 K, while the density falls off exponentially until it reaches a level where the radiative losses are sufficiently low, so that the temperature increases monotonically with height. Above this height, the temperature increases rapidly, forming the transition region. This procedure allows chromospheric evaporation to self-consistently populate the corona with an appropriately high plasma density. The inner boundary density and temperature do not otherwise have a significant influence on the global solution (Lionello et al. 2009).

The Alfven wave turbulence is launched at the inner boundary, with the Poynting flux scaling with the surface magnetic field. The solar wind is heated by Alfven wave dissipation and accelerated by thermal and Alfven wave pressure. Electron heat conduction and radiative cooling are also included in the model, which self-consistently create the solar transition region. In order to produce physically correct solar wind and CME structures, such as shocks, the electron and proton temperatures are separated. Thus, while the electrons and protons are assumed to have the same bulk velocity, heat conduction is applied only to the electrons, owing to their much higher thermal velocity. Note that AWSoM also works for three temperatures to include the ion pressure anisotropy (van der Holst et al. 2014; Meng et al. 2015).

The SC model uses a 3D spherical block-adaptive grid from 1 \( R_\odot \) to 24 \( R_\odot \). The grid blocks consist of \( 6 \times 4 \times 4 \) mesh cells. The smallest radial cell size is \( \sim 10^{-3} \) \( R_\odot \) near the Sun, to resolve the steep density and temperature gradients in the upper chromosphere. The largest radial cell size in SC is \( \sim 1 \) \( R_\odot \). Inside \( r = 1.7 \) \( R_\odot \), the angular resolution is \( \sim 1.4^\circ \). Outside that region, the grid is coarsened by one level to \( \sim 2.8^\circ \). The IH model uses a block-adaptive Cartesian grid to reach 250 \( R_\odot \), with grid blocks consisting of \( 4 \times 4 \times 4 \) mesh cells. The smallest cell size in IH is \( \sim 0.1 \) \( R_\odot \), and the largest cell size is \( \sim 8 \) \( R_\odot \). For both the SC and IH, adaptive mesh refinement (AMR) is performed to resolve the heliospheric current sheet (HCS). The number of total cells is \( \sim 3 \times 10^6 \) in SC, and \( \sim 1 \times 10^6 \) in IH. In steady state, both the SC and IH domains are in heliographic rotating coordinates (i.e., Carrington coordinates).

There are two major improvements to the model compared with our previous paper (Jin et al. 2013) that should be mentioned. First, the Alfven wave turbulence dissipation rate is revised to incorporate physically consistent wave reflection and dissipation. The new dissipation rate can be expressed as

\[
\Gamma_\pm = \max \left(\mathcal{R}_{\text{imb}}, \frac{2 \sqrt{\mathcal{B}}}{(L_\perp \cdot \mathcal{B})^{\frac{1}{2}}} \sqrt{w_z} \right),
\]

where \( w_z \) are the wave energy densities. The + sign is for waves propagating in the direction parallel to magnetic field \( \mathbf{B} \), while the − sign is for waves propagating antiparallel to \( \mathbf{B} \). \( V_A = \mathbf{B}/\sqrt{\mu_0 \rho} \) is the Alfven speed, \( \mathbf{b} = \mathbf{B}/|\mathbf{B}| \), and \( \mu_0 \) is the permeability of vacuum. \( \rho \) is the mass density, and \( \mathbf{u} \) is the velocity. \( L_\perp \) represents the transverse correlation length of turbulence. \( \mathcal{R}_{\text{imb}} \) represents the wave reflection rate, which is due to Alfven speed gradient and vorticity along the field lines. Second, instead of using a constant value for the heat partitioning between the electrons and protons, the results of linear wave theory and stochastic heating are used (Chandran et al. 2011). With this specification, the majority of wave heating goes to the electrons near the Sun and around the HCS, while ion heating dominates away from the Sun and HCS due to the stochastic heating mechanism. For the detailed calculation of the heat partitioning, please refer to Appendix B of van der Holst et al. (2014).

### 2.2. CME Initiation Model

Within the steady state solar wind obtained in Section 2.1, we initiate the CME using the analytical GL flux rope model implemented in the EE of SWMF. We apply the analytical flux rope to the active region along the PIL in a state of force imbalance (due to the insufficient background plasma pressure to offset the magnetic pressure of the flux rope), such that it will erupt immediately. The analytical solution of the GL flux rope is obtained by finding a solution to \( (\nabla \times \mathbf{B}) \cdot \mathbf{B} - \nabla \rho + \rho \mathbf{g} = 0 \) and \( \nabla \cdot \mathbf{B} = 0 \), by applying a mathematical stretching transformation to an axisymmetric spherical ball of twisted magnetic flux in the pressure equilibrium. During this process, the flux rope will acquire a geometrically complex configuration. At the same time, Lorentz forces will be introduced, which support dense filament plasma in the solar gravitational field. There are several advantages of choosing the GL flux rope. First, it can be implemented easily into any magnetic configuration so that application in an operational space weather forecast is easier than the breakout model that requires a special field configuration. Second, compared with the TD flux rope, the magnetic structure of the GL flux rope is less diffusive (Manchester et al. 2004b) and leads to a better in situ comparison at 1 au. Third, the most important feature of the GL flux rope is that it captures the typical three-part density structure of the CME (Illing & Hundhausen 1985).

For this simulation, the GL flux rope parameters are specified as follows: the stretching parameter \( a = 0.6 \); the radius of the flux rope torus \( r_0 = 0.8 \) \( R_\odot \); the distance of the
torus center from the center of the Sun \( r_1 = 1.8 R_S \); the flux rope field strength parameter \( \alpha = 2.25 \). The flux rope is placed at \( 27^\circ \) latitude and \( 155^\circ \) longitude into AR 11164. The flux rope is rotated \( 90^\circ \) to match the PIL and the position of the pre-existing filament observed before the eruption in \( H\alpha \) (Gallagher et al. 2002). The radius of the flux rope is constrained by the size of the active region. The field strength parameter is constrained by the observed CME speed near the Sun. In order to get a proper field strength parameter, successive runs were made to give the best overall propagation time. In this study, the field strength parameter is set so that the simulated CME speed is slightly larger than the observed CME speed near the Sun, in order to offset the higher simulated solar wind density in the heliosphere as shown in Table 1 (see Section 3.2 for more details). Furthermore, the results based on these successive runs provide an empirical relationship that allow the flux rope parameters to be prescribed based on observations. The model can then be used to predict the longer term evolution of the CME in interplanetary space. The details of this parameter study are presented in the companion paper by Jin et al. (2016a).

After the GL flux rope is inserted into the active region, the simulation is switched to time-accurate mode to capture the CME eruption, and the MHD equations are solved in conservative form to guarantee the energy conservation across the CME-driven shock. Two more levels of refinement along the CME path are performed to resolve the CME-driven shock, which doubles the number of total cells in SC to \( \sim 6 \times 10^6 \). The SC runs 1 hr alone to let the CME propagate to \( \sim 18 R_S \) when the SC-IH coupling begins. In the time-accurate mode, the IH runs in heliographic inertial coordinates (i.e., heliocentric inertial coordinates). In order to capture the shock structure, especially the shock structure during the satellite passing, both the grids along the CME path and around the satellite points are refined, which triples the number of total cells in IH to \( \sim 3 \times 10^6 \). The coupling between the SC and IH runs to \( \sim 8 \) hr, when all the CME structures have passed through the SC into the IH domain. Then the SC is turned off, and the IH runs alone till the CME arrives at 1 au.

### 3. RESULTS

#### 3.1. Background Solar Wind and CME Initiation

In order to validate the steady state solution of our model, we compare our model results with the available observations. Near the Sun, the model density and temperature are used to produce synthesized extreme ultraviolet (EUV) images, which are then compared with the EUV observations from SDO/AIA (Lemen et al. 2012) and STEREO/Extreme UltraViolet Imager (EUVI; Howard et al. 2008). The comparison results are shown in Figure 1, Three EUV spectral bands (SDO AIA 211 Å, STA EUVI 171 Å, and STB EUVI 195 Å) are selected that cover the temperature range from 1 MK to 2 MK. The observation time is at \( \sim 20:00 \) UT on 2011 March 7, at which time STA was \( \sim 88^\circ \) ahead of Earth and STB was \( \sim 95^\circ \) behind Earth. From these three viewpoints, most of the Sun can be viewed. For both the observed and synthesized images, we use the identical log scale with unit DN s\(^{-1}\). We can see clearly that the model reproduces all the major active regions and the on-disk/polar coronal holes. Compared with our previous model (Sokolov et al. 2013), the intensity of the active region is enhanced, which leads to a better comparison with the observations. The enhanced intensity is due to the increase of the wave reflection around the active regions, which results in greater wave dissipation and higher electron temperatures. Note that in order to resolve the active regions, the \( 6 \times 6 \) grid block and spatially fifth-order MPS limiter (Suresh & Huynh 1997; Chen et al. 2016) are used.

In order to compare the EUV emission in a more quantitative way, we further obtain the median/mean intensity ratio between model and observation for different structures on the Sun, including active regions, coronal holes, quiet Sun, and total emission. The comparison result is shown at the bottom panel of Figure 1. In general, the synthesized STB EUVI 195 Å band has the best agreement with the observation, while the synthesized AIA 211 Å band underestimates the emission by a factor of \( \sim 5 \) and the synthesized STA EUVI 171 Å band overestimates the emission by a factor of \( \sim 2 \). Since the peak emission temperatures \( (\log T) \) for 211 Å, 195 Å, and 171 Å are 6.3, 6.2, and 5.8, respectively, the different model/observation ratios among the bands suggest a lower average coronal temperature, and therefore a smaller scale height in the model. The larger emission in the synthesized 171 Å image could also be related to the optical thickness of that band, which is not taken into account when calculating the synthesized emission. In the same EUV band, different structures also show varying performance. For example, the AR 11164 in the AIA 211 Å band has a better comparison than the other structures. Since the structures in the simulation highly depend on the input magnetogram, using magnetograms with more instantaneous magnetic fields in the model could improve the EUV comparison and should be done in the future.

In Figure 2, the in situ OMNI and STA solar wind velocity, proton density, proton/electron temperatures, and magnetic field are shown with the steady state model results for comparison. The OMNI data (obtained from the National...
Space Science Data Center (NSSDC) provide selected data from the Advanced Composition Explorer (ACE), Wind, Geotail, and IMP8 spacecraft (IMP8 ceased operation after 2006 October 7). The STA data come from two instruments on board: the proton parameters are provided by the Plasma and Supra-Thermal Ion Composition Investigation (PLASTIC; Galvin et al. 2008); the magnetic field data are provided by the in situ Measurements of Particles and CME Transients.
Comparison of OMNI and Figure 2. The Astrophysical Journal, model output for CR2107.

and plasma parameters of the co-rotating interaction region reproduces the solar wind conditions at 1 au. Both the location and electron temperature reaches 0.1 MK at 1 au, which is suggested by previous observations (e.g., Burlaga 1971). In Table 1, we show statistics of simulated/observed solar wind parameters, so that the comparison can be viewed in a more quantitative way. The mean square error (MSE) between the observed and simulated parameters are calculated: \( \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (X_i - X'_i)^2 \), where \( X \) and \( X' \) represent observed and simulated plasma parameters. These values can be compared directly with the study by Jian et al. (2015; Figure 6 in their paper), in which they compared different solar wind models at the Community Coordinated Modeling Center (CCMC). By comparing the MSEs, it shows that the simulated solar wind speed, density, and magnetic field in this study outperform most of the models at CCMC in this regard. However, the simulated proton temperature is too low in the slow solar wind; therefore it underperforms the models at CCMC. Note that the study of CCMC models is based on seven Carrington rotations. Therefore, with the single rotation result in this study, it is hard to judge the performance. The ratios between the simulated and observed median/mean/maximum/minimum are also shown in Table 1, in which we can see that the simulated solar wind is relatively slower and denser, with smaller magnetic fields and lower temperatures.

In Figure 3, we show the initial GL flux rope configuration inserted in the steady state solar wind solution. Figure 3(a) shows the 3D GL flux rope structure viewed from above the active region AR 11164. In order to mimic the observed filament configuration, the GL flux rope is modified so that both the filament polarity and chirality are matched with the observation (Martin 1998). We can see both the toroidal and poloidal fields from the selected field lines. Also, the filament material is included at the bottom of the GL flux rope above the PIL. In Figures 3(b)–(f), the density ratio, proton temperature, total magnetic field, radial velocity, and plasma density are shown on the central planes of the GL flux rope. The core of the GL flux rope has a higher density and lower temperature than the background, while the cavity of the GL flux rope has low density and higher temperature, along with a higher magnetic field strength. All these features of the density match the three-part CME structure observed in Thomson scattered white light observations (the three-part structure in the synthetic white light images will be shown in Section 3.2).

In Figure 4, we overlap the background solar wind solution on a 2D meridional slice with the GL flux rope shown as a bundle of field lines drawn in 3D. The grid information is also shown before the refinement for the CME-driven shock (Figure 4(a)). The flux rope eruption is very close to the north-polar coronal hole and the open-close field boundary. The coronal hole region can be easily identified from the proton temperature figure (Figure 4(c)), in which the temperature of the coronal hole is lower than that of the closed field region.

### 3.2. CME Thermodynamic Evolution

In Figure 5, we show the CME-driven shock at \( t = 5 \) minutes. We can see that the radial velocity of the CME reaches \( \sim 2500 \text{ km s}^{-1} \), which far exceeds the proton thermal speed of \( \sim 100 \text{ km s}^{-1} \) in the corona. Therefore, the protons are shock-heated to a temperature of 200 MK after 5 minutes. Due to the close distance to the polar coronal hole, part of the CME-driven shock propagates into the fast wind and obtains a higher velocity and proton temperature. The refined grid information

\[(IMPACT; Luhmann et al.)\]
Figure 3. Initial GL flux rope configuration for 2011 March 7 CME. (a) 3D GL flux rope configuration viewed from the top of the active region. (b)–(f): central plane of the GL flux rope with density ratio, proton temperature, total magnetic field, radial velocity, and plasma density.
for the CME-driven shock is shown in the radial velocity figure (Figure 3(a)).

One of the most intriguing phenomena associated with CMEs is EUV waves, which were first discovered by Moses et al. (1997) and Thompson et al. (1998, 1999), using the data from SOHO/EIT (Delaboudinière et al. 1995). The EUV waves are bright fronts that propagate over the solar disk during CME and flare events. There were extensive studies of EUV waves in the past (see reviews by Chen et al. 2005; Patsourakos & Vourlidas 2012; Liu & Ofman 2014). In Figure 6, the EUV waves in our simulation and in the observation are shown. Both the simulated and observed images are produced by tri-ratio running difference method. The tricolor channels are AIA 211 Å (red), AIA 193 Å (green), and AIA 171 Å (blue). For both the observation and simulation, the ratio in each channel is identically scaled to $1 \pm 0.2$. The white circles show the limb of the Sun. It is clear that our model reproduces many features of the EUV waves in this event: first, the position of the EUV wave front matches the observation. Particularly, we notice that part of the wave front is missing in both the simulation and the observation (east of the CME source region AR 11164), which is due to an active region (AR 11167 in AIA 211 Å observation of Figure 1). In Figure 5(d), we also show that this EUV wave front is associated with electron temperature elevation due to the compression by the fast-mode wave. Our simulation result is consistent with previous MHD modeling results (e.g., Wu et al. 2001; Cohen et al. 2009; Downs et al. 2011, 2012), in that the bright EUV waves are driven by the expanding CME and also have a fast-mode wave nature.

### 3.3. CME Propagation: Mass and Velocity

The direction of CME propagation can be affected by the interaction between the CME and the background solar corona/solar wind structures. In order to validate our model’s propagation direction, we compare the simulated CME with the
CME model reconstructed from STEREO COR2 observations (de Koning et al. 2009; de Koning & Pizzo 2011; Millward et al. 2013). In Figure 7, the dense CME material in the model is represented by the density ratio isosurface of 5.0. The black lines show the model reconstruction of the CME based on a deformed lemniscate. Two viewpoints are shown so we can see that the model CME propagates in the same direction as the model reconstruction. Also, we show several selected field lines in the model. The color scale on the field lines shows the proton temperature. Due to the shock heating, the top of the field lines have the highest temperature \( \sim 10 \text{ MK} \).

The CME propagation near the Sun and in the heliosphere is mainly observed by white light coronagraphs. For this event, there are six white light observations available from SOHO/LASCO C2/C3, STA COR1/COR2, and STB COR1/COR2. C2 has a field of view (FOV) from \( 2 R_\odot \) to \( 6 R_\odot \), and C3 has a FOV from \( 3 R_\odot \) to \( 30 R_\odot \). The FOVs of COR1 and COR2 are from \( 1.5 R_\odot \) to \( 4 R_\odot \) and \( 3 R_\odot \) to \( 15 R_\odot \), respectively. In Figures 8 and 9, we show a comparison between the observed white light images and the model synthesized images for the 2011 March 7 event. Both the color scales show the white light total brightness divided by that of the pre-event background solar wind. Note that we take into account the effect of F-corona far from the Sun when calculating the synthesized images (Manchester et al. 2008). The higher noise level in the COR1 observation is due to the design on the COR1 coronagraph. With an exposed front lens, it leads to a higher instrumental background that needs to be removed to reveal the coronal signal (Thompson et al. 2010). This decreases the signal-to-noise ratio of the final processed images and results in high levels of “salt-and-pepper” noise in the images. In the observation, we can see clearly that the CME has a typical three-part structure: the bright core that represents the filament material, the dark cavity that corresponds to the flux rope, and the bright front that is due to the mass pile-up in front of the flux rope (Illing & Hundhausen 1985). In the synthesized
images, this three-part structure is also evident. Moreover, both the observation and model show the second faint front that is the outermost part of the increased intensity region. The “double-front” morphology is consistent with CME-driven shocks (Vourlidas et al. 2003; Vourlidas & Ontiveros 2009), which has been verified with numerical simulations (Manchester et al. 2008). The white light comparison from three points of view confirms that the simulated CME propagates in the correct direction as observed.

The speed of the CME is another important factor for precise space weather forecasts. From synthesized white light images, the height-time (HT) evolution of different structures (CME-driven shock, flux rope front, and filament) is obtained. Due to the complexity of the observation, only the outermost part of white light observation is used to obtain the HT map. The results are shown in Figure 10. In the simulation, the faint front related to the CME-driven shock has the largest speed, \( \sim 2878 \text{ km s}^{-1} \). The bright front related to the flux rope pile-up has the second largest speed, \( \sim 2158 \text{ km s}^{-1} \). The filament has the slowest speed, \( \sim 1089 \text{ km s}^{-1} \). The observed CME-driven shock speed (outermost front) is \( \sim 2275 \text{ km s}^{-1} \), which is close to the speed of the bright front in the simulation, while \( \sim 600 \text{ km s}^{-1} \) less than the speed of the outermost front in the simulation. All the speeds are derived by linear fitting of the data points in Figure 10. Due to the force-imbalance nature of the initial state of the flux rope, all the structures in the
simulation experience a deceleration process in the early stage of propagation, which is not obvious in the observation. As a result, the model CME speed needs to be higher at onset to match subsequently velocities far from the Sun.

Another observational feature of this CME event is that the CME-driven shock passes STA without the flux rope/magnetic driver structure behind the shock. The interplanetary shocks without magnetic drivers are studied in detail by Gopalswamy et al. (2009). They found that 15% of the driverless shocks occur within 15° of the solar central meridian, for which every CME source region is accompanied by a nearby corona hole. Therefore, the authors suggest that the coronal hole may play an important role in deflecting the CME flux rope away from the Sun–satellite line so that only the shock arrives at the satellite. Our study confirms this point in the 2011 March 7 event simulation. In Figure 11, the CME flux rope deflection in our simulation is shown at t = 30 minutes. We can see that the CME source region is located just to the east of a coronal hole (see also the STA observation in Figure 1). In our simulation, the flux rope is deflected by ~8° away from the nearby coronal hole 30 minutes after the eruption. The CME deflection phenomenon has also been modeled by previous studies (e.g., Lugaz et al. 2011; Kay et al. 2013). The global MHD simulations achieved by Lugaz et al. (2011) show that the effect of the Lorentz force can deflect the CME ~10° after 35 minutes. Kay et al. (2013) developed a CME deflection model, including the effects of magnetic pressure gradient and magnetic tension to predict the observed CME deflection. Due to the complicated solar wind condition in our simulation, it is hard to separate the effects that may play a role in deflecting the CME (e.g., varying background solar wind, magnetic reconnection).

3.4. CME Evolution in the Heliosphere

In Figure 12, we show the CME-driven shock structure both near the Sun and in the heliosphere. In the left panel, the slice shows the proton temperature at t = 30 minutes, while the isosurface (mass density ratio of 5.0 relative to the background) shows the electron temperature. Due to the decoupling between the electrons and protons, their temperatures are an order of magnitude different at the same location (Kosovichev & Stepanova 1991; Manchester et al. 2012; Jin et al. 2013). The CME-driven shock heats the protons to ~130 MK, while the electrons are only heated by adiabatic compression at the shock. In the right panel, the slice shows the proton temperature at t = 28 hr, while the isosurface shows the mass density ratio of 3.0. Again, we see the difference between the electron and proton temperatures.

Note that the Te/Tp ratio is obtained under single fluid assumption. In our model, we assume the electrons and protons are thermally coupled only through collisions. In reality, there are other mechanisms that can couple the two populations and more rapidly thermalize the electrons (e.g., Wu et al. 1984).
The electron heating at collisionless shocks is found to be inversely proportional to the Mach number (Schwartz et al. 1988; Ghavamian et al. 2001). With a low Mach number, half of the heat goes to electrons. With a high Mach number, only less than 10% of the heat goes to electrons. Therefore, our results can be considered as a limiting case, with minimum thermal coupling between electrons and protons, which is most appropriate for strong/parallel shocks. In order to have a more precise Te/Tp ratio, kinetic treatment is needed.

The CME evolution in the heliosphere is shown in Figures 12 and 13. In the right panel of Figure 12, the Earth, STA, and STB positions are shown, which provide the multi-viewpoints of the CME event. Also, we marked the interplanetary shock and CME ejecta locations in our simulation. We can see in the model that the interplanetary shock mainly propagates toward STA, and that the slower flank of the shock with the CME flux rope behind propagates toward the Earth. The very different shock speeds toward STA and Earth are caused by the different background solar wind speeds shown in Figure 13. The shock toward STA is propagating into a fast velocity stream with speed >700 km s\(^{-1}\). This stream can be traced back to the on-disk corona hole (CH in STA observation in Figure 1). Since the CME happens just east of the corona hole (AR 11164 in STA observation in Figure 1), the CME-driven shock expands into the fast stream and propagates toward STA, while the CME-driven shock in the slow velocity stream propagates toward the Earth. This fact is in good agreement with the shock/ejecta reconstruction from the observations (see CME2 in Figure 2 from Wood et al. 2012). The standoff distance is inversely related to the shock Mach number. Therefore, the lower shock Mach number in the fast stream leads to a larger standoff distance of the shock. Since the standoff distance is so large in this event, it is reasonable to say that the shock toward STA has detached from the CME driver. While not a true blast wave (the shock is initially driven by a CME), the detached shock has features similar to a blast wave, as suggested by...
Howard & Pizzo (2016). The density and temperature decrease behind the detached shock is a result from the divergent flow (expansion) after the shock passing. Without a driver behind the shock, there is nothing to maintain the compression in the sheath.

Another interesting feature of this CME event is the interplanetary shock–CIR interaction, as can be seen in Figures 12 and 13. The shock-CIR interaction phenomenon has been observed in many cases (e.g., Gómez-Herrero et al. 2011) and is believed to be related to the enhanced local ion acceleration in the hundred-keV energy range (Giacalone et al. 2002). The shocks that interact with CIRs can be difficult to identify in observations, due to their distorted structure after interaction (e.g., Richardson & Cane 2004; Riley et al. 2006).

The shock-CIR interaction acts as shock-shock collisions (e.g., CME-CME interaction; Lugaz et al. 2008) and will amplify the magnetic fields, plasma temperature, and density of the CIR. We can see the effect of shock–CIR interaction in Figure 13. This phenomenon is also found in the interaction of high Mach-number shocks in laser-produced plasma (Morita et al. 2013). Note that although the shock-CIR interaction is evident in the simulation, the shock passing through the STA location is not interacting with the leading edge of the CIR but the fast flow behind the CIR front.

### 3.5. Shock Structure at 1 au

In Figure 14, we show the comparison of the CME in situ observations with the simulation for radial velocity, proton
density, proton temperature, and total magnetic field. The detached shock hits STA at \( \sim 6:50 \) UT on 2011 March 9 in the observation. For the simulation, the shock arrives within \( \sim 1 \) hr later. Considering the discrepancy between the shock speed in the simulation and in the observation near the Sun, it indicates that the simulated shock suffers more deceleration in the heliosphere than the observed shock. This effect could be caused by the relatively higher background solar wind density in the simulation along the shock propagation path. In the radial velocity comparison, we can see that the simulation reproduces the velocity jump of \( \sim 200 \) km s\(^{-1}\) at the shock as well as the gradual decrease in velocity after the shock passing. The most significant difference is that in the simulation, there is another more gradual velocity increase by \( \sim 200 \) km s\(^{-1}\) after the shock, where the velocity is higher in the simulation than in the observation after shock. This difference is due to the numerical reconnection behind the shock. Numerical reconnection is also responsible for the density peak at 14:00 UT in the simulation. These “features” are formed near the Sun, due to the post-eruption reconnection between the flux rope and background fields (Jin et al. 2013). Although magnetic reconnection does exist and is observed during the CME propagation (e.g., Ko et al. 2003; Webb et al. 2003; Gosling et al. 2005), the reconnection prescription in our model may not be sufficient to address the physics behind this phenomenon. Note that the energy released by numerical reconnection in our model only heats the protons. Since the heat condition is not applied to protons, the dissipated energy cannot transfer back to the Sun and therefore leads to an elevated proton temperature as well as increases in velocity and density. To improve the current prescription, a finer grid should be used to reduce numerical reconnection. Also, explicit resistivity for the Joule heating of the electrons in the reconnection region should be included in the future. In the observed density plot, we can see two peaks in the data: The first one (around 2011 March 8 10:00 UT) is related to the CIR structure, and the second one is related to the CME-driven shock. The density jump at the shock is a factor of \( \sim 4 \) in the observation, while it is \( \sim 2 \) in the simulation. The proton temperature at the shock jumps from \( \sim 0.1 \) MK to \( \sim 1 \) MK in the observation, while in the simulation it jumps from \( \sim 0.3 \) MK to \( \sim 3 \) MK. The magnetic field in both the simulation and the observation has a jump of factor \( \sim 2.5 \) at the shock, with the magnitude slightly smaller in the simulation.
In order to explain the discrepancy between the compression ratios in the simulation and the observation, we show the evolution of the compression ratio and the shock Mach number (acoustic) at the shock front toward the location of STA in the simulation in Figure 15. At $t = 9$ hr, the shock compression ratio is $\sim 4$ and the shock Mach number is $\sim 6$. Both the compression ratio and the shock Mach number gradually decrease. At $t = 36$ hr (near the STA impact), the compression ratio is $\sim 2.6$, with a shock Mach number of $\sim 3.5$. The shock changes from a strong shock to a moderate shock before hitting STA in the simulation. This is caused by the elevated proton temperature in the CIR region, which dramatically increases the local acoustic speed and decreases the shock Mach number. However, the proton temperature in the observation is lower by a factor of $\sim 5$–10 in the CIR region than in the simulation. The lower acoustic speed in reality leads to a higher shock Mach number. Therefore, a more physically complete dissipation formulation described by van der Holst et al. (2014) should be used for future CME simulations.

In Figure 16, we further compare the three components of the magnetic field between the simulation and the observed event. As we can see, the simulation successfully captures the overall variation of the magnetic field at the shock passing. The magnitudes of all three components increase at the shock. The Bx component has a positive direction, while By and Bz have negative directions. The negative Bz does not last long in this event at STA. In Figure 17, we show the comparison of velocity components between the simulation and observation. Again, our simulation shows consistency with the observations for all three velocity components. The velocity information is critically important to determine the shock normal. Based on the comparison, our simulation catches the shock normal correctly at STA for this event.

4. SUMMARY AND CONCLUSION

In this study, the 2011 March 7 CME event is simulated from the corona to 1 au, where we capture shocks at the flank of the CME. We do not assess model performance in the vicinity of the CME driver due to lack of relevant observations. Comparing the model with previous work (Jin et al. 2013), the new AWSoM model incorporates physically consistent wave reflection/dissipation and spatially dependent heat partitioning based on linear wave theory and stochastic heating. Moreover, collisionless electron heat conduction is taken into account and combined with the collisional Spitzer heat conduction. Our simulation results are compared using multi-spacecraft observations from SOHO, SDO, STEREO A/B, and OMNI. The new model shows the capability to reproduce many observed features of this CME near the Sun and of its disturbance at 1 au in this event. We summarize the major conclusions as follows.

1. Near the Sun, the synthesized EUV images of the model can reproduce most of the active regions and on-disk/polar coronal holes. Also, the intensity of the active region is comparable with the observation, thanks to the enhanced wave reflection around the active regions.

2. The 3D CME reconstruction and white light comparison from three different viewpoints show that the simulated CME propagates in the same direction as the observed event to a very high degree. The GL flux rope shows the capacity to reproduce the observed white light features of the CME (e.g., double-front morphology, dark cavity, dense core), which was also shown in the previous work by Lugaz et al. (2005). Within 20 $R_{\odot}$, the simulated CME-driven shock front is $\sim 600$ km$^{-1}$ faster than the observed CME shock front, but the speed is comparable with the second front in the simulation.

3. A comprehensive 1 au in situ comparison shows that our simulation captures all the shock features of this event with varying degrees of accuracy. The deflection of the CME away from the coronal hole is evident both in the observation and in the simulation. The CME-driven shock expands into the coronal hole’s fast outflow and travels far from the ejecta where it is observed by STA.

4. Although initially driven by the CME flux rope close to the Sun, the shock toward STA becomes detached from the driver in the heliosphere and has features similar to a blast wave.

Based on these promising results, our future work will focus on the following directions. First, since the CME flux rope is
not well observed in this event due to its propagation direction, we will conduct more benchmark case studies, as suggested by Möstl et al. (2012), to validate both the CME-driven shocks and flux rope structures from multiple in situ observations (Liu et al. 2013). Second, the gradual SEP events are believed to be accelerated by CME-driven shocks through the diffusive shock acceleration mechanism (Reames 1999). Mewaldt et al. (2008) pointed out that the total energy budget of the energetic particles can be 10% or more of the CME kinetic energy. Therefore, coupling the CME model with the SEP model (Sokolov et al. 2004, 2009) needs to be pursued. By separating the electron and proton temperatures in our CME model, the CME-driven shock is well reproduced both near the Sun and in the heliosphere, which could lead to an effective acceleration by DSA. However, the shock jump condition was not well reproduced for Earth. Work remains on getting the correct CIR conditions in the model. Third, AWSoM shows a new capacity for investigating turbulence phenomenon related to the CME-driven shocks. With higher temporal and spatial resolution in the simulation, as well as with pressure anisotropy (van der Holst et al. 2014; Meng et al. 2015), the CME-turbulence interactions will be investigated and compared with observations (e.g., Liu et al. 2006). Finally, we should note that the flux rope parameters are chosen in an ad hoc way to best reproduce the observed travel time at STA. Our companion paper details a methodology to automatically set these parameters based on empirical relationships between the flux rope parameters and solar observations (Jin et al. 2016a).

At last, we should note that it is still unclear if all CMEs can be represented by a flux rope model as used in this study. Although the bright twisted loops, which are believed to be flux rope structures, are frequently observed at the CME onset (e.g., Zhang et al. 2012; Cheng et al. 2013; Nindos et al. 2015), we still do not know whether the magnetic structure is consistent with our flux rope model. Therefore, there is still a long way to go before claiming the predictive value of the simulation model. Meanwhile, it will keep playing an important role for understanding the physical processes of CME propagation that may be included in future operational space weather models.
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