ON A REMARK BY Y. NAMIKAWA

MICHELE ROSSI

Abstract. The aim of the present paper is on the one hand to produce examples supporting the conclusion of Y. Namikawa in Remark 2.8 of [31] and improving considerations of Example 1.11 of the same paper. On the other hand, it is intended to give a geometric interpretation of the rigidity properties of some trees of exceptional rational curves, as observed by Namikawa, which can be obtained by factorizing small resolutions through nodal threefolds.
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Let $X$ be a complex projective threefold with terminal singularities and admitting a small resolution $\hat{X} \xrightarrow{\phi} X$ such that $\hat{X}$ is a Calabi–Yau threefold (in the sense of Definition [11]), where “small” means that the exceptional locus $\text{Exc}(\phi)$ has codimension greater than or equal to two. Then it is well known that $\text{Exc}(\phi)$ consists of a finite disjoint union of trees of rational curves of A–D–E type [38], [22], [35], [28], [7]. In his paper [31], Remark 2.8, Y. Namikawa considered the following

Problem. When does $\hat{X}$ have a flat deformation such that each tree of rational curves splits up into mutually disjoint $(-1, -1)$–curves?

Let us recall that a $(-1, -1)$–curve is a rational curve in $X$ whose normal bundle is isomorphic to $\mathcal{O}_{\mathbb{P}^1}(-1) \oplus \mathcal{O}_{\mathbb{P}^1}(-1)$. It arises precisely as exceptional locus of

Research partially supported by the Italian Research Grant PRIN (2006) “Geometria delle Varietà Algebriche” (G.V.A.) and by the US N.S.F. Focus Research Grant n. 0139799.
the resolution of an ordinary double point (a node) i.e. an isolated hypersurface singularity whose tangent cone is a non-degenerate quadratic cone.

Namikawa’s problem is of considerable interest in the context of H. Clemens type problems of cycle deformations (see e.g. [7], Corollary (4.11)). Moreover, it is of significant interest in the context of geometric transitions and therefore in the study of Calabi–Yau threefolds moduli space. Let us recall that a geometric transition (g.t.) between two Calabi–Yau threefolds is the process obtained by “composing” a birational contraction to a normal threefold with a complex smoothing (see Definition 1.6). If the normal intermediate threefold has only nodal singularities then the considered g.t. is called a conifold transition. The interest in g.t.s goes back to the ideas of H. Clemens [5] and M. Reid [39] which gave rise to the so called Calabi–Yau Web Conjecture (see also [11] for a revised and more recent version) stating that (more or less) all Calabi–Yau threefolds can be connected to each other by means of a chain of g.t.s, giving a sort of (unexpected) “connectedness” of the Calabi–Yau threefolds moduli space. There is also a considerable physical interest in g.t.s owing to the fact that they connect topologically distinct models of Calabi–Yau vacua: the physical version of the Calabi–Yau Web Conjecture is a sort of (in this case expected) “uniqueness” of a space–time model for supersymmetric string theories (see e.g. [4] and references therein).

In this context, Namikawa’s problem can then be rephrased as follows

Problem (for small geometric transitions). When does a small g.t. have a “flat deformation” to a conifold transition?

Since the geometry of a general g.t. can be very intricate, while the geometry of a conifold transition is relatively easy and well understood as a topological surgery [5], the mathematical interest of such a problem is evident.

On the other hand, conifold transitions were the first (and among the few) g.t.s to be physically understood as massless black hole condensation by A. Strominger [47]. Answering the given problem would then give a significant improvement in the physical interpretation of (at least the small) g.t.s bridging topologically distinct Calabi–Yau vacua.

Unfortunately in [31], Remark 2.8, Namikawa observed that a flat deformation positively resolving the given problem “does not hold in general” and produced an example of a cuspidal fiber self–product of an elliptic rational surface with sections whose resolution admits exceptional trees, composed of couples of rational curves intersecting at one point, which should not deform to a disjoint union of (−1, −1)–curves. Nevertheless, Example 1.11 in [31], supporting such a conclusion, contains an oversight forcing the given deformation to be actually a meaningless trivial deformation of the given cuspidal fiber product.

A first aim here is to overcome such an oversight and produce all the deformations (which actually exist) of the Namikawa cuspidal fiber product supporting his conclusion in [31], Remark 2.8.

Moreover the main goal of the present paper is to understand the core of the Namikawa example and rewrite an improved version of the given Problem. This is performed by means of Friedman type local to global techniques [7]. The answer is then given by the existence of the commutative diagram (77) and, more generally, by Theorem 4.4 which prescribes a geometric recipe to produce Namikawa type rigid examples. Precisely it turns out that:
Theorem. 4.4 Under some good hypothesis on $X$ and $\text{Sing}(X)$, if a small resolution $\tilde{X} \xrightarrow{\phi} X$ factors through a nodal threefold $Z$, then the exceptional trees in $\text{Exc}(\phi)$ are rigid under global deformations of $\tilde{X}$.

In particular, this is the case of the Namikawa example. The given Problem can then be rewritten as follows

Conjecture. Let $\tilde{X} \xrightarrow{\phi} X$ be a small resolution such that for any birational factorization

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\phi} & X \\
\downarrow & & \downarrow \\
Z & & 
\end{array}
$$

there exist $p \in \text{Sing}(Z)$ which is not a node. Then there exists an exceptional tree in $\text{Exc}(\phi)$ splitting up into a disjoint union of $(-1, -1)$-curves under some flat global deformation of $\tilde{X}$. In particular if the relative Picard number $\rho(\phi) = 1$ then any exceptional tree in $\text{Exc}(\phi)$ splits up into mutually disjoint $(-1, -1)$-curves under some flat global deformation of $\tilde{X}$.

We refer the interested reader to the forthcoming paper [42] where this latter conjecture is discussed in the mathematically and physically relevant context of geometric transitions.

The paper is organized as follows.

In the first section we introduce notation, preliminaries and main facts needed throughout the paper and culminating with Proposition 1.12 which expresses the global change in topology induced by a small g.t.

The second section is dedicated to reviewing elliptic rational surfaces and their fiber products. The treatment will be as self–contained as possible, with some explicit examples developed in detail, to facilitate the comprehension of those readers who have a physical rather than algebraic geometric background. For more details the reader is referred to original papers by A. Kas, R. Miranda, U. Persson, C. Schoen and Y. Namikawa [18], [25], [26], [27], [45], [29]. See also the recent [17].

Section 3 is devoted to presenting the Namikawa construction of a fiber self–product of a particular elliptic rational surface with sections and singular “cuspidal” fibers (which will be called cuspidal fiber product). These are threefolds admitting six isolated singularities of Kodaira type $II \times II$ which have been very rarely studied in either the pioneering work of C. Schoen [45] or the recent [17]. For this reason, their properties, small resolutions and local deformations are studied in detail. In particular, all the local deformations induced by global versal deformations are studied in Proposition 3.9, while all the local deformations of a cuspidal singularity to three distinct nodes are studied in Proposition 3.5. They actually do not lift globally to the given small resolution, as stated by Theorem 3.6 revising the Namikawa considerations of [31], Remark 2.8 and Example 1.11. Finally, analytical and topological invariants of these fiber products and their resolutions and deformations are studied in Theorem 3.8 and reported in Table (66). The proof is based on the topology–changing properties of geometric transitions. This allows us to understand from a different perspective some known facts about fiber products of elliptic rational surfaces with sections (see e.g. Remarks 3.9 and 3.10).
The last section, 4, is then dedicated to describing local and global deformations of Namikawa fiber products and their resolutions, by means of the same techniques employed by R. Friedman in the case of a conifold transition [7]. Finally, the same techniques are applied to prove the above-stated Theorem 4.4.

Appendix A is devoted to presenting an alternative and more elementary (but actually longer) proof of Lemma 2.4 to avoid an unnecessary use of the Bogomolov–Tian–Todorov–Ran Theorem.
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1. Preliminaries and notation

Let us start by recalling that there are a lot of more or less equivalent definitions of Calabi–Yau 3-folds e.g.: a Kähler complex, compact 3-fold admitting either (1) a Ricci flat metric (Calabi conjecture and Yau Theorem), or (2) a flat, non-degenerate, holomorphic 3-form, or (3) holonomy group a subgroup of SU(3) (see [16] for a complete description of equivalences and implications). In the present paper we will choose the following equivalent version of (3), which is, in the algebraic context, the analogue of smooth elliptic curves and smooth $K3$ surfaces.

**Definition 1.1** (Calabi–Yau 3-folds). A smooth, complex, projective 3-fold $X$ is called Calabi–Yau if

1. $K_X \cong O_X$ ,
2. $h^{1,0}(X) = h^{2,0}(X) = 0$ .

The standard example is the smooth quintic threefold in $\mathbb{P}^4$.

1.1. The Picard number of a Calabi–Yau threefold. Let $X$ be a Calabi–Yau threefold and consider the Picard group

$$\text{Pic}(X) := \langle \text{Invertible Sheaves on } X \rangle \cong H^1(X, O_X^*) \ .$$

The Calabi–Yau conditions $h^1(O_X) = h^2(O_X) = 0$, applied to the cohomology of the exponential sequence, give then the canonical isomorphism

$$\text{Pic}(X) \cong H^2(X, \mathbb{Z}) \ .$$

Therefore the Picard number of $X$, which is defined as $\rho(X) := \text{rk Pic}(X)$, turns out to be

$$\rho(X) = b_2(X) = b_4(X) = h^{1,1}(X) \ .$$

Since the interior $\mathcal{K}(X)$ of the closed Kähler cone $\overline{\mathcal{K}}(X)$ of $X$, generated in the Kleiman space $H^2(X, \mathbb{R})$ by the classes of nef divisors, turns out to be the cone generated by the Kähler classes, the Picard number $\rho(X) = h^{1,1}(X)$ turns out to be the dimension of the Kähler moduli space of $X$. 
1.2. **Deformations of Calabi–Yau threefolds.** Let $\mathcal{X} \xrightarrow{f} B$ be a flat, surjective map of complex spaces such that $B$ is connected and there exists a special point $o \in B$ whose fibre $X = f^{-1}(o)$ may be singular. Then $\mathcal{X}$ is called a deformation family of $X$. If the fibre $X_b = f^{-1}(b)$ is smooth, for some $b \in B$, then $X_b$ is called a smoothing of $X$.

Let $\Omega_X$ be the sheaf of holomorphic differential forms on $X$ and consider the Lichtenbaum–Schlessinger cotangent sheaves \[ \Theta^i_X = \text{Ext}^i(\Omega_X, \mathcal{O}_X). \]

Then $\Theta^0_X = H^0(\mathcal{O}_X) =: \Theta_X$ is the “tangent” sheaf of $X$ and $\Theta^i_X$ is supported over $\text{Sing}(X)$, for any $i > 0$. Consider the associated local and global deformation objects

\[ T^i_X := H^{i}(\mathcal{O}_X), \quad T^i_{X_b} := \text{Ext}^i(\Omega_{X_b}, \mathcal{O}_{X_b}), \quad i = 0, 1, 2. \]

Then by the local to global spectral sequence relating the global Ext and sheaf $\text{Ext}$ (see [12] and [8] II, 7.3.3) we get

\[ E_2^{p,q} = H^p(X, \Theta^q_X) \Rightarrow T^{p+q}_X \]

giving that

\[ T^0_X \cong T^0_{X_b} = H^0(X, \Theta^0_X), \]
\[ \text{if } X \text{ is smooth then } T^i_X \cong H^i(X, \Theta^0_X), \]
\[ \text{if } X \text{ is Stein then } T^i_X \cong T^i_{X_b}. \]

Given a deformation family $\mathcal{X} \xrightarrow{f} B$ of $X$ for each point $b \in B$ there is a well defined linear (and functorial) map $D_b f : T_b B \to T^1_{X_b}$ (Generalized Kodaira–Spencer map)

\[ D_b f : T_b B \to T^1_{X_b} \]

(see e.g. [34] Theorem 5.1). Recall that $\mathcal{X} \xrightarrow{f} B$ is called

- a versal deformation family of $X$ if for any deformation family $(Y, X) \xrightarrow{g} (C, 0)$ of $X$ there exists a map of pointed complex spaces $h : (U, 0) \to (B, o)$, defined on a neighborhood $0 \in U \subset C$, such that $Y|_U$ is the pull–back of $\mathcal{X}$ by $h$ i.e.

\[ C \xrightarrow{u} U \xrightarrow{h} B \]

- an effective versal deformation family of $X$ if it is versal and the generalized Kodaira–Spencer map evaluated at $o \in B$, $D_0 f : T^1_{X_b} \to T^1_{X_b}$ is injective,

- a universal family if it is versal and $h$ is univocally defined in a neighborhood $0 \in U \subset C$.

**Theorem 1.2** (Douady–Grauert–Palamodov [6], [10], [33] and [34] Theorems 5.4 and 5.6). Every compact complex space $X$ has an effective versal deformation $\mathcal{X} \xrightarrow{f} B$ which is a proper map and a versal deformation of each of its fibers. Moreover the germ of analytic space $(B, o)$ is isomorphic to the germ of analytic space $(q^{-1}(0), 0)$, where $q : T^1_{X_b} \to T^2_{X_b}$ is a suitable holomorphic map (the obstruction map) such that $q(0) = 0$. 
In particular if \( q \equiv 0 \) (e.g. when \( T^2_X = 0 \)) then \( (B, o) \) turns out to be isomorphic to the germ of a neighborhood of the origin in \( T^1_X \).

**Definition 1.3** (Kuranishi space and number). The germ of analytic space \( \text{Def}(X) := (B, o) \) as defined in Theorem 1.2 is called the **Kuranishi space** of \( X \). The **Kuranishi number** \( \text{def}(X) \) of \( X \) is then the maximum dimension of irreducible components of \( \text{Def}(X) \).

\( \text{Def}(X) \) is said to be **unobstructed** or **smooth** if the obstruction map \( q \) is the constant map \( q \equiv 0 \). In this case \( \text{def}(X) = \dim \mathbb{C} T^1_X \).

**Theorem 1.4** ([34] Theorem 5.5). If \( T^0_X = 0 \) then the versal effective deformation of \( X \), given by Theorem 1.2, is actually universal for all the fibres close enough to \( X \).

Let us now consider the case of a Calabi–Yau threefold \( X \). By the Bogomolov–Tian–Todorov–Ran Theorem [3], [19], [50], [36] the Kuranishi space \( \text{Def}(X) \) is smooth and (3) gives that

\[
\text{def}(X) = \dim \mathbb{C} T^1_X = h^1(X, \Theta_X) = h^{1,1}(X)
\]

where the last equality on the right is obtained by the Calabi–Yau condition \( K_X \cong \mathcal{O}_X \). Applying the Calabi–Yau condition once again gives \( h^0(\Theta_X) = h^{2,0}(X) = 0 \). Therefore [2] and Theorem 1.4 give the existence of a universal effective family of Calabi–Yau deformations of \( X \). In particular \( h^{2,1}(X) \) turns out to be the dimension of the complex moduli space of \( X \).

### 1.3. Geometric transitions.

**Definition 1.5** (see [40] and references therein). Let \( \hat{X} \) be a Calabi–Yau threefold and \( \phi : \hat{X} \to X \) be a birational contraction onto a normal variety. Assume that there exists a Calabi–Yau smoothing \( \tilde{X} \) of \( X \). Then the process of going from \( \hat{X} \) to \( \tilde{X} \) is called a **geometric transition** (for short transition or g.t.) and denoted by \( T(\hat{X}, X, \tilde{X}) \) or by the diagram

\[
\begin{array}{ccc}
\hat{X} & \xrightarrow{\phi} & X \xleftarrow{\sim} \tilde{X} \\
& \searrow & \downarrow T \\
& \tilde{X} & \\
\end{array}
\]

The most well known example of a g.t. is given by a generic quintic threefold \( X \subset \mathbb{P}^4 \) containing a plane. One can check that \( \text{Sing}(X) \) is composed by 16 **ordinary double points**. Looking at the strict transform of \( X \), in the blow–up of \( \mathbb{P}^4 \) along the contained plain, gives the resolution \( \hat{X} \), while a generic quintic threefold in \( \mathbb{P}^4 \) gives the smoothing \( \tilde{X} \). Due to the particular nature of \( \text{Sing}(X) \) the g.t. \( T(\hat{X}, X, \tilde{X}) \) is actually an example of a conifold transition.

**Definition 1.6** (Conifold transitions). A g.t. \( T(\hat{X}, X, \tilde{X}) \) is called **conifold** if \( X \) admits only ordinary double points (nodes or o.d.p.’s) as singularities.

**Definition 1.7** (Small geometric transitions). A geometric transition

\[
\begin{array}{ccc}
\hat{X} & \xrightarrow{\phi} & X \xleftarrow{\sim} \tilde{X} \\
& \searrow & \downarrow T \\
& \tilde{X} & \\
\end{array}
\]
will be called \textit{small} if \( \text{codim}_X \text{Exc}(\phi) > 1 \), where \( \text{Exc}(\phi) \) denotes the exceptional locus of \( \phi \).

As an obvious example, any conifold transition is a small g.t..

\textbf{Remark 1.8.} Let \( T(\hat{X}, X, \tilde{X}) \) be a small g.t.. Then \( \text{Sing}(X) \) is composed at most by terminal singularities of index 1 which turns out to be isolated hypersurface singularities (actually of compound Du Val type \cite{27}, \cite{38}). In \cite{20}, Theorem A, Y. Namikawa proved an extension of the Bogomolov–Tian–Todorov–Ran Theorem allowing to conclude that \( \text{Def}(X) \) is smooth also in the present situation. Therefore

\begin{equation}
\text{def}(X) = \dim_\mathbb{C} \mathbb{T}_X^1.
\end{equation}

Moreover the Leray spectral sequence of the sheaf \( \phi_* \Theta_{\hat{X}} \) gives

\begin{align*}
h^0(\Theta_X) &= h^0(\phi_* \Theta_{\hat{X}}) = h^0(\Theta_{\hat{X}}) = h^{2,0}(\hat{X}) = 0
\end{align*}

where the first equality on the left is a consequence of the isomorphism \( \Theta_X \cong \phi_* \Theta_{\hat{X}} \) (see \cite{2} Lemma (3.1)) and the last equality on the right is due to the Calabi–Yau condition for \( \hat{X} \). Then Theorem 1.4 and (2) allow to conclude that \( X \) admits a universal effective family of Calabi–Yau deformations.

\textbf{Proposition 1.9} (Clemens’ formulas \cite{5}). Let \( T(\hat{X}, X, \tilde{X}) \) be a conifold transition and say \( b_i \) the \( i \)-th Betti number i.e. the rank of the \( i \)-th singular homology group. Then there exist two non negative integers \( k, c \) such that:

\begin{enumerate}
\item \( N := |\text{Sing}(X)| = k + c; \)
\item \( \text{(Betti numbers)} \ b_i(\hat{X}) = b_i(X) = b_i(\tilde{X}) \text{ for } i \neq 2, 3, 4, \text{ and} \)
\begin{align*}
b_2(\hat{X}) &= b_2(X) + k = b_2(\tilde{X}) + k \\
b_4(\hat{X}) &= b_4(X) = b_4(\tilde{X}) + k \\
b_3(\hat{X}) &= b_3(X) - c = b_3(\tilde{X}) - 2c
\end{align*}
where vertical equalities are given by Poincaré Duality;
\item \( \text{(Hodge numbers)} \)
\begin{align*}
h^{2,1}(\hat{X}) &= h^{2,1}(\tilde{X}) + c \\
h^{1,1}(\hat{X}) &= h^{1,1}(\tilde{X}) - k
\end{align*}
\item \( \text{(Euler–Poincaré characteristic)} \)
\begin{equation}
\chi(\hat{X}) = \chi(X) + N = \chi(\tilde{X}) + 2N.
\end{equation}
\end{enumerate}

(For a detailed proof see \cite{40} Theorem 3.3 and references therein).

\textbf{Remark 1.10} (Meaning of \( k \) and \( c \)). The integers \( k \) and \( c \) admit topological, geometrical and physical interpretations. In \textit{topology} \( k \) turns out to be the dimension of the subspace \( \langle [\phi^{-1}(p)] | p \in \text{Sing}(X) \rangle_\mathbb{Q} \) of \( H_2(\hat{X}, \mathbb{Q}) \), generated by the 2–cycles composing the exceptional locus of the birational resolution \( \phi : \hat{X} \rightarrow X \). On the other hand \( c \) is the dimension of the subspace generated in \( H_3(\hat{X}, \mathbb{Q}) \) by the vanishing cycles. In \textit{geometry} equations (3) in the statement of Proposition 1.9 means that a conifold transition decreases Kähler moduli by \( k \) and increases complex moduli by \( c \): this is a consequence of \cite{11} and \cite{5}. At last (but not least) a conifold
transition has been physically understood by A. Strominger [47] as the process connecting two topologically distinct Calabi–Yau vacua by means of a condensation of massive black holes to massless ones inducing a decreasing of $k$ vector multiplets and an increasing of $c$ hypermultiplets.

1.4. Milnor and Tyurina numbers of isolated hypersurface singularities. Let $\mathcal{O}_0$ be the local ring of germs of holomorphic function of $\mathbb{C}^{n+1}$ at the origin, which is the localization of the polynomial ring $\mathcal{O} := \mathbb{C}[x_1, \ldots, x_{n+1}]$ at the maximal ideal $m_0 := (x_1, \ldots, x_{n+1})$. By definition of holomorphic function and the identity principle we have that $\mathcal{O}_0$ is isomorphic to the ring of convergent power series $\mathbb{C}\{x_1, \ldots, x_{n+1}\}$. A germ of hypersurface singularity is defined as the Stein complex space

$$U_0 := \text{Spec}(\mathcal{O}_{F,0})$$

where $\mathcal{O}_{F,0} := \mathcal{O}_0/(F)$ and $F$ is the germ represented by a polynomial function.

**Definition 1.11.** The Milnor number of the hypersurface singularity $0 \in U_0$ is defined as the multiplicity of $0$ as solution of the system of partials of $F$ (§7) which is

$$\mu(0) := \text{dim}_\mathbb{C}(\mathcal{O}_0/J_F) = \text{dim}_\mathbb{C}(\mathbb{C}\{x_1, \ldots, x_{n+1}\}/J_F)$$

as a $\mathbb{C}$–vector space, where $J_F$ is the jacobian ideal $\left(\frac{\partial F}{\partial x_1}, \ldots, \frac{\partial F}{\partial x_{n+1}}\right)$.

The Tyurina number of the hypersurface singularity $0 \in U_0$ is defined as the Kuranishi number $\text{def}(U_0)$. Since $U_0$ is Stein, $\text{Def}(U_0)$ is smooth and, by [41],

$$\tau(0) := \text{def}(U_0) = \text{dim}_\mathbb{C} T^1_{U_0} = \text{dim}_\mathbb{C} T^1_{U_0} = h^0(U_0, \Theta_{U_0}^1) = \text{dim}_\mathbb{C}(\mathcal{O}_{F,0}/J_F) = \text{dim}_\mathbb{C}(\mathbb{C}\{x_1, \ldots, x_{n+1}\}/(F + J_F)).$$

Then $\tau(0) \leq \mu(0)$. According with [41], $\tau(0) = \mu(0)$ if and only if $F$ is the germ of a weighted homogeneous polynomial.

**Proposition 1.12** (Generalized Clemens’ formulas [32] Remark (3.8), [41]). Given a small g.t. $T(\tilde{X}, X, \tilde{X})$ there exist three non–negative integers $k, c', c''$ such that

1. the total number of irreducible components of the exceptional locus $E = \text{Exc}(\phi)$ is

$$n := \sum_{p \in \text{Sing}(X)} n_p = k + c',$$

2. the global Milnor number of $X$ is

$$m := \sum_{p \in \text{Sing}(X)} \mu(p) = k + c''$$

3. (Betti numbers) $b_i(\tilde{X}) = b_i(X) = b_i(\tilde{X})$ for $i \neq 2, 3, 4$, and

$$
\begin{align*}
  b_2(\tilde{X}) &= b_2(X) + k &= b_2(\tilde{X}) + k \\
  b_4(\tilde{X}) &= b_4(X) &= b_4(\tilde{X}) + k \\
  b_3(\tilde{X}) &= b_3(X) - c' &= b_3(\tilde{X}) - (c' + c'')
\end{align*}
$$

where vertical equalities are given by Poincaré Duality,
(4) (Hodge numbers)
\[ h^{1,1}(\tilde{X}) = h^{1,1}(\tilde{X}) - k \]
\[ h^{2,1}(\tilde{X}) = h^{2,1}(\tilde{X}) + c \]
where \( c := (c' + c'')/2 \).

(5) (Euler–Poincaré characteristic)
\[ \chi(\tilde{X}) = \chi(X) + n = \chi(\tilde{X}) + n + m . \]

Remark 1.13. In particular, if \( T(\tilde{X}, X, \bar{X}) \) is a conifold transition, then \( c' = c'' = c \) and \( |\text{Sing}(X)| = k + c \) giving the previous Proposition 1.9.

Remark 1.14. In the following we will use essentially point (4) of Proposition 1.12 with some further consideration reported in the next Remark 1.15 and proved in [32]. A detailed topological proof of Proposition 1.12 is given in the preprint [41].

Remark 1.15 (Picard number of the central fibre). The integer \( k \) have the same topological and geometric interpretations given in Remark 1.10. Also the integer \( c = (c' + c'')/2 \) have the same geometric meaning of increasing of complex moduli induced by a small g.t. For a topological interpretation look at points (1) and (2) in Proposition 1.12 which explain the role of integers \( c' \) and \( c'' \). Precisely by (1) \( c' \) gives the number of independent linear relations linking the 2–cycles of irreducible components of \( \text{Exc}(\phi) \) in \( H^2(\tilde{X}, \mathbb{Q}) \). Since these 2–cycles are contracted by \( \phi \) down to the isolated singularities of \( X \), the previous relations generate \( c' \) new independent 3–cycles in \( H^3(X, \mathbb{Q}) \). On the other hand \( c'' \) turns out to have the same topological meaning of \( c \) in Remark 1.10 which is the dimension of the subspace generated in \( H^3(\tilde{X}, \mathbb{Q}) \) by the vanishing 3–cycles. Then by (2) \( k \) turns out to be the number of independent linear relations linking the vanishing 3–cycles in \( H^3(\tilde{X}, \mathbb{Q}) \). Degenerating \( \tilde{X} \) to \( X \) shrinks the vanishing 3–cycles to the isolated singular points of \( X \), then

(a) the degeneration from \( \tilde{X} \) to \( X \) gives rise to \( k \) new independent 4–cycles in \( H^4(X, \mathbb{Q}) \).

In [32] Y. Namikawa and J. Steenbrink observe that

(b) \( k = b_4(X) - b_2(X) \), called the defect of \( X \), turns out to give the rank of the quotient group \( \text{Cl}(X)/\text{CaCl}(X) \)

of Weil divisors (mod. linear equivalence) with respect to the subgroup of Cartier divisors (mod. linear equivalence) (notation as in [14] II.6) meaning that the \( k \) new independent 4–cycles in \( H^4(X, \mathbb{Q}) \) are homology classes of Weil divisors on \( X \) which are not Cartier divisors. Since \( X \) is a reduced, irreducible and normal threefold, \( \text{CaCl}(X) \cong \text{Pic}(X) \) (see [14] Propositions II.3.1 and II.6.15). Then statements (a) and (b) allow to conclude that

(8) \[ \rho(X) = \rho(\tilde{X}) = h^{1,1}(\tilde{X}) . \]

2. Fiber products of rational elliptic surfaces with sections

In the present section we will review some well known facts about rational elliptic surfaces with section and their fiber products, with some explicit example. For further details the reader is referred to [26], [27] and [45].
2.1. **Blow–up of elliptic pencils and fiber products.** Let $Y$ and $Y'$ be rational elliptic surfaces with sections i.e. rational surfaces admitting elliptic fibrations over $\mathbb{P}^1$

\[ r : Y \longrightarrow \mathbb{P}^1, \quad r' : Y' \longrightarrow \mathbb{P}^1 \]
with distinguished sections $\sigma_0$ and $\sigma'_0$, respectively (notation as in [45] and [27]). Define

\[(9) \quad X := Y \times_{\mathbb{P}^1} Y'. \]

Write $S$ (resp. $S'$) for the images of the singular fibers of $Y$ (resp. $Y'$) in $\mathbb{P}^1$.

**Proposition 2.1.**

1. The fiber product $X$ is smooth if and only if $S \cap S' = \emptyset$. In particular, if smooth, $X$ is a Calabi–Yau threefold ([45] §2).

2. $Y$ (resp. $Y'$) is the blow–up of $\mathbb{P}^2$ at the base locus of a rational map $g : \mathbb{P}^2 \dashrightarrow \mathbb{P}^1$ (resp. $g' : \mathbb{P}^2 \dashrightarrow \mathbb{P}^1$) ([27] Prop. 6.1).

3. If $Y = Y'$ is sufficiently general and $r(= r')$ admits at most nodal fibers, then there always exists a small projective resolution $\hat{X}$ of $X$ ([45] Lemma (3.1)).

**Proof.** The first assertion in (1) is clear. To prove that $X$, if smooth, is a Calabi–Yau threefold observe that $X$ can be thought of as the hypersurface in $Y \times Y'$ given by the pullback of the diagonal divisor $D \subset \mathbb{P}^1 \times \mathbb{P}^1$. Precisely if $\pi, \pi'$ are the projections of $Y \times Y'$ on the respective factors then

\[ \mathcal{O}_{Y \times Y'}(X) \cong (r \times r')^* \mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(D) \cong (r \circ \pi)^* \mathcal{O}_{\mathbb{P}^1}(1) \otimes (r' \circ \pi')^* \mathcal{O}_{\mathbb{P}^1}(1). \]

On the other hand $Y$ and $Y'$ do not admit multiple fibres. Then

\[ \mathcal{K}_{Y \times Y'} \cong \pi^* \mathcal{K}_Y \otimes \pi'^* \mathcal{K}_{Y'}, \]

\[ \cong (r \circ \pi)^* (\mathcal{O}_{\mathbb{P}^1}(-2) \otimes \text{Hom}(R^1 r_* \mathcal{O}_Y, \mathcal{O}_{\mathbb{P}^1})) \]

\[ \otimes (r' \circ \pi')^* (\mathcal{O}_{\mathbb{P}^1}(-2) \otimes \text{Hom}(R^1 r'_* \mathcal{O}_{Y'}, \mathcal{O}_{\mathbb{P}^1})), \]

(see [2] §V (12.1)). Since $\text{Hom}(R^1 r_* \mathcal{O}_Y, \mathcal{O}_{\mathbb{P}^1}) \cong \mathcal{O}_{\mathbb{P}^1}(\chi(\mathcal{O}_Y))$ (analogously for $Y'$, [2] §V (12.2)), the rationality of $Y$ and $Y'$ gives

\[ \mathcal{K}_{Y \times Y'} \cong (r \circ \pi)^* \mathcal{O}_{\mathbb{P}^1}(-1) \otimes (r' \circ \pi')^* \mathcal{O}_{\mathbb{P}^1}(-1). \]

The Adjunction Formula allows then to conclude that

\[ \mathcal{K}_X \cong \mathcal{K}_{Y \times Y'} \otimes \mathcal{O}_{Y \times Y'}(X) \otimes \mathcal{O}_X \cong \mathcal{O}_X. \]

Moreover the Hyperplane Lefschetz Theorem and the Künneth Formula give

\[ H^1(X, \mathbb{C}) \cong H^1(Y \times Y', \mathbb{C}) \cong H^1(Y, \mathbb{C}) \oplus H^1(Y', \mathbb{C}) \cong 0 \]

where the vanishing follows by the rationality of $Y$ and $Y'$. Therefore the Hodge decomposition implies that $h^1(\mathcal{O}_X) = 0$ and the triviality of $\mathcal{K}_X$ and Kodaira–Serre duality give $h^2(\mathcal{O}_X) = 0$.

For (2) let $x = (x_0 : x_1 : x_2)$ denote homogeneous coordinates on $\mathbb{P}^2$. Then there exist homogeneous cubic polynomials $a(x), b(x)$ (resp. $a'(x), b'(x)$) without common factors such that $Y$ (resp. $Y'$) turns out to be $\mathbb{P}^2$ blown up at the base locus $a(x) = b(x) = 0$ (resp. $a'(x) = b'(x) = 0$) of the rational map

\[ g(x) := (a(x) : b(x)) \in \mathbb{P}^1 \quad (\text{resp. } g'(x) := (a'(x) : b'(x)) \in \mathbb{P}^1). \]
(10) $\mathbb{P}^2[x] \times \mathbb{P}^1[\lambda] \supset Y : \lambda_1 a(x) - \lambda_0 b(x) = 0$ (resp. $Y' : \lambda_1 a'(x) - \lambda_0 b'(x) = 0$) which is obviously fibred over $\mathbb{P}^1$: the choice of an order for the finite number of blow-ups of $\mathbb{P}^2$, gives a distinguished section $\sigma_0$ as the exceptional divisor of the last blow-up. The following commutative diagram then holds

\[
\begin{array}{ccc}
\mathbb{P}^2[x] \times \mathbb{P}^1[\lambda] & \xrightarrow{\text{blow-up}} & Y \\
\downarrow{\lambda} & & \downarrow{\lambda'}
\end{array}
\quad
\begin{array}{ccc}
Y' & \xleftarrow{\text{blow-up}} & \mathbb{P}^2[x'] \times \mathbb{P}^1[\lambda]
\end{array}
\]

and $X$ is birational to the bi-cubic hypersurface

(12) $\mathbb{P}^2[x] \times \mathbb{P}^2[x'] \supset W : a(x)b'(x') - a'(x)b(x) = 0$.

For a sufficiently general choice of $a, b, a', b' \in H^0(\mathcal{O}_{\mathbb{P}^2}(3))$, the singular locus $\text{Sing}(W)$ is described by $a(x) = b(x) = a'(x') = b'(x') = 0$ and is composed by 81 a.d.p.'s. Then $W$ admits a simultaneous small resolution $\hat{W}$ obtained as the strict transform of $W$ in the blow-up of $\mathbb{P}^2 \times \mathbb{P}^2$ along the surface $a(x) = b(x) = 0$ (actually 9 copies of $\mathbb{P}^2$) and explicitly described by

(13) $\mathbb{P}^2[x] \times \mathbb{P}^2[x'] \times \mathbb{P}^1[\lambda] \supset \hat{W} : \begin{cases} \lambda_1 a(x) - \lambda_0 b(x) = 0 \\ \lambda_1 a'(x') - \lambda_0 b'(x') = 0 \end{cases}$.

Then by (9), (10) and (13) the birational equivalence between $X$ and $W$ extends to give an isomorphism $X \cong \hat{W}$.

Let us now assume that $Y = Y'$. Then $a = a'$ and $b = b'$ implying that equations (13) of $\hat{W} \cong X$ can be rewritten as follows

(14) $\mathbb{P}^2[x] \times \mathbb{P}^2[x'] \times \mathbb{P}^1[\lambda] \supset \hat{W} : \begin{cases} \lambda_1 a(x) - \lambda_0 b(x) = 0 \\ \lambda_1 a(x') - \lambda_0 b(x') = 0 \end{cases}$.

Consider the diagonal locus $\Delta := \{(x, x', \lambda) \in \mathbb{P}^2[x] \times \mathbb{P}^2[x'] \times \mathbb{P}^1[\lambda] \mid x = x'\} \cong \mathbb{P}^2 \times \mathbb{P}^1$ and let $\hat{P}$ be the blow-up of $\mathbb{P}^2 \times \mathbb{P}^1$ along $\Delta$. The associated exceptional locus $E$ is then a $\mathbb{P}^1$-bundle over $\Delta$. Notice that $\Delta \cap \hat{W}$ is isomorphic to the diagonal Weil divisor of the fiber product $X = Y \times_{\mathbb{P}^1} Y$ which contains $\text{Sing}(X)$. Let $\hat{X}$ be the strict transform of $\hat{W}$ in the blow-up $\hat{P}$. Since $\text{Sing}(X)$ is entirely composed by nodes, $\hat{X}$ is smooth and $\hat{X} \longrightarrow \hat{W} \cong X$ turns out to be a small resolution, proving (3).

Remark 2.2. Observe that if $X = Y \times_{\mathbb{P}^1} Y'$ is smooth then $X \cong \hat{W} \longrightarrow W$ is a small resolution of 81 nodes for general $Y$ and $Y'$. The bi-cubic $W$ in (12) admits the obvious smoothing given by the generic bi-cubic $\hat{W} \subset \mathbb{P}^2 \times \mathbb{P}^2$ assigned by the generic choice of an element in $H^0(\mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(3, 3))$. Then:

(a) $T(X, W, \hat{W})$ turns out to be a conifold transition.
Moreover if $Y = Y'$ admits exactly $\nu \geq 0$ nodal fibers as only singular fibres, then $X = Y \times p_1 Y'$ admits exactly $\nu$ nodes with the small resolution $\tilde{X} \to X$ constructed in (3) of Proposition 2.1. On the other hand $\tilde{W}$ in (13) is a smoothing of $X$ for generic $a, b, a', b' \in H^0(\mathcal{O}_{\mathbb{P}^2}(3))$. Then:

(b) $T(\tilde{X}, X, \tilde{W})$ turns out to be a conifold transition.

**Proposition 2.3** (Euler–Poincaré characteristic).

1. If $X = Y \times p_1 Y'$ for generic $Y$ and $Y'$ then $\chi(X) = 0$.
2. If $X = Y \times p_1 Y$ and $Y$ has exactly $\nu \geq 0$ nodal fibers as only singular fibers then $\chi(X) = \nu$ and $\chi(\tilde{X}) = 2\nu$.

**Proof.** Let us at first prove the statement (2). At this purpose apply (4) of Proposition 1.9 to the conifold transition $T(\tilde{X}, X, \tilde{W})$ in (b) of Remark 2.2. Then

$$\chi(\tilde{X}) = \chi(X) + \nu = \chi(\tilde{W}) + 2\nu$$

and (2) follows by (1).

To prove (1) apply (4) of Proposition 1.9 to the conifold transition $T(X, W, \tilde{W})$ in (a) of Remark 2.2. Then

$$\chi(X) = \chi(W) + 81 = \chi(\tilde{W}) + 162$$

since $\text{Sing}(W) = \{81 \text{ nodes}\}$. The following Lemma 2.4 ends up the proof. \hfill $\square$

**Lemma 2.4.** Given a generic smooth bi–cubic hypersurface $\tilde{W} \subset \mathbb{P}^2 \times \mathbb{P}^2$ then $h^1(\tilde{W}, \Theta_{\tilde{W}}) = 83$ and $\chi(\tilde{W}) = -162$.

**Proof.** By the Bogomolov–Tian–Todorov–Ran Theorem (see either [3], [49] and [50] for the original results or [36] for an algebraic proof) $\tilde{W}$ has a smooth Kuranishi space whose dimension $h^1(\Theta_{\tilde{W}})$ can be easily computed by the projective moduli of $\tilde{W}$ i.e.

$$h^1(\tilde{W}, \Theta_{\tilde{W}}) = h^0(\tilde{W}, \mathcal{O}_{\tilde{W}}(3, 3)) - \text{rk}(\mathbb{P} \text{ GL}(3, \mathbb{C}) \times \mathbb{P} \text{ GL}(3, \mathbb{C})).$$

The structure exact sequence of $\tilde{W}$ twisted by $\mathcal{O}_{\mathbb{P}^2 \times \mathbb{P}^2}(3, 3)$

$$0 \to \mathcal{O}_{\mathbb{P}^2 \times \mathbb{P}^2} \to \mathcal{O}_{\mathbb{P}^2 \times \mathbb{P}^2}(3, 3) \to \mathcal{O}_{\tilde{W}}(3, 3) \to 0$$

and the Künneth formula

$$h^0(\mathcal{O}_{\mathbb{P}^2 \times \mathbb{P}^2}(3, 3)) = h^0(\mathcal{O}_{\mathbb{P}^2}(3)) \cdot h^0(\mathcal{O}_{\mathbb{P}^2}(3))$$

give then

$$h^1(\tilde{W}, \Theta_{\tilde{W}}) = (10 \cdot 10 - 1) - (8 + 8) = 83.$$ 

To compute the Euler–Poincaré characteristic recall that $\tilde{W}$ is a Calabi–Yau threefold, then $h^1(\Theta_{\tilde{W}}) = h^{2,1}(\tilde{W})$ and $h^{3,0}(\tilde{W}) = 1$. The Hodge decomposition gives then $b_3(\tilde{W}) = 168$ and the Hyperplane Lefschetz Theorem implies $b_i(\tilde{W}) = b_i(\mathbb{P}^2 \times \mathbb{P}^2)$ for $i \neq 3$. \hfill $\square$

**Remark 2.5.** The previous Lemma 2.4 can be proved without invoking the Bogomolov–Tian–Todorov–Ran Theorem, by means of standard cohomological arguments. For completeness we will report this (longer) proof in Appendix A.
Example 2.6. Let us give here a concrete account of the resolution process described in the proof of statement (3) of Proposition 2.1. At this purpose consider the homogeneous cubic polynomials of \( \mathbb{C}[x, y, z] \)

\[
a(x, y, z) := x^2z - y^3 + y^2z \quad , \quad b(x, y, z) := x^3 + y^3 + z^3 .
\]

Then by (10) a rational elliptic surface \( Y \) is described by

\[\mathbb{P}^2[x, y, z] \times \mathbb{P}^1[\lambda] \supset Y : \lambda_1(x^2z - y^3 + y^2z) - \lambda_0(x^3 + y^3 + z^3) = 0 ,\]

whose singular fibers are parameterized by the roots of the following discriminant polynomial

\[
P(\lambda) = \lambda_0 \left[ 4\lambda_1^2(\lambda_1^2 + 2\lambda_0\lambda_1 + 2\lambda_0^2) - 27\lambda_0^3(\lambda_0 + \lambda_1)^2 \right] \\
[4\lambda_1^3 - 27\lambda_0(\lambda_1 + \lambda_0)^2] [4\lambda_3^3 - 27\lambda_0^3]
\]

as easily deduced by studying the jacobian rank. By (14) the fiber product \( X = Y \times_{\mathbb{P}^1} U \subset \mathbb{P}^2[x, y, z] \times \mathbb{P}^2[u, v, w] \times \mathbb{P}^1[\lambda] \) is described by

\[
\left\{ \begin{array}{l}
\lambda_1(x^2z - y^3 + y^2z) - \lambda_0(x^3 + y^3 + z^3) = 0\\
\lambda_1(u^2w - v^3 + v^2w) - \lambda_0(u^3 + v^3 + w^3) = 0
\end{array} \right.
\]

Consider the open subset \( U \subset \mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^1 \) defined by

\[
(18) \quad U := \{(x : y : z) \times (u : v : w) \times (\lambda_0 : \lambda_1) \mid z \cdot w \cdot \lambda_1 \neq 0\} \cong \mathbb{C}^5(X, Y, U, V, t)
\]

where \( X = x/z, Y = y/z, U = u/w, V = v/w \) and \( t = \lambda_0/\lambda_1 \). Then the open set \( U \cap X \) can be locally described by equations

\[
(19) \quad \left\{ \begin{array}{l}
X^2 - Y^3 + Y^2 + t(X^3 + Y^3 + 1) = 0\\
U^2 - V^3 + V^2 + t(U^3 + V^3 + 1) = 0
\end{array} \right.
\]

and contains \( \text{Sing}(X) \) which is composed by the following 12 points of \( U \subset \mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^1 = (\mathbb{P}^2)^2 \times \mathbb{P}^1 \)

\[
(20) \quad \begin{array}{l}
p_0 := (0 : 0 : 1)^2 \times (0 : 1) \\
p_1 := (0 : \alpha(1 - \sqrt{2})(1 - \alpha) : 1)^2 \times ((\alpha - 1)^2 : 3\alpha) \\
p_2 := (0 : (1 - \sqrt{2})\alpha(\alpha\beta - \beta) : 2)^2 \times (-(\alpha^2\beta + 4\alpha + \beta) : 6\alpha) \\
p_3 := (\frac{2}{\beta} : 0 : 1)^2 \times (\frac{2}{\beta} : 3) \\
p_4 := (\frac{2}{\beta} : 0 : 1)^2 \times (\frac{2}{\beta} : 6) \\
p_4 := (\frac{2}{\beta} : 0 : 1)^2 \times (\frac{2}{\beta} : 6) \\
p_{i+1} := (\frac{2}{\beta} : 0 : 1)^2 \times (t_1 : 1), \quad j = 1, \ldots, 5
\end{array}
\]

where \( \alpha := \sqrt{3} + 2\sqrt{2}, \beta := 1 + i\sqrt{3} \) and \( t_j, \quad j = 1, \ldots, 5, \) are the five distinct roots of the polynomial

\[
Q(t) := 27t^3(1 + t)^2 - 4(1 + 2t + 2t^2)
\]

(then \( t_j \neq 0, -1 \) and \( p_{i+1} \) is well defined).
To analyze the local type of the singular point \( p_0 \), represented by the origin in \( U \cap X \), use the second equation in (19) to express \( t \) as a rational function of \( X, Y, U, V \).

Then the germ in the origin of \( U \cap X \) coincides with the germ of

\[
X^2 - Y^3 + Y^2 - (U^2 - V^3 + V^2) \frac{X^3 + Y^3 + 1}{U^3 + V^3 + 1}
\]

in the origin of \( \mathbb{C}^4(X, Y, U, V) \) and precisely with the germ of singularity given by

\[(21) \quad X^2 + Y^2 - U^2 - V^2 \in \mathbb{C}[X, Y, U, V] \]

Therefore \( p_0 \) turns out to be a node.

The study of the local type of the remaining 11 singular points of \( X \) proceeds in the same way after applying suitable translations sending each singularity in the origin. Precisely e.g. for \( p_{4+j} \) consider the translation

\[
X \mapsto X + \frac{2}{3t_j} \quad \text{,} \quad Y \mapsto Y + \frac{2}{3(t_j + 1)} \quad \text{,} \quad U \mapsto U + \frac{2}{3t_j} \quad \text{,} \quad V \mapsto V + \frac{2}{3(t_j + 1)} \quad \text{,} \quad t \mapsto t + t_j \quad ,
\]

the local equations of \( U \cap X \) can be rewritten as follows

\[
- t_j X^3 - (1 + t_j)Y^3 - X^2 - Y^2 - \frac{Q(t_j)}{27t_j^2(t_j + 1)^2} =
\]

\[
= t \left[ \left( X + \frac{2}{3t_j} \right)^3 + \left( Y + \frac{2}{3(t_j + 1)} \right)^3 + 1 \right]
\]

\[(22) \quad - t_j U^3 - (1 + t_j)V^3 - U^2 - V^2 - \frac{Q(t_j)}{27t_j^2(t_j + 1)^2} =
\]

\[
= t \left[ \left( U + \frac{2}{3t_j} \right)^3 + \left( V + \frac{2}{3(t_j + 1)} \right)^3 + 1 \right]
\]

Recall that \( Q(t_j) = 0 \) and, as for \( p_0 \), use the second equation to express \( t \) as a rational function of \( X, Y, U, V \). Then \( p_{4+j} \in X \) turns out to have the same local equation (21) of \( p_0 \). Similarly \( p_1, p_2, p_3, p_4, p_5 \) turn out to admit local equation

\[
X^2 - Y^2 - U^2 + V^2 \in \mathbb{C}[X, Y, U, V] \quad .
\]

Therefore all the singular points of \( X \) are nodes.

On the other hand the difference of equations (19) can be factored as follows

\[
(X - U)[X + U - t(X^2 + XU + U^2)] = (Y - V)[Y - V + (1 + t)(Y^2 + VY + V^2)]
\]

emphasizing the fact that the diagonal, locally described by

\[
U \cap \Delta = \{(X, Y, U, V, t) \in \mathbb{C}^5 \mid X = U = Y = V \} \cong \mathbb{C}^3 \quad ,
\]

cuts a Weil divisor on \( U \cap X \) containing \( \text{Sing}(X) \).

Moreover we are able to write down explicit local equations for the small resolution \( \hat{X} \rightarrow X \). Locally the blow–up of \( U \cong \mathbb{C}^5 \) along \( U \cap \Delta \) is given by

\[
U \times \mathbb{P}^1[\mu] \supset \hat{U} : \mu_1(X - U) - \mu_0(Y - V) = 0
\]

and the strict transform \( \hat{U} \cap \hat{X} \) of \( U \cap X \) is then described as the following subset of \( U \times \mathbb{P}^1 \)

\[
\mu_0[X + U - t(X^2 + XU + U^2)] + \mu_1[Y + V - (1 + t)(Y^2 + VY + V^2)] = 0 \quad ,
\]

\[
X^2 - Y^3 - Y^2 - t(X^3 + Y^3 + 1) = 0
\]

Notice that, while the first equation is trivialized by any point of the diagonal divisor $U \cap \Delta \cap X$, the second equation is trivialized only by the points of $\text{Sing}(X)$: in fact, under conditions $U = X$ and $V = Y$, the coefficients of $\mu_0$ and $\mu_1$ in the second equation turns out to be just the partial derivatives of the polynomial in the last equation. Then the exceptional locus of the resolution $\hat{U} \cap \hat{X} \longrightarrow U \cap X$ is given by a finite collection of $\mathbb{P}^1$'s, one for each point in $\text{Sing}(X)$. Since $\text{Sing}(X)$ is composed only by nodes, $\hat{U} \cap \hat{X}$ is smooth, giving a small resolution of $U \cap X$. Let us conclude by observing that statement (2) in Proposition 2.1(3) and equations (15) give $\chi(\hat{X}) = 24$ and $\chi(X) = 12$, since $X$ admits exactly 12 nodal fibers.

**Example 2.7.** Let us here observe that the hypothesis on $Y$ in Proposition 2.1(3), to be sufficiently general, is essential to get $\hat{X}$ be a smooth small resolution of $X = Y \times_{\mathbb{P}^1} Y$. Otherwise $\hat{X}$ turns out to be only a partial small resolution admitting singularities. At this purpose change a sign in the homogeneous polynomial $a(x, y, z) \in \mathbb{C}[x, y, z]$ of the previous Example 2.6 and consider the rational elliptic surface $Y$ described by the following homogeneous equation

$$\mathbb{P}^2[x, y, z] \times \mathbb{P}^1[\lambda] \supset Y : \lambda_1(x^2z - y^3 - y^2z) - \lambda_0(x^3 + y^3 + z^3) = 0,$$

whose singular fibers are parameterized by the roots of the following discriminant polynomial

$$P(\lambda) = \lambda_0 \left[4\lambda_1^3(\lambda_1 + 2\lambda_0) - 27\lambda_0^3(\lambda_0 + \lambda_1)^2 \right] (4\lambda_1 + 3\lambda_0) (\lambda_1 + 3\lambda_0) (4\lambda_1^3 - 27\lambda_0^3)$$

Notice that now $P(\lambda)$ admits a double root for $\lambda_1 = -3\lambda_0$ meaning that $Y$ is not a general elliptic rational surface. Observe that $\text{Sing}(X)$ is still contained in the open subset $U \subset \mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^1$ defined by (15), where $U \cap X$ is locally described by equations

$$\begin{cases} 
X^2 - Y^3 - Y^2 - t(X^3 + Y^3 + 1) = 0 \\
U^2 - V^3 - V^2 - t(U^3 + V^3 + 1) = 0
\end{cases}$$

The fibre of $Y$ associated with the double root of $P(\lambda)$ is still irreducible and nodal and induces the singularity $p := (0 : -1 : 1)^2 \times (-1 : 3) \in X \subset (\mathbb{P}^2)^2 \times \mathbb{P}^1$ which is no more a node in $\text{Sing}(X)$. In fact, after the translation

$$Y \mapsto Y - 1 , \ V \mapsto V - 1 , \ t \mapsto t - \frac{1}{3},$$

leaving invariant the remaining coordinates and sending $p$ into the origin of $\mathbb{C}^5$, the local equations of $U \cap X$ can be rewritten as follows

$$\begin{cases} 
\frac{1}{3}X^3 - \frac{2}{3}Y^3 + X^2 + Y^2 - t(X^3 + Y^3 - 3Y^2 + 3Y) = 0 \\
\frac{1}{3}U^3 - \frac{2}{3}V^3 + U^2 + V^2 - t(U^3 + V^3 - 3V^2 + 3V) = 0
\end{cases}$$

By using the second equation to express $t$ as a rational function of $X, Y, U, V$ in the first equation, $p \in U \cap X$ reduces to the germ of singularity

$$V(X^2 + Y^2) - Y(U^2 + V^2) \in \mathbb{C}[X, Y, U, V]$$

which is not an ordinary double point. Moreover the strict transform $\hat{U} \cap \hat{X}$ of $U \cap X$ in the blow–up of $U \cong \mathbb{C}^5$ along the diagonal locus $U \cap \Delta$ is described as
the following subset of $U \times \mathbb{P}^1$

\[
\begin{align*}
\mu_1(X - U) - \mu_0(Y - V) &= 0 \\
\mu_0[X + U - t(X^2 + XU + U^2)] - \mu_1[Y + V + (1 + t)(Y^2 + YV + V^2)] &= 0 \\
X^2 - Y^3 - Y^2 - t(X^3 + Y^3 + 1) &= 0
\end{align*}
\]

Notice that the exceptional $\mathbb{P}^1$ over the singularity $p \in U \cap X$, whose points are given by $(0, -1, 0, -1, -1/3) \times (\mu_0 : \mu_1) \in \mathbb{C}^5 \times \mathbb{P}^1$, is entirely composed by singular points. Then $\tilde{X}$ turns out to admit a rational exceptional curve of singularities.

2.2. Weierstrass representations and fiber products. Consider a rational elliptic surface $Y$ such that, for any $\lambda \in \mathbb{P}^1$, the fiber $Y_\lambda := r^{-1}(\lambda) \subset \mathbb{P}^2$ is an irreducible cubic curve (then) admitting a flex point $\sigma(\lambda) \in Y_\lambda$ (e.g. those given in the previous examples 2.6 and 2.7). By means of a suitable projective transformation, $\sigma(\lambda)$ can be moved to be the point $(1 : 0 : 0)$ with flex tangent given by the line $\{z = 0\} \subset \mathbb{P}^2[x, y, z]$. Then the equation of $Y_\lambda$ becomes

\[x^2z + c_\lambda xyz + d_\lambda xz^2 = f_\lambda(y, z)\]

where $f_\lambda \in \mathbb{C}[y, z]$ is a cubic homogeneous polynomial. By means of a further affine transformation

\[
\begin{pmatrix} x \\ y \\ z \end{pmatrix} \mapsto \begin{pmatrix} \alpha(\lambda) & \beta(\lambda) & \gamma(\lambda) \\ \theta(\lambda) & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ z \end{pmatrix}
\]

the previous equation can be rewritten as follows

\[(25) \quad x^2z = y^3 + A(\lambda)yz^2 + B(\lambda)z^3.
\]

This is the so called Weierstrass representation of a projective smooth plane cubic curve. Let $M(\lambda) \in \mathbb{P}GL(3, \mathbb{C})$ represent the composition of the previous two projective transformations. Therefore, given a distinguished and holomorphic flex section $\sigma : \mathbb{P}^1 \longrightarrow Y$,

\[
M : \mathbb{P}^1 \longrightarrow \mathbb{P}GL(3, \mathbb{C}) \quad \lambda \longmapsto M(\lambda)
\]

is a holomorphic map realizing a holomorphic transformation between $Y$ and the elliptic fibration

\[
\mathbb{P}^2[x, y, z] \times \mathbb{P}^1[\lambda] \supset M(Y) : x^2z = y^3 + A(\lambda)yz^2 + B(\lambda)z^3
\]

which, after $[\Pi]$, is called a Weierstrass fibration. Notice that the fiber $M(Y)_\lambda$ is singular if and only if

\[(26) \quad \delta(\lambda) := 4A(\lambda)^3 + 27B(\lambda)^2 = 0.
\]

Then $\delta$ is called the discriminant form of the Weierstrass fibration $M(Y)$. Unfortunately the flex section $\sigma$ is not in general globally defined over the base $\mathbb{P}^1$ since, corresponding to some singular fibre $Y_\lambda$, the holomorphic condition on the section $\sigma$ may cause $\sigma(\lambda) \in \text{Sing}(Y_\lambda)$. For a given flex section $\sigma$, let $Y_{\lambda_1}, \ldots, Y_{\lambda_{\sigma(\lambda)}}$ be all such singular fibers. Then $\sigma : U_\sigma \longrightarrow Y$ is a well defined holomorphic flex section over the Zariski open subset $U_\sigma := \mathbb{P}^1 \setminus \{\lambda_1, \ldots, \lambda_{\sigma(\lambda)}\}$ and the induced holomorphic transformation $M_\sigma : U_\sigma \longrightarrow \mathbb{P}GL(3, \mathbb{C})$ realizes a holomorphic equivalence between $Y|_{U_\sigma}$ and the elliptic fibration

\[
\mathbb{P}^2[x, y, z] \times U_\sigma \supset M_\sigma(Y) : x^2z = y^3 + A_\sigma(\lambda)yz^2 + B_\sigma(\lambda)z^3.
\]
Let $S \to \mathbb{P}^1$ be the intersection, in $\mathbb{P}^2 \times \mathbb{P}^1$, between the elliptic rational surface $Y$ and its hessian fibration $H \to \mathbb{P}^1$, obtained by taking $H_{\lambda}$ as the hessian curve of the (possibly singular) elliptic curve $Y_{\lambda}$. Then $S$ is a 9 to 1 ramified covering of $\mathbb{P}^1$. Since $Y$ do not admits reducible fibers, the choice of (at most all of the) slices $\{\sigma_i\}$ of $S$ induces an open finite covering $\{U_{\sigma_i}\}$ of $\mathbb{P}^1$. In particular, for any $\lambda \in U_{\sigma_i} \cap U_{\sigma_j}$, there exists a non-zero constant $c_{ij}(\lambda) \in \mathbb{C}^*$ such that

$$M_{\sigma_i}(Y_{\lambda}) : x_i^2 z_i = y_i^3 + A_{\sigma_i}(\lambda) y_i z_i^2 + B_{\sigma_i}(\lambda) z_i^3$$

$$M_{\sigma_j}(Y_{\lambda}) : x_j^2 z_j = y_j^3 + A_{\sigma_j}(\lambda) y_j z_j^2 + B_{\sigma_j}(\lambda) z_j^3$$

where

$$A_{\sigma_i} = c_{ij}^4 A_{\sigma_j}, \quad B_{\sigma_i} = c_{ij}^6 B_{\sigma_j}$$

and coordinates are related as follows

$$x_i = c_{ij}^3 x_j, \quad y_i = c_{ij}^2 y_j, \quad z_i = z_j.$$

(this is a well known fact on elliptic curves [18]). Since the fact that $Y$ is based on $\mathbb{P}^1$ rather than a more general smooth curve $C$ is actually irrelevant, the previous argument extends to give a proof of the following result.

**Theorem 2.8** (Weierstrass representation of an elliptic surface with section, [18] Theorem 1, [26] Theorem 2.1, [15] §2.1 and proof of prop. 2.1). Let $r : Y \to C$ be a relatively minimal elliptic surface over a smooth base curve $C$, whose generic fibre is smooth and admitting a section $\sigma : C \to Y$ (then $Y$ is algebraic [19]). Let $\mathcal{L}$ be the co–normal sheaf of $\sigma(C) \subset Y$.

Then $\mathcal{L}$ is invertible and there exists

$$A \in H^0(C, \mathcal{L}^{\otimes 4}), \quad B \in H^0(C, \mathcal{L}^{\otimes 6})$$

such that $Y$ is isomorphic to the closed subscheme of the projectivized bundle $\mathbb{P}(\mathcal{E}) := \mathbb{P}(\mathcal{L}^{\otimes 3} \oplus \mathcal{L}^{\otimes 2} \oplus \mathcal{O}_C)$ defined by the zero locus of the homomorphism

$$\begin{array}{cccc}
(A,B) & : & \mathcal{E} & \xrightarrow{\psi} \mathcal{L}^{\otimes 6} \\
(x,y,z) & \xrightarrow{(x^2z+y^3+Ayz^2+Bz^3)} & \mathbb{P}(\mathcal{E}) & \xrightarrow{\psi} \mathcal{L}^{\otimes 6}
\end{array}$$

The pair $(A,B)$ (hence the homomorphism (27)) is uniquely determined up to the transformation $(A,B) \mapsto (c^4 A, c^6 B)$, $c \in \mathbb{C}^*$ and the discriminant form

$$\delta := 4 A^3 + 27 B^2 \in H^0(C, \mathcal{L}^{\otimes 12})$$

vanishes at a point $\lambda \in C$ if and only if the fiber $Y_{\lambda} := r^{-1}(\lambda)$ is singular.

**Remark 2.9.** Assume that the elliptic surface $r : Y \to C$ is rational. Then $C \cong \mathbb{P}^1$ is a rational curve and the section $\sigma(C)$ is a $(-1)$–curve in $Y$ (see [26] Proposition (2.3) and Corollary (2.4)). In particular $\mathcal{L} \cong \mathcal{O}_{\mathbb{P}^1}(1)$ and (27) is a homomorphism

$$\begin{array}{cccc}
\mathcal{E} & : & \mathcal{O}_{\mathbb{P}^1}(3) \oplus \mathcal{O}_{\mathbb{P}^1}(2) \oplus \mathcal{O}_{\mathbb{P}^1} & \xrightarrow{(A,B)} \mathcal{O}_{\mathbb{P}^1}(6)
\end{array}$$

**Remark 2.10.** In principle we could apply the above argument, proving Theorem 2.8 to concrete cases of examples 2.6 and 2.7 to get their Weierstrass representations. Actually it is not possible to perform this method “by hands” since one has to deal with the 9 determinations of the “fibred” intersection $Y_{\lambda} \cap H_{\lambda}$, $\lambda \in \mathbb{P}^1$. Anyway, with L. Terracini, we are performing this method by implementing MAPLE 11’s computation routines. The results we are obtaining are the following:
for both the rational elliptic surfaces $Y$’s of Examples 2.6 and 2.7 we need choice at least three slices of $S \to \mathbb{P}^1$, say $\{\sigma_i : U_i \to Y \mid i = 1, 2, 3\}$, to get an open covering $U_1 \cup U_2 \cup U_3 = \mathbb{P}^1$. Possible choices are e.g. for Example 2.6

\[
U_1 := \mathbb{P}^1 \setminus \{l_5, l_6, l_7\} \\
U_2 := \mathbb{P}^1 \setminus \{l_0, l_3, l_4, l_6, l_9\} \\
U_3 := \mathbb{P}^1 \setminus \{l_0, l_1, l_3, l_4, l_5, l_8, l_9\}
\]

where $l_j$ are the roots of the discriminant polynomial $17$ as ordered in the list of singularities (20), and for Example 2.7

\[
U_1 := \mathbb{P}^1 \setminus \{l_1, l_8, l_9\} \\
U_2 := \mathbb{P}^1 \setminus \{l_0, l_3, l_4, l_9\} \\
U_3 := \mathbb{P}^1 \setminus \{l_0, l_1, l_2, l_3, l_4, l_5, l_7, l_9\}
\]

where $l_j$ are now the roots of the discriminant polynomial $23$ ordered as follows: $l_0 := (0 : 1), l_1 := (-1 : 3), l_2 := (-4 : 3), l_3 := (2^4 : 3), l_4 := (-2^7(1 - i\sqrt{3}) : 6)$ and $l_{4+j}$, $j = 1, \ldots, 5$, are the five distinct roots of the polynomial $4\lambda^4(\lambda + 2\lambda_0) - 27\lambda_0^2(\lambda_0 + \lambda_1)^2$.

(2) if $\sigma_i : U_i \to Y$ is one of the previous chosen sections then the coefficients $A_\sigma_i(\lambda), B_\sigma_i(\lambda)$ of the associated Weierstrass representation and the discriminant form $\delta_\sigma_i(\lambda)$ have the following algebraic structure

\[
\sum_{k=0}^{8} R_k(\lambda)\sigma_i^k(\lambda)
\]

where $R_k(\lambda)$ are (monstrous) rational functions well defined over the domain $U_i$. In particular, for the case of discriminant $\delta_\sigma_i$, every $l_j \in U_i$ is a zero of all the rational coefficient $R_k$.

(3) we are not yet obtained an intelligible expression for rational coefficients $R_k(\lambda)$ but we are able to compute their values for every particular choice of $\lambda \in \mathbb{P}^1$, getting the Weierstrass representation of every fibre $Y_\lambda$.

For all the details we refer the interested reader to the forthcoming paper [43].

Consider the fiber product

\[ X := Y \times_{\mathbb{P}^1} Y \]

of the Weierstrass fibration defined as the zero locus $Y \subset \mathbb{P}(E)$ of the bundles homomorphism $25$. Hence, for generic $A, B$, the rational elliptic surface $Y$ has smooth generic fiber and a finite number of distinct singular fibers associated with the zeros of the discriminant form $\delta = 4A^3 + 27B^2$. In general the singular fibers are nodal and $\text{Sing}(X)$ is composed by a finite number $\nu = 12$ of distinct nodes. We can then apply Proposition 2.1(3) to guarantee the existence of a small resolution $\hat{X} \to X$ whose exceptional locus is the union of disjoint $(-1, -1)$–curves, i.e. rational curves $C \cong \mathbb{P}^1$ in $X$ whose normal bundle is $N_{C\mid X} \cong \mathcal{O}_{\mathbb{P}^1}(-1) \oplus \mathcal{O}_{\mathbb{P}^1}(-1)$. Anyway, if either $a$ and $b$ have a common root or $a \equiv 0$, the Weierstrass fibration $Y$ may admit cuspidal fibers: in this case the existence of a small resolution for $X$ is no more guaranteed by Proposition 2.1(3).
Remark 2.11. Let us give an explicit account of these facts. Since the problem is a local one, let us consider the open subset $U \subset \mathbb{P}(E) \times \mathbb{P}(E) \times \mathbb{P}^1$ defined by
\begin{align}
U := \{(x : y : z) \times (u : v : w) \times (\lambda_0 : \lambda_1) \mid z \cdot w \cdot \lambda_1 \neq 0\} \cong \mathbb{C}^5(X, Y, U, V, t)
\end{align}
where $X = x/z, Y = y/z, U = u/w, V = v/w$ and $t = \lambda_0/\lambda_1$. Then $U \cap X$ can be locally described by equations
\begin{align}
\begin{cases}
X^2 = Y^3 + A(t)Y + B(t) \\
U^2 = V^3 + A(t)V + B(t)
\end{cases}
\end{align}
where $A(\lambda) = \lambda_1^4 A(t)$ and $B(\lambda) = \lambda_0^6 B(t)$. If $t_0$ is a zero of the discriminant $\delta(t) = 4A(t)^3 + 27B(t)^2$ then
\begin{align}
(0 : \eta : 1) \times (0 : \eta : 1) \times (t_0 : 1) \in X \quad \left(\text{with } \eta^2 = -\frac{A(t_0)}{3}\right),
\end{align}
is a singular point, whose local equation is obtained by (30) after translating
\begin{align}
Y \mapsto Y + \eta, \quad V \mapsto V + \eta, \quad t \mapsto t + t_0,
\end{align}
which is
\begin{align}
\begin{cases}
X^2 = Y^3 + 3\eta Y^2 + [A(t + t_0) - A(t_0)](Y + \eta) + B(t + t_0) - B(t_0) \\
U^2 = V^3 + 3\eta V^2 + [A(t + t_0) - A(t_0)](V + \eta) + B(t + t_0) - B(t_0)
\end{cases}
\end{align}
Observe that in $t = 0$, $[A(t + t_0) - A(t_0)]\eta + B(t + t_0) - B(t_0)$ has the same germ of $t^i[a^{(i)}(t_0)\eta + b^{(i)}(t_0)]/i!$, where $a^{(i)} = d^ia/dt^i$, $b^{(i)} = d^ib/dt^i$ and $i \geq 1$ is the minimum order of derivatives such that $a^{(i)}(t_0)\eta + b^{(i)}(t_0) \neq 0$. Then the germ described by equations (33) reduces to the following
\begin{align}
\begin{cases}
X^2 - Y^3 - 3\eta Y^2 = t^i[a^{(i)}(t_0)(Y + \eta) + b^{(i)}(t_0)]/i! \\
U^2 - V^3 - 3\eta V^2 = t^i[a^{(i)}(t_0)(V + \eta) + b^{(i)}(t_0)]/i!
\end{cases}
\end{align}
Eliminate $t^i$ by the second equation to get the resultant equation
\begin{align}
X^2 - Y^3 - 3\eta Y^2 = \frac{a^{(i)}(t_0)(Y + \eta) + b^{(i)}(t_0)}{a^{(i)}(t_0)(V + \eta) + b^{(i)}(t_0)}(U^2 - V^3 - 3\eta V^2)
\end{align}
which reduces, near to the origin, to the germ of singularity represented by the polynomial
\begin{align}
X^2 - U^2 - 3\eta Y^2 + 3\eta V^2 - Y^3 + V^3 \in \mathbb{C}[X, Y, U, V]
\end{align}
By definition of $\eta$, it represents a node \footnote{If $\eta \neq 0$ equation (34) admits two singularities, precisely the origin and $(0, 0, -2\eta, -2\eta)$, which correspond to the possible choices of $\eta$ in (33). Up to change the sign of $\eta$ we can then reduce to study the only singularity in the origin.} if and only if $A(t_0) \neq 0$. Otherwise, if $A(t_0) = \delta(t_0) = 0$ then the singular point (31) reduces to
\begin{align}
(0 : 0 : 1) \times (0 : 0 : 1) \times (t_0 : 1) \in X
\end{align}
whose local equation (30) simplifies to give the germ of singularity \footnote{In the following we will refer to this kind of singularity as a \textit{threefold cusp} or simply a \textit{cusp} when the 3-dimensional context is clear.}
\begin{align}
X^2 - U^2 - Y^3 + V^3 \in \mathbb{C}[X, Y, U, V].
\end{align}
Factorize (34) as follows
\begin{align}
(X - U)(X + U) = (Y - V)[3\eta(Y + V) + Y^2 + YV + V^2].
\end{align}
Since the diagonal locus
\[
U \cap \Delta = \{(X, Y, U, V, t) \in \mathbb{C}^5 \mid X - U = Y - V = 0\} \cong \mathbb{C}^3
\]
is invariant with respect to the translation \((32)\), the Weil divisor \(U \cap \Delta \cap X\) clearly contains \(\text{Sing}(X)\). Look at the strict transform \(\widehat{U} \cap X\) of \(U \cap X\) in the blow-up of \(U\) along \(U \cap \Delta\). By \((36)\) it is locally described by the following equations in \(\mathbb{C}^4 \times \mathbb{P}^1[\mu]\)
\[
(37)\quad \begin{cases}
\mu_1(X - U) - \mu_0(Y - V) = 0 \\
\mu_0(X + U) - \mu_1[3\eta(Y + V) + Y^2 + YV + V^2] = 0
\end{cases}
\]
whose jacobian has maximal rank if and only if \(A(t_0) \neq 0\), by the definition of \(\eta\). Observe that, while the first equation in \((37)\) is satisfied by any point in \(U \cap \Delta\), the second one is trivialized only by the singularities \((34)\) over which we get an exceptional \(\mathbb{P}^1\) over a node is precisely \(1\)–curves intersecting in one point.

On the contrary if \(A(t_0) = \delta(t_0) = 0\) the local equations \((37)\) reduce to the following
\[
(0 : 0 : 1) \times (0 : 0 : 1) \times (t_0 : 1) \times (t_0 : 1) \in \widehat{X} \subset \mathbb{P}(\mathcal{E}) \times \mathbb{P}(\mathcal{E}) \times \mathbb{P}^1[\lambda] \times \mathbb{P}^1[\mu].
\]
Let us finally observe that equation \((37)\) represents a local deformation of the cusp \((35)\) to a couple of nodes (compare with the following Proposition 3.3).

3. The Namikawa fiber product

In \([31], \S 0.1,\) Y. Namikawa considered the Weierstrass fibration associated with the bundles homomorphism
\[
(38)\quad (0, B) : \mathcal{E} = \mathcal{O}_{\mathbb{P}^1(3)} \oplus \mathcal{O}_{\mathbb{P}^1(2)} \oplus \mathcal{O}_{\mathbb{P}^1(6)} \longrightarrow \mathcal{O}_{\mathbb{P}^1(6)}
\]
\[
(x, y, z) \quad \longrightarrow \quad -x^2 z + y^3 + B(\lambda) z^3
\]
i.e. its zero locus \(Y \subset \mathbb{P}(\mathcal{E})\). The associated discriminant form is \(\delta(\lambda) = 27B(\lambda)^2 \in H^0(\mathcal{O}_{\mathbb{P}^1(12)})\) whose roots are precisely those of \(B \in H^0(\mathcal{O}_{\mathbb{P}^1(6)})\). Hence, for a generic \(B\), the rational elliptic surface \(Y \longrightarrow \mathbb{P}^1\) has smooth generic fiber and six distinct cuspidal fibers. Therefore the fiber product \(X := Y \times_{\mathbb{P}^1} Y\) is a threfold admitting 6 threefold cups whose local type is described by the germ of singularity \((35)\). In the standard Kodaira notation these are singularities of type \(II \times II\) \([19],\) Theorem 6.2). As already observed above, Proposition \((21)\) can then no more be applied to guarantee the existence of a small resolutions \(\widehat{X} \longrightarrow X\). Anyway Y. Namikawa proved the following

**Proposition 3.1** \((31), \S 0.1,\). The cuspidal fiber product \(X = Y \times_{\mathbb{P}^1} Y\) associated with the Weierstrass fibration \(Y\), defined as the zero locus in \(\mathbb{P}(\mathcal{E})\) of the bundles homomorphism \((35)\), admits six small resolutions which are connected to each other by flops of \((-1, -1)\)–curves. The exceptional locus of any such resolution is given by six disjoint couples of \((-1, -1)\)–curves intersecting in one point.
ON A REMARK BY Y. NAMIKAWA

Proof. Our hypothesis give
\begin{equation}
\mathbb{P}(\mathcal{E}) \times \mathbb{P}^1[\lambda] \supset Y : x^2 z = y^3 + B(\lambda) z^3.
\end{equation}
Then its fiber self-product can be represented as follows
\begin{equation}
\mathbb{P} := \mathbb{P}(\mathcal{E}) \times \mathbb{P}(\mathcal{E}) \times \mathbb{P}^1[\lambda] \supset X : \begin{cases}
x^2 z = y^3 + B(\lambda) z^3 \\
v^2 w = v^3 + B(\lambda) z^3.
\end{cases}
\end{equation}
Consider the following cyclic map on \(\mathbb{P}\)
\begin{equation}
\tau : \mathbb{P}(\mathcal{E}) \times \mathbb{P}(\mathcal{E}) \times \mathbb{P}^1 
\xrightarrow{(x : y : z) \times (u : v : w) \times \lambda}
\mathbb{P}(\mathcal{E}) \times \mathbb{P}(\mathcal{E}) \times \mathbb{P}^1
\xrightarrow{(x : y : z) \times (-u : \epsilon v : w) \times \lambda}
\end{equation}
where \(\epsilon\) is a primitive cubic root of unity. The second equation in (40) ensures that \(\tau X = X\). Since \(\tau\) generates a cyclic group of order 6, the orbit of the codimension 2 diagonal locus
\[\Delta := \{(x, x', \lambda) \in \mathbb{P}(\mathcal{E}) \times \mathbb{P}(\mathcal{E}) \times \mathbb{P}^1 \mid x = x'\}\]
is given by six distinct codimension 2 cycles \{\(\tau^i \Delta \mid 0 \leq i \leq 5\}\}. For any \(i\), \(\tau^i \Delta\) cuts on \(X\) a Weil divisor \(D_i := \tau^i \Delta \cap X\) containing \(\text{Sing}(X)\): in fact
\[\text{Sing}(X) = \{(0 : 0 : 1) \times (0 : 0 : 1) \times X \in \mathbb{P} \mid B(x) = 0\} = \bigcap_{i=0}^{5} D_i .\]
Let \(\mathbb{P}_i\) be the blow–up of \(\mathbb{P}\) along \(\tau^i \Delta\): the exceptional divisor is a \(\mathbb{P}^1\)–bundle over \(\tau^i \Delta\). Let \(X_i\) be the strict transform of \(X\) in the blow–up \(\mathbb{P}_i \longrightarrow \mathbb{P}\). Since \(\text{Sing}(X)\) is entirely composed by singularities of type (35), by Remark 2.11, \(X_i\) is singular and \(\text{Sing}(X_i)\) contains only nodes. Moreover \(X_i \longrightarrow X\) turns out to be a small partial resolution whose exceptional locus is the union of disjoint \((-1, -1)\)–curves, one over each singular point of \(X\).
Consider the strict transform \((\tau^{i+1} \Delta)_i\) of \(\tau^{i+1} \Delta\) in the blow–up \(\mathbb{P}_i \longrightarrow \mathbb{P}\). Let \(\tilde{\mathbb{P}_i}\) be the blow–up of \(\mathbb{P}_i\) along \((\tau^{i+1} \Delta)_i\) and \(\tilde{X}_i\) be the strict transform of \(X_i\) in \(\tilde{\mathbb{P}_i}\). Then
\begin{itemize}
\item \(\tilde{X}_i \longrightarrow X\) is a smooth small resolution satisfying the statement, for any \(0 \leq i \leq 5\).
\end{itemize}
Let, in fact, \(U \subset \mathbb{P}\) be the open subset defined in (29). Up to an isomorphism we may always assume that \(B(1 : 0) \neq 0\), implying that \(\text{Sing}(X) \subset U \cap X\). Let us assume that \(B(t_0 : 1) = 0\), then
\[p_{t_0} := (0 : 0 : 1) \times (0 : 0 : 1) \times (t_0 : 1) \in \text{Sing}(X)\]
is a threefold cusp whose local equation (35) can be factored as follows
\begin{equation}
(X - U)(X + U) = (Y - V)(Y - \epsilon V)(Y - \epsilon^2 V) .
\end{equation}
Notice that
\[U \cap \tau^i \Delta = \{(X, Y, U, V, t) \in \mathcal{C}^5 \mid X - (-1)^i U = Y - \epsilon^i V = 0\} = \mathbb{C}^3 .\]
Then the strict transform \(\tilde{X}_i\) of \(X\) in the double blow–up \(\tilde{\mathbb{P}_i} \longrightarrow \mathbb{P}\) is locally described as the following codimension three closed subset of \(U \times \mathbb{P}^1[\mu] \times \mathbb{P}^1[\nu]\)
\begin{equation}
\tilde{U} \cap \tilde{X}_i : \begin{cases}
\mu_1(X - (-1)^i U) = \mu_0(Y - \epsilon^i V) \\
\nu_1(X - (-1)^{i+1} U) = \nu_0(Y - \epsilon^{i+1} V) \\
\mu_0 \nu_0 = \mu_1 \nu_1(Y - \epsilon^{i+2} V).
\end{cases}
\end{equation}
Observe that:

- $\hat{U} \cap X_i$ is smooth,
- $\hat{U} \cap X_i \rightarrow U \cap X$ is an isomorphism outside of $0 \in U \cap X$, which locally represents $p_0 \in \text{Sing}(X)$,
- the exceptional fiber over $0 \in U \cap X$ is described by the closed subset $\{ \mu_0 \nu_0 = 0 \} \subset \mathbb{P}^1[\mu] \times \mathbb{P}^1[\nu]$, which is precisely a couple of $\mathbb{P}^1$’s meeting in the point $0 \times (0 : 1) \times (0 : 1) \in \hat{U} \cap X \subset U \times \mathbb{P}^1 \times \mathbb{P}^1$,
- any exceptional $\mathbb{P}^1$ is a $(-1,-1)$–curve since it can be thought as the exceptional cycle of a node resolution: in fact, for any $i$, $X_i$ admits only nodal singularities.

To prove that all the resolutions $\hat{X}_i$ are to each other connected by flops of $(-1,-1)$–curves it suffices to show that:

- for any $0 \leq i \leq 5$ the following flops of $(-1,-1)$–curves exist:

\[
\begin{align*}
X_1 & \leftarrow \rightarrow X_{i+2} , & X_i & \leftarrow \rightarrow X_{i+3} .
\end{align*}
\]

Let us consider the case $i = 0$, the other cases being completely analogous. Set

\[
x_1 := X - U , \quad x_2 := X + U , \quad y_1 := Y - V , \quad y_2 := Y - \epsilon^2 V , \quad f := Y - \epsilon V .
\]

Then the local equation (42) of a point in $\text{Sing}(X)$ can be rewritten as follows

\[
x_1 x_2 = y_1 y_2 f \quad \text{in } \mathbb{C}[x_1, x_2, y_1, y_2],
\]

and $X_0$ corresponds to blow up the plane $x_1 = y_1 = 0$ of $\mathbb{C}^4$ while $X_2$ corresponds to blow up the plane $x_1 = y_2 = 0$. Ignore the term $f$: then our situation turns out to be similar to the well known Kollár quadric (20 Example 3.2) giving a flop

\[
X_0 \leftarrow \rightarrow X_2 .
\]

Analogously $X_3$ corresponds to blow up $x_2 = y_1 = 0$ still getting a flop

\[
X_0 \leftarrow \rightarrow X_3 .
\]

3.1. **Deformations and resolutions.** Let $X = Y \times_{\mathbb{P}^1} Y$ be the Namikawa fiber product defined above, starting from the bundle’s homomorphism (85). For a general $b \in H^0(\mathcal{O}_{\mathbb{P}^1}(6))$, the singular locus $\text{Sing}(X)$ is composed by six cusps of type (85). Let us rewrite the local equation of such a germ of singularity as follows

\[
x^2 - y^3 = z^2 - w^3 .
\]

It is a singular point of Kodaira type $II \times II$. Moreover it is a compound Du Val singularity of $cA_2$ type i.e. a threefold point $p$ such that, for a hyperplane section
through \( p \) (in the present case assigned e.g. by \( w = 0 \)), \( p \in H \) is a Du Val surface singularity of type \( A_2 \) (see [37], §0 and §2, and [2], chapter III).

As observed in Definition 1.11, the Kuranishi space of the cusp (44) is the \( \mathbb{C} \)-vector space

\[
T^1 \cong T^1 \cong \mathcal{O}_{F,0}/J_F \cong \mathbb{C}\{x, y, z, w\}/((F) + J_F) \cong \{1, y, w, yw\}_{\mathbb{C}}
\]

where \( F = x^2 - y^3 - z^2 + w^3 \) and \( J_F \) is the associated Jacobian ideal. A versal deformation of (44) is then given by the zero locus of

\[
\Lambda: x^2 - y^3 - z^2 + w^3 + \lambda \mu y - \nu w + \sigma yw \in \mathbb{C}[x, y, z, w], \quad \Lambda = (\lambda, \mu, -\nu, \sigma) \in T^1.
\]

The deformed fibre \( \{F_\Lambda = 0\} \) is singular if and only if the Jacobian rank of the polynomial function \( F_\Lambda \) is not maximum at some zero point of \( F_\Lambda \). Singularities are then given by \((0, y, 0, w) \in \mathbb{C}^4\) such that

\[
\begin{align*}
3y^2 - \sigma w - \mu &= 0 \\
3w^2 + \sigma y - \nu &= 0 \\
\sigma yw + 2\mu y - 2\nu w + 3\lambda &= 0
\end{align*}
\]

where the first two conditions come from partial derivatives of \( F_\Lambda \) and the latter is obtained by applying the first two conditions to the vanishing condition \( F_\Lambda(0, y, 0, w) = 0 \).

**Proposition 3.2.** A deformed fibre of a versal deformation of the cusp (44) admits at most three singular points.

**Proof.** It is a direct consequence of conditions (47). In fact the first equation gives \( 3y^2 - \mu \) and the resultant between the first and the third equations in (47) is then the following cubic equation

\[
3\sigma y^3 - 6\nu y^2 + \mu \sigma y + 2\mu \nu + 3\lambda \sigma = 0.
\]

Then the common solutions of equations (47) cannot be more than 3. \( \square \)

For any \( p \in \text{Sing}(X) \) let \( U_p = \text{Spec} \mathcal{O}_{F,p} \) be germ of complex space locally describing the singularity \( p \in X \). By the Douady–Grauert–Palamodov Theorem 1.2, Definition 1.3, (45) and (46)

\[
\text{Def}(U_p) \cong T^1 \cong \{1, y, w, yw\}_{\mathbb{C}} = \mathbb{C}^4(\lambda, \mu, -\nu, \sigma)
\]

and there exists a natural localization map \( \text{Def}(X) \xrightarrow{\lambda_p} \text{Def}(U_p) \cong T^1 \).

**Proposition 3.3.** The deformation of the cusp (44) induced by a global versal deformation of the fiber product \( X \) is based on a hyperplane of the Kuranishi space \( T^1 \) in (45). Precisely

\[
\forall p \in \text{Sing}(X) \quad \text{Im}(\lambda_p) = S := \{\sigma = 0\} \subset T^1.
\]

In particular any deformed fibre parameterized by \( S \) may admit at most 2 singular points which are

- ordinary double points if \( \mu \cdot \nu \neq 0 \),
- compound Du Val of type \( cA_2 \) if \( \mu \cdot \nu = 0 \) and precisely of Kodaira type
  - \( II \times II \) if \( \mu = \nu = 0 \),
  - \( I_1 \times II \) otherwise.
Proof. A versal deformation of a Namikawa fiber product \( X = Y \times_{p^1} Y \) is precisely the fiber product of a versal deformation of the Weierstrass fibration \( Y \). Then a deformation of the threefold cusp \((44)\) induced by a versal deformation of \( X \) is precisely the fiber product of a deformation of the cusp \( (49) \)

\[
x^2 - y^3 = 0.
\]

The Kuranishi space of \((49)\) is given by

\[
T^1_{\text{cusp}} \cong \mathbb{C}\{x,y\}/(x^2 - y^3, x, y^2) \cong (1, y)\mathbb{C}
\]

meaning that a versal deformation of \((49)\) can be written as follows

\[
x^2 - y^3 + \lambda + \mu y = 0, \quad (\lambda, \mu) \in T^1_{\text{cusp}}.
\]

Therefore the general deformation of \((44)\) induced by a versal deformation of \( X \) is

\[
x^2 - y^3 + \lambda_1 + \mu y = z^2 - w^3 + \lambda_2 + \nu w
\]

implying that all such deformations span the subspace

\[
\{(\lambda_1 - \lambda_2, \mu, -\nu, 0)\} = \{\sigma = 0\} \subset T^1.
\]

Setting \( \sigma = 0 \) in conditions \((47)\) gives the following equations

\[
3y^2 - \mu = 0 \quad 3w^2 - \nu = 0 \quad 2\mu y - 2\nu w + 3\lambda = 0
\]

which can be visualized in the \( y, w \)-plane as follows:

- the first condition as two parallel and symmetric lines with respect to the \( y \)-axis; they may coincide with the \( y \)-axis when \( \mu = 0 \);
- the second condition as two parallel and symmetric lines with respect to the \( w \)-axis; they may coincide with the \( w \)-axis when \( \nu = 0 \);
- the last condition as a line in general position in the \( y, w \)-plane.

Clearly it is not possible to have more than two distinct common solutions of \((50)\).

To analyze the singularity type, let \( p_\Lambda = (0, y_\mu, 0, w_\nu) \) be a singular point of the deformed fibre

\[
F_\Lambda : x^2 - y^3 - z^2 + w^3 + \lambda + \mu y - \nu w = 0
\]

and translate \( p_\Lambda \) to the origin by replacing

\[
y \mapsto y + y_\mu, \quad w \mapsto w + w_\nu.
\]

Then conditions \((50)\) impose that the translated \( F_\Lambda \) is

\[
\tilde{F}_\Lambda = x^2 - y^3 - z^2 + w^3 - 3y_\mu y^2 + 3w_\nu w^2
\]

giving the classification above (recall Remark \((2.11)\) and deformation \((64)\)). \( \square \)

**Corollary 3.4.** If the deformed fibre of the cusp \((44)\), associated with \( \Lambda \in T^1 \), admits three distinct singular points then \( \Lambda \in T^1 \setminus S \), which is

\[
\Lambda = (\lambda, \mu, -\nu, \sigma) \quad \text{with} \quad \sigma \neq 0.
\]
Proposition 3.5. The locus of the Kuranishi space $T^1$ in (45) parameterizing deformations of the cusp (44) to 3 distinct nodes is described by the plain rational cubic curve

$$C = \{ \sigma^3 - 27\lambda = \mu = \nu = 0 \} \subset T^1$$

meeting orthogonally the hyperplane $S$ in the origin of $T^1$. This means that $(0, 0, 0, 1) \in T^1$ generates the tangent space in the origin to the base of a 1st-order deformation of the cusp (44) to three distinct nodes.

Proof. Consider conditions (47): since, by Corollary 3.4, we can assume $\sigma \neq 0$, the first equation gives

$$w = \frac{3y^2 - \mu}{\sigma}.$$ 

Then the resultant polynomial between the first and the second equations is

$$R_1 := 27y^4 - 18\mu y^2 + \sigma^3 y + 3\mu^2 - \nu \sigma^2,$$

while the resultant between the first and the third equations is

$$R_2 := 3\sigma y^3 - 6\nu y^2 + \mu \sigma y + 2\mu \nu + 3\lambda \sigma.$$ 

Therefore (47) admit three common solutions if and only if $R_2$ divides $R_1$. Since the remainder of the division of $R_1$ by $R_2$ is

$$\frac{27}{\sigma^2}(4\nu^2 - \mu \sigma^2)y^2 + \frac{1}{\sigma}(\sigma^3 - 36\mu \nu - 27\lambda \sigma)y + \frac{1}{\sigma^2}(3\mu^2 \sigma^2 - \nu \sigma^4 - 36\nu^2 - 54\lambda \nu \sigma)$$

it turns out to be 0 if and only if $\Lambda$ satisfies the following conditions

$$4\nu^2 - \mu \sigma^2 = 0$$

$$\sigma^4 - 36\mu \nu - 27\lambda \sigma = 0$$

$$3\mu^2 \sigma^2 - \nu \sigma^4 - 36\nu^2 - 54\lambda \nu \sigma = 0$$

Then the first equation gives

$$\mu = \frac{4\nu^2}{\sigma^2}.$$ 

Therefore from the first two equations we get

$$\lambda = \frac{\sigma^3}{27} - \frac{16\nu^3}{3\sigma^3}.$$ 

The resultant of conditions (51) factors then as follows

$$\nu(4\nu - \sigma^2)(4\nu - \epsilon \sigma^2)(4\nu - \epsilon^2 \sigma^2) = 0$$

where $\epsilon$ is a primitive cubic root of unity. All the solutions of (51) are then the following

$$\Lambda_0 = \left(\frac{1}{27}\sigma^3, 0, 0, \sigma\right), \quad \Lambda_1 = \left(-\frac{5}{108}\sigma^3, \frac{1}{4}\sigma^2, -\frac{1}{4}\sigma^2, \sigma\right),$$

$$\Lambda_2 = \left(-\frac{5}{108}\sigma^3, \frac{\epsilon^2}{4}\sigma^2, -\frac{\epsilon}{4}\sigma^2, \sigma\right), \quad \Lambda_3 = \left(-\frac{5}{108}\sigma^3, \frac{\epsilon}{4}\sigma^2, -\frac{\epsilon^2}{4}\sigma^2, \sigma\right).$$ 

Let us first consider the second solution $\Lambda_1$. In this particular case the resultant $R_2$ becomes

$$R_2 = 3\sigma y^3 - \frac{3}{2}\sigma^2 y^2 + \frac{1}{4}\sigma^3 y - \frac{1}{72}\sigma^4 = 3\sigma \left(y - \frac{\sigma}{6}\right)^3,$$

meaning that $\Lambda_1$ is actually the base of a trivial deformation of (44) since the deformed fiber associated with $\sigma$ admits the unique singular point $(0, \sigma/6, 0, -\sigma/6)$.
which is still a cusp of type (44). Moreover solutions $\Lambda_2$ and $\Lambda_3$ give trivial deformations too, since they can be obtained from $\Lambda_1$ by replacing

- either $y \mapsto \epsilon y$, $w \mapsto \epsilon^2 w$ (giving $\Lambda_2$)
- or $y \mapsto \epsilon^2 y$, $w \mapsto \epsilon w$ (giving $\Lambda_3$).

It remains to consider the first solution $\Lambda_0$. In this case the resultant $R_2$ becomes

$$R_2 = y^3 + \frac{\sigma^3}{27} = \left( y + \frac{\sigma}{3} \right) \left( y + \frac{\epsilon \sigma}{3} \right) \left( y + \frac{\epsilon^2 \sigma}{3} \right),$$

then the deformed fiber $X_\sigma$, $\sigma \neq 0$, turns out to admit three distinct nodes given by

$$\left( 0, -\frac{\sigma}{3}, 0, \frac{\sigma}{3} \right), \left( 0, -\frac{\epsilon \sigma}{3}, 0, \frac{\epsilon^2 \sigma}{3} \right), \left( 0, -\frac{\epsilon^2 \sigma}{3}, 0, \frac{\epsilon \sigma}{3} \right).$$

Notice that the base curve $\Lambda_0 \subset T^1 \cong \mathbb{C}^4$ is actually the plain rational cubic curve $C = \{ \sigma^3 - 27\lambda = \mu = \nu = 0 \}$ (it admits a cusp “at infinity”) meeting the hyperplane $S = \{ \sigma = 0 \}$ only in the origin, where they are orthogonal in the sense that a tangent vector to $C$ in the origin is a multiple of $(0,0,0,1)$. The statement is then proved by thinking $T^1$ as the tangent space in the origin to the germ of complex space $\text{Def}U_0$ representing the functor of 1st–order deformation of the cusp (44), where $U_0 = \text{Spec} \mathcal{O}_{\mathcal{F},0}$ and $F = x^2 - z^2 - y^3 + w^3$ is the defining polynomial. □

Let $\tilde{X} \xrightarrow{\phi} X$ be one of the six small resolutions constructed in Proposition 3.1 and consider the localization near to $p \in \text{Sing}(X)$

$$\tilde{U}_p := \phi^{-1}(U_p) \xrightarrow{\phi} \tilde{X}$$

which induces the following commutative diagram between Kuranishi spaces

$$\text{Def}(\tilde{X}) \xrightarrow{\lambda_p} \text{Def}(\tilde{U}_p) \xleftarrow{\delta} \text{Def}(X) \xrightarrow{\lambda_p} \text{Def}(U_p) \cong T^1$$

where the horizontal maps are the natural localization maps while the vertical maps are injective maps induced by the resolution $\phi$ (see [51] Propositions 1.8 and 1.12, [21] Proposition (11.4)).

**Theorem 3.6.** The image of the map $\delta_{\text{loc}}$ in diagram (55) is the plain cubic rational curve $C \subset T^1$ defined in Proposition 3.5. In particular this means that

(a) $\text{def}(\tilde{U}_p) = 1$
(b) $\text{Im}(\lambda_p) \cap \text{Im}(\delta_{\text{loc}}) = 0$
(c) $\text{Im}(\lambda_p) = 0$

**Proof.** By the construction of the resolution $\tilde{X} \xrightarrow{\phi} X$ a deformation of $U_p$ is induced by a deformation of $\tilde{U}_p$ if and only if it respects the factorization (42) of
the local equation (53). A general deformation respecting such a factorization can be written as follows

\[(X - U + \xi)(X + U + v) = (Y - V + \alpha)(Y - \epsilon V + \beta)(Y - \epsilon^2 V + \gamma)\]

for \((\xi, v, \alpha, \beta, \gamma) \in \mathbb{C}^5\). After the translation \(X \mapsto X - \xi, U \mapsto U - v\) and some elementary calculation we get the following

\[(57) \quad F_a := F - (\alpha + \beta + \gamma)Y^2 - (\alpha + \epsilon^2 \beta + \epsilon \gamma)V^2 - (\alpha + \epsilon \beta + \epsilon^2 \gamma)YV - (\alpha \gamma + \alpha \beta + \beta \gamma)Y + (\beta \gamma + \epsilon \alpha \gamma + \epsilon^2 \alpha \beta)V - \alpha \beta \gamma\]

where \(F := X^2 - U^2 - Y^3 + V^3\) and \(a := (\alpha, \beta, \gamma) \in \mathbb{C}^3\). Consider the (non–versal) deformation \(U \mapsto \mathbb{C}^3(a)\). The following facts then occur:

1. The deformed fibre \(U_a = \{F_a = 0\}\) is isomorphic to the central fibre \(U_0 = \{F = 0\}\) if and only if \(a\) is a point of the plane \(\pi = \{\alpha + \epsilon \beta + \epsilon^2 \gamma = 0\} \subset \mathbb{C}^3\); in particular \(U|_\pi \mapsto \pi\) is a trivial deformation;
2. The open subset \(V := \mathbb{C}^3 \setminus \pi\) is the base of a deformation of the cusp \(U_0 = \{F = 0\}\) to 3 distinct nodes;
3. There exists an algebraic morphism \(f : \mathbb{C}^3 \mapsto T^1\) to the Kuranishi space \(T^1 = \mathbb{C}^4(\lambda, \mu, -\nu, \sigma)\) such that \(\text{Im} f\) turns out to be precisely the plane rational cubic curve \(C\) defined in Proposition 3.3 and parameterizing the deformation of the cusp (54) to three distinct nodes.

Let us postpone the proof of these facts to observe that fact (3) means that the deformation \(U \mapsto \mathbb{C}^3(a)\) is the pull–back by \(f\) of a versal deformation \(V \mapsto C\) i.e. \(U = \mathbb{C}^3 \times_C V\). Then \(C = \text{Im}(\delta_{\text{loc}})\) proving the first part of the statement. Point (a) then follows by recalling that \(\delta_{\text{loc}}\) is injective. Moreover Propositions 3.3 and 4.6 allow to conclude point (b). At last point (c) follows by (b), the injectivity of \(\delta_{\text{loc}}\) and the commutativity of diagram (55).

Let us then prove facts (1), (2) and (3) stated above.

1. (1), (2) : these facts are obtained analyzing the common solutions of

\[F_a = \partial_X F_a = \partial_Y F_a = \partial_V F_a = \partial_V F_a = 0.\]

Since \(\partial_X F_a = 2X\) and \(\partial_V F_a = 2U\), we can immediately reduce to look for the common solutions \((0, Y, 0, V)\) of

\[(58) \quad F_a(0, Y, 0, V) = \partial_Y F_a = \partial_V F_a = 0.\]

Set:

\[a := -\frac{1}{2} + \frac{\sqrt{3}}{6}; \quad G(V) := -3\epsilon^2 V + \epsilon^2 \alpha + \epsilon \beta + \gamma; \quad H(V) := (V + \frac{\alpha - \beta}{2})(3V + \alpha - \gamma); \quad K(V) := i\sqrt{3} V - \beta + \gamma;\]

If we assume \(\alpha + \epsilon \beta + \epsilon^2 \gamma \neq 0\) then the last equation in (58) allows to express \(Y\) as follows

\[(59) \quad Y = \frac{3V^2 - 2(\alpha + \epsilon^2 \beta + \epsilon \gamma)V + \beta \gamma + \epsilon \alpha \gamma + \epsilon^2 \alpha \beta}{\alpha + \epsilon \beta + \epsilon^2 \gamma}.\]
Then the resultant between the last two equations in (58) turns out to be

\[ R(V) = \frac{9|a|^2 G \cdot H \cdot K}{\alpha + \epsilon \beta + \epsilon^2 \gamma}, \]

while the resultant between the former and latter equations in (58) is

\[ S(V) = -\frac{9\alpha^2 H^2 \cdot K^2}{\alpha + \epsilon \beta + \epsilon^2 \gamma}. \]

Then \( H \cdot K \) is a common factor of \( R \) and \( S \). Since \( \deg(H(V)K(V)) = 3 \), Proposition 3.2 actually gives that

\[ (60) \ \text{g.c.d.} \ (R(V), S(V)) = H(V)K(V) = (V + \alpha - \beta)(3\alpha V + \alpha - \gamma)(i\sqrt{3}V - \beta + \gamma). \]

Then (60) and (59) give the following three singular points

\begin{align*}
(61) \quad p_1 &= \left(0, \frac{-3(\gamma - \beta)^2 - 2\alpha + \epsilon \beta + \epsilon^2 \gamma}{3(\alpha + \epsilon \beta + \epsilon^2 \gamma)}, 0, i\frac{\gamma - \beta}{\sqrt{3}} \right) \\
p_2 &= \left(0, \frac{3(\gamma - \alpha)^2 - 2\gamma(\alpha + \epsilon \beta + \gamma)}{3(\alpha + \epsilon \beta + \gamma)}, 0, \frac{-\alpha}{2}\right) \\
p_3 &= \left(0, \frac{2\alpha^2(\beta - \alpha)^2 - 2\alpha^2 + \epsilon \beta + \epsilon^2 \gamma}{\alpha + \epsilon \beta + \epsilon^2 \gamma}, 0, \frac{\alpha}{2}\right)
\end{align*}

which have to be necessarily distinct since

\[ \frac{i\gamma - \beta}{\sqrt{3}} = \frac{\gamma - \alpha}{3\alpha} \iff \frac{\gamma - \alpha}{3\alpha} = \frac{\alpha}{\sqrt{3}} \iff \frac{\alpha}{\sqrt{3}} = \frac{i\gamma - \beta}{\sqrt{3}} \iff \alpha + \epsilon \beta + \epsilon^2 \gamma = 0. \]

On the other hand, if \( \alpha + \epsilon \beta + \epsilon^2 \gamma = 0 \) then

\[
\partial_Y F_{\alpha} \cdot (Y - a\beta - \pi \gamma) = -3(Y - a\beta - \pi \gamma)^3 = -3R(F_{\alpha}, \partial_Y F_{\alpha})
\]

\[
\partial_V F_{\alpha} \cdot \left(V - i\frac{\gamma - \beta}{\sqrt{3}}\right) = 3(V - i\frac{\gamma - \beta}{\sqrt{3}})^3 = 3R(F_{\alpha}, \partial_V F_{\alpha})
\]

where \( R(F_{\alpha}, \partial_Y F_{\alpha}) \) and \( R(F_{\alpha}, \partial_V F_{\alpha}) \) are the relative resultants. Therefore we get the unique singular point

\[ p_0 = \left(0, a\beta + \pi \gamma, 0, i\frac{\gamma - \beta}{\sqrt{3}} \right) \]

which is still a threefold cusp.

(3) : Look at the definition (57) of \( F_{\alpha} \) and construct \( f \) as a composition \( f = i \circ p \)

- \( p : \mathbb{C}^3 \longrightarrow \mathbb{C}^3 \) is a linear map of rank 1 whose kernel is the plane \( \pi \subset \mathbb{C}^3 \)
  - defined in (1),
- \( i : \mathbb{C}^3 \longrightarrow T^1 \) is the map \( (\alpha, \beta, \gamma) \in \mathbb{C}^3 \mapsto (\lambda, \mu, -\nu, \sigma) \in T^1 \) given by
  - \( \lambda = -\alpha \beta \gamma \), \( \mu = -\alpha \gamma - \alpha \beta - \beta \gamma \), \( \nu = -\beta \gamma - \alpha \gamma - \epsilon^2 \alpha \beta \), \( \sigma = -\alpha - \epsilon \beta - \epsilon^2 \gamma \).

then, by (2) and Proposition 3.4 necessarily \( \text{Im } i = C \) and \( i|_{\text{Im } p} \) is the rational parameterization \( \Lambda_0 \) given in (52).
The linear map $p$ has to annihilate the coefficients of $Y^2$ and $V^2$ in \( \mathbf{67} \) i.e.
\[
\alpha + \beta + \gamma = \alpha + \epsilon^2 \beta + \epsilon \gamma = 0 .
\]
Then we get the following conditions
\[
\text{Im} \, p = \langle (\epsilon, 1, \epsilon^2) \rangle \subset \mathbb{C}^3 , \quad \ker p = \langle (-\epsilon, 1, 0), (-\epsilon^2, 0, 1) \rangle \subset \mathbb{C}^3
\]
which determine $p$, up to a multiplicative constant $k \in \mathbb{C}$, as the linear map represented by the rank 1 matrix
\[
k \cdot \begin{pmatrix} 1 & \epsilon & \epsilon^2 \\ \epsilon & 1 & \epsilon \\ \epsilon^2 & 1 \end{pmatrix} .
\]
Then
\[
p(a) = k(\epsilon^2 \alpha + \beta + \epsilon \gamma) \cdot (\epsilon, 1, \epsilon^2)
\]
and
\[
f(a) = i \circ p(a) = (-k^3(\alpha + \epsilon \beta + \epsilon^2 \gamma)^3, 0, 0, -3k(\alpha + \epsilon \beta + \epsilon^2 \gamma))
\]
which satisfies equations $\sigma^3 - 27 \lambda = \mu = \nu = 0$ of $C \subset T^1$. \hfill \Box

\textbf{Remark 3.7.} Propositions 3.3 and 3.5 and Theorem 3.6 give a detailed and revised version of what observed by Y. Namikawa in [31] Examples 1.10 and 1.11 and Remark 2.8. In fact point (c) of Theorem 3.6 means that any global deformation of the small resolution $\hat{X}$ induces only trivial local deformations of a neighborhood of the exceptional fibre $\phi^{-1}(p)$ over a cusp $p \in \text{Sing}(X)$.

\section*{3.2. Picard and Kuranishi numbers.}
Let $\mathcal{W} \xrightarrow{w} B$ be the universal family of bi–cubic hypersurfaces in $\mathbb{P}^2 \times \mathbb{P}^2$ (it exists by Theorem 1.4). A general choice of $b \in B$ corresponds, up to isomorphism, with a general choice of a defining polynomial in $H^0(\mathcal{O}_{\mathbb{P}^2 \times \mathbb{P}^2}(3, 3))$ for $W_b := w^{-1}(b)$, which turns out to be smooth. Let then $D \subset B$ be the closed subset parameterizing bi–cubic hypersurfaces defined as in $\mathbf{12}$. For a general choice of $t \in D$, the bi-cubic $W_t := w^{-1}(t)$ corresponds with a general choice of $a, b, a', b' \in H^0(\mathcal{O}_{\mathbb{P}^2}(3))$ in the defining equation $\mathbf{12}$: then $\text{Sing}(W_t) = \{81 \text{ nodes} \}$. Let $X_t \xrightarrow{\psi_t} W_t$ be the small resolution of $W_t$ obtained by taking $X_t$ as the strict transform of $W_t$ in the blow–up $\mathbb{P}_t$ of $\mathbb{P}^2 \times \mathbb{P}^2$ along the 9 planes $a = b = 0$, as in $\mathbf{13}$. When $t$ varies in $D$ we get a family of morphisms
\[
\begin{array}{cccc}
\mathcal{W} & \xrightarrow{w} & \mathcal{W}|_D \\
\downarrow & & \downarrow \\
X & \xrightarrow{\psi} & W|_D
\end{array}
\]
such that, for a general choice of $t \in D$, the small resolution $X_t := x^{-1}(t)$ is a smooth Calabi–Yau threefold.

At last let $K \subset D$ be the closed subset parameterizing bi–cubic hypersurfaces defined by taking $a' = a$ and $b' = b$ in $\mathbf{12}$. For a general choice of $k \in K$, the bi-cubic $W_k := w^{-1}(k)$ corresponds with a general choice of $a, b \in H^0(\mathcal{O}_{\mathbb{P}^2}(3))$ in the defining equation
\[
\mathbf{13}
\begin{align*}
\mathbb{P}^2[x] \times \mathbb{P}^2[x'] \ni W_k : \quad a(x)b(x') - a(x')b(x) = 0 .
\end{align*}
\]
Then $|\text{Sing}(W_k)| = 81 + \nu$ with $0 \leq \nu \leq 12$ and, for $k$ sufficiently general, $\text{Sing}(W_k) = \{93 \text{ nodes} \}$. Moreover $X_k \xrightarrow{\psi_k} W_k$ is a partial small resolution such that $|\text{Sing}(X_k)| = \nu$ and, for $k \in K$ sufficiently general, $\text{Sing}(X_k) = \{12 \text{ nodes} \}$. In particular $X_k$ turns out to be the fiber product of a rational elliptic surface with
\[
\begin{align*}
Z & \xrightarrow{\Phi} X|_K \xrightarrow{\Psi} W|_K \\
\downarrow z & \downarrow w & \downarrow K
\end{align*}
\]

such that, for a general choice of \( k \in K \), the small resolution \( Z_k := z^{-1}(k) \) is a smooth Calabi–Yau threefold.

Since the Namikawa fiber product \( X \) is isomorphic to the small (partial) resolution, defined as in (14), of a bi–cubic \( W \subset P^2 \times P^2 \), we can assume that there exists \( 0 \in K \subset D \subset B \) such that \( X \cong x^{-1}(0) \). Moreover \( X \) is expressed in Weierstrass form by the bundles homomorphism \((0, B)\) given in (38), hence its singular locus \( \text{Sing}(X) \) is composed by \( \nu = 6 \) threefold cusps of local type (44). Define \( \tilde{Z} := Z_k \), \( \tilde{X} := X_t \) and \( \tilde{W} := W_b \) for \( k, t, b \) sufficiently general in \( K, D, B \), respectively. Then \( \tilde{Z}, \tilde{X}, \tilde{W} \) are smooth Calabi–Yau threefolds and we get the following composition of conifold transitions

\[
\begin{align*}
\hat{X} = \hat{X}_{i=0} & \\
\hat{Z} & \xleftarrow{T_1} \hat{X}_{i=0} \xrightarrow{\gamma} \hat{Z} \\
\hat{X} & \xrightarrow{\psi = \psi_0} \hat{W}_0 \xleftarrow{T_2} \hat{X}_k \xrightarrow{\psi_k} \hat{W}_k \\
\hat{W} & \xrightarrow{\psi = \psi_0} \hat{W}_0 \xleftarrow{T_3} \hat{W}_k \xrightarrow{\psi = \psi_t} \hat{W}_t \xrightarrow{T_3} \hat{W}
\end{align*}
\]

where \( \hat{X} \xrightarrow{T_1} \hat{Z} \xrightarrow{T_2} \hat{X} \) is the small resolution of the cuspidal fiber product \( X \) corresponding with the choice \( i = 0 \) in Proposition 3.1. Precisely \( \varphi \) and \( \gamma \) are induced by the blow–ups of \( \Delta \) and \((\tau \Delta)_0\), respectively. Observe that the \( T_2 \) and \( T_3 \) are precisely the conifold transitions studied in Remark 2.2(a) and (b), respectively.

**Theorem 3.8.** Assume that \( b, t, k \) are generic points in \( B, D, K \), respectively, and that \( 0 \in K \subset D \subset B \) is the special point such that \( X = x^{-1}(0) \) is a Namikawa cuspidal fiber product. Then the following table summarizes the numbers associated
with the vertexes of diagram (67):

| Variety | def | $b_3$ | $\rho$ | $b_4$ | defect | $\chi$ |
|---------|-----|-------|-------|-------|--------|-------|
| $\tilde{X}$ | 3 | 8 | 21 | 21 | 0 | 36 |
| $Z = Z_k$ | 8 | 13 | 20 | 21 | 1 | 30 |
| $X$ | 19 | 18 | 19 | 21 | 2 | 24 |
| $X_k$ | 19 | 29 | 19 | 20 | 1 | 12 |
| $\tilde{X} = X_t$ | 19 | 40 | 19 | 19 | 0 | 0 |
| $W_0$ | 83 | 82 | 2 | 21 | 19 | -57 |
| $W_k$ | 83 | 93 | 2 | 20 | 18 | -69 |
| $W_t$ | 83 | 104 | 2 | 19 | 17 | -81 |
| $\tilde{W} = W_0$ | 83 | 168 | 2 | 2 | 0 | -162 |

where def is the Kuranishi number, $\rho$ is the Picard number, $b_i$ is the $i$-th Betti number, $\chi$ is the Euler–Poincaré characteristic and the defect is defined in Remark 1.15 (b).

Proof. Lemma 2.4 gives the last row in table (66). The Euler–Poincaré characteristic is then easily computed by point (4) in Proposition 1.9 and point (5) in Proposition 1.12. In fact the last column on the right in table (66) follows by Proposition 2.3, and in particular by equations (16) and (15) with $\nu = 12$, with the exception of $W_k, W_0, X, Z, \tilde{X}$. To compute $\chi(W_k)$, for general $k \in K$, consider the conifold transition $T(\tilde{Z}, W_k, \tilde{W})$, obtained by composing $T_2$ and $T_3$. Proposition 1.9(4) gives then $\chi(W_k) = \chi(\tilde{W}) + 93 = -69$, since $\text{Sing}(W_k) = \{93 \text{ nodes}\}$. Similarly the conifold transition $T(\tilde{X}, Z, \tilde{Z})$ gives $\chi(\tilde{X}) = \chi(Z) + 6 = \chi(\tilde{Z}) + 12 = 36$, since $\text{ Sing}(Z) = \{6 \text{ nodes}\}$. To compute $\chi(X)$ we have now to apply Proposition 1.12(5) to the composition of $T_1$ and $T_2$ which is the small g.t. $T(\tilde{X}, X, \tilde{X})$. In fact $\text{Sing}(X) = \{6 \text{ cusps}\}$ and the Milnor number of a threefold cusp (44) is 4. Then $\chi(X) = \chi(\tilde{X}) + 6 \cdot 4 = 24$. At last $\chi(W_0)$ follows by considering the small g.t. $T(\tilde{X}, W_0, \tilde{W})$ obtained by composing $T_1, T_2$ and $T_3$. Now $\text{Sing}(W_0) = \{81 \text{ nodes}\} \cup \{6 \text{ cusps}\}$ then Proposition 1.12(5) gives $\chi(W_0) = \chi(\tilde{W}) + 81 + 6 \cdot 4 = -57$. By definition the Kuranishi number is the maximum dimension of the Kuranishi space parameterizing the versal family. Since $W \leftarrow B$ is a universal family and the Kuranishi spaces $K \subset D \subset B$ are all smooth, by the Namikawa extension of the Bogomolov–Tian–Todorov–Ran Theorem (30 Theorem A), then

\[
\begin{align*}
def(W_0) &= \def(W_k) = \def(W_t) = \def(\tilde{W}) = h^{2,1}(\tilde{W}) = 83 = \dim B \\
def(X) &= \def(X_k) = \def(\tilde{X}) = h^{2,1}(\tilde{X}) = \dim D \\
def(Z) &= \def(\tilde{Z}) = h^{2,1}(\tilde{Z}) = \dim K.
\end{align*}
\]
On the other hand by (8) the Picard number \( \rho \) is invariant by families too, which is

\[
\rho(W_0) = \rho(W_k) = \rho(W_t) = \rho(W) = h^{1,1}(W) = 2
\]

(68)

\[
\rho(X) = \rho(X) = h^{1,1}(X)
\]

\[
\rho(Z) = \rho(Z) = h^{1,1}(Z)
\]

\[
\rho(\hat{X}) = h^{1,1}(\hat{X}).
\]

Let us first of all determine \( \text{def}(X) \) by computing the moduli of \( X \). Recall that \( X = Y \times_{\mathbb{P}^1} Y \) with \( Y \) rational elliptic surface with section and six cuspidal fibers. The moduli of \( Y \) are 8 since they are given by the moduli of an elliptic pencil in \( \mathbb{P}^2 \). Moreover the six cuspidal fibers are parameterized by the roots in \( \mathbb{P}^1 \) of a general element in \( H^0(\mathcal{O}_{\mathbb{P}^2}(6)) \) up to the action of the projective group \( \mathbb{P} \text{GL}(2) \). Then

\[
\text{def}(X) = 2 \cdot \text{def}(Y) + h^0(\mathcal{O}_{\mathbb{P}^2}(6)) - \dim \text{GL}(2, \mathbb{C}) = 2 \cdot 8 + 7 - 4 = 19.
\]

Consider the conifold transition \( T_3 = T(\hat{X}, W_1, \hat{W}) \) and recall points (1) and (3) of the Proposition 1.9. Since \( |Sing(W_1)| = 81 \) and \( h^{2,1}(\hat{W}) = h^{2,1}(\hat{X}) = 83 - 19 = 64 \) then the integers associated with \( T_3 \) are \( c = 64 \) and \( k = 81 - 64 = 17 \). Then, by point (2) of Proposition 1.9 we are able to compute all the numbers pertinent to \( W_1 \) and \( \hat{X} \) in table (60).

To apply the same argument to the conifold transitions \( T_2 \) and \( T_1 \) in diagram (65) let us determine the defect of \( X_k \) and of \( Z \) which actually turns out to be the relative Picard numbers \( \rho(Z/X_k) \) and \( \rho(X/Z) \), respectively. The resolution \( \varphi : \hat{X} \to X_k \) is obtained by blowing up the diagonal locus \( \Delta \) as explained in the proof of Proposition 2.1. Then \( \text{Pic}(Z) \) is generated by the pull–back \( \varphi^*(\text{Pic}(X_k)) \) and by the strict transform of the divisor \( \Delta \cap X_k \). Therefore \( \rho(\hat{Z}/X_k) = 1 \). The same argument applies to the resolution \( \gamma : \hat{X} \to Z \) since it is obtained as the blow–up of \((\tau \Delta)_0\), as explained in the proof of Proposition 3.1. Then also \( \rho(\hat{X}/Z) = 1 \). This is enough to conclude that the integers associated with \( T_2 \) are \( k = 1, c = |Sing(X_k)| - 1 = 11 \) while those associated with \( T_1 \) are \( k = 1, c = |Sing(Z)| - 1 = 5 \). Proposition 1.9(2) allows then to compute all the numbers in table (60) pertinent to \( X_k, \hat{Z}, \hat{Z}, \hat{X} \).

For what concerns \( W_2 \) consider once again the conifold transition \( T(\hat{Z}, W_k, \hat{W}) \); we are now able to determine the associated integers as the sum of those associated with \( T_2 \) and \( T_3 \). Precisely \( k = 1 + 17 = 18 \) and \( c = |Sing(W_k)| - 18 = 75(= 64 + 11) \) and the numbers in table (60) pertinent to \( W_k \) follows once again by Proposition 1.9(2).

At last the computation of numbers pertinent to \( X \) and \( W_0 \) needs to employ Proposition 1.12. Precisely let us consider the already mentioned small g.t.s \( T(\hat{X}, X, \hat{X}) \) and \( T(\hat{X}, W_0, \hat{W}) \). The integers associated with the first one turns out to be \( k = 1 + 1 = 2, c' = 12 - 2 = 10, c'' = 24 - 2 = 22 \). Those associated with the second one are \( k = 1 + 1 + 17 = 19, c' = 93 - 19 = 74, c'' = 105 - 19 = 86 \). Proposition 1.12(3) ends up the proof.

**Remark** 3.9. As observed in proving Theorem 3.8 the relative Picard number of the resolution \( \psi : \hat{X} \to W_i \) is \( \rho(\hat{X}/W_i) = 17 \). Let us give here a quick geometric explanation of this number.

First of all \( \psi \) is obtained as the blow–up of nine \( \mathbb{P}^2 \)'s in \( \mathbb{P}^2 \times \mathbb{P}^2 \) parameterized by the base locus of an elliptic pencil \( a(x) = b(x) = 0 \). Then only 8 of the 9
exceptional divisors are to be considered independent. Moreover the 81 exceptional \( \mathbb{P}^1 \)'s comes arranged nine by nine in the 9 exceptional divisors. This means that we get \( 9 - 1 = 8 \) independent conditions for each independent exceptional divisor i.e. 64 independent conditions on the 81 exceptional \( \mathbb{P}^1 \)'s. Then precisely \( 81 - 64 = 17 \) of them turns out to be independent.

**Remark 3.10.** Observe that, by construction, the general fiber \( \tilde{X} \) of the family \( X \rightarrow D \) is a fiber product \( \tilde{X} = Y \times_{\mathbb{P}^1} Y' \) of two general rational elliptic surfaces with sections. Then, in particular, Theorem 3.8 gives an alternative argument to prove that \( \text{Pic}(\tilde{X}) \) has rank 19, which is a known fact (see [9] Corollary 3.2).

### 4. A local to global picture

In conclusion we want to give a quick picture of all the results discussed in the previous section by means of the same techniques employed by R. Friedman to study conifold transitions [1]. As a consequence it will be possible to understand a deeper meaning of the Namikawa construction which can be extended to get more general locally rigid examples of small resolutions.

Let us first of all summarize some technical result useful in the following.

**Lemma 4.1.** Let \( M \xrightarrow{\sigma} V \) be a small resolution of a normal compact threefold \( V \) with rational isolated singularities. Let \( U_p \) be a germ of complex space locally representing the singularity \( p \in V \) and set \( L_p := \sigma^{-1}(U_p) \subset M \). Then, by setting \( P := \text{Sing}(V) \),

1. \( T^1_{L_p} \cong H^1(L_p, \Theta_{L_p}) \cong H^0(U_p, R^1\sigma_*\Theta_{L_p}) \) and \( H^0(V, R^1\sigma_*\Theta_M) \) turns out to be the tangent space to \( \prod_{p \in P} \text{Def}(L_p) \),
2. \( T^1_{U_p} \cong T^1_U \) and \( T^1_{V} \) turns out to be the tangent space to \( \prod_{p \in P} \text{Def}(U_p) \)
3. the following commutative diagram with exact rows is well defined

\[
\begin{array}{cccccccc}
0 & \rightarrow & H^1(\Theta_V) & \rightarrow & T^1_M & \rightarrow & H^0(R^1\sigma_*\Theta_M) & \rightarrow & H^2(\Theta_V) & \rightarrow & T^2_M & \rightarrow & 0 \\
& & \downarrow{\delta_1} & & \downarrow{\delta_{loc}} & & \downarrow{d_2} & & \downarrow{} & & \downarrow{\delta_2} & & 0 \\
0 & \rightarrow & H^1(\Theta_V) & \rightarrow & T^1_V & \rightarrow & H^0(R^1\sigma_*\Theta_V) & \rightarrow & H^2(\Theta_V) & \rightarrow & T^2_V & \rightarrow & 0
\end{array}
\]

where \( \delta_1, \delta_{loc}, \delta_2 \) are maps induced by the resolution \( \sigma \) and in particular \( \delta_1 \) and \( \delta_{loc} \) turn out to be injective.

**Proof.** To prove (1) and (2) observe that \( L_p \) is smooth and the local to global spectral sequence allows to conclude that \( T^1_{L_p} \cong H^1(L_p, \Theta_{L_p}) \). Apply now the Leray spectral sequence for the cohomology of \( \Theta_{L_p} \), whose lower terms exact sequence gives

\[
\begin{array}{cccccccc}
0 & \rightarrow & H^1(R^0\sigma_*\Theta_{L_p}) & \rightarrow & H^1(\Theta_{L_p}) & \rightarrow & H^0(R^1\sigma_*\Theta_{L_p}) & \rightarrow & H^2(R^0\sigma_*\Theta_{L_p}) & \rightarrow & 0
\end{array}
\]

As a consequence of Hartogs' Theorem \( R^0\sigma_*\Theta_{L_p} \cong \Theta_{U_p} \) (see [7], Lemma (3.1)) and \( H^i(\Theta_{U_p}) = 0 \), for \( i > 0 \), since \( U_p \) is Stein.

On the other hand the lower terms exact sequence of the local to global spectral sequence gives

\[
\begin{array}{cccccccc}
0 & \rightarrow & H^1(\Theta_{U_p}) & \rightarrow & T^1_{U_p} & \rightarrow & T^1_{U_p} & \rightarrow & H^2(\Theta_{U_p}) & \rightarrow & 0
\end{array}
\]
and we can conclude as before. The complete statements (1) and (2) can now be obtained as an easy application of the local cohomology sequence

\[(69) \quad 0 \rightarrow H^0_p(V, \mathcal{F}) \rightarrow H^0(V, \mathcal{F}) \rightarrow H^0(V^*, \mathcal{F}) \rightarrow H^1_p(V, \mathcal{F}) \rightarrow \cdots \]

where \( P := \text{Sing}(V) \), \( V^* = V \setminus P \), and \( \mathcal{F} \) is given either by \( R^1 \sigma_* \Theta_M \) or by \( \Theta^1_V = \mathcal{E}xt^1(\Omega^1_V, \mathcal{O}_V) \). Precisely, for \( \mathcal{F} = R^1 \sigma_* \Theta_M \), by the Theorem on Formal Functions, we get

\[(70) \quad H^0 (V^*, R^1 \sigma_* \Theta_M) = 0 \quad \forall p \in P \quad H^0 (U^*_p, R^1 \sigma_* \Theta_{L_p}) = 0 \]

since \( \sigma|_{M \setminus \text{Exc}(\sigma)} \) is an isomorphism. Then

\[
H^0 (V, R^1 \sigma_* \Theta_M) \cong H^0_p (V, R^1 \sigma_* \Theta_M) \
\cong \bigoplus_{p \in P} H^0 (U_p, R^1 \sigma_* \Theta_{L_p}) \
\cong \bigoplus_{p \in P} H^0 (U_p, R^1 \sigma_* \Theta_{L_p}) \cong \bigoplus_{p \in P} T^1_{L_p}
\]

where the first row is obtained by applying the first vanishing in (70), the second row is an application of the Excision Theorem ([13] Prop. I.2.2) and the last row is obtained by the second vanishing in (70) and the localization of (69) near to \( p \).

On the other hand, for \( \mathcal{F} = \Theta^1_V \), we get

\[
\forall p \in P \quad H^0 (U^*_p, \Theta^1_{U^*_p}) = 0
\]

since the sheaf \( \Theta^1_V \) is supported on \( P = \text{Sing}(V) \). Then, as before, we get

\[
T^1_V = H^0 (V, \Theta^1_V) \cong H^0_p (V, \Theta^1_V) \
\cong \bigoplus_{p \in P} H^0 (U_p, \Theta^1_{U_p}) \
\cong \bigoplus_{p \in P} H^0 (U_p, \Theta^1_{U_p}) \cong \bigoplus_{p \in P} T^1_{U_p}
\]

The diagram in statement (3) arise as follows. The upper exact row is the lower terms exact sequence of the Leray spectral sequence for the cohomology of \( \Theta_M \) by recalling that (3) in 1.2 holds since \( M \) is smooth. The lower row is the lower terms exact sequence of the local to global spectral sequence converging to \( T^1_V \). In particular the surjectivity of the last maps on the right is due to the fact that \( V \) has isolated singularities and \( \sigma \) is a small resolution. Maps \( \delta_1, \delta_{\text{loc}}, \delta_2 \) arise naturally, keeping in mind results (1) and (2), as differentials of the commutative localization diagram (55), which can be rewritten in present notation as follows

\[
\begin{align*}
\text{Def}(M) & \longrightarrow \text{Def}(L_p) \\
\downarrow & \quad \quad \downarrow \\
\text{Def}(V) & \longrightarrow \text{Def}(U_p)
\end{align*}
\]

Notice that vertical maps are well defined since \( \sigma \) is a small resolution of isolated rational singularities giving \( \sigma_* \mathcal{O}_M \cong \mathcal{O}_V \) and \( R^1 \sigma_* \mathcal{O}_M = 0 \) (see [21] Proposition
As a remark by Y. Namikawa, observe that if $\delta_{\text{loc}}$ is injective, it is easy to prove that $\delta_{1}$ is injective too. To prove that $\delta_{\text{loc}}$ is injective we will repeat here an argument of R. Friedmann (see [7] Proposition (2.1), (2)). Let us first of all recall the following result of M. Schlessinger (see [46] Theorem 2)

\[
T_{U_{p}}^{1} \cong H^{1}(U_{p}^{*}, \Theta_{U_{p}}) \tag{71}
\]

where $U_{p}^{*} := U_{p} \setminus \{p\}$. Set

\[
U^{*} := \left( \bigcup_{p \in P} U_{p} \right) \setminus P \quad \text{and} \quad L^{*} := \left( \bigcup_{p \in P} L_{p} \right) \setminus E
\]

where $E := \text{Exc}(\sigma)$. Isomorphisms $L^{*} \xrightarrow{\cong} U^{*}$ and (71) and statements (1) and (2), allow then to conclude that

\[
H^{0}(V, R^{1} \phi_{*} \Theta_{M}) \cong \bigoplus_{p \in P} T_{U_{p}}^{1} \cong H^{1}(L, \Theta_{L})
\]

and $\delta_{\text{loc}}$ can then be obtained by the local cohomology exact sequence

\[
0 \rightarrow H^{1}(\Theta_{L}) \rightarrow H^{0}(L, \Theta_{L}) \rightarrow H^{0}(L^{*}, \Theta_{L}) \rightarrow 0 \rightarrow H^{1}(\Theta_{X}) \rightarrow H^{0}(R^{1} \phi_{*} \Theta_{\tilde{X}}) \rightarrow H^{2}(\Theta_{X}) \rightarrow H^{2}(\Theta_{\tilde{X}}) \rightarrow 0
\]

and:

(a) the first row in table (66) gives that

\[
\begin{align*}
\dim_{C} T_{X}^{1} &= \text{def}(\tilde{X}) = 3 \\
\dim_{C} T_{X}^{2} &= h^{2}(\Theta_{\tilde{X}}) = h^{2,2}(\tilde{X}) = \rho(\tilde{X}) = 21
\end{align*}
\]
(b) statement (1) in Lemma 4.1 and results (a) and (c) in Theorem 3.6 give
\[ h^0 \left( R^1 \phi_* \Theta_{\tilde{X}} \right) = \sum_{p \in \text{Sing}(X)} \text{def} \left( \tilde{U}_p \right) = 6 \]
\[ \text{Im} \tilde{\lambda} = 0 \]
(c) the fourth row in table (66) gives \( \dim_{\mathbb{C}} T^1_{\tilde{X}} = \text{def}(X) = 19 \),
(d) statement (2) in Lemma 4.1 and (48) give \( \dim_{\mathbb{C}} T^1_{\tilde{X}} = \sum_{p \in \text{Sing}(X)} \text{def}(U_p) = 24 \).

Then (a) and (b) allows to conclude that \( h^1(\Theta_{\tilde{X}}) = 3 \) and \( h^2(\Theta_{\tilde{X}}) = 27 \). Put these last results in the second row of diagram (72). Then (c) and (d) allows to conclude that \( \dim_{\mathbb{C}} T^2_{\tilde{X}} = 19 \) which is precisely the same value of \( \rho(X) \) as reported in table (66). In particular (72) reduces to the following diagram

\[
\begin{array}{ccccccc}
0 & \to & \mathbb{C}^3 & \xrightarrow{\gamma} & \mathbb{C}^3 & \xrightarrow{\lambda=0} & \mathbb{C}^6 \xrightarrow{d_2} \mathbb{C}^{27} \xrightarrow{\delta^X} \mathbb{C}^{21} \to 0 \\
0 & \to & \mathbb{C}^3 & \xrightarrow{\lambda} & \mathbb{C}^{19} & \xrightarrow{\delta^X_{\text{loc}}} & \mathbb{C}^{24} \xrightarrow{\delta^X_2} \mathbb{C}^{19} \to 0 \\
\end{array}
\]

where the surjectivity of \( \delta^X_2 \) is immediately verified.

Let us then observe that \( \dim_{\mathbb{C}}(\text{Im}\lambda) = 19 - 3 = 16 \). On the other hand Proposition 3.3 shows that the projection \( \text{Im}\lambda_p \) of \( \text{Im}\lambda \) over \( T^1_{U_p} \) has dimension 3. This means that

- the local deformation of two distinct cusps \( p, q \in \text{Sing}(X) \) induced by a global deformation of \( X \) may not be independent,

since \( 3 \cdot 6 > 16 \).

Remark 4.3. Recalling the factorization \( \tilde{X} \to Z \xrightarrow{\phi} X \) of the resolution \( \phi \), let us now apply Lemma 4.1 to the case \( V = Z, M = \tilde{X} \) and \( \sigma = \gamma \). Then diagram in (3) rewrites as follows

\[
\begin{array}{ccccccc}
0 & \to & H^1(\Theta_{Z}) & \xrightarrow{T^1_{\tilde{X}}} \to & H^0 \left( R^1 \gamma_* \Theta_{\tilde{X}} \right) & \xrightarrow{d_2} & H^2(\Theta_{Z}) & \xrightarrow{T^2_{\tilde{X}}} \to 0 \\
0 & \to & H^1(\Theta_{Z}) & \xrightarrow{T^1_Z} \to & H^0 \left( R^1 \gamma_* \Theta_{\tilde{X}} \right) & \xrightarrow{d_2} & H^2(\Theta_{Z}) & \xrightarrow{T^2_Z} \to 0 \\
\end{array}
\]

Recall that \( \text{Sing}(Z) = \{ 6 \text{ nodes} \} \). Then

\[ H^0(Z, R^1 \gamma_* \Theta_{\tilde{X}}) = 0 \]
(see [4] (3.5.1)). Then by the first row in table (66) we get
\[ h^1(\Theta_{Z}) = \dim_{\mathbb{C}}(T^1_{\tilde{X}}) = \text{def}(\tilde{X}) = 3 \]
\[ h^2(\Theta_{Z}) = \dim_{\mathbb{C}}(T^2_{\tilde{X}}) = \rho(\tilde{X}) = 21 \].
On the other hand the second row in table (66), the fact that the Tyurina (= Milnor) number of a node is 1 and the exactness of the second row in diagram (74) give
\[\dim \mathbb{C}^Z T^2_Z = \text{def}(Z) = 8, \quad \dim \mathbb{C}^Z T^1_Z = 6, \quad \dim \mathbb{C}^Z T^0_Z = 20 \ (= \rho(Z)).\]

In particular (74) reduces to the following diagram

\[
\begin{array}{ccccccccc}
0 & \rightarrow & \mathbb{C}^3 & \rightarrow & \mathbb{C}^3 & \rightarrow & \mathbb{C}^8 & \rightarrow & \mathbb{C}^8 & \rightarrow & 0 \\
& & \delta^2_7 & & \delta^2_7 & & \delta^2_7 & & & \\
0 & \rightarrow & \mathbb{C}^3 & \rightarrow & \mathbb{C}^8 & \rightarrow & \mathbb{C}^21 & \rightarrow & \mathbb{C}^21 & \rightarrow & 0
\end{array}
\]

Notice that:

(*) the Friedman’s vanishing (75) and diagrams (74) and (76) give the geometric key to understand the factorization by 0 of \(\hat{\lambda}\) in diagrams (72) and (73) and then the rigidity of the exceptional \(A_2\) trees in \(\text{Exc}(\phi)\). In fact the following diagram commutes

\[
\begin{array}{cccccc}
T^1_X & \rightarrow & H^0(X, R^1\phi_*\Theta_X) & \rightarrow & \mathbb{C}^8 & \rightarrow & \mathbb{C}^21 \\
& & \delta & & \delta^2_7 & & \delta^2_7 \\
H^0(Z, R^1\gamma_*\Theta_X) & \rightarrow & T^1_X & \rightarrow & \mathbb{C}^3 & \rightarrow & \mathbb{C}^3
\end{array}
\]

Then \(\hat{\lambda}\) is forced to vanish by (75), which is, by the fact that the resolution \(\phi\) can be factorized through a partial resolution \(Z\) whose singular locus is composed only by nodes.

This is actually a particular case of a more general situation described by the following

**Theorem 4.4.** Let \(X\) be a normal compact threefold with terminal isolated singularities and suppose there exists a commutative diagram

\[
\begin{array}{cccccc}
\hat{X} & \rightarrow & X & \rightarrow & \mathbb{C}^3 & \rightarrow & \mathbb{C}^8 \\
& & \gamma & & \delta & & \delta^2_7 \\
\gamma & \rightarrow & \mathbb{C}^21 & \rightarrow & \mathbb{C}^21 & \rightarrow & \mathbb{C}^21
\end{array}
\]

of small (partial) non-trivial resolutions of \(X\) such that \(\hat{X}\) is smooth and the natural morphism
\[\kappa : T^1_Z \rightarrow H^0(Z, R^1\gamma_*\Theta_{\hat{X}}),\]
induced by a Leray spectral sequence as in (74), is surjective. Then the differential localization map
\[\hat{\lambda} : T^1_X \rightarrow H^0(X, R^1\phi_*\Theta_{\hat{X}})\]
factorizes as in diagram (77). In particular, if \(Z\) admits only nodal singularities then \(\hat{\lambda}\) is necessarily the 0 map meaning that the (small) exceptional locus \(\text{Exc}(\phi)\) turns out to be rigid under global deformations of \(\hat{X}\).
Remark 4.5. Observe that compactness hypothesis for \( X \) is necessary since the above statement describes a rigidity property of \( \text{Exc}(\phi) \) under global deformations of the resolution \( \hat{X} \): locally Theorem 4.4 is not true as the Namikawa example shows. In fact in diagram (55), the morphism \( \delta_{\text{loc}} \) is injective and Theorem 3.5(a) gives \( \text{def}(\hat{U}_p) = 1 \), for any cusp \( p \in \text{Sing}(X) \). Then \( \text{Im}(\delta_{\text{loc}}) \subset T_{\hat{U}_p} \) describes non-trivial local deformations of \( \hat{U}_p \) along which \( \text{Exc}(\phi) \), as in diagram (54), is not rigid. E.g. consider the local deformation (56) of the cusp (35), putting \( \xi = 0 \). Choose the local resolution (43) of (35), with \( \delta \) of the resolution \( \hat{X} \): locally. Then there follow commutative diagrams

\[
\begin{align*}
\mu_1(X - U) &= \mu_0(Y - V + \alpha) \\
\nu_1(X + U) &= \nu_0(Y - \epsilon V + \beta) \\
\mu_0\nu_0 &= \mu_1\nu_1(Y - \epsilon^2 V + \gamma)
\end{align*}
\]

(79)

The singular locus of the generic fibre in (56) is composed by nodes \( p_1, p_2, p_3 \) in (61). While the exceptional fibre \( \text{Exc}(\phi) \) of (43) over the cusp (35) is described by the closed subset \( \{ \mu_0\nu_0 = 0 \} \subset \mathbb{P}^1[\mu] \times \mathbb{P}^1[\nu] \), giving a couple of \( \mathbb{P}^1 \)'s meeting in a point, the exceptional fibre of (79) over the node \( p_j \) is given by

\[
\begin{align*}
\{ \mu_0 = 0 \} &\subset \mathbb{P}^1[\mu] \times \mathbb{P}^1[\nu] & \text{for } j = 1, \\
\{ \nu_0 = 0 \} &\subset \mathbb{P}^1[\mu] \times \mathbb{P}^1[\nu] & \text{for } j = 2, \\
\{ \mu_0\nu_0 = k(\alpha, \beta, \gamma)\mu_1\nu_1 \} &\subset \mathbb{P}^1[\mu] \times \mathbb{P}^1[\nu] & \text{for } j = 3.
\end{align*}
\]

Therefore the exceptional locus \( \text{Exc}(\phi) \) over the cusp (35) has been locally deformed to a tern of \( \mathbb{P}^1 \)'s although (43) factors through a partial nodal resolution of (35), as described in the proof of Proposition 3.1.

Remark 4.6. Non-trivial resolutions of \( X \) in the statement of Theorem 4.4 means that none of the birational morphisms in diagram (78) is an isomorphism. In fact, on the one hand, if either \( \phi \) or \( \varphi \) is an isomorphism there is nothing to prove. On the other hand if \( \gamma \) is an isomorphism the construction in (81) trivializes and a commutative diagram like (77) can no more be obtained.

Proof of Theorem 4.4. Apply Lemma 4.1 by setting \( M = \hat{X} \) and either \( \sigma = \phi \) or \( \sigma = \gamma \). Then there follow commutative diagrams

\[
\begin{align*}
\mathbb{T}_X^1 \xrightarrow{\lambda} & H^0(X, R^1\phi_*\Theta_{\hat{X}}) \quad , \\
\mathbb{T}_Z^1 \xrightarrow{\lambda} & H^0(Z, R^1\gamma_*\Theta_{\hat{X}})
\end{align*}
\]

Since \( Z \xrightarrow{\varphi} X \) is a (partial) resolution, it is well defined a map \( \delta_1 : \mathbb{T}_Z^1 \longrightarrow \mathbb{T}_X^1 \) as differential of a map between Kuranishi spaces (see [51] Theorem 1.4.(c) and [21] Proposition (11.4)) which fits in the following commutative diagram
Then we get a commutative diagram with exact rows

\[
\begin{array}{ccccccc}
0 & \longrightarrow & H^1(\Theta_Z) & \stackrel{i}{\longrightarrow} & T^1_{\hat{X}} & \stackrel{\kappa}{\longrightarrow} & H^0(R^1\gamma_*\Theta_{\hat{X}}) & \longrightarrow & \cdots \\
0 & \longrightarrow & H^1(\Theta_Z) & \stackrel{j}{\longrightarrow} & T_2^1 & \stackrel{\lambda_z}{\longrightarrow} & \cdots \\
0 & \longrightarrow & H^1(\Theta_X) & \stackrel{\phi^!}{\longrightarrow} & T_X^1 & \stackrel{\lambda}{\longrightarrow} & T_X^1 & \longrightarrow & \cdots \\
\end{array}
\]

where the first row is given by the Leray spectral sequence converging to \( H^* (\hat{X}, \Theta_{\hat{X}}) \), by recalling that \( R^0\gamma_*\Theta_{\hat{X}} \cong \Theta_Z \) (see [7] Lemma (3.1)), while the latter two are obtained by local to global spectral sequences. Let us defer the definition of the vertical map \( \phi^! \) since the vertical map \( \delta \) is easily induced by the composition \( \delta^X = \delta_1 \circ \delta_2^X \) as follows: since \( \kappa \) is surjective, for any \( x \in H^0(R^1\gamma_*\Theta_{\hat{X}}) \) set \( \delta(x) := \lambda \circ \delta^X_1(y) \), for \( y \in \kappa^{-1}(x) \). This is well defined since \( y, y' \in \kappa^{-1}(x) \) give \( y - y' \in \text{Im}(i) \). Then, by commutativity and exactness, \( \delta^X(y) - \delta^X_1(y') = j \circ \phi^!(y - y') \in \ker(\lambda) \). Recalling the first diagram in (80) we can then conclude the existence of the commutative diagram (77).

To prove the second part of the statement observe that if \( \text{Sing}(Z) \) is composed only by nodes then \( \kappa \) is surjective since \( h^0(R^1\gamma_*\Theta_{\hat{X}}) = 0 \), by (77). In particular, (77) makes \( \hat{\lambda} = 0 \), since \( \delta^X_{loc} \) is injective.

\[\square\]

**Lemma 4.7.** Let \( X \) be a normal threefold with terminal isolated singularities and \( \varphi : Z \longrightarrow X \) be a small (partial) resolution of \( X \). Then \( \varphi \) induces well defined maps in cohomology

\[ \varphi^* : H^* (Z, \Theta_Z) \longrightarrow H^* (X, \Theta_X) \]

*Proof.* Observe that Proposition II.8.11 in [14] ensures the existence of a map of sheaves \( f : \varphi^* \Omega_X \longrightarrow \Omega_Z \). Then, applying the contra-variant functor \( \text{Hom} (\cdot, \Omega_Z) \), we get a map \( \hat{f} : \Theta_Z \longrightarrow \text{Hom} (\varphi^* \Omega_X, \Omega_Z) \). For any open subset \( U \subseteq Z \), call \( \bar{U} := \varphi^{-1} \circ \varphi(U) \). Then \( \hat{f} \) induces the following map of \( \mathcal{O}_Z (\bar{U}) \)-modules:

\[ \Theta_Z (\bar{U}) \longrightarrow \text{Hom}_{\mathcal{O}_Z (\bar{U})} (\varphi^* \Omega_X (\bar{U}), \mathcal{O}_Z (\bar{U})) \]

Observe now that \( \varphi \) is an open map, since it is a resolution of singularities. Moreover \( X \) admits only terminal isolated singularities, giving \( \varphi_* \mathcal{O}_Z \cong \mathcal{O}_X \). Then

\[ \text{Hom}_{\mathcal{O}_Z (\bar{U})} (\varphi^* \Omega_X (\bar{U}), \mathcal{O}_Z (\bar{U})) \cong \text{Hom}_{\mathcal{O}_X (\varphi(U))} (\Omega_X (\varphi(U)), \mathcal{O}_X (\varphi(U))) \]

Ultimately notice that the restriction map \( \rho_U^\varphi : \Theta_Z (\bar{U}) \longrightarrow \Theta_Z (U) \) is actually an isomorphism: it is injective since sections vanishing everywhere except over \( \text{Exc}(\varphi) \) cannot be holomorphic and it is surjective by Hartogs Theorem and the hypothesis that \( \varphi \) is small. Combining the latter with (82) and (83) gives, for any open subset \( U \subseteq Z \), the following map

\[ \varphi_U : \Theta_Z (U) \longrightarrow \text{Hom}_{\mathcal{O}_X (\varphi(U))} (\Omega_X (\varphi(U)), \mathcal{O}_X (\varphi(U))) = : \Theta_X (\varphi(U)) \]

By inductive limit one gets well defined maps on stalks

\[ \forall z \in Z \quad \varphi_z : \Theta_{Z,z} \longrightarrow \Theta_{X,\varphi(z)} \]
To induce a map in cohomology, let us then consider canonical resolutions of \( \Theta_Z \) and \( \Theta_X \), respectively (see [3], II.4.3)

\[
\begin{array}{c}
\cdots \rightarrow \Theta_Z \rightarrow \Theta_Z^0 \rightarrow \Theta_Z^1 \rightarrow \Theta_Z^2 \rightarrow \cdots \\
\cdots \rightarrow \Theta_X \rightarrow \Theta_X^0 \rightarrow \Theta_X^1 \rightarrow \Theta_X^2 \rightarrow \cdots
\end{array}
\]

where \( \Theta[i] \) is the sheaf of not necessarily continuous sections of \( \Theta[i-1] \), which is

\[
\Theta[i](U) = \prod_{x \in U} \Theta[i-1]^x,
\]

for any open subset \( U \) in \( Z \) or \( X \), \( i \geq 0 \) and setting \( \Theta[0] = \Theta \). By applying the left exact functors of global sections we get then

\[
\begin{array}{c}
0 \rightarrow \Gamma(Z, \Theta_Z) \rightarrow \Gamma(Z, \Theta_Z^0) \rightarrow \Gamma(Z, \Theta_Z^1) \rightarrow \cdots \\
\downarrow \varphi_Z \downarrow \varphi_1 \downarrow \varphi_1 \\
0 \rightarrow \Gamma(X, \Theta_X) \rightarrow \Gamma(X, \Theta_X^0) \rightarrow \Gamma(X, \Theta_X^1) \rightarrow \cdots
\end{array}
\]

where maps \( \varphi_1 \)'s are defined stalk by stalk by observing that \( \varphi \) is surjective. Since every square in diagram (84) commutes there follow well defined maps in cohomology \( \varphi^* : H^*(Z, \Theta_Z) \rightarrow H^*(X, \Theta_X) \).

\( \square \)

**Remark 4.8.** Let us point out a nice consequence of the previous Lemma 4.7. In the same hypothesis as above, the Leray spectral sequence of \( \varphi_*, \Theta_Z \) gives the following exact sequence:

\[
\begin{array}{c}
0 \rightarrow H^1(\Theta_X) \rightarrow H^1(\Theta_Z) \rightarrow H^0(R^1\varphi_*, \Theta_Z) \xrightarrow{d_2} H^2(\Theta_X) \rightarrow H^2(\Theta_Z) \rightarrow 0
\end{array}
\]

where \( d_2 : H^0(R^1\varphi_*, \Theta_Z) = E_{1,1} \rightarrow H^2(\Theta_X) = E_{2,0} \) is the differential \( d_2 \) of the Leray spectral sequence and last map \( E_{2,0} = H^2(\Theta_X) \rightarrow H^2(\Theta_Z) \) is surjective, since \( R^1\varphi_*, \Theta_Z \) is supported over Sing(\( X \)) and \( R^2\varphi_*, \Theta_Z = 0 \) giving

\[
\begin{align*}
0 = H^1(R^1\varphi_*, \Theta_Z) = E_{1,1}^1 & \Rightarrow E_{1,1}^{1,1} = 0, \\
0 = H^0(R^2\varphi_*, \Theta_Z) = E_{0,2}^2 & \Rightarrow E_{0,2}^{0,2} = 0.
\end{align*}
\]

Then maps defined in Lemma 4.7 split the exact sequence (85) in the following two splitting short exact sequences

\[
\begin{array}{c}
0 \rightarrow H^1(\Theta_X) \xrightarrow{\varphi^1} H^1(\Theta_Z) \rightarrow \ker d_2 \rightarrow 0 \\
0 \rightarrow \text{Im} \ d_2 \rightarrow H^2(\Theta_X) \xrightarrow{\varphi^2} H^2(\Theta_Z) \rightarrow 0
\end{array}
\]

giving rise to the following conclusion:

\( (*) \) let \( X \) be a normal threefold with terminal isolated singularities and \( Z \xrightarrow{\varphi} X \) be a small (partial) resolution of \( X \) and consider \( E_{2,0}^{0,1} \xrightarrow{d_2} E_{2,0}^{2,0} \) in the Leray
spectral sequence of $\varphi_*\Theta_Z$; then there exist natural decompositions on the cohomology of $\Theta_Z$:

\begin{align}
H^1(Z, \Theta_Z) &\cong H^1(X, \Theta_X) \oplus \ker d_2 \\
H^2(Z, \Theta_Z) &\cong \Im d_2 \oplus H^2(X, \Theta_X).
\end{align}

**Appendix A. An elementary proof of Lemma 2.4**

Let us set $\mathbb{P} := \mathbb{P}^2 \times \mathbb{P}^2$. Then the *structure exact sequence* of the smooth bi–cubic hypersurface $\tilde{W} \subset \mathbb{P}$ is given by

(A-1) \[ \begin{array}{cccccc}
0 & \to & \mathcal{O}_\mathbb{P}(-3, -3) & \to & \mathcal{O}_\mathbb{P} & \to & \mathcal{O}_{\tilde{W}} & \to & 0
\end{array} \]
which, twisted by the tangent sheaf $\Theta_{\mathbb{P}}$, gives

(A-2) \[ \begin{array}{cccccc}
0 & \to & \Theta_{\mathbb{P}}(-3, -3) & \to & \Theta_{\mathbb{P}} & \to & \Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}} & \to & 0
\end{array} \]

The normal sheaf of $\tilde{W} \subset \mathbb{P}$ is $\mathcal{N}_{\tilde{W}/\mathbb{P}} \cong \mathcal{O}_\mathbb{P}(3, 3) \otimes \mathcal{O}_{\tilde{W}} =: \mathcal{O}_{\tilde{W}}(3, 3)$, giving the following associated exact sequence

(A-3) \[ \begin{array}{cccccc}
0 & \to & \Theta_{\tilde{W}} & \to & \Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}} & \to & \mathcal{O}_{\tilde{W}}(3, 3) & \to & 0
\end{array} \]

To compute $h^1(\Theta_{\tilde{W}})$ let us consider the following cohomology long exact sequence associated with (A-3)

(A-4) \[ \begin{array}{cccccc}
0 & \to & H^0(\tilde{W}, \Theta_{\tilde{W}}) & \to & H^0(\mathbb{P}, \Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}}) & \to & H^0(\tilde{W}, \mathcal{O}_{\tilde{W}}(3, 3)) \\
& & \downarrow \phi & & \downarrow \phi & & \downarrow \phi \\
& & H^1(\tilde{W}, \Theta_{\tilde{W}}) & \to & H^1(\mathbb{P}, \Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}}) & \to & H^1(\tilde{W}, \mathcal{O}_{\tilde{W}}(3, 3)) & \to & \cdots
\end{array} \]

First of all observe that $\tilde{W}$ is a Calabi–Yau threefold. Then $\mathcal{K}_{\tilde{W}} \cong \mathcal{O}_{\tilde{W}}$ and $h^{0,1}(\tilde{W}) = h^{1,0}(\tilde{W}) = 0$, giving

(A-5) \[ h^0(\tilde{W}, \Theta_{\tilde{W}}) = h^0(\tilde{W}, \mathcal{O}_{\tilde{W}}^2) = h^2(\tilde{W}) = 0. \]

As a second step use the cohomology long exact sequence associated with (A-2) to compute $h^i(\Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}})$ for $i = 1, 2$. Hence

(A-6) \[ \begin{array}{cccccc}
0 & \to & H^0(\mathbb{P}, \Theta_{\mathbb{P}}(-3, -3)) & \to & H^0(\mathbb{P}, \Theta_{\mathbb{P}}) & \to & H^0(\mathbb{P}, \Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}}) \\
& & \downarrow \phi & & \downarrow \phi & & \downarrow \phi \\
& & H^1(\mathbb{P}, \Theta_{\mathbb{P}}(-3, -3)) & \to & H^1(\mathbb{P}, \Theta_{\mathbb{P}}) & \to & H^1(\mathbb{P}, \Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}}) \\
& & & & \downarrow \phi & & \downarrow \phi \\
& & H^2(\mathbb{P}, \Theta_{\mathbb{P}}(-3, -3)) & \to & H^2(\mathbb{P}, \Theta_{\mathbb{P}}) & \to & H^2(\mathbb{P}, \Theta_{\mathbb{P}} \otimes \mathcal{O}_{\tilde{W}}) & \to & \cdots
\end{array} \]

Recall the Künneth formula

\[ h^i(\Theta_{\mathbb{P}}(a, b)) = \bigoplus_{j+k=i} [h^j(\mathcal{O}_{\mathbb{P}^2}(a)) \cdot h^k(\mathcal{O}_{\mathbb{P}^2}(b)) + h^j(\Theta_{\mathbb{P}^2}(a)) \cdot h^k(\mathcal{O}_{\mathbb{P}^2}(b))]. \]
and the Bott formulas

\[ h^q(\Omega^p_{\mathbb{P}^n}(a)) = \begin{cases} 
\binom{a+n-p}{a} \binom{a-1}{p} & \text{for } q = 0, 0 \leq p \leq n \text{ and } a > p, \\
1 & \text{for } 0 \leq p = q \leq n \text{ and } a = 0, \\
\binom{-a}{a} \binom{-a-1}{n-p} & \text{for } q = n, 0 \leq p \leq n \text{ and } a < p - n, \\
0 & \text{otherwise} 
\end{cases} \]

Then

\[(A-7)\quad h^0(\mathbb{P}, \Theta_p(-3, -3)) = 2 h^0(O_{\mathbb{P}^2}(-3)) \cdot h^0(\Theta_{\mathbb{P}^2}(-3)) = 0 \]

\[h^1(\mathbb{P}, \Theta_p(-3, -3)) = 2 \left[ h^0(O_{\mathbb{P}^2}(-3)) \cdot h^1(\Theta_{\mathbb{P}^2}(-3)) + h^0(\Theta_{\mathbb{P}^2}(-3)) \cdot h^1(O_{\mathbb{P}^2}(-3)) \right] = 0 \]

\[h^2(\mathbb{P}, \Theta_p(-3, -3)) = 2 \left[ h^2(O_{\mathbb{P}^2}(-3)) \cdot h^0(\Theta_{\mathbb{P}^2}(-3)) + h^1(O_{\mathbb{P}^2}(-3)) \cdot h^1(\Theta_{\mathbb{P}^2}(-3)) + h^0(O_{\mathbb{P}^2}(-3)) \cdot h^2(\Theta_{\mathbb{P}^2}(-3)) \right] = 2h^0(\Theta_{\mathbb{P}^2}(-3)) \]

Consider the Euler exact sequence

\[(A-8)\quad 0 \rightarrow O_{\mathbb{P}^2} \rightarrow O_{\mathbb{P}^2}(1)^{\oplus 3} \rightarrow \Theta_{\mathbb{P}^2} \rightarrow 0.\]

Twist it by \(O_{\mathbb{P}^2}(-3)\) and look at the associated cohomology long exact sequence

\[0 \rightarrow H^0(O_{\mathbb{P}^2}(-3)) \rightarrow H^0(O_{\mathbb{P}^2}(-2))^{\oplus 3} \rightarrow H^0(\Theta_{\mathbb{P}^2}(-3)) \rightarrow H^1(O_{\mathbb{P}^2}(-3)) \rightarrow \cdots \]

Then \(h^0(\Theta_{\mathbb{P}^2}(-3)) = 0\) and putting \((A-7)\) in \((A-8)\) gives

\[(A-9)\quad h^i(\Theta_p \otimes O_{\mathbb{P}^2}) = h^i(\Theta_p) = \begin{cases} 
2h^0(O_{\mathbb{P}^2})h^0(\Theta_{\mathbb{P}^2}) & \text{for } i = 0 \\
2 \left[ h^0(O_{\mathbb{P}^2})h^1(\Theta_{\mathbb{P}^2}) + h^1(O_{\mathbb{P}^2})h^0(\Theta_{\mathbb{P}^2}) \right] & \text{for } i = 1 
\end{cases} \]

The cohomology long exact sequence associated with \((A-8)\) is then the following

\[0 \rightarrow H^0(\mathbb{P}^2, O_{\mathbb{P}^2}) \rightarrow H^0(\mathbb{P}^2, O_{\mathbb{P}^2}(1))^{\oplus 3} \rightarrow H^0(\mathbb{P}^2, \Theta_{\mathbb{P}^2}) \rightarrow H^1(\mathbb{P}^2, O_{\mathbb{P}^2}) \rightarrow \cdots \]

and gives \(h^0(\Theta_{\mathbb{P}^2}) = 3 \cdot 3 - 1 = 8\) and \(h^1(\Theta_{\mathbb{P}^2}) = 0\). Therefore \((A-9)\) can be rewritten as follows

\[h^0(\Theta_p \otimes O_{\mathbb{P}^2}) = h^0(\Theta_p) = 16 \]

\[h^1(\Theta_p \otimes O_{\mathbb{P}^2}) = h^1(\Theta_p) = 0.\]

Putting them and \((A-5)\) in \((A-4)\) allows to write

\[(A-10)\quad h^1(\Theta_{\mathbb{P}^2}) = h^0(O_{\mathbb{P}^2}(3, 3)) - 16.\]

To conclude twist \((A-1)\) by \(O_{\mathbb{P}^2}(3, 3)\) and consider the associated cohomology long exact sequence

\[0 \rightarrow H^0(\mathbb{P}, O_{\mathbb{P}}) \rightarrow H^0(\mathbb{P}, O_{\mathbb{P}(3, 3)}) \rightarrow H^0(\mathbb{P}, O_{\mathbb{P}(3, 3)}) \rightarrow H^1(\mathbb{P}, O_{\mathbb{P}}) \rightarrow \cdots \]
to get

\[ h^0(\mathcal{O}_W(3, 3)) = h^0(\mathcal{O}_{\mathbb{P}^2}(3))^2 - h^0(\mathcal{O}_{\mathbb{P}^2})^2 = 99 \]

which Putting in (A-10) gives

\[ h_1(\Theta_W) = 99 - 16 = 83. \]
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