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ABSTRACT
In this research paper, we used a variance-based statistical method to select 20 test images, according to these latter types (natural, satellite and medical) among a sample of 300 images (100 natural, 100 satellite and 100 medical). The images selection has been done using parameters of image quality, namely PSNR, MSSIM and VIF, which were applied on three compression algorithms (DWT+SPIHT, JPEG, and JPEG2000).
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1. INTRODUCTION
JPEG (Joint Photographic Experts Group) standard has been invented in 1986 by ISO (International Standards Organization) group and CEI (Commission Electronic International) group. It was aimed at compressing fixed color images at grey-scale data in order to save them on numerical support. One of common problems related to JPEG are mosaic appearances when compression levels are higher. This pushed researchers to search for a new standard to compress images: JPEG2000, which uses updated knowledge in the field of wavelets technology. At the heart of JPEG standard, we have discrete wavelet transform (DWT), while JPEG2000 heart consists of a breaking down into wavelets to allow a hierarchical representation of images in order to structure data efficiently, especially linking spectral content to a spatial position of the picture signal [1].

Other image compression algorithms, based on DWT, have been proposed in literature. For example, the binary encoding algorithm named Set Partitionning In Hierarchical Tree (SPIHT) [2] was associated to the DWT in order to generate the DWT+SPIHT compression algorithm; this compression method was investigated on fix and motion images, and produce a suitable image quality according to [3].

The diversity of these compression algorithms has pushed us to propose a set of test images that permits to validate the efficiency of future algorithms of image compression. The proposed images set is obtained by proposing a selection algorithm based on variance-based statistical method applied on image quality evaluation parameters.
2. METHODS OF IMAGES COMPRESSION

2.1. JPEG Transform

JPEG is a sophisticated compression method with or without losses whether at grey-scales or in color image. Such a standard does not handle monochromatic compression. It works for continuous tone images as well. One of the advantages of JPEG standard is that it uses many parameters which enable users to adjust lost data (i.e. compression level). Here are the main JPEG coding steps:

a) Preparation
b) TCD (Transform in Discrete Cosine) on 8x8 units
c) Quantification
d) Zigzag reading
e) DC component direct coding (average of 8x8 unit)
f) Coding by range of AC component (RLE: Run Length Encoding)
g) Entropic coding of Huffman [4] type (variable length coding: VLC).

For very high compression coding, we prefer compressing with wavelets or fractals to avoid edge effect which takes place sometimes under the shape of color rings near the remaining clear outlines.

2.2. JPEG 2000 Transform

JPEG 2000 is by its very nature multi-resolution standard, this allows us to compress, resolution by resolution, without redundancy, and eases transmission or direct coding with the most suitable resolution to our display system.

Moreover, it is possible to arrange information in the code stream with an increasing quality. Figure 1 represents the unit schema of a JPEG2000 coder. As it appears, a typical algorithm of JPEG2000 coding is mainly divided into 5 modules: Color transform, discrete wavelets transform, quantification, entropy coding unit and rate allowance [5]

![Figure 1. Typical Schema of a JPEG2000 Coder](image)

2.3. Wavelet Transform

We can adapt wavelet transform in case of a discrete set. Such a technique is especially used with digital data with or without loss. Compression is achieved through successive approximations of initial information from the roughest to the finest. Therefore, we reduce information size by choosing a detail level [6].

Hence, we make a sampling of s and τ on a dyadic scale. We have then:

\[ \psi_{m,n}[t] = s_0^{-m/2} \psi(s_0^{-m}t - n\tau_0) \]  

Where \( s_0 \) and \( \tau_0 \) are constants.

We define discrete wavelet transform as follows:

\[ g[t] = \sum_{m\in\mathbb{Z}} \sum_{n\in\mathbb{Z}} \langle x, \psi_{m,n} \rangle \psi_{m,n}[t] \]  

2.3.1. Extending Wavelet Transform to Bi-dimensional Signals

Wavelet models can be generalized to every dimension n>0. In this research work, we make special emphasis on bi-dimensional cases to treat images [7-9].

Bi-dimensional signals are assumed measurable and having finite energy: \( f(x, y) \in L^2(\mathbb{R}^2) \). Multi resolution analysis of \( L^2(\mathbb{R}^2) \) is obtained by defining it as a series of vector sub spaces \( V_j \) of \( L^2(\mathbb{R}^2) \).

We can define detail samples of \( j \) resolution as coefficients resulting from signal projection on \( W_j \), orthogonal complement of \( V_j \) and \( V_{j-1} \). We can define an orthonormal basis of \( W_j \) by translating and expanding three functions of 2D wavelet as follows:
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\[
\psi^1(x, y) = \phi(x) \psi(y)
\]

\[
\psi^2(x, y) = \phi(x) \psi(y)
\]

\[
\psi^3(x, y) = \phi(x) \psi(y)
\]

These functions are verified, if \( \psi_{j,k,l}^i(x, y) = 2^{-j} \psi_{j-k,2^{-j}y-l} \).

Hence \( \{ \psi_{j,k,l}^i(x, y) \}_{j,k,l} \) is an orthonormal basis of \( W_j \) and \( \{ \psi_{j,k,l}^i(x, y) \}_{j,k,l} \) is an orthonormal basis of \( L^2(\mathbb{R}^2) \).

3. SPIHT CODING ALGORITHM (SET PARTITIONING IN HIERARCHICAL TREE)

SPIHT algorithm (Figure 2) (Set Partitioning In Hierarchical Tree), were suggested by Saïd and Pearlman. It is based on the following concepts: progressive coding by bit plans and using hierarchical dependencies which are sustained by coefficients of a 2D breaking down pyramid. SPIHT algorithm puts forward a list of insignificant sets (LSP), a list of insignificant coefficient (LIS) and a list of significant coefficient (LIP). This algorithm uses a description pass of insignificant coefficients and a refining pass [2, 3].

![SPIHT Algorithm](image)

Figure 2. SPIHT Algorithm

4. QUALITY EVALUATION PARAMETERS

Measuring fidelity in compressing images is generally achieved by means of Mean Squaring Error (MSE). Such a size (error) is defined by the mean square between the pixel \((i, j)\) of the original image \(I(i, j)\), and the pixel \((\hat{i}, \hat{j})\) of the reconstructed image \(\hat{I}(i, j)\).

\[
MSE = \frac{1}{M \times N} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} [I(i, j) - \hat{I}(i, j)]^2
\]

(3)

The peak signal to noise ratio [10]

\[
PSNR = 10 \log_{10} \left(\frac{2^8-1}{\text{MSE}}\right) [dB]
\]

(4)

Afterwards, we evaluate a new paradigm to assess medical images quality. The similarity index compares brightness, contrast and structure between every vector pair, where structural similarity index (SSIM) between two signals \(x\) and \(y\) is expressed as follows: \(SSIM(x, y) = l(x, y)c(x, y)s(x, y)\).

Finally, for the purpose, we need a single global measure of overall image quality that is given by the formula:

\[
MSSIM(I, \hat{I}) = \frac{1}{M} \sum_{i=1}^{M} SSIM(I, \hat{I})
\]

(5)
M is the total number of local windows in the image. The values MSSIM exhibit greater consistency with the visual quality [11].

The Visual Information fidelity parameter (VIF) quantifies Shannon information that is shared between the reference and distorted images with respect to the information contained in the reference image itself [12].

VIF test is then evaluated as:

\[
VIF = \frac{\sum I(\mathbf{c}_j; \mathbf{F}_j)}{\sum I(\mathbf{c}_j; \mathbf{E}_j)}
\]  

(6)

Where, \( I(X; Y/Z) \) is the conditional mutual information between X and Y, conditioned to Z; \( S_j \) is a realization of \( S_j \) for a particular image, the index \( j \) runs through all sub-bands in the decomposed image [13, 14].

5. RESULTS AND ANALYSIS

5.1. Method of Images Selection

In this research work, we have made choices, among 300 images (100 natural images, 100 satellite images and 100 medical images), according to the following criteria:

a. Histogram: It enables a great amount of information in terms of grey levels (intensity) distribution [15].

b. Entropy: It informs us about information quantity conveyed in the image [16].

c. Standard deviation: It is the intensity dispersion measurement regarding its average [15].

This research aim is to collect a set of 20 test images for every type (medical, satellite and natural), in order to check compression algorithms efficiency. We adopted a selection algorithm based on statistics achieved according to image evaluation parameters determined above.

5.2. Selection Algorithm for the Test Images

Selection algorithm for the test images is summarized in the flow chart of the Figure 3. It goes, after choosing \( N \) images (\( N=100 \) images in this paper) and \( K \) bit rates \( R_c \) for every image (in this paper, we took \( R_c=0.25,0.50,\ldots,3.00 \), where \( K=12 \)), through variances calculation [15] \( \sigma_{PSNR_i}^2, \sigma_{MSSIM_i}^2 \) et \( \sigma_{VIF_i}^2 \) evaluation parameters by

\[
\sigma_{PSNR_i}^2 = \frac{1}{K} \sum_{j=1}^{K} (PSNR_{i,j} - m_{PSNR_j})^2
\]  

(7)

\[
\sigma_{MSSIM_i}^2 = \frac{1}{K} \sum_{j=1}^{K} (MSSIM_{i,j} - m_{MSSIM_j})^2
\]  

(8)

\[
\sigma_{VIF_i}^2 = \frac{1}{K} \sum_{j=1}^{K} (VIF_{i,j} - m_{VIF_j})^2
\]  

(9)

With, \( PSNR_{(i,j)} \), \( MSSIM_{(i,j)} \) and \( VIF_{(i,j)} \) are values of evaluation images parameters \( i=1\ldots N \) and bit rates \( R_{c,j} \), \( j=1\ldots K \). \( m_{(PSNR_j)}, m_{(MSSIM_j)} \) et \( m_{(VIF_j)} \) are evaluation parameters averages for \( N \) images, and every \( R_{c,j} \), calculated as follows:

\[
m_{PSNR_j} = \frac{1}{N} \sum_{i=1}^{N} PSNR_{i,j}
\]  

(10)

\[
m_{MSSIM_j} = \frac{1}{N} \sum_{i=1}^{N} MSSIM_{i,j}
\]  

(11)

\[
m_{VIF_j} = \frac{1}{N} \sum_{i=1}^{N} VIF_{i,j}
\]  

(12)

The last step of the algorithm consists of selecting \( M \) images among \( N \) previous choices, based on variances thresholds choices \( S_{PSNR}, S_{MSSIM} \) et \( S_{VIF} \) enabling to save only the images \( i = 1 \ldots N \) according to the following rules:

\[
\sigma_{PSNR_i}^2 \leq S_{PSNR}, \sigma_{MSSIM_i}^2 \leq S_{MSSIM} \text{ et } \sigma_{VIF_i}^2 \leq S_{VIF}
\]
In order to give an example of the execution of the suggested algorithm, we chose \( N = 5 \) images \((1, 9, 16, 31, 22)\) of size \(512 \times 512\) in the grayscale (coded on 8bpp) represented in figure 4. We calculated three evaluation parameters PSNR, MSSIM, VIF in terms of bit rates \( R_c = 0.25, 0.50, ..., 3.00 \) \((K = 12 \ R_c \ values)\), by adopting DWT/ SPIHT as compression algorithm.

Steps of averages calculation and variances of evaluation parameters are summarized in the Tables 1, 2 and 3. According to average variances column as it appears in the tables, the selection algorithm of test images accepts as values of variances thresholds

\[ 0.2385 < S_{\text{PSNR}} < 2.1170, \quad 0.0000765 < S_{\text{MSSIM}} < 0.0002874, \quad \text{and} \quad 0.0002507 < S_{\text{VIF}} < 0.0003864 \]

for \( M = 1 \) image (in this case the test image is « 16 »). In the case where \( M = 2 \), thresholds are as follows:

\[ 2.1170 < S_{\text{PSNR}} < 3.8181, \quad 0.00002507 < S_{\text{MSSIM}} < 0.0003713, \quad \text{and} \quad 0.0003864 < S_{\text{VIF}} < 0.0008309, \]

and test images are « 16 » et « 9 ».
The variation intervals of the PSNR are as follows:

- For the bit rates $R_c=0.25$ bpp, the PSNR ranges from 25 dB to 52 dB.
- For the bit rates $R_c=3$ bpp, the PSNR ranges from 35 dB to 62 dB.
- For the bit rates $R_c=0.25$ bpp, the PSNR ranges from 25 dB to 48 dB.

Selected images compressed by CDF9/7 algorithm with lifting structure and coupled SPIHT encoder, gave the evaluation parameters (PSNR, MSSIM and VIF) values represented in Figures 5, 6, and 7. The variation intervals of the PSNR are as follows:

a. PSNR of 100 medical images varies between 25 dB and 52 dB for the bit rates $R_c=0.25$ bpp, and between 45 dB and 68 dB for the bit rates $R_c=3$ bpp.

b. PSNR of 100 natural images varies between 20 dB and 42 dB for the bit rates $R_c=0.25$ bpp, and between 35 dB and 62 dB for the bit rates $R_c=3$ bpp.

c. PSNR of 100 satellite images varies between 19 dB and 35 dB for the bit rates $R_c=0.25$ bpp, and between 32 dB and 52 dB for the bit rates $R_c=3$ bpp.

Table 1. PSNR Variation

| $R_c$ | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00 | 2.25 | 2.50 | 2.75 | 3.00 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|
| image | 26.85 | 31.08 | 32.95 | 34.96 | 35.83 | 36.87 | 38.29 | 39.28 | 39.86 | 40.80 | 42.14 | 43.95 |
| 9 | 27.83 | 31.86 | 34.14 | 36.60 | 38.01 | 40.20 | 41.23 | 42.29 | 43.75 | 45.09 | 45.92 | 46.55 |
| 16 | 30.49 | 34.68 | 37.08 | 38.66 | 39.96 | 40.69 | 41.62 | 42.99 | 44.09 | 45.05 | 45.65 | 46.51 |
| 31 | 31.81 | 37.39 | 39.82 | 41.95 | 43.09 | 44.54 | 45.42 | 46.07 | 47.02 | 48.16 | 49.72 | 50.77 |
| 22 | 31.84 | 36.36 | 38.59 | 40.64 | 41.70 | 42.72 | 44.26 | 45.26 | 45.84 | 46.76 | 47.94 | 49.63 |

Average PSNR: 31.32

Table 2. MSSIM Variation

| $R_c$ | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00 | 2.25 | 2.50 | 2.75 | 3.00 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|
| image | 0.698 | 0.821 | 0.863 | 0.896 | 0.908 | 0.925 | 0.946 | 0.956 | 0.960 | 0.966 | 0.976 | 0.984 |
| 9 | 0.746 | 0.880 | 0.925 | 0.949 | 0.960 | 0.973 | 0.976 | 0.980 | 0.985 | 0.988 | 0.990 | 0.991 |
| 16 | 0.826 | 0.896 | 0.922 | 0.939 | 0.949 | 0.955 | 0.962 | 0.971 | 0.978 | 0.982 | 0.983 | 0.986 |
| 31 | 0.871 | 0.932 | 0.951 | 0.963 | 0.969 | 0.977 | 0.980 | 0.982 | 0.985 | 0.989 | 0.992 | 0.994 |
| 22 | 0.851 | 0.918 | 0.939 | 0.955 | 0.960 | 0.967 | 0.976 | 0.980 | 0.982 | 0.985 | 0.988 | 0.992 |

Average MSSIM: 0.800

Table 3. VIF Variation

| $R_c$ | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00 | 2.25 | 2.50 | 2.75 | 3.00 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|
| image | 0.265 | 0.424 | 0.501 | 0.569 | 0.604 | 0.641 | 0.689 | 0.722 | 0.740 | 0.771 | 0.810 | 0.853 |
| 9 | 0.312 | 0.479 | 0.568 | 0.628 | 0.692 | 0.753 | 0.781 | 0.811 | 0.847 | 0.876 | 0.891 | 0.902 |
| 16 | 0.386 | 0.540 | 0.614 | 0.664 | 0.706 | 0.731 | 0.763 | 0.805 | 0.835 | 0.859 | 0.871 | 0.891 |
| 31 | 0.405 | 0.572 | 0.653 | 0.717 | 0.757 | 0.804 | 0.830 | 0.846 | 0.871 | 0.896 | 0.924 | 0.940 |
| 22 | 0.396 | 0.543 | 0.619 | 0.687 | 0.724 | 0.760 | 0.809 | 0.838 | 0.851 | 0.874 | 0.899 | 0.928 |

Average VIF: 0.670

To expand the application of the selection algorithm to $M=20$ images, we chose $N=100$ images (100 natural images, 100 satellite images and 100 medical images) of size $512 \times 512$ in the grayscale (coded on 8bpp). We adopted $K=12$ values of the bit rate $R_c=0.25,0.50,...,3.00$ and by using two wavelet-based compression algorithms and JPEG2000.

Selected images compressed by CDF9/7 algorithm with lifting structure and coupled with SPIHT encoder, gave the evaluation parameters (PSNR, MSSIM and VIF) values represented in Figures 5, 6, and 7. The variation intervals of the PSNR are as follows:

a. PSNR of 100 medical images varies between 25 dB and 48 dB for the bit rates $R_c=0.25$ bpp, and between 45 dB and 68 dB for the bit rates $R_c=3$ bpp.

b. PSNR of 100 natural images varies between 20 dB and 42 dB for the bit rates $R_c=0.25$ bpp, and between 35 dB and 62 dB for the bit rates $R_c=3$ bpp.

c. PSNR of 100 satellite images varies between 19 dB and 35 dB for the bit rates $R_c=0.25$ bpp, and between 32 dB and 52 dB for the bit rates $R_c=3$ bpp.
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Table 4 represents the resulting test Images by the selection algorithm, according to image types (medical, natural and satellite). In order to obtain the 20 test images, the applied thresholds on satellite images, enabled to choose 32 images from PSNR, 35 images from MSSIM and 38 images from VIF. For 20 natural test images, the selection algorithm selected 29 images from PSNR, 24 images from MSSIM and 42 images from VIF. The selected images for medicla images are, respectively, 21, 37 and 43. The test images are represented in Figures 8, 9, and 10.
Table 4. Resulting Test Images by the Selection Algorithm

| Image Natural | PSNR | MSSIM | VIF | Image Medical | PSNR | MSSIM | VIF | Image Satellite | PSNR | MSSIM | VIF |
|---------------|------|-------|-----|---------------|------|-------|-----|-----------------|------|-------|-----|
| 9             | 15   | 15    | 15  | 9             | 15   | 15    | 15  | 9               | 15   | 15    | 15  |
| 16            | 16   | 15    | 15  | 21            | 16   | 15    | 15  | 22              | 16   | 15    | 15  |
| 21            | 21   | 14    | 14  | 26            | 21   | 14    | 14  | 27              | 21   | 14    | 14  |
| 26            | 26   | 26    | 26  | 30            | 26   | 26    | 26  | 31              | 26   | 26    | 26  |
| 30            | 33   | 26    | 26  | 33            | 33   | 26    | 26  | 34              | 33   | 26    | 26  |
| 33            | 37   | 37    | 37  | 39            | 37   | 37    | 37  | 40              | 37   | 37    | 37  |
| 39            | 40   | 40    | 40  | 46            | 40   | 40    | 40  | 48              | 40   | 40    | 40  |
| 46            | 54   | 54    | 54  | 49            | 54   | 54    | 54  | 53              | 54   | 54    | 54  |
| 49            | 57   | 57    | 57  | 57            | 57   | 57    | 57  | 59              | 57   | 57    | 57  |
| 53            | 59   | 59    | 59  | 59            | 59   | 59    | 59  | 60              | 59   | 59    | 59  |
| 59            | 61   | 61    | 61  | 61            | 61   | 61    | 61  | 64              | 61   | 61    | 61  |
| 61            | 65   | 65    | 65  | 66            | 65   | 65    | 65  | 66              | 65   | 65    | 65  |
| 66            | 68   | 68    | 68  | 69            | 68   | 68    | 68  | 70              | 68   | 68    | 68  |
| 70            | 72   | 72    | 72  | 73            | 72   | 72    | 72  | 77              | 72   | 72    | 72  |
| 73            | 76   | 76    | 76  | 77            | 76   | 76    | 76  | 78              | 76   | 76    | 76  |
| 77            | 79   | 79    | 79  | 79            | 79   | 79    | 79  | 81              | 79   | 79    | 79  |
| 79            | 82   | 82    | 82  | 82            | 82   | 82    | 82  | 84              | 82   | 82    | 82  |
| 82            | 85   | 85    | 85  | 84            | 85   | 85    | 85  | 85              | 85   | 85    | 85  |
| 84            | 88   | 88    | 88  | 86            | 88   | 88    | 88  | 88              | 88   | 88    | 88  |
| 86            | 91   | 91    | 91  | 91            | 91   | 91    | 91  | 94              | 91   | 91    | 91  |
| 91            | 94   | 94    | 94  | 94            | 94   | 94    | 94  | 95              | 94   | 94    | 94  |
| 94            | 97   | 97    | 97  | 97            | 97   | 97    | 97  | 98              | 97   | 97    | 97  |
| 97            | 99   | 99    | 99  | 99            | 99   | 99    | 99  | 100             | 99   | 99    | 99  |

Figure 8. The 20 selected satellite test images
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The evaluation parameters curves of the 20 test images per image type are represented in figures 11, 12 and 13. It can be observed that the loss in PSNR, MSSIM and VIF values is nearly constant whatever is the value of $R_c$ for the three image types (medical, natural and satellite).

![Figure 11. PSNR, MSSIM and VIF variations of the 20 selected medical test images using DWT+SPIHT](image)

![Figure 12. PSNR, MSSIM and VIF variations of the 20 selected natural test images using DWT+SPIHT](image)

![Figure 13. PSNR, MSSIM and VIF variations of the 20 selected satellite test images using DWT+SPIHT](image)

The same procedure was applied using JPEG 2000 standard as compression algorithm. The evaluation parameters variations are illustrated in Figures 14, 15 and 16. The variation intervals of the PSNR are as follows:

a. PSNR for 100 medical images varies between 26dB and 58dB for a bit rates of $R_c=0.25$bpp, and between 47dB and 60dB for a bit rates of $R_c=3$bpp.

b. PSNR for 100 natural images varies between 21dB and 47dB for a bit rates of $R_c=0.25$bpp, and between 39dB and 57dB for a bit rates of $R_c=3$bpp.

c. PSNR for 100 satellite images varies between 19dB and 40dB for a bit rates of $R_c=0.25$bpp, and between 33dB and 53dB for a bit rates of $R_c=3$bpp.
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Table 5 represents the resulting test Images by the selection algorithm, according to image types (medical, natural and satellite). In order to obtain the 20 test images, the applied thresholds on satellite images enabled to choose 28 images from PSNR, 28 images from MSSIM and 47 images from VIF. For 20 natural test images, the selection algorithm selected 37 images from PSNR, 35 images from MSSIM and 51 images from VIF.

The selected images for medical images are, respectively, 36, 35 and 34. The test images are represented in Figures 17, 18, and 19. It can be observed that the loss in PSNR, MSSIM and VIF values is nearly constant whatever is the value of Rc for the three image types (medical, natural and satellite).

Figures 20, 21, and 22 represent the curves of PSNR, MSSIM and VIF for the 20 selected images (obtained by combining both DWT+SPIHT-based and JPEG 2000-based selection algorithms) according to image types (medical, natural and satellite) using JPEG standard. It can be observed that the loss in PSNR, MSSIM and VIF values is nearly constant whatever is the value of Rc for the three image types (medical, natural and satellite).
Table 5. PSNR, MSSIM and VIF thresholds

| Image Natural | Image Medical | Image Satellite |
|---------------|---------------|-----------------|
| PSNR | MSSIM | VIF | PSNR | MSSIM | VIF | PSNR | MSSIM | VIF |
| 5 | 1 | 1 | 5 | 1 | 1 | 5 | 1 | 1 |
| 10 | 5 | 5 | 10 | 5 | 5 | 10 | 5 | 5 |
| 14 | 8 | 11 | 14 | 8 | 11 | 14 | 8 | 11 |
| 24 | 11 | 14 | 24 | 11 | 14 | 24 | 11 | 14 |
| 25 | 14 | 15 | 25 | 14 | 15 | 25 | 14 | 15 |
| 26 | 15 | 24 | 26 | 15 | 24 | 26 | 15 | 24 |
| 29 | 23 | 25 | 29 | 23 | 25 | 29 | 23 | 25 |
| 32 | 24 | 26 | 32 | 24 | 26 | 32 | 24 | 26 |
| 34 | 25 | 32 | 34 | 25 | 32 | 34 | 25 | 32 |
| 36 | 26 | 33 | 36 | 26 | 33 | 36 | 26 | 33 |
| 37 | 32 | 34 | 37 | 32 | 34 | 37 | 32 | 34 |
| 41 | 33 | 37 | 41 | 33 | 37 | 41 | 33 | 37 |
| 42 | 35 | 41 | 42 | 35 | 41 | 42 | 35 | 41 |
| 44 | 37 | 45 | 44 | 37 | 45 | 44 | 37 | 45 |
| 45 | 40 | 49 | 45 | 40 | 49 | 45 | 40 | 49 |
| 47 | 41 | 61 | 47 | 41 | 61 | 47 | 41 | 61 |
| 48 | 44 | 63 | 48 | 44 | 63 | 48 | 44 | 63 |
| 49 | 49 | 66 | 49 | 49 | 66 | 49 | 49 | 66 |
| 57 | 60 | 67 | 57 | 60 | 67 | 57 | 60 | 67 |
| 58 | 66 | 72 | 58 | 66 | 72 | 58 | 66 | 72 |
| 61 | 67 | 73 | 61 | 67 | 73 | 61 | 67 | 73 |
| 66 | 72 | 74 | 66 | 72 | 74 | 66 | 72 | 74 |
| 67 | 73 | 76 | 67 | 73 | 76 | 67 | 73 | 76 |
| 73 | 74 | 77 | 73 | 74 | 77 | 73 | 74 | 77 |
| 76 | 76 | 78 | 76 | 76 | 78 | 76 | 76 | 78 |
| 77 | 77 | 80 | 77 | 77 | 80 | 77 | 77 | 80 |
| 78 | 78 | 81 | 78 | 78 | 81 | 78 | 78 | 81 |
| 80 | 80 | 82 | 80 | 80 | 82 | 80 | 80 | 82 |
| 81 | 81 | 83 | 81 | 81 | 83 | 81 | 81 | 83 |
| 82 | 82 | 84 | 82 | 82 | 84 | 82 | 82 | 84 |
| 83 | 83 | 88 | 83 | 83 | 88 | 83 | 83 | 88 |
| 84 | 84 | 91 | 84 | 84 | 91 | 84 | 84 | 91 |
| 85 | 91 | 96 | 85 | 91 | 96 | 85 | 91 | 96 |
| 88 | 96 | 100 | 88 | 96 | 100 | 88 | 96 | 100 |
| 91 | 100 | 100 | 91 | 100 | 100 | 91 | 100 | 100 |
| 96 | 96 | 96 | 96 | 96 | 96 | 96 | 96 | 96 |

Figure 17. PSNR, MSSIM and VIF variations of 20 selected medical test images using JPEG 2000 standard
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Table 6 shows the PSNR, MSSIM, and VIF variance of the 20 images selected for each type (medical, natural, and satellite) after applying the algorithm used.

To better evaluate the effectiveness of the selection algorithm, we traced on Figures 23, 24, and 25 the curves of the variance of each evaluation parameter for all types of images. It can be seen that a slight difference between the three compression algorithms; which makes it possible to say that the selected images are adequate for testing other image compression algorithms based on a transformation.

Figure 22. PSNR, MSSIM and VIF variations of 20 selected satellite test images using JPEG standard

Figure 23. The variation of the variance of PSNR, MSSIM and VIF for the 20 selected medical test images
Selection of compression test images using variance-based statistical method (Allaoui Chems El houda)

6. CONCLUSION

In this research work, we proposed a selection algorithm of M images based on statistics calculated from images evaluation parameters (PSNR, MSSIM and VIF) according to choices of variances thresholds $S_{PSNR}$, $S_{MSSIM}$ and $S_{VIF}$. We also applied the same algorithm of selection using three compression algorithms namely DWT+SPIHT, JPEG and JPEG2000. As perspective, we are going to apply the same algorithm of selection and compare the results including other methods of compression (wavelet-packet transform [17, 18] and quincunx transform [19-21]).
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