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Most of the traditional methods of English text chunk recognition are solved by setting the corresponding phrase identifier numbers and eventually transforming the chunk recognition problem into a lexical annotation problem. In language recognition, the traditional MFCC features are easily contaminated by noise and have weak noise immunity due to the insufficient amount of information on each frame of the signal. At the same time, SDC feature extraction methods commonly used today require artificial settings in parameter selection, which increases the uncertainty of recognition results. The method of identifying English text chunks by association evaluation of central word extensions identifies English text chunks from a different perspective. It has the following features: (i) each phase is considered as a cluster with the central word as the core, and the internal composition pattern of each phrase is fully considered; (ii) the results are dynamically evaluated using association and confidence. The results show that the proposed method can achieve higher recognition rate than traditional feature extraction methods. The recognition rate is faster, and the F-measure value of English block recognition reaches 94.05%, which is comparable to the best results so far.

1. Introduction

Block recognition is the main element of shallow analysis, which can be applied to information retrieval, machine translation, subject content analysis, and text processing, and the accuracy of block recognition is directly related to the correctness of text analysis and text processing. Since [1] proposed a strategy for shallow syntactic analysis and designed and implemented a discourse block recognizer, shallow syntactic analysis has received general attention, and the theme of the 2018 CONLL conference was shallow syntactic analysis [2]. Public training and test set were given at this conference. Various statistical and machine learning methods were subsequently applied to English chunk recognition [3]. Subsequently, [4] used the machine learning algorithm Winnow for English chunk recognition and obtained the best results reported so far (with an accuracy rate of over 94.28%). The advantage of this algorithm is that it can identify features relevant to itself from a large number of features, but the use of a large number of features makes the query inefficient; also, the use of lexicalized features leads to sparse data [5].

An analysis of previous research methods shows that the current strategy of chunk recognition is to turn the chunk recognition problem into a classification problem similar to lexical annotation, but the disadvantage of this approach is that it cannot take into account the constituent features within each phrase [6]. In view of this, this paper extends the boundaries of a phrase by the degree of association between two adjacent lexemes, using the central word as the core; it proposes the concepts of suspicion and plausibility and then evaluates the degree of association by determining the values of suspicion and plausibility in an error-driven way and then corrects the results just obtained. The results obtained using this method are comparable to the best current results [7].
With the advent of the information age and the development of the Internet, language recognition has become increasingly valuable.

The earliest research on language recognition dates back to 1974, when TI used sequences of phonetic units to classify different languages [8]. Over the last 40 years, the development of language recognition has evolved, and the technology has matured, resulting in a mainstream approach to language identification using parallel Gaussian mixture models [9]. The Mel-Frequency Cepstral Coefficient (MFCC) feature, which is commonly used in language recognition systems today, is susceptible to noise contamination, and its noise immunity is weak as each frame usually contains only 20-30 ms of speech signal [10]. For another feature extraction method, Shifted Delta Cepstra (SDC) [11], although it is a great improvement over MFCC parameters, the parameters of SDC are artificially set, making it the parameters of SDC are artificially set, which makes it universally applicable to all speech data [12].

In this paper, a new feature extraction method, called BN, is proposed by combining bottleneck (BN) and deep belief network (DBN), which is an approximation of artificial neural networks (ANN) [13]. DBN has the advantages of less stringent requirements on the internal statistical structure and density function of the input data, the ability to process speech data over longer time periods, and greater robustness to interference, such as different speakers’ speaking styles, accents, and external noise, and therefore has stronger modeling and characterization capabilities [14].

In this paper, we conducted language recognition experiments using the bottleneck (BN) [15] and DBN methods with data from the NIST07 phonetic database. The experimental results show that the BN-DBN method can improve the recognition accuracy more effectively than the traditional language recognition methods MFCC and SDC [16].

2. English Chunk Recognition Based on Central Word Expansion

**Definition 1** (phrasal centrality). A word that occurs more often in a phrase is a central lexeme.

**Definition 2** (phrasal centrality). The word that corresponds to the central lexeme of a phrase is the central word of the phrase.

**Definition 3** (relatedness). It is a probability value that measures how closely two adjacent lexemes are related to each other.

Let the number of occurrences of word $a$ in a phrase $X$ be $ATa$, the number of occurrences of word $b$ be $ATb$, and the number of occurrences of word $b$ next to word $a$ be $AT(a \rightarrow b)$; then, the degree of association $R(a \rightarrow b)$ between word $a$ and word $b$ in a phrase of $X$ is given by

$$R(a \rightarrow b) = \frac{AT(a \rightarrow b)}{ATa} \times \frac{AT(a \leftarrow b)}{ATb}.$$  \hspace{1cm} (1)

In the above equation, $AT(a \rightarrow b)ATa$ shows the importance of $b$ for $a$ in $X$ phrase, while $AT(a \rightarrow b)ATb$ shows the importance of $a$ for $b$ in $X$ phrase, which reflects the mutual selection relationship between two lexical forms in the same phrase.

We consider phrases to be clusters of lexical properties with central lexically as the core. The top two lexical properties (central lexical properties) of each phrase were obtained by counting the training set [17].

The process of identifying English chunks based on association is as follows: starting from the central word, the association between two adjacent words is continuously calculated to both sides, and if the association is greater than a threshold, it continues to expand to both sides until it stops when the association is less than the threshold. Most of the phrases do not overlap in central lexically, but some do (e.g., PRT and SBAR and ADVP and CONJP). An overlap in the central lexeme indicates that the current lexieme is central to more than one phrase. In this case, each phrase is expanded from that central word to both sides. After the above operation, many candidate phrases are generated, and there are boundary conflicts between the candidate phrases, for which we adopt a greedy method [18].

In the abovementioned process of English chunk recognition based on central word expansion, the correlation degree plays a decisive role, but it is not ideal to rely solely on the correlation degree obtained from the training set to identify chunks, mainly because the correlation degree is static and cannot adapt to the complex situation in the chunk recognition process. In view of this, we have developed a mechanism to evaluate the correlation degree by using the skepticism and the trustworthiness to evaluate the original correlation degree and reevaluate the correlation degree.

**Definition 4** (suspicion). It is a probability value that measures the likelihood of a lexical correlation being incorrect in the recognition process.

**Definition 5** (credibility). It is a probability value that measures the likelihood that a lexical correlation is correctly marked in the recognition process. The degree of suspicion is set to prevent errors in the selected central word. For example, if a word is seen as the central word in an utterance, and the word is highly related to the words around it, expanding the boundaries of the phrase around it; but it is not really the central word itself but just a common word in the phrase in which it is found, and it is highly related to the words around it because the words around it are also in the same phrase as it; this may cause the central word to be set away from the true centre and thus bias. This can lead to a deviation from the true centre of the word and thus bias the labeling. By adding the degree of suspicion, the degree of suspicion increases as the boundary of the misdirected central word expands to either side, and eventually, the total degree of suspicion will be greater than the suspicion threshold not far from the misdirected central word, at which point the node will be invalided, although the correlation of the lexical properties on either side of the boundary will still be
greater than the threshold. Reliability serves as a measure of the reliability of the association between lexemes [19].

In the process of recalculation the association degree, it is necessary to count the number of times each association degree produces a correct effect, the number of times it produces an incorrect effect, and the number of times it is recalled and assigns a certain weight to each of these three times for each association degree—the three weight values are called the correct rate, the incorrect rate, and the correction coefficients for the confidence and doubt of the correlations are obtained from these three rates. The correction coefficients are given as follows:

\[
(Xa \leftarrow b) = \frac{(X, a \leftarrow b)}{AT(X, a \leftarrow b)} \times \text{AgreeRatio} \\
\frac{(X, a \leftarrow b)}{AT(X, a \leftarrow b)} + \text{ErrorRatio} \\
\frac{(X, a \leftarrow b)}{AT(X, a \leftarrow b)} + \text{RecallRatio} \\
\times \text{RecallTmes} \\
\times \text{ErrorTmes} \\
\times \text{AgreeTmes} \\
\]

where AgreeRatio is the correct rate, ErrorRatio is the error rate, and RecallRatio is the recall rate; these values are set in Table 1; AgreeTimes is the number of correct, ErrorTimes is the number of errors, and RecallTimes is the number of recalls.

New credibility = original credibility × (1 + correction factor) - (initial value of credibility = 1),

New skepticism = (-1) × original skepticism × (1 + correction factor) (first correction of skepticism = correction factor).

The new correlation is calculated as follows:

\[
(Xa \leftarrow b) = \frac{(X, a \leftarrow b)}{AT(X, a \leftarrow b)} + AT(Xa \leftarrow b). \tag{4}
\]

TrustDegree (X : a → b) is the trustworthiness of the association of the lexical property b with a, with X denoting the phrase type. The calculation of the new association is actually an error-driven process, in which the annotation result is compared with the correct answer, causing the trustworthiness of the annotated association to increase and the skepticism to decrease for the correct effect, and conversely, causing the trustworthiness of the annotated association to decrease and the skepticism to increase for the incorrect effect. For skepticism, a wrongly chosen central word will cause the skepticism between it and the surrounding words to rise, thus speeding up the rise of the total skepticism in the labeled nodes and allowing the wrong choice of the presumed central word to be exposed as soon as possible [10].

When the results of the block identification are no longer rising, the final values of correlation, suspicion, and confidence are obtained and applied to the open test.

3. BN-DBN for Speech Feature Extraction

DBN, formally proposed by [20], is theoretically a method for learning models with deep structure (i.e., containing multiple layers of nonlinear arithmetic units), and it has a stronger modelling and characterization capability when dealing with real-world data (e.g., natural speech, natural images, and video) than previous modelling methods for “shallow” structure (i.e., containing only a single layer of nonlinear arithmetic units). The DBN is still essentially a modeling and characterization method for real-world data (e.g., natural speech, natural images, and video). DBN is still essentially a multilayer ANN, but it uses a combination of supervised and unsupervised training to obtain the network parameters, solving the problem that the ANN back propagation algorithm can easily fall into a local optimum [21].

The concept of bottleneck was first introduced by [22] and applied to continuous speech recognition, while BN-DBN is the result of combining the concept of bottleneck with DBN. The BN-DBN is usually set up as a multilayer ANN with an odd number of layers, and the middle layer is named as the bottleneck layer [23]. As the name implies, bottleneck means that the number of neurons in the layer is much smaller than the other layers. The BN-DBN-based approach to speech feature extraction can be implemented in two steps.

Step 1. Construct a nerve network and build a DBN through pretraining and fine-tuning.

Compositionally, a DBN is a series of restricted Boltzmann machine (RBM) cascades, and the composition of a complete DBN is shown in Figure 1.

As shown in the figure, an RBM consists of a visible layer \(v_i\) and a hidden layer cell \(h_j\) interconnected, and the joint distribution for a given set of model parameters can be expressed as an energy function:

\[
E(v_i, h_j; \theta) = -\sum_{ij} w_{ij}v_i h_j - \sum_i b_i v_i - \sum_j a_j h_j,
\]

\[
E(v_i, h_j; \theta) = -\sum_{ij} w_{ij}v_i h_j - \sum_i b_i v_i - \sum_j a_j h_j, \tag{5}
\]

where \(\theta = \{w, a, b\}\) and \(w_{ij}\) are the connection weights of the visible and hidden units. \(b_i\) and \(a_j\) are the corresponding biases, respectively. The probability density distribution can be determined using the Boltzmann distribution:

\[
P_q(v, h) = \frac{1}{Z(\theta)} \exp (-E(v, h; \theta)) \\
= \frac{1}{Z(\theta)} \prod_{ij} e^{v_i h_j} \prod_i e^{b_i v_i} \prod_j e^{a_j h_j}, \tag{6}
\]
where \( Z(\theta) = \sum_{h,v} \exp(-E(v,h;\theta)) \), because the hidden nodes are conditionally independent of each other, i.e.,

\[
P(h|h) = \prod_j P(h_j|h),
\]

\[
P(v|h) = \prod_j P(v_j|h),
\]

\[
P(v=1|h) = \frac{1}{1 + \exp(-\sum_j w_{ij}h_j - b_j)}.
\]

Maximise the following log-likelihood functions:

\[
L(\theta) = \frac{1}{N} \sum_{n=1}^{N} \log P_y(v) - \frac{\lambda}{N} \|w\|^2.
\]

The derivative of the maximum log-likelihood function yields the parameter \( w \) corresponding to the maximum \( L \).

\[
\frac{\partial L(\theta)}{\partial w_{ij}} = E_{P_{rus}}[v_ih_j] - E_{P_{ru}}[v_ih_j] - \frac{2\lambda}{N} w_{ij}.
\]

We can use a supervised learning approach similar to that of a traditional BP neural network to build the entire DBN can then be built using a supervised learning approach similar to that of a traditional BP neural network, with back-to-back callbacks [24]. For Step 2, as showed in Figure 2, the network after the bottleneck layer is removed, and the original bottleneck layer is used as the output layer.

### 4. Analysis and Comparison of Experimental Results

#### 4.1. Relevance Evaluation Analysis.

We used the common training (WSJ15-18) and test sets (WSJ20). After testing, the best results were obtained by selecting the thresholds and rates in Table 2.

| Relative threshold | Doubt threshold | AgreeRatio | ErrorRatio | RecallRatio | Precision (%) | Recall (%) | Training times |
|--------------------|----------------|------------|------------|-------------|---------------|------------|----------------|
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 79.55         | 86.62      | 1              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 80.01         | 86.69      | 2              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 81.48         | 87.00      | 3              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 82.57         | 87.73      | 4              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 83.09         | 87.98      | 5              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 84.42         | 88.25      | 6              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 84.45         | 88.90      | 7              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 85.45         | 89.15      | 8              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 86.12         | 90.10      | 9              |
| 0.01               | 0.95           | 0.1        | 0.1        | 0.05        | 87.66         | 91.08      | 10             |
sessions, some confidence levels reach above 2.0, while some doubt levels are even below -1.0. Therefore, the number of training sessions should be 5 to 7 [25].

The reasons for setting the three training rates at 0.3, 0.2, and 0.1 are as follows: if a value greater than these three numbers is chosen, the correction process of the rule model will become chaotic due to the large changes in each time, while a smaller value will achieve similar results, but the training time will be longer. Table 1 shows the correct rate, error rate, and recall rate with 0.1 and 0.05, respectively. Comparing Tables 1 and 2, it is clear that the number of training sessions in Table 1 is significantly higher than the number of sessions in Table 2 to achieve the best results.

The first three methods in Table 3 are the current leading methods in the field of English chunk recognition results (11 phrases recognized on the same common training and test sets). From Table 3, it is easy to see that the results obtained by the method of central word expansion based on relevance evaluation are comparable to the current best results; although slightly lower than the Winnow-based method, this method has the following advantages over the Winnow method: (i) the Winnow method uses more features and therefore occupies a larger amount of memory, whereas this method uses fewer types and numbers of features and therefore occupies less memory. The time complexity of this algorithm is O(n), and the recognition speed is fast; from training to the end of recognition on a computer with a main frequency of 1.5 GHz, the running time is less than 5 minutes, while the training time of the Winnow method is 22 minutes [26].

4.2. Language Identification Experiments and Analysis. Experimental voice library from [25] and data from telephone recordings and realistic conversation style, containing noise, pauses, breaths, repetitions, incomplete pronunciations, accents, etc., are sampled at 8 kHz.

The number of neurons in the bottleneck layer was set to 20, 25, 30, 35, 39, 50, and 60 based on the performance comparison of BN-DBN with different BN layers, and the results are listed in Table 4.

Performance comparison based on 4 different feature extractions. These 4 different features are as follows:

| Relative threshold | Doubt threshold | AgreeRatio | ErrorRatio | RecallRatio | Precision (%) | Recall (%) | Training times |
|-------------------|----------------|------------|------------|-------------|---------------|------------|----------------|
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 79.49         | 86.62      | 1              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 80.2          | 87.4       | 2              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 84.64         | 88.29      | 3              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 87.69         | 91.29      | 4              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 90.75         | 93.02      | 5              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 93.87         | 94.23      | 6              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 91.55         | 93.08      | 7              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 87.73         | 90.77      | 8              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 86.74         | 88.8       | 9              |
| 0.01              | 0.95           | 0.3        | 0.2        | 0.1         | 84.76         | 86.8       | 10             |

Table 3: Comparison of the results of the method in this paper with other methods.

| Result                              | SVM       | Memory-based learning | Winnow | Headword |
|-------------------------------------|-----------|-----------------------|---------|----------|
| Precision (%)                       | 93.45     | 94.04                 | 94.28   | 93.87    |
| Recall (%)                          | 93.51     | 91.00                 | 94.07   | 94.23    |
| F1 (%)                              | 93.48     | 90.50                 | 94.17   | 94.05    |

Table 4: Performance comparison of BN-DBN based on different BN layers (EER%).

| Features    | 30 s | 10 s |
|-------------|------|------|
| BN-DBN20    | 1.91%| 6.62%|
| BN-DBN25    | 1.86%| 6.42%|
| BN-DBN30    | 1.86%| 6.41%|
| BN-DBN35    | 1.85%| 6.39%|
| BN-DBN39    | 1.82%| 3.64%|
| BN-DBN50    | 1.87%| 6.47%|
| BN-DBN60    | 1.94%| 6.61%|

Table 5: Comparison of performance based on different feature extraction (EER%).

| Features    | 30 s | 10 s |
|-------------|------|------|
| MFCC39      | 5.63%| 10.45%|
| MFCC39-11   | 2.74%| 7.28%|
| SDC         | 1.93%| 6.79%|
| BN-DBN39    | 1.82%| 6.34%|

The language samples were first passed through a pre-emphasis filter $H(z) = 1-0.97z^{-1}$ and then averaged over multiple frames, with each frame 256 points long and 128 points shifted, using a Hamming window function and a filter bank of 24 Mel triangular filters.

Based on MFCC39, each frame is extended by 5 frames (5 + 1 + 5) before and after each frame, resulting in a new 11-frame parameter [27].

Based on MFCC39, the first 7 order coefficients (C0-C6) are obtained, and MFCC is expanded by (7, 1, 3, 7)
(N, d, P, k) to 49-dimensional features, and the 49-dimensional SDC and 7th order MFCC coefficients are stitched together to obtain the 56-dimensional SDC feature parameters for final use.

The extracted MFCC39-11 features were fed into a 5-layer BN-DBN network, where the number of neurons in the 5 layers was 1024-512-39-39-512-1024 combinations. An initial DBN can be constructed by learning a large number of layer-by-layer bottom-up RBMs, and finally, the whole DBN is fine-tuned from back to front using supervised learning similar to that of traditional BP neural networks. The results are listed in Table 5.

5. Conclusions

In this paper, each phrase is viewed as a cluster of lexical properties with the central lexical property as the core. The central lexical property is selected first, and then, the boundaries of the phrase are expanded by the correlation between two adjacent lexical properties, and an error-driven method is applied to evaluate and correct the correlation to improve the accuracy of phrase recognition. This paper addresses the problems that most of the current speech feature extraction methods cannot make full use of multiframe information, are sensitive to external interference, and require more parameters to be set manually, and proposes the method of picking out bottleneck depth belief network to solve these problems, so as to achieve the ultimate goal of improving recognition accuracy. Three experiments in the NIST2007 database show that the bottleneck depth belief network algorithm achieves better recognition accuracy than the other three algorithms compared in the paper.
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