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Abstract
Keypoint detection and description play a central role in computer vision. Most existing methods are in the form of scene-level prediction, without returning the object classes of different keypoints. In this paper, we propose the object-centric formulation, which, beyond the conventional setting, requires further identifying which object each interest point belongs to. With such fine-grained information, our framework enables more downstream potentials, such as object-level matching and pose estimation in a clustered environment. To get around the difficulty of label collection in the real world, we develop a sim2real contrastive learning mechanism that can generalize the model trained in simulation to real-world applications. The novelties of our training method are three-fold: (i) we integrate the uncertainty into the learning framework to improve feature description of hard cases, e.g., less-textured or symmetric patches; (ii) we decouple the object descriptor into two output branches—intra-object salience and inter-object distinctness, resulting in a better pixel-wise description; (iii) we enforce cross-view semantic consistency for enhanced robustness in representation learning. Comprehensive experiments on image matching and 6D pose estimation verify the encouraging generalization ability of our method from simulation to reality. Particularly for 6D pose estimation, our method significantly outperforms typical unsupervised/sim2real methods, achieving a closer gap with the fully supervised counterpart. Additional results and videos can be found at https://zhongcl-thu.github.io/rock/.

1 Introduction
Extracting and describing points of interest (keypoints) from images are fundamental problems for many geometric computer vision tasks such as image matching (Lowe 2004), camera calibration (Strecha et al. 2008), and visual localization (Piasco et al. 2018). Particularly for image matching, it requires searching the same and usually sparse keypoints for a pair of images that record the same scene but under a different viewpoint.
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that share a similar local texture with the object CAD model, as illustrated in Figure 1 (top row). Such failure is natural as R2D2 never tells which keypoints are on the same object, and it solely captures the local similarity therein.

In this paper, we propose a novel conception: object-centric keypoint detection and description, in contrast to the conventional scene-centric setting. Beyond keypoint detection and description, the proposed object-centric formulation further teaches the algorithm to identify which object each keypoint belongs to. Via this extra supervision, our formulation emphasizes the similarity between keypoints in terms of both local receptive field, and more importantly, objectness. Figure 1 depicts that the object-centric method (bottom row) accurately predicts the object correspondence (different colors) and matches the keypoints on different objects between the scene image and the CAD model, thanks to the object-wise discrimination.

Obtaining object annotations, of course, is resource-consuming in practice. Yet, we find it well addressable if leveraging the sim2real training and domain randomization mechanism (Wen et al. 2020). By this strategy, we can easily obtain rich supervision and manipulate the training samples arbitrarily to serve our goal. Specifically in our scenario, we can access the transformation projection between different views of the same scene image as well as the object label of each pixel. Based on the richly annotated simulation data, we develop a contrastive learning framework to jointly learn keypoint detection and description. To be specific, it contains three main components: (i) A novel uncertainty term is integrated into object keypoints detection, which is expected to handle challenging objects with similar local textures or geometries. (ii) As for the keypoint description, it is divided into two output branches, one to obtain intra-object salience for the keypoints on the same object and the other to enforce inter-object distinctness across the keypoints on different objects. (iii) For each target object in the scene image, a contrastive sample containing only the object of the same view but with a clean background is also adopted to derive better cross-view semantic consistency. Once the model is trained in simulation, it can be applied to real applications.

We summarize our contributions below.

- To the best of our knowledge, we are the first to raise the notion of object-centric keypoint detection and description, which better suits the object-level tasks.
- To address the proposed task, we develop a novel sim2real training method, which enforces uncertainty, intra-object salience/inter-object distinctness, and semantic consistency.
- Comprehensive experiments on image matching and 6D pose estimation verify the encouraging generalization ability of our method from simulation to reality.

2 Related Work

Here, we focus on local keypoint detection and description from a 2D image.

Scene-centric method. The hand-crafted methods often employ corners (Smith and Brady 1997; Trajkovic and Hedley 1998) or blobs (Bay, Tuytelaars, and Van Gool 2006) as keypoints whose associated descriptions are based on histograms of local gradients, including the famous SIFT descriptor (Lowe 2004). In part, this is due to the increased complexity of scene semantics, which exacerbates the reliance of keypoint detection and description to modern deep learning approaches. Such data-driven methods can be categorized into learned detectors (Verdie et al. 2015; Barroso-Laguna et al. 2019), learned descriptors (Han et al. 2015; Balntas et al. 2016), and the combination of them (Yi et al. 2016; Dusmanu et al. 2019; Revuad et al. 2019).

Object-centric keypoint detection. According to the different levels of supervision, object-centric keypoint detection can be divided into fully supervised (Rad and Lepetit 2017; Peng et al. 2019), semi-supervised (Vecerik et al. 2020), and self-supervised learning methods (Zhao et al. 2020; Kulkarni et al. 2019). To distinguish the objectness of keypoints, most researchers utilize pre-trained object detectors to focus on small patches of different objects and find keypoints for each. Also, the number of keypoints of each object would be fixed. Although some works (Vecerik et al. 2020) did not involve the object detector, there is only one object in each image. These methods are difficult to generalize to new objects because of the specialized object detectors and fixed number of keypoints. In the keypoints detection part, the unsupervised learning method (Kulkarni et al. 2019) will predict the keypoints of multiple objects at once. However, their methods are limited to simple scenarios.

Object-centric keypoints descriptors. Dense-ObjectNet(DON) (Florence, Manuelli, and Tedrake 2018) is the first work to learn the dense descriptors of objects in a self-supervised manner. Based on DON, MCDONs (Chai, Hsu, and Tsao 2019) introduces several contrastive losses to maintain inter-class separation and intra-class variation. However, a non-disentangled descriptor with two kinds of distinctiveness requires more supervision and increases the difficulty of model convergence. BIND (Chan, Addison Lee, and Kemao 2017) uses multi-layered binary nets to encode edge-based descriptions, which is quite different from the point-based methods. Although the work of semantic correspondence (Yang et al. 2017; Lee et al. 2019) learns object-centric semantic representation, they directly predict dense correspondence from different views instead of outputting the high-level descriptors. To the best of our knowledge, jointly learned object-centric keypoint detection and description has not been explored before.

3 Object-centric Detection and Description

This section presents the problem formulation of the object-centric keypoint detection and description. The details of the sim2real contrastive training method are provided as well.

3.1 Formulation and over-all architecture

Keypoint detection and description is actually an image-based dense prediction problem. It needs to detect whether each pixel (or local patch) in the input image corresponds to the interest point or not. Besides detection, the predicted description vector of each pixel is essential, upon which we
can, for example, compute the similarity between different keypoints in different images. Moreover, this paper studies the object-centric formulation: hence we additionally associate each descriptor with the objectness—the keypoints on the same object are clustered while those on different objects are detached from each other. The formal definitions are as below.

Keypoint detector. Given an input image \( I \in \mathbb{R}^{3 \times H \times W} \), the detector outputs a non-negative confidence map \( \sigma(I) \in \mathbb{R}_{\geq 0}^{H \times W} \), where \( H \) and \( W \) are respectively the height and width. The pixel of the \( i \)-th row and \( j \)-th column denoted as \( I[i,j] \) will be considered as a keypoint if \( \sigma(I)[i,j] > r_{\text{thr}} \) for a certain threshold \( r_{\text{thr}} > 0 \).

Keypoint descriptor with objectness. The descriptor is formulated as \( \eta(I) \in \mathbb{R}^{C \times H \times W} \), where \( C \) represents the dimensionality of the descriptor vector for each pixel. As mentioned above, there are two subparts of each description vector, one for intra-object salience and the other one for inter-object distinctness. We denote them as \( \eta_s(I) \in \mathbb{R}^{C_1 \times H \times W} \) and \( \eta_c(I) \in \mathbb{R}^{C_2 \times H \times W} \), respectively, where \( C_1 + C_2 = C \).

Similar to previous works (such as R2D2), the detector and descriptor share a major number of layers, called an encoder. For the implementation of the encoder, we apply Unet (Ronneberger, Fischer, and Brox 2015) blocks and upsampling layers as the backbone, inspired by Monodepth2 (Godard et al. 2019) which is originally for depth estimation. We have also made some minor modifications regarding the encoder to deliver better expressivity. The output of the encoder serves as input to i) the detector after element-wise square operation and ii) the descriptor after \( \ell_2 \) normalization layer, motivated by design in R2D2 (Revaud et al. 2019). More implementation details are provided in the appendix. The overall architecture is illustrated in Figure 2.

The training of our model is conducted in a simulated environment. In general, for each query image \( I_1 \), we collect its viewpoint-varying version \( I_2 \) (which is indeed the adjacent frame of \( I_1 \) as our simulation data are videos). Besides, we generate a rendered version of \( I_1 \) by retaining the target object only and cleaning all other objects and background; we call this rendered image \( I_0 \). With these three images, we have the overall training loss as follows.

\[
\mathcal{L}(I_1, I_2, I_0) = \mathcal{L}_r(I_1, I_2) + \lambda_1 \mathcal{L}_{d_s}(I_1, I_2, I_0) + \lambda_2 \mathcal{L}_{d_c}(I_1, I_2, I_0),
\]

where \( \mathcal{L}_r \) stands for enforcing the repeatability of keypoint detector, \( \mathcal{L}_{d_s} \) and \( \mathcal{L}_{d_c} \) are the objectives of the descriptor for the intra-object salience and inter-object distinctness, respectively, \( \lambda_1 \) and \( \lambda_2 \) are the associated trade-off weights.

Now we introduce each loss. The motivation of minimizing \( \mathcal{L}_r \) is to enforce the activation of the detector to be invariant with respect to the change of viewpoint, which is dubbed as repeatability by (Revaud et al. 2019). Here, we introduce a metric operator \( r \) different from that used in (Revaud et al. 2019), which combines SSIM (Wang et al. 2004) and \( \ell_1 \) normalization:

\[
r(x, y) = \frac{1}{2} (1 - \text{SSIM}(x, y)) + (1 - \alpha) \| x - y \|_1, \tag{2}
\]

where \( \alpha = 0.85 \) by default. We thereby compute \( \mathcal{L}_r(I_1, I_2) \):

\[
\mathcal{L}_r(I_1, I_2) = \frac{1}{|U_1|} \sum_{u_1 \in U_1} r(\sigma(I_1)[u_1], \sigma(I_2)[T_{12}(u_1)]), \tag{3}
\]

where \( U_1 \) refers to all \( N \times N \) patches around each coordinate in \( I_1 \), \( |U_1| \) is the size of \( U_1 \), \( T_{12} \) is the coordinate transformation between \( I_1 \) and \( I_2 \), and thus \( T_{12}(u_1) \) returns the corresponding coordinate of \( u_1 \) in \( I_2 \).

Both \( \mathcal{L}_{d_s} \) and \( \mathcal{L}_{d_c} \) are formulated by the contrastive learning strategy (van den Oord, Li, and Vinyals 2019). The only difference lies in the different construction of positive-negative training samples. By omitting the involvement of the rendered sample \( I_0 \), we first discuss the general form with uncertainty in 3.2 and then specify the difference between \( \mathcal{L}_{d_s} \) and \( \mathcal{L}_{d_c} \) in 3.3. In 3.4, we further consider the training by adding \( I_0 \).

3.2 Contrastive learning with uncertainty

We assume the general form of \( \mathcal{L}_{d_s}(I_1, I_2) \) and \( \mathcal{L}_{d_c}(I_1, I_2) \) (without \( I_0 \)) to be \( \mathcal{L}_c(I_1, I_2) \). A crucial property of keypoint descriptor is that it should be invariant to image transformations between \( I_1 \) and \( I_2 \) like viewpoint or illumination changes. We thus treat the descriptor learning as a contrastive learning task (Wang et al. 2021). To be specific, we define the query vector in \( \eta_s(I_1) \) as \( d_1 \), the positive and negative vectors in \( \eta_s(I_2) \) as \( d_1^+ \) and \( d_2^- \), respectively. According to the definition in (van den Oord, Li, and Vinyals 2019), the contrastive loss with one positive sample \( d_1^+ \) and the negative set \( \mathbb{D}_2^- \) is given by

\[
\mathcal{L}_c(d_1, d_1^+, \mathbb{D}_2^-) = - \log \frac{\exp(d_1 \cdot d_1^+ / \tau)}{\exp(d_1 \cdot d_1^+ / \tau) + \sum_{d_2^- \in \mathbb{D}_2^-} \exp(d_1 \cdot d_2^- / \tau)}, \tag{4}
\]

where \( \tau \) is the temperature parameter.

The quality of the contrastive samples influences the training performance greatly. Considering some objects with
textured or symmetry geometries in Figure 3, if
the coordinate of \( d_2 \) is distant to \( d_1 \) after view
projection, then \( d_2 \) is considered as a negative sample (the detailed negative
sampling is in 3.3). Then, under the contrastive learning
Eq. (4), \( d_2 \) is enforced to be dissimilar to \( d_1 \) as much as
possible. However, this conflicts with the texture/geometry
distribution of the objects, as the local fields of \( d_1 \) and \( d_2 \)
are indeed similar. We should design a certain mechanism to
avoid such inconsistency. Recall that our focus is on selecting
sparse points of interest. The keypoint detector \( \sigma(I) \)
returns the confidence to determine which point should be
selected. If we use this confidence to weight the importance of
the query sample, we are more potential to filter the un
expected cases as mentioned above.

More specifically, we borrow the uncertainty estimation
from (Poggi et al. 2020; Kendall and Gal 2017), which
has been proved to improve the robustness of deep learn-
ing in many applications. Starting by predicting a posterior
\( p(\mu|\tilde{\mu}, \gamma) \) for the descriptor of each pixel parameterized with
its mean \( \mu \) and variance \( \gamma \) over ground-truth labels \( \mu \) (Yang
et al. 2020), the negative log-likelihood becomes:

\[
- \log p(\mu|\tilde{\mu}, \gamma) = \frac{|\mu - \tilde{\mu}|}{\gamma} + \log \gamma. \tag{5}
\]

We adjust this formula into our contrastive learning frame-
work. We first regard the reciprocal of the detection confi-
dence as the uncertainty variance for each pixel, i.e. \( \gamma =
\sigma(I)^{-1} \). It is reasonable as the larger confidence it outputs,
the smaller uncertainty it exhibits. Second, we replace the
error \( |\mu - \tilde{\mu}| \) with our loss \( L_c \) in Eq. (4), since our goal is to
refine the contrastive learning in the first place.

By summation over all queries in \( I_1 \), we derive:

\[
\mathcal{L}_d(I_1, I_2) = \frac{1}{M} \sum_{i=1}^{M} \frac{\mathcal{L}_c(d_i^1, d_i^2, d_2^-)}{(\sigma_i^1)^{-1}} + \log (\sigma_i^1)^{-1}, \tag{6}
\]

where, for the \( i \)-th query in \( I_1 \), \( d_i^1 \) indicates the description
query vector, \( d_i^2 \) and \( d_2^- \) are the corresponding positive
sample and negative sample set in \( I_2 \), \( \sigma_i^1 \) is the detection
value, \( M \) is the number of all queries.

3.3 Disentangled descriptor learning
As depicted in Figure 2, the descriptor is learned for two
goals: it should not only distinguish different keypoints on
the same object but also classify those across different objects.
We realise this via two disentangled losses \( \mathcal{L}_{d_s}(I_1, I_2) \)
and \( \mathcal{L}_{d_c}(I_1, I_2) \), which respectively follow the general form
of \( \mathcal{L}_d(I_1, I_2) \) in Eq. (6) and \( \mathcal{L}_c \) in Eq. (4). The two losses
also employ distinct constructions of the training samples
(2) and (3), respectively.

**Intra-object salience.** The loss \( \mathcal{L}_{d_s}(I_1, I_2) \) is for intra-
object salience. Suppose the coordinate of the query \( d_1 \) in
image \( I_1 \) to be \( u_1 \), indicating \( d_1 = \eta_s(I_1)[u_1] \) where \( \eta_s \)
outputs the salience part of the descriptor as defined before.
The positive sample \( d_{2,s} \) is chosen as the projection from
\( I_1 \) to \( I_2 \) via the view transformation \( T_{12} \); in other words
\( d_{2,s} = \eta_s(I_2)[T_{12}(u_1)] \). As for the negative candidates \( \mathbb{D}_{2,s} \),
we pick the points from \( I_2 \) on the same object as the query
but out of the \( \delta \)-neighbourhood, namely, \( \mathbb{D}_{2,s} = \{ \eta_s(I_2)[u] \mid
|u - T_{12}(u_1)| > \delta \} \). Figure 4 illustrates the sampling
process (first column). By iterating over all possible queries,
we arrive at the similar form to Eq. (6):

\[
\mathcal{L}_{d_s}(I_1, I_2) = \frac{1}{M} \sum_{i=1}^{M} \frac{\mathcal{L}_c(d_i^1, d_i^2, d_2^-)}{(\sigma_i^1)^{-1}} + \log (\sigma_i^1)^{-1}, \tag{7}
\]

where \( d_{2,s} \) and \( \mathbb{D}_{2,s} \) are the positive sample and negative set
for the \( i \)-th query. Via Eq. (7), our hope is to accomplish the
distinctness between keypoints on the same object.

**Inter-object distinctness.** We now introduce how to create
the samples for \( \mathcal{L}_{d_c}(I_1, I_2) \). Different from the above inter-object loss, here any point on the same object as the query
in \( I_2 \) is considered as the positive sample, that is, \( d_{2,c} \in \{ \eta_c(I_2)[u] \mid
l(u) = l(T_{12}(u_1)) \} \) where \( \eta_c \) denotes the inter-object output branch of the descriptor. In terms of the negative samples, the points on other objects or

---
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the background are selected, implying \( \mathbb{D}_{2,c} = \{ \eta_c(I_2)[u] \mid l(u) \neq l(T_{I_2}(u_1)) \} \). The illustration is displayed in Figure 4 (second column). In form, we have the summation over all queries as follows:

\[
L_{d_c}(I_1, I_2) = \frac{1}{M} \sum_{i=1}^{M} L_c(d_{i}^{1}, d_{i}^{2}, \mathbb{D}_{c,2}).
\] (8)

By making use of Eq. (7) and (8) together, we obtain more fine-grained information: we can tell if any two keypoints are on the same object, and if yes, we can further know if they correspond to different parts of the object by comparing their intra-descriptors.

3.4 Semantic consistency

This subsection presents how to involve the rendered image \( I_0 \) into our contrastive training. Selvaraju et al. (Selvaraju et al. 2021) found the existing contrastive learning models often cheat by exploiting low-level visual cues or spurious background correlations, hindering the expected ability in semantics understanding. This actually happens in our case when the descriptor may use the spatial relationship with other objects or the background. To illustrate this issue, in Figure 5, we assume the left (red) and right (green) edges of the cup’s mouth are a pair of negative samples, their main difference lies in the distance from the handle of the cup. Nevertheless, the local region of the sugar box (yellow box) behind the red dot could be used as a shot-cut reference for the distinctness between the red and green points, which is NOT what we desire. The ideal learning of the descriptor for the object is to make it focus on the object itself.

Figure 5: Illustration of semantic consistency paradigm.

For this purpose, we render the cup according to its pose in \( I_1 \) and remove all other things, leading to the image \( I_0 \). We then perform contrastive learning by further taking the positive from \( I_0 \) into account following the similar process in Eq. (7) and (8). The whole pipeline is demonstrated in Figure 4. The losses \( L_{d_c}(I_1, I_2) \) and \( L_{d_c}(I_1, I_0) \) are rewritten as follows.

\[
L_{d_c}(I_1, I_2, I_0) = \frac{1}{M} \sum_{i=1}^{M} L_c(d_{i}^{1}, d_{i}^{2}, d_{i}^{3}, \mathbb{D}_{c,0}).
\] (9)

\[
L_{d_c}(I_1, I_2, I_0) = \frac{1}{M} \sum_{i=1}^{M} L_c(d_{i}^{1}, d_{i}^{2}, d_{i}^{3}, \mathbb{D}_{c,2}).
\] (10)

where \( d_{i}^{3} \) is defined similarly.

4 Experiments

Training data generation. To bootstrap the object-centric keypoint detection and description, we first create a large-scale object-clustered synthetic dataset that consists of 21 objects from the YCB-Video dataset (Xiang et al. 2018). Furthermore, to align the synthetic and real domains, we refer to the idea of physically plausible domain randomization (PPDR) (Wen et al. 2020) to generate the scenes where objects can be fallen onto the table/ground with preserving physical properties. The viewpoint of the camera is randomly sampled from the upper hemisphere. We construct a total of 220 scenes where each contains 6 objects and acquire a continuous sequence of images from each scene, resulting in 33k images. More examples of the dataset can be found in the appendix.

Training. We choose 20 keypoints of each object to construct positive-negative pairs, and the temperature \( \tau \) in intra-object InfoNCE (van den Oord, Li, and Vinyals 2019) loss and inter-object InfoNCE loss are set to 0.07, 0.2 respectively. The data augmentation is composed of color jittering, random gray-scale conversion, gaussian noise, gaussian blur, and random rotation. The batch size is set to 8 and 16 pixels. We set the trade-off weights of two subparts of descriptor \( \lambda_1 = 1 \) and \( \lambda_2 = 1 \).

Our model is implemented in PyTorch (Paszke et al. 2019) with a mini-batch size of 4 and optimized with the Adam (Kingma and Ba 2017) for 20 epochs, and all the input images are cropped to 320 × 320. We use a learning rate of \( 10^{-4} \) for the first 15 epochs, which is dropped ten times for the remainder.

Testing. To reduce the domain discrepancy between synthetic and real data, we modify the statistics of BN (Ioffe and Szegedy 2015) layers learned in simulation for adapting the model to real scenes. Strictly speaking, we suppose that the real test data cannot be accessed, so we only use the mean and variance of BN layers from a current real image, i.e., the batch size is set to 1, and do not update the statistics. For comparative evaluations, we record the best results of each baseline which adopts the BN layer, with or without this trick.

Baselines. As a classical keypoint detection and description, we choose the handcrafted method SIFT (Lowe 2004) as the baseline. We also compare against Superpoint (DeTone, Malisiewicz, and Rabinovich 2018), R2D2 (Revaud et al. 2019) and DISK (Tyszkiewicz, Fua, and Trulls 2020) which are data-driven methods.

4.1 Image matching

All the methods are evaluated on the following datasets.

YCB-Video (Xiang et al. 2018) consists of 21 objects and 92 RGB-D video sequences with pose annotations. We use the 2,949 keyframes in 12 videos which are commonly evaluated in other works. In this scene, all the objects are static, and the camera is moving with a slight pose change.

YCB-hEOAT (Wen et al. 2020) consists of 9 video sequences and each video has one manipulated object from YCB-Video. In this dataset, objects are translated and rotated by different end-effectors while the camera is static. We selected 5 valid videos with a total of 1112 keyframes.
Table 1: Quantitative evaluation for real-real image matching.

| Objects          | Kpts | MMA5 | MMA7 |
|------------------|------|------|------|
| cracker_box      | 72.1 | 23.4%| 27.4%|
| sugar_box        | 25.2 | 5.6% | 6.8% |
| tomato_soup_can  | 21.3 | 8.7% | 11.6%|
| mustard_bottle   | 27.6 | 18.8%| 21.6%|
| bleach_s         | 27.9 | 11.6%| 12.0%|
| ALL              | 34.8 | 13.6%| 15.9%|

Comparison to baselines. In terms of synthetic-real matching, our object-centric method significantly outperforms the scene-centric methods, as shown in Table 2. Our method surpasses all the counterparts by a large margin, i.e., more than 20% in the MMA5 and MMA7. We can extract more matching keypoints with broader distribution on the surface of the objects, while the matches are not affected by other occluded objects, as shown in Figure. 6. It should be noted that the scene-level methods cannot extract matching keypoints in the junction of object and background, since the different backgrounds between the target and the rendered objects.

Table 2: Quantitative evaluation for synthetic-real image matching. The last three metrics is averaged of each object. Dim=length of descriptors.

| Method      | Dim | Kpts | MMA5  | MMA7  |
|-------------|-----|------|-------|-------|
| SIFT        | 128 | 16.9 | 24.2% | 30.1% |
| Superpoint  | 256 | 15.7 | 33.6% | 43.8% |
| R2D2        | 128 | 20.0 | 34.8% | 44.6% |
| DISK        | 128 | 15.8 | 28.2% | 35.1% |
| Ours        | 96  | 92.1 | 50.0% | 57.2% |

4.2 6D pose estimation

Evaluation protocol. Pipeline of pose estimation: (1) Render multiple images in different poses of the test objects as
Table 3: Evaluation for 6D pose estimation on YCB-Video dataset.

| Objects              | Keypoint-Based Method |   |   |   |   |   |   | Object-Centric (Supervised) |
|----------------------|-----------------------|---|---|---|---|---|---|----------------------------|
|                      | Scene-Centric         | ADD | ADDS | ADD | ADDS | ADD | ADDS | End2End Method              |
|                      | End2End               | ADD | ADDS | ADD | ADDS | ADD | ADDS |                           |
| master_chef_can      | 20.1                   | 38.4 |      | 48.5 | 76.8 | 31.6 | 56.2 | 22.2 | 44.9 | 48.2 | 77.5 | 50.9 | 84.0 |
| cracker_box          | 0.0                    | 3.6  | 55.2 | 69.0 |      | 39.8 | 57.9 | 46.5 | 60.1 | 35.4 | 60.3 | 51.7 | 76.9 |
| sugar_box            | 28.7                   | 35.8 | 65.1 | 79.0 | 53.0 | 61.5 | 49.2 | 60.2 |      | 74.6 | 86.3 | 68.6 | 84.3 |
| tomato_soup_can      | 19.4                   | 27.0 | 42.1 | 57.9 | 49.1 | 60.8 | 33.1 | 42.6 | 31.0 | 38.3 | 56.5 | 75.3 | 66.0 | 80.9 |
| mustard_bottle       | 9.7                    | 13.1 | 47.1 | 52.2 | 40.4 | 46.8 | 31.0 | 38.3 | 54.9 | 75.0 | 57.7 | 79.8 | 75.2 | 87.1 |
| tuna_fish_can        | 7.8                    | 11.4 | 13.8 | 21.1 | 1.6  | 2.2  | 0.2  | 0.7  | 5.7  | 8.8  | 37.9 | 49.0 | 62.9 | 79.0 |
| padding_box          | 2.9                    | 6.8  | 5.8  | 8.2  | 0.5  | 0.7  | 5.3  | 8.8  | 5.7  | 8.8  | 37.9 | 49.0 | 62.9 | 79.0 |
| gelatin_box          | 68.2                   | 79.8 | 55.4 | 68.0 | 34.1 | 39.4 | 54.9 | 65.0 | 55.7 | 70.8 | 75.2 | 87.1 | 55.7 | 70.8 |
| potted_meat_can      | 8.1                    | 11.4 | 30.4 | 38.4 | 23.3 | 32.1 | 24.1 | 30.4 | 51.9 | 70.5 | 59.6 | 78.5 | 59.6 | 78.5 |
| banana               | 0.3                    | 0.6  | 0.0  | 0.8  | 0.3  | 0.5  | 0.5  | 2.2  | 11.5 | 28.5 | 72.3 | 85.9 | 72.3 | 85.9 |
| pitcher_base         | 0.0                    | 3.2  | 3.4  | 9.8  | 0.9  | 3.2  | 0.2  | 3.8  | 16.9 | 30.9 | 52.5 | 76.8 | 52.5 | 76.8 |
| bleach_cleanser      | 17.6                   | 22.4 | 43.3 | 54.4 | 37.2 | 49.5 | 38.7 | 50.3 | 39.8 | 55.2 | 50.5 | 71.9 | 50.5 | 71.9 |
| bowl                 | 0.0                    | 0.3  | 0.2  | 0.9  | 0.2  | 0.7  | 0.3  | 3.5  | 3.7  | 26.8 | 6.5  | 69.7 | 6.5  | 69.7 |
| mug                  | 0.2                    | 0.3  | 0.2  | 0.9  | 0.2  | 0.2  | 0.3  | 1.2  | 14.3 | 45.7 | 57.7 | 78.0 | 57.7 | 78.0 |
| power_drill          | 0.9                    | 2.9  | 55.8 | 63.3 | 36.5 | 43.1 | 15.2 | 21.5 | 61.4 | 76.5 | 55.1 | 72.8 | 55.1 | 72.8 |
| wood_block           | 0.0                    | 2.2  | 0.8  | 4.1  | 0.0  | 0.0  | 0.0  | 0.4  | 3.2  | 22.1 | 31.8 | 65.8 | 31.8 | 65.8 |
| scissors             | 0.0                    | 0.0  | 1.0  | 2.1  | 0.0  | 0.0  | 0.0  | 0.6  | 20.9 | 38.3 | 35.8 | 71.4 | 35.8 | 71.4 |
| large_marker         | 22.3                   | 26.9 | 24.0 | 34.8 | 17.2 | 18.9 | 0.6  | 3.7  | 56.8 | 68.5 | 58.0 | 71.4 | 58.0 | 71.4 |
| large_clamp          | 0.0                    | 0.4  | 1.0  | 3.8  | 0.0  | 0.1  | 0.1  | 0.5  | 14.8 | 36.8 | 25.0 | 49.9 | 25.0 | 49.9 |
| ex_large_clamp       | 0.0                    | 0.6  | 0.6  | 4.2  | 0.1  | 0.5  | 0.2  | 0.5  | 14.5 | 45.5 | 15.8 | 47.0 | 15.8 | 47.0 |
| foam_brick           | 0.0                    | 0.0  | 0.7  | 1.3  | 0.0  | 0.0  | 0.6  | 1.2  | 43.4 | 69.5 | 40.4 | 87.8 | 40.4 | 87.8 |
| ALL                  | 10.6                   | 15.2 | 30.3 | 39.9 | 23.4 | 30.6 | 19.0 | 25.9 | 42.2 | 61.9 | 53.7 | 75.9 | 53.7 | 75.9 |

templates. To balance the evaluation speed and accuracy, we rendered 96 templates for each object. (2) Match the templates with the real images one by one, and select the best template according to the number of matched pairs. (3) 6D pose can be solved through the Perspective-n-Point (PnP) and RANSAC algorithms. We report the average recall (%) of ADD(-S) for pose evaluation which is the same as in PoseCNN (Xiang et al. 2018).

Comparison to baselines. In Table 3, our method achieves the state-of-the-art performance among other keypoint-based methods with a large margin (approximately 20% on both ADD and ADD-S). The pose estimation results of each object can be seen in the appendix. By introducing an object-centric mechanism, our method can significantly bootstrap performance on 6D pose estimation. As shown in Figure 8, the keypoint matching result indicates our method can serve a crucial role on downstream 6D pose estimation tasks, even in the occluded and clustered environment. Figure 8 displays some image matching and 6D pose estimation results. It can be seen that ours can detect matching points even when the object is severely occluded or in a large pose difference between a template and target.

Comparison to un/weak-supervised pose estimation. Self6D (Wang et al. 2020) is a sim2real pose estimation method, where the model is fully trained on the synthetic RGB data in a self-supervised way. Further, the model is fine-tuned on an unannotated real RGB-D dataset, called self6D(R). Note that the self6D(R) is a weak-supervised baseline due to the access to real-world data. In Table 4, our method achieves an overall average recall of 59.4%, which surpasses 10.8% of Self6d(R) and 29.5% of Self6D. And our method brings the encouraging generalization ability from simulation to reality, while the performance of PoseCNN only trained in the simulation would drop dramatically.

![Matching 6D Pose](image_url)

Figure 8: Examples of 6D object pose estimation results on YCB-Video by our method. Left: the keypoints matching between the best template and a real image. Right: the pose estimation results, where the green bounding boxes stands for ground truths while the blue boxes are our predictions.)
Table 4: Results for un/weak-supervised on YCB-Video dataset. W-Supervised=W-Weak-Supervised.

| Objects          | Self6D(R) | Self6D | PoseCNN | Ours  |
|------------------|-----------|--------|---------|-------|
| mustard_bottle   | 88.2      | 73.7   | 3.7     | 72.8  |
| tuna_fish_can    | 69.7      | 26.6   | 3.1     | **73.5** |
| banana           | 10.3      | 4.0    | 0.0     | **28.5** |
| mug              | 43.4      | 23.9   | 0.0     | **45.7** |
| power_drill      | 31.4      | 21.4   | 0.0     | **76.5** |
| ALL              | 48.6      | 29.9   | 1.4     | **59.4** |

4.3 Ablation study

In this subsection, we will explore the sensitivity of our method in terms of reliability threshold and perform a diverse set of analyses on assessing the impact of each component that contributes to our method.

Table 5: Sensitivity to reliability threshold $r_{thr}$.

| $r_{thr}$ | Syn-Real Kpts | MMA5 | Real-Real Kpts | MMA5 | 6D Pose ADD | ADDS |
|-----------|---------------|------|----------------|------|-------------|------|
| 0.0       | 10.0          | 14.2%| 43.7           | 3.0% | 15.8        | 24.3 |
| 1.5       | 92.1          | 50.0%| 80.3           | 38.8%| 42.2        | 61.9 |
| 3.0       | 80.4          | 45.1%| 78.9           | 39.3%| 40.2        | 59.3 |
| 4.5       | 71.1          | 41.0%| 67.7           | 41.0%| 36.1        | 53.3 |

Sensitivity of confidence threshold. Table 5 illustrates the performance of keypoint matching and pose estimation under various confidence threshold $r_{thr}$, i.e., 0.0, 1.5, 3.0, 4.5. In particular, $r_{thr} = 0$ means that all pixels may be selected as keypoints. Obviously, such performance will be significantly deteriorated. We use confidence threshold $r_{thr}$ being 1.5 as the default setting, as the performance becomes superior in all tasks. We visualize the dense detector heatmap of some objects, i.e., the confidence of pixels.

Figure 9: Visualization of confidence heatmap in the detector. The highlighted regions are selected as keypoints.

Training Strategy. In Table 6, we compare different training strategies used to learn detector and descriptor. 1) if we randomly select negative samples from all the pixels, like R2D2, it will exhibit extremely poor performance. Object-centric sample strategy will be essential for object keypoint detection. 2) Each module, including the repeatability of keypoint detector ($L_r$), the decoupled descriptor (Dec.), and the semantics consistency (Sem.) have positive effects on the final result.

Table 6: Ablation study of training strategy. NEG./R. = negatives randomly sampled from all the pixels; NEG./Obj. = object-centric sampling; $L_r$ = repeatability of detector; Dec. = decoupled descriptors; Sem. = semantics consistency. We **bold** the best and underline the second best.

| Strategy | NEG | R | Obj | $L_r$ | Dec. | Syn-Real MMA5 | Real-Real MMA5 | 6D Pose ADD | ADDS |
|----------|-----|---|-----|------|------|---------------|---------------|-------------|------|
| r2d2-like | ✓   | ✓ | ✓   | ✓    | ✓    | 1.1%          | 2.3%          | 1.5         | 2.0  |
| ✓         | ✓   | ✓ | ✓   | ✓    | ✓    | 46.9%         | 29.3%         | 22.1        | 33.8 |
| ✓         | ✓   | ✓ | ✓   | ✓    | ✓    | 45.5%         | 35.1%         | 26.7        | 42.7 |
| ✓         | ✓   | ✓ | ✓   | ✓    | ✓    | 47.8%         | 44.4%         | 40.8        | 58.2 |
| ✓         | ✓   | ✓ | ✓   | ✓    | ✓    | 52.4%         | 30.0%         | 37.6        | 57.7 |
| Ours      | ✓   | ✓ | ✓   | ✓    | ✓    | 50.0%         | 38.8%         | 42.2        | **61.9** |

4.4 Model efficiency and generalization

**Efficiency.** Our model costs about 0.51s to extract keypoints and descriptors from a $640 \times 480$ image, while SIFT, R2D2, Superpoint, and DISK take about 0.04s, 0.10s, 0.19s, and 0.48s, respectively. It indicates that the computation overhead by our method is acceptable, particularly given the remarkable improvement in performance.

**Generalization.** The generalization ability of our method lies in two aspects. The first one is the sim2real adaptation. Our model is trained on simulation data and tested straightly on real images. Such sim2real generalization benefits the field of robotic perception/manipulation where the keypoint annotations are difficult to obtain, but the CAD model of a target object is always given. The second one is the generalization to unseen objects. To illustrate, we provide the matching evaluations on objects with simulated images outside the training set in Table 7. Twenty unseen objects are selected from the OCRTOC dataset (Liu et al. 2021), in which half of them have the same class as YCB-Video objects but with different shapes or textures (seen class), and other objects with novel class have not been seen in training (unseen class). The evaluation protocol is similar to real-real matching in 4.1. From Table 7, it can be seen that our model also achieves satisfactory matching performance for unseen objects. More details are provided in the appendix.

Table 7: Image matching evaluation on unseen objects.

| Method | Seen class Kpts | MMA5 | Unseen class Kpts | MMA5 |
|--------|-----------------|------|-------------------|------|
| SIFT   | 23.3            | 32.5%| 16.8              | 29.6%|
| R2D2   | 21.2            | 61.3%| 16.1              | 49.3%|
| Ours   | **90.5**        | **65.4%** | **75.9**        | **61.3%** |

5 Conclusion

We present for the first time a sim2real contrastive learning framework for object-centric keypoint detection and description, which is only trained from synthetic data. Our experiments demonstrate that (1) our object keypoint detector and descriptor can be robust for both synthetic-to-real and real-to-real image matching tasks, and (2) our method leads to a superior result on unsupervised (sim2real) 6D pose estimation. Future work may explore integrating 2D and 3D inputs to find more repeatable keypoints and distinctive descriptors for texture-less objects.
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A Appednix

A.1 Dataset Visualization

We generate the scenes where objects can be fallen onto the table/ground with preserving physical properties. The color of the background and the illumination are randomized. We construct a total of 220 scenes where each scene contains 6 objects and acquire a continuous sequence of images for each scene, resulting in 33k synthetic images. Part of the scenes in the dataset are shown in Figure 10.

A.2 Network Architecture

For the encoder, we apply U-Net (Ronneberger, Fischer, and Brox 2015) plus the first three ResNet18 (He et al. 2016) blocks and three upsampling layers as the backbone. For the keypoint detector, the element-wise square operation and $1 \times 1$ convolution layer are applied. And for the keypoint descriptor, we use two decoupled descriptors with a $\ell_2$ normalization. The architectures of the U-net decoder, keypoint detector, and descriptor are shown in Table 8. There are some notations: ker is the kernel size; stri is the side size; chan is the dimensionality of output channels; res is the downsampling factor for each layer; input indicates the input of each layer where $\uparrow$ is a 2x nearest-neighbor upsampling of the layer; $x^2$ is an element-wise square and $\ell_2$-norm is a L2 normalization.

Table 8: Network architecture.

| Unet-Decoder |          |          |          |          |          |          |
|--------------|----------|----------|----------|----------|----------|----------|
| layer        | ker      | stri     | chan     | res      | input    | activation |
| iconv4       | 3        | 4        | 256      | 16       | iconv4   | ELU       |
| upconv3      | 3        | 1        | 128      | 8        | iconv3   | ELU       |
| upconv2      | 3        | 1        | 96       | 4        | iconv3   | ELU       |
| upconv1      | 3        | 1        | 96       | 2        | iconv1   | ELU       |
| iconv1       | 3        | 1        | 96       | 1        |          |           |

A.3 Additional Results

Synthetic-real image matching The matching results of each object can be seen in Table 9. Our object-centric method significantly surpasses the scene-centric techniques by a large margin on average. Especially for the less-textured objects, our method can extract more keypoints and have robust matching performance. As shown in Figure 11, although scene-centric methods can find some matches in terms of rich textured objects, we extract more matching keypoints with broader distribution on the surface of the objects. For some challenging objects with similar textures, such as the same word ‘JELLO’ in two CAD object models, scene-centric methods are unanimously cheated by the local similarity and predict wrong matches. Thanks to the object-wise discrimination, our method accurately predicts the object correspondence and matches the keypoints on the same object.

Visualization of real-real image matching Due to the apparent movement of the target object in the scene, the matching performance of scene-centric methods, which ignore the objectness of the keypoints, deteriorates significantly. In contrast, our method can still detect some matching points when the current frame has a large deviation from the initial frame, as shown in Figure 12. More intuitive performance can be seen in the supplementary video.

6D pose estimation The flow chart of unsupervised pose estimation is shown in Figure 13: (1) Given a real image and a query object $i$, we first render multiple images in different poses of object $i$ as templates. (2) Match the templates with the real image one by one, and select the best template according to the number of matched pairs. (3) The object pose can be solved through the Perspective-n-Point (PnP) and RANSAC algorithms. However, if the number of matched points is below 4, we conclude that the object $i$ does not appear in this scene.

A.4 Additional Ablation Experiments

Sensitivity to temperature parameter $\tau$ We design four groups of parameters comparative experiments on temperature $\tau$ for learning two subparts of intra-object salience and inter-object distinctness descriptors (parameters of InfoNCE (van den Oord, Li, and Vinyals 2019) loss), as illustrated in Table 10. We choose the parameters, i.e., intra-object $\tau = 0.07$ and inter-object $\tau = 0.2$ of the InfoNCE for the final performance.

Various dimensionality of keypoint descriptor In Table 11, we evaluate the impact of two subparts of keypoint descriptor on various dimensions. It is suggested that we need to use more parameters to distinguish differences in intra-objects. Due to the small number of objects in the training set, too many inter-object representation vectors may lead to model overfitting.

The number of templates Because the number of templates is essential for 6D pose estimation, we have conducted the ablation study by setting 48, 72, and 96 templates, whose ADDS are 55.8, 57.7, and 61.9, respectively, which implies the optimal choice of our setting (i.e. 96). More templates will bring better pose estimation results, but correspondingly will reduce the computation efficiency, so we recommend that the number of templates is fewer than 100.

Matching strategy Because of the explicit objectness descriptors, there are two template matching strategies. The first is a non-direct matching method. We exploit the mean inter-object descriptor of the template as the key and find the pixels in a real image similar to the key. Then, the matching is performed according to the intra-object descriptors of the template and the selected pixels in the real image.
Figure 10: Visualization of some sequence images generated from Pybullet simulator. The parameters of the light color, light direction, light distance and the viewpoint of the camera are randomly sampled in each frame.

Table 9: Quantitative evaluation for synthetic-real image matching. Less-textured objects are underlined. Kps=number of matched keypoints per object per image.

| Objects              | SIFT Kpts | SIFT MMA5 | Superpoint Kpts | Superpoint MMA5 | R2D2 Kpts | R2D2 MMA5 | DISK Kpts | DISK MMA5 | Ours Kpts | Ours MMA5 |
|----------------------|-----------|-----------|-----------------|-----------------|-----------|-----------|-----------|-----------|-----------|-----------|
| 002_cracker_can      | 20.5      | 35.8%     | 25.8            | 48.8%           | 30.4      | 46.5%     | 15.9      | 46.6%     | 187.0     | 41.7%     |
| 003_cracker_box      | 44.6      | 73.9%     | 48.6            | 81.2%           | 70.1      | 81.0%     | 68.1      | 86.2%     | 176.6     | 74.7%     |
| 004_sugar_box        | 38.4      | 63.4%     | 42.4            | 69.2%           | 54.5      | 65.9%     | 50.4      | 73.0%     | 229.0     | 73.6%     |
| 005_tomato_soup_can  | 32.5      | 62.7%     | 24.6            | 68.7%           | 26.5      | 71.1%     | 19.5      | 71.9%     | 177.8     | 70.4%     |
| 006_mustard_bottle   | 12.8      | 24.2%     | 19.5            | 48.2%           | 23.3      | 41.6%     | 17.3      | 38.6%     | 123.2     | 50.3%     |
| 007_tuna_fish_can    | 10.4      | 37.1%     | 7.6             | 61.6%           | 5.8       | 40.3%     | 3.3       | 2.9%      | 23.1      | 29.1%     |
| 008_pudding_box      | 30.2      | 1.8%      | 18.0            | 15.3%           | 21.6      | 70.8%     | 16.3      | 18.3%     | 77.5      | 87.5%     |
| 009_gelatin_box      | 74.6      | 86.1%     | 42.6            | 83.0%           | 57.8      | 77.8%     | 41.5      | 89.3%     | 259.5     | 82.8%     |
| 010_potted_meat_can  | 19.0      | 36.5%     | 14.8            | 39.4%           | 19.8      | 47.3%     | 17.4      | 49.7%     | 122.5     | 61.5%     |
| 011_banana           | 3.7       | 0.3%      | 2.4             | 0.2%            | 4.0       | 0.4%      | 2.9       | 0.0%      | 15.4      | 14.7%     |
| 019_pitcher_base     | 4.5       | 0.3%      | 4.3             | 11.8%           | 4.7       | 5.3%      | 4.0       | 2.6%      | 18.4      | 35.0%     |
| 021_bleach_cleanser  | 17.5      | 24.4%     | 22.8            | 26.6%           | 37.0      | 25.9%     | 30.1      | 24.5%     | 69.8      | 34.1%     |
| 024_bowl             | 0.9       | 0.0%      | 2.2             | 0.0%            | 5.1       | 0.5%      | 4.9       | 0.5%      | 16.2      | 6.9%      |
| 025_mug              | 4.2       | 0.0%      | 3.3             | 0.9%            | 4.8       | 1.3%      | 4.7       | 1.4%      | 60.8      | 29.3%     |
| 035_power_drill      | 6.8       | 8.0%      | 20.8            | 69.2%           | 26.1      | 71.6%     | 13.2      | 67.2%     | 64.3      | 58.0%     |
| 036_wood_block       | 5.3       | 0.7%      | 2.9             | 0.0%            | 3.7       | 0.0%      | 4.1       | 0.0%      | 13.7      | 4.7%      |
| 037_scissors         | 4.3       | 4.4%      | 3.3             | 2.0%            | 2.9       | 2.3%      | 3.0       | 0.7%      | 44.6      | 85.6%     |
| 040_large_marker     | 11.8      | 48.9%     | 11.7            | 66.9%           | 7.4       | 55.6%     | 3.9       | 16.5%     | 85.2      | 70.4%     |
| 051_large_clamp      | 5.6       | 0.2%      | 3.5             | 2.0%            | 4.5       | 5.5%      | 3.7       | 0.1%      | 32.0      | 39.5%     |
| 052_extra_large_clamp| 6.1       | 0.2%      | 4.6             | 5.3%            | 4.8       | 6.5%      | 4.3       | 0.4%      | 36.2      | 19.4%     |
| 061_foam_brack       | 1.2       | 0.0%      | 3.2             | 4.7%            | 4.0       | 12.8%     | 3.1       | 0.1%      | 101.5     | 78.6%     |

Average | 16.9 | 24.2% | 15.7 | 33.6% | 20.0 | 34.8% | 15.8 | 28.1% | 92.1 | 50.0%
Figure 11: Visualization of synthetic-real image matching on some typical objects.

Figure 12: Qualitative results of real-real image matching over time. $t_k = k$-th frame. The performance of other objects can be seen in the supplementary videos.
Figure 13: Pose estimation pipeline.

Table 10: Sensitivity to temperature $\tau$. obj=object, syn=synthetic.

| Intra-obj $\tau$ | Inter-obj $\tau$ | Syn-Real MMA5 | Real-Real MMA5 | 6D Pose ADD | ADDS |
|------------------|------------------|---------------|---------------|------------|------|
| 0.07             | 0.07             | 43.6%         | 38.6%         | 40.2       | 59.5 |
| 0.07             | 0.2              | **50.0%**     | **38.8%**     | **42.2**   | **61.9** |
| 0.2              | 0.07             | 37.7%         | 34.8%         | 32.1       | 50.1 |
| 0.2              | 0.2              | 35.6%         | 36.3%         | 30.2       | 48.5 |

Table 11: Ablation study on the dimension of descriptors. obj=object, syn=synthetic, dim=dimensions.

| Intra-obj Dim | Inter-obj Dim | Syn-Real MMA5 | Real-Real MMA5 | 6D Pose ADD | ADDS |
|---------------|---------------|---------------|---------------|------------|------|
| 32            | 32            | 43.3%         | 32.6%         | 36.1       | 54.0 |
| 64            | 32            | **50.0%**     | **38.8%**     | **41.1**   | **61.9** |
| 32            | 64            | 44.0%         | 37.2%         | 38.1       | 58.2 |
| 64            | 64            | 44.7%         | 36.2%         | 39.0       | 58.2 |

cosine measure is used when calculating the inter-object similarity, and the similarity threshold is 0.5. In contrast, the direct method is that the intra-object and inter-object descriptors are directly concatenated as the general descriptor of each pixel. The correspondence between the template and a real image can be found according to the general descriptors. The results of the two strategies are shown in Table 12. Obviously, the explicit objectness can help filter the similar geometric or semantic points in different objects between the template and the real image to get better matching effects.

Table 12: The ablation study of the two matching strategies.

| Direct | Syn-Real MMA5 | Real-Real MMA5 | 6D Pose ADD | ADDS |
|--------|---------------|---------------|------------|------|
| ✓      | 53.6%         | 31.5%         | 30.5       | 46.3 |
|        | 50.0%         | **38.8%**     | **42.2**   | **61.9** |

A.5 Model Generalization

Twenty unseen objects are selected from the OCRTOC dataset (Liu et al. 2021), in which half of them have the same class as YCB-Video objects but with different shapes or textures (seen class), which can be seen in Figure 14. The left with novel classes has not been seen in training (unseen class), which are visualized in Figure 15. We generate the simulated images for unseen objects under new backgrounds (textures) which have not been seen in training. Objects are translated and rotated slightly while the rendered camera is static. The evaluation protocol is similar to real-real matching.

From Table 13 and 14, we can see that our method also achieves satisfactory matching performance for unseen objects. Because we can first find the objectness of each key-point to restrict the set of potential matching points, then further obtain corresponding points by comparing their intra-descriptors. While other descriptors ignore the objectness, there will be more mismatch points. The visualization of unseen objects matching results is shown in Figure 16 and 17.
Figure 14: The ten novel objects with the same class as YCB-Video objects, like bowl, bottle and box.

Figure 15: The ten novel objects with different class from YCB-Video objects, like hardware tool, book holder and silverware.

Figure 16: Qualitative results of image matching of the object orange box over time. $t_k = k$-th frame.
### Table 13: Evaluation for image matching on unseen objects (seen class).

| Objects      | Class       | SIFT Kpts | SIFT MMA5 | Superpoint Kpts | Superpoint MMA5 | R2D2 Kpts | R2D2 MMA5 | DISK Kpts | DISK MMA5 | Ours Kpts | Ours MMA5 |
|--------------|-------------|-----------|-----------|-----------------|-----------------|-----------|-----------|-----------|-----------|-----------|-----------|
| magic_clean  | bottle      | 46.6      | 36.5%     | 19.4            | 61.5%           | 30.1      | 74.9%     | 40.0      | 89.2%     | 30.8      | 66.6%     |
| poker        |             | 16.4      | 37.0%     | 6.2             | 97.9%           | 15.2      | 59.0%     | 15.6      | 81.2%     | 60.7      | 93.5%     |
| orange_cup   | cup         | 3.0       | 0.0%      | 4.5             | 23.1%           | 10.8      | 18.7%     | 4.4       | 22.3%     | 100.0     | 40.4%     |
| red_marker   |             | 14.8      | 3.1%      | 1.2             | 0.0%            | 6.4       | 3.6%      | 2.0       | 3.8%      | 14.8      | 75.8%     |
| potato_chip_3| can         | 17.8      | 33.6%     | 20.9            | 60.5%           | 26.5      | 86.5%     | 36.6      | 60.5%     | 101.3     | 72.1%     |
| blue_tea_box | can         | 18.1      | 31.9%     | 4.5             | 28.4%           | 16.4      | 75.2%     | 15.2      | 44.6%     | 81.9      | 90.7%     |
| lipton_tea   | box         | 28.8      | 72.5%     | 36.7            | 90.4%           | 43.4      | 82.9%     | 41.6      | 90.5%     | 220.1     | 88.5%     |
| onion_pie    | box         | 53.8      | 65.1%     | 28.7            | 87.3%           | 29.1      | 86.7%     | 21.7      | 78.7%     | 196.1     | 91.1%     |
| doraemon_bowl| bowl        | 14.7      | 14.5%     | 5.7             | 40.1%           | 22.4      | 44.3%     | 9.7       | 26.0%     | 94.3      | 22.0%     |
| sugar_1      | bottle      | 19.3      | 32.1%     | 11.4            | 61.4%           | 11.7      | 80.8%     | 17.1      | 82.6%     | 5.0       | 16.3%     |
|              |             | **Average**| **23.3** | **32.5%** | **13.9** | **55.0%** | **21.2** | **61.3%** | **20.4** | **57.9%** | **90.5** | **65.4%** |

### Table 14: Evaluation for image matching on unseen objects (unseen class).

| Objects      | Class       | SIFT Kpts | SIFT MMA5 | Superpoint Kpts | Superpoint MMA5 | R2D2 Kpts | R2D2 MMA5 | DISK Kpts | DISK MMA5 | Ours Kpts | Ours MMA5 |
|--------------|-------------|-----------|-----------|-----------------|-----------------|-----------|-----------|-----------|-----------|-----------|-----------|
| fork         | silverware  | 8.2       | 30.6%     | 4.4             | 16.6%           | 4.2       | 6.9%      | 4.3       | 27.1%     | 36.1      | 46.0%     |
| remote_controller_2 | remote       | 36.7     | 16.3%     | 9.6             | 48.7%           | 13.9      | 35.2%     | 8.1       | 30.3%     | 55.3      | 52.8%     |
| plastic_apple| fruit       | 8.2       | 34.9%     | 6.4             | 41.5%           | 6.2       | 80.4%     | 6.9       | 49.7%     | 78.7      | 39.8%     |
| mini_claw_hammer_1 | hardware_tools | 33.7     | 21.7%     | 14.5            | 71.5%           | 15.5      | 73.8%     | 7.1       | 51.3%     | 45.6      | 82.5%     |
| round_plate_1 | plate       | 18.0      | 43.9%     | 16.2            | 60.6%           | 18.9      | 72.1%     | 8.9       | 57.3%     | 105.6     | 47.5%     |
| glue_2       | stationery  | 8.0       | 25.3%     | 8.7             | 70.9%           | 20.4      | 89.5%     | 5.9       | 78.5%     | 88.3      | 60.0%     |
| plastic_strawberry| fruit           | 13.9     | 38.8%     | 1.0             | 0.0%            | 3.2       | 2.1%      | 4.2       | 36.4%     | 18.5      | 73.8%     |
| two_color_hammer | hardware_tools | 16.3     | 47.1%     | 7.0             | 71.7%           | 12.1      | 60.9%     | 3.5       | 29.3%     | 68.7      | 69.9%     |
| book_holder  | stationery  | 13.8      | 10.6%     | 8.5             | 41.4%           | 60.4      | 26.5%     | 6.9       | 3.1%      | 226.6     | 29.3%     |
| phillips_screwdriver | hardware_tools | 11.2     | 26.5%     | 7.3             | 60.8%           | 6.4       | 45.8%     | 0.4       | 1.0%      | 35.3      | 91.7%     |
|              |             | **Average**| **16.8** | **29.6%** | **8.3** | **48.30%** | **16.1** | **49.3%** | **5.6** | **36.4%** | **75.9** | **61.3%** |

Figure 17: Qualitative results of image matching of the object *phillips screwdriver* over time. $t_k=k$-th frame.