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Abstract: Computing the size of maximum independent sets is a NP-hard problem for fixed graphs. Characterizing and designing efficient algorithms to estimate this independence number for random graphs are notoriously difficult and still largely open issues. In a companion paper, we showed that a low complexity degree-greedy exploration is actually asymptotically optimal on a large class of sparse random graphs. Encouraged by this result, we present and study two variants of sequential exploration algorithms: static and dynamic degree-aware explorations. We derive hydrodynamic limits for both of them, which in turn allow us to compute the size of the resulting independent set. Whereas the former is simpler to compute, the latter may be used to arbitrarily approximate the degree-greedy algorithm. Both can be implemented in a distributed manner. The corresponding hydrodynamic limits constitute an efficient method to compute or bound the independence number for a large class of sparse random graphs. As an application, we then show how our method may be used to estimate the capacity of a large 802.11-based wireless network. We finally consider further indicators such as the fairness of the resulting configuration, and show how an unexpected trade-off between fairness and capacity can be achieved.

1. Introduction

Given a graph, an independent set is a subset of its vertices where no pair of them are connected to each other. An independent set is said to be maximal if no more vertices may be added to it, whereas it is said to be maximum if no other independent set is larger in size (and this size is usually referred to as the independence number of the graph).

Computing the independence number of random graphs is a theoretically important and difficult problem, which finds applications in several areas, e.g. in biology, physics and engineering. For instance, by considering a wireless network where nodes (or links) are represented as vertices in the graph, and two nodes (or links) are connected by an edge when they cannot transmit simultaneously as
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a consequence of the medium access mechanism (i.e., the so-called interference graph), the authors of Laufer and Kleinrock (2016) proved that the capacity of a 802.11-based wireless network is given by the maximum size of its independent sets (see also Liew et al. (2010)).

However, computing the independence number of a given graph is well-known to be an NP-hard problem. Our main focus here is thus finding efficient methods to compute (up to vanishing errors) the independence number of large sparse random graphs. Building on recent results Bermolen et al. (2017a), Brightwell et al. (2017) we study the maximal independent sets obtained by sequential algorithms in sparse random graphs. For example, one such algorithm could be to successively select uniformly at random vertices of the graph one at a time, and add them to the independent set if none of their neighbors already belong to it. This exploration procedure is known as the Greedy Algorithm.

Clearly, the size of the independent set obtained by the greedy algorithm is in general smaller than the independence number. Larger independent sets may be obtained by considering the degree of the vertices chosen at each step. In this sense, a classical algorithm to approximate the independence number is the Degree-Greedy Algorithm; i.e. an exploration giving at each step full priority to those vertices that have the smallest degree towards those that were not explored yet.

We first review in detail the characterization of the size of the independent set obtained by sequential random explorations on sparse random graphs (Erdös-Rényi and Configuration Models), underlining that few results are known on the independence number of these graphs. We give a particular attention to recently obtained functional laws of large numbers when the size of the graph tends to infinity. We recently proved in a companion paper Jonckheere and Sáenz (2018) that the degree-greedy algorithm is asymptotically optimal for a large class of sparse random graphs. We discuss here various examples of such graphs (as well as examples of graphs where degree-greedy is not asymptotically optimal).

Our contribution is then four-fold. Our first contribution consists in showing how one can deploy and evaluate a decentralized version of the degree-greedy algorithm, by generalizing the hydrodynamic limits known for random sequential algorithms Bermolen et al. (2017a), Brightwell et al. (2017) to a large class of degree-aware sequential algorithms. More specifically, we define two types of mechanisms: one that takes into account only the initial degree (which we will be calling Static Degree-aware Exploration Algorithms), and one which takes into account the degree adaptively (Dynamic Degree-aware Exploration Algorithms).

Regarding the static degree-aware exploration algorithm, although sub-optimal, the resulting hydrodynamic limit is solvable exactly, i.e., in closed form. This allows us, for instance, to calculate the size of the corresponding independent set but also to calculate the limit of the proportion of vertices with a given degree in the independent set. On the other hand, the dynamic degree-aware exploration algorithms may be used to approximate to an arbitrary precision the performance of the degree-greedy algorithm. Although the resulting hydrodynamic limit is not solvable analytically and we have to resort to numerical estimations, this constitutes an efficient and close estimation of the independence number for
a large family of random graphs. As an example of application, we then compare
the capacity of 802.11-based networks and the proposed estimation. By means
of several simulations, we show that the performance of the latter is very close
to the optimal one, even when the underlying random graph does not belong
to this family. It is important to note that while the degree-greedy cannot be
implemented in a distributed manner, dynamic and static degree-aware explora-
tions can, meaning that this schemes could in principle be implemented as a
communication protocol.

A second contribution consists in studying numerically the benefits of an al-
gorithm that combines both strategies (degree-greedy and Glauber) in order
to achieve quasi-optimal results much faster in all cases (high and low connectiv-
ity).

As a third contribution, we show that one of the modified sequential algo-
rithms allows to reach interesting tradeoffs between fairness (equality of chances
to access the communication channel for nodes of different degrees) and effi-
ciency: fairness can be significantly improved while losing only little capacity.

Our last contribution consists in comparing numerically our findings for large
sparse random graphs with all pre-existing results which have not yet been
compared between them, even in the simplest Erdős Rényi case. Besides, we
show how these insights allow to predict performance indicators of real large
wireless networks better, for instance, than stochastic geometry.

The rest of the article is structured as follows. In Section 2 we define our
model and present previous results on sequential algorithms for the exploration
of random graphs. In particular, we summarize known results for the greedy
and degree-greedy algorithms, as well as for the characterization of the maxi-

mum independent set. In Section 2.6 we recall conditions for the optimality of
the degree-greedy algorithm, obtained in a companion paper. In Section 3 we
introduce and analyze two variants of sequential algorithms. There, we prove
hydrodynamic limits and characterize the associated independent set sizes. In
Section 4 we conduct a performance analysis through several simulations on
different random graphs. Finally, in Section 5 we address the problem of ap-
proximating the capacity of large wireless network. In this section, we also study
the trade off between fairness and efficiency.

A shorter version of this work was published at the proceedings of the 36th
International Symposium on Computer Performance, Modeling, Measurements
and Evaluation 2018 (Bermolen et al. (2018)). The present article has several
important extensions of our previous work:

• it presents a more detailed bibliographical review of the problem of finding
maximal independent sets on random graphs,
• it describes in depth the relationship of our work with previous results,
• the proof of key results are presented in more detail (and the connection
to previous results explained),
• a discussion on the possible combination of sequential and dynamical
(CSMA-like) algorithms and simulations showing their improvements in
terms of convergence times are included,
it incorporates several simulations providing interesting insights (for instance, comparing previous results found in the literature, but also considering real-life graphs),

and it also counts with an analysis of the impact of different strategies on the fairness measures of the network.

2. Model and previous works

In the sequel, $G^{(n)} = (V, E)$ denotes a (possibly random) graph that consists of a set of $n$ vertices $V = \{1, \ldots, n\}$, and a set of undirected edges $E \subseteq V \times V$.

As mentioned in the previous section, given a graph $G^{(n)}$, an independent set is a subset of vertices $A \subseteq V$ where for every pair $v, w \in A$ we have that $\{v, w\} \not\in E$ (i.e. no pair of vertices are connected to each other). An independent set is said to be maximal if it is not the subset of a larger independent set; and maximum if there is no other independent set of larger size. The size of a maximum independent set is usually referred as the independence number of a graph and denoted by $\alpha(G^{(n)})$.

Two types of explorations have been considered both in the random graph literature and for the modelling of wireless networks: sequential and dynamical algorithms. First, we will discuss the sequential case, where nodes are successively added to an independent set until a maximal one is reached. We will present some results on two sequential exploration examples: greedy and degree-greedy algorithms. Afterwards, we will treat the dynamical case where active nodes can reverse their state to unexplored after some random time. More specifically, we will review some aspects of the so-called Glauber dynamics Vigoda (2001).

2.1. Sequential exploration

In what follows, random sequential algorithms will be used to find maximal independent sets and analyze them. At any step $k = 0, 1, 2, \ldots$ of the algorithms discussed, we will consider that each vertex is either active, blocked, or unexplored (see Fig. 1). Accordingly, the set of vertices will be split into three components: the set of active vertices $A_k$, the set of blocked vertices $B_k$, and the set of unexplored vertices $U_k$. Active vertices may be taken to correspond to nodes that transmit, blocked vertices to nodes that cannot transmit because they are impeded of doing so by a neighboring active node, and unexplored vertices to nodes that are in neither of these two states. At any step $k$, the active vertices will be the ones that belong to the independent set constructed by the algorithm.

A typical sequential exploration algorithm works in the following way. Initially, it sets $U_0 = V$, $A_0 = \emptyset$ and $B_0 = \emptyset$. To explore the graph, at the $k + 1$-th step it selects a vertex $v_{k+1} \in U_k$ (possibly taking into account its current or past degree towards other unexplored vertices), and changes its state into active. After this, it takes all of its unexplored neighbors, i.e. the set $N_{v_{k+1}} = \{w \in U_k | (v_{k+1}, w) \in E\}$, and changes their states into blocked. This means
that the resulting set of vertices will be given by $U_{k+1} = U_k \setminus \{v_{k+1} \cup N_{v_{k+1}}\}$, $A_{k+1} = A_{k+1} \cup \{v_{k+1}\}$ and $B_{k+1} = B_k \cup N_{v_{k+1}}$. As mentioned before, at each step the set of active vertices defines an independent set. The algorithm keeps repeating this procedure until the step $k^*_n$ in which all vertices are either active or blocked (or equivalently $U_{k^*_n} = \emptyset$). An example of an exploration process on a fixed graph is depicted in Fig. 1.

![Exploration process](image)

Fig 1. An exploration process on a fixed graph, that stopped at some time $k^*_n$. Image courtesy of Jaron and Sanders.

The set of active vertices at step $k^*_n$ then defines a maximal independent set. The proportion of vertices contained in this independent set $|A_{k^*_n}|/n = k^*_n/n$ will be referred to as the jamming constant\(^1\).

2.2. Greedy algorithm on large sparse random graphs

The greedy algorithm is the simplest sequential algorithm, and consists in choosing in each step $k$ a new node uniformly at random from $U_k$. The jamming constant obtained by this algorithm run on a graph $G^{(n)}$ will be denoted by $\sigma_{Gr}(G^{(n)})$.

2.2.1. Greedy algorithm on sparse Erdős-Rényi

Let $G^{(n)}$ be a sparse Erdős-Rényi graph; i.e. an $n$-sized graph such that for every pair of vertices an edge exists between them with probability $\lambda/n$ independently

---

\(^1\)This name comes from the vocabulary of parking processes and random sequential adsorption.
of the other edges. The distribution of a graph constructed in this manner will be denoted $ER_n(\lambda/n)$.

The analysis of these graphs is quite simple due to the symmetry and independence of the connections between their vertices. In fact, the process describing the dynamics of the greedy algorithm can be modelled as a one-dimensional Markov process, this being so because after the $k$-th step of the algorithm, if the number of unexplored vertices is $Z_k(n)$, then the unexplored subgraph is still a sparse Erdős-Rényi graph $G_k \sim ER_{Z_k(n)}(\lambda/Z_k(n))$. Moreover, in an Erdős-Rényi graph the degree of vertices are interchangeable (every vertex has, in distribution, the same number of neighbors) and only depends on the parameter $\lambda$ and the size of the graph.

Using standard fluid limit theorems, it can be shown (see for instance Bermolen et al. (2017b)) that:

$$E\left(\sup_{t \in [0,T]} \left| \frac{Z_t(n)}{n} - z(t) \right| \right) \xrightarrow{n \to \infty} 0,$$

where $z(t)$ is the solution to the differential equation $\dot{z} = -\lambda(1-z) - 1$ with the initial condition $z(0) = 1$.

Then, it can be proved that in this case $\sigma_{Gr}(G(n))$ converges in $L^1$ to $\tau^*$ (defined as the smallest solution to $z(\tau^*) = 0$), and thus the jamming constant for large Erdős-Rényi graphs is arbitrarily close to $\tau^* = \frac{\log(1+\lambda)}{\lambda}$. See Bermolen et al. (2017b) where a central limit theorem is also proved.

### 2.2.2. Greedy exploration on sparse Configuration Models

The exploration processes of general random graphs cannot be described just by the number of vertices on the unexplored subgraph, as the vertices have degrees that are not interchangeable and that depend in a complicated way on the evolution of the process. This makes the analysis much more involved than in the case of an Erdős-Rényi graph.

However, a much broader family of random graphs may be considered by resorting to the **Configuration Model**. Given a degree sequence $d^{(n)} = (d_1, \ldots, d_n) \in \mathbb{N}_0^n$, the Configuration Model (see Wormald (1999), Bollobas (1998), Molloy and Reed (1998), Durrett (2007), van der Hofstad (2016) and the references therein) is a construction that results in a multi-graph\(^2\) with the prescribed degrees $d^{(n)}$; i.e. one in which the $i$-th vertex will have degree $d_i$ for $i = 1, \ldots, n$. To construct such multi-graph, first assign to each vertex a number of half-edges equal to its degree. Then, sequentially and randomly pair each half-edge with another unpaired half-edge until there are no more left. The resulting multi-graph will be obtained by assigning an edge between two vertices for each paired couple of half-edges.

\(^2\)A graph with possibly multiple edges between a pair of vertices and self-edges between a vertex and itself.
half-edges they share. The distribution of a graph constructed according to the Configuration Model will be denoted $CM_n(d^{(n)})$.

It is known that the order in which the pairing is done does not affect the distribution of the obtained multi-graph Bollobás (1998). Also, although the result of the construction is a multi-graph, standard techniques van der Hofstad (2016) can be used to transfer results to simple graphs with the same degrees.

As shown in Bermolen et al. (2017a), these properties of the Configuration Model allow for the description of the evolution of the greedy algorithm in a Markovian fashion without keeping track of the whole graph structure, but instead only of the degree distribution of unexplored vertices towards other unexplored ones. This is done by constructing simultaneously the random graph and the associated exploration process. As we will see, this makes possible the computation of the resulting jamming constant.

In contrast to the previous discussion, it will now be convenient to describe the algorithm as a continuous time process instead of one taking place in steps. For this, to each unexplored vertex we will associate a random exponential clock of rate 1. An unexplored vertex will now become active when its clock rings, at which point its associated half-edges are matched and the chosen neighbors which were still unexplored become blocked. Note that this does not affect at all the resulting independent set, since activated nodes are still being chosen uniformly from $\mathcal{U}_k$, as long as all clocks have the same rate.

Denoting by $\mu^{(n)}_t(i) (i = 1, \ldots, n)$ the number of unexplored vertices of degree $i$ towards other unexplored vertices (whose initial value $\mu_0^{(n)}(i)$ is simply how many elements in $d^{(n)}$ are equal to $i$), the time evolution of this empirical measure can be proved to be enough to characterize the exploration process in Configuration Model graphs Bermolen et al. (2017a). For this purpose, the associated measure-valued continuous-time Markov process should be scaled according to:

$$\bar{\mu}^{(n)}_t(i) = \frac{1}{n} \mu^{(n)}_t(i), \quad t \geq 0,$$

for all $t \geq 0$ and $i = 1, \ldots, n$.

Then, under the assumption that the initial empirical measure of degrees converges to a measure having mild moment restrictions (i.e., $\bar{\mu}^{(n)}_0 \xrightarrow{n} \bar{\mu}_0$), and taking $n$ to infinity, a functional law of large numbers on the evolution of the empirical measure of degrees can be proved Bermolen et al. (2017a). In this work it was also proved that the limit is unique, and given by the solution of a non-linear infinite-dimensional system of differential equations.

To express this equations in a concise form, denote

$$\alpha_t(i) = \frac{\bar{\mu}_t(i)}{\sum_{j=0}^{\infty} \bar{\mu}_t(j)},$$

$$\beta_t(i) = \frac{i \bar{\mu}_t(i)}{\sum_{j=0}^{\infty} j \bar{\mu}_t(j)},$$

for all $t \geq 0$ and $i = 1, \ldots, n$. 
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Then, under the assumption that the initial empirical measure of degrees converges to a measure having mild moment restrictions (i.e., $\bar{\mu}^{(n)}_0 \xrightarrow{n} \bar{\mu}_0$), and taking $n$ to infinity, a functional law of large numbers on the evolution of the empirical measure of degrees can be proved Bermolen et al. (2017a). In this work it was also proved that the limit is unique, and given by the solution of a non-linear infinite-dimensional system of differential equations.
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$$\alpha_t(i) = \frac{\bar{\mu}_t(i)}{\sum_{j=0}^{\infty} \bar{\mu}_t(j)},$$

$$\beta_t(i) = \frac{i \bar{\mu}_t(i)}{\sum_{j=0}^{\infty} j \bar{\mu}_t(j)},$$

for all $t \geq 0$ and $i = 1, \ldots, n$. 

Then, under the assumption that the initial empirical measure of degrees converges to a measure having mild moment restrictions (i.e., $\bar{\mu}^{(n)}_0 \xrightarrow{n} \bar{\mu}_0$), and taking $n$ to infinity, a functional law of large numbers on the evolution of the empirical measure of degrees can be proved Bermolen et al. (2017a). In this work it was also proved that the limit is unique, and given by the solution of a non-linear infinite-dimensional system of differential equations.
for all \( t \geq 0 \) and all \( i \geq 1 \). The probability measures \( \alpha_t(\cdot) \) and \( \beta_t(\cdot) \) have intuitive interpretations: the first one describes the degree distributions of a randomly (and uniformly) chosen unexplored node at time \( t \), while the second one is the size biased distribution associated to \( \alpha_t(\cdot) \) and represents the degree distribution of a randomly chosen neighbor of a given vertex. This interpretation will be useful when generalizing these results in later sections.

Then, the system of ODE’s that describes the evolution of the number of unexplored nodes with degree equal to \( i \) towards other unexplored ones can be written as:

\[
\frac{d}{dt} \bar{\mu}_t(i) = -\sum_{j=0}^{\infty} \bar{\mu}_t(j) [\alpha_t(i) + F_t(i)],
\]

(2.3)

where \( F_t(i) := \sum_{k=0}^{\infty} k \alpha_t(k) (\beta_t(i+1) + (\beta_t(i) - \beta_t(i+1)) \sum_{l=0}^{\infty} l \beta_t(l)) \). This equations also have a simple and intuitive interpretation. The first sum on the right hand side is the total transition rate of the Markov process. The first term within the square brackets represents the possibility that a node of degree \( i \) is activated at time \( t \), in which case the number of unexplored nodes with degree equal to \( i \) decreases by one. While the term \( F_t(i) \) corresponds to the blocking of neighbors of the selected node and the removal of their edges from the unexplored subgraph. Note that the activated node has degree distribution \( \alpha_t(\cdot) \), while the blocked neighbors and their neighbors all have degree distribution \( \beta_t(\cdot) \). This representation will be useful to analyze the degree-aware algorithms in Sec. 3.1.

The main consequence of this limit is the characterization of the jamming constant of the greedy algorithm run on Configuration Models Bermolen et al. (2017a):

**Theorem 2.1.** For each \( n \geq 1 \), let \( G^{(n)} \sim CM_n(d^{(n)}) \). Under certain moment assumptions (see Theorem 3.1 in Bermolen et al. (2017a)), the following result holds:

\[
\mathbb{E}(|\sigma_G(G^{(n)}) - c_{\bar{\mu}_0}|) \xrightarrow{n \to \infty} 0,
\]

where

\[
c_{\bar{\mu}_0} = \int_0^{\infty} \sum_{i=0}^{\infty} \bar{\mu}_0(i)dt.
\]

(2.4)

A more explicit result for the jamming constant was later proved in Brightwell et al. (2017) for a modified dynamics that allows for a simplification of the limiting differential equation system. In this work, the authors studied a different hydrodynamic limit which results in simpler equations that can be directly integrated:

**Theorem 2.2.** Under a second moment assumption on the initial distribution \( \bar{\mu}_0 \), and calling \( \tau_\infty \) the unique value in \((0, \infty]\) such that

\[
\int_0^{\tau_\infty} e^{-2h} \sum_{i=0}^{\infty} i \bar{\mu}_0(i) e^{-ih} dh = 1,
\]
then
\[ \sigma_{Gr}(G^{(n)}) \xrightarrow{n \to \infty} \int_0^\infty e^{-2h} \sum_{i=0}^{\infty} \bar{\mu}_0(i)e^{-ih} \frac{\sum_{i=0}^{\infty} \bar{\mu}_0(i)e^{-ih}}{dh}. \] (2.5)

2.3. Degree-greedy algorithm on regular graphs

The degree-greedy algorithm is a variant of the greedy that takes into account the degree of the vertices in the unexplored subgraph. The algorithm is exactly as the one described in the previous section, except that at the k-th step a vertex v is selected uniformly from the vertices of minimum degree within the subgraph of unexplored vertices G_k. The rest of the exploration is as before: the state of the chosen vertex is changed to active, and its neighbors to blocked. The algorithm ends when there are no more vertices in the unexplored subgraph. We will denote by \( \sigma_{DGr}(G^{(n)}) \) the jamming constant obtained by the degree-greedy algorithm ran on \( G^{(n)} \).

Although it has been studied in the computer science community (for example, in Halldórsson and Radhakrishnan (1997)), there are very few mathematical results that characterize or bound the independent set found by this algorithm. The main result on this respect was presented by Wormald in Wormald (1995). In this work, a fluid limit for the process generated by the degree-greedy algorithm when run on a \( d \)-regular graph (a graph constructed by the Configuration Model where every vertex has the same degree \( d \geq 1 \)) was proved. Numerical estimations based on this fluid limit are provided for different values of \( d \) in Wormald (1995). Also, in Karp and Sipser (1981) the authors give a characterization of a matching constructing degree-greedy variant, that under certain circumstances can be used to determine the behaviour of the degree-greedy algorithm ran on Erdős-Rényi graphs.

2.4. Dynamical exploration

As opposed to the sequential character of previous algorithms, more complex dynamics where nodes join and leave the independent set can be considered. The simplest dynamics of this type would be the Glauber dynamics where each node independently tries to join the set of active nodes (and succeeds in the absence of interfering activated nodes) but also leaves this set (deactivates) after a random time. As we will see, Glauber dynamics allow to define a limiting stochastic process that approaches a maximum independent set. Moreover, as we further discuss in the simulations section, this dynamics is very similar to that of 802.11-based nodes.

Given a graph \( G^{(n)} \), the Glauber dynamics is defined as a discrete time Markov process on the state space of subsets of vertices \( S = \mathcal{P}(V) \). At each step \( k \in \mathbb{N}_0 \), the set \( A_k \subseteq V \) will be interpreted as the set of vertices transmitting information at that time (that is, the active vertices) and will be referred
as a *configuration*. Given a configuration $A_k$, the configuration at the following step $A_{k+1}$ will be constructed according to the following rules:

- Choose a vertex $v$ uniformly from $V$.
- With fixed probability $\frac{\beta}{1+\beta} > 0$, if no neighbor of $v$ belongs to $A_k$, set $A_{k+1} = A_k \cup \{v\}$.
- With probability $\frac{1}{1+\beta} > 0$, set $A_{k+1} = A_k \setminus \{v\}$.

It is easy to see that if the initial configuration $A_0$ is an independent set, $A_k$ will be an independent set for every time $k \in \mathbb{N}_0$. The invariant measure is known to be given by (for every configuration $A \subseteq V$) Vigoda (2001):

$$
\mu(A) = \frac{\beta |A|}{Z},
$$

where $Z$ is a normalization constant. This means that in the limit $\beta \to \infty$, the invariant measure concentrates in the maximum independent sets. In some special situations, the mixing time has been characterized. For example in Vigoda (2001), it was proved that when the degree distribution is bounded by $\Delta \geq 0$ and $\beta < \frac{2}{\Delta-2}$ the mixing time is $O(n \log(n))$. Or in the case of a bipartite regular graph, it was shown Galvin and Tetali (2006) that for $\beta$ large enough the mixing time is exponential in $n$.

In the limit of $\beta \to \infty$, Glauber dynamics will behave in the following manner:

- In a first phase (taking $A_0$ as the empty set), vertices will activate until a maximal independent set is reached. The distribution of the size of the resulting independent set will match that of the greedy algorithm, since nodes are chosen uniformly.
- Because activation attempts occur much faster than desactivations, after this initial phase there will be plenty of failed activation attempts (which can be omitted in the analysis) followed by a single deactivation of some node $v$.
- After this single deactivation happens, the vertices in $\mathcal{N}(v) \cup \{v\}$ that do not have active neighbors will try to activate uniformly until no more activations are possible and a new maximal independent set is reached.
- The last two steps are repeated alternatively.

Because the invariant measure in this limit concentrates on independent sets of maximum size, this dynamic will asymptotically approach a maximum independent set, but this can take a prohibitively long time. In Sec. 5, we will discuss the application of this kind of limit dynamics to communication networks modeled by the Configuration Model.

### 2.5. Characterization of maximum independent sets

Finally, we review some of the results that characterize or bound the asymptotic independence number of the Erdős-Rényi graphs and the Configuration Model. In the case of the Configuration Model, we will focus on the $d$-regular graphs as most literature centers around them. As we will see, many of these bounds are estimations that result from the analysis of independent set finding algorithms.
2.5.1. Erdös-Rényi random graphs

In the case of sparse Erdös-Rényi graphs, in the general case, exact values or even upper bounds on the independence number are unknown. A lower bound is provided by the greedy algorithm. Finer results in that direction are proved in Bollobas and (1976), Frieze (1990):

Theorem 2.3. For each $n \geq 1$ and $\lambda > 3$, let $G^{(n)} \sim ER_n(\lambda/n)$, then the independence number is bounded by:

$$\alpha(G^{(n)}) \leq \frac{2 \log(\lambda)}{\log(1 - \lambda/n)}$$

Since the size of the independent set discovered by the greedy algorithm $n\sigma_{Gr}(G^{(n)})$ is known asymptotically (see Section 2.2.1) it can be proved that:

$$\mathbb{P}\left(n\sigma_{Gr}(G^{(n)}) \geq (1 + \epsilon) \frac{\alpha(G^{(n)})}{2}\right) \to 1,$$

that is, the greedy algorithm discovers independent sets whose size are asymptotically larger than half of the independence number.

Furthermore, in Karp and Sipser (1981) the authors study the problem of constructing maximum matchings; their results imply that the degree-greedy algorithm is asymptotically optimal for Erdös-Rényi graphs when the mean degree is $\lambda < e$ and determine the value of the independence number in this case. To reach this conclusion, some optimality lemmas similar to the ones we prove in later sections (but in their case for matchings) are stated. However, our result applies to a broader family of random graphs.

2.5.2. Regular random graphs

The proof of the existence of a limiting independence number for random $d$-regular graphs was given in Bayati et al. (2010). Moreover, in Lauer and Wormald (2007) Lauer and Wormald proved that the independence number of a $d$-regular graph is w.h.p. bounded from below by

$$\beta(d) = \frac{1}{2} \left[1 - (d - 1)^{-2/(d-1)}\right].$$

In the same work, Wormald (and Gamarnik and Goldberg independently in Gamarnik and Goldberg (2010)) showed that, when the girth of the graph (the length of its shortest cycle) goes to infinity, the proportion of vertices in the independent set found by a greedy algorithm in a $d$-regular graph is given by $\beta(d)$ (for $d \geq 3$), asymptotically (in probability) when $n \to \infty$. These results can also be derived by means of the theorems presented in Sec. 2.2.2.

While upper bounds were also proved in Bollobas (1981), McKay (1987) and an alternative lower bound in Frieze (1990). In a recent work Ding et al. (2016),
the exact law of large number for the independence ratio of $d$-regular graphs of sufficiently large $d$ was established.

In Sec. 4, we will compare some of these bounds with the approximate performance of the degree-greedy algorithm.

### 2.6. Optimality of the degree greedy algorithm

In this section, we detail sufficient conditions for the degree-greedy algorithm to find an independent set which is asymptotically of maximum size, as the number of nodes grows. The proof (which are mathematically involved and do not fall in the scope of this paper) can be found in a companion paper dedicated to this result.

A sufficient condition for the degree-greedy algorithm to find w.h.p. an independent set that asymptotically contains the same proportion of vertices as a maximum one can be proved:

**Proposition 2.1.** [Jonckheere and Sáenz (2018)] Given a sequence of graphs $G^{(n)}$ distributed according to $CM_n(d^{(n)})$, assume that:

- In a first phase, the degree-greedy algorithm defines w.h.p. a selection sequence that selects only vertices of degree 1 or 0. Let $T$ be the limiting length of this phase and $\mu_T$ the limiting degree distribution of the graph at the end of this phase.
- Assume further that
  \[ \sum_i i(i-1)\mu_T(i) < 1, \]
  i.e., at the end of this first phase, the remaining graph is subcritical,

then

\[ \frac{\sigma_{DG}(G^{(n)})}{\alpha(G^{(n)})} \xrightarrow{n \to \infty} 1, \text{ in probability.} \]

Where $\sigma_{DG}(G^{(n)})$ represents the (random) proportion of vertices in the independent set found by the Degree-Greedy. The intuition behind this result is that a subcritical graph *does not differ much* from a collection of trees. We can then couple the algorithm running in the subcritical graph with one running in the collection of spanning trees of its components. The difference of the independent sets obtained by both coupled algorithms will be of negligible size as a subcritical graph has few components that are not trees and the degree-greedy algorithm running in the trees will select only vertices of degree 1 or 0.

The importance of this proposition lies in the fact that, when the graph gets smaller, the algorithm may very well choose from time to time vertices with degrees larger than 1. What proposition 3.4 shows is that this does not spoil asymptotical optimality if the selection of this vertices happen after the graph has broken into a collection of small components (i.e., when the graph has already become subcritical).
2.7. Practical consequences

2.7.1. Verifying optimality

As a direct consequence of the results of previous section, the degree-greedy exploration on any subcritical graph is optimal. In other words, if the limiting degree distribution of the configuration model is such that

$$\sum_{i} \frac{i(i-1)p_i(i)}{\sum_{i} i\mu_0(i)} < 1,$$

then the degree-greedy strategy is asymptotically optimal.

However, there is much wider class of graphs for which this property holds as this result also deals with super-critical graphs such that the degree-greedy algorithm might select only degree 1 or 0 for a sufficient long first phase. We can actually numerically characterize for a given (parametrized) distribution the set of parameters such that the degree-greedy algorithm is optimal. It indeed suffices to numerically estimate the hydrodynamic limit and show that during a first phase, only degree 0 or 1 are explored while the resulting graph after this first phase is sub-critical.

We mention here two examples. Consider first graphs with asymptotic degree distribution given by Pois($\lambda$). Then the subcriticality condition is given by the condition $\lambda < 1$. Estimations for the hydrodynamic limit of the degree-greedy dynamics were made using groups of 10 Configuration Model graphs of 50,000 vertices each with Poisson distributions of varying mean degrees that ranged from 1 to 2.5. In all the simulations it was consistently found that conditions of proposition 3.4 are met. This means that the degree-greedy algorithm remains asymptotically optimal for graphs of mean degree smaller than 2.5, way after the critical connectivity threshold. This is consistent with the results proved in Karp and Sipser (1981) and Jonckheere and Sáenz (2018) where it is proved that the optimality threshold is $e$ (exponential number). This is also in accordance with our simulations of the next section (see Figure 3).

Another example is a power-law distribution. We can show numerically that when the exponent of the power law satisfies $a > 3$, then the optimality result holds. It is of course interesting to provide theoretical bounds or characterizations for these thresholds depending on the original degree-distribution but this is out of the scope of the present work. For further details on these kind of proofs, see Jonckheere and Sáenz (2018).

2.7.2. Heuristics for efficient discovering algorithms

Since the degree-greedy algorithm works (quasi)-optimally for graphs with low enough connectivity, and that Glauber dynamics are theoretically optimal in the long run but get stuck in practice in “local minima” configurations, one can unite the best of both worlds and to start Glauber dynamics with a configuration found previously by a degree-greedy strategy. We further explore this approach in Sec. 5.
3. Generalization of sequential algorithms

In this section we adapt some of the results reviewed in Sec. 2.2.2 for the greedy algorithm on the Configuration Model in order to obtain more general results that allow for a degree-aware control. Through these results, we are able to propose decentralized schemes with a performance comparing very closely to the one of degree-greedy.

In Sec. 3.1, we analyze the dynamical case. As we shall see, the degree-greedy algorithm can be thought of as a limit process for this family of dynamics, allowing these processes to be used to approximate it. On the other hand, in Sec. 3.2 we will analyze the static case which results in a simpler asymptotic behaviour that can be described by solving just a single ODE, allowing for easier simulations and implementation.

3.1. Dynamic degree-aware exploration

In section 2.2.2, the greedy dynamics was presented along with a set of differential equations that describe its limiting behaviour. Here we consider a generalization of this in which each vertex with degree $i \in \mathbb{N}_0$ towards other unexplored vertices has an exponential clock of parameter $0 < \lambda(i) < \infty$. The blocking of the neighbors of the selected vertices, and the matching of the half-edges of these neighbors towards the set of unexplored vertices are done exactly as before (that is, uniformly at random). We will call this process the dynamic degree-aware exploration.

Observe that changing the rates of these exponential clocks is equivalent to changing the probability that in a transition at time $t \geq 0$ a vertex of degree $i \in \mathbb{N}_0$ is activated: from $\alpha_t(i)$ (which corresponds to the degree algorithm, defined in section 2.2.2) to $\gamma_t(i) = \frac{\lambda(i)\bar{\mu}^{(n)}_t(i)}{\sum_{j=0}^{\infty} \lambda(j)\bar{\mu}^{(n)}_t(j)}$, (3.1)

where $\{\bar{\mu}^{(n)}_t(i)\}_{i \geq 0}$ is (as in Sec. 2.2.2) the scaled number of unexplored vertices with degree $i$ towards other unexplored vertices.

Then, for the process associated with $\{\bar{\mu}^{(n)}_t(i)\}$ the following limit holds:

**Proposition 3.1.** Under the same assumptions of Theorem 2.1 and letting $(\lambda(i))_{i \geq 0}$ be bounded and positive, then the sequence of processes $\{\bar{\mu}^{(n)}_t\}$ converges in probability and uniformly on compact time intervals towards the only measure-valued deterministic function $\bar{\mu}_t$ solution of the following infinite dimensional differential system:

$$
\frac{d}{dt} u_t(i) = -\sum_{j=0}^{\infty} \lambda(j)u_t(j) \left[ \gamma_t(i) + G_t(i) \right],
$$

(3.2)
where \( G_t(i) := \sum_{k=0}^{\infty} k \gamma_t(k) (\beta_t(i + 1) + (\beta_t(i) - \beta_t(i + 1)) \sum_{l=0}^{\infty} l \beta_t(l)) \) with \( \gamma_t(\cdot) \) given by (3.1) and \( \beta_t(\cdot) \) defined as before in (2.2) (both functions associated to \( (u_t(i))_{i \geq 0} \)).

Proof. The main difference in the processes in question is that, for the greedy algorithm, an unexplored vertex is activated when its exponential clock of rate 1 rings; while in these, the rates of the clocks are not necessarily the same and can depend on their degrees: initial degrees (in the static models) and actual degrees towards other unexplored vertices (in the dynamic ones).

Note that these equations are just adaptations of (2.3) where we substitute \( \alpha_t(i) \) by \( \gamma_t(i) \) and the total transition rate is now \( \sum_{j=0}^{\infty} \lambda(j) u_t(j) \). The rest of the equations remains unchanged since, as explained before, the neighbors of the active vertices are in both cases selected uniformly at random. The proof is then, mutatis mutandii, the same as the proof of Theorem 2.1 of Bermolen et al. (2017a) which is quite involved and we do not reproduce here. The interested reader is referred to Bermolen et al. (2017a).

Once equations (3.2) are solved, the corresponding jamming constant can be computed according to:

\[
c_{\bar{\mu}_0} = \int_0^{\infty} \sum_{i=0}^{\infty} \lambda(i) \bar{\mu}_t(i) dt, \tag{3.3}
\]

where \( \bar{\mu}_0(\cdot) \) is the scaled limit of the initial degree distribution. As before, if we denote by \( \sigma_{DDA}(G^{(n)}) \) the proportion of vertices in the independent set found, it will converge in \( L^1 \) to \( c_{\bar{\mu}_0} \) when \( n \) goes to infinity.

The degree-greedy algorithm could be considered in this context by setting the probabilities \( \gamma_t(i) \) to be given by

\[
\gamma^*_t(i) = \begin{cases} 
1, & \text{if } \bar{\mu}_t(i) > 0 \text{ and } \bar{\mu}_t(j) = 0 \forall j < i; \\
0, & \text{else.}
\end{cases} \tag{3.4}
\]

However, among other difficulties, these probabilities are not of the form (3.1) and therefore the limit described by the previous theorem (equations (3.2)) does not apply. Nonetheless, we can consider families of clock rates \( \lambda(\cdot) \) that will select at each transition nodes with minimum degree with high probability. For example, \( \lambda(i) = (i + 1)^{-L} \) (with \( L > 0 \)). In this case, the associated probabilities will be given by

\[
\gamma_t(i) = \frac{(i + 1)^{-L} \bar{\mu}_t(i)}{\sum_{i=0}^{\infty} (i + 1)^{-L} \bar{\mu}_t(i)}.
\]

Note that these \( \gamma_t(i) \) tend to \( \gamma^*_t(i) \) as \( L \) goes to infinity, and so this family of processes gives a way of approximating the size of the independent set discovered by the degree-greedy algorithm. In Sec. 4 we will compare this approximation with the results obtained by using the probabilities \( \gamma^*_t(\cdot) \). As we will see, the proposed approximation presents an excellent performance for different initial degree distributions.
As a consequence of Proposition 2.1, this approximation of the degree-greedy algorithm can be used to estimate the independence number of a wide family of random graphs, which is in general a hard problem. Moreover, note that the algorithm may be implemented in a distributed manner among vertices, as they only need to know their degree towards unexplored nodes.

Remark 3.1. Nor the techniques neither the results of Brightwell et al. (2017), which will be of use in the next section, can simplify the limit presented in this section. Indeed, in the processes under study the information of the degree distribution of unexplored vertices towards other unexplored is needed at each time to derive limit equations, which renders the strategy in Brightwell et al. (2017) inapplicable.

3.2. Static degree-aware exploration

Here we will discuss another variation of the greedy dynamics which leads to a simpler limit. Similarly to the situation discussed in the previous section, each unexplored vertex will activate when an exponential clock rings but instead of every vertex having a clock that dynamically depends on its degree in the unexplored subgraph, now its rate will only depend on the initial degree of the vertex in question and will therefore be constant in time.

Again, the blocking of vertices and matching of half-edges is done as in the regular greedy algorithm. We will call this process the static degree-aware exploration, and we will denote the proportion of the vertices in the independent set found by it in a graph $G^{(n)}$ by $\sigma_{SDA}(G^{(n)})$. In this context, the following result holds:

**Proposition 3.2.** For $n \geq 1$, let $G^{(n)} \sim CM_n(d^{(n)})$ with asymptotic degree distribution $(\bar{\mu}_0(k))_{k \in \mathbb{N}_0}$ (of mean $m := \sum_{k=0}^{\infty} k \bar{\mu}_0(k)$) and assume the convergence of the second moment of the degree distribution towards $\sum_{k=0}^{\infty} k^2 \bar{\mu}_0(k)$. Then, if $(\lambda(k))_{k \in \mathbb{N}_0}$ is such that $\sum_{k=0}^{\infty} k \lambda(k) \bar{\mu}_0(k)$ is uniformly summable, we will have that

$$\sigma_{SDA}(G^{(n)}) \xrightarrow{n \to \infty} \int_{0}^{\infty} \sum_{k=0}^{\infty} \lambda(k) \bar{\mu}_0(k) e^{-\lambda(k) t} e^{-k \tau(t)} dt,$$

where $\tau(t)$ is the solution to the ODE

$$\frac{d \tau}{dt} = \frac{1}{m} \sum_{k=1}^{\infty} k \lambda(k) \bar{\mu}_0(k) e^{-\lambda(k) t} e^{-(k-2) \tau}$$

with initial condition given by $\tau(t) = 0$.

Proof. The proof of the convergence of the dynamics is a modification of the one in Brightwell et al. (2017).

First, the process is described as a Markov process that involves the coordinates of the degree distribution of unexplored vertices ($\bar{\mu}_t(k)$, for $k \geq 0$), the
obtained. In our case, they will be

\[
\delta(A_t)/n = \sum_{k=0}^{\infty} \lambda(k) \mu_t(k),
\]

\[
\delta(U_t)/n = -\sum_{k=0}^{\infty} k \lambda(k) \mu_t(k) \left( 2 - \frac{k - 1}{U_t - 1} \right),
\]

and \(\delta(\bar{\mu}_t(k)) = -\lambda(k) \mu_t(k) - \sum_{j=0}^{\infty} np_{jk} \lambda(j) \mu_t(j)(\mu_t(k) - \delta_t/k)/n\),

respectively. Here, \(p_{jk}\) represents the probability of connection between a pair of nodes of degree \(j\) and \(k\).

By Dynkin’s formula, the forms of the drifts and bounding the corresponding quadratic variation of the martingales resulting, the convergence of each of these hydrodynamic limits are established for some subsequence of every subsequence.

After this, the asymptotic form of the drifts need to be obtained. The bounds and asymptotic forms are analogous to the ones in Brightwell et al. (2017).

However, to prove \(\delta(U_t)/n \to -2 \sum_{k=0}^{\infty} k \lambda(k) \mu_t(k)\) we need a different argument to show that the number of unmatched half-edges diverges at any given time as \(n \to \infty\), in particular if we want to assume that \(\lambda(k)\) is unbounded (The bounded case can be handled as in Brightwell et al. (2017)).

To prove this, note that because \(\sum_{k=1}^{\infty} k \lambda(k) \mu_t(k)\) is uniformly summable, there exists a sequence \((\epsilon_N)_{N \geq 1}\) s.t. (for every \(n \geq 1\)) \(\sum_{k=1}^{\infty} k \lambda(k) \mu_t(k) \leq \epsilon_N\) and \(\epsilon_N \overset{N \to \infty}{\to} 0\). Then using Dynkin’s formula,

\[
U_t/n \geq U_0/n - \int_0^t \sum_{k=1}^{\infty} k \lambda(k) \mu_s(k) ds \geq U_0/n - \bar{\lambda}_N \int_0^t \sum_{k=1}^{N} k \mu_s(k) ds - \epsilon_N t \quad (3.5)
\]

where \(\bar{\lambda}_N := \max_{k \in \{1, \ldots, N\}} \lambda(k)\). Calling \(u_t\) the limit of \(U_t/n\) in the corresponding subsequence, because of (3.5) and the fact that \(U_t/n \geq \sum_{k=1}^{\infty} k \mu_t(k)\), we have that for every \(t \geq 0\) and \(N \geq 1\) large enough \(u_t \geq \bar{u}_t\), where \(\bar{u}_t\) is the solution of the differential equation \(\dot{u}_t = -\lambda \bar{u}_t - \epsilon_N\) with initial condition \(u_0 = m\). This can be integrated to give \(u_t = (m + \epsilon_N/\bar{\lambda}_N) e^{-\lambda N t} - \epsilon_N/\bar{\lambda}_N\). This further implies that \(u_t \geq \bar{u}_t > 0\) for every \(t \in [0, \bar{t}_N]\) with

\[
\bar{t}_N = \log \left[ \left( 1 + \frac{m \bar{\lambda}_N}{\epsilon_N} \right)^{1/\bar{\lambda}_N} \right] = \frac{m}{\epsilon_N} + o(1)
\]
Note that we used that \( \bar{\lambda} \mathcal{N} \xrightarrow{\mathcal{N}} \infty \) as \( \lambda(k) \) is unbounded. Because \( \mathcal{N} \xrightarrow{\mathcal{N}} \infty \), we will have that \( \bar{t} \mathcal{N} \xrightarrow{\mathcal{N}} \infty \). This finally shows that for every fixed \( t \geq 0 \), \( u_t \) which in turn means that \( U_t \xrightarrow{\mathcal{N}} \infty \).

Finally, by topological arguments, this convergence that is valid for these subsequences is extended to the whole sequence of processes. Then, the hydrodynamic limit of the degree distribution of unexplored vertices in a static degree-aware dynamics will be given by (for \( k \geq 1 \))

\[
\bar{\mu}_t(k) = \bar{\mu}_0(k)e^{-\lambda(k)t}e^{-k\tau(t)}, \tag{3.6}
\]

where \( \tau(t) \) is as in the statement of the proposition. Because of the convergence of the degree distribution and the number of active vertices, we will have that

\[
\sigma_{SDA}(G^{(n)}) = \lim_{t \to \infty} \lim_{n \to \infty} \frac{A_t}{n} = \int_0^\infty \sum_{k=0}^\infty \lambda(k)\bar{\mu}_t(k)dt \tag{3.7}
\]

\[
= \int_0^\infty \sum_{k=0}^\infty \lambda(k)\bar{\mu}_0(k)e^{-\lambda(k)t}e^{-k\tau(t)}dt, \tag{3.8}
\]

plus a term that vanishes in probability. □

Note that this proposition reduces the problem of analyzing the new dynamics to integrating a single ODE, which is much simpler than solving the system presented in the previous section, although the resulting independent set will be naturally smaller than in the dynamic degree-aware exploration case.

Moreover, calling \( c_{\bar{\mu}_0} \) the limiting jamming constant obtained, the proportion of vertices of degree \( i \geq 1 \) in the independent set will be asymptotically given by

\[
q_i = \frac{1}{c_{\bar{\mu}_0}} \int_0^\infty \lambda(i)\bar{\mu}_0(i)e^{-\lambda(i)t}e^{-i\tau(t)}dt. \tag{3.9}
\]

Proposition 3.2 and equation (3.9) will be used in Sec. 5.3 to analyze the degree distribution of the nodes belonging to the independent set and to derive strategies to improve the equality of access probability (i.e., fairness).

4. Analysis of the approximation of the degree-greedy algorithm

In this section we will numerically study the approximations of the degree-greedy algorithm presented in Secs. 3.1 and 3.2. Unless stated otherwise, simulations will correspond to 10 random graphs \( G^{(n)} \), with \( n = 1000 \), generated according to the Configuration Model corresponding to the considered scenario. For each of these graphs we will compute its empirical degree measure \( \mu(\cdot) \), numerically solve (3.2) or (3.6) (corresponding to the dynamic and static degree aware algorithms respectively) with clock parameters \( \lambda(i) = (i + 1)^{-L} \) (with \( L > 0 \) sufficiently large) using as initial condition \( \bar{\mu}_0(\cdot) = \mu(\cdot)/n \), and calculate the size of the maximal independent set through (3.3) or (3.8).
We will also execute a single degree-greedy exploration process on each of
these 10 graphs and report the size of the resulting maximal independent sets
in the form of a boxplot. Moreover, we also execute a long enough Glauber
dynamics so that it should get close to the maximum size. However, as noted
before, this dynamics provides asymptotically the independence number, and it
might not be reached through a finite-time simulation, as the mixing time can
be exponential in $n$ depending on the graph characteristics. This aspect will be
further discussed in Sec. 5.

Finally, and for contrasting, we will also include the size of the maximal
independent set corresponding to the greedy algorithm (which may be obtained
by any of the methods presented in Bermolen et al. (2017a), Brightwell et al.
(2017)).

4.1. Random regular graphs

First, we will consider $d$-regular random graphs. As we discussed in Sec. 2, this
is the most studied case in the literature. We will also include in our comparison
the lower bound on the independence number proved in Wormald (1995) (see
the numerical results presented in Table 1 in that article), and the recent exact
value presented in Ding et al. (2016).

The results are shown in Fig. 2. Note that, as expected in this case, our anal-
ysis of the dynamic degree-aware exploration provides a very accurate approxi-
mation of the size of independent set obtained by the degree-greedy algorithm.
Moreover, the lower bounds provided by Wormald in Wormald (1995) give es-
sentially the same values as our approximation. This is due to the fact that,
as suggested by Wormald Wormald (1999), this lower bound is likely the exact
limiting value.

Furthermore, by observing the results corresponding to Ding et al. (2016),
we may conclude that there is possibly still room for increasing the size of the
independent set of the degree-greedy algorithm. However, it must be noted that
this result is exact only for $d$ larger than a $d_0$ not specified by the authors. Our
Glauber dynamics simulations further support that, at least for these values of
$d$, those results seem to be upperbounds. In any case, this improvement would be
relatively modest, and certainly smaller than the gap between the degree-greedy
and the greedy algorithms. Finally, note that in this case (where all nodes have
the same initial degree), the static degree aware and the degree algorithms are
equivalent and thus obtain the same result.

4.2. Erdős-Rényi graphs

Let us now consider large sparse Erdős-Rényi graphs. In this case, there are
no previous estimates available, neither of the degree-greedy algorithm or the
independence number. We will thus only consider the results of our approxima-
tions, alongside simulations of the Glauber dynamics with large activation rate.
The results are shown in Fig. 3. As expected, our approximation lays extremely
Fig 2. Size of the maximal independent set for different values of $d$ for a $d$-regular random graph. Simulation results for the degree-greedy are shown as a boxplot (seen as horizontal lines), red circles correspond to (3.3), yellow triangles to (3.8), blue diamonds to (2.4) or (2.5), green crosses to the values in Ding et al. (2016), black stars to the lower bounds in Wormald (1995) and magenta squares to the Glauber dynamics.

close to the degree-greedy algorithm, which in turn is optimal for values of $\lambda$ smaller than 2.4 (note that the Glauber dynamics does not produce a larger independence number in these cases). The characterization provided by our approximation is an important contribution, as the exact value of the independence number was unknown for this family of random graphs. Finally, note that the static degree-aware algorithm (i.e. the relatively simpler to solve equation (3.8)) in this case produces a reasonable approximation to the independence number.

4.3. Geometric graphs

We will now consider a case closely related to the Erdős-Rényi model: graphs stemming from a Poisson Point process (ppp) on the plane. In these simulations, we generate a ppp on a circle of a proper size so that the mean number of nodes is fixed at $n = 1000$. With the objective of modeling wireless networks, given two nodes $i$ and $j$, we will consider that they are connected if:

$$P(i, j) = X_{i,j}d(i, j)^{-a} > T,$$

where $d(i, j)$ is the distance between nodes $i$ and $j$, $X_{i,j}$ is a random variable that models fading (and which we will assume log-normally distributed with mean equal to 1, variance $\theta$ and symmetric on $i, j$), $a = 2$, and $T$ such that the mean number of neighbors when no fading is present is equal to 2. Results are shown in Fig. 4.

Note that the case where $\theta = 0$ corresponds to a variant of the so-called Matérn Hard Core, and that the initial degree distribution is the same as the
Fig 3. Size of the maximal independent set for different values of $\lambda$ for an Erdős-Rényi graph with a connecting probability equal to $\lambda/n$.

Fig 4. Size of the maximal independent set for different values of $\theta$ for the ppp case plus fading.
Erdös-Rényi case (with \( \lambda = 2 \) in this particular case). However, the fact that the Matérn Hard Core process stems from a spatial graph generates correlations between the degrees of the nodes, which are not taken into account by the Configuration Model. This results in both our approximations (i.e. eqs. (3.3) and (3.8)) overestimating the size of the independent set found by the degree-greedy algorithm. However, as the fading increases, these correlations become increasingly smaller, resulting in a better approximation by our method.

It is interesting to note that the case where \( \theta = 1 \) and \( \theta = 0 \), the Glauber dynamics is not capable of improving the results of the degree-greedy algorithm. The resulting degree distribution for both cases is (empirically verified for \( \theta = 1 \)) a binomial one with mean less than 2.4. This seems to indicate that results such as the one proposed in Sec. 2.6 are valid for a wider type of random graphs, and not just those generated by the Configuration Model, a research line worth following in the future.

5. Maximum Independent Sets and Wireless Networks

We will now focus our attention on the problem of computing (or approximating) the capacity of a large 802.11-based wireless network (or Wi-Fi as it is commercially known). This kind of networks implement a medium access protocol called CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) algorithm.

In a nutshell, CSMA/CA works in the following way. When a node wants to transmit a packet, it first draws a random backoff timer, which is decremented as long as none of its neighbors is transmitting. When the backoff finally reaches zero the packet is transmitted. We will assume that nodes are always trying to transmit packets, so this process is repeated indefinitely.

As shown in Laufer and Kleinrock (2016), when the mean backoff time is much smaller than the mean transmitting time (which, if the system is designed for efficiency, should be the case) then the number of transmitting nodes, after a long enough time, approaches that of the maximum independent set. Intuitively, when a node stops transmitting, its neighbors and that same node start competing for the medium. We thus have that any decrease by one on the active or transmitting nodes is rapidly followed by an increase in at least one. In fact, if both the backoff timer and the transmission time are exponentially distributed, this process behaves as a continuous time version of the Glauber dynamics.

The previous discussion means that the capacity of a wireless network may be approximated by our method. In this subsection, we will complement the analysis we performed in the previous subsection by simulating a CSMA/CA over two families of graphs and showing how the number of active (transmitting) nodes evolves over time and how fast it converges to the independence number.

5.1. Erdös-Rényi graphs

Let us focus on the Erdös-Rényi case. As we showed in Sec. 2.6, the degree-greedy algorithm produces a maximum independent set in the case of \( \lambda \lesssim 2.4 \).
To further illustrate this result (cf. Fig. 3), we now present the evolution of CSMA/CA (where the backoff and transmission times are exponentially distributed with means equal to $1 \times 10^{-6}$ and $1 \times 10^{2}$ respectively) over an Erdős-Rényi graph with a mean number of neighbors equal to $\lambda$.

In particular, we ran the CSMA/CA algorithm starting from three different initial conditions: no nodes transmitting, a situation where nodes stemming from a static degree-aware exploration algorithm are transmitting, and one where those from a dynamic degree-aware algorithm are. The results corresponding to $\lambda = 2$ are shown in Fig. 5 (abscissa in logarithmic scale for easier visualization), along with the independence number corresponding to the greedy algorithm.

Let us consider the case where all nodes start in the backoff stage. As discussed in Sec. 2.4, the evolution of the CSMA/CA mechanism in this case may be separated into two stages. During the first stage, the CSMA/CA rapidly reaches a number of active nodes that is distributed as the greedy algorithm (since the CSMA/CA mechanism is designed to choose randomly among competing nodes). Once this maximal independent set is reached, CSMA/CA is still able to increase the number of concurrent transmissions, but very slowly: it takes roughly the first 20,000 transitions to converge to a value close to the dynamic degree algorithm.

It is also worth verifying how even after another further 80,000 transitions (and even when the initial configuration is modified to follow the static or dynamic degree aware algorithms) CSMA/CA is not able to increase the number of active nodes. This verifies that (3.3) may be used to calculate the capacity of a wireless network when the condition of Proposition 2.1 is met. If this is not the case, it may yet prove very useful, as we further discuss in the following subsection.
5.2. Combining sequential algorithm and Glauber dynamics

Let us then consider an Erdős-Rényi graph, but with a mean number of neighbors equal to 10. In this case, as the conditions of Proposition 2.1 are not met, in order to estimate the independence number (or the capacity of the wireless network) one has to resort to algorithms such as Glauber (or equivalently CSMA/CA), which will eventually converge. However, based on the previous simulations and our results, to “accelerate” this estimation we propose to start a Glauber dynamics from a configuration given by one of the sequential algorithms we discussed (static or dynamic degree greedy).

Simulation results are shown in Fig. 6, where we have included five executions of a CSMA/CA for each of the initial configurations (no nodes transmitting and both sequential algorithms). It is important to highlight that these initial configurations may be found in a number of steps equal to the number of nodes in the maximal independent set, and thus a fraction of the number of nodes in the graph \((n = 1000)\) in these simulations. Note that the trend observed in our previous simulations still holds: starting from no nodes transmitting, the number of transitions it takes CSMA/CA to reach an independent set of size similar to that of the dynamic degree greedy algorithm is (at least) an order of magnitude larger than the number of nodes in the graph. Moreover, even after 100,000 iterations, the difference among the initial configurations is not negligible, and the best results are obtained by starting the CSMA/CA algorithm from the configuration found by a dynamic degree greedy algorithm.
5.2.1. Geometric graphs

Let us now discuss a more realistic case-scenario. Instead of arbitrarily positioning the nodes according to a ppp, we will consider their locations as provided by a public dataset (in this case OpenCellID Opencell (2018), an open and crowd-sourced database of cell tower locations around the world). Figure 7 shows the area considered in this example, consisting of an urban region of around 20 km\(^2\) and including 579 nodes.

We consider the same propagation model as before, with log-normal fading with variance \(\theta\) and an average number of neighbors equal to 2.4 when \(\theta = 0\) (equivalent to a range of 150 m). Convergence results corresponding to \(\theta = 3\) are shown in Fig. 8, along with the three theoretical results. Some observations are in order. First, if fading is non-negligible as in this case (and as in Fig. 4), our approximation based on configuration models is very precise. Further simulations, not reported here due to space limitations, indicate that this trend is true for other scenarios, such as sub-urban or dense-urban. This illustrates the flexibility of analyses based on Configuration Models in general, and of our approximation in particular. Secondly, and differently to the case of Fig. 5, the three initial conditions result in a non-negligible difference in the number of active nodes, even after 100,000 iterations. This observation further illustrates that Glauber dynamics can get stuck in local minima while starting them from advantageous configurations can lead to discover bigger independent sets much faster.

5.3. Fairness and independent set

Until now, we have not discussed how unfair is the dynamic that establishes the connections in the network; but in a greedy (and even more in a degree-greedy) kind of dynamics, vertices with a higher degree tend to be blocked faster than vertices with a smaller one. This is so because, if the degree of a vertex is large, it has a bigger chance of some of its neighbors activating before he does. Here we discuss how to compensate this by implementing a family of static degree-aware processes.
As a measure of the unfairness we will use the Total Variation $||p - q||_{TV}$ between the degrees of the vertices of the independent set constructed by the dynamics $(q_i)_{i \geq 0}$ and the initial degree distribution of the entire graph $(p_i)_{i \geq 0}$, given by

$$||p - q||_{TV} = \frac{1}{2} \sum_{i=1}^{\infty} |p_i - q_i|. \quad (5.1)$$

It is easy to show that when $||p - q||_{TV} = 0$, the probability of every node of activating in some point of the evolution of the process is the same. On the other hand, higher values of Total Variation will correspond to situations in which nodes of some degrees connect with a higher probability than others; that is, with less fair situations.

Recall that to describe the limit of a static degree-aware exploration it is enough to integrate equation a single ODE. After doing so, the asymptotic proportion of vertices of the independent set found can be determined by (3.8) while the distribution $(q_i)_{i \geq 0}$ can be obtained by (3.9).

Using this relation, the unfairness of static degree-aware processes with different sets of clocks can be computed. As an example, in Fig. 9, we present the unfairness and proportion of vertices in the independent set for clocks given by $\lambda(i) = (i + 1)^L$ with $L \in \mathbb{R}$ as a function of the power $L$ for a Poisson degree distribution of mean 16.

As can be seen in the figure, there is a trade-off between fairness and the independent set size. Negative powers obtain a larger independent set but result in higher unfairness than regular greedy dynamics (which corresponds to $L = 0$). On the other hand, higher fairness can be achieved by assigning clocks that depend on the degree as positive powers at the expense of a smaller independence set. Intuitively, this is so because with negative powers, vertices with lower degree tend to connect faster which results in less blocked vertices and ultimately...
in a larger independent set. On the other hand, positive powers make nodes with higher degree connect faster which tends to compensate the natural unfairness of the greedy type dynamics discussed at the beginning of the section.

From the figure we can see that there is a minimum in unfairness in the interval (2.5, 3). This reduction in unfairness is achieved at the cost of a reduction of less than 10% in the size of the independent set. This means that unfairness in transmissions can be considerably improved while not reducing much the number of transmitting nodes. A similar situation is observed for a range of Poisson distributions with mean between 4 and 30.

6. Conclusions and future work

We extended existing hydrodynamic limits over Configuration Model graphs to two variants of degree-aware algorithms: dynamic and static. The dynamic algorithm is capable of approximating to an arbitrary precision the degree-greedy algorithm. Thus, through a numerical evaluation of a system of differential equations, we estimate the jamming constant of degree-greedy exploration algorithms for much more general random graphs than previous results, in addition to characterizing the independence number of this family of graphs.

The static dynamics not only provides closed form results for the size of the discovered independent set but also for the degree distribution of its nodes. Although sub-optimal, this property allows us to analyze the trade off between fairness and the size of the corresponding independent set for different random graph distributions and to propose a parameter selection which ensures minimum unfairness along with a mild reduction on this size. This result provides insights to the issue of fairness in wireless networks, also known as the “starvation problem”.

Fig 9. Unfairness and proportion of vertices in the independent set as a function of the power $L$ of the clock distribution for a Poisson degree distribution of mean 16.
We have illustrated the usefulness of our results by estimating the capacity of a 802.11-based network, both for synthetic as well as real networks. Moreover, a combination of sequential and dynamical (Glauber) algorithms is proposed and analyzed in order to improve the time of convergence. It is interesting to note that previous results on the capacity of these networks have either focused on mean-field situations where all nodes “see” each other (for example in the seminal paper by Bianchi (2000), to quote a single reference), or on small given graphs where calculating the independence number is feasible (such as in Liew et al. (2010), Laufer and Kleinrock (2016)). Hence, random graph methods give a viable alternative to stochastic geometry, whose complexity can be prohibitive. For a more thorough discussion and comparison with stochastic geometry see Rattaro et al. (2017).

As future work, we plan to characterize theoretically the asymptotic optimality threshold in function of the degree distribution.
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