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Abstract: In recent years, the enhancement in technology has been envisioning for people to complete tasks in an easier way. Every manufacturing industry requires heavy machinery to accomplish tasks in a symmetric and systematic way, which is much easier with the help of advancement in the technology. The technological advancement directly affects human life as a result. It is found that humans are now fully dependent on it. The online game industry is one example of technology breakthrough. It is now a prominent industry to develop online games at world level. In this paper, our main objective is to analyze major factors which encourage mobile games industry to expand. Analyzing the system and symmetric relations inside can be done into two phases. The first phase is through a TAM Model, which is a very efficient way to solve statistical problems, and the second phase is with machine learning (ML) techniques, such as SVM, logistic regression, etc. Both strategies are popular and efficient in analyzing a system while maintaining the symmetry in a better way. Therefore, according to results from both the TAM model and ML approach, it is clear that perceived usefulness, attitude, and symmetric flow are important factors for game industry. The analytics provide a clear insight that perceived usefulness is an important parameter over behavior intention for the online mobile game industry.
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1. Introduction

Technology plays a vital role in a human being’s life. In the past two decades, advancements in technology and increases in usage have hiked exponentially [1,2]. This began when the Internet was introduced to the whole world, which interconnects continents to each other. Due to this, communication has become easier and faster. The networking and communication field is still at top priority for research. With one click, a person can search information, communicate to other person via sending messages, calling, etc. [3]. After a lot of research efforts, a drastic change came in the mobile industry after the launching of smartphones. A lot of different companies and industries are doing rigorous research in improving technology and making services easily available for the humans [4,5]. The lifestyle of people also changed after the introduction of smartphones. People are now dependent on the Internet as everything is available on various applications [6,7]. The outsourcing companies, e-commerce companies, and online social media have gained a lot of attention. People are exploring more and more over their smartphones, such as paying bills [8], ordering the food [9], play games for entertainment [10], watching videos [11], etc. People, from the young generation to the older generation, are using smartphones, which are easy to understand and learn to use [12,13]. The big impact seen in the past few years
is that on online game industry. Online games are more popular day by day [14]. Young people are more attracted to various online mobile games [15], such as PUBG [16], WeChat games [17,18], Temple run [19], Candy Crush [20], etc.

According to today’s scenario, the online mobile game industry and social media industry are in profit [21]. Mobile platforms convince people to connect to other people from other part of the globe. Social networking is not only limited to the talk and chatting but also helps in learning process, as well as inculcates more symmetry to life. Classes conducted by teachers, conferences, and meetings are very easy to attend by sitting at your home [22]. Many applications have been developed, such as the zoom meeting, Google meets, Microsoft teams, Skype, etc. [23]. All of these applications can accommodate hundreds of people at a time [24,25]. People are now up to date on news related to politics, technology [26], fashion, events, etc.

The popularity of online mobile games is increasing as the adaptability of technology access by young people is high [27]. A notable number of techniques have been applied to evaluate the behavior patterns. From the past techniques, the technology acceptance model (TAM) is one popular model which gained a lot of attention based on its ease of use and applications. According to researchers, classic TAM and its extended version are applied in many information technology systems. There are a large number of parameters that exist in the TAM model, such as ease of use and usefulness, which directly influence the adaptability of the new information system. Along with basic parameters, there are other parameters present which provide the platform for online games that can judge on a popularity basis. Already, some researchers have explored the area of social media and online gaming and provided analyses. For instance, D.-H. Shin and Y.-J. Shin focused on parameters which analyze the user’s intentions for online games [28]. Lin and Lu suggested a model that works on motivation theory and tried to find out why people are interested in use of social networks [29].

In our research paper, we will investigate the major factors in the online game industry for gaining the popularity. This can be done by evaluating the factors based on an extended TAM model. A step forward to this, we will further investigate that how these factors give impressions based on machine learning techniques.

Contribution

The main contributions are as follows:

1. First, symmetric data is collected based on the questionnaire from a specified locality of India.
2. After the collection of data, based on hypothesis, the TAM model is implemented with the help of AMOS.
3. With the help of AMOS, it identifies the significant symmetric path coefficients between the primary factors.
4. A detailed result analysis of the TAM model is performed, giving insight to justification of the hypothesis proposed.
5. For further analysis, various symmetric ML techniques, such as logistic regression, SVM, etc., are applied on the same dataset to analyze the proposed hypothesis for encouraging predictive analysis.
6. The results for the main factor’s predictions are compared with various implemented techniques. Last, we conclude our paper based on the objective.

The rest of the paper is assembled as follows. In Section 2, we define the basic TAM model. In Section 3, a detailed literature reviews is given, along with the hypothesis. In Section 4, we will provide the research methodology, including data analysis. Section 5 gives a brief introduction to machine learning approaches. In Section 6 is the detailed metric and result analysis based on the machine learning technique. Section 7 is focused on the discussion and limitation of the study. In the last section, Section 8, the conclusion of the paper will be given, along with future aspects of the study.
2. Brief Introduction to TAM Model

Information Technology (IT) has engulfed a lot of fields in which researchers are continuously traversing to find practical systems for the user. There exist many IT models which need to be fixed and enhanced in their performances, such as Technology Acceptance Model [30], Motivational Model [31], Theory of Reasoned Action [32], Model of Personal Computer Usage [33], Theory of Planned Behavior [34], and Unified Theory of Acceptance and Use of Technology [35]. However, over the past few decades, TAM has been successfully extended in many research disciplines and has given relevant implementations, exemplifying its potential significance to understand the user behavior towards adopting information technology systems. At the early stage of the TAM model, the actual system usage can be predicted by stimulation of innovative ideas and analyzing specific effects on the external variable, such as system features, capacities, etc. [30]. It is also proposed that user encouragement is comprised of three aspects that can explain actual system usage: perceived ease of use, perceived usefulness, and attitude. In this model, the attitude was used to determine the perceived usefulness and ease of use, which seems to be the strongest predictor for a user to approve or refuse a system. In addition, many external variables influence perceived usefulness and ease of use. Further, Reference [30] proposed that perceived usefulness and ease of use are the most significant values for each user to determine, either to support the system or not. Although the TAM model was the first proposed model which has been progressively modified by including many other parameters, such as behavioral intention (BI), which is added to the basic model of the TAM [36]. Since then, it has emerged as a leading model in the understanding of adoption of an IT system, and it is also considered the most suitable to examine the popularity of online games.

Online gaming has become one of the most potential benefits for the development of IT systems. As gaming requires high-end graphics and high-speed Internet to play online games with other players, the IT industry has begun to tackle complex problems to solve graphics problems and provide a smooth, reliable, and robust system. It has significantly changed the behavioral pattern of all users in utilizing their leisure time [37], not only in teenagers, but even in elderly people [38]. Moreover, with information technology, mobile online games are becoming much more influential than PC games as it is easy to carry a smartphone, rather than a PC, so people spend most of the time on smartphones. So, people play online games on their mobile device more frequently as compared to PC during traveling, etc. This has contributed to a great deal of work to grasp online games’ success. In Reference [39], attempts to discuss success of online games generates from a fun-oriented technological perspective, by implementing social influences and flow experience as beliefs-related constructs in a TAM model to anticipate acceptance by the users. In Reference [40], it is concluded that flow experience is much more essential than enjoyment for influencing the adoption of mobile online games by customers. Furthermore, the study revealed gender as a main moderator for mobile online game. Afterward, Reference [31] developed a generic research model that includes flow, social interaction, and enjoyment, based on the TAM model, which identifies the reasons that attract people to playing online games. In Reference [41], it is also indicated that confidence is another leading factor for online mobile games.

3. Literature Review

The proposed model is the based on the standards of the TAM model. This proposed model is considered for online games.

3.1. Social Interaction

Today, social interaction is considered as an important factor for the growth of online game business. Social interaction involves two or more entities with a sort of behavior. It is primarily divided into two categories in earlier research. First is user-system interaction; the second is user-to-user interaction [42]. In this research, we emphasize social networks,
which rely on user-to-user engagement, generally called social engagement. Online games are designed to be fun and generate feelings of happiness which are then shared via existing social media platforms and websites. On social media, people can play games on the same site, allowing them to exchange results. In addition, people can give life to friends as a gift during game, which causes stronger bonds. Therefore, on the basis of above discussion, the mentioned hypothesis is framed:

Hypothesis 1. (H1) Social interaction contributes a significant effect on use context towards online games.

Hypothesis 2. (H2) Social interaction contributes a significant effect on perceived enjoyment towards online games.

3.2. Use Context

The context of use was not just a time or a place for a specific measure. It also leads to the circumstances and social situations [43]. Although a smartphone seems to be an everyday necessity in an individual’s life, consumers can have a favorable perception towards a technology if it falls into a certain context of usage. Contextual considerations can be incorporated into the standard of the TAM model, to understand the user acceptance for online mobile applications. According to prior studies, it has attempted to fit the use context in order to expand the model. According to Reference [44], the acceptance for E-payments depends on some contextual parameters, such as identifying the lack of several other methods of payment. Since several contextual factors directly influence user acceptance, this research consists of two aspects which are strongly related to online games, such as the location of the users and their emotions. For instance, while traveling via public transport services, people feel bored, so it is not feasible to use a laptop or tablet, although there is space available for a smartphone. People can enjoy quality time while playing online smartphone games. Hence, the hypotheses are stated as follows:

Hypothesis 3. (H3) Use context contributes a significant effect on perceived enjoyment towards online games.

Hypothesis 4. (H4) Use context contributes a significant effect on perceived ease of use towards online games.

3.3. Technology Acceptance Model

Online mobile games are fun and enjoyment-based services, so Ease of use will help to indicate how frequently one can play a online game. A high perceived ease of use (PEU) result means that it is easy to start playing online games, as well as easy to recognize the rule for that. Perceived usefulness (PU) is a central structure in the TAM model. Therefore, various innovations have been modified and enhanced [45]. This paper explains PU of players in the real-world, which experience online games. On the other hand, Perceived enjoyment (PE) is the degree to which a behavior is assumed to be pleasant and enjoyable without any effect [30]. It is an essential motive which refers to enjoyment and behavior of satisfaction [46]. In Reference [47], it is confirmed that PE has an important and optimistic effect on the attitude of online game players and their willingness to follow the online game’s website. In addition, an analysis on the factors for online games related to the wireless networking world for Internet services is also accomplished. In Reference [48], it is found that the PE ought to be an attribute of gaming and perceptual enjoyment which should be taken into consideration in gaming research and practice. However, online gaming is indeed a cognitive process on the social media network. According to a previous study, flow was described as a holistic involvement while contributing in an action [49]. It has been used widely in such a variety of situations, such as sports, buying goods, mountain climbing, performing, and playing, due to the massive uncertainty and inter-dimensionality of the flow [50,51]. In Reference [52], authors claimed that flow has
been determined by pleasure and determination. Therefore, that perceived behavioral control and challenges can forecast by flow. Reference [53] explained the four dimensions of flow, which was discussed in past research: focused control, power, fascination, and linguistic dissociation. Moreover, flow is based on curiosity in this review. Curiosity describes a situation where people remain excited about the method and attempt to gain technical skill while implementing action, which states that users are highly interested in use of the Internet, so that they can learn via existing and new knowledge, as well as information [54]. However, smartphone online games are not only for playing games; they also build competition and influence people to spend time with their friends. It also helps to retain the interest of players, which leads to the desire for replays.

Therefore, we have formulated the necessary hypotheses:

**Hypothesis 5. (H5)** *Perceived ease of use contributes a significant effect on perceived usefulness towards online game.*

**Hypothesis 6. (H6)** *Perceived enjoyment contributes a significant effect on perceived usefulness towards online games.*

**Hypothesis 7. (H7)** *Perceived enjoyment contributes a significant effect on flow towards online games.*

**Hypothesis 8. (H8)** *Perceived usefulness contributes a significant effect on attitude towards online games.*

**Hypothesis 9. (H9)** *Perceived enjoyment contributes a significant effect on attitude towards online games.*

**Hypothesis 10. (H10)** *Attitude contributes a significant effect on behavioral intention towards mobile games.*

**Hypothesis 11. (H11)** *Flow contributes a significant effect on behavioral intention towards online games.*

**Hypothesis 12. (H12)** *Perceived usefulness contributes a significant effect on behavioral intention towards online games.*

Based on the proposed hypothesis, a TAM-based model is designed and represented graphically in Figure 1. The main building blocks for the proposed system implemented are shown in Figure 2.
4. Research Methodology

An inclusive literature review shows that previous studies have highly accepted the survey methodology. The quantitative result of any investigation leaned entirely on the knowledge and skills of the respondents in online games. For the present analysis, empirical research was employed, and data were collected using a similar survey approach. The survey was completed by respondents who are involved in online games, mostly from three cities in the Central Zone of India (i.e., Agra, Gwalior, and Indore). The initial questionnaire was divided into two sections. The first section had two questions, used to gather the demographic information, such as gender and age. All questions are made to maintain symmetry in data. The second section of the questionnaire contained a major component with 23 items to explore the 8 factors discussed in the theoretical model. Each question was evaluated on a 7-point Likert scale with “strongly disagree (1), strongly agree (7)” endpoints. The content validity of the questionnaire is mentioned in Table 1. The data were collected as non-probability purposive sampling method, in which 450 questionnaires were distributed in central India (i.e., Agra, Gwalior, and Indore), between the age group of 16 to 35 years of age; out of those, 304 data samples were used for further analysis. The collected data was analyzed through various tools and techniques, such as SPSS, used for descriptive statistics of male and female. Along with the KMO tested, a rotation matrix was also tested by principal component method, and AMOS 18 Tools were used for CFA and SEM to test the framed hypothesis. In addition to statistical analysis, to find more robust results, machine learning was used, in which various methods were executed.

Table 1. Content validity of questionnaire.

| S.No | Construct                  | Questionnaire Source |
|------|----------------------------|----------------------|
| 1    | Use Context                | [35]                 |
| 2    | Social Interaction         | [36]                 |
| 3    | Perceived ease of use      | [45]                 |
| 4    | Perceived usefulness       | [37]                 |
| 5    | Perceived enjoyment        | [37]                 |
| 6    | Attitude                   | [48]                 |
| 7    | Flow                       | [48]                 |
| 8    | Behavior intention         | [46]                 |
4.1. Data Analysis

In descriptive statistics, the categorical data was examined, in which we evaluated online games’ users. Hence, Table 2 presents the users, i.e., age group from 16 to 20 years old, and people who are more involved in online games, in which 132 total respondents are involved in this category, where 102 were male, and 30 were female. Similarly, in another category, of 21 to 25 years old, the total of respondents was 90, in which there were 48 males and 42 females. Next, in the 26 to 30 age group, the total was 54, with 37 males and 17 females. At last, in the age group of 31 to 35 year old people, the total number was 28, in which 20 were male, and 8 were female. Therefore, the total number of respondents was 304, in which 207 were male, and 97 were female. In Figure 3, the percentage of males and females who participated is represented.

Table 2. Descriptive analysis.

| Age Group | Male | Female | Total |
|-----------|------|--------|-------|
| 16–20     | 102  | 30     | 132   |
| 21–25     | 48   | 42     | 90    |
| 26–30     | 37   | 17     | 54    |
| 31–35     | 20   | 8      | 28    |
| Total     | 207  | 97     | 304   |

Figure 3. Piechart representation for males and females of different ages involved in percentage.

Next, to evaluate and validate the originality of data, the first method was implemented to conduct data standardization. In this process, we measured the average (Avg) and standard deviation (SD) of all latent variables result and the average for each item; Table 3 displays the results in that the average of all factors is above 5; therefore, these assumptive constructs are standard. In addition to the analysis, the Cronbach’s alpha value was demonstrated to determine the internal consistency and convergent validity of the latent variables mentioned below in Table 3, also represented graphically in Figure 4.
Table 3. Data validation assessment.

| S.No | Latent Variables       | Items | Avg   | SD   | Avg   | Cronbach |
|------|------------------------|-------|-------|------|-------|----------|
|      | UC1                    | 6.13  | 0.844 |      |       |          |
| 1    | Use Context            | UC2   | 6.05  | 0.951| 5.73  | 0.798    |
|      | UC3                    | 5.01  | 0.956 |      |       |          |
|      | SI1                    | 5.89  | 0.934 |      |       |          |
| 2    | Social Interaction     | SI2   | 5.68  | 1.08 | 5.76  | 0.788    |
|      | SI3                    | 5.72  | 1.076 |      |       |          |
|      | PEU1                   | 5.83  | 0.766 |      |       |          |
| 3    | Perceived ease of use  | PEU2  | 6.06  | 0.778| 5.94  | 0.871    |
|      | PU1                    | 5.37  | 1.32  |      |       |          |
| 4    | Perceived usefulness   | PU2   | 5.42  | 1.143| 5.35  | 0.719    |
|      | PU3                    | 5.27  | 1.312 |      |       |          |
|      | PE1                    | 5.77  | 0.988 |      |       |          |
| 5    | Perceived enjoyment    | PE2   | 5.87  | 0.910| 5.87  | 0.748    |
|      | PE3                    | 5.90  | 0.967 |      |       |          |
|      | ATT1                   | 5.88  | 0.957 |      |       |          |
| 6    | Attitude               | ATT2  | 5.86  | 0.928| 5.87  | 0.787    |
|      | ATT3                   | 5.87  | 0.938 |      |       |          |
|      | FL1                    | 5.31  | 1.256 |      |       |          |
| 7    | Flow                   | FL2   | 5.6   | 1.045| 5.47  | 0.729    |
|      | FL3                    | 5.52  | 1.158 |      |       |          |
|      | BI1                    | 5.89  | 0.96  |      |       |          |
| 8    | Behavior intention     | BI2   | 6.13  | 0.96 | 5.97  | 0.737    |
|      | BI3                    | 5.90  | 1.10  |      |       |          |

Figure 4. Graphical representation of Cronbach’s alpha value.

In addition to reliability and validity of data, the discriminant validity measurement is very important for symmetric construct valuation. It is shown by evidence of systemic indicators which, logically, should not be very closely related or, in fact, not be proven to be strongly correlated. However, the values of all constructs and their level of correlation and symmetry are mentioned in Table 4. Therefore, the values were found to be appropriate in study.
Table 4. Discriminant validity measurement.

| Latent Variable | UC    | SI    | PEU   | PU    | PE    | ATT   | FL    | BI    |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| UC              | 1     |       |       |       |       |       |       |       |
| SI              | 0.622 | 1     |       |       |       |       |       |       |
| PEU             | 0.646 | 0.493 | 1     |       |       |       |       |       |
| PU              | 0.526 | 0.48  | 0.416 | 1     |       |       |       |       |
| PE              | 0.54  | 0.488 | 0.563 | 0.293 | 1     |       |       |       |
| ATT             | 0.652 | 0.518 | 0.632 | 0.623 | 0.483 | 1     |       |       |
| FL              | 0.562 | 0.453 | 0.476 | 0.612 | 0.373 | 0.596 | 1     |       |
| BI              | 0.656 | 0.518 | 0.617 | 0.563 | 0.512 | 0.688 | 0.637 | 1     |

4.2. Principal Component Assessment

Table 5 displays two measurements, which demonstrate the consistency of the data for structural analysis.

Table 5. KMO Bartlett test measurement.

| KMO and Bartlett                                      |
|------------------------------------------------------|
| Kaiser-Meyer-Olkin (KMO)                             |
| Chi-square test                                      |
| Bartlett Testing                                    |
| df                     | 324  |
| Sig.                   | 0.000|
| 0.934                  | 4519.32 |

The KMO Test of Sampling Adequacy is a statistic that indicates the proportions of variation in the indicators which can be affected by the factors involved. Maximum levels (closer to 1) usually mean that a factor analysis can be beneficial for your results. When its minimum is more than 0.50, the findings of the factor analysis are unlikely to be effective. A Bartlett test of the hypothesis that your matrix for correlation is an identity matrix suggests that your variables are unrelated and, thus, unsuitable for structural identification. Less than 0.05 of the level of significance reveals that a factor analysis may be appropriate for certain results. Therefore, the results of study, i.e., Kaiser-Meyer-Olkin 0.934, $\chi^2$ value 4519.32, df value 324, which is significant at 0.000, are supported as per the threshold criteria.

In continuing to follow the Principal Component Assessment method, the next process is to rotate the Principal Component Analysis matrix used in study to determine the influence of 8 variables. The results summarized the grade of 8 variables, via high to low, which are shown in Table 6.

Table 6. Rotation matrix measurement.

| Constructs | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| UC1        | 0.09  | 0.261 | 0.273 | 0.355 | 0.515 | 0133  | 0.032 | 0.237 |
| UC2        | 0.084 | 0.127 | 0.023 | 0.123 | 0.712 | 0.211 | 0.133 | 0.141 |
| UC3        | 0.157 | 0.117 | 0.378 | 0.125 | 0.665 | 0.011 | 0.112 | 0.17  |
| SI1        | 0.110 | 0.329 | 0.587 | 0.143 | 0.342 | 0.089 | 0.048 | 0.158 |
| SI2        | 0.236 | 0.146 | 0.724 | 0.269 | 0.08  | 0.159 | 0.198 | 0.076 |
| SI3        | 0.18  | 0.176 | 0.776 | 0.189 | 0.145 | 0.10  | 0.074 | 0.09  |
| PEU1       | 0.109 | 0.039 | 0.078 | 0.235 | 0.233 | 0.139 | 0.049 | 0.87  |
| PEU2       | −0.043| 0.421 | 0.18  | 0.08  | 0.178 | −0.033| 0.224 | 0.643 |
| PU1        | 0.776 | 0.138 | 0.232 | 0.098 | −0.009| 0.244 | 0.312 | −0.011|
| PU2        | 0.767 | 0.236 | 0.128 | 0.310 | 0.154 | 0.53  | −0.010| −0.009|
| PU3        | 0.837 | 0.119 | 0.187 | 0.156 | 0.183 | 0.112 | 0.0037| 0.176 |
4.3. Structure Equation Measurement

In Structure Equation Measurement (SEM), the first measure is to find the association among independent and dependent variables by the model fit indices; eight fit indicators are used in this work, to test the proposed model and validate the proposed hypotheses, and the eight fit indicators are Chi-Square ($\chi^2$), Goodness-of-Fit Index (GFI), Adjusted goodness of fit index (AGFI), Root Mean Square Error of Approximation (RMSEA), Root Mean Square Residual (RMR), Comparative Fit Index (CFI), Normed Fit Index (NFI), and Incremental Fit Index (IFI). The performance of eight indicators, and each performance measure appropriate in the research, is mentioned below in Table 7.

Table 7. Analysis of significance of path coefficient.

| Hypothesis | Construct Relationship | Estimate | Decision |
|------------|------------------------|----------|----------|
| H1         | SI $\rightarrow$ UC    | 0.356 ** | Supported |
| H2         | SI $\rightarrow$ PE    | 0.096 *  | Supported |
| H3         | UC $\rightarrow$ PE    | 0.0843 *** | Supported |
| H4         | UC $\rightarrow$ PEU   | 0.365 ** | Supported |
| H5         | PEU $\rightarrow$ PU   | 0.0865 *** | Supported |
| H6         | PE $\rightarrow$ PU    | $-0.023$ | Not Supported |
| H7         | PE $\rightarrow$ FL    | 0.51 *  | Supported |
| H8         | PU $\rightarrow$ ATT   | 0.644 *** | Supported |
| H9         | PE $\rightarrow$ ATT   | $-0.834$ | Not Supported |
| H10        | ATT $\rightarrow$ BI   | 0.853 *** | Supported |
| H11        | FL $\rightarrow$ BI    | 0.798 *** | Supported |
| H12        | PU $\rightarrow$ BI    | 0.958 *** | Supported |

The model was confirmed by different criteria of model fit indicators, such as the $\chi^2$ value, i.e., 1.745, which was between 1 to 2, indicating that the model was fit to the data. The goodness of fit index value was 0.877, which is acceptable as per threshold limit 0.9 [58], indicating that the model was appropriate for the data. Next, the adjusted goodness of fit index value was found to be 0.885, which is higher than threshold limit, i.e., 0.80. Hence, it is considered a well-fitting model. Now, the Root Mean Square Error of Approximation parameters is within the range of 0.05 to 0.10, an indicator of good fit, and value beyond 0.10 suggested poor fit was considered [59]. Hence, the result found, i.e., 0.059, is as per criteria, which is acceptable in study. The outcome of the root mean square residual is 0.043. Therefore, value as high as 0.08 are considered to be appropriate [60]. Next, the NFI is a cumulative measurement of goodness for a mathematical model that is not influenced by the numbers of specifications/constructs in the study. Goodness of fit is tested by a correlation between the study model and the model of completely uncorrelated constructs [61]; the value received in study is 0.895. Hence, the result is favorable, as
per threshold limit, and the results of NFI were evaluated with the help of the formula mentioned below.

\[ NFI = \Delta_1 = 1 - \frac{C}{C_b} = 1 - \frac{\hat{C}}{\hat{C}_b}. \]  

(1)

Now, the value of Incremental Fit Index was measured to know the degree of freedom of the model. The alternative name of IFI is comparative [62] and relative fit indices [63]. Hence, the value is measured is 0.955, which indicates that the results are supportive as per the statics criteria. The results are evaluated with the help of formula mentioned below:

\[ IFI = \Delta_2 = 1 - \frac{\hat{C}_b - \hat{C}}{\hat{C}_b - d}. \]  

(2)

Lastly, the Comparative Fit Index (CFI) analyzes the good fit by investigating the difference between both, the data and the hypothesized framework, thus optimizing for the concerns of dataset found in the chi-squared fit test and NFI. Comparative fit index values vary between 0 and 1, with higher values suggesting good fit. Initially, a comparative fit index value of 0.90 or greater was considered to imply appropriate model fit. Therefore, the result found is 0.957, which implies that outcome is as per threshold limit. The CFI value is calculated with the help of formula mentioned below.

\[ CFI = 1 - \frac{\max(\hat{C} - d, 0)}{\max(\hat{C}_b - d_b, 0)} = 1 - \frac{NCP}{NCP_b}. \]  

(3)

In addition to this, the objective of the path analysis is always to determine the reliability and validity of the hypothesis-based model and to calculate the complexity of the causal relationships among the variables. The structural equation model was tested by checking the hypothesized relationship between different factors, which is shown in Figure 5 and Table 7.

![Figure 5. SEM model.](image)

This study is framed by the Technology Assessment Model, which followed 12 symmetric assumptions among constructs. Table 7 justifies the same. Therefore, the relationship of hypothesis, i.e., H3, H5, H8, H10, H11, H12, results significant at \( p < 0.001 \) is supported by many previous research studies [28,64]. On another hand, the symmetric relationship of the hypotheses, i.e., H1 and H4, are both significant at \( p < 0.01 \). Hence, the outcome of H1 and H4 are supported by Reference [57]. Moreover, H2 and H7 are significant at \( p < 0.05 \). Lastly, the results of H6 and H9 are insignificant in the study.
5. Machine Learning Techniques

5.1. Support Vector Machine

Support vector machine (SVM) is under the category of supervised learning. The supervised learning means a target value is provided to tackle the problem and find-out the error rate. SVM is generally used for classification, as well as regression analysis [65]. The equation for SVM classifier is as follows:

\[
\frac{1}{n} \sum_{i=1}^{n} \max(0, 1 - y_i (w \cdot x_i - b)) + \lambda \|w\|^2.
\] (4)

The kernel function exists for further evaluation of SVM, depending on the problem which can be linear, polynomial, rbf, and sigmoid type.

5.2. Logistic Regression

Logistic regression is one of the statistical models that is popular for complex problems. It has a function known as logistic function that is able to model a binary dependent variable [66]. In a mathematical point of view, a binary logistic regression depends on two existing values, i.e., 0 or 1. The label value 1 represents a collection of one or more independent variables. The independent variable exists between 0 and 1, depending on logistic function. In the machine learning prediction problems, usually, sigmoid function is used for evaluation [67]. The mathematical equation is as follows:

\[
\text{logistic}(\eta) = \frac{1}{1 + \exp(-\eta)}.
\] (5)

Based on the probability, the logistic regression between 0 and 1 related to classification. The output is as follows:

\[
P(O^{(i)} = 1) = \frac{1}{1 + \exp \left( - \left( \beta_0 + \beta_1 x_1^{(i)} + \cdots + \beta_n x_n^{(i)} \right) \right)},
\] (6)

\[
\log \left( \frac{P(y = 1)}{1 - P(y = 1)} \right) = \log \left( \frac{P(y = 1)}{P(y = 0)} \right) = \beta_0 + \beta_1 x_1^{(i)} + \cdots + \beta_n x_n^{(i)}.
\] (7)

The above equation is called a log odd function.

If one element, i.e., the \(x_j\) attribute, is replaced, then it will effect on the prediction, such as:

\[
\left( \frac{P(y = 1)}{1 - P(y = 1)} \right) = \text{odds} = \exp \left( \beta_0 + \beta_1 x_1^{(i)} + \cdots + \beta_n x_n^{(i)} \right).
\] (8)

Now, let us check if one of the feature value is raised to 1.

\[
\frac{\text{odds}_{j+1}}{\text{odds}} = \frac{\exp \left( \beta_0 + \beta_1 x_1 + \cdots + \beta_j (x_j + 1) + \cdots + \beta_n x_n^{(i)} \right)}{\exp \left( \beta_0 + \beta_1 x_1 + \cdots + \beta_j x_j + \cdots + \beta_n x_n^{(i)} \right)},
\] (9)

\[
\frac{\exp(a)}{\exp(b)} = \exp(a - b),
\] (10)

\[
\frac{\text{odds}_{j+1}}{\text{odds}} = \exp(\beta_j (x_{j+1}) - \beta_j x_j) = \exp(\beta_j).
\] (11)

Conclusively, we can say that one replacement in the feature can affect the ratio by an exp factor(\(\beta_j\)).
5.3. Ridge Regression

Ridge regression is a famous technique that includes multiple regression analysis on the data [68]. The equation on which ridge regression is calculated is as follows:

\[ \alpha = \beta B + e \]  

where \( \alpha \) denoted as dependent variable, \( \beta \) denoted as independent variable, \( B \) represented as regression coefficient that must be estimated, and \( e \) provides the errors.

For regression coefficients, estimation is evaluated by equation as follows:

\[ \hat{\beta} = (\beta' \beta)^{-1} \beta' \alpha \]  

\[ \beta' \beta = R, \text{ where } R \text{ represents the correlation matrix.} \]

\[ E(\hat{\beta}) = \beta. \]  

The co-variance matrix,

\[ V(\hat{\beta}) = \sigma^2 R^{-1}, \]

we assumed as \( \sigma^2 = 1. \)

Adding the small value of \( k: \)

\[ \tilde{\beta} = (R + kI)^{-1} \beta' \alpha. \]

The amount of bias:

\[ E(\tilde{\beta} - \beta) = [ (f'i'f' + kI)^{-1} f'i'f - I ] \beta. \]

The covariance matrix:

\[ V(\tilde{\beta}) = (f'i'f' + kI)^{-1} f'i'f (f'i'f' + kI)^{-1}. \]

6. Machine Learning Result Analysis

The machine learning techniques are very efficient in predicting the target factor based on embedded parameters. In this paper, various techniques have been selected that predict how much the level of selected parameters, such as perceived enjoyment and perceived ease of usefulness, are involved in expressing to grab the attention of the user for continuously playing online games. These parameters provide the credibility of online game usage and enhance skills. For the evaluation with machine learning techniques, there exist metrics, such as accuracy, precision, recall, and F1-measure. Before that, there is the need to evaluate the True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN).

- **Accuracy**

  The accuracy is calculated in terms of aforementioned factors as the ratio of data points (TP + TN) with total correct prediction, i.e., (TP + TN + FP + FN). Accuracy is the important measurement criteria which evaluates the performance of classification model. The equation is as follows:

  \[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}. \]  

- **Precision**
Precision is represented as the ratio of True Positive (TP) information to the combined True Positive (TP) and False Positive (FP) information. It gives the correctly classified information from the given information. The equation is as follows:

\[
\text{Precision} = \frac{TP}{TP + FP}.
\]  

- **Recall**

Recall is calculated as ratio of True Positive (TP) information to the combined True Positive (TP) and False Negative (FN) information. The equation is as follows:

\[
\text{Recall} = \frac{TP}{TP + FN}.
\]  

- **F1 Score**

F1 Score is calculated to harmonic mean of Recall and Precision. The F1 Score provides the proper and correct evaluation if the model’s performance in classifying the perceived usefulness and perceived enjoyment. The equation of F1 Score calculation is as follows:

\[
F1\text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}.
\]

### 6.1. Data

The key role is performed by the various algorithms which indulge the dataset and provide the prediction performance. The dataset is divided into symmetric parts as training set and test set. The training set is given initially to each algorithm to learn the data and its target output. If the data is cleaned, the prediction will be much more accurate; otherwise, we need to clean and remove the noise from it. The ration of training set and test set is 75% and 25%, respectively. Then, after, one by one algorithm is used to evaluate the data and check performance. From Figure 6, the score percentage is calculated with three machine learning algorithms, such as SVM, logistic regression, and ridge regression. According to Tables 8 and 9, it is shown that logistic regression provides very high accuracy and precision, which means logistic regression is a good predictor for the given problem.

![Figure 6. Comparative analysis of perceived usefulness, attitude, and flow with machine learning techniques.](image-url)
6.2. Evaluation

The evaluation is done among three parameters: perceived usefulness, attitude, and flow over behavior intention. The logistic regression prediction outperforms, i.e., 88.67%, the other, which is 81.33% for SVM and 61.45% for ridge regression, in terms of perceived usefulness over BI. Similarly, logistic regression again gives better results in terms of attitude and flow, as shown in Table 8. Hence, all three parameters provide high impact on behavior intention as per calculated results with TAM model and machine learning. Out of which perceived usefulness parameter is the most important, among all others. The training and testing accuracy for logistic regression model, SVM model and ridge regression is shown in Figures 7–9, respectively. For further analysis of models, receiver operating characteristic (ROC) curve is also calculated. Figures 10–12 represents the ROC curve for the logistic regression, SVM model, and ridge regression model, respectively.

![Figure 7. The accuracy for training and testing of logistic regression model.](image1)

![Figure 8. The accuracy for training and testing of SVM model.](image2)
Figure 9. The accuracy for training and testing of ridge regression model.

Figure 10. The ROC curve for logistic regression model.

Figure 11. The ROC curve for SVM model.
Figure 12. The ROC curve for ridge regression model.

Table 8. Comparative result of perceived usefulness, attitude, and flow.

|       | PU (%) | Attitude(%) | Flow(%) |
|-------|--------|-------------|---------|
| Logistic | 88.67  | 77.12       | 66.33   |
| SVM    | 81.33  | 73.88       | 62.85   |
| Ridge  | 61.45  | 54.99       | 48.90   |

Table 9. Calculation of accuracy, recall, precision, and F1-score.

|       | Precision | Recall | F1  | Accuracy |
|-------|-----------|--------|-----|----------|
| Logistic | 83.41     | 88.72  | 86.17 | 89.0     |
| SVM    | 80.48     | 87.11  | 82.66 | 87.34    |
| Ridge  | 60.55     | 62.05  | 61.13 | 62.12    |

7. Discussion and Limitation

7.1. Discussion

This research found a conceptual model with the base of technology acceptance model which examined the SEM analysis on projected conceptual model for online games adoption. The research model was prepared with the support of previous studies related to online games [28,29,64,69]. The empirical-based finding was conducted in the study. The outcome of study is majorly focused on individual behavior, symmetry in relations between responses, intention, understanding, and attitude towards various online games available on the Internet. The data of the research was good fit in nature. Therefore, the data was best suitable for measurements, and the result of the theoretical model was supportive, which justifies accurate results related to people’s behavior who are using online games or having a habit to play online games. The study reveals a symmetric relationship among the constructs. Therefore, the result found that symmetric social interaction has a positive significant impact on use context and perceived enjoyment. The outcome of this relationship is supported by Reference [70]. Another relation, i.e., use context, has found to have an impeccable effect on perceived enjoyment and perceived ease of use, which is supported by Reference [57]. Perceived ease of use is also found positive impact on perceived usefulness. Hence, results reinforced by previous study [38]. Next, perceived enjoyment reveal optimistic significant symmetric relationship with flow while playing online game. On the other hand, it is insignificant in relation to perceived usefulness and attitude, but results are supported by many researchers, whereby perceived usefulness has a substantial impact on attitude. The last relation of this study is with the dependent variable, i.e., behavior intention, in which the study found the positive relation to attitude, flow,
and perceived usefulness, when comparing our observations with other literature work. Therefore, it can be implied that, in the field of online games, the study demonstrates that young consumers like to play online games frequently because they feel it easy, convenient, joyful, fun, and enjoyable, anytime and anywhere, without any performance consequences and trouble. The TAM model is very good in the implementation of quantitative problem of statistical analysis. For further evaluation machine learning approach is implemented to trigger the most prominent parameters indulge in the evaluation of online games complex problem. From this, three popular approaches are considered, i.e., logistic regression, ridge regression, and support vector machine. All these are worked efficiently to solve these kinds of problems. From Figures 7–9, the performance of the models over the dataset is shown. These figures elaborates the training and testing accuracy on the dataset. Similarly, the ROC curve is also calculated that provide the region area to give the performance. The higher the region in ROC curve that better will be the model. The ROC curve is represented in the Figures 10–12. Along with this, Table 9 gives the detailed view of performance in terms of Precision, Recall, F1-Score, and Accuracy. From all these most prominent factors evaluated is perceived usefulness, attitude, and flow, which affect high performance the most. Hence, the significance to apply machine learning approach is to reveal the most affective factors for online mobile games. Social interaction is also increased with this as most of the games on mobile devices are multiplayer games, where you can play with your friends, as well as strangers. They give the option to invite your friends via other social platforms, such as Facebook, WeChat, etc. This is how online games are also enhancing social interaction. The symmetry of social media platforms is reliable in providing services to the user. Each social media platform gains popularity only when there are a lot of things to do, i.e., interaction with people with friends, as well as strangers. The privacy of these platforms is also maintained at the individual level.

7.2. Limitations

Along with the positive aspects and relation among the constructs, there are some limitations in the existing study, which are supportive for the expected effort. Firstly, the data was only collected from India. Secondly, the focus of this study is only Internet games as the study recommends consideration of online mobile games, which gives more insight to the game developer for more innovation. Thirdly, in this research, the data was collected from a group of 16- to 35-year-old individuals, although the study suggests considering data of those above 35 years old because, in many regions, online games are very popular in the beyond 35 years old age group. However, the findings might not be possible to generalize, but it would be interesting to expand this research work to a global scale, as well as even explore other social media platforms to find symmetric relations between different considered factors.

8. Conclusions

This research provides an in-depth analysis of online games popularity in India. The theoretical model of this study is framed on the basis of cases analyses factors affecting online games and employed TAM theory. This research is based on 304 respondents, with 8 factors which are important for considering online games. We identified important constructs’ symmetric relationship on behavioral intention with reference to online games and found that social interaction, use context, perceived ease of use, perceived enjoyment, perceived usefulness, attitude, flow, and behavior intention have a positive relationship with their relation to constructs, but, on the other hand, perceived enjoyment was insignificant in relations with perceived usefulness and attitude. This study provides a better understanding of adoption behavior and helps the game developer to improve better services. Specifically, Tables 7 and 8 results justify that PU, attitude, and flow are the most important factors for the study and engraved popularity for online gaming. Figures 7–9 give insight to the performance for the training and testing for the dataset. Similarly, Figures 10–12 represents the ROC curve for the dataset. According to the machine learning approaches, it
is well defined that perceived usefulness, attitude, and flow are the more important factors that affect the model. It is clear from the analysis that perceived usefulness is the most prominent factor for online gaming industry. Hence, this study concludes that successful online mobile games will also make substantial efforts to deliver entertaining games in a widely obtainable manner and give well defined symmetry to the users. In the future, we will evaluate our concept on various models and other approaches. Further, we will go in-depth on the privacy factors for online mobile games.
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