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Abstract

The dynamic iteration method with a restricted additive Schwarz splitting is investigated to co-simulate linear differential algebraic equations system coming from RLC electrical circuit with linear components. We show the pure linear convergence or divergence of the method with respect to the linear operator belonging to the restricted additive Schwarz interface. It allows us to accelerate it toward the true solution with the Aitken’s technique for accelerating convergence. This provides a dynamic iteration method less sensitive to the splitting. Numerical examples with convergent and divergent splitting show the efficiency of the proposed approach. We also test it on a linear RLC circuit combining different types of circuit modeling (Transient Stability model and Electro-Magnetic Transient model) with overlapping partitions. Finally, some results for a weakly nonlinear differential algebraic equations system are also provided.
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1. Introduction

Since the pioneering work of Lelarasme & al \cite{1} that analyze in time domain large-scale problems arising from the modeling of integrated circuits, waveform relaxation methods (WR) \cite{2} also known as dynamic iteration methods, a term first introduced by Miekkala and Nevanlinna \cite{3} Eq (2.2)\) and generally used in publications \cite{4,5,6,7,8} arouses more and more interest with
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In such methods applied to Ordinary Differential Equations (ODE) systems or to Differential Algebraic Equations (DAE) systems, the system is decomposed into several subsystems with many internal variables and few external variables. For initial value problems with linear ODEs, the method consists in carrying out some splitting of the linear operator $A = M - N$ such as Jacobi, relaxed Jacobi, Gauss-Seidel or SOR. Nevertheless this fixed-point process must be contractant to converge. The analysis of the convergence of the method, using the Laplace transform, says that the convergence occurs when the spectral radius $\rho((i\xi I + M)^{-1}N) < 1$ [3, Eq 2.13]. For initial value problems with linear DAE systems $\dot{B}x + Ax = f$, like those arising in RLC circuits, Miekkala [4, Theorem 2] extended her previous convergence analysis result with the splitting of $B = M_b - N_b$ and $A = M_A - N_A$, $\rho((i\xi M_b + M_A)^{-1}(i\xi N_b + N_A)) < 1$. Reichel & al combined the waveform SOR with the multistep integration method and showed that the SOR relaxation optimal parameter is dependent on Fourier frequencies [9, Eq 19]. Jiang and Wing determined the expressions of the spectrum and pseudospectrum of the waveform relaxation operators for linear differential-algebraic equations systems which occur especially in circuit simulation [11, Eqs (3) & (4)] and Jiang extended these results to a general class of nonlinear differential-algebraic equations [12] of index one. These extended results generalize the expressions of Lumsdaine and Wu [13]. Several techniques to precondition the fixed point problem were proposed by Arnold & Gunther [14]. Hout has established convergence results that are relevant in applications to nonlinear, nonautonomous, stiff initial value problems [15].

Some convergence acceleration techniques for the WR have been proposed. Some waveform successive overrelaxation (SOR) techniques have been proposed by Janssen and Vandewalle [15] to accelerate the standard waveform method. Leimkuhler proposed to accelerate the WR by solving the defect equations with a larger timestep, or by using a recursive procedure based on a succession of increasing timesteps [17]. Lumdaisne & Wu proposed to accelerate the WR by Krylov subspace techniques (WGMRES) [18] to solve time-dependent problems. Botchev & al [19] compared WR-Krylov with Krylov’s methods combined with the shift and invert (SAI) technique to obtain parallelism in time. Ladics [20] combined the WR with convergent numerical methods to solve semi-linear PDEs, he showed the effect of applying time windows. Recent developments in the dynamic iteration method for the co-simulation of electrical circuits have been carried out by Bartel & al [21, 22] and by Ali & al [22]. Gausling & al [23] analyzed the contraction and the rate of convergence of the co-simulation process for a test circuit subjected to uncertainties on the parameters of its components. Moreover, the rate of convergence or divergence of the dynamic iteration depends on the interface coupling [24]. Pade and Tischendorf [25] presented topological criteria for the coupling of networks which are easy to check and which are sufficient to ensure the convergence of the WR which is related to the DAE index.

In this paper, we focus on dynamic iteration for linear DAE as in [11] with a perspective of accelerating domain decomposition. Garbey and Tromeur Dervout developed the Aitken-Schwarz domain decomposition [26] using the pure linear convergence of Schwarz type method to accelerate their convergence with the Aitken’s technique for accelerating convergence for PDE problems. Tromeur-Dervout [27, 28] developed a completely algebraic formulation of this Aitken’s technique for accelerating convergence as a function of the trace of the Schwarz’s iterations on the domain decomposition interface. Shourick & al developed heterogenous Schwarz domain decomposition accelerated by the Aitken’s technique for accelerating convergence for the co-simulation of electromagnetic transient and transient stability [29]. We want to demonstrate with such a technique that we can accelerate the dynamic iteration to obtain the solution whatever...
its convergence or its divergence and therefore without topological criteria on the coupling as in \[25\] or \[24\].

The outline of this paper is as follows: section 2 focuses on dynamic iteration for linear DAEs for which the splitting of linear operators follows a Restrictive Additive Schwarz (RAS) domain decomposition. Section 3 details the error operator of the dynamic iteration associated with the RAS domain decomposition and the acceleration of the convergence with Aitken’s technique using the pure linear convergence, i.e. the error operator does not depend on the iteration. We present numerical results in section 5 with examples of linear DAEs of index one and two, as well as with heterogeneous modeling using ElectroMagnetic Transient modeling and Transient Stability modeling with overlap. We conclude in section 6.

2. Dynamic iteration for linear DAE

Let us consider the linear DAE

\[
\begin{align*}
\dot{x}(t) + Ax(t) + By(t) &= b_1(t), x(0) = x_0, \\
Cx(t) + Dy(t) &= b_2(t), t \in [0,T].
\end{align*}
\]

(1)

where \(x(t) \in \mathbb{R}^{n_1}\) and \(y(t) \in \mathbb{R}^{n_2}\) for all \(t \in [0,T]\), \(D\) is a \(n_2 \times n_2\) nonsingular matrix, \(A\) is an \(n_1 \times n_1\) matrix, \(B\) is an \(n_1 \times n_2\) matrix, \(C\) is an \(n_2 \times n_1\) matrix, \(b_1(t) \in \mathbb{R}^{n_1}\) and \(b_2(t) \in \mathbb{R}^{n_2}\) are known input functions, and \(x_0 \in \mathbb{R}^{n_1}\) is a consistent initial value. Let \(n = n_1 + n_2\).

Let us write the dynamic iteration in the context of a RAS domain decomposition. First, we define the matrix \(A = \begin{pmatrix} A & B \\ C & D \end{pmatrix}\) corresponding to the linear operator of the DAE and we define \(z(t) = [x(t), y(t)]^T\), \(b(t) = [b_1(t), b_2(t)]^T\) and \(I_d = \begin{pmatrix} I_{n_1} & 0_{n_1 \times n_2} \\ 0_{n_2 \times n_1} & 0_{n_2 \times n_2} \end{matrix}\). Then we can rewrite Eq (1) as:

\[
I_d \dot{z}(t) + Az(t) = b(t), x(0) = x_0, t \in [0,T].
\]

(2)

By adapting the notations of \[30\], we consider the matrix \(A \in \mathbb{R}^{n \times n}\) having a non-zero pattern and the associated graph \(G = (W, F)\), where the set of vertices \(W = \{1, \ldots, n\}\) represents the \(n\) unknowns and the set of edges \(F = \{(i,j) | \tilde{A}_{i,j} \neq 0\}\) represents the pairs of vertices that are coupled by a non-zero element in \(\tilde{A}\). Then, we assume that a graph partitioning was applied and that resulted in \(N\) non-overlapping subsets \(W^i\) whose union is \(W\). Let \(W^p_i\) be the \(p\)-overlap partition of \(W\), obtained by including all the vertices immediately neighboring the vertices of \(W^{p-1}_i\). Let \(W^p_i = W^{p+1}_i \setminus W^p_i\). Then let \(R^0_i \in \mathbb{R}^{n \times n}\) (\(R^{p,i} \in \mathbb{R}^{n \times n}\) and \(R^0_i \in \mathbb{R}^{n \times n}\) respectively) be the operator which restricts \(x\) to the components of \(x\) belonging to \(W^p_i\) \((W^0_i\) and \(W^0_i\) respectively, and the operator \(R^0_i \in \mathbb{R}^{n \times n}\) puts 0 to the unknowns belonging to \(W^p_i\)).

We define the operators \(\tilde{h}_i = R^{p,i} \tilde{h}^T_i\) and \(\tilde{z}_i = R^{p,i} \tilde{z}^T_i\), the vectors \(\tilde{z}_i = R^{p,i} \tilde{z}\), \(\tilde{b}_i = R^{p,i} \tilde{b}\), and \(\tilde{z}^T_i\). We also introduce \(R^{0,d}_i \in \mathbb{R}^{x_{n_1}}\) and \(R^{p,d}_i \in \mathbb{R}^{x_{n_2}}\) (respectively \(R^{0,d}_i \in \mathbb{R}^{x_{n_1}}\) and \(R^{p,d}_i \in \mathbb{R}^{x_{n_2}}\)) which separate the differential and the algebraic variables belonging to \(W^p_i\) \((W^0_i\) and \(W^{p,i}\) respectively. \(R^0_i = \begin{pmatrix} R^{0,d}_i & 0_{n_1 \times n_2} \\ 0_{n_2 \times n_1} & R^{p,d}_i \end{pmatrix}\)
Proposition 1. The dynamic iteration \( k + 1 \) with the RAS splitting is written locally for the \( W_i^p \) partition as:

\[
\begin{align*}
\mathbb{I}_d \lambda_i^{(k+1)}(t) + A_i \lambda_i^{(k+1)}(t) + B_i y_i^{(k+1)}(t) &= b_i(t) - E_i \omega_i^{(k)}(t), & t \in [0, T], \\
x_i(0) &= R_i^p x_0,
\end{align*}
\]

(3)

and by separating the differential and algebraic variables belonging to the partition \( W_i^p \):

\[
\begin{align*}
x_i^{(k+1)}(t) + A_i x_i^{(k+1)}(t) + B_i y_i^{(k+1)}(t) &= b_i(t) - E_i \omega_i^{(k)}(t), \\
x_i(0) &= R_i^p x_0,
\end{align*}
\]

(4)

Where

\[
\begin{align*}
(A_i, B_i, C_i, D_i) &= \begin{pmatrix} R_i^p & 0_{n_{i,x} \times n_2} \\ 0_{n_2 \times n_{i,x}} & R_i^{p,a} \end{pmatrix}, \\
\mathbb{A} &= \begin{pmatrix} (R_i^p)^T & 0_{n_2 \times n_{i,x}} \\ 0_{n_{i,x} \times n_2} & (R_i^{p,a})^T \end{pmatrix}, \\
(E_i^d, E_i^a) &= \begin{pmatrix} R_i^p & 0_{n_{i,x} \times n_2} \\ 0_{n_2 \times n_{i,x}} & R_i^{p,a} \end{pmatrix}, \\
\mathbb{A} &= \begin{pmatrix} (R_i^p)^T & 0_{n_2 \times n_{i,x}} \\ 0_{n_{i,x} \times n_2} & (R_i^{p,a})^T \end{pmatrix}.
\end{align*}
\]

(5)

(6)

Proposition 1. The dynamic iteration with the RAS splitting is written globally as:

\[
\begin{align*}
x_i^{(k+1)}(t) + A_i x_i^{(k+1)}(t) + B_i y_i^{(k+1)}(t) &= b_i(t) + A_i x_i^{(k)}(t) + B_i y_i^{(k)}(t), \\
x_i^{(k+1)}(0) &= x_0,
\end{align*}
\]

(7)

with

\[
\begin{align*}
A_i &= \sum_{i=0}^{N-1} R_i^d A_i R_i^d, & A_i^d &= \sum_{i=0}^{N-1} R_i^d E_i^d R_i^d, & b_i(t) &= \sum_{i=0}^{N-1} R_i^d R_i^d b(t), \\
B_i &= \sum_{i=0}^{N-1} R_i^d B_i R_i^d, & B_i^a &= \sum_{i=0}^{N-1} R_i^d E_i^a R_i^d, \\
C_i &= \sum_{i=0}^{N-1} R_i^d C_i R_i^d, & C_i^a &= \sum_{i=0}^{N-1} R_i^d E_i^a R_i^d, \\
D_i &= \sum_{i=0}^{N-1} R_i^d D_i R_i^d, & D_i^a &= \sum_{i=0}^{N-1} R_i^d E_i^a R_i^d, & b_i(t) &= \sum_{i=0}^{N-1} R_i^d R_i^d b(t).
\end{align*}
\]

Proof. The sum of the contribution of each partition with \( \sum_{i=0}^{N-1} R_i^d \) and the definitions of \( x_i, y_i, x_i, y_i \) give the result.

\[\square\]
3. Dynamic Iteration error operator and acceleration

We are in the formalism of the dynamic iteration with a general splitting. By adapting the results [11] Eq. (3) and (4)] to our notations, we have:

**Theorem 1** (Jiang & Wing [11]). The dynamic iteration with RAS splitting applied to a linear DAE system has an error operator $\mathcal{R}$ which does not depend on the iteration number such as:

$$
\begin{align*}
\mathbf{z}^{(k)} &= \mathcal{R}\mathbf{z}^{(k-1)} + \Phi \\
\mathcal{R} &= \begin{pmatrix} (D_1^r)^{-1}(C_2^r - C_1^r\mathcal{R}_1) & (D_1^r)^{-1}(D_2^r - C_1^r\mathcal{R}_2) \end{pmatrix}
\end{align*}
$$

With

$$
\begin{align*}
(\mathcal{R}_1 u)(t) &= \int_0^t e^{-S_1(r-s)}(A_2^r - B_1^r(D_1^r)^{-1}C_2^r)u(s)ds, \forall u \in L^2([0,T], C^{m_1}) \\
(\mathcal{R}_2 v)(t) &= \int_0^t e^{-S_1(r-s)}(B_2^r - B_1^r(D_1^r)^{-1}D_2^r)\phi(v)(s)ds, \forall v \in L^2([0,T], C^{m_2}) \\
S_1 &= A_1^r - B_1^r(D_1^r)^{-1}C_1^r, \Phi(t) = [\Phi_1(t), \Phi_2(t)], \\
\Phi_1(t) &= e^{-S_1t}x_0 + \int_0^t e^{-S_1(t-s)}[b_1^r(t) - B_1^r(D_1^r)^{-1}b_2^r(t)]ds, \\
\Phi_2(t) &= -(D_1^r)^{-1}(C_1^r\Phi_1(t) + b_2^r(t)).
\end{align*}
$$

The interest of Eqs (8) & (9) is to show the pure linear convergence of the DI and the possibility of accelerating the convergence to the true solution $\mathbf{z}^{(\infty)}$ with the Aitken’s technique for accelerating convergence, if 1 is not an eigen value of $\mathcal{R}$, as follows:

$$
\mathbf{z}^{(\infty)} = (I - \mathcal{R})^{-1}(\mathbf{z}^{(1)} + \mathcal{R}\mathbf{z}^{(0)})
$$

We present now the discrete counterpart of the DI with RAS splitting and its Aitken’s technique for accelerating convergence involving the interface solution of the RAS. We use a backward Euler for time discretization, other backward differences formula (BDF) schemes would give similar results with more complicated formula.

$$
\begin{align*}
\left\{
\begin{array}{l}
\mathbf{A}_1^{n+1,k+1} + \mathbf{B}_1^{n+1,k+1} = \tilde{\mathbf{b}}^{n+1} + \mathbf{A}_2^{n+1,k} + \mathbf{B}_2^{n+1,k}, \\
\mathbf{C}_1^{n+1,k+1} + \mathbf{D}_1^{n+1,k+1} = \tilde{\mathbf{b}}^{n+1} + \mathbf{A}_2^{n+1,k} + \mathbf{C}_2^{n+1,k} + \mathbf{D}_2^{n+1,k},
\end{array}
\right.
\end{align*}
$$

with $\mathbf{A}_1^n = I + \Delta \mathbf{A}_1^n$, $\mathbf{B}_1^n = \Delta \mathbf{B}_1^n$, $\tilde{\mathbf{A}}_2^n = \Delta \mathbf{A}_2^n$, $\mathbf{B}_2^n = \Delta \mathbf{B}_2^n$, $\tilde{\mathbf{b}}^{n+1} = x^{n+1} + \Delta \mathbf{b}^{n+1}$, with $x^{n,s} = x^{n,k+1}$ or $x^{n,s} = x^{n,s}$ depending on the implementation strategy used in section 4.

Locally, it is written with $x_i^{0,(k+1)} = R_{e}^{i}\cdot x_0$:

$$
\begin{align*}
\left(\begin{array}{c}
x_i^{n+1,(k+1)} \\
y_i^{n+1,(k+1)}
\end{array}\right) &= \left(\begin{array}{c}
\mathbf{A}_1^{-1} \mathbf{B}_1^{-1} \\
\mathbf{C}_1^{-1} \mathbf{D}_1^{-1}
\end{array}\right) \left(\begin{array}{c}
\tilde{\mathbf{b}}_{i}^{n+1} \\
\tilde{\mathbf{E}}_{i}^{n+1}
\end{array}\right) \left(\begin{array}{c}
\hat{\mathbf{E}}_{i}^{n+1} \\
\hat{\mathbf{E}}_{i}^{n+1}
\end{array}\right) \left(\begin{array}{c}
x_i^{n+1,(k)} \\
y_i^{n+1,(k)}
\end{array}\right)
\end{align*}
$$
By defining \( M_{RAS}^{-1} \defeq \sum_{i=0}^{N-1} R_i^{\text{DT}} \hat{K}_i^{-1} R_i^p \) and adding the contribution of each partition \( W_i^p \), the RAS can be seen as a Richardson’s process:

\[
\sum_{i=0}^{N-1} R_i^{\text{DT}} R_i^p z_{n+1,(k+1)} = \sum_{i=0}^{N-1} R_i^{\text{DT}} \hat{K}_i^{-1} R_i^p z_{n+1} - \sum_{i=0}^{N-1} R_i^{\text{DT}} \hat{K}_i^{-1} R_i^p R_i^{\text{DT}^T} R_i^p z_{n+1,(k+1)},
\]

(18)

\[
z_{n+1,(k+1)} = M_{RAS}^{-1} z_{n+1} - M_{RAS}^{-1} \hat{K}_0^{-1} z_0 + z_{n+1,(k)},
\]

(19)

The Richardson’s process (19) is deduced from (18) (see [31, Theorem 3.7]) by using the property \( R_i^{\text{DT}} \hat{K}_i = R_i^{\text{DT}} (R_i^{\text{DT}^T} R_i^p + R_i^{\text{DT}^T} R_i^p)^{-1} \).

The restriction of (19) to the interface \( \Gamma = \{ W_{0,e}^p, \ldots, W_{N-1,e}^p \} \) of size \( n_r = \sum_{e=0}^{N-1} n_{r,e} \), by setting \( R_\Gamma = (R_{0,e}^p, \ldots, R_{N-1,e}^p)^T \in \mathbb{R}^{n_r \times n_r} \) and using the property \( R_\Gamma^{\text{DT}} R_\Gamma^{\text{DT}^T} R_\Gamma = R_\Gamma^{\text{DT}^T} R_\Gamma^{\text{DT}} \), can be written as:

\[
R_\Gamma z_{n+1,(k+1)} = R_\Gamma (I - M_{RAS}^{-1} \hat{K}_0^{-1}) R_\Gamma z_{n+1,(k)-1} + R_\Gamma \left( M_{RAS}^{-1} \hat{K}_0^{p-1} \right) z_{n+1,(k+1)}.
\]

(20)

The pure linear convergence of the RAS at the interface given by: \( z_{n+1,(k)} - z_{n+1,(\infty)} = P(z_{n+1,(k)} - z_{n+1,(\infty)}) \) (the error operator \( P \) does not depend on the iteration \( k \)) allows to apply the Aitken’s technique for accelerating convergence to obtain the true solution \( z_{n+1,(\infty)} \) on the interface \( \Gamma \): \( z_{n+1,(\infty)} = (I - P)^{-1} (z_{n+1,(k)} - P z_{n+1,(k+1)} \Gamma) \), and thus after another local resolution, the true solution \( z_{n+1,(\infty)} \). Let us note that one can accelerate the convergence toward the solution for an iterative convergent or divergent method. The only need is that 1 is not one of the eigen values of \( P \). Considering \( e^k = z_{n+1,(k)} - z_{n+1,(k-1)} \), \( k = 1, \ldots \), the operator \( P \in \mathbb{R}^{n_r \times n_r} \) can be computed algebraically after \( n_r + 1 \) iterations as \( P = [e^{k+1}, \ldots, e^2] [e^1, \ldots, e^1]^{-1} \). Let us notice the sparse structure of the operator \( P \) in the two partitions case as we will have in the numerical examples. Defining \( e_r \), the restriction of the error \( e \) to the partition \( W_{r,e}^p \) leads to write the DI with RAS splitting as:

\[
\begin{pmatrix}
e_0 \\
e_1
\end{pmatrix}^{k+1} = \begin{pmatrix}0 & P_0 \\P_1 & 0 \end{pmatrix} \begin{pmatrix}
e_0 \\
e_1
\end{pmatrix}^k
\]

(21)

Using the properties of \( \sum_{i=0}^{N-1} R_i^0 \) and \( R_i^{\text{DT}^T} P_1 \), \( P_1 \) is given by:

\[
P_0 = R_0^{\text{DT}^T} \hat{K}_0^{-1} R_0^p \hat{K}_0^{p^{-1} T}
\]

(22)

\[
P_1 = R_1^{\text{DT}^T} \hat{K}_1^{-1} R_1^p \hat{K}_1^{p^{-1} T}
\]

(23)
4. Strategies for Dynamic Iteration

4.1. Sequential time steps strategy

In the sequential time step strategy, we apply the Aitken’s technique for accelerating convergence, after \( n + 1 \) DI iterations for the first regular time step, in order to numerically build the \( P \) operator. Then, if we use the same time step size for the following time steps, we can perform the Aitken’s convergence acceleration technique after one DI iteration.

4.2. Pipelined time steps strategy

In the pipelined time step strategy, we perform several time steps per DI iteration. Then after \( n + 1 \) we can compute the \( P \) operator associated with a time step, and we can build the \( P \) operator error associated with these several time steps given in (24).

\[
\begin{pmatrix}
  z_1^{(k+1)} \\
z_2^{(k+1)} \\
\vdots \\
  z_{m-1}^{(k+1)} \\
z_m^{(k+1)} \\
\end{pmatrix}
= \begin{pmatrix}
P & P & \cdots & P \\
\| & I & \| & \| \\
\end{pmatrix}
\begin{pmatrix}
z_1^{(k)} \\
z_2^{(k)} \\
\vdots \\
z_{m-1}^{(k)} \\
z_m^{(k)} \\
\end{pmatrix}
+ \begin{pmatrix}
z_0 + c_1 \\
c_2 \\
\vdots \\
c_{m-1} \\
c_m \\
\end{pmatrix}
\]

This pipelined time steps strategy has also a pure linear convergence/divergence and can also be accelerated by the Aitken’s technique for accelerating convergence.

5. Numerical results for DI with the RAS splitting

Firstly, we test our method on the RLC examples of [25] that they use to illustrate their convergence criteria for the WR Gauss-Seidel (the first example converges and the second, an index 2 DAE, diverges). We will see that the convergence or divergence of the method depends on the time step chosen for the DI with the RAS splitting. Finally, we apply the Aitken’s technique for accelerating convergence on the convergent and divergent cases. It shows the possibility of the method to obtain the true solution even in the divergent cases.

5.1. First example of [25]

The first RLC circuit example, satisfies the criteria of [25] to ensure the convergence for the WR Gauss-Seidel method. The circuit splitting is as follows:
The corresponding algebraic combination to the equations of the system. Here, are the combination of variables whose derivatives are combined in the same equation and to add the RAS iterations for one time step for the three time step value cases while Figure 1 (right) gives choosing a $\Delta t$ for the second partition. The error operator $P$ and it’s eigen values are calculated following Eq. (22) and (23):

\[
P = \begin{pmatrix}
0 & \frac{\lambda}{\lambda_1} & \frac{\lambda}{\lambda_2} \\
-\frac{L_2}{\Delta t} + \frac{L_3 C + L_2 G + 1}{\Delta t + G} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

\[
\lambda_1 = 0, \\
\lambda_2 = -i \sqrt{\frac{\Delta t}{L_1 (L_3 + G)}}, \\
\lambda_3 = i \sqrt{\frac{\Delta t}{L_1 (L_3 + G)}}.
\]

The method diverges if $|p(P)| > 1$. $L_1, C, G$ and $L_2$ are fixed so the convergence of the method depends on $\Delta t$. For $\Delta t_0 \equiv L_1 G + \sqrt{(L_1 G)^2 + 4 L_2 C}$, we have $|p(P)| = 1$. The method converges with choosing a $\Delta t \in [0; \Delta t_0]$, stagnates if $\Delta t = \Delta t_0$ and diverges otherwise.

Figure 1 (Left) gives the convergence behavior of $\log_{10}(||z^{(3)} - z_{ref}||_w)$ with respect to the RAS iterations for one time step for the three step time value cases while Figure 1 (right) gives the $e_i$ behavior with respect to the time with the monolithic reference and the DI with the RAS splitting with the Aitken’s acceleration.

5.2. Second example of \[25\]

For this second example, the criteria of \[25\] cannot ensure the convergence for the WR Gauss Seidel method. The circuit splitting is as follows: The interface values are $e_1$ and $e_r$ for the first partition and $i_1$ for the second partition. The error operator $P$ and it’s eigen values are calculated following Eq. (22) and (23):

\[
P = \begin{pmatrix}
0 & -\frac{\lambda}{\lambda_1} & \frac{\lambda}{\lambda_2} \\
\frac{L_3 C + L_2 G + 1}{\Delta t + G} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

\[
\lambda_1 = 0, \\
\lambda_2 = -i \sqrt{\frac{\Delta t}{L_1 (L_3 + G)}}, \\
\lambda_3 = i \sqrt{\frac{\Delta t}{L_1 (L_3 + G)}}.
\]
The same way as for the first example, the method diverges if $|p(P)| > 1$. So if $L_2 \geq L_1$ the method diverges, $L_1, C, G$ and $L_2$ are fixed the way as $L_2 < L_1$, so the convergence of the method depends on $\Delta t$. For $\Delta t \overset{\text{def}}{=} (L_1-L_2)G+\sqrt{(L_2-L_1)^2G^2+4(L_1-L_2)C^2}$, we have $|p(P)| = 1$. The method converges with choosing a $\Delta t \in [0, \Delta t_0]$, stagnates if $\Delta t = \Delta t_0$ and diverges otherwise.

Figure 2 (Left) gives the convergence behavior of $log_{10}(||z(2k) - z_{ref}||_\infty)$ with respect to the RAS iterations for one time step for the three time step value cases and the Aitken’s technique for accelerating convergence after four RAS iterates plus one more local solving, with $L_2 < L_1$. It shows that in both cases convergent or divergent the Aitken’s acceleration reaches the monolithic reference solution. Figure 2 (right) gives the convergence behavior of $log_{10}(||z(2k) - z_{ref}||_\infty)$ with respect to the RAS iterations and the Aitken’s technique for accelerating convergence after four RAS iterates plus one more local solving, with $L_2 > L_1$. In the two time step cases the RAS diverges, but the Aitken’s acceleration succeeds to reach the monolithic reference solution.

Figure 3 gives the $e_3$ behavior with respect to the time with the monolithic reference solu-
4.1e-04
4.5e-04 accelerated
4.1e-04 accelerated
4.0e-04 accelerated
4.5e-04 accelerated

Figure 2. Second example: DI with the RAS splitting convergence behavior ($log_{10}(||z^{2k} - z_{ref}||_{\infty})$) with respect to the RAS iterations and the Aitken’s technique for accelerating convergence after four RAS iterates, plus one more local solving, with, $C = 1.10^{-6}$, $G = 2.10^{-3}$ and (right) $L_2 = 0.4 > L_2 = 0.3$, (Left) $L_1 = 0.5 < L_2 = 0.7$.

Figure 3. Second example: Comparison between the DI with the RAS splitting with the Aitken’s technique for accelerating convergence and the DAE monolithic reference for the $e_3$ variable with $\Delta t = 4.510^{-4}$ and for $C = 1.10^{-6}$, $G = 2.10^{-3}$, $L_1 = 0.5 < L_2 = 0.7$.

5.3. DI with RAS splitting with heterogeneous modeling

Secondly, we apply the method to the co-simulation of an RLC circuit split into two different types of modeling (ElectroMagnetic Transient (EMT): a very precise model requiring very small time steps and a dynamic phasor (TS) model: less precise but allowing the use of larger time steps). The numerical example is the RLC circuit of Figure 4.

An overlap is defined and the EMT equations from $W_{11}$ are changed in TS equations and solved for the $-1$, 1 and 0 dynamic phasor modes. The values to be exchanged are $i_{12}, v_2$ from the EMT to the TS side and $i_{56}, v_6$ from the TS side to the EMT one.
The two main difficulties to carry out the co-simulation reside in the difference in the representations of the variables and the time step difference. We choose $\Delta t_{ts} = m \Delta t_{emt}$, $m \in \mathbb{N}$ and the interface values are exchanged at each TS time step. For TS modeling, the variables are assumed to oscillate with a specific angular frequency $\omega_0 = \frac{2\pi}{T}$ (where $T$ is the period) and its selected harmonics (dynamic phasor modes) taken from a subset $l = \{\ldots, -1, 0, 1, \ldots\}$:

$$z(t) = \sum_{k \in l} z_k(t) \exp(ik\omega_0 t), \ z = \{x, y\}. \quad (25)$$

Introducing (25) into (1) leads after simplification (i.e. orthogonality of the functions $\exp(ik\omega_0 t)$ with respect to the dot product $[f, g] = \frac{1}{T} \int_T^T f(z)g(z)dz$) to another DAE system that takes into account the differential property of the dynamic phasors. The number of TS variables is then multiplied by the number of harmonics chosen, and the number of equations must be multiplied accordingly.

Let’s take back the (17) equation, it must be adapted to the subdomain solved with the TS or with the EMT modeling. First the subdomain solved with TS for the $n + 1$ time step and the $k + 1$ RAS iteration:

$$\begin{pmatrix}
X_{ts}^{n+1, (k+1)} \\
Y_{ts}^{n+1, (k+1)} \\
Z_{ts}^{n+1, (k+1)}
\end{pmatrix}
= \begin{pmatrix}
\hat{A}_{ts} & \hat{B}_{ts} \\
C_{ts} & D_{ts}
\end{pmatrix}
^{-1}
\begin{pmatrix}
\hat{F}_{ts,d}^{n+1} \\
\hat{F}_{ts,a}^{n+1}
\end{pmatrix}
- \begin{pmatrix}
\tilde{E}_{ts,d}^{n} \\
\tilde{E}_{ts,a}^{n}
\end{pmatrix}
F_{mod}
\begin{pmatrix}
X_{emt}^{n+1, (k+1)} \\
Y_{emt}^{n+1, (k+1)} \\
Z_{emt}^{n+1, (k+1)}
\end{pmatrix}$$

$F_{mod}$ represents a readjusted FFT and a choice of mods corresponding to those retained for the TS simulation. $Z_{emt}^{n+1, (k+1)}$ is a history of values computed by the EMT subsystem during the previous
which recombine the TS modes and estimate their values for the

Figure 5. Comparison of the behavior, with respect to time, of the variables $\Delta$ (top left) and $v_3$ (bottom left) (the figures on the right are their zoom on the disturbances) computed using the heterogeneous EMT-TS RAS splitting with the Aitken’s technique for accelerating convergence ($\Delta t_a = 2.10^{-3}$ and $\Delta t_{out} = 2.10^{-5}$), the reference is the monolithic EMT. An amplitude perturbation on the voltage source starting at $t = 0.02s$ and ending at $t = 0.021s$, therefore lasting less than one $\Delta t_a$ is applied. Parameters are $L_1 = 0.07, C_1 = 1.e - 5, R_3 = 7, L_2 = 0.07, C_2 = 1.e - 7, R_2 = 7, Zs = 0.000001$.

RAS iteration (completed by some of the last values from the previous time steps if $T > \Delta t_a$). This history is the size of a period and ends at the instant corresponding to the $n+1$ time step.

$Z_{emt}^{n+1}(k) = [z_{n+1-j. emt}, \ldots, z_{n-1. emt}, z_{n+1, emt}]$

Secondly we perform the simulation for $W_{m}^{1}$ solved with EMT for each intermediate time step, the equation (17) is adapted to the subdomain solved, it gives for an intermediate time step $m+1$:

$$
\begin{pmatrix}
\frac{m+1, k+1}{z_{emt}^{m, k+1}} \\
\frac{m+1, k+1}{z_{emt}^{m, k+1}}
\end{pmatrix}
= 
\begin{pmatrix}
\hat{A}_{emt} & \hat{B}_{emt} \\
C_{emt} & D_{emt}
\end{pmatrix}
-1
\begin{pmatrix}
\hat{E}_{emt, d}^{m+1} \\
\hat{E}_{emt, a}^{m+1}
\end{pmatrix}
\begin{pmatrix}
R_{mod}^{m+1} \\
\hat{y}_{emt}^{m+1}
\end{pmatrix}
\begin{pmatrix}
\frac{n+1, k}{x_{emt, z_{emt}^{m, k+1}}} \\
\frac{n+1, k}{x_{emt, z_{emt}^{m, k+1}}}
\end{pmatrix}
\begin{pmatrix}
\tilde{z}_{emt}^{m+1} \\
\tilde{z}_{emt}^{m+1}
\end{pmatrix}
$$

$z_{emt}^{m+1, k}$ are the values computed by the TS side at the $n+1$ time step, and $R_{mod}^{m+1}$ an operator which recombine the TS modes and estimate their values for the $m+1$ time step.
\( F_{\text{mod}} \) and \( R_{\text{mod}} \) are linear operators so the DI with the RAS splitting convergence/divergence always remains purely linear and so we can apply the Aitken’s technique for accelerating convergence. Since the history \( Z_{\text{emt}}^{n+1, (k)} \) can be very large, the resulting error matrix would be very cumbersome to invert. Therefore, the acceleration is only performed on the interface values computed by the TS side, then the converged TS interface values are used to resolve the EMT side locally and after the TS side locally.

Figure 5 compares the EMT monolithic reference values for the variables \( v_3 \) and \( i_{34} \) with the EMT-TS heterogeneous RAS splitting where a perturbation on the source voltage that starts at \( t = 0.02 \)s and ends at \( t = 0.021 \)s is applied. The RAS DDM succeeds in capturing part of the perturbation on the \( v_3 \). It shows a good agreement between the monolithic and the EMT-TS heterogeneous RAS for the variable \( v_3 \). The variable \( i_{34} \) in the EMT DDM part captures certain oscillations due to the perturbation. These results show that EMT-TS heterogeneous RAS splitting can capture disturbances that last less than one TS time step and therefore would not have been captured by a monolithic TS model.

Figure 6. (Left) Heterogeneous EMT-TS RAS splitting divergence and its Aitken's acceleration for the TS partition interface during the time step \( t = 0.02 \) for \( \Delta t_{\text{ts}} = 2 \times 10^{-3} \) and \( \Delta t_{\text{emt}} = 2 \times 10^{-5} \) with parameters \( L_1 = 0.07, C_1 = 1.e-6, R_1 = 7, L_2 = 0.07, C_2 = 1.e-6, R_2 = 7, Z_s = 0.000001 \)

Figure 6 shows the purely linear divergence of the DI with the RAS splitting and its acceleration for the TS partition interface during the time step \( t = 0.02 \) for \( \Delta t_{\text{ts}} = 2 \times 10^{-3} \) and \( \Delta t_{\text{emt}} = 2 \times 10^{-5} \) with parameters \( L_1 = 0.07, C_1 = 1.e-6, R_1 = 7, L_2 = 0.07, C_2 = 1.e-6, R_2 = 7, Z_s = 0.000001 \) chosen to have DI with divergence.
5.4. Non-linear Case

We now consider the problem (\texttt{1}) but with at least one non-linear element. We rewrite it in its discrete form with linearizing it at each time step:

\[
\begin{pmatrix}
x_{i}^{n+1,(k+1)} \\
y_{i}^{n+1,(k+1)} \\
z_{i}^{n+1,(k+1)}
\end{pmatrix}
= \begin{pmatrix}
\bar{A}_{i}^{n+1} & \bar{B}_{i}^{n+1} \\
\bar{C}_{i}^{n+1} & \bar{D}_{i}^{n+1}
\end{pmatrix}^{-1}
\begin{pmatrix}
\bar{e}_{i}^{n+1} \\
\bar{f}_{i}^{n+1}
\end{pmatrix}
- \begin{pmatrix}
\tilde{A}_{i}^{n+1,1} & \tilde{B}_{i}^{n+1,1} \\
\tilde{C}_{i}^{n+1,1} & \tilde{D}_{i}^{n+1,1}
\end{pmatrix}
\begin{pmatrix}
\tilde{e}_{i}^{n+1,1} \\
\tilde{f}_{i}^{n+1,1}
\end{pmatrix}
+ \begin{pmatrix}
\alpha \bar{E}_{i}^{n+1} \\
\alpha \bar{E}_{i}^{n+1}
\end{pmatrix}
\]

following the same steps as in section 3, the error between two iterations can be rewritten as:

\[
\begin{pmatrix}
e_{1}^{n+1,k+1} \\
e_{2}^{n+1,k+1}
\end{pmatrix}
= \begin{pmatrix}
0 & P_{1} \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
e_{1}^{n+1} \\
e_{2}^{n+1}
\end{pmatrix}
\]

The \(P^{n+1}\) error operator depends on the time step and so needs to be computed again for each time step. However, the error operator does not depend on the RAS iteration \(k\) and so for each time step the (convergence/divergence) is purely linear and can be accelerated toward the true solution using the Aitken’s technique for accelerating convergence.

Let us take again the numerical example 2 and replace \(G\) by a function of \(i_{2}\) the current which crosses the associated component, \(G = \frac{1}{e_{G} + \alpha} \). Although this is non relevant from a physical point of view, we chose to take \(\alpha\) very large in order to increase the non-linearity.

| \(n\) | 1     | 25   | 250  |
|------|------|------|------|
| \(p(P)\) | 1 ± 0.816i | 1 ± 0.807i | 1 ± 0.814i |

Table 1. Variations of the maximum eigenvalue of the error operator \(P^{n}\) according to the time step \(n = \{1, 25, 250\}\) for the second numerical example with non linear \(G\) with \(L_{1} = 0.6, L_{2} = 0.7, C = 1.10^{-6}, G_{0} = 10, \alpha = 2000, \Delta t = 2.10^{-4}\).

Table 1 gives the maximum eigenvalue of \(P^{1}, P^{25}\) and \(P^{250}\). It shows that the DI with the RAS splitting diverges for these time steps but with small variations in the maximum eigenvalue from one time step to another.

Figure 7 shows identical behavior of \(e_{2}, e_{3}, i_{3}\), with respect to time, between the monolithic reference (dashed red curve) and the DI with the RAS splitting with the Aitken’s acceleration (black curve).

6. Conclusion

We formulated the dynamic iteration method with the restricted additive Schwarz splitting as an iterative process involving the interface unknowns coming from the partitioning of the differential algebraic system of equations. Its pure linear convergence or divergence in the context of linear DAE system, allows us to accelerate the convergence toward the true solution with the Aitken’s technique for accelerating convergence. We numerically built the error operator associated with the interface from the RAS iterations, only once if we use fixed time step. We also showed that the method can be used with heterogenous partition in the modeling such as EMT and TS modeling. Some extension of the method to solve nonlinear problems can also be applied by considering the linearization of the problem for each time step.
Figure 7. Second numerical example with non linear \( G \) with \( L_1 = 0.6, L_2 = 0.7, C = 1.10^{-6}, G_0 = 10, \alpha = 2000, \Delta t = 2.10^{-4} \); comparison between the DI with the RAS splitting with the Aitken’s technique for accelerating convergence and the DAE monolithic reference for \( e_2, e_3, i_3 \) and (right) variations of the maximum eigen value of the error operator \( P \) according to the time step.
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