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Abstract

Knowledge Graph Embedding (KGE), which projects entities and relations into continuous vector spaces, has garnered significant attention. Although high-dimensional KGE methods offer better performance, they come at the expense of significant computation and memory overheads. Decreasing embedding dimensions significantly deteriorates model performance. While several recent efforts utilize knowledge distillation or non-Euclidean representation learning to augment the effectiveness of low-dimensional KGE, they either necessitate a pre-trained high-dimensional teacher model or involve complex non-Euclidean operations, thereby incurring considerable additional computational costs. To address this, this work proposes Confidence-aware Self-Knowledge Distillation (CSD) that learns from the model itself to enhance KGE in a low-dimensional space. Specifically, CSD extracts knowledge from embeddings in previous iterations, which would be utilized to supervise the learning of the model in the next iterations. Moreover, a specific semantic module is developed to filter reliable knowledge by estimating the confidence of previously learned embeddings. This straightforward strategy bypasses the need for time-consuming pre-training of teacher models and can be integrated into various KGE methods to improve their performance. Our comprehensive experiments on six KGE backbones and four datasets underscore the effectiveness of the proposed CSD.

CCS Concepts

• Information systems → Data mining.
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1 Introduction

Knowledge Graphs (KGs), which encapsulate real-world facts in a graph structure, have found extensive applications across various domains, ranging from event prediction [25, 44], question answering [4, 16], to recommender systems [6, 11, 51]. As a foundational task in this area, Knowledge Graph Embedding (KGE) [5, 45] aims to represent entities and relations in KGs as continuous vectors. With the increasing scale of KGs in practice, the necessity for both accuracy and efficiency in KGE becomes increasingly critical. While recent years have witnessed a proliferation of sophisticated KGE methods, most successes hinge on high-dimensional embeddings, which inevitably incur increased memory and computational overhead. For instance, as demonstrated in Figure 1, representative KGE methods such as LowFER [1] and DistMult [46] exhibit a significant performance decline (about 96%) in their low-dimensional versions (e.g., 25 dimensions) compared to their high-dimensional (e.g., 250 dimensions) counterparts, despite the low-dimensional models have 6-11 times fewer embedding layer parameters and offering 3-5 times improved inference latency.

To enhance the effectiveness of low-dimensional KGE, several recent efforts have emerged, which can be categorized into two main approaches: 1) leveraging knowledge distillation to empower a low-dimensional model with knowledge from high-dimensional teacher models [10, 27, 55]; and 2) embedding KGs in the non-Euclidean spaces (e.g., hyperbolic or mixed-curvature spaces) to better capture the complex patterns of KGs [7]. However, these strategies still face limitations: knowledge distillation requires pre-training a high-dimensional KGE model, which still demands extensive computational resources and memory; the non-Euclidean
methods involve complex operations that incur additional computational costs and lack flexibility to be applied in various KGE models [48]. Given these limitations, an intriguing research question arises: How can we achieve effective low-dimensional KGE without incurring significant additional training costs?

To this end, this work proposes to leverage self-knowledge distillation (SKD) for both efficient and effective knowledge graph embedding with low dimensions. Unlike traditional knowledge distillation (KD), which requires a pre-trained teacher model, SKD learns from the model itself through introspection [18, 23, 49, 52]. Specifically, SKD utilizes information from past epochs to extract valuable knowledge to guide learning in subsequent epochs. SKD has been proven to enhance model accuracy and robustness while avoiding the substantial training overhead, and has been successfully applied in fields such as computer vision and natural language processing. However, adapting sophisticated SKD strategies to KGE presents unique challenges:

- **Divergent Objectives.** Recent SKD strategies are tailored for classification tasks, utilizing soft labels (e.g., logits) predicted by models in earlier epochs as a medium for knowledge transfer. However, the primary goal of KGE is to generate high-quality embeddings from observed facts, whose learning procedure is typically approached as a link prediction problem. While it is possible to conceptualize KDE as a specific classification task — where each tail node represents a distinct class — the computation and memory demands become impractical due to the soft labels involve a vast number of entities.

- **Inaccurate knowledge.** Given the complex structures and inherently noisy nature of KGs in practical applications, the accuracy of KGE methods may not reach the levels seen in classification tasks in NLP or CV. This suggests that self-derived knowledge may not always be reliable and can be detrimental. Empirical evidence indicates that the direct application of existing SKD methods such as CS-KD [50] and SD [47] to KGE may lead to reduced performance, as detailed in Table 2.

To overcome these challenges, we propose a novel confidence-aware self-knowledge distillation strategy (CSD) tailored for KGE. In line with the objective of KGE, diverging from distilling knowledge from logits, CSD proposes to extract knowledge from embeddings in previous epochs, which are then utilized to guide the learning of embeddings. A specific semantic module is developed to filter reliable knowledge by estimating the confidence of previously learned embeddings. It is noteworthy that our CSD is model-agnostic. We implement our CSD across six representative KGE backbones, including non-Euclidean methods [7, 15], to demonstrate its effectiveness. To summarize, this work makes the following contributions:

- We advocate for leveraging self-knowledge distillation in knowledge graph embedding and highlight the associated challenges.
- We propose an innovative iterative self-knowledge distillation method tailored for knowledge graph embedding that employs a specific semantic extraction module to distill reliable embedding knowledge from previous epochs to guide model learning.
- We conduct extensive experiments on six backbones and four datasets to demonstrate that CSD can consistently enhance performance with limited additional computational costs.

The remainder of this paper is structured as follows. Section 2 provides a brief review of the related works. The problem definition and background are detailed in Section 3. Our proposed CSD is introduced in Section 4. Section 5 presents the experimental results and discussions. Finally, Section 6 concludes the paper and outlines potential directions for future research.

## 2 Related Work

### 2.1 Knowledge Graph Embedding

Numerous methods for knowledge graph embedding have been proposed, with translation-based methods developed to capture the translation property in entities. Seminal models, for instance, TransE [5], TransH [43], and TransR [26], project entities and relations as vectors and consider the relation as translational operations designed to transform the head entity into the tail entity. Subsequent models such as TransD [20] and TranSparse [21] extend it by adding constrain conditions for entity and relation projections, resulting in considerable performance enhancements.

Recently, there has been intensive research on a neural network model called ConvE [13], which aims to capture the semantic interactions between entities and relations in knowledge graphs. Building upon this, ConvR [22] improves ConvE by replacing global convolution filters with relation-based filters. These filters are adaptively generated from relation embeddings, allowing ConvR to capture entity-relation interactions in the knowledge graph. Another model called HyperE [2] further extends ConvE by using a hyper-network to generate relation-specific convolution filters through tensor factorization. This extension facilitates feature interactions between entities and relations in knowledge graphs. Additionally, AcrE [32] and InteractE [40] introduce various convolution mechanisms, such as atrous and circular convolution, to enhance entity and relation semantic interactions. JointE [54] takes this further by jointly utilizing 1D and 2D convolutions to capture translation properties in KGs, thereby increasing interactions between entities and relations. M-DCN [53] introduces a dynamic and adaptive
generation of multi-scale filters for convolutions. It captures feature interactions and improves model expressiveness in knowledge graphs.

2.2 Knowledge Distillation

To get both performance and inference speed, knowledge distillation technology has been proposed. The initial knowledge distillation approach focused on utilizing the teacher model's prediction probabilities as soft targets for training the student model [17, 41]. FitNet [33] advanced the process by using the intermediate features of the teacher model as training hints for the student model. Building on FitNet, SemCKD [9] introduced semantic calibration, which employed an attention mechanism to obtain adaptive intermediate features for student training. Additionally, SimKD [8] achieved competitive performance for the student model simply by reusing the discriminant classifier from the teacher model.

The pioneer in knowledge graph embedding, KD-MKB [34], first utilized knowledge distillation for knowledge graph embedding by establishing a cooperative learning framework between a teacher model and a student model. Following this, MulIDE [42] and DualIDE [55] are proposed. All these papers utilized high-dimensional, powerful teacher models to facilitate the training of student models for improved performance. However, a high-capacity teacher model is not available in many cases. To address this limitation, we shift our focus towards self-knowledge distillation [14, 23, 49, 52]. However, existing self-distillation methods predominantly cater to the field of computer vision and yet perform sub-optimally within the field of knowledge graph embedding, where they manage input data that generally assume independence from each other. However, in the Knowledge Graph Embedding (KGE) domain, the data that we input are interconnected. The current self-distillation algorithms fail to leverage this aspect of information. Consequently, to harness this component of data, we propose the Improved Self-Distillation (CSD) method.

3 Preliminary

In this section, we introduce the concepts of knowledge graph embedding and self-knowledge distillation.

3.1 Knowledge Graph Embedding

A knowledge graph [36], denoted as \( G = (V, R, T) \), encompasses substantial quantities of entities and relations. Herein, \( V, R \) and \( T \) signify the sets of entities, relations, and triplets respectively. Each fact \( t \in T \) is presented as a triple \((h, r, t) \in V \times R \times V\), describing there is a relationship \( r \in R \) from the head entity \( h \in V \) to the tail entity \( t \in V \). The target of Knowledge graph embedding (KGE) is to project each entity \( v \in V \) and relation \( r \in R \) into corresponding \( d \)-dimensional representations \( e_v, f_r \). For convenience, we collect the embeddings of all entities and relations as matrices \( E \) and \( F \), respectively. These embeddings are subsequently utilized to facilitate downstream tasks.

To derive embeddings from Knowledge Graphs (KGs), existing Knowledge Graph Embedding (KGE) methods [3, 39, 46] typically formulate the task as a specific link prediction problem. They establish a scoring function \( S_{hrt} = g(e_h, f_r, e_t) \) based on embeddings to estimate the validity of a triplet. For instance, TransE [5] adopts

\[
g(e_h, f_r, e_t) = -\|e_h + f_r - e_t\|_{1/2}.\]

Typically, the \( \text{BCE} \) loss can be used to optimize the KGE models as follows:

\[
\mathcal{L}_{\text{BCE}} = -\sum_{(h, r, t) \in T} \log \sigma(S_{hrt}) + \sum_{(h, r, t) \in T^-} \log(1 - \sigma(S_{hrt})),
\]

where \( \sigma(.) \) denotes the sigmoid function and \( T^- \) denotes a set of sampled negative instances.

3.2 Self-Knowledge Distillation

In order to mitigate the significant computational overhead associated with traditional knowledge distillation, self-knowledge distillation (SKD) has been explored in recent studies. The fundamental intuition behind SKD is akin to the mechanism of human introspection [12]. SKD extracts knowledge from the model’s previous training epochs and subsequently utilizes this knowledge to guide its learning in the following epochs. Existing research on SKD [14, 23, 49, 52] is primarily tailored for classification tasks, leveraging soft labels (e.g., model logits) as a medium for knowledge distillation. Specifically, let \( p(x) \) be the model prediction for the sample \( x \) on the \( l \)-th iteration. The SKD loss can be formulated as follows:

\[
\mathcal{L}_{\text{SKD}} = \sum_x D(p(x), p^{l-1}(x)),
\]

where \( D(\cdot, \cdot) \) represents the adopted metrics, which can be implemented via KL-divergence or Huber loss, defined as:

\[
D_H(a, b) = \begin{cases} \frac{1}{2}(a - b)^2, & |a - b| \leq 1 \\ |a - b| - \frac{1}{2}, & |a - b| > 1. \end{cases}
\]

SKD employs a previous snapshot of the model as the supervises the learning of the current model.

4 Methodology

In this section, we thoroughly discuss the proposed Confidence-aware Self-Semantic Distillation (CSD), which is tailored for low-dimensional KGE.

As shown in Fig. 2 (a), CSD follow the conventional architecture of SKD, where a KGE model alternates between the roles of teacher and student during the training process. The knowledge of the previous iteration would be utilized to supervise the learning of the current model. However, given the specific challenges in KGE, we make specific designs to adapt SKD to this task.

Diverge from utilizing soft labels in the classification task, we distill knowledge from the model embeddings, by taking model status in \( l - 1 \)-th iteration as a teacher in \( l \)-th iteration. A specific semantic extraction block is developed to extract reliable knowledge from model embeddings to supervise the model learning (discussed in Section 4.1). Semantic information is dynamically and adaptively generated by the semantic extraction block, showcasing dynamic and evolution properties throughout the training process. Throughout these iterations, we leverage the teacher model to transfer semantic information to the student model by optimizing the Huber Loss between their semantic information. This optimization facilitates the student model to progressively incorporate and accumulate semantic knowledge from the past model.
Figure 2: The schematic of our proposed CSD. The training model is alternatively regarded as a teacher and student at the $((l-1))$-th and $l$-th iteration and distills its semantic information from embeddings through a semantic extraction block. The block filters reliable semantic knowledge by estimating the confidence of embeddings.

4.1 Semantic Extraction Block

The embedding matrices $E$ and $F$ effectively encapsulate the knowledge graph’s semantic attributes based on the entities and relations. However, we find that directly distilling the embedding matrices between the teacher and student models leads to poor performance gain. This is due to the complex structures and inherently noisy nature of KGs in practical applications [31], where self-derived knowledge may not always be reliable and can be detrimental.

To tackle this problem, we have carefully developed an innovative semantic extraction block that dynamically generates reliable semantic knowledge. The details of this block are depicted in Fig. 2(b). The basic idea is to estimate the confidence of embeddings. Thus, we adaptively learn the embedding confidence, where reliability is estimated by the distance between the embedding of a certain entity (or relation) and the embedding center. Intuitively, a larger distance between an entity and the center suggests that the embedding is more likely to be an outlier. Therefore, we assign lower confidence to these embeddings.

For convenience, we primarily introduce the distillation of the entity embeddings, while relation embeddings follow a common paradigm. We first average the original entity embeddings over all entities to get their center as:

$$
\bar{e} = \frac{1}{|V|} \sum_{v \in V} e_v.
$$

We then calculate the confidence of embeddings by estimating their distances to the center embedding with:

$$
c_v = \text{softmax}(\gamma \bar{e} e_v W_E^2).
$$

Here, we adopt a matrix-projected distance to measure the distance between $\bar{e}$ and $e_v$, where $W^2_E \in \mathbb{R}^{d \times d}$ is the product of two learnable matrices $W^1_E \in \mathbb{R}^{d \times k}$, $W^2_E \in \mathbb{R}^{k \times d}$ to enhance flexibility. $d$ is the dimension of $e$, and $k$ is a hyperparameter. We mapped $\bar{e}$ and $e_v$ into $k$-dimension and computed their distance via dot production. $\gamma$ is introduced to control the scaling, while $\text{softmax}(\cdot)$ is utilized for normalization. Finally, the extracted semantic knowledge can be integrated as follows:

$$
I_E = \sum_{v \in V} c_v e_v W_E^2.
$$

Here, we aggregate the information from each entity to generate the final extracted knowledge for knowledge distillation, where the contribution of each entity is discounted by its confidence. Also, we introduce another parameter $W_F^2$ to map embeddings into another space to facilitate the distillation. This approach significantly downweights the impact of unreliable and low-quality embeddings. Similarly, the extracted knowledge of relation embeddings $I_F$ can be calculated in a similar way.

A Huber function is utilized to supervise the learning of the model:

$$
\mathcal{L}_{se} = \text{Huber}(I^l_E, I^{l-1}_E) + \text{Huber}(I^l_F, I^{l-1}_F),
$$

where $I^l_E$ and $I^{l-1}_E$ denote the extracted knowledge of entity embeddings in the $l$-th and $(l-1)$-th iterations. The introduced distillation loss provides a new signal that guides the current model to align the semantic knowledge extracted from the model’s past epochs, thereby leading to performance gains.
4.2 Training Objectives
Given that the scores $S_{hr}$ reflect the model’s prediction on the validity of a fact, which may also contain some valuable signals, we also introduce an additional loss to distill the knowledge from $S_{hr}$:

$$L_{sc} = \sum_{(h,r,t)\in T} \text{Huber}(S_{hr}^e, S_{hr}^t),$$

where $S_{hr}^e$ denotes the score from the model’s past epochs, and $S_{hr}^t$ denotes the scores predicted by the current model.

Finally, the overall loss can be formulated as follows:

$$L = (1 - \beta)L_{BCE} + \beta L_{sc} + \lambda L_{so}.$$

where $\beta$ and $\lambda$ balance the contributions from each component.

5 Experiments
In this section, we undertake an extensive array of experiments aiming at addressing these key questions:

- **RQ1:** How does CSD compare with existing self-distillation methods when applied to KGE models?
- **RQ2:** How does CSD compare with well-established distillation techniques frequently utilized in knowledge graph embedding?
- **RQ3:** How effectively does CSD operate across varying dimensions?
- **RQ4:** How do the model’s hyperparameters influence its performance?
- **RQ5:** What is the impact of these partial modules - iterative distillation, periodic snapshot distillation, and confidence-aware semantic distillation - in enhancing the model’s efficiency?

5.1 Experiments Settings

5.1.1 Datasets. Comprehensive link prediction experiments are performed on three standard benchmark datasets: YAGO3-10 [28], FB15K-237 [37], and WN18RR [13]. These datasets have been extensively utilized in knowledge graph embedding studies. Note that datasets FB15K-237 and WN18RR are subsets of FB15k [5] and WN18 [5], respectively. FB15k and WN18 exhibit test data leakage, where numerous inverse relations from the testing sets can be conveniently discovered in the training sets [38]. FB15K-237 and WN18RR datasets were generated by eliminating inverse relations to rectify this problem. We therefore do not test our method on FB15k and WN18 datasets. Detailed statistics of these datasets are provided in Table 1.

5.1.2 Baselines. We select some typical KGE models as baselines: (1) DistMult [46]: it exploits bilinear objective to project the entities and relations into vectors and matrices, respectively. (2) ComplEx [39]: it exploits bilinear objective to project the entities and relations into vectors and matrices, respectively. (3) TuckER [3]: it leverages Tucker decomposition to obtain the entity and relation representations. (4) LowFER [1]: it is an extension of TuckER by employing multi-modal factorized bilinear pooling to improve the model expressiveness of entity and relation embeddings. (5) GIE [7]: it is a cutting-edge method for embedding knowledge graphs.

(6) CompoundE [15]: it is a pioneering knowledge graph embedding model that maximizes the utility of geometric transformations, namely translation, rotation, and scaling.

We compare CSD with the standard training produced and recent self-distillation methods:

- **CS-KD** [50]: CS-KD assumes that data within the same class share some common information. Consequently, it conducts distillation between different samples of the same class. To expedite training KGE models, multiple entities were amalgamated for distillation in our experiments.
- **LWR** [12]: During the training process of a single model, LWR records the logit of each sample in the earlier training process, and uses the recorded logit for distillation in subsequent training.
- **SD** [47]: SD uses a periodic learning rate strategy to generate the teacher model and utilize its prediction logits for knowledge distillation.

5.1.3 Metrics. Following prior work [27], we measure the performance of knowledge graph embedding models on link prediction tasks by Mean Reciprocal Ranks (MRR), H@10 and H@1 metrics.

5.1.4 Implementation Details. We implement all models with the proposed CSD strategy in PyTorch. All experiments are conducted on an NVIDIA GeForce GTX 4090 GPU(24GB). For general link prediction experiments, we utilize the Adam [24] optimizer. Batch normalization [19] and dropout [35] are used to mitigate over-fitting. To investigate the model performance in the low-dimension space, we set the embedding dimensions to 25 and 100. Other detailed parameter settings are approximately identical to their original papers. All results of * are retrieved from the paper of DualDE [55] or IterDE [27]. We trained 500 epochs for each knowledge graph model. For the CSD strategy, we set $L$ to 125, select $k = 50$, $\gamma = 0.25$ for 25 dimensions and $k = 200$, $\gamma = 0.1$ for 100 dimensions. We search the value of $\beta$ and $\gamma$ in the interval $(0, 1)$. For every sub-training process, $\beta$ will be reset to the initial setting value and decay over training epochs to take advantage of the temporal attentiveness. The value of $\beta$ multiplied by $(1 - ep/EP)$ at the beginning of $ep$-th epoch in this sub-training process, where $EP$ is the total number of epochs for each sub-training process.

5.2 Link Prediction Results (RQ1 and RQ2)
We perform link prediction experiments for all baselines combined with our method. The experimental results of 50 and 100 dimensions

| Table 1: The detailed statistics of three standard benchmark datasets. $|R|$ and $|V|$ denotes the number of relations and entities in the corresponding dataset. $|T_{train}|$ denotes the number of triplets in training set. |
|-----------------|-----------------|-----------------|
| Dataset         | FB15K-237       | WN18RR          | YAGO3-10       |
| $|R|$            | 237             | 11              | 37             |
| $|V|$            | 14,541          | 40,943          | 123,182        |
| $|T_{train}|$    | 272,115         | 86,835          | 1,079,040      |
| $|T_{valid}|$    | 17,535          | 3,034           | 5,000          |
| $|T_{test}|$     | 20,446          | 3,134           | 5,000          |
weak prediction distribution outweighs its benefit, some erroneous

**Table 2: Comparison results of link prediction on YAGO3-10, WN18RR and FB15K-237 datasets with 25 dimensions. The \textit{Gain} is the improvement of the CSD ratio relative to the baseline. The Baseline refers to the results obtained from directly training the models without applying any distillation methods. The \textit{-} indicates that the method cannot be applied in the corresponding model in our hardware due to being out of memory.**

| Dataset  | Method          | DistMult | ComplEx | LowFER | TuckER | GIE | CompoundE |
|----------|-----------------|----------|---------|--------|--------|-----|-----------|
|          | MRR H@10 H@1   |          |         |        |        |     |           |
| YAGO3-10 | Baseline        | .1043    | .1757   | .0657  | .1868  | .3136| .1214     |
|          | CS-KD           | .0641    | .0970   | .0447  | .1284  | .2174| .3814     |
|          | SD              | .1082    | .1835   | .0677  | .2116  | .3490| .1403     |
|          | CSD             | .1134    | .1903   | .0724  | .2139  | .3553| .1411     |
|          | Gain \(\uparrow\) | .87%     | .83%    | .10.2% | .14.5% | .13.6%| .16.2%    |
|          | Gain_{baseline} |         |         |        |        |     |           |
|          | Baseline        | .0474    | .0811   | .0278  | .2806  | .3992| .2179     |
|          | CS-KD           | .0255    | .0431   | .0148  | .1242  | .1723| .0968     |
|          | SD              | .0436    | .0767   | .0255  | .2287  | .3445| .1685     |
|          | CSD             | .0774    | .1241   | .0520  | .3586  | .4778| .2910     |
|          | Gain \(\uparrow\) | .4.8%    | .3.7%   | .6.9%  | .1.1%  | .1.8%| .6.6%     |
|          | Gain_{baseline} |         |         |        |        |     |           |
| WN18RR   | Baseline        | .1043    | .1757   | .0657  | .1868  | .3136| .1214     |
|          | CS-KD           | .0641    | .0970   | .0447  | .1284  | .2174| .3814     |
|          | SD              | .1082    | .1835   | .0677  | .2116  | .3490| .1403     |
|          | CSD             | .1160    | .1878   | .0782  | .3581  | .4789| .2883     |
|          | Gain \(\uparrow\) | 144.7%   | 131.6%  | 181.3% | 27.6%  | 20.0%| 32.3%     |
|          | Gain_{baseline} |         |         |        |        |     |           |
| FB15K-237| Baseline        | .1983    | .3039   | .1438  | .2906  | .4462| .2110     |
|          | CS-KD           | .1396    | .2229   | .0997  | .2400  | .3737| .1710     |
|          | LWR             | .1918    | .2937   | .1384  | .2849  | .4997| .2057     |
|          | SD              | .2389    | .3569   | .1649  | .3083  | .4700| .2424     |
|          | CSD             | .2545    | .3923   | .1837  | .3113  | .4795| .2257     |
|          | Gain \(\uparrow\) | 10.2%    | 9.9%    | 11.4%  | 1.0%   | 1.2%| 0.6%      |
|          | Gain_{baseline} |         |         |        |        |     |           |

are shown in Tables 2 and 3. The best results are in bold. Overall, the baseline model combined with our method outperforms all original baselines on these datasets. Specifically, the LowFER model combined with CSD with 25 dimensions has significant performance gains on the WN18RR dataset with improvements of 279.4% (from 0.0160 to 0.0607), 292.2% (from 0.0282 to 0.1106) and 359.7% (from 0.0078 to 0.0343) in MRR, H@10 and H@1, respectively. The proposed CSD exemplifies superior performance compared to the Baseline across all backbones and datasets with 25 dimensions and outshines nearly all backbones and datasets with 100 dimensions. Apart from evaluating the Mean Reciprocal Rank (MRR), a comparative analysis was also conducted on the training time for the CSD and Baseline. As demonstrable in Table 4, CSD necessitates a longer training duration than the Baseline due to the semantic extraction block, indicating a trade-off between MRR performance and training time. However, it is noteworthy that during model inference, the semantic extraction block is non-participatory in computations. Hence, models trained using the CSD method match the Baseline’s inference speeds.

Comparing CSD with SD. Our proposed CSD outperforms SD on almost every backbone and dataset. SD, akin to our proposed CSD, distills knowledge of the teacher model obtained through the periodic learning rate strategy. Despite SD yielding satisfactory results on certain models, some instances revealed that the Mean Reciprocal Rank (MRR) performance was inferior to the Baseline. The inclusion of a semantic extraction block facilitates the student model in acquiring semantic knowledge based on the last iteration. This Additional advantage allows CSD to surpass SD in performance across the majority of models and datasets.

Comparing CSD with Baseline. The proposed CSD exemplifies superior performance compared to the Baseline across all backbones and datasets with 25 dimensions and outshines nearly all backbones and datasets with 100 dimensions. Apart from evaluating the Mean Reciprocal Rank (MRR), a comparative analysis was also conducted on the training time for the CSD and Baseline. As demonstrable in Table 4, CSD necessitates a longer training duration than the Baseline due to the semantic extraction block, indicating a trade-off between MRR performance and training time. However, it is noteworthy that during model inference, the semantic extraction block is non-participatory in computations. Hence, models trained using the CSD method match the Baseline’s inference speeds.

We executed a comparative analysis of our CSD method with existing and well-established distillation techniques frequently utilized in low-dimensional knowledge graph embedding. The methods include: (1) **BKD**[17]: The first knowledge distillation method. (2) **RKD**[30]: This distillation technique calculates the distillation loss by evaluating the distance and angle of the embedding vector between the teacher and the student models. (3) **TA**[29]: This method chooses an intermediary model between the teacher and
Table 4: Comparison of training time (minutes) between CSD and Baseline with 25 dimensions.

| Dataset       | Method | FB15k-237 | YAGO3-10 | WN18RR |
|---------------|--------|-----------|----------|--------|
|               |        | Baseline  | CSD      | Baseline | CSD    | GainB       | GainS       |
| Baseline      | 158    | 4.455     | 0.511    | 0.567    | 0.6958  | 0.4942     | 2.914       | 0.4618      | 2.060       | 0.3533  |
| CSD           | 58     | 0.511     | 0.6958   | 0.4942   | 2.914   | 0.4618     | 2.060       | 0.3533      | 0.6958     | 0.4942  |
| GainB         | 0.5%   | 0.0%      | 0.0%     | 0.0%     | 0.8%    | 0.8%       | 0.8%        | 0.8%        | 0.8%       | 0.8%    |
| GainS         | 0.5%   | 0.0%      | 0.0%     | 0.0%     | 1.2%    | 1.2%       | 1.2%        | 1.2%        | 1.2%       | 1.2%    |

Table 5: Link prediction results on the ComplEx model.

| Dataset      | Method | DistMult | ComplEx | LowFER | TuckER | GIE | CompoundE |
|--------------|--------|----------|---------|--------|--------|-----|-----------|
| WN18RR       | Baseline | 0.3164   | 0.4942  | 0.2292 | 0.3476 | 0.5254 | 0.2578 |
|              | CSD     | 0.3275   | 0.5079  | 0.3185 | 0.4965 | 0.2292 | 0.4995 |
|              | GainB   | 0.2%     | 0.0%    | 0.0%   | 0.2%   | 0.0%   | 0.1%    |
|              | GainS   | 0.1%     | 0.3%    | 0.5%   | 0.5%   | 0.5%   | 0.5%    |
| FB15K-237    | Baseline | 0.3168   | 0.4978  | 0.2264 | 0.3475 | 0.4993 | 0.2530 |
|              | CSD     | 0.3275   | 0.5079  | 0.3185 | 0.4965 | 0.2292 | 0.4995 |
|              | GainB   | 0.2%     | 0.0%    | 0.0%   | 0.2%   | 0.0%   | 0.1%    |
|              | GainS   | 0.1%     | 0.3%    | 0.5%   | 0.5%   | 0.5%   | 0.5%    |

Table 3: Comparison results of link prediction on YAGO3-10, WN18RR and FB15K-237 datasets with 100 dimensions.

| Dataset       | Method | DistMult | ComplEx | LowFER | TuckER | GIE | CompoundE |
|---------------|--------|----------|---------|--------|--------|-----|-----------|
| WN18RR        | Baseline | 0.3605   | 0.5224  | 0.3741 | 0.517    | 0.654 | 0.4764   |
|               | CSD     | 0.4432   | 0.6059  | 0.5634 | 0.6948  | 0.4901 | 0.2746   |
|               | GainB   | 0.6%     | 0.6%    | 0.6%   | 0.6%    | 0.6%   | 0.6%    |
|               | GainS   | 0.6%     | 0.6%    | 0.6%   | 0.6%    | 0.6%   | 0.6%    |
| FB15K-237     | Baseline | 0.3543   | 0.4434  | 0.3025 | 0.456   | 0.4757 | 0.3711   |
|               | CSD     | 0.3951   | 0.4588  | 0.3630 | 0.4251  | 0.4983 | 0.3906   |
|               | GainB   | 0.6%     | 0.6%    | 0.6%   | 0.6%    | 0.6%   | 0.6%    |
|               | GainS   | 0.6%     | 0.6%    | 0.6%   | 0.6%    | 0.6%   | 0.6%    |

5.3 Sensitivity Analyses

5.3.1 Different Embedding Dimensions. (RQ3) We claim that our method can improve the expressiveness of KGE models for better link prediction in the low-dimension space. In Section 5.2, we experiment with the dimension setting 25 and 100. To comprehensively verify the performance of our CSD, we employ ComplEx and DistMult combined with our method to perform experiments on WN18RR with embedding dimensions ranging from 25 to 250 at intervals of 25. Other hyperparameters and experimental settings are identical to Section 5.1.4. The performance results are shown in Table 5.

Comparing CSD with the teacher model. Our technique brings the performance of models having 64 and 32 dimensions either close to or even superior to that of the 512-dimensional teacher model. This once again proves that our method can effectively improve the expression ability of low-dimensional models.

Comparing CSD with existing distillation strategies. CSD surpasses almost all current distillation approaches. Notably, our technique does not employ the teacher model, yet performance still surpasses all techniques that utilize a teacher model for distillation.

the student models for the distillation. (4) DualDE [55]: This implements a two-stage distillation integrated with the structural distillation technique. (5) IterDE [27]: This technique utilizes a multi-stage distillation strategy. The experiment results are shown in Table 5.

Comparing CSD with the teacher model. Our technique brings the performance of models having 64 and 32 dimensions either close to or even superior to that of the 512-dimensional teacher model. This once again proves that our method can effectively improve the expression ability of low-dimensional models.

Comparing CSD with existing distillation strategies. CSD surpasses almost all current distillation approaches. Notably, our technique does not employ the teacher model, yet performance still surpasses all techniques that utilize a teacher model for distillation.

5.3 Sensitivity Analyses

5.3.1 Different Embedding Dimensions. (RQ3) We claim that our method can improve the expressiveness of KGE models for better link prediction in the low-dimension space. In Section 5.2, we experiment with the dimension setting 25 and 100. To comprehensively verify the performance of our CSD, we employ ComplEx and DistMult combined with our method to perform experiments on WN18RR with embedding dimensions ranging from 25 to 250 at intervals of 25. Other hyperparameters and experimental settings are identical to Section 5.1.4. The performance results are shown in Figure 3. Generally speaking, all baselines combined with our CSD strategy outperform original models with all embedding dimensions. These positive findings indicate that the proposed CSD strategy is capable of boosting knowledge graph embedding model performance on the link prediction task with almost any embedding dimensions, especially the low embedding dimensions.
CIKM ’24, October 21–25, 2024, Boise, ID, USA
Yichen Liu et al.

Figure 3: The comparisons of link prediction performance (MRR) by DistMult and ComplEx on WN18RR with different embedding dimensions.

Table 6: Ablation study: link prediction performance (MRR) on WN18RR and FB15K-237 with LowFER and TuckER with 25 dimensions.

|                      | Original | CSD (w/o $L_{so}$) | CSD (w/o $L_{se}$) | CSD (w/o Extractor) | CSD |
|----------------------|----------|---------------------|---------------------|----------------------|-----|
| WN18RR               | LowFER   | .0160               | .0532               | .0305                | .0545 | **.0607** |
|                      | TuckER   | .0644               | .1993               | .1840                | .1985 | **.2022** |
| FB15K-237            | DistMult | .1983               | .2365               | .2309                | .2367 | **.2411** |
|                      | ComplEx  | .2906               | .3074               | .3083                | .3067 | **.3113** |

Figure 4: The Link prediction performance (MRR) with different value of hyperparameters $\beta$ and $\lambda$.

5.3.2 Different value of hyperparameters. (RQ4). In experiments, we apply the TuckER model to FB15k-237 and WN18RR datasets, both of which are of 25 dimensions. The hyperparameters $\beta$ and $\lambda$ are adjusted, incrementally from 0, by intervals of 0.1, up to 1.0. The remaining settings are carried over from Section 5.1.4. As depicted in Fig. 4, there is an observable trend within the MRR that initially ascends and later descends with an increase in $\beta$ and $\lambda$. The maximum increment in MRR arises when $\beta$ and $\lambda$ rise from 0 to 0.1. Importantly, the MRR remains above the values found at $\beta = 0$ or $\lambda = 0$ across all other hyperparameter iterations, corroborating the efficacy of our proposed method. Further, the results suggest a dependence of the TuckER model’s performance on both $\beta$ and $\lambda$ hyperparameters. Optimal values of these hyperparameters appear to be reliant on the specific dataset, emphasizing the necessity for conscientious tuning to achieve the best performance.

5.3.3 Ablation Study (RQ5). To demonstrate the advantages of our confidence-aware self-semantic distillation, an ablation study is crucial. We performed these experiments using KGE models with the WN18RR and FB15K-237 dataset, adhering to the detailed parameter settings outlined in Section 5.1.4. The results, as presented in Table 6, signify that the methods without snapshot distillation (CSD (w/o $L_{so}$)) and iterative self-semantic distillation (CSD (w/o $L_{se}$)) surpass the performance of the original baselines. We also experimented with the method of directly using embeddings for distillation (CSD (w/o Extractor)). This method also surpasses the performance of the baselines. None of these methods surpass the performance of our CSD.

The model applying the CSD (w/o $L_{so}$) method distills knowledge from the semantic extraction block and outperforms the initial baseline, which confirms that our method enhances the model’s performance. The model applying the CSD (w/o $L_{se}$) method training the model with some sub-processes, utilizing the snapshot of
the model for knowledge distillation between two consequent subprocesses. Our approach, CSD, surpasses CSD (w/o $L_{ce}$) and CSD (w/o Extractor). This verifies the essential role of confidence-aware self-semantic distillation.

6 Conclusions

In this paper, we propose a confidence-aware self-semantic distillation strategy called CSD, which is model-agnostic and can be combined with any KGE model seamlessly. We design a novel semantic extraction block that extracts knowledge from embeddings and filters reliable knowledge by estimating the confidence of previously learned embeddings. The iteratively incorporated and accumulated iteration-based knowledge enhances the performance of the low-dimensional model, thereby improving the quality of link prediction in Knowledge Graphs (KGs). Experiments verify the effectiveness of our CSD.
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