Global displacement induced by rigid motion simulation during MRI acquisition.

GHILES REGUIG, Paris Brain Institute – ICM, Siemens Healthineers, France
MARC LAPERT, Siemens Healthineers, France
STÉPHANE LEHÉRICY, Paris Brain Institute – ICM, INSERM U 1127, CNRS UMR 7225, Sorbonne Université; Department of Neuroradiology, Pitié-Salpêtrière Hospital, Public Assistance - Paris Hospitals (AP-HP), Paris, France, France
ROMAIN VALABREGUE, Paris Brain Institute – ICM, INSERM U 1127, CNRS UMR 7225, Sorbonne Université, France

ABSTRACT

Purpose: Simulation of motion in the frequency domain during the MRI acquisition process is an important tool to study the effect of object motion. It is natural in this context to rely on a voxel-to-voxel difference metric between the original image and its motion-simulated version to quantify the alteration. These metrics are very sensitive to any mis-coregistration between the two images. As we observed global displacements of the corrupted image for specific simulated motions, we focused this work on the critical choice of a reference position of the object for the motion simulation that avoids any global displacement.

Methods: We used the motion simulation framework and we studied the different proposed solutions. Classically, the position around the k-space center is considered as a reference with two analytical solutions to correct for global image shifts: demeaning the image in the Fourier domain either using the exact position at k-space center or using a weighted average around the center.

Results: We demonstrated with motion simulated examples that these analytical solutions did not yield the same results as a direct coregistration method. Indeed, short transitions around the k-space center did not induce any global displacement, in contrast with what both analytical solutions assumed. We also observed a dependence of the global shift to both the motion amplitude and the translation direction.

Conclusion: In the absence of a theoretical solution, we concluded that an extra co-registration step after motion simulation was needed in order to compare the simulation with its reference image.
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1 INTRODUCTION

The rigid movement of the head is the predominant artifact of 3D cerebral MRI acquisitions, due to its long acquisition time. As motion occurs while sampling the frequency domain, the effects on the image are complex and hard to predict. Quality control studies, which aimed to automatically detect motion-artifacted images (among other artifacts) always relied on a ground truth defined by an expert ([Alfaro-Almagro et al. 2018; Esteban et al. 2017]). This restricts to a binary and noisy definition of the artifact severity with a poor inter-rater reproducibility (0.85 in [Esteban et al. 2017]). On the other hand, a realistic motion simulation framework provides a tool to better define the motion artifact severity, by relying on a voxel-to-voxel difference metric (L1, L2, NCC, MI, SSIM …) which quantifies the difference between the motion simulated image and its original version. Those difference metrics are also used as loss functions for deep learning approaches and constitute a key element of the learning strategy of motion detection/correction tasks [Duffy et al. 2021; Johnson and Drangova 2019; Liu et al. 2020; Pawar et al. 2019; Shaw et al. 2020; Tamada et al. 2020].

The objective of this work is to point out an important bias of those metrics as they are known to be very sensitive to co-registration errors. Indeed simulating a motion during the acquisition process may induce a global displacement of the image, due to the fact that subject position is defined relatively to a chosen reference. Changing the reference, which is equivalent to subtracting a constant position, would result in the same motion corrupted volume but with a global shift. Given a particular motion time course representing the different subject’s positions during data acquisition, the global mean displacement (or a reference position) has to be subtracted, so that the simulated motion corrupted volume remains at the same global position as in the original volume.

To the best of our knowledge, the global displacement problem has not been explicitly explored in the literature and is often bypassed in studies relying on motion simulation even though a voxel-to-voxel difference metric was used. Few works mentioned specific solutions. In the retromoco toolbox ([Gallichan 2021]), the mean reference position is chosen at the k-space center. [Bazin et al. 2020] proposed to take as a reference the average position over eleven lines around the k-space center. [Shaw et al. 2020] took a weighted average of the motion time course, with the weights defined as the absolute value of the Fourier Transform coefficients. Although the formulation is different, the latter is equivalent to the proposition of [Todd et al. 2015], where a partition-weighted integrated motion was used. A more radical solution is to avoid any motion around the k-space center as in [Duffy et al. 2021]. But the chosen 10% portion around the k-space center is quite arbitrary and prevents the study of motion occurring near the k-space center. Finally, we only found one work that proposed to add an extra co-registration step of the motion-simulated image ([Johnson and Drangova 2019]).

Although the motion simulation is well known, different strategies were proposed for its implementation. [Liu et al. 2020] simulated only translation by adding a pseudo periodic phase shift perturbation to the FFT signal as proposed by [Tamada et al. 2020] for breathing artifacts simulation on liver imaging. It is however less suited for the rigid brain motion as it is important to also consider the effect of head rotation. A similar approach was used by [Duffy et al. 2021] by considering a Gaussian random walk perturbation of the k-space lines (translations and rotations).

A second approach was used by [Johnson and Drangova 2019; Pawar et al. 2019; Shaw et al. 2020]. They assumed a piecewise motion, where the object takes n different positions during acquisition. The n motions are applied in the image domain and the ffts are computed for each resliced image. Then a new k-space is built by concatenating blocks corresponding to the duration of a given position and a final fft provides the motion-corrupted volume. Although this strategy is correct, the computation time needed to reslice each position and to compute the corresponding Fourier Transform makes it impractical for more than a few positions (maximal number of positions used is 5 in [Shaw et al. 2020] and 32 in [Pawar et al. 2019]). This constrains the method to study only over simplified motion.

Choosing the correct reference position is equivalent to predict the global displacement and choosing it as the reference. So both terms “reference position” and “global displacement” can be used interchangeably.
The third approach that we followed in this work, which is equivalent in results to the second approach described above, relies on the known effect of motion on the k-space: a translation in the image domain corresponds to a multiplication of k-space data with linear phase ramps proportional to the translation amplitude, and rotation around the volume center in image domain corresponds to the same rotation around the DC component in k-space ([Gallichan 2021; Loktyushin et al. 2013; Zahnaisen and Ernst 2016]). The main advantage of this approach is that we can consider as input, motion time course at any resolution. The first contribution of this work is to propose an open source implementation of this third approach in the torchio library [Pérez-García 2021], to help its use by the machine learning community. The second contribution is to demonstrate the importance of global displacement induced by motion simulation: we showed that none of the proposed solutions to correct it are in perfect agreement with the direct co-registration method (considered as ground truth). The first experiment was done in one dimension in order to show the problem in a simplified setting. In a second experiment, we explored the case of 3D brain MRI acquisition for the simplest motion: one transient position change. This allowed us to systematically explore the effects of four factors: the direction, the amplitude, the duration and the position in k-space where the motion occurs. Finally, we explored the more realistic case of random motion pattern and further demonstrated the need of an external co-registration step to avoid an over estimation of the artifact severity.

2 METHODS

2.1 Motion representation

2.1.1 Motion time course. The motion time course is defined as the temporal positions of the object during acquisition. To describe the motion time course, we used Euler representation with 6 parameters (3 rotations and 3 translations) defined over time. To model realistic motion, we used the motion model as described in [Gallichan 2021] composed of three components: a Perlin noise to model ‘slow’ random motions, a step displacement to model sudden motions and a transient motion to model swallowing movements. Two examples are given in Figure 5. For Experiment 2, a two-position problem modeled by a transient step motion with varying durations and k-space locations was considered (see Figure 2).

2.1.2 Motion amplitude, max displacement. For a given motion time course, the amplitude of the movement was computed as the maximum difference between all positions. For the translation part we computed the differences of the translation vector.

\[
\text{Amplitude}_{\text{Translation}}(\text{mm}) = \max_{i,j}(\sqrt{\sum_{x,z} (T_i^x - T_j^x)^2})
\]

where \(i\) and \(j\) are the time step indices and \(T\) the translation vector. To accurately set a chosen maximum amplitude, the time course was divided by this maximal pairwise distance between all positions and multiplied by the desired amplitude. The same was applied to constrain the rotation amplitude (i.e. the norm of the vector \(R_{x,y,z}\) differences). Note that this motion amplitude is independent of the chosen reference.

2.1.3 Averaging affine transforms. As we will see in section 2.2.2, a weighted average of the motion time course is needed for the reference position computation. The average is computed on each Euler parameters separately. Even though this is correct for translations, it is not accurate for rotations. Averaging rotations is indeed a very difficult task, with no analytical form as reviewed previously by [Hanson 2020]. In machine vision ([Kavan et al. 2006]) or for entropy estimation ([Huggins 2014]), the advantage of using dual quaternions formalism was demonstrated to properly average rotations. Different averaging propositions were compared but no large differences were found for small rotations (< 10°). In this work, only the simple Euler parameters average was used.

2.2 Motion artifact simulation

2.2.1 Motion during k-space acquisition. We followed the approach described by [Loktyushin et al. 2013]. We first applied the rotation on the k-space grid and performed a type 2 nufft (non uniform fast Fourier transform) ([Barnett et al. 2019])². Then the linear phase shift proportional to the translation amplitude was added to the complex data before the final inverse fft. The derivation calculation is detailed in the appendix. The algorithm requires having the motion time course defined on each kspace point. In this work, we limited ourselves to the study of a segmented 3D acquisition sequence of the MPRAGE type for which the frequency and the first phase dimension are acquired within a short time (< 300ms). Hence, we supposed that no motion occurred while acquiring these two dimensions. It was thus only necessary to define the motion time course (or interpolate it) at the resolution of the third phase direction (y axis), and then to apply the motion on k-space planes instead of k-space points. We propose an open source implementation within the torchio library [Pérez-García et al. 2021], which regroups different medical imaging augmentation tools in a pytorch compatible environment³.

²At the time of writing, this is not yet incorporated, but a compatible version is available on our github repository: https://github.com/romainVala/torchio

³https://github.com/flatironinstitute/fnn2fft/
coreg_shift the reference was the co-registration between the motion simulated image and the original one. This was used as ground truth. For the one-dimensional (1D) experiment the shift was measured by minimizing the L1 difference for all possible pixel shifts. In the 3D experiment, the rigid co-registration from Elastix software ([Klein et al. 2009]) was used.

As stated in the introduction, this global displacement needs to be considered only for a voxel-to-voxel difference metric. Without loss of generality we will report the L1 metric as a measure of the artifact’s severity. L1 is defined as the mean of the absolute voxel-to-voxel difference between the motion simulation and its original version. $L1_{wFT}$, $L1_{wFT2}$ and $L1_{coreg shift}$ denoted respectively the artifact severity computed using wFT, wFT2 and coreg_shift as the reference position.

3 DATA

3.1 Synthetic 3D brain data

We relied on synthetic data, since it offers a total control of key image properties: signal to noise ratio (SNR) and contrast. 3D brain data was synthesized with tissue masks extracted from Freesurfer surfaces of gray and white matter ([Dahnke et al. 2013]). The FSL first tool was used for the estimation of 7 subcortical structures (caudate, putamen, pallidum, thalamus, hippocampus, amygdala, accumbens) for each side (left or right). Surfaces were then used by the toblorone software to estimate a Partial volume map for each structure [Kirk et al. 2019]. We concatenated the partial volume maps with posterior estimation of cerebellar white and gray matter, skull skin and background extracted by CAT12 segmentation pipeline ([Dahnke et al. 2013]). Each partial volume map was multiplied by a signal value drawn from a Gaussian distribution ($std = 1e^{-7}$) and all maps were summed to obtain the synthetic data. This approach was very similar to the one proposed by [Billot et al. 2021] to train a segmentation task. The main difference lied in the use of more realistic partial volume maps instead of binary tissue masks. Therefore, no extra smoothing step of the label was required. This provided ideal synthetic acquisition, as if the different tissues were fully homogeneous. Synthetic data allowed us to study independently different key aspects of the volume: the SNR, the contrast and the specific shape of the brain. The latter can be explored by adding an affine or elastic transformation to the label or by choosing different Human Connectome Project (HCP) subjects ([Glasser et al. 2013]). This provided a wide variability of brain shapes. We generated two types of synthetic images using either a T1 like contrast (CSF = 0.1; GM = 0.6; WM = 1) or a random contrast where the intensities of each tissue were drawn from a uniform distribution in the $[0, 1]$ range.

4 RESULTS

4.1 1D translation

| coreg_shift | wFT_mean | wFT2_mean | center |
|-------------|----------|-----------|--------|
| Object with ramp-2 | 7.02 | 9.56 | 10 |
| Object with ramp-10 | 8.02 | 9.36 | 10 |

Table 1. Displacement in pixels computed for the motion applied on the two objects of Figure 1

To illustrate the global displacement issue, two different 1D objects were used to simulate a single motion occurring at the center of the k-space. The results are shown in Figure 1. The object with a sharp ramp (right column) had a larger spatial frequency content, thus motion in the center of k-space disturbed less of the spatial frequencies of the object (the frequencies outside the motion step in orange are not perturbed, first row). The global shift observed was small (one pixel). For the object with a larger ramp (left column), most of the frequency content of the object was disturbed by motion (orange step, first row), resulting in a global shift of 8 pixels.

The main result was that for a given motion, the induced global displacement varied depending on the original object spatial frequency content. This was counter intuitive because one would have expected that a given movement would move any object by the same amount regardless of its shape. Furthermore, all numerical solutions as defined in section 2.2.2 and reported in Table 1 predicted a large displacement (> 7 pixels) for motion occurring in the center of k-space.

With two specific examples, we therefore showed that the theoretical predictions did not correspond to the co-registration ground truth. The 1D case was not further explored as the arbitrary choice of the shape of the object may strongly alter the results. In the next section, we explored the global displacement in the case of 3D motion during the k-space acquisition of a 3D brain MRI.

4.2 Transient motion during 3D brain acquisition

In this experiment, we studied the effect of transient motion by considering a two state problem: the subject instantaneously moved from a reference position to a second position for some time and then returned to the original position. The motion time course was
defined as a boxcar function. It was thus characterized by four parameters: the displacement direction, the amplitude, the duration (sigma) and the position in the k-space where the subject came back to the initial reference position (xend) as defined in Figure 2. We explored 456 different motion configurations as a combination of 4 amplitudes ([1, 2, 4, 8] mm or degree), 6 durations \( \sigma = [4, 8, 16, 32, 64, 128] \) and 19 different xend positions from 128 to 384. The duration sigma and the position xend were defined as the number of k-space points for a phase dimension of 512. The motion time course was then interpolated to the real phase dimension of the image (218 in our case). A sigma of 4 and 128 represented a perturbation of 0.8 % and 25 % of the total k-space, respectively. We applied each motion to four different synthetic data consisting of simulations of two distinct HCP subjects using two different contrasts (a T1-like contrast and a random contrast).

In this experiment we choose always the same reference as the first time point. Prediction of the correct reference is then equivalent to predict the induced global displacement of the motion simulated volume. Figure 2 (first row) shows the theoretical displacement as predicted by the different methods (Cf section 2.2.2) for all motion time courses of this experiment. As the displacement was by definition proportional to the amplitude of movement, the predicted shift was represented as a percentage of the input movement amplitude. It then becomes independent of the given amplitude. There was also no dependence on the direction on which the movement occurred, since the averages were computed independently on each Euler parameter. A small dependence on subject shape and contrast was observed, as shown by the small variance over the different simulations (100% confidence interval), this was due to the weights derived from the Fourier Transform which depended on the subject shape and the image contrast. The predicted displacement by the wFT2 and center methods were very similar and will be considered as equivalent for the rest of this work (we will consider only wFT2).

Figure 2 second row, shows the measured coreg_shift in % (relative to the input motion amplitude) for the X and Z translations directions, which had similar effects. An important difference when comparing the measured shift to theoretical predictions was the dependence on the amplitude of motion: the 1-mm amplitude looked similar to the wFT predictions, whereas the 8 mm amplitude looked similar to wFT2 predictions. In both cases, there were important differences for short duration motions (sigma < 16) around k-space center: a small shift was measured by the co-registration whereas wFT and wFT2 predicted a large one.

Figure 2 third row, shows the coreg_shift for a translation in the y
We observed larger L1 errors for wFT when applied to large translations. To summarize, we have shown that wFT or wFT2 predicted a large global displacement for a motion occurring around the k-space center, in contrast to the coregistration that showed no or small displacements for a short transition (≤ 16). These differences induced an overestimation of the L1 severity. It might have been amplified by the simplicity of the motions simulated. We therefore conducted a last experiment using more realistic random motions.

To further confirm the importance of choosing the correct method for computing the reference position, we proposed to study more realistic motion. We simulated motion as a combination of perlin noise, swallow motions and sudden displacements as explained in section 2.1.2. We compared the L1 values given by the two reference positions: either wFT or wFT2 versus coreg_shift. As in the previous experiment (Figure 3), we observed larger differences for the wFT2 reference. The wFT method correlated more with the co-registration, but some differences remained: for instance a given motion could lead to L1coreg_shift = 4 but L1wFT = 6 and L1wFT2 = 8.

To illustrate how the L1wFT2 ranking of motion severity can be misleading, we plotted on Figure 5, two motion simulated volumes on the right is due to a mis-coregistration induced by choosing the wFT2 method as a reference. It is worth to note the swallow peak occurring at the k-space center on the randomly simulated volumes for a short transition (≤ 16).
Whether or not including an extra co-registration step after the simulation was really different. This implied that the reference position at k-space center induced the global displacement instead of correcting for it. We also showed a strong dependence of the problem to the amplitude and the direction of the motion which makes a theoretical prediction of global displacement are, by definition, inaccurate or analytical solution we strongly advise to add an extra co-registration step after the simulation when using translation sensitive measures. Note that this is unfortunate, because it increase the computational demand of the motion simulation, and add some noise regard to the exact reference.

In this work we considered the Elastix co-registration algorithm as the ground truth to quantify the global displacement. However, as the co-registration results from an optimization method there may be some numerical errors or local minima convergence issues. We visually performed a quality control of different results and did not find any incoherence in our experiments. Even for an amplitude of 1 mm (very small shifts), a visual control of all motions from experience 2 showed an effective global motion which was more visible after the co-registration. When specific translation directions were studied, the amplitude of the shift in the other directions (which should be zero) were inspected as well and an error of less than 4% of the initial amplitude was found. We were then confident that co-registration did not stop in local optimum.

In experiment 2, we focused on an over simplified problem: a two position motion. From a theoretical point of view, we expected the reference position to be either position 1 or position 2, depending on how long the object was in each respective position during acquisition. This behavior was more in line with the wFT2 (or center) predictions. But the results for small amplitudes that showed a global displacement in between the two positions were more puzzling. A possible interpretation was that for short amplitudes, the motion artifact induced mainly a local blurring which lead to an in between position in the image domain. However, for larger amplitudes, spatially distinct parts of the object were mixed and the solution was then more binary. With smaller amplitudes, the observed global displacement was more in line with the wFT prediction, except again for short transitions.

The induced global displacement may not be an issue if no difference metric is used. This is indeed the case in the autofocusing literature, where a global metric was derived from the images and the motion was inferred by minimizing this metric [Atkinson et al. 1997]. Since no comparison was done with the original image, the global displacement did not matter in this case.

5 DISCUSSION

All the experiments demonstrated that the global displacement could not always be predicted by the theoretical solutions proposed in the literature (wFT or center). Furthermore using those theoretical references may lead to large overestimation of voxel-to-voxel metrics such as the L1. More specifically we showed that short transient motions around k-space center did not induce a global displacement (only a contrast change). This implied that the reference position estimated with wFT and wFT2 may induce a global shift instead of correcting for it, because their weights are maximum at k-space center. It will then lead to a large overestimation of the L1 metric as demonstrated in Figure 3 and 5. In Figure 3, short transitions are for a duration sigma from 4 to 16. For a typical MPRAGE acquisition time of 8 minutes this corresponds to a motion duration of 3.7 to 15 seconds which is long enough to be expected in practice.

An even stronger argument is to consider the interaction between the translation direction and the phase encoding direction. When both are aligned, the convolution motion filter that apply to the image does not show two separate lines (Figure 6) compared to the other two translation directions. This is why less spatial mixing and less global displacement are observed in figure 2 third row. Since theoretical prediction of global displacement are, by definition, independent of the translation direction, they must be erroneous. Whether or not including an extra co-registration step after the motion simulation will change the deep learning performance is out the scope of this paper, but it will certainly depend on the chosen motion parameters. As we could not derive a proper theoretical or analytical solution we strongly advise to add an extra co-registration step after the simulation when using translation sensitive measures.

In experiment 2, we focused on an over simplified problem: a two position motion. From a theoretical point of view, we expected the reference position to be either position 1 or position 2, depending on how long the object was in each respective position during acquisition. This behavior was more in line with the wFT2 (or center) predictions. But the results for small amplitudes that showed a global displacement in between the two positions were more puzzling. A possible interpretation was that for short amplitudes, the motion artifact induced mainly a local blurring which lead to an in between position in the image domain. However, for larger amplitudes, spatially distinct parts of the object were mixed and the solution was then more binary. With smaller amplitudes, the observed global displacement was more in line with the wFT prediction, except again for short transitions.

The induced global displacement may not be an issue if no difference metric is used. This is indeed the case in the autofocusing literature, where a global metric was derived from the images and the motion was inferred by minimizing this metric [Atkinson et al. 1997]. Since no comparison was done with the original image, the global displacement did not matter in this case.

6 CONCLUSION

When dealing with motion artifact simulation, one often needs a measure of the artifact severity which is classically achieved by a voxel-to-voxel difference of the images with and without artifact. In this case it is of particular importance to properly choose the reference position of the motion time course in hand, to avoid any mis-co-registration between the two images.

Theoretical solutions proposed in the literature used the object position around the center of the k-space as a reference: either the position at k-space center (wFT2), or a weighted average (wFT). We showed here that this assumption no longer holds for short transient motion at k-space center, where no global displacement was observed.

We also showed a strong dependence of the problem to the amplitude and the direction of the motion which makes a theoretical solution more challenging. It is quite unfortunate not to find any theoretical or analytical solution yet, as this constrains to add a co-registration step which implies an extra computational cost and numerical imprecision.
REFERENCES
Aifar-Almagro, F., Jenkinson, M., Bargenter, N. K., Andersson, J. L., Griffanti, L., Donoue, G., Sotiropoulos, S. N., Jbabdi, S., Hernandez-Fernandez, M., Valler, E., et al. (2018). Image processing and quality control for the first 10,000 brain imaging datasets from uk biobank. *Neuroimage*, 166:400–424.
Atkinson, D., Hall, D. L., Styke, P. N., Summers, P. E., and Kevril, S. F. (1997). Automatic correction of motion artifacts in magnetic resonance images using an entropy focus criterion. *IEEE Transactions on Medical Imaging*, 16(6):903–911.
Barnett, A. H., Magland, J., and af Klitzingberg, L. (2019). A parallel nonuniform fast fourier transform library based on an ‘exponential of semicircle’ kernel. *SIAM Journal on Scientific Computing*, 41(5):C479–C504.
Bazin, P.-L., Nijssen, H., van der Zwaag, W., Gallichan, D., Alkemade, A., Vos, F. M., Forstmann, B. U., and Maan, C. W. (2020). Sharpness in motion corrected quantitative imaging at 7 T. *Neuroimage*, 222:117227.
Billot, B., Greve, D. N., Pusztai, O., Thielkischer, A., Van Leemput, K., Fischl, B., Dalea, A. V., and Iglesias, J. E. (2021). Synthseg: Domain randomisation for segmentation of brain mri scans of any contrast and resolution. *arXiv preprint arXiv:2107.09559*.
Dahkine, R., Yotter, R. A., and Gaser, C. (2013). Cortical thickness and central surface estimation. *Neuroimage*, 65:336–348.
Duffy, B. A., Zhao, L., Sepelhardb, F., Min, J., Wang, D. J., Shi, Y., Toga, A. W., Kim, H., Initiative, A. D. N., et al. (2021). Retrospective motion artifact correction of structural mri images using deep learning improves the quality of cortical surface reconstructions. *Neuroimage*, 230:117756.
Esteban, O., Birman, D., Schaer, M., Koyejo, O. O., Poldrack, R. A., and Gorgolewski, K. J. (2017). Mriqc: Advancing the automatic prediction of image quality in mri from unseen sites. *PLoS one*, 12(9):e0184661.
Gallichan, D. (2021). Retromocobox. https://github.com/dgallichan/retroMoCoBox.
Glasser, M. F., Sotiropoulos, S. N., Wilson, J. A., Coalson, T. S., Fischl, B., Andersson, J. L., Ju, X., Jbabdi, S., Webster, M., Polimeni, J. R., et al. (2015). The minimal preprocessing pipelines for the human connectome project. *Neuroimage*, 80:105–124.
Harrison, A. J. (2020). The quaternion-based spatial-coordinate and orientation-frame alignment problems. *Acta Crystallographica Section A: Foundations and Advances*, 76(4):432–457.
Huggins, D. J. (2014). Comparing distance metrics for rotation using the k-nearest neighbor algorithm for entropy estimation. *Journal of computational chemistry*, 35(5):377–385.
Johnson, P. M. and Drangova, M. (2019). Conditional generative adversarial networks. *Journal of Scientific Computing*, 76(3):901–910.
Kavan, L., Collins, S., O’Sullivan, C., and Zara, J. (2006). Dual quaternions for rigid transformation blending. *Trinity College Dublin, Tech. Rep. TCD-CS-2006-46*.
Kirk, T. P., Coalson, T. S., Craig, M. S., and Chappell, M. A. (2019). Tensorverse: surface-based partial volume estimation. *IEEE transactions on medical imaging*, 38(5):1501–1510.
Klein, S., Staring, M., Murphy, K., Viergever, M. A., and Pluim, J. P. (2009). Elastix: a toolbox for intensity-based medical image registration. *IEEE transactions on medical imaging*, 28(4):199–205.
Liu, J., Kucak, M., Sapanich, M., and Deng, J. (2020). Motion artifacts reduction in brain mri by means of a deep residual network with densely connected multi-resolution blocks (dcrn). *Magnetic resonance imaging*, 71:69–79.
Loktyushin, A., Nickisch, H., Pohmann, R., and Schölkopf, B. (2013). Blind retrospective motion correction of mr images. *Magnetic resonance in medical sciences*, 70(6):1608–1618.
Pawar, K., Chen, Z., Shah, N. J., and Egan, G. F. (2019). Suppression motion artefacts in mri using an incoherent-reset motion with motion simulation augmentation. *NMR in Biomedicine*, page e4225.
Pérez-García, F., Sparks, R., and Ourselin, S. (2021). Torchio: a python library for efficient loading, preprocessing, augmentation and patch-based sampling of medical images in deep learning. *Computer Methods and Programs in Biomedicine*, 208:106256.
Shaw, R., Sudre, C. H., Varvsavsky, T., Ourselin, S., and Cardoso, M. J. (2020). A k-space model of movement artefacts: application to segmentation augmentation and artefact removal. *IEEE transactions on medical imaging*, 39(9):2881–2892.
Tamada, D., Kromrey, M.-L., Ichikawa, S., Onishi, H., and Motosugi, U. (2020). Motion artifact reduction using a convolutional neural network for dynamic contrast enhanced mr imaging of the liver. *Magnetic resonance in medical sciences*, 19(1):164.
Todd, N., Josephs, O., Callaghan, M. F., Lutti, A., and Weidkopf, N. (2015). Prospective motion correction of 3d echo-planar imaging data for functional mri using optical tracking. *Neuroimage*, 113:11–12.
Zahn, R., and Ernst, A. (2016). Homogeneous coordinates in motion correction. *Magnetic resonance in medicine*, 75(4):274–279.

ANNEX: TECHNICAL NOTES: MOTION SIMULATION IN MRI

**Numerical formulation of Motion Simulation.** Demonstration of accurate motion simulation start from signal equation:

\[
S(\vec{k}_0) = \int_V d\vec{r}_0 \rho(\vec{r}_0) e^{i \vec{k}_0 \cdot \vec{r}_0}
\]

(1)

Using the following homogeneous coordinate \( r_0 = (\vec{r}_0, 1) = (r_{x0}, r_{y0}, r_{z0}, 1) \) and \( k_0 = (\vec{k}_0, 0) = (k_{x0}, k_{y0}, k_{z0}, 0) \), the signal equation can be written:

\[
S(\vec{k}_0) = \int_V d\vec{r}_0 \rho(\vec{r}_0) e^{i \vec{k}_0 \cdot \vec{r}_0}
\]

(2)

With homogeneous coordinate, motion can be expressed easily through use of affine transformation \( A \), which express as:

\[
A(t) = \begin{pmatrix} R(t) & T(t) \\ 0 & 1 \end{pmatrix}
\]

(3)

with \( R(t) \) the rotational component of motion and \( T(t) \) the translational component and \( t \) express the time dependance of motion. The inverse of the affine express as:

\[
A^{-1}(t) = \begin{pmatrix} R(t) & -R(t)T(t) \\ 0 & 1 \end{pmatrix}
\]

(4)

Effect of motion on the object \( \rho \) can be expressed trough action of affine transform as \( \rho(A^{-1}(\vec{k}_0)k_0) \). The measured signal is thus:

\[
S(k_0) = \int_V d\vec{r}_0 \rho(A^{-1}(\vec{k}_0)k_0) e^{i \vec{k}_0 \cdot \vec{r}_0}
\]

(5)

The exponential part is not change as this corresponds to laboratory coordinate, only the object \( \rho \) position change : this is the active point of view. Numerical implementation of motion simulation in the active point of view is numerically tedious as the rotated/translated object need to be computed for each k-space points. This amount of computation can be reduced while using the passive point of view. Notes that passive point of view can be expressed in inhomogeneous grid in discrete case, thus the integral correspond to a non-
uniform Fourier transform of type 2 (e.g. from uniform to non uniform coordinate). Numerically the implementation is a NuFFT algorithm followed by application of a linear phases. The motion corrupted image is then obtained via an inverse Fourier transform of the signal. Note that a second approach could be derived through the change of coordinate $k_1 = A^T (k_0) k_0$ This will lead to a nufft of type 1 but in this case the Jacobian is no more the identity matrix and it is difficult to derive an analytic solution.

7 EFFECT OF TRANSLATION

In case of pure translation motion, the effect on the resulting image can be expressed in image domain as a convolution with a motion filter. Starting from equation 10, the assumption of pure translation lead to $R(\vec r_1) = \mathbb{I}$:

$$S(\vec k_0) = e^{i\vec T^T (\vec k_0) \vec k_0} \int_V d\vec r_1 \rho(\vec r_1) e^{i\vec T^T (\vec k_0) \vec k_0}$$

$$= e^{i\vec T^T (\vec k_0) \vec k_0} \text{FT} [\rho(\vec r_1)]$$

Doing Fourier transform of this signal and using the convolution properties of Fourier transform we obtain:

$$\hat\rho(\vec r_1) = \rho(\vec r_1) \otimes \text{FT}^{-1} \left[ e^{i\vec T^T (\vec k_0) \vec k_0} \right] = \rho(\vec r_1) \otimes G.$$  (13)

Thus in image domain, in case of pure translation, motion acts as a filter $G$ convolving the original images. Plotting this convolutional filter helps to understand why the global displacement is different when the translation direction is the same as the slowest varying phase encoding direction. In the experiment reported in Figure 6, we considered a transient motion occurring around kspace center with an amplitude of 4 and a duration of 10 and we only change the translation direction (X Y and Z). The main observation is that for X and Z direction there is a clear spatial mixing due to the double ray of the filter, whereas only one ray is observed when translation is the same as the phase encoding direction (Y axis).

Fig. 6. The first row shows the simulated motion corrupted volume for 3 similar input motion time courses: a transient motion at the k-space center (amplitude = 4, sigma = 10). Each columns corresponds to a different translation direction, from left to right the X, Y and Z direction. In the second row we plotted the corresponding motion filter $G$ as described in equation 13. The slowest phase encoding direction is the Y axis.