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Electronic structure methods based on finite differences on a real space grid have gained much support in recent years \cite{maragakis01, soler01, kaxiras01} due to their simplicity and versatility. As with plane wave basis sets, their accuracy can be improved easily and systematically. In fact, there exists a rigorous cutoff for the plane waves that can be represented in a given grid, without aliasing, that provides a convenient connection between the two schemes. Soft \cite{maragakis01} and ultrasoft \cite{soler01} pseudopotentials, developed in the plane wave context, can be applied equally well in grid-based methods, resulting in an accurate and efficient evaluation of the potential energy. In contrast with plane waves, the evaluation of the kinetic energy by finite differences is approximate, but it can be significantly improved by using high order representations of the Laplacian operator \cite{maragakis01, soler01, kaxiras01}. However, an important difference between finite difference schemes and basis set approaches is the lack of a Rayleigh-Ritz variational principle in the former case. With finite differences, the accuracy of the calculation can also be improved systematically by increasing the grid cutoff (i.e. the grid density). But denser grids generally result in higher energies. This feature, common to all existing real-space-grid approaches to electronic structure calculations, has been discussed frequently in the literature (see for example the discussion of equation (20) in Ref.\cite{maragakis01}). It is one of the reasons why it is difficult to develop extrapolation methods and convergence schemes based on minimizing the total energy.

In this paper we show that the origin of the “anti variational” behavior of the total energy in real-space-grid approaches lies in a systematic underestimation of the kinetic energy by the finite-difference representation of the Laplacian operator, independently of the order used. We propose a simple way to construct, for any order, an alternative Laplacian representation that leads to kinetic energies that are higher or equal to the true kinetic energy. The paper is organized as follows. We first briefly present a way to construct the conventional finite difference representation of a Laplacian and show that the spectrum of the resulting operator is lower than the true one. We then apply a variation of this theme to construct a representation which has a spectrum higher than the true one. We compare the convergence of the one-dimensional harmonic oscillator energy using the two representations. Finally we implement the new representation in a real-space electronic structure code and examine the convergence properties of the calculations of bulk Si.

We will consider a three-dimensional (3D) Cartesian coordinate system, in which the Laplacian is the sum of three one-dimensional (1D) operators. For a regular grid in one dimension, a general finite-difference expression for the Laplacian of function $\psi(x)$ at point $x_i$ is

$$\nabla^2 \psi_i = \frac{1}{a^2} \sum_{j=-N}^{N} c_j \psi_{i+j}, \quad (1)$$

where $\psi_i \equiv \psi(x_i)$. The constant $1/a^2$ takes care of the dependence on the grid interval $a$, so that the coefficients $c_j$ are independent of it. Thus, we will use $a = 1$ for simplicity in what follows.

One way to obtain the Laplacian coefficients $c_j$ is through its eigenvalue equation $E(k) = k^2$, where $E(k)$ is (except for a constant factor) the kinetic energy of a single plane wave:

$$E(k) = -e^{-ikx} \nabla^2 e^{ikx} = -c_0 - 2 \sum_{j=1}^{N} c_j \cos(kj), \quad (2)$$

where we have used $c_{-j} = c_j$ due to the parity of the Laplacian. Notice that $E(k)$ is periodic by construction, with period $2\pi$, and that its slope is necessarily zero at the grid’s Nyquist limit $k = \pm \pi$. Since we have only $N + 1$ discrete coefficients to impose $E(k) = k^2$ in the continuous range $[-\pi, \pi]$, this can be done only approximately. In an electronic structure calculation, most of the spectral weight is concentrated at low values of $k$. Therefore, a sensible prescription is to require the Laplacian to be accurate around $k = 0$, by requiring that the value of $E(k) - k^2$ and its $N$ first even derivatives be zero.
at this point. The resulting values of $c_i$ are given in Table I of Ref. [3]. However, because of its periodic character, and its zero slope at $k = \pi$, the resulting $E(k)$ is a lower bound of the true kinetic energy $k^2$, as is shown in Fig. 1. With increasing discretization order $N$, $E(k)$ approaches $k^2$, but the convergence is always from below.

A simple variation of the above theme leads to a representation whose corresponding kinetic energy operator is an upper bound to the true kinetic energy [3]. Instead of fitting $N$ derivatives of $E(k)$ at $k = 0$, we fit only the value and the first $N - 1$ even derivatives at $k = 0$ and, additionally, the value at $k = \pi$. In Table I we present the resulting coefficients for orders $N = 1 - 6$.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
$N$ & $c_1$ & $c_{i+1}$ & $c_{i+2}$ & $c_{i+3}$ \\
\hline
1 & $-\frac{x^2}{2}$ & $\frac{x^2}{3}$ & $\frac{x^2}{4}$ & $\frac{x^2}{5}$ \\
2 & $-\frac{5}{3} \cdot \frac{x^2}{3}$ & $\frac{1}{3} + 15 \cdot \frac{x^2}{3}$ & $\frac{1}{3} - 3 \cdot \frac{x^2}{3}$ & $\frac{1}{3} + 3 \cdot \frac{x^2}{3}$ \\
3 & $4 \cdot \frac{4}{35} \cdot \frac{x^2}{3}$ & $\frac{4}{35} + 7 \cdot \frac{x^2}{3}$ & $\frac{4}{35} + 3 \cdot \frac{x^2}{3}$ & $\frac{4}{35} + \frac{x^2}{3}$ \\
4 & $\frac{449}{360} \cdot \frac{x^2}{3}$ & $\frac{449}{360} + 105 \cdot \frac{x^2}{3}$ & $\frac{449}{360} + 315 \cdot \frac{x^2}{3}$ & $\frac{449}{360} + 105 \cdot \frac{x^2}{3}$ \\
5 & $\frac{2497}{2520} \cdot \frac{x^2}{3}$ & $\frac{2497}{2520} + 128 \cdot \frac{x^2}{3}$ & $\frac{2497}{2520} + 315 \cdot \frac{x^2}{3}$ & $\frac{2497}{2520} + 105 \cdot \frac{x^2}{3}$ \\
6 & $\frac{311}{2048} \cdot \frac{x^2}{3}$ & $\frac{311}{2048} + 32 \cdot \frac{x^2}{3}$ & $\frac{311}{2048} + 315 \cdot \frac{x^2}{3}$ & $\frac{311}{2048} + 105 \cdot \frac{x^2}{3}$ \\
\hline
\end{tabular}
\caption{Laplacian expansion coefficients leading to upper bound representation of the kinetic energy operator.}
\end{table}

In Fig. 1 we show the kinetic energy of a plane wave as a function of its wavevector $k$, in the range $[0, \pi]$. The middle line is the exact kinetic energy, the lower curve is the energy of the conventional Laplacian representation of order $N = 6$, and the upper curve is the result of the new Laplacian representation of order 6. It is clearly seen that the new representation gives an upper bound to the true kinetic energy.

The simplest example that clearly demonstrates the properties of the new Laplacian in action is the 1D harmonic oscillator. We show the gradual convergence of the calculation using the two representations by increasing the number of points used to sample the harmonic oscillator potential $\frac{1}{2}x^2$. In Fig. 2 we plot the lowest eigenvalue, whose converged value is 0.5, versus the number of points that sample the interval $[-5, 5]$. We use a sixth order representation of the Laplacian for both calculations. The convergence is faster with the conventional representation, because it samples better the low energy part of the spectrum, but the convergence is from below, as expected. In contrast, the new representation converges from above with increasing hamiltonian size, like a basis-set expansion.

Since the 3D Laplacian in Cartesian coordinates is just a sum of three independent 1D Laplacians, its representation in a uniform grid has $6N + 1$ nonzero elements in a cross orientation, with $3c_0$ at the center and the $N$ elements along the positive and negative sides of the 3 axes. We have implemented both the conventional and the upper bound representation in a real space electronic structure code [3]. We use the new representation in the calculation of the kinetic energy part of the operator, and the conventional representation for the solution of the Poisson problem. The Poisson part of the problem typically converges from above using conventional real-space Laplacians, since the contribution of the plane waves enters with a prefactor of $1/G^2$, where $G$ is the wavevector of the plane wave. For the same reason one can argue that the Poisson problem needs a lower discretization in its solution, since the high energy components are damped by $1/G^2$.

In Fig. 3 we present the convergence characteristics...
of a total energy calculation for bulk Si, using norm-conserving pseudopotentials [10]. An 8 atom diamond lattice cubic unit cell is used with a $6 \times 6 \times 6$ $k$-point grid in the Monkhorst-Pack scheme [11]. The lattice constant is fixed at 10.264 a.u. and the real-space grid discretization is gradually increased from 14 to 30 points in each dimension: this corresponds to an effective plane-wave energy cutoff varying from 18 to 84 Ryd. For simplicity, we use the same order for the Laplacian in the kinetic and Hartree energies. The lowest curve (left pointing triangles) shows the results of the second order Laplacian that is used in HARES [7]. The total energy converges from below, implying that the major source of error comes from the kinetic energy operator. The two curves immediately above it (up-pointing triangles and rhombuses) show the total energy convergence using the conventional formulas of order 4 and 6. The energy converges from below and quickly reaches its correct value. This is partially due to a cancellation of errors between the kinetic and Hartree energies, but the convergence is not necessarily monotonic as is manifest at 16 and 18 grid points per dimension. The uppermost curve (circles) shows the results using the new Laplacian of order 4 for the kinetic energy, and the conventional Laplacian for the Hartree energy. The total energy convergence is slower, similar to the second order conventional representation, because there is no error cancellation, since both the kinetic and Hartree energies converge from above. Also, fewer terms are used to approximate the low-$k$ region, while fixing the Laplacian value at $k = \pi$ distorts considerably the kinetic energy eigenspectrum of Fig. 1 at low order expansions. Finally, the curve immediately below it (squares) shows the total energy convergence for the new representation of order 6, which has a very satisfactory numerical convergence from above.

In summary, we derived a new finite difference representation of the Laplacian that is guaranteed to give an upper bound value for the kinetic energy operator. We demonstrated this basic property of the 1D Laplacian through the harmonic oscillator potential and implemented and tested the 3D version in a real-space electronic structure code. We find that for sufficiently high order of the Laplacian, which for the case of bulk Si is 6, the new form exhibits very satisfactory numerical convergence of the total energy, while establishing the variational character of the real space method.
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