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Abstract: In this fast-paced technology-driven today’s era, biometrics is not the new buzzword in the information security domain. Biometrics uses any physiological or and behavioral attribute/s of an individual for personal identification and/or verification. In biometrics, so many traits, like a fingerprint, face, palm, retina, iris, ECG, gait, voice, and signature, etc., have been used from ages to uniquely identify a human being. Biometrics based on Footprints is the latest practice for personal identification. Like fingerprints and palmprints, footprints of individuals carry uniqueness; hence can be used in biometrics for personal recognition. This work investigates the powerfulness of footprints by extracting texture and shape features using Principal Component Analysis (PCA) method based upon Eigenfeet and introduces a new distance metric during the matching phase. Experimental results show that the new distance metric shows better results in comparison to the Euclidean, Manhattan and Mahalanobis distances.

Keywords: Biometrics, Footprint Recognition, Eigenfeet, PCA, Distance metrics

I. INTRODUCTION

Many popular modalities are being successfully implemented in biometrics like fingerprints, face, retina, iris, voice etc. But, the usage of footprint modality in biometrics, still, needs more stones to be unturned. Basically, Footprint Identification is the extraction and measurement of footprint features for recognizing the identity of a user [7]. Motivation behind using footprints has the following reasons:-
Firstly, like fingerprints and palmprints, footprints also carry uniqueness and remain persistent for a considerably longer period, so give more accurate results. Secondly, there are inexpensive and easy methods of acquiring footprint images. Thirdly, it is never possible to forge the footprints of a person.

Footprint Recognition Systems have many real-time applications like forensic sciences against intruder identifications, or identity verification of newborns to protect them from baby switching [3], [11]. It also can be easily implemented in temples or holy places where only designated barefooted persons are allowed to enter near-sacred deity idol place, to save from malicious attacks [6]. Additionally, footprints could be used for those who are physically challenged e.g. persons having no hands.

So instead of fingerprints, footprints could be used for legal purposes as an identification modality.

The organization of the paper is as follows: The next section presents an overview of background concepts, wherein, PCA method, Eigenfeet features and usage of both in the application for footprint recognition is discussed. Also, it discusses the various distance matrices, namely, Euclidean, Manhattan (or City Block) and Mahalanobis distances implemented for footprint recognition during matching phase. Section 3 describes the proposed approach which introduces a new distance metric. Experimental setup and test results are presented in section 4. This section also analyzes and compares the results to find the improved recognition rates. Finally, conclusion and future scope are discussed in the last section.

II. BACKGROUND

Since image acquisition and normalization of dorsal foot images is quite complicated, hence, observations are kept limited to planter foot images. Footprints can be acquired either through flatbed scanners or high resolution cameras [2]. Footprints can also be obtained using mat-type pressure sensors like FOOT ANALYZER [5]. Some Footprint Recognition Systems used pressure sensing mat like BIG-MAT to acquire and analyze the pressure distribution of footprints images [7]. Generally, Footprint Recognition Systems work in two modes: static (or standing) and dynamic (or walking) [1]. Current work is restricted to static mode only. Like other biometric systems, the proposed foot biometric authentication system consists of four steps namely, image acquisition, preprocessing, feature extraction; and matching and decision as shown in Fig. 1. They are described as below:

- Image Acquisition: Since there is no publically available online footprint database, the images are captured in real-time. Images of planter foot are captured using Canon EOS 1500 DSLR at 1080 dpi under the same

**Fig. 1. Schematic of Foot Biometric Recognition System**

A. Image Acquisition: Since there is no publically available online footprint database, the images are captured in real-time. Images of planter foot are captured using Canon EOS 1500 DSLR at 1080 dpi under the same
environment and lightening conditions.

Preprocessing: Firstly, the acquired image is converted into the gray scale image G for further processing. Next, morphological dilation operation is performed using square structuring element S to close the boundary to get an image D:

\[ D = G \oplus S = \bigcup_{s \in S} (G)_s \]  

Where, Dilation can be considered as a union operation of all the translations of image G caused by the elements specified in the structuring element S [4], [12]. Finally, morphological erosion operation is employed on the image D to get the transformed image I:

\[ I = D \ominus S = \bigcap_{s \in S} (D)_s \]  

Where, Erosion is just the reverse of Dilation which uses intersection instead of union operation to get the common element [4], [12].

C. Feature Extraction: Feature extraction is the most crucial step in object recognition. Implementation of PCA (Principal Component Analysis) method using Eigenfeet on the processed footprint images is done to extract shape and texture features. Given below is the detailed description of PCA method and Eigenfeet generation.

1) PCA:
   Introduction of PCA method dates back to Karl Pearson in 1901. It was used as a tool in exploratory data analysis and for making predictive models. It is the simplest method for the eigenvector-based multivariate analysis. It frequently is used to reveal the internal structure of data in a way which best depicts the major features / directions in the data e.g. variance. PCA is a mathematical procedure that uses an orthogonal transformation to convert a set of M images say Foot images into a set of K uncorrelated variables called Eigenfeet. If a set of images (i.e. a multivariate dataset) is visualized as a set of coordinates in a high dimensional data space (one axis per variable), then PCA can supply the user with a lower dimensional picture; a “shadow” of this set when viewed from its most informative viewpoint. Hence, it is mainly and the most popularly used method for dimensionality reduction in recognition and compression problems.

PCA method is also known as subspace projection technique which refers to the linear projection of image space to a low dimensional feature space called eigenspace. It seeks the projection of the data into the directions of highest variability. So, it tries to find the eigenvectors of the covariance matrix corresponding to the directions of the principal components of the original data. It transforms the original data image into a subspace set of principal components such that the first principal component of this subspace captures the greatest amount of variance among the images. The second principal component provides the basis vector of next directions orthogonal to the first principal component and so on. The last dimension of this subspace captures the least amount of variance among the images based on the statistical characteristics of the targets [2], [8], [10], [11].

In PCA, Eigenvectors generated are always orthogonal as covariance matrix is symmetric. Also, Eigenvectors constitute principal components which correspond to the direction (in original space) with the greatest variance of data. It generally discards principal components with zero or near-zero eigenvalues. Hence, it results in dimensionality reduction [2], [8], [10], [11].

2) EIGENFEET:
   Usage of Eigenfeet feature in PCA method was motivated from Eigenfaces, introduced by Turk and Pentland [13] in 1991. The Eigenfeet are nothing but the most significant eigenvectors of covariance matrix. They are referred to as the projection of sub-sampled footprints onto feet space spanned by the most significant principal components. They contain the most relevant and common features of footprints. The Eigenfeet carry foot silhouette information in them hence, it can be called as a hybrid approach i.e. both shape based and texture based approach. Prerequisite of this method is that all the images must be centered and of the same size. Recognition task, involves following two major steps:

- **Generation of Eigenfeet** for training set of images and test image.
- **Matching** using a distance metric.

Generation of Eigenfeet involves the following sub steps:

1. Get training set of foot images \( I_1, I_2, \ldots, I_M \).
2. Represent every \( m \times n \) image \( I_i \) as a vector \( \Gamma_i \) each of size \( mn \times 1 \).
3. Compute the average foot vector \( \Psi \) (Fig. 2):

\[ \Psi = \frac{1}{M} \sum_{i=1}^{M} \Gamma_i \]  

Fig. 2. Average Foot Vector

4. Subtract the average foot from every foot image vector \( \Gamma_i \) to get normalized vector \( \Phi_i \):

\[ \Phi_i = \Gamma_i - \Psi \]  

The reason is to be left with only the distinguishing features from each foot and “removing” the common information.

5. Find the covariance matrix \( C \):

\[ C = \frac{1}{M} \sum_{i=1}^{M} \Phi_i \Phi_i^T \]  

where \( \mathbf{A} = [\mathbf{\phi}_1, \mathbf{\phi}_2, \mathbf{\phi}_3 \ldots \mathbf{\phi}_n] \)

6. **Compute Eigenvectors with corresponding eigenvalues:**
   Since the matrix \( \mathbf{A} \mathbf{A}^T \) is very large (\( m^2 \times m^2 \)), so to compute the eigenvectors \( \mathbf{u}_k \) in accordance with the eigenvalues \( \lambda_k \) and to have simpler calculations, matrix \( \mathbf{A}^T \mathbf{A} (m \times m) \) is considered. Now, \( \mathbf{A} \mathbf{A}^T \) and \( \mathbf{A}^T \mathbf{A} \) have the same eigenvalues and their eigenvectors are related as: \( \mathbf{u}_k = \mathbf{A} \mathbf{v}_k \). Also, the \( L \) eigenvalues of \( \mathbf{A}^T \mathbf{A} \) correspond to the \( L \) largest eigenvalues of \( \mathbf{A} \mathbf{A}^T \) along with their corresponding eigenvectors. Hence, find \( L \) best eigenvectors \( \mathbf{u}_k \), corresponding to the \( K \) largest eigenvalues. These \( L \) highest eigenvectors are called **Eigenfeet**, which carry the most relevant foot features [2]. Since, they are the ghostly and weird images, hence, called so. Following Fig. 3 shows the images of computed Eigenfeet of 9 footprints.

Fig.3. Eigenfeet

7. **Feature Extraction:** It includes two sub-steps:

7.1 **Computation of the basis vector:** It uses the normalized foot vector \( \mathbf{\phi}_i \) (Step iv) that is projected onto eigenspace to get the feature vector (or basis vector) components \( \mathbf{\omega}_k = \mathbf{u}_k^T \mathbf{\phi}_i \) \( (6) \)

7.2 **Representation of each foot image as a linear combination of basis vectors:** Every Normalized foot image \( \mathbf{\phi}_i \) can be represented as a linear combination of basis vectors i.e. \( \mathbf{\phi}_i \) can be approximated by exactly \( L \) components:

\[
\mathbf{\phi}_i \approx \sum_{k=1}^{L} \mathbf{\omega}_k \mathbf{u}_k \tag{7}
\]

In the testing phase, the feature vectors of test foot image are extracted by following normalization and projection steps followed on test foot image (Fig. 4).

D. Matching:
Finally, matching phase comprises of calculating minimum distance technique by implementing four types of distance algorithms, namely Euclidean, Manhattan (or City Block), Mahalanobis and the proposed distance metric. Following are the definitions of the various distance metrics used:

a) **Euclidean Distance:** The Euclidean Distance is the most commonly used distance metric. It is a special case of a general class of norms and is given as:

\[
dist_E((x, y), (a, b)) = \sqrt{(x - a)^2 + (y - b)^2} \tag{8}
\]
Where \((x, y)\) and \((a, b)\) are the coordinates of two points.

b) **Manhattan (or City Block) Distance:** It is the distance between two points measured along axes at right angles. It represents the sum of the absolute values of the differences of the coordinates.

\[
dist_{MD}((x, y), (a, b)) = |x - a| + |y - b| \tag{9}
\]

c) **Mahalanobis Distance:** The Mahalanobis distance is the distance between two points in multivariate space that takes into account the covariance between the variables. It is a measure between a point \( P \) and a distribution \( D \). Hence, removes the problems related to scale and correlation inherent with Euclidean and Manhattan Distance. It is calculated as:

\[
dist_{MH}((x, y), (a, b)) = \sqrt{(x - a)^T C^{-1} (y - b)} \tag{10}
\]
Where \( C^{-1} \) = covariance inverse matrix. From the results of [15] PCA+MD outperforms significantly in comparison to PCA+ED in face recognition.

III. PROPOSED WORK

The proposed personal recognition system uses human footprints by implementing PCA and Eigenfeet approach and integrating a new distance metric. The diagrammatic representation of proposed work is shown in Fig 5. Following Algorithm is implemented in proposed footprint recognition system:

1. Input the preprocessed foot image \( I \) of size \( m \times n \).
2. Convert the image \( I \) to foot vector of size \( mn \times 1 \).
3. Normalize the foot vector using average foot image of training set.
4. Project normalized foot vector onto the eigen foot space.
5. Find the basis vector.
6. Perform matching by calculating the minimum distance between input basis vectors and all the weight vectors of training set using proposed distance metric.
7. Give the decision as accept or reject the claimed user.
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**Fig. 5. Schematic description of Recognition steps of proposed work**

**Proposed Distance Metric:** This distance metric is a variation of Mahalanobis distance which takes into account the covariance matrix instead of taking the inverse of the covariance matrix. It is given as:

$$distPD((x, y), (a, b)) = \sqrt{(x - a)^T C (y - b)}$$

Where $C$ is the covariance matrix of data points which needs to be positive definite matrix. This distance metric gives faster and better performance. It has many reasons; in comparison to Euclidian and Manhattan, it considers the variances among the data points. Also, it differs from Mahalanobis distance in the only way that it considers only the covariance matrix unlike inverse of covariance matrix which involves more computations. So, recognition performance of proposed distance metric produces significantly better results when the image dataset is heavily populated and has larger image sizes. Hence, when this new distance was implemented in matching phase, it gave better results in comparison to Euclidian, Manhattan and Mahalanobis distances.

### IV. RESULTS AND DISCUSSIONS

To investigate the general applicability of the proposed approach and to achieve more recognition accuracy, the Footprint Recognition system was implemented using MATLAB. The experiments were conducted by using our database of 60 footprint images of 45 females and 15 males of 12 people aged between 20 and 60. Five footprint images of every person were recorded with the camera on the same day. Image acquisition is preceded by cleaning the sole of the user. All the images are captured under the same environment i.e. same lightening conditions within a time span of 15 minutes per user. The frontal pose was considered i.e. planter foot images centered in the image. All the images are cropped and resized to 1140 X 512 pixels.100 genuine attempts were executed for each footprint was matched against the remaining images of the same foot and 120 imposter attempts on the test set. Four types of algorithms are tested, namely Euclidean, Manhattan, Mahalanobis and the proposed distance metric. During matching phase, the best match of probe in the training set is the choice of subject $r$ that minimizes the distance between probe image and each image in the training set. i.e.

$$\min \| C_r - C_P \|$$

Where $C_r$ and $C_P$ are the vectors of coefficients in eigenspace for training and probe footprint images respectively [14]. So, the minimum distances between each test image and all the images in training image set were recorded. Similar processing steps were repeated every time for each type of distance classifiers. For an instance, Table I shows the listing of respective min distances of 12 footprint test images using Euclidean, Manhattan, Mahalanobis and the proposed distance metric. Additionally, the total time elapsed for the recognition process was also recorded by implementing all the four distances. Table II shows the elapsed time in seconds for foot recognition system using these distance metrics. A corresponding diagrammatic comparison of the elapsed time has been represented in Fig. 6 given below. It is evident from table II and Fig.6 that the recognition process works faster using proposed distance metric as it takes lesser amount of time in comparison to Euclidian, Manhattan and Mahalanobis distances.

### Table I: Minimum Distances of various Distance Metrics during matching phase

| S. N. | Euclidean | Manhattan | Mahalanobis | Proposed |
|-------|-----------|-----------|-------------|----------|
| 1     | 0.5844    | 2.01770   | 7.63E-05    | 7.66E+03 |
| 2     | 0.8661    | 2.57250   | 9.43E-05    | 9.18E+03 |
| 3     | 1.1995    | 2.50410   | 1.12E-04    | 1.08E+04 |
| 4     | 1.0735    | 2.49320   | 1.09E-04    | 9.86E+03 |
| 5     | 1.4043    | 2.52900   | 1.96E-04    | 7.15E+03 |
| 6     | 1.3896    | 2.58390   | 1.88E-04    | 7.41E+03 |
| 7     | 2.3453    | 1.10870   | 6.23E-04    | 3.76E+04 |
| 8     | 0.4619    | 1.54180   | 8.31E-05    | 5.56E+03 |
| 9     | 0.5348    | 1.76210   | 5.66E-05    | 9.45E+03 |
| 10    | 0.4237    | 1.67940   | 5.02E-05    | 8.45E+03 |
| 11    | 0.3802    | 1.58620   | 6.12E-05    | 6.22E+03 |
| 12    | 2.0106    | 3.16410   | 2.98E-05    | 3.03E+07 |
Table II: Time elapsed in seconds for recognition process in FRS using various distance metrics

| S.N. | Time Elapsed in Seconds |
|------|-------------------------|
|      | Euclidean | Manhattan | Mahalanobis | Proposed |
| 1    | 10.507496 | 10.973736 | 10.984230 | 10.089760 |
| 2    | 11.109633 | 10.979376 | 10.207997 | 9.829409  |
| 3    | 11.183020 | 12.370156 | 13.335142 | 9.462796  |
| 4    | 12.497053 | 12.281769 | 12.281769 | 10.662704 |
| 5    | 11.399549 | 11.283798 | 11.283798 | 10.995319 |
| 6    | 11.075330 | 10.609363 | 11.125690 | 10.316953 |
| 7    | 14.161996 | 12.797149 | 12.797149 | 10.523178 |
| 8    | 10.941541 | 13.916569 | 13.916569 | 10.431704 |
| 9    | 10.836558 | 10.970531 | 10.970531 | 10.724488 |
| 10   | 10.968256 | 12.182564 | 12.182564 | 10.136835 |
| 11   | 12.105550 | 11.705355 | 11.705355 | 10.224616 |
| 12   | 14.981370 | 13.998666 | 13.998666 | 10.483433 |

Table III: FAR, FRR and Accuracy of various distances

| Distance classifier | FAR(%) | FRR(%) | Accuracy (%) |
|---------------------|--------|--------|--------------|
| Euclidean           | 4.22   | 6      | 94.82        |
| Manhattan           | 5.85   | 4      | 95.07        |
| Mahalanobis         | 3.42   | 6.45   | 95.65        |
| Proposed            | 2.62   | 3      | 97.19        |

Table III shows verification rates (in terms of FRR and FAR) and accuracy of various distance metrics employed in the proposed system. Fig. 7 and 8 show the comparison of error rates (FAR and FRR) and accuracy of the system implementing all the four distances including proposed distance metric.

Fig.6. Comparison of time elapsed for recognition by using Euclidean, Manhattan, Mahalanobis and Proposed distance metric distances

On the basis of the results illustrated in table II and in Fig. 6, it can be seen that implementation of proposed distance metric produces faster recognition in comparison to other three distances. Hence, the proposed approach is faster yet more efficient for Footprint Recognition System using PCA and Eigenfeet approach.

Afterwards, the recognition rates for all the four distance classifiers were calculated. The most popular performance measures used in biometrics are FRR (False Reject Rate), FAR (False Accept Rate) and Accuracy. So, the results are tested for FAR, FRR and Accuracy of the recognition system. FRR (or, False Non Match Rate (FNMR)) refers to the rate at which the system incorrectly rejects access to an authorized person. On the other hand, the rate at which the system falsely authorizes a non-authorized person is termed as FAR (or, the False Match Rate (FMR)) [11]. Finally, the Accuracy governs the efficiency of the system in terms of its ability to identify a person which is dependent on the values of FRR and FAR both. The FRR, FAR and Accuracy are expressed in terms of percentages as below:

FAR = \frac{(\text{No.of false acceptance found})}{(\text{Total no.of comparisons})} \times 100 \quad (12)

FRR = \frac{(\text{No.of false rejections found})}{(\text{Total no.of comparisons})} \times 100 \quad (13)

\text{Accuracy} = 100 - \frac{(\text{FAR}+\text{FRR})}{2} \quad (14)

Fig.7. Comparison of FAR, FRR

Fig.8. Comparing Accuracy among four distance metrics
Novel Distance Metric for Touchless Footprint Based Identification Technique

From the results of Table III and Fig. 7 and 8, it is evident that proposed distance metric shows better recognition performance compared to other distance metrics due to lesser error rates and higher accuracy. Hence, it proves to be more effective and better recognition system.

V. CONCLUSION AND FUTURE WORK

In this paper, PCA Algorithm is employed based on Eigenfeet for footprint recognition. In biometrics, most of the recognition algorithms have used either the Euclidean distance or Manhattan (or city block) distance during the matching phase. In this paper, a new distance metric, which is a variation of Mahalanobis distance metric, has been implemented for footprint recognition for the first time. Results show that it matches in a more improved and faster way. In the Mahalanobis distance, different components of feature vector play different roles when measuring the similarity between features. The new distance metric and the Mahalanobis distance metric, take into account the covariance among the data set. Experimental results demonstrate that proposed distance metric can significantly outperform Euclidean, Manhattan, and Mahalanobis distance metrics during footprint recognition using PCA and Eigenfeet, making it a new and first effort in the direction of biometrics especially for footprint recognition. This footprint recognition can further extend its applicability in various areas like Newborn baby Authentication, Forensics, Multimodal Biometric Authentications, Medical Diagnosis for finding the foot deformities, etc.

REFERENCES

1. V. D. Ambeth Kumar and M. Ramakrishnan, “Footprint based recognition system”, Information Technology and Mobile Communication: International Conference, AIM 2011, Nagpur, Maharashtra, India, Proceedings; Springer Berlin Heidelberg, pp. 358–367, April 21–22, 2011.
2. Andreas Uhl and Peter Wild, “Footprint-based biometric verification”, IEEE Journal of Electronic Imaging, 17(1):011016-011016, 2008.
3. S. Balamnanaiksh, S. Sumathi and R. Rani Hema Malini, “Identity verification of newborn using biometrics”, International Journal of Engineering Research and Applications (IJERA) ISSN: 2248-9622, March 2013.
4. R. C. Gonzalez and R. E. Woods, “Digital Image Processing”, 3rd Edition, New Delhi: Pearson, 2008.
5. Heesung Lee, Byungyun Lee, Jin-Woo Jung, Sungjun Hong and Euntai Kim, “Human biometric identification through integration of footprint and gait”, Springer: International Journal of Control, Automation, and Systems, (2013) 11(4):826-833 doi: 10.1007/s12555-011-9235-1.
6. Kapil K. Nagwanshi, “Cyber forensic review of human footprint and gait-based system for personal identification in crime scene investigation”, Preprints July 2018, doi: 10.20944 / preprints 201804.0072.v1.
7. Khamael Abbas Al-Dulaimi, “Using feature extraction for human footprints recognition”, International Journal of Computer Applications (0975-8887) Vol 64–No.3, Feb 2013.
8. V. Kumar and M. Ramakrishnan, “Footprint recognition with COP using Principle Component Analysis (PCA)”, Journal of Computational Information Systems, vol. 8, no. 12, pp. 4939-4950, 2012.
9. K. K. Nagwanshi and S. Dubey, “Biometric authentication using human footprints”, International Journal of Applied Information Systems (IJIAS) – ISSN: 2249-0868, vol. 3, no. 7, pp. 1-6, Aug 2012.
10. Rohit Khokher, Ram C. Singh and Rahul Kumar, “Footprint recognition with Principal Component Analysis and Independent Component Analysis”, Macromolecular Symposia 2015, 347, 16-26.
11. Riti Kushwaha, Neeta Nain and Gaurav Singal, “Detailed analysis of footprint geometry for person identification”, 13th IEEE International Conference on Signal-Image Technology and Internet-Based Systems (SITIS), 2017.
12. S. Sridhar, “Digital Image Processing”, 2nd Edition, Oxford University Press, 2012.
13. M. Turk and A. Pentland, “Eigenfaces for recognition”, J. Cogn. Neuroscience, vol. 13, no. 1, pp. 71–86, 1991.
14. Y. N. Singh and S. K. Singh, “Identifying Individuals Using Eigenheat Features of Electrocardiogram”, Journal of Engineering, Article ID 539284, 2013.
15. Z. Fan, M. Ni, M. Sheng, Z. Wu and M. Sheng, “Principal Component Analysis Integrating Mahalanobis Distance for Face Recognition”, Second IEEE International Conference on Robot, Vision and Signal Processing, pp. 89-92, doi: 10.1109/ICGTSPI.2016.7955280, Dec 2013.

AUTHORS PROFILE

Anshu Gupta is pursuing Ph.D in the Department of Computer Science, Babasaheb Bhimrao Ambedkar University, Lucknow. She has more than 15 years of teaching experience in various colleges. She has done MCA from Dr. B. R. Ambedkar University, Agra and M. Tech.(CSE) from Dr. A.P.J. Abdul Kalam Technical University, Lucknow. Her research interests include Biometrics, Digital Image Processing, Computer Graphics, Design and Analysis of Algorithms, and Machine Learning.

Deepa Raj is currently working as an Assistant Professor in the Department of Computer Science, Babasaheb Bhimrao Ambedkar University, Lucknow. She did her Post Graduation from J. K. Institute of Applied Physics and Technology, Allahabad University. She obtained her Doctorate from Babasaheb Bhimrao Ambedkar University, Lucknow in the field of Software Engineering. She has published several research papers in various National and International Conferences and Journals. Her areas of interests lay in the fields of Software Engineering, Computer Graphics, Image Processing, Biometrics, Data Structure and Theory of Automata.