Fish-Inspired Task Allocation Algorithm for Multiple Unmanned Aerial Vehicles in Search and Rescue Missions
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Abstract: The challenge concerning the optimal allocation of tasks across multiple unmanned aerial vehicles (multi-UAVs) has significantly spurred research interest due to its contribution to the success of various fleet missions. This challenge becomes more complex in time-constrained missions, particularly if they are conducted in hostile environments, such as search and rescue (SAR) missions. In this study, a novel fish-inspired algorithm for multi-UAV missions (FIAM) for task allocation is proposed, which was inspired by the adaptive schooling and foraging behaviors of fish. FIAM shows that UAVs in an SAR mission can be similarly programmed to aggregate in groups to swiftly survey disaster areas and rescue-discovered survivors. FIAM’s performance was compared with three long-standing multi-UAV task allocation (MUTA) paradigms, namely, opportunistic task allocation scheme (OTA), auction-based scheme, and ant-colony optimization (ACO). Furthermore, the proposed algorithm was also compared with the recently proposed locust-inspired algorithm for MUTA problem (LIAM). The experimental results demonstrated FIAM’s abilities to maintain a steady running time and a decreasing mean rescue time with a substantially increasing percentage of rescued survivors. For instance, FIAM successfully rescued 100% of the survivors with merely 16 UAVs, for scenarios of no more than eight survivors, whereas LIAM, Auction, ACO and OTA rescued a maximum of 75%, 50%, 35% and 35%, respectively, for the same scenarios. This superiority of FIAM performance was maintained under a different fleet size and number of survivors, demonstrating the approach’s flexibility and scalability.
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1. Introduction

Unmanned aerial vehicles (UAVs), originally developed for the military, have become preeminent platforms in civil applications, such as agriculture [1–3], transportation [4,5], mineral exploration [6–8], and search and rescue (SAR) operations [9–11]. SAR missions are generally time critical, where any delay can result in potential human losses, and such missions often occur in unfriendly environments that are likely to be detrimental to manned rescues [12]. Therefore, an increasing recognition of the potential of UAVs for SAR missions is evident in the literature (e.g., [13–19]). In fact, the usage of UAVs in such operations has already been demonstrated in the events of 9/11, after the collapse of the World Trade Center in New York [20]. Rescue teams also deployed UAVs in the aftermath of the 2008 Sichuan earthquake to identify choke points that could hinder the rescue efforts [21].

In a typical SAR mission, multiple UAVs are sent to a disaster area to locate and rescue survivors. The time and operational constraints of SAR missions and the limitations imposed on UAVs require efficient coordination to best allocate search and rescue tasks...
to the UAVs within the same mission, which is known as the multi-UAV task allocation (MUTA) problem. MUTA is a special case of the NP-hard multi-robot task allocation (MRTA) problem [22–24]. In MUTA, robots fly, thereby introducing additional challenges in communications and increasing the level of uncertainty. Furthermore, MUTA constraints are more critical in SAR missions due to its life-and-death nature and absence of communication infrastructure. Due to the high complexity of the MUTA problem, it is often approached by using heuristics to ensure traceable solutions.

This study introduces a fish-inspired algorithm for the task allocation for multi-UAVs (FIAM) during an SAR mission, which exploits ideas from fish schooling and foraging behavior where fish aggregate in schools to search for food, and each school follows a single leader. The follower fish progressively abandons a futile leader, as forgetfulness significantly plays a role in this mechanism as fish have high forgetting rates of ‘bad memories’, and joins a more successful leader forming a massive school around them due to the lower forgetting rate of ‘good memories’. Fish do this with minimum communications among them [25]. Similarly, FIAM groups’ UAVs in small fleets with a leader of each to explore different regions of a disaster area. Leaders at regions with few survivors would need less followers and vice versa. The decisions of whether to lead or follow, whom to follow, when and for how long are very critical and are handled, in FIAM, autonomously, adaptively, and with minimum direct communications between the fleet members of SAR mission in hostile environments.

The primary assets of FIAM, compared with other MUTA approaches, are adaptive behaviors and autonomy of decision by each UAV based on situation awareness. Additionally, although fish behavior has previously been considered for various task assignment problems (e.g., [22–24]), it has not been particularly considered for resolving the MUTA problem. Above all, these benefits come at no cost of running time where FIAM was investigated in-depth by simulating SAR missions within a strictly controlled evaluation framework. FIAM performance was benchmarked against three long-standing MUTA heuristics, including opportunistic task allocation (OTA) [18], auction algorithm [26], and Ant-colony optimization (ACO) [27], as well as the recently introduced locust-inspired heuristic for MUTA (LIAM) [18]. The results demonstrated the superiority of FIAM over the benchmark algorithms, where it maintained a significantly higher percentage of rescued survivors and lower task completion time and running time. The main contributions of this study are as follows:

- A new algorithm inspired by fish schooling and foraging behavior, to address the special challenges of the task allocation problem, which is among the NP-hard problems.
- The customization of the proposed algorithm to address the extra challenging constraints of multi-UAV SAR missions.
- A strictly controlled experimental framework to thoroughly investigate the performance of the proposed algorithm at different problem scales.

The remainder of this study is organized as follows. In Section 2, the existing studies developed to address the problem of multi-robot and multi-UAV task allocation are reviewed. Section 3 describes the biological inspiration and the algorithm design. Sections 4 and 5 present the evaluation methodology and experimental results, respectively. Finally, Section 6 concludes the study and briefly discusses future research directions.

2. Related Work

Due to the wide range of applications of the task allocation problem, several approaches have been introduced in the literature to tackle its intrinsic challenges. Starting from the simple opportunistic allocation to advanced auction-based and bio-inspired approaches. The opportunistic allocation approach (OTA) follows a simple greedy strategy [18] where each task is allocated to the first available agent regardless of whether it is the best fit for this task in terms of the available resources and distance to reach. Despite its appealing simplicity, OTA is not widely adopted because it produces less optimum solutions. In contrast, auction-based algorithms allocate tasks to agents based on bidding [28]. Agents bid
for each task and the task is allocated to the highest bidder [29]. Bids are usually based on current available resources to the UAV and its distance from the task. Due to the efficiency of the auction-based approach, many of its variants have been proposed [26,30]. However, apparently, this approach becomes time and resource consuming for a large number of tasks and fleets of UAVs, where a quadratic time complexity $O(n^2 m)$ (where $n$ is the number of tasks, and $m$ is the number of UAVs) was reported [31].

The bio-inspired algorithms employ ideas from biological systems in deciding task allocation. These algorithms considerably diverge depending on the species (e.g., ants, bees or locusts) that they simulate. Here, we focus on ants because ants have attracted widespread attention as a successful metaheuristic in many application domains, fish due to their direct relevance to this study, and locusts due to the latest interest in utilizing their behavior in the MUSA problem. AO is among the first and most successful proposals for bio-inspired metaheuristics. ACO is a probabilistic technique that is modeled based on the behavior of ants in colonies as they forage for food. The ants leave a trail of chemical pheromones to guide other ants to discovered food sources; paths with strong concentrations of pheromones are given priority to support the search for the shortest path between the colony’s nest and the food source [32]. ACO has been used in approaching different optimization problems [33–35], including the task allocation problem. In [36], ACO was utilized for MRTA to allocate tasks to robots and determine each robot’s task-processing sequence. The collection path of ACO (CPACO) [27], extends ACO by establishing a three-dimensional pheromone path to resolve the MUSA problem. The dynamic ant-colony labor division (DACLC) algorithm [37] was proposed for the task allocation problem in battlefields with a swarm of multiple combat UAVs. However, ACO and its variations poorly perform in dynamic contexts, such as SAR missions, which is a common problem in all the metaheuristics [38], as recalculations are needed once a new task arrives, i.e., a new survivor discovered, which results in large computation overheads due to the exponential run time [39].

Several studies have used fish as an inspiration in approaching problems in complex optimization domains [40], such as networks [41–45], image processing [46–48], robotics, motion control [49–51], machine learning [52–54], industries [57], automation [58], and many other fields. However, few fish-inspired heuristics have been proposed, particularly targeting the task allocation problem. The artificial fish-swarm algorithm (AFSA) is among the earliest fish-inspired metaheuristics [59]. It is a swarm intelligence algorithm that derives its inspiration from certain behaviors of individual fish during the foraging process in nature. Each artificial fish in the algorithm searches for food by swarming, random moving, preying and following behaviors. An artificial fish has its own information, which comprises its current position, step length, the visual range, crowding factor, food concentration to decide which behavior to perform next. AFSA has several advantages, such as global search ability, fast convergence, parallelism and insensitivity to initial values. The original AFSA was modified for the distributed MRTA problem to minimize the digression between robots and desirability [60] by a resource-leveling method in which robots are considered resources. The algorithm performance was examined against particle swarm optimization and genetic algorithms where the results revealed its superiority in achieving faster global convergence and better robustness. In [61], a fish-swarm algorithm was proposed to schedule and allocate tasks to multiple robots. This approach consists of two main steps. In the first step, the optimal task execution sequence is calculated using AFSA. In the second step, the task sequence is randomly divided and allocated to the robots. The algorithm was compared with simulated annealing and the results showed that the fish-swarm algorithm consumed less time. However, similar to other metaheuristics, these fish-inspired algorithms depend on iterative calculations for the best solutions, making them prohibitively time consuming to be employed in SAR dynamic environments.

In contrast to the above reviewed metaheuristics, a locust-inspires problem-dependent heuristic (LIAM) [18], was recently introduced, which is tailored to the MUSA problem in multi-UAV SAR missions based on the locust elastic behavior [9,18]. Locusts exhibit
adaptable morphological and behavioral forms as they advance through their lifecycle. Their behavior is dramatically altered in response to internal and external stimuli between two main phases: solitarious and gregarious. Similarly, the LIAM divides the SAR mission into two phases, search (solitarious) and rescue (gregarious) phases. Additionally, it dynamically alters the behavior of the UAVs, based on their physical capabilities to mimic the locust behavior. The experimental results showed the superiority of the LIAM compared to auction, ACO, and OTA algorithms in terms of the percentage of rescued survivors and reduced task completion time.

Considering the aforementioned works, there have been significant interests in the task allocation problem. However, among the various forms of the problem, the MUTA, especially in dynamic and constrained environments, such as SAR missions, is understudied. Furthermore, the potential benefit of fish-inspired algorithms to approach this problem is still unexplored.

3. FIAM Algorithm

3.1. Biological Inspiration

Fish are perhaps the most successful vertebrates since ancient times; their enormous diversity results in an astounding array of physiological and behavioral adaptations that ensure their survival in nature [25]. Hence, it is unsurprising that they have attracted increased attention for designing robust and adaptive systems (e.g., [62–64]). Fish of the same species move in groups commonly known as schools. There are several benefits for being in a school, such as reduced aggression, defense against predators, and better food localization during foraging [65,66]. However, while many aspects of the behavior of fish schools have been used as the basis for inspiration in algorithms, a remarkable aspect that has been consistently overlooked in computational applications is the forgetting process of fish. Studies have shown that forgetting plays a significant role in fish activities, such as the food foraging process, which allows rapid and flexible adaptation to changes in the environment. They discovered that in fish foraging, forgetting might be equally significant to remembering. Fish widely vary in their memory window size, which is highly dynamic and influenced by the environmental variability [25].

Fish usually forage for food through individual sampling and following other foragers. Foraging divides a school of fish dynamically into a single sampler and its followers. The sampler fish actively searches for food sources and pursue prey, while followers simply go along and profit from the food the sampler finds. Followers tend to forget, and therefore leave an unsuccessful sampler and also tend to remember, and therefore stick with, a successful one. Every time the sampler leads its follower to a food source, they assess its profitability (i.e., prey size) and the school size is accordingly adjusted using the forgetting process exhibited by fish. If the food is plentiful, a follower’s forgetting rate of the sampler is slower (due to the large memory window size), and followers will be strongly attached to their sampler, keeping a small distance from it and its follower, resulting in a coherent school. Conversely, if the sampler consistently leads the school to meager sources, the forgetting rate of the followers is faster (due to the small memory window size). In other words, fish forget “bad” memories faster, as their memory window size shrinks, than they do “good” ones, by expanding their memory window size. However, different fish in a school will have different forgetting rates of the same sampler. This leads to a progressive rather than sudden disintegration of less successful schools. When followers forget the sampler they were with, they make the decision of either random search for their own food sources (becoming a new sampler), or of joining a more profitable school. This means that a successful school gradually expands as followers of less successful school join and their forgetting rate slows due to abundant food. Therefore, small schools progressively combine with more successful schools to form a massive harmonious school [25,67,68], as shown in Figure 1.
The statuses of all survivors are unknown at the start of the mission. This accordingly means that the mission area with hotspots that indicate areas of higher survivor concentration to illustrate the fact that in real-life scenarios, people tend to gather in groups when they feel unsafe. A survivor can be in one of the four states: discovered, undiscovered, deceased, or rescued. At the start of the mission, the statuses of all survivors are unknown. This accordingly changes as the mission time elapses.

As illustrated in Figure 2, the mission area is logically structured as a grid of blocks with each block holding at most a single survivor. The grid is locally represented on each UAV as an in-memory table which is periodically synchronized with updates from the other UAVs in the same mission. A set of $a \times a$ blocks constitute a single region where $a$ is a positive integer $> 1$. The value of $a$ is determined during the initialization phase according to the size of the disaster area. Regions and blocks can be in one of the following states: unassigned, assigned or explored. An assigned block is a block that has been selected by a UAV but where the search for a survivor is yet to be completed. An assigned region is a region with at least one assigned block. A block is said to be explored when a search for a survivor has been completed. When all blocks in a region have been explored, then the region is said to be explored as well. At the start of the mission, the statuses of the regions and blocks are set to unassigned and change as the mission progresses.
The UAVs are divided into groups (schools). Each school is composed of multiple follower UAVs and a single sampler UAV. At the start of the system, the follower and sampler roles are randomly assigned to the UAVs in the fleet. Nevertheless, as the SAR mission progresses, the UAVs can dynamically switch between the two roles based on the sampler and follower UAV algorithms presented in Sections 3.3 and 3.4, respectively. We assume that the UAVs are battery-operated multi-rotors with similar capabilities to support role interchangeability and can autonomously fly without colliding. Before the beginning of any mission, the ground station determines the mission requirements, which include the parameter values needed to execute the mission, such as the mission duration, disaster area size and location, number of UAVs, their initial roles, battery capacity and maximum travel speed, number of charging stations and their locations. The ground station receives a complete mission report once the mission is completed or terminated.

3.3. Sampler UAV Algorithm

The sampler algorithm is illustrated in Figure 3. The sampler UAV starts by flying to the nearest unassigned block in the nearest unassigned region to search for survivors accordingly, the region and block states are changed from unassigned to assigned. Once a survivor is discovered, the survivor is rescued, the profitability of the region is increased by one unit and the block state is changed to be explored. The sampler UAV sequentially continues its search of unassigned blocks in the assigned region, once all blocks are explored in the assigned region, the sampler UAV starts searching for survivors in unassigned blocks in the nearest unassigned region. If all regions have already been assigned, the sampler UAV changes its role to follower UAV and joins the nearest sampler of the highest profitable region. The algorithm terminates when the UAV changes its role to follower UAV, and all blocks in all regions are assigned or when the mission time concludes.

3.4. Follower UAV Algorithm

The follower UAV algorithm explicitly adopts the forgetting strategy of fish behavior; hence, a UAV gradually abandons its sampler if its region is low in number of discovered survivors. This behavior is supported by the introduction of two variables: memory and forgetting rate. The memory variable is used in controlling the memorability of a sampler by its followers given the profitability of its region while the forgetting rate controls the memory size of followers.
A follower UAV starts with 100% memory capacity and a randomly generated forgetting rate, in the range of 10–20% (Figure 4). To search for survivors, the follower UAV flies to the nearest unassigned block in the direction of its assigned sampler. Upon the discovery of a survivor, the survivor is rescued, and the follower UAV increases the profitability of the region, which results in a deduction from the forgetting rate. In contrast, if the block does not hold a survivor, the follower memory value is decreased by an amount equal to the forgetting rate at the same time as the forgetting rate is increased. After each memory deduction, the minimum memory threshold is to be checked, if not reached, and there are more blocks in the current region the follower UAV continues searching by selecting the nearest unassigned block toward the sampler. However, if the minimum memory threshold has already been reached, the follower UAV will decide to either abandon its sampler or join a more successful sampler, if all regions are already assigned, or to change its role to a sampler and starts foraging on an unassigned region. This strategy ensures the discoverability of all survivors throughout the unassigned regions and blocks. The follower UAV algorithm terminates when the follower changes its role to a sampler, and all blocks in all regions have already been assigned or explored, or when the mission time concludes.

Figure 3. Sampler algorithm.
4. Evaluation Methodology

The main objective of FIAM is to maximize the number of rescued survivors and minimize the mean rescue time at various problem scales in terms of the number of UAVs and number of survivors. A well controlled empirical evaluation framework was developed to evaluate the system performance by comparing it to three well established benchmark algorithms and a recently proposed locust-inspired MUTA heuristic: OTA scheme used as a baseline, an auction-based algorithm A combinatorial auction framework for decentralized task allocation, ACO [27], and a locust-based task allocation for multi-UAVs, LIAM [18]. Three performance metrics were measured for each algorithm, which include the percentage of rescued survivors, mean time to rescue a survivor, and algorithm-running time.

Due to the increased difficulty of the MUTA problem as the numbers of UAVs and survivor increase in SAR missions, we experimented with multiple values of each:

- The number of UAVs was logarithmically increased in a power of 2 to include the teams of 4, 8, 16, 32, 64, and 128 UAVs.
- The number of survivors was similarly logarithmically increased to a power of 2 to include 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048, and 4096 survivors.

In a similar approach to [18], different scenarios were developed using a java-based multi-UAV mission simulator, MASPlanes++ [70,71], to represent a disaster area of 111 × 111 regions, with nine 3 m × 3 m blocks on each region. The survivor critical window was set to 10–72 h. Each survivor has a randomly assigned maximum lifespan, and if the survivor...
is not rescued before that time, they expire. The considered UAVs are battery-operated quadrotors with 40 km/h maximum speed and 15 min of travel battery capacity with 30 unit/s as the recharge ratio. Nine charging stations and ten survivors’ hotspots with a radius of 200 m were arbitrary placed in the area. The power consumption for movement was uniform across all UAVs. Time penalties of 10 and 60 s were assumed for searching a block and rescuing a survivor, respectively. The power consumption during idle time and operation time was 1 unit of power/300 ms and 1 unit of power/100 ms, respectively. Furthermore, the power penalties of 5 and 10 units were assumed for searching a block and rescuing a survivor, respectively. The selected value for each parameter is presented in Table 1.

Table 1. Parameter settings of the evaluation environment.

| Parameters                          | Settings                                           |
|-------------------------------------|----------------------------------------------------|
| Disaster area size                  | 111 × 111 regions, 9 blocks per region             |
| Block size                          | 3 m × 3 m                                          |
| Hotspots                            | 10; radius: 200 m                                  |
| Critical survival window            | 10–72 h                                            |
| Plane maximum speed                 | 40 miles/hour                                      |
| Battery capacity                    | 9000 units (15 min of travel)                      |
| Battery recharge ratio              | 30 units/second                                    |
| Search power consumption penalty    | 5 units of power                                   |
| Search time penalty                 | 10 s                                               |
| Rescue power consumption penalty    | 10 units of power                                  |
| Rescue time penalty                 | 60 s                                               |
| Idle power consumption              | 1 unit of power/300 milliseconds                   |
| Standard power consumption          | 1 unit of power/100 milliseconds                    |
| Charging stations                   | 9 stations                                         |

5. Results and Discussion

The performance of FIAM was analyzed on different SAR mission scenarios against four benchmark algorithms: OTA strategy, auction algorithm, ACO, and LIAM. The following subsections examine the performance of the five algorithms considering three performance metrics: net throughput, mean rescue time and running time performance. All experiments were performed on the same hardware, which has a desktop-class quad-core processor with Intel i7-4790K processor which runs at 4.6 GHz and paired with 16 GB RAM operating at 1866 MHz. Each experiment was run at least ten times, and the results were averaged and presented in lin-log graphs defined as a logarithmic base-2 scale of the number of UAVs on the x axis by a linear scale for the performance measures (net throughput, mean rescue time, and run-time performance) on the y axis. Lin-log graphs employing a logarithmic axis allow for simultaneous comparisons of data points drawn from various UAVs.

5.1. Percentage of Rescued Survivors

The percentage of rescued survivors (net throughput) is plotted for the number of survivors in the range [1–4096] against the number of UAVs in lin-log graphs for FIAM, OTA, auction, LIAM, and ACO algorithms in Figure 5 with 12 subfigures, each of which is for a different number of survivors.

As shown in Figure 5, the proposed FIAM algorithm clearly outperformed, with high margins, the benchmark algorithms for the most challenging scenarios (i.e., scenarios with a limited number of UAVs searching large areas for only a small number of survivors), e.g., Figure 5a,b. In those scenarios, the UAVs in the benchmark algorithms were only able to rescue up to 50% of survivors. On the other hand, FIAM was able to rescue up to 100% of survivors. Though the margin of rescue decreased as scenarios got less challenging, e.g., Figure 5f–l, FIAM still outperformed the benchmarks. This demonstrates the efficiency of the FIAM-schooling behavior in SAR missions where survivors would congregate at
shelters or supply areas. Consequently, the schooling behavior of the UAVs in FIAM would dedicate more resources to these areas.

LIAM proved to be the second most efficient among the benchmark algorithms. With the largest simulated fleet (128 UAVs), FIAM and LIAM were able to rescue all the survivors. However, FIAM was able to rescue more survivors with fewer UAVs throughout the different scenarios. This superiority of the FIAM performance over LIAM can be attributed to FIAM schooling behavior; when a shelter is found, a sufficient number of

Figure 5. Net throughput as the number of survivors increased from 2 to 4096. (a) Net throughput for 2 survivors. (b) Net throughput for 4 survivors. (c) Net throughput for 8 survivors. (d) Net throughput for 16 survivors. (e) Net throughput for 32 survivors. (f) Net throughput for 64 survivors. (g) Net throughput for 128 survivors. (h) Net throughput for 256 survivors. (i) Net throughput for 512 survivors. (j) Net throughput for 1024 survivors. (k) Net throughput for 2048 survivors. (l) Net throughput for 4096 survivors. UAV, Unmanned Ariel Vehicle; FIAM, fish-inspired algorithm for task allocation in multi-UAV missions; OTA, opportunistic task allocation; ACO, ant colony optimization; LIAM, locust-inspired algorithm for MUTA problem.
UAVs is usually around to help rescue all the discovered survivors. This is in contrast to LIAM, where a UAV that finds a survivor needs to wait for a standby or a rescuer UAV, unless the algorithm has already reached the rescue phase. The performance results of OTA, auction, and ACO algorithms were comparable in most scenarios. However, ACO was less robust, causing the system to halt as it was unable to withstand the complexity of task allocation and incurred a large computational overhead, as shown in Figure 5j–l, with 1024, 2048, and 4096 survivors and 16, 8, and as few as 4 UAVs, respectively.

5.2. Mean Rescue Time

The rescue time represents the duration between the start of the simulation and the time when the survivor was rescued by a UAV. For each scenario, the rescue time was computed for each survivor, the mean was then calculated over several simulation iterations.

Figure 6 shows the 12 subfigures of the mean rescue times of FIAM, OTA, auction, LIAM, and ACO algorithms. Generally, the results show that FIAM outperformed OTA, auction, and ACO algorithms in terms of mean rescue time, with the measure’s value decreasing as the numbers of survivors and UAVs were increased throughout the simulations. However, observing FIAM performance with a small number of UAVs (Figure 6a,b) indicates that FIAM takes a relatively longer time to rescue a survivor compared to the benchmarks. Regardless, these results should not be interpreted in isolation from Figure 5a,b, where FIAM comparatively rescued the largest number of survivors. In most other scenarios, when only four UAVs were used by FIAM, higher rescue times were also observed. This result could be attributed to the fact that the schooling behavior employed in FIAM cannot be demonstrated with a single fleet of UAVs (i.e., four UAVs, with one sampler UAV and three follower UAVs). In these scenarios, the UAVs will pursue survivors within the same region. If this region happens to exhibit low profitability then survivors in other regions would wait longer before being discovered. Similar to what is reported in Figure 5, ACO was halted early when the number of survivors increased to 256 or more (see Figure 6h–l) due to the complexity of the algorithm.
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Figure 6. Mean rescue time as the number of survivors increases from 2 to 4096. (a) Mean rescue time for 2 survivors. (b) Mean rescue time for 4 survivors. (c) Mean rescue time for 8 survivors. (d) Mean rescue time for 16 survivors. (e) Mean rescue time for 32 survivors. (f) Mean rescue time for 64 survivors. (g) Mean rescue time for 128 survivors. (h) Mean rescue time for 256 survivors. (i) Mean rescue time for 512 survivors. (j) Mean rescue time for 1024 survivors. (k) Mean rescue time for 2048 survivors. (l) Mean rescue time for 4096 survivors. UAV, Unmanned Ariel Vehicle; FIAM, fish-inspired algorithm for task allocation in multi-UAV missions; OTA, opportunistic task allocation; ACO, ant colony optimization; LIAM, locust-inspired algorithm for MUTA problem.

5.3. Running Time Performance

By analyzing FIAM flowcharts, as shown in Figures 3 and 4, it can be deduced that both algorithms maintain linear running time performances, O(n), where n is the number of blocks. However, previous studies show that auction and ACO algorithms suffer from quadratic [31] and exponential run times [47], respectively. These findings were experimentally confirmed by recording the running time performances of FIAM and the benchmark algorithms for each simulated scenario as illustrated in Figure 7. The dashed lines in the figures represent the performance readings that sharply extend beyond the range of values displayed on the vertical axis.
As shown in Figure 7, the running time performance of the proposed algorithm was comparable to those of OTA, auction, and LIAM when the number of deployed UAVs was small (no more than 4). Subsequently, the running time performance of the auction increased sharply, while OTA, LIAM, and FIAM exhibited only a slight performance increase. The deteriorating performance of the auction algorithm was likely due to its inability to perform in a dynamic environment as new calculations are required every time a survivor is discovered. The running time performance of ACO proved to be the least efficient when the algorithm halted as the number of survivors was increased to 512–4096 survivors.

Furthermore, observing the running time performance of OTA, it can be deduced that the algorithm maintains the lowest running time in scenarios with limited numbers of UAVs (less than 32) and survivors (less than 512). This is because OTA implements a naive greedy strategy. Nevertheless, the OTA running time performance gradually increased as the number of survivors and UAVs were increased, an observation that is consistent with the finding in [18] where the complexity of O(nm), rather O(n) was suggested for OTA. In contrast, the running time performance of FIAM remained almost steady in all scenarios. This result is likely because the allocation of tasks in FIAM is a local inexpensive decision irrelevant to the number of UAVs or survivors.

6. Conclusions

To effectively conduct SAR missions, multiple UAVs are expected to be deployed and tasks must be properly allocated. In the literature, this is known as the MUTA problem, which is a challenge, especially as the numbers of UAVs and survivors increase. This study introduced FIAM, a novel low computational algorithm that addressed the MUTA problem based on the interesting schooling behavior of fish.

FIAM performance was evaluated on a simulated multi-UAV SAR mission at different scales of fleet size and number of survivors using a well controlled experimental framework. The algorithm performance was benchmarked to several MUTA algorithms. The experimental results show that FIAM can enhance the performance of SAR missions by remarkably increasing the percentage of rescued survivors, particularly when medium to large fleets (eight or more) of UAVs are deployed. Moreover, the mean rescue time for a sur-

Figure 7. Running time performance as the number of survivors increases from 2 to 4096. (a) Running time for 2 survivors. (b) Running time for 4 survivors. (c) Running time for 8 survivors. (d) Running time for 16 survivors. (e) Running time for 32 survivors. (f) Running time for 64 survivors. (g) Running time for 128 survivors. (h) Running time for 256 survivors. (i) Running time for 512 survivors. (j) Running time for 1024 survivors. (k) Running time for 2048 survivors. (l) Running time for 4096 survivors. UAV, Unmanned Ariel Vehicle; FIAM, fish-inspired algorithm for task allocation in multi-UAV missions; OTA, opportunistic task allocation; ACO, ant colony optimization; LIAM, locust-inspired algorithm for MUTA problem.
vivor dramatically decreases when FIAM is used in most simulated scenarios. Furthermore, FIAM successfully maintained an impressively low running time performance.

Several limitations of the proposed method lend themselves to future work. The current results exhibited by FIAM in terms of mean rescue time are relatively high for a small UAV fleet; we intend to enhance FIAM by implementing an adaptive policy based on the fleet size. We also plan to examine FIAM performance at different scales of search areas and other multi-UAV-related problems, such as path findings and flight formation. Although FIAM was developed within the context of SAR missions, it is by no means limited to this application; it can also be applied in numerous missions that comprise executing two different groups of tasks under challenging or expensive circumstances. This includes detecting and treating missions in agriculture and find and track missions in military applications.
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