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Abstract—Learning a risk-aware policy is essential but rather challenging in unstructured robotic tasks. Safe reinforcement learning methods open up new possibilities to tackle this problem. However, the conservative policy updates make it intractable to achieve sufficient exploration and desirable performance in complex, sample-expensive environments. In this paper, we propose a dual-agent safe reinforcement learning strategy consisting of a baseline and a safe agent. Such a decoupled framework enables high flexibility, data efficiency and risk-awareness for RL-based control. Concretely, the baseline agent is responsible for maximizing rewards under standard RL settings. Thus, it is compatible with off-the-shelf training techniques of unconstrained optimization, exploration and exploitation. On the other hand, the safe agent mimics the baseline agent for policy improvement and learns to fulfill safety constraints via off-policy RL tuning. In contrast to training from scratch, safe policy correction requires significantly fewer interactions to obtain a near-optimal policy. The dual policies can be optimized synchronously via a shared replay buffer, or leveraging the pre-trained model or the non-learning-based controller as a fixed baseline agent. Experimental results show that our approach can learn feasible skills without prior knowledge as well as deriving risk-averse counterparts from pre-trained unsafe policies. The proposed method outperforms the state-of-the-art safe RL algorithms on difficult robot locomotion and manipulation tasks with respect to both safety constraint satisfaction and sample efficiency.

I. INTRODUCTION

Learning-based methods have achieved significant success in many long-standing, difficult robotic tasks [1], [2], [3]. These advances also raise concerns about the safety of autonomous agents in practical applications: It makes sense to maximize total rewards in the context of a specific task, but is very likely to cause unexpected side-effects to the surroundings [4]. In this paper, we focus on the topic of learning “safety” in order to obtain a stationary policy that can finish the original task and deliberately avoid the risks in the environment, which is distinguished from learning “safely”. This problem used to be solved with robust model predictive control [5], Gaussian process regression [6], etc. Safe reinforcement learning (Safe RL) opens up new possibilities for risk-aware policy optimization and continues to gain traction in recent literature [7].

Safe RL aims to maximize cumulative rewards under the precondition that all the given safety constraints are satisfied. However, it is cumbersome to solve such a constrained sequential decision-making problem in a large parametric space, because most of the existing algorithms are sample inefficient due to the on-policy episodic cost evaluation [8] and conservative policy updates [9]. Even worse, many off-the-shelf training techniques in standard RL are less studied in this scope and do not necessarily work when considering the safety constraints. Consequently, directly applying safe RL to robotic tasks is intractable and usually stuck in a dilemma: The agent needs adequate experiences by trial-and-error to master complex skills, but the safe RL algorithm often limits its exploration within safety-proven behaviors, and the poor data efficiency also makes it impractical on risky, sample-expensive robot learning scenarios.

As the example of safe manipulation in Fig. 1, we notice that in most robot learning tasks, the safe policy (considering safety constraints) is similar to the baseline policy (ignoring safety constraints) on the general trend, but with modified actions or trajectories in a few dangerous situations. Motivated by that, we propose a dual-agent algorithm as the alternative for previous safe RL to tackle the above issues in robotic tasks. Concretely, one agent (i.e., the baseline agent) explores the environment and only aims to maximize cumulative rewards. The other (i.e., the safe agent) learns to satisfy given constraints while mimicking the former via online imitation learning to obtain basic skills quickly.

From the perspective of optimization, separating the optimization objective and the constraint can degrade the difficulty of obtaining a feasible solution. We summarize
the strengths of the proposed decoupled framework as four-fold: (1) The baseline policy learning is an independent and unconstrained RL task, where most of the training techniques and exploration strategies are available. (2) The difficulty of finding a near-optimal safe policy is reduced due to the online behavior cloning at the early stage and the synchronous constrained RL tuning. (3) The baseline policy guides the safe policy correction and can be in any form. Thus, it is especially pragmatic when we already have pre-trained models or non-learning-based controllers without specific safety considerations, which are common and well-studied in many standard robotic tasks. (4) When it comes to new risky environments, we can execute the safe policy correction with the baseline policy frozen. This significantly increases the sample efficiency compared to training from scratch.

To demonstrate the efficacy of our approach, we design and conduct experiments on different safe robot learning tasks. For the quadruped robot locomotion task, the baseline policy learning and safe policy correction are performed simultaneously without any prior knowledge. For the robotic arm manipulation task, the safe policy is corrected based on a fixed baseline policy which is pre-trained with Hindsight Experience Replay (HER) [10] technique. The empirical results show that our approach can find a near-optimal policy through very limited interactions and outperforms the state-of-the-art safe RL algorithms with respect to safety constraint satisfaction and reward improvement.

II. RELATED WORK

A. Safe Reinforcement Learning

The safety problem in reinforcement learning has become a research hot spot in recent years [11]. In most works, it is regarded as a constrained RL problem, where the agent receives additional cost signals and learns to satisfy the cost constraints. A popular way is leveraging Lagrangian duality for hard constraints [12], but it is rather data inefficient and sensitive to Lagrangian multipliers. As an alternative, Constrained Policy Optimization (CPO) [9] directly searches the feasible policy in the trust-region and guarantees a monotonic performance improvement while satisfying constraints by solving an approximated quadratic optimization problem. Unfortunately, this method suffers from approximation errors and heavy computational burdens for Hessian Matrix inversion, making it incompetent for complex tasks. Another approach is to correct the action at each step by projecting it onto a feasible space. It can be implemented by adding a safety layer [13] or solving a quadratic programming problem [14]. In contrast to training safe policies from scratch, it is much easier to obtain an unconstrained baseline policy and locally modifies it for safety.

B. Reinforcement Learning from Demonstration

Since we use the baseline policy as guidance, the study of Reinforcement Learning from Demonstration (RLfD) is also related to our work. Previous methods [15], [16], [17] try to combine behavioral cloning (BC) with RL to speed up training and improve the exploration efficiency. Extensive studies [18], [19], [20] show that even imperfect demonstrations are allowed to guide the policy improvement. The key principle of those methods is to find an optimal policy that maximizes the return while mimicking the expert strategy, where a combined loss function of RL and supervised learning is widely used for training. However, such a setting is sensitive to the initialization of the weight coefficients and the learning rate. Furthermore, [21] considers safety issues in RLfD to avoid undesirable behaviors, where Lagrangian relaxation is applied to solve the constrained optimization problem.

C. Decoupled Policy Learning

Decoupled reinforcement learning (DeRL) is a very new concept and formally raised in [22]. The main purpose of their decoupled framework is to solve the dilemma of exploration and exploitation in meta reinforcement learning. A similar idea can be referred to [23], which demonstrates decoupling exploration with policy learning enables a several-fold improvement in data efficiency on sparse reward environments. To the best of our knowledge, our approach is the first algorithm to apply decoupled policy learning to the safety of autonomous systems.

III. PROBLEM FORMULATION

In this work, we consider the risk-aware policy optimization in an constrained Markov Decision Process [24], represented by a tuple \((\mathcal{S}, \mathcal{A}, \mathcal{R}, \mathcal{P}, \mathcal{C})\). \(\mathcal{S}\) and \(\mathcal{A}\) denote the state space and the action space, respectively. \(\mathcal{R} : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow \mathbb{R}\) is the reward function and \(\mathcal{P} : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow [0, 1]\) is the transition probability function to describe the dynamics of the environment. \(\mathcal{C} : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow [0, +\infty]\) is a cost function, that reflects the violation of safety requirements.

The stochastic policy \(\pi(\cdot|s)\) maps the given state \(s\) to a probability distribution over action space (using Dirac delta distribution for the deterministic policy). The goal of the agent is to maximize the expected discounted return \(J_R(\pi) = \mathbb{E}_{\tau \sim \pi} \left[ \sum_{t=0}^{T} \gamma^t r_t \right]\). Here \(\tau = \{(s_t, a_t, r_t)\}_{t \geq 0}\) is a sampled trajectory and the discounted factor \(\gamma \in (0, 1)\) guarantees the geometric series vanishes when the time horizon \(T\) goes towards infinity. The value function is defined as \(V^\pi_R(s) = \mathbb{E}_{\tau \sim \pi} \left[ \sum_{k=t}^{T} \gamma^k r_k | s_t = s \right]\), and the action-value function is defined as \(Q^\pi_R(s, a) = \mathbb{E}_{\tau \sim \pi} \left[ \sum_{k=t}^{T} \gamma^k r_k | s_t = s, a_t = a \right]\).

Then the optimization problem of RL can be formulated as:

\[
\max_{\pi} \mathbb{E}_{s \sim \tau} \left[ V^\pi_R(s) \right]
\]

As is discussed in Section I, solving problem (1) often leads to a unsafe policy with the potential risk to the environment or the agent itself. Therefore, we define an safety indicator \(I\) at each time-step:

\[
I(s_t, a_t) = \begin{cases} 
1 & C(s_t, a_t, s_{t+1}) = 0 \\
0 & C(s_t, a_t, s_{t+1}) > 0 
\end{cases}
\]

Then we give the following definition for state-wise safety.

**Definition:** The policy \(\pi\) is \((1 - \delta)\)-safe if for each time-step \(t\) we have

\[
\mathbb{E}[I(s_t, a_t)] \geq 1 - \delta.
\]
Considering the impact of sequential decision-making, we define $V^\pi_I(s) = \mathbb{E}_{\tau \sim \pi} \left[ \sum_{k=t}^{T} \bar{\gamma}^k I_k | s_t = s \right]$, and then reformulate (3) in the context of RL:

$$V^\pi_I(s) = \sum_{k=t}^{T} \bar{\gamma}^k \mathbb{E} \left[ I_k | s_t = s \right] \geq (1 - \delta) \frac{1 - \bar{\gamma}^{T-k}}{1 - \bar{\gamma}}$$

(4)

Thus, we derive the expectation of $V^\pi_I(s)$ sampled from experience replay buffer as:

$$\mathbb{E}_{s \sim \tau} \left[ V^\pi_I(s) \right] \geq \frac{1}{T} \sum_{k=0}^{T-1} \left( 1 - \delta \right) \frac{1 - \bar{\gamma}^{T-k}}{1 - \bar{\gamma}}$$

(5)

$$= (1 - \delta) \frac{T \cdot (1 - \bar{\gamma}) - \bar{\gamma}(1 - \bar{\gamma}^T)}{T \cdot (1 - \bar{\gamma})^2}$$

(6)

If $T \rightarrow +\infty$, we have the following approximation:

$$\mathbb{E}_{s \sim \tau} \left[ V^\pi_I(s) \right] \geq (1 - \delta)/(1 - \bar{\gamma})$$

(7)

Hence, the safe robot learning problem is given by:

$$\max_{\pi} \mathbb{E}_{s \sim \tau} \left[ V^\pi_R(s) \right]$$

s.t. $\mathbb{E}_{s \sim \tau} \left[ V^\pi_I(s) \right] \geq \Gamma$

(8)

$\Gamma$ is a consistent associated with $(1 - \delta)$-safe requirement:

$$\Gamma = (1 - \delta) \frac{T \cdot (1 - \bar{\gamma}) - \bar{\gamma}(1 - \bar{\gamma}^T)}{T \cdot (1 - \bar{\gamma})^2}$$

(9)

IV. METHODS

A. Dual-agent Framework for Safe Robot Learning

Directly solving problem (8) is feasible theoretically but intractable practically in safe robot learning. Because it often struggles with the dilemma of exploration and exploitation: Mastering a difficult task requires adequate exploration in unknown environments, but the hard constraint restricts output actions in a small, safety-proven region. Besides, the conservative policy updates limit the data efficiency, making it impractical on complex and sample-expensive scenarios.

As we argued in Section I, in most robotic tasks, the risk-aware policy is usually similar to the unconstrained one in general, but with modified outputs to avoid dangerous situations. As is illustrated in Fig. 2, we decouple the safe robot learning problem (8) into two separated agents: One agent (in the dashed box below) aims to learn the baseline policy $\pi_B$ that maximizes cumulative rewards:

$$\max_{\pi_B} \mathbb{E}_{s \sim \tau} \left[ V^\pi_R(s) \right],$$

(10)

the other agent (in the dashed box above) aims to learn the risk-aware policy $\pi_S$ from interactions while getting close to the baseline policy as possible:

$$\min_{\pi_S} D(\pi_S || \pi_B)$$

s.t. $\mathbb{E}_{s \sim \tau} \left[ V^\pi_I(s) \right] \geq \Gamma$

(11)

Notably, we can take advantage of pre-trained models or non-learning-based controllers as guidance. Nevertheless, we will focus on the case that two agents are trained simultaneously from scratch in this section.

![Fig. 2: Dual-agent framework for safe robot learning. The baseline policy learning is the standard RL whose objective is the maximization of cumulative rewards. The safe policy correction learns safe behaviors from safety indicator $I$ and imitates the baseline policy via online behavioral cloning.](image)

B. Baseline Policy Learning

Baseline policy learning, i.e., problem (10), is a basic RL task that can be solved with a bunch of effective techniques in optimization, exploration and exploitation.

Considering a parametric deterministic policy $\pi_B(s; \theta)$, problem (10) is equivalent to:

$$\max_{\theta} \mathbb{E}_{s \sim D} \left[ Q^\pi_B(s, \pi_B(s; \theta)) \right],$$

(12)

whose parameters can be updated by the deterministic policy gradient (DPG) [25]:

$$\theta \leftarrow \theta + \eta_\theta \nabla_{\theta} \pi_B(s; \theta) \left[ \nabla_a Q^\pi_B(s, a) \right]_{a=\pi_B(s; \theta)}$$

(13)

C. Safe Policy Correction

Safe policy correction, i.e. problem (11), is a constrained optimization problem. Considering a parametric deterministic policy $\pi_S(s; \phi)$ and the $L^2$-norm distance, problem (11) can be reformulated as:

$$\min_{\phi} \mathbb{E}_{s \sim D} \left[ ||\pi_S(s; \phi) - \pi_B(s; \theta)||^2 \right]$$

s.t. $\mathbb{E}_{s \sim D} \left[ Q^\pi_I(s, \pi_S(s; \phi)) \right] \geq \Gamma$

(14)

Similar to the strong Lagrangian duality in [12], the primal problem (14) can be solved through its dual problem:

$$\max_{\lambda \geq 0} \min_{\phi} \bar{D}(\phi) + \lambda (\Gamma - \bar{Q}(\phi)),$$

(15)

where $\bar{D}(\phi) = \mathbb{E}_{s \sim D} \left[ ||\pi_S(s; \phi) - \pi_B(s; \theta)||^2 \right]$ and $\bar{Q}(\phi) = \mathbb{E}_{s \sim D} \left[ Q^\pi_I(s, \pi_S(s; \phi)) \right]$.

Stochastic primal-dual optimization [26] is applied here to update primal and dual variables alternatively:

$$\phi \leftarrow \phi - \eta_\phi \nabla_\phi \left[ \bar{D}(\phi) - \lambda \bar{Q}(\phi) \right]$$

$$\lambda \leftarrow \lambda + \eta_\lambda (\Gamma - \bar{Q}(\phi))^+$$

(16)

(17)
Algorithm 1 Dual-agent Risk-aware Policy Learning.
1: Initialize safe critics $Q_{ξ_1}, Q_{ξ_2}$ and the risk-aware policy $π_θ$.
2: Initialize network targets $ξ'_1 ← ξ_1, ξ'_2 ← ξ_2, θ' ← θ$.
3: Initialize the replay buffer $D$. $λ = 0$ and $Γ$ as in (6).
4: if the baseline policy $π_θ$ is learnable then
5: Initialize critic $Q_{ω_1}, Q_{ω_2}$ and the baseline policy $π_θ$.
6: Initialize target networks $ω'_1 ← ω_1, ω'_2 ← ω_2, θ' ← θ$.
7: else
8: Load the fixed baseline policy $π_θ$.
9: end if
10: for $t = 1$ to $T$ do
11: if $u ∼ U(0, 1) < 0.5$ then
12: Select action $a ∼ π_θ(s) + ε, ε ∼ N(0, σ)$.
13: else
14: Select action $a ∼ π_θ(s) + ε, ε ∼ N(0, σ)$.
15: end if
16: Calculate safe indicator $I$ as in (2).
17: Store transition $(s, a, r, I, s')$ in the replay buffer $D$.
18: Sample mini-batch of $N$ transitions from $D$.
19: // Baseline Policy Learning:
20: if the baseline policy $π_θ$ is learnable then
21: $y ← r + γ \min_{ω} N^{-1} \sum_i (y_i - Q_{ω_i}(s, a))^2$.
22: Update $ω_i ← \arg\min_{ω} N^{-1} \sum_i (y_i - Q_{ω_i}(s, a))^2$.
23: $\theta$ as in (13).
24: Update target networks with Polyak Averaging.
25: end if
26: // Safe Policy Correction;
27: $\bar{y} ← I + γ \min_{ω} N^{-1} \sum_i (\bar{y}_i - Q_{ω}(s, a))^2$.
28: Update $ξ_i ← \arg\min_{ξ_i} N^{-1} \sum_i (\bar{y}_i - Q_{ξ}(s, a))^2$.
29: Calculate $D(ϕ) = \mathbb{E}_{s ∼ D} ||π_θ(s; ϕ) - π_θ(s; θ)||_2^2$.
30: Update $ϕ$ as in (16).
31: Evaluate $Q(ϕ) = \mathbb{E}_{s ∼ D} [Q_{ϕ}(s, π_θ(s; ϕ))]$.
32: $\lambda$ as in (17).
33: Update target networks with Polyak Averaging.
34: end for

Technically, the timescales of primal variable updates are required to be faster than those of Lagrange multipliers (i.e., $η_θ > η_ν$) [27] to replace the computationally prohibitive minimization of primal variables by a single gradient descent step (16).

D. Further Discussion and Detailed Algorithm

We provide further discussions on several useful tricks and insights for better policy improvement in practice. The detailed algorithm is summarized in Algorithm 1.

1) Initialization: Primal-dual optimization is sensitive to the initialization and learning rate of Lagrange multipliers. In our implementation, we set $λ = 0$ at the beginning and let $η_ν = 0.001$, which enables the agent to learn skills from the baseline policy rapidly and correct dangerous behaviors progressively through interactions.

2) Exploration: The decoupled framework enables each agent to have an independent reinforcement learning objective, which facilitates the exploration naturally. We suggest selecting actions randomly and alternatively from the two policies, thus each is likely to see more novel and valuable state-action pairs. Moreover, other exploration strategies can be applied directly to the baseline policy learning as in [28].

3) Over-estimation: The over-estimation due to off-policy Q-learning is catastrophic to $Q_{ϕ}^π$ evaluation. To address this issue, the same technique of double Q-learning in [29] is applied, and we suggest a small $γ$ which is myopic for future safety.

4) Optimality: Decoupling baseline policy learning and safe policy correction isn’t strictly equivalent to the safe RL problem (8). Thus, our approach only finds a near-optimal policy compared to the primal formulation. Nevertheless, the desirable performance with high sample efficiency usually outweighs the theoretical optimality for most safe robot learning tasks.

V. EXPERIMENTS

In the experiments, we answer the following questions:

1) Can the baseline agent and the target safe agent learn from scratch synchronously and achieve their goals respectively?
2) Can we correct the safe policy from a pre-trained unsafe model with significantly fewer interactions?
3) Compare to the state-of-art Safe RL algorithms, how much sample efficiency our algorithm improves, and how much difference there is in the final performance?
4) Can our decoupled algorithm leverage pre-trained models and succeed for difficult tasks where previous methods barely learn feasible skills without prior knowledge?

A. Experimental Setup

We demonstrate the proposed algorithm via two challenging safe robot learning tasks, i.e., the quadruped robot locomotion task and the robotic arm manipulation task. In particular, we train the baseline policy and safe policy synchronously from scratch in the quadruped robot locomotion task, whereas we utilize a fixed pre-trained baseline policy in the robotic arm manipulation task.

The baseline policy (if learnable) and the target safe policy are deterministic with (400, 300) hidden layers and activated with tanh function to restrict the output within action limits.

We compare our algorithm to the state-of-the-art safe RL algorithms, including Constrained Policy Optimization (CPO) [9], Lagrangian relaxation with various RL algorithms (i.e., PPO-L, TRPO-L and SAC-L) [8] and the safety layer correction [13]. To be fair in comparison, we use online supervised learning to initialize agents in the above algorithms if we have already had a baseline controller.

Each experiment is tested over three random seeds.

B. Environment Details

1) Quadruped Robot Locomotion Environment: As illustrated in Fig. 3, the four-legged ant has to run along the x-direction and is penalized ($I_x = 1$) for exceeding the velocity limit 1.5 m/s or crossing the safety boundaries. The observation ($S ∈ \mathbb{R}^{33}$) includes the information on the position, velocity and quaternion of each link and joint. The action ($A ∈ \mathbb{R}^8$) consists of each joint’s torque. $R$ is calculated by x-velocity. In this experiment, we set time horizon $T = 500$ and $δ = 0.05$ (i.e. 0.95-safe policy correction).
Fig. 3: Quadruped robot locomotion task. The agent is rewarded for running through an avenue [30], but violates the safety requirement (marked with a red ball) if it oversteps the non-physical boundaries or exceed the velocity threshold. Rollouts of the baseline policy $\pi_B$ and the safe policy $\pi_S$ are shown on the top line and bottom line, respectively.

Fig. 4: Robotic arm manipulation task. The agent is rewarded for moving the green cube to the destination in yellow, but violates the safety requirement if it collides with the movable red cube. Rollouts of the baseline policy $\pi_B$ and the safe policy $\pi_S$ are shown on the top line and bottom line, respectively.

2) Robotic Arm Manipulation Environment: The simulated environment is built on the Panda-gym [31], where the 7-DoF Franka Emika Panda manipulator is used to implement the push task as in Fig. 4. The agent has to push the objective (denoted by a green box) to a target position (denoted by a yellow shadow), but is penalized ($I_i = 1$) for colliding with the obstacle (denoted by a red box). We adopt position control to move the manipulator end-effector, i.e., the action ($A \in \mathbb{R}^3$) is the increments on X-Y-Z axis. The observation ($S \in \mathbb{R}^{21}$) consists of (1) the velocity and position of the end-effector, (2) the velocity, rotation and position of the objective, (3) the obstacle position and target position. The environment returns a sparse reward (0 for finished and -1 for unfinished). The time horizon is set as $T = 50$, and the positions of the objective and target will be randomly initialized at each round. The obstacle will be placed in the way to target.

C. Results on Safe Locomotion Task

In this task, the baseline agent and the safe agent are trained synchronously from scratch. Fig. 5 shows the learning processes of the baseline policy $\pi_B$ and the target safe policy $\pi_S$. At the beginning stage, $\lambda$ is close to zero. Thus $\pi_S$ imitates unconstrained $\pi_B$, and improves its performance at almost the same speed. The safe agent estimates the future cost and becomes risk-aware via past experiences. As $\lambda$ increases, the penalty for unsafe behaviors dominates the objective function and the return curve of $\pi_S$ in Fig. 5a falls behind $\pi_B$ gradually. Meanwhile, the cost curve of $\pi_S$ in Fig. 5b drops quickly and satisfies the 0.95-safe requirement at convergence. By contrast, the average episode cost of baseline policy $\pi_B$ is close to the episode horizon 500, which means it violates the safety constraint at almost every step.

As we discussed in Section IV, the decoupled formulation often converges to a reasonable and near-optimal policy at a fast speed. In Table I, we report the performance of our method and other Safe RL methods that solve problem (8) directly. We find our approach has much better sample efficiency than baseline algorithms. After $1 \times 10^6$ interactions which are relatively expensive in the real-world problem, our method has already converged to a desirable safe policy, whereas other methods still struggle for reward improvement. Generally, previous Safe RL algorithms need 10 to 20 times experience samples than ours for convergence.

It should be noted that the formulation of safe policy correction won’t guarantee a theoretically optimal solution, thus in this task traditional Safe RL algorithms that directly solve (8) would achieve slightly better performance at con-
Fig. 5: Learning curves of the baseline policy $\pi_B$ and the safe policy $\pi_S$ on the safe locomotion task. The two agents are trained synchronously in loop. The x-axis is the number of interactions with the emulator. The solid line is the mean and the shaded area is the standard deviation. The dashed line is the expected threshold for 0.95-safe policy.
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(a) Average Episode Return  
(b) Average Episode Cost

Table I: We report average episode return (cumulative rewards) and cost (safety violations) on the safe locomotion task after $10^6$ interactions and at convergence. We also show the sample multiples required by baseline algorithms compared to our method.

|       | Ours | CPO  | PPO-L | TRPO-L | SAC-L |
|-------|------|------|-------|--------|-------|
| Return (1E6 steps) | 898.20 | 550.43 | 371.23 | 546.45 | 329.87 |
| Cost  (1E6 steps)   | ±12.29 | ±8.86 | ±11.03 | ±12.55 | ±27.65 |
| Return (Convergence) | 898.20 | 915.36 | 944.27 | 917.63 | 450.24 |
| Cost  (Convergence)  | ±12.29 | ±10.23 | ±12.77 | ±11.27 | ±22.50 |
| Total samples       | 5E5   | 1E7   | 1E7   | 1E7   | 6E6   |

Fig. 6: Learning curves of the safe policy $\pi_S$ on the safe manipulation task. The pre-trained baseline policy $\pi_B$ is fixed during the process. The x-axis is the number of interactions with the emulator. The solid line is the mean and the shaded area is the standard deviation. The dashed line is the expected threshold for 0.95-safe policy.
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(a) Average Episode Return  
(b) Average Episode Cost

TABLE I: We report average episode return (cumulative rewards) and cost (safety violations) on the safe locomotion task after $10^6$ interactions and at convergence. We also show the sample multiples required by baseline algorithms compared to our method.

In the very beginning, the agent learns some helpful but unsafe behaviors from the fixed baseline. Nevertheless, the off-policy safe RL tuning prohibits it from acting the same as the baseline but modifies its outputs to reduce safety violations under the expected threshold, as illustrated in Fig. 6b. Also, moving the cube on a curved trajectory degrades the maximum of episode return.

We also plot the evaluation curves of success rate for different algorithms on this task in Fig. 7. Notably, the cube-push task is too difficult to learn for any previous Safe RL algorithm, and none of them can successfully finish the job even once. Here, we only take CPO as a representative in the plot. In contrast, our approach corrects the safe policy from the pre-trained agent, which requires a small number of interactions and has a high success rate at around 80% finally. To leverage the pre-trained model and be fair in comparison, we also perform the behavior cloning to initialize the agent in Safety Layer and CPO algorithms. This helps them obtain basic skills, but it is still hard to entirely avoid the risk. The success rate stays below 30% after the same number of interactions as our method. We also incorporate a safety layer into the pre-trained model via offline data. The first-order Taylor’s approximation on risk-estimation and overly short-sighted safe action correction limit its success rate at around 50%. Conclusively, our approach has the best the trade-off for desirable performance and sample efficiency.

D. Results on Safe Manipulation Task

In this task, the baseline agent is pre-trained with Hind-sight Experience Replay (HER) [10]. This method is proved to be effective for standard robotic arm manipulation but hasn’t been introduced into Safe RL yet. Thus, it is an actual example explaining how we can directly leverage well-studied techniques in standard RL to our decoupled safe robot learning framework.

Fig. 6 shows the learning processes of the safe policy $\pi_S$. At the very beginning, the agent learns some helpful but unsafe behaviors from the fixed baseline. Nevertheless, the off-policy safe RL tuning prohibits it from acting the same as the baseline but modifies its outputs to reduce safety violations under the expected threshold, as illustrated in Fig. 6b. Also, moving the cube on a curved trajectory degrades the maximum of episode return.

We also plot the evaluation curves of success rate for different algorithms on this task in Fig. 7. Notably, the cube-push task is too difficult to learn for any previous Safe RL algorithm, and none of them can successfully finish the job even once. Here, we only take CPO as a representative in the plot. In contrast, our approach corrects the safe policy from the pre-trained agent, which requires a small number of interactions and has a high success rate at around 80% finally. To leverage the pre-trained model and be fair in comparison, we also perform the behavior cloning to initialize the agent in Safety Layer and CPO algorithms. This helps them obtain basic skills, but it is still hard to entirely avoid the risk. The success rate stays below 30% after the same number of interactions as our method. We also incorporate a safety layer into the pre-trained model via offline data. The first-order Taylor’s approximation on risk-estimation and overly short-sighted safe action correction limit its success rate at around 50%. Conclusively, our approach has the best the trade-off for desirable performance and sample efficiency.

VI. CONCLUSIONS

In this paper, we propose a dual-agent risk-aware policy learning algorithm for safe policy in robotics. The main idea is to decouple the task into the baseline policy learning and the safe policy correction. The baseline agent can leverage useful techniques in standard RL and even non-learning-based controllers in typical robotic applications; The safe agent is corrected from the baseline with limited data via online behavioral cloning and off-policy constrained...
RL tuning. Compared to previous Safe RL algorithms, our approach is more data efficient for sample-expensive robotic tasks and achieves more extensive exploration for mastering hard-to-learn skills. Experimental results demonstrate that the proposed method is effective on different, challenging safe robot learning tasks and can obtain a safe and reasonable solution much faster than prior work.
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