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ABSTRACT:

This study introduces a novel image to a 3D point-cloud translation method with a conditional generative adversarial network that creates a large-scale 3D point cloud. This can generate supervised point clouds observed via airborne LiDAR from aerial images. The network is composed of an encoder to produce latent features of input images, generator to translate latent features to fake point clouds, and discriminator to classify false or real point clouds. The encoder is a pre-trained ResNet; to overcome the difficulty of generating 3D point clouds in an outdoor scene, we use a FoldingNet with features from ResNet. After a fixed number of iterations, our generator can produce fake point clouds that correspond to the input image. Experimental results show that our network can learn and generate certain point clouds using the data from the 2018 IEEE GRSS Data Fusion Contest.

1. INTRODUCTION

In recent years, owing to the increasing number of related applications, analysis methods related to point clouds have been widely studied. Specifically, measurements using airborne LiDAR have been conducted because they enable a wide range of 3D information to be acquired quickly, with high accuracy (Lohani and Ghosh, 2017). As the performance of scanners has improved over the years, high-density point clouds can be acquired and handled in large numbers. Consequently, research into the automatic analysis of point clouds using deep learning has been actively conducted. However, because most methods that use deep learning for point clouds (observed by airborne LiDAR) are discrimination models such as segmentation or object detection, little research has been done on generative models.

Owing to the complexity of 3D point-cloud data in outdoor scenes, the number of labeled open-data sources alone cannot satisfy the enormous data needs of deep-learning research. Automatic generation of 3D point clouds can solve this problem by providing a potentially infinite variety of data sources. Although methods for estimating 3D point clouds from images are widely used to recover simple CAD data or for people using deep learning (Wang et al., 2018), (Tatarchenko et al., 2017), (Fan et al., 2017), (Zhang et al., 2019), (Mescheder et al., 2019), (Park et al., 2019), (Chen and Zhang, 2019), and (Kato et al., 2020), it is strongly assumed that only a single object is in the image (single-object assumption). This makes the method unsuitable for point clouds and aerial photos observed in an outdoor scene (the subject of this study), and therefore another method is needed. We propose an aerial image to point cloud translation using a conditional generative adversarial network (cGAN) that faithfully generates dense point clouds, observed by airborne LiDAR from aerial photos of the same region without a single object assumption. To the best of our knowledge, this is the first supervised generation of point clouds observed via airborne LiDAR using cGAN.

Figure 1 shows the overview of 3D point cloud generation.
photos, FoldingNet-based generator to convert point clouds from latent features, and discriminator.

- We include both qualitative and quantitative analyses of the synthesized data collected by our network using a data-set that includes a pair of airborne LiDAR data and an aerial image.

The rest of this paper is organized as follows: In Section 3, we define the problem mathematically and provide essential background information. We also show the proposed conditional generative adversarial network (GAN) for point cloud generation and the loss function for the training process. We present the experimental setup and results in Section 4. A conclusion of this work is given in Section 5.

2. RELATED STUDY

In 2014, the original GAN (Goodfellow et al., 2014), an algorithm for unsupervised learning, was published. GANs can acquire probability distributions of input data. Deep Convolutional GAN (DCGAN) is used for image generation (Radford et al., 2015). Since the publication of the original GAN, a large number of papers on the GAN-based model have been published. In 2018, 11,800 papers related to GANs were reportedly published (Gui et al., 2020). Although GAN was born in the framework of image generation, it is now being applied in various fields, such as natural language processing and speech processing.

To summarize, a GAN is an adversarial learning process between a generator (G) and a discriminator (D). The original GAN, G, and D are composed of a multi-layer perceptron (MLP). By contrast, the DCGAN (Radford et al., 2015) uses convolutional layers to enhance the expressiveness of G and D for suitable image generation. G of the DCGAN is trained to make the generated image as close as possible to the real image, and D of the DCGAN is trained to accurately identify whether the input image is real or fake generated by the G. The G learns to generate an image from the noise z that is close to the real one. When D cannot distinguish between the real image and the image generated by G, the learning process converges. In other words, G indicates that it has learned the distribution of the training data. The original GAN comes down to the problem of minimizing the distance between fake and real, called the JS divergence, which is calculated by D. Here, the JS divergence is a symmetric distance to the KL divergence. The original GAN and DCGAN could achieve image generation.

GANs have two major problems in the training process; however, the gradient vanishing problem and mode collapse. In the early stages of training, real and fake data generated by G are easily distinguishable. In other words, D(G(z)) is close to zero; when it is near zero, the gradient is almost zero, and G does not train well. This is called the gradient vanishing problem. Additionally, when G produces an image that can fool D, the loss function will be small if we only produce that image. In other words, the learned G produces only the same type of images. This is called mode collapse.

Here, we introduce the typical variants of GAN to overcome these problems. Wasserstein GAN (WGAN) (Arjovsky et al., 2017) is a GAN that proposes a loss function using a distance to measure between two probability distributions called the Wasserstein distance to stabilize the learning of the GAN to solve mode collapse. The Wasserstein distance is the minimum required to match a probability distribution to the target probability distribution.

GANs have many applications beyond image generation. Conditional GANs (cGANs) (Mirza and Osindero, 2014) are designed to generate images under certain conditions. For example, cGANs can generate images based on class labels or sentence features. A famous example of cGAN is pix2pix (Isola et al., 2017), a method of image translation between different modal images, such as adding color to a black-and-white image. In the fields of computer graphics, image processing, and computer vision, the input image is processed to produce the output image in many transformation problems. However, the algorithms used in these problems have been developed separately for each application and are not generalizable. The motivation behind Pix2Pix is to generalize the algorithms for these transformation problems into a simple common framework.

In Pix2Pix, the original input image x translates into fake data G(z) produced by G. D trains to correctly identify real (ground truth) images y and x (real pair) or transformed images G(x) and x (fake pair). On the other hand, G trains to mislead D to identify that x and G(x) are real pairs. This process allows G to learn how to make natural transformations. It is conditional in the sense that it is learning with the pair (x, y). We show each network G and D of Pix2Pix. First, we show the detail of G. Pix2Pix uses U-Net (Ronneberger et al., 2015) as a G. Since capturing the fine details of pixels in the image transformation problem, as well as in semantic segmentation, is important, U-Net is suitable because it can propagate the detailed information of the image with the encoder-decoder structure and skip connections. In Pix2Pix, the noise vector z is given to each layer of the U-Net by adding dropout to multiple U-Net layers, which enable the generation of high-quality images.

Further, we show the detail of D. The D incorporates the idea of PatchGAN (Li and Wand, 2016). The input image is decomposed into patches of M × M resolution, and each patch is identified as real or fake. The output of D (i.e., the real/fake image) is the average of the real/fake image of all patches. By having D learn to discriminate patch by patch, rather than on the entire image, we can concentrate the cGAN training on modeling the image’s high-frequency components. In Pix2Pix, the overall image (low-frequency component) is captured by the L1 loss function, whereas the detailed image (high-frequency component) is captured by the cGAN so that the shortcomings of each are complemented to improve accuracy. The convolutional layers of the generator and discriminator both use the Convolution-Batch Normalization-RELU module.

We show the remainder of this paper. Herein, we propose a cGAN-based image-to-point translation method to translate 3D point clouds observed by airborne LiDAR from an aerial photo.

3. IMAGE TO POINT TRANSLATION METHOD

3.1 Problem Statement

We consider an input aerial photo (input image) X ∈ R^{3×H×W} in which 3 denotes the RGB channel, H is the height of the image, and W is the width; our final output is a 3D fake point cloud, y_{fake} ∈ R^{N×3}, where N is the number of points. In this study, N is 2,025, depending on the specifications of the computing environment. Rather than directly convert the input
image into a 3D point cloud, we use a trained CNN to project it to a low-dimensional latent feature $z$, as follows:

$$z = E(X).$$

The fake point cloud ($y_{fake}$) is then generated from the low-dimensional latent feature $z$:

$$y_{fake} = G(z).$$

In the training process, $G$ attempts to minimize the distance between $y_{fake}$ and $y_{real}$. Additionally, $G$ learns to mislead $D$ to classify fake data as real data. Conversely, $D$ learns to classify fake data as fake data.

### 3.2 Optimization

Here, we describe the conditional GAN used in this study.

#### 3.2.1 GAN

First, we explain the basic generative adversarial network (GAN) (Goodfellow et al., 2014). GAN is a generative model of a neural network that attempts to learn the probability distribution, $P_r$, of the input data to generate fake samples. The GAN consists of a generator $G$ and an identifier $D$, and these models fool each other through non-cooperative games, with min-max objectives. The generator $G$ tries to convert a random vector $z$, sampled from a fixed distribution $P_z$, into the generated fake data ($y_{fake}$) that are indistinguishable from the real data ($y_{real}$). The discriminator seeks to differentiate between $y_{fake}$ and $y_{real}$. More formally, the loss function of a GAN $L_{GAN}(G, D)$ can be written as

$$L_{GAN}(G, D) = L_{CD}(y_{real}, y_{fake}) + L_{point}.$$

#### 3.2.2 cGAN

Second, we explain the image-to-points translation pipeline. To add conditions to the input image when generating point clouds, we use conditional GAN (cGAN) instead of the pure original GAN. Pix2Pix (Isola et al., 2017) used GANs for image-to-image translation and regression loss to force the output to be conditioned on the input.

In this study, we expand this Pix2Pix pipeline into an image-to-point cloud translation problem. The loss function of a cGAN can be expressed as

$$L_{cGAN}(G, D) = L_{GAN}(G, D) + \lambda L_{point},$$

in which $L_{point}$ is the pointwise loss between the generated and real points, and $\lambda$ is a coefficient determined by the hyperparameter. Next, we show the $L_{point}$. In this study, $y_{real} \subseteq \mathbb{R}^{N \times 3}$ is defined as a set of real points, and $y_{fake} \subseteq \mathbb{R}^{N \times 3}$ is defined as sets of fake points. For the distance between the real and generated point clouds($L_{point}$), we used a chamfer (pseudo)-distance (CD). For two subsets of the same size $y_{real}$ and $y_{fake}$, the CD ($L_{CD}(y_{real}, y_{fake})$) between these subsets is defined by

$$\sum_{s_1 \in y_{real}} \min_{s_2 \in y_{fake}} ||s_1 - s_2||^2_2 + \sum_{s_2 \in y_{fake}} \min_{s_1 \in y_{real}} ||s_1 - s_2||^2_2.$$

We use $L_{CD}(y_{real}, y_{fake})$ as a $L_{point}$.

Our final loss function, $G$, tries to minimize this objective against an adversarial $D$ that attempts to maximize it as follows:

$$\arg\min_{G} \max_{D} L_{cGAN}(G, D).$$

### 3.3 Overall Architecture

Figure 2 shows the architecture of our image to 3D point cloud translation. Our model has the following three main networks: an encoder $E$, a generator $G$, and a discriminator $D$. Unless stated otherwise, we refer to a real point cloud $y_{real}$ as a 2-dimensional matrix with $N$ points—that is, $y_{real} \in \mathbb{R}^{N \times 3}$, in which each point represents geometric information $(x, y, z)$.

In this paper, we set $N$ as 2,025. For image-to-point cloud translation, both the generator and the discriminator are conditioned on a latent image feature $z$ from a pre-trained CNN as an encoder $E$. To optimize the generator and discriminator, we used the cGAN techniques discussed in Section 3.2.2. Figure 2 shows the overall architecture of our image-to-point cloud translation model.

#### 3.3.1 Encoder

First, we show the encoder $E$. To obtain a prior distribution for the input to the generator, we need to extract the latent features from the input aerial photo. We used an encoder with the ResNet50 architecture (He et al., 2016) (pre-trained on ImageNet (Deng et al., 2009)) as a feature extractor for the input image. The pre-trained ResNet can provide the latent feature $z$, including meaningful context information of the input image. In this study, to obtain latent feature $z$, we use the output of the last pooling layer of ResNet with a 2,025 dimensional 1D array—that is, the feature vector—before connecting to the fully connected layer.

#### 3.3.2 Generator

Second, we show the generator $G$, which translates into fake point clouds ($y_{fake}$) from the input latent feature $z$. The $z$ controls the generation of point clouds with a desired geometric distribution.

In this paper, the generator is comprised of a FoldingNet (Yang et al., 2018), which generates point clouds by concatenating the latent features of the input image extracted from the $E$ to the 2D grid $(45 \times 45)$—the seed of point cloud generation—and then applies two folding blocks to the concatenated 2D grid. Each folding block consists of three fully connected layers, each of which has 1024, 256, and 3 features. The first folding block is used to convert this 2D grid into an “intermediate” 3D point cloud. The structure of the second folding block is used to convert an “intermediate” 3D point cloud into a final 3D point cloud.

#### 3.3.3 Discriminator

Finally, we show the discriminator $D$. Given a real-point cloud $y_{real}$ or a generated fake-point cloud $y_{fake}$, the discriminator $D$ tries to predict the probability that $y_{real}$ is real or generated. In this paper, we use PointNet++ (Qi et al., 2017) as the discriminator. We follow Pix2Pix (Isola et al., 2017) and use PatchGAN (Demir and Unal, 2018) to classify each small region as fake or real.

Because PointNet++ includes down-sampling layers, we used three down-sampling layers with $[1024, 512, 256]$. The feature dimension for the layers of $D$ was set to $[3, 64]$ in the first down-sampling layer, $[128, 256]$ in the second down-sampling layer, $[512, 1]$ in the last down-sampling layer, and the probability of belonging to real data in the last layer.
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We show the training setup. The weights of the encoder are fixed during training process. For both generator and discriminator, we used LeakyReLU nonlinearity with a negative slope of 0.2. The learning rate $\alpha$ was set to $10^{-4}$, and we used the Adam optimizer (Kingma and Ba, 2014) with coefficients $\beta_1 = 0.0$ and $\beta_2 = 0.95$. The coefficient of the distance between the real and generated point clouds($L_{\text{point}}$) in $\lambda$ in $L_{\text{GAN}}(G, D)$ is 10.

4. EXPERIMENTAL RESULT

4.1 Dataset

We used the point clouds observed by airborne LiDAR data and aerial photos of an outdoor scene to conduct our experiments (see Figure 3). This dataset, published in the 2018 IEEE GRSS Data Fusion Contest (Saurabh Prasad, 2020), contains houses, ground, trees, and an American football field, so a wide variety of objects have been observed (Figure 4). Because a single piece of an image, or point cloud, is incredibly large—on the order of several hundred meters—it must be cut into small patches to be computed on the GPU used for training. In this study, we cut both the point cloud and aerial photo into 25 m squares. Also, because this point cloud data contains noise, such as points that have gone underground, we removed isolated points as noise and subsample point clouds into 2,025 by using open3D (Zhou et al., 2018). We moved each point cloud in an area in the range $[0, 25]$ m.

To train and evaluate the model, we divided all patch data into two datasets: the training data used to train our model and the test data (as shown by the blue rectangle in Figure 4) used to evaluate the trained model.

4.2 Result

We trained on the above dataset by using the TSUBAME 3.0 (NVIDIA P100 GPU with 16 GB video memory). The training time for our model was three days for 100 epochs.

The qualitative evaluation of the trained model is shown below. Figure 5 shows a set of translated fake point clouds from the aerial image, along with their real point clouds. The left figures are the input images for the condition to the generator, the middle figures are the translated fake point cloud, and the right figures are the real point cloud. As shown in the translated point clouds, translating a point cloud from the input image is possible. Overall, our model could translate point clouds with a layout similar to that of an aerial photo. For example, the point cloud translated in the area with the building indicated by the red circle also shows a building-like 3D object. Also, vegetation-like point clouds were also translated into areas with vegetation, as shown by the green circle.

Overall, the conversion from aerial photos to point clouds was successful. However, some failure cases showed such issues as walls of buildings and points concentrated in the corners. This was because the FoldingNet used in the decoder uses a two-dimensional grid as the initial value or seed of point clouds. We need to use a deep learning-based generator that can generate more detailed 3D structures in the future. Additionally, CD loss, which evaluates the 3D reconstruction results, calculated the distance between two sets $y_{\text{fake}}$ and $y_{\text{real}}$, so it did not evaluate the points one by one. Instead, it learned the generator so that the set as a whole had a low error. The generator
is trained to lower the CD loss for the set as a whole to obtain an average 3D point cloud. Therefore, for point clouds containing complex geological objects, such as LiDAR data measured outdoors, defining an error function that can evaluate point-to-point is necessary. Also, we need to improve the generator’s performance in the future and to feed the latent feature obtained from the images to the generator.

5. CONCLUSION

This paper introduced the translation of aerial images to point clouds, which were observed by airborne LiDAR. The translation model was developed using a conditional generative adversarial network in supervised learning. Our pipeline consists of three networks: the encoder, which extracts the latent vector of the input image; the decoder, which produces fake point clouds from latent vectors; and a discriminator, which measures the distance between real data and fake data. To evaluate our proposed pipeline, we experimented using a pair of aerial photos and airborne LiDAR data (2018 IEEE GRSS Data Fusion Contest). Our pipeline has shown the potential for 3D reconstruction via the visualization of fake point clouds.

However, the quality of the generated point clouds remains an issue, and we will try to improve the performance further by using a modern generator such as a transformer-based model (Mazur and Lempitsky, 2020), (Engel et al., 2020), which has been used in recent years for the 3D point cloud generation. Also, we have shown the effectiveness of the conditional GAN
for airborne LiDAR, and we will apply it to various applications in the future.
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