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ABSTRACT Feature extraction is important in image matching. However, the perspective deformations, especially the anisotropic scaling deformations will affect the performances of feature extraction algorithms. To improve the image matching results when notable perspective deformations exist, an algorithm for extracting feature points and covariant regions is introduced in this paper. We propose using a new type of feature points, the “inside corner points” as seed points. And we propose using a multi-scale seeded region growing method to find the local support regions for feature points. Based on the shapes of local support regions, an image patch around a feature point can be rectified by doing shape normalization, and the anisotropic scaling deformations can be reduced by the rectification. By doing image matching with these rectified image patches, the matching results are notably improved.

INDEX TERMS Feature extraction, covariant region, local support region, shape normalization, image matching.

I. INTRODUCTION

We know that image feature matching becomes harder when the perspective deformations of images increase. On the one hand, features are less likely to be extracted from the same position in different images because of the image deformations, as what is we call the repeatability of features. On the other hand, even if features can be extracted from the same position, the similarities between feature descriptors will be low if we don’t take care of the image deformations. From simple to complex, the image perspective deformations can be classified into three groups: the rotation in the plane (‘stage 1’ deformation), the isotropic scaling (‘stage 2’ deformation) and the anisotropic scaling (‘stage 3’ deformation). The ‘stage 0’ indicates no deformation, as showed in Figure 1. Among them, the rotation in the plane has the smallest influence on feature extraction [1], and it’s easy to solve by estimating a main direction in feature description. Isotropic scaling has a larger influence on feature extraction because the details of objects appear different at different scales. Currently, the isotropic scaling is handled by building image scale space. The anisotropic scaling has the largest influence on feature extraction compared to the former two, and circular feature description window is not suitable anymore for images with severe anisotropic scale deformations. A good feature extraction algorithm is expected that the corresponding features are detected at the same location, and each feature is accompanied by a local support region whose shape is covariant to whatever the deformations on the images.

Removing the anisotropic scaling deformation is the key to solve the image matching problem under large perspective deformations. And shape normalization methods play an important role in removing the anisotropic scaling deformation. Shape normalization algorithms have been proposed many years ago, and here we introduce two of them. The first is called Shape Compacting [2], [3] which uses Eigenvalue Decomposition of the shape covariance matrix to rectify the shapes. And the second is referred to as Cholesky Shape Normalization [4] which uses Cholesky Decomposition [5] of the shape covariance matrix to rectify the shapes. It’s interesting to notice that both of them use the shape of the object to remove the anisotropic scaling deformation. We think the underlying principle is: the perspective deformations change the shape of an object, so according to the shape of the object, the perspective deformations can be discovered and removed. By employing shape normalization, two shapes of an object
FIGURE 1. The similarities between shapes decrease as the image deformations increase.

FIGURE 2. Shape normalization results of the Shape Compacting method and the Cholesky Shape Normalization method.

under ‘stage 3’ deformation can be transformed into shapes under ‘stage 2’ or even ‘stage 1’ deformation. Examples of applying Shape Compacting and Cholesky Shape Normalization are shown in Figure 2. In the examples, the black area forms the shapes of a feature. After applying shape normalization, the rectified image patches can be matched by existing algorithms (such as SIFT [6]) very easily.

From above, we can see the shape normalization methods are very effective in removing the anisotropic scaling deformation. But we should also notice an important fact that the algorithms work well only if the corresponding shapes of a feature are perfectly detected from images. ‘Perfectly detected’ means the shapes of a feature (we call it the local support region of a feature in this paper) detected from different images contain exactly the same contents of the feature. For example, the two shapes on the left of Figure 3 are perfectly detected and they contain the same contents of the triangle despite under different deformations. In other words, they are covariant regions. But the two shapes on the right are not. If the local support regions of a feature detected from different images contain different contents of the feature, the results generated by shape normalization will still exist anisotropic scaling deformations.

So the problem of removing the anisotropic scaling deformation transforms into the problem of detecting features from images as well as detecting perfectly corresponding local support regions of the features. And the method we propose in this paper is aiming to solve this problem.

The contributions of this paper can be summarized as follows: 1) we proposed using a new type of points, the “inside corner points” as feature points. They are not corner points nor blob points, instead, they are points that locate a little inside of the corners. 2) We proposed using a multi-scale seeded region growing method to find the local support regions for feature points. The anisotropic scaling deformations can be reduced by doing shape normalization to these local support regions.

The paper is organized as follows: the related works are introduced in section II, the implementation of our algorithm is introduced in section III, the experiments and results are presented in section IV, and the conclusions are given in Section V.

II. RELATED WORKS

Feature extraction [7], feature description [8] and false match removal [9], [10] are three important contents of image matching. The topic of this paper belongs to the feature extraction and the other two topics will not be covered, although they are important.

The MSER algorithm [11] is the most related to our topic. We think it’s a very inspiring algorithm. This algorithm extracts region features and the pixels belong to a region constitute the support region of the feature. Then it
employs the shape normalization methods to rectify the image patches and these rectified image patches are used to do image matching. The idea is very good, but the algorithm has some disadvantages in practical use: (1) it has a very small number of features since the method detects maximally stable extremal regions only, and this method performs well only when the images contain many homogeneous regions with distinctive boundaries; (2) many MSER features are not local and some features cover a large area of the image. The non-local features are more likely to contain non-coplanar objects and detecting perfectly corresponding shapes for such features is harder because of image occlusions.

Due to the complexities of the scene, the regions detected from images by MSER algorithm do not very often cover the same image contents. Three examples of MSER regions are given in Figure 4. In each row of this figure, two original image patches that contain the same position are given in the first two columns, and the MSER regions detected from them are given on the last two columns respectively. The corresponding MSER regions cover different image contents more or less. From these examples, we can see it’s not easy to detect perfectly corresponding shapes.

Tuytelaars and Van Gool also proposed two methods, the EBR and IBR [12] to extract covariant regions. The EBR algorithm starts from corners and uses the nearby edges to form a region. The IBR algorithm starts from intensity extrema to detect regions. The performance of EBR relies on the edge detection results, and the IBR has some similarities with MSER. We categorize MSER, EBR and IBR as covariant region detection methods based on the geometry (or shape) information of an image.

There are also some methods, such as Harris-affine and Hessian-affine [13], have been proposed to detect covariant regions. But they use gradients of the image intensities, not
the geometry information of the images. So we categorize them as covariant region detection methods based on intensity gradients information. Unlike the methods based on shape information, these type of methods have to work in an iterative way. The readers can know more about those methods from paper [14]–[16]. We prefer methods based on shape information because we think the geometrical deformations change the shapes of an object, so according to the shapes of the object, the geometrical deformations can be discovered and removed, as we have mentioned above.

The methods listed above are very representative, although they are relatively old now. In recent years, a few methods were proposed. Paper [17] extracts a set of scale invariant blob points by means of the idea of blob evolution along with different scales by checking the value of the Gaussian curvature. And they achieved the affine shape adaptation by iteratively fitting an anisotropic Gaussian function to the blob features by means of a nonlinear least squares approach. Paper [18], [19] proposed an affine invariant similarity comparison between image patches from the point of view of Riemannian Manifolds. According to their derivation, the tensor product of the gradient vector can be used as the affine covariant structure tensors, which is the second moment matrix essentially.

In this paper, we propose an algorithm to detect covariant regions which we named AIFE (Affine Invariant Feature Extraction). Our purpose is to extract regions, but our algorithm begins with feature point detection. We propose a method to detect the “inside corner points”. These type of points are not corner points nor blob points, they are points that locate a little inside of the corners, as shown in Figure 5. Then we use such a point as the seed point to do a local seeded region growing. The result of the region growing operation becomes the local support region of the seed point. Then we use the shape of the local support region to do a shape normalization, the parameters calculated from shape normalization are used to rectify the local image patches. And like what MSER algorithm did, these rectified image patches are used to do image matching. Further details about AIFE algorithm are introduced in the subsequent sections.

III. IMPLEMENTATION OF AIFE ALGORITHM

A. DETECT “INSIDE CORNER POINTS”

First, we will introduce the method for detecting the “inside corner points”. We want “inside corner points” because we will use them as seed points for region growing, and the image intensity of an inside corner point is more stable than a point located on the corner. Our method is modified on the basis of the Harris algorithm [20] and the steps of the Harris algorithm are listed below:

(1) Calculate the gradients of image intensities along the x direction and y direction by doing image convolutions with the first order Gaussian derivative function $D(\sigma)$. The convolution results are notated by $Ix$ and $Iy$ respectively, as showed in Formula (1).

(2) Find local extrema of the Harris response. The amount of the extracted feature points can be controlled by setting a grid size in searching extrema.

$R = \text{det}(M) - \text{trace}(M)^2$;

In the Harris algorithm, two parameters are very important to the extraction results, one is the standard deviation $\sigma_1$ in the Gaussian derivative function $D(\sigma)$ and the other is the standard deviation $\sigma_2$ in the Gaussian function $G(\sigma)$. We find that by increasing the values of the two parameters, the positions of local extrema of the Harris response will move towards the inside of the corners, as shown in Figure 7. According to this observation, we can detect the “inside corner points”.

In Figure 7, the original image is given on the left, which is one black square on white background. And images (a), (b), (c), (d) present the Harris responses when the values of the two parameters are both 1.0, 4.0, 8.0, 22.0, respectively. And take the bottom left corner of the square as an example, the positions of local extrema (indicated by a red cross) of the Harris response are shown in images (1), (2), (3), (4).
In order to see more clearly, the images (1), (2), (3), (4) are enlarged versions of the original bottom left corner. It can be seen that the positions of local extrema move towards the inside of the corner when increasing the parameters' values. So, if one wants the extracted feature points to stay exactly on the corners, smaller parameters are better; if one wants the extracted feature points to stay inside of the corners, larger parameters should be chosen. To the requirement of our algorithm, we want the feature points to be a little inside of the corners, so the value 2.0 is used in our algorithm.
B. OBTAIN LOCAL SUPPORT REGIONS

As we mentioned above, detecting perfectly corresponding shapes for features is the key for shape normalization. We archive this goal by doing multi-scale seeded region growing. For each “inside corner point”, we use it as the seed point for region growing. And the region growing is limited within the circular area that with the seed point as the center and the radius of $k$ pixels. We use 6 different region growing radiuses $k$ (ranging from 15 pixels to 25 pixels) for each seed point to realize the multi-scale. So for each seed point, we will obtain 6 region growing results and each result forms a local support region for this feature point. The process is illustrated in Figure 8. In this figure, 4 different region growing radiuses are presented. The image in the top row presents the original
image, and the four pairs of small images in the second row show the region growing results. The image on the left in each pair shows the original image content within the radius and the image on the right shows the region growing result. Each shape obtained by region growing can be fitted by an ellipse, and the 4 ellipses are presented in the bottom image.

C. RECTIFY LOCAL IMAGE PATCHES

After we obtain local support regions for each feature, we can use the shape of these regions to rectify local image patches around each feature point. To do this, we should first calculate the shape covariance matrix $C$ of the area covered by the region as shown in formula (2). In the formula, $P$ indicates a local support region, and $(x, y)$ indicates the pixel coordinates. If a pixel $(x, y)$ belongs to the region $P$, then $f(x, y)$ equals 1, otherwise, it equals 0. When Matrix $C$ is obtained, we can use its Cholesky Decomposition to rectify the image, as showed in formula (3). The matrix $L$ is a lower triangular matrix, the vector $x$ indicates the pixel coordinates in original image and the vector $x'$ indicates the pixel coordinates in the
FIGURE 13. Comparison of matching results between MSER+SIFT and AIFE+SIFT.
FIGURE 13. (Continued.) Comparison of matching results between MSER+SIFT and AIFE+SIFT.
rectified image. For each local support region, we use it to rectify a local image patch whose size is 100 × 100 pixels around the seed point.

\[
f(x, y) = \begin{cases} 1, & (x, y) \in P \\ 0, & (x, y) \notin P \end{cases}
\]

\[m_{10} = \sum \sum x^1y^0f(x, y)\]

\[m_{01} = \sum \sum x^0y^1f(x, y)\]

\[m_{11} = \sum \sum (x - m_{10})^1(y - m_{01})^1f(x, y)\]

\[m_{20} = \sum \sum (x - m_{10})^2(y - m_{01})^0f(x, y)\]

\[m_{02} = \sum \sum (x - m_{10})^0(y - m_{01})^2f(x, y)\]

\[C = \begin{bmatrix} m_{20} & m_{11} \\ m_{11} & m_{02} \end{bmatrix} \quad (2)\]

\[C = LL^T\]

\[x' = L^{-1}x \quad (3)\]

Examples of image rectification based on the shape of local support region are presented in Figure 9. In this figure, the images in column (a) present four synthetic images of a black desk corner seeing from four different view directions. According to the view direction, the angle of the corner varies. Images in Column (b) present local image contents around each “inside corner point” extracted from images in column (a). Images in Column (c) present the seeded region growing results within the circular mask, and these results become the local support regions of the feature points. In these cases, the local support regions are fan shapes. Images in Column (d) present the corresponding rectification results of each image in column (a). The rectification parameters are calculated based on the shape of the support regions in column (c). It can be seen that after the rectification, the four images of the desk corner are much similar to each other (the angles of the corner are much closer to each other).

More examples of image rectification results on real images are presented in the next section. All rectified image patches generated by all local support regions are used to do the image matching.

Till now, the main steps of the proposed AIFE algorithm have been introduced, and the whole procedure is outlined in Algorithm 1. Let’s recapitulate our considerations when we designed the algorithm: (1) we would like to choose point as the basic feature primitives in matching. Point is the simplest type of feature, so it has a wide adaptability to various scenes. This is important to ensure the quantity of features and their distributions in the images. (2) A feature point needs its support region. Our goal is to make corresponding support regions detected from different images contain exactly the same contents of the feature. Only then we can use their shapes to normalize the image patches. (3) The support region of a feature point needs to be local. On the one hand, it can decrease the influence of image occlusion, on the other hand, it’s easier to find a small support region than a big one. (4) Image segmentation is a good way to obtain the support regions. And the seeded region growing is a handy way to do image segmentation. More importantly, it has two elements we want: a seed point and a region. We can control the size of the region by setting some scale parameters. To the seed point, we discover the strategy to extract the ‘inside corner point’, and it meets the requirement that a seed point should locate in a stable image intensity area.

**Algorithm 1 The AIFE Algorithm**

**Input:** Two images

**Output:** The image matching results

**Workflow:**

1. Detect “inside corner points” for each input image;
2. Do multi-scale seeded region growing for each feature point to obtain local support regions;
3. Do image rectification for each local support region;
4. Do feature extraction and description on each rectified image patches using the SIFT algorithm.
5. Find correct matches between two images.

**IV. EXPERIMENTS AND RESULTS**

**A. EXAMPLES OF IMAGE RECTIFICATION RESULTS ON REAL IMAGES**

In this section, we will present more examples of image rectification results on real images, as shown in Figure 10. From these examples, the readers can have a more intuitive understanding of our algorithm. Six examples are presented, and in each of these examples, a pair of original image patches are given on the left. They contain the same part of an object but with different projective deformations. The image around an “inside corner point” and the corresponding seeded region growing results are given in the middle. The corresponding rectified image patches are given on the right.

It can be seen that the similarities between the rectified image patches are much greater than the similarities between the two original image patches. Then feature extraction and feature description can be done on the rectified image patches. The SIFT algorithm is used in our algorithm. Since the coordinates of the rectified image patches can be rigorously mapped to the coordinates of the original images, these new extracted feature points can be used to match the original images directly.

**B. COMPARISON WITH MSER METHOD**

We did many tests to evaluate the performance of our algorithm. Here three of them are presented. The performance of the algorithm is evaluated according to its image matching results. The workflow of the image matching is introduced
first. To the images we are going to match, we first use AIFE algorithm to obtain many rectified image patches, then we use SIFT algorithm to do feature extraction and feature description on these rectified image patches. Then the feature points are matched by the brute force + RANSAC method. This process is denoted as AIFE+SIFT in the following. As a comparison, we also use MSER algorithm to obtain rectified image patches, and the other operations remain the same. The process is denoted as MSER+SIFT. The MSER code we used is from the VLFeat library [21]. Comparisons about the performance of different affine covariant feature extraction algorithms can be seen from [14], [15], [17]. From their experiments, we can see that regarding the viewpoint change, the repeatability and matching score of MSER is best in most cases. And from the design of the algorithm, our method is most related to the MSER algorithm. So in this paper, we choose to compare our method with the MSER method.

The number of correct matches is a good indication of the performance of the image matching algorithm. Besides, if the rectification can remove most of the anisotropic scaling deformation, the distance between feature descriptors of corresponding points will be small. This is a good indication of to what extent the image deformations have been removed. So we also compared the distance between feature descriptors of corresponding points. More correct matches and smaller distance between feature descriptors indicate better algorithm performances.

The three test data are presented in Figure 12. The data (a) and data (b) are obtained from the internet. They both contain planer objects. And data (c) are aerial images with non-planar objects. The program was executed on a laptop with an Intel Core i5 7500 CPU and 8G RAM. No GPU nor CPU acceleration techniques were used. The processing time and the number of correct matches are presented in Table 1. The processing time of our algorithm is longer than MSER method, but the number of correct matches is much more than MSER method. The Euclidian distance between feature descriptors of each corresponding point is presented in Figure 11. These distances are arranged in ascending order for each of the six matching results. So they form six curves as presented in Figure 11. The three distance curves of AIFE+SIFT are all under the distance curves of MSER+SIFT. This means the similarities of feature descriptors generated by our algorithm is better than the MSER method. In other words, it indicates the rectification results of our method are better than MSER method. The matching results are presented in Figure 13. It can be seen that the distributions of the matches of our algorithm are better, too.

| Test data | Image size(pixel) | Processing time(ms) | Number of matches |
|-----------|------------------|---------------------|-------------------|
|           |                  | MSER+SIFT | AIFE+SIFT | MSER+SIFT | AIFE+SIFT |
| data (a)  | 800x640          | 2193      | 13296    | 71        | 304       |
| data (b)  | 600x450          | 1204      | 8200     | 59        | 313       |
| data (c)  | 803x603          | 2704      | 5915     | 103       | 687       |

It can be seen that the distributions of the matches of our algorithm are better, too.

V. CONCLUSIONS

An algorithm for extracting feature points and covariant regions is introduced in this paper. We proposed using a new type of feature points, the “inside corner points” as seed points. Point is the simplest type of feature, so it has a wide adaptability to various scenes. This is important to ensure the quantity of features and their distributions in the images. Although we use “inside corner points” in our implementation, the blob feature points can be used as well. And we proposed using a multi-scale seeded region growing method to find the local support regions for feature points. Our support regions are pretty local. On the one hand, it’s easier to find a smaller support region than a big one, on the other hand, smaller support regions suffer less the influence of image occlusions. What’s more, a local small region is enough to reveal the local deformations of the image. So far very promising matching results have been obtained by our algorithm. But the whole process is a little time consuming and acceleration strategies should be considered in the future.
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