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Abstract

Video-guided machine translation as one of multimodal neural machine translation tasks targeting on generating high-quality text translation by tangibly engaging both video and text. In this work, we presented our video-guided machine translation system in approaching the Video-guided Machine Translation Challenge 2020. This system employs keyframe-based video feature extractions along with the video feature positional encoding. In the evaluation phase, our system scored 36.60 corpus-level BLEU-4 and achieved the 1st place on the Video-guided Machine Translation Challenge 2020.

1 Introduction

In multimodal machine translation (MMT), a target sentence is translated from a source sentence together with related nonlinguistic information such as images (Specia et al., 2016) and videos (Wang et al., 2019). The goal of Video-guided Machine Translation (VMT) Challenge 2020 is to generate target-language video descriptions given both the videos and its description in the source languages.

Videos preserve rich visual information that guides textual translation. Since video descriptions illustrate visual objects, scenes and actions in the videos, we hypothesize that obtaining appearance features (objects and scenes) and action features from videos will contribute to the quality of translation. Additionally, keyframes store entire images in the video, helping us extract high-quality video features.

A video consists of an ordered sequence of frames, while features extracted from them often do not preserve such order information. We hypothesize that incorporating such order information with visual feature facilities our model in improving translation quality.

Based on the above hypotheses, in the proposed video-guided machine translation system, we introduce a keyframe-based approach for video feature extraction, along with positional encoding to inject order information into video features. The core model in our system is a modified hierarchical attention model (Libovický and Helcl, 2017) with encoder and decoder architecture.

2 Hierarchical Attention with Positional Encoding

Our video-guided machine translation system is an extension of the hierarchical attention model (Libovický and Helcl, 2017). The underlying model has a simple encoder and a modified decoder from Bahdanau et al. (2015) that uses two individual attention mechanisms to compute the textual context vector and the auxiliary context vector (in our case, the context vector over sequential video representations). However, the model is assumed to incorporate with spatial image features (e.g., region of Interest feature from Faster-RCNN models) and cannot leverage order information, which is a distinguishing property of video features (e.g. I3D).

To address this problem, we add positional encodings (Vaswani et al., 2017) to the video representations at the beginning of the attention to make the model use the order of the representations.

Encoder

We first encode the $N$-tokens input sentence $x = (x_1, \cdots, x_N)$ into encoder states $h = (h_1, \cdots, h_N)$ by a bidirectional GRU, where each $h_*$ is a vector with $d$ dimension. The $T$-elements video representations $z = (z_1, \cdots, z_T)$ is extracted from a video $v$ using either video or imagery encoder described in Section 3.

Additionally, we add positional encoding to video representations $z$ to obtain position-aware video representations $\hat{z} = (\hat{z}_1, \cdots, \hat{z}_T)$ at each
timestep $pos \in (1, \cdots, T)$:

\[
\hat{z}_{pos} = z_{pos} + PE_{pos} \quad (1)
\]

\[
PE_{(pos, 2i)} = \sin(pos/10000^{2i/d}) \quad (2)
\]

\[
PE_{(pos, 2i+1)} = \cos(pos/10000^{2i/d}) \quad (3)
\]

where $i$ is the dimension.

**Decoder** In each position $j$ while decoding, we first compute the decoder state proposal $s_j$ from previous word embedding $w_{j-1}$ and previous decoder state $\hat{s}_{j-1}$,

\[
s_j = \text{GRU}(w_{j-1}, \hat{s}_{j-1}) \quad (4)
\]

Afterward, the textual context vector $c_j^{(t)}$ and the video context vector $c_j^{(z)}$ are computed using two separate attention mechanisms $\text{att}_t$ and $\text{att}_z$.

\[
c_j^{(t)} = \text{att}_t(s_j, h) \quad (5)
\]

\[
c_j^{(z)} = \text{att}_z(s_j, \hat{z}) \quad (6)
\]

The final context vector $c_j$ is computed using another attention over modalities $m \in \{t, z\}$.

\[
e_j^{(m)} = o^T \tanh(W_1 s_j + U^{(m)} c_j^{(m)}) \quad (7)
\]

\[
\alpha_j^{(m)} = \frac{\exp(e_j^{(m)})}{\sum_{m' \in \{t, z\}} e_j^{(m')}} \quad (8)
\]

\[
c_j = \sum_{m \in \{t, z\}} \alpha_j^{(m)} Q^{(m)} c_j^{(m)} \quad (9)
\]

where $o^T$ and $W_1$ are model parameters and shared among all modalities, while $U^{(m)}$ and $Q^{(m)}$ are dedicated model parameters for each modality. $U^{(m)}$ and $Q^{(m)}$ are a projection matrices that map each single-modality context vector into a common space. $o$ is the weight vector with the same dimensions of the common space.

The final context vector $c_j$ is fed into the second GRU along with the decoder state proposal $s_j$ to generate the final decoder state $\hat{s}_j$ and output distribution $p(y_j|y_{<j})$

\[
\hat{s}_j = \text{GRU}(c_j, s_j) \quad (10)
\]

\[
p(y_j|y_{<j}) = \text{softmax}(W_2 \hat{s}_j + b) \quad (11)
\]

where $W_2$ and $b$ are model parameters.

**Multiple Video Feature Integration** Integrating various types of video features into a video-guided machine translation system represents a potential way of improving translation quality (Wang et al., 2018b). In our system, we decided to ensemble models trained on different types of video features. In section 5, we detail choices on ensemble models.

### 3 Video and Imagery Encoders

Videos, as another input in our system, often possess visual clues that guide the translation, such as actions, objects and scenes. Encoding video to acquire information-rich video features acts as visual-guidance to text translation.

We classified two types of video features: action features derived from actions, and appearance features from visual objects and scenes. Keyframes in videos store whole images, which often provide good visual representations of objects and scenes. We used keyframes for appearance feature extraction and as a basis to segment videos for obtaining motion features.

Our video-guided machine translation system consists of a video encoder that outputs action features, and an imagery encoder generates appearance features.

**Video Encoder** We first segmented a video based on keyframes \(^2\) to build a segment list, and each segment contains a keyframe and 31 consecutive frames after it. We then feed the video segment list to obtain the action feature matrix from a non-local neural network (Wang et al., 2018a) with ResNet-101 (He et al., 2016) as the backbone pre-trained on ImageNet and fine-tuned on Kinetics400 dataset \(^3\). Each feature vector in the matrix is in chronological order of appearance of its video segment by the time. The action feature matrix $M \in \mathbb{R}^{T \times d}$ for a video $v$ is:

\[
M = \text{Video Encoder}(S) \quad (12)
\]

\[
S = \text{Segmentation}(v) \quad (13)
\]

where $S$ is the list of $T$ keyframe video segments with chronological order.

**Imagery Encoder** Keyframes in the video store complete imagery information that suits our need to extracting high-quality appearance features.

\(^2\)https://github.com/dmlc/decord

\(^3\)https://gluon-cv.mxnet.io/model_zoo/action_recognition.html#id113
Frames in the video often involve visual objects and visual scenes. Therefore we obtained these two types of appearance features from keyframes. We employed an object-recognition system that is a Res-Net 152 model pre-trained with ImageNet and a scene-recognition system that is a Res-Net 50 model pre-trained with Place365 (Zhou et al., 2018). The input to our imagery encoder is the keyframes from the video.

| Model | Validation Set | Public Test Set |
|-------|----------------|-----------------|
| Wang et al. (2019) | - | 29.12 |
| (1) Text-only | 35.10 | - |
| Official I3D features | | |
| (2) with positional encoding | 35.28 | 35.26 |
| (3) without positional encoding | 35.02 | - |
| Keyframe-based video feature extraction | | |
| (3) Action features | 35.42 | 35.35 |
| (4) Object features (Res-Net 152, ImageNet) | 35.29 | - |
| (5) Scene features (Res-Net 50, Place365) | 35.14 | - |
| Ensemble Model | | |
| 3 Action features (3) | 36.20 | - |
| 3 Object features (4) + 3 Scene features (5) | 36.38 | - |
| 3 Action features (3) + 3 Object features (4) + 3 Scene features (5) | 36.48 | 36.60 |

Table 1: Corpus-level BLEU on validation and public test sets.

5 Experimental Result

The official evaluation metrics for VMT challenge 2020 is BLEU (Papineni et al., 2002). Table 1 shows the corpus-level BLEU-4 scores of each model on the validation set and public test set.

Our model using textual feature achieved a score of 35.10 on validation set, which makes it serve as a baseline (text-only baseline) for the following experiments with inputs of both textual and video features. Engaging official video features, we observed slight performance deterioration (-0.08 BLEU) without positional encoding, while a score improvement (+0.18 BLEU) with it. Based on above results, we decided to keep positional encoding in our system.

We extracted two types of video features based on keyframes: action features and appearance features, in which appearance features consist of two types of features: object features, and scene features. To evaluate how each type of video feature helps in improving the translation quality, we trained our system using each type of video feature with textual features.

On evaluation set, training our system using object features ((4) in the table 1) and textual features improves 0.19 BLEU scores over text-only baseline, and 0.01 BLEU compared to system trained on official I3D features ((2) in table 1). Training on scene features ((5) in table 1) and textual features give the system a slight 0.04 BLEU score during training set, giving 7,947 types for English and 2,655 types for Chinese.
improvements over text-only baseline. Compared to the appearance features, our system trained on action features and textual features achieved the highest BLEU scores, particularly, 0.32 BLEU over text-only baseline and 0.14 BLEU over our system trained on official I3D features. Based on above results, all types of video features improve our system performance compared to using textual feature only. Compared to our system trained on single types of video feature and textual feature, our system ensembling models trained on different types of video features and textual features give another raise in the BLEU score. On evaluation set, compared to best preform single video feature model (3 in table 1), ensemble three models of (3) improves 0.78 BLEU score, while ensemble 3 models of (4) and 3 models of (5) get 0.96 BLEU score boost. An ensemble of three different models (3), (4), and (5) achieves the best BLEU score on validation set, this ensemble model is also our final submission, which obtains 36.60 BLEU score in the public test set an ranks the first place. Figure ?? shows example translations generated from three of our system variants.

6 Conclusion

In the Video-guided Machine Translation Challenge 2020, we revealed that keyframe-based video feature extraction and positional encoding jointly enhance the translation quality by showing a substantial improvement from the text-only baseline. We also demonstrated that the ensemble of multiple models trained on different types of video features brought further performance improvements. In the future, we will explore the best integration of different features to improve translation quality under the video-guidance.
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