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An extended COPRAS model for multi-criteria decision-making problems and its application in web-based hotel evaluation and selection

Jagannath Roy, Haresh Kumar Sharma, Samarjit Kar, Edmundas Kazimieras Zavadskas and Jonas Saparauskas

ABSTRACT
Facilitation of suitable accommodation for different travellers is the prime concern of travel agencies. Travel agencies must keep themselves competitive and sustain a good pace of growth to continue raising profits by attracting and retaining as many tourists as possible through meeting their various prospective needs. To achieve this, the agencies must prepare well-organised data for hotels and destinations from a quality control perspective. Initially, the hotels are ranked and evaluated according to performance across several criteria from the tourists’ viewpoint. The relative importance of each criterion is mainly subjective and depends on the assessor’s judgement. Additionally, hotels’ rankings vary across different websites, resulting in inconsistencies. To handle such inconsistencies and subjectivity, this paper presents a collective decision-making evaluation framework by integrating a weighted interval rough number (WIRN) method and a WIRN-based complex proportional assessment (COPRAS) model to evaluate and rank hotels. An empirical example and a real-world case study from the Indian tourism industry are presented to validate the applicability of the proposed framework. Finally, a comparison and sensitivity analysis are performed to examine the validity and robustness of the proposed model.

1. Introduction

In the last two decades, India has attracted tourists from all over the world. Tourism in India is economically important and growing rapidly. The World Travel & Tourism Council calculated that tourism generated US$220 billion (9.6% of the nation’s GDP in 2016) and supported 9.3% of its total employment. The sector is predicted to grow to US$440 billion by 2027 (TTEI, 2017). Nowadays with the rising
competition in the hotel business, hotel managers are in need of creating a balance between the ethics of the corporate world and accommodating customers’ needs. Hence, improving client satisfaction is critically important (Sohrabi, Vanani, Tahmasebipur, & Fazli, 2012). It is widely accepted that a quality service attitude is essential for building a long-term relationship between hotels and their customers. (Croby, Evans, & Cowels, 1990; Martin, 1986; Tsa, 1994). Providing a high-quality service to visitors in the present hospitality business is the highest priority of hotel management staff (Sohrabi et al., 2012). Tourism is also considered an excellent business opportunity by high-tech industries (Hsieh & Lin, 2010); hotel management and tour agencies can not only attempt to establish adequate and flexible services but also introduce more promotional initiatives to attract new consumers.

Stakeholders (in this study, hotel management and tour agencies) would like to consolidate their market share and enhance profitability in their respective business process management (BPM). Although BPM is a well-established business concept, its strategic and operational roles within organisations is still an important issue that requires investigation from various perspectives such as operations and information management (Bai & Sarkis, 2013). However, BPM in the tourism industry can be a risky prospect given the possibility of huge investments and uncertain consequences. In several industrial problems, a number of authors have warned of the failure rate of BPM (Abdolvand, Albadvi, & Ferdowsi, 2008; Bai & Sarkis, 2013; Bandara, Gable, & Rosemann, 2005). Thus, in order to implement BPM successfully and keep individual organisations’ at a good pace of growth in the tourism industry, all stakeholders require concrete knowledge of their customers’ needs and feedbacks. Through analysing these responses, both travel agencies and hotels can improve their performance by managing individual operational perspectives. Travel agencies aim to assist tourists in finding the ideal hotel at the lowest rate after aggregating information from multiple sources and comparing deals in the same city. On the other hand, from the same sources, the managers of hotels can avail a comprehensive overview of critically important indicators and criteria for evaluating hotels and their performance ratings. Thus, the problem for evaluating and selecting appropriate hotels can be solved by taking into account the stakeholders’ preferences when defining the weights of multiple criteria such as location, infrastructure, logistics, hospitality, cleanliness, food quality, etc. Therefore, the evaluation and selection of hotels can be considered a complex multi-criteria decision-making (MCDM) problem which involves many factors, ranging from customer needs to the resource constraints of the enterprise. Now, such real-world problems become even more complicated due to imprecise data, decision-makers’ subjective judgements using linguistic terms and the use of multiple sources of information, among other factors. The evaluation process of different options in an MCDM problem, according to Fan, Zhang, Chen, and Liu (2013), is based on the totally rational judgements and actions of decision-makers. However, in reality, decision-makers with diverse experiences and backgrounds use a range of linguistic terms to evaluate and assess the hierarchical importance of criteria and the preferences for different options when solving qualitative group decision-making problems (Xu & Wang, 2016).

Given the above, it is important to explore the methodological background for solving such uncertain MCDM problems. In general, experts’ judgements possess
subjective uncertainty as well as impreciseness due to verbal assessment, which leads to non-probabilistic characteristics (Martínez, Liu, Ruan, & Yang, 2007). In response to this problem, many researchers have tackled real-world uncertain problems using fuzzy set theory and its various extensions (Chen, 2000; Pamučar & Ćirović, 2015; Roy, Adhikary, & Kar, 2016; Roy, Ranjan, Debnath, & Kar, 2016; Ye & Li, 2014). Fuzzy approaches are very efficient and useful techniques for handling imprecision; however, they need a large quantity of prior data or a robust membership function that can affect the final decision, so particular attention must be paid during the definition stage (Qazi, Lam, Xiao, Ouyang, & Yin, 2016; Roy, Chatterjee, Bandyopadhyay, & Kar, 2018; H. Wang, Yang, & Chen, 2016). In contrast, rough-set theory (Pawlak, 1982) is an alternative tool for manipulating impreciseness in data. Recently, rough-set theory and its several extensions have been effectively applied to various real-world decision-making problems (Khoo & Zhai, 2001; Liang et al., 2016; Zhai, Khoo, & Zhong, 2010; Zheng, Xu, & Xie, 2016). It is more convenient to represent the uncertainty in decision-making problems with rough numbers than with fuzzy approaches, as decisions can be made directly from the original data and rough numbers also remove the barriers that existed with previous rough-set theoretical approaches (Pawlak, 1998). Rough-number-based approaches rely only upon the structure of the given data, instead of needing to use various additional parameters (Song, Ming, & Liu, 2017; Zhu, Hu, Qi, Gu, & Peng, 2015). Additionally, rough-set theory can be applied to sets categorised by immaterial data for which statistical tools fail to produce fruitful results (Pawlak, 2012; Zheng et al., 2016).

In the literature that deals with MCDM problems in the tourism industry, crisp and fuzzy approaches are the most frequently applied MCDM techniques. Sohrabi et al. (2012) used an exploratory factor analysis and a fuzzy logic approach to determine the most effective and influential hotel selection indicators and factors. They aimed to present a knowledge-based decision support system (DSS) to assist stakeholders with designing and implementing realistic systems to deeply study the indicators and factors of hotel selection. Sohrabi et al. (2012) articulate that a systematic hotel evaluation and selection method can empower hotel managers, tourists, and the tourism industry to make decisions based on more effective indicators of high-quality services for a higher rate of satisfaction. Lin, Lee, and Chen (2009) applied a fuzzy analytic hierarchy process (FAHP) to determine service performance of travel agencies and sought to establish objective standards for evaluating the best-fit model for business cooperation. Benitez, Martin, and Román (2007) analysed a fuzzy technique for order of preference by similarity to ideal solution (TOPSIS) model to resolve the ambiguity of concepts that are associated with decision-makers’ subjective judgements while dynamically analysing the service quality. An integrated case-based reasoning (CBR) approach and an analytic hierarchy process (AHP) was developed by Alptekin and Büyüközkan (2010) to enhance the accuracy and speed of case-matching in tourism destination planning. Gil-Lafuente, Merigó, and Vizuete (2013) applied FAHP and a fuzzy Delphi method (FDM) to analysing criteria related to luxury resorted hotels. G. Li, Law, Vu, and Rong (2013) used a Choquet-integral-based multi-criteria analysis framework for detecting travellers’ preferences when selecting hotels and their services. Zolfani, Pourhossein, Yazdani, and Zavadskas (2017) applied a hybrid
MCDM approach including step-wise weight assessment ratio analysis (SWARA) and complex proportional assessment (COPRAS) methods to the evaluation of hotel construction projects, highlighting the environmental issues related to sustainability. Mardani et al. (2016) developed an integrated method using FDM, FAHP, TOPSIS, and Vlsekriterijuska Optimizacija I Komoromismo Resenje (VIKOR) methods for evaluating quality management practices in the hotel industry. A technology–organisation–environment (TOE) framework was used by Y.-S. Wang, Li, Li, and Zhang (2016) to analyse the factors affecting hotels’ adoption of mobile reservation systems. Hodari, Turner, and Sturman (2017) demonstrate how hotel managers and tour operators can act as principals to a mutual agent – the hotel’s general manager – who is responsible for ensuring that both parties benefit from how services are operated, managed, and provided.

Most of the above-mentioned literature related to the hotel industry deals with either crisp data or fuzzy information and avoids experts’ judgements, which are imprecise, subjective and vague in nature. In the present study, the WIRN concept is applied in a case study that considers web-based hotel evaluation and selection from tourism sites. Different from previous extensions of the COPRAS model, the proposed WIRN-based COPRAS model can more intelligently and flexibly handle subjectivity and vagueness in real-world decision-making problems. The authors hope that the extended COPRAS method represents a significant contribution to the Multi-Attributive Border Approximation area Comparison (MABAC) literature. Other popular MCDM models such as MABAC, TOPSIS and VIKOR are used for result comparison and validation, which essentially represents the good side of the grey, fuzzy and rough approaches. Therefore, a comparison between WIRN and the grey, fuzzy and rough approach emerges as a logical means of validation. In particular, the main emphasis is on the rough modification of the COPRAS model for finding optimal solutions to uncertain MCDM problems, which have so far not been considered in the literature. It is believed that the WIRN-based COPRAS model makes a significant contribution to the applications of DSSs in the tourism industry. Although rough-set theory is a powerful tool for manipulating subjectivity and vagueness, to the best of the authors’ knowledge no previous study has investigated such uncertainty in hotel evaluation problems by considering the perspectives of both stakeholders simultaneously. The major contributions of this study are as follows:

- The theoretical advancement of treating uncertainty in the group MCDM process; the classical COPRAS model is extended for such problems using a weighted interval rough number (WIRN) method.
- A novel, comprehensive and systematic evaluation framework is proposed for handling vagueness and uncertainty in real-world evaluation and selection problems.
- Customers’ preferences for hotel managers, entrepreneurs and investors in the hotel industry are analysed in terms of deep investigations to identify the critically important factors for further development.
- Tour operators are able to rank their hotels in a way that facilitates flexibility for customers and tourists when searching for and comparing hotels to provide the best deals while analysing multiple tourism sites.
- Hotel managers and travel agencies can now make decisions based on more effective indicators of high-quality services for a higher rate of customer satisfaction.
The remainder of this paper is structured as follows. Section 2 provides the WIRN method for aggregating expert opinions in group decision-making processes and describes how to reach a consensus in such problems while working with consistent ratings. Section 3 proposes the systematic algorithm for the hybrid WIRN-based COPRAS model, which is demonstrated using an empirical example of a hotel selection problem in section 4. Then, section 5 presents a real-world case study to illustrate the proposed method, in which the evaluation and selection of 30 popular hotels in Delhi, the capital of India, is studied. A results analysis is also obtained by comparing the results with other existing methods, and this is followed by a discussion and a sensitivity analysis. Finally, section 6 concludes the paper by highlighting the contributions of this study, major implications and directions for further research.

2. Preliminaries

2.1. Weighted interval rough number (WIRN) method and group consensus

To enhance the efficiency of existing rough-set methods (Zhai, Khoo, & Zhong, 2008, 2009) and determine the relative importance and performance ratings more accurately and adaptably, Zheng et al. (2016) proposed a WIRN method where the decision-makers’ heterogeneity can be merged by allocating various types of weight to each decision-maker according to her or his experience and performance in the decision-making process. In this case, unlike with rough numbers (Zhai et al., 2008, 2009), the WIRN method allows decision-makers an extra degree of flexibility in choosing the rating scale, since they can provide their ratings in terms of interval numbers instead of using a predefined crisp rating scale. The fundamental theories of Zhai et al. (2010) have been used to formulate the definition of interval rough numbers in order to determine relative importance ratings and expert ratings.

2.1.1. Defining interval rough numbers

Suppose there is a set of K classes of consumer discernment $G = (\xi_1, \xi_2, ..., \xi_k)$ ordered in a sequence of $\xi_1 < \xi_2 < ... < \xi_k$ and another set of m classes $G^* = \{\eta_1, \eta_2, ..., \eta_m\}$ described in the universe. In $G^*$ every class is categorised in an interval, as $\eta_i = [\eta^L_i, \eta^U_i]; \eta^L_i \leq \eta^U_i; 1 \leq i \leq m; \eta^L_i, \eta^U_i \in G^*$, where $\eta^L_i$ and $\eta^U_i$ represent the lower boundary and upper boundary of the $i$th class, respectively. Suppose that $U$ is the universe that contains every object and $X$ is an arbitrary object in universe $U$. If the lower and upper value classes are sequenced in the respective way, $\eta^L_1 < \eta^L_2 < ... < \eta^L_j, \eta^U_1 < \eta^U_2 < ... < \eta^U_k (1 \leq j, k \leq m)$, then it can be explained as another two sets of lower classes $G^*_L = (\eta^L_1, \eta^L_2, ..., \eta^L_j)$ and upper classes $G^*_U = (\eta^U_1, \eta^U_2, ..., \eta^U_j)$, respectively. If $\eta^L_i \in G^*_L, 1 \leq i \leq j$ and $\eta^U_i \in G^*_U, 1 \leq i \leq k$ then the lower approximations of $\eta^L_i$ and $\eta^U_i$ are described as

$$
\begin{align*}
\text{Apr}(\eta^L_i) &= \bigcup \{ X \in U/G^*_L(X) \leq \eta^L_i \} \\
\text{Apr}(\eta^U_i) &= \bigcup \{ X \in U/G^*_U(X) \leq \eta^U_i \}
\end{align*}
$$

(1)
and the upper approximations of \( \eta^L_i \) and \( \eta^U_i \) are characterised as
\[
\begin{align*}
\overline{\text{Apr}}(\eta^L_i) &= \cup \{ X \in U/G^+_L(X) \geq \eta^L_i \}, \\
\overline{\text{Apr}}(\eta^U_i) &= \cup \{ X \in U/G^+_U(X) \geq \eta^U_i \}.
\end{align*}
\] (2)

Thus, both the lower class \( \eta^L_i \) and the upper class \( \eta^U_i \) are described by their lower limits \( \underline{\text{Lim}}(\eta^L_i) \) and \( \underline{\text{Lim}}(\eta^U_i) \) and their upper limits \( \overline{\text{Lim}}(\eta^L_i) \) and \( \overline{\text{Lim}}(\eta^U_i) \), respectively, where
\[
\begin{align*}
\underline{\text{Lim}}(\eta^L_i) &= \frac{1}{N_L} \sum G^+_L(X) | X \in \overline{\text{Apr}}(\eta^L_i) \ , \\
\underline{\text{Lim}}(\eta^U_i) &= \frac{1}{N^*_L} \sum G^+_L(X) | X \in \overline{\text{Apr}}(\eta^U_i),
\end{align*}
\] (3)

where \( N_L \) and \( N^*_L \) are the summation of all involved objects in the lower approximation of \( \eta^L_i \) and \( \eta^U_i \), respectively, and
\[
\begin{align*}
\overline{\text{Lim}}(\eta^L_i) &= \frac{1}{N_U} \sum G^+_L(X) | X \in \overline{\text{Apr}}(\eta^L_i) \\
\overline{\text{Lim}}(\eta^U_i) &= \frac{1}{N^*_U} \sum G^+_L(X) | X \in \overline{\text{Apr}}(\eta^U_i),
\end{align*}
\] (4)

where \( N_U \) and \( N^*_U \) are the summation of all involved objects in the upper approximation of \( \eta^L_i \) and \( \eta^U_i \), respectively.

For the lower class, the rough boundary interval (RBI) of \( \eta^L_i \) is the interval between its lower and upper limits, which is characterised as
\[
\text{RBI}(\eta^L_i) = \overline{\text{Lim}}(\eta^L_i) - \underline{\text{Lim}}(\eta^L_i).
\] (5)

Analogously, for the upper class,
\[
\text{RBI}(\eta^U_i) = \overline{\text{Lim}}(\eta^U_i) - \underline{\text{Lim}}(\eta^U_i).
\] (6)

Thus, the inexact class \( \eta^L_i \) and \( \eta^U_i \) can be shown by the lower limit and upper limit as follows:
\[
\begin{align*}
\text{RN}(\eta^L_i) &= \left[ \underline{\text{Lim}}(\eta^L_i), \overline{\text{Lim}}(\eta^L_i) \right], \\
\text{RN}(\eta^U_i) &= \left[ \underline{\text{Lim}}(\eta^U_i), \overline{\text{Lim}}(\eta^U_i) \right].
\end{align*}
\] (7)

As defined by the rough-number method, each class is explained by both lower and upper values instead of a crisp number, hence it is called the interval rough number:
\[
\text{IRN}(\eta_i) = \left[ \text{RN}(\eta^L_i), \text{RN}(\eta^U_i) \right].
\] (8)
2.1.2. Assigning relative weights to experts according to their capabilities

Different decision-makers usually have different ideas about hotel evaluation criteria and performance. Some existing group decision-making models assign equal importance to all decision-makers and frequently cannot perfectly decide the preferences corresponding to their involvement in the organisation. However, many real-world decision-making problems consider some essential aspects of those decision-makers involved in evaluation and selection models, including: (1) their degree of participation in and attentiveness to the decision-making panel; (2) their experience level and familiarity with performance assessment information; and (3) their level of education.

In this context, if \( K \) experts (decision-makers) participate in determining the criteria weights and performance ratings of the available options and \( \lambda_j \) is the weight associated with each decision-maker’s feedback, where \( 0 < \lambda_j < 1 \), then the total weight can be represented as follows:

\[
\sum_{j=1}^{K} \lambda_j = 1. \tag{9}
\]

2.1.3. Defining WIRNs and quantification of experts’ ratings

According to the definition in section 2.1.2, the customer interval importance ratings are calculated with their lower and upper classes. Consider for example the four experts \( DM_1, DM_2, DM_3 \) and \( DM_4 \), (as Decision maker 1, 2, 3, 4 respectively) whose ratings of requirement \( G^r \) are \( G^r = \{\text{Low, Low, Low, Medium}\} = \{[2,5], [2,5], [2,5], [4,7]\}. Here, \( G^r_L = \{2, 2, 2, 4\} \) and \( G^r_U = \{5, 5, 5, 7\} \). Based on Eqs. (1) and (2):

\[
\text{Apr}(\eta^L_1) = \text{Apr}(2) = \{2, 2, 2\}; \quad \overline{\text{Apr}}(\eta^L_1) = \overline{\text{Apr}}(2) = \{2, 2, 2, 4\};
\]

\[
\text{Apr}(\eta^L_2) = \text{Apr}(4) = \{2, 2, 2, 4\}; \quad \overline{\text{Apr}}(\eta^L_2) = \overline{\text{Apr}}(4) = \{4\}.
\]

Thus, according to Eqs. (3) and (4), (Expert 1) \( E_1 \)’s lower limit and upper limit are equal to:

\[
\underline{\text{Lim}}(2) = \frac{1}{3} (2 + 2 + 2) = 2; \quad \overline{\text{Lim}}(2) = \frac{1}{4} (2 + 2 + 2 + 4) = 2.5;
\]

\[
\underline{\text{Lim}}(4) = \frac{1}{4} (2 + 2 + 2 + 4) = 2.5; \quad \overline{\text{Lim}}(4) = \frac{1}{1} (4) = 4.
\]

Thus, \( RN(2) = [2, 2.5] \) and \( RN(4) = [2.5, 4] \). Similarly:

\[
\text{Apr}(\eta^U_1) = \text{Apr}(5) = \{5, 5, 5\}; \quad \overline{\text{Apr}}(\eta^U_1) = \overline{\text{Apr}}(5) = \{5, 5, 5, 7\};
\]

\[
\text{Apr}(\eta^U_2) = \text{Apr}(7) = \{5, 5, 5, 7\}; \quad \overline{\text{Apr}}(\eta^U_2) = \overline{\text{Apr}}(7) = \{7\}.
\]

Thus, according to Eqs. (3) and (4), \( E_1 \)’s lower limit and upper limit are equal to:

\[
\underline{\text{Lim}}(5) = \frac{1}{3} (5 + 5 + 5) = 5; \quad \overline{\text{Lim}}(5) = \frac{1}{4} (5 + 5 + 5 + 7) = 5.5;
\]
\[ \text{Lim}(7) = \frac{1}{4} (5 + 5 + 5) = 5.5; \text{Lim}(7) = \frac{1}{1} (7) = 7 \]

Thus, RN(5) = [5, 5.5] and RN(7) = [5.5, 7].

According to Zhai et al. (2008, 2009), the imprecision in data can be described by the boundary interval of rough numbers. Therefore, the interval rough number method can adopt interval arithmetic operations (Kaufmann, Gupta, & Kaufmann, 1985; Moore, 1966). Thus, the overall aggregated lower and upper performance ratings of each DM can be defined as follows:

\[
\begin{align*}
\text{ALR}(G^*) &= \sum_{j=1}^{K} \theta_j \cdot RN(\eta^*_j(j)) = [G_{LL}^*, G_{LU}^*] \\
\text{AUR}(G^*) &= \sum_{j=1}^{K} \theta_j \cdot RN(\eta^*_j(j)) = [G_{UL}^*, G_{UU}^*] \\
\text{WIRN}(G^*) &= [\text{ALR}(G^*), \text{AUR}(G^*)] = [[G_{LL}^*, G_{LU}^*], [G_{UL}^*, G_{UU}^*]]
\end{align*}
\]

where ALR(G^*) and AUR(G^*) represent the lower and upper approximation ratings of G^*, respectively, K is the total number of experts involved in the evaluation, \( \theta_j \) is the weight of the jth expert and WIRN(G^*) is the calculated WIRN rating for G^*. Taking the requirement G^* as an example, if the weights of customers DM1, DM2, DM3 and DM4 are (0.1, 0.2, 0.3, 0.4), then based on Eq. (10) WIRN(G^*) is computed as:

\[
\begin{align*}
\text{ALR}(G^*) &= 0.1 \times [2, 2.5] + 0.2 \times [2, 2.5] + 0.3 \times [2, 2.5] + 0.4 \times [2.5, 4] = [2.2, 3.1]; \\
\text{AUR}(G^*) &= 0.1 \times [5, 5.5] + 0.2 \times [5, 5.5] + 0.3 \times [5, 5.5] + 0.4 \times [5.5, 7] = [5.2, 6.1]; \\
\text{WIRN}(G^*) &= [2.2, 3.1], [5.2, 6.1].
\end{align*}
\]

Now, it remains to verify consistency in the group decision-maker ratings. Zheng et al. (2016) articulate on determining a consistent group rating for evaluation problems in the following manner: (1) there is consensus in the decision-maker panel ratings (see Figure 1) if the upper range (AUR) and lower range (ALR) of decision-makers’ ratings are disjoint, i.e. ALR(G^*) ∩ AUR(G^*) = ∅; and (2) the group ratings are controversial if the upper range (AUR) and lower range (ALR) has an
intersection, i.e. \( \text{ALR}(G^*) \cap \text{AUR}(G^*) \neq \emptyset \). This non-empty intersection (Figure 1) denotes the fact that decision-makers have an adverse attitude towards the actual criteria importance and performance of the available options. A larger intersection means more controversy in the actual rating. In the case of controversial ratings, the ratings are divided into two different rating classes: acceptable ratings and inconsistent ratings. Only acceptable ratings and consensus ratings are regarded as consistent and used in the decision-making process.

### 2.1.4. Defining the upper and lower class relative importance ranges

After following the procedures laid out in section 2.1.3, if the evaluation ratings are consistent (i.e. either acceptable or consensus) then the relative importance range of the ratings, represented by \( \text{RN}(G^*) \), is defined as:

\[
\begin{align*}
\text{RN}^L(G^*) &= \min(G_{UL}, G_{LU}^*), \\
\text{RN}^U(G^*) &= \max(G_{UL}, G_{LU}^*), \\
\text{RN}(G^*) &= [\text{RN}^L(G^*), \text{RN}^U(G^*)] \quad (11)
\end{align*}
\]

In the above example, a consensus rating is observed among the experts’ opinions, since \( \text{ALR}(G^*) \cap \text{AUR}(G^*) = \emptyset \). Thus, \( \text{RN}^L(G^*) = \min(5.2, 3.1) = 3.1 \), \( \text{RN}^U(G^*) = \max(5.2, 3.1) = 5.2 \), and \( \text{RN}(G^*) = [3.1, 5.2] \).

### 2.1.5. Removing roughness (Song et al., 2017)

Consider a set of rough numbers,

\[
S = \left\{ [\text{RN}^L(G_1), \text{RN}^U(G_1)], [\text{RN}^L(G_2), \text{RN}^U(G_2)], \ldots, [\text{RN}^L(G_n), \text{RN}^U(G_n)] \right\},
\]

the rough ratings are converted into a crisp value using the following procedure of removing roughness:

1. Normalisation:

\[
\begin{align*}
\text{RN}^L(G_j) &= \frac{\text{RN}^L(G_j) - \min_j \text{RN}^L(G_j)}{\Delta^\text{max}^\text{min}}, \\
\text{RN}^U(G_j) &= \frac{\text{RN}^U(G_j) - \min_j \text{RN}^L(G_j)}{\Delta^\text{max}^\text{min}}, \\
&\text{ } j = 1, 2, \ldots, n, \quad (12)
\end{align*}
\]

where \( \Delta^\text{max}^\text{min} = \max_j \text{RN}^U(G_j) - \min_j \text{RN}^L(G_j) \).

2. Determination of a total normalised crisp value:

\[
\sigma_j = \frac{\text{RN}^L(G_j) \times (1-\text{RN}^L(G_j)) + \text{RN}^U(G_j) \times \text{RN}^U(G_j)}{1 - \text{RN}^L(G_j) + \text{RN}^U(G_j)}. \quad (13)
\]

3. Computation of the final crisp form:

\[
\text{RN}(G_j)^{\text{der}} = \min_j \text{RN}^L(G_j) + \sigma_j \cdot \Delta^\text{max}^\text{min}. \quad (14)
\]
2.2. COPRAS

In order to determine the overall performance of an option, it is essential to ascertain the assessment criteria, accumulate the data related to their importance in the evaluation problem and then advance models for the evaluation of these criteria with the aim of meeting the participants’ needs. Aghdaie, Hashemkhani Zolfani, and Zavadskas (2013) discuss the matter of decision-making analysis wherein a decision-maker has to make a selection from a finite number of options against multiple assessment criteria. This is known as an MCDM problem, which belongs to the broader class of DSSs. Many researchers have developed MCDM tools to solve these problems. Since Zavadskas, Kaklauskas, and Sarka (1994) proposed their complex proportional assessment (COPRAS) method it has gained much attention from researchers, practitioners, and academicians. The COPRAS method (Ecer, 2014; Liou, Tamasaitiene, Zavadskas, & Tzeng, 2016; Tavana, Momeni, Rezaeiniya, Mirhedayatian, & Rezaeiniya, 2013) assumes direct and proportional dependencies of the significance and degree of utility of the available options under the presence of mutually conflicting criteria. It considers the performance related to each option according to different evaluation criteria and the corresponding criteria weights. Finally, this method selects the best option considering both the ideal and the ideal-worst solutions (Chatterjee, Athawale, & Chakraborty, 2011). This method has already been successfully applied in order to solve various problems in the fields of construction and property management, among others (Banaitiene, Banaitis, Kaklauskas, & Zavadskas, 2008; Chatterjee et al., 2011; Kaklauskas et al., 2006; Podvezko, 2011; Viteikiene, & Zavadskas 2007).

3. The WIRN-based COPRAS model

3.1. Step 1: criteria weighting

Since different decision-makers may come from different departments with different backgrounds and areas of expertise, each decision-maker is given a weight \( \lambda_k \), \( k = 1, 2, ..., K \) (where \( \sum_{k=1}^{K} \lambda_k = 1 \)) to reflect her or his influence on the overall evaluation and selection of appropriate hotels.

Assume that \( n \) different attributes or criteria (\( C_1, C_2, ..., C_n \)) are utilised as the important parameters for selecting the best hotel. Not all criteria are equally important to the decision-maker. For example, one customer may feel that the location of the hotel is less important than the cost of the rooms, whereas another customer may judge the quality of the food to be the most important factor. All of these priorities have implicit ethical reasons in which the customer can have a trade-off between her or his self-interest and responsibility to utilise the resources.

Consider the following criteria rating matrix:

\[
\begin{bmatrix}
\text{Criteria} \\
\hat{C}_1 \\
C_2 \\
\vdots \\
\hat{C}_n
\end{bmatrix}
= \begin{bmatrix}
\lambda_1 & \lambda_2 & \lambda_3 & \ldots & \lambda_K \\
DE_1 & DE_2 & DE_3 & \ldots & DE_K \\
\hat{w}_1 & \hat{w}_2 & \hat{w}_3 & \ldots & \hat{w}_K \\
\hat{w}_2 & \hat{w}_3 & \hat{w}_4 & \ldots & \hat{w}_K \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\hat{w}_n & \hat{w}_{n+1} & \hat{w}_{n+2} & \ldots & \hat{w}_n
\end{bmatrix}
\]
The aim here is to determine the consensus rating of the relative importance of each criterion involved in the decision-making problem. Here, each $\hat{w}_j^k = [w_{jL}^k, w_{jU}^k]$ is an interval valued rating or number. For $C_1$, the rating set is $w_1 = \{\hat{w}_1^1, \hat{w}_2^1, \ldots, \hat{w}_K^1\} = \{[w_{1L}^1, w_{1U}^1], [w_{2L}^1, w_{2U}^1], \ldots, [w_{KL}^1, w_{KU}^1]\}$. Analogously, the lower and upper class ratings are defined as follows:

$$
\begin{align*}
\{w_{1L} &= \{w_{jL}, w_{jL}^2, \ldots, w_{jL}\} \\
\{w_{1U} &= \{w_{jU}, w_{jU}^2, \ldots, w_{jU}\}
\end{align*}
$$

Applying the WIRN method (Eqs. (1) to (11)), one can determine the consensus rough relative importance of the criteria set described as follows:

$$
\begin{align*}
RNL(w_1) &= \min(w_{1L}, w_{1U}) \\
RNU(w_1) &= \max(w_{1L}, w_{1U}) \\
RN(w_1) &= [RNL(w_1), RNU(w_1)]
\end{align*}
$$

Similarly, the consensus rough relative importance can be computed. Thus, the rough weight vectors of the criteria can be represented as

$$
\begin{bmatrix}
\text{Criteria} \\
C_1 \\
C_2 \\
\vdots \\
C_n
\end{bmatrix}
= \begin{bmatrix}
\text{Rough weights} \\
RNL(w_1) \\
RNU(w_2) \\
\vdots \\
RNL(w_n)
\end{bmatrix}
= \begin{bmatrix}
\text{Rough weights} \\
RNL(w_1), RNU(w_1) \\
RNL(w_2), RNU(w_2) \\
\vdots \\
RNL(w_n), RNU(w_n)
\end{bmatrix}
$$

Finally, the removal of the roughness from the weight vector is performed via Eqs. (12) to (14). Furthermore, the rough weights ($RN(w_j)$, $j = 1, 2, \ldots, n$) are converted into crisp weights ($nw_j$, $j = 1, 2, \ldots, n$), followed by a normalisation satisfying $\sum_{j=1}^n nw_j = 1$ as follows:

$$
\begin{bmatrix}
\text{Criteria} \\
C_1 \\
C_2 \\
\vdots \\
C_n
\end{bmatrix}
= \begin{bmatrix}
\text{Crisp weights} \\
w_1 \\
w_2 \\
\vdots \\
w_n
\end{bmatrix}
$$

### 3.2. Step 2: formation of the group rough decision matrix ($\hat{X}$)

The individual decision matrix $\hat{X}_k$ is collected from each decision-making expert as follows:

$$
\hat{X}_k = \begin{bmatrix}
\hat{x}_{11}^k & \hat{x}_{12}^k & \ldots & \hat{x}_{1n}^k \\
\hat{x}_{21}^k & \hat{x}_{22}^k & \ldots & \hat{x}_{2n}^k \\
\vdots & \vdots & \ddots & \vdots \\
\hat{x}_{m1}^k & \hat{x}_{m2}^k & \ldots & \hat{x}_{mn}^k
\end{bmatrix},
$$
where rough interval-valued decision matrix is obtained as follows:

\[
\bar{X} = \begin{bmatrix}
\{\hat{x}_{11}^1, \hat{x}_{11}^2, \ldots, \hat{x}_{11}^K\} & \{\hat{x}_{12}^1, \hat{x}_{12}^2, \ldots, \hat{x}_{12}^K\} & \cdots & \{\hat{x}_{1n}^1, \hat{x}_{1n}^2, \ldots, \hat{x}_{1n}^K\} \\
\{\hat{x}_{21}^1, \hat{x}_{21}^2, \ldots, \hat{x}_{21}^K\} & \{\hat{x}_{22}^1, \hat{x}_{22}^2, \ldots, \hat{x}_{22}^K\} & \cdots & \{\hat{x}_{2n}^1, \hat{x}_{2n}^2, \ldots, \hat{x}_{2n}^K\} \\
\vdots & \vdots & \ddots & \vdots \\
\{\hat{x}_{m1}^1, \hat{x}_{m1}^2, \ldots, \hat{x}_{m1}^K\} & \{\hat{x}_{m2}^1, \hat{x}_{m2}^2, \ldots, \hat{x}_{m2}^K\} & \cdots & \{\hat{x}_{mn}^1, \hat{x}_{mn}^2, \ldots, \hat{x}_{mn}^K\}
\end{bmatrix}.
\]

(21)

Applying the WIRN method, the experts’ ratings are quantified and the group rough interval-valued decision matrix is obtained as follows:

\[
\bar{X} = \begin{bmatrix}
\begin{bmatrix} z_{11L}^L, z_{11U}^U \end{bmatrix} & \begin{bmatrix} z_{12L}^L, z_{12U}^U \end{bmatrix} & \cdots & \begin{bmatrix} z_{1nL}^L, z_{1nU}^U \end{bmatrix} \\
\begin{bmatrix} z_{21L}^L, z_{21U}^U \end{bmatrix} & \begin{bmatrix} z_{22L}^L, z_{22U}^U \end{bmatrix} & \cdots & \begin{bmatrix} z_{2nL}^L, z_{2nU}^U \end{bmatrix} \\
\vdots & \vdots & \ddots & \vdots \\
\begin{bmatrix} z_{m1L}^L, z_{m1U}^U \end{bmatrix} & \begin{bmatrix} z_{m2L}^L, z_{m2U}^U \end{bmatrix} & \cdots & \begin{bmatrix} z_{mnL}^L, z_{mnU}^U \end{bmatrix}
\end{bmatrix}
\]

(22)

The upper and lower class relative importance ranges of the consistent ratings are defined and the group rough decision matrix is constructed as follows:

\[
\tilde{X} = \begin{bmatrix}
\begin{bmatrix} x_{11L}, x_{11U} \end{bmatrix} & \begin{bmatrix} x_{12L}, x_{12U} \end{bmatrix} & \cdots & \begin{bmatrix} x_{1nL}, x_{1nU} \end{bmatrix} \\
\begin{bmatrix} x_{21L}, x_{21U} \end{bmatrix} & \begin{bmatrix} x_{22L}, x_{22U} \end{bmatrix} & \cdots & \begin{bmatrix} x_{2nL}, x_{2nU} \end{bmatrix} \\
\vdots & \vdots & \ddots & \vdots \\
\begin{bmatrix} x_{m1L}, x_{m1U} \end{bmatrix} & \begin{bmatrix} x_{m2L}, x_{m2U} \end{bmatrix} & \cdots & \begin{bmatrix} x_{mnL}, x_{mnU} \end{bmatrix}
\end{bmatrix},
\]

(23)

where \(x_{ijL} = \min\{z_{ijL}^L, z_{ijL}^U\}\) and \(x_{ijU} = \max\{z_{ijL}^L, z_{ijL}^U\}\). Here, \([z_{ijL}, z_{ijU}]\) and \([z_{ijL}^L, z_{ijL}^U]\) are denoted as rough numbers which represent the lower and upper interval ranges of the group decision ratings.

### 3.3. Step 3: data normalisation

The elements of the normalised matrix \(\tilde{Y} = \left[\begin{array}{c|c}
y_{ijL} & y_{ijU} \\
\end{array}\right]_{m \times n}\) are determined from the initial matrix \(\tilde{X}\) using the following equations:

\[
y_{ijL} = \frac{x_{ijL}}{\frac{1}{2} \left( \sum_{i=1}^{m} x_{ijL} + \sum_{i=1}^{m} x_{ijU} \right)} = \frac{2x_{ijL}}{\sum_{i=1}^{m} x_{ijL} + \sum_{i=1}^{m} x_{ijU}},
\]

(24)

\[
y_{ijU} = \frac{x_{ijU}}{\frac{1}{2} \left( \sum_{i=1}^{m} x_{ijL} + \sum_{i=1}^{m} x_{ijU} \right)} = \frac{2x_{ijU}}{\sum_{i=1}^{m} x_{ijL} + \sum_{i=1}^{m} x_{ijU}},
\]

(25)

\[
\tilde{Y} = \begin{bmatrix}
\begin{bmatrix} y_{11L}, y_{11U} \end{bmatrix} & \begin{bmatrix} y_{12L}, y_{12U} \end{bmatrix} & \cdots & \begin{bmatrix} y_{1nL}, y_{1nU} \end{bmatrix} \\
\begin{bmatrix} y_{21L}, y_{21U} \end{bmatrix} & \begin{bmatrix} y_{22L}, y_{22U} \end{bmatrix} & \cdots & \begin{bmatrix} y_{2nL}, y_{2nU} \end{bmatrix} \\
\vdots & \vdots & \ddots & \vdots \\
\begin{bmatrix} y_{m1L}, y_{m1U} \end{bmatrix} & \begin{bmatrix} y_{m2L}, y_{m2U} \end{bmatrix} & \cdots & \begin{bmatrix} y_{mnL}, y_{mnU} \end{bmatrix}
\end{bmatrix}.
\]

(26)
3.4. Step 4: calculating the weighted normalised decision matrix $\hat{V}$

The weighted normalised values $\hat{v}_{ij} = [v_{ij}^L, v_{ij}^U]$ are calculated as follows:

$$\hat{V} = \begin{bmatrix} [v_{11}^L, v_{11}^U] & [v_{12}^L, v_{12}^U] & \cdots & [v_{1n}^L, v_{1n}^U] \\ [v_{21}^L, v_{21}^U] & [v_{22}^L, v_{22}^U] & \cdots & [v_{2n}^L, v_{2n}^U] \\ \vdots & \vdots & \ddots & \vdots \\ [v_{m1}^L, v_{m1}^U] & [v_{m2}^L, v_{m2}^U] & \cdots & [v_{mn}^L, v_{mn}^U] \end{bmatrix},$$

(27)

where

$$\begin{cases} v_{ij}^L = w_j^L \cdot y_{ij}^L, \\ v_{ij}^U = w_j^U \cdot y_{ij}^U, \end{cases}$$

(28)

and $\hat{y}_{ij} = [y_{ij}^L, y_{ij}^U]$ are the elements of the normalised matrix of $\tilde{Y}$, $\hat{w}_j = [w_j^L, w_j^U]$ are the weight coefficients of the criteria, $n$ is the total number of criteria, and $m$ is the total number of options.

3.5. Step 5: computing the ideal and anti-ideal solutions

Calculating the sums $\hat{P}_j$ of the attribute values – whose larger values are more preferable (the optimisation direction is maximisation) – for each option (each row of the decision-making matrix) is achieved as follows:

$$\hat{P} = \left( \hat{P}_i = \left[ \sum_{j=1}^{r} v_{ij}^L, \sum_{j=1}^{r} v_{ij}^U \right] \right)^T ; \quad i = 1, 2, \ldots, m,$$

(29)

$$p^{der} = \left( \hat{P}_1^{der}, \hat{P}_2^{der}, \ldots, \hat{P}_m^{der} \right)^T,$$

(30)

where $r$ is the number of attributes which must be maximised (it is assumed that, in the columns of the decision-making matrix, the attributes with the optimisation direction maximum are placed first, and only then are the attributes with the optimisation direction minimum inserted).

Calculating the sums $\hat{R}_j$ of the attribute values – whose smaller values are preferable (the optimisation direction is minimisation) – for each option (each row of the decision-making matrix) is achieved as follows:

$$\hat{R} = \left( \hat{R}_i = \left[ \sum_{j=r+1}^{n} v_{ij}^L, \sum_{j=r+1}^{n} v_{ij}^U \right] \right)^T ; \quad i = 1, 2, \ldots, m,$$

(31)

$$R^{der} = \left( \hat{R}_1^{der}, \hat{R}_2^{der}, \ldots, \hat{R}_m^{der} \right)^T,$$

(32)

where $(n - r)$ is the number of attributes which must be minimised.
3.6. **Step 6: determining the minimum value of $\hat{R}_i$**

$$\hat{R}_{\text{min}}^{\text{der}} = \min_{1 \leq i \leq m} \left( \hat{R}_i^{\text{der}} \right). \tag{33}$$

3.7. **Step 7: determining the utility degree**

The relative significance of each option is then calculated as follows:

$$\hat{Q}_i = \hat{P}_i^{\text{der}} + \frac{\hat{R}_{\text{min}}^{\text{der}} \sum_{i=1}^{m} \hat{R}_i^{\text{der}}}{\hat{R}_i^{\text{der}} \cdot \sum_{i=1}^{m} \frac{\hat{R}_{\text{min}}^{\text{der}}}{\hat{R}_i^{\text{der}}}}. \tag{34}$$

Eq. (34) can be written as follows:

$$\hat{Q}_i = \hat{P}_i^{\text{der}} + \frac{\sum_{i=1}^{m} \hat{R}_i^{\text{der}}}{\hat{R}_i^{\text{der}} \cdot \sum_{i=1}^{m} \frac{1}{\hat{R}_i^{\text{der}}}}. \tag{35}$$

The optimality criterion $\hat{Q}_{\text{max}}$ is determined as follows:

$$\hat{Q}_{\text{max}} = \max_{1 \leq i \leq m} \left( \hat{Q}_i \right). \tag{36}$$

When determining the priority of the hotels, the greater the significance $\hat{Q}_i$ (the relative weight of the hotel), the higher the priority (or rank) of the hotel. The relative significance $\hat{Q}_i$ of hotel $j$ indicates the degree of satisfaction compared to the other hotels. In the case of $\hat{Q}_{\text{max}}$, the degree of satisfaction is highest compared to the other hotels.

The degree of utility for each hotel is determined by comparing the other hotels with the best hotel. The values of the degree of utility range from 0% to 100% between the worst and best hotels. The utility degree $\hat{N}_j$ for each hotel $j$ is calculated as follows:

$$\hat{N}_j = \frac{\hat{Q}_j}{\hat{Q}_{\text{max}}} \times 100\%, \tag{37}$$

where $\hat{Q}_j$ and $\hat{Q}_{\text{max}}$ are obtained in Eq. (34) to Eq. (36).

The decision approach proposed in this section allows the evaluation of the direct and proportional dependencies of the significance and degree of utility of all options based on a system of attributes, weights and attribute values. **Figure 2** represents the step-by-step methodology of the WIRN-based COPRAS model.
4. Empirical study

This empirical study was supplemented for a travel agency in an Indian tourism industry. Travel organisations, tour operators, tourists, information, and materials (hotels and resorts) are all integral elements of the tourism industry that play a part in
achieving some of the individual objectives which are predetermined. Travel agencies must keep themselves competitive and sustain a pace of growth that is sufficient to maintain and increase profits at both the local and the global scale. In order to achieve this, travel agents – along with hotels – need access to a well-organised database of hotels and tourist locations that provides a range of information about the quality of the facilities and tourist experience. Traditional assessment techniques are no longer sufficient for surviving in an increasingly crowded and competitive industry with many innovative newcomers. Companies therefore need to embrace new methods and techniques in order to increase efficiency and improve their overall quality management.

Performance assessment can be termed as receiving feedback on actions taken to achieve strategic goals aimed at satisfying customer demands. It represents the condition of the current systems. Therefore, productivity and the level of quality can be increased by applying the information obtained from performance assessments (Chan, 2003). The quality of any hotel is determined by a number of criteria (e.g. location, cleanliness, value for money, facilities, buildings, rooms, services, food, comfort, etc.). However, all of these criteria are not equally important to evaluating

---

**Figure 3.** Web-based hotel selection using the proposed method.

---
quality; therefore, it is essential to determine the weight that should be applied to each criterion, which can be achieved by conducting surveys to capture customers' experiences and preferences. This process is depicted in Figure 3.

Next, the collected data are analysed by a group of five decision-makers (DM1, DM2, DM3, DM4, and DM5) with different expertise in various aspects of the tourism industry. Since decision-makers from different departments are likely to have varying backgrounds and expertise, each decision-maker provides a weight $\lambda_k$, ($\lambda_1 = .30$, $\lambda_2 = .25$, $\lambda_3 = .20$, $\lambda_4 = .15$, $\lambda_5 = .10$; $\sum_{k=1}^{5} \lambda_k = 1$) to reflect her or his influence on the overall material selection results. After carefully analysing the decision-makers' opinions on the relative importance of each criterion, the performance assessment is used to determine the most suitable hotels by using the linguistic terms presented in Table 1. In view of the uncertainty, vagueness and subjectivity in the judgements of decision-makers and experts, the candidate hotels are evaluated against three of the most important criteria: location ($C_1$), hospitality ($C_2$) and price ($C_3$). The linguistic assessments of the four hotels provided by the five decision-makers are given in Table 2. In this example, it is assumed that the five decision-makers have equal weights and the information.

The approach proposed in section 3 above can then be applied to determine the most desirable hotel(s) as follows.

In step 1, the normalised weights are determined for the evaluation criteria. Based on Table 1, which lists the seven-point linguistic rating scale introduced by Rajesh and Ravi (2015), a linguistic weight matrix $w = (\tilde{\omega}^k_{ij})_{N \times K}$ can be obtained. The linguistic ratings are converted into their corresponding interval numbers as follows:

$$
\begin{bmatrix}
\text{Criteria} \\
C_1 \\
C_2 \\
C_3
\end{bmatrix}
= \begin{bmatrix}
DM_1 & DM_2 & DM_3 & DM_4 & DM_5 \\
H & MH & M & MH & M
\end{bmatrix}
= \begin{bmatrix}
DM_1 & DM_2 & DM_3 & DM_4 & DM_5 \\
[7, 9] & [5, 8] & [4, 7] & [5, 8] & [4, 7] \\
[9, 10] & [7, 9] & [7, 9] & [5, 8] & [5, 8] \\
[9, 10] & [9, 10] & [9, 10] & [7, 9] & [7, 9]
\end{bmatrix}.
$$

According to the WIRN method (section 2.1, Eqs. (1) to (14)), the collective weights of criteria $w$ can be calculated as follows:

| Table 1. Linguistic assessment and associated interval values. |
|-----------------|-----------------|
| **Linguistic assessment** | **Rating** |
| Extremely Low (EL) | [0,1] |
| Very Low (VL) | [1,3] |
| Low (L) | [2,5] |
| Medium (M) | [4,7] |
| Medium High (MH) | [5,8] |
| High (H) | [6,9] |
| Very High (VH) | [9,10] |

| Table 2. Optimality criteria value, utility degree and ranking. |
|-----------------|-----------------|-----------------|
| **Hotel** | **Q** | **N** | **Ranking** |
| H1 | .3012 | 100.0000 | 1 |
| H2 | .2133 | 70.8282 | 3 |
| H3 | .2792 | 92.6920 | 2 |
| H4 | .2041 | 67.7659 | 4 |

The approach proposed in section 3 above can then be applied to determine the most desirable hotel(s) as follows.
The interval rough aggregated decision matrix matrices are converted into their corresponding interval valued decision matrices.

Next, the lower and upper class relative importance ranges of these consistent ratings are defined in order to obtain the aggregated rough decision matrix. The crisp weights and normalized weights are computed using Eqs. (1) to (11):

\[
\begin{bmatrix}
\text{Criteria} \\
C_1 \\
C_2 \\
C_3 \\
\end{bmatrix} = \begin{bmatrix}
[5.7933, 8.0700], [8.4333, 9.6500] \\
[4.3000, 7.8500], [6.9400, 9.3833] \\
[3.4400, 5.2300], [6.4400, 8.2300] \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\text{WIRN Weights} \\
8.3963 \\
7.5196 \\
5.5617 \\
\end{bmatrix} = \begin{bmatrix}
\text{Rough Intervals} \\
[8.0700, 8.4333] \\
[6.9400, 7.8500] \\
[5.2300, 6.4400] \\
\end{bmatrix}
\]

Once the criteria weights are determined, step 2 is to collect the individual decision matrices \( \hat{X}_k = \left( \hat{x}^k_{ij} \right)_{m \times n} \) from each decision-maker, and the linguistic decision matrices are converted into their corresponding interval valued decision matrices. The interval rough aggregated decision matrix \( \hat{X} \) is computed using Eqs. (1) to (11):

\[
\hat{X}_1 = \begin{bmatrix}
H & VH & MH \\
MH & MH & H \\
VH & VH & VH \\
MH & H & H \\
\end{bmatrix}, \quad \hat{X}_2 = \begin{bmatrix}
VH & VH & H \\
MH & H & H \\
VH & H & VH \\
MH & MH & H \\
\end{bmatrix}, \quad \hat{X}_3 = \begin{bmatrix}
H & VH & MH \\
H & H & MH \\
VH & H & H \\
MH & MH & H \\
\end{bmatrix}, \quad \hat{X}_4 = \begin{bmatrix}
H & VH & H \\
MH & MH & H \\
VH & VH & VH \\
H & H & H \\
\end{bmatrix}, \quad \hat{X}_5 = \begin{bmatrix}
H & VH & H \\
MH & MH & H \\
VH & VH & H \\
MH & H & H \\
\end{bmatrix}
\]

\[
\hat{X} = \begin{bmatrix}
\{H, VH, H, H, H\} & \{VH, VH, VH, VH, VH\} & \{MH, H, MH, MH, H\} \\
\{MH, MH, H, H, MH\} & \{MH, H, H, MH, MH\} & \{H, H, MH, H, H\} \\
\{VH, VH, VH, H, VH\} & \{VH, H, H, VH, VH\} & \{VH, VH, H, VH, H\} \\
\{MH, MH, MH, H, MH\} & \{H, MH, MH, H, H\} & \{H, H, H, H, H\} \\
\end{bmatrix}
\]

\[
\hat{\xi} = \begin{bmatrix}
[6.1500, 7.2000], [9.0500, 9.4000] \\
[4.2800, 5.2200], [7.2800, 8.2200] \\
[8.0400, 8.9100], [9.6800, 9.9700] \\
[4.0600, 4.6400], [7.0600, 7.6400] \\
\end{bmatrix}
\]

\[
\hat{\xi} = \begin{bmatrix}
[9.0000, 9.0000], [10.000, 10.000] \\
[4.3600, 5.3400], [7.3600, 8.3400] \\
[6.9900, 8.4600], [9.3300, 9.8200] \\
[4.6600, 5.6400], [7.6000, 8.6400] \\
\end{bmatrix}
\]

Now, it can be observed that the aggregated group decision ratings are consistent (refer to section 2.1.3), so these ratings are used in the hotel evaluation procedure. Next, the lower and upper class relative importance ranges of these consistent ratings are defined in order to obtain the aggregated rough decision matrix \( \hat{X} \):
When customers and experts evaluate the hotels, value for money (decision matrix the normalised rough decision matrix and obtain the weighted normalised rough similarly, \( P \) values after removing the roughness using Eqs. (12) to (14). Note that example, if a hotel is evaluated as satisfactory – unsatisfactory (two maximising criteria), one can easily calculate \( P \) criteria. From the weighted normalised decision matrix regarding location (\( C_i \)), this means that the accessibility of the hotel is unsatisfactory – i.e. the accessibility was relatively poor.

Thus, in step 5 the maximising sum vector \( \hat{P} \) and minimising sum vector \( \hat{R} \) are computed according to Eqs. (29) and (31), respectively. In these two equations, \( r = 2 \) (two maximising criteria), \( n = 3 \) (total number of criteria), and there is one minimising criteria. From the weighted normalised decision matrix \( \hat{V} \), considering the row-sum one can easily calculate \( P_1 = [0.0953 + 0.1004, 0.1198 + 0.0821] = [0.1957, 0.2314]. \) Similarly, \( P_2, P_3 \) and \( P_4 \) are also computed. According to Eq. (31), \( \hat{R} \) is nothing but the third column vector of the weighted normalised decision matrix \( \hat{V} \):

\[
\hat{P} = \begin{bmatrix} P_1 \\ P_2 \\ P_3 \\ P_4 \end{bmatrix} = \begin{bmatrix} 0.1957 & .2314 \\ 0.1287 & 0.1785 \\ 0.2123 & 0.2322 \\ 0.1243 & 0.1789 \end{bmatrix}, \quad \hat{R} = \begin{bmatrix} R_1 \\ R_2 \\ R_3 \\ R_4 \end{bmatrix} = \begin{bmatrix} 0.0511 & 0.0706 \\ 0.0751 & 0.0819 \\ 0.0522 & 0.0783 \end{bmatrix}.
\]

Next, the rough interval values in both \( \hat{P} \) and \( \hat{R} \) are transformed into their crisp values after removing the roughness using Eqs. (12) to (14). Note that \( \Delta_{min}^{max} = 0.1079 \)
(for $\tilde{P}$ vector). The total normalised crisp vector of $\tilde{P}$ is $(\sigma_1, \sigma_2, \sigma_3, \sigma_4)^T = (0.9079, 0.1987, 0.9713, 0.1699)^T$. To efficiently conduct the evaluation and selection of the best hotel(s), the final crisp value of $\tilde{P}$ vector is calculated by using Eq. (14) as follows. Final crisp value of $\tilde{R}$ can be obtained in a similar manner.

$$
P^{der} = \begin{bmatrix} .2223 \\
.1458 \\
.2291 \\
.1427 \end{bmatrix}; \quad R^{der} = \begin{bmatrix} .0513 \\
.0599 \\
.0809 \\
.0659 \end{bmatrix}.
$$

Step 6. The minimum value of $R^{der}$ is calculated via Eq. (33).

Step 7. The relative priority vector $Q$ of the available hotels and the optimality criteria value $Q_{\max}$ are computed using Eqs. (35) and (36), respectively. Finally, the degree of utility $N$ for each hotel $(H_i; i = 1, 2, 3, 4)$ is calculated by Eq. (37) and shown in Table 2. Therefore, based on the degrees of utility, the final conclusion of this case study is that hotel $H_1$ be given the top priority in this evaluation and selection problem, followed by $H_3$, $H_2$, and finally $H_4$.

5. A real-world case study

Tripadvisor (http://www.tripadvisor.in), MakeMyTrip (http://www.makemytrip.com), Goibibo (http://www.goibibo.com), and Cleartrip (http://www.cleartrip.com) are some of the prominent tourism websites that contain more than 200 million travel reviews submitted by travellers. These reviews largely consist of the honest and unbiased opinions of travellers who have experienced destinations, hotels, scenic spots, restaurants, and more. Consequently, prospective travellers can choose their future destinations and hotels based on the latest reviews on these sites. Thus, travellers can get the best deals by comparing same hotels based on the data available on those sites. For the purposes of this case study, therefore, these service provider sites can be considered as the decision-makers, i.e., Tripadvisor ($DM_1$), MakeMyTrip ($DM_2$), Goibibo ($DM_3$), and Cleartrip ($DM_4$). These websites contain the users’ ratings and overall performance based on these ratings. Most of the customers give their feedback in terms of the following criteria: location ($C_1$), hospitality ($C_2$), facilities ($C_3$), cleanliness ($C_4$), value for money ($C_5$), food ($C_6$), and price ($C_7$). All the criteria are the maximising type with the exception of price. The performance of each hotel is measured against the first six criteria using a 5-point rating scale (where $5 = excellent$, $4 = very good$, $3 = average$, $2 = poor$, and $1 = terrible$), while price is considered as a multiple of Rs. 1000. Now, the tourism sites only provide crisp ratings. Thus, in order to make the data fit the WIRN-based model, the ratings must be treated as interval valued. For example, the hospitality ratings of Hotel $H_{18}$ are $4.4, 5.0, 4.7,$ and $4.6$ based on the raw data available online on the four sites. The proposed model therefore takes these input ratings as $[4.4, 4.4]$, $[5.0, 5.0]$, $[4.7, 4.7]$ and $[4.6, 4.6]$, respectively. All the tourism sites, from where the raw data are collected, are among most popular sites. So, it is difficult to assign unequal weights to these sites. Thus, for
simplicity, equal weights ($\lambda_k = 0.25; \sum_{k=1}^{4} \lambda_k = 1$) are assigned to all four decision-makers $DM_i (i = 1, 2, 3, 4)$.

In order to avoid possible confusion, the linguists ($L_s; s = 1, 2, ..., 10$) and the decision-makers (DMs) are differentiated between in this case study. Ten linguists with expertise in hotel and tourism management and work experience of at least 15 years were assigned to opine on the criteria weights, and the four decision-makers (the tourism sites) provided the hotels’ performance ratings against these criteria based on real customer feedback. Note that, here, the ten linguists have unequal weight priorities, with $\sum_{s=1}^{10} L_s = 1$ and $0 < L_s < 1$.

From section 4 it is clear that the web-based hotel evaluation and the ranking problem (from the perspective of either a tour operator or a hotel manager) can be divided into three phases. In the first phase, the experts’ linguistic ratings of the relative priorities of the essential criteria for evaluating the hotels were obtained (Table 1). In the second stage, the WIRN method was applied in order to obtain the interval weights for each factor, after which these weights were normalised. In the third phase, 30 popular hotels in Delhi (the capital of India) were evaluated against those seven criteria by applying the WIRN-based COPRAS method, and the priority order of these hotels was determined.

In the first phase, since the importance of the evaluation criteria is not easy to precisely determine, the linguistic ratings of the experts ($L_s; s = 1, 2, ..., 10$) can either be quantified by a crisp number (e.g. 5, 6, 7) with certainty or by interval numbers with uncertainty (e.g. [4, 5], [6, 8]), which represents the flexibility of experts’ views and the ways in which they are expressed. Also, the managers of the tour agency or the hotels need to determine the ‘dependability’ of the experts’ ratings by assigning a certain weight to each expert. In this case study, the relative importance of the criteria weights in terms of the linguistic ratings are presented in Table 3 and converted into interval numbers in Table 4.

The second phase involves the WIRN method, which uses Eqs. (1) to (11) to collectively compute the criteria weights as interval numbers (Table 5). After this was

### Table 3. Linguistic assessment of criteria weights.

| Criteria | $L_1$ | $L_2$ | $L_3$ | $L_4$ | $L_5$ | $L_6$ | $L_7$ | $L_8$ | $L_9$ | $L_{10}$ |
|----------|------|------|------|------|------|------|------|------|------|-------|
| Location ($C_1$) | H | MH | M | MH | M | H | MH | M | MH | M |
| Hospitality ($C_2$) | H | H | MH | H | MH | H | H | MH | H | MH |
| Facilities ($C_3$) | VH | H | H | MH | MH | VH | H | H | MH | MH |
| Cleanliness ($C_4$) | H | MH | H | M | MH | H | MH | M | MH | M |
| Value for money ($C_5$) | VH | VH | VH | H | H | VH | VH | H | H | H |
| Food ($C_6$) | H | H | VH | VH | H | H | VH | VH | H | H |
| Price ($C_7$) | M | M | MH | MH | MH | M | MH | MH | MH | MH |

### Table 4. Interval rating assessment of criteria weights.

| Criteria | $L_1$ | $L_2$ | $L_3$ | $L_4$ | $L_5$ | $L_6$ | $L_7$ | $L_8$ | $L_9$ | $L_{10}$ |
|----------|------|------|------|------|------|------|------|------|------|-------|
| Location ($C_1$) | 7, 9 | 5, 8 | 4, 7 | 5, 8 | 4, 7 | 5, 8 | 4, 7 | 5, 8 | 4, 7 | 5, 8 |
| Hospitality ($C_2$) | 7, 9 | 7, 9 | 5, 8 | 7, 9 | 5, 8 | 7, 9 | 5, 8 | 7, 9 | 5, 8 | 7, 9 |
| Facilities ($C_3$) | 9, 10 | 7, 9 | 7, 9 | 5, 8 | 7, 9 | 5, 8 | 7, 9 | 5, 8 | 7, 9 | 5, 8 |
| Cleanliness ($C_4$) | 7, 9 | 5, 8 | 5, 8 | 5, 8 | 5, 8 | 5, 8 | 5, 8 | 5, 8 | 5, 8 | 5, 8 |
| Value for money ($C_5$) | 9, 10 | 9, 10 | 9, 10 | 9, 10 | 9, 10 | 9, 10 | 9, 10 | 9, 10 | 9, 10 | 9, 10 |
| Food ($C_6$) | 7, 9 | 7, 9 | 9, 10 | 9, 10 | 7, 9 | 7, 9 | 7, 9 | 9, 10 | 9, 10 | 7, 9 |
| Price ($C_7$) | 4, 7 | 4, 7 | 5, 8 | 5, 8 | 5, 8 | 4, 7 | 4, 7 | 5, 8 | 5, 8 | 5, 8 |
completed, these weights were normalised after removing the roughness using Eqs. (12) to (14).

In the third phase, the WIRN-based COPRAS method was used to rank the 30 selected Delhi hotels. Table 6 presents the raw data of the hotels’ performance ratings collected from the four tourism sites. The ratings were then converted into their corresponding interval rough aggregated decision matrices (see Table 7), computed using Eqs. (1) to (11). The upper and lower class relative importance ranges of the consistent ratings and the group rough decision matrix were formulated using Eq. (23). After defining the lower and upper relative ranges, the decision matrix in Table 7 was normalised and then criteria weights were lodged into this matrix, yielding the weighted normalised rough decision matrix (Table 8). Table 9 then presents the computational results of steps 5 to 7 of the proposed WIRN-based COPRAS model.

The maximising and minimising sum vectors $\hat{P}$ and $\hat{R}$ can be formed using Eqs. (29) and (31), respectively. To effectively conduct the assessment and ranking of the best hotel(s), these sums need to be converted into the crisp forms. The relative priority vector $Q$ of the available hotels and the optimality criteria value $Q_{\text{max}}$ were computed using Eqs. (35) and (36), respectively. Finally, the degree of utility $N_i$ for each hotel ($H_i; i = 1, 2, \ldots, 30$) was calculated using Eq. (37), as shown in Table 9. Therefore, based on their degree of utility (see Figure 4), the final conclusion of this case study is that Hotel $H_{18}$ is ranked as the best hotel in this evaluation and selection problem.

### 5.1. Comparison and discussion

The rationality and dependability of the rankings attained by the proposed WIRN-based COPRAS model were demonstrated using a comparative analysis. The same hotel ranking problem was solved using the following comparable MCDM methods: COPRAS-G (Zavadskas, Kaklauskas, Turskis, & Tamosiūnienė, 2009), rough MABAC (Roy, Adhikary, Kar, & Pamučar, 2018), rough TOPSIS (Song, Ming, Wu, & Zhu, 2014), rough VIKOR (Zhu et al., 2015) and IVIF-COPRAS (Razavi Hajiagha, Hashemi, & Zavadskas, 2013).

The rankings obtained from these five methods are shown in Table 10 for comparison. In order to establish the connection between the results obtained using six different approaches (Table 10), Spearman’s correlation coefficient (SCC) was used. The SCC of ranks is a useful and important indicator for determining the links between the results obtained using different approaches (Pamućar, Petrović, & Čirović, 2018). In addition, SCC is suitable for use when there are ordinal variables or ranked variables, as is the case here. SCC was used in this study to define the

| Criteria (C) | WIRNs | Rough weights | Crisp weights | Normalised weights | Ranking |
|-------------|-------|---------------|--------------|--------------------|--------|
| Location (C1) | [4.3000, 5.4667] | [7.2800, 8.1333] | 5.4667, 7.2800 | 6.1646 | 0.1174 | 6 |
| Hospitality (C2) | [5.6000, 6.6000] | [8.3000, 8.8000] | 6.6000, 8.3000 | 7.5522 | 0.1438 | 4 |
| Facilities (C3) | [5.5100, 7.2133] | [8.2550, 9.1067] | 7.2133, 8.2550 | 7.8591 | 0.1497 | 3 |
| Cleanliness (C4) | [4.7800, 6.2000] | [7.6600, 8.5750] | 6.2000, 7.6600 | 6.8912 | 0.1312 | 5 |
| Value for money (C5) | [7.5400, 8.5600] | [9.2700, 9.7800] | 8.5600, 9.2700 | 9.1708 | 0.1747 | 1 |
| Food (C6) | [7.3600, 8.3400] | [9.1800, 9.6700] | 8.3400, 9.1800 | 9.0301 | 0.1720 | 2 |
| Price (C7) | [4.4500, 4.9000] | [7.4500, 7.9000] | 4.9000, 7.4500 | 5.8397 | 0.1112 | 7 |

**Table 5.** Criteria weights as WIRNs, rough numbers, crisp weights and normalised weights.
| Hotel | Touristic 
|----|---|
| H1  | 4.6 4.2 4.1 4.1 |
| H2  | 4.6 4.6 4.4 4.2 |
| H3  | 4.7 4.2 4.2 3.8 |
| H4  | 4.6 4.6 4.7 4.2 |
| H5  | 4.8 4.8 4.7 3.3 |
| H6  | 4.7 4.7 4.7 4.7 |
| H7  | 4.7 4.7 4.7 4.7 |
| H8  | 4.6 4.6 4.3 4.2 |
| H9  | 4.1 4.1 4.1 4.1 |
| H10 | 4.7 4.7 4.7 4.7 |
| H11 | 4.4 4.0 4.0 4.0 |
| H12 | 4.5 4.6 4.2 4.4 |
| H13 | 4.5 4.5 4.3 4.2 |
| H14 | 4.7 4.7 4.7 4.7 |
| H15 | 4.3 4.4 4.0 4.2 |
| H16 | 4.2 4.2 4.1 4.1 |
| H17 | 4.8 4.8 4.8 4.8 |
| H18 | 4.8 5.0 4.4 4.9 |
| H19 | 4.6 4.3 4.2 4.2 |
| H20 | 4.3 4.1 4.2 4.2 |
| H21 | 4.8 4.5 4.6 4.3 |
| H22 | 4.8 4.0 4.1 4.1 |
| H23 | 4.2 4.1 4.3 4.4 |
| H24 | 4.4 4.1 4.2 3.9 |
| H25 | 4.3 4.4 4.3 4.3 |
| H26 | 4.5 4.4 4.3 4.4 |
| H27 | 4.8 4.7 4.6 4.6 |
| H28 | 4.7 4.7 4.7 4.7 |
| H29 | 4.3 4.3 4.3 4.3 |
| H30 | 4.4 4.4 4.5 4.5 |
| H31 | 4.0 4.0 4.0 4.0 |

| Calculation |
|---|
| C1 |
| C2 |
| C3 |
| C4 |
| C5 |
| C6 |
| C7 |

| Value for money | Food | Price |
|---|---|---|
| 10.0 4.1 4.1 2.6 4.0 |
| 7.0 3.3 3.3 1.8 3.0 |
| 9.0 4.1 4.1 2.6 4.0 |
| 9.0 4.1 4.1 2.6 4.0 |
| 10.0 4.1 4.1 2.6 4.0 |
| 10.0 4.1 4.1 2.6 4.0 |
| 12.0 4.1 4.1 2.6 4.0 |
| 13.0 4.1 4.1 2.6 4.0 |
| 16.0 4.1 4.1 2.6 4.0 |
| 19.0 4.1 4.1 2.6 4.0 |
| 20.0 4.1 4.1 2.6 4.0 |
| 21.0 4.1 4.1 2.6 4.0 |
| 22.0 4.1 4.1 2.6 4.0 |
| 23.0 4.1 4.1 2.6 4.0 |
| 24.0 4.1 4.1 2.6 4.0 |
| 25.0 4.1 4.1 2.6 4.0 |
| 26.0 4.1 4.1 2.6 4.0 |
| 27.0 4.1 4.1 2.6 4.0 |
| 28.0 4.1 4.1 2.6 4.0 |
| 29.0 4.1 4.1 2.6 4.0 |
| 30.0 4.1 4.1 2.6 4.0 |
| 31.0 4.1 4.1 2.6 4.0 |
| 32.0 4.1 4.1 2.6 4.0 |
| 33.0 4.1 4.1 2.6 4.0 |
| 34.0 4.1 4.1 2.6 4.0 |
| 35.0 4.1 4.1 2.6 4.0 |
| 36.0 4.1 4.1 2.6 4.0 |
| 37.0 4.1 4.1 2.6 4.0 |
| 38.0 4.1 4.1 2.6 4.0 |
| 39.0 4.1 4.1 2.6 4.0 |
| 40.0 4.1 4.1 2.6 4.0 |
| 41.0 4.1 4.1 2.6 4.0 |
| 42.0 4.1 4.1 2.6 4.0 |
| 43.0 4.1 4.1 2.6 4.0 |
| 44.0 4.1 4.1 2.6 4.0 |
| 45.0 4.1 4.1 2.6 4.0 |
| 46.0 4.1 4.1 2.6 4.0 |
| 47.0 4.1 4.1 2.6 4.0 |
| 48.0 4.1 4.1 2.6 4.0 |
| 49.0 4.1 4.1 2.6 4.0 |
| 50.0 4.1 4.1 2.6 4.0 |
| 51.0 4.1 4.1 2.6 4.0 |
| 52.0 4.1 4.1 2.6 4.0 |
| 53.0 4.1 4.1 2.6 4.0 |
| 54.0 4.1 4.1 2.6 4.0 |
| 55.0 4.1 4.1 2.6 4.0 |
| 56.0 4.1 4.1 2.6 4.0 |
| 57.0 4.1 4.1 2.6 4.0 |
| 58.0 4.1 4.1 2.6 4.0 |
| 59.0 4.1 4.1 2.6 4.0 |
| 60.0 4.1 4.1 2.6 4.0 |

Table 6. Original performance ratings from different tourism sites (raw data).
The computational steps are not included here, since this section is devoted to a comparison of the final rankings. From Table 10 it can be seen that the five top-ranked hotels ($H_{18}$, $H_5$, $H_{25}$, $H_{10}$, $H_4$) and the five bottom-ranked hotels ($H_7$, $H_8$, $H_{16}$, $H_{11}$, $H_{29}$) obtained using the proposed approach are the same as those produced by the other MCDM methods, and there is no change in the best-ranked hotel; Hotel $H_{18}$ enjoys its status as the first choice in all cases, thus demonstrating the validity of the proposed approach.

Thus, from the above analysis, it can be seen that the results are a good match to each other and to the results of the original ranking order (refer to Table 9).
Compared with the five methodologies used in the above comparative analysis, the proposed WIRN-based COPRAS has the following advantages:

1. In the COPRAS-G model (Zavadskas et al., 2009), the evaluations are performed using a single decision matrix that cannot be directly applied to group decision-making problems. In real-world problems, organisations more frequently perform group decision-making. Also, in interval analysis rough numbers and grey numbers follow the arithmetic operations that are defined (Kaufmann et al., 1985; Moore, 1966), and a larger range in the intervals means more vagueness and controversy in the decision-makers’ ratings. However, the WIRN aggregation method is preferable compared to the grey aggregation method. For example, if group decision ratings are presented by $S = \left[ \frac{2}{5}, \frac{5}{2} \right]_{\left[ \frac{0}{0}, \frac{1}{0} \right]} \cap \left[ \frac{0}{0}, \frac{1}{0} \right]$ then the group rating (from section 2) using the WIRN aggregation method is $[3.1, 5.2]$, whereas in grey systems the group rating by grey aggregation (G.-D. Li, Yamaguchi, & Nagai, 2007) is $L = \left[ \frac{2}{5} \times 2 + 2 + 4, \frac{1}{5} \times 5 + 5 + 7 \right] = [2.5, 5.5]$. Thus, the length of the aggregated group rating $S$ is larger using grey aggregation compared to rough aggregation. Hence, both the WIRN method and the WIRN-based COPRAS model have an advantage over grey approaches in that they more accurately reflect the decision-makers’ true perceptions and strengthen the objectivity of the hotel selection problem under uncertainty.

### Table 8. Weighted normalised rough decision matrix.

| Hotel | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_7$ |
|-------|-------|-------|-------|-------|-------|-------|-------|
|       | L     | U     | L     | U     | L     | U     | L     |
| $H_1$ | 0.036 | 0.048 | 0.081 | 0.099 | 0.130 | 0.172 | 0.261 |
| $H_2$ | 0.040 | 0.050 | 0.087 | 0.108 | 0.150 | 0.190 | 0.266 |
| $H_3$ | 0.040 | 0.050 | 0.081 | 0.099 | 0.138 | 0.180 | 0.250 |
| $H_4$ | 0.041 | 0.051 | 0.089 | 0.108 | 0.155 | 0.200 | 0.275 |
| $H_5$ | 0.042 | 0.052 | 0.089 | 0.112 | 0.161 | 0.203 | 0.300 |
| $H_6$ | 0.040 | 0.050 | 0.082 | 0.104 | 0.146 | 0.185 | 0.272 |
| $H_7$ | 0.040 | 0.050 | 0.078 | 0.096 | 0.139 | 0.176 | 0.249 |
| $H_8$ | 0.036 | 0.044 | 0.079 | 0.097 | 0.135 | 0.172 | 0.241 |
| $H_9$ | 0.040 | 0.050 | 0.085 | 0.108 | 0.147 | 0.191 | 0.278 |
| $H_{10}$ | 0.040 | 0.051 | 0.088 | 0.110 | 0.159 | 0.201 | 0.267 |
| $H_{11}$ | 0.037 | 0.047 | 0.069 | 0.092 | 0.126 | 0.170 | 0.236 |
| $H_{12}$ | 0.039 | 0.048 | 0.082 | 0.104 | 0.141 | 0.180 | 0.269 |
| $H_{13}$ | 0.040 | 0.049 | 0.082 | 0.101 | 0.142 | 0.185 | 0.264 |
| $H_{14}$ | 0.040 | 0.050 | 0.082 | 0.100 | 0.140 | 0.183 | 0.262 |
| $H_{15}$ | 0.039 | 0.047 | 0.081 | 0.103 | 0.139 | 0.180 | 0.223 |
| $H_{16}$ | 0.038 | 0.046 | 0.074 | 0.094 | 0.129 | 0.167 | 0.241 |
| $H_{17}$ | 0.038 | 0.050 | 0.077 | 0.107 | 0.139 | 0.194 | 0.261 |
| $H_{18}$ | 0.043 | 0.053 | 0.094 | 0.117 | 0.154 | 0.200 | 0.299 |
| $H_{19}$ | 0.038 | 0.049 | 0.080 | 0.099 | 0.138 | 0.178 | 0.257 |
| $H_{20}$ | 0.038 | 0.047 | 0.081 | 0.097 | 0.140 | 0.181 | 0.272 |
| $H_{21}$ | 0.040 | 0.051 | 0.083 | 0.105 | 0.149 | 0.193 | 0.275 |
| $H_{22}$ | 0.035 | 0.051 | 0.083 | 0.103 | 0.128 | 0.184 | 0.276 |
| $H_{23}$ | 0.037 | 0.047 | 0.081 | 0.099 | 0.146 | 0.185 | 0.274 |
| $H_{24}$ | 0.037 | 0.048 | 0.078 | 0.100 | 0.140 | 0.183 | 0.259 |
| $H_{25}$ | 0.041 | 0.051 | 0.089 | 0.109 | 0.158 | 0.205 | 0.297 |
| $H_{26}$ | 0.038 | 0.048 | 0.082 | 0.101 | 0.144 | 0.187 | 0.249 |
| $H_{27}$ | 0.040 | 0.051 | 0.086 | 0.109 | 0.148 | 0.194 | 0.257 |
| $H_{28}$ | 0.039 | 0.050 | 0.087 | 0.108 | 0.149 | 0.199 | 0.280 |
| $H_{29}$ | 0.035 | 0.045 | 0.070 | 0.089 | 0.124 | 0.165 | 0.246 |
| $H_{30}$ | 0.038 | 0.049 | 0.085 | 0.105 | 0.151 | 0.194 | 0.270 |

Compared with the five methodologies used in the above comparative analysis, the proposed WIRN-based COPRAS has the following advantages:

1. In the COPRAS-G model (Zavadskas et al., 2009), the evaluations are performed using a single decision matrix that cannot be directly applied to group decision-making problems. In real-world problems, organisations more frequently perform group decision-making. Also, in interval analysis rough numbers and grey numbers follow the arithmetic operations that are defined (Kaufmann et al., 1985; Moore, 1966), and a larger range in the intervals means more vagueness and controversy in the decision-makers’ ratings. However, the WIRN aggregation method is preferable compared to the grey aggregation method. For example, if group decision ratings are presented by $S = \left[ \frac{2}{5}, \frac{5}{2} \right]_{\left[ \frac{0}{0}, \frac{1}{0} \right]} \cap \left[ \frac{0}{0}, \frac{1}{0} \right]$ then the group rating (from section 2) using the WIRN aggregation method is $[3.1, 5.2]$, whereas in grey systems the group rating by grey aggregation (G.-D. Li, Yamaguchi, & Nagai, 2007) is $L = \left[ \frac{2}{5} \times 2 + 2 + 4, \frac{1}{5} \times 5 + 5 + 7 \right] = [2.5, 5.5]$. Thus, the length of the aggregated group rating $S$ is larger using grey aggregation compared to rough aggregation. Hence, both the WIRN method and the WIRN-based COPRAS model have an advantage over grey approaches in that they more accurately reflect the decision-makers’ true perceptions and strengthen the objectivity of the hotel selection problem under uncertainty.
2. The rough MABAC (Roy, Adhikary, et al., 2018), rough TOPSIS (Song et al., 2014) and rough VIKOR (Zhu et al., 2015) models have a group decision model where implicitly all the decision-makers are given equal priority, i.e. all the decision-makers on the decision-making panel have an equal capability of assessing the options. However, this is not always true in the real world, where different decision-makers have different priorities according to their capabilities and experience with the specific decision-making problem. Therefore, these methods have to directly adopt the rough aggregated decision matrix in order to produce a fruitful result. However, Table 10 shows that the ranking orders produced by them are quite similar to the ranking order produced by the model proposed in this study, and Hotel $H_{18}$ remains the best choice against the seven criteria according to all three methods.

3. The IVIF-COPRAS method (Razavi Hajiagha et al., 2013) was developed for group decision-making problems where the decision-makers have hierarchical priorities according to their capabilities and experience in decision-making. The proposed WIRN-based COPRAS has a benefit over this model in that most fuzzy approaches need to adapt a lot of auxiliary information, such as having a robust membership function and a fixed interval rating, which results in implicit subjectivity. However, WIRN methods manipulate the subjective and vague information in such decision-making problems. These methods can handle both

| Hotel | $P$ | $R$ |
|-------|-----|-----|
| $H_1$ | 0.0811 | 0.1040 | 0.906 | 0.018 | 0.031 | 0.023 | 0.0923 | 0.801812 | 23 |
| $H_2$ | 0.8545 | 0.1113 | 0.981 | 0.017 | 0.028 | 0.022 | 0.1000 | 0.868806 | 10 |
| $H_3$ | 0.818 | 0.1050 | 0.916 | 0.018 | 0.029 | 0.022 | 0.0934 | 0.818200 | 22 |
| $H_4$ | 0.8958 | 0.1135 | 0.962 | 0.026 | 0.038 | 0.033 | 0.1038 | 0.901722 | 5 |
| $H_5$ | 0.932 | 0.1184 | 1.01 | 0.020 | 0.028 | 0.023 | 0.1098 | 0.954190 | 2 |
| $H_6$ | 0.861 | 0.1082 | 0.966 | 0.023 | 0.032 | 0.027 | 0.0981 | 0.852147 | 12 |
| $H_7$ | 0.798 | 0.1008 | 0.877 | 0.019 | 0.024 | 0.021 | 0.0897 | 0.779048 | 26 |
| $H_8$ | 0.789 | 0.1001 | 0.866 | 0.020 | 0.025 | 0.022 | 0.0874 | 0.768312 | 27 |
| $H_9$ | 0.885 | 0.1135 | 0.106 | 0.022 | 0.031 | 0.026 | 0.1032 | 0.896576 | 7 |
| $H_{10}$ | 0.883 | 0.1157 | 0.103 | 0.019 | 0.027 | 0.022 | 0.1035 | 0.912011 | 4 |
| $H_{11}$ | 0.753 | 0.1009 | 0.844 | 0.027 | 0.037 | 0.032 | 0.0856 | 0.744011 | 29 |
| $H_{12}$ | 0.837 | 0.1056 | 0.933 | 0.014 | 0.021 | 0.016 | 0.0958 | 0.832696 | 16 |
| $H_{13}$ | 0.832 | 0.1077 | 0.942 | 0.010 | 0.015 | 0.01011 | 0.0979 | 0.850633 | 13 |
| $H_{14}$ | 0.825 | 0.1059 | 0.926 | 0.012 | 0.015 | 0.013 | 0.0958 | 0.832533 | 17 |
| $H_{15}$ | 0.780 | 0.1041 | 0.883 | 0.012 | 0.017 | 0.013 | 0.0914 | 0.793953 | 25 |
| $H_{16}$ | 0.743 | 0.0985 | 0.822 | 0.008 | 0.013 | 0.008 | 0.0870 | 0.756180 | 28 |
| $H_{17}$ | 0.784 | 0.1109 | 0.930 | 0.015 | 0.021 | 0.016 | 0.0954 | 0.828932 | 20 |
| $H_{18}$ | 0.967 | 0.1237 | 0.114 | 0.034 | 0.050 | 0.045 | 0.1151 | 0.100000 | 1 |
| $H_{19}$ | 0.795 | 0.1037 | 0.892 | 0.011 | 0.016 | 0.012 | 0.0925 | 0.803459 | 24 |
| $H_{20}$ | 0.832 | 0.1053 | 0.928 | 0.014 | 0.019 | 0.015 | 0.0955 | 0.829751 | 19 |
| $H_{21}$ | 0.867 | 0.1121 | 0.995 | 0.021 | 0.040 | 0.031 | 0.1008 | 0.875686 | 8 |
| $H_{22}$ | 0.812 | 0.1109 | 0.950 | 0.020 | 0.030 | 0.025 | 0.0966 | 0.839192 | 15 |
| $H_{23}$ | 0.854 | 0.1074 | 0.956 | 0.016 | 0.025 | 0.019 | 0.0977 | 0.849021 | 14 |
| $H_{24}$ | 0.808 | 0.1055 | 0.912 | 0.012 | 0.020 | 0.014 | 0.0941 | 0.817204 | 21 |
| $H_{25}$ | 0.915 | 0.1164 | 1.056 | 0.025 | 0.037 | 0.032 | 0.1059 | 0.928375 | 3 |
| $H_{26}$ | 0.817 | 0.1082 | 0.935 | 0.016 | 0.022 | 0.018 | 0.0958 | 0.832072 | 18 |
| $H_{27}$ | 0.853 | 0.1104 | 0.974 | 0.020 | 0.025 | 0.022 | 0.0993 | 0.862584 | 11 |
| $H_{28}$ | 0.873 | 0.1145 | 1.016 | 0.019 | 0.029 | 0.023 | 0.1033 | 0.897405 | 6 |
| $H_{29}$ | 0.757 | 0.0968 | 0.824 | 0.015 | 0.020 | 0.016 | 0.0849 | 0.737883 | 30 |
| $H_{30}$ | 0.857 | 0.1114 | 0.984 | 0.018 | 0.028 | 0.022 | 0.1003 | 0.871010 | 9 |

Table 9. Optimality criteria value, utility degree of alternatives and rankings.
qualitative (subjective rating) and quantitative (objective assessment) data. Unlike fuzzy approaches, WIRN methods rely directly on the raw data only; therefore, decisions can be made without the need for using auxiliary information. Thus, the proposed approach is preferable to the IVIF-COPRAS approach for a range of group decision-making problems that deal with subjective and vague data.

5.2. Sensitivity analysis

In MCDM, it is useful to perform sensitivity analyses in order to test the stability of the proposed framework and the final ranking. A large number of sensitivity analyses are performed due to slight variations in the relative weights of the criteria (Debnath, Roy, Kar, Zavadskas, & Antucheviciene, 2017). The relative weights of some criteria are increased and some of them are decreased as follows:

\[ w_{i}^{new} = w_{i}^{old} \pm \alpha w_{i}^{old}, \]  

(38)

where \( \alpha \) is the percentage change in \( w_{i}^{old} \). Similar to original weights, the total new sum is also kept at unity, i.e. \( \sum_{i=1}^{n} w_{i}^{new} = 1 \). In the present study, the criteria weights
were calculated by means of linguistic inputs. Thus, the robustness testing was conducted by changing the weights assigned to the criteria for evaluating and selecting most preferable hotels. This also has the added benefit of cross-checking the reliability of the decision-making. Small changes (refer to Table 11) in the criteria weights have little effect on the final rankings of the 30 hotels. The outcomes of the sensitivity analysis endorse that $H_{18}$, $H_5$, $H_{25}$, $H_{10}$, and $H_4$ are the top five hotels in Delhi. From Table 12, it can be seen that the ranking order drastically changes if the criteria weights undergo huge changes. Additionally, Hotel $H_{18}$ has the top ranking in most of the scenarios, with the exception of Scenarios 6 and 8. In these two cases, a drastic change (increase and/or decrease) is made to the priorities of all the criteria and consequently a big change is observed in the weights (Table 11). Such actions affect the

| Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 | Scenario 5 | Scenario 6 | Scenario 7 | Scenario 8 |
|------------|------------|------------|------------|------------|------------|------------|------------|
| $W_1$      | .1607      | .0769      | .1251      | .1204      | .2030      | .1554      | .0570      | .0581      |
| $W_2$      | .1114      | .2494      | .0277      | .1787      | .2243      | .2852      | .1666      | .0603      |
| $W_3$      | .2170      | .1253      | .2279      | .0398      | .0827      | .2559      | .1345      | .0428      |
| $W_4$      | .0247      | .0560      | .0069      | .3900      | .1988      | .2352      | .3008      | .0036      |
| $W_5$      | .1774      | .0888      | .4628      | .1301      | .1598      | .0164      | .0519      | .1961      |
| $W_6$      | .1751      | .3738      | .1015      | .1165      | .1138      | .0233      | .2297      | .3039      |
| $W_7$      | .1337      | .0298      | .0482      | .0243      | .0177      | .0284      | .0594      | .3351      |

Table 11. Different set of new weights.

| Hotel | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 | Scenario 5 | Scenario 6 | Scenario 7 | Scenario 8 |
|-------|------------|------------|------------|------------|------------|------------|------------|------------|
| $H_1$ | 26         | 23         | 23         | 24         | 25         | 26         | 24         | 25         |
| $H_2$ | 9          | 7          | 10         | 9          | 8          | 8          | 9          | 14         |
| $H_3$ | 22         | 21         | 17         | 22         | 19         | 21         | 22         | 22         |
| $H_4$ | 2          | 4          | 4          | 6          | 5          | 5          | 4          | 3          |
| $H_5$ | 5          | 5          | 2          | 2          | 2          | 1          | 6          | 1          |
| $H_6$ | 11         | 8          | 13         | 12         | 12         | 12         | 10         | 10         |
| $H_7$ | 25         | 24         | 26         | 26         | 26         | 25         | 26         | 27         |
| $H_8$ | 29         | 29         | 27         | 28         | 28         | 27         | 29         | 29         |
| $H_9$ | 6          | 3          | 6          | 5          | 6          | 7          | 3          | 4          |
| $H_{10}$ | 3         | 2          | 3          | 4          | 3          | 4          | 2          | 6          |
| $H_{11}$ | 28        | 30         | 29         | 30         | 29         | 29         | 30         | 24         |
| $H_{12}$ | 23        | 22         | 18         | 17         | 17         | 16         | 19         | 23         |
| $H_{13}$ | 8          | 15         | 12         | 13         | 13         | 13         | 13         | 5          |
| $H_{14}$ | 14         | 17         | 15         | 16         | 15         | 17         | 16         | 11         |
| $H_{15}$ | 15         | 12         | 19         | 25         | 21         | 24         | 21         | 8          |
| $H_{16}$ | 16         | 25         | 28         | 27         | 28         | 28         | 25         | 13         |
| $H_{17}$ | 27         | 28         | 24         | 23         | 24         | 14         | 27         | 30         |
| $H_{18}$ | 1          | 1          | 1          | 1          | 2          | 1          | 1          | 2          |
| $H_{19}$ | 19         | 19         | 22         | 20         | 20         | 22         | 18         | 12         |
| $H_{20}$ | 24         | 26         | 20         | 19         | 23         | 20         | 23         | 26         |
| $H_{21}$ | 7          | 13         | 8          | 8          | 9          | 9          | 12         | 9          |
| $H_{22}$ | 21         | 10         | 25         | 10         | 14         | 15         | 8          | 15         |
| $H_{23}$ | 17         | 16         | 14         | 15         | 16         | 19         | 14         | 19         |
| $H_{24}$ | 20         | 20         | 21         | 21         | 22         | 23         | 20         | 16         |
| $H_{25}$ | 4          | 6          | 5          | 3          | 4          | 3          | 5          | 7          |
| $H_{26}$ | 18         | 14         | 16         | 18         | 18         | 18         | 15         | 20         |
| $H_{27}$ | 13         | 18         | 9          | 14         | 10         | 10         | 17         | 21         |
| $H_{28}$ | 10         | 11         | 7          | 7          | 7          | 6          | 7          | 18         |
| $H_{29}$ | 30         | 27         | 30         | 29         | 30         | 30         | 28         | 28         |
| $H_{30}$ | 12         | 9          | 11         | 11         | 11         | 11         | 11         | 17         |

Table 12. Hotel rankings for different scenarios.
final rankings and Hotel $H_5$ is promoted to the highest ranking, followed by $H_{18}$, $H_{10}$, $H_{25}$, and $H_4$.

In summary, the ranking remains consistent unless drastic changes are made to the weights of the criteria. Therefore, the sensitivity analysis shows robustness in ranking order of the 30 hotels in this case study (Table 12). Hotels $H_{18}$ and $H_5$ enjoy the top two ranks in all scenarios, and may therefore be selected as the best by the decision-makers. Thus, sensitivity analyses may be meaningful for assessing different
hotels as viable options, while booking is made completely based on the online information available on tourism sites.

6. Conclusions

In this study a new model for dealing with conditions of uncertainty is proposed which integrates the WIRN method and the COPRAS technique in order to conduct a web-based process of hotel evaluation and selection. The WIRN method is used to capture interval assessment information, thus allowing the decision-makers an extra degree of flexibility, and the modified decision-making method was tested by using it to rank 30 of the most popular hotels in Delhi, a metro city of India. Several important criteria were assessed by the WIRN method in order to assign them with the appropriate weights and then evaluate them for the purpose of ranking the 30 hotels. Additionally, the interval weight information and inputs from experts regarding evaluation criteria are more realistic for many practical MCDM problems, especially in complex and uncertain environments. Finally, the application of the proposed approach has been presented using a real-world case study and demonstrated by means of testing using some specific hotels in an Indian metro city.

The three major implications of this study are as follows. First, value for money (C5), food (C6) and facilities (C3) were identified as the most important criteria according to the decision-making panel which analysed customers’ preferences and feedback, while price (C7) and location (C1) were identified as the least important. A probable reason for this may be that experts have observed that customers are willing to pay a reasonable amount more for higher quality food and facilities. However, this does not mean that price and location are unimportant, and stakeholders (in this case the hotel management and the tour operators) can use these criteria to stand apart from their closest competitors. Second, hotel managers can use the proposed model to form a clear view of how their hotel is performing and how they are ranked against their competitors. Having access to such information can allow the hotel managers to target their weakest areas and take steps to perform better and improve the quality of the services that are most lacking. Third, the proposed knowledge-based DSS has the ability to rank any hotel after analysing and comparing data gathered from multiple tourism sites, which can help managers to form a deeper understanding of a range of opinions and tastes from a broader customer base without needing to engage in targeted research such as opinion surveys.

The main highlights of this paper are as follows:

- Development of a hierarchical and methodological procedure with step-wise derivation to deal with vague and subjective information in MCDM problems, which in this case was applied to hotel selection from several tourism websites.
- The WIRN-based COPRAS method consists of a comprehensive, rational and sensible algorithmic methodology for solving evaluation problems.
- The overall performance was tested with a quantitative analysis that helped to classify the best and worst hotels, as well as those in the middle, in a single frame (see Figure 4).
The model features a flexible MCDM framework that can also be applied to other MCDM problems. The proposed ranking method will enable travel agencies and hotels to keep up with global standards, and customers will benefit from obtaining a clear picture of the present standard of the hotels based on the reviews and feedback of real-world users.

Although the proposed research framework serves its purpose well and produces satisfactory results, there are still some limitations. The criteria are assumed to be independent, meaning that any interdependencies and influential relations are not modelled for the sake of simplicity. According to systems theory and real-world conditions, all things in an environment are interrelated in some form or another, so it is not realistic to ignore this fundamental law. Moreover, only seven evaluation criteria and 30 hotels in an Indian metropolitan city were considered when testing the model, i.e. the size of the data set is small.

There are a number of possibilities for further research. Decision-making trial and evaluation laboratory (DEMATEL) and analytic network process (ANP) methods can be incorporated into the proposed WIRN-based COPRAS model in order to account for some of the interdependencies and influences among the criteria, and better represent their relative priorities. It would also be interesting to verify the use of the proposed model in combination with other methods, such as the rough analytic hierarchy process (R-AHP; Gigović, Pamučar, Bajić, & Drobnjak, 2017; Sharma, Roy, Kar, & Prentkovskis, 2018) and rough DEMATEL (Pamučar, Mihajlović, Obradović, & Atanasković, 2017; Roy, Adhikary, et al., 2018). Another extension to the work could consist of the incorporation of strategic management perspectives via balanced scorecards (BSCs) and corporate social responsibility (CSR) tools so that travel agencies and hotels are able to launch successful new products and services and set up effective new product and service development processes. Additionally, travel agencies and hotels must attempt to identify new customer needs and requirements in order to create custom experiences and new marketing strategies to draw in curious potential customers.
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