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Abstract

Based on the model’s resilience to computational noise, model quantization is important for compressing models and improving computing speed. Existing quantization techniques rely heavily on experience and "fine-tuning" skills. In the majority of instances, the quantization model has a larger loss than a full precision model. This study provides a methodology for acquiring a mixed-precise quantization model with a lower loss than the full precision model. In addition, the analysis demonstrates that, throughout the inference process, the loss function is mostly affected by the noise of the layer inputs. In particular, we will demonstrate that neural networks with massive identity mappings are resistant to the quantization method. It is also difficult to improve the performance of these networks using quantization.
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1 Introduction

Neural network storage, inference, and training are computationally and temporally intensive due to the massive parameter size of neural networks, which needs a big memory footprint and a high number of floating-point operations per second (FLOPS). Therefore, developing a compression algorithm
for machine learning models is necessary. Model quantization, based on the robustness of computational noise, is one of the most important compression techniques. The computational noise robustness measures the algorithm’s performance when noise is added during the computation process. The primary sources of noise are truncation and data type conversion mistakes.

In quantization process, the initial high-precision data type used for a model’s parameters is replaced with a lower-precision data type during model quantization. It is typical to replace FP32 with FP16 and both PyTorch and TensorFlow have quantization techniques that translate floats to integers. Various quantization techniques share the same theoretical foundation, which is the substitution of approximation data for the original data in the storage and inference processes. A lower-precision data format requires less memory, and using lower-precision data requires fewer computer resources and less time. In quantization, the precision loss in different quantization level conversions and data type conversions is the source of the noise.

The primary issue with the model quantization strategy is that a naive quantization scheme is likely to raise the loss function. It is not easy to substitute massive-scale model parameters with extremely low-data precision without sacrificing significant precision. It is not possible to utilize the same quantization level, i.e., to introduce the same level of noise to all parameters for all model parameters, and yet get good performance.

Utilizing mixed-precision quantization is one way to solve this issue. For more ”sensitive” model parameters, higher-precision data is used, whereas lower-precision data is used for ”nonsensitive” model parameters. Higher-precision data indicates that the original data adds minimal value noise, while lower-precision data indicates that the original data adds considerable value noise.

However, the consensus of academics is that quantization technology without ”fine-tuning” is detrimental to the performance of the model. No study examines how to increase the performance of a model using quantization technology or which types of models are stable in the quantization process and why.

Moreover, the search space for a mixed-precision layout strategy is expansive. The following facts challenge current algorithms for determining the optimal mixed-precision layout strategy: These algorithms are built on empirical experience and ”tuning” skills. Some forego neural network and dataset analysis and instead base model quantization on hardware features. It is impossible to set a precise limit for determining how various algorithms perform better under what circumstances. Some algorithms utilize Hessian data. The majority of them are analyzable. However, obtaining Hessian information necessitates a considerable amount of processing resources and time. Some of these methods are only useful for storing purposes.

This research provides a basic analysis of the computational noise robustness of neural networks. The model quantization problem setting for inference processes will be established. Moreover, by focusing on layerwise post-training
static model quantization, we demonstrate that in the inference process, con-
version loss due to varying quantization levels at the inputs to distinct layers
plays a predominant role in loss functions. In addition, we present a method
for acquiring a quantized model with a lower loss than the model with full pre-
cision. In addition, based on our analysis, we also prove that it is the nature
that the computational noise robustness is strong for the neural network that
mainly consists of identity mapping, like ResNet or DenseNet.

2 Related Work

Model compression methods include pruning methods[1–3] , knowledge
distillation[4], weight sharing[5] and quantization methods. From the perspec-
tive of the precision layout, post-training quantization methods can be mainly
divided into channelwise [6, 7], groupwise [8] and layerwise [9] methods. Layer-
wise mixed-precision layout schemes are more friendly to hardware. Parameters
of the same precision are organized together, making full of a program’s tem-
poral and spatial locality. A common problem definition for quantization[9–12]
is as follows [13].

Problem 1 The objective of quantization is to solve the following optimization
problem:

$$\min_{q \in Q} \|q(w) - w\|^2$$

where $q$ is the quantization scheme, $q(w)$ is the quantized model with quantization
$q$, and $w$ represents the weights, i.e., parameters, in the neural network.

Quantization methods replace original data with lower-bit representations.
Quantization methods can be divided into post-training quantization and
quantization-aware training. This paper considers post-training quantization
methods. Quantization produces a model with a small memory cost and a
high arithmetic intensity without changing the structure of the original neural
network. Most quantization methods are designed for mixed-precision quanti-
ization [8, 9, 12, 14–16]. In a mixed-precision layout scheme, some layers are
stored at higher precision, while others are kept at a lower precision. However,
a challenge that must be faced in this approach is how to find the correct
mixed-precision settings for the different layers. A brute-force approach is not
feasible since the search space is exponentially large in the number of layers.

Although problem 1 gives researchers a target to aim for when performing
quantization, the current problem definition has two shortcomings: 1. The
search space of all possible mixed-precision layout schemes is a discrete space
that is exponentially large in the number of layers. There is no effective method
to solve the corresponding search problem. 2. There is a gap between the
problem target and the final task target. As we can see, no terms related to the
final task target, such as the loss function or accuracy, appear in the current
problem definition.
3 Background Analysis

3.1 Model Computation, Noise Generation and Quantization

Compressed models for the inference process are computed using different methods depending on the hardware, programming methods and deep learning framework. All of these methods introduce noise into the computing process.

One reason for this noise problem is that although it is common practice to store and compute model parameters directly using different data types, only data of the same precision can support precise computations in a computer framework.

Therefore, before performing computations on nonuniform data, a computer will convert them into the same data type. Usually, a lower-precision data type in a standard computing environment will be converted into a higher-precision data type; this ensures that the results are correct but require more computational resources and time. However, to accelerate the computing speed, some works on artificial intelligence (AI) computations propose converting higher-precision data types into lower-precision data types based on the premise that AI models are not sensitive to compression noise. The commonly used quantization technology is converting data directly and using a lower-precision data type to map to a higher-precision data type linearly.

We use the following example to illustrate quantization method, which is presented in [12]. Suppose that there are two data objects $\text{input}_1$ and $\text{input}_2$ are to be subjected to a computing operation, such as multiplication. After the quantization process, we have $Q_1 = \text{int}(\frac{\text{input}_1}{\text{scale}_1})$ and $Q_2 = \text{int}(\frac{\text{input}_2}{\text{scale}_2})$, and we can write

$$Q_{\text{output}} = \text{int}(\frac{\text{input}_1 * \text{input}_2}{\text{scale}_{\text{output}}}) \approx \text{int}(Q_1Q_2\frac{\text{scale}_1 * \text{scale}_2}{\text{scale}_{\text{output}}})$$

$\text{scale}_{\text{output}}, \text{scale}_1$ and $\text{scale}_2$ are precalculated scale factors that depend on the distributions of $\text{input}_1, \text{input}_2$ and the output; $Q_i$ is stored as a lower-precision data type, such as an integer. All scale terms can be precalculated and established ahead of time. Then, throughout the whole inference process, only computations on the $Q_i$ values are needed, which are fast. In this method, the noise is introduced in the int(·) process. This basic idea gives rise to several variants, such as (non)uniform quantization and (non)symmetrical quantization.

When we focus on quantization strategy, i.e. round function in quantization framework like Micronet, we can have at least three strategy: round up, i.e., ceil function in python, round down, i.e., floor function in python and rounding, i.e., round function in python. usually, rounding is the most common method to deal with quantization. But, in this paper, we will show that how to mixed use round up/round down to gain a mixed precision quantized model which is better than full precision model.
3.2 Neural Networks

In this paper, we mainly use the mathematical properties of extreme points to analyze quantization methods. This approach is universal to all cases, not only neural networks. However, there is a myth in the community that it is the neural network properties that guarantee the success of quantization methods\[10, 15, 17\]. To show that the properties of the extreme points, not the properties of the neural network, are what determine the ability to quantize, i.e. the ability to handle noise, we must first define what a neural network is.

The traditional definition of a neural network \[18\] as a human brain simulation is ambiguous; it is not a rigorous mathematical concept and cannot offer any analyzable information. The traditional descriptions of neural networks \[18\] focus on the inner products of the network weights and inputs, the activation functions and directed acyclic graphs. However, with the development of deep learning, although most neural networks still consist of weighted connections and activation layers, many neural networks no longer obey these rules, such as the network architectures for position embedding and layer norm operations in Transformers. Moreover, current deep learning frameworks, such as PyTorch and TensorFlow, offer application programming interfaces (APIs) to implement any function in a layer. Therefore, we propose that the definition of a neural network adheres to the engineering concept indicated by the definition 1 rather than a precise mathematical definition; that is, a neural network is a way for implementing a function.

Definition 1 The neural network is the function which is implemented in composite function form.

A neural network can be described in the following Eq. 1 form.

\[
\text{model}(x) = h_1(h_2,1(h_3,1(...), ..., h_{3,k}, w_{2,1}), \\
\quad h_{2,2}(h_{3,k+1}(...), ..., w_{3}), ..., w_{2,2}), ..., w_1)
\]

where \(h_{i,j}, i \in [2, ..., n]\), are the \((n - i + 1)\)th layers in the neural network; \(w_{i,j}\) is the parameter in \(h_{i,j}(\cdot)\).

Definition 1 means that a neural network, without training, can be any function. With definition 1, a neural network is no longer a mathematical concept, but this idea is widely used in practice \[19\]. We can see from definition 1 that the requirement that a neural network is in composite function form is the only mathematical property of a neural network that can be used for analysis.

In practice, the loss function is one method to evaluate a neural network. A lower loss on a dataset means a better performance neural network. For
example, the training process optimises the model’s loss, i.e., following Eq. 2.

$$\min_w f(w) = E_{\text{sample}} \ell(w, \text{sample}) = \frac{1}{m} \sum_{(x_i, y_i) \in \mathbb{D}} \ell(w, x_i, y_i)$$  \hspace{1cm} (2)$$

where $f(\cdot)$ is the loss for model on a dataset, $w$ represents the model parameters, $\mathbb{D}$ is the dataset, $m$ is the size of the dataset, $\ell(\cdot)$ is the loss function for a sample and $(x_i, y_i)$ represents a sample in the dataset and its label.

In this paper, we mainly use the sequential neural network to describe the conclusion for the sequential neural network is easily described, and the whole conclusion is non-related to the structure of the neural network. For a sequential $n$-layer neural network, $\ell(\cdot)$ can be described in the following Eq. 3 form.

$$\ell(w, x_i, y_i) = L(\text{model}_n(x_i, w), y_i)$$

$$\text{model}_n = h_1(h_2(h_3(\cdots h_n(h_{n+1}, w_n))$$

$$\cdots, w_4), w_3), w_2), w_1)$$  \hspace{1cm} (3)$$

where $L(\cdot)$ is the loss function, such as the cross-entropy function; $h_i$, $i \in [1, \ldots, n]$, is the $(n-i+1)$th layer in the neural network; $w = (w_n^T, w_{n-1}^T, \cdots, w_1^T)^T$, $w_i$ is the parameter in $h_i(\cdot)$; and for a unified format, $h_{n+1}$ stands for the sample $x$.

4 Analysis of Computational Noise Robustness and Quantization for Inference

4.1 Start point

4.1.1 Analysis Base

Quantization methods for inference are complex. Different algorithms use different assumption to solve the problem. Most of them pay much attention to the noise on parameters in NN\[9, 12, 13, 20]\). However, in addition to the noise added to the parameters directly, noise is also introduced between different layers in the inference process because different quantization levels or data types of different precisions are used in different layers, which is shown in figure 1.

After quantization, the quantized loss for a sample, i.e. $\bar{\ell}(\cdot)$, in the inference process is as follows.

$$\bar{\ell}(w, x_i, y_i) = L(h_1(h_2(\cdots h_n(h_{n+1} + \epsilon_n, w_n + \delta_n))$$

$$+ \epsilon_{n-1} \cdots, w_2 + \delta_2) + \epsilon_1, w_1 + \delta_1), y_i)$$

where $\delta_i$, $i \in 1, \cdots, n$, and $\epsilon_i$, $i \in [1, \ldots, n]$, are the minor errors that are introduced in model parameter quantization and in data type conversion in the mixed-precision layout scheme, respectively.
In current algorithms, like HAWQ, only the parameters are influenced by quantization noise in their assumptions. However, when quantized models are used in the inference process, the outputs of different layers suffer from noise due to the conversion between the different quantization levels of different layers in layerwise quantized models. And the losses on outputs of different layers are more important because the their gradient to losses are non-zero.

Thus, we obtain the following expression based on the basic total differential calculation.

\[
\bar{\ell}(w, x_i, y_i) - \ell(w, x_i, y_i) = \sum_{i=1}^{n} \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon_i + \frac{\partial \ell}{\partial w_i} \cdot \delta_i
\]

(4)

where \( \cdot \) is inner product and \( * \) is the scalar product in following parts. For the loss on whole dataset, we can gain

\[
\min_{\epsilon \in E} \bar{f}(w) - f(w) = \frac{1}{m} \sum_{(x_j, y_j) \in \mathcal{D}} \sum_{i=1}^{n} \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon_i + \frac{\partial \ell}{\partial w_i} \cdot \delta_i
\]

(5)

\[
= \frac{1}{m} \sum_{i=1}^{n} \sum_{(x_j, y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon_i
\]

(6)

where \( \bar{f}(w) = \frac{1}{m} \sum \bar{\ell}(\cdot) \). The reason for second equation in Eq. 6 is for a well-trained model, the expectation of \( \ell(\cdot) \)'s gradient for parameters is zero, i.e., for the \( \sum_{(x_j, y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial w_i} \) components, \( \frac{\partial \ell}{\partial w_i} = 0 \).

As we can see, current works mixed discussed the quantization for storage and inference \([8, 9, 12, 21]\). Consequently, these works must add a “fine-tuning” process, and they still fail in some cases. Moreover, this is why channel-wise quantization methods are booming. In a channel that uses the same data type at all times, the precision loss of the corresponding layer input is usually zero.

4.1.2 Target and Algorithm Guarantee

The key is to choose the appropriate \( \epsilon \) vector to gain a lower loss model. When the loss of the inner product, i.e., \( \sum_{(x_i, y_i) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon_i \), is negative, the loss for the quantized model, i.e., \( \bar{f} \), is lower than for the full precision model. An appropriate \( \epsilon \) to produce a negative \( \sum_{(x_i, y_i) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon_i \) is our algorithm target.

A frequently asked question is why \( \sum_{(x_j, y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial w_i} \) is zero but \( \sum_{(x_i, y_i) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \) is non-zero. The optimization algorithm is to optimize \( w \) in
the training process. Thus, \( \sum_{(x_i, y_i) \in D} \frac{\partial \ell}{\partial h_{i+1}} \) is random in the final model except for the layers with bias terms like the batch norm layer. The bias term will absorb the gradient and train them in the optimization process. What is more, in the model, which mainly consists of identity mapping, \( \sum_{(x_i, y_i) \in D} \frac{\partial \ell}{\partial h_{i+1}} \) is close to zero vector, and we will show this in the next chapter.

Our problem setting for quantization is different from previous work like HAWQ[8, 9, 12, 20] because these methods do not take the error in the layer’s input into consideration, which prevents their work and analysis in the mixed-precision computing area. As a result, these works can only be used to store a compressed neural network on a disk. When the compressed model is stored in memory for inference, these compressed models have to be recovered into the full precision model.

### 4.2 The Map from Mathematical Analysis to Real Engineering and Algorithm Description

In the above analysis, the whole process is under the condition that \( \epsilon \) vector is small enough, which can be used in the total differential method. However, in practice, the scope of \( \epsilon \) may be within \([-0.1, 0.1]\), which would escape the concept of neighbourhood. What is more, mapping \( \epsilon \) vector into round operation should be fully discussed. This part will show how to deal with the above gap between analysis and engineering.

#### 4.2.1 Round function choice

We use the convenient language of probability theory to describe \( \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon \) for \( \epsilon \) is a stochastic vector naturally. We set \( \epsilon = [e_1, e_2, \ldots, e_k] \) and \( e_i \) is i.i.d. random variable. We also set that \( \frac{\partial \ell}{\partial h_{i+1}} = [p_1, p_2, \ldots, p_k] \) and \( p_i \) is i.i.d. random variable.

Then, we have \( \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon = \sum_{i=1}^{k} e_i \cdot p_i = k \epsilon p \) and following Eq. 7.

\[
E \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon = E \sum_{i=1}^{k} e_i \cdot p_i = E k \epsilon p = k E \epsilon E p 
\] (7)

For a trained model, the \( E p \) can be computed as \( E p = \frac{1}{k} \sum_{i=1}^{k} \frac{\partial \ell}{\partial h_{i+1}} \cdot \tilde{1} \). Then to gain a negative \( E \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon \), the \( E \epsilon \) should be different signs with \( E p \).

To gain the suitable \( \epsilon \) vector, we use the different round functions to ensure the sign of \( E \epsilon \). The roundup function, i.e., the ceiling function in python, will produce an error vector whose all elements are positive. The round down function, i.e., the floor function, will produce an error vector whose all elements are negative. Thus, we are sure that the \( E \epsilon \) is positive and negative by round

\footnote{We also can treat \( p_i \) as the random variable with different distributions or directly use \( E \frac{\partial \ell}{\partial h_{i+1}} \) vector in following analyses. The conclusions are the same or close with current analysis.}
methods. Although the parameters in layers have strong noise robustness, we still try to add less noise to them. Thus, in the parameters quantization process, we use the rounding method, i.e., the round function in python, to quantize parameters for the rounding method exerts less noise on original data.

4.2.2 Replace gradient with secant line slope

Although the elements in the $\epsilon$ vector are not small enough to use the total differential directly, the elements in the $\epsilon$ vector are still small. For example, when using int8 to quantize the res14 model without identity mapping, the element in the $\epsilon$ vector is less than 0.01. The above fact shows that $\|\epsilon_i\| \cdot \|\epsilon_i\|$ is small, which has a tiny influence on the final loss function. Thus, we can use the slope of the secant line to replace the gradient in the total differential.

We define the following $secant^+(\hat{h}_i, \Delta), \Delta \in \mathbb{R}^{1+}$ and $secant^-(\hat{h}_i, \Delta), \Delta \in \mathbb{R}^{1+}$. $\Delta$ is the maximum error which is introduced by quantization. For example, the scale parameter in Section 3.1’s example is the max error introduced by quantization.

\[
\begin{align*}
\hat{\ell}_j^\pm(w, x_i, y_i) &= L(h_1(h_2(\cdots h_j(h_{j+1}(\cdots) \pm \Delta \ast \bar{1}, w_n) \cdots, w_2), w_1), y_i), \Delta > 0 \\
\bar{f}_j^\pm(w) &= \frac{1}{m} \sum_{x_i, y_i \in \text{Dataset}} \hat{\ell}_j^\pm(\cdot), secant(h_i, \Delta)^\pm = \frac{f^\pm - f}{\pm \Delta}
\end{align*}
\]

In the algorithm, we will use $scant^\pm(\cdot)$ to replace $\frac{\partial \ell}{\partial h_{i+1}} \pm \bar{1}$. We use this definition because 1. Compared to computing by the definition of secant, the $secant$ function is easy to be computed. 2. If slope of secant line is $[sec_1, sec_2, \ldots, sec_k]$, $secant(h_i, \Delta)^\pm = E_{sec}$.

Although we know the element in $\epsilon$ vector is less than 0.01 empirically, we still have to set a mechanism in real algorithm design to keep the analysis map into algorithm practice. Thus, we have to set a value $error_{max}$, which $\epsilon$ is small enough for the final loss function. When $\Delta > error_{max}$, we can choose more bits quantization level or full precision in this layer.

When $\epsilon$ is close to zero, i.e., we use more bits quantization level. For $\|\frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon_i\| \leq \|\frac{\partial \ell}{\partial h_{i+1}}\| \|\epsilon_i\|$, the performance loss or improvement is small on this layer. So, we directly quantize these parameters and layer’s input with this quantization level to reduce computation resources. In algorithm design, we can use $error_{min}$ to control this case.

4.2.3 The Probability of Getting a Better Model

To show the probability of getting positive $\frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon$, we use chebyshev’s theorem, we have following Eq. 8.

\[
P(\frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon \geq 0) < P(\|\frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon - E_{kep}\| \geq \|E_{kep}\|)
\]
Algorithm 1 Radical Mixed-Precision Inference Layout Scheme

Require: Neural network $M$, different quantization levels $[q_1, q_2, ..., q_n]$, $error_{min}, error_{max}, \mu$, calibration dataset $D$

1: Arrange $Q = [q_1, q_2, ..., q_n]$ in ascending order $Q = [q_{i_1}, q_{i_2}, ..., q_{i_n}]$ based on the the size of parameters under $q_i$; //For example $Q = [\text{int8}, \text{int4}, \text{int16}]$

2: while $q_i$ in $Q$ do
3:     while Layer$_i$ in $M$ do
4:         if Layer$_i$ is quantized then
5:             quantize Layer$_i$’s parameters and input by rounding method on $q_i$ quantization level.
6:         end if
7:         if $\Delta > error_{max}$ then
8:             continue
9:         end if
10:        Compute $secant^+(h_i, \Delta)$ and $secant^-(h_i, \Delta)$
11:        if $\|secant^\pm(\cdot)\| < \mu$ then
12:            continue
13:        end if
14:        Choice = max(max($secant^-(h_i, \Delta), 0$), min($secant^+(h_i, \Delta), 0$))
15:        if Choice == $secant^-(h_i, \Delta)$ then
16:            quantize Layer$_i$’s input by round down method on $q_i$ quantization level.
17:        end if
18:        if Choice == $secant^+(h_i, \Delta)$ then
19:            quantize Layer$_i$’s input by round up method on $q_i$ quantization level.
20:        end if
21:        if Choice != 0 then
22:            quantize Layer$_i$’s parameters by rounding method on $q_i$ quantization level.
23:        end if
24:    end while
25: end while
26: Return $\bar{M}$

\[
\frac{\text{Var}(|\text{kep}|)}{\|E_{\text{kep}}\|^2} = \frac{\text{Var}(e)\text{Var}(p)}{\|E_eE_p\|^2} + \frac{\text{Var}(e)}{\|E_e\|^2} + \frac{\text{Var}(p)}{\|E_p\|^2} \tag{8}
\]

Based on Eq. 8, we know that to gain a better model performance, for the layer whose $\|\frac{\partial}{\partial h_{i+1}} \cdot \bar{T}\|$ is large and $\text{Var}(p)$ is small, we can use high quantization level to gain a model which is better than full precision model with high probability. To guarantee the success probability is high, we can set a algorithm parameter $\mu$ and $\sigma$. Algorithm quantize Layer$_i$ only when $\|E_p\| > \mu$ and $\text{Var}(p) < \sigma$. 
4.3 Algorithm Description

Based on the above map between analysis and engineering, we can get algorithm 1. Algorithm 1 is a radical probability algorithm. In algorithm 1, we use a high quantization level as a priority to gain a small quantized model. Under the appropriate $\mu$ setting, algorithm 1 would give a better model with a high probability. Algorithm 1 does not use the $\sigma$ value to guarantee success because the cost of computing the variance is high.

5 Identity Mapping and Quantization

Although we give a method to gain a better model, we find that ResNets are hard to gain a significant effect. What is more, we find that for most of the quantization algorithms, the performance of ResNets is pretty stable. In this part, we will give theoretical proof of the above phenomena.

The neural network is under the description of the probably approximately correct (PAC) learning framework\[18\]. A neural network hypothesis class $\mathcal{H}$ consists of the neural networks which share the same structure. The learning algorithms, $\mathcal{A}$, are SGD and SGD’s variants for the neural network hypothesis class. Identity mapping is when the input to some layer is passed directly or as a shortcut to some other layer. The neural networks, which mainly consist of identity mappings, like ResNet or DenseNet, succeed in the CV area. Then, we can gain the following propositions.

**Proposition 1** There is a set of function $\mathcal{G}$. For any random variable vector $x$ and any random variable vector $y$, $\exists g \in \mathcal{G}$ which satisfies $Eg(x) \cdotEy \leq 0$ and $g(x)$ belongs to $\vec{0}$’s neighborhood.

For a well-trained neural network $model^*_n \in \mathcal{H}_n$ by learning algorithm $\mathcal{A}$, there exists a $model_{n+1} \in \mathcal{H}_{n+1}$ which is slightly better than $model^*_n$. The difference between $\mathcal{H}_n$ and $\mathcal{H}_{n+1}$ is the $model_{n+1} \in \mathcal{H}_{n+1}$ have one more residual block than $model_{n+1} \in \mathcal{H}_n$ and the function in residual block is in $\mathcal{G}$.

Brief proof: From the analysis in algorithm 1, we can find an appropriate $E\epsilon$ that $E_{\mathcal{G}_{n+1}} \cdot \epsilon \leq 0$. We can use $g \in \mathcal{G}$ to replace $\epsilon$. Then, proposition 1 is proved, which is also shown in figure 2.
The deeper the neural network is, the better.

Fig. 3 The deeper the neural network is, the better.

Fig. 4 Using the Proof of proposition 1 in position 1 repeatedly, we can get ResNet. Using the Proof of proposition 1 in position 1 and 2 repeatedly, we can get DenseNet.

The set, which consists of $\text{Relu(Conv(\cdot))}$, satisfies the requirements of $\mathcal{G}$. Proposition 1 tells us how to structure a deep residual network. Repeatedly using proposition 1 and retraining the new model would show that for the neural networks consisting of residual blocks like ResNet, the deeper, the better. It is shown in figure 3. Using proposition 1 in a different place, we can get different networks, shown in figure 4.

Based on the proposition 1’s structure process, we can prove the following proposition 2.

**Proposition 2** For a dataset’s SOTA or close to SOTA residual network, all $E_{\partial \ell \partial h_{i+1}}$ are close to zero.

Brief proof: The SOTA model implies that adding new layers will not improve model performance, i.e., for well-trained $model_n^* \in \mathcal{H}_n$ and well-trained $model_{n+1}^* \in \mathcal{H}_{n+1}$, $E_{\text{sample}} L(model_n^*, \text{sample})$ –
\[ \mathbf{E}_{\text{sample}} L(model_{n+1}^*, \text{sample}) = 0. \] So for any \( i \) and any appropriate \( \mathbf{E} \epsilon \), we have the following Eq 9.

\[
\mathbf{E} \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon = \mathbf{E}_{\text{sample}} L(model_{n}^*, \text{sample}) - \mathbf{E}_{\text{sample}} L(model_{n+1}^*, \text{sample}) < \mathbf{E}_{\text{sample}} L(model_{n}^*, \text{sample}) - \mathbf{E}_{\text{sample}} L(model_{n+1}^*, \text{sample}) = 0 \quad (9)
\]

Because \( i \) and \( \mathbf{E} \epsilon \) can be chosen at random, we can tell that \( \mathbf{E} \frac{\partial \ell}{\partial h_{i+1}} \) is zero or very close to zero.

Proposition 2 shows one of the residual network’s SOTA criterion. Then, we can prove the following theorem 1.

**Theorem 1** The SOTA or near to SOTA residual networks in a dataset exhibit high noise robustness.

Brief proof: Based on Eq.6 and proposition 2, we know

\[
\| \tilde{f}(w) - f(w) \| = \left\| \sum_{i=1}^{n} \mathbf{E} \frac{\partial \ell}{\partial h_{i+1}} \cdot \epsilon_i \right\| \leq \sum_{i=1}^{n} \| \mathbf{E} \frac{\partial \ell}{\partial h_{i+1}} \| \| \mathbf{E} \epsilon_i \| = 0 \quad (10)
\]

Theorem 1 shows that any quantization algorithm can quantize a SOTA or close SOTA residual model with less loss. Furthermore, Theorem 1 also shows that algorithm 1 cannot improve model performance too much.

### 6 Experiment

In this section, we evaluate the performance of algorithm 1. Our objective is to show that the quantized model gained by algorithm 1 is better than the full precision model without ”fine-tuning” technology. The improvements are significant, especially for some neural networks that are not SOTA residual networks.

We use CIFAR 10 datasets. The training dataset is split into calibration and training datasets. Furthermore, the size of the calibration dataset is equal to the test dataset.

As discussed in Section 5, the model with many identity mapping structures has strong noise robustness. Thus we have to choose the model which is far from the SOTA model. For CIFAR 10, ResNet 20 is close to the SOTA ResNet model(ResNet 110). In experiments, the performance of ResNet 20 is only higher by 1% to 2% in the error rate than ResNet 110. Thus, we choose ResNet 8 and ResNet 14 as our quantization models. Furtherly, to enlarge the \( \mathbf{E} \frac{\partial \ell}{\partial h_{i+1}} \), we delete the identity mapping structure in our experimental models. VGG models also are pretty suit for this experiments for the structure of VGG is sequential. However, SOTA VGG model, VGG19, shows the same properties.
with ResNets—the gradients for middle-output is close to zero. Thus, we use VGG11 and 16 in experiments.

In quantization practice, quantizing data into INT8 is the most frequently used and ripe choice because current computation devices, like V100GPU, only support INT8, INT16 and INT32 computing in hardware. Thus, we use mixed-precision INT8 and full-precision (FP32) in our experiments.

In Cifar 10 experiment, the min and max value for a quantization vector is decided by whole calibration dataset. Before quantization process, we will process whole calibration dataset in full precise and find the min and max value and compute $\Delta$. We use this setting because we want to enlarge the noise and get a obvious experimental results. However, in VGG experiments, under this setting, we cannot find an appropriate layer to quantize because all $\Delta$s are large or $Choices$ variable are zero. Thus, we use the min/max on current quantization vector like HAWQ’s experiments to compute $\Delta$.

ResNet8 has a total of 23 layers, and Res14 has a total of 41 layers. $\Delta$, which is the error caused by the INT8 quantization level for layers’ input, is under 0.01 for most of the elements, but a few of them are above this range. So, we use 0.01 in all $secant(\cdot)$ functions. To gain a high performance model as radically as possible, we set $error_{\text{min}} = 0$, $\mu = 0$ and $error_{\text{max}} = 0.1$. Because we use conservation plan in compute $\Delta$ in VGG experiments, Thus, we also use the same setting with Resnet experiments.

The loss for ResNet8 with the full precision is 0.3896, and the loss for the quantization model is 0.3782 with all layers quantized. The loss for ResNet14 with full precision is 0.3634, and the loss for the quantization model is 0.3576 with ten layers quantized. Only ten layers are quantized because the $choice$ variable in algorithm 1 is zero for most of the layers. To quantize ResNet14 further, we have to use another quantization level to gain a better performance model, like the INT16 level. However, the current low precision computation toolchains are uncompleted. For example, CUDNN only supports FP32, FP16, INT32 and INT8 input. Further ResNet14 experiments on different fabricated quantization settings are nonsense. The loss for VGG11 with the full precision is 0.0019, and the loss for the quantization model is 0.0017 with all layers quantized. The loss for VGG16 with full precision is 0.00908., and the loss for the quantization model is 0.0086 with all layers quantized.

7 Conclusion

This paper shows that quantization technology can improve the model’s performance, i.e., gain a lower loss. Moreover, based on our analysis, we propose a Radical Mixed-Precision Inference Layout Scheme, which could produce a quantized model which is better than the full-precision model. We also show that residual networks are very resistant to noise. This means that the performance of a SOTA residual network is stable for any quantization algorithms.
In this paper, we also want to show the idea that the neural networks should be categorized into more specific classes because they share the different mathematical properties. The same algorithm shows great different performance on different models and datasets. In algorithm research, we also should show that under which condition, the algorithm performance which current researches ignore.
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