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Abstract—This letter analyzes a class of information freshness metrics for large IoT systems in which terminals employ slotted ALOHA to access a common channel. Considering a Gilbert-Elliot channel model, information freshness is evaluated through a penalty function that follows a power law of the time elapsed since the last received update, in contrast with the linear growth of age of information. By means of a signal flow graph analysis of Markov processes, we provide exact closed form expressions for the average penalty and for the peak penalty violation probability.
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I. INTRODUCTION

Many key internet of things (IoT) applications are characterized by the presence of a large number of terminals that track a process and report time-stamped updates to a sink over a shared wireless channel. This is the case, among others, of industrial automation, fleet and asset tracking, as well as environmental monitoring. In these settings, the ability to maintain an up-to-date view of the observed quantities is paramount, and non-trivial trade-offs emerge. Indeed, changes in the update transmission frequency directly reflect on the channel contention level, and critically influence the time needed to successfully refresh the monitor’s perception.

These remarks have triggered a florid line of research on information freshness [1], with the proposal of novel system design criteria and performance metrics. Among these, a precursor role was played by age of information (AoI), which measures the time elapsed since the generation of the last received status-update. In spite of its simple definition, AoI has shed light on some fundamental tradeoffs in point-to-point links (see [1] for an excellent survey), and, recently, on the more complex behaviour of practical IoT settings in which devices share the channel via grant-free policies, e.g. [2]–[4].

On the other hand, the notion of AoI presents some intrinsic shortcomings, as its linear growth over time may fail to capture the critical effect of stale knowledge, e.g. when status information is employed in feedback control systems. Furthermore, AoI does not allow to model the impact of incorrect information available at the receiver end. From this viewpoint, the use of different penalty functions, such as the age of incorrect information (AoII) [5], has recently emerged as a fundamental step forward in the study of information freshness. Important results in this direction have been obtained for a single transmitter-receiver setup [1], [5], [6]. Interestingly, in grant-free multi-user systems studies have only looked at the classical AoI metric, to the best of the authors’ knowledge.

To tackle this gap, we study a class of information freshness penalty functions that follow a power law of the time elapsed since the last received update. The analysis applies to a setup in which a large number of terminals access the channel via a slotted ALOHA (SA) policy. Each wireless user-sink link is modelled as a Gilbert-Elliot channel [7], [8], with data losses that are independent across links. This channel model captures in a simple way correlated packet losses that are typical of wireless channels [9], [10], and it is especially relevant to satellite IoT scenarios, where the terminal-satellite links may be intermittently shadowed [11]. Leaning on a signal flow graph (SFG) [12] analysis of Markov processes, we provide exact closed form expressions for both average penalty and peak penalty violation for any penalty order. The presented framework offers broadly applicable results, providing as special cases an analysis of non-linear freshness metrics for SA as well as the first study of the AoI of the access scheme under Gilbert-Elliot channels. Non-trivial insights emerge, leading to useful design hints.

II. SYSTEM MODEL AND PRELIMINARIES

We focus on a slotted ALOHA system [13] without feedback and retransmissions, in which $n$ terminals share a common channel to attempt delivery of data towards a common receiver (sink).\footnote{We note that the considered ALOHA system is inherently stable.} Time is divided in slots of equal duration, chosen to allow the transmission of one packet, and all devices are assumed to be slot-synchronous. Without loss of generality, we consider a unit slot duration (i.e., all time-related quantities are expressed in terms of slots). At the beginning of a slot, each node independently becomes active with probability $\alpha$, generating a status update and sending it over the channel.

The channel between a transmitter and the receiver is described by a Gilbert-Elliot model [7], [8], so that the link over a slot may be in either a good or bad state. In the former case, a packet transmitted by the device arrives unfaded at the sink, whereas a data unit is erased when the channel is in bad state, bringing no power contribution at the receiver. Transitions in the two-state Markov chain take place at the beginning of each slot, with the channel moving from good to bad with probability $\beta$ and from bad to good with probability $\gamma$. Accordingly, we denote the stationary probability for the channel to be in good state as $\pi_G = \gamma/(\beta + \gamma)$. Links from each transmitter to the receiver are assumed to be independent.

Adopting the widely employed collision channel model, we further assume that the presence of two or more unerased
packets over a slot (i.e., a collision) prevents decoding of any of them. Conversely, if a single data unit reaches the receiver unfaded, its content is correctly retrieved.

In this setup, the sink aims at keeping an up-to-date knowledge of the status of each node in the network. To gauge this ability, let us focus on a generic source, and denote by \( \tau(t) \) the instant at which its latest update was received by the sink, as of time \( t \). Leaning on this, we introduce for the source under observation the information freshness penalty function

\[
\delta^{(m)}(t) := (t - \tau(t))^m
\]

with \( m \in \mathbb{N}^+ \). Note that, for \( m = 1 \), (1) returns the well-known age of information metric [1]. The definition introduces however a more general notion of penalty, and provides for \( m > 1 \) a flexible model to describe the stronger repercussions that a stale knowledge may have. We denote the corresponding random process as \( \Delta^{(m)}(t) \). An example of the evolution of \( \delta^{(m)}(t) \) is reported in Fig. 1, for the case \( m = 2 \). As illustrated in the plot, each time an update from the node is received, the penalty function is reset to 0, since the sink gathers the freshest possible knowledge of the status of the source. Conversely, as time elapses since the last collected update, \( \delta^{(m)}(t) \) increases following the power law (1), and captures the impact of having outdated information on the monitored device.

As will be discussed in Sec. III, the process \( \Delta^{(m)}(t) \) is ergodic, and we will focus in the remainder of our discussion on its stationary behaviour. Specifically, we consider two quantities to evaluate the system performance: average penalty and peak violation probability. The former is introduced as

\[
\bar{\Delta}^{(m)} := \mathbb{E} \left[ \Delta^{(m)}(t) \right].
\]

The latter, instead, is denoted as \( \Xi^{(m)}(\theta) \) and defined as the probability that the maximum value of the penalty function within one update cycle, i.e. the value of \( \delta^{(m)} \) right before an update is received, exceeds a threshold \( \theta \) (see also Fig. 1).

The metric offers an important design tool in settings where reliability of information is critical, and captures in the special case \( m = 1 \) the peak age violation probability [14], [15]. We furthermore note that the presented analytical approach can be extended to a wider class of penalty functions [16] with minor effort, as will be discussed at the end of Sec. III.

**Notation:** Throughout our discussion, we denote a r.v. (or random process) and its realizations with capital and small letters, respectively. For a non-negative discrete r.v. \( A \) taking values in \( \mathbb{N}^0 \), we indicate its probability mass function (PMF) as \( P_A(a) \), and refer to its generating function (GF)

\[
G_A(x) := \sum_{a=0}^{\infty} P_A(a) x^a = \mathbb{E} [x^A].
\]

We denote the corresponding moment-generating function as \( M_A(s) \), obtained by setting \( x = e^s \) in (3). Leaning on \( M_A(s) \), the \( k \)-th order moment of \( A \) can readily be derived as

\[
\mathbb{E} [A^k] = \left. \frac{d^k M_A(s)}{ds^k} \right|_{s=0}.
\]

Finally, we denote by \( q(i,j) \) the one-step transition probability between states \( i \) and \( j \) of a discrete time Markov chain (MC).

III. ANALYSIS

The evolution of the penalty function \( \Delta^{(m)}(t) \) may be completely specified by studying the embedded discrete Markov process \( (\ell, \Delta^{(m)}_\ell) \), which captures the state of the channel \( (C_\ell) \) and the value of the penalty \( \Delta^{(m)}_\ell \) at the start of the \( \ell \)-th slot. Albeit conceptually viable, however, this task quickly becomes cumbersome in the considered setting.

We follow thus a different approach, and focus on the discrete process \( Y_\ell \), tracking the duration of the \( i \)-th update cycle, i.e. the number of slots elapsed between the reception of the \((i-1)\)-th and the \( i \)-th update from the source of interest (see Fig. 1). As a first remark, we note that the process is i.i.d. and thus ergodic. This readily follows from the independent behaviour of the source across slots, and by observing how each cycle initiates in the same conditions, starting right after the reception of an update which requires the channel to be in good state. We denote the PMF of such process as \( P_Y(y) \).

More interestingly, the statistical characterization of \( Y \) suffices to compute the performance metrics of interest. Consider first the average penalty defined in (2). The quantity can be conveniently derived conditioning on the duration \( Y(t) \) of the update cycle over which the observation time \( t \) lies, to obtain

\[
\bar{\Delta}^{(m)} = \sum_y y \mathbb{E} \left[ \Delta^{(m)}(t) \bigg| Y(t) = y \right] P\{Y(t) = y\}.
\]

where the probability for \( t \) to fall within an update cycle of duration \( Y(t) = y \) can promptly be expressed as

\[
P\{Y(t) = y\} = \frac{y P_Y(y)}{\sum_{y'} y' P_Y(y')}.
\]

In turn, the observation time follows a uniform distribution conditioned on \( Y(t) \). Therefore, recalling (1) we have

\[
\bar{\Delta}^{(m)} = \sum_y \int_0^y u^{m-1} \frac{d u}{u} \cdot \frac{y P_Y(y)}{\sum_{y'} y' P_Y(y')} = \frac{\mathbb{E}[Y^{m+1}]}{(m+1) \mathbb{E}[Y]},
\]

which shows how the average penalty can be derived for any value of \( m \) once the moments of \( Y \) are known.

Similarly, the peak violation probability can be readily characterised observing how the maximum value taken by the penalty metric within an update interval of duration \( Y = y \) slots is exactly \( y^m \), so that

\[
\Xi^{(m)}(\theta) = P\{Y^m > \theta\}.
\]

Leaning on (6) and (7) we thus study the stochastic process \( Y_\ell \). To this aim, consider the discrete time MC reported in

![Fig. 1. Example of time evolution for \( \delta^{(m)}(t) \), \( m = 2 \). An instance of peak penalty violation is highlighted by the red circle.](image-url)
Fig. 2. Markov chain tracking the evolution of the inter-update time $Y_t$.

Fig. 3. Signal flow graph derived from the MC of Fig. 2, which allows to derive the generating function of $Y$ using Mason’s gain formula.

times. Specifically, consider the SFG whose nodes and edges correspond to the transition diagram of a MC, and in which the weight of an edge $(i,j)$ is set as $x \cdot q(i,j)$, where $x$ is a dummy variable. In this case, the transfer function between a generic node $v$ and an absorbing state (i.e., a node with no outgoing edges) corresponds to the generating function of the absorption time when starting from $v$ [18].

Fig. 3 shows how this approach can be applied to the system under study. Starting from the MC of Fig. 2, state $S$ is split into $S'$ (emanating transitions out of state $S$) and $S''$ (collecting all transitions that lead to a success). In this way, the absorption time from $S'$ into $S''$ captures exactly the r.v. $Y$, i.e. the time between two successive update deliveries. To complete the construction of the SFG, edge weights are set as discussed based on the one-step transition probabilities of the original MC. The generating function $G_Y(x)$ is then given by the transfer function between $S'$ and $S''$. Applying Mason’s gain formula, we readily obtain

$$G_Y(x) = -\frac{p_s}{1 - p_s} \left(1 + \frac{ax - 1}{1 - bx + cx^2}\right)$$

where we introduced the ancillary quantities $a = 1 - \gamma$, $b = (1 - \beta)(1 - p_s)$, and $c = (1 - p_s)(1 - \beta - \gamma)$.

The compact formulation in (9) is particularly useful, as it provides a complete characterization of the performance metrics under study for any configuration of system parameters, in terms of both terminal activity and channel evolution. From this standpoint, indeed, closed form expressions for the average penalty function $\Delta^{(m)}$ can be readily derived from (6) for any value of $m$, by applying (4). For example, basic calculations lead to the average AoI

$$\Delta^{(1)} = \frac{1}{p_s} + \frac{p_s + \beta(1 - p_s)}{\gamma p_s} - \frac{1}{\gamma + \beta} - \frac{1}{2}$$

which extends the well known formulation of the AoI of SA in the absence of erasures $(1/p_s - 1/2)$ [2], [3], to a general Gilbert-Elliot channel setup.

The derived generating function allows also to obtain an expression for the complete PMF of the r.v. $Y$. As shown in (9), in fact, $G_Y(x)$ is given by the sum of a term of degree zero $(-p_s/(1 - p_s))$ and of a proper rational function. Let us denote for convenience the latter as $A(x)/B(x)$. Applying partial fraction decomposition, this ratio can be expressed as

$$-\frac{p_s}{1 - p_s} \cdot \frac{ax - 1}{1 - bx + cx^2} = \frac{u_1}{\rho_1 - x} + \frac{u_2}{\rho_2 - x}$$

A. Signal Flow Graph Analysis

A SFG consists of a set of nodes connected by directed weighted edges. Each node $v$ is associated to a variable, whose value is the weighted sum of the variables of nodes with a directed edge entering $v$. In other words, SFGs offer a graphical representation of systems of linear equations. Based on this parallel, a broad set of techniques have been proposed for their study [18]. Among these, Mason’s gain formula provides a simple algorithm to compute the direct dependency between two nodes’ variables – the so-called transfer function – through a visual inspection of the graph [19]. For Markov processes, SFGs are an effective tool to capture recurrence

$${8}\text{An interesting SFG-based approach to study linear penalty functions, i.e., AoI, for point-to-point M/G/1/1 preemptive queues can also be found in [17].}$$
where $\rho_1$ and $\rho_2$ are the roots of the degree-two denominator, while the combination coefficients $u_i$, $i = 1, 2$ evaluate to $u_i = -A(\rho_i)/B'(\rho_i)$, denoting by $B'(x)$ the first order derivative of $B(x)$. In turn, each of the two partial fractions can be conveniently expanded into a power series [20, Ch. 11]:

$$\frac{u_i}{\rho_i - x} = \frac{u_i}{\rho_i} \sum_{y=0}^{\infty} \left( \frac{x}{\rho_i} \right)^y.$$ 

Plugging these expressions into (9) we finally have

$$G_Y(x) = -\frac{p_s}{1-p_s} + \sum_{y=0}^{\infty} \left( \frac{u_1}{\rho_1^{y+1}} + \frac{u_2}{\rho_2^{y+1}} \right) x^y$$

which, recalling the definition of generating function given in (3) offers the sought PMF:

$$P_Y(y) = \frac{u_1}{\rho_1^{y+1}} + \frac{u_2}{\rho_2^{y+1}}, \quad y \geq 1.$$ 

Leaning on this result, a compact closed form expression of the peak violation probability for any penalty order $m$ immediately follows (7)

$$\Xi^{(m)}(\theta) = \frac{u_1\rho_1^{-|\theta^{1/m}|-1}}{\rho_1 - 1} + \frac{u_2\rho_2^{-|\theta^{1/m}|-1}}{\rho_2 - 1}. \quad (11)$$

Remark 1: To prove the ergodicity of $\Delta^{(m)}(t)$, consider the embedded process $\Delta^{(m)}_i$ and the discrete time MC $(C_t, \Delta^{(m)}_i)$ introduced at the beginning of this section. The infinite-state MC can easily be shown to be irreducible and aperiodic. Observe that the mean recurrence time of state $(G, 0)$ - where $G$ denotes good channel conditions - is $E[Y]$, which was shown to be strictly positive. Recalling that this is also the reciprocal of the stationary probability for the state, the existence of a proper distribution (and the ergodicity of the process) follows.

Remark 2: Observe that the knowledge of the PMF of the random variable $Y$ enables to derive the distribution of a broad class of functions of $Y$. This enables the analysis of age penalty function well beyond the power law adopted in this paper, by simply evaluating (5) accordingly.

IV. RESULTS AND DISCUSSION

The framework developed in Sec. III allows to study the behaviour of the considered SA system under any configuration of channel parameters and traffic generation intensity $\alpha$, as well as for any order $m$ of the penalty function. To shed light on the key emerging tradeoffs we focus on a setup with $n = 500$ users, and start by studying the average penalty function for $m = 2$. The metric is shown in Fig. 4 against the channel load $n\alpha$, i.e. the average number of users that transmit an update over a slot. The solid line refers to operations over an ideal channel with no erasures ($\gamma = 1, \beta = 0$, so that $\pi_G = 1$). In turn, non-solid lines are obtained for a channel which offers good conditions for a fraction $\pi_G = 0.8$ of the time. Specifically, we consider two insightful configurations. The former (dash-dotted line) is characterised by short bursts of erasures, with the average time spent by the channel in bad state prior to returning to a good state given by $1/\gamma = 2$ slots. The latter, instead, captures longer average periods of erasures, with $1/\gamma = 2000$ slots (dashed line).\footnote{We recall that the number of consecutive slots spent in bad state prior to moving back to a good one follows a geometric distribution of mean $\gamma^{-1}$. The two curves are obtained setting $\beta$ so to have an average time spent in good conditions $\pi_G = 0.8$.}$^3$ In all settings, the well-known behaviour of SA in terms of average information freshness metrics emerges [2], [3]. For low values of $\alpha$, $\Delta^{(2)}$ increases as the node generates updates too sporadically, whereas at higher channel loads performance degrades again as a result of network congestion (i.e., transmitted updates are lost due to collisions). The plot also highlights how average channel conditions determine the operating point that minimises the penalty function. Indeed, the optimal behaviour in terms of $\Delta^{(m)}$ is achieved by maximising the probability for a node to deliver an update over a slot, which, recalling (8) is given by $\pi_G\alpha(1-\pi_G\alpha)^{n-1}$. Regardless of the penalty order $m$, then, the channel load that minimises the average penalty readily evaluates to $1/\pi_G$.

On the other hand, Fig. 4 insightfully reveals the critical role played by the duration of erasure bursts. This is well exemplified by the dashed and dash-dotted lines in the plot, which, albeit being characterised by the same average channel conditions ($\pi_G = 0.8$), exhibit a remarkably different behaviour. In particular, an increase in the probability of undergoing longer periods of bad channel state has a detrimental effect on the average penalty function, regardless of the load. During such periods, in fact, no update can be delivered by the node, leading to a significant growth in the penalty undergone at the receiver. Notably, such an effect more than offsets the concurrent increase in the average duration of bursts of good channel conditions, resulting in worse information freshness.

This aspect is further explored in Fig. 5, where we consider $\pi_G = 0.8$ and a system operated at the optimal channel load $n\alpha = 1/\pi_G$. For different penalty orders $m$, the plot shows the ratio of the value of $\Delta^{(m)}$ obtained for a certain average duration of an erasure burst ($\gamma^{-1}$) to the value of the same penalty function achieved for $\gamma = 1$ (i.e., for the minimum possible burst duration). The plot offers additional insights, clarifying how the detrimental effect of longer periods of

\footnote{Note that, by setting $x = 0$ in (10), we obtain $u_1/\rho_1 + u_2/\rho_2 = p_0/(1-p_0)$ for any parameters configuration, so that $P_0(0) = 0$. This is expected, as at least one slot has to elapse between two successful updates.}
erases becomes more pronounced as $m$ increases, with the least impact experienced in terms of average AoI ($m = 1$).

The system behaviour in terms of peak violation probability is reported in Fig. 6, which shows $\Xi^{(2)}$ assuming $\pi_G = 0.8$ and a load $n\alpha = 1/\pi_G$. The impact of channel conditions is once more apparent, with distinct values of $\gamma$ leading to significantly different distribution tails. From this standpoint, the analysis clarifies how channels with shorter bursts of errors tend to favour the maintenance of fresh information at the receiver. In this perspective, the design of advanced update generation and delivery strategies emerges as a fundamental step forward, calling for the extension of early research results [4] to more complex channel models and to information freshness metrics that go beyond AoI. In conclusion, we observe that the presented framework also provides simple yet powerful metrics that go beyond AoI. In conclusion, we observe that the presented framework also provides simple yet powerful metrics that go beyond AoI.

**Example 1**: Consider an IoT system in which nodes share a SA channel to report sensed data to a gateway. Taking typical LoRaWan standard parameters, assume that time slots have duration of 136 ms (due to 32 bytes payload and transmission bandwidth of 125 kHz) and that each node generates an update on average every 5 minutes. In this setting, an operational constraint common to many applications is to keep the probability of exceeding a maximum level of a penalty function below a desired threshold. Assume for instance that AoI (i.e., $m = 1$) is of interest. Fig. 7 reports the number of nodes that can be supported not to exceed with probability lower than $10^{-3}$ the peak AoI value reported on the $x$-axis, obtained from (11).

References

[1] R. D. Yates, Y. Sun, D. R. Brown, S. K. Kaul, E. Modiano, and S. Ulukus, “Age of information: An introduction and survey,” IEEE J. Sel. Areas Commun., vol. 39, no. 5, pp. 1183–1210, May 2021.

[2] R. Yates and S. K. Kaul, “Status updates over unreliable multiaccess channels,” in Proc. IEEE ISIT, 2017.

[3] A. Munari, “Modern random access: an age of information perspective on irregular repetition slotted ALOHA,” IEEE Trans. Commun., vol. 69, no. 6, pp. 3572–3585, Jun. 2021.

[4] O. T. Yavaskan and E. Uysal, “Analysis of slotted ALOHA with an age threshold,” IEEE J. Sel. Areas Commun., vol. 39, no. 5, pp. 1456–1470, May 2021.

[5] A. Maatouk, M. Assaad, and A. Ephremides, “The age of incorrect information: an enabler of semantic-empowered communication,” 2020. [Online]. Available: http://arxiv.org/abs/2012.13214v1

[6] Y. Sun, Y. Polyanskiy, and E. Uysal, “Sampling of the Wiener process for remote estimation over a channel with random delay,” IEEE Trans. Inf. Theory, vol. 66, no. 2, pp. 1118–1135, Feb. 2020.

[7] E. Gilbert, “Capacity of a burst-noise channel,” The Bell System Technical Journal, vol. 39, no. 5, pp. 1253–1265, 1960.

[8] E. O. Elliott, “Estimates of error rates for codes on burst-noise channels,” Bell Syst. Tech. J., vol. 42, pp. 1977–1997, Sep. 1963.

[9] W. Turin, Digital transmission systems: performance analysis and modeling. McGraw-Hill Companies, 1999.

[10] M. Zorzi, R. R. Rao, and L. B. Milstein, “Error statistics in data transmission over fading channels,” IEEE Trans. Commun., vol. 46, no. 11, pp. 1468–1477, Nov. 1998.

[11] E. Lutz, M. Werner, and A. Jahn, Satellite systems for personal and broadband communications. Springer Science & Business Media, 2012.

[12] C. E. Shannon, “The theory and design of linear differential equation machines.” Princeton University, Princeton, N. J., Nat’l Defense Res. Com. Rept., Jan. 1942.

[13] N. Abramson, “The throughput of packet broadcasting channels,” IEEE Trans. Commun., vol. COM-25, no. 1, pp. 117–128, Jan. 1977.

[14] F. Chiarotti, O. Vikhrova, B. Soret, and P. Popovski, “Peak age of information distribution for edge computing with wireless links,” IEEE Trans. Commun., vol. 69, no. 5, pp. 3176–3191, May 2021.

[15] R. Devassy, G. Durisi, G. C. Ferrante, O. Simeone, and E. Uysal, “Reliable transmission of short packets through queues and noisy channels under latency and peak-age violation guarantees,” IEEE J. Sel. Areas Commun., vol. 37, no. 4, pp. 721–734, Apr. 2019.

[16] A. Kosta, N. Pappas, A. Ephremides, and V. Angelakis, “Age and value of information: Non-linear age case,” in Proc. IEEE ISIT, 2017.

[17] E. Najm and E. Telatar, “Status updates in a multi-stream M/G/1/1 preemptive queue,” in Proc. IEEE INFOCOM, 2018.

[18] C. Lorenz, “Theory and applications of signal flow graphs,” MIT Tech. Report, 1956.

[19] S. Mason, “Feedback theory – further properties of signal flow graphs,” Proceedings of the IRE, vol. 44, no. 7, pp. 920–926, Jul. 1955.

[20] W. Feller, An introduction to probability theory and its applications, Vol. 1. New York: Wiley, 1957.