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Abstract
We consider the Hausdorff dimension of planar Besicovitch sets for rectifiable sets \( \Gamma \), that is, sets that contain a rotated copy of \( \Gamma \) in each direction. We show that for a large class of Cantor sets \( C \) and Cantor-graphs \( \Gamma \) built on \( C \), the Hausdorff dimension of any \( \Gamma \)-Besicovitch set must be at least \( \min(2 - s^2, \frac{1}{s}) \), where \( s = \dim C \).
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1 | INTRODUCTION

It is well-known that Besicovitch sets in the plane (sets containing a unit line segment in every direction) can have zero Lebesgue measure, and must have Hausdorff dimension 2. It is natural to ask what happens for other curves in place of the line segment. For circular arcs, the problem is trivial, as we can rotate the circular arc around the center of the circle to obtain a Besicovitch set for that circular arc, of dimension 1. For other curves \( \Gamma \), it is worthwhile to ask first whether it is possible to obtain \( \Gamma \)-Besicovitch sets, sets containing a rotated (and translated) copy of \( \Gamma \) in every direction, of zero Lebesgue measure. In [2], Chang and the second author showed that for any rectifiable planar curve \( \Gamma \), there exists an “almost-\( \Gamma \)-Besicovitch set,” a set containing a rotated (and translated) copy of a full \( \mathcal{H}^1 \)-measure subset of \( \Gamma \) in each direction, of zero Lebesgue measure. In fact, they showed that \( \Gamma \) can be continuously turned around covering zero Lebesgue measure, if at each time moment, we are allowed to remove a set of \( \mathcal{H}^1 \)-null measure of \( \Gamma \). For closely related results about the problem of moving curves continuously while covering arbitrarily small measure, see [3] and [6].
The existence of the above-mentioned “almost-\(\Gamma\)-Besicovitch sets” of measure zero for rectifiable curves \(\Gamma\) suggests that it is interesting to consider the Hausdorff dimension of \(\Gamma\)-Besicovitch sets (or of “almost-\(\Gamma\)-Besicovitch sets,” one naturally expects that in terms of dimension, there is no difference between the two). It turns out that for sufficiently smooth curves, the answer is very satisfactory. As observed by Chang, it follows from the results of Zahl in [9] that for any \(C^\infty\) curve \(\Gamma\) that is not a circular arc, any \(\Gamma\)-Besicovitch set must have Hausdorff dimension 2. In fact, the same holds under the relaxed assumption that \(\Gamma\) is a \(C^3\) curve, see [8]. Curvature plays an important role here. Another interesting fact, which has been mentioned in [2], is that if \(\Gamma\) is a countable union of (not necessarily concentric) circles, then there exists a \(\Gamma\)-Besicovitch set of Hausdorff dimension 1. The next natural question could be: what happens for nonsmooth curves that behave differently from circular arcs? In fact, it would be interesting to consider objects whose behavior is much closer to the behavior of line segments than of circular arcs. Two immediately visible reasons for the special role of circular arcs are rotational symmetry and constant curvature. There is a third, probably most relevant aspect: the geometry of normal lines. As a special case of the results in [2], it is known that if \(\Gamma\) is a rectifiable set possessing a continuous tangent field, then \(\Gamma\) can be continuously turned around covering zero Lebesgue measure, if at each time moment \(t\), we are allowed to choose a line \(\ell_t\) and delete the points of \(\Gamma\) at which the normal line is equal to \(\ell_t\). When \(\Gamma\) is a line segment, all of its normal lines are parallel, while in case \(\Gamma\) is a circular arc, all of its normal lines point in different directions. Based on this, it would be interesting to consider rectifiable curves that, at almost every point, have parallel normal lines.

In this paper, as a first attempt in this direction, we consider Besicovitch sets of Cantor graphs. More precisely, we consider a large class of (nearly self-similar) Cantor sets \(C\) (see Subsection 2.1), and build rectifiable sets \(\Gamma\) on \(C\) that resemble Cantor-graphs (see Subsection 2.2). This is a generalization of the usual Cantor function, also known as Devil’s staircase built on the standard middle third Cantor set, noting that naturally, we only consider the Cantor-part of the graph (the horizontal line segments are not included). We show that the Hausdorff dimension of \(\Gamma\)-Besicovitch sets must be at least \(\min(2 - s^2, \frac{1}{s})\), where \(s = \dim C\). As it turns out, it is important that our objects possess some structure. In an upcoming paper, Altaf shows that for rectifiable graphs \(\Gamma\) built on general Cantor-type sets, the corresponding \(\Gamma\)-Besicovitch set can even have dimension 1.

The paper is organized as follows. In Section 2, we introduce the main setting: we define Besicovitch sets of general Cantor graphs built on Cantor sets, and we state our main result, Theorem 2.1. Section 3 contains the main body of our proof: the proof of Proposition 3.4. Finally, in Section 4 we include a standard argument that deduces the Hausdorff dimension bound of Theorem 2.1 from Proposition 3.4.

### 1.1 Notation

The 2-dimensional Lebesgue measure is denoted by \(\mathcal{L}\), and the 1-dimensional Lebesgue measure by \(\lambda\). The open ball of center \(x\) and radius \(r\) is denoted by \(B(x, r)\). For a set \(U \subset \mathbb{R}^n\), \(U(\delta) = \bigcup_{x \in U} B(x, \delta)\) denotes the open \(\delta\)-neighborhood of \(U\), and \(\text{diam}(U)\) denotes the diameter of \(U\). For any \(s \geq 0\), \(\delta \in (0, \infty]\), the \(s\)-dimensional Hausdorff \(\delta\)-premeasure is denoted by \(\mathcal{H}^s_\delta\), and the \(s\)-dimensional Hausdorff measure is denoted by \(\mathcal{H}^s\). We use the notation \(\dim A\) for the Hausdorff dimension of \(A \subset \mathbb{R}^n\). For the well-known properties of Hausdorff measures and dimension, see, for example, [4].

For a finite set \(A\), let \(|A|\) denote its cardinality. We write \(x \lesssim y\) for \(x \leq Cy\) where \(C\) is an absolute constant or a constant depending only on \(a\) and \(b\), where \(a, b\) are fixed constants, see the next
section. We write \( x \approx y \) if \( x \lesssim y \) and \( y \lesssim x \). Let \( \text{pr}_1, \text{pr}_2 \) denote the projections onto the \( x \) and \( y \) coordinate axes, respectively.

## 2 | THE SETUP AND OUR MAIN RESULT

### 2.1 | Cantor sets

We describe a general Cantor set construction, where the ratio of removed intervals will be fixed throughout the process. Let \( a \in \mathbb{N}, a \geq 3, b \in \mathbb{N}, 2 \leq b < a \), and let \( J = \{ d_0, d_1, \ldots, d_{b-1} \} \subset \{0, 1, \ldots, a - 1\} \) be a digit set such that \( 0 \leq d_0 \leq d_1 \leq \cdots \leq d_{b-1} \leq a - 1 \). Partition \([0,1]\) into \( a \) closed intervals \( I_0, \ldots, I_{a-1} \) of equal length (denoted this way from left to right). We keep \( I_{d_0}, \ldots, I_{d_{b-1}} \), and remove the interiors of the remaining \( a - b \) intervals. Let \( C_1 = I_{d_0} \cup I_{d_1} \cup \cdots \cup I_{d_{b-1}} \). We will iterate this process below to define \( C_n, n = 1, 2, \ldots \), such that the next digit set (of cardinality \( b \)) will be chosen independently in each subinterval in each step.

For each \( x_1 \in J \), let \( J_{(x_1)} \subset \{0, 1, \ldots, a - 1\} \) with \( |J_{(x_1)}| = b \). Whenever \((x_1 \ldots x_n)\) is a sequence of length \( n \) such that \( J_{(x_1\ldots x_n)} \) is already defined and \( x_{n+1} \in J_{(x_1\ldots x_n)} \), let \( J_{(x_1\ldots x_n x_{n+1})} \subset \{0, 1, \ldots, a - 1\} \) with \(|J_{(x_1\ldots x_n x_{n+1})}| = b \). For notational convenience, we write \( J = J_{(x_1 x_0)} \). Let

\[
C_n = \bigcup_{x_j \in J_{(x_1 \ldots x_{j-1})}, \sum_{j=1}^{n} \frac{x_j}{a^j}} \left[ \sum_{j=1}^{n} \frac{x_j}{a^j}, \sum_{j=1}^{n} \frac{x_j}{a^j} + \frac{1}{a^n} \right].
\]

By construction, \( C_n \) is a union of \( b^n \) intervals of length \( 1/a^n \), and the lengths of the gaps between the intervals in \( C_n \) are integer multiples of \( 1/a^n \). Let \( C = \bigcap_{n=1}^{\infty} C_n \), our Cantor set. By construction, \( C = \{ \sum_{j=1}^{\infty} \frac{x_j}{a^j} : x_j \in J_{(x_1 \ldots x_{j-1})} \ \forall \ j \} \). Let \( s = \log b / \log a = \dim C \). In the special case when each \( J_{(x_1 \ldots x_n)} = J \), \( C \) is a self-similar set.

### 2.2 | Cantor graphs

Now we define a general Cantor graph construction built on \( C \). Whenever \( J_{(x_1 \ldots x_n)} \) is defined, let \( \sigma_{(x_1 \ldots x_n)} : J_{(x_1 \ldots x_n)} \rightarrow \{0, 1, \ldots, b - 1\} \) be an arbitrary bijection. Define

\[
\Gamma = \left\{ \left( \sum_{j=1}^{\infty} \frac{x_j}{a^j}, \sum_{j=1}^{\infty} \frac{\sigma_{(x_1 \ldots x_{j-1})}(x_j)}{b^j} \right) : x_j \in J_{(x_1 \ldots x_{j-1})} \ \forall \ j \right\}.
\]

Note that in the special case when each \( \sigma_{(x_1 \ldots x_n)} \) is order preserving, \( \Gamma \) is the graph of a monotone function, in fact, it is the classical devil’s staircase graph built on \( C \). We also note that in some special cases \( \Gamma \) is not precisely a graph, as at the points \( x \) where the representation \( x = \sum_{j=1}^{\infty} \frac{x_j}{a^j} \) is not unique we might have two points above \( x \), but this is irrelevant for our purposes.

We list some well-known or easily verifiable properties of our Cantor graphs.

(i) \( \dim \Gamma = 1 \), and \( H^1 | \Gamma = \lambda | \text{pr}_2(\Gamma) \).

(ii) \( \Gamma \) is rectifiable, and for \( H^1 \)-almost all \( p \in \Gamma \), the tangent to \( \Gamma \) at \( p \) is vertical.
We will consider the natural approximation to $\Gamma$ consisting of $b^n$ rectangles of size $\frac{1}{a^n} \times \frac{1}{b^n}$:

$$\bigcup_{x_j \in I(x_{j-1}, x_{j}) : j = 1, \ldots, n} \left[ \sum_{j=1}^{n} x_j \frac{a_j}{a^n}, \sum_{j=1}^{n} x_j \frac{a_j}{a^n} + \frac{1}{a^n} \right] \times \left[ \sum_{j=1}^{n} \frac{\sigma(x_{j-1}, x_{j})}{b_j}, \sum_{j=1}^{n} \frac{\sigma(x_{j-1}, x_{j})}{b_j} + \frac{1}{b^n} \right].$$

For technical reasons, we will also consider the three times larger rectangles:

$$R_n = \bigcup_{x_j \in I(x_{j-1}, x_{j}) : j = 1, \ldots, n} \left[ \sum_{j=1}^{n} x_j \frac{a_j}{a^n} - \frac{1}{a^n}, \sum_{j=1}^{n} x_j \frac{a_j}{a^n} + \frac{2}{a^n} \right] \times \left[ \sum_{j=1}^{n} \frac{\sigma(x_{j-1}, x_{j})}{b_j} - \frac{1}{b^n}, \sum_{j=1}^{n} \frac{\sigma(x_{j-1}, x_{j})}{b_j} + \frac{2}{b^n} \right].$$

### 2.3 Besicovitch sets of Cantor graphs

We say that $E \subset \mathbb{R}^2$ is a $\Gamma$-Besicovitch set, if $E$ contains a rotated (and translated) copy of $\Gamma$ in every direction. That is, for every $\theta \in [0, \pi]$ there exists $\omega_\theta \in \mathbb{R}^2$ such that $E = \bigcup_{\theta \in [0, \pi]} \tau_\theta(\Gamma)$, where $\tau_\theta(z) = e^{i\theta}z + \omega_\theta$ for $z \in \mathbb{C}$. Here we used the identification $z = (z_1, z_2) \leftrightarrow z = z_1 + iz_2$ between $\mathbb{R}^2$ and $\mathbb{C}$ that will be used occasionally in the paper for convenience. Denote $\Gamma_\theta = \tau_\theta(\Gamma)$. Recall that $s = \dim C = \log b / \log a$. Our main result is the following.

**Theorem 2.1.** Let $E \subset \mathbb{R}^2$ be a Borel $\Gamma$-Besicovitch set. Then

$$\dim E \geq \min \left( 2 - s^2, \frac{1}{s} \right).$$

### 3 MAIN PROOF

Let $\delta = \frac{1}{a^n}$ for some $n \in \mathbb{N}$, and write $R = R_n = \bigcup_{i=1}^{b^n} T_i$ for the union of rectangles defined in (1), where the rectangles are indexed using their vertical order. That is, $\min \text{pr}_2(T_1) < \min \text{pr}_2(T_2) < \cdots < \min \text{pr}_2(T_{b^n})$, and $T_i$ is a rectangle of size $3\delta \times 3\delta^s$ for each $i$. By construction, it is easy to see that $\Gamma(\delta) \subset R$, and that $L(R) \leq 9\delta$. Write $R_\delta = \tau_\delta(R)$.

First we show that each fixed rectangle of $R$ can intersect at most 10 rectangles of $R_\delta$.

**Lemma 3.1.** Let $\theta \in [0, \pi]$ and $i \in \{1, \ldots, b^n\}$. Then

$$|\{ j \in \{1, \ldots, b^n\} : T_i \cap T_{j, \theta} \neq \emptyset \}| \leq 10.$$
Proof. We have $\text{diam} T_i = 3\sqrt{\delta^2 + \delta^{2s}} < 6\delta^s$. Let $j, j' \in \{1, \ldots, b^n\}$ with $j' - j > 10$. As $\min(\text{pr}_2(T_{j+1})) - \min(\text{pr}_2(T_j)) = \delta^s$ and $\lambda(\text{pr}_2(T_j)) = 3\delta^s$, we get that

$$d(T_{j,\delta}, T_{j',\delta}) = d(T_j, T_{j'}) \geq 10\delta^s - 3\delta^s > \text{diam} T_i.$$ 

This means that $T_{j,\delta}$ and $T_{j',\delta}$ cannot simultaneously intersect $T_i$. Therefore, if $T_{j-k,\delta}, T_{j-k+1,\delta}, \ldots, T_{j,\delta}, \ldots, T_{j+l-1,\delta}, T_{j+l,\delta}$ all intersect $T_i$, then we must have $j + l - (j - k) = l + k \leq 10$, and so

$$|\{j \in \{1, \ldots, b^n\} : T_i \cap T_{j,\delta} \neq \emptyset\}| \leq 10.$$  

□

We introduce a notation for the number of intersecting pairs of rectangles of $R$ and $R_\vartheta$, let

$$L(\delta, \vartheta) = |\{(i, j) \in \{1, \ldots, b^n\} : T_i \cap T_{j,\delta} \neq \emptyset\}| .$$ 

(2)

We note that by Lemma 3.1, $L(\delta, \vartheta) \lesssim |\{i : \text{ there is } j \text{ such that } T_i \cap T_{j,\delta} \neq \emptyset\}|$, and the constant in $\lesssim$ is independent of $\delta$ and $\vartheta$. Therefore, we trivially have $L(\delta, \vartheta) \lesssim \delta^{-s}$, which is the number of all the rectangles in $R$.

We also need the following very easy observation about intersecting rectangles.

**Lemma 3.2.** For any $\vartheta \in (0, 1]\), i, j, we have $\mathcal{L}(T_i \cap T_{j,\vartheta}) \lesssim \delta \cdot \delta^s$, and $\mathcal{L}(T_i \cap T_{j,\vartheta}) \lesssim \frac{\delta^{2}}{\vartheta}$.

**Proof.** Recall that $T_i$ and $T_{j,\vartheta}$ are $3\delta \times 3\delta^s$ rectangles with angle $\vartheta$ between their longer side, the first inequality is trivial as $\mathcal{L}(T_i) \lesssim \delta \cdot \delta^s$. The second statement is also trivial noting that the area of the intersection of two infinite strips of width $\delta$ with angle $\vartheta$ is at most $\frac{\delta^2}{\sin \vartheta} \lesssim \frac{\delta^2}{\vartheta}$. □

**Remark 3.3.** We have that $\frac{\delta^2}{\vartheta} > \delta \cdot \delta^s$ if and only if $\vartheta < \delta^{1-s}$, so the first bound in Lemma 3.2, although trivial, is actually useful for some angles.

Now we let $\delta_0 \leq 1$ be small enough (to be specified later), and fix $\delta \leq \delta_0$. Without loss of generality, we can assume that we only have rotated copies of $\Gamma$ with angle in $[0,1]$. Let $A$ be a maximal $\delta$-separated subset of $[0,1]$, it is easy to see that $|A| \approx \frac{1}{\delta}$.

The main result of this section is the following.

**Proposition 3.4.** For any $\delta \leq \delta_0$, we have

$$\sum_{\delta, \delta' \in A} \mathcal{L}(R_\delta \cap R_{\delta'}) \lesssim \max \left( \delta^{-s}, \delta^{1-s-2} \right) \cdot \log \left( \frac{1}{\delta} \right) .$$ 

(3)

Using the Cauchy–Schwarz inequality, Proposition 3.4 will easily yield the bound of Theorem 2.1 for (lower) Minkowski dimension, we include the details below. A standard pigeonholing argument can be used to prove the corresponding Hausdorff dimension bound, this will be carried out in Section 4.
Proof of Theorem 2.1 for (lower) Minkowski dimension. Let \( d = \min(2 - s^2, \frac{1}{s}) \). Using \( \bigcup_{\theta \in A} \Gamma_{\theta}(\delta) \subset E(\delta) \) and \( \Gamma_{\theta}(\delta) \subset R_{\theta} \) for each \( \theta \in A \), we have

\[
\sum_{\theta \in A} \mathcal{L}(\Gamma_{\theta}(\delta)) \leq \mathcal{L}\left( \bigcup_{\theta \in A} \Gamma_{\theta}(\delta) \right)^{1/2} \cdot \left( \sum_{\theta, \theta' \in A} \mathcal{L}(\Gamma_{\theta}(\delta) \cap \Gamma_{\theta'}(\delta)) \right)^{1/2} \leq \mathcal{L}(E(\delta))^{1/2} \cdot \left( \sum_{\theta, \theta' \in A} \mathcal{L}(R_{\theta} \cap R_{\theta'}) \right)^{1/2}.
\]

For the left-hand side, it is easy to see that \( \sum_{\theta \in A} \mathcal{L}(\Gamma_{\theta}(\delta)) \geq \frac{1}{\delta} \cdot \delta = 1 \), and by Proposition 3.4,

\[
\sum_{\theta, \theta' \in A} \mathcal{L}(R_{\theta} \cap R_{\theta'}) \lesssim \delta^{d-2} \cdot \log(1/\delta).
\]

This yields \( \mathcal{L}(E(\delta)) \gtrsim \delta^{2-d} \cdot \log(1/\delta) \), therefore the Minkowski dimension of \( E \) is at least \( d \).

We now turn to the proof of Proposition 3.4.

Proof of Proposition 3.4. We have

\[
\sum_{\theta, \theta' \in A} \mathcal{L}(R_{\theta} \cap R_{\theta'}) = \sum_{\theta, \theta' \in A, |\theta - \theta'| \geq \delta} \mathcal{L}(R_{\theta} \cap R_{\theta'}) + \sum_{\theta' \in A} \mathcal{L}(R_{\theta'}). \]

For the second term, we get

\[
\sum_{\theta' \in A} \mathcal{L}(R_{\theta'}) \lesssim \frac{1}{\delta} \cdot \delta = 1.
\]

Now we fix \( \theta' \), and for simplicity, we assume without loss of generality that \( \theta' = 0 \) and \( R_{\theta'} = R \). So, we need to give an upper bound for

\[
\sum_{\theta \in A, \theta \geq \delta} \mathcal{L}(R_{\theta} \cap R). \quad (6)
\]

Remark 3.5. Using the observation above Lemma 3.2, we can give an easy upper bound for (6). Namely, we get that

\[
\sum_{\theta \in A, \theta \geq \delta} \mathcal{L}(R_{\theta} \cap R) \lesssim \sum_{\theta \in A, \theta \geq \delta} L(\delta, \theta) \cdot \frac{\delta^2}{\theta} \lesssim \delta^{1-s} \log \left( \frac{1}{\delta} \right). \quad (7)
\]

This yields

\[
\sum_{\theta, \theta' \in A} \mathcal{L}(R_{\theta} \cap R_{\theta'}) \lesssim \delta^{-s} \cdot \log \left( \frac{1}{\delta} \right).
\]

Using the same standard argument as in the proof of Theorem 2.1, it follows that the Hausdorff dimension of \( \Gamma \)-Besicovitch sets is at least \( 2 - s \).
To improve this easy bound, we will improve the bound in (7) to
\[
\sum_{\theta \in A, \delta \geq \delta} L(R_{\theta} \cap R) \lesssim \max \left( \delta^{1-s^{2}}, \delta^{1/s-1} \right) \cdot \log \left( \frac{1}{\delta} \right).
\]

(8)

To do this, we will consider two substantially different cases: the small angle and the large angle cases. We say that
\[
\theta \begin{cases} 
\text{small if } & \delta \leq \theta \leq \min \left( \delta^{s}, \delta^{1-s} \right) =: \beta(\delta) =: \beta, \\
\text{large if } & \beta \leq \theta, \\
\text{very large if } & \gamma := \gamma(\delta) := \max \left( \delta^{s}, \delta^{1-s} \right) \leq \theta.
\end{cases}
\]

(9)

(10)

We have the following estimates for the number of intersecting pairs of rectangles.

**Lemma 3.6.** If \( \theta \) is small, then
\[
L(\delta, \theta) \lesssim \frac{1}{\delta^{s}} \cdot \max \left( \frac{\delta}{\theta^{s}}, \theta^{s} \right).
\]

**Lemma 3.7.** If \( \theta \) is large, then
\[
L(\delta, \theta) \lesssim \frac{1}{\delta^{s}} \cdot \max \left( \frac{r_{0}}{\theta^{s}}, \theta^{s} \right),
\]

moreover, if \( \theta \geq \delta^{1-s} \), then
\[
L(\delta, \theta) \lesssim \frac{1}{\delta^{s}} \cdot \frac{1}{\delta^{s^{2}}} \cdot \max \left( \frac{r_{0}}{\theta^{s}}, \theta^{s} \right),
\]

where \( r_{0} = \max(\theta^{1/s}, \theta^{1/(1-s)}) \).

We start with the proof of Lemma 3.6.

**Proof of Lemma 3.6.** Fix \( \theta \) such that \( \theta \in A, \delta \leq \theta \leq \beta \), and choose the unique \( m \in \{0, \ldots, n\} \) such that \( \theta \in (1/a^{m+1}, 1/a^{m}] \). Recall that \( R = \bigcup_{i=1}^{b_{n}} T_{i}, R_{\theta} = \bigcup_{i=1}^{b_{n}} T_{i,\theta} \). Fix \( T_{i} \) and \( T_{j,\theta} \) such that they intersect. For simplicity, let \( x, y \) denote the bottom left corners of \( T_{i} \) and \( T_{j} \), respectively, and let \( y_{\theta} \) be the bottom left corner of \( T_{j,\theta} \). We will use the following simple geometric lemma.

**Lemma 3.8.** Let \( \theta \in (0, 1] \) and assume that \( T_{i} \cap T_{j,\theta} \neq \emptyset \). Then
1. \( |pr_{2}(x - y_{\theta})| \leq 10 \delta^{s} \),
2. If \( \theta \leq \delta^{1-s} \), then \( |pr_{1}(x - y_{\theta})| \leq 10 \delta \).

**Proof of Lemma 3.8.** Clearly, \( |pr_{2}(x - y_{\theta})| \leq \lambda(pr_{2}(T_{i})) + \lambda(pr_{2}(T_{j,\theta})) = 3 \delta^{s} + \lambda(pr_{2}(T_{j,\theta})) \). Similarly, \( |pr_{1}(x - y_{\theta})| \leq \lambda(pr_{1}(T_{i})) + \lambda(pr_{1}(T_{j,\theta})) = 3 \delta + \lambda(pr_{1}(T_{j,\theta})) \). By simple planar geometry,
we have that \( \lambda(\text{pr}_2(T_{j,\theta})) \leq 3\delta^s |\cos \theta| + 3\delta |\sin \theta| \leq 6\delta^s \). Similarly, if \( \theta \leq \delta^{1-s} \), then \( \lambda(\text{pr}_1(T_{j,\theta})) \leq 3\delta^s |\sin \theta| + 3\delta |\cos \theta| \leq 3\delta^s \theta + 3\delta \leq 6\delta \) and the claim of Lemma 3.8 follows. \[\Box\]

By Lemma 3.8, as \( \theta \) is small, see (9), we have

\[
|\text{pr}_1(x - y_\theta)| \leq 10\delta, \|\text{pr}_2(x - y_\theta)| \leq 10\delta^s. \tag{11}
\]

For \( x = \left( \sum_{j=1}^n \frac{x_j}{a_j} - \frac{1}{a^n}, \sum_{j=1}^n \frac{\sigma(x_1...x_{j-1})(x_j)}{b^j} - \frac{1}{b^n} \right) \), we write \( x = x_{\text{large}} + x_{\text{small}} \), where

\[
x_{\text{large}} = \left( \sum_{j=1}^m \frac{x_j}{a_j}, \sum_{j=1}^m \frac{\sigma(x_1...x_{j-1})(x_j)}{b^j} \right),
\]

\[
x_{\text{small}} = \left( \sum_{j=m+1}^n \frac{x_j}{a_j} - \frac{1}{a^n}, \sum_{j=m+1}^n \frac{\sigma(x_1...x_{j-1})(x_j)}{b^j} - \frac{1}{b^n} \right). \tag{12}
\]

Similarly, write \( y = y_{\text{large}} + y_{\text{small}} \). Note that by construction,

\[
\text{pr}_2(x_{\text{large}}), \text{pr}_2(y_{\text{large}}) \text{ are integer multiples of } 1/b^m, \tag{13}
\]

\[
\text{pr}_2(x_{\text{small}}), \text{pr}_2(y_{\text{small}}) \text{ are integer multiples of } 1/b^n = \delta^s, \tag{14}
\]

\[
\text{pr}_1(x_{\text{large}}), \text{pr}_1(y_{\text{large}}) \text{ are integer multiples of } 1/a^m, \tag{15}
\]

\[
\text{pr}_1(x_{\text{small}}), \text{pr}_1(y_{\text{small}}) \text{ are integer multiples of } 1/a^n = \delta. \tag{16}
\]

Now we fix \( \xi \in \{x_{\text{small}} : x_{m+1}, \ldots, x_n \in J\} \), we have \( b^{n-m} \) choices for \( \xi \). Let \( M_\theta \) denote the number of pairs \((x, y)\) such that the corresponding rectangles \( T_i \) and \( T_{j,\theta} \) intersect and such that \( x_{\text{small}} = \xi \). Clearly,

\[
L(\delta, \theta) \leq b^{n-m} \cdot M_\theta \leq \frac{\theta^s}{\delta^s} \cdot M_\theta. \tag{17}
\]

Claim 3.9. We have

\[
M_\theta \leq \max \left( \frac{\delta}{\theta^{1+s}}, 1 \right). \tag{18}
\]

Proof of Claim 3.9. Suppose now that \((x, y)\) satisfy (11) and that \( x_{\text{small}} = \xi \). We will need the following simple geometric lemma.

Lemma 3.10. For any \( z \in \mathbb{C} \), we have

\[
(1) \ |\text{pr}_1(e^{i\theta}z) - \text{pr}_1 z| \leq |\theta| |z|,
\]

\[
(2) \ |\text{pr}_2(e^{i\theta}z) - \text{pr}_2 z| \leq |\theta| |z|,
\]

\[
(3) \ ||\text{pr}_1(e^{i\theta}z) - \text{pr}_1 z| - |\theta| \text{pr}_2 z|| \leq 2|\theta^2| |z|. \]

Proof. The simple proof is left to the reader. \[\Box\]
By (11), we have $|\text{pr}_2 y_\theta - \text{pr}_2 x| \leq 10\delta^s$. By (2) of Lemma 3.10 applied for $y$ and using that $|y| \leq 2$ (as $y \in R \subset [-\delta, 1 + \delta] \times [-\delta^s, 1 + \delta^s]$) as well as $y_\theta = e^{i\theta} y + \omega_\theta$, we have $|\text{pr}_2(e^{i\theta} y) - \text{pr}_2 y| \leq 2\delta$, and so

$$|\text{pr}_2 y - \text{pr}_2 x + \text{pr}_2(\omega_\theta)| = |\text{pr}_2 y - \text{pr}_2(e^{i\theta} y) + \text{pr}_2 y_\theta - \text{pr}_2 x| \leq 2\delta + 10\delta^s.$$ 

Using $\theta \leq \beta \leq \delta^s$, we get that

$$|\text{pr}_2 y - \text{pr}_2 x + \text{pr}_2(\omega_\theta)| \leq 12\delta^s.$$ 

By (13), $\text{pr}_2(y_{\text{small}}) \equiv \text{pr}_2 y \pmod{1/b^m}$ and $\text{pr}_2(x_{\text{small}}) \equiv \text{pr}_2 x \pmod{1/b^m}$. Therefore, as $x_{\text{small}} = \xi$, we have

$$\text{pr}_2(y_{\text{small}}) \equiv (\text{pr}_2 x - \text{pr}_2(\omega_\theta) + [-12\delta^s, 12\delta^s]) \pmod{1/b^m} = (\text{pr}_2(\xi - \text{pr}_2(\omega_\theta) + [-12\delta^s, 12\delta^s]) \pmod{1/b^m}). \quad (18)$$

Using (14) and the fact that $\text{pr}_2(y_{\text{small}}) \in [0, 1/b^m) - 1/b^n$, (18) implies that $\text{pr}_2(y_{\text{small}})$ can only take at most 25 different values. Consequently, as by construction, $\text{pr}_2(y_{\text{small}})$ uniquely determines $y_{\text{small}}$.

$$y_{\text{small}} \text{ can only take at most 25 different values.} \quad (19)$$

Fix $z$ to be one of these 25 different values.

Suppose now that $(x, y)$, and also $(x', y')$ satisfy (11) and that $x_{\text{small}} = \xi = x'_{\text{small}}$, $y_{\text{small}} = z = y'_{\text{small}}$. By (11), we have $|\text{pr}_1(x - x' - y_\theta + y'_\theta)| \leq 20\delta$. We also have

$$x - x' - y_\theta + y'_\theta = x - x' - e^{i\theta} y + e^{i\theta} y' = x - x' - e^{i\theta}(y - y').$$

By (3) of Lemma 3.10 applied to $y - y'$, we get

$$||\text{pr}_1(e^{i\theta}(y - y')) - \text{pr}_1(y - y')| - |\theta \text{pr}_2(y - y')|| \leq 2\theta^2|y - y'|.$$ 

As

$$|\text{pr}_1(x - x' - y + y') - \text{pr}_1(x - x' - y_\theta + y'_\theta)| = |\text{pr}_1(e^{i\theta}(y - y')) - \text{pr}_1(y - y')|,$$

we also get

$$||\text{pr}_1(x - x' - y + y') - \text{pr}_1(x - x' - y_\theta + y'_\theta)| - |\theta \text{pr}_2(y - y')|| \leq 2\theta^2|y - y'|. \quad (20)$$

As $|\text{pr}_1(x - x' - y_\theta + y'_\theta)| \leq 20\delta \leq 20/a^m$, $|\text{pr}_2(y - y')| \leq \theta \leq 1/a^m$, and $2\theta^2|y - y'| \leq 4\theta \leq 4/a^m$, we must have $|\text{pr}_1(x - x' - y + y')| \leq 25/a^m$.

Now we utilize $\text{pr}_1(x - x' - y + y') = \text{pr}_1(x - x' - y + y')_{\text{large}} + \text{pr}_1(x - x' - y + y')_{\text{small}}$. As by definition, $y_{\text{small}} = y'_{\text{small}}$ and $x_{\text{small}} = x'_{\text{small}}$, we have

$$\text{pr}_1(x - x' - y + y')_{\text{small}} = 0.$$

Therefore,

$$|\text{pr}_1(x - x' - y + y')_{\text{large}}| = |\text{pr}_1(x - x' - y + y')| \leq 25/a^m.$$
Finally, as by \((15)\), \(pr_1(x - x' - y + y')\) large is an integer multiple of \(1/a^m\), we have that

\[
pr_1(x - x' - y + y') \text{ can only take at most 51 different values.} \tag{21}
\]

Now, using \((20)\),

\[
|\theta \cdot p_2(y - y')| \leq |pr_1(x - x' - y + y')| + |pr_1(x - x' - y_\theta + y'_\theta)| + 2\delta^2 |y - y'| \leq |pr_1(x - x' - y + y')| + 24\delta.
\]

Similarly,

\[
|\theta \cdot p_2(y - y')| \geq |pr_1(x - x' - y + y')| - |pr_1(x - x' - y_\theta + y'_\theta)| - 2\delta^2 |y - y'| \geq |pr_1(x - x' - y + y')| - 24\delta.
\]

Combining these with \((21)\), we obtain that \(|\theta \cdot p_2(y - y')|\) is contained in the union of at most 51 intervals of length \(48\delta\). By construction, as \(y_{\text{small}} = y'_{\text{small}}\), \(p_2(y - y') = l/bm\) for some integer \(l\). We get that \(l\) is contained in the union of at most 51 intervals of length \(\frac{48\delta \cdot b^m}{\delta} \leq \delta/\delta r + 1\). As \(l\) is an integer, this means that the number of possible values of \(p_2(y - y')\) is \(\leq \max(\delta/\delta r + 1, 1)\). As \(p_2(y)\) uniquely determines \(y\), this means that the number of \(y\) such that \(y_{\text{small}} = z\) and \((11)\) holds for \(y\) and some \(x\), is \(\leq \max(\delta/\delta r + 1, 1)\). Taking all 25 values of \(z\) and using Lemma 3.1, by the definition of \(M_\theta\) we get

\[
M_\theta \lesssim \max \left( \frac{\delta}{\delta r + 1}, 1 \right)
\]

and the proof of Claim 3.9 concludes. \(\Box\)

Using \((17)\) and Claim 3.9, we get that

\[
L(\delta, \theta) \lesssim \frac{\delta^s}{\theta^s} \cdot M_\theta \lesssim \frac{\theta^s}{\delta^s} \cdot \max \left( \frac{\delta}{\delta^s + 1}, 1 \right) = \frac{1}{\delta^s} \cdot \max \left( \frac{\delta}{\theta^s}, \theta^s \right), \tag{22}
\]

and the proof of Lemma 3.6 concludes. \(\Box\)

**Proof of Lemma 3.7.** Fix \(\theta\) such that \(\theta \in A, \beta < \theta \leq 1\). For clarity, we will consider the \(s \leq 1/2\) and \(s > 1/2\) cases separately. Note that

\[
\beta = \begin{cases} 
\delta^s & \text{when } s \geq 1/2 \\
\delta^{1-s} & \text{when } s \leq 1/2.
\end{cases} \tag{23}
\]

Let

\[
r_0 = \begin{cases} 
\theta^{1/s} & \text{if } s \geq 1/2 \\
\theta^{1/(1-s)} & \text{if } s \leq 1/2.
\end{cases} \tag{24}
\]

Choose the unique \(t \in \mathbb{N}\) such that \(r_0 \in (1/a^{s+1}, 1/a^t]\), and let \(r = 1/a^t\). We have

\[
\theta = \min (r_0^s, r_0^{1-s}) \leq \min (r^s, r^{1-s}) =: \beta(r). \tag{25}
\]
The main idea is the following: We will apply the previous “small angle” case for \( r \) in place of \( \delta \), that is, for the approximation of \( \Gamma \) consisting of rectangles of size \( 3r \times 3r^s \) (note that \( r \) is larger than \( \delta \)). Moreover, we will show that inside each intersecting pair of rectangles of size \( 3r \times 3r^s \), there cannot be too many intersecting rectangles of size \( 3\delta \times 3\delta^s \).

First, using Lemma 3.6 for \( r \) in place of \( \delta \) which is valid by (25), we obtain that

\[
L(r, \theta) \lesssim \frac{1}{r^s} \cdot \max \left( \frac{r}{\delta}, \theta^s \right).
\] (26)

Second, using that each \( 3r \times 3r^s \) rectangle contains \( r^s/\delta^s \) many \( 3\delta \times 3\delta^s \) rectangles in our construction, we trivially have that

\[
L(\delta, \theta) \lesssim \frac{r^s}{\delta^s} \cdot L(r, \theta) \lesssim \frac{1}{\delta^s} \cdot \max \left( \frac{r}{\delta}, \theta^s \right) \lesssim \frac{1}{\delta^s} \cdot \max \left( \frac{r_0}{\theta}, \theta^s \right),
\] (27)

which is the first claim of Lemma 3.7. We will use this estimate when \( s > 1/2 \) and \( \theta \) is large but not very large, see (9) and (10).

Assume now that \( \theta \geq \delta^{1-s} \). This holds when \( s \leq 1/2 \) and \( \theta \) is large, and when \( s > 1/2 \) and \( \theta \) is very large. In this case, we will use the following lemma.

**Lemma 3.11.** Let \( \theta \geq \delta^{1-s} \). Then

\[
L(\delta, \theta) \lesssim \frac{r^s}{(\delta^s)^y} \cdot L(r, \theta).
\]

**Proof of Lemma 3.11.** We introduce another scale. Let \( \rho_0 = \theta \cdot \delta^s \), choose the unique \( k \in \mathbb{N} \) such that \( \rho_0 \in (1/a^{k+1}, 1/a^k] \), and let \( \rho = 1/a^k \). One can easily check that \( \delta \leq \rho_0 \leq r_0 \), and then \( \delta \leq \rho \leq r \). Recall that \( T_i, T_{j,\theta} \) denote rectangles of size \( 3\delta \times 3\delta^s \) in \( R, R_\delta \), respectively.

**Lemma 3.12.** Let \( S \) be a rectangle of \( R_k \) and let \( S'_\theta \) be a rectangle of \( R_k, \theta \) such that \( S \cap S'_\theta \neq \emptyset \). Then

\[
|\{(i, j) : T_i \subseteq S, T_{j,\theta} \subseteq S'_\theta, T_i \cap T_{j,\theta} \neq \emptyset\}| \leq 220a.
\]

**Proof of Lemma 3.12.** We will start by showing the following claim.

**Claim 3.13.** Assume that \( i, i', j, j' \) such that \( T_i \cap T_{j,\theta} \neq \emptyset, T_{i'} \cap T_{j',\theta} \neq \emptyset, T_i, T_{i'} \subseteq S, T_{j,\theta}, T_{j',\theta} \subseteq S'_\theta \). Then \( |i' - i| \leq 10a \) or \( |j' - j| \leq 10a \).

**Proof of Claim 3.13.** Let \( v \in \mathbb{R}^2 \) be a vector such that \( |\text{pr}_1 v| \leq 3\rho, |\text{pr}_2 v| \geq 8a\delta^s \). Let \( \alpha \) denote the angle of \( v \) and the vertical axis. We show that \( \alpha < \theta/2 \):

\[
\alpha \leq \tan \alpha = \frac{|\text{pr}_1 v|}{|\text{pr}_2 v|} \leq \frac{3\rho}{8a\delta^s} \leq \frac{3a\rho_0}{8a\delta^s} = \frac{3\theta \cdot \delta^s}{8\delta^s} < \frac{\theta}{2}.
\] (28)

Assume now for contradiction that \( |i' - i| > 10a \) and \( |j' - j| > 10a \), \( p \in T_i \cap T_{j,\theta}, q \in T_{i'} \cap T_{j',\theta} \), and let \( v = p - q \). By construction, \( |\text{pr}_1 v| \geq (10a + 1)\delta^s - 3\delta^s < 8a\delta^s \), and as \( p, q \in S \), we have \( |\text{pr}_1 v| \leq 3\rho \). So by (28), \( \alpha < \frac{\delta}{2} \).

Now let \( \ell' \) denote the vertical axis, \( \ell_\theta = e^{i\theta} \ell \), let \( \alpha_\theta \) denote the angle of \( v \) and \( \ell_\theta \), and let \( \text{proj}_{\ell_\theta} \), \( \text{proj}_{\ell_\theta^\perp} \) denote the orthogonal projection onto \( \ell_\theta \) and \( \ell_\theta^\perp \), respectively. By construction, similarly above, \( |\text{proj}_{\ell_\theta^\perp} v| \geq 8a\delta^s \). Moreover, as \( p, q \in S'_\theta \), \( |\text{proj}_{\ell_\theta^\perp} v| \leq 3\rho \). Similarly as in (28) above, we obtain that \( \alpha_\theta < \frac{\delta}{2} \). But clearly, \( \theta = \alpha + \alpha_\theta < \theta/2 + \theta/2 \), so we get a contradiction and the statement of Claim 3.13 follows.
Let \( i, i', j, j' \) as in the statement of Claim 3.13. Then without loss of generality, \(|i' - i| \leq 10a\). Therefore, the number of \( T_i \)'s contained in \( S \) that intersect some \( T_{j, \theta} \subset S'_{\theta} \) is at most \( 22a \). By Lemma 3.1, we know that for each \( T_i \) there are at most \( 10 \) \( T_{j, \theta} \) such that \( T_i \cap T_{j, \theta} \neq \emptyset \). So, we get that

\[
|\{(i, j) : T_i \subset S, T_{j, \theta} \subset S'_{\theta}, T_i \cap T_{j, \theta} \neq \emptyset\}| \leq 10 \cdot 22a = 220a
\]

and the proof of Lemma 3.12 concludes. \( \square \)

We are ready to finish the proof of Lemma 3.11. By Lemma 3.12, \( L(\delta, \theta) \leq L(\rho, \theta) \). As the number of \( 3\rho \times 3\rho^s \)-rectangles in our construction inside a fixed rectangle of size \( 3r \times 3r^s \) is \( \lesssim r^3/\rho^s \), clearly, we have \( L(\rho, \theta) \lesssim r^3/\rho^s \cdot L(r, \theta) \leq r^3/(\theta \delta^s)^3 \cdot L(r, \theta) \). Consequently, \( L(\delta, \theta) \lesssim \frac{r^3}{(\theta \delta^s)^3} \cdot L(r, \theta) \) and the proof of Lemma 3.11 concludes. \( \square \)

Combining (26) and Lemma 3.11, we obtain that

\[
L(\delta, \theta) \lesssim \frac{r^3}{(\theta \delta^s)^3} \cdot \frac{1}{r^3} \cdot \max \left( \frac{r}{\delta^s}, \theta^s \right) \leq \frac{1}{\delta^s} \cdot \frac{1}{\delta^s} \cdot \max \left( \frac{r}{\delta}, \theta \right)\]

which is the second statement in Lemma 3.7. \( \square \)

Using the upper bounds for \( L(\delta, \theta) \) obtained in Lemma 3.6 and 3.7, we now give an upper bound for \( L(R_\delta \cap R) \) and eventually for \( \sum_{\theta \in A, \delta \geq \delta} L(R_\delta \cap R) \).

Let \( \delta \) be small. Then by Lemmas 3.2 and 3.6, we have

\[
L(R_\delta \cap R) \lesssim \frac{1}{\delta^s} \cdot \max \left( \frac{\delta}{\delta^s}, \theta^s \right) \cdot \delta^{s+1} = \delta \cdot \max \left( \frac{\delta}{\delta}, \theta \right) .
\]

Summing up for small angles \( \theta \), we obtain

\[
\sum_{\theta \in A, \delta \geq \delta} L(R_\delta \cap R) \lesssim \sum_{\theta \in A, \delta \leq \delta} \delta \cdot \max \left( \frac{\delta}{\delta}, \theta \right) = \delta^2 \cdot \sum_{\theta \in A, \delta \leq \delta} \frac{1}{\delta} + \delta \cdot \sum_{\theta \in A, \delta \leq \delta} \theta^s .
\]

Easy computation gives that

\[
\sum_{\theta \in A, \delta \leq \delta} \frac{1}{\delta} \lesssim \frac{1}{\delta} \cdot \log \left( \frac{1}{\delta} \right) , \quad \sum_{\theta \in A, \delta \leq \delta} \theta^s \lesssim \frac{1}{\delta} \cdot \beta^{s+1} .
\]

Therefore, using the definition of \( \beta \), see (23), easy computation gives that

\[
\sum_{\theta \in A, \delta \leq \delta} L(R_\delta \cap R) \lesssim \delta \cdot \log \left( \frac{1}{\delta} \right) + \beta^{s+1} \lesssim \begin{cases} \delta \cdot \log \left( \frac{1}{\delta} \right) & \text{if } s \geq s_0 , \\ \delta^{s+1} \cdot \log \left( \frac{1}{\delta} \right) & \text{if } \frac{1}{2} \leq s \leq s_0 , \\ \delta^{1-s^2} \cdot \log \left( \frac{1}{\delta} \right) & \text{if } s \leq \frac{1}{2} , \end{cases}
\]
where $s_0 = \frac{\sqrt{5} - 1}{2}$. As $s(s + 1) \geq 1 - s^2$ when $s \geq 1/2$, we obtain
\[
\sum_{\delta \in A, \delta \geq \delta} \mathcal{L}(R_\delta \cap R) \lesssim \delta^{1-s^2} \cdot \log \left( \frac{1}{\delta} \right) \quad (32)
\]
for each $s$.

Now we consider the large angles. Assume first that $s \leq 1/2$. In this case, $\delta$ large implies that $\delta \geq \delta^{1-s}$, and $r_0 = \delta^{1/(1-s)}$, see (9), (23), and (24). By Lemma 3.2 and the second bound from Lemma 3.7 and using that $\delta^{1/(1-s)} \leq \delta^{s+1}$, we obtain
\[
\mathcal{L}(R_\delta \cap R) \lesssim \frac{1}{\delta^{s^2}} \cdot \max \left( \frac{\delta^{1/(1-s)}}{\delta^{s+1}}, 1 \right) \cdot \frac{\delta^2}{\delta} = \frac{\delta^{2-s^2}}{\delta}. \quad (32)
\]

Summing up for $\delta$, we get that
\[
\sum_{\delta \in A, \delta > \beta} \mathcal{L}(R_\delta \cap R) \lesssim \delta^{2-s^2} \cdot \sum_{\delta \in A, \delta > \beta} \frac{1}{\delta} \lesssim \delta^{1-s^2} \cdot \log \left( \frac{1}{\delta} \right). \quad (32)
\]

Now let $s > 1/2$, so $r_0 = \delta^{1/s}$, see (24). For $\delta \geq \delta^{1-s}$, we use the same bound from Lemma 3.7 as in the $s \leq 1/2$ case, and obtain that
\[
\mathcal{L}(R_\delta \cap R) \lesssim \frac{1}{\delta^{s^2}} \cdot \max \left( \frac{\delta^{1/s}}{\delta^{s+1}}, 1 \right) \cdot \frac{\delta^2}{\delta} \cdot \max \left( \frac{\delta^{1/s}}{\delta^{s+1}}, 1 \right). \quad (33)
\]

For $\beta = \delta^s \leq \delta \leq \delta^{1-s}$, we use the first bound from Lemma 3.7, and the first trivial bound from Lemma 3.2. Therefore,
\[
\mathcal{L}(R_\delta \cap R) \lesssim \frac{1}{\delta^s} \cdot \max \left( \frac{\delta^{1/s}}{\delta^s}, 1 \right) \cdot \delta^{s+1} = \delta \cdot \delta^s \cdot \max \left( \frac{\delta^{1/s}}{\delta^{s+1}}, 1 \right). \quad (34)
\]

Easy computation gives that $\frac{\delta^{1/s}}{\delta^{s+1}} \leq 1$ if and only if $s \leq s_0 = \frac{\sqrt{5} - 1}{2}$.

In the $s \leq s_0$ case, from (33) and (34) we obtain
\[
\mathcal{L}(R_\delta \cap R) \lesssim \begin{cases} \delta^{2-s^2} \cdot \frac{\delta^{1/s}}{\delta^s} & \text{for } \delta \geq \delta^{1-s}, \\ \delta \cdot \delta^s & \text{for } \delta^s \leq \delta \leq \delta^{1-s}, \end{cases}
\]
and then
\[
\sum_{\delta \in A, \delta > \beta} \mathcal{L}(R_\delta \cap R) \lesssim \sum_{\delta \in A, \delta > \delta^{1-s}} \frac{\delta^{2-s^2}}{\delta} + \sum_{\delta \in A, \delta \leq \delta^{1-s}} \delta \cdot \delta^s \lesssim \delta^{1-s^2} \log \left( \frac{1}{\delta} \right). \quad (35)
\]

Combining (32) with (35), we obtain the statement of (8) for $s \leq s_0$.

In the $s > s_0$ case, we get
\[
\mathcal{L}(R_\delta \cap R) \lesssim \begin{cases} \delta^{2-s^2} \cdot \frac{\delta^{1/s}}{\delta^{s+1}} & \text{for } \delta \geq \delta^{1-s}, \\ \delta \cdot \delta^s \cdot \frac{\delta^{1/s}}{\delta^{s+1}} & \text{for } \delta^s \leq \delta \leq \delta^{1-s}. \end{cases}
\]
Summing up for $\theta$, easy computation using that $1/s - s - 1 \leq 0$ as $s \geq s_0$ yields

$$\sum_{\theta \in A, \theta > \beta} \mathcal{L}(R_{\theta} \cap R) \leq \sum_{\theta \in A, \theta > \beta} \delta^{2-s^2} \delta^{1/s-s-2} + \sum_{\theta \in A, \delta^s \leq \theta \leq \delta^{1-s}} \delta \cdot \delta^{1/s-1} \lesssim \delta^{1/s-1}. \quad (36)$$

Combining (32) with (36), we obtain the statement of (8) for $s \geq s_0$ as well.

Finally, using (8), summing up for $\theta' \in A$ as well as accounting for (5), we get the statement of Proposition 3.4:

$$\sum_{\theta, \theta' \in A} \mathcal{L}(R_{\theta} \cap R_{\theta'}) \lesssim \frac{1}{\delta} \cdot \sum_{\theta \in A, \theta \geq \delta} \mathcal{L}(R_{\theta} \cap R) + 1 \lesssim \max \left( \delta^{s^2}, \delta^{1/s-2} \right) \cdot \log \left( \frac{1}{\delta} \right).$$

$\square$

### 4 PROOF OF THEOREM 2.1 FROM PROPOSITION 3.4

The proof is based on a standard pigeonholing argument. For the sake of completeness, we include the proof. Let $d = \min(2 - s^2, \frac{1}{s})$, fix $0 < \varepsilon < d$, and write $u = d - \varepsilon$. Let $K$ be a positive integer such that $\sum_{l=K}^{\infty} 1/l^2 < 1$ and $2a^{-K} \leq \delta_0$. Moreover, let $0 < \eta \leq 2a^{-K}$. We will show that $H_\eta^u(E) \geq \varepsilon$ 1 (independently of $\eta$), so dim $E \geq d$.

Let $E \subset \bigcup_{i=1}^{\infty} B(x_i, r_i)$ be any countable cover of $E$ consisting of disks with $2r_i \leq \eta \leq 2a^{-K}$ for all $i$. For any $l \geq K$, let

$$J_l = \{ i : a^{-l-1} < r_i \leq a^{-l} \}, \text{ and let } E_l = \left( \bigcup_{i \in J_l} B(x_i, r_i) \right) \cap E.$$ 

Then $E = \bigcup_{i=K}^{\infty} E_l$, and $E_l$ is covered by disks of radius $\approx a^{-l}$. Using a pigeonholing argument, we prove the following:

**Lemma 4.1.** There exists an integer $l \geq K$ such that

$$\lambda(\theta \in [0, 1] \setminus \mathcal{H}^l_\infty (E_l \cap \Gamma_\theta) \geq 1/l^2) \geq 1/l^2.$$ 

**Proof.** Assume for contradiction that no such $l$ exists. Then for each $l$,

$$\lambda(\theta \in [0, 1] \setminus \mathcal{H}^l_\infty (E_l \cap \Gamma_\theta) \geq 1/l^2) < 1/l^2,$$

and $\sum_{l=K}^{\infty} 1/l^2 < 1 = \lambda([0, 1])$, so these sets cannot cover $[0,1]$. We note that the measurability of the above sets can be checked similarly as in the proof of [4, Lemma 3.1]. Therefore, there exists $\theta$ such that for all $l \geq K$, $\mathcal{H}^l_\infty (E_l \cap \Gamma_\theta) < 1/l^2$. But then, using that by construction, $1 \leq \mathcal{H}^1_\infty ([0, 1]) \leq \mathcal{H}^1_\infty (\Gamma_\theta) \leq 1$, we have

$$1 = \mathcal{H}^1_\infty (\Gamma_\theta) \leq \sum_{l=K}^{\infty} \mathcal{H}^l_\infty (E_l \cap \Gamma_\theta) < \sum_{l=K}^{\infty} 1/l^2 < 1,$$

which contradicts the assumption. Therefore, there exists $l \geq K$ such that

$$\lambda(\theta \in [0, 1] \setminus \mathcal{H}^l_\infty (E_l \cap \Gamma_\theta) \geq 1/l^2) \geq 1/l^2.$$
which is a contradiction. □

Fix an $l$ obtained from Lemma 4.1, and let

$$A_0 = \{ \theta \in [0,1] : \mathcal{H}^1_\infty(E_l \cap \Gamma_\theta) \geq 1/l^2 \},$$

so we have $\lambda(A_0) \geq 1/l^2$. Letting $\Gamma_\theta = \Gamma_\theta \cap E_l$ for $\theta \in A_0$, by construction we have $\mathcal{H}^1_\infty(\Gamma_\theta) \geq 1/l^2$. Let $E = \bigcup_{\theta \in A_0} \Gamma_\theta \subset E_l \subset E$.

**Claim 4.2.** Let $\delta = a^{-l}$, where $l$ is fixed as above. Then $\lambda(E(\delta)) \gtrsim \frac{\delta^{2-d}}{\log^9(1/\delta)}$.

Assuming Claim 4.2 and using that by construction, $E(\delta) \subset \bigcup_{i \in J_l} B(x_i, r_i + \delta) \subset \bigcup_{i \in J_l} B(x_i, 2\delta)$, we get the following:

$$\frac{\delta^{2-d}}{\log^9(1/\delta)} \lesssim \lambda(E(\delta)) \lesssim \lambda(\bigcup_{i \in J_l} B(x_i, 2\delta)) \lesssim |J_l| \cdot \delta^2,$$

so $|J_l| \gtrsim \frac{\delta^{-d}}{\log^9(1/\delta)}$. Then we have

$$\sum_{i=1}^\infty (2r_i)^u \gtrsim \sum_{i \in J_l} (2r_i)^u \gtrsim \sum_{i \in J_l} (a^{-l})^u = |J_l| \cdot \delta^u \gtrsim \frac{\delta^{-d+\varepsilon}}{\log^9(1/\delta)} = \frac{\delta^{-\varepsilon}}{\log^9(1/\delta)} \gtrsim 1.$$  

This means that $\mathcal{H}^u_\eta(B) \gtrsim 1$, and the proof concludes.

**Proof of Claim 4.2.** Let $\tilde{R}_\theta = \Gamma_\theta \subset \Gamma_\theta \subset R_\theta$ for $\theta \in A_0$. Then $\bigcup_{\theta \in A_0} \tilde{R}_\theta = E(\delta)$. Let $\tilde{A}$ be a maximal $\delta$-separated subset of $A_0$. Then clearly, $A_0 \subset \bigcup_{\theta \in \tilde{A}} (\theta - \delta, \theta + \delta)$. Therefore, we get $\lambda(A_0) \lesssim |\tilde{A}| \cdot \delta$, and by the definition of $A_0$ and $\delta$, we obtain that

$$|\tilde{A}| \gtrsim \lambda(A_0) \cdot \delta^{-1} \gtrsim \frac{1}{l^2} \cdot \delta^{-1} \gtrsim \frac{1}{\log^2(1/\delta) \cdot \delta}. \quad (37)$$

By the Cauchy–Schwarz inequality, and using that trivially, $\bigcup_{\theta \in \tilde{A}} \tilde{R}_\theta \subset E(\delta)$ and $\tilde{R}_\theta \subset R_\theta$, we get the following:

$$\sum_{\theta \in \tilde{A}} \mathcal{L}(\tilde{R}_\theta) \lesssim \mathcal{L}\left(\bigcup_{\theta \in \tilde{A}} \tilde{R}_\theta\right)^{1/2} \cdot \left(\sum_{\theta, \theta' \in \tilde{A}} \mathcal{L}(\tilde{R}_{\theta'} \cap \tilde{R}_\theta)\right)^{1/2} \lesssim \mathcal{L}(E(\delta))^{1/2} \cdot \left(\sum_{\theta, \theta' \in \tilde{A}} \mathcal{L}(R_{\theta'} \cap R_\theta)\right)^{1/2}. \quad (38)$$

By Proposition 3.4 applied for the above $\delta$ and $A = \tilde{A}$, we have

$$\sum_{\theta, \theta' \in \tilde{A}} \mathcal{L}(R_{\theta} \cap R_{\theta'}) \lesssim \delta^{d-2} \cdot \log^9(\frac{1}{\delta}). \quad (39)$$
It remains to prove a lower bound for the left-hand side of the Cauchy–Schwarz inequality. Let $N(X, \delta)$ denote the smallest number of $\delta$-disks needed to cover $X \subset \mathbb{R}^2$. Then $H^1_{\infty}(X) \leq N(X, \delta) \cdot 2\delta$ and $\mathcal{L}(X(\delta)) \geq N(X, \delta) \cdot \delta^2$. Therefore, we have
\[ \mathcal{L}(\tilde{R}_\delta) = \mathcal{L}(\tilde{\Gamma}_\delta(\delta)) \geq N(\tilde{\Gamma}_\delta, \delta) \cdot \delta^2 \geq H^1_{\infty}(\tilde{\Gamma}_\delta) \cdot \delta \geq \frac{\delta}{\log^2(1/\delta)}. \]

Summing up for $\delta \in \tilde{A}$ and using (37), we get
\[ \sum_{\delta \in \tilde{A}} \mathcal{L}(\tilde{R}_\delta) \geq |\tilde{A}| \cdot \frac{\delta}{\log^2(1/\delta)} \geq \frac{1}{\log^4(1/\delta)}. \quad (40) \]

Finally, combining (38), (39), and (40) we get
\[ \mathcal{L}(\tilde{E}(\delta)) \geq \frac{1}{\log^8(1/\delta)} \cdot \frac{1}{\log(1/\delta)} \cdot \delta^{2-d} = \frac{\delta^{2-d}}{\log^9(1/\delta)}, \]
and this was the statement of Claim 4.2.
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