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Abstract

Objective: We introduce Phe2vec, an automated framework for disease phenotyping from electronic health records (EHRs) based on unsupervised learning. We assess its effectiveness against standard rule-based algorithms from the Phenotype KnowledgeBase (PheKB).

Materials and Methods: Phe2vec is based on pre-computing embeddings of medical concepts and patients’ longitudinal clinical history. Disease phenotypes are then derived from a seed concept and its neighbors in the embedding space. Patients are similarly linked to a disease if their embedded representation is close to the phenotype. We evaluated Phe2vec using 49,234 medical concepts from structured EHRs and clinical notes from 1,908,741 patients in the Mount Sinai Health System. We assessed performance on ten diverse diseases having a PheKB algorithm, and one disease without, namely Lyme disease.

Results: Phe2vec phenotypes derived using Word2vec, GloVe, and Fasttext embeddings led to promising performance in disease definition and patient cohort identification as compared with standard PheKB definitions. When comparing head-to-head Phe2vec and PheKB disease patient cohorts using chart review, Phe2vec performed on par or better in nine out of ten diseases in terms of predictive positive values. Additionally, Phe2vec effectively identified phenotype definition and patient cohort for Lyme disease, a condition not covered in PheKB.

Discussion: Phe2vec offers a solution to improve time-consuming phenotyping pipelines. Differently from other automated approaches in the literature, it is fully unsupervised, can easily scale to any disease and was validated against widely adopted expert-based standards.

Conclusion: Phe2vec aims to optimize clinical informatics research by augmenting current frameworks to characterize patients by condition and derive reliable disease cohorts.
1. Objective

Building cohorts for observational experiments requires the reliable identification of patients with the disease of interest. This is difficult to achieve with electronic health records (EHRs) because of data fragmentation and lack of specific inclusion criteria. Diagnoses, in fact, can stem from many forms: documented in a chart note by a physician, in International Classification of Diseases, 9th and 10th revision (ICD-9/10) codes, or as results of a lab test. Depending on the disease, varying data modalities can be better or worse at reflecting reliable diagnosis [1]. For example, a majority of patients with atrial fibrillation are identifiable from their medications, whereas for patients with rheumatoid arthritis, medications are far less useful for classification. Input errors, coding and reporting biases, data availability, sparsity and data structure also present further challenges to accurately identifying patient cohorts [2].

Acknowledging these challenges, EHR-based phenotyping is a computational task to identify key medical concepts in the patient data that consistently and robustly define a disease from EHR data. This is commonly done by applying rule-based algorithms that specify the inclusion or exclusion of certain ICD codes, ranges of laboratory tests, certain medication prescriptions, or the presence of phrases in clinical notes. Phenotyping algorithms are manually built by researchers with advanced knowledge of the specific disease or phenotype of interest, and require validation through manual chart review by experts [3] before being deposited in the Phenotype KnowledgeBase (PheKB) [4]. The Electronic Medical Records and Genomics (eMERGE) consortium led the effort in defining, implementing, and validating such algorithms for a number of diseases [5,6]. While effective, implementing a PheKB algorithm on a new dataset is time-intensive as it requires data of varying formats and specific laboratory or clinical information. They also have limited scalability due to the nature of their curated design based on expert knowledge and for a single disease at a time. Consequently, the number of diseases that have public PheKB algorithms is limited, with only 46 diseases or syndromes represented as of July 2020 [7].

Automated phenotyping provides a more rapid and scalable alternative if it can achieve the same robustness as rule-based algorithms [8]. Previous work in this domain used supervised and unsupervised machine learning to derive phenotypes for several diseases, with different strengths and limitations [9–20]. Supervised models rely on classifiers based on manually-labeled gold standards for each specific disease, which is time-consuming and not scalable. Unsupervised approaches discover phenotypes purely from the data, trying to aggregate medical concepts commonly appearing together in the patient records. While more scalable, these approaches are difficult to tune, often rely on defining in advance the number of phenotypes, require manual reviews of the disease definitions and might fail to capture co-occurrences related to less frequent diseases. While innovative and promising, these works were not benchmarked against gold standard phenotyping algorithms, i.e., PheKB, to appropriately assess their reliability for identifying cohorts of patients associated with a disease.

This paper presents Phe2vec, a scalable unsupervised learning framework based on neural networks for EHR-based phenotyping. Phe2vec derives vector-based representations, i.e., embeddings, of medical concepts to define the disease phenotypes using the semantic closeness in the embedding space to a seed concept (e.g., an ICD code) [17]. Embeddings are then aggregated at the patient-level to identify populations related to a specific disease based on distance from the phenotype in the embedding space. Experiments based on manual chart review
show that Phe2vec performs, at least, as good as PheKB for different and diverse diseases and is capable of seamlessly creating reliable phenotypes also for diseases not covered by PheKB. To the best of our knowledge, this is one of the first head-to-head comparisons between an automated phenotyping method and current gold-standard rule-based algorithms. Based on unsupervised embeddings of medical concepts, Phe2vec can also potentially be leveraged as the first layer of clinical predictive learning systems and can be elegantly extended to include other modalities of data, leading to phenotypes related to a holistic view of the diseases.

2. Materials and Methods
   
   This section presents Phe2vec, briefly reviews PheKB, and describes the pipeline implemented for evaluation and comparison.

2.1. Phe2vec
   
   Figure 1 summarizes the conceptual framework of Phe2vec, an automated phenotype algorithm that creates low-dimensional representations (i.e., embeddings) of the medical concepts from longitudinal EHRs [17]. These representations put all concepts from both structured and unstructured EHRs in a common phenotype space where association is inversely proportional to pairwise distance (Fig. 1A). A disease phenotype is defined as a seed concept and its neighborhood. Embeddings are then used to summarize patient history and measure their relatedness with the phenotype using distance analysis (Fig. 1B).
Figure 1: Phe2vec framework. (A) An embedding algorithm creates low-dimensional vector-based representations of medical concepts from longitudinal EHRs. (B) Disease phenotypes are defined considering a seed concept (e.g., an ICD code) and its neighbors in the embedding space. A patient’s clinical history is summarized aggregating all the medical concept embeddings. This representation is used to measure the distance of the patient with the phenotype in the vector space to determine the association with the disease.

Medical Concept Embeddings

Longitudinal EHRs are organized into an irregularly-sampled temporal sequence, where concepts adjacent to each other in the sequence cluster together in the learned metric space. To this end, we first partition the patient data time intervals composed by N days. Second, we remove duplicates from each time interval and third, we random-shuffle the concepts in each interval [21]. This is done to reduce biases related to how the data are inserted in the system. Each time interval represented as a sequence of unique medical concepts is then considered as a “sentence” (where each medical concept is a “word”) and can be modeled, e.g., using embedding algorithms from the NLP literature, such as Word2vec [22], GloVe [23] and FastText [24]. Regardless of the
specific algorithm, after training, every medical concept is represented as a low-dimensional vector, with all the medical concepts mapped in the same metric space.

**Definition of Disease Phenotypes**

The phenotype definition for a disease is created from medical concept embeddings by exploring the neighborhood of a specific seed query, for example the general ICD code that is related to the specific condition. The size of the neighborhood can be tuned differently based on the disease but, in order to reduce noise, is limited to the concepts within a certain distance from the seed concept.

**Patient Representation**

Patient clinical histories are summarized by aggregating medical concept embeddings. In particular, for each time interval in the patient clinical history (i.e., the “sentence”), we compute the weighted average of all medical concept embeddings within that sentence and subtract the projections of the average vectors on their first principal component [25]. This serves to remove the largely shared components from the vectors, leading to more discriminative aggregated representations. The weight of each medical concept \( w \) is defined as \( 1 / (1 + p(w)) \), with \( p(w) \) being the estimated medical concept frequency across the dataset, leading to lower weights for frequent medical concepts. Every patient is then characterized by a sequence of aggregated embeddings as “patient sentence embeddings” (PSE).

**Automated Definition of Disease Patient Cohorts**

To quantify the association between a patient and a disease, we compute the distance between each medical concept in the disease phenotype and each PSE in the patients’ clinical history. Then, for each concept in the phenotype, we take the closest PSE and average all these distances to obtain the aggregated score. Lastly, the latter is transformed to an adjacency measure by applying the inverse of the exponential function. We refer to this aggregated score as “phenotype score”.

**2.2. PheKB: a Phenotype KnowledgeBase**

PheKB is a collection of phenotyping algorithms built by experts for a variety of diseases, which are widely considered the gold standards of EHR-based phenotyping. This effort was initiated within the eMERGE Network in 2012 and is continuously enhanced as needs are identified and the field advances [4]. Each algorithm is composed by a manually built set of inclusion and exclusion criteria that are used to define a certain condition and to identify patients within a cohort of EHRs. The data types commonly included in the rules are related to ICD codes, medications, Current Procedural Terminology, version 4 (CPT-4) procedure codes, descriptions for laboratory tests and vital signs, demographic information such as age and race, and words and phrases extracted from clinical notes.

After assessing the feasibility of creating a specific disease algorithm within the eMERGE Network, the clinical site develops, implements, and tests the algorithm before sharing it on PheKB for iterative feedback and revision. Uploaded documents typically include full descriptions...
of the computable algorithms including data types used, execution logic and variable dependencies, data definitions, performance metrics, and descriptive graphics. Each algorithm's performance is validated within different clinical repositories for establishing transportability to a large number of collaborating sites. Once the algorithm is marked as “final” by the author, it is made available to the whole community. Researchers in other institutions can then follow the logic and rules defined to retrieve cohorts of patients in their EHRs.

2.3. Evaluation Design

Figure 2 highlights the study design to compare Phe2vec and PheKB on different diseases using EHRs from a large-scale hospital system.

![Figure 2: Study design to compare Phe2vec, an automated phenotyping algorithm, to PheKB, a bank of manually-derived phenotyping rules, on different diseases using EHRs from a large-scale hospital system.](image)

**Dataset**

We used de-identified EHRs from the Mount Sinai Health System (MSHS) data warehouse; the study was approved under IRB-19-02369 by the Program for the Protection of
Human Subjects at the Icahn School of Medicine at Mount Sinai. MSHS is a large and diverse urban hospital located in New York, NY, which generates a high volume of structured, semi-structured, and unstructured data from inpatient, outpatient, and emergency room visits. Patients in the system can have up to 15 years of follow-up data unless they are transferred or move their residence away from the hospital system. We accessed a de-identified version of the data containing ~4.5 million patients, spanning the years from 1980 to 2016.

For each patient, we aggregated ICD-9 diagnosis codes, medications normalized to RxNorm, CPT-4 procedure codes, vital signs, and lab tests normalized to Logical Observation Identifiers Names and Codes (LOINC). ICD-10 codes were mapped back to the corresponding ICD-9 versions. We preprocessed clinical notes using a tool based on the Open Biomedical Annotator to extract clinical concepts from the free text [26,27]. The vocabulary was composed of 57,464 clinical concepts.

We retained all patients with at least two concepts, resulting in a collection of 1,908,741 different patients, with an average of 88.7 records per patient. In particular, the cohort included 1,068,940 females, 820,239 males, and 19,562 not declared; the mean age of the population as of 2016 was 48.33 years (s.d. = 23.71). We used 300,000 random patients for training the medical concept embeddings and the remaining 1,608,741 patients for testing. We decided on this split because we wanted to evaluate the phenotype algorithms on retrieving cohorts of patients from a large population.

Diseases

We selected diseases from PheKB by filtering publicly available algorithms by “Type of Phenotype” equal to “Disease or Syndrome” and retaining only those referring to diseases, but not syndromes (e.g., “dementia”, but not “hearing loss or migraine”). From this set we identified ten diseases for the evaluation: abdominal aortic aneurysm (AAA), atrial fibrillation, attention deficit hyperactivity disorder (ADHD), autism, Crohn’s disease, dementia, herpes zoster, multiple sclerosis, sickle cell disease, and type 2 diabetes mellitus (T2D). We selected diseases with algorithms that could be implemented with the MSHS data available for this project and were well represented in the dataset. We also included Lyme disease in the experiment as an example of a medical condition not included in PheKB.

Implementation Details

We learned medical concept embeddings using the 300,000 patients in the training set. We tested a large number of configurations (e.g., window size N ranging from 3 to 60 days; embedding dimensions spanning from 10 to 1,000; minimum concept frequency from 2-10). We trained different embeddings using Word2vec, GloVe, and FastText. We trained Word2vec and FastText with skip-gram and negative sampling [28], while GloVe was trained with the standard configuration [23]. We optimized hyperparameters of all models by measuring the clinical relevance of the neighbors in the embedding space of all ICD codes in the vocabulary [21]. In particular, we used the Clinical Classification System (CCS), single level, to group ICD codes into higher-level clinically meaningful categories. We then evaluated whether and to which extent the nearest neighbors of each ICD code included other ICD codes from the same CCS group. For
brevity here we report only the best setting derived from this preliminary analysis which was then used in the rest of the evaluation.

For each patient trajectory, we used time intervals of N=15 days and retained all concepts appearing at least three times. We obtained embeddings with size equal to 200 for 49,234 medical concepts. Each patient in the test set was then summarized as a sequence of PSEs covering non-empty 15 days intervals along the clinical trajectory. We used cosine distance to measure relationships in the phenotype space for both medical concepts and patients.

PheKB algorithms were implemented for the ten diseases selected by including in the phenotypes all the medical concepts specified for each disease and that were available in the dataset (Supplementary Table 1). We were able to successfully implement all algorithms with only a few minor specifications. More details about the implementations are available in the Supplementary Material. While some of these algorithms include inclusion criteria for a control group, we focused only on case selection. For algorithms that differentiated cases into several types, we simply aggregated all types. The medical concepts associated with each disease phenotype are reported in Supplementary Table 2.

Phenotype Evaluation

For each disease we defined phenotypes by starting from the associated ICD code (Supplementary Table 3) and retaining the top K closest concepts in the embedding space (i.e., “neighbors”). PheKB patients were retrieved by considering all the patients satisfying the logic defined in each disease phenotype. These algorithms do not specify a score, consequently patients were not ranked and were treated as equally associated with the disease.

3. Results

We compared Phe2vec and PheKB phenotypes in terms of phenotype definition and automated disease cohort selection. We then evaluated Phe2vec in the task of generating a phenotype for Lyme disease, a condition as of yet not implemented in PheKB.

Disease Phenotype Analysis

To assess the performance of Phe2vec in building phenotypes, for each disease, we evaluated the overlap between the medical concepts retrieved from the seed neighbors and those in PheKB. Since the number of concepts in a PheKB definition (i.e., R) varies across diseases, we evaluated different neighbors with sizes equal to percentages of R of the corresponding disease (R%) [18]. We measured precision and recall per disease, where precision is the number of correct positive results divided by the number of all positive results, and recall is the number of correct positive results divided by the number of positive results that should have been returned. Results averaged over the ten diseases are reported in Figure 3. Overall, phenotypes obtained with Word2vec as an embedding algorithm led to better performances compared to GloVe and FastText. At recall level (R% = 100), Word2vec obtained an F-score (harmonic mean of precision and recall) equal to 0.41, compared to 0.28 and 0.38 of GloVe and FastText, respectively. The phenotypes most related to PheKB were obtained for autism, dementia and sickle cell disease, while AAA and herpes zoster obtained the worst results.
Figure 3: Precision (A) and recall (B) obtained by phenotypes derived with Phe2vec when matched against PheKB averaged over the diseases. For each disease, we considered different neighborhoods of the corresponding seed concept with sizes equal to percentages of the recall level (R%), which is the number of concepts in the PheKB phenotypes.

Figure 4 visualizes the (a) phenotype space generated by Phe2vec with Word2vec embeddings using UMAP (Uniform Manifold Approximation and Projection for dimension reduction [29]) and highlights the phenotypes created for (b) T2D and (c) dementia. See Supplementary Figure 1 for the phenotype space of the other diseases considered. As it can be seen, most of the concepts are clinically related to the condition and create a “disease definition” that can be used to better identify cohorts of case/control patients in the dataset.
Figure 4: Uniform Manifold Approximation and Projection (UMAP) visualization of the EHR-based phenotype space generated by Phe2vec with Word2vec embeddings (A). Phenotypes for type 2 diabetes mellitus (B) and dementia (C). Seed concepts are colored in black, while concepts in the phenotypes are colored in purple.

Disease Cohort Selection

We used phenotypes based on embeddings to retrieve cohorts of patients for each disease. We defined a disease phenotype by retaining the seed concept and its closest neighbors. In a practical scenario, a domain expert would choose the optimal number of concepts. Here, for the sake of generalization, we retained concepts with phenotype scores greater than 0.7. This value was chosen to reduce noise in the phenotype definition, while still including at least five concepts per disease. We computed phenotype scores between patients and diseases, and we evaluated annotation and retrieval performances against cohorts retrieved with PheKB. We also included in the experiment an approach based on a bag of concepts (“BoCon”), which counts the frequency of the phenotype concepts in the patient history. Results averaged over the ten diseases are presented in Table 1. The annotation experiment relies on a threshold to discriminate between “phenotype” vs. “non-phenotype”, with scores greater than this threshold identifying patients with the phenotype of interest. In order to choose a value independently and ensure generalizability, for this task we organized a 2-fold cross-validation experiment where we randomly split the dataset in half, obtaining two independent cohorts of ~800,000 patients that we
used to train and test the threshold (and vice versa). During training, for each disease, we ranged
the value from 0.1 to 1, with 0.05 increments, and retained the threshold leading to the best results
across all diseases in the training set. We then applied that value to the corresponding test sets
to annotate patients with the phenotypes and evaluate results in terms of F-score averaged across
the two folds. For BoCon, we annotated the disease for all patients with at least one concept from
the corresponding phenotype. In the retrieval experiment, for each disease, we sorted all 1.6M
patients by the distance with the phenotype and measured the position in the ranking of the
PheKB patients. We report precision at the recall level (R-precision) and the area under the
precision and recall curve (AUC-PR). R-precision measures the number of positive patients in the
top R position of the rank, where R is the number of true patients associated with the disease.
The PR curve is a plot of precision and recall for different thresholds; AUC-PR is computed by
integrating the PR curve. As seen, methods based on Phe2vec outperforms BoCon for all metrics
and embeddings. Using phenotypes composed by multiple medical concepts leads to better
results than simply using the seed concept. While expected, this indicates the need of inclusive
phenotypes methods that overcome limitations of ICD codes. As in the previous experiment,
Phe2vec based on Word2vec overall obtains slightly better results than using other embedding
models. This setting also obtains statistically significant better results than BoCon (t-test, p=0.05).
From now on we will generally refer to this configuration as “Phe2vec”. Table 2 shows results
obtained for each disease using Phe2vec (see Supplementary Tables 4-6 for the results
obtained using GloVe, FastText and BoCon, respectively).

| Seed Code | F-score | R-precision | AUC-PR |
|-----------|---------|-------------|--------|
| BoCon     | 0.42    | 0.39        | 0.53   |
| Word2vec  | 0.50    | 0.52        | 0.59   |
| GloVe     | 0.43    | 0.51        | 0.54   |
| FastText  | 0.47    | 0.50        | 0.58   |

| Disease Phenotype | F-score | R-precision | AUC-PR |
|-------------------|---------|-------------|--------|
| BoCon             | 0.53    | 0.44        | 0.56   |
| Word2vec          | 0.64    | 0.62        | 0.69   |
| GloVe             | 0.57    | 0.54        | 0.62   |
| FastText          | 0.59    | 0.55        | 0.64   |

Table 1: Disease cohort selection results obtained with the automated evaluation, where PheKB
cohorts are considered as gold standard. Cohorts are retrieved using a unique seed ICD code, or
the corresponding disease phenotype obtained with Phe2vec. We compare embedding-based
methods (Word2vec, GloVe, FastText), which rely on distance between patients and phenotypes,
and bag of codes (BoCon), which just count the frequency of the phenotype concepts in the
patient history. All results are average across ten diseases.
Table 2: Results on cohort selection per disease obtained by Phe2vec, with Word2vec embeddings, where PheKB cohorts are considered as gold standard.

We then compared head-to-head Phe2vec and PheKB using manual review to assess their performances independently. For each of the ten disease cohorts, we selected a random subset of 50 PheKB-identified patients and the top 50 Phe2vec-identified patients, resulting in 100 patients per disease and 1,000 unique patients overall. PheKB-identified individuals were chosen randomly because there is no relevant ordering inherent in the algorithms’ design. We performed manual chart review to identify whether the targeted disease diagnosis was explicitly given in any clinical note for each given patient. This process consisted of randomly assigning each of these 1,000 patients to two of three possible raters who would then read over each individual’s progress notes from all encounters in order to find a diagnosis for the particular disease. Each rater evaluated their assigned individuals independently. If the two raters agreed on whether the patient had the disease or not, that would be the true disease status label. In cases of disagreement, a decision was reached by a second round of review with a consensus reached by all raters, so that each patient’s disease status was confirmed by at least two, and up to three raters. Supplementary Figure 2 shows the chart review inter-rater reliability following the point at which individual raters had made their first assessments. Table 3 reports results for all ten diseases in terms of positive predictive value (PPV), which is the proportion of patients marked as positive by the algorithm that truly has the disease as defined by chart review. Phe2vec obtained better PPV in nine diseases, with highest improvements for herpes zoster and T2D, showing qualitative performances on-par with manual phenotypes. Overall, Phe2vec and PheKB achieved an average PPV of 0.94 and 0.82, respectively.
### Disease Positive Predictive Value

| Disease                                      | Phe2vec | PheKB |
|----------------------------------------------|---------|-------|
| Abdominal aortic aneurysm                    | 1.00    | 0.95  |
| Attention deficit hyperactivity disorder     | 0.97    | 0.85  |
| Atrial fibrillation                          | 0.85    | 0.85  |
| Autism                                       | 0.81    | 0.95  |
| Crohn’s disease                              | 0.98    | 0.81  |
| Dementia                                     | 0.98    | 0.82  |
| Herpes zoster                                | 0.92    | 0.45  |
| Multiple sclerosis                           | 0.97    | 0.97  |
| Sickle cell disease                          | 0.96    | 0.83  |
| Type 2 diabetes mellitus                     | 0.98    | 0.74  |

**Table 3:** Per-disease positive predictive value (PPV) obtained by Phe2vec and PheKB against a gold standard derived via manual chart review of progress notes.

**Phe2vec to Extend Disease Phenotype Knowledge**

Last we evaluated Phe2vec in deriving a phenotype for Lyme disease, which is a condition not covered in PheKB. Lyme disease, commonly associated with rash and flu-like symptoms, is a bacterial infection caused by B. Burgdorferi and transmitted through tick bites [30]. Most cases of this condition resolve following treatment with the antibiotic doxycycline, but more serious cases can lead to an autoimmune response and long-term symptoms [31]. Current informatics research on Lyme disease focuses on identifying clinical factors that can affect treatment as well as on characterizing symptoms more likely to be present after diagnosis [32–34]. These methods identify cohorts of patients simply by diagnosis code, due to the lack of a phenotype algorithm. We used Phe2vec starting from the ICD-9 code “Lyme disease (088.81)” to automatically derive a phenotype definition for Lyme disease and to potentially inform future studies in the field. As it can be seen in **Figure 5**, the phenotype contains several well-known disease-associated medical concepts, i.e., autoimmune disease, tick-borne fever, doxycycline, and tick identification. Additionally, the presence of Ehrlichiosis diagnosis and A. phagocytophilum antibodies test, which both refer to different bacterial infections but also spread by ticks, shows a connection to Lyme disease’s mode of transmission [35]. We then evaluated the efficacy of using the phenotype to retrieve a cohort of patients with Lyme disease from the MSHS data. In particular, we selected the top 25 patients in the Phe2vec ranking and we assessed disease status via chart review of progress notes using the same rating process as described in the previous section. We obtained a PPV equal to 0.72, which is comparable to PheKB’s performance on the other diseases.
Figure 5: Uniform Manifold Approximation and Projection (UMAP) visualization of the EHR-based phenotype space generated by Phe2vec for Lyme disease. Seed concepts are colored in black, while concepts in the phenotypes are colored in purple.

4. Discussion

This study proposes a computational framework based on unsupervised machine learning to define disease phenotypes from heterogeneous EHRs. Specifically, we developed and validated an architecture named Phe2vec that infers informative vector-based representations of medical concepts and uses distance analysis from a seed concept to define phenotypes and to retrieve cohorts of patients associated with diseases. Phe2vec aims to be domain-free, robust and scalable to all diseases. Experimental results on large-scale EHRs show that Phe2vec identifies similar phenotypes to PheKB and can be used to accurately identify cohorts of patients diagnosed with a certain disease. In particular, Phe2vec performed on par or outperformed PheKB algorithms in nine out of ten diseases examined. Experiments also highlight the slight preference of Word2vec as a model to learn medical concepts embeddings from EHRs over Fasttext and Glove. Phe2vec is purely data driven and requires no manual effort beyond the selection of a single seed concept, which can simply be the general ICD code associated with the targeted disease. Following this consideration, Phe2vec was used to generate the phenotype for Lyme disease, a condition not covered in PheKB. Results show that the phenotype derived is strongly related to literature and allows retrieval of a proper cohort of patients. This result highlights the scalability of Phe2vec and reinforces the initial assumption of deriving a model that can automatically compute phenotype representations from EHR data in a seamless and robust manner. We release the 100 most related medical concepts from Phe2vec for each ICD-9 code at: https://github.com/HPIMS/phe2vec.
Background and Significance

Research based on EHRs is central to fulfilling the vision of personalized medicine [36–44]. However, due to their nature of being structured for billing purposes, carefully designing scientific experiments is difficult. Advanced EHR phenotyping of diseases is best understood as an “expert system”, where researchers with advanced knowledge of a particular disease design a list of criteria which may be used to identify affected (i.e., cases) and sometimes assuredly non-affected (i.e., controls) individuals by excluding those with ambiguous clinical status or lack of enough data. This typically takes the form of intricate rule-based algorithms specifying the presence and/or absence of particular billing codes, pre-defined ranges for laboratory tests, prescription of characteristic medications, processing of clinical notes, among others [4]. However, these approaches are time-consuming, leading to only a relatively small number of algorithms for diseases developed. Several machine learning phenotyping methods have been proposed to speed-up automatic phenotype definition. Supervised approaches require domain experts to label datasets for training and to validate models. This is a clear bottleneck, especially in medicine, due to time and difficulty of collecting reliable annotations. In the “learning with anchors” framework, the authors propose a semi-supervised method where observations with high positive predictive value for the phenotypes of interest are identified by domain experts, and these are then used to learn labels for the dataset and to train classifiers to identify phenotypes [13]. While more scalable, this method still relies on manual experts to define observations from the raw data. Phe2vec, differently, is an unsupervised framework where human supervision is minimum and required, in case, only at the end to optimize the automated phenotype definitions. Unsupervised learning methods learn phenotypes without the need of human supervision. Several works in this space used latent Dirichlet allocation [12,19] and tensor factorization [10,11,15]. These methods showed promising results but rely on modeling bags of medical concepts, without considering the inherent temporality of patient EHRs. Additionally, they require specification of the number of phenotypes in advance (as they aim to discover pre-fixed latent groups of medical concepts frequently co-occurring in the data), so they are not very flexible, and need human evaluation to assess clinical relevance of all phenotypes (i.e., define what each phenotype is referring to). This is time-consuming and makes it difficult to scale to large datasets covering many diverse diseases. Alternatively, Phe2vec uses pre-trained embeddings to derive phenotypes and can seamlessly scale to all diseases by simply requiring the definition of one seed concept. This leads to a flexible solution that can evolve through time and can be extended and applied to other institutes as well. Lee et al. explored the use of embeddings based on GloVe and graph-modeling as well obtaining similar results in terms of phenotype overlap with PheKB [45]. While they included more diseases (33) in the experiments, they did not evaluate the phenotypes in retrieving patients, which is the primary motivation for disease phenotyping. Moreover, they modeled global co-occurrences of medical concepts across the data, without considering the longitudinality of clinical data. Phe2vec extends our previous work [17] by including clinical notes, a larger cohort of patients and diseases, and including manual chart review comparing Phe2vec and PheKB and the feasibility of using Phe2vec to create phenotypes for diseases not covered in PheKB. To the best of our knowledge, this is the first work providing a thorough head-to-head comparison between an automated phenotype algorithm and PheKB.
**Potential Applications**

Phe2vec provides a framework to automatically derive disease phenotypes from EHRs. Based on medical concept embeddings derived from a large-scale heterogeneous dataset, this approach promises to be easily deployable in other facilities with minimum effort. Additionally, these embeddings can be used to initialize machine learning architectures for clinical predictive analysis and medical research [44,46].

The natural application is to identify medical concepts related to a disease diagnosis and use them to identify reliable cohorts of patients for case-control studies. An automated method such as Phe2vec can be used as a stand-alone tool in clinical facilities but can also be used to improve and scale the creation of PheKB definitions. In fact, domain-experts can use Phe2vec to quickly generate a list of candidate medical concepts, manually refine them, evaluate them in a multi-center scenario and release it as standards. This would speed up considerably the operations and would provide a larger number of phenotypes available as standard. Data-driven phenotypes derived automatically and updated constantly from EHRs can also help seamlessly identify changes in clinical practice and guidelines. This could ultimately increase or decrease the significance of some concepts as well as introduce new diagnostic lab tests or medications.

Phe2vec aims to contribute to the next generation of clinical systems that can scale to millions of patient records and use machine learning to effectively support clinicians in their daily activities. The ability to quickly derive disease phenotypes for a large number of diseases can be used to easily track clinical history of patients. EHRs are typically organized by data type, with medical problems, medications, procedures, and lab results chronologically sorted in separate areas of the chart. As a result, it can be difficult to find all of the relevant information for answering a clinical question about a given medical problem [47]. Large-scale disease phenotypes can provide an alternative to organize medical records by condition with all pertinent information grouped together. In this scenario, individuals’ clinical histories are summarized by previous and current diseases, facilitating the contextualization of patients when they return to the hospital.

**Limitations**

The main goal of this work was to prove feasibility and robustness of Phe2vec in comparison to PheKB. There are several limitations to our study. First, we acknowledge the use of laboratory test presence only and not of the test result values themselves. While test frequency is often sufficient when modeling large data sets of patients and for a number of diseases [48], result values might be necessary for some other diseases and should be included. To this point, for example, lab results can be categorized into discrete values (e.g., “high”, “normal”, “low”) and aggregated into extended concepts combining test and associated result (e.g., “<lab_test>|<lab_result_category>”). Second, the extensive amount of time to implement PheKB algorithms and for chart review prevented us from including more disease categories in the experiment. A larger scale evaluation, including validation within other hospital systems, is required before deployment in any clinical practice. In the cohort retrieval experiments, we defined the phenotypes using an arbitrary closeness threshold. In practice, a domain-expert should manually revise the list of medical concepts in the phenotype and choose the appropriate cut-off level. Definition of an automated method to select the optimal neighborhood of the seed concept would increase scalability and reduce this human intervention. Lastly, we only considered the use
of general ICD-9 codes as seed concepts. Using more specific diagnosis or a combination of medical codes might change phenotype definitions and improve performances.

**Future Work**

Future work will attempt to address these limitations and to further enhance and replicate the framework. To start, we plan to evaluate more sophisticated methods to summarize patient trajectories. While a weighted average of medical concepts was enough to show effectiveness of Phe2vec, architectures based on unsupervised deep learning better represent patient clinical histories and promise to improve modeling the interactions between patients and phenotypes [44,49,50]. Next, we will evaluate other strategies to create medical concept embeddings, such as the use of transformer architectures to model both clinical notes and structured EHRs [51,52]. Third we will define a framework to analyze how phenotypes change over time with the goal of improving disease definitions and their association with patients. We will also explore the use of Phe2vec to create reliable disease-specific control cohorts for observational studies. Finally, we will embed other modalities of data, such as genetics and clinical imaging, into this framework, which should refine disease phenotypes and potentially reveal novel associations.

5. **Conclusion**

We introduced Phe2vec, an automated method based on unsupervised machine learning for EHR-based disease phenotyping. Phe2vec uses embeddings of medical concepts to derive phenotypes and to measure the association between disease and patient representations. We obtained results that are comparable with electronic phenotyping algorithms that use manually defined rules from PheKB. Automated architectures for disease phenotype that are capable of scaling to a large number of diseases, patients, and health data promise to offer a more holistic way to examine disease complexity and to improve clinical practice and medical research.
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