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Abstract

Stochastic processes with temporal delay play an important role in science and engineering whenever finite speeds of signal transmission and processing occur. However, an exact mathematical analysis of their dynamics and thermodynamics is available for linear models only. We introduce a class of stochastic delay processes with nonlinear time-local forces and linear time-delayed forces that obey fluctuation theorems and converge to a Boltzmann equilibrium at long times. From the point of view of control theory, such ‘equilibrium stochastic delay processes’ are stable and energetically passive, by construction. Computationally, they provide diverse exact constraints on general nonlinear stochastic delay problems and can, in various situations, serve as a starting point for their perturbative analysis. Physically, they admit an interpretation in terms of an underdamped Brownian particle that is either subjected to a time-local force in a non-Markovian thermal bath or to a delayed feedback force in a Markovian thermal bath. We illustrate these properties numerically for a setup familiar from feedback cooling and point out experimental implications.

1. Introduction

Consider the stochastic delay differential equations (SDDEs)

\begin{align}
\dot{x}(t) &= v(t), \\
\dot{m}v(t) &= F(t) + F_D(t - \tau) + \eta(t)
\end{align}

with a nonlinear time-local force $F(t) = F(x, v, t)$ and a linear delay force ($\tau > 0$)

\begin{equation}
F_D(t - \tau) = -\kappa_r x(t - \tau) - \gamma_r v(t - \tau),
\end{equation}

with constant coefficients $\kappa_r$ and $\gamma_r$. The dynamics is randomly driven by a possibly non-Markovian, zero-mean Gaussian stochastic noise $\eta(t)$. Intuitively, one can think of equations (1) and (2) as describing the time evolution of the position $x(t)$ and velocity $v(t)$ of a Brownian particle with mass $m$ and driven by the combined forces $\eta$, $F$, and $F_D$. These forces can arise from various origins, e.g. from the environment and the experimental apparatus, including some specifically tailored feedback mechanisms. Further specifications and various interpretations will be provided below. Due to finite speeds of information transfer and processing and slow response, such equations are ubiquitous in engineering [1], biology [2–4] and even economics [5–8]. Most frequently, they are applied in modelling of feedback loops [9–26], neural networks [27–30], population dynamics [31, 32], and epidemiology [33, 34].

Rising interest in SDDEs among physicists [35] is driven by recent experiments. In the so-called feedback cooling experiments with Brownian particles, one employs a feedback of the particle’s past velocity to achieve a more localised state [36–39]. In the surging field of active matter [40–42], inevitable time delays in the control of robotic swarms [18] led to investigations of the stability and localization of...
many-body systems with delayed interactions [18, 21, 22, 25, 43]. In agreement with engineering practice [1, 10, 11, 44], it was found that delay generally introduces instabilities and oscillations into the dynamics [22, 43] and increases stability and localization only in special cases [41].

Similarly, inevitable instrumental and feedback delays in micro-manipulation experiments [22, 45] used to test stochastic thermodynamics [46, 47] has triggered investigation of the thermodynamic aspects of SDDEs [13, 48–51]. There are interesting consequences of the acausality of time-reversed processes in delay [22, 43] and increases stability and localization only in special cases [41].

2. Main results

As our main result, we identify a class of nonlinear delay processes that admit a standard thermodynamic description, including the second law inequality $\dot{S}_{\text{tot}} = \dot{S}_S + \dot{S}_{\text{NM}} \geq 0$. If not driven, they obey Boltzmann statistics in the steady state. We therefore characterize these processes as ‘equilibrium delay processes’. The key idea is to accompany the time-delayed feedback force applied to the system with a suitable colored noise $\eta_{FB}$ and interpret the resulting overall system as a particle immersed in an equilibrium reservoir and controlled by time-local external forces. We further point out how to interpret equations (1) and (2) as a feedback-driven system and how to apply our results therein. Altogether, we provide three complementary interpretations for the same stochastic process: a special type of system with time-delayed forces (section 1), system with time-local forces and a heat bath with memory (section 2.1), and a feedback-driven system (section 2.3). They differ just in the interpretation of the individual forces on the right-hand side of equation (2). In table 1, we summarize relations between the three interpretations and the definitions of the corresponding forces. While the purpose of this paper is to primarily discuss equilibrium delay processes theoretically, appendix B offers some suggestions regarding possible experimental realizations for Markovian thermal reservoirs (described by white noise) using state-of-the-art experimental setups similar to those in [39, 67–69]. In the following, we take Boltzmann’s constant $k_B$ as our unit of entropy.

2.1. Mapping to time-local control and non-Markovian heat bath (table 1(B))

In this section, we describe the reinterpretation of the delay system (table 1(A)) as an equilibrium system with memory (table 1(B)). Consider a delay system described by equations (1) and (2) with the time-local force

$$F(t) = F_E(x, v, t) + \kappa_v x(t) - \gamma_0 v(t).$$

The specific form of the terms proportional to the constants $\gamma_0 > 0$ and $\kappa_v$ facilitates the reinterpretation of the delay force $F_0$ in equation (2) as part of a friction force, below. The remaining force in equation (4),

$$F_E(x, v, t) = -\partial_x U(x, t) + F_N(x, v, t)$$

is an arbitrary time-local force applied by external agents. It is composed of potential and non-potential components $-\partial_x U(x, t)$ and $F_N(x, v, t)$. To distinguish the force $F_E$ from the force applied via the feedback loop in the feedback interpretation of equations (1) and (2) (table 1(C)), we call it the ‘ordinary’ external force.

Equation (2) now assumes the form

$$m \ddot{v}(t) = F_E(t) + F_E(t) + \eta(t)$$

with $F_E(t) \equiv \kappa_v [x(t) - x(t - \tau)] - \gamma_0 v(t) - \gamma_v v(t - \tau)$. It resembles the dynamical equation for the velocity of a particle subjected to an external force $F_E$ and immersed in a viscoelastic solvent exerting on the
The overall force $F_F + \eta$ with systematic component (friction) $F_F$, and stochastic component (noise) $\eta$.

Such noise and friction can be interpreted to arise from an ordinary equilibrium heat bath, i.e. a many-body system with infinite heat capacity in thermal equilibrium, with a somewhat peculiar memory that gives rise to an ‘echo’ in the noise and friction (table 1(B)). Notably, for an equilibrium heat bath with a friction force linear in the variables $x$ and $v$, such as $F_F$, the time-reversal symmetry of the underlying microscopic dynamics implies that the friction and noise are interrelated by the so-called second fluctuation–dissipation theorem or fluctuation–dissipation relation (FDR) [70–73]

$$\langle \eta(t)\eta(t') \rangle = T \Gamma(t-t').$$

(7)

Here $T$ denotes the temperature and $\Gamma(t)$ is the so-called friction kernel defined by the integral

$$F_F(t) = -\int_{-\infty}^{t} \Gamma(t-t') v(t') dt'.$$

(8)

For a given friction $F_F$, the FDR (7) might imply that the noise must be complex valued. However, in order to admit its ordinary physical interpretation and realizability in a lab, $\eta(t)$ is required to be a real-valued function. This condition implies that its power spectrum must be non-negative,

$$S(\omega) = \int_{-\infty}^{\infty} dt \langle \eta(t)\eta(0) \rangle \exp(-i\omega t) \geq 0.$$  

(9)

For the system of equations (1)–(6), the conditions (7) and (9) can be satisfied for a certain range of model parameters only, see sections 3 and 4. In this range, equations (1) and (6) can be interpreted as describing a system with internal Hamiltonian $H = U(x,t) + mv^2/2$ acted upon by a non-potential force $F_N$ and coupled to a non-Markovian ‘equilibrium bath’ at temperature $T$. Let us now review some general properties of this system.

2.2. Properties of the mapping (table 1(B))

Average thermodynamics. If the above equilibrium mapping holds, the system’s thermodynamics obeys standard relations from classical [74] and stochastic [46, 47] thermodynamics. Namely, the average entropy flux into the non-Markovian heat bath at temperature $T$ is given by the Clausius equality

$$\dot{S}_{NM} = -Q_{NM}/T.$$

(10)
where $\dot{Q}_{NM} = \langle (F_t + \eta) \dot{x} \rangle$ is the average heat flux from the heat bath into the system. It can also be interpreted as the work done by the bath on the system per unit time. Here and below we employ Stratonovich calculus. The averages $\langle \bullet \rangle$ should be performed over many realizations of the stochastic process.

The average heat flux is related via the first law, $d(H)/dt = \dot{Q}_{NM} + \dot{W}_E$, to the average power input, $\dot{W}_E = \langle \partial U/\partial t + F_N \dot{x} \rangle$, of the system, due to external manipulations of the potential $U$ and the non-potential force $F_N$. The sum of the rate of change of the system entropy, $\dot{S}$, and the entropy influx $\dot{S}_{NM}$ in equation (10) is the total entropy production, which obeys the second law of thermodynamics [74]:

$$\dot{S}_{tot} = \dot{S} + \dot{S}_{NM} \geq 0.$$  \hspace{2cm} (11)

**Dynamics.** Unlike a general delay system, which can exhibit over-damped, damped oscillatory, but also diverging behavior [10, 11, 13, 43, 61, 62], systems obeying the mapping of section 2.1 always eventually relax into a time-independent steady state for time independent parameters, confining potential $U$, and stationary non-potential forces $F_N$. If the latter vanishes in equation (5), the stationary probability density function (PDF) for position and velocity is given by the Gibbs canonical distribution,

$$p(x, v; T) = \frac{\exp[-U(x)/T]}{Z(T)},$$  \hspace{2cm} (12)

$$p_v(v; T) = \frac{\exp(-mv^2/(2T))}{Z(T)},$$  \hspace{2cm} (13)

normalized by $Z(T) = \int_{-\infty}^{\infty} dx \exp(-U(x)/T)$ and $Z_v(T) = \int_{-\infty}^{\infty} dv \exp(-mv^2/(2T))$. This is an equilibrium steady state and thus the corresponding entropy production rates $\dot{S}$, $\dot{S}_{NM}$, and $\dot{S}_{rel}$ vanish. For quasi-static variations of the potential, when the system PDF evolves through a set of such states, the total entropy change $\Delta S_{tot} = \int_0^T \dot{S}_{tot}(t) dt$ vanishes and the entropy change in the system, $\Delta S$, is exactly balanced by the entropy change in the bath, $\Delta S_{NM}$. The relaxation process to equilibrium is always accompanied by a decrease in the free energy of the system. This functional thus represents the Lyapunov function for the relaxation process that can easily be evaluated from stochastic trajectories of the system. Even stronger restrictions on the relaxation dynamics are imposed by the Evans–Searles fluctuation theorem [75, 76]. In contrast, besides a limited success [77], it is currently unknown if similar general restrictions also apply to relaxation towards non-equilibrium steady states.

The validity of these results for an arbitrary potential $U(x)$ follows from general considerations of equilibrium statistical physics [74] and the FDR [70–73]. However, a closed dynamical equation, e.g. of Fokker–Planck type [78, 79], for the PDF of a nonlinear delay process is not known [13] making a general direct verification difficult. In section 5, we provide an explicit test for the specific potential $U(x, t) = k_s x^6/6 + k_s x^3/3$ using Brownian dynamics (BD) simulations of equations (1) and (2). Besides, we tested the described results for various other polynomial potentials.

We stress that the described equilibrium-like properties of equilibrium delay processes do not trivialize their dynamics. As an example, consider a situation when the force $F$ in equation (2) is linear in $x$ and $v$ and thus the system (1) and (2) is exactly solvable. For fixed initial conditions, one finds that the average position $\langle x(t) \rangle$ and velocity $\langle v(t) \rangle$ are identical for equilibrium (rB) in table 1 determined by the conditions (7) and (9)) and standard (rB = 0) delay processes. The four correlation functions $\langle A(t)B(0) \rangle$ for $A, B = x, v$ may then merely differ in the stationary distribution of the initial conditions.

**Fluctuation theorems.** From a stochastic-thermodynamics perspective, it is interesting to also consider a finite-speed protocol rendering the potential time-dependent. Specifically, in section 5, we test two fluctuation theorems for the stochastic work $\delta W = \int_0^T \partial U(x,t)/\partial t \, dt \, dt'$ done on the system, if $k_s = k_s(t')$, $t' \in (0, t)$ is varied non-quasi-statically, namely the Jarzynski equality [80]

$$\langle \exp(-\delta W/T) \rangle = \exp(-\Delta F/T)$$  \hspace{2cm} (14)

and the Crooks' fluctuation theorem [81]

$$\rho_{w}(w)/\rho_{-w}(-w) = \exp[(w - \Delta F)/T].$$  \hspace{2cm} (15)

Here, $\Delta F$ is the free energy difference between equilibrium states corresponding to the final and initial values of the potential, $\rho_{w}$ is the probability distribution for work measured along the process when the potential changes from $U(x, 0)$ to $U(x, t)$, and $\rho_{-w}$ is the probability distribution for work measured along the time-reversed process. For the both fluctuation theorems, the forward process departs from equilibrium. The validity of Jarzynski's equality requires the existence of initial and final Gibbs stationary states and Crooks' fluctuation theorem additionally requires the FDR and Gaussianity of the noise [82]. The described processes fulfill all these requirements and, indeed, our simulations confirm equations (14) and (15).
Perturbative expansions. Even though based on an ad hoc choice of the noise our results represent first exact analytical solutions to stationary PDFs for a nonlinear SDDE. As such, they might pave the way for studying steady states and thermodynamic properties of systems controlled by more general nonlinear SDDEs. We show in section 6 that linear-response theory [72] can be used to calculate time-dependent averages in perturbed (nonlinear) equilibrium delay systems. Besides such classical linear response, one can derive some explicit approximate formulas for specific perturbations on the level of moments calculated directly from the nonlinear system of SDDEs (1) and (2).

2.3. Equilibrium feedback (table 1(C))

The formal interpretation of dynamical equations (1) and (2) as a model for a system immersed in a non-Markovian equilibrium bath and driven by a time-local force \( F_B \), in section 2.1, allowed us to utilize a wealth of known results. However, in practice, these equations usually describe feedback-driven systems in contact with a Markovian heat bath exerting a memoryless friction \(-\gamma_0 v\) and Gaussian white noise \( \sqrt{2T_0\gamma_0}\xi(t) \) with \( \langle \xi(t)\xi(t') \rangle = \delta(t-t') \). Usually the system’s environment provides such a bath. To investigate this ‘more natural’ interpretation, we rewrite the dynamical equation for the velocity as

\[
\dot{v}(t) = F_E(x, v, t) + F_B - \gamma_0 v(t) + \sqrt{2T_0\gamma_0}\xi(t)
\]

and interpret it as describing a system immersed in a standard, i.e. Gaussian and Markovian, heat bath at temperature \( T_0 \). This system is controlled by the time-local force \( F_E \) and the feedback force

\[
F_B = \kappa_\tau [x(t) - x(t - \tau)] - \gamma_\tau v(t - \tau) + \eta_B(t)
\]

composed of the systematic delayed component \( F_E \) and the ‘feedback’ noise \( \eta_B(t) \equiv \eta(t) - \sqrt{2T_0\gamma_0}\xi(t) \), see table 1(C). Given that the conditions (7) and (9) are fulfilled, we call this process an equilibrium feedback (EFB) process.

Importantly, the formal results concerning the system dynamics, i.e. the stationary PDFs (12) and (13), are valid regardless of the interpretation, and thus they apply also for EFB. This means that the EFB is ideal from the point of view of passivity-based control [83], which is a branch of control theory that aims to balance the power delivered into the system with its dissipation. Generic feedback can lead to divergences and instabilities when the energy influx by the feedback gradually increases the internal energy of the system. However, EFB processes are always stable and passive in the sense that the resulting steady states are robust against perturbations and all the energy injected into the system is dissipated. In appendix A, we moreover show that, under realistic conditions, the temperature \( T \) corresponding to the Boltzmann PDF reached by the EFB is always larger than the ambient temperature \( T_0 \).

The thermodynamics of EFB has to be treated with care. In particular, the total entropy production is interpretation-dependent. But the stochastic work done on the system by varying the potential remains the same, and the fluctuation theorems (14) and (15) are still valid. Differences arise in the definitions of the remaining thermodynamic fluxes. With the present definition of the heat bath, the heat flux reads \( \dot{Q}_M = \langle (-\gamma_0 v + \sqrt{2T_0\gamma_0}\xi) x \rangle \). And, in addition to the average power \( \dot{W}_E \) delivered to the system by the potential and non-potential forces, one has to consider also the power \( \dot{W}_B = \langle F_B \dot{x} \rangle \) associated with the feedback force \( F_B \).

In a conventional feedback process, this power is accompanied by an information influx [48, 49, 51, 52] that, for example, allows the feedback to cool the system [36, 38]. The resulting (effective) temperature of the bath into the system, \( \dot{Q}_M > 0 \), in a steady state, the conventional feedback is thus able to cool the ambient bath by extracting the power \( -\dot{W}_B = \dot{Q}_M > 0 \) from it. However, for an arbitrary force \( F_E, \) the second law (11) together with the relation \( \dot{Q}_NM = \dot{Q}_M + \dot{W}_B = -\dot{S}_{NM} \) imposes an upper bound \( \dot{Q}_M \leq \dot{S}_S - \dot{W}_B \) on the heat delivered from the bath to the system via the EFB. And, in appendix A, we show that under equilibrium conditions, \( dU/dt = \dot{F}_N = \dot{S}_S = 0 \), the EFB brings the system to an effective temperature, \( T \), larger than the ambient temperature, \( T_0 \). Hence, the heat flux \( \dot{Q}_M \) is always negative, the EFB performs always work on the system, \( \dot{W}_B = -\dot{Q}_M > 0 \), and it eventually heats the ambient bath. This means that the EFB cannot be used for standard (zero non-potential force and time-independent potential) feedback cooling of the system [36, 38].

Sections 3 and 4 clarify when EFB can be realized with time-delayed forces depending on either the earlier position or velocity, i.e. when the corresponding feedback noise \( \eta_B \) in table 1(C) can be constrained to be real valued. The technical details are given in appendix B. The resulting parameter regimes where the EFB can be realized in these two situations are depicted in phase diagrams (figure 1 and 2). EFB with time-delayed forces depending on both delayed position and velocity can be investigated in a similar manner, but the corresponding phase diagram becomes three-dimensional. In section 5, we verify the
Figure 1. Phase diagram of the position feedback in the reduced variables $\tilde{\kappa}_\tau = \kappa_\tau / m$ and $\tilde{\gamma}_0 = \gamma_0 / m$. In the FDR region, $\tilde{\gamma}_0 \geq \max(\tilde{\kappa}_\tau, -0.22\tilde{\kappa}_\tau)^{1/3}$ and the system has a positive relaxation time $t_R$. Then the system is stable for arbitrary delay and it is possible to drive it by an equilibrium position feedback. In the no-FDR region, $\tilde{\gamma}_0 < \max(\tilde{\kappa}_\tau, -0.22\tilde{\kappa}_\tau)^{1/3}$ and $t_R > 0$, the system reaches a stable steady state, but the equilibrium position feedback cannot be realized in practice. In the unstable region ($t_R < 0$), the velocity exhibits exponentially diverging oscillations due to large time delays and thus no steady state exists. For $\tau = 0$, the process is stable.

Figure 2. Phase diagram of the velocity feedback in the reduced variables $\tilde{\gamma}_0 = \gamma_0 / m$ and $\tilde{\gamma}_\tau = \gamma_\tau / m$. In the FDR region, $0 \leq |\tilde{\gamma}_\tau| \leq \tilde{\gamma}_0$ and the system has a positive relaxation time $t_R$. Then the system is stable for arbitrary delay and it is possible to drive it by an equilibrium velocity feedback (EFB). In the no-FDR region, $\tilde{\gamma}_0 < |\tilde{\gamma}_\tau|$ and $t_R > 0$, the system reaches a stable steady state but the EFB cannot be realized in practice. In the unstable region ($t_R < 0$), the velocity exhibits exponentially diverging oscillations due to large time delays and thus no steady state exists.

validity of our theoretical results by a BD simulation of the equilibrium velocity feedback. In section 6, we discuss several perturbative expansions pushing the theory beyond the parameter regime of the equilibrium delay processes. We conclude in section 7.
3. Equilibrium position feedback

Let us now consider the situation of the position-dependent feedback force ($\gamma_{\tau} = 0$ in equation (17))

$$F_{\text{FB}} = \kappa_{\tau} [x(t) - x(t - \tau)] + \eta_{\text{FB}}(t) = F_v + \gamma_0 v(t) + \eta_{\text{FB}}(t). \tag{18}$$

The generalized friction force $F_v = \kappa_{\tau} [x(t) - x(t - \tau)] - \gamma_0 v(t)$ can be written using the friction kernel

$$\Gamma(t) = [2\gamma_0 \delta(t) - \kappa_{\tau} \Theta(\tau - t)] \Theta(t), \tag{19}$$

where $\Theta(.)$ denotes the Heaviside step function. This result can be verified by direct substitution into equation (8) and integrating the term including velocity $v(t) = \dot{x}(t)$ by parts, cf equation (9.14) in reference [13].

The conditions (7) and (9) on the EFB imply that the friction kernel (19) and the total noise $\eta(t) = \eta_{\text{FB}}(t) + \sqrt{2\gamma_0 \lambda \zeta(t)}$ (see table 1(A)) must obey the FDR,

$$\langle \eta(t) \eta(t') \rangle / T = 2\gamma_0 \delta(t-t') - \kappa_{\tau} \Theta(|t-t'|), \tag{20}$$

and that the corresponding power spectrum must be non-negative,

$$S(\omega) = 2 \left[ \gamma_0 - \kappa_{\tau} \frac{\sin(\omega \tau)}{\omega \tau} \right] \geq 0. \tag{21}$$

Using max$[\sin(x)/x] = 1$ and min$[\sin(x)/x] \approx -0.22$, this implies the inequalities

$$0 \leq \max(\kappa_{\tau} - 0.22 \kappa_{\tau}) \tau \leq \gamma_0, \tag{22}$$

which specify the parameter regime where the noise $\eta(t)$ satisfying the FDR (20) can actually be realized in the lab (for details of noise realization, see appendix B). The inequalities require non-negative $\gamma_0$ which is always fulfilled in the EFB interpretation, where $\gamma_0$ measures the strength of the background friction. For $\gamma_0 \geq 0$, the inequalities (22) bounds the feedback strength $\kappa_{\tau}$ as $-\gamma_0 / 0.22 \leq \kappa_{\tau} \leq \gamma_0$.

Under these conditions, the equilibrium position feedback fulfills all the properties described in section 2. In particular it eventually yields the stable equilibrium distribution (12) and (13) whenever $\partial U / \partial t = F_\text{N} = 0$. However, the time delay in a general feedback may yield diverging trajectories for certain parameter values. As an independent check that the parameter regime (22) allowing for equilibrium position feedback always leads to stable stationary solutions, we investigate the overall stability of position feedback described by equations (16) and (18) for the case $F_v = 0$, which can be inspected analytically.

Specifically, the process (16) eventually reaches a stable steady state if all the corresponding relaxation times, $\tau_0$, are positive. To calculate them, we substitute the feedback force (18), $F_v = 0$, and $v = \dot{x}$ in equation (16), set $\eta(t) = 0$, and solve the resulting equation using the exponential ansatz $x = \exp(-\lambda t/\tau)$. The obtained transcendental equation

$$m\lambda^2 = \gamma_0 \tau \lambda - \kappa_{\tau} \lambda^2 \left[ \exp(\lambda) - 1 \right] \tag{23}$$

can in general only be solved numerically and has infinitely many solutions. As the relaxation time of the system, $\tau_0$, we identify the smallest $\tau / |\Re[\lambda]|$ solving equation (23), where $\Re[\lambda]$ denotes the real part. The system eventually relaxes into a stable steady state with $\langle v(t) \rangle = 0$ if $\tau_0 > 0$. An approximate explicit solution to equation (23) can be obtained in the limit of small delay. Expanding the friction $F_v$ in equation (18) up to the first order in $\tau$, we get

$$m\dot{v}(t) \approx - (\gamma_0 - \kappa_{\tau} \tau) v(t) + \sqrt{2T_0 \gamma_0 \zeta(t)}. \tag{24}$$

The last two terms can be interpreted as a noise and friction from an equilibrium bath with friction coefficient $\gamma_0 - \kappa_{\tau} \tau$, which yields stable dynamics where all the energy injected into the system by the feedback is dissipated (passive dynamics) if

$$\kappa_{\tau} \tau \leq \gamma_0. \tag{25}$$

The conditions for the general case are depicted in figure 1. Indeed, the whole parameter regime where the EFB can be defined according to the FDR (20) (green) is found to be stable. This shows that, as expected, EFB is passive and stable. Nevertheless, the regime of stability, $\tau_0 > 0$, is broader (orange). Noteworthy, the
system can be stable even for $\gamma_0 < 0$ if the feedback strength $\kappa_r$ is also sufficiently negative. This could have been anticipated from the approximate condition for stability (25), which predicts the boundary between stable and unstable regimes for $\tilde{\gamma}_0 \tau \gtrsim -2$ remarkably well. The approximate dynamics allows to define an effective FDR with an effective temperature $T_{\text{eff}} = T_0/(1 - \kappa_r/\gamma_0)$. However, beyond the small delay approximation, the existence of such effective FDR is not guaranteed. For smaller values of $\gamma_0$, higher order terms in the delay make the system more unstable than expected from the linear analysis. In the unstable regime (blue), the mean velocity exhibits exponentially increasing oscillations [43, 62].

4. Equilibrium velocity feedback

Next, we perform the same analysis as in the previous section for the velocity-dependent feedback force ($\kappa_r = 0$ in equation (17))

$$F_{\text{FB}} = -\gamma_r v(t - \tau) + \eta_{\text{FB}} = F_v + \gamma_0 v(t) + \eta_v.$$ (26)

The friction $F_v = -\gamma_r v(t - \tau) - \gamma_0 v(t)$ now corresponds to the friction kernel

$$\Gamma(t) = \{2\gamma_0\delta(t) + \gamma_r\delta(t - \tau)\} \Theta(t).$$ (27)

in equation (8). The FDR relation (7) for the total noise $\eta(t) = \eta_{\text{FB}}(t) + \sqrt{2T_0\gamma_0}\xi(t)$ (see table 1A) now reads

$$\langle \eta(t)\eta(t') \rangle / T = 2\gamma_0\delta(t - t') + \gamma_r\delta(|t - t'| - \tau),$$ (28)

and thus the condition following from the positivity of the power spectrum (9) reads

$$S(\omega) = 2 [\gamma_0 + \gamma_r \cos(\omega \tau)] \geq 0.$$ (29)

The equilibrium velocity feedback thus can be realized if the inequality

$$0 \leq |\gamma_r| \leq \gamma_0,$$ (30)

holds (for detail of the realization, see appendix B). As we have seen for the equilibrium position feedback, $\gamma_0$ must be non-negative, which is fulfilled in the EFB interpretation. For $\gamma_0 \geq 0$, the inequalities (30) impose that the amplitude $\gamma_r$ of the delayed component of the friction cannot exceed that of the Markov component. Different from the corresponding inequality for $\kappa_r$ in the position feedback, this condition is now symmetric with respect to $\gamma_r = 0$.

Similarly as in the case of the position feedback, we inspect the region of stability of the general linear velocity feedback for $F_v = 0$ and compare it to the region (30) allowing to realize the stable EFB. To this end, we insert the feedback force (26) and $F_v = 0$ in equation (16), set $\eta(t) = 0$, and solve the resulting equation using the exponential ansatz $v(t) = \exp(-t/t_R + i\omega t)$, with real parameters $t_R$ and $\omega$. Solving the resulting algebraic equation for the relaxation time $t_R$, we find

$$t_R = \frac{\tau}{\mathfrak{R}(\tilde{\gamma}_0 \tau - W[-\tilde{\gamma}_r \tau \exp(\tilde{\gamma}_0 \tau)])},$$ (31)

where $W[.]$ stands for the Lambert W function, $\mathfrak{R}(.)$ denotes the real part, and $\tilde{\gamma}_0 = \gamma_0/m$ and $\tilde{\gamma}_r = \gamma_r/m$. The Lambert W function is a multivalued function and, in order to assess stability of the system, we numerically determine the smallest $t_R$ resulting from equation (31). In this case, the small-delay expansion of the friction $F_v$ in equation (26) yields

$$mv(t) \approx -(\gamma_0 + \gamma_r) v(t) + \gamma_r \tau \dot{v}(t) + \sqrt{2T_0\gamma_0}\xi(t)$$ (32)

and thus it suggest that the system will be stable for $\gamma_r > -\gamma_0$ (positive effective friction coefficient) and $\gamma_r \tau/m < 1$ (positive effective mass). It also allows to define an effective FDR with an effective temperature $T_{\text{eff}} = T_0/(1 + \gamma_r/\gamma_0)$ valid for small delays.

These formulas correctly yield the bottom boundary between the unstable and stable regions in the phase diagram generated using the exact conditions (30) and (31) depicted in figure 2. As for the position feedback, the region where the FDR (20) and thus the equilibrium velocity feedback can be defined (green) is indeed stable. And the regime of stability, $t_R > 0$, is broader than the FDR regime and still extends to region of negative friction coefficients $\gamma_0 < 0$ (orange). In the unstable regime (blue), the mean velocity again exhibits exponentially increasing oscillations [43, 62].
5. Demonstration of equilibrium velocity feedback

Let us now discuss a specific realization of the equilibrium velocity feedback and show that it indeed has all the properties described in section 2. As detailed in appendix B a possible (parsimonious) form of the total noise \( \eta(t) = \eta_{FB}(t) + \sqrt{2T_0 \gamma_0 \xi(t)} \), which fulfills the FDR (28) for equilibrium velocity feedback, is obtained by setting \( \eta_{FB}(t) = \sqrt{\alpha \tau} \xi(t - \tau) \). The parameters of the corresponding feedback force \( F_{FB}(t) \) (26),

\[
F_{FB}(t) = -\gamma_v v(t - \tau) + \sqrt{\alpha \tau} \xi(t - \tau),
\]

(33)
can be tuned to represent various equilibrium velocity delay process. As a benchmark for the EFB, we consider three processes distinguished by values of the coefficients \( \gamma_v \) and \( \alpha \), above: (i) equilibrium process (EQ) with \( \gamma_v = \alpha \tau = 0 \) and thus \( F_{FB}(t) = 0 \); (ii) non-equilibrium (generic) velocity feedback (NEFB) with \( \gamma_v > 0 \) and \( \alpha \tau = 0 \) and thus \( F_{FB}(t) = -\gamma_v v(t - \tau) \); and (iii) equilibrium velocity feedback (EFB) with \( \gamma_v > 0 \) and \( \alpha \tau > 0 \) obeying equation (B.2). The last condition is compatible with an equilibrium state at arbitrary temperature \( T > T_0 \), if we set

\[
\alpha \tau = 2 \gamma_0 (T - T_0),
\]

(34)

\[
\gamma_v = \pm 2 \gamma_0 \sqrt{T_0 \over T} \sqrt{1 - T_0 \over T},
\]

(35)

where \( T_0/T \leq 1 \). Thus, in agreement with the discussion in appendix A, the additional noise present in the EFB always agitates or ‘heats’ the system above the ambient temperature \( T_0 \). Note that the above expressions do not depend on the delay \( \tau \).

5.1. Dynamics

To gain intuition concerning the behavior of the equilibrium velocity feedback process, we now consider the specific system obeying equations (1) and (16) with the feedback force (33) and the force \( F_v = -\partial U/\partial x \) induced by the potential

\[
U(x) = {k_5 \over 6} x^6 + {k_3 \over 3} x^3.
\]

(36)

We solve the dynamical equations using BD simulations for the NEFB, EFB and EQ described above. In all our illustrations, we use \( 1/\gamma_0 \) as our time unit and \( \sqrt{T_0/m} \) as our length unit. Velocity is thus measured in units of \( \gamma_0 \sqrt{T_0/m} \). We show results from BD simulations for the two parameter sets \( (\gamma_0 \tau, \gamma_v \tau) \approx (0.28, 0.28) \) and \( (\gamma_0 \tau, \gamma_v \tau) \approx (0.42, 0.24) \). The first one yields fast relaxation of both feedback processes for \( U = 0 \). The second one is optimized to provide small velocity variance for EFB for \( U = 0 \). For more details, see appendix C.

In figure 3 and 4 we show the stationary PDFs for \( x \) and \( v \) obtained for the first and second parameter set, respectively. In both figures, the simulated PDFs for EQ and EFB perfectly overlap with the corresponding analytical Boltzmann PDFs (12) and (13) providing numerical evidence for our claims in section 2. As expected, the position and velocity fluctuations are always smallest for the NEFB and largest for the EFB.
To compare the relaxation dynamics of the three processes, we show in figure 5 the corresponding mean values \( \langle x \rangle \) and \( \langle v \rangle \) and variances \( \sigma_x^2 \) and \( \sigma_v^2 \) as functions of time for the initial condition \((v, x) = (1, 0)\) for \( t \leq 0\). Interestingly, the first moments corresponding to the EFB (solid yellow line) relax faster than those for the NEFB (dot-dashed blue line) and much faster than those for the EQ process (broken green line). This is clearly a nonlinear effect because, for \( U = 0\), the EFB and NEFB share the relaxation time (31). Especially for the EFB the relaxation is considerably faster for the first parameter set (panels (a)–(d)) than for the second choice (panels (e)–(h)). This suggests that at least some intuition gained from the linear regime \( U = 0\) also applies to the nonlinear dynamics. In accord with figures 1 and 2, the position and velocity fluctuations are always smallest for the NEFB and largest for the EFB. Smaller velocity but also position variance for the EFB is obtained for the second parameter set.

For the NEFB we were not able to analytically predict both the time evolution of the depicted variables and their asymptotic values. To solve the full transient dynamics for the EQ and EFB is also a difficult problem. However, figure 5 shows that the moments in question converge to the values calculated from the position variance for the EFB is obtained for the second parameter set.

The result (37) applies for arbitrarily small positive delay \( \tau\). The specific form of the feedback force (33) allows us to also inspect what happens for vanishing delay. Then the system is still in the Boltzmann equilibrium state (12) and (13) with temperatures \( T_0\) (EQ) and \( T > T_0\) (NEQ), which provides further numerical evidence for our claims in section 2.

5.2. Heat flux

Let us now investigate the heat flux \( \dot{Q}_M = \langle \gamma_0 v + \sqrt{2T_0\gamma_0\xi(t)} \rangle \) from the ‘proper’ Markovian bath into the system due to the feedback, see table 1(C) and section 2.3. In appendix A, we show that for a general EFB with a positive delay time \( \tau\) the heat flux always reads

\[
\dot{Q}_M^{\text{EFB}} = \gamma_0 \left( \langle v^{\text{EQ}} \rangle^2 - \langle v^{\text{EFB}} \rangle^2 \right) = \frac{2\gamma_0}{m} (T_0 - T) < 0. \tag{37}
\]

The EFB thus always performs work on the system, which is eventually dissipated in the bath. Figure 6 displays how the heat flux in the system evolves during the relaxation processes for EQ, EFB and NEFB discussed in figures 5(e)–(h). After the initial transient period, the heat flux for EFB converges to the negative value given by equation (37) and thus it heats both the system, as the corresponding stationary variances are larger than for the EQ process, and the proper bath. For EQ, the stationary heat flux is zero as imposed by the second law. For NEFB, the heat flux converges to a positive value. Thus the NEFB cools the system while absorbing heat from the proper bath.

The result (37) applies for arbitrarily small positive delay \( \tau\). The specific form of the feedback force (33) allows us to also inspect what happens for vanishing delay. Then the system is still in the Boltzmann equilibrium state (12) and (13) with temperature \( T\). However, the corresponding total noise \( \eta(t) = \sqrt{2\gamma_0 T_0 + \gamma_0 T_0} \xi(t) \) and friction \( F_F = -\gamma_0 v(t) + \gamma v(t) \) can now be interpreted as a joint influence of the standard heat bath at temperature \( T_0 \) and an additional ‘feedback heat bath’ at temperature \( T_F = \gamma/2\gamma_0 = \sqrt{T/T_0 - 1}/T_0\). The laws of thermodynamics imply that heat flows from hot to cold and thus \( Q_M \) is positive for \( T_F/T_0 > 1 \) which occurs for \( T > 2T_0\). Further, the heat flow is zero for \( T = 2T_0\), where \( T_F = T_0\) and thus there is one global temperature only, and negative otherwise. Evaluating the heat flux \( \dot{Q}_M^{\text{EFB}} \) from equations (16) and (33) with \( \tau = 0 \) using the approach of appendix A, we find the expression

\[
\dot{Q}_M^{\text{EFB}} = \frac{\gamma_0 T_0}{m} \sqrt{\frac{T}{T_0} - 1} \left( 1 - \sqrt{\frac{T}{T_0} - 1} \right) \tag{38}
\]
which indeed obeys the described properties.

Since $Q_{\text{FB}}^{\text{EFB}}$ is strictly negative for $\tau > 0$ and can be both positive and negative for $\tau = 0$, it exhibits a discontinuity at vanishing delay, in accord with the results described in reference [51]. Note that the presented situation with $\tau = 0$ is physically weird since it seems impossible to record the noise and feed it back into the system without any delay. It also yields a strange behavior as the heat flux vanishes at the point where temperatures $T_F$ and $T_0$ are equal but $T = 2T_0$. This means that we constructed a bath at temperature $T > T_0$ by using two strictly identical reservoirs at the same temperature $T_0$ to which the system couples via different friction coefficients. The two baths provide the same realizations of the white noise $\xi(t)$, and thus the total noise intensity is given by the sum $\sqrt{2\gamma_0}T_0 + \sqrt{\alpha\tau}$ of the intensities of the two noises. In contrast, connecting a system to two standard heat reservoirs always leads to equilibrium (vanishing heat flux) when the temperatures of the two baths are equal. The mathematical reason is that different reservoirs necessarily correspond to different noise realizations, regardless of their temperatures.

As an example, consider heat baths A and B with friction and noise forces given by $-\gamma_{A,B} v$, $\sqrt{2\gamma_{A,B}} \xi_{A,B}(t)$, with independent Gaussian white noises $\xi_{A,B}(t)$. Then the joint action of these baths is described by the total friction $-(\gamma_A + \gamma_B) v$ and noise $\sqrt{2(\gamma_A + \gamma_B)T_0} \xi(t)$, where $\xi(t)$ is a unit variance Gaussian white noise (correlated with $\xi_{A,B}(t)$). To sum up, the formal identification of the feedback force $F_{\text{FB}}$ and noise $\eta_{\text{FB}}$ for $\tau = 0$ as effects of a standard heat bath correctly determines the sign of the heat flux $Q_M$ in equation (38), but it is physically problematic.

5.3. Fluctuation theorems

We conclude the numerical part of the paper by testing the work fluctuation theorems (14) and (15). To this end, we let the system relax into the steady state corresponding to the parameter regime of figures 4(e)–(h) and then we switch on the time-symmetric protocol

$$k_0 = 1 + 0.9 \sin(\pi t)$$

(39)
Figure 6. Heat fluxes $\dot{Q}_M$ from the (proper) Markovian bath into the system for NEFB, EFB, and EQ processes discussed in figures 4(e)–(h). The horizontal lines depict the stationary values of the corresponding heat fluxes. For the EQ process, the stationary value is 0. For the EFB process, it is given by equation (37). For the NEFB, we have no universally valid prediction for the stationary value of $\dot{Q}_M$. However, the small-$\tau$ expansion (32) leads to $T_{\text{eff}} < T_0$ and thus it suggests a positive value of $\dot{Q}_M$.

Figure 7. Test of the Crooks fluctuation theorem. (a) Probability densities for work for NEFB, EFB and EQ processes departing from the stationary state of figure 4 and driven with a time symmetric protocol (39) for the potential (36). The remaining panels show the function (41) for NEFB (b), EFB (c), and EQ (d). The data suggest that the theorem holds for EFB and EQ, where $C(w) \approx 0$. The shown results were obtained from $5 \times 10^6$ runs of BD simulation with time-step $\Delta t = 10^{-3}$. Except for the time-dependent driving, all parameters are the same as in figure 4.

with $t \in (0, 1)$ for the potential (36). During the time-dependent driving, we measure the stochastic work

$$w = \int_0^1 \frac{\partial U[x(t), t]}{\partial t} \, dt = \int_0^1 dt \dot{k}_0 x^6(t)/6$$

and sample its PDF $\rho(w)$. Due to the symmetry of the protocol, the time-reversed process (R) and the forward process (F) in the fluctuation theorems (14) and (15) coincide and the free energy difference $\Delta F$ vanishes. Validity of the Crooks fluctuation theorem (15) for the acquired PDFs thus implies that

$$C(w) \equiv \log \left[ \frac{\rho(w)}{\rho(-w)} \exp(w/T) \right] = 0.$$ (41)

In figure 7(a) we show the resulting PDFs for work obtained for the NEFB, EFB, and EQ processes. The panels (b)–(d) then show that from the three processes only the EFB (c) and EQ (d) yield $C(w) = 0$ and thus fulfill the Crooks fluctuation theorem (41).
The validity of the Jarzynski equality is tested in figure 8, where we show values of averages $\langle \exp(-\beta Xw) \rangle$ over the sample PDFs for work as functions of the parameter $\beta X$. For EFB and EQ, we find that the average equals to one for $\beta X = 1/T$ and $1/T_0$, respectively, proving the validity of Jarzynski equality (14) with $\Delta F = 0$ in these cases. For the NEFB, the system starts out of equilibrium so that it is not clear which (inverse) temperature should be used in equation (14). In the figure, we at least tested that choosing the temperature obtained from the variance of the velocity, $1/\beta X = 2\sigma^2_v$, does not yield $\langle \exp(-\beta Xw) \rangle = 1$.

6. Beyond equilibrium feedback

In this section, we discuss possible analytical extensions of the equilibrium delay processes that might help to better understand general delay processes.

6.1. Classical linear response theory

Any Langevin equation where the friction and noise obey the FDR (7) can be thought of as a result of coarse-graining the full set of Hamiltonian equations for the system of interest and the corresponding bath over the bath degrees of freedom. This means that, the system with equilibrium delay can be regarded as a standard Hamiltonian system, which implies applicability of the classical linear response theory [70, 72, 73]. It states that the time-evolution of the mean value $\langle A(t) \rangle$ induced by perturbations of the equilibrium system with Hamiltonian $H = U + mv^2/2$ in the form $H + \varepsilon f(t)B$ starting at time $t = 0$ reads [72]

$$\langle A(t) \rangle = \langle A(t) \rangle_0 + \frac{\varepsilon T}{\beta X} \int_0^t ds f(s) \langle A(t-s)B(0) \rangle_0.$$  

(42)

One assumes that the averages in the perturbed system can be expanded as $\langle \ldots \rangle = \langle \ldots \rangle_0 + \varepsilon \langle \ldots \rangle_1 + \ldots$, where the subscript 0 denotes average taken over the unperturbed Boltzmann PDF corresponding to Hamiltonian $H$ (12) and (13), the subscript 1 denotes averages taken over the exact PDF up to the order $\varepsilon$, and so on.

We test the linear response theory using the specific equilibrium velocity feedback system discussed in section 5. We perturb the Hamiltonian by the term $\varepsilon f(t)x$. This term corresponds to a homogeneous time-dependent force $-\varepsilon f(t)$ and thus the dynamical equation for velocity reads

$$mv(t) = \frac{\partial U}{\partial x} + F_{FB} - \gamma_0 v(t) + \sqrt{2T_0 \gamma_0} \xi(t) - \varepsilon f(t).$$  

(43)

The potential $U$ is given by equation (36) and the feedback force by equation (33). We consider the parameter regime of figure 4 and the specific perturbation

$$\varepsilon f(t) = \varepsilon \sin(\pi t/10).$$  

(44)
Figure 9. Linear response theory: (a)–(d) response functions from BD simulations used to evaluate the time evolution of the first two central moments of velocity and position (e)–(h) in the equilibrium system of figure 4 perturbed by the time-dependent force (44). As expected, agreement between the approximate theory (dashed lines) and simulation (noisy solid lines) is better for smaller $\epsilon = 0.1$ (black and gray lines) than for the larger one $\epsilon = 0.2$ (pink and orange lines).

In figures 9(a)–(d) we show the time correlation functions \( \langle A(t)\dot{x}(0) \rangle_0 = \langle A(t)v(0) \rangle_0 \), \( A = x, v, x^2, v^2 \) obtained using BD simulations of this system with $\epsilon = 0$. The first two central moments of velocity and position obtained using equation (42) with force (44) via these time correlation functions are depicted in figures 9(e)–(h) together with the corresponding quantities obtained from BD simulation of the perturbed system. The figures show good agreement between simulations and linear response theory, which improves for smaller $\epsilon$.

The validity of the linear response theory can be rationalized as follows. Even though we do not have an exact dynamical equation for the PDF for the equilibrium delay system, we know that the PDF for system and bath obeys a Liouville equation. The corresponding Liouville operator is composed of the system Hamiltonian $H$, the bath Hamiltonian, and the system-bath interaction energy. Even though it is hard to identify the latter two, one can rely on this Liouville equation as a starting point for perturbation theories around the parameter regime of the equilibrium delay. For example, one can derive equation (42) using the textbook approach of reference [72].

6.2. Langevin equation

The classical linear response theory (42) applies only for perturbations that can be subsumed into the Hamiltonian of the system. Other perturbations can be treated, e.g. on the footing of linear irreversible thermodynamics [74] or directly on the level of the Langevin equations (1) and (2). In order to present two simple examples of the latter type, we write these equations in the form of the equilibrium interpretation of table 1(B)

\[
\dot{x} = v, \quad m\dot{v} = \left( -\frac{\partial U}{\partial x} + F + \eta \right) + \varepsilon g,
\]

where the term proportional to $\varepsilon$ is a perturbation. Perturbations dependent on time and/or time-delayed variables again require evaluation of time-correlation functions, which can rarely be obtained analytically. Perturbations that depend only on position can be absorbed into the potential, and the stationary PDF can be evaluated exactly. To obtain non-trivial analytical results, we will investigate two properties of steady states induced by perturbations of the form $g = g[v(t)]$, i.e. which depend solely on velocity. However, the obtained general restrictions (47) and (48) on the system dynamics apply for an arbitrary function $g$. In particular, $g$ can, for these expressions, be a nonlinear function of position and velocity in the past. In such a case, the resulting process (45) is a truly nonlinear delay differential equation.
Virial theorem. The virial theorem states that twice the average kinetic energy of a system equals to the virial $\langle Fx \rangle$ \[^{[86]}\]. For the system at hand, the total force $F$ is given by the right-hand side (rhs) of equation (45). For the unperturbed system, this implies that

$$m \langle v^2 \rangle = -\left\langle \left( -\frac{\partial U}{\partial x} + F_x + \eta \right) x \right\rangle$$

(46)

as can be checked directly from the Langevin equations after multiplying equation (1) by $x$, equation (45) with $\varepsilon = 0$ by $v$, summing the result, and taking the stationary ensemble average so that the time derivative of the cross-correlation $\langle x v \rangle$ vanishes. Repeating this procedure for nonzero perturbation in equation (45), we find that if $\langle g(v) \rangle_0 = 0$ the unperturbed virial theorem (46) remains valid up to first order in $\varepsilon$ because $\langle x g(v) \rangle_0 = \langle x \rangle_0 \langle g(v) \rangle_0$. More generally, we find that

$$m \langle v^2 \rangle_n + \left\langle \left( -\frac{\partial U}{\partial x} + F_x + \eta \right) x \right\rangle_n = -\varepsilon \langle x g(v) \rangle_{n-1}$$

(47)

holds for all corrections of order $n \geq 1$. Even though this result cannot be evaluated explicitly for $n > 1$ since $\varepsilon^n \langle x g(v) \rangle_1$ is unknown, it can provide a stringent consistency check for simulations.

Power. The power $\langle Fv \rangle$ exerted by the total force $F$ on the rhs of equation (45) vanishes in the steady state of the unperturbed system since the time-derivative of $\langle v^2 \rangle$ vanishes. With the perturbation switched on, we find

$$\left\langle \left( -\frac{\partial U}{\partial x} + F_x + \eta \right) v \right\rangle_n = -\varepsilon \langle x g(v) \rangle_{n-1}$$

(48)

Besides providing another set of expressions useful as consistency checks in simulations, this equation provides an explicit non-trivial result for $n = 1$. Then the rhs $-\varepsilon \langle x g(v) \rangle_0$ is in general non-zero and can be evaluated as average over the PDF (13). For example, for $g(v) = v$, we find

$$\dot{\hat{W}} \equiv \left\langle \left( -\frac{\partial U}{\partial x} + F_x + \eta \right) v \right\rangle_n = -\varepsilon T.$$

(49)

Figure 10 verifies this approximate result by BD simulations for $n = 1$ and $n = 3$ and the same unperturbed dynamics as in section 6.1 above.

7. Conclusion

Using the second FDR, we have identified situations where one can interpret time-delayed feedback forces proportional to velocity or position in Langevin equations as friction forces imposed by an equilibrium bath. Our analysis reveals a previously unnoticed class of nonlinear SDDEs, which can be treated analytically. They describe processes that obey standard thermodynamic constraints. In particular, their long-time distributions are of Gibbs canonical form and they obey standard fluctuation theorems. From the point of view of control theory, especially passivity-based control, the corresponding EFB processes are automatically stable and passive. However, their dynamics retains the full complexity of generic delay processes. One disadvantage is that the EFB always heats up the system and thus, unlike generic feedback protocols, cannot be used for standard feedback cooling.

As a practical demonstration, we have realized the equilibrium velocity feedback using BD simulations and shown that it exhibits all the formally derived properties. For so-called equilibrium velocity feedback,
In particular, the so-called velocity damping protocols for feedback cooling of trapped microscopic particles record the particle velocity and later, after an experimental latency, apply to the particle a force proportional to that velocity \[39, 69\]. Assuming that the thermal bath is Markovian and position and velocity dependence of the systematic force in the dynamical equation for particle motion is known, measuring both the velocity and position at time \( t \) allows to determine the thermal noise, which can then be applied to the particle in the future, similarly as the velocity-dependent force. The potential drawback of this approach is that the measured noise will be affected by measurement uncertainties and finite measurement time resolution. As detailed in appendix B, large velocity measurement uncertainties might render the realization of the EFB impossible. On the other hand, the finite measurement time resolution just means that the obtained noise will effectively be integrated (low-pass filtered) over one measurement frame, which is also the case in our BD simulations. Other promising setups, where the EFB might be realised, are state-of-the-art bath engineering experiments \[68\] or experiments with feedback-driven overdamped Brownian particles \[22\]. Finally, EFB of the same type as in our computer simulations could be realised in experimental setups where artificial noise completely overshadows thermal noise. An example is shaken granular matter \[67\], where noise is realised by shaking the granular system.

From a theoretical perspective, we believe that our results will shed further light on investigations of the dynamics and thermodynamics of nonlinear SDDEs, which are known to be immensely resistant to analytical treatments. For example, the known stationary distributions for the equilibrium delay processes can serve as starting points of new perturbation theories valid for arbitrarily large delays. And, the known thermodynamics of the equilibrium delay processes can help to better understand the individual contributions to the total entropy production derived for nonlinear SDDEs as studied in references \[48, 49, 52\].
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**Appendix A. No feedback cooling with EQ feedback**

Consider the heat flux \( \dot{Q}_{\text{M}}^{\text{EFB}} \) from the proper bath into the system in the steady state created by an EFB. The force applied by the proper bath on the system is \(-\gamma_0 v(t) + \sqrt{2T_0 \gamma_0} \xi(t)\) and thus

\[
\dot{Q}_{\text{M}}^{\text{EFB}} = -\gamma_0 \langle v^2 \rangle + \sqrt{2T_0 \gamma_0} \langle \xi(t) v(t) \rangle
\]

(A.1)

with \( \langle v^2 \rangle = \lim_{t \to \infty} \langle v(t)^2 \rangle = \sigma_v^{\text{EFB}} = T/m \). To calculate \( \langle \xi(t) v(t) \rangle \), we use the formal solution

\[
v(t) = \frac{1}{m} \int_0^t dt' \left[ F[x(t'), v(t'), t'] + \gamma_0 \xi(t') + \sigma_v^{\text{FB}} \right].
\]

(A.2)

For a positive delay, \( \tau > 0 \), the causality implies that all terms on the rhs except for \( \xi(t') \) are independent of the white noise \( \xi(t) \) at time \( t \) (values of velocity and position at time \( t' \leq t \) were not affected by the white noise yet, and it is also reasonable to assume that the feedback noise \( \eta_{\text{FB}}(t') \) cannot be constructed in such a way that it would depend on \( \xi(t) \)). In symbols we obtain

\[
\langle \xi(t) v(t) \rangle = \frac{1}{m} \int_0^t dt' \sqrt{2T_0 \gamma_0} \delta(t-t') = \frac{1}{m} \sqrt{\frac{T_0 \gamma_0}{2}}.
\]

(A.3)

Using \( \sigma_v^{\text{EQ}} = T_0/m \) we get the stationary flux \( \dot{Q}_\text{M} \) induced by the EQ feedback in the form

\[
\dot{Q}_\text{M}^{\text{EQ}} = \gamma_0 \left( (\sigma_v^{\text{EQ}})^2 - (\sigma_v^{\text{EFB}})^2 \right) = \frac{2\gamma_0}{m} (T_0 - T).
\]

(A.4)
As might have been anticipated from the beginning, the EQ feedback can cool the proper bath ($Q_{MB}^{EF} > 0$) only if it leads to a smaller velocity variance (effective temperature) than the proper bath. Let us now show that this can happen only if the feedback force contains also a time-local term in velocity.

Inserting the total noise $\eta(t) = \sqrt{2T_0\gamma_0}\xi(t) + \eta_{FB}(t)$ (see table 1) into the FDR (7), we find

\[
\langle \eta(t)\eta(t') \rangle / T = 2(\gamma_0 + \delta)(t - t') + \cdots = (2T_0\gamma_0 + \epsilon)/T\delta(t - t') + \cdots. \tag{A.5}
\]

The first line corresponds to the time-local component of the friction kernel. Specifically, the term proportional to $\gamma_0$ corresponds to the background friction $\gamma_0 v(t)$. And the term proportional to $\delta$ stems from the time-local component of the feedback force. The remaining terms abbreviated by $\cdots$ are determined by time non-local components of the friction kernel. The second line corresponds to the actual noise correlations. The term proportional to $2T_0\gamma_0$ is obtained from the background noise and the term proportional to $\delta(t - t')$ originates from the time-local $(t - t' = 0)$ component of $\langle \eta_{FB}(t)\eta_{FB}(t') \rangle$. The remaining terms are given by the cross correlations $\langle \xi(t)\eta_{FB}(t') \rangle$ and the $t - t' \neq 0$ component of $\langle \eta_{FB}(t)\eta_{FB}(t') \rangle$.

Demanding that prefactors in front of the $\delta$-functions in equation (A.5) equal, we find

\[
\frac{T_0}{T} = \frac{2(\gamma_0 + \delta) - \epsilon}{2\gamma_0}. \tag{A.6}
\]

Since $\epsilon$ is the variance of the feedback noise $\eta_{FB}(t)$, it must be positive. The feedback can thus cool the system and the ambient bath ($T < T_0$ and $Q_{MB}^{EF} > 0$) only if it contains a strong enough time-local component of the friction $-\delta v(t)$, $\delta > \epsilon/2T$. Otherwise $T \geq T_0$ and $Q_{MB}^{EF} \leq 0$ and thus the cooling by EFB is not possible. Realizing a feedback force containing a term proportional to a non-delayed velocity of the system seems technologically impossible and thus we conclude that, unlike generic feedback, the EFB cannot be used to cool the system in practical setups [36, 38].

**Appendix B. Noise generation in practice**

An arbitrary Gaussian noise with a given positive power spectrum, and thus also any noise $\eta(t)$ fulfilling the conditions (7) and (9), can be realized in practice using one of the standard procedures for generating a Gaussian process with given autocorrelation function [87–89].

Concerning the position delay of section 3 in the parameter regime (22), our brute-force implementation of the spectral method using equation (35) in reference [87] does not yield satisfactory results. However, we can recommended the method of references [88, 89] based on a discrete representation of the noise $\eta(t)$ by $M_{\epsilon}e$, where $e$ is a column vector of independent Gaussian white noises and the matrix $M_{\epsilon}$ is given by a square root of a matrix describing the autocorrelation function (20).

A noise fulfilling the conditions (28) and (30) corresponding to the velocity delay of section 4 can be constructed analytically by introducing the ansatz

\[
\eta(t) = \sqrt{\alpha_0}\xi(t) + \sqrt{\alpha_\tau}\xi(t - \tau). \tag{B.1}
\]

Here, $\alpha_0 = 2T_0\gamma_0$, $\xi(t)$ is the zero-mean, unit-variance, Gaussian white noise, i.e. $\langle \xi(t) \rangle = 0$, $\langle \xi(t)\xi(t') \rangle = \delta(t - t')$. For $\tau > 0$, such $\eta(t)$ obeys equation (28) if $(\alpha_0 + \alpha_\tau)/T = 2\gamma_0$ and $\sqrt{\alpha_0\alpha_\tau}/T = \gamma_\tau$.

Solving these equations with respect to $\alpha_0$ and $\alpha_\tau$, we obtain the two roots

\[
\alpha_0/T = \gamma_0 \pm \sqrt{\gamma_0^2 - \gamma_\tau^2}, \quad \alpha_\tau/T = \gamma_0 \pm \sqrt{\gamma_0^2 - \gamma_\tau^2}, \tag{B.2}
\]

which are equivalent due to the symmetry $\alpha_0 \leftrightarrow \alpha_\tau$ of the noise leading to the same dynamics of $v(t)$. In agreement with our discussion of the power spectrum (29), this mapping breaks down if $\gamma_0 < |\gamma_\tau|$ when $\eta(t)$ becomes complex.

To realize (B.1) in practice, one needs to measure the (thermal) noise at time $t - \tau$, record it, and feed it back by some feedback mechanism at time $t$. However, from a practical perspective, the white noise $\xi(t)$ represents an unreachable mathematical abstraction, as the trajectories are always measured with a finite time resolution. This applies not only to experiments but also to standard BD simulations, where the stochastic differential equation $\dot{v}(t) = f(v(t), t - \tau) + \sigma\xi(t)$ is usually integrated over a time interval $[t, t + dt]$. This yields the update rule $v(t + dt) = v(t) + f(v(t), t - \tau)dt + \sigma\sqrt{dt} L(t)$, where the so-called Wiener process $\sqrt{dt} L(t) = \int_{t}^{t + dt} \mathrm{d}t' \xi(t')$ is a zero-mean Gaussian random variable with variance $dt$. The equilibrium velocity delay process (4) with the noise (B.1) has the form $\dot{v}(t) = f(v(t), t - \tau) + \sqrt{\alpha_0}\xi(t) + \sqrt{\alpha_\tau}\xi(t - \tau)$. And we simulate it using the update rule
\[ v(t + dt) = v(t) + f(t, t - \tau)dt + \alpha_0 df(t) + \alpha_1 df(t - \tau). \]

To simulate the process, one thus has to keep track of the sequence \( L(t'), t' \in [t - \tau, t] \) of the integrated noise.

An analogous procedure can be in principle be applied to realize the required feedback noise in experiments with Markov heat bath described by white noise. Let us assume that we can measure the velocity \( v(t) \), and we apply at time \( t \) a known force \( f(t, t - \tau) \) (this force can already contain the feedback noise). Subtracting \( f(t, t - \tau) dt \) from the measured change in the velocity \( v(t + dt) - v(t) \) per one measurement frame of length \( dt \) gives the integrated white noise \( \sqrt{\alpha_0 df(t)} L(t) \) at time \( t \). This noise can be recorded and fed back into the system similarly as in the BD simulations. Let us now briefly discuss possible complications, which can arise in real-world experiments where the idealized mathematical abstraction might fail. (i) Computer simulations based on the model

\[ \dot{x} = v, \quad m \ddot{v} = F_E + F_{FB} - \gamma_0 v + \sqrt{2T_0 \gamma_0} \xi(t), \]  

introduced in table 1(C), are in good agreement with measurements performed both in the underdamped and overdamped regime. An example of the former is the velocity damping experiments, where an optomechanically trapped particle diffusing in a dilute gas is cooled using velocity feedback [38, 39].

Overdamped experiments are usually performed with colloidal particles diffusing in water [22]. The only notable complication concerning equation (B.3) is that the friction and noise terms, \( -\gamma_0 v + \sqrt{2T_0 \gamma_0} \xi(t) \), in the experiments do not originate solely from the thermal bath. Instead, they arise as a combined effect of the bath, feedback apparatus, and trapping mechanism. However, the total noise and friction affect the particle dynamics in the same way as noise and friction induced by a Markov equilibrium bath described by an effective temperature \( T_0 \) and friction coefficient \( \gamma_0 \). (ii) In the suggested experimental realization of the EFB, we assumed precise measurements of velocity. However, concerning underdamped setups, such measurements can nowadays be only performed in specialized apparatuses with charged particles [38]. Other underdamped experimental setups predict the particle velocity from its position, e.g. by using the so-called Wiener filter [39]. The result of such a measurement is instead of the real velocity \( v \) a velocity \( v + \delta v \), where \( \delta v \) is the measurement error. This error has two effects. First, when a feedback force proportional to the measured velocity is applied to the system, the noise is not only increased by the error of the feedback loop, but also by the measurement error \( \delta v \). The second effect, important for the experimental realization of the velocity feedback, is that the difference in the measured velocities does not equal to \( v(t + dt) - v(t) \) but to \( v(t + dt) - v(t) + \delta v(t + dt) - \delta v(t) \). Therefore, the procedure for realization of the EFB suggested above is feasible only if the measurement noise \( \delta v(t + dt) - \delta v(t) \) is much smaller than the integrated ‘thermal’ noise \( \sqrt{2T_0 \gamma_0} \int_{t+dt}^{t} d't' \xi(t') \).

(iii) Under overdamped conditions, equation (B.3) simplifies to

\[ \gamma_0 v = F_E + F_{FB} - \gamma_0 v + \sqrt{2T_0 \gamma_0} \xi(t), \]

and the problems with velocity measurements affect only the magnitude of the effective temperature. This is because the integrated noise can now be calculated directly from the particle displacement \( x(t + dt) - x(t) \) during the interval \( dt \) as \( \sqrt{2T_0 \gamma_0} \int_{t}^{t+dt} d't' \xi(t') \) = \( |x(t + dt) - x(t) - F_E(t) dt + F_{FB}(t)|/\gamma_0 \). The position measurements can be performed with sufficient precision to make this procedure feasible. To sum up, the suggested method for experimental realization of equilibrium velocity feedback should be realizable in a number of real-world applications with overdamped dynamics, while underdamped systems could be problematic if the velocity cannot be measured with sufficient precision. To close this section, we note that, even though the noise in equation (B.3) is often white, this is not valid generally. However situations with colored thermal noises are beyond the scope of this paper and will be covered elsewhere.

**Appendix C. Parameter sets used in figures 3 and 4**

The two parameter sets considered in figures 3 and 4 are chosen as follows. The first one \((\tilde{\gamma}_0, \tilde{\tau}, \gamma, \tau) \approx (0.28, 0.28)\) minimizes the ratio

\[ \frac{t_{R}^{EQ}}{t_{R}^{E}} = \frac{\tilde{\gamma}_0 \tau}{9\left[ \tilde{\gamma}_0 \tau - W(-e^{\alpha_0 \gamma \tau} \tau) \right]} \]  

of the relaxation time \( t_{R}^{EQ} \equiv 1/\gamma_0 \) for the EQ process and \( t_{R} \) (31) for the EFB and NEFB for \( U = 0 \). The second one \((\gamma_0, \gamma, \tau) \approx (0.42, 0.24)\) minimizes the measure

\[ \frac{t_{R}^{EQ}}{t_{R}^{E}} (\sigma_0^{E})^2 \]  

of the trade-off between the relaxation time ratio (C.1) and the ratio of stationary velocity variance \( (\sigma_v)^2 = \langle v^2 \rangle \) for EFB and NEFB. For NEFB we take the variance for \( U = 0 \), when it can be calculated.
In the stable regime, the time-correlation function, $C(t)$, can be analytically expressed as
\[ (\sigma_v^{\text{NEFB}})^2 \equiv \sigma_v^2 = \frac{T_0}{m} \frac{\tilde{\gamma}_0 [\Omega + \tilde{\gamma}_\tau \sinh(\Omega \tau)]}{\Omega [\tilde{\gamma}_0 + \tilde{\gamma}_\tau \cosh(\Omega \tau)]}, \]  
(C.3) where $\Omega = \sqrt{\tilde{\gamma}_0^2 - \tilde{\gamma}_\tau^2}$. For EFB, the variance $(\sigma_v^{\text{EFB}})^2 = T/m$ follows for any $U$ from equipartition.

In addition, we also tested the parameter set $(\tilde{\gamma}_0\tau, \tilde{\gamma}_\tau \tau) \approx (0.34, 0.034)$ which minimizes the ratio $\sigma_v^{\text{EFB}}/\sigma_v^{\text{NEFB}}$ but due to the small magnitude of the feedback force the numerical results for NEFB, EFB, and EQ are hardly distinguishable and we decided not to show them.

**Appendix D. Derivation of equation (C.3)**

Consider the simple velocity process
\[ \dot{v}(t) = -\tilde{\gamma}_0 v(t) - \tilde{\gamma}_\tau v(t - \tau) + \sqrt{\alpha} \xi(t). \]  
(D.1)

In the steady state, $\langle \dot{v} \rangle = 0$ and the variance $\sigma_v^2 = \langle \dot{v}^2 \rangle$ can be evaluated as follows.

The general solution to equation (D.1) reads [43]
\[ v(t) = \lambda(t) v_0 - \tilde{\gamma}_\tau \int_{-\tau}^{0} dt' \lambda(t - t' - \tau) v(t') + \sqrt{\alpha} \int_{0}^{t} dt' \lambda(t - t') \xi(t'), \]  
(D.2)

where $v_0 = v(0)$. The Green’s function $\lambda(t)$ solves equation (D.1) with vanishing noise term ($\alpha = 0$), i.e.
\[ \dot{\lambda}(t) = -\tilde{\gamma}_0 \lambda(t) - \tilde{\gamma}_\tau \lambda(t - \tau), \]  
(D.3)

and the initial condition $\lambda(t < 0) = 0$ and $\lambda(0) = 1$. The most straightforward way for finding $\lambda(t)$ is to employ a Laplace transformation in time. The result is [62]
\[ \lambda(t) = \sum_{l=0}^{\infty} \frac{(-\tilde{\gamma}_\tau)^l}{l!} (t - l\tau)^l e^{-\tilde{\gamma}_0(t - l\tau)} \Theta(t - l\tau). \]  
(D.4)

In the stable regime, $\tau_R > 0$ (cf equation (31)), where the Green’s function eventually decays to zero, $\lim_{t \to \infty} \lambda(t) = 0$, the general solution (D.2) to equation (D.1) can be used for calculation of the time-correlation function, $C(t) = \lim_{t_0 \to \infty} \langle v(t_0 + t) v(t_0) \rangle$. The stationary variance $\sigma_v^2 = C(0)$, we are actually interested in, comes as a by-product of this calculation.

We find that for $t > 0$ (see also reference [43])
\[ C(t) = \alpha \lim_{t_0 \to \infty} \int_{0}^{t_0} dt' \lambda(t + t_0 - t') \lambda(t_0 - t'). \]  
(D.5)

This expression can already be used for plotting the time correlation function, however, it is not very suitable for inferring its properties. Following the approach in references [43, 61], we take the time derivative of equation (D.5) and use equation (D.3) for the Green’s function to obtain the dynamical equation
\[ \dot{C}(t) = -\tilde{\gamma}_\tau C(t - \tau) - \tilde{\gamma}_0 C(t) \]  
(D.6)

valid for $t > 0$ due to the nonanalyticity of $\lambda(t)$ at $t = 0$. The solution to this equation is given by equation (D.2):
\[ C(t) = \lambda(t) C_0 - \tilde{\gamma}_\tau \int_{-\tau}^{0} dt' \lambda(t - t' - \tau) C(t') \]  
(D.7)

and thus the decay time of the time-correlation function is given by the decay time (31) of the Green’s function $\lambda(t)$. To evaluate the above expression, we need to find the stationary variance $\alpha_0 \equiv C(0)$ and the delayed initial condition $C(t)$ for $t \in (-\tau, 0)$. This can be done as follows. Employing the symmetry $C(t) = C(-t)$ of the stationary time-correlation function, we rewrite equation (D.6) as
\[ C(t) = -\tilde{\gamma}_\tau C(\tau - t) - \tilde{\gamma}_0 C(t). \]  
(D.8)

For $t \in (0, \tau)$, we can differentiate this equation once again. The result is
\[ \ddot{C}(t) = \Omega^2 C(t), \]  
(D.9)

where we used equation (D.6) and defined the (possibly imaginary) frequency $\Omega = \sqrt{\tilde{\gamma}_0^2 - \tilde{\gamma}_\tau^2}$. From equation (D.9), we find that for $t \in [-\tau, \tau]$
\[ C(t) = C_0 \cosh (\Omega t) + \tilde{\gamma}_0 \Omega^{-1} \sinh \left( \Omega |t| \right). \]  
(D.10)
Here, $\dot{C}_0 = \lim_{t \to -\infty} \Dot{C}(t)$ denotes the time-derivative of the time-correlation function, that is discontinuous at $t = 0$ [61], for $t > 0$ discontinuously close to 0. From equation (D.5), we find that

$$\dot{C}_0 = \alpha \lim_{t_0 \to \infty} \int_0^{t_0} dt' \dot{\lambda}(t_0 - t') \lambda(t_0 - t') = -0.5 \alpha \lim_{t_0 \to \infty} \int_0^{t_0} dt' \frac{d}{dt'} \lambda^2(t_0 - t') = -0.5 \alpha \lambda(0) - \lambda^2(t_0) \right] = -0.5 \alpha \lambda(0).$$

In order to evaluate $C_0$, we note that $\dot{C}_0$ also follows from equation (D.8) with $t = 0$, yielding $\dot{C}_0 = -0.5 \alpha \lambda = -\dot{\gamma}_0 \lambda - \gamma_0 C_0$. Using $C(\tau) = C_0 \cosh(\Omega \tau) - 0.5 \alpha \Omega^{-1} \sinh(\Omega \tau)$ given by equation (D.10) for $t > 0$, we finally get the desired result

$$C_0 = \sigma^2_0 = \frac{\alpha \Omega + \dot{\gamma}_0}{2 \Omega} \frac{\sinh(\Omega \tau)}{\cosh(\Omega \tau)}.$$

(D.12)

For $\gamma_0 = 0$, we obtain $\Omega = i \sqrt{-\gamma}$. Using the identities $\sinh(ix) = i \sin(x)$ and $\cosh(ix) = \cos(x)$, the formula (D.12) can be written as

$$\sigma^2_0 = \frac{\alpha}{2 \gamma} \frac{1 + \sin(\dot{\gamma} \lambda \tau)}{\cos(\dot{\gamma} \lambda \tau)},$$

(D.13)

which is the result derived in references [43, 61].
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