Direct electron irradiation of DNA in a fully aqueous environment. Damage determination in combination with Monte Carlo simulations
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We report on a study in which plasmid DNA in water was irradiated with 30 keV electrons generated by a scanning electron microscope and passed through a 100 nm thick Si₃N₄ membrane. The corresponding Monte Carlo simulations suggest that the kinetic energy spectrum of the electrons throughout the water is dominated by low energy electrons (<100 eV). The DNA radiation damage, single-strand breaks (SSBs) and double-strand breaks (DSBs), was determined by gel electrophoresis. The median lethal dose of D₁/₂ = 1.7 ± 0.3 Gy was found to be much smaller as compared to partially or fully hydrated DNA irradiated under vacuum conditions. The ratio of the DSBs to SSBs was found to be 1:12 as compared to 1:88 found for hydrated DNA. Our method enables quantitative measurements of radiation damage to biomolecules (DNA, proteins) in solutions under varying conditions (pH, salinity, cosolutes) for an electron energy range which is difficult to probe by standard methods.

1 Introduction

The understanding of the mechanisms of radiation causing damage to DNA is of utmost importance for the development of new cancer therapies and effective radiosensitizers. It was believed for a long time that oxidizing hydroxyl radicals produced by ionizing radiation (e.g. gamma-, X-rays, UV-radiation) are the prevailing lethal species. However, over the last years experimental evidence was accumulated that the low energy electrons (LEEs) and prehydrated electrons can cause a significant, if not dominant amount of DNA damage. The LEEs are produced in a copious amount by high energy radiation, together with OH-radicals and ions. They can damage DNA directly by ionization or dissociative electron attachment (DEA). While traversing the liquid environment the LEEs undergo various inelastic scattering events before they reach a prehydrated state. From there they can damage DNA by a reductive mechanism via direct electron transfer (DET). For these prehydrated electrons some studies have come to the conclusion that the probability to induce a DNA strand break is twice as high as for an OH-radical. The mechanism is proposed whereby the de-excited electrons localize rapidly on solvated nucleobases due to their high electron affinity, causing subsequently electronic restructuring and finally strand breaks in DNA.

However, the quantitative contributions of the various species, as well as the protecting or enhancing effects of the liquid, are presently unresolved and under debate. This is mostly for the reason that the evidence in support of the LEE damage is largely based on electron irradiation of biomolecules in vacuo with low energy sources, under a humid atmosphere with X-rays on metallic surfaces or in liquid with two-photon processes as the primary radiation source. Other studies using linear accelerators to generate electrons in the MeV range focus on the production of multiple DSBs and are not concerned with disentanglement of the action of secondary species. In this work, we present a method for direct irradiation of biological samples in a fully aqueous environment with electrons as primary particles. This is achieved by using a sample holder incorporating a nanomembrane for the separation of the liquid sample and the vacuum of the electron microscope. Electrons as primary particles have the advantage that complex damage such as cyclobutyl pyrimidine dimers (intrastrand crosslinks), as induced by UV light, can be neglected. Furthermore, in contrast to the experiments with DNA deposited on surfaces, our irradiation set-up opens up the possibility to investigate the effects of changes in environmental parameters such as the pH value, salinity, and the presence of proteins or other biomolecules.
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In addition, the influence of surface–DNA and DNA–DNA interactions due to high surface coverages can be ruled out. In combination with Monte-Carlo simulations of electron–water scattering processes and DNA diffusion within the liquid, damage–dosage relations can be precisely determined. In particular, the irradiation of PUC19 plasmid DNA in water with electrons and the occurrence of SSBs and DSBs as a function of the microscopic energy deposit will be presented and discussed in this work.

2 Materials and methods

2.1 Experimental setup

2.1.1 Sample holder. DNA samples were irradiated in aqueous solutions by electrons of well-defined primary energy within an environmental scanning electron microscope (ESEM). To make this possible, a sample holder incorporating a silicon chip (Fig. 1 part 1C) with a 100 nm thick Si$_3$N$_4$ membrane (Silson, UK) was developed. A drawing is displayed in Fig. 1. The membrane (0.5 × 0.5 mm) separates vacuum and liquid even at a pressure difference of 1 bar, but it is essentially transparent to high energy electrons of 30 keV as determined experimentally (92 ± 3% transmission). On the liquid side of the membrane, a 10 nm silicon dioxide layer exists which makes it also usable for experiments with surface attached biomolecules.

The DNA sample holder (Fig. 1 part 1B) is made from a chemically inert material (Kel-F/polychlorotrifluoroethylene). It has an inner cylindrical shape container with a conical ending (radius = 1.6 mm and height = 1 mm) of about 4
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21 kg) was isolated using a QIAprep Spin Miniprep Kit (Qiagen) from Escherichia coli TOP10 and eluted with ultrapure water (conductance 0.055 μS cm$^{-1}$). The sample holder was cleaned by ethanol and autoclaved. A volume of 4 μL with a plasmid concentration of 50 ng μL$^{-1}$ in ultrapure water was used for irradiation.

2.1.2 Sample preparation. The plasmid (pUC19 with 2686 bp and $m_{\text{pUC19}} = 2.9 \times 10^{-21}$ kg) was isolated using a QIAprep Spin Miniprep Kit (Qiagen) from Escherichia coli TOP10 and eluted with ultrapure water (conductance 0.055 μS cm$^{-1}$). The sample holder was cleaned by ethanol and autoclaved. A volume of 4 μL with a plasmid concentration of 50 ng μL$^{-1}$ in ultrapure water was used for irradiation.

2.1.3 Irradiation procedure. All irradiation experiments were performed within a FEI XL30 environmental scanning electron microscope (ESEM) with a LaB$_6$ cathode. The samples were placed in the ESEM and irradiated at a pressure below 1 × 10$^{-6}$ mbar. The irradiation was performed with a primary electron energy of 30 keV and SE-detector voltage of 0 V. The membrane was irradiated with an ESEM scan size of 350 × 265 μm$^2$. Currents of 5.6–9.6 nA and irradiation times of 30–600 s were used. Before and after each irradiation the electron current was measured using a Faraday cup and a picoammeter (Keithley 6845). After irradiation, the samples were stored at 4 °C until they were analyzed by gel electrophoresis.

2.1.4 Damage determination. The irradiated samples were analyzed by gel electrophoresis (50 ng per lane, 100 V, 40 min, 1% agarose gel and GelRed). Intensity profiles were extracted from the gel-images. After a linear background subtraction, a Gaussian multi-peak fit was performed using the Fityk software by a Levenberg–Marquardt algorithm. The undamaged plasmids exist in a topological constrained form and are supercoiled. After a single-strand break (SSB) occurs, energy gets released and they relax to a circular form. In the case of a double-strand break (DSB) the plasmids relax further to a linear conformation. Therefore, we distinguish between these three possible plasmid conformations: undamaged (supercoiled), SSB (circular) and DSB (linear), which are separated due to their different electrophoretic mobility within the gel. The results were normalized with respect to the total intensity of the respective gel-lane. The position of the band containing the linear conformation, which partly overlaps with the supercoiled band, was determined by comparison with lanes of plasmids linearized by the restriction enzyme HindIII.

2.2 Monte-Carlo simulations

2.2.1 Electron scattering simulations. In water, electron energy deposit, electron energy spectra, ionization events and other inelastic scattering processes are difficult to measure due to the short inelastic mean free path of electrons. To understand the damaging processes in detail, this information has to be set in relation to the amount and types of damage measured in DNA. For that reason, Monte Carlo simulations (MCSs) of the scattering processes at the membrane and within water were performed. The Geant4 MCS framework (10.01.p01) together with the DNA-extension for the interaction of low energy particles in water was used. Simulations were performed for a system in vacuum with a 100 nm Si$_3$N$_4$-membrane and a surface layer of 10 nm SiO$_2$ on the sample side as defined by
the experiment. For this region the G4emPenelope models\(^{27}\) optimized for charged particles with energies below 1 GeV were used. The transmission of 30 keV electrons through the membrane without water was simulated and also measured using a Faraday cup. The experimental and simulated transmission (92 ± 3\%) were found to be equal within the range of the measurement uncertainty. In order to investigate the energy deposit in the liquid sample further simulations were performed. Within the water region the optimized G4EmDNAPhysics models of the DNA-extension\(^{26}\) were applied. These were designed to simulate radiation induced damage to biomolecules in the sub-micrometer scale.\(^{28}\) During the simulation, the following processes for electron–water interaction were activated, the implementation is given in brackets: elastic scattering (Champion elastic model), electronic excitation (Born excitation model), ionization (Born ionisation model), vibrational excitation (Sanche excitation model) and electron attachment (Melton attachment model). From the simulations, it can be concluded that within our irradiation setup every primary electron (\(E_{\text{kin0}} = 30 \text{ keV}\)) produces within its track on average 446 secondary electrons.

An important aspect of this work is the derivation of proper dosage–damage relationships. In order to achieve this, we have to define regions of different radiation exposure as described as follows. The first very narrow region, called the high intensity (HI) region comprises the first 12.5 \(\mu\text{m}\) of water directly behind the membrane where over 99.99\% of the electron energy is deposited as shown in Fig. 2. The region beyond this up to the end of the sample holder at 1000 \(\mu\text{m}\) depth will be called the low-intensity (LI) region. The average energy deposited and the number of ionization events in the LI region are shown in Fig. 2, for \(1 \times 10^7\) simulated primary electrons (\(n_{\text{sim}}\)) per bin of 132 \(\mu\text{m}\) in the \(z\)-direction (two times the gyration radius of the plasmid pUC19\(^{29}\)). It is worth pointing out, that in the LI region the density of the ionization events and the energy deposit vary about only 1–2 orders of magnitude, compared to the 6–7 orders of magnitude in the HI region (Fig. 2). Within the LI region, the normalized kinetic energy distribution of the electrons is independent of the depth as shown in Fig. 3. There, we find about 40\% of the electrons with kinetic energies in the range 20–40 eV, followed by about 25\% in the range 0–20 eV and about 10\% in the range of 40–60 eV. Less than 1\% of the electrons have energies in the keV range (not shown).

For the calculation of the dosage–damage relationship two other effects have to be addressed properly. The first one concerns the spreading of primary electrons due to scattering. This was simulated down to the validated limits of each scattering process below 11 eV\(^{26}\) for \(1 \times 10^7\) electrons of 30 kV energy impacting within the ESEM scan size of 350 × 265 \(\mu\text{m}^2\). The obtained data were projected onto the \(xz\)-plane as displayed in Fig. 4. From this, the beam broadening in the \(x\) and \(y\) directions, containing more than 99.9\% of the events was found to be the ESEM scan size \(\pm 311\mu\text{m}\). Therefore, we calculate the irradiated area projected onto the \(xy\)-plane as \(A_{\text{irr}} = 0.863 \text{ mm}^2\) which corresponds to the electron beam scan size plus electron beam broadening. The other effect concerns the DNA diffusion and is presented below.

2.2.2 Diffusion simulation. To determine the percentage of plasmids residing within the HI and LI regions, a three-dimensional random walk was simulated. Starting positions for \(10^5\) plasmids within the inner sample holder volume with the geometry of a cylinder of 1 mm length and 0.8 mm radius were chosen randomly. The length of an elementary cell was set to two times the gyration radius (\(r_g\)) of pUC19\(^{29}\) which resulted in a time resolution of 1.35 ms. The diffusion constant (\(D\)) is calculated as \(D = \frac{k_B T}{6\pi \eta r_s}\) with \(k_B\) being the Boltzmann’s constant, the temperature \(T = 303\) K, the viscosity

\[D = \frac{k_B T}{6\pi \eta r_s}\]

\[\eta = 0.02\text{ mPa}\cdot\text{s}\]

\[r_s = 0.7\text{ nm}\]

\[k_B = 1.38 \times 10^{-23}\text{ J K}^{-1}\]

\[T = 303\text{ K}\]
times of 600 s, the total amount of plasmids residing in the HI region never exceeds 6% and the percentage of all irradiated plasmids increases during that time from about 67% to about 75% (compare Table 1). For the irradiation times relevant to the formation of SSBs (100 s) only about 2–3% of all plasmids are located within the HI region. Furthermore, a significant amount of plasmids do not get irradiated on the time scale of the experiment. These plasmids reside in the non-irradiated (NI) region of the sample beyond the electron beam scan and broadening as described above and do not manage to diffuse into the irradiated area (HI and LI regions). In essence, on the time scale of the irradiation plasmid diffusion can be considered a minor factor influencing the overall DNA damage.

3 Results

The dependence of the amount of undamaged DNA and DNA with SSBs or DSBs on the number of primary electrons is shown in Fig. 6. The amount of undamaged plasmids decreases rapidly to about 50% at \( \sim 2 \times 10^{12} \) primary electrons. A saturation in undamaged plasmids is reached at \( \sim 10 \times 10^{12} \) primary electrons. The competitive formation of DSBs starts to appear at around \( 6 \times 10^{12} \) primary electrons. Throughout the whole irradiation, no interstrand crosslinks were detected. To estimate the damage dependence of the DNA on the microscopic energy deposit instead of the number of primary electrons we have to apply our simulation results as discussed in the last section. According to the diffusion simulations less than 3% of all plasmids experience the exposure in the HI region for an irradiation time of 100 s. Therefore, these plasmids are neglected in the following analysis. This means that the trend in Fig. 6 is nearly solely due to the damage occurring in the low intensity (LI) region. In addition, the contribution of the plasmids in the NI (\( I_{NI} \)) region to the signal of undamaged plasmids has to be considered.

![Fig. 4](image1.png)

**Fig. 4** Projection of the total energy deposit of \( 1 \times 10^7 \) primary electrons with 30 keV incident energy on the \( xz \)-plane in water behind the membrane. The projected data on the \( x \)- and \( z \)-axes are averaged over the region indicated by the red stripes. The initial position of the simulated electrons was chosen randomly between \( x = \pm 175 \mu m, y = \pm 132 \mu m \) and momentum perpendicular to the \( xy \)-plane.
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**Table 1** Time dependence of the plasmid average displacement (\( \lambda \)) and the populations of irradiated and non-irradiated plasmids. The values for the plasmids in the respective regions (HI + LI, HI-only or NI region) are given relative to all plasmids in the liquid

| \( t (s) \) | \( \lambda (\mu m) \) | HI + LI (%) | HI only (%) | NI only (%) |
|------------|----------------|-------------|----------------|-------------|
| 30         | 19.6           | 66.9        | 1.8            | 33.1        |
| 100        | 35.7           | 69.1        | 2.8            | 30.9        |
| 300        | 61.9           | 71.8        | 4.4            | 28.2        |
| 600        | 87.5           | 74.6        | 6.0            | 25.4        |

**Fig. 6** Change in the plasmid conformation and related damage dependent on the number of primary electrons with 30 keV incident energy. Supercoiled (black squares), circular (red circles), linear (blue pentagons) and interstrand crosslinked (green diamonds) plasmids are shown. The first SSBs occur immediately even after very low exposure with less than \( 2 \times 10^{12} \) electrons. Significant amounts of DSBs appear at dosages about one order of magnitude higher (at about \( 6 \times 10^{12} \) electrons). The lines are guides to the eye.
For irradiation times shorter than 100 s (corresponding to less than $6 \times 10^{12}$ primary electrons) 31% of the plasmids do not get irradiated (Table 1). To determine the dosage–damage relationship, we assume the validity of a single-hit-single-target model\(^{31}\) for the survival rate from target theory.\(^{32}\) Thereby, the decrease in the number of undamaged plasmids (survival rate as revealed through the corresponding gel-electrophoresis data) can be described by a differential equation\(^{33}\)

$$-\frac{dI(E)}{dE} = 2I(E)$$  \hspace{1cm} (2)

with the solution:

$$I(E) = I(0) e^{-2E}$$  \hspace{1cm} (3)

This yields

$$I_{\text{exp}}(E) = I_{\text{LT}} e^{-2E} + I_{\text{NI}} = I_{\text{LT}} e^{-2n_{\text{exp}}E} + I_{\text{NI}},$$  \hspace{1cm} (4)

where $I_{\text{exp}}$ is the amount of undamaged plasmids, represented by the relative gel-electrophoretic intensity of the corresponding lane, $I_{\text{LT}}$ and $I_{\text{NI}}$ are the contributions from the respective regions, $\alpha$ is the dose coefficient, $n_{\text{exp}}$ is the number of primary electrons and $E$ is the microscopic average energy deposit into the volume corresponding to one plasmid and its first hydration shell\(^{34}\) ($V_{\text{pUC19}} = 6.12 \times 10^{-6}$ $\mu$m$^3$). The energy deposit in the plasmid volume per primary electron is found to be $\beta = 1.205 \times 10^{-14}$ eV.

After subtraction of $I_{\text{NI}}$ and normalization, the linearization of eqn (4) leads to:

$$\ln(I(E)) = -\alpha E - \alpha n_{\text{exp}}\beta$$  \hspace{1cm} (5)

To these linearized data, we have performed linear regression using a Levenberg-Marquardt algorithm ($R^2 = 0.84$). Eqn (5) leads to $\alpha$. The median lethal energy ($E_{1/2}$) needed to damage 50% of the plasmids can be determined from eqn (5):

$$E_{1/2} = -\frac{\ln(0.5)}{\alpha}$$  \hspace{1cm} (6)

The linearized data and fitting results are displayed in Fig. 7. The resulting values are:

$$\alpha = (27 \pm 4) \, \text{eV}^{-1}$$  \hspace{1cm} (7)

and

$$E_{1/2} = (0.030 \pm 0.005) \, \text{eV}$$  \hspace{1cm} (8)

with the errors obtained from the fitting algorithm. For a better comparison with the literature data\(^{35}\) the damage can also be expressed as the SSB yield per eV per four base pairs:

$$Y_{4\text{bp}}^{\text{SSB}} = (23 \pm 4) \times 10^{-3} \, \frac{\text{SSB}}{4 \, \text{bp eV}}$$  \hspace{1cm} (9)

The first significant amount of DSBs ($\approx 10\%$) appears after a microscopic dose of $(5 \pm 2)$ Gy within the plasmid volume ($V_{\text{pUC19}}$). This results in the $G$ value for DSBs:

$$G_{\text{DSB}}^{\text{direct}} = (12 \pm 3) \times 10^{-3} \frac{\text{nmol J}^{-1}}{4 \, \text{bp eV}}$$  \hspace{1cm} (12)

The DSB yield per eV per four base pairs is calculated as:

$$Y_{4\text{bp}}^{\text{DSB}} = (1.9 \pm 0.3) \times 10^{-3} \, \frac{\text{DSB}}{4 \, \text{bp eV}}$$  \hspace{1cm} (13)

Thereby, it is to be noted that for the production of a significant amount ($>10\%$) of DSBs about one order of magnitude higher primary electron dosages are required than for the occurrence of the first SSBs. The ratio of the SSB/DSB damaging yields per four base pairs per energy deposit can be calculated as:

$$\frac{Y_{4\text{bp}}^{\text{E}}(\text{SSB})}{Y_{4\text{bp}}^{\text{E}}(\text{DSB})} = (12 \pm 2) \frac{\text{SSB}}{\text{DSB}}$$  \hspace{1cm} (14)

4 Discussion

We used electrons with a primary kinetic energy of 30 keV to irradiate DNA in water. The observed DNA damage in the form of SSBs and DSBs originates from DNA interaction with the primary radiation and the secondary products of the electron–water interaction. The direct effects of the primary high energy electrons (30 keV) can be estimated by taking into account the results of Folkard et al.\(^{12}\) for dry DNA irradiated by electrons with energies between 25 eV and 4 keV. They determined a dose coefficient $x_{\text{keV}} = (100 \pm 17) \times 10^{-5}$ Gy$^{-1}$, which can be converted into the median lethal dose by eqn (6) leading to a value of $D_{1/2}^{\text{keV}} = (690 \pm 120)$ Gy. This represents about three orders of magnitude smaller damage sensitivity than that found in this work, showing that the direct irradiation of high energy electrons is less efficient in terms of damaging probability than the diverse processes involved in the
in-water irradiation. Therefore, we can safely attribute over 95% of the in-water damage to the secondary particles.\(^6\) In the experiment carried out in vacuum, Folkerts et al.\(^6\) found the maximum damaging efficiency for the electrons with 50 eV \(D^{\text{1/eV}} = (120 \pm 20)\) Gy, still two orders of magnitude less efficient than the values we obtained in water. In our experiments, the median lethal energy per plasmid including its first hydration shell was obtained as \(E_{1/2} = (0.030 \pm 0.005)\) eV. It is the average energy deposit from all inelastic scattering events within that volume. On the other hand, 17.5 eV have to be deposited within the sugar-phosphate backbone to introduce a SSB by direct energy deposit.\(^36\) This is 583 times higher than our median lethal energy. Therefore, the production of SSBs by direct energy deposit can be neglected. Thus, the indirect effects of secondary particles, produced in the surrounding of the DNA, have to be responsible for the majority of the SSBs. These species are OH-radicals, ions and low energy electrons (LEEs). The latter react further with water, producing additional OH\(^+\), H\(^+\) and H\(^-\) increasing the indirect damage yield.\(^1\) LEEs lose energy due to further inelastic scattering until they can get trapped in a prehydrated state \((E < 0\) eV) before becoming finally hydrated.\(^1\) For our experimental conditions, ionization is the dominant inelastic process (93%). This is due to the kinetic energy distribution of the electrons (Fig. 3) having a maximum around 30 eV favoring ionization events, as shown in the Simulations section. Therefore, the species being produced are given by the net ionization reaction:\(^1\)

\[
e^{-} + 2 \text{H}_2\text{O} \rightarrow \text{H}_2\text{O}^+ + \text{OH}^- + e^{-} + e^{-}
\]

Here, the OH-radical\(^37\) and the secondary electrons\(^1\) are the most lethal agents. In the Simulations section (Fig. 3), we have shown that over 90% of the electrons have energies below 100 eV. Thereby, one has to consider that between 15 and 100 eV non-resonant processes have the highest inelastic cross-sections.\(^38\) The contribution of the electrons to the DNA damage by direct, non-resonant processes is negligible, as already shown above. Below 15 eV, dissociative electron attachment (DEA)\(^6\) and dissociative electron transfer (DET)\(^3\) dominate the damaging mechanisms. DEA is a resonant process for electron attachment in the range of 0–15 eV.\(^6\) The known resonances are determined by vacuum studies. Rezaee et al.\(^35\) have found for irradiation of dry DNA with 10 eV electrons, a value of \(Y^{\text{DEA}}_{4\text{bp}} = 3.6 \times 10^{-3}\) SSB (4 bp eV)\(^-1\), a much higher damage efficiency than for non-resonant processes. In this case, only the LEEs are involved in the damage of the dry DNA-films via the resonance around 10 eV. We note here the high effectiveness of the resonance processes observed for electron irradiation under vacuum conditions.\(^38\) Interestingly, our results obtained in water show still higher damage efficiency. Even by considering the contribution of OH-radicals, a relatively high amount of processes involving LEEs has to be present. This can be explained by considering the resonances near 0 eV, which in a polar medium like water might be enhanced\(^33,39,40\) and shifted from positive values in the gas phase to values below 0 eV in water. This way, the type of damaging process would change from DEA to DET.\(^3\) This opens an additional effective way for the prehydrated electrons to cause molecular bond breaks in DNA.\(^3,8\) As being an intermediate species between LEEs and hydrated electrons this species exist in abundant quantities. However, to separate LEEs and radical contributions, radical scavengers will be introduced in future experiments as will discussed below.

In the following section, we will discuss our experimentally determined DSB/SSB ratio \((1 : 12)\) in regard to the experimental and simulational results obtained by other groups. Using PARTRAC, an advanced suite of Monte Carlo codes, including target models for DNA damage, electron tracks in the energy range around 50 eV were simulated.\(^41,42\) This way, Friedland et al. obtained a DSB/SSB ratio of about \(1 : 25\).\(^41,42\) Therefore, we can conclude that the PARTRAC electron scattering results and their DNA damaging models are consistent with our combination of Geant4 electron scattering simulations and the measured DNA damage. On the other hand, when we compare our DSB/SSB ratio with the results for fully hydrated DNA from Alizadeh et al. \((1 : 88)\)\(^15\) our ratio is 7.3 times higher. Their values for hydrated DNA are based on electron emission from a Ta-substrate induced by X-rays. There, approximately 96% of the electrons have energies below 30 eV, with an average energy of 6 eV.\(^15\) The different damaging ratios are likely to have their origin in the dramatic difference in the amount of surrounding water, as well as the electron kinetic energies\(^15,42\) and the possible difference in the production of positive ions. A strong argument for the influence of water is that the \(G\)-values obtained by Alizadeh et al.\(^15\) for the loss of undamaged plasmids increased by a factor of 1.6 between dry and hydrated DNA with two hydration layers present. After adding water beyond the second hydration layer, the DSB yield stayed constant, while the SSB yield increased again by a factor of 4.5. But even compared to this fully hydrated DNA, our \(G\)-value is about two orders of magnitudes higher for the induction of SSBs than the values obtained by Alizadeh et al.\(^15\) This is continuing their measured trend which showed an increase of the SSBs with the level of hydration. Our \(G\)-value for the production of DSBs is even increased by a factor of 570 compared to their fully hydrated DNA.

A possible explanation of the difference for the data obtained for hydrated DNA and DNA in a fully aqueous environment may concern the processes proposed by Orlando et al.\(^43,44\) They suggested that new reaction and decay channels emerge after the formation of DNA-water complexes. After excitation, these complexes may produce excited water products and LEEs by autoionization. These two reactive species are each supposed to lead to SSBs near each other, increasing the probability of DSB occurrence. Therefore, the difference in the DNA water environment \((\sim 3\) water layers on one side vs. bulk water) can cause an increase in the amount of SSBs and DSBs and the DSB/SSB ratio. This is because secondary particles due to water radiolysis can reach the DNA by diffusion even from distances of \(\sim 4\) nm\(^45\) and cause damage. Our results demonstrate the higher efficiency of the DNA damaging processes in the fully aqueous environment as compared to just hydrated DNA.

Another process which increases the general damage yield in liquid takes predominantly place in weakly bound clusters of
light atoms (e.g. water cluster) is the intermolecular columbic decay (ICD). This Auger-like process happens in adjacent molecules. A first molecule gets ionized, emitting an electron from a core level. The refilling process of the core–shell emits a characteristic photon which interacts with a valence electron of a molecule nearby. This was proposed to be an efficient source of low energy electron production in water clusters. This is likely to differ in liquid and hydrated samples, highlighting the importance of performing in-liquid experiments to cover all types of damaging channels and the diverse structural states of biomolecules.

On the experimental side, the damage contributions of the different secondary damaging particles have to be properly separated as well. A viable approach for future experiments is to suppress radicals by applying a radical scavenger, such as isopropanol or dimethyl sulfoxide (DMSO), which is effective in scavenging OH radicals. Also, the method opens a possibility to investigate the effect of radiation on DNA of different structures (ssDNA and dsDNA), provided the diffusion of these species is properly accounted for, and of different sequences.

5 Conclusions

In conclusion, we have presented a combined experimental and simulational approach to irradiate and analyze the damage to biomolecules by electrons under natural conditions. First experiments were performed with plasmid DNA in water and the dependence of the occurrence of SSBs and DSBs on the primary electrons was observed. In combination with electron scattering and plasmid diffusion simulations, the microscopic energy deposit per plasmid was determined. The microscopic median-lethal dose for pUC19 DNA under electron irradiation was determined as 1.7 ± 0.3 Gy. This value is lower than the reported value for biological tissue due to the fact that our calculations were performed on the molecular level excluding the bulk water and other components of the tissue. As is well known from radiation chemistry, these results show that most of the damage has to be attributed to indirect damage by secondary particles. The results are summarized in Table 2. Moreover, we investigated the DNA damage over a wide energy region and found a substantial amount of DSBs occurring after an average microscopic dose of 5.0 ± 0.8 Gy. No interstrand crosslinks could be detected by gel-electrophoresis data over the whole dosage range. The ratio of double-strand breaks to single strand-breaks DSBs/SSBs = 1/12 was found to be much higher in liquid than in humid or dry samples as reported by other authors. This was attributed to the difference in the kinetic energy spectra of the LEEs, the higher amount of surrounding water and the opening of new damaging channels for solvated DNA. To improve the accuracy of the reported values, more detailed diffusion models for plasmids and secondary products should be considered taking into account microscopic attachment probabilities to different DNA sites, production rates, lifetimes and plasmid structures. The next step would be to separate the electron and radical contributions by the introduction of scavengers. This approach would give quantitative answers to the open questions of the contributions of the various species involved in damaging DNA in water. On the experimental side, the presented method can be used to irradiate different biomolecules or even cells under various conditions, such as varying pH or salt concentrations.
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