Abstract—Next-generation intelligent systems must plan and execute complex tasks with imperfect information about their environment. As a result, plans must also include actions to learn about the environment. This is known as active perception. Most active perception algorithms rely on reward or cost functions, which are usually challenging to specify and offer few theoretical guarantees. On the other hand, symbolic control methods can account for complex tasks using temporal logic but often do not deal well with uncertainties. This work combines symbolic control with active perception to achieve complex tasks in a partially observed and noisy control system with hybrid dynamics. Our basic idea is to employ a counterexample-guided-inductive-synthesis approach for control from probabilistic signal temporal logic (PrSTL) specifications. Our proposed algorithm combines bounded model checking (BMC) with sampling-based trajectory synthesis for uncertain hybrid systems. Active perception is inherently built into the framework because PrSTL formulas are defined in the chance domain.

I. INTRODUCTION

Future intelligent systems need to work reliably in uncertain and dynamic environments. Hence it is necessary for intelligent systems to perceive the world, extrapolate beliefs about the future, and take actions to improve confidence in these beliefs. This process is known as active perception.

Active perception has been pursued mainly in the robotic literature as a planning problem for a finite state partially observable Markov decision process (POMDP) [1], [2], [3], [4], which searches for a policy that maximizes the expected value of a reward function. However, specifying reward functions for complex, high-level tasks is difficult, and modeling the system as a finite state system can conceal critical system behaviors.

We are therefore motivated to specify high-level tasks as probabilistic signal temporal logic (PrSTL) formulas, which are straightforward to formulate as we illustrate in this paper. In addition, PrSTL combines real-time temporal logic with chance constraints, which fits our need to capture uncertainties in an active perception problem. We also model the system behavior as a switched linear system with Gaussian noise. This model allows us to inherit the computational efficiency and soundness of Kalman filtering. At the same time, it allows us to describe complex interactions of the system with its physical environment. Since we do not assume perfect knowledge of the initial state and the dynamics, the evolution of the state forms a random process that can be captured by a belief system. Then the active perception problem can be solved as a controller design problem for the belief system with respect to a given PrSTL specification.

Controller design for the belief system could quickly become a very daunting task due to the non-convexities of the PrSTL task specifications. In addition, the derived belief dynamics will introduce non-linear differential constraints. Hence, how to achieve a scalable design with respect to the size of specifications is our primary challenge. To mitigate this scalability challenge, our basic idea is to ease the computational cost by separating logical and dynamical constraints. This results in a hierarchical controller design. On the top, a custom Bounded Model Checking (BMC) solver extracts sequences of convex chance constraints. At the bottom, a sampling-based motion planning searches for belief trajectories that satisfy these constraints. If no trajectory is found, we proposed an approach based on Counterexample-Guided Inductive Synthesis (CEGIS) [5], [6] to update the BMC-generated constraints.

An additional challenge is due to the fact that active perception requires measurement values that are not available during the planning. Some existing work on planning in the belief space uses a particular observation signal for planning, such as the Maximum Likelihood Observation (MLO) in [7]. Others consider observations as random variables. Such methods include the generalized belief state [8] and covariance steering approaches [9], [10]. However, none of these approaches consider high-level task specifications. To tackle the challenge of unknown observations, we approximate them using the MLO approach [7]. As the name suggests, this approximation results in trajectories close to the one obtained when the observation is available.

Although we deal with the active perception problem, our work is closely related to the existing PrSTL controller synthesis methods [11], [12], [13]. In [11], the authors extended the mixed-integer formulation used in [14] to chance constraints and used a receding horizon control (RHC) approach to handle unknown measurements. Even though the approach focused only on a convex fragment of PrSTL, the computational cost motivated other works to search for more efficient solver techniques such as a faster Second-Order Cone Programming (SOCP) optimization for safety properties [13] and sampling-based optimization [12]. Distinct from these works, we consider the observation effects on the belief state update during planning and do not restrict ourselves to convex fragments of PrSTL.

Preliminary results of this work appeared in [15], [16], [17]. In [15], we presented a solution for active perception and control from PrSTL formulas. In this work, we extend the approximated belief system introduced in [15] to a switched linear
We consider switched linear control systems as follows:

\[ x_{k+1} = A_q x_k + B_q u_k + W_q w_k, \quad w_k \sim \mathcal{N}(0, I), \]

\[ y_k = C_q x_k + n_q(x_k) v_k, \quad v_k \sim \mathcal{N}(0, I), \]

where \( x_k \in \mathbb{R}^n \) are the state variables, \( u_k \in U \subseteq \mathbb{R}^m \) are the input variables, \( U \subseteq \mathbb{R}^m \) is a polytope, \( y_k \in \mathbb{R}^p \) are the output variables. Each system mode (command) \( q \in Q = \{1, 2, \ldots, N\} \) is defined by a noise function \( n_q : \mathbb{R}^n \to \mathbb{R}^n \), and constant matrices \( A_q \in \mathbb{R}^{n \times n}, B_q \in \mathbb{R}^{n \times m}, W_q \in \mathbb{R}^{n \times n}, \) and \( C_q \in \mathbb{R}^{p \times n} \). We assume that the system is subject to mutually uncorrelated zero-mean stationary Gaussian additive disturbances \( v_k \in \mathcal{N}(0, I_n) \) and \( w_k \in \mathcal{N}(0, I_p) \), where \( I_n \) is the identity matrix with dimension \( n \). Note that this dynamical system can arise from linearization and sampling of a more general continuous system. In such a case, we denote the sampling period as \( T_s \), where \( T_s = t_{k+1} - t_k \) for all \( k \in \mathbb{N}_{\geq 0} \).

**Example 1.** Let us consider the scenario presented in [7], Sec. VI.A, called the light-dark domain. In this example, we have a motion planning problem where the robot’s position in the workspace is uncertain. Additionally, the measurement noise depends on the robot’s position, as shown in Fig. 1.

The state space is the workspace plane, \( x \in \mathbb{R}^2 \), and the robot is modeled as a first-order system controlled by velocity, \( u \in \mathbb{R}^2: x_{k+1} = x_k + 0.25 u_k \). The observation function is \( y_k = x_k + n(x_k) v_k \) with a zero-mean Gaussian noise function as follows:

\[ n(x) = 0.1(5 - x_1)^2 + \text{const}, \]

where \( x = [x_1, x_2]^\top \).

The initial belief is an isotropic Gaussian distribution centered at position \([0, 0]^\top\) with covariance \(0.1 I_2\). As shown in Fig. 1, the uncertainty of the initial belief does not allow the robot to achieve 95% of confidence to be inside the target region without getting more information. Hence, the robot must move to the light region to improve its position estimate before approaching the goal.

**Example 2.** Now, consider a planar robot manipulator that must grasp a round puck and place it down in a target location as illustrated in Fig. 2a. However, the puck and target locations are not known perfectly a priori. Thus, we use a camera coupled at the end effector to measure the relative distance. The challenge is that the camera is obstructed by the puck when the robot is holding it. Therefore, only trajectories that “learn” the target location before grasping the puck can satisfy the specification.

The system state space is formed by three variables: \( p_{puck}, p_{target} \in \mathbb{R}^2 \) and \( \theta \in SO(2) \), where \( \theta \) is the end
effector orientation angle, and $p_{\text{puck}}$ and $p_{\text{target}}$ are the relative position between the end effector and the puck and target positions. The dynamics are a first-order system controlled by linear velocities $v \in \mathbb{R}^2 : ||v||_\infty \leq 1$ and angular velocities $\omega \in SO(2) : ||\omega|| \leq 45^\circ$, and a three $(N = 3)$ system commands: gripper opened ($q = 1$), gripper closing/opening ($q = 2$), and gripper closed ($q = 3$):

$$
\begin{align*}
  p_{\text{puck},k+1} &= \begin{cases} p_{\text{puck},k} + v_k, & \text{if } q = 1, \\
p_{\text{puck},k}, & \text{if } q = 2 \text{ or } q = 3,
\end{cases} \\
p_{\text{target},k+1} &= \begin{cases} p_{\text{target},k} + v_k, & \text{if } q = 1 \text{ or } q = 3, \\
p_{\text{target},k}, & \text{if } q = 2,
\end{cases} \\
\theta_{k+1} &= \begin{cases} \theta_k + \omega_k, & \text{if } q = 1 \text{ or } q = 3, \\
\theta_k, & \text{if } q = 2.
\end{cases}
\end{align*}
$$

(3)

Intuitively, we assume that the robot is holding the puck if the gripper is closed. Hence, the relative distance to the puck only changes if the gripper is opened. Additionally, we assume no process noise (i.e. $W_k = 0_{3,3}$).

The measured (output) variables are the puck $p_{\text{puck},k}$ and target $p_{\text{target},k}$ relative distances. However, if the robot is holding the puck, we cannot see the target location anymore. Thus, the noise is modeled as follows:

$$
\begin{align*}
  p_{\text{puck},k} &= \begin{cases} \nu_k + n(p_{\text{puck},k}, \theta_k) I_2 \nu_k, & \text{if } q = 1, \\
p_{\text{puck},k} + v_{\text{large}} I_2 \nu_k, & \text{otherwise},
\end{cases} \\
p_{\text{target},k} &= \begin{cases} \nu_k + n(p_{\text{target},k}, \theta_k) I_2 \nu_k, & \text{if } q = 1, \\
p_{\text{target},k} + v_{\text{large}} I_2 \nu_k, & \text{otherwise},
\end{cases}
\end{align*}
$$

(4)

where $I_2 \in \mathbb{R}^{2 \times 2}$ is an identity matrix, $v_{\text{large}} \in \mathbb{R}$ is a large constant scalar, and the noise function $n : \mathbb{R}^2 \times SO(2) \rightarrow \mathbb{R}$ is modeled as a symmetric squashing function about the angle difference between the relative position orientation ($\theta k$) and the end effector orientation $\theta$, as shown in Fig. 2b.

C. Belief System

Since only noisy observations $y_k$ are available in System [1], we must estimate the state $x_k$. To do so, we assume that the controller keeps track of a history of observations and actions up to the current time instant. History can be compactly represented as a random process $X_k$ over the state space such that the belief state $P(X_k = x_k)$ is a sufficient statistic for history [4]. We denote $P(X_k = x_k)$ by $P(x_k)$ and $P(Y_k = y_k)$ by $P(y_k)$, where $Y_k$ is the output random process. The belief state can be tracked using a Bayesian filter:

$$
P(x_{k+1}) = \eta P(y_{k+1} | x_{k+1}, u_k) \int P(x_{k+1} | x, u_k) P(x_k) dx,
$$

where $\eta$ is a normalization constant [4].

System [1] is subject to additive Gaussian noise. Hence, the belief state is a Gaussian process with state dynamics determined by a Kalman filter (KF) [18]. Thus, the belief state $X_k \sim \mathcal{N}(\hat{x}_k, \Sigma_k^x)$ is a random process with Gaussian distribution. Given a system command consisting of a mode $q$ and an input $u$, and an observation $y_{k+1} \in \mathbb{R}^p$, we can represent the belief dynamics by a deterministic dynamical system defined over the belief mean $\hat{x}_k \in \mathbb{R}^n$ and covariance $\Sigma_k^x \in \mathbb{R}^{n \times n}$:

$$
\begin{align*}
  \hat{x}_{k+1} &= (I_n - L_{q,k} C_q)(A_q \hat{x}_k + B_q u_k) + L_{q,k} y_{k+1}, \\
  \Sigma_{k+1} &= (I_n - L_{q,k} C_q) \Sigma_k^x L_{q,k}^\top + \hat{\Sigma}_{k+1},
\end{align*}
$$

(5)

where $\hat{\Sigma}_{k+1} = 4 q_{k+1} A_q^\top + W_q W_q^\top$ is the a priori estimate covariance, $L_{q,k} = \Sigma_k^x C_q^\top (\Sigma_k^x)^{-1}$ is the Kalman gain, and $\Sigma_{k+1} = C_q \Sigma_k^x C_q^\top + V_q V_q^\top$ is the innovation covariance. We assume that the noise function $n_q$ can be approximated as $V_q = n_q(\hat{x}_k)$.

Although System (5) is deterministic (i.e., an a priori mean $\hat{x}_k$ and covariance $\Sigma_k^x$, a command $(q, u)$ and an observation $y_{k+1}$ define an unique a posteriori mean $\hat{x}_{k+1}$ and covariance $\Sigma_{k+1}$), the underlying system is probabilistic (i.e., the mean $\hat{x}_k$ and covariance $\Sigma_k^x$ represent a Gaussian random variable $X_k$).

A belief trajectory $\beta$ is defined as a sequence $X_0 \overset{q_0,u_0,y_1}{\rightarrow} X_1 \ldots$. A transition $X_k \overset{q_k,u_k,y_{k+1}}{\rightarrow} X_{k+1}$ represents the process of applying a command $q_k$ and input $u_k$ at instant $k$ and waiting for an observation $y_{k+1}$ at instant $k + 1$ to update the next belief state $X_{k+1}$. We denote a prefix of a trajectory $\beta$ by $\beta_K = Prefix_K(\beta) = X_0 \overset{q_0,u_0,y_1}{\rightarrow} X_1 \ldots \overset{q_{K-1},u_{K-1},y_{K}}{\rightarrow} X_K$.

Example 3. Consider the light-dark domain presented in Example 1. An example of a trajectory is shown in Fig. 1. The state trajectory (in red) is unknown to the system. The robot can only observe the noisy output (in purple). However, the KF allows us to use these noisy observations to reduce the uncertainty in the belief trajectory (in orange).

D. Belief Cones

Polytopes in the original state space correspond to cones in the belief space. These cones $B \subseteq \mathbb{R}^{n(n+1)}$ can be characterized as the intersection of a finite set of second order cones in the (Gaussian) parameter space. Intuitively, any Gaussian distribution with a mean $\hat{x} \in \mathbb{R}^n$ and covariance $\Sigma^x \in \mathbb{R}^{n \times n}$ inside this cone (i.e., $\hat{x} \in K(\hat{x}, \Sigma^x)$) satisfies a set of probabilistic linear predicates (i.e., $\bigwedge_i P(\mu_i(x) \leq 0) \geq 1 - \epsilon_i$). For simplicity, we will denote that a Gaussian random variable $X_k \sim \mathcal{N}(\hat{x}_k, \Sigma_k^x)$ satisfies a probabilistic linear predicate $P(\mu_i(x) \leq 0) \geq 1 - \epsilon_i$ by $X_k \models P(\mu_i(x) \leq 0) \geq 1 - \epsilon_i$. Therefore, a belief cone is defined as:

$$
B := \{b \in \mathbb{R}^{n(n+1)} : \bigwedge_i X_k \models P(h_i^\top \hat{x}_k + c_i \leq 0) \geq 1 - \epsilon_i\}
$$

$$
:= \bigcap_i \{h_i^\top \hat{x}_k + c_i + \Phi^{-1}(1 - \epsilon_i) \sqrt{h_i^\top \Sigma h_i} \leq 0\},
$$

(6)

where $b \in \mathbb{R}^{n(n+1)}$ is the Gaussian distribution parameter variable, $h_i \in \mathbb{R}^n$, $c_i \in \mathbb{R}$ and $\epsilon_i \in [0, 0.5]$ are constants, and $\Phi(v)$ and $\Phi^{-1}(p)$ are the cumulative distribution and quantile function of the standard normal distribution.
functions of the standard Gaussian distribution $V \sim N(0, 1)$, i.e., $\Phi(v) = P(V \leq v)$ and $\Phi^{-1}(p) \leq v$ if and only if $p \leq \Phi(v)$.

### E. Probabilistic Signal Temporal Logic

We specify the requirements of a system belief trajectory using PrSTL formulas. These formulas are defined recursively according to the following grammar:

$$
\phi := \pi^\ast | \phi_1 \land \phi_2 \\
\varphi := \phi_1 \land \varphi_2 \land \varphi_1 \lor \varphi_2 | \varphi_1 U_{[a,b]} \varphi_2 | \Box_{[a,b]} \varphi,
$$

where $\pi$ is a predicate, $\varphi_1$, and $\varphi_2$ are PrSTL formulas, and $\phi_1$, $\phi_2$, and $\phi_3$ are PrSTL state formulas. Predicates can be one of two types: atomic and probabilistic. An atomic predicate $\pi^Q$ is a statement about the system modes (commands) and is defined by a set $Q \subseteq Q$ of modes. A probabilistic predicate $\pi^\mu$ is a statement about the belief $X_k$ defined by a linear function $\mu: \mathbb{R}^n \rightarrow \mathbb{R}$ and a a tolerance $\epsilon \in [0, 0.5]$. The operators $\land, \lor$ are Boolean operators conjunction and disjunction. The temporal operators $U$ and $\Box$ stand for until and always. In PrSTL, these operators are defined by an interval $[a, b] \subseteq \mathbb{N}$.

We denote the fact that a belief trajectory $\beta$ satisfies an PrSTL formula $\varphi$ with $\beta \models \varphi$. Furthermore, we write $\beta \models_k \varphi$ if the trajectory $X_k \models_k \varphi$. The specification is:

$$
\varphi = \varphi_{\text{step,1}}(\varphi_{\text{step,2}}(\varphi_{\text{step,3}}(\varphi_{\text{step,4}})))
$$

**Example 5.** Consider the planar robot manipulator example, the specification is:

$$
\varphi_{\text{step,1}}(\varphi') = ((\pi^1 \land \text{safe}) \lor (\pi^1 \land \text{approach}))
$$

$$
\varphi_{\text{step,2}}(\varphi') = ((\pi^1 \land \text{approach}) \lor (\pi^2 \land \text{grasp})
$$

$$
\varphi_{\text{step,3}}(\varphi') = ((\pi^3 \land \text{move}) \lor (\pi^3 \land \text{move}))
$$

$$
\varphi_{\text{step,4}}(\varphi') = ((\pi^3 \land \text{move}) \lor (\pi^2 \land \text{place_down}))
$$

where the propositions are formed by the predicates illustrated in Fig. 3 with a tolerance of 0.05. The robot must move the gripper without colliding with the puck until it reaches the grasp configuration and, next, move the puck to the target.

**Example 6.** Consider the formula $\varphi$ in Example 5 with a tolerance of 0.05. The robot must move the gripper without colliding with the puck until it reaches the grasp configuration and, next, move the puck to the target.

We denote the closure $\text{cl}(\varphi)$ of a PrSTL formula $\varphi$ as the smallest set satisfying $\varphi_1 \lor \varphi_2 \in \text{cl}(\varphi)$ (or $\Box_{[a,b]} \varphi' \in \text{cl}(\varphi)$), then $\varphi_1, \varphi_2 \in \text{cl}(\varphi)$ (or $\varphi' \in \text{cl}(\varphi)$), where $\circ \in \{\lor, \land, U_{[a,b]}\}$.

**Example 1.** Consider the planar robot manipulator example, the specification is:

$$
\varphi = \varphi_{\text{step,1}}(\varphi_{\text{step,2}}(\varphi_{\text{step,3}}(\varphi_{\text{step,4}})))
$$

where $\text{safe} = \pi_{[0.05]}^1 \land \pi_{[0.05]}^2 \land \pi_{[0.05]}^3 \land \pi_{[0.05]}^4$, and $\text{target} = \pi_{[0.05]}^1 \land \pi_{[0.05]}^2 \land \pi_{[0.05]}^3 \land \pi_{[0.05]}^4$. In plain English, the robot must satisfy each safety boundary with 99% confidence until it achieves each target boundary with 95% confidence within 240 time instants and stays in the target for 10 time instants.
predicates are also in its closure (e.g., \( \pi_{0.01}^{x_1 - 1} \in \text{cl}(\varphi) \)). Similarly, any sub-formula in \( \varphi \) is also in its closure (e.g., \( \pi_{0.01}^{x_1 - 1} \land \pi_{0.01}^{x_1 - 5} \in \text{cl}(\varphi) \) and \( \square_{[0,10]} \pi_{0.05}^{x_1 - 0.25} \land \pi_{0.05}^{x_2 - 2.25} \land \pi_{0.05}^{x_2 - 0.25} \in \text{cl}(\varphi) \)).

F. Quantitative Semantics for PrSTL

We can define a real-valued function \( \rho_\varphi \) of the trajectory \( \beta \) at the instant \( k \) such that \( \rho_\varphi(\beta, k) \geq 0 \) if and only if if \( \beta \models_k \varphi \). We define such function recursively, as follows:

- \( \rho^0_\varphi(\beta, k) = \infty \) if \( q_k \in Q \), otherwise, \(-\infty\);
- \( \rho^{\pi_\varphi}_\varphi(\beta, k) = -h^T \dot{x}_k - c - \Phi^{-1}(1 - \epsilon) \sqrt{h^T \Sigma h} \);
- \( \rho^{\neg \varphi}_\varphi(\beta, k) = -\rho_\varphi(\beta, k) \);
- \( \rho^{\varphi_1 \land \varphi_2}_\varphi(\beta, k) = \min(\rho^{\varphi_1}_\varphi(\beta, k), \rho^{\varphi_2}_\varphi(\beta, k)) \);
- \( \rho^{\varphi_1 \lor \varphi_2}_\varphi(\beta, k) = \max(\rho^{\varphi_1}_\varphi(\beta, k), \rho^{\varphi_2}_\varphi(\beta, k)) \);
- \( \rho^{\varphi_1, U(a,k+b)}(\beta, k) = \max_{k' \in [k+a,k+b]}(\min(\rho^{\varphi_2}(\beta, k')), \min_{k' \in [k,k]}(\rho^{\varphi_1}(\beta, k'))) \);
- \( \rho^{\varphi_1, \Delta(t)}(\beta, k) = \min_{k' \in [k+a,k+b]}(\rho^{\varphi_2}(\beta, k')) \).

We can interpret the value of the function \( \rho_\varphi(\beta, k) \) as how much the trajectory \( \beta \) satisfies the formula \( \varphi \). The larger \( \rho_\varphi(\beta, k) \) is, the further the trajectory is from violating the specification.

G. Problem Formulation

We can now formulate the active perception and motion planning problem for the switched linear control system in terms of a PrSTL specification. Active perception is inherently built into the framework because we plan in the belief space. In other words, to achieve the specification, the system may need to take actions that decrease uncertainty.

**Problem 1.** Given a switched linear control system, an initial condition \( X \sim N(\bar{x}, \Sigma^2) \), and a PrSTL formula \( \varphi \), design a control signal \( a = (q_0, u_0)(q_1, u_1) \ldots \) that satisfies the formula \( \varphi \).

IV. APPROXIMATED BELIEF DYNAMICS

Our approach to handle unknown observations during the planning is by approximating the belief system in Eq. (5) using MLO. However, we also need to abstract this approximated system to use BMC. Thus, we show that there is an equivalent transition system that models the resulting belief dynamics.

An initialized transition system \( TS \) is defined by a tuple \((S, s, \mathit{Act}, \delta)\), where:

- \( S \) is a set of states;
- \( s \in S \) is the initial state;
- \( \mathit{Act} \) is a set of actions;
- \( \delta : S \times \mathit{Act} \rightarrow S \) is a transition relation.

For example, a transition system \( TS \) that models System Eq. (1) is a transition system where: \( s \in \mathbb{R}^{n(n+1)} \) is the vector defining the multivariate Gaussian belief state \( X \sim \mathcal{N}(\bar{x}, \Sigma^2) \) mean \( \bar{x} \in \mathbb{R}^n \) and covariance \( \Sigma^2 \in \mathbb{R}^{n \times n} \), and \( (q_k, u_k, y_{k+1}) \in \mathit{Act} \) is an action defining a system command \( q_k \), input \( u_k \), and output \( y_{k+1} \). Hence, \( S \subseteq \mathbb{R}^{n(n+1)} \), \( s = X \), \( \mathit{Act} \subseteq \mathcal{Q} \times \mathcal{U} \times \mathbb{R}^p \), and \( \delta \) is defined in Eq. (5).

A. Maximum Likelihood Observations

The planning problem involves synthesizing a control signal \((q_0, u_0)(q_1, u_1) \ldots \) which results in a belief trajectory \( \beta \) that satisfies the specification \( \varphi \). However, the belief dynamics also depend on the observations \( y_k \), which are available only after execution. Each observation signal \( y = y_0 y_1 \ldots \) results in a different belief trajectory \( \beta \) for the same initial condition and control signal. Therefore, we need to approximate the belief trajectory during the planning.
First, note that the observation during the planning is indeed a Gaussian random process:

\[
Y_{k+1} \sim \int P(y_{k+1}|x, u_k, q_k)P(x|X_k, u_k, q_k) \\
\sim \int \mathcal{N}(y_{k+1}|C_{q_k} \bar{x}_k, V_{q_k}) \mathcal{N}(x|A_{q_k} \hat{x}_k + B_{q_k} u_k, \Sigma_{x,k}^+) \\
\sim \mathcal{N}(C_{q_k}(A_{q_k} \hat{x}_k + B_{q_k} u_k), \Sigma_{x,k}^+). \tag{8}
\]

However, applying this directly in the belief update turns the system unobservable:

\[
\hat{x}_{k+1} = (I_n - L_{q_k} C_{q_k}) (A_{q_k} \hat{x}_k + B_{q_k} u_k) + L_{q_k} C_{q_k} (A_{q_k} \hat{x}_k + B_{q_k} u_k) \\
\Sigma_{x,k+1} = (I_n - L_{q_k} C_{q_k}) \Sigma_{x,k}^+ (I_n - L_{q_k} C_{q_k}) + L_{q_k} \Sigma_{x,k}^+ L_{q_k}^\top \\
= (I_n - L_{q_k} C_{q_k}) \Sigma_{x,k}^+ (I_n - L_{q_k} C_{q_k}) + L_{q_k} \Sigma_{x,k}^+ (I_n - L_{q_k} C_{q_k})^{-1} C_{q_k} \Sigma_{x,k}^+ \\
= \Sigma_{x,k}^+. \tag{9}
\]

As a result, the uncertainty would never decrease, making active perception impossible. On the other hand, if we take the maximum likelihood observation assumption, the observation is always close to the values that it will turn to during the execution with active perception.

**Example 7.** In Fig. 1 the blue belief trajectory is a trajectory with MLO. The observation for this specific run is shown in purple. Note that the observation is very different from the maximum likelihood, this strategy also forced the state trajectory to follow the specifications.

Applying the maximum likelihood observation \(y_{ml,k+1} = \arg \max_{y_{k+1}} P(y_{k+1}|X_k, u_k, q_k) = C_{q_k}(A_{q_k} \bar{x}_k + B_{q_k} u_k)\) to the belief dynamics, we obtain the following approximated switched nonlinear control system,

\[
\hat{x}_{ml,k+1} = A_{q_k} \hat{x}_{ml,k} + B_{q_k} u_k, \\
\Sigma_{x,ml,k+1} = (I_n - L_{q_k} C_{q_k}) \Sigma_{x,ml,k}^+ (I_n - L_{q_k} C_{q_k}) + L_{q_k} \Sigma_{x,ml,k}^+ U_{q_k} L_{q_k}^\top. \tag{10}
\]

The covariance update of the Kalman Filter is preserved using this approximation. Thus, minimizing the uncertainty during the planning can also minimize it during the execution.

**Example 8.** Fig. 5 shows 100 Monte Carlo simulations for the light-dark example. The red regions are 95\% confidence regions of the simulated belief state, while the blue ones are the maximum likelihood trajectory. Note that the simulated trajectories are around the maximum likelihood. We can treat the error between the maximum likelihood belief trajectory and the simulated ones as disturbances. Thus, we could use a tracking strategy to deal with this error during execution.

---

**Fig. 5:** Monte Carlo simulation of 100 executions of a belief trajectory planned for the light-dark domain. The red regions and orange dots represent the sampled belief trajectories. The blue dot and regions represent the approximated belief trajectory.

---

### B. Approximated Belief Transition System

Similarly to the belief system, we can model the approximated belief system as a transition system \(\hat{T}S\). This transition system is a tuple \((\hat{S}, \hat{s}, \hat{X}, \delta)\), where \(\hat{S} = S, \hat{s} = \bar{s}, \hat{X} \subseteq Q \times U, \) and \(\delta\) is defined in Eq. 10. Note that the approximated belief transition system \(\hat{T}S\) is a deterministic system that represent an underlying probabilistic switched linear control system. Thus, the approximated belief trajectory \(\hat{\beta}\) is a sequence \(X_0 \xrightarrow{q_0, u_0} X_1 \ldots\). We now can directly apply the PrSTL semantics to the approximate belief trajectories because it is independent of the value of observations.

### V. Simulation Abstraction

The primary challenge to compute a plan for the system is the non-convex nature of the logical constraints. These non-convexities are, in general, hard to solve for trajectory synthesis approaches. We address this issue by proposing an abstraction that over-approximates the belief system in Eq. 10. The basic idea is to propose an abstraction that simulates the belief system. Its trajectories define a sequence of adjacent regions in the belief state parameters that guarantee the specifications. A simulation abstraction ensures that there is a solution only if there is a solution for the abstraction. Therefore, with an appropriate abstraction, we can search for all possible solutions more quickly. We define the labeling function \(L: \hat{S} \rightarrow \pi \subseteq cl(\varphi)\) as the set of atomic probabilistic predicates in the closure of the PrSTL formula \(\varphi\) that a state \(s\) satisfies.

Now, we can consider the simulation relation between two transition systems 19.

**Definition 1.** A relation \(\mathcal{R} \subseteq \hat{S} \times \bar{S}\) is a simulation relation, i.e., the transition system \(\hat{T}S\) simulates \(\bar{T}S\), if

1) \((\hat{s}, \bar{s}) \in \mathcal{R}\),

2) for every \((\hat{s}, \bar{s}) \in \mathcal{R}\) we have \(L(\hat{s}) = L(\bar{s})\).
3) for every $(\hat{s}, \hat{s}) \in \mathcal{R}$, if there exists $\hat{a} \in \text{Act}$ such that $\hat{s}' = \delta(\hat{s}, \hat{a})$, there also exists $\hat{a} \in \text{Act}$ such that $\hat{s}' = \delta(\hat{s}, \hat{a})$ and $(\hat{s}', \hat{s}') \in \mathcal{R}$.

Since the probabilistic predicates form a second-order cone in the belief output parameter space, we can form a conic set $\mathcal{B} \subseteq \mathbb{R}^{n(n+1)}$ with the second-order cones formed by the set of predicates in the PrSTL formula. We can form a finite set of conic sets $\mathcal{B}$ with different combinations of probabilistic predicates $\pi_{\phi}^{\delta}$ in the formula closure. As a result, we can build an abstraction with finite states using these partitions and define the transition between two partitions as valid if a control input takes any state in one partition to another.

**Proposition 1.** Given a PrSTL formula $\phi$, there always exists an abstraction transition system $\hat{T} \hat{S} = (\hat{S}, \hat{s}, \text{Act}, \delta)$ that simulates a transition system $T \ S$ describing the belief dynamical system Eq. (10).

**Proof.** We prove by construction. First, we define an abstraction state $\hat{s} \in \hat{S}$ for every different conic partition in the parameter space $\hat{s} = \{x_{\phi} \in \phi \mid \pi_{\phi}^{\delta} \subseteq \mathbb{R}^{n(n+1)}\}$ for every state formula $\phi \in L(\hat{s})$ in the closure. Note that for atoms $\top$ and false $\bot$, we have $\hat{s} = \mathbb{R}^{n(n+1)}$ and $\hat{s} = \emptyset$, respectively. This definition enforce the condition [2] in Definition [1]. We let the initial state of the abstraction be the state $\hat{s}_0 \in \hat{S}$ that represent the partition that include the initial belief state (i.e., $\hat{s}_0 = \hat{s}_0$).

As a result, we guarantee the condition [1] in Definition [1]. Now, the set of actions Act of the abstraction system $\hat{T} \hat{S}$ is the set of system commands (i.e., $\text{Act} = Q$). Finally, we add transitions $\hat{s}' = \delta(\hat{s}, q)$ for every two abstraction states $\hat{s}, \hat{s}' \in \hat{S}$ and action $q \in Q$ if and only if there is a control input $\omega \in \mathcal{U}$ such that a transition $\hat{s}' = \delta\hat{s}(q, \omega)$ is valid in the transition system $\hat{T} \hat{S}$ and the states are in the partitions $\hat{s} \in \hat{s}$ and $\hat{s}' \in \hat{s}'$. Therefore, we satisfy the last condition (i.e., condition [3] in Definition [1]) and guarantee the existence of an abstraction for any transition system $\hat{T} \hat{S}$ and PrSTL formula $\phi$.

**Example 9.** Consider the specification of the light-dark domain shown in Example 4. This specification generates two conic regions in the belief space parameters:

$$\begin{align*}
\hat{s}_1 &= \{\hat{x}_1 - 2.3\sigma_{1,1} \geq -1, \hat{x}_2 - 2.3\sigma_{2,2} \geq -1, \\
&\quad \hat{x}_1 + 2.3\sigma_{1,1} \leq 5, \hat{x}_2 + 2.3\sigma_{2,2} \leq 4\}, \\
\hat{s}_2 &= \{\hat{x}_1 - 1.6\sigma_{1,1} \geq 0.25, \hat{x}_2 - 1.6\sigma_{2,2} \geq 0.25, \\
&\quad \hat{x}_1 + 1.6\sigma_{1,1} \leq 0.25, \hat{x}_2 + 1.6\sigma_{2,2} \leq 0.25\}. 
\end{align*}$$

These belief cones are illustrated in Fig. 6 for covariances with $\sigma_{1,1} = \sigma_{2,2}$. As a result, the transition system $\hat{T} \hat{S}$ that simulates the system is defined by two states, $\hat{S} = \{\hat{s}_1, \hat{s}_2\}$, one action, $\text{Act} = Q = \{1\}$, and a transition function $\delta$ such that $\hat{s}' = \delta(\hat{s}, \hat{a})$ if $\hat{s}, \hat{s}' \in \hat{S}$ and $\hat{a} \in \text{Act}$.

**Example 10.** In Example 5 the state formulas describe five different belief cones: safe, approach, grasp, move, and place down. These state formulas also include information about the system command/mode. Thus, we know that we are allowed to go to a belief state in the safe and approach only with system command opened (i.e., $q = 1$), grasp and place down with $q = 2$, and move with $q = 3$. We easily see that no valid speed $\|\omega\|_\infty \leq 1$ can move from safe to grasp because the minimum distance between them is greater than one. Similarly, we cannot change the orientation fast enough (i.e., $|\omega| \leq 45^\circ$) to switch between grasp and place down. Therefore, the resulting abstraction is a transition system defined by transitions shown in Table II.

![Fig. 6: Illustrative representation of belief conic regions $\hat{s}_1 \subset \mathbb{R}^6$ and $\hat{s}_2 \subset \mathbb{R}^6$ for specification in Example 4 projected in the mean space $(\hat{x}_1, \hat{x}_2) \in \mathbb{R}^2$ at different covariance values. Each covariance forms a valid polytopic region in the mean space. Note that the target region (small box at origin) has no valid mean value for covariances $\Sigma^\delta = 0.1I_2$ and $I_2$.](image)

**TABLE I: Abstraction Transitions for the Robot Manipulator**

| $\delta$ | System Mode | opened 1 | closing/opening 2 | holding 3 |
|---------|-------------|----------|--------------------|----------|
| safe    | $\hat{s}_1$ | $\{\hat{s}_1, \hat{s}_2\}$ | $\emptyset$ | $\emptyset$ |
| approach| $\hat{s}_2$ | $\{\hat{s}_1, \hat{s}_2\}$ | $\{\hat{s}_1\}$ | $\{\hat{s}_1\}$ |
| grasp   | $\hat{s}_3$ | $\{\hat{s}_1, \hat{s}_2\}$ | $\{\hat{s}_1\}$ | $\{\hat{s}_1\}$ |
| move    | $\hat{s}_4$ | $\{\hat{s}_1, \hat{s}_2\}$ | $\{\hat{s}_1, \hat{s}_2\}$ | $\{\hat{s}_1, \hat{s}_2\}$ |
| place down | $\hat{s}_5$ | $\{\hat{s}_1, \hat{s}_2\}$ | $\{\hat{s}_1, \hat{s}_2\}$ | $\{\hat{s}_1, \hat{s}_2\}$ |

**A. Formula Transformation**

A deterministic and finite-state transition system allows us to implement many available model checking techniques such as BMC [20]. However, these techniques are designed for Linear Temporal Logic (LTL) formulas. Therefore, we need to transform PrSTL into LTL formulas.

We do this by taking an overapproximation of the delays and deadlines ($a, b$). We do this for several reasons. First, these temporal constraints increase the formula complexity by increasing the closure length. For example, a delay of ten instants would require ten nested next LTL operators. Additionally, later, we use a feasibility search that explores equivalent longer abstraction trajectories. Then, a shorter abstraction trajectory that satisfies the formula without time constraints will also represent a longer one that satisfies them in the feasibility search.
As we showed in Section V-A, we can abstract PrSTL into the existential Satisfiability Modulo Theories (SMT) encoding formal verification technique for these transition systems is a naive way to handle this fact is to check every abstraction candidate for the problem. Our goal is to guarantee that there is an abstraction trajectory $\hat{\beta}$ that satisfies the PrSTL formula $\varphi$ only if there is one that satisfy the LTL formula $(\varphi)_{LTL}$. Then we can use standard LTL model checking to propose candidate abstraction trajectories and decide if there are no new abstraction trajectories that are candidates for the problem.

**Proposition 2.** An abstraction trajectory $\hat{\beta}$ satisfies a PrSTL formula $\varphi$ only if this trajectory satisfies the LTL formula $(\varphi)_{LTL}$.

**Proof.** We prove by contradiction. Assume that an abstraction trajectory $\hat{\beta}$ satisfies a PrSTL formula $\varphi$ but does not satisfy the LTL formula $(\varphi)_{LTL}$. By definition, the LTL semantics is equal to PrSTL with all temporal operators having $a = 0$ and $b = \infty$. From PrSTL semantics, if there is a trajectory that satisfies the PrSTL formula $\varphi$ with $a > 0$ or $b < \infty$, it must satisfy with $a = 0$ and $b = \infty$, which contradicts the assumption. Therefore, the proposition follows. 

**Example 11.** We can easily abstract the formula that specifies the light-dark domain task (Example 4) by just removing the time constraints in the until and always operators:

$$(safe \cup U_{[0,240]}[0,10] target)_{LTL} = safe \cup target, \quad (13)$$

where $safe = \pi_0^{1-1} \land \pi_0^{1-5} \land \pi_0^{2-1} \land \pi_0^{2-4}$ and $target = \pi_0^{1-5-0.25} \land \pi_0^{1-5-0.25} \land \pi_0^{2-2-0.25} \land \pi_0^{2-2-0.25}$. 

**VI. BOUNDED MODEL CHECKING**

Now, we leverage the fact that the proposed abstraction $\hat{TS}$ is a finite-state transition system to propose an efficient method to check if it eventually satisfies the specifications. One prominent formal verification technique for these transition systems is the existential Satisfiability Modulo Theories (SMT) encoding of LTL BMC presented in [16] based on the work in [20]. As we showed in Section V-A, we can abstract PrSTL into...

![Fig. 7: Flowchart representation of the BMC algorithm for CEGIS presented in [16].](image)

LTL formulas. Therefore, we can implement an LTL BMC to verify the existence of abstraction trajectories that satisfy the transformed formula. As its name suggests, a BMC encoding checks bounded trajectories. We can represent the infinite behavior of a linear temporal logic formula with a bounded trajectory with a loop (i.e., $(K,L)$-trajectories). In Fig. 7, we illustrate this algorithm as a flowchart. The algorithm starts with one-step trajectories and increases the trajectory bound if no trajectory is satisfiable. This search ends without a solution when, for a bound $K$, there is no satisfying loop-free trajectory. Intuitively, if a bad state is reachable, it is reachable via a trajectory with no duplicate states, i.e., a loop-free trajectory. The soundness and completeness of the encoding used in this paper are proved in [16] Proposition 3 and [16] Proposition 4. We refer the interested reader to [16] for further details.

As we show later, the counterexample represents the candidate trajectories (or prefixes) as transition systems. This transition system discard not only the satisfying trajectory $\beta_{K,L}$ (or its prefix) but also all extended trajectories generated by loops inside the trajectory. Therefore, the search is complete and finishes in a finite time.

**Example 12.** In the light-dark domain, the first abstraction trajectory that the proposed BMC returns is always $\beta_{2,2} = \bar{s}_1 \bar{1} \frac{1}{\bar{1}} \bar{s}_2(\frac{1}{\bar{1}} \bar{s}_2)\omega$, where $\bar{s}_1$ and $\bar{s}_2$ are illustrated in Fig. 6.

**VII. DYNAMICAL FEASIBILITY CHECK**

Although the proposed simulation abstraction eases the computation of the existential verification, it is not enough to ensure that the abstraction $\hat{TS}$ existentially satisfies the specification. As discussed above, the satisfaction $\beta_{K,L} \models (\varphi)_{LTL}$ of the LTL transformation $(\varphi)_{LTL}$ does not ensure that there exists a belief trajectory $\beta_{K,L}$ that satisfies the PrSTL formula $\varphi$. A naive way to handle this fact is to check every abstraction trajectory $\beta_{K,L}$ for the existence of a trajectory $\beta_{K,L}$ with same bound $K$ and loop $L$ and discard them if there is not. However, this approach would require many calls to the BMC solver and...
causing additional computational effort. Therefore, we propose another abstraction that generates LTL equivalent abstraction trajectories without calling the BMC solver, reducing the overall computational effort.

We propose a variant of SPARSE-RRT \[21\] for active perception that guarantees LTL equivalence. Intuitively, the abstraction trajectory creates a tunnel inside the belief state parameters (i.e., mean and covariance) that simulates the satisfaction of the specification. Our RRT variant searches for belief trajectories inside this tunnel by driving the mean values toward the end (towards achieving the task) and minimizing the uncertainty (active perception).

We need an RRT variant for active perception because sampling-based methods for deterministic systems do not solve active perception efficiently. There are several reasons for this. First, the belief dynamics in Eq. (10) increase the system dimension exponentially (i.e., \(n(n + 1)\)), meaning that the problem is more complicated to solve even for simple systems. Second, the task and active perception planning is a dual objective problem not addressed in typical sampling-based methods. The goal cannot only reach the desired target (or targets) position. Another reason is that over-the-shelf sampling-based techniques do not consider trajectories with a loop. Therefore, we propose modifications to RRT that take these characteristics into account.

We also proposed an RRT variant for active perception in \[15\]. However, there are critical differences between the SPARSE-RRT variant proposed in this work and the one proposed in our previous work. First, in \[15\], we maximized a robustness value to search for dynamically feasible belief trajectories. However, if two trajectories end with mean values close to each other, the one with less uncertainty is more likely to be a prefix of a satisfying trajectory than the one that is more robust. Another difference is in the computation of the control signal. In this work, we propose a LP problem to include the tunnel constraints during the control synthesis. This LP problem is inspired by our recent works for deterministic systems \[16, 17\].

### A. Stable Sparse Rapidly-Exploring Random Trees

Now, we detail the main steps of the proposed SPARSE-RRT variant. This approach is illustrated in Algorithm 1 An feasibility tree \((V, E)\) is a directed graph, where \(V\) is a set of nodes, and \(E\) is a labeled set of edges. Each edge is labeled with a tuple \((q, u)\), where \(q\) is a system mode (command) and \(u\) is a system input. Each node is also a tuple \((\hat{s}, \tilde{s})\), where \(\hat{s} \in \tilde{S}\) is an approximated belief state such that is simulated by an instant \(\hat{\beta}_{K,L}\) in the satisfying abstraction trajectory (i.e., \((\hat{s}_k, \tilde{s}) \in \mathcal{R}\) and \(\hat{\beta}_{K,L} = \tilde{s}_0 \ldots \tilde{s}_k \ldots \tilde{s}_K\) such that \(\hat{\beta}_{K,L} \models (\varphi)_{\text{LTL}}\)). As a result, a path of this tree represents both a prefix of an abstraction and an approximated belief trajectory.

We only keep track of a sparse tree formed by the active nodes \(V_{\text{active}}\). We start this tree with the root (line 2). Then we start the main loop. In summary, the loop procedure has four main steps. First, we randomly sample a node giving more chances to less uncertain ones (lines 4-6). Note that \(\mathcal{P}(\hat{s}) = \cup_{v_0 = h^{\tau x}, \varphi \in \mathcal{L}(\hat{s})} \{h^{\tau x} + c \leq 0\} \subseteq \mathbb{R}^n\) is a polytopic region in the mean space for the abstraction state \(\hat{s}\). Second, we propagate this node (line 7), synthesizing a finite horizon control. Later, since we dropped the time constraints from the specification to use BMC, we check if this new node satisfies the PrSTL formula and save the one with the larger robustness (line 8-10). Finally, if the node does not satisfy the specification, we add it to the active nodes and drain near nodes with larger uncertainty to keep the active nodes sparse. We repeat this loop for \(N\) times. If no solution is found, we return a counterexample \(TS_{\text{fair}}\) instead (lines 14-21).

In the following section, we explore this procedure in more detail.

#### B. Metrics

Our aim is to define the distance and cost functions to maximize the exploration of the state space and minimize uncertainty. We can explore the state space by guiding the mean values of the belief state. Thus, we define the distance \(m(v, X)\) between a node \(v = (\hat{k}, X \sim \mathcal{N}(\hat{x}, \Sigma^x))\) and a belief state \(X \sim \mathcal{N}(\bar{x}, \Sigma^x)\) as the Euclidean distance between the mean vector:

\[
m(v, X) := \|v.\hat{x} - \bar{x}\|_2.
\]
As a result, we search a set of nodes to find those that are near or a single node that is the nearest as follows:

\[
\text{near}(\mathcal{V}, \mathbf{X}, \Delta) = \{ v \in \mathcal{V} : m(v, \mathbf{X}) \leq \Delta \}, \quad (15)
\]

\[
\text{nearest}(\mathcal{V}, \mathbf{X}) = \arg \min_{v \in \mathcal{V}} m(v, \mathbf{X}). \quad (16)
\]

Since the distance focuses on exploring the state space, the cost function focuses on uncertainty minimization. Note that the uncertainty constraint can be heterogeneous in the chance constraints (i.e., the tolerance can be different for different atomic predicates). Hence, we measure the current uncertainty using the atomic predicates. We can measure the uncertainty with respect to an atomic predicate \( \pi^h \) using the atomic predicates. Hence, we measure the current uncertainty constraints (i.e., the tolerance can be different for different atomic predicates). Hence, we measure the current uncertainty of a node \( v \), we take into consideration the latest abstraction and belief states associated with this node:

\[
e(v) = \max_{v \in \mathcal{V}} (1 - \epsilon) \sqrt{\mathbf{h}^\top \Sigma^v \mathbf{h}}. \quad (17)
\]

This cost is not additive as required in the original SPARSE-RRT. The reason is that we are not minimizing the typical goal of reaching a target here. Thus, a longer trajectory is not intrinsically worst for the active perception goal.

**Example 13.** Consider the sampling strategy in the light-dark domain illustrated in Fig. 8 with near distance \( \Delta_{\text{near}} = 1 \). First, we randomly select the index \( i_{\text{rand}} = 0 \) and the mean \( \hat{x}_{\text{rand}} = [1.5, 1]^{\top} \), the red star. In this case, the best nearest node is the one associated with the trajectory in blue. Next, if we select the \( \hat{x}_{\text{rand}} = [3, 1]^{\top} \), no node is withing the near distance. Thus, the best nearest is the node associated with trajectory that finishes nearest to this position, i.e., the orange trajectory.

**Example 14.** Consider the new node generate by propagating the the blue trajectory in Fig. 8. If the deadlock distance \( \Delta_{\text{drain}} = 0.5 \), the node associated with the green trajectory is drained, as shown in Fig. 9.

C. Propagate

The propagation algorithm is responsible for generating nodes from the best nearest nodes. The basic idea is a two-step synthesis. First, we use only the belief mean dynamics, which is linear, in a LP problem. Next, we check for controls that drive the belief inside the target tunnel. Therefore, we explore the state space by driving the mean of the belief state.

The propagation can be a random or a biased walk. In the random walk, we drive the mean towards a random target \( \hat{x} = \text{unif}_n(\mathcal{P}(\hat{s}_v, k)) \in \mathbb{R}^n \). This step allows us to explore the belief space for actions that reduce uncertainty (active perception). In the biased walk, we drive the belief mean towards a region \( \mathcal{P}(\hat{s}_v, k+1) \) in the next step in the tunnel. Hence, we search for actions towards achieving the task.

The control synthesis for a random walk is the following LP problem:

\[
\begin{aligned}
\min_{\hat{x}_0, \ldots, \hat{x}_n, \lambda_0, \ldots, \lambda_h} & \quad \lambda_h \\
\text{s.t.} & \quad \hat{x}_0 = v_{\text{near}}, \|\hat{x} - \hat{x}_h\|_\infty \leq \lambda_h, \\
& \quad \hat{x}_{k} = A_{q_{v, k-1}} \hat{x}_{k-1} + B_{q_{v, k-1}} u_{k-1}, \\
& \quad \mathbf{h}^\top \hat{x}_{k-1} + c \leq \|\mathbf{h}\| \lambda_k, \forall v \in \mathcal{V}, k = 1, \ldots, h.
\end{aligned}
\]  

(18)

Intuitively, this problem propagates a parent node \( v_{\text{near}} \in \mathcal{V}_{\text{active}} \) belief mean \( v_{\text{near}} \) towards a target belief mean \( \hat{x} \) in \( \mathbb{R}^n \) for a finite horizon \( h \in [h_{tp}, h_{ub}] \) that is randomly sampled. This problem minimizes the Chebyshev distance to the target belief mean (i.e., \( \|\hat{x} - \hat{x}_h\|_\infty \)) while satisfying the trajectory segment \( (q_{v, k-1}, \tilde{s}_{v, k}) h^{-1} \).

We use a slack technique to ensure that it is always feasible and returns the largest dynamically feasible prefix. In other
words, if it is not dynamically feasible to generate a trajectory segment \((\tilde{s}_{v,k-1}, \tilde{s}_{v,k}))^{h-1}\), the first slack \(\lambda_k\) with value greater than the tolerance \(\delta\) gives us the largest dynamically feasible horizon \(h^* = k - 1\). The reason is that \(\tilde{\lambda}\) is maximum distance of a point to a half-space defined by the predicates:

\[
\begin{aligned}
\max_{\tilde{x} \in \mathbb{R}^n \cap \mathbb{R}^n} \max_{\tilde{x} \in \mathbb{R}^n \cap \mathbb{R}^n} h^T \tilde{x} + c' \\
s.t. h^T \tilde{x} + c \leq 0, \forall \pi_z h^T \tilde{x} + c \in L(\tilde{s}_{v,k}).
\end{aligned}
\] (19)

Thus, the constraint \(\frac{\tilde{\lambda}}{\delta} \lambda_k \leq \lambda_{k+1}\) ensures that if there is no control signal that satisfy the prefix \((\tilde{s}_{v,k-1}, \tilde{s}_{v,k}))^{h-1}\), the minimal of the problem is a trajectory segment with the largest dynamically feasible prefix.

With bias probability, instead of a random walk, we implement a biased walk. The control synthesis for a biased walk is the following LP problem:

\[
\begin{aligned}
\min_{\tilde{x}_0, \ldots, \tilde{x}_h \in \mathbb{R}^n,} \lambda_h \\
\text{s.t.} \tilde{x}_0 = v_{\text{near}} \tilde{x}, \\
\bar{x}_h = A_{\tilde{s}_{v,k}} \bar{x}_{h-1} + B_{\tilde{s}_{v,k}} u_{h-1}, \\
h^T \bar{x}_h + c \leq ||h|| \lambda_h, \forall \pi_z h^T \bar{x} + c \in L(\tilde{s}_{v,k+1}), \\
\tilde{x}_i = A_{\tilde{s}_{v,k-1}} \tilde{x}_{i-1} + B_{\tilde{s}_{v,k-1}} u_{i-1}, \\
h^T \tilde{x}_{k-1} + c \leq ||h|| \lambda_h, \forall \pi_z h^T \tilde{x} + c \in L(\tilde{s}_{v,k}), \\
\tilde{\lambda}_i \lambda_{k-1} \leq \lambda_k, u_{k-1} \in U, \\
i = 1, \ldots, h - 1, k = 1, \ldots, h.
\end{aligned}
\] (20)

In plain English, we propagate a parent node \(v_{\text{near}} \in V_{\text{active}}\) belief mean \(v_{\text{near}} \tilde{x}\) towards a target polytopic region in the mean space \(P(\tilde{s}_{v,k+1})\) for a random horizon \(h \in [h_{\text{up}}, h_{\text{ub}}]\). This problem minimizes the distance to the Chebyshev center of the tunnel \((\tilde{s}_{v,k-1}, \tilde{s}_{v,k})^{h-1}\). Thus, as secondary goal, this problem also maximizes the PrSTL robustness in this segment.

**Example 15.** Consider that we selected the node with the blue trajectory in Fig. 3 target mean value is \(\tilde{x} = [2.35, 1.75]'\), and the horizon \(h = 3\). The trajectory associated with the new node is illustrated in Fig. 4 as the concatenation of blue and purple trajectories.

**D. Belief Trajectory with a Loop**

We establish that we can use an approximated belief system to solve Problem. However, temporal logic specifications may require infinite behavior, and designing an arbitrary infinite control trajectory is not computationally tractable. Thus, we represent these infinite behaviors as trajectories with a loop.

**Definition 2.** Given a PrSTL formula \(\varphi\), an initial condition \(X\), and a control signal \(a = (q_0, u_0) \ldots (q_k, u_K)\), a belief system trajectory \(\hat{\beta}_{K,L}\) with a loop, or simply \((K, L)\)-trajectory, is a sequence of the form:

\[
\hat{\beta}_{K,L} := X_0 \frac{q_0, u_0}{\ldots} X_{L-1} \left( \frac{q_{L-1}, u_{L-1}}{X_L \ldots X_K} \right)^\omega,
\]

where \(\hat{\alpha}_K = \hat{\alpha}_{L-1}\), and \(\sqrt{h^T \Sigma_h} \leq \frac{\sqrt{h^T \Sigma_h}}{\sqrt{h^T \Sigma_h}}\) for all \(\pi^\beta \in \phi_{\alpha}(X_{L-1}) \Rightarrow \pi^\alpha\).

**Example 16.** Consider the trajectory shown in Fig. 1. This trajectory can represent an infinite behavior by repeating a zero control input for any instant after nineteen. Hence, a \((K, L)\)-loop trajectory \(\beta_{19,19}\) can be illustrated with the prefix \(Prefix_{19}(\beta_{19,19})\). The loop would be \((\frac{q_{19}, u_{19}}{X_{19}})^\omega\), where \(q_{18} = 1, u_{18} = [0, 0]'\), and \(\hat{\alpha}_{19} = \hat{\alpha}_{18} \approx [0, 2.15]'\). Since the system is observable, \(\sqrt{h^T \Sigma_h} \leq \frac{\sqrt{h^T \Sigma_h}}{\sqrt{h^T \Sigma_h}}\) for all \(\pi^\beta \in \{\pi^\beta_{0,0.25}, \pi^\beta_{0.05}, \pi^\beta_{0.05}, \pi^\beta_{0,0.25}\} \text{ and } k > 18\).

**E. PrSTL Semantics for Belief Trajectory with a Loop**

A belief \((K, L)\)-trajectory does not have the covariance for instants larger than its bound (i.e., \(K\)). As a result, we cannot apply the PrSTL semantics in this trajectory without unrolling it. However, to guarantee completeness for unbounded temporal operators is not tractable because it requires us to unroll this trajectory infinite times. Therefore, we propose a tractable semantics for \((K, L)\)-trajectories that ensure that \(\hat{\beta} = \varphi\) if \(\hat{\beta}_{K,L} = \varphi\), where \(\hat{\beta}\) is an infinite trajectory represented by the \((K, L)\)-trajectory \(\hat{\beta}_{K,L}\).

Formally, only the semantics of temporal operators are different from the original semantics presented in Section II-E:

- \(\hat{\beta}_{K,L} \models_k \varphi \models_k U_{[a,b]} \varphi_2\)
  - if \(k + a \leq L\) and \(\exists k' \in [k + a, \min(k + b, K)]\), \(\hat{\beta}_{K,L} \models_k \varphi \models_k U_{[a,b]} \varphi_2\),
  - or if, \(Unroll(N_{K,L}(k + a), \hat{\beta}_{K,L}) \models_k \varphi \models_k U_{[a,b]} \varphi_2\),

- \(\hat{\beta}_{K,L} \models_k \varphi \models_k [a,b] \varphi_2\)
  - if \(k + a \leq L\) and \(\forall k' \in [k + a, \min(k + b, K)]\), \(\hat{\beta}_{K,L} \models_k \varphi \models_k [a,b] \varphi_2\),
  - or if, \(Unroll(N_{K,L}(k + a), \hat{\beta}_{K,L}) \models_k \varphi \models_k [a,b] \varphi_2\),

where \(N_{K,L}(k) = \max \left( \left[ \frac{k - L}{L + 1 - K} \right], 0 \right)\) times

\[
Unroll(N, \hat{\beta}_{K,L}) = X_0 \ldots X_{L-1} \left( \frac{q_{L-1}, u_{L-1}}{X_L \ldots X_K} \right)^\omega,
\]

\(L' = L + N(K + 1 - L)\), and \(K' = K + N(K + 1 - L)\).

Intuitively, the bounded trajectory \(X_0 \ldots X_K\) is a conservative witness of the system infinite behavior of a \((K, L)\)-trajectory \(\hat{\beta}_{K,L}\). By definition, the belief at the latest instant (i.e., \(X_K\)) is less uncertain than the belief before the loop (i.e., \(X_{L-1}\)). By repeating the same control inputs, the operator \(Unroll\) conservatively approximates the uncertainty. Therefore, if this conservative trajectory satisfies the specification, the exact one surely satisfies too.
F. Quantitative Semantics for Trajectories with a Loop

From the semantics for $(K, L)$-trajectory, we also obtain a real-valued function $\rho$ such that $\beta \models_k \varphi$ if $\rho^\varphi(\beta_{K,L}, k) \geq 0$. Similarly, only the quantitative semantics of temporal operators are redefined as follows:

\[
\rho^{\varphi}(U_{(a,b)} \varphi^2)(\beta_{K,L}, k) = \begin{cases} 
\max \left\{ \rho^{\varphi}(\beta_{K,L}, k') \mid k' \in [k+a,\min(k+b,K)] \right\} & \text{if } k+a \leq L \\
\min \left\{ \rho^{\varphi}(\beta_{K,L}, k') \mid k' \in [k,k'] \right\} & \text{otherwise}, 
\end{cases}
\]

\[
\rho^{\varphi}(U_{(a,b)} \varphi^2)(\beta_{K,L}, k) = \begin{cases} 
\min \left\{ \rho^{\varphi}(\beta_{K,L}, k') \mid k' \in [k+a,\min(k+b,K)] \right\} & \text{if } k+a \leq L \\
\rho^{\varphi}(\beta_{K,L}, k) & \text{otherwise.}
\end{cases}
\]

Since the uncertainty unrolling the loop using the operator $Unroll$ is larger than exact ones, the robustness measure $\rho^\varphi(\beta_{K,L}, k)$ of a $(K, L)$-trajectory is a lower bound of the infinite trajectory $\beta$, i.e., $\rho^\varphi(\beta_{K,L}, k) \leq \rho^\varphi(\beta, k)$. Therefore, $\rho^\varphi(\beta, k) \geq 0$ if $\rho^\varphi(\beta_{K,L}, k) \geq 0$.

G. Counter-examples

Since the abstraction simulates the approximated belief system, we may not find an approximated trajectory inside the tunnel formed by the abstraction trajectory. If this happens, we want to discard the abstraction trajectories in the feasibility tree in the future BMC executions. Our approach is to model these trajectories as a fair transition system.

An initialized fair transition system $TS_{fair}$ is defined by a tuple $(S, \bar{s}, Act, F, \delta)$, where $(S, \bar{s}, Act)$ is a transition system, and $F \subseteq S$ is a fairness condition. A trajectory of a fair transition system is valid only if starts at $\bar{s}$ and visit an state in $F$ infinitely often.

Unlike the abstraction and approximated belief systems, the counter-example transition system actions are defined over Boolean formulas about transitions. A proposition about the abstraction trajectory transitions is a tuple $(\bar{s}, q, \bar{s}')$ such that an abstraction trajectory satisfies this proposition at instant $k$ ($\beta \models_k (\bar{s}, q, \bar{s}')$) if and only if $\bar{s}_k = \bar{s}$, $q_k = q$, and $\bar{s}_{k+1} = \bar{s}'$. Now, we formally define the counter-example as a fair transition system:

Definition 3. Given an abstraction trajectory $\hat{\beta}_{K,L}$, a counter-example is a fair transition system $TS_{fair}(\hat{\beta}_{K,L})$ defined by the tuple $(\hat{S}, \bar{s}, \delta, Act, F)$ where:

- $\hat{S} = \{0, \ldots, K, K+1\}$, $\bar{s} = 0$, $\hat{F} = \{K+1\}$,
- $Act$ is a set of Boolean formulas over propositions about the abstraction trajectory transitions,
- the following transitions are valid:
  - for $k = 0, \ldots, K-1$,
    - $k-1 = \delta(k, (\bar{s}_k, q_k, \bar{s}_{k-1})$ if $k > 0$,
    - $k+1 = \delta(k, (\bar{s}_k, q_k, \bar{s}_{k+1})), $
    - $k = \delta(k, (\bar{s}_k, q_k, \bar{s}_k))$, and,
  - $K+1 = \delta(k, (\bar{s}_K, q_K, \bar{s}_{K+1}) \land \neg(\bar{s}_k, q_k, \bar{s}_k))$;
  - $L = \delta(k, (\bar{s}_K, q_L, \bar{s}_L))$;
  - $K = \delta(k, (\bar{s}_K, q_K, \bar{s}_K))$ and,
  - $K+1 = \delta(k, (\bar{s}_K, q_K, \bar{s}_K))$.

The intuition is that any extension of the trajectory $\hat{\beta}_{K,L}$ generated by loops, i.e., generate by composition of the following transitions: $\bar{s}_0 \rightarrow \bar{s}_0, \bar{s}_0 \rightarrow q_0 \rightarrow \bar{s}_1, \ldots, \bar{s}_k \rightarrow q_k \rightarrow \bar{s}_{k+1}, \bar{s}_K \rightarrow q_K \rightarrow \bar{s}_{K+1}, \bar{s}_K \rightarrow q_K \rightarrow \bar{s}_L$. Thus, if the trajectory do not take one of these transitions, the system goes to the counter-example state $K+1$, which is the accepting state.

VIII. ITERATIVE-DEEPPING ALGORITHM

The proposed iterative deepening search is illustrated in Algorithm 2. A stop criterion in the BMC determines when it is not existentially satisfiable. This criterion is used as a conservative stop condition for iterative deepening the bounded checking. While we do not achieve that, if BMC find that the system existentially satisfies the LTL abstraction of the specification, we use Algorithm 1 to check if the example that proves this claim (an abstraction trajectory) is dynamically feasible. Otherwise, this algorithm returns an counter-example that we produced with the abstraction in the next BMC checking.

Algorithm 2 Iterative-deepening_search

Input: System $[\varphi, X, \mathcal{U}, N, \Delta_{\text{drain}}, \Delta_{\text{near}}, \text{bias}, h_{ib}, h_{ab}]

1: $K = 1$
2: $TS$ from System 1
3: $TS$ from $TS$
4: while not $TS \times TS_{fair,1} \times \cdots \times TS_{fair,N} \not\models E(\varphi)_{\text{LTL}}$
do:
5: if $TS \times TS_{fair,1} \times \cdots \times TS_{fair,N} \models E(\varphi)_{\text{LTL}}$
6: then $\text{return } \beta_{K^*,L^*}$
7: else $K = K + 1$
8: $\text{return } \text{unsat}$

We show that Algorithm 2 returns approximated belief trajectories that satisfy the specification.

Theorem 1. Algorithm 2 returns a belief trajectory $\beta_{K^*,L^*}$ only if this trajectory satisfies the PrSTL formula $\varphi$.

Proof. In Algorithm 1 we check the specification using the quantitative semantics and ensure that the trajectory $\beta_{K_{\text{new}},L_{\text{new}}}$ also satisfy the PrSTL formula $\varphi$, i.e., $\beta_{K_{\text{new}},L_{\text{new}}} \models \varphi$. Since this algorithm synthesizes inputs for the system in Eq. 10, we have that the control inputs $\beta_{K_{\text{new}},L_{\text{new}}} \models \varphi$ is an approximated solution for Problem 1.

\[\square\]
Since BMC is complete, if no solution exists, Algorithm 2 finishes in a finite time.

**Theorem 2.** Algorithm 2 always terminates in a finite time.

**Proof.** First, from [16, Proposition 4], we have that BMC is complete. Thus, the abstraction $TS$ does not existentially satisfy the formula $(\varphi)_{\ellTL}$, and, from Propositions [1] and [2], there is no solution for Problem [1]. Algorithm 1 always finishes in a finite time because of the timeout parameter $N$. Finally, if there are satisfying trajectories in the abstraction but none is dynamically feasible, a finite number of counterexamples exclude them for two reasons. First, there are finite loop-free trajectories in a transition system with a finite number of states. Second, the counterexamples exclude a trajectory and all others generated by loops. Therefore, Algorithm 2 must terminate in a finite time.

**IX. Experiments**

**A. Light-Dark Domain**

As discussed in Examples [1] and [4], the light-dark domain is a robot motion planning problem that requires active perception. The robot must move to a target position, but the position measurement is noisy, and the noise level depends on the robot’s current position.

Fig. 1 shows a solution to the light-dark domain. The blue trajectory is the planned trajectory found by the proposed algorithm with feasibility timeout $t_{out} = 15s$, near distance $\Delta_{near} = 1$, drain distance $\Delta_{drain} = 0.5$, goal bias $bias = 0.25$, and horizon bound $h_{ib} = 3$ and $h_{ub} = 8$. We execute this plan using a RHC strategy with a finite horizon discrete time LQR to track the mean of the estimated belief with cost function $J = \sum_{k=0}^{h-1} \Delta_{k} Q \Delta_{k} + u_{k}^T R u_{k}$, where $Q = I_{2}$ and $R = 0.05 I_{2}$ and the horizon $h = 5$. The red trajectory is the state trajectory, the purple trajectory is the output trajectory, and the orange is the resulting belief trajectory. Note that the output trajectory is noisy and cannot be used without considering its uncertainty. Even that the initial state is outside the region of 95\% confidence, the tracking strategy was able to follow the planned belief trajectory. As a result, it accomplished the task.

We use Monte Carlo simulation to compute the probability that the actual trajectory generated during the execution satisfies the specifications. From 30 different executions of Algorithm 2, we obtained an average probability of 92.07\% ± 9.21. This probability is fairly high considering that it is the product that the belief at each instant satisfies all predicates satisfied in the approximated trajectory. In Fig. 10, we show one of these results for one hundred Monte Carlo simulations. Each red point is a state in one of these simulations. The result is that the probability of the plan satisfying the specification using the tracking strategy is 96\%. This probability is within the probability in the specification (i.e., 95\% of confidence). We can see in Fig. 10 that the actual trajectories (in red) that failed the specifications failed at achieving the target region.

Although we approximate the observations during the planning, this experiment suggests that this approximation can capture essential behaviors of the plan execution. Additionally, the task was not satisfiable without the observations due to the initial uncertainty. Thus, the planning strategy had to combine not only task and motion planning but also active perception.

**B. Robot Manipulation Domain**

The robot manipulation domain is introduced in Examples [2] and [5]. The robot must grasp and place a puck down in a target position. However, the puck and target position is not known perfectly. Therefore, the robot must also “learn” these positions during the execution of the plan (i.e., active perception).

Consider that the robot gripper starts at $(17.5, 17.5, \pi/2)$ in the robot configuration space. In the same configuration space, the puck is initially at $(3.5, 12)$, but our initial belief is that it is at $N((1, 10), I_{2})$. Similarly, the center of the target location is at $(6.5, 3)$, but our initial belief is that it is at $N((10, 2), I_{2})$. Note that the robot may not grasp the puck without active perception because of the initial error between the initial belief and the real puck position. Additionally, the robot could not place the puck down correctly in the target location even if it grasped it. Therefore, we need active perception.

We generated a planned trajectory using the proposed algorithm with feasibility timeout $t_{out} = 60s$, near distance $\Delta_{near} = 5$, drain distance $\Delta_{drain} = 2.5$, goal bias $bias = 0.25$, and horizon bound $h_{ib} = 2$ and $h_{ub} = 5$. During execution of this plan, we use a finite horizon LQR to track the planned belief state with parameters $Q = diag([1, 1, 0, 0, 1])$ for mode $q = 1$, $Q = diag([0, 0, 1, 1, 1])$ for mode $q = 3$, $R = 0.05 I_{2}$ and the horizon $h = 10$. The result of one execution is shown in Fig. 11.

Note that the robot moves the gripper towards the belief target location before grasping the puck. Hence, the algorithm automatically identifies that the robot must learn the “actual” target position before holding the puck when the camera is blocked. By doing that, the robot can correctly execute the task even under incorrect initial belief.
toolbox, called idSTLPy \[22\], which is available at https://codeocean.com/capsule/0013534/tree. In our future work, we plan to extend this results to other probabilistic hybrid systems and also consider probabilistic switching. Another direction is to replace the MLO approximation during the planning.
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**Fig. 11:** Illustrative representation of a solution for the robot manipulation domain. The trajectory is on the robot workspace, and the relative position of the puck and target belief position is translated to this workspace. The gripper is represented in black for each state position, and a yellow wedge represents the camera.

**X. CONCLUSION AND FUTURE WORK**

We presented a framework for controller synthesis from PrSTL specifications for active perception tasks. This framework allows for active perception in complex tasks specified by PrSTL formulas. We demonstrated the efficacy of our approach on a simulation of robot motion planning and robot manipulation problems. We also implemented our design methods into a toolbox, called idSTLPy \[22\], which is available at https://codeocean.com/capsule/0013534/tree. In our future work, we plan to extend this results to other probabilistic hybrid systems and also consider probabilistic switching. Another direction is to replace the MLO approximation during the
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