AN ASYMPTOTIC PRESERVING SCHEME FOR A TUMOR GROWTH MODEL OF POROUS MEDIUM TYPE
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Abstract. Mechanical models of tumor growth based on a porous medium approach have been attracting a lot of interest both analytically and numerically. In this paper, we study the stability properties of a finite difference scheme for a model where the density evolves down pressure gradients and the growth rate depends on the pressure and possibly nutrients. Based on the stability results, we prove the scheme to be asymptotic preserving (AP) in the incompressible limit. Numerical simulations are performed in order to investigate the regularity of the pressure. We study the sharpness of the $L^4$-uniform bound of the gradient, the limiting case being a solution whose support contains a bubble which closes-up in finite time generating a singularity, the so-called focusing solution.
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1. INTRODUCTION

We consider a model of tumor growth describing the evolution of the cell population density $n(x,t)$ through a porous medium equation with a source,
\begin{equation}
\frac{\partial n}{\partial t} - \nabla(n\nabla p) = nG(p), \quad x \in \mathbb{R}^d, t > 0,
\end{equation}
where $p$ is the internal pressure of the tumor, defined by the law of state
\begin{equation}
p = n^\gamma, \quad \gamma > 1.
\end{equation}
The non-linearity and degeneracy of the diffusion term bring several difficulties to the numerical analysis of the model, and many numerical schemes have been proposed in the literature, cf. [26, 27, 29]. In this paper, we investigate the properties of the solutions to equation (1.1), which for simplicity we consider in one dimension, using the following upwind scheme
\begin{equation}
\frac{d}{dt} n_i = \frac{n_{i+1/2} q_{i+1/2} - n_{i-1/2} q_{i-1/2}}{\Delta x} + n_i G(p_i), \quad \text{with} \quad q_{i+1/2} = \frac{p_{i+1} - p_i}{\Delta x},
\end{equation}
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and where we define $n_{i+1/2}$ in the upwind manner

$$n_{i+1/2} = \begin{cases} n_i, & \text{if } q_{i+1/2} \leq 0, \\ n_{i+1}, & \text{if } q_{i+1/2} > 0. \end{cases}$$

Extension to higher dimensions is straightforward for tensor product grids and thus omitted here. On the one hand, the simplicity of the scheme allows us to prove analytical properties which do not apply to more complex ones. We prove stability results and the asymptotics preserving (AP) property of the scheme as $\gamma \to \infty$. On the other hand, despite its simplicity, we perform numerical tests that show the good efficiency of the scheme for different reaction terms $G$ as well as for $\gamma \gg 1$.

We are also interested in analysing numerically the regularity of the so-called focusing solution of equation (1.1), whose support is initially contained outside of a compact set, see for instance [3]. Due to the degeneracy of the diffusion, the inner hole closes up in finite time and singularities occur due to this topological change. In particular, we perform numerical tests to study the blow-up of the $L^p$-norms of the pressure gradient, which are uniformly (with respect to $\gamma$) bounded for $p \leq 4$, as recently proved in [15]. This regularity is actually optimal, and the focusing solution represents the limiting case since the $L^p$-norms of its gradient blow up for $p > 4$ as $\gamma \to \infty$. Our aim is to obtain a numerical verification of the study of the limiting exponents from [15].

**Motivations.** Models as equation (1.1), possibly including advection terms or coupled with a second equation, have been largely applied to the description of tissue and tumor growth. They are based on the mechanical aspects that drive the cell motion and proliferation. Describing the fact that the cells move down pressure gradients, the flow velocity in equation (1.1) is given by Darcy’s law, namely $v = -\nabla p$.

Besides driving the cells movement, the pressure also controls the cell proliferation through an inhibitory effect, since the division rate is lower at higher pressure values. Therefore, we make the following assumption on the growth rate $G$: there exist positive constants $\alpha$ and $p_H$ such that

$$G'(p) \leq -\alpha, \quad G(p_H) = 0,$$  \hspace{1cm} (1.3)

where $p_H$ represents the so-called homeostatic pressure, namely the lowest level of pressure that prevents cell multiplication due to contact inhibition.

Later in the paper, we also consider an extension of the model where $G$ depends both on the pressure and the concentration of a nutrient (for instance, oxygen or glucose), denoted by $c(x,t)$. In this case, equation (1.1) would be coupled with an equation on $c$ that depends both on the environmental conditions (*in vitro* or *in vivo*) and on the stage of the tumor development (*avascular* or *vascular*). We refer the reader to [35] for the formulation of the Hele-Shaw problem with nutrient and its traveling wave solutions.

As mentioned above, the density actually satisfies a porous medium type equation, which can be directly recovered combining the pressure law, equations (1.2), and (1.1), namely

$$\frac{\partial n}{\partial t} = \frac{\gamma}{\gamma + 1} \Delta n^{\gamma+1} + nG(p).$$

As the solution of the classical Porous Medium Equation (PME), $n$ evolves with finite speed of propagation, since the diffusion term degenerates when $n = 0$. Thus, if the initial data has compact support, the solution remains compactly supported at any time and exhibits a moving front, which is the interface that separates \{ $n > 0$ \} and \{ $n = 0$ \}.

As shown in [33], as $\gamma \to \infty$, the pressure $p_\gamma$ of equation (1.1) converges strongly in $L^1$ to a function $p_\infty$ which is a solution of a Hele-Shaw free boundary problem defined on the set $\Omega(t) := \{ x, \ p_\infty(x,t) > 0 \}$, in which $p_\infty$ satisfies an elliptic equation. The so-called incompressible limit of equation (1.1) has attracted a lot of interest in the last decades and a vast literature on the topic is now available, cf. [19, 23, 33]. The Hele-Shaw limit has also been studied for several extension of the model at hand, we refer the reader to [9, 15–18, 32, 34] for models including nutrients, viscosity, active motion, convective effects or a second species of cells.
The complete proof can be found in [23, 33], while here we present a formal argument to explain the link between the compressible model and the free boundary formulation. Upon multiplying equation (1.1) by $\gamma n^{\gamma-1}$, we recover the equation satisfied by the pressure, which reads

$$\frac{\partial p}{\partial t} = \gamma p (\Delta p + G(p)) + |\nabla p|^2.$$  

(1.4)

Then passing formally to the limit $\gamma \to \infty$ we find the complementarity relation

$$p_\infty (\Delta p_\infty + G(p_\infty)) = 0.$$  

This implies that the limit pressure has to satisfy the elliptic equation $-\Delta p_\infty = G(p_\infty)$ in the tumor region $\Omega(t)$.

**Our contribution.**

- Asymptotic preserving property. In this paper, we show that, as $\gamma \to \infty$, the aforementioned scheme is asymptotic preserving and the solution converges to a solution of the following finite difference equation

$$p_i (\delta^2_x p_i + G(p_i)) = 0,$$

where we denote $\delta^2_x p_i := (p_{i+1} - 2p_i + p_{i-1})/|\Delta x|^2$.

- Aronson–Bénilan estimate. The derivation of the complementarity relation in the continuous case is deeply related to a lower bound on the quantity $w := \Delta p + G(p)$, namely $w \gtrsim -\frac{C}{\gamma t}$, cf. [33]. This bound is an adaptation of the Aronson–Bénilan (AB in short) estimate, which is a well-known and powerful tool in the theory of porous medium equations.

It is our aim to recover a discrete version of this lower bound for our scheme. This purpose has been already addressed in the literature, in particular we refer the reader to [29] for a tracking front scheme for which the author proves the Aronson–Bénilan estimate for the classical porous medium equation (namely, with no reaction terms), and for any $\gamma > 1$. Unlike [29], we keep a fixed grid and show that the AB estimate holds also for a restricted class of pressure-penalized growth rates $G = G(p)$, only in the cases $\gamma = 1$ and $\gamma \approx \infty$ which is our interest for the Hele-Shaw limit. To the best of our knowledge, we are the first to prove the discrete version of the AB estimate for a nontrivial pressure-dependent reaction term in the porous medium equation. It is not the main goal of this paper to prove the convergence of the scheme as $\Delta x \to 0$, nevertheless, we want to point out that this estimate could be extremely useful in this direction.

- Focusing solution. The solutions of equation (1.1) exhibit different kind of singularities in the incompressible limit $\gamma \to \infty$. For instance, the limit density $n_\infty$ shows jump discontinuities across the boundary of the tumor region $\partial \Omega(t)$, while the pressure $p_\infty$ can develop singularities in time. In fact, when a new saturated region is generated outside $\Omega(t)$, i.e. when $n_\infty(\cdot,s)$ becomes 1 in a set of positive measure contained outside the original tumor region, for some $s > t$, the pressure instantaneously becomes positive in the same set, according to the relation $p_\infty (1 - n_\infty) = 0$. Moreover, time discontinuities can also appear when the set $\Omega(t)$ undergoes certain topological changes, for instance when the support contains a hole which closes up at time $t = T^*$, which is called focusing time. This particular solution is referred to as focusing solution.

The hole filling problem has attracted a lot of attention since it represents the limiting case for several regularity results. For instance, in [3], Aronson and Graveleau use the focusing solution to show that the Hölder continuity of the pressure gradient is optimal, for dimension $d \geq 2$. In fact, the pressure gradient blows up at the focusing time $T^*$.

In [15], the authors prove that the $L^4$-norm of $\nabla p$ is uniformly bounded with respect to $\gamma$. Then, they show that this uniform estimate is optimal using the focusing solution as a counter-example. Through an asymptotic argument on a radial solution, they compute that 4 is the highest possible order of integrability for the gradient of the pressure of the Hele-Shaw problem.
One of the main interests of this paper is to numerically investigate and confirm this property of the focusing solution. To this end, we perform 2-dimensional simulations with initial data given by the characteristic function of a spherical shell. The results obtained by computing the $L^p$-norms of the pressure gradient clearly show its singularity at the focusing time and confirm the worsening of the blow-up as the exponents becomes greater than 4. At the best of our knowledge, there are no numerical inspections of this sharpness result in the literature, although the focusing solution has been deeply studied both analytically and numerically [2–4].

**Previous works.** The numerical simulation of the tumor growth model (1.1) is challenging in two aspects, the lack of regularity of solutions near the free boundary, which is a common difficulty of porous medium equations, and the stiffness appearing in the Hele-Shaw limit $\gamma \to \infty$.

The numerical study of the porous medium equations lasts for decades and a variety of algorithms have been proposed. An early study of the finite difference method can be found in [21]. Further studies on the finite difference method include the interface tracking algorithm [7,29], which works perfectly in 1D by separating the computation of the free boundaries and the solutions inside the support, a WENO scheme [25], which eliminates the oscillations around the free boundaries, and so on. There is also an extensive study on the finite volume computation of the free boundaries and the solutions inside the support, a WENO scheme [25], which eliminates the oscillations around the free boundaries, and so on. There is also an extensive study on the finite volume method, cf. [8,20] and various finite element methods, including an early study of the convergence analysis [36], the locally discontinuous Galerkin method [37], and the adaptive mesh [5,6,31]. The relaxation scheme, which is originally designed for conservation laws [22], can be extended to porous medium equations successfully as well [14,30]. Besides the methods on Euler coordinates, there is an increasing interest in designing Lagrangian methods, see for example [10–13,24]. Despite the extensive study of the numerical methods for porous medium equations, the algorithm preserving the free boundary limit is rarely studied. A fully implicit solver is generally needed. A recent work shows that one way to avoid a fully implicit scheme is to construct a semi-implicit scheme by combining the relaxation scheme with the prediction-correction formulation, cf. [26].

**Contents of the paper.** The semi-discrete scheme and the analysis of its properties are presented in Section 2. We prove stability providing a priori estimates on the main quantities and their derivatives, Section 2.1. Let us point out that these estimates are uniform with respect to $\gamma$, and therefore stability holds for any $\gamma > 1$. Then, we prove the asymptotic preserving property of the scheme, Section 2.2 and recover a discrete version of the Aronson–Bénilan estimate for a nontrivial reaction term, Section 2.3. We introduce the implicit scheme in Section 3, and we extend the uniform a priori estimates previously derived on the semi-discrete scheme. The solvability of the scheme is proven in detail in Appendix A. We report the results of several numerical simulations in Section 4. We test the accuracy of the scheme using the explicit Barenblatt profile, and we compare the numerical solutions with $\gamma$ large to the exact solutions of the in vitro and in vivo model with nutrients. Moreover, we apply our scheme to a two-species model of tumor growth, where both populations evolve under a porous medium mechanics. Finally, we report the results of the 2-dimensional simulations on the focusing solution which confirm the sharpness of the $L^2$-uniform bound of $\nabla p$.

## 2. The semi-discrete scheme

To better focus on the analysis of the upwind discretization in space, we start from the semi-discrete scheme. For simplicity, only one dimensional problem is considered. The scheme for the multi-dimensional problem with tensor product grids can be analyzed similarly.

We suppose the domain is a closed interval $\Omega = [-X,X]$. We choose a uniform mesh with mesh size $\Delta x = \frac{X}{M_x}$, where $2M_x$ is the number of sub-intervals. Denote $n_i(t)$ and $p_i(t)$ to be the numerical approximations of $n(t,x_i)$ and $p(t,x_i)$, where $x_i = i\Delta x$ for $i \in I = \{-M_x,-M_x+1,\ldots,M_x\}$. Then the semi-discrete finite difference scheme for equation (1.1) is

$$
\frac{d}{dt} n_i = \frac{n_{i+1/2}q_{i+1/2} - n_{i-1/2}q_{i-1/2}}{\Delta x} + n_i G_i, \quad i \in I, \tag{2.1}
$$

with

$$
q_{i+1/2} = \frac{p_{i+1} - p_i}{\Delta x}, \quad G_i = G(p_i). \tag{2.2}
$$
The Neumann boundary condition is applied so that \( n_{M_n-1} = n_{M_n+1} \) and \( n_{M_n+1} = n_{M_n-1} \). We define \( n_{i+1/2} \) in the upwind manner

\[
n_{i+1/2} = \begin{cases} 
n_i, & \text{if } q_{i+1/2} \leq 0, \\
n_{i+1}, & \text{if } q_{i+1/2} > 0. 
\end{cases}
\]  \hspace{1cm} (2.3)

Multiplying equation (2.1) by \( \gamma n_i^{\gamma-1} \) we recover the finite difference equation on the pressure

\[
\frac{\text{d}p_i}{\text{d}t} = \gamma n_i^{\gamma-1} \left( \frac{n_{i+1/2} - n_i}{\Delta x} q_{i+1/2} + \frac{n_i - n_{i-1/2}}{\Delta x} q_{i-1/2} \right) + \gamma p_i \left( \frac{\delta_x^2 p_i}{\Delta x} + G_i \right),
\]  \hspace{1cm} (2.4)

where

\[
\delta_x^2 p_i := \frac{q_{i+1/2} - q_{i-1/2}}{\Delta x}.
\]

**Assumptions.** In order to prove stability results such as \( L^\infty \) control and discrete BV-estimates, we need to make the following assumptions: we assume that there exists positive constants \( C \) and \( p_H \) (homeostatic pressure) such that

\[
0 \leq p_i^0 \leq p_H, \quad \Delta x \sum_i |n_i^0| \leq C, \quad \Delta x \sum_i |p_i^0| \leq C,
\]

\[
\sum_i |n_i^0| - n_i^0 \leq C, \quad \Delta x \sum_i \left| \frac{\text{d}n_i}{\text{d}t} \right|^0 / \Delta x \leq C.
\]  \hspace{1cm} (2.5)

In the following section we will prove that thanks to Gronwall’s lemma the above regularity of the initial data propagates along time.

**Notations.** We define the positive and negative part of a function \( f \) as follows

\[
|f|_+ := \begin{cases} 
    f, & \text{for } f > 0, \\
    0, & \text{for } f \leq 0,
\end{cases} \quad \text{and} \quad |f|_- := \begin{cases} 
    -f, & \text{for } f < 0, \\
    0, & \text{for } f \geq 0.
\end{cases}
\]  \hspace{1cm} (2.6)

Moreover, we indicate with \( 1_A \) the characteristic function of a set \( A \).

**2.1. Stability results**

Now we prove the positivity preserving property of the semi-discrete scheme (2.1), and the *a priori* estimates that imply stability for any \( \gamma > 1 \).

**Theorem 2.1 (A priori estimates).** Let \( T > 0 \) and \( n_H := p_H^{1/\gamma} \) and assume (1.3) and (2.5) hold true. Then, for all \( 0 \leq t \leq T \), we have

(i) \( 0 \leq n_i(t) \leq n_H, \quad 0 \leq p_i(t) \leq p_H, \quad \forall i \),

(ii) \( \Delta x \sum_i |n_i(t)| \leq C(T), \quad \Delta x \sum_i |p_i(t)| \leq C(T), \)

(iii) \( \sum_i |n_{i+1}(t) - n_i(t)| \leq C(T), \)

(iv) \( \Delta x \sum_i \left| \frac{\text{d}n_i}{\text{d}t} \right| \leq C(T), \quad \int_0^T \Delta x \sum_i \left| \frac{\text{d}n_i}{\text{d}t} \right| \text{d}t \leq C(T), \)

(v) \( \int_0^T \Delta x \sum_i \left| \frac{p_{i+1} - p_i}{\Delta x} \right|^2 \text{d}t \leq C(T). \)

for some positive constants \( C(T) \) depending on \( T \) and independent of \( \gamma \).

**Proof.** \( L^\infty \) estimates. Combining equations (2.2) and (2.3) we recover

\[
\gamma n_i^{\gamma-1} \frac{n_{i+1/2} - n_i}{\Delta x} q_{i+1/2} = \begin{cases} 
0 & \text{if } q_{i+1/2} < 0, \\
\gamma n_i^{\gamma-1} \frac{n_{i+1} - n_i}{\Delta x} \frac{p_{i+1} - p_i}{\Delta x} & \text{if } q_{i+1/2} > 0,
\end{cases}
\]
and
\[
\frac{\gamma n_i - n_{i-1/2}}{\Delta x} q_i - n_{i-1}/2 = \begin{cases} 
\frac{\gamma n_i - n_{i-1}}{\Delta x} p_i - p_{i-1} & \text{if } q_{i-1/2} < 0, \\
\frac{\gamma n_i - n_{i-1}}{\Delta x} & \text{if } q_{i-1/2} > 0.
\end{cases}
\]

Therefore, the equation on the pressure, equation (2.4), reads
\[
\frac{d}{dt} p_i = \gamma p_i (q_i - q_{i-1}) \left( \frac{n_{i+1} - n_i}{\Delta x} q_i + \frac{n_i - n_{i-1}}{\Delta x} q_{i-1} \right) + \gamma p_i (\delta^2_{\Delta x} p_i + G_i),
\]
where \( q_{i+1/2} \) and \( q_{i-1/2} \) are defined in (2.6).

To begin with, we prove the non-negativity of \( n_i(t) \) and \( p_i(t) \). In fact, if \( n_i = 0 \) at \( t = t_0 \), by scheme (2.1), we have
\[
\frac{d}{dt} n_i = \frac{n_{i+1} - n_i}{\Delta x} q_i + \frac{n_i - n_{i-1}}{\Delta x} q_{i-1} \geq 0,
\]
which implies that \( n_i \) and \( p_i \) can never be negative.

As for the upper bound, let us notice that the following inequality holds
\[
\frac{d}{dt} p_i \leq |q_{i+1/2}|^2 + |q_{i-1/2}|^2 + \gamma p_i (\delta^2_{\Delta x} p_i + G_i).
\]

Let us assume that at time \( t = t_0 \), \( \max_i p_i = p_H \). For simplicity of notations, we denote \( p_T = \max_i p_i \). It is easy to check that \( |q_{i+1/2}|^2 = |q_{i-1/2}|^2 = 0 \), \( \delta^2_{\Delta x} \leq 0 \), and \( G_T = 0 \). Then, inequality (2.7) shows that
\[
\frac{d}{dt} p_i \leq 0,
\]
which implies that \( p_i \) can never be greater than \( p_H \), and thus \( n_i \) can never be greater than \( n_H \).

**L^1 estimate.** To prove estimates (ii), we compute the sum of equation (2.1) for all \( i \), and we find successively
\[
\frac{d}{dt} \Delta x \sum_i n_i = \Delta x \sum_i (n_{i+1/2} q_i - n_{i-1/2} q_{i-1}) + \Delta x \sum_i n_i G(p_i) = \Delta x \sum_i n_i G(p_i),
\]
where in the last inequality we use the assumptions on the growth term, cf. equation (1.3). By Gronwall’s lemma and equation (2.5), we have
\[
\Delta x \sum_i |n_i(t)| \leq e^{G(0)/\Delta x} \Delta x \sum_i |n_0| \leq C(T), \quad \text{for } 0 \leq t \leq T.
\]

Upon using the \( L^\infty \)-bound of the pressure, we finally obtain
\[
\Delta x \sum_i |p_i(t)| \leq p_H^{(\gamma - 1)/\gamma} \Delta x \sum_i |n_i(t)| \leq C(T).
\]
We multiply by sign

\[
\frac{d}{dt} |n_{i+1} - n_i| \leq \frac{1}{\Delta x} \left( |n_{i+3/2} q_{i+3/2}| - 2n_{i+1/2} q_{i+1/2} + n_{i-1/2} q_{i-1/2}| \right) + (n_{i+1} G(p_{i+1}) - n_i G(p_i)) \text{sign}(n_{i+1} - n_i). \]

We sum over \( i \) to obtain

\[
\frac{d}{dt} \left( \sum_i |n_{i+1} - n_i| \right) \leq \frac{1}{\Delta x} \sum_i \left( |n_{i+3/2} q_{i+3/2}| - 2n_{i+1/2} q_{i+1/2} + n_{i-1/2} q_{i-1/2}| \right) + \sum_i \left[ |n_{i+1} - n_i| G(p_i) + n_{i+1} (G(p_{i+1}) - G(p_i)) \text{sign}(n_{i+1} - n_i) \right] \leq \sum_i |n_{i+1} - n_i| G(p_i),
\]

where in the last inequality we use the monotonicity of \( G \), equation (1.3). In fact, since \( G' \) is negative, \( \text{sign}(n_{i+1} - n_i) = \text{sign}(p_{i+1} - p_i) = -\text{sign}(G(p_{i+1}) - G(p_i)) \). Finally, we get

\[
\frac{d}{dt} \sum_i |n_{i+1} - n_i| \leq G(0) \sum_i |n_{i+1} - n_i|,
\]

and thus we recover (iii) thanks to Gronwall’s lemma and the assumptions on the initial data, equation (2.5),

\[
\sum_i |n_{i+1}(t) - n_i(t)| \leq e^{G(0)t} \sum_i |n_{i+1}^0 - n_i^0| \leq C(T), \text{ for } 0 \leq t \leq T.
\]

**Estimates on the time derivatives.** Now we give the proof of the boundedness of the time derivatives, (iv). Deriving equation (2.1) with respect to time, we obtain

\[
\frac{d}{dt} \left( \frac{d}{dt} n_i \right) \Delta x = \frac{d}{dt} \left( n_{i+1/2} q_{i+1/2} - n_{i-1/2} q_{i-1/2} + n_i G(p_i) \Delta x \right).
\]

We multiply by \( \text{sign}(\frac{d}{dt} n_i) \)

\[
\frac{d}{dt} \left( \left| \frac{d}{dt} n_i \right| \right) \Delta x = \frac{d}{dt} \left( n_{i+1/2} q_{i+1/2} \right) \text{sign} \left( \frac{d}{dt} n_i \right) - \frac{d}{dt} \left( n_{i-1/2} q_{i-1/2} \right) \text{sign} \left( \frac{d}{dt} n_i \right) + \left( G(p_i) \left| \frac{d}{dt} n_i \right| + n_i G'(p_i) \left| \frac{d}{dt} p_i \right| \right) \Delta x.
\]

We now compute \( A_i \) and \( B_i \)

\[
A_i = \left[ \frac{d}{dt} n_{i+1/2} |q_{i+1/2}| + \frac{d}{dt} n_{i+1/2} q_{i+1/2} - n_{i+1/2} q_{i+1/2} \right] \text{sign} \left( \frac{d}{dt} n_i \right) \leq \frac{d}{dt} n_{i+1} |q_{i+1/2}| + \frac{d}{dt} n_{i} |q_{i+1/2}| - \frac{n_{i+1/2} q_{i+1/2}}{\Delta x} \left| \frac{d}{dt} p_i \right| \Delta x.
\]

\[
B_i = \left[ \frac{d}{dt} n_{i+1/2} |q_{i+1/2}| - \frac{d}{dt} n_{i+1/2} q_{i+1/2} - n_{i+1/2} q_{i+1/2} \right] \text{sign} \left( \frac{d}{dt} p_i \right) \leq \frac{d}{dt} n_{i+1} |q_{i+1/2}| - \frac{d}{dt} n_{i} |q_{i+1/2}| + \frac{n_{i+1/2} q_{i+1/2}}{\Delta x} \left| \frac{d}{dt} n_i \right| \Delta x.
\]
Upon summing over $i$, we find
\[ \sum_i (A_i + B_i) \leq 0, \]
and then, from equation (2.8), we have
\[ \frac{d}{dt} \left( \Delta x \sum_i |d/dt n_i| \right) \leq \Delta x \sum_i G(p_i) |d/dt n_i|, \]
where $G'$ is negative. Hence, we obtain
\[ \Delta x \sum_i \left\{ \frac{d}{dt} n_i \right\} \leq e^{G(0)t} \Delta x \sum_i \left( \frac{d}{dt} n_i \right)^0 \leq C(T), \quad \text{for } 0 \leq t \leq T. \tag{2.9} \]

It remains to prove the estimate on the time derivative of the pressure. We compute
\[ \int_0^T \Delta x \sum_i \left| \frac{d}{dt} p_i \right| \, dt \leq \int_0^T \Delta x \sum_i \gamma n_i^{\gamma - 1} \left| \frac{d}{dt} n_i \right| \mathbb{I}_{\{n_i \leq 1/2\}} \, dt + 2 \int_0^T \Delta x \sum_i \left| \frac{d}{dt} n_i \right| \, dt + \Delta x \sum_i \left| \left( \frac{d}{dt} n_i \right)^0 \right| \leq C(T), \tag{2.10} \]
Thanks to equation (2.9) the first term in the right-hand side is bounded.

Let us denote $\beta := \min_i |G'(p_i)|$. We sum equation (2.8) over $i$ and we integrate in time to obtain
\[ \Delta x \sum_i \left| \frac{d}{dt} n_i \right| + \beta \int_0^T \Delta x \sum_i n_i \left| \frac{d}{dt} p_i \right| \, dt \leq G(0) \int_0^T \Delta x \sum_i \left| \frac{d}{dt} n_i \right| \, dt + \Delta x \sum_i \left| \left( \frac{d}{dt} n_i \right)^0 \right| \leq C(T), \]
where the last inequality comes from equation (2.9). Thanks to this bound, we know that
\[ \int_0^T \Delta x \sum_i n_i \left| \frac{d}{dt} p_i \right| \, dt \leq C(T), \]
and from (2.10) we finally find
\[ \int_0^T \Delta x \sum_i \left| \frac{d}{dt} p_i \right| \, dt \leq C(T). \]

**$L^2$ estimate on the pressure gradient.** We sum for all $i$ the inequality satisfied by the pressure, equation (2.7), namely
\[ \sum_i \left| \frac{d}{dt} p_i \right| \leq \sum_i \left| \frac{p_{i+1} - p_i}{\Delta x} \right|^2 + \sum_i \left| \frac{p_i - p_{i-1}}{\Delta x} \right|^2 + \gamma \sum_i \left( \delta_x^2 p_i + G_i \right) \]
\[ \leq \sum_i \left| \frac{p_{i+1} - p_i}{\Delta x} \right|^2 + \gamma \sum_i \frac{p_i p_{i+1} - 2p_i^2 + p_{i-1} p_i}{|\Delta x|^2} + \gamma \sum_i p_i G_i \]
\[ = \sum_i \left| \frac{p_{i+1} - p_i}{\Delta x} \right|^2 - \gamma \sum_i \left| \frac{p_{i+1} - p_i}{\Delta x} \right|^2 + \gamma \sum_i p_i G_i. \]
Hence, we have
\[ (\gamma - 1) \sum_i \left| \frac{p_{i+1} - p_i}{\Delta x} \right|^2 \leq - \sum_i \frac{d}{dt} p_i + \gamma \sum_i p_i G_i, \]
and, upon integrating in time, we recover
\[ \int_0^T \Delta x \sum_i \left| \frac{p_{i+1} - p_i}{\Delta x} \right|^2 dt \leq \frac{1}{\gamma - 1} \Delta x \sum_i p_i^0 - \Delta x \sum_i p_i(T) + \frac{\gamma}{\gamma - 1} \int_0^T \Delta x \sum_i p_i G_i dt. \]
Thus (v) follows from the assumptions on \( G \) and \( p_i^0 \), cf. equations (1.3), (2.5), and the estimates (ii) proven above.

\[ \square \]

2.2. The asymptotic-preserving property

As mentioned in the introduction, it is well-known that when \( \gamma \to \infty \) the porous medium-type equation (1.1) turns out to be a free boundary problem of Hele-Shaw type. In particular, passing to the limit in the equation of the pressure
\[ \frac{\partial p}{\partial t} = \gamma p(\Delta p + G(p)) + |\nabla p|^2, \]
allows to recover the complementarity relation, namely
\[ p_\infty(\Delta p_\infty + G(p_\infty)) = 0, \]
in the sense of distributions.

We show that the semi-discrete scheme (2.1) satisfies the same property and thus is asymptotic preserving (AP) as \( \gamma \to \infty \). First of all, let us prove the following convergence result (where we point out the dependence of the solution on \( \gamma \) in the notation).

Theorem 2.2 (Convergence result). Given \( n_{\gamma,i}, p_{\gamma,i} \) a solution of scheme (2.1) with \( \gamma > 1 \). Then, for all \( i \), we have
\[ n_{\gamma,i} \xrightarrow{\gamma \to \infty} n_{\infty,i}, \quad \text{in } L^p(0,T), \text{ for all } 1 \leq p < \infty, \]
\[ p_{\gamma,i} \xrightarrow{\gamma \to \infty} p_{\infty,i}, \quad \text{in } L^p(0,T), \text{ for all } 1 \leq p < \infty, \]
\[ q_{\gamma,i+\frac{1}{2}} \xrightarrow{\gamma \to \infty} q_{\infty,i+\frac{1}{2}}, \quad \text{weakly in } L^2(0,T). \]

Proof. Thanks to the uniform bounds (ii), (iv) stated in Theorem 2.1, by standard compactness arguments we infer the convergence of \( n_{\gamma,i} \) and \( p_{\gamma,i} \) in \( L^1(0,T) \). Since both the density and the pressure are bounded uniformly in \( L^\infty(0,T) \), they converge strongly, up to a subsequence, in any \( L^p(0,T) \), with \( 1 \leq p < \infty \).

Finally, the a priori bound (v) of Theorem 2.1 yields the weak convergence of \( q_{\gamma,i+\frac{1}{2}} \) in \( L^2(0,T) \).

\[ \square \]

Now we prove the asymptotic preserving property of the scheme. First of all, let us recall the equation satisfied by the pressure
\[ \frac{d}{dt} p_i - \gamma n_i^{\gamma-1} \left( \frac{n_i+1/2 - n_i}{\Delta x} q_{i+1/2} + \frac{n_i - n_i-1/2}{\Delta x} q_{i-1/2} \right) = \gamma p_i (\delta_{k_i}^2 p_i + G_i). \quad (2.11) \]
Since
\[ \gamma n_i^{\gamma-1} \left( \frac{n_i+1/2 - n_i}{\Delta x} q_{i+1/2} + \frac{n_i - n_i-1/2}{\Delta x} q_{i-1/2} \right) \leq \left| q_{i+1/2} \right|^2 + \left| q_{i-1/2} \right|^2, \]
thanks to Theorem 2.1 we know that the left-hand side of equation (2.11) is uniformly bounded in $L^1(0,T)$. Testing equation (2.11) against a function $\varphi \in C^1_c(0,T)$, we obtain
\[
\int_0^T p_i(\delta^2_x p_i + G(p_i)) \varphi \, dt = -\frac{1}{\gamma} \left( \int_0^T p_i \varphi' \, dt - \int_0^T \gamma n_{i}^{\gamma-1} \left( \frac{n_{i+1/2} - n_i}{\Delta x} q_{i+1/2} + \frac{n_i - n_{i-1/2}}{\Delta x} q_{i-1/2} \right) \varphi \, dt \right).
\]
Hence, passing to the limit $\gamma \to \infty$ using Theorem 2.2, we recover
\[
p_{\infty,i} \left( \delta^2_x p_{\infty,i} + G(p_{\infty,i}) \right) = 0,
\]
which is the discrete formulation of the complementarity relation.

We now pass to the limit also in the equation for the density, which reads
\[
\frac{d}{dt} n_i = \frac{n_{i+1/2} q_{i+1/2} - n_{i-1/2} q_{i-1/2}}{\Delta x} + n_i G_i.
\]
Multiplying by a test function, we obtain
\[
-\int_0^T n_i \varphi' \, dt = \int_0^T \frac{n_{i+1/2} q_{i+1/2} - n_{i-1/2} q_{i-1/2}}{\Delta x} \varphi \, dt + \int_0^T n_i G(p_i) \varphi \, dt,
\]
hence, thanks to Theorem 2.2, we find (in the weak sense)
\[
\frac{d}{dt} n_{\infty,i} = \frac{n_{\infty,i+1/2} q_{\infty,i+1/2} - n_{\infty,i-1/2} q_{\infty,i-1/2}}{\Delta x} + n_{\infty,i} G(p_{\infty,i}).
\]

2.3. Stronger estimate on the pressure – The Aronson–Bénilan estimate

In [33], Perthame, Quirós and Vázquez recover the compactness needed to pass to the limit in equation (1.4) relying on a lower bound on the Laplacian of the pressure. In fact, they extend the celebrated Aronson–Bénilan estimate of the PME to the case of non-trivial reaction term, i.e. $G \neq 0$, proving the following bound
\[
\Delta p + G(p) \geq -\frac{C}{\gamma t}.
\]
(2.12)

It is our interest to investigate whether this lower bound on the second derivatives still holds for equation (2.1), in order to obtain a discrete counterpart of a fundamental property of porous medium-type equations.

We are able to prove the discrete version of the Aronson–Bénilan estimate, equation (2.12), for $\gamma = 1$ and $\gamma \approx \infty$ and for a pressure-dependent growth term of the form $G(p) = \alpha(p_H - p)$. It remains an open question how to recover the discrete AB estimate for $\gamma > 1$ and for a general reaction term $G$. The discrete version of the AB property for non-trivial reaction terms could be extremely useful in order to pass to the limit as $\Delta x$ vanishes and therefore to prove the convergence of the scheme.

Theorem 2.3 (Aronson–Bénilan estimate). Let $G(p) = \alpha(p_H - p)$, with $\alpha \geq 0$. We set
\[
w_i := \delta^2_x p_i + G(p_i) = \frac{p_{i+1} - 2p_i + p_{i-1}}{(\Delta x)^2} + G(p_i), \quad \forall i.
\]
Then, for $\gamma = 1$ and $\gamma \approx \infty$, scheme (2.1) satisfies the Aronson–Bénilan estimate, i.e.
\[
w_i \geq -\frac{1}{\gamma t}, \quad \forall i.
\]

Proof. As in [33], it is sufficient to prove
\[
\frac{dw}{dt} \geq \gamma(w)^2, \quad \text{with} \ w := \min_i \{w_i\}.
\]
Case $\gamma = 1$.

We have $p_i = n_i$ and thus scheme (2.1) can be reformulated as

$$\frac{dp_i}{dt} = p_i w_i + \left( q_{i+\frac{1}{2}}^+ \right)^2 + \left( q_{i-\frac{1}{2}}^- \right)^2,$$

where $q_{i+\frac{1}{2}}^+ = \max\{q_{i+\frac{1}{2}}, 0\}$ and $q_{i-\frac{1}{2}}^- = \max\{-q_{i-\frac{1}{2}}, 0\}$, and it further implies that

$$\frac{dw_i}{dt} = \delta_x^2(p_i w_i) + \delta_x^2\left[ \left( q_{i+\frac{1}{2}}^+ \right)^2 \right] + \delta_x^2\left[ \left( q_{i-\frac{1}{2}}^- \right)^2 \right] - \alpha p_i w_i - \alpha \left( q_{i+\frac{1}{2}}^+ \right)^2 - \alpha \left( q_{i-\frac{1}{2}}^- \right)^2. \quad (2.13)$$

In order to consider the evolution of the minimal $w_i$ we denote

$$w_j := \min_i w_i.$$

On the one hand, it is easy to see that

$$\delta_x^2(p_j w_j) \geq w_j \delta_x^2 p_j, \quad (2.14)$$

On the other hand, by definition

$$w_j = \frac{q_{j+\frac{1}{2}} - q_{j-\frac{1}{2}}}{\Delta x} + \alpha (p_H - p_j),$$

and the inequality $w_j \leq w_{j+1}$ indicates that

$$q_{j+\frac{1}{2}} + q_{j-\frac{1}{2}} \leq q_{j+\frac{1}{2}} + q_{j-\frac{1}{2}}(2 + \alpha |\Delta x|^2).$$

As a result,

$$q_{j+\frac{1}{2}} + q_{j-\frac{1}{2}} \geq \max \left\{ q_{j+\frac{1}{2}} + q_{j-\frac{1}{2}}, 0 \right\} \geq \max \left\{ q_{j+\frac{1}{2}}(2 + \alpha |\Delta x|^2), 0 \right\} = q_{j+\frac{1}{2}}(2 + \alpha |\Delta x|^2).$$

And then, by Jensen’s inequality, we get

$$\left( q_{j+\frac{1}{2}} \right)^2 + \left( q_{j-\frac{1}{2}} \right)^2 \geq \left( q_{j+\frac{1}{2}} \right)^2 (2 + \alpha |\Delta x|^2),$$

or equivalently,

$$\delta_x^2\left[ \left( q_{j+\frac{1}{2}} \right)^2 \right] \geq \alpha \left( q_{j+\frac{1}{2}} \right)^2. \quad (2.15)$$

Similarly, we recover $\delta_x^2\left[ \left( q_{j-\frac{1}{2}} \right)^2 \right] \geq \alpha \left( q_{j-\frac{1}{2}} \right)^2$. Upon combining equation (2.14) with equation (2.13) and adding and subtracting $G(p_j)w_j$, we get

$$\frac{dw_i}{dt} \geq w_i^2 - G(p_j)w_j + \delta_x^2\left[ \left( q_{i+\frac{1}{2}}^+ \right)^2 \right] + \delta_x^2\left[ \left( q_{i-\frac{1}{2}}^- \right)^2 \right] - \alpha p_i w_i - \alpha \left( q_{i+\frac{1}{2}}^+ \right)^2 - \alpha \left( q_{i-\frac{1}{2}}^- \right)^2,$$

which yields

$$\frac{dw_i}{dt} \geq w_i^2 - G(p_j)w_j - \alpha p_i w_i,$$
thanks to equation (2.15). Finally, using the definition of $G$ and assuming without loss of generality that $w_j \leq 0$, we obtain
\[
\frac{dw_i}{dt} \geq w_i^2,
\]
which implies
\[
w_j \geq -\frac{1}{t}.
\]
- Case $\gamma \approx \infty$.

Now, we prove the AB estimate for $\gamma$ very large. We recall that
\[
\frac{d}{dt} p_i = \gamma n_i^{-1} \left( \frac{n_{i+1/2} - n_i}{\Delta x} q_{i+1/2} + \frac{n_i - n_{i-1/2}}{\Delta x} q_{i-1/2} \right) + \gamma p_i (\delta_x^2 p_i + G_i),
\]
and we use the following definitions
\[
w_i = \delta_x^2 p_i + G(p_i) = \frac{q_{i+1/2} - q_{i-1/2}}{\Delta x} + G(p_i), \quad q_{i+1/2} = \frac{n_{i+1}^\gamma - n_i^\gamma}{\Delta x}.
\]
Computing the time derivative of $q_{i+1/2}$ we find
\[
\frac{1}{\gamma} \frac{d}{dt} q_{i+1/2} = \frac{1}{\Delta x^2} \left[ n_{i+1}^{-1} \left( n_{i+3/2} q_{i+3/2} - n_{i+1/2} q_{i+1/2} \right) - n_i^{-1} \left( n_{i+1/2} q_{i+1/2} - n_{i-1/2} q_{i-1/2} \right) \right].
\]
Hence,
\[
\frac{1}{\gamma} \frac{d}{dt} w_i = \frac{1}{\Delta x^3} \left[ n_{i+1}^{-1} \left( n_{i+3/2} q_{i+3/2} - n_{i+1/2} q_{i+1/2} \right) - n_i^{-1} \left( n_{i+1/2} q_{i+1/2} - n_{i-1/2} q_{i-1/2} \right) \right] + \frac{1}{\Delta x^3} \left[ -n_i^{-1} \left( n_{i+1/2} q_{i+1/2} - n_{i-1/2} q_{i-1/2} \right) + n_{i-1}^{-1} \left( n_{i-1/2} q_{i-1/2} - n_{i-3/2} q_{i-3/2} \right) \right] - \frac{\alpha}{\gamma} \left( \gamma n_i^{-1} \left( \frac{n_{i+1/2} - n_i}{\Delta x} q_{i+1/2} + \frac{n_i - n_{i-1/2}}{\Delta x} q_{i-1/2} \right) + \gamma p_i (\delta_x^2 p_i + G_i) \right).
\]
Once again we define $\min_i w_i =: w_j$. Let us notice that, for $\gamma \approx \infty$, we have
\[
n_{j+1}^{-1} n_{j+2} \approx p_{j+1},
\]
since
\[
n_{j+1}^{-1} n_{j+2} = \left( p_{j+1} \right)^{\frac{\gamma-1}{\gamma}} \left( p_{j+2} \right)^{\frac{1}{\gamma}}.
\]
Analogously, we also have
\[
n_j^{-1} n_{j+1} \approx p_j \quad \text{and} \quad n_j^{-1} n_{j-1/2} \approx p_j.
\]
Thus, when $\gamma \approx \infty$, from equation (2.16) we recover
\[
\frac{1}{\gamma} \frac{d}{dt} w_j = \frac{1}{\Delta x^3} \left[ n_{j+1}^{-1} \left( n_{j+3/2} q_{j+3/2} - n_{j+1/2} q_{j+1/2} \right) - n_j^{-1} \left( n_{j+1/2} q_{j+1/2} - n_{j-1/2} q_{j-1/2} \right) \right] + \frac{1}{\Delta x^3} \left[ -n_j^{-1} \left( n_{j+1/2} q_{j+1/2} - n_{j-1/2} q_{j-1/2} \right) + n_{j-1}^{-1} \left( n_{j-1/2} q_{j-1/2} - n_{j-3/2} q_{j-3/2} \right) \right] - \alpha p_j w_j - \frac{\alpha}{\Delta x} n_j^{-1} \left( n_{i+1/2} - n_i \right) q_{i+1/2} + \left( n_i - n_{i-1/2} \right) q_{i-1/2} \approx \frac{1}{\Delta x^3} \left[ p_{j+1} \left( q_{j+3/2} - q_{j+1/2} \right) - p_j \left( q_{j+1/2} - q_{j-1/2} \right) \right].
\]
where we assumed again \( w_j \leq 0 \). Hence
\[
\frac{d}{dt} w_j \geq \gamma w_j^2,
\]
thus the result is proven.

\[\square\]

3. The fully discrete implicit scheme

Now we consider the fully discrete implicit scheme and show that all the properties for the semi-discrete scheme hold for the fully discrete scheme if the time step \( \Delta t \) is small enough.

Similar to Section 2, we only consider the one dimensional problem and the scheme for the multidimensional problem is straightforward. In space, we use the same notations as in Section 2. We denote \( N^{k}_{i} \) to be the numerical approximation of \( n(t_k, x_i) \), where \( t_k = k\Delta t \) and \( x_i = i\Delta x, \ k \geq 0, \ i \in I \). Then \( P^{k}_{i} := (N^{k}_{i})^\gamma \) is the numerical approximation of \( p(t_k, x_i) \) and the fully implicit scheme can be written as

\[
\delta t N^{k}_{i} = \frac{N^{k+1}_{i+\frac{1}{2}} - N^{k+1}_{i-\frac{1}{2}}}{\Delta x} + N^{k+1}_{i} G^{k+1}_{i},
\]

where
\[
\delta t N^{k}_{i} = \frac{N^{k+1}_{i} - N^{k}_{i}}{\Delta t}, \quad Q^{k}_{i+\frac{1}{2}} = \frac{P^{k}_{i+1} - P^{k}_{i}}{\Delta x}, \quad G^{k}_{i} = G(P^{k}_{i}) \leq G(0),
\]

and
\[
N^{k}_{i+1/2} = \begin{cases} N^{k}_{i}, & \text{if } Q^{k}_{i+1/2} < 0, \\ N^{k}_{i+1}, & \text{if } Q^{k}_{i+1/2} > 0. \end{cases}
\]

For simplicity, we introduce
\[
A(U, V) = VQ_{+}(U, V) - UQ_{-}(U, V), \quad \text{for } U, V \geq 0,
\]

where \( Q(U, V) = (V^\gamma - U^\gamma)/\Delta x \) and
\[
Q_{+}(U, V) = \max\{Q(U, V), 0\}, \quad Q_{-}(U, V) = \max\{-Q(U, V), 0\}.
\]

A direct computation shows that
\[
\partial_{t} A(U, V) = -\gamma H(U, V)U^{\gamma - 1} - Q_{-}(U, V) \leq 0,
\]
\[
\partial_{x} A(U, V) = \gamma H(U, V)V^{\gamma - 1} + Q_{+}(U, V) \geq 0,
\]

where
\[
H(U, V) = \begin{cases} U, & \text{if } Q(U, V) < 0, \\ V, & \text{if } Q(U, V) > 0. \end{cases}
\]

With the notations defined above, scheme (3.1) can be reformulated as
\[
(1 - \Delta t G^{k+1}_{i}) N^{k+1}_{i} - \nu A^{k+1}_{i+\frac{1}{2}} = N^{k}_{i},
\]

where \( \nu = \Delta t/\Delta x \) and
\[
A^{k+1}_{i+\frac{1}{2}} = A(N^{k+1}_{i}, N^{k+1}_{i+1}) = N^{k+1}_{i+\frac{1}{2}} Q^{k+1}_{i+\frac{1}{2}}.
\]
Theorem 3.1 (A priori estimates). Let $T > 0$ and $n_H := p_H^{1/n}$, $\Delta t < 1/G(0)$ and $k(T) = |T/\Delta t|$. Then, there exists a unique solution $N_i^k$ of equation (3.3) satisfying

(i) $0 \leq N_i^k \leq n_H$, $0 \leq P_i^k \leq p_H$, $\forall t > 0$, $\forall i$, and $\forall n$,
(ii) $\Delta x \sum_i N_i^k \leq C(T)$, $\Delta x \sum_i P_i^k \leq C(T)$,
(iii) let $M_i^k$ be a non-negative solution satisfying equation (3.3), then $\Delta x \sum_i |M_i^k - N_i^k| \leq C(T)$,
(iv) if $\sum_i |N_i^{k+1} - N_i^k| \leq C$, then $\sum_i |N_i^{k+1} - N_i^k| \leq C(T)$,
(v) $\Delta x \sum_i |\delta_i N_i^k| \leq C(T)$, $\Delta x \sum_i |\delta_i P_i^k| \leq C(T)$,
(vi) $\Delta t \Delta x \sum_{j=0}^k \sum_i |Q_{i+1/2}^j|^2 \leq C(T),$

for some positive constant $C(T)$ depending on $T$ and independent of $\gamma$.

Proof. Solvability and $L^\infty$ estimate. When $\Delta t < 1/G(0)$ and $0 \leq N_i^k \leq p_H^1$ for all $i$, we claim that there exists a unique solution $N_i^{k+1}$ satisfying $0 \leq N_i^{k+1} \leq p_H^1$.

The proof relies on the existence of sub- and supersolutions. When $\bar{N}_i = p_H^1$ for all $i$, we have $G(\bar{N}_i^0) < 0$ and $A(N_i, \bar{N}_i) = 0$, which implies that

$$ (1 - \Delta t G(\bar{N}_i^0)) \bar{N}_i - \nu(A(\bar{N}_i, \bar{N}_{i+1}) - A(\bar{N}_{i-1}, \bar{N}_i)) \geq N_i^1 $$

and thus $\bar{N}_i = p_H^1$ is a supersolution. Similarly, we can prove that $\bar{N}_i = 0$ is a subsolution. Then following the proof in [1], we can prove the existence and uniqueness of the solution. The detailed proof can be found in Appendix A.

$L^1$ estimate. Summing up equation (3.1) over $i$, we have

$$ \Delta x \sum_i N_i^{k+1} - \Delta x \sum_i N_i^k = \Delta t \Delta x \sum_i N_i^{k+1} G_i^{k+1} \leq G(0)\Delta t \Delta x \sum_i N_i^{k+1}. $$

As a result, when $\Delta t \leq \alpha/G(0)$ with $\alpha < 1$, we have

$$ \Delta x \sum_i N_i^k \leq \frac{1}{(1 - \Delta t G(0))^k} \Delta x \sum_i N_i^0 \leq \frac{1}{(1 - \alpha)^{\Omega_0}} \Delta x \sum_i N_i^0, $$

where $T = k\Delta t$. Further, we have $\sum_i P_i^k \leq p_H^{1-1} \sum_i N_i^k \leq C(T)$.

$L^1$-contraction. Denote $M_i^k$ to be another non-negative solution satisfying equation (3.3), or more specifically

$$ \left(1 - \Delta t G_{M,i}^{k+1}\right) M_i^{k+1} - \nu\left(A_{M,i+1/2}^{k+1} - A_{M,i-1/2}^{k+1}\right) = M_i^k, $$

where

$$ G_{M,i}^k = G(P_{M,i}^k) $$

with $P_{M,i}^k = (M_i^k)^\gamma$, $A_{M,i+1/2}^{k+1} = A_{i+1/2}^k (M_i^{k+1}, M_{i+1}^{k+1})$.

Subtracting the equation for $N_i^k$ from the equation for $M_i^k$, we get

$$ I_1 - \nu\left(A_{M,i+1/2}^{k+1} - A_{N,i+1/2}^{k+1}\right) + \nu\left(A_{M,i-1/2}^{k+1} - A_{N,i-1/2}^{k+1}\right) = M_i^k - N_i^k, $$

where the term $I_1$ is defined as

$$ I_1 = \left[(1 - \Delta t G_{M,i}^{k+1}) M_i^{k+1} - (1 - \Delta t G_{N,i}^{k+1}) N_i^{k+1}\right] $$

$$ = \left(1 - \Delta t G_{M,i}^{k+1}\right) (M_i^{k+1} - N_i^{k+1}) - \Delta t (G_{M,i}^{k+1} - G_{N,i}^{k+1}) N_i^{k+1} $$
By the mean value theorem, we have

\[ \text{In fact, we can further prove that} \]

\[ \sum_{i} \eta_{i} = \frac{1}{2} \left( \sum_{i} \eta_{i} \right) = \frac{1}{2} \left( \sum_{i} \right) \]

\[ \text{which indicates that, when } \Delta \leq 1/G(0), \]

\[ \sum_{i} |M_{i}^{k+1} - N_{i}^{k+1}| \leq \sum_{i} |M_{i}^{k} - N_{i}^{k}| \]

which indicates that, when \( \Delta t < 1/G(0) \),

\[ \Delta x \sum_{i} |M_{i}^{k} - N_{i}^{k}| \leq \frac{1}{1 - \Delta t G(0)} \Delta x \sum_{i} |M_{i}^{0} - N_{i}^{0}| \leq C(T), \]

since we assumed that \( \Delta t \sum_{i} |M_{i}^{0} - N_{i}^{0}| \leq C \).
**BV estimate.** When $\Delta t < 1/G(0)$, by taking $M_i^k = N_i^{k+1}$ in equation (3.7), we get that,

$$
\sum_i |N_{i+1}^k - N_i^k| \leq \frac{1}{(1 - \Delta t G(0))^k} \sum_i |N_i^0 - N_i^0| \leq C(T),
$$

where in the last inequality we used the assumption $\sum_i |N_i^0 - N_i^0| \leq C$.

**Estimate on time derivative.** The boundedness of the discrete time derivative of the density comes directly from the $L^1$-contraction (3.7). Assuming $\Delta t < 1/G(0)$ and taking $M_i^k = N_i^{k+1}$ in equation (3.7), we have that

$$
\Delta t \sum_i |\delta_i N_i^k| \leq \frac{1}{(1 - \Delta t G(0))^k} \Delta x \sum_i |\delta_i N_i^0| \leq C(T).
$$

(3.8)

Analogous to the semi-discrete case, we can prove an estimate of the discrete time derivative of the pressure. Denoting $k(T) = [T/\Delta t]$, where $[x]$ is the largest integer that is less or equal than $x$, then we are able to prove that

$$
\Delta t \Delta x \sum_{n=1}^{k(T)} \sum_i |\delta_i P_{N,i}^k| \leq C(T).
$$

(3.9)

The proof is similar to the semi-discrete case. To begin with, we have that

$$
|\delta_i P_{N,i}^k| = |\delta_i P_{N,i}^k| \mathbb{1}_{\{\max\{N_i^k, N_i^{k+1}\} < \frac{1}{2}\}} + |\delta_i P_{N,i}^k| \mathbb{1}_{\{\max\{N_i^k, N_i^{k+1}\} > \frac{1}{2}\}}.
$$

The first term is uniformly bounded in $\gamma$ thanks to equation (3.8) and

$$
|\delta_i P_{N,i}^k| \mathbb{1}_{\{\max\{N_i^k, N_i^{k+1}\} < \frac{1}{2}\}} \leq \gamma \max\left\{(N_i^k)_{\gamma^{-1}}, (N_i^{k+1})_{\gamma^{-1}}\right\} |\delta_i N_i^k| \mathbb{1}_{\{\max\{N_i^k, N_i^{k+1}\} < \frac{1}{2}\}}
\leq \frac{\gamma}{2^{\gamma^{-1}}} |\delta_i N_i^k|.
$$

(3.10)

To give an estimate of the second term, we recall the first inequality in equation (3.4), i.e.

$$
I_1 \text{sign}(M_i^{k+1} - N_i^{k+1}) \geq (1 - \Delta t G(0))|M_i^{k+1} - N_i^{k+1}|
+ \Delta t \min_p |G'(p)| \max\{M_i^{k+1}, N_i^{k+1}\} \left|P_{M,i}^{k+1} - P_{N,i}^{k+1}\right|.
$$

And then following a similar procedure as before, we have that

$$
(1 - \Delta t G(0) - \nu \alpha_i^{k+1} + \nu \beta_i^{k+1})|M_i^{k+1} - N_i^{k+1}|
+ \Delta t \min_p |G'(p)| \max\{M_i^{k+1}, N_i^{k+1}\} \left|P_{M,i}^{k+1} - P_{N,i}^{k+1}\right|
- \nu \beta_i^{k+1} |M_i^{k+1} - N_i^{k+1}|
+ \nu \alpha_i^{k+1} |M_i^{k+1} - N_i^{k+1}|
\leq |M_i^k - N_i^k|.
$$

Now taking $M_i^k = N_i^{k+1}$, dividing both sides by $\Delta t$ and summing over $i$ and $n = 0, 1, \ldots$, we proved that

$$
\min_p |G'(p)| \Delta t \Delta x \sum_{n=1}^{k(T)} \sum_i \max\{N_i^k, N_i^{k+1}\} |\delta_i P_{N,i}^k| \leq \Delta x \sum_i |\delta_i N_i^0| - \Delta x \sum_i |\delta_i N_i^{k(T)}|
+ G(0) \Delta t \Delta x \sum_{n=1}^{k(T)} \sum_i |\delta_i N_i^k| \leq C(T),
$$
which further implies that
\[
\Delta t \Delta x \sum_{n=1}^{k(T)} \sum_i |\delta_t F_{N,i}^k| \mathbb{I}_{\max\{N_i^k, N_i^{k+1}\} > \frac{1}{2}} \leq 2 \Delta t \Delta x \sum_{n=1}^{k(T)} \max\{N_i^k, N_i^{k+1}\} |\delta_t P_{N,i}^k| \leq C(T). \tag{3.11}
\]

The conclusion (3.9) is then obvious by combining equations (3.10) and (3.11).

**L^2 estimate on the pressure gradient.** Rewriting equation (3.1) to be
\[
\delta_t N_i^k = \frac{N_i^{k+1} - N_i^k}{\Delta x} P_i^{k+\frac{1}{2}} + \frac{N_i^{k+1} - N_i^{k+\frac{1}{2}}}{\Delta x} P_i^{k+\frac{1}{2}} + N_i^{k+1} (\delta_x^2 P_i^{k+1} + G_i^{k+1})
\]
and multiplying both sides by \(\gamma(N_i^{k+1})^{-1}\), we get
\[
\gamma(N_i^{k+1})^{-1} \delta_t N_i^k \leq \left|P_i^{k+\frac{1}{2}}\right|^2 + \left|P_i^{k+\frac{1}{2}}\right|^2 + \gamma P_i^{k+1} (\delta_x^2 P_i^{k+1} + G_i^{k+1}),
\]
by the following argument. By definition of \(Q_i^{k+1}\) we have
\[
\gamma(N_i^{k+1})^{-1} \frac{N_i^{k+1} - N_i^k}{\Delta x} Q_i^{k+\frac{1}{2}} = \left\{ \begin{array}{ll} 0, & \text{if } Q_i^{k+\frac{1}{2}} < 0, \\ \gamma(N_i^{k+1})^{-1} \frac{N_i^{k+1} - N_i^k}{\Delta x} Q_i^{k+\frac{1}{2}} & \text{if } Q_i^{k+\frac{1}{2}} > 0,
\end{array} \right.
\]
and moreover, when \(N_i^{k+1} \geq N_i^k\) convexity implies
\[
\gamma(N_i^{k+1})^{-1} \frac{N_i^{k+1} - N_i^k}{\Delta x} \leq Q_i^{k+\frac{1}{2}}.
\]
Noticing that \(\delta_t P_i^k \leq \gamma(N_i^{k+1})^{-1} \delta_t N_i^k\) due to the convexity, we prove
\[
\delta_t P_i^k \leq \left|Q_i^{k+\frac{1}{2}}\right|^2 + \left|Q_i^{k+\frac{1}{2}}\right|^2 + \gamma P_i^{k+1} (\delta_x^2 P_i^{k+1} + G_i^{k+1}). \tag{3.12}
\]

Summing equation (3.12) over all \(i\), we have
\[
\delta_t \sum_i P_i^k \leq \sum_i \left|Q_i^{k+\frac{1}{2}}\right|^2 + \sum_i \left|Q_i^{k+\frac{1}{2}}\right|^2 + \sum_i \gamma P_i^{k+1} (\delta_x^2 P_i^{k+1} + G_i^{k+1})
\]
\[
= (1 - \gamma) \sum_i \left|Q_i^{k+\frac{1}{2}}\right|^2 + \gamma \sum_i P_i^{k+1} G_i^{k+1}
\]
\[
\leq (1 - \gamma) \sum_i \left|Q_i^{k+\frac{1}{2}}\right|^2 + \gamma G(0) \sum_i P_i^{k+1}.
\]

Then summing over \(n = 0, 1, 2, \ldots\) and dividing both sides by \(\gamma - 1\), we get
\[
\Delta t \Delta x \sum_{j=0}^{k} \sum_i \left|Q_i^{j+\frac{1}{2}}\right|^2 \leq \frac{\Delta x \sum_i P_0^i - \Delta x \sum_i P_i^k}{\gamma - 1} + \frac{\gamma}{\gamma - 1} G(0) \Delta t \Delta x \sum_{j=0}^{k} \sum_i P_i^j \leq C(T).
\]
4. Numerical simulations

Now we present some numerical results on equation (1.1) and for some extensions of the model including the effect of a nutrient. In particular, we are interested in the performance of the implicit scheme (3.1) for large values of \( \gamma \), hence confirming the AP property of the scheme.

4.1. Accuracy test: the Barenblatt solution

At first, we consider the simplest example in order to test the accuracy of the scheme as \( \gamma \) increases. Let us take the standard porous medium equation in dimension 1, i.e. equation (1.1) with trivial reaction terms

\[
\frac{\partial n}{\partial t} = \frac{\partial^2 n^{\gamma+1}}{\partial x^2},
\]

where for sake of simplicity we take \( p = \frac{\gamma + 1}{\gamma} n^\gamma \). We take as initial data the delayed Barenblatt solution

\[
n(x, 0) = \frac{1}{t_0^{\frac{3}{\gamma}}} \left| C - \beta \frac{\gamma}{2(\gamma + 1)} \frac{x^2}{t_0^{\frac{2}{\gamma}}} \right|_+^{\frac{1}{\gamma}}, \tag{4.1}
\]

with \( t_0 = 0.01 \), \( \beta = 1/(\gamma + 2) \) and \( C \) a positive constant to be chosen later.

We compare the numerical solution of the scheme to the Barenblatt profile for \( \gamma = 3, 12, 40 \). We compute the \( L^1 \)-error for \( \Delta x = 1/2^k \), with \( k = 4, 5, 6, 7, 8 \) and \( \Delta t = 10^{-5} \).

We choose \([-15, 15]\) to be the spatial computational domain and \( T = 0.1 \) as final time. Upon defining \( N_x = 30/\Delta x \), the error at time \( t_j := j\Delta t \) is given by

\[
\text{err}_1(t_j) = \sum_{i=1}^{N_x} \left| N_i^j - n(i\Delta x, t_j) \right| \Delta x. \tag{4.2}
\]

In the formula of the exact solution, equation (4.1), we choose \( C = 1 \) for \( \gamma = 3 \) and \( C = 0.1 \) for \( \gamma = 12, 40 \). In Figure 1, the plots of both the analytical solution and the numerical solution are displayed. We notice that as \( \gamma \) increases, the moving boundary becomes sharper and sharper and this affects the accuracy of the scheme as
Figure 2. Porous Medium Equation in 1D: Left: plot of the error along time for $\gamma = 12$. Right: plot of the error (4.3) with respect to $\Delta x$ for different values of $\gamma$.

can be seen in Figure 2, where on the left we display the error (4.2) along time till $T = 0.1$, and on the right we show the spatial convergence of our scheme by plotting the following error

$$\|\text{err}_1(t > 0.05)\|_\infty = \max_{j \Delta t > 0.05} \left\{ \sum_{i=1}^{N_x} N_i^j - n(i \Delta x, j \Delta t) \right\} \Delta x,$$

(4.3)

with respect to $\Delta x$ and for different values of $\gamma$. When checking the spatial convergence rate, we consider the maximal error over a period as in (4.3) to get rid of the affect due to oscillation as shown on the left of Figure 2. As shown in the figure, our scheme is roughly first order accurate in space, which is consistent with our intuition since the first order upwind finite difference discretization is applied in space.

The oscillations of the error along time confirm the effect of the free boundary on the accuracy.

4.2. 1D model with nutrient: in vitro and in vivo

Including the effect of a nutrient (e.g. oxygen) into the model, the density equation (1.1) is coupled with an equation for the nutrient concentration $c(x, t)$, to obtain the system

$$\begin{cases}
\frac{\partial n}{\partial t} - \nabla \cdot (n \nabla p) = nG(p, c), \\
\tau \frac{\partial c}{\partial t} - \Delta c + H(n, c) = 0,
\end{cases}$$

where $H$ denotes the nutrient consumption and $\tau$ is a time scaling parameter. Since the nutrient diffuses much faster than the tumor invasion, it is usual to take $\tau = 0$. The consumption term $H$ can take different forms, depending on which stage of tumor growth we put under investigation.

For instance, if one considers an in vitro setting, which means that the tumor is developing surrounded by an homogeneous liquid, then the level of nutrient is assumed to be constant outside the region occupied by the tumor, while inside it is consumed linearly, with a rate $\psi(n)$ depending on the tumor cell population density. The model reads

$$\begin{cases}
-\Delta c + \psi(n)c = 0, & \text{in } \{n > 0\}, \\
c = c_B, & \text{in } \mathbb{R}^d \setminus \{n > 0\}.
\end{cases} \quad (\text{in vitro})$$

The consumption rate $\psi(n)$ is always non-negative and vanishes for $n = 0$. 
A second kind of models are the \textit{in vivo} models, which include the effect of the blood vessels that deliver the nutrient supply. During the early stages of tumor growth, the vasculature is present only outside the tumor region (\textit{avascular phase}), and the equation reads
\[
-\Delta c + \psi(n)c = (c_B - c) \mathds{1}_{\{n=0\}}. \quad \text{(in vivo)}
\]

On the other hand, if the tumor is already in its \textit{vascular phase}, we have
\[
-\Delta c + \psi(n)c = (c_B - c) K(p), \quad \text{(in vivo: vascular)}
\]
where $K$ is the nutrient release rate which depends on the pressure. In particular, we assume it to decrease with respect to the pressure to describe the shrinking effect of the mechanical stress generated by the cells on the vessels, which may cause the reduction of nutrients delivery, cf. [28]. We refer the reader to [35] for an extensive study of the Hele-Shaw model in both the \textit{in vitro} and \textit{in vivo} cases.

From now on, we assume that the growth term $G$ depends only on the nutrient concentration, forgetting the effect of the pressure. Then, passing to the \textit{incompressible limit} $\gamma \to \infty$, we obtain the limit problem
\[
\begin{aligned}
\frac{\partial n_\infty}{\partial t} - \nabla \cdot (n_\infty \nabla p_\infty) &= n_\infty G(c_\infty), \\
-\Delta c_\infty + H(n_\infty, c_\infty) &= 0,
\end{aligned}
\]
and since it holds $p_\infty(1 - n_\infty) = 0$, the density is constantly equal to 1 in the set $\{p_\infty > 0\}$.

As shown in [15], one can also pass to the limit in the equation for the pressure, which leads to the Hele-Shaw problem
\[
\begin{aligned}
-\Delta p_\infty &= G(c_\infty), \quad \text{in } \Omega(t), \\
p_\infty &= 0, \quad \text{on } \partial \Omega(t),
\end{aligned}
\]
where $\Omega(t) := \{x \mid p_\infty(x, t) > 0\}$.

4.2.1. \textit{In vitro} model: comparison with the exact solution of the Hele-Shaw problem

We consider the model (\textit{in vitro}) in 1D with linear growth, \textit{i.e.} $G(c) = c$, and $\psi(n) = n$, namely
\[
\begin{aligned}
\frac{\partial n}{\partial t} - \frac{\partial}{\partial x} (n \frac{\partial p}{\partial x}) &= nc, \\
-\frac{\partial^2}{\partial x^2} c + nc &= 0, \quad \text{in } \{n > 0\}, \\
c &= c_B, \quad \text{in } \mathbb{R}^d \setminus \{n > 0\}.
\end{aligned}
\]
(4.4)

We take as initial density $n(x, 0)$ the characteristic function of the interval $[-R_0, R_0]$, with $R_0 > 0$. Then, passing to the incompressible limit, the density remains always a patch, with support $[-R(t), R(t)]$. Therefore, we have
\[
n_\infty = \mathds{1}_{[-R(t), R(t)]}. \quad \text{(4.5)}
\]
Thus, as computed in [27], the explicit solution is
\[
c_\infty = \begin{cases}
c_B \cos \frac{h(x)}{\cos h(R(t))}, & \text{for } x \in [-R(t), R(t)], \\
c_B, & \text{for } x \notin [-R(t), R(t)],
\end{cases}
\]
and
\[
p_\infty = \begin{cases}
-\frac{c_B \cos h(x)}{\cos h(R(t))} + c_B, & \text{for } x \in [-R(t), R(t)], \\
0, & \text{for } x \notin [-R(t), R(t)].
\end{cases}
\]
(4.6)
The velocity of the front is
\[ R'(t) = c_B \tan h(R(t)). \]

We perform numerical simulations using our scheme for system (4.4) for \( \gamma = 80 \) and compare the results to the exact solution (4.5) and (4.6). We use the computational domain \([-5, 5]\) and choose as initial data
\[ n(x, 0) = (p_\infty(x, 0))^\frac{1}{\gamma}, \]
with \( p_\infty \) defined by (4.6). We also set \( c_B = 1, R(0) = 1, \Delta x = 0.025 \) and \( \Delta t = 10^{-6} \), cf. Figure 3.

4.2.2 In vivo model: comparison with the exact solution

Using again a characteristic function as initial data, in the limit \( \gamma \to \infty \) the model (in vivo) reads
\[ -\partial_{xx} c_\infty + c_\infty = (c_B - c_\infty)I_{\{n=0\}}, \]
with \( \{n = 0\} = \mathbb{R} \setminus [-R(t), R(t)]. \) Thus, the explicit solution is given by
\[ c_\infty = \begin{cases} \frac{c_B}{e^{R(t)}} \cos h(R(t)), & \text{for } x \in [-R(t), R(t)], \\ c_B - c_B \sin h(R(t))e^{-|x|}, & \text{for } x \notin [-R(t), R(t)], \end{cases} \]
\[ p_\infty = \begin{cases} -\frac{c_B G_0}{e^{R(t)}} \cos h(x) + \frac{c_B G_0}{e^{R(t)}} \cos h(R(t)), & \text{for } x \in [-R(t), R(t)], \\ 0, & \text{for } x \notin [-R(t), R(t)], \end{cases} \]
\[ (4.8) \]
with a front invasion speed given by
\[ R'(t) = c_B G_0 \frac{\sin h(R(t))}{e^{R(t)}}. \]

As for the previous case, we perform numerical simulations using our scheme for the system (in vivo) with \( \gamma = 80 \) and compare the results to the exact solution. As before we choose (4.7) as initial data where the pressure is defined by (4.8) and we set \( c_B = 1, R(0) = 1, \Delta x = 0.025 \) and \( \Delta t = 10^{-6} \), cf. Figure 4. As in [26], we notice that the scheme is more accurate for the in vivo model than for the in vitro.
4.3. Two-species model: proliferating and necrotic cells

We consider a model including a second species of cells. Indeed, at the early stages of its growth, the tumor mass develop a necrotic core of dead cells, which is surrounded by a rim of quiescent or proliferating cells. The model reads

\[
\begin{align*}
\frac{\partial n_P}{\partial t} - \frac{\partial}{\partial x} \left( n_P \frac{\partial p}{\partial x} \right) &= n_P G(c), \\
\frac{\partial n_D}{\partial t} - \frac{\partial}{\partial x} \left( n_D \frac{\partial p}{\partial x} \right) &= n_P |G(c)| - ,
\end{align*}
\]

where \( n_P \) and \( n_D \) represent the cell densities of proliferating and necrotic (dead) cells. The total population density and the pressure are, respectively, \( n = n_P + n_D \), \( p = n \gamma \).

Since in this case the growth rate \( G = G(c) \) can be negative, the proliferating cells die and turn into necrotic with the same rate. In particular, we assume there exists a positive constant \( \bar{c} \) such that \( G(c) < 0 \) if \( c < \bar{c} \), to indicate that the cells die because of the lack of nutrients.

We use the scheme (3.1) for both the equations on \( n_P \) and \( n_D \) and we test it for both (in vitro) and (in vivo). We take as computational domain \([-6, 6]\), and we set \( c_B = 1 \),

\[
G(c) = \begin{cases} 
12 & \text{if } c < 0.4, \\
-15 & \text{if } c \geq 0.4,
\end{cases}
\]

and as initial data

\[
n_P^0 = I_{[-1,1]}, \quad n_D^0 = 0.
\]

The numerical simulations for the in vitro and in vivo environments are displayed along time in Figures 5 and 6, respectively.

4.4. 2D model: the focusing problem

The focusing solution of the porous medium equation is the solution of equation (1.1) with an initial data whose support is contained outside of a compact set. At finite time the empty bubble closes up and the topological change of the support generates a singularity of the pressure gradient. In [15], the authors show that the pressure...
Figure 5. *In vitro* two-species model in 1D: plot of $n_P, n_D, n, c$ with $\gamma = 80$, $\Delta x = 0.025$ and $\Delta t = 10^{-4}$.

Figure 6. *In vivo* two-species model in 1D: plot of $n_P, n_D, n, c$ with $\gamma = 80$, $\Delta x = 0.025$ and $\Delta t = 10^{-4}$.
Figure 7. Focusing solution: pressure gradient norms. Plot of the pressure gradient norms along time, from the left to the right, from the top down, $L^2, L^4, L^6, L^8, L^{10}, L^\infty$-norm, with $\gamma = 10$, $\Delta x = 0.02$, $\Delta t = 0.001$, $p_H = 1$ and initial internal radius 0.6.

The Hele-Shaw problem in a spherical shell is defined by the following system

$$\begin{align*}
-\Delta p_\infty &= G(p_\infty) \quad \text{in } \Omega(t), \\
V &= -\partial_\nu p_\infty \quad \text{on } \partial\Omega(t),
\end{align*}$$

(4.10)

where $\nu$ and $V$ denote the outward normal and the normal velocity of the free boundary, with

$$\Omega(t) = \{ x; \ R_1(t) \leq |x| \leq R_2(t) \}.$$ 

In [15] the authors compute the asymptotic behaviour of the $L^p$-norms in space and time of the gradient of a radial solution, choosing for the sake of simplicity a constant reaction term and external radius $R_2(t) = R_2$ fixed. They show that the $L^p$-norms are uniformly bounded (with respect to $\gamma$) if and only if $p \leq 4$, which confirms that the uniform $L^4$-bound of the PME solution gradient is optimal.

We use our fully discrete scheme (3.1) in 2D to verify this interesting behaviour. We approximate the solution of system (4.10), taking $\gamma = 10$, which is a value that well approximate the behaviour of the solution as $\gamma \to \infty$.

We take as computational domain $[-8, 8] \times [-8, 8]$ and $G(p) = 1 - p$. The initial data is given by

$$n(x, y) = \begin{cases} 
0.8 & \text{if } 0.6 < \sqrt{x^2 + y^2} < 6, \\
0 & \text{otherwise}. 
\end{cases}$$

(4.11)

The plots of the $L^q$-norms of $\nabla p(t)$, with $q = 2, 4, 6, 8$, are displayed along time in Figure 7. We notice that at the focusing time, which is around $t = 0.428$, the norms with exponent larger than 4 develop a singularity. We also present 3D plots of the solution and its pressure as time evolves, cf. Figures 8 and 9. In order to better show the behaviour and the shape of the focusing solution, we choose to take a larger initial internal radius. Hence, we take it to be equal to 1 rather than 0.6 in equation (4.11).
5. Conclusions

We studied the properties of an upwind finite difference scheme for a mechanical model of tumor growth proving stability results which allowed us to infer the asymptotic preserving property of the scheme in the so-called incompressible limit. We performed numerical simulations in order to investigate the sharpness of the $L^4$-uniform bound of the pressure gradient, using the focusing solution as limiting example.

The question of how to derive the Aronson–Bénilan estimate for a fixed grid and $\gamma > 1$ remains completely open and faces several technical difficulties, due to the stronger non-linearity of the equation. Moreover, as aforementioned, it could be of use in order to pass to the limit as $\Delta x \to 0$ in the semi-discrete scheme. Extending our approach on the Aronson–Bénilan estimate to finite difference schemes for cross-reaction-diffusion systems of porous medium type could also represent a challenging problem.
Appendix A. Proof of the solvability of (3.3)

The following theorem, which is a generalization of Theorem A.1 of [1] holds.

**Theorem A.1.** Denote \( \bar{n}_i(t) \) and \( n_i(t) \) to be two solutions of the system of equations

\[
\frac{dn_i(t)}{dt} + (1 - \alpha_i(t))n_i(t) - \nu[A(n_i(t), n_{i+1}(t)) - A(n_{i-1}(t), n_i(t))] = N^k, \quad i \in I, \tag{A.1}
\]

where \( A(n_i(t), n_{i+1}(t)) \) is defined from (3.2), \( \nu = \Delta t / \Delta x \), \( \alpha_i(t) = \Delta t G(n_i^2(t)) \) and \( \Delta t < 1 / G(0) \), with a super- and a sub-solution initial data, respectively, i.e.

\[
\bar{n}_i(0) = p_H^*, \quad n_i(0) = 0.
\]
Then we have

(i) $\bar{n}_i(t)$ and $\underline{n}_i(t)$ are nonnegative for all $t > 0$ and $i \in I$;
(ii) $\bar{n}_i(t)$ and $\underline{n}_i(t)$ are super- and sub-solutions for all $t > 0$ and $i \in I$;
(iii) $\underline{n}_i(t) \geq \bar{n}_i(t)$ for all $t > 0$ and $i \in I$;
(iv) for any $i \in I$, both $\bar{n}_i(t)$ and $\underline{n}_i(t)$ converges to the same limit, which is the unique solution of (3.3).

Proof. (i) We prove the case of supersolution. The proof for the case of subsolution is similar. Consider the moment $t^*$ when $\bar{n}_i(t)$ first reach 0 for some $i_0$, i.e. $\bar{n}_{i_0}(t^*) = 0$ while $\bar{n}_i(t^*) \geq 0$ for all $i \neq i_0$, then $A(\bar{n}_{i_0}(t), \bar{n}_{i_0+1}(t)) \geq 0$, $A(\bar{n}_{i_0-1}(t), \bar{n}_{i_0}(t)) \leq 0$ and thus

$$\frac{\text{d} \bar{n}_{i_0}(t^*)}{\text{d} t} = \nu[A(\bar{n}_{i_0}(t), \bar{n}_{i_0+1}(t)) - A(\bar{n}_{i_0-1}(t), \bar{n}_{i_0}(t))] + N^k_{i_0} \geq 0$$

via the evolution equation (A.1). As a result, $\bar{n}_i(t)$ can’t change signs and thus remain nonnegative for all $t \geq 0$.

(ii) Here we prove the case of subsolution. The proof for the case of supersolution is similar. Denote

$$\underline{z}_i(t) = \frac{\text{d} \underline{n}_i(t)}{\text{d} t}, \quad \underline{a}_i(t) = \Delta t G(\underline{n}_i^\gamma(t)), \quad A_{i+\frac{1}{2}}(t) = A(\underline{n}_i(t), \underline{n}_{i+1}(t)),$$

then $\underline{z}_i(0) \geq 0$ for all $i$ since $\underline{n}_i(0)$ is a subsolution. Differentiating (A.1), we get

$$\frac{\text{d} \underline{z}_i(t)}{\text{d} t} + (1 - \underline{a}_i(t))\underline{z}_i(t) - \underline{a}_i'(t)\underline{n}_i(t) - \nu[\partial_1 A_{i+\frac{1}{2}} - \partial_2 A_{i-\frac{1}{2}}] \underline{z}_i(t) = \nu \partial_2 A_{i+\frac{1}{2}} \underline{z}_{i+1}(t) - \nu \partial_1 A_{i-\frac{1}{2}} \underline{z}_{i-1}(t).$$

Noticing that $\underline{a}_i'(t) = 0$ when $\underline{z}_i(t) = 0$, the function $\underline{z}_i(t)$ can’t change signs following a similar argument as in (i), which implies that $\underline{z}_i(t) \geq 0$ for all $t \geq 0$. Then combining with (A.1), we have that

$$(1 - \underline{a}_i(t))\underline{n}_i(t) - \nu \left[ A_{i+\frac{1}{2}}(t) - A_{i-\frac{1}{2}}(t) \right] \leq N^k_i, \text{ for all } t \geq 0,$$

which shows that $\underline{n}_i(t)$ is always a subsolution.

(iii) Denote $w_i(t) = \bar{n}_i(t) - \underline{n}_i(t)$, then initially we have $w_i(0) \geq 0$ for all $i$. We wish to show that $w_i(t) \geq 0$ for all $t \geq 0$ and $i \in I$. For simplicity of notations, we denote

$$\bar{a}_i(t) = \Delta t G(\bar{n}_i^\gamma(t)), \quad \underline{a}_i(t) = \Delta t G(\underline{n}_i^\gamma(t)).$$

Noticing (1.3) and the fact that both $\bar{n}_i(t)$ and $\underline{n}_i(t)$ are nonnegative, when $\Delta t < 1/G(0)$, we have $\bar{a}_i(t) \leq 1$ and $\underline{a}_i(t) \leq 1$. A direct computation shows that

$$(1 - \bar{a}_i(t))\bar{n}_i(t) - (1 - \underline{a}_i(t))\underline{n}_i(t) = (1 - \bar{a}_i(t))w_i(t) + (\underline{a}_i - \bar{a}_i(t))\underline{n}_i(t) = (1 - \bar{a}_i(t) + \beta_i(t))w_i(t),$$

where $\beta_i(t) = -\Delta t G'(\eta_1^\gamma(t))\gamma \eta_1^{\gamma-1}(t)\underline{n}_i(t) \geq 0$ for some nonnegative $\eta_i(t)$ between $\bar{n}_i(t)$ and $\underline{n}_i(t)$. By (A.1) and the fact that $\bar{n}_i(t)$ and $\underline{n}_i(t)$ are super- and sub-solutions, we have

$$(1 - \bar{a}_i(t) + \beta_i(t))w_i(t) - \nu \left[ A_{i+\frac{1}{2}}(\bar{n}_i, \bar{n}_{i+1}) - A_{i-\frac{1}{2}}(\bar{n}_{i-1}, \bar{n}_i) \right] + \nu \left[ A_{i+\frac{1}{2}}(\underline{n}_i, \underline{n}_{i+1}) - A_{i-\frac{1}{2}}(\underline{n}_{i-1}, \underline{n}_i) \right] \geq 0.$$
where \( \partial_t A_{i+\frac{1}{2}}(\xi_i, n_{i+1}) \leq 0 \) with some \( \xi_i \) between \( n_i \) and \( n_{i+1} \) and \( \partial_2 A_{i+\frac{1}{2}}(n_i, \eta_{i+1}) \geq 0 \) with some \( \eta_{i+1} \) between \( n_{i+1} \) and \( n_{i+2} \), we have

\[
\left[ 1 - \alpha_i(t) + \beta_i(t) - \nu \left( \partial_1 A_{i+\frac{1}{2}}(\xi_i, n_{i+1}) - \partial_2 A_{i-\frac{1}{2}}(n_{i-1}, \eta_i) \right) \right] w_i(t) \\
- \nu \partial_2 A_{i+\frac{1}{2}}(n_i, \eta_{i+1}) w_{i+1}(t) + \nu \partial_1 A_{i-\frac{1}{2}}(\xi_{i-1}, n_i) w_{i-1}(t) \geq 0.
\]

Multiplying both sides by \( \mathbbm{1}_{\{w_i < 0\}} \) and summing over \( i \), we get

\[
- \sum_i (1 - \alpha_i(t) + \beta_i(t)) w_i^- + I_1 + I_2 \geq 0,
\]

where \( w_i^- = \max(-w_i, 0) \) and

\[
I_1 = \nu \sum_i \partial_2 A_{i-\frac{1}{2}}(n_{i-1}, \eta_i) w_i \left( \mathbbm{1}_{\{w_i < 0\}} - \mathbbm{1}_{\{w_i < 0\}} \right), \\
I_2 = -\nu \sum_i \partial_1 A_{i+\frac{1}{2}}(\xi_i, n_{i+1}) w_i \left( \mathbbm{1}_{\{w_i < 0\}} - \mathbbm{1}_{\{w_{i+1} < 0\}} \right).
\]

It is worth noticing that

\[
w_i \left( \mathbbm{1}_{\{w_i < 0\}} - \mathbbm{1}_{\{w_{i+1} < 0\}} \right) \leq 0,
\]

which implies that \( I_1 \leq 0, I_2 \leq 0 \) and further

\[
\sum_i (1 - \alpha_i(t) + \beta_i(t)) w_i^- \leq 0. \tag{A.2}
\]

It is easy to see from (A.2) that we must have \( w_i^- (t) \equiv 0 \), i.e. \( w_i(t) \geq 0 \) for all \( t > 0 \).

(iv) The monotonicity of \( \bar{n}_i(t) \) and \( \underline{n}_i(t) \) indicates that there exist the limits

\[
\bar{N}_i = \lim_{t \to \infty} \bar{n}_i(t), \quad \underline{N}_i = \lim_{t \to \infty} \underline{n}_i(t).
\]

Denote \( W_i = \bar{N}_i - \underline{N}_i \), we can show that

\[
\left[ 1 - \Delta t G(\bar{N}_i^+) + \beta_i(t) - \nu \left( \partial_1 A_{i+\frac{1}{2}}(\xi_i, \bar{N}_{i+1}) - \partial_2 A_{i-\frac{1}{2}}(\underline{N}_{i-1}, \eta_i) \right) \right] W_i \\
- \nu \partial_2 A_{i+\frac{1}{2}}(\bar{N}_i, \eta_{i+1}) W_{i+1} + \nu \partial_1 A_{i-\frac{1}{2}}(\xi_{i-1}, \underline{N}_i) W_{i-1} = 0,
\]

for some \( \xi_i \)'s and \( \eta_i \)'s. Summing over all \( i \), we have

\[
\sum_i \left[ 1 - \Delta t G(\bar{N}_i^+) + \beta_i(t) \right] W_i = 0.
\]

Noticing that \( W_i \geq 0 \) and \( 1 - \Delta t G(\bar{N}_i^+) + \beta_i(t) > 0 \), we have \( W_i = 0 \) for all \( i \in I \). In other words, for each \( i \), there is a unique limit of \( \bar{n}_i(t) \) and \( \underline{n}_i(t) \) as \( t \to \infty \), which is \( N_i^{k+1} \), the unique solution of (3.3).

\[ \square \]
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