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Abstract
What do people know when they know the meaning of words? Word associations have been widely used to tap into lexical representations and their structure, as a way of probing semantic knowledge in humans. We investigate whether current word embedding spaces (contextualized and uncontextualized) can be considered good models of human lexical knowledge by studying whether they have comparable characteristics to human association spaces. We study the three properties of association rank, asymmetry of similarity and triangle inequality.

We find that word embeddings are good models of some word associations properties. They replicate well human associations between words, and, like humans, their context-aware variants show violations of the triangle inequality. While they do show asymmetry of similarities, their asymmetries do not map those of human association norms.

1 Introduction
What do people know when they know the meaning of words? Lexical semantic knowledge is rich and structured and comprises the knowledge of the relation between a word and its related concept, the relationships between concepts among themselves and between words themselves. Word associations —spontaneous elicitation of words by similarity, contrast or contiguity— have been widely used to tap into lexical representations and their structure, as a way of probing semantic knowledge in humans (De Deyne and Storms, 2014).

To process language in a way that mirrors human expectations and to develop usable technology, we need computational representations of the meaning of words that correspond to speakers’ knowledge of words (De Deyne et al., 2016). Current word embeddings methods, without context or context-aware, represent lexical semantic knowledge as coordinates in a multi-dimensional space. Work in cognitive psychology, however, has argued that human lexical knowledge and in particular word associations are not well represented by geometrical models (Tversky, 1977; Gati and Tversky, 1982; Tversky and Hutchinson, 1986). More precisely, similarity judgments of associations in humans have been shown not to exhibit the properties of true distances. For example, associations are not symmetric: speakers will indicate that North Korea is more similar to China than China is to North Korea.

In an analysis inspired by Tversky (1977)’s critique of spatial measures of similarity in word associations, and by recent work on topic models and word embeddings (Griffiths et al., 2007; Nematzadeh et al., 2017), we compare current word embedding spaces to the large human norming study by Nelson et al. (2004) and investigate whether these word embedding spaces, especially those based on transformers, —the lexical representations used by almost all our current architectures— share some properties with human word associations, as human-like representations of lexical meaning.

2 Word Associations
The task of word free association consists in providing a cue word to a speaker and asking to produce, fast and without thinking, other words that come to mind, called the target words. These collections of free associations present interesting characteristics. First, they present a certain stability across speakers, so that it is possible to determine the most associated word on average, the second most associated and so forth. Second, they present interesting qualitative properties. They exhibit asymmetry of similarity judgments, as in the example on China and North Korea above. Finally, they also exhibit
| EXP | DESCRIPTION | WORD EMBEDDING | HYPOTHESIS | METHOD |
|-----|-------------|----------------|------------|--------|
| 1   | Find the top-k neighbors near the cue | BERT not in context, lemmatized and unlemmatized | Top-k near cue in BERT are associates in human associations. | CNN, median rank and P@K |
| 2.1 | Asymmetry of countries | BERT in context | Non-prominent countries are more similar to prominent countries than vice versa. | Cosine |
| 2.2 | Asymmetries as frequencies | Output of Exp.1 | Frequent words are more often associates of less frequent words than vice versa. | Cues and targets from Nelson, cues and targets from Exp. 1; hits of Google’s search engine. |
| 2.3 | Asymmetries of hypernyms and hyponyms | BERT in context | If salience = ‘more general’, hyponyms are more similar to hypernyms than the reverse. If salience = ‘more specific’, the effect is the opposite. | Nouns and verbs from Nelson; hypernyms/hyponyms from WordNet; cosine. |
| 2.4 | Asymmetry as neighbourhood density | BERT not in context unlemmatized; FastText (only for countries) | A semantically richer word elicits a greater number of close neighbours than a fainter word. | Extraction of asymmetric pairs from Nelson; kNN; cosine (threshold ≥ 0.2) |
| 3   | Violation of triangle inequality | BERT in context | BERT embedding space violates the triangle inequality. | Extraction of asymmetric triples; cosine, \( \tau \) threshold. |

Figure 1: Summary of experiments.

violation of transitivity (called in the literature, violation of the triangle inequality). For example, asteroid is highly associated with belt, and belt is highly associated with buckle, but asteroid and buckle show little association.

Feature-based explanations of these properties makes use of the richness of the representation, in terms of number of features and the proportion of shared features between two representations (Tversky, 1977). For example, the asymmetry of similarity is explained by the assumption that only a few of the large number of features in speakers’ mental representation of China are shared with North Korea, while the representation of North Korea involves a small number of features, many of which are shared with China. More recent approaches have proposed probabilistic representations in terms of topic models (Griffiths et al., 2007). Violation of the triangle inequality is explained in these models as an effect of the fact that topic models represent different uses of a word as different topics, and different topics do not necessarily preserve similarity.

We investigate whether current word embedding spaces can be considered good models of human lexical knowledge by studying whether they have comparable characteristics to human association spaces. We study the three properties of associations mentioned above: rank, asymmetry of similarity and violation of triangle inequality (lack of transitivity). More specifically, first, we verify that the notion of word association makes sense in word embedding spaces and compare if the target words that occur as preferentially associated with a cue word in a word embedding space correspond to the closest words in human association norms.

Then, we analyse asymmetry in similarity in several different ways: we look at its correlation with cue and target frequency, with neighbourhood densities and lexical entailment. Finally, we model violations of triangle inequality by looking at how similarity of words spreads across word embedding spaces. A summary of the experiments discussed in more detail in the following sections is given in Figure 1.

### 3 Data

To perform the studies indicated above, we use two sets of artificial word embedding data, and one set of human association norms.

#### 3.1 Word embedding data

**BERT** Devlin et al. (2018) propose BERT, a transformer-based model that uses an attention mechanism to extract the context of words and subwords from text. The innovation of BERT is the application of a bi-directional training to the Transformer, achieving a better use of context from text than systems with unidirectional training. BERT is pretrained on the BookCorpus (800M words) and English Wikipedia (2500M words). The BookCorpus (Zhu et al., 2015) is a collection of 11,038 books available on the Web, from 16 different genres, taking into account only books with more than 20K words to avoid noise coming from shorter stories. In all experiments below, we use the Huggin-
face version of BERT\(^1\), specifically the “bert-base-uncased” model that we expressly do not modify.

**FastText** The original FASTTEXT model is based on Wikipedia dumps\(^2\) in nine different languages including English (Bojanowski et al., 2017). However, in this work, we used the pre-trained FASTTEXT embeddings provided by the official site of FASTTEXT, that we expressly do not modify.\(^3\) The embeddings are trained on 600-billion tokens from CommonCrawl\(^4\), resulting in two-million word vectors with subword information.

### 3.2 Human word association norms

Nelson et al. (2004) propose a large dataset of free association, rhyme and word fragment norms, elicited from more than 6000 participants. The participants were asked to write the first word that came to mind when presented a particular stimulus word. More than 750,000 free associations (called targets) from a total of 5019 stimulus words (called cues) were collected. The related quantitative information (such as number of participants and measures of association strength) were calculated.\(^5\)

Other word association norms exist, such as the Small World of Words (De Deyne et al., 2019), but in this study, we wanted to be able to compare, at least indirectly, our work to previous work where the Nelson’s norms were used (Griffiths et al., 2007; Nematzadeh et al., 2017).

### 4 Experiment 1: The notion of association

To simulate the process of production of associates of a free association task, we used the \(k\) nearest neighbours algorithm (\(k\)NN) to find the top-\(k\) words that are near the cue. The intuition is that words near the cue word in the embedding space are probably associates. We use cosine similarity as the metric to find the nearest neighbours.

We compare if the target words that occur as preferentially associated with a cue word in a word embedding space correspond to the closest words in human association norms. For this comparison, we use two measures: median ranking and \(P@k\), following Griffiths et al. (2007).

**Method** As human associations in Nelson are lemmatized, we tested both the lemmatized and unlemmatized versions on the “raw” BERT word embeddings obtained from the vocabulary of the model.\(^6\)

The median rank is a measure of central tendency of the median rank in BERT for the \(n\)-ranked associate target in Nelson. For example, in Figure 2 for the unlemmatized data, we would have to take the median across ranks of the ranks given in BERT (1, 1, 2, 32, 22) for the first ranked target in Nelson.

This measure is calculated as follows. For each cue in Nelson, we extract the top-\(k\) nearest neighbours in the BERT space and rank the results by their cosine similarity in descending order. Then, for each same cue and each one of its targets in Nelson, we calculate the target’s rank in BERT (see Figure 2). The median of these ranks is calculated for each of the Nelson’s rank (see Table 1).

Using the same ranked lists, we calculate Precision at \(K\) (\(P@K\)), where \(K = 1, 2, 3, 4, 5\) corresponding to the ranks) where we check if the first associate in the human associations appears in the top \(K\) associates of BERT.

\[^1\]https://github.com/huggingface/transformers
\[^2\]https://dumps.wikimedia.org
\[^3\]https://fasttext.cc/docs/en/english-vectors.html
\[^4\]https://commoncrawl.org
\[^5\]The words we use in this work are found in appendix A and B in Nelson et al. (2004). Appendix A presents the list of targets produced by each cue and Appendix B presents the list of cues that elicit a particular target.

### Table 1: Results of Experiment 1 for the unlemmatized and lemmatized data.

| Rank | Unlemmatized Median Rank | P@K (%) | Lemmatized Median Rank | P@K (%) |
|------|------------------------|---------|------------------------|---------|
| 1    | 4                      | 13.02   | 3                      | 24.18   |
| 2    | 12                     | 28.09   | 10                     | 43.26   |
| 3    | 35                     | 43.64   | 27                     | 55.86   |
| 4    | 94                     | 53.59   | 69                     | 64.53   |
| 5    | 230                    | 61.62   | 157.5                  | 69.94   |

\[^6\]These raw vectors come with the pre-trained model of BERT. They are extracted from the vocabulary of the model, thus not in context. They can be downloaded from https://github.com/ajitrajasekharan/bert_mask.

Their unlemmatized version uses the words and the embeddings as they come with the model. Their lemmatized words are derived using the WordNet lemmatizer from NLTK http://www.nltk.org/api/nltk.stem.html#module-nltk.stem.wordnet and the word embeddings corresponding to a lemmatised word is the sum of all the word embeddings of the lemmatised word forms.
Figure 2: Unlemmatized and lemmatized rankings in word associations from Nelson et al. (2004) and from BERT predictions, listed in descending order from the first to the fifth rank. Human associations are ranked by cosine similarity. In parentheses, the rankings of the human associations in the BERT space. See the text for how the examples were chosen.

Results The results are shown in Table 1 and examples are shown in Figure 2. The median BERT ranking for the first human associate in unlemmatized and lemmatized associations is respectively 4 and 3.

For the unlemmatized version, the first associate in the human word associations is the word with the highest ranking in BERT in 13.02% of cases and in the top 5 ranks of BERT in 61.62% of the cases. For the lemmatized version, these values improve to, respectively, 24.18% of cases and 69.62% of the cases.

As can be seen in Table 2, the results in BERT are convincing. For the unlemmatized data, the first three columns show examples where BERT ranks the right associate at or near the top of its list. The last two columns are examples of not very good association rankings in BERT. Notice the third column, which shows the limitations of an unlemmatized approach as BERT does not correctly distinguish between forms of the same word. For the lemmatized data, we see an improvement in the prediction of BERT: the rankings of the human associations are in general lower than the rankings of the unlemmatized version. As a measure of indirect comparison, previous work (Griffiths et al., 2007) indicates that a topic model trained on the TASA corpus (Landauer and Dumais, 1997) and compared to the same norms by Nelson’s gives a median rank of 50.5 and predicts the first associate correctly in 10.24% of cases with an improvement of over 60% over a frequency baseline. They indicate that this improvement over the baseline results from having reduced dimensionality. Clearly, word embeddings benefit from similar properties, and to an even greater extent, being trained on much larger data sets and being based on non-linear dimensionality reductions.

5 Experiment 2: Asymmetries

Perhaps more interestingly than simple ranking measures, human word associations also exhibit peculiar qualitative properties that computational systems must also exhibit if they want to be considered human-like. These properties are especially interesting in a discussion of word embeddings as they seem to specifically defy a representation of
the lexicon as a geometric space, in that they violate metric axioms, such as symmetry of distances and the triangle inequality.

Our intuition is, however, that context-aware word embeddings are no longer linear geometric representations in multi-dimensional space and that, as such, could mirror the geometrically-warped properties of human associations. For this reason, we use cosine, a symmetric similarity operator: any asymmetry found this way is to be ascribed to the context-aware vector and not to the similarity operator. Here we want to model the asymmetric association between cue and target words (Tversky, 1977). We want to model the intuition that these asymmetries stem from a richer and more specific representation for certain words (like China) and less specific or vaguer representation for less salient words (like North Korea).

5.1 Experiment 2.1: Asymmetry of countries

We start by testing the data discussed in Tversky (1977). It has been observed that in contexts that elicit similarity, the more prominent word is preferentially the second element in the similarity. So, for example, speakers prefer North Korea is similar to China is similar to North Korea.

Twenty-one pairs of country names served as stimuli. The pairs were constructed so that one element was more prominent (A) than the other (B) (e.g., China-North Korea, USA-Mexico, Belgium-Luxembourg). We used the pairs found in Tversky and Gati (1978), but also updated the list of countries. As Tversky’s list was created in the 70s, some countries do not exist today or have changed their name (e.g., USSR is replaced by Russia, West Germany by Germany, Ceylon by Sri Lanka).

Method

Following Tversky’s experimental procedure, we contextualised word embeddings of the country names by setting the names in three context sentences: “A is similar to B”, “A is essentially B” and “A is roughly B”. We indicate this context below as (A, B). As we wanted to test asymmetries, we also constructed these sentences in the opposite direction e.g. “B is similar to A”. We indicate this context below as (B, A). In what follows, A refers to prominent countries and B to less prominent countries, so people prefer “B is similar to A”.

On this basis, we used the sentences as input for BERT, we extracted the word vectors (in context) of each country name and we tested, for example, if \( \cos(A=\text{China}, B=\text{NK}) \geq \cos(B=\text{NK}, A=\text{China}) \) or if \( \cos(B=\text{NK}, A=\text{China}) \geq \cos(A=\text{China}, B=\text{NK}) \).

Since BERT spaces take context into account, they should be able to detect the differences between the order of the words in the context and if they replicate human associations, we should find that \( \cos(B=\text{NK}, A=\text{China}) \geq \cos(A=\text{China}, B=\text{NK}) \) more often than the reverse.

Results

As showed by Table 2, the cosine similarity is higher when the less prominent country is in the first position. This results, then, confirms human judgements. But why is it so?

The explanation for the human result has been in terms of richness of representation and the relative proportion of common features and contrasting features, features unique to one of the two elements being compared (Tversky’s contrast model). Griffiths et al. (2007) also show, however, that frequency is a strong predictor of salience, so that this effect could be simply due to frequency. We verify then how much frequency in general is related to salience.

5.2 Experiment 2.2: Asymmetries as frequencies

Frequency is a strong aspect of saliency and it could be that frequent words are more often evoked as associates of less frequent words than vice versa (Griffiths et al., 2007).

Method

We use the hits of Google’s search engine, because the British National Corpus, a properly balanced corpus of over 100 million tokens, did not contain all the countries we needed. We find that more prominent countries are more frequent than less prominent countries in 76.19% of the cases. The results are the same if we use the updated list of countries.

---

Table 2: Results of Experiment 2.1: percent of times the cosine similarity in BERT is higher when the more prominent country is in second position \( \cos(B, A) \), matching people’s preferences, compared to when it is in first position \( \cos(A, B) \).

| Context          | \( \cos(B, A) \geq \cos(A, B) \) |
|------------------|----------------------------------|
| A is similar to B| 76.19%                           |
| A is essentially B| 57.14%                           |
| A is roughly B   | 66.67%                           |

---

8The word lists are shown in the supplementary materials.

9http://www.natcorp.ox.ac.uk/
### Table 3: Results of Experiment 2.2 for unlemmatized associations. For each rank, we compute the average frequency of the targets in human associations and BERT predictions for a given cue.

| Rank | Avg Frequency Word Association | Avg Frequency BERT |
|------|-------------------------------|-------------------|
| 1    | 1369                          | 8716              |
| 2    | 1942                          | 8432              |
| 3    | 2804                          | 9691              |
| 4    | 2696                          | 10619             |
| 5    | 2546                          | 13136             |

### Table 4: Paired samples t-test on asymmetric verbs and nouns with He/Ho relation extracted from human word associations with BERT.

| Context     | Mean cos(he,ho) | Mean cos(ho,he) | p-value |
|-------------|-----------------|-----------------|---------|
| similar     | 0.432           | 0.443           | < 0.0001|
| essentially | 0.455           | 0.447           | < 0.0001|
| roughly     | 0.450           | 0.443           | < 0.0001|

Given that we know that word embeddings encode information about the frequency of the underlying words (Schnabel et al., 2015), then the effect of country similarity could be an effect of frequency.

Could a frequency explanation, though, be extended to all words in BERT embeddings? We quantify the frequency of each cue \( \text{freq}_{\text{cue}} \) and target word \( \text{freq}_{\text{target}} \). As in Experiment 1, we conduct two tests for unlemmatized and lemmatized data.

We used both unlemmatized and lemmatized lists of words in the British National Corpus to retrieve the frequency of words. Then, we extract from the corpus both the pairs of cues and targets from Nelson’s human associations and the pairs from BERT, ordered by the rankings obtained in Experiment 1.

### Results

As shown in Table 3, the average frequency for unlemmatized (and lemmatized) associations in BERT is higher than in human word associations.

The human associations confirm what had already been found in Griffiths et al. (2007): cues tend to elicit targets with higher frequencies than themselves. Precisely, in the unlemmatized version, 62.95% of associations have a target with higher frequency. In contrast, if we compute the frequency of the targets found by BERT, we find that only 30% of associations have a target with higher frequency.

This indicates that, in general, if we were to find human-like asymmetric judgments of similarity in BERT spaces it would not be a frequency effect. The question remains, however, of how to operationalise the notion of salience.

### 5.3 Experiment 2.3: Asymmetry of hypernyms and hyponyms

Similarly to the experiment in section 5.1, we also tested the asymmetric associations where cues and targets are common nouns and verbs, and not proper nouns. Unlike proper nouns, such as country names, whose salience is related to the external world and the prominence of the referred country in it, for common nouns and verbs, the notion of salience also needs to be defined in linguistic terms, possibly as richness of representation.

We test here two possible interpretations that make opposite predictions in the case of common nouns and verbs: a rich representation can be interpreted as meaning ‘more prototypical, more general’, but also ‘more specified’. These two operationalisations can be teased apart by looking at lexical entailment: the hypernym is more general and the hyponym is more specified. We conducted a test where the cue-target pairs were in a hyponym-hypernym relation, for short Ho/He relation.

Pairs of nouns and pairs of verbs were extracted from the Appendix A of Nelson et al. (2004), using only asymmetric pairs for a total of 2735 pairs. We further extract the pairs that are in a hyponym-hypernym relation using WordNet (Miller, 1995). If the target possesses some hyponyms in Wordnet, then we check that there is a hyponym that has the same category as the target in the list of hyponyms, i.e. if the target is a verb then the hyponym, in addition to being an existing association of the target, has to be the first verb in the list of hyponyms. We extracted a total of 79 pairs of verbs and 573 pairs of nouns. From these pairs, we constructed three types of sentences, as in section 5.1.

Depending on whether salience and richness of representation means ‘more general’ or ‘more specific’, we have two different expectations. If it means ‘more general’, then we should find the same effect as for proper nouns, where the preference is for the hyponym to be more similar to the hypernym than the reverse (e.g. Dancing is similar to moving, A dog is essentially an animal), an intuitive preference.

But an interpretation as ‘more specified’ yields a different prediction. In a He/Ho pair, the relation 10The word lists are shown in the supplementary materials.
is formalised by subsumption, so the features of the hypernym are all present in the representation of the hyponym. Hence, the number of matching features will be a greater proportion for the hypernym than for the hyponym and thus the expectation is reversed. We expect to prefer Moving is similar to dancing. An animal is essentially a dog, which does not seem natural.

The results in Table 4 show that, in general, the \( (He, Ho) \) pairs have a higher cosine similarity than \( (Ho, He) \) pairs. In all contexts, these results are confirmed by a paired samples t-test, where \( p \)-value < 0.05. This confirms that BERT spaces encode salience in terms of richness of specifying features. But this is contrary to human intuition, at least to our intuition, which appears to prefer to identify salience with prototypicality and generality.

5.4 Experiment 2.4: Asymmetry as neighbourhood density

The intuition of vectorial spaces is that the meaning of a word is determined by the neighbouring words. If that is the case, then, a semantically richer word will elicit a greater number of close neighbours than a fainter word. We model this asymmetry by looking at the density of neighbouring words.

Method We extract words from human associations where we can find an asymmetric association: the cue word produces a certain target, but this specific target does not produce back the initial cue. There are 18'571 of these pairs of words. We compute the density around these words in the embedding space using kNN with cosine as the metric. We quantify the number of associates around a word given a threshold for the cosine similarity \((\text{cosine} \geq 0.2)\). The threshold 0.2 was chosen to have enough data to analyse, a higher threshold would not provide samples with adequate numbers of responses.

Results In human associations, there is an imbalance between cue and target suggesting that targets are more salient, so that we expect them to have a denser neighbourhood in vectorial space. But in BERT’s vectors corresponding to human asymmetric associations (those where a cue elicits a target but not the reverse), the target is denser than the cue in only 26.58% of cases.\(^{11}\)

We also tested the country data described in section 5.1 with the same procedure. The results show that the more prominent country has a higher density in 23.8% of cases. Recall that this result is not a frequency effect, as indicated by the country frequencies reported in experiment 2.2.\(^{12}\)

In conclusion, context-aware vectorial spaces do not encode asymmetries in similarities analogously to human associations. In human associations, targets are more frequent, and more general, while in vectorial spaces only targets as proper nouns are more frequent, but both common nouns and verbs as targets are less frequent, more specific and have a sparser neighbourhood than their cues.

6 Experiment 3: Violations of triangle inequality

Human word associations violate the triangle inequality, also called transitivity here. It is easy to find sets of words that have this property. For example, asteroid is highly associated with belt, and belt is highly associated with buckle, but asteroid and buckle have little association.

The triangle inequality restricts the possible relationships between three words in embedding spaces: If \( w_1 \) and \( w_2 \) are highly associated and \( w_2 \) and \( w_3 \) are highly associated, then we expect \( w_1 \) and \( w_3 \) to be highly associated.

However, as already motivated in section 5, our intuition is that context-aware word embeddings are no longer following the rules of linear geometric representations. For this reason, we use the cosine that, in addition to being symmetric, does not violate the triangle inequality. If any violation of the triangle inequality is found, it is attributable to the context-aware vector and not to the similarity operator.

Method We extracted a subset of the triples \((w_1, w_2, w_3)\) from Appendix A in Nelson et al. (2004)’s norms for a total of 12664 triples, where both \((w_1, w_2)\) and \((w_2, w_3)\) are pairs of asymmetric nouns that share the same word \(w_2\). We call these “pivot triples”. Of these 12664 pivot triples only 263 are transitive, that is, they do not violate the triangle inequality and \((w_1, w_3)\) exists in the produces back the initial cue. For example, given the cue ball, one of the produced associates is the target baseball. Conversely, baseball elicits ball as target. For these 6232 pairs, in 50.09% of cases, the target is denser than the cue.

\(^{11}\)As a control, we also extract bi-directional associations: the cue word produce a certain target and this specific target

\(^{12}\)For this experiment, we used FASTTEXT, as countries cannot be used in context with this model and not all the countries were included in the BERT “raw” word embeddings.
human associations as a cue-target pair. To calculate the BERT word embeddings, we contextualise each pair in the three different contexts already shown for previous experiments. To determine if the two pairs of words violate the triangle inequality in BERT space, we follow a procedure similar to Griffiths et al. (2007)’s. We set a threshold τ and extract those \((w_1, w_2)\) and \((w_2, w_3)\) whose cosine is greater than \(\tau\). Then, for each of these pivot triples, we quantify how many \((w_1, w_3)\) pairs exist in the associations as a cue-target pair. If the pair exists and \((w_1, w_3)\) is greater than \(\tau\), then BERT’s embeddings also show transitivity; if the pair exists, but \((w_1, w_3)\) is less than \(\tau\), then \((w_1, w_3)\) in BERT does not reflect the transitivity found in humans; if the pair does not exist and \((w_1, w_3)\) is lesser than \(\tau\), then there is a lack of transitivity both in human associations and in BERT embeddings.

Results Figure 3 shows some comparisons, in terms of precision and recall, of the BERT spaces against the gold human associations for different values of \(\tau\). The results show that the BERT space has many more triples for which there is triangle inequality (transitive triples), especially for low values of \(\tau\). This is expected, as BERT is trained on a much larger vocabulary space. The really interesting and relevant results are the measures of recall of the violations of triangle inequality (recall of VTI, blue solid line in the figure). As the results show, for increasing values of \(\tau\) and more and more stringent definitions of similarity, the agreement of BERT with the human norms on violations of triangle inequality is high, and this despite a clear tendency to overestimate triangle inequalities (transitivity), as the TI values show.

7 Discussion

We have found converging evidence for BERT being like human word associations in ranks of associations, quantitatively and qualitatively. In studying whether BERT similarity spaces are asymmetric, we find converging evidence to human experiments, using country names, both in the fact that the notion of salience influences the calculation of similarity and also in the fact that frequency correlates with the preferential direction of similarity. Additionally, using a larger test set, we do not find convergence with frequency, or generality (hyponym/hypernym pairs of verbs and nouns) or neighbourhood density. Finally, human word associations violate the triangle inequality. So do BERT embedding spaces, for reasonably high values of the similarity measure.

In conclusion, we confirm the properties of rank association and triangle inequality and also the influence of frequency for certain kinds of associations. We find, instead, that the property of asymmetric similarity does not appear to conform to the operationalisations we tested.

8 Related work

Recent interest in vectorial representations of words derives from the realisation that the meaning of words is much better represented when the rich networks of similarities and dissimilarities among words are taken into account. But the realisation that such notions are central to our word representations, that they can be estimated from a corpus and that such representations can be very logically apt is not new.

Church and Hanks (1990) brought to the attention of the computational linguistic community a notion of word association as the information-theoretic measure of mutual information estimated on large corpora. It was shown that if word order was taken into account the measure could be asymmetric. Mutual information and other word association measures have been intensely studied to describe multi-word expressions or collocations, a stumbling block for many NLP applications (for a recent survey, see Constant et al. (2017)). Levy and Goldberg (2014) show that word embeddings are closely related to information-theoretic notions
of mutual information, although denser and better performing in many tasks.

Our work builds on previous work in the non-associationist tradition: Word associations are a reflex of underlying properties and representations of words and their meaning (Clark, 1970; Tversky, 1977; Griffiths et al., 2007; De Deyne et al., 2016) and not the reverse. Tversky and colleagues’s body of work is centred in a contrast model, a model of objects, concepts and words based on features and not on a position in a multi-dimensional space. In this model, the similarity between objects increases with shared common features and decreases with distinctive features (Tversky, 1977; Tversky and Gati, 1978). From this point of view, computation of similarity is based on set-theoretic operations, rather than the computation of metric distances (Tversky, 1977). In a probabilistic topic model, Griffiths et al. (2007), words are a set of probability distributions on topics so that words that have a high probability under the same topic will be highly predictive of one another. The representations induced by the topic model and their correspondence to human memory are compared to a spatial representation model (Latent Semantic Analysis, LSA) (Landauer and Dumais, 1997) and found to better reflect human association norms.

Current vector space semantic representations can be seen as inheriting from both the feature-based tradition and the similarity space tradition, exemplified by LSA. While initial similarity-space proposals like LSA represent words as atomic and occupying a single point in space, current geometric approaches represent words as vectors. The approaches proposed by Mikolov et al. (2013a,b); Bojanowski et al. (2017); Devlin et al. (2018) are based on a distributed representation of words, and aim to produce vectors that represent a word, or the substrings that compose a word, with information about its surroundings, so that word vectors that share the same meaning tend to be close. A recent comparison of word embeddings, Word2vec and Glove, to Nelson’s norms indicates that vectorial representations that do not take context into account, unlike BERT, still are unable to capture the triangle inequality (Nematizadeh et al., 2017).

Investigations of word associations also belongs to the growing literature of evaluating vector spaces for natural language applications. Word associations are an interesting, intrinsic way to evaluate vector spaces (Vulić et al., 2017; Thawani et al., 2019), and have revealed important properties of these spaces, from gender stereotypes and demographic variation (Du et al., 2019; Garimella et al., 2017) to their usefulness in the detection of puns (Sevgili et al., 2017), among many others.

9 Conclusions

The work described in this paper starts from the assumption that word associations are the expression of underlying meaning properties of words. It confirms that context-aware word embeddings exhibit some properties of human association norms, despite being a vectorial representation of words in space. Future work needs to clarify the underlying mechanisms that give rise to these properties, extend the study to new languages, leveraging also newer association norms (De Deyne et al., 2019). It will also extend the investigation of word associations to other properties, such as the minimal contrast rule — associations tend to establish a minimal contrast — or the marking rule — marked cues elicit unmarked targets more often than the reverse (Clark, 1970), and model documented differences between adults and children.
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