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Abstract

For the Voter Model on \( \mathbb{Z}^d \), \( d \geq 3 \), we show that the (extremal) stationary distributions are isomorphic to Bernoulli shifts, and answer an open question asked by Steif and Tykesson in [ST19]. The proof gives explicit constructions of the stationary distributions as factors of IID processes on \( \mathbb{Z}^d \).

1 Introduction

We study the stationary distributions of the Voter Model in \( \mathbb{Z}^d \), for \( d \geq 3 \). The model is one of the classic interacting particle systems taking values in \( \{0,1\}^{\mathbb{Z}^d} \) and can be defined as follows. On each vertex \( x \in \mathbb{Z}^d \), there is a voter with an opinion \( \eta(x) \in \{0,1\} \). Each voter at rate 1 chooses a neighbor at random (among its \( 2d \) neighbors, with equal probability), and changes its opinion to the same as that neighbor. This model can also be seen as a continuous time Markov process with state space \( \{0,1\}^{\mathbb{Z}^d} \). For each measure \( \mu \) on \( \{0,1\}^{\mathbb{Z}^d} \), and \( t \in \mathbb{R}^+ \), define \( M^t \mu \) as the measure of running the Markov process for time \( t \) with initial measure \( \mu \).

For this Markov process, all the extremal stationary distributions can be described as follows (see e.g. [Lig04]). For each \( 0 \leq p \leq 1 \), let \( \rho_p \) be the measure on \( \{0,1\}^{\mathbb{Z}^d} \), where each voter has opinion \( \text{Bern}(p) \) independently. Let \( \mu_p \) be the weak limit of \( M^t \rho_p \) as \( t \to \infty \), then \( \mu_p \) is a stationary distribution of the Voter Model. For \( d \leq 2 \), where simple random walk is recurrent, only the constant measures \( \mu_0, \mu_1 \) are extremal and they are the only extremal stationary distributions. For \( d \geq 3 \), the transient case, \( \mu_p \) is extremal for each \( 0 \leq p \leq 1 \), and \( \{\mu_p\}_{p \in [0,1]} \) are precisely all the extremal stationary distributions.

We consider the ergodic properties of the family \( \{\mu_p\}_{p \in [0,1]} \) for \( d \geq 3 \). It is known that they are translation invariant and spatially ergodic. A stronger ergodic property is the so called Bernoullicity, defined as follows.

Definition 1.1. Let \( X \) be any finite set equipped with a probability measure. The product space \( X^{\mathbb{Z}^d} \), together with the product measure and an action of \( \mathbb{Z}^d \) given by translations, is called a Bernoulli shift. It is called a generalized Bernoulli shift if \( X \) is replaced by a general probability space (i.e. not necessarily finite).

The question of whether \( \{\mu_p\}_{p \in [0,1]} \) for \( d \geq 3 \) are isomorphic to Bernoulli shifts was posed by Steif and Tykesson in [ST19] Question 7.21. We give an affirmative answer to this question.

Theorem 1.2. When \( d \geq 3 \), \( \mu_p \) is isomorphic to a Bernoulli shift for each \( 0 \leq p \leq 1 \).

*Department of Mathematics, Princeton University, Princeton, NJ, USA. e-mail: allansly@princeton.edu
†Department of Mathematics, Princeton University, Princeton, NJ, USA. e-mail: lingfuz@math.princeton.edu
Steif and Tykesson were more generally interested in the question of what they called *Generalized Divide and Color models*. In such models the vertices of a graph are partitioned into subsets by a *random equivalence relation* (RER) and then each equivalence class of vertices is given a random color independently. Examples of this include the Ising and Potts models via the Random Cluster Model (RCM) and, as we will see, so is the Voter Model through its dual formulation. When the partition is isomorphic to a Bernoulli shift and its elements are finite almost surely then it is easy to see that the resulting coloring is also isomorphic to a Bernoulli shift. Steif and Tykesson asked whether there were natural examples where the equivalence classes of the partition are infinite but that the coloring process is nonetheless isomorphic to a Bernoulli shift. The Voter Model provides such an example answering Question 7.23 of [ST19].

To establish that $\mu_p$ is isomorphic to a (generalized) Bernoulli shift on $\mathbb{Z}^d$, by [Orn70b] it is sufficient to show that it is a factor of IID. Since the measure theoretical entropy of $\mu_p$ is clearly finite, by the Ornstein Isomorphism Theorem [Orn70a] we get Theorem 1.2. Note that while the results in [Orn70b, Orn70a] are for $Z$ actions, they are generalized to amenable groups (see e.g. [OW87]).

It is not hard to see that for each $t$, $M_t\rho_p$ is a factor of an IID process. Our approach will then be to find a sequence of times $t_1, t_2, \ldots$, and couple all of $M_{t_1}\rho_p, M_{t_2}\rho_p, \ldots$ together, such that the resulting coupling is also a factor of IID. The coupling will be defined so that almost surely the configuration converges in $\{0,1\}^{\mathbb{Z}^d}$ (in the product topology).

To do so, we consider the dual process of the Voter Model, and interpret $M_t\rho_p$ as the color process of the random equivalent relations given by coalescing simple random walks, see e.g. [AF02 Section 14.3] and [ST19 Section 1.3.4]. The coalescing simple random walks can be described as following: at each vertex in $\mathbb{Z}^d$ we start a continuous time random walker with jump rate 1, and any two walkers coalesce when they meet at the same vertex. For each $t \in \mathbb{R}_+$, we define a random equivalent relation (RER) as following: for any $x, y \in \mathbb{Z}^d$, they are in the same class if the walkers starting from $x$ and $y$ coalesce before time $t$. For every equivalent class (which we also denote as a cluster) we take a random $\text{Bern}(p)$ variable independently, and we let $\eta_t(x)$ be the same as that random variable for each $x$ in the cluster. Then $\{\eta_t(x)\}_{x \in \mathbb{Z}^d}$ is the color process of this RER, and is distributed as $M_t\rho_p$.

For each $t \in \mathbb{R}_+$, the RER is defined in the probability space of the coalescing simple random walks, so a naive way of coupling $M_t\rho_p$ for different $t$ is to simply color each cluster of each time independently. However, in this way, for fixed $x \in \mathbb{Z}^d$ $\eta_t(x)$ is IID for all $t$, so $M_t\rho_p$ does not strongly converge as $t \to \infty$.

Our approach is to couple $M_t\rho_p$ inductively. Specifically, we take a sequence of times $t_k = 2^k$ for integers $k \geq 0$. For each $k \geq 0$, given the coalescing simple random walks up to time $2^k$, and a coloring of the remaining walkers, we construct random walks from these walkers to time $2^{k+1}$. The constructed walks are not independent simple random walks any more, but favoring the event that walkers of the same color coalesce. Nonetheless, when we average over the whole process it will still have the correct distribution.

In particular, the construction shall satisfy the following requirements. First, it is a factor of IID. Second, if the coloring of the remaining walkers at time $2^k$ are IID $\text{Bern}(p)$, then the marginal distribution of the constructed walks is the same as that of coalescing simple random walks up to time $2^{k+1}$. Finally, conditional on the coalescing walks up to time $2^{k+1}$, we recolor a small portion of the remaining walkers, in a sense we will make quantitative, so that the coloring of the remaining walkers are made IID $\text{Bern}(p)$ again. This construction produces a coupling between the colorings of the walkers at each $2^k$ such that almost surely each walker changes its color only finitely many times. We thus get almost sure convergence of the coupled color processes, or $M_{2^k}\rho_p$, as $k \to \infty$ and the limit process is a factor of IID.
In the literature there has been interest in Bernoullicity (or proving factor of IID) for other models as well; see e.g. [vdBS99, HL16, Lyo17, Spi20a, Spi20b, RS20]. Another natural class of divide and color models are the Ising and Potts models. The RCM representation gives a partition of \( \mathbb{Z}^d \) and the law of the Ising and Potts models is then constructed by assigning each component of the RCM an independent state. Since any infinite component of the RCM will be unique almost surely on \( \mathbb{Z}^d \), the resulting measure will be a factor of IID if and only if the components are all finite almost surely. On the tree, however, there may be many infinite components of the RCM. It remains an open problem of Lyons [Lyo17] to determine when the free Ising model on the infinite \( d \)-regular tree is a factor of IID. It is known that it is a factor of IID at high temperatures when the model has uniqueness and is not a factor of IID at low temperatures when the measure is non-extremal. However, an intermediate regime where the measure is non-unique but extremal remains open. We conjecture that it is a factor of IID which would give an alternative example for Question 7.23 [ST19].
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2 Coupling of two times

From now on we fix \( d \geq 3 \) and \( p \in [0,1] \).

In this section we describe the construction of the coupling at each step, between two times \( t_0 \) and \( t_0+t \). We do it with the following approach: given some walkers at time \( t_0 \), and a 0–1 coloring of these walkers, we construct coalescing simple random walks for these walkers from \( t_0 \) to \( t_0 + t \), and we define a new coloring for the remaining walkers at time \( t_0 + t \).

We construct these coalescing simple random walks and the new coloring from the following IID process. For each vertex \( x \in \mathbb{Z}^d \) we take a sequence of simple random walks \( \{W_{x,m}\}_{m=1}^{\infty} \), each for time \( [0, t] \); a sequence of uniform \([0,1]\) random variables \( \{u_{x,m}\}_{m=1}^{\infty} \); and an additional uniform \([0,1]\) random variable \( v_x \). Here and below, by simple random walks we mean one starts at the origin 0, unless otherwise noted.

Formally, we let \( \mathcal{W}_t \) be the subspace of all left continuous functions from \([0, t]\) to \( \mathbb{Z}^d \), which take only finitely many values (we refer to such functions as paths). For a (finite or infinite) collection of paths, we say they are coalesce-able, if each vertex in \( \mathbb{Z}^d \) is visited by at most finitely many of these paths. By coalescing paths, we mean some coalesce-able paths such that if two of them are at the same vertex at a time, they remain the same at all later times.

Let’s explain how coalescing paths will be constructed. From any collection of coalesce-able paths, we first index them by natural numbers, then construct the coalescing paths by joining them one at a time. When the paths are simple random walks, such construction gives coalescing random walks.

We now set up some notations for this construction.

**Definition 2.1.** Let \( \mathcal{P} \) be a (possibly empty) collection of coalescing paths, and \( P \) be another
path, and all of them are in $W_t$. We denote $J[P, \mathcal{P}] \in W_t$ as the path of joining $P$ into $\mathcal{P}$,

$$J[P, \mathcal{P}](t') := \begin{cases} P(t'), & 0 \leq t' \leq t_h, \\ \overrightarrow{P}(t'), & t_h < t' \leq t. \end{cases}$$

where $t_h := \inf\{t' \in [0, t] : P(t') \in \{P(t')\}_{P \in \mathcal{P}} \cup \{t\}\}$, and when $t_h < t$, $\overrightarrow{P}$ is any path in $\mathcal{P}$ satisfying $\lim_{t' \downarrow t_h} \overrightarrow{P}(t') = \lim_{t' \downarrow t_h} P(t')$. In words, $J[P, \mathcal{P}]$ is the same as $P$ until $P$ hits a path in $\mathcal{P}$ for the first time, and then it follows that path after the hitting.

A set $I$ is called an index set if it is either $\emptyset$, or $\{1, \ldots, k\}$ for some $k \in \mathbb{Z}_+$, or $\mathbb{Z}_+$. For a coalescing collection of paths $\{P_i\}_{i \in I} \subset W_t^i$, we inductively define $J[\{P_i\}_{i \in I}, \mathcal{P}] : I \times [0, t] \to \mathbb{Z}^d$, read as paths $\{P_i\}_{i \in I}$ coalesced into the paths $\mathcal{P}$, by joining the paths in $\{P_i\}_{i \in I}$ one by one; i.e. we first let

$$J[\{P_i\}_{i \in I}, \mathcal{P}](1, \cdot) := J[P_1, \mathcal{P}],$$

and for each $i \in I, i > 1$, we let

$$J[\{P_i\}_{i \in I}, \mathcal{P}](i, \cdot) := J[\{P_i\}_{i \in I}, \mathcal{P} \cup \{J[\{P_i\}_{i \in I}, \mathcal{P}](i', \cdot)\}_{i' \in I, i' < i}].$$

We will write $J[\{P_i\}_{i \in I}]$ in the case that $\mathcal{P} = \emptyset$ and we are only coalescing $\{P_i\}_{i \in I}$. Note that $J[\{P_i\}_{i \in I}, \mathcal{P}] \cup \mathcal{P}$ and $J[\{P_i\}_{i \in I}]$ are now coalescing paths.

Take an index set $I$, and take vertices $x_i \in \mathbb{Z}^d$ and independent simple random walks $W_i$ for each $i \in I$. Then $J[\{W_i + x_i\}_{i \in I}]$ is distributed as coalescing simple random walks, and the law does not depend on the order of joining the paths (although the realization itself does depend on the order). In fact, the recursive joining operation corresponds to revealing paths (in coalescing simple random walks) one after another. For any given coalescing paths $\mathcal{P}$, the paths $J[\{W_i + x_i\}_{i \in I}, \mathcal{P}]$ is distributed as coalescing simple random walks conditioned on a set of existing paths of some walkers.

### 2.1 Construction by groups

So far the construction of coalescing paths relies on an ordering of the paths. When we work with simple random walks with infinitely many different starting vertices, there is no translation invariant way to index them by natural numbers. In this case we need the starting vertices to be sparse, so that we can split the walks into finite sets. For each of them we construct a local ordering, and construct coalescing walks separately.

**Definition 2.2.** For any $t \in \mathbb{R}_+, S \subset \mathbb{Z}^d$, and paths $\{P_x\}_{x \in S} \subset W_t^S$ indexed by $S$, consider a graph $\mathcal{G}$ (called the graph of $\{P_x\}_{x \in S}$) as follows. The vertex set of $\mathcal{G}$ is $S$, and for any $x_1, x_2 \in S$, there is an edge between them if $P_{x_1}$ and $P_{x_2}$ ever meet. Note that when we construct coalescing paths from $\{P_x\}_{x \in S}$, the ordering only matters within connected components of $\mathcal{G}$. The paths $\{P_x\}_{x \in S}$ are said to be a non-percolate family for $S$, if $\mathcal{G}$ contains no infinite connected component.

When $S$ is infinite, it is said to be $t$-sparse, if almost surely $\{W_x + x\}_{x \in S}$ is a non-percolate family for $S$. Here $W_x$ is an independent simple random walk of time $t$ for each $x \in S$.

We show that low density sets are sparse.

**Proposition 2.3.** Let $S \subset \mathbb{Z}^d$ be a random set from site percolation where each vertex is in $S$ independently with probability $\mathfrak{p}$. Then for any $t \in \mathbb{R}_+$, there exists $\delta(t) > 0$ such that if $\mathfrak{p} < \delta(t)$ then $S$ is $t$-sparse almost surely.

**Proof.** Take an independent simple random walk $W_x$ on $[0, t]$ for each $x \in \mathbb{Z}^d$. It suffices to consider the probability of the event, that $0 \in S$, and the connected component of $0$ in the graph of
\( \{W_x + x\}_{x \in S} \) is finite. Let \( R \in \mathbb{Z}_+ \), we consider the probability that \( 0 \) is connected to some \( x \in S \) having \( \|x\| > R \). We show that this probability decays to zero as \( R \to \infty \). Actually, it is bounded by
\[
\sum_{\{x_0 = 0, x_1, \ldots, x_k \in \mathbb{Z}^d, k \geq 1, \|x_k\| > R\}} \mathbb{P}[0 \in S, \exists t_1, \ldots, t_k \in [0, t], W_{x_{i-1}}(t_i) + x_{i-1} = W_{x_i}(t_i) + x_i, x_i \in S, \forall 1 \leq i \leq k].
\]

For each \( x \in \mathbb{Z}^d \), let \( R_x := \max_{t' \in [0, t]} \|W_x(t')\| \). Then the above sum is bounded by
\[
\sum_{k=1}^{\infty} \sum_{r_0, \ldots, r_k \in \mathbb{Z}_+, 2(r_0 + \cdots + r_k) \geq R} \prod_{i=0}^{k} \mathbb{P}[R_{x_i} = r_i, x_i \in S]. \tag{2.1}
\]

For each \( x \in \mathbb{Z}^d \), and any \( r \in \mathbb{Z}_+ \), we have that \( \mathbb{P}[R_x = r, x \in S] = \mathbb{P}[R_0 = r] \). Thus (2.1) is further bounded by
\[
\sum_{k=1}^{\infty} \sum_{r_0, \ldots, r_k \in \mathbb{Z}_+, 2(r_0 + \cdots + r_k) \geq R} \mathbb{P}[R_0 = r_0] \delta(t) \prod_{i=1}^{k} \left( \mathbb{P}[R_0 = r_i] \delta(t)(2(r_{i-1} + r_i) + 1)^d \right) \leq \sum_{k=1}^{\infty} \Upsilon_{k,R}
\]

where
\[
\Upsilon_{k,R} := \sum_{r_0, \ldots, r_k \in \mathbb{Z}_+, 2(r_0 + \cdots + r_k) \geq R} \prod_{i=0}^{k} \left( (5r_i)^{2d} \mathbb{P}[R_0 = r_i] \delta(t) \right).
\]

We first consider the case where \( R = 1 \). We have
\[
\Upsilon_{k,1} = \prod_{i=0}^{k} \sum_{r_i \in \mathbb{Z}_+} (5r_i)^{2d} \mathbb{P}[R_0 = r_i] \delta(t) = \left( \sum_{r \in \mathbb{Z}_+} (5r)^{2d} \mathbb{P}[R_0 = r] \delta(t) \right)^{k+1}.
\]

By Lemma 2.4 below, we know that
\[
\sum_{r \in \mathbb{Z}_+} (5r)^{2d} \mathbb{P}[R_0 = r] < \infty. \tag{2.2}
\]

By taking \( \delta(t) = (2 \sum_{r \in \mathbb{Z}_+} (5r)^{2d} \mathbb{P}[R_0 = r])^{-1} \), we have \( \Upsilon_{k,1} = 2^{-k-1} \) and \( \sum_{k=1}^{\infty} \Upsilon_{k,1} < \infty \).

For \( R \in \mathbb{Z}_+ \), we note that \( \Upsilon_{k,R} \) monotonically decays as \( R \) increases. Using that \( \Upsilon_{k,R} \leq \Upsilon_{k,1} = 2^{-k-1} \), to show that \( \sum_{k=1}^{\infty} \Upsilon_{k,R} \) decays to zero as \( R \to \infty \), it suffices to show that for each \( k \in \mathbb{Z}_+ \), \( \lim_{R \to \infty} \Upsilon_{k,R} = 0 \). Indeed, we have that
\[
\Upsilon_{k,R} \leq (k+1) \sum_{r_0, \ldots, r_k \in \mathbb{Z}_+, r_0 \geq R/2(k+1)} \prod_{i=0}^{k} \left( (5r_i)^{2d} \mathbb{P}[R_0 = r_i] \delta(t) \right).
\]

By (2.2), we have
\[
\lim_{R \to \infty} \sum_{r \geq R/2(k+1)} (5r)^{2d} \mathbb{P}[R_0 = r] \delta(t) = 0.
\]

This implies that (2.1) decays to zero as \( R \to \infty \), and our conclusion follows. \( \square \)
Lemma 2.4. Let \( t \in \mathbb{R}_+ \), \( W \) be a simple random walk on \([0, t]\), and let \( R_0 = \max_{t' \in [0, t]} \|W(t')\|_1 \). Then for any \( m \in \mathbb{Z}_+ \), we have \( \sum_{r=1}^{\infty} r^m \mathbb{P}[R_0 = r] < \infty \).

Proof. If \( R_0 = r \), then there must be at least \( r \) jumps for \( W \); thus we have \( \mathbb{P}[R_0 = r] \leq \mathbb{P}[K \geq r] \), where \( K \) is a Poisson random variable with rate \( t \). Thus we get

\[
\sum_{r=1}^{\infty} r^m \mathbb{P}[R_0 = r] \leq \mathbb{E} \left[ \sum_{r=1}^{K} r^m \right] \leq \mathbb{E} [K^{m+1}] < \infty,
\]

so our conclusion follows.

Now we give an alternative construction of coalescing simple random walks, for sets that are \( t \)-sparse. We resolve each connected component of the graph of \( \{W_x + x\}_{x \in S} \) individually, as by construction they will not affect each other. This means that rather than indexing the entire infinite set \( S \), it is enough to have an ordering on each of the finite components which can be done simply in a translation invariant way.

We set up notations for this by group construction of coalescing paths.

Definition 2.5. Take \( t \in \mathbb{R}_+ \) and a collection of coalescing paths \( \mathcal{P} \). Take \( S \subset \mathbb{Z}^d \) with some total ordering \( \prec \), and let \( \{P_x\}_{x \in S} \in \mathcal{W}^S_t \) be a non-percolate family.

We define \( \tilde{J}([P_x]_{x \in S}, \mathcal{P}), \tilde{J}([P_x]_{x \in S}) : S \times [0, t] \to \mathbb{Z}^d \) as follows. For any connected component of the graph of \( \{P_x\}_{x \in S} \), denoted as \( x_1 < \ldots < x_k \in S \), we define

\[
\tilde{J}([P_x]_{x \in S}, \mathcal{P})(x_i, \cdot) := J([P_{x_j}]_{j=1}^k, \mathcal{P})(i, \cdot),
\]

and

\[
\tilde{J}([P_x]_{x \in S})(x_i, \cdot) := J([P_{x_j}]_{j=1}^k)(i, \cdot).
\]

When \( S \) is \( t \)-sparse, and each \( P_x = W_x + x \) where \( W_x \) are independent simple random walks, these constructions give coalescing simple random walks.

2.2 Biased coupling of paths and coloring

In this subsection we will give an explicit construction of the coupling of two times.

We are given walkers with initial locations \( S \subset \mathbb{Z}^d \), and an initial random coloring \( C : S \to \{0, 1\} \), such that \( C(x) = 1 \) with probability \( p \) independently for each \( x \in S \). Recall that the extra randomness is from the IID process, where for each vertex \( x \in \mathbb{Z}^d \) we have a sequence of simple random walks \( \{W_{x,m}\}_{m=1}^{\infty} \), and uniform \([0, 1]\) random variables \( \{u_{x,m}\}_{m=1}^{\infty} \) and \( v_x \). We will construct coalescing simple random walks from each vertex in \( S \), denoted by \( \{P_x\}_{x \in S} \in \mathcal{W}^S_t \); and a new coloring \( \tilde{C} \) of the remaining walkers \( \tilde{S} := \{P_x(t) : x \in S\} \). Our construction has the following properties:

1. The walks \( \{P_x\}_{x \in S} \) are distributed as coalescing random walks from \( S \).

2. Conditional on \( \{P_x\}_{x \in S} \), the coloring \( \tilde{C} \) of the remaining walkers satisfies that \( \tilde{C}(y) = 1 \) with probability \( p \) independently for each \( y \in \tilde{S} \).

In order to resolve the problem of ordering, we split the vertices of \( S \) into \( M \) random groups, each of which will be almost surely \( t \)-sparse and construct the ordering in each group sequentially. So the first step is to take \( M := \lceil \max \{\delta(t)^{-1}, t^2\} \rceil \), where \( \delta(t) \) is given by Proposition 2.3. The groups are given by the random variables \( \{v_x\}_{x \in S} \) (which we also denote as \( \mathbf{v} \) below), by letting \( G_l := \{x \in S : |v_x M| = l\} \) for \( 0 \leq l < M \). Then each \( G_l \) is almost surely \( t \)-sparse by Proposition 2.3. We construct the paths for walkers in each \( G_l \) sequentially. Finally to apply the construction
from Definition 2.5 we will need a total ordering \( \prec \) on \( \mathbb{Z}^d \) which we define to be the dictionary order by coordinates which is translation invariant.

We start with the group \( G_0 \). Almost surely, \( \{ W_{x,1} + x \}_{x \in G_0} \) is a non-percolate family for \( G_0 \), and we assume that this is indeed the case for our choice of \( \{ (W_{x,1}, v_x) \}_{x \in \mathcal{S}} \). Using the ordering \( \prec \), we can coalesce these paths, by taking \( P_x := \tilde{J}[\{ W_{x,1} + x' \}_{x \in G_0}](x, \cdot) \) for each \( x \in G_0 \). Next we color the remaining walkers, represented by \( \{ P_x(t) : x \in G_0 \} \). For each \( y \in \{ P_x(t) : x \in G_0 \} \), there are only finitely many \( x \in G_0 \) with \( P_x(t) = y \); we denote \( \varphi(y) \) to be the smallest one (in the ordering \( \prec \)), and we let \( \overline{C}(y) := C(\varphi(y)) \).

For each \( l \geq 1 \), denote \( G_l := \bigcup_{i=0}^{l-1} G_i \) to be the union of the earlier groups. Let \( \mathcal{P}_l := \{ P_x \}_{x \in \tilde{G}_l} \) be the constructed coalescing paths, and \( Y_l := \{ P_x(t) : x \in G_l \} \) be the remaining walkers of these groups. Given \( \mathbf{v} \) (the random variables used to define the groups), the paths \( \mathcal{P}_l \) and a coloring \( \overline{C}(y) \) for each remaining walker \( y \in \mathcal{Y} \) define the paths from \( G_l \).

Fix \( x \in G_l \). We could just choose a random walk from \( x \) and let it coalesce with the already defined paths \( \mathcal{P}_l \). But this would lead to too large a probability that \( C(x) \neq \overline{C}(P_x(t)) \). Instead we take a biased sample of the walk whose distribution will depend on \( C(x) \). Specifically, given \( \mathcal{P}_l \) and \( \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \), we will construct two measures \( \mathcal{W}_0, \mathcal{W}_1 \), on the space of walks with a coloring, such that \( (1-p)\mathcal{W}_0 + p\mathcal{W}_1 \) is the law of a simple random walk, and its coloring would be the same as the coloring of the existing path in \( \mathcal{P}_l \) that it coalescing into; or it would be \( \text{Bern}(p) \) if the simple random walk does not coalesce into any path in \( \mathcal{P}_l \). Then when we pick the walk for \( x \) and the coloring according to \( \mathcal{W}_{C(x)} \), the law after averaging over \( C(x) \) gives a simple random walk since \( C(x) \) is \( \text{Bern}(p) \) independent of \( \mathcal{P}_l \) and \( \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \), and the coloring would be as desired.

Recall that for each \( x \in \tilde{G}_l \) we have a sequence of random walks \( \{ W_{x,m} \}_{m=1}^{\infty} \). Let \( y_{x,m} := J[W_{x,m} + x, \mathcal{P}_l](t) \) if the endpoint in in \( Y_l \), and \( y_{x,m} := \Xi \) otherwise, where \( \Xi \) is just a notation. Let \( C_{x,m} := \overline{C}(y_{x,m}) \) if \( y_{x,m} \neq \Xi \), and let \( C'_{x,m} \) be random \( \text{Bern}(p) \) otherwise (below we will explicitly define \( C_{x,m} \) as a function of the big IID process). We note that (as will be made precise below), in the later case \( C'_{x,m} \) can depend on \( C(x) \), while it is \( \text{Bern}(p) \) after averaging over \( C(x) \) (conditional on \( \mathbf{v} \), \( \mathcal{P}_l \), and \( \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \)). We wish to pick random \( m^*(x) \), depending on \( \mathbf{v} \), \( \mathcal{P}_l \), \( \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \) and \( C(x) \), such that \( C'_{x,m^*(x)} = C(x) \) with probability as close to 1 as possible, and after averaging over \( C(x) \) (while still conditional on \( \mathbf{v} \), \( \mathcal{P}_l \), \( \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \)) the law of \( W_{x,m^*(x)} \) is simply a simple random walk, and \( C'_{x,m^*(x)} \) is \( \text{Bern}(p) \) or equals \( \overline{C}(y_{x,m^*(x)}) \), depending on whether \( y_{x,m^*(x)} = \Xi \) or not.

Now let’s define \( \mathcal{W}_0, \mathcal{W}_1 \) and \( m^*(x) \). For \( x \in \tilde{G}_l \), we define

\[
K_{x,0} := \mathbb{P} \left[ y_{x,m} \neq \Xi, \overline{C}(y_{x,m}) = 0 \mid \mathbf{v}, \mathcal{P}_l, \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \right],
\]

and

\[
K_{x,1} := \mathbb{P} \left[ y_{x,m} \neq \Xi, \overline{C}(y_{x,m}) = 1 \mid \mathbf{v}, \mathcal{P}_l, \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \right].
\]

We note that these conditional probabilities do not depend on \( m \). In words, \( K_{x,0} \) (resp. \( K_{x,1} \)) is the probability that a simple random walk starting from \( x \) coalesces into a vertex in \( Y_l \) with color 0 (resp. 1), given \( \mathbf{v} \), \( \mathcal{P}_l \), and \( \{ \overline{C}(y) \}_{y \in \mathcal{Y}_l} \). We also denote

\[
K_{x,\Xi} := \mathbb{P} \left[ y_{x,m} = \Xi \mid \mathbf{v}, \mathcal{P}_l \right],
\]

which also does not depend on \( m \), and is the probability that a simple random walk starting from \( x \) does not hit any existing path, given \( \mathbf{v} \), \( \mathcal{P}_l \). From these definitions we immediately have that \( K_{x,0} + K_{x,1} + K_{x,\Xi} = 1 \).
Figure 1: Divide the interval $[0, 1]$ into segments $A_{x,0}$, $A_{x,\Xi}$, and $A_{x,1}$, with lengths $K_{x,0}$, $K_{x,\Xi}$, and $K_{x,1}$, respectively.

We then define

$$w_{x,m} := \begin{cases} K_{x,0}u_{x,m}, & \text{if } y_{x,m} \neq \Xi, \overline{C}(y_{x,m}) = 0, \\ K_{x,0} + K_{x,\Xi}u_{x,m}, & \text{if } y_{x,m} = \Xi, \\ K_{x,0} + K_{x,\Xi} + K_{x,1}u_{x,m}, & \text{if } y_{x,m} \neq \Xi, \overline{C}(y_{x,m}) = 1. \end{cases}$$

In words, given $v$, $\mathcal{P}_t$, $\{\overline{C}(y)\}_{y \in Y_1}$, and $W_{x,m}$, the distribution of $w_{x,m}$ is uniform in $A_{x,0}$, $A_{x,\Xi}$, or $A_{x,1}$, in these three cases respectively. Here $A_{x,0} := [0, K_{x,0})$, $A_{x,\Xi} := [K_{x,0}, K_{x,0} + K_{x,\Xi})$, and $A_{x,1} := [K_{x,0} + K_{x,\Xi}, 1]$ (see Figure 1 for an illustration). Conditional on only $v$, $\mathcal{P}_t$, and $\{\overline{C}(y)\}_{y \in Y_1}$, the lengths of these three intervals are equal to $K_{x,0}$, $K_{x,\Xi}$, and $K_{x,1}$, respectively; so the distribution of $w_{x,m}$ is uniform in $[0, 1]$.

We now define $C'_{x,m}$ such that $C'_{x,m} = 1$ if $w_{x,m} > (1 - p)K_{x,\Xi} + K_{x,0}$, and $C'_{x,m} = 0$ otherwise. Thus conditional on $v$, $\mathcal{P}_t$, and $\{\overline{C}(y)\}_{y \in Y_1}$, we have $C'_{x,m} = \overline{C}(y_{x,m})$ if $y_{x,m} \neq \Xi$, and $C'_{x,m}$ is Bern($p$) if $y_{x,m} = \Xi$, independently for all such $x \in G_t$ and $m \in \mathbb{Z}_+$.

We let $\mathfrak{m}_0$ denote the measure of $(W_{x,m}, C'_{x,m})$ conditional on $w_{x,m} \leq 1 - p$ and let $\mathfrak{m}_1$ denote the measure of $(W_{x,m}, C'_{x,m})$ conditional on $w_{x,m} > 1 - p$ (and as always conditional on $v$, $\mathcal{P}_t$, and $\{\overline{C}(y)\}_{y \in Y_1}$). Note that this definition is independent of $m$, and from this definition we have that $(1 - p)\mathfrak{m}_0 + p\mathfrak{m}_1$ is the law of $(W_{x,m}, C'_{x,m})$ for each $m \in \mathbb{Z}_+$.

We choose $m^*(x)$, to be the first $m$ such that $w_{x,m}$ lies in $[0, 1 - p]$ if $C(x) = 0$ or the first $m$ such that $w_{x,m}$ lies in $[1 - p, 1]$ if $C(x) = 1$, that is

$$m^*(x) := \begin{cases} \min\{m \in \mathbb{Z}_+ : w_{x,m} \leq 1 - p\}, & \text{if } C(x) = 0, \\ \min\{m \in \mathbb{Z}_+ : w_{x,m} \geq 1 - p\}, & \text{if } C(x) = 1. \end{cases}$$

Since $C(x)$ is Bern($p$), the distribution of $w_{x,m^*(x)}$ is still uniform in $[0, 1]$, conditional on $v$, $\mathcal{P}_t$, and $\{\overline{C}(y)\}_{y \in Y_1}$ but averaging over $C(x)$. We have the following result of the path $W_{x,m^*(x)}$ and coloring $C'_{x,m^*(x)}$.

**Lemma 2.6.** Conditional on $v$, $\mathcal{P}_t$, and $\{\overline{C}(y)\}_{y \in Y_1}$, we have that the pair $(W_{x,m^*(x)}, C'_{x,m^*(x)})$ has the same distribution as $(W_{x,m}, C'_{x,m})$ (for any $m \in \mathbb{Z}_+$), and are independent among all $x \in G_t$.

**Proof.** For each $x \in G_t$, given $m^*(x)$ and $C(x)$ (in addition to $v$, $\mathcal{P}_t$, and $\{\overline{C}(y)\}_{y \in Y_1}$), the law of $(W_{x,m^*(x)}, C'_{x,m^*(x)})$ is then given by $\mathfrak{m}_{C(x)}$. As $C(x) = 1$ and $C(x) = 0$ have probability $p$ and $1 - p$ respectively, we have that the law of $(W_{x,m^*(x)}, C'_{x,m^*(x)})$ is $(1 - p)\mathfrak{m}_0 + p\mathfrak{m}_1$, which is the same as $(W_{x,m}, C'_{x,m})$ for each $m \in \mathbb{Z}_+$. Finally, the independence follows from the conditional (on $v$, $\mathcal{P}_t$, and $\{\overline{C}(y)\}_{y \in Y_1}$) independence of $C(x)$ and $W_{x,m}, u_{x,m}$, among all $x \in G_t$ and $m \in \mathbb{Z}_+$. □

We then construct coalescing paths on $G_t$, using paths $(W_{x,m^*(x)})_{x \in G_t}$ and the same method as $G_0$. By Lemma 2.6, $(W_{x,m^*(x)} + x)_{x \in G_t}$ is almost surely a non-percolate family for $G_t$. Using the order $\prec$, we take $P_x := \tilde{J}[W_{x,m^*(x)} + x \mid x \in G_t, \mathcal{P}_t](x, \cdot)$ for each $x \in G_t$. For each $y \in Y_{t+1}\backslash Y_t$, there are only finitely many $x \in G_t$ with $P_x(t) = y$; we denote $\varphi(y) \in S$ to be the smallest (in the ordering $\prec$) such that $P_{\varphi(y)}(t) = y$, and we let $\overline{C}(y) := C'_{\varphi(y),m^*(\varphi(y))}$. 
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Finally, by sequentially processing each $G_l, l = 0, 1, \ldots, M - 1$, we have constructed $P_x$ for each $x \in S$. We let $\mathcal{S} := \{P_x(t) : x \in S\}$, then we have also defined $\mathcal{C}(y)$ for each $y \in \mathcal{S}$.

Our construction satisfies the two properties stated at the beginning of this subsection.

Lemma 2.7. For each $0 \leq l < M$, conditional on $\mathbf{v}$ the walks $\mathcal{P}_{l+1} = \{P_x\}_{x \in G_{l+1}}$ are coalescing random walks; and conditional on $\mathbf{v}$ and $\mathcal{P}_{l+1}$, the coloring $\{\mathcal{C}(y)\}_{y \in Y_{l+1}}$ are IID $\text{Bern}(p)$. Moreover, the walks $\{P_x\}_{x \in S}$ are coalescing random walks; and conditional on $\{P_x\}_{x \in S}$, the coloring $\{\mathcal{C}(y)\}_{y \in \mathcal{S}}$ are IID $\text{Bern}(p)$.

Proof. The first statement follows by the fact that $\mathcal{J}$ produces coalescing random walks when the input is independent random walks which is satisfied by Lemma 2.6.

For the second statement, we do induction in $l$. For group $G_0$, since $\varphi(y)$ for all $y \in Y_1 = \{P_x(t) : x \in G_0\}$ are mutually distinct in $G_0$ and $\{C(x)\}_{x \in G_0}$ are IID $\text{Bern}(p)$, we have that (conditional on $\mathbf{v}$ and $\mathcal{P}_1$) $\{\mathcal{C}(y)\}_{y \in Y_1}$ are IID $\text{Bern}(p)$.

For $G_l$ where $l > 0$, we assume that $\{\mathcal{C}(y)\}_{y \in Y_l}$ are IID $\text{Bern}(p)$ conditional on $\mathbf{v}$ and $\mathcal{P}_l$. By this induction hypothesis, and noting that (by Lemma 2.6) $\{\mathcal{C}(y)\}_{y \in Y_l}$ and $\{W_{x,m^*(x)}\}_{x \in G_l}$ are independent conditional on $\mathbf{v}$, $\mathcal{P}_l$, we have that $\{\mathcal{C}(y)\}_{y \in Y_l}$ are IID $\text{Bern}(p)$, conditional on $\mathbf{v}$, $\mathcal{P}_l$, $\{W_{x,m^*(x)}\}_{x \in G_l}$. By Lemma 2.6, we have that conditional on $\mathbf{v}$, $\mathcal{P}_l$, $\{\mathcal{C}(y)\}_{y \in Y_l}$ and $\{W_{x,m^*(x)}\}_{x \in G_l}$, the coloring $C'_{x,m^*(x)}$ are IID Bern(p) for all $x \in G_l$ with $y_{x,m^*(x)} = \Xi$. Then since that $\varphi(y)$ for all $y \in \mathcal{S}$ are mutually distinct in the set $\{x \in G_l : y_{x,m^*(x)} = \Xi\}$, we have that $\{\mathcal{C}(y)\}_{y \in Y_{l+1}, Y_l}$ are IID $\text{Bern}(p)$, conditional on $\mathbf{v}$, $\mathcal{P}_l$, $\{W_{x,m^*(x)}\}_{x \in G_l}$, and $\{\mathcal{C}(y)\}_{y \in Y_l}$. Thus $\{\mathcal{C}(y)\}_{y \in Y_{l+1}} = \{\mathcal{C}(y)\}_{y \in Y_l} \cup \{\mathcal{C}(y)\}_{y \in Y_{l+1}}$ are IID Bern(p) conditional on $\mathbf{v}$ and $\mathcal{P}_{l+1}$, as $\mathcal{P}_{l+1}$ is determined by $\mathcal{P}_l$ and $\{W_{x,m^*(x)}\}_{x \in G_l}$.

We conclude with an analysis of the probability that a walker changes its color; i.e. $C(x) \neq \mathcal{C}(P_x(t))$, for each $x \in S$. The bound is given by considering the probabilities of random walks intersecting in different ways, encoded by the following definition.

Definition 2.8. For $t \in \mathbb{R}_+$, and paths $P_1, P'_1, \ldots, P_k, P'_k \in \mathcal{W}_t$, let $T_i := \inf\{t' \in [0, t] : P_i(t') = P'_i(t')\} \cup \{\infty\}$ for each $i = 1, \ldots, k$. Define $I((P_1, P'_1), \ldots, (P_k, P'_k))$ as the characteristic function of the event $0 < T_1 < \ldots < T_k < \infty$.

Proposition 2.9. For any given $S \subset \mathbb{Z}^d$ and each $x \in S$, we have

$$
\mathbb{P}[C(x) \neq \mathcal{C}(P_x(t))] \leq 2t^{-1} + \left( \sum_{x_1 \in S, x_1 \neq x} \frac{1}{2} \mathbb{E}[I((W_1 + x_1, W_2 + x), (W_1 + x_1, W_3 + x))] \right)
$$

$$
+ \frac{1}{2} \mathbb{E}[I((W_1 + x_1, W_2 + x_2), (W_1 + x_1, W_3 + x), (W_1 + x_1, W_4 + x))] + \frac{1}{2} \mathbb{E}[I((W_1 + x_1, W_3 + x), (W_1 + x_1, W_2 + x), (W_1 + x_1, W_4 + x))]$$

$$
+ \frac{1}{2} \mathbb{E}[I((W_1 + x_1, W_3 + x), (W_2 + x_2, W_4 + x), (W_1 + x_1, W_2 + x))] \right)^{1/2},
$$

where $W_1, W_2, W_3, W_4$ are independent simple random walks in $\mathcal{W}_t$.

To better illustrate the meaning of the upper bound, in Figure 2 we draw the patterns of coalescing of simple random walks, corresponding to the last three lines of (2.3).
The summation in (2.5) is precisely the expected number of locations visited by $X_{l, m^*}$ in time $t$. Then $\mathbb{W}$ has the same law as $W_{l, m^*} - W_{x, m^*}$, and we can bound (2.4) by

$$M^{-1} \sum_{x^i \in \mathbb{Z}^d} \mathbb{P}[\exists t' \in [0, t], \mathbb{W}(t') = x - x^i].$$

The summation in (2.5) is precisely the expected number of locations visited by $\mathbb{W}$ in time $[0, t]$; thus (2.5) is bounded by $2tM^{-1} \leq 2t^{-1}$.

We then consider the probability of the second event. When $l > 0$, denote

$$b_x := (1 - p)K_{x, \infty} + K_{x, 0}.$$  

From the definition of $m^*(x)$, when $l > 0$ we have

$$\mathbb{P}[C(x) = 0, C_{l, m^*}(x) = 1 \mid v, \mathcal{P}_l, \{\mathcal{C}(y)\}_{y \in Y}]$$

$$= \mathbb{P}[b_x < w_{l, m^*} < 1 - p \mid v, \mathcal{P}_l, \{\mathcal{C}(y)\}_{y \in Y}].$$
Similarly,

\[ P[C(x) = 1, C'_{x,m}(x) = 0 \mid v, P_t, \{\overline{C}(y)\}_{y \in Y_t}] = P[1 - p < w_{x,m}(x) < b_x \mid v, P_t, \{\overline{C}(y)\}_{y \in Y_t}] \]

Given \( v, P_t, \{\overline{C}(y)\}_{y \in Y_t} \), the distribution of \( w_{x,m}(x) \) is uniform on \([0, 1]\), so

\[ P[C(x) \neq C'_{x,m}(x) \mid v, P_t, \{\overline{C}(y)\}_{y \in Y_t}] = |b_x - (1 - p)| \]

To get the marginal probability we need to integrate over the conditioned random variables. We first integrate over the coloring \( \overline{C} \). Note that we can write

\[ (1 - p) - b_x = (1 - p)(K_{x,0} + K_{x,1}) - ((1 - p)K_{x,1} + K_{x,0}) \tag{2.6} \]

We next write \( K_{x,1} \) and \( K_{x,0} \) as the sums of the probabilities that a simple random walk starting from \( x \) coalesces into a certain vertex \( y \in Y_t \). More precisely, for any \( y \in Y_t \), we denote

\[ J_{x,y} := \mathbb{P}[J[W + x, P_t](t) = y \mid v, P_t], \]

where \( W \) is an independent simple random walk. Then we have

\[ K_{x,0} = \sum_{y \in Y_t} J_{x,y} \mathbbm{1}_{\overline{C}(y)=0}, \quad K_{x,1} = \sum_{y \in Y_t} J_{x,y} \mathbbm{1}_{\overline{C}(y)=1}. \]

Thus by (2.6), we have

\[ (1 - p) - b_x = (1 - p)K_{x,1} - pK_{x,0} = \sum_{y \in Y_t} J_{x,y} (\mathbbm{1}_{\overline{C}(y)=1}(1 - p) - \mathbbm{1}_{\overline{C}(y)=0}p). \]

This implies that (when \( l > 0 \))

\[
\begin{align*}
\mathbb{E}[(b_x - (1 - p))^2 \mid v, P_t] &= \mathbb{E} \left[ \sum_{y \neq y' \in Y_t} J_{x,y} (\mathbbm{1}_{\overline{C}(y)=1}(1 - p) - \mathbbm{1}_{\overline{C}(y)=0}p) J_{x,y'} (\mathbbm{1}_{\overline{C}(y')=1}(1 - p) - \mathbbm{1}_{\overline{C}(y')=0}p) \mid v, P_t \right] \\
&= \sum_{y \in Y_t} J_{x,y}^2 ((1 - p)^2 \mathbb{P}[\overline{C}(y)] = 1 \mid v, P_t] + p^2 \mathbb{P}[\overline{C}(y) = 0 \mid v, P_t]) \\
&= p(1 - p) \sum_{y \in Y_t} J_{x,y}^2 \leq \frac{1}{4} \sum_{y \in Y_t} J_{x,y}^2,
\end{align*}
\]

where we used that conditioned on \( v, P_t \), the colorings \( \overline{C}(y) \) and \( \overline{C}(y') \) are independent for any \( y \neq y' \in Y_t \), by Lemma 2.7. Thus we have that

\[ \mathbb{P}[l > 0, C(x) \neq C'_{x,m}(x)]^2 = \mathbb{E}[\mathbbm{1}_{l>0} | b_x - (1 - p)|]^2 \leq \mathbb{E}[\mathbbm{1}_{l>0} (b_x - (1 - p))^2] \leq \mathbb{E} \left[ \frac{1}{4} \sum_{y \in Y_t} J_{x,y}^2 \right]. \]

Next we bound \( \mathbb{E} \left[ \frac{1}{4} \sum_{y \in Y_t} J_{x,y}^2 \right] \). Conditional on \( v, P_t \) we have

\[ J_{x,y} \leq \sum_{x' \in G_t} \mathbbm{1}_{P_x(t')=y} \mathbb{P}[\exists t' \in [0, t], P_x(t') = W(t') + x \mid P_x], \tag{2.7} \]
where $W$ is a simple random walk; and then $\sum_{y \in X} J_{x,y}^2$ can be bounded by
\[
\sum_{x_1, x_2 \in S, x_1, x_2 \neq x} \mathbb{1}_{P_{x_1}(t) = P_{x_2}(t)} \mathbb{P}[\exists t' \in [0, t], P_{x_1}(t') = W(t') + x \ | \ P_{x_1}] \times \mathbb{P}[\exists t' \in [0, t], P_{x_2}(t') = W(t') + x \ | \ P_{x_2}].
\]
(2.8)

For any $x_1, x_2 \in S$, we have that $P_{x_1}, P_{x_2}$ are coalescing simple random walks starting from $x_1, x_2$. First we consider the case when $x_1 = x_2 \in S$. The summand in (2.8) is the probability that $P_{x_1}$ intersects with $W_2 + x$ and $W_3 + x$, for two independent simple random walks $W_2, W_3$. Here $P_{x_1}$ itself is distributed as $W_1 + x_1$, for another simple random walk $W_1$. Thus we have
\[
\mathbb{E}[\mathbb{P}[\exists t' \in [0, t], P_{x_1}(t') = W(t') + x \ | \ P_{x_1}^2]]
= \mathbb{E}[\mathbb{I}((W_1 + x_1, W_2 + x), (W_1 + x_1, W_3 + x))] + \mathbb{E}[\mathbb{I}((W_1 + x_1, W_3 + x), (W_1 + x_1, W_2 + x))]
= 2\mathbb{E}[\mathbb{I}((W_1 + x_1, W_2 + x), (W_1 + x_1, W_3 + x))],
\]
where the last equality is by symmetry between $W_2, W_3$. When $x_1 \neq x_2$, the summand in (2.8) is the probability that each of $W_3 + x$ and $W_4 + x$ intersects one of $P_{x_1}, P_{x_2}$, for two independent simple random walks $W_3, W_4$. For $P_{x_1}, P_{x_2}$, they are distributed as $W_1 + x_1$, and $J[W_2 + x_2, \{W_1 + x_1\}]$, for independent simple random walks $W_1, W_2$.

For the summand in (2.3), we consider three coalescences: between $P_{x_1}, P_{x_2}$, between $P_{x_1}, W_3 + x$, and between $P_{x_2}, W_4 + x$. By considering the 6 different orders in which these three coalescences happen, we have
\[
\mathbb{E} \left[ \mathbb{1}_{P_{x_1}(t) = P_{x_2}(t)} \mathbb{P}[\exists t' \in [0, t], P_{x_1}(t') = W(t') + x \ | \ P_{x_1}] \mathbb{P}[\exists t' \in [0, t], P_{x_2}(t') = W(t') + x \ | \ P_{x_2}] \right]
= \mathbb{E}[\mathbb{I}((W_1 + x_1, W_2 + x), (W_1 + x_1, W_3 + x))] + \mathbb{E}[\mathbb{I}((W_1 + x_1, W_3 + x), (W_1 + x_1, W_2 + x))]
+ \mathbb{E}[\mathbb{I}((W_1 + x_1, W_4 + x), (W_1 + x_1, W_3 + x))]
+ \mathbb{E}[\mathbb{I}((W_1 + x_1, W_3 + x), (W_1 + x_1, W_4 + x))]
+ \mathbb{E}[\mathbb{I}((W_1 + x_1, W_2 + x), (W_1 + x_1, W_4 + x))]
+ \mathbb{E}[\mathbb{I}((W_1 + x_1, W_2 + x), (W_1 + x_1, W_3 + x))].
\]
Using the above two equations with (2.8), we have
\[
\mathbb{P}[t > 0, C(x) \neq C_{x,m^*}^c(x)]^2
\leq \sum_{x_1 \in S, x_1 \neq x} \frac{1}{2} \mathbb{E}[\mathbb{I}((W_1 + x_1, W_2 + x), (W_1 + x_1, W_3 + x))]
+ \sum_{x_1, x_2 \in S, x_1 \neq x_2, x_1 \neq x_2} \frac{1}{2} \mathbb{E}[\mathbb{I}((W_1 + x_1, W_2 + x), (W_1 + x_1, W_3 + x), (W_1 + x_1, W_4 + x))]
+ \frac{1}{2} \mathbb{E}[\mathbb{I}((W_1 + x_1, W_3 + x), (W_1 + x_1, W_2 + x), (W_1 + x_1, W_4 + x))]
+ \frac{1}{2} \mathbb{E}[\mathbb{I}((W_1 + x_1, W_3 + x), (W_2 + x_2, W_4 + x), (W_1 + x_1, W_2 + x_2))],
\]
where we used symmetry between $x_1, x_2$, and symmetry between $W_3, W_4$. The three coalescing events are visualized in Figure 2. This establishes (2.3).

In order to apply this construction in the next section, we denote it as a measurable and translation invariant function $\mathcal{F}_t : \mathcal{P} \times \mathcal{Q}_t \to \mathcal{R}_t$. Here $\mathcal{P}$ is the domain of the inputs $S$ and $C$; $\mathcal{Q}_t$ denotes
the domain for the IID randomness; and \( R_t \) is the domain of the output \( \overline{S}, \{ P_x \}_{x \in \mathbb{Z}^d}, \overline{C} \). We can write them as
\[
\mathcal{P} = \mathcal{S} \times \mathcal{C}, \quad Q_t = (\mathcal{W}_t^{\mathbb{Z}^d} \times [0,1]^{\mathbb{Z}^d} \times [0,1])^{\mathbb{Z}^d}, \quad R_t = \mathcal{S} \times \mathcal{W}_t^{\mathbb{Z}^d} \times \mathcal{C}
\]
where \( \mathcal{S} \) is the collection of all subsets of \( \mathbb{Z}^d \), and \( \mathcal{C} := \{0,1\}^{\mathbb{Z}^d} \) is the space of coloring of \( \mathbb{Z}^d \). The map \( F_t : \mathcal{P} \times Q_t \to R_t \) is defined by our construction
\[
(S,C,\{(W_{x,m})_{m=1}^\infty,(u_{x,m})_{m=1}^\infty,v_x\})_{x \in \mathbb{Z}^d} \mapsto (S,\{P_x\}_{x \in \mathbb{Z}^d},\overline{C}).
\]
Note that only the coloring of \( C \) on \( S \) is used, while here we treat the input as a coloring of \( \mathbb{Z}^d \). Also, in our construction \( \overline{C} \) is defined only on \( \overline{S} \), and \( P_x \) is only constructed for \( x \in S \). To make this formalism well defined, for each \( x \notin S \), let \( P_x \equiv x \); and for each \( y \notin \overline{S} \), let \( \overline{C}(y) = 0 \). Strictly speaking, this function is actually defined \( Q_t \)-almost surely.

3 Sequential construction and convergence of measures

In this section we prove Theorem \[1.2\]. We couple \( M_{2^k-1} \rho_p \) for all \( k = 0,1, \ldots \), using the coupling of two times (i.e. the functions \( \{ F_{2^k-1} \}_{k=1}^\infty \) given in Section \[2\]).

The coupling is defined using the following IID process. For each vertex \( x \in \mathbb{Z}^d \) and \( k \in \mathbb{Z}_+ \), we let \( \{ W_{x,m} \}_{m=1}^\infty \) be a sequence of independent simple random walks, each of time \( 2^{k-1} \); let \( \{ u_{x,k,m} \}_{m=1}^\infty \) be a sequence of independent uniform \([0,1]\) random variables, and \( v_{x,k} \) be an additional independent uniform \([0,1]\) random variable. We also let \( C_0 : \mathbb{Z}^d \to \{0,1\} \) be a random coloring such that each \( C_0(x) = 1 \) with probability \( p \) independently, and let \( S_0 = \mathbb{Z}^d \). For each \( k \in \mathbb{Z}_+ \), we let
\[
(S_k,\{P_{x,k}\}_{x \in \mathbb{Z}^d},C_k) := F_{2^k-1} (S_{k-1},C_{k-1},\{(W_{x,k,m})_{m=1}^\infty,(u_{x,k,m})_{m=1}^\infty,v_{x,k}\})_{x \in \mathbb{Z}^d}.
\]
We then define \( \hat{P}_{x,k} \) as the concatenation of the collection of paths \( \{ P_{x,k} \}_{x \in S_0, \ldots, P_{x,k} \}_{x \in S_{k-1}} \), and we let \( D_k(x) := C_k(\hat{P}_{x,k}(2^k-1)) \). Also denote that \( D_0(x) := C_0(x) \).

With this construction and the properties given by Lemma \[2.7\], the paths \( \hat{P}_{x,k} \) are distributed as coalescing random walks from time 0 to \( 2^k - 1 \); and \( S_k \) is the set of walkers of the coalescing random walk at time \( 2^k - 1 \). The law of the coloring \( D_k(x) \) is given by a product measure with density \( p \) over the components of the coalescing paths \( \{ \hat{P}_{x,k} \}_{x \in \mathbb{Z}^d} \) and so has law \( M_{2^k-1} \rho_p \). What remains is to prove that \( D_k(x) \) converges almost surely as \( k \to \infty \) for each \( x \in \mathbb{Z}^d \) which we prove in the following proposition.

**Proposition 3.1.** For each \( x \in \mathbb{Z}^d \), almost surely we have
\[
|\{ k \in \mathbb{Z}_{\geq 0} : D_k(x) \neq D_{k+1}(x) \}| < \infty \quad (3.1)
\]

We first prove Theorem \[1.2\] assuming Proposition 3.1.

**Proof of Theorem \[1.2\].** By Proposition 3.1, almost surely, as \( k \to \infty \), \( D_k(x) \) converges for each \( x \). Letting the limit be \( D(x) \), then almost surely \( D_k \to D \) in \( \{0,1\}^{\mathbb{Z}^d} \) (in the product topology), and the measure of \( D \) must be \( \mu_p \), the weak limit of \( M_{2^k-1} \rho_p \) as \( k \to \infty \). Since for each \( k \in \mathbb{Z}_+ \), \( D_k \) is a measurable and translation invariant function of \( (C_0,\{(W_{x,k,m})_{m=1}^\infty,(u_{x,k,m})_{m=1}^\infty,v_{x,k}\})_{x \in \mathbb{Z}^d,k \in \mathbb{Z}_+} \), so is \( D \). This means that \( D \) is a factor of an IID process on \( \mathbb{Z}^d \); thus \( \{0,1\}^{\mathbb{Z}^d}, \mu_p \) with translation is isomorphic to a generalized Bernoulli shift by \[ Orn70b \] and \[ OW87 \].

Finally, for \( \{0,1\}^{\mathbb{Z}^d} \) with translations, the topological entropy is \( \log 2 \); thus by the variational principle for entropy, the measure theoretical entropy of \( \mu_p \) is upper bounded by \( \log 2 \). This implies that \( \{0,1\}^{\mathbb{Z}^d}, \mu_p \) is isomorphic to a Bernoulli shift (with finite state space) by \[ Orn70a \] and \[ OW87 \].
To prove Proposition 3.1, we need to control the probability that \( D_k(x) \neq D_{k+1}(x) \), for each \( k \in \mathbb{Z}_{\geq 0} \) and \( x \in \mathbb{Z}^d \). For this we need some basic properties of the set \( S_k \) (walkers of coalescing random walks at time \( 2^k - 1 \)) and \( \tilde{P}_{0,k}(2^k - 1) \) (the location of the walker starting from \( 0 \) at time \( 2^k - 1 \)). We note that, while the following lemmas are stated using our construction \( \tilde{P}_{0,k}(2^k - 1) \) and \( S_k \), they are simply results for coalescing simple random walks.

**Lemma 3.2.** [BG80, Theorem 1] There exists constant \( \lambda \in \mathbb{R}_+ \), such that \( \mathbb{P}[0 \in S_k] < 2^{-k}\lambda \).

The next lemma is about negative correlation of locations occupied by walkers, and we postpone its proof to Appendix A.

**Lemma 3.3.** For any mutually different \( a_1, a_2, a_3 \in \mathbb{Z}^d \), we have that
\[
\mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), a_2 \in S_k] \leq \mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1)]\mathbb{P}[0 \in S_k],
\]
and
\[
\mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), a_2, a_3 \in S_k] \leq 2\mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1)]\mathbb{P}[0 \in S_k]^2.
\]

Now we finish the proof of Proposition 3.1. The general idea is to apply Proposition 2.9 to each \( \mathbb{P}[D_k(x) \neq D_{k+1}(x)] \), then use the above lemmas and Proposition 3.3 to show that the bound decays exponentially in \( k \).

**Proof of Proposition 3.1** Without loss of generality we assume that \( x = 0 \). For each \( k \in \mathbb{Z}_{\geq 0} \), denote \( \nu_k := \tilde{P}_{0,k}(2^k - 1) \), and we consider \( \mathbb{P}[D_k(0) \neq D_{k+1}(0)] \). By Proposition 2.9, \( \mathbb{P}[D_k(0) \neq D_{k+1}(0)|S_k, \nu_k] \) is bounded by
\[
2^{1-k} + \left( \sum_{x_1 \in S_k, x_1 \neq \nu_k} \frac{1}{2} \mathbb{E}[\mathcal{I}(W_1 + x_1, W_2 + \nu_k, W_1 + x_1, W_3 + \nu_k)] \right)
+ \sum_{x_1, x_2 \in S_k, \nu_k \neq x_1, \nu_k \neq x_2, x_1 \neq x_2} \frac{1}{2} \mathbb{E}[\mathcal{I}(W_1 + x_1, W_2 + x_2, W_1 + x_1, W_3 + \nu_k, W_1 + x_1, W_4 + \nu_k)]
+ \frac{1}{2} \mathbb{E}[\mathcal{I}(W_1 + x_1, W_3 + \nu_k, W_1 + x_1, W_2 + x_2, W_1 + x_1, W_4 + \nu_k)]
+ \frac{1}{2} \mathbb{E}[\mathcal{I}(W_1 + x_1, W_3 + \nu_k, W_2 + x_2, W_4 + \nu_k, W_1 + x_1, W_2 + x_2)] \right)^{1/2},
\]
where \( W_1, W_2, W_3, W_4 \) are independent simple random walks of time \( 2^k \). By translation invariance and Cauchy-Schwarz inequality, we can bound the unconditional probability \( \mathbb{P}[D_k(0) \neq D_{k+1}(0)] \) by
\[
2^{1-k} + \left( \sum_{x_1, x' \in \mathbb{Z}^d, x_1 \neq 0} \frac{1}{2} \mathbb{P}[x_1 + x' \in S_k, \nu_k = x']\mathbb{E}[\mathcal{I}(W_1 + x_1, W_2, W_1 + x_1, W_3)] \right)
+ \sum_{x_1, x_2, x', x_2 \in \mathbb{Z}^d, x_1, x_2 \neq 0, x_1 \neq x_2} \mathbb{P}[x_1 + x', x_2 + x' \in S_k, \nu_k = x']
\times \left( \frac{1}{2} \mathbb{E}[\mathcal{I}(W_1 + x_1, W_2, W_1 + x_1, W_3, W_1 + x_1, W_4)]
+ \frac{1}{2} \mathbb{E}[\mathcal{I}(W_1 + x_1, W_3, W_1 + x_1, W_2 + x_2, W_1 + x_1, W_4)]
+ \frac{1}{2} \mathbb{E}[\mathcal{I}(W_1 + x_1, W_3, W_2 + x_2, W_4, W_1 + x_1, W_2 + x_2)] \right)^{1/2}.
\]
By Lemma 3.2 and 3.3 for any $x_1 \neq x_2 \in \mathbb{Z}^d$, with $x_1, x_2 \neq 0$, we have

$$P[x_1 + x' \in S_k, \nu_k = x'] \leq P[\nu_k = x']P[0 \in S_k] \leq 2^{-k} \lambda P[\nu_k = x'],$$

(3.5)

and

$$P[x_1 + x', x_2 + x' \in S_k, \nu_k = x'] \leq 2P[\nu_k = x']P[0 \in S_k]^2 \leq 2^{1-2k} \lambda^2 P[\nu_k = x'],$$

(3.6)

where $\lambda$ is the constant in Lemma 3.2. By plugging (3.5) and (3.6) into (3.4), summing over $x'$, and using Proposition 3.3 we can bound (3.4) by

$$2^{1-k} + \left( \frac{1}{2} \cdot 2^{-k} \lambda \cdot 2^{3/2} \kappa_d 2^{k/2} + \frac{1}{2} \cdot 2^{1-2k} \lambda^2 \cdot 3 \cdot \frac{2^{3/2}}{3} \kappa_d 2^{3k/2} \right)^{1/2},$$

where $\kappa_d$ is a constant depending only on dimension $d$, and is defined in Definition 3.1. Thus we have that

$$\sum_{k=0}^{\infty} P[D_k(0) \neq D_{k+1}(0)] \leq \sum_{k=0}^{\infty} 2^{-k} \left( 2 + \left( \frac{1}{2} \cdot \lambda \cdot 2^{3/2} \kappa_d + \frac{1}{2} \cdot 2 \lambda^2 \cdot 3 \cdot \frac{2^{3/2}}{3} \kappa_d \right)^{1/2} \right) < \infty,$$

and (3.1) holds almost surely. \(\square\)
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A Remaining walkers in coalescing simple random walks

This appendix is devoted to prove Lemma 3.3. The notations used below are from Section 3.

Proof of Lemma 3.3. Let \( \{x_i\}_{i=1}^{\infty} \) be an iteration of the set \( \mathbb{Z}^d \setminus \{0\} \). We take \( \{W_i\}_{i=1}^{\infty}, \{W'_i\}_{i=1}^{\infty} \), where each \( W_i, W'_i \) are independent simple random walks of time \( 2^k - 1 \).

We prove (3.3) first. It suffices to show that \( \mathbb{P}[a_2 \in S_k | \tilde{P}_{0,k}] \leq \mathbb{P}[a_2 \in S_k] \), for any path \( \tilde{P}_{0,k} \) with \( \tilde{P}_{0,k}(2^k - 1) = a_1 \). Conditioned on \( \tilde{P}_{0,k} \), from its construction the law of \( \{\tilde{P}_{x_i,k}\}_{i=1}^{\infty} \) is the same as that of \( J[\{W_j + x_j\}_{j=1}^{\infty}, \{\tilde{P}_{0,k}\}] \). Also, conditioned on \( \tilde{P}_{0,k} \), we could couple \( \{W_i\}_{i=1}^{\infty}, \{W'_i\}_{i=1}^{\infty} \), such that for any \( 0 \leq t \leq 2^k - 1 \),

\[
\{J[\{W_j + x_j\}_{j=1}^{\infty}, \{\tilde{P}_{0,k}\}](i, t)\}_{i=1}^{\infty} \subset \{J[\{W'_j + x_j\}_{j=1}^{\infty}](i, t)\}_{i=1}^{\infty} \cup \{\tilde{P}_{0,k}(t)\}.
\]

Thus

\[
\mathbb{P}[a_2 \in S_k | \tilde{P}_{0,k}] = \mathbb{P}[a_2 \in \{J[\{W_j + x_j\}_{j=1}^{\infty}, \{\tilde{P}_{0,k}\}](i, 2^k - 1)\}_{i=1}^{\infty} | \tilde{P}_{0,k}]
\]

\[
\leq \mathbb{P}[a_2 \in \{J[\{W'_j + x_j\}_{j=1}^{\infty}](i, 2^k - 1)\}_{i=1}^{\infty}]
\]

\[
= \mathbb{P}[a_2 \in \{\tilde{P}_{x_i,k}(2^k - 1)\}_{i=1}^{\infty}]
\]

\[
\leq \mathbb{P}[a_2 \in S_k]
\]

where we used that \( J[\{W'_j + x_j\}_{j=1}^{\infty}] \) has the same law as \( \{\tilde{P}_{x_i,k}\}_{i=1}^{\infty} \).

Then we prove (3.3), using a similar method. For \( i = 2, 3 \), denote \( i_0 \) to be the smallest positive integer such that \( \tilde{P}_{x_i,k}(2^k - 1) = a_{i_0} \), and \( i_0 = \infty \) if no such number exists. It suffices to prove that, for any \( j_2 \in \mathbb{Z}_+ \),

\[
\mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), i_2 = j_2 < i_3 < \infty] \leq \mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), i_2 = j_2 < i_3] \mathbb{P}[i_3 < \infty]. \quad (A.1)
\]

Then by summing over \( j_2 \in \mathbb{Z}_+ \), and using symmetry between \( a_2, a_3, a_4 \), we get that

\[
\mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), a_2, a_3 \in S_k]
\]

\[
= \mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), i_2, i_3 < \infty]
\]

\[
\leq 2 \mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), i_2 < \infty] \mathbb{P}[i_3 < \infty]
\]

\[
\leq 2 \mathbb{P}[a_1 = \tilde{P}_{0,k}(2^k - 1), a_2, a_3 \in S_k] \mathbb{P}[a_3 \in S_k]
\]

Then we get (3.3) by applying (3.2) to the right hand side.

It remains to prove (A.1). We note that the event \( a_1 = \tilde{P}_{0,k}(2^k - 1), i_2 = j_2 < i_3 \) is determined by \( \tilde{P}_{0,k}, \{\tilde{P}_{x_i,k}\}_{i=1}^{j_2} \), so (A.1) is implied by

\[
\mathbb{P}[i_3 < \infty | \tilde{P}_{0,k}, \{\tilde{P}_{x_i,k}\}_{i=1}^{j_2}] \leq \mathbb{P}[i_3 < \infty], \quad (A.2)
\]

for any \( \tilde{P}_{0,k}, \{\tilde{P}_{x_i,k}\}_{i=1}^{j_2} \) such that \( a_3 \not\in \{\tilde{P}_{x_i,k}(2^k - 1)\}_{i=1}^{j_2} \) and \( \tilde{P}_{0,k}(2^k - 1) = a_1 \).

Conditioned on such \( \tilde{P}_{0,k}, \{\tilde{P}_{x_i,k}\}_{i=1}^{j_2}, \) from its construction, the law of \( \{\tilde{P}_{x_{i+j_2},k}\}_{i=1}^{\infty} \) is the same as that of \( J[\{W_j + x_{j+j_2}\}_{j=1}^{\infty}, \{\tilde{P}_{0,k}\} \cup \{\tilde{P}_{x_j,k}\}_{j=1}^{j_2}] \). We could couple \( \{W_i\}_{i=1}^{\infty}, \{W'_i\}_{i=1}^{\infty} \) such that for
any \(0 \leq t \leq 2^k - 1\),
\[
\{J\{W_j + x_{j+j_2}\}_{j=1}^{\infty}, \{\tilde{P}_{0,k}\} \cup \{\tilde{P}_{x_j, k}\}_{j=1}^{j_2}(i, t)\}_{i=1}^{\infty}
\subset \{J\{W_{j'} + x_{j+j_2}\}_{j=1}^{\infty}(i, t)\}_{i=1}^{\infty} \cup \{\tilde{P}_{0,k}(t)\} \cup \{\tilde{P}_{x_j,k}\}_{i=1}^{i_2}.
\]
thus as \(a_3 \notin \{\tilde{P}_{0,k}(2^k - 1)\} \cup \{\tilde{P}_{x_j,k}(2^k - 1)\}_{i=1}^{i_2}\), we have
\[
\mathbb{P}[a_3 < \infty | \tilde{P}_{0,k}, \{\tilde{P}_{x_j,k}\}_{i=1}^{i_2}]
= \mathbb{P}[a_3 \in \{J\{W_j + x_{j+j_2}\}_{j=1}^{\infty}, \{\tilde{P}_{0,k}\} \cup \{\tilde{P}_{x_j,k}\}_{j=1}^{j_2}(i, 2^k - 1)\}_{i=1}^{\infty} | \tilde{P}_{0,k}, \{\tilde{P}_{x_j,k}\}_{i=1}^{i_2}]
\leq \mathbb{P}[a_3 \in \{J\{W_j + x_{j+j_2}\}_{j=1}^{\infty}(i, 2^k - 1)\}_{i=1}^{\infty}].
\]
Now as \(J\{W_j + x_{j+j_2}\}_{j=1}^{\infty}\) has the same law as \(\{\tilde{P}_{x_j,k}\}_{i=1}^{i_2}\), the last line of the above equation is bounded by \(\mathbb{P}[a_3 \in \{\tilde{P}_{x_j,k}(2^k - 1)\}_{i=1}^{i_2}] \leq \mathbb{P}[a_3 < \infty]\). Thus we get (A.2). \(\square\)

\section{Estimates on coalescence of simple random walks}

In this appendix we prove some bounds about simple random walks, which are used to bound the terms in the right hand side of (2.3). We start with some preliminaries.

**Definition B.1.** Take simple random walk \(W : \mathbb{R}_{\geq 0} \to \mathbb{Z}^d\). We denote the transition probability as \(T_x^t := \mathbb{P}[W(t) = x]\), for any \(x \in \mathbb{Z}^d\), \(t \in \mathbb{R}_+\).

As a classical result, we can take a constant \(\kappa_d(>1)\), depending only on the dimension \(d\), such that for any \(t \in \mathbb{R}_+\), and \(x \in \mathbb{Z}^d\), we have \(T_x^t < \kappa_d t^{-d/2}\).

**Definition B.2.** Let \(\mathcal{B} := \{x \in \mathbb{Z}^d : \|x\|_1 = 1\}\). For any \(t \in \mathbb{R}_+\) and \(P \in \mathcal{W}_t\), let \(P^\vee\) be its right continuous limit, i.e. \(P^\vee(t') = \lim_{\Delta t \downarrow 0} P(t' + \Delta t)\) for any \(t' \in [0, t]\), and \(P^\vee(t) = P(t)\).

The following proposition is about estimates on meeting probabilities of two or three independent random walks, and is used in the proof of Proposition 3.1.

**Proposition B.3.** For any \(t \in \mathbb{R}_+\), and independent simple random walks \(W_1, W_2, W_3, W_4\) of time \(t\), we have
\[
\sum_{x \in \mathbb{Z}^d} \mathbb{E}[I((W_1 + x, W_2), (W_1 + x, W_3))] \leq 2^{3/2}\kappa_d t^{1/2},
\]
\[
\sum_{x_1, x_2 \in \mathbb{Z}^d} \mathbb{E}[I((W_1 + x_1, W_2 + x_2), (W_1 + x_1, W_3), (W_1 + x_1, W_4))] \leq 2^{3/2}\kappa_d t^{3/2},
\]
\[
\sum_{x_1, x_2 \in \mathbb{Z}^d} \mathbb{E}[I((W_1 + x_1, W_3), (W_1 + x_1, W_2 + x_2), (W_1 + x_1, W_4))] \leq 2^{3/2}\kappa_d t^{3/2},
\]
\[
\sum_{x_1, x_2 \in \mathbb{Z}^d} \mathbb{E}[I((W_1 + x_1, W_3), (W_2 + x_2, W_4), (W_1 + x_1, W_2 + x_2))] \leq 2^{3/2}\kappa_d t^{3/2}.
\]

**Proof of (B.1).** For any \(x \in \mathbb{Z}^d\), let \(T_{1,x} := \inf\{t' : W_1(t') + x = W_2(t')\} \cup \{\infty\}\), and \(T_{2,x} := \inf\{t' : W_1(t') + x = W_3(t')\} \cup \{\infty\}\). We need to bound
\[
\sum\int_{0 < t_1 < t_2 < t} \mathbb{P}[T_{1,x} \in dt_1, T_{2,x} \in dt_2].
\]
For \( t_1 < t_2 \), we have
\[
\sum_{x \in \mathbb{Z}^d} \mathbb{P}[T_{1,x} \in dt_1, T_{2,x} \in dt_2] = \sum_{x,y_1,y_3 \in \mathbb{Z}^d} \mathbb{P}[T_{2,x} \in dt_2 | W_1^y(t_1) = y_1, W_2^y(t_1) = y_1 + x, W_3(t_1) = y_3] \times \mathbb{P}[T_{1,x} \in dt_1, W_1^y(T_{1,x}) = y_1, W_2(T_{1,x}) = y_1 + x, W_3(T_{1,x}) = y_3].
\] (B.5)

By the definition of \( T_{1,x} \), we have
\[
\mathbb{P}[T_{1,x} \in dt_1, W_1^y(T_{1,x}) = y_1, W_2^y(T_{1,x}) = y_1 + x, W_3(T_{1,x}) = y_3]/dt_1 \leq \lim_{\Delta t \to 0} (\Delta t)^{-1} \sum_{b \in \mathcal{B}} \{ \mathbb{P}[W_1(t_1) = y_1 + b, W_2(t_1) = y_1 + x, W_1(t_1 + \Delta t) = y_1, W_2(t_1 + \Delta t) = y_1 + x] + \mathbb{P}[W_1(t_1) = y_1, W_2(t_1) = y_1 + x + b, W_1(t_1 + \Delta t) = y_1, W_2(t_1 + \Delta t) = y_1 + x] \} \mathbb{P}[W_3(t_1) = y_3] = (2d)^{-1} \sum_{b \in \mathcal{B}} (T_{t_1} y_{1+b} + T_{t_1} x_{1+y} - T_{t_1} y_{1+b} + T_{t_1} x_{1+y}) T_{y_3},
\] (B.6)

and
\[
\mathbb{P}[T_{2,x} \in dt_2 | W_1(t_1) = y_1, W_2(t_1) = y_1 + x, W_3(t_1) = y_3]/dt_2 = \mathbb{P}[T_{2,x} \in dt_2 | W_3(t_1) - W_1(t_1) = y_3 - y_1]/dt_2 \leq \lim_{\Delta t \to 0} (\Delta t)^{-1} \sum_{b \in \mathcal{B}} \mathbb{P}[W_3(t_2) - W_1(t_2) = x + b, W_3(t_1 + \Delta t) - W_1(t_1 + \Delta t) = x - (t_2 - t_1) b - y_3 + y_1] = 2(2d)^{-1} \sum_{b \in \mathcal{B}} T_{x+b-y_3+y_1}.
\] (B.7)

Plugging (B.6) and (B.7) into (B.5), we have
\[
\sum_{x \in \mathbb{Z}^d} \mathbb{P}[T_{1,x} \in dt_1, T_{2,x} \in dt_2]/dt_1 dt_2 \leq 2(2d)^{-2} \sum_{x,y_1,y_3 \in \mathbb{Z}^d, b_1,b_2 \in \mathcal{B}} (T_{t_1} y_{1+b_1} + T_{t_1} y_{1+b_1} - T_{t_1} x_{1+y} + T_{t_1} x_{1+y}) T_{y_3} x_{b_2-y_3+y_1}.
\] (B.8)

We have that, for each \( b_1, b_2 \in \mathcal{B} \),
\[
\sum_{x,y_1,y_3 \in \mathbb{Z}^d} (T_{t_1} y_{1+b_1} + T_{t_1} y_{1+b_1} - T_{t_1} x_{1+y} + T_{t_1} x_{1+y}) T_{y_3} x_{b_2-y_3+y_1} = \sum_{x,y_1 \in \mathbb{Z}^d} (T_{t_1} y_{1+b_1} + T_{t_1} y_{1+b_1} - T_{t_1} x_{1+y} + T_{t_1} x_{1+y}) T_{x_{b_2+y_1}} = \sum_{y_1 \in \mathbb{Z}^d} T_{t_1} y_{b_2-b_1} + T_{t_1} y_{b_2-b_1} = T_{b_2-b_1} + T_{b_2}^{2t_2}
\]

thus (B.8) is bounded by
\[
2(2d)^{-2} \sum_{b_1,b_2 \in \mathcal{B}} T_{b_2-b_1} + T_{b_2}^{2t_2} \leq 4(k_d(2t_2)^{-d/2} \land 1) \leq 4k_d(2t_2)^{-3/2}
\]
where \( \kappa_d \) was defined in Definition B.1. With this, we have
\[
\sum_{x \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t} \mathbb{P}[T_{1,x} \in dt_1, T_{2,x} \in dt_2] \leq 4\kappa_d \int_{0 < t_1 < t_2 < t} (2t_2)^{-3/2} dt_1 dt_2
\]
\[
= 2^{1/2} \kappa_d \int_{0 < t_2 < t} t_2^{-1/2} dt_2 = 2^{3/2} \kappa_d t^{1/2},
\]
and our conclusion follows.

\( \square \)

**Proof of (B.2).** We let
\[
T_{1,1,2} := \inf \{ t' : W_1(t') + x_1 = W_2(t') + x_2 \} \cup \{ \infty \}
\]
\[
T_{2,2,2} := \inf \{ t' : W_1(t') + x_1 = W_3(t') \} \cup \{ \infty \}
\]
\[
T_{3,1,2} := \inf \{ t' : W_1(t') + x_1 = W_4(t') \} \cup \{ \infty \}
\]
for any \( x, x_2 \in \mathbb{Z}^d \). We need to bound
\[
\sum_{x_1, x_2 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \mathbb{P}[T_{1,1,2} \in dt_1, T_{2,2,2} \in dt_2, T_{3,1,2} \in dt_3]
\]
\[
= \sum_{x_1, x_2, y, y_1, y_2, y_3, z_1, z_2, z_3 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \mathbb{P}[T_{3,1,2} \in dt_3 | W_1'(t_2) = z_1, W_4(t_2) = z_4]
\times \mathbb{P}[T_{2,2,2} \in dt_2, W_1'(T_{2,1,2}) = z_1, W_3(T_{2,1,2}) = z_1 + x_1, W_4(t_2) = z_4
\]
\[
| W_1'(t_1) = y_1, W_3(t_1) = y_3, W_4(t_1) = y_4]
\times \mathbb{P}[T_{1,1,2} \in dt_1, W_1'(T_{1,1,2}) = y_1, W_2'(T_{1,1,2}) = y_1 + x_1 - x_2, W_3(t_1) = y_3, W_4(t_1) = y_4]
\]
(B.9)

By the definition of \( T_{1,1,2}, T_{2,2,2}, T_{3,1,2} \), we can bound (B.9) by
\[
\sum_{x, y, y_1, y_2, y_3, z_1, z_2, z_3 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \sum_{b_1, b_2, b_3 \in B} 2(2d)^{-1} \mathcal{T}_{x_1 + z_1 - z_4 + b_3}^{2(t_3 - t_2)}
\times (2d)^{-1} \left( \mathcal{T}_{t_1-t_2}^{t_2-t_1} \mathcal{T}_{z_1+y_1}^{t_2-t_1} + \mathcal{T}_{t_1-t_2}^{t_2-t_1} \mathcal{T}_{z_1+y_1}^{t_2-t_1} \right) \mathcal{T}_{z_2-y_2}^{t_1-t_2}
\times (2d)^{-1} \left( \mathcal{T}_{y_1}^{t_1} \mathcal{T}_{y_1+x_1-x_2+b_1}^{t_1} + \mathcal{T}_{y_1}^{t_1} \mathcal{T}_{y_1+x_1-x_2+b_1}^{t_1} \right) \mathcal{T}_{y_3}^{t_1} \mathcal{T}_{y_3}^{t_1} dt_1 dt_2 dt_3.
\]

(B.10)

By summing over \( y_1, z_4, y_3, x, y_1, x, z_1 \) sequentially, (B.10) becomes
\[
\sum_{b_1, b_2, b_3 \in B} 2(2d)^{-3} \sum_{b_1, b_2, b_3 \in B} 2 \mathcal{T}_{b_2-b_3}^{t_3} + 2 \mathcal{T}_{b_3}^{t_3} dt_1 dt_2 dt_3
\]
\[
\leq \int_{0 < t_1 < t_2 < t_3 < t} 8(2d)^{-3} \mathcal{T}_{b_2-b_3}^{t_3} + 2 \mathcal{T}_{b_3}^{t_3} dt_1 dt_2 dt_3
\]
\[
\leq \int_{0 < t_1 < t_2 < t_3 < t} 8 \kappa_d(2t_3)^{-3/2} dt_1 dt_2 dt_3
\]
\[
= \int_{0 < t_3 < t} 2^{1/2} \kappa_d t_3^{1/2} dt_3 = \frac{2}{3} \cdot 2^{1/2} \kappa_d t^{3/2}
\]
and (B.2) follows. \( \square \)
Proof of (B.3). For \( x_1, x_2 \in \mathbb{Z}^d \) we let
\[
T_{1,x_1,x_2} := \inf\{ t' : W_1(t') + x_1 = W_3(t') \} \cup \{ \infty \}
\]
\[
T_{2,x_1,x_2} := \inf\{ t' : W_1(t') + x_1 = W_2(t') + x_2 \} \cup \{ \infty \}
\]
\[
T_{3,x_1,x_2} := \inf\{ t' : W_1(t') + x_1 = W_4(t') \} \cup \{ \infty \}.
\]
As in the proof of (B.2), we just need to bound
\[
\sum_{x_1, x_2 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \mathbb{P}[T_{1,x_1,x_2} \in dt_1, T_{2,x_1,x_2} \in dt_2, T_{3,x_1,x_2} \in dt_3]
\]
\[
= \sum_{x_1, x_2, y_1, y_2, z_1, z_2, z_4 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \mathbb{P}[T_{3,x_1,x_2} \in dt_3 | W_1^y(t_2) = z_1, W_2(t_2) = z_4]
\times \mathbb{P}[T_{2,x_1,x_2} \in dt_2, W_1^y(T_{2,x_1,x_2}) = z_1, W_2^y(T_{2,x_1,x_2}) = z_1 + x_1 - x_2, W_4(t_2) = z_4]
\times \mathbb{P}[T_{1,x_1,x_2} \in dt_1, W_1^y(T_{1,x_1,x_2}) = y_1, W_3^y(T_{1,x_1,x_2}) = y_1 + x_1, W_2(t_1) = y_2, W_4(t_1) = y_4]
\leq \sum_{x_1, x_2, y_1, y_2, z_1, z_2, z_4 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \sum_{b_1, b_2, b_3 \in B} 2(2d)^{-1} T_{x_1+z_1-z_4+b_3}^{t_3-t_2}
\times (2d)^{-1} \left( T_{t_2-t_1}^{t_1-t_1} T_{x_1-x_2+y_2+b_2}^{t_2-t_1} T_{z_1-y_1+b_2}^{t_2-t_1} T_{z_1+x_1-x_2-y_2}^{t_2-t_1} \right) T_{z_4-y_4}^{t_2-t_1}
\times (2d)^{-1} \left( T_{t_1-t_1}^{t_1-t_1} T_{y_1+x_1+b_1}^{t_1-t_1} T_{y_1+b_1}^{t_1-t_1} T_{y_1+x_1}^{t_1-t_1} \right) T_{y_4}^{t_1-t_1} dt_1 dt_2 dt_3.
\]
By summing over \( y_4, z_4, x_2, y_2, z_1, x_1, y_1 \) sequentially, (B.11) becomes
\[
\int_{0 < t_1 < t_2 < t_3 < t} 2(2d)^{-3} \sum_{b_1, b_2, b_3 \in B} T_{b_1-b_3}^{2t_3} + T_{b_2-b_3}^{2t_3} + T_{b_3}^{2t_3} + T_{b_1+b_2-b_3}^{2t_3} dt_1 dt_2 dt_3
\leq \int_{0 < t_1 < t_2 < t_3 < t} 8(\kappa_d(2t_3)^{-d/2} \land 1) dt_1 dt_2 dt_3 \leq \frac{2}{3} \cdot 2^{1/2} \kappa_d t_3^{3/2}
\]
and (B.3) follows.

Proof of (B.4). Again, for \( x_1, x_2 \in \mathbb{Z}^d \), let
\[
T_{1,x_1,x_2} := \inf\{ t' : W_1(t') + x_1 = W_3(t') \} \cup \{ \infty \}
\]
\[
T_{2,x_1,x_2} := \inf\{ t' : W_2(t') + x_2 = W_4(t') \} \cup \{ \infty \}
\]
\[
T_{3,x_1,x_2} := \inf\{ t' : W_1(t') + x_1 = W_3(t') \} \cup \{ \infty \}
\]
As in the proof of (B.2), we just need to bound

\[
\sum_{x_1, x_2 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \mathbb{P}[T_{1,x_1,x_2} \in dt_1, T_{2,x_1,x_2} \in dt_2, T_{3,x_1,x_2} \in dt_3]
\]

\[
= \sum_{x_1, x_2, y_1, y_2, y_4, z_1, z_2 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \mathbb{P}[T_{3,x_1,x_2} \in dt_3 | W_1(t_2) = z_1, W_2(t_2) = z_2] 
\times \mathbb{P}[T_{2,x_1,x_2} \in dt_2, W_1(t_2) = z_1, W_2(t_2) = z_2, W_4(t_2) = z_2 + x_2]
\times \mathbb{P}[T_{1,x_1,x_2} \in dt_1, W_1(T_{1,x_1,x_2}) = y_1, W_3(T_{1,x_1,x_2}) = y_1 + x_1, W_2(t_1) = y_2, W_4(t_1) = y_4]
\]

\[
\leq \sum_{x_1, x_2, y_1, y_2, y_4, z_1, z_2 \in \mathbb{Z}^d} \int_{0 < t_1 < t_2 < t_3 < t} \sum_{b_1, b_2, b_3 \in B} 2(2d)^{-1} \tau^{2(t_3 - t_2)}_{x_1 - x_2 - z_2 + z_1 + b_3}
\times (2d)^{-1} \left( \tau^{t_2 - t_1}_{z_2 - y_2} \tau^{t_2 - t_1}_{z_2 + x_2 - y_4 + b_2} + \tau^{t_2 - t_1}_{z_2 - y_2 + b_2} \tau^{t_2 - t_1}_{z_2 + x_2 - y_4} \right) \tau^{t_2 - t_1}_{z_1 - y_1}
\times (2d)^{-1} \left( \tau^{t_1}_{y_1} \tau^{t_1}_{y_1 + x_1 + b_1} + \tau^{t_1}_{y_1 + b_1} \tau^{t_1}_{y_1 + x_1} \right) \tau^{t_1}_{y_2} \tau^{t_1}_{y_4} dt_1 dt_2 dt_3.
\]

By summing over $z_1, y_2, y_4, x_1, x_2, z_2, y_1$ sequentially, (B.12) becomes

\[
\int_{0 < t_1 < t_2 < t_3 < t} 2(2d)^{-3} \sum_{b_1, b_2, b_3 \in B} \tau^{2t_3}_{b_3} + \tau^{2t_3}_{-b_1 + b_3} + \tau^{2t_3}_{b_2 + b_3} + \tau^{2t_3}_{-b_1 + b_2 + b_3} dt_1 dt_2 dt_3
\]

\[
\leq \int_{0 < t_1 < t_2 < t_3 < t} 8(\kappa_d(2t_3))^{-d/2} \wedge 1) dt_1 dt_2 dt_3 \leq \frac{2}{3} \cdot 2^{1/2} \kappa_d t_3^{3/2}
\]

and (B.4) follows.