Theoretical foundation of detrending methods for fluctuation analysis such as detrended fluctuation analysis and detrending moving average
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We present a general framework of detrending methods of fluctuation analysis of which detrended fluctuation analysis (DFA) is one prominent example. Another more recently introduced method is detrending moving average (DMA). Both methods are constructed differently but are similarly able to detect long-range correlations as well as anomalous diffusion even in the presence of nonstationarities. In this article we describe their similarities in a general framework of detrending methods. We establish this framework independently of the definition of DFA or DMA but by investigating the failure of standard statistical tools applied on nonstationary time series, let these be intrinsic nonstationarities such as for Brownian paths, or external ones due to additive trends. In particular, we investigate the sample averaged mean squared displacement of the summed time series. By modifying this estimator we introduce a general form of the so-called fluctuation function and can formulate the framework of detrending methods. A detrending method provides an estimator of the fluctuation function which obeys the following principles: The first relates the scaling behaviour of the fluctuation function to the stochastic properties of the time series. The second principles claims unbiasedness of the estimator. This is the centerpiece of the detrending procedure and ensures that the detrending method can be applied to nonstationary time series, e.g. FBM or additive trends. Both principles are formulated and investigated in detail for DFA and DMA by using the relationship between the fluctuation function and the autocovariance function of the underlying stochastic process of the time series.

I. INTRODUCTION

Long-range temporal correlations are omnipresent in a tremendous amount of data sets and pose an ongoing challenge in time series analysis since its first empirical detection by H. E. Hurst analyzing river flows [1]. For an excellent overview about the research history see [2]. Long-range correlations reflect some memory in a time series recorded from a complex system and express themselves usually by a power-law decay of the autocorrelation function. Especially in nonstationary time series the existence of long-range correlations have a non-negligible impact on the analysis, modelling and prediction of these series, see [3,4]. Several traditional methods for the detection of the correlation structure fail in the presence of nonstationarities such as additive polynomial trends. These methods include the sample estimation of the autocorrelation function, the R/S analysis [1] and the fluctuation analysis [6]. Hence advanced methods are required in order to detect reliably long-range correlations in nonstationary time series.

A very popular and frequently used method for the quantiative characterization of long range correlations is detrended fluctuation analysis (DFA) introduced by Peng et al. analysing DNA sequences [7]. For a good introduction see [8]. DFA has been applied to many diverse fields such as heart rate variability [8–11], air temperature [12–17], hydrology [1,18,19], cloud breaking [20], sea surface temperature [21], stock prices [22–24] and oil markets [23,26]. The continuing success of DFA can be explained by its easy construction as well as its well-performing results [27,34]. In addition, DFA has been developed further to also analyse multifractality [32,40] and cross-correlations [41,43]. Another more recently developed method is called detrending moving average (DMA), see [44,45] and for a good overview see [46]. This method is also well-performing [31,32,47,50] with strong applications in analyzing financial data [51,53] and fractal structures [56,58]. In [59] a fast algorithm has been proposed which drastically decreases the computation time of DMA. Although DFA and DMA are constructed differently their basic principles are working similarly in the time domain. We refer to these two methods as detrending methods for fluctuation analysis in this article. Yet another powerful method is based on a wavelet-transform of a given time series and was introduced by [60,61], and we will later also discuss its relationship to DFA and DMA. This relationship has already been investigated by [62] for stationary processes.

We focus here on detrending methods for fluctuation analysis which are modified random walk analysis where the time series is interpreted as increment process of a random walk like path. These methods provide an estimator of the so-called fluctuation function whose scaling behaviour is directly related to the correlation type of the time series. The implementation of detrending methods consists of several straightforward steps transforming resulting in an estimator of the fluctuation function. Hereby one crucial part of the procedure is the trend elimination of the path in segments of the time axis, called “detrending”. Since the detrending in DFA and DMA is ad hoc, it is by far not obvious how the fluctuation function is connected to the correlation structure.
The current analytical understanding of DFA and DMA is at a different states. To our best knowledge analytical studies of DMA exist for the derivation of the scaling behaviour for fractional Gaussian noise \cite{63,64} and on the ability of removing additive trends \cite{64}. In contrast there exist relatively more analytical studies of DFA which can be classified into four categories: 1) Calculation of the scaling behaviour of the fluctuation function for specific process, namely autoregressive model of first order \cite{65}, fractional Gaussian noise \cite{27,57,60,68} and FBM \cite{50,64,70}; 2) Derivation of the relationship between the fluctuation function and known statistical quantities, namely the autocorrelation function \cite{69}, power spectrum \cite{12,65,74} and variogram \cite{73}; 3) Describing statistical properties of the fluctuation function \cite{67,68}; 4) Illuminating the functionality of detrending \cite{76}. Nevertheless there are still many open questions about these methods, see for example \cite{22,73}, not just about minor technical details but questions about fundamental principles and properties of detrending methods. We know that detrending methods work for a large class of nonstationary processes but we are ignorant of why they work. This is actually rather surprising since the operation of detrending is the centrepiece of detrending methods. Since detrending is usually done on segments of the time series, it leads to mutually inconsistent local trends, and never reproduces a given global, e.g., linear trend on data.

In this article, we present an intuitive and natural motivation of detrending methods and also demonstrate in detail how they work for different types of nonstationarities. In order to accomplish this goal it is essential to derive the general relationship between the fluctuation function and the autocovariance function. Hence this article is constructed as follows. In Sec. 2 we recapitulate problems of the sample autocovariance function in the presence of long-range correlations and nonstationarities. We argue that the mean squared displacement of the process itself can be stationary or nonstationary. For the sake of simplicity we use in the following the notation \( \{ \epsilon(t) \}_{t=1}^{N} \) for either a stochastic process or a single realisation and mention accordingly which of them we mean. Therefore we also use \( \{ x(t) \}_{t=1}^{N} \) for the combination of a deterministic function \( m(t) \) and either a stochastic process or a single realisation. Usually, \( m(t) \) is a polynomial in \( t \) but it can also be any other non-stochastic function such as being periodic.

Let us first assume that the stochastic process is stationary. The autocorrelation function

\[
C(\tau) = \frac{\text{Cov}(\tau)}{\text{Cov}(0)} = \frac{\langle \epsilon(t)\epsilon(t+\tau) \rangle}{\langle \epsilon^2(t) \rangle} \tag{2}
\]

is a relevant characteristic. If the stochastic process is nonstationary then the autocovariance function depends on both time points \( \text{Cov}(i,j) = \langle \epsilon(i)\epsilon(j) \rangle \).

There are two important classes of correlation types depending on the behaviour of the autocorrelation function for large time lags \( \tau \): short-range correlations and long-range correlations. A short-range correlated processes has a finite characteristic correlation time \( s_\epsilon = \int_0^\infty C(\tau)d\tau < \infty \) which is characterised by the convergence of the sum of the autocorrelation function over all time lags \( \sum_{\tau=0}^{\infty} C(\tau) \) is finite. Notably the uncorrelated white noise process with zero mean and unit variance is included in the class of short-range correlated processes. If on the other the sum diverges \( \sum_{\tau=0}^{\infty} C(\tau) = \infty \) then the process is long-range correlated. Hence there exists no characteristic correlation time. Such processes forget their initial conditions very slowly which is known as long memory. Long-range correlations are often described by a decreasing power law of the autocorrelation function

\[
C(\tau) \sim \tau^{-\gamma} \tag{3}
\]

with correlation parameter \( 0 < \gamma < 1 \). An important theoretical model is fractional Gaussian Noise (FGN), see \cite{78}. FGN is the stationary increment process of the self-similar fractional Brownian motion (FBM) with self-similarity parameter \( H \). This parameter is
often called Hurst parameter and can have the values $1/2 < H < 1$. We exclude here the anticorrelated regime $0 < H < 1/2$. Note that the self-similarity parameter and the Hurst parameter are actually different but for the here studied processes with Gaussian and stationary increments both are equivalent. The relationship between $H$ and the correlation parameter of Eq. (3) is $\gamma = 2 - 2H$. In the special case of $H = 1/2$ FBM is the standard Brownian motion (BM).

In order to decide whether or not a given time series is long-range correlated the autocorrelation function in Eq. (2) has to be estimated. This can be done straightforwardly with the sample estimator of the autocorrelation function. The numerator and denominator in Eq. (2) is estimated with the sample estimator of the autocovariance function

$$\hat{\text{Cov}}_{\text{sample}}(\tau) = \frac{1}{N-\tau} \sum_{i=1}^{N-\tau} x(i)x(i+\tau)$$

where products of the time series $x(i)x(i+\tau)$ are averaged over all possible time points $i$ for a given time lag $\tau$. Usually one replaces $x(t)$ by $x(t) - \bar{x}(t)$ with the sample mean $\bar{x}(t)$. Unfortunately the estimator $\hat{\text{Cov}}_{\text{sample}}(\tau)$ has at least two important estimation problems:

(E1) The estimator $\hat{\text{Cov}}_{\text{sample}}(\tau)$ fluctuates strongly around zero for large $\tau$. This is even the case for only positive values of the true autocovariance function. This statistical uncertainty makes it very difficult to observe a power law $\tau^{-\gamma}$ in the log-log plot which is even worse for short time series.

(E2) The estimator $\hat{\text{Cov}}_{\text{sample}}(\tau)$ is only meaningful for stationary time series. It can be furthermore even misleading in the sense that this estimator applied to the superposition of a stationary short-range correlated stochastic processes and a linear trend can show a power law behaviour. This will eventually be misinterpreted as a stationary long-range correlated process, see [62, 80].

A direct estimation of the autocorrelation function is often not possible due to the estimation problems (E1) and (E2). Hence it is reasonable to gain indirectly access to the correlation behaviour using different approaches. We introduce in this article our framework of so-called detrending methods as possible solution of the estimation problems (E1) and (E2). DFA and DMA are examples of these detrending methods. Although it is known that these methods can overcome the problems (E1) and (E2) it lacks until today of both an intuitive understanding as well as a rigorous description. We present in the following basic ideas deduced from well-known mathematical functions and hope we can contribute to the fundamental understanding of the nature of detrending methods.

II.2. Mean squared displacement of the path

To tackle the first estimation problem (E1) we consider the mean squared displacement (MSD) of the path of the stochastic process $\{r(t)\}_{t=1}^{N}$. We define this path as the cumulative sum of the stochastic process

$$r(t) = \sum_{i=1}^{t} \epsilon(i)$$

so that the stochastic process $\{\epsilon(t)\}_{t=1}^{N}$ is the increment process of $\{r(t)\}_{t=1}^{N}$. If the stochastic process is WN then the path is the standard random walk. The correlation type of the stochastic process, assuming a finite second moment $\langle \epsilon^2(t) \rangle$ and stationarity, can be directly connected to the scaling behaviour in $s$ of the path MSD

$$R^2(s) = \langle (r(s) - r(0))^2 \rangle = \langle r^2(s) \rangle$$

which is the mean of the squared displacement with $r(0) = 0$. We call this equation the path representation of the path MSD because we will later also introduce a second representation with respect to the increments $\{\epsilon(t)\}_{t=1}^{N}$. Here $s$ is the time covered by the path. In numerical estimates, it should be less than the length of the time series $s \leq N$. The path MSD scales increasingly like

$$R^2(s) \sim s^{2\alpha}$$

with the so-called fluctuation parameter $\alpha$ which will be explained as follows. First we consider stationary stochastic processes. If the stochastic processes is white noise (WN) then the path is BM. Hence the path MSD scales linearly, $R^2(s) \sim s$. If the time series is FGN with $1/2 < H < 1$ then the path is FBM. Hence the path MSD scales super-diffusively $R^2(s) \sim s^{2H}$. Although we present here only WN and FGN, processes with an autoregressive part have the same asymptotic scaling behaviour. They can be modeled by an AR(1) process in the case of short-range correlations and an ARFIMA(1,d,0) process in the case of long-range correlations. But then only for large enough $s$ the scaling of $\alpha$ is described as above due to the existence of a larger scaling regime for small $s$. This crossover behaviour requires large data sets in order to observe the correct scaling. Summarizing, for stationary stochastic processes the knowledge of $\alpha$ in Eq. (7) allows us to distinguish between short-range and long-range correlations.

Interestingly, the path MSD contains also information when the stochastic process is nonstationary, whereas for the autocorrelation function stationarity has to be assumed. This means that the path MSD can show anomalous diffusive scaling. We depict this with BM and FBM. If the series is BM then the path is summed BM. Hence the path MSD scales cubically $R^2(s) \sim s^{3}$, see [62]. If the series is FBM with $1/2 < H < 1$ then the path is summed FBM. Hence the path MSD scales like $R^2(s) \sim s^{2H+2}$, see [27]. We exclude here the
anticorrelated case $0 < H < 1/2$. So the scaling of the path MSD $R^2(s)$ allows us to distinguish between a large class of stochastic processes, stationary and nonstationary, by the value of the fluctuation parameter

$$\alpha \in \begin{cases} 
{1/2} & \text{for WN}, \\
(1/2, 1) & \text{for FGN with } \alpha = H, \\
(3/2) & \text{for BM}, \\
(3/2, 2) & \text{for FBM with } \alpha = H + 1
\end{cases} \quad (8)$$

with $1/2 < H < 1$, see figure 1. To be precise, the type of nonstationarity which is exhibited by BM and FBM is called intrinsic, see [7]. This means that for a pure noise driven time series $x(t) = \epsilon(t)$ the nonstationarity comes from the nonstationary stochastic process $\{\epsilon(t)\}_{i=1}^N$. A second type of nonstationarity introduced in [7] is the external one. This means that for the composed time series $x(t) = \epsilon(t) + m(t)$ the nonstationarity comes from the deterministic function $\{m(t)\}_{i=1}^N$ when the stochastic process $\{\epsilon(t)\}_{i=1}^N$ is stationary. Let us consider the example of a time series composed of WN or FGN superimposed by a linear trend $m(t) \propto t$.

The path MSD here still scales as in Eq. (8) because the path is defined as the sum of the stationary process $r(t) = \sum_{i=1}^{t} \epsilon(i)$. But would the path be defined as sum of the time series instead of the stochastic process, namely as $\tilde{r}(t) = \sum_{i=1}^{t} x(i)$, then the path MSD would scale ballistically $R^2(s) \sim s^4$ so that $\alpha = 2$. In any application, one is interested in estimating properties of the stochastic process even in the presence of additive deterministic functions. Hence we define the path as sum of the stochastic process and not the full time series. An appropriate estimator of the path MSD should therefore also scale as in Eq. (8) and ignore the presence of deterministic additive signal components. The naïve estimators instead, calculating the MSD of $\tilde{r}(t) = \sum_{i=1}^{t} x(i)$, in such cases would show ballistic scaling and the information about the stochastic process would be lost.

**II.2.1. Increment representation of the path MSD**

In Eq. (9) the path MSD $R^2$ is defined as the squared displacement of the path. We also can express $R^2$ in relationship with the autocovariance function

$$R^2(s) = \sum_{i,j=1}^{s} \text{Cov}(i, j) \quad (9)$$

which is derived by taking the square of the right hand side of Eq. (5). We call this equation the increment representation of the path MSD whereas its definition in Eq. (5) is called path representation. The increment representation is useful to understand the above discussed scaling of $R^2(s)$. For nonstationary FBM we refer to [27] where the relationship $\alpha = H + 1$ has been straightforwardly calculated with the help of the right hand side of Eq. (9). For stationary processes it is possible to give a more intuitive understanding of the scaling behaviour of the path MSD and in particular why the path MSD or better an unbiased estimator of the path MSD is able to overcome the estimation problem (E1). First we order Eq. (9) according to the time lag $\tau$

$$R^2(s) = \sum_{i=1}^{s} \text{Cov}(0) + 2 \sum_{\tau=1}^{s-1} \sum_{i=1}^{s-\tau} \text{Cov}(\tau). \quad (10)$$

Since the autocovariance function $\langle \epsilon(i)\epsilon(i + \tau) \rangle$ doesn’t depend on the time point $i$ we can put the sum over $i$ to the right

$$R^2(s) = \text{Cov}(0) \left( s + 2 \sum_{\tau=1}^{s-1} C(\tau)(s - \tau) \right). \quad (11)$$

Inserting specific autocorrelation functions in this equation verifies the above explained scaling behaviour of $R^2(s)$ for stationary stochastic processes, see [8]. We leave the detailed derivation out here since we present later a more general equation and verify the scaling there. Finally with Eq. (11) we can understand why the path MSD overcomes the estimation problem (E1), see [8]: The sum $\sum_{\tau=1}^{s-1} C(\tau)(s - \tau)$ in Eq. (11) scales in the same way as the integral $\int_{0}^{s} C(\tau)(s - \tau) d\tau$ which represents the area under $C(\tau)(s - \tau)$. Whereas the autocorrelation function decays in $s$, the integral increases, specifically with a power law decay $C(s) \sim s^{-\gamma}$ the integral scales like $s^{2-\gamma}$. Hence, the MSD overcomes (E1) because for large $s$ the values of also large, $s^{2-\gamma}$, and fluctuate only weakly in the log-log plot.
II.2.2. Estimation of the path MSD

We are in principle able to overcome the estimation problem (E1), but we have to find an estimator \( \hat{R}^2(s) \) of the path MSD \( R^2(s) \) which can be applied to a given time series \( \{x(t)\}_{i=1}^{N} \). This estimator should also be able to overcome estimation problem (E2). But this will be a difficult task which leads to a modified version of \( \hat{R}^2(s) \) and the introduction of detrending methods.

The increment representation of Eq. 11 directly connects the path MSD and the autocovariance function, namely by \( \hat{R}^2(s) = \sum_{i,j=1}^{s} \text{Cov}(i,j) \). We use this connection to connect similarly an estimator of the path MSD \( \hat{R}^2(s) \) to an estimator of the autocovariance function \( \text{Cov}(i,j) \), namely by

\[
\hat{R}^2(s) = \sum_{i,j=1}^{s} \hat{\text{Cov}}(i,j) \tag{12}
\]

which is the increment representation of the estimator of the path MSD. Below we will try to find a suitable estimator \( \hat{R}^2(s) \) in detail because this investigation serves as background of the motivation and formulation of detrending methods.

Although the autocovariance function is a function of the stochastic process \( \{\epsilon(t)\}_{i=1}^{N} \), the estimator \( \hat{\text{Cov}}(i,j) \) is applied to the time series \( \{x(t)\}_{i=1}^{N} \) and not the single realisation of the stochastic process. Possible external influences \( \{m(t)\}_{i=1}^{N} \) are unknown a priori and might be part of the time series. Therefore we need to formulate an equivalent of the path for further investigation. The path is defined as the cumulative sum \( r(t) = \sum_{i=1}^{t} \epsilon(i) \) of the stochastic process. Similarly we define the path of the time series as cumulative sum of the time series

\[
y(t) = \sum_{i=1}^{t} x(i). \tag{13}
\]

We also call this the profile. So the time series is understood as increment process of the profile. In the case of a pure random time series the profile is the path \( y(t) = r(t) \). Similar to the path MSD \( R^2(s) = \langle r^2(s) \rangle \) we have now the profile MSD as \( \langle y^2(s) \rangle \) which are identical again only for pure random time series.

III. POINTWISE AVERAGING PROCEDURE

No matter if the time series is stationary or not, we simply use now the sample autocovariance function as estimator for the autocovariance function and study the consequences of our choice. The sample autocovariance function only depends on the time lag \( \tau \) so we can use Eq. 11 and find \( \hat{R}^2(s) \) by replacing \( \text{Cov}(\tau) \) with \( \hat{\text{Cov}}(\tau) \), it follows

\[
\hat{R}^2_{\text{sample}}(s) = \hat{\text{Cov}}_{\text{sample}}(0)s + \sum_{\tau=1}^{s-1} \hat{\text{Cov}}_{\text{sample}}(\tau)(s-\tau). \tag{14}
\]

The notation "sample" as index of \( \hat{R}^2_{\text{sample}}(s) \) indicates the averaging procedure used for the estimation of the autocovariance function. If we use now the definition of the sample autocovariance function \( \hat{\text{Cov}}_{\text{sample}}(\tau) = 1/(s-\tau) \sum_{i=1}^{s-\tau} x(i)x(i+\tau) \) then we find

\[
\hat{R}^2_{\text{sample}}(s) = \sum_{i,j=1}^{s} x(i)x(j). \tag{15}
\]

but this is exactly the squared profile

\[
\hat{R}^2_{\text{sample}}(s) = y^2(s). \tag{16}
\]

This result has two problems. First it does not estimate the path MSD but the profile MSD. Hence it will suffer from the unwanted influences of external nonstationarities. But this is expected since we simply used the sample autocovariance. Also the below introduced estimator will have problems with nonstationarity. The second and more obstructive problem of Eq. 16 is that the single value \( y^2(s) \) is not a reliable estimate. Therefore we present in the next section a better estimation technique which is also used by detrending methods.

IV. SEGMENTWISE AVERAGING PROCEDURE

IV.1. Segmentation of the time axis and estimator of the autocovariance function

In order to find a better estimator of the autocovariance function than in the previous subsection we have to replace the ensemble average in a suitable way. The meaning of the ensemble average of a random variable is that we ideally average over an infinite amount of samples. Therefore the autocovariance function can be understood as

\[
\text{Cov}(i,j) = \langle \epsilon(i)\epsilon(j) \rangle = \lim_{K \to \infty} \frac{1}{K} \sum_{\nu=1}^{K} \epsilon^{(\nu)}(i)\epsilon^{(\nu)}(j). \tag{17}
\]

Here \( \{\epsilon^{(\nu)}(i)\}_{\nu=1}^{\infty} \) represents the \( \nu \)-th realisation of the stochastic process \( \{\epsilon(i)\}_{i=1}^{\infty} \). In practice, the limit \( K \to \infty \) cannot be performed, since we usually only have a finite sample, or as in this article, only one single realisation with finite length of the time axis. Given only one realisation \( \{\epsilon^{(1)}(i)\}_{i=1}^{N} \) we replace the ensembles in Eq. 17 appropriately using a segmentation of the time axis which is done as follows.

We divide the time axis \([1,N]\) into \( K \in \mathbb{N} \) segments of length \( s \). The \( \nu \)-th segment consists of the time
points \([1 + d_s, s + d_s] \) with \(v \in \{1, K\}\). The quantity \(d_s\) shifts time points from the first to the \(v\)-th segment

\[
i \in [1, s] \Rightarrow i + d_s \in [1 + d_s, s + d_s]
\]

(18)

and we therefore call \(d_s\) shift factor which also depends on \(s\). For the first segment \(\nu = 1\) we claim \(d_1 = 0\). For the last segment \(\nu = K\) the inequality has to be hold \(s + d_K \leq N\). Note that such a segmentation of the time axis \([1, N]\) usually has some leftovers which are not in any of the segments \([1 + d_s, s + d_s]\). For the sake of simplicity we don’t treat them here. Time points can be shifted from the first segment to the \(\nu\)-th one in many possible ways depending on the exact form of the shift factor \(d_s\). We discuss now two important ones. First the segments can be shifted subsequently so that we have the segments

\[
[1, s], [2, s + 1], [3, s + 2], \ldots, [1 + d_K, s + d_K].
\]

(19)

Here the shift factor is \(d_\nu = \nu - 1\) and we have \(K = N - s + 1\) segments. Alternatively, the segments can be shifted with distance \(s\) such that we have the disjoint segments

\[
[1, s], [s + 1, 2s], [2s + 1, 3s], \ldots, [1 + d_K, s + d_K].
\]

(20)

Here the shift factor is \(d_\nu = (\nu - 1)s\) and we have \(K = \lfloor N/s \rfloor\) segments with the floor function \([\ldots]\). Both shifting procedures are later used in this article.

This segmentation of the time axis helps us to estimate the autocovariance function of Eq. (17) when only one realisation \(\{\epsilon^{(1)}(i)\}_{i=1}^{N}\) is given as it is often the case in time series analysis. We cut this realisation into segments and take these as ensemble

\[
\{\epsilon^{(1)}(i + d_s)\}_{i=1}^{s} \leftrightarrow \{\epsilon^{(s)}(i)\}_{i=1}^{s},
\]

(21)

see figure 2. For the sake of simplicity we skip the symbol the first realisation (1) in the following \(\epsilon^{(1)}(i) \rightarrow \epsilon(i)\) and hence go back to our previous notation. We can now define an estimator of the autocorrelation function by using the replacement of Eq. (21) for the autocovariance function of Eq. (17) for finite \(K\), namely

\[
\hat{\text{Cov}}_{\text{seg}}(i, j) = \frac{1}{K} \sum_{\nu=1}^{K} \epsilon(i + d_{\nu})\epsilon(j + d_{\nu}).
\]

(22)

The index "seg" stands for segment. This estimator is only unbiased for stationary stochastic processes \(\hat{\text{Cov}}_{\text{seg}}(i, j) = \text{Cov}(i, j)\) but not for nonstationary processes. But this is not surprising because the replacement of ensembles with the realisation in segments is only reasonable for stationarity. Nevertheless the here introduced segmentwise estimator of the autocovariance function will play an important role in detrending methods and we will therefore continue to investigate it.

Due to construction this estimator is applied to a pure random time series \(x(t) = \epsilon(t)\) which is of course unknown a priori. An actual practical estimator is applied on the full time series and we therefore can finally define the segmentwise averaging estimator of the autocovariance function as

\[
\hat{\text{Cov}}_{\text{seg}}(i, j) = \frac{1}{K} \sum_{\nu=1}^{K} x(i + d_{\nu})x(j + d_{\nu}).
\]

(23)

This estimator implies that the the \(\nu\)-th segment of the single given time series represents the \(\nu\)-th realisation of an assumed existing ensemble of time series. Using this result we will find next an estimator of the path MSD.

![Figure 2: Schematic representation of the of the replacement of the \(\nu\)-th realisation in the first segment \(\{\epsilon^{(1)}(i)\}_{i=1}^{s}\) by the first realisation in the \(\nu\)-th segment \(\{\epsilon^{(1)}(i)\}_{i=1+d_{\nu}}^{s}\) with \(\nu \in \{1, K\}\), see Eq. (21). It is shown here for \(K = 3\) realisations/segments with Brownian motion as stochastic process. The first realisation (solid line) represents the time series, the second (dashed line) and third realisation (dotted line) are assumed to exist theoretically in the first segment, see more details in the text of this section. Here the segments have a length of \(s = 40\) and are disjoint with shift factor \(d_{\nu} = (\nu - 1)s\).](image)

### IV.2. Estimator of the path MSD

Now we take the relationship between the path MSD and the autocovariance function \(R^2(s) = \sum_{i, j=1}^{s} \text{Cov}(i, j)\) of Eq. (9) and replace the autocovariance function with the segmentwise averaging estimator of Eq. (23). So we obtain the estimator of the path MSD as

\[
\hat{R}^2_{\text{seg}}(s) = \sum_{i, j=1}^{s} \hat{\text{Cov}}_{\text{seg}}(i, j)
\]

\[
= \frac{1}{K} \sum_{\nu=1}^{K} \sum_{i, j=1}^{s} x(i + d_{\nu})x(j + d_{\nu}).
\]

(24)

In the second step we put the sum over the segments to the left. The notation "seg" as index of \(\hat{R}^2_{\text{seg}}(s)\) indicates the segmentwise averaging procedure used for the
estimation of the autocovariance function. This equation is the increment representation of the estimator \( \hat{R}^2_{\text{seg}}(s) \). The path representation can be derived with respect to the profile of the time series. The double sum of the time series over \( i \) and \( j \) in Eq. (24) can be written as the squared sum of the time series

\[
\sum_{i,j=1}^{s} x(i + d_\nu)x(j + d_\nu) = \left( \sum_{i=1}^{s} x(i + d_\nu) \right)^2. \tag{25}
\]

Inside this square the sum of the time series is equivalent to the profile displacement

\[
\sum_{i=1}^{s} x(i + d_\nu) = \sum_{i=1}^{s+d_\nu} x(i) - \sum_{i=1}^{d_\nu} x(i) = y(s + d_\nu) - y(d_\nu), \tag{26}
\]

see figure [3]. So the sum of the time series over all points in the segment \( \nu \) of length \( s \) is the same as the displacement of the profile where the profile starts at \( t = d_\nu \) and walks a time interval of \( s \) until \( t = s + d_\nu \). Using this connection we can write the estimator \( \hat{R}^2_{\text{seg}}(s) \) in Eq. (24) as average of the squared displacements of the profile

\[
\hat{R}^2_{\text{seg}}(s) = \frac{1}{K} \sum_{\nu=1}^{K} (y(s + d_\nu) - y(d_\nu))^2 \tag{27}
\]

where we average over the number of segments. We call this equation the path representation of the estimator.

The estimator of the path MSD is a general form of two well-known quantities depending on the shift factor \( d_\nu \). For the subsequent shift factor \( d_\nu = \nu - 1 \) the estimator \( \hat{R}^2_{\text{seg}}(s) \) is the time averaged mean squared displacement (TAMSD) of the profile

\[
\hat{R}^2_{\text{seg}}(s) = \frac{1}{K} \sum_{\nu=0}^{K-1} (y(s + \nu) - y(\nu))^2 \tag{28}
\]

with \( K = N - s + 1 \) where we decremented the summation index \( \nu \) by 1. Note that \( y(0) = 0 \). A modification of this estimator will later lead to the method of detrending moving average. In the other case described above, the disjoint segmentation with shift factor \( d_\nu = (\nu - 1)s \) the estimator \( \hat{R}^2_{\text{seg}}(s) \) is the fluctuation function of the method of fluctuation analysis

\[
\hat{R}^2_{\text{seg}}(s) = \frac{1}{K} \sum_{\nu=0}^{K-1} (y((\nu + 1)s) - y(\nu s))^2 \tag{29}
\]

with \( K = \lfloor N/s \rfloor \), see [6]. Here we also decremented the summation index \( \nu \) by 1. A modification of this fluctuation function with the help of Eq. (24) will later lead to the method of detrended fluctuation analysis.

Summarized, the here introduced estimator \( \hat{R}^2_{\text{seg}}(s) \) allows later a simple modification which leads to the basic principle of detrending of detrending methods.

This modification is applied to \( \hat{R}^2_{\text{seg}}(s) \) in the increment representation of Eq. (24). A modification with the help of the path representation of Eq. (27) is not always possible, e.g., not to derive detrended fluctuation analysis DFA.

### IV.3. Bias of the estimator of the path MSD

The bias of the estimator \( \hat{R}^2_{\text{seg}}(s) \) is given by the difference between the mean of the estimator of the path MSD and the path MSD

\[
B(s) = \langle \hat{R}^2(s) \rangle - R^2(s). \tag{30}
\]

In order to derive the bias in the case of the segmentwise averaging procedure we need to calculate the mean of the estimator \( \hat{R}^2_{\text{seg}}(s) \) for which we use the increment representation

\[
\langle \hat{R}^2_{\text{seg}}(s) \rangle = \frac{1}{K} \sum_{\nu=1}^{K} \sum_{i,j=1}^{s} (x(i + \delta_\nu)x(j + \delta_\nu)). \tag{31}
\]

Below we will analyze \( \langle \hat{R}^2_{\text{seg}}(s) \rangle \) depending on the stationarity of the time series. We will see that the estimator is only unbiased for stationary processes but not for nonstationary ones.
### IV.4. Stationary time series

Here we analyze the bias of the estimator $\hat{R}^2_{\text{seg}}(s)$ for stationary time series. When the time series is stationary, then our model is a pure random time series $x(t) = \epsilon(t)$ because there can be no additive trends $m(t) = 0$.

Using the increment representation of Eq. (31) we find for the mean of the estimator

$$\langle \hat{R}^2_{\text{seg}}(s) \rangle = \sum_{i,j=1}^{s} \text{Cov}(i,j)$$

which is exactly the path MSD $R^2(s)$. We used that the stationary autocovariance function is independent of the segment $(\epsilon(i+\delta_r)\epsilon(j+\delta_r)) = (\epsilon(i)\epsilon(j))$. So the estimator is unbiased

$$\langle \hat{R}^2_{\text{seg}}(s) \rangle = R^2(s).$$

The same result can be obtained with the path representation

$$\langle \hat{R}^2_{\text{seg}}(s) \rangle = \frac{1}{K} \sum_{\nu=1}^{K} \langle (r(s+d_{\nu}) - r(d_{\nu}))^2 \rangle = \langle \nu^2(s) \rangle$$

which is also the path MSD. We used that the displacements of the path are stationary.

In summary, the estimator $\hat{R}^2_{\text{seg}}(s)$ estimates the path MSD in the case of a pure random and stationary time series. Furthermore this estimator is unbiased. As estimator with an increasing scaling behaviour it overcomes the estimation problem (E1) from section III.1.

Below we will see that nonstationarity and therefore the estimation problem (E2) is still a problem.

### IV.5. Nonstationary time series

In the following two subsections we calculate $\langle \hat{R}^2_{\text{seg}}(s) \rangle$ for two different types of nonstationarity and study the bias of the estimator. We have to analyze the autocovariance function of the time series in the $\nu$-th segment $\langle x(i + d_{\nu})x(j + d_{\nu}) \rangle$ of the increment representation in Eq. (31). In the path representation of Eq. (27) it is immediately clear that the estimator fails because it is averaged over nonstationary displacements. Nevertheless we analyze $\langle \hat{R}^2_{\text{seg}}(s) \rangle$ in the increment representation because first it shows clearly why this estimator fails and second it allows modification to overcome the problem of nonstationarity.

#### IV.5.1. Intrinsic nonstationarity

If a time series is represented by a nonstationary stochastic process without additional trends then this nonstationarity is called intrinsic, see [76]. As example we investigate Brownian motion and show that the estimator $\hat{R}^2_{\text{seg}}(s)$ is biased.

In order to calculate the mean of the estimator of Eq. (31) we need first to calculate the autocovariance function of the time series in the $\nu$-th segment $\langle x(i + d_{\nu})x(j + d_{\nu}) \rangle$ which is here identical to the autocovariance function of Brownian motion in the $\nu$-th segment $\langle \epsilon(i + d_{\nu})\epsilon(j + d_{\nu}) \rangle$. The autocovariance function can be split into two parts

$$\langle \epsilon(i + d_{\nu})\epsilon(j + d_{\nu}) \rangle = \min(i + d_{\nu}, j + d_{\nu})$$

with $\text{Cov}(i,j) = \min(i,j)$. Hence the autocovariance function in $\nu$-th segment is the autocovariance function of the first segment plus the shift factor. Interestingly, the dependence of the segment $\nu$ is fully described by the second part, see figure [3]. This splitting of the autocovariance function leads also to a splitting of the mean of the estimator in Eq. (31), namely

$$\langle \hat{R}^2_{\text{seg}}(s) \rangle = \sum_{i,j=1}^{s} \text{Cov}(i,j) + \frac{1}{K} \sum_{\nu=1}^{K} \sum_{i,j=1}^{s} d_{\nu}$$

where the segment average $1/K \sum_{\nu=1}^{K}$ gives 1 for the first part on the right hand side because $\text{Cov}(i,j)$ is independent of the segment $\nu$. This first part is exactly the path MSD $R^2(s)$. Therefore the second part is the bias of the estimator

$$B(s) = \frac{1}{K} \sum_{\nu=1}^{K} \sum_{i,j=1}^{s} d_{\nu}.$$ 

So the estimator $\hat{R}^2_{\text{seg}}(s)$ is biased. And the bias is the reason why the estimator $\hat{R}^2_{\text{seg}}(s)$ cannot detect the scaling of the path. This can be shown by calculating $R^2(s)$ and $B^2(s)$ explicitly. The path MSD is calculated as

$$R^2(s) = \frac{1}{3} s^3 + \frac{1}{2} s^2 + \frac{1}{6} s$$

which scales cubically

$$R^2(s) \sim \frac{1}{3} s^3$$

for large $s$ and therefore gives a fluctuation parameter $\alpha = 3/2$ as discussed in section III.2. The bias $B(s)$ can be calculated for subsequent shifting of the segments with the shift factor $d_{\nu} = \nu - 1$ and $K = N - s + 1$ segments and also for disjoint shifting with the shift factor $d_{\nu} = (\nu - 1)s$ and $K = N/s$ segments. Note that we use $K = N/s$ and not $K = \lfloor N/s \rfloor$ for the sake of simplicity. In both cases we obtain

$$B(s) = \frac{1}{2} s^3 + \frac{N}{2} s^2.$$
The segment length $s$ cannot be larger than the time axis $N$. Even more, the segmentwise averaging procedure requires enough segments $K$ in order to obtain a reliable estimation of the autocovariance function. This requirement reduces the largest possible value of $s$ to some value smaller than $N$. For those allowed values of $s$ the scaling of the bias $B(s)$ dominates by the quadratic term

$$B(s) \sim \frac{N}{2} s^2$$

(41)

because the prefactor of the quadratic term, $N/2$, is bigger than $s$ and hence $\frac{N}{2} s^2 > \frac{1}{2} s^3$. And since $\langle \widehat{R^2}_{\text{seg}}(s) \rangle$ is the sum of $R^2$ and $B^2$ we obtain quadratic scaling of the mean of the estimator

$$\langle \widehat{R^2}_{\text{seg}}(s) \rangle \sim \frac{N + 1}{2} s^2$$

(42)

with the same argument as for the scaling of $B^2$. This means that the estimator estimator $\widehat{R^2}_{\text{seg}}(s)$ applied on a time series which is a single realisation of Brownian motion estimates a fluctuation parameter of

$$\hat{\alpha} = 1.$$  

(43)

Here $\hat{\alpha}$ is the estimated slope of $\widehat{R^2}_{\text{seg}}(s)$ in the log-log plot which can be observed after applying the estimator $\widehat{R^2}_{\text{seg}}(s)$ on a single realisation of Brownian motion. This estimated fluctuation parameter $\hat{\alpha} = 1$ is a known result for the method of fluctuation analysis [46] and obviously a flaw of this method. In fact it is a wrong estimation because for Brownian motion the fluctuation parameter is $\alpha = 3/2$. The reason for this wrong scaling comes from the bias $B^2(s)$ which dominates the scaling of the estimator. In addition, we also observe numerically the same scaling $\hat{\alpha} = 1$ for FBM with $1/2 < H < 1$ and assume similar behaviour of the bias. In summary, in the case of a pure random and nonstationary time series as in the case of BM or FBM the estimator of the path MSD using segmentwise averaging procedure has a different scaling than the path MSD.

IV.5.2. External nonstationarity

Here we calculate $\langle \widehat{R^2}_{\text{seg}}(s) \rangle$ for a time series with an external nonstationarity. We model this by a stationary stochastic process $\epsilon(t)$ with an additional deterministic trend, see [72]. As example we investigate white noise added to a linear trend,

$$x(t) = \epsilon(t) + mt$$

(44)

and show that the estimator $\widehat{R^2}_{\text{seg}}(s)$ is biased. The autocovariance function of the time series in the $\nu$-th segment can again be split into two parts

$$\langle x(i + d_{\nu}) x(j + d_{\nu}) \rangle = \text{Cov}(i, j) + (i + d_{\nu})(j + d_{\nu})$$

(45)

with the autocovariance function of white noise $\text{Cov}(i, j) = 1$ for $i = j$ and 0 for $i \neq j$. The second part on the right hand side comes from the linear trend. This part completely governs the dependence of the segments. A similar splitting of $\langle x(i + d_{\nu}) x(j + d_{\nu}) \rangle$ has also been found for the intrinsic nonstationarity of Brownian motion where the first part is the autocovariance function in the first segment and the second part describes the dependence of the segments. The following discussion will therefore be similar to the Brownian motion case.

The splitting of the autocovariance function of Eq. (45) leads also to a splitting of the mean of estimator in Eq. (31), namely

$$\langle \widehat{R^2}_{\text{seg}}(s) \rangle = \sum_{i,j=1}^{s} \text{Cov}(i, j) + \frac{m^2}{K} \sum_{\nu=1}^{K} \sum_{i,j=1}^{s} (i + d_{\nu})(j + d_{\nu}).$$

(46)

Again the first part is the path MSD and therefore the second part is the bias of the estimator

$$B(s) = \frac{m^2}{K} \sum_{\nu=1}^{K} \sum_{i,j=1}^{s} (i + d_{\nu})(j + d_{\nu}).$$

(47)

So the estimator is biased. The path MSD of white noise is given by

$$R^2(s) = s$$

(48)

and therefore gives a fluctuation parameter $\alpha = 1/2$ as discussed in section II.2. The full solution of the bias $B(s)$ depends on the segmentation. For subsequent segmentation the bias is

$$B(s) = m^2 \left( \frac{1}{12} s^4 - \frac{1}{6} s^3 + \frac{4N^2 + 8N + 3}{12} s^2 \right).$$

(49)
and for disjoint segmentation the bias is
\[ B(s) = -\frac{m^2}{12}s^4 + \frac{4N^2 + 6N + 3}{12}m^2s^2. \] (50)

Nevertheless for allowed values of \( s \) as explained for Brownian motion both solutions are approximately similar. The bias scales quadratically
\[ B(s) \sim N^2m^2s^2 \] (51)

because of the largest prefactor \( N^2/3 \). And since \( \langle \hat{R}^2_{\text{seg}}(s) \rangle \) is the sum of \( R^2 \) and \( B \) we obtain quadratic scaling of the mean of the estimator
\[ \langle \hat{R}^2_{\text{seg}}(s) \rangle \sim \frac{N^2m^2s^2}{3} \] (52)

with the same argument as for the bias. This means that the estimator \( \hat{R}^2_{\text{seg}}(s) \) applied to a time series which is a composition of white noise and a linear trend asymptotically estimates a fluctuation parameter of
\[ \hat{\alpha} = 1. \] (53)

So the estimator is not able to detect the fluctuation parameter \( \alpha = 1/2 \) of white noise. Numerical tests also show \( \hat{\alpha} = 1 \) where we use FGN with \( \alpha = H \) and \( 1/2 < H < 1 \) instead of white noise. And we obtain also \( \hat{\alpha} = 1 \) when we use trends of higher order in \( t \) instead of linear. The bias which comes here only from the additive trend dominates the scaling of the estimator and destroys information about the stationary stochastic process. This wrong scaling of \( \hat{\alpha} = 1 \) is well-known for the method of fluctuation analysis as it can be seen in \( \mathbb{R} \) but has not yet been explained by the influence of the bias on the scaling behaviour.

IV.5.3. Summary

In the previous subsections we have seen that the estimator \( \hat{R}^2_{\text{seg}}(s) \) yields an estimation of the scaling exponent of \( \alpha = 1 \) in the case of nonstationarity no matter what stochastic process is underlying the time series. The estimator is neither able to detect the fluctuation parameter \( \alpha \) of the path for intrinsic nor for external nonstationary time series. Here we summarize these results, which are the motivation for detrending methods in the next section.

The mean of the estimator \( \langle \hat{R}^2_{\text{seg}}(s) \rangle \) depends on the autocovariance function of the time series in the \( \nu \)-th segment. For intrinsic and external nonstationarity this can be split into the autocovariance function of the stochastic process in the first segment and a segment-dependent part
\[ \langle x(i + d_\nu)x(j + d_\nu) \rangle = \text{Cov}(i, j) + D_\nu(i, j). \] (54)

Figure 5: Splitting of the autocovariance function in the \( \nu \)-th segment \( \langle x(i + d_\nu)x(j + d_\nu) \rangle \) (dashed red line) of an AR(1) process with additive linear trend with slope 0.05 into the autocovariance function of the first segment of the AR(1) process \( \text{Cov}(i, j) \) (solid black line) and the autocovariance difference \( 0.05^2(i + d_\nu)(j + d_\nu) \) (dashed black line), see Eq. (45). The AR(1) process has the autocorrelation function \( C(|i - j|) = 0.9^{|i-j|} \). Here it is \( j = 30 \). And the segments have a length of \( s = 40 \) and are disjoint with shift factor \( d_\nu = (\nu - 1)s \). Note that we use white noise instead of an AR(1) process in the text of this section. But the situation of the splitting of the autocovariance function remains.

We call from now \( D_\nu(i, j) \) the autocovariance difference of the time series \( x(t) \). This splitting leads to a splitting of the mean of the estimator
\[ \langle \hat{R}^2_{\text{seg}}(s) \rangle = R^2(s) + B(s), \] (55)

naming into the path MSD and the bias
\[ B(s) = \frac{1}{K} \sum_{\nu = 1}^{K} \sum_{i,j = 1}^{s} D_\nu(i, j). \] (56)

The bias can be seen as the estimator applied to the autocovariance differences. Due to the limitation \( s < N \), the bias itself is dominated by one summand which scales like \( s^2 \), which then dominates the scaling of the mean of the estimator
\[ \langle \hat{R}^2_{\text{seg}}(s) \rangle \sim B(s) \sim s^2. \] (57)

This leads to an estimation of the fluctuation parameter of \( \hat{\alpha} = 1 \) for a given time series no matter what stochastic process is realised in this time series.

In contrast, for stationary time series the autocovariance differences are zero and so is the bias. In that case the estimator is unbiased. We will provide in the following an estimator for the path MSD which is unbiased also in the case of nonstationarity which is therefore a solution to the estimation problem (E2) of section II.1.
V. DETRENDING METHODS

V.1. Motivation

Given a time series we want to estimate the scaling behaviour of the path MSD of its stochastic component. For this task the estimator $\hat{R}_s^2(s)$ is unsuitable due to its failure for nonstationary time series. This can be easily understood in its path representation $\hat{R}_s^2(s) = 1/K \sum_{\nu=1}^K (y(s + d_{\nu}) - y(d_{\nu}))^2$ because the displacements $y(s + d_{\nu}) - y(d_{\nu})$ are nonstationary. But we used the increment representation $\hat{R}_s^2(s) = 1/K \sum_{\nu=1}^K \sum_{i,j=1}^s x(i + d_{\nu})x(j + d_{\nu})$ of the estimator to show in detail the origin of a bias and how this bias destroys the asymptotic scaling. To overcome this problem we introduce here a bunch of new quantities which are all analogue to the already investigated ones. Those new quantities are the foundation of detrending methods.

V.2. The fluctuation function

For the following we want to recall that the path was defined as the cumulative sum of the stochastic process $r(t) = \sum_{i=1}^t \epsilon(i)$. Everything what follows now is based on the replacement of the squared path displacement in the increment representation $(r(s) - r(0))^2 = \sum_{i,j=1}^s \epsilon(i)\epsilon(j)$ with the so-called generalised squared path displacement

$$f^2(s) = \sum_{i,j=1}^s \epsilon(i)\epsilon(j)L(i, j, s) \quad (58)$$

which is weighted in the increment representation with the weights $L(i, j, s)$. The purpose of the weights $L(i, j, s)$ is to suppress the effects of external nonstationarity and to guarantee the correct scaling with $\alpha > 1$ for intrinsic nonstationarities. The next important quantity is a generalisation of the path MSD. The path MSD was defined as the mean of the squared path displacement $R^2 = \langle (r(s) - r(0))^2 \rangle$. We now define the fluctuation function as mean of the generalised squared path displacement

$$F^2(s) = \langle f^2(s) \rangle. \quad (59)$$

Using the definition of the generalised squared path displacement the fluctuation function reads

$$F^2(s) = \sum_{i,j=1}^s \text{Cov}(i, j)L(i, j, s). \quad (60)$$

for which $R^2(s) = \sum_{i,j=1}^s \text{Cov}(i, j)$ of Eq. [3] is the analogue equation of the path MSD.

V.3. Estimator of the fluctuation function

We introduce the estimator of the fluctuation function

$$\hat{F}^2(s) = \sum_{i,j=1}^s \text{Cov}_\text{seg}(i, j)L(i, j, s) \quad (61)$$

$$= \frac{1}{K} \sum_{\nu=1}^K \sum_{i,j=1}^s x(i + d_{\nu})x(j + d_{\nu})L(i, j, s)$$

which is similarly constructed as $\hat{R}_s^2(s)$ of Eq. [21]. This means we have replaced the autocovariance function in Eq. (60) by the segmentwise averaging estimator of the autocovariance function. Eq. (61) implies that the generalised squared path displacement $f$ is estimated in the $\nu$-th segment by

$$f_{\nu}^2(s) = \sum_{i,j=1}^s x(i + d_{\nu})x(j + d_{\nu})L(i, j, s) \quad (62)$$

which is analogue to the squared profile displacement in the increment representation $(y(s + d_{\nu}) - y(d_{\nu}))^2 = \sum_{i,j=1}^s x(i + d_{\nu})x(j + d_{\nu})$. Hence the estimator of the fluctuation function can also be understood as average of these estimators of the generalised squared path displacements

$$\hat{F}^2(s) = \frac{1}{K} \sum_{\nu=1}^K f_{\nu}^2(s) \quad (63)$$

averaged over all segments. This equation can be seen as the path representation of the estimator. We should note that in the existing literature the term "fluctuation function" is used for the estimator of the fluctuation function. But in our framework we need to be more careful with the concepts.

V.4. Basic principles of detrending methods

A detrending method provides a way to specify weights $L(i, j, s)$ such that the fluctuation function respectively its estimator fulfil the following two principles:

(L1) Scaling: The fluctuation function should have the same asymptotic scaling behaviour as the path MSD

$$F^2(s) \sim s^{2\alpha} \quad (64)$$

with the fluctuation parameter $\alpha$.

(L2) Unbiasedness: The estimator of the fluctuation function should be unbiased

$$\langle \hat{F}^2(s) \rangle = F^2(s). \quad (65)$$

The principles (L1) and (L2) solve the estimation problems (E1) and (E2). The first principle (L1) means
We divide the time axis into segments of length $s$. Within each segment we define the estimator of the fluctuation function $\hat{F}^2(s)$ as

$$\hat{F}^2(s) = N^{-1} \sum_{i,j} F^2(x(i + d\nu) - x(j + d\nu)).$$

For the above explained types of nonstationarity it splits into the autocovariance function $\text{Cov}(i,j)$ and the autocovariance differences $D\nu(i,j,s)$. The second principle which requires a bias of zero then leads to

$$B(s) = \frac{1}{K} \sum_{\nu=1}^{K} \sum_{i,j=1}^{s} D\nu(i,j)L(i,j,s) = 0. \quad (66)$$

This equation is the mathematical formulation of what detrending should achieve. In the literature, detrending is used to describe methods which, by removing non-stationarities from (parts of) the time series $x(t)$, restore the correct scaling. In our formalism, detrending means that the differences of the autocovariance function between segments has no influence on the estimation of the fluctuation function. In addition, for stationary processes (L2) holds trivially because the autocovariance differences are zero $D\nu(i,j) = 0$. So the second principle (L2) indeed overcomes the estimation problem (E2).

Unfortunately it is not easy to find appropriate weights $L(i,j,s)$. But luckily there exist already methods such as detrended fluctuation analysis and detrending moving average which serve as possible candidates for being examples of detrending methods. But their estimators of the fluctuation function are not in the form of Eq. (66) and it is some effort necessary to show the equivalence.

### V.5. Practical implementation

Let us assume we know the specific form of the weights $L(i,j,s)$. Given a time series $x(t)_{t=1}^{N}$ the implementation of detrending methods consists of three steps:

1. We divide the time axis into $K$ segments of length $s$ with the $\nu$-th segment given by $[1 + d\nu, s + d\nu]$.
2. In every segment we calculate the estimator of the generalised squared profile displacements $f^2_\nu(s)$.
3. We average $f^2_\nu(s)$ over all segments and obtain the estimator of the fluctuation function $\hat{F}^2(s)$.

All three steps are repeated for different values of the segment length $s$. Because of the scaling behaviour

$$\hat{F}^2(s) \sim s^{2\hat{\alpha}}. \quad (67)$$

we find an estimation of the fluctuation parameter $\hat{\alpha}$ by linear fitting in the log-log plot.

### V.6. Detrending procedure

The detrending procedure is the centerpiece of detrending methods. And since we provided a new and general framework we want to summarize what we now understand under detrending. The following three descriptions are used equivalently:

(A) When a time series is successfully detrended in the framework of detrending methods then the estimator of the fluctuation function scales asymptotically as the path MSD. Hence we can observe the fluctuation parameter $\alpha$ of the stochastic process underlying the time series.

(B) The principle (L2) holds which means that the estimator of the fluctuation function is unbiased. This implies a zero bias $B(s) = 0$ which is the case when the autocovariance differences between segments $D\nu(i,j)$ have no influence on the estimation procedure.

(C) The estimators of the generalised squared path displacements $f^2_\nu(s)$ are identically distributed with respect to the segments. Then the average of $f^2_\nu(s)$ over all segments provides an unbiased estimation of the fluctuation function.

Description (A) is what is usually understood as detrending in the literature. For instance, the fluctuation parameter $\alpha$ of the DFA fluctuation function for FBM has been analytically derived in [31]. There the original description of the fluctuation function which is not the increment representation has been used. Hence this derivation is unaware of the unbiasedness of the estimator of the fluctuation function which is exactly stated in description (B) and which is firstly described here in this article. Description (C) has been already used in [70] for DFA applied on FBM. There it has been pointed out that the statistical equivalence of the estimator of the generalised squared path displacements

$$\langle f^2_\nu(s) \rangle = \langle f^2_\nu(s) \rangle \quad (68)$$

for all segments $\nu$ and $\omega$ is necessary in order to satisfy the first principle (L1) of detrending methods. There the unbiasedness of the estimator of the fluctuation function was not mentioned explicitly. But in the here presented framework Eq. (68) is exactly the second principle (L2).

### V.7. Superposition principle

The case of external nonstationarity served as motivation to establish detrending methods. It consists of a stationary stochastic process and a deterministic trend. Actually this is a special case of two general processes. If the time series is a composition of two processes $x(t) = x_1(t) + x_2(t)$ and both are independent of each other then the fluctuation function is the sum of two single ones

$$F^2(s) = F^2_1(s) + F^2_2(s) \quad (69)$$
where \( F^2(s) \) is the fluctuation function of the process \( \{x_n(t)\}_{n=1}^N \) with \( n = 1, 2 \), see \[28\]. This is the superposition principle. Independence between both single processes implies zero cross-correlation \( \langle x_1(i)x_2(j) \rangle = 0 \) for all \( i \) and \( j \). Using this in Eq. \[60\] gives the superposition principle of the fluctuation function. When the second principle \( (L2) \) holds then the superposition principle also holds for the estimators of the fluctuation functions.

As special case of external nonstationarity, when the first process is a stationary stochastic process and the second process is a deterministic trend then the superposition principle yields that \( F^2(s) \) is the full fluctuation function and \( F^2(s) \) is the bias which should be zero under successful detrending.

V.8. Factorisable weights and wavelets

If the weights are factorisable

\[
L(i, j, s) = l(i, s)l(j, s) \tag{70}
\]

then the estimator of the generalised path displacement can be written as weighted sum of the time series

\[
f_\nu(s) = \sum_{i=1}^{s} x(i + d_\nu)l(i, s) \tag{71}
\]

with weights \( l(i, s) \). This equation is a generalisation of the relationship between the profile displacement and the time series as \( y(s + d_\nu) - y(d_\nu) = \sum_{i=1}^{s} x(i + d_\nu) \). As we will see later the method of detrending moving average DMA has factorisable weights, but detrended fluctuation analysis DFA does not.

Another popular estimation method for the scaling exponent with build-in detrending relies on a wavelet transform \[61\] \[61\]. The quantity which corresponds to the fluctuation function Eq. \[60\] is there the time average of the squared scale-\( s \) wavelet coefficient, averaged over all disjoint windows of length \( s \) contained in the time series. Its scaling exponent \( \beta \) is related to the exponent \( \alpha \) used here by \( \beta = \alpha - 1 \). The detrending is here achieved by choosing wavelets whose first \( n \) moments vanish, so that power law trends up to order \( n - 1 \) are project out from the wavelet transform. The method becomes particularly simple if wavelets are taken from the family of Haar wavelets \[60\]. The wavelet method therefore is a variant of Eq. \[71\], where the wavelet is a special choice of the kernel \( l(i, s) \), see also \[62\].

VI. DFA AND DMA

In previous section, we introduced basic principles of detrending methods. Now we will show that detrended fluctuation analysis (DFA) and detrending moving average (DMA) are examples of such methods. In order to do so we need to answer two questions: How can we come from the original form of the estimator of the fluctuation function of DFA and DMA to the here introduced one in the increment representation? And what are the specific expressions of the weights \( L(i, j, s) \) for DFA and DMA? Both methods are constructed differently nevertheless we present them simultaneously in the following to emphasize their similarities and differences. We then show the ability of DFA and DMA to fulfill basic principles \( (L1) \) and \( (L2) \).

VI.1. Original description

We present here the original description of DFA \[4\] and DMA \[44\] as it is applied as a tool on real time series. Here we only investigate centered DMA and not backward and forward DMA. In their original definitions, fluctuation functions are not described in the increment representation as in Eq. \[60\]. Actually it is not evident if and how these original forms can be related to our description.

Given is a time series \( \{x[t]\}_{i=1}^N \). For both methods DMA and DFA the 3 steps of the practical implementation section \[V.3\] are detailed as follows:

1. We divide the time axis into \( K \) segments of length \( s \) with the \( \nu \)-th segment given by \( [1 + d_\nu, s + d_\nu] \). For DMA the segments are shifted by one time point so that \( d_\nu \text{DMA} = \nu - 1 \) and \( K_{\text{DMA}} = N - s + 1 \). For DFA the segments are disjoint so that \( d_\nu \text{DFA} = (\nu - 1)s \) and \( K_{\text{DFA}} = [N/s] \).

2. First we calculate in every segment \( \nu \) the fitting polynomial \( \{p^q_\nu(t)\}_{1+d_\nu} \) of the profile \( \{y(t)\}_{1+d_\nu} \) using method of least squares. The fit can have any order \( q \in \mathbb{N} \). The estimator of the generalised squared path displacement for DMA is given by the squared distance between the profile and the fit at the middle point \( \nu + (s - 1)/2 \) of the segment

\[
f^2_{\nu, \text{DMA}}(s) = \left( y\left(\frac{s + 1}{2} + d_\nu \text{DMA}\right) - p^q_\nu\left(\frac{s + 1}{2} + d_\nu \text{DMA}\right) \right)^2. \tag{72}
\]

We only allow odd \( s \) for DMA. For DFA it is the averaged squared distance between profile and fit

\[
f^2_{\nu, \text{DFA}}(s) = \frac{1}{s} \sum_{t=1}^{s} \left( y(t + d_\nu \text{DFA}) - p^q_\nu(t + d_\nu \text{DFA}) \right)^2. \tag{73}
\]
(3) We average $f^2_s(s)$ over all segments and obtain the estimator of the fluctuation function $\hat{F}^2(s)$.

All three steps are repeated for different values of the segment length $s$ and then we ideally observe the scaling behaviour $\hat{F}^2(s) \sim s^{2\hat{\alpha}}$ where $\hat{\alpha}$ is an estimate of the fluctuation parameter $\alpha$. We will now work out how this original definition of the estimator of the fluctuation function for DFA and DMA is related to properties of the stochastic process $\epsilon(t)$, especially to its correlation structure and (non-)stationarity.

VI.2. Increment representation

The estimators of the generalised squared path displacements $f^2_t$ of DMA in Eq. (72) and DFA in Eq. (73) are not written in the increment representation $f^2_t = \sum_{i,j=1}^s x(i+d_{\nu})x(j+d_{\nu})L(i,j,s)$. Therefore the weights $L(i,j,s)$ are unknown. The starting point of transforming the original definition into the increment representation is to write the residual $y(t+d_{\nu}) - p^q_{\nu}(t+d_{\nu})$ as a function of the time series elements $x(t)$. We show in appendix A that the residual in the $\nu$-th segment can be expressed as weighted sum of the time series

$$y(t+d_{\nu}) - p^q_{\nu}(t+d_{\nu}) = \sum_{i=1}^s x(i+d_{\nu})\omega^q(i,t)$$

(74)

with $t \in [1,s]$ for DFA and $t = (s+1)/2$ for DMA. An important observation is that the dependence on the segment $\nu$ only occurs as argument in the time series but not the weights. The weights are explicitly given as

$$\omega^q(i,t) = \Theta(t-i) - \sum_{m=0}^q \sum_{n=0}^q (S^{-1})_{m+1,n+1} \sum_{k=i}^s k^n$$

(75)

see figure 6 and 7. The Heaviside function $\Theta$ comes from the profile and the second part from the polynomial fit. The $(q+1) \times (q+1)$ matrix $S$ has the matrix elements $S_{mn} = \sum_{k=1}^s k^{m+n-2}$. In principal the second part can be explicitly calculated for any order of detrending $q$. For the lowest order of detrending $q = 0$ the weight is

$$\omega^0(i,t) = \Theta(t-i) - \frac{s - i + 1}{s}$$

(76)

We provide a Mathematica code in appendix B which calculates the weights $\omega^q(i,t)$ for specific but arbitrary order of detrending $q$. With Eq. (74) we can write $f^2_t(s)$ of Eq. (72) and (73) in the increment representation. This is obtained by first inserting the weighted sum of Eq. (74) in Eq. (72) and (73) and then expanding the square. Then we simply can read the weights. For DMA it is the product

$$L_{DMA(i,j,s)} = \omega^q\left(i, \frac{s+1}{2}\right) \omega^q\left(j, \frac{s+1}{2}\right)$$

(77)

see appendix B.1 and for DFA it is the average of the products

$$L_{DFA(i,j,s)} = \frac{1}{s} \sum_{t=1}^s \omega^q(i,t)\omega^q(j,t)$$

(78)

see appendix B.2. We provide a Mathematica code in appendix B.3 for the weights of DFA $L_{DFA(i,j,s)}$ for any order of detrending $q$. For lowest order of detrending $q = 0$ it is

$$L_{DFA0(i,j,s)} = \frac{(i-1)(s-j+1)}{s^2}$$

(79)

The weights of DMA are factorisable but not the weights of DFA. Nevertheless with both weights $L(i,j,s)$ we can write the estimator of the fluctuation functions $\hat{F}^2(s)$ for DMA and DFA in the increment representation. We will show in the following the ability of the weights $L(i,j,s)$ of both methods to fulfill the basic principles (L1) and (L2) of section B.
we provide a detailed investigation of the weights of DMA $L_{DMA}(\tau, s)$. We also provide a Mathematica code for the calculation of $L(\tau, s)$ for DMA in appendix E and DFA in appendix ES for any order of detrending. As example we present the weight for DFA and zero order of detrending

$$L_{DFA}(\tau, s) = \frac{-\tau^3 + 3s\tau^2 + (1 - 3s^2)\tau + s^3 - s}{6s^2}. \quad (83)$$

We also provide a Mathematica code for the calculation of $F^2(\tau)$ of Eq. (81) for DMA in appendix E and DFA in appendix ES for any order of detrending and adjustable autocorrelation function. We tested the code for white noise, AR(1) and ARFIMA($0,d,0$) processes. The asymptotic scaling behaviour of these explicit solutions is $2\alpha$ and we can therefore identify the fluctuation parameter for large $s$.

We also can understand the asymptotic behaviour of the fluctuation function directly from Eq. (81), see [60] for the DFA fluctuation function. The same argumentation as in [60] holds also for the DMA fluctuation function as it is presented for both methods in the following for uncorrelated and long-range correlated processes. For uncorrelated processes as white noise the autocorrelation function is nonzero only for $\tau = 0$ and therefore the scaling is determined by the first part $L(0, s)$ of Eq. (81) which scales linearly

$$F^2(\tau) \sim L(0, s) \sim s. \quad (84)$$

Hence the fluctuation function scales with the fluctuation parameter $\alpha = 1/2$ as it is claimed by the first principle (L1). In contrast for long-range correlated processes with autocorrelation function $C(\tau) \sim \tau^{-\gamma}$ with correlation parameter $0 < \gamma < 1$ the sum over $\tau$ in Eq. (81) dominates the asymptotic scaling behaviour

$$F^2(\tau) \sim \sum_{\tau=1}^{s-1} C(\tau) L(\tau, s) = \sum_{\tau=1}^{s-1} s^{-\gamma} L(\tau, s) \sim s^{2-\gamma}. \quad (85)$$

Hence the fluctuation function scales with fluctuation parameter $\alpha = 1 - \gamma/2$ which is also in accordance with the first principle (L1).

VI.3. Scaling of the fluctuation function

Before we continue with our investigation we summarize published results about analytical derivations of the scaling behaviour of the fluctuation function $F^2(s) \sim s^{2\alpha}$, i.e. the derivation of $\alpha$ for specific processes. For DFA using the original definition of the fluctuation function: WN [62] AR(1) [62], FGN [27, 37, 67, 68], BM [65] and FBM [33, 69, 70]. For DFA using the increment representation: WN, AR(1) and ARFIMA($0,d,0$) [60]. For DMA using the original definition of the fluctuation function: FGN [42, 63, 64]. Although we are not aware of any analytical investigation of additive trends and FBM using the increment representation, we here restrict ourselves to stationary processes. We present simultaneously the investigation for DFA and DMA.

First we order the fluctuation function in the increment representation $F^2(s) = \sum_{i,j=1}^{s} \text{Cov}(i,j)L(i,j,s)$ according to the time lag $\tau$, namely

$$F^2(s) = \sum_{i=1}^{s} \text{Cov}(i,i)L(i,i,s)$$

$$\quad + 2 \sum_{\tau=1}^{s-1} \sum_{i=1}^{s-\tau} \text{Cov}(i,i+\tau)L(i,i+\tau,s) \quad (80)$$

For stationary processes the autocovariance function $\text{Cov}(i,j)$ only depends on the time lag $\tau$ and not the time point $i$. Therefore we can write this equation as

$$F^2(s) = \langle x^2(i) \rangle \left( L(0, s) + 2 \sum_{\tau=1}^{s-1} C(\tau)L(\tau, s) \right) \quad (81)$$

with the weights for the stationary fluctuation function

$$L(\tau, s) = \sum_{i=1}^{s-\tau} L(i, i+\tau, s), \quad (82)$$

see figure 8 and 9. In appendix E we provide a detailed investigation of the weights of DMA $L_{DMA}(\tau, s)$. The same derivation of $\alpha$ for DMA in appendix E and DFA in appendix ES for any order of detrending. As example we present the weight for DFA and zero order of detrending

$$L_{DFA}(\tau, s) = \frac{-\tau^3 + 3s\tau^2 + (1 - 3s^2)\tau + s^3 - s}{6s^2}. \quad (83)$$

We also provide a Mathematica code for the calculation of $F^2(\tau)$ of Eq. (81) for DMA in appendix E and DFA in appendix ES for any order of detrending and adjustable autocorrelation function. We tested the code for white noise, AR(1) and ARFIMA($0,d,0$) processes. The asymptotic scaling behaviour of these explicit solutions is $2\alpha$ and we can therefore identify the fluctuation parameter for large $s$.

We also can understand the asymptotic behaviour of the fluctuation function directly from Eq. (81), see [60] for the DFA fluctuation function. The same argumentation as in [60] holds also for the DMA fluctuation function as it is presented for both methods in the following for uncorrelated and long-range correlated processes. For uncorrelated processes as white noise the autocorrelation function is nonzero only for $\tau = 0$ and therefore the scaling is determined by the first part $L(0, s)$ of Eq. (81) which scales linearly

$$F^2(\tau) \sim L(0, s) \sim s. \quad (84)$$

Hence the fluctuation function scales with the fluctuation parameter $\alpha = 1/2$ as it is claimed by the first principle (L1). In contrast for long-range correlated processes with autocorrelation function $C(\tau) \sim \tau^{-\gamma}$ with correlation parameter $0 < \gamma < 1$ the sum over $\tau$ in Eq. (81) dominates the asymptotic scaling behaviour

$$F^2(\tau) \sim \sum_{\tau=1}^{s-1} C(\tau)L(\tau, s) = \sum_{\tau=1}^{s-1} s^{-\gamma} L(\tau, s) \sim s^{2-\gamma}. \quad (85)$$

Hence the fluctuation function scales with fluctuation parameter $\alpha = 1 - \gamma/2$ which is also in accordance with the first principle (L1).

VI.3.1. Crossover behaviour of autoregressive processes

Stationary processes with an autoregressive part like ARMA and ARFIMA processes show a crossover behaviour of the fluctuation function where only asymptotically the scaling exponent of $2\alpha$ is reached. For DFA applied on an AR(1) process this has been investigated in [62, 84]. In [65] it has been shown that the second part $\sum_{\tau=1}^{s-1} C(\tau)L(\tau, s)$ dominates the scaling of $F^2(s)$ for small enough $s$ due to the nonzero and exponential decaying autocorrelation function. In this small $s$ regime the scaling exponent is larger than $2\alpha$. Only for large enough $s$ the scaling of the AR(1) fluctuation...
VI.4. Unbiasedness of the estimator

In order to check the biasedness of the estimator of the fluctuation function we take the mean of the estimator \( \langle F^2(s) \rangle \) and compare the difference to the fluctuation function \( F^2(s) \). \( \langle F^2(s) \rangle \) depends on the autocovariance function of the time series \( \langle x(i + d_v) x(j + d_v) \rangle \). If there is no difference then the estimator is unbiased and can detect the scaling of the fluctuation function.

VI.4.1. Stationarity

For stationary processes the autocovariance function of the time series \( \langle x(i + d_v) x(j + d_v) \rangle \) is independent of the shift factor \( d_v \). This means it is the autocovariance function of the stochastic process \( \langle x(i + d_v) x(j + d_v) \rangle = \text{Cov}(i, j) \) and therefore the estimator is unbiased \( \langle F^2(s) \rangle = F^2(s) \) and the estimator obtains the scaling as explained in section VI.3.

VI.4.2. Intrinsic nonstationarity

As example of an intrinsic nonstationary process we investigate here FBM with the autocovariance function

\[
\text{Cov}(i, j) = \frac{1}{2} \left( i^{2H} + j^{2H} - |i - j|^{2H} \right).
\]

This problem has already been investigated for DFA in [76]. But there only the first and second segment has been compared and not all. Here we treat all segments and also the method of DMA. The autocovariance difference between segments \( D_v(i, j) = \langle x(i + d_v) x(j + d_v) \rangle - \text{Cov}(i, j) \) with \( \langle x(i + d_v) x(j + d_v) \rangle = \text{Cov}(i + d_v, j + d_v) \) is

\[
D_v(i, j) = \frac{1}{2} \left( (i + d_v)^{2H} + (j + d_v)^{2H} - i^{2H} - j^{2H} \right).
\]

We show in appendix D that this can be written as infinite series

\[
D_v(i, j) = \sum_{p=0}^{\infty} \lambda_p (i^p + j^p)
\]

using a Taylor expansion. The prefactors \( \lambda_p \) depend on \( H \), \( d_v \) and an arbitrary point where the Taylor series is evaluated at, see appendix D. In [76] another series expansion using binomial series for \( D_2(i, j) \) with DFA shift factor \( d_2 = s \) was proposed. But this series expansion does not converge always with the DMA shift factor whereas Eq. (88) does.

With Eq. (88) we can now check the biasedness of the estimator, namely by taking the mean of the Eq. (63) which gives \( \langle F^2(s) \rangle = 1/K \sum_{i=1}^{K} \langle f_i^2(s) \rangle \). The mean function goes over to that of the white noise case because then \( \sum_{s=1}^{\infty} C(\tau) \mathcal{L}(\tau, s) \) becomes sufficiently small in comparison to \( \mathcal{L}(0, s) \). We also observe numerically a crossover behaviour for an ARFIMA(1,d,0) process which serves as example of a stationary long-range correlated process with an autoregressive part. But here we cannot explain in detail the crossover behaviour since we are not aware of a full analytical solution of the fluctuation function because of the quite complicated form of the autocorrelation function.

Such crossover behaviour requires a relatively large amount of data in order to observe the correct scaling. If there is not enough data then it is difficult to distinguish between short-range and long-range correlations using detrending methods for fluctuations [16, 65].
of the estimator of the generalised squared path displacement is

$$\langle f^2_v(s) \rangle = \sum_{i,j=1}^{s} \text{Cov}(i,j)L(i,j,s) + \sum_{i,j=1}^{s} D_v(i,j)L(i,j,s)$$  \hspace{1cm} (89)

where we used the splitting of $$\langle x(i + d_v)x(j + d_v) \rangle$$. With the Mathematica code for the calculation of $$\langle f^2_v(s) \rangle$$ for DMA in appendix $\text{E}$ and for DFA in appendix $\text{F}$ we verified that

$$\sum_{i,j=1}^{s} (p^j + p^i)L(i,j,s) = 0$$  \hspace{1cm} (90)

for $$p \in [1,50]$$ and also particular higher values of $$p$$. Hence it is reasonable to assume that this equation holds for all $$p$$. We found that Eq. (90) is only zero for the detrending order $$q \geq 1$$ for DFA and $$q \geq 0$$ for DMA. In those cases the estimator is unbiased $$\langle \hat{F}^2(s) \rangle = F^2(s)$$ because the bias is zero $$B(s) = 0$$ due to Eq. (46). Finally, no matter if $$\langle f^2_v(s) \rangle$$ is zero or not, we also provide a Mathematica code for the calculation of $$\langle \hat{F}^2(s) \rangle = 1/K \sum_{\nu=1}^{K} \langle f^2_v(s) \rangle$$ in appendix $\text{F}$. But due to the complicated form of the right hand side of Eq. (89) the code will not always be successfully yielding a result.

VI.4.3. External nonstationarity

As an example of an external nonstationarity we investigate additive trends $$\{m(t)\}^N_{t=1}$$ of order $$p$$, i.e. $$m(t) \sim t^p$$. The following is similar to the investigation of FBM from the previous section. The autocovariance difference is

$$D_v(i,j) = m(i + d_v)m(j + d_v).$$  \hspace{1cm} (91)

With the Mathematica code for the calculation of $$\langle f^2_v(s) \rangle$$ for DMA in appendix $\text{E}$ and for DFA in appendix $\text{F}$ we checked if the generalised squared path displacement applied on the autocovariance differences is zero,

$$\sum_{i,j=1}^{s} m(i + d_v)m(j + d_v)L(i,j,s) = 0,$$  \hspace{1cm} (92)

or not. We checked orders of the trend $$p \in [1,6]$$. For DFA this equation is zero if the order of detrending is $$q \geq p + 1$$. For DMA it is $$q \geq p + 1$$ for odd $$p$$ and $$q \geq p$$ for even $$p$$, this has also been found in $\text{[64]}$. For those cases the estimator of the fluctuation function is unbiased $$\langle \hat{F}^2(s) \rangle = F^2(s)$$ because the bias is zero $$B(s) = 0$$ due to Eq. (92).

VI.4.4. Unified picture of detrending

For both methods DFA and DMA the detrending procedure works similarly for two different types of nonstationarity, namely FBM and additive trends. After segmentation of the time axis the autocovariance function of the time series $$\langle x(i + d_v)x(j + d_v) \rangle$$ is different in every segment due to the shift factor $$d_v$$. This difference is described by the autocovariance differences $$D_v(i,j)$$. And since the estimation of the fluctuation function depends on the product $$x(i + d_v)x(j + d_v)$$ it is necessary that a successful detrending procedure gets rid of the influence of $$D_v(i,j)$$. If that is the case then the estimator of the fluctuation function is unbiased and therefore fulfills the second principle (L2). And exactly then the estimator of the fluctuation function can detect the fluctuation parameter $$\alpha$$ as described in the first principle (L1) even for those two different types of nonstationarity.

VII. SUMMARY

We provided three main points in this article of which all of them are similarly relevant and also linked with each other. First we motivated the introduction of detrending methods started from basic statistical methods. We introduced the fluctuation function as modified path MSD written in the increment representation, i.e. the connection between the fluctuation function and autocovariance function. Originally DFA and DMA provide an estimator of the fluctuation function in a form for which several points are unclear: the connection to the autocovariance function, the scaling behaviour and the ability of treating FBM. Especially the last two points are disadvantageous. The reason for this original description of the estimator of the fluctuation function is that these methods evolved from prior methods. But in the increment representation those two points can be handled which led us to the second main point: the description of detrending methods via two basic principles. The first principle ensures that the fluctuation function scales asymptotically similar to the path MSD. The second principle ensures that the estimator of the fluctuation function is unbiased. This is the centerpiece of the detrending procedure and is carried by our construction of the fluctuation function using a modification of the path MSD. Without this modification, namely the weighting of the path MSD in the increment representation, the estimator of the path MSD fails for nonstationary time series. And third we showed in detail that DFA and DMA are indeed examples of detrending methods. We explicitly verified the fulfillment of the two basic principles for both methods. In summary, this article provides a basic overview of detrending methods which answered fundamental questions. Furthermore we believe that this work can serve as basis for finding advanced detrending methods depending on specific problems in time series analysis, such as dealing with periodic deterministic components in $$x(t)$$.

Appendix A: Residual as weighted sum

Here we express the residual $$y(t + d_v) - p_0^{(q)}(t + d_v)$$ of Eq. (74) in dependence of the time series. First we
rewrite the profile and then the fit. The profile is per definition
\[ y(t + d_\nu) = \sum_{i=1}^{t+d_\nu} x(i) = \sum_{i=1}^{s+d_\nu} x(i)\Theta(t + d_\nu - i) \]
\[ = y(d_\nu) + \sum_{i=1}^{s+d_\nu} x(i)\Theta(t + d_\nu - i) \quad (A1) \]
\[ = y(d_\nu) + \sum_{i=1}^{s} x(i + d_\nu)\Theta(t - i). \]
The polynomial fit in segment \( \nu \) of order \( q \) can be written as
\[ p^{(q)}_\nu(t + d_\nu) = y(d_\nu) + \sum_{i=1}^{s} x(i + d_\nu)P^{(q)}_\nu(i, t) \quad (A2) \]
with the weights of the fit
\[ P^{(q)}_\nu(i, t) = \sum_{m=0}^{q} (t + d_\nu)^{m} \sum_{n=0}^{q} (S^{-1}_\nu)_{m+1,n+1} \sum_{k=i+d_\nu} k^{n}, \quad (A3) \]
see \[72\]. The inverse matrix elements can be calculated as \((S^{-1}_\nu)_{m+1,n+1} = (\text{adj}S_\nu)_{m+1,n+1}/\det S_\nu\) where \(\text{adj}S_\nu\) is the adjugate matrix of the \((q+1)\times(q+1)\) matrix \(S_\nu\). The matrix \(S_\nu\) has the elements \(S_{m,n,\nu} = \sum_{q=1}^{s} \sum_{d_\nu} (m+n-2).\)

Note that we wrote \(S = S_1\) in section \[72\]. With the Mathematica code in appendix \[72\] we tested several orders of detrending \( q \) and always found that \(P^{(q)}_\nu(i, t)\) is independent of the segment \( \nu \). This was tested for \(d_\nu = (\nu - 1)s\) and \( \nu - 1 \). Hence we assume this independence of the segment is true for all \( q \). Therefore the residual is
\[ y(t + d_\nu) - p^{(q)}_\nu(t + d_\nu) = \sum_{i=1}^{s} x(i + d_\nu)\omega^{(q)}(i, t) \quad (A4) \]
with the weights of the residual
\[ \omega^{(q)}(i, t) = \Theta(t - i) - P^{(q)}_1(i, t). \quad (A5) \]

**Appendix B: \( f_\nu^2(s) \) in the increment representation**

The estimators of the generalised squared path displacement \( f_\nu^2(s) \) of DMA of Eq. (72) and DFA of Eq. (73) are written in their original description. Here we write them in the increment representation \( f_\nu^2(s) = \sum_{i,j=1}^{s} x(i + d_\nu)x(j + d_\nu)L(i,j,s) \), see Eq. (72). We find the specific forms of the weights \( L(i,j,s) \) for DMA and DFA.

1. \( f_\nu^2(s) \) of DMA in the increment representation

In the following we use for the middle point of the first segment the notation \( \sigma = (s + 1)/2 \). For DMA the estimator of the generalised squared path displacement is
\[ f^2_{\nu,\text{DMA}}(s) = \left( y(\sigma + d_{\nu,\text{DMA}}) - p^{(q)}_{\nu}(\sigma + d_{\nu,\text{DMA}}) \right)^2, \quad (B1) \]
see Eq. (72). Using the residual as weighted sum given in Eq. (A4) we can write this as
\[ f^2_{\nu,\text{DMA}}(s) = \left( \sum_{i=1}^{s} x(i + d_{\nu,\text{DMA}})\omega^{(q)}(i, \sigma) \right)^2, \]
\[ = \sum_{i,j=1}^{s} x(i + d_{\nu,\text{DMA}})x(j + d_{\nu,\text{DMA}})\omega^{(q)}(i, \sigma)\omega^{(q)}(j, \sigma). \quad (B2) \]

Hence the weights of DMA are
\[ L_{\text{DMA}}(i,j,s) = \omega^{(q)}(i, \sigma)\omega^{(q)}(j, \sigma) \quad (B3) \]
which has breaks due to the Heaviside function. In detail \( f^2_{\nu,\text{DMA}}(s) \) is given by
\[ f^2_{\nu,\text{DMA}}(s) = \sum_{i=1}^{s} x^2(i + d_{\nu,\text{DMA}}) \left( 1 - P^{(q)}_1(i, \sigma) \right)^2 \]
\[ + \sum_{i=\sigma+1}^{s} x^2(i + d_{\nu,\text{DMA}}) \left( P^{(q)}_1(i, \sigma) \right)^2 \]
\[ + 2 \sum_{i=1}^{\sigma} \sum_{j=1}^{s} x(i + d_{\nu,\text{DMA}})x(j + d_{\nu,\text{DMA}}) \]
\[ \times \left( 1 - P^{(q)}_1(i, \sigma) \right) \left( 1 - P^{(q)}_1(j, \sigma) \right) \]
\[ + 2 \sum_{i=1}^{\sigma} \sum_{j=\sigma+1}^{s} x(i + d_{\nu,\text{DMA}})x(j + d_{\nu,\text{DMA}}) \]
\[ \times \left( 1 - P^{(q)}_1(i, \sigma) \right) \left( -P^{(q)}_1(j, \sigma) \right) \]
\[ + 2 \sum_{i=\sigma+1}^{s-1} \sum_{j=1}^{s} x(i + d_{\nu,\text{DMA}})x(j + d_{\nu,\text{DMA}}) \]
\[ \times P^{(q)}_1(i, \sigma)P^{(q)}_1(j, \sigma). \quad (B4) \]

2. \( f_\nu^2(s) \) of DFA in the increment representation

For DFA the estimator of the generalised squared path displacement is
\[ f^2_{\nu,\text{DFA}}(s) = \frac{1}{s} \sum_{i=1}^{s} \left( y(t + d_{\nu,\text{DFA}}) - p^{(q)}(t + d_{\nu,\text{DFA}}) \right)^2, \quad (B5) \]
see Eq. \[\text{(3)}\]. Using the residual as weighted sum given in Eq. \[\text{(4)}\] we can write this as
\[
f_{v,DFA}^2(s) = \frac{1}{s} \sum_{i=1}^{s} \left( \sum_{t=1}^{s} x(i + d_{v,DFA}) \omega^{(q)}(i, t) \right)^2,
\]
which has no breaks in contrast to the weights of DMA. In detail for \( j > i \) it can be written as
\[
L_{DFA}(i, j, s) = \frac{1}{s} \left( \sum_{t=j}^{s} 1 - \sum_{i=1}^{s} P - 1^{(q)}(j, t) \right) P_1^{(q)}(i, t) + \sum_{t=j}^{s} P_1^{(q)}(i, t) P_1^{(q)}(j, t).
\]
The restriction \( j > i \) is no problem because the double sum \( \sum_{i,j=1}^{s} \) can ordered such that only terms with \( j > i \) occur, see Eq. \[\text{(7)}\].

Appendix C: Stationary DMA fluctuation function

The fluctuation function of DMA for stationary processes is given by
\[
F_{DMA}(s) = \langle x^2(i) \rangle \left( C(0) \right) L_{DMA}(0, s),
\]
see Eq. \[\text{(8)}\] which can be written more detailed as follows. The weights \( L_{DMA}(\tau, s) \) have different expressions depending on the time lag \( \tau \). This can be derived by using \( L_{DMA}(i, j, s) \) in Eq. \[\text{(3)}\] in \( L_{DMA}(\tau, s) = \sum_{i=1}^{\tau} L_{DMA}(i, i + \tau, s) \) of Eq. \[\text{(5)}\]. Again \( \sigma = (s+1)/2 \). Hence we find the following. For \( 1 \leq \tau \leq \sigma - 2 \) it is
\[
L_{DMA}(\tau, s) = \sum_{i=1}^{\tau} \left( 1 - P_1^{(q)}(i, \sigma) \right) \left( 1 - P_1^{(q)}(i + \tau, \sigma) \right) + \sum_{i=\sigma-\tau+1}^{\sigma} \left( 1 - P_1^{(q)}(i, \sigma) \right) \left( -P_1^{(q)}(i + \tau, \sigma) \right) + \sum_{i=\sigma+1}^{s-\tau} P_1^{(q)}(i, \sigma) P_1^{(q)}(i + \tau, \sigma).
\]

For \( \tau = \sigma - 1 \) it is
\[
L_{DMA}(\tau, s) = \sum_{i=1}^{\sigma-\tau} \left( 1 - P_1^{(q)}(i, \sigma) \right) \left( 1 - P_1^{(q)}(i + \tau, \sigma) \right) + \sum_{i=\sigma-\tau+1}^{\sigma} \left( 1 - P_1^{(q)}(i, \sigma) \right) \left( -P_1^{(q)}(i + \tau, \sigma) \right).
\]

Let us write the weights of Eq. \[\text{(2)}\] as \( L_{DMA}(\tau, s) \), \( L_{DMA}(\tau, s) \) and \( L_{DMA}(\tau, s) \). Then the stationary fluctuation function of Eq. \[\text{(1)}\] is given in detail by
\[
F_{DMA}(s) = \langle x^2(i) \rangle \left( C(0) \right) L_{DMA}(0, s) + 2 \sum_{\tau=1}^{\sigma-2} C(\tau) L_{DMA}(\tau, s) + 2 \sum_{\tau=\sigma-1}^{\sigma-1} C(\tau) L_{DMA}(\tau, s).
\]

Appendix D: Autocovariance difference of FBM

The autocovariance difference of FBM is
\[
D_\nu(i, j) = \frac{1}{2} \left( (i + d_\nu)^{2H} + (j + d_\nu)^{2H} - i^{2H} - j^{2H} \right),
\]
see Eq. \[\text{(7)}\]. We can write \( (i + d_\nu)^{2H} - i^{2H} \) as infinite sum
\[
(i + d_\nu)^{2H} - i^{2H} = \sum_{m=0}^{\infty} i^m (v_m(h, d_\nu, r) - v_m(h, 0, r))
\]
using Taylor’s series, see appendix \[\text{D1}\] for the definition of \( v_m \). The same holds for the \( j \)-dependent term of \( D_\nu(i, j) \). Hence we can write the autocovariance difference as
\[
D_\nu(i, j) = \sum_{m=0}^{\infty} (i^m + j^m)(v_m(h, d_\nu, r) - v_m(h, 0, r)).
\]
Note that \( r \) can be chosen arbitrarily. In section \[\text{VI.4.2}\] we use the definition \( \lambda_m = v_m(h, d_\nu, r) - v_m(h, 0, r) \).

1. Taylor series

For the function
\[
f(i) = (i + d)^h
\]
with constants $d \geq 0$ and $h > 0$ the Taylor series at point $r$ is

$$f(i) = \sum_{n=0}^{\infty} \frac{f^{(n)}(i_0)}{n!} (i-r)^n. \quad \text{(D5)}$$

With the derivative

$$f^{(n)}(i) = \binom{h}{n} n!(i+d)^{h-n}. \quad \text{(D6)}$$

the function is

$$f(i) = \sum_{n=0}^{\infty} \binom{h}{n} n!(r+d)^{h-n} (i-r)^n. \quad \text{(D7)}$$

Using binomial theorem for the term

$$(i-r)^n = \sum_{m=0}^{n} \binom{n}{m} (-r)^{-m} i^n. \quad \text{(D8)}$$

the function is

$$f(i) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \binom{h}{n} \binom{n}{m} (r+d)^{h-n} (i-r)^n. \quad \text{(D9)}$$

This can be ordered with respect to $i$, namely

$$f(i) = \sum_{m=0}^{\infty} \epsilon^m v_m(h,d,r) \quad \text{(D10)}$$

with

$$v_m(h,d,r) = \sum_{n=m}^{\infty} \binom{h}{n} \binom{n}{m} (r+d)^{h-n} (i-r)^n. \quad \text{(D11)}$$

If $d = 0$ we pick a nonzero point $r \neq 0$.

**Appendix E: Mathematica codes**

Here we provide Mathematica codes for important quantities of this article. They can easily be used by simply copying the source code into Mathematica and execute them. We indicate the begin of a line in the code with (***) for the sake of clarity. Furthermore we explain how the codes can be modified to get different outputs.

### 1. Weights of the first fit

Here we provide the Mathematica code for the weights of the fit with $\nu = 1$, namely

$$P_1^{(q)}(i,t) = \sum_{m=0}^{q} t^m \sum_{n=0}^{q} \binom{q-1}{m+1,n+1} \sum_{k=i}^{s} k^n. \quad \text{(E1)}$$

see Eq. (A3). This is calculated by the following Mathematica code:

```mathematica
(***) q=0;
(***) S[i_]=Sum[k^i,{k,i,s}] + Sum[k^i,{k,i,s}] + Sum[k^i,{k,i,s}];
(***) matrixS=Table[S[m+n-2],{m,q+1},{n,q+1}];
(***) Simplify[Sum[t^m*Sum[Inverse[matrixS][[m+1,n+1]]*Sum[k^n,{k,i,s}],{n,0,q}],{m,0,q}]]
```

The output of this code gives $P_1^{(0)}(i,t)$ with order of detrending $q = 0$. The order of detrending $q$ in the first line "q=0;" can be changed to any order, e.g. to "q=1;" for first order of detrending. Note that $P_1^{(0)}(i,t)$ is the same for DFA and DMA.

### 2. Weights of the fits

Here we provide the Mathematica code for the weights of the fit for DFA and DMA

$$P_\nu^{(q)}(i,t) = \sum_{m=0}^{q} \sum_{n=0}^{q} (S_{\nu-1}^{(m)}_{m+1,n+1} \sum_{k=i}^{s} k^n, \quad \text{(E2)}$$

see Eq. (A3). This is calculated by the following Mathematica code:

```mathematica
(***) q=0;
(***) d[v_]:=v-1;
(***) S[i_]=Sum[k^i,{k,i,s}];
(***) matrixS=Table[S[m+n-2],{m,q+1},{n,q+1}];
(***) Simplify[Sum[t^m*Sum[Inverse[matrixS][[m+1,n+1]]*Sum[k^n,{k,i,s}],{n,0,q}],{m,0,q}]]
```

The output of this code gives $P_\nu^{(0)}(i,t)$ with order of detrending $q = 0$ and DFA shift factor $d[v,DFA] = (v-1)s$. The order of detrending in first line "q=0;" can be changed to any order, e.g. to "q=1;" for first order of detrending. The DFA shift factor in the second line "d[v_]:=v-1;" can be changed to the DMA shift factor "d[v_]:=v-1;". Note that $P_\nu^{(0)}(i,t)$ is the same for DFA and DMA.

### 3. Weights of DFA fluctuation function

Here we provide the Mathematica code for the weights of the DFA fluctuation function with $j > i$, namely

$$L_{DFAq}(i,j,s) = \frac{1}{s} \left( \sum_{t=j}^{s} 1 - \sum_{t=i}^{s} P_1^{(q)}(j,t) \right) - \sum_{t=j}^{s} P_1^{(q)}(i,t) + \sum_{t=1}^{s} P_1^{(q)}(i,t) P_1^{(q)}(j,t), \quad \text{(E3)}$$

see Eq. (B8). This is calculated by the following Mathematica code:
The output of this code gives \( L_{DFAO}(i,j,s) \) using the output from appendix \[E1\] which is the weight of the fit \( P(0)(i,t) = (1 - i + s)/s \). This output from appendix \[E1\] in the first line "(1-i+s)/s" can be changed to any output from the code of appendix \[E1\] by changing the definition of "q" in the code of appendix \[E1\] as explained there.

4. \( \langle f^2_{DMA}(s) \rangle \) of DMA

Here we provide the Mathematica code for the mean of the estimator of the generalised squared path displacement of DMA in the increment representation

\[
\langle f^2_{DMA}(s) \rangle = \sum_{i,j=1}^{s} G_{\nu}(i,j)L_{DMA}(i,j,s), \tag{E4}
\]

see Eq. \[E2\]. The function \( G_{\nu}(i,j) \) can in principle be arbitrary. Here in the article it is \( G_{\nu}(i,j) = (x(i + d_{DMA})x(j + d_{DMA})) \), \( \text{Cov}(i,j) \) and \( D_{\nu}(i,j) \). But due to the possible complicated form of \( G_{\nu}(i,j) \) the code will not always be successfully calculating a result. With the help of Eq. \[E4\] it is now in detail

\[
\langle f^2_{DMA}(s) \rangle = \sum_{i=1}^{s} G_{\nu}(i,i) \left( 1 - P_1^{(q)}(i,\sigma) \right)^2 \] + \sum_{i=\sigma+1}^{s} G_{\nu}(i,i) \left( P_1^{(q)}(i,\sigma) \right)^2 \]

\[
+ 2 \sum_{i=1}^{s} \sum_{j=i+1}^{s} G_{\nu}(i,j) \left( 1 - P_1^{(q)}(i,\sigma) \right) \left( 1 - P_1^{(q)}(j,\sigma) \right) \]

\[
+ \sum_{i=\sigma+1}^{s} \sum_{j=i+1}^{s} G_{\nu}(i,j) \left( 1 - P_1^{(q)}(i,\sigma) \right) \left( -P_1^{(q)}(j,\sigma) \right) \]

\[
+ 2 \sum_{i=\sigma+1}^{s} \sum_{j=i+1}^{s} G_{\nu}(i,j)P_1^{(q)}(i,\sigma)P_1^{(q)}(j,\sigma). \tag{E5}
\]

This is calculated by the following Mathematica code:

\[
(*\*)P[i_,t_]:=(1-i+s)/s; \tag{**}\]
\[
(*\**)Simplify[1/s*(Sum[1,{t,j,s}]-Sum[1,{t,i,s}]+Sum[1,{t,i}]*P[j,t] ,{t,i,s})]
\]

The output of this code gives \( \langle f^2_{DFAO}(s) \rangle \) using the output from appendix \[E1\] which is the weight of the fit \( P_1(0)(i,t) = (1 - i + s)/s \) and the autocovariance difference of an additive trend \( G_{ij}^{(p)} = (i + d_{DFAO})^p(i + d_{DFAO})^p \) of a trend with order \( p \) = 1. The output from appendix \[E1\] in the first line "(1-i+s)/s" can be changed to any output from the code of appendix \[E1\] by changing the definition of "q" in the code of appendix \[E1\] as explained there. The autocovariance difference of the trend in the fourth line "(i+d[v])^p*(j+d[v])^p" can be changed to any \( G_{\nu}(i,j) \), e.g. the autocovariance difference of FBM "p=2" where we left out the prefactors. The order of \( p \) in the third line "p=1" can be changed to any order, e.q. to "p=2" for second order.

5. \( \langle f^2_{s}(s) \rangle \) of DFA

Here we provide the Mathematica code for the mean of the estimator of the generalised squared path displacement of DMA in the increment representation

\[
\langle f^2_{s}(s) \rangle = \sum_{i,j=1}^{s} G_{\nu}(i,j)L_{DMA}(i,j,s), \tag{E6}
\]

see Eq. \[E6\]. The function \( G_{\nu}(i,j) \) can in principle be arbitrary. Here in the article it is \( G_{\nu}(i,j) = (x(i + d_{DMA})x(j + d_{DMA})) \), \( \text{Cov}(i,j) \) and \( D_{\nu}(i,j) \). But due to the possible complicated form the code will not always be successfully calculating a result. We can order Eq. \[E6\] to

\[
\langle f^2_{s}(s) \rangle = \sum_{i=1}^{s} G_{\nu}(i,i)L_{DMA}(i,i,s)
\]

\[
+ 2 \sum_{i=1}^{s-1} \sum_{j=i+1}^{s} G_{\nu}(i,j)L_{DMA}(i,j,s). \tag{E7}
\]

This is calculated by the following Mathematica code:

\[
(*\*)L[i_,j_,s_,l_] := ((1-i) (1-j+s))/s^2; \tag{**}\]
\[
(*\*)d[v_]:=v-1; \tag{**}\]
\[
(*\**)p=1; \tag{**}\]
\[
(*\**)G[i_,j_,v_,l_]:=i+j-v[l]*p; \tag{**}\]
\[
(*\**)Simplify[Sum[G[i,i,v]*L[i,j] ,{i,j,s}]]
\]

\[
+ 2 \sum_{i=1}^{s} \sum_{j=i+1}^{s} G_{\nu}(i,j)L_{DMA}(i,j,s) \]

This is calculated by the following Mathematica code:

\[
(*\*)P[i_,t_]:=(1-i+s)/s; \tag{**}\]
\[
(*\**)Simplify[1/s*(Sum[1,{t,j,s}]-Sum[1,{t,i,s}]+Sum[1,{t,i}]*P[j,t] ,{t,i,s})]
\]

The output of this code gives \( \langle f^2_{s}(s) \rangle \) using the output from appendix \[E1\] which is the weight of the fluctuation function \( L_{DMA}(i,j,s) = (i - 1)(s - j + 1)/s^2 \) and the autocovariance difference of an additive trend
The output of this code gives \(\mathcal{L}^{(1)}_{\text{DMA0}}(\tau, s)\) and \(\mathcal{L}^{(2)}_{\text{DMA0}}(\tau, s)\) using the output from appendix [E4] which is the weight of the fit \(P_{1}^{(0)}(i, t) = (1-i+s)/s\). This output from appendix [E4] in the first line \'(1-i+s)/s' can be changed to any output from the code of appendix [E4] by changing the definition of 'q' in the code of appendix [E4] as explained there.

8. Weights of stationary DFA fluctuation function

Here we provide the Mathematica code for the weights of the stationary fluctuation function of DFA

\[
\mathcal{L}_{\text{DFA0}}(\tau, s) = \sum_{i=1}^{s-\tau} L_{\text{DFA0}}(i, i + \tau, s),
\]

see Eq. (E9). This is calculated by the following code:

**(**)\[L[i_{-},j_{-},s_{-}:]=((-1+i) (1-j+s))/s^2;\]

**(**)\[\text{Simplify}[\text{Sum}L[i,i+tau,s],[i,i,s-tau]];\]

The output of this code gives \(\mathcal{L}^{(1)}_{\text{DFA0}}(\tau, s)\) and \(\mathcal{L}^{(2)}_{\text{DFA0}}(\tau, s)\) which is the weight of the fit \(P_{1}^{(0)}(i, t) = (1-i+s)/s\). This output from appendix [E4] in the first line \'(1-i+s)/s' can be changed to any output from the code of appendix [E4] by changing the definition of 'q' in the code of appendix [E4] as explained there.

9. Stationary DMA fluctuation function

Here we provide the Mathematica code for the stationary fluctuation function of DMA

\[
F^{2}_{\text{DMA0}}(s) = \langle s^{2}(i) \rangle \left(\mathcal{L}^{(1)}_{\text{DMA0}}(0, s) + \sum_{\tau=1}^{s-2} C(\tau) \mathcal{L}^{(2)}_{\text{DMA0}}(\tau, s) + \sum_{\tau=\sigma-1}^{\sigma-1} C(\tau) \mathcal{L}^{(3)}_{\text{DMA0}}(\tau, s)\right),
\]

see Eq. (E10). This is calculated by the following code:
The output of this code gives $F_{\text{DFA0}}^2(s)$ using the autocovariance function of an AR(1) process $\text{Cov}(\tau) = a^\tau/(1 - a^2)$ with parameter $a$ and the outputs of appendix E7 which are the weights of the stationary fluctuation function of an ARFIMA $(1, d, 0)$ and $L_{\text{DFA0}}(\tau, s)$ and $L_{\text{DFA0}}(\tau, s)$. The autocovariance function in the first line $'c[\tau_] := a^\tau/(1 - a^2)'$, can be changed to any autocovariance function, e.g. the autocovariance function of white noise with unit variance $'c[\tau_] := \text{KroneckerDelta}[\tau, 0]'$, or ARFIMA $(0, d, 0)$. The autocovariance function of an ARFIMA $(0, d, 0)$ is $\text{Cov}(\tau) = \Gamma(\tau + d)\Gamma(\tau - d)/\Gamma(\tau + d)\Gamma(\tau - d)$. The outputs from appendix E7 in the third line $'(s^3 - 6s^2\tau + 2\tau - 1 + 6s\tau^2)/(12s^2)'$ and fifth line $'(1 + s - \tau)\ldots$' can be changed to any outputs from appendix E7 by changing the definition of 'P[i_, t_]' in the code from appendix E7 as explained there.

10. Stationary DFA fluctuation function

Here we provide the Mathematica code of the stationary fluctuation function of DFA

$$F_{\text{DFA}}^2(s) = \langle x^2(i) \rangle L_{\text{DFA}}(0, s) + 2 \sum_{\tau=1}^{s-1} C(\tau) L_{\text{DFA}}(\tau, s),$$

(E11)

see Eq. (31). This is calculated by the following code:

```mathematica
(**) c[tau_] := a^tau/(1 - a^2);
(**) L1[tau_] := (s^3 - 6 s^2 tau + 2 tau (-1 + tau^2) + 1 + 6 s tau^2)/(12 s^2);
(**) L2[tau_] := (s - s^3 - 4 tau + 4 tau^3)/(6 s^2);
(**) Simplify[c[0] L[0] + 2 Sum[c[tau]*L1[tau], {tau, 1, sigma - 2}] + 2 Sum[c[tau]*L2[tau], {tau, 1, sigma - 1}] + 2 Sum[c[tau]*L3[tau], {tau, sigma, s - 1}]]
```

The output of this code gives $F_{\text{DFA}}^2(s)$ using the autocovariance function of an AR(1) process $\text{Cov}(\tau) = a^\tau/(1 - a^2)$ with parameter $a$ and the outputs of appendix E7 which are the weights of the stationary fluctuation function of DFA $L_{\text{DFA}}(\tau, s)$. The autocovariance function in the first line $'c[\tau_] := a^\tau/(1 - a^2)'$, can be changed to any autocovariance function, e.g. the autocovariance function of white noise with unit variance $'c[\tau_] := \text{KroneckerDelta}[\tau, 0]'$, or ARFIMA $(0, d, 0)$. The autocovariance function of an ARFIMA $(0, d, 0)$ is $\text{Cov}(\tau) = \Gamma(\tau + d)\Gamma(\tau - d)/\Gamma(\tau + 1 - d)\Gamma(1 - d)\Gamma(\tau).$ The output from appendix E7 in the second line '$(1 + s - \tau)\ldots$' can be changed to any output from appendix E7 by changing the definition of 'L[i_, j_, s]' in the code from appendix E7 as explained there.
