Multipseudopotential interaction: A solution for thermodynamic inconsistency in pseudopotential lattice Boltzmann models
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Pseudopotential lattice Boltzmann (LB) models have been recognized as efficient numerical tools to simulate complex fluid systems, including those at thermodynamic equilibrium states and with phase transitions. However, when the equation of state (EOS) of real fluids is implemented, the existing pseudopotential LB models suffer from thermodynamic inconsistency. This study presents a multipseudopotential interparticle interaction (MPI) scheme, which is fully consistent with thermodynamics and applicable to engineering applications. In this framework, multiple pseudopotentials are employed to represent dominant interaction potentials at different extents of the mean free path of particles. By simulating van der Waals and Carnahan-Starling fluids, it is demonstrated that the MPI scheme can correctly simulate the physical nature of two-phase systems on the lattice including the continuum predictions of liquid-vapor coexistence states and the sound speeds in liquid and vapor phases. It is also shown that the lattice interactions of the MPI scheme represent underlying molecular interactions as they vary in a broad range from strong short-distance repulsions to weak long-distance attractions during phase transitions. Consequently, the MPI is proved to be a reliable LB scheme as it avoids generating unphysical potentials in implementing the EOSs of real fluids and limiting the spurious velocities at the interface of two-phase systems. Additionally, a straightforward procedure is suggested and discussed to preset the MPI system with the two-phase properties of a selected fluid.
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I. INTRODUCTION

The lattice Boltzmann equation (LBE) was originally developed for ideal gases. Further efforts have been made to describe the nonideal gases (i.e., real fluids) and model the interfacial interactions of multiphase or multicomponent flows. Among these proposed approaches [1–8], Shan and Chen’s (SC) model [2,3] has been extensively used to study two-phase flows, largely due to its straightforward definition and simple implementation [9–16]. The principle of this model lies in the incorporation of a long-range interparticle interaction function (pseudopotential) into the LBE. A major concern about the SC model arises from its thermodynamic inconsistency caused by the discretization effect of the lattice. The simulated systems recover slightly different liquid and vapor densities in comparison with analytical solutions obtained from the Maxwell equal-area rule. This discrepancy increases as the temperature decreases and recedes from the critical point. The deviation indicates a lack of energy conservation in the SC model [17].

The aforementioned issue was first noticed by Shan and Chen [3], and the pressure tensor on the lattice they found gives rise to a mechanical stability that only meets the Maxwell thermodynamic condition if the pseudopotential is set to \( \psi = \psi_0 \exp(-\rho_0/\rho) \), where \( \rho \) is the density and \( \rho_0 \) and \( \psi_0 \) are arbitrary constants. He and Doolen [8] further pointed out that the pseudopotential must be proportional to density, i.e., \( \psi \propto \rho \), if the continuum integration approach is applied to calculate the nonideal part of the pressure. Such treatment, which attempts to resolve the thermodynamic consistency, stimulates an unrestrained accumulation of density in the liquid phase and leads to mass collapse [8,16] and, subsequently, a gauge invariance in the pressure tensor [18]. Shan [19] then proposed a more general approach to address the pressure tensor on the lattice and found that the pseudopotential, expressed as \( \psi = \psi_0 \exp(-\rho_0/\rho) \), is thermodynamically consistent. This pseudopotential was then discovered to be associated with an increase in numerical instability and spurious velocities in practice [20].

By using Shan’s approach [19], Sbragaglia and Shan [21] eventually confirmed that the SC model coincides with a free energy model when the pseudopotential is given by \( \psi = [\rho/(\epsilon + \rho)]^{1/\epsilon} \), where \( \epsilon \) is a constant depending on the lattice. This function is self-bounded and, hence, the distribution function is prevented from accumulating excessively. It is not difficult to find that the pseudopotential \( \psi = [\rho/(\epsilon + \rho)]^{1/\epsilon} \) coincides with the exponential function when only nearest-node interactions are considered. This approach was later introduced to multicomponent systems by Sbragaglia and Belardinelli [22].

Numerical tests [19,21] demonstrated that the exponential-based pseudopotential could successfully simulate the liquid-vapor coexistence. However, it has also been noticed that the pseudopotential lacks sufficient free parameters to represent necessary two-phase properties, such as saturation pressure, saturation densities, and speeds of sound in liquid and vapor for a lattice Boltzmann (LB) system. In other words, the simplicity of its mathematical format and the equation of state (EOS), which it presents, prevents the approach from covering a wide range of real fluids. In this regard, another approach has been proposed to simulate the real fluids by implementing practical EOSs in the LBE, whereas attempts were made to satisfy as largely as possible the Maxwell
equal-area rule. Yuan and Schaefer [23] examined different EOSs by implementing selected EOSs directly into the SC pseudopotential model and showed that the stability and accuracy of simulations were significantly affected. Assuming the pseudopotential as $\psi \propto \rho$, Zhang and Tian [24] set the EOS of the LBE via an equilibrium distribution function; however, the approach created larger spurious velocities in comparison with the original SC model and does not guarantee the Galilean invariance [25]. Sbragaglia et al. [18] introduced a multirange pseudopotential approach, which, besides the SC forcing term, employs a second forcing term acting on the node of interest in the lattice with the aid of information from the next-nearest neighbors. The approach and its sequels [26–30] are successful in increasing numerical stability and tuning surface tension independent of density ratio and can be considered as an improved scheme of an inconsistent pseudopotential LB framework. Kupershokh et al. [9] proposed a model that combines two approaches: local approximation and mean-value approximation; the effect of each part is determined by trial and error to remove the thermodynamic inconsistency. Huang et al. [31] used the force calculation scheme of Sbragaglia et al. [18] and, by trial and error analyses, found coefficients of the interaction force that result in an appropriate representation of the system. Colosqui et al. [32] changed the spinodal region of the EOS to eliminate the numerical error due to discretization on the lattice, for which, however, an iterative feedback loop (self-tuning procedure) has to be adopted during the simulations. Li et al. [25,33] proposed a new forcing scheme in addition to recovering correct hydrodynamics, which improved the numerical stability; however, the thermodynamic inconsistency has not been completely removed, and for each individual case, the mechanical stability solution must be fitted with the solution given by the Maxwell equal-area rule.

In this study, we propose a forcing scheme for the LB pseudopotential model that is fundamentally consistent with thermodynamics and has a greater flexibility in setting a desired thermodynamic state. We introduce the proposed scheme in Sec. II with investigations of its thermodynamic consistency. In Sec. III, we demonstrate the applicability of the scheme in representing thermodynamic states of interest through simulations of planar interfaces and buoyancy-free droplets of two real fluids. Additionally, it is posited in this section that the proposed methodology provides the potential to improve the LBE for modeling multiphase flows by mitigating the unphysical side effects, such as spurious velocities. We also discuss the possible reasons behind the common problems of collapsing simulations in practical applications when an EOS of a real fluid is implemented directly into the SC model, which is discussed here. Finally, we discuss a straightforward procedure in constructing a specific two-phase lattice Boltzmann method (LBM) system with provided properties, such as pressure, densities, and sound speeds in the vapor and liquid phases.

## II. METHODOLOGY

In the LBE model, recurring streaming and collision processes of a set of finite distribution functions $f_i(x,t)$ reproduce the hydrodynamic behavior,

$$f_i(x + e_i \Delta t, t + \Delta t) - f_i(x,t) = -\frac{1}{\tau} \left[ f_i(x,t) - f_i^{eq}(x,t) \right],$$  

(1)

where $x$ is the position, $t$ is the time, $\tau$ is the nondimensional relaxation time, $\{e_i : i = 0, \ldots, q - 1\}$ are the discrete microscopic velocity vectors to the $q - 1$ neighboring nodes, and $f_i^{eq}$ is the local equilibrium distribution function obtained from the Chapman-Enskog expansion of the Maxwellian to the second order at constant temperature [34,35]. For a two-phase system near its equilibrium state, the momentum flux tensor can be derived by employing the equilibrium distribution function and considering its isotropy on the lattice,

$$\sum_{i=0}^{q-1} e_i^\alpha e_i^\beta f_i \approx \sum_{i=0}^{q-1} e_i^\alpha e_i^\beta f_i^{eq} = \rho_\alpha \delta_{\alpha\beta} + \rho u_\alpha u_\beta,$$  

(2)

where $\alpha$ and $\beta$ are Cartesian coordinates, $\theta$ is the lattice temperature, and $u$ is the velocity. The lattice temperature depends on the underlying lattice structure. For the case of the D2Q9 lattice, the discrete velocities are $e_0 = 0$, $e_1 = (\zeta, 0)$, $e_2 = (0, \zeta)$, $e_3 = (-\zeta, 0)$, $e_4 = (0, -\zeta)$, $e_5 = (\zeta, -\zeta)$, $e_6 = (-\zeta, -\zeta)$, and $e_7 = (\zeta, \zeta)$, where $\zeta = \Delta x/\Delta t$ is the microvelocity and $\Delta x$ is the lattice spacing. This choice of lattice sets the lattice temperature at

$$\theta = \zeta^2/3.$$  

(3)

The first term on the right-hand side of (2) demonstrates the well-known ideal gas pressure. To develop the approach to model nonideal fluids and two-phase systems, Shan and Chen [2] introduced a lattice force into the LBE,

$$\mathbf{F} = -G\psi(x,t) \sum_{i=1}^{N} w(|c_i|^2)\psi(x+c_i,t)\mathbf{c}_i,$$  

(4)

to describe the interaction potentials (pseudopotentials) between the fluid particles, where $G$ is the amplitude of the force, $N$ is the number of neighboring nodes that interact with the node of interest, $c_i$ is the vector linking to those neighbors, and $w$ is the weight function that makes the interaction force dependent on the distance. The distance to the nearest neighbor is $c$, whose magnitude is equal to $\zeta$ if we set $\Delta t = 1$. It should be noted that, from a numerical point of view, the force acts as the finite difference calculation of $-\psi \nabla \psi$ on the lattice. Having more participating nodes in this calculation, the degree of isotropy of the finite difference gradient operator can be enhanced systematically, which favors reducing spurious velocities generated close to the curved interfaces [12,18]. Therefore, $e_i$ vectors should be distinguished from $c_i$ vectors because although distribution functions are streaming with velocity vector $e_i$ to the nearest-neighbor nodes, $c_i$ is the cutoff radius of the force that can be extended beyond the nearest neighbors.

The pseudopotential $\psi$ can be determined by satisfying the thermodynamic requirements of the system. Matching the mechanical stability along a planar interface to the Maxwell equal-area rule for a thermodynamic system in equilibrium

$$\int_{p_0}^{p_1} \rho_0 - p d\rho/\rho^2 = 0,$$

where $p_0$ and $p_1$ are the densities of saturated liquid and vapor at a given temperature, respectively.
the force on the lattice [19] and, as shown in Sec. II B, can introduce the concept of the multipseudopotential interparticle real fluids. Of interparticle interactions of fluids, and hence, it is unable to this pseudopotential represents one part of the molecular speeds in the vapor and liquid phases. To our understanding, such as pressure, liquid density, vapor density, and sound among the properties of real fluids in two-phase coexistence, 

\[ e_4 = \frac{w(1)}{2} + 2w(2) + 8w(4) + 25w(5) + 32w(8) + \ldots \]  

(7)

For example, in the case of nearest-node interactions \( w(|\mathbf{e}|^2) = 0 \) for \( |\mathbf{e}|^2 > 2 \) and from the fourth-order isotropy of the force on the lattice \( w(1) = 1/3, w(2) = 1/12, \) and \( e_4 = 1/3 \). Weights for \( |\mathbf{e}|^2 > 2 \) come into effect when a higher order of isotropy is needed (for more details refer to Refs. [12,18]).

A. Multipseudopotential interaction scheme

Considering the unique EOS \( p = \rho \theta + G_C \psi^2/2 \) presented by consistent pseudopotential function (6), the system is a faithful model of the liquid-vapor coexistence. However, such a consistent system is unable to present experimental data and the practical EOSs, such as those of van der Waals (VW) and Carnahan-Starling (CS). This shortcoming comes, in mathematics, from the fact that only three free parameters—\( G, C, \) and \( \lambda \)—are not sufficient to describe the desired relations among the properties of real fluids in two-phase coexistence, such as pressure, liquid density, vapor density, and sound speeds in the vapor and liquid phases. To our understanding, this pseudopotential represents one part of the molecular potential, and such a system lacks contributions of other parts of interparticle interactions of fluids, and hence, it is unable to represent a wide variety of experimental data of the states of real fluids.

To overcome the above mentioned shortcoming, here we introduce the concept of the multipseudopotential interparticle interaction (MPI), in comparison with the single pseudopotential interaction (SPI), as the pair interactions scheme to describe the hydrodynamic properties of real fluids, under the condition that each potential satisfies the thermodynamic requirement (5),

\[ F^{(n)} = F^{(1)} + F^{(2)} + \cdots + F^{(n)} \]

\[ = \sum_{j=1}^{n} -G_j \psi_j (\mathbf{x}, t) \sum_{i=1}^{N} w(|\mathbf{e}_i|^2) \psi_j (\mathbf{x} + \mathbf{e}_i, t) \mathbf{e}_i, \]

(8)

where \( n \) is the number of pseudopotentials, \( G_j \) is the amplitude, and \( \psi_j \) is the consistent pseudopotential of the \( j \)th part of the force,

\[ \psi_j (\rho) = \left( \frac{\rho}{\lambda_{j, \varepsilon} + C_j \rho} \right)^{1/\varepsilon}. \]

(9)

Here, the interparticle potential is presented with the contributions of different parts. Therefore, as shown in Fig. 1, for example, the interaction force between node \( A \) and its neighbors \( (i = 1, 2, \ldots, 24) \) in a given lattice \( F_{\mathbf{A}_{i \neq A}}^{\text{total}} \) is composed of a set of subforces at various potentials, which are the functions of particle densities, i.e., the inverse of the mean free path of particles.

It is noteworthy that the concept and physics of multipseudopotential interaction are different from those of the multirange interaction (or pseudopotential with midrange interactions) model proposed by Sbragaglia et al. [18] in which different sets of forces are introduced to the scheme with different ranges (or cutoff radii) linking to the neighborhood nodes. For instance, one set of forces with amplitude \( G_1 \) acts on the nearest nodes, and the others with amplitude \( G_2 \) act on next-nearest nodes. Such a multirange interaction model provides capabilities for the pseudopotential models, such as flexibility of setting surface tension independent of the EOS [18], achieving stable spraylike fluid [27,29], and increasing numerical stability [26,28]. However, it has to be noted that the multirange interaction scheme [18] does not take the thermodynamic consistency into consideration as all of its ranges utilize the same inconsistent pseudopotential \( \psi (\rho) = \sqrt{\rho_0} [1 - \exp (\rho/\rho_0)] \), where \( \rho_0 \) is a constant.

As defined in (8) and (9) and discussed in Sec. II B, the MPI scheme we proposed is fully thermodynamically consistent. Meanwhile, in principle, the MPI scheme utilizes different pseudopotentials but requires the force interactions within a specific range and order of isotropy. For example, if the nearest-neighbor interactions are considered, all subforces only act on nearest nodes \( F_{\mathbf{A}_{i \neq A}}^{\text{total}}: i = 1, 2, \ldots, 8 \) and have the fourth order of isotropy. Once the interactions extend to next-nearest neighbors, all subforces act within these lattice nodes \( F_{\mathbf{A}_{i \neq A}}^{\text{total}}: i = 1, 2, \ldots, 24 \) and have the eighth order of isotropy (see Fig. 1). Therefore, the method is grounded on Shan’s theory of calculation of the exact pressure tensor.
in pseudopotential LB systems [19] and its extension by Sbragaglia and Shan [21].

B. Thermodynamic consistency analysis

Here we prove that MPI inherently satisfies thermodynamic consistency and begin with the procedure similar to that stated in Refs. [3,19]. By employing the general rule of the force balance \( \sum P \cdot A = \sum F \) [19], the pressure tensor can be exactly expressed by the MPI force on a discrete lattice for the nearest and next-nearest interactions. Taking the D2Q9 exactly expressed by the MPI force on a discrete lattice for in Refs. [3,19]. By employing the general rule of the force balance and considering the continuum limit where all gradients are in the \( x \)-\( y \) plane,

\[
P_{xx} = \sum_{j=1}^{n} \frac{G_j c^2}{2} \frac{\psi_j^2}{\psi_j} + \frac{G_j c^4}{12} \left[ a_1 \left( \frac{d\psi_j}{dx} \right)^2 + a_2 \frac{d^2\psi_j}{dx^2} \right],
\]

\[
P_{yy} = \sum_{j=1}^{n} \frac{G_j c^2}{2} \frac{\psi_j^2}{\psi_j} + \frac{G_j c^4}{12} \left[ a_3 \left( \frac{d\psi_j}{dx} \right)^2 + a_4 \frac{d^2\psi_j}{dx^2} \right],
\]

\[
P_{xy} = P_{yx} = 0,
\]

where \( a_1 = 1 - 3\epsilon_4, a_2 = 1 + 6\epsilon_4, a_3 = -4[w(5) + 4w(8)], \) and \( a_4 = a_3 + \epsilon_4. \)

The mechanical stability along a planar interface states that the normal component of the pressure tensor is equal to a constant pressure \( p_0 \). Hence, by adding the ideal-gas part of the pressure, we find

\[
p_0 = \rho \theta + \sum_{j=1}^{n} \left\{ \frac{G_j c^2}{2} \frac{\psi_j^2}{\psi_j} + \frac{G_j c^4}{12} \left[ a_1 \left( \frac{d\psi_j}{dx} \right)^2 + a_2 \frac{d^2\psi_j}{dx^2} \right] \right\}.
\]

(13)

This equation, unsurprisingly, is the extended version of the pressure for the single pseudopotential force model [19] with the potentials up to the \( n \)th part. It is noteworthy that \( \epsilon_2 \), which is the constant of the second-order isotropy and must appear in front of the \( \psi_j^2 \) terms, is merged with \( G_j \) at a more general format. Equation (13) can then be rearranged in the format including only derivatives with respect to density,

\[
\sum_{j=1}^{n} \frac{G_j c^2}{8(1-\epsilon)\psi_j} \frac{d(\partial_\rho \psi_j)}{d\rho} = p_0 - \rho \theta - \sum_{j=1}^{n} \frac{G_j c^2}{2} \frac{\psi_j^2}{\psi_j},
\]

(14)

where \( \psi' = d\psi/d\rho \). Replacing \( \psi' \) with \( \rho^2/\lambda_j \), we are able to integrate all terms of (14) along the interface,

\[
(\partial_\rho \psi_j) \sum_{j=1}^{n} \frac{G_j c^4}{8(1-\epsilon)\lambda_j} \int_{\rho}^{\rho_0} \left( \rho_0 - \rho \theta - \sum_{j=1}^{n} \frac{G_j c^2}{2} \frac{\psi_j^2}{\psi_j} \right) \frac{d\rho}{\rho^2}.
\]

(15)

We can then solve (15) to find the density profile \( \partial_\rho \rho \) across the interface under the boundary conditions of \( \rho(-\infty) = \rho_0, \rho(+\infty) = \rho_1 \), and \( p_0 = p(\rho_0) = p(\rho_1) \). We further utilize the fact that in both liquid and vapor phases far from the interface, density has a uniform profile \( \partial_\rho \rho \), which makes all terms on the left-hand side of (15) zero; therefore, we obtain, in bulk liquid and vapor,

\[
\int_{\rho_0}^{\rho_1} \left( p_0 - \rho \theta - \sum_{j=1}^{n} \frac{G_j c^2}{2} \frac{\psi_j^2}{\psi_j} \right) \frac{d\rho}{\rho^2} = 0.
\]

(16)

It is obvious that (16) is the expression of the Maxwell construction, which means, with the first assumption that each individual force is thermodynamically consistent, the summation of these interparticle forces, therefore, is thermodynamically consistent. The corresponding EOS is

\[
p = \rho \theta + \sum_{j=1}^{n} \frac{G_j c^2}{2} \frac{\psi_j^2}{\psi_j}.
\]

(17)

This virial-like EOS (17) is the result of the multipseudopotential interaction forces (8). The MPI pseudopotential proposed in this study can be further applied to predict the interfacial forces in terms of the surface tension. In the case of a planar interface, surface tension can be calculated from

\[
\sigma = \int_{-\infty}^{+\infty} (p_N - p_T) dx = \int_{-\infty}^{+\infty} (P_{xx} - P_{yy}) dx, \quad (18)
\]

where \( p_N \) is the local pressure normal to the interface and \( p_T \) is the local pressure tangential to the interface. Solving Eq. (18) with the condition \( \partial_\rho \rho = 0 \) again in both liquid and vapor phases far from the interface, we can obtain

\[
\sigma = -\frac{c^4 \epsilon_4}{2} \int_{\rho_0}^{\rho_1} \left( \sum_{j=1}^{n} \frac{G_j \psi_j^2}{\psi_j} \right) \left( \partial_\rho \rho \right) d\rho, \quad (19)
\]

where \( \partial_\rho \rho \) is solved by (15).

Equations (17) and (19) are the general expressions of the EOS and the surface tension for the MPI LBE model, which are thermodynamically consistent. In physics, each potential of the MPI forces provides a certain order of interparticle interactions to correct the ideal gas pressure, i.e., the first term of (17). In mathematics, each term has a set of free parameters to describe the detailed dynamics of physics. In addition, following the work of Sbragaglia and Shan [21], it can be straightforwardly demonstrated that the proposed MPI has the format that leads to a consistency between the lattice pressure tensor and the free energy density developed from the square gradient theory (see Appendix A).

III. RESULTS AND DISCUSSION

Herein, we practically analyze the MPI for two-phase flows by considering a buoyancy-free steady droplet in equilibrium with its vapor and liquid-vapor coexistence with a planar interface, which is the classical case studied previously for testing the interfacial models [12,23,31]. The MPI capability in reproducing the VW and CS EOS is thoroughly investigated in comparison with another common scheme. Analysis is performed regarding the recovery of the real fluid EOS, mechanical stability, thermodynamic consistency, and eventually the spurious velocities. Additionally, a straightforward procedure is proposed to preset MPI parameters to achieve the desired two-phase properties.
For the case of the SPI, the mechanical stability is characterized by the exact pressure tensor on the lattice, which is obtained from nearest-node interactions. It leads to
\[
\int_{\rho_i}^{\rho_f} \left[ p_0 - \rho \frac{\psi'}{\psi} \frac{\psi'}{\psi} \frac{\psi'}{\psi} \right] d\rho = 0.
\] (25)

The thermodynamic consistency in this scheme is characterized by means of the Maxwell construction,
\[
\int_{\rho_i}^{\rho_f} \left\{ p_0 - \rho(\rho,T) \right\} \frac{d\rho}{\rho^2} = 0,
\] (26)

which is considered the benchmark.

For the case of the MPI, the mechanical stability and Maxwell thermodynamic condition are the same and identified as
\[
\int_{\rho_i}^{\rho_f} \left\{ p_0 - \rho \frac{\psi'}{\psi} \frac{\psi'}{\psi} \frac{\psi'}{\psi} \right\} d\rho = 0.
\] (27)

Equations (25)–(27) are solved numerically along with the conditions \( p_0 = p(\rho_1) = p(\rho_2) \) to find \( \rho_1, \rho_2, \) and \( p_0 \) for each scheme. Examining (27), recalling (23) for \( p_0 \), and knowing \( \zeta \propto c \), it can be realized that \( c \) can be crossed out from (27). It means that the MPI scheme under grid refinement or scalability, i.e., change in \( c \), shows the same densities in the given equilibrium state. Nonetheless, the mechanical stability of the SPI Eq. (25) is affected by the choice of \( c \) as \( \frac{\psi'}{\psi} \) is a nonlinear function of \( c \).

C. Simulation setup

All simulations are run on a two-dimensional square lattice including nine velocities (D2Q9). The computational domain contains 200 × 200 nodes. The nondimensional relaxation time is set to unity \( \tau = 1 \). The internal forces are embedded in the LBE by the method proposed by Guo et al. [36], which reproduces Navier-Stokes equations to the second order. For the case of the planar interface, half of the domain is filled with liquid density and the other half with the vapor density. For the case of the curved interface, a droplet with the radius is obtained from nearest-node interactions. It leads to the desired EOS directly on the interaction force and attempts to remove the ideal gas pressure created by streaming and collision of distribution functions. It has been demonstrated that, however, no practical EOSs placed into (24) could satisfy the thermodynamic condition (5). Moreover, in this SPI LBE scheme [23], the microvelocity is usually set to unity \( \zeta = 1 \) (i.e., \( c = 1 \)), and temperature is independently set to model different isothermal systems. As we show in the following discussion, the thermodynamic equilibrium state of the SPI will change with the value of \( c \).
Maxwell construction results (26),
\[
\text{Error} = \frac{\left| \rho_{\text{simulation}} - \rho_{\text{Maxwell}} \right|}{\rho_{\text{Maxwell}}}. \tag{29}
\]

As the MPI EOS is scalable, as an option, we can simply set the lattice temperature as the scale of a simulation and, therefore, EOS temperature \(T\) coincides with lattice temperature \(\theta\). Such a choice fixes the microvelocity at \(\varsigma = \sqrt{3T}\), which is the strategy we selected in the case of the VW fluid.

In order to recover the VW fluid, we fit the MPI EOS onto the VW EOS, whereby, by trial and error, we found that four potentials in (23) with their free parameters \(G_j\) and \(\lambda_j\) are needed. For the case of the CS fluid, we impose no constraint on \(\varsigma\) and disconnect it from the system temperature as in the SPI scheme. We employ it only as another free parameter for fitting. Following this strategy, by trial and error, we found only \(n = 3\) pseudopotentials in (23) are needed to implement the CS into the MPI. The details of the curve fittings are provided in Appendix B.

### D. Flat phase interface

The first set of simulations is run to build planar interfaces using the MPI scheme and the VW EOS. According to the mechanical stability of a flat interface, the total normal component of the pressure tensor \(p_0 = P_{xx} + \rho \theta\) across the phase interface must be constant. Here, we can compute \(P_{xx}\) from Eq. (10) where \(a_1 = 0\) and \(a_2 = 3\). The second spatial derivative of the pseudopotential is obtained by use of the second-order central difference approximation. Figure 2 shows \(p_0\) nondimensionalized by \(p_{\text{Maxwell}}\) along the phase interface for \(T_R = 0.86, 0.88, 0.90\). Calculating the change in pressure along the interface \(\Delta p = \left| \rho_0 - \rho_{\text{liquid}} \right| / \rho_{\text{liquid}}\), we estimated the maximum error of 0.011%, 0.008%, and 0.008% for each case, respectively, which validates the mechanical stability of the system. The errors are suggested to associate with higher-order terms of the pressure tensor, which are neglected in Eq. (10).

The second set of simulations is run to investigate the MPI using the CS EOS when constructing a planar interface in comparison with the SPI. Figure 3(a) demonstrates the equilibrium (reduced) density versus (reduced) temperature achieved for the liquid branch of the liquid-vapor coexistence curve. For the case of \(a = 1\), the SPI starts deviating from the Maxwell construction as temperature decreases. At \(T_R = 0.78\), the error is 1.2%. On the other hand, the MPI results follow those of the liquid branch very well where the error at \(T_R = 0.78\) is 0.3%. If the attraction part of the CS EOS increases to \(a = 5.5\), both the SPI and the MPI show satisfactory results, although the SPI simulations unconditionally collapse if the temperature decreases to less than \(T_R = 0.84\). This is not the case for the MPI, which successfully simulates the Maxwell construction at the lower temperature \(T_R = 0.78\). As the case of the CS EOS with parameters of \(a = 1\) and \(b = 4\) has been used commonly in the literature, we deliberately have chosen \(a = 5.5\) and \(b = 4\) to show a shortcoming of the SPI schemes, which will be discussed in Sec. III F. The vapor branch of the coexistence curve of the CS EOS is shown in Fig. 3(b). In the case of \(a = 1\), the deviation of the SPI from the Maxwell construction is more severe than the liquid branch where the error reaches 79% at \(T_R = 0.78\). In contrast, the MPI error at that temperature is about 1%. For the case of \(a = 5.5\), the SPI
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**FIG. 2.** (Color online) Profile of the total normal component of pressure tensor (normalized by \(p_{\text{Maxwell}}\)) along the phase interface for the MPI scheme showing the VW EOS at different temperatures.
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**FIG. 3.** (Color online) Results obtained from the MPI and SPI simulations of the CS EOS in comparison with analytical results of the Maxwell construction: (a) reduced density of liquid versus reduced temperature and (b) reduced density of vapor versus reduced temperature. The thin lines indicate where the SPI simulations collapse.
shows improvement where the error at \( T_R = 0.84 \) is 2.6% and the MPI shows 1.8%. Nonetheless, as described above, the SPI collapses as the temperature decreases to less than \( T_R = 0.84 \).

### E. Circular droplet

The third set of simulations is devoted to the case of the buoyancy-free steady VW droplet. Figure 4 shows the reduced density of the saturated liquid and vapor versus the reduced temperature. Both schemes satisfactorily predict the liquid branch of the VW EOS, shown in Fig. 4(a), whereby the maximum deviation from the Maxwell construction by the SPI scheme is 0.6% at \( T_R = 0.92 \) and by the MPI scheme is 0.4% at \( T_R = 0.98 \). On the vapor branch as predicted and shown in Fig. 4(b), the SPI scheme exhibits mechanical stability (25) and deviates gradually from the Maxwell construction (26) with decreasing temperature. It has been noticed that the SPI scheme works well with reduced temperatures higher than 0.83 but collapses when the reduced temperature decreases further, the same as for the CS EOS. The details on this collapse behavior, observed as the major shortcoming of the SPI scheme, will be discussed in Sec. III F. In contrast, the MPI scheme, down to lower temperatures, demonstrates good agreement with the thermodynamic condition (26). This behavior can be seen clearly in Fig. 5, which illustrates the error resulting from the deviation from the vapor branch of the Maxwell construction (26). Whereas the SPI scheme error increases remarkably with the decrease in temperature, the errors generated by the MPI stay consistently under 1.5% and are generally independent of temperature. When the temperature decreases, in principle, the liquid-vapor density ratio rises; hence, the MPI predictions are generally steady while the density ratio increases.

The spurious velocities produced by the SPI (using the VW EOS) and the MPI (using the VW EOS) schemes are examined, and the results are shown in Table I. Spurious velocities for both models rise as the saturation temperature decreases. The maximum spurious velocities observed from the MPI simulations at different temperatures are about 50% of those obtained from the SPI. The details are demonstrated by the distribution of spurious velocities in Fig. 6 where both schemes are applied to simulate the VW fluid at \( T_R = 0.84, 0.88, 0.94 \) and the results are depicted at the same scale. The spurious velocities generated at left, right, top, and bottom of the SPI

| \( T_R \) | \( \frac{u_{\text{max}}^{\text{SPI}}}{c} \) | \( \frac{u_{\text{max}}^{\text{MPI}}}{c} \) | Reduction (%) |
|--------|-----------------|-----------------|-----------------|
| 0.74   | 6.85 \times 10^{-2} | | |
| 0.78   | 2.48 \times 10^{-2} | | |
| 0.84   | 1.63 \times 10^{-2} | 8.40 \times 10^{-3} | 48.57 |
| 0.86   | 1.26 \times 10^{-2} | 5.90 \times 10^{-3} | 53.02 |
| 0.88   | 9.16 \times 10^{-3} | 4.45 \times 10^{-3} | 51.40 |
| 0.90   | 6.32 \times 10^{-3} | 2.99 \times 10^{-3} | 52.67 |
| 0.92   | 3.93 \times 10^{-3} | 1.85 \times 10^{-3} | 52.93 |
| 0.94   | 2.21 \times 10^{-3} | 1.03 \times 10^{-3} | 53.50 |
| 0.96   | 9.48 \times 10^{-4} | 4.34 \times 10^{-4} | 54.24 |
| 0.98   | 2.19 \times 10^{-4} | 1.03 \times 10^{-4} | 52.76 |
FIG. 6. (Color online) Spurious velocities are shown, the SPI: (a), (c), and (e); and the MPI: (b), (d), and (f) for simulating the VW fluid at different temperatures with droplets having reached the equilibrium state.

droplets are much greater than what are observed at the MPI droplets.

F. Physical analysis of the SPI

Running different cases with the SPI scheme, we have found that LBE simulations collapse and the mechanical stability (25) integrations tend to diverge at low temperatures (see Figs. 3 and 4) where obviously spurious velocities are not the cause. The collapse of simulations for the VW fluid has been reported by Ref. [23]; however, the reasons for its occurrence were not clarified. It is in fact due to, considering Eq. (24), the difficulty in guaranteeing $\psi_S$ to be a real value. For example, by setting $G < 0$, $\psi_S$ could only be a real value if $p - \rho/3 \leq 0$. We discuss the details by using the reduced format of the equation $p_R = (3b/a)\rho_R$, which is depicted versus the reduced density for the VW EOS at three different temperatures in Fig. 7. It can be seen from Fig. 7 that there are regions close to the subcooled liquid and superheated vapor where the term above is positive. If only these states are simulated, it is possible to set $G$ as a positive value and make $\psi_S$ physically meaningful. Nonetheless, if a saturated fluid is modeled, the change in sign of $G$ may not be of any help. As shown in Fig. 7, at the high temperature of $T_R = 0.90$, a physically meaningful $\psi_S$ can be obtained for both liquid and vapor if we set $G < 0$ since the term $p_R - (3b/a)\rho_R < 0$. However, if temperature is reduced to $T_R < 0.83$ [$p_R - (3b/a)\rho_R = 0$ at $T_R = 0.83$], the term $p_R - (3b/a)\rho_R$ is positive for vapor while being negative for liquid. Lower than this temperature, obviously, the SPI scheme using the VW EOS fails to calculate $\psi_S$ by (24) either through setting $G$ as a positive or a negative value. The threshold temperature $T_R = 0.83$, which is identified in this study, is found by numerically solving Eq. (25) for the case of the VW fluid with parameters $a = 9/49$ and $b = 2/21$. Physically, this is the reason that no results could be illustrated in Figs. 3 (for case $a = 5.5$) and 4 from the SPI model for lower temperatures. The threshold temperature depends on the ratio of $b/a$ for the VW fluids. This means that the available domain of the SPI must be investigated for a given fluid individually in order to preclude the collapse of the simulation.

It should be noted that the difficulty in guaranteeing the real value for $\psi_S$ is a general drawback of the SPI scheme using Eq. (24), as long as a VW-like EOS, such as the EOSs of Peng-Robinson, Redlich-Kwong, and Carnahan-Starling, is employed.

G. Physical analysis of the MPI

The LBE EOS recovers the CS EOS accurately when the proposed MPI scheme is used as shown in the inset graph of Fig. 8. The contributions of each pseudopotential to the dynamic properties of a CS fluid is examined with the aid of the potential factors,

$$\Pi_j = \frac{1}{\rho T} \frac{G j^2}{2} \psi_j^2,$$

which are shown in Fig. 8 at the reduced temperature of $T_R = 0.8$ versus reduced density, which can represent the inverse of the mean free path of a particle. As demonstrated in Fig. 8, when the density approaches zero, all potential factors approach zero, and the fluid acts as an ideal gas. As density increases, $\Pi_1$, which has the nature of attraction of particles, begins to play a relatively major role in controlling the long-distance-particles (low density) interactions in the vapor
region. In the interface region of liquid and vapor, $\Pi_2$, which has the nature of additional attraction of particles, gradually becomes more dominant for coupling the long-distance with short-distance (high density) interactions. Finally, approaching the liquid phase, $\Pi_3$ becomes saturated, but the relatively powerful $\Pi_1$, which has a repulsion nature of particles, dominates in simulating the short-distance interactions. Whereas $\Pi_1$ and $\Pi_2$ act as the attraction moieties of the interactions, $\Pi_3$ reflects the hard sphere model of the CS EOS. It should be noted that $\Pi_1$ is still a soft force that will be saturated in a place much higher than $\Pi_1$ and $\Pi_2$. These results demonstrate two important physical characteristics of the MPI: first, the mass collapse (or overaccumulation of mass) is prevented by powerful repulsive $\Pi_1$, which differs from, at least, the original pseudopotential idea that the hard sphere model is achieved by the saturation of the pseudopotential. Second, considering the fact that, here, the interactions are between nearest nodes only, all the physics of molecular short-distance repulsion and long-distance attraction are achieved without the need for increasing the LB force cutoff radius (i.e., extending the interactions to the next-nearest nodes or more). This advantage comes from the nature of the MPI that the total interaction between two specific nodes is not solely attractive or repulsive. On the other hand, the physical meaning of the SPI scheme is unclear as discussed in Sec. III F. The repulsion part of the original SC model is provided by the ideal pressure created by streaming and collisions of distribution functions. This leads to the two-phase systems in which the speed of sound in liquid is less than the vapor phase and, perhaps, generates instability [9]. As shown in this paper, the MPI follows the VW and CS EOSs well, indicating that the MPI models the characteristics of the saturated fluid at temperature $T_c$, such as saturation pressure $p_{sat}$, density of liquid $\rho_l$, density of vapor $\rho_v$, sound speed in the liquid phase $\sqrt{\partial p/\partial \rho}_l$, and sound speed in the vapor phase $\sqrt{\partial p/\partial \rho}_v$, can be determined from the EOS and employed for presetting the MPI LB system. Table II shows these values at $T_R = 0.80, 0.86, 0.90$. To model one of these states in a LB system, we need to impose the five characteristics mentioned above on the MPI EOS (23) and thus identify the MPI forces.

Here we set the lattice temperature at fluid temperature $\theta = T$, i.e., $\zeta = \sqrt{3T}$. Therefore the first term of (23) is identified. For the sake of simplicity and precluding the nonlinearity of equations, only $G_j$ are considered as unknowns in (23). Therefore five pseudopotentials $n = 5$ are considered. Based on the pattern of $\lambda_j$ in the VW and CS EOSs (see Appendix B), we can set $\lambda_1 = m\rho_c$, $\lambda_j = 4i^{-1}\lambda_1$ and then

$$p = \rho T + \frac{3T G_1}{2} \exp(-2m\rho_c/\rho)$$

$$+ \sum_{j=2}^{5} \frac{3T G_j}{2} \exp(-4i m\rho_c/2\rho),$$

(31)

where $m$ is a free parameter discussed in the following.

The conditions of pressure and sound speeds can constrain (31) and its first derivative. Generally, the pseudopotential models achieve a two-phase coexistence based on the VW loop observed in EOSs. Therefore, to have such a shape in (31), the Maxwell equal-area rule (27) and its boundary condition are put into effect. Variable $m$ is chosen to guarantee a VW-

| $\rho$ | $p_{sat}$ | $\rho_v$ | $\rho_l$ | $\partial p/\partial \rho_l$ | $\partial p/\partial \rho_v$ |
|-------|-----------|---------|---------|----------------|----------------|
| 0.80  | 1.150     | 1.678   | 13.529  | 0.464          | 2.254          |
| 0.86  | 1.594     | 2.369   | 12.457  | 0.378          | 1.362          |
| 0.90  | 1.941     | 2.980   | 11.601  | 0.302          | 0.873          |
FIG. 9. (Color online) The preset EOS of the MPI versus the VW EOS at $T_R = 0.86$. In addition to creating a VW-like loop, the MPI curve mimics the VW curve in the vicinity of the saturation densities.

A virial-like loop with a single maximum pressure point, and a single minimum pressure point can be created without singularity in the system of linear equations. Here, we set it as $m = 0.057$. All five equations are derived and can be found in Appendix C for reference. Finally, a system of five linear equations can be solved instantly to find \( \{G_j : j = 1 - 5\} \). Then, a LBE MPI system is set up. Figure 9 shows the MPI EOS obtained via this method, in comparison with the VW EOS at $T_R = 0.86$.

As we expected a VW-like loop is achieved where the MPI curve lays on the VW EOS in the vicinity of saturation liquid density and vapor density.

We further examined the preset MPI by performing simulations for the cases of the planar interface. The simulation results are given in Fig. 10, which show the density profile along the planar interfaces. The MPI satisfactorily reproduces the input parameters. The errors due to deviation of reproduced $\rho_v$ and $\rho_l$ from the input $\rho_v$ and $\rho_l$ are 0.002% and 0.0002% for the case of $T_R = 0.90$, 0.02% and 0.0009% for the case of $T_R = 0.86$, and 0.06% and 0.001% for the case of $T_R = 0.80$, respectively. The errors should be associated with the higher-order terms of Eq. (10), which are neglected, along with spurious velocities as a consequence of lack of higher degrees of isotropy.

### IV. Conclusion

To summarize, we have developed a scheme based on the original SC model \([2,3]\) to eliminate the numerical errors as a consequence of the discretization effect of the lattice. In this framework, the real EOSs and experimental data can be consistently implemented into the LB system. The fundamental ingredients of the original method are preserved, whereas the forcing scheme is further developed to include different portions of particle interactions. The outcome EOS of the MPI scheme has a virial-like shape with an arbitrary number of terms and free parameters. Each term is assigned to a pseudopotential whose effect is dependent on the mean free path of the particles.

The proposed model is compared with the commonly used SPI scheme in reproducing the VW and CS EOSs and other major characteristics of two-phase flows. It is found that, first of all, in contrast to the SPI scheme, the MPI scheme is scalable and shows the independency of equilibrium densities under grid refinement. In other words, its mechanical stability condition is not influenced by the choice of the lattice spacing. Second, when reproducing the Maxwell construction, both methods show small discrepancies at the saturated liquid branch. Regarding the vapor branch, the SPI prediction deviates significantly with a decrease in temperature, whereas the MPI scheme shows much better results, and their accuracies are independent of temperature, the density ratio, and the type of chosen EOS.

The MPI scheme used in this paper only considers the nearest-node interactions, but also the interaction between two nodes is not solely attractive or repulsive. The MPI scheme adjusts the interactions automatically according to local densities. Such a behavior can effectively reflect the underlying molecular interactions.

A shortcoming of the SPI scheme in recovering the VW-like EOSs is addressed. There exist the thermodynamic states where the SPI pseudopotential has real values in the liquid (vapor) region and imaginary values in the vapor (liquid) region, thereby causing the collapse of simulations. This problem could be resolved by constraining the parameters of simulations by decreasing the degree of freedom for engineering applications. The nature of the MPI scheme is free from this shortcoming.

An alternative procedure in simply achieving a specific MPI two-phase system is suggested using only the properties of pressure, liquid density, vapor density, and sound speeds in vapor and liquid phases. The results from the simulated system show good agreement with the input parameters.
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The aim of this appendix is to support the discussion in Sec. II B and show that the pressure tensor of the MPI scheme in the case of one-dimensional interface Eq. (10) matches a free energy density. Following Ref. [21], we start from the free energy density,

\[ H = f(\rho) + \varphi(\rho) (\partial_\rho \rho)^2 - l \rho, \]  

(A1)

where \( f \) is the bulk free energy, \( l \) is a Lagrange multiplier, and \( \varphi(\rho) \) is a function depending only on the density. From the equilibrium condition \( \frac{dH}{d\rho} = 0 \), it can be shown that \( \varphi(\rho) \) is a function of the density and not a function of the gradient of the density. Therefore, these values can be used to directly achieve the mentioned systems or utilized for an energy model. In the domain, far away from density gradients, the bulk free energy is

\[ f = \rho \theta \ln \rho - \theta + \sum_{j=1}^{n} G_j c^2 \rho - \frac{1}{2} \int r_0 \psi_j^2(n) n^2 d\mathbf{n}, \]  

(A8)

where \( r_0 \) is a constant. Substituting (6) into (A8) and calculating the integration, the bulk free energy simplifies to

\[ f = \rho \theta \ln \rho - \theta + \sum_{j=1}^{n} G_j c^2 \rho - 2 \lambda_j (2 - \epsilon) \psi_j^{-2}. \]  

(A9)

The bulk chemical potential can be found from \( \mu = \partial_\rho f(\rho) \), i.e.,

\[ \mu = \theta (\ln \rho + 1) + \sum_{j=1}^{n} G_j c^2 \rho \frac{\psi_j^{-2}}{\lambda_j (2 - \epsilon) + \psi_j^2}. \]  

(A10)

Therefore, the free energy is

\[ H = f - \sum_{j=1}^{n} G_j c^4 (\lambda_j (1 - \epsilon) \rho \psi_j^2) (\partial_\rho \rho)^2. \]  

(A11)

APPENDIX B

Tables III – V show the parameters we have used to fit the MPI EOS onto the VW and CS EOS. The fitting has been performed around the two-phase coexistence region. These tables are brought, mainly, to show the capability of the MPI in representing EOSs. Therefore, these values can be used directly to achieve the mentioned systems or utilized for an energy model. In the domain, far away from density gradients, the bulk free energy is

\[ f = \rho \theta \ln \rho - \theta + \sum_{j=1}^{n} G_j c^2 \rho - \frac{1}{2} \int r_0 \psi_j^2(n) n^2 d\mathbf{n}, \]  

(A8)

where \( r_0 \) is a constant. Substituting (6) into (A8) and calculating the integration, the bulk free energy simplifies to

\[ f = \rho \theta \ln \rho - \theta + \sum_{j=1}^{n} G_j c^2 \rho - 2 \lambda_j (2 - \epsilon) \psi_j^{-2}. \]  

(A9)

The bulk chemical potential can be found from \( \mu = \partial_\rho f(\rho) \), i.e.,

\[ \mu = \theta (\ln \rho + 1) + \sum_{j=1}^{n} G_j c^2 \rho \frac{\psi_j^{-2}}{\lambda_j (2 - \epsilon) + \psi_j^2}. \]  

(A10)

Therefore, the free energy is

\[ H = f - \sum_{j=1}^{n} G_j c^4 (\lambda_j (1 - \epsilon) \rho \psi_j^2) (\partial_\rho \rho)^2. \]  

(A11)
the sound speed in the liquid phase,
\[
(\partial p/\partial \rho)_l = T + \sum_{j=1}^{5} \frac{3T \lambda_j G_j}{\rho_v^2} \exp(-2\lambda_j/\rho_v),
\]
(C3)
the Maxwell equal-area rule (27),
\[
p_{sat} \left( \frac{1}{\rho_v} - \frac{1}{\rho_l} \right) - T \ln(\rho_l/\rho_v)
= \sum_{j=1}^{5} \frac{3T G_j}{4\lambda_j} \left[ \exp(-2\lambda_j/\rho_l) - \exp(-2\lambda_j/\rho_v) \right],
\]
(C4)
and the boundary condition \(p(\rho_l) = p(\rho_v)\).
\[
\rho_v T + \sum_{j=1}^{5} \frac{3T G_j}{2} \exp(-2\lambda_j/\rho_v)
= \rho_l T + \sum_{j=1}^{5} \frac{3T G_j}{2} \exp(-2\lambda_j/\rho_l),
\]
(C5)
If we set \(\lambda_1 = m\rho_v\) and \(\lambda_j = 4^{-j}\lambda_1\), \(\{G_j; j = 1 - 5\}\) are the unknowns which can be found by solving this system of five linear equations and using the data listed in Table II for the case of this study. Therefore, the MPI forces are determined and can be implemented in the LB system to achieve the desired two-phase system.

APPENDIX C

Following the discussion in Sec. IIIH, the system of linear equations of the preset MPI is derived by setting the lattice temperature at fluid temperature \(T = \theta\), i.e., \(\xi = \sqrt{\frac{\theta}{T}}\) and imposing the desired conditions on the MPI EOS (23): The saturation pressure,
\[
p_{sat} = \rho_v T + \sum_{j=1}^{5} \frac{3T G_j}{2} \exp(-2\lambda_j/\rho_v), \quad (C1)
\]

\[
\begin{array}{c|cccccc}
T_R & 0.78 & 0.82 & 0.86 & 0.90 & 0.94 & 0.98 \\
\xi & 0.991 & 1.015 & 1.076 & 1.104 & 1.102 & 1.132 \\
G_1 \times 10^3 & -129.5 & -122.2 & -86.0 & -76.54 & -93.68 & -88.49 \\
G_2 \times 10^3 & -850 & -722 & -588 & -498 & -439 & -377 \\
G_3 & 155.7 & 108.5 & 85.38 & 64.06 & 34.58 & 20.0 \\
\lambda_1 & 62.65 & 65.00 & 55.00 & 54.8 & 66.95 & 68.0 \\
\lambda_2 & 198 & 195.7 & 181.1 & 176.1 & 186.6 & 186.3 \\
\lambda_3 & 1.124 & 1.051 & 1.016 & 0.962 & 0.854 & 0.777 \\
R^2 & 1.0 & 1.0 & 0.999 & 1.0 & 1.0 & 1.0 \\
\end{array}
\]

The parameters are determined by solving the system of five equations (23), (C1), (C2), (C3), and (C4) for \(\rho_v\), \(\rho_l\), \(T\), \(\lambda\), and \(\xi\), respectively. The results are summarized in Table C.

\[\text{Table C. Parameters at which the MPI follows the CS EOS with } a = 5.5 \text{ and } b = 4 \text{ for } n = 3.\]
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