Extensive X-ray variability studies of NGC 7314 using long XMM-Newton observations
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ABSTRACT

We present a detailed X-ray variability study of the low mass Active Galactic Nuclei (AGN) NGC 7314 using the two newly obtained XMM-Newton observations (140 and 130 ks), together with two archival data sets of shorter duration (45 and 84 ks). The relationship between the X-ray variability characteristics and other physical source properties (such as the black hole mass) are still relatively poorly defined, especially for low-mass AGN. We perform a new, fully analytical, power spectral density (PSD) model analysis method, which will be described in detail in a forthcoming paper, that takes into consideration the spectral distortions, caused by red-noise leak. We find that the PSD in the 0.5 – 10 keV energy range, can be represented by a bending power-law with a bend around $6.7 \times 10^{-5}$ Hz, having a slope of 0.51 and 1.99 below and above the bend, respectively. Adding our bend time-scale estimate, to an already published ensemble of estimates from several AGN, supports the idea that the bend time-scale depends linearly only on the black hole mass and not on the bolometric luminosity. Moreover, we find that as the energy range increases, the PSD normalization increases and there is a hint that simultaneously the high frequency slope becomes steeper. Finally, the X-ray time-lag spectrum of NGC 7314 shows some very weak signatures of relativistic reflection, and the energy resolved time-lag spectrum, for frequencies around $3 \times 10^{-4}$ Hz, shows no signatures of X-ray reverberation. We show that the previous claim about ks time-delays in this source, is simply an artefact induced by the minuscule number of points entering during the time-lag estimation in the low frequency part of the time-lag spectrum (i.e. below $10^{-4}$ Hz).
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1 INTRODUCTION

X-ray variability studies of Active Galactic Nuclei (AGN) have been proven an excellent diagnostic tool of probing and disclosing their physical properties. The observed X-ray flux variations are thought to originate from the innermost region of an accretion-flow taking place around a super-massive black hole (BH), having a mass range between $10^5$ and $10^9$ M$_\odot$. Since the dynamics of this region are tuned by the BH mass, the corresponding size-scales, and thus time-scales, should depend on the BH mass via some sort of scaling relations. Moreover, since the accretion physics laws appear to be the same for all the classes of accretion objects, irrespective of their BH mass, these scaling laws should extend to much smaller ‘stellar-size’ BH masses, such as those of the black-hole X-ray binary (BH-XRB) systems, having masses around $1 - 20$ M$_\odot$.

Currently, such an AGN-XRB connection is seen in the Fourier domain (Uttley et al. 2002; Markowitz et al. 2003; Vaughan et al. 2003b; McHardy et al. 2006). Both classes of objects exhibit random X-ray flux variations whose amplitude, at a given Fourier frequency $f$, is described by Power Spectral Density (PSD) functions of a power-law form, $P(f) \propto f^{-2}$, which break/bend below some characteristic frequency, $f_b$, to flatter values. Exactly this characteristic frequency, $f_b$, scales approximately inversely proportional to the BH mass. Notably, this scaling law seems to
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be followed only from those XRBs in the ‘soft-state’, since those in the ‘hard-states’ are characterised by more complex shapes with multiple bends (Nowak 2000; Grinberg et al. 2014).

Moreover, this AGN-XRB connection is further supported by the X-ray reverberation studies. The detection of Fourier resolved time delays between the soft, 0.3–1 keV, and the hard, 1–4 keV, X-ray light curves, is attributed to the light-travel distance between the X-ray emitting corona (hard X-ray component) and the reflected emission (delayed, soft X-ray component) from the inner parts of the accretion disc, close to the BH, where strong gravity effects play a major role (Fabian et al. 2009; Emmanoulopoulos et al. 2011; Zoghbi et al. 2011; Cackett et al. 2013; Fabian et al. 2013; Alston et al. 2014; De Marco et al. 2013a) showed from an observational perspective the existence of a scaling relation between the most-negative time-lag measurement and the BH mass in a sample of 15 AGN. Then, Emmanoulopoulos et al. (2014), using a fully general relativistic approach, were able to model the time-lag spectra of 12 AGN and derive/constrain physical source parameters, principally the BH mass and the height of the X-ray corona and then the BH spin parameter and viewing angle of the systems. Similar results on individual sources, focusing mainly in the height of the X-ray corona and the viewing angle, have been also derived by Wilkins & Fabian (2013; Cackett et al. 2014).

Currently, with respect to galactic sources, such as XRBs, the detection of X-ray time delays is very challenging. Assuming that all the time-scales are scaling according to the BH mass i.e. \( t_g = r_g/c \) where \( t_g \) is the light crossing time and \( r_g \) is the gravitational radius, for an object with \( M = 10^5 M_\odot \), \( t_g \) is around 50 \( \mu \)s, in contrast to and AGN with mass \( M = 2 \times 10^8 M_\odot \), for which \( t_g = 10 \) s. Thus, direct studies of X-ray time delays in the case of XRBs are prohibitively difficult to be conducted with the current instrumentation in the \( \mu \)s time-regime. Nevertheless, in the case of BH XRBs, GX-339 ms time-delays have been observed in a hard state by Utley et al. (2011) using the covariance spectrum. Moreover, for X-ray lags have been reported for the neutron star X-ray binaries 4U 1608-52 and 4U 1636-53 are observed at the frequencies of the kHz QPOs (McClintock & Remillard 2006). Interestingly, by joining this ‘galactic’ time-scale sample, with the one derived by the AGN (De Marco et al. 2013b) shows that the observed time-delays appear to scale with the BH mass (figure 9 in De Marco et al. 2013b). In the same figure one can notice the great gap in the BH mass parameter space between galactic and extragalactic sources (almost 6 orders of magnitude).

Consequently, it is of great importance to bridge the gap, in the BH mass parameter space, between extragalactic and galactic accreting objects. Thus, the study of extragalactic low-mass BH mass objects, exhibiting a strong variable X-ray flux behaviour, provide us with a reliable test-bed to address the validity of such scaling relations along the lower BH mass-end of the parameter space which is currently a completely unexplored region.

Along these lines, NGC 7314 (\( z = 0.004760 \), Mathewson & Ford 1996) is an ideal source for such timing studies. NGC 7314 is a spiral galaxy, morphologically classified as SAB(rs)bc, which hosts an AGN. The optical spectrum of NGC 7314 is dominated by narrow emission lines but a weak broad wing to H\(_\alpha\) has been noted by Filippenko & Halpern (1984) and Hughes et al. (2003), leading to a tentative classification as a Seyfert type 1.9. However an O1 Bowen fluorescence line (at \( \lambda = 8446 \) \AA\) was noted by Morris & Ward (1983), leading to a classification as a Seyfert type 1 galaxy. The central stellar velocity dispersion is 60 km s\(^{-1}\) (Gu et al. 2006), yielding a BH-mass estimate of \( (0.87 \pm 0.45) \times 10^7 M_\odot \) (McHardy 2013). Finally, in the literature, there are three bolometric luminosity estimates of NGC 7314: 6.46, 2.63 and 9.55 \( \times 10^{43} \) erg s\(^{-1}\) (Elvis et al. 1994; Marconi et al. 2004; Vasudevan & Fabian 2007) and thus in our analysis we are using their mean value \( (6.21 \pm 3.47) \times 10^{43} \) erg s\(^{-1}\). Finally, from the very early years of X-ray astronomy, NGC 7314 showed a great deal of flux variations spanning minutely (EXOSAT data, Turner 1987 up to hourly flux variations (ASCA data, Yaqoob et al. 1996). There is observational evidence that the source is seen through a warm absorber which is situated within the clumpy torus (Ebrero et al. 2011). In this case variations in the neutral column density are explained in terms of a cloud of neutral gas crossing our line of sight, which graze the edge of the torus.

In this paper we present a thorough X-ray variability analysis of NGC 7314 in the Fourier domain, using the PSD method and the time-lag spectra. Initially, in Sect. 2 we present the X-ray data-reduction procedures for the observations obtained by the European photon imaging camera (EPIC), consisting of the pn-charge coupled device (pn-CCD) and the two metal oxide semi-conductor (MOS)-CCDs. In the next section we estimate the fractional room mean square (rms) variability amplitude as a function of X-ray energy and we study the rms-flux relation. Then, in Sect. 3 we describe briefly the new PSD modelling and fitting procedure, that we use for this work, which will be extensively described in a forthcoming paper. Moreover, in the same section we present the PSD fitting results in several X-ray energy bands. Following that, in Sect. 4 we revisit the PSD scaling relation, using our PSD bend-time scale estimates, and the values from an already published ensemble of 15 AGN. In Sect. 5 we present a detailed X-ray time-lag analysis for NGC 7314, the corresponding lamp-post general relativistic model and the energy resolved time-lag spectrum. Finally, a discussion together with a summary of our results can be found in the last section (Sect. 6). Throughout the paper the error estimates for the various physical parameters correspond to the 68.3 per cent confidence intervals unless otherwise stated. Similarly, the error bars of the plot points in all the figures indicate the 68.3 per cent confidence intervals.

## 2 OBSERVATIONS AND DATA-REDUCTION

### 2.1 XMM-Newton observations

NGC 7314 was observed by XMM-Newton twice during 2013. The first observation (Obs. ID: 0725200101) started on 2013 May 17, 02:59:08 (UTC) and lasted for 140473 (s). The second observation (Obs. ID: 0725200301) started on 2013 November 28, 15:36:13 (UTC) with an on-source duration time of 131013 s. In both observations the pn camera was
operated in Prime Small Window mode (time resolution: 6 ms) and the two MOS cameras in Prime Full Window mode (time resolution: 2.6 s). Medium-thickness aluminised optical blocking filters (80 nm Al and 160 nm polyimide) were used for all EPIC cameras to reduce the contamination of the X-rays from infrared, visible, and ultra-violet light.

Prior to these two recent long observations, NGC 7314 was observed twice. The first observation (Obs. ID: 0111790101) was obtained on the 2001 May 02, 09:56:21 (UTC) and lasted for 44636 s. The EPIC camera-modes as well as the filters were the same with those used for the 2013 observations. Finally, NGC 7314 happens to be in the same field of view with one of the most distant massive galaxy cluster XMMU J2235.3-2557 (z=1.4). This galaxy cluster was observed on the 2006 May 03, 12:41:07 (UTC) with XMM-Newton (Obs. ID: 0311190101, Baldi et al. 2012) for 83920 s, and NGC 7314 was located 7.7 arcmin south-west from the centre of the field of view. Both MOS and pn cameras were in Prime Full Window mode (the time resolution for the pn is 73.4 ms) and used the thin filter set-up (40 nm Al and 160 nm polyimide) whose optical blocking is expected to be about 100 times less efficient than the medium-thick filter. The galaxy cluster lies in the centre of the field of view, and it is several orders of magnitude fainter than NGC 7314, thus it does not contaminate the flux levels of our source.

2.2 XMM-Newton data reduction

The EPIC raw-data are reduced with the XMM-Newton scientific analysis system (SAS) (Gabriel et al. 2004) version 14.0.0. After reprocessing the pn and the two MOS data-sets with the epchain and the emchain SAS-tools respectively, we perform a thorough check for pile-up using the task epatplot. Neither the pn nor the two MOS data sets appear to suffer from pile-up in any observation, therefore count-rates for the source and the background are extracted from circular regions that are given in Table 1 and we verify by visual inspection that all the resulting light curves from all the observations are not affected by the pile-up effect.

For the extraction of the pn light curves, at a given energy band, we allow events that are detected up to double pixel-pattern on the CCD (PATTERN≤4) and we exclude all the events that are at the edge of a CCD and at the edge to a bad pixel i.e. FLAG=0. For the MOS light curves we select events that are detected up to quadruple pixel-pattern on the CCDs (PATTERN≤12) and we restrict to those events having also FLAG=0. The corrected background-subtracted light curves of the source are produced using the SAS-tool epiclccorr in time-bins of 20 s. Note, that this tool takes correctly into account the vignetting effects that may affect the 2006 off-centre observation of the source (Obs. ID: 0311190101).

Using the EPIC-pn background light curves, in the 0.5–10 keV energy range (Fig. 1), we can monitor the background activity during the course of the observations. For the first observation, 0725200301, there is no need to subtract any parts from the light curves, yielding a total of 129,868 ks of useful data. The apparent increase towards the end of the observation (indicated by the arrow in Fig. 1 second panel) is only 5 per cent of the source’s count rate (source/background= 6/0.3) and thus, it is properly taken into account during the background subtraction. The second observation, 0725200101, has two very prominent increased background levels, (Fig. 1 fourth panel, grey regions) during the first 5.6 ks and the last 3.2 ks of the observation that reach up to 50 per cent of the source count-rate. Thus, data from those periods are disregarded from our analysis and thus we end up with 123.66 ks of continuous observations.

There are also two background ‘bumps’ at around 21 and 50 ks, respectively, indicated by the arrows, but these are only 5 per cent of the source’s count-rate and thus we keep these segments in our analysis. The third and the fourth observations, 0311190101 and 0111790101 respectively, are left intact since the apparent increase activity is of the order of 4 per cent of the source’s count-rate. Thus, from these two archival observations we have additionally for our analysis a continuous stream of data lasting 82.04 and 43.08 ks, respectively. Finally, for a given energy band, we merge the light curves coming from the three EPIC instruments (the pn and the two MOS detectors) into a combined light curve, achieving in this way the maximum signal to noise ratio.

It is known that the MOS-to-pn results are broadly very similar with MOS excesses over pn at a maximum of 8 per cent (Read et al. 2014). Particularly for our four data sets, we performed a consistency check by estimating the ratio between the MOS and the pn light curves in the 0.5-10 keV energy range. For each observation we fitted the ratios with a linear model and we found that more than 99 per cent of the ratio points lie within 3 standard deviations (σ) from the best-fitting model which has on average a value of around 0.31 (the best-fitting slope is always practically zero -of the order of 10⁻²). Following the same procedure the agreement between the two MOS detectors is much better since for all observations more than 99.98 per cent of all observations lie within 3σ from the best-fitting linear model.

3 THE RMS VARIABILITY AMPLITUDE

A very simple way to characterise the source’s intrinsic variability amplitude is the fractional rms variability amplitude, \( F_{\text{var}} \) (Vaughan et al. 2003a), which is defined as the square root of the noise-subtracted variance (i.e. excess variance, \( \sigma_{\text{XS}}^2 \)), divided by the mean count rate of the light curve. We estimate \( F_{\text{var}} \) from each observation (Sect. 2.1), at a given energy band, and then we derive an average from all four values, which are 0.223, 0.246, 0.211 and 0.193 for 0.5 – 2, 2 – 4, 4 – 5 and 5 – 10 keV, respectively. Thus, as the energy increases \( F_{\text{var}} \) decreases above 4 keV, a behaviour which is seen before in several AGN (e.g. Green et al. 1992; Nandra et al. 1997; McHardy et al. 2004).

Moreover, in order to characterise the relationship between the rms variability and the mean flux, we estimate the rms-flux relation in the 0.5 – 10 keV energy band. The rms-flux relation requires that the amplitude in small time-scales is modulated by longer time-scale trends in data ( Uttley et al. 2003). We partition each light curve into segments of 240 s and we estimate for each segment the excess variance, \( \sigma_{\text{XS}}^2 \) and the mean flux value. In Fig. 2 we show the rms amplitude \( \sigma_{\text{XS}} \) as a function of mean flux for all the observations. The weighted mean errors that we derive for each energy band from the four observations are of the order of \((1 – 3) \times 10^{-5}\) for

---

1. The weighted mean errors that we derive for each energy band from the four observations are of the order of \((1 – 3) \times 10^{-5}\).
Table 1. Source and background regions for the XMM-Newton EPIC light curves. The first column, (1), gives the observation ID, the second column, (2), the EPIC instrument, the third column, (3), the circular radius centred around the source, and the fourth column, (4), the circular background extraction region in the form of radius and centre-position.

| Obs. ID      | EPIC instrument | Source radius (arcsec) | Background radius and centre (arcsec, physical units) |
|--------------|----------------|------------------------|------------------------------------------------------|
| 0725200301   | MOS-1          | 50.60                  | 113.40 (30120, 21771)                                |
| 0725200101   | MOS-1          | 52.80                  | 113.40 (30120, 21771)                                |
| 0311190101   | MOS-1          | 52.80                  | 109.00 (26222, 19830)                                |
| 0111790101   | MOS-2          | 45.90                  | 150.50 (21598, 36387)                                |

These are the projected sky coordinates which are denoted in the FITS files by X and Y.

individual segments of all four observations (grey points) and for the average values of 10 consecutive segments (black points). It is clear that the linear rms-flux relation holds for NGC 7314 as in the case of several other AGN (e.g. Vaughan et al. 2003b; Gaskell 2004; Markowitz et al. 2007; Vaughan et al. 2011).

4 PSD MODELLING: A FULLY ANALYTICAL APPROACH

The PSD, $\mathcal{P}(f; \gamma)$, with parameters $\gamma$, expressing slopes, breaks/bends, etc., is a continuous function that defines the amount of variability power at a given frequency, $f$. A statistical ‘natural’ estimator of the PSD is the periodogram, $P(f_j)$, which is a discrete function, defined at the Fourier frequencies, $f_j$. Consider a light curve $x(t)$ with a mean value $\mu$, consisting of $N$ equidistant observations, with a sampling period $t_{\text{bin}}$. The periodogram is the modulus square of the discrete Fourier transform estimated at $N/2$ evenly spaced frequencies $f_j = j/(Nt_{\text{bin}})$ with $j = 1, \ldots, N/2$ or $(N - 1)/2$ for even or odd $N$, respectively. The exact definitions and properties of $\mathcal{P}(f)$ and $P(f_j)$ can be found in Priestley (1981). Throughout this work we apply the fractional rms squared normalization: $(2t_{\text{bin}})/(N\mu^2)$, for which the constant Poisson noise level is equal to $2(\mu + \langle \mu_{\text{bkg}} \rangle)/\mu^2$ and $\langle \mu_{\text{bkg}} \rangle$ is the mean background count rate.

It is very well known that the PSD modelling procedure, through the periodogram estimation, can occasionally become a very complicated task when windowing effects are introduced in the Fourier domain. In the case of a non-white noise PSD (as in the case of AGN light curves) the periodogram estimates tend to be biased due to ‘red-
Figure 2. The rms-flux relation for NGC 7314 in the 0.5 – 10 keV energy band. The grey points correspond to all the individual segments (lasting 240 s) and the black points to the corresponding average values of 10 consecutive segments.

noise leak’ (the transfer of variability power from the low to high-frequencies due to the finite length of observations; Deeter & Boynton 1982, Deeter 1984) and ‘aliasing effects’ (fold-back of variability power from high-frequencies to lower frequencies due to the finite time resolution: Kirchner 2005). Additionally, missing data from a uniformly sampled data set (i.e. the data set consists of N consecutive time bins of tbin duration and part of these bins do not contain observations) percolate even more the classical Fourier analysis, introducing statistical dependencies to the various periodogram estimates. As noted by Babu & Stoica (2010), in the case of non-uniform sampling (irregular sampling) periodogram analysis can not be performed due to the lack of a well defined Nyquist frequency, however other methods based on interpolation, slotted resampling etc. are applicable.

Interestingly, one of the most important point for the case of all spectral distortions (see for a discussion Deeming 1975), is that they are introduced to the Fourier analysis only via the sampling properties of the data set (i.e. length, bin-size and regularity). These properties are fully depicted by the window function, which can be described by a boxcar w t = 1 or 0 (with or without observation, respectively). In the ideal case of the absence of spectral distortions, the periodogram estimates, at a given Fourier frequency, are distributed asymptotically around the underlying PSD as χ 2 distribution with 2 d.o.f., χ 2 2. However, if the periodogram estimates are affected by spectral distortions, then we get deviations from the expected χ 2 2 distribution.

In this paper we implement a completely new fully analytical approach to model and fit the underlying PSD. The overall procedure is described in detail in Emmanoulopoulos et al. 2016 (finished) (EMM16). The main idea can be briefly described as follows: since all the spectral distortions are entirely tuned by the window function of the observed data set, we convolve the given PSD model, $\mathcal{P}(f; \gamma)$, with the observed window function. In this way, we introduce, in a mathematically precise way, all the spectral pathologies to the PSD model, for all Fourier frequencies, f. This is achieved by convolving the model autocovariance function, which is directly related with the model PSD via the inverse Fourier transform, with the observed window function. The resulting window-affected PSD model (distorted PSD model, $\mathcal{P}_d(f; \gamma)$), corresponds to the mean value of the (distorted) periodogram estimates, at a given $f$, and is given by

$$
\mathcal{P}_d(f; \gamma) = \frac{4 \pi \sum_{s=1}^{N-1} \left( \int_0^{+ \infty} \mathcal{P}(f; \gamma) \cos(2 \pi f t_s) df \right) \times \sum_{k=1}^{N-s} w_k w_{k+s} \cos(2 \pi f t_s) }{4 \pi N} + \frac{4 \pi N}{2 \pi N} \int_0^{+ \infty} \mathcal{P}(f; \gamma) df + \frac{4 \pi N}{2 \pi N} \int_0^{+ \infty} \mathcal{P}(f; \gamma) df$$

Note that the two integrals in the above equation are the inverse Fourier transform of the autocovariance function at $t_s = 0$ and $t_s \neq 0$, and $t_s = s t_{bin}$ ($s = 1, \ldots, N$). The (distorted) periodogram estimates, follow for each $f$ a gamma distribution, $\mathcal{G}[\nu_f/2, \mathcal{P}(f; \gamma)]$, (based on simulations discussed in EMM16) around the mean $\mathcal{P}_d(f; \gamma)$, for which we do not know the d.o.f., $\nu_f$, (appearing through the shape parameter, $\nu_f/2$). The distorted PSD model is estimated via equation 1 and this can be used further to derive precisely $\nu_f$, at each Fourier frequency, $f$. Both the shape and scale parameter of each gamma distribution at each $f$, are related with the mean, $\mathcal{P}_d(f; \gamma)$, via the following relation

$$
\nu_f = 2 \frac{\mathcal{P}_d(f; \gamma)}{\mathcal{P}(f; \gamma)}
$$

Finally, during the maximum likelihood approach, the final joint probability consists of an ensemble of gamma distributions with different shape parameters, each one carrying all the spectral distortions and dependencies, at a given Fourier frequency, $f$.

The method is fully analytical with respect to the derivation of the distorted PSD model (equation 1 and the corresponding gamma distribution of the distorted periodogram estimates, since it does not involve any assumptions and numerical approximations. These are two completely new elements that we introduce to our PSD analysis. Note that the derivation of the distorted PSD, aims to pass all the windowing effects to the underlying fitted PSD model which has nothing to do with the smoothing window functions e.g. Parzen, Welch, Hann, Hamming etc., used in signal processing. The latter windows are used to reduce the power of side-lobs, away from the frequency of interest, and they are applied directly on the actual periodogram estimates i.e. they do not involve any knowledge of the actual underlying PSD model, in which most of the times is already known, in contrast to astrophysics which is the major unknown.

Thus, with our new approach all the spectral artefacts
are correctly taken into account within the fitted model, and the probability density function for each Fourier bin, takes fully into account, through the convolution, the statistical dependencies from all the adjacent frequency bins. Thus, the estimation of confidence intervals for the best-fitting parameters can be carried out using the classical method of \textit{Cash} (1979) as described in the context of PSD, using the inverse of the generalised regularised incomplete gamma, in appendix A2 in \cite{Emmanoulopoulos2013}. Note, that for complicated functional form of the input PSD model the integrations, appearing in equation \ref{eq:1} may only be estimated numerically as the integrals may not have analytical solutions. The maximum likelihood approach is performed numerically as the integrals may not have analytical solutions. The maximum likelihood approach is performed numerically (more details are given in EMM16) using classical nonlinear-global optimization procedures e.g. simulated annealing \cite{Kirkpatrick1983}.

As it is shown in EMM15, in the case of infinitely long and dense regular sampling, the method automatically (i.e. without the need to ‘switch something off’), converges to the classical maximum likelihood method as described in \cite[e.g.][]{Anderson1996, Vaughan2002, Emmanoulopoulos2013}, since \(\mathcal{P}(f; \gamma)\) goes to \(\mathcal{P}(f; \gamma)\) and thus, the d.o.f. at each Fourier frequency are equal to 2 (equation \ref{eq:2}), yielding the classical \(\chi^2\) distributions with 2 d.o.f, i.e. gamma distribution with shape parameter equal to one. In this limit case, the effects of ‘red-noise leak’ and ‘aliasing’ are completely absent.

\subsection*{4.1 PSD analysis of NGC 7314}

In this section we perform a detailed PSD analysis of the NGC 7314 light curves in different X-ray energy bands. Since the XMM-Newton observations are practically accumulated in a continuous fashion, we are actually dealing with data averaged over time intervals equal to the sampling period, \(t_{\text{bin}}\), rather than simply sampled data, and thus the ‘aliasing effect’ is not an issue \cite{van der Klis1988}. Moreover, our observations do not suffer from gaps, thus the window function is a continuous boxcar window function of finite length, equal to the duration of each of the four observations (Section \ref{sec:3.3}). Therefore, in the case of NGC 7314 we are dealing only with the effect of ‘red-noise leak’, due to the finite length of the window function. However, this effect is very marginal since, as we are going to see below in this section, all the PSD parameters (i.e. slopes and bends) are completely mapped within each observing window, at least for the first three observations 0725200301, 0725200101 and 0311190101, respectively.

Physically, for AGN variability studies, in which the PSD is described by a power-law with index is steeper than \(-1\), the PSD should always become flat above a given timescale, depicting the fact that the variability amplitude of the source can not be increasing for ever.\footnote{When the power-law index is flatter than \(-1\), the PSD can be integrated from zero frequency to any given frequency i.e. the variability amplitude could persist to arbitrarily lower frequencies without diverging.} Note that for the commonly used power-law or broken power-law models, in order the variance of the underlying variability process not to be monotonically increasing as a function of time, the low frequency slope must be flatter than \(-1\), and the high frequency slope must be steeper than \(-1\) for the PSD to converge at low and high frequencies, respectively.

Thus, the PSD model that we consider for NGC 7314, is a stationary smoothly double bending power-law model, in which the stationarity property is introduced by fixing the values of low-frequency slope and low-frequency bend to 0 and \(10^{-8}\) Hz, respectively. Thus, this assumption implies that the source does not exhibit larger amplitude variations on time-scales greater than 1157 days, since for larger timescales (i.e. lower than \(10^{-8}\) Hz) the PSD is characterised by a zero slope i.e. constant variance. This corresponds to an underlying variability process which is stationary for time-scales greater than \(10^8\) s, or strictly speaking it is stationarity up to second order \cite[e.g.][]{Priestley1981}, known also as weak/wise-sense stationarity. Note that there is robust observational evidence that the source does not exhibit longer time-scale variations based on long-term RXTE observations which consist of more than 870 days of observations covering sporadically the period between 1999 and 2001 \cite[preliminary data analysis has been performed for another study]. We have selected these values for both the low-frequency bend and slope since this is what is expected to happen in AGN as shown by \cite{Littley2002}, for the case of three AGN MCG-6-30-15, NGC5506 and NGC3516 exhibiting the same behaviour as the BHXRBs in the low state. The sensitivity of our best-fitting results to the actual value of these frozen two parameters is minuscule as discussed in Sect. \ref{sec:4.3}.

Finally, we add to this PSD model a constant, \(c\), that corresponds to the the Poisson noise level, and thus the overall model, \(\mathcal{P}(f; \gamma, c)\) can be written in the following form

\begin{equation}
\mathcal{P}(f; \gamma, c) = \frac{A f^{-\alpha_m}}{\left(1 + \left(10^{-8}\right)^{\frac{c}{f}}\right) \left(1 + \left(10^{-8}\right)^{\alpha_m - \alpha_m}\right)} + c
\end{equation}

with \(c = \{A, \alpha_1 = 0, \alpha_m, \alpha_h, f_1 = 10^{-8}\) Hz, \(f_h\}\), consisting of the normalization, low (fixed to 0), medium and high frequency slope and low (fixed to \(10^{-8}\) Hz) and high-frequency bend, respectively. This PSD model is then inserted to equation \ref{eq:1} yielding the distorted PSD model. Note that by fixing \(\alpha_1\) and \(f_1\) to the above-mentioned values, the PSD model normalization, \(A\), corresponds to the power of the PSD model at \(f_h\) times \(2 f_h^{-\alpha_m} \left(1 + \left(f_h/10^{-8}\right)^{\alpha_m}\right)\). Nevertheless, the normalization values that we quote throughout the manuscript are rescaled to the power of the PSD model at \(f_h\) times \(2 f_h^{-\alpha_m}\) i.e. that of the single bending power-law model in which \(f_1 = f_h\), since this is the model that is currently used in the literature. In Fig. \ref{fig:4} we show an example of a model PSD with zero Poisson noise having \(\gamma = \{0.01, 0.1, 2, 2 \times 10^{-6}\) Hz, \(2 \times 10^{-4}\) Hz\} and in order to visualize better the bend frequencies we multiply the PSD with the frequency.

\subsection*{4.2 PSD models in 0.5 – 10 keV}

\subsection*{4.2.1 Separate fits to individual observations: \(\alpha_m\) fixed to 1}

Initially, we estimate the best-fitting double-bending PSD model, in the energy range of 0.5 – 10 keV, for each observa-
tion separately. During the fit, we use the combined EPIC light curves and we fix the value of the medium-frequency slope, $\alpha_m$, to unity [Markowitz et al. 2003; McHardy et al. 2006] since the XMM-Newton data are considered to be relatively insensitive to both the low- (fixed to zero, for all our PSD analysis) and medium-frequency PSD model indices. In Fig. 4 we show for each observation the periodogram estimates, $P(f_i)$, (grey points) together with the mean logarithmic periodogram estimates [Papadakis & Lawrence 1993] (open diamonds) binned by a factor 2.1 in the logarithmic frequency space. The corresponding best-fitting distorted PSD model, $\mathcal{P}_d(f; \gamma)$, is shown by the solid line (equation 1) and carries all the spectral distortion effects i.e. in this case the red-noise leak. The underlying source best-fitting PSD model of NGC 7314, $\mathcal{P}(f; \gamma)$, is depicted by the dashed line, and the constant Poisson noise level, $c$ by the horizontal dotted line. At the bottom of each panel we show the ratio plot between the periodogram estimates at a given Fourier frequency, $P(f_i)$ over the best-fitting distorted PSD model, $\mathcal{P}_d(f; \gamma)$. The best-fitting PSD model parameter values are given in Table 2.

The first two observations, 0725200301 and 0725200101, are long enough in order the frequency bandpass to cover the high-frequency PSD bend, $f_b$, at around $2 \times 10^{-5}$ Hz. Below this bend frequency there are still around 6 periodogram points resolving the actual form of the underlying PSD i.e. the value of $\alpha_m$ which we have fixed to unity for this fit. This setting, $\alpha_m = 1$, causes the third observation, 0311190101, to yield a break at a similar frequency, despite the fact that the duration of this observation marginally matches the bend time-scale. The fourth observation, 0111790101, can not put any firm constraints to the break frequency, due to its limited length. However, all the observations yield a best-fitting high-frequency PSD slope, $\alpha_h$, of around 1.85, with the weakest constrains coming, as it is expected, from the fourth observation.

The first two observations, due to their long duration, are not affected significantly from the red-noise leak effect, and thus for each case (Fig. 3 top two panels) the best-fitting distorted PSD model (solid line) is effectively the sum of the underlying best-fitting PSD (dashed line) and the Poisson noise level (dotted line). However, the third observation is marginally affected from this spectral leakage, and as such the best-fitting distorted PSD model (Fig. 4 bottom left-hand panel) carries in addition to the sum of the underlying best-fitting PSD and the Poisson noise level, the spectral leakage. Thus, the best-fitting high-frequency distorted PSD slope is flatter than that of the underlying PSD model and the flattening towards the high-frequency end of the spectrum is higher from the one expected purely by the Poisson noise level. Notice that in the previous two observations the solid and dashed lines are separated at around $10^{-3}$ Hz, in contrast to this observation in which the separation occurs at around few times $10^{-4}$ Hz.

Finally, the periodogram estimates of the forth observations are affected slightly more by the red-noise leak effect. Due to this additional variability power, that leaks from lower to higher frequencies, the flattening occurring at the high-frequency end of the spectrum (i.e. greater than $8 \times 10^{-3}$ Hz) sets at a relatively high power-level of around 0.25 Hz$^{-1}$. Thus, the Poisson noise level for this data set appears to be the highest from all the other observations. However, by taking correctly the red-noise leak effect into account the actual best-fitting Poisson noise level is set to the lowest value, from the previous three observations, of 0.15 Hz$^{-1}$, which is expected as this observation has the highest count-rate in the 0.5–10 keV band (Fig. 1).

As we said before, for this fit $\alpha_m$ is fixed to the widely used literature value of unity. Nevertheless, as we can see from the ratio plots of the first three longest observations, 0725200301, 0725200101 and 0311190101, below $10^{-3}$ Hz the medium-frequency slope is much flatter than 1. Note, that by fixing its value to unity affects also the derived value of the best-fitting values of $f_b$ and $\alpha_h$. Since, we do have significant information about the shape of the PSD at these low frequencies, from these three observations, in the next section we perform a joint fit to derive/constrain accurately and with the maximum possible precision the values of $\alpha_m$, $\alpha_h$ and $f_b$.

4.2.2 Separate fits to individual observations: $\alpha_m$ free parameter

In this section we fit to the periodograms of the individual observations the double-bending PSD model having $\alpha_m$ as free model parameter. The best-fitting results are given in Table 2. For all four observations the medium frequency slope, $\alpha_m$, appears to be of the order of 0.5 and there is no evidence of variations in its value within the quoted uncertainties. Moreover, in comparison to the previous case, in which $\alpha_m$ is fixed to unity, the best-fitting normalizations, $A$, are now almost 4 order of magnitudes larger. This is a very interesting point caused by the shape of the log-likelihood function, $C$, in the $\alpha_m$ versus $A$ parameter space. In Fig. 4 we show the form of this log-likelihood function for the case of the periodogram coming from obs ID: 0725200301.
in the $0.5 - 10$ keV energy band. By setting the $\alpha_m$ to be equal to 1 (solid contour line) the minimisation yields an $A$ of $4.71 \times 10^{-2}$ Hz$^{-1}$, whereas by setting the value to 0.5 (dashed contour line) we get a minimum at a value of $A$ of around 61.26 Hz$^{-1}$. As we are going to see in the next section (Sect. 4.2.3), in which $\alpha_m$ is free to vary, the latter set of values is the one which it is automatically chosen as the global minimum. The reason for underestimating the best-fitting normalisation parameter is to preserve the total variability power, since in this way it compensates for the ‘wrong’ medium frequency power-law slope, which is fixed in the fitted PSD model to the value of 1. Thus, it is very crucial to leave both parameters free during the fit in order not to suppress unintentionally the normalization of the best-fitting PSD model.

### 4.2.3 Joint fit to the ensemble of observations: $\alpha_m$ free fitting parameter

In this section, we estimate the best-fitting double-bending PSD model, again in the energy range of $0.5 - 10$ keV, but this time we perform a joint fit using the first three longest observations, 0725200301, 0725200101 and 0311190101. This allows us to leave the medium-frequency slope, $\alpha_m$, as a free fitting parameter since it sampled adequately by the corresponding periodogram estimates. All the PSD model parameters i.e. $\gamma = \{A, \alpha_l = 0, \alpha_m, \alpha_h, f_1 = 10^{-8}$ Hz, $f_h\}$ are tied together and the Poisson noise levels are allowed.

---

**Figure 4.** The individual best-fitting PSD models, for the four observations considered here, in the $0.5 - 10$ keV energy range, with fixed value of $\alpha_m$ to 1. Each panel shows for each observation the periodogram estimates, $\mathcal{P}(f_j)$, with the grey points, the mean logarithmic periodogram estimates, with the open diamonds, and the best-fitting distorted PSD model, $\mathcal{P}_d(f_j; \gamma)$, with the solid line. The dashed line corresponds to the source’s intrinsic best-fitting PSD model, $\mathcal{P}(f_j; \gamma)$, and the horizontal dotted line to the Poisson noise level, $c$. The ratio plot, $P(f_j)/\mathcal{P}_d(f_j; \gamma)$, is attached to the bottom of each panel.
Table 2. Best-fitting source PSD model parameters for a smoothly double bending power-law model (equation 3) to the individual observations (first column) in the 0.5—10 keV energy range. Columns 2–5 show the best-fitting results having fixed αm to 1: the second column, (2), gives the high-frequency PSD bend, the third column, (3), the high-frequency PSD index, the forth column, (4), the PSD normalization, and the fifth column, (5), the constant Poisson noise level. Columns 6–10 show the best-fitting results having αm as a free fitting parameter: the sixth column, (6), gives the high-frequency PSD bend, the seventh column, (7), the medium-frequency PSD index, the eighth column, (8), the PSD normalization, and finally the sixth, seventh and eighth column, (6, 7 and 8), the constant Poisson noise level. Note that during the fits, αl and fl are fixed to the values 0, and 10^{-8} Hz, respectively.

| Obs. ID | fh × 10^{-5} (Hz) | αh | A × 10^{-2} (Hz^-1) | c | fh × 10^{-5} (Hz) | αm | αh | A (Hz^-1) | c |
|--------|------------------|-----|-------------------|--|------------------|-----|-----|---------|--|
| 0725200301 | 2.86 ± 1.84 | 1.89 ± 0.21 | 4.71 ± 2.01 | 0.30 ± 0.25 | 5.45 ± 3.21 | 0.55 ± 0.47 | 2.10 ± 0.34 | 61.26 ± 16.56 | 0.35 ± 0.26 |
| 0725200101 | 2.01 ± 1.81 | 1.79 ± 0.24 | 5.23 ± 1.91 | 0.25 ± 0.29 | 6.39 ± 3.65 | 0.49 ± 0.42 | 1.98 ± 0.32 | 72.21 ± 21.59 | 0.29 ± 0.30 |
| 0311190101 | 2.18 ± 1.21 | 1.65 ± 0.28 | 5.60 ± 2.08 | 0.37 ± 0.27 | 7.12 ± 3.49 | 0.54 ± 0.51 | 2.08 ± 0.42 | 52.98 ± 19.34 | 0.59 ± 0.11 |
| 0111790101 | 29.07 ± 3.24 | 2.02 ± 0.96 | 1.55 ± 4.36 | 0.15 ± 0.05 | 13.24 ± 11.03 | 0.79 ± 0.81 | 2.17 ± 1.00 | 91.17 ± 27.22 | 0.17 ± 0.06 |

Table 3. Best-fitting source PSD model parameters for the joint fit of a smoothly double bending power-law model (equation 3) to the three longest observations: 0725200301, 0725200101 and 0311190101. The first column, (1), gives the energy range, the second column, (2), the high-frequency PSD bend, the third column, (3), the medium-frequency PSD index, the forth column, (4), the high-frequency PSD index, the fifth column, (5), the PSD normalization, and finally the sixth, seventh and eighth column, (6, 7 and 8), the constant Poisson noise levels for the three observations, respectively. Note that during the fits, αl and fl are fixed to the values 0 and 10^{-8} Hz, respectively.

| Energy range (keV) | fh × 10^{-5} (Hz) | αm | αh | A (Hz^-1) | c1 | c2 | c3 |
|-------------------|------------------|-----|-----|---------|----|----|----|
| 0.5—10           | 6.71 ± 1.31      | 0.51 ± 0.30 | 1.99 ± 0.17 | 79.64 ± 5.96 | 0.29 ± 0.13 | 0.24 ± 0.18 | 0.37 ± 0.19 |
| 0.5—2            | 6.05 ± 1.89      | 0.32 ± 0.48 | 2.21 ± 0.22 | 41.23 ± 3.73 | 0.67 ± 0.99 | 0.96 ± 1.29 | 0.56 ± 1.00 |
| 2—4              | 4.93 ± 0.92      | 0.75 ± 0.67 | 1.06 ± 0.10 | 24.30 ± 1.15 | 0.39 ± 0.26 | 0.31 ± 0.29 | 1.21 ± 0.45 |
| 4—10             | 4.26 ± 1.28      | 0.83 ± 0.74 | 1.78 ± 0.42 | 18.69 ± 1.34 | 0.68 ± 0.27 | 0.29 ± 0.98 | 1.20 ± 1.24 |

Figure 5. The log-likelihood surface, C, as a function of αm and A. The thin solid line, across the bottom of the surface, depicts the ridge of the minimum values of C for a given pair of αm and A. The solid thick contour lines correspond to the values of αm = 1 and A = 4.71 × 10^{-2} Hz^{-1}, and the dashed contour lines correspond to the values of αm = 0.5 and A = 0.12 Hz^{-1}.

best-fitting distorted and intrinsic PSD models are shown, separately for each observation, in Fig. 5. The best-fitting source model parameters are given in Table 3 and they are: normalization, A = 79.64 Hz^{-1}, high-frequency PSD bend, fh = 6.71 × 10^{-5} Hz, medium and high PSD indices, αm = 0.51 and αh = 1.99, and the Poisson levels for the three observations, c1 = 0.29, c2 = 0.24 and c3 = 0.37 Hz^{-1}, respectively. In comparison to the previous best-fitting results, for which αm was fixed to unity (as it is usually assumed in the literature for AGN variability studies), the actual value of the αm is half from it, and the break frequency is now shifted almost a factor of three towards the higher frequencies.

Adding the fourth observation (being the shortest), 0111790101, to the overall fitting process, makes the global optimisation process very cumbersome. Based on the last best-fitting results, neither the position of fh nor the range of αm are sampled by the periodogram estimates of this observation. This causes a great deal of problems, not only during the estimation of the best-fitting parameters, but also during the estimation of uncertainties that almost in all cases yields upper/lower limits. Thus, from the following PSD analysis we exclude this observation from our computations. In Appendix A we show the form of the log-likelihood functions that we used to derive the the 68.3 per cent confidence limits and we also give the joint confidence limits for fh and αh, respectively.

Note that throughout this work (as we write in Section 4.1) the low-frequency slope, αl, and the low-frequency bend frequency, fl, correspond to 0.2 Hz and 10^{-8} Hz, respectively.
In Sect. 4.1 during our PSD modelling, using the distorted PSD, we fix the values of the low-frequency slope and bend, $\alpha_1$ and $f_1$, to the values 0 and $10^{-8}$ Hz, respectively. By changing the $f_1$ by plus/minus two orders of magnitude, the best-fitting results remain the same (within the quoted uncertainties). Similarly as before, by considering four different low frequency slopes between 0 and 1 (0.2, 0.4, 0.6 and 0.8) the results remain the same. Note, that the stationarity property, expressed through freezing $\alpha_1$ and $f_1$, has only been introduced for consistency reasons.

Our XMM-Newton light curves, lasting around 1.5 days, do not exhibit any sort of long-term trends, thus the effect of red-noise leakage is very minimal. In the forthcoming paper (EMM16) we show that for the limit case of uniform sampling, in the absence of red-noise leak and spectral aliasing, the distorted periodogram (equation 1) is identical to the underlying PSD model, $\mathcal{P}(f; \gamma) = \mathcal{P}(f; \gamma)$.
Figure 7. Best-fitting source PSD models as a function of energy. In both panels, the grey dotted lines show the positions of $f_h$ and $A$. Left-hand panel: The best-fitting PSD models are multiplied by $2f_h^{\alpha_m}$, in order the normalization to correspond to the variability power at $f_h$. This panel shows that the higher the energy range the larger the normalization, $A$. Right-hand panel: The best-fitting PSD models have been multiplied by $2A^{1-1}\Gamma/\pi$, in order the PSD value at the break frequency to be equal to unity, $\Psi(f_h;\gamma) = 1$. This panel shows that the higher the energy range the flatter the high-frequency PSD slope, $\alpha_h$. Note that if we ignore the parameter uncertainties for both $f_h$ and $\alpha_m$ parameters, both the plots support the hint that as the energy increases $f_h$ moves to lower frequencies and $\alpha_m$ becomes steeper.

Figure 8. The linear dependences between $T_{\mathrm{obs}}$ and $M$ and $L_{\mathrm{bol}}$. NGC 7314 is depicted by the open blue diamond. The rest of the points correspond to the GV12 AGN sample: circles represent narrow-line Seyfert 1, squares represent type-1 Seyferts, the small green star corresponds to the single type-2 Seyfert and the red star depicts Cygnus X-1. The open symbols are data-points reported in the literature and the filled symbols are the sources analysed in GV12. [Left-hand panel] $T_{\mathrm{obs}}$ versus $M$: The solid line corresponds to the best-fitting linear model, described by equation [3] with $A = 1.02 \pm 0.21$ and $C = -1.57 \pm 0.27$. The dashed lines illustrate the one-order of magnitude (dex) regions above and below the best-fitting model. [Right-hand panel] $T_{\mathrm{obs}}$ versus $L_{\mathrm{bol}}$: The solid line corresponds to the best-fitting linear model, described by equation [3] with $A = 0.59 \pm 0.22$ and $C = -0.70 \pm 0.22$. The dashed lines illustrate the one-order of magnitude (dex) regions above and below the best-fitting model.
5 PSD SCALING RELATIONS

In this section we consider how our results might affect the scaling relations reported by González-Martín & Vaughan (2012) (GV12, hereafter) in which PSD bend time-scales, derived just from XMM-Newton observations. We note that we are only adding one more point to the GV12 ensemble of sources and, although the bend frequency of NGC 7314 is well measured in our work, the BH mass is estimated from stellar velocity dispersion, rather than optical reverberation (see Sect. 4), and so is subject to a larger uncertainty. For consistency purposes, we repeat exactly the same fitting procedure presented in GV12, adding to their sample our estimates PSD bend time scale estimate of NGC 7314. The errors in the best-fitting parameters are the standard errors of the linear regression analysis.

Our best-fitting high-frequency PSD bend frequency in 0.5 – 10 keV energy band is 1.94 × 10⁻⁴ Hz (Section 4.2.3), the BH mass and the bolometric luminosity of the sources is 0.87 × 10⁶ M⊙ and (6.21 ± 3.47) × 10⁴³ erg s⁻¹, respectively (Section 4). Initially, we assumed that the observed bend time-scale $T_{\text{obs}} = f_{\text{obs}}^{-1}$ depends linearly only on and the BH mass, $M$, thus, in the logarithmic space, this dependence can be written as

$$\log_{10}[T_{\text{obs}}] = A \log_{10}[M] + C$$

The best-fitting model has $A = 1.02 \pm 0.21$ and $C = -1.57 \pm 0.27$ with a sum of squared errors of 11.99 for 20 degrees of freedom. The best-fitting model is shown in the left panel of Fig. 8 and the open-blue diamond corresponds to NGC 7314.

Then, we consider a model in which the bend time-scale, $T_{\text{obs}}$, has an additional linear dependence on the bolometric luminosity, $L_{\text{bol}}$,

$$\log_{10}[T_{\text{obs}}] = A \log_{10}[M] + B \log_{10}[L_{\text{bol}}] + C$$

The best-fitting model has $A = 1.18 \pm 0.34$, $B = -0.17 \pm 0.28$ and $C = -1.69 \pm 0.34$ with a sum of squared errors of 11.76 for 19 degrees of freedom.

Our results for both models agree fully with those reported by GV12 indicating, that there is not a statistical need to introduce a bolometric luminosity dependence to the high-frequency bend time-scale. The dependence of $T_{\text{obs}}$ on $L_{\text{bol}}$ is governed by the best-fitting parameter $B$, which from our analysis is consistent with zero, since it has a null hypothesis probability of 0.55.

Finally, we consider a linear model between the bend-frequency and the luminosity of the following form

$$\log_{10}[T_{\text{obs}}] = A \log_{10}[L_{\text{bol}}] + C$$

and we fit it to the GV12 sample including, similarly as before, our PSD bend time scale for NGC 7314. The best-fitting model is shown in the right-hand panel of Fig. 8 and the best-fitting model parameters are $A = 0.59 \pm 0.22$ and $C = -0.70 \pm 0.22$ yielding a sum of squared errors 19.064 for 20 degrees of freedom.

6 TIME-LAG SPECTRA

6.1 Estimation of the time-lag spectra

In order to estimate the time-lag spectrum between two light curves we use the standard analysis method outlined in Bendat & Piersol (1986); Nowak et al. (1999). In brief, consider for a given source a soft and a hard light curve, $s(t)$ and $h(t)$ respectively, obtained simultaneously and consisting of the same number of $N$ equidistant observations with a sampling period $t_{\text{bin}}$. At a given Fourier frequency, $f_j$, we estimate the cross-spectrum between the two light curves, by estimating the cross-periodogram $\mathcal{C}(f_j)$ (e.g. Priestley 1981), which is given by the following relation in a phasor form

$$\mathcal{C}_{s,h}(f_j) = S^*(f_j)H(f_j) = |S(f_j)||H(f_j)|e^{i[H(f_j)-\phi_i(f_j)]}$$

in which $S(f_j)$ and $H(f_j)$ are the discrete Fourier transforms of $s(t)$ and $h(t)$, respectively, with phases $\phi_i(f_j)$ and $\phi_H(f_j)$ and amplitudes $|S(f_j)|$ and $|H(f_j)|$, respectively. The asterisk denotes complex conjugation.

We average the complex cross-periodogram estimates, coming from all the observations, over a number of at least 10 consecutive frequency bins, yielding $m$ average cross-periodogram estimates, $\langle\mathcal{C}_{s,h}(f_{\text{bin},i})\rangle$ at $m$ new (averaged) frequency bins $f_{\text{bin},i}$ for $i = 1, 2, \ldots, m$. Then, for each average cross periodogram estimate we derive its complex argument i.e. its angle with the positive real axis, known also as phase, $\phi(f_{\text{bin},i})$,

$$\phi(f_{\text{bin},i}) = \arg[\langle\mathcal{C}_{s,h}(f_{\text{bin},i})\rangle]$$

in which and Re and Im denote the real and imaginary parts of the complex quantity, respectively. Finally, we convert the estimated phase to physical time units

$$\tau(f_{\text{bin},i}) = \frac{\phi(f_{\text{bin},i})}{2\pi f_{\text{bin},i}}$$

For each time-lag estimate we calculate the corresponding standard deviation, std{\tau(f_{\text{bin},i})} via equations 16 and 18 in Nowak et al. (1999). At the same time from the cross-periodogram we estimate the coherence between $s(t)$ and $h(t)$ as a function of Fourier frequency (Vaughan & Nowak 1997)

$$\gamma^2_{s,h}(f_j) = \frac{|\langle\mathcal{C}_{s,h}(f_j)\rangle|^2}{\langle|S(f_j)|^2\rangle\langle|H(f_j)|^2\rangle}$$

For each coherence estimate we calculate the corresponding standard deviation via equation 8 in Nowak et al. (1999). The coherence takes values between 0 and 1 and it is a measure of the linear correlation between the two light curves at a given Fourier frequency. A very important cautionary point is that small coherence values correspond to uncorrelated phases, $\phi_S(f_j)$ and $\phi_H(f_j)$, whose differences are actually depicted by $\phi(f_{\text{bin},i})$ (averaged over a range of frequencies). Thus, for uncorrelated phases, $\phi(f_{\text{bin},i})$ has

\[\text{Note that an estimator of the cross-spectrum is the cross-periodogram, in analogy to the estimator of the auto-spectrum (i.e. PSD) which is the auto-periodogram (i.e. periodogram).}\]
a rather uniform distribution in the range (−π, π] (due to phase-wrapping) that averages always to zero. That means that for small coherence values we get a time-lag of 0 that has small uncertainties, due to the large number of averaging points, appearing statistical meaningful even if there is not a real correlation between the phases and hence no meaningful time delay. The binning scheme that we have chosen is the following: (7.65 × 10−6, 4 × 10−5), (4 × 10−5, 8 × 10−5), (8 × 10−5, 2 × 10−4), (2 × 10−4, 4 × 10−4), (4 × 10−4, 8 × 10−4), (8 × 10−4, 1.5 × 10−3), (1.5 × 10−3, 3 × 10−3), (3 × 10−3, 6 × 10−3), (6 × 10−3, 1.2 × 10−2) and (1.2 × 10−2, 0.025). The corresponding number of estimates included in each bin, before the averaging procedure is: 13, 15, 46, 76, 151, 267, 569, 1138, 2278 and 4030, respectively, which is adequate for any sort of statistical analysis involving the derivation of mean values and standard deviations.

In Fig. 10 we show the time-lag spectrum of NGC 7314 we use the combined EPIC light curves between the soft (0.5 − 1.5 keV) and the hard (2 − 4 keV) X-ray energy bands, coming from all the observations. The filled circles correspond to the time-lag estimates with a coherence greater than 0.2 and the open circles to those time-lag estimates with coherence smaller than 0.2. In a recent paper, Epitropakis & Papadakis (2016) present results regarding the statistical properties of Fourier based time-lag estimates with respect to their coherence. They find that, in the case in which the light curves, used for the time-lag estimation, have an average signal to noise ratio equal to 3, and the final time-lag estimates are based on the averaging of at least 10 cross-periodograms, the measured time-lags are reliable estimates of the intrinsic time-lags spectrum as long as the coherence is greater than 0.1 − 0.2 (see their fig. D13). Although our time-lags estimation is not exactly identical to Epitropakis & Papadakis (2016) recipes, the number of cross-periodograms that we average at high frequencies is much higher than 10. Therefore, we believe that our time-lags spectrum does provide a reliable estimate of the intrinsic time-lags spectrum at all frequencies below the limit where the coherence becomes equal or greater to 0.2. Note, that the time-lag spectrum has also been estimated with the Epitropakis & Papadakis (2016) method and the results are identical.

6.2 Absence of ks hard time delays at low frequencies

A very interesting point is that our time-lag estimates are of the order of few hundred seconds. Zoghbi et al. (2013) (ZO13, hereafter) presented the time-lag spectrum of NGC 7314 between 4 − 5 and 6 − 7 keV energy bands, using the shortest XMM-Newton observations obtained during 2006 (obs IDs: 0311190101, Sect. F). They found that the 6 − 7 keV energy band, where the Fe Kα line peaks, lags behind the 4 − 5 keV energy band by a positive time-lag spectrum of a power-law form whose time-lag estimates from 10−5 to 10−4 Hz are of the order of 2 − 5 ks (figure 6, top panel in ZO13). For the time-lag estimation ZO13 used the following binning scheme before averaging i.e. (10−5, 3 × 10−5), (3 × 10−5, 6 × 10−5), (6 × 10−5, 10−4), (10−4, 2 × 10−4), (2 × 10−4, 5 × 10−4) and (5 × 10−4, 10−3) Hz. Thus, the number of points entering each frequency bin is 2, 2, 3, 8, 22 and 34, respectively, which is extremely small for the lowest three frequency bins (low frequencies) for any sort of statistical analysis.

We repeat the time-lag estimation using all four observations, in the same energy bands employing exactly the same binning scheme as ZO13. The resulting time-lag spectrum is shown in Fig. 12 and as we can see the corresponding estimates have the same order of magnitude as our previous time-lag estimates, between 0.5 − 1.5 and 2 − 4 keV energy bands (Fig. 10), but they have larger errors due to the lower-signal to noise. In this case the number of estimates, within each frequency bin, is 7, 11, 17, 37, 114 and 190, making the statistical analysis, for the estimation of the mean and the standard deviation, much more robust.

The appearance of ks time-delays in ZO13 is caused due to the fact that the authors tried to extend the the time-lag estimates down to 10−5 Hz using a single observation lasting around 80 ks, ending up with very few estimates at low frequencies. In Appendix H we reproduce the results of ZO13 proving in this way that the binning, rather than the actual time-lag estimation method, is the actual problem. Note that Epitropakis & Papadakis (2016) have shown that reliable time-lags estimation is only possible when one averages many light curve segments (at least more than 10 − 20) during the estimation of the average cross-spectrum (and consequently time-lag spectrum).

---

6 For the time-lag estimation in ZO13 the authors write that they used both observations obtained during 2001 and 2006 (obs IDs: 0111790101 and 0311190101, respectively). After a private communication with Dr. Abdou Zoghbi it turned up that they only used the 0311190101.
6.3 Modelling of the time-lag spectra

In order to model the time-lag spectra of NGC 7314, we employ the fully general relativistic (GR) modelling method presented in Emmanoulopoulos et al. (2014) for the ‘lamp-post geometry’. Thus, since in the Fourier domain the general relativistic impulse response functions (GRIRFs) for the system depend on the black hole (BH) mass, $M$, BH spin parameter, $\alpha$, viewing angle, $\theta$, and height, $h$, of the X-ray source above the disc, the same applies to the time-lag spectra, $\tau_f(M, \alpha, \theta, h)$, in the time domain. Moreover, we add a second component, of a power-law form, $A\nu^{-s}$, to parametrize the time-lag spectra at low Fourier frequencies (typically lower than $10^{-4}$ Hz), where the time delays are positive. Thus the overall model can be written in the following form

$$T_L(f) = \tau_f(M, \alpha, \theta, h) + PL_0(A, s)$$

with $v$ being the five-dimensional model parameter vector, $v = (M, \alpha, \theta, h, A, s)$. Note that during the modelling, we select only the physical meaningful time-lag estimates with coherency values greater than 0.2 (filled circles).

As it is described in Emmanoulopoulos et al. (2014), another free parameter of the system is the reflection fraction between the continuum and the reflected components, at the soft energy band, which is parametrized as $f$ (equation 3 in Emmanoulopoulos et al. 2014). However, including $f$ in the fitting procedure would result in a prohibitively large number of free model parameters in comparison to the limited number of fitted time-lag estimates (i.e. eight data points). Thus, as it is described in Emmanoulopoulos et al. (2014) we freeze its value to 0.3 following the results of Crummy et al. (2004). Note that some of the model parameters i.e. $\alpha$, $\theta$ and $f$, can be independently constrained by fitting to the X-ray energy spectrum with reflection models. This sort of analysis will be performed in a forthcoming paper which will be entirely dedicated to the X-ray spectral properties of the source.

The best-fitting model parameters are the following (Fig. 10, right-hand panel): for the negative GR component (dotted grey line) $h = 3.5_{-3.2}^{+3.9}$, $\theta = 38_{-11.7}^{+12.4}$, $M = 7.8_{-5.8}^{+6.9}\times10^5$ $M_\odot$, $\alpha = 91.9_{-4.1}^{+4.3}$, and for the power-law component (dashed grey line) $A = 2.14^{+0.12}_{-0.10}$ $s$ and $s = 0.40_{-0.07}^{+0.09}$. These best-fitting model parameters yield a $\chi^2$ value of 45.54 for 2 d.o.f, corresponding to a practically zero $H_0$ probability of $1.29 \times 10^{-10}$. However, the inclusion of the negative GR component seems to be mandatory, since a simple power-law model model is consistent with zero (due to the very high statistical weight of the negative point), $A = 0.00^{+0.11}_{-0.13} \times 10^{-5}$ $s$ and a slope of $s = 1.74^{+0.17}_{-0.12}$ ($\chi^2$ value of $1.90 \times 10^6$ for 6 d.o.f).

The large $\chi^2$ value that we get even after including the GR component is a result of the model not capturing the frequency dependence of the positive lags i.e. $10^{-5} - 10^{-3}$ Hz. The only negative point with physical meaning is the 5th point at 4.5 mHz with a value of -3.66 s and an error of 2.90 ms, making it a very significant detection of negative reverberation. This point is around 1266 standard deviations away from zero thus the probability of getting a positive value from a normal distribution having a mean value and a standard deviation of -3.66 s and 2.90 ms is practically zero (i.e. $2.82 \times 10^{-34580}$).
In order to visualize how significantly different is the eighth negative measurement with respect to the others we will compare it with the seventh positive measurement which is equal to 6.23 ± 1.12 s using the number of estimates that we used to compute each one individually. As we discussed in Sect. 6.1 the seventh and the eighth frequency bin consist of 569 and 1138 cross-spectra estimates, respectively. Thus, based on these estimates we produced, for each frequency bin, a two-dimensional empirical distribution of the average cross-spectrum which describes the real and imaginary parts of it, and we derive 1000 random variates. The results of the random draws are shown in Fig. 11 in the form of vectors in the complex plane, with grey and black colours corresponding to the vectors of the seventh and eighth frequency bin, respectively. It is clear that the two population of vectors are genuinely different, and indeed a Kolmogorov-Smirnov test yields that the null hypothesis that the average cross-spectra estimates in the eighth frequency bin (yielding the negative time-lag estimate) are distributed according to the estimates of the seventh bin (yielding the positive time-lag estimate) is rejected at the 5 percent significance level with a practically zero probability (around \(10^{-688}\)). Thus, this is a genuine negative time-lag estimate originating from a significantly different parent distribution than the adjacent lower frequency positive time-lag estimate. Note that by performing a similar comparison between the negative point and any other positive time-lag estimate we will get an even more significant deviation as all the positive time-lag values are larger than 6.23 s (seventh point).

The single negative point at 4.5 mHz is the one that tunes the best-fitting GR component giving greater emphasis in the height of the X-ray source. Thus, the estimated uncertainties for the best-fitting parameters \(\theta, M, \alpha\) are rather large with the only exception those of the height, \(h\). As it is shown in [Wilkins & Fabian 2013; Cackett et al. 2014; Emmanoulopoulos et al. 2014] the height parameter is the one that gives the most prominent peaks and wiggles in the time-lag spectra, and thus this is the one that will be driven firstly from any negative point. From figures B1, B2 and B3 in the appendix B of Emmanoulopoulos et al. (2014) we can see that the height is the dominant fitting parameters as its fluctuations cause great differences in the resulting time-lag spectra.

Moreover the level of the GR component is actually tuned by the low frequency part of the time-lag spectrum. Undoubtedly, the positive power-law model is the dominant component for the overall time-lag spectrum and thus its normalization fixes automatically the level of the GR component. Interestingly, from figures B1, B2 and B3 in Emmanoulopoulos et al. (2014) we see that only the height parameter shows great variations at the low frequency end of the time-lag spectrum, and thus by fixing the power-law normalization automatically the height of the X-ray source is further constrained. Note, that there are no degeneracies between the power-law and the GR component but there are degeneracies between the various parameters within the GR component that are discussed in detail in Emmanoulopoulos et al. (2014).

### 6.4 Energy resolved time-lag spectrum

In this section we estimate the energy resolved time-lag spectrum of NGC 7314. We calculate the time-lag spectra between light curves in nine different energy bands (i.e. \(1 - 2, 2 - 3, \ldots, 9 - 10\) keV) and a reference energy-band light curve covering the whole \(1 - 10\) keV; for which we exclude each time the current energy band (i.e. \(2 - 10, 1 - 2 \cup 3 - 10, \ldots, 1 - 9\) keV). The time-lag spectrum between a given light curve and the reference energy-band light curve is done exactly as described in Section 6.1. Then, for each energy band we average all the cross-periodogram estimates (equation 7) for all the frequencies below \(3 \times 10^{-4}\) Hz and we derive a mean time-lag value using equation 9. The same exactly procedure is done for the coherence and the error estimates. The resulting energy-dependent time-lag spectrum is shown in Fig. 12 showing a clear constant increase between 4 and 10 keV.

As in Sect. 6.2 our energy resolved time-lag spectral estimates are much smaller from those presented in figure 7 in ZO13 which are of the order of few ks. Similarly as before, this discrepancy is attributed to the very small number of points, entering the bins below \(3 \times 10^{-4}\) Hz, leading to an overestimation of the resulting time-lag spectrum across the entire energy range.

## 7 SUMMARY AND DISCUSSION

We have performed a thorough X-ray variability analysis of all four XMM-Newton observations of the low BH mass AGN NGC 7314. These observations consist of two archival data sets of short duration, 45 and 84 ks, obtained during 2001 and 2006, respectively, and two newly obtained long observations of 130 and 140 ks, during 2013. We have performed an
energy resolved PSD analysis, using a new state-of-the-art analytical method (which will be described in a forthcoming paper) that takes into account all the spectral pathologies induced by the window function. For our XMM-Newton data, only a very marginal contamination, from red-noise leak, is affecting the 2001 data and it is taken into consideration. Finally, we perform a classical X-ray time-lag analysis to probe possible reflection signatures from the close BH environment. The main results from our analysis are summarised below.

- The best-fitting double bending PSD model, in the 0.5 – 10 keV energy band, has a high-frequency PSD bend, $f_b$, of $6.71 \times 10^{-5}$ Hz, a medium-frequency PSD index, $\alpha_m$, of 0.51 and a high-frequency PSD index, $\alpha_h$, of 1.99. In all our analysis the low-frequency PSD index, $\alpha_l$, and PSD bend frequency, $f_b$, are fixed to 0 and $10^{-8}$ Hz, respectively.
- We found that as the energy increases $\alpha_h$ becomes flatter and the PSD normalization, $A$, becomes larger.
- There is a small hint that as the energy increases $\alpha_m$ becomes steeper and $f_b$ is shifted towards smaller frequencies.
- The addition of our PSD bend time-scale estimate of NGC 7314 to the sample of GV12 yields that the bend time-scale depends linearly on mass. This conclusion is consistent with the results of GV12 under the assumptions that the medium frequency PSD slope, whose value can affect the measured PSD bend frequency, is fixed at -1 in all AGN, and both the values of BH mass and $L_{bol}$ estimates are fixed to the uncertain literature values.
- The X-ray time-lag spectra between 0.5 – 1.5 and 2 – 4 keV, show very weak signatures of negative time delays, and the energy-resolved time-lag spectra, do not show any indication of X-ray reverberation, as it is expected at frequencies below $3 \times 10^{-4}$ Hz.

- At low frequencies our improved data show hard time-lags of few hundred seconds rather than the few ks claimed by Zoghbi et al. (2013).

7.1 The PSD bend frequency

McHardy et al (2004) found that, if they fixed the PSD slope below the bend frequency to be the same at all energies, the normalization increases with decreasing energy. However, as the slope of the PSD above the bend frequency is flatter at higher energies, the high energy PSD lies above the low frequency PSD at the highest frequencies sampled. Unlike in the present work, McHardy et al (2004) having only RXTE data to sample the low PSD frequencies, were unable to determine the PSD slope below the bend as a function of energy. Thus, direct comparison of normalizations is difficult. However, both McHardy et al (2004), for the case of NGC 4051 and the present work find that the PSD slope above the bend frequency is flatter at higher energies. This is a common behaviour seen in several AGN e.g. NGC 7469, in which the PSD of even the 10 – 15 keV energy band appears flatter those in the lower energy bands), MCG–6-30-15 (Vaughan et al.2003), Mrk 766 (Vaughan & Fabian 2003).

Associating different variability time-scales (i.e. Fourier frequencies) with different locations on the accretion disc we can explain the observed PSD behaviour. In the model of propagating fluctuations (Lyubarskii 1997; Kotov et al. 2001) in which variations, produced in different radii in the accretion flow, propagate inwards in an optically thick corona, over the surface of the disc until it hits the X-ray emitting region, situated few $R_g$ from the central BH, whose emission is then modulated. A geometry where high Fourier frequencies (small variations) and high X-ray energies are produced from the inner parts of the X-ray emitting regions, provides an immediate explanation of the flattening of the high, relative to the low, energy PSD at high frequencies, depicted by $\alpha_h$. In this scenario, the steeper values of the lower energy medium frequency slope, $\alpha_m$, compensate for the larger normalization at higher energies, and thus the values of $F_{var}$ at lower energies (Sect. [4]), are larger from those in higher energies.

Currently, there is a debate whether the high-frequency bend time-scales, $f_h$, observed in the PSDs of AGN scale linearly only with the BH mass or with both the BH mass, $M$ and the bolometric luminosity, $L_{bol}$. McHardy et al. (2008) using a sample of 10 AGN and 2 galactic BHs (Cyg X-1 and GRS 1915+105) found that $f_h$ scales with both $M$ and $L_{bol}$ indicating that AGN are scaled-up versions of galactic BHs. In contrast, GV12 used a sample of 22 AGN and found only a very weak dependence between $M$ and $L_{bol}$, which becomes slightly stronger if one considers different BH masses for 2 sources (NGC 4395 – lowest BH mass in the sample– and NGC 5506) excluding at the same time NGC 6860. Our PSD bend time-scale of NGC 7314 supports this lack of correlation between $M$ and $L_{bol}$, but we have to note that this is the only source in our sample with long enough data for which both PSD slopes, $\alpha_m$ and $\alpha_h$ are clearly resolved, and thus $f_h$ can be estimated robustly. The short duration of the XMM-Newton observations required GV12 to fix the medium frequency PSD slope (referred to as low-frequency PSD slope in GV12) at 1, and we do the same here as we

![Figure 12. The energy resolved time-lag spectrum of NGC 7314. We consider all the frequencies below $3 \times 10^{-4}$ Hz and we use as a reference light curve, that in the 1 – 10 keV energy range.](image)
use their PSD bend time-scales for all of the sources in their sample except for NGC 7314. The measured bend time-scale depends on the low frequency slope and there are several examples in which slightly different values of low frequency PSD slope have been measured e.g. this work for NGC 7314 in which $\alpha_m = 0.51$, MCG–6-30-15 in which $\alpha_m = 0.8$ (McHardy et al. 2003). Moreover, uncertainties in the BH mass values can also affect the best-fitting results particularly in small samples (e.g. NGC 5506; McHardy 2013).

Thus, this lack of correlation between the medium-frequency spectral index, $\alpha_m$, is around 0.5. In almost all the cases, where the high-frequency bend is very marginally or not at all resolved, it is assumed that $\alpha_m$ is equal to 1 (e.g. González-Martín & Vaughan 2012 based on long-term observations (e.g. Uttley et al. 2002; Markowitz et al. 2003; McHardy et al. 2006). This difference, of a factor of two, affects both the values of $f_b$ and $\alpha_h$.

The average best-fitting value of $f_b$ and $\alpha_h$ in the 0.5 – 10 keV energy band for a fixed value of $\alpha_m$ equal to 1, (Table 2) first three lines i.e. ignoring the fourth observation is $2.05 \times 10^{-5}$ Hz and 1.78, respectively. By comparing these values with the best-fitting values, with the joint best-fitting results from the three observations (Table 3 first line), we find a very significant difference of an order of magnitude for $f_b$ and a milder one for $\alpha_h$ of around 10 per cent. Thus, being able to determine precisely the medium-frequency PSD slope is of great importance if one wants to derive the position of high-frequency PSD bend. However, note that this rather flat value of $\alpha_m = 0.5$, could result if this part of the PSD depicts the peak of a Lorenzian component as it has been resolved in the case of Ark 536 (McHardy et al. 2007), using much longer data sets obtained by RXTE and ASCA.

Within the propagating fluctuation model, a medium-frequency PSD index of the order of 0.5 can be the result of radial damping of the fluctuations as the propagate through the accretion flow (Árevalo & Uttley 2000). The effect of damping is to reduce the amplitude of the fluctuations as they propagate inwards so that the further they go the smaller they get. By extrapolating the values shown in table 2 of Árevalo & Uttley (2000), for a high emissivity index of $\gamma = 5 - 6$ and a damping coefficient of the order of 2 the medium-frequency PSD index can be of the order of 0.5. Note, that a similar flat value of $\alpha_m$ (0.8 $^{+0.1}_{-0.06}$, which is consistent, within the errors with our estimate) has been also observed in the case of MCG–6-30-15 (McHardy et al. 2003).

7.2 Is there any evidence for relativistic reflection?

The time-lag spectrum of NGC 7314 (Fig. 10) poses weak evidence of negative X-ray reverberation time delays between the reflected component, 0.5 – 1.5 keV, and the continuum 2 – 4 keV. Our GR modelling yields a best-fitting BH mass of $7.8^{+5.9}_{-5.8} \times 10^5 M_{\odot}$, which is very close to the literature value (0.87 $\times 10^6 M_{\odot}$, Section 1), and the height of the X-ray source, $3.5^{+2.3}_{-1.3} r_g$. De Marco et al. (2013a) showed that both the most negative time-lag estimate, -3.66 s, and its corresponding frequency, 4.5 mHz are related linearly (in logarithmic scale) with the BH mass. Using their scaling relations the expected values of both these quantities should be around -20 s and 1 mHz, respectively which differ significantly from our observed values. In order for the latter estimates to be consistent with the De Marco et al. (2013a) relations the BH mass of NGC 7314 should be around $4 \times 10^6 M_{\odot}$ which is more than an order of magnitude less than the literature value. As it is described in Emmanoulopoulos et al. (2014) the scaling relation of De Marco et al. (2013a), derived from the first negative time-lag point, holds only for sources with relatively small X-ray source heights and similar power-law components. In our case the power-law slope is very hard, 0.4, suppressing any negative peaks at lower frequencies, thus it is not surprising that such a relation does not hold. Moreover, this deviation from the scaling relation could be the result of a relatively low contribution of reflected emission to the soft X-ray band.

Moreover, the absence of strong negative X-ray reverberation signatures can be justified from the fact that the X-ray spectrum of the source around the 0.5 – 1.5 keV is rather flat and absorbed (Ebrero et al. 2011) with no obvious soft-excess or even signs of strong ionised soft X-ray reflection. Similarly the X-ray spectrum presented by Zoghbi et al. (2013) is in agreement with this picture since the component responsible for the inner reflection contributes only around the region of 6.4 keV without affecting the 0.5 – 1.5 keV energy range.

As we described Sect. 6.3 during the time-lag modelling procedure, we fix the value of the reflection fraction to 0.3, due to the limited number of time-lag estimates (i.e. eight). It is very well known (Wilkins & Fabian 2013; Cackett et al. 2014) that the contribution of the continuum component to the reflection-dominated band and vice-versa, via $f$, can reduce the apparent time lag that is measured. Indeed, in appendix A of Emmanoulopoulos et al. (2014) these dependencies are shown with respect to the reflected component. In an attempt to check the effects of the reflection fraction, in our time-lag estimates, we repeat the fitting by changing the value of $f$ to 0.6 and 0.9. For $f = 0.6$ the best fitting are $h = 9.7^{+5.4}_{-3.4}$, $r_g = 45^{+17.30}_{-19.7}$, $M = 10.8^{+9.8}_{-7.9} \times 10^5 M_{\odot}$, $\alpha = 0.81^{+0.61}_{-0.61}$, and for $f = 0.9$ the best-fitting parameters are $h = 10.8^{+3.4}_{-3.4}$, $r_g = 43^{+24.0}_{-22.7}$, $M = 10.5^{+10.2}_{-4.0} \times 10^5 M_{\odot}$, $\alpha = 0.85^{+0.3}_{-0.3}$. In both cases, the values of the $\chi^2$ statistics are much larger than that of $f = 0.3$, thus we have good grounds to believe a physical scenario in which the contribution of the reflection spectrum in the soft band is indeed around 30 per cent of the total observed flux.

Finally, the monotonic increase in the energy resolved time-lag spectral estimates, above 4 keV (Fig. 12) dictates that it arises from the continuum component itself, which is modelled as the power-law in the time-lag spectrum (Fig. 10). This is a model expectation based on an extrapolation of results from X-ray binaries rather than a prediction of detailed theories of the continuum emission. Similar behaviour has been observed in several other AGN e.g. 1H 0707-495, Ark 564, Mrk 335 (Kara et al. 2013a,b) and can be interpreted using the previously mentioned propagating fluctuations model. Fluctuations in the accretion flow, which are introduced at different radii/time-scales, propagate inwards on diffusion time-scales, causing the observed power-law shape of the lag spectrum. Thus, these very low frequency variations presumably originate from regions fur-
ther from the centre, where the temperature of the disc is cooler.

ACKNOWLEDGMENTS

DE and IMM acknowledge the Science and Technology Facilities Council (STFC) for support under grant ST/G003084/1. SV acknowledges the STFC for support under grant ST/G003084/1. DE is grateful to Dr. Abdu Zoghbi who provided all the necessary information about the analysis methods used in Zoghbi et al. (2013) during the workshop 'The X-ray Spectral-Timing Revolution' in February 2016, Leiden, the Netherlands. This research has made use of NASA’s Astrophysics Data System Bibliographic Services.

REFERENCES

Alston W. N., Done C., Vaughan S., 2014, MNRAS, 439, 1548
Anderson E. R., Duvall Jr. T. L., Jefferies S. M., 1990, ApJ, 364, 699
Arévalo P., Uttley P., 2006, MNRAS, 367, 801
Babu P., Stoica P., 2010, Digital Signal Processing, 20, 359
Baldi A., Ettori S., Molendi S., Balestra I., Gualtieri F., Tozzi P., 2012, A&A, 537, A142
Bendat J. S., Piersol A. G., 1986, Random Data: Analysis and Measurement Procedures. New York: John Wiley & Sons, —1986, 2nd ed.
Cackett E. M., Fabian A. C., Zoghbi A., Kara E., Reynolds C., Uttley P., 2013, ApJ, 764, L9
Cackett E. M., Zoghbi A., Reynolds C., Fabian A. C., Kara E., Uttley P., Wilkins D. R., 2014, MNRAS, 438, 2980
Cash W., 1979, ApJ, 228, 939
Crummy J., Fabian A. C., Gallo L., Ross R. R., 2014, MNRAS, 438, 2980
De Marco B., Ponti G., Cappi M., Dadina M., Uttley P., Cackett E. M., Fabian A. C., Miniutti G., 2013a, MNRAS, 431, 2441
De Marco B., Ponti G., Miniutti G., Belloni T., Cappi M., Dadina M., Muñoz-Darias T., 2013b, MNRAS, 436, 3782
Deeming T. J., 1975, Ap&SS, 36, 137
Deeter J. E., 1984, ApJ, 281, 482
Deeter J. E., Boynton P. E., 1982, ApJ, 261, 337
Dibero J., Costantini E., Kaastra J. S., de Marco B., Dadina M., 2011, A&A, 535, A62
Elvis M., et al., 1994, ApJS, 95, 1
Emmanoulopoulos D., McHardy I. M., Papadakis I. E., 2011, MNRAS, 416, L94
—, 2013, MNRAS, 433, 907
Emmanoulopoulos D., Papadakis I. E., Dovciak M., McHardy I. M., 2014, MNRAS, 439, 3931
Epitropakos A., Papadakis I. E., 2016, arXiv e-prints: 1604.01726
Fabian A. C., et al., 2013, MNRAS, 429, 2917
—, 2009, Nature, 459, 540
Filippenko A. V., Halpern J. P., 1984, ApJ, 285, 458
Gabriel C., et al., 2004, in Astronomical Society of the Pacific Conference Series, Vol. 314, Astronomical Data Analysis Software and Systems (ADASS) XIII, F. Ochsenbein, M. G. Allen, & D. Egret, ed., pp. 759–
Gaskell C. M., 2004, ApJ, 612, L21
González-Martín O., Vaughan S., 2012, A&A, 544, A80
Green A. R., McHardy I. M., Lehto H. J., 1993, MNRAS, 265, 664
Grinberg V., et al., 2014, A&A, 565, A1
Gu Q., Melnick J., Cid Fernandes R., Kunth D., Terlevich E., Terlevich R., 2006, MNRAS, 366, 480
Hughes M. A., et al., 2003, AJ, 126, 742
Kara E., Fabian A. C., Cackett E. M., Steiner J. F., Uttley P., Wilkins D. R., Zoghbi A., 2013a, MNRAS
Kara E., Fabian A. C., Cackett E. M., Uttley P., Wilkins D. R., Zoghbi A., 2013b, MNRAS
Kirchner J. W., 2005, Phys. Rev. E, 71, 066110
Kirkpatrick S., Gelatt C. D., Vecchi M. P., 1983, Science, 220, 671
Kotov O., Churazov E., Gilfanov M., 2001, MNRAS, 327, 799
Lyubarskii Y. E., 1997, MNRAS, 292, 679
Marconi A., Risaliti G., Gilli R., Hunt L. K., Maiolino R., Sulvati M., 2004, MNRAS, 351, 169
Markowitz A., et al., 2003, ApJ, 593, 96
Markowitz A., Papadakis I., Árévalo P., Turner T. J., Miller L., Reeves J. N., 2007, ApJ, 656, 116
Mathewson D. S., Ford V. L., 1996, ApJS, 107, 97
McClintock J. E., Remillard R. A., 2006, Black hole binaries, Lewin W. H. G., van der Klis M., eds., pp. 157–213
McHardy I. M., 2013, MNRAS, 430, L49
McHardy I. M., Árévalo P., Uttley P., Papadakis I. E., Summers D. P., Brinkmann W., Page M. J., 2007, MNRAS, 382, 985
McHardy I. M., Gunn K. F., Uttley P., Goad M. R., 2005, MNRAS, 359, 1469
McHardy I. M., Koerding E., Knigge C., Uttley P., Fender R. P., 2006, Nature, 444, 730
McHardy I. M., Papadakis I. E., Uttley P., Page M. J., Mason K. O., 2004, MNRAS, 348, 783
Morris S. L., Ward M. J., 1985, MNRAS, 215, 57P
Nandra K., George I. M., Mushotzky R. F., Turner T. J., Yaqoob T., 1997, ApJ, 476, 70
Nandra K., Papadakis I. E., 2001, ApJ, 554, 710
Nowak M. A., 2000, MNRAS, 318, 361
Nowak M. A., Vaughan B. A., Wilms J., Dove J. B., Begelman M. C., 1999, ApJ, 510, 874
Papadakis I. E., Lawrence A., 1993, MNRAS, 261, 664
Priestley M. B., 1981, Spectral Analysis and Time Series: Probability and Mathematical Statistics, Vol. 1-2. London: Academic Press, —1981
Read A. M., Guainazzi M., Sembay S., 2014, A&A, 564, A75
Turner T. J., 1987, MNRAS, 226, 9P
Uttley P., McHardy I. M., Papadakis I. E., 2002, MNRAS, 332, 231
Uttley P., McHardy I. M., Vaughan S., 2005, MNRAS, 359, 345
Uttley P., Wilkinson T., Cassatella P., Wilms J., Pottschmidt K., Hanke M., Böck M., 2011, MNRAS, 414, L60
van der Klis M., 1988, in Timing Neutron Stars, eds. H.
APPENDIX A: PSD MODEL PARAMETER CONFIDENCE LIMITS

In Sect. 4.2.3 we estimated the best-fitting PSD model for the ensemble of the observations in the 0.5-10 keV energy range. In order to visualize the procedure that we used to derive the 68.3 per cent confidence limits for the best-fitting model parameters, in Fig. A1 we show the log-likelihood difference profiles, $\Delta C \equiv C - C_{\text{min}}$, as a function of each model fitting parameter. Additionally, the inset of each panel shows with a finer grid-resolution the region around the estimated 68.3 single confidence limits that corresponds to $\Delta C = 1$, which is depicted by the dotted vertical lines.

Finally, we estimate the joint confidence contours for the best-fitting PSD model parameters $f_h$ and $\alpha_h$ in the energy range 0.5 – 10 keV. In the left panel of Fig. A2 we show the form of the $\Delta C$ surface (left-hand panel, grey adaptive mesh), which is estimated at the crossing points of the grid. From this surface we can derive the 68.3 and 90 per cent joint confidence contours for $f_h$ and $\alpha_h$, lying at a height $\Delta C$ of 2.30 (solid black line) and 4.61 (dashed black line), respectively, by estimating the tangent lines to these contours (Fig. A2 right panel). This yields for $f_h [3.85, 14.82] \times 10^{-5}$ Hz and $[2.65, 16.71] \times 10^{-5}$ Hz and for $\alpha_h [1.84, 2.35]$ and $[1.77, 2.65]$, respectively.

APPENDIX B: TIME-LAG ESTIMATION INCONSISTENCIES

In this section we reproduce the time-lag spectrum of NGC 7314 as it is precisely described by ZO13. We use the single observation obs ID: 0311190101 (see footnote 6) and the same binning scheme as described in Sect. 6.2. The actual time-lag estimation method is the same as described in Sect. 6.1. The resulting time-lag spectrum is shown in Fig. B1 and it is exactly the same as the ones shown in the top panel of figure 6 in ZO13. Thus, these overestimated low-frequency time-lag values is the result of the limited number of points entering corresponding frequency bins.
Figure A1. The log-likelihood PSD model parameter profiles, $\Delta C \equiv C - C_{\text{min}}$, for the joint fits in the 0.5 – 10 keV energy range. The filled circles correspond to the actual log-likelihood estimates i.e. grid points, and the dashed line depicts the linear interpolation estimates. The inset zooms in the region around the best-fitting model parameter (vertical dashed line), and the dotted vertical lines around it depict its 68.3 per cent single confidence limits that correspond to $\Delta C = 1$. 
Figure A2. The joint confidence contours of $f_h$ and $\alpha_h$ around their best-fitting values (black filled symbol), for the case of the 0.5 – 10 keV best-fitting source PSD model. Left-hand panel: The 3-dimensional surface $\Delta C$ (grey adaptive mesh) estimated at the crossing points of the grid. The solid and dashed ellipsoidal lines depict the joint 68.3 and 90 per cent joint confidence contours of $f_h$ and $\alpha_h$, that correspond to a $\Delta C$ of 2.30 and 4.61, respectively. Right-hand panel: The 2-dimensional joint confidence contours, 68.3 (solid line) and 90 (dashed line) per cent for $f_h$ and $\alpha_h$.

Figure B1. Time-lag spectrum reproduction of ZO13 between 4 – 5 and 6 – 7 keV energy bands.