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ABSTRACT
With the growing number of insurance purchasers, the sophisticated claim analysis system has become an imperative must for any insurance firm. Claims Analysis can be utilized to better understand the customer strata and incorporate the findings throughout the insurance policy enrollment, including the underwriting and approval or rejection stages. In recent years machine learning (ML) technologies are increasingly being used to claims Analysis. However, choosing the optimal techniques, whether the features selection techniques, feature discretization techniques, resampling mechanisms, and ML classifiers for insurance decision assistance, is difficult and can harm the quality of claim suggestions. This study aims to develop appropriate decision models by combining binary classification, feature selection, feature discretization, and data resampling techniques. We did Extensive tests on three different datasets to evaluate the viability of the selected models. We used multiple assessment metrics besides the statistical significance test from The ANOVA test and the Friedman test to evaluate the ML models. The findings show that the models perform highly better after applying the feature discretization technique, reducing dimensionality using feature selection methods and solving the unbalanced data problem with resampling methods.

Introduction
Insurance is a means of hedging financial loss in the event of a risk occurring. There are two parties involved in insurance: an insurer sells policies, and an insured party receives the policy’s benefits after purchasing it. In exchange for a sum of money known as Premium, the insurer agrees to take on an insured entity’s risk of potential losses (Rawat et al. 2021). Where, in the event of an unanticipated incident, the insurer is responsible for paying a claim to the policyholder, which is the benefit amount owed to the beneficiary as defined in the policy agreement. The entire insurance sector is based on the premise of reducing the risk or monetary loss (Barry and Charpentier 2020). Where the
insurer must protect the insured against any form of monetary loss due to any unanticipated incident, at the same time, the insurance company must manage its transactions to pay claims and earn enough profit to stay in business.

Due to the increase in competitiveness of the insurance industry, customer retention is of particular importance and requires deeper and more accurate knowledge of customers, their buying behavior, and losses. Therefore, if customers are classified, and their losses could be predicted, the insurance company’s profitability can be increased, and insurers can take steps to reduce the loss ratio. The process that assesses the insured’s risk is called underwriting, and the Premium and terms of the insurance contract are determined based on the assessment of the level of risk (Fung et al. 1998; Briys and De Varenne 2001). Where every insured imposes a different level of risk on the insurance company, thus, to ensure receiving a fair premium, insurers determine the level of risk and place every policyholder in one of the risk classes, which consequently, the higher the risk, the higher the Premium. This is a sound reason for insurers to have their customers’ risks assessed as accurately as possible. Achieving a model for classifying customers into different risk groups has always been considered the most fundamental and challenging issue in the insurance industry. In fact, insurance companies must be profitable and able to survive and continue in the insurance market, and on the other hand, the insurers must establish a fair balance between the level of risk of the insured and the paid premiums. In this context, risk classification means grouping customers with similar risk characteristics that are likely to cause similar losses and placing them in one group.

In the insurance sector, data mining is widely utilized for a variety of purposes, including fraud prevention, claim analysis, marketing analytics, risk analysis, sales forecasting, product development, and underwriting processing (Das, Chakraborty, and Banerjee 2020; Das et al. 2021). And in this study, an insurance claims analysis will be covered. Where in claim analysis and processing, ML is used to triage claims and automate where possible, decreasing the need for human interaction and making the entire process more convenient. The application of ML algorithms in claim analysis aids the insurers in gaining a better understanding of the claims filing and acceptance patterns, which may be utilized to optimize the entire insurance policy enrollment process flow.

Classification models that play the role of decision models, usually backed by feature selection, feature discretization, and data resampling, are particularly important in risk scoring challenges. When a meaningful feature subset is chosen, the computational cost is reduced, and the model’s efficiency and understandability are significantly improved (Rawat et al. 2021). Besides, the risk scoring models may be sensitive owing to dataset imbalance, i.e., the number of positive and negative cases is not evenly distributed; in this scenario, data resampling may improve their overall performance.
Unfortunately, while reviewing the literature studies on risk scoring, there is a shortage of studies that combine all of the strategies mentioned (feature selection, feature discretization, resampling, and classification) into a single processing process creating a classification model.

Classification models that play the role of decision models, usually backed by feature selection, feature discretization, and data resampling, are particularly important in risk scoring challenges. When a meaningful feature subset is chosen, the computational cost is reduced, and the model’s efficiency and understandability are significantly improved (Rawat et al. 2021). Besides, the risk scoring models may be sensitive owing to dataset imbalance, i.e., the number of positive and negative cases is not evenly distributed; in this scenario, data resampling may improve their overall performance (Hanafy and Ming). Unfortunately, while reviewing the literature studies on risk scoring, there is a shortage of studies that combine all of the strategies mentioned (feature selection, feature discretization, resampling, and classification) into a single processing process creating a classification model, as Table 1 shows.

This study used three datasets to analyze claims using four different categorization techniques. And to improve the analysis’s outcomes, we employed the feature discretization method, three different feature selection techniques to lower the data’s dimensionality, and also utilized three different resampling strategies to solve the data’s imbalance problem.

In this study, we will create four alternative binary classification scenarios.

| Study                                      | ML Technique | Resampling Methods | Feature Selection Technique | Feature Discretization |
|---------------------------------------------|--------------|--------------------|------------------------------|------------------------|
| (Hanafy and Ming)                          | ✓            | ✓                  | ✓                            | ✓                      |
| (Hanafy and Ming 2021b)                    | ✓            | ✓                  |                             |                        |
| (Hanafy and Ming 2021c)                    | ✓            | ✓                  |                             |                        |
| (Hanafy Kotb and Ming 2021a)               | ✓            | ✓                  |                             |                        |
| (Rawat et al. 2021)                        | ✓            | ×                  | ✓                            | ×                      |
| (Matloo et al. 2021)                       | ×            | ×                  |                             |                        |
| (Krasheninnikova et al. 2019)              | ✓            | ×                  |                             |                        |
| (Dhieb et al. 2020)                        | ✓            | ×                  |                             |                        |
| (Grize, Fischer, and Lützelschwab 2020)    | ✓            | ×                  |                             |                        |
| (Gramegna and Giudici 2020)                | ✓            | ×                  |                             |                        |
| (Singh et al.)                             | ✓            | ×                  |                             |                        |
| (Stucki 2019)                              | ✓            | ×                  |                             |                        |
| (Huang and Meng 2019)                      | ✓            | ×                  |                             |                        |
| (Pesantez-Narvaez, Guillen, and Alcaniz 2019) | ✓        | ×                  |                             |                        |
| (Sabbeh 2018)                              | ✓            | ×                  |                             |                        |
| (Kowshalya and Nandhini 2018)              | ✓            | ×                  |                             |                        |
| (Weerasinghe and Wijegunasekara 2016)      | ✓            | ×                  |                             |                        |
| (Hassan and Abraham 2016)                  | ✓            | ✓                  |                             |                        |
| (Sundarkumar and Ravi 2015)                | ✓            | ✓                  |                             |                        |
| (Günther et al. 2014)                      | ✓            | ×                  |                             |                        |
| (Guo and Fang 2013)                        | ✓            | ×                  |                             |                        |
| (Paefgen, Staake, and Thiesse 2013)        | ✓            | ×                  |                             |                        |
| Present study                              | ✓            | ✓                  | ✓                            | ✓                      |
(1) Directly applied the algorithms to the data without discretization, feature selections, or resampling methods.
(2) Investigated the effect of resampling on binary classification outcomes.
(3) Investigated the impact of applying the feature selection followed by data resampling on binary classification outcomes.
(4) Investigated the impact of applying the features discretization method followed by applying the features selection followed by data resampling on binary classification outcomes.

Finally, four widely accepted and trustworthy metrics are used to evaluate and compare the algorithms: Accuracy, sensitivity (Recall), specificity and AUC. And besides the evaluation metrics, we also used statistical analysis to determine the best scenario.

The rest of the paper is organized as follows: The second section examines the literature on the issue. Section 3 includes a discussion of the study’s useful methodologies for ML classification, feature selection, data resampling, features discretization, and established measurements for classification model evaluation. The adopted study process is described and explained in Section 4. Section 5 contains the overall findings of the investigation and the theoretical contributions and implications. The work is summarized in Section 6, with findings and recommendations for future research.

**Literature Review**

Claim Analysis is a significant part of analytics that predicts the future in the insurance sector because the insurance companies spend around 80% of their premium revenue on claims. As a result, in order to enhance cash flow, a detailed study of claims is required. Also, ML can help automate a variety of mundane procedures to reduce claims cycle time, boost customer delight, prevent fraud, and reduce claim handling costs, which are considered major performance measures for insurance claims (Ringshausen et al. 2021; Saggi and Jain 2018; Richter and Khoshgoftaar 2018).

The study of (Hanafy and Ming) developed models for enhancing the classification efficiency of ML on un-balanced data to predict the occurrence of auto insurance claims. They applied resampling strategies such as oversampling, under-sampling, a mix of the two, and SMOTE. Additionally, they used models such as AdaBoost, XGBoost, C5.0 and C4.5, CART, Random Forest and Bagged CART. The results show the AdaBoost classifier with oversampling, and the hybrid method provides the highest accurate predications. The study of (Hanafy and Ming 2021b) examines how auto insurance firms use ML in their business and looks at how ML models may be used to analyze large amounts of insurance-related data to forecast claim incidence; they use a variety of ML approaches, including logistic regression, XGBoost,
random forest, decision trees, nave Bayes, and K-NN. And to solve the imbalanced data issue, they used the random over-sampling technique. Additionally, they assess and contrast the results of various models. The results show that the RF model came out on top of all other methods. The study of (Hanafy and Ming 2021c) aims to provide a way that improves the outcomes of ML algorithms for detecting Insurance Claim Fraud. And to address the issue of imbalanced data, they used resampling techniques such as Random Over Sampler, Random Under Sampler, and hybrid methods. According to this paper’s findings, the efficiency of all ML classifiers improves when resampling techniques are used. The results also show that when employing the SMOTE-ENN resampling technique, the Stochastic Gradient Boosting classifier performed the best among all the other models. The main objective for the study of (Hanafy Kotb and Ming 2021) is to analyze nine distinct SMOTE family approaches to solving the imbalanced data problem in forecasting insurance premium defaulting. And the performance of the SMOTE family in resolving the unbalanced problem was evaluated using a variety of 13 ML classifiers. The results demonstrate that using approaches from the SMOTE family improved the performance of classifiers significantly. Furthermore, the Friedman test demonstrates that the hybrid SMOTE methods are superior to other SMOTE methods, particularly the SMOTE -TOMEK, which outperforms other methods. Furthermore, the SVM model has produced the best results with the SMOTE- TOMEK among ML methods. The study’s major aim of (Rawat et al. 2021) is to use exploratory data analysis and feature selection approaches to find significant and decisive criteria for claim filing and approval in a learning context. In addition, eight ML algorithms (LR, RF, DT, SVM, Gaussian Nave Bayes, Bernoulli Nave Bayes, Mixed Nave Bayes, and K-Nearest Neighbors) are applied to the datasets and assessed using performance measures. Two case studies are included in the analysis: one for health insurance and the other for travel insurance. The results show that the best classifier among all the classifiers for the health insurance sector is the Decision Tree, whereas the best classifier among all the classifiers for the travel insurance dataset is the Random Forest. The study of (Matloob et al. 2021) demonstrates the necessity to replace present tactics with methodologies that ensure employees receive need-based healthcare benefits. Where this will not only reduce the likelihood of healthcare fraud/misuse, but it will also improve employees’ sense of health security, regardless of their grades or designations. And by using a ML model based on K means clustering, their proposed methodology generated need-based packages. They were able to calculate the optimal premium amount using this approach. According to the findings, the medical premium amount is optimized by 25% of the present benefit amounts. As a result, if adopted, it will not only enable employers and insurance firms to develop appropriate insurance schemes for the provision of healthcare benefits, but it will also help to avoid long-term financial losses.
The research of (Krasheninnikova et al. 2019) examines two distinct ways for carrying out a model-free reinforcement learning system that is used to examine revenue maximization and its effects on customer retention levels. The first is about maximizing revenue while studying the impact on customer retention, while the second is about maximizing revenue while ensuring that customer retention does not go below a certain level. The first scenario has a Markov decision process with a single criterion that must be optimized. The second case is a Constrained Markov decision process with two criteria. The first is related to optimization, and the second is constrained – using a model-free Reinforcement Learning technique. The article of (Dhieb et al. 2020) intends to reduce insurance companies’ financial losses by eliminating human involvement, securing insurance processes, alerting and informing about dangerous customers, and detecting fraudulent claims. They propose to employ the XGBoost algorithm for the aforementioned insurance services and compare its performance with DT, KNN, and SVM after presenting the block-chain-based infrastructure to enable secure transactions and data exchange among different interacting agents inside the insurance network. When applied to a dataset of vehicle insurance claims, the results reveal that the XGBoost outperformed other models. The study of (Grize, Fischer, and Lützelschwab 2020) focuses on technical, analytical applications and shows where ML techniques may bring the most value. They show two real-world examples: first, a comparison of household insurance retention models, and then a dynamic pricing challenge for online automobile insurance. Both instances demonstrate the benefits of using ML technologies in practice.

The research of (Singh et al.) aims to estimate the cost of repair, which will be used to determine the size of an insurance claim. The manual assessment by the service engineer who prepares the damage report, followed by the physical inspection by an insurance company surveyor, makes the life cycle of registering, processing, and reaching a decision for each claim a lengthy process. They propose an end-to-end solution for automating this procedure, which would benefit both the organization and the customer. This system takes photographs of the damaged car as input and delivers pertinent information such as damaged parts and an estimate of the level of damage to each part (no damage, mild, or severe). This serves as a clue to estimate the cost of repair, which would be used to determine the insurance claim amount. The major purpose of the study of (Stucki 2019) is to forecast future churn or customer status (stays/churns) for an insurance customer for the next year while acquiring new private insurance such as a vehicle, life, or property insurance. The model should be able to forecast both new and existing customer turnover. Five classifiers were utilized in this study to anticipate the customer’s prospective turnover. These classifiers are LR, RF, KNN, AB, and ANN algorithms. Random forests were shown to be the most effective model in this investigation. The study of (Huang and Meng 2019) focuses on the utilization of a large
number of driving behavior characteristics in estimating an insured vehicle’s risk likelihood and claim frequency with the following models SVM, RF, XGBoost, and ANN, while Poisson regression is used as a claim frequency model. According to this research, the XGBoost model offers the highest overall prediction accuracy for risk classification tasks. And also, the results show that driving behavior characteristics play an important impact on vehicle insurance prices.

The study of (Pesantez-Narvaez, Guillen, and Alcañiz 2019) aims to use telematics data to anticipate the occurrence of accident claims. This research investigated the relative performance of logistic regression and XGBoost approaches. Their findings revealed that logistic regression is an appropriate model because of its potential to be interpreted and predicted, whereas XGBoost needs several model-tuning techniques to match the logistic regression model’s predictive performance and more effort in terms of interpretation. The research of (Sabbeh 2018) is on the churn prediction problem makes use of ten distinct types of analytical tools. These tools include Discriminant Analysis, Decision Trees (CART), Support Vector Machines, Logistic Regression, Random Forest, K-NN, Stochastic Gradient Boosting, and AdaBoosting Trees were selected, as well as Nave Bayesian and Multi-layer Perceptron. According to the results, both random forest and AdaBoost outperform all other methods. Three classifiers were developed in the study of (Kowshalya and Nandhini 2018) to forecast fraudulent claims and premium amounts as a percentage. The methods Random Forest, J48, and Naive Bayes were chosen for classification. And three test choices are used to record the findings of the classifiers (50:50, 66:34 and 10 Cross-validation). Under all three test choices, On the Insurance Claim dataset, the Random Forest model outperforms the other two algorithms, while Nave Bayes outperforms the other two algorithms on the Premium dataset.

The main aim of the study of (Weerasinghe and Wijegunasekara 2016) is to look into data mining approaches for developing a predictive model for vehicle insurance claim prediction and a comparison of them. To create the prediction model, the researchers used Artificial Neural Networks (ANN), Decision Trees (DT), and Multinomial Logistic Regression (MLR); the ANN was shown to be the most accurate predictor. The study of (Hassan and Abraham 2016) provides an insurance fraud detection approach. They used the under-sampling method to deal with the unbalanced data problem, and they are employing Decision Tree (DT), Support Vector Machine (SVM), and Artificial Neural Network (ANN) models. The results of the paper show that DT outperforms other competing algorithms. According to the paper of (Sundarkumar and Ravi 2015), a unique hybrid strategy is proposed for solving the issue of the
data im-balance using k Reverse Nearest Neighborhood and One-Class Support Vector Machine together. The usefulness of the suggested approach was demonstrated using data from two sources: a dataset for detecting auto insurance fraud and another for predicting credit card churn. They applied the following models DT, SVM, LR, Probabilistic Neural Network, Group Method of Data Handling, and Multilayer Perceptron. The results show that with data from the Insurance dataset, the maximum sensitivity is yielded with Decision Trees (DT) and SVM, while Data from the Credit Card Churn Prediction dataset yielded the highest sensitivity with Decision Trees.

The primary aim of the research (Günther et al. 2014) is to predict Customer churn using ML classification models. They describe a method for estimating individual consumers’ likelihood of leaving an insurance provider using dynamic modeling. The data is fitted using a logistic longitudinal regression model that includes time-dynamic explanatory factors and interactions. They use generalized additive models to identify nonlinear correlations between the logit and the explanatory variables as a step in the modeling process. The results show that the model performs well in terms of identifying consumers who are likely to leave the organization each month. The study of (Guo and Fang 2013) used logistic regression analysis to forecast the likelihood of occurring at least one insurance claim. In this study, the impact of a driver’s personality and unexpected driving accidents were investigated. The results confirmed that driving behavior characteristics are significant in vehicle collision prediction. Vehicle sensor data enables “Pay-As-You-Drive” (PAYD) insurance models that charge premiums based on how much you drive. A classification analysis approach is proposed in the (Paefgen, Staake, and Thiesse 2013), where they used LR, NN, and DT classifiers. The results show that while ANN outperforms LR in terms of classification accuracy, also the results demonstrate that LR is better suited to actuarial purposes in various aspects. And the study of (Gramegna and Giudici 2020) present an Explainable AI model that may be used to explain why a consumer purchase or cancels a non-life insurance policy. This research suggests that explainable ML models might effectively increase our understanding of consumers’ behavior by applying similarity clustering to the Shapley values acquired by a highly accurate XGBoost predictive classification algorithm. An overview of techniques used in the previous insurance studies is presented in Table 1.

Table 1 shows the recent studies in the field of the application of ML in the insurance industry. And it also shows there are no previous studies that combine all of the strategies that will apply in our study (feature discretization, feature selection, resampling, and classification)
into a single process of processing a dataset and creating a classification model. In light of the stated research gap, the question arises as to whether combining the suggested approaches and techniques in the dataset processing process can improve classification model effectiveness. So, the purpose of this paper is to:

(1) Examine the efficacy of several classification models in assisting with insurance decisions.
(2) Construction of decision models using various binary classifiers, feature discretization, feature selection approaches, and data resampling.
(3) Find the best combination of the data science tools that will achieve the best performance.
(4) Evaluation of models using three different datasets comprising real data from insurance claims with four different evaluation metrics besides the statistical analysis.

**Materials and Methods**

**The Data**

In this study, we used three separate datasets to do claim analysis. As Figure 1 shows, all three datasets have a categorical target variable. As a result, the analyses are carried out using classification algorithms.

![Figure 1](image_url)
Table 2. Overview of the three insurance dataset.

| Dataset_1                                                                 | Dataset_2                                                                 | Dataset_3                                                                 |
|---------------------------------------------------------------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
| The dataset used in this case study was sourced from Kaggle.com. There are 10302 rows and 25 features in total. | The dataset used in this case study was sourced from Kaggle.com. 79,853 rows and 17 columns make up the dataset’s total. | The dataset used in this case study was sourced from Kaggle.com. 1,488,028 rows and 59 columns make up the dataset’s total. We examine data provided by Porto Seguro, a major Brazilian automaker. |
| **The details of all the columns in the dataset:**                        | **The details of all the columns in the dataset:**                        | The database is maintained safe and confidential, and the personal information of the clients is encrypted. Before modifying the dataset to build the ML model, it is vital to understand how it was structured. A data description has also been released, which includes important information on the data preparation as following: |
| (1) INDEX: ID Variable (not use)                                          | (1) id: Unique customer ID                                                 | (1) A value of “-1” denotes that a value was missing. |
| (2) AGE: Age of the driver.                                               | (2) percent of the premium paid by cash credit                            | (2) Binary features are labeled “bin” while categorical features are labeled “cat.” |
| (3) BLUEBOOK: Value of vehicle.                                           | (3) age in days: age of the customer in days                               | (3) There are two types of features: continuous and ordinal. |
| (4) CAR_AGE: Vehicle age.                                                 | (4) Income: Income of the customer                                         | “ind”, “reg”, “car”, and “calc” all refer to features that belong in the same general category. |
| (5) CAR_TYPE: Type of car.                                                | (5) Marital Status: Married/Unmarried                                      | • A customer’s personal data, such as their name, is referred to as “ind.” |
| (6) CAR_USE: Vehicle use.                                                 | (6) Number of vehicles owned by the insured                                | • A customer’s area or location information is referred to as “reg.” |
| (7) CLM_FREQ: claims frequency (past 5 years)                             | (7) Count_3-6_months_late: Number of times premium was paid 3–6 months late | • “car” is related to car itself |
| (8) EDUCATION: Max education level.                                        | (8) Count_6-12_months_late: Number of times premium was paid 6–12 months late | • Porto Seguro’s calculated features are referred to as “calc.” |
| (9) HOMEKIDS: children at home.                                           | (9) Count_more_than_12_months_late: Number of times premium was paid more than 12 months late | (1) Target variable 1- insured filled a claim, 0 otherwise |
| (10) HOME_VAL: Home value.                                                | (10) Risk score: Risk score of customers (similar to credit score)        |                                |
| (11) INCOME: Income.                                                      | (11) Number of dependents in the family of the customer                   |                                |
| (12) JOB: Job category.                                                   | (12) Accommodation: Owned /Rented                                        |                                |
| (13) KIDSDRIV: driving children.                                          | (13) number of premiums paid: Number of premiums paid till date          |                                |
| (14) MSTATUS: Marital status.                                             | (14) sourcing channel: Channel through which customer was sourced         |                                |
| (15) MVR_PTS: Motor vehicle record points.                               | (15) residence area type: Residence type of the customer                  |                                |
| (16) OLDCLAIM: Total claim value (past 5 years).                         | (16) premium: Total premium amount paid till now                         |                                |
| (17) PRENTI: Single parent.                                               | (17) default: 0 indicates that customer has defaulted the premium and 1 indicates that customer has not defaulted |                                |
| (18) RED_CAR.                                                             | (18) residence: Urban vs. rural                                            |                                |
| (19) REVOKED: License revoked (past 7 years).                            | (19) YOJ: Years on job.                                                   |                                |
| (20) SEX: Gender.                                                        | (20) Claim filled (Target variable): insured filled a claim, or not       |                                |
| (21) TIF: Time in force.                                                  | (21)                                                                           |                                |
| (22) TRAVTIME: Distance to work.                                          | (22)                                                                           |                                |
| (23) residence: Urban vs. rural                                            | (23)                                                                           |                                |
| (24) YOJ: Years on job.                                                   | (24)                                                                           |                                |
| (25) Claim filled (Target variable): insured filled a claim, or not       | (25)                                                                           |                                |

**Data Collection**

Data collection is the first step in the ML process. Data can be gathered using a variety of sources and methods. The datasets for this study were obtained from Kaggle.com. Table 2 shows the description of the three datasets that we used in our study.

**Data Preparation**

In Data Preparation, data is transformed so that an ML algorithm can use it. And it has the potential to have an impact on the model’s performance. Data cleaning, exploratory data analysis (EDA), normalization, encoding, solving the imbalanced data problem, and dimensionality reduction are all part of the process of data preparation.
Data Cleaning. Depending on the dataset, the features that include missing values are either eliminated the whole feature or alter these missing values. In this study, we removed two variables from the third data set because they had the most missing values in the third dataset. Where In the third dataset, we find that around 2.4% of the data are missing values. And the two features we removed have a high percentage of missing values. Following the removal of these two variables, the dataset’s missing values drop to only 0.18%. For the other features in the three datasets, the mode of the column values is used to replace missing values in category and binary variables. In contrast, the mean of the column values is used to fill in missing values in all continuous variables.

Exploratory Data Analysis. Exploratory data analysis is a tool for better understanding data before using an ML algorithm. It is accomplished by visualizing data using various graphs in order to comprehend the various aspects of the data. Figure 2 shows the distribution of the target variables in the three datasets. In dataset_1(a) the ratio between the non-occurred and occurred claims is 73% to23%, for the dataset_2(b), the ratio between the not defaulted to default is 94% to6%, and for the dataset_3(c), the ratio between the non-occurred and occurred claims is 96.4% to3.6%. This refers to the datasets suffer from imbalanced data problem especial in the second and third datasets.

Transformation. As most ML algorithms cannot process categorical data, all categorical data is consolidated into an understandable numerical format.

transformation. In the case of categorical data, feature engineering is done using feature encoding techniques. Due to the large number of algorithms used in ML, they only work with factors and continuous features because they’re built on mathematical models and techniques. Besides the encoding, we applied a Normalization for the data. Normalization is a technique for uniformly scaling all of the values in a dataset between 0 and 1. The normalizing formula is as follows:

![Figure 2. The distribution of the binary target variable for the datasets.](image-url)
\[ X_{\text{norm}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \]  

**ML Classifiers**

**K-nearest Neighbor (KNN)**

The K-nearest neighbor (KNN) algorithm is a basic algorithm that predicts each observation based on how similar it is to other observations. KNN is a memory-based algorithm. This means that the training samples are needed at run-time, and predictions are formed based on sample associations. As a result, KNNs are sometimes known as lazy learners (Cunningham and Jane Delany 2021).

**The Strengths of the KNN Algorithm are as Follows:**
- The algorithm is very simple to understand.
- There is no computational cost during the learning process; all the computation is done during prediction.
- It makes no assumptions about the data, such as how it’s distributed.

**The Weaknesses of the KNN Algorithm are These:**
- It cannot natively handle categorical variables (they must be recoded first, or a different distance metric must be used).
- When the training set is large, it can be computationally expensive to compute the distance between new data and all the cases in the training set.
- The model can’t be interpreted in terms of real-world relationships in the data.
- Prediction accuracy can be strongly impacted by noisy data and outliers.
- In high-dimensional datasets, KNN tends to perform poorly. This is due to a phenomenon called the curse of dimensionality.

**Random Forest (RF)**

RF is a commonly used machine-learning model that is based on Breiman et al decision’s theory (Breiman et al. 1984). The classification and regression tree (CART) algorithm is used to create trees in this model. If the response variable is a factor, RF will classify it; if the response is continuous, RF will do regression. In the RF model, CART grows a huge tree before pruning it. And according to (Grömping 2009), trimming a huge tree rather than growing a limited number of trees increases RF’s prediction accuracy.

**The Strengths of the Random Forest are as Follows:**
- It can handle categorical and continuous predictor variables
- It makes no assumptions about the distribution of the predictor variables.
It can handle missing values in sensible ways.
- It can handle continuous variables on different scales.
- Ensemble techniques can drastically improve model performance over individual trees.

**The Weaknesses of Tree-based Algorithms are These:**
- The main disadvantage can be the loss of interpretability for the trained classifier model.
- High computational complexity.

**Decision Tree (CART)**
The decision tree is a graph or model that looks like a tree. Because it has its root at the top and grows downwards, it resembles an inverted tree. In comparison to other ways, this representation of the data has the advantage of being meaningful and simple to read. Each of the input attributes correlates to one of the tree’s internal nodes. The number of edges on a notional interior node is the same as the number of possible input attribute values. Given the values of the input attributes represented by the path from the root to the leaf, each leaf node represents a value of the label attribute. In the Simple Cart algorithm, decision trees are built by separating each decision node into two separate branches based on various separation criteria (Noori 2021).

**The Strengths of Tree-based Algorithms are as Follows:**
- Tree-building has a basic intuition, and each tree is easily interpretable.
- Categorical and continuous predictor variables are supported.
- There are no assumptions made regarding the predictor variables’ distribution.
- It has a logical manner of dealing with missing values.
- It is capable of dealing with continuous variables on various scales.

**The Weakness of Tree-based Algorithms is This:**
- Individual trees are prone to overfitting.

**Logistic Regression (LR)**
The (linear) relationship between a continuous response variable and a set of predictor variables is approximated using linear regression. However, linear regression is not acceptable when the response variable is binary (i.e., Yes/No). Fortunately, analysts can use an approach that is comparable to linear regression in many ways called the logistic regression Faraway (2016).

**The Strengths of the Logistic Regression Algorithm are as Follows:**
- It can handle both continuous and categorical predictors.
- The model parameters are very interpretable.
- Predictor variables are not assumed to be normally distributed.
The Weaknesses of the Logistic Regression Algorithm are These:

- It won’t work when there is complete separation between classes.
- It assumes that the classes are linearly separable. In other words, it assumes that a flat surface in n-dimensional space (where n is the number of predictors) can be used to separate the classes. If a curved surface is required to separate the classes, logistic regression will underperform compared to some other algorithms.
- It assumes a linear relationship between each predictor and the log odds. If, for example, cases with low and high values of a predictor belong to one class, but cases with medium values of the predictor belong to another class, this linearity will break down.

Feature Selection Methods

The feature selection procedure focuses on detecting and discarding redundant features from a dataset (Ziemba et al. 2014). The multidimensionality of the object to be allocated to a given class is one of the most basic concerns in classification tasks. The “dimensional curse” is a severe impediment that reduces the accuracy of classification systems. Reducing the dimensionality of feature space lowers computational and data collection costs, which improves predictions. This also aids in the reduction of execution time. We’ve applied three algorithms:

1. Relief (RE)
2. Symmetrical Uncertainty (SU)
3. Correlation-based Feature Selection (CFS).

Relief Feature Selection Technique

Relief assigns a weight to all the features in the dataset. Once these weights are established, they can be gradually changed (Pronab et al. 2021). The goal is to have a high weight for the most critical qualities and a low weight for the less important ones. To determine feature weights, Relief employs methods similar to those found in KNN.

Symmetrical Uncertainty (SU)

SU has been shown to be a good measure for choosing significant traits in a variety of research (Piao and Keun Ho). The SU is a correlation metric for a feature. The following is how to determine the Symmetrical Uncertainty between a feature and a class:

\[
IG(F|C) = H(F) - H(F|C) 
\]  
\[ (2) \]

\[
SU(F, C) = 2*IG(F|C)/(H(F) + H(C)) 
\]  
\[ (3) \]
Where IG(F|C) refer to the information gain of a feature F after watching class C. And the entropy of feature F and class C, respectively, is H(F) and H(C). Adjusts for an information gain deviation toward multi-valued attributes and normalizes the final score to the range [0, 1]. ‘1’ indicates that we are completely informed based on the attribute, allowing us to forecast the object’s class; ‘0’ indicates that no information is available after examining the attribute, therefore no prediction is feasible.

**Correlation-based Feature Selection (CFS)**
CFS evaluates the value of features using a correlation-based heuristic. A well-known feature selector wrapper utilizes a special learning method to direct its search for good features to evaluate CFS’s effectiveness. At first, a matrix of mutual attribute correlation and attribute-class correlation is computed. And the “Best First” method is used for forwarding search (Hall and Smith 1999). An important part of the CFS algorithm is an evaluation heuristic for a subset’s value or merit. Individual features’ usefulness in predicting class labels and intercorrelation between them are both taken into account by this heuristic. The heuristic’s hypothesis can be stated as follows: good feature sub-sets contain traits that are highly correlated (predictive of) the class but uncorrelated (not predictive of) each other.

The heuristic is formalized in the following equation:

\[
\text{Merit}_s = \frac{k \overline{r_{cf}}}{\sqrt{k + k(k - 1) \overline{r_{ff}}}}
\]  

where \(\text{Merit}_s\) is a feature subset’s heuristic “merit” \(S\) including \(k\) attributes, \(\overline{r_{cf}}\) is the average correlation between feature classes \((f \in S)\), and \(\overline{r_{ff}}\) is the average intercorrelation of features. In actuality, Equation 4 is the Pearson’s correlation, with all variables normalized. The numerator indicates how predictive a set of traits is of the class, while the denominator indicates how much duplication exists among them. Irrelevant traits are ignored by the heuristic because they are given poor predict with the target class.

**Resampling Methods**
When the number of classes in the training set is uneven, i.e., the target class distribution is significantly unbalanced, ML classifiers develop models that prefer to categorize all objects as belonging to the majority class in order to maximize the overall accuracy of the model. But this leads to low accuracy for the minority class, whose objects are underrepresented in the training set, despite the fact that this minority class is often critical (Pozzolo et al. 2015).
The techniques of random under-sampling and random oversampling are two of the most prevalent in ML and are also relatively basic. And Table 3 shows the basis characteristics of each resampling method.

**Table 3. Characteristics of the resampling methods.**

| Method                  | Essence of the Method                                                                 | Advantages and Disadvantages                                                                 |
|-------------------------|---------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------|
| Random Over Sampling method | Random oversampling entails replicating minority class examples at random and adding them to the training dataset. By repeating the original samples, this approach increases the size of the dataset. The point is that the random over sampler does not generate new samples and does not change the diversity of samples (Hui et al. 2013). | **Advantages:** Replacement is used to select examples from the training dataset at random. A new “more balanced” training dataset will have examples from the minority class that can be picked and added to more than once. Where the examples from the original training dataset will be returned or “replaced” with examples from the new training dataset, allowing them to be selected again. **Disadvantages:** puts at risk of overfitting the classifier model by shifting the model toward the minority class; not adding any new valuable objects of the minority class; classifier training is significantly extended by increasing the size of the training set. |
| Random Under-Sampling method | Random under-sampling is the process of removing samples from the majority class from the training dataset at random. One of the easiest ways for dealing with the unbalanced data problem is the under-sampling method (Ghorbani and Ghousesi 2020). And to balance the majority and minority classes, this strategy under-samples the majority class. | **Advantages:** When the amount of data collected is sufficient, under-sampling may be a useful method to apply. **Disadvantages:** The random under-sampling has the drawback of removing cases from the majority class that could be informative, essential, or even critical in fitting a robust decision boundary. There is no method to recognize or preserve “good” or more information-rich instances from the majority class because examples are removed at random. |

**Discretization Methods**

By using feature discretization, some classification algorithms increase their performance. Continuous characteristics are separated into ranges or intervals, resulting in numerical data being converted to nominal data. Because continuous data can be discretized in an endless number of ways, the fundamental challenge with feature discretization is suitable to cut point selection. The ideal discretization method would locate a small number of cut points and divide data into appropriate bins. There are two types of discretization techniques: supervised and unsupervised. Because the supervised methods use class distribution to which each object belongs as extra information, the supervised’s results are superior to the second group. A large number of approaches use class entropy, which is a measure of uncertainty in a finite range of classes. And to accomplish discretization, the entropy of different splits is calculated and compared to the entropy of the dataset without divides, and until the search stop requirement is met, it runs recursively (De Sá et al. 2013). The Minimal Description Length Principle
heuristic approach, for example, can be employed here. If the provided criterion is not met, this approach determines whether or not to accept the current cutoff point candidate, ending the recursion. One of the finest supervised discretization approaches is entropy-based discretization using the MDLP stop criterion. By comparing entropy values, it calculates the information gain score of a feasible cut point. The entropy of the input period is compared to the weighted sum of entropies for two output intervals for each cut point investigated. There are various distinct criteria for MDLP halting conditions. And in our study, we will use The Fayyad criterion (Fayyad and Irani 1993).

**Evaluation Methods**

Comparing and determining the optimal model requires evaluating the performance of classifiers. ML algorithms can be measured and checked in a variety of ways. This work employs a variety of evaluation techniques, including prediction accuracy, sensitivity, specificity, and AUC. And for more trustworthy and powerful assessing and comparing, we will also use a statistical assessment technique.

**Confusion Matrix**
The terms TP, TN, FN, and FP are used to describe Sensitivity (SE), Specificity (SP), and classification Accuracy (AC).

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (5)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (6)
\]

\[
\text{Accuracy} = \frac{TN + TP}{TN + TP + FN + FP} \quad (7)
\]

The Sensitivity of a model (also known as the true positive rate) is a metric that evaluates the accuracy of correctly identified positive examples (actual events). While the specificity of a model (also known as the true negative rate) is a metric that quantifies the proportion of correctly identified negative examples (non-actual events). The useful classifier must give highly accurate results for the Sensitivity and the specificity simultaneously.

The accuracy represents the ratio of correct predictions to total samples. While accuracy is simple to realize, it overlooks several important criteria that must be addressed when evaluating a classifier’s performance. When a set of samples of the target class is unbalanced in the data set, the accuracy will be useless because
the algorithm forecasts the value of the majority classes for all predictions. In such instances, the AUC is a useful option because it considers the class distribution and is thus less likely to suffer from the data set’s imbalance.

where:

- TP refers to the true positives, representing the number of instances the algorithm has predicted the positive class accurately.
- FN refers to the false negatives, representing the number of instances the algorithm incorrectly forecasts the negative class.
- FP refers to the false positives, representing the number of instances the algorithm incorrectly forecasts the positive class.
- TN refers to the true negatives, representing the number of instances the algorithm properly forecasts the negative class.

In ML, evaluating models in the face of rare cases is critical. Despite the fact that Accuracy is the most often used classification assessment metric, it may not be an acceptable solution for unbalanced data sets due to bias toward the majority class. In such instances, the AUC is a useful option because it considers the class distribution and is thus less likely to suffer from the data set’s imbalance (Haixiang et al. 2017).

**Area Under Receiver Operating Characteristic Curve (AUROC)**

The (AUROC) can be used to evaluate the classification’s quality. ROC is a graphic representation of a predictive model’s performance created by sketching the quantitative properties of binary classifiers obtained from such a model using a range of cutoff points. And this shows how the True Positive Rate (TPR) and False Positive Rate (FPR) are related. TPR and FPR can be calculated by the following equations:

\[
TPR = \frac{TP}{TP + FN} \quad (8)
\]

\[
FPR = \frac{FP}{FP + TN} \quad (9)
\]

The accuracy of the classifier is measured by AUROC. It’s estimated as probability thresholds for the next event – whether the object in question is negative or positive. AUC is the area below the ROC in terms of geometry. The higher the AUROC value, the better the model’s classification outcomes. AUROC less than 0.5 indicates an invalid classifier, i.e., one that is poorer than random, AUROC = 0.5 indicates a random classifier, and AUROC = 1 indicates an ideal classifier (Chawla et al. 2002).
**Statistical Analysis**

Evaluating and comparing the performance of the classifiers is a crucial step. Even though evaluation methods such as sensitivity, specificity, and classification accuracy are simple to implement, the findings they produce can be deceptive. Determining the best model or approach is, therefore, a complex issue. Statistical significance tests will be used to tackle this issue based on the AUC values. A one-way analysis of variance (ANOVA) is a typical statistical test for comparing two or more related sample means. In the ANOVA test, the null hypothesis is that all models perform similarly and that the reported differences are unimportant (Fisher 1956). And we also will use the Friedman test (Friedman 1937), which is a non-parametric variant of the ANOVA test, which can be used to investigate differences among the methods. The Friedman test’s null hypothesis is that all methods perform equally; however, rejecting this null hypothesis means that one or more approaches perform differently. The Freidman test ranks each method’s data before analyzing the rank values (Friedman 1940). As a result, the Friedman test produces a sum of ranks for each approach, which will help us to figure out which method is the most efficient among the others.

**Research Procedures**

For each dataset, the dataset will divide into two sections: training and testing. 70% of the data is assigned to the training phase, while the remaining 30% is assigned to the testing phase based. In our research topic, there are various combinations will be investigated of filter methods (SU, CFS, Relief), classifier models (LR, DT, KNN, RF), resampling methods (without resampling, random under-sampling, random oversampling) and feature discretization (without discretization, Fayyad criterion).

With the number of methodological approaches studied, each dataset has 60 possible scenarios for each dataset. The research study was divided into four general scenarios, each using the following approach combinations:

1. Apply the classification algorithms without any resampling or feature selection methods, or feature discretization.
2. Apply the classification approaches based on only resampling methods.
3. Apply the feature selection, followed by resampling methods, then the classification algorithms.
4. Apply the feature discretization followed by features selection methods, followed by resampling methods, then the classification algorithms.

All research scenarios enabled to define:

- Examine the effect of data resampling on the performance of ML classifiers.
• Examine the impact of features selection methods followed by data resampling approaches on ML classifiers performance.
• Examine the impact of the feature discretization method followed by features selection methods, followed by resampling methods on ML classifiers performance.

The research study that was conducted is shown in Figure 3. We should note that the features selection was made to the training set, and the results were employed in the testing set. This was an important step in ensuring that the training and testing sets were completely consistent. For example, relevant features were chosen from the training set and superfluous features were also purged from the testing set. Data resampling was the only processing method employed only for training and not for testing cases.

**Hyperparameter Tuning**

To prevent overfitting and underfitting, we must tune model parameters within stable zones where training and validation scores do not change dramatically. The grid search technique, which is a prominent tuning tool in the insurance area, has been used to optimize the model’s parameters. Where in order to achieve the highest ROC values, GridSearchCV was utilized. Table 4 displays the parameter search ranges and optimum values for the models.

Table 4 shows the hyper-parameter tuning on the models used in this paper. Where K is the Number of Neighbors, C is the Confidence Threshold, M is the Minimum Instances Per Leaf, cp is the Complexity Parameter and Mtry is the number of Randomly Selected Predictors.

**Results and Discussion**

Table 5 shows the results of the accuracy, sensitivity, specificity, and AUC values for all ML methods. Accuracy is one of the most widely used methods for assessing an algorithm’s performance. While accuracy is simple to realize, it overlooks several important criteria that must be addressed when evaluating a classifier’s performance. When a set of samples of the target class is unbalanced in the data set, the accuracy will be useless because the algorithm forecasts the value of the majority classes for all predictions. In such instances, the AUC is a useful option because it considers the class distribution and is thus less likely to suffer from the data set’s imbalance.

The most important outcome from Table 5 is the low performance of all algorithms with the initial scenario. Where we should note that algorithms do not get a good AUC-score when using the original data; thus, algorithms do not work well across all classes. The findings show that machine learning
Figure 3. Working diagram of proposed model.
Table 4. The optimal values for several model parameters used in this study.

| ML  | Range | Optimal parameters for Dataset_1 | Optimal parameters for Dataset_2 | Optimal parameters for Dataset_3 |
|-----|-------|---------------------------------|---------------------------------|---------------------------------|
| KNN | K [1:50] | K = 21 | K = 5 | K = 9 |
| DT  | cp [0:1] | cp = .0058 | cp = .0020 | cp = .0002 |
| RF  | mtry [1:100] | mtry = 37 | mtry = 19 | mtry = 40 |
| LR  | No tuning parameters | | | |

algorithms do not produce reliable results and that most classifiers cannot predict all target classes using datasets before utilizing resampling and features selection methods. As a result, resolving the problem of unbalanced data and reducing dimensionality are critical. On the other hand, after applying feature discretization, resampling methods and feature selection methods, the AUC values of all ML models have improved noticeably. For example, in the first dataset, the RF obtained the result of 65.6% with the AUC test using the first scenario, whereas the outcome is improved to the 74% using the FC+SU+RU +RF method in the fourth scenario. And in the second dataset, the LR obtained the result of 56% with the AUC test using the first scenario, whereas the outcome is improved to the 76.5% using the FC+ SU +RU+LR model in the fourth scenario. Furthermore, in the third dataset, the RF achieved the result of 50% with the AUC test with the first scenario, whereas the outcome is improved to the 63% with the FC+ CFS+RU+RF method in the fourth scenario.

Table 5 shows the performance of the ML models on the different datasets. Where KNN is the K-nearest neighbour model, LR is the logistic regression model, DT is the decision tree model, RF is the random forest model, RO is the random over resampling method, RU is the random under resampling method, RE is the Relief method, SU is the symmetrical uncertainty method, and CFS is the correlation-based feature selection method, and FC is referred to the Fayyad criterion method.

Table 5 shows the importance of using feature discretization, resampling methods and feature selection methods to increase the accuracy of the ML model performance, where after utilizing feature discretization, various resampling approaches and feature selection methods, the outcomes indicates that algorithms do not overlook any classes. For example, in the third dataset, all ML models in the first scenario are disregard one of the classes. This model, on the other hand, examines all classes with the other three scenarios.

Table 6 presents the top four classification results for the three datasets based on the AUC scores.

Assuming no resampling or feature selection or discretization are applied, the best classification results were achieved as Table 7 shows:

Table 7 presents the top classification results for the three datasets based on the ROC-AUC scores for models with the original data.
Table 5. The performance of the ML models on the different datasets.

| Model                  | Data_1  | Data_2  | Data_3  |
|------------------------|---------|---------|---------|
| KNN                    | 0.7745  | 0.9515  | 0.2435  |
| RO+KNN                 | 0.6632  | 0.6819  | 0.6569  |
| RU+KNN                 | 0.7129  | 0.7259  | 0.6741  |
| RE+RO+KNN              | 0.6632  | 0.6635  | 0.6623  |
| SU+RO+KNN              | 0.6527  | 0.6421  | 0.6846  |
| CFS+RO+KNN             | 0.636   | 0.6316  | 0.6492  |
| RE+RU+KNN              | 0.7142  | 0.7198  | 0.6976  |
| SU+RU+KNN              | 0.7136  | 0.7298  | 0.6649  |
| CFS+RU+KNN             | 0.6959  | 0.7001  | 0.6832  |
| FC+RE+RO+KNN           | 0.6982  | 0.6914  | 0.7186  |
| FC+SU+RO+KNN           | 0.7074  | 0.7036  | 0.7186  |
| FC+CFS+RO+KNN          | 0.7159  | 0.7512  | 0.6099  |
| FC+RE+RU+KNN           | 0.6579  | 0.6512  | 0.678   |
| FC+SU+RU+KNN           | 0.7237  | 0.725   | 0.7199  |
| FC+CFS+RU+KNN          | 0.6609  | 0.636   | 0.7356  |
| LR                     | 0.7912  | 0.9079  | 0.4411  |
| RO+LR                  | 0.7273  | 0.7193  | 0.7513  |
| SU+RO+LR               | 0.7267  | 0.718   | 0.7526  |
| CFS+RO+LR              | 0.6966  | 0.6997  | 0.6872  |
| RE+RU+LR               | 0.7149  | 0.7067  | 0.7395  |
| SU+RU+LR               | 0.7234  | 0.7176  | 0.7408  |
| CFS+RO+LR              | 0.709   | 0.7163  | 0.6872  |
| FC+SU+RO+LR            | 0.708   | 0.7032  | 0.7225  |
| FC+CFS+RO+LR           | 0.706   | 0.7058  | 0.7251  |
| FC+RE+RU+LR            | 0.6923  | 0.6866  | 0.7094  |
| FC+SU+RU+LR            | 0.709   | 0.7084  | 0.7107  |
| FC+CFS+RU+LR           | 0.6943  | 0.6918  | 0.7016  |
| DT                     | 0.7676  | 0.9376  | 0.2579  |
| RO+DT                  | 0.6867  | 0.6853  | 0.6911  |
| RU+DT                  | 0.601   | 0.5238  | 0.8325  |
| RE+RO+DT               | 0.6124  | 0.5439  | 0.8181  |
| SU+RO+DT               | 0.6124  | 0.5439  | 0.8181  |

(Continued)
| Method  | Data_1  | Data_2  | Data_3  |
|---------|---------|---------|---------|
| CFS+RO+DT | 0.6435  | 0.6176  | 0.7212  |
| RE+RU+DT  | 0.693   | 0.6918  | 0.6963  |
| SU+RU+DT  | 0.7051  | 0.7254  | 0.644   |
| CFS+RO+DT  | 0.6972  | 0.7014  | 0.6846  |
| FC+RE+RO+DT | 0.638   | 0.5932  | 0.7723  |
| FC+SU+RO+DT | 0.6615  | 0.6312  | 0.7526  |
| FC+CFS+RO+DT | 0.6697  | 0.6897  | 0.6099  |
| FC+RE+RU+DT | 0.6576  | 0.6504  | 0.6793  |
| FC+SU+RU+DT | 0.7061  | 0.7189  | 0.6675  |
| FC+CFS+RU+DT | 0.6295  | 0.5897  | 0.7487  |
| RF       | 0.7905  | 0.9044  | 0.449   |
| RO+RF    | 0.781   | 0.8787  | 0.4882  |
| RU+RF    | 0.7214  | 0.7093  | 0.7579  |
| RE+RO+RF | 0.7849  | 0.8808  | 0.4974  |
| SU+RO+RF | 0.7823  | 0.88     | 0.4895  |
| CFS+RO+RF | 0.7103  | 0.8001  | 0.4411  |
| RE+RU+RF | 0.71    | 0.6975  | 0.7474  |
| SU+RU+RF | 0.7103  | 0.6945  | 0.7579  |
| CFS+RU+RF | 0.6949  | 0.6966  | 0.6898  |
| FC+RE+RO+RF | 0.7453  | 0.8171  | 0.5301  |
| FC+SU+RO+RF | 0.7047  | 0.6975  | 0.7264  |
| FC+CFS+RO+RF | 0.7489  | 0.8106  | 0.5641  |
| FC+RE+RU+RF | 0.7424  | 0.8245  | 0.4961  |
| FC+SU+RU+RF | 0.7057  | 0.6958  | 0.7356  |
| FC+CFS+RU+RF | 0.7129  | 0.7346  | 0.6479  |

Table 5. (Continued.)
From Tables 6, 7, we can note that the first scenario achieved the worst results for all datasets compared to the rest of the scenarios. Obviously, dimensionality reduction and solving the imbalanced problem and applying the discretization technique is necessary in the insurance industry due to the lack of ability to explain classification or the need to collect a great amount of information in order to classify new cases; this means that the dimensionality reduction and also solving the unbalanced data problem in the insurance business and the discretization techniques are obviously required in the insurance industry.

### Statistical Test Results

Different resampling approaches and feature selection methods produce different data; thus, classifiers perform differently with these different datasets. As a result, determining the optimum approach for achieving the best results is quite difficult. Statistical significance tests such as ANOVA and Friedman tests can help with the difficult task of deciding on the optimal approach. After applying the ANOVA and Friedman test, we found the p-value is less than 0.05 based on the AUC values for the different methods in each dataset as Table 8 shows. As a result, the null hypothesis is rejected, and we will accept the alternative hypothesis that refers to there is a difference in the performance between the various methods inside each dataset.

Table 8 shows the p-value for the ANOVA and Friedman test based of the AUC values for the different methods inside each dataset.

---

**Table 6.** Depicts the four top classification results for each dataset.

|       | Dataset_1 |       | Dataset_2 |       | Dataset_3 |
|-------|-----------|-------|-----------|-------|-----------|
|       | Model     | AUC   | Model     | AUC   | Model     | AUC   |
| 1     | FC+SU+RU+RF (Fourth scenario) | 0.74  | FC+SU+RO+LR/FC+SU+RU+LR/FC+RE+RU+RF (Fourth scenario) | 0.765 | FC+CFS+RU+RF (Fourth scenario) | 0.63  |
| 2     | FC+RE+RU+RF (Third scenario)  | 0.739 | FC+SU+RU+RF (Fourth scenario) | 0.764 | FC+CFS+RO+LR (Fourth scenario) | 0.616 |
| 3     | FC+RE+RO+LR (Fourth scenario) | 0.737 | RU+RF (Second scenario) | 0.763 | FC+CFS+RO+RF (Fourth scenario) | 0.61  |
| 4     | FC+SU+RU+KNN (Fourth scenario) | 0.736 | RE+RO+LR/RE+RO+LR (Third scenario) | 0.762 | FC+SU+RO+LR (Fourth scenario) | 0.599 |

**Table 7.** Depicts the four top classification results for each dataset in first scenario.

|       | Dataset_1 |       | Dataset_2 |       | Dataset_3 |
|-------|-----------|-------|-----------|-------|-----------|
|       | Model     | AUC   | Model     | AUC   | All models |
| LR    | 0.674     | RF    | 0.56      | All models | 0.5        |
Additional Information from Friedman Test Results

Table 9 shows the results of the Friedman test for the ranks, sum of ranks beside the median of the different methods based on the AUC values for the three datasets. And from Table 9, we can conclude the following results:

- According to dataset_1, the best results are achieved by the FC+ SU+RU method in the fourth scenario.
- According to dataset_2, the best results are achieved by the FC+SU+RU method in the fourth scenario.
- According to dataset_3, the best results are achieved by the FC+CFS+RO method in the fourth scenario.
- According to the three datasets, the first scenario achieves the worst results.

The Contributions to Theory and Its Ramifications

It may be argued that incorporating technology like ML into the insurance industry be able to be quite beneficial. It can assist identify and understanding customers in a much more comprehensive way than the insurance industry’s narrow description of their requirements and investing patterns. Where claim

Table 8. The ANOVA and the Friedman tests results.

|                | Dataset_1 | Dataset_2 | Dataset_3 |
|----------------|-----------|-----------|-----------|
| **ANOVA**      | 0.000316  | **0.000793** | **0.000985** |
| **Friedman test** | 0.001276 | 0.01229   | 0.009876  |

Table 9. Additional information from Friedman test results.

| Scenario 1 | Dataset_1 | Dataset_2 | Dataset_3 |
|------------|-----------|-----------|-----------|
| **DATA**   | Median    | 0.6275    | 0.5485    | 0.5645    |
|            | Sum of ranks | 5         | 15        | 1        |

| Scenario 1 | Dataset_2 | Dataset_3 |
|------------|-----------|-----------|
| **RO**     | 0.685     | 9         | 0.537     |
| **RU**     | 0.711     | 2         | 0.564     |

| Scenario 2 | Dataset_2 | Dataset_3 |
|------------|-----------|-----------|
| **RO**     | 0.6985    | 11        | 22        |
| **RU**     | 0.755     | 3         | 32        |

| Scenario 3 | Dataset_2 | Dataset_3 |
|------------|-----------|-----------|
| **SCC**    | 0.711     | 4         | 14        |
| **BU**     | 0.7065    | 5         | 7         |

| Scenario 4 | Dataset_2 | Dataset_3 |
|------------|-----------|-----------|
| **FC+RE+RO** | 0.694 | 39        | 43        |
| **FC+SU+RO** | 0.665 | 6         | 6.5       |
| **FC+CFS+RO** | 0.6885 | 11        | 13        |
| **FC+RE+RU** | 0.7105 | 3         | 2         |
| **FC+SU+RU** | 0.7285 | 1         | 2         |
analysis can help improve the insurance policies and calculate more sustainable premiums for clients by understanding the claiming patterns and demography of the insureds. The profit ratio of the insurance policies can also be changed by analyzing the insurance company’s acceptance tendencies. In our study, it has been discovered that utilizing feature discretization, feature selection approaches and resampling methods before categorizing data with classification algorithms is really effective. Since not all features are equally important, and also the unbalanced data leads to a bias in favor of the dominant group. By using feature selection strategies, we can pick the best subset of features for the best outcomes. And by using the resampling procedures, we can help overcome the problem of unbalanced data. Also, Feature selection approaches and resampling procedures help reduce data overfitting, improve the algorithm’s accuracy, and shorten computing time. We believe that our work will help insurance economists choose and execute the best predictive models and related methodologies for modeling insurance data to enhance the area of insurance economics.

**Conclusion and the Future Work**

Insurance Data mining is a powerful analytical tool for uncovering important and relevant knowledge from insurance data. But it can run into issues like imbalanced data and the Dimensions curse. This research aims to demonstrate the impact of resampling strategies for solving the unbalanced data problem and feature selection methods for reducing data Dimensions. It should be noted that three separate insurance databases are employed. In addition, a number of classifiers are used to help draw more accurate conclusions about the different approaches. The results demonstrate that ML classifiers can’t predict some of the classes in the first scenario: While after applying resampling methods, feature selection methods and feature discretization to various data sets, the findings reveal that the performance of most ML classifiers has greatly improved, and all classes are predicted, indicating that the classifiers’ performance is improved. And also, the results show that classifiers perform differently on different data for the three datasets generated by applying the feature discretization, feature selection approaches and resampling methods, making it difficult to choose the optimum strategy. Thus, besides using evaluation measures such as Accuracy, sensitivity, and the AUC measures, the Friedman test was performed in this paper to determine the optimal approach. The findings of this paper confirm the following:

Based on the Friedman test:

- For the first data set, the most accurate result is achieved by the FC+SU +RU method in the fourth scenario.
• For the second data set, the most accurate result is achieved by the FC+SU +RU method in the fourth scenario.
• For the third data set, the most accurate result is achieved by the FC+CFS +RO method in the fourth scenario.

Moreover, the results show also the RF model is the best classifier because it achieved the most accurate AUC results for each dataset:

• For the first data set, the RF achieves the best performance with an AUC of 74% with the FC+SU+RU method in the fourth scenario.
• For the second data set, FC+SU+RO+LR/ FC+SU+RU+LR/ FC+RE+RU +RF in the fourth scenario achieve the best performance with an AUC of 76.5%.
• For the third data set, the RF achieves the best performance with an AUC of 63% with the FC+CFS+RU method in the fourth scenario.

Of fact, the aforementioned heuristics do not cover all aspects of selecting an effective strategy to the risk scoring problem. Where choosing a classification model will essentially entail balancing the inherent characteristics of classifiers.

This research can be developed in the following directions:

• For a better comparison and improved performance, new ensemble and hybrid classifiers can be developed, and also other techniques can be applied, such as new feature discretization methods besides new and hybrid resampling methods and new feature selection methods.
• Expanding the empirical analysis incorporating XAI (Explainable artificial intelligence) methods. Apply a post-processing technique such as Shapley values or Shapley Lorenz Values as described, for example, in (Giudici and Raffinetti 2021; Bussmann et al. 2021) to make the models more explainable
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