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Abstract. This paper is a comprehensive study of $L^p$ estimates for time fractional wave equations of order $\alpha \in (1, 2)$ in the whole space, a half space, or a cylindrical domain. We obtain weighted mixed-norm estimates and solvability of the equations in both non-divergence form and divergence form when the leading coefficients have small mean oscillation in small cylinders.

1. Introduction

This paper is devoted to the study of $L^p$ (and $L^{p,q}$) estimates for non-divergence form fractional wave equations (1.1) and divergence form fractional wave equations (1.2) with a non-local type time derivative term of the forms

\[
\partial_t^\alpha u - a^{ij}(t,x)D_{ij}u - b^i(t,x)D_iu - c(t,x)u = f(t,x),
\]

\[
\partial_t^\alpha u - D_i(a^{ij}D_ju + a^i) - b^iD_iu - cu = D_ig_i + f,
\]

with zero initial conditions $u(0, \cdot) = 0$ and $\partial_t u(0, \cdot) = 0$ in a cylindrical domain $(0, T) \times \Omega$, where $\partial_t^\alpha u$ is the Caputo fractional derivative of order $\alpha \in (1, 2)$ and $\Omega$ is the whole space $\mathbb{R}^d$, a half space $\mathbb{R}^d_+ := \{(x^1, \ldots, x^d) \in \mathbb{R}^d : x^1 > 0\}$, or a domain in $\mathbb{R}^d$. See the precise definition of $\partial_t^\alpha u$ in Section 2. When $\Omega = \mathbb{R}^d_+$ or a domain, we also impose the zero Dirichlet boundary condition: $u(t, x) = 0$ for $t \in (0, T)$ and $x \in \partial \Omega$.

Fractional wave equations have many applications in mechanics and probability. For example, they govern the propagation of mechanical diffusive waves in viscoelastic media [12], and they also appear in the probability theory related to non-Markovian diffusion processes with a memory [13]. There is a vast literature about fractional parabolic and wave equations. Equation (1.1) can be considered as a type of Volterra equation [16]

\[
u(t, x) + \int_0^t a(t-s)Au(s, x) \, ds = f(t, x),
\]

where $A$ is a time-independent $\mathcal{R}$-sectorial operator. Using this interpretation, a purely operator-theoretic approach was applied in [18] to prove the existence of unique solutions under the assumptions that $a^{ij} = \delta^{ij}$, $\alpha \in (1, 2)$, $p = q$, and that $\alpha$ and $p$ satisfy the algebraic condition

\[
\alpha \not\in \{2/(2p-1), 2/(p-1), 1/p + 1, 3/(2p-1) + 1\}.
\]
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In [8], for $\alpha \in (1, 2)$, assuming that the coefficients depend only on $x$, and are bounded and uniformly Hölder continuous with a Hölder exponent $\gamma \in (2 - 2/\alpha, 1]$, the author established the unique solvability of (1.1) by using Levi’s method together with the fundamental solution of $\partial_t^\alpha - \Delta$ constructed earlier in [17].

There are also many work on $L_p$ (or $L_{p,q}$) estimates for fractional parabolic and wave equations. In [7], under the assumptions that $\alpha \in (0, 2)$, and $a^{ij}(t,x)$ are piecewise continuous in $t$ and uniformly continuous in $x$, the authors proved a priori $L_{p,q}$ estimates and the existence of unique solutions to (1.1) in the whole space. Their proofs are based on estimates of the fundamental solution of $\partial_t^\alpha - \Delta$ and classical tools from the PDE theory, in particular the Fefferman-Stein sharp function theorem, the Hardy-Littlewood maximal function theorem, and the Calderón-Zygmund tools from the PDE theory, in particular the Fefferman-Stein sharp function theorem. Quite recently, the results were extended in [6], where mixed norms with Muckenhoupt weights were considered under the assumption that the leading coefficients are constants. In [9], the authors derived for results about divergence form equations with $a$’s with small mean oscillations, if $u$ satisfies (1.2) with the zero initial conditions, and the zero Dirichlet boundary condition in the cases of the half space and $C^{1,1}$ domains, then we have

$$\sum_{i=0}^{2} \|D^i u\|_{L_{p,q,w}(\Omega_T)} + \|\partial_t^\alpha u\|_{L_{p,q,w}(\Omega_T)} \leq N \|f\|_{L_{p,q,w}(\Omega_T)},$$

where $w(t,x) = w_1(t)w_2(x)$, $\Omega_T = (0,T) \times \Omega$, $N$ is independent of $u$ and $f$, and the definition of the $L_{p,q,w}$ norm is given in Section 2. Furthermore, for any $f \in L_{p,q,w}((0,T) \times \Omega)$, there exists a unique solution $u$ to (1.1) in the appropriate weighted mixed-norm Sobolev space defined in Section 2 with the zero initial (and boundary) conditions. Our main theorem for divergence form equations reads that for any $p,q \in (1, \infty)$, Muckenhoupt weights $w_1 \in A_p(\mathbb{R})$, $w_2(x) \in A_q(\Omega)$, and $a^{ij}$’s with small mean oscillations, if $u$ satisfies (1.2) with the zero initial conditions (and
the zero boundary condition in the cases of the half space and Lipschitz domains), then it holds that
\[ \sum_{i=0}^{1} \| D^j u \|_{L^p,q,w(\Omega_T)} + \| \partial^\alpha_t u \|_{H^{-1,p,q,w}(\Omega_T)} \leq N \| f \|_{L^p,q,w(\Omega_T)} + N \| g \|_{L^p,q,w(\Omega_T)}, \]

where \( N \) is independent of \( u, f \) and \( g \), and the definitions of the norms are given in Section 2. Furthermore, for any \( f, g \in L_{p,q,w}((0, T) \times \Omega) \), there exists a unique solution \( u \) to (1.2) in the appropriate space defined in Section 2 with the zero initial (and boundary) conditions.

For the proof of the a priori estimate for (1.1) in the whole space, we adapt the mean oscillation argument in [5] by establishing a Hölder estimate of \( D^2 u \), where \( u \) is a strong solution to (1.1). For this, we first consider the case when \( a^{ij} = \delta^{ij} \) without lower-order terms, and decompose \( u = w + v \), where \( w \) is constructed using Fourier series in rectangular cylindrical domains, and \( v = u - w \) satisfies a homogeneous equation. To estimate \( v \) and \( w \), we consider the infinite cylinder \( (-\infty, t_0) \times B_r(x_0) \) instead of the usual parabolic cylinder \( Q_r(t_0, x_0) \). We also apply a delicate bootstrap argument with Sobolev embedding similar to that of [5]. However, compared to the case considered in [5], where \( \alpha \in (0, 1) \), and only the first-order derivative in time is taken in the definition of \( \partial^\alpha_t \), the estimate of \( v \) for \( \alpha \in (1, 2) \) is more involved due to the presence of an extra first-order term in the fractional derivative when we take the cutoff function in time to apply the bootstrap argument. To overcome this difficulty, we take a sequence of cutoff functions in time and apply an interpolation inequality for the time derivatives. For non-divergence form equations in the half space, the results follow from taking extensions, and in smooth domains by a partition of unity argument together with S. Agmon’s idea, adapted from the proofs in [9, Ch. 8]. It is also worth noting that the results for divergence form equations follow from the results for non-divergence form equations with a similar perturbation argument.

The remaining part of the paper is organized as follows. In Section 2, we introduce notation, definitions, and the main results of the paper. Equations in non-divergence form (1.1) are studied in Sections 3, 4, and 5. Particularly, in Section 3, we estimate the mean oscillation by using a decomposition mentioned above. In Section 4, we complete the proof of the theorem for non-divergence form equations in the whole space. In Section 5, we prove the results for non-divergence form equations in the half space and smooth domains. Finally, the results for divergence form equations (1.2) are proved in Section 6. In Appendix A, we prove miscellaneous lemmas used in the main proofs. In Appendix B, we give some details about the proofs for equations in domains, such as the extension of weights. In Appendix C, we prove the results for equations in the whole space with non-zero initial conditions.

2. Notation and Main Results

We first introduce some notation used throughout the paper. For \( \alpha \in (0, 2) \) and \( S \in \mathbb{R} \), we denote
\[ I_S^\alpha u = \frac{1}{\Gamma(\alpha)} \int_S (t - s)^{\alpha - 1} u(s, x) \, ds, \]
and for $\alpha \in (1, 2)$

$$\partial_t^\alpha u = \frac{1}{\Gamma(2-\alpha)} \int_0^t (t-s)^{1-\alpha} \partial^2 u(s, x) \, ds.$$  

Note that we have $\partial_t^\alpha u = \partial_t^2 I_0^{2-\alpha} u$ for a sufficiently smooth $u$ with $u(0, x) = 0$ and $\partial_t u(0, x) = 0$. In some places, without assuming $S = 0$, we still use $\partial_t^\alpha u$ to indicate $\partial_t^2 I_0^{2-\alpha} u$ when $u(S, x) = 0$ and $\partial_t u(S, x) = 0$. Moreover, for $\beta \in (0, 1)$, we use $\partial_t^\beta u$ to indicate $\partial_t I_0^{1-\beta} u$ when $u(S, x) = 0$.

For $\alpha \in (1, 2)$, $r_1, r_2 > 0$, and $(t, x) \in \mathbb{R}^{d+1}$, we denote the parabolic cylinder by

$$Q_{r_1, r_2}(t, x) = (t-r_1^{2/\alpha}, t) \times B_{r_2}(x) \quad \text{and} \quad Q_r(t, x) = Q_{r, r}(t, x),$$

where $B_{r_2}(x) = \{y \in \mathbb{R}^d : |y - x| < r_2\}$. We often write $B_r$ and $Q_r$ for $B_r(0)$ and $Q_r(0, 0)$. Furthermore, for $x \in \mathbb{R}^d$ and $r > 0$, we denote $x' = (x^2, \ldots, x^d) \in \mathbb{R}^{d-1}$ and $B_r'(x') = \{y' \in \mathbb{R}^{d-1} : |x' - y'| < r\}$. Next, for $p \in (1, \infty)$, $k \in \{1, 2, \ldots\}$ and a domain $\Omega \subset \mathbb{R}^k$, let $A_p(\Omega, dx)$ be the set of all non-negative functions $w$ on $\Omega$ such that

$$[w]_{A_p(\Omega)} := \sup_{x_0 \in \mathbb{R}^r \cap \Omega, r > 0} \left( \int_{B_r(x_0) \cap \Omega} w(x) \, dx \right)^{1/p} \left( \int_{B_r(x_0) \cap \Omega} (w(x))^{1-p} \, dx \right)^{1/(1-p)} < \infty,$$

where $B_r(x_0) = \{x \in \mathbb{R}^k : |x - x_0| < r\}$. Recall that $[w]_{A_p} \geq 1$. Furthermore, for a constant $K_1 > 0$, we write $[w]_{p, q, \Omega} \leq K_1$ and $[w]_{p, q} \leq K_1$ when $\Omega = \mathbb{R}^d$ if $w = w_1(t)w_2(x)$ for some $w_1$ and $w_2$ satisfying

$$w_1(t) \in A_p(\mathbb{R}, dt), \quad w_2(x) \in A_q(\Omega, dx), \quad [w_1]_{A_p} \leq K_1, \quad \text{and} \quad [w_2]_{A_q(\Omega)} \leq K_1.$$

For a domain $\Omega \subset \mathbb{R}^d$, let $(0, T) \times \Omega := \Omega_T$ and particularly, $(0, T) \times \mathbb{R}^d := \mathbb{R}^{d+1}$. For a given $w(t, x) = w_1(t)w_2(x)$, where $(t, x) \in \mathbb{R} \times \Omega$, $w_1 \in A_p(\mathbb{R}, dt)$, and $w_2 \in A_q(\Omega, dx)$, we denote $L_{p, q, w}(\Omega_T)$ to be the set of all measurable functions $f$ defined on $\Omega_T$ satisfying

$$\|f\|_{L_{p, q, w}(\Omega_T)} := \left( \int_0^T \left( \int_\Omega \left| f(t, x) \right|^q w_2(x) \, dx \right)^{p/q} w_1(t) \, dt \right)^{1/p} < \infty.$$  

When $p = q$ and $w = 1$, $L_{p, q, w}(\Omega_T)$ becomes the usual Lebesgue space $L_p(\Omega_T)$.

We write $u \in \mathbb{H}^{a, 2}_{p, q, w, 0}(\Omega_T)$ if there exists a sequence of smooth functions $\{u_n\}$ such that $u_n \in C^\infty([0, T] \times \Omega)$ vanishing for large $|x|$, $u_n(0, x) = 0$, $\partial_t u_n(0, x) = 0$, and

$$\|u_n - u\|_{\mathbb{H}^{a, 2}_{p, q, w, 0}(\Omega_T)} := \sum_{i=0}^2 \|D^i u_n - D^i u\|_{p, q, w} + \|\partial_t^\alpha u_n - \partial_t^\alpha u\|_{p, q, w} \rightarrow 0$$

as $n \rightarrow \infty$, where $\|\cdot\|_{p, q, w} = \|\cdot\|_{L_{p, q, w, 0}(\Omega_T)}$. We often write $\mathbb{H}^{a, 2}_{p, q}(\Omega_T)$ if $p = q$ and use the notation $u \in \mathbb{H}^{a, 2}_{p, q, 0, \text{loc}}(\mathbb{R}^d_T)$ to indicate the function satisfying

$$u \in \mathbb{H}^{a, 2}_{p, q, 0, \text{loc}}((0, T) \times B_R) := \mathbb{H}^{a, 2}_{p, q, 0, \text{loc}}((0, T) \times B_R)$$

for any $R > 0$. Furthermore, we denote $u \in \mathbb{H}^{a, 2}_{p, q, w, 0}(\Omega_T)$ if $u \in \mathbb{H}^{a, 2}_{p, q, w, 0}(\Omega_T)$ satisfies $u = 0$ on $(0, T) \times \partial \Omega$. In other words, the defining sequence $u_n \rightarrow u$ in $\mathbb{H}^{a, 2}_{p, q, w}(\Omega_T)$ can be taken to satisfy the following conditions:

$$u_n \in C^\infty_0([0, T] \times \overline{\Omega}), \quad u_n(0, \cdot) = 0, \quad \partial_t u_n(0, \cdot) = 0, \quad u_n(\cdot, x) = 0 \quad \text{for} \quad x \in \partial \Omega.$$
In Section 6, we consider equations in divergence form. Therefore, we define the following. For \( u \in L_{p,q,w}((S,T) \times \Omega) \), we say \( \partial_t^\alpha u \in H_{p,q,w}^{-1}((S,T) \times \Omega) \) if there exist \( f,g_i \in L_{p,q,w}((S,T) \times \Omega) \), \( i = 1, \ldots, d \), such that for any \( \phi \in C_0^\infty((S,T) \times \Omega) \),
\[
\int_S^T \int_\Omega \partial_t^\alpha u \phi = \int_S^T \int_\Omega f \phi - \int_S^T \int_\Omega g_i D_i \phi,
\] (2.1)
and we write
\[
\|\partial_t^\alpha u\|_{H_{p,q,w}^{-1}((S,T) \times \Omega)}
= \inf \left\{ \sum_{i=1}^d \|g_i\|_{L_{p,q,w}((S,T) \times \Omega)} + \|f\|_{L_{p,q,w}((S,T) \times \Omega)} : (2.1) \text{ is satisfied} \right\}.
\]

Let \( \mathcal{H}_{p,q,w}^{\alpha,1}((S,T) \times \Omega) \) be the collection of functions \( u \in L_{p,q,w}((S,T) \times \Omega) \) such that \( Du \in L_{p,q,w}((S,T) \times \Omega) \) and \( \partial_t^\alpha u \in H_{p,q,w}^{-1}((S,T) \times \Omega) \), and denote
\[
\|u\|_{\mathcal{H}_{p,q,w}^{\alpha,1}((S,T) \times \Omega)} = \|\partial_t^\alpha u\|_{H_{p,q,w}^{-1}((S,T) \times \Omega)} + \sum_{i=0}^1 \|D_i^\alpha u\|_{H_{p,q,w}^{-1}((S,T) \times \Omega)}.
\]

Then, we define \( u \in \mathcal{H}_{p,q,w,0}^{\alpha,1}((S,T) \times \Omega) \) if \( u \in \mathcal{H}_{p,q,w}^{\alpha,1}((S,T) \times \Omega) \) and there exists a sequence of \( \{u_n\} \subset C_0^\infty((S,T) \times \Omega) \) vanishing for large \( |x| \), \( u_n(S,x) = 0 \), \( \partial_t u_n(S,x) = 0 \) and
\[
\|u_n - u\|_{\mathcal{H}_{p,q,w,0}^{\alpha,1}((S,T) \times \Omega)} \to 0 \quad \text{as} \quad n \to \infty.
\]

We denote \( u \in \mathcal{H}_{p,q,w,0}^{\alpha,1}((S,T) \times \Omega) \) if \( u \in \mathcal{H}_{p,q,w,0}^{\alpha,1}((S,T) \times \Omega) \) satisfies \( u = 0 \) on \((0,T) \times \partial \Omega\). In other words, the defining sequence \( u_n \to u \) in \( \mathcal{H}_{p,q,w}^{\alpha,1}((S,T) \times \Omega) \) can be taken to satisfy the following conditions:
\[
 u_n \in C_0^\infty((S,T) \times \Omega), \quad u_n(S,:) = 0, \quad \partial_t u_n(S,:) = 0, \quad u_n(\cdot, x) = 0 \quad \text{for} \quad x \in \partial \Omega.
\]

Moreover, we say that \( u \in \mathcal{H}_{p,q,w,0}^{\alpha,1}((S,T) \times \Omega) \) satisfies the divergence form equation
\[
\partial_t^\alpha u - D_i(a^{ij} D_j u + a^i u) - b^i D_i u - cu = D_i g_i + f
\]
for \( f, g_i \in L_{p,q,w}((S,T) \times \Omega) \) if
\[
\int_S^T \int_\Omega t^2^{-\alpha} u \partial_t^2 \phi + \int_S^T \int_\Omega a^{ij} D_j u D_i \phi + a^i u D_i \phi - b^i D_i u \phi - cu \phi
= \int_S^T \int_\Omega f \phi - g_i D_i \phi
\]
for any \( \phi \in C_0^\infty((S,T) \times \Omega) \).

In this paper, we use maximal functions and strong maximal functions defined, respectively, by
\[
\mathcal{M} f(t,x) = \sup_{Q_r(s,y) \ni (t,x)} \int_{Q_r(s,y)} |f(r,z)| \chi_D \, dz \, dr
\]
and
\[
(S\mathcal{M} f)(t,x) = \sup_{Q_{r_1,r_2}(s,y) \ni (t,x)} \int_{Q_{r_1,r_2}(s,y)} |f(r,z)| \chi_D \, dz \, dr
\]
for \( f \in L_{1,\text{loc}} \) defined on \( D \subset \mathbb{R}^{d+1} \) and \( (t,x) \in D \).
In order to consider equations with non-zero initial conditions, we introduce the trace space as follows. For \( p, q \in (1, \infty) \), a non-integer \( \theta > 0 \) with \( k \) being the integer part of \( \theta \), and \( w_2 \in A_q(\mathbb{R}^d) \), we define \( \mathcal{B}_{p,q,w_2}^\theta(\mathbb{R}^d) := \{ u \in L_{q,w_2}(\mathbb{R}^d) : \| u \|_{\mathcal{B}_{p,q,w_2}^\theta(\mathbb{R}^d)} < \infty \} \), where

\[
\| u \|_{\mathcal{B}_{p,q,w_2}^\theta(\mathbb{R}^d)} = [u]_{\mathcal{B}_{p,q,w_2}^\theta(\mathbb{R}^d)} + \sum_{|\alpha| \leq k} \| D^\alpha u \|_{L_{q,w_2}(\mathbb{R}^d)}
\]

and

\[
[u]_{\mathcal{B}_{p,q,w_2}^\theta(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} \| D^k u(\cdot + y) - D^k u(\cdot) \|^p_{L_{q,w_2}} |y|^{-d-p(\theta-k)} \, dy \right)^{1/p}.
\]

Note that when \( p = q \) and \( w_2 = 1 \), \( \mathcal{B}_{p,q,w_2}^\theta(\mathbb{R}^d) = \mathcal{B}_{p,p}^\theta(\mathbb{R}^d) \), the usual Besov space.

For \( \theta_0 \in \mathbb{R} \), we denote \( \chi_0 = L_{q,w_2} \) when \( \theta_0 < 0 \), \( \chi_0 = \mathcal{B}_{p,q,w_2}^{\theta_0} \) when \( \theta_0 > 0 \) is a non-integer, and \( \chi_0 = \mathcal{B}_{p,q,w_2}^{\theta_0+\varepsilon} \) for arbitrary \( \varepsilon > 0 \) when \( \theta_0 \) is a nonnegative integer. For a different \( \theta_1 \in \mathbb{R} \), we define \( \chi_1 \) similarly.

Finally, we write \( N = N(\ldots) \) if the constant \( N \) depends only on the parameters in the parentheses.

Next, we present the assumptions for the coefficients and domains. Assumption \ref{assumption:delta} for a fixed \( \delta \) is imposed throughout the paper.

**Assumption 2.1.** There exists \( \delta \in (0, 1) \) such that for any \( (t, x) \in \mathbb{R}^{d+1} \) and \( \xi \in \mathbb{R}^d \),

\[
a^{ij}(t, x)\xi^i\xi^j \geq \delta|\xi|^2 \quad \text{and} \quad |a^{ij}|, |b^j|, |c| \leq \delta^{-1}.
\]

**Assumption 2.2 (\( \gamma_0 \)).** There exists \( R_0 \in (0, 1] \) such that for any \( (t_0, x_0) \in \mathbb{R}^{d+1} \) and \( 0 < r \leq R_0 \),

\[
\sup_{i,j} \int_{Q_r(t_0,x_0)} |a^{ij} - \overline{a}^{ij}| \leq \gamma_0,
\]

where

\[
\overline{a}^{ij} = \int_{Q_r(t_0,x_0)} a^{ij} \, dx dt.
\]

**Remark 2.3.** If we take \( x_0 \in \Omega = \mathbb{R}_d^{d+1} \) and define

\[
\overline{a}^{ij} = \int_{Q_r(t_0,x_0) \cap \Omega_T} a^{ij} \, dx dt,
\]

then by Assumption \ref{assumption:gamma_0} (\( \gamma_0 \)), we have

\[
\sup_{i,j} \int_{Q_r(t_0,x_0) \cap \Omega_T} |a^{ij} - \overline{a}^{ij}| \leq 4\gamma_0.
\]

**Assumption 2.4 (\( \theta \)).** There exists \( R_2 \in (0, 1] \) such that for any \( z \in \partial \Omega \), there exists a Lipschitz function \( \phi : \mathbb{R}_d^{d-1} \to \mathbb{R} \) satisfying

\[
\Omega \cap B_{R_2}(z) = \{ x \in B_{R_2}(z) : x^1 > \phi(x') \}
\]

and

\[
\sup_{x',y' \in B_{R_2}(z'),x' \neq y'} \frac{|\phi(x') - \phi(y')|}{|x' - y'|} \leq \theta
\]

in a new coordinate system.
Theorem 2.8. Let assumption 2.5 (where we have $\gamma \leq 1$ and $f \in \mathbb{L}_1$) and $\|\cdot\|_{\mathbb{L}_1}$ we have $\|\cdot\|_{\mathbb{L}_1}$ where $\phi(x') = \frac{1}{\gamma(x')} \leq \theta$, and $\sup_{B_{R_2}'(z')} |D^2 \phi| \leq \delta^{-1}$ in a new coordinate system.

With the assumptions above, we are ready to state the main theorems of this paper.

Theorem 2.6. Let $\alpha \in (1, 2), T \in (0, \infty), p, q \in (1, \infty), K_1 \in [1, \infty), and [w]_{p,q} \leq K_1$. There exists $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1)$ such that under Assumption 2.5 ($\gamma_0$), the following holds. For any $u \in \mathbb{H}_{p,q,w,0}^{\alpha}(\mathbb{R}_d^2)$ satisfying
\[ \partial_t^\alpha u - a^{ij} D_{ij} u - b^i D_i u - cu = f \quad \text{in} \quad \mathbb{R}_d^2, \] (2.2)
we have
\[ \|\partial_t^\alpha u\|_{p,q,w} + \|u\|_{p,q,w} + \|Du\|_{p,q,w} + \|D^2 u\|_{p,q,w} \leq N\|f\|_{p,q,w}, \] (2.3)
where $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\mathbb{R}_d^2)}$ and $N = N(d, \delta, \alpha, p, q, K_1, R_0, T)$. Moreover, for any $f \in L_{p,q,w}(\mathbb{R}_d^2)$, there exists a unique solution $u \in \mathbb{H}_{p,q,w,0}^{\alpha}(\mathbb{R}_d^2)$ to (2.2).

Next, we introduce the results for the half space and smooth domains under the zero initial conditions and the zero boundary condition.

Theorem 2.7. Let $\Omega = \mathbb{R}_+^d, \alpha \in (1, 2), T \in (0, \infty), p, q \in (1, \infty), K_1 \in [1, \infty)$ and $[w]_{p,q,\Omega} \leq K_1$. There exists $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1)$ such that under Assumption 2.5 ($\gamma_0$), the following holds. For any $u \in \mathbb{H}_{p,q,w,0}^{\alpha}(\Omega_T)$ satisfying
\[ \partial_t^\alpha u - a^{ij} D_{ij} u - b^i D_i u - cu = f \quad \text{in} \quad \Omega_T, \] (2.4)
we have
\[ \|\partial_t^\alpha u\|_{p,q,w} + \|u\|_{p,q,w} + \|Du\|_{p,q,w} + \|D^2 u\|_{p,q,w} \leq N\|f\|_{p,q,w}, \] where $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\Omega_T)}$ and $N = N(d, \delta, \alpha, p, q, K_1, R_0, T)$. Moreover, for any $f \in L_{p,q,w}(\Omega_T)$, there exists a unique solution $u \in \mathbb{H}_{p,q,w,0}^{\alpha}(\Omega_T)$ to (2.4).

Theorem 2.8. Let $\Omega$ be a domain, $\alpha \in (1, 2), T \in (0, \infty), p, q \in (1, \infty), K_1 \in [1, \infty)$ and $[w]_{p,q,\Omega} \leq K_1$. There exist constants $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1)$ and $\theta = \theta(d, \delta, \alpha, p, q, K_1) \in (0, 1/3)$ such that under Assumption 2.5 ($\gamma_0$) and Assumption 2.5 ($\gamma_0$), the following holds. For any $u \in \mathbb{H}_{p,q,w,0}^{\alpha}(\Omega_T)$ satisfying
\[ \partial_t^\alpha u - a^{ij} D_{ij} u - b^i D_i u - cu = f \quad \text{in} \quad \Omega_T, \] (2.5)
we have
\[ \|\partial_t^\alpha u\|_{p,q,w} + \|u\|_{p,q,w} + \|Du\|_{p,q,w} + \|D^2 u\|_{p,q,w} \leq N\|f\|_{p,q,w}, \] (2.6)
where $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\Omega_T)}$ and $N = N(d, \delta, \alpha, p, q, K_1, R_0, R_2, T)$. Moreover, for any $f \in L_{p,q,w}(\Omega_T)$, there exists a unique solution $u \in \mathbb{H}_{p,q,w,0}^{\alpha}(\Omega_T)$ to (2.5).
Next we state the results for equations in divergence form under the zero initial conditions and the zero boundary condition.

**Theorem 2.9.** Let $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[w]_{p,q} \leq K_1$. There exists $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1)$ such that under Assumption 2.2 (\(\gamma_0\)), the following holds. For any $u \in \mathcal{H}^{1}_{p,q,w,0}(\mathbb{R}^d)$ satisfying
\[
\partial_t^\alpha u - D_i(a^{ij} D_j u + a^i u) - b^i D_i u - cu = D_i g_i + f \quad \text{in} \quad \mathbb{R}^d_T, \tag{2.7}
\]
we have
\[
\|\partial_t^\alpha u\|_{\mathcal{H}^{-1}_{p,q,w}} + \|u\|_{L_{p,q,w}} + \|D u\|_{L_{p,q,w}} \leq N(\|f\|_{p,q,w} + \|g\|_{p,q,w}), \tag{2.8}
\]
where $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\mathbb{R}^d_T)}$ and $N = N(d, \delta, \alpha, p, q, K_1, R_0, T)$. Moreover, for any $f, g_i \in L_{p,q,w}(\mathbb{R}^d_T)$, there exists a unique solution $u \in \mathcal{H}^{1}_{p,q,w,0}(\mathbb{R}^d_T)$ to (2.7).

**Theorem 2.10.** Let $\Omega = \mathbb{R}^d$, $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[w]_{p,q,\Omega} \leq K_1$. There exists $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1)$ such that under Assumption 2.2 (\(\gamma_0\)), the following holds. For any $u \in \mathcal{H}^{1}_{p,q,w,0}(\Omega_T)$ satisfying
\[
\partial_t^\alpha u - D_i(a^{ij} D_j u + a^i u) - b^i D_i u - cu = D_i g_i + f \quad \text{in} \quad \Omega_T, \tag{2.9}
\]
we have
\[
\|\partial_t^\alpha u\|_{\mathcal{H}^{-1}_{p,q,w}} + \|u\|_{L_{p,q,w}} + \|D u\|_{L_{p,q,w}} \leq N(\|f\|_{p,q,w} + \|g\|_{p,q,w}), \tag{2.10}
\]
where $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\Omega_T)}$ and $N = N(d, \delta, \alpha, p, q, K_1, R_0, R_2, T)$. Moreover, for any $f, g_i \in L_{p,q,w}(\Omega_T)$, there exists a unique solution $u \in \mathcal{H}^{1}_{p,q,w,0}(\Omega_T)$ to (2.9).

**Theorem 2.11.** Let $\Omega$ be a domain $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[w]_{p,q,\Omega} \leq K_1$. There exist $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1)$ and $\theta = \theta(d, \delta, \alpha, p, q, K_1) \in (0, 1/3)$ such that under Assumption 2.2 (\(\gamma_0\)) and Assumption 2.4 (\(\theta\)), the following holds. For any $u \in \mathcal{H}^{1}_{p,q,w,0}(\Omega_T)$ satisfying
\[
\partial_t^\alpha u - D_i(a^{ij} D_j u + a^i u) - b^i D_i u - cu = D_i g_i + f \quad \text{in} \quad \Omega_T, \tag{2.11}
\]
we have
\[
\|\partial_t^\alpha u\|_{\mathcal{H}^{-1}_{p,q,w}} + \|u\|_{L_{p,q,w}} + \|D u\|_{L_{p,q,w}} \leq N(\|f\|_{p,q,w} + \|g\|_{p,q,w}),
\]
where $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\Omega_T)}$ and $N = N(d, \delta, \alpha, p, q, K_1, R_0, R_2, T)$. Also, for any $f, g_i \in L_{p,q,w}(\Omega_T)$, there exists a unique solution $u \in \mathcal{H}^{1}_{p,q,w,0}(\Omega_T)$ to (2.11).

Finally, we state the results for equations in the whole space with nonzero initial conditions.

\[
\left\{ \begin{array}{ll}
\partial_t^\alpha u - (a^{ij} D_j u + b^i D_i u + cu) = f & \text{in} \quad \mathbb{R}^d_T \\
u(0, \cdot) = u_0(\cdot) & \text{in} \quad \mathbb{R}^d \\
\partial_t u_t(0, \cdot) = u_1(\cdot) & \text{in} \quad \mathbb{R}^d 
\end{array} \right. \tag{2.12}
\]
that is,
\[
D^\alpha_t (u - u_0 - \xi u_1) - (a^{ij} D_j u + b^i D_i u + cu) = f \quad \text{in} \quad \mathbb{R}^d.
\]

**Corollary 2.12.** Let $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, $\mu \in (-1, p - 1)$, and $w = w_1(t) w_2(x)$, where $w_1(t) = t^\mu$ and $w_2(x) \in A_q(\mathbb{R}^d, dx)$ with $[w]_{A_q} \leq K_1$. Let $\theta_0 = 2 - 2(1 + \mu)/(\alpha p)$, $\theta_1 = 2 - 2/\alpha - 2(1 + \mu)/(\alpha p)$, and recall the definitions of the spaces $\mathcal{X}_0$ and $\mathcal{X}_1$ above. There exists $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1, \mu) \in (0, 1)$ such that, under Assumption 2.2 (\(\gamma_0\)), the following holds. For any $f \in$
Suppose that \( L \), \( p, q, w \) with the estimate \( X[\gamma] \), the following lemma implies that Assumption 2.2 (\( \alpha_p \)), the following holds. For any \( f, g \in L_{p, q, w}(\mathbb{R}^d) \), \( u_{0,1}, u_{0,2} \in X_0 \), and \( u_{1,1}, u_{1,2} \in X_1 \), there exists a unique function \( u \) in \( \mathbb{R}^d \) satisfying 2.14 with the estimate

\[
\|\partial_t^n u\|_{L_{p, q, w}} + \|u\|_{L_{p, q, w}} + \|Du\|_{L_{p, q, w}} + \|D^2 u\|_{L_{p, q, w}} \\
\leq N\|f\|_{L_{p, q, w}} + N\|u_0\|_{X_0} + N\|u_1\|_{X_1},
\]  
(2.13)

where \( \|\cdot\|_{L_{p, q, w}} = \|\cdot\|_{L_{p, q, w}(\mathbb{R}^d)} \) and \( N = N(d, \delta, \alpha, p, q, K_1, K_0, R_0, T, \mu) \).

For equations in divergence form

\[
\begin{cases}
\partial_t^p u - D_i (a^{ij} D_j u + a^i u) - b^i D_i u - cu = D_i g_i + f & \text{in } \mathbb{R}^d \\
u(0, \cdot) = D u_{0,1}(\cdot) + u_{0,2}(\cdot) & \text{in } \mathbb{R}^d \\
u(0, \cdot) = D u_{1,1}(\cdot) + u_{1,2}(\cdot) & \text{in } \mathbb{R}^d
\end{cases}
\]  
(2.14)

that is,

\[
D_t^\gamma (u - u_0 - tu_1) - D_i (a^{ij} D_j u + a^i u) - b^i D_i u - cu = f \quad \text{in } \mathbb{R}^d_T,
\]

we have the following results.

**Corollary 2.13.** Let \( \alpha \in (1, 2), T \in (0, \infty), p, q \in (1, \infty), K_1 \in [1, \infty), \mu \in (-1, p - 1), \) and \( w = w_1(t) w_2(x), \) where \( w_1(t) = t^\mu \) and \( w_2(x) \in A_p(\mathbb{R}^d, dx) \) with \( |w_2|_{A_p} \leq K_1 \). Let \( \theta_0 = 2 - 2(1 + \mu)/(\alpha p), \theta_1 = 2 - 2(1 + \mu)/(\alpha p), \) and recall the definitions of the spaces \( X_0 \) and \( X_1 \) above. There exists \( \gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1, \mu) \in (0, 1) \) such that, under Assumption 2.2 (\( \gamma_0 \)), the following holds. For any \( f, g \in L_{p, q, w}(\mathbb{R}^d), u_{0,1}, u_{0,2} \in X_0, \) and \( u_{1,1}, u_{1,2} \in X_1, \) there exists a unique function \( u \) in \( \mathbb{R}^d \) satisfying 2.14 with the estimate

\[
\|\partial_t^n u\|_{L_{p, q, w}} + \|u\|_{L_{p, q, w}} + \|Du\|_{L_{p, q, w}} \\
\leq N\|f\|_{L_{p, q, w}} + N\|u_0\|_{X_0} + N\|u_1\|_{X_1} + N\|u_2\|_{X_1},
\]

where \( \|\cdot\|_{L_{p, q, w}} = \|\cdot\|_{L_{p, q, w}(\mathbb{R}^d)} \) and \( N = N(d, \delta, \alpha, p, q, K_1, K_0, R_0, T, \mu) \).

At the end of this section, we derive an useful property of functions satisfying Assumption 2.2 (\( \gamma_0 \)). The following lemma implies that Assumption 2.2 (\( \gamma_0 \)) gives a control over the mean oscillation on sets that are large in the time direction and small in the spatial directions.

**Lemma 2.14.** If \( u \) satisfies Assumption 2.2 (\( \gamma_0 \)), \( h \geq r^{2/\alpha} = \bar{r}, \) and \( r \leq R_1 \leq R_0, \) where \( R_1 = 2^{-\alpha/2} R_0. \) Then

\[
\int_{(t_0, t_0)} \int_{B_r(x_0)} |a - \overline{a}| < Nh^{-2/\alpha} \gamma_0,
\]

where \( \overline{a} = \int_{Q_r(t_0, x_0)} a \) and \( N = N(\alpha, d). \)

**Proof.** Suppose that \( (k - 1)\bar{r} \leq h < k\bar{r} \) for some integer \( k \geq 2. \) Then,

\[
\int_{(t_0, t_0)} \int_{B_r(x_0)} |a - \overline{a}| \leq \frac{1}{h} \int_{t_0}^{t_0 + k\bar{r}} \int_{B_r(x_0)} |a - \overline{a}| \\
\leq \frac{\bar{r}}{h} \sum_{j=0}^{k-1} \int_{t_0 - (j+1)\bar{r}}^{t_0 - j\bar{r}} \int_{B_r(x_0)} |a - \overline{a}|.
\]  
(2.15)
For each term in the sum of the right-hand side of (2.15), we have

\[
\int_{t_0-(j+1)\tilde{r}}^{t_0-j\tilde{r}} \int_{B_r(x_0)} |a - \overline{a}| \leq \int_{t_0-(j+1)\tilde{r}}^{t_0-j\tilde{r}} \int_{B_r(x_0)} |a - \overline{b}_j| + |\overline{a} - \overline{b}_j| \\
\leq \gamma_0 + |\overline{a} - \overline{b}_j|,
\]

where

\[
\overline{b}_j = \int_{t_0-(j+1)\tilde{r}}^{t_0-j\tilde{r}} \int_{B_r(x_0)} a \quad \text{for} \quad j = 0, 1, 2, \ldots.
\]

Note that \(\overline{b}_0 = \overline{a}\). By the triangle inequality,

\[
|a - b_j| \leq \sum_{i=0}^{j-1} |b_i - b_{i+1}|.
\]  

Also, we have

\[
|\overline{b}_i - \overline{b}_{i+1}| = \left| \int_{t_0-(i+1)\tilde{r}}^{t_0-i\tilde{r}} \int_{B_r(x_0)} a - \int_{t_0-(i+2)\tilde{r}}^{t_0-(i+1)\tilde{r}} \int_{B_r(x_0)} a \right| \\
\leq \left| \int_{t_0-(i+1)\tilde{r}}^{t_0-i\tilde{r}} \int_{B_r(x_0)} a - \int_{t_0-(i+2)\tilde{r}}^{t_0-(i+1)\tilde{r}} \int_{B_{2\alpha/2r}(x_0)} a \right| \\
+ \left| \int_{t_0-(i+2)\tilde{r}}^{t_0-(i+1)\tilde{r}} \int_{B_r(x_0)} a - \int_{t_0-(i+2)\tilde{r}}^{t_0-(i+1)\tilde{r}} \int_{B_{2\alpha/2r}(x_0)} a \right| \\
\leq 2 \frac{2\tilde{r}(2\alpha/2r)^d}{\tilde{r}^d} \gamma_0 = 42^{d\alpha/2}\gamma_0,
\]

where for the last inequality, we used that for \(A \subset B\),

\[
\left| \int_A f - \int_B f \right| \leq \frac{|B|}{|A|} \int_B |f - (f)_B|,
\]

and the oscillation of \(a\) on \(Q_{2\alpha/2r}(t_0 - i\tilde{r}, x_0)\) can be controlled by \(\gamma_0\). Therefore, by (2.17) and (2.18),

\[
|\overline{a} - \overline{b}_j| \leq \sum_{i=0}^{j-1} |\overline{b}_i - \overline{b}_{i+1}| \leq 4j2^{d\alpha/2}\gamma_0,
\]

which together with (2.16) implies that

\[
\int_{(t_0-h, t_0)} \int_{B_r(x_0)} |a - \overline{a}| \leq \frac{1}{k-1} \sum_{j=0}^{k-1} |\gamma_0 + |\overline{a} - \overline{b}_j|| \\
\leq \frac{1}{k-1} \sum_{j=0}^{k-1} [42^{d\alpha/2}j + 1] \gamma_0 \leq N(\alpha, d)k\gamma_0 \leq Nh\gamma_0^{-2/\alpha}\gamma_0.
\]

The lemma is proved. \(\square\)
3. Mean Oscillation Estimates

Throughout the section, we assume that \( a^{ij} \)'s are constants, \( b^i \equiv c \equiv 0 \), \( T \in (0, \infty) \), and \( p = q \), i.e., the space with unmixed norm. The main goal of this section is to derive a mean oscillation estimate of \( u \in \mathbb{H}^{n,2}_{p_0,0,loc}(\mathbb{R}^d_T) \) satisfying

\[
\partial_t^\alpha u - a^{ij}D_{ij}u = f \quad \text{in} \quad \mathbb{R}^d_T
\]

when \( p_0 \in (1, 2) \). For \( t_0 \in (0, T] \), \( r > 0 \), and \( \Omega = (-r, r)^d \supset B_r \), we are going to decompose \( u = v + w \) in \( (0, t_0) \times \Omega \), where \( w, v \in \mathbb{H}^{n,2}_{p_0,0}((0, t_0) \times \Omega) \) satisfy

\[
\partial_t^\alpha w - a^{ij}D_{ij}w = f \quad \text{(3.1)}
\]

in \( (0, t_0) \times \Omega \), \( w = 0 \) on \( (0, t_0) \times \partial \Omega \), and

\[
\partial_t^\alpha v - a^{ij}D_{ij}v = 0 \quad \text{(3.2)}
\]

in \( (0, t_0) \times \Omega \).

In Subsections 3.1 and 3.2 we estimate \( v \) and \( w \) separately. Then, in Subsection 3.3 we combine the results to get the estimate of \( u \).

3.1. Estimates of \( v \). We begin with a formula for computing the fractional derivative of the product with a cutoff function in time.

**Lemma 3.1.** Let \( p \in [1, \infty) \), \( \alpha \in (1, 2) \), \( k \in \{1, 2, \ldots\} \), \( -\infty < S < t_0 < T < \infty \), and \( v \in \mathbb{H}^{n,k}_{p_0,0}((S, T) \times \Omega) \). Then, for any infinitely differentiable function \( \eta \) defined on \( \mathbb{R} \) such that \( \eta(t) = 0 \) for \( t \leq t_0 \), we have \( \eta v \in \mathbb{H}^{n,2}_{p_0,0}((t_0, T) \times \Omega) \) and

\[
\partial_t^\alpha (\eta v)(t, x) = \partial_t^\alpha I^2_\alpha^\alpha (\eta v)(t, x) = \eta(t)\partial_t^\alpha I^2_\alpha^\alpha v(t, x) + g(t, x)
\]

for \( (t, x) \in (t_0, T) \times \Omega \), where

\[
\begin{align*}
\quad g(t, x) &= \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_S (t - s)^{-\alpha - 1}[\eta(s) - \eta(t) - \eta'(t)(s - t)]v(s, x) \, ds \\
&\quad + \frac{\alpha}{\Gamma(2 - \alpha)} \eta'(t)\partial_t \int_S (t - s)^{1-\alpha}v(s, x) \, ds.
\end{align*}
\]

**Proof.** The fact that \( \eta v \in \mathbb{H}^{n,2}_{p_0,0}((t_0, T) \times \Omega) \) follows from the density of smooth functions in the space. The proof for the case of \( \alpha \in (0, 1) \) is given in [3] Lemma 3.6, and it works here with minor modification. We skip the details. It remains to show (3.3). Without loss of generality, we assume \( t_0 = 0 \). Also, recall that \( \partial_t^\alpha = \partial_t^\alpha I^2_\alpha^\alpha \). Therefore,

\[
g(t, x)\Gamma(2 - \alpha)
\]

\[
= \partial_t^\alpha \left[ \int_0^t (t - s)^{1-\alpha}\eta(s)v(s, x) \, ds \right] - \partial_t^\alpha \left[ \eta(t)\int_0^t (t - s)^{1-\alpha}v(s, x) \, ds \right]
\]

\[
+ 2\eta'(t)\partial_t \int_S (t - s)^{1-\alpha}v(s, x) \, ds + \eta''(t)\int_S (t - s)^{1-\alpha}v(s, x) \, ds. \quad (3.4)
\]
The first two terms of the right-hand side of (3.3) equal
\[
\partial_t^2 \left[ \int_S (t-s)^{1-\alpha}[\eta(s) - \eta(t)]v(s, x) \, ds \right] 
\]
\[
= \partial_t \left[ \int_S (1-\alpha)(t-s)^{-\alpha}[\eta(s) - \eta(t)]v(s, x) \, ds - \int_S (t-s)^{1-\alpha}\eta'(t)v(s, x) \, ds \right] 
\]
\[
= \partial_t \left[ \int_S (1-\alpha)(t-s)^{-\alpha}[\eta(s) - \eta(t) - \eta'(t)(s-t)]v(s, x) \, ds 
\right. 
\]
\[
+ \int_S (\alpha - 2)(t-s)^{-\alpha}\eta'(t)v(s, x) \, ds \right] 
\]
\[
= \int_S (-\alpha)(1-\alpha)(t-s)^{-\alpha-1}[\eta(s) - \eta(t) - \eta'(t)(s-t)]v(s, x) \, ds 
\]
\[
+ \int_S (1-\alpha)(t-s)^{-\alpha}\eta''(t)v(s, x) \, ds + (\alpha - 2)\eta'(t) \int_S (t-s)^{-\alpha}v(s, x) \, ds 
\]
\[
+ (\alpha - 2)\eta'(t)\partial_t \left[ \int_S (t-s)^{-\alpha}v(s, x) \, ds \right]. 
\]
Thus, by (3.4),
\[
g(t, x)\Gamma(2-\alpha) = \alpha(\alpha - 1) \int_S (t-s)^{1-\alpha-1}[\eta(s) - \eta(t) - \eta'(t)(s-t)]v(s, x) \, ds 
\]
\[
+ \alpha\eta'(t)\partial_t \int_S (t-s)^{-\alpha}v(s, x) \, ds. 
\]
The lemma is proved. \qed

Remark 3.2. If there exists a function \( \xi \in C^\infty(\mathbb{R}) \) such that \( \xi(t) = 0 \) for \( t \leq t'_0 \) for some \( t'_0 \in (S, t_0) \), and \( \xi \equiv 1 \) in \( \text{supp} \eta \), then we can rewrite the second term of \( g \) in (3.3) as follows. With \( \beta = \alpha - 1 \),
\[
\eta'(t)\partial_t \int_S (t-s)^{-\alpha}v(s, x) \, ds = \frac{\eta'(t)}{\xi(t)} \left( \Gamma(1-\beta)\xi(t, x)\partial^\beta_x v(t, x) \right) 
\]
\[
= \frac{\eta'(t)}{\xi(t)} \left[ \Gamma(1-\beta) \left[ \xi(t, x)\partial^\beta_x v(t, x) - \partial^\beta_x (\xi v)(t, x) + \partial^\beta_x (\xi v)(t, x) \right] \right] 
\]
\[
= \frac{\eta'(t)}{\xi(t)} \left[ \Gamma(1-\beta) \frac{1}{\Gamma(1-\beta)} \int_S (t-s)^{-\beta-1}[\xi(s) - \xi(t)]v(s, x) \, ds + \Gamma(1-\beta)\partial^\beta_x (\xi v)(t, x) \right] 
\]
\[
= \frac{\eta'(t)}{\xi(t)} \left[ [(\alpha - 1) \int_S (t-s)^{-\alpha}[\xi(s) - \xi(t)]v(s, x) \, ds] + \Gamma(2-\alpha)\partial^\beta_x (\xi v)(t, x) \right], 
\]
where we used [3] Lemma 3.6] in the second last equality.

The following interpolation inequality for the time derivatives will be used for the estimate of \( g \) in Lemma 2.1.

Lemma 3.3. For any \( \varepsilon > 0 \), \( \beta = \alpha - 1 \), \( p_0 \in (1, \infty) \), any open set \( G \subset \mathbb{R}^d \), and \( v \in \mathbb{H}^{p_0,2}_0((0, T) \times G) \), we have
\[
||\partial^\beta_x v||_{L^p_0((0, T) \times G)} \leq \varepsilon ||\partial^\beta_x v||_{L^p_0((0, T) \times G)} + N(\alpha, p_0)T^{\alpha-2}\varepsilon^{-1}||v||_{L^p_0((0, T) \times G)}. 
\]
Proof. Using [A.1] and [5] Lemma 5.5, we conclude
\[ \|D^\beta v\|_{L^p_0((0,T)\times G)} \leq \varepsilon \|D^\beta v\|_{L^p_0((0,T)\times G)} + N \varepsilon^{-1} \|I^{2-\alpha} v\|_{L^p_0((0,T)\times G)} \]
\[ \leq \varepsilon \|D^\beta v\|_{L^p_0((0,T)\times G)} + N(\alpha, p_0) T^{2-\alpha} \varepsilon^{-1} \|v\|_{L^p_0((0,T)\times G)}. \]

Note that in [5, Lemma 5.5], the author assumes \( \alpha \in (0, 1) \), but the proof works for all \( \alpha \in (0, \infty) \).

Next, we estimate \( v \) by using cutoff functions together with the Sobolev embedding.

**Proposition 3.4.** Let \( p_0 \in (1, \infty), t_0 \in (0, \infty), r > 0, \) and \( v \in \mathbb{H}^{\alpha, 2}_{p_0, 0}((0, t_0) \times B_r) \) satisfy (3.2) in \((0, t_0) \times B_r\). Then, for any \( p_1 \in (p_0, \infty) \) satisfying
\[ \frac{1}{p_1} \leq \frac{1}{p_0} - 2/(d + 2), \]
we have \( v \in \mathbb{H}^{\alpha, 2}_{p_1, 0}((0, t_0) \times B_{r/2}) \) and
\[ (|D^2 v|^{p_1})_{Q_r/2(t_1, 0)} \leq N \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 v|^{p_0})_{Q_r/(t_1, 1)}^{1/p_0} \]
\[ \leq N r^{-\sigma} \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 v|^{p_0})_{Q_r/(t_1, 1)}^{1/p_0} \]
for any \( t_1 \leq t_0 \), where \( N = N(d, \delta, \alpha, p_1, p_0) \). If \( p_0 > d/2 + 1 \), then
\[ |D^2 v|_{C^{\alpha/2, \sigma}(Q_r/2(t_1, 0))} \leq N r^{-\sigma} \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 v|^{p_0})_{Q_r/(t_1, 1)}^{1/p_0} \]
for any \( t_1 \leq t_0 \), where \( \sigma = \sigma(d, \alpha, p_0) \in (0, 1) \) and \( N = N(d, \delta, \alpha, p_0) \). Moreover, for any \( p_1 \in (p_0, \infty) \), we have
\[ (|D^2 v|^{p_1})_{Q_r/2(t_1, 0)} \leq N \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 v|^{p_0})_{Q_r/(t_1, 1)}^{1/p_0} \]
\[ \leq N r^{-\sigma} \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 v|^{p_0})_{Q_r/(t_1, 1)}^{1/p_0} \]
for any \( t_1 \leq t_0 \), where \( N = N(d, \delta, \alpha, p_1, p_0) \). Furthermore,
\[ |D^2 v|_{C^{\alpha/2, \sigma}(Q_r/2(t_1, 0))} \leq N r^{-\sigma} \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 v|^{p_0})_{Q_r/(t_1, 1)}^{1/p_0} \]
for any \( t_1 \leq t_0 \), where \( \sigma = \sigma(d, \alpha, p_0) \in (0, 1) \) and \( N = N(d, \delta, \alpha, p_0) \).

**Proof. Step 0.** We first note that (3.5) and (3.6) follow from (3.5) and (3.6) by a finite iteration argument. See [5] Proposition 4.3 for details.

**Step 1.** By scaling, we assume \( r = 1 \). For \( k = 0, 1, \ldots, \) let \( \delta = \delta_0 = (1/2)^{2/\alpha} \) and
\[ \delta_k = \delta + (1 - \delta) \sum_{j=1}^{k} 2^{-j}, \]
and take \( \eta_k \in C^\infty(\mathbb{R}) \) such that
\[ \eta_k(t) = \begin{cases} 1 & t \in (t_1 - \delta_k, t_1), \\ 0 & t \in (t_1 - 1, t_1 - \delta_{k+1}), \end{cases} \]
\[ |\eta_k'| \leq (1 - \delta)^{-1} 2^{k+2}, \quad |\eta''_k| \leq (1 - \delta)^{-2} 2^{2k+4}. \]
Note that \( \eta_{k+1} \equiv 1 \) in supp \( \eta_k \), and \( v \) can be extended as zero for \( t \leq 0 \). Therefore, by Lemma 3.1 for any \( k \), we have
\[ \eta_k v \in \mathbb{H}^{\alpha, 2}_{p_0, 0}((t_1 - 1, t_1) \times B_{3/4}). \]
Furthermore, let
\[ g_k = \partial_t^\alpha (\eta_k v) - \eta_k \partial_t^\alpha v \quad \text{in} \quad (t_1 - 1, t_1) \times B_{3/4}, \]
\[ r_k = \frac{3}{4} - \frac{1}{4} 2^k, \quad \text{and} \quad \Omega_k := (t_1 - 1, t_1) \times B_{r_k} \quad (3.10) \]
with \( r_0 = 1/2 \) and \( r_\infty = 3/4 \). Then,
\[
\| \eta_k v \|_{L^2_p(\Omega_k)} \leq N \| \eta_k v \|_{L^p_{t0}(\Omega_k)} + \| D^2(\eta_k v) \|_{L^p_{t0}(\Omega_k)} + \| \partial_t^\alpha(\eta_k v) \|_{L^p_{t0}(\Omega_k)} \\
\leq N \| \eta_k v \|_{L^p_{t0}(\Omega_k)} + N \| g_k \|_{L^p_{t0}(\Omega_{k+1})} + \frac{N}{(r_{k+1} - r_k)^2} \| \eta_k v \|_{L^p_{t0}(\Omega_{k+1})} \\
\leq N 2^{k+2} \| v \|_{L^p_{t0}(\Omega_\infty)} + N \| g_k \|_{L^p_{t0}(\Omega_{k+1})}, \quad (3.11) \]
where \( N = N(d, \delta, \alpha, p_0) \), and the second inequality is by a local estimate which can be proved using the estimate in whole space in \[7\] together with a localization argument as in \[3\] Lemma 4.2.

To estimate \( g_k \), we take \( \zeta \in C^\infty(\mathbb{R}) \) such that
\[
|\zeta| \leq 1 \quad \text{and} \quad \zeta(t) = \begin{cases} 
1 & \text{when } t \in (t_1 - 2, t_1), \\
0 & \text{when } t \in (-\infty, t_1 - 3). 
\end{cases} \quad (3.12) \]
Furthermore, let \( v_1 = \zeta v \) and \( v_2 = v - v_1 \). Lemma \[3.1\] with \( S = -\infty \) yields
\[
|g_k| \leq N(\alpha)[|g_{k,1}| + |g_{k,2}|],
\]
where
\[
g_{k,1}(t, x) = \alpha(\alpha - 1) \int_{t_1 - 3}^t (t - s)^{-\alpha - 1} [\eta_k(s) - \eta_k(t) - \eta'_k(t)(s - t)]v_1(s, x) \, ds \\
+ \alpha \eta'_k(t) \partial_t \int_{t_1 - 3}^t (t - s)^{1-\alpha} v_1(s, x) \, ds, \quad (3.13) \]
and
\[
g_{k,2}(t, x) = \alpha(\alpha - 1) \int_{-\infty}^{t_1 - 2} (t - s)^{-\alpha - 1} [\eta_k(s) - \eta_k(t) - \eta'_k(t)(s - t)]v_2(s, x) \, ds \\
+ \alpha \eta'_k(t) \partial_t \int_{-\infty}^{t_1 - 2} (t - s)^{1-\alpha} v_2(s, x) \, ds \\
= \alpha(\alpha - 1) \int_{-\infty}^{t_1 - 2} (t - s)^{-\alpha - 1} [\eta_k(s) - \eta_k(t)]v_2(s, x) \, ds. \quad (3.14) \]

**Step 2.** We further decompose \( g_{k,1} \) as
\[
g_{k,1} = \alpha(\alpha - 1)g_{k,1,1} + \alpha g_{k,1,2},
\]
where
\[
g_{k,1,1}(t, x) = \int_{t_1 - 3}^t (t - s)^{-\alpha - 1} [\eta_k(s) - \eta_k(t) - \eta'_k(t)(s - t)]v_1(s, x) \, ds.
\]
For $t \in (t_1 - 1, t_1)$,

$$|g_{k,1,1}(t,x)| \leq \eta''_k \int_{t_1-3}^{t} |(t-s)^{-\alpha+1}v(s,x)| \, ds$$

$$\leq \eta''_k \int_{t_1-3}^{t} |(t-s)^{-\alpha+1}v(s,x)| \, ds$$

$$= \eta''_k \int_{0}^{t} \tau^{-\alpha+1}|v(t-\tau,x)| \, d\tau,$$

and by the Minkowski inequality,

$$\|g_{k,1,1}\|_{L^p_{\eta_k}((t_1-4,t_1) \times B_{3/4})} \leq N \|\eta''_k\|_{L^\infty} \|v\|_{L^p((t_1-4,t_1) \times B_{3/4})}, \quad (3.15)$$

For $\beta := \alpha - 1 \in (0,1)$, using the facts that $v_1 \in \mathbb{L}^{\alpha,2}_{L^p_0}((t_1-3,t_1) \times B_{3/4}$ and $\eta_{k+1} \equiv 1$ in $\text{supp} \eta_k$ together with Remark 4.2 we have

$$g_{k,1,2}(t,x) = \frac{\eta'_k(t)}{\eta_{k+1}(t)} \left[ (\alpha-1) \int_{t_1-3}^{t} (t-s)^{-\alpha}[\eta_{k+1}(s) - \eta_{k+1}(t)]v_1(s,x) \, ds ight. + \Gamma(2-\alpha)\eta''_k(\eta_{k+1}v_1) \right],$$

which implies that

$$|g_{k,1,2}(t,x)| \leq N(\alpha)\|\eta'_k\|_{L^\infty} \int_{t_1-3}^{t} (t-s)^{-\alpha}|\eta_{k+1}(s) - \eta_{k+1}(t)||v(s,x)| \, ds$$

$$\quad + N(\alpha)\|\eta'_k\|_{L^\infty} \|\eta''_k\|_{L^\infty} \int_{t_1-3}^{t} (t-s)^{1-\alpha}|v(s,x)| \, ds$$

$$\quad + N(\alpha)\|\eta'_k\|_{L^\infty} \|\eta''_k\|_{L^\infty} \|\eta_{k+1}v_1\|_{L_p(\eta_{k+1})}.$$

By applying Lemma 3.3 to $\eta_{k+1}v_1 = \eta_{k+1}v \in \mathbb{L}^{\alpha,2}_{L^p_0}(\Omega_{k+1})$ and Young’s inequality, for any $\varepsilon > 0$, we have

$$\|g_{k,1,2}\|_{L^p_{\eta_k}(\Omega_{k+1})} \leq N \|\eta'_k\|_{L^\infty} \|\eta''_k\|_{L^\infty} \|v\|_{L^p((t_1-4,t_1) \times B_{3/4}(x_0))}$$

$$\quad + \varepsilon \|\eta''_k(\eta_{k+1}v_1)\|_{L^p_{\eta_k}(\Omega_{k+1})} + N \varepsilon^{-1} \|\eta''_k\|_{L^\infty}^2 \|\eta_{k+1}v_1\|_{L^p(\Omega_{k+1})}, \quad (3.16)$$

where $N = N(\alpha, d, p_0)$.

Recall the definition of $g_{k,2}$ in (3.14). For $j \geq 2$, $t \in (t_1 - 1, t_1)$, and $s \in (t_1 - j - 1, t_1 - j)$, it is easily seen that $t - s > (j - 1) > (j + 1)/4$. Thus,

$$|g_{k,2}(t,x)| \leq \int_{-\infty}^{t_1-2} (t-s)^{-\alpha-1}|v(s,x)| \, ds \leq \sum_{j=2}^{\infty} \int_{t_1-j-1}^{t_1-j} (t-s)^{-\alpha-1}|v(s,x)| \, ds$$

$$\quad \leq N(\alpha) \sum_{j=2}^{\infty} \int_{t_1-j-1}^{t_1-j} (j+1)^{-\alpha-1}|v(s,x)| \, ds.$$
Therefore, by Hölder’s inequality,
\[
\|g_k\|_{L^{p_0}(\Omega_{k+1})} \leq N \sum_{j=2}^{\infty} (j + 1)^{-(\alpha + 1)} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j) \times B_{1/2})}
\leq N \sum_{j=2}^{\infty} (j + 1)^{-(\alpha + 1)} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j) \times B_1)},
\]
where \(N = N(\alpha, d, p_0)\). Combining (3.15), (3.16), and (3.17), we get
\[
\|g_k\|_{L^{p_0}(\Omega_{k+1})} \leq N(\alpha)\|g_k\|_{L^{p_0}(\Omega_{k+1})} + N(\alpha)\|g_{k,1}\|_{L^{p_0}(\Omega_{k+1})}
\leq N \sum_{j=2}^{\infty} (j + 1)^{-\alpha - 1/2} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j) \times B_1)}
\]
\[
+ N\|\eta_k\|_{L^{\infty}} \sum_{j=0}^{3} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j) \times B_1)}
\]
\[
+ N\|\eta_k\|_{L^{\infty}} \|\eta_k\|_{L^{\infty}} \sum_{j=0}^{3} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j) \times B_1)}
\]
\[
+ \varepsilon \|\partial_t^p (\eta_k + 1)v\|_{L^{p_0}(\Omega_{k+1})} + N\varepsilon^{-1} \|\eta_k\|_{L^{\infty}}^2 \|\eta_{k+1}v\|_{L^{p_0}(\Omega_{k+1})},
\]
(3.18)
where \(N = N(\alpha, d, p_0)\).

Step 3. Multiplying both sides of (3.11) by \(\varepsilon^k\), summing over \(k = 0, 1, \ldots\), and using (3.18), we get
\[
\sum_{k=0}^{\infty} \varepsilon^k \|\eta_kv\|_{H^{p_0,2}(\Omega_k)} \leq N\|v\|_{L^{p_0}(\Omega_\infty)} \sum_{k=0}^{\infty} 2^k \varepsilon^k + \sum_{k=0}^{\infty} \varepsilon^k \|g_k\|_{L^{p_0}(\Omega_{k+1})}
\leq N\|v\|_{L^{p_0}(\Omega_\infty)} \sum_{k=0}^{\infty} 2^k \varepsilon^k + N \sum_{j=2}^{\infty} (j + 1)^{-\alpha - 1/2} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j) \times B_1)} \sum_{k=0}^{\infty} \varepsilon^k
\]
\[
+ N \sum_{j=0}^{3} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j) \times B_1)} \sum_{k=0}^{\infty} \varepsilon^k 2^{2k}
\]
\[
+ \sum_{k=0}^{\infty} \varepsilon^{k+1} \|\partial_t^p (\eta_{k+1}v)\|_{L^{p_0}(\Omega_{k+1})} + N\|v\|_{L^{p_0}(\Omega_\infty)} \varepsilon^{-1} \sum_{k=0}^{\infty} \varepsilon^k 2^{2k},
\]
(3.19)
where \(N = N(d, \delta, \alpha, p_0)\). Picking \(\varepsilon < 1/8\) such that \(\sum_{k=0}^{\infty} \varepsilon^k 2^{2k} < \infty\), and absorbing the second last summation to the left-hand side of (3.19), we derive
\[
\|\eta_0v\|_{H^{p_0,2}_{\Omega_0}} \leq N \sum_{j=1}^{\infty} j^{-\alpha - 1} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j + 1) \times B_1)}.
\]
Therefore, by using the Sobolev embedding
\[
H^{p_0,2}_{\Omega_0}((t_1 - 1, t_1) \times B_{1/2}) \hookrightarrow W^{1,2}_{p_0,0}((t_1 - 1, t_1) \times B_{1/2}) \hookrightarrow L^{p_1}((t_1 - 1, t_1) \times B_{1/2}),
\]
we conclude
\[
\|v\|_{L^{p_1}(Q_{1/2}(t_1, 0))} = \|\eta_0v\|_{L^{p_1}(Q_{1/2}(t_1, 0))} \leq \|\eta_0v\|_{L^{p_1}((t_1 - 1, t_1) \times B_{1/2})}
\leq N \|\eta_0v\|_{H^{p_0,2}_{\Omega_0}((t_1 - 1, t_1) \times B_{1/2})} \leq N \sum_{j=1}^{\infty} j^{-\alpha - 1} \|v\|_{L^{p_0}((t_1 - j -1, t_1 - j + 1) \times B_1)},
\]
(3.20)
Furthermore, by redefining \( \tilde{\rho}_0 \) place of the lower bounds of the integrals in (3.13) become \( t \) the integral in (3.14) becomes \( w \) we take cutoff functions

\[
\text{Remark. See [5, Lemma 4.1] for details. The proposition is proved. □}
\]

Replacing \( N \) with \( \tilde{\rho}_0 \), then \( \|v\|_{L^p((0,t_1) \times B_{3/4})} \) follows from replacing \( v \) with \( Dv \) into (3.20) to conclude

\[
[v]_{C^{\alpha/2,\sigma}(Q_1/2(t_1,0))} \leq N \sum_{j=1}^{\infty} j^{-\alpha-1} \|v\|_{L^{p_0}((t_1-j, t_1-j+1) \times B_1)}, \tag{3.21}
\]

where \( N = N(d, \delta, \alpha, p_0) \).

**Step 4.** It remains to prove \( D^2v \in \mathbb{H}_{p_0,0}^{\alpha/2}((0, t_1) \times B_{3/4}) \). If so, (3.5) and (3.6) follow from replacing \( v \) with \( D^2v \) into (3.20) and (3.21). Note that by [3, Lemma 4.3], \( (Dv)^\delta = D(v^\delta) \in \mathbb{H}_{p_0,0}^{\alpha/2}((0, t_1) \times B_{3/6}) \) for \( \delta \) sufficiently small, where \( (Dv)^\delta \) and \( v^\delta \) denote the mollification in the spatial variables. It follows that

\[
(Dv)^\delta \rightarrow Dv \quad \text{in} \quad L^{p_0}((0, t_1) \times B_{3/6}).
\]

By repeating the argument in Step 3, we have

\[
\| (Dv)^\delta \|_{\mathbb{H}_{p_0,0}^{\alpha/2}((0, t_1) \times B_{3/6})} \leq N \sum_{j=1}^{\infty} j^{-\alpha-1}\| (Dv)^\delta \|_{L^{p_0}((t_1-j, t_1-j+1) \times B_{7/8})}
\leq N \sum_{j=1}^{\infty} j^{-\alpha-1}\| (Dv)^\delta \|_{L^{p_0}((0, t_1) \times B_{7/8})},
\]

where \( N = N(d, \delta, \alpha, p_0) \). Therefore, \( (Dv)^\delta \) is Cauchy in \( \mathbb{H}_{p_0,0}^{\alpha/2}((0, t_1) \times B_{3/6}) \), which implies

\[
Dv \in \mathbb{H}_{p_0,0}^{\alpha/2}((0, t_1) \times B_{3/6}).
\]

Replacing \( Dv \) with \( D^2v \) and repeating the above process, we conclude

\[
D^2v \in \mathbb{H}_{p_0,0}^{\alpha/2}((0, t_1) \times B_{3/4}).
\]

Finally, the statement \( v \in \mathbb{H}_{p_0,0}^{\alpha/2}((0, t_1) \times B_{1/2}) \) follows from a mollification argument. See [5, Lemma 4.1] for details. The proposition is proved. □

**Remark 3.5.** By slightly modifying the proof of (3.20), we derive an estimate that will be used later in Proposition 3.8. For \( w \in \mathbb{H}_{p_0,0}^{\alpha/2}((0, t_0) \times B_1) \) satisfying (3.1), if we take cutoff functions \( \eta_k \) defined in (3.9) and \( g_k, \Omega_k \) defined in (3.10) with \( w \) in place of \( v \), then \( \partial_t^\alpha (w\eta_k) - \Delta(w\eta_k) = f(\eta_k + g_k) \). Similar to (3.11), we have

\[
\| \eta_k w \|_{\mathbb{H}_{p_0}^{\alpha/2}(\Omega_k)} \leq N 2^{k+2} \|w\|_{L^{p_0}(\Omega_{\infty})} + N \|f\|_{L^{p_0}(\Omega_{\infty})} + N \|g_k\|_{L^{p_0}(\Omega_{k+1})}. \tag{3.22}
\]

Furthermore, by redefining \( \zeta \) in (3.12) by

\[
\zeta(t) = \begin{cases} 
1 & \text{when } t \in (t_1 - 3, t_1), \\
0 & \text{when } t \in (-\infty, t_1 - 4),
\end{cases}
\]

the lower bounds of the integrals in (3.13) become \( t_1 - 4 \), and the upper bound of the integral in (3.14) becomes \( t_1 - 3 = s_2 \), where \( s_j = t_1 - 2^j + 1 \) for \( j = 0, 1, \ldots \)
In this case, we estimate \( g_{k,1} \) similarly as in Step 2 above. However, we estimate \( g_{k,2} \) differently:

\[
|g_{k,2}(t,x)| \leq \int_{-\infty}^{t_1-3} (t-s)^{-\alpha-1}|v(s,x)| \, ds \leq \sum_{j=2}^{\infty} \int_{s_{j-1}}^{s_j} (t-s)^{-\alpha-1}|v(s,x)| \, ds \\
\leq N(\alpha) \sum_{j=2}^{\infty} \int_{s_{j-1}}^{s_j} 2^{j(-\alpha-1)}|v(s,x)| \, ds,
\]

where the last inequality is because \( t \in (t_1-1,t_1). \) Therefore, by repeating the argument in Step 3 above with (3.22), and applying the Minkowski inequality and Hölder’s inequality, we conclude

\[
(|D^2w|_{p_0})_{Q_{1/2}(t_0,0)} \leq N(|f|_{p_0})_{Q_1(t_0,0)} + N \sum_{k=0}^{\infty} 2^{-k\alpha} \|w\|_{p_0}^{1/p_0} \|w\|_{Q_{k+1/2}(s_k,s_k) \times B_1},
\]

where \( N = N(d, \delta, \alpha, p_0). \)

3.2. Estimates of \( w. \) In this subsection, we prove the existence and the estimates of \( w \) satisfying (3.1) when \( a^\alpha = \delta^\beta. \)

**Lemma 3.6.** For \( \Omega = (0,1)^d \) and \( f \in L_2(\Omega_T), \) there exists a unique \( w \in \mathbb{H}_2^\alpha(\Omega_T) \) to

\[
\partial_t^\alpha w - 4\Delta w = f \quad \text{in} \quad \Omega_T, \quad w = 0 \quad \text{on} \quad (0,T) \times \partial \Omega,
\]

and \( w \) satisfies

\[
\|w\|_{\mathbb{H}_2^\alpha(\Omega_T)} \leq N\|f\|_{L_2(\Omega_T)}.
\]

**Proof.** We use the method of separation of variables to construct \( w \) explicitly. Since \( f \in L_2((0,t_0) \times \Omega), \) we write

\[
f(t,x^1,\ldots,x^d) = \sum_{n_1,n_2,\ldots,n_d=1}^{\infty} f_{n_1,\ldots,n_d}(t) \sin(n_1\pi x^1) \cdots \sin(n_d\pi x^d).
\]

By orthogonality,

\[
f_{n_1,\ldots,n_d}(t) = 2^d \int_0^1 \cdots \int_0^1 \sin(n_1\pi x^1) \cdots \sin(n_d\pi x^d) f(t,x) \, dx.
\]

We take

\[
w(t,x^1,\ldots,x^d) = \sum_{n_1,n_2,\ldots,n_d=1}^{\infty} w_{n_1,\ldots,n_d}(t) \sin(n_1\pi x^1) \cdots \sin(n_d\pi x^d). \tag{3.23}
\]

Then,

\[
\partial_t^\alpha w - 4\Delta w = \sum_{n_1,\ldots,n_d=1}^{\infty} \left[ \partial_t^\alpha w_{n_1,\ldots,n_d}(t) + 4(n_1 \ldots n_d)^2 \pi^{2d} w_{n_1,\ldots,n_d}(t) \right] \sin(n_1\pi x^1) \cdots \sin(n_d\pi x^d)
\]

\[
= \sum_{n_1,n_2,\ldots,n_d=1}^{\infty} f_{n_1,\ldots,n_d}(t) \sin(n_1\pi x^1) \cdots \sin(n_d\pi x^d).
\]

To determine \( w_{n_1,\ldots,n_d}, \) it is sufficient to solve the following ODE: for \( \lambda > 0, \)

\[
\partial_t^\alpha \phi(t) + \lambda \phi(t) = f(t), \quad \phi(0) = 0, \quad \phi'(0) = 0.
\]
Let
\[ \phi(t) = \int_0^t H_{\alpha,\lambda}(t-s)f(s)\,ds, \]
where
\[ H_{\alpha,\lambda}(t) = t^{\alpha-1}E_{\alpha}(-\lambda t^\alpha), \quad \text{and} \quad E_{\alpha}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + 1)} \]
is the Mittag-Leffler function. We check that this \( \phi \) solves the differential equation. It suffices to check that
\[ L\phi = L(H_{\alpha,\lambda}) \cdot L(f) = \frac{L(f)}{s^{\alpha} + \lambda}, \tag{3.24} \]
where \( L \) denotes the Laplace transformation, and in the second equality of \( (3.24) \) we used the following proved in \cite[Lemma 3.4]{7}.

Recall that \( \partial_t^\alpha \phi = \partial_t I^{2-\alpha}(\phi') \). Therefore, \( L[\partial_t^\alpha \phi](s) = s^{\alpha}L\phi \), which implies
\[ s^{\alpha}L\phi(s) + \lambda L\phi(s) = Lf(s), \]
and we arrive at \( (3.24) \).

By \cite{15}, \( E_{\alpha}(z) \in (0, 1) \) for \( z \in (-\infty, 0) \), and thus,
\[
\|H_{\alpha,\lambda} \cdot \chi(0,T)\|_{L_1(\mathbb{R})} = I^\alpha E_{\alpha}(-\lambda \alpha)(T) = \frac{1}{\Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1}E_{\alpha}(-\lambda s^\alpha)\,ds \\
= \frac{1}{\Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1} \sum_{k=0}^{\infty} (-\lambda)^k \frac{s^{ak}}{\Gamma(ak+1)}\,ds \\
= \frac{1}{\Gamma(\alpha)} \sum_{k=0}^{\infty} \frac{(-\lambda)^k}{\Gamma(ak+1)} \int_0^T (T-s)^{\alpha-1} s^{ak}\,ds \\
= \frac{1}{\Gamma(\alpha)} \sum_{k=0}^{\infty} (-\lambda)^k \frac{T^{\alpha(k+1)} \Gamma(ak+1) \Gamma(ak+1+1)}{\Gamma(ak+1) \Gamma(ak+1+1)} = \lambda^{-1}(1 - E_{\alpha}(-\lambda T^\alpha)).
\]

Also note that
\[
|\phi(t)| \leq \int_{-\infty}^{\infty} |H_{\alpha,\lambda}(t-s) \cdot \chi_{t-s \in (0,T)}| \cdot |f(s) \cdot \chi_{s \in (0,T)}|\,ds.
\]

By Young’s inequality,
\[
\|\phi\|_{L^2(0,T)} \leq \|f \cdot \chi_{s \in (0,T)}\|_{L^2(\mathbb{R})} \cdot \|H_{\alpha,\lambda} \cdot \chi_{(0,T)}\|_{L_1(\mathbb{R})} \leq \lambda^{-1} \|f\|_{L^2(0,T)},
\]
and
\[
\|\partial_t^\alpha \phi\|_{L^2(0,T)} \leq \|f\|_{L^2(0,T)} + \|\phi\|_{L^2(0,T)} \leq 2\|f\|_{L^2(0,T)}.
\]

Thus, we have
\[
\|w_{n_1,\ldots,n_d}\|_{L^2(0,T)} \leq (n_1 \pi \cdot n_d \pi)^{-2} \|f_{n_1,\ldots,n_d}\|_{L^2(0,T)},
\]
and
\[
\|\partial_t^\alpha w_{n_1,\ldots,n_d}\|_{L^2(0,T)} \leq 2\|f_{n_1,\ldots,n_d}\|_{L^2(0,T)}.
\]

It follows that \( w \in \mathbb{H}_{\alpha,\beta}^2(\Omega_T) \) and
\[
\|w\|_{\mathbb{H}_{\alpha,\beta}^2(\Omega_T)} \leq N\|f\|_{L^2(\Omega_T)}.
\]
Thus, the lemma is proved. \qed

**Lemma 3.7.** Let \( p_0 \in (1, 2), \Omega = (-1, 1)^d, \) and \( f \in L_2(\Omega_T) \). There exists a unique \( w \in \mathbb{H}^{\alpha,\frac{d}{2}}(\Omega_T) \) to
\[
\partial^a_t w - \Delta w = f \quad \text{in} \quad \Omega_T, \quad w = 0 \quad \text{on} \quad (0, T) \times \partial \Omega,
\] (3.25)
and \( w \) satisfies
\[
\|w\|_{\mathbb{H}^{\alpha,\frac{d}{2}}(\Omega_T)} \leq N\|f\|_{L_{p_0}(\Omega_T)},
\]
where \( N = N(d, p_0, \alpha) \).

**Proof.** Let \( \tilde{f}(t, y^1, \ldots, y^d) = f(t, 2y^1 - 1, \ldots, 2y^d - 1) \) for \((y^1, \ldots, y^d) \in (0, 1)^d\). Clearly, \( \tilde{f} \in L_2((0, T) \times (0, 1)^d) \), and by Lemma 3.6 there exists a unique \( \tilde{w} \in \mathbb{H}^{\alpha,\frac{d}{2}}((0, T) \times (0, 1)^d) \) such that
\[
\partial^a_t \tilde{w} - 4\Delta \tilde{w} = \tilde{f} \quad \text{in} \quad (0, T) \times (0, 1)^d, \quad \tilde{w} = 0 \quad \text{on} \quad (0, T) \times \partial(0, 1)^d.
\]
Then, let \( w(t, x^1, \ldots, x^d) = \tilde{w}(t, (x^1 + 1)/2, \ldots, (x^d + 1)/2) \) for \((x^1, \ldots, x^d) \in \Omega \). It follows that \( w \) satisfies 3.25. Next, we show 3.26 by extending \( w \) to the whole space. First, we take the odd extensions of \( w \) and \( f \) to \((-1, 3)^d\), i.e., for \( x^i \in (1, 3), \)
\[
f(t, x^1, \ldots, x^d) := (-1)^i f(t, 2 - x^1, \ldots, 2 - x^d).
\]
Then, we take the periodic extensions of \( w \) and \( f \) to the whole space by extending along each spatial direction with a period of 4. Note that in order to smoothly extend the function up to the boundary, it is necessary to take the odd extension first. Let \( M \) be a positive integer and \( \eta \in C^\infty(\mathbb{R}^d), \eta \in [0, 1], \) be a cutoff function in the spatial variables so that
\[
\eta(x) = \begin{cases} 
1 & \text{when} \quad x \in (-M, M)^d, \\
0 & \text{when} \quad x \notin (-2M, 2M)^d,
\end{cases}
|D\eta| \leq (2M)^{-1}, \quad |D^2\eta| \leq (2M)^{-2}. \quad \text{Then, it follows from 3.23 that} \quad \eta \in \mathbb{H}_{p_0, 0}^{\alpha,\frac{d}{2}}(\mathbb{R}^d)
\]

and
\[
\partial^a_t (\eta w) - \Delta (\eta w) = \eta f - \Delta \eta w - 2D_i \eta D_i w.
\]
Using the result for equations with constant leading coefficients in the whole space \[7\] Theorem 2.9, we have
\[
\|D^2(\eta w)\|_{L_{p_0}(\mathbb{R}^d)} \leq N \left[ \|\eta f\|_{L_{p_0}(\mathbb{R}^d)} + \|w D_i \eta\|_{L_{p_0}(\mathbb{R}^d)} + \|D_i \eta D_j w\|_{L_{p_0}(\mathbb{R}^d)} \right],
\]
where \( N = N(d, p_0, \alpha) \). Therefore, since \( w \) is periodic,
\[
M^{d/p_0} \|D^2 w\|_{L_{p_0}(\Omega_T)} \leq N \left[ (2M)^{d/p_0} \|f\|_{L_{p_0}(\Omega_T)} + (2M)^{-2} \|w\|_{L_{p_0}(\Omega_T)} + (2M)^{-1} \|D w\|_{L_{p_0}(\Omega_T)} \right],
\]
which implies
\[
\|D^2 w\|_{L_{p_0}(\Omega_T)} \leq N \left[ \|f\|_{L_{p_0}(\Omega_T)} + M^{-2} \|w\|_{L_{p_0}(\Omega_T)} + M^{-1} \|D w\|_{L_{p_0}(\Omega_T)} \right].
\]
By sending \( M \to \infty \), we get
\[
\|D^2 w\|_{L_{p_0}(\Omega_T)} \leq N \|f\|_{L_{p_0}(\Omega_T)}.
\]
Moreover, we have
\[
\|w\|_{L_{p_0}(\Omega_T)} \leq N \|D w\|_{L_{p_0}(\Omega_T)} \leq N \|D^2 w\|_{L_{p_0}(\Omega_T)}.
\]
where the first inequality is by the boundary Poincaré inequality, and the second inequality is also by a version of the Poincaré inequality using
\[
\int_\Omega Dw(t, x) \, dx = 0.
\]
Therefore, \((3.20)\) is proved.

**Proposition 3.8.** Let \(\Omega = (-1, 1)^d\), \(p_0 \in (1, 2)\), \(f \in L_2((0, t_0) \times B_\sqrt{\delta})\), and \(w \in \mathbb{H}_{p_0, 0}^{\alpha, 2}((0, t_0) \times \Omega)\) with \(w = 0\) on \((0, t_0) \times \partial \Omega\) such that
\[
\partial_t^\alpha w - \Delta w = f \quad \text{in} \quad (0, t_0) \times \Omega.
\]
Then, for any \(t_1 \leq t_0\), we have
\[
(|D^2 w|^{p_0}_{Q_{1/2}(t_1, 0)})^{1/p_0} \leq N \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0}_{Q_{1}(t_0, 0)})^{1/p_0} \times \Omega \\
\leq N \sum_{k=0}^{\infty} 2^{-\alpha k} (|w|^{p_0}_{(s_k+1, s_k) \times B_\delta})^{1/p_0} (s_k+1, s_k) \times \Omega, \tag{3.27}
\]
where \(s_k = t_1 - 2^k + 1\) and \(N = N(\alpha, d, p_0, \delta)\).

**Proof.** Without loss of generality, we assume that \(t_1 = t_0\). By Remark \(3.5\) we have
\[
(|D^2 w|^{p_0}_{Q_{1/2}(t_0, 0)})^{1/p_0} \leq N (|f|^{p_0}_{Q_{1}(t_0, 0)})^{1/p_0} + N \sum_{k=0}^{\infty} 2^{-\alpha k} (|w|^{p_0}_{(s_k+1, s_k) \times \Omega})^{1/p_0} B_\delta,
\]
where \(N = N(d, \delta, \alpha, p_0)\). It remains to estimate
\[
A_k := (|w|^{p_0}_{(s_k+1, s_k) \times \Omega}).
\]
Take cutoff functions \(\eta_k, \zeta \in C^\infty(\mathbb{R})\) such that
\[
\eta_k(t) = \begin{cases} 
1 & \text{when } t \geq s_k+1, \\
0 & \text{when } t \leq s_k+2,
\end{cases}
\]
\[
\zeta(t) = \begin{cases} 
1 & \text{when } t \in (s_k+3, t_0), \\
0 & \text{when } t \in (-\infty, s_k+4),
\end{cases}
\]
\(|\eta_k' | \leq 2^{-k}, \ |\eta_k'' | \leq 2^{-2k}\), and \(|\zeta | \leq 1\). Furthermore, let \(w_1 = \zeta w\) and \(w_2 = w - w_1\).

By Lemma \(3.1\) it follows that \(w \eta_k \in \mathbb{H}_{p_0, 0}^{\alpha, 2}((s_k+2, t_0) \times \Omega)\), and
\[
\partial_t^\alpha (w \eta_k) - \Delta (w \eta_k) = g_k \quad \text{in} \quad (s_k+2, t_0) \times \Omega, \tag{3.29}
\]
where
\[
g_k = f \eta_k + g_{1,k} + g_{2,k},
\]
\[
g_{1,k}(t, x) = \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_{s_k+4}^{t} (s-t)^{1-\alpha} \eta_k(s) \eta_k(t)(s-t) w_1(s, x) \, ds \\
+ \frac{\alpha}{\Gamma(2 - \alpha)} \eta_k'(t) \int_{s_k+4}^{t} (t-s)^{1-\alpha} w_1(s, x) \, ds,
\]
and
\[
g_{2,k}(t, x) = \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_{s_k+4}^{t} (s-t)^{1-\alpha} \eta_k(s) \eta_k'(t)(s-t) w_1(s, x) \, ds.
\]
and
\[
g_{k,2}(t, x) = \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_{-\infty}^{s_{k+3}} (t - s)^{-\alpha - 1} \eta_k(s) - \eta_k(t)(s - t) w_2(s, x) \, ds \\
+ \frac{\alpha}{\Gamma(2 - \alpha)} \eta_k'(t) \partial_t \int_{-\infty}^{s_{k+3}} (t - s)^{1-\alpha} w_2(s, x) \, ds \\
= N \int_{-\infty}^{s_{k+3}} (t - s)^{-\alpha - 1} \eta_k(s) - \eta_k(t) w_2(s, x) \, ds.
\]

Using the fact that \( |\eta_k(s) - \eta_k(t)| = |\eta_k(t)| \) for \( s < s_{k+3} \), we have
\[
|g_{k,2}(t, x)| \leq \sum_{j=k+3}^{\infty} \int_{s_{j+1}}^{s_j} (t - s)^{-\alpha - 1} |w(s, x)| \, ds.
\]

Moreover, note that for \( t \in (s_{k+2}, s_k), s \in (s_{j+1}, s_j) \), and \( j \geq k + 3 \), we have
\[
|t - s| \geq s_{k+2} - s_j = 2^j - 2^{k+2} \geq 2^j - 2^{j-1} = 2^{j-1},
\]
and thus,
\[
|t - s|^{-\alpha - 1} \leq N(\alpha)2^{-j(\alpha+1)}.
\]

Therefore, by the Minkowski inequality and Hölder’s inequality
\[
\|g_{k,2}\|_{L_{p_0}((s_{k+2}, s_k) \times \Omega)} \leq N \sum_{j=k+3}^{\infty} 2^{-\alpha j}(3 \cdot 2^{k})^{1/p_0} \left( \int_{s_{j+1}}^{s_j} \int_{\Omega} |w|^{p_0} \right)^{1/p_0}, \tag{3.30}
\]
where \( N = N(\alpha, d) \).

For \( g_{k,1} \), we decompose
\[
g_{k,1} = g_{k,1,1} + g_{k,1,2} + g_{k,1,3},
\]
where
\[
g_{k,1,1}(t, x) = N_1(\alpha) \int_{s_{k+4}}^{t} (t - s)^{-\alpha - 1} \eta_k(s) - \eta_k(t)(s - t) w_1(s, x) \, ds,
\]
\[
g_{k,1,2}(t, x) = N_1(\alpha) \frac{\eta_k'(t)}{\eta_{k+1}(t)} \int_{s_{k+4}}^{t} (t - s)^{-\alpha} \eta_{k+1}(s) - \eta_{k+1}(t) w_1(s, x) \, ds,
\]
and
\[
g_{k,1,3}(t, x) = N_2(\alpha) \frac{\eta_k'(t)}{\eta_{k+1}(t)} \partial_t^{-\alpha - 1}(\eta_{k+1}w_1)(t, x) = N_2(\alpha) \frac{\eta_k'(t)}{\eta_{k+1}(t)} \partial_t^{-\alpha - 1}(\eta_{k+1}w)(t, x).
\]

When \( t \geq s > s_{k+1} \), we have \( \eta_k(s) = \eta_k(t) = 1 \) and \( \eta_k'(t) = 0 \), which imply
\[
\eta_k(s) - \eta_k(t) - \eta_k'(t)(s - t) = 0.
\]

Therefore, it follows
\[
|g_{k,1,1}(t, x)| \leq N \|\eta_k''\|_{L_{\infty}} \int_{s_{k+4}}^{t} (t - s)^{-\alpha + 1} |w(s, x)| 1_{s \leq s_{k+1}} \, ds \\
\leq N 2^{-2k} \int_0^{s_{k+4}} s^{-\alpha + 1} |w(t - s, x)| 1_{s \geq t - s_{k+1}} \, ds,
\]
Thus, using Lemma 3.7, and combining (3.30), (3.31), (3.32), and (3.33), we derive

\[ |g_{k,1}| \leq N2^{-2k} \int_{0}^{152^k} s^{-\alpha+1} \|w(\cdot - s, \cdot)\|_{L_p((s_k+2, s_k) \times \Omega)} \, ds \]

which implies

\[ \|g_{k,1}\|_{L_p((s_k+2, s_k) \times \Omega)} \leq N2^{-\alpha k} \sum_{j=1}^{4} \|w\|_{L_p((s_{k+j+1}, s_{k+j}) \times \Omega)}, \tag{3.31} \]

where \( N = N(\alpha, d, p_0) \).

Furthermore,

\[ |g_{k,2}(t, x)| \leq N \|\eta_k\|_{L_{\infty}} \int_{s_k+4}^{t} (t-s)^{-\alpha+1} |w(s, x)|_{s \leq s_k+2} \, ds \]

which implies that

\[ \|g_{k,2}\|_{L_p((s_k+2, s_k) \times \Omega)} \leq N2^{-\alpha k} \sum_{j=1}^{4} \|w\|_{L_p((s_{k+j+1}, s_{k+j}) \times \Omega)}, \tag{3.32} \]

where \( N = N(\alpha, d, p_0) \). For any \( \varepsilon > 0 \), using Lemma 3.3, we have

\[ \|g_{k,3}\|_{L_p((s_k+2, s_k) \times \Omega)} = N \|\eta_k\|_{L_{\infty}} \int_{s_k+4}^{t} (t-s)^{-\alpha+1} |w(s, x)|_{s \leq s_k+2} \, ds \leq N2^{-\alpha k} \sum_{j=1}^{4} \|w\|_{L_p((s_{k+j+1}, s_{k+j}) \times \Omega)}, \]
where $N = N(\alpha, d, p_0, \delta)$. Dividing both sides by the measure, we have

$$\|\eta_k w\|_{L^2_{p_0}(s_{k+2},s_k)\times\Omega}(\|s_k - s_{k+2}\|)^{-1/p_0}$$

\[\leq N(|f|_{p_0}^{1/p_0}(s_{k+2},s_k)\times\Omega) + N \sum_{j=k+1}^{\infty} 2^{-\alpha_j} A_j + N\varepsilon^{-1} \sum_{j=k+1}^{k+2} 2^{-\alpha_j} A_j \]

\[+ 6^{1/p_0} \varepsilon \|\eta_{k+1} w\|_{L^2_{p_0}(s_{k+3},s_{k+1})\times\Omega}(\|s_{k+3} - s_{k+1}\|)^{-1/p_0}. \quad (3.34)\]

For any fixed $k_0$, multiplying both sides of (3.34) by $2^{-\alpha k}$, and summing over $k = k_0, k_0 + 1, \ldots$, we get

$$\sum_{k=k_0}^{\infty} 2^{-\alpha k} \|\eta_k w\|_{L^2_{p_0}(s_{k+2},s_k)\times\Omega}(\|s_k - s_{k+2}\|)^{-1/p_0}$$

\[\leq N \sum_{k=k_0}^{\infty} 2^{-\alpha k} (|f|_{p_0}^{1/p_0}(s_{k+2},s_k)\times\Omega) + N \sum_{k=k_0}^{\infty} 2^{-\alpha k} \sum_{j=k+1}^{\infty} 2^{-\alpha_j} A_j \]

\[+ 6^{1/p_0} \varepsilon \sum_{k=k_0}^{\infty} 2^{-\alpha k} \|\eta_{k+1} w\|_{L^2_{p_0}(s_{k+3},s_{k+1})\times\Omega}(\|s_{k+3} - s_{k+1}\|)^{-1/p_0} \]

\[+ N\varepsilon^{-1} \sum_{k=k_0}^{\infty} 2^{-\alpha k} \sum_{j=k+1}^{k+2} 2^{-\alpha_j} A_j. \quad (3.35)\]

By picking $\varepsilon$ sufficiently small so that $6^{1/p_0} \varepsilon 2^\alpha \leq 1/2$, (3.35) becomes

$$\sum_{k=k_0}^{\infty} 2^{-\alpha k} \|\eta_k w\|_{L^2_{p_0}(s_{k+2},s_k)\times\Omega}(\|s_k - s_{k+2}\|)^{-1/p_0}$$

\[\leq N \sum_{k=k_0}^{\infty} 2^{-\alpha k} (|f|_{p_0}^{1/p_0}(s_{k+2},s_k)\times\Omega) + N \sum_{k=k_0}^{\infty} 2^{-\alpha k} \sum_{j=k+1}^{\infty} 2^{-\alpha_j} A_j \]

\[+ \frac{1}{2} \sum_{k=k_0}^{\infty} 2^{-\alpha(k+1)} \|\eta_{k+1} w\|_{L^2_{p_0}(s_{k+3},s_{k+1})\times\Omega}(\|s_{k+3} - s_{k+1}\|)^{-1/p_0}. \quad (3.36)\]

By absorbing the third term to the left-hand side of (3.36), we conclude

$$\sum_{k=k_0}^{\infty} 2^{-\alpha k} A_k \leq \sum_{k=k_0}^{\infty} 2^{-\alpha k} \|\eta_k w\|_{L^2_{p_0}(s_{k+2},s_k)\times\Omega}(\|s_k - s_{k+2}\|)^{-1/p_0}$$

\[\leq N \sum_{k=k_0}^{\infty} 2^{-\alpha k} (|f|_{p_0}^{1/p_0}(s_{k+2},s_k)\times\Omega) + N \sum_{k=k_0}^{\infty} 2^{-\alpha k} \sum_{j=k+1}^{\infty} 2^{-\alpha_j} A_j \]

\[\leq N \sum_{k=k_0}^{\infty} 2^{-\alpha k} (|f|_{p_0}^{1/p_0}(s_{k+2},s_k)\times\Omega) + N \sum_{j=k+1}^{\infty} 2^{-\alpha_j} A_j \sum_{k=k_0}^{\infty} 2^{-\alpha k} \]

\[\leq N \sum_{k=k_0}^{\infty} 2^{-\alpha k} (|f|_{p_0}^{1/p_0}(s_{k+2},s_k)\times\Omega) + \frac{N2^{-\alpha k_0}}{1-2^{-\alpha}} \sum_{j=k_0+1}^{\infty} 2^{-\alpha_j} A_j. \quad (3.37)\]
where \( N = N(\alpha, d, p_0, \delta). \) By picking \( k_0 \) sufficiently large so that \( \frac{N - \alpha k_0}{2} \leq 1/2, \) we have
\[
\sum_{k=k_0}^{\infty} 2^{-\alpha k} A_k \leq N \sum_{k=k_0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+2, s_k)} \times \Omega.
\]
Therefore, by induction,
\[
\sum_{k=0}^{\infty} 2^{-\alpha k} A_k \leq N(\alpha, d, p_0, \delta) \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+2, s_k)} \times \Omega.
\]
Indeed, if there exists \( N = N(\alpha, d, p_0, \delta) \) such that
\[
\sum_{k=j}^{\infty} 2^{-\alpha k} A_k \leq N \sum_{k=j}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+2, s_k)} \times \Omega,
\]
for \( j = 1, 2, \ldots, k_0, \) then, by (3.37),
\[
\sum_{k=j-1}^{\infty} 2^{-\alpha k} A_k \leq N \sum_{k=j-1}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+2, s_k)} \times \Omega + \left( N \frac{2^{-\alpha k_0}}{1 - 2^{-\alpha}} \right) \sum_{k=j}^{\infty} 2^{-\alpha k} A_k
\]
\[
\leq N \sum_{k=j-1}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+2, s_k)} \times \Omega = N \sum_{k=j-1}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+2, s_k)} \times \Omega.
\]
Finally, by (3.28) and (3.38),
\[
(|D^2 u|^{p_0})^{1/p_0}_{Q_{1/2}(t_1, 0)} \leq N \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+1, s_k)} \times \Omega
\]
\[
\leq N \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+1, s_k)} \times B_{r/2}(x_0),
\]
where \( N = N(\alpha, d, p_0, \delta). \) The proposition is proved. \( \square \)

3.3. Estimates of \( u. \) By combining the estimates of \( v \) and \( w, \) we derive the mean oscillation estimates for \( u \) in this subsection.

**Proposition 3.9.** Let \( p_0 \in (1, 2), \ T \in (0, \infty), \) and \( a^{ij} \) be constant. If \( u \in H^{\alpha, 2}_{p_0, 0, \text{loc}}(\mathbb{R}^d_T) \) satisfies
\[
\partial_t^2 u - a^{ij} D_{ij} u = f \quad \text{in} \quad \mathbb{R}^d_T.
\]
Then, for any \( (t_0, x_0) \in (0, T] \times \mathbb{R}^d, \ r \in (0, \infty), \) and \( \kappa \in (0, 1/4), \) we have
\[
(|D^2 u - (D^2 u)_{(t_0-(\kappa r)^{2/\alpha}, t_0)} \times B_{\alpha r}(x_0))|_{(t_0-(\kappa r)^{2/\alpha}, t_0)} \times B_{\alpha r}(x_0)
\]
\[
\leq N \kappa^\alpha \sum_{k=0}^{\infty} 2^{-k\alpha} (|D^2 u|^{p_0})^{1/p_0}_{(t_0-2k^{2/\alpha}, t_0)} \times B_{\alpha r}(x_0)
\]
\[
+ N \kappa^{-(d+2/\alpha)/p_0} \sum_{k=0}^{\infty} 2^{-k\alpha} (|f|^{p_0})^{1/p_0}_{(t_0-2k^{2/\alpha}, t_0)} \times B_{\alpha r}(x_0), \tag{3.39}
\]
where \( \sigma = \sigma(d, \alpha, p_0) \) and \( N = N(d, \delta, \alpha, p_0). \)

**Proof.** The proof is similar to that of [5] Proposition 4.7, where \( \alpha \) is taken to be smaller than 1.

**Step 1.** We start with the case when \( a^{ij} = \delta^{ij}. \) By shifting and scaling, we also assume \( x_0 = 0 \) and \( r = 1. \) Let \( \Omega = (-1, 1)^d \) be a cube in \( \mathbb{R}^d \) such that
\[ B_1 \subseteq \Omega \subseteq B_{r/2} \]. Then, by Lemma 3.7 there exists \( w \in H^{\alpha/2}_{p_0,0}((0,t_0) \times \Omega) \) with \( w = 0 \) on \((0,t_0) \times \partial \Omega\) satisfying
\[ \partial_t^\alpha w - \Delta w = f \quad \text{in} \quad (0,t_0) \times \Omega. \]

By taking \( v = u - w \in H^{\alpha/2}_{p_0,0}((0,t_0) \times \Omega) \), we have
\[ \partial_t^\alpha v - \Delta v = 0 \quad \text{in} \quad (0,t_0) \times \Omega. \]

Next, by Hölder’s inequality,
\[
\begin{align*}
(|D^2 v - (D^2 u)Q_{s_0}((t_0,0))|)_{Q_{s_0}(t_0,0)} 
& \leq (|D^2 v - (D^2 u)Q_{s_0}((t_0,0))|)_{Q_{s_0}(t_0,0)} + N \kappa^{-(d+2/\alpha)/p_0}(|D^2 w|^{p_0})_{Q_{1/2}(t_0,0)^{1/p_0}}. 
\end{align*}
\]  

(3.40)

Step 2. We focus on the estimate of the first term in the right-hand side of (3.40) since the estimate of the second term in given by (3.27).

It is easily seen that
\[
(|D^2 v - (D^2 u)Q_{s_0}((t_0,0))|)_{Q_s(t_0,0)} \leq N \kappa^{1/2}(|D^2 v|_{C^{\alpha/2,\alpha}(Q_{1/4}(t_0,0))}).
\]  

(3.41)

and by applying Proposition 3.3 with \( r = 1/2 \) together with the triangle inequality, we have
\[
[D^2 v]_{C^{\alpha/2,\alpha}(Q_{1/4}(t_0,0))} \leq N \sum_{j=1}^{\infty} j^{-1-(1+\alpha)}(|D^2 v|^{p_0})_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)^{1/p_0}}.
\]

(3.42)

It remains to estimate the summation involving \( D^2 w \) in (3.42). For \( j = 1, 2, \ldots \) and \( s^j = t_0 - (j-1)2^{-2/\alpha} - 2k + 1 \), by (3.27), we have
\[
(|D^2 w|^{p_0})_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)^{1/p_0}} \leq N \sum_{k=0}^{\infty} 2^{-\alpha k}(|f|^{p_0})_{(s^j\uparrow s^j, s^j) \times B_{r/2}}^{1/p_0}.
\]

It follows that
\[
\sum_{j=1}^{\infty} j^{-(1+\alpha)}(|D^2 w|^{p_0})_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)^{1/p_0}}
\leq N \sum_{j=1}^{\infty} j^{-(1+\alpha)} \sum_{k=0}^{\infty} 2^{-\alpha k}(|f|^{p_0})_{(s^j\uparrow s^j, s^j) \times B_{r/2}}^{1/p_0}
= N \sum_{m=1}^{\infty} \sum_{j \in \mathbb{N}} j^{-(1+\alpha)} \sum_{k=0}^{\infty} 2^{-\alpha k}(|f|^{p_0})_{(s^j\uparrow s^j, s^j) \times B_{r/2}}^{1/p_0}.
\]

Moreover, observe that for \( m - 1 \leq (j-1)2^{-2/\alpha} < m \),
\[
(s^j\uparrow s^j, s^j) \subset (t_0 - 2k+1 + 1 - m, t_0 - m + 1).
\]

Then, for \( s^j = t_0 - 2k + 1 \),
\[
(|f|^{p_0})_{(s^j\uparrow s^j, s^j) \times B_{r/2}}^{1/p_0} \leq 2^{1/p_0}(|f|^{p_0})_{(s^j\uparrow s^j, t_0-m+1) \times B_{r/2}}^{1/p_0}.
\]  

(3.43)
Thus, by using (3.43) and Hölder’s inequality,

\[
\sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 w|^{p_0})^{1/p_0}_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)} \\
\leq N \sum_{m=1}^{\infty} \sum_{j \in \mathbb{N}} j^{-(1+\alpha)} \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+m, t_0-m+1) \times B_{\sqrt{\alpha}}} \\
\leq N \sum_{m=1}^{\infty} 2^{-l(1+\alpha)} \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(s_k+m, t_0-m+1) \times B_{\sqrt{\alpha}}} \\
= N \sum_{l=0}^{\infty} 2^{-l(1+\alpha)} \sum_{k=0}^{\infty} 2^{-\alpha k} \left[ \sum_{m=2^l}^{2^{l+1}-1} (|f|^{p_0})^{1/p_0}_{(s_k+m, t_0-m+1) \times B_{\sqrt{\alpha}}} \right]^{1/p_0} \quad (3.44)
\]

Furthermore, for the most inner sum of (3.44), we have

\[
\sum_{m=2^l}^{2^{l+1}-1} (|f|^{p_0})^{1/p_0}_{(s_k+m, t_0-m+1) \times B_{\sqrt{\alpha}}} \\
= 2^{-l} 2^{-(k+1)} \sum_{m=2^l}^{2^{l+1}-1} \int_{s_k+m}^{t_0-m+1} \int_{B_{\sqrt{\alpha}}} |f|^{p_0} dx dt \\
= 2^{-l} 2^{-(k+1)} \sum_{m=2^l}^{2^{l+1}-1} \sum_{i=0}^{2^{l+1}-1} \int_{s_k+m-i}^{t_0-m-i} \int_{B_{\sqrt{\alpha}}} |f|^{p_0} dx dt \\
\leq 2^{-l} 2^{\min(l,k)} \sum_{m=2^l}^{2^{l+1}-1} \int_{s_k+m}^{t_0-m+1} \int_{B_{\sqrt{\alpha}}} |f|^{p_0} dx dt \\
\leq \begin{cases} 
4(|f|^{p_0})_{(t_0-2^{l+2}+2, t_0)} \times B_{\sqrt{\alpha}} & \text{for } l \geq k, \\
4(|f|^{p_0})_{(t_0-2^{k+2}+2, t_0)} \times B_{\sqrt{\alpha}} & \text{for } k > l. 
\end{cases} \quad (3.45)
\]

From (3.44) and (3.45), it follows that

\[
\sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2 w|^{p_0})^{1/p_0}_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)} \\
\leq N \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(t_0-2^{k+2}+2, t_0)} \times B_{\sqrt{\alpha}}. \quad (3.46)
\]
Thus, by (3.41), (3.42), and (3.40).

\[
(|D^2v - (D^2v)_{Q_\sigma(t_0,0)}|)_{Q_\sigma(t_0,0)} \leq N\kappa^\sigma \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2u|^{p_0})^{1/p_0}_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)} \\
+ N\kappa^\sigma \sum_{k=1}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(t_0-2^k+2,t_0)\times B_{\sqrt{\alpha}}},
\]

(3.47)

Step 3. By (3.40), (3.47), and (3.27), we conclude

\[
(|D^2u - (D^2u)_{Q_\sigma(t_0,0)}|)_{Q_\sigma(t_0,0)} \\
\leq (|D^2v - (D^2v)_{Q_\sigma(t_0,0)}|)_{Q_\sigma(t_0,0)} + N\kappa^{-(d+2/\alpha)/p_0} (|D^2w|^{p_0})^{1/p_0}_{Q_{1/2}(t_0,0)} \\
\leq N\kappa^\sigma \sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2u|^{p_0})^{1/p_0}_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)} \\
+ N\kappa^{-(d+2/\alpha)/p_0} \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|^{p_0})^{1/p_0}_{(t_0-2^k,t_0)\times B_{\sqrt{\alpha}}},
\]

(3.48)

where \( N = N(d, \delta, \alpha, p_0) \). For the first term on the right-hand side of (3.48), by Hölder’s inequality for \( l_{p_0} \),

\[
\sum_{j=1}^{\infty} j^{-(1+\alpha)} (|D^2u|^{p_0})^{1/p_0}_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)} \\
\leq \sum_{k=0}^{\infty} \sum_{j=2^k}^{2^{k+1}-1} 2^{-k(1+\alpha)} (|D^2u|^{p_0})^{1/p_0}_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)} \\
\leq \sum_{k=0}^{\infty} 2^{-k\alpha} \left( 2^{-k} \sum_{j=2^k}^{2^{k+1}-1} (|D^2u|^{p_0})^{1/p_0}_{Q_{1/2}(t_0-(j-1)2^{-2/\alpha},0)} \right) \\
\leq N \sum_{k=0}^{\infty} 2^{-k\alpha} (|D^2u|^{p_0})^{1/p_0}_{(t_0-2^k,0)\times B_{1/2}}.
\]

(3.49)

Therefore, (3.39) follows from (3.48) and (3.49) when \( a^{ij} = \delta^{ij} \) and \( r = 1 \).

Step 4. For general \( a^{ij} \)'s, we apply a change of variables. Replacing \( a^{ij} \) with \((a^{ij} + a^{ji})/2\), without loss of generality, we may assume that \( A = (a^{ij}) \) is symmetric and positive definite. Then, there exists a symmetric and invertible \( A^{1/2} \). Let

\[
\tilde{u}(t, y) = u(t, A^{1/2}y) \quad \text{in} \quad \mathbb{R}^d_T \quad \text{and} \quad y_0 = A^{-1/2}x_0.
\]

Therefore,

\[
\partial_t^2 \tilde{u} - \Delta \tilde{u} = \tilde{f} \quad \text{in} \quad \mathbb{R}^d_T
\]

and

\[
(|D^2\tilde{u} - (D^2\tilde{u})_{Q_\sigma(t_0,y_0)}|)_{Q_\sigma(t_0,y_0)} \\
\leq N\kappa^\sigma \sum_{k=0}^{\infty} 2^{-k\alpha} (|D^2\tilde{u}|^{p_0})^{1/p_0}_{(t_0-2^k/2,0)\times B_{1/2}(y_0)} \\
+ N\kappa^{-(d+2/\alpha)/p_0} \sum_{k=0}^{\infty} 2^{-\alpha k} (|\tilde{f}|^{p_0})^{1/p_0}_{(t_0-2^k+2,0)\times B_{\sqrt{\alpha}}(y_0)}.
\]
It follows that
\[
(D^2u - (D^2u)_{(t_0 - (\kappa r)^{2/\alpha}, t_0)} \times B_{\delta r}(x_0))
\leq N\kappa^\sigma \sum_{k=0}^\infty 2^{-k\alpha} \left( |D^2u|^{\rho_0} \right)^{1/\rho_0}_{(t_0 - 2^k(r/2)^{2/\alpha}, t_0)} \times B_{\delta - 1/2}(x_0)
+ N\kappa^{-(d+2/\alpha)/\rho_0} \sum_{k=0}^\infty 2^{-nk}(\|f\|^{\rho_0})^{1/\rho_0}_{(t_0 - 2^k(r/2)^{2/\alpha}, t_0)} \times B_{\delta - 1/2}(x_0),
\]
where we used the ellipticity condition of $a^{ij}$'s to derive
\[
B_{\delta r}(x_0) \subset A^{1/2}(B_r(y_0)) \subset B_{\delta - 1/2}(x_0),
\]
and
\[
|B_{\delta - 1/2}(x_0)| \leq N(d, \delta)|A^{1/2}(B_r(y_0))| \leq N(d, \delta)|B_{\delta r}(x_0)|
\]
for any $r > 0$. The proposition is proved.

\[\qed\]

4. Proof of Theorem 2.6

In this section, with the mean oscillation estimate (3.39), we will prove Theorem 2.6 by using the sharp function theorem and the maximal function theorem.

**Proposition 4.1.** Let $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $|u|_{p, q} \leq K_1$. There exist $p_0 = p_0(d, p, q, K_1) \in (1, 2)$ and $\mu = \mu(d, p, q, K_1) \in (1, \infty)$ such that
\[
p_0 < p_0 \mu < \min\{p, q\}
\]
and the following holds. If $u \in H^{\alpha, 2}_{p, q, w, 0}(\mathbb{R}^d_T)$ is supported on $(0, T) \times B_{\xi R_0}(x_1)$ for some $x_1 \in \mathbb{R}^d$ and $\xi > 0$, and satisfies
\[
\partial_t^\alpha u - a^{ij}(t, x)D_{ij}u = f \quad \text{in} \quad \mathbb{R}^d_T,
\]
where the coefficients $a^{ij}(t, x)$'s satisfy Assumption 2.2 ($\gamma_0$), then for any $r \in (0, \infty)$, $\kappa \in (0, 1/4)$, and $(t_0, x_0) \in (0, T) \times \mathbb{R}^d$, we have
\[
\left( |D^2u - (D^2u)_{(t_0 - (\kappa r)^{2/\alpha}, t_0)} \times B_{\delta r}(x_0)) \right)^{1/\rho_0}_{(t_0 - (\kappa r)^{2/\alpha}, t_0)} \times B_{\delta - 1/2}(x_0)
\leq N\kappa^\sigma \sum_{k=0}^\infty 2^{-k\alpha} \left( |D^2u|^{\rho_0} \right)^{1/\rho_0}_{(t_0 - 2^k(r/2)^{2/\alpha}, t_0)} \times B_{\delta - 1/2}(x_0)
+ N\kappa^{-(d+2/\alpha)/\rho_0} \sum_{k=0}^\infty 2^{-nk}(\|f\|^{\rho_0})^{1/\rho_0}_{(t_0 - 2^k(r/2)^{2/\alpha}, t_0)} \times B_{\delta - 1/2}(x_0),
\]
where $\nu = \mu/(\mu - 1)$, $\gamma_0 = p_0/(p_0 - 1)$, and $N = N(d, \delta, \alpha, p, q, K_1)$. The functions $u$ and $f$ are defined to be zero whenever $t \leq 0$.

**Proof.** For the given $w_1 \in A_p(\mathbb{R}, dt)$ and $w_2 \in A_q(\mathbb{R}^d, dx)$, using reverse Hölder’s inequality for $A_p$ weights, we pick $\sigma_1 = \sigma_1(d, p, K_1)$ and $\sigma_2 = \sigma_2(d, q, K_1)$ such that $p - \sigma_1 > 1$, $q - \sigma_2 > 1$, and
\[
w_1 \in A_{p-\sigma_1}(\mathbb{R}, dt), \quad w_2 \in A_{q-\sigma_2}(\mathbb{R}^d, dx).
Take $p_0, \mu \in (1, \infty)$ so that

$$p_0\mu = \min\left\{ \frac{p}{p - \sigma_1}, \frac{q}{q - \sigma_2} \right\} > 1.$$ 

Note that

$$w_1 \in A_{p-\sigma_1} \subset A_{\frac{\mu}{p_0}\mu} \subset A_{\frac{\mu}{p_0}}(\mathbb{R}, dt)$$

and

$$w_2 \in A_{q-\sigma_2} \subset A_{\frac{\mu}{p_0}\mu} \subset A_{\frac{\mu}{p_0}}(\mathbb{R}^d, dx).$$

From these inclusions and the fact that $u \in \mathcal{H}^{\alpha, 2}_{\mathcal{P}, \mathcal{Q}, 0, 0}(\mathbb{R}^d)$, it follows that $u \in \mathcal{H}^{\alpha, 2}_{\mathcal{P}, \mathcal{Q}, 0, 0}(\mathbb{R}^d)$. See the proof of [2, Lemma 5.10].

We first consider the case when $r \geq R_1\delta/\sqrt{d}$, where $R_1 = 2^{-\alpha}R_0$. By Hölder’s inequality,

$$\left(\left|D^2u - \left(D^2u\right)_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}\right)_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}\right) \leq 2\left(\left|D^2u\right|_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}\right) - 2\left(\left|\chi_{(0,T) \times B_{\varepsilon R_0}(x)}\right|_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}\right) \leq 2\left(\left|D^2u\right|_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}\right) \leq N(d, \delta, p, q)\varepsilon^d q_{k-1}^{-d/\mu}(\left|D^2u\right|_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}).$$

Then, we consider the case when $r < R_1\delta/\sqrt{d}$. Let

$$\mathbf{\pi}^j = \int_{Q_{\delta-1,2r}(t_0, x_0)} a^{ij} dt dy$$

and

$$\partial_t^\alpha - \mathbf{\pi}^j D_{ij} u = f + (a^{ij} - \mathbf{\pi}^j) D_{ij} u := f.$$ 

By Proposition 3.3,

$$\left(\left|D^2u - \left(D^2u\right)_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}\right)_{(t_0 - (kr)^{2/\alpha}, t_0) \times B_{sr}, (x_0)}\right) \leq N\kappa^\sigma \sum_{k=0}^{\infty} 2^{-k\alpha} \left|D^2u\right|^{p_0}_{(t_0 - 2^k (r/2)^{2/\alpha}, t_0) \times B_{d_k-1}, (x_0)} + N\kappa^{-(d+2/\alpha)} \sum_{k=0}^{\infty} 2^{-k\alpha} \left|\mathbf{\pi}^j\right|^{p_0}_{(t_0 - 2^k (r/2)^{2/\alpha}, t_0) \times B_{d_k-1}, (x_0)},$$

where $N = N(d, \delta, \alpha, p, q, K_1)$. By the definition of $\tilde{f}$ and Hölder’s inequality,

$$\left(\left|\tilde{f}\right|^{p_0}_{(t_0 - 2^k r^{2/\alpha}, t_0) \times B_{d_k-1}, \mathbf{\pi}_r, (x_0)}\right) \leq \left|\tilde{f}\right|^{p_0}_{(t_0 - 2^k r^{2/\alpha}, t_0) \times B_{d_k-1}, \mathbf{\pi}_r, (x_0)} + (\left|\mathbf{\pi}^j - a^{ij}\right|^{p_0}_{(t_0 - 2^k r^{2/\alpha}, t_0) \times B_{d_k-1}, \mathbf{\pi}_r, (x_0)} + N(\alpha, d, \delta)\mu_0 2^k.$$ 

Moreover, by Lemma 2.14,

$$\left(\left|\mathbf{\pi}^j - a^{ij}\right|\right)_{(t_0 - 2^k r^{2/\alpha}, t_0) \times B_{d_k-1}, \mathbf{\pi}_r, (x_0)} \leq N(\alpha, d, \delta)\mu_0 2^k.$$
Therefore, by (4.4) and (4.5),
\[
\sum_{k=0}^{\infty} 2^{-\alpha k} (|f|_{p_0})^{1/p_0} (t_0 - 2^r 2^{p_0/k}, t_0) \times B_{k-1} \gamma \pi_r(x_0)
\leq \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|_{p_0})^{1/p_0} (t_0 - 2^r 2^{p_0/k}, t_0) \times B_{k-1} \gamma \pi_r(x_0)
\]
\[+ N_0^{1/(\nu p_0)} \sum_{k=0}^{\infty} 2^{-\alpha k} (|f|_{p_0})^{1/(\nu p_0)} (t_0 - 2^r 2^{p_0/k}, t_0) \times B_{k-1} \gamma \pi_r(x_0).
\]

Therefore, by combining both cases (4.3) and (4.6), we arrive at the estimate (4.2). The proposition is proved.

Next, we introduce the dyadic cubes as follows: for each \( n \in \mathbb{Z} \), pick \( k(n) \in \mathbb{Z} \) such that
\[ k(n) \leq \frac{2n}{\alpha} < k(n) + 1, \]
and let
\[ Q_n^i = \left[ \frac{i_0}{2k(n)} + T, \frac{i_0 + 1}{2k(n)} + T \right] \times \left[ \frac{i_1}{2n}, \frac{i_1 + 1}{2n} \right] \times \cdots \times \left[ \frac{i_d}{2n}, \frac{i_d + 1}{2n} \right] \]
(4.7)
and
\[ C_n := \{ Q_n^i = Q_n^{i_0, \ldots, i_d} \text{ : } i = (i_0, \ldots, i_d) \in \mathbb{Z}^{d+1}, i_0 \leq -1 \} . \]
Furthermore, denote the dyadic sharp function of \( g \) by
\[ g_{\#}^{i_0}(t, x) = \sup_{n \leq \infty} \int_{Q_n^i \ni (t, x)} |g(s, y) - g_{i_n}(t, x)| \, dy \, ds, \]
where
\[ g_{i_n}(t, x) = \int_{Q_n^i} g(s, y) \, dy \, ds \text{ for } (t, x) \in Q_n^i. \]

**Proposition 4.2.** Let \( \alpha \in (1, 2) \), \( T \in (0, \infty) \), \( p, q \in (1, \infty) \), \( K_1 \in [1, \infty) \), and \( |w|_{p, q} \leq K_1 \). There exist \( \gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) > 0 \) and \( \xi(d, \delta, \alpha, p, q, K_1) > 0 \) such that under Assumption 2.2, \( (\gamma_0) \), for any \( u \in \mathcal{F}^{p, q, w}_{\nu_{p, q, w}}(\mathbb{R}^d_T) \) supported on \((0, T) \times B_{\xi R_0}(x_1) \) for some \( x_1 \in \mathbb{R}^d \), satisfying (4.4), we have
\[ \|\partial^\alpha u\|_{L_{p, q, w}} + \|D^2 u\|_{L_{p, q, w}} \leq N\|f\|_{L_{p, q, w}}, \]
(4.8)
where \( \|\cdot\|_{L_{p, q, w}(\mathbb{R}^d_T)} \) and \( N = N(d, \delta, \alpha, p, q, K_1) \).

**Proof.** For any \((t_0, x_0) \in \mathbb{R}^d_T \), \( n \in \mathbb{Z} \), and \( Q_n^i \) containing \((t_0, x_0) \), there exist \( r = r(n, \alpha, d, \delta) > 0 \) and \( t_1 = \min(T, t_0 + r^{2/\alpha}/2) \in (-\infty, T) \) such that
\[ Q_n^i \subset (t_1 - r^{2/\alpha}, t_1) \times B_{\delta r}(x_0) \text{ and } |(t_1 - r^{2/\alpha}, t_1) \times B_{\delta r}(x_0)| \leq N(\alpha, d, \delta)|Q_n^i|. \]
Thus, by (1.2), we have
\[
\int_{Q_T^N(t_0,x_0)} |D^2u(s,y) - (D^2u)_n(t_0,x_0)| \, dy \, ds \\
\leq (|D^2u - (D^2u)_{(t_1-r^2/\alpha,t_1)} \times B_{r^2/\alpha}(x_0)|)_{(t_1-r^2/\alpha,t_1)} \times B_{r^2/\alpha}(x_0) \\
\leq N_\xi^{d/q_0} \kappa^{-d/q_0} |D^2u(p_0)|^{1/p_0}_{(t_1-r^2/\alpha,t_1)} \times B_{r^2/\alpha}(x_0) \\
+ N\kappa^\sigma \sum_{k=0}^\infty 2^{-k\kappa} (|D^2u(p_0)|^{1/p_0}_{(t_1-2^k(r/(2\kappa))^{2/\alpha},t_1)} \times B_{r\kappa^{-1/2}}(x_0)) \\
+ N\kappa^{-(d+2/\alpha)/p_0} \sum_{k=0}^\infty 2^{-d-k/(p_0)} (|D^2u|^{\mu_0/\kappa}_{p_0})^{1/\mu_0}_{(t_1-2^k(r/(2\kappa))^{2/\alpha},t_1)} \times B_{r\kappa^{-1/2}}(x_0).
\]
where \(N\) is independent of \(n\) and \(\kappa\), and for the first inequality, we used (2.19). Therefore, since \(\alpha > 1 > 1/p_0\), we conclude that
\[
(D^2u)_{dy}(t_0,x_0) \leq N_\xi^{d/q_0} \kappa^{-d/q_0} (\mathcal{S}\mathcal{M}|D^2u|^{p_0})^{1/p_0}_{(t_0,x_0)} \\
+ N\kappa^\sigma (\mathcal{S}\mathcal{M}|D^2u|^{p_0})^{1/p_0}_{(t_0,x_0)} \\
+ N\kappa^{-(d+2/\alpha)/p_0} \sum_{k=0}^\infty 2^{-d-k/(p_0)} (|D^2u|^{\mu_0/\kappa}_{p_0})^{1/\mu_0}_{(t_0,x_0)}.
\]
Then, by the weighted sharp function theorem [2 Corollary 2.7] and the weighted maximal function theorem for strong maximal functions [3 Theorem 5.2],
\[
\|D^2u\|_{p,q,w} \leq N(\xi^{d/q_0} \kappa^{-d/q_0} + \kappa^\sigma + \kappa^{-(d+2/\alpha)/p_0}) \|D^2u\|_{p,q,w} \\
+ N\kappa^{-(d+2/\alpha)/p_0} \|f\|_{p,q,w},
\]
where \(N = N(d,\delta,\alpha,p,q,K_1)\). Therefore, by first taking a sufficiently small \(\kappa < 1/4\), and then taking sufficiently small \(\xi,\gamma_0 > 0\) such that
\[
N(\xi^{d/q_0} \kappa^{-d/q_0} + \kappa^\sigma + \kappa^{-(d+2/\alpha)/p_0}) < 1/2,
\]
we arrive at
\[
\|D^2u\|_{L_{p,q,w}} \leq N\|f\|_{L_{p,q,w}}.
\]
Finally, the equation (4.1) together with (4.9) yields (4.8). The proposition is proved. \(\square\)

Next, we get rid of the restriction on the function in Proposition 1.2 by a partition of unity argument.

**Corollary 4.3.** Let \(\alpha \in (1,2)\), \(T \in (0,\infty)\), \(p,q \in (1,\infty)\), \(K_1 \in [1,\infty)\), and \([w]_{p,q} \leq K_1\). There exists \(\gamma_0 = \gamma_0(d,\delta,\alpha,p,q,K_1) > 0\) such that under Assumption 2.2 (\(\gamma_0\)), for any \(u \in \mathcal{H}^{2,q}_{p,q,w,0}(\mathbb{R}^d_+)\) satisfying 2.3 in \(\mathbb{R}^d_+)\), we have
\[
\|\partial_t^\alpha u\|_{p,q,w} + \|D^2u\|_{p,q,w} \leq N_0\|f\|_{p,q,w} + N_0R_0^2 \|u\|_{p,q,w},
\]
where \(N_0 = N_0(d,\delta,\alpha,p,q,K_1)\) and \(\|\|_{p,q,w} = \|\|_{L_{p,q,w}(\mathbb{R}^d_+)}\).
Proof. Case 1. We first consider the case when $p = q$ and $b^i = c = 0$. We take $\gamma_0$ and $\xi$ from Proposition 4.2 and use a partition of unity argument in the spatial variables, and to this end we find $\{x_k\} \subset \mathbb{R}^d$, $\zeta^k \geq 0$, $\zeta^k \in C_0^\infty(\mathbb{R}^d)$, supp$(\zeta^k) \subset B_{\xi R_0}/\sqrt{2}(x_k)$ and

$$1 \leq \sum_{k=1}^\infty |\zeta^k|^p \leq N(p), \quad \sum_{k=1}^\infty |D_\xi \zeta^k|^p \leq NR_0^{-p}, \quad \sum_{k=1}^\infty |D_2 \zeta^k|^p \leq NR_0^{-2p}$$

for some $N = N(d, \delta, \alpha, p, K_1)$. For $u_k(t, x) := u(t, x)\zeta^k(x)$, we have

$$\partial_t^p u_k - a^{ij} D_{ij} u_k = (\partial_t^p u)\zeta^k - (a^{ij} D_{ij} u)\zeta^k - 2a^{ij} D_t D_j u \zeta^k - a^{ij} u D_{ij} \zeta^k = f\zeta^k - 2a^{ij} D_t D_j \zeta^k - a^{ij} u D_{ij} \zeta^k.$$

Therefore, by Proposition 4.2,

$$\|\partial_t^p u_k\|_{p,w} + \|D^2 u_k\|_{p,w} \leq N\|f\zeta^k\|_{p,w} + N \sum_{i,j=1}^d \|D_1 \zeta^k D_j u\|_{p,w} + N \sum_{i,j=1}^d \|u D_{ij} \zeta^k\|_{p,w},$$

where $N = N(d, \delta, \alpha, p, K_1)$. By raising to the $p$-th power and summing in $k$, we get

$$\|\partial_t^p u\|_{p,w} + \|D^2 u\|_{p,w} \leq N_0 \|f\zeta^k\|_{p,w} + N_0 R_0^{-2p} \|u\|_{p,w} + N_0 R_0^{-p} \|Du\|_{p,w},$$

where $N_0 = N_0(d, \delta, \alpha, p, K_1)$. Therefore, (4.10) follows from the weighted interpolation inequality for the spatial variables (see for instance, [11] Lemma 3.8 (iii)).

Case 2. Then, we consider the case when $p = q$ without assuming $b^i, c = 0$. In this case, we have

$$\partial_t^p u - a^{ij} D_{ij} u = f + b^i D_i u + cu.$$

Thus, the result follows from Case 1 and the interpolation inequality for the spatial variables.

Case 3. Finally, for the general case when $p \neq q$, we use the extrapolation theorem in [2, Theorem 2.5]. See also [11] Theorem 1.4. The Corollary is proved. \qed

To prove (2.3), we need to get rid of the $u$ term on the right-hand side of (4.10). We start with the following Lemma.

Lemma 4.4. Let $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[u]_{p,q} \leq K_1$. For any $u \in H^{\alpha,2}_{p,q,w,0}(\mathbb{R}^d \times \mathbb{R}^d)$, we have

$$\|u\|_{p,q,w} \leq NT^\alpha \|\partial_t^\alpha u\|_{p,q,w},$$

where $N = N(\alpha, p, q, K_1)$ and $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\mathbb{R}^d \times \mathbb{R}^d)}$.

Proof. Note that $u = \partial_t^\alpha \partial_t^\alpha u$. Therefore, the result follows from [5] Lemma 5.5. \qed

We are ready to prove Theorem 2.6. In the following proof, we use the notation $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\mathbb{R}^d)}$ and $\|\cdot\|_{p,q,w,(\tau_1, \tau_2)} = \|\cdot\|_{L_{p,q,w}((\tau_1, \tau_2) \times \mathbb{R}^d)}$.

Proof of Theorem 2.6. We first prove the a priori estimate (2.3). By Corollary 4.3 it suffices to prove

$$\|u\|_{p,q,w} \leq N\|f\|_{p,q,w}. \quad (4.11)$$

By extending $u$ and $f$ to be zero for $t < 0$, we have

$$\partial_t^\alpha u - a^{ij} D_{ij} u - b^i D_i u - cu = f \quad \text{in} \quad (S, T) \times \mathbb{R}^d.$$
for any \( S \leq 0 \).

Take a positive integer \( m \) to be specified below. For \( j = -1, 0, \ldots, m - 1 \), set \( s_j = jT/m \), and for \( j \geq 0 \), let \( \eta_j = \eta_j(t) \) be smooth functions such that

\[
\eta_j(t) = \begin{cases} 
1 & \text{when } t \geq s_j, \\
0 & \text{when } t \leq s_{j-1},
\end{cases} \quad |\eta_j'| \leq \frac{2m}{T}, \quad |\eta_j''| \leq \frac{4m^2}{T^2}. \tag{4.12}
\]

It follows from Lemma 3.11 \( u_{\eta_j} \in H^{m,\frac{2}{p,q,w}}((s_{j-1}, s_{j+1}) \times \mathbb{R}^d) \). Furthermore, similar to the decomposition right below (4.29), we have

\[
\partial_t^\alpha (u_{\eta_j}) - a^i D_i (u_{\eta_j}) - b^i D_i (u_{\eta_j}) - c(u_{\eta_j}) = f_{\eta_j} + h_j
\]
in \((s_{j-1}, s_{j+1}) \times \mathbb{R}^d\), where for \( t \in (s_{j-1}, s_{j+1}) \),

\[
h_j(t, x) = \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_0^t (t - s)^{-\alpha - 1} [\eta_j(s) - \eta_j(t) - \eta_j'(t)(s - t)] u(s, x) \, ds \\
+ \frac{\alpha}{\Gamma(2 - \alpha)} \eta_j'(t) \partial_t \int_0^t (t - s)^{-\alpha + 1} u(s, x) \, ds \\
= \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_0^t (t - s)^{-\alpha - 1} [\eta_j(s) - \eta_j(t) - \eta_j'(t)(s - t)] u(s, x) \chi_{s \leq s_j} \, ds \\
+ \frac{\alpha}{\Gamma(2 - \alpha)} \eta_j'(t) \partial_t \int_0^t (t - s)^{-\alpha + 1} u(s, x) \, ds.
\]

For \( j = 0 \), since \( \eta_0'(t) = 0 \) for \( t \in (s_0, s_1) \), we have \( h_0 = 0 \). For \( j = 1, 2, \ldots, m - 1 \), similar to the computation in Proposition 3.3, we have

\[
h_j(t, x) = N_1(\alpha) \int_{-\infty}^t (t - s)^{-\alpha - 1} [\eta_j(s) - \eta_j(t) - \eta_j'(t)(s - t)] u(s, x) \chi_{s \leq s_j} \, ds \\
+ N_1(\alpha) \frac{\eta_j'(t)}{\eta_j(t)} \int_{-\infty}^t (t - s)^{-\alpha} [\eta_{j-1}(s) - \eta_{j-1}(t)] u(s, x) \chi_{s \leq s_j} \, ds \\
+ N_2(\alpha) \frac{\eta_j'(t)}{\eta_j(t)} \partial_t^\beta (\eta_{j-1}) u(t, x),
\]

where \( \beta = \alpha - 1 \). Thus, by the Minkowski inequality and Lemma 4.13 with the observation that \( \partial_t^\alpha (\eta_{j-1}) u = \partial_t^\alpha (\eta_{j-1}) u \) in \((s_{j-2}, s_j)\),

\[
\begin{align*}
&\|h_j\|_{p,q,w,(s_{j-1}, s_{j+1})} \\
&\leq N_3 \|\eta_j''\|_{L^\infty} \|L^{2-\alpha} [u(\cdot, x)] \chi_{s \leq s_j}\|_{p,q,w,(s_{j-1}, s_{j+1})} \\
&+ N_3 \|\eta_j''\|_{L^\infty} \|\eta_{j-1}'\|_{L^\infty} \|L^{2-\alpha} [u(\cdot, x)] \chi_{s \leq s_j}\|_{p,q,w,(s_{j-1}, s_{j+1})} \\
&+ N_3 \|\eta_j''\|_{L^\infty} \|\partial_t^\beta (\eta_{j-1}) u\|_{p,q,w,(s_{j-1}, s_j)} \\
&\leq N_3 m^{2T^{-\alpha}} \|u\|_{p,q,w,(0, s_j)} + N_3 \|\partial_t^\alpha (\eta_{j-1}) u\|_{p,q,w,(s_{j-2}, s_j)}, \tag{4.13}
\end{align*}
\]

where \( N_3 \) is independent of \( j \). By (4.11), for \( j = 0, 1, \ldots, m - 1 \),

\[
\|\partial_t^\alpha (u_{\eta_j})\|_{p,q,w,(s_{j-1}, s_{j+1})} \leq N_0 \|f_{\eta_j}\|_{p,q,w,(s_{j-1}, s_{j+1})} \\
+ N_0 R_0^{-2} \|u_{\eta_j}\|_{p,q,w,(s_{j-1}, s_{j+1})} + N_0 \|h_j\|_{p,q,w,(s_{j-1}, s_{j+1})},
\]

where \( N_0 = N_0(d, \delta, \alpha, p, q, K_1) \). In particular, for \( j = 0 \),

\[
\|\partial_t^\alpha (u_{\eta_0})\|_{p,q,w,(s_{-1}, s_1)} \leq N_0 \|f_{\eta_0}\|_{p,q,w,(s_{-1}, s_1)} + N_0 R_0^{-2} \|u_{\eta_0}\|_{p,q,w,(s_{-1}, s_1)}. \tag{4.14}
\]
For $j = 1$, by (4.13) and (4.14),
\[
\|\partial_t^j (u_1)\|_{p,q,w,(s_0,s_2)} \\
\leq N_0 \|f_1\|_{p,q,w,(s_0,s_2)} + N_0 R_0^{-2} \|u_1\|_{p,q,w,(s_0,s_2)} + N_0 \|h_1\|_{p,q,w,(s_0,s_2)} \\
\leq N_0 \|f_1\|_{p,q,w,(s_0,s_2)} + N_0 R_0^{-2} \|u_1\|_{p,q,w,(s_0,s_2)} + N_0 \left[ N_3 m^2 T^{-\alpha} \right] \|u\|_{p,q,w,(0,s_1)} \\
+ N_3 \|\partial_t^j (u_0)\|_{(s_1,s_1)} \\
\leq N_0 \|f_1\|_{p,q,w,(s_0,s_2)} + N_0 R_0^{-2} \|u_1\|_{p,q,w,(s_0,s_2)} + N_0 N_3 m^2 T^{-\alpha} \|u\|_{p,q,w,(0,s_1)} \\
+ N_0^2 N_3 \|f_0\|_{p,q,w,(s_1,s_1)} + N_0^2 N_3 R_0^{-2} \|u_0\|_{p,q,w,(s_1,s_1)} \\
\leq N \|f\|_{p,q,w,(0,s_1)} + N \|u\|_{p,q,w,(0,s_1)} + N_1 \|u\|_{p,q,w,(s_1,s_2)},
\]
where $N_1$ is independent of $m$, and $N$ depends on $m$, but both of them are independent of $j$. Repeating this process for $j = 2, 3, \ldots$, we conclude
\[
\|\partial_t^j (u_j)\|_{p,q,w,(s_j,s_{j+1})} \\
\leq N \|f\|_{p,q,w,(0,s_{j+1})} + N \|u\|_{p,q,w,(s_j,s_{j+1})} + N_1 \|u\|_{p,q,w,(s_j,s_{j+1})}, \tag{4.15}
\]
where $N_1 = N_1(d, \delta, \alpha, p, q, K_1, R_0)$ and $N = N(d, \delta, \alpha, p, q, K_1, R_0, T, m)$. Using Lemma 4.4 and (4.15), we obtain
\[
\|u\|_{p,q,w,(s_j,s_{j+1})} \leq \|u_j\|_{p,q,w,(s_j,s_{j+1})} \\
\leq N(T/m)^\alpha \|\partial_t^j (u_{j+1})\|_{p,q,w,(s_j,s_{j+1})} \\
\leq N \|f\|_{p,q,w,(0,s_{j+1})} + N \|u\|_{p,q,w,(0,s_{j+1})} + N_1(T/m)^\alpha \|u\|_{p,q,w,(s_j,s_{j+1})},
\]
where $N = N(d, \delta, \alpha, p, q, K_1, R_0, T, m)$. By taking a sufficiently large $m$ satisfying
\[
N_1(T/m)^\alpha < 1/2,
\]
we arrive at
\[
\|u\|_{p,q,w,(s_j,s_{j+1})} \leq N \|f\|_{p,q,w,(0,s_{j+1})} + N \|u\|_{p,q,w,(0,s_j)},
\]
where $N = N(d, \delta, \alpha, p, q, K_1, R_0, T)$. Therefore, (4.11) follows from induction. Thus, the a priori estimate (2.3) is proved. The existence of solutions follows the solvability of a simple equation with constant coefficients presented in [7, Theorem 2.9] or [13, Theorem 2.8] together with the method of continuity. \hfill \Box

5. Proofs of Theorems 2.7 and 2.8

In this section, we first prove Theorem 2.7 for the half space by taking extensions. Then, we prove Theorem 2.8 for smooth domains by using S. Agmon’s idea and a partition of unity argument.

5.1. The half space case. In this subsection, we consider the case when $\Omega = \mathbb{R}^d_+$. Let
\[
(SMf)(t, x) = \sup_{(s,y) \in \Omega_T} \int_{Q_{t_1,t_2}(s,y) \cap \Omega_T} |f(r, z)| \, dz \, dr \tag{5.1}
\]
and $B_+^+ (x_0) := B_+^+ (x_0) \cap \Omega$. Moreover, for $w(t, x) = w_1(t) w_2(x)$, where $w_1 \in A_p (\mathbb{R})$ and $w_2 \in A_p (\Omega)$, we take the even extension of $w_2$ to the whole space by setting $\overline{w_2}(x) = \overline{w_2} (|x'|, x')$. Furthermore, we denote $\overline{w}(t, x) = w_1(t) \overline{w_2}(x)$. 

Remark 5.1. Note that if \( |w_2|_{A_p(\Omega)} \leq K_1 \), then \( |w_2|_{A_q(\mathbb{R}^d)} \leq 2^q K_1 \). Indeed, for any \( x \in \mathbb{R}^d, x^1 \geq 0 \) and \( r > 0 \), we have

\[
\left( \int_{B_r(x_0)} w(x) \, dx \right) \left( \int_{B_r(x_0)} \left( w(x) \right)^{-\frac{1}{q-1}} \, dx \right)^{q-1} \leq \left( 2 \int_{B_r(x_0) \cap \Omega} w(x) \, dx \right) \left( 2 \int_{B_r(x_0) \cap \Omega} \left( w(x) \right)^{-\frac{1}{q-1}} \, dx \right)^{q-1} \leq 2^q K_1.
\]

The same inequality holds for \( x^1 < 0 \) by symmetry.

Lemma 5.2. For any \( u \in H^{p,q,w}_p(\Omega_T) \), let \( \overline{u}(t,x) := u(t,|x^1|,x') \text{sgn } x^1 \). Then, \( \overline{u} \in H^{p,q,w}_p(\mathbb{R}^d) \) and

\[
\|u\|_{H^{p,q,w}_p(\Omega_T)} \leq \|\overline{u}\|_{H^{p,q,w}_p(\mathbb{R}^d)} \leq 2\|u\|_{H^{p,q,w}_p(\Omega_T)}.
\]

Proof. When \( w = 1 \), the proof follows from [11 Lemma 8.2.1]. For general \( w \), the estimates follow from the same proof by using the definitions of \( \overline{u} \) and \( \overline{\overline{u}} \).

Proposition 5.3. Let \( \alpha \in (1,2), p_0 \in (1,2), T \in (0,\infty), a^{ij} \text{ be constants, and } u \in H^{p_0,0,\text{loc}}_p(\Omega_T) \) satisfy

\[
\partial_t^\alpha u - a^{ij} \partial_{ij} u = f \quad \text{in } \Omega_T.
\]

Then, for any \( (t_0,x_0) \in (0,T] \times \Omega, \ r \in (0,\infty), \ \kappa \in (0,1/4), \) and \( \kappa \in (0,1/4), \) we have

\[
\begin{align*}
\left( |D^2 u - (D^2 u)(t_0-(\kappa r)^2/\alpha, t_0) \times B_{2r}(x_0) | \right)^{1/p_0} \lesssim \sum_{|j_k| \geq 2} 2^{-\kappa j_k} \left( |f|_{L^p(t_0-2^k r/2^{\alpha/2}, t_0) \times B_{3^{-1/2}}(x_0)} \right)^{1/p_0}
\end{align*}
\]

where \( N = N(d,\alpha,p_0) \) and \( \sigma = \sigma(d,\alpha,p_0) \).

Proof. Case 1. We first consider the case when \( a^{ij} = \delta^{ij} \). By taking the odd extensions of \( u \) and \( f \) in the \( x^1 \) direction, denoted by \( \overline{u}, \overline{f} \), we see that \( \overline{u} \) satisfies the equation

\[
\partial_t^\alpha \overline{u} - \Delta \overline{u} = \overline{f}.
\]

Using Lemma 5.2 and Proposition 3.9, we have

\[
\begin{align*}
\left( |D^2 \overline{u} - (D^2 \overline{u})(t_0-(\kappa r)^2/\alpha, t_0) \times B_{2r}(x_0) | \right)^{1/p_0} \lesssim \sum_{|j_k| \geq 2} 2^{-\kappa j_k} \left( |\overline{f}|_{L^p(t_0-2^k r/2^{\alpha/2}, t_0) \times B_{3^{-1/2}}(x_0)} \right)^{1/p_0}
\end{align*}
\]

Then, note that

\[
\begin{align*}
&|D^2 u - (D^2 u)(t_0-(\kappa r)^2/\alpha, t_0) \times B_{2r}(x_0) | \\
&= |D^2 \overline{u} - (D^2 \overline{u})(t_0-(\kappa r)^2/\alpha, t_0) \times B_{2r}(x_0) | \\
&\leq 4 \left( |D^2 \overline{u} - (D^2 \overline{u})(t_0-(\kappa r)^2/\alpha, t_0) \times B_{2r}(x_0) | \right)^{1/p_0} \times \|\overline{u}\|_{H^{p,q,w}_p(\Omega_T)}.
\end{align*}
\]
and
\[
\int_{B_r(x_0)} |\mathcal{J}| \leq \frac{1}{|B_r|} \int_{B_r(x_0)} |\mathcal{J}| \leq \frac{2}{|B_r^+|} \int_{B_r^+(x_0)} |f|
\]
for any \( r > 0 \) and \( x_0 \in \Omega \). Therefore, \(|\mathcal{J}|\) follows when \( a^{ij} = \delta^{ij} \).

**Case 2.** For general \( a^{ij} \)'s, without loss of generality, we assume that \( A = (a^{ij}) \) is symmetric, and let \( \tilde{u}(t, x) = u(t, A^{1/2}x) \). Furthermore, we take an orthogonal matrix \( O \) such that \( OA^{-1/2}(\Omega) = \Omega \), and let
\[
\tilde{u}(t, x) = \tilde{u}(t, O^{-1}x) = u(t, A^{1/2}O^{-1}x) \quad \text{for} \quad x \in \Omega.
\]
It follows that
\[
\partial_t^\nu \tilde{u} - \Delta \tilde{u} = \tilde{f} \quad \text{in} \quad \Omega_T.
\]

For \( y_0 := OA^{-1/2}(x_0) \), we have
\[
B_{r^+}^y(y_0) \subset A^{1/2}O^{-1}(B_r^+(y_0)) \subset B_{r^+}^y(x_0)
\]
for any \( r > 0 \). Therefore, (5.2) follows when \( a^{ij} \)'s follows by applying Case 1 to \( \tilde{u} \).

**Proof of Theorem 2.7.** Lemma 5.2 and Theorem 2.6 yield the existence and uniqueness of solutions to the simple equation \( \partial_t^\nu u - \Delta u = f \) in the half space. Then, with Proposition 5.3 and Remark 2.3 we follow the process in Section 4 with minor modifications by applying the Hardy-Littlewood and Fefferman-Stein theorems in the half space. We omit the details. □

### 5.2. The domain case

In this section, we denote the operator
\[
L = D_t^\nu - a^{ij}D_{ij} - b^iD_i - c.
\]
Most of this subsection is devoted to the study of \( L + \lambda \) for \( \lambda \) sufficiently large.

**Lemma 5.4.** Let \( G = \mathbb{R}^d_+ \) or \( \mathbb{R}^d, \alpha \in (1, 2), T \in (0, \infty), p, q \in (1, \infty), K_1 \in [1, \infty), \) and \([w]_{p,q,\alpha} \leq K_1\). There exist \( \gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1) \) and \( \lambda_0 = \lambda_0(d, \delta, \alpha, p, q, K_1, \mathcal{R}_0) \geq 1 \) such that under Assumption 2.2 ( \( \gamma_0 \)), the following holds. For any \( u \in \mathbb{H}^{\alpha,2}_{p,q,w,0}(0, T) \times \mathbb{H}^q_{p,q,0}(\mathbb{R}^d_+) \) or \( \mathbb{H}^{\alpha,2}_{p,q,w,0}(0, T) \times \mathbb{H}^q_{p,q,0}(\mathbb{R}^d_+) \) and any \( \lambda \geq \lambda_0 \), we have
\[
\|u\|_{\mathbb{H}^{\alpha,2}_{p,q,w,0}(0, T) \times G} + \|u\|_{L_{p,q,\alpha}} \leq N\|Lu + \lambda u\|_{L_{p,q,\alpha}},
\]
where \( \|u\|_{L_{p,q,\alpha}} = \|u\|_{L_{p,q,\alpha}}(0, T) \times G) \) and \( N = N(d, \delta, \alpha, p, q, K_1) \).

**Proof.** We use an idea originally due to S. Agmon. Denote
\[
(0, T) \times G \times \mathbb{R} = \{ (t, x, y) : t \in (0, T), x \in G, y \in \mathbb{R} \},
\]
and let
\[
v(t, x, y) = u(t, x)\zeta(y) \cos(\sqrt{\lambda}y),
\]
where \( \zeta \in C_0^\infty(\mathbb{R}) \) and \( \zeta \neq 0 \). Then, let
\[
\hat{f} = \partial_t^\nu v - \sum_{i,j=1}^d a^{ij}D_{ij}v - D_y^2v - \sum_{i=1}^d b^iD_iv - cv,
\]
and note that
\[
D_y^2v = \left( \zeta''(y) \cos(\sqrt{\lambda}y) - 2\sqrt{\lambda}\zeta'(y) \sin(\sqrt{\lambda}y) - \lambda\zeta'(y) \cos(\sqrt{\lambda}y) \right)u. \tag{5.3}
\]
Thus,
\[
\hat{f} = \zeta(y) \cos(\sqrt{\lambda}y)(Lu + \lambda u) + 2\sqrt{\lambda}\zeta'(y) \sin(\sqrt{\lambda}y)u - \zeta''(y) \cos(\sqrt{\lambda}y)u.
\]
By applying Corollary 4.3 or a version of it in the half space to \( v \) in \( (0, T) \times G \times \mathbb{R} \) with the weight \( w(t, x, y) := w(t, x) \) for all \( y \in \mathbb{R} \), there exist \( \gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1) \) such that, if \( a^J \)'s satisfy Assumption 2.2 \((\gamma_0)\), then
\[
\|D^2_v v\|_{L^p_q, w((0, T) \times G \times \mathbb{R})} \leq \|v\|_{H^p_q, w((0, T) \times G \times \mathbb{R})}
\]
\[
\leq N_0 \|\mathcal{F}\|_{L^p_q, w((0, T) \times G \times \mathbb{R})} + N_1 \|v\|_{L^p_q, w((0, T) \times G \times \mathbb{R})}
\]
\[
\leq N_0 (\|\zeta(y)\| \cos(\sqrt{\lambda y}) (Lu + \lambda u)\|_{L^p_q, w((0, T) \times G \times \mathbb{R})} + \sqrt{\lambda} \|\zeta'(y)\| \sin(\sqrt{\lambda y}) u\|_{L^p_q, w((0, T) \times G \times \mathbb{R})} + \|\zeta''(y)\| \cos(\sqrt{\lambda y}) u\|_{L^p_q, w((0, T) \times G \times \mathbb{R})}) + N_1 \|v\|_{L^p_q, w((0, T) \times G \times \mathbb{R})}
\]
\[
\leq N_0 \|Lu + \lambda u\|_{p, q, w} + N_0 (1 + \sqrt{\lambda}) \|u\|_{p, q, w} + N_1 \|u\|_{p, q, w}.
\]
(5.4)
\[
\text{At this point, we take a sufficiently large } \lambda_0(d, \delta, \alpha, p, q, K_1, R_0) \geq 1 \text{ such that }
\]
\[
N_0(1 + \sqrt{\lambda_0}) + N_1 < \lambda_0/2.
\]
Then, by (5.4) and (5.5), for any \( \lambda \geq \lambda_0 \), we have
\[
\|\lambda u\|_{p, q, w} \leq N_0 \|Lu + \lambda u\|_{p, q, w},
\]
which implies
\[
\|u\|_{H^p_q, w((0, T) \times G)} + \lambda \|u\|_{p, q, w} \leq N \|v\|_{H^p_q, w((0, T) \times G \times \mathbb{R})} + \lambda \|u\|_{p, q, w}
\]
\[
\leq N_0 \|Lu + \lambda u\|_{p, q, w} + N_0 (1 + \sqrt{\lambda}) \|u\|_{p, q, w} + N_1 \|u\|_{p, q, w} + \lambda \|u\|_{p, q, w}
\]
\[
\leq N_0 \|Lu + \lambda u\|_{p, q, w} + \lambda \|u\|_{p, q, w} \leq N_0 \|Lu + \lambda u\|_{p, q, w}.
\]
The lemma is proved.

**Proposition 5.5.** Let \( \Omega \) be a domain, \( \alpha \in (1, 2) \), \( T \in (0, \infty) \), \( p, q \in (1, \infty) \), \( K_1 \in [1, \infty) \) and \( \|u\|_{p, q, \partial \Omega} < 1 \). There exist \( \gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) \in (0, 1) \) and \( \theta = \theta(d, \delta, \alpha, p, q, K_1) \in (0, 1/3) \) such that under Assumption 2.2 \((\gamma_0)\) and Assumption 2.4 \((\theta)\), the following holds. There exists \( \lambda_1 = \lambda_1(d, \delta, \alpha, p, q, K_1, R_0, R_2) \geq 1 \) such that for any \( \lambda \geq \lambda_1 \) and \( g \in L^p_q, w(\Omega_T) \), there exists a unique solution \( u \in H^p_q, w, \partial(\Omega_T) \) to
\[
Lu + \lambda u = g \quad \text{in} \quad \Omega_T,
\]
(5.6)
and \( u \) satisfies
\[
\|u\|_{H^p_q, w(\Omega_T)} \leq N \|g\|_{L^p_q, w(\Omega_T)}.
\]
where \( N = N(d, \delta, \alpha, p, q, K_1, R_0, R_2) \). Moreover, for any constant \( \lambda \geq 0 \) and \( u \in H^p_q, w, \partial(\Omega_T) \) satisfying (5.6), we have
\[
\|u\|_{H^p_q, w(\Omega_T)} \leq N \|Lu + \lambda u\|_{L^p_q, w(\Omega_T)} + \|u\|_{L^p_q, w(\Omega_T)},
\]
(5.7)
where \( N = N(d, \delta, \alpha, p, q, K_1, R_0, R_2) \). In particular when \( \lambda = 0 \), we have
\[
\|u\|_{H^p_q, w(\Omega_T)} \leq N \|Lu\|_{L^p_q, w(\Omega_T)} + \|u\|_{L^p_q, w(\Omega_T)}.
\]
(5.8)
Proof. The proof is based on a partition of unity argument in the spatial variables together with the results for equations in the whole space and the half space. When $p = q$, we construct a weak solution to (5.6) in $\mathbb{H}^{0,1}_{p,q,0}(\Omega_T)$, and prove that the weak solution is a strong solution in $\mathbb{H}^{0,2}_{p,q,0}(\Omega_T)$ when $\lambda$ is sufficiently large. See Lemma 1.2 [3] for details.

When $p \neq q$, we use the extrapolation theorem in [2, Theorem 2.5].

Proof of Theorem 2.8. By Proposition 5.5 together with the method of continuity, it suffices to prove the a priori estimate (2.6). Thus, it remains to get rid of the term on the right-hand side of (5.8). We follow the proof of (4.4) to conclude

$$\|u\|_{L_{p,q,w}(\Omega_T)} \leq N\|Lu\|_{L_{p,q,w}(\Omega_T)},$$

which leads to

$$\|u\|_{L_{p,q,w}^2(\Omega_T)} \leq N\|Lu\|_{L_{p,q,w}(\Omega_T)},$$

where $N = N(d, \delta, \alpha, p, q, K_1, R_0, R_2, T)$. The theorem is proved. \qed

6. Equations in divergence form

In this section, we are going to prove Theorems 2.9, 2.10, and 2.11 using the results for non-divergence form equations.

We pick $\zeta \in C_0^\infty(\mathbb{R}^d)$ satisfying $\text{supp}(\zeta) \subset B_1$ and $\int_{\mathbb{R}^d} \zeta = 1$, and let $\zeta^\varepsilon(\cdot) = \varepsilon^{-d} \zeta(\cdot/\varepsilon)$. Furthermore, we denote $g = (g^1, \ldots, g^d)$, where $g^i$ are real valued functions for all $i$, and denote the mollifier of $u = u(t, x)$ in the spatial variables by

$$u^\varepsilon(t, x) = u \ast x \zeta^\varepsilon = \int_{\mathbb{R}^d} u(t, y) \zeta^\varepsilon(x - y) \, dy.$$

6.1. The whole space case. In this subsection, we prove Theorem 2.9 by following a similar procedure in Section 5 where we first consider the case when the leading coefficients are constants and then the general case using a partition of unity argument. Moreover, we denote $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\mathbb{R}^d)}$.

Proposition 6.1. Let $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[w]_{p,q} \leq K_1$. For any $g_i \in L_{p,q,w}(\mathbb{R}^d_T)$, there exists a unique $u \in \mathcal{H}^{\alpha,1}_{p,q,0}(\mathbb{R}^d_T)$ to

$$\partial_t^\alpha u - \Delta u = D_t g_i \quad \text{in} \quad \mathbb{R}^d_T,$$

and $u$ satisfies

$$\|\partial_t^\alpha u\|_{\mathcal{H}^{\alpha,1}_{p,q,0}(\mathbb{R}^d_T)} + \|u\|_{L_{p,q,w}} + \|D u\|_{L_{p,q,w}} \leq N\|g\|_{p,q,w},$$

where $N = N(d, \delta, \alpha, p, q, K_1, T)$.

Proof. By Theorem 2.6, for $i = 1, \ldots, d$, there exist $v_i \in \mathbb{H}^{\alpha,2}_{p,q,w,0}(\mathbb{R}^d_T)$ satisfying

$$\partial_t^\alpha v_i - \Delta v_i = g_i,$$

and

$$\|D v_i\|_{p,q,w} + \|D^2 v_i\|_{p,q,w} \leq N\|g_i\|_{p,q,w},$$

where $N = N(d, \delta, \alpha, p, q, K_1, T)$. It follows that

$$u := \sum_{i=1}^d D_i v_i \in \mathcal{H}^{\alpha,1}_{p,q,0}(\mathbb{R}^d_T).$$
Thus, for any \( H \). It suffices to prove

\[
\varepsilon \left( \frac{Dv_i}{p,q,w} + \sum_{i=1}^d \frac{D^2v_i}{p,q,w} \right) \leq N\left\|g\right\|_{p,q,w},
\]

which together with the equation (6.1) implies (6.2).

To prove the uniqueness of the solution, we consider \( u \in \mathcal{H}_{p,q,w,0}^{\alpha,1}(\mathbb{R}_T^d) \) satisfying

\[
\partial_t^\alpha u - \Delta u = 0.
\]

It suffices to prove \( u = 0 \). We have \( u^\varepsilon = u * \zeta^\varepsilon \in \mathbb{H}_{p,q,w,0}^{\alpha,2}(\mathbb{R}_T^d) \) and

\[
\partial_t^\alpha u^\varepsilon - \Delta u^\varepsilon = 0. \tag{6.3}
\]

Indeed, by the Fubini theorem,

\[
I^{2-\alpha} u^\varepsilon (t,x) = \frac{1}{\Gamma(2-\alpha)} \int_0^t \int_{\mathbb{R}^d} (t-s)^{1-\alpha} u^\varepsilon(s,x) \, ds \, dy.
\]

Thus, for any \( \phi \in C_0^\infty([0,T) \times \mathbb{R}^d) \) and \( \bar{\phi}(t,x) := \int_{\mathbb{R}^d} \phi(t,y) \zeta^\varepsilon(y-x) \, dy \), we have

\[
\int_0^T \int_{\mathbb{R}^d} I^{2-\alpha} u^\varepsilon(t,x) \phi(t,x) \, dx \, dt + \int_0^T \int_{\mathbb{R}^d} D_t u^\varepsilon D_t \phi \, dy \, dt
\]

\[
= \int_0^T \int_{\mathbb{R}^d} I^{2-\alpha} u(t,y) \left( \int_{\mathbb{R}^d} \phi \zeta^\varepsilon(x-y) \, dx \right) \, dy \, dt
\]

\[
+ \int_0^T \int_{\mathbb{R}^d} D_t u(t,y) \zeta^\varepsilon(x-y) \, dy \, dt \, dx \, dt
\]

\[
= \int_0^T \int_{\mathbb{R}^d} I^{2-\alpha} u(t,y) \left( \int_{\mathbb{R}^d} \phi \zeta^\varepsilon(x-y) \, dx \right) \, dy \, dt
\]

\[
+ \int_0^T \int_{\mathbb{R}^d} D_t u(t,y) \int_{\mathbb{R}^d} D_t \phi(t,x) \zeta^\varepsilon(x-y) \, dx \, dy \, dt.
\]

We arrive at (6.3). Therefore, \( u^\varepsilon = 0 \) by (6.3) and Theorem 2.6. Finally, by sending \( \varepsilon \to 0 \), we arrive at \( u = 0 \). The proposition is proved.

The mean oscillation estimate follows immediately from the construction of the solution in Proposition 6.1.

**Proposition 6.2.** Let \( \alpha \in (1,2) \), \( p_0 \in (1,2) \), \( T \in (0,\infty) \), \( a^{ij} \) be constant and \( u \in \mathcal{H}_{p_0,0,loc}^{\alpha,1}(\mathbb{R}_T^d) \) satisfy

\[
\partial_t^\alpha u - D_i (a^{ij} D_j u) = D_i g_i \quad \text{in} \quad \mathbb{R}_T^d.
\]

Then, for any \( (t_0,x_0) \in (0,\infty) \times \mathbb{R}_T^d \), \( r \in (0,\infty) \), \( \kappa \in (0,1/4) \), and \( \kappa \in (0,1/4) \), we have

\[
[Du - (Du)_{(t_0-(\kappa r)^{2/\alpha},0)}]_{B_{1\kappa r}(x_0)} \leq N \kappa^\sigma \sum_{k=0}^\infty 2^{-k\sigma} \left( |Du|_{p_0}^{1/p_0} \right)_{(t_0-2^{-k}r^{2/\alpha},0)} \times B_{1\kappa r}(x_0)
\]

\[
+ N \kappa^{-(d+2/\alpha)/p_0} \sum_{k=0}^\infty 2^{-\alpha k} \left( |g|_{p_0}^{1/p_0} \right)_{(t_0-2^{-k}r^{2/\alpha},0)} \times B_{1\kappa r}(x_0),
\]
where \( N = N(d, \delta, \alpha, p_0) \) and \( \sigma = \sigma(d, \alpha, p_0) \).

**Proof.** When \( a^{ij} = \delta^{ij} \), the result follows from the uniqueness of solution in Propositions 6.1 and 3.9. For general \( a^{ij} \)'s, we make a change of variables as in the proof of Proposition 3.9. \( \square \)

**Proposition 6.3.** Let \( \alpha \in (1, 2) \), \( T \in (0, \infty) \), \( p, q \in (1, \infty) \), \( K_1 \in [1, \infty) \), and \([w]_{p,q} \leq K_1\). There exist \( p_0 = p_0(d, p, q, K_1) \in (1, 2) \) and \( \mu = \mu(d, p, q, K_1) \in (1, \infty) \) such that

\[
p_0 < p_0 \mu < \min\{p, q\},
\]

and the following holds. If \( u \in \mathcal{H}^{\alpha,1}_{p,q,w,0}(\mathbb{R}_T^d) \) is supported on \((0, T) \times B_{\xi R_0}(x_1)\) for some \( x_1 \in \mathbb{R}^d \), \( \xi > 0 \), and satisfies

\[
\partial_t^\alpha u - D_i(a^{ij}(t, x)D_j u) = D_i g_i \quad \text{in} \quad \mathbb{R}_T^d,
\]

where the coefficients \( a^{ij} \) satisfy Assumption \( (\gamma_0) \), then for any \( r \in (0, \infty) \), \( \kappa \in (0, 1/4) \), and \((t_0, x_0) \in (0, T) \times \mathbb{R}^d \), we have

\[
(|Du - (Du)|_{(t_0-(\kappa r)^{2/\alpha}, t_0)} B_{\delta r}(x_0)|_{(t_0-(\kappa r)^{2/\alpha}, t_0)} B_{\delta r}(x_0))
\]

\[
\leq N \xi^{d/\nu_0} \kappa^{-d/\nu_0} (|Du|_{p_0})^{1/p_0} (|Du|_{p_0})^{1/p_0}
\]

\[
+ N \kappa^\alpha \sum_{k=0}^\infty 2^{-k\alpha} (|Du|_{p_0})^{1/p_0} (|Du|_{p_0})^{1/p_0}
\]

\[
+ N \kappa^{-(d+2\alpha)/p_0} \sum_{k=0}^\infty 2^{-k\alpha} (|Du|_{p_0})^{1/p_0} (|Du|_{p_0})^{1/p_0}
\]

\[
+ N \kappa^{-(d+2\alpha)/p_0} \sum_{k=0}^\infty 2^{-k\alpha} (|Du|_{p_0})^{1/p_0} (|Du|_{p_0})^{1/p_0},
\]

where \( \nu = \mu/(\mu - 1) \), \( \nu_0 = p_0/(p_0 - 1) \), and \( N = N(d, \delta, \alpha, p, q, K_1) \). The functions \( u \) and \( g \) are defined to be zero whenever \( t \leq 0 \).

**Proof.** Note that this proposition is similar to Proposition 4.4. Indeed, there exist \( p_0 = p_0(d, p, q, K_1) \in (1, 2) \) and \( \mu = \mu(d, p, q, K_1) \in (1, \infty) \) such that

\[
p_0 < p_0 \mu < \min\{p, q\}
\]

and \( u \in \mathcal{H}^{\alpha,1}_{p,q,w,0}(\mathbb{R}_T^d) \subset \mathcal{H}^{\alpha,1}_{p_0,q,0,loc}(\mathbb{R}_T^d) \).

If \( r < R_1 \delta/\sqrt{d} \), where \( R_1 = 2^{-\alpha/2} R_0 \), let

\[
\bar{a}^{ij} = \int_{Q_{2^{-1}r}(t_0, x_0)} a^{ij} dt dy
\]
Corollary 6.5. Let $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[w]_{p,q} \leq K_1$. There exist $\gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) > 0$ and $\xi = \xi(d, \delta, \alpha, p, q, K_1) > 0$ such that under Assumption 2.2 (\gamma_0), for any $u \in \mathcal{H}_{\rho_{p,q,w},0}^{\alpha,1}(\mathbb{R}_T^d)$ supported on $(0, T) \times B_{K_0}(x_1)$ for some $x_1 \in \mathbb{R}^d$ and satisfying (6.4) in $\mathbb{R}_T^d$, we have

$$\|Du\|_{L^{p,q}_{\rho,w}} \leq N\|g\|_{L^{p,q}_{\rho,w}},$$

where $N = N(d, \delta, \alpha, p, q, K_1)$.

Proof. With Proposition 6.4, the proof is similar to that of Proposition 4.2 using the sharp function theorem with respect to the same dyadic cubes defined in (6.7) and the weight sharp and maximal function theorems. \hfill \Box

Different from the non-divergence form case, we introduce the parameter $\lambda$ in order to extend the result to more general functions.

Corollary 6.5. Let $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[w]_{p,q} \leq K_1$. There exist $\lambda_0 = \lambda_0(d, \delta, \alpha, p, q, K_1) > 0$ and $\lambda = \lambda(d, \delta, \alpha, p, q, K_1) > 0$ such that under Assumption 2.2 (\gamma_0), the following holds. There exists $\lambda_0 = \lambda_0(d, \delta, \alpha, p, q, K_1, R_0)$ such that for any $\lambda \geq \lambda_0$ and $u \in \mathcal{H}_{\rho_{p,q,w},0}^{\alpha,1}(\mathbb{R}_T^d)$ supported on $(0, T) \times B_{K_0}(x_1)$ for some $x_1 \in \mathbb{R}^d$ and satisfying

$$\partial_t^p u - D_i(a^{ij}D_j u) + \lambda u = D_i g_i + f \quad \text{in} \quad \mathbb{R}_T^d,$$

and $\overline{f} = g_i + (a^{ij} - \overline{a^{ij}})D_j u$. By using Lemma 2.14 and Proposition 6.2, we have

$$\|D u - (D u)\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \leq N K_{\infty} \sum_{k=0}^\infty 2^{-\kappa k} \|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)}$$

\[ + N K_{-(d+2)/\alpha / 0} \sum_{k=0}^\infty 2^{-\kappa k} \|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \]

\[ + N K_{-(d+2)/\alpha / 0} \sum_{k=0}^\infty 2^{-\kappa k} \|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \]

If $r \geq R_1 \delta / \sqrt{d}$, then by Hölder’s inequality,

$$\|D u - (D u)\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \leq 2\|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)}$$

\[ + \|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \]

\[ \leq 2\|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \]

\[ \leq 2\|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \]

\[ \leq N K_{-(d+2)/\alpha / 0} \sum_{k=0}^\infty 2^{-\kappa k} \|D u\|_{(t_0 - (kr)^2/\alpha, t_0) \times B_{kr}(x_0)} \].

Therefore, by combining both cases, we have the estimate (6.5), and the proposition is proved. \hfill \Box
where \( f, g \in L_{p,q,w}(\mathbb{R}^d_T) \), we have
\[
\sqrt{\lambda}\|u\|_{L_{p,q,w}} + \|Du\|_{L_{p,q,w}} \leq N\|g\|_{L_{p,q,w}} + \frac{N}{\sqrt{\lambda}}\|f\|_{L_{p,q,w}},
\]
where \( N = N(d, \delta, \alpha, p, q, K_1) \).

**Proof.** With Proposition [5.4], the proof is similar to that of Proposition [5.4] using S. Agmon’s idea. See [10] Lemma 5.5] for details. \( \square \)

**Corollary 6.6.** Let \( \alpha \in (1, 2) \), \( T \in (0, \infty), p, q \in (1, \infty), K_1 \in [1, \infty) \), and \( [w]_{p,q} \leq K_1 \). There exists \( \gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) > 0 \) such that under Assumption [2.2] \((\gamma_0)\), the following holds. There exists \( \lambda_0 = \lambda_0(d, \delta, \alpha, p, q, K_1, R_0) \) such that for any \( \lambda \geq \lambda_0 \) and \( u \in H_{p,q,w,0}^{1}(\mathbb{R}^d_T) \) satisfying
\[
\partial_t^\alpha u - D_i(a^{ij}D_j u + a^i u) - b^i D_i u - c u = D_i g_i + f \quad \text{in} \quad \mathbb{R}^d_T,
\]
where \( f, g_i \in L_{p,q,w}(\mathbb{R}^d_T) \), we have
\[
\sqrt{\lambda}\|u\|_{L_{p,q,w}} + \|Du\|_{L_{p,q,w}} \leq N\|g\|_{L_{p,q,w}} + \frac{N}{\sqrt{\lambda}}\|f\|_{L_{p,q,w}},
\]
where \( N = N(d, \delta, \alpha, p, q, K_1) \).

**Proof.** Case 1. We first consider the case when \( p = q \) and \( a^i = b^i = c = 0 \). We take \( \gamma_0, \xi, \lambda_0 \), and \( \lambda_0 \) from Corollary [6.5] and use a partition of unity argument in the spatial variables by picking \( \{x_k\} \subset \mathbb{R}^d \), \( \zeta^k \geq 0 \), \( \zeta^k \in C_0^{\infty}(\mathbb{R}^d) \), \( \text{supp}(\zeta^k) \subset B_{\xi R_0/\sqrt{\lambda}}(x_k) \) and
\[
1 \leq \sum_{k=1}^{\infty} \zeta^k \leq N(p), \quad \sum_{k=1}^{\infty} |D_x \zeta^k|^p \leq N(d, \alpha, p, K_1, R_0).
\]
For \( u_k(t, x) := u(t, x) \zeta^k(x) \), we have
\[
\partial_t^\alpha u_k - D_i(a^{ij}D_j u_k) + \lambda u_k
\]
\[
= (\partial_t^\alpha u) \zeta^k - D_i(a^{ij} \zeta^k D_j u) + \lambda u_k \zeta^k - D_i(a^{ij}u D_j \zeta^k)
\]
\[
= D_i (g_i \zeta^k - a^{ij}u D_j \zeta^k) + f \zeta^k - a^{ij}D_i \zeta^k D_j u - g_i D_i \zeta^k.
\]
Therefore, by Corollary [6.5] for \( \lambda \geq \lambda_0 \),
\[
\sqrt{\lambda}\|u_k\|_{p,w} + \|Du_k\|_{p,w}
\]
\[
\leq N\|g\|_{p,w} + \|D_j \zeta^k\|_{p,w} + \frac{N_0}{\sqrt{\lambda}}[\|f\|_{p,w} + \|D_i \zeta^k D_j u\|_{p,w} + \|D_i \zeta^k g_i\|_{p,w}],
\]
where \( N = N(d, \delta, \alpha, p, K_1) \). By raising to the \( p \)-th power and summing in \( k \), we get
\[
\lambda^{p/2}\|u\|_{p,w}^p + \|Du\|_{p,w}^p
\]
\[
\leq N_0\|g\|_{p,w}^p + N_1\|u\|_{p,w}^p + \frac{N_0}{\lambda^{p/2}}\|f\|_{p,w}^p + \frac{N_1}{\lambda^{p/2}}\|Du\|_{p,w}^p + \frac{N_1}{\lambda^{p/2}}\|g\|_{p,w}^p,
\]
where \( N_0(d, \delta, \alpha, p, K_1) \) and \( N_1 = (d, \delta, \alpha, p, K_1, R_0) \). We further pick \( \lambda_0 \) sufficiently large such that for all \( \lambda \geq \lambda_0(d, \delta, \alpha, p, K_1, R_0) \),
\[
\lambda^{p/2} - N_1 > \frac{\lambda^{p/2}}{2} \quad \text{and} \quad 1 - \frac{N_1}{\lambda^{p/2}} > \frac{1}{2},
\]
which implies
\[ \sqrt{\lambda} \|u\|_{p,w} + \|Du\|_{p,w} \leq N\|g\|_{p,w} + \frac{N}{\sqrt{\lambda}}\|f\|_{p,w}, \]
where \( N = N(d, \alpha, p, K_1) \).

Case 2. Then, we consider the case when \( p = q \) without assuming \( a^i, b^i, c = 0 \). In this case, we have
\[ \partial_t^\alpha u - D_i(a^{ij} D_j u) + \lambda u = D_i(g_i + a^i u) + f + b^i D_i u + cu. \]
Therefore, the result follows from Case 1 by picking a possibly larger \( \lambda_0 \) depending on the upper bound of \( a^i, b^i, \) and \( c \).

Case 3. Finally, for the general case when \( p \neq q \), we use the extrapolation theorem in [2, Theorem 2.5]. The corollary is proved.

Before we prove Theorem 2.9, we introduce the following lemma, which implies that if \( u \in H_{p,q,w,0}^{\alpha,1}(\mathbb{R}^d_T) \), then \( \partial^\alpha_t u \in H_{p,q,w}^{-1}(\mathbb{R}^d_T) \), and its norm can be controlled by the norm of \( \partial^\alpha_t u \).

**Lemma 6.7.** For \( [w]_{p,q} \leq K_1 \), if there exist \( f, g \in L_{p,q,w}(\Omega_T) \) such that
\[ \int_{\Omega_T} u \phi_t = - \int_{\Omega_T} g_i D_i \phi + \int_{\Omega_T} f \phi \]
for any \( \phi \in C_0^\infty([0,T) \times \Omega) \), then there exist \( \tilde{g}, \tilde{f} \in L_{p,q,w}(\Omega_T) \) such that
\[ \int_{\Omega_T} u \phi_t = \int_{\Omega_T} \tilde{g}_i D_i \phi - \int_{\Omega_T} \tilde{f} \phi \]
for any \( \phi \in C_0^\infty([0,T) \times \Omega) \). Furthermore,
\[ \|\tilde{g}\|_{L_{p,q,w}} \leq NT\|g\|_{L_{p,q,w}} \quad \text{and} \quad \|\tilde{f}\|_{L_{p,q,w}} \leq NT\|f\|_{L_{p,q,w}}, \]
where \( N = N(p, K_1) \).

**Proof.** Let
\[ \tilde{g}_i(t, x) = \int_0^t g_i(s, x) \, ds \quad \text{and} \quad \tilde{f}(t, x) = \int_0^t f(s, x) \, ds. \]
For any \( \phi \in C_0^\infty([0,T) \times \Omega) \), we check that
\[ \int_{\Omega_T} u \phi_t = \int_{\Omega_T} \tilde{g}_i D_i \phi - \int_{\Omega_T} \tilde{f} \phi. \]
Note that the right-hand side of (6.7) equals
\[
\int_{\Omega_T} \int_0^t g_i(s, x) \, ds \, D_i \phi(t, x) \, dt - \int_{\Omega_T} \int_0^t f(s, x) \, ds \, \phi(t, x) \, dt
= \int_{\Omega_T} \int_0^T D_i \phi(s, x) \, ds \, g_i(t, x) \, dt - \int_{\Omega_T} \int_0^T \phi(s, x) \, ds \, f(t, x) \, dt
= - \int_{\Omega_T} u \Phi_t = \int_{\Omega_T} u \phi_t,
\]
where
\[ \Phi(t, x) = \int_0^T \phi(s, x) \, ds \quad \text{and} \quad \Phi \in C_0^\infty([0,T) \times \Omega). \]
To prove (5.6), note that
\[
\int_0^t \|g_i(s, \cdot)\|_{L_{q, w_2}} \, ds \leq t \int_0^t \|g_i(s, \cdot)\|_{L_{q, w_2}} \, ds \leq T \mathcal{M}_t \left( \|g_i(\cdot, \cdot)\|_{L_{q, w_2}} \right)(t),
\]
where \( \mathcal{M}_t \) denotes the maximal function in \( t \). Thus, by the Minkowski inequality and the weighted maximal function theorem, we have
\[
\|\tilde{g_i}\|_{L^p,q,w} \leq \left\| \int_0^t \|g_i(s, \cdot)\|_{L_{q, w_2}} \, ds \right\|_{L^p,q,w(0,T)} \leq NT \|g_i\|_{L^p,q,w},
\]
where \( N = N(p, K_1) \). The lemma is proved.

To prove the a priori estimate (2.8), we are going to take cutoff functions in time (cf. the proof of (2.3)). To that end, we compute the fractional derivative of the product in the following lemma (cf. Lemma 3.1). Note that \( (t_0, T) \times \Omega \) and \( (t_0, T) \times \Omega / \mathcal{M}_t \) are used here.

Lemma 6.8. Let \( p \in [1, \infty), \alpha \in (1, 2), k \in \{1, 2, \ldots\}, -\infty < S < t_0 < T < \infty, \) and \( \nu \in H^{\alpha,1}_{p,q,w,0}(S, T) \times \Omega \). Then, for any infinitely differentiable function \( \eta \) defined on \( \mathbb{R} \) such that \( \eta(t) = 0 \) for \( t \leq t_0 \), we have \( \eta \nu \in H^{\alpha,1}_{p,q,w,0}((t_0, T) \times \Omega) \) and
\[
\partial_t^\alpha (\eta \nu) = \partial_t^2 I_{t_0}^{2-\alpha} \nu + h,
\]
where
\[
h(t, x) = \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_S (t - s)^{-\alpha - 1} [\eta(s) - \eta(t) - \eta'(t)(s - t)]v(s, x) \, ds
\]
and
\[
+ \frac{\alpha}{\Gamma(2 - \alpha)} \eta'(t) \partial_t I_{t_0}^{2-\alpha} v
\]
in the sense of distribution.

Proof. Let \( f, g \in L^p,q,w((S, T) \times \Omega) \) such that
\[
\partial_t^\alpha v = \partial_t^2 I_{t_0}^{2-\alpha} v = \text{div } f + g.
\]
By taking the mollification in the spatial variables and using the Fubini theorem, we have
\[
\partial_t^\alpha v^\varepsilon = \partial_t^2 I_{t_0}^{2-\alpha} v^\varepsilon = \text{div } g^\varepsilon + f^\varepsilon \in L^p,q,w((S, T) \times \Omega).
\]
Therefore, \( v^\varepsilon \in H^{\alpha,2}_{p,q,w,0}((t_0, T) \times \Omega) \), and by Lemma 3.1,
\[
\partial_t^\alpha (\eta v^\varepsilon) = \eta \partial_t^2 I_{t_0}^{2-\alpha} v^\varepsilon
\]
where
\[
+ \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_S (t - s)^{-\alpha - 1} [\eta(s) - \eta(t) - \eta'(t)(s - t)]v^\varepsilon(s, x) \, ds
\]
and
\[
+ \frac{\alpha}{\Gamma(2 - \alpha)} \eta'(t) \partial_t I_{t_0}^{2-\alpha} v^\varepsilon
\]
in the strong sense. Then, by sending \( \varepsilon \to 0 \), and using the dominated convergence theorem and Lemma 6.7, we conclude
\[
\int_S (t - s)^{-\alpha - 1} [\eta(s) - \eta(t) - \eta'(t)(s - t)]v^\varepsilon(s, x) \, ds
\]
converges to
\[
\int_S (t - s)^{-\alpha - 1} [\eta(s) - \eta(t) - \eta'(t)(s - t)]v(s, x) \, ds \quad \text{in } L^p,q,w((S, T) \times \Omega),
\]
\[
\partial_t^2 I_{t_0}^{2-\alpha} v^\varepsilon \to \partial_t^2 I_{t_0}^{2-\alpha} v \quad \text{in } H^{-1}_{p,q,w}((S, T) \times \Omega),
\]
and
\[ \partial_t I_0^{2-\alpha} u^\varepsilon \to \partial_t I_0^{2-\alpha} u \text{ in } H_{p,q,w}^{-1}((t_0, T) \times \Omega). \]

Therefore, the lemma is proved. \qed

We are ready to prove Theorem 2.9. Recall that \( \| \cdot \|_{p,q,w} = \| \cdot \|_{L_{p,q,w}(\mathbb{R}^d)} \), and \( \| \cdot \|_{p,q,w,(\tau_1, \tau_2)} := \| \cdot \|_{L_{p,q,w}(\tau_1, \tau_2 \times \mathbb{R}^d)} \).

Proof of Theorem 2.9. We first prove the a priori estimate \((2.8)\). By adding \( \lambda u \) to both sides of \((2.7)\), we have
\[
\partial_t^\alpha u - D_i(a^{ij} D_j u + a^i u) - b^i D_i u - cu + \lambda u = D_i g_i + f + \lambda u.
\]
By Corollary 6.6, there exists \( \gamma_0 = \gamma_0(d, \alpha, p, q, K_1) > 0 \), such that under Assumption 2.2, the following holds. There exists \( \lambda_0 = \lambda_0(d, \alpha, p, K_1, R_0) \) such that for all \( \lambda \geq \lambda_0 \),
\[
\sqrt{\lambda} \| u \|_{p,q,w} + \| Du \|_{p,q,w} \leq N \| g \|_{p,q,w} + \frac{N}{\sqrt{\lambda}} \| f \|_{p,q,w} + N \sqrt{\lambda} \| u \|_{p,q,w},
\]
and by picking \( \lambda = \max(1, \lambda_0) \), we have
\[
\| u \|_{p,q,w} + \| Du \|_{p,q,w} \leq N \| g \|_{p,q,w} + N \| f \|_{p,q,w} + N_1 \| u \|_{p,q,w},
\]
where \( N = N(d, \delta, \alpha, p, K_1) \) and \( N_1 = N_1(d, \delta, \alpha, p, K_1, R_0) \). Therefore, in order to prove \((2.8)\), it is sufficient to prove
\[
\| u \|_{p,q,w} \leq N \| g \|_{p,q,w} + N \| f \|_{p,q,w}
\]
for some \( N = N(d, \delta, \alpha, p, K_1, R_0, T) \).

Step 1. Take a positive integer \( m \) to be specified below. Set \( s_k = kT/m \) for \( k = -1, 0, 1, \ldots, m - 1 \), and define \( \eta_k = \eta_k(t) \) as in \((1.12)\) for \( k \geq 0 \). Then, by Lemma 6.6, \( u \eta_k \in H_{p,q,w,0}^{\alpha,1}((s_{k-1}, s_{k+1}) \times \mathbb{R}^d) \) and
\[
\partial_t^\alpha (u \eta_k) - D_i(a^{ij} D_j (u \eta_k) + a^i u \eta_k) - b^i D_i (u \eta_k) - c u \eta_k
\]
\[= D_i g_i \eta_k + f \eta_k - \eta_k \partial_t^\alpha u + \partial_t^\alpha (u \eta_k)
\]
\[= D_i g_i \eta_k + f \eta_k + N_\eta \int_{-\infty}^{t} (t - s)^{-\alpha - 1}[\eta_k(s) - \eta_k(t) - \eta_k'(s)(s - t)] u(s, x) ds
\]
\[+ N \eta \partial_t I_0^{2-\alpha} u
\]
\[= D_i g_i \eta_k + N D_i (\tilde{g} \eta_k') + f \eta_k + N \tilde{f} \eta_k'(t)
\]
\[+ N \int_{-\infty}^{t} (t - s)^{-\alpha - 1}[\eta_k(s) - \eta_k(t) - \eta_k'(s)(s - t)] \chi_{s \leq s_k} u(s, x) ds,
\]
where \( N \) and \( \tilde{N} \) depend only on \( \alpha \), and
\[\partial_t I_0^{2-\alpha} u =: \text{div}\tilde{g} + \tilde{f}.
\]
By using the equation \((2.7)\), Lemma 6.7 and \((6.8)\), we have
\[
\| \tilde{g} \eta_k' \|_{p,q,w,(s_{k-1}, s_{k+1})} \leq N \| \eta_k' \|_{L_\infty} \| \tilde{g} \|_{p,q,w,(0, s_k)}
\]
\[\leq N \| \eta_k' \|_{L_\infty} \left\{ \| g \|_{p,q,w,(0, s_k)} + \| Du \|_{p,q,w,(0, s_k)} + \| u \|_{p,q,w,(0, s_k)} \right\}
\]
\[\leq Nk \left\{ \| g \|_{p,q,w,(0, s_k)} + \| Du \|_{p,q,w,(0, s_k)} + \| u \|_{p,q,w,(0, s_k)} \right\}
\]
\[\leq Nk \left\{ \| g \|_{p,q,w,(0, s_k)} + \| f \|_{p,q,w,(0, s_k)} + \| u \|_{p,q,w,(0, s_k)} \right\},
\]
\[(6.11)\]
where $N = N(d, \delta, \alpha, p, q, K_1, R_0)$, and similarly,
\[
\|f\eta_k\|_{p,q,w,(s_{k-1}, s_{k+1})} \leq N k(\|g\|_{p,q,w,(0,s_k)} + \|f\|_{p,q,w,(0,s_k)} + \|u\|_{p,q,w,(0,s_k)}).
\]
(6.12)

**Step 2.** By the triangle inequality,
\[
\|u\|_{p,q,w,(s_k, s_{k+1})} \leq \|u\|_{p,q,w,(s_{k-1}, s_{k+1})}
\leq \|(u\eta_k)^\varepsilon - u\eta_k\|_{p,q,w,(s_{k-1}, s_{k+1})} + \|(u\eta_k)^\varepsilon\|_{p,q,w,(s_{k-1}, s_{k+1})}.
\]
(6.13)

For the first term in the right-hand side of (6.13), note for each $t$, by Lemma A.2, we have
\[
\|(u\eta_k)^\varepsilon(t, \cdot) - (u\eta_k)(t, \cdot)\|_{q,w_2} \leq N \varepsilon \|D(u\eta_k)(t, \cdot)\|_{q,w_2},
\]
where $N = N(d, q, K_1)$, which implies
\[
\|(u\eta_k)^\varepsilon - u\eta_k\|_{p,q,w,(s_{k-1}, s_{k+1})} \leq N \varepsilon \|D(u\eta_k)\|_{p,q,w,(s_{k-1}, s_{k+1})}.
\]
(6.14)

To estimate $\|(u\eta_k)^\varepsilon\|_{p,q,w,(s_{k-1}, s_{k+1})}$ in (6.13), we take the mollification in the spatial variables on both sides of (6.10), and then move all the terms except $\partial_t^\alpha \eta_k^\varepsilon$ to the right-hand side of the equation. Using Lemma A.3 (6.11), and (6.12), for $\varepsilon < 1$, we have
\[
\|\partial_t^\alpha \eta_k^\varepsilon\|_{p,q,w,(s_{k-1}, s_{k+1})}
\leq \frac{N}{\varepsilon} \left\{ \|g\eta_k\|_{p,q,w,(s_{k-1}, s_{k+1})} + \|\tilde{g}\eta_k\|_{p,q,w,(s_{k-1}, s_{k+1})} + \|u\|_{p,q,w,(s_{k-1}, s_{k+1})} \right\}
\leq \frac{N}{\varepsilon} \left\{ \|f\eta_k\|_{p,q,w,(s_{k-1}, s_{k+1})} + \|\tilde{f}\eta_k\|_{p,q,w,(s_{k-1}, s_{k+1})} + \|u\|_{p,q,w,(s_{k-1}, s_{k+1})} \right\}
\leq \frac{N}{\varepsilon} \left\{ \|m\|_{p,q,w,(0,T)} + \|g\|_{p,q,w,(0,T)} \right\}
\]
(6.15)
Then, for any $w \in H$, follows from the solvability of the simple equation with leading coefficient $s$

Let $N$ be given in Proposition 6.1 together with the method of continuity. Recall

Next, we prove Theorem 2.10 by following a similar procedure as in Section 5. Therefore, (6.9) follows from an induction on $k$, and the a priori estimate (2.8) is proved. Finally, the existence of solutions follows from the solvability of the simple equation with leading coefficients $a^{ij} = \delta^{ij}$ given in Proposition 6.1 together with the method of continuity.

Next, we prove Theorem 2.10 by following a similar procedure as in Section 5.

6.2. The half space case. When $\Omega = \mathbb{R}^d_+$, i.e., the half space, we derive the mean oscillation estimate by taking odd and even extensions to the whole space. Recall the definition of the strong maximal function for the half space in (5.1). Moreover, for $w(t, x) = w_1(t)w_2(x)$ where $w_1 \in A_p(\mathbb{R})$ and $w_2 \in A_q(\Omega)$, we denote the even extension of $w_2$ to the whole space by $\overline{w_2}(x)$, and let $\overline{w}(t, x) = w_1(t)\overline{w_2}(x)$. Similar to Lemma 5.2 we have the following lemma.

**Lemma 6.9.** For any $u \in \dot{H}^{\alpha, 1}_{p, q, w, 0}(\Omega_T)$, let $\overline{w}(t, x) = u(t, |x|^1, x')\text{sgn } x^1$. Then, $\overline{w} \in \dot{H}^{\alpha, 1}_{p, q, w}(\mathbb{R}^d_+)$ and

$$
\|u\|_{\dot{H}^{\alpha, 1}_{p, q, w}(\Omega_T)} \leq \|\overline{w}\|_{\dot{H}^{\alpha, 1}_{p, q, w}(\mathbb{R}^d_+)} \leq 2\|u\|_{\dot{H}^{\alpha, 1}_{p, q, w}(\Omega_T)}.
$$

**Proposition 6.10.** Let $\alpha \in (1, 2)$, $p_0 \in (1, 2)$, $T \in (0, \infty)$, $a^{ij}$ be constants, and $u \in \dot{H}^{\alpha, 1}_{p_0, 0, \text{loc}}(\Omega_T)$ satisfy

$$
\partial_t^\sigma u - D_i(a^{ij}D_j u) = D_i g_i \quad \text{in} \quad \Omega_T.
$$

Then, for any $(t_0, x_0) \in [0, T] \times \Omega, r \in (0, \infty), \kappa \in (0, 1/4)$, and $\kappa \in (0, 1/4)$, we have

$$
(|Du| + |D^\alpha u|)(t_0 - (\kappa r)^{2/\alpha}t_0) \leq N \kappa \sum_{k=0}^{\infty} 2^{-k\sigma}(|D^\alpha u|^{p_0})^{1/p_0}(t_0 - (\kappa r)^{2/\alpha}t_0) \times B^+_{\delta^{-1/2}}(x_0)
$$

$$
+ N \kappa^{-(d+2)/\alpha} p_0 \sum_{k=0}^{\infty} 2^{-k\sigma}(|D^\alpha u|^{p_0})^{1/p_0}(t_0 - (\kappa r)^{2/\alpha}t_0) \times B^+_{\delta^{-1/2}}(x_0),
$$

where $N = N(d, \sigma, \alpha, p_0)$ and $\sigma = \sigma(d, \alpha, p_0)$. 

Proof. The proof is similar to that of Proposition 5.3. Indeed, when \( a_{ij} = \delta_{ij} \), we extend \( g \) by letting
\[
g_i(x) = g_i(\|x^1\|, x'), \quad g_i(x) = g_i(\|x^1\|, x') \text{sgn} x^1 \quad \text{for} \quad i = 2, \ldots, d
\]
so that the odd extension of \( u \) is a solution of (6.17) in the whole space. Therefore, (6.18) follows from Proposition 6.2, Lemma 6.9 and a change of variables. \( \square \)

To prove Theorem 2.10 we only need the following proposition for the case \( G = \mathbb{R}^d_+ \). However, for convenience, here we include the result for the whole space, since we will need both of them later.

**Lemma 6.11.** Let \( G = \mathbb{R}^d_+ \) or \( \mathbb{R}^d \), \( \alpha \in (1, 2) \), \( T \in (0, \infty) \), \( p, q \in (1, \infty) \), \( K_1 \in [1, \infty) \), and \( \|w\|_{p,q} \leq K_1 \). There exists \( \gamma_0 = \gamma_0(d, \delta, \alpha, p, q, K_1) > 0 \) such that under Assumption 2.2 \((\gamma_0)\), the following holds. There exists \( \lambda_0 = \lambda_0(d, \delta, \alpha, p, q, K_1, R_0) \) such that for any \( \lambda \geq \lambda_0 \) and \( u \in \mathcal{H}^{\gamma_0,1}_{p,q,w,0}(\Omega) \) (or \( \mathcal{H}^{\gamma_0,1}_{p,q,w,0}(\mathbb{R}^d_+) \)) satisfying
\[
Lu + \lambda u = D_ig_i + f \quad \text{in} \quad (0, T) \times G,
\]
we have
\[
\sqrt{\lambda}N\|u\|_{L_{p,q,w}(0,T) \times G} + \|Du\|_{L_{p,q,w}(0,T) \times G} \leq N\|g\|_{L_{p,q,w}(0,T) \times G} + \frac{N}{\sqrt{\lambda}}\|f\|_{L_{p,q,w}(0,T) \times G},
\]
where \( N = N(d, \delta, \alpha, p, q, K_1) \).

**Proof.** The case when \( G = \mathbb{R}^d_+ \) was proved in Corollary 6.6. When \( G = \mathbb{R}^d \), we can easily derive results analogous to Propositions 6.3, 6.4, and Corollary 6.5 by using Proposion 6.10, the weighted Hardy-Littlewood and Fefferman-Stein theorems in the half space, and S. Agmon’s idea, respectively. Then, Lemma 6.11 follows from a partition of unity argument in the half space. \( \square \)

In the following proof, for \( \Omega = \mathbb{R}^d_+ \), we denote \( |||\cdot|||_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\Omega_T)} \) and \( \|\cdot\|_{p,q,w;((\tau_1, \tau_2) \times \Omega)} = \|\cdot\|_{L_{p,q,w}((\tau_1, \tau_2) \times \Omega)} \).

**Proof of Theorem 2.10** First, note that the solvability of the simple equation
\[
\partial_t^\alpha u - \Delta u = D_ig_i + f
\]
can be proved by extending \( f, g \) as
\[
g_1(x) = g_1(\|x^1\|, x'), \quad g_i(x) = g_i(\|x^1\|, x') \text{sgn} x^1 \quad \text{for} \quad i = 2, \ldots, d,
\]
and then applying Theorem 2.25. Therefore, by the method of continuity it suffices to prove the a priori estimate (2.10) under Assumption 2.2 \((\gamma_0)\), where \( \gamma_0 \) is taken from Lemma 6.11. By adding \( \max(1, \lambda_0)u \) to both sides of the equation (2.9), where \( \lambda_0 = \lambda_0(d, \delta, \alpha, p, q, K_1, R_0) \) is derived from Lemma 6.11 in the half space, we have
\[
\|u\|_{p,q,w} + \|Du\|_{p,q,w} \leq N\|g\|_{p,q,w} + N\|f\|_{p,q,w} + N_1\|u\|_{p,q,w}, \quad (6.19)
\]
where \( N = N(d, \delta, \alpha, p, K_1) \) and \( N_1 = N_1(d, \delta, \alpha, p, K_1, R_0) \). Therefore, in order to prove (2.10), it remains to prove
\[
\|u\|_{p,q,w} \leq N\|g\|_{p,q,w} + N\|f\|_{p,q,w} \quad (6.20)
\]
for some \( N = N(d, \delta, \alpha, p, K_1, R_0, T) \). We follow the proof of (6.9). The difference is that we need to take extensions before taking the mollification. For a positive
integer $m$ to be specified below, we take $s_k = kT/m$ for $k = -1, 0, 1, \ldots, m - 1$, and define the cutoff functions $\eta_k$ as in (4.12) for $k \geq 0$. Then (6.10) is satisfied in the half space, i.e.,

$$
\partial_t^\alpha (u \eta_k) = D_i (g_i \eta_k + a^i \partial_j (u \eta_k)) + N_4 D_i (\tilde{g}_{ij} \eta_k^i) + c (u \eta_k)
+b^j \partial_i (u \eta_k) + f \eta_k + N_4 f \eta_k (t)
+ N_3 \int_{-\infty}^t (t - s)^{-\alpha - 1} [\eta_k (s) - \eta_k (t) - \eta_k^i (s - t)] \chi_{s \leq s_k} u (s, x) \, ds,
$$

where $N_3$ and $N_4$ depend only on $\alpha$. Therefore, by Lemma 4.3 and (6.14), we conclude

$$
\| \partial_t^\alpha (u \eta_k) \|_{L_{p, q, w, (s_k - 1, s_k + 1) \times \mathbb{R}^d}}
\leq N \varepsilon \left\{ m \| f \|_{p, q, w, (0, T)} + m \| g \|_{p, q, w, (0, T)} + m \| u \|_{p, q, w, (0, s_k)}
+ \| u \|_{p, q, w, (s_k - 1, s_k + 1)} \right\} + N m^2 T^{-\alpha} \| u \|_{p, q, w, (0, s_k)},
$$

(6.21)

where $N = N(d, \delta, \alpha, p, q, K_1, R_0)$, and $\overline{\eta}_k \in \mathcal{S}^{[0, 1]}(\mathbb{R}_+ d)$ denotes the odd extension of $u \eta_k$ in the $x_1$ direction. Then, by (6.19) and (6.21),

$$
\| u \|_{p, q, w, (s_k - 1, s_k + 1)}
\leq \| \overline{\eta}_k \|_{L_{p, q, w, (s_k - 1, s_k + 1) \times \mathbb{R}^d}}
\leq N_1 \varepsilon \left\| D (\overline{\eta}_k) \right\|_{L_{p, q, w, (s_k - 1, s_k + 1) \times \mathbb{R}^d}}
+N_2 \left( \frac{T}{m} \right)^\alpha \left\| \partial_t^\alpha \eta_k \right\|_{L_{p, q, w, (s_k - 1, s_k + 1) \times \mathbb{R}^d}}
\leq N_1 \varepsilon \left\| D (\overline{\eta}_k) \right\|_{p, q, w, (s_k - 1, s_k + 1)}
\left( \frac{T}{m} \right)^\alpha \frac{N}{\varepsilon} \left\{ m \| f \|_{p, q, w, (0, T)} + m \| g \|_{p, q, w, (0, T)} + m \| u \|_{p, q, w, (0, s_k)}
+ \| u \|_{p, q, w, (s_k - 1, s_k + 1)} \right\}
\leq N \varepsilon (\| f \|_{p, q, w, (0, T)} + \| g \|_{p, q, w, (0, T)} + \| u \|_{p, q, w, (0, s_k)} + \| u \|_{p, q, w, (s_k, s_k + 1)})
\left( \frac{T}{m} \right)^\alpha \left\| \partial_t^\alpha \eta_k \right\|_{p, q, w, (0, s_k)},
$$

(6.22)

where $N_1 = N_1 (d, q, K_1)$, $N_2 = N_2 (\alpha, p, q, K_1)$, $N = N(d, \delta, \alpha, p, q, K_1, R_0)$, and $\overline{\eta}$ denotes the even extension of $u$. By first picking $\varepsilon$ sufficiently small, and then picking $m$ sufficiently large so that $\| u \|_{p, q, w, (s_k, s_k + 1)}$ can be absorbed to the left-hand side of (6.22), we conclude

$$
\| u \|_{p, q, w, (s_k, s_k + 1)} \leq N \| f \|_{p, q, w, (0, T)} + N \| g \|_{p, q, w, (0, T)} + N \| u \|_{p, q, w, (0, s_k)},
$$

where $N = N(d, \delta, \alpha, p, q, K_1, R_0, T)$. Therefore, (6.20) follows from an induction on $k$, and Theorem 2.10 is proved.

\[ \square \]

6.3. The domain case. In this subsection, we denote

$$
Lu = \partial_t^\alpha u - D_i (a^i \partial_j u + a^j u) - b^j D_i u - cu.
$$

To prove Theorem 2.11, we first deal with $L + \lambda$ for $\lambda$ sufficiently large (cf. Proposition 5.5).
Proposition 6.12. Let $\Omega$ be a domain, $\alpha \in (1, 2)$, $T \in (0, \infty)$, $p, q \in (1, \infty)$, $K_1 \in [1, \infty)$, and $[w]_{p,q,\Omega} \leq K_1$. There exist $\gamma_0 = \gamma_0(d, \alpha, p, q, K_1) \in (0, 1)$ and $\Theta = \Theta(d, \alpha, p, q, K_1) \in (0, 1/3)$ such that under Assumption 2.4, Assumption 2.4 (\theta), the following holds. There exists $\lambda_1 = \lambda_1(d, \alpha, p, q, K_1, R_0, R_2) \geq 1$ such that for any $\lambda \geq \lambda_1$ and $f, g_i \in L_{p,q}(\Omega_T)$, there exists a unique solution $u \in H^{\alpha,1}_{p,q,w,0}(\Omega_T)$ to

$$L u + \lambda u = D_1 g_i + f \quad \text{in} \quad \Omega_T,$$  

and $u$ satisfies

$$\|u\|_{H^{\alpha,1}_{p,q,w}(\Omega_T)} \leq \Theta(\|g\|_{p,q,w} + \|f\|_{p,q,w}),$$

where $N = N(d, \alpha, p, q, K_1, R_0, R_2)$ and $\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\Omega_T)}$. Moreover, for any $\lambda \geq 0$, $u \in H^{\alpha,1}_{p,q,w,0}(\Omega_T)$ satisfying (6.23), we have

$$\|u\|_{H^{\alpha,1}_{p,q,w}(\Omega_T)} \leq N(\|f\|_{p,q,w} + \|g\|_{p,q,w} + \|u\|_{p,q,w}).$$

We denote

$$\|\cdot\|_{p,q,w} = \|\cdot\|_{L_{p,q,w}(\Omega_T)} \quad \text{and} \quad \|\cdot\|_{p,q,w,(\tau_1, \tau_2)} = \|\cdot\|_{L_{p,q,w}((\tau_1, \tau_2) \times \Omega)}$$

in the following proof.

Proof of Theorem 2.10. By the solvability of

$$L u + \lambda u = D_1 g_i + f$$

for $\lambda$ sufficiently large given in Proposition 6.12 together with the method of continuity, it remains to prove the a priori estimate (2.10) under Assumption 2.2, (\gamma_0) and Assumption 2.4 (\theta), where $\gamma_0$ and $\Theta$ are taken from Proposition 6.12. By (6.24), it suffices to prove

$$\|u\|_{p,q,w} \leq N \|g\|_{p,q,w} + N \|f\|_{p,q,w}. \quad (6.25)$$

We follow the proof of (6.9) together with a partition of unity argument in the spatial variables. For a positive integer $m$ to be specified below, we take $s_k = kT/m$ for $k = -1, 0, 1, \ldots, m - 1$, and define the cutoff functions $\xi_k$ as in (4.12) for $k \geq 0$. Furthermore, we take $\{\xi_l\}$ to be a partition of unity in $\Omega$ defined in (3.14). Note that $\xi_l$ is either supported in $B_{r_0/40}(x_l)$ for some $x_l \in \Omega$ or supported in $B_{r_0/12}(x_l)$ for some $x_l \in \partial \Omega$, where $r_0 = \min(R_0, R_2)$. Then, for all $l$, $\xi_l u$ satisfies

$$L(\xi_l u) := D_1 g^l_i + f^l \quad \text{in} \quad \Omega \cap \text{supp}(\xi_l),$$

where

$$g_i^l = \xi_l g_i - a^j u D_j \xi_l \quad \text{and} \quad f^l = \xi_l f - g_i D_l \xi_l - (a^j D_j u + a^i u) D_i \xi_l - b^i u D_i \xi_l$$

such that

$$|g^l_i| + |f^l| \leq N(\|\xi_l g\| + \|u D\xi_l\| + \|g D\xi_l\| + \|\xi_l f\| + \|D u D\xi_l\|).$$
It follows that for any fixed $k$ and $l$,
\[
\|\eta_k \xi^l u\|^p_{p,w,(s_{k-1}, s_{k+1})} \\
\leq N\varepsilon \left(\|f^I\|^p_{p,w,(0,T)} + \|g^I\|^p_{p,w,(0,T)} + \|\xi^l u\|^p_{p,w,(s_{k}, s_{k})} + \|\xi^l u\|^p_{p,w,(s_{k}, s_{k+1})}\right) \\
+ \left(\frac{T}{m}\right)^\alpha N\varepsilon \sum m\|\xi^l u\|^p_{p,w,(s_{k}, s_{k+1})} + \|\xi^l u\|^p_{p,w,(s_{k}, s_{k+1})} \\
+ \|\xi^l u\|^p_{p,w,(s_{k-1}, s_{k+1})} + \left(\frac{T}{m}\right)^\alpha Nm^2T^{-\alpha}\|\xi^l u\|^p_{p,w,(0,s_k)}, \tag{6.26}
\]
where $N = N(d, \delta, \alpha, p, K_1, R_0, R_2)$. Indeed, to prove (6.26), when $x_l \in \Omega$, we take the extension of weights to the whole space, and then apply (6.10); when $x_l \in \partial \Omega$, we apply a change of coordinates followed by the extension of weights to the half space, and then apply (6.22). By using (6.26), (B.5) and (6.24), we have
\[
\|u\|^p_{p,w,(s_{k-1}, s_{k+1})} \leq \|\eta_k \xi^l u\|^p_{p,w,(s_{k-1}, s_{k+1})} \leq \sum \|\eta_k \xi^l u\|^p_{p,w,(s_{k-1}, s_{k+1})} \\
\leq N\varepsilon \left(\|g^I\|^p_{p,w,(0,s_k)} + \|f^I\|^p_{p,w,(0,s_k)} + \|\xi^l u\|^p_{p,w,(s_{k}, s_{k})} + \|\xi^l u\|^p_{p,w,(s_{k}, s_{k+1})}\right) \\
+ \left(\frac{T}{m}\right)^\alpha N\sum m\|\xi^l u\|^p_{p,w,(s_{k}, s_{k+1})} + \left(\frac{T}{m}\right)^\alpha Nm^2T^{-\alpha}\|\xi^l u\|^p_{p,w,(0,s_k)}, \tag{6.27}
\]
where $N = N(d, \delta, \alpha, p, K_1, R_0, R_2)$. Therefore, using (6.24) and the fact that $\alpha \in (1, 2)$ and by first picking $\varepsilon$ sufficiently small, and then picking $m$ sufficiently large so that we can absorb $\|u\|^p_{p,w,(s_{k-1}, s_{k+1})}$ to the left-hand side of (6.27), we have
\[
\|u\|^p_{p,w,(s_{k-1}, s_{k+1})} \leq N\|f\|^p_{p,w,(0,T)} + N\|g\|^p_{p,w,(0,T)} + N\|u\|^p_{p,w,(0,s_k)},
\]
where $N = N(d, \delta, \alpha, p, K_1, R_0, R_2, T)$. Thus, when $p = q$, (6.25) follows from an induction on $k$. When $p \neq q$, we use the extrapolation theorem in [2 Theorem 2.5] to conclude (6.25). The theorem is proved.

**APPENDIX A.**

In the first part of the appendix, we prove some results mentioned in previous sections.
Lemma A.1. If \( p \in [1, \infty) \) and \( u \in C^2[0, \infty) \) satisfies \( u(0) = u'(0) = 0 \), then for any \( \varepsilon > 0 \) and \( T > 0 \),
\[
\|u'\|_{L^p(0,T)} \leq N\varepsilon^{-1}\|u\|_{L^p(0,T)} + \varepsilon\|u''\|_{L^p(0,T)},
\]
where \( N \) is independent of \( u, p, \varepsilon, T \).

Proof. Take \( \xi \in C_c^\infty(\mathbb{R}) \) such that \( \xi(0) = 1, \xi'(0) = 0 \), and take the zero extension of \( u \) on \( \mathbb{R} \). Then, by the fundamental theorem of calculus,
\[
(u'(t + s)\xi(s))_s = u''(t + s)\xi(s) + (u(t + s)\xi'(s))_s - u(t + s)\xi''(s),
\]
and
\[
\begin{align*}
u'(t) &= \int_{-\infty}^{0} (u'(t + s)\xi(s))_s \, ds = \int_{-\infty}^{0} u''(t + s)\xi(s) \, ds - \int_{-\infty}^{0} u(t + s)\xi''(s) \, ds.
\end{align*}
\]
By the Minkowski inequality and the fact that \( u \) is supported in \([0, \infty)\),
\[
\|u'\|_{L^p(0,T)} \leq \int_{-\infty}^{0} (|\xi(s)| + |\xi'(s)|)(\|u''(\cdot + s)\|_{L^p(0,T)} + \|u(\cdot + s)\|_{L^p(0,T)}) \, ds
\leq N\|u''\|_{L^p(0,T)} + \|u\|_{L^p(0,T)}.
\]
(A.1)
For any \( \varepsilon > 0 \), let \( v(\cdot) := u(\varepsilon \cdot) \). Because \( N \) in (A.1) is independent of \( T \), we replace \( u \) with \( v \) to get
\[
\|v'\|_{L^p(0,T/\varepsilon)} \leq N\|v''\|_{L^p(0,T/\varepsilon)} + \|v\|_{L^p(0,T/\varepsilon)},
\]
which implies
\[
\varepsilon\|v'\|_{L^p(0,T)} \leq N\varepsilon^2\|v''\|_{L^p(0,T)} + \|v\|_{L^p(0,T)}.
\]
Therefore, the desired result follows. \( \square \)

In Lemmas A.2 and A.3 below, let \( \zeta \in C_c^\infty(\mathbb{R}^d) \) satisfy \( \text{supp}(\zeta) \subset B_1 \) and \( \int_{\mathbb{R}^d} \zeta = 1 \), and let \( \zeta^\varepsilon(\cdot) := \varepsilon^{-d}\zeta(\cdot/\varepsilon) \).

Lemma A.2. For \( q \in [1, \infty) \), \( w_2 \in A_q \) with \([w_2]_{A_q} \leq K_1\), \( v \in W^{1,q}_{\text{loc}} \), and \( v^\varepsilon := v * \zeta^\varepsilon \), we have
\[
\|v^\varepsilon - v\|_{q,w_2} \leq N\varepsilon\|Dv\|_{q,w_2},
\]
where \( N = N(d, q, K_1) \).

Proof. By the definition of \( v^\varepsilon \) and the Fubini theorem,
\[
|v^\varepsilon(x) - v(x)| = \int_{B_1} |v(x - \varepsilon y) - v(x)| \zeta(y) \, dy
= |\int_{B_1} \varepsilon \int_0^1 y \cdot Dv(x - s\varepsilon y) \, ds \zeta(y) \, dy|
= \varepsilon \int_0^1 \int_{B_1} \zeta(y) |y \cdot Dv(x - s\varepsilon y)| \, dy \, ds
\leq \varepsilon \cdot N \int_0^1 \int_{B_1} |Dv(x - s\varepsilon y)| \, dy \, ds
\leq N\varepsilon M Dv(x),
\]
where \( M \) denotes the maximal function. Therefore, by the weighted maximal function theorem, we have
\[
\|v^\varepsilon - v\|_{q,w_2} \leq N\varepsilon\|M Dv(x)\|_{q,w_2} \leq N\varepsilon\|Dv\|_{q,w_2}.
\]
The lemma is proved. □

Lemma A.3. If \([w]_{p,q} \leq K_1\) and \(u \in \mathcal{H}^{\alpha,1}_{p,q,w,0}(\mathbb{R}^d_T)\) satisfies
\[
\partial_t^\alpha u = D_i g_i + f \quad \text{in} \quad \mathbb{R}^d_T
\]
for some \(f, g_i \in L_{p,q,w}(\Omega_T)\). Then \(w^\varepsilon := u * \varepsilon \zeta \in \mathcal{H}^{\alpha,2}_{p,q,w,0}(\mathbb{R}^d_T)\), and for any \(\varepsilon < 1\), we have
\[
\|\partial_t^\alpha u^\varepsilon\|_{L_{p,q,w}(\mathbb{R}^d_T)} \leq \frac{N}{\varepsilon} \|g\|_{L_{p,q,w}(\mathbb{R}^d_T)} + N \|f\|_{L_{p,q,w}(\mathbb{R}^d_T)},
\]
where \(N = N(d, \delta, q, K_1)\). Moreover, let \(\Omega = \mathbb{R}^d_T, u \in \mathcal{H}^{\alpha,1}_{p,q,w,0}(\Omega_T), [w]_{p,q,\Omega} \leq K_1, \tilde{\gamma}\) be the odd extension of \(u\) in the \(x_1\) direction, and \(\tilde{\gamma}\) be the even extension of \(w\) in the \(x_1\) direction. If \((A.2)\) is satisfied in \(\Omega_T\) for some \(f, g_i \in L_{p,q,w}(\Omega_T)\), then
\[
\|\partial_t^\alpha \tilde{\gamma}\|_{L_{p,q,w}(\mathbb{R}^d_T)} \leq \frac{N}{\varepsilon} \|g\|_{L_{p,q,w}(\Omega_T)} + N \|f\|_{L_{p,q,w}(\Omega_T)};
\]
where \(N = N(d, \delta, q, K_1)\).

Proof. We first consider the whole space case. Taking the convolution in the spatial variables in both sides of \((A.2)\) yields
\[
\partial_t^\alpha u^\varepsilon = g_i * \varepsilon D_i \zeta^\varepsilon + f * \varepsilon \zeta^\varepsilon.
\]
Note that
\[
|f * \zeta^\varepsilon(t,x)| = |\int_{B_1} f(t,x-\varepsilon y)\zeta(y) \, dy |
\leq \|\zeta\|_{L^\infty} |B_1| \int_{B_1} f(t,x-\varepsilon y) \, dy |
\leq \|\zeta\|_{L^\infty} |B_1| \mathcal{M}_x f(t,x),
\]
where \(\mathcal{M}_x\) denotes the maximal function in the spatial variables for fixed \(t\). Thus, by the weighted maximal function theorem,
\[
\|f * \zeta^\varepsilon(t,\cdot)\|_{q,w_2} \leq \|\zeta\|_{L^\infty} N \|f(t,\cdot)\|_{q,w_2},
\]
where \(N = N(d,q,K_1)\), and similarly,
\[
\|g_i * D_i \zeta^\varepsilon(t,\cdot)\|_{q,w_2} \leq \|D_i \zeta\|_{L^\infty} \frac{N}{\varepsilon} \|g_i(t,\cdot)\|_{q,w_2}.
\]
Therefore, \((A.3)\) follows from \((A.5)\), \((A.6)\), and \((A.7)\).

To prove \((A.4)\), we note that \(\tilde{\gamma} \in \mathcal{H}^{\alpha,1}_{p,q,\tilde{\gamma}}(\mathbb{R}^d_T)\) by Lemma 6.9. By taking proper odd and even extensions of \(g_i\) and \(f\), the extensions satisfy \((A.2)\) in the whole space, and \((A.4)\) follows from \((A.3)\). The lemma is proved. □

Appendix B.

In the second part of the appendix, we prove some results for equations in a smooth domain \(\Omega\). This section is organized as follows. First, we consider the restrictions and extensions of the weights of the spatial variables. Then, we prove the results for non-divergence form equations in Lemmas B.2-B.4. Finally, the results for equations in divergence form are proved in Lemmas B.5-B.7.

Let \(a^{ij}\)'s satisfy Assumption 2.2 (\(\gamma_0\)) and let \(\Omega\) satisfy Assumption 2.3 (\(\theta\)) for divergence form equations or Assumption 2.4 (\(\theta\)) for non-divergence form equations with \(\gamma_0 \in (0,1)\) and \(\theta \in (0,1/3)\) to be specified. We locally flatten the boundary
of $\partial \Omega$ as follows. For $r_0 = \min(R_0, R_2)$ and any $z \in \partial \Omega$, there exists a coordinate system and a mapping $\phi$ such that

$$\Omega \cap B_{r_0}(z) = \{x \in B_{r_0}(z) : x^1 > \phi(x')\}.$$ 

Let

$$\Phi^1(x) = x^1 - \phi(x'), \quad \Phi^j(x) = x^j \quad \text{for} \quad j \geq 2, \quad \Psi = \Phi^{-1}, \quad (B.1)$$

and without loss of generality, assume that $\Phi(z) = 0$. Moreover, let

$$\eta \in C_0^\infty(B_{3r_0/32}(z)), \quad \eta = 1 \text{ in } B_{r_0/12}(z), \quad \eta^\ast(\cdot) = \eta(\cdot - z), \text{ and } \eta^\ast(\cdot) = \eta^\ast(\Psi(\cdot)). \quad (B.2)$$

Since $\theta \leq 1/3$, $\hat{\eta}^\ast \in C_0^\infty(B_{r_0/8})$ and $\hat{\eta} = 1$ in $B_{r_0/16}$, where we used

$$B_{3r_0/32}(z) \subset B_{\frac{r_0}{4(1+\theta)}}(z) \subset \Psi(B_{r_0/8}), \quad \Psi(B_{r_0/16}) \subset B_{r_0(1+\theta)/16}(z) \subset B_{r_0/12}(z).$$

Furthermore, for $r_1 := r_0/2 > 0$, we have

$$B_{r_1} \subset \Phi(B_{r_0}(z)) \quad \text{and} \quad B_{r_1}^\ast \subset \Phi(\Omega \cap B_{r_0}(z)).$$

Indeed, for $(y^1, y') \in B_{r_1}$, we can easily check that $(y^1 + \phi(y'), y') \in B_{r_0}(z)$ and $\Phi(y^1 + \phi(y'), y') = (y^1, y')$.

**Lemma B.1.** (1) If $w \in A_p(\Omega)$, then $w \in A_p(\Omega \cap B_{r_0}(z))$ and $w(\Psi) \in A_p(\Phi(\Omega \cap B_{r_0}(z)))$.

(2) Let $\delta > 0$ and $C_\delta^+ = [0, \delta] \times [-\delta/2, \delta/2]^{d-1}$. If $w \in A_p(C_\delta^+)$, then there exists $\overline{w} \in A_p(\mathbb{R}_+^d)$ such that $\overline{w} = w$ in $C_\delta^+$.

**Proof.** For (1), for any $x \in \Omega \cap B_{r_0}(z), r > 0$, we have

$$\left[ \frac{1}{|B_r(x) \cap \Omega \cap B_{r_0}(z)|} \int_{B_r(x) \cap \Omega \cap B_{r_0}(z)} w \, dx \right]^{p-1} \leq \left[ \frac{|B_r(x) \cap \Omega|}{|B_r(x) \cap \Omega \cap B_{r_0}(z)|} \right] \left[ \frac{|B_r(x) \cap \Omega|}{|B_r(x) \cap \Omega \cap B_{r_0}(z)|} \right] \left[ \frac{|B_r(x) \cap \Omega|}{|B_r(x) \cap \Omega \cap B_{r_0}(z)|} \right] \left[ \frac{|B_r(x) \cap \Omega|}{|B_r(x) \cap \Omega \cap B_{r_0}(z)|} \right] \leq N(r_0, d, p)[w]_{p, \Omega},$$

where when $r$ is small, we used the smoothness of $\Omega$, and when $r > 2r_0$, we used the fact that $B_r(x) \cap \Omega \cap B_{r_0}(z) = \Omega \cap B_{r_0}(z)$. Thus, $w \in A_p(\Omega \cap B_{r_0}(z))$. 

Next, for any $\overline{y} \in \Phi(\Omega \cap B_{r_0}(z))$ and $r > 0$, since $\det D\Psi = 1$, we have

$$
\left[ \int_{B_r(\overline{y}) \cap \Phi(\Omega \cap B_{r_0}(z))} w(\Psi(y)) \, dy \right]^{p-1} \left[ \int_{\Phi(\Omega \cap B_{r_0}(z))} w(\Psi(y))^{\frac{1}{p-1}} \, dy \right] \leq \left( \frac{B_{2r}(\Psi(\overline{y})) \cap \Omega \cap B_{r_0}(z)}{B_{r/2}(\Psi(\overline{y})) \cap \Omega \cap B_{r_0}(z)} \right)^p \left( \int_{B_{2r}(\Psi(\overline{y})) \cap \Omega \cap B_{r_0}(z)} w \, dx \right)^{p-1} \cdot \left( \int_{B_{r/2}(\Psi(\overline{y})) \cap \Omega \cap B_{r_0}(z)} w^{-\frac{1}{p-1}} \, dx \right)^p \leq N(r_0, d, p)[w]_{p, \Omega \cap B_{r_0}(z)}.
$$

Thus, $w(\Psi) \in A_p(\Omega \cap B_{r_0}(z))$, and (1) is proved.

For (2), we define $\overline{w}$ by taking the even extension of $w$ along each side as follows. First, for $x^1 \in (\delta, 2\delta]$ and $x' \in [-\delta/2, \delta/2]^{d-1}$, let

$$
\overline{w}(x^1, x') = w(2\delta - x^1, x'),
$$

and after defining $\overline{w}$ on $(0, 2\delta) \times [-\delta/2, \delta/2]^{d-1}$, we take the periodic extension, along the $x^1$ direction, of $\overline{w}$ to $(0, \infty) \times [-\delta/2, \delta/2]^{d-1}$ with period $2\delta$. Next, for any $x^1 \in (0, \infty)$, $x^2 \in (\delta/2, 3\delta/2)$, and $x'' = (x^3, \ldots, x^d) \in [-\delta/2, \delta/2]^{d-2}$, let

$$
\overline{w}(x^1, x^2, x') = \overline{w}(x^2, \delta - x^2, x'),
$$

and extend $\overline{w}$, along the $x^2$ direction, to $(0, \infty) \times \mathbb{R} \times [-\delta/2, \delta/2]^{d-2}$ with period $2\delta$. By repeating this process, we extend $\overline{w}$ to $\mathbb{R}_+^d$. For any $x = (x^1, \ldots, x^d) \in \mathbb{R}_+^d$, we find its “preimage” $x_0 \in C_{\delta}$, i.e., the point at which $w(x)$ is defined by.

More precisely, if $x_1 - |x_1/2\delta|2\delta > \delta$, we take $x_0^1 = ([x_1/2\delta] + 1)2\delta - x_1$ and if $x_1 - |x_1/2\delta|2\delta \leq \delta$, we take $x_0^1 = x_1 - |x_1/2\delta|2\delta$. Similarly, we find $(x_0^2, \ldots, x_0^d)$. When $r < \delta/2$, $B_r(x)$ intersects $l$ cubes $C_1, \ldots, C_l$ for some $l \leq 2^d$. Thus, by the symmetry of $\overline{w}$,

$$
\int_{C_0 \cap B_r(x_0)} w^d = \int_{C(x) \cap B_r(x)} \overline{w}^d \geq \int_{C_i \cap B_r(x)} \overline{w}^d, \quad i = 1, \ldots, l,
$$
where $\beta = 1$ or $-1/(p - 1)$, and $C(x)$ is the cube containing $x$. Therefore, when $r < \delta/2$,
\[
\left[ \int_{B_r(x) \cap \mathbb{R}^d_+} w \right]^{p-1} \left[ \int_{B_r(x) \cap \mathbb{R}^d_+} w \right]^{p-1} \leq \left[ \frac{\left| C_{\delta}^+ \cap B_r(x_0) \right|}{|B_r(x) \cap \mathbb{R}^d_+|} \right] \left[ \frac{\left| C_{\delta}^+ \cap B_r(x_0) \right|}{|B_r(x) \cap \mathbb{R}^d_+|} \right] \left[ \int_{C_{\delta}^+ \cap B_r(x_0)} w \right]^{p-1} \leq N(d,p)[w]_{p,C_{\delta}^+}.
\]
On the other hand, when $r \geq \delta/2$, $B_r(x) \cap \mathbb{R}^d_+$ can be covered by $N(r, d, \delta)$ cubes, and $N(r, d, \delta)|C_{\delta}^+|/|B_r(x) \cap \mathbb{R}^d_+|$ is bounded above by some constant independent of $r$ and $\delta$. Therefore, we still have
\[
\left[ \int_{B_r(x) \cap \mathbb{R}^d_+} w \right]^{p-1} \left[ \int_{B_r(x) \cap \mathbb{R}^d_+} w \right]^{p-1} \leq \left[ \frac{N(r, d, \delta)|C_{\delta}^+|}{|B_r(x) \cap \mathbb{R}^d_+|} \right] \left[ \frac{N(r, d, \delta)|C_{\delta}^+|}{|B_r(x) \cap \mathbb{R}^d_+|} \right] \left[ \int_{C_{\delta}^+ \cap B_r(x_0)} w \right]^{p-1} \leq N(d,p)[w]_{p,C_{\delta}^+}.
\]
The lemma is proved.

**B.1. Results for non-divergence form equations.** For $z \in \partial \Omega$, we denote
\[
L = \partial^2_t - a^{ij} D_{ij} - b^i D_i - c \quad \text{and} \quad \tilde{L}^z = \partial^2_t - \tilde{a}^{ij} D_{ij} - \tilde{b}^i D_i - \tilde{c},
\]
where
\[
\tilde{a}^{ij}(t, y) = a^{ij}(t, \Psi(y)) \Phi_x^{ij}(\Psi(y)) \Phi_x^{ij}(\Psi(y)), \quad \tilde{c}(t, y) = c(t, \Psi(y)),
\]
\[
\tilde{b}^i(t, y) = a^{ij}(t, \Psi(y)) \Phi_x^{ij}(\Psi(y)) + b^i(t, \Psi(y)) \Phi_x^{ij}(\Psi(y)).
\]
For $u \in \mathbb{H}^{\alpha,2}_{p,q,w,0}(\Omega_T)$ satisfying $Lu = f$, we have
\[
\tilde{L}^z \hat{u} = \hat{f} \quad \text{in} \quad (0, T) \times B_{r_1}^t,
\]
where $\hat{u}(t, \cdot) = u(t, \Psi(\cdot))$ vanishing on $B_{r_1} \cap \partial \mathbb{R}^d_+$ and $\hat{f}(t, y) = f(t, \Psi(y))$. Note that the coefficients $\tilde{b}^i$ contain the second-order derivatives of $\Phi$. Therefore, we need a stronger assumption on the smoothness of $\Omega$ for non-divergence form equations. Next, recall the definitions of $\eta$ and $\tilde{\eta}$ in (B.2). We extend $\tilde{L}^z$ to the half space by letting
\[
\tilde{L}^z := \tilde{L}^z \eta^z + \Delta(1 - \tilde{\eta}^z)
\]
with the leading coefficients
\[
\tilde{a}^{ij} := \bar{a}^{ij} \bar{\eta}^z + \delta^{ij}(1 - \tilde{\eta}^z).
\]
For $r_2 = \min(1/4, \theta + \gamma_0) r_1$, any $r \leq r_2$, and $(t_0, x_0) \in \mathbb{R}^d_+$, we have
\[
\sup_{i,j} \int_{Q_r(t_0, x_0)} |\tilde{a}^{ij} - (\bar{a}^{ij})_{Q_r(t_0, x_0)}| \leq N_0(\theta + \gamma_0), \tag{B.3}
\]
where $N_0$ is independent of $\theta, \gamma_0$ and $z$. Therefore, by picking sufficiently small $\theta$ and $\gamma_0$ depending on $d, \delta, \alpha, p, q, K_1$ such that $N_0(\theta + \gamma_0)$ is less than the $\gamma_0$ in Lemma [5.4], we can apply the results in the half space.
Then, we take a partition of unity on $\bar{\Omega}$ as follows. Let
\[ \Omega_r = \{ x \in \Omega, \text{dist} (x, \partial \Omega) \geq r/2 \}, \]
and take
\[ \{ x_k \}_{k=1}^{\infty} \subset \Omega_r \cup \partial \Omega, \quad \xi^k \geq 0, \quad \xi^k \in C_0^\infty (\mathbb{R}^d) \]
such that
\[ \text{supp}(\xi^k) \subset \begin{cases} B(x_k, r/10) & x_k \in \Omega_r, \\ B(x_k, r/12) & x_k \in \partial \Omega, \end{cases} \quad \sum_k \xi^k = 1 \quad \text{in} \quad \Omega, \quad (B.4) \]
and let
\[ \zeta^k = \frac{\xi^k}{(\sum_k (\xi^k)^2)^{1/2}}. \]
such that there exists an upper bound on the number of non-vanishing $\zeta^k$'s at each $x \in \Omega$. It follows by Hölder’s inequality that
\[ \varepsilon (d,p) \leq \sum_{k=1}^{\infty} |\zeta^k|^p, \quad \sum_{k=1}^{\infty} |\xi^k|^p \leq 1, \quad \sum_{k=1}^{\infty} |D_x \zeta^k|^p, \quad \sum_{k=1}^{\infty} |D_x \xi^k|^p \leq N(d,p,r_0). \quad (B.5) \]
Furthermore, by (B.3), we pick $\theta$ and $\gamma_0$ sufficiently small such that the assumptions of Lemma B.2 are satisfied. Then, for $\lambda_0$ defined in Lemma B.4 and any $\lambda \geq \lambda_0$, let
\[ R^k(\cdot) = \begin{cases} \Phi (L^{x_k} + \lambda)^{-1} \Phi^{-1} [\eta^{x_k}] & \text{for} \quad x_k \in \partial \Omega, \\ (L + \lambda)^{-1} (\cdot) & \text{for} \quad x_k \in \Omega_r \cup \partial \Omega, \end{cases} \]
which is essentially the inverse of operator $L + \lambda$. See [9, Section 8.3] for more details. Note that in [9, Section 8.3], the weight is taken to be 1. For general weights, in order to use the results in the whole space and the half space, we need to take restrictions and extensions of the weight given in Lemma B.1.

**Lemma B.2.** For $\lambda \geq \lambda_0$, $u \in \mathbb{H}^{2,0}_{p,w,0}(\Omega_T)$, and $f = Lu + \lambda u$, we have
\[ u = \sum_k \xi^k R^k_{\lambda}(\zeta^k f - L^k u), \]
where
\[ L^k u := \zeta^k (Lu) - L (\zeta^k u) = u (a^{ij} D_{ij} \zeta^k + b^i D_i \zeta^k) + 2a^{ij} D_i \zeta^k D_j u. \]

**Proof.** Similar to [9, Theorem 8.3.7], we have $\zeta^k u = R^k_{\lambda}((L + \lambda)(\zeta^k u))$ for any $k$. Thus,
\[ u = \sum_k \zeta^k \zeta^k u = \sum_k \zeta^k R^k_{\lambda}((L + \lambda)(\zeta^k u)) = \sum_k \zeta^k R^k_{\lambda}(\zeta^k f - L^k u). \]
We omit the details. \qed

**Lemma B.3.** Let $\lambda \geq \lambda_0$, $f \in L_{p,w}(\Omega_T)$, and $u \in \mathbb{H}^{1,0}_{p,w,0}(\Omega_T)$ such that
\[ u = \sum_k \zeta^k R^k_{\lambda}(\zeta^k f - L^k u). \]
Then, $u \in \mathbb{H}^{2,0}_{p,w,0}(\Omega_T)$, and there exists $\lambda_1 (d, \delta, \alpha, p, q, K_1, R_0, R_2) \geq 1$ such that if $\lambda \geq \lambda_1$, then
\[ Lu + \lambda u = f. \]
Proof. The first assertion follows from the definition of $R_k^\lambda$. For the second assertion, we use the fact that the mapping
\[
\sum_k L^k R_k^\lambda(\xi^k) : L_{p,w}(\Omega_T) \rightarrow L_{p,w}(\Omega_T)
\]
is a contraction when $\lambda$ is sufficiently large, which follows from the a priori estimate in Lemma 5.4 and the observation that $L^k$ contains only the zeroth and the first order terms of $u$. See [9, Lemma 8.5.1] for details. A similar proof for equations in divergence form is given below in Lemma B.6. □

Lemma B.4. There exists a constant $\lambda_1(d, \delta, \alpha, p, q, K_1, R_0, R_2) \geq 1$ such that for any $\lambda \geq \lambda_1$ and $f \in L_{p,w}(\Omega_T)$, there exists a unique $u \in H^{0,1}_{p,w,0}(\Omega_T)$ to
\[
u = \sum_k \zeta^k R_k^\lambda(\xi^k f - L^k u),
\]
and $u$ satisfies
\[
\lambda \|u\|_{L_{p,w}(\Omega_T)} + \lambda^{1/2} \|Du\|_{L_{p,w}(\Omega_T)} \leq N \|f\|_{L_{p,w}(\Omega_T)},
\]
(B.6)

Proof. It suffices to prove that
\[
\sum_k \zeta^k R_k^\lambda(\xi^k f - L^k) : \mathbb{H}^{0,1}_{p,w,0}(\Omega_T) \rightarrow \mathbb{H}^{0,1}_{p,w,0}(\Omega_T)
\]
is a contraction. For this, we prove
\[
\lambda \|u\|_{L_{p,w}(\Omega_T)} + \lambda^{1/2} \|Du\|_{L_{p,w}(\Omega_T)} \leq N (\|f\|_{L_{p,w}(\Omega_T)} + \|v\|_{\mathbb{H}^{0,1}_{p,w,0}(\Omega_T)}),
\]
(B.7)

where
\[
u = \sum_k \zeta^k R_k^\lambda(\xi^k f - L^k v).
\]

Indeed, by the definition of $R_k^\lambda$ and Lemma 5.3, we have
\[
\lambda^p \|u\|_{L_{p,w}(\Omega_T)}^p \leq N \sum_k \lambda^p \|\xi^k R_k^\lambda(\xi^k f - L^k v)\|_{L_{p,w}(\Omega_T)}^p
\]
\[
\leq N \sum_k \|\xi^k f - L^k v\|_{L_{p,w}(\Omega_T)}^p
\]
\[
\leq N (\|f\|_{L_{p,w}(\Omega_T)}^p + \|v\|_{\mathbb{H}^{0,1}_{p,w,0}(\Omega_T)}^p),
\]
where we used (B.5) in the last inequality. Similarly,
\[
\lambda^{1/2} \|Du\|_{L_{p,w}(\Omega_T)} \leq N (\|f\|_{L_{p,w}(\Omega_T)} + \|v\|_{\mathbb{H}^{0,1}_{p,w,0}(\Omega_T)}).
\]

Thus, (B.7) follows, and the lemma is proved. □

Combining Lemmas B.3 and B.4, we conclude that there exists $\lambda_1$ as in Lemma B.4 such that for any $\lambda \geq \lambda_1$ and $g \in L_{p,w}(\Omega_T)$, there exists a unique solution $u \in \mathbb{H}^{0,2}_{p,w,0}(\Omega_T)$ satisfying
\[
\frac{\partial^\alpha}{\partial t^\alpha} u - a^{ij} D_{ij} u - b^i D_i u - cu + \lambda u = g.
\]
If $\lambda \geq \lambda_1$, (6.7) follows from (6.6). If $\lambda \in [0, \lambda_1)$, let $h := Lu + \lambda_1 u$. We have

$$\|u\|_{p,w,2}^{p} \leq N \sum_k \|\zeta^k R^k_\lambda (\zeta^k h - L^k u)\|_{p,w,2}^{p}$$

$$\leq N \sum_k \|\zeta^k h - L^k u\|_{L_p,w}^{p}$$

$$\leq N (\|h\|_{L_p,w}^{p} + \|u\|_{L_p,w}^{p} + \| Du\|_{L_p,w}^{p})$$

Thus, by the interpolation inequality,

$$\|u\|_{p,w,2}^{p} \leq N (\|Lu + \lambda u\|_{L_p,w}^{p} + |\lambda_1 - \lambda| \|u\|_{L_p,w}^{p} + \|u\|_{L_p,w}^{p})$$

$$\leq N (\|Lu + \lambda u\|_{L_p,w}^{p} + \|u\|_{L_p,w}^{p})$$

B.2. Results for divergence form equations. Next, we use a similar process to prove the results for equations in divergence form. For $z \in \partial \Omega$, we denote

$$Lu = \partial_i^p u - D_i (a^{ij} D_j u + a^i u) - b^i D_i u - cu,$$

$$\tilde{L}\tilde{u} = \partial_i^p \tilde{u} - D_i (\tilde{a}^{ij} D_j \tilde{u} - \tilde{a}^i \tilde{u}) - b^i D_i \tilde{u} - c\tilde{u},$$

where

$$\tilde{a}^{ij}(t, y) = a^{ij}(t, \Psi(y)) \Phi_{x_i}(\Psi(y)), \quad \tilde{a}^i(t, y) = a^i(t, \Psi(y)) \Phi_{x_i}(\Psi(y)),$$

$$\tilde{b}^i(t, y) = b^i(t, \Psi(y)) \Phi_{x_i}(\Psi(y)),$$

where $\Phi$ and $\Psi$ are defined in (B.1). For $u \in \tilde{H}^{\alpha,1}_{p,w,0}(\Omega_T)$ satisfying $Lu = D_i g_i + f$, we have

$$\tilde{L}\tilde{u} = D_i \tilde{g}_i + \tilde{f} \quad \text{in} \quad (0,T) \times B_{r_1},$$

where $\tilde{u}(t,\cdot) = u(t,\Psi(\cdot))$ vanishing on $B_{r_1} \cap \partial \mathbb{R}^d$, $\tilde{g}_i = g^i(t, \Psi(y)) \Phi_{x_i}(\Psi(y))$, and $\tilde{f}(t, y) = f(t, \Psi(y))$.

Next, similar to Section B.1, we define $\tilde{L}\tilde{z}$ and $\tilde{a}^{ij}$ with the same $r_2$ so that (B.3) still holds. Furthermore, we pick $\theta$ and $\gamma_0$ sufficiently small such that the assumptions of Lemma 6.11 are satisfied. Then, for $\lambda_0$ defined in Lemma 5.4 and any $\lambda \geq \lambda_0$, let

$$R^k_\lambda(\cdot) = \begin{cases} \Phi(\tilde{L}^x + \lambda)^{-1} \Phi^{-1}[\eta^{x_*}] & \text{for } x_k \in \partial \Omega, \\ (L + \lambda)^{-1}(\cdot) & \text{for } x_k \in \Omega^{\gamma_0/20}, \end{cases}$$

which is essentially the inverse of operator $L + \lambda$.

Lemma B.5. For $\lambda \geq \lambda_0$, $u \in \tilde{H}^{\alpha,1}_{p,w,0}(\Omega_T)$, and $D_i g_i + f = Lu + \lambda u$, we have

$$u = \sum_k \zeta^k R^k_\lambda(D_i (\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f - L^k u),$$

where

$$L^k u := \zeta^k Lu - L(\zeta^k u) = D_i (a^{ij} u D_j \zeta^k) + (a^{ij} D_j u + a^i u + b^i u) D_i \zeta^k.$$  (B.8)

Proof. Since $\zeta^k u = R^k_\lambda((L + \lambda)(\zeta^k u))$ for any $k$,

$$u = \sum_k \zeta^k \zeta^k u = \sum_k \zeta^k R^k_\lambda((L + \lambda)(\zeta^k u))$$

$$= \sum_k \zeta^k R^k_\lambda(D_i (\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f - L^k u).$$
The lemma is proved.

Lemma B.6. Let \( \lambda \geq \lambda_0 \), \( f, g_i \in L_{p,w}(\Omega_T) \), and \( u \in H^{\alpha,1}_{p,w,0}(\Omega_T) \) such that

\[
  u = \sum_k \zeta^k R^k_\lambda(D_i(\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f - L^k u).
\]

Then, \( u \in H^{\alpha,1}_{p,w,0}(\Omega_T) \), and there exists \( \lambda_1(d, \delta, \alpha, p, q, K_1, R_0, R_2) \) such that if \( \lambda \geq \lambda_1 \), then

\[
  Lu + \lambda u = D_i g_i + f.
\]

Proof. The first assertion follows from the definition of \( R^k_\lambda \). For the second assertion, let

\[
  u := \sum_k \zeta^k R^k_\lambda(D_i(\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f - L^k u)
\]

and

\[
  Lu + \lambda u =: D_i g_i + f.
\]

Then, by Lemma B.5,

\[
  u = \sum_k \zeta^k R^k_\lambda(D_i(\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f - L^k u).
\]

It is sufficient to prove if \( \lambda \) is sufficiently large, and

\[
  T_\lambda(D_i g_i + f) := \sum_k \zeta^k R^k_\lambda(D_i(\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f) = 0,
\]

then \( D_i g_i + f = 0 \). Given \( T_\lambda(D_i g_i + f) = 0 \), we have

\[
  0 = (\lambda + L)T_\lambda(D_i g_i + f) = D_i g_i + f - \sum_k L^k R^k_\lambda(D_i(\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f).
\]

To finish the proof, it suffices to prove the mapping

\[
  \sum_k L^k R^k_\lambda(\zeta^k) : H^{-1}_{p,w}(\Omega_T) \rightarrow H^{-1}_{p,w}(\Omega_T)
\]

is a contraction when \( \lambda \) is sufficiently large, where for \( h = D_i g_i + f \in H^{-1}_{p,w}(\Omega_T) \) with some \( f, g_i \in L_{p,w}(\Omega_T) \) in the distribution sense, we write

\[
  \zeta^k h := D_i(\zeta^k g_i) - g_i D_i \zeta^k + \zeta^k f \in H^{-1}_{p,w}(\Omega_T).
\]

To this end, we take the following equivalent norm in \( H^{-1}_{p,w}(\Omega_T) \):

\[
  \|h\|_{H^{-1}_{p,w}(\Omega_T)} := \inf \left\{ \sum_{i=1}^d \|g_i\|_{L_{p,w}} + \frac{1}{\sqrt{\lambda}} \|f\|_{L_{p,w}} : h = D_i g_i + f \right\},
\]

where \( \|\cdot\|_{p,w} = \|\cdot\|_{L_{p,w}(\Omega_T)} \).

For any \( f, g_i \in L_{p,w}(\Omega_T) \) and \( h = D_i g_i + f \), by (B.5), we have

\[
  L^k U_k = D_i(a^{ij} U_k D_j \zeta^k) + (a^{ij} D_j U_k + a^i U_k + b^i U_k) D_i \zeta^k,
\]
where \( U_k = R_k^\lambda(D_i(\zeta^kg_i) - g_iD_i\zeta^k + \zeta^k f) \). Then, by (B.5) and Lemma 6.1

\[
\sum_k \|a^j U_k D_j \zeta^k\|^p_{p,w} + \frac{1}{\lambda^{p/2}} \|a^j U_k D_j \zeta^k\|^p_{p,w} + \frac{1}{\lambda^{p/2}} \|a^j D_j U_k D_i \zeta^k\|^p_{p,w} + \frac{1}{\lambda^{p/2}} \|a^j D_j U_k\|^p_{p,w} + \frac{1}{\lambda^{p/2}} \|a^j U_k\|^p_{p,w}
\]

\[
\leq N \sum_k \left( \|R_k^\lambda(D_i(\zeta^kg_i) - g_iD_i\zeta^k + \zeta^k f)\|^p_{p,w} + \frac{1}{\lambda^{p/2}} \|DR_k^\lambda(D_i(\zeta^kg_i) - g_iD_i\zeta^k + \zeta^k f)\|^p_{p,w} \right)
\]

\[
\leq N \sum_k \left( \|g_i\|^p_{p,w} + \frac{1}{\lambda^{p/2}} \|f\|^p_{p,w} \right) = \frac{N}{\lambda^{p/2}} \left( \|g_i\|^p_{p,w} + \frac{1}{\lambda^{p/2}} \|f\|^p_{p,w} \right),
\]

where \( N = N(d, \delta, p, K_1, R_0, R_2) \). Thus, by the Minkowski inequality,

\[
\|\sum_k L^k R_k^\lambda(\zeta^k h)\|^p_{p,w} \leq \frac{N}{\lambda^{p/2}} \|h\|^p_{p,w}.
\]

Therefore, by picking \( \lambda \) sufficiently large, this mapping (B.9) is a contraction, and the lemma is proved.

**Lemma B.7.** There exists a constant \( \lambda_1(d, \delta, \alpha, p, q, K_1, R_0, R_2) \geq 1 \) such that for any \( \lambda \geq \lambda_1 \) and \( f, g_i \in L_{p,w}(\Omega_T) \), there exists a unique \( u \in \mathbb{H}^{0,1}_{p,w}(\Omega_T) \) to

\[
u = \sum_k \zeta^k R_k^\lambda(D_i(\zeta^kg_i) - g_iD_i\zeta^k + \zeta^k f - L^k u),
\]

and \( u \) satisfies

\[
\sqrt{\lambda} \|u\|_{p,w} + \|Du\|_{p,w} \leq N \|g\|_{p,w} + \frac{N}{\sqrt{\lambda}} \|f\|_{p,w},
\]

where \( \|\cdot\|_{p,w} = \|\cdot\|_{L_{p,w}(\Omega_T)}. \)

**Proof.** In order to prove the existence of solutions, it suffices show

\[
\sum_k \zeta^k R_k^\lambda(D_i(\zeta^kg_i) - g_iD_i\zeta^k + \zeta^k f - L^k u) : \mathbb{H}^{0,1}_{p,w,0}(\Omega_T) \to \mathbb{H}^{0,1}_{p,w,0}(\Omega_T)
\]

is a contraction when \( \lambda \) is sufficiently large. To this end, we prove

\[
\lambda \|u\|_{p,w} + \sqrt{\lambda} \|Du\|_{p,w} \leq N(\sqrt{\lambda} \|g\|_{L_{p,w}} + \|f\|_{L_{p,w}} + \|v\|_{\mathbb{H}^{0,1}_{p,w}(\Omega_T)}),
\]

where

\[
u = \sum_k \zeta^k R_k^\lambda(D_i(\zeta^kg_i) - g_iD_i\zeta^k + \zeta^k f - L^k v),
\]

and \( N \) is independent of \( \lambda \). Indeed, by the definition of \( R_k^\lambda \), (B.5), and Lemma 6.1, we have

\[
\lambda^{p/2} \|u\|_{p,w} \leq N \sum_k \lambda^{p/2} \|\zeta^k R_k^\lambda(D_i(\zeta^kg_i) - g_iD_i\zeta^k + \zeta^k f - L^k v)\|_{p,w}^p
\]

\[
\leq N \sum_k \|\zeta^k g\|_{p,w} + \frac{1}{\lambda^{p/2}} \|\zeta^k f\|_{p,w} + \frac{1}{\lambda^{p/2}} \|L^k v\|_{p,w}^p
\]

\[
\leq N \left( \|g\|_{p,w} + \frac{1}{\lambda^{p/2}} \|f\|_{p,w} + \frac{1}{\lambda^{p/2}} \|v\|_{\mathbb{H}^{0,1}_{p,w}(\Omega_T)} \right),
\]
and similarly,
\[ \|Du\|_{p,w}^{p} \leq N \sum_{k} \|D(\zeta^{k} R_{\lambda}^{k}(D_{i}(\zeta^{k} g_{i}) - g_{i} D_{i} \zeta^{k} + \zeta^{k} f - L^{k} v))\|_{p,w}^{p} \]
\[ \leq N \left( \|g\|_{p,w}^{p} + \frac{1}{\lambda^{p/2}} \|f\|_{p,w}^{p} + \frac{1}{\lambda^{p/2}} \|v\|_{p,w}^{p} \right), \]
which imply (B.10). The lemma is proved.

\section*{Appendix C.}

In this section, we prove Corollary 2.12 by applying Theorem 2.6 to
\[ \hat{f} := f + (a^{ij} D_{ij} U + b^{i} D_{i} U + c U) - D_{i}^{p}(U - u_{0} - tu_{1}), \]
where \( U \) is given in Lemma C.1. Indeed, by Theorem 2.6 there exists a unique \( w \in \mathbb{H}_{p,q,w}^{d} \) satisfying
\[ \partial_{x}^{\alpha} w - (a^{ij} D_{ij} w + b^{i} D_{i} w + cw) = \hat{f} \quad \text{in} \quad \mathbb{R}^{d}. \]
Then, it follows that \( u := w + U \) is a solution to the equation (2.12), and the estimates (2.13) follow from (2.3) and (C.1).

Similarly, Corollary 2.13 follows by taking the derivatives of \( U \) in the spatial variables and repeating the above process together with Theorem 2.9. Indeed, by the following lemma, we have \( D_{i}^{p}(U - u_{0} - tu_{1}) \in L_{p,q,w}(\mathbb{R}_{T}^{d}) \), which implies \( D_{i}^{p}(D_{i} U - D_{i} u_{0} - t D_{i} u_{1}) \in \mathbb{H}_{p,q,w}^{-1}(\mathbb{R}_{T}^{d}). \)

\textbf{Lemma C.1.} Under the assumptions of Theorem 2.12, for any \( u_{0} \in X_{0} \) and \( u_{1} \in X_{1} \), there exists a function \( U \) in \( \mathbb{R}^{d}_{T} \) such that \( U(0,\cdot) = u_{0}(\cdot) \) and \( U(0,\cdot) = u_{1}(\cdot) \) in the trace sense and
\[ \|\partial_{x}^{\alpha} U\|_{p,q,w} + \|U\|_{p,q,w} + \|D_{i} U\|_{p,q,w} + \|D_{i}^{2} U\|_{p,q,w} \leq N\|u_{0}\|_{\mathcal{X}_{0}} + N\|u_{1}\|_{\mathcal{X}_{1}}, \quad (C.1) \]
where \( \|\|_{p,q,w} = \|\|_{L_{p,q,w}(\mathbb{R}^{d}_{T})} \) and \( N = N(d, \alpha, p, q, K_{1}, T, \mu) \).

\textbf{Proof.} We can assume that \( u_{0}(x) \) and \( u_{1}(x) \) are infinitely differentiable with compact support. Then, let \( \hat{p}(t,x) \) be the fundamental solution of \( \partial_{x}^{\alpha} - \Delta \), and let \( \hat{p}(t,x) := I_{0} \hat{p}(t,x). \) See [7] Section 6.2] for the construction of \( \hat{p} \). For the existence of \( U \), we define
\[ U(t,\cdot) := p(t,\cdot) * u_{0}(\cdot) + \hat{p}(t,\cdot) * u_{1}(\cdot). \]
Then by [8] Section 1], \( U \) is a solution to
\[ \begin{cases} \partial_{x}^{\alpha} U - \Delta U = 0 & \text{in} \quad \mathbb{R}^{d}_{T} \\ U(0,\cdot) = u_{0}(\cdot) & \text{on} \quad \mathbb{R}^{d} \\ U_{t}(0,\cdot) = u_{1}(\cdot) & \text{on} \quad \mathbb{R}^{d} \end{cases} \]

Next, we prove the estimate (C.11) following the method in [5] Lemma 5.7]. Without loss of generality, we assume that \( u_{0} = 0 \), i.e., \( U = \hat{p}(t,\cdot) * u_{1}(\cdot) \). Indeed, in order to estimate \( U \), we estimate \( p(t,\cdot) * u_{0}(\cdot) \) and \( \hat{p}(t,\cdot) * u_{1}(\cdot) \) separately. The estimate of the first term is similar to that of the second term, and it is given in [5] Lemma 5.7].

By [7] Section 6.2] and [8] Section 2.2], we have the following normalization property and estimates of \( \hat{p} \)
\[ \hat{p}(t,x) = t^{-\alpha d/2+1} \hat{p}(1,t^{-\alpha/2}x), \quad (C.2) \]
for any $m = 0, 1, 2, 3$ and $x \neq 0$,
\[ |D^m \tilde{p}(1, x)| \leq N_1|x|_{1\geq 1}e^{-|x|^{\frac{2}{d}}} + N_1|x|_{< 1}|x|^{d-m}(|x|^2 + |x|^2) \log |x|_{1d=2,m=0} + |x|_{1d=1,m=0}, \quad \text{(C.3)} \]
and
\[ |\Delta \tilde{p}(1, x)| \leq N_1|x|_{1\geq 1}e^{-|x|^{\frac{2}{d}}} + N_1|x|_{< 1}(|x|^{-d+m}1_{d\geq 3} + |x|^21_{d=2, 1}) \quad \text{(C.4)} \]
where $N = N(d, \alpha, m)$ and $\sigma = \sigma(d, \alpha, m) > 0$.

To prove (C.1), we start with the estimate of $U$. From (C.2) and (C.3) together with a suitable dyadic decomposition of $\mathbb{R}^d$, it follows that for any $t > 0$ and $x \in \mathbb{R}^d$,
\[ |U(t, x)| \leq tN\mathcal{M}_x u_1(x), \]
where $\mathcal{M}_x$ is the maximal operator with respect to $x$ and $N$ is independent of $t$. Therefore, by the Hardy-Littlewood maximal function theorem with $A_p$ weights,
\[ \|U(t, \cdot)\|_{L_{p, w_2}(\mathbb{R}^d)} \leq tN\|u_1\|_{L_{p, w_2}(\mathbb{R}^d)}, \]
where $N = N(d, \alpha, q, K_1)$, and
\[ \|U\|_{L_{p, q, w_2}(\mathbb{R}^d)} \leq N\|u_1\|_{L_{p, w_2}(\mathbb{R}^d)}, \quad \text{(C.5)} \]
where $N = N(d, \alpha, q, K_1, T, \mu)$.

Next, we estimate $D^2U$. By (C.2) and (C.3), we have $\tilde{p}(t, \cdot), D\tilde{p}(t, \cdot) \in L^1(\mathbb{R}^d)$, which implies
\[ \int_{\mathbb{R}^d} D\tilde{p}(t, y) dy = 0. \]
Then, by integration by parts,
\[ D^2U(t, x) = \int_{\mathbb{R}^d} \tilde{p}(t, y)D^2u_1(x - y) dy = \int_{\mathbb{R}^d} D\tilde{p}(t, y)Du_1(x - y) dy \]
\[ = \int_{\mathbb{R}^d} D\tilde{p}(t, y)(t, y)(Du_1(x - y) - Du_1(x)) dy. \quad \text{(C.6)} \]
Moreover, we observe that
\[ \Delta U(t, x) = \int_{\mathbb{R}^d} \Delta \tilde{p}(t, y)(u_1(x - y) - u_1(x)) dy. \quad \text{(C.7)} \]
Indeed, from (C.6) we have
\[ \Delta U(1, x) = -\int_{\mathbb{R}^d} \nabla \tilde{p}(1, y) \cdot \nabla_y (u_1(x - y) - u_1(x)) dy \]
\[ = \lim_{\varepsilon \searrow 0} \int_{\mathbb{R}^d \setminus B^x} \nabla \tilde{p}(1, y) \cdot \nabla_y (u_1(x) - u_1(x - y)) dy \]
\[ = \lim_{\varepsilon \searrow 0} L_\varepsilon. \]
An integration by parts yields
\[ L_\varepsilon = \int_{\mathbb{R}^d \setminus B^x} \Delta \tilde{p}(1, y)(u_1(x - y) - u_1(x)) dy - \int_{\partial B^x} \frac{\partial \tilde{p}}{\partial y}(1, y)(u_1(x - y) - u_1(x)) dS. \]
By the continuity of \( u_1 \) and the estimates in (C.3), it is seen that the second term in the above expression vanishes as \( \varepsilon \to 0 \). Furthermore, (C.4) implies that \( \Delta \tilde{p}(1, \cdot) \in L_1(\mathbb{R}^d) \). Thus, using the dominated convergence theorem, we have

\[
\Delta U(1, x) = \int_{\mathbb{R}^d} \Delta \tilde{p}(1, y)(u_1(x - y) - u_1(x)) \, dy.
\] (C.8)

Therefore, (C.7) follows from (C.2).

Then, we consider the following four cases.

Case 1. \( \theta_1 \in (0, 1) \). In this case,

\[
op \in (1 + \mu + p, 2(1 + \mu + p)).
\] (C.9)

By the weighted Calderón-Zygmund estimate and the Minkowski inequality applied to (C.7), we have

\[
\|D^2 U(t, \cdot)\|_{L^p_{q,w}} \leq N \|\Delta U(t, \cdot)\|_{L^p_{q,w}} \leq \int_{\mathbb{R}^d} |\Delta \tilde{p}(t, y)||u_1(\cdot - y) - u_1(\cdot)||_{L^p_{q,w}} \, dy.
\]

Therefore, by Hölder’s inequality, for any \( \beta \in (0, 1) \), we have

\[
\|D^2 U\|_{L^p_{q,w},w}^p \leq \int_0^T \left( \int_{\mathbb{R}^d} |\Delta \tilde{p}(t, y)||u_1(\cdot - y) - u_1(\cdot)||_{L^p_{q,w}} \, dy \right)^p t^\mu \, dt
\]

\[
\leq N \int_0^T \left( \int_{\mathbb{R}^d} |\Delta \tilde{p}(t, y)|^{(1-\beta)}|u_1(\cdot - y) - u_1(\cdot)|^p_{L^p_{q,w}} \, dy \right) \cdot J_1 t^\mu \, dt,
\] (C.10)

where

\[
J_1 := \left( \int_{\mathbb{R}^d} |\Delta \tilde{p}(t, y)|^{\beta p/(p-1)} \, dy \right)^{p-1}.
\]

By taking \( \beta < (p-1)/p \), (C.2) and (C.3) imply that

\[
J_1 \leq N t^{-\alpha p + \beta p/(p-1)}.
\]

By (C.10) with the Fubini theorem, we have

\[
\|D^2 U\|_{L^p_{q,w},w}^p \leq N \int_{\mathbb{R}^d} J_2 \|u_1(\cdot - y) - u_1(\cdot)\|^p_{L^p_{q,w}} \, dy,
\]

where

\[
J_2 := \int_0^T |\Delta \tilde{p}(t, y)|^{(1-\beta)} t^{-\alpha p/(d+2) + \alpha p/(p-1) + \beta p} \, dt.
\]

To estimate \( J_2 \), we first observe that by using the assumption (C.9) and picking \( \beta = (p-1)/p - \varepsilon \) for a sufficiently small \( \varepsilon > 0 \), the following inequality holds,

\[
\mu + 1 + p + \alpha p(1 - \beta) - 1/2 < \alpha p.
\]

Then, by (C.2), (C.3), and splitting the integral \( J_2 \) into two integrals over \( t \leq |y|^{2/\alpha} \) and \( t > |y|^{2/\alpha} \), we see that

\[
J_2 \leq N |y|^{-d-p\theta_1},
\]

where \( N \) is independent of \( T \). Therefore, it follows that

\[
\|D^2 U\|_{L^p_{q,w},((0,T)\times\mathbb{R}^d)} \leq N \|u_1\|_{X_1}.
\] (C.11)

Case 2. \( \theta_1 \in (1, 2) \). In this case,

\[
\alpha p \in (2(1 + \mu + p), \infty).
\] (C.12)
By using \((C.6)\) and H"older’s inequality, for any \(\beta \in (0,1)\), we have
\[
\|D^2 U\|_{L^p_{\alpha p,w}}^p \leq \int_0^T \left( \int_{\mathbb{R}^d} |D\tilde{p}(t,y)|^{p(1-\beta)} \|Du_1(\cdot-y) - Du_1(\cdot)\|^p_{L^q_{\alpha q,w_2}} dy \right) \cdot J_1 t^\mu dt,
\]
where
\[
J_1 := \left( \int_{\mathbb{R}^d} |D\tilde{p}(t,y)|^{\beta p/(p-1)} dy \right)^{p-1}.
\]
By taking \(\beta < (p-1)d/(p(d-1))\), from \((C.2)\) and \((C.3)\) we get
\[
J_1 \leq N t^{\alpha(d+1)p/2 + \alpha d(p-1)/2 + \mu + \beta p}.
\]
This together with \((C.13)\) and the Fubini theorem yields
\[
\|D^2 U\|_{L^p_{\alpha p,w}}^p \leq N \int_0^T \int_{\mathbb{R}^d} \|Du_1(\cdot-y) - Du_1(\cdot)\|^p_{L^q_{\alpha q,w_2}} dy dt.
\]
where
\[
J_2 := \int_0^T \int_{\mathbb{R}^d} |D\tilde{p}(t,y)|^{p(1-\beta)} t^{-\alpha\beta(d+1)p/2 + \alpha d(p-1)/2 + \mu + \beta p} dt.
\]
To estimate \(J_2\), we observe that by using the assumption \((C.12)\) and picking \(\beta = \min\{1, (p-1)d/(p(d-1))\} - \varepsilon\) for a sufficiently small \(\varepsilon > 0\), the following inequality holds
\[
\mu + 1 + p + \alpha((d-1)p(1-\beta) - d)/2 < \alpha p/2.
\]
Then, by \((C.2)\), \((C.3)\), and splitting the integral \(J_2\) into two integrals as in Case 1, we see that
\[
J_2 \leq N |y|^{-d - p(\theta_1 - 1)}
\]
which implies \((C.11)\).

**Case 3.** \(\theta_1 < 0\). In this case,
\[
\alpha p \in (0,1 + \mu + p).
\]
By \((C.8)\), \((C.2)\), and \((C.3)\), we have
\[
|\Delta U(t,\cdot)| \leq N t^{-\alpha + 1} M_\alpha u_1(x) + N t^{-\alpha + 1} |u_1(x)|.
\]
Then, by applying the weighted Calderon-Zygmund estimate and the weighted Hardy-Littlewood maximal function theorem,
\[
\|D^2 U(t,\cdot)\|_{L^q_{\alpha q,w_2}} \leq N \|\Delta U(t,\cdot)\|_{L^q_{\alpha q,w_2}} \leq N t^{-\alpha + 1} \|u_1\|_{L^q_{\alpha q,w_2}}.
\]
Therefore, with the assumption \((C.14)\),
\[
\|D^2 U\|_{L^p_{\alpha p,w}}^p \leq \int_0^T \|u_1\|_{L^q_{\alpha q,w_2}}^p t^{-\alpha p + p + \mu} dt \leq N(T) \|u_1\|_{L^q_{\alpha q,w_2}}^p,
\]
which implies \((C.11)\).

**Case 4.** \(\theta_1 = 0\) or 1. We only consider the case when \(\theta_1 = 1\) since the other case is similar. Observe that in this case \(\alpha p = 2(\mu + 1 + p)\). We take \(\mu' \in (-1, \mu)\) such that \(\alpha p \in ((\mu' + 1 + p), 2(\mu' + 1 + p))\), and let \(\tilde{w} = \tilde{w}_1(t)w_2(x)\), where \(\tilde{w}_1(t) = t^{\mu'}\).

By Case 2, we have
\[
\|D^2 U\|_{L^p_{\alpha p,w(\mathbb{R}^d_+)}} \leq N \|u_1\|_{X_1}.
\]
Since \(t^\mu \leq N t^{\mu'}\) for \(t \in (0, T)\), \((C.11)\) follows.
To prove (C.1), we estimate $DU$ using the interpolation inequality \[11, \text{Lemma 3.8}\] together with (C.11) and (C.5). Furthermore, the estimate of $\partial^\alpha \partial_t U$ follows from the equation $\partial^\alpha \partial_t U = \Delta U$. The lemma is proved. \[\square\]
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