EVC-Net: Multi-scale V-Net with Conditional Random Fields for Brain Extraction
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**Abstract**

Brain extraction is one of the first steps of pre-processing 3D brain MRI data. It is a prerequisite for any forthcoming brain imaging analyses. However, it is not a simple segmentation problem due to the complex structure of the brain and human head. Although multiple solutions have been proposed in the literature, we are still far from having truly robust methods. While previous methods have used machine learning with structural/geometric priors, with the development of deep learning in computer vision tasks, there has been an increase in proposed convolutional neural network architectures for this semantic segmentation task. Yet, most models focus on improving the training data and loss functions with little change in the architecture. In this paper, we propose a novel architecture we call EVC-Net. EVC-Net adds lower scale inputs on each encoder block. This enhances the multi-scale scheme of the V-Net architecture, hence increasing the efficiency of the model. Conditional Random Fields, a popular approach for image segmentation before the deep learning era, are re-introduced here as an additional step for refining the network’s output to capture fine-grained results in segmentation. We compare our model to state-of-the-art methods such as HD-BET, Synthstrip and brainy. Results show that even with limited training resources, EVC-Net achieves higher Dice Coefficient and Jaccard Index along with lower surface distance.

1 **Introduction**

Brain MRI computes the tissue composition to create an image of the brain. However, other parts of the body also exist within the image. Unnecessary non-brain tissues could include face, eyes, spine, etc. For additional methods such as registration, tractography and tissue segmentation to work properly, it is important to have the image of the sole brain without other parts of the body that will
disrupt the algorithm or analysis. Accurate manual segmentation (gold-standard) can be ideal, but it is very time consuming with need of an expert, who can also include biases in the results. Thus, automatic brain extraction, also called skull stripping is a semantic segmentation task necessary in pre-processing the brain in order to perform forthcoming analyses. Despite the simple explanation of the problem, difficulties rise from several factors of the MR images. Non-brain tissues are image-wise connected to the brain and have a very similar intensity compared to parts of the brain, especially white matter in T1 weighted images. This can create a common false positive in the algorithms. Artifacts and noise common in T1 weighted images can also disrupt the robustness of the methods.

Traditional machine learning methods for skull stripping have used information about the intensity, structure and templates of the MRI as a prior for the algorithm [9, 45, 46, 48]. While the methods have proven to give a reasonable segmentation mask of the brain, they often result in large error regions that have to be resolved by searching the parameter space or manually correcting them, which can take a very long time. Thus, there has been a large shift of the proposed methods to deep learning based models [6, 18, 20, 25, 34, 41].

Since the use of Alexnet [27] for image classification tasks, there have been many developments in using Deep Learning models for images [7, 15, 16]. However, there are several reasons why it is often not optimal to implement the model architecture and ideas directly to medical images. First, the lack of data. While it is relatively easy to acquire computer vision data that can come from various input devices, cameras, satellite images, videos etc, that is not the case for medical images. Since these contain personal information, it is difficult to gather the data in the first place and even harder to make the data public due to patient protection regulation and governmental guidelines. Hence, a lot of them cannot be used or shared among other research teams to train and evaluate their models on. Additionally, labeling the data demands careful analysis of the images by experts, thus there are fewer public data with true ground truth labels. Most ground truth labels provided in the public datasets are mainly created by another machine learning method with or without manual editing [14, 31, 38, 49]. The dimension of the data is another obstacle since most of the data are 3D, and even a single T1-weighted modality image is a few hundred computer vision images in size. The additional spatial dimension and the limit to complexity of the model from the heavy memory requirement creates complications in designing the model. Additionally, medical imaging data tends to have different properties (color channels, tasks, important features of the image, etc). This can limit the usage of some image augmentation techniques and complicate transfer learning, though these are both efficient tools when working with limited amount of training data.

Nevertheless, researchers have created efficient methods to improve deep learning models to work with medical images. Especially in segmentation tasks, while each model has its unique characteristics, U-Net [40] and Cascade networks [44] have been the skeleton of most architecture types in the field. U-Net uses residual connection ideas with multiple layers of features using different scales to take account for features of various sizes. Cascade networks excludes unnecessary information from the image by first creating a mask using a coarse network, later using a finer network to get the exact results. Other methods have modified and enhanced these models, including but not limited to V-Net [36], 3D-UNet [4] and HD-BET [20]. While the various models have reached an overall good accuracy, there is still room for development in the architecture of the networks.

This paper aims to improve V-Net [36], a variant of U-Net. There are two major changes that V-Net suggests to the original U-Net architecture [40], additional residual connections and replacing max pooling layers with convolutional layers. However, it does not change the fact that the lower layer’s information is limited to only the downscaled features from a higher scale layer. Also, the inevitable errors still occur from the imperfect training data labels. Our work suggests two ways to resolve these problems, multi-scale inputs and CRF.

2 Related work

2.1 Brain extraction

Despite the fact that multiple modalities can be used for brain extraction, in this paper we focus on T1 weighted brain MRI, as these are the most commonly used images for brain extraction and they are nearly always acquired with each scan.
Traditional approaches in skull stripping use known priors of the brain. They can be categorized by what type of prior the algorithm relies on: morphology, intensity, surface structure, template matching or a combination of these [39]. While every method in any category have their ups and downs, we will discuss a few methods that are popularly used by experts and work on T1 weighted images. Rehman et al. [39] provides a good summary of the various methods proposed in the literature.

Brain Extraction Tool (BET) [48], one of the most used methods, uses the intensity and brain surface structure as its prior. It creates a initial sphere using the intensity differences per tissue type. The sphere is deformed on each direction to form the brain’s shape. Even though the model is fast and does not need any pre-processing beforehand, it has been known to have its limitations in the segmentation results [1]. 3dSkullStrip used in Analysis of Functional NeuroImages (AFNI) [5] improves BET by adding a few modifications that helps exclude the eyes and the ventricles in the image, removing some of the false positive tissues. Ségonne et al. [45] adds an intensity/structure prior, using the fact that white matter has a higher intensity in the T1 modality and is one connected segment, to create an initial volume and later deforming it to match the brain surface. ROBEX (robust, learning-based brain extraction system) [19] uses a more hybrid approach of creating an initial mask by using a random forest classifier on extracted features, which is fit/deformed to match a more accurate surface.

Non-deformable surface based models are widely used as well. Brain Surface Extractor (BSE) uses anisotropic diffusion filters to smooth out low-contrast edges followed by edge detection with morphological erosion. The edges are later expanded to match the brain. BEaST [9] uses patchwise comparison to a set of templates pre-constructed from 80 segmented and manually corrected brain masks as a prior. It also uses multi-resolutions of patches to optimize the computation and reduce false negatives. ALFA (accurate learning with few atlases) [46] registers manually segmented neonatal brain atlases to the target image, selects the few closest to the average of them and fuses the labels using machine learning approaches to create the segmentation output.

Various deep learning approaches have been considered in brain extraction over the years [6, 18, 20, 25, 34, 41]. One of the major factors that characterize these models is the dimension the data is treated as. For deep learning models in brain extraction tasks, it might be troublesome when trying to train a model that stores all the full 3D features in memory. Most 2D convolutional network methods use 2D slices from all planes to get segmentations from each plane, later merging the results [17, 34, 41]. Dismantling the 3D image into smaller cubes has also been considered [25]. Other approaches
have cropped the image to a smaller size to use it as a form of augmentation as well [20, 22]. If using 3D image as a whole, decreasing the resolution of the input to a usable dimension has been suggested [21].

Models that work with damaged brains and multiple modalities have also been proposed. Brain-MaGe [50] was trained to be more specific to brains with tumors. HD-BET [20] was trained with brains with glioblastoma along with healthy subjects from public datasets to provide a generalized brain extraction method. Both were created to work with any of the 4 structural modalities. SynthStrip [18] created synthesized images by augmenting not just the image itself but on each part of the known whole-head anatomical segmentation. The fake images were used to train the model to be generalizable to any kind of human brain images.

While there are multiple types of architectures proposed in the literature, this paper will focus on one of the most utilized type of models, U-Net. The popularity of U-Net comes from its clever architecture of forcing the model to learn multi-scale features by using a max pooling layer for every block of layers and using an autoencoder like structure with skip connections. These skip connections between the encoder and decoder part of the model add an additional pass of information on each scale, making the model more segmentation friendly than simple autoencoders.

Since U-Net was introduced, many deep learning methods that train on medical images now use it as their base architecture [18, 20, 34, 41]. Though the original model was created for 2D medical image segmentation, there have been multiple models that modify this architecture to work for 3D [4, 36]. Other improvements have been introduced as well. Li et al. [32] added cascade networks to U-Net to help segmentation on data where the background might be significantly major than the foreground. W-Net [52] used two U-Net structures to do unsupervised segmentation of images. HD-BET [20] weighted the complexity of the model to be heavier in the encoder along with loss calculation per scale of the decoder part to facilitate training.

### 2.2 Conditional Random Fields

CRFs were originally used for segmenting and labeling sequence data [30]. The method is based on assuming the label’s probability distribution to be a Markov Random Field (MRF). Various approaches have been conducted to use CRFs in image segmentation. The major difference in these methods is the initial segmentation algorithm for the prior distribution (probability of a pixel belonging to a certain label) and how the graph is constructed. Shotton et al. [47] used texture/color/spatial information to create an initial map with 4 neighboring pixels for the graph structure. Fulkerson et al. [11] created superpixels, a small group of pixels, and calculated the histogram of them to define the initial prior. Enhancing the CRF itself was also suggested using a hierarchical strategy [28, 29].

Krähenbühl and Koltun [26] suggested an efficient way of calculating CRFs so that the model could use a fully connected graph instead of just neighboring pairs. Their method uses the position and intensity information of the pixels to create an energy function, which is minimized to reduce the difference between the same labels. The initial segmentation is done by following the feature extraction concept from Shotton et al. [47]. We will explain more on the theorem behind their model.

Let us consider $X = X_1, X_2, ..., X_N$ to be a vector of label assignments on each pixel 1 to N, where the value of each element is within the possibilities of label. In our case, since brain extraction is a binary segmentation problem, it would be either 0 or 1. Since we are assuming a MRF, it can be approximated as a Gibbs distribution with neighboring interactions. Thus, given image $I$, we can write a Gibbs distribution $P(X = x | I) = \frac{\exp(-E(x|I))}{Z(I)}$. $Z(I)$ is the denominator dependent on only the image itself, so can be ignored. The model aims to find the maximum $x$ that has the highest probability, thus the lowest energy function. Krähenbühl and Koltun [26] defines the Gibbs energy as

$$E(x) = \sum_i \psi_u(x_i) + \sum_{i<j} \psi_p(x_i, x_j)$$

where $\psi_u$ is the unary potential (potential of a single pixel/voxel) and $\psi_p$ is the pairwise potential (potential from its neighboring information). Note that the dependency on the image $I$ was omitted for convenience. In our case, the unary potential will be our deep learning model’s output. The pairwise potential is defined as

$$\psi_p(x_i, x_j) = \mu(x_i, x_j) \sum_{m=1}^{K} w^{(m)} k^{(m)}(f_i, f_j)$$
where $\mu$ is the compatibility function that serves as penalty between different labels with similar features and $k^{(m)}$ is the kernel that utilizes feature $f_i$, $f_j$ information. The paper uses position (smoothness) and intensity/position (appearance) kernels as the feature information. They are defined below.

$$
    k(f_i, f_j) = w^{(1)} \exp\left(-\frac{|p_i - p_j|^2}{2\theta^2_{\alpha}} - \frac{|I_i - I_j|^2}{2\theta^2_{\beta}}\right) + w^{(2)} \exp\left(-\frac{|p_i - p_j|^2}{2\theta^2_{\gamma}}\right)
$$

$p_i$ and $I_i$ are each the spatial and intensity information of pixel i. $\theta_{\alpha}$, $\theta_{\beta}$, $\theta_{\gamma}$ controls the degree of each feature.

They also provide a way of efficiently approximating the posterior distribution (essentially the probability map) using mean field approximation. A quick summary of the method is described here. It assumes an independent relationship between the latent variables, in our case the true labels of each pixel/voxel. Since our goal is to find the most accurate approximation of the posterior, we can aim to find the minimum KL-Divergence between the posterior and the approximation. Through Bayesian inference one can calculate that the prior is a sum of the KL-Divergence and negative variational free energy. Krähenbühl and Koltun [26] showed that this can be written in the form of the unary potential and the pairwise potential. The assumption on the independence of the latent variables lets each variable to be updated separately treating the other variables as constants. Thus, each iteration of latent variable update that increases the negative variational free energy is guaranteed to decrease the KL-Divergence. Optimally, the converged output would be the true segmentation probability map of the image. Details on the method can be found in Krähenbühl and Koltun [26].

Deep Learning model’s image segmentation output is mainly a softmax result of the final layer. Since this gives a probability distribution of a pixel belonging to a certain label, using CRFs after a deep learning model would be a good way of improving the final result without further optimizing the model. Zheng et al. [54] integrated the iteration process from Krähenbühl and Koltun [26] as a Recurrent Layer. Unlike the original fully connected CRF model[26] including the CRF process in the model architecture itself also reduces the number of hyperparameters. While both the manual and Recurrent Layer approaches have been utilized in many medical imaging domains, [8, 10, 23, 33, 35, 51], Monteiro et al. [37] have suggested that using CRF as Recurrent Layer within the deep learning architecture does not help much with the volumetric segmentation.

Figure 2: Depicts results of the model output from V-Net, EV-Net and EVC-Net with the ground truth. Note that there are significant improvements from V-Net to EV-Net, while EVC-Net further captures finer details in the cerebellum and gyri of the brain. Green region represents the current model’s output and blue region the previous model’s output. Teal indicates the overlapping region.
3 Methods

Due to the size and complexity of brain MRI and lack of public data, it is important to have an efficient model that works with limited resources. This paper will propose two ways to enhance deep learning architectures for brain extraction, multi-scale inputs for efficiency of the model and Conditional Random Fields to get a finer segmentation result. The overall architecture is shown in Fig. 1.

3.1 EV-Net

We first propose EV-Net, which further improves the efficient multi-scale usage of information along with additional improvements in the V-Net [36] model. The major improvement comes from concatenating lower scale inputs to the output of each downsampling convolutional layer, which creates an ‘E’ like shape. (Note: Other minor changes of the model from the original proposed V-Net[36] can be found in the supplementary section.)

We can write a general equation for the output of a layer in the model as

\[ y = \sigma(z) \]

\[ z = wx + b \]

where \( w \) is the weight, \( x \) is the input, \( b \) is the bias and \( \sigma \) is any non-linear function. The gradient of \( w \) is calculated through backpropagation to update the weight (kernel in convolutional layers). By the chain rule, we know that the gradient value is a multiplication of the gradients of the deeper layers, the non-linear function and the input to the current layer. We can write this as

\[ \frac{\delta L}{\delta w} = G \frac{\delta x'}{\delta z} \frac{\delta z}{\delta w} \]

where \( L \) is the loss function, \( G \) is the previous gradients in the chain rule, \( x' \) is the input to the next layer. There are two major changes one can make in the layer to modify the target gradient. One is altering the non-linear function, hence changing \( \frac{\delta x'}{\delta z} \). We aim to change \( \frac{\delta z}{\delta w} \) which is the input to the layer. In other words, we are defining \( x \) to be

\[ x = x_{\text{prev}} + x_{\text{raw}} \]

\( x_{\text{prev}} \) stands for the input from the previous layer that reduces the feature size. This is present in any U-Net type architecture. \( x_{\text{raw}} \) is the raw input resized to match the layer’s feature shape. It forces the weight to update using a meaningful information even if the \( x_{\text{prev}} \) provides a non-important feature, which is the case when training from a randomly initialized model. This multi-scale scheme is especially helpful in medical imaging segmentation, as transfer learning is often not an option.

3.2 Refinement of segmentation using CRFs

While the results of EV-Net are performing well, there is still space to improve. We need the final brain labels to follow the complex, intricate and detailed structure of the brain. A lot of features are considered when calculating a brain mask, but one cannot deny the fact that continuity in intensity and structure is an important factor. As CRFs are known to minimize the discrepancies in labels between neighboring pixels with similar intensity and spatial information, they can be used to create a fine-grained segmentation result. Even though the level of accuracy can be reached without it, greater training resources are required to learn the details. Although popularly used, adding CRF as a Recurrent Layer was not selected as it is not known to have a huge effect in volumetric medical image segmentation [37]. While there are other optimization methods for CRF proposed in medical images [35], we follow the method suggested in Krähenbühl and Koltun [26] for efficiency. Implementations revised to work with 3D image segmentation by Kammitsas et al. [23] were used.

Additional processing: To remove small segmentation errors that might be present in the result, only the largest background segment was considered a background. Then, as the optimal brain extraction will naturally give a single connected cluster only, the largest connected foreground segment was used.
3.3 Training details

EVC-Net was trained using two Tesla V100s for 18 epochs. V-Net and EV-Net were trained with the same hardware and training conditions. The EV-Net and EVC-Net share the architecture and parameters of V-Net in most aspects except from the multi-scale inputs and CRF updates. They are summarized in Fig. 2. More details on the training environment and the exact parameters for CRF can be found in supplementary materials.

4 Results

1438 T1 MR images were used for training from the following datasets: the Human Connectome Project (HCP) [14], CC359 [49] and NFBS [38]. The images were first transformed to the RAS+ coordinate space with voxel resolution of 1mm × 1mm × 1mm by using the affine matrix given with the image file to match the resolution in each image. The images were then padded to a shape of (256, 256, 256) and resized to (128, 128, 128) to keep the resolution constant (now 2mm per each voxel dimension) while having an identical shape necessary for deep learning models. The provided labels of the datasets were used for training. For testing purposes, 6 images from the IXI dataset [3] were used. The labels were created by first running BET [48], then ITK-SNAP [53] and DIPY Horizon[12, 13] was used for manually correcting the errors.

Augmentation has been known to force the model to learn structural components. It is particularly important for medical images due to the lack of data. For intensity augmentation, we have used scaling and shifting of values to add random noise. For transformation augmentation, rotation and translation were used. This was to compensate for most of the minor differences T1 weighted images might have when in the same coordinate space. Augmentation was performed randomly on the training data each time it was loaded to improve generality without increasing the size of the training dataset.

Evaluation between models was done with three metrics. Dice Coefficient and Jaccard Index were selected to measure the similarity of the prediction to the ground truth. While both are used for evaluation of image segmentation, Dice Coefficient adds more weight to the True Positives than Jaccard Index. Aydin et al. [2] suggests an error exists in ranking segmentation results using Average Hausdorff Distance, due to the inconsistency in the segment size between predictions that is used as one of the denominators. They provide a balanced version of the equation they call Balanced Average Hausdorff Distance, which replaces the prediction segment size with the ground truth segment size for consistency. Therefore we chose Balanced Average Hausdorff Distance to measure a more stable average surface distance error.

4.1 Comparisons within model improvements

We first compare results from V-Net [36], EV-Net and EVC-Net to show the development of results per each change in the model. Fig. 2 shows the results in a single image in the evaluation dataset on different slices. Ground truth image is also provided in the figure for overall performance evaluation.

Each improvement (multi-scale input and the CRF layer) of the architecture corresponds to improvement of accuracy. We would like to emphasize that the training epochs of V-Net and EV-Net were exactly the same, without a single change in parameters except the addition of multi-scale inputs. Thus, the increase in accuracy would have been purely from the improvement of the model architecture. The additional inputs would have provided meaningful features from the low scale input for early training for EV-Net. For EVC-Net, CRFs added more details to the segmentation by escaping inevitable bias in the training set as they are more reliant to the information of the input image than the deep learning model. The original V-Net however would suffer from these issues, resulting in low performance of the model as seen in Fig. 2.

Also note that our model is considerably competent compared to other architectures as well. The models were trained on maximum 18 epochs with 1438 images, while for example, HD-BET [20] uses about 3000 images and trains for 200 epochs. The convergence speed is very promising and reinforces our argument on the effect of multi-scale inputs.

1The code for each model can be found in https://github.com/pjsjongsung/EVC-Net
Figure 3: Results showing qualitative comparisons of different models with respect to the ground truth. Differences in detail of the segmentation results are pointed out. While the models look similar to each other, they have subtle discrepancies leading to differences in accuracy.

Table 1: Metrics evaluated on the test dataset between the compared models

| Model                  | Dice score   | Jaccard Index | Surface Distance |
|------------------------|--------------|---------------|------------------|
| BET [48]               | 0.9620±0.0081| 0.9268±0.1515 | 21.35±3.72       |
| EV-Net                 | 0.9674±0.0031| 0.9370±0.0057 | 16.87±2.29       |
| EVC-Net                | 0.9677±0.0032| 0.9374±0.0061 | 16.96±2.20       |
| HD-BET [20]            | 0.9674±0.0064| 0.9370±0.0120 | 20.86±2.77       |
| Nobrainer (brainy) [22]| 0.9273±0.0081| 0.8646±0.0140 | 39.12±1.86       |
| Synthstrip [18]        | 0.9383±0.0094| 0.8840±0.0168 | 21.06±1.78       |

4.2 Comparison with other models

We also compare our EVC-Net to other publicly available models. Fig. 3 show the results of each model on several images. Table 1 shows the average of each metric on the test dataset. BET was selected for comparison as it is the state-of-the-art non-deep learning algorithms and they have been used for evaluation in multiple papers [18, 20]. The deep learning models [18, 20, 22] were selected based on whether they were publicly available for usage and known to work on T1 images of normal brains. EV-Net was included to show the enhancement of the model.

As seen in Table 1, EVC-Net out scored the other models in spatial overlap accuracy, provided by the Dice Score and Jaccard Index. This is expected as the model is designed to catch more detailed segments of the image effectively. However, EV-Net achieved the lowest surface distance. We believe this to be a result from an amplification of error of the CRF. CRF heavily depends on its unary potential (the provided initial segmentation). Therefore, if the segmentation had a relatively large portion of non-brain tissues with a similar surrounding intensity, it would lean towards increasing the error portion. Since these tend to be an outlying region, it could have a greater effect on surface distance than region wise accuracy.

Differences in ground truth An interesting observation here is the large difference in segmentation results between Synthstrip [18] and our method. Also, Synthstrip has lower metrics than the results provided in their paper on the same dataset. We believe this to be from how the ground truth is defined. While the ground truth provided by us focuses more on catching details of the brain structure, the ground truths used in Synthstrip’s evaluation focused more on a smoothed atlas structure of the brain. The comparison is provided in the supplementary material.
5 Discussion (Limitations and Future work)

Despite our model’s performance in the evaluation dataset, it is limited to non-pathological T1 weighted MRI data unlike other proposed methods [18, 20, 50]. However, we believe when provided with enough variety in images, the model would be able to train up to a state where it can provide output for abnormal brains, as the model utilizes raw low scale data, which can be useful for a less over-fitted segmentation. CRF will also provide correction to errors that could be caused by the lack of abnormal brain data. Further work would be extending the dataset for general use by adding more variety in modalities or clinical cases of the training data.

Since the CRF model proposed by Krähenbühl and Koltun [26] was created for computer vision tasks, the feature space it considers for the pairwise potential is relatively small on 3D gray scale images. This could be the reason for the little effect the CRF Recurrent Layer had on 3D medical image segmentation reported in Monteiro et al. [37]. Iglesias et al. [19] suggests using edge magnitude and derivative of gaussians for features of the voxels in the brain MRI, which could be used as an alternative pairwise potential, letting the CRF perform at its full potential. Also, improving the model for the initial segmentation can be crucial to its performance, since the results heavily depend on the initial probability map.

We provide a general enhancement that could be added to any U-Net type architecture, but the evaluation is done only on a skull stripping task. Nevertheless, due to the nature of the model, we believe this could also work on other medical image segmentation tasks that require fine-grained outputs. Brain tissue segmentation is a good candidate, where the goal is to segment the brain into white matter, gray matter and the CSF portion. The intensity differences of the each tissue is utilizable by CRF. Each segment has unique low and high scale features, thus can benefit from the multi-scale inputs by directly providing them to the deeper layers. Similar approaches can be used for other medical image segmentation tasks such as tumor segmentation. It is also reasonable to assume that the model could work with other modalities of structural MRI.

The paper emphasizes on the enhancement of the overall architecture, but there are still other changes for fine tuning the model for potentially better performance. For instance, Instance Normalization was proposed in StyleGAN [24] and had cases where it performed reasonably well in medical imaging tasks [43]. Many losses have been proposed as alternatives to dice loss which we would like to test in the future [18, 42].

6 Conclusion

Removing non-brain tissues from MRI data is a necessary step for nearly all forthcoming analyses of these images. Various deep learning approaches have been considered in the literature. However, most of their model architectures have little difference to the popularly used U-Net. Here we propose EVC-Net as an improvement to the base architecture of deep learning models for 3D brain extraction. Results show that adding multi-scale inputs of the raw-data and adding CRFs for refining the segmentation results can improve the output. We also show that this simple architectural change can result in a high accuracy with very high training efficiency (less training resources required). We think it is exciting and refreshing for the scientific community that a simple improvement to the model and a revisit to CRFs in medical imaging can be used in tandem, creating a compound effect, further improving crucial medical imaging segmentation problems such as skull stripping. A unit-tested version of the code will be open sourced via DIPY [12] to disseminate its use to the wider community.

Broader Impacts The research provides broader impacts on improvements on overall medical image segmentation methods that use U-Net/V-Net type architectures utilizing multi-scale inputs and CRFs. Accurate segmentation of Regions of Interest is crucial in medical images for the best performance of additional analysis, allowing more accurate measures of the target features. Our method provides not only accuracy but efficiency improvements as well. Therefore, in theory ECV-Net could potentially be a good base architecture for many other semantic segmentation models.

EVC-Net provides an efficient and accurate way of medical image segmentation. As with all deep learning approaches, despite the relative efficiency of the model, has a high carbon footprint due to the memory and computation resources used. The heavy amount of necessary calculation of deep learning can also increase the gap between researchers with and without the required assets. However,
research towards efficient models provides a step towards reducing the energy consumption and reducing model complexity.
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Training details
Learning rate of 0.01 was used with the Adam optimizer [12], as it gave better and faster results than Stochastic Gradient Descent. Negative dice coefficient was chosen as a loss function. Two Tesla V100 GPUs were used while training. Each model was trained for 18 epochs. The CRF hyperparameters were manually selected by searching for parameters with the best intuitive segmentation results. Specific values used were 100 for each of the kernel weights, with a value of 1 for $\theta_\alpha$, $\theta_\gamma$, and 4 for $\theta_\beta$. This is very distinct from values used in Computer Vision, most likely due to the nature of the T1 MR images. Max iterations until convergence were set to 100. 3D dense CRF implementation provided in https://github.com/HiLab-git/SimpleCRF was used for the CRF step.

Minor changes to V-Net
The number of nodes is the same between our model and the original V-Net [13] per different scales of the encoder and decoder. However, there is a slight difference in kernel size which can be seen in the code provided. The reasoning behind this was the difference in the shape of the input tensor, since their model uses $128 \times 128 \times 64$ while we use $128 \times 128 \times 128$. We have also added dropout [15] and layer normalization [2]. Dropout has been proven to reduce overfitting problems, which is sensitive to limited number of data and possible bias within them. Normalization could be critical in solving gradient vanishing problems. In the computer vision literature, the most popular normalization technique is batch normalization [10]. This normalizes the features in the layers within the mini batch. However, this is not ideal for brain extraction since it is hard to use a big enough batch size due to memory constraints. Layer normalization is a good alternative, which normalizes the features within the layer. Lastly, ReLU instead of PReLU [7] was chosen as the activation function, as it gave more stable results in our tests. The exact architecture and its hyperparameters can be viewed in our code.

Experiment Settings
All the experiments that do not need GPUs were done using Intel Core i7-6700 CPU with 16 Gigabytes of RAM. The deep learning models were run using two Tesla V100s. Most of the models were run with default parameters. BET[14] was done with a -R option, which corrects the center of mass through a repetitive process. This is known to improve the BET results if there are a lot of non-brain tissues in the image. Brainy[11] was corrected by averaging
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the results of randomly rotated inputs, along with an additional post-processing step of selecting the largest connected segment in the image. Both options were recommended in the instructions.

**Code**

We provide a python implementation of our model. The deep learning architecture code was written using Tensorflow. The pre-trained models are also included with examples of how to test them.

https://figshare.com/s/fb46d229c702a54abf7e

**Licenses**

DIPY[5]: DIPY was used to view the load, save and view the segmentation results. DIPY has a BSD-3 License provided here: https://github.com/dipy/dipy/blob/master/LICENSE

Tensorflow[1]: Tensorflow provided a convenient way of creating a Deep Learning architecture. Tensorflow’s Apache License is available in this link: https://github.com/tensorflow/tensorflow/blob/master/LICENSE

SimpleCRF: To implement the CRF portion of the model, SimpleCRF was utilized. The BSD-3 license can be viewed here: https://github.com/HiLab-git/SimpleCRF/blob/master/LICENSE

Other packages used in the code for various functions include Numpy, Scipy, Scikit-image, and Nibabel. Their licences are in the links provided below:

Numpy[6] (BSD-3) https://github.com/numpy/numpy/blob/main/LICENSE.txt

Scipy[18] (BSD-3) https://github.com/scipy/scipy/blob/main/LICENSE.txt

Scikit-image[17] (BSD-3) https://github.com/scikit-image/scikit-image/blob/main/LICENSE.txt

Nibabel[3] (MIT) https://github.com/nipy/nibabel/blob/master/COPYING

**Difference between ground truths**
Figure 1: An overview of how the ground truth is different between our and Synthstrip’s [8] evaluation. The difference is clearly visible in the overlap. Note how our ground truth is completely within Synthstrip’s. This suggests that Synthstrip’s ground truth is a more smooth atlas based on reducing False Negatives, while ours is focused on the details on the borders of the brain. In the bottom row, green is our ground truth, blue is from Synthstrip and teal is the overlapping region.
**Integrated Gradients**

Figure 2: A figure of Integrated Gradients[16] comparisons between V-Net and EV-Net to show the difference in features considered in each of the models. The gradients were calculated using an all-zero array as baseline. The values were normalized for visualization. Differences show features that are important in EV-Net but considered at a minimum rate in V-Net. The fraction show the gradients based on lower scale inputs. For convenience, we have only included the one scale lower input. Important points to notice are how EV-Net considers more features important for a delicate segmentation of the brain than V-Net, and how the lower scale input’s features are larger scale-wise than the original input.
Further comparisons

![Figure 3: The figure shows some additional qualitative measures we did not include in the main paper due to spatial constraints. BEaST[4] manages to get good details, but is known to have some errors near the cerebellum, as shown in the top row. ROBEX[9] produces a smooth segmentation overall.](image-url)
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