STRUCTURING MULTI-DIMENSIONAL SUBSHIFTS
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ABSTRACT. We study two relations on multi-dimensional subshifts: A pre-order based on the patterns configurations contain and the Cantor-Bendixson rank. We exhibit several structural properties of two-dimensional subshifts: We characterize the simplest aperiodic configurations in countable SFTs, we give a combinatorial characterization of uncountable subshifts, we prove that there always exists configurations without any periodicity but that have the simplest possible combinatorics in countable SFTs. Finally, we prove that some Cantor-Bendixson ranks are impossible for countable SFTs, leaving only a few unknown cases.

INTRODUCTION

The most famous formalism for tilings of the discrete plane has been introduced by Hao Wang in order to study the decidability of a given class of first order formulae [30, 29, 31, 6]. This formalism is now known as Wang tiles and is very simple: Consider a finite set of square unit tiles with colors on their borders and allow to put two such tiles side by side only if their adjacent colors match. Because of the simplicity of the model, Wang conjectured that any set of tiles that can be used to fill the plane can tile the plane in a periodic way [30], which would give a decision procedure for the domino problem: deciding if a set of tiles can tile the plane. Robert Berger proved a couple of years later that there exist aperiodic sets of tiles [4, 3]: sets of tiles that can fill the plane but never in a periodic way; he also proved that the domino problem is undecidable. A lot of undecidability results for parallel computation models such as cellular automata are reductions to the domino problem [17, 19, 14, 18, 16, 1].

Symbolic dynamics deal with the same objects. The motivations come from the work of Morse and Hedlund [23] who wanted to study discretizations of dynamical systems modeled by the action of the shift map over subshifts. In this field, the literature for dimension 1 is huge [22] and has recently been extended to higher dimensions [21]. In this paper, we adopt the vocabulary and definitions from symbolic dynamics since these are the definitions that can be generalized easily: tilings of the plane by Wang tiles correspond to subshifts of finite type in dimension 2 from symbolic dynamics, a tiling is a configuration in such a subshift. We often do not need the finite type hypothesis and thus can easily state more general results using this formalism.

Our aim is to study and understand the structural and combinatorial properties of tilings of the plane. We want to obtain a precise description of the configurations that can appear in subshifts (of finite type). We mainly use two tools:
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A pre-order, $\preceq$, introduced in [11], which compares the finite parts of two configurations.

The Cantor-Bendixson derivation and rank which comes from the topological properties of subshifts.

With these tools we are able to better understand subshifts and sort them in three types: Independently of the continuum hypothesis, subshifts are either finite, countably infinite or have the cardinality of continuum. In particular, infinite countable subshifts of finite type admit a bi-periodic configuration and a configuration with exactly one direction of periodicity (Theorem 4.5 and [2]). In addition, if such a subshift contains configuration type admit a bi-periodic configuration and a configuration with exactly one direction of periodicity, Theorem 4.7 tells us that there exists a simplest (for $\preceq$) non-periodic configuration. Theorem 3.4 characterizes the cause of uncountability of subshifts by means of the configurations they contain.

1. Basic definitions and properties

1.1. Notations. $\Sigma$ is a finite set (represented by colors on figures) and called the alphabet. We focus on dimension 2, hence a configuration is an element of $\Sigma^{\mathbb{Z}^2}$ or equivalently an application from $\mathbb{Z}^2$ to $\Sigma$. A shift of vector $v \in \mathbb{Z}^2$, denoted by $\sigma_v$, is the application from $\Sigma^{\mathbb{Z}^2}$ to $\Sigma^{\mathbb{Z}^2}$ defined by: $\sigma_v(x)(a) = x(a-v)$. A configuration $x$ is said to be periodic if there exists two independent vectors $v, v'$ so that $\sigma_v(x) = \sigma_{v'}(x) = x$. Equivalently, $x$ has a finite orbit under the $\mathbb{Z}^2$ action by shifts. We say that a set of configurations $X$ is shift-invariant if for any $v \in \mathbb{Z}^2$, $x$ is in $X$ whenever $\sigma_v(x)$ is in $X$. A pattern $P$ is a finite restriction of a configuration, i.e., an element of $\Sigma^V$ for some finite subset $V$ of $\mathbb{Z}^2$. We denote the domain of definition of $P$ by $D_P$.

A pattern appears in a configuration $c$ (resp. in some other pattern $P'$) if it can be found somewhere in $c$ (resp. in $P'$); i.e., if there exists a vector $v \in \mathbb{Z}^2$ such that $c(x+v) = P(x)$ on the domain of $P$ (resp. if $P'(x+v)$ is defined for $x \in V$ and $P'(x+v) = P(x)$). In order to simplify the notations, in this article we will consider patterns up to a shift, that is: Two patterns $P$ and $P'$ will be considered equal if $P$ appears in $P'$ and $P'$ appears in $P$.

Given a set of patterns $F$, the subshift of $\Sigma^{\mathbb{Z}^2}$ defined by forbidding $F$, denoted by $X_F$, is the set of configurations of $\Sigma^{\mathbb{Z}^2}$ where no pattern of $F$ appears. $X_F$ is said to be a Subshift of Finite Type (SFT in short) if there exists a finite set of patterns $F'$ such that $X_F = X_{F'}$. $X_F$ is said to be an effective subshift if there exists a recursively enumerable set of patterns $F'$ such that $X_F = X_{F'}$. A subshift $X$ is said to be minimal if it has no proper subshift in the that if $Y \subseteq X$ is a subshift then either $Y = \emptyset$ or $Y = X$.

1.2. Languages. As the subshifts are defined based on the patterns they do not contain, it is natural to consider the following pre-order:

Definition 1.1. Let $x$ and $y$ be two configurations, we say that $x \preceq y$ if any pattern that appears in $x$ also appears in $y$.

The relation $\preceq$ is a partial pre-order: It is transitive and symmetric. We say that two configurations $x$ and $y$ are equivalent if $x \preceq y$ and $y \preceq x$. We denote this relation by $x \approx y$. In this case, $x$ and $y$ contain the same patterns. Note that $x$ and $y$ are equivalent if they are equal up to shift but the converse is not true in general. We write $x < y$ if $x \preceq y$ and $x \not\approx y$.

Given a configuration $x$ we denote by $L(x)$, called the language of $x$, the set of all patterns that appear in $x$. By extension, for a set of configurations $X$, we denote by $L(X)$ the set $\bigcup_{x \in X} L(x)$. By definition $x \preceq y$ if and only if $L(x) \subseteq L(y)$ and a configuration
x is in a subshift $X_\mathcal{F}$ if and only if $\mathcal{L}(x) \cap \mathcal{F} = \emptyset$. Given a configuration $x$, the set $\overline{\mathcal{O}}(x) = \{y \in \Sigma^{\mathbb{Z}^2}, y \preceq x\}$ is a subshift since it is the subshift $X_{\mathcal{L}(x)^c}$ where $\mathcal{L}(x)^c$ is the set of all patterns that are not in $\mathcal{L}(x)$.

1.3. **Topology.** In symbolic dynamics [12, 13, 21, 22], subshifts are seen as topological spaces on which the shift map acts. We embed $\Sigma$ with the discrete topology and $\Sigma^{\mathbb{Z}^2}$ with the product topology also known as the Cantor topology. A basis of the topology we obtain is given by the cylinder sets, to every pattern $P$ corresponds a natural open set which is the set of configurations agreeing with $P$ on its domain:

$$\mathcal{O}_P = \left\{ c \in \Sigma^{\mathbb{Z}^2}, c|_{\mathcal{D}_P} = P \right\}$$

Every such $\mathcal{O}_P$ is also closed and thus $\Sigma^{\mathbb{Z}^2}$ is 0–dimensional as it has a topology basis of clopen sets. Since $\Sigma$ is finite, it is compact, and by Tychonoff’s theorem we obtain that $\Sigma^{\mathbb{Z}^2}$ is also compact. The same topology can also be obtained by the following metric:

$$d(x, y) = 2^{-\min(||v||, x(v) \neq y(v))}$$

Hedlund [13] proved that subshifts as defined in the previous section correspond to closed and shift-invariant subsets of $\Sigma^{\mathbb{Z}^2}$. The notation $\overline{\mathcal{O}}(x)$ from the previous section stands for the orbit closure of $x$: $\overline{\mathcal{O}}(x) = \{y, y \preceq x\} = \{\sigma_v(x), v \in \mathbb{Z}^2\}$. SFTs can also be characterized in a more topological way:

**Proposition 1.2** (Folklore, [28]). A subshift $X$ is of finite type if and only if for any decreasing chain of subshifts $(X_i)_{i \in \mathbb{N}}$ such that $\cap_{i \in \mathbb{N}} X_i = X$ then there exists $N \in \mathbb{N}$ such that $X_N = X$.

Proposition 1.2 can be written combinatorially as follows: Let $\mathcal{F}$ be a set of patterns, if $X_\mathcal{F}$ is an SFT then there exists a finite subset $\mathcal{F}'$ of $\mathcal{F}$ such that $X_\mathcal{F} = X_{\mathcal{F}'}$. With this approach, it can easily be proved that when a subshift $X$ is finite then it is of finite type.

2. **Structural properties**

We start by some general structural properties of subshifts that are used thorough this paper. The first question that arises when trying to understand the pre-order $\preceq$ is the existence of extremal points: It is well known that any subshift contains a minimal point for $\preceq$ [5, 11] and we proved that any subshift also contains a maximal point [2, Theorem 3.2]. A way to better understand the structure of subshifts with the $\preceq$ pre-order is to try to see this order as a discrete one by generalizing the notion of minimality to the one of levels:

**Definition 2.1** (Levels). Let $c$ be an element of a subshift $X$, we define the level of $c$ by the length of the longest strictly decreasing chain for $\preceq$ in $X$ starting at $c$.

If such chains can be arbitrary long, we say that $c$ has infinite level.

It can be proved that $\Sigma^{\mathbb{Z}^2}$ contains infinite decreasing chains for $\preceq$ and, as proved in [27], countable SFTs may contain such chains too. As a consequence, levels may not always be finite nor well defined. On the other hand, if any configuration $c$ of a subshift is either at level $n$ or below or there exists a configuration $c' \preceq c$ at level $n$ then level $n + 1$ is well defined by applying Zorn’s lemma. For example, level 0 is well defined since for every configuration $c$ the subshift $\overline{\mathcal{O}}(c)$ contains a minimal configuration. For level 1, we have to prove that any decreasing chain in the set of configurations of the subshift that are not at level 0 has a lower bound: This set is not compact and the argument used for proving the existence of level 0 does not apply. Nevertheless, in some cases, we can prove that there
exists no infinite decreasing chain for \( \leq \) down to level 0: This implies that any decreasing chain in the set of configurations of the subshift that are not at level 0 has a lower bound and then Zorn’s lemma ensures us this set has a minimal element; these minimal elements are precisely the configurations at level 1. A corollary of Proposition 1.2 will be useful for the study of these infinite decreasing chains:

**Proposition 2.2.** Let \( x_i \) be an infinite strictly decreasing chain (for the pre-order \( \preceq \)) of configurations, then \( X = \{ x \in \Sigma^\mathbb{Z}^2 | \forall i, x \preceq x_i \} = \bigcap_i \overline{O}(x_i) \) is a subshift and not a subshift of finite type.

### 2.1. Cantor-Bendixson rank.

Given a topological space \( X \), its **topological derivative** is the set of configurations of \( X \) that are not isolated in \( X \); we denote it by \( X' \). If \( X \) is a subshift then \( X' \) is also a subshift since it is closed and shift-invariant. However, if \( X \) is SFT then its derivative is not necessarily SFT and can actually be much more complex [26, 27]. Note that a configuration \( c \) is isolated in \( X \) if and only if it is an equicontinuity point for the \( \mathbb{Z}^d \) action by shifts if and only if \( c \) is the only configuration of \( X \) containing a given pattern \( P \). In this latter case, we say that \( P \) **isolates** \( c \).

**Definition 2.3.** The topological derivation is defined for every ordinal \( \lambda \) by induction:

- \( X^{(0)} = X \)
- \( X^{(\alpha + 1)} = (X^{(\alpha)})' \)
- \( X^{(\lambda)} = \bigcap_{\alpha < \lambda} X^{(\alpha)} \)

![Figure 1](image)

**Figure 1.** Example of a sequence of topological derivations for an SFT.

The highest row represents isolated configurations, the next one those that are isolated after removing the highest row, etc.

In the same way as for \( X' \), if \( X \) is a subshift then for any ordinal \( \lambda \), \( X^{(\lambda)} \) is also a subshift since subshifts are closed under intersection. A sequence of topological derivations is represented on Figure 1.

A configuration \( c \) of \( X \) has **Cantor-Bendixson rank** \( \beta \) in \( X \) if \( \beta \) is the smallest ordinal such that \( c \notin X^{(\beta)} \). If there does not exist such a \( \beta \), then we say that \( c \) has no Cantor-Bendixson rank. We denote this rank \( \rho_X(c) \).

For any subshift \( X \), there exists a countable ordinal \( \lambda \) such that \( X^{(\lambda)} = X^{(\lambda+1)} \). Indeed, each step of the topological derivation forbids patterns to appear and there is only a countable number of patterns. We call the smallest such ordinal the **Cantor-Bendixson rank** of
X [20, Paragraphe 24] and denote it by \( \rho(X) \). As a consequence, if the Cantor-Bendixson rank is well defined for every configuration of \( X \) then \( X \) is countable as a countable union of countable sets. When this is not the case, \( X(\rho(X)) \) is a non-empty perfect subset of \( X \) and, as such, has the cardinality of continuum. This reasoning lead us to the following results:

**Proposition 2.4** ([2]). The following are equivalent for a subshift \( X \):

1. \( X \) is countable;
2. There exists an ordinal \( \lambda \) such that \( X(\lambda) = \emptyset \);
3. All the elements of \( X \) have a Cantor-Bendixson rank.

As a consequence, a subshift is either finite, infinite countable or has the cardinality of continuum.

The purely topological operation of derivation of subshifts has remarkably some intimate links with the combinatorial pre-order \( \preceq \):

**Proposition 2.5** ([2]). Let \( x \) and \( y \) be two configurations being ranked by the Cantor-Bendixson rank in \( X \) such that \( x \prec y \). Then \( \rho_X(x) > \rho_X(y) \).

**Lemma 2.6.** If \( X \) is a subshift and its topological derivative \( X' \) is an SFT then \( X \setminus X' \) is finite up to translations.

**Proof.** Let \( \{P_n, n \in \mathbb{N}\} \) be the set of isolating patterns for \( X \). Let \( X_n \) be the subshift where we forbid the patterns forbidden by \( X \) and, additionally, \( P_1, \ldots, P_n \). Clearly, \( \bigcap_{n \in \mathbb{N}} X_n = X' \), \( X_{n+1} \subseteq X_n \) and since \( X' \) is an SFT, by Proposition 1.2, there exists \( N \in \mathbb{N} \) such that \( X_N = X' \).

By definition of an isolating pattern, there is only one configuration of \( X \), up to translations, that contains a given isolating pattern. Since any configuration of \( X \setminus X' \) contains one of the \( P_1, \ldots, P_N \), \( X \setminus X' \) is finite up to translations. \( \square \)

### 3. Finite and Uncountable Subshifts

In this section we characterize finite and uncountable subshifts by means of the configurations they contain. The finite case was already dealt with in [2]:

**Theorem 3.1** ([2]). A subshift \( X \) is finite if and only if it contains only periodic configurations. It is actually an SFT.

Uncountable subshifts are very rich but we have seen that uncountability of a subshift can only come from the existence of a non-empty perfect subshift. We now show that non-empty perfect subshifts can only exist because of two reasons: the existence of an infinite minimal subshift or of a complete tree of patterns.

**Definition 3.2.** For a subshift \( X \), an infinite binary tree \( T \) where each node is labelled by a pattern, is a complete tree of patterns for \( X \) if for every infinite path \( (u_i)_{i \in \mathbb{N}} \) in \( T \) there exists at least one configuration \( c \) in \( X \) verifying the following for every \( u_i \) in the path:

- If the path goes through the left son of \( u_i \) then the pattern labelled by \( u_i \) appears in \( c \).
- If the path goes through the right son of \( u_i \) then the pattern labelled by \( u_i \) does not appear in \( c \).

Having a complete tree of patterns for a subshift is a sufficient condition for it to be uncountable: It gives us an explicit injection from \( 2^{\aleph_0} \) into \( X \). However, there exists uncountable SFTs admitting no complete tree of patterns such as the 104 tiles aperiodic one [25]:

---
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It has $2^\aleph_0$ different configurations but all of them contain exactly the same patterns which makes it impossible to have a complete tree of patterns.

**Lemma 3.3.** If a subshift $X$ contains two configurations $x$ and $y$ such that $x \approx y$ and $x$ is not equal to $y$ modulo a shift then $X$ has the cardinality of continuum.

**Proof.** We prove that $O(x)$ is a perfect set: Suppose that $O(x)$ contains an isolated point: $z$. There exists $v \in \mathbb{Z}^2$ such that $z = \sigma^v(x)$ otherwise $z$ would be limit of a (non-stationary) sequence of shifted of $x$ and would not be isolated. Let $P$ be a pattern isolating $z$ in $X$, i.e., such that $O(x) \cap O_P = \{z\}$. $P$ also appears in $y$, thus there exists $w \in \mathbb{Z}^2$ such that $\sigma^w(y) \in O_P$, therefore $\sigma^w(y) = z = \sigma^v(x)$ and $x$ is a shifted of $y$. □

The following corollary of Lemma 3.3 will be useful later:

**Corollary 1.** In a countable subshift, $x$ and $y$ contain the same patterns ($x \approx y$) if and only if $x$ is a shifted of $y$.

**Theorem 3.4.** A subshift $X$ is uncountable if and only if one of the two following conditions hold:

1. There exists $x$ and $y$ in $X$ such that $x \approx y$ and $x$ is not a shifted of $y$.
2. There exists a complete tree of patterns for $X$.

**Proof.** $\Rightarrow$: Point 1 follows from Lemma 3.3 and the definition of a complete tree of patterns gives an explicit injection from $2^{\aleph_0}$ into $X$ for Point 2.

$\Leftarrow$: Let $X$ be an uncountable subshift; it has a non-empty perfect subset; w.l.o.g, we can assume $X$ to be perfect. Suppose point 1 does not hold for $X$; this means that the relation $\approx$ corresponds to the relation “being equal up to a shift” in $X$ (and thus in its subsets too). For a given configuration, the set of its shifted is at most countably infinite thus the equivalence classes for $\approx$ in $X$ and its subsets are countable.

We will now do an induction on $X$; our invariant is that $X$ is a perfect set for which equivalence classes for $\approx$ are countable.

Consider the set $U$ (possibly empty) of configurations of $X$ that contain all the patterns of $L(X)$. For a pattern $P$, let $X \setminus \{P\}$ be the set of configurations of $X$ not containing $P$. By definition, we have:

$$X = U \cup \bigcup_{P \in L(X)} X \setminus \{P\}$$

$U$ is countable since it corresponds to an equivalence class for $\approx$. Since $X$ is supposed to be uncountable (because it is perfect), there exists $P$ such that $X \setminus \{P\}$ is uncountable too. Therefore, $X \setminus \{P\}$ has a non-empty perfect subset. We continue the induction with that perfect subset for the left son of the node we are constructing.

The set of configurations of $X$ that contain $P$ contains the open set $O_P$ of $X$ which is non-empty since we considered only patterns appearing in at least one configuration of $X$. Since $O_P$ is also closed, $X \cap O_P$ is a perfect set that contains only configuration containing $P$. The induction continues with that perfect set for the right son of the node.

Iterating the induction defines a tree; each infinite path defines at least one configuration, otherwise we would obtain an empty intersection of closed sets which, by compactness, would be finite, i.e., one of the non-empty perfect sets we just constructed would be empty.

We can construct uncountable SFTs verifying point 2 but not point 1. A vertical line (□ on Figure 2) can appear and forces a signal (■ on Figure 2) that will bump between the vertical line that serves as a sign post and another signal that will draw a parabola (■)
When the signal hits the parabola, the latter shifts one cell to the right; the signal has maximal speed which ensures us we are drawing a parabola. Moreover, when the signal hits the parabola, the latter can use two different colors when shifting to the right (□ and □ cells on Figure 2). Since there are infinitely many cells where this may happen, we obtain an infinite number of choices where to choose between two cells which ensures that the obtained subshift has the cardinality of continuum.

Finally, if we know all the patterns of a configuration, since the number of □ cells above the □ and □ ones allows us to determine uniquely the position of a pattern, we can reconstruct (up to a shift) a configuration from its language. Such a configuration cannot verify point 1 from Theorem 3.4 but the subshift is uncountable.

\[\text{Figure 2. Example of a typical configuration from a countable SFT verifying point 2 but not point 1 of Theorem 3.4.}\]

4. THE $\preceq$ PRE-ORDER FOR COUNTABLE SUBSHIFTS

Proposition 2.4 states that a subshift is countable if and only if all its elements have a Cantor-Bendixson rank. This result, albeit very useful and used in this section, does not really help us in understanding the structure of countable subshifts. We study here in details this structure.

Since every subshift contains a minimal subshift, it also contains a minimal element $x$ for $\preceq$. If $x$ is not periodic, $\overline{O}(x)$ is infinite and thus perfect (otherwise it would contain a non-empty subshift and thus not be minimal). Thus, Lemma 3.3 ensures us that a minimal subshift of a countable subshift contains only periodic configurations:

**Proposition 4.1 ([10, 2]).** Every minimal element for $\preceq$ in a countable subshift is periodic. Equivalently, every minimal subshift of a countable subshift is finite.
Recall that an infinite subshift contains a configuration that is not periodic by Theorem 3.1, thus an infinite countable subshift contains a configuration that is not minimal (hence not at level 0) for $\preceq$ in the subshift. We now want to show that there is such a configuration at level 1, for which we need to prove that the notion of level 1 is well defined. These results were already proved in [2] but we include the proof since it helps in understanding the approach used in this section.

**Lemma 4.2** ([2]). *In a countable subshift there exists no infinite decreasing chain for $\preceq$ to level 0.*

**Proof.** Suppose that $(c_i)_{i \in \mathbb{N}}$ is such an infinite decreasing chain and let $X = \bigcap_{i \in \mathbb{N}} \overline{O}(c_i)$. $X$ is a subshift containing only periodic configurations, it is thus a finite SFT by Theorem 3.1. Therefore, by Proposition 1.2, there exists $N \in \mathbb{N}$ such that $X = \overline{O}(c_N)$ and we supposed the sequence $(c_i)_{i \in \mathbb{N}}$ to be strictly decreasing, a contradiction. \qed

**Lemma 4.3** ([2]). *An infinite countable subshift $X$ contains a configuration at level 1 for $\preceq$.*

**Proof.** Let $X^\downarrow$ be the set of non minimal configurations of $X$ and let $(c_i)_{i \in I}$ be a decreasing chain in $X^\downarrow$. If it is infinite, by Lemma 4.2, the set of configurations $c \in X$ such that $\forall i \in I, c \preceq c_i$ cannot contain only minimal configurations, therefore, there exists $c' \in X^\downarrow$ such that $\forall i \in I, c' \preceq c_i$; if the chain is finite, it is straightforward that such a $c'$ exists. As a consequence, every decreasing chain in $X^\downarrow$ has a lower bound.

By Zorn’s lemma, $X^\downarrow$ contains a minimal element for $\preceq$. This minimal element is such that every configuration strictly smaller for $\preceq$ is minimal in $X$, it is therefore a configuration at level 1 for $\preceq$ in $X$. \qed

Since configurations at level 1 do exist in countable subshifts, we can characterize them and obtain as a corollary the existence of these configurations in a countable subshift:

**Theorem 4.4.** *In a countable subshift $X$, a configuration $c$ is at level 1 if and only if it is one of the following types:*

1. *all the patterns in $c$ appear infinitely many times: in that case, $c$ admits one direction of periodicity (but not two) and is equal on two half planes with one (one for each half plane) configuration $x \prec c$*
2. *c contains a pattern that appears only once: in that case, c is equal to a periodic configuration everywhere but on a finite domain.*

**Proof.** First, if $c$ is a configuration matching either condition 1 or condition 2, it is straightforward that any converging sequence $(\sigma_v(c))_{i \in \mathbb{N}}$ converges either to a periodic configuration or to a shifted of $c$, hence $c$ is at level 1. Moreover, either every pattern in $c$ appears infinitely many times or $c$ has a pattern that appears only once, hence we only have to prove the conclusions of both cases.

By Proposition 2.4, there exists an ordinal $\lambda$ such that $c$ is isolated in $X^{(\lambda)}$. Let $P$ be a pattern isolating $c$ in $X^{(\lambda)}$. $X^\downarrow = X^{(\lambda+1)} \cap \overline{O}(c)$ is a subshift containing exactly the configurations $x \prec c$, thus only periodic configurations by Proposition 4.1. $X^\downarrow$ is a finite SFT by Theorem 3.1. Let $F$ be a finite set of pattern defining $X^\downarrow$: $X_F = X^\downarrow$.

Case 1: All the patterns of $c$ appear infinitely many times, therefore $P$ appears infinitely many times in $c$, it thus appears at the same position in $\sigma_v(c)$ for a $(0,0) \neq v \in \mathbb{Z}^2$. Since $P$ isolates $c$ (and is also in $X^{(\lambda)}$), $\sigma_v(c) = c$. Hence, $c$ admits one direction of periodicity. Now, if $c$ admitted two directions of periodicity, $c$ would be periodic and thus at level 0.
Let $y$ be a configuration of $X_F$; $y$ is periodic and $y \prec c$. Since we already proved that $c$ admits a direction of periodicity, we only have to prove that $c$ is equal to $y$ on a quarter of plane. For a given integer $n$, let $A_n$ be the square pattern defined on $[-n; n]^2$ in $y$. $A_n$ appears somewhere in $c$ since $y \prec c$. Let $P_n$ be a square pattern defined on $[-k_n; k_n]^2$ in $c$ containing $A_n$ and extended as much as possible while still not containing a pattern of $F$. Remark that we cannot indefinitely extend it, and therefore $k_n$ is well defined, otherwise we would have that $c \preceq y$.

There exists a point at the border of $P_n$ where a pattern of $F$ appears; let $c_n$ be a shifted of $c$ centered on this pattern. By compactness, w.l.o.g., we can assume that the sequence $(c_n)_{n \in \mathbb{N}}$ tends to $z$. We can also assume that $P_n$ always appears in the same quarter of plane in $c_n$. Since the size of $P_n$ tends to infinity when $n$ tends to infinity (by definition $k_n \geq n$), $z$ is equal to $y$ on a quarter of plane. Moreover, each $c_n$ contains at position $(0, 0)$ a pattern of $F$; since the patterns of $F$ are of bounded size, $z$, being a limit of $(c_n)_{n \in \mathbb{N}}$, also contains a pattern of $F$ at position $(0, 0)$. We thus have $y \prec z \preceq c$ and since we supposed $c$ to be at level 1, $z \approx c$. By Corollary 1, $z$ is a shifted of $c$ and thus $c$ contains a quarter of plane that is equal to $y$. The direction of periodicity of $c$ allows us to extend this quarter of plane to a half plane.

On the other half plane, we can extract a sequence of shifted of $c$ that tends to a periodic configuration (since the limit does not contain $P$). By the same reasoning, we conclude that $c$ is equal to a periodic configuration on half a plane disjoint to the first one.

Case 2: There exists a pattern that appears only once in $c$. W.l.o.g., up to extending it, we can assume that this pattern is isolating $c$ and we denote it by $P$. Let $K \subseteq \mathbb{Z}^2$ be the set of points where a pattern of $F$ appears in $c$. If $K$ is infinite, there exists a sequence of shifted of $c$ that all contain a pattern of $F$ at their center; by compactness, w.l.o.g., this sequence converges towards a limit denoted by $x$. By construction, $x$ is not in $X^\bullet$ since it contains a pattern of $F$ at its center; moreover, $x$ does not contain $P$ and therefore $x$ is a configuration that is not minimal but such that $x \prec c$ which is impossible since we supposed $c$ at level 1.

Since $X^\bullet$ is finite, there exists a finite domain $D$ of $\mathbb{Z}^2$ such that if two configurations of $X^\bullet$ match on $D$ then they are equal. Since $D$ and $K$ are finite, the set $E = \{ a \in \mathbb{Z}^2; \exists b \in D, a + b \in K \}$ is also finite; w.l.o.g., we can assume $\mathbb{Z}^2 \setminus E$ connected. Since $c$ contains no pattern of $F$ on $\mathbb{Z}^2 \setminus E$, $c$ is therefore equal to a configuration of $X^\bullet$ on $\mathbb{Z}^2 \setminus E$ which completes the proof.

**Corollary 2.** *In a countable subshift, configurations at level 1 have, up to shifts, at most two (minimal) configurations below them for $\preceq$.***

Configurations at level 1 in a countable subshift are now characterized, the only two possible configurations are depicted on Figure 3. The fact that these configurations are equal on half planes to a periodic configuration yields that they are never much more complicated that the simple drawings on Figure 3. Moreover, some cases never happen when we are restricted to SFTs instead of subshifts:

**Theorem 4.5** ([2]). *Every pattern in a configuration at level 1 in a countable SFT appears infinitely many times. Every infinite countable SFT contains a configuration that admits exactly one direction of periodicity.*

Remark that Theorem 4.5 does not hold for general subshifts: Let $\Sigma = \{ \blacksquare, \blacksquare \}$. The set of forbidden patterns is the set of all patterns containing, at least, two $\blacksquare$ cells. A Hasse diagram of the $\preceq$ pre-order, on which we can see that a configuration at level 1 has a pattern appearing only once is depicted on Figure 4.
Lemma 4.6. In a countable SFT, for a configuration $x$ at level 1 with a direction of periodicity $v$, any bi-infinite word $(x(a + iw))_{i \in \mathbb{Z}}$ is of the form $\omega\text{ABC}\omega^*$ $(a, w \in \mathbb{Z}^2)$ as soon as $w$ is not parallel to $v$.

Moreover, we can assume $A, B$ and $C$ to be defined on the same domain and $\{0, v\} \subseteq D_A = D_B = D_C$.

Proof. Let $c \in \Sigma^\mathbb{Z}$ be such a bi-infinite word. By Theorem 4.4, $x$ contains two periodic half planes, therefore $c$ is ultimately periodic in both positive and negative directions (since $v$ is not parallel to $w$) and is thus of the form $\omega\text{ABC}\omega^*$.

For having $A, B$ and $C$ containing both 0 and $v$ it suffices to consider the bi-infinite word in the first part of the proof to have its letters in $\Sigma^D$ where $D$ is a square domain containing 0 and $v$. For having them defined on the same domain, it suffices to take a multiple of the sizes of those three words. $\square$

Remark that with Lemma 4.6, knowing $A, B, C$ and $v$ allows to uniquely reconstruct $x$ and hence configurations at level 1 in a countable SFT are computable.

Corollary 3. A configuration $c$ at level 1 in a countable SFT has exactly two configurations (modulo shift) below it.
Proof. By Lemma 4.6 we can write $c$ as $\omega ABC\omega$. If $A = C$, then $A \neq B$ otherwise $c$ would be periodic and thus at level 0. In this case, $(AD_i)_{i \in \mathbb{Z}}$ would also be a valid configuration of our SFT with $D_i \in \{A, B\}$, and our SFT would be uncountable.

Since $A \neq C$, these two patterns give us two minimal configurations below $c$ that are different modulo shift. By Corollary 2, they are the only ones. □

![Figure 5. Example of a Hasse diagram of a countable subshift.](image)

The subshift depicted on Figure 5 is an example of a countable (sofic) subshift with a configuration at level 1 in which every pattern appears infinitely many times and with only one configuration below it for $\preceq$, showing that Corollary 3 cannot be extended to arbitrary subshifts.

We proved that there exists no infinite decreasing chain down to level 0 in a countable subshift. [27, Theorem 5.2] gives a construction of a countable SFT with an infinite decreasing chain down to level 2 and the authors showed us (personal communication) how to obtain a countable sofic shift with an infinite decreasing chain down to level 1. Therefore, the only remaining case is the possibility to have an infinite decreasing chain down to level 1 in a countable SFT. The following theorem proves that it is not possible:

**Theorem 4.7.** In a countable SFT, there exists no infinite decreasing chain down to level 1 for $\preceq$.

In the proof of Theorem 4.7 we need a couple of lemmas; their proof is provided after the theorem’s proof for not burdening it more than it needs to be.

Proof. Suppose $(c_n)_{n \in \mathbb{N}}$ to be such a chain. Let $S = \bigcap_{n \in \mathbb{N}} \overline{O}(c_n)$ be the subshift that contains (by definition) all the configurations that are below every $c_n$ for $\preceq$. By hypothesis, $S$ contains only configurations at level 0 or 1 and as such only configurations with at least one direction of periodicity because we are in an SFT.

Let $a$ be a configuration at level 1 in $S$ and $v \neq (0, 0)$ be its direction of periodicity. Let $A$, $B$ and $C$ be such as in Lemma 4.6 for $a$ with, either an horizontal or vertical vector since (at least) one of these two vectors is not parallel to $v$. Suppose $a$ to be centered on $B$ and let $M_k$ be the pattern defined on $[-k; k]^2$ at the center of $a$. By hypothesis, one can find $M_k$ in every $c_n$ since $a \preceq c_n$. We can obtain a more precise result on how to find these $M_k$ in $c_n$:

**Lemma 4.8.** For every $n$, there exists $N_n$ such that for any $M_i$, $i \geq N_n$, found in $c_n$, the pattern $M_i$ cannot be repeated infinitely along $v$ and $-v$ to obtain an bi-infinite stripe.
In the following, we denote a bi-infinite periodic stripe of $M$ along $v$ and $-v$ by $M^{\pm v}$; we say that a configuration $c$ contains $M^{\pm v}$ if such an infinite stripe appears in $c$. In Lemma 4.8 we can assume $N_n$ to be minimal, that is, such that $(M_{N_n-1})^{\pm v}$ appears in $c_n$.

**Lemma 4.9.** There exists $k$ such that, in every $c_n$, one can find $M_i$'s for arbitrary large $i$'s such that the pattern $M_k$ at the center of $M_i$ is not part of a $M_k^{\pm v}$.

Let $k$ be such as in Lemma 4.9. Let $M_k$, $i \geq n$, be a pattern of $c_n$ such that the pattern $M_k$ at its center cannot be extended to a $M_k^{\pm v}$. Let $x_n$ be a shifted of $c_n$ centered on the pattern $M_k$ that cannot be extended to a $M_k^{\pm v}$. By compactness one can obtain a “limit” of these $x_n$: Since $k$ is fixed and the $M_i$’s are of strictly increasing sizes, we obtain a limit $x$ with a semi-infinite stripe consisting of a pattern $A^lBC^l$ repeated along, say, $v$, as depicted on Figure 6. Moreover, this configuration $x$ admits a direction of periodicity since it is a configuration at most at level 1 in a countable SFT.

![Figure 6. Example of configuration extracted from $(x_n)_{n \in \mathbb{N}}$.](image)

The periodicity vector of $x$ cannot be parallel to $v$ otherwise, by periodicity, it would contain a $M_k^{\pm v}$. Therefore, up to multiplying the periodicity vector of $x$ and taking a “limit” we can obtain an infinite stripe of type $(C^lDA^k)^{\pm v}$. Figure 7 depicts $x$ with a periodicity vector $w$ and Figure 8 the configuration that can be extracted from $x$.

If this were possible, we would be able to obtain $2^{\aleph_0}$ different configurations from $a$. This completes the proof: There exists no infinite decreasing chain for $\leq$ down to level 1 in a countable SFT. \hfill $\square$

*Proof of Lemma 4.8.* Suppose one can find $M_i^{\pm v}$, for arbitrary large $i$’s in $c_n$. Fix such an $i$ with $M_i^{\pm v}$ appearing in $c_n$; since $c_n$ is different from $a$, there exits $j > i$ such that $M_j^{\pm v}$ appears in $c_n$ somewhere else from where $M_i^{\pm v}$ appears.

We, therefore, obtain a pattern of type $A^lBC^lDA^kBC^k$ in $c_n$ (for example: $M_i = A^lBC^l$, $M_j = A^kBC^k$ and $D$ the separation between them). Thus, $C^lDA^kBC^k$ is a valid pattern for our SFT and $a$ contains $C^{\infty}$, so we have an infinite number of positions where to replace a given $C^m$ by $C^lDA^kBC^k$ to obtain $2^{\aleph_0}$ different configurations in our SFT supposed to be countable. \hfill $\square$
Proof of Lemma 4.9. First, if the sequence of minimal \((N_n)_{n \in \mathbb{N}}\) from Lemma 4.8 is bounded, it suffices to take \(k\) greater than all the \(N_n\)'s; we can therefore assume that \((N_n)_{n \in \mathbb{N}}\) can be arbitrary large.

There exists a \(k\), that does not depend on \(n\), such that all \(c_n\) contain at most one \(M_k\leftrightarrow v\). If two existed, we would be able to find in \(c_n\) a pattern like \(A'BC^iDA'BC^j\) and therefore obtain \(2^{\aleph_0}\) different configurations from \(a\) since we are in an SFT.

Suppose we can find \(M_i\) in \(c_n\) for arbitrary large \(i\)'s along \(M_k\leftrightarrow v\). This stripe of \(M_k\)'s is of bounded width by Lemma 4.8 and w.l.o.g. we can assume that the cell that makes it impossible to extend indefinitely its width is always on the same side of \(A\) in \(M_k\). As such, if we have \(i\) greater than the bound on the width of these stripes of \(M_k\) \((i \geq N_n)\) we obtain a configuration where we have an important number of \(A\) repeated along \(v\) with a pattern different from \(A\), denoted by \(D\), at the end. All of that is adjacent to a \(M_{N_n-1}\leftrightarrow v\) as depicted on Figure 9.
Now, we can apply this reasoning to every \( c_n \) with patterns \( M_i \) arbitrary large and since \( N_n \) can be arbitrary large too we obtain by taking a limit of \( D \) a configuration such as the one depicted on Figure 9 but with patterns \( A \) repeated infinitely.

This configuration admits a vector of periodicity since it is extracted from \( c_n \) but this periodicity would force to have \( D = A \) which we supposed to be different. \( \square \)

**Theorem 4.10.** A countable SFT contains a configuration without any direction of periodicity if and only if it contains one at level 2 for \( \leq \).

**Proof.** \( \Leftarrow \): Theorem 4.4 ensures that a configuration at level 2 in a countable subshift has no direction of periodicity.

\( \Rightarrow \): Let \( X^{\downarrow} \) be the set of configurations at level greater than 1 in the countable SFT. It is non-empty since it contains all the configurations without any direction of periodicity. Theorem 4.7 states that there exists no infinitely decreasing chain down to level 1 and Lemma 4.2 no down to level 0. Therefore, any decreasing chain in \( X^{\downarrow} \) admits a lower bound. As a consequence, by Zorn’s lemma, there exists a minimal element in \( X^{\downarrow} \): A configuration at level 2. \( \square \)

5. CANTOR-BENDIXSON RANK OF COUNTABLE SUBSHIFTS

When using the Cantor-Bendixson derivation for studying countable subshifts, natural questions arise: What are the possible Cantor-Bendixson ranks of countable SFTs of dimension 2? Can a countable SFT contain non computable configurations? If yes, what is the minimal Cantor-Bendixson rank of such an SFT? At the time of writing [2] we did not even know if there could exist countable SFTs with an infinite Cantor-Bendixson rank or with non-computable configurations. Shortly after, Ronnie Pavlov showed us an example of a countable sofic shift with infinite rank. Later came the constructions from [15] proving that there exist two-dimensional SFTs with non-computable configurations and of arbitrary large Cantor-Bendixson rank: The Cantor-Bendixson rank of an SFT is always a computable ordinal and a consequence of [15] is that for any computable ordinal there exists an SFT of greater Cantor-Bendixson rank. The Cantor-Bendixson rank of a countable effectively closed subset of \( \{0,1\}^\mathbb{N} \) can be any non-limit computable ordinal [7, 8]
and it has been recently proved that for any countable effectively closed subset of \( \{0, 1\}^N \) of rank \( \lambda \), there exists a countable SFT of rank \( \lambda + 4 \) [27, Theorem 4.5] (a similar result but with a bigger increase in the Cantor-Bendixson rank can also be found in [15]). Since it is easy to construct countable SFTs of rank 1, 2, 3, 4 and 5 and a simple compactness argument shows that the rank cannot be a limit ordinal, the only ranks we do not know to exist are \( \lambda + 1, \lambda + 2, \lambda + 3 \) and \( \lambda + 4 \) for \( \lambda \) a limit ordinal. In [2] we proved that the Cantor-Bendixson rank of a countable subshift cannot be \( \lambda + 1 \). We prove here that it cannot be \( \lambda + 2 \) either, leaving open only the \( \lambda + 3 \) and \( \lambda + 4 \) cases. We first use the Cantor-Bendixson derivatives to obtain the structure of the configurations of interest here:

**Theorem 5.1.** Let \( S \) be a countable SFT and \( X \) a subshift of \( S \) of Cantor-Bendixson rank at most 3, i.e., \( X^{(3)} = \emptyset \). Then any configuration \( c \) of \( X \) is of one of the following types:

- \( c \) admits a direction of periodicity
- \( c \) consists in a finite number of half-lines or full-lines and none of them is parallel to another one. In this case, on every connected component of \( \mathbb{Z}^2 \) that does not intersect with any of these lines, \( c \) is equal to a bi-periodic configuration on this domain. Remark that since the number of lines is finite and there are no two parallel lines, there is only a finite number of maximal (for the inclusion) such connected components.

**Proof.** If \( X^{(2)} = \emptyset \) then all the configurations of \( X \) are at most at level 1 by Proposition 2.5 and thus admit a direction of periodicity by Theorem 4.5. We can therefore assume that \( X^{(2)} \neq \emptyset \), which means that \( X^{(2)} \) contains only periodic configurations and \( X^{(1)} \) contains only configurations with one direction of periodicity. \( X^{(2)} \) is finite (because \( X^{(3)} = \emptyset \)), it is therefore an SFT by Theorem 3.1. \( X^{(1)} \) is finite up to translations: \( X^{(2)} \) is finite and \( X^{(1)} \setminus X^{(2)} \) is finite up to translations by Lemma 2.6.

Let \( c \) be a configuration in \( X \setminus X^{(1)} \) without direction of periodicity (if there is no such configuration, our theorem is proved). \( c \) contains a pattern \( M \) that appears only once: \( c \) is isolated in \( X \) and were the pattern isolating it appearing twice, \( c \) would have a direction of periodicity.

Since \( X^{(1)} \) contains only configurations with one direction of periodicity and is finite up to translations, there exists an integer \( n \) greater than 3 times the size of any vector of periodicity of any configuration in \( X^{(1)} \). Let \( E \) be the set of patterns defined on \([-n; n]^2\) appearing in a configuration of \( X^{(1)} \).

Let \( N \subseteq \mathbb{Z}^2 \) be the positions where a pattern that is not in \( E \) appears in \( c \). \( N \) is finite: If it were infinite we could find a converging sequence of shifted of \( c \) whose limit is different from \( c \) because it would not contain \( M \) but would contain a pattern that is not in \( E \); this limit would therefore not be isolated in \( X \) but would not belong to \( X^{(1)} \) either.

Let \( A \) be a pattern defined on \([-n; n]^2\) appearing, outside of \( N \), in \( c \). If \( A \) admits two different directions of periodicity then it appears in a bi-periodic configuration of \( X \) and we do not need to prove anything for our theorem. \( A \) admits a unique direction of periodicity, and a vector \( v \neq (0, 0) \) as a period. In addition, suppose \( ||v|| \) to be minimal. Let \( B \) be the pattern defined on \([-n; n]^2\) appearing in \( c \) at the position shifted by \( v \) from \( D_A \). For now, assume that \( x + v \) is not in \( N \) either. \( B \) admits a vector \( w \) as a period.

Let \( x \) be a point in \( D_A \) such that \( x + w \) and \( x + v + w \) are also in \( D_A \) (such a point exists because, by definition, \( n \geq 3||w|| \)). \( x + v \) and \( x + v + w \) are in \( D_B \), therefore \( c(x + v + w) = c(x + v) \). Since \( A \) admits \( v \) as a period, we obtain that \( c(x) = c(x + w) \). Since \( x \) can be chosen arbitrary among the points in \([-n/2; n/2]^2\), and \( n/2 \) is greater than
the size of any possible vector of periodicity, \( A \) admits also \( w \) as a period. Since \( A \) admits a unique direction of periodicity, there exists an integer \( y \geq 1 \) such that \( w = yv \).

Let \( x \) be in \( D_B \) such that \( x + v \) is also in \( D_B \). We get two cases:

- \( x + v \) is in \( D_A \) (thus \( x \) too): \( c(x) = c(x + v) \) by periodicity of \( A \).
- \( x + v \) is not in \( D_A \): \( x + v - w \) and \( x - w \) are in \( D_A \cap D_B \) since \( w = yv \), then
  \[ c(x) = c(x - w) = c(x + v - w) = c(x + v). \]

In any case, \( B \) also admits \( v \) as a vector of periodicity. Therefore, \( A \) and \( B \) are equal.

By an induction, this gives us a line if we never hit \( N \) or an half-line if it hits \( N \) on one side.

Since \( N \) is finite, there is a finite number of such half-lines that do not contain patterns appearing in a bi-periodic configuration. If a given (full-)line appears 3 times in \( c \), on the same side of \( N \), then since \( S \) is an SFT, we can find an infinite number of points where to put or not this line, separated by the same bi-periodic patterns, and thus \( S \) would not be countable.

We can now conclude that the number of lines and half-lines is finite, the rest being patterns appearing in a bi-periodic configuration. Since we chose \( n \) to be greater than any possible period, a straightforward induction shows that \( c \) is equal to a bi-periodic configuration on any connected component of \( \mathbb{Z}^2 \) that does not intersect any of these lines. Since the number of lines is finite, the number of parallel lines is \textit{a fortiori} finite too; we can therefore take the \( n \) from this proof to be sufficiently large so that the parallel lines are merged into one and get our result.

\[ \square \]

**Corollary 4.** An SFT \( X \) of Cantor-Bendixson rank at most 4 contains only computable configurations.

The article [8] proves that there exist countable effectively closed subset of \( \{0, 1\}^N \) with Cantor-Bendixson rank 2 containing non-computable points; when combined with [27, Theorem 4.5], we obtain countable SFTs of Cantor-Bendixson rank 6 with non-computable configurations hence after Corollary 4 this leaves only countable SFTs of rank 5 for which we do not know if they can contain non computable configurations.

\[ \text{Proof.} \] First, the isolated points of \( X \) are computable: knowing the pattern isolating them, it is possible to compute them since \( X \) is compact [9].

Let \( X' \) be the topological derivative of \( X \). \( X' \) matches the conditions of Theorem 5.1. All the configurations described by the conclusions of Theorem 5.1 can be described by a finite amount of information and are therefore computable: if the configuration does not admit any direction of periodicity it suffices to know pattern defined over \( N \), the position and the colors of the finite number of half-lines and the colors of the bi-periodic parts separating them. If the configuration admits exactly one direction of periodicity then, since it is at level 1 by Theorem 4.4, it can be described by a finite amount of information by Lemma 4.6. If the configuration is bi-periodic then knowing the pattern that is repeated bi-periodically is sufficient in order to compute the whole configuration.

\[ \square \]

Theorem 5.1 can be seen as the characterization of the simplest, in the sense of the Cantor-Bendixson rank, aperiodic configurations in a countable SFT; such a typical aperiodic configuration is depicted on Figure 10. As we have seen thorough this paper, the pre-order \( \preceq \) shares intimate links with the Cantor-Bendixson derivation and even stronger links when we are dealing with countable SFTs. Nevertheless, even if we have been able to prove that level 2 is always well defined in countable SFTs, we do not know how to
characterize such configurations at level 2. The natural conjecture would be that those are precisely the non-periodic configurations matching the conclusions of Theorem 5.1:

**Problem 1.** Characterize configurations at level 2 for $\preceq$ in countable SFTs. Are they exactly the non-periodic configurations matching the conclusions of Theorem 5.1?

---

**Figure 10.** A typical non-periodic configuration for Theorem 5.1.

We shall now prove that no countable SFT can be of Cantor-Bendixson rank $\lambda + 2$ for $\lambda$ a limit ordinal; for proving it, we first need a lemma that might be of independent interest:

**Lemma 5.2.** Let $P$ be a finite subset of $\mathbb{Z}^2$ and $X$ be an SFT, then the set $X_P \subseteq X$ of configurations of $X$ admitting a period in $P$ is an SFT.

**Proof.** It is clear that if $P$ consists of only one vector then $X_P$ is an SFT. We make an induction on $P$ by successive applications of the following claim:

**Claim 5.1.** Let $P$ be a finite subset of $\mathbb{Z}^2$. Let $X$ be an SFT that contains only configurations admitting a period from $P$. Let $q \in \mathbb{Z}^2$ be a vector that is not collinear to any vector from $P$ and $Y_q$ be an SFT containing only configurations that are $q$-periodic. Then, $X \cup Y_q$ is an SFT.

**Proof of Claim 5.1.** Let $n \in \mathbb{N}$ be a fixed large integer; such that all the forbidden patterns defining $X$ or $Y_q$ are defined on $[-n/4; n/4]^2$ and all the vectors of $P \cup \{q\}$ are contained in $[-n/4; n/4]^2$. By a compactness argument, one can show that there exists $N$ such that any pattern defined on $[-N; N]^2$ not containing any $X$—forbidden pattern contains, at its center, a pattern defined on $[-n; n]^2$ appearing in a configuration of $X$: This pattern is $p$—periodic for some $p \in P$. By the same argument, replacing $X$ with $Y_q$, we find a (maybe bigger) $N$ such that the pattern defined on $[-n; n]^2$ appears in a configuration of $Y_q$, and is thus $q$-periodic, if it appears in a $[-N; N]^2$ pattern not containing any $Y_q$—forbidden pattern.

Without loss of generality, we can assume that the $Y_q$—forbidden patterns contain all the patterns defined on $[-n; n]^2$ having distinct values at coordinates separated by $q$
since \( Y_q \) contains only \( q \)-periodic configurations. We define the SFT \( Z \) by forbidding all the patterns defined on \([-N; N]^2\) that contain both an \( X \)-forbidden pattern and an \( Y_q \)-forbidden pattern. It is clear that \( X \cup Y_q \) is a subset of \( Z \).

Let us assume that \( Z \) contains a configuration that is not in \( X \cup Y_q \): \( x \) thus contains both an \( X \) and an \( Y_q \)-forbidden pattern. We show that such an \( x \) must contain a pattern defined on \([-N; N]^2\) containing both an \( X \) and an \( Y_q \)-forbidden pattern what contradicts the definition of \( Z \).

Let \( i \in \mathbb{Z}^2 \) be where an \( X \)-forbidden pattern appears in \( x \). By definition of \( Z \), the pattern \( x_{|i|+[-N; N]^2} \) does not contain any \( Y_q \)-forbidden pattern and is thus \( q \)-periodic since \( Y_q \) forbids all such patterns that are not. Therefore, this \( X \)-forbidden pattern also appears in \( x \) at positions \( i + q \mathbb{Z} \).

Let \( j \in \mathbb{Z}^2 \) be a position where an \( Y_q \)-forbidden pattern appears in \( x \). The pattern \( x_{|j|+[-N; N]^2} \) does not contain, by definition of \( Z \), any \( X \)-forbidden pattern; the pattern \( x_{|j|+[-n; n]^2} \) is therefore \( p \)-periodic for some \( p \in \mathcal{P} \) by the choice of a big enough \( N \). Since \( p \) and \( q \) are not collinear, one of \( j + p \) or \( j - p \) is closer to the discrete dotted line \( i + q \mathbb{Z} \) than \( j \) is and an \( Y_q \)-forbidden pattern appears at these positions too. By iterating this reasoning, we obtain a coordinate \( j \) where an \( Y_q \)-forbidden pattern appears but for which there exists \( z \in \mathbb{Z} \) such that \( d(i + qz, j) \leq n \); The pattern \( x_{|j|+[-N; N]^2} \) contains both an \( Y_q \) and an \( X \)-forbidden pattern; a contradiction to the fact that \( x \) belongs to \( Z \). \( \square \)

With Claim 5.1, we can make an induction as long as \( \mathcal{P} \) does not contain two collinear vectors. In order to obtain the general case, we group collinear vectors together and thus need to prove that this grouping still gives an SFT:

**Claim 5.2.** Let \( \mathcal{P} \) be a finite subset of \( \mathbb{Z}^2 \) such that all the elements of \( \mathcal{P} \) are collinear and \( X \) be an SFT. Then, the subshift \( X_{\mathcal{P}} \subseteq X \) of configurations of \( X \) admitting a period in \( \mathcal{P} \) is an SFT.

**Proof of Claim 5.2.** Let \( p = (x, y) \) be a common multiple of all the vectors of \( \mathcal{P} = \{p_1, \ldots, p_n\} \). Let \( \Sigma \) be the alphabet of \( X \). Consider the one-dimensional subshift \( Y \) of \((\Sigma^x \times y)^{\mathbb{Z}}\) of the configurations that admit a \( p_i \) as a period when seen as an infinite thick line on \( \Sigma^{x+y} \). Since there is only a finite number of \( x \times y \)-patterns, \( Y \) is finite and thus an SFT.

The subshift \( X_{\mathcal{P}} \) of \( X \) is therefore an SFT too: It is defined by the forbidden patterns of \( X \) union the two-dimensional forbidden patterns of \( Y \) in the sense that for any \( i \in \mathbb{Z}^2 \), the configuration defined by \( x_{i+[-0; x-1] \times [0; y-1] + (x, y) \mathbb{Z}} \) must belong to \( Y \). \( \square \)

Let \( \mathcal{P} = \{p_1, \ldots, p_n\} \). Let \( \mathcal{P}(p_1) \) be the set of vectors of \( \mathcal{P} \) that are collinear to \( p_1 \). By Claim 5.2, \( X_{\mathcal{P}(p_1)} \) is an SFT.

If \( \mathcal{P} = \mathcal{P}(p_1) \) then the result is proved. Otherwise, let \( \mathcal{Q} = \mathcal{P} \setminus \mathcal{P}(p_1) = \{q_1, \ldots, q_m\} \). Again, let \( \mathcal{Q}(q_1) \) be the set of vectors of \( \mathcal{Q} \) that are collinear to \( q_1 \) and \( q \) be a common multiple of all the vectors of \( \mathcal{Q} \). By Claim 5.2, \( X_{\mathcal{Q}(q_1)} \) is an SFT. By applying Claim 5.1, with \( \mathcal{P} = \mathcal{P}(p_1), X = X_{\mathcal{P}(p_1)}, q = q \) and \( Y_q = X_{\mathcal{Q}(q_1)} \), we obtain that \( X_{\mathcal{P}(p_1)} \cup X_{\mathcal{Q}(q_1)} \) is an SFT. We iterate this reasoning until \( \mathcal{P} \) is empty and have proved the result. \( \square \)

**Theorem 5.3.** There exists no countable SFT of Cantor-Bendixson rank \( \lambda + 2 \) for \( \lambda \) a limit ordinal.

**Proof.** Suppose there exists such an SFT \( X \) of rank \( \lambda + 2 \): \( X^{(\lambda+2)} = \emptyset \). All the configurations of \( X^{(\lambda)} \) are at most at level 1 by Proposition 2.5 and thus admit a direction of periodicity by Theorem 4.5. Moreover, by Lemma 2.6, \( X^{(\lambda)} \) is finite up to translations:
Let \( \mathcal{P} \subseteq \mathbb{Z}^2 \) be a finite set of periods such that any configuration of \( X^{(\lambda)} \) admits a period from \( \mathcal{P} \). By applying Lemma 5.2, we know that the set configurations of \( X \) admitting a period from \( \mathcal{P} \) is an SFT. Let \( X_\mathcal{P} \) denote this SFT and \( \mathcal{F} \) the forbidden patterns defining it. Let \( X_{\{p\}} \) denote the configurations of \( X \) admitting \( p \) as a period.

If for a \( \beta < \lambda \), all the configurations of \( X^{(\beta)} \) contain only configurations of \( X_\mathcal{P} \), then \( X^{(\beta)} \) is included in \( \bigcup_{p \in \mathcal{P}} X_{\{p\}} \). \( X_{\{p\}} \) is a countable SFT that can be seen as a one-dimensional countable SFT (and then repeated periodically along the \( p \) direction), which thus has finite Cantor-Bendixson rank by e.g., [27, Proposition 3.8]. This would mean that \( X \cap X_{\{p\}} \) would have finite Cantor-Bendixson rank, and thus \( X^{(\beta)} \) too as it would be included in the finite union of closed sets with finite Cantor-Bendixson rank.

Since we assumed \( \lambda \) infinite, for any \( \beta < \lambda \), \( X^{(\beta)} \) contains a configuration that is not in \( X_\mathcal{P} \) and thus which contains a pattern in \( \mathcal{F} \). Now, \( \lambda = \bigcup \beta_i \); take a sequence of \( x_i \)'s isolated in \( X^{(\beta_i)} \) that contains a pattern of \( \mathcal{F} \) at its center. By compactness, one can extract a converging subsequence of these \( x_i \)'s whose limit is in \( X^{(\lambda)} \) but this limit would contain a pattern of \( \mathcal{F} \) at its center: A contradiction with the fact that we assumed \( X^{(\lambda)} \) to contain only configurations with a period from \( \mathcal{P} \).

**Conclusions and future work**

As a short summary of the work presented in this paper, we applied two different notions to the study of subshifts: the Cantor-Bendixson rank which comes from topology and the pre-order \( \preceq \) which is more combinatorial. These two notions allowed us to study in great details the structure of subshifts: We characterized the configurations in finite subshifts [2], we have been able to capture exactly the causes of the uncountability of subshifts (Theorem 3.4) and, finally, the major part of this paper is devoted to describing the structure of countable subshifts.

We proved the best possible existence results on the levels for \( \preceq \): Level 0 and 1 always exist and level 2 exists in countable SFTs. Those results are optimal since level 2 may not exist in countable sofic shifts and so does level 3 in countable SFTs [27]. While configurations at level 0 are easy to characterize, we characterized those at level 1 in countable subshifts. The only missing characterization is for configurations at level 2 in countable SFTs.

An interesting connection is with the theory of the complexity function. The complexity function \( C_{m,n}(c) \) of a configuration \( c \) is the number of distinct \( m \times n \) patterns that appear in \( c \). It is obvious that if \( c \preceq c' \) then, for all \( m \) and \( n \), \( C_{m,n}(c) \leq C_{m,n}(c') \). The connection seems however deeper: In all our SFT examples, the minimal elements have a constant complexity function, the elements at level 1 a linear complexity function, and the elements at level 2 a quadratic complexity function. We do not know if this statement is a coincidence or part of a bigger theorem. In particular, if \( c \prec c' \) then is \( C_{m,n}(c) \) a \( o(C_{m,n}(c')) \)? This connection, if it exists, might help to investigate the Nivat conjecture [24]: If \( C_{m,n}(c) \leq mn \) for some \( m, n \) and some two-dimensional configuration \( c \), then \( c \) admits one direction of periodicity. For example, the conjecture is true if \( c \) is such that \( \overline{O}(c) \) is a countable SFT of Cantor-Bendixson rank at most 3 by Theorem 5.1.

**References**

[1] Stål Aanderaa and Harry R. Lewis. Linear sampling and the \( \forall \exists \forall \) case of the decision problem. *Journal of Symbolic Logic*, 39(3):519–548, 1974.

[2] Alexis Ballier, Bruno Durand, and Emmanuel Jeandel. Structural aspects of tilings. *25th International Symposium on Theoretical Aspects of Computer Science (STACS)*, 2008.

[3] Robert Berger. *The undecidability of the domino problem*. Ph.D. thesis, Harvard University, July 1964.
[4] Robert Berger. The undecidability of the domino problem. *Memoirs of the American Mathematical Society*, 66, 1966.

[5] George David Birkhoff. Quelques théorèmes sur le mouvement des systèmes dynamiques. *Bulletin de la Société Mathématique de France*, 1912.

[6] Egon Börger, Erich Grädel, and Yuri Gurevich. *The Classical Decision Problem*. Perspectives in Mathematical Logic. Springer, 1997.

[7] D. Cenzer, P. Clote, R. Smith, R. Soare, and S. Wainer. Members of countable $\Pi^0_1$ classes. *Annals of Pure and Applied Logic*, 31:145–163, 1986.

[8] Douglas Cenzer, Rodney Downey, Carl Jockusch, and Richard Shore. Countable thin $\Pi^0_1$ classes. *Annals of Pure and Applied Logic*, 59:79–139, 1993.

[9] Douglas Cenzer and J.B. Remmel. $\Pi^0_1$ classes in mathematics. In *Handbook of Recursive Mathematics - Volume 2: Recursive Algebra, Analysis and Combinatorics*, volume 139 of *Studies in Logic and the Foundations of Mathematics*, chapter 13, pages 623–821. Elsevier, 1998.

[10] Nikolai P. Dolbilin. The countability of a tiling family and the periodicity of a tiling. *Discrete & Computational Geometry*, 13:405–414, 1995.

[11] Bruno Durand. Tilings and quasiperiodicity. *Theoretical Computer Science*, 221(1-2):61–75, 1999.

[12] Walter Helbig Gottschalk and Gustav Arnold Hedlund. *Topological Dynamics*. American Mathematical Society, Providence, Rhode Island, 1955.

[13] Gustav Arnold Hedlund. Endomorphisms and automorphisms of the shift dynamical systems. *Mathematical Systems Theory*, 3(4):320–375, 1969.

[14] L. P Hurd, Jarkko Kari, and Karel Culik. The topological entropy of cellular automata is uncomputable. *Ergodic theory and dynamical systems*, 12 p 2:255, June 1992.

[15] Emmanuel Jeandel and Pascal Vanier. $\Pi^0_1$ sets and tilings. In *Theory and Applications of Models of Computation (TAMC)*, 2011.

[16] Jarkko Kari. *Decision problems concerning cellular automata*. PhD thesis, University of Turku (Finland), 1990.

[17] Jarkko Kari. Reversibility of 2D cellular automata is undecidable. *Physica*, D 45:379–385, 1990.

[18] Jarkko Kari. The nilpotency problem of one-dimensional cellular automata. *Siam journal on computing*, 21(3):571, June 1992.

[19] Jarkko Kari. Reversibility and surjectivity problems of cellular automata. *Journal of Computer and Systems Sciences*, 48:149–182, 1994.

[20] Kazimierz Kuratowski. *Topology, Vol. I, 3rd edition*. NY: Academic Press, 1966.

[21] Douglas Lind. Multidimensional Symbolic Dynamics. In *Symbolic dynamics and its applications*, volume 11 of *Proceedings of Symposia in Applied Mathematics*, pages 61–80, 2004.

[22] Douglas A. Lind and Brian Marcus. *An Introduction to Symbolic Dynamics and Coding*. Cambridge University Press, New York, NY, USA, 1995.

[23] Marston Morse and Gustav Arnold Hedlund. *Symbolic Dynamics*. *American Journal of Mathematics*, 60(4):815–866, October 1938.

[24] Maurice Nivat. Invited talk at ICALP’97. *ICALP’97*, 1997.

[25] Nicolas Ollinger. Two-by-two substitution systems and the undecidability of the domino problem. In Arnold Beckmann, Costas Dimitracopoulos, and Benedikt Löwe, editors, *CiE*, volume 5028 of *Lecture Notes in Computer Science*, pages 476–485. Springer, 2008.

[26] Ville Salo and Ilkka Törmä. On derivatives and subpattern orders of countable subshifts. In Enrico Formenti, editor, *DCM*, volume 90 of *EPTCS*, pages 23–36, 2012.

[27] Ville Salo and Ilkka Törmä. Constructions with countable subshifts of finite type. to appear in *Fundamenta Informaticae*, 2013.

[28] Klaus Schmidt. Algebraic $\mathbb{Z}^d$-actions. *Pacific Institute for the Mathematical Sciences Distinguished Chair Lecture Notes*, November 2002.

[29] Hao Wang. Proving Theorems by Pattern Recognition I. *Communications of the ACM*, 3(4):220–234, April 1960.

[30] Hao Wang. Proving theorems by pattern recognition II. *Bell system technical journal*, 40:1–41, 1961.

[31] Hao Wang. Dominoes and the $\forall \exists \forall$ case of the decision problem. *Mathematical theory of Automata*, pages 23–55, 1963.
CENTRO DE MODELOAMIENTO MATEMÁTICO, UNIVERSIDAD DE CHILE, AV. BLANCO ENCALADA 2120, PISO 7, SANTIAGO, CHILE
E-mail address: abalier@dim.uchile.cl

LORIA CAMPUS SCIENTIFIQUE - BP 239 54506 VANDOEUVRE-LES-NANCY FRANCE
E-mail address: emmanuel.jeandel@loria.fr