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Abstract—In this paper, to address backhaul capacity bottleneck and concurrently optimize energy consumption and delay, we formulate a novel weighted-sum multi-objective optimization problem where popular content caching placement and integrated access and backhaul (IAB) millimeter (mmWave) bandwidth partitioning are optimized jointly to provide Pareto efficient optimal non-dominating solutions. In such integrated networks analysis of what-if scenarios to understand trade-offs in decision space, without losing sight of optimality, is important. A wide set of numerical investigations reveal that compared with the nominal single objective optimization schemes such as optimizing only the delay or the energy consumption the proposed optimization framework allows for a reduction of the aggregation of energy consumption and delay by an average of 30% to 35%.
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I. INTRODUCTION

The deployment of small cell base stations (SBSs) overlaid with macro cell base station (MBS) to construct a heterogeneous network (HetNet) has been identified as one of the most effective technologies for supporting the envisioned explosive traffic loads in fifth generation (5G) and beyond (B5G) cellular networks [1]. A key challenge, however, is that as the network becomes denser, the limited capacity of the backhaul links is becoming a bottleneck, and as such limiting the capabilities of the network. Although equipping each SBS with a wired backhaul link can alleviate the aforementioned problem and provide more strict guarantees on the performance [2], it comes at a high infrastructure cost. On the other hand, connecting the SBSs to the core network via traditional microwave is a low-cost option, but it may not meet throughput requirements especially in densely deployed small cells [3].

In fact, it has been demonstrated that, notable data traffic is due to multiple requests for the same content [4]. Popular files can be cached at small cells to offload data traffic to the edge [2]. However, it has been shown in [4]–[7] resulting in alleviating traffic load on backhaul links while meeting link capacity and throughput requirements. In a closely related work, Wu and Lu in [5] investigated the trade-off between energy consumption and delay in cache-enabled small cell networks, analysing power allocation and content placement in the edge to increase network efficiency, but only on single-tier networks. Two-tier network has been considered in [6]. Energy harvesting and collaboration between SBSs have been proposed to reduce energy consumption and traffic load on the backhaul links. Because of the limited cache capacity, network densification is still restricted by the traditional microwave backhaul link. The work in [7] and [1] investigate energy consumption and throughput optimization, respectively, but focusing on one target may not improve overall network efficiency.

Apart from edge caching, another effective way to tackle backhaul link capacity bottleneck is to exploit new spectrum bands, such as millimeter wave (mmWave) spectrum. The work in [8] assessed energy efficiency and delay in mmWave networks, but edge caching was not taken explicitly into account. Capitalizing on the availability of the bandwidth spectrum of mmWave, it is possible to establish access and backhaul links by using the same bandwidth and thus share the same infrastructure to reduce cost expenditure without penalizing performance. This is the core idea behind the so-called integrated access and backhaul (IAB) concept that has been proposed by the Third Generation Partnership Project (3GPP) [9]. The effect of bandwidth partitioning between access and backhaul links on the achievable data rate has been observed in [10], but it has been pointed out that offloading users to edge may not provide similar improvements in an IAB system as it would be in a fiber-backhauled network. This is an intuitively expected result owing to the fact that without implementing efficient edge-caching, data traffic offloaded to SBSs actually returns to the MBS via the self-backhaul links.

While the aforementioned works have clearly demonstrated the benefits that an mmWave architecture can bring, the trade-off between energy consumption and delay has not been meticulously analyzed in a cache-enabled HetNet where IAB mmWave is used to address backhaul bottleneck. To fill the above void in this work we explicitly consider the trade-off via a multi-objective optimization problem where cache placement and bandwidth allocation are jointly considered under an IAB mmWave spectrum framework. To this end, the main contributions of the paper are described as follows:

- a novel multi-objective optimization framework is proposed under cache-enabled IAB mmWave HetNets to reveal the Pareto efficient frontier of the underlying energy-delay trade-off;
- a dynamic bandwidth partition and edge caching allocation are considered jointly that allows a decision maker to create different operation modes of all of them being Pareto optimal;
we also shed light on the impact on the performance of the caching time, an aspect which hasn’t been previously reported, in conjunction with the small cell density, the available cache capacity and transmission power;
• results of delay-only, energy-only and no-edge-caching schemes in according to the structures in [2, 7, 10], respectively, are investigated as the baseline and compared with the proposed framework.

The rest of the paper is organized as follows. The system model is described in Section II. Then, in Section III the multi-objective minimization problem is formulated. Numerical investigations over key metrics are presented in Section IV. Finally, concluding remarks are discussed in Section V.

II. System Model

In this paper, a two-tier cache-enabled HetNet is considered, similar to [6] with the key difference that a IAB framework based on mmWave is used. To obtain optimal popular content caching decision and bandwidth allocation, energy consumption and delay are optimized jointly via a proposed weighted-sum optimization problem.

A. IAB mmWave Heterogeneous Network Topology

As shown in Fig. 1, the network topology under investigation comprises one MBS which is fiber backhauled to a core network data center where popular contents requested by users can be stored. B SBSs with limited cache storage and U user equipments (UEs). We denote all BSs by \( B = \{0, 1, \cdots, B\} \) where \( j = 0 \) represents the MBS located in the center and \( j = 1, \cdots, B \) represents the \( j^{th} \) SBS randomly distributed around the MBS. The set of UEs, \( U = \{1, \cdots, U\} \), are also randomly distributed and associated with one BS. We assume that during off-peak time, the MBS offloads popular content to the cache memory of SBSs.

Fig. 1: The IAB millimeter (mmWave) heterogeneous networks network topology considered in this work.

B. Network Caching Model

In the aforementioned network system, a popular content set requested by UEs, is cached at the core data center and indexed by popularity. Users request files according to an a-priori known file popularity distribution, and we assume the popularity of files, \( p_m, m \in K = \{1, 2, \cdots, K\} \), follows a widely used Zipf-like distribution [7].

\[
p_m = \frac{m^{-r}}{\sum_{k \in K} k^{-r}}
\]

where \( r \) is the distribution’s skewness coefficient. Furthermore, size of each file is assumed to be \( Q \) bits, and the cache capacity of each SBS equals to \( N \cdot Q \) bits, which indicating that it can cache \( N \) files at most.

The MBS has a coverage area of radius \( R_M \), while each SBS has a smaller coverage of radius \( R_S \) overlaid in the macro cell. With \( a_{ij} (i \in U, j \in B) \), we refer to the association relationship between UEs and BSs, and each UE is associated with only one BS. The \( i^{th} \) UE located within the coverage of SBSs, will be associated with the nearest \( j^{th} \) SBS and \( a_{ij} = 1 \). Files requested by the user which have been offloaded to the edge, will be retrieved from the SBS directly via access link; in that case we have a cache hit. Otherwise, the request will be redirected to the MBS, this case is denoted as a cache miss. We note that UEs located out of coverage of all SBSs will be connected to the MBS directly, i.e., \( a_{i0} = 1 \).

C. Spectrum Allocation Model for mmWave IAB

As stated in [1], access and backhaul links can employ distinct or same portion of the available spectrum, i.e., in-band or out-of-band mode. Similar to [10], the out-of-band mode is applied to analyze the IAB mmWave HetNet performance. This is because we can capitalize on the significant potential of supporting large bandwidth in the mmWave bands and allow access and backhaul links to operate in different portions of that spectrum to limit cross-tier interference. As shown in [10], a proper spectrum resource split between access and backhaul links can have a significant impact on the system performance.

D. Wireless Communication Model

As shown in Fig. 2, we assume that a fraction of \( \eta (0 \leq \eta \leq 1) \) bandwidth is allocated to the access links shared by all BSs with frequency reuse and the remaining is allocated in an orthogonal manner to backhaul links, i.e., wireless links between the MBS and the SBSs. When the \( \eta \)th UE is connected to the \( j^{th} \) BS retrieving the \( m^{th} \) content, the Signal to Interference plus Noise ratio (SINR), \( SINR_{ij} \), is given as,

\[
SINR_{ij} = \frac{P_j^{ij}|h_{ij}|^2\gamma_{ij}}{N_0 W + \sum_{j' \neq j} |h_{ij'}|^2}
\]

where \( P_j^{ij} \) denotes the SBS’s transmission power, \( |h_{ij}|^2 \) refers to the small scale fading of the wireless communication link. Since Rayleigh fading assumption has been proven to
be inaccurate for mmWave link communications, we assume an independent Nakagami fading for the transmission link [11], then $|h_{ij}|^2$ is a normalized Gamma random variable. Furthermore, $\beta = \frac{c}{(\pi f_c)^2}$ is the propagation loss at a reference distance (1m) where $f_c$ is the carrier frequency. Also, $||d_{ij}||^{-\delta}$ expresses the path loss, where $||d_{ij}||$ denotes the distance between them. Note that $\delta$ is equal to $\delta^L$ for Line Of Sight (LOS) area and $\delta^n$ for Non-Line Of Sight (NLOS) area. Propagation loss in mmWave frequencies can be compensated by beam-formed directional transmission. Therefore, all BSs are assumed to be equipped with antenna arrays and $G^n$ refers to the antenna gain [10]. $I_{ij'}$ denotes the interference from the $j'^{th}$ BSs to the $i^{th}$ UE, and to provide bounds on the performance we consider the worst scenario where the UE receives interference from all other BSs. $I_{ij'} = P_j|G^n|h_{ij'}|^2||d_{ij'}||^{-\delta}$. Finally, $N_0W$ represents the noise power over the entire bandwidth $W$.

In cache miss, the request is redirected to the MBS, $SNR_{j0}$ refers to the Signal to Noise ratio (SNR) of the backhaul link between the MBS and the $j^{th}$ SBS, and can be described as follows, 

$$SNR_{j0} = \frac{P_{i0}|h_{j0}|^2G^n\beta||d_{j0}||^{-\delta}}{N_0W} \quad (2)$$

in the above expression $P_{i0}$ denotes the MBS transmission power, $|h_{j0}|^2$ and $||d_{j0}||^{-\delta}$ denotes the Nakagami fading and path loss between the MBS and the $j^{th}$ SBS, respectively.

Therefore, the achievable data rate of the access link between the $j^{th}$ BS and the $m^{th}$ UE can be written as follows,

$$r_{ij}^a = \sum_{i\in \mathcal{U}} \sum_{m\in \mathcal{K}} \frac{\eta W}{p_{mi}} \log_2(1 + SNR_{ij}), \quad \forall j \in \mathcal{J} \quad (3)$$

where $\eta W$ is the bandwidth allocated to access link shared by all BSs, $p_{mi}$ refers to the probability of $i^{th}$ UE requesting the $m^{th}$ file, as stated before, $p_{mi} = \rho_m$, and $\sum_{i\in \mathcal{U}} a_{ij} \sum_{m\in \mathcal{K}} p_{mi}$ is the corresponding traffic load, i.e. the aggregated number of requests. The achievable data rate of the backhaul link between MBS and $j^{th}$ SBS is given as follows,

$$r_{j0}^b = \frac{(1-\eta)W}{J \sum_{m\in \mathcal{K}} (1-x_{jm}) \sum_{i\in \mathcal{U}} (p_{mi} a_{ij})} \log_2(1 + SNR_{j0}), \quad \forall j \in \mathcal{J} \text{ and } j \neq 0 \quad (4)$$

where $\frac{(1-\eta)W}{J}$ is the bandwidth allocated to backhaul link between MBS and $j^{th}$ SBS. The component $\sum_{m\in \mathcal{K}} (1-x_{jm}) \sum_{i\in \mathcal{U}} (p_{mi} a_{ij})$ expresses the corresponding traffic load.

### E. Energy consumption and Delay

1) Energy Consumption: We define the total energy consumption as

$$E = CE + TE \quad (5)$$

where $CE$ and $TE$ refer to content caching and wireless transmission energy consumption, respectively. Those two components are detailed in the sequel.

On one hand, the energy consumed by caching contents at the SBSs is given by [12],

$$CE = \sum_{j \in \mathcal{B}} CE_j = \sum_{j \in \mathcal{B}} \sum_{m \in \mathcal{K}} w^c a_{jm} x_{jm} TQ \quad (6)$$

where $w^c$ refers to the power efficiency of caching, $T$ is the caching time. With $x_{jm}$ we denote the caching decision of the $j^{th}$ SBS, where $x_{jm} = 1$ denotes that the $m^{th}$ content is cached at the $j^{th}$ SBS, and $x_{jm} = 0$ expresses a cache miss.

On the other hand, energy consumed when delivering popular content to receivers consists of two parts, access link transmission consumption from BSs to UEs and additional backhaul link delivering when a cache miss occurs. Therefore, the wireless transmission energy consumption is defined as follows,

$$TE = \sum_{j \in \mathcal{B}} TE_j^a + TE_0^b \quad (7)$$

where $TE_j^a$ and $TE_0^b$ refer to the transmission consumption of the access link and the backhaul link, respectively. Similar to [3], the mathematical characterization of the energy consumption can be written as follows,

$$TE_j^a = \sum_{i \in \mathcal{U}} P_{ij} \frac{Q}{r_{ij}} \sum_{m \in \mathcal{K}} a_{ij} p_{mi} \quad (8)$$

$$TE_0^b = \sum_{j \in \mathcal{B}} P_{j0} \frac{Q}{r_{j0}} \sum_{i \in \mathcal{U}} \sum_{m \in \mathcal{K}} a_{ij} p_{mi} (1 - x_{jm}) \quad (9)$$

where $P_{ij}$ and $P_{j0}$ refer to the transmitter transmission power allocated to a specific receiver, and fractional power control is used to efficiently distribute the transmission power to reduce energy consumption [13].

Therefore, from equations [3-9], the energy consumption can be written as follows,

$$E = CE + TE$$

$$= \sum_{j \in \mathcal{B}} CE_j + \sum_{j \in \mathcal{B}} TE_j^a + TE_0^b$$

$$= \sum_{j \in \mathcal{B}} \sum_{m \in \mathcal{K}} w^c x_{jm} TQ + \sum_{j \in \mathcal{B}} \sum_{i \in \mathcal{U}} P_{ij} \frac{Q}{\eta W \log_2(1 + SNR_{ij})} a_{ij} + \sum_{j \in \mathcal{B}} P_{j0} \frac{Q J (\sum_{m \in \mathcal{K}} (\sum_{i \in \mathcal{U}} p_{mi} a_{ij})(1 - x_{jm}))^2}{(1-\eta)W \log_2(1 + SNR_{j0})} \quad (10)$$

2) Aggregated Delay: The delivery delay equals to the access wireless transmission time [6], and an additional backhaul delay if cache miss occurs. Let $d_{ij}^m$ denotes the delay when the $i^{th}$ UE associated with the $j^{th}$ BS requests the $m^{th}$ file:

$$d_{ij}^m = d_{ij}^a + \frac{Q}{r_{ij}} (1 - x_{jm}) \quad (11)$$
\( \frac{Q}{r_{ij}} \) and \( \frac{Q}{r_{j0}} \) refers to the access and backhaul link transmission delay. Therefore, the delay can be written as follows,

\[
D = \sum_{j \in B} \sum_{i \in U} \sum_{m \in K} p_{m} \cdot a_{ij} \cdot d_{ij}^{m} = \sum_{j \in B} \sum_{i \in U} \sum_{m \in K} p_{m} \cdot a_{ij} \left( \frac{Q}{r_{ij}} + (1 - x_{jm}) \frac{Q}{r_{j0}} \right) \quad (12)
\]

III. MULTI-OBJECTIVE OPTIMIZATION PROBLEM

As already eluded before, energy consumption and delay are both critical metrics in cache-enabled HetNets. In this section, we intend to optimize them jointly and reveal the trade-off between them via the Pareto efficient frontier. The inherent trade-off is captured by a weighted-sum multi-objective optimization problem \([14]\) and we formulate it as follows,

\[
\min_{\alpha, \delta_d, \eta} \alpha \delta_d E + (1 - \alpha) \delta_d D \quad (13)
\]

\[
s.t. \quad x_{jm} \in \{0,1\}, \forall j \in B, \forall m \in K \quad (14a)
\]

\[
\sum_{m \in K} x_{jm} \leq N, \forall j \in B, j \neq 0 \quad (14b)
\]

\[
0 \leq \eta \leq 1 \quad (14c)
\]

\[
r_{ij} a_{ij} \geq \gamma_i \quad (14d)
\]

\[
p_{m} \cdot a_{ij} \geq \gamma_j \quad (14e)
\]

In objective function, the weighting parameter \( \alpha \in (0,1) \) can be altered to reflect the relative preferences over two objectives. The corresponding set of optimal solutions constitute the Pareto set. However, it has been pointed out that when using weights to reflect the relative preferences, effects of objectives magnitude differences should be avoided \([15]\). Hence, we apply \( \delta_d \) and \( \delta_d \) to normalize two objectives to a similar order of magnitude. Constraint \((14a)\) represents caching decisions at the SBSs. Constraint \((14b)\) expresses the cache capacity of SBSs. Constraint \((14c)\) enforces that the fraction of bandwidth not exceed the available bandwidth. Constraint \((14d)\) is a QoS requirement, where \( \gamma_i \) refers to data rate requirement of the \( i \)-th user. Constraint \((14e)\) ensures that the backhaul link data rate is greater than a threshold. We solve the proposed optimization problem by using the MOSEK solver and CVX with the associated built-in functions on MATLAB2020.

IV. NUMERICAL INVESTIGATIONS AND ANALYSIS

In this section, we investigate numerically the trade-off between energy consumption and delay of a typical cache-enabled HetNet as the one shown in Fig. 1. The impacts of caching time, caching capacity, SBSs density and transmission power on the system performance are analysed as well.

1) Simulation Settings: The simulation topology is composed of the MBS and SBSs in a 400m-by-400m square based on a random distribution, and one SBS serves its associated users within a 40m radius area. The number of UEs and popular content files are set to be 100 and 200, respectively. Without loss of generality, the size of each file is uniformly set to be \( 10^7 \) bits \([7]\). The key simulation parameters assumed in this study are summarized in Table II.

| Parameter | Value |
|-----------|-------|
| \( R_M \): radius of MBS coverage | 400m |
| \( R_S \): radius of SBS coverage | 40m |
| \( Q \): size of each file | \( 10^7 \) bits |
| \( N \): number of files | 200 |
| \( T \): caching time | 0.1 h, 1 h, 100 h |
| \( \Omega \): carrier frequency | 280MHz |
| \( w^{z_{ij}} \): caching power consumption per bit | \( 6.25 \times 10^{-25} \) W/bit |
| \( P_{M} \): transmit power of the MBS | 46dBm |
| \( P_{S} \): transmit power per SBS | 20, 23, 26dBm |
| \( \eta \): antenna gain | 18dB |
| \( \gamma \): noise power spectral efficiency | \( -173 \)dBm/Hz |
| \( \delta \), \( \delta^* \): path loss index for LOS and NLOS | \( \delta^* = 2 \), \( \delta^* = 3.3 \) |

2) Effect of caching time on the different schemes: This subsection evaluates the impact of the caching time on system performance. For the sake of comparison, we also present the baseline results of delay-only and energy-only optimization schemes in accordance to \([2]\) \([7]\). Those schemes can be regraded as the case when the preference coefficient \( \alpha \) equals to 0 and 1, respectively.

Undoubtedly, when compared to the actual transmission time, the caching stage takes place on a much larger scale; popular content might be updated in a daily or hourly basis \([15]\). Hence, the caching time is related to the files’ life-cycle, or the frequency with which cached files are renewed. If the requests for a content are concentrated in a short period, we say that the life-cycle is short. On the contrary, if the requests are spread out over a long time, the life-cycle is a comparatively long one. Therefore, in terms of different caching time, Fig. 3c depicts the trade-off between energy consumption and delay under the same topology and normalization parameters. As shown in the Pareto curve, the energy consumption increases while the delay declines, indicating that the energy consumption and delay are indeed competitive. Moreover, it can be illustrated from Fig. 3d the sum of energy consumption and delay at the extreme points are always higher than the rest of the points of same curve. For example, when \( T = 100h \), comparing the lowest point where \( \alpha = 0.5 \) with the points of the delay-only (\( \alpha = 0 \)) and the energy only (\( \alpha = 1 \)) schemes, the sum is decreased by 80% and 50%, respectively, which indicates that the proposed scheme can achieve a better network performance.

Moreover, Fig. 3a and Fig. 3b show how edge caching decisions and bandwidth allocation vary with the weighting (\( \alpha \)). As the weighting of the energy consumption increases,
fewer files are cached at SBSs to reduce the energy consumption and a larger fraction of bandwidth is assigned to the backhaul links to meet the corresponding increasing load. The delay increases as more users cannot fetch the files from SBSs directly. Aside from that, observe that even though the same capacity and bandwidth are assumed, the number of cached files and the fraction of bandwidth allocated to the access link generally decreases as caching time increases. Therefore, a dynamic resource allocation is necessary to attain the optimal results. Furthermore, in a practical scenario, short-lived popular content should be cached at the SBSs, while long-lived one should be anchored at the data center instead.

3) Comparison for varying caching capacity of SBS: Hereafter we assess network performances in terms of cache capacity. For ease of analysis and without loss of generality, the cache capacity of SBSs is set to be the same.

As shown in Fig. 4a and Fig. 4b the amount of files cached at SBSs and the bandwidth portion allocated to the access link decrease with the increased energy consumption preference. This is because reducing edge caching to lower caching energy consumption results in an increased traffic load being redirected to the backhaul link, which subsequently leads to more corresponding bandwidth being required. Furthermore, observe in Fig. 4b that in the limiting case where the emphasis is only on energy consumption ($\alpha = 1$), regardless of the available caching capacity, the number of cached files converges to a single value, inferring that any disparities due to capacity limits becoming less significant.

The general trend depicted in Fig. 4c is that the sum decreases with increased capacity, indicating that increasing capacity can improve network performance. However, note that when capacity is large enough, further increasing the available capacity might degrade the network. This is because when delay optimization is preferred, edge caching is prioritized which comes at a greater expense of caching energy consumption and is hence not necessarily a desirable operating point when considering both objectives jointly.

4) Comparison in small cell density and available transmission power: This subsection illustrates the results of different small cell densities and transmission power, furthermore, a scheme without edge caching in accordance to [10] is presented. Based on the above results, a caching life-cycle of 10 hours and a capacity of 150 files are assumed for the following analysis.

As shown from Fig. 5a, the overall performance is improved with an increased density, owing to the fact that a denser set of SBSs can respond to the user’s requests via a reduced distance, resulting in a lower delay. However, there is a saturation point where increasing further the density leads to very strong interference and higher energy consumption. As a result, an overall network degradation can be observed. Furthermore, when the network with different transmission power levels is considered, it is intuitive that the scheme without edge caching capability generates the worst performance due to the longest delays in fetching content to the end users. Observe also that when SBSs transmit at full power (no power control) the performance in terms of delay is very competitive, however, the energy consumption is three (3) times higher than the case when fractional power control is in place. Note, that if the maximum transmission power is halved to 20dBm will not enhance the performance either, because reducing transmission power can increase the latency by almost 40%. At this point, it is also worth observing that doubling the transmission power to 26dBm can outperform the case with the primal transmission power when $\alpha > 0.5$, but under-performs that for the rest of the cases. This is because, as presented in Fig. 5a and Fig.5b, when $\alpha$ increases, optimizing energy consumption is prioritized, leading to the disparities in energy consumption narrowing and impact of latency difference is dominant on the overall value difference, which makes the case with a higher transmission power performing better. On the contrary, when $\alpha$ decreases, impact of energy consumption difference is dominant instead, which making the network with a lower transmission power performing better.

In summary, for the varying power transmission investigation, the proposed framework allows to provide delay-energy consumption network operating points, which achieve a superior performance over single objective, albeit optimal, optimization schemes with a proper selection of the weighting parameter $\alpha$. Taking $\alpha = 0.5$ for example, when compared with the delay-only and the energy-only optimization schemes, the summation of energy consumption and delay can be reduced by 30% and 55% respectively.
V. CONCLUSIONS

In this paper, the trade-off between energy consumption and delay in a cache-enabled integrated access and backhaul (IAB) mmWave HetNet via a weighted-sum multi-objective optimization problem, where popular content cache placement and mmWave bandwidth partitioning is considered jointly. More specifically, we provide a comprehensive view on the impact of a number of key parameters such as the caching time, the small cell capacity and density and the transmission power on the system performance. A wide set of numerical investigations reveal that when caching is enabled by simply upgrading network capacity, density of small cells or the maximum transmission power may not always improve network performance. Another important observation is that the actual life-cycle management of popular content need to be considered when caching at the edge is selected. We have shown that a desirable Pareto efficient point corresponding to the minimum of the aggregation of the two objectives can be obtained with an appropriate weighting coefficient, resulting in significant performance improvement compared to the case where delay to access popular content or energy consumption are optimized independently.
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