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ABSTRACT

In this paper, we study the problem of outlier arm detection in multi-armed bandit settings, which finds plenty of applications in many high-impact domains such as finance, healthcare, and online advertising. For this problem, a learner aims to identify the arms whose expected rewards deviate significantly from most of the other arms. Different from existing work, we target the generic outlier arms or outlier arm groups whose expected rewards can be larger, smaller, or even in between those of normal arms. To this end, we start by providing a comprehensive definition of such generic outlier arms and outlier arm groups. Then we propose a novel pulling algorithm named GOLD to identify such generic outlier arms. It builds a real-time neighborhood graph based on upper confidence bounds and catches the behavior pattern of outliers from normal arms. We also analyze its performance from various aspects. In the experiments conducted on both synthetic and real-world data sets, the proposed algorithm achieves 98% accuracy while saving 83% exploration cost on average compared with state-of-the-art techniques.
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1 INTRODUCTION

The Multi-Armed Bandit (MAB) problems have been extensively studied with various applications such as online recommendation [24, 25, 32], crowdsourcing [13, 14, 37], etc. In the classic framework, at each round of the game, a learner is faced with a set of arms, pulls an arm, and receives a sample reward from an unknown distribution associated with it. We refer to the unknown expectation of distribution as the expected reward of an arm. With the objective of maximizing the cumulative reward, existing approaches aim to identify a set of arms with the largest expected rewards (named top- \( k \) arm identification problem) [1, 4–6, 20]. Another line of works investigates the thresholding bandit Problem [25, 30]. The learner needs to find all the arms whose mean rewards are above a given threshold.

In this paper, we focus on outlier arm detection in the MAB setting. An arm is thought of as an outlier when its expected reward deviates from most of the other arms. Identifying outlier arms can be applied to many applications. Consider the medical tests where a disease can be modeled as an arm and observe the degree of presence on a patient. We would like to detect the arm with an exceptionally high expected reward compared to other arms, in order to identify the disease having a significantly higher presence with respect to a certain biomarker [39]. In the online recommendation, an article can be modeled as an arm [24]. Finding the article whose expected reward is higher than the rest enables us to analyze the article with high popularity and recommend similar articles to certain users. In the meanwhile, identifying the article with a much lower expected reward compared to others also helps us to replace it with alternative articles.

The outlier arm detection problem was first studied by [39]. It classifies the arms whose expected rewards are above a threshold as the outliers. The threshold is defined by a general statistical rule, the mean of expected rewards of all arms plus \( k \) times standard deviation, called the \( k \)-sigma rule. Unfortunately, there are two major drawbacks of using the \( k \)-sigma rule to identify outlier arms.

First, it cannot detect the outlier arms whose expected reward is not high while being far away from most of the other arms. Figure 1 (c) and (d) provide two intuitive examples. The arm with an unusually low expected reward compared to most of the others should be regarded as an outlier. Moreover, in a skewed global distribution, it is also possible that the expected reward of an outlier arm is close to the median. However, according to the \( k \)-sigma rule, [39] is only able to detect the arms with unusually high expected rewards, and cannot be used to detect the more generic type of outlier arms.

Second, the optimal value of \( k \) is difficult to choose as prior knowledge, including the global distribution, is unknown. Using the same \( k \) may result in varying performance on different data sets. In Figure 1 (a), the expected value of \( k \) is 2, such that two arms denoted as two red points are identified as outlier arms. On the contrary, if \( k = 1 \), then many normal arms (blue points) will be identified as outlier arms; if \( k = 3 \), then one outlier arm (the topmost red point in Figure 1 (a)) will be missed. In Figure 1 (b), the outlier arm cannot be detected using the \( k \)-sigma rule if \( k \) is set to 2. But if we set \( k = 3 \) or \( k = 1 \), false positives or negatives will be...
Figure 1: The outlier arms (red points) in four different global distribution can be formulated as \((\epsilon = 5, \rho = 95\%)\)-outlier arms. For \((k = 2)\)-sigma rule, it works well on the normal distribution, as shown in (a). However, it cannot identify outlier arms correctly in other distributions, as shown in (b), (c), and (d).

introduced. Therefore, without the prior knowledge of the global distribution, it can be difficult to pick the optimal value for \(k\).

To address the above challenges, we propose a more comprehensive definition for generic outlier arms: instead of only focusing on the arms with an exceptionally high expected reward, an outlier arm should have an expected reward that is ‘unusually far’ from ‘most’ of the other arms. In particular, we use two parameters \(\epsilon\) and \(\rho\) to quantify these two factors (see Definition 3.1). \(\epsilon\) is to define a reasonable distance threshold, which guarantees that the shortest distance between the outlier and normal arms is much longer than the neighborhood distance of each normal arm. \(\rho\) is to restrict the smallest proportion of normal arms. For example, \(\rho = 95\%\) means that the outlier arm is far away from at least 95% of all the arms. In practice, the optimal values of \(\epsilon\) and \(\rho\) are easier to pick even if no prior knowledge is known. For example, Figure 1 shows the outlier arms (red points) according to our proposed definition with the same pair of \(\epsilon\) and \(\rho\) in four different global distributions, which is consistent with our intuition.

Existing methods such as for top-\(k\) arm identification [9, 21, 22] or thresholding bandit problem [10, 30] cannot directly be applied to this problem, as our goal is to detect the arms with the deviating rewards instead of maximizing the rewards of a set of arms. Given \(\epsilon\) and \(\rho\) in our proposed definition, one wants to identify outlier arms that truly satisfy the criterion with a high probability. However, given a set of arms, the specific number of outlier arms is usually unknown. Moreover, even given a set of outliers, the arm deviates most should have the first priority of being inspected when the ground truth is not provided in practice. Therefore, instead of identifying a subset of arms as outliers, we propose to rank order all the arms such that the outlier arms are ranked higher than the normal arms.

In this paper, we make the following major contributions:

1. We propose a comprehensive definition for outlier arms and formally define the \((\epsilon, \rho)\)-outlier arm detection problem within the MAB framework.
2. We propose a novel pulling algorithm, Generic OutLier Detection (GOLD), to identify outlier arms, given \((\epsilon, \rho)\).
3. We prove the correctness of GOLD with the lower bounds of \(\epsilon\) and \(\rho\), and the upper bound on the max number of pulls.
4. We evaluate our algorithm on both synthetic and real-world data sets: GOLD can achieve nearly perfect accuracy on all the data sets while reducing the cost by 83% on average compared with state-of-the-art techniques.

The rest of the paper is organized as follows. After a brief discussion of the related work in Section 2, we formally present the problem definition in Section 3. The proposed algorithm is introduced in Section 4, followed by the theoretical analysis in Section 5. In Section 6, we present the experimental results on both synthetic and real-world data sets, before we conclude the paper in Section 7.

2 RELATED WORK

In this section, we briefly review the related works on MAB problems and outlier detection.

**MAB problems.** A key example of solving exploration versus exploitation dilemma is the multi-armed bandit problem first proposed by [31]. The goal of it is to minimize the cumulative regret, the difference between the average rewards of the optimal arms and the average rewards of selected arms. A large branch of works focuses on the best arm identification with the fixed confidence and fixed budget, i.e., find the best arm with a probability above a threshold below a certain number of pulls [4, 6–8, 10, 16, 17, 25].

Another line of works eliminates the suboptimal arms sequentially with certain confidence [15, 26, 27]. Then, this problem has been extended to the Top-K arm problems, identify a set of \(K\) arms with the largest expected rewards [9, 21, 22]. In the pure exploration setting, the learner aims at making the best exploration with a small cost, in order to optimize the performance of some decision-making tasks [8, 25]. Finding optimal arms is different from identifying the outlier arms because the optimal arms are unnecessary to be outliers. The thresholding bandit problem is to find a set of arms whose expected reward is larger than a threshold [10, 30]. However, these algorithms cannot apply to the outlier arm detection because the expected rewards of all arms are unknown such that the threshold is not able to define.

**Outlier detection.** The problem of outlier detection has been extensively studied in the data mining field [2, 11]. According to [19], “An outlier is a data object that deviates significantly from the rest of the objects.” The approaches of outlier detection can be divided into statistic-based [28, 29], graph-mining-based [33, 34], nearest-neighbor-based [18, 23], semi-supervised-based [35, 36, 38], and so on. However, most of the existing approaches for outlier detection rely on the observed data rather than the online learning process. Among them, the nearest neighbor-based or distance-based outlier [19] is most closed to the definition of \((\epsilon, \rho)\)-outlier arm. For example, a score of an outlier is measured by its distance to its \(k\)-th nearest neighbor, called \(k\)-th Nearest Neighbor [11]. The difference between them is that \((\epsilon, \rho)\)-outlier considers the distance from the outlier to the normal arms instead of its local neighbors.
Outlier detection in MAB. The first work studying the outlier detection in MAB framework is the recent work [39]. They proposed two algorithms to identify the outlier arms using the k-sigma rule. One algorithm, named RR, uses the round-robin method to pull arms. Another algorithm, named WRR, uses the weighted round-robin way to save the pulling cost. Furthermore, They provide a theoretical guarantee for the correctness of the proposed algorithm with probability at least 1- δ. However, as mentioned before, their algorithms only are able to detect a narrow range of outlier arms, i.e., the arms with exceptional high expected reward. Also, k cannot be set in a heuristic way in the MAB framework. Instead of applying k-sigma rule, in this paper, we provide a novel formula for generic outlier arms and the corresponding detection algorithm.

3 PROBLEM DEFINITION

In this section, we introduce the formal definitions of (ε, ρ)-outlier arm, (ε, ρ)-outlier arm group, and (ε, ρ)-outlier arm detection.

Our goal here is to identify the outlier arms whose expected rewards are far away (significantly deviating) from most of the other arms. Since the expected reward is a scalar, therefore, outlier arms can be categorized into two types. The first type is the arms with extreme expected rewards. In other words, the expected rewards of normal arms can be either higher or lower than these arms (e.g., Figure 1(a)-(c)). The second type is the arms without extreme expected rewards. However, the expected rewards of normal arms are both higher and lower than these arms (e.g., Figure 1(d)). Notice that the algorithm proposed in [39] only is able to detection some outlier arms of the first type, i.e., those with unusually high expected rewards.

Therefore, we propose a comprehensive definition of the outlier arms based on the following three observations: (1) outlier arms are far from the normal arms in terms of the expected rewards; (2) the expected rewards of normal arms are closer to the other normal arms in the local neighborhood compared to the outlier arms; (3) the vast majority of all the arms are normal arms, and their expected rewards could be larger or smaller than the small number of outlier arms.

Let Ψ = {1, ..., n} denote the set of n arms. Each arm i ∈ Ψ is associated with a probability distribution with an expected reward yi (unknown). Given a subset of arms N ⊂ Ψ, for each i ∈ N, it typically has two nearest neighbor arms on two sides. One is the upper nearest neighbor arm with respect to arm i, and we denote their distance as δu (i, N). Formally,

\[ \delta_u(i, N) = \begin{cases} 0, & \text{if } \hat{i}' \in N, y_{i'} > y_i; \\ \min_{y_i' \in N} y_{i'}, & \text{otherwise}. \end{cases} \]

The other one is the lower nearest neighbor arm with respect to arm i, and we denote their distance as δl (i, N). Formally,

\[ \delta_l(i, N) = \begin{cases} 0, & \text{if } \hat{i}' \in N, y_{i'} < y_i; \\ \min_{y_i' \in N} y_{i'}, & \text{otherwise}. \end{cases} \]

For simplicity, we assume that all arms have distinct expected rewards, i.e., ∀i ≠ j, yi ≠ yj.

Then, given an arm i and a subset N, we define the local distance of i-st upper and lower nearest neighbors δ for as follows,

\[ \delta(i, N) = \max \left\{ \delta_u^1(i, N), \delta_l^1(i, N) \right\}. \]

δ measures the local proximity of an arm. For brevity, we call it neighborhood distance. In fact, we can extend δ to the local distance of k-th upper and lower nearest neighbors denoted as δk. The extension to the k-th upper and lower nearest neighbors is beyond the scope of the current paper, and is left for future work.

Based on the above notation, we first provide the definition with respect to a single outlier arm.

DEFINITION 3.1. ((ε, ρ)-outlier arm). Given an arm j ∈ Ψ, then j is an (ε, ρ)-outlier arm in Ψ, if \( \exists j_a \subseteq \{i \in \Psi : y_i > y_j\}, \exists j_l \subseteq \{i \in \Psi : y_i < y_j\} \) that satisfy the following two constraints:

\[
\begin{align*}
\text{Constraint (1):} & \\
(\text{a}) \quad & \triangle_{\text{min}}(j, j_a) > (1 + \epsilon)\delta(i, N_a), \quad \forall i \in N_a \\
(\text{b}) \quad & \triangle_{\text{min}}(j, j_l) > (1 + \epsilon)\delta(i, N_l), \quad \forall i \in N_l \\
(\text{c}) \quad & \triangle_{\text{min}}(j, j_l) > (1 + \epsilon)\delta(i, N_u), \quad \forall i \in N_u \\
(\text{d}) \quad & \triangle_{\text{min}}(j, j_l) > (1 + \epsilon)\delta(i, N_l), \quad \forall i \in N_l,
\end{align*}
\]

where \( \epsilon > 0 \) and \( \triangle_{\text{min}}(j, N_a) = \min_{y_i \in N_a} |y_i - y_j| \).

\[
\begin{align*}
\text{Constraint (2):} & \\
& |N_a| + |N_l| > \rho \times n \\
& |N_l| = 0 \quad \text{or} \quad |N_u| > (1 - \rho) \times n \\
& |N_l| = 0 \quad \text{or} \quad |N_u| > (1 - \rho) \times n,
\end{align*}
\]

where \( 1 > \rho > 0.5 \).

According to Constraint (1), \( \triangle_{\text{min}} \) is the shortest distance between an outlier arm and a normal arm set, such as \( \triangle_{\text{min}}(j, N_a) \). Since \( N_u \) and \( N_l \) are separated by \( j \), Constraints (a) and (b) guarantee that \( \triangle_{\text{min}}(j, N_a) \) is \( (1 + \epsilon) \) larger than the neighborhood distance of each normal arm in \( N_u \cup N_l \). Similarly, Constraints (c) and (d) ensure that \( \triangle_{\text{min}}(j, N_l) \) is \( (1 + \epsilon) \) larger than the neighborhood distance of each normal arm in \( N_u \cup N_l \).

According to Constraint (2), \( \rho \) represents the assumed proportion of normal arms in \( \Psi \). Intuitively, normal arms should be restricted by \( \rho \), i.e., \( |N_u| + |N_l| > \rho \times n \). In contrast, the proportion of outlier arms should be lower than 1 - \( \rho \). For the first type of outlier arms with extreme expected rewards, only one normal arm group exists above \( j \) or below \( j \), which can be represented by \( |N_u| > \rho \times n \) or \( |N_l| = 0 \) or \( |N_u| = 0 \) & \( |N_l| > \rho \times n \). For the second type of outlier arms without extreme expected rewards, there are at least two normal arm groups in their neighborhood. This case can be modeled by \( |N_u| > \rho \times n \) & \( |N_l| > (1 - \rho) \times n \) & \( |N_u| = (1 - \rho) \times n \), since the normal arm groups should be larger than the assumed number of outlier arms. In practice, the number of outlier arms is often much smaller than the number of normal arms, i.e., \( 1 > \rho > 0.5 \).

In real applications, in addition to individual outlier arms, some outlier arms might form small groups based on their expected rewards. Next we further consider an (ε, ρ)-outlier arm group \( \hat{N} \).

DEFINITION 3.2. ((ε, ρ)-outlier arm group). Given three sets of arms \( \hat{N} \subset \Psi \), \( N_u = \{i \in \Psi : y_i > \max_{j \in \hat{N}} y_j\} \), and \( N_l = \{i \in \Psi : y_i < \min_{j \in \hat{N}} y_j\} \) that satisfy \( \hat{N} \cup N_u \cup N_l = \Psi \), then \( \hat{N} \) is an (ε, ρ)-outlier arm group with respect to \( N_u \) and \( N_l \) if the following
two constraints are satisfied:

\[
\begin{align*}
\text{Constraint (1):} & \quad \Delta_{\min}(j, N_u) > (1 + \epsilon) \phi^*(i, N_u), \forall j \in N, \forall i \in N_u \\
\text{Constraint (2):} & \quad \Delta_{\min}(j, N_u) > (1 + \epsilon) \phi^*(i, N_l), \forall j \in N, \forall i \in N_l \\
\text{Constraint (3):} & \quad \Delta_{\min}(j, N_l) > (1 + \epsilon) \phi^*(i, N_u), \forall j \in N, \forall i \in N_u \\
\text{Constraint (4):} & \quad \Delta_{\min}(j, N_l) > (1 + \epsilon) \phi^*(i, N_l), \forall j \in N, \forall i \in N_l
\end{align*}
\]

where \( \epsilon > 0 \) and \( \Delta_{\min}(j, N_u) = \min_{x \in N_u} |y_j - y_i| \).

**Constraint (2): The same as Constraint (2) in Definition 3.1.**

In Figure 1, the red points in four different global distributions can all be formulated as the \((\epsilon = 5, \rho = 0.95)\)-outlier arm group.

Instead of detecting the fixed number of arms as the outlier, we aim to generate a ranked list of all arms denoted by \( \Omega \), to guarantee that higher-ranked arms are more likely to be outlier arms.

Based on the above definitions, we now give the following formal problem definition of \((\epsilon, \rho)\)-outlier arm detection.

**Problem Definition.** \((\epsilon, \rho)\)-outlier arm detection. Given \( \epsilon, \rho \), and \( \Psi \) where \( \epsilon > 0 \) and \( \rho > 0.5 \), identify a ranked list of all arms in \( \Psi \) denoted by \( \Omega \), such that for any \( N \subset \Psi \), if \( N \) is an \((\epsilon, \rho)\)-outlier arm group with respect to \( N_u \) and \( N_l \), it satisfies:

\[
\begin{align*}
\forall j \in N, \forall i \in N_u, \text{rank}(j) < \text{rank}(i), \\
\forall j \in N, \forall i \in N_l, \text{rank}(j) < \text{rank}(i)
\end{align*}
\]

where \( \text{rank}(j) \) is the rank of \( j \) in \( \Omega \).

Note that there may be multiple possible combinations of \( N, N_u \), and \( N_l \) for dividing \( \Psi \). For example, if \( N = \{j_1\} \) is the \((\epsilon, \rho)\)-outlier arm group with respect to \( N_u = \Psi - \{j_1\} \) and \( |N_l| = 0 \), it should have \( \forall i \in N_u, \text{rank}(j_1) < \text{rank}(i) \). Then, if \( N = \{j_1, j_2\} \) also is an \((\epsilon, \rho)\)-outlier arm group with respect to \( N_u = \Psi - \{j_1, j_2\} \), it should have \( \forall j \in \{j_1, j_2\}, \forall i \in N_u, \text{rank}(j) < \text{rank}(i) \). Therefore, we believe that the first arm in \( \Omega \) has the top priority of being investigated. In other words, without the ground truth, human experts should inspect outlier arms according to \( \Omega \).

In a multi-armed bandit setting, for each arm \( i \in \Psi \), the value of \( y_i \) is unknown. In the round \( T \), the learner needs to pull an arm \( i \) and obtain the \( j \)-th reward \( x_{i,j} \). \( T \) also is the number of pulls in total so far. Let \( m_i \) be the number of pulls on arm \( i \) so far, \( i = 1, \ldots, n \), (i.e., \( T = \sum_{i=1}^{n} m_i \)). \( \hat{y}_i \) is the empirical estimate of \( y_i \) as follows:

\[
\hat{y}_i = \frac{1}{m_i} \sum_{j=1}^{m_i} x_{i,j}.
\]

Given a set of arms \( \Psi \) with \( \epsilon, \rho \), and \( \delta \) (\( \delta \) usually is a small constant), our objective is to design a pulling algorithm, such that the returned \( \Omega \) satisfies the criteria of \((\epsilon, \rho)\)-outlier arm detection with probability at least \( 1 - \delta \).

**4 PROPOSED PULLING ALGORITHM**

Given the problem definition of \((\epsilon, \rho)\)-outlier arm detection, in this section, we propose a novel pulling algorithm named Generic OutLier Detection (GOLD).

**4.1 Preliminaries**

Before presenting GOLD, we first introduce several key components.

**Definition 4.1.** (Neighbor Arms). Given two arms \( i, j \in \Psi \), in the round \( T \), they are considered as neighbor arms if

\[
|\hat{y}_i - \hat{y}_j| \leq b \left[ \hat{\beta}_i(m_i, \delta') + \hat{\beta}_j(m_j, \delta') \right],
\]

where \( b \) is a coefficient function with regard to \( \epsilon \) and \( \hat{\beta}_i(m_i, \delta') \) is the Upper Confidence Bound (UCB) of \( \hat{y}_i \).

In our algorithm, as we will shown in the next section (Lemma 5.1 and 5.3), \( b \) and \( \delta' \) should be set to:

\[
b = \frac{1 + e^{\frac{\epsilon}{\rho}} + \epsilon}{1 - e^{\frac{\epsilon}{\rho}} + \epsilon} \quad \text{and} \quad \delta' = \frac{6\delta}{\pi \sqrt{nT^2}}.
\]

**Bernoulli Distribution.** In this case, the reward obtained from an arm is either 0 or 1. We follow the confidence bound presented in [1, 39], which is defined as:

\[
\beta_i(m_i, \delta') = Z \sqrt{\frac{\hat{p}(1-\hat{p})}{m_i} + \frac{\bar{m}_i + \bar{Z}^2}{m_i}} \quad \text{where} \quad \bar{m}_i = \text{number of rewards that is equal to 1 among } m_i \text{ rewards, } \bar{Z} = \text{value of the inverse error function.}
\]

Notice that \( \delta' \) and \( \beta_i(m_i, \delta') \) will be updated in each round accord to \( T \). Therefore, the neighborhood relationship among arms may be different in each round. We use a graph to represent the neighborhood relationship of all arms \( \Psi \).

**Definition 4.2.** (Neighborhood Graph). In round \( T \), the neighborhood graph, denoted as \( G = (\Psi, E) \), is formed by \( \Psi \) where each node represents an arm and an unweighted and undirected edge exists between any pair of arms if they are neighbor arms.

In each round, we divided arms into groups as the following.

**Definition 4.3.** (Arm Community). In round \( T \), the arm communities are formed by the connected components of \( G \), denoted as \( M = \{M_1, \ldots, M_k\} \) where \( M_i \) is an arm community formed by a connected component, \( i = 1, \ldots, k \), and the size of \( M_i \) denoted by \( |M_i| \) is the number of nodes in this connected component.

With the above preliminaries, we detail GOLD in the following section.

**4.2 GOLD Algorithm**

GOLD is a pulling strategy and stops when it is confident about the outlier arms. First, we provide its initial and terminal statuses.

**Initial Status.** After pulling each arm once, \( G \) becomes a complete graph, i.e., for any two arms \( i, j \in \Psi \), an edge exists between them as they are neighbor arms. It is simple to prove that \( i \) and \( j \) are neighbor arms when \( m_i = m_j = 1 \).
Algorithm 1 GOLD Algorithm

Input: $\epsilon$, $\rho$, $\Psi$, $\delta$

Output: $\Omega$

1. $\Psi \leftarrow \emptyset$, $T \leftarrow 0$, $n \leftarrow |\Psi|$
2. $\forall i \in \Psi, S[i] \leftarrow 0, \tilde{y}_i \leftarrow 0, m_i \leftarrow 0, \beta_i(m_i, \delta') \leftarrow 0$
3. for each $i \in \Psi$ do
4.   pull $i$ once
5.   $T \leftarrow T + 1$, $m_i \leftarrow m_i + 1$
6.   updates $\tilde{y}_i, \beta_i(m_i, \delta')$
7. $G \leftarrow (\Psi, E = \emptyset)$
8. for each $i, j \in \Psi$ do
9.   if $|\tilde{y}_i - \tilde{y}_j| \leq b \left[ \beta_i(m_i, \delta') + \beta_j(m_j, \delta') \right]$ then
10.    $E \leftarrow E + \{e_{ij}\} \quad \text{## create an edge between } i \text{ and } j$
11. while $|\Psi| < n \times (1 - \rho)$ do
12.   $N \leftarrow (\Psi - \tilde{\Psi})$
13. for each $i \in N$ do
14.   pull arm $i$
15.   $T \leftarrow T + 1$, $m_i \leftarrow m_i + 1$
16. update $\tilde{y}_i, \beta_i(m_i, \delta')$
17. $G \leftarrow \text{UpdateG}(G)$
18. $M \leftarrow \text{ConnectedComponents}(G) \quad \text{## return the communities}$
19. $S, \tilde{\Psi} \leftarrow \text{UpdateSAndS}(M, \tilde{\Psi}, S, T)$.
20. $\Omega \leftarrow \text{rank } \Psi\text{ according to } S$
21. Return: $\Omega$
22. procedure $\text{UpdateG}(G = (\Psi, E))$
23. for each $i, j \in \Psi$ do
24.   if $|\tilde{y}_i - \tilde{y}_j| > b \left[ \beta_i(m_i, \delta') + \beta_j(m_j, \delta') \right]$ then
25.     if $e_{ij} \in E$ then
26.        $E \leftarrow E - \{e_{ij}\} \quad \text{## delete the edge between } i \text{ and } j$
27. End if
28. Return: $G$
29. procedure $\text{UpdateSAndS}(M, \tilde{\Psi}, S, T)$
30. for each $M \in M$ do
31.   if $|M| < n \times (1 - \rho)$ then
32.     for each $i \in M$ do
33.       $S[i] \leftarrow T$
34.       $\tilde{\Psi} \leftarrow \tilde{\Psi} \cup \{i\}$
35. End for
36. Return: $S, \tilde{\Psi}$

Terminal Statuses. The terminal statuses include the terminal status of an arm and the terminal status of the algorithm. Given any two arms $i, j \in \Psi$, $i$ and $j$ will not be neighbor arms in the end if we can pull each arm infinite times, based on Theorem 5.2.

Without any restriction, $G$ will end as a graph where each node is isolated. With $\rho$, we define the terminal statuses as follows.

The terminal status of an arm is defined as the round when its community whose size is smaller than $n \times (1 - \rho)$. The set $\Psi$ is to keep the arms that have achieved the terminal status during the pulling process.

The terminal status of the algorithm is defined as the round when the number of arms that have already achieved the terminal status is not smaller than $n \times (1 - \rho)$, i.e., $|\Psi| \geq n \times (1 - \rho)$.

Ranking Process. The goal of $\text{GOLD}$ is to return the ranked list $\Omega$. $\text{GOLD}$ maintains an $S$-score for each arm, e.g., $S[i]$ represents the $S$-score of arm $i$. In the pulling process from the initial status to the terminal status of the iteration, $S[i]$ will be updated when arm $i$ achieves the terminal status. Eventually, all the arms will be ranked according to $S$.

Next, we introduce the details of $\text{GOLD}$ as the following steps.

Step 0: Initialization (Line 1-10). Before the arm pulling iteration, some variables are required to be defined and initialized (Line 1-5). In Line 7-10, $G$ is built and updated, starting as a complete graph.

Step 1: Arm Pulling (Line 11-16). After the initialization, we start the pulling process. In each iteration, we sequentially pull the arms that have not achieved the terminal status, denoted by $\{\Psi - \tilde{\Psi}\}$. In the end, the iteration will stop when $|\tilde{\Psi}| \geq n \times (1 - \rho)$.

Step 2: Update $G$ (Line 17 and Line 23-28). In each round, we update $G$ by removing the edge if its incident arms are not neighbor arms anymore.

Step 3: Update $\tilde{\Psi}$ and $S$ (Line 19 and 30-36). In each round, new communities may be formed. We check the size of each community in each round. For any arm that has achieved terminal status, it will be appended into $\tilde{\Psi}$, and its $S$-score will be updated by the value of the present round $T$.

Step 4: Return $\Omega$ (Line 20-21). After ending the pulling process, $\Omega$ is a ranked list of all arms in ascending order according to $S$-score.

5 THEORETICAL ANALYSIS

In this section, we first provide a theoretical guarantee regarding the correctness of $\Omega$ returned by $\text{GOLD}$. Then we show the upper bound of the number of pulls needed for $\text{GOLD}$ to terminate.

5.1 Correctness Analysis of $\text{GOLD}$

Theorem 5.1. Given $\Psi$ with $\epsilon$, $\rho$, and $\delta$, $\Omega$ is the result returned by $\text{GOLD}$. If an $(\epsilon, \rho)$-outlier arm group exists in $\Psi$ where $\epsilon > \epsilon^{m - 1}$ and $\rho > 0.5$, denoted by $\tilde{\Psi}$ with respect to $N_a$ and $N_1$, then it has

$$\forall j \in \tilde{\Psi}, \forall i \in N_a, \text{rank}(j) < \text{rank}(i)$$

$$\forall j \in \tilde{\Psi}, \forall i \in N_1, \text{rank}(j) < \text{rank}(i),$$

where $\text{rank}(j)$ is the rank of $j$ in $\Omega$, with the probability at least $1 - \delta$.

To prove Theorem 5.1, we first introduce Lemmas 5.1, 5.2, 5.3, and 5.4. See proofs in Appendix.

These lemmas are to show that the outlier arms achieve the terminal status earlier than the normal arms with probability at least $1 - \delta$. Thus, we use $S[i] \leftarrow T$ (Line 34 in $\text{GOLD}$) to guarantee that the $S$-score of outlier arms are smaller than normal arms.

Lemma 5.1 defines an event where the $\tilde{y}_i$ for each arm is within the confidence interval in each round and proves that the probability of this event happening is at least $1 - \delta$.

Lemma 5.1. For each arm $i \in \Psi$, given an arbitrary probability $\delta' = \delta'(T)$, we have the confidence interval bound $\beta_i(m_i, \delta')$, satisfying

$$\Pr(|\tilde{y}_i - y_i| > \beta_i(m_i, \delta'(T))) < \delta'(T).$$

Define the event

$$E = \left\{ \forall i \in \tilde{\Psi}, \forall i \in \Psi, \forall i \in \Psi, |\tilde{y}_i - y_i| \leq \beta_i(m_i, \delta'(T)) \right\}. \quad (5)$$

Assume a random event $I$ denoted by an infinite sequence $[I_1, I_2, ...]$, where $1 \leq I_T \leq n$ represents the arm we selected in round $T$. If we
shrink $\delta'$ as the increasing of $T$ in a proper formula, accordingly,
\[
\delta'(T) = \frac{6\delta}{\pi^2 nT^2},
\]
then as any $I$ happened, it has
\[
P(\mathcal{E}|I) \geq 1 - \delta.
\]
When the event $\mathcal{E}$ happens, Lemma 5.2 derives the lower and upper bounds of the number of pulls needed on two arms until they are not neighbors.

**Lemma 5.2.** Given two arms $i, j \in \Psi$, let $m_i$ be the maximal number of pulls on $i$ when $i$ and $j$ still are neighbor arms. Assuming $\hat{m} = \min\{m_i, \hat{m}_j\}$, with probability $1 - \delta$, we have
\[
4D_2 \log(2D_2) \sqrt{\frac{\pi^2 n^2}{6\delta}} - 3 < \hat{m} < 4D_1 \log(2D_1) \sqrt{\frac{\pi^2 n^2}{6\delta}} + 1
\]
where
\[
D_1 = \frac{2(b + 1)^2 R^2}{\Delta_{ij}^2} \quad \text{and} \quad D_2 = \frac{2(b - 1)^2 R^2}{\Delta_{ij}^2}.
\]

Given the lower and upper bounds of $\hat{m}$, Lemma 5.3 proves that the outlier arm uses the less number of pulls to be apart from normal arms than the number needed for normal arms to be apart from its nearest normal arms.

**Lemma 5.3.** Assume a set of arms $\{j\} \cup N$, $j \notin N$, where $j$ satisfies
\[
\forall i \in N, \ \Delta_{\min}(j, N) > (1 + \epsilon) \Delta(i, N)
\]
where $\epsilon > e^{\frac{\pi}{2}} - 1$. Then in pulling process, the round exists where $j$ is not the neighbor of any arms of $N$ while the arms of $N$ still belongs to a same community, with probability at least $1 - \delta$.

Based on Lemma 5.3, Lemma 5.4 is to prove that the outlier arm group will form new communities separated from the communities formed by the corresponding normal arm groups.

**Lemma 5.4.** Given an $(\epsilon, \rho)$-outlier arm group $\hat{N}$ with respect to $N_u$ and $N_f$ where $\epsilon > e^{\frac{\pi}{2}} - 1$, then in the pulling process, the round exists where for each $j \in \hat{N}$, $j$ is not the neighbor of any arms of $N_u$ and $N_f$ while the arms of $N_u$ still belongs to a community and the arms of $N_f$ still belongs to a community.

### 5.2 Terminal Status of **GOLD**

The following theorem provides the bound regarding the number of pulls needed by **GOLD**. In practice, **GOLD** is an efficient algorithm, since it terminates when the assumed number of outlier arms achieve the terminal status, removing the unnecessary pulls on normal arms.

**Theorem 5.2.** Give two arms $i, j \in \Psi$ and assume $\Delta_{ij} = |y_i - y_j| > 0$. If $i$ and $j$ can be pulled in infinite times, i.e., $m_i \to \infty, m_j \to \infty$, then $i, j$ will not be neighbor arms in the end.

**Proof.** Recall the Definition 4.1. $i, j$ are neighbor arms if
\[
|\hat{y}_i - \hat{y}_j| \leq b \left[ \beta_i(m_i, \delta') + \beta_j(m_j, \delta') \right].
\]

Then we have
\[
\beta(m_i, \delta') = R \left[ \frac{- \log \delta'}{2m_i} \right] = R \left[ \frac{\log \frac{\pi^2 n(T')}{6\delta}}{2m_i} \right]
\]
\[
= R \left[ \frac{\log \frac{\pi^2 n + 2 \log T}{6\delta}}{2m_i} \right] = R \left[ \frac{\log \frac{\pi^2 n + \log T}{6\delta}}{2m_i} \right]
\]

Let $h(m_i) = \frac{\log \frac{\pi^2 n}{6\delta}}{m_i}$. Apparently $h(m_i)$ is monotonically decreasing.

In **GOLD**, because the arms in set $(\Psi - \hat{\Psi})$ are pulled in a round-robin way and $|\Psi - \hat{\Psi}| \leq n$, we can derive $n(m_i - 1) < T < n(m_i + 1)$. Since $T$ is an integer, we first suppose $T = nm_i$. Then we have
\[
f(m_i) = \log \frac{T}{m_i} = \log \frac{nm_i}{m_i}. \quad \text{The derivative of } f(m_i) = \frac{\beta'(m_i)}{m_i}.
\]

Therefore $f(m_i)$ is monotonically decreasing when $m_i > \frac{\pi}{2}$. For any $n(m_i - 1) < T < n(m_i + 1)$, we can use the similar way to prove $f(m_i)$ is monotonically decreasing when $m_i$ is larger than a small constant. If we can pull the arms infinite times, we have $\lim_{m_i \to \infty} \beta(m_i, \delta') = 0$.

Thus, $\lim_{m_i \to \infty, m_j \to \infty} b \left[ \beta_i(m_i, \delta') + \beta_j(m_j, \delta') \right] = 0$. As $m_i \to \infty, m_j \to \infty$, it has $\hat{y}_i = y_i, \hat{y}_j = y_j$. Because $\Delta_{ij} > 0$, it has $\lim_{m_i \to \infty, m_j \to \infty} |\hat{y}_i - \hat{y}_j| > 0$. Putting them together:
\[
\begin{align*}
\lim_{m_i \to \infty, m_j \to \infty} |\hat{y}_i - \hat{y}_j| &> 0 \\
\lim_{m_i \to \infty} |\hat{y}_i - \hat{y}_j| &> 0
\end{align*}
\]

Therefore, $i$ and $j$ will be not neighbor arms if we can pull them infinite times.

**Theorem 5.3.** With probability at least $1 - \delta$, the total number of pulls $T$ needed to terminate for **GOLD** is bounded by:
\[
T < 4D_3 n(\log(2D_3 n) + \log \frac{\pi^2 n}{6\delta}) + 2(n - 1),
\]
where
\[
D_3 = \frac{2(b + 1)^2 R^2}{\Delta}
\]
and $\hat{\Delta} = \min_{i, j \in \Psi, i \neq j} |y_i - y_j|$.

**Proof.** Consider two arms $i$ and $j$. When $i$ and $j$ still are neighbors, we have
\[
|\hat{y}_i - \hat{y}_j| \leq b[\beta_i(m_i, \delta') + \beta_j(m_j, \delta')].
\]

With probability of at least $1 - \delta$, $\mathcal{E}$ happens (Lemma 5.1). In the round $T$, $\hat{m}_i$ achieves the maximal number of pulls on $i$ before $i$ and $j$ still are neighbors, and assume $\hat{m}_i = \min(\hat{m}_i, \hat{m}_j)$, $\Delta_{ij} = |y_i - y_j|$. 

Based on Eq.8 in Lemma 5.2, we can derive
\[ \Delta_{ij} \leq (b + 1)(\beta_i(\hat{m}_i, \delta(T)) + \beta_j(\hat{m}_j, \delta'(T))) \]
\[ = 2(b + 1)R \sqrt{-\log \delta'(T) \over 2\hat{m}_i} \]
\[ = 2(b + 1)R \sqrt{-\log \pi^2 nT^2 \over 2\hat{m}_i} \]
\[ \Rightarrow \hat{m}_i \leq {2(b + 1)^2R^2 \log \pi^2 nT^2 \delta \over \Delta_{ij}^2} \]

In round \( T \), assume all the arms have not achieved the terminal status, we can obtain \( T \leq n(\hat{m}_i + 1) - 1 \Rightarrow \hat{m}_i \geq {T + 1 \over n} - 1. \) Hence,
\[ T + 1 \over n - 1 \leq \hat{m}_i \leq 2(b + 1)^2R^2 \log \pi^2 nT^2 \delta \over \Delta_{ij}^2 \]
\[ (T + 1) \Delta_{ij}^2 \leq 2(b + 1)^2R^2 \log \pi^2 nT^2 \delta + 2\log T \]
\[ \Rightarrow \Delta_{ij}^2 \leq 4(b + 1)^2R^2 \log \pi^2 nT^2 \delta \over 2n \log (2b + 1) \]

According to Lemma 8 in [3], we can derive
\[ T < 4D_1 n(\log (2D_1 n) + \log \pi^2 n + 2(n - 1)) \]

Based on this inequality, the upper bound of \( T \) is determined by \( \Delta_{ij} \). Replace \( \Delta_{ij} \) by \( \hat{\Delta} \) and then prove this theorem.

\[ \square \]

6 EXPERIMENTAL RESULTS

With extensive experiments on both synthetic and real-world data sets, in this section, we evaluate the effectiveness and efficiency of \textsc{GOLD} against existing baselines.

**Baselines.** We compare the proposed algorithms with the most related approach [39] and the baselines it used. \textsc{RR} is the algorithm proposed by [39], which pulls each arm in a round-robin way and terminates when there is no overlap between the confidence intervals of the given threshold and each arm. \textsc{WRR} is a modified version of \textsc{RR} to pull arms in a weighted round-robin way. Moreover, we add two more baselines, \textsc{NRR} and \textsc{B} [12], following the experiments in [39].

**Configurations.** In the experiments, we set \( \rho = 0.9 \) and \( \delta = 0.1 \) for all methods and data sets. For \textsc{GOLD}, we measure its performance according to the ranking of \( \tilde{\Omega} \). For \textsc{NRR}, \textsc{RR}, and \textsc{WRR}, following [39], we set \( k = \{2.0, 2.5, 3.0\} \) for the \( k \)-sigma rule and report the best results of these baselines.

6.1 Data Sets

In the evaluation, we use one synthetic data set and two real-world data sets. For the arms of a data set, the expected rewards of all arms are known. Therefore, given \( \epsilon \) and \( \rho \), we label the arm group as "outlier" if it satisfies the criteria of \((\epsilon, \rho)\)-outlier arm group.

**Synthetic Data Sets.** We generated the synthetic data sets with different setting of \( n \) and \( \epsilon \), where \( n = \{20, 50, 100, 200, 400\} \) and \( \epsilon = \{2.5, 5\} \). Moreover, we divided outlier arms into two types.

1. Upper-side outlier: the injected outlier set, denoted by \( \hat{N} \), is an \((\epsilon, \rho)\)-outlier group with respect to \( N_a \) and \( N_f \) where \( |N_a| = 0 \) and \( |N_f| > (1 - \rho) \times n \).
2. Intermediate outlier: the injected \( \hat{N} \) is an \((\epsilon, \rho)\)-outlier group with respect to \( N_a \) and \( N_f \) where \( |N_a| > \frac{(1 - \rho) \times n}{2} \) and \( |N_f| > \frac{(1 - \rho) \times n}{2} \).

For each configuration, we injected the two types of outlier arms respectively. There are 20 configurations in total. We first generated \( \rho \times n \) normal arms with the expected reward randomly drawn from \([0, 1]\). Then, we injected \((1 - \rho) \times n \) outlier arms until they satisfy the corresponding criterion of \((\epsilon, \rho)\)-outlier arm group. Each reward obtained by pulling an arm follows a Bernoulli distribution, and thus \( R = 1 \).

**Twitter.** It is a collected data set used in [39] for the detection of outlier regions with respect to keywords from Twitter data. The data set contains 20 keywords and 47 regions with more than 5000 tweets, respectively. A multi-armed problem corresponds to a user looking to find the region where tweets have an exceptionally high probability of containing a specific keyword. Consider a keyword \( w \). The 47 regions can be thought of as the arms with a Bernoulli distribution. In each round, we pull an arm to obtain a tweet from the corresponding region, and the reward is 1 if the tweet contains \( w \). Otherwise, the reward is 0. Note that the expected rewards of each region for each keyword are available in this data set. And we use \( (\epsilon = 2.5, \rho = 90\%) \) to generate the outlier labels.

**Yahoo! Today Module.** This is a large-scale clickstream data set provided by Yahoo Webscope program. It contains 45,881,883 user interaction events on Yahoo Today Module in a ten-day period in May 2009. In this paper, we only focus on the interaction between user and Fi articles following [24]. An article can be regarded as an arm, where a pull on this article represents an interaction with a user. The reward received is 1 if a click happens in this interaction. Therefore, the expected reward of an arm is the ratio of the number of clicks the corresponding article receives and the number of interactions it involves totally. This data set includes ten sub data sets of ten days, and we run all algorithms on the five sub data sets of May 02, 03, 05, 07, and 10. Also, in this data sets, we use \( (\epsilon = 2.5, \rho = 90\%) \) to generate the outlier labels.

6.2 Performance Comparison

For each test case, we run all algorithms 10 times. Due to the limited space, we only report the average performance and the standard deviation. The metric "correctness" is the ratio of the number of correct results returned by an algorithm to the number of its total runs.

**Synthetic Data Sets.** Figure 2 presents the performance of each algorithm with varying \( n \) and \( \epsilon \). \textsc{GOLD} has the perfect performance on all synthetic data sets. For \textsc{RR} and \textsc{WRR}, they achieve high accuracy on detecting Upper-side outliers, as shown in Figure 2 (a) and (c), because they use the \( k \)-sigma rule to identify the arms with high expected rewards. However, \textsc{RR} and \textsc{WRR} obtain the unsatisfactory performance on identifying intermediate outliers, as shown in Figure 2 (b) and (d), since intermediate outliers cannot be distinguished from normal arms by exploring the mean reward and standard deviation. In fact, the performance of \textsc{RR} and \textsc{WRR} changed drastically when using different \( k \) on the same data set.
or setting the same $k$ on different data sets, because the standard deviation is influenced by the distribution of normal arms. Also, as the performance of NRR and IB is not satisfactory for detecting outlier arms, we will not report their efficiency next. In practice, the varying $\epsilon$ almost has no impact on the accuracy of GOLD because it is adaptive to $\epsilon$. But all other algorithms were weakened as $\epsilon$ becomes smaller.

We also present the average cost (number of pulls) to terminate for each algorithm, as shown in Figure (3). As we can see, GOLD is the most efficient algorithm while maintaining perfect performance. Compared to WRR, GOLD saves the 82% cost on average, because GOLD eliminates the unnecessary pulls on normal arms.

![Accuracy comparison on synthetic data sets with 20 configurations.](image1)

![Efficiency comparison on synthetic data sets.](image2)

Twitter. Figure 4 shows the performance of each method on this data set. As proven in the theoretical analysis, GOLD achieves the required correctness, i.e., found the exactly correct outlier set with probability higher than $1 - \delta$ (90%). As outlier arms all have exceptionally high expected rewards in this data set, $RR$ and WRR also meet the correctness requirement. But GOLD has better empirical performance in terms of the F1 score. Since GOLD has a ranking for each outlier arm whereas $RR$ and WRR only output the set of outlier arms, GOLD achieves higher precision with less false negatives. Unfortunately, the performance of NRR is much worse than the rest. IB is a strong baseline, but the correctness is still less than 90%.

Figure 4 also presents the average cost (the number of pulls) to terminate each algorithm. We choose 5 keywords in the data set and report their efficiency. GOLD uses the minimal number of pulls compared to others while keeping almost perfect performance. GOLD also is much faster than WRR and RR because the UCB of threshold in WRR and RR converges at a very slow rate. In the case of keyword ‘Yankee’, GOLD saved 91% of WRR’s cost and 93% of IB cost. Compared to WRR, GOLD saved 89% cost on average.

![Effectiveness and efficiency on Twitter data set.](image3)

Yahoo! Today Module. Figure (5) shows the results of all algorithms on Yahoo data set. It is easy to see that GOLD achieves the required correctness (higher than 90%). On the contrary, $RR$ and WRR fail to meet the correctness requirement because simply distinguishing outlier arms from normal arms by the mean plus standard deviation is likely to cause false negatives or false positives. For example, on May 03, even though we set $k = 2$, some outlier arms are still missing; on May 07, even if we set $k = 3$, some normal arms are still identified as outliers. Furthermore, the outlier arms on May 03 and 07 sub data sets contain some arms with exceptionally low expected rewards, which cannot be detected by $RR$ or WRR. The same as before, the performances of NRR and IB is much worse than the rest in this data set.

The right side of Figure (5) exhibits the efficiency comparison of all algorithms on five days’ sub data sets. $RR$ and WRR terminate very slowly in this data set since the expected rewards of normal arms are very close to each other. However, the outlier arms are far from most of the other arms, which is leverage by GOLD. Compared to the fastest baseline WRR, GOLD saves 78% cost on average.

![Needed pulls by GOLD with respect to $\epsilon$.](image4)

$\epsilon$ effect. Figure 6 shows the number of pulls required by GOLD with varying $\epsilon$ value. Here, we use the synthetic data set (Upper-side outlier, $n = 100$). Consistent with our analysis in Theorem 5.3, the number of pulls required by GOLD decreases as $\epsilon$ increases.
7 CONCLUSION

In this paper, we study a relatively new problem of identifying outlier arms in a MAB setting. Instead of applying a statistical rule, we propose new comprehensive definitions of outlier arms and outlier arm groups to identify the arms whose expected rewards are far from most of the other arms. This is widely applicable to many high-impact applications as compared to simply defining the outlier arms to be the ones with exceptionally high expected rewards. Moreover, we propose a novel algorithm named GOLD, combining upper confidence bounds and graph features. Then, we analyze the properties of GOLD from various aspects. Finally, we evaluate the empirical performance of our algorithm on both synthetic and real-world data sets, in comparison with state-of-the-art techniques. GOLD achieves the near-perfect performance across all data sets using the least cost.
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9 APPENDIX

The UCB \( \beta \) of each arm follows the bounded distribution (Eq. (4)), supposing the received reward is bounded within \([c, d]\) where \( R = d - c \).

**Lemma 9.1. (Upper Confidence Bound)** According to Hoeffding’s inequality, given a upper bound \( \beta \), then the probability that difference between \( \hat{y}_i \) and \( y_i \) is larger than the bound can be found as:

\[
\mathbb{P}(|\hat{y}_i - y_i| > \beta) \leq 2 \exp \left(\frac{-2m_i \beta^2}{R^2}\right).
\]

Let \( \delta' = 2 \exp \left(\frac{-2m_i \beta^2}{R^2}\right) \), then we obtain:

\[
\beta = \beta(m_i, \delta') = R \sqrt{\frac{-\log \delta'}{2m_i}}.
\]

**Proof of Lemma 5.1**

Proof. Define the event

\[
\mathcal{E}' = \{ \frac{1}{V_T} \sum_{i=1}^{n} |\hat{y}_i - y_i| > \beta_i(m_i, \delta'(T)) \}
\]

Then

\[
1 - \mathbb{P}(\mathcal{E}' | I) = \mathbb{P}(\mathcal{E}^c | I) = \sum_{T=1}^{\infty} \sum_{i=1}^{n} \mathbb{P}(\hat{y}_i - y_i > \beta_i(m_i, \delta'(T) | \mathcal{E}^c))
\]

\[
= \sum_{T=1}^{\infty} \sum_{i=1}^{n} \mathbb{P}(\hat{y}_i - y_i > \beta_i(m_i, \delta'(T)) | \mathcal{E}^c)
\]

\[
= \sum_{T=1}^{\infty} \sum_{i=1}^{n} \frac{6 \delta}{\pi^2 n^2 T^2} = \frac{6}{\pi^2} \sum_{T=1}^{\infty} \frac{\delta}{T^2} = \delta
\]

\[
\Rightarrow \mathbb{P}(\mathcal{E}' | I) \geq 1 - \delta.
\]

\(\square\)

**Proof of Lemma 5.2**

Proof. We denote \(|y_i - y_j|\) by \( \Delta_{ij} \). Then suppose \( i \) and \( j \) still are neighbor arms in round \( T \), holding

\[
|\hat{y}_i - \hat{y}_j| \leq b [\beta_i(m_i, \delta'(T)) + \beta_j(m_j, \delta')]
\]

where \( b > 1 \). We can obtain

\[
\begin{cases}
\hat{y}_i - \hat{y}_j \leq b [\beta_i(m_i, \delta') + \beta_j(m_j, \delta')], & \text{if } \hat{y}_i > \hat{y}_j \\
\hat{y}_i - \hat{y}_j \geq -b [\beta_i(m_i, \delta') + \beta_j(m_j, \delta')], & \text{otherwise}
\end{cases}
\]

Based on Lemma 5.1, with probability 1-\( \delta \), \( \mathcal{E} \) happens. Then, we define a new event:

\[
\mathcal{E}_{ij} = \{ |\hat{y}_i - y_i| \leq \beta_i(m_i, \delta'(T)) \wedge |\hat{y}_j - y_j| \leq \beta_j(m_j, \delta'(T)), \forall T \}
\]

Suppose \( \mathcal{E} \) happens, and then \( \mathcal{E}_{ij} \) must happen, deriving

\[
\begin{cases}
\hat{y}_i - \beta_i \leq y_i \leq \hat{y}_i + \beta_i \\
\hat{y}_j - \beta_j \leq y_j \leq \hat{y}_j + \beta_j
\end{cases}
\]

Then, assume \( \hat{y}_i > \hat{y}_j \) and we have

\[
y_i - y_j \leq \hat{y}_i + \beta_i - (\hat{y}_j - \beta_j)
\]

\[
= \hat{y}_i - \hat{y}_j + \beta_i + \beta_j
\]

\[
\leq b(\beta_i + \beta_j) + \beta_i + \beta_j
\]

\[
= (b + 1)(\beta_i + \beta_j).
\]

Assume \( \hat{m}_i = \min(\hat{m}_i, \hat{m}_j) \). Note that \( \hat{m}_j \leq \hat{m}_i + 1 \) because we pull \( i \) and \( j \) respectively in an iteration. Let \( T + 1 \) be the round that is the first time when \( i \) and \( j \) are not neighbors. Suppose that the number of pulls on \( i \) becomes \( \hat{m}_i + 1 \). It holds that

\[
|\hat{y}_i - \hat{y}_j| > b[\beta_i(\hat{m}_i + 1, \delta') + \beta_j(\hat{m}_j, \delta')].
\]

Then, assume \( \hat{y}_i > \hat{y}_j \) and obtain

\[
y_i - y_j \geq \hat{y}_i - \beta_i - (\hat{y}_j + \beta_j)
\]

\[
= \hat{y}_i - \hat{y}_j - \beta_i - \beta_j
\]

\[
> b(\beta_i + \beta_j) - (\beta_i + \beta_j)
\]

\[
= (b - 1)(\beta_i(\hat{m}_i + 1, \delta'(T + 1)) + \beta_j(\hat{m}_j, \delta'(T + 1))).
\]

Symmetrically, we can obtain the same result for \( \hat{y}_i < \hat{y}_j \). Thus, we can conclude that

\[
\begin{cases}
\Delta_{ij} \leq (b + 1)(\beta_i(\hat{m}_i, \delta'(T)) + \beta_j(\hat{m}_j, \delta'(T))) \\
\Delta_{ij} \geq (b - 1)(\beta_i(\hat{m}_i + 1, \delta'(T + 1)) + \beta_j(\hat{m}_j, \delta'(T + 1)))
\end{cases}
\]

(8)

Because \( \hat{m}_i + 1 \geq \hat{m}_j \geq \hat{m}_1 \), we have

\[
2(b - 1)\beta_1(\hat{m}_i + 1, \delta'(T + 1)) < \Delta_{ij} \leq 2(b + 1)\beta_1(\hat{m}_i, \delta'(T))
\]

\[
= 2(b - 1)\sqrt{\log \frac{\pi^2 n T^2}{6\delta}} \leq \Delta_{ij} \leq 2(b + 1)\sqrt{\log \frac{\pi^2 n T^2}{6\delta}}.
\]

First, we have

\[
\Delta_{ij} \leq 2(b + 1)R \sqrt{\log \frac{\pi^2 n T^2}{6\delta}} \\
= 2(b + 1)R \sqrt{\log \frac{\pi^2 n T^2}{6\delta}}.
\]

In round \( T \), assume all the arms have not achieved the terminal status, we have \( T < n(\hat{m}_i + 1) \). Then we have

\[
\hat{m}_i < \frac{2(b + 1)^2 R^2}{\sqrt{\Delta_{ij}}} \frac{\pi^2 n^2 (\hat{m}_i + 1)^2}{6\delta}
\]

\[
\Rightarrow \hat{m}_i < 2D_1 \log (\hat{m}_i + 1) + D_2 \log \frac{\pi^2 n^2}{6\delta} + 1.
\]

According to Lemma 8 in [3], we have

\[
\hat{m}_i < 4D_1 \log (2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) + 1.
\]

Second, based on Eq.(8), we have

\[
\Delta_{ij} > 2(b - 1)R \sqrt{\log \frac{\pi^2 n (T + 1)^2}{6\delta}} \\
= \frac{2(b - 1)^2 R^2}{\sqrt{\Delta_{ij}}} \frac{\pi^2 n^2 (T + 1)^2}{6\delta} - 1.
\]

Assume all the arms have not achieved the terminal status, we have \( T > n(\hat{m}_i - 1) \). Then, we can obtain

\[
\hat{m}_i > \frac{2(b - 1)^2 R^2}{\sqrt{\Delta_{ij}}} \frac{\pi^2 n^2 (\hat{m}_i - 1)^2}{6\delta} - 1
\]

\[
\Rightarrow \hat{m}_i - 1 > 2D_2 \log (\hat{m}_i - 1) + D_2 \log \frac{\pi^2 n^2}{6\delta} - 2.
\]
According to Lemma 8 in [3], we can derive
\[ \hat{m}_i > 4D_2 \log(2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) - 3. \]
Putting everything together, we can obtain
\[ 4D_2 \log(2D_2 \sqrt{\frac{\pi^2 n^2}{6\delta}}) - 3 < \hat{m}_i < 4D_1 \log(2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) + 1. \quad (10) \]
We can obtain the same result assuming \( \hat{m}_j = \min(\hat{m}_i, \hat{m}_j) \). There, it directly proves Lemma 5.2 if we replace \( \hat{m}_i \) by \( \hat{m} = \min(\hat{m}_i, \hat{m}_j) \).

**Proof of Lemma 5.3**

Proof. Let \( i = \arg \min_{r \in N, r \neq j} |y_j - y_r| \) and let \( \hat{m}_j \) be the maximal number of pulls on \( j \) when \( i \) and \( j \) still are neighbor arms. Given \( \hat{m}_j = \min(\hat{m}_j, \hat{m}_i) \), based on Lemma 5.2, we can derive
\[ 4D_2 \log(2D_2 \sqrt{\frac{\pi^2 n^2}{6\delta}}) - 3 < \hat{m}_j < 4D_1 \log(2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) + 1. \]
Then, given any \( k \in N \), let \( l = \arg \min_{r \in N, r \neq k} |y_k - y_r| \). Based on Eq. (6), it has \( \Delta_{ij} > (1 + \epsilon)\Delta_{kl} \) where \( \Delta_{kl} = |y_k - y_l| \). Let \( \hat{m}_k = \min(\hat{m}_k, \hat{m}_l) \). Based on Lemma 5.2, we can derive
\[ 4D_2 \log(2D_2 \sqrt{\frac{\pi^2 n^2}{6\delta}}) - 3 < \hat{m}_k < 4D_1 \log(2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) + 1. \]
If we want to prove \( \hat{m}_j < \hat{m}_k \), we need to prove the upper bound of \( \hat{m}_j \) is less than the lower bound of \( \hat{m}_k \). Formally,
\[ 4D_2 \log(2D_2 \sqrt{\frac{\pi^2 n^2}{6\delta}}) - 3 - [4D_1 \log(2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) + 1] > 0 \quad (11) \]
where
\[ D_2' = \frac{2(b - 1)^2 R^2}{\Delta_{kl}^2} \quad \text{and} \quad D_1 = \frac{2(b + 1)^2 R^2}{\Delta_{ij}^2}. \]
Thus, we have
\[ D_2' \log(D_2' \sqrt{\frac{\pi^2 n^2}{6\delta}}) - D_1 \log(D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) > 1 \]
\[ D_2' \log D_2' + 2 \log(D_2' \sqrt{\frac{\pi^2 n^2}{6\delta}}) - D_1 \log(D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) > 1 \]
\[ D_2' \log D_2' - D_1 \log D_1 + (D_2' - D_1) \log(2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) > 1 \]
To prove the inequality above, we prove
\[ D_2' \log D_2' - D_1 \log D_1 > 1. \]
Because \( b > 1 \) and \( R \geq \Delta_{ij} \), \( D_1 > 8 \). We need to prove
\[ D_2' \log D_2' - D_1 \log D_1 > \frac{D_1}{8} > 1. \]
This gives
\[ D_2' \log D_2' - D_1 \log D_1 - \frac{D_1}{8} > 0 \]
\[ D_2' \log D_2' - D_1 \log(D_1 + \log(2D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}})) > 0 \]
\[ D_2' \log D_2' - D_1 \log(D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}}) > 0 \]
To hold the above inequality, we prove \( D_2' > D_1 \sqrt{\frac{\pi^2 n^2}{6\delta}} \):
\[ \frac{2(b - 1)^2 R^2}{\Delta_{kl}^2} > \frac{2(b + 1)^2 R^2}{\Delta_{ij}^2} \cdot e^\frac{\epsilon}{2} \]
\[ \Delta_{ij} > \frac{b + 1}{b - 1} \epsilon \Delta_{kl} \]
Replacing \( b \) by \( \frac{\ln R + \epsilon}{\ln R} \), we obtain \( \Delta_{ij} > (1 + \epsilon)\Delta_{kl} \), which completely follows the assumed condition. Therefore Ineq.(11) is true and \( \hat{m}_j < \hat{m}_k \), with the probability of at least \( 1 - \delta \).
As for each \( k \in N \), \( \Delta_{ij} > (1 + \epsilon)\Delta_{kl} \). Similarly, we can prove \( \hat{m}_j < \hat{m}_k \) for any pair of \( k \) and \( l \). Therefore, in the round \( T \), when \( j \) is not the neighbor of any arms of \( N \), for any \( k \) and \( l \), they still are neighbor arms. Because \( \Delta_{ij} > \Delta_{kl} \), in the round \( T \), when \( j \) is not the neighbor of any arms of \( N \), for any \( k \) and \( l \), they still are neighbor arms. Because \( \Delta_{ij} > \Delta_{kl} \), it indicates \( N \) must be a connected component (i.e., arm community) in \( G \) at round \( T \) when the event \( E \) happened with probability of at least \( 1 - \delta \). □

**Proof of Lemma 5.4**

Proof. For each \( j \in N \), it is an \((\epsilon, \rho)\)-outlier arm with respect to \( N \) and \( \mathcal{N}_j \). As
\[ \forall i \in \mathcal{N}_u, \Delta_{\min}(j, N) > (1 + \rho)^{-1}(i, N) \]
\[ \forall i \in \mathcal{N}_l, \Delta_{\min}(j, N) > (1 + \rho)^{-1}(i, N) \]
based on Lemma 5.3, in the pulling process, the status exists that \( j \) is not the neighbor of any arms of \( N \), while \( N_j \) still belongs to a community denoted by \( M_1 \) and \( N \) still belong to a community denoted by \( M_2 \).
As
\[ \forall i \in \mathcal{N}_u, \Delta_{\min}(j, N) > (1 + \rho)^{-1}(i, N) \]
\[ \forall i \in \mathcal{N}_l, \Delta_{\min}(j, N) > (1 + \rho)^{-1}(i, N) \]
based on Lemma 5.3, in the pulling process, the status exists that \( j \) is not the neighbor of any arms of \( N \), while \( N \) still belongs to \( M_1 \) and \( N \) still belong to \( M_2 \), with the probability of at least \( 1 - \delta \). □

**Proof of Theorem 5.1**

Proof. Based on Lemma 5.4, for each \( j \in N \), \( j \) is not the neighbor of any arms of \( N \), while \( N \) still belongs to a community \( M \), and \( N \) still belongs to a community \( M \). Assume in the \( \mathcal{T} \), the status first happens. As \(|N_u| + |N_l| > \rho \times n \) and \(|N| + |N| + |N| = n \), it has \(|N| < (1 - \rho) \times n \). According Line 31-34 of GOLD, it has \( \forall j \in N, |S[j]| \leq \mathcal{T} \).
Because \(|N_u| > (1 - \rho) \times n \), if \(|N_u| \neq 0 \), all the arms of \( N_u \) have not achieved the terminal status. Thus, we need keep pulling the arm of \( N_u \) until it achieves the terminal status. It has \( \forall i \in N_u, |S[i]| > \mathcal{T} \). Similarly, we can derive \( \forall i \in N_l, |S[i]| > \mathcal{T} \). Putting everything together, with the probability of at least \( 1 - \rho \), it has
\[ \forall j \in N, |S[j]| \leq \mathcal{T} \]
\[ \forall i \in N_u \cup N_l, |S[i]| > \mathcal{T} \]
which directly proves the Theorem 5.1. □