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Abstract

We study the convergence of the actor-critic algorithm with nonlinear function approximation under a nonconvex-nonconcave primal-dual formulation. Stochastic gradient descent ascent is applied with an adaptive proximal term for robust learning rates. We show the first efficient convergence result with primal-dual actor-critic with a convergence rate of $O\left(\sqrt{\frac{\ln(NdG^2)}{N}}\right)$ under Markovian sampling, where $G$ is the element-wise maximum of the gradient, $N$ is the number of iterations, and $d$ is the dimension of the gradient. Our result is presented with only the Polyak-Lojasiewicz condition for the dual variables, which is easy to verify and applicable to a wide range of reinforcement learning (RL) scenarios. The algorithm and analysis are general enough to be applied to other RL settings, like multi-agent RL. Empirical results on OpenAI Gym continuous control tasks corroborate our theoretical findings.

1 Introduction

Actor-critic \cite{Barto1983, Konda1999} is one of the most successful algorithms in reinforcement learning. The algorithm features an actor, which learns the optimal policy that maximizes the long-term expected reward through sequential interactions with the environment, and a critic, which learns to approximate a value function that evaluates the performance of a policy. The actor-critic method effectively combines the benefits from policy-based algorithms \cite{Williams1992, Sutton2000, Kakade2001, Silver2014} and value-based algorithms \cite{Barto1983, Watkins1992, Sutton1988, Tesauro1992, Hester2018}.

Armed with recent developments in deep learning, the actor-critic algorithm gains empirical success in a variety of real applications \cite{Haarnoja2018, Fujimoto2018, Iqbal2019}. However, the underlying theory and limits have yet been fully understood. Most previous analyses have their limitations. \cite{Castro2010, Maei2018} establish asymptotic convergence in the original setting with an unknown sample complexity. Follow-up works that investigate finite-sample performance are conducted with two-timescale updates \cite{Wu2020, Hong2020, Doan2021} or linear function approximation \cite{Xu2020, Xu2021}, where the best known convergence rate is established to be $O(\epsilon^{-2/3})$. It is left open to theoretically justify the actor-critic method’s practical achievements in theory in its general setting.
We study a single-timescale variant of the actor-critic algorithm with nonlinear function approximation based on a minimax optimization formulation that combines the objectives for actor and critic \cite{Dai2018a}. Under tabular or linear function approximation, the objective function could ideally serve as an essential indicator for the convergence and to select learning rates. Under nonlinear function approximation however, the value of the objective function is no longer a useful tool for convergence indication and learning rate selection due to the nonconvex-nonconcave structure. Previous empirical attempts on solving this formulation resort to local convexification techniques such as path regularization, which demands a high computational complexity. Leveraging the use of proximal functions, which are shown to be effective for minimizing regrets in online learning, we derive an algorithm with an implicit proximal term for a better convergence rate. Our proximal function is chosen in a data-driven way, which is similar to adaptive gradient methods (e.g. AdaGrad \cite{Duchi2011}). Our adaptive method circumvents this computation cost while alleviating the need for manually tuning learning rates, with a guaranteed convergence rate.

In this paper, we show a convergence rate of \(O\left(\sqrt{\frac{\ln(NdG^2)}{N}}\right)\) under Markovian sampling and adaptive gradient, where \(N\) is the number of total iterations, \(d\) is the dimension of the gradient, and \(G\) is the element-wise maximum value of the gradient. This implies a nearly optimal sample complexity of \(\tilde{O}(\epsilon^{-2})\) with a constant batch size that is independent of \(N\) and \(\epsilon\). Our theorems are under Polyak-Łojasiewicz (PL) condition with respect to the dual variable, which is a much weaker assumption than the Minty Variational Inequality (MVI) commonly seen in the nonconvex-nonconcave optimization literature \cite{Lin2018, Liu2019}. The PL condition can be further lifted at the cost of a polynomial convergence rate \cite{Mangoubi2021}. Our results show the effectiveness of adaptive gradient on single-timescale actor-critic with nonlinear function approximation, which has been practically deployed to reinforcement learning systems. We conduct extensive evaluations on OpenAI Gym continuous tasks to verify our theoretical findings.

Our analysis is flexible enough to be adapted to other reinforcement learning settings. As an illustration of that, we show that a similar theoretical guarantee of convergence holds for the multi-agent case. To our knowledge, this is the first finite-sample analysis of decentralized primal-dual multi-agent actor-critic reinforcement learning. Interestingly, the derivation points out the importance of communication between agents as more frequent communication accelerates the convergence, which agrees with the practical finding in the multi-agent reinforcement learning literature.

## 2 Related Works

| Sample Complexity | Sampling Function Approximation |
|-------------------|---------------------------------|
| \(O(\epsilon^{-2})\) | i.i.d                           | Overparametrized 2-layer NN |
| \(\tilde{O}(\epsilon^{-2/3})\) | Non-i.i.d.                      | Linear                   |
| \(O(\epsilon^{-2/3})\) | Non-i.i.d.                      | Critic is linear         |
| This work \(\tilde{O}(\epsilon^{-2})\) | Markov                          | Nonlinear                |

**Table 1:** Summary of previous studies and this work. (1) \cite{Wang2019}; (2) \cite{Wu2020}; (3) \cite{Hong2020}. Note that \(\tilde{O}\) hides the logarithmic factor on \(\epsilon\).
Analysis of Actor-Critic Algorithms  The actor-critic algorithm is first proposed by Konda and Tsitsiklis, which is guaranteed to converge asymptotically [Konda and Tsitsiklis, 1999]. The natural actor-critic variant is later established by Bhatnagar, Sutton, Ghavamzadeh, and Lee with a similar guarantee [Bhatnagar et al., 2009].

It is not until recent years that the finite-sample performance of the actor-critic algorithm is analyzed. [Yang et al., 2018] study the effect of the critic of batch actor-critic with nonlinear function approximation under i.i.d. sampling. They show that each limiting point of the actor updates is affected by the statistical error achieved by the critic with a constant factor. This requires the critic to perform several rounds of empirical risk minimization under a two-timescale framework. In the case of natural actor-critic, [Wang et al., 2019] prove a sublinear $O(N^{-1/2})$ convergence, assuming that samples are independent and the function approximation is an overparametrized two-layer neural network. In most practical reinforcement learning settings, obtaining independent samples is unrealistic and thus results under Markovian sampling are more desired. [Chen et al., 2021] extend the results to Markovian sampling and off-policy sampling with a sample complexity of $O(\epsilon^{-3})$, but the analysis is restricted to linear function approximation. [Wu et al., 2020] and [Xu et al., 2020] both study actor-critic with non-i.i.d. sampling with the two-timescale structure. They also both assume that the critic takes a more restricted form of function approximation, such as linear approximation, and the convergence rates established under this assumption is $\tilde{O}(\epsilon^{-2.5})$.

Similar to our minimax optimization formulation, bilevel optimization is adapted to model actor-critic algorithms. [Hong et al., 2020] employ a two-timescale framework under non-i.i.d. sampling, and when the outer problem is strongly convex, the convergence rate is proved to be $O(N^{-2/3})$.

Optimization Methods for Nonconvex Minimax Problems  The nonconvex minimax problem serves as a fundamental framework for many machine learning applications, such as generative adversarial networks and actor-critic algorithms. [Thekumparampil et al., 2019] study the minimax problem when the objective function is nonconvex but concave. While they established a $\tilde{O}(N^{-2})$ convergence rate, their algorithm admits to a double loop structure with an inner maximization. [Abernethy et al., 2021] show a linear convergence with a second-order iterative algorithm, for a subclass of “sufficiently bilinear” functions. In comparison, the PL condition we considered is much easier to verify compared to the sufficiently bilinear property and we only require first-order information.

[Nouiehed et al., 2019] consider the minimax problem with one-sided PL inequality and proposes a multi-step gradient descent ascent algorithm. Though the algorithm finds the global optimality within $O(\epsilon^{-2})$ iterations, it requires multiple descents at one iteration. [Yang et al., 2020] achieve a $O(\epsilon^{-2})$ sample complexity with one-sided PL condition and alternative gradient descent ascent. Both works hold only under deterministic gradients and are thus infeasible in practice for reinforcement learning. Without the MVI inequality and PL condition, local convergence results for nonconvex-nonconcave optimization are limited. [Mangoubi and Vishnoi, 2021] show a $\text{poly}(\epsilon^{-1})$ convergence rate with second-order information.

Adaptive Gradient Methods for RL Algorithms  The adaptive gradient methods largely ease the dull tuning process for primal-dual reinforcement learning and its adaptive nature often induces better empirical performance. Despite the common use of adaptive gradient methods in training reinforcement learning agents, limited results have been presented for their theoretical guarantees. Temporal difference learning is a popular value-based reinforcement learning method.
and Sun et al. [2020] show a $O(\epsilon^2 \log^4(1/\epsilon))/\log(1/\rho)$ convergence rate with AdaGrad (a variant for adaptive gradient [Duchi et al., 2011]), where $\rho$ is a measure of the speed that the underlying Markov chain changes. The result is restricted to linear function approximation though.

We provide the theoretical guarantee of actor-critic through investigating adaptive gradient methods for its primal-dual formulation.

**Analysis of Multi-Agent Reinforcement Learning** The problem of cooperative multi-agent reinforcement learning has been analyzed mainly through value-based methods such as temporal difference methods. Wai et al. [2018] formulate gradient temporal difference learning as a finite-sum primal-dual optimization problem and propose a distributed incremental aggregated gradient method with a linear convergence rate. Doan et al. [2019] analyze $TD(0)$ with linear function approximation for agents with graph connections and show a convergence rate of $O(1/KN)$ under constant step size, where $K$ is the number of agents and $N$ is the number of iterations. This approach towards $TD(0)$ recovers the best-known convergence rate for distributed convex optimization. Finite-sample analyses on multi-agent reinforcement learning are also extended to fitted Q-iterations [Zhang et al., 2021]. For multi-agent actor-critic methods, the best available result is the proof of the asymptotic convergence [Suttle et al., 2020].

### 3 Preliminaries

We consider a discounted Markov decision process (MDP) denoted by the tuple $\mathcal{M} = (\mathcal{S}, \mathcal{A}, \mathcal{P}, R, \gamma)$, where $\mathcal{S}$ is the state space, $\mathcal{A}$ is the action space, $\mathcal{P} : \mathcal{S} \times \mathcal{A} \rightarrow \Delta(\mathcal{S})$ is the transition probability kernel such that given a state-action pair $(s, a)$, it returns a probability distribution $s' \sim \mathcal{P}(\cdot | s, a)$ of the next state, $R : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is the reward function, and $\gamma$ is the discount factor.

The goal of reinforcement learning is to learn a policy $\pi$, which takes $s \in \mathcal{S}$ as an input and outputs a distribution $a \sim \pi(\cdot | s)$ over the action space $\mathcal{A}$, to maximize the expected cumulative discounted reward

$$\mathbb{E}_{s_0} \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \right],$$

where $s_0 \sim \mu_0$ is a given initial state distribution.

To evaluate the performance of the policy, the value function is defined to measure the long-term expected cumulative discounted reward as $V(s) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) | s_0 = s \right]$. Let $V^*$ be the optimal value function such that $V^*(s) = \max_\pi \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) | s_0 = s \right]$. The Bellman optimality equation states that

$$V^*(s_t) = \Gamma V^*(s_t) + \max_{a \in \mathcal{A}} \left\{ R(s_t, a_t) + \gamma^t \mathbb{E}_{s_{t+1}} [V^*(s_{t+1})] \right\}. \quad \text{(1)}$$

Equation (1) can then be formulated into the following linear program (LP) [Bertsekas, 2000],

$$V^* = \min_V \left( 1 - \gamma^t \right) \mathbb{E}_{s_t} [V(s_t)]$$

subject to $V(s_t) \geq R(s_t, a_t) + \gamma^t \mathbb{E}_{s_{t+1}} [V(s_{t+1})]. \quad \text{(2)}$

Without loss of generality, we assume that the linear program is feasible, i.e., there exists an optimal policy for the given MDP.
The dual form of the linear program optimizes the policy directly and is hence appealing to reinforcement learning. One of the optimal policies can then be recovered through \( \pi^*(a \mid s) = \frac{\rho^*(s,a)}{\sum_{a \in \mathcal{A}} \rho^*(s,a)} \) (Theorem 1 of [Dai et al., 2018a]), where \( \rho^* \) is the optimal dual occupancy variable.

\[
\begin{align*}
\text{maximize} \quad & \sum_{(s,t,a) \in \mathcal{S} \times \mathcal{A}} R(s_t, a_t) \rho(s_t, a_t), \forall s_{t+1} \in \mathcal{S} \\
\text{subject to} \quad & \sum_{a \in \mathcal{A}} \rho(s_{t+1}, a) = (1 - \gamma^t) \mu(s_{t+1}) + \gamma^t \sum_{(s_t,a_t) \in \mathcal{S} \times \mathcal{A}} \rho(s_t, a_t) P(s_{t+1} \mid s_t, a_t).
\end{align*}
\]

(3)

When the strong duality holds, by [Dai et al., 2018a], the equivalent saddle point problem (4) can be jointly optimized to learn both the policy and value functions. Note that in both discrete and continuous settings, the duality gap is zero and the strong duality holds [Dai et al., 2018a]. This approach of learning approximate policy and value functions simultaneously is known as the actor-critic method. The formulation is

\[
\begin{align*}
\min_{V} \max_{\alpha, \pi} \quad & L_k(V, \alpha, \pi) \\
= \min_{V} \max_{\alpha, \pi} \quad & (1 - \gamma^{k+1}) \mathbb{E}_\mu[V(s_t)] + \sum_{(s_t,a_t)_{t=0}^{k}s_{k+1}} \alpha(s_t) \zeta(s_t, a_t, s_{t+1}),
\end{align*}
\]

(4)

where \( \alpha : \mathcal{S} \rightarrow \Delta(\mathcal{S}) \), \( \pi : \mathcal{S} \rightarrow \Delta(\mathcal{A}) \), \( \zeta(s_t, a_t, s_{t+1}) = \sum_{t=0}^{k} \pi(a_t \mid s_t) P(s_{t+1} \mid s_t, a_t) \delta((s_t, a_t)_{t=0}^{k}, s_{k+1}) \), and \( \delta((s_t, a_t)_{t=0}^{k}, s_{k+1}) = \sum_{t=0}^{k} \gamma^t R(s_t, a_t) + \gamma^{k+1} V(s_{k+1}) - V(s_t) \).

Assume that \( \alpha, \pi, V \) are parameterized by \( u, \theta, \omega \), respectively. Let \( \nabla_u L_k, \nabla_\theta L_k, \nabla_\omega L \) denote the gradients of Equation (4) with respect to each parameter. We obtain the gradients of Equation (4) with respect to each parameter as follows. Let \( \delta_k = \delta((s_t, a_t)_{t=0}^{k}, s_{k+1}) \) for simplicity.

\[
\nabla_u L_k = \mathbb{E}_\alpha \left[ \nabla_u \log \alpha(s_t) \delta_k \right],
\]

\[
\nabla_\theta L_k = (1 - \gamma^{k+1}) \mathbb{E}[\nabla_\theta V(s_t)] + \mathbb{E}_\alpha \left[ \sum_{t=0}^{k} \nabla_\theta \log \pi(a_t \mid s_t) \delta_k + \nabla_\theta \delta_k \right],
\]

\[
\nabla_\omega L_k = (1 - \gamma^{k+1}) \mathbb{E}[\nabla_\omega V(s_t)] + \sum_{(s_t,a_t)_{t=0}^{k}s_{k+1}} \alpha(s_t) \nabla_\omega \zeta(s_t, a_t, s_{t+1}).
\]

When tabular parametrization and only one-step bootstrap are applied (i.e., when \( k \) in Equation (4) is set to 0), the minimax problem is convex-concave, and there exist efficient convergence results [Chen and Wang, 2016]. With nonlinear function approximation, the objective is in general nonconvex-nonconcave. [Dai et al., 2018a] solves only the dual problem by applying stochastic mirror descent with a proximal mapping. The drawback of this method is apparent as an inner minimization problem is required to be solved at each update, which demands a large computational budget. Similar primal-dual formulations with nonlinear approximation have established a convergence rate of \( \mathcal{O}(e^{-\tau}) \) with proximal mappings and non-adaptive gradients, which can be computationally expensive in practice [Dai et al., 2018b].

Inspired by recent advances on theoretical understanding of generative adversarial networks [Abernethy et al., 2021; Liu et al., 2019], which is a natural application of minimax optimization,
we study the convergence of stochastic gradient descend ascent (SGDA) on actor-critic. We design a variant of SGDA with adaptive gradients, which dynamically incorporates the history of the gradients to construct more informative updates.

4 Adaptive SGDA for Actor-Critic Methods

Algorithm 1 Adaptive SGDA (ASGDA)

1: Input: Learning rates $\eta_\omega, \eta_z = (\eta_u, \eta_\theta)$, batch size $M$, $H_0 = I$, $z = (u, \theta)$, $\hat{G}_z = G + \xi \left(D + \frac{2D_2}{1-\gamma}\right) \cdot (D_2^2 + D_\theta^2)$, $\hat{G}_\theta = G + \xi(D + 2D_\omega)^2$
2: for $k = 1, \ldots, N$ do
3: Start from $s \sim \alpha_k(s)$ where $\alpha_k$ is parametrized by $u_k$, collect samples $\tau_k = \{s_t, a_t, r_t, s_{t+1}\}_{t=0}^M$
4: $\hat{g}_\omega(\hat{\omega}_k, z_k) = \nabla_\omega L(\hat{\omega}_k, \hat{u}_k, \hat{\theta}_k, \tau_k)$
5: $\hat{g}_z(\hat{\omega}_k, z_k) = \nabla_z L(\hat{\omega}_k, \hat{u}_k, \hat{\theta}_k, \tau_k)$
6: $\hat{\omega}_k = \omega_{k-1} - \eta_\omega \left(I + \sqrt{H_{\omega,k-1}^{-1}}\right) \hat{g}_\omega(\hat{\omega}_{k-1}, \hat{z}_{k-1})$
7: $\omega_k = \omega_{k-1} - \eta_\omega \left(I + \sqrt{H_{\omega,k}^{-1}}\right) \hat{g}_\omega(\hat{\omega}_k, \hat{z}_k)$
8: $\hat{z}_k = z_{k-1} + \eta_z \left(I + \sqrt{H_{z,k-1}^{-1}}\right) \hat{g}_z(\hat{\omega}_{k-1}, \hat{z}_{k-1})$
9: $z_k = z_{k-1} + \eta_z \left(I + \sqrt{H_{z,k}^{-1}}\right) \hat{g}_z(\hat{\omega}_k, \hat{z}_k)$
10: $\hat{g}_{\omega,0:k} = \sqrt{2G_\omega}[\hat{g}_{\omega,0:k-1}, \hat{g}_\omega(\hat{\omega}_k, \hat{z}_k)]$
11: $\hat{h}_{\omega,k,i} = \|g_{\omega,0:k,i}\|^2, i = 1, \ldots, d.$
12: $\hat{H}_{\omega,k} = \text{Diag}(\hat{h}_{\omega,k}) + \frac{1}{2}I$
13: $\hat{g}_{z,0:k} = \frac{1}{\sqrt{2G_z}}[\hat{g}_{z,0:k-1}, \hat{g}_z(\hat{\omega}_k, \hat{z}_k)]$
14: $\hat{h}_{z,k,i} = \|g_{z,k,i}\|^2, i = 1, \ldots, d.$
15: $\hat{H}_{z,k} = \text{Diag}(\hat{h}_{z,k-1}) + \frac{1}{2}I$
16: end for

To optimize our minimax objective, we present Adaptive SGDA (Algorithm 1). Our algorithm is based on stochastic gradient descent ascent, where the descent step is performed with respect to the primal variable $\omega$ for the value function, and the ascent step is performed with respect to the dual variables $z = (u, \theta)$ for the policy. The primal and dual sides perform updates simultaneously based on a trajectory of collected samples from interacting with the environment. We use $\| \cdot \|$ to denote $\ell_2$ norm in this paper.

Our algorithm is implemented with an adaptive gradient described by the proximal terms $\hat{H}_\omega$, $\hat{H}_z$ (line 6 - 9). The proximal term is motivated by its use in online learning to reduce the regret, where the term aggregates the historical information to combat the online setting [Hazan et al.].
Such a term in our algorithm helps the step size to be robust to its initial value for a more stable learning process in practice. A similar utilization of the proximal term could be found in AdaGrad [Duchi et al., 2011] for more general cases in optimization. While past applications were limited to convex functions and i.i.d. sampling, we take the use of proximal function further to primal-dual optimization with nonconvex-nonconcave objective function and under Markovian sampling. Our algorithm implicitly optimizes the objective with a proximal term with Mahalanobis norm (e.g. $\hat{H}_{z,k} = \text{Diag}(\hat{h}_{z,k-1}) + \frac{1}{2}I$) and does so in a data-driven way. Notice that $\hat{H}_\omega$, $\hat{H}_z$ are chosen to be diagonal matrices for ease of computation (line 10 - 15).

Comparing to previous results on primal-dual nonconvex-nonconcave optimization, which requires either double loop iteration [Nouiehed et al., 2019], solution to Minty Variational Inequality [Liu et al., 2020], or second-order information [Mangoubi and Vishnoi, 2021], our results are with one-sided PL condition. This not only includes a wider range of RL tasks but is also much easier to verify in practice. Our algorithm is further analyzed with stochastic gradients, and our theoretical results match with best-known results for deterministic gradients up to a logarithm factor [Yang et al., 2020]. Further, our algorithm performs updates based on trajectory information obtained through reinforcement learning algorithm interacting with the environment, and thus common sampling assumptions such as i.i.d. sampling no longer holds. Instead of directly employing this variant of the AdaGrad algorithm, we consider the case where the sampling is Markovian. Intuitively, when the sampled trajectory is long enough, the underlying Markov chain will tend to its stationary distribution. By bounding the deviation of the objective function along the trajectory, we can upper bound the variance of the gradients by constants related to the convergent rate of the MDP (lines 10 and 13).

We remark that our proposed method can proceed in a fully online fashion where $\omega$ and $z$ are updated after each interaction with the environment. This potentially leads to high variance. When implementing the algorithm, the gradient is averaged over a batch of updates instead. Intuitively, when the batch size $M$ is large, the experience encountered by the algorithm will be close to the unique stationary distribution if the Markov chain satisfies some requirements, e.g. the ergodicity.

5 Convergence Analysis

Before presenting the theoretical guarantees for single-agent actor-critic with ASGDA, we first state and discuss a few assumptions needed for the analysis.

Most of the previous analyses on nonconvex-nonconcave optimization problems utilize the MVI inequality assumption [Lin et al., 2018, Liu et al., 2019, Diakonikolas et al., 2021], which is unrealistic in real applications. Instead, we consider one-sided Polyak-Lojasiewicz (PL) inequality for the dual variables only, which is relatively weaker compared to MVI. We can further lift the PL assumption, in which case the nonconvex-nonconcave primal-dual optimization with second-order information only can still enjoy its convergence with a poly($\epsilon^{-1}$) convergence rate. This can be achieved by directly applying Theorem 3.1 of [Mangoubi and Vishnoi, 2021]. To present an algorithm that is also practically feasible, we discuss the rest of the results under PL inequality.

Assumption 5.1 (PL condition for dual variables). $L(\omega, z)$ is assumed to satisfy Polyak-Lojasiewicz (PL) condition with respect to $z$ such that $\forall \omega \in \mathbb{R}^d$ and for some constant $\mu$,

$$\frac{1}{2} ||\nabla_z L(\omega, z)||^2 \geq \mu (L(\omega, f^*(z)) - L(\omega, z))$$
holds for all \( z = (u, \theta) \in \mathbb{R}^d \times \mathbb{R}^d \).

Beyond the PL condition, we also assume that the gradients are Lipschitz continuous and bounded, respectively in Assumption 5.2 and 5.3. These assumptions are common among the optimization literature [Duchi et al., 2011; Nguyen et al., 2017].

**Assumption 5.2 (Lipschitz continuity of the gradient).** There exists a constant \( C \) such that for all \( (\omega, z), (\omega', z') \)

\[
\| \nabla L(\omega, z) - \nabla L(\omega', z') \| \leq C \| (\omega, z) - (\omega', z') \|
\]

where \( \nabla L(\omega, z) = (\nabla_\omega L(\omega, z), \nabla_z L(\omega, z)) \).

**Assumption 5.3 (Bounded gradient).** There exist constants \( D_u, D_\theta, D_\omega \) such that for all \( (u, \theta, \omega) \)

\[
\| \nabla_u \log(\alpha_u(s)) \| \leq D_u, \quad \| \nabla_\theta \log(\pi_\theta(a|s)) \| \leq D_\theta, \quad \| \nabla_\omega V_\omega(s) \| \leq D_\omega .
\]

Immediately following the two assumptions, there exist constants \( B_z, B_\omega \) such that \( \| \nabla_z L \| \leq B_z, \| \nabla_\omega L \| \leq B_\omega \).

Beyond the above assumptions, we also need the following assumption regarding the underlying MDP, which is common for analyses under Markovian sampling. Time-homogeneous Markov chains with finite state space and uniformly ergodic Markov chains with general state space satisfy this assumption [Sun et al., 2020; Xiong et al., 2020].

**Assumption 5.4 (Geometric convergence rate of MDP).** The MDP is irreducible and aperiodic for all \( \pi \), and there exist constants \( \xi > 0 \) and \( \rho \in (0, 1) \) such that for all \( \pi \) and \( t \geq 0 \)

\[
\sup_{s \in S} \| P(s_t, \cdot) - \kappa(\cdot) \| \leq \xi \rho^t ,
\]

where \( \kappa(\cdot) \) is the stationary distribution of the Markov chain induced by policy \( \pi \).

The bounded reward assumption is common among the reinforcement learning literature [Agrawal and Jia, 2017; Wang and Hegde, 2019; Sun et al., 2020]. As the value function measures the cumulative discounted reward, if the reward is allowed to be unbounded then the value function may not exist, which makes the problem ill-defined.

**Assumption 5.5 (Bounded reward).** There exists a constant \( D \) such that \( |R(s, a)| \leq D, \forall s \in S, a \in A \).

To facilitate our analysis, [Rafique et al., 2018; Thekumparampil et al., 2019; Lin et al., 2020], we introduce the envelope functions, which is a standard notion in nonconvex-nonconcave analysis.

**Definition 5.1 (Envelop functions).** \( \Phi(\omega) = L(\omega, f^*(\omega)), \) where \( f^*(\omega) = \arg\max_z L(\omega, z) \).

To measure the convergence of our algorithm, we consider the first-order stationary point of \( \Phi(\omega) \), i.e., \( \frac{1}{N} \sum_{k=1}^N \| \nabla_\omega \Phi(\omega_k) \|^2 \leq \epsilon \), which is standard in minimax optimization [Rafique et al., 2018; Thekumparampil et al., 2019; Lin et al., 2020; Deng and Mahdavi, 2021]. The envelope function can be seen as a surrogate of the minimax objective. As the strong duality holds for our formulation and \( \omega \) parametrized the value function, the envelope function indirectly evaluates the convergence to the local optimal value function. Note that this envelop function is smooth [Nouiehed et al., 2019], which is a property repeatedly used in our analysis.

Armed with the above assumptions and definition, we give the following convergence guarantee for Algorithm 1.
Theorem 5.1. When \( \eta_z = \min \left\{ \frac{1}{C}, \frac{dG^2N}{2\mu} \right\} \) and \( \eta_\omega = \min \left\{ \frac{1}{3}, \frac{\mu^2 \eta_\omega + 6 \eta_\omega C^2 \mu}{3C^2 dG^2 N}, \sqrt{\frac{\mu^2 \eta_\omega + 6 \eta_\omega C^2 \mu}{360C^2 dG^2 N}} \right\} \), under Assumption 5.1, 5.2, 5.3, 5.4, 5.5, we have

\[
\sum_{k=2}^{N} \mathbb{E} \left[ \| \nabla_\omega \Phi(\omega_k) \|^2 \right] = O \left( \frac{\max\{\hat{G}^2_\omega, \hat{G}^2_z\} \ln \left( \frac{dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m}}{N} \right)}{N} \right),
\]

where \( N \) is the number of iterations and \( \hat{G}_\omega, \hat{G}_z \) are constants.

The bounded cumulative gradient of the envelop function suggests that our algorithm can achieve a stationary point. Unfortunately, this reveals little information regarding the optimality of the solution. The challenge of characterizing the optimality mainly stems from the use of nonlinear function approximation, under which our optimization objective will be nonconvex-nonconcave. If one would have obtained a characterization of the optimality, it will not only bridge the gap in the reinforcement learning literature, but also provide insights on other primal-dual optimization-based machine learning methods such as generative adversarial networks. The latter of which is known to be hard and has been open for years since it was proposed.

We now provide a proof sketch to Theorem 5.1 while we defer the complete proof to the appendix.

Proof sketch. We start with defining a few notations for gradient estimation errors. Let \( \epsilon_z(\hat{w}_k, \hat{z}_k) = \hat{g}_z(\hat{w}_k, \hat{z}_k) - \nabla_z L(\hat{w}_k, \hat{z}_k) \) and similarly \( \epsilon_\omega(\hat{w}_k, \hat{z}_k) = \hat{g}_\omega(\hat{w}_k, \hat{z}_k) - \nabla_\omega L(\hat{w}_k, \hat{z}_k) \).

To bound the gradient estimation errors \( \epsilon_\omega, \epsilon_z \) for \( z = (u, \theta) \) under Markovian sampling, we use the property of the geometric convergence of the Markov chain to control them at a constant level. We show an example with \( \epsilon_u \) and similar results can be obtained in the same way for \( \epsilon_\omega, \epsilon_\theta \).

Intuitively, when the batch size is large, Assumption 5.4 on the Markov chain implies the stability of the chain and thus the variance is controlled at a constant level. By our objective function, the stochastic gradient can be expressed as

\[
\mathbb{E}[\hat{g}_u(\hat{w}_k, \hat{z}_k) | s_0 = s] = \sum_{s, s' \in S} \kappa(s) P(s' | s) \left( \sum_{t=0}^{M} \gamma_t R(s_t, a_t) + \gamma_{k+1} V(s_{M+1}) - V(s) \right) \nabla_u \log \alpha (s, u_k) + \sum_{s, s' \in S} (P(s_M | s_0 = s) - \kappa(s)) P(s' | s) \left( \sum_{t=0}^{M} \gamma_t R(s_t, a_t) + \gamma_{k+1} V(s_{M+1}) - V(s) \right) \nabla_u \log \alpha (s),
\]

where \( \kappa(\cdot) \) is the stationary distribution of the MDP.

Notice that the true gradient is exactly

\[
\nabla_u L(\hat{w}_k, \hat{u}_k, \hat{\theta}_k) = \sum_{s, s' \in S} \kappa(s) P(s' | s) \left( \sum_{t=0}^{M} \gamma_t R(s_t, a_t) + \gamma_{k+1} V(s_{M+1}) - V(s) \right) \nabla_u \log \alpha (s).
\]

Hence, the estimation errors are upper bounded by

\[
\mathbb{E}[\| \epsilon_z(\hat{w}_k, \hat{z}_k) \|^2] \leq \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} D_1,
\]
\[ \mathbb{E}[\|\epsilon_\omega(\hat{\omega}_k, \hat{z}_k)\|^2] \leq \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} D_2, \]

where \( D_1, D_2 \) are constants.

Armed with the upper bound of the estimation error, we can show that the cumulative adaptive gradient is upper bounded by \( \mathcal{O}(\log N) \) using the update rule and the concavity of logarithm. Then in Lemma B.1, we use the smoothness of \( \Phi(\omega) \) to obtain that

\[ \mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] \leq \frac{6\eta_\omega C^2}{\mu} (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) + 3\eta_\omega C^2 \mathbb{E} \left[ \|\omega_k - \hat{\omega}_k\|^2 \right] + 3\eta_\omega \mathbb{E} \left[ \|\epsilon_\omega (\hat{\omega}_k, \hat{z}_k)\|^2 \right] + \beta \eta_\omega \mathbb{E} \left[ \left\| \hat{H}_{\omega, k} \right\| \right] \left\| \epsilon_\omega (\hat{\omega}_k, \hat{z}_k) \right\| + \frac{C}{2} \|\omega_{k-1} - \hat{\omega}_k\|^2. \]  

(5)

Then by PL inequality with respect to the dual variables, we have

\[ L(\omega_k, z_{k-1}) - L(\omega_k, \hat{z}_k) \leq \langle \nabla \Phi(\omega_k), \omega_{k-1} - \hat{\omega}_k \rangle + \frac{C}{2} \|\omega_{k-1} - \hat{\omega}_k\|^2. \]

Then by PL inequality with respect to the dual variables, we have

\[ \frac{\eta_\omega}{2} \|\nabla \Phi(\omega_k)\|^2 \geq \mu \eta_\omega (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) \]

By choosing the step size carefully to be within \( 0 < \eta_z \leq \frac{1}{4}, \) we have

\[ \mu \eta_z (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) \leq L(\omega_k, \hat{z}_k) - L(\omega_k, z_{k-1}) + \eta_z \|\nabla \Phi(\omega_k, \hat{z}_k) - \epsilon_z^z (\omega_{k-1}, \hat{z}_{k-1})\|^2 + C \eta_z^z \left\| \hat{H}_{z,k-1} \epsilon_z^z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2. \]

By decomposing the second term,

\[ \Phi(\omega_k) - L(\omega_k, z_{k-1}) = (\Phi(\omega_{k-1}) - L(\omega_{k-1}, \hat{z}_{k-1})) + (\Phi(\omega_{k-1}) - L(\omega_{k-1}, \hat{z}_{k-1})) + (L(\omega_{k-1}, \hat{z}_{k-1}) - L(\omega_{k-1}, \hat{z}_{k-1})). \]

Repeatedly applying the above arguments, we obtain a bound for \( \frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \Phi(\omega_k) - L(\omega_k, \hat{z}_k) \right]. \)

For our final result, it suffices to taking \( \eta_\omega = \min \left\{ \frac{1}{\beta}, \frac{\mu^2 \eta_z + 6 \eta_\omega \eta_z C^2 \mu}{3C^2 dG^2 N}, \sqrt{\frac{\mu^2 \eta_z + 6 \eta_\omega \eta_z C^2 \mu}{360C^4 dG^2}} \right\} \) and \( \eta_z = \min \left\{ \frac{1}{C}, \frac{dG^2 N}{2 \mu} \right\}. \) Then we sum (5) over \( N \) iterations and rearrange the terms to obtain

\[ \frac{1}{N} \sum_{k=2}^{N} \left( \mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] \right) \leq \mathcal{O} \left( \max \{ \hat{G}^2, \tilde{G}^2 \} \ln \left( dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \right) \right) + \mathcal{O} \left( \frac{1}{\mu N} \right) - \frac{\eta_\omega}{2} \sum_{k=2}^{N} \mathbb{E} \left[ \|\nabla \Phi(\omega_k)\|^2 \right]. \]
Lastly, we rearrange the terms to obtain
\[
\frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \nabla \omega \Phi(\omega_k) \|^2 \right] \leq O \left( \frac{\max\{ \hat{G}_\omega^2, \hat{G}_z^2 \} \ln \left( \frac{dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m}}{N} \right)}{N(1 - \lambda)} \right) + O \left( \frac{1}{\mu N} \right).
\]

Table 2: Scores achieved by our proposed algorithm and the baseline algorithms after 300 iterations. For PPO and TRPO, we use the scores that are reported in previous works. There are two references that report this score: top row is from [Fujita and Maeda, 2018]; bottom row is from [Dai et al., 2018a].

Extension to Multi-Agent Reinforcement Learning  The algorithm and the analysis developed in this paper are general enough to be extended to various reinforcement learning settings. We extend the results to cooperative multi-agent reinforcement learning (MARL) as an example, where each agent \( i \) has a local copy of the parameters \( \omega_i, z_i \) and may communicate the parameters through a communication network. To our best knowledge, this is the first finite-sample analysis for decentralized multi-agent primal-dual actor-critic algorithms.

We present the main theoretical results for the multi-agent reinforcement learning problem here, while we defer the algorithm details and the proof to the appendix. We choose the collective cumulative gradients of all \( A \) agents, \( \frac{1}{N} \sum_{k=2}^{N} \sum_{i=1}^{A} \| \nabla \omega \Phi(\omega_k^i) \|^2 \), as our convergence criteria. When the collective cumulative gradient norm of the envelop function is bounded, each agent’s cumulative gradient norm must also be bounded.

**Theorem 5.2.** When \( \eta_\omega = \min \left\{ \frac{1}{\lambda}, 2(1 - \lambda), \sqrt{\frac{1}{\Delta cN}} \right\} \) and \( \eta_z = \min \left\{ \frac{1}{C}, \frac{\mu}{\Delta c AN} \right\} \), under Assumptions 5.1, 5.2, 5.3, 5.4, 5.5, C.1 there is an algorithm that achieves
\[
\frac{1}{N} \sum_{k=2}^{N} \sum_{i=1}^{A} \| \nabla \omega \Phi(\omega_k^i) \|^2 = O \left( \frac{A \max\{ \hat{G}_\omega^2, \hat{G}_z^2 \} \ln \left( \frac{dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m}}{N} \right)}{N(1 - \lambda)} \right),
\]

where \( N \) is the number of iterations, \( A \) is the number of agents, \( \lambda \) is the second largest eigenvalue of the communication network, and \( \hat{G}_\omega, \hat{G}_z \) are constants.
6 Empirical Results

We empirically evaluate our proposed algorithm on six different continuous control tasks from the Open AI Gym continuous control tasks [Brockman et al., 2016]. We compare our method against well-known optimization-based reinforcement learning algorithms such as proximal policy optimization (PPO) [Schulman et al., 2017] and trust region proximal optimization (TRPO) [Schulman et al., 2015]. Then we discuss the performance of the primal-dual formulation with various commonly used optimizers, including Adam [Kingma and Ba, 2015], RMSProp, and gradient descent to show the effectiveness of our method. Our results indicate that ASDGA is not only theoretically efficient but also at least as effective and efficient as other well-known optimizers in practice. To ensure reproducibility, every set of experiments is repeated with five different random seeds with the mean reward obtained presented. We describe the configuration of each algorithm and optimizer in detail, along with more experimental results, in the appendix.

The score achieved by each algorithm after 300 iterations in summarized in Table 2, where we use the reported results from Fujita and Maeda [2018] and Dai et al. [2018a] for the performances of PPO and TRPO. As is indicated by the table, the primal-dual formulation outperforms PPO and TRPO and our optimizer ASGDA achieves the best final scores for five tasks out of six. Beyond this performance on practical tasks, the primal-dual formulation is also more intuitive to understand and easier to interpret. Compare to the commonly used approach which involves two separate optimization objectives for value function approximation and policy improvement, our formulation combines the objective through the duality and provides insights on the relationship between the actor and the critic during training.

7 Conclusion and Future Works

We investigate the primal-dual formulation of the actor-critic method in reinforcement learning. We presented the first finite-sample analysis for single-scale algorithms and nonlinear function approximation. Under Markovian sampling and adaptive gradients, we establish a convergence rate of $\tilde{O}(\epsilon^{-2})$. This guarantee is under PL condition for only the dual variables. Our method is tested against various baseline algorithms and optimizers and outperforms the baselines in five out of six OpenAI Gym continuous control tasks. Our analysis is general enough to be applied to different reinforcement learning settings, where we show off a convergence guarantee for multi-agent actor-critic as an example.

Future work could include verifying conditions for the one-sided PL inequality under different methods of value function approximations and potentially lifting it with a convergence rate of some low-order polynomial. It is also possible to improve the convergence rate by investigating certain function approximation methods, such as neural networks.
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A Notations and auxiliary Lemmas

A.1 Notations

We first define a few notations. Recall that for notational convenience, we let $z = (u, \theta)$. Let $\epsilon_z(\hat{\omega}_k, \hat{z}_k) = \hat{g}_z(\hat{\omega}_k, \hat{z}_k) - \nabla_z L(\hat{\omega}_k, \hat{z}_k)$ and similarly $\epsilon_\omega(\hat{\omega}_k, \hat{z}_k) = \hat{g}_\omega(\hat{\omega}_k, \hat{z}_k) - \nabla_\omega L(\hat{\omega}_k, \hat{z}_k)$. We let $G$ to be an element-wise upper bound of the gradient such that $\max_i \nabla_i L \leq G$ and $\max_i \nabla_\omega L \leq G$ for $i = 1, \ldots, d$.

A.2 Proof of Lemma A.1

Lemma A.1. With Assumption 5.3, 5.4, and 5.5

$$
E[\|\epsilon_z(\hat{\omega}_k, \hat{z}_k)\|^2] \leq \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \left( D + \frac{2D}{1-\gamma} \right)^2 \cdot (D_u^2 + D_\theta^2),
$$

$$
E[\|\epsilon_\omega(\hat{\omega}_k, \hat{z}_k)\|^2] \leq \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} (D + 2D_\omega)^2,
$$

where $D, D_\omega, D_u, D_\theta$ are constants.

Proof. We provide the proof of $E[\|\epsilon_u(\hat{\omega}_k, \hat{z}_k)\|^2]$ in detail, while $E[\|\epsilon_\omega(\hat{\omega}_k, \hat{z}_k)\|^2]$ and $E[\|\epsilon_\theta(\hat{\omega}_k, \hat{z}_k)\|^2]$ can be upper bounded in similar ways. Our proof holds similarity with Lemma 2 from Sun et al. 2020, though their result only holds for temporal difference learning.

Intuitively, when the batch size is large, the assumptions on the Markov chain [5,4] implies some stability and thus the variance is controlled at a constant level. By our objective function, the stochastic gradient can be expressed as

$$
\mathbb{E}[\hat{g}_u(\hat{\omega}_k, \hat{z}_k)|s_0 = s] = \sum_{s, s' \in S} \kappa(s) P(s'|s) \left( \sum_{t=0}^{M} \gamma_t R(s_t, a_t) + \gamma_{k+1} V(s_{M+1}) - V(s) \right) \nabla_u \log \alpha(s, u_k)
$$

$$
+ \sum_{s, s' \in S} (P(s_M|s_0 = s) - \kappa(s)) P(s'|s) \left( \sum_{t=0}^{M} \gamma_t R(s_t, a_t) + \gamma_{k+1} V(s_{M+1}) - V(s) \right) \nabla_u \log \alpha(s),
$$

where $\kappa(\cdot)$ is the stationary distribution of the MDP.

Notice that the true gradient is exactly

$$
\nabla_u L(\hat{\omega}_k, \hat{u}_k, \hat{\theta}_k) = \sum_{s, s' \in S} \kappa(s) P(s'|s) \left( \sum_{t=0}^{M} \gamma_t R(s_t, a_t) + \gamma_{k+1} V(s_{M+1}) - V(s) \right) \nabla_u \log \alpha(s),
$$

For a discounted MDP with discount factor $\gamma$, the value function can be upper bounded by $\frac{D}{1-\gamma}$. Thus by Assumption 5.3, 5.4, and 5.5 and $\mathbb{E}[\mathbb{E}[\cdot|s_0 = 0]] = \mathbb{E}[\cdot]$, $\mathbb{E}[\|\epsilon_u(\hat{\omega}_k, \hat{z}_k)\|^2] \leq \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \left( D + \frac{2D}{1-\gamma} \right)^2 \cdot D_u^2$. By rewriting the above equation for $\theta$ and using $\mathbb{E}[\mathbb{E}[\cdot|s_0 = 0]] = \mathbb{E}[\cdot]$ again, we have $\mathbb{E}[\|\epsilon_\omega(\hat{\omega}_k, \hat{z}_k)\|^2] \leq \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \left( D + \frac{2D}{1-\gamma} \right)^2 \cdot (D_u^2 + D_\theta^2)$.

For $\mathbb{E}[\|\epsilon_\omega(\hat{\omega}_k, \hat{z}_k)\|^2]$, notice that $\alpha(s)$ is a probability distribution assigned to the states. Thus we have $\|\alpha(s)\|^2 \leq 1$. Hence, we have $\mathbb{E}[\|\epsilon_\omega(\hat{\omega}_k, \hat{z}_k)\|^2] \leq \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} (D + 2D_\omega)^2$. \qed
A.3 Proof of Lemma [A.2]

**Lemma A.2.** With Algorithm 1, the cumulative adaptive gradients are upper bounded as

\[
\sum_{k=1}^{N} \left\| \sqrt{H_{z,k}^{-1}} \hat{g}_{z}(\omega_k, z_k) \right\|^2 \leq 2\hat{G}_z^2 \ln \left( 1 + 2 \sum_{k=1}^{N} \left( dG^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \xi \rho^{2m} \left( D + 2D + D\right)^2 \right) \right) \right),
\]

\[
\sum_{k=1}^{N} \left\| \sqrt{H_{z,k}^{-1}} \hat{g}_{z}(\omega_k, z_k) \right\|^2 \leq 2\hat{G}_z^2 \ln \left( 1 + 2 \sum_{k=1}^{N} \left( dG^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \xi \rho^{2m} (D + 2D) \right) \right) \right),
\]

\[
\sum_{k=1}^{N} \mathbb{E} \left[ \left\| \epsilon_z(\omega_k, z_k) \right\|^2 \right] \leq 2\hat{G}_z^2 \ln \left( 1 + 2 \sum_{k=1}^{N} \left( dG^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \xi \rho^{2m} (D + 2D) \right) \right) \right),
\]

and

\[
\sum_{k=1}^{N} \mathbb{E} \left[ \left\| \epsilon_z(\omega_k, z_k) \right\|^2 \right] \leq 2\hat{G}_z^2 \ln \left( 1 + 2 \sum_{k=1}^{N} \left( dG^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \xi \rho^{2m} (D + 2D) \right) \right) \right).
\]

**Proof.** By the setting of \( \hat{H}_{z,k}^{-1} \),

\[
\sum_{k=1}^{N} \left\| \sqrt{H_{z,k}^{-1}} \hat{g}_{z}(\omega_k, z_k) \right\|^2 = \sum_{k=1}^{N} \sum_{i=1}^{d} \left( \hat{g}_{z,i}(\omega_k, z_k)^2 \right)
\]

\[
= \sum_{k=1}^{N} \sum_{t=1}^{k} \sum_{i=1}^{d} \frac{\hat{g}_{z,t,i}(\omega_k, z_k)^2}{2G_z^2} + \frac{1}{2}
\]

\[
\leq 2\hat{G}_z^2 \sum_{k=1}^{N} \sum_{t=1}^{k} \sum_{i=1}^{d} \frac{\hat{g}_{z,t,i}(\omega_k, z_k)^2}{2G_z^2} + \frac{1}{2}.
\]

By Lemma 4 of [Cutkosky and Orabona 2019], which takes advantage of the concavity of the log function, we have

\[
\sum_{k=1}^{N} \sum_{i=1}^{d} \frac{\hat{g}_{z,i}(\omega_k, z_k)^2}{\sum_{t=1}^{k} \sum_{i=1}^{d} \hat{g}_{z,i}(\omega_i, z_i)^2 + \frac{1}{2}} \leq \ln \left( 1 + 2 \sum_{k=1}^{N} \sum_{i=1}^{d} \hat{g}_{z,i}(\omega_k, z_k)^2 \right).
\]

Recall that \( G \) is a constant such that \( \max_{i} \nabla_z L \leq G \) for \( i = 1, \ldots, d \).

Then taking expectation and using [A.1]

\[
\mathbb{E} \left[ \sum_{i=1}^{d} g_{z,i}(\omega_k, z_k)^2 \right] \leq dG^2 + \mathbb{E} \left[ \left\| \epsilon_z(\omega_k, z_k) \right\|^2 \right] \leq dG^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \xi \rho^{2m} \left( D + \frac{2D}{1-\gamma} \right)^2 \right) \left( D_u^2 + D_\theta^2 \right).
\]

Hence,

\[
\sum_{k=1}^{N} \left\| \sqrt{H_{z,k}^{-1}} \hat{g}_{z}(\omega_k, z_k) \right\|^2 \leq 2\hat{G}_z^2 \ln \left( 1 + 2 \sum_{k=1}^{N} \left( dG^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \xi \rho^{2m} \left( D + \frac{2D}{1-\gamma} \right)^2 \right) \left( D_u^2 + D_\theta^2 \right) \right) \right).
\]
Similarly, we have
\[ \sum_{k=1}^{N} \left\| \sqrt{H^{-1}_{\omega,k}} \hat{g}_\omega(\omega_k, z_k) \right\|^2 \leq 2 \hat{G}_\omega^2 \ln \left( 1 + 2 \sum_{k=1}^{N} \left( dG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi^2 \rho_{2m}^2 (D + 2D_\omega)^2 \right) \right). \]

With the cumulative noise and the definition of \( \epsilon_\omega(\omega_k, z_k) \), notice that
\[ \sum_{k=1}^{N} E \left[ \left\| \epsilon_\omega(\omega_k, z_k) \right\|^2 \right] = \sum_{k=1}^{N} E \left[ \left\| \hat{g}_\omega(\omega_k, z_k) - \nabla_\omega L(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \leq \sum_{k=1}^{N} E \left[ \left\| \hat{g}_\omega(\omega_k, z_k) \right\|^2 \right] \leq \sum_{k=1}^{N} E \left[ \left\| \sqrt{H^{-1}_{\omega,k}} \hat{g}_\omega(\omega_k, z_k) \right\|^2 \right], \]
where the last inequality is from the observation that \( \sqrt{H^{-1}_{\omega,k}} \preceq I \) by the update rules. Thus,
\[ \sum_{k=1}^{N} E \left[ \left\| \epsilon_\omega(\omega_k, z_k) \right\|^2 \right] \leq 2 \hat{G}_\omega^2 \ln \left( 1 + 2 \sum_{k=1}^{N} \left( dG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi^2 \rho_{2m}^2 (D + 2D_\omega)^2 \right) \right). \]

Similarly, the argument holds for \( \sum_{k=1}^{N} E \left[ \left\| \epsilon_z(\omega_k, z_k) \right\|^2 \right] \).

A.4 Proof of Lemma A.3

Lemma A.3. Under Assumption 5.2, for any two \( \omega, \omega' \) and \( z, z' \),
\[ \left\| \nabla_\omega L(\omega, z) - \nabla_\omega L(\omega', z') \right\|^2 \leq C^2 \left\| \omega - \omega' \right\|^2 + C^2 \left\| z - z' \right\|^2, \]
and
\[ \left\| \nabla_z L(\omega, z) - \nabla_z L(\omega', z') \right\|^2 \leq C^2 \left\| \omega - \omega' \right\|^2 + C^2 \left\| z - z' \right\|^2. \]

Proof. By Assumption 5.2
\[ \left\| \nabla_\omega L(\omega, z) - \nabla_\omega L(\omega', z') \right\|^2 \leq \left\| \nabla_z L(\omega, z) - \nabla_z L(\omega', z') \right\|^2 \leq C^2 \left\| \omega - \omega' \right\|^2 + C^2 \left\| z - z' \right\|^2. \]

Similarly, the argument holds for \( \left\| \nabla_z L(\omega, z) - \nabla_z L(\omega', z') \right\|^2 \).

A.5 Smoothness of envelop function

Proposition A.1 (Nouiehed et al. 2019, smoothness of envelop functions). If \( L(\omega, u, \theta) \) satisfies \( \mu \text{-PL condition and is } C \text{ smooth, then } \Phi(\omega) \) is \( \beta = \kappa C/2 + C \) smooth, where \( \kappa = C/\mu. \)
B Convergence analysis for single-agent case

B.1 Proof of Lemma [B.1]

Lemma B.1. If Assumptions 5.2, 5.3 hold and $0 < \eta_\omega \leq \frac{1}{\beta}$, then

\[
\begin{align*}
\mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] & \leq \frac{6\eta_\omega C^2}{\mu} (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) + 3\eta_\omega C^2 \mathbb{E}\left[\|\omega_k - \hat{\omega}_k\|^2\right] \\
& \quad + 3\eta_\omega \mathbb{E}\left[\|\epsilon(\omega_k, \hat{z}_k)\|^2\right] + \beta \eta_\omega^2 \mathbb{E}\left[\left\|\sqrt{\hat{H}_{\omega,k}^{-1}} \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right\|^2\right] - \frac{\eta_\omega}{2} \mathbb{E}\left[\left\|\nabla_\omega \Phi(\omega_k)\right\|^2\right], \\
\end{align*}
\]

and

\[
\begin{align*}
\mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] & \leq \frac{6\eta_\omega C^2}{\mu} (\Phi(\omega_{k-1}) - L(\omega_{k-1}, \hat{z}_{k-1})) + 3\eta_\omega C^2 \mathbb{E}\left[\|\omega_{k-1} - \hat{\omega}_k\|^2\right] \\
& \quad + 3\eta_\omega C^2 \mathbb{E}\left[\|\hat{z}_k - \hat{z}_{k-1}\|^2\right] + 3\eta_\omega \mathbb{E}\left[\|\epsilon(\omega_k, \hat{z}_k)\|^2\right] + \beta \eta_\omega^2 \mathbb{E}\left[\left\|\sqrt{\hat{H}_{\omega,k}^{-1}} \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right\|^2\right].
\end{align*}
\]

Proof. By the smoothness property of the envelop function $\Phi$ from Proposition [A.1] and taking expectation, we have

\[
\mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] \leq -\mathbb{E}[\langle \nabla_\omega \Phi(\omega_k), \omega_{k-1} - \omega_k \rangle] + \frac{\beta}{2} \mathbb{E}\left[\|\omega_{k-1} - \omega_k\|^2\right].
\]

Due to the update rules of Algorithm [B] we have

\[
\omega_{k-1} - \omega_k = \omega_{k-1} - \left(\omega_{k-1} - \eta_\omega \left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right)
\]

\[
= \eta_\omega \left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k).
\]

By the identity that $(a, b) = \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2 - \frac{1}{2} \|a - b\|^2,$

\[
\begin{align*}
\mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] & = -\eta_\omega \mathbb{E}\left[\langle \nabla_\omega \Phi(\omega_k), \left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\rangle\right] + \frac{\beta \eta_\omega^2}{2} \mathbb{E}\left[\left\|\left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right\|^2\right] \\
& = \eta_\omega \left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \mathbb{E}\left[\left\|\nabla_\omega \Phi(\omega_k) - \left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right\|^2\right] \\
& \quad - \eta_\omega \mathbb{E}\left[\left\|\nabla_\omega \Phi(\omega_k)\right\|^2\right] + \frac{\beta \eta_\omega^2 - \eta_\omega}{2} \mathbb{E}\left[\left\|\left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right\|^2\right].
\end{align*}
\]

Using the inequality $\|a + b\|^2 \leq 2 \|a\|^2 + 2 \|b\|^2,$

\[
\begin{align*}
\mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] & \leq \frac{\eta_\omega}{2} \left(\mathbb{E}\left[\|\nabla_\omega \Phi(\omega_k) - \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\|^2\right] + \mathbb{E}\left[\left\|\sqrt{\hat{H}_{\omega,k}^{-1}} \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right\|^2\right]\right) \\
& \quad + \frac{\beta \eta_\omega^2 - \eta_\omega}{2} \mathbb{E}\left[\left\|\left(I + \sqrt{\hat{H}_{\omega,k}^{-1}}\right) \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)\right\|^2\right].
\end{align*}
\]
\[ + \frac{\beta \eta^2 - \eta}{2} \left( E \left[ \| g_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right] + E \left[ \left\| \sqrt{H_{\omega,k}^{-1}} g_\omega (\hat{w}_k, \hat{z}_k) \right\|^2 \right] \right)^2 \\
- \frac{\eta}{2} E \left[ \| \nabla \omega \Phi(\omega_k) \|^2 \right] \]
\[ \leq \eta \omega E \left[ \| \nabla \omega \Phi(\omega_k) - g_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right] + \gamma \omega E \left[ \left\| \sqrt{H_{\omega,k}^{-1}} g_\omega (\hat{w}_k, \hat{z}_k) \right\|^2 \right] \]
\[ + (\beta \eta^2 - \eta) \omega E \left[ \| g_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right] + (\beta \eta^2 - \eta) \omega E \left[ \left\| \sqrt{H_{\omega,k}^{-1}} g_\omega (\hat{w}_k, \hat{z}_k) \right\|^2 \right] \]
\[ - \frac{\eta}{2} E \left[ \| \nabla \omega \Phi(\omega_k) \|^2 \right] \]
\[ \leq \eta \omega E \left[ \| \nabla \omega \Phi(\omega_k) - g_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right] - \frac{\eta}{2} \omega E \left[ \| \nabla \omega \Phi(\omega_k) \|^2 \right] \]
\[ + \beta \eta^2 \omega E \left[ \left\| \sqrt{H_{\omega,k}^{-1}} g_\omega (\hat{w}_k, \hat{z}_k) \right\|^2 \right] + (\beta \eta^2 - \eta) \omega E \left[ \| g_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right]. \]

When \( 0 < \eta \omega \leq \frac{1}{7} \), the last term is smaller or less than 0. Then by the inequality \( \| a + b + c \|^2 \leq 3 \| a \|^2 + 3 \| b \|^2 + 3 \| c \|^2 \),
\[ \eta \omega E \left[ \| \nabla \omega \Phi(\omega_k) - g_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right] \leq 3 \eta \omega E \left[ \| \nabla \omega \Phi(\omega_k) - \nabla L (\omega_k, \hat{z}_k) \|^2 \right] + 3 \eta \omega E \left[ \| \nabla L (\omega_k, \hat{z}_k) - \nabla L (\hat{w}_k, \hat{z}_k) \|^2 \right] + 3 \eta \omega E \left[ \| \epsilon_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right] \]
\[ \leq 3 \eta \omega C^2 E \left[ \| f^*(\omega_k) - \hat{z}_k \|^2 \right] + 3 \eta \omega C^2 E \left[ \| \omega_k - \hat{w}_k \|^2 \right] + 3 \eta \omega E \left[ \| \epsilon_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right] \]
\[ \leq \frac{6 \eta \omega C^2}{\mu} (\Phi(\omega_k) - L (\omega_k, \hat{z}_k)) + 3 \eta \omega C^2 E \left[ \| \omega_k - \hat{w}_k \|^2 \right] + 3 \eta \omega E \left[ \| \epsilon_\omega (\hat{w}_k, \hat{z}_k) \|^2 \right]. \]

The second inequality is by the smoothness property of Assumption [5.2] and Lemma A.3. The third inequality is by PL condition for the dual variable from Assumption 5.1, which implies quadratic growth from Appendix A of [Karimi et al., 2016]. Combining the terms, we have the result for the first inequality in the lemma.

For the second inequality in the lemma, notice that by the smoothness property of the envelope function \( \Phi \) from Proposition A.1, we have
\[ E[\Phi(\omega_k)] - E[\Phi(\omega_{k-1})] \leq E[\langle \nabla \omega \Phi(\omega_{k-1}), \omega_k - \omega_{k-1} \rangle] + \frac{\beta}{2} E \left[ \| \omega_k - \omega_{k-1} \|^2 \right]. \]

By the update rule,
\[ \omega_k - \omega_{k-1} = -\eta \omega \left( I + \sqrt{H_{\omega,k}^{-1}} \right) \hat{g}_\omega (\hat{w}_k, \hat{z}_k). \]

Using the same techniques, by the identity that \( \langle a, b \rangle = \frac{1}{2} \| a \|^2 + \frac{1}{2} \| b \|^2 - \frac{1}{2} \| a - b \|^2 \),
\[ E[\Phi(\omega_k)] - E[\Phi(\omega_{k-1})] \]
\[ = -\eta \omega E \left[ \langle \nabla \omega \Phi(\omega_{k-1}), \left( I + \sqrt{H_{\omega,k}^{-1}} \hat{g}_\omega (\hat{w}_k, \hat{z}_k) \right) \rangle \right] + \frac{\beta \eta^2}{2} E \left[ \left\| \left( I + \sqrt{H_{\omega,k}^{-1}} \right) \hat{g}_\omega (\hat{w}_k, \hat{z}_k) \right\|^2 \right]. \]
\[ \begin{align*}
&= \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) - \left( I + \sqrt{H_{\omega,k}^{-1}} \right) \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] - \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) \right\|^2 \right] \\
&\quad + \frac{\beta_{\omega}^2 - \eta_{\omega}}{2} \mathbb{E} \left[ \left\| \left( I + \sqrt{H_{\omega,k}^{-1}} \right) \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
&\leq \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) - \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] + \mathbb{E} \left[ \left\| \sqrt{H_{\omega,k}^{-1}} \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
&\quad - \frac{\eta_{\omega}}{2} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) \right\|^2 \right] + \frac{\beta_{\omega}^2 - \eta_{\omega}}{2} \mathbb{E} \left[ \left\| \left( I + \sqrt{H_{\omega,k}^{-1}} \right) \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
&\leq \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) - \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] + \frac{\beta_{\omega}^2 - \eta_{\omega}}{2} \mathbb{E} \left[ \left\| \sqrt{H_{\omega,k}^{-1}} \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right]
&\quad + \beta_{\omega}^2 \mathbb{E} \left[ \left\| \sqrt{H_{\omega,k}^{-1}} \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
&\leq \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) - \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] - \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) \right\|^2 \right] + \beta_{\omega}^2 \mathbb{E} \left[ \left\| \sqrt{H_{\omega,k}^{-1}} \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right].
\end{align*} \]

The last inequality is due to our choice of \( \eta_{\omega} \). By the inequality \( \| a + b + c \|^2 \leq 3 \| a \|^2 + 3 \| b \|^2 + 3 \| c \|^2 \) and Lemma A.3,

\[ \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) - \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \leq 3 \eta_{\omega} \mathbb{E} \left[ \left\| \nabla_{\omega} \Phi(\omega_{k-1}) - \nabla L(\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 \right] \\
+ 3 \eta_{\omega} \mathbb{E} \left[ \left\| \nabla L(\omega_{k-1}, \hat{z}_{k-1}) - \nabla L(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
+ 3 \eta_{\omega} \mathbb{E} \left[ \left\| \epsilon_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
\leq 3 \eta_{\omega} C^2 \mathbb{E} \left[ \left\| f^*(\omega_{k-1}) - \hat{z}_{k-1} \right\|^2 \right] + 3 \eta_{\omega} C^2 \mathbb{E} \left[ \left\| \omega_{k-1} - \hat{\omega}_k \right\|^2 \right] \\
+ 3 \eta_{\omega} C^2 \mathbb{E} \left[ \left\| \hat{z}_k - \hat{z}_{k-1} \right\|^2 \right] + 3 \eta_{\omega} \mathbb{E} \left[ \left\| \epsilon_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
\leq \frac{6 \eta_{\omega} C^2}{\mu} \left( \Phi(\omega_{k-1}) - L(\omega_{k-1}, \hat{z}_{k-1}) \right) + 3 \eta_{\omega} C^2 \mathbb{E} \left[ \left\| \omega_{k-1} - \hat{\omega}_k \right\|^2 \right] \\
+ 3 \eta_{\omega} C^2 \mathbb{E} \left[ \left\| \hat{z}_k - \hat{z}_{k-1} \right\|^2 \right] + 3 \eta_{\omega} \mathbb{E} \left[ \left\| \epsilon_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right].
\]

Combining the terms, we have

\[ \mathbb{E} \left[ \Phi(\omega_k) - \Phi(\omega_{k-1}) \right] \leq \frac{6 \eta_{\omega} C^2}{\mu} \left( \Phi(\omega_{k-1}) - L(\omega_{k-1}, \hat{z}_{k-1}) \right) + 3 \eta_{\omega} C^2 \mathbb{E} \left[ \left\| \omega_{k-1} - \hat{\omega}_k \right\|^2 \right] \\
+ 3 \eta_{\omega} C^2 \mathbb{E} \left[ \left\| \hat{z}_k - \hat{z}_{k-1} \right\|^2 \right] + 3 \eta_{\omega} \mathbb{E} \left[ \left\| \epsilon_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] \\
+ \beta_{\omega}^2 \mathbb{E} \left[ \left\| \sqrt{H_{\omega,k}^{-1}} \tilde{g}_{\omega}(\hat{\omega}_k, \hat{z}_k) \right\|^2 \right]. \]
B.2 Proof of Lemma B.2

Lemma B.2. With Algorithm [A.1] and by Lemma [A.2], there exist constants $E_1$, $E_2$ such that

$$\frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left( \| \omega_k - \hat{\omega}_{k-1} \|^2 \right) \leq \frac{E_1 \hat{G}^2 \ln \left( dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^2m \right)}{N} + 6dG^2,$$

and

$$\frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left( \| \hat{z}_k - \hat{z}_{k-1} \|^2 \right) = \frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left( \| \hat{z}_{k-1} - z_{k-1} \|^2 \right) \leq \frac{E_2 \hat{G}^2 \ln \left( dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^2m \right)}{N} + 6dG^2.$$

Proof. By the update rule,

$$\omega_k - \hat{\omega}_{k-1} = \eta \left( I + \sqrt{\hat{H}^{-1}_{\omega,k-2}} \right) \hat{g}_\omega (\omega_{k-2}, \hat{z}_{k-2}) - \eta \left( I + \sqrt{\hat{H}^{-1}_{\omega,k-1}} \right) \hat{g}_\omega (\omega_{k-1}, \hat{z}_{k-1})$$

$$- \eta \left( I + \sqrt{\hat{H}^{-1}_{\omega,k}} \right) \hat{g}_\omega (\omega_k, \hat{z}_k).$$

Thus we have

$$\| \omega_k - \hat{\omega}_{k-1} \|^2$$

$$\leq \eta^2 \left( \sqrt{\hat{H}^{-1}_{\omega,k-2}} \hat{g}_\omega (\omega_{k-2}, \hat{z}_{k-2}) + \sqrt{\hat{H}^{-1}_{\omega,k-1}} \hat{g}_\omega (\omega_{k-1}, \hat{z}_{k-1}) - \eta \sqrt{\hat{H}^{-1}_{\omega,k}} \hat{g}_\omega (\omega_k, \hat{z}_k) \right)^2$$

$$\leq 3\eta^2 \left( \sqrt{\hat{H}^{-1}_{\omega,k-2}} \hat{g}_\omega (\omega_{k-2}, \hat{z}_{k-2}) \right)^2 + 3\eta^2 \left( \sqrt{\hat{H}^{-1}_{\omega,k-1}} \hat{g}_\omega (\omega_{k-1}, \hat{z}_{k-1}) \right)^2 + 3\eta^2 \left( \sqrt{\hat{H}^{-1}_{\omega,k}} \hat{g}_\omega (\omega_k, \hat{z}_k) \right)^2$$

$$+ 6\eta^2 \| \epsilon (\omega_{k-2}, \hat{z}_{k-2}) \|^2 + 6\eta^2 \| \epsilon (\omega_{k-1}, \hat{z}_{k-1}) \|^2 + 6\eta^2 \| \epsilon (\omega_k, \hat{z}_k) \|^2 + 6dG^2.$$

Summing over $N$ iterations, taking expectation and by Lemma [A.2] for some constant $E_1$,

$$\frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left( \| \omega_k - \hat{\omega}_{k-1} \|^2 \right) \leq \frac{E_1 \hat{G}^2 \ln \left( dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^2m \right)}{N} + 6dG^2.$$

Similarly, by the update rule we have

$$\| \hat{z}_k - \hat{z}_{k-1} \|^2 = \| \hat{z}_{k-1} - z_{k-1} \|^2$$

$$= \left( \eta \left( I + \sqrt{\hat{H}^{-1}_{z,k-2}} \right) \hat{g}_z (\omega_{k-2}, \hat{z}_{k-2}) - \eta \left( I + \sqrt{\hat{H}^{-1}_{z,k-1}} \right) \hat{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right)^2.$$

Summing over $N$ iterations, taking expectation and by Lemma [A.2] for some constant $E_2$,

$$\frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left( \| \hat{z}_k - \hat{z}_{k-1} \|^2 \right) = \frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left( \| \hat{z}_{k-1} - z_{k-1} \|^2 \right) \leq \frac{E_2 \hat{G}^2 \ln \left( dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^2m \right)}{N} + 6dG^2 \square
B.3 Proof of Lemma [B.3]

Lemma B.3. With Algorithm 1 and \(0 < \eta_\omega \leq \frac{1}{\beta}, 0 < \eta_z \leq \frac{1}{\beta}\), we have

\[
\frac{1}{N} \sum_{k=2}^{N} \mathbb{E} (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) \leq \frac{E_3 \max \{ \hat{G}_z^2, \hat{G}_z^* \}}{N} \left( \frac{dNGC^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m}}{N} \right) + \frac{dG^2}{2 - 2(1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)} \\
+ \frac{B_1}{N - N(1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)} + \frac{60\eta_\omega C^2 dG^2}{1 - (1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)}.
\]

Proof. By the smoothness assumption of the objective function \(L(\omega_k, z_{k-1})\), we have

\[
L(\omega_k, z_{k-1}) - L(\omega_k, \hat{z}_k) \leq \langle \nabla L(\omega_k, \hat{z}_k), z_{k-1} - \hat{z}_k \rangle + \frac{C}{2} \| z_{k-1} - \hat{z}_k \|^2.
\]

By the update rules of the algorithm, we have

\[
z_{k-1} - \hat{z}_k = -\eta_z \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}).
\]

Using the identity that \(\langle a, b \rangle = \frac{1}{2} \| a \|^2 + \frac{1}{2} \| b \|^2 - \frac{1}{2} \| a - b \|^2\), we have

\[
L(\omega_k, z_{k-1}) - L(\omega_k, \hat{z}_k) \leq -\left\langle \nabla L(\omega_k, \hat{z}_k), \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\rangle \\
+ \frac{C\eta_z^2}{2} \left\| \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 \\
= \eta_z \left\| \nabla L(\omega_k, \hat{z}_k) \right\|^2 + \frac{C\eta_z^2 - \eta_z}{2} \left\| \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 \\
- \frac{\eta_z}{2} \| \nabla L(\omega_k, \hat{z}_k) \|^2 + \frac{C\eta_z^2 - \eta_z}{2} \left\| \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 \\
\leq \eta_z \left\| \nabla L(\omega_k, \hat{z}_k) \right\|^2 + \frac{C\eta_z^2 - \eta_z}{2} \left\| \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 \\
- \frac{\eta_z}{2} \| \nabla L(\omega_k, \hat{z}_k) \|^2 + \frac{C\eta_z^2 - \eta_z}{2} \left\| \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 \\
\leq \eta_z \left\| \nabla L(\omega_k, \hat{z}_k) \right\|^2 + \frac{C\eta_z^2 - \eta_z}{2} \left\| \left( I + \sqrt{\tilde{H}_{z,k-1}^{-1}} \right) \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 \\
+ C\eta_z^2 \left\| \sqrt{\tilde{H}_{z,k-1}^{-1}} \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \right\|^2 - \frac{\eta_z}{2} \| \nabla L(\omega_k, \hat{z}_k) \|^2.
\]

Choose \(0 < \eta_z \leq \frac{1}{C}\). Then the second term becomes less than or equal to 0. By the assumption that PL condition holds for the dual variables, we have

\[
\frac{\eta_z}{2} \| \nabla L(\omega_k, \hat{z}_k) \|^2 \geq \mu \eta_z (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)).
\]

Thus, rearranging the terms,

\[
\mu \eta_z (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) \leq L(\omega_k, \hat{z}_k) - L(\omega_k, z_{k-1}) + \eta_z \| \nabla L(\omega_k, \hat{z}_k) - \tilde{g}_z (\omega_{k-1}, \hat{z}_{k-1}) \|^2
\]
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\[ + C \eta_z^2 \left\| \sqrt{H_{z,k-1}^{-1}} \hat{g}_z (\hat{w}_{k-1}, \hat{z}_{k-1}) \right\|^2. \]

Rearranging the terms again, we have

\[ \Phi(\omega_k) - L(\omega_k, \hat{z}_k) \leq (1 - \mu \eta_z) (\Phi(\omega_k) - L(\omega_k-1, z_{k-1})) + \eta_z \| \nabla L(\omega_k, \hat{z}_k) - \hat{g}_z (\hat{w}_{k-1}, \hat{z}_{k-1}) \|^2 \]

Notice that

\[ \Phi(\omega_k) - L(\omega_k-1, z_{k-1}) = (\Phi(\omega_k-1) - L(\omega_k-1, \hat{z}_{k-1})) + (\Phi(\omega_k) - \Phi(\omega_k-1)) + (L(\omega_k, \hat{z}_k) - L(\omega_k-1, z_{k-1})). \]

For the remaining terms, by Lemma 3.1 the expectation of the second term is bounded as

\[ \mathbb{E} [\Phi(\omega_k)] - \mathbb{E} [\Phi(\omega_k-1)] \leq \frac{6n \omega C^2}{\mu} (\Phi(\omega_k-1) - L(\omega_k-1, \hat{z}_{k-1})) + 3 \eta \omega C^2 \mathbb{E} [\|\omega_{k-1} - \hat{\omega}_k\|^2] \\
+ 3 \eta \omega C^2 \mathbb{E} [\| z_{k-1} - \hat{z}_k \|^2] + 3 \eta \omega \mathbb{E} [\| \epsilon \omega (\hat{w}_k, \hat{z}_k) \|^2] \\
+ \beta \eta^2 \mathbb{E} \left[ \left\| \sqrt{H_{\omega,k}^{-1}} \hat{g}_w (\hat{w}_k, \hat{z}_k) \right\|^2 \right]. \]

For the third term, by the smoothness assumption on the objective function 5.2 and the identity \( \langle a, b \rangle = \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2 - \frac{1}{2} \|a - b\|^2 \), we have

\[ L(\omega_{k-1}, \hat{z}_{k-1}) - L(\omega_k-1, z_{k-1}) \leq \langle \nabla L(\omega_k-1, z_{k-1}), \hat{z}_{k-1} - z_{k-1} \rangle + \frac{C}{2} \| \hat{z}_{k-1} - z_{k-1} \|^2 \]

\[ \leq \frac{1}{2} \left\| \nabla L(\omega_k-1, z_{k-1}) \right\|^2 + \frac{C + 1}{2} \| \hat{z}_{k-1} - z_{k-1} \|^2 \]

\[ \leq \frac{d G^2}{2} + \frac{C + 1}{2} \| \hat{z}_{k-1} - z_{k-1} \|^2. \]

By the smoothness (Assumption 5.2) and Lemma A.3 we have

\[ \eta_z \| \nabla L(\omega_k, \hat{z}_k) - \hat{g}_z (\hat{w}_{k-1}, \hat{z}_{k-1}) \|^2 \]

\[ \leq 2 \eta_z \| \nabla L(\omega_k, \hat{z}_k) - \nabla L(\omega_{k-1}, \hat{z}_{k-1}) \|^2 + 2 \eta_z \| \epsilon \omega (\hat{w}_{k-1}, \hat{z}_{k-1}) \|^2 \]

\[ \leq 2 \eta_z C^2 \| \omega_k - \omega_{k-1} \|^2 + 2 \eta_z C^2 \| \hat{z}_k - \hat{z}_{k-1} \|^2 + 2 \eta_z \| \epsilon \omega (\hat{w}_{k-1}, \hat{z}_{k-1}) \|^2. \]

Thus combining the terms and taking expectation, we have

\[ \mathbb{E} (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) \]

\[ \leq (1 - \mu \eta_z) \left( 1 + \frac{6n \omega C^2}{\mu} \right) \mathbb{E} (\Phi(\omega_k-1) - L(\omega_k-1, z_{k-1})) + \beta \eta^2 \mathbb{E} \left[ \left\| \sqrt{H_{\omega,k}^{-1}} \hat{g}_w (\hat{w}_k, \hat{z}_k) \right\|^2 \right] \\
+ 3 \eta \omega C^2 \mathbb{E} [\| \omega_{k-1} - \hat{\omega}_k \|^2] + 3 \eta \omega C^2 \mathbb{E} [\| z_{k-1} - \hat{z}_k \|^2] + 3 \eta \omega \mathbb{E} [\| \epsilon \omega (\hat{w}_k, \hat{z}_k) \|^2] \\
+ 2 \eta_z C^2 \mathbb{E} [\| \omega_k - \omega_{k-1} \|^2] + 2 \eta_z C^2 \mathbb{E} [\| \hat{z}_k - \hat{z}_{k-1} \|^2] + 2 \eta_z \| \epsilon \omega (\hat{w}_{k-1}, \hat{z}_{k-1}) \|^2. \]
Rearranging the terms, we have

\[ C \eta_k^2 \mathbb{E} \left[ \left\| \sqrt{H_{z,k-1}^{-1}} \hat{g}_z (\hat{\omega}_{k-1}, \hat{z}_{k-1}) \right\|^2 \right] + \frac{dG^2}{2} + \frac{C + 1}{2} \mathbb{E} \left[ \left\| \hat{z}_{k-1} - z_{k-1} \right\|^2 \right]. \]

Let \( B_k = \mathbb{E} (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) \), it is then easy to verify that \( B_k \geq 0 \) for all \( k \). Summing over \( N \) iterations, we have

\[
\frac{1}{N} \sum_{k=2}^{N} B_k = \frac{1}{N} \sum_{k=1}^{N-1} B_k + \frac{3 \eta_k C^2 N}{2} \sum_{k=2}^{N} \mathbb{E} \left[ \left\| \omega_{k-1} - \hat{\omega}_k \right\|^2 \right] + \frac{3 \eta_k C^2 \mathbb{E} \left[ \left\| z_{k-1} - \hat{z}_k \right\|^2 \right] + \frac{2 \eta_k C^2 \mathbb{E} \left[ \left\| \hat{z}_k - \hat{z}_{k-1} \right\|^2 \right] + \frac{C \eta_k^2 \mathbb{E} \left[ \left\| \sqrt{H_{z,k-1}^{-1}} \hat{g}_z (\hat{\omega}_{k-1}, \hat{z}_{k-1}) \right\|^2 \right] + \frac{dG^2}{2} + \frac{C + 1}{2} \sum_{k=2}^{N} \mathbb{E} \left[ \left\| \hat{z}_{k-1} - z_{k-1} \right\|^2 \right].
\]

Rearranging the terms, we have

\[
\frac{1}{N} \sum_{k=2}^{N} B_k \leq \frac{1}{1 - (1 - \mu \eta_k) \left( 1 + \frac{6 \eta_k C^2}{\mu} \right)} \frac{B_1}{N} + \frac{1}{1 - (1 - \mu \eta_k) \left( 1 + \frac{6 \eta_k C^2}{\mu} \right)} \left( \frac{\beta \eta_k}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \left\| \sqrt{H_{z,k-1}^{-1}} \hat{g}_z (\hat{\omega}_k, \hat{z}_k) \right\|^2 \right] + \frac{3 \eta_k C^2 \mathbb{E} \left[ \left\| \hat{z}_k - \hat{z}_{k-1} \right\|^2 \right] + \frac{C \eta_k^2 \mathbb{E} \left[ \left\| \sqrt{H_{z,k-1}^{-1}} \hat{g}_z (\hat{\omega}_{k-1}, \hat{z}_{k-1}) \right\|^2 \right] + \frac{dG^2}{2} + \frac{C + 1}{2} \sum_{k=2}^{N} \mathbb{E} \left[ \left\| \hat{z}_{k-1} - z_{k-1} \right\|^2 \right].
\]
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\section*{Proof of Theorem 5.1}

Recall that Theorem 5.1 stated that when \( \eta_\omega = \min \left\{ \frac{1}{B}, \frac{\mu^2 \eta_\omega + 6 \eta_\omega C^2 \mu}{3 C^2 dG^2 N}, \sqrt{\frac{\mu^2 \eta_\omega + 6 \eta_\omega C^2 \mu}{300 C^2 dG^2}} \right\} \) and \( \eta_z = \min \left\{ \frac{1}{C}, \frac{dG^2 N}{2 \mu} \right\} \) and with Assumptions 5.1, 5.2, 5.3, 5.4, 5.5, we have

\[
\sum_{k=2}^{N} \mathbb{E} \left[ \| \nabla \Phi (\omega_k) \|^2 \right] \leq O \left( \frac{\max \left\{ \hat{G}_\omega^2, \hat{G}_z^2 \right\} \ln \left( dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \right)}{N} \right) + O \left( \frac{1}{\mu N} \right).
\]

\textbf{Proof.} By Lemma 5.3, we have

\[
\mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] \leq \frac{6 \eta_\omega C^2}{\mu} \left( \Phi(\omega_k) - L(\omega_k, \hat{z}_k) \right) + 3 \eta_\omega C^2 \mathbb{E} \left[ \| \omega_k - \hat{\omega}_k \|^2 \right] + 3 \eta_\omega C^2 \mathbb{E} \left[ \| \hat{z}_k - \hat{z}_k \|^2 \right] + 3 \eta_\omega \mathbb{E} \left[ \| \epsilon_\omega (\hat{\omega}_k, \hat{z}_k) \|^2 \right] + \beta \eta_\omega \mathbb{E} \left[ \| \sqrt{H^{-1}_{\omega,k} \hat{g}_\omega (\hat{\omega}_k, \hat{z}_k)} \|^2 \right] - \frac{\eta_\omega}{2} \mathbb{E} \left[ \| \nabla \Phi (\omega_k) \|^2 \right].
\]

Summing over \( N \) iterations and by Lemma 5.3

\[
\frac{1}{N} \sum_{k=2}^{N} \left( \mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})] \right)
\]
\[
\leq \frac{6\eta_\omega C^2}{\mu N} \sum_{k=2}^{N} (\Phi(\omega_k) - L(\omega_k, \hat{z}_k)) + \frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \omega_k - \hat{\omega}_k \|^2 \right] \\
+ \frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| z_k - \hat{z}_k \|^2 \right] + \frac{3\eta_\omega}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \epsilon_\omega (\hat{\omega}_k, \hat{z}_k) \|^2 \right] \\
+ \frac{\beta \eta_\omega}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \left\| \sqrt{\hat{H}_\omega^{-1}{\hat{g}}_\omega (\hat{\omega}_k, \hat{z}_k)} \right\| ^2 \right] - \frac{\eta_\omega}{2N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \nabla_\omega \Phi(\omega_k) \|^2 \right] \\
\leq \frac{6\eta_\omega C^2 E_3 \max \{ G_\omega^2, \hat{G}_\omega^2 \} \ln \left( dN G^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \right)}{\mu N} + \frac{6\eta_\omega C^2 dG^2}{2\mu - 2\mu (1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)} \\
+ \frac{6\eta_\omega C^2 B_1}{\mu N - \mu N (1 - \mu \eta_z)} \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right) + \frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \omega_k - \hat{\omega}_k \|^2 \right] \\
+ \frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| z_k - \hat{z}_k \|^2 \right] + \frac{3\eta_\omega}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \epsilon_\omega (\hat{\omega}_k, \hat{z}_k) \|^2 \right] + \frac{360\eta_\omega^2 C^4 dG^2}{\mu - \mu (1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)} \\
+ \frac{\beta \eta_\omega}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \left\| \sqrt{\hat{H}_\omega^{-1}{\hat{g}}_\omega (\hat{\omega}_k, \hat{z}_k)} \right\| ^2 \right] - \frac{\eta_\omega}{2N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \nabla_\omega \Phi(\omega_k) \|^2 \right].
\]

By Lemma A.2, there exists a constant \( E_4 \) such that
\[
\frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \omega_k - \hat{\omega}_k \|^2 \right] + \frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| z_k - \hat{z}_k \|^2 \right] \\
+ \frac{3\eta_\omega}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \epsilon_\omega (\hat{\omega}_k, \hat{z}_k) \|^2 \right] + \frac{\beta \eta_\omega}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \left\| \sqrt{\hat{H}_\omega^{-1}{\hat{g}}_\omega (\hat{\omega}_k, \hat{z}_k)} \right\| ^2 \right] \\
\leq \frac{E_4 \max \{ G_\omega^2, \hat{G}_\omega^2 \} \ln \left( dN G^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \right)}{N}.
\]

For \( \frac{6\eta_\omega C^2 dG^2}{2\mu - 2\mu (1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)} \leq \frac{1}{N} \), we need the following inequality to hold
\[
3\eta_\omega C^2 dG^2 N \leq \mu - \mu (1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right) \\
\leq \mu^2 \eta_z + 6\eta_\omega \eta_z C^2 \mu.
\]

For
\[
\frac{360\eta_\omega^2 C^4 dG^2}{\mu - \mu (1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)} \leq \frac{1}{N},
\]
we need the following inequality to hold
\[
360\eta_\omega^2 C^4 dG^2 \leq \mu - \mu (1 - \mu \eta_z) \left( 1 + \frac{6\eta_\omega C^2}{\mu} \right)
\]
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\[ \leq \mu^2 \eta_z + 6 \eta_\omega \eta_z C^2 \mu. \]

It suffice to take \( \eta_\omega = \min \left\{ \frac{1}{\beta}, \frac{\mu^2 \eta_z + 6 \eta_\omega \eta_z C^2 \mu}{\text{det}(\nabla^2) \cdot \text{det}(\nabla)} \right\} \) and \( \eta_z = \min \left\{ \frac{1}{C}, \frac{dG^2 N}{2 \mu} \right\} \). Combining the terms, we have

\[
\frac{1}{N} \sum_{k=2}^{N} (\mathbb{E}[\Phi(\omega_k)] - \mathbb{E}[\Phi(\omega_{k-1})]) \leq \mathcal{O} \left( \max \left\{ \mathcal{G}_2^2, \mathcal{G}_z^2 \right\} \ln \left( \frac{dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m}}{N} \right) \right) + \mathcal{O} \left( \frac{1}{\mu N} \right) - \frac{\eta_\omega}{2} \sum_{k=2}^{N} \mathbb{E} \left[ \| \nabla_\omega \Phi(\omega_k) \|^2 \right].
\]

Rearranging the terms, we have

\[
\frac{1}{N} \sum_{k=2}^{N} \mathbb{E} \left[ \| \nabla_\omega \Phi(\omega_k) \|^2 \right] \leq \mathcal{O} \left( \max \left\{ \mathcal{G}_2^2, \mathcal{G}_z^2 \right\} \ln \left( \frac{dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m}}{N} \right) \right) + \mathcal{O} \left( \frac{1}{\mu N} \right). \quad \square
\]

### C Extension to Multi-Agent Actor-Critic

The algorithm and the analysis developed in this paper can be extended to various reinforcement learning settings. We extend the results to cooperative multi-agent reinforcement learning (MARL) as an example. To our best knowledge, this is the first finite-sample analysis for decentralized multi-agent primal-dual actor-critic algorithms.

We consider a multi-agent discounted Markov decision process (MDP), denoted by the tuple \( \mathcal{M} = (\mathcal{S}, \mathcal{A}_i^A, \mathcal{P}, \mathcal{R}_i^A, \gamma) \), where \( A \) is the number of agents. While the agents share the same state space, they may have different action spaces. Thus we use \( \mathcal{A}_i, \mathcal{R}_i \) to denote agent \( i \)'s action space and reward function, respectively. The transition kernel \( \mathcal{P} : \mathcal{S} \times \{\mathcal{A}_i\} \rightarrow \mathcal{S} \) is then determined by the shared state and the joint action. While this MDP may prescribe various multi-agent reinforcement learning settings under different tasks, we assume that the agents are fully cooperative, where the common goal is to maximize the sum of their expected cumulative discounted rewards

\[
\mathbb{E}_{s_0} \mathbb{E}_\pi \left[ \sum_{i=1}^{A} \sum_{t=0}^{\infty} \gamma^t R_i(s_t, a'_t) \right].
\]

Further, we model the interaction between agents with a network, described by a doubly stochastic matrix \( C \in \mathbb{R}^{A \times A} \) where each entry is between 0 and 1. This matrix captures the communication network among the agents as \( C_{ij} \), \( 1 \leq i, j \leq A, i \neq j \), which characterizes the extent that agent \( j \) influences agent \( i \). Let \( \lambda_i(\cdot) \) denote the \( i \)-th largest eigenvalue of \( C \). Since \( C \) is doubly stochastic, \( \lambda_1(C) = 1 \). To ensure that this networked multi-agent extension is well-defined (for example, to eliminate the case where no agent communicates), we maintain the following assumption on the network topology.

**Assumption C.1.** The communication matrix \( C \in \mathbb{R}^{A \times A} \) is doubly stochastic (\( C^T = C, \sum_{i=1}^{A} C_{ji} = 1 \) for \( j = 1, \ldots, A \)). Further, \( \lambda = \max\{\lambda_2(C), \lambda_\infty(C)\} < 1 \).
D.1 Notations

Let \( \omega_i \) and \( z_i \) be the local parameter held by agent \( i \). We choose \( \frac{1}{N} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\nabla_{\omega} \Phi(\omega_k^i)||^2 \) as our convergence criteria. When the collective cumulative gradient norm of the envelop function is bounded, each agent’s cumulative gradient norm must also be bounded.

We first define a few notations needed for simplicity. Let \( W_k = [\omega_1, \ldots, \omega_A]^T \), \( \hat{W}_k = [\hat{\omega}_1, \ldots, \hat{\omega}_A]^T \), \( Z_k = [z_1, \ldots, z_A]^T \), \( \hat{Z}_k = [\hat{z}_1, \ldots, \hat{z}_A]^T \). Then the multi-agent update rules (counterpart of line 6-9 in Algorithm 1), with each agent communicating \( t \) times on each update, can be formulated as

\[
\hat{W}_k = W_{k-1} C^t - \eta \omega \sqrt{H_k^{-1} \hat{g}_\omega \left( \hat{W}_{k-1}, \hat{Z}_{k-1} \right)}, \\
W_k = C^t \left( W_{k-1} - \eta \omega \sqrt{H_k^{-1} \hat{g}_\omega \left( \hat{W}_k, \hat{Z}_k \right)} \right), \\
\hat{Z}_k = Z_{k-1} C^t + \eta \omega \sqrt{H_k^{-1} \hat{g}_z \left( \hat{W}_{k-1}, \hat{Z}_{k-1} \right)}, \\
Z_k = C^t \left( Z_{k-1} + \eta \omega \sqrt{H_k^{-1} \hat{g}_Z \left( \hat{W}_k, \hat{Z}_k \right)} \right).
\]

We now describe the full algorithm for the multi-agent extension in Algorithm 2.

Recall in Theorem 5.2 we stated that under Assumption C.1, we have

\[
\frac{1}{N} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\nabla_{\omega} \Phi(\omega_k^i)||^2 \leq O \left( \frac{A}{(1-\lambda)N} \right) + O \left( \frac{A \max \{ \hat{G}^2_\omega, \hat{G}^2_z \} \ln \left( \frac{dN G^2 + \frac{1}{M} \sum_{m=1}^{M} \xi_{p_m}^2 }{N (1-\lambda)} \right) }{N (1-\lambda)} \right).
\]

Important ingredients in the convergence of single-agent actor-critic, such as large batch size \( M \), continue to be crucial for fast multi-agent convergence, as is shown in Theorem 5.2. Moreover, the communication matrix is essential for fast convergence by the \( O(\frac{A \ln(N)}{(1-\lambda)N}) \) convergence rate. In particular, the convergence is faster when the second to the maximum eigenvalue \( \lambda \) is smaller, which suggests the importance of communication in multi-agent reinforcement learning.

In the following sections, we give the proof of the above convergence guarantee.

D Convergence analysis for multi-agent case

D.1 Notations

Let \( e_i = [0, \ldots, 1, \ldots, 0] \), the \( i \)-th canonical basis vector and \( \mathbb{1}_A \) be a vector of length \( A \) where every entry is 1. Let \( \bar{\omega} = \frac{1}{A} \sum_{i=1}^{A} \omega_i \), \( \bar{\hat{\omega}} = \frac{1}{A} \sum_{i=1}^{A} \hat{\omega}_i \), \( \bar{z} = \frac{1}{A} \sum_{i=1}^{A} z_i \), \( \bar{\hat{z}} = \frac{1}{A} \sum_{i=1}^{A} \hat{z}_i \).

D.2 Auxiliary Lemma

Lemma D.1 (Lemma 5, Lian et al. [2017]). Under Assumption C.1,

\[
\left\| \frac{\mathbb{1}_A}{A} - C^t e_i \right\|^2 \leq \lambda^t.
\]
Algorithm 2 Adaptive SGDA (ASGDA)

1: **Input:** Learning rates $\eta_{\omega}, \eta_{z} = (\eta_{u}, \eta_{\theta})$, batch size $M$, $H_0 = I$, $z = (u, \theta)$, $\hat{G}_z = G + \xi (D + \frac{1}{\gamma}D_G^2) \cdot (D_u^2 + D_\theta^2)$, $\hat{G}_\theta = G + \xi (D + 2D_\omega)^2$
2: for $k = 1, \ldots, N$ do
3: Start from $s \sim \alpha_k(s)$ where $\alpha_k$ is parametrized by $u_k$, collect samples $\tau_k = \{s_t, a_t, r_t, s_{t+1}\}_{t=0}^M$ following policy $\pi_k$ parametrized by $\hat{\theta}_{k-1}$
   4: $\frac{g_\omega(\hat{\omega}_k, z_k)}{g_z(\hat{\omega}_k, z_k)} = \nabla_\omega L(\hat{\omega}_k, \hat{u}_k, \hat{\theta}_k, \tau_k)$
   5: $\frac{g_z(\hat{\omega}_k, z_k)}{g_z(\hat{\omega}_k, z_k)} = \nabla_z L(\hat{\omega}_k, \hat{u}_k, \hat{\theta}_k, \tau_k)$
   6: $\hat{W}_k = W_{k-1}C^t - \eta_\omega \sqrt{H_{k-1}^{-1}} g_\omega (\hat{W}_{k-1}, \hat{Z}_{k-1})$
   7: $W_k = C^t \left( W_{k-1} - \eta_\omega \sqrt{H_{k-1}^{-1}} g_\omega (\hat{W}_{k-1}, \hat{Z}_{k-1}) \right)$
   8: $\hat{Z}_k = Z_{k-1}C^t + \eta_\omega \sqrt{H_{k-1}^{-1}} g_z (\hat{W}_{k-1}, \hat{Z}_{k-1})$
   9: $Z_k = C^t \left( Z_{k-1} + \eta_\omega \sqrt{H_{k-1}^{-1}} g_z (\hat{W}_{k-1}, \hat{Z}_{k-1}) \right)$
10: $g_{\omega,0:k} = \frac{1}{\sqrt{2G_\omega}} [g_{\omega,0:k-1}, g_\omega (\hat{\omega}_k, \hat{z}_k)]$
11: $h_{\omega,k,i} = \|g_{\omega,0:k,i}\|^2, i = 1, \ldots, d$
12: $H_{\omega,k} = \text{Diag}(h_{\omega,k}) + \frac{1}{2} I$
   13: $g_{z,0:k} = \frac{1}{\sqrt{2G_z}} [g_{z,0:k-1}, g_z (\hat{\omega}_k, \hat{z}_k)]$
14: $h_{z,k,i} = \|g_{z,k,i}\|^2, i = 1, \ldots, d$
15: $H_{z,k} = \text{Diag}(h_{z,k-1}) + \frac{1}{2} I$
16: end for

D.3 Proof of Lemma D.2

**Lemma D.2.** Under Assumption 5.1 [5.2 [5.1 [5.1]

\[
\Phi(\omega_k^i) - \Phi(\hat{\omega}_k) \leq \frac{6\eta_\omega C^2}{\mu} (\Phi(\hat{\omega}_k) - L(\hat{\omega}_k, \hat{z}_k)) + 3\eta_\omega C^2 \|\hat{\omega}_k - \hat{\omega}_k\|^2 + \frac{\beta}{2} \|\hat{\omega}_k - \omega_k^i\|^2
\]

\[
+ \frac{3\eta_\omega C^2}{A} \sum_{i=1}^{A} \|\hat{\omega}_k - \hat{\omega}_k^i\|^2 + \frac{3\eta_\omega C^2}{A} \sum_{i=1}^{A} \|\hat{z}_k - \hat{z}_k^i\|^2 + \frac{3\eta_\omega}{A} \sum_{i=1}^{A} \|\hat{\omega}_k^i - \omega_k^i\|^2
\]

\[
+ \frac{6\eta_\omega}{A(1-\lambda)} \sum_{i=1}^{A} \left( \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega (\hat{\omega}_k^i, \hat{z}_k^i) \right)^2 - \frac{\eta_\omega}{2} \|\nabla \Phi(\hat{\omega}_k)\|^2.
\]

**Proof.** By Proposition A.1 for $i \in [A]$,

\[
\Phi(\omega_k^i) - \Phi(\hat{\omega}_k) \leq - \langle \nabla \Phi(\hat{\omega}_k), \hat{\omega}_k - \omega_k^i \rangle + \frac{\beta}{2} \|\hat{\omega}_k - \omega_k^i\|^2.
\]
By the update rule of the algorithm and $W_0 = 0$ and $C^t\mathbb{I}_A = \mathbb{I}_A$,
\[
\hat{\omega}_k - \omega^i_k = W_0 C^t \mathbb{I}_A - \frac{\eta}{A} \sum_{j=1}^{k} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \mathbb{I}_A
\]
\[
- \left( W_0 C^t e_i - \eta \sum_{j=1}^{k} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) C^{t(j-k)} e_i \right)
\]
\[
= \eta \sum_{j=1}^{k} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right).
\]

By the identity that $\langle a, b \rangle = \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2 - \frac{1}{2} \|a - b\|^2$
\[
\langle \nabla \Phi(\hat{\omega}_k), \hat{\omega}_k - \omega^i_k \rangle
\]
\[
= \frac{\eta}{2} \left\| \nabla \Phi(\hat{\omega}_k) - \sum_{j=1}^{k} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right) \right\|^2 - \frac{\eta}{2} \| \nabla \Phi(\hat{\omega}_k) \|^2.
\]

We then decompose $\nabla \Phi(\hat{\omega}_k) - \sum_{j=1}^{k} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right)$ as
\[
\nabla \Phi(\hat{\omega}_k) - \sum_{j=1}^{k} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right)
\]
\[
= \left( \nabla \Phi(\hat{\omega}_k) - \nabla L \left( \hat{\omega}_k, \bar{z}_k \right) \right) + \left( \nabla L \left( \hat{\omega}_k, \bar{z}_k \right) - \frac{1}{A} \sum_{i=1}^{A} \hat{g}_\omega \left( \hat{\omega}_i, \bar{z}_k \right) \right)
\]
\[
+ \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) C^t e_i - \sum_{j=1}^{k-1} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right) \right).
\]

Using the inequalities $(a + b + c)^2 \leq 3a^2 + 3b^2 + 3c^2$ and $(a + b)^2 \leq 2a^2 + 2b^2$,
\[
\langle \nabla \Phi(\hat{\omega}_k), \hat{\omega}_k - \omega^i_k \rangle
\]
\[
\leq \frac{3\eta}{2} \left\| \nabla \Phi(\hat{\omega}_k) - \nabla L \left( \hat{\omega}_k, \bar{z}_k \right) \right\|^2 + \frac{3\eta}{2} \left\| \nabla L \left( \hat{\omega}_k, \bar{z}_k \right) - \frac{1}{A} \sum_{i=1}^{A} \hat{g}_\omega \left( \hat{\omega}_i, \bar{z}_k \right) \right\|^2
\]
\[
+ \frac{3\eta}{2} \left\| \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) C^t e_i - \sum_{j=1}^{k-1} \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right) \right\|^2
\]
\[
- \frac{\eta}{2} \| \nabla \Phi(\hat{\omega}_k) \|^2
\]
\[
\leq \frac{3\eta}{2} \left\| \nabla \Phi(\hat{\omega}_k) - \nabla L \left( \hat{\omega}_k, \bar{z}_k \right) \right\|^2 + \frac{3\eta}{2} \left\| \nabla L \left( \hat{\omega}_k, \bar{z}_k \right) - \frac{1}{A} \sum_{i=1}^{A} \hat{g}_\omega \left( \hat{\omega}_i, \bar{z}_k \right) \right\|^2
\]
\[
+ \frac{3\eta}{2} \sum_{j=1}^{k-1} \left\| \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right) \right\|^2
\]
\[
+ \frac{3\eta}{2} \sum_{j=1}^{k-1} \left\| \left( I + \sqrt{H^{-1}_j} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \left( C^{t(k+1-j)} e_i - \frac{\mathbb{I}_A}{A} \right) \right\|^2
\]
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\[ + 3\eta_\omega \left\| \left( I + \sqrt{H_j^{-1}} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) C^i e_i \right\|^2 - \frac{\eta_\omega}{2} \| \nabla \Phi(\omega_k) \|^2. \]

For the first term, by Assumption 5.2 and Assumption 5.1 which implies quadratic growth from Appendix A of Karimi et al. [2016],

\[
\frac{3\eta_\omega}{2} \left\| \nabla \Phi(\omega_k) - \nabla \omega L(\omega_k, \check{z}_k) \right\|^2
= 3\eta_\omega \left\| \nabla \Phi(\omega_k) - \nabla \omega L(\omega_k, \check{z}_k) \right\|^2 + 3\eta_\omega \left\| \nabla \omega L(\omega_k, \check{z}_k) - \nabla \omega L(\hat{\omega}_k, \check{z}_k) \right\|^2
\leq \frac{6\eta_\omega C^2}{\mu} \left( \Phi(\omega_k) - L(\omega_k, \check{z}_k) \right) + 3\eta_\omega C^2 \| \hat{\omega}_k - \hat{\omega}_k \|^2.
\]

By Jensen inequality and Assumption 5.2 Lemma A.3

\[
\frac{3\eta_\omega}{2} \left\| \nabla \omega L(\hat{\omega}_k, \check{z}_k) - \frac{1}{A} \sum_{i=1}^A \hat{g}_\omega (\hat{\omega}^i_k, \check{z}^i_k) \right\|^2
\leq \frac{3\eta_\omega}{2A} \sum_{i=1}^A \left\| \nabla \omega L(\hat{\omega}_k, \check{z}_k) - \hat{g}_\omega (\hat{\omega}^i_k, \check{z}^i_k) \right\|^2
\leq \frac{3\eta_\omega C^2}{A} \sum_{i=1}^A \| \check{z}_k - \check{z}^i_k \|^2 + \frac{3\eta_\omega C^2}{A} \sum_{i=1}^A \| \check{z}^i_k - \check{z}^i_k \|^2 + \frac{3\eta_\omega}{A} \sum_{i=1}^A \| \epsilon (\hat{\omega}^i_k, \check{z}^i_k) \|^2.
\]

For the third term, by Lemma D.1 we have \( \| C^{(k+1-j)} e_i - \frac{\hat{z}^i_k}{A} \|^2 \leq \lambda^{t(k-j)} \). For the fourth term, notice that since \( C \) is a symmetric matrix \( \| C^{(k-j)} e_i \|^2 \leq \lambda^{t(k-j)} \). Thus, by the Cauchy-Schwarz inequality, these two terms are upper bounded by

\[
6\eta_\omega \sum_{j=1}^k \left\| \left( I + \sqrt{H_j^{-1}} \right) \hat{g}_\omega \left( \hat{W}_j, \hat{Z}_j \right) \right\|^2 \lambda^{t(k-j)} \leq \frac{6\eta_\omega}{A} \sum_{i=1}^A \sum_{j=1}^k \left\| \left( I + \sqrt{H_j^{-1}} \right) \hat{g}_\omega (\hat{\omega}^i_j, \hat{z}^i_j) \right\|^2 \lambda^{t(k-j)}
\]

\[
\leq \frac{6\eta_\omega}{A} \sum_{i=1}^A \left\| \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega (\hat{\omega}^i_k, \hat{z}^i_k) \right\|^2 \sum_{h=0}^{\infty} \lambda^h
\leq \frac{6\eta_\omega}{A (1 - \lambda)} \sum_{i=1}^A \left\| \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega (\hat{\omega}^i_k, \hat{z}^i_k) \right\|^2.
\]

Combining the terms, we have

\[
\Phi(\omega_k^i) - \Phi(\omega_k) \leq \frac{6\eta_\omega C^2}{\mu} \left( \Phi(\omega_k) - L(\omega_k, \check{z}_k) \right) + 3\eta_\omega C^2 \| \hat{\omega}_k - \hat{\omega}_k \|^2 + \frac{\beta}{2} \| \check{z}_k - \check{z}_k \|^2
+ \frac{3\eta_\omega C^2}{A} \sum_{i=1}^A \| \hat{\omega}^i_k - \hat{\omega}^i_k \|^2 + \frac{3\eta_\omega C^2}{A} \sum_{i=1}^A \| \check{z}^i_k - \check{z}^i_k \|^2 + \frac{3\eta_\omega}{A} \sum_{i=1}^A \| \epsilon (\hat{\omega}^i_k, \check{z}^i_k) \|^2
+ \frac{6\eta_\omega}{A (1 - \lambda)} \sum_{i=1}^A \left\| \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega (\hat{\omega}^i_k, \hat{z}^i_k) \right\|^2 - \frac{\eta_\omega}{2} \| \nabla \Phi(\omega_k) \|^2. \]

\]
D.4 Proof of Lemma D.3

**Lemma D.3.** Under Assumption 5.2 and with Algorithm 1, we have

\[
\Phi(\hat{\omega}_k) - \Phi(\hat{\omega}_{k-1}) \leq \frac{3\eta_\omega C^2}{\mu} \left( \Phi(\hat{\omega}_{k-1}) - L(\hat{\omega}_{k-1}, \hat{z}_{k-1}) \right) + \frac{3\eta_\omega C^2}{2} \sum_{i=1}^A \|\hat{\omega}_{k-1} - \hat{\omega}_i\|^2 
+ \frac{3\eta_\omega C^2}{2} \sum_{i=1}^A \|\hat{z}_{k-1} - \hat{z}_i\|^2 + \frac{12\eta_\omega + \beta \eta_\omega}{2} \sum_{i=1}^A \left\| \sqrt{H_k}^{-1} \hat{g}_\omega(\hat{\omega}_i, \hat{z}_i) \right\|^2,
\]

and

\[
L(\hat{\omega}_{k-1}, \hat{z}_{k-1}) - L(\hat{\omega}_k, \hat{z}_k) \leq \frac{\eta_\omega dG^2}{2} + \frac{C\eta_\omega^2 + \eta_\omega}{2} \sum_{i=1}^A \left\| \left( I + \sqrt{H_{k-1}^{-1}} \right) \hat{g}_\omega(\hat{\omega}_{k-1}, \hat{z}_{k-1}) \right\|^2.
\]

**Proof.** By Assumption 5.2 and Proposition A.1, we have

\[
\Phi(\hat{\omega}_k) - \Phi(\hat{\omega}_{k-1}) \leq \langle \nabla_\omega \Phi(\hat{\omega}_{k-1}), \hat{\omega}_k - \hat{\omega}_{k-1} \rangle + \frac{\beta}{2} \|\hat{\omega}_k - \hat{\omega}_{k-1}\|^2.
\]

By the update rules of Algorithm 1, we have

\[
\hat{\omega}_k - \hat{\omega}_{k-1} = -\eta_\omega \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega \left( \hat{W}_k, \hat{Z}_k \right) \frac{I_A}{A}.
\]

By the identity \(\langle a, b \rangle = \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2 - \frac{1}{2} \|a - b\|^2\), Assumption 5.2, and the fact that Assumption 5.1 implies quadratic growth, we have

\[
\langle \nabla_\omega \Phi(\hat{\omega}_{k-1}), \hat{\omega}_k - \hat{\omega}_{k-1} \rangle 
\leq \frac{\eta_\omega}{2} \left\| \nabla_\omega \Phi(\hat{\omega}_{k-1}) - \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega \left( \hat{W}_k, \hat{Z}_k \right) \frac{I_A}{A} \right\|^2 
\leq \frac{3\eta_\omega}{2} \left\| \nabla_\omega \Phi(\hat{\omega}_{k-1}) - \nabla_\omega L(\hat{\omega}_{k-1}, \hat{z}_{k-1}) \right\|^2 
+ \frac{3\eta_\omega}{2} \sum_{i=1}^A \left\| \nabla_\omega L(\hat{\omega}_{k-1}, \hat{z}_{k-1}) - \hat{g}_\omega(\hat{\omega}_i, \hat{z}_i) \right\|^2 
+ \frac{12\eta_\omega + \beta \eta_\omega}{2} \sum_{i=1}^A \left\| \sqrt{H_k}^{-1} \hat{g}_\omega(\hat{\omega}_i, \hat{z}_i) \right\|^2
\]

\[
\leq \frac{3\eta_\omega C^2}{2} \left\| f^*(\hat{\omega}_{k-1}) - \hat{\omega}_{k-1} \right\|^2 + \frac{3\eta_\omega}{2} \sum_{i=1}^A \left\| \nabla_\omega L(\hat{\omega}_{k-1}, \hat{z}_{k-1}) - \hat{g}_\omega(\hat{\omega}_i, \hat{z}_i) \right\|^2 
+ \frac{12\eta_\omega + \beta \eta_\omega}{2} \sum_{i=1}^A \left\| \sqrt{H_k}^{-1} \hat{g}_\omega(\hat{\omega}_i, \hat{z}_i) \right\|^2
\]

\[
\leq \frac{3\eta_\omega C^2}{\mu} \left( \Phi(\hat{\omega}_{k-1}) - L(\hat{\omega}_{k-1}, \hat{z}_{k-1}) \right) + \frac{3\eta_\omega}{2} \sum_{i=1}^A \left\| \nabla_\omega L(\hat{\omega}_{k-1}, \hat{z}_{k-1}) - \hat{g}_\omega(\hat{\omega}_i, \hat{z}_i) \right\|^2 
+ \frac{12\eta_\omega + \beta \eta_\omega}{2} \sum_{i=1}^A \left\| \sqrt{H_k}^{-1} \hat{g}_\omega(\hat{\omega}_i, \hat{z}_i) \right\|^2.
\]
Combining the terms and by Assumption [5.2, Lemma [A.3] we have the first inequality

\[ \Phi(\tilde{\omega}) - \Phi(\tilde{\omega}_k) \leq \frac{3\eta_w C^2}{\mu} \left( \Phi(\tilde{\omega}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \right) + \frac{3\eta_w}{2} \sum_{i=1}^{A} \left\| \nabla_{\omega} L(\tilde{\omega}_k, \tilde{z}_k) - \hat{g}_\omega \left( \tilde{\omega}_k^i, \tilde{z}_k^i \right) \right\|^2 \\
+ \frac{12\eta_w + \beta \eta_w^2}{2} \sum_{i=1}^{A} \left\| \sqrt{H_k^{-1}} \hat{g}_\omega \left( \tilde{\omega}_k^i, \tilde{z}_k^i \right) \right\|^2 \\
\leq \frac{3\eta_w C^2}{\mu} \left( \Phi(\tilde{\omega}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \right) + \frac{3\eta_w C^2}{2} \sum_{i=1}^{A} \left\| \tilde{\omega}_k - \tilde{\omega}_k^i \right\|^2 \\
+ \frac{3\eta_w C^2}{2} \sum_{i=1}^{A} \left\| \tilde{z}_k - \tilde{z}_k^i \right\|^2 + \frac{12\eta_w + \beta \eta_w^2}{2} \sum_{i=1}^{A} \left\| \sqrt{H_k^{-1}} \hat{g}_\omega \left( \tilde{\omega}_k^i, \tilde{z}_k^i \right) \right\|^2. \]

For the second statement, by Assumption [5.2]

\[ L(\tilde{\omega}_k, \tilde{z}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \leq \langle \nabla_{\omega} L(\tilde{\omega}_k, \tilde{z}_k), \tilde{w}_k - \tilde{w}_k \rangle + \frac{C}{2} \left\| \tilde{w}_k - \tilde{w}_k \right\|^2. \]

By the multi-agent update rules,

\[ \tilde{w}_k - \tilde{w}_k = \eta_w \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega \left( \tilde{W}_k, \tilde{Z}_k \right) \frac{I_A}{A}. \]

Lastly, the last inequality can be derived by the identity \( \langle a, b \rangle = \frac{1}{2} \| a \|^2 + \frac{1}{2} \| b \|^2 - \frac{1}{2} \| a - b \|^2, \)

\[ L(\tilde{\omega}_k, \tilde{z}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \leq \frac{\eta_w}{2} \| \nabla_{\omega} L(\tilde{\omega}_k, \tilde{z}_k) \|^2 + \frac{C \eta_{z}^2 + \eta_{\omega}^2}{2} \left\| \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega \left( \tilde{W}_k, \tilde{Z}_k \right) \frac{I_A}{A} \right\|^2 \\
\leq \frac{\eta_{z} dG_{z}^2}{2} + \frac{C \eta_{z}^2 + \eta_{\omega}^2}{2} \sum_{i=1}^{A} \left\| \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega \left( \tilde{\omega}_k, \tilde{z}_k^i \right) \right\|^2. \]

\[ \square \]

D.5 Proof of Lemma [D.4]

**Lemma D.4.** Under Assumption [5.2] and with Algorithm 1,

\[ \frac{1}{N} \sum_{k=2}^{N} \left( \Phi(\tilde{\omega}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \right) \leq \frac{B_1}{N - N (1 - \mu \eta_{\omega})} \left( 1 + \frac{3\eta_{z} C^2}{\mu} \right) + \frac{\eta_{z} dG_{z}^2 (1 - \mu \eta_{z})}{2} \\
+ O \left( A \max \left\{ \hat{G}_{\omega}, \hat{G}_{z}^2 \right\} \ln \left( \frac{dN G^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m}}{N} \right) \right) + O \eta_{z}^2 AdG^2, \]

where \( B_1 \) is a constant.

**Proof.** By Assumption [5.2] we have

\[ L(\tilde{\omega}_k, \tilde{z}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \leq \langle \nabla_{\omega} L(\tilde{\omega}_k, \tilde{z}_k), \tilde{z}_k - \tilde{z}_k \rangle + \frac{C}{2} \| \tilde{z}_k - \tilde{z}_k \|^2. \]
By the multi-agent update rules of Algorithm 1,
\[ \bar{z}_{k-1} - \bar{z}_k = -\eta_z \left( I + \sqrt{H_{k-1}^{-1}} \right) \hat{g}_z(\bar{W}_{k-1}, \bar{Z}_{k-1}) \frac{I_A}{A}. \]

Using the identity \((a, b) = \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2 - \frac{1}{2} \|a - b\|^2\), Assumption 5.2, Lemma A.3 and our choice of step size \(0 < \eta_z \leq \frac{1}{\sigma}\),
\[
\langle \nabla_z L(\bar{w}_k, \bar{z}_k), \bar{z}_{k-1} - \bar{z}_k \rangle + \frac{C}{2} \| \bar{z}_{k-1} - \bar{z}_k \|^2 \\
\leq \frac{\eta_z}{2} \left\| \nabla_z L(\bar{w}_k, \bar{z}_k) - \left( I + \sqrt{H_{k-1}^{-1}} \right) \hat{g}_z(\bar{W}_{k-1}, \bar{Z}_{k-1}) \frac{I_A}{A} \right\|^2 \\
- \frac{\eta_z}{2} \left\| \nabla L(\bar{w}_k, \bar{z}_k) \right\|^2 \\
+ \frac{C \eta_z^2 - \eta_z}{2} \left\| \left( I + \sqrt{H_{k-1}^{-1}} \right) \hat{g}_z(\bar{W}_{k-1}, \bar{Z}_{k-1}) \frac{I_A}{A} \right\|^2 \\
\leq \eta_z \sum_{i=1}^A \left\| \nabla L(\bar{w}_k, \bar{z}_k) - \hat{g}_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 \\
+ \frac{C \eta_z^2 - \eta_z}{2} \sum_{i=1}^A \left\| \hat{g}_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 \\
\leq 2 \eta_z C^2 \sum_{i=1}^A \left\| \bar{w}_k - \bar{w}_k^{(i)} \right\|^2 \\
+ 2 \eta_z C^2 \sum_{i=1}^A \left\| \bar{z}_k - \bar{z}_k^{(i)} \right\|^2 \\
+ 2 \eta_z \sum_{i=1}^A \left\| \epsilon_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 \\
+ C \eta_z^2 \sum_{i=1}^A \left\| \sqrt{H_{k-1}^{-1}} \hat{g}_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 \\
- \frac{\eta_z}{2} \left\| \nabla_z L(\bar{w}_k, \bar{z}_k) \right\|^2 .
\]

By Assumption 5.1
\[
\frac{\eta_z}{2} \left\| \nabla_z L(\bar{w}_k, \bar{z}_k) \right\|^2 \geq \mu \eta_z \left( \Phi(\bar{w}_k) - L(\bar{w}_k, \bar{z}_k) \right).
\]

Thus, rearranging the terms, we have
\[
\mu \eta_z \left( \Phi(\bar{w}_k) - L(\bar{w}_k, \bar{z}_k) \right) \\
\leq L(\bar{w}_k, \bar{z}_k) - L(\bar{w}_k, \bar{z}_k) + 2 \eta_z C^2 \sum_{i=1}^A \left\| \bar{w}_k - \bar{w}_k^{(i)} \right\|^2 \\
+ 2 \eta_z \sum_{i=1}^A \left\| \epsilon_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 \\
+ C \eta_z^2 \sum_{i=1}^A \left\| \sqrt{H_{k-1}^{-1}} \hat{g}_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 .
\]

Rearranging the terms again,
\[
\Phi(\bar{w}_k) - L(\bar{w}_k, \bar{z}_k) \\
\leq (1 - \mu \eta_z) \left( \Phi(\bar{w}_k) - L(\bar{w}_k, \bar{z}_k) \right) + 2 \eta_z C^2 \sum_{i=1}^A \left\| \bar{w}_k - \bar{w}_k^{(i)} \right\|^2 \\
+ 2 \eta_z \sum_{i=1}^A \left\| \epsilon_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 \\
+ C \eta_z^2 \sum_{i=1}^A \left\| \sqrt{H_{k-1}^{-1}} \hat{g}_z(\bar{w}_k^{(i)}, \bar{z}_k^{(i)}) \right\|^2 .
\]
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Notice that we can decompose \( \Phi(\tilde{\omega}_k) - L(\tilde{\omega}_k, \tilde{z}_{k-1}) \) as

\[
\Phi(\tilde{\omega}_k) - L(\tilde{\omega}_k, \tilde{z}_{k-1}) = (\Phi(\tilde{\omega}_{k-1}) - L(\tilde{\omega}_{k-1}, \tilde{z}_{k-1})) + (\Phi(\tilde{\omega}_k) - \Phi(\tilde{\omega}_{k-1})) + (L(\tilde{\omega}_{k-1}, \tilde{z}_{k-1}) - L(\tilde{\omega}_k, \tilde{z}_{k-1})).
\]

Then by Lemma D.3 we have

\[
\Phi(\tilde{\omega}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \leq (1 - \mu \eta_z) \left(1 + \frac{3 \eta_w C^2}{\mu}\right) \left(\Phi(\tilde{\omega}_{k-1}) - L(\tilde{\omega}_{k-1}, \tilde{z}_{k-1})\right) + \frac{\eta_z d G_z^2 (1 - \mu \eta_z)}{2}
\]

\[
+ \frac{(12 \eta_w + \beta \eta_w^2) (1 - \mu \eta_z)}{2} \sum_{i=1}^A \left\| \frac{1}{\sqrt{H_k}} \tilde{g}_w(\tilde{\omega}_k, \tilde{z}_k)\right\|^2 + \frac{3 \eta_w C^2 (1 - \mu \eta_z)}{2} \sum_{i=1}^A \left\| \tilde{\omega}_k - \tilde{\omega}^i_k \right\|^2
\]

\[
+ \frac{3 \eta_w C^2 (1 - \mu \eta_z)}{2} \sum_{i=1}^A \left\| \tilde{z}_k - \tilde{z}^i_k \right\|^2 + 2 \eta_w C^2 \sum_{i=1}^A \left\| \tilde{\omega}_k - \tilde{\omega}^i_{k-1} \right\|^2
\]

\[
+ 2 \eta_w C^2 \sum_{i=1}^A \left\| \tilde{z}_k - \tilde{z}^i_{k-1} \right\|^2 + \frac{(C \eta^2 + \eta_z) (1 - \mu \eta_z)}{2} \sum_{i=1}^A \left\| (I + \sqrt{H_k^{-1}}) \tilde{g}_w(\tilde{\omega}^i_{k-1}, \tilde{z}^i_{k-1})\right\|^2
\]

\[
+ 2 \eta_z \sum_{i=1}^A \left\| \epsilon_z(\tilde{\omega}^i_{k-1}, \tilde{z}^i_{k-1})\right\|^2 + \frac{C \eta^2}{2} \sum_{i=1}^A \left\| \sqrt{H_k^{-1}} \tilde{g}_z(\tilde{\omega}^i_{k-1}, \tilde{z}^i_{k-1})\right\|^2.
\]

Let \( J_k \) denotes the terms from second term and \( B_k = \Phi(\tilde{\omega}_k) - L(\tilde{\omega}_k, \tilde{z}_k) \). Notice that by the definition of envelop function \( \Phi \), \( B_k \geq 0 \) for any \( k \). Summing over \( N \) iterations, we have

\[
\frac{1}{N} \sum_{k=2}^N B_k \leq (1 - \mu \eta_z) \left(1 + \frac{3 \eta_w C^2}{\mu}\right) \frac{1}{N} \sum_{k=1}^N B_k + \frac{\eta_z d G_z^2 (1 - \mu \eta_z)}{2} + \frac{1}{N} \sum_{k=2}^N J_k
\]

\[
\leq (1 - \mu \eta_z) \left(1 + \frac{3 \eta_w C^2}{\mu}\right) \left( B_1 + \frac{1}{N} \sum_{k=2}^N B_k \right) + \frac{\eta_z d G_z^2 (1 - \mu \eta_z)}{2} + \frac{1}{N} \sum_{k=2}^N J_k.
\]

Rearranging the terms,

\[
\frac{1}{N} \sum_{k=2}^N B_k \leq \frac{B_1}{N - N (1 - \mu \eta_z)} \left(1 + \frac{3 \eta_w C^2}{\mu}\right) + \frac{\eta_z d G_z^2 (1 - \mu \eta_z)}{2} + \frac{1}{N} \sum_{k=2}^N J_k.
\]

By the update rules of Algorithm 1 and Lemma A.2 we have

\[
\frac{1}{N} \sum_{k=2}^N J_k = \mathcal{O}\left( A \max \{ \hat{G}_w, \hat{G}_z \} \ln \left( d N G^2 + \frac{1}{M} \sum_{m=1}^M \xi \rho^{2m} \right) \right) + \mathcal{O}(\eta_w^2 AdG^2).
\]

D.6 Proof of Theorem 5.2

Recall that in Theorem 5.2 we claimed that under Assumption 5.1, 5.2, 5.3, 5.4, 5.5, C.1 and with Algorithm 1 \( \min \left\{ \frac{1}{2}, 2(1 - \lambda), \sqrt{\frac{1}{adG^2 N}} \right\}, \eta_z = \min \left\{ \frac{1}{\sqrt{adG^2 N}}, \frac{\mu}{\eta_w^2 d G_z^2} \right\}, \eta_z = \min \left\{ \frac{1}{\sqrt{adG^2 N}}, \frac{\mu}{\eta_w^2 d G_z^2} \right\}, \right. \)

\[
\frac{1}{N} \sum_{k=2}^N \sum_{i=1}^A \left\| \nabla_{\omega} \Phi(\tilde{\omega}_k) \right\|^2 \leq \mathcal{O}\left( \frac{A}{(1 - \lambda) N} \right) + \mathcal{O}\left( A \max \{ \hat{G}_w, \hat{G}_z \} \ln \left( d N G^2 + \frac{1}{M} \sum_{m=1}^M \xi \rho^{2m} \right) \right).
\]
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Proof. By Lemma [D.2] and summing over \( N \) iterations, for \( i \in [A] \), there exists a constant \( E_1 > 0 \) such that

\[
\frac{1}{N} \sum_{k=2}^{N} \Phi(\omega_k^i) - \Phi(\tilde{w}_k)
\leq \frac{6\eta_\omega C^2}{\mu N} \sum_{k=2}^{N} (\Phi(\tilde{w}_k) - L(\tilde{w}_k, \tilde{z}_k)) + \frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} ||\tilde{w}_k - \tilde{w}_k||^2 + \frac{\beta}{2N} \sum_{k=2}^{N} ||\tilde{w}_k - \omega_k^i||^2
\]

\[
+ \frac{6\eta_\omega C^2}{AN} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\tilde{w}_k - \omega_k^i||^2 + \frac{3\eta_\omega C^2}{AN} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\tilde{z}_k - \omega_k^i||^2 + \frac{3\eta_\omega}{AN} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\epsilon(\tilde{w}_k, \tilde{z}_k)||^2
\]

\[
+ \frac{6\eta_\omega}{AN (1 - \lambda)} \sum_{k=2}^{N} \sum_{i=1}^{A} \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega(\tilde{w}_k, \tilde{z}_k) = \frac{\eta_\omega}{2N} \sum_{k=2}^{N} ||\nabla \Phi(\tilde{w}_k)||^2
\]

\[
\leq \frac{6\eta_\omega C^2}{\mu N} \sum_{k=2}^{N} (\Phi(\tilde{w}_k) - L(\tilde{w}_k, \tilde{z}_k)) + \frac{3\eta_\omega C^2}{N} \sum_{k=2}^{N} ||\tilde{w}_k - \tilde{w}_k||^2 + \frac{\beta}{2N} \sum_{k=2}^{N} ||\tilde{w}_k - \omega_k^i||^2
\]

\[
+ \frac{6\eta_\omega C^2}{AN} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\tilde{w}_k - \omega_k^i||^2 + \frac{3\eta_\omega C^2}{AN} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\tilde{z}_k - \omega_k^i||^2 + \frac{3\eta_\omega}{AN} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\epsilon(\tilde{w}_k, \tilde{z}_k)||^2
\]

\[
+ \frac{6\eta_\omega}{AN (1 - \lambda)} \sum_{k=2}^{N} \sum_{i=1}^{A} \left( I + \sqrt{H_k^{-1}} \right) \hat{g}_\omega(\tilde{w}_k, \tilde{z}_k) = \frac{\eta_\omega}{2N} \sum_{k=2}^{N} ||\nabla \Phi(\tilde{w}_k)||^2
\]

\[
+ C_m \eta_\omega^2 \text{Ad} G^2.
\]

Define \( P_k = \sum_{i=1}^{A} \left( ||\nabla \omega \Phi(\omega_k^i)||^2 - ||\nabla \omega \Phi(\tilde{w}_k)||^2 \right) + \frac{1}{\eta_\omega (1 - \lambda)} \sum_{i=1}^{A} (\Phi(\omega_k^i) - \Phi(\tilde{w}_k)) \). Then summing over \( P_k + ||\nabla \omega \Phi(\tilde{w}_k)||^2 \), we have

\[
\frac{1}{N} \sum_{k=2}^{N} \sum_{i=1}^{A} ||\nabla \omega \Phi(\omega_k^i)||^2 \leq \frac{6C^2 B_1 A}{\mu N - \mu N (1 - \mu \eta)} \cdot \left( 1 + \frac{3\eta_\omega C^2}{\mu} \right) + \frac{3\eta_\omega A dG^2 A (1 - \mu \eta)}{\mu (1 - \lambda)}
\]

\[
- \frac{\eta_\omega A}{2N (1 - \lambda)} \sum_{k=2}^{N} ||\nabla \Phi(\tilde{w}_k)||^2 - \frac{A}{N} \sum_{k=2}^{N} ||\nabla \omega \Phi(\tilde{w}_k)||^2
\]

\[
+ \mathcal{O} \left( \frac{A \max \{ \hat{G}^2, \hat{G}^2 \} \ln \left( dNG^2 + \frac{1}{M} \sum_{m=1}^{M} \xi \rho^{2m} \right)}{N (1 - \lambda)} \right) + C_m \eta_\omega^2 \text{Ad} G^2.
\]

Since \( 0 < \lambda < 1 \), when \( \eta_\omega = \min \left\{ \frac{1}{2}, 2(1 - \lambda), \sqrt{\frac{1}{2 \eta_\omega C^2 N}} \right\} \), we have

\[
\frac{\eta_\omega A}{2N (1 - \lambda)} \sum_{k=2}^{N} ||\nabla \Phi(\tilde{w}_k)||^2 \geq \frac{\eta_\omega A}{2N (1 - \lambda)} \sum_{k=2}^{N} ||\nabla \Phi(\tilde{w}_k)||^2 \geq \frac{1}{2} \sum_{k=2}^{N} ||\nabla \Phi(\tilde{w}_k)||^2.
\]

When \( \eta_\omega = \min \left\{ \frac{1}{2}, \frac{\mu}{3C^2 \eta_\omega A (1 - \mu \eta)} \right\} \), we have

\[
\frac{3\eta_\omega A dG^2 A (1 - \mu \eta)}{\mu (1 - \lambda)} \leq \frac{1}{N (1 - \lambda)}.
\]
Combining the terms, we have the final result as

$$\frac{1}{N} \sum_{k=2}^{N} \sum_{i=1}^{A} \| \nabla_{\omega} \Phi(\omega_k^i) \|^2 \leq O \left( \frac{A}{(1 - \lambda) N} \right) + O \left( \frac{A \max\{\hat{G}^2, \hat{G}^2\} \ln \left( d N G^2 + \frac{1}{\pi} \sum_{m=1}^{M} \xi \rho^2 m \right)}{N (1 - \lambda)} \right).$$

E More experiment details

We study the performance of ASDGA with other commonly used adaptive gradient-based optimizers such as Adam and RMSProp. These adaptive gradient-based optimizers are commonly used in reinforcement learning algorithms and are known to be easier to tune compared to naive gradient descent. As is shown in Figure 1, our optimizer performs comparably well for most tasks and outperforms them some tasks such as Inverted Double Pendulum-v2. This highlights that our method is not only theoretically efficient but is also practically effective.

Figure 1: Learning curves for different optimizers on six OpenAI Gym continuous control tasks.