ABSTRACT
Federated learning (FL) is a distributed machine learning paradigm that allows clients to collaboratively train a model over their own local data. FL promises the privacy of clients and its security can be strengthened by cryptographic methods such as additively homomorphic encryption (HE). However, the efficiency of FL could seriously suffer from the statistical heterogeneity in both the data distribution discrepancy among clients and the global distribution skewness. We mathematically demonstrate the cause of performance degradation in FL and examine the performance of FL over various datasets. To tackle the statistical heterogeneity problem, we propose a pluggable system-level client selection method named Dubhe, which allows clients to proactively participate in training, meanwhile preserving their privacy with the assistance of HE. Experimental results show that Dubhe is comparable with the optimal greedy method on the classification accuracy, with negligible encryption and communication overhead.
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1 INTRODUCTION
In typical distributed machine learning systems, datasets are separated and distributed into homogeneous computing devices in an unbiased and independent and identically distributed (IID) manner to speed up computation. Nevertheless, in the other bottom-up structure, data are generated and collected in a non-identically distributed (non-IID) manner across the network by heterogeneous devices or parties, bringing great concern of data privacy [20, 29]. With decentralized computing devices and parties which are referred to as clients gaining usable computing resources, federated learning (FL), first proposed by Google [23], is becoming a feasible solution to train a global model without breaking the privacy demand. In this paradigm as shown in Figure 1, a portion of clients are selected in each training round. Each client locally performs a few iterations of training and only sends model updates to the central server. Then the global model is obtained by aggregating the collected local model updates, without private data leakage.

In situations where clients are massive mobile or IoT devices (e.g., up to $10^{10}$) [3] in FL, it is unrealistic to achieve full client participation. In practice, only a small fraction of clients participate in each training round, bringing the problem of client selection. Autonomy and privacy are two primary principles in designing a client selection algorithm. Clients in FL are often autonomous and under independent control [20], so each client is supposed to decide whether to participate in each training round. The privacy demand requires the selection method to maintain the privacy restrictions and avoid improving performance with the price of privacy.

Client selection methods can alleviate the performance degradation caused by the heterogeneity in FL. The storage, computational, and communication capabilities of each device in a FL system may...
differ due to variability in hardware, network connectivity and power, forming the system heterogeneity. Client selection strategies considering system heterogeneity can avoid stragglers and take full advantage of restricted system resources. Statistical heterogeneity is another source of heterogeneity, originated from the non-IID data collected by clients. In a FL system that has a monotonous training goal, there is a tug-of-war among different clients, with each client pulling the model to reflect its own data [15]. The adverse effects of statistical heterogeneity can be exacerbated when the partial client participation is biased from the full client participation, sharply accelerating the error convergence [5]. Moreover, the skewness in global data distribution is also fundamental and pervasive in FL, making the client participation much more biased, especially when clients are randomly selected in each round. Thus, there is an urgent need for client selection strategies that promise data unbiasedness in FL.

Client information can be leaked from any information transmitted between clients and the server as shown in Figure 1, including weights and data distribution. Without additional mechanisms, malicious clients/servers still have possibilities to reconstruct the local data or operate the “membership attack” [24] from the public shared models in a FL system. Once the data distribution of any client is leaked, GAN(Generative Adversarial Network)-based methods [14, 33] are able to reconstruct original data based on the data distribution, thereby weakening the differential privacy requirement [10, 29]. As a simple explanation, the leakage of label distributions of users’ data can directly give away personal flavors. Thus, there is still a great demand for algorithms to ensure no information leakage throughout FL, among which additively homomorphic encryption (HE) [26], notably the Paillier cryptosystem, has been widely used in current secure FL frameworks such as Fate [9]. With additively HE, any additive operations can be performed directly on ciphertexts, without decrypting them in advance. Thus, no information can be learned by any external party (including the server) during data transmission and aggregation.

Based on additively HE, we propose Dubhe, a proactive client selection system to achieve data unbiasedness without data information leakage. In Dubhe, each client enjoys the maximum autonomy, since each client decides whether to participate in each training round by its own calculated probability. The probability calculation method is shared by all clients, as a function of each client’s own data distribution and the global data distribution. In each round, the data distribution is transmitted between clients and the server through a well-designed encrypted vector, named registry in Dubhe, to guide the decisions of clients. The data unbiasedness, as well as the model accuracy is able to be further improved by tentative multi-time client selections before training. The main contributions of this work are as follows:

- We propose a multi-time selection method for client determination to further balance data in each round. The multi-time selection is also utilized in the parameter search process to enhance the precision of Dubhe.

Dubhe improves the accuracy by 58.7% on MNIST [19], 48.1% on CIFAR10 [18], and 84.4% on FEMNIST [1] compared with the optimal greedy method. With the multi-time selection process, the accuracy can be improved by another 69.5% (MNIST) and 18.8% (CIFAR10).

2 BACKGROUND AND RELATED WORK

In this section, we introduce the related work in the functionality (client selection), the dilemma (statistical heterogeneity), and the property (security promise) in Dubhe.

2.1 Client selection in FL

Smart client selection methods are able to solve existing problems in FL. FedCS in [25] actively manages the resources of heterogeneous clients by grouping clients based on their hardware and wireless resources in order to save communication resources. There are client selection methods aiming to improve the training performance in FL. FAVOR [30] uses a deep Q-learning model to select clients to maximize a reward that encourages the increase of accuracy and penalizes the use of more rounds. The framework in Astraea [8] acknowledges the access of data distribution of clients. It uses a greedy algorithm to balance data to reach the optimum in a global data imbalance setting. Y. J. Cho et.al [5] and J. Goetz et.al [11] propose to select clients based on the local loss of the global model on each client.

However, computations of the local loss are performed on clients each round, which is an additional computation burden of clients. In all above proposed schemes, the autonomy of clients is not taken into consideration.

2.2 Statistical heterogeneity in FL

The statistical heterogeneity is explicit in local data skewness, data discrepancy among clients, and global data skewness.

**Local data skewness:** The skewness in local data distribution is a natural problem and there are numerous applicable techniques including sampling [4] and cost-sensitive learning methods [28] to ameliorate data skewness. However, there are constraints to apply these tools in FL because there can exist data absence in some classes in local datasets. Y. Zhao et.al [35] proposed to share a public dataset to all clients to alleviate the problem. A new loss function called Ratio Loss is introduced in [32] to mitigate the effect of data imbalance in FL.

**Data discrepancy among clients:** There are some algorithm-level solutions to ameliorate Non-IID data distribution among clients. FedProx [21] constrained the divergence between the local model and the global model by introducing a $L_2$ regularization term in the local objective function. FedNova [31] gave larger weights to clients who conduct more local epochs in the aggregation stage. SCAFFOLD [17] introduced control variates for the server and clients and corrects the local updates by adding the drift in the local training.

**Global data skewness:** The global data distribution skewness problem is pervasive in FL [15, 16]. K. Hsieh et. al [15] emphasized...
this problem through the analysis on a real-world dataset. Datasets used in [16] also revealed significant global skewness and two algorithms (FedIR and FedVC) that intelligently re-sample and re-weight over the client pool are used to stabilize the training.

To the best of our knowledge, no contribution has been devoted to compensating the statistical heterogeneity within the client selection stage in the existing literature of secure FL.

2.3 Security in FL

In this work, we assume that the server is honest-but-curious, which is a commonly used threat model in the existing FL literature. The server always attempts to recover clients’ information based on legally obtained data.

Without additional mechanisms, a malicious server has many possibilities to reconstruct local data. Differential privacy, secure multi-party computation, and homomorphic encryption (HE) are widely used in FL to protect client privacy, among which HE allows computation to be performed directly on ciphertexts, thereby protecting clients’ information from being obtained by unauthorized parties. HE can be easily plugged into existing FL solutions [12, 22, 34] to augment privacy-preserving. At the moment, Paillier [26] is a mature cryptosystem that has already been used in FL systems, notably FATE [9].

In a secure FL system with HE, a HE key-pair is generated and dispatched to all clients by an agent before iterations. Each participating client uses the public key to encrypt its message and sends the encrypted message to the server. The server aggregates received messages and dispatches the result to all clients. Then each client can decrypt the result with the private key. In the existing literature, the transmitted messages under protection are the updates of models. The advantage of HE enables us to transmit any additional information securely.

However, HE brings high encryption and communication overhead when the plaintext is considerable such as huge model parameters. In practice, the data transfer between clients and the server is extended by approximately 160× compared with directly transferring the plaintext updates and the iteration time is extended by an average of 130× with HE [34].

3 MOTIVATION OF DUBHE

Random selection aggravates the biased client participation when data among clients are non-IID and the global data distribution is biased. Phenomena from two experiments on a classification dataset CIFAR10 shows that biased client participation caused by random selection degrades the classification accuracy.

As shown in Figure 2, curves of the top-1 classification accuracy on the balanced test dataset are shown on the left and the expectations of the participated class proportion are shown on the right, colored differently in different cases and with error bars which stand for standard deviations. The class imbalance ratio $\rho$ is defined as the sample size of the most frequent class divided by that of the least frequent class and is used to evaluate the global data skewness. Larger $\rho$ indicates more skewness. The Earth Mover’s Distance (EMD) is the 1-norm distance between two distributions, which are the local data distribution and the global data distribution in our cases specifically. We use the average distance $E_{MD}^{avg}$ to evaluate the data discrepancy among clients. The $E_{MD}^{avg}$ ranges from 0 to 2 and larger values of the $E_{MD}^{avg}$ indicate more differences among clients’ data.

In Figure 2(a), the global class proportion is skewed at four different levels and $E_{MD}^{avg} = 1$. It is obvious that with the increase of global data skewness, the test accuracy is decreasing. The results imply that models trained with skewed global data tend to converge at local optima. As shown in Figure 2(b), the global class proportion is skewed and $\rho = 10$, while the discrepancies among clients are different. As expected, the expectations of the participated class proportion are similar to the global class proportion.

The deviation of the participated class proportion from the global class proportion is increasing with the discrepancy among clients, causing the accuracy degradation. We also notice that the variance in participated class proportion will cause fluctuation in training.

The negative impact of biased client participation is intuitive and our experiments have shown that the data unbiasedness in each round is able to improve the training performance. Prior researches [5, 11] have comprehended the data balancing issue as the loss minimizing issue, and propose to select clients based on their local loss. However, in these researches, a large proportion of clients are required to be active to conduct additional loss computation in each round, which is equivalent to the training process using all local data without back propagation. Astrea [8] proposed a greedy client selection method to balance data, but with the price of giving away clients’ data distribution, which is unacceptable in FL. Besides, the greedy client selection algorithm has a high time complexity which is $O(NK)$, where $N$ is the total client number and $K$ is the participating client number in each round.
Therefore, the need for data balancing in each training round and the privacy requirements of clients impel us to develop a smart and light client selection method.

4 PROBLEM FORMULATION

In this section, we model the FL system mathematically. Through mathematical demonstration, we analyze the weight divergence in FL with statistical heterogeneity and illustrate our objective.

4.1 Modeling a FL system

In a typical FL system, each client frequently generates and updates the collection of data samples given as a set of input-output pairs. In each round, a subset of all samples in the local dataset is selected and devoted to training. We denote the actual dataset used for training at round \( t \) as \( D^{(t,k)} \), with size \( n^{(t,k)} \).

At each round \( t \) the server sends the global model \( \omega^{f}_{t} \) to all \( N \) clients. Then some clients are selected to form a selection pool \( S^{t} \) at round \( t \). Each client \( k \in S^{t} \) trains the local model \( \omega^{k}_{t} \) over its local dataset \( D^{(t,k)} \) for \( m \) epochs. Then the client updates its model with \( \omega^{k}_{t+1} \) and sends it back to the server. The server aggregates the received updates and repeats the above process.

We consider a \( C \) class classification problem defined over a compact space \( X \) and a label space \( Y = \{ C \} \), where \( |C| = \{1, \ldots, C\} \). The data point \( \{x^{(i)}, y^{(i)}\} \) from \( D^{(t,k)} \) distributes over \( X \times Y \) following the distribution \( p^{(t,k)}(y=j) \). The distribution \( p^{(t,k)}(y=j) = \sum_{x^{(i)}, y^{(i)}} p^{(t,k)}(x^{(i)}, y^{(i)})/n^{(t,k)}, j = 1, \ldots, C \).

In the original FedAVG [23], local models are averaged by the number of their devoted data samples to get the global model. In this case, \( \omega^{f}_{t} = \frac{1}{|S^{t}|} \sum_{k \in S^{t}} \omega^{k}_{t} \).

All 'client' refers to the 'virtual client' in the following paper.

4.2 Mathematical Demonstration

We consider the classification problems and we use cross-entropy as the loss function. Zhao et. al [35] proved that the non-IID settings in federated learning will cause weight divergence, which is the divergence between weights from the decentralized learning and weights from the centralized learning. The authors point out that the EMD between the data distribution on each client and the participated data distribution (population distribution) in each round is the root cause of the weight divergence.

We extend the proposition in [35] into a more general case, where the global data distribution is imbalanced and we define the new weight divergence as the difference between the weights obtained by the FedAVG algorithm \( \omega^{f}_{t} \) and the optimal weights \( \omega^{*}_{t} \) on the test dataset. The distribution of the test dataset is uniform among categories. To simplify the expression, the index \( t \) in the superscript is omitted in the mathematical demonstration, which means that we neglect the dataset discrepancy through different rounds. The index \( t \) in the subscript is rewritten as \( mT \), where \( T \) represents the optimization step conducted by each client at each round.

Given \( |S| = K \) clients with each client \( k \)'s local dataset following distribution \( p^{(t,k)}_{y} \), there are \( KN_{KC} \) samples in total. We introduce an intermediate variable \( \omega^{c}_{y} \), which physically represents the weights trained over the data from the selected clients in a centralized manner, to assist the derivation. Suppose \( \sum_{\omega^{c}_{y}} \omega^{c}_{y} \cdot |\log f_{i}(x, \omega^{c})| \) is \( \lambda_{y} \cdot \| \omega^{c}_{y} \|_{2} \) Lipschitz for each class \( y \in [C] \). Then we have the weight divergence bounded in (2). The boundary is obtained by summing up the weight divergence introduced in each optimization step using induction.

\[
||\omega_{mT}^{f} - \omega_{mT}^{*}|| \leq ||\omega_{mT}^{f} - \omega_{mT}^{c} + \omega_{mT}^{c} - \omega_{mT}^{*}|| \\
\leq ||\frac{1}{K} \sum_{i=1}^{K} (1 + \eta\lambda) ||(\omega_{i} - \omega_{i}^{c})||_{1} \sum_{j=1}^{m}(g(\omega_{mT}^{c} - jy(1 + \eta\lambda)^{(j-1)}) \text{(2) of } (1) \\
\leq (1 + \eta\lambda) ||\omega_{mT}^{c} - \omega_{mT}^{*}|| + \eta||p_{0} - p_{0}||_{1}(\sum_{j=1}^{T} g(\omega_{mT}^{*} - jy(1 + \eta\lambda)^{(j-1)}),
\]

where \( p_{0} \) is the population distribution, defined as the distribution of data participated at each round and \( p_{0}(y=j) = \frac{\sum_{k \in S} p^{(t,k)}_{y}}{|S|} \); \( p_{0} \) is the uniform distribution and \( p_{0}(y=j) = 1/|C| \); \( \eta \) is the learning rate and \( g(\cdot) \) is a function of \( \omega \). The integrated derivation is online. As shown in (2), we can observe that the weight divergence is from two aspects: (a) the weight divergence inherited from the last round; (b) the newly generated divergence from the data used in this round, which has two terms with term (1) proportional to the EMD between the local data distribution and the population distribution and term (2) proportional to the EMD between the population distribution and the uniform distribution.

The EMD between the data distribution on client \( k \) and the population distribution is formally expressed as \( EMD^{k} = ||p^{k} - p_{0}||_{1} \). \( EMD^{k} \) is a characteristic of the local dataset on client \( k \) and has no dependency on the client selection method. However, client selection methods are able to have significant influences on \( ||p^{k} - p_{0}||_{1} \). To ameliorate the impact of weight divergence and prevent skewed data to "pull" weights to other directions, the population distribution in each round should be uniform. In this way, the current problem can be expressed to be (3):

\[
\min ||p_{0} - p_{0}||_{1}.
\]

In Dubhe, the \( ||p_{0} - p_{0}||_{1} \) can be reduced by up to 64.4% in the worst-case compared with the random client selection method.

\[1\text{https://github.com/ICPP2021/Dubhe} \]
Figure 3: The framework of Dubhe. Suppose there are three clients $a, b$ and $c$ while $c$ also plays the role of the agent. Client $a$ and $b$ finally participate in training in this round. Note that the client selection process and the training process in different rounds can actually be performed in parallel. Modules in dashed boxes are optional and modules in red refer to unsettled stages while green refers to settled.

5 THE DESIGN OF DUBHE

Dubhe deliberately selects clients according to the data distribution information to close the gap between $p_0$ and $p_0$. Figure 3 shows a complete FL round with Dubhe that consists of client selection and training. In Dubhe, the data distribution information is encoded in a homomorphically encrypted structure, called registry. Each client participates in training with a probability computed by itself according to the registry. Dubhe requires a parameter search procedure to find the optimal parameters. The parameter search is performed whenever current parameters are not suitable for the FL system and a structural update for the system is required.

There are several technical challenges in Dubhe. First, the encryption scheme in Dubhe is supposed to be designed delicately to avoid much encryption overhead. Second, clients in Dubhe should be autonomous and under independent control. Third, Dubhe should be robust and tolerant to the variations in the FL system (e.g., clients’ data, the system capacity, the participation rate).

There are three main components in the design of Dubhe to resolve the above challenges: 1) Registration (Figure 4, Section 5.1), which encapsulates and memorizes the data distribution information of each client by its dominating data classes; 2) Probability calculation (Section 5.2), which allows clients to proactively participate in training and compute their participation probability based on the registry, thereby balancing the population distribution in each round; 3) Multi-time selection (Figure 5, Section 5.3), which can help to approach the uniform data distribution through repeated client selections and enables the parameter search function in a time-varying FL system.

5.1 Registration

Figure 4 shows the registration process in Dubhe. As shown in the figure, each client joins the FL system by filling in a registry. The registry is an all-zero vector before each client fills it by flipping only one specific zero to one. In this way, the registry encodes the client’s data distribution information in a one-hot manner. The registry is then homomorphically encrypted and shared between clients and the server.

The registration process is performed periodically in order to follow up on the states of clients. For the registration within round $t$, a HE key-pair $(pk^t, sk^t)$ is first generated and dispatched to all clients by a randomly selected agent to ensure security. Each client $k$ fills the registry $R^{(t,k)}$ according to its own data distribution, encrypts the registry with the public key $pk^t$, and then transmits the encrypted registry $pk^t(R^{(t,k)})$ to the server. After receiving all clients’ encrypted registries, the server adds all the registries together and synchronizes the result to all clients. With the property of HE, the overall registry $R_A^t$ can be decrypted by all clients who own the secret key $sk^t$, as shown in (4):

$$R_A^t = sk^t \left( \sum_{k \in S^t} pk^t(R^{(t,k)}) \right). \tag{4}$$

Each client $k$ can further proactively compute a probability $p^{(t,k)} = f(R^{(t,k)}, R_A^t)$ according to the overall registry and its own registry.

One challenge problem here is that the size of the registry is significant. First, the encryption over the plaintext will expand the size of the registry, which is needed to be transmitted between clients and the server. Second, the sparsity of the overall registry can increase drastically with the registry size, further degrade the
data balancing effect. In this case, the codebook of the registry should be designed carefully since we want the registry to conclude categories of data distribution as efficiently as possible.

To resolve the above problem, the registry in Dubhe encodes each client’s data distribution by its dominating classes in classification problems. We use dominating classes to reduce the length of the one-hot encoded vector regarding the local data distribution. In this way, the overhead of handling the information with HE is reduced.

The registry is generated according to a pre-determined reference set $G \subset [C]$ which contains possible dominating classes. We provide the general form of the registry as (5), which is a vector concatenated by several sub-vectors:

$$R^{(t,k)} = \left[ R_{i}^{(t,k)} \right], i \in G$$

Each client is categorized by its dominating classes as well as the number of dominating classes $i$, distinguished by the thresholds $\sigma_i$. Each sub-vector $R_{i}^{(t,k)} \in \{0,1\}^{|i|}$, while $l_i = \dim(R_{i}^{(t,k)}) = C_{i}$ which is a combination number. The overall length of the registry $l = \sum_{i \in G} l_i$. For example, in the classification problem of MNIST dataset, we set $G = \{2,10\}$ which presumes that there are 2 dominating classes or 10 dominating classes (equivalent to none of the classes dominates) in each client’s dataset. In client $k$’s dataset, the data proportions of two dominating classes ‘0’ and ‘1’ both exceed $\sigma_2$, then the one’s position in the registry should be in $R_{2}^{(t,k)}$, exactly at the place that represents class (0, 1). We denote $u^{(t,k)}$ as the category of the client, while in this case $u^{(t,k)} = (0, 1)$. The specific registration algorithm is shown in Algorithm 1.

\begin{algorithm}
\caption{Registration for client $k$ at round $t$}
\begin{algorithmic}[1]
\State Data: $p^{(t,k)}, G, \sigma_i$ for $i \in G$
\State \textbf{Result:} $R^{(t,k)}, u^{(t,k)}$
\State $m \leftarrow$ zero vector of length $|G|$
\For {$i$ in $G$}
\State $u^{(t,k)}_i \leftarrow \arg\max_{r \in [C]} \{p^{(t,k)}(r)\}$
\State $m_i \leftarrow p^{(t,k)}(u_i), p^{(t,k)}(u_i) \leftarrow -1$
\If {$m_i \geq \sigma_i$}
\State $R^{(t,k)}(u^{(t,k)}) \leftarrow 1$
\EndIf
\State \Return $R^{(t,k)}, u^{(t,k)}$
\EndFor
\end{algorithmic}
\end{algorithm}

Algorithm 1 presumes that the client has only one dominating class (extremely imbalanced) and check if the proportion of this dominating class exceeds $\sigma_1$, if failed then assumes there are two dominating classes and finally no dominating class (balanced).

### 5.2 Probability Calculation

The overall registry is $R_A = \sum_{k=1}^{N} R^{(t,k)}$ and clients calculate their participation probability in (6).

$$p^{(t,k)} = f(R^{(t,k)}, R_A^T) = \min \left( 1, \frac{K}{R_A^T(u^{(t,k)})||R_A^T||} \right)$$

In (6), $R_A^T(u^{(t,k)}) = R_A^T R_A^{-1}$. Note that since the minimum possible value of $R_A^T(u^{(t,k)})$ is 1, we can eliminate the possibility that $p^{(t,k)}$ reach 1 by restricting $K < ||R_A^T||_0$. With such participation probability, the expected participated number of clients in each round is fixed as expressed in (7).

$$\mathbb{E}(|S^t|) = \sum_{l=1}^{N} p^{(t,k)} \sum_{u \in \mathbb{N}} \mathbb{I}(R_A(u) \neq 0) R_A(u) \cdot K = K$$

Besides, the expected counts of clients in each category are the same. As a qualitative explanation, it is obvious that if all categories in the combination set are chosen with the same probability, then the frequency of occurrence of each class as a dominating class is the same, stimulating the proportion of each class to be even. The count of clients in category $u$ is $\hat{u}(u)$, whose expectation is calculated in (8).

$$\mathbb{E}[\hat{u}(u)] = \mathbb{E}\left[ \frac{1}{K} \sum_{k=1}^{N} \mathbb{I}(u^{(t,k)} = u) \right] = \frac{R_A^T(u) \cdot K}{R_A(u) ||R_A^T||_0} = K$$

In Dubhe, we expect that the number of participated clients in each round is fixed to $K$. Thus, if $|S^t| \leq K$, we uniformly select $K - |S^t|$ clients to replenish $S^t$, otherwise we uniformly remove $|S^t| - K$ clients from $S^t$.

### 5.3 Multi-time selection

With the property of HE, we can check the distance between $p_o$ and $p_h$ by frequently exchanging information between clients and the server. Figure 5 illustrates the essence of this multi-time client selection. This process improves data unbiasedness by conducting tentative client selections repeatedly. The process helps to further reduce $||p_o - p_u||$ in client determination and improve the credibility of parameter search.

In a multi-time selection with $H$ tentative tries, the clients selected in each tentative try $h$ send the encrypted distribution $pk(p_h^t)$ to the server. Then the server sends back the aggregated distribution $\sum_{k \in S} pk(p_h^t) = pk(\sum_{k \in S} p_h^t) = pk(p_o)$ to an agent, which is a client randomly selected by the server. The agent records the $p_o$ in each try $h$ as $p_{o,h}$. The $H$ tries in the multi-time selection can be conducted in parallel, without adding much encryption and communication overhead.

#### 5.3.1 Client Determination

The participated clients are determined by the server and the most natural client determination solution is to do the one-off determination each round. In Dubhe, a $H$-time
selection is used to determine the best clients set within \( H \) tentative selections in each round, thereby balancing data in an efficient way. The specific tentative selection algorithm with a \( H \)-time try is shown as follows: at the \( h \)-th try, the set of clients selected by the server is denoted as \( S^h \) and is recorded by the server. After \( H \) tries, the agent finds the optimal try \( h^* = \arg\min_h (\|p_{a,h} - p_u\|_1) \) and the ultimate determined clients are in \( S^{h^*} \).

5.3.2 Parameter Search. The parameter search in Dubhe is to find proper parameters (thresholds) for the registration. Whenever the systematic structures of the FL system (e.g., the global data pattern, the total client number, the participation rate) are changed drastically, making the current parameters inapplicable, the parameter search is performed to update the parameters.

The threshold \( \sigma_C \) can be determined directly because \( i = C \) is a special element that must be included in the reference set \( G \). The corresponding vector \( R^{(t,k)}_C \) is a special vector with size 1. Any client who fills in this vector indicates that there are no dominating classes in its dataset, which can be regarded as a dataset that is rather balancing. Thus, according to Algorithm 1, we have \( \sigma_C = 0 \).

In each step in the parameter search, the unsent client selection module picks a set of parameters \( \sigma_i, i \in G \) from the parameter space and sends them to all clients. The registry form and its corresponding codebook are also dispatched. Clients then register and calculate their participation probability according to the given parameters. For each fixed set of parameters, \( E_h(p_{o,h}) \), which is the expectation of \( p_o \), is obtained within \( H \) tentative tries. The server then traverses the parameters in the parameter space. Ultimately the optimal set of parameters that minimize \( ||E_h(p_{o,h}) - p_u||_1 \) is provided by the agent without any information leakage to the server. The optimal set of parameters is applied and the client selection module is settled.

6 EVALUATION OF DUBHE

In this section, we first introduce the experimental setup, then evaluate the effect of accuracy in various datasets. We analyze the data unbiasedness achieved by Dubhe and its performance including the encryption and communication overhead.

6.1 Experimental setup

We conduct our experiments based on FedML [13], a research library for FL with Pytorch 1.8.0 and CUDA 11.2. We select different data partitions to form data loaders in each round and implement the training process of participating clients as usual. The homomorphic encryption is based on the open-sourced Python Paillier [7].

We apply three algorithms throughout our experiments, which are the random selection (as our baseline), the greedy selection (as the optimal bound) and Dubhe. In the greedy selection, the server first randomly selects a client, then continuously select clients to make the KL divergence from the data distribution of selected clients to the uniform data distribution to be minimum. Readers can refer to [8] for more details. The greedy selection method requires an overall knowledge of clients’ data distribution, which is not applicable in secure FL. Besides, we also observe a 0.13x additional client selection time compared with the total elapsed time when \( N = 1000 \) and 1.69x when \( N = 8962 \), due to the high time complexity of greedy selection.

6.1.1 Dataset Generation. We use two series of datasets generated from MNIST and CIFAR10. We simulate the imbalanced property of data by sampling datasets with half-normal distributions [6]. In the two series of synthetic datasets, the class imbalance ratio \( \rho \) is used to control the skewness of global data and is defined as the sample size of the most frequent class divided by that of the least frequent class within overall data.

We also adopt the Federated Extended MNIST (FEMNIST) [1] dataset which consists of 10 classes of handwritten digits (MNIST) and 52 classes of handwritten letters. In our experiment, FEMNIST, with original 3400 data partitions is further split to 8962 clients with an even number of samples. We use the letters dataset and classify over the 52 classes of letters.

The average Earth Mover’s Distance \( EMD^{avg} = \sum_{k=1}^{N} EMD_k \) is used to evaluate the discrepancy of data distribution among all clients [35]. We explain this discrepancy by introducing two extreme cases. In the first case, all clients have the same data distribution with the global data distribution (\( EMD^{avg} = 0 \)). In the second case, each client only has one category of data (EMD^{avg} is maximized). We generate distributions with properties between those two extreme cases. The datasets used in our experiments are shown in Table 1. We name datasets by “Dataset_Name-\( \rho \)/EMD^{avg}”, e.g., “CIFAR10-2/1.0”.

6.1.2 Configurations. We separate our experiments by the class number of datasets. As the first group in our experiments (MNIST and CIFAR10), the class number \( C = 10 \) and the training parameters are \( B = 8, N_{VC} = 128, E = 1, K = 20 \). As the second group of experiments (FEMNIST), the class number \( C = 52 \) and the training parameters are \( B = 8, N_{VC} = 32, E = 5, K = 20 \). For local training, each client updates the weights via Adam optimizer with learning rate \( lr = 1e^{-4} \) and no weight decay. As for MNIST and FEMNIST, the model used are the CNNs proposed in [27], while in the experiment of CIFAR10, we use ResNet18 for training.

Considering the scale of the classification problem in experiments, we set the reference set \( G^1 = \{1, 2, 10\} \) in group 1 and \( G^2 = \{1, 52\} \) for group 2, then the length of the registry in group 1 is \( l^1 = c_1^1 + c_2^1 + c_{10}^1 = 56 \) and \( l^2 = c_1^2 + c_{52}^2 = 53 \) for group 2, which are both compatible to the client capacity (1000 and 8962) of the FL systems.

6.2 Training Accuracy with Dubhe

With different \( EMD^{avg} \), Figure 6 shows the accuracy curves of MNIST with \( \rho = 2 \) and CIFAR10 with \( \rho = 10 \). For MNIST, the accuracy of Dubhe is very similar to that of the greedy selection method. There is also a remarkable improvement from the random selection method for CIFAR10. It is observed that the training
curve contains more fluctuations with the increment of $\text{EMD}^\text{avg}$, because of the fact that when $\text{EMD}^\text{avg}$ is large, each client owns significantly different data and pulls the model to reveal its own data. There is also an observation that when $\rho$ is large, e.g., 10, the random selection method is more prone to lead the model to a local optimum. Notably, in CIFAR10-10/1.5, the accuracy is merely 0.1 at the beginning which indicates that the model does not learn any information.

We examine the three client selection methods on datasets with different $\rho$ and $\text{EMD}^\text{avg}$ and the average test accuracy over the last 50 rounds are shown in Figure 7. With the decreasing of the imbalance ratio and the increase of $\text{EMD}^\text{avg}$, the accuracy of classification models is decreasing using the random selection. Dubhe and the greedy selection have the same properties when $\rho = 1$ because there is no room for algorithms to balance data in these situations. However, through filling the gap between the population distribution and the uniform distribution, Dubhe and the greedy selection method efficiently prevent the model from degrading when statistical heterogeneity is severe, typically when $\text{EMD}^\text{avg} = 1.5$ and $\rho = 10$.

The results of FEMNIST are shown in Figure 8, with the random selection achieve the test accuracy of 31.0%, Dubhe of 36.4% and the greedy selection of 37.4%. It is worth noticing that the convergence rate of the greedy selection is greater than the Dubhe’s, then the random selection’s.

The test accuracy has a direct relationship with the population distribution. The population proportion of FEMNIST in one random round is shown on the right of Figure 8. In random selection, the expectation of the population distribution over $\tau$ rounds is the same as the global data distribution since $E_{t}(p_{o,t}) = E_{t}(\sum_{k \in S^{t}} p_{k}^{t})$. The data balancing performance of Dubhe is approaching the performance of the greedy selection as shown in Figure 8.

### 6.3 Impact of Data Unbiasedness

We have theoretically and experimentally verified that $||p_{o} - p_{u}||_1$ has a direct impact on the model accuracy. In this subsection, we discuss how system parameters and components in Dubhe influence $||p_{o} - p_{u}||_1$.

#### 6.3.1 System Parameter

Datasets from group one are used in this part for illustration and explanation. The imbalance ratio $\rho = 10$ and $\text{EMD}^\text{avg} = 1.5$, which are representative. The conclusion drawn with this kind of dataset is common over all possible datasets. There are total 1000 clients in the FL system and the participation rate varies from 10/1000 to 1000/1000 in our experiment. As shown in Figure 9, we draw the average $||p_{o} - p_{u}||_1$ with histograms and the deviation of $||p_{o} - p_{u}||_1$ with lines over 100 times of selections.

Through random selection, the average population distribution is close to the global data distribution, but with a large standard deviation when the participation rate is small. The phenomenon
reveals that when the global data distribution is skewed, the population distribution would always shift away from the uniform distribution, regardless of the participation rate.

Through the greedy selection method, the participated data can reach unbiasedness perfectly when the participation rate is low. However, with the increase of the participation rate, the population distribution also begins to follow the global data distribution.

Through Dubhe, the discrepancy of the population distribution and the uniform distribution is highly suppressed when the participation rate is low, even when the global data is seriously skewed. The $||p_o - p_u||_1$ is reduced by 64.4% with Dubhe compared with the random selection method when $p = 10$ and $EMD^{avg} = 1.5$. The decent robustness of Dubhe to the participation rate is revealed. There is also an observation that the standard deviation decreases with the increase of participation rate because larger participation reduces the bias in population distribution.

### 6.3.2 Multi-time Selection

With the auxiliary of multi-time selection, clients can be lastly determined through a H-time selection instead of a one-off determination. The effect of $H$ on the data unbiasedness and model accuracy is shown in Table 2. In the table, $EMD^H = ||p_{o,h} - p_{u}||_1$ and $\beta$ are the improvement of the accuracy compared with the single-time selection, while the accuracy improvement in the greedy selection (noted as opt) is considered as 100%. As observed in Table 2, $EMD^H$ decreases with larger $H$, thereby improving the model accuracy. The improvement of MNIST can reach 69.5% when $H = 10$ and the improvement of CIFAR10 can reach 18.8% when $H = 20$. However, the accuracy improvement is not strictly proportional to $H$ due to the randomness in client selection. More times of tentative selection results in greater data unbiasedness and potentially higher accuracy.

### 6.3.3 Registry Sparsity

The registry sparsity is another root cause of the skewness of data distribution. Figure 10 illustrates the overall registry in group one datasets with $N = 1000$, $EMD^{avg} = 1.5$, $p = 10$ and $G = \{1, 2, 10\}$. The optimal parameters found by the parameter search process are $\sigma_1 = 0.7$, $\sigma_2 = 0.1$. Under this setting of the FL system, we run the experiment for 100 times and obtain the average population distribution as shown in Figure 10. Compared with the global class proportion where $\rho = 10$, the population proportion is rather balancing. However, the minority classes are still in inferior positions, where class 8 has a proportion of 0.0753 (which we expect to be 0.1) and the proportion of class 9 is 0.0632.

The sparsity of the overall registry is the primary cause of this deviation from expectation. As shown in Figure 10, except from the category in $R_{A,10}$ which refers to clients who have no dominating classes, the counts of client category (9) and (8, 9) are also 0. Thus, there are no clients who have class 9 dominated participated in training. The skewness of the global data distribution makes this phenomenon inevitable. Nevertheless, the registry sparsity problem can be alleviated with the increase of total number of clients. With a large population base, the number of minorities can also be considerable. The native local skewness on each client is another inescapable factor that causes $p_o$ to break away from $p_u$. For example, if samples of class 1 are less than samples of class 0 on all clients, then the registry will never consider class 1 a dominating class over class 0, which makes it impossible to balance class 1 with class 0 through client selection methods under this situation.

### 6.4 Encryption and Communication Overhead

The encryption and communication overhead of Dubhe is negligible compared with the basic model training and communication. The encryption overhead is proportional to the plaintext size in HE. As for Dubhe, we encrypt with the key of size 2048 in Paillier, which is adopted in [9, 34]. The overhead in Dubhe exists in the registration and the multi-time selection process.
Overhead in registration: In our experiments, the lengths of the registries are 56 and 53. The corresponding plaintexts are 0.47 – 0.49 KB large in Python3. After the encryption of Python Paillier, the sizes of the ciphertexts are expanded to 29.6 – 31.28 KB. The encryption of a registry with size 56 requires 6.9 seconds and the decryption requires 1.9 seconds on average. Compared with the training process that takes hours, the encryption overhead in the registration is trivial. Since the registration and the training in different rounds can be conducted asynchronously, even frequent registrations will not hinder the training.

Overhead in multi-time selection: The multi-time selection requires the encryption on \( p_1 \). We consider the length of \( p_1 \) to be \( C = 52 \) here. The size of such a plaintext is 0.68 KB and the size of the ciphertext is 29.1 KB. The encryption requires 6.8 seconds and the decryption requires 1.7 seconds on average. The encryption is operated in parallel on clients, and the multiple times of decryption are operated in parallel on the agent. However, we have to notice that if the multi-selection method is used for client determination, then approximately \((H-1)K\) additional clients have to be active and participate in the encryption and communication of their data distribution in each round.

Except for the overhead from the optional multi-time selection for client determination, the overhead of Dubhe only exists when updates are required (the registration is required when clients’ data distribution varies and the parameter search is required when systematic structures are changed).

Encrypted registries and \( p_1 \) are negligible (Kbs) compared with model weights (MBs or Gbs [2]) in terms of sizes. We then use the times of communication to measure the communication overhead. In classic FL systems, each participated client checks in with the server and the selection process requires \( K \) times of communication in each round. Additional communication overhead in Dubhe comes from two parts. First, whenever there is a requirement of new registration, it requires \( N \) times of communication transferring the ciphertext of the registry. Second, the multi-time selection process requires \( HK \) times of communication approximately in each round before the client determination.

7 CONCLUSIONS
In this work, we mathematically demonstrate the impact of data skewness on the performance degradation in FL. Towards the unbiasedness of data in FL, we propose Dubhe, a proactive client selection system to balance skewed data. Dubhe is pluggable, adaptive and robust to various FL settings, with negligible encryption and communication overhead. By applying homomorphic encryption, Dubhe improves the training performance without bringing security threats. We have tested Dubhe under different skewed classification datasets and Dubhe achieves superior data unbiasedness compared with the random selection method and approaches the results of the optimal greedy selection method.
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