Improving Intention Detection in Single-Trial Classification Through Fusion of EEG and Eye-Tracker Data
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Abstract—Intention decoding is an indispensable procedure in hands-free human–computer interaction (HCI). A conventional eye-tracker system using a single-model fixation duration may issue commands that ignore users’ real expectations. Here, an eye-brain hybrid brain–computer interface (BCI) interaction system was introduced for intention detection through the fusion of multimodal eye-tracker and event-related potential (ERP) [a measurement derived from electroencephalography (EEG)] features. Eye-tracking and ERP data were recorded from 64 healthy participants as they performed a 40-min customized free search task of a fixed target icon among 25 icons. The corresponding fixation duration of eye tracking and ERP were extracted. Five previously-validated linear discriminant analysis (LDA)-based classifiers [including regularized LDA, stepwise LDA, Bayesian LDA, shrinkage linear discriminant analysis (SKLDA), and spatial-temporal discriminant analysis] and the widely-used convolutional neural network (CNN) method were adopted to verify the efficacy of feature fusion from both offline and pseudo-online analysis, and the optimal approach was evaluated by modulating the training set and system response duration. Our study demonstrated that the input of multimodal eye tracking and ERP features achieved a superior performance of intention detection in the single-trial classification of active search tasks. Compared with the single-model ERP feature, this new strategy also induced congruent accuracy across classifiers. Moreover, in comparison with other classification methods, we found that SKLDA exhibited a superior performance when fusing features in offline tests (ACC = 0.8783, AUC = 0.9004) and online simulations with various sample amounts and duration lengths. In summary, this study revealed a novel and effective approach for intention classification using an eye-brain hybrid BCI and further supported the real-life application of hands-free HCI in a more precise and stable manner.
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I. INTRODUCTION

HANDS-FREE human–computer interaction (HCI) has drawn growing attention due to its convenience in various environments. The purpose of hands-free interaction is to free the hands to prevent overload, for example, by undertaking multiple tasks while driving [1], and avoiding contaminating the environment during surgery [2]. To realize hands-free interaction, the most important thing is that the existing equipment can accurately identify the user’s behavioral intention. As an efficient input modality in HCI, eye-gaze systems have been used to predict intentions without requiring individuals to verbally communicate those intentions [3], [4], [5], [6]. For example, Zelinsky et al. [7] predicted a specific search target by analyzing eye-gaze patterns. Sattar et al. [8] further predicted the categories of search targets from eye-gaze data. In addition to predicting search intent, Hu et al. [9] proposed a method for predicting user interface interaction intent based on eye-gaze patterns. During the experiment, gaze data from participants under various interface conditions were analyzed to predict the type of user interaction. Although the eye-gaze system is intuitive in HCI, it also has limitations. First, the quality of eye-gaze systems greatly depends on many factors, such as material and brightness. Second, eye-gaze systems lack natural activation commands, such as clicking on a target. When using an eye-tracker, selection is typically achieved through gazing on the target item for a specific period [10], [11], [12]. However, unexpected commands may be issued when using a standalone eye-gaze system, leading to the Midas-touch problem [13], [14]. Therefore, to enhance the fluency and robustness of these systems, a natural and intuitive input and decoding approach is necessary.

Another technology that is widely considered in hands-free interaction is the brain–computer interface (BCI). BCI establishes a direct communication channel from brain signals, which can be used to detect ongoing cognition, such as mental fatigue [15], emotional state [16], and intention [17], [18], [19]. This technology has been proposed to decode cognitive information implicitly from users’ minds, without interruption of the primary task [20]. For example, Kang et al. [21] proposed a human implicit search intent recognition system based on electroencephalography (EEG) signals. They collected EEG data from participants viewing images on ten web pages and categorized search intent. Kim et al. [22] classified two implicit intentions of nuclear operators’ agreement and disagreement by machine learning-based algorithms. This classification estimates the operator’s implicit intentions during nuclear power operations, based on EEG data collected during the performance of simulated operational tasks. For the free visual search task, Kaunitz et al. [23] found that when subjects detected a target among distractors, a robust sensory component of fixation event-related potentials (ERPs) emerged, and a single-trial analysis could differentiate the type of stimulus based on EEG signals. Devillez et al. [24] also observed a P300 component for fixation of the target natural scene compared with free viewing without any target.

In summary, the constituents of ERP contain abundant information toward personal intention and accompany gaze-based control intuitively in free search tasks, which can serve as the feature for distinguishing the intended selection from involuntary fixation. As a result, a combination of ERP and the eye-gaze input system could be complementary and provide a more robust interaction experience. Accumulating evidence indicates that this hybrid BCI can satisfy the need for speed and accuracy simultaneously, overcoming the Midas-Touch problem of eye-tracker and interperson variability of the BCI protocol. For example, Kalika et al. [25] fused eye-gaze data into a P300 speller pipeline and reported an improved classification accuracy and decreased flash number for character spelling. Choi et al. [26] utilized the gaze position to contract a 12 × 12 character matrix into a 3 × 3 one, and highlighted this smaller navigation area to enhance the decoding performance of the P300 speller. However, to the best of authors’ knowledge, most hybrid BCI studies on the free visual search task focus on only the decoding of EEG signals, or use the EEG and eye-tracker for separate control purposes. Few of them have attempted to analyze these two modalities in parallel and fuse them as input for intention classification.

This research gap inspired our study to determine whether the alliance of input data from eye-tracker and BCI could facilitate the performance of intention detection in single-trial classification for active search tasks. Specifically, a self-designed HCI paradigm was proposed in which participants were required to search and identify a target icon among a total of 25 icons for each trial. We analyzed the fixation duration of each stimuli and corresponding ERP components, and these two inputs served as features for target/nontarget classification. In previous studies, linear discriminant analysis (LDA) was extensively used for ERP detection owing to its satisfactory performance and simplicity [27], [28], while it was also accompanied by the disadvantages of high noise sensitivity, poor interperson generalization, and the need for a large training sample [29]. Therefore, multiple improved LDA classifiers [including regularized linear discriminant analysis (RLDA), stepwise linear discriminant analysis (SWLDA), Bayesian linear discriminant analysis (BLDA), shrinkage linear discriminant analysis (SKLDA), and spatial-temporal discriminant analysis (STDA)] with divergent edges were adopted to evaluate their performance in this task. CNN, the most prevalent deep learning framework in the study of BCI [30], was also used for comparison. Our study demonstrated that the fusion of concurrent ERP and fixation duration induced superior performance over single feature in target intention decoding among all classifiers. Pseudo-online validation was further conducted to explore the proper amount of training set, response time of the system, and optimal classification approach to provide additional support for practical application in various real-life HCI scenarios.

II. METHODS AND MATERIALS

A. Subjects

The study sample consisted of 70 university students (male/female = 35/35) from Zhejiang University, China. All participants were aged between 17 and 29 years (mean
Fig. 1. Schematic diagram of the experimental protocol. (a) Setup of the experiment. EEG data were obtained from a 64-channel BP system, and eye-tracker data were collected by using the EyeLink 1000 Plus system. (b) Each participant performed a 40 min target identification experiment, where the participant was asked to search for the target icon as quickly and accurately as possible and memorize and identify its location in the response period.

Fig. 2. Sample screenshots of the visual target identification interface for two random trials. The icons surrounding the target icon, as highlighted with a red box, were enlarged to facilitate identification.

The experimental protocol was a typical target identification task that was customized using the C programming language (see Fig. 1). Specifically, the participants were requested to search for a target icon among multiple nontarget icons as quickly and accurately as possible. A total of 25 icons were presented on a screen (1920 × 1080 pixels) with the background color set at [R, G, B] = [192, 192, 192], which were arranged in 5 × 5 blocks. The experimental interface is shown in Fig. 2. The size of each icon was set at 24 × 24 pixels, corresponding to a field of view (FOV) of 0.67° × 0.67°. The horizontal/vertical distance between each pair of adjacent icons was set at 100 pixels. If an icon was highlighted, its size would be enlarged to 1.5 times the original size (i.e., 36 × 36 pixels, FOV = 1° × 1°). During the target searching, a certain icon that the participants gazed at and the surrounding eight icons were highlighted (see Fig. 2).

In the experiment, a predefined target icon (60 × 60 pixels, FOV = 1.67° × 1.67°) was initially presented for 3 s. A black fixation cross was presented for 1 s, indicating the start of each experimental trial. Then, after 0.8 s of a blank screen, the search interface was presented with a randomly assigned 5 × 5 icon pattern and a timer was started. The cursor was hidden at the moment. The participants were asked to search for the target icon within 5 s using the search interface. The mouse cursor appeared on the screen after finishing the 5 s search period. Meanwhile, all the icons on the display were masked with a dotted line. The participants were requested to move the cursor to the location of the masked target icon and click to confirm the selection. The program would proceed to the next trial starting with a black fixation cross. A short break period (i.e., 5 s) was introduced after 15 trials were completed, while a long break...
period (i.e., 10 s) was introduced after completing 30 trials. For each participant, a total of 240 trials were administered and the entire experiment lasted approximately 40 min.

C. Data Acquisition and Preprocessing

The EyeLink 1000 Plus eye-tracker system (model: SR Research, Ottawa, Canada) was used to record the eye-tracker data. The sample rate was set at 1000 Hz. The participants were seated 60 cm from the monitor with an FOV of 13.86° × 13.86° using a chin support. Prior to the experiment, the eye-tracker system was calibrated for each participant. EEG data were recorded from a 64-channel EEG system (model: BrainAmp DC, Brain Products Gmbh, Gilching, Germany) according to the international 10–20 system. In addition, horizontal and vertical electrooculograms (EOG) were recorded lateral to the outer canthi (HEOG) as well as above and below (VEOG) the right eye. Electrode impedance was kept below 10 kΩ throughout the experiment. Antialiasing was achieved with a bandpass filter (0.5–100 Hz), and a 50 Hz notch filter was applied to avoid main interferences. Raw EEG and EOG signals were digitized at a sampling rate of 500 Hz using FCz as the reference. Two subjects were excluded due to data recording issues.

In the analysis of eye-tracker data, we used the 100 × 100 px area centered on each icon as the area of interest (AOI) of the icon. When a fixation fell in an AOI including nontarget icon, this fixation was classified as the fixation of the nontarget icon, and when a fixation fell in an AOI including a target icon, this fixation was classified as the fixation of the target icon. The fixation duration was calculated by summing the duration of all fixations in the AOI.

A standard EEG preprocessing pipeline was adopted here, which included FIR bandpass filtering (1–40 Hz), re-referencing to the average of all electrodes and ocular artifacts removal by removing the most correlated components to the EOG signals through independent component analysis [31]. All preprocessing steps were performed using customized codes and the EEGLAB toolbox [32] in MATLAB 2017b (The MathWorks Inc, US). More details of the preprocessing steps can be found in our previous studies [16].

The channel selection was based upon the results in [27], which showed the optimal balance between classification performance and the lowest number of electrodes. Here, Fz, Cz, Pz, Oz, P3, P4, PO7, and PO8 electrodes were included for the following classification. To extract features for target and nontarget responses, the continuous EEG signals were segmented to 500 ms epochs time-locked to fixation onsets (i.e., the time at which the fixation fell in the AOI) with baseline correction by 100 ms intervals before the fixation onsets. Consequently, a 5 s visual search process might contain multiple target and nontarget EEG epochs. Afterward, each epoch was down-sampled to 32 Hz, that is, 16 points for each channel and 128 points in total for all 8 channels.

D. Classification Algorithms

Several widely-used algorithms that were popular in studies of ERP-BCI were adopted in this work to assess the classification performance [33], [34], including RLDA [35], SWLDA [36], BLDA [37], SKLDA [38], STDa [39], and CNN [40]. These algorithms were selected to cover the common categories of method for ERP-BCI, that is, the concatenation of temporal points and spatial channels (RLDA, SWLDA, BLDA, SKLDA), the adoption of spatial-temporal samples (STDA), and the deep learning approach (CNN).

1) Regularized LDA: RLDA, a regularized version of LDA, is a popular technique for dimensionality reduction and feature extraction. It was originally introduced to solve the small sample size problem. The performance of RLDA technique depends upon the choice of the regularization parameter. In this work, the regularization parameter was estimated using a deterministic approach according to [41]. This approach avoids the use of the heuristic cross-validation procedure for parameter estimation and improves the computational efficiency. Here, the amount of regularization was set as λ = 0.01.

2) Stepwise LDA: SWLDA, another regularized version of LDA, has been shown to be superior in the case of a small sample size due to its implementation of combined forward and backward stepwise analysis to select suitable features in the discriminant model. Briefly, model estimation for SWLDA is conducted in a greedy manner by iteratively inserting and removing features from the model based upon statistical tests until the maximal number of active variables is reached or no additional features satisfy the entry/removal criteria. Here, the criteria were set as pm = 0.1 and pem = 0.15, as recommended in [42].

3) Bayesian LDA: BLDA is a probabilistic method based upon Bayesian regression and has been shown to outperform the original LDA method when only a small number of training sets were obtained or there is strong noise contamination in the data [43]. According to [37], the neurophysiological and experimental priors are employed explicitly by modeling the trial-level covariance and the weight vector covariance of LDA explicitly as linearly separable components with the relative contribution of each component is controlled by the hyperparameters that could be estimated via restricted maximum likelihood.

4) Shrinkage LDA: By adjusting the extreme eigenvalues of the covariance matrix toward the average eigenvalue, SKLDA improves the traditional LAD when using insufficient training samples. For high-dimensional data with only a few data points given (i.e., EEG data), the estimation for a covariance matrix may become imprecise, which may lead to a systematic error: estimations of the large eigenvalues of the original covariance matrix are too large, and those of small eigenvalues are too small. Of note, shrinkage is a common remedy for compensating the systematic bias of the estimated covariance matrices and shrinkage parameter for high-dimensional feature spaces. In this work, the shrinkage parameter was set at 0.1 according to [44]. Details of SKLDA and its interpretation can be found in [34].

5) Spatial-Temporal Discriminant Analysis: STDA is a multivariate extension of LDA that tries to maximize the discriminant information between target and nontarget classes by finding two projection matrices from spatial and temporal dimensions collaboratively. Unlike the abovementioned versions of LDA method where data were concatenated as input, by incorporating
the spatial and temporal information, STDA reduces the feature dimensionality in the discriminant analysis and decreases the number of required training samples [39].

6) Convolutional Neural Network: CNN was initially used in computer vision and has drawn substantial interest in BCI most recently for its superior performance. In this research, a five-layer CNN was developed for EEG pattern detection. The input of the network was a 2-D space-time EEG signal with a size of \(8 \times 16\). It was followed by two paired layers, with each pair comprising a convolutional layer with batch normalization and a max-pooling layer. In the first convolutional layer, we utilized 32 kernels with a size of \(1 \times 5\) for time domain convolution. The second was used for spatial domain convolution, containing 32 kernels with a size of \(8 \times 1\), which equaled the number of EEG electrodes. After each convolution process, an rectified linear units (ReLU) function was employed for nonlinearization. For max-pooling layers, they both utilized a pooling filter size of \(1 \times 2\) to reduce computational complexity. After the dropout process with a dropout rate of 0.3, the output of the max-pooling layer was applied to two fully connected layers comprising 64 and 2 neurons, respectively. In the decision step, the classification probability is determined by softmax function.

E. Offline Classification

To demonstrate that fusion of EEG and eye-tracker data would lead to superior performance to that of single EEG or eye-tracker modality, classification was initially performed using only EEG or eye-tracker data. Specifically, the fixation duration corresponding to the extracted epoch of one gaze was initially estimated and selected as input for LDA classifier as a benchmark. For EEG data, a 0–500 ms epoch after a gaze was cut out and selected as input for the offline classification. Of note, one trial (corresponding to a 5 s period of target search) might contain multiple target and nontarget samples with the number of nontarget samples larger than that of target samples. A cross-validation approach was initially employed to assess the performance of classifiers under different numbers of training samples using reformatted balance data. Specifically, the training set (Target:Nontarget = 1:1) was designed using sample number from 30 to 420 with a step of 30, while the testing set was randomly selected from the remaining samples and maintained a Target:Nontarget = 1:1 fashion with a maximum amount. Of note, the same training and testing samples were applied on all classification algorithms to allow for fairness comparison. This procedure was repeated 10 times, and the average area under the receiver operating characteristic curves (AUC) was computed for the quantitative comparisons. Then, a separate 10-fold cross-validation approach was applied to the real data (on average, Target:Nontarget \(\approx 1.23\)) to demonstrate that the fusion of multimodal features outperformed single feature.

F. Pseudo-Online Validation

1) Online Classification: A pseudo-online analysis was performed to validate the feasibility and practicability of implementing the decoding algorithm based upon our analysis framework. As at least 240 trials were performed for each subject in the experiment, the samples within the first 80 trials were utilized as the training set, whereas the remaining data were considered as the testing set for assessing the performance of online classification. To avoid the imbalance of the sample amount between two classes in the training set and for the convenience of result analysis in the testing set, the number of target classes was held equal to that of nontarget classes, respectively. Of note, a fixation duration longer than 500 ms was redefined as 500 ms to ensure the same duration of EEG data.

2) Epoch Threshold: As mentioned previously, gaze fixation duration was defined as the duration after a gaze for either a target or nontarget and EEG data between 0 and 500 ms were used as the threshold for data extraction and the following classification. To assess the influence of various thresholds on the classification, we also used 300 ms to 800 ms with a step of 50 ms as the threshold for epoch extraction. For instance, for a predefined threshold (e.g., 400 ms), a gaze fixation duration above the threshold would be redefined as the threshold value and EEG data between 0 and 400 ms would be used as input. In addition, the number of training trials was also considered as a factor contributing to online performance. In detail, the samples within the first 20 to 100 trials with a step of 10 trials were regarded as the training set, while the remaining samples were used for testing. The target to nontarget ratio was also rearranged to 1:1 in both the training and testing set. All software programs ran on a computer with an Intel Core i7 @ 3.6 GHz processor and 32 GB RAM.

III. RESULTS

A. Behavioral Performance

Data from four participants were excluded for signs of poor motivation on the task, likely due to boredom experienced during the target identification experiment. The threshold for signs of poor motivation on the task was set if the error rate of the participant was 1 S.D. lower than the group average. Our final dataset thus consisted of 64 participants (male/female = 31/33) and the following classification was conducted on these participants. Overall, the remaining participants performed the experiment well, as indicated by the relatively high detection rate (mean \(\pm\) S.D. = 99.49% \(\pm\) 0.93%). We performed additional statistical analysis to assess the gender effect and found no significant difference between males and females (\(t_{62} = -1.597, p = 0.115\)).

B. Characteristics of ERPs

The characteristics of ERPs were first analyzed and compared between target and nontarget stimuli. Fig. 3 shows the temporal and spatial differences between two kinds of ERPs for a randomly-selected subject. Specifically, the discriminant ERP features between targets and nontargets were restricted to the occipital areas poststimulus. Hence, these evident differences between targets and nontargets serve as salient underlying features for the following classification algorithms. Moreover, the observed posterior differences were in line with the findings in [27] and justify the selection of the EEG channels (i.e., Fz, Cz,
TABLE I
Offline Classification Performance Across Algorithms

| Algorithms | EEG | Fusion |
|------------|-----|--------|
|            | Accuracy | AUC   | Accuracy | AUC   |
| RLDA       | 0.7793 ± 0.0403 | 0.8007 ± 0.0599 | 0.8802 ± 0.0551 | 0.9104 ± 0.0547 |
| SWLDA      | 0.7754 ± 0.0382 | 0.7908 ± 0.0617 | 0.8761 ± 0.0534 | 0.9072 ± 0.0565 |
| BLDA       | 0.6716 ± 0.0504 | 0.7933 ± 0.0632 | 0.7954 ± 0.0910 | 0.9066 ± 0.0573 |
| SKLDA      | 0.7225 ± 0.0503 | 0.7838 ± 0.0615 | 0.8783 ± 0.0603 | 0.9004 ± 0.0608 |
| STDA       | 0.7652 ± 0.0367 | 0.7789 ± 0.0583 | 0.8740 ± 0.0544 | 0.9049 ± 0.0568 |
| CNN        | 0.7854 ± 0.0403 | 0.8053 ± 0.0622 | 0.8772 ± 0.0535 | 0.9028 ± 0.0512 |

Note: Values are presented as mean ± S.D., Fusion indicates features from EEG and eye-tracker were fused to obtain the accuracy and AUC.

Fig. 3. Distributions of different ERP characteristics of Target and Nontarget from a randomly-selected subject. Lines in red represent selected EEG channels, while lines in blue indicate unselected EEG channels.

Pz, Oz, P3, P4, PO7, and PO8 in this work) for the classification algorithms.

C. Offline Classification
In the offline classification, we first assessed the performance of classifiers under various number of training samples. In line with a previous study [33], we found that the classification performance monotonically increased with the number of training samples (see Fig. 4). We then assessed the classification performance when using features from eye-tracker and EEG data, respectively. When using the eye-tracker feature, we obtained a classification accuracy of $0.8734 \pm 0.0746$ that was served as benchmark. However, the classification performance across algorithms using only EEG data was significantly lower than the benchmark ($p < 0.001$ for all comparisons, paired $t$-test) probably due to the large interindividual differences in single-trial EEG characteristics (see Table I). Moreover, we found that by employing the features from both eye-tracker and EEG data, the classification performance was significantly improved ($p < 0.001$ for all comparisons, paired $t$-test) and exhibited performance superior to the benchmark for most of the subjects (see Fig. 5). Further investigation of the classification performance across six methods revealed that BLDA exhibited relatively low accuracy in the fusion manner. Hence, the remaining five methods (i.e., RLDA, SWLDA, SKLDA, STDA, and CNN) were selected for the following pseudo-online validation.

D. Pseudo-Online Classification
The performance of the pseudo-online classification is shown in (see Table II). Again, we first obtained the performance benchmark from eye-tracker data (accuracy = $0.8277 \pm 0.0862$ and
TABLE II

| Algorithms | Accuracy | AUC   | Time (ms) | Accuracy | AUC   | Time (ms) |
|------------|----------|-------|-----------|----------|-------|-----------|
| RLDA       | 0.6550 ± 0.0560 | 0.7125 ± 0.0692 | 3.3722 ± 0.0544 | 0.8419 ± 0.0879 | 0.8890 ± 0.0778 | 3.2570 ± 0.0464 |
| SWLDA      | 0.6466 ± 0.0535 | 0.7061 ± 0.0669 | 2.3832 ± 0.0243 | 0.8388 ± 0.0910 | 0.8858 ± 0.0820 | 2.3198 ± 0.0326 |
| SKLDA      | 0.6595 ± 0.0558 | 0.7624 ± 0.0513 | 2.3773 ± 0.0348 | 0.8454 ± 0.0868 | 0.9171 ± 0.0614 | 2.3343 ± 0.0306 |
| STDMA      | 0.6543 ± 0.0568 | 0.7123 ± 0.0674 | 3.2896 ± 0.0687 | 0.8410 ± 0.0855 | 0.8914 ± 0.0791 | 3.2217 ± 0.0287 |
| CNN        | 0.6592 ± 0.0557 | 0.7215 ± 0.0661 | 5.2227 ± 0.1007 | 0.7293 ± 0.0941 | 0.8426 ± 0.0790 | 6.2242 ± 0.0983 |

Note: Time indicates the duration for single-trial classification.

AUC = 0.9035 ± 0.0760). Similar to the offline results, the classification performance with single EEG feature was significantly lower than the benchmark for all methods (p < 0.01 for all comparisons, paired t-test). Although the performance was greatly improved by including eye-tracker features in classification, only SKLDA obtained both higher accuracy (0.8454 ± 0.0868) and higher AUC (0.9171 ± 0.0614) in a single-trial classification time of 2.3343 ± 0.0306 ms. Of note, the performance of CNN was significantly lower than that of the other four methods with a longer classification time (p < 0.001 for all comparisons, paired t-test). Subsequent validation was, therefore, performed only on the remaining four methods. Detailed individual results and statistical comparison results are presented in the supplementary materials.

To investigate how the number of training trials and the duration of fixation influenced the pseudo-online classification performance, the distribution of accuracy and AUC with different settings for these four selected classifiers is shown in Fig. 6. The rendered surface represents the classification performance obtained with fusion features, while the gray surface indicates the performance when using only eye-tracker data that was considered as the benchmark. Similar to the offline results, the performance of all methods improved monotonically with an increasing number of training trials. In contrast, the classification performance exhibited a complex dependent level for the setting of fixation duration, i.e., the best performance was not always obtained using a long fixation duration. Among the four methods, only SKLDA exhibited classification performance superior to the benchmark in most of the settings.

IV. DISCUSSION

In this study, we revealed an explicitly improved performance with the fusion of ERP and eye-tracker data in the single-trial classification of a free search task, both in offline and online analyzes. Our previous research proved the effectiveness of the block highlight display eye-controlled technique [45], which was further validated by the high target-detection rate in the performance of the active search paradigm in this study. The ERP components were also demonstrated in various spatial (occipital area) and temporal (100 and 300 ms) characteristics between target and nontarget detection. Six widely used classifiers were employed to verify the effectiveness of the hybrid BCI system. In the offline analysis, the classification approach with multimodal inputs of fixation duration and ERP significantly outperformed the method with unimodal brain/eye features. In addition, the multiple versions of LDA approach, except for BLDA, were proven effective in the single-trial classification, showing superiority in solving such problems with relatively simple inputs compared to a sophisticated neural network structure. For the online validation, we found that the fused feature still provided a
robust performance, while the various classification approaches exhibited divergent adaptability toward a limited number of samples and response time. SKLDA ranked top among all LDA classifiers in terms of both classification performance and application efficiency, that is, SKLDA obtained a high accuracy with a low computational complexity in a relatively short fixation duration.

In the offline analysis, we observed that the fused feature provided a much higher accuracy and AUC in the 10-fold classification. When ERP was taken as the only feature, the classification performance of the various classifiers was scattered. Although ERP signal could reflect cognitive processes with a high-temporal resolution, its low amplitude and sensitivity to various artifacts made it hard to extract stably and varied across subjects. This was consistent with previous findings that the prediction performance using ERP was mixed across studies. Specifically, SKLDA was proposed for single-trial classification of ERP-based BCI by Blankertz et al. [34], suggesting superior performance over ordinary LDA and SWLDA. Zhang developed STDA and demonstrated its superiority among several forms of LDA methods (LDA, SWLDA, and SKLDA) in ERP classification [39]. In our study, we found that among the LDA-based classifiers, RLDA outperformed other methods with an accuracy of 0.7793, and BLDA ranked last with an accuracy of 0.6716. As the most popular deep learning method in ERP-related studies [30], CNN also has an exceptional performance with the top accuracy of 0.7854. Briefly, the performance of classifier varied across studies and datasets for ERP-based classification.

However, when ERP and eye-tracker data were collectively adopted for classification input in this study, the performance of divergent classifiers was greatly improved compared with taking only single-model ERP or eye-tracker feature. Moreover, it was interesting to find that the accuracy and AUC of the various classification algorithms became similar. In our experimental protocol, the fixation duration tended to be higher when participants gazed on the target icon, consonant with the practical scenarios. The eye-tracker ensures a high temporal and spatial accuracy toward the gazing time and position, indicating a robust measure of underlying cognitive processes based on eye movement-related variables, such as fixation duration and saccade [46]. Therefore, compared with the single ERP signal, the fuse of fixation duration from the eye-tracker provided a relatively stable criterion toward cognitive states without large intersubject variability so that the input formulation was highly adaptable and the prediction performance tended to be similar across algorithms. However, compared with the single-fixation duration, the accuracy was also improved by feature fusing, which demonstrated that ERP was associated with the ongoing intention of target selection to enhance the recognition performance of traditional eye-tracker system. Among the different classification approaches, the performances of RLDA, SKLDA, SWLDA, and STDA were similar with the accuracies of 0.8802, 0.8783, 0.8761, and 0.8740, respectively. In addition, in the 10-fold offline analysis, CNN ranked second when fusing eye and brain features, possibly due to the abundant training sample and unlimited processing time. When the training set was massively reduced, most LDA-based classifiers outperformed CNN with fused features. Furthermore, in the profile of classification performance with increasing training sample, we found that the SKLDA, STDA, SWLDA, and RLDA provided an improving and robust accuracy for the fusion approach, and SKLDA was extraordinarily outstanding over other classifiers under various training set scales.

According to the review by Lotte et al. [29], LDA is one of the most prevalent forms of classifiers for EEG-based BCI, especially for online and real-time processing. The online analysis in this study further validated the improvement effect of feature fusion in the selected classification algorithms. Notably, we tested the practicability of the hybrid system by modulating the size of the training set and the length of every input sample (i.e., system response time). First, consistent with offline analysis, the accuracy and AUC remained at a high level when 80 trials were taken for training and decreased with the contraction of the training set. The size of the training sample determined the initial calibration time of the system and was directly related to the interaction convenience, but an extremely small training set, such as 20 trials, also immensely deteriorated the classification performance. In addition, to investigate the effect of system response time on the decoding of interaction intention, we truncated the fixation duration and corresponding ERP epoch of each sample, for the sake of simulating different response times for intention recognition of the hybrid system and evaluating the classification performance. The accuracy and AUC declined when response duration decreased, with a slight slope from 800 ms to 400 ms and a substantial drop below 400 ms. From the perspective of eye-tracker data, using a shorter recognition time made it more difficult to distinguish the intended selection from other conditions, such as long processing time of a stimulus for participants. A previous study showed that the dwell time of novices was typically between 450 and 1000 ms in gaze typing tasks, and decreased to 282 ms after repeated training [47]. In other eye selection-related ERP studies, the fixation duration usually had a long threshold, such as 1000 ms [48] or 2000 ms [49]. Considering that our participants underwent no pretraining, a proper recognition threshold above 400 ms could ensure a more accurate performance. From the aspect of ERP, it was obvious that a shorter EEG epoch after stimulus comprised fewer ERP components. Given that the predominate ERP was concentrated at 100 ms and 300 ms, as shown in Fig. 3, an epoch less than 400 ms might induce the loss of crucial information, especially when a latency shift occurs in P300 wave. However, the superiority of the fused feature compared with single-fixation duration was still observed across the whole range of system response times 300 to 800 ms as long as a considerable training set was implemented. A single eye-tracker was natural to use and could reach decent accuracy without much training, but only a few calibrations allowed the fusion of ERP and fixation duration to outperform the former. In addition, consistent with offline analysis, SKLDA still maintained the best performance for the fused feature among all classification methods, showing the largest area over single eye-tracker classification performance in Fig. 5, and a relatively lower requirement for the training set and response duration for the outperformance. A previous study proved that SKLDA remained effective when the training set was insufficient [34], so that it is practical
for use in real-time scenarios. For the computational time, we found that the single-trial process time was associated with the length of the input signal, especially in RLDA. The SKLDA and SWLDA classifiers required less computation cost in practical applications.

In this study, some factors should be considered when interpreting our results. First, the variance in classification performance indicated the individual differences in terms of our hybrid BCI system (as presented in Fig. 5), probably due to differences in background training and expertise [50]. To reduce assessment bias, a relatively large sample size (i.e., a total of 64 young and healthy university students) was involved to test our protocol. However, there is evidence suggesting that the P300 signal significantly differs between patients (e.g., schizophrenia [51] and amyotrophic lateral sclerosis [52]) and healthy participants, while the performance of LDA declined largely for the ERP classification of severely disabled individuals in real-life applications [28]. These findings lay the groundwork for developing a reasonable BCI that considers the cognitive characteristics of possible candidates for communication with this system.

Therefore, further study could optimize the algorithm model, stimulus presentation method, and feature extraction according to individual factors (healthy or patient) to meet the needs of individuals. Second, in the design of the present interaction interface, the icons were arranged in isolation and regularly with rigid distance as an array, to which the users would become accustomed as they progressed through the experiment. A real ecological application should display arbitrary targets, providing more oddball stimuli to the user and eliciting stable ERP responses. At the same time, the stimulus was expressed in images in this study, while other types of interaction items, such as words, are associated with different predominant ERP components [46]. Future studies could introduce other forms of selection targets to test the generalization of the hybrid system. In addition, this study observed a relatively limited increase in performance by fusing eye-tracker and ERP data compared with a single eye-tracker signal as the feature. Considering the computational complexity, only the time domain wave was selected targets to test the generalization of the hybrid system.

V. CONCLUSION

In this study, we introduced an eye-brain hybrid BCI interaction system and assessed the performance in a customized free visual search paradigm. In comparison with the single-model EEG or eye-tracker features, the proposed hybrid BCI system achieved a better performance in both offline and online conditions. Furthermore, practical validation across six widely used classification methods showed that the SKLDA method could maintain superior performance under conditions of few training sets and fast response times. In summary, our study sheds new insights into the approach of hands-free HCI and provides novel and practical solutions to intention detection in real-world scenarios.
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