The Star Formation–Gas Density Relation in Four Galactic GMCs: Effects of Stellar Feedback
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Abstract
We present maps of four Galactic giant molecular clouds (GMCs) in the J = 2–1 emission of both CO and $^{13}$CO. We use an LTE analysis to derive maps of the CO excitation temperature and column density and the distribution of total molecular gas column density, $\Sigma_{\text{gas}}$. The depletion of CO by freeze-out onto cold dust grains is accounted for by an approximation to the results of Lewis et al., which were derived from far-IR observations with Herschel. The surface density of young stellar objects (YSOs) is obtained from published catalogs. The mean YSO surface density exhibits a power-law dependence on $\Sigma_{\text{gas}}$, with exponents in the range 0.9–1.9. Gas column density probability distribution functions show power-law tails extending to high column densities. The distributions of sonic Mach number, $M_S$, are sharply peaked at $M_S \sim 5$–8 for 3 GMCs; a fourth has a broad distribution up to $M_S = 30$, possibly a result of feedback effects from multiple OB stars. An analysis following the methodology of Pokhrel et al. finds that our sample of GMCs shows power-law relations that are somewhat shallower than those found by Pokhrel et al. for the star formation rate versus ($\Sigma_{\text{gas}}$) and versus ($\Sigma_{\text{gas}}$/tff) in a different sample of clouds. We discuss possible differences in the two samples of star-forming clouds and the effects of stellar feedback on the relation between gas density and star formation rate.

Unified Astronomy Thesaurus concepts: Star forming regions (1565); Giant molecular clouds (653); Star formation (1569)

1. Introduction
This paper presents new results on the distribution and properties of molecular gas in four Galactic giant molecular clouds (GMCs) that have been studied extensively at many wavelengths and in many tracers of their gas, dust, and stellar content. We examine the relation between the molecular gas column density and the current rate of star formation, as well as the area distribution of the GMCs as a function of the gas column density. Together these (empirical) relations should determine the overall rate of star formation within the molecular clouds. These observations also provide constraints on theoretical models for star formation in GMCs from physical scales of embedded stellar clusters (<1 pc) up to entire GMCs (∼50 pc). Currently favored models employ so-called gravo-turbulent mechanisms to compress the gas into star-forming clumps via dissipation of supersonic turbulence followed by gravitational collapse (e.g., Vazquez-Semadeni 1994; Hennebelle & Falgarone 2012).

On much larger scales ranging from kiloparsecs to entire galaxies, in his pioneering work, Schmidt (1959, 1963) found that the rate of star formation in the Milky Way was a power-law function of the mean interstellar gas density, and considering a variety of observational constraints, with a most-likely exponent of two. Subsequent work led by Kennicutt and many others refined this conclusion, finding that a power-law exponent of $\sim 1.4$ applies for most galaxy types over five orders of magnitude in gas surface density (see the review by Kennicutt & Evans 2012). In the present study, we find that these galactic scale relations appear to hold even down to the subparsec scale of star-forming molecular clumps.

The present study is a continuation of a series of papers reporting our mapping observations of CO isotopologues in the J = 2–1 and J = 3–2 rotational transitions toward a selection of Galactic molecular clouds. Regions previously reported include the Sh2-254–258 group of HII regions (Bieging et al. 2009); W51 (Bieging et al. 2010); W3 (Bieging & Peters 2011); Serpens Main (Burleigh et al. 2013); NGC 1333 (Bieging et al. 2014); Sh2-235 (Bieging et al. 2016); and Cep B and C, adjacent to the Cep OB3 association (Bieging et al. 2018). The last two studies compared maps of the molecular gas column density derived from CO observations, with the distribution of young stellar objects (YSOs); in both cases, we found that the surface density of YSOs showed a power-law dependence on the molecular gas column density. If one assumes both a mean stellar mass and a mean age for the cataloged YSOs, the derived relations could be expressed as a rate of star formation versus molecular gas column density.

In the case of Sh2-235, our analysis made use of a previous census by Chavarría et al. (2014) of YSOs in the embedded stellar clusters forming from the molecular gas. We obtained fully sampled maps of CO isotopologues in the J = 2-1 and 3-2 rotational transitions. Comparison of these maps indicated that for the bulk of the molecular gas, the CO rotational levels were populated very close to LTE conditions. With this evidence as justification, we derived the molecular gas column density by a standard LTE analysis and compared the gas column density with the surface density of YSOs (Bieging et al. 2016). The inferred relationship was well described by a power law in molecular gas column density, with a power-law exponent of 1.63. The area distribution of gas column density (the structure function as defined below) was an exponential function of the...
In this work, we adopt the distances used by Chavarría et al. (2014) to be consistent with their catalog of YSOs and related quantities. (We examined the Gaia EDR3 distances for the YSOs included in that catalog. The spread of values for each of the GMCs is relatively large but consistent with our adopted distances.) All four GMCs lie in the range 1.6–2.7 kpc from the Sun. Table 1 lists the adopted distances and the location and dimensions of the mapped fields.

The published literature on observations for these four GMCs is voluminous. Chavarría et al. (2014) give concise summaries of that work for W5-east, Sh2-252, Sh2-235, and NGC 7538, emphasizing the young stellar clusters, H II regions and their exciting stars, and compact IR sources revealed by previous observations. A similar discussion for Sh2-254—258 can be found in Chavarría et al. (2008) and also in Bieging et al. (2009), which presents our earlier CO mapping study of this H II region complex.

### 2. Observations and Data Reduction

All of the observations presented here were made with the Heinrich Hertz Submillimeter Telescope1 on Mt. Graham, Arizona, at an elevation of 3200 m. This facility is operated by the Arizona Radio Observatories, a division of Steward Observatory at the University of Arizona.

Procedures for the observations of the $J = 2-1$ transitions of $^{12}\text{C}^{16}\text{O}$ (hereafter CO) and $^{13}\text{C}^{16}\text{O}$ (hereafter $^{13}\text{CO}$) were identical to those described in Bieging et al. (2014). The receiver was the dual-polarization Atacama Large Millimeter/submillimeter Array Band 6 prototype sideband separating mixer system (Lauria et al. 2006). The spectrometer was a set of four filterbanks each with 512 channels of 1.0 MHz bandwidth and separation (corresponding to a velocity resolution of $\sim$1.3 km s$^{-1}$ for the $J = 2-1$ lines). Spectra for the vertical and horizontal polarizations and the upper and lower mixer sidebands were processed independently. The CO line at $\sim$230 GHz is detected in the mixer upper sideband and the $^{13}\text{CO}$ line at $\sim$220 GHz in the lower sideband. Each line is observed in both of the orthogonal linear polarizations, providing independent maps of the emission that are averaged together to reduce the noise by $\sim$1/$\sqrt{2}$. Observations were made during the period 2019 December 11 through 2020 March 2. The fields to be mapped were divided into contiguous $10' \times 10'$ “tiles,” each of which was observed in the standard on-the-fly scanning mode. The data were calibrated and processed as described in Bieging et al. (2014). The line intensity calibrators were the compact molecular source W3(OH) and the central CO line peak of W51D, with main-
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1 For technical specifications, see the website https://aro.as.arizona.edu/?q=facilities/submillimeter-telescope.
beam brightness temperatures and integrated line intensities as given in Bieging & Peters (2011). Telescope pointing was checked and corrected as necessary approximately every 2 hr. The typical pointing error was <5″. Since the transitions of CO and 13CO are observed simultaneously through identical telescope optics and separated in the sidebands of the mixer (see Lauria et al. 2006), the registration of the two isotopologue maps is guaranteed to be correct, ensuring the fidelity of the LTE analysis (discussed below) that derives gas kinetic temperature from CO and molecular column density from 13CO. Pointing errors were in any case always a small fraction of the diffraction-limited beamwidth (FWHM ≈ 32″).

We applied spatial smoothing to the $J = 2-1$ maps, as with other papers in this series (see, e.g., Burleigh et al. 2013) by convolution of the maps with Gaussian kernels. This smoothing ensures that the CO and 13CO maps have the same resolution (since the diffraction-limited beam sizes differ by the ratio of the line frequencies, ∼5%). Spatial smoothing also reduces the noise per pixel by roughly 40%. The effective resolution after convolution is 38″ (FWHM) for both isotopologues. All of the $J = 2-1$ data presented here have been smoothed to this resolution. Typical rms noise values per pixel in each 1 MHz filter channel calculated over emission-free velocity ranges were 0.09 K in beam-smoothed brightness temperature for CO and 0.10 K for 13CO for all four mapped fields.

Since the line rest frequencies differ by ∼5%, the velocity sampling is not the same for the two isotopologues. Therefore, we resampled the maps by third-order interpolation in velocity on identical LSR values at 0.45 km s$^{-1}$ intervals, i.e., slightly better than Nyquist sampling. Our LTE analysis employs only velocity moments of the data cubes as well as peak line brightness temperatures, so the velocity re-sampling ensures that the moments are calculated over precisely the same range in velocity.

3. Results

3.1. Global Spectra

Figure 1 shows the spectra of CO and 13CO beam-smoothed brightness temperature, averaged over each of the four mapped fields. The ratio of 13CO/CO peak intensities is in the range of 0.15–0.25, which indicates that the 13CO line is not optically thick, as illustrated in Figure 2. This conclusion will help justify our LTE analysis discussed below. Three of the CO spectra show single components of widths in the range 5–8 km s$^{-1}$, typical for GMCs. The CO and 13CO spectra for NGC 7538 are notably broader than the other clouds, though not with obvious multiple velocity components. The line broadening in NGC 7538 is likely related to kinematic structure in the GMC, a result of the presence of several very massive O
stars possibly at different evolutionary stages with associated H II regions (see Chavarría et al. 2014, and references therein).

3.2. Peak and Integrated Intensity Maps

In Figures 3–6 we show maps of the integrated CO line brightness temperature in the left panels, and the maximum CO brightness temperature in the right panels. The positions of YSOs cataloged by Chavarría et al. (2014) are indicated by colored crosses. Class I stars are in magenta, Class II in cyan, and objects identified as YSOs but of ambiguous evolutionary class (“indefinite”) are white. For all of the GMCs except W5-east, our CO maps extended somewhat beyond the regions for which Chavarría et al. (2014) identified and cataloged YSOs. The eastern boundary of their YSO maps is marked with thin white lines in the figures. Generally the areas to the east of these lines show relatively little CO emission, and we do not include them in our comparison of LTE-derived gas column densities and YSOs presented below.

The CO $J = 2-1$ line is optically thick over the bulk of all GMCs, so the peak brightness temperature should be a measure of the excitation temperature of the transition. Under typical cloud conditions, the CO rotational level populations up to $J = 3$ are probably close to a thermal distribution (as discussed
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**Figure 2.** $^{13}$CO/CO line ratio as a function of $^{13}$CO optical depth $\tau_{13}$ for the $J = 2-1$ transitions. Here we assume the same excitation temperature for both lines and a $^{13}$CO/CO abundance ratio of $1/69$. For a line ratio of $\sim 0.2$, the $^{13}$CO optical depth is $\ll 1$.
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**Figure 3.** CO $J = 2-1$ integrated intensity distribution in kelvin kilometers per second (left panel) and peak brightness temperature in kelvin (right panel) toward W5-east. Colored + symbols mark the YSOs cataloged by Chavarría et al. (2014); colors indicate their assigned YSO class, or “indefinite.” The yellow circle shows the map resolution of 38″ (FWHM).
Therefore the peak brightness temperature maps are expected to be good indicators of the gas kinetic temperature distribution in the clouds.

3.3. LTE Analysis: Gas Column Density and CO Excitation Temperature Distributions

In our previous studies of Sh2-235 (Bieging et al. 2016) and Cep B/C (Bieging et al. 2018) GMCs, we also observed the $J = 3-2$ transition of CO with resolution comparable to the $J = 2-1$ maps over the same regions. In both cases, we found that the peak CO brightness temperatures in the two lines followed very closely the expected relation for an LTE population of the rotational levels, with the $J = 3$ level slightly subthermally excited, at ~90% of the kinetic temperature. The $J = 1$ and $J = 2$ levels should therefore be populated very close to LTE conditions. With that justification, we applied an LTE analysis of the CO and $^{13}$CO maps to derive the CO excitation temperature and column density distributions. In the present work, we do not have CO $J = 3-2$ maps of the four GMCs, but these clouds appear to have properties very similar to those of Sh2-235, which was also included in the Chavarría et al. (2014) study of YSO content. We therefore will assume that the CO rotational levels in these four GMCs are well described by LTE conditions as well.

We have used the LTE analysis task colden in the Miriad software package (Sault et al. 1995) to derive maps of the CO excitation temperature and the $^{13}$CO column density, as described in Bieging et al. (2016). Pixels where the CO emission is not detected (with a CO brightness temperature less than $5 \times$ rms) are blanked in the maps. The minimum CO intensity is cut off at 0.65 K brightness temperature per pixel in one 1 MHz spectral channel.

A critical physical effect that must be considered in deriving the total gas column density from the LTE-derived $^{13}$CO column density is depletion of CO molecules onto dust grain surfaces in the coldest parts of the observed GMCs. We have applied the recent results of Lewis et al. (2021) to determine the assumed $^{13}$CO abundance relative to molecular hydrogen, as a function of gas temperature. Lewis et al. (2021) used CO and $^{13}$CO observations with an LTE analysis to determine the $^{13}$CO gas-phase column density distribution for sections of the California Molecular Cloud. The CO observations and LTE analysis employed by Lewis et al. (2021) were essentially identical to ours. They also used Herschel far-IR maps with resolution comparable to our CO maps, to derive the mean grain temperature and the total column density of dust grains at each map pixel. They applied a standard gas-to-dust ratio to determine the distribution of molecular hydrogen. From these data they derived the $^{13}$CO/H$_2$ gas-phase abundance ratio, [$^{13}$CO], as a function of dust temperature (their Figure 7). We adopt a simple analytic fit to their results, namely

$$[^{13}\text{CO}] = (7.94 \times 10^{-11}) \times T^{3.10}, \quad 12 \text{ K} \leq T \leq 24 \text{ K}$$

$$[^{13}\text{CO}] = 1.51 \times 10^{-6}, \quad 24 \text{ K} < T$$

where $T$ is the gas temperature from the CO brightness temperature. We assume the gas temperature equals the Herschel-derived dust temperature to convert the LTE $^{13}$CO column density to the total molecular hydrogen column density at each map pixel. We further assume that H$_2$ is the only form of hydrogen in the mapped regions. For $T < 12$ K, the depletion correction is uncertain, so these pixels are blanked in the column density maps. To account for the presence of He and CNO elements, we multiply the H$_2$ column density by a factor of 1.40 (see Draine 2011), yielding the total gas column density, $\Sigma_{\text{gas}}$. After applying the depletion correction and a factor 1.4 for heavier elements, we find that the maps are sensitive down to a minimum $\Sigma_{\text{gas}} \geq 40 M_\odot$ pc$^{-2}$ (corresponding to $A_V \approx 2.5$ mag for standard gas/dust values) for all four GMCs.

The results are presented in Figures 7–10, which show the total gas column density (expressed in units of $M_\odot$ pc$^{-2}$) in the left panels, and the CO excitation temperature in kelvin in the right panels.

In Table 2 we summarize the total molecular gas mass for each GMC, as derived from our LTE analysis including the correction for depletion of CO. Only unblanked pixels are included in the total mass. The mean gas column density in the last column of Table 2 is the total gas mass divided by the area of the unblanked pixels, not the full area mapped. The mean column densities for gas with detected CO emission range from 167–487 $M_\odot$ pc$^{-2}$. These values are substantially higher than the mean GMC surface density of 35 $M_\odot$ pc$^{-2}$ derived by Lada & Dame (2020) for galactic GMCs. Their values, however, are calculated for the full extent of the GMC out to the minimum detectable level of CO $J = 1-0$ emission, while our maps are limited to the cloud region where YSOs are catalogued, i.e., where star formation is currently most active, which does not cover the full extent of detectable CO emission. Moreover, their cloud mean surface densities are based on analyses using adopted values of $X_{\text{CO}}$, the nominal conversion factor from CO line intensity to total gas column density, which do not (explicitly) consider the effects of temperature-dependent CO depletion onto grains. It is therefore not surprising that the average column densities in Table 2 are considerably higher than 35 $M_\odot$ pc$^{-2}$.

In general, all of the maps of molecular gas column density have the greatest part of the cloud area with relatively low $\Sigma_{\text{gas}}$, below 200 $M_\odot$ pc$^{-2}$. The highest column density areas cover only a small fraction of the mapped field, and are invariably associated with a high surface density of YSOs. In contrast, the maps of CO excitation temperature (which should be close to the gas kinetic temperature for the conditions of gas density expected to exist in these clouds) have a more uniform distribution, with values typically in the range 10–20 K. Pixels with higher temperatures, $\geq 30$ K, are confined to relatively smaller areas. Note that the areas of highest gas column density are not necessarily the same as those with the highest temperatures. The latter regions often appear to lie at the edges of associated H II regions.

| Name     | Field | Area (pc$^2$) | Unblanked Fraction | Total Gas Mass ($M_\odot$) | Mean Gas Column Density ($M_\odot$ pc$^{-2}$) |
|----------|-------|---------------|---------------------|---------------------------|-----------------------------------------------|
| W5-east  | 308   | 0.16          | 8,100               | 167                       |
| Sh2-252  | 218   | 0.43          | 26,900              | 290                       |
| Sh2-254–258 | 129 | 0.41          | 11,900              | 224                       |
| NGC 7538 | 367   | 0.77          | 138,000             | 487                       |

Note. $^a$ Includes only unblanked pixels.
3.4. Comparison with Associated YSOs and H II Regions

The GMCs in this study have been known previously as optical H II regions or radio continuum sources of free–free emission from ionized gas. The ionizing photons are radiated by newly formed OB stars, whose energy input is affecting the molecular gas by physical processes referred to as “feedback” dominated by photoionization and stellar winds for GMCs that have not yet produced a supernova (SN). None of the clouds in this study shows evidence for an SN event within the cloud lifetime, neither by an optical remnant, nor X-ray nor nonthermal radio continuum emission. The lack of evidence for recent SNe is consistent with the relative youth of the embedded YSO clusters, which have not yet had time to evolve to core collapse, i.e., the ages of the clusters are ≲3 Myr.

In Figures 7–10 we also show, as white contours, the radio continuum emission at λ 21 cm that was detected in the Canadian Galactic Plane Survey (CGPS; Taylor et al. 2003) for W5-east, Sh2-252, and NGC 7538, or by the Very Large Array (VLA; Fich 1993) for Sh2-254–258. These radio sources all appear to arise from free–free emission radiated from gas ionized by the newly formed OB stars. At this wavelength, dust extinction should be negligible, so the radio continuum reveals the location of photoionization within the molecular clouds. The CGPS images may not show regions of diffuse low surface brightness continuum such as would come from older, extended H II regions. In W5-east (Figure 7), there is a relatively bright, compact source at a minor peak in the molecular column density, and an elongated weak source that appears to wrap around the west side of the highest molecular peak. There is a high concentration of YSOs to the west but with no detected CO within several arcminutes of the stellar cluster. The absence of molecular gas suggests that this region has been cleared out by a combination of stellar winds and photoionization from stars in the YSO cluster. The appearance of the molecular gas also looks as though the neutral gas has been compressed and swept into elongated structures by stellar feedback mechanisms.

The radio continuum toward Sh2-252 (Figure 8) has three strong resolved peaks that lie in a molecular void, which may have resulted from photoionization or expansion of the H II region. The molecular gas to the west of the main radio continuum appears to have been shaped and compressed by such an expansion. In contrast to W5-east, there is no YSO cluster in the molecular void, so the ionization source is not evident in the distribution of young stars.

The group of H II regions Sh2-254–258 (Figure 9) was discussed extensively by Bieging et al. (2009) and by Chavarria et al. (2008). Our new CO and 13CO maps confirm these earlier results. The VLA map of radio continuum emission reveals two bright, nearly spherical H II regions (Sh2-255 and Sh2-257) on either side of the highest molecular column density peak, which appears to have been compressed and heated by the expansion of the ionized gas on each side. To the northwest, a void in the CO coincides with the largest of the H II regions, Sh2-254, which has swept away or ionized the molecular gas. Bieging et al. (2009) proposed that this was an example of sequential formation of the stars exciting the H II regions, triggered by the compression of the molecular gas as a consequence of the expansion of the adjacent H II regions.

The radio continuum toward NGC 7538 (Figure 10) has the morphology expected of an H II region expanding to the northeast and compressing an adjacent molecular cloud to the southwest. The highest molecular column density ridge lies at the southern edge of the ionized gas, with the molecular peak lying at a local extension of the radio continuum, seen as the white contours protruding to the south. This extension may indicate the presence of a recently formed compact H II region within the molecular peak and energized by a young OB star. The corresponding map of CO excitation temperature—which we equate to the gas temperature—seen in the right panel of Figure 10, shows that the molecular gas lying at the perimeter of the ionized gas is being heated to the range 30–40 K, presumably by radiation from the H II region.

The appearance of the molecular gas juxtaposed with the free–free continuum and the embedded YSO clusters (Figures 7–10) can be compared to the results of numerical simulations, which include feedback effects from photoionization and stellar winds. An example is the work of Dale et al. (2014), who present high spatial resolution 3D SPH numerical simulations of star-forming molecular clouds with both photoionization and stellar winds. Several of their models have masses comparable to the GMCs in this study, and cover timescales that are comparable to the expected ages of the star formation activity detected in these clouds. The morphology of the molecular gas and the location of the H II regions we observe bear a strong resemblance to their simulations. Typically a cavity of ionized gas forms within the molecular cloud. Dale et al. (2014) found that in most cases the dynamical effects of the expanding hot photoionized gas dominate over the effects of stellar winds, except at very early times in their simulations. Their Figure 8 (which shows run I at 2.2 Myr including both stellar winds and photoionization) resembles our image of NGC 7538 (Figure 10) fairly well. The central cavity in the molecular gas is occupied by the H II region, and one side is compressed to high column density where clusters of YSOs are detected. Dale et al. (2014) do not explicitly include star formation in their simulations, but the location of pixels with very high column density indicates where stars are expected to form. A group of high-density pixels centered in the ionized cavity implies a stellar cluster that provides the ionizing photons. Two other groups of high-density pixels lie on the rim of molecular gas surrounding the cavity, tracing the locations where more YSO clusters are likely to form. We see similar morphologies in the molecular and ionized gas distributions in NGC 7538. Broadly speaking, then, the predictions of these numerical simulations are consistent with the appearance of the molecular clouds in our study, and with their relationship to the ionized gas and locations of embedded YSO clusters as illustrated in Figures 7–10.

4. Discussion

4.1. Star Formation Rate versus Molecular Gas Column Density

The maps of total molecular gas column density, with the locations of the identified YSOs indicated by + symbols (Figures 7–10, left panels) show that the regions of high gas column density invariably have a strong concentration of YSOs associated with the gas. (The converse is not always the case, however, as discussed in Section 3.4.) To quantify this relation, we use the following method.

First we create a set of pixel masks that select only pixels in the gas column density maps having values of $\Sigma_{\text{gas}}$ within a specified range. The masks are defined for eight bins, which are
spaced equally in log($\Sigma_{gas}$) from 100 $M_\odot$ pc$^{-2}$ up to the maximum map value. This choice of widths ensures that each bin contains enough YSOs for a statistically significant sample. Then we apply each mask successively to the corresponding catalog of YSOs, counting the number of stars within the unmasked pixels. We divide the number of YSOs by the area enclosed by the unmasked pixels to find the mean value of YSOs per pc$^2$ for each bin of $\Sigma_{gas}$. The results are shown in Figure 11 as a log-log plot. The horizontal bars show the width of each bin; the vertical error bars show the Poisson 1$\sigma$ uncertainty based on the number of YSOs within the range of the bin. For three of the GMCs, the points are reasonably well described by a linear relation, implying a power-law dependence of the mean YSO surface density on the gas column density. For NGC 7538, the highest four bins are close to a linear relation, but the four lowest bins show nearly a constant value of YSO surface density. We perform a linear regression for each panel and show the slope of the fit (the power-law exponent) as well in Figure 11. For NGC 7538, the fit is only to the upper four bins.

The observed current surface density of YSOs can be used to estimate the rate of star formation (in $M_\odot$ Myr$^{-1}$ pc$^{-2}$) in a given projected surface area of the molecular cloud if we make certain assumptions. First, we assume a mean mass per YSO of 0.5 $M_\odot$, as suggested by Heiderman & Evans (2015), for the Class I and II stars and for the “indefinite” category, which is expected to contain mainly those categories as well. This value for the mean YSO mass should be correct to better than a factor of two for the cataloged objects. Second, we must assume a mean age for all of the YSOs in the sample. We again follow
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**Figure 4.** CO $J = 2-1$ integrated intensity distribution in K kilometers per second (left panel) and peak brightness temperature in kelvin (right panel) toward Sh2-252. Colored + symbols mark the YSOs cataloged by Chavarría et al. (2014); colors indicate their assigned YSO class, or “indefinite.” The white line marks the eastern boundary of the region for which Chavarría et al. (2014) identified YSOs.

**Figure 5.** CO $J = 2-1$ integrated intensity distribution in kelvin kilometers per second (left panel) and peak brightness temperature in kelvin (right panel) toward Sh2-254-258. Colored + symbols mark the YSOs cataloged by Chavarría et al. (2014); colors indicate their assigned YSO class, or “indefinite.” The white line marks the eastern boundary of the region for which Chavarría et al. (2014) identified YSOs.

**Figure 6.** CO $J = 2-1$ integrated intensity distribution in kelvin kilometers per second (left panel) and peak brightness temperature in kelvin (right panel) toward NGC 7538. Colored + symbols mark the YSOs cataloged by Chavarría et al. (2014); colors indicate their assigned YSO class, or “indefinite.” The white line marks the eastern boundary of the region for which Chavarría et al. (2014) identified YSOs.
Heiderman & Evans (2015), who find that the duration of the Class I phase is 0.5 Myr, and that of the Class II phase is 2 Myr. Our samples of YSOs have roughly equal mixes of the two classes, as well as a significant fraction in the “indefinite” category, so we adopt a mean age of 1 Myr. Again, we believe this value should be correct to better than a factor of two. Thus, the estimated current rate of star formation will be for a time range integrated over the past 1 Myr, and the values on the vertical axes in Figure 11 can be converted to the recent star formation rate \((\text{in } \text{M}_\odot \text{ pc}^{-2} \text{ Myr}^{-1})\) simply by multiplying by a factor of 0.5 (i.e., subtracting 0.3 in the logarithm). Finally, we assume that the YSOs included in the analysis have all formed very close to their currently observed locations, so that the derived gas column density describes the conditions in that part of the molecular cloud where the stars were formed. Note that only regions with detected CO are included, so the YSOs located where molecular gas is absent are not part of the calculation. The observed molecular voids that contain YSOs have presumably been cleared of gas by stellar feedback processes, so the initial conditions of star formation at those positions are unknowable. If such processes have also influenced the observed molecular gas, then the star
formation–gas density relation may also be affected, a possibility we consider in Section 5.

The totality of star formation activity in a molecular cloud will depend critically on the distribution of gas density within the cloud. We cannot measure the gas volume density directly, but we can examine the fraction of cloud projected area with column densities greater than or equal to \( \Sigma_{\text{gas}} \), which we refer to as the structure function. For Sh2-235, Bieging et al. (2016) compare the gas density with the star formation activity.

**Figure 10.** Total molecular gas column density in \( M_\odot \text{pc}^{-2} \) (left panel) and CO \( J = 2-1 \) excitation temperature in kelvin (right panel) for NGC 7538, derived from LTE analysis with correction for CO depletion (see the text). The white contours show 1.4 GHz continuum brightness temperature from the CGPS (Taylor et al. 2003), with levels at 10, 20, 50, 100, 200, and 500K. The colored crosses mark positions of YSOs from Chavarría et al. (2014) as in Figure 6.

**Figure 11.** Mean YSO surface density for pixels with total molecular gas column density \( (\Sigma_{\text{gas}}) \) within bins of width shown by the horizontal bars. Vertical error bars show standard deviations based on Poisson statistics for the number of YSOs counted within each \( \Sigma_{\text{gas}} \) bin. Straight lines show fits to the plotted points (log-log space). Slope gives the power-law exponent of the fit. For NGC 7538, the fit is only to the highest four points. Note that the scales differ between panels for the vertical axes.

Figure 10. Total molecular gas column density in \( M_\odot \text{pc}^{-2} \) (left panel) and CO \( J = 2-1 \) excitation temperature in kelvin (right panel) for NGC 7538, derived from LTE analysis with correction for CO depletion (see the text). The white contours show 1.4 GHz continuum brightness temperature from the CGPS (Taylor et al. 2003), with levels at 10, 20, 50, 100, 200, and 500K. The colored crosses mark positions of YSOs from Chavarría et al. (2014) as in Figure 6.

Figure 11. Mean YSO surface density for pixels with total molecular gas column density \( (\Sigma_{\text{gas}}) \) within bins of width shown by the horizontal bars. Vertical error bars show standard deviations based on Poisson statistics for the number of YSOs counted within each \( \Sigma_{\text{gas}} \) bin. Straight lines show fits to the plotted points (log-log space). Slope gives the power-law exponent of the fit. For NGC 7538, the fit is only to the highest four points. Note that the scales differ between panels for the vertical axes.
found that the projected area having $\Sigma_{\text{gas}}$ above a given value was an exponential function of $\Sigma_{\text{gas}}$. We have calculated the structure functions for the four GMCs in this study and show the results in Figure 12 as log-linear plots. The points lie on nearly straight lines for $\Sigma_{\text{gas}} \geq 100 ~ M_\odot \text{pc}^{-2}$, up to the maximum value. We fitted exponential functions for each cloud, shown in Figure 12 together with the parameters of the best-fit exponential. W5-east has a relatively steep slope compared to the other three GMCs, implying that it has a smaller fraction of cloud mass in the highest range of $\Sigma_{\text{gas}}$ compared to the others.

The aggregate star formation rate in these molecular clouds is the product of the power-law functions shown in Figure 11, multiplied by the projected area within a given range of $\Sigma_{\text{gas}}$, and summed over the full range of gas column densities. The projected area in a given range of $\Sigma_{\text{gas}}$ is the derivative of the structure function, which will therefore be another exponential. The aggregate star formation rate will depend sensitively on the fraction of high column density gas in the cloud. If two clouds have similar masses but different structure functions, the cloud with the greater fractional area at high $\Sigma_{\text{gas}}$, i.e., a flatter structure function, should have the greater star formation rate per mass of molecular gas. Therefore, from Figure 12 we expect that NGC 7538 will exhibit more star formation than the other three clouds, per unit of cloud mass.

We note also that Lada et al. (2012, 2013) have discussed the significant difference in star formation rates between the Orion Molecular Cloud and the so-called California Cloud, even though these two GMCs have similar total gas masses. The difference, then, may be understood in terms of differences in the cloud density distributions or structure functions.

### 4.2. Properties of the Molecular Gas Related to Turbulence

In Section 1 we noted the importance of supersonic turbulence in currently favored theories of star formation. Observational constraints on the properties of molecular clouds that are closely related to turbulence are therefore of great interest in the formulation of realistic numerical simulations.
Two properties that our molecular line maps allow us to calculate are the cloud column density probability density functions (PDFs), or $\Sigma_{\text{gas}}$-PDF, and the distribution of sonic Mach numbers. In Figures 13 and 14 we show these for each of the four mapped GMCs. As a proxy for the generally unmeasurable 3D volume density distribution or $\rho$-PDF, the column density PDF has been shown to be related to the star formation activity in turbulent clouds, e.g., Kainulainen et al. (2014). These authors developed a formalism to derive a measure of the $\rho$-PDF from the observed column density distribution such as those shown in Figure 13. Previous studies have found a strong correlation between the rate of ongoing star formation and the flatness of the column density PDFs (e.g., Kainulainen et al. 2009; Kainulainen et al. 2014; Lada et al. 2010; Stutz & Kainulainen 2015; Schneider et al. 2013). In a recent theoretical paper, Khullar et al. (2021) showed from numerical simulations that the $\rho$-PDF of GMCs with supersonic turbulence is initially a log-normal function but that a (broken) power-law tail develops at high volume densities as star formation progresses in the cloud. Eventually a stable functional form is seen with a power-law dependence at the high end. Khullar et al. (2021) cautioned, however, that their numerical simulations do not include effects of stellar feedback or magnetic fields, which could further alter the shape of the $\rho$-PDF. If the shape of the $\Sigma_{\text{gas}}$-PDF is related to the $\rho$-PDF as Kainulainen et al. (2014) argue, then our gas column density maps should reflect the effects of recent star formation.

The $\Sigma_{\text{gas}}$-PDFs, shown in Figure 13, do not extend to gas column densities low enough to reliably define the peak, so a log-normal function cannot with confidence be fitted to these data. For $\Sigma_{\text{gas}} \gtrsim 300\ M_\odot\ pc^{-2}$, the distributions for W5-east and Sh2-254-258 are well described by power laws. Sh2-252 and NGC 7538 exhibit a steep high end that could be consistent with a log-normal function, but could also be well described by a power law. All of these GMCs are currently showing active star formation, so the extended power-law tail in the distribution function is consistent with results of the other studies noted above.

Figure 13. Histograms of the distribution of molecular gas column density in bins of 100 $M_\odot\ pc^{-2}$. Numbers in the upper right give the number of $10^6$ pixels in each histogram.
The CO and $^{13}$CO line widths are generally much larger than would be observed if the only broadening were due to thermal motion in the molecular gas. The excess width is presumably caused by bulk turbulent motions. To calculate the sonic Mach number at each map position, we follow the approach used in Bieging et al. (2018) where we assume that the excitation temperature of CO is equal to the gas kinetic temperature, $T_{\text{kin}}$, and the isothermal sound speed is given by $C_s = \sqrt{k T_{\text{kin}}/\mu}$, where $\mu = 2.33$ AMU including H$_2$ and He. We assume the bulk gas motions are distributed isotropically and take the line-of-sight velocity dispersion from the second moment of the $^{13}$CO spectra, $\sigma_v$. The $^{13}$CO spectra are less broadened by high optical depth compared to the CO spectra, so should be a more reliable measure of the actual gas motions. The 3D sonic Mach number is then given by

$$M_s = \sqrt{3} \sigma_v/C_s.$$ 

Figure 14 shows histograms of $M_s$ for the range 0–30 for each GMC. All of the pixels with CO emission have sonic Mach numbers well above three, indicating that supersonic turbulence dominates the gas motions throughout the clouds. For three GMCs, the distribution is sharply peaked at $M_s$ in the range five to seven, with the bulk of the cloud areas between four and 10. Sh2-252 has a tail extending to $M_s = 20$, but most of the cloud has $M_s < 10$. NGC 7538 has a significantly broader distribution than the other three GMCs, with $M_s$ extending up to 30 and the maximum at 12. NGC 7538 has several very luminous embedded O stars that may be generating stronger turbulent motions via stellar winds and supersonic expansion of the associated HII region, compared to the other three. The NGC 7538 cloud has the greatest molecular mass of our four targets, and as noted above, a shallower structure function than the others. Together these properties imply a higher star formation rate, which could be expected to produce a greater degree of supersonic turbulence compared to the other GMCs in our study.

5. Comparison with the Analysis of Pokhrel et al. (2021)

5.1. Calculation of Cumulative Star Formation Rates versus Mean Gas Column Density

In a recent paper, Pokhrel et al. (2021) examined the molecular cloud column density–star formation rate
relationship for a different set of clouds and an alternative approach to deriving the gas column density compared to the clouds and analysis we present in this paper. We have applied their methodology to our data sets; here, we compare our results with theirs. In observational material, the main differences between Pokhrel et al. (2021) and the present work are: (1) their clouds are relatively nearby, \( d < 1 \) kpc, while our four GMCs are between 1.6 and 2.7 kpc in distance; (2) their catalogs of YSOs were derived from a new analysis of 2MASS photometry together with archival data from the Spitzer satellite in the near- and mid-IR, while we use the YSO catalogs of Chavarría et al. (2014), which also relied on Spitzer data as well as deep JHK_s photometry with large telescopes; (3) they include only the youngest YSOs, of Class 0/I with a mean age of 0.5 Myr, whereas we include Class 0/I and Class II objects and assume a mean age of 1 Myr; and (4) they inferred the column density distribution of molecular gas from Herschel far-IR images of thermal dust continuum, with an assumed dust absorption coefficient from standard models and a standard gas/dust ratio, while we derived the molecular gas column density from our observations of CO isotopologues and a \(^{13}\)CO/H_2 abundance ratio. We assume this to be a function of the temperature-dependent CO depletion using the results of Lewis et al. (2021), which were based on Herschel photometry.

Following the method of Pokhrel et al. (2021), we calculate a nominal mean gas volume density, \( \langle \rho(\Sigma_{gas}) \rangle \), for a series of contours of constant \( \Sigma_{gas} \) taken in the maps shown in Figures 7–10 for each of the four GMCs. The mean gas volume density is defined as the total gas mass enclosed by a given contour at \( \Sigma_{gas} \) divided by the volume of a sphere that has a projected area equal to the area enclosed by that contour. From the mean gas volume density, we calculate a nominal freefall time with the usual expression,

\[
t_{ff}(\Sigma_{gas}) = \sqrt{3\pi/32G\langle \rho(\Sigma_{gas}) \rangle}
\]

for gravitational collapse of a uniform-density sphere with negligible pressure support. Pokhrel et al. (2021) also defined a mean gas column density as the total gas mass enclosed by the contour at a given value of \( \Sigma_{gas} \) divided by the area within that contour. We denote the mean gas column density by \( \langle \Sigma_{gas} \rangle \). The freefall time is therefore a function of the mean gas column density determined by the enclosed mass and projected surface area at a given value of \( \Sigma_{gas} \). In our sample of GMCs, \( t_{ff} \) varies by a full order of magnitude from the lowest calculated value at \( \Sigma_{gas} = 100 \ M_\odot \, \text{pc}^{-2} \) up to \( 2000 \ M_\odot \, \text{pc}^{-2} \), ranging typically from \( \sim 1 \) Myr down to \( \sim 0.1 \) Myr at the highest gas column density. The projected area and enclosed mass versus \( \Sigma_{gas} \) are directly related to the structure function (Figure 12), which we find is reasonably well described by an exponential function for \( \Sigma_{gas} \gg 100 \ M_\odot \, \text{pc}^{-2} \), for all four GMCs in our sample. Likewise, a log-linear plot of \( t_{ff} \) versus \( \langle \Sigma_{gas} \rangle \) implies that the nominal freefall time is an exponential function of the mean gas column density.

We take a set of eight contours equally spaced in \( \log(\Sigma_{gas}) \) from 100 \( M_\odot \, \text{pc}^{-2} \) up to the maximum in each map, as in Section 4.1. For each contour of total gas column density, we calculate a cumulative star formation rate from the total number of YSOs enclosed by each contour, divided by the enclosed area. The mean mass per YSO is assumed to be 0.5 \( M_\odot \), and the average age to be 1 Myr, the same as in Section 4.1. Note that this definition of the star formation rate differs from the one used in Section 4.1, which uses YSO average surface densities restricted to binned ranges of \( \Sigma_{gas} \). The definition of the star formation rate in Pokhrel et al. (2021) sums over all of the YSOs enclosed by the specified \( \Sigma_{gas} \) contour up to the maximum \( \Sigma_{gas} \) in the map; we refer to this as the cumulative star formation rate.

We show in Figure 15 a log-log plot of the cumulative star formation rate versus the mean gas column density \( \langle \Sigma_{gas} \rangle \), where each plotted pair of values is calculated for the series of outer contours described above. The points are well described by straight lines for W5-east, Sh2-252, and Sh2-254-258, implying a power-law relation between the two quantities. For NGC 7538, the four highest points appear to follow a linear relation, while the lowest four points turn over to a shallower slope. We fitted the points with a linear regression, shown as solid lines in Figure 15. The coefficients of the fits are summarized in Table 3, as well as the average for the four GMCs and the corresponding fit from Pokhrel et al. (2021) for the average of their 12 clouds. For comparison, we also list the coefficients of the power-law fits as described in Section 4.1 and shown in Figure 11.

Pokhrel et al. (2021) also examined the relationship between cumulative star formation rate and the mean gas column density normalized by the corresponding freefall time, \( t_{ff} \) (as they define it) and found a smaller scatter in the fitted power-law functions. They argued that this reduction in scatter of the fits is consistent with theoretical expectations and points to a universal correlation between star formation rate and (mean) gas column density normalized by freefall time for all star-forming molecular clouds, where these quantities are calculated per their methodology.

In Figure 15 we also show the cumulative star formation rate versus mean gas column density normalized by \( t_{ff} \) on the abscissa; these points are also well described by power laws whose values are given in Table 3 along with the average values from Pokhrel et al. (2021). The figure shows the average fitted functions from Pokhrel et al. (2021) as dashed lines. As shown in Figure 15 and Table 3, our power-law fits are somewhat shallower than the mean from Pokhrel et al. (2021). Their mean power-law exponent for the plot against \( \log(\langle \Sigma_{gas} \rangle) \) is 2.00 with a standard deviation of 0.27 compared with a mean value of 1.62 for our four GMCs (though the four highest points for NGC 7538 show a slope comparable to the mean from Pokhrel et al. 2021). The fitted functions for the plots against \( \log(\langle \Sigma_{gas} \rangle/t_{ff}) \) have a similar trend. Pokhrel et al. (2021) found a nearly linear relation with a mean power-law exponent of 0.94 and standard deviation of 0.11, while our average value is 0.66. The discrepancies between our derived mean relations for star formation rate versus \( \Sigma_{gas} \) or versus \( \Sigma_{gas}/t_{ff} \) (shown in Figure 15 and Table 3), and the mean relations from Pokhrel et al. (2021) are therefore at the levels of \( \sim 1.5\sigma \) and \( \sim 2.5\sigma \), respectively.

Our analysis uses observations of the \( J = 2-1 \) transitions of CO and \(^{13}\)CO, which we assume are populated very close to LTE conditions. We justify this assumption based on our previous multitransition CO observations of similar GMCs–Sh2-235 (Bieging et al. 2016) and Cep B/C (Bieging et al. 2018). The CO rotational levels through \( J = 2 \) should be very close to LTE for the bulk of the molecular gas. The \( J = 2-1 \) transition of CO is relatively insensitive to the assumed gas temperature for LTE conditions. The volume emissivity changes by at most about \( \pm 25\% \) for kinetic temperatures from
We therefore argue that our measurements of the CO gas column densities are robust for the bulk of the star-forming gas. To account for depletion of CO by freeze-out onto dust grains, we adopt the temperature-dependent $[^{13}\text{CO}]$ gas-phase abundance of Lewis et al. (2021) to obtain the total gas column density. Lewis et al. (2021) derived their total gas column density from multi-wavelength Herschel far-IR maps of thermal dust emission from molecular clouds. Pokhrel et al. (2021) also employed far-IR maps of thermal dust emission from their sample of molecular clouds made by the Herschel satellite, together with a single assumed dust opacity coefficient and dust temperatures derived from fits to the SEDs at each map position. They also use low spatial resolution maps from the Planck satellite to correct for the loss of low spatial frequency information in the Herschel data. The inferred dust column density is sensitive to the assumed dust temperature, which may vary with position along the line of sight within the cloud. Pokhrel et al. (2021) assumed a single temperature at each map pixel in the SED fits, a potential source of systematic bias if there are significant temperature gradients along the line of sight.

To calculate the YSO surface density for our GMCs, we took all of the stars in the Chavarría et al. (2014) catalogs, combining both Class I and II as well as the “indefinite” category, which is a mix of both classes. Pokhrel et al. (2021) used only the Class I objects in their new revision of the 2MASS-based catalogs of YSOs. If the Class II stars have diffused away from their birthplace over the course of early evolution from Class I to II, we would expect that the older of the Class II YSOs will show a more extended spatial distribution, provided all star formation has occurred in the same physical location. Figures 3–6 do in fact show that the Class II stars have a more extended distribution than Class I stars; the stars in the “indefinite” catalog appear to be distributed more widely as well, comparable to Class II. Diffusion from their place of origin could tend to flatten the $\log(\langle \Sigma_{\text{gas}} \rangle)$ or $\log(\langle \Sigma_{\text{gas}} \rangle/t_{\text{ff}})$ relation where we include

![Figure 15](https://example.com/figure15.png)

**Figure 15.** Logarithmic plots of cumulative star formation rate vs. (1) mean gas column density, $\langle \Sigma_{\text{gas}} \rangle$ (filled squares) or (2) mean gas column density divided by freefall time, $\langle \Sigma_{\text{gas}} \rangle/t_{\text{ff}}$ (×’s), following the method of Pokhrel et al. (2021). The solid lines are linear fits to the data points (see Table 3). For NGC 7538, only the four highest points are used in the fits. Dashed lines show the mean relations reported by Pokhrel et al. (2021) for their sample of molecular clouds. The red lines represent $\log(\langle \Sigma_{\text{gas}} \rangle)$, and the blue lines represent $\log(\langle \Sigma_{\text{gas}} \rangle/t_{\text{ff}})$. Note that as defined here, $t_{\text{ff}}$ is a function of $\langle \Sigma_{\text{gas}} \rangle$, which we find, is well described as an exponential.
the Class II objects. To examine this possibility, we have also made a separate analysis for each of the three categories cataloged by Chavarría et al. (2014). We find no evidence in these data, however, that the use of combined Class I and II YSOs in calculating the stellar surface density results in substantially flatter power-law dependence on gas column density compared to using only bona fide Class I YSOs. It appears, then, that this difference is not the explanation for the shallower power laws in our analysis compared to that of Pokhrel et al. (2021). We also note that in a previous paper, Pokhrel et al. (2020), using both Class I and II YSOs, obtained similar power-law fits as Pokhrel et al. (2021) did using only Class I.

5.2. Effects of Stellar Feedback

Besides possible observational biases, the differences in power-law relations may result from real astrophysical differences between our sample of GMCs and that of Pokhrel et al. (2021). The four GMCs in our study are all actively forming massive stars and show clear evidence in their morphologies of stellar feedback mechanisms at work, principally the effect of expanding H II regions acting on the surrounding molecular gas. Of the 12 clouds in the sample of Pokhrel et al. (2021), at least half are relatively nearby regions forming mainly lower-mass stars, not OB stars. A few in their sample (Orion A, Sh2-140, Cep OB3, and Cygnus X) are forming massive stars. Nevertheless, they find that all have similar power-law relations between the mean gas column density normalized by freefall time, \( \langle \Sigma_{gas}/t_{ff} \rangle \), and the mean YSO surface density using their cumulative definition for the surface densities and freefall times.

It would be instructive, then, to compare structure functions for the thermal dust continuum maps used by Pokhrel et al. (2021) with those shown in Figure 12 to see if exponential relations also apply to their dust-derived column density maps. Our derivation of the differential gas column density–star formation rate relation uses an alternative approach to the cumulative relations calculated by Pokhrel et al. (2021), which integrate over a range of \( \Sigma_{gas} \) values. A calculation using the data from Pokhrel et al. (2021) would be interesting to compare directly with our results as shown in Figure 11. The cumulative approach used by Pokhrel et al. (2021) assumes the simplest possible description of star-forming clouds, i.e., the uniform sphere, to derive the mean gas volume density \( \langle \rho_{gas} \rangle \) and from that the freefall time. (Hu et al. 2021 have recently discussed the systematic errors inherent in the assumption of uniform spherical clouds in deriving the freefall time and from that the star formation efficiency.) The density structure of GMCs is obviously far from spherical or uniform, so we argue that a more intuitive approach to determining the star formation rate–gas column density relation is the one we use to obtain the plots in Figure 11, where column density is divided into discrete bins, and YSO surface density is derived for each \( \Sigma_{gas} \) bin. These empirically derived relations can be compared directly with the predictions of numerical simulations, e.g., as shown in Figure 12 of Federrath & Klessen (2012).

Despite these reservations, we find that the power-law fits for the binned ranges of \( \Sigma_{gas} \), are very close to the values for fits to our data using the cumulative method of Pokhrel et al. (2021), as shown in Table 3. The mean coefficients for our fits and those of Pokhrel et al. (2021) differ at the 1.5\( \sigma \)–2.5\( \sigma \) level, with values for our sample generally being lower. NGC 7538 has coefficients close to the means of Pokhrel et al. (2021) but with large uncertainties and only over the highest range of \( \Sigma_{gas} \). We suggest that these differences may reflect the more advanced stage of star formation that our sample of GMCs represent compared to the clouds in the Pokhrel et al. (2021) analysis. The morphologies of our four GMCs show clear signs of stellar winds or H II region expansion having cleared out parts of the molecular gas, leaving stellar clusters behind. The remaining molecular gas is evidently still forming stars, since we see clusters or isolated YSOs within these regions. The molecular gas may be heated and compressed by the stellar radiation and/or H II region expansion, so that further star formation in the gas is affected. A good example is the H II region group Sh2-254–258 (Figure 9), where a peak in both \( \Sigma_{gas} \) and \( T_{ex} \) lies directly between two young, nearly spherical H II regions. A tight cluster of YSOs coincides with the peak in the molecular gas.

Our derived star formation–gas column density relations are not drastically different from those found by Pokhrel et al.
(2021) except possibly for NGC 7538, where the relation at the high column density end has a slope close to their average, but for $\Sigma_{\text{gas}} < 500 M_\odot pc^{-2}$ is nearly constant. It would be of interest to compare the results of numerical simulations that incorporate stellar feedback, at different stages in the evolution of the cloud, with these observational results. How do H II region expansion or stellar wind input alter the conditions for star formation in the affected molecular gas? Can simulations reproduce the relations observed in real GMCs? How do these changes as conditions evolve over time?

A significant limitation on our analysis results from the need to examine GMCs, which are relatively distant compared to the 12 clouds in the Pokhrel et al. (2021) sample. The bulk of star formation in the galaxy occurs in GMCs, which mostly lie well beyond 1 kpc from the Sun. Accurate photometry in the near- and mid-IR is crucial to identifying and classifying YSOs, but for distances >1 kpc, limitations in sensitivity and resolution hamper the available catalogs of YSOs, which have typically depended on observations with the Spitzer IRAC and MIPS 24 μm instruments. With the advent of JWST, we may expect significant improvements in our ability to identify and classify YSOs down to fainter luminosities in a larger set of GMCs. It will also be important to examine massive GMCs in which the star formation process is still at an early stage (compared to the clouds in our sample), for example, the many infrared dark clouds that have now been identified and that have not yet formed OB stars leading to cloud disruption by stellar feedback.

6. Summary

We have presented fully sampled on-the-fly maps of four galactic GMCs (NGC 7538, Sh2-252, Sh2-254–258, and W5-east) in the $J = 2-1$ emission of both CO and $^{13}$CO. After modest smoothing, the spatial resolution is 38″ (FWHM) and the velocity resolution is 1.3 km s$^{-1}$, yielding average rms noise of ~0.1 K brightness temperature in one velocity channel. We use an LTE analysis based on the CO peak brightness temperature and the $^{13}$CO integrated intensity to derive maps of the CO excitation temperature and gas-phase $^{13}$CO column density. To account for depletion of CO onto dust grain surfaces, we use the results of Lewis et al. (2021) to derive the distribution of total molecular gas column density $\Sigma_{\text{gas}}$. The surface density of YSOs of Classes I and II is obtained from the YSO catalogs of Chavarría et al. (2014). Our main conclusions are:

1. For all four GMCs, the mean YSO surface density within a series of binned gas column densities exhibits a power-law dependence on $\Sigma_{\text{gas}}$, with exponents in the range 0.9–1.9.

2. The projected area having column density $\geq \Sigma_{\text{gas}}$ or structure function, is well-represented by a negative exponential function of $\Sigma_{\text{gas}}$ for column densities $\geq 100 M_\odot pc^{-2}$ up to the maximum in the map.

3. Histograms of $\Sigma_{\text{gas}}$ show power-law tails extending to high column densities, consistent with theoretical predictions for GMCs exhibiting current active star formation.

4. Histograms of the sonic Mach number are sharply peaked at $M_{\text{sonic}} \approx 5$–8 for three GMCs; the fourth (NGC 7538) has a broad distribution that may result from effects of turbulent energy input from several massive stars recently formed.

5. We also analyze our data following the methodology of Pokhrel et al. (2021) and find that our sample of GMCs shows power-law relations that are somewhat shallower than those found by Pokhrel et al. (2021) for the star formation rate versus $\langle \Sigma_{\text{gas}} \rangle$ and versus $\langle \Sigma_{\text{gas}} \rangle/\Sigma_0$. The average relations agree at the $\sim 1.5 \sigma$ – 2.5σ level.

6. We discuss possible effects of stellar feedback on the star formation–gas density relations for our more evolved sample of GMCs compared with the clouds studied by Pokhrel et al. (2021).
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