CURVE-SHORTENING FLOW OF OPEN, ELASTIC CURVES IN $\mathbb{R}^2$ WITH REPELLING ENDPOINTS: A MINIMIZING MOVEMENT APPROACH

R. BADAL

ABSTRACT. We study an $L^2$-type gradient flow of an immersed elastic curve in $\mathbb{R}^2$ whose endpoints repel each other via a Coulomb potential. By De Giorgi’s minimizing movements scheme we prove long-time existence of the flow. The work is complemented by several numerical experiments.
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1. Introduction

In this paper we study an $L^2$-gradient flow of an open, immersed curve $\gamma$ in $\mathbb{R}^2$ belonging to the following set of admissible curves:

$$\mathcal{AC} := \{ \gamma \in H^2(0,1;\mathbb{R}^2) : \gamma_s \neq 0, \gamma(0) \neq \gamma(1) \},$$

where $s$ denotes the curve parameter and $\gamma_s := \frac{d}{ds} \gamma$ is the speed of the curve. The evolution of a curve $\gamma$ is driven by the energy

$$E(\gamma) := L(\gamma) + \varepsilon W(\gamma) - \log|\gamma(0) - \gamma(1)|,$$

where $\varepsilon > 0$ is a fixed scalar, $L$ is the length functional and $W$ is the Willmore-energy defined as

$$W(\gamma) = \frac{1}{2} \int_\gamma \kappa^2 \, dH^1.$$  

Here $\kappa$ denotes the curvature of $\gamma$. As the energy $E$ is invariant under reparameterizations we restrict the class of admissible curves to the following nonlinear subset of $\mathcal{AC}'$:

$$\mathcal{AC} = \{ \gamma \in \mathcal{AC}' : |\gamma_s| = \text{const} \}. $$  

The interest in the gradient flow of functionals as in (1) is motivated by the observation that they represent one of the main energy contributions in several physical systems driven by the formation of topological and geometrical defects, that can be seen, roughly speaking, as codimension two and one singularities of some ad-hoc chosen order parameter, respectively.

In particular, among the models characterised by the emergence of topological singularities, of particular interest in our case are those featuring fractional vortices. They have been widely studied in the theory of spin systems as a generalization of the classical xy model studied in [4], [5], [6] and [21].
and of superconductors systems as a generalization of the Ginzburg-Landau model for which we refer the reader to [7], [10], [16] and [23]. For what concerns the geometric singularities, they are peculiar of phase separation phenomena in which they represent phase boundaries. Regarding the time evolution of the singularities in this kind of models, we refer the reader to the papers [22] and [3]. In [9] the authors study an energy model describing a class of spin systems whose minimizers may develop complicated structures in the form of clusters of phase boundaries possibly connecting fractional vortices (see also [14]), thus providing a first variational analysis of a physical system exhibiting both codimension two and one singularities. Notice that the presence of both type of singularities is considered to be one of the main characteristics of the ground states of physical systems like liquid crystals (see [19]), in which case the singularities represent disclinations and string defects, or of plastic crystals (see [15]), where they represent partial dislocations and stacking faults. Additionally, they appear also in many micromagnetics and super conductors models (see for instance [2] and [24]).

The gradient flow of an energy functional as in [9] turns out to be a very difficult task when considered in its full generality. Keeping the main features of the model, we perform our analysis in the simple case of a line singularity joining two equally charged vortices. In this case the geometric part of the energy which drives the system towards equilibrium takes the form

\[ \int_0^1 |\gamma_s|_1 \, ds - \pi \log|\gamma(0) - \gamma(1)|, \]

where \(|\cdot|_1\) denotes the \(L^1\)-norm. Here \(\gamma\) parametrizes the line defects with vortices located at \(\gamma(0)\) and \(\gamma(1)\). Our energy defined in (1) can be seen as a further simplification of the one above in which we replace the crystalline length by the Euclidean one and we add the Willmore term (thus reducing to an elastica model) whose regularizing effect has been for instance already exploited in [12] and [20].

One of the main features of the expected flow is the competition between the shortening effect due to the length energy and the end-points repulsion due to the Coulomb potential. As an example (see the end of this introduction for more details) one might consider the simple case of a sufficiently long straight segment. Roughly speaking, if only the Coulomb part would act, the segment would evolve towards an infinite line, while if only the length would be present, it would shorten to a point. Instead, with both terms present, the segment evolves towards a segment having an optimal length which balances the two effects.

In this paper we will model an \(L^2\)-type gradient flow of the energy \(E\) in (1) employing the De Giorgi’s minimizing movement technique described for instance in [5]. In this case one shows that the flow emerges from a sequence of time-discrete evolutions \((\gamma^\tau)^{\tau>0}\), where each \(\gamma^\tau: [0, 1] \times \mathbb{R}_+ \to \mathbb{R}^2\) is a piece-wise constant (in time-intervals of length \(\tau\)) interpolation of a sequence \((\gamma_n^\tau)\) \(\in \mathcal{AC}\). This sequence is constructed via a recurrent scheme: Starting from a fixed \(\gamma_0^\tau = \gamma_0 \in \mathcal{AC}\) the following curves in the sequence \((\gamma_n^\tau)\) try to decrease \(E\) as much as possible while not straying too far away from the foregoing curve in the sequence. This result is achieved introducing a penalization term \(D\) which can be thought as a dissipation. More precisely we have

\[
\begin{align*}
\gamma_{n+1}^\tau &\in \arg\min_{\gamma \in \mathcal{AC}} \left\{ E(\gamma) + \frac{1}{\tau} D(\gamma, \gamma_n^\tau) \right\}, \\
\gamma_0^\tau &= \gamma_0,
\end{align*}
\]  

(3)

where \(D: \mathcal{AC}^2 \to \mathbb{R}\) is defined as

\[
D(\gamma, \tilde{\gamma}) := \frac{1}{4L_\gamma} \int_0^1 \langle \gamma - \tilde{\gamma} \mid \mathcal{R}(\tilde{\gamma}) \rangle^2 \, ds + \frac{1}{4L_\gamma} \int_0^1 \langle \gamma - \tilde{\gamma} \mid \mathcal{R}(\gamma) \rangle^2 \, ds \\
+ \frac{1}{2} \gamma(0) - \tilde{\gamma}(0) \rangle^2 + \frac{1}{2} \gamma(1) - \tilde{\gamma}(1) \rangle^2.
\]

(4)

Even though our model has several common points with that in [12] and [20], it also presents some important differences. In [12] and [20] the authors study the morphological evolution of epitaxially strained two-dimensional thin films in terms of the \(H^{-1}\) and the \(L^2\) gradient flow structure, respectively. On one hand the authors exploit the De Giorgi’s minimizing movements technique with curvature
regularization, as we do here. On the other hand, they study the time-discrete evolution of the interfaces in the graph setting, that is, assuming that the surfaces are described by a sequence of graphs defined over a fixed coordinate system, whereas we here consider an intrinsic setting. Furthermore their problem does not account for free boundary points as they assume periodic boundary conditions for their graphs. Following their approach in the present case, would complicate our analysis, since we would be forced to consider the motion of graphs on evolving domains of definition. As we consider the $L^2$ gradient flow case as in [20], it is also worth comparing the different choices of dissipation. Expressed in intrinsic coordinates, the dissipation in [20] is

$$\tilde{D}(\gamma, \tilde{\gamma}) = \frac{1}{2} \int_0^1 \langle \gamma - \tilde{\gamma} | R(\tilde{\gamma}) \rangle^2 \, ds. \quad (5)$$

Regarding our dissipation in (4), besides the presence of additional boundary terms, necessary to control the flow of the free boundary points, we make a different choice of the interior $L^2$ dissipation by considering a symmetrized version of (5), namely $\frac{1}{2} \tilde{D}(\gamma, \tilde{\gamma}) + \frac{1}{2} \tilde{D}(\tilde{\gamma}, \gamma)$. Such a choice does not change the limit equation (as the two symmetric terms will have the same limit), but it turns out to be convenient from a technical point of view to derive the a priori bounds of the velocity of the time-discrete evolution (see also Lemma 1 and Lemma (2)).

We continue by describing the strategy of our existence argument contained in section 2. Employing the direct methods of the Calculus of Variations we first prove in Theorem 1 the well-posedness of the scheme in (3). The Euler-Lagrange equations satisfied at each minimization step in (3) lead to a weak description of the time-discrete evolution $\gamma^\tau$, see also equation (85) in Theorem 4. The passage to the limit, as $\tau \to 0$, in the equation governing the time-discrete evolution is eventually obtained in Theorem 8 by combining Theorems 3, 5, 6 and 7, where several compactness results for the sequence $\gamma^\tau$ are proved. This part of the argument is closely related to some ideas contained for instance in [20]. The limit evolution $\gamma$ satisfies the initial condition $\gamma(0) = \gamma_0$ and solves a system of PDEs that are better described through the arclength parameter $\sigma$. With a slight abuse of notation let $\gamma(\sigma, t) := \gamma(\sigma^{-1} L(t), t)$, where $L(t)$ is the length of $\gamma$ at time $t$. Then $\gamma$ satisfies for almost every
Given vectors $s$ and codomain, so that for instance $\gamma_s$ denotes the first derivative of $\gamma$ with respect to $s$. Furthermore, higher order derivatives are written with repeated indices. The length and the curvature of $\gamma$ are denoted by $L_\gamma$ and $\kappa_\gamma$, respectively. Sometimes, when there is no danger of confusion, we will omit the dependence on $\gamma$ in the notation. When there is no confusion in denoting function spaces of such curves we will usually drop the notation for domain and codomain, so that for example $H^m(I; \mathbb{R}^2)$ will be abbreviated as $H^m$. For $t \in \mathbb{R}$ we define $\lceil t \rceil$ as the smallest integer $k \in \mathbb{Z}$ such that $k \geq t$, and $\lfloor t \rfloor$ as the biggest integer $k \in \mathbb{Z}$ such that $k \leq t$.

Given vectors $a, b \in \mathbb{R}^2$ we denote by $|a|$ its Euclidean length, by $R(a)$ the vector obtained rotating $a$ anti-clockwise by $\frac{\pi}{2}$, and by $(a \mid b)$ the Euclidean scalar product between $a$ and $b$. All over the

2. Notation and Minimizing movement

We will consider planar curves $\gamma : I \rightarrow \mathbb{R}^2$, where $I := [0, 1]$, whose curve parameter will be denoted by $s \in I$. For derivatives with respect to $s$ we use the index notation, so that for instance $\gamma_s$ denotes the first derivative of $\gamma$ with respect to $s$. Furthermore, higher order derivatives are written with repeated indices. The length and the curvature of $\gamma$ are denoted by $L_\gamma$ and $\kappa_\gamma$, respectively. Sometimes, when there is no danger of confusion, we will omit the dependence on $\gamma$ in the notation. When there is no confusion in denoting function spaces of such curves we will usually drop the notation for domain and codomain, so that for example $H^m(I; \mathbb{R}^2)$ will be abbreviated as $H^m$. For $t \in \mathbb{R}$ we define $\lceil t \rceil$ as the smallest integer $k \in \mathbb{Z}$ such that $k \geq t$, and $\lfloor t \rfloor$ as the biggest integer $k \in \mathbb{Z}$ such that $k \leq t$.

Given vectors $a, b \in \mathbb{R}^2$ we denote by $|a|$ its Euclidean length, by $R(a)$ the vector obtained rotating $a$ anti-clockwise by $\frac{\pi}{2}$, and by $(a \mid b)$ the Euclidean scalar product between $a$ and $b$. All over the
paper we denote all the constants by C, or c and we assume that their value is always positive and that it might change from line to line. We moreover explicitly write their dependence on meaningful parameters.

2.1. Scheme. We start several objects of relevance to the minimizing movement scheme. The set of admissible curves is defined as

\[ \mathcal{AC} := \{ \gamma \in H^2 : |\gamma_s| \equiv \text{const} = L_\gamma, \gamma(0) \neq \gamma(1) \} . \]

Note that for any \( \gamma \in \mathcal{AC} \) we can derive the following important identity:

\[ \gamma_{ss}(s) = L_\gamma \kappa_s(s) \mathcal{R}(\gamma_s)(s) \text{ for a.e. } s \in I . \] (8)

Given \( \tilde{\gamma} \in \mathcal{AC} \) the subset \( \mathcal{AC}_{\tilde{\gamma}} \subset \mathcal{AC} \) is defined as

\[ \mathcal{AC}_{\tilde{\gamma}} := \{ \gamma \in \mathcal{AC} | \langle \gamma_s | \tilde{\gamma}_s \rangle \geq 0 \} . \] (9)

For fixed \( \varepsilon > 0 \) we define the energy \( E : \mathcal{AC} \to \mathbb{R} \) as

\[ E(\gamma) := L_\gamma + \frac{\varepsilon}{2} \int_{\gamma} \kappa_s^2 \, d\mathcal{H}^1 - \log |\gamma(1) - \gamma(0)| . \] (10)

The dissipation \( D : \mathcal{AC}^2 \to \mathbb{R} \) is defined as

\[ D(\gamma, \tilde{\gamma}) := \frac{1}{4L_\gamma} \int_{0}^{1} \langle \gamma - \tilde{\gamma} | \mathcal{R}(\tilde{\gamma}_s) \rangle^2 \, ds + \frac{1}{4L_\gamma} \int_{0}^{1} \langle \gamma - \tilde{\gamma} | \mathcal{R}(\gamma_s) \rangle^2 \, ds + \frac{\varepsilon}{2} |\gamma(0) - \tilde{\gamma}(0)|^2 + \frac{\varepsilon}{2} |\gamma(1) - \tilde{\gamma}(1)|^2 . \] (11)

For a given time step \( \tau \in (0, 1) \) we also define \( F : \mathcal{AC}^2 \to \mathbb{R} \) as

\[ F(\gamma, \tilde{\gamma}) := E(\gamma) + \frac{1}{\tau} D(\gamma, \tilde{\gamma}) . \] (12)

We are now able to describe our minimizing movement scheme. For a given \( \gamma_0 \in \mathcal{AC} \) we define \( (\gamma^n_\tau)_n \subset \mathcal{AC} \) recursively as

\[
\begin{align*}
\gamma_{n+1}^\tau & \in \arg\min_{\gamma \in \mathcal{AC}_{\gamma_n}^\tau} \left\{ E(\gamma) + \frac{1}{\tau} D(\gamma, \gamma_n^\tau) \right\}, \\
\gamma_0^\tau & = \gamma_0 .
\end{align*}
\] (13)

Whenever \( \tau > 0 \) is fixed we shortly write \( (\gamma_n^\tau) \) as \( (\gamma_n) \). We are now going to apply the direct methods of the Calculus of Variations in order to show the well-definedness of the scheme in (13).

**Theorem 1 (Existence of step-by-step minimizers).** For every \( n \in \mathbb{N} \) the problem in (13) attains a minimum. Furthermore the following a priori bounds hold true for the sequence \( (\gamma_n^\tau)_n \):

\[
\begin{align*}
c \leq |\gamma_n^\tau(1) - \gamma_n^\tau(0)| & \leq L_{\gamma_n^\tau} \leq C, \\
\int_{0}^{1} \kappa_{\gamma_n^\tau}^2 \, ds & \leq C(\varepsilon) .
\end{align*}
\] (14)

**Proof of Theorem 1** Suppose that we have already proved the existence of \( \gamma_0, ..., \gamma_n \) for some \( n \in \mathbb{N} \). By comparison and the definition of \( F \) we have

\[ \inf_{\gamma \in \mathcal{AC}_{\gamma_n}^\tau} F(\gamma, \gamma_n) \leq F(\gamma_n, \gamma_n) = E(\gamma_n) . \] (16)

Furthermore, in the case \( n > 1 \), we iteratively derive again by comparison and the nonnegativity of \( D \)

\[ E(\gamma_n) \leq F(\gamma_n, \gamma_{n-1}) = \inf_{\gamma \in \mathcal{AC}_{\gamma_{n-1}}^\tau} F(\gamma, \gamma_{n-1}) \leq \cdots \leq E(\gamma_0) . \] (17)

Furthermore, by the basic estimate

\[ -\log |\gamma(1) - \gamma(0)| \geq -|\gamma(1) - \gamma(0)| \geq -L_\gamma . \]
and the very definition of $E$ in (10) we have that $E$ is nonnegative on $\mathcal{AC}$. This fact combined with (16) and (17) then leads to

$$0 \leq \inf_{\gamma \in \mathcal{AC}_{\gamma_n}} F(\gamma, \gamma_n) \leq E(\gamma_0).$$

Consequently we can find a minimizing sequence $(\mu_i) \subset \mathcal{AC}_{\gamma_n}$ such that

$$\lim_{i \to \infty} F(\mu_i, \gamma_n) = \inf_{\gamma \in \mathcal{AC}_{\gamma_n}} F(\gamma, \gamma_n),$$

$$F(\mu, \gamma_n) \leq E(\gamma_0) + 1 < \infty \text{ for all } i \in \mathbb{N}. \quad (19)$$

Our main aim now is to show that $\sup_i \|\mu_i\|_{H^2} < \infty$. For this note that by (19) and $\log t \leq \frac{t}{2}$ we first derive

$$E(\gamma_0) + 1 \geq F(\mu_i, \gamma_n) \geq E(\mu_i) \geq -\frac{1}{2} \|\mu_i(1) - \mu_i(0)\| + L_{\mu_i} + \frac{\varepsilon}{2} \int_0^1 \kappa_{\mu_i}^2 ds \geq \frac{L_{\mu_i}}{2} + \frac{\varepsilon}{2} \int_0^1 \kappa_{\mu_i}^2 ds$$

Moreover, by the definition of $D$, the non-negativity of $E$ and (19) we also get that

$$\frac{1}{2\tau} |\mu_i(0) - \gamma_n(0)|^2 \leq D(\mu_i, \gamma_n) \leq F(\mu_i, \gamma_n) \leq E(\gamma_0) + 1. \quad (21)$$

Hence by the fundamental Theorem of Calculus (FTC), the fact that $|\langle \mu_i \rangle| = L_{\mu_i}, \tau \leq 1$, (20) and (21) we derive

$$\int_0^1 |\mu_i|^2 ds + \int_0^1 |\langle \mu_i \rangle|^2 ds \leq (|\mu_i(0)| + L_{\mu_i})^2 + L_{\mu_i}^2 \leq (|\gamma_n(0)| + |\mu_i(0) - \gamma_n(0)| + L_{\mu_i})^2 + L_{\mu_i}^2 \leq 2|\gamma_n(0)|^2 + \frac{4\tau}{2\tau} |\mu_i(0) - \gamma_n(0)|^2 + 12 \left(\frac{L_{\mu_i}}{2}\right)^2 \leq 2|\gamma_n(0)|^2 + 4E(\gamma_0) + 12(E(\gamma_0) + 1)^2. \quad (22)$$

Furthermore with (8) applied to $\mu_i$ and (20) we follow

$$\int_0^1 |\langle \mu_i \rangle_s|^2 ds = \int_0^1 |L_{\mu_i} \kappa_{\mu_i} \mathcal{R}(\langle \mu_i \rangle_s)|^2 ds = \frac{16}{\varepsilon} \left(\frac{1}{2} L_{\mu_i}\right)^3 \left(\frac{\varepsilon}{2} L_{\mu_i} \int_0^1 \kappa_{\mu_i}^2 ds\right) \leq \frac{16}{\varepsilon} (E(\gamma_0) + 1)^4. \quad (23)$$

Combining (22) and (23) eventually leads to $\sup_i \|\mu_i\|_{H^2} < \infty$ as desired. By the weak compactness in $H^2$ and by the Sobolev embedding Theorem we can find $\mu \in H^2$ such that up to taking a subsequence

$$\mu_i \rightharpoonup \mu \text{ weakly in } H^2,$$

$$\mu \in W^{1,\infty}. \quad (24)$$

We now wish to show that $\mu$ is admissible, which means $\mu \in \mathcal{AC}_{\gamma_n}$. By (25) and $(\mu_i) \subset \mathcal{AC}_{\gamma_n}$ we derive that $\mu$ also satisfies

$$|\mu_s| = L_{\mu}, \quad \langle \mu_s \rangle (\gamma_n)_s \geq 0. \quad (25)$$

To prove that $\mu \in \mathcal{AC}_{\gamma_n}$ it is left to show that $\mu(0) \neq \mu(1)$. This follows from (25) and (19) which imply

$$-\log|\mu(1) - \mu(0)| = -\lim_{i \to \infty} \log|\mu_i(1) - \mu_i(0)| \leq \liminf_{i \to \infty} F(\mu_i, \gamma_n) \leq E(\gamma_0) + 1.$$

Hence, by the monotonicity of $\log L_{\mu} \geq |\mu(1) - \mu(0)| \geq c$, (26)
Hence, by (25) we have
\[ \int_{\mu_i} \kappa_{\mu_i}^2 \, d\mathcal{H}^1 = \int_0^1 \left( \frac{\langle (\mu_i)_{ss} \mid \mathcal{R}((\mu_i)_s) \rangle}{|i(\mu_i)_s|} \right)^2 |i(\mu_i)_s| \, ds \]
\[ = \int_0^1 \langle (\mu_i)_{ss} \mid L_{\mu_i}^{-\frac{2}{L}} \mathcal{R}((\mu_i)_s) \rangle^2 \, ds. \]
By (24) and (25) the following convergences hold
\[ (\mu_i)_{ss} \rightharpoonup \mu \text{ weakly in } L^2, \]
\[ L_{\mu_i}^{-\frac{2}{L}} \mathcal{R}((\mu_i)_s) \rightharpoonup L_{\mu}^{-\frac{2}{L}} \mathcal{R}(\mu_s) \text{ in } L^2. \]

Hence
\[ \langle (\mu_i)_{ss} \mid L_{\mu_i}^{-\frac{2}{L}} \mathcal{R}((\mu_i)_s) \rangle \rightharpoonup \langle \mu_{ss} \mid L_{\mu}^{-\frac{2}{L}} \mathcal{R}(\mu_s) \rangle \text{ weakly in } L^2, \]
and therefore
\[ \lim_{i \to \infty} F(\mu_i, \gamma_n) \geq \frac{\varepsilon}{2} \int_{\mu_i} \kappa_{\mu_i}^2 \, d\mathcal{H}^1. \] (27)

Furthermore, by (25) we have
\[ \lim_{i \to \infty} F(\mu_i, \gamma_n) = \frac{\varepsilon}{2} \int_{\mu_i} \kappa_{\mu_i}^2 \, d\mathcal{H}^1. \] (28)

Taking (27) and (28) together and using (18) we derive
\[ \inf_{\gamma \in \mathcal{AC}, \gamma_n} F(\gamma, \gamma_n) = \lim_{i \to \infty} F(\mu_i, \gamma_n) \geq F(\mu, \gamma_n). \] (29)

Consequently $\gamma_{n+1} := \mu$ is a desired minimizer. Passing to the limit as $i \to \infty$ in (20) we derive the upper bounds in (14) and (15). The lower bound in (14) instead follows from (26). \( \square \)

2.2. Compactness. In this subsection we will derive important compactness results for interpolations of the sequence of step-by-step minimizers $(\gamma_n^\tau)_n$, described in the next Definition.

**Definition 1** (Interpolations in time). Let $(\gamma_n^\tau)_n$ be the sequence of step-by-step minimizers. We first define the piecewise constant functions related to $(\gamma_n^\tau)_n$, namely $\gamma^\tau: I \times \mathbb{R}_+ \to \mathbb{R}^2$, $\ell^\tau: \mathbb{R}_+ \to \mathbb{R}$ and $\kappa^\tau: \mathbb{R}_+ \to \mathbb{R}$ as
\[ \gamma^\tau(s,t) := \gamma_{[t/\tau]}^\tau(s), \quad \ell^\tau(t) := L_{\gamma_{[t/\tau]}^\tau}(t), \quad \kappa^\tau(s,t) := \kappa_{[t/\tau]}(s). \]

We introduce the following notation for their translations in time $\tilde{\gamma}^\tau: I \times \mathbb{R}_+ \to \mathbb{R}^2$, $\tilde{\ell}^\tau: \mathbb{R}_+ \to \mathbb{R}$ and $\tilde{\kappa}^\tau: \mathbb{R}_+ \to \mathbb{R}$:
\[ \tilde{\gamma}^\tau(s,t) := \gamma^\tau(s,t-\tau), \quad \tilde{\ell}^\tau(t) := \ell^\tau(t-\tau), \quad \tilde{\kappa}^\tau(s,t) := \kappa^\tau(s,t-\tau). \]

Furthermore we define $\check{\gamma}^\tau: I \times \mathbb{R}_+ \to \mathbb{R}^2$ as the piecewise affine interpolation in time of $(\gamma_n^\tau)$ given by
\[ \check{\gamma}^\tau(s,t) := \left(\frac{[t/\tau]}{t/\tau} - t/\tau\right) \gamma_{[t/\tau]}^\tau(s) + \left(t/\tau - \left[t/\tau\right]\right) \gamma_{[t/\tau]}^\tau(s). \]

Finally we also define the piecewise affine interpolation in time of $(\ell_n^\tau)$ defined as the function $\check{\ell}^\tau: \mathbb{R}_+ \to \mathbb{R}$ given by
\[ \check{\ell}^\tau(t) := \left(\frac{[t/\tau]}{t/\tau} - t/\tau\right) \ell_{\gamma_{[t/\tau]}^\tau}(t) + \left(t/\tau - \left[t/\tau\right]\right) \ell_{\gamma_{[t/\tau]}^\tau}(t) \] (30)
and we set $V^\tau: I \times \mathbb{R}_+ \to \mathbb{R}^2$ to be
\[ V^\tau(s,t) := \check{\gamma}^\tau(s,t). \]

In the following Lemma we will derive an important coupling relation between the tangential and the orthogonal projection of the speed. It will be eventually used in the proof of Lemma 2 in order to derive a bound on the time-discrete speed.
Lemma 1. For every \( s \in I \) and \( t \in \mathbb{R}_+ \) it holds that
\[
\langle V^\top \mid \gamma^\tau_s + \gamma^\tau_{s,s} \rangle = (\hat{L}^\tau + L^\tau)\hat{L}^\tau_t + \langle V^\top \mid \hat{L}^\tau \kappa^\tau R(\gamma^\tau_s) + L^\tau \kappa^\tau R(\gamma^\tau_{s,s}) \rangle. \tag{31}
\]

Proof of Lemma 1. The derivation of the coupling relation \((31)\) is the result of the following computation: Since \( \gamma_t \) belongs to \( \mathcal{AC} \) we have \( \gamma^\tau_s(s, t) \equiv L^\tau(t) \) for all \( s \in I \) and \( t \in \mathbb{R}_+^\tau \). Defining \( \mu^\tau := \gamma^\tau_s + \gamma^\tau_{s,s} \) we derive for all \( s \in I \) and \( t \in \mathbb{R}_+ \)
\[
(\hat{L}^\tau + L^\tau)\hat{L}^\tau_t = \frac{1}{\tau}(\hat{L}^\tau + L^\tau)(L^\tau - \hat{L}^\tau) = \frac{1}{\tau}((L^\tau)^2 - (\hat{L}^\tau)^2) = \frac{1}{\tau}((\gamma^\tau_s \mid \gamma^\tau_s) - (\gamma^\tau_{s,s} \mid \gamma^\tau_{s,s})) = \langle V^\tau_s \mid \mu^\tau \rangle. \tag{32}
\]
Furthermore by the product rule and \((8)\) we have
\[
\langle V^\top \mid \mu^\tau \rangle_s = \langle V^\tau_s \mid \mu^\tau \rangle + \langle V^\top \mid \gamma^\tau_{s,s} + \gamma^\tau_{s,s} \rangle = \langle V^\tau_s \mid \mu^\tau \rangle + \langle V^\top \mid \hat{L}^\tau \kappa^\tau R(\gamma^\tau_s) + L^\tau \kappa^\tau R(\gamma^\tau_{s,s}) \rangle. \tag{33}
\]
Combining \((32)\) and \((33)\) readily leads to \((31)\).
\(\square\)

Lemma 2.
\[
\int_0^\infty \int_0^1 |V^\tau|^2 \, ds \, dt + \int_0^\infty |V^\tau(0, t)|^2 + |V^\tau(1, t)|^2 \, dt \leq C(\varepsilon). \tag{34}
\]

Proof of Lemma 2. In order to shorten notation we shortly write as in the previous Lemma
\[
\mu^\tau := \gamma^\tau_s + \gamma^\tau_{s,s}.
\]
Note that by \( \gamma_n \in \mathcal{AC}_{\gamma_{n-1}} \) for all \( n \), \((9)\) and \((14)\) we have
\[
|\mu^\tau|^2 = (\hat{L}^\tau)^2 + 2(\gamma^\tau_s \mid \gamma^\tau_s) + (L^\tau)^2 \\
\geq \hat{L}^\tau^2 + L^\tau^2 \geq c > 0.
\tag{35}
\]
Furthermore comparison (see \((13)\)) we have that
\[
\frac{1}{\tau} \liminf_{N \to \infty} E(\gamma_{N+1}) \leq E(\gamma_n) - E(\gamma_{n+1}).
\]
Summing the above expression over \( n \) and using the non-negativity of \( E \) we get
\[
\frac{1}{\tau} \sum_{n=0}^\infty D(\gamma_{n+1}, \gamma_n) \leq \sum_{n=0}^\infty (E(\gamma_n) - E(\gamma_{n+1})) \leq E(\gamma_0) - \liminf_{N \to \infty} E(\gamma_{N+1}) \leq E(\gamma_0).
\tag{36}
\]
We then compute
\[
\frac{1}{\tau} \sum_{n=0}^\infty D(\gamma_{n+1}, \gamma_n) = \sum_{n=0}^\infty \frac{\tau}{4L_{\gamma,n}} \int_0^1 \left( \frac{\gamma_{n+1} - \gamma_n}{\tau} \right)^2 ds \\
+ \sum_{n=0}^\infty \frac{\tau}{4L_{\gamma,n+1}} \int_0^1 \left( \frac{\gamma_{n+1} - \gamma_n}{\tau} \right)^2 ds \\
+ \sum_{n=0}^\infty \frac{\tau}{2} \left( \frac{\gamma_{n+1}(0) - \gamma_n(0)}{\tau} \right)^2 + \sum_{n=0}^\infty \frac{\tau}{2} \left( \frac{\gamma_{n+1}(1) - \gamma_n(1)}{\tau} \right)^2
\tag{37}
\]
\[
= \int_0^\infty \left( \frac{1}{4L^\tau} \int_0^1 \langle V^\tau \mid \mathcal{R}(\gamma^\tau_s) \rangle^2 ds + \frac{1}{4L^\tau} \int_0^1 \langle V^\tau \mid \mathcal{R}(\gamma^\tau_s) \rangle^2 ds \right) dt \\
+ \frac{1}{2} \int_0^\infty |V^\tau(0, t)|^2 + |V^\tau(1, t)|^2 dt.
\]
Combining \((36)\), \((37)\) and \((14)\) leads to
\[
\int_0^\infty \left( \int_0^1 \langle V^\tau \mid \mathcal{R}(\gamma^\tau_s) \rangle^2 ds + \int_0^1 \langle V^\tau \mid \mathcal{R}(\gamma^\tau_s) \rangle^2 ds \right) dt + \int_0^\infty |V^\tau(0, t)|^2 + |V^\tau(1, t)|^2 dt \leq C. \tag{38}
\]
Since (38) and (35) imply
\[
\int_0^\infty \int_0^1 \left( V^T \left( \frac{R(\mu^T)}{|\mu^T|} \right) \right)^2 \, ds \, dt \leq \frac{1}{c^2} \int_0^\infty \int_0^1 \left( V^T \left| R(\mu^T) \right| \right)^2 \, ds \, dt \leq C,
\] (39)
it follows that
\[
\int_0^\infty \int_0^1 \left( V^T \left( \frac{R(\mu^T)}{|\mu^T|} \right) \right)^2 \, ds \, dt + \int_0^\infty \left| V^T(0,t) \right|^2 \, dt + \int_0^\infty \left| V^T(1,t) \right|^2 \, dt \leq C.
\] (40)
In order to obtain (34) we are left to control
\[
\int_0^\infty \int_0^1 \left( V^T \left( \frac{\mu^T}{|\mu^T|} \right) \right)^2 \, ds \, dt
\]
from above. This will be achieved by employing (31). To this end we integrate (31) in the curve parameter over I and solve for \( L^\gamma \) to derive
\[
\hat{L}^\gamma = \frac{1}{L^T + L^r} \left( (V^T \mid \mu^T) |_{s=0}^1 - \int_0^1 (V^T \mid \hat{L}^T \kappa^T \mathcal{R}(\gamma^\gamma_s) + L^T \kappa^T \mathcal{R}(\gamma^\gamma_s)) \, ds \right)
\]
Squaring both sides of the equality above, integrating them over \( t \in \mathbb{R}_+ \), and using (14), (38) and Hölder’s inequality we get
\[
\int_0^\infty (\hat{L}^\gamma)^2 \, dt \leq C \int_0^\infty \left| V^T(0,t) \right|^2 + \left| V^T(1,t) \right|^2 \, dt
\]
\[+ C \int_0^\infty \left( \int_0^1 (V^T \mid \hat{L}^T \kappa^T \mathcal{R}(\gamma^\gamma_s) + L^T \kappa^T \mathcal{R}(\gamma^\gamma_s)) \, ds \right)^2 \, dt \]
\[\leq C + C \int_0^\infty \left( \int_0^1 (\kappa^T)^2 \, ds \left( \int_0^1 (V^T \mid \mathcal{R}(\gamma^\gamma_s))^2 \, ds \right) \right) \, dt
\]
\[+ C \int_0^\infty \left( \int_0^1 (\kappa^T)^2 \, ds \left( \int_0^1 (V^T \mid \mathcal{R}(\gamma^\gamma_s))^2 \, ds \right) \right) \, dt \]
\[\leq C(\varepsilon) \left( 1 + \int_0^\infty \int_0^1 (V^T \mid \mathcal{R}(\gamma^\gamma_s))^2 + (V^T \mid \mathcal{R}(\gamma^\gamma_s))^2 \, ds \right) \leq C(\varepsilon),
\] (41)
where in the last inequality we used the \( L^2 \) bound of the curvature in (15). Next we integrate (31) again in the curve parameter but now over \([0,s]\):
\[
(V^T \mid \mu^T)(s,t) = (V^T \mid \mu^T)(0,t) + (\hat{L}^T + L^T) \hat{L}^\gamma_s + \int_0^s (V^T \mid \hat{L}^T \kappa^T \mathcal{R}(\gamma^\gamma_s) + L^T \kappa^T \mathcal{R}(\gamma^\gamma_s)) \, ds.
\]
We then square both sides of the equality above, integrate over \((s,t)\) in \( I \times \mathbb{R}_+ \), as well as employ (14), (15), (38), (41) and Hölder’s Inequality in order to derive
\[
\int_0^\infty \int_0^1 (V^T \mid \mu^T)^2 \, ds \, dt \leq C \int_0^\infty \left| V^T(0,t) \right|^2 + \hat{L}^\gamma_t^2 \, dt
\]
\[+ C \int_0^\infty \int_0^1 \left( \int_0^s (\kappa^T)^2 \, ds \right) \left( \int_0^1 (V^T \mid \mathcal{R}(\gamma^\gamma_s))^2 (\hat{s}, t) \, d\hat{s} \right) \, ds \, dt
\]
\[\leq C(\varepsilon) \left( 1 + \int_0^\infty \int_0^1 (V^T \mid \mathcal{R}(\gamma^\gamma_s))^2 + (V^T \mid \mathcal{R}(\gamma^\gamma_s))^2 \, ds \right) \leq C(\varepsilon).
\] (42)
In conclusion [39] and [42] lead to [44].

We continue by showing uniform Hölder continuity for the sequence of piecewise affine interpolations.

**Lemma 3.** For $0 \leq t_1 < t_2 < \infty$ it holds that
\[
\| \hat{\gamma}^\tau(\cdot, t_2) - \hat{\gamma}^\tau(\cdot, t_1) \|_{L^2} \leq C(\varepsilon)(t_2 - t_1)^{\frac{1}{2}},
\]
(43)
and
\[
| \hat{\gamma}^\tau(0, t_2) - \hat{\gamma}^\tau(0, t_1) | \leq C(t_2 - t_1)^{\frac{1}{2}},
\]
(44)
Furthermore for any $T > 0$ it holds
\[
\| \hat{\gamma}^\tau \|_{L^\infty(0, T; H^2)} \leq C(\varepsilon, T).
\]
(45)

**Proof of Lemma 3.** By the absolute continuity of $\hat{\gamma}^\tau(s, \cdot)$ for every $s \in I$, Hölder’s Inequality and Fubini’s Theorem we derive for all $0 \leq t_1 < t_2 < \infty$
\[
\| \hat{\gamma}^\tau(\cdot, t_2) - \hat{\gamma}^\tau(\cdot, t_1) \|_{L^2} = \left( \int_0^1 \left| \int_{t_1}^{t_2} V^\tau dt \right|^2 ds \right)^{\frac{1}{2}}
\]
\[
\leq \left( \int_0^1 (t_2 - t_1) \int_{t_1}^{t_2} | V^\tau |^2 dt ds \right)^{\frac{1}{2}}
\]
\[
\leq \left( \int_0^\infty \| V^\tau \|_{L^2}^2 dt \right)^{\frac{1}{2}} (t_2 - t_1)^{\frac{1}{2}} \leq C(\varepsilon)(t_2 - t_1)^{\frac{1}{2}},
\]
which leads to (43).

Throughout the paper we will employ the following interpolation inequality. For a proof we refer
\[1\] and Theorem 6.4 in [12].

**Theorem 2** (Interpolation Inequality). Let $\Omega \subset \mathbb{R}^n$ be a bounded open set satisfying the cone condition. Let $i$, $j$, and $m$ be integers such that $0 \leq i \leq j \leq m$. Let $1 \leq p \leq q < \infty$ if $(m-j)p \geq n$, or let $1 \leq p \leq q \leq \infty$ if $(m-j)p > n$. Then, there exists $C > 0$ such that for all $u \in W^{m,p}(\Omega)$ it holds
\[
\| D^j u \|_{L^q(\Omega)} \leq C \left( \| D^m u \|_{L^p(\Omega)}^\theta \| D^j u \|_{L^p(\Omega)}^{1-\theta} + \| D^j u \|_{L^p(\Omega)} \right),
\]
(49)
where
\[
\theta := \frac{1}{m-i} \left( \frac{n}{p} - \frac{n}{q} + j - i \right).
\]

Thanks to the uniform $L^2$-bound on the curvature in [15] we will improve the Hölder continuity results from the previous Lemma by interpolation.

**Lemma 4.** For any $\alpha \in (0, \frac{1}{2})$, $T > 0$ and $0 \leq t_1 < t_2 \leq T$ it holds that
\[
\| \hat{\gamma}^\tau(\cdot, t_2) - \hat{\gamma}^\tau(\cdot, t_1) \|_{C^{1, \alpha}} \leq C(\varepsilon, T)(t_2 - t_1)^{\frac{1-2\alpha}{2}}.
\]
(50)
Combining (54), (53) and (55) results in (50).

In order to conclude it remains to control the Hölder semi-norm

Remark 1 (to Lemma 4). Take any $\alpha \in (0, \frac{1}{2})$, and $T > 0$. Using (14) and (56) we derive

$$\left| \langle \gamma_s^\tau | \gamma_s^\tau \rangle - L^T \tilde{L}^\tau \right| = \left| \langle \gamma_s^\tau - \hat{\gamma}_s^\tau | \gamma_s^\tau \rangle + (\tilde{L}^T)^2 - \tilde{L}^T \hat{L}^\tau \right|$$

$$\leq \tilde{L}^T \left( \| \gamma_s^\tau - \hat{\gamma}_s^\tau \|_{L^\infty} + \int_0^1 | \gamma_s^\tau - \hat{\gamma}_s^\tau | \, ds \right)$$

$$\leq C \| \gamma_s^\tau - \hat{\gamma}_s^\tau \|_{L^\infty} \leq C(\varepsilon, T) \frac{1 - 2\alpha}{\tau} \rightarrow 0.$$

Hence by (14) there exists $\tau_0 := \tau(\varepsilon, T) > 0$ such that for all $\tau < \tau_0$ we have

$$\left| \langle \gamma_s^\tau | \gamma_s^\tau \rangle \right| > 0.$$

In particular we derive the following crucial result: For $\tau < \tau_0$ and $n \leq \lfloor T/\tau \rfloor$ the step-by-step minimizer $\gamma_{n+1}^\tau$ satisfies

$$\gamma_{n+1}^\tau \in \text{argmin}_{\gamma \in \mathcal{AC}} F(\gamma, \gamma_n^\tau). \tag{51}$$

This will become relevant once we compute the Euler-Lagrange equation corresponding to the step-by-step minimization (13) as (51) tells us that the additional angle constraint in (13) is not influencing the minimization, at least for $\tau < \tau_0$ and $n \leq \lfloor T/\tau \rfloor$.

Proof of Lemma 4. Fix $\alpha \in (0, \frac{1}{2})$, $T > 0$ and $0 \leq t_1 < t_2 \leq T$. In order to shorten notation, we define

$$\Delta \hat{\gamma}^\tau := \hat{\gamma}^\tau(\cdot, t_2) - \hat{\gamma}^\tau(\cdot, t_1).$$

Using the interpolation inequality (49) for $\Delta \hat{\gamma}^\tau$ with $n = 1$, $i = 0$, $j = 1$, $m = 2$, $p = 2$ and $q = \infty$ we derive

$$\| \Delta \hat{\gamma}^\tau \|_{L^\infty} \leq C \left( \| \Delta \hat{\gamma}_{s,s}^\tau \|_{L^2}^2 \| \Delta \hat{\gamma}^\tau \|_{L^2}^2 + \| \Delta \gamma^\tau \|_{L^2} \right). \tag{52}$$

By the very definition of $\Delta \hat{\gamma}^\tau$, thanks to (43) and (45) we can control the right-hand side of (52) as follows

$$\| \Delta \hat{\gamma}^\tau \|_{L^\infty} \leq C(\varepsilon, T) \left( (t_2 - t_1)^{\frac{1}{2} + (t_2 - t_1)^{\frac{1}{2}}} \right)$$

$$= C(\varepsilon, T) \left( 1 + (t_2 - t_1)^{\frac{1}{2} - \frac{1}{2}} \right) (t_2 - t_1)^{\frac{1}{2}} \tag{53}$$

$$\leq C(\varepsilon, T)(t_2 - t_1)^{\frac{1}{2}}.$$

Note that in the last inequality we have used the fact that $t_2$, $t_2$ are in the bounded interval $[0, T]$. By the fundamental theorem of calculus, (44) and (53) we also derive

$$\| \Delta \gamma^\tau \|_{L^\infty} \leq |\Delta \gamma^\tau(0)| + \int_0^1 |\Delta \gamma^\tau_s| \, ds$$

$$\leq C(t_2 - t_1)^{\frac{1}{2}} + \| \Delta \hat{\gamma}^\tau \|_{L^\infty} \tag{54}$$

$$\leq C(t_2 - t_1)^{\frac{1}{2}} + C(\varepsilon, T)(t_2 - t_1)^{\frac{1}{2}}$$

$$\leq C(\varepsilon, T)(t_2 - t_1)^{\frac{1}{2}}.$$

In order to conclude it remains to control the Hölder semi-norm $|\Delta \gamma^\tau_s|_\alpha$. By Morrey’s Inequality, (53) and (45) we have that

$$|\Delta \gamma^\tau_s|_\alpha = \sup_{s_1,s_2 \in I} \frac{|\Delta \gamma^\tau_s(s_2) - \Delta \gamma^\tau_s(s_1)|}{|s_2 - s_1|^\alpha}$$

$$= \left( \sup_{s_1,s_2 \in I} \frac{|\Delta \gamma^\tau_s(s_2) - \Delta \gamma^\tau_s(s_1)|}{|s_2 - s_1|} \right)^{\frac{2\alpha}{2}} \sup_{s_1,s_2 \in I} |\Delta \gamma^\tau_s(s_2) - \Delta \gamma^\tau_s(s_1)|^{1-2\alpha} \tag{55}$$

$$\leq C|\Delta \hat{\gamma}^\tau_s|_{L^\infty}^{2\alpha} \| \Delta \hat{\gamma}^\tau_s \|_{L^\infty}^{1-2\alpha} \leq C(\varepsilon, T)(t_2 - t_1)^{1-2\alpha}.$$

Combining (54), (53) and (55) results in (50).
We combine the previous Lemmas of this subsection to derive the initial compactness result.

**Theorem 3** (Initial Compactness). Given $\dot{\gamma}^T$ and $\gamma^T$ as in Definition 2 there exists $\gamma: I \times \mathbb{R}_+ \to \mathbb{R}^2$ such that for any $\alpha \in (0, \frac{1}{2})$ and $\beta \in (0, \frac{1-2\alpha}{8})$, up to subsequences it holds

\[
\dot{\gamma}^T \to \gamma \quad \text{in} \quad C_0^{0,\beta}(\mathbb{R}_+; C^{1,\alpha}), \quad (56)
\]

\[
\gamma^T \to \gamma \quad \text{in} \quad L_2^\infty(\mathbb{R}_+; C^{1,\alpha}), \quad (57)
\]

and

\[
\dot{\gamma}^T \to \gamma \quad \text{weakly in} \quad H_2^1(\mathbb{R}_+; L^2), \quad (58)
\]

\[
\dot{\gamma}^T(0, \cdot) \to \gamma(0, \cdot) \quad \text{weakly in} \quad H_2^1(\mathbb{R}_+; \mathbb{R}^2). \quad (59)
\]

**Proof of Theorem 3**. The proof of (56) follows from (50) and a standard diagonal sequence argument. For this let $(T_k) \subset \mathbb{R}_+$ be an auxiliary sequence with $T_k \uparrow \infty$. By (50) and the Arzelà-Ascoli Theorem there exists $(\dot{\gamma}_n^{(0)})$ converging to 0 and $\gamma^{(0)}: I \times [0, T_0] \to \mathbb{R}^2$ such that for any $\alpha \in (0, \frac{1}{2})$, $\beta \in (0, \frac{1-2\alpha}{8})$ as $n \to \infty$ we have

\[
\dot{\gamma}_n^{(0)} \to \gamma(0) \quad \text{in} \quad C_0^{0,\beta}(0, T_0; C^{1,\beta}). \quad (60)
\]

Now for every $k \in \mathbb{N}$ we apply the Arzelà-Ascoli Theorem to the sequence $\dot{\gamma}_n^{(k)}$ to construct $(\dot{\gamma}_n^{(k+1)})_n$ as a subsequence of $(\dot{\gamma}_n^{(k)})_n$ and $\gamma^{(k+1)}: I \times [0, T_{k+1}] \to \mathbb{R}^2$ such that for any $\alpha \in (0, \frac{1}{2})$, $\beta \in (0, \frac{1-2\alpha}{8})$ we have as $n \to \infty$

\[
\dot{\gamma}_n^{(k+1)} \to \gamma^{(k+1)} \quad \text{in} \quad C_0^{0,\beta}(0, T_{k+1}; C^{1,\alpha}). \quad (61)
\]

Note that, as $C^{0,\alpha}(0, T_{k+1}; C^{1,\alpha})$-convergence implies $C^{0,\alpha}(0, T_k; C^{1,\alpha})$-convergence for any $k \in \mathbb{N}$, we have

$$
\gamma^{(k+1)}_{\|0, T_k\|} = \gamma^{(k)}
$$

for any $k \in \mathbb{N}$. Hence we can define $\gamma: I \times \mathbb{R}_+ \to \mathbb{R}^2$ as

$$
\gamma_{\|0, T_k\|} := \gamma^{(k)} \quad \text{for} \quad k \in \mathbb{N}.
$$

By (60) and (61) we have along the diagonal sequence $\tau_n := \tau_n^{(n)}$ that for any $\alpha \in (0, \frac{1}{2})$, $\beta \in (0, \frac{1-2\alpha}{8})$

$$
\dot{\gamma}^n \to \gamma \quad \text{in} \quad C_0^{0,\beta}(\mathbb{R}_+; C^{1,\alpha}).
$$

From this point on we assume that we have already extracted the subsequence $(\dot{\gamma}^n)$ and we will denote it, for the sake of shorter notation, just by $(\dot{\gamma}^T)$. By the definition of $\dot{\gamma}^T$ and $\gamma^T$, and thanks to (50), for any $\alpha \in (0, \frac{1}{2})$, $T > 0$ and $0 \leq t \leq T$

$$
\|\gamma^T(\cdot, \cdot) - \dot{\gamma}^T(\cdot, t)\|_{C^{1,\alpha}} \leq C(\varepsilon, T)\tau^{\frac{1-2\alpha}{8}} \tau^{-\alpha} \to 0. \quad (62)
$$

As a consequence of (56) and (62) we can deduce (57). Thanks to (34) and the already proven convergence (56) we have up to a further subsequence that (58) and (59) hold true.  

We next wish to compute the first variation of the minimization problem

$$
\min_{\tilde{\gamma} \in \mathcal{AC}} \mathcal{F}(\gamma, \tilde{\gamma}),
$$

for some fixed $\tilde{\gamma} \in \mathcal{AC}$. Due to the non-linearity of the speed constraint of $\mathcal{AC}$ the additive variation $\gamma + \delta \eta$, with $\gamma \in \mathcal{AC}$, $\delta > 0$ and $\eta \in H^2(I, \mathbb{R}^2)$, is in general not admissible. In the next Lemma 5 we will show that there exists a reparameterization $P: I \to I$ (depending on $\delta$) such that $(\gamma + \delta \eta) \circ P \in \mathcal{AC}$.

**Lemma 5** (Admissible variations in $\mathcal{AC}$). For $\gamma \in \mathcal{AC}$, given $\eta \in H^2(I, \mathbb{R}^2)$ and $\delta$ such that $0 < \delta < \frac{1}{\|\eta\|_{L_2^\infty}}$ there exists a unique $P(\delta, \cdot): I \to I$ such that $\mu(\delta, \cdot): I \to \mathbb{R}^2$, defined as

$$
\mu(\delta, s) := (\gamma + \delta \eta)(P(\delta, s)), \quad (63)
$$

satisfies

$$
\mu(\delta, \cdot) \in \mathcal{AC}, \quad \mu(\delta, 0) = \gamma(0) + \delta \eta(0). \quad (64)
$$
Furthermore we have

\[
P_\delta(\gamma, \eta) = \frac{1}{L_\gamma} \left( s \int_0^1 \langle \gamma_s | \eta_s \rangle \, ds - \int_0^s \langle \gamma_s | \eta_s \rangle \, ds \right),
\]

(65)

\[
P_\delta(0, s) = 1,
\]

(66)

\[
P_{s\delta}(\gamma, \eta) = \frac{1}{L_\gamma} \left( \int_0^s \langle \gamma_s | \eta_s \rangle \, ds - \langle \gamma_s(s) | \eta_s(s) \rangle \right).
\]

(67)

**Proof of Lemma 5** Let us consider the auxiliary differentiable function \( F'(\delta, \cdot) : I \to \mathbb{R} \) given by

\[
F'(\delta, s') := \frac{\int_0^{s'} \langle \gamma_s + \delta \eta_s \rangle \, ds}{L_{\gamma + \delta \eta}}.
\]

(68)

Then for \( 0 < \delta < \frac{L_\gamma}{\|\eta_s\|_{L^\infty}} \) we have

\[
|\gamma_s + \delta \eta_s| \geq |\gamma_s| - \delta \|\eta_s\|_{L^\infty} = L_\gamma - \delta \|\eta_s\|_{L^\infty} > 0.
\]

Hence it follows that \( F'_{s'} > 0 \). Together with \( F'(\delta, 0) = 0 \) and \( F'(\delta, 1) = 1 \) this implies that \( F'(\delta, \cdot) \) is a diffeomorphism from \( I \) to \( I \). Therefore we can consider \( P(\delta, \cdot) : I \to I \) defined as

\[
P(\delta, s) := F'(\delta, s)^{-1}(s).
\]

We now check that for such a choice of \( P \) the statement of the Lemma holds. Let us define \( \mu(\delta) \) as in (63). From the definition of \( P \) we derive \( P(\delta, 0) = 0 \). Hence

\[
\mu(\delta, 0) = \gamma(0) + \delta \eta(0)
\]

(69)

From \( F(\delta, P(\delta, s)) = s, \) by the chain rule we derive that

\[
F'_{s'}(\delta, P(\delta, s))P_s(\delta, s) = 1
\]

(70)

\[
F_q(\delta, P(\delta, s)) + F'_{s'}(\delta, P(\delta, s))P_s(\delta, s) = 0.
\]

(71)

Moreover we also have that

\[
F'_{s'}(\delta, s') = \frac{|\gamma_s(s') + \delta \eta_s(s')|}{L_{\gamma + \delta \eta}}
\]

(72)

\[
F_q(\delta, s') = \frac{1}{L_{\gamma + \delta \eta}} \int_0^{s'} \left( \left| \frac{\gamma_s + \delta \eta_s}{|\gamma_s + \delta \eta_s|} \right| \eta_s \right) \, ds' - \frac{1}{L_{\gamma + \delta \eta}} \int_0^s \left( \left| \frac{\gamma_s + \delta \eta_s}{|\gamma_s + \delta \eta_s|} \right| \eta_s \right) \, ds.
\]

(73)

Hence (70) and (72) imply

\[
P_s(\delta, s) = \frac{L_{\gamma + \delta \eta}}{|(\gamma_s + \delta \eta_s)(P(\delta, s))|}
\]

(74)

by which (66) follows. Furthermore, from the same equation we have

\[
|\mu(\delta, \cdot)s(s)| = |(\gamma + \delta \eta)(P(\delta, s))||P_s(\delta, s)| = L_{\gamma + \delta \eta}
\]

and therefore \( \mu \in AC \). It remains to check (65) and (67). We use (71), (72), (73) and (0(0,s) = s in order to compute

\[
P_\delta(\gamma, \eta) = \frac{F_q(0, P(0,s))}{F'_{s'}(0, P(0,s))} = -F_q(0, s) = \frac{1}{L_\gamma} \left( s \int_0^1 \langle \gamma_s | \eta_s \rangle \, ds - \int_0^s \langle \gamma_s | \eta_s \rangle \, ds \right)
\]

that is (65). In order to conclude the proof we differentiate (74) with respect to \( \delta \) and we get

\[
P_{s\delta}(\delta, s) = \frac{1}{|\gamma_s + \delta \eta_s(P(\delta, s))|} \int_0^1 \left( \left| \frac{\gamma_s + \delta \eta_s}{|\gamma_s + \delta \eta_s|} \right| \eta_s \right) \, ds
\]

\[
- \frac{L_{\gamma + \delta \eta}}{|(\gamma_s + \delta \eta_s)(P(\delta, s))|^3} \langle (\gamma_s + \delta \eta_s)(P(\delta, s)) | \gamma_{ss}(P(\delta, s))P_\delta(\delta, s) + \eta_s(P(\delta, s) + \delta \eta_{ss}(P(\delta, s))P_\delta(\delta, s)) \rangle.
\]

Plugging in \( \delta = 0 \) above and \( \langle \gamma_s | \gamma_{ss} \rangle = 0 \) eventually leads to (67). \( \square \)
Remark 2. We wish to provide intuition behind formula (68). Suppose that there exists a $P(\delta, \cdot): I \to I$ such that $\mu(\delta, \cdot)$ as defined in (63) satisfies (64). Hence we can follow that

$$\int_0^s P(\delta, \cdot) \gamma_s + \delta \eta_s \, d\delta = \int_0^s \mu_s(\delta, \cdot) \gamma_s \, d\delta = L_{\gamma + \delta \eta} \gamma$$

for all $s \in I$. After dividing by $L_{\gamma + \delta \eta}$ above, we see that $P(\delta, \cdot)$ is the inverse of

$$F(\delta, s') := \frac{\int_0^s |\gamma_s + \delta \eta_s| \, d\delta}{L_{\gamma + \delta \eta}},$$

as long as one such inverse exists.

Definition 2. Given $\gamma, \eta \in H^1(I; \mathbb{R}^2)$ we define $P_1(\gamma, \eta): I \to \mathbb{R}$ and $P_2(\gamma, \eta): I \to \mathbb{R}$ as

$$P_1(\gamma, \eta)(s) := \frac{1}{L_{\gamma}} \left( \frac{s}{s} - \int_0^s |\gamma_s| \, d\delta - \int_0^s |\eta_s| \, d\delta \right), \quad (75)$$

$$P_2(\gamma, \eta)(s) := \frac{1}{L_{\gamma}} \left( \int_0^s |\gamma_s| \, d\delta - |\gamma_s| \right). \quad (76)$$

We are finally ready to compute the first variation of the minimization problem [51] eventually leading to the weak formulation of the time-discrete evolution in Theorem [4].

Lemma 6 (First variation). Fix $\tilde{\gamma} \in \mathcal{AC}$ and let

$$\gamma \in \text{argmin}_{\mu \in \mathcal{AC}} F(\mu, \tilde{\gamma}).$$

Then for all $\eta \in C^\infty(I; \mathbb{R}^2)$ it holds that

$$E(\gamma, \eta) + D(\gamma, \eta) + Er(\gamma, \eta) = 0,$$

where

$$E(\gamma, \eta) := \int_0^1 \frac{\varepsilon}{L_{\gamma}} \langle \gamma_{ss} | \eta_{ss} \rangle + \frac{1}{L_{\gamma}} \left( 1 - \frac{3\varepsilon}{2} \kappa^2 \right) \langle \gamma_s | \eta_s \rangle \, ds - \left( \frac{\gamma(1) - \gamma(0)}{\gamma(1) - \gamma(0)} \right), \quad (79)$$

$$D(\gamma, \eta) := \frac{1}{2 L_{\tilde{\gamma}}} \int_0^1 \left( \frac{\gamma - \tilde{\gamma}}{\tau} \right) \langle \mathcal{R}(\tilde{\gamma}) | \mathcal{R}(\tilde{\gamma}) \rangle \eta \, ds + \frac{1}{2 L_{\gamma}} \int_0^1 \left( \frac{\gamma - \tilde{\gamma}}{\tau} \right) \langle \mathcal{R}(\gamma_s) | \mathcal{R}(\gamma_s) \rangle \eta \, ds$$

$$+ \left( \frac{\gamma(0) - \tilde{\gamma}(0)}{\tau} \right) | \eta(0) \rangle + \left( \frac{\gamma(1) - \tilde{\gamma}(1)}{\tau} \right) | \eta(1) \rangle \quad (80)$$

$$Er(\gamma, \eta) := \frac{1}{2 L_{\tilde{\gamma}}} \int_0^1 \left( \frac{\gamma - \tilde{\gamma}}{\tau} \right) \langle \mathcal{R}(\tilde{\gamma}) | \mathcal{R}(\tilde{\gamma}) \rangle \gamma_{ss} \, ds$$

$$+ \frac{1}{2 L_{\gamma}} \int_0^1 \left( \frac{\gamma - \tilde{\gamma}}{\tau} \right) \langle \mathcal{R}(\gamma_s) | \gamma - \tilde{\gamma} \rangle P_1(\gamma, \eta) \gamma_s \, ds$$

$$- \frac{1}{4 L_{\gamma}^2} \int_0^1 \gamma_s | \gamma_s \rangle ds \int_0^1 \left( \frac{\gamma - \tilde{\gamma}}{\tau} \right) \langle \mathcal{R}(\gamma_s) | \gamma - \tilde{\gamma} \rangle \mathcal{R}(\gamma_s) \rangle ds. \quad (81)$$

Proof of Lemma 6. By the minimality of $\gamma$: $\frac{d}{d\delta}|_{\delta=0} F(\mu(\delta, \cdot)) = 0$ with $\mu(\delta, \cdot)$ as defined in Lemma 5. It remains to show that

$$\frac{d}{d\delta}|_{\delta=0} F(\mu(\delta, \cdot)) = E(\gamma, \eta) + D(\gamma, \eta) + Er \mathcal{R}(\gamma, \eta).$$
Given $\mu \in A\mathcal{C}$, for readers convenience, we split the dissipation $D$ defined in [11] in the following three terms

$$D_1(\mu) := \frac{1}{2\tau^2} |\mu_0 - \tilde{\gamma}(0)|^2 + \frac{1}{2\tau} |\mu(1) - \tilde{\gamma}(1)|^2,$$
$$D_2(\mu) := \frac{1}{4\tau L\gamma} \int_0^1 \langle \mu - \tilde{\gamma} \mid \mathcal{R}(\tilde{\gamma}_s) \rangle^2 ds,$$
$$D_3(\mu) := \frac{1}{4\tau \mu} \int_0^1 \langle \mu - \tilde{\gamma} \mid \mathcal{R}(\mu_s) \rangle^2 ds.$$

From the very definition [12] of $F$ we can then write

$$F(\mu, \tilde{\gamma}) = E(\mu) + D_1(\mu) + D_2(\mu) + D_3(\mu).$$

First variation of $E$:

$$E(\mu(\delta, \cdot)) = -\log|\gamma(1) - \gamma(0) + \delta(\eta(1) - \eta(0))| + \int_0^1 \frac{\varepsilon}{2} \frac{(\gamma_{ss} + \delta \eta_{ss} | R(\gamma_s) + \delta R(\eta_s))^2}{|\gamma_s + \delta \eta_s|^5} + |\gamma_s + \delta \eta_s| ds.$$  

By the dominated convergence Theorem and thanks to $\gamma_{ss} = L_\gamma \kappa, R(\gamma_s)$ we derive

$$\frac{d}{d\delta} E(\mu(\delta, \cdot)) = \int_0^1 \frac{\varepsilon}{2} \frac{\langle \gamma_{ss} \mid R(\gamma_s) \rangle^2 (|R(\gamma_s) | \eta_{ss} + \langle \gamma_s \mid R(\eta_s) \rangle) ds}{|\gamma_s + \delta \eta_s|^5} - \int_0^1 \frac{5\varepsilon}{2} \frac{\langle \gamma_{ss} \mid R(\gamma_s) \rangle^2}{|\gamma_s|^5} \langle \gamma_s \mid \eta_s \rangle + \frac{\langle \gamma_s \mid \eta_s \rangle}{|\gamma_s|} ds$$
$$- \left\langle \frac{\gamma(1) - \gamma(0)}{|\gamma(1) - \gamma(0)|^2} \mid \eta(1) - \eta(0) \right\rangle$$
$$= \int_0^1 \frac{\varepsilon}{L\gamma} \langle \gamma_{ss} \mid \eta_{ss} \rangle - \frac{3\varepsilon}{2} \kappa \langle \gamma_s \mid \eta_s \rangle + \frac{1}{L\gamma} \langle \gamma_s \mid \eta_s \rangle ds.$$  

First variation of $D_1$:

$$\frac{d}{d\delta} D_1(\mu(\delta, \cdot)) = \frac{d}{d\delta} D_1(\gamma + \delta \eta) = \left\langle \frac{\gamma(0) - \tilde{\gamma}(0)}{\tau} \mid \eta(0) \right\rangle + \left\langle \frac{\gamma(1) - \tilde{\gamma}(1)}{\tau} \mid \eta(1) \right\rangle.$$  

First variation of $D_2$: First note that by comparing (65), (64) and Definition 2 we see that

$$P_0(0, \cdot) = P_1(\gamma, \eta), \quad P_{ss}(0, \cdot) = P_2(\gamma, \eta).$$

Furthermore, we preliminary compute

$$\mu_s(\delta, s) = \gamma_s(P(\delta, s))P_3(\delta, s) + \eta(P(\delta, s)) + \delta \eta_s(P(\delta, s))P_3(\delta, s).$$

Hence by the dominated convergence Theorem we have

$$\frac{d}{d\delta} D_2(\mu(\delta, \cdot)) = \frac{1}{2 L\gamma} \int_0^1 \left\langle \frac{\gamma - \tilde{\gamma}}{\tau} \mid \mathcal{R}(\tilde{\gamma}_s) \right\rangle \langle \mathcal{R}(\tilde{\gamma}_s) \mid \eta \rangle ds$$
$$+ \frac{1}{2 L\gamma} \int_0^1 \left\langle \frac{\gamma - \tilde{\gamma}}{\tau} \mid \mathcal{R}(\tilde{\gamma}_s) \right\rangle \langle \mathcal{R}(\tilde{\gamma}_s) \mid P_1(\gamma, \eta) \gamma_s \rangle ds.$$  

First variation of $D_3$: We preliminary compute
\[
\mu_s(\delta, s) = \gamma_s(P(\delta, s))P_s(\delta, s) + \delta \eta_s(P(\delta, s))P_s(\delta, s),
\]
\[
\mu_{\delta}(\delta, s) = \gamma_{ss}(P(\delta, s))P_3(\delta, s)P_s(\delta, s) + \gamma_s(P(\delta, s))P_{\delta}(\delta, s) + \eta_s(P(\delta, s))P_s(\delta, s)
\]
\[
+ \delta \eta_{ss}(P(\delta, s))P_3(\delta, s)P_s(\delta, s) + \delta \eta_s(P(\delta, s))P_{\delta s}(\delta, s),
\]
\[
\frac{d}{d\delta} |_{\delta = 0} \frac{1}{L_{\mu}(\delta, \cdot)} = -\frac{1}{L_{\gamma}^2} \int_0^1 \left( \frac{\gamma_s}{L_{\gamma}} | \eta_s \right) ds.
\]

With the computation above and thanks to the dominated convergence Theorem we derive
\[
\frac{d}{d\delta} |_{\delta = 0} D_3(\mu(\delta, \cdot)) = \frac{1}{2 L_{\gamma}} \int_0^1 \left( \frac{\gamma_s - \delta \gamma}{\tau} \right) \left( \mathcal{R}(\gamma_s) | P_1(\gamma, \eta) \gamma_s + \eta \right) ds
\]
\[
+ \frac{1}{2 L_{\gamma}} \int_0^1 \left( \frac{\gamma_s - \delta \gamma}{\tau} \right) \left( \mathcal{R}(\gamma_s) | P_1(\gamma, \eta) \mathcal{R}(\gamma_{ss}) + P_2(\gamma, \eta) \mathcal{R}(\gamma_s) + \mathcal{R}(\eta_s) \right) ds
\]
\[
- \frac{1}{L_{\gamma}} \int_0^1 \frac{\gamma_s}{L_{\gamma}} | \eta_s \right) ds \int_0^1 \frac{1}{4 \tau} \left( \gamma - \frac{\gamma}{\tau} | \mathcal{R}(\gamma_s) \right) ds.
\]

By collecting all the terms in (82), (83) and (84), (80) and (81) follow. \qed

**Theorem 4** (Time-discrete geometric evolution). For any $T > 0$ there exists a $\tau_0 = \tau_0(\varepsilon, T) > 0$ such that for every $\eta \in C^\infty(\mathbb{R}_+, C^\infty)$ and every $\tau < \tau_0$ it holds that
\[
\int_0^T E(\gamma^\tau(t, \cdot), \eta(t, \cdot)) + D(\gamma^\tau(t, \cdot), \eta(t, \cdot)) + \text{Err}(\gamma^\tau(t, \cdot), \eta(t, \cdot)) dt = 0,
\]
where $E, D$ and $\text{Err}$ are as in (79), (80) and (81), respectively.

**Proof of Theorem 4**. The proof follows by using Remark 1 (78) and a simple induction argument. \qed

The weak formulation (85) of the time-discrete evolution will now be used to derive further compactness results. We start with

**Theorem 5.** Let $(\gamma^\tau)$ and $\gamma$ be as in Theorem 3. Then, up to a subsequence,
\[
\gamma^\tau \rightharpoonup \gamma \text{ in } L^2_{\text{loc}}(\mathbb{R}_+, H^2).
\]

**Proof of Theorem 5.** Fix $T > 0$ and let $\tau_0$ be as in Theorem 4. We wish to show that $(\gamma^\tau)$ is a Cauchy-sequence in $L^2(0, T; H^2)$. Now fix $\delta > 0$. Due to (57) there exists $\tau_1 = \tau_1(\delta) > 0$ such that for all $0 < \sigma < \tau < \tau_1$ we have for $\Delta \gamma := \gamma^\tau - \gamma^\sigma$
\[
\| \Delta \gamma \|_{L^\infty(0, T; C^1)} < \delta.
\]
Let us take $0 < \sigma < \tau < \min\{\tau_0, \tau_1\}$. We first write
\[
\frac{\varepsilon}{(L^\tau)^3} \int_0^T \int_0^1 |\Delta \gamma|_{ss}^2 ds dt = \int_0^T \int_0^1 \frac{\varepsilon}{(L^\tau)^3} \langle \gamma^\tau_{ss} | \Delta \gamma_{ss} \rangle - \frac{\varepsilon}{(L^\sigma)^3} \langle \gamma^\sigma_{ss} | \Delta \gamma_{ss} \rangle ds dt
\]
\[
+ \int_0^T \int_0^1 \varepsilon \left( \frac{1}{(L^\tau)^3} - \frac{1}{(L^\sigma)^3} \right) \langle \gamma^\sigma_{ss} | \Delta \gamma_{ss} \rangle ds dt.
\]
Subtracting (85) with time-step $\sigma$ and $\eta = \Delta \gamma$ from (85) with time-step $\tau$ and again $\eta = \Delta \gamma$ we rewrite (88) as the sum
\[
\frac{\varepsilon}{(L^\tau)^3} \int_0^T \int_0^1 |\Delta \gamma|_{ss}^2 ds dt = A + B_1^\tau - B_1^\sigma + B_2^\tau - B_2^\sigma + B_3^\tau - B_3^\sigma,
\]
where

\[ A = \int_0^T \int_0^1 \varepsilon \left( \frac{1}{(L')^3} - \frac{1}{(L')^3} \right) \langle \gamma_s' \mid \Delta \gamma_s \rangle \, ds \, dt, \]

\[ B_1^\sigma = \int_0^T \int_0^1 \frac{1}{L'} (1 - \frac{3\varepsilon}{\kappa_s^2}) \langle \gamma_s'^2 \mid \Delta \gamma_s \rangle \, ds \, dt - \int_0^T \left( \frac{\sigma(t, 1) - \sigma(t, 0)}{\gamma_s(t, 1) - \sigma(t, 0)} \right) \, ds \, dt, \]

\[ B_2^\sigma = \int_0^T \int_0^1 \left( \frac{1}{2L'} \right) \langle V' \mid \mathcal{R}(\gamma_s') \rangle \langle \mathcal{R}(\gamma_s') \mid \Delta \gamma \rangle \, ds \, dt + \frac{1}{2L'} \int_0^1 \langle V' \mid \mathcal{R}(\gamma_s') \rangle \langle \mathcal{R}(\gamma_s') \mid \Delta \gamma \rangle \, ds \, dt \]

\[ + \int_0^T \langle V'(t, 0) \mid \Delta \gamma(t, 0) \rangle + \langle V'(t, 1) \mid \Delta \gamma(t, 1) \rangle \, dt, \]

\[ B_3^\sigma = \int_0^T \int_0^1 \langle V' \mid \mathcal{R}(\gamma_s') \rangle \langle \mathcal{R}(\gamma_s') \mid \gamma_s' \rangle P_1(\gamma_s', \Delta \gamma) \, ds \, dt \]

\[ + \int_0^T \left( \frac{1}{2L'} \right) \int_0^1 \langle V' \mid \mathcal{R}(\gamma_s') \rangle \langle \gamma_s' - \gamma_s' \rangle P_1(\gamma_s', \Delta \gamma) \mathcal{R}(\gamma_s') + P_2(\gamma_s', \Delta \gamma) \mathcal{R}(\gamma_s') + \Delta \mathcal{R}(\gamma_s') \rangle \, ds \, dt \]

\[ - \int_0^T \left( \frac{1}{4(L')^3} \right) \int_0^1 \langle \gamma_s' \mid \Delta \gamma_s \rangle \, ds \int_0^1 \langle V' \mid \mathcal{R}(\gamma_s') \rangle \langle \gamma_s' - \gamma_s' \rangle \mathcal{R}(\gamma_s') \rangle \, ds \, dt, \]

and \( B_i^\sigma, \ i \in \{1, 2, 3\} \) are defined by the same formula as \( B_i^\sigma \), but with each \( \sigma \) exchanged with \( \tau \). We wish to bound the right-hand side of \( [89] \). This will be achieved by taking advantage of \( [87] \) thanks to which we can bound every \( \Delta \gamma \)-and \( \Delta \gamma_s \)-term appearing on the right-hand side of \( [89] \) by \( \delta \) from above. For all the remaining terms it will be enough to find an upper bound \( C(\varepsilon, T) < \infty \) independent of \( \tau \) and \( \sigma \). More precisely:

**A-term:** Since \( L', L' \geq c > 0 \), due to the Lipschitz-continuity of \( x \mapsto 1/x^3 \) away from 0 we have:

\[ \left| \frac{1}{L' - 1} - \frac{1}{L' - 1} \right| \leq C|L' - L'| = C\int_0^1 \left| \gamma_s' \right| - \left| \gamma_s' \right| \, ds \leq C(\varepsilon) \int_0^1 \left| \gamma_s' - \gamma_s' \right| \, ds \leq C(\varepsilon). \]

Combining this with the bound on the curvature in \( [15] \) we have

\[ |A| \leq C(\varepsilon) \int_0^T \int_0^1 \left| \gamma_s' \right|^2 + \left| \gamma_s' \right|^2 \, ds \, dt \leq C(\varepsilon). \]

**B_1^\sigma-term:** Thanks to \( [14] \) and \( [15] \) we have

\[ |B_1^\sigma| \leq C(\varepsilon) \int_0^T \int_0^1 \left( 1 + \left( \kappa_s^2 \right) \right) \left| \Delta \gamma_s \right| \, ds \, dt + C \int_0^T \left| \Delta \gamma(t, 1) \right| + \left| \Delta \gamma(t, 0) \right| \, dt \]

\[ \leq C(\varepsilon) \delta + C \delta = C(\varepsilon). \]

**B_2^\sigma-term:** Due to \( [14], [15] \) and \( [34] \) we have that

\[ |B_2^\sigma| \leq C \int_0^T \int_0^1 \left( |V'| + |V'| \right) \left| \Delta \gamma \right| \, ds \, dt \]

\[ + \int_0^T \left( |V'(t, 0)||\Delta \gamma(t, 0)| + |V'(t, 1)||\Delta \gamma(t, 1)| \, dt \]

\[ \leq \sqrt{T} \delta \left( \int_0^T \int_0^1 |V'|^2 \, dt \right)^{\frac{1}{2}} + \sqrt{T} \delta \left( \int_0^T |V'(t, 0)|^2 + |V'(t, 1)|^2 \, dt \right)^{\frac{1}{2}} \leq C(\varepsilon, T) \delta. \]

**B_3^\sigma-term:** The bound on the \( B_3^\sigma \)-term can be obtained arguing as in \( [90] \) using \( [14], [15], [34] \) and noticing that \( P_i(\gamma_s', \Delta \gamma), i = 1, 2 \) can be bounded as follows:

\[ \max_{i=1,2} |P_i(\gamma_s', \Delta \gamma)| \leq C \int_0^1 \left| \langle \gamma_s' \mid \Delta \gamma_s \rangle \right| \, ds \leq C \delta. \]
Similarly one can bound the $B_i^r$-terms by $C\delta$.

Exploiting again (14) and taking into account all the previous estimates we eventually get
\[
c(\varepsilon) \int_0^T \int_0^1 |\Delta \gamma_{ss}|^2 \, ds \, dt \leq \frac{\varepsilon}{(L^*)^2} \int_0^T \int_0^1 |\Delta \gamma_{ss}|^2 \, ds \, dt \leq C(\varepsilon, T) \delta.
\]  
(91)

By (87) and (91) we have that $(\gamma^r)$ is a Cauchy-sequence in $L^2(0, T; H^2)$ whose limit being $\gamma$ due to (57).

**Corollary 1.** Let $(\gamma^r)$ and $\gamma$ be as in Theorem 3. As $\gamma^r(\cdot, t) \in AC$ for all $t$ and by (57) and (86) we see that $\gamma(\cdot, t) \in AC$ for almost all $t$.

We continue by employing the ellipticity of (85) and a boot-strapping argument in order to show boundedness of higher order $s$-derivatives of $\gamma^r$.

**Lemma 7** (Boot-strapping). Let $T > 0$ be fixed and $\tau < \tau(\varepsilon, T)$ with $\tau(\varepsilon, T)$ as in Remark 7. Then $\gamma^r_{sss}(\cdot, t)$ exists for all $t \in [0, T]$ and
\[
\|\gamma^r_{sss}\|_{L^2(0, T; L^2)} \leq C(\varepsilon, T) < \infty.
\]  
(92)

**Proof of Lemma 7**. Let us, for the moment, fix $t \in [0, T]$ be fixed. In order not to overburden the reader we write $\gamma^r(\cdot) := \gamma(\cdot, t)$, $\gamma^r(\cdot) := \gamma^r(\cdot , t)$, $\kappa^r(\cdot) := \kappa^r(\cdot, t)$, $L^r := L^r(t)$, $\bar{L}^r := \bar{L}^r(t)$ and $V^r(\cdot) := V^r(\cdot, t)$. Furthermore we define for any $f : [0, 1] \to \mathbb{R}^2$:
\[
D_s^{-1} f(s) := \int_0^s f(\tilde{s}) \, d\tilde{s},
\]
and $D_s^{-(n+1)}$ recursively as $D_s^{-1}D_s^{-n}$. Integrating by parts in (79), (80) for a fixed $\eta \in C^\infty_c(I; \mathbb{R}^2)$ leads to:
\[
E(\gamma^r, \eta) = \int_0^1 \left\langle \left(\frac{\varepsilon}{L^{*3}} \gamma^r_{ss} + D_s^{-1} A_1 \right) | \eta_{ss} \right\rangle \, ds
\]  
(93)
\[
D(\gamma^r, \eta) = \int_0^1 \left\langle D_s^{-2} A_2 \right| \eta_{ss} \right\rangle \, ds,
\]  
(94)
where
\[
A_1 := -\frac{1}{L^r}(1 - \frac{3\varepsilon}{2} \kappa^r) \gamma^r,
\]
\[
A_2 := \frac{1}{2L^r} (V^r | R(\gamma^r_s)) R(\gamma^r_s) + \frac{1}{2L^r} (V^r | R(\gamma^r_s)) R(\gamma^r_s).
\]
Using the definition of $P_1$ and $P_2$ (see (75) and (76)), Fubini’s Theorem and integrating by parts in (81) for a fixed $\eta \in C^\infty_c(I; \mathbb{R}^2)$ we have
\[
\text{Err}(\gamma^r, \eta) = \int_0^1 \left\langle D_s^{-1} \left\{ \left( \int_s^1 A_3 \, d\tilde{s} - \int_0^s \tilde{s} A_3 \, d\tilde{s} + A_4 - \int_0^1 A_4 \, d\tilde{s} + A_5 \right) \gamma_s + A_6 \right\} \right| \eta_{ss} \right\rangle \, ds,
\]  
(95)
where
\[
A_3 := \frac{1}{2L^r(L^r)^2} (V^r | R(\gamma^r_s)) (\langle R(\gamma^r_s) \rangle (\gamma^r_s) + \langle \gamma^r - \gamma^r | R(\gamma^r_s) \rangle),
\]
\[
A_4 := \frac{1}{2L^r(L^r)^2} (V^r | R(\gamma^r_s)) (\gamma^r - \gamma^r | R(\gamma^r_s)),
\]
\[
A_5 := \frac{1}{4(L^r)^3} \int_0^1 (V^r | R(\gamma^r_s)) (\gamma^r - \gamma^r | R(\gamma^r_s)) \, ds,
\]
\[
A_6 := \frac{1}{2L^r} (V^r | R(\gamma^r_s)) R(\gamma^r - \gamma^r).
\]
By \([93], (94), (95)\) and the Euler-Lagrange equation \((78)\) there exists \(v, w \in \mathbb{R}^2\) such that
\[
-\frac{\varepsilon}{(L')^3} \gamma_{ss} = v + w s + D_s^{-1} A_7 + D_s^{-2} A_2,
\] (96)
where
\[
A_7 := A_1 + \left( \int_s^1 A_3 d\tilde{s} - \int_s^1 \dot{s} A_3 d\tilde{s} + A_4 - \int_0^1 A_4 d\tilde{s} + A_5 \right) \gamma_s^\tau + A_6.
\]
As the right-hand side of \((96)\) is weakly differentiable we can further differentiate \(\gamma_s^\tau\) to obtain
\[
-\frac{\varepsilon}{(L')^3} \gamma_{sss} = w + A_7 + D_s^{-1} A_2.
\] (97)
By the very definition of \(A_7\), thanks to the regularity of \(\gamma^\tau\) \([97]\) shows that \(\gamma^\tau\) is four times weakly differentiable and that
\[
-\frac{\varepsilon}{(L')^3} \gamma_{ssss} = (A_7)_s + A_2.
\]
For convenience we will now split up the right-hand side of the equation above as follows
\[
-\frac{\varepsilon}{(L')^3} \gamma_{ssss} = \sum_{i=1}^5 B_i,
\] (98)
where
\[
B_1 := (A_1)_s = \frac{1}{L'} \left( 3\varepsilon \kappa^\tau \kappa_s^\tau \gamma_s^\tau - (1 - \frac{3\varepsilon}{2} (\kappa^\tau)^2) \gamma_{ss}^\tau \right),
\]
\[
B_2 := A_2,
\]
\[
B_3 := A_3 \gamma_s^\tau + \left( \int_s^1 A_3 d\tilde{s} - \int_s^1 \dot{s} A_3 d\tilde{s} \right) \gamma_{ss}^\tau,
\]
\[
B_4 := (A_4)_s \gamma_s^\tau + \left( A_4 - \int_0^1 A_4 d\tilde{s} \right) \gamma_{ss}^\tau,
\]
\[
B_5 := (A_5)_s \gamma_s^\tau + A_5 \gamma_{ss}^\tau + (A_6)_s.
\]
We will now estimate each term on the right-hand side of \((98)\) separately. We note that we will repeatedly make use of \([14], [15], [50]\) and of the boundedness implied by the convergence in \((57)\).

\textbf{B}_1-term:
\[
\int_0^1 |B_1|^2 ds \leq C(\varepsilon) \int_0^1 |\kappa^\tau|^2 |\kappa_s^\tau|^2 + |\gamma_{ss}^\tau|^2 + |\kappa^\tau|^2 |\gamma_{ssss}^\tau|^2 ds
\]
\[
\leq C(\varepsilon) \int_0^1 |\gamma_{ss}^\tau|^2 (|\gamma_{ssss}^\tau|^2 + 1) + |\gamma_{ss}^\tau|^2 ds
\]
\[
\leq C(\varepsilon) \int_0^1 1 + |\gamma_{ssss}^\tau|^2 + |\gamma_{ss}^\tau|^2 ds,
\] (99)
where in the third line we employed Young’s inequality. Using the interpolation inequality \((49)\) and eventually Young’s inequality with arbitrary \(\delta > 0\) leads to
\[
\|\gamma_{ssss}^\tau\|_{L^2}^\frac{2}{3} \leq C \left( \|\gamma_{ssss}^\tau\|_{L^2}^{\frac{2}{3}} \|\gamma_{ss}^\tau\|_{L^2}^\frac{2}{3} + \|\gamma_{ss}^\tau\|_{L^2}^\frac{2}{3} \right).
\]
\[
\leq C \left( \delta \|\gamma_{ssss}^\tau\|_{L^2}^\frac{2}{3} + C(\delta) \|\gamma_{ss}^\tau\|_{L^2}^{\frac{2}{3}} + \|\gamma_{ss}^\tau\|_{L^2}^{\frac{2}{3}} \right)
\]
\[
\leq C \delta \|\gamma_{ssss}^\tau\|_{L^2}^\frac{2}{3} + C(\delta, \varepsilon),
\] (100)
as well as
\[ \|\gamma^*_s\|_{L^2}^2 \leq C \left( \|\gamma_{ss*}\|_{L^2} \|\gamma_{ss}\|_{L^2}^2 + \|\gamma_{ss*}\|_{L^2}^2 \right) \]
\[ \leq C \left( \delta \|\gamma_{ss*}\|_{L^2}^2 + C(\delta) \|\gamma_{ss}\|_{L^2}^2 + \|\gamma_{ss*}\|_{L^2}^2 \right) \]
\[ \leq C \delta \|\gamma_{ss*}\|_{L^2}^2 + C(\delta, \varepsilon). \]  

By (99), (100) and (101) we get
\[ \int_0^1 |B_1|^{\frac{3}{2}} \, ds \leq C(\varepsilon, \delta) + C(\varepsilon)\delta \|\gamma_{ss*}\|_{L^2}^2. \]

**B₂-term:**
\[ \int_0^1 |B_2|^{\frac{3}{2}} \, ds \leq C \|B_2\|_{L^2}^3 \leq C(1 + \|V^\tau\|_{L^2}^3). \]

**B₃-term:**
\[ \int_0^1 |B_3| \, ds \leq C \int_0^1 \left( |A_3|^{\frac{3}{2}} + \left( \int_0^1 |A_3| \, ds \right)^{\frac{3}{2}} |\gamma_{ss}| \right) \, ds \]
\[ \leq C(T) \int_0^1 \left( \|V^\tau\|^{\frac{3}{2}} (1 + |\gamma_{ss}|^{\frac{3}{2}}) + \|V^\tau\|_{L^2}^{\frac{3}{2}} + \|V^\tau\|_{L^2}^{\frac{3}{2}} \|\gamma_{ss}\|_{L^2}^2 \right) \, ds \]
\[ \leq C(T) \int_0^1 1 + C(\delta) \|V^\tau\|^{\frac{3}{2}} + \|V^\tau\|_{L^2}^{\frac{3}{2}} \|\gamma_{ss}\|_{L^2}^2 \|\gamma_{ss*}\|_{L^2}^2 \|\gamma_{ss*}\|_{L^2}^2 \, ds \]
\[ \leq C(T, \delta) \left( 1 + \|V^\tau\|_{L^2}^2 \right) + C(\varepsilon, T)\delta \|\gamma_{ss}\|_{L^2}^6 + C(\varepsilon, T)\|V^\tau\|_{L^2}^3 \]
\[ \leq C(\varepsilon, T, \delta) \left( 1 + \|V^\tau\|_{L^2}^2 \right) + C(\varepsilon, T)\delta \|\gamma_{ss}\|_{L^2}^6, \]

where in the third line we used Young’s inequality with arbitrary \(\delta > 0\) to estimate \(|V^\tau|^{\frac{3}{2}} (1 + |\gamma_{ss}|^{\frac{3}{2}})\). Making use of the interpolation inequality (49) it follows:
\[ \|\gamma_{ss*}\|_{L^6}^6 \leq C \left( \|\gamma_{ss*}\|_{L^2}^2 \|\gamma_{ss}\|_{L^2}^2 + \|\gamma_{ss*}\|_{L^2}^2 \right) \]
\[ \leq C \left( \|\gamma_{ss*}\|_{L^2}^2 \|\gamma_{ss}\|_{L^2}^2 + \|\gamma_{ss}\|_{L^2}^6 \right). \]  

Combining (102) and (103) leads to
\[ \int_0^1 |B_3| \, ds \leq C(\varepsilon, T, \delta) (1 + \|V^\tau\|_{L^2}^2) + C(\varepsilon, T)\delta \|\gamma_{ss*}\|_{L^2}^2. \]

**B₄-term:**
\[ \int_0^1 |B_4| \, ds \leq C \int_0^1 \left( |A_4| \right)^{\frac{3}{2}} + \left( \int_0^1 |A_4| \, ds \right)^{\frac{3}{2}} |\gamma_{ss}|^2 + |A_4|^{\frac{3}{2}} |\gamma_{ss}|^{\frac{3}{2}} \right) \, ds. \]

With
\[ 2L^\tau(L^\tau)^2(A_4) = \langle \gamma_s - \gamma_{ss} | R(\gamma_{ss}) \rangle \langle V^\tau | R(\gamma_{ss}) \rangle + \langle V^\tau | R(\gamma_{ss}) \rangle \langle \gamma_s - \gamma_{ss} | R(\gamma_{ss}) \rangle \]
\[ + \langle V^\tau | R(\gamma_{ss}) \rangle \langle \gamma_s - \gamma_{ss} | R(\gamma_{ss}) \rangle + \langle V^\tau | R(\gamma_{ss}) \rangle \langle \gamma_s - \gamma_{ss} | R(\gamma_{ss}) \rangle, \]
and (103) we follow
\[ \int_0^1 |A_4| \, ds \leq C(T) \int_0^1 |V^\tau|^{\frac{3}{2}} (1 + |\gamma_{ss}|^{\frac{3}{2}}) \, ds \]
\[ \leq C(T) \int_0^1 1 + C(\delta) |V^\tau|^2 + \|\gamma_{ss}\|_{L^2}^6 \, ds \]
\[ = C(T, \delta) (1 + \|V^\tau\|_{L^2}^2) + C(\varepsilon, T)\delta \|\gamma_{ss*}\|_{L^2}^2. \]
Furthermore by (103) and again Young’s inequality we have
\[ \int_0^1 \left( \int_0^1 |A_4| \, ds \right) \frac{2}{3} |\gamma_{ss}^\tau|^2 + |A_4| \frac{2}{3} |\gamma_{ss}^\tau|^2 \, ds \leq C(T) \left( \|V^\tau\|_{L^2}^\frac{3}{2} \|\gamma_{ss}^\tau\|_{L^2}^\frac{3}{2} + \int_0^1 \int V^\tau \gamma^\tau |\gamma_{ss}^\tau|^\frac{3}{2} \, ds \right) \]
\[ \leq C(\varepsilon, T) (1 + \|V^\tau\|_{L^2}^2) + C(\varepsilon, T, \delta) \|V^\tau\|_{L^2}^2 + \delta \|\gamma_{ss}^\tau\|_{L^6}^6 \]
\[ \leq C(\varepsilon, T, \delta) (1 + \|V^\tau\|_{L^2}^2) + C(\varepsilon, T) \delta \|\gamma_{ss}^\tau\|_{L^2}^\frac{3}{2}. \]
Combining (104), (105) and (106) we have
\[ \int_0^1 |B_4|^\frac{3}{2} \, ds \leq C(\varepsilon, T, \delta) (1 + \|V^\tau\|_{L^2}^2) + C(\varepsilon, T) \delta \|\gamma_{ss}^\tau\|_{L^2}^\frac{3}{2}. \]

**B₅-term:** Repeating the same argument as in the previous steps we similarly derive that
\[ \int_0^1 |B_5|^\frac{3}{2} \, ds \leq C(\varepsilon, T, \delta) (1 + \|V^\tau\|_{L^2}^2) + C(\varepsilon, T) \delta \|\gamma_{ss}^\tau\|_{L^2}^\frac{3}{2}. \]

Hence with (98) and the bounds we found for the B₅-terms we have
\[ \c(\varepsilon) \|\gamma_{ss}^\tau\|_{L^2}^\frac{3}{2} \leq C(\varepsilon, T, \delta) \left( 1 + \|V^\tau\|_{L^2}^2 \right) + C(\varepsilon, T) \delta \|\gamma_{ss}^\tau\|_{L^2}^\frac{3}{2}. \]
Taking \( \delta > 0 \) small enough this leads to
\[ \|\gamma_{ss}^\tau\|_{L^2}^\frac{3}{2} \leq C(\varepsilon, T) \left( 1 + \|V^\tau\|_{L^2}^2 \right). \]
As \( t \in [0, T] \) was arbitrary we have
\[ \|\gamma_{ss}^\tau(\cdot, t)\|_{L^2}^\frac{3}{2} \leq C(\varepsilon, T) \left( 1 + \|V^\tau(\cdot, t)\|_{L^2}^2 \right) \]
for all \( t \in [0, T] \). Integrating (107) over \( t \in [0, T] \) and employing (34) finally leads to (92). \( \square \)

The previously derived bound leads to the following compactness result:

**Theorem 6.** Let \( \gamma^\tau \) and \( \gamma \) be as in Theorem 3. It holds
\[ \gamma^\tau \rightharpoonup \gamma \text{ weakly in } L^{\frac{3}{2}}_{loc}(\mathbb{R}_+; W^{4, \frac{3}{2}}) \]
\[ \gamma^\tau \rightarrow \gamma \text{ in } L^{\frac{22}{3}}_{loc}(\mathbb{R}_+; W^{4, \frac{22}{3}}). \]
In particular we have that for almost all \( t \):
\[ \gamma^\tau(\cdot, t) \rightarrow \gamma(\cdot, t) \text{ in } C^2. \]

**Proof of Theorem** Let us fix \( T > 0 \). Then
\[ \gamma^\tau \rightharpoonup \gamma \text{ weakly in } L^{\frac{3}{2}}(0; W^{4, \frac{3}{2}}) \]
directly follows from (92). We will show next that \( (\gamma^\tau) \) is Cauchy in \( L^{\frac{22}{3}}(0; W^{4, \frac{22}{3}}) \). Fix \( \delta > 0 \).
From Theorem 3 we know that there exists \( \tau_0 = \tau_0(\delta) > 0 \) small enough such that for any \( 0 < \sigma < \tau < \tau_0 \) and for \( \Delta_\gamma := \gamma^\sigma - \gamma^\tau \) it holds that
\[ \|\Delta_\gamma\|_{L^{\frac{22}{3}}(0; W^{4, \frac{22}{3}})} \leq C(\|\Delta_\gamma\|_{L^2(0, T; H^2)} < \delta), \]
where in the first bound we used Hölder’s inequality. Furthermore using the interpolation inequality we have
\[ \|\Delta_\gamma_{ss}\|_{L^{\frac{22}{3}}} \leq C \left( \|\Delta_\gamma_{ss}\|_{L^{\frac{3}{2}}} \|\Delta_\gamma_{ss}\|_{L^{\frac{6}{2}}} + \|\Delta_\gamma_{ss}\|_{L^2} \right). \]
Therefore for \( \delta \) small enough we have for \( 0 < \sigma < \tau \leq \tau_0 \):
\[
\| \Delta \gamma_{ss} \|_{L^{\frac{22}{3}}(0,T;L^{\frac{22}{3}})} < \eta.
\]  
(112)

Thanks to (111) and (112) we conclude (109) through a diagonal argument similar to the proof of Theorem 3. Consequently (110) follows from Sobolev embedding.

Our last compactness result is derived by the coupling relation (31), which will also lead to the equation satisfied by the tangential component of the velocity of \( \gamma \).

**Theorem 7.** Let \( \gamma^T \) and \( \gamma \) be as in Theorem 5 and let \( V = \gamma_t \). Then, up to a subsequence, it holds
\[
\hat{L}^T \rightharpoonup L \text{ weakly in } H^1_{loc}(\mathbb{R}^+),
\]
(113)
\[
\langle V^T \mid \hat{\gamma}_s^T + \gamma_s^T \rangle \rightharpoonup 2L V^T \text{ weakly in } L^2_{loc}(\mathbb{R}^+;W^{1,\frac{2}{3}}),
\]
(114)
where \( \hat{L}^T \) is as in (30), \( L := \mathcal{H}^1(\gamma) = |\gamma_s| \) and \( V^T := \langle V \mid \frac{\gamma_T}{T} \rangle \). Furthermore, for almost all \( t \geq 0 \) and \( s \in I \) it holds that
\[
V^T_s(s,t) = L_t(t) + L_T(t) \kappa(s,t) V^T(s,t),
\]
(115)
where \( L_t \) denotes the weak derivative of \( L \) and \( V^T := \langle V \mid \frac{\mathcal{R}(\gamma_T)}{L} \rangle \).

**Proof of Theorem 4.** Let us fix \( T > 0 \). We start by integrating (31), for fixed \( t \), over \( s \in I \). Consequently solving for \( \hat{L}^T_s \) leads to
\[
\hat{L}^T_s = \frac{1}{L^T + L^T} \left( \langle V^T \mid \hat{\gamma}_s^T + \gamma_s^T \rangle \right|_{s=0}^{1} - \int_0^1 \langle V^T \mid \hat{L}^T \kappa^T \mathcal{R}(\gamma_s^T) + L^T \kappa^T \mathcal{R}(\gamma_s^T) \rangle \, ds \right).
\]

Integrating the square of the equation above over \( t \in [0,T] \), using (14), (15) and (34) we have
\[
\int_0^T (\hat{L}^T)^2 \, dt \leq C \int_0^T \langle V^T(0,t) \rangle^2 + V^T(1,t)^2 \, dt + C \int_0^T \left( \left( \int_0^1 |\kappa^T V^T| \, ds \right)^2 + \left( \int_0^1 |\kappa^T| V^T \, ds \right)^2 \right) \, dt
\]
\[
\leq C \int_0^T \langle V^T(0,t) \rangle^2 + V^T(1,t)^2 \, dt + C \int_0^1 \left( \int_0^1 (\kappa^T)^2 \, ds \right) \int_0^1 |V^T|^2 \, ds \, dt
\]
\[
+ C \int_0^T \left( \int_0^1 (\kappa^T)^2 \, ds \right) \int_0^1 |V^T|^2 \, ds \, dt
\]
\[
\leq C(\varepsilon) \int_0^1 \langle V^T(0,t) \rangle^2 + V^T(1,t)^2 \, dt + C(\varepsilon) \int_0^T \int_0^1 |V^T|^2 \, ds \, dt \leq C(\varepsilon, T).
\]
(116)

Hence \((\hat{L}^T)\) is uniformly bounded in \( H^1(0,T) \) and therefore
\[
\hat{L}^T \rightharpoonup L \text{ weakly in } H^1(0,T).
\]

We next take the absolute value of both sides of (31) to the power \( \frac{3}{2} \) and integrate over \( s \in I \) and \( t \in [0,T] \). By (116), (34), (103) and (92) we have
\[
\int_0^T \int_0^1 \langle |V^T| \mid \hat{\gamma}_s^T + \gamma_s^T \rangle^\frac{3}{2} \, ds \, dt \leq C \int_0^T (\hat{L}^T)^{\frac{3}{2}} \, dt + C \int_0^T \int_0^1 |V^T|^{\frac{3}{2}} |\gamma_s^T|^{\frac{3}{2}} \, ds \, dt
\]
\[
\leq C(T) \| \hat{L}^T \|_{L^2}^{\frac{3}{2}} + \int_0^T \| \gamma_s^T \|_{L^6}^6 \, dt \leq C(\varepsilon, T),
\]
where in the third line we have employed Young’s inequality. Hence \( \langle V^\tau \, | \, \tilde{\gamma}^\tau_s + \gamma^\tau_s \rangle \) is bounded in \( L^2(0,T;L^2) \) and therefore, up to a subsequence,

\[
\langle V^\tau \, | \, \tilde{\gamma}^\tau_s + \gamma^\tau_s \rangle \to \langle V \, | \, 2\gamma_s \rangle = 2L \, V^\tau \quad \text{weakly in} \quad L^2(0,T;W^{1,2}).
\]

By a diagonal argument similar to the proof of Theorem 3 and by the reasoning above we have (113) and (114). Finally equation (115) follows by combining the convergences in (113) and (114) with (31).

2.3. Convergence. In this subsection we derive the equations stated in (6). We start by employing the compactness results of the previous subsection in order to pass to the limit \( \tau \to 0 \) in the weak formulation (85) of the time-discrete evolution.

**Theorem 8** (Weak form of the geometric evolution). Let \( \gamma \) be as in Theorem 3. For all \( \eta \in C^\infty_c(\mathbb{R}_+;C^\infty) \) it holds that

\[
\int_0^\infty \int_0^1 \frac{\varepsilon}{L^3} \langle \gamma_{ss} \, | \, \eta_{ss} \rangle + \frac{1}{L} (1 - \frac{3\varepsilon}{2} \kappa^2) \langle \gamma_s \, | \, \eta_s \rangle \, ds \, dt - \int_0^\infty \left\langle \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \, \eta(1,t) - \eta(0,t) \right\rangle \, dt \\
+ \int_0^T \int_0^1 \frac{1}{L} \langle V \, | \, \mathcal{R}(\gamma_s) \rangle \langle \mathcal{R}(\gamma_s) \rangle \, \eta \, ds \, dt + \int_0^\infty \langle V(0,t) \, | \, \eta(0,t) \rangle + \langle V(1,t) \, | \, \eta(1,t) \rangle \, dt = 0.
\]

(117)

**Proof of Theorem 8**. By (78), in order to show (117) it is enough to prove the following convergences:

\[
\int_0^T \mathcal{E}(\gamma^\tau,\eta) \, dt \to \int_0^T \mathcal{E}(\gamma,\eta),
\]

(118)

\[
\int_0^T \mathcal{D}(\gamma^\tau,\eta) \, dt \to \int_0^T \int_0^1 \frac{1}{L} \langle V \, | \, \mathcal{R}(\gamma_s) \rangle \langle \mathcal{R}(\gamma_s) \rangle \, \eta \, ds \, dt \\
+ \int_0^T \langle V(0,t) \, | \, \eta(0,t) \rangle + \langle V(1,t) \, | \, \eta(1,t) \rangle \, dt
\]

(119)

\[
\int_1^\infty \mathcal{E}(\gamma^\tau,\eta) \, dt \to 0,
\]

(120)

where \( (\gamma^\tau) \) is as in Theorem 3 and \( \mathcal{E}, \mathcal{D} \) and \( \mathcal{E}(\gamma) \) are defined in (79), (80) and (81), respectively. In the following let \( T > 0 \) such that \( \text{supp}(\eta) \subset [0,T] \times L \).

**Proof of (118)**. By (14) and the convergence in (57) we see that

\[
\left| \left\langle \frac{\gamma^\tau(1,t) - \gamma^\tau(0,t)}{|\gamma^\tau(1,t) - \gamma^\tau(0,t)|} \, \eta(1,t) - \eta(0,t) \right\rangle - \left\langle \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|} \, \eta(1,t) - \eta(0,t) \right\rangle \right| \\
\leq C \| \gamma^\tau(1,t) - \gamma^\tau(0,t) - \gamma(1,t) + \gamma(0,t) \|_\infty \| \gamma^\tau - \gamma \|_{L^\infty(0,T;L^\infty)} \\
\leq C(\eta) \| \gamma^\tau - \gamma \|_{L^\infty(0,T;L^\infty)} \to 0 \quad \text{as} \quad \tau \to 0.
\]

(121)

Employing (14) and (15) we have

\[
\int_0^1 \frac{\varepsilon}{L^3} \langle \gamma_{ss} \, | \, \eta_{ss} \rangle + \frac{1}{L^3} (1 - \frac{3\varepsilon}{2} \kappa^2) \langle \gamma_s \, | \, \eta_s \rangle \, ds \leq C(\varepsilon,\eta).
\]

(122)

Hence by (110), the dominated convergence Theorem and (121) we derive (118).

**Proof of (119)**. By (57) we have that

\[
\frac{\langle \mathcal{R}(\tilde{\gamma}^\tau_s) \, | \, \eta \rangle}{L^\tau} \mathcal{R}(\tilde{\gamma}^\tau_s) \to \frac{\langle \mathcal{R}(\gamma_s) \, | \, \eta \rangle}{L} \mathcal{R}(\gamma_s),
\]

\[
\frac{\langle \mathcal{R}(\gamma^\tau_s) \, | \, \eta \rangle}{L^\tau} \mathcal{R}(\gamma^\tau_s) \to \frac{\langle \mathcal{R}(\gamma_s) \, | \, \eta \rangle}{L} \mathcal{R}(\gamma_s)
\]
strongly in $L^\infty(0, T; L^\infty)$ and therefore also strongly in $L^2(0, T; L^2)$. Hence by weak-strong convergence we derive

$$\int_0^T \int_0^1 \langle V_r \cdot \frac{\langle \mathcal{R}(\gamma_s^\tau) \mid \eta \rangle}{2L^r} - \mathcal{R}(\gamma_s^\tau) \rangle + \langle V_r \cdot \frac{\langle \mathcal{R}(\gamma_s^\tau) \mid \eta \rangle}{2L^r} - \mathcal{R}(\gamma_s^\tau) \rangle \, ds \, dt$$

$$\rightarrow \int_0^T \int_0^1 \frac{1}{L} \langle V_r \cdot \mathcal{R}(\gamma_s) \rangle \langle \mathcal{R}(\gamma_s) \mid \eta \rangle \, ds \, dt.$$

Therefore, by additionally using (59), we conclude the proof of (119).

**Proof of (120):** From (57) and the Definition 2 of $P_1$ and $P_2$ we derive that
$$P_1(\gamma^r, \eta) \rightarrow P_1(\gamma, \eta),$$
$$P_2(\gamma^r, \eta) \rightarrow P_2(\gamma, \eta),$$
as $\tau \rightarrow 0$ in $L^\infty(0, T; L^\infty)$. Hence (57) and (96) imply
$$\frac{1}{L^r} \langle \mathcal{R}(\gamma_s^\tau) \rangle \rightarrow 0,$$
$$\frac{1}{L} \langle \gamma^r - \gamma^s \rangle \rightarrow 0,$$
$$\frac{1}{L^3} \int_0^1 \langle \gamma_s^\tau \rangle \, ds \rightarrow 0,$$

strongly in $L^2(0, T; L^2)$. Therefore as in the previous step the result follows by the weak-strong convergence.

**Corollary 2.** The time continuous evolution $\gamma$ from Theorem 3 satisfies
$$\gamma \in L_{loc}^2(\mathbb{R}_+; H^4).$$

**Proof of Corollary 2** A priori, from the bound in (92) we can only derive that
$$\gamma \in L_{loc}^{2, \frac{3}{2}}(\mathbb{R}_+; W^{4, \frac{3}{2}}).$$

In order to improve the integrability from $\frac{3}{2}$ to 2 we need to repeat the strategy of the proof of Lemma 7 in the time-continuous setting. Instead of (78) we will employ (117). The main difference between those two is the absence of all Lagrange-multiplier terms contained in the Err-term, which vanish in the limit $\tau \rightarrow 0$. This improves the resulting a priori bound. As the argument is parallel to the one in the proof of Lemma 7 we postpone it to the appendix.

Due to the higher regularity of $\gamma$ derived in Theorem 7 we will be able to integrate by parts in equation (117), which will lead to (6).

**Theorem 9** (Strong form of the time-continuous evolution). Let $\gamma$ be as in Theorem 3 then
$$\gamma \in C_{loc}^{0, \beta}(\mathbb{R}_+; C^{1, \alpha}) \cap H_{loc}^1(\mathbb{R}_+; L^2) \cap L_{loc}^2(\mathbb{R}_+; H^4),$$
$$V^r \in L_{loc}^2(\mathbb{R}_+; W^{1, \frac{2}{2}}),$$
$$\gamma(0, \cdot), \gamma(1, \cdot) \in H_{loc}^1(\mathbb{R}_+; \mathbb{R}^2),$$

where $\alpha \in (0, \frac{1}{2})$ and $\beta \in (0, \frac{1}{2} - \frac{\alpha}{2})$. Furthermore, for almost all $s \in I$ and $t \in \mathbb{R}_+$ $\gamma$ satisfies
$$V^r(s, t) = \kappa(s, t) - \varepsilon \left( \frac{1}{L^2(t)} \kappa_{ss}(s, t) + \frac{1}{2} \kappa^3(s, t) \right),$$
$$V^s(s, t) = L_t(t) + L(t) \kappa(s, t) \, V^r(s, t),$$
$$V(0, t) = -\gamma(1, t) - \gamma(0, t) \frac{\gamma(1, t) - \gamma(0, t)}{\gamma(1, t) - \gamma(0, t)} \frac{1}{L(t)} \kappa_{s}(0, t) - \varepsilon \kappa_{s}(0, t) \mathcal{R}(\gamma_s)(s, t),$$
$$V(1, t) = -\gamma(1, t) - \gamma(0, t) \frac{\gamma(1, t) - \gamma(0, t)}{\gamma(1, t) - \gamma(0, t)} \frac{1}{L(t)} \kappa_{s}(1, t) + \varepsilon \kappa_{s}(1, t) \mathcal{R}(\gamma_s)(s, t).$$
Furthermore for almost all \( t \in \mathbb{R}_+ \) the following natural boundary conditions hold true:

\[
\kappa(0, t) = \kappa(1, t) = 0.
\]

(129)

**Proof of Theorem 10.** The regularity statement directly follows from \([56, 58, 59 \text{ and } 124]\). Furthermore we note that \([126]\) was already proved in Theorem 7 (see \([115]\)). We want to test \([117]\) with \( \eta = \varphi \mathcal{R}(\gamma_s) \) for a scalar function \( \varphi \in C^\infty_c(\mathbb{R}_+; C^\infty(I)) \). As \( \gamma \) is in general not smooth we need to argue by approximation: Due to \([92]\) we can find a sequence \( (\mu^n) \subset C^\infty_c(\mathbb{R}_+; C^\infty) \) such that

\[
\mu^n \rightarrow \gamma \text{ strongly in } L^2_\infty(\mathbb{R}_+; W^{4, \frac{2}{3}}),
\]

so in particular

\[
\mu^n \rightarrow \gamma \text{ strongly in } L^3_c(\mathbb{R}_+; C^3).
\]

Furthermore by \([57]\) we can also assume that

\[
\mu^n \rightarrow \gamma \text{ strongly in } L^\infty_c(\mathbb{R}_+; C^1).
\]

Let \( T > 0 \) such that \( \text{supp } \varphi \subset [0, T] \times I \). By \([130]\), the definition of \( E \), Hölder’s inequality, \([14]\) and \([103]\) we derive

\[
\left| \int_0^\infty E(\gamma, \varphi \mathcal{R}(\mu^n_s)) \, dt - \int_0^\infty E(\gamma, \varphi \mathcal{R}(\gamma_s)) \, dt \right|
\leq \int_0^T \int_0^1 C(\varphi) (1 + |\gamma_{s}| + |\gamma_{ss}|^2) ||\mu^n(\cdot, t) - \gamma(\cdot, t)||_{C^3} \, ds \, dt
\leq C(\varphi) \left( \int_0^T \frac{1 + |\gamma_{s}(\cdot, t)||_{C^0}^6 \, dt}{\int_0^T ||\mu^n(\cdot, t) - \gamma(\cdot, t)||_{C^3}^2 \, dt} \right)^{\frac{1}{2}}
\leq C(\varphi, \varphi, T)||\mu^n - \gamma||_{L^2(0, T; C^3)} \rightarrow 0.
\]

Furthermore by \([14]\) and \([131]\) we also have

\[
\left| \int_0^\infty \int_0^1 V^\perp(\mathcal{R}(\gamma_s)) \, \varphi(0, t) \mathcal{R}(\mu^n_s) \, ds \, dt - \int_0^\infty \int_0^1 V^\perp(\mathcal{R}(\gamma_s)) \, \varphi(0, t) \mathcal{R}(\mu^n_s) \, ds \, dt \right|
\leq C(\varphi)||V^\perp||_{L^1(0, T; L^2)}||\mu^n - \gamma||_{L^\infty(0, T; C^1)} \rightarrow 0.
\]

In a similar fashion we can also derive

\[
\left| \int_0^\infty (V(0, t) \varphi(0, t) \mathcal{R}(\mu^n_s)) + (V(0, t) \varphi(0, t) \mathcal{R}(\mu^n_s)) \, dt
- \int_0^\infty (V(0, t) \varphi(0, t) \mathcal{R}(\gamma_s)) - (V(0, t) \varphi(0, t) \mathcal{R}(\gamma_s)) \, dt \right| \rightarrow 0.
\]

Therefore testing \([117]\) with \( \eta = \varphi \mathcal{R}(\mu^n_s) \) and passing to the limit \( n \rightarrow \infty \) we have

\[
\int_0^1 \int_0^1 \varepsilon \kappa_{ss} - \varepsilon L^2 \kappa^3 \varphi - L^2 (\kappa - \frac{3\varepsilon}{2} \kappa^3) \varphi + L^2 V^\perp \varphi \, ds \, dt
- \int_0^T \left( \frac{(\gamma(1, t) - \gamma(0, t))}{(|\gamma(1, t) - \gamma(0, t)|^2)} \varphi(1, t) \mathcal{R}(\gamma_s)(1, t) - \varphi(0, t) \mathcal{R}(\gamma_s)(0, t) \right) \, dt
+ \int_0^T L \varphi(0, t) V^\perp(0, t) + L \varphi(1, t) V^\perp(1, t) = 0
\]

(132)

Assuming additionally \( \varphi(0, t) = \varphi(1, t) = 0 \) for all \( t \in \mathbb{R}_+ \) and integrating by parts in \([132]\) then leads to

\[
\int_0^\infty \int_0^1 (\varepsilon \kappa_{ss} + \varepsilon \kappa^3 - \kappa + V^\perp) L^2 \varphi \, ds \, dt = 0.
\]
By the arbitrariness of $\varphi$ we see that (125) holds true. Let us now take $\varphi \in C_c^\infty(\mathbb{R}_+; C^\infty(I))$, possibly nonzero at $\partial I$. Integrating by parts in (132) and using (125) we derive that

$$
\int_0^T \varepsilon \kappa_s - \varepsilon \kappa_s \varphi \big|_{s=0}^T dt - \int_0^T \left( \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \right) \varphi(1,t) \mathcal{R}(\gamma_s)(1,t) - \varphi(0,t) \mathcal{R}(\gamma_s)(0,t) \right) dt
$$

$$+ \int_0^T \langle V(0,t) \mid \varphi(0,t) \mathcal{R}(\gamma_s)(0,t) \rangle + \langle V(1,t) \mid \varphi(1,t) \mathcal{R}(\gamma_s)(1,t) \rangle dt = 0
$$

Choosing $\varphi$ such that $\varphi(\cdot,0) = \varphi(\cdot,1) = \varphi_s(\cdot,0) = 0$ in (2.3) leads to

$$
\int_0^T \varepsilon \kappa_s(0,t) \varphi_s(0,t) dt = 0,
$$

and due to the arbitrariness of $\varphi_s(0,\cdot)$ to

$$
\kappa(0,t) = 0
$$

for almost all $t$. In a similar fashion one can derive the same natural boundary condition at $s = 1$ and (129) follows. Employing (129) in (2.3) and taking $\varphi$ with $\varphi(1,\cdot) = 0$ leads to

$$
\int_0^T \varepsilon \kappa_s(0,t) \varphi(0,t) + \left( \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \right) \mathcal{R}(\gamma_s)(0,t) \right) \varphi(0,t) dt
$$

$$+ \int_0^\infty \langle V(0,t) \mid \mathcal{R}(\gamma_s)(0,t) \rangle \varphi(0,t) dt = 0.
$$

Hence, by the arbitrariness of $\varphi(0,\cdot)$, we have for almost all $t \in \mathbb{R}_+$

$$
V^\perp(0,t) = -\left( \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \mathcal{R}(\gamma_s) \right) - \varepsilon \kappa_s(0,t).
$$

(133)

We next test (117) with $\eta = \varphi \mu^n_s$, where $\varphi \in C_c^\infty(\mathbb{R}_+; C^\infty)$ with $\varphi(1,\cdot) = 0$. Passing to the limit $n \to \infty$ as was done previously then leads to

$$
0 = \int_0^\infty \left( \int_0^1 \left( \frac{\kappa_s}{L} \mathcal{R}(\gamma_s) \right) \right) \left( 2\kappa_s \varphi_s + L \kappa_s \varphi_s \mathcal{R}(\gamma_s) \right) + \frac{1}{L} \left( 1 - \frac{3\varepsilon}{2} \kappa_s^2 \right) \varphi_s(\gamma_s) ds dt
$$

$$- \int_0^\infty \left( \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \right) \varphi(0,t) \gamma(0,t) ds dt + \int_0^\infty \langle V(0,t) \mid \varphi(0,t) \gamma(0,t) \rangle dt
$$

$$= \int_0^\infty \left( \frac{\kappa_s}{L} + \varepsilon \kappa_s \varphi_s \right) L ds dt + \int_0^\infty \left( \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \right) \varphi(0,t) L dt
$$

$$= \int_0^\infty \left( -1 + \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \right) \gamma_s + V^\perp(0,t) \right) \varphi(0,t) L dt.
$$

Due to the arbitrariness of $\varphi(0,t)$ we have

$$
V^\perp(0,t) = 1 - \left( \frac{\gamma(1,t) - \gamma(0,t)}{|\gamma(1,t) - \gamma(0,t)|^2} \right) \gamma_s
$$

(134)

for almost every $t \in \mathbb{R}_+$. By (133) and (134) equation (127) follows. The proof of (128) works similarly. □
3. Numerical experiments

In this section we present some numerical experiments with the aim of showing different examples of the curve-shortening evolution derived in the previous sections. In order to make numerical computations we will discretize our curves as it is customary in the framework of discrete differential geometry, see also [11]. Hereby, a discrete curve in $\mathbb{R}^2$ is defined as a finite sequence of $N$ points $\mathbf{x} = (x_i)_{i=1}^N \subset \mathbb{R}^2$. They define a zig-zag curve build up from the edges $E_i = [x_i, x_{i+1}]$, where $1 \leq i < N$. In this framework the constant speed constraint, as used in the previous sections, has the following discrete counterpart: There exists a $l \geq 0$ such that

$$|x_{i+1} - x_i| = \text{const} = l$$

for all $1 \leq i < N$.

Hence given $N \in \mathbb{N}$ we will consider the following set of admissible discrete curves:

$$\mathcal{AC}_N^\text{discr} = \{ \mathbf{x} = (x_1, \ldots, x_N) \subset \mathbb{R}^2 : \exists l \geq 0 \text{ s.t. } |x_{i+1} - x_i| = l \text{ for all } 1 \leq i < N \}$$

For any $i \in 1, \ldots, N - 1$ we define the discrete unit tangent vector $\tau_i$ and normal vector $\nu_i$ as

$$\tau_i = \frac{x_{i+1} - x_i}{|x_{i+1} - x_i|} = \frac{1}{l}(x_{i+1} - x_i),$$

$$\nu_i = \mathcal{R}(\tau_i).$$

For any $i = 1, \ldots, N - 1$ let $\alpha_i \in [0, \pi]$ be the unique angle between $\tau_{i-1}$ and $\tau_i$, this means it satisfies $\cos(\alpha_i) = \langle \tau_{i-1} | \tau_i \rangle$. With this, we can define the discrete curvature as

$$\kappa_i = \frac{2}{l} \tan \frac{\alpha_i}{2} = \frac{2}{l} \sin(\alpha_i) = \frac{2}{l} \frac{\tau_{i-1} \times \tau_i}{1 + \langle \tau_{i-1} | \tau_i \rangle}.$$ 

Note that $\times$ is the cross product in $\mathbb{R}^2$ defined as

$$v \times w = v_1 w_2 - v_2 w_1,$$

for any $v, w \in \mathbb{R}^2$. Let us fix $\varepsilon > 0, \tau > 0$ and $N \in \mathbb{N}$. The discrete version of the energy functional in (12) is $F^\text{discr} : \mathcal{AC}_N^\text{discr} \times \mathcal{AC}_N^\text{discr} \to \mathbb{R}$ defined as

$$F^\text{discr}(\mathbf{x}, \tilde{\mathbf{x}}) = -\log|x_1 - x_N| + Nl + \frac{\varepsilon l}{2} \sum_{i=2}^{N-1} \kappa_i^2 + \frac{l}{4\tau} \sum_{i=1}^{N-1} (x_i - \tilde{x}_i | \nu_i)^2 + \frac{l}{4\tau} \sum_{i=1}^{N-1} \langle x_i - \tilde{x}_i | \nu_i \rangle^2
$$

$$+ \frac{1}{2\tau} |x_1 - \tilde{x}_1|^2 + \frac{1}{2\tau} |x_N - \tilde{x}_N|^2.$$ 

We can now describe the discrete in space minimizing movement scheme. Let $\mathbf{x}^{(0)} = (x_1^{(0)}, \ldots, x_N^{(0)}) \in \mathcal{AC}_N^\text{discr}$. Then, $\mathbf{x}^{(1)}$ is defined as

$$\mathbf{x}^{(1)} \in \arg\min_{\mathbf{x} \in \mathcal{AC}_N^\text{discr}} F^\text{discr}(\mathbf{x}, \mathbf{x}^{(0)})$$

and continue by defining $\mathbf{x}^{(2)}, \mathbf{x}^{(3)}, \ldots$ iteratively, similarly to the space continuous setting.

In the following we will show plots of space discrete minimizing movements for several different initial curves. We start with with a curve $\mathbf{x}^{(0)}$ discretizing the graph of the sinus-function restricted on the interval $[-\pi, \pi]$. Figure 2 shows several steps of the minimizing movement. The coloring of the curves is used to clarify the temporal ordering of the curves. The curves close to the start are violet, while the curves close to the end are red. One can see the straightening motion of the sinus-curve. In the limit $k \to \infty$ the curve converges towards a straight line with unit length.
Figure 2. Evolution of a sinus-shaped curve with $\tau = 0.25$ and $\varepsilon = 0.01$.

We next consider a curve in the shape of a $\gamma$. In figure 3a one can see that the curl of the curve shrinks until a point where the curvature term becomes dominant. As $k \to \infty$ the curve doesn’t unfold and converges towards an ”optimal” $\gamma$-shaped curve. This is a good opportunity to show the dependence of the flow on the size of $\varepsilon$. In figure 3b we computed the minimizing movement of the $\gamma$-shaped curve from before with a smaller $\varepsilon = 0.01$. One can see that for smaller values of $\varepsilon$ (smaller curvature regularization) the ”size” of the curl of the limit curve is smaller.

Figure 3. Evolutions of a $\gamma$-shaped curve with $\tau = 0.0125$.

The previous example showed a curve with self-intersection that didn’t unfold during the flow. This is not generally true, as can be seen in the next example in figure 4. In this case one takes an asymmetric $\gamma$-shaped curve as initial curve, which is shorter on the left endpoint and whose evolution can be described as follows: First (see figure 4b) the curl shrinks until it reaches an optimal size. Then (see figure 4c) the curl slowly moves to the left endpoint and lastly (see figure 4d) the curve unfolds at the left endpoint and the converges towards a segment of unit length.
CURVE-SHORTENING OF OPEN, ELASTIC CURVES WITH REPELLING ENDPOINTS

Figure 4. Evolution of an asymmetric $\gamma$-shaped curve with $\tau = 0.01$ and $\varepsilon = 0.1$.
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APPENDIX A. PROOF OF COROLLARY 2

We present in this appendix the remaining details for the proof of Corollary 2. Testing $\eta(s,t) := \varphi(s) \psi(t)$ with $\varphi \in C^\infty_c((0,1); \mathbb{R}^2)$ and $\psi \in C^\infty_c(\mathbb{R}_+)$ and using the arbitrariness of $\psi$ we derive that for a.e. $t \in \mathbb{R}_+$ it holds that

$$
\int_0^1 \frac{\varepsilon}{L^3} \langle \gamma_{ss} | \varphi_{ss} \rangle + \frac{1}{L} (1 - \frac{3\varepsilon}{2} \kappa^2) \langle \gamma_s | \varphi_s \rangle + \frac{1}{L} \langle V | \mathcal{R}(\gamma_s) \rangle \langle \mathcal{R}(\gamma_s) | \varphi \rangle \, ds = 0. \tag{135}
$$

Integrating by parts in (135) and employing the notation from the proof of Lemma 7 then leads to

$$
\int_0^1 \left\langle \frac{\varepsilon}{L^3} \gamma_{ss} - D_s^{-1} \left\{ \frac{1}{L} (1 - \frac{3\varepsilon}{2} \kappa^2) \gamma_s \right\} + D_s^{-2} \left\{ \frac{1}{L} \langle V | \mathcal{R}(\gamma_s) \rangle \mathcal{R}(\gamma_s) \right\} \right| \varphi_{ss} \rangle \, ds = 0
$$

for a.e. $t \in \mathbb{R}_+$. Hence, for a.e. $t \in \mathbb{R}_+$ there exist $v(t), w(t) \in \mathbb{R}^2$ such that for all such $t$ and a.e. $s$ it holds that

$$
- \frac{\varepsilon}{L^3} \gamma_{ss} = v + ws - D_s^{-1} \left\{ \frac{1}{L} (1 - \frac{3\varepsilon}{2} \kappa^2) \gamma_s \right\} + D_s^{-2} \left\{ \frac{1}{L} \langle V | \mathcal{R}(\gamma_s) \rangle \mathcal{R}(\gamma_s) \right\}.
$$
We then differentiate twice the equation above, which leads to
\[- \frac{\varepsilon}{L^3} \gamma_{ssss} = 3\varepsilon \kappa \kappa_s \gamma_s - \frac{1}{L} \left(1 - \frac{3\varepsilon}{2} \kappa^2\right) \gamma_{ss} + \frac{1}{L} (V | \mathcal{R}(\gamma_s)) \mathcal{R}(\gamma_s),\] (136)
again for a.e. \(t\) and \(s\). By Young’s inequality, (136), (14) and (15) we have for a.e. \(t \in \mathbb{R}_+\)
\[
\|\gamma_{ssss}\|_{L^2}^2 \leq C(\varepsilon) \int_0^1 |\kappa|^2 |\kappa_s|^2 + |\gamma_{ss}|^2 + |\kappa|^4 |\gamma_{ss}|^2 + |V|^2 \, ds
\leq C(\varepsilon) \int_0^1 |\gamma_{ss}|^2 (|\gamma_{ssss}|^2 + 1) + |\gamma_{ss}|^6 + |V|^2 \, ds
\leq C(\varepsilon) \int_0^1 1 + |\gamma_{ss}|^6 + |\gamma_{ssss}|^3 + |V|^2 \, ds.
\]
Furthermore by interpolation, Young’s inequality with arbitrary \(\delta > 0\) and (15) we have
\[
\|\gamma_{ssss}\|_{L^3}^3 \leq C \left( \|\gamma_{ssss}\|_{L^2}^{\frac{3}{2}} \|\gamma_{ss}\|_{L^2}^{\frac{3}{2}} + \|\gamma_{ssss}\|_{L^2}^{\frac{3}{2}} \right)
\leq C \left( \delta \|\gamma_{ssss}\|_{L^2}^2 + C(\delta) \|\gamma_{ss}\|_{L^2}^{\frac{2}{3}} + \|\gamma_{ssss}\|_{L^2}^{\frac{3}{2}} \right)
\leq C \delta \|\gamma_{ssss}\|_{L^2}^2 + C(\delta, \varepsilon),
\]
as well as
\[
\|\gamma_{ss}\|_{L^6}^6 \leq C \left( \|\gamma_{ssss}\|_{L^2}^6 \|\gamma_{ss}\|_{L^2}^5 \|\gamma_{ssss}\|_{L^2} \right)
\leq C \left( \delta \|\gamma_{ssss}\|_{L^2}^2 + C(\delta) \|\gamma_{ss}\|_{L^2}^{\frac{10}{3}} + \|\gamma_{ssss}\|_{L^2}^6 \right)
\leq C \delta \|\gamma_{ssss}\|_{L^2}^2 + C(\delta, \varepsilon).
\]
Combining the above estimates leads to
\[
\|\gamma_{ssss}\|_{L^2}^2 \leq C(\varepsilon) \delta \|\gamma_{ssss}\|_{L^2}^2 + C(\delta, \varepsilon) \int_0^1 1 + |V|^2 \, ds.
\]
Hence choosing \(\delta\) small enough we derive for a.e. \(t \in \mathbb{R}_+\)
\[
\|\gamma_{ssss}\|_{L^2}^2 \leq C(\varepsilon) \int_0^1 1 + |V|^2 \, ds.
\] (137)
By integrating (137) over \(t \in [0, T]\) with arbitrary \(T > 0\) and using (34) we conclude the proof.
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