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ABSTRACT. In this paper we present a new approach to the study of asymptotically flat static
metrics arising in general relativity. In the case where the static potential is bounded, we introduce
new quantities which are proven to be monotone along the level set flow of the potential function.
We then show how to use these properties to detect the rotational symmetry of the static solutions,
deriving a number of sharp inequalities. As a consequence of our analysis, a simple proof of the
classical 3-dimensional Black Hole Uniqueness Theorem is recovered and some geometric conditions
are discussed under which the same statement holds in higher dimensions.
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1. Introduction and statements of the results

1.1. Setting of the problem. Throughout this paper we let \((M, g_0)\) be an asymptotically flat \(n\)-
dimensional Riemannian manifold, \(n \geq 3\), with one end and nonempty smooth compact boundary
\(\partial M\), which is a priori allowed to have several connected components. We also assume that there
exists a function \(u \in C^\infty(M)\) such that the triple \((M, g_0, u)\) satisfies the system

\[
\begin{cases}
  u \text{Ric} = D^2 u & \text{in } M, \\
  \Delta u = 0 & \text{in } M, \\
  u = u_0 & \text{on } \partial M, \\
  u(x) \to 1 & \text{as } |x| \to +\infty,
\end{cases}
\]

(1.1)

where \text{Ric}, \(D\), and \(\Delta\) represent the Ricci tensor, the Levi-Civita connection, and the Laplace-
Beltrami operator of the metric \(g_0\), respectively. Here, for simplicity, we let \(u_0\) be a constant in
\([0, 1]\), but most part of the results can be easily adapted to the case where \(u_0\) is a smooth function
defined on the boundary of \(M\) and taking values in \([0, 1]\). We notice that the first two equations
in (1.1) are assumed to be satisfied in the whole \(M\) in the sense that they hold in \(M \setminus \partial M\) in the
classical sense and if we take the limits of both the left hand side and the right hand side, they
coincide at the boundary. In the rest of the paper the metric \(g_0\) and the function \(u\) will be referred
to as static metric and static potential, respectively, whereas the triple \((M, g_0, u)\) will be called a
static solution. A classical computation shows that if \((M, g_0, u)\) satisfies (1.1), then the Lorentzian
metric \(\gamma = -u^2 dt \otimes dt + g_0\) satisfies the vacuum Einstein equations

\[
\text{Ric}_\gamma = 0 \quad \text{in } \mathbb{R} \times (M \setminus \partial M).
\]

To complete the picture, we observe that, as a consequence of the system (1.1), the scalar curvature
\(R\) of \(g_0\) is identically equal to zero. Moreover, in the special case where \(u_0 = 0\), one has that the
boundary \(\partial M\) is a totally geodesics hypersurface embedded in \(M\), and the function \(|D u|\) is constant
on each connected component of \(\partial M\). It is also worth noticing that, since \(u\) is a non constant
harmonic function in \(M\) and the boundary \(\partial M\) is assumed to be regular, the Hopf Lemma implies
that \(|D u| > 0\) on \(\partial M\). To further specify our assumptions, we recall the following definition from [7].
Definition 1 (Asymptotically Flat Static Solutions). A solution \((M, g_0, u)\) to (1.1) is said to be asymptotically flat with one end if there exists a compact set \(K \subset M\) and a diffeomorphism \(x = (x^1, ..., x^n) : M \setminus K \to \mathbb{R}^n \setminus B\) such that the metric \(g_0\) and the static potential \(u\) satisfy the following asymptotic expansions.

(i) In the coordinates induced by the diffeomorphism \(x\) the metric \(g_0\) can be expressed in \(M \setminus K\) as

\[ g_0 = g_0^{(0)} dx^\alpha \otimes dx^\beta, \]

and the components satisfy the decay conditions

\[ g_0^{(0)}_{\alpha\beta} = \delta_{\alpha\beta} + \eta_{\alpha\beta}, \quad \text{with} \quad \eta_{\alpha\beta} = o_2(|x|^{-\frac{2-n}{2}}), \quad \text{as} \quad |x| \to +\infty, \quad (1.2) \]

for every \(\alpha, \beta \in \{1, ..., n\}\).

(ii) In the same coordinates, the static potential \(u\) can be written as

\[ u = 1 - m|x|^{2-n} + w, \quad \text{with} \quad w = o_2(|x|^{2-n}), \quad \text{as} \quad |x| \to +\infty, \quad (1.3) \]

for some real number \(m \in \mathbb{R}\).

Here and throughout the paper, we agree that for \(f \in C^\infty(M), \tau \in \mathbb{R}\) and \(k \in \mathbb{N}\) it holds

\[ f = o_k(|x|^{-\tau}) \iff \sum_{|J| \leq k} |x|^{\tau + |J|} |\partial^J f| = o(1), \quad \text{as} \quad |x| \to +\infty, \]

where the \(J\)'s are multi-indexes.

To proceed, we consider an asymptotically flat static solution \((M, g_0, u)\) and we observe that since the function \(u\) is harmonic and satisfies

\[ u = u_0 \in [0, 1) \quad \text{on} \quad \partial M \quad \text{and} \quad u(x) \to 1 \quad \text{as} \quad x \to \infty, \]

it follows from the Strong Maximum Principle that \(u_0 < u < 1\) in \(M \setminus \partial M\). In particular, the coefficient \(m\) that appears in the expansion (1.3) must be positive. It is a nontrivial consequence of (1.1) (see for instance [7] and [18]) that such coefficient \(m\) coincides with the ADM mass of the manifold \((M, g_0)\).

By far, the most important solution to system (1.1) obeying the conditions of Definition 1 is the so called Schwarzschild solution. To describe it, we consider, for a fixed \(m > 0\), the manifold with boundary \(M\) given by the exterior domain \(\mathbb{R}^n \setminus \{|x| < (2m)^{1/(n-2)}\}\) in the flat Euclidean space, so that \(\partial M = \{|x| = (2m)^{1/(n-2)}\}\). The static metric \(g_0\) and the static potential \(u\) corresponding to the Schwarzschild solution are then given by

\[ g_0 = \frac{d|x| \otimes d|x|}{(1 - 2m |x|^{2-n})} + |x|^{2-n} g_{2n-1} \quad \text{and} \quad u = \sqrt{1 - 2m |x|^{2-n}}, \quad (1.4) \]

respectively. The parameter \(m > 0\) is the ADM mass of the Schwarzschild solution. In dimension \(n = 3\), it is known by the work of Israel [16], Robinson [19], and Bunting and Masood-ul-Alam [7] that if one imposes the further condition \(u \equiv 0\) at \(\partial M\), then (1.4) is the only static solution which is asymptotically flat with ADM mass equal to \(m > 0\). This is the content of the so called Black Hole Uniqueness Theorem (see [11, 14, 20] for a comprehensive description of the subject).

In Subsection 2.2, we will discuss some consequence of our analysis in the special case where the static potential satisfies null Dirichlet boundary conditions at \(\partial M\). In particular, when the boundary of \(M\) is connected, or more in general when it is contained in a level set of \(|Du|\), we will recover the 3-dimensional Black Hole Uniqueness Theorem (see Theorem 2.9 below). Also, we will discuss some geometric conditions under which the same statement holds true in every dimension (see Theorem 2.10 below).
1.2. Statements of the main results. To introduce the main results, we start by the simple observation that, given a static solution \((M, g_0, u)\) to problem (1.1), the function \(U_1 : [u_0, 1) \rightarrow \mathbb{R}\) defined by

\[
t \mapsto U_1(t) = \int |Du| \, d\sigma
\]

is constant, as it can be easily checked using the equation \(\Delta u = 0\) and the Divergence Theorem. When \(u_0 = 0\), such constant coincides with the capacity of the hypersurface \(\partial M\) inside \((M, g_0)\), which, according to [6], is defined as

\[
\text{Cap}(\partial M, g_0) = \inf \left\{ \int_M |Dw|^2 \, d\mu \mid w \in \text{Lip}_{\text{loc}}(M), w = 0 \text{ on } \partial M, w \rightarrow 1 \text{ as } |x| \rightarrow +\infty \right\},
\]

up to a multiplicative constant. On the other hand, using the asymptotic expansions (1.2) and (1.3) of \(g_0\) and \(u\), the constant value of \(U_1\) can be computed in terms of the ADM mass \(m > 0\) of the static solution as

\[
U_1(t) = ||Du||_{L^1([u=t])} \equiv m(n-2)|S^{n-1}|, \quad t \in [u_0, 1),
\]

where \(|S^{n-1}|\) denotes the hypersurface area of the unit sphere sitting inside \(\mathbb{R}^n\). Having this in mind, we introduce, for \(p \geq 0\) and for a given constant Dirichlet boundary condition \(u_0 \in [0,1)\), the functions \(U_p : [u_0, 1) \rightarrow \mathbb{R}\), defined as

\[
t \mapsto U_p(t) = \left( \frac{2m}{1-t^2} \right)^{\frac{n-1}{n-2}} \int_{\{u=t\}} |Du|^p \, d\sigma.
\]

Formally, these functions can be thought of as renormalized \(p\)-capacities. In particular, we have that \(t \mapsto U_0(t)\) is a renormalized hypersurface area functional for the level sets of \(u\), whereas \(t \mapsto U_1(t)\) is always constant, as already observed. In analogy with (1.5), one can use the asymptotic expansions of \(g_0\) and \(u\) to deduce that

\[
\lim_{t \rightarrow 1^-} U_p(t) = m^p(n-2)^p |S^{n-1}|.
\]

Before proceeding, it is worth noticing that the functions \(t \mapsto U_p(t)\) are well defined, since the integrands are globally bounded and the level sets of \(u\) have finite hypersurface area. In fact, since \(u\) is harmonic, the level sets of \(u\) have locally finite \(\mathcal{K}^{n-1}\)-measure (see [13] and [17]). Moreover, by the properness of \(u\), they are compact and thus their hypersurface area is finite. Another important observation comes from the fact that, using the explicit formulae (1.4), one easily realizes that the quantities

\[
M \ni x \mapsto \left( \frac{2m}{1-u^2} \right)^{\frac{n-1}{n-2}} |Du|(x) \quad \text{and} \quad [0,1) \ni t \mapsto U_0(t) = \int_{\{u=t\}} \left( \frac{1-u^2}{2m} \right)^{\frac{n-1}{n-2}} \, d\sigma
\]

are constant on a Schwarzschild solution. In the following, via a conformal reformulation of problem (1.1), we will be able to give a more geometric interpretation of this fact (see Subsections 1.3 and 3.1). On the other hand, we notice that the function \(t \mapsto U_p(t)\) can be rewritten in terms of the above quantities as

\[
U_p(t) = \int_{\{u=t\}} \left( \frac{2m}{1-u^2} \right)^{\frac{n-1}{n-2}} |Du| \, d\sigma \left( \frac{1-u^2}{2m} \right)^{\frac{n-1}{n-2}} \, d\sigma.
\]

Hence, thanks to (1.8), we have that for every \(p \geq 0\) the function \(t \mapsto U_p(t)\) is constant on a Schwarzschild solution. Our main result illustrates how the functions \(t \mapsto U_p(t)\) can be used to detect the rotational symmetry of the static solution \((M, g_0, u)\). In fact, for \(p \geq 3\), they are nonincreasing and the monotonicity is strict unless \((M, g_0, u)\) is isometric to a Schwarzschild solution.
Theorem 1.1 (Monotonicity-Rigidity Theorem). Let \((M, g_0, u)\) be an asymptotically flat solution to problem (1.1) in the sense of Definition 1, with \(0 \leq u_0 < 1\) and ADM mass equal to \(m > 0\). For every \(p \geq 1\) we let \(U_p : [0, 1) \to \mathbb{R}\) be the function defined in (1.6). Then, the following properties hold true.

(i) For every \(p \geq 1\), the function \(U_p\) is continuous.

(ii) For every \(p \geq 3\), the function \(U_p\) is differentiable and the derivative satisfies, for every \(t \in [0, 1)\),

\[
U_p'(t) = - (p - 1) \left( \frac{2m}{1 - t^2} \right)^{(p-1)(n-1)/(n-2)} \int_{\{u = t\}} |Du|^{p-1} \left( H - 2 \left( \frac{n - 1}{n - 2} \right) \frac{u}{1 - u^2} \right) \, d\sigma \leq 0, \tag{1.10}
\]

where \(H\) is the mean curvature of the level set \(\{u = t\}\). Moreover, if there exists \(t \in [0, 1) \cap (0, 1)\) such that \(U_p'(t) = 0\) for some \(p \geq 3\), then the static solution \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

(iii) Suppose that \(u = 0\) at \(\partial M\). Then \(U_p'(0) = \lim_{t \to 0^+} U_p'(t) = 0\), for every \(p \geq 3\). In particular, setting \(U_p''(0) = \lim_{t \to 0^+} U_p'(t)/t\), we have that for every \(p \geq 3\), it holds

\[
U_p''(0) = - \left( \frac{p - 1}{2} \right) \left( \frac{2m}{1 - t^2} \right)^{(p-1)(n-1)/(n-2)} \int_{\partial M} |Du|^{p-2} \left[ R^{\partial M} - 4 \left( \frac{n - 1}{n - 2} \right) \frac{|Du|^2}{1 - u^2} \right] d\sigma \leq 0, \tag{1.11}
\]

where \(R^{\partial M}\) is the scalar curvature of the metric \(g_{\partial M}\) induced by \(g_0\) on \(\partial M\). Moreover, if \(U_p''(0) = 0\) for some \(p \geq 3\), then the static solution \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

Remark 1. Notice that formula (1.10) is well-posed also in the case where \(\{u = t\}\) is not a regular level set of \(u\). In fact, since \(u\) is harmonic and proper, one has from [13] and [17] that the \((n - 1)\)-dimensional Hausdorff measure of the level sets of \(u\) is finite. Moreover, by the results in [12] and [9], the Hausdorff dimension of its critical set is bounded above by \((n - 2)\). In particular, the unit normal vector field to the level set is well defined \(H^{n-1}\)-almost everywhere and so does the mean curvature \(H\). In turn, the integrand in (1.10) is well defined \(H^{n-1}\)-almost everywhere.

Finally, we observe that where \(|Du| \neq 0\) it holds

\[
|Du|^{p-1} = - |Du|^{p-4} \text{D}^2 u(Du, Du) = - u |Du|^{p-4} \text{Ric}(Du, Du).
\]

Since \(|\text{Ric}|\) is uniformly bounded on \(M\), this shows that the integrand in (1.10) is essentially bounded and thus summable on every level set of \(u\), provided \(p \geq 2\). To conclude, we notice that also the hypersurface area element \(d\sigma\) is a priori well defined only on the regular portion of the level set. However, by the above arguments one can deduce that the density that relates \(d\sigma\) to the everywhere defined volume element \(dH^{n-1}\) is well defined and bounded \(H^{n-1}\)-almost everywhere on every level set of \(u\). Hence, the integral in (1.10) is well defined.

Remark 2. Notice that under the hypothesis of the above theorem, formula (1.10) implies that the only possible minimal level set is the one where \(u\) vanishes, if present.

Before discussing the consequences of the above theorem (see Section 2) and giving some comments about the strategy of the proof, let us present a slight refinement of the main result, which holds on the end of \(M\). To this aim, observe that the asymptotic behavior of the static potential \(u\) forces the gradient \(Du\) to be nonzero outside of a fixed compact region. In particular, there exists a real number \(\overline{u}_0 \in [u_0, 1)\) such that \(|Du| > 0\) in the region \(\{\overline{u}_0 \leq u < 1\}\). As it will be clear from the proof of Theorem 1.1, this implies that the function \(t \mapsto U_p(t)\) is continuous and differentiable in \((\overline{u}_0, 1)\) for every \(p \geq 0\). Moreover, exploiting a refined version of the Kato inequality for harmonic functions, we deduce the same Monotonicity-Rigidity statement as in points (ii) and (iii) of Theorem 1.1 for a larger range of \(p\)'s. This is the content of the following theorem.

Theorem 1.2. Let \((M, g_0, u)\) be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with \(0 \leq u_0 < 1\) and ADM mass equal to \(m > 0\). Let \(\overline{u}_0 \in [u_0, 1)\) be such that \(|Du| > 0\)
in the region \(\{\overline{u}_0 \leq u < 1\}\) and let \(U_p : [u_0, 1) \rightarrow \mathbb{R}\) be the function defined in (1.6). Then, the following properties hold true.

(i) For \(p \geq 0\), the function \(U_p\) is continuous and differentiable in \((\overline{u}_0, 1)\).

(ii) For \(p \geq 2 - 1/(n - 1)\), we have that \(U'_p(t) \leq 0\) for every \(t \in (\overline{u}_0, 1)\). Moreover, if there exists \(t \in (\overline{u}_0, 1)\) such that \(U'_p(t) = 0\) for some \(p \geq 2 - 1/(n - 1)\), then the static solution \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

1.3. Strategy of the proof. To describe the strategy of the proof, we focus our attention on the rigidity statement (see Theorem 1.1-(iii)) and for simplicity, we let \(p = 3\). At the same time, we provide an heuristic for the the monotonicity statement. The method employed is based on the conformal splitting technique introduced by the authors in [1], which consists of two main steps. The first step is the construction of the so called cylindrical ansatz and amounts to find an appropriate conformal deformation \(g\) of the static metric \(g_0\) in terms of the static potential \(u\). In the case under consideration, the natural deformation is given by

\[
g = (1 - u^2)^{\frac{2}{n - 2}} g_0.
\]

In fact, when \((M, g_0, u)\) is the Schwarzschild solution, the metric \(g\) obtained through the above formula is immediately seen to be the cylindrical one. In general, the cylindrical ansatz leads to a conformal reformulation of problem (1.1) in which the conformally related metric \(g\) obeys the quasi-Einstein type equation

\[
\text{Ric}_g - \coth(\varphi) \nabla^2 \varphi + \frac{d\varphi \otimes d\varphi}{n - 2} = \frac{\left|\nabla \varphi\right|^2}{n - 2} g, \quad \text{in } M,
\]

where \(\nabla\) is the Levi-Civita connection of \(g\) and the function \(\varphi = \log \left[(1 + u)/(1 - u)\right]\) is harmonic with respect to the Laplace-Beltrami operator of the metric \(g\), namely

\[
\Delta_g \varphi = 0, \quad \text{in } M.
\]

Before proceeding, it is worth pointing out that taking the trace of the quasi-Einstein type equation gives

\[
\frac{R_g}{n - 1} = \frac{\left|\nabla \varphi\right|^2}{n - 2},
\]

where \(R_g\) is the scalar curvature of the conformal metric \(g\). On the other hand, it is easy to see that \(\left|\nabla \varphi\right|^2\) is proportional to the first term in (1.8). In fact, if \((M, g_0)\) is a Schwarzschild solution, then \((M, g)\) is a round cylinder with constant scalar curvature. Furthermore, the second term appearing in (1.8) is (proportional to) the hypersurface area of the level sets of \(\varphi\) computed with respect to the metric induced on them by \(g\). Again, in the cylindrical situation such a function is expected to be constant.

The second step of our strategy consists in proving via a splitting principle that the metric \(g\) has indeed a product structure, provided the hypotheses of the Rigidity statement are satisfied. More precisely, we use the above conformal reformulation of the original system combined with the Bochner identity to deduce the equation

\[
\Delta_g \left|\nabla \varphi\right|^2 - \left\langle \nabla \left|\nabla \varphi\right|^2, \nabla \log \left(\sinh(\varphi)\right)\right\rangle_g = 2 \left|\nabla^2 \varphi\right|^2_g.
\]

Observing that the drifted Laplacian appearing on the left hand side is formally self-adjoint with respect to the weighted measure \((1/\sinh(\varphi)) d\mu_g\), we integrate by parts and we obtain, for every \(s \geq \varphi_0 = \log \left[(1 + u_0)/(1 - u_0)\right]\), the integral identity

\[
\int_{\{\varphi=s\}} \frac{\left|\nabla \varphi\right|^2 g}{\sinh(s)} d\sigma_g = \int_{\{\varphi>s\}} \frac{\left|\nabla^2 \varphi\right|^2}{\sinh(\varphi)} d\mu_g,
\]

where \(H_g\) is the mean curvature of the level set \(\{\varphi = s\}\) inside the ambient \((M, g)\) (notice that the same considerations as in Remark 1 apply here). We then observe that, up to a negative function of \(s\), the left hand side coincides with \(U_3^d\) (see formulæ (3.21) and (3.23)), whereas the right hand side
is always nonnegative. This implies the Monotonicity statement. Also, under the hypotheses of the Rigidity statement, the left hand side of the above identity vanishes and thus the Hessian of \( \varphi \) must be zero in an open region of \( M \). In turn, by analyticity, it vanishes everywhere. On the other hand, the asymptotic behavior of \( u \) implies that \( \varphi \to +\infty \) along the end of \( M \). In particular, \( \nabla \varphi \) is a nontrivial parallel vector field. Hence, it provides a natural splitting direction for the metric \( g \). Finally, using the fact that \( g_0 \) is asymptotically flat, it is easy to realize that the asymptotics of \( g \) are the ones of a round cylinder, so that the product structure forces the Riemannian manifold \((M, g)\) to be isometric to a round cylinder.

1.4. Summary. The paper is organized as follows. In Section 2 we describe the geometric consequences of Theorem 1.1, obtaining several sharp inequalities for which the equality is satisfied if and only if the solution to system \((1.1)\) is rotationally symmetric. We distinguish the consequences of Theorem 1.1-(ii) on the geometry of a generic level set of \( u \) (see Subsection 2.1), from the consequences of Theorem 1.1-(iii) on the geometry of the boundary of \( M \) under null Dirichlet boundary conditions for \( u \) (see Subsection 2.2). The results in these two subsections have a precise correspondence to each other so that, for example, Theorem 2.1 corresponds to Theorem 2.5, Corollary 2.3 corresponds to Corollary 2.7, Theorem 2.4 corresponds to Theorem 2.8 and so on. As it is evident from the statements of these theorems and corollaries, the role of the ratio \( H/(n-1) \) in Subsection 2.1 is played in Subsection 2.2 by the square route of the ratio \( R^{\partial M}/(n-1)(n-2) \), where \( R^{\partial M} \) is the scalar curvature of the metric \( g_{\partial M} \) induced by \( g_0 \) on the boundary. To illustrate this phenomenon, we observe that, in the framework of overdetermined elliptic boundary value problems, Corollary 2.2 states that if the condition

\[
\left(\frac{u}{1-u^2}\right) \frac{2|Du|}{n-2} = \frac{H}{n-1}
\]

is satisfied on some level set of \( u \), then the solution \((M, g_0, u)\) to system \((1.1)\) must be rotationally symmetric. In the case where \( u_0 = 0 \), since the boundary of \( M \) is totally geodesic, the above condition is always satisfied at \( \partial M \) and thus does not imply in general any rigidity of the solution. The relevant overdetermining condition in this case is the one given in Corollary 2.6, namely

\[
\left(\frac{2|Du|}{n-2}\right)^2 = \frac{R^{\partial M}}{(n-1)(n-2)}
\]

In Subsection 2.2, assuming the connectedness of \( \partial M \) we deduce a \( n \)-dimensional version of the Riemannian Penrose Inequality for static solutions (see Theorem 2.8-(iii)) as well as the classical 3-dimensional Black Hole Uniqueness Theorem (see Theorem 2.9). We finally discuss in Theorem 2.10 a geometric condition under which the uniqueness statement holds in every dimension \( n \geq 4 \). For \( n \geq 4 \), we also derive Willmore-type inequalities for the level sets of \( u \) in Subsection 2.3.

In Section 3, we reformulate problem \((1.1)\) in terms of an asymptotically cylindrical quasi-Einstein type metric \( g \) and a \( g \)-harmonic function \( \varphi \) satisfying system \((3.13)\) (cylindrical ansatz), according to the strategy described in Subsection 1.3. In this context, Theorem 1.1 and Theorem 1.2 are respectively equivalent to Theorem 3.2 and Theorem 3.3 in Subsection 3.3 below. These latter statements will be proven in Section 5 with the help of the integral identities obtained in Section 4.

1.5. Further directions. Extending the ideas presented in [1], one can develop a theory analogous to the one described in this paper in the case of classical potential theory, where problem \((1.1)\) is replaced by

\[
\begin{cases}
\Delta u = 0 & \text{in } \mathbb{R}^n \setminus \Omega, \\
u = 1 & \text{on } \partial \Omega, \\
u(x) \to 0 & \text{as } |x| \to \infty,
\end{cases}
\]

and \( \Omega \) is a bounded domain with regular boundary. For the sake of clearness, we decided to present these results in a separated paper. Another direction of research is to investigate possible applications of these ideas to the study of photon spheres in asymptotically flat static vacuum spacetimes, in the spirit of [8].
2. Consequences of the Monotonicity-Rigidity Theorem.

In this section we discuss some consequences of Theorem 1.1, distinguishing the general case (see Subsection 2.1) from the case where \( u = 0 \) at \( \partial M \) (see Subsection 2.2). It is worth noticing that, thanks to Theorem 1.2, analogous corollaries hold on the end of \( M \) for a larger range of \( p \)'s. However, for the sake of simplicity, we only describe the consequences of the Monotonicity-Rigidity Theorem 1.1.

2.1. Characterizations of the rotationally symmetric solutions. Since, as already observed, the functions \( t \mapsto U_p(t) \) defined in (1.6) are constant on a Schwarzschild solution, we obtain, as an immediate consequence of Theorem 1.1 and formula (1.10), the following characterizations of the rotationally symmetric solutions to system (1.1).

Theorem 2.1. Let \((M, g_0, u)\) be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with \( 0 \leq u_0 < 1 \) and ADM mass equal to \( m > 0 \). Then, for every \( p \geq 3 \) and every \( t \in [u_0, 1) \), the inequality

\[
\frac{t}{1 - t^2} \int_{\{u=t\}} \frac{2|Du|^p}{n - 2} d\sigma \leq \int_{\{u=t\}} \frac{|Du|^{p-1}}{n - 1} d\sigma \tag{2.1}
\]

holds true, where \( H \) is the mean curvature of the level set \( \{u = t\} \). Moreover, the equality is fulfilled for some \( p \geq 3 \) and some \( t \in [u_0, 1) \cap (0, 1) \) if and only if the static solution \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \( m > 0 \).

To give an interpretation of Theorem 1.1 in the framework of overdetermined boundary value problems, we observe that the equality is achieved in (1.10) as soon as the term in square brackets vanishes \( \mathcal{H}^{n-1} \)-almost everywhere on some level set of \( u \). This easily implies the following corollary.

Corollary 2.2. Let \((M, g_0, u)\) be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with \( 0 \leq u_0 < 1 \) and ADM mass equal to \( m > 0 \). Assume in addition that the identity

\[
\left(\frac{u}{1 - u^2}\right) \frac{2|Du|}{n - 2} = \frac{H}{n - 1} \tag{2.2}
\]

holds \( \mathcal{H}^{n-1} \)-almost everywhere on some level set \( \{u = t\} \), with \( t \in [u_0, 1) \cap (0, 1) \). Then, the static solution \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \( m > 0 \).

In other words, assumption (2.2) in the previous corollary can be seen as a condition that makes system (1.1) overdetermined and forces the solution to be rotationally symmetric. Observe that (2.2) is always satisfied on a Schwarzschild solution and thus it is also a necessary condition for \((M, g_0, u)\) being rotationally symmetric.

To illustrate other implications of Theorem 2.1, let us observe that, applying Hölder inequality to the right hand side of (2.1) with conjugate exponents \( p/(p - 1) \) and \( p \), one gets

\[
\int_{\{u=t\}} |Du|^{p-1} H d\sigma \leq \left( \int_{\{u=t\}} |Du|^p d\sigma \right)^{(p-1)/p} \left( \int_{\{u=t\}} |H|^p d\sigma \right)^{1/p}.
\]

This implies on every level set of \( u \) the following sharp \( L^p \)-bound for the gradient of the static potential in terms of the \( L^p \)-norm of the mean curvature of the level set.

Corollary 2.3. Let \((M, g_0, u)\) be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with \( 0 \leq u_0 < 1 \) and ADM mass equal to \( m > 0 \). Then, for every \( p \geq 3 \) and every \( t \in [u_0, 1) \) the inequality

\[
\frac{t}{1 - t^2} \left\| \frac{2 Du}{n - 2} \right\|_{L^p(\{u=t\})} \leq \left\| \frac{H}{n - 1} \right\|_{L^p(\{u=t\})}, \tag{2.3}
\]

holds true, where \( H \) is the mean curvature of the level set \( \{u = t\} \). Moreover, the equality is fulfilled for some \( p \geq 3 \) and some \( t \in [u_0, 1) \cap (0, 1) \) if and only if the static solution \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \( m > 0 \).
It is worth pointing out that the right hand side in (2.3) may possibly be unbounded. However, for regular level sets of the static potential the $L^p$-norm of the mean curvature is well defined and finite (see Remark 1). We also observe that letting $p \to +\infty$, we deduce, under the same hypothesis of Corollary 2.3, the following $L^\infty$-bound

$$\frac{t}{1-t^2} \left\| \frac{2Du}{n-2} \right\|_{L^\infty(\{u=t\})} \leq \left\| \frac{H}{n-1} \right\|_{L^\infty(\{u=t\})},$$  

(2.4)

for every $t \in [u_0, 1)$. Unfortunately, in this case we do not know whether the rigidity statement holds true or not. However, the equality is satisfied on a Schwarzschild solution with ADM mass equal to $m > 0$ and this makes the inequality sharp.

We are now in the position to deduce sharp upper and lower bounds for the ADM mass $m > 0$ of a static solution $(M, g_0, u)$. This will be done combining inequality (2.3) in Corollary 2.3 with the simple observation that for every $t \in [u_0, 1)$ and every $p \geq 3$ it holds

$$U_p(t) \geq m^p(n-2)^p |S^{n-1}|,$$

(2.5)

where the latter estimate follows immediately from (1.7) and Theorem 1.1-(ii). To state the result, it is convenient to set, for every $f \in L^p(\{u = t\}),$

$$\|f\|_{L^p(\{u = t\})} = \left[ \frac{1}{|\{u = t\}|} \int_{\{u = t\}} |f|^p \, d\sigma \right]^{1/p},$$  

(2.6)

where $|\{u = t\}|$ denotes the $\mathcal{H}^{n-1}$-measure of the level set $\{u = t\}$.

**Theorem 2.4.** Let $(M, g_0, u)$ be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with $0 \leq u_0 < 1$ and ADM mass equal to $m > 0$. Then the following statements hold true.

(i) For every $p \geq 3$ and every $t \in [u_0, 1)$ the inequalities

$$\frac{1-t^2}{2} K(n, p, t) \left( \frac{|\{u = t\}|}{|S^{n-1}|} \right)^{\frac{n-2}{n-1}} \leq m \leq \frac{1-t^2}{2t} \left\| \frac{H}{n-1} \right\|_{L^p(\{u=t\})} \left( \frac{|\{u = t\}|}{|S^{n-1}|} \right)^{\frac{p(n-2)}{(p-1)(n-1)}}$$  

(2.7)

hold true, where $|\{u = t\}|$ is the $\mathcal{H}^{n-1}$-measure of the level set of $u$ and

$$K(n, p, t) = \left[ \frac{\|Du\|_{L^p(\{u=t\})}}{\|Du\|_{L^p(\{u=t\})}} \right]^{\frac{p(n-2)}{(p-1)(n-1)}}.$$

Moreover, the equality holds in either the first or in the second inequality, for some $t \in [u_0, 1) \cap (0, 1)$ and some $p \geq 3$, if and only if the static solution $(M, g_0, u)$ is isometric to a Schwarzschild solution with ADM mass equal to $m > 0$.

(ii) Assume that for some $t \in [u_0, 1) \cap (0, 1)$ and some $p \geq 3$ the mean curvature $H$ of the level set $\{u = t\}$ satisfies the bound

$$\left\| \frac{H}{n-1} \right\|_{L^p(\{u=t\})} \leq t K(n, p, t) \left( \frac{|S^{n-1}|}{|\{u = t\}|} \right)^{\frac{n-1}{n-1}}.$$

(2.8)

Then the static solution $(M, g_0, u)$ is isometric to a Schwarzschild solution with ADM mass equal to $m > 0$.

**Remark 3.** The first inequality in (2.7) should be compared with the classical Riemannian Penrose Inequality, as described in Theorem 2.8 below. In particular, the rigidity statement continues to hold for this inequality also when the equality is achieved on the level set $\{u = 0\}$, if present.
Proof. To obtain the first inequality in (2.7) it is sufficient to use (1.5) to rewrite the right hand side of (2.5) as \(|Du|_{L^p(u=t)}^p S^n-1|^{1-p}||Du||_{L^p_0(u=t)},\) This leads to
\[ ||Du||_{L^p_0(u=t)} \leq \left( \frac{2m}{1-t^2} \right)^{\frac{n-1}{n-2}} \left( \frac{|S^{n-1}|}{|\{u = t\}|} \right) \frac{m}{p} ||Du||_{L^p_0(u=t)}, \] (2.9)
and, after some algebra, to the desired inequality. In this case, the rigidity statement follows from the fact that as soon as the equality is achieved in (2.5), Theorem 1.1 implies the rotational symmetry of the solution. To obtain the second inequality in (2.7), we observe that, by Jensen Inequality one has that
\[ \int_{\{u = t\}} |Du| \, d\sigma \leq \{u = t\} \frac{m}{p} ||Du||_{L^p_0(u=t)}. \]
Using (1.5), this can be rewritten as
\[ m \leq \frac{1}{2} \left\| \frac{2Du}{n-2} \right\|_L^p_0(u = t) \left( \frac{|\{u = t\}|}{|S^{n-1}|} \right). \]
The desired inequality with the corresponding rigidity statement is now a straightforward consequence of Corollary 2.3. Finally, we observe that statement (ii) follows immediately from statement (i), since inequality (2.8) implies that the equality is fulfilled in (2.7).

2.2. Further consequences under null Dirichlet boundary conditions. We pass now to describe some consequences of Theorem 1.1 in the case where the static potential satisfies null Dirichlet boundary condition at \(\partial M\). In this case, one has that the boundary of \(M\) is a totally geodesic hypersurface inside \((M, g_0)\) and \(|Du|\) is constant on every connected component of \(\partial M\). In particular, also the mean curvature \(H\) vanishes at \(\partial M\). Hence, formula (1.10) implies that \(U_p'(0) = 0\). To illustrate the relevant condition for the rigidity statement in this case (see Theorem 1.1-(iii)), it is convenient to set \(\nu = \frac{Du}{|Du|}\) and use the identity \(|Du|H = -u \, \text{Ric}(\nu, \nu)\) to rewrite (1.10) as
\[ U_p'(t) = (p - 1) t \left( \frac{2m}{1-t^2} \right)^{\frac{(p-1)(n-1)}{(n-2)}} \int_{\{u = t\}} |Du|^{p-2} \left[ \text{Ric}(\nu, \nu) + 2 \left( \frac{n-1}{n-2} \right) \frac{|Du|^2}{1-u^2} \right] \, d\sigma \leq 0. \]
In particular, for every \(p \geq 3\), one has that
\[ U_p''(0) = \lim_{t \to 0^+} \frac{U_p'(t)}{t} = (p - 1) (2m)^{\frac{(p-1)(n-1)}{(n-2)}} \int_{\partial M} |Du|^{p-2} \left[ \text{Ric}(\nu, \nu) + 2 \left( \frac{n-1}{n-2} \right) |Du|^2 \right] \, d\sigma \leq 0. \]
As it will be clear from the forthcoming analysis (see in particular Theorem 3.2 and the subsequent Remark 7), a sufficient condition for the rigidity statement is that the equality is achieved in the above formula, for some \(p \geq 3\).

Remark 4. To provide a geometric interpretation of the condition \(U_p''(0) = 0\), we recall from Subsection 1.3 that the rigidity case in Theorem 1.1-(iii) corresponds to a Riemannian splitting in the conformal reformulation of the problem in terms of \(g = (1-u^2)^{2/(n-2)}\) and \(\varphi = \log [(1+u)/(1-u)]\). Moreover, the splitting direction will be given by \(\nabla \varphi\). Hence, a necessary condition for the splitting is that \(\text{Ric}_g(\nu_g, \nu_g) \equiv 0\) on \(M\), where \(\nu_g = \nabla \varphi/|\nabla \varphi|_g\). On the other hand, the condition \(U_p''(0) = 0\) can be expressed in terms of the conformally related quantities as
\[ \int_{\partial M} |\nabla \varphi|_g^{p-2} \text{Ric}_g(\nu_g, \nu_g) \, d\sigma_g = 0. \]
In other words, the rigidity statement in Theorem 1.1-(iii) says that if the normal component of \(\text{Ric}_g\) vanishes in average on \(\partial M\), then it vanishes everywhere and \((M, g)\) splits a line.
To rephrase the above discussion in a more intrinsic way, we observe that since $\partial M$ is totally geodesic and the scalar curvature $R$ of $(M,g_0,u)$ is identically zero, the Gauss equation gives $2\Ric(\nu,\nu) = -R^\partial M$, where $R^\partial M$ is the scalar curvature of the metric $g_{\partial M}$ induced by $g_0$ on the boundary of $M$. This leads to the following theorem, which is the analog of Theorem 2.1 under null Dirichlet boundary conditions.

**Theorem 2.5.** Let $(M,g_0,u)$ be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with $u_0 = 0$ and ADM mass equal to $m > 0$. Then, for every $p \geq 3$, it holds

$$4 \left(\frac{n-1}{n-2}\right) \int_{\partial M} |Du|^p \, d\sigma \leq \int_{\partial M} |Du|^{p-2} R^\partial M \, d\sigma,$$

(2.10)

where $R^\partial M$ denotes the scalar curvature of the metric induced by $g_0$ on $\partial M$. Moreover, the equality holds for some $p \geq 3$ if and only if $(M,g_0,u)$ is isometric to a Schwarzschild solution with ADM mass equal to $m > 0$. In particular, the boundary of $M$ has only one connected component and it is isometric to a $(n-1)$-dimensional sphere.

In the framework of overdetermined boundary value problems, we have the following corollary, which should be compared with Corollary 2.2.

**Corollary 2.6.** Let $(M,g_0,u)$ be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with $u_0 = 0$ and ADM mass equal to $m > 0$. Assume in addition that the identity

$$\left(\frac{2|Du|}{n-2}\right)^2 = \frac{R^\partial M}{(n-1)(n-2)}$

(2.11)

holds $\mathcal{H}^{n-1}$-almost everywhere on $\partial M$. Then, the static solution $(M,g_0,u)$ is isometric to a Schwarzschild solution with ADM mass equal to $m > 0$. In particular, the boundary of $M$ has only one connected component and it is isometric to a $(n-1)$-dimensional sphere.

To illustrate some other consequences of Theorem 2.5, we apply Hölder inequality to the right hand side of (2.10) with conjugate exponents $p/(p-2)$ and $p/2$, obtaining

$$\int_{\partial M} |Du|^{p-2} R^\partial M \, d\sigma \leq \left(\int_{\partial M} |Du|^p \, d\sigma\right)^{(p-2)/p} \left(\int_{\partial M} |R^\partial M|^{p/2} \, d\sigma\right)^{2/p}.$$

This immediately implies the following corollary, which is the counterpart of Corollary 2.3.

**Corollary 2.7.** Let $(M,g_0,u)$ be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with $u_0 = 0$ and ADM mass equal to $m > 0$. Then, for every $p \geq 3$, the inequality

$$\left\| \frac{2Du}{n-2} \right\|_{L^p(\partial M)} \leq \sqrt{\left\| \frac{R^\partial M}{(n-1)(n-2)} \right\|_{L^{p/2}(\partial M)}}$$

(2.12)

holds true, where $R^\partial M$ denotes the scalar curvature of the metric induced by $g_0$ on $\partial M$. Moreover, the equality holds for some $p \geq 3$ if and only if $(M,g_0,u)$ is isometric to a Schwarzschild solution with ADM mass equal to $m > 0$. In particular, the boundary of $M$ has only one connected component and it is isometric to a $(n-1)$-dimensional sphere.

Letting $p \to +\infty$ in formula (2.12), we obtain, under the hypotheses of the above corollary, the $L^\infty$-bound

$$\left\| \frac{2Du}{n-2} \right\|_{L^\infty(\partial M)} \leq \sqrt{\left\| \frac{R^\partial M}{(n-1)(n-2)} \right\|_{L^\infty(\partial M)}}.$$

(2.13)

Theorem 2.5 gives interesting corollaries when $\partial M$ is contained in a level set of $|Du|$ or, more geometrically, when $\partial M$ is connected. In fact, using Corollary 2.7 in place of Corollary 2.3, we arrive at the following analog of Theorem 2.4.
Theorem 2.8. Let \((M,g_0,u)\) be an asymptotically flat solution to problem (1.1) in the sense of Definition 1 with \(u_0 \equiv 0\) and ADM mass equal to \(m > 0\). Then, the following statements hold true.

(i) For every \(p \geq 3\), the inequalities

\[
\frac{1}{2} K(n,p,0) \left( \frac{\partial M}{\mathcal{H}^{n-1}} \right)^{\frac{n-2}{n-1}} \leq m \leq \frac{1}{2} \sqrt{\frac{\mathcal{R}^M}{(n-1)(n-2)}} \left( \frac{\partial M}{\mathcal{H}^{n-1}} \right)^{\frac{n-2}{n-1}},
\]

hold true, where \(|\partial M|\) denotes the \(\mathcal{H}^{n-1}\)-measure of \(\partial M\) and, according to Theorem 2.4 we set

\[
K(n,p,0) = \left[ \frac{||Du||_{L^p_0}(\partial M)}{||Du||_{L^p_0}(\partial M)} \right]^{\frac{p(n-2)}{(p-1)(n-1)}},
\]

Moreover, the equality is fulfilled in either the first or in the second inequality, for some \(p \geq 3\), if and only if the static solution \((M,g_0,u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

(ii) Assume that for some \(p \geq 3\) the scalar curvature \(\mathcal{R}^M\) of the boundary satisfies the bound

\[
\sqrt{\frac{\mathcal{R}^M}{\mathcal{R}^{n-1}}}_{L^p_0(\partial M)} \leq K(n,p,0) \left( \frac{\mathcal{H}^{n-1}}{|\partial M|} \right)^{\frac{1}{n-1}},
\]

where \(\mathcal{R}^{n-1} = (n-1)(n-2)\) denotes the scalar curvature of the standard \((n-1)\)-dimensional sphere, then the static solution \((M,g_0,u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

(iii) Suppose that \(\partial M\) is connected or, more in general, that \(\partial M\) is contained in a level set of \(|Du|\). Then, the inequalities

\[
\frac{1}{2} \left( \frac{\partial M}{\mathcal{H}^{n-1}} \right)^{\frac{n-2}{n-1}} \leq m \leq \frac{1}{2} \left( \frac{\partial M}{\mathcal{H}^{n-1}} \right)^{\frac{n-2}{n-1}} \sqrt{\left( \frac{\partial M}{\mathcal{H}^{n-1}} \right)^{\frac{n-2}{n-1}}} \int_{\partial M} \frac{\mathcal{R}^M d\sigma}{(n-1)(n-2) \mathcal{H}^{n-1}}
\]

hold true. Moreover, the equality holds in either the first or in the second inequality in the above formula, for some \(p \geq 3\), if and only if the static solution \((M,g_0,u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

(iv) Under the same assumptions as in (iii), if the scalar curvature \(\mathcal{R}^M\) of the boundary satisfies the bound

\[
\sqrt{\frac{\mathcal{R}^M}{\mathcal{H}^{n-1}}} \leq \left( \frac{\mathcal{H}^{n-1}}{|\partial M|} \right)^{\frac{1}{n-1}},
\]

then \((M,g_0,u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

Remark 5. The first inequality in (2.16) is the well known Riemannian Penrose Inequality, which is known to hold up to dimension \(n = 7\) on asymptotically flat manifolds with nonnegative scalar curvature and compact minimal boundary. For a comprehensive discussion about the general Riemannian Penrose Inequality and its generalizations up to dimension \(n = 7\) we refer the reader to [15, 4, 5] and the references therein.

Proof. To prove (i) it is sufficient to mimic the proof of Theorem 2.4, working on \(\partial M = \{u = 0\}\) and using Corollary 2.7 in place of Corollary 2.3. Statement (ii) follows immediately from statement (i), since inequality (2.15) implies that the equality is satisfied in (2.14). To obtain the first inequality in (iii), we observe that when \(\partial M\) is included in a level set of \(|Du|\), say \(\{|Du| = c\}\), the constant \(K(n,p,0)\) in the first inequality of (2.14) is identically equal to 1. To obtain the second inequality in (iii), it is sufficient to observe that, by Theorem 2.5 one has

\[
4 \left( \frac{n-1}{n-2} \right) |\partial M| c^2 \leq \int_{\partial M} \mathcal{R}^M d\sigma,
\]
On the other hand, the left hand side of the above formula can be rewritten with the help of (1.5) as
\[(2m)^2 \frac{(|\Sigma|)}{|\partial M|} (n-1)(n-2)|\Sigma|\).

The second inequality in (2.16) is now a consequence of simple algebraic manipulations, whereas the rigidity statement follows easily from Theorem 2.5. Finally, we observe that (iv) follows immediately from (ii), noticing that condition (2.17) implies that the term under square root in (2.16) is less than or equal to 1.

To describe some immediate consequences of the above theorem, we observe that, in dimension \(n = 3\) and when \(\partial M\) is connected, the Gauss-Bonnet Formula gives
\[
\int_{\partial M} R \, d\sigma = 4\pi \chi(\partial M) \leq 8\pi,
\]
where \(\chi(\partial M)\) is the Euler characteristic of \(\partial M\). In particular, the term under square root in (2.16) is always bounded above by 1. Hence the equality holds in (2.16) and we can recover the classical 3-dimensional Black Hole Uniqueness Theorem.

**Theorem 2.9** (Black Hole Uniqueness Theorem). Let \((M, g_0, u)\) be a 3-dimensional asymptotically flat solution to problem (1.1) in the sense of Definition 1 with \(u_0 = 0\) and ADM mass equal to \(m > 0\). Moreover, suppose that \(\partial M\) is connected. Then, \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\).

Coming back to formula (2.16), it is important to notice that the term under the square root is scaling invariant. In fact, it can be rewritten in terms of the \((n-1)\)-dimensional renormalized Einstein-Hilbert functional. We recall that for a compact \((n-1)\)-dimensional manifold \(\Sigma\), this functional is defined as
\[
g \longmapsto \mathcal{E}_{n-1}^{\Sigma}(g) = |\Sigma|^{-\frac{n-3}{n-2}} \int_{\Sigma} R_g \, d\sigma_g,
\]
where \(|\Sigma|_g\) represents the \((n-1)\)-dimensional volume of \(\Sigma\) computed with respect to the metric \(g\), whereas \(d\sigma_g\) and \(R_g\) are respectively the volume element and the scalar curvature of \(g\). The minimizers of the renormalized Einstein-Hilbert functional over a given conformal class are constant scalar curvature metrics called Yamabe metrics. It follows from the celebrated works of Aubin and Schoen on the resolution of the Yamabe problem that for every compact \((n-1)\)-dimensional manifold \(\Sigma\), with \(n \geq 4\), it holds
\[
\sup \{ \mathcal{E}_{n-1}^{\Sigma}(g) \mid g \text{ is a Yamabe metric on } \Sigma \} \leq \mathcal{E}_{n-1}^{\Sigma}(g_{S^{n-1}}) = \mathcal{E}_{n-1}^{\Sigma}(g_{S^{n-1}}).
\]

In this setting, formula (2.16) can be rephrased as
\[
\frac{1}{2} \left( \frac{|\partial M|}{|S^{n-1}|} \right)^{\frac{n-2}{n-1}} \leq m \leq \frac{1}{2} \left( \frac{|\partial M|}{|S^{n-1}|} \right)^{\frac{n-2}{n-1}} \sqrt{\frac{\mathcal{E}_{n-1}^{\partial M}(g_{\partial M})}{\mathcal{E}_{n-1}^{\Sigma}(g_{S^{n-1}})}}.
\]

This gives the following theorem, which shows how the rotational symmetry of the static solution \((M, g_0, u)\) can be detected from the knowledge of the intrinsic geometry of the boundary, in dimension \(n \geq 4\).

**Theorem 2.10.** For every \(n \geq 4\), let \((M, g_0, u)\) be a \(n\)-dimensional asymptotically flat solution to problem (1.1) in the sense of Definition 1 with \(u_0 = 0\) and ADM mass equal to \(m > 0\). Moreover, suppose that \(\partial M\) is connected. Then, we have
\[
\mathcal{E}_{n-1}^{\Sigma}(g_{S^{n-1}}) \leq \mathcal{E}_{n-1}^{\partial M}(g_{\partial M}),
\]
where \(g_{\partial M}\) is the metric induced by \(g_0\) on \(\partial M\). Moreover, the equality holds if and only if \((M, g_0, u)\) is isometric to a Schwarzschild solution with ADM mass equal to \(m > 0\). In particular, if \(g_{\partial M}\) is a Yamabe metric, then \((M, g_0, u)\) is rotationally symmetric.
2.3. Willmore-type inequalities. It is well known that the mean curvature of a smooth closed hypersurfaces $\Sigma$ embedded in the flat $n$-dimensional Euclidean space satisfies the Willmore inequality
\[ |S^{n-1}|^{\frac{1}{n-1}} \leq \left\| \frac{H}{n-1} \right\|_{L^{n-1}(\Sigma)}, \]
where $H$ is the mean curvature of $\Sigma$. Moreover, the equality holds if and only if $\Sigma$ is isometric to a round sphere. As a consequence of our analysis, we are able to prove analogous inequalities for the level sets of $u$ in the setting of problem (1.1), provided $n \geq 4$.

**Theorem 2.11** (Willmore-type Inequalities). For every $n \geq 4$, let $(M, g_0, u)$ be a $n$-dimensional asymptotically flat solution to problem (1.1) in the sense of Definition 1 with $0 \leq u_0 < 1$ and ADM mass equal to $m > 0$. Then, the following statements hold true.

(i) For every $t \in [u_0, 1) \cap (0, 1)$, the inequality
\[ |S^{n-1}|^{\frac{1}{n-1}} \leq \frac{1}{t} \left\| \frac{H}{n-1} \right\|_{L^{n-1}(\{u=t\})} \]  
holds true. Moreover, the equality is fulfilled for some $t \in [u_0, 1) \cap (0, 1)$ if and only if the level set $\{u = t\}$ is isometric to a round sphere and the static solution $(M, g_0, u)$ is isometric to a Schwarzschild solution with ADM mass equal to $m > 0$.

(ii) Assume that $u_0 = 0$. Then, the inequality
\[ |S^{n-1}|^{\frac{1}{n-1}} \leq \sqrt{\left\| \frac{R^{\partial M}}{(n-1)(n-2)} \right\|_{L^{\frac{n-1}{n-2}}(\partial M)}} \]  
holds true. Moreover, the equality is fulfilled if and only if $\partial M$ is isometric to a round sphere and the static solution $(M, g_0, u)$ is isometric to a Schwarzschild solution with ADM mass equal to $m > 0$.

**Proof.** To prove the inequality in (i), we observe that combing formula (2.9) with identity (1.5) and inequality (2.3) in Corollary 2.3, one gets
\[ \left( \frac{|S^{n-1}|}{|\{u = t\}|} \right)^p \leq \frac{1}{2m} \left( \frac{2m}{1-t^2} \right)^{(p-1)(n-1)} \left\| \frac{2Du}{n-2} \right\|_{L^p(\{u=t\})} \leq \frac{1}{t} \left( \frac{2m}{1-t^2} \right)^{(p-1)(n-1)} \left\| \frac{H}{n-1} \right\|_{L^p(\{u=t\})}, \]
for every $p \geq 3$. If $n \geq 4$, we can then choose $p = n - 1$ in the above formula, obtaining
\[ \left( \frac{|S^{n-1}|}{|\{u = t\}|} \right)^{\frac{1}{n-1}} \leq \frac{1}{t} \left\| \frac{H}{n-1} \right\|_{L^{n-1}(\{u=t\})}. \]
Simplifying the above expression, we arrive at the desired inequality (2.21). The rigidity statement in the equality case is now an easy consequence of Corollary 2.3.

To prove the inequality in (ii) we observe that, combining formula (2.9) with identity (1.5) and letting $t = 0$, one gets
\[ \left( \frac{|S^{n-1}|}{|\partial M|} \right)^p \leq \left( 2m \right)^{(p-1)(n-1)} \left\| \frac{2Du}{n-2} \right\|_{L^p(\partial M)}, \]
for every $p \geq 3$. Using (2.12) in Corollary 2.7 and setting $p = n - 1$, with $n \geq 4$, in the above formula, we obtain
\[ \left( \frac{|S^{n-1}|}{|\partial M|} \right)^{\frac{1}{n-1}} \leq \sqrt{\left\| \frac{R^{\partial M}}{(n-1)(n-2)} \right\|_{L^{\frac{n-1}{n-2}}(\partial M)}}, \]
which is the desired inequality (2.12), up to a simple normalization. The rigidity statement in the equality case follows at once from Corollary 2.7. \qed
3. A conformally equivalent formulation of the problem

3.1. A conformal change of metric. The aim of this section is to reformulate system (1.1) in a conformally equivalent setting. First of all, we notice that if \((M, g_0, u)\) is an asymptotically flat static solution in the sense of Definition 1, then one has that \(1 - u^2 > 0\) everywhere in \(M\), by the Strong Maximum Principle. Motivated by the explicit formulae (1.4) of the Schwarzschild solution, we are led to consider the following conformal change of metric

\[
g = \left(1 - u^2\right)^{\frac{2}{n-2}} g_0. \tag{3.1}
\]

It is immediately seen that when \(u\) and \(g_0\) are as in (1.4) then \(g\) is a cylindrical metric. Hence, we will refer to the conformal change (3.1) as to a cylindrical ansatz. In any case, if \((M, g_0, u)\) is asymptotically flat, it is not hard to deduce from the expansions (1.2) and (1.3) that the metric \(g\) is asymptotically cylindrical. In fact, with the notations introduced in Definition 1, we have that in \(M \setminus K\) the metric \(g\) satisfies the expansion

\[
g = \left(1 - u^2\right)^{\frac{2}{n-2}} g_0 = \left(1 - \left(1 - m|u|^2 + w^2\right)\right)^{\frac{2}{n-2}} \left(\delta_{\alpha\beta} + \eta_{\alpha\beta}\right) \cdot dx^\alpha \otimes dx^\beta
\]

\[
= (2m)^{\frac{2}{n-2}} \left[ (1 + o_2(1)) |u|^{-2}\delta_{\alpha\beta} + (1 + o_2(1)) |u|^{-2}\eta_{\alpha\beta} \right] \cdot dx^\alpha \otimes dx^\beta
\]

\[
= (2m)^{\frac{2}{n-2}} (1 + o_2(1)) \left[ |d|x| \otimes d|x| + g_{S^{n-1}} + \sigma_{\alpha\beta} \cdot dx^\alpha \otimes dx^\beta\right], \tag{3.2}
\]

with \(\sigma_{\alpha\beta} = o_2(|u|^{-2})\), as \(|x| \to +\infty\). To describe how this fact will be exploited in the proof of our results, let us first observe that another straightforward implication of the expansions (1.2) and (1.3) is that there exists \(0 < t_0 < 1\) such that for every \(t_0 \leq t < 1\) the level set \(\{u = t\}\) is regular (meaning that \(|Du| > 0\) on the level set) and diffeomorphic to a \((n - 1)\)-dimensional sphere. In particular, the manifold with boundary \(\{u \geq t_0\}\) is diffeomorphic to the cylinder \([t_0, 1] \times \{u = t_0\}\).

Hence, it is possible to choose in this region a local system of coordinates \(\{u, \vartheta^1, ..., \vartheta^{n-1}\}\), where \(\vartheta^1, ..., \vartheta^{n-1}\) are local coordinates on \(\{u = t_0\}\). In such a system, the metric \(g_0\) can be written as

\[
g_0 = \frac{du \otimes du}{|Du|^2} + g_{ij}^{(0)}(u, \vartheta^1, ..., \vartheta^{n-1}) d\vartheta^i \otimes d\vartheta^j, \tag{3.3}
\]

where the latin indices vary between 1 and \(n - 1\). On the other hand, it is not hard to check that the expansions (1.2) and (1.3) also imply

\[
\frac{Du}{|Du|} = \left[ \frac{x^\alpha}{|x|} + o_1(1) \right] \frac{\partial}{\partial x^\alpha}, \quad \text{as } |x| \to +\infty.
\]

This means that the level sets of \(u\) tend to coincide with the level sets of \(|x|\), as \(|x| \to +\infty\) or, equivalently, as \(u \to 1\). In light of these remarks, it follows from (3.2) and (3.3) that

\[
g_{ij}(u, \vartheta^1, ..., \vartheta^{n-1}) \cdot d\vartheta^i \otimes d\vartheta^j = \left(1 - u^2\right)^{\frac{2}{n-2}} g_{ij}^{(0)}(u, \vartheta^1, ..., \vartheta^{n-1}) \cdot d\vartheta^i \otimes d\vartheta^j \to (2m)^{\frac{2}{n-2}} g_{S^{n-1}}, \tag{3.4}
\]

as \(u \to 1\). In particular, as it is natural to expect for an asymptotically cylindrical metric, we have that the \(g\)-hypersurface area functional for the level sets of \(u\) is uniformly bounded at infinity, namely

\[
\sup_{t_0 \leq t < 1} \int_{\{u = t\}} d\sigma_g < +\infty, \tag{3.5}
\]

where \(d\sigma_g\) denotes the volume element of the metric induced by \(g\) on the level sets.

Remark 6. From this preliminary discussion it is clear that in the case where the metric \(g\) has a product structure, with the level sets of \(u\) as cross sections, then the coefficients \(g_{ij}\)’s in formula (3.4) do not depend on the variable \(u\). This implies in turn that the metric \(g\) is everywhere rotationally symmetric.

Our next task is to reformulate the problem 1.1 in terms of the metric \(g\). To this aim we fix local coordinates \(\{g^\alpha\}_{\alpha=1}^n\) in \(M\) and using standard formulae for conformal changes of metrics, we
deduce that the Christoffel symbols $\Gamma^\gamma_{\alpha\beta}$ and $G^\gamma_{\alpha\beta}$, of the metric $g$ and $g_0$ respectively, are related to each other via the identity

$$ \Gamma^\gamma_{\alpha\beta} = G^\gamma_{\alpha\beta} - \frac{2u}{(n-2)(1-u^2)} \left( \delta^\gamma_{\alpha} \partial^u_{\beta} u + \delta^\gamma_{\beta} \partial^u_{\alpha} u - g_{\alpha\beta}^{(0)} g^{(0)}_{\gamma\eta} \partial^u_{\eta} u \right). $$

Comparing the local expressions for the Hessians of a given function $w \in C^2(M)$ with respect to the metrics $g$ and $g_0$, namely $\nabla^2_w = \partial^2 w - \Gamma^\gamma_{\alpha\beta} \partial^u_{\gamma} w$ and $\nabla^2_{w_0} = \partial^2 w - G^\gamma_{\alpha\beta} \partial^u_{\gamma} w$, one gets

$$ \nabla^2_{w} = D^2_{\alpha\beta} w + \frac{2u}{(n-2)(1-u^2)} \left( \partial^u_{\alpha} w \partial^u_{\beta} u + \partial^u_{\beta} w \partial^u_{\alpha} u - \langle Dw | Du \rangle g_{\alpha\beta}^{(0)} \right), $$

$$ \Delta_g w = (1-u^2)^{-\frac{2}{n-2}} \left( \Delta w - \frac{2u}{1-u^2} \langle Dw | Du \rangle \right). $$

We note that in the above expressions as well as in the following ones, the notations $\nabla$ and $\Delta_g$ represent the Levi-Civita connection and the Laplace-Beltrami operator of the metric $g$. In particular, letting $w = u$ and using $\Delta u = 0$, one has

$$ \nabla^2_{u} u = D^2_{\alpha\beta} u + \frac{2u}{(n-2)(1-u^2)} \left( 2 \partial^u_{\alpha} u \partial^u_{\beta} u - |Du|^2 g_{\alpha\beta}^{(0)} \right), \quad (3.6) $$

$$ \Delta_g u = - \frac{2u}{(1-u^2)^{\frac{2}{n-2}}} |Du|^2. \quad (3.7) $$

To continue, we observe that the Ricci tensor $R_{\alpha\beta} = R^{(g)}_{\alpha\beta} dy^\alpha \otimes dy^\beta$ of the metric $g$ can be expressed in terms of the Ricci tensor $R_{\alpha\beta} = R^{(0)}_{\alpha\beta} dy^\alpha \otimes dy^\beta$ of the metric $g_0$ as

$$ R^{(g)}_{\alpha\beta} = R^{(0)}_{\alpha\beta} + \frac{2u}{1-u^2} D^2_{\alpha\beta} u + \left( \frac{2}{n-2} + \frac{n-2+nu^2}{(1-u^2)^2} \right) \partial^u_{\alpha} u \partial^u_{\beta} u + \left( \frac{2}{n-2} \right) \frac{|Du|^2}{1-u^2} g_{\alpha\beta}^{(0)}, $$

where we have used the fact that $\Delta u = 0$. If in addition we plug the equation $u \text{Ric} = D^2 u$ in the above formula, we obtain

$$ R^{(g)}_{\alpha\beta} = \frac{1+u^2}{u(1-u^2)} D^2_{\alpha\beta} u + \left( \frac{2}{n-2} + \frac{n-2+nu^2}{(1-u^2)^2} \right) \partial^u_{\alpha} u \partial^u_{\beta} u + \left( \frac{2}{n-2} \right) \frac{|Du|^2}{1-u^2} g_{\alpha\beta}^{(0)}. \quad (3.8) $$

To obtain nicer formulae, it is convenient to introduce the new variable

$$ \varphi = \log \left( \frac{1+u}{1-u} \right) \iff u = \tanh \left( \frac{\varphi}{2} \right). \quad (3.9) $$

As a consequence we have that

$$ \partial^u_{\alpha} \varphi = \frac{2}{1-u^2} \partial^u_{\alpha} u, \quad (3.10) $$

$$ \nabla^2_{\varphi} \varphi = \frac{2}{1-u^2} D^2_{\alpha\beta} u + \left( \frac{n}{n-2} \right) \frac{4u}{1-u^2} \left( \partial^u_{\alpha} u \partial^u_{\beta} u - \frac{|Du|^2}{n} g_{\alpha\beta}^{(0)} \right). \quad (3.11) $$

For future convenience, we report the relation between $|\nabla \varphi|_g^2$ and $|Du|^2$ as well as the one between $|\nabla^2 \varphi|_g^2$ and $|D^2 u|^2$, namely

$$ |\nabla \varphi|_g^2 = 4 \frac{|Du|^2}{(1-u^2)^{\frac{n+2}{n-2}}}, $$

$$ |\nabla^2 \varphi|_g^2 = 4 \frac{|D^2 u|^2}{(1-u^2)^{\frac{2n}{n+2}}} + 16n \frac{uD^2 u (Du, Du)}{(n-2) (1-u^2)^{\frac{4n-2}{n+2}}} + 16n(n-1) \frac{u^2 |Du|^4}{(1-u^2)^{\frac{4n-2}{n+2}}}. $$

On the other hand, in virtue of the expansions (1.2) and (1.3), it is immediate to deduce that the quantities

$$ \frac{|Du|}{(1-u^2)^{\frac{n+1}{n-2}}} \quad \text{and} \quad \frac{|D^2 u|}{(1-u^2)^{\frac{n}{n-2}}} $$

are respectively related to $|\nabla \varphi|_g^2$ and $|\nabla^2 \varphi|_g^2$. In the next sections, we will make use of the Ricci tensor and we will study the geometry of the level sets of bounded static potentials.
are uniformly bounded in \( M \). Taking this fact into account, one can easily estimate the above expressions for \(|\nabla \varphi|_g\) and \(|\nabla^2 \varphi|_g\), obtaining the bound
\[
\sup_M (|\nabla \varphi|_g + |\nabla^2 \varphi|_g) < +\infty.
\]
This fact will be used in the following discussion in combination with the uniform bound on the \( g \)-hypersurface area functional of the level sets (3.5). For the ease of reference, we summarize these estimates in the following lemma.

**Lemma 3.1.** Let \((M, g_0, u)\) be an asymptotically flat static solution to problem (1.1) and let \( g \) and \( \varphi \) be the metric and the smooth function defined in (3.1) and (3.9), respectively. Then, there exist \( 0 \leq s_0 < +\infty \) and a positive constant \( 0 < C < +\infty \) such that
\[
\sup_M |\nabla \varphi|_g + \sup_M |\nabla^2 \varphi|_g + \sup_{s_0 \leq s} \int_{\{\varphi = s\}} \sigma_g \leq C. \tag{3.12}
\]

Combining expressions (3.6), (3.7), (3.8) together with (3.10) and (3.11), we are now in the position to reformulate problem (1.1) as
\[
\begin{cases}
\text{Ric}_g - \coth(\varphi)\nabla^2 \varphi + \frac{d\varphi \otimes d\varphi}{n-2} = \frac{|\nabla \varphi|_g^2}{n-2} g & \text{in } M, \\
\Delta_g \varphi = 0 & \text{in } M, \\
\varphi = \varphi_0 & \text{on } \partial M, \\
\varphi(x) \to +\infty & \text{as } |x| \to +\infty,
\end{cases} \tag{3.13}
\]
where, according to (3.9), we have set \( \varphi_0 = \log [(1 + u_0)/(1 - u_0)] \). Moreover, the solution \((M, g, \varphi)\) is such that \((M, g)\) is asymptotically cylindrical in the sense described at the beginning of this section and in particular the estimate (3.12) is in force. In other terms, the asymptotically flat static solution \((M, g_0, u)\) corresponds via the conformal change
\[
g = \left(\cosh(\varphi/2)\right)^{-\frac{4}{n-2}} g_0
\]
to an asymptotically cylindrical quasi Einstein type manifold \((M, g, \varphi)\) with unbounded \( g \)-harmonic potential function \( \varphi \).

To describe the idea that will lead us throughout the analysis of system (3.13), we note that taking the trace of the first equation one gets
\[
\frac{R_g}{n-1} = \frac{|\nabla \varphi|_g^2}{n-2}, \tag{3.14}
\]
where \( R_g \) is the scalar curvature of the metric \( g \). It is important to observe that in the cylindrical situation, which is the conformal counterpart of the Schwarzschild solution, \( R_g \) has to be constant. In this case, the above formula implies that also \( |\nabla \varphi|_g \) has to be constant. Plugging this information into the Bochner formula, it is then immediate to conclude that \( \varphi \) has to be an affine function for the metric \( g \). For these reasons, also in the situation, where we do not know a priori if \( g \) is cylindrical, it is natural to think of \( \nabla \varphi \) as to a candidate splitting direction and to investigate under which conditions this is actually the case.

### 3.2. The geometry of the level sets of \( \varphi \)

In the forthcoming analysis a crucial role is played by the study the geometry of the level sets of \( \varphi \), which coincide with the level sets of \( u \), by definition. Hence, we pass now to describe the second fundamental form and the mean curvature of the regular level sets of \( \varphi \) (or equivalently of \( u \)) in both the original Riemannian context \((M, g_0)\) and the conformally related one \((M, g)\). To this aim, we fix a regular level set \( \{\varphi = s_0\} \) of \( \varphi \) and we note that it must be compact, by the properness of \( \varphi \). In particular, there exists a real number \( \delta > 0 \) such that in the tubular neighborhood \( U_\delta = \{s_0 - \delta < \varphi < s_0 + \delta\} \) we have \( |\nabla \varphi|_g > 0 \) so that \( U_\delta \) is foliated by regular level sets of \( \varphi \). As a consequence, \( U_\delta \) is diffeomorphic to
(s_0 - \delta, s_0 + \delta) \times \{ \varphi = s_0 \} and the function \varphi can be regarded as a coordinate in \mathcal{U}_0. Thus, one can choose a local system of coordinates \{ \varphi, \vartheta^1, \ldots, \vartheta^{n-1} \}, where \{ \vartheta^1, \ldots, \vartheta^{n-1} \} are local coordinates on \{ \varphi = s_0 \}. In such a system, the metric \( g \) can be written as

\[ g = \frac{d\varphi \otimes d\varphi}{|\nabla \varphi|^2_g} + g_{ij}(\varphi, \vartheta^1, \ldots, \vartheta^{n-1}) \ d\vartheta^i \otimes d\vartheta^j, \]

where the latin indices vary between 1 and \( n - 1 \). A similar expression has been obtained in (3.3) for the metric \( g_0 \) in terms of the local coordinates \{u, \vartheta^1, \ldots, \vartheta^{n-1}\}. We now fix in \( \mathcal{U}_0 \) the \( g_0 \)-unit vector field \( \nu = Du/|Du| = D\varphi/|D\varphi| \) and the \( g \)-unit vector field \( \nu_g = \nabla u/|\nabla u|_g = \nabla \varphi/|\nabla \varphi|_g \). Accordingly, the second fundamental forms of the regular level sets of \( \varphi \), \( n \) has that the (\( n \)-1)-dimensional Hausdorff measure of the critical set \( \text{Crit}(\varphi) \) - and observe that if \( s_0 \) is a singular value of \( \varphi \) and thus the level set \( \{ \varphi = s_0 \} \) is nonregular, it happens that the nonempty closed set \( \text{Crit}(\varphi) \cap \{ \varphi = s_0 \} \) has vanishing (\( n \)-1)-dimensional Hausdorff measure. In fact, since \( \varphi \) is harmonic, one has by [9, Theorem 1.17] that the Minkovsky dimension - and thus also the Hausdorff dimension - of its critical set \( \text{Crit}(\varphi) = \{ \nabla \varphi = 0 \} \) is bounded above by \( (n - 2) \). It is worth noticing that the same conclusion about the Hausdorff dimension of \( \text{Crit}(\varphi) \) had been previously obtained in [12]. In particular, the previous formulæ for the second fundamental form and mean curvature also make sense \( \mathcal{H}^{n-1} \)-almost everywhere in \( \{ \varphi = s_0 \} \), namely on the relatively open set \( \{ \varphi = s_0 \} \setminus \text{Crit}(\varphi) \).

We conclude this section with some considerations about the geometry of \( \partial M \) in the case of null Dirichlet boundary conditions for \( \varphi \). We recall that, as \( \varphi \) is nonconstant in \( M \) and \( \partial M \) is assumed
to be smooth, the Hopf Lemma implies that \( |\nabla \varphi|_g > 0 \) on \( \partial M \). To continue, we observe that from the first equation in (3.13) and from its traced version (3.14) it is immediate to deduce that
\[
|\nabla^2 \varphi|_g^2 = \tan^2(\varphi) \left( \frac{2}{n-2} \text{Ric}_g(\nabla \varphi, \nabla \varphi) + |\text{Ric}_g|_g^2 - \frac{R_g^2}{n-1} \right).
\]
In particular, we have that \( \nabla^2 \varphi \equiv 0 \) on \( \{ \varphi = 0 \} \). Hence, the boundary of \((M, g)\) is totally geodesic and \( |\nabla \varphi|_g \) is constant on each connected component of \( \partial M \). Notice once again that if \((M, g)\) is a cylinder and \( \nabla \varphi \) is the splitting direction, one has
\[
\text{Ric}_g(\nabla \varphi, \nabla \varphi) = 0 \quad \text{and} \quad |\text{Ric}_g|_g^2 = \frac{R_g^2}{n-1},
\]
so that the right hand side of the above identity vanishes everywhere and \( \varphi \) is an affine function in \((M, g)\), as expected.

3.3. A conformal version of the Monotonicity-Rigidity Theorem. We conclude this section by introducing the conformal analog of the functions
\[
t \mapsto U_p(t) = \left( \frac{2m}{1 - t^2} \right)^{(p-1)(n-1)/(n-2)} \int_{\{u=t\}} |D\nu|^p \, d\sigma,
\]
introduced in (1.6). To this aim, we let \((M, g, \varphi)\) be an asymptotically cylindrical solution to problem (3.13) and we define, for \( p \geq 0 \), the functions \( \Phi_p : [\varphi_0, +\infty) \rightarrow \mathbb{R} \) as
\[
s \mapsto \Phi_p(s) = \int_{\{\varphi = s\}} |\nabla \varphi|_g^p \, d\sigma_g.
\]
As for the \( U_p \)'s, we observe that the \( \Phi_p \)'s are well defined. This is because \( |\nabla \varphi|_g \) is bounded (see Lemma 3.1) and, by the results in [13, 17], the hypersurface area of the level set is finite, due to the harmonicity and properness of \( \varphi \). Before proceeding, it is worth noticing that, when \( p = 0 \), the function
\[
\Phi_0(s) = \int_{\{\varphi = s\}} d\sigma_g = |\{\varphi = s\}|_g,
\]
coincides with the hypersurface area functional \(|\{\varphi = s\}|_g\) for the level sets of \( \varphi \) inside the ambient manifold \((M, g)\). For \( p = 1 \), it follows from \( \Delta g \varphi = 0 \) and the Divergence Theorem that the function
\[
\Phi_1(s) = \int_{\{\varphi = s\}} |\nabla \varphi|_g \, d\sigma_g
\]
is constant. We also observe that the asymptotic cylindrical behavior of \( g \) and \( \varphi \) implies that
\[
\lim_{s \to +\infty} \Phi_p(s) = (2m)^{(n-1)p/(n-2)} (n-2)^p |S^{n-1}|,
\]
where \( m \) is the mass coefficient appearing in expansion (1.3). For future convenience, we observe that the functions \( U_p \) and \( \Phi_p \) and their derivatives (when defined) are related as follows
\[
U_p(t) = \frac{(2m)^{(p-1)(n-1)/(n-2)}}{2^p} \Phi_p \left( \log [(1 + t)/(1 - t)] \right),
\]
\[
U_p'(t) = \frac{(2m)^{(p-1)(n-1)/(n-2)}}{2^{p-1}(1 - t^2)} \Phi_p' \left( \log [(1 + t)/(1 - t)] \right),
\]
\[
U_p''(t) = \frac{(2m)^{(p-1)(n-1)/(n-2)}}{2^{p-2}(1 - t^2)^2} \left( t \Phi_p' \left( \log [(1 + t)/(1 - t)] \right) + \Phi_p'' \left( \log [(1 + t)/(1 - t)] \right) \right).
\]
Using the above relationships the Monotonicity-Rigidity Theorem 1.1 can be rephrased in terms of the functions \( s \mapsto \Phi_p(s) \) as follows.
ON THE GEOMETRY OF THE LEVEL SETS OF BOUNDED STATIC POTENTIALS

**Theorem 3.2** (Monotonicity-Rigidity Theorem – Conformal Version). Let \((M, g, \varphi)\) be an asymptotically cylindrical solution to problem \((3.13)\) with \(0 \leq \varphi_0 < +\infty\). For every \(p \geq 1\) we let \(\Phi_p : [\varphi_0, 1) \to \mathbb{R}\) be the function defined in \((3.18)\). Then, the following properties hold true.

(i) For every \(p \geq 1\), the function \(\Phi_p\) is continuous.

(ii) For every \(p \geq 3\), the function \(\Phi_p\) is differentiable and the derivative satisfies, for every \(s \in [\varphi_0, +\infty)\),

\[
\Phi'_p(s) = -(p-1) \int_{\{\varphi=s\}} |\nabla \varphi|^{p-1}_g H_g \, d\sigma_g \leq 0.
\]

where \(H_g\) is the mean curvature of the level set \(\{\varphi = s\}\). Moreover, if \(\Phi'_p(s) = 0\), for some \(s \in [\varphi_0, +\infty)\) and some \(p \geq 3\), then \((M, g, \varphi)\) is isometric to an one half round cylinder with totally geodesic boundary.

(iii) Suppose that \(\varphi = 0\) at \(\partial M\). Then \(\Phi'_p(0) = \lim_{s \to 0^+} \Phi'_p(s) = 0\), for every \(p \geq 3\). In particular, setting \(\Phi'_p(0) = \lim_{s \to 0^+} \Phi_p(s)/s\), we have that for every \(p \geq 3\), it holds

\[
\Phi'_p(0) = (p-1) \int_{\partial M} |\nabla \varphi|^{p-2}_g \text{Ric}_g(\nu_g, \nu_g) \, d\sigma_g \leq 0,
\]

where \(\nu_g = \nabla \varphi / |\nabla \varphi|_g\) is the inward pointing unit normal of the boundary \(\partial M\). Moreover, if \(\Phi'_p(0) = 0\) for some \(p \geq 3\), then \((M, g, \varphi)\) is isometric to one half round cylinder with totally geodesic boundary.

**Remark 7.** To see the equivalence of Theorem 1.1-(iii) and Theorem 3.2-(iii) one has to observe that \(U''_p(0)\) and \(\Phi_p''(0)\) are proportional, by identity \((3.22)\). Moreover, from the computations in subsection 2.2, it follows that

\[
U''_p(0) = -\left(\frac{p-1}{2}\right) (2m) \int_{\partial M} |Du|^{p-2} \left[R^\partial M - 4 \frac{n-1}{n-2} |Du|^2\right] \, d\sigma.
\]

Combining these facts, it is easy to realize that \((1.11)\) and \((3.24)\), as well as the respective rigidity statements, are equivalent.

Since it is now clear that Theorem 1.1 is completely equivalent to Theorem 3.2, the rest of the paper is devoted to the proof of Theorem 3.2. We will also prove at the same time the following theorem, which is the conformal version of Theorem 1.2.

**Theorem 3.3.** Let \((M, g, \varphi)\) be an asymptotically cylindrical solution to problem \((3.13)\) with \(0 \leq \varphi_0 < +\infty\). Let \(\varphi_0 \in [\varphi_0, +\infty)\) be such that \(|\nabla \varphi|_g > 0\) in the region \(\{\varphi_0 < \varphi < +\infty\}\) and let \(\Phi_p : [\varphi_0, +\infty) \to \mathbb{R}\) be the function defined in \((3.18)\). Then, the following properties hold true.

(i) For \(p \geq 0\), the function \(\Phi_p\) is continuous and differentiable in \((\varphi_0, +\infty)\).

(ii) For \(p \geq 2 - 1/(n-1)\), we have that \(\Phi'_p(s) \leq 0\) for every \(s \in (\varphi_0, +\infty)\). Moreover, if there exists \(s \in (\varphi_0, +\infty)\) such that \(\Phi'_p(s) = 0\) for some \(p \geq 2 - 1/(n-1)\), then \((M, g, \varphi)\) is isometric to one half round cylinder.

**4. Integral identities**

In this section, we derive some integral identities that will be used to analyze the properties of the functions \(s \mapsto \Phi_p(s)\) introduced in \((3.18)\). To obtain the first identity, we are going to exploit the equation \(\Delta_g \varphi = 0\) in combination with Lemma 3.1.

**Proposition 4.1.** Let \((M, g, \varphi)\) be an asymptotically cylindrical solution to problem \((3.13)\), then, for every \(p \geq 1\) and for every \(s \in [\varphi_0, +\infty) \cap (0, +\infty)\), we have

\[
\int_{\{\varphi=s\}} \frac{|\nabla \varphi|^{p-1}_g}{\sinh(s)} \, d\sigma_g = \int_{\{\varphi>s\}} \frac{|\nabla \varphi|^{p-3}_g (\coth(\varphi) |\nabla \varphi|_g^4 - (p-1) \nabla^2 \varphi(\nabla \varphi, \nabla \varphi))}{\sinh(\varphi)} \, d\mu_g.
\]
Remark 8. Before proceeding with the proof of the proposition, it is worth pointing out that the left hand side of (4.1) is well defined also when $s$ is not a regular value of $\varphi$. In fact, since the function $\varphi$ is harmonic and proper, by the already cited results in [13, 17, 12] and [9] one has that the $(n-1)$-dimensional Hausdorff measure of the level sets of $\varphi$ is finite. Moreover, the Hausdorff dimension of the critical set $\text{Crit}(\varphi)$ of the function $\varphi$ is bounded above by $n-2$. In particular, the density that relates the volume element $d\sigma^g$ — which is well defined only on the regular portion of the level set — to the everywhere defined volume element $d\mathcal{H}^{n-1}$ is well defined and bounded $\mathcal{H}^{n-1}$-almost everywhere on $\{\varphi = s\}$. Hence, the integral make sense.

Proof. For the sake of simplicity, we drop the subscript $g$ in the notation of this proof. To prove identity (4.1) when $s > 0$ is a regular value of $\varphi$, we start from the formula

$$
\text{div}\left(\frac{|\nabla \varphi|^{p-1} \nabla \varphi}{\sinh(\varphi)}\right) = \frac{|\nabla \varphi|^{p-3}(p-1)\nabla^2 \varphi(\nabla \varphi, \nabla \varphi) - \coth(\varphi)|\nabla \varphi|^4}{\sinh(\varphi)},
$$

(4.2)

which follows from a direct computation, using the fact that $\varphi$ is harmonic. Next we integrate the above formula by parts using the Divergence Theorem in $\{s < \varphi < S\}$, where $S$ is so large that the level set $\{\varphi = s\}$ is regular. This gives

$$
\int_{\{s < \varphi < S\}} \frac{|\nabla \varphi|^{p-3}(p-1)\nabla^2 \varphi(\nabla \varphi, \nabla \varphi) - \coth(\varphi)|\nabla \varphi|^4}{\sinh(\varphi)} \, d\mu =
$$

(4.3)

$$
= \int_{\{\varphi = S\}} \frac{|\nabla \varphi|^{p-1}\langle \nabla \varphi, \nabla \varphi \rangle}{\sinh(\varphi)} \, d\sigma + \int_{\{\varphi = s\}} \frac{|\nabla \varphi|^{p-1}\langle \nabla \varphi, n \rangle}{\sinh(\varphi)} \, d\sigma,
$$

where $n$ is the outer unit normal. In particular, one has that $n = -\nabla \varphi/|\nabla \varphi|$ on $\{\varphi = s\}$ and $n = \nabla \varphi/|\nabla \varphi|$ on $\{\varphi = S\}$. On the other hand, thanks to Lemma 3.1, it is immediate to deduce that

$$
\lim_{S \to +\infty} \int_{\{\varphi = S\}} \frac{|\nabla \varphi|^{p}}{\sinh(\varphi)} \, d\sigma = 0.
$$

The statement of the proposition then follows at once.

In the case where $s > 0$ is a singular value of $\varphi$, we need to apply a slightly refined version of the Divergence Theorem, namely Theorem A.1 in the Appendix, in order to perform the integration by parts which leads to identity (4.3). The rest of the proof is then identical to what we have done for the regular case. According to the notations of Theorem A.1, we set

$$
X = \frac{|\nabla \varphi|^{p-1} \nabla \varphi}{\sinh(\varphi)} \quad \text{and} \quad E = \{s < \varphi < S\}.
$$

so that $\partial E = \{\varphi = s\} \cup \{\varphi = S\}$. As we have already observed, since $\varphi$ is harmonic and proper, the $(n-1)$-dimensional Hausdorff measure of $\partial E$ is finite. As usual, we denote by $\text{Crit}(\varphi) = \{x \in M \mid |\nabla \varphi(x) = 0\}$ the set of the critical points of $\varphi$, and we set $\Sigma = \partial E \cap \text{Crit}(\varphi)$ and $\Gamma = \partial E \setminus \Sigma$, so that $\partial E$ can be written as the disjoint union of $\Sigma$ and $\Gamma$. Moreover, up to choosing $S$ large enough, we can suppose that $\{\varphi = S\} \cap \text{Crit}(\varphi)$ is empty. Since $|\nabla \varphi| > 0$ in $\Gamma$, it is easy to check that, for every $x \in \Gamma$, there exists an open neighborhood $U_x$ of $x$ in $M$ such that $\partial E \cap U_x = \Gamma \cap U_x$ is a smooth regular hypersurface.

To apply Theorem A.1, we also need to check that $\mathcal{H}^n(B_\varepsilon(\Sigma)) = o(\varepsilon)$, as $\varepsilon \to 0$, where, for an arbitrary set $A$, the $\varepsilon$-neighborhood $B_\varepsilon(A)$ of $A$ is given by $B_\varepsilon(A) = \bigcup_{x \in A} B_\varepsilon(x)$. To see this, we recall from [9, Theorem 1.17] that, since $\varphi$ is harmonic, for every $\eta > 0$ there exists a constant $C_\eta > 0$ such that

$$
\mathcal{H}^n(B_\varepsilon(\partial E \cap \text{Crit}(\varphi))) \leq C_\eta \varepsilon^{2-\eta},
$$

for every $\varepsilon > 0$. In particular, we have that

$$
\mathcal{H}^n(B_\varepsilon(\Sigma)) = \mathcal{H}^n(B_\varepsilon(\partial E \cap \text{Crit}(\varphi))) = o(\varepsilon), \quad \text{as} \ \varepsilon \to 0.
$$
To apply Theorem A.1 we finally need to check that for \( p \geq 1 \) the vector field \( X \) is bounded with bounded divergence in \( \mathcal{E} \). But this can be easily deduced from formula (4.2) and Lemma 3.1 and the proof is complete.

To obtain the second relevant integral identity, we are going to combine the equations of system (3.13) with the Bochner formula

\[
\frac{1}{2} \Delta_g |\nabla \varphi|_g^2 = |\nabla^2 \varphi|_g^2 + \text{Ric}_g(\nabla \varphi, \nabla \varphi) + \langle \nabla \Delta_g \varphi, \nabla \varphi \rangle_g.
\]

Using the fact that \( \varphi \) is \( g \)-harmonic together with the first equation in (3.13), it is easily seen that the Bochner formula reduces to

\[
\Delta_g |\nabla \varphi|_g^2 - \langle \nabla |\nabla \varphi|_g^2 |\nabla \log (\sinh(\varphi)) \rangle_g = 2 |\nabla^2 \varphi|_g^2.
\]  

(4.4)

For every \( p \geq 3 \), we compute

\[
\nabla |\nabla \varphi|_g^{p-1} = \left( \frac{p-1}{2} \right) |\nabla \varphi|_g^{p-3} \nabla |\nabla \varphi|_g^2,
\]

\[
\Delta_g |\nabla \varphi|_g^{p-1} = \left( \frac{p-1}{2} \right) |\nabla \varphi|_g^{p-3} \Delta_g |\nabla \varphi|^2 + (p-1)(p-3) |\nabla \varphi|_g^{p-3} |\nabla |\nabla \varphi|_g^2|_g^2.
\]

We notice en passant that whenever \( |\nabla \varphi|_g > 0 \) the above formulæ make sense for every \( p \geq 0 \). These identities, combined with (4.4), lead to

\[
\Delta_g |\nabla \varphi|_g^{p-1} - \langle \nabla |\nabla \varphi|_g^{p-1} |\nabla \log (\sinh(\varphi)) \rangle_g = (p-1)|\nabla \varphi|_g^{p-3} \left( |\nabla^2 \varphi|_g^2 + (p-3) |\nabla |\nabla \varphi|_g^2|_g^2 \right). \tag{4.5}
\]

Obviously, for \( p = 3 \), the above formula coincides with (4.4). We notice that the differential operator appearing on the left hand side of the above expression, namely

\[
\Delta_g \cdot - \langle \nabla \cdot |\nabla \log (\sinh(\varphi)) \rangle_g,
\]

is a drifted Laplace-Beltrami operator and thus it is formally self-adjoint with respect to the weighted measure \((1/\sinh(\varphi))d\mu_g\). Integrating by parts the identity (4.5) with respect to this weighted measure, we obtain the following proposition, which is the main result of this section.

**Proposition 4.2.** Let \((M,g,\varphi)\) be an asymptotically cylindrical solution to problem (3.13) with \( 0 \leq \varphi_0 < +\infty \). Then, for every \( p \geq 3 \) and every \( s \in [\varphi_0, +\infty) \), we have

\[
\int_{\{\varphi = s\}} \frac{|\nabla \varphi|_g^{p-1} H_g}{\sinh(s)} d\sigma_g = \int_{\{\varphi > s\}} \frac{|\nabla \varphi|_g^{p-3} \left( |\nabla^2 \varphi|_g^2 + (p-3) |\nabla \varphi|_g^2|_g \right)}{\sinh(\varphi)} d\mu_g. \tag{4.6}
\]

Moreover, if there exists \( s_0 \in [\varphi_0, +\infty) \cap (0, +\infty) \) such that

\[
\int_{\{\varphi = s_0\}} |\nabla \varphi|_g^{p_0-1} H_g d\sigma_g \leq 0, \tag{4.7}
\]

for some \( p_0 \geq 3 \), then the manifold \( \{\varphi \geq s_0\},g \) is isometric to one half round cylinder and \( \varphi \) is an affine function.

**Remark 9.** Translating Remark 1 in terms of the conformally related quantities, it is easy to realize that the integral on the left hand side of (4.6) is well defined also when \( s \) is a singular value of \( \varphi \).

**Remark 10.** We observe that since the static solution \((M,g_0,u)\) to problem (1.1) is analytic (see for example [10]), the solution \((M,g,\varphi)\) to problem (3.13) coming from \((M,g_0,u)\) through (3.1) and (3.9) is analytic as well. Hence, the conclusion of the rigidity statement in Proposition 4.2 can be made stronger in the sense that if \( \{\varphi \geq s_0\},g \) is isometric to one half round cylinder, then the entire manifold \((M,g)\) must be isometric to one half round cylinder and the corresponding static solution \((M,g_0,u)\) must be rotationally symmetric and thus isometric to the Schwarzschild solution (1.4).
Proof. For the sake of simplicity, we drop the subscript $g$ in the notation of this proof. In the same spirit as in Proposition 4.1, we start by considering the case where the level set $\{ \varphi = s \}$ is regular, meaning that $|\nabla \varphi| > 0$ on $\{ \varphi = s \}$. We observe that, whenever $\varphi > 0$, one can write

$$\text{div} \left( \frac{\nabla |\nabla \varphi|^{p-1}}{\sinh(\varphi)} \right) = \frac{\Delta |\nabla \varphi|^{p-1} - \langle \nabla |\nabla \varphi|^{p-1} \nabla \log (\sinh(\varphi)) \rangle}{\sinh(\varphi)}$$

$$= (p-1) \frac{|\nabla \varphi|^{p-3} \left( |\nabla^2 \varphi|^2 + (p-3) |\nabla |\nabla \varphi| |^{2} \right)}{\sinh(\varphi)}, \quad (4.8)$$

where in the second equality we used equation (4.5). Since for every large enough $S > 0$ the level set $\{ \varphi = S \}$ is regular (see the discussion after formula (3.2)) we integrate by parts the above identity, obtaining

$$(p-1) \int_{\{s<\varphi<S\}} \frac{|\nabla \varphi|^{p-3} \left( |\nabla^2 \varphi|^2 + (p-3) |\nabla |\nabla \varphi| |^{2} \right)}{\sinh(\varphi)} \, d\mu =$$

$$= \int_{\{\varphi=S\}} \frac{\langle \nabla |\nabla \varphi|^{p-1} \nabla \varphi \rangle}{\sinh(\varphi)} \, d\sigma + \int_{\{\varphi=s\}} \frac{\langle \nabla |\nabla \varphi|^{p-1} \nabla \varphi \rangle}{\sinh(\varphi)} \, d\sigma,$$

where $n$ is the outer $g$-unit normal of the set $\{ s \leq \varphi \leq S \}$ at its boundary. In particular, one has that $n = -\nabla \varphi/|\nabla \varphi|$ on $\{ \varphi = s \}$ and $n = \nabla \varphi/|\nabla \varphi|$ on $\{ \varphi = S \}$. On the other hand, from the second formula in (3.15) it is easy to deduce that

$$\langle \nabla |\nabla \varphi|^{p-1} \nabla \varphi \rangle = (p-1) |\nabla \varphi|^{p-3} \nabla^2 \varphi (\nabla \varphi, \nabla \varphi) = -(p-1) |\nabla \varphi|^{p} H.$$ 

Therefore, we have obtained

$$\int_{\{s<\varphi<S\}} \frac{|\nabla \varphi|^{p-3} \left( |\nabla^2 \varphi|^2 + (p-3) |\nabla |\nabla \varphi| |^{2} \right)}{\sinh(\varphi)} \, d\mu = \int_{\{\varphi=s\}} \frac{|\nabla \varphi|^{p-1} H}{\sinh(\varphi)} \, d\sigma - \int_{\{\varphi=S\}} \frac{|\nabla \varphi|^{p-1} H}{\sinh(\varphi)} \, d\sigma. \quad (4.9)$$

In order to obtain identity (4.6) it is sufficient to show that the last term on the right hand side tends to zero as $S \to +\infty$. To see this, we observe that $|\nabla \varphi|^{p-1} H \leq |\nabla \varphi|^{p-2} |\nabla^2 \varphi|$ and thus it is uniformly bounded, by estimate (3.12) in Lemma 3.1. The same estimate provides us with a uniform bound for the area of the level sets of $\varphi$. Hence, it is easy to arrive to the desired conclusion. This completes the proof of the proposition in the case where $\{ \varphi = s \}$ is regular.

In the case where $s > 0$ is a singular value of $\varphi$, we need to apply a slightly refined version of the Divergence Theorem, namely Theorem A.1 in the Appendix; in order to perform the integration by parts which leads to identity (4.9). The rest of the proof is identical to what we have done for the regular case. According to the notations of Theorem A.1, we set

$$X = \frac{\nabla |\nabla \varphi|^{p-1}}{\sinh(\varphi)} \quad \text{and} \quad E = \{ s < \varphi < S \}.$$ 

As it is easy to realize, the same considerations as in the proof of Proposition 4.1 apply to the present situation. The only difference amounts to check that for $p \geq 3$ the vector field $X$ is bounded with bounded divergence in $E$. To see this, we observe that the definition of $X$ combined with Kato inequality implies

$$|X| \leq (p-1) \frac{|\nabla \varphi|^{p-2} |\nabla^2 \varphi|}{\sinh(\varphi)}.$$ 

Moreover, using equation (4.8) together with Kato inequality, it is easy to deduce that

$$\text{div} X \leq (p-1)(p-2) \frac{|\nabla \varphi|^{p-3} |\nabla^2 \varphi|^2}{\sinh(\varphi)}.$$
Since \( p \geq 3 \), the claim follows now directly from Lemma 3.1. Hence, all the hypotheses of Theorem A.1 are in force and we can integrate \( \text{div}X \) by parts, obtaining
\[
\int_{\{s<\varphi<s\}} \text{div} \left( \frac{\nabla|\nabla\varphi|^{p-1}}{\sinh(\varphi)} \right) \, d\mu = \int_{\{\varphi=s\}} \frac{\langle \nabla|\nabla\varphi|^{p-1} \rangle}{\sinh(\varphi)} \, d\sigma + \int_{\{\varphi=s\} \setminus \text{Crit}(\varphi)} \frac{\langle \nabla|\nabla\varphi|^{p-1} \rangle}{\sinh(\varphi)} \, d\sigma.
\]
Taking into account Remark 9 and expression (4.8), we have that identity (4.9) holds true also in the case where \( s \) is a singular value of \( \varphi \).

To prove the second part of the statement, we observe that from (4.6) and (4.7) one immediately gets \( \nabla^2 \varphi \equiv 0 \) in \( \{ \varphi \geq s_0 \} \). Moreover, by the asymptotic behavior of \( \varphi \), one has that \( |\nabla \varphi| \) is a positive constant in that region. Hence \( \nabla \varphi \) is a nontrivial parallel vector field and by [1, Theorem 4.1-(i)] we deduce that the Riemannian manifold \( (\{ \varphi \geq s_0 \}, g) \) is isometric to the manifold \( \{ \varphi = s_0 \} \times [s_0, +\infty) \) endowed with the product metric \( dg \otimes dp + g_{\{\varphi=s_0\}} \). Here \( g \) represents the distance to \( \{ \varphi = s_0 \} \) and the function \( \varphi \) itself can be expressed as an affine function of \( g \) in \( \{ \varphi \geq s_0 \} \), that is \( \varphi = s_0 + g|\nabla \varphi|_g \), where \( |\nabla \varphi|_g \) is a positive constant. Combining the product structure with the asymptotic behavior (3.4), as already observed in Remark 6, we arrive at \( g_{\{\varphi=s_0\}} = (2m)^{2/(n-2)}g_{S^{n-1}} \), which is the desired conclusions. \( \square \)

As an immediate consequence of the above proposition, we obtain the following corollary.

**Corollary 4.3.** Let \((M,g,\varphi)\) be an asymptotically cylindrical solution to problem (3.13) with \( \varphi_0 = 0 \). Then, for every \( p \geq 3 \), we have
\[
-\int_{\partial M} |\nabla \varphi|^{p-2}_g \text{Ric}_g(\nu_g,\nu_g) \, d\sigma_g = \int_M \frac{|\nabla \varphi|^{p-3}_g (|\nabla^2 \varphi|_g^2 + (p-3)|\nabla|\nabla \varphi|_g^2)}{\sinh(\varphi)} \, d\mu_g .
\]
Moreover, if the left hand side of the above formula vanishes for some \( p_0 \geq 3 \), then the manifold \((M,g)\) is isometric to one half round cylinder and \( \varphi \) is an affine function.

**Proof.** It is sufficient to observe that since \( |\nabla \varphi|^{p-1}_g \text{H}_g = -\tanh(\varphi) |\nabla \varphi|^{p-2}_g \text{Ric}_g(\nu_g,\nu_g) \), one has that
\[
\lim_{s \to 0^+} \int_{\{\varphi=s\}} \frac{|\nabla \varphi|^{p-1}_g \text{H}_g}{\sinh(s)} \, d\sigma_g = -\int_{\partial M} |\nabla \varphi|^{p-2}_g \text{Ric}_g(\nu_g,\nu_g) \, d\sigma_g .
\]
The result is then a straightforward consequence of Proposition 4.2. \( \square \)

We observe that a slightly stronger version of rigidity result contained in the previous proposition holds if \( |\nabla \varphi|_g > 0 \) in the region \( \{ \varphi \geq s_0 \} \), \( \{ \varphi = s_0 \} \) being the level set where inequality (4.7) is in force. In fact, in this case one can allow the exponent \( p \) to vary in a larger range. It is worth pointing out that the condition \( |\nabla \varphi| > 0 \) on the level sets which are sufficiently close to the end of \( M \).

**Proposition 4.4.** Let \((M,g,\varphi)\) be an asymptotically cylindrical solution to problem (3.13) with \( 0 \leq \varphi_0 < +\infty \). Let \( \varphi_0 \in [\varphi_0, +\infty) \) be such that \( |\nabla \varphi|_g > 0 \) in the region \( \{ \varphi_0 < \varphi < +\infty \} \). Then, for every \( p \geq 0 \) and for every \( s \in [\varphi_0, +\infty) \), formulae (4.1) and (4.6) hold true. Suppose in addition that there exists \( s_0 \in [\varphi_0, +\infty) \cap (0, +\infty) \) such that
\[
\int_{\{\varphi=s_0\}} |\nabla \varphi|^{p_0-1}_g \text{H}_g \, d\sigma_g \leq 0 ,
\]
holds for some \( p_0 \geq 2 - 1/(n-1) \), then the manifold \( (\{ \varphi \geq s_0 \}, g) \) is isometric to one half round cylinder.

**Proof.** To prove the first part of the statement, namely the validity of formulae (4.1) and (4.6), we observe that if \( |\nabla \varphi| > 0 \) then the left hand side in equations (4.2) and (4.8) are well defined for every \( p \geq 0 \) in \( \{ \varphi \geq \varphi_0 \} \). In particular, one can perform the same integration by parts as in the previous propositions, obtaining identities (4.1) and (4.6) for every \( p \geq 0 \).
To prove the rigidity statement, we proceed in the same spirit as in the proof of Proposition 4.2 and we observe that if $p_0 \geq 2 - 1/(n-1)$, then $(p_0 - 3) \geq -n/(n-1)$ and one has by (4.6) and (4.11) that
\[
|\nabla^2 \varphi|^2 + (p_0 - 3)|\nabla|\nabla \varphi||^2 \equiv 0,
\]
in $\{\varphi \geq s_0\}$. In fact, the refined Kato inequality for harmonic functions gives
\[
|\nabla^2 \varphi|^2 \geq \frac{n}{n-1}|\nabla|\nabla \varphi||^2,
\]
whenever $|\nabla \varphi| > 0$, and thus the integrand on the right hand side of (4.6) is nonnegative. Now, if $(p_0 - 3) > -n/(n-1)$, it is immediate to conclude that $|\nabla^2 \varphi| \equiv 0 \equiv |\nabla|\nabla \varphi||$ in $\{\varphi \geq s_0\}$ and the thesis follows by the same arguments as in Proposition 4.2. In the limiting case where $(p_0 - 3) = -n/(n-1)$, one has that
\[
|\nabla^2 \varphi|^2 = \frac{n}{n-1}|\nabla|\nabla \varphi||^2,
\]
in $\{\varphi \geq s_0\}$. Following the proof of [3, Proposition 5.1] it is possible to deduce that $|\nabla \varphi|^2$ is constant along the level sets of $\varphi$ and thus that the metric $g$ has a warped product structure in this region, namely
\[
g = dq \otimes dq + \eta^2(q) \, g_{\varphi = s_0},
\]
for some positive warping function $\eta = \eta(q)$. Moreover, $\varphi$ and $\rho$ satisfy the relationship
\[
\varphi(q) = s_0 + \kappa \int_{0}^{\varphi(q)} \frac{d\tau}{\eta^{n-1}(\tau)},
\]
for every $q \in \{\varphi \geq s_0\}$ and some $\kappa \geq 0$. In particular, $\varphi$ and $g$ share the same level sets and, by formula (4.13), these are totally umbilic. In fact one has
\[
h_{ij} = \frac{1}{2} \frac{\partial g_{ij}}{\partial q} = \frac{d \log \eta}{dq} \, g_{ij}.
\]
As a consequence, the mean curvature is constant along each level set of $\varphi$. Applying formula (4.6), to every level set $\{\varphi = s\}$ with $s \geq s_0$ and $p_0 = 2 - 1/(n-1)$, one gets
\[
\mathcal{H} \int_{\{\varphi = s\}} |\nabla \varphi|^\frac{n-2}{n-1} \, d\sigma = 0,
\]
since the right hand side of (4.6) is always zero, due of (4.12). This implies in turn that all the level sets $\{\varphi = s\}$ with $s \geq s_0$ are minimal and thus totally geodesics. From $\mathcal{H} \equiv 0$ one can also deduce that $|\nabla|\nabla \varphi|| \leq 0$ in $\{\varphi \geq s_0\}$. Hence, $|\nabla \varphi|^2$ is constant in $\{\varphi \geq s_0\}$, and thus, by equation (4.5), one gets $|\nabla^2 \varphi| \equiv 0$ in $\{\varphi \geq s_0\}$. Again, the conclusion follows arguing as in Proposition 4.2.

5. Proof of Theorem 3.2 and Theorem 3.3

Building on the analysis of the previous section, we are now in the position to prove Theorem 3.2 and Theorem 3.3, which in turn imply Theorem 1.1 and Theorem 1.2, respectively.

5.1. Continuity. We claim that under the hypotheses of Theorem 3.2 the function $\Phi_p$ is continuous, for $p \geq 1$. We first observe that since we are assuming that the boundary $\partial M$ is a regular level set of $\varphi$, the function $s \mapsto \Phi_p(s)$ can be described in term of an integral depending on the parameter $s$, provided $s \in [\varphi_0, \varphi_0 + 2\varepsilon)$ with $\varepsilon > 0$ sufficiently small. In this case, the continuous dependence on the the parameter $s$ can be easily checked using standard results from classical
differential calculus. Thus, we leave the details to the interested reader and we pass to consider the case where \( s \in (\varphi_0 + \varepsilon, +\infty) \). Thanks to Proposition 4.1 one can rewrite expression (3.18) as

\[
\Phi_p(s) = - \sinh(s) \int_{\{ \varphi > s \}} \frac{\nabla \varphi|_g^{p-3} \left( (p-1) \nabla^2 \varphi(\nabla \varphi, \nabla \varphi) - \coth(\varphi) |\nabla \varphi|_g^4 \right)}{\sinh(\varphi)} \, d\mu_g. \tag{5.1}
\]

It is now convenient to set

\[
\mu^{(p)}_g(E) = \int_E \frac{\nabla \varphi|_g^{p-3} \left( (p-1) \nabla^2 \varphi(\nabla \varphi, \nabla \varphi) - \coth(\varphi) |\nabla \varphi|_g^4 \right)}{\sinh(\varphi)} \, d\mu_g, \tag{5.2}
\]

for every \( \mu_g \)-measurable set \( E \subseteq \{ \varphi > \varphi_0 + \varepsilon \} \). It is then clear that for \( p \geq 1 \) the measure \( \mu^{(p)}_g \) is absolutely continuous with respect to \( \mu_g \), since \( |\nabla \varphi|_g^{p-3} \nabla^2 \varphi(\nabla \varphi, \nabla \varphi) \leq |\nabla \varphi|_g^{p-1} |\nabla^2 \varphi|_g \). It is also worth pointing out that, under the hypotheses of Theorem 3.3, Proposition 4.4 is in force and thus the same conclusion holds for every \( p \geq 0 \).

In view of (5.1), the function \( s \mapsto \Phi_p(s) \) can be interpreted as the repartition function of the measure defined in (5.2), up to the smooth factor \( -\sinh(s) \). Thus, \( s \mapsto \Phi_p(s) \) is continuous if and only if the assignment

\[
s \mapsto \mu^{(p)}_g(\{ \varphi > s \})
\]

is continuous. Thanks to [2, Proposition 2.6] and thanks to the fact that \( \mu^{(p)}_g \) is absolutely continuous with respect to \( \mu_g \), proving the continuity of the above assignment is equivalent to checking that \( \mu_g(\{ \varphi = s \}) = 0 \) for every \( s > \varphi_0 + \varepsilon \). On the other hand, the Hausdorff dimension of the level sets of \( \varphi \) is at most \( n - 1 \), as it follows from the results in [13, 17]. Hence, they are negligible with respect to the full \( n \)-dimensional measure. This proves the continuity of \( \Phi_p \) for \( p \geq 1 \) under the hypotheses of Theorem 3.2 and for every \( p \geq 0 \) under the hypotheses of Theorem 3.3.

5.2. Differentiability. We now turn our attention to the issue of the differentiability of the functions \( s \mapsto \Phi_p(s) \). As already observed in the previous subsection, we are assuming that the boundary \( \partial M \) is a regular level set of \( \varphi \) so that the function \( s \mapsto \Phi_p(s) \) can be described in term of an integral depending on the parameter \( s \), provided \( s \in [\varphi_0, \varphi_0 + 2\varepsilon] \) with \( \varepsilon > 0 \) sufficiently small. Again, the differentiability in the parameter \( s \) can be easily checked in this case, using standard results from classical differential calculus. Leaving the details to the interested reader, we pass to consider the case where \( s \in (\varphi_0 + \varepsilon, +\infty) \). We start by noticing that for every \( p \geq 2 \) the function

\[
\frac{\nabla \varphi|_g^{p-4} \left( (p-1) \nabla^2 \varphi(\nabla \varphi, \nabla \varphi) - \coth(\varphi) |\nabla \varphi|_g^4 \right)}{\sinh(\varphi)}
\]

has finite integral in \( \{ \varphi > s \} \), for every \( s > \varphi_0 + \varepsilon \). Hence, we can apply the coarea formula to expression (5.1), obtaining

\[
\Phi_p(s) = - \sinh(s) \int_{\{ \tau > s \}} \int_{\{ \varphi = \tau \}} \frac{(p-1) |\nabla \varphi|_g^{p-4} \nabla^2 \varphi(\nabla \varphi, \nabla \varphi) - \coth(\varphi) |\nabla \varphi|_g^4}{\sinh(\varphi)} \, d\sigma_g \, d\tau \\
= \sinh(s) \int_{\{ \tau > s \}} \int_{\{ \varphi = \tau \}} \frac{(p-1) |\nabla \varphi|_g^{p-1} H_g + \coth(\varphi) |\nabla \varphi|_g^p}{\sinh(\varphi)} \, d\sigma_g \, d\tau \\
= \sinh(s) \int_{\{ \tau > s \}} \int_{\{ \varphi = \tau \}} \left( (p-1) \frac{|\nabla \varphi|_g^{p-1} H_g}{\sinh(\tau)} \, d\sigma_g + \frac{\coth(\tau)}{\sinh(\tau)} \Phi_p(\tau) \right) \, d\tau, \tag{5.3}
\]

where in the second equality we have used (3.15) and in the third equality we have used the definition of \( \Phi_p \) given by formula (3.18). By the Fundamental Theorem of Calculus, we have that
if the function
\[ \tau \mapsto (p - 1) \int_{\{ \varphi = \tau \}} \frac{\nabla \varphi^{|p-1|} H_g}{\sinh(\tau)} \, d\sigma_g + \frac{\coth(\tau)}{\sinh(\tau)} \Phi_p(\tau) \]
is continuous, then \( \Phi_p \) is differentiable. Since we have already discussed in Subsection 5.1 the continuity of \( s \mapsto \Phi_p(s) \), we only need to discuss the continuity of the assignment
\[ \tau \mapsto \int_{\{ \varphi = \tau \}} \frac{\nabla \varphi^{|p-1|} H_g}{\sinh(\tau)} \, d\sigma_g = \int_{\{ \varphi > \tau \}} \frac{\nabla \varphi^{|p-3|} \left( |\nabla^2 \varphi|_g^2 + (p - 3) |\nabla \varphi|_g^2 \right)}{\sinh(\varphi)} \, d\mu_g. \tag{5.4} \]

We note that the above equality follows from the integral identity (4.6) and thus from Proposition 4.2, which is in force under the hypotheses of Theorem 3.2-(ii), or from Proposition 4.4, which is in force under the hypotheses of Theorem 3.3. In analogy with (5.2) it is natural to set
\[ \bar{\mu}_g^{(p)}(E) = \int_E \frac{\nabla \varphi^{|p-3|} \left( |\nabla^2 \varphi|_g^2 + (p - 3) |\nabla \varphi|_g^2 \right)}{\sinh(\varphi)} \, d\mu_g, \]
for every \( \mu_g \)-measurable set \( E \subseteq \{ \varphi > \varphi_0 + \varepsilon \} \). It is now clear that for \( p \geq 3 \) the measure \( \bar{\mu}_g^{(p)} \) is absolutely continuous with respect to \( \mu_g \), and that under the assumptions of Theorem 3.3 the same conclusion holds for every \( p \geq 0 \). Hence, using the same reasoning as in Subsection 5.1, we deduce that the assignment \( (5.4) \) is continuous. In turn, we obtain the differentiability of \( \Phi_p \) for \( p \geq 3 \), under the hypotheses of Theorem 3.2, and for every \( p \geq 0 \), under the hypotheses of Theorem 3.3. Finally, using (5.3) and (4.6), a direct computation shows that
\[ \Phi_p'(s) = - (p - 1) \int_{\{ \varphi = s \}} |\nabla \varphi^{|p-1|} H_g| \, d\sigma_g \]
\[ = - (p - 1) \sinh(s) \int_{\{ \varphi > s \}} \frac{\nabla \varphi^{|p-3|} \left( |\nabla^2 \varphi|_g^2 + (p - 3) |\nabla \varphi|_g^2 \right)}{\sinh(\varphi)} \, d\mu_g. \tag{5.5} \]

The monotonicity and the rigidity statements in Theorem 3.2-(ii) and Theorem 3.3-(ii) are now consequences of Proposition 4.2 and Proposition 4.4, respectively.

5.3. A rigidity result under null Dirichlet boundary conditions. To complete our analysis, we need to prove statement (iii) in Theorem 3.2. To this aim, we observe that
\[ \Phi_p'(s) = \frac{s}{s} \int_{\{ \varphi = s \}} \frac{\nabla \varphi^{|p-1|} H_g}{\sinh(s)} \, d\sigma_g = (p - 1) \sinh(s) \int_{\partial M} \frac{\nabla \varphi^{|p-2|} \text{Ric}_g(\nu_g, \nu_g)}{\cosh(s)} \, d\sigma_g. \]

Taking the limit as \( s \to 0^+ \) and using (4.10) in Corollary 4.3 gives (3.24). The rigidity statement follows directly from Corollary 4.3.

Appendix

The following theorem is an extension of the classical Divergence Theorem to the case of open domains whose boundary has a (not too big) nonsmooth portion. Even though the argument is quite classical, we collect the statement and the proof here for the convenience of the reader.

**Theorem A.1.** Let \((M, g)\) be a \(n\)-dimensional Riemannian manifold, with \( n \geq 2 \), let \( E \subset M \) be a bounded open subset of \( M \) with compact boundary \( \partial E \) of finite \((n - 1)\)-dimensional Hausdorff measure, and suppose that \( \partial E = \Gamma \cup \Sigma \), where the subsets \( \Gamma \) and \( \Sigma \) have the following properties:

(i) For every \( x \in \Gamma \), there exists an open neighborhood \( U_x \) of \( x \) in \( M \) such that \( \Gamma \cap U_x \) is a smooth regular hypersurface.
(ii) The subset Σ is compact and, setting \( B_\varepsilon(\Sigma) = \bigcup_{x \in \Sigma} B_\varepsilon(x) \), it holds that \( \mathcal{H}^n(B_\varepsilon(\Sigma)) = o(\varepsilon) \) as \( \varepsilon \to 0 \).

If \( X \) is a differentiable vector field defined in a neighborhood of \( \overline{E} \) and there exists a positive constant \( C > 0 \) such that

\[
\sup_\overline{E} \left( |X| + |\text{div}X| \right) \leq C, \tag{A-1}
\]

then the following identity holds true

\[
\int_\overline{E} \text{div}X \, d\mu = \int_\Gamma \langle X|n \rangle \, d\sigma, \tag{A-2}
\]

where \( n \) denotes the exterior unit normal vector field.

**Proof.** Consider first the trivial case where \( X \) vanishes in a neighborhood \( U \) of \( \Sigma \). In this case, let \( \tilde{E} \) be a smooth modification of \( E \) such that \( \tilde{E} \setminus U = E \setminus U \). Hence, we can deduce that

\[
\int_\tilde{E} \text{div}X \, d\mu = \int_{\partial E} \langle X|n \rangle \, d\sigma = \int_\Gamma \langle X|n \rangle \, d\sigma,
\]

where in the second equality we have used the standard Divergence Theorem. To deal with the general case, we now introduce a suitable approximation \( X_\varepsilon \) of \( X \) which vanishes in a neighborhood of \( \Sigma \), whose size tends to zero as \( \varepsilon \to 0 \). Using the hypothesis (ii), it is not hard to construct a family of cut-off functions \( \{\psi_\varepsilon\}_{0<\varepsilon \leq 1} \subset \mathcal{C}^1(M) \) with the following properties:

(a) \( 0 \leq \psi_\varepsilon \leq 1 \),
(b) \( \psi_\varepsilon \equiv 1 \) in \( B_\varepsilon(\Sigma) \) and \( \psi_\varepsilon \equiv 0 \) in \( M \setminus B_3(\Sigma) \),
(c) \( \int_M \psi_\varepsilon \, d\mu = o(\varepsilon) \) and \( \int_M |\nabla \psi_\varepsilon| \, d\mu = o(1) \), as \( \varepsilon \to 0 \).

Having the family \( \{\psi_\varepsilon\}_{0<\varepsilon \leq 1} \) at hand, we set

\[ X_\varepsilon = (1 - \psi_\varepsilon) \, X. \]

Since by construction \( X_\varepsilon \) vanishes in \( B_\varepsilon(\Sigma) \), from previous considerations we have that the theorem holds true for \( X_\varepsilon \), that is

\[
\int_\overline{E} \text{div}X_\varepsilon \, d\mu = \int_\Gamma \langle X_\varepsilon|n \rangle \, d\sigma. \tag{A-3}
\]

Observe now that, by hypothesis (A-1) and property (c), one gets

\[
\left| \int_\overline{E} \text{div}X_\varepsilon \, d\mu - \int_\overline{E} \text{div}X \, d\mu \right| \leq \int_\overline{E} |\nabla \psi_\varepsilon| |X| + \psi_\varepsilon \text{div}X| \, d\mu \leq C \left( \int_M |\nabla \psi_\varepsilon| \, d\mu + \int_M \psi_\varepsilon \, d\mu \right) = o(1),
\]

as \( \varepsilon \to 0 \). On the other hand, we assumed that the \((n-1)\)-dimensional Hausdorff measure of \( \partial E \) and thus also the measure of \( \Gamma \) is finite. Combining this fact with the hypothesis (A-1), we deduce that \( |\langle X|n \rangle| \in L^1(\Gamma) \). Hence, by the Dominated Convergence Theorem, we conclude that

\[
\left| \int_\Gamma \langle X_\varepsilon|n \rangle \, d\sigma - \int_\Gamma \langle X|n \rangle \, d\sigma \right| = \left| \int_\Gamma \langle \psi_\varepsilon X|n \rangle \, d\sigma \right| \leq \int_\Gamma \psi_\varepsilon |\langle X|n \rangle| \, d\sigma \to 0,
\]

since \( \psi_\varepsilon \to 0 \) pointwise on \( \Gamma \), as \( \varepsilon \to 0 \). This limit and the previous estimate show that (A-2) can be derived in the limit as \( \varepsilon \to 0 \) from (A-3). This concludes the proof of the theorem. \( \square \)
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