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Abstract

The main flaw in direct estimation especially in poverty researches is the sample adequacy fulfilment, otherwise it will produce large estimate parameter variance. The Small Area Estimation (SAE) developed to handle that flaw. Since, the small area estimation techniques require “borrow strength” across the neighbor areas thus SAE was developed by integrating spatial information into the model, known as Spatial SAE. SAE and spatial SAE model require the fulfilment of covariate linearity assumption as well as the normality of the response distribution that is sometimes violated, and the geo-additive model offers to handle that violation using the smoothing function. The purpose of this paper is to compare the SAE, Spatial SAE and Geo-additive model in estimating a sub-district level mean of per capita income using the poverty survey data in Bangka Belitung province in 2017. The findings of the paper are the Geo-additive is the best fit model based on AIC, so form of relationship between response and covariate is the most important part of modelling.
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I. INTRODUCTION

Spatial data is data with territorial reference containing two information that are observation information and region information. For example: the number of people with certain diseases in some areas of the country [1]. The regional information can present spatial patterns for data presented in geographical units such as municipalities, districts or sub-districts. In social studies, geographic information is also able to provide the pattern of poverty [2, 3, 4, 5, 6, 7 and 8].

Policy makers and researchers take into consideration the information of poverty such as the well-being or the living condition of people in a certain area, since poverty is the first Sustainable development goals that carried by the United Nations. Nevertheless, the poverty estimation only allows for larger regions or larger population subgroups since the limitations in its data collection methodologies. Less of sample adequacy to deliver direct estimation is one of those limitation, so the Small Area Estimation (SAE) developed by sample survey statisticians. The existing auxiliary information from the neighborhood areas are useful in small area estimation techniques [9].

The SAE model is a mixed model with variance within the sub-populations can be explained by fixed and random effect. Respectively, those effects correspond with the variance in auxiliary and specific variance of sub-populations. Fay and Herriot were the first researchers that developed a small area statistics based on linear mixed model with empirical Best Linear Unbiased Prediction (BLUP) as a solution method [10]. Borrowing strength across neighbor
areas is the determination of small area estimation techniques and EBLUP approach was developed by integrating spatial information into the model. Spatial Empirical Best Linear Unbiased Prediction (SEBLUP) is a parameter estimation method that take into account the random effects of spatial correlation in EBLUP. The SEBLUP method is developed from area-level SAE and it escalated the variance covariance structure of small area models with spatial correlations between areas. This method was proposed by Salvati [11] and has been applied by Petrucci et.al [12], Singh et al. [13, 14].

The normality assumptions on the response variable are required in the estimation of the linear mixed model. However, many data found had not normal distributions, so logarithm transformation is needed in order to make the response variable distribution fit to normal distribution [15]. In fact, the issue of spatial modelling is not only about the distribution but also form of correlation between covariate spatial data and response variables are non-linear relationships [16]. Thus, appropriate estimation methods are needed to address the problem.

An alternative method that can be used in the estimation of small area statistics is the Geo-additive Model. Geo-additive model was proposed by Kammann & Wand [17], is a method of combining kriging and additive models presented in the form of linear mixed model. This model has the flexibility in specifying the form of relationship between responses with spatial information, because it forms a smoothing function. Since, the Fay-Herriot model and the spatial Fay-Herriot model require the fulfillment of covariate linearity assumption as well as the normality of the response distribution that is sometimes violated and the geo-additive model offers those handling using the smoothing function. Therefore, the purpose of this paper is to verify the spatial effect by comparing the SAE, Spatial SAE and Geo-additive model in order to estimate the mean of per capita income of each sub-district using the poverty survey data in Bangka Belitung province at 2017 derived from the Institute of statistics.

This paper is organized into five sections with the background, motivation and purpose of this research are presented at first section. Second section is a review of the latest literature that is related to this research topic. This section also clarifies the position of this research among similar researches that has been done. The methodology and empirical results are presented in section 3 and 4. The final section summarizes the main findings of the analysis and discusses the further possible researches.

II. SPATIAL INFORMATION IN SMALL AREA ESTIMATION

Survey is an effective way of collecting data, but the necessity of estimating population characteristics for insufficient sample adequacy leads to the usage of small area estimation methods as one of the indirect estimation methods. Based on the availability of supporting data, there are two basic model types of SAE, i.e. area level model and unit level model [9]. Area level model is a special form of mixed linear model where the auxiliary information are supporting data that exist only for a given area level. While the unit level model is a model with auxiliary information are individually data that compatible to the response and it well-known as nested error regression model.

Area level SAE models can be presented in the form of a linear model with spatial patterns that accounted as random effects and it can be used to improve the estimation [10]. The formula of the model can be expressed as:

\[
\hat{\boldsymbol{\theta}} = X\alpha + u + e,
\]

where \(\hat{\boldsymbol{\theta}}\) be the \(m \times 1\) vector of the parameters of inferential interest and assume that the direct estimator \(\hat{\boldsymbol{\theta}}\) is available, \(e\) is a vector of independent sampling errors with mean vector 0 and known diagonal variance matrix \(R = \text{diag}(\varphi_i)\), \(\varphi_i\) representing the sampling variance of the direct estimators of the area parameters of interest. Thus, \(\alpha\) is the \(p \times 1\) vector of regression parameters, \(u\) is the \(m \times 1\) vector of independent random area specific effects with zero mean and \(m \times m\) covariance matrix \(\Sigma_u = \sigma_u^2 I_m\). The Empirical Best Linear Unbiased Predictor (EBLUP) is extensively used to obtain model based indirect estimators of small area parameters \(\hat{\boldsymbol{\theta}}\) and associated measures of variability, this is of the form:

\[
\hat{\theta}_i^{PH} = \hat{y}_i \hat{\theta}_i + (1 - \hat{y}_i) x_i^T \hat{\alpha}
\]

where \(\hat{y}_i = \hat{\sigma}_u^2 / (\hat{\sigma}_u^2 + \varphi_i)\) and the weighted least squares estimate of \(\alpha\) is \(\hat{\alpha}\) with weights \((\hat{\sigma}_u^2 + \varphi_i)^{-1}\).
One of the Fay-Herriot model assumption is the effect between areas is independent, whereas in fact it will be violated. Based on Tobler’s first law of geography which is “everything is related to everything else but the related things are more related than distant things”. Kriging was the very first model that took account spatial correlation that assumed spatial dependency follows the Conditional Autoregressive process [18], and it has been applied mainly in mining and geology [19, 20]. Thus, Simultaneous Autoregressive (SAR) process developed with the spatial dependence is incorporated into the error component of a random factor [21].

Based on, the SAR model which its random effect is a function of the spatial weighted matrix and spatial autoregressive coefficients, subsequently the spatial SAE model developed. The formula of spatial SAE model can be written as:

$$\hat{\theta} = X\alpha + Dv + e,$$

where \(m \times 1\) vector of spatially correlated random area effects \(v\) is given by the following autoregressive process with spatial autoregressive coefficient \(\rho\):

$$V = \rho WV + u \Rightarrow V = (I_m - \rho W)^{-1}u,$$

and \(D\) is a \(m \times m\) matrix of known positive constants, and \(W\) is \(m \times m\) spatial interaction matrix. The covariance matrix of \(v\) is the \(m \times m\) Simultaneously Autoregressive (SAR) \(G(\delta) = \tilde{\sigma}_u^2 [(I - \rho W^T)(I - \rho W)]^{-1}\) and the covariance matrix of \(\hat{\theta}\) is given by \(V(\delta) = R + DGDT\) where \(\delta = (\tilde{\sigma}_u^2, \rho)\). So that, the estimator of \(\hat{\theta}\) named as Spatial Empirical Best Linear Unbiased Predictor (SEBLUP) is:

$$\hat{\theta}^{SFH}_i = x_i\hat{\alpha} + b_i^T\tilde{G}DT(R + DGDT)^{-1} + (\hat{\theta} - x\hat{\alpha})$$

where \(\hat{\alpha} = (X^T\tilde{V}^{-1}X)^{-1}X\tilde{V}^{-1}\hat{\theta}\) and \(b_i^T\) is a \(1 \times m\) vector (0,0,...,0,1,...,0) with value 1 for the \(i\)-th area. Geographic information and spatial models can be valuable in small area parameters estimation if those are handled appropriately [11, 12]. Geographic boundaries of small areas are generally defined according to administrative criteria is an example of the geographic information [13]. Thus, the random effects between neighboring regions can also be replaced by the criteria of contiguity.

Lately, the fields of spatial statistics is widely used in order to describe the spatial structure or analyze the geographical pattern of the interesting phenomena by spatial location data. Considering the usage of spatial location data, it needs bivariate smoothing techniques to obtain a surface estimate that exploit knowledge of the spatial coordinates (latitude and longitude), such as kernel estimate or kriging. Not only produce a map, the usage of bivariate smoothing also can be applied to handle the non-linear relation between any two continuous predictors and a response variable [22, 23]. Moreover, the spatial information alone does not properly explain the pattern of the response variable, even some covariates are in more complex model.

In order to handle the spatial distribution of analysis while to take account the possible non-linear covariate effects, Kammann and Wand developed the Geo-additive model [17]. Kammann and Wand merged kriging with the additive model to obtain a single mixed model. Thus, the first half of the model formulation involves a low rank mixed model representation of additive models. Then, incorporation of the geographical component is achieved by expressing kriging as a linear mixed model. The Geo-additive model can be written as:

$$y_i = \beta_0 + f(s_i) + g(t_i) + \beta_1^T x_i + S(x_i) + \epsilon_i$$

where in the first part of the models, \(s_i, t_i\) and \(y_i\) represents measurements on two predictors \(s\) and \(t\) and a response variable \(y\) for \(i\)-th unit, \(f\) and \(g\) are smooth, functions of \(s\) and \(t\) respectively. The second part of the model is the simple universal kriging model with \(S\) is the geographical component, with \(x_i \in \mathbb{R}^2\) represents the geographical location and \(\{S(x): x_i \in \mathbb{R}^2\}\) is a stationary zero-mean stochastic process. The error \(\epsilon_i\) assume to be independent zero-mean random variables with common variance \(\sigma^2\) and independently distributed [22]. Using the thin plate spline, Kammann and Wand [17] chose the penalized spline to construct the \(f\) and \(g\) function which are written as follows:
\[ f(s_i) = \beta_0 s_i + \beta_s z_i + \sum_{k=1}^{K_s} u_k z_k(s_i) \]
\[ g(t_i) = \beta_0 t_i + \beta_t z_i + \sum_{k=1}^{K_t} u_k z_k(t_i) \]

where \( u_k \sim N(0, \sigma_k^2) \), \( u_k \sim N(0, \sigma_k^2) \) and \((z_i^t, K, z_i^t) = (t_i - K_i^t) + (z_i^t, K, z_i^t) = (s_i - K_i^s) \) for \( 1 \leq i \leq 1 \leq k \leq K \). The geo-additive model can be expressed as a linear mixed model which allows for estimation and inference using standard methodology then the model representation in the matrix form can be written as follows:

\[ y = X\beta + Zu + \varepsilon \]

with \( X = \begin{bmatrix} 1 & s_i & t_i & x_i \end{bmatrix} \) and \( Z = (Z_s | Z_t | Z_x) \). Furthermore \( u' = (u_s & u_t & \bar{u}) \) and \( Cov(u) = \begin{pmatrix} \sigma_s^2 I & 0 & 0 \\ 0 & \sigma_t^2 I & 0 \\ 0 & 0 & \sigma_x^2 I \end{pmatrix} \).

Utilizing the general linear mixed model framework of small area estimation models and additive models, it can be defined SAE geo-additive model. Thus, we can say that in a geo-additive model the linear mixed model structure allows to include the area-specific effect as an additional random components. In particular, a geo-additive SAE model has two random effect components: the area-specific effects and the spatial effects [24].

Nowadays, many studies have developed or applied geo-additive models [see 24, 25] such as in small area approach, in long-term data and so on. Another extension to the work of Kammann and Wand is the geo-additive model proposed to analyze the spatial distribution of grain weight, a commonly used indicator of wheat production, taking into account its nonlinear relations with other crop features [26]. Spatial models also useful in the small areas estimation of official statistics [27, 28]. And lately, there is an improvement approach in smoothing function determination with K-Spline [16]. Based on the above literature, this paper conducted Fay-Herriot model and compared the spatial model such as Spatial SAE and geo-additive models in the poverty analysis, with Euclidean distance as spatial weighted.

### III. DATA AND METHODOLOGY

#### A. Data

Bangka Belitung is a province with the fewest sub-district in Sumatra. It has 387 sub-districts that spread in seven municipalities i.e. Bangka, West Bangka, Central Bangka, South Bangka, Pangkalpinang, Belitung and East Belitung. Bangka Belitung also has the smallest head count index among provinces in Sumatra that is 5.3% in 2017 with poverty line is Rp.441579.91. However, its poverty line value is the highest value among provinces in Sumatra. The poverty line represents the sum of the minimum food and non-food needs expenditure values, the higher the value reflects the high prices of the goods in the market or can also indicate the high income of the population in a region. Since 2006, East Belitung has the highest poverty line among municipalities in Bangka Belitung Province.

One of substantial poverty indicator is regional mean of per capita income. In this paper, mean of per capita income is estimated from some auxiliary variables such as infrastructure, electricity and regional accessibility. Many researchers had studied that infrastructure and electricity as a proxy of technological development and its existence can elevate access to basic services such as education and health [30, 31, and 32]. Moreover, the level of regional accessibility also has significant relationship with poverty [33, 34]. Regional accessibility that defined by the distance of region to city center represents access to social economic facilities. Thus, this study use 2 auxiliary variable which are household total in each sub-district that have access to electricity from Indonesia Electricity Company and distance the sub-district center to the municipality office. Data set of this study derived from the poverty survey data in Bangka Belitung province at 2017 by the STIS Polytechnic of Statistics that consist of 139 sub-districts data.
B. Methodology

Fay-Herriot (FH) model, Spatial Fay-Herriot (SFH) and the Geo-additive model (GAM) were conducted in order to fulfill the purpose this study. As response variable, sub-district mean per capita income distribution is skewed [15] thus it was transformed in log value. Using FH model, the spatial information accounted as random effect and formulation of the model can be expressed as follows:

\[
\log \text{income}_i = \alpha_1 \text{electricity} + \alpha_2 \text{electricity} + u
\]  

\( (7) \)

where:
- \( \log \text{income}_i \): the \( i \)-th sub-district log mean per capita income,
- \( \text{electricity}_i \): household total in the \( i \)-th sub-district that have access to electricity from Indonesia Electricity Company,
- \( \text{distance}_i \): distance the \( i \)-th sub-district center from the municipality office,
- \( u \): Independent random area specific effects.

On the other hand SFH model replaces independent random area specific effects by function of matrix spatial correlation that is invers Euclidean distance matrix. In order to handle the spatial distribution analysis while to take account the possible non-linear covariate effects, the GAM formulation can be written as:

\[
\log \text{income}_i = \beta_0 + s(\text{electricity}) + s(\text{distance}) + s(\text{spatial location data})
\]  

\( (8) \)

where \( s(\text{electricity}) \) and \( s(\text{distance}) \) are smoothing function of household total in each sub-district that have access to electricity from Indonesia Electricity Company and distance the sub-district center to the municipality office. While, \( s(\text{spatial location data}) \) is a smoothing function of 2 variables that is longitude and latitude.

Akaike’s Information Criteria (AIC) is used as information criteria [36], in order to select the best fit model for the poverty data in Bangka Belitung province despite of the parsimonious model.

IV. RESULTS AND ANALYSIS

First of all, data exploration is a crucial step in data analysis. It is used to examine the distribution of the variables and the correlation patterns among them. Based on [37], it is known that relationship between the auxiliary variables and 139 sub-district log mean per capita income in Bangka Belitung province are not sufficiently linear but also conceive of spatial correlations.

This paper gives an explanation about the correlation among the variables even in non linear form. The preliminary analysis are conducted in order to knots setting of GAM. Based on the correlation among auxiliary variables and log of mean per capita income that presented in Fig. 1 and Fig. 2, there are three possible points that are used as the basis at the smoothing function specification. The three points are \( K = 6, 10, 20 \) and \( K = 16, 25, 50 \) respectively for electricity access and distance variables. Furthermore, the selection evaluation results are presented in Table 1.
Table 1 presents that AIC for the knots setting in electricity are stable when the knots setting in distance are K= 16 and 50. So does, the p-values of the parameters estimate in Table 1. Thus, this paper sets K= 6 and 16 for electricity access and distance since they have minimum AIC and p-values among others. In order to obtain the fit model, AIC of the FH model, SFH model and GAM are -250.725, -251.472 and -285.714, respectively.

| Knot in electricity | 16 AIC | P-values of spatial location | 25 AIC | P-values of spatial location | 50 AIC | P-values of spatial location |
|---------------------|--------|----------------------------|--------|----------------------------|--------|----------------------------|
| 6                   | -285.71 | 0.052                      | -285.62 | 0.055                      | -285.58 | 0.059                      |
| 10                  | -285.71 | 0.052                      | -285.92 | 0.070                      | -285.58 | 0.055                      |
| 20                  | -285.71 | 0.052                      | -283.93 | 0.034                      | -285.58 | 0.089                      |

Based on Table 2, parameter estimate of FH and SFH model have similar values and levels of significant. The same results have been shown by [38]. EBLUP as parameter estimate method of FH, can not be used to estimate the effect of spatial data since it does take into account spatial information in its model. On the other hand SEBLUP uses spatial data however the result is not significant to estimate the effect of spatial information. Thus, it can be concluded that spatial information in SFH model does not provide the actual effect because it is not well formulated. However, spatial information have significant effect to estimate mean per capita income in GAM.

The distributions of predicted log sub-district mean per capita income in Bangka Belitung province are obtained by those three models and shown in Fig. 3. Fig. 3 illustrates that FH Model and SFH model have the same results in sub-district grouping. Sum of sub-district in Bangka Belitung province which their mean per capita income less than poverty line is 30. And mostly, 198 sub districts agglomerate in third group where the range of mean per capita income
between 1 and 2 millions rupiah. The rest of them agglomerate in second group. However, the Geo-additive model defines different sub district grouping than the other two models. There are 32, 166 and 164 sub-districts where mean per capita income less than poverty line, between poverty line and 1 million rupiah and between 1 and 2 millions rupiah. Even, the model determine the fourth group where its mean per capita income range between 2 and 3 millions rupiah. This group consists of 4 sub-district in East Belitung.

![Image](image-url)

**Fig. 3.** Distribution of predicted log sub-district mean per capita income in Bangka Belitung Province obtained by a) FH model b). SFH model c). GAM.

- Less than poverty line
- More than poverty line and less than 1 million
- More than 1 million and less than 2 million
- More than 2 million and less than 3 million

### V. Conclusions

This paper shows that Geo-additive is the fit model to poverty data in Bangka Belitung province since it have lowest AIC value and it is one and only model that has significant spatial effect. In sum, distance to social economic facilities and spatial location data are the significant auxiliary variables affected the sub-district mean per capita income. The predicted values of mean per capita income which discussed in the previous section bring up to another discussion such as bias of the direct estimate values. Thus, circumspection is a must especially in small area estimation discussion since the responses are the direct estimate values that arose from many different sampling techniques. In order to get deeper spatial effect it is necessary to develop a geo-additive model involving time (temporal) or spatial and time (spatial temporal) effects so that the dynamics of the effect can be examined.
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