Statistical mechanics of a dielectric polymer chain in the force ensemble
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Constitutive modeling of dielectric elastomers has been of long standing interest in mechanics. Over the last two decades rigorous constitutive models have been developed that couple the electrical response of these polymers with large deformations characteristic of soft solids. A drawback of these models is that unlike classic models of rubber elasticity they do not consider the coupled electromechanical response of single polymer chains which must be treated using statistical mechanics. The objective of this paper is to compute the stretch and polarization of single polymer chains subject to a fixed force and fixed electric field using statistical mechanics. We assume that the dipoles induced by the applied electric field at each link do not interact with each other and compute the partition function using standard techniques. We then calculate the stretch and polarization by taking appropriate derivatives of the partition function and obtain analytical results in various limits. We also perform Markov chain Monte Carlo simulations using the Metropolis and umbrella sampling methods, as well as develop a new sampling method which improves convergence by exploiting a symmetry inherent in dielectric polymer chains. The analytical expressions are shown to agree with the Monte Carlo results over a range of forces and electric fields. Our results complement recent work on the statistical mechanics of electro-responsive chains which obtains analytical expressions in a different ensemble.

1. Introduction

There has been a paradigm shift in recent years towards drawing inspiration from, and integrating robotics and electronics more seamlessly with natural and biological systems. This has lead to a great effort toward discovering and developing soft materials and associated mechanisms which couple (potentially large) deformation to electromagnetic fields, light, and other fields which can also be readily and rapidly controlled [1–43]. Dielectric elastomers (DEs)–soft materials which polarize and deform in response to an applied electric field–in particular, have emerged as excellent candidates for soft sensors, soft robotics [4–9, 19–21, 38, 44], and biomedical devices such as Braille displays, deformable lenses and haptic devices [3].

Earlier dielectric elastomer actuation mechanisms consisted primarily of a thin film sandwiched between compliant electrodes. A voltage difference is applied across the electrodes, the DE polarizes and compresses across its thickness and, because of the Poisson effect, expands in the plane of the electrodes [45–51]. However, recently, new types of mechanisms have been developed. For example, in Grasinger et al. [52], it was shown that applying an initial shear deformation and appropriate constraints leads to a shear-mode of electromechanical actuation; and, in Hajiesmaili and Clarke [53], the authors varied electrode geometries through multiple layers of DEs in order to create spatially varying electric fields and realize shape-morphing. Similar types of mechanisms–namely, introducing (possibly heterogeneous) initial stresses, heterogeneous (elastic) material properties, and/or heterogeneous electric fields–have even been used to develop dielectric elastomer-based robotic grippers [6, 19–21], shape-morphing fibers [54], and shape-morphing circular sheets [55]. These recently developed electromechanical mechanisms show the excellent potential of
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dielectric elastomers for achieving biomimetic actuation and soft actuation with a large number of degrees of freedom.

However, despite these many advantages, dielectric elastomers are limited by a relatively weak electromechanical coupling such that large electric fields, and therefore large voltages and power sources, are often required to achieve meaningful actuation forces or deformations. To address the challenge presented by weak couplings in soft multifunctional materials, there has been much development in composite elastomers [13, 14, 23–25, 41, 42, 56], architected elastomer networks [30, 31], and in harnessing geometric instabilities [5, 26–29, 43]. The latter technique, namely harnessing geometric instabilities, suggests another kind of mechanism for enhancing electromechanical coupling in DEs: in contrast to instabilities at the macroscale, one may inquire whether instabilities at the molecular scale (i.e. phase transitions) may also be leveraged. Towards this end, it is the goal of this paper to contribute a rigorous and in-depth study of the thermodynamics and statistical mechanics of dielectric polymer chains. This represents a first step toward understanding possible phase transitions in DE chains and, in confluence with the existing body of literature on the subject [57–59], can help inform the design of composite materials and architected elastomer networks.

Although past work has had success in understanding and modelling the electromechanical behavior of dielectric elastomers through continuum-scale constitutive models (based on considerations of symmetry and strain invariants) [16, 33, 45–51, 60–68], such approaches cannot capture the role of polymer chains, their orientations, and their connectivity within a broader DE network. As such, they often miss electrically-induced stresses and deformations that occur within the network as chains deform to align their dipoles with the local electric field [30, 32, 52, 57–59]. Instead, in recognition of the ground-breaking role of statistical mechanics and polymer network modelling in understanding classical rubber elasticity [69–76], recent work has aimed to provide statistical-mechanics based approaches to the modelling of dielectric polymer chain-scale phenomena and its impact on the electroelasticity of DEs [32, 57, 58]. The first such works appear to be Cohen et al. [57] and Cohen and deBotton [32] which considered a fixed end-to-end vector (i.e. the vector from the beginning of chain to the end of the chain) and used statistical-mechanical principles to derive chain-scale couplings between the local electric field, net dipole of the chain, and deformation of the chain. The statistical mechanics formulation in the fixed end-to-end vector ensemble presents a formidable challenge; hence, the authors assumed smallness of parameters and used Taylor expansion approximations to obtain the density of link (or monomer) orientations within a chain. Grasinger and Dayal [58] built upon this work by considering various regimes of electric field magnitudes and chain stretches. Then, by using what was known about the limiting behavior, a free energy approximation was constructed which agreed well with numerical (mean-field theory) solutions [58].

There are, however, still gaps that remain in the literature on the statistical mechanics of dielectric polymer chains. First, we remark that both the closed-form approximations and numerical solutions obtained in past work are specific to the fixed end-to-end vector ensemble and utilize mean-field theory (alternatively, referred to as the maximum-term approach [80]) [32, 57–59]. However, only considering one ensemble is unlikely to provide a complete description of a thermodynamic system— as it is well known that different ensembles lead to different results for finite-sized systems [71, 81–84], and there is no guarantee that any two ensembles are equivalent even for arbitrarily large systems (i.e. in the “thermodynamic limit”) [85]. For instance, it is well known that there are differences in behavior between the end-to-end vector and force ensembles for the elasticity of freely jointed polymer chains [69, 71]; and the differences only become negligible in the long chain limit [69]. Further, for a mean-field theory to be an accurate representation of the system, we require that the behavior of each individual particle be well-represented by the average behavior over all particles; thus, fluctuations in particle behavior must be small and homogeneous. It is difficult to justify the assumption of small fluctuations a priori, and it can breakdown, even for large systems, at critical points. Similarly, the

\[^1\] An important body of work is the statistical mechanics of polyelectrolytes, i.e. charged bio-macromolecules typically in solution [77–79]. There is a key difference between polyelectrolytes and dielectric elastomers: the former typically consist of fixed (i.e., independent of electric field) charges carried on monomers; the latter consist of field-responsive dipoles carried on monomers, with the dipole orientation coupled to the monomer orientation.
differences between various ensembles are greater at critical points in general and phase transitions in some cases [81–83, 86]. In this work, we study the statistical mechanics of dielectric polymer chains in the fixed force ensemble (more specifically, the chain end-to-end vector is allowed to fluctuate while a fixed force is applied to its end). There are several benefits to this choice of ensemble:

1. The mathematical formulation of the partition function in the fixed force ensemble is easier to evaluate than in the fixed end-to-end vector ensemble. As a result, we can evaluate the partition function without resorting to a mean-field theory; and we do so while making less approximations than in past works. In a special case, the partition function can even be evaluated exactly.
2. Markov chain Monte Carlo (MCMC) sampling is also more facile in the fixed force ensemble. Therefore we can verify our results against high fidelity MCMC simulations and see that we obtain excellent agreement.
3. More broadly, this choice of ensemble, and subsequent work, represents a fundamental next step toward a rigorous understanding of the thermodynamics of dielectric polymer chains—including the possibility of exploiting phase transitions as a means of increasing electromechanical actuation.

The remainder of the paper is organized as follows:

• In Section 2, we establish the kinematics and energetics of a single dielectric polymer chain.
• In Section 3, we formulate 1) the partition function in the fixed force ensemble, 2) the Gibbs free energy, and 3) the chain stretch and polarization as derivatives of the free energy.
• In Section 4, we outline some of the theoretical and implementation details of the Markov chain Monte Carlo method used in this work—including important modifications which improve the convergence of the algorithm for dielectric polymer chains.
• In Section 5, we obtain closed-form approximations for various cases: 1) the electric field is large relative to the applied force, 2) the force applied is large relative to the electric field, and 3) a special case where the exact solution may be obtained. The approximations obtained in the various limits are compared with the MCMC results and shown to have excellent agreement.
• In Section 6, we compare the results obtained using the force ensemble to the results obtained using the end-to-end vector ensemble with an emphasis on important phenomena that the two approaches share, implications for the thermodynamic limit, and implications for dielectric elastomer networks.
• In Section 7, the main contributions of this work and some of its limitations are summarized.

2. Kinematics and energetics of a single chain

We assume that our chain consists of \( N \) rigid links. Each link is of length \( l \) and is free to be oriented in any direction in 3D space (Fig. 1). There is no energy penalty associated with the angle between successive links or with excluded volume interactions as in the freely-jointed-chain (FJC) model of polymer elasticity. The unit vector along a link is

\[
\mathbf{n} = \sin \theta \cos \phi \mathbf{e}_x + \sin \theta \sin \phi \mathbf{e}_y + \cos \theta \mathbf{e}_z,
\]

where \( \theta \) is the angle between the link and the \( z \)-axis and \( \phi \) is the angle made by projection of the link on the \( xy \)-plane with the \( x \)-axis. \([\mathbf{e}_x \ \mathbf{e}_y \ \mathbf{e}_z]\) are unit vectors of a Cartesian coordinate system. One may recall that in the freely-jointed-chain model the \( z \)-direction is chosen to align with the force \( \mathbf{F} \) acting on the chain, so \( \mathbf{F} = Fe_z \). We have a given electric field vector \( \mathbf{E} \) in addition to the force vector \( \mathbf{F} \), so our choice of \( z \)-axis will be dictated by convenience of calculation of the partition function in various limits. In all our calculations one end of the chain will be fixed to the origin and the position in 3D space of the other end of the chain will be calculated.

---

2 As a consequence of the non-equivalence of ensembles at critical points, it is often the case that some ensembles are better for studying phase transitions than others [81–83].

3 \( \mathbf{F} \) should not be confused with the deformation gradient tensor of continuum mechanics since we do not use it anywhere in this paper which treats the mechanics of single chain of dielectric polymer.
Next, we consider the energetics of the chain. Each link is dielectric, so its dipole moment vector is given by

\[ P = \epsilon_0 KE = \epsilon_0 [K_1 (\hat{n} \otimes \hat{n}) + K_2 (\mathbf{I} - \hat{n} \otimes \hat{n})] E, \]  

(2.2)

where \( \epsilon_0 \) is the permittivity of free space, and \( K_1 \) and \( K_2 \) are given constants. Let us take \( E = E_x e_x + E_y e_y + E_z e_z \) fixed. Then, the energy of the link due to the induced dipole caused by the electric field is

\[ V_{elec} = \frac{\epsilon_0}{2} E \cdot KE - P \cdot E = -\frac{1}{2} P \cdot E, \] or

\[ V_{elec} = -\frac{1}{2} P \cdot E = -\frac{\epsilon_0 (K_1 - K_2)}{2} (E_x \sin \theta \cos \phi + E_y \sin \theta \sin \phi + E_z \cos \theta)^2 - \epsilon_0 \frac{K_2}{2} (E_x^2 + E_y^2 + E_z^2). \]  

(2.3)

For ease of calculation and because of its validity for most practical cases of interest, we make the fairly standard assumption that the energy of dipole-dipole interactions are much less than the thermal energy and can therefore be neglected [57, 58], i.e. \( \epsilon_0 (E \times \max \{K_1, K_2\})^2 / l^3 \ll k_B T \). Having made the assumption of negligible dipole-dipole interactions precise, moving forward, we set \( \epsilon_0 = 1 \) with the understanding that \( K_1 \rightarrow \epsilon_0 K_1 \) and \( K_2 \rightarrow \epsilon_0 K_2 \) recovers the equivalent formulation in which \( \epsilon_0 \) is included explicitly.

The potential energy of the applied force \( \mathbf{F} = F_x e_x + F_y e_y + F_z e_z \) is

\[ V_{mech} = -F_x l \sin \theta \cos \phi - F_y l \sin \theta \sin \phi - F_z l \cos \theta, \]  

(2.4)

where \( l \) is the length of the link. The total energy of a link whose unit vector is given by the angles \( (\theta, \phi) \) is

\[ V(\theta, \phi) = V_{elec} + V_{mech}. \]  

(2.5)

### 3. Partition function of the chain

The partition function for a chain of \( N \) non-interacting links is \( Z = Z_1^N \) where \( Z_1 \) is the partition function for one link and is given by:

\[ Z_1 = \int_{0}^{2\pi} \int_{0}^{\pi} \exp \left( -\frac{V(\theta, \phi)}{k_B T} \right) \sin \theta d\theta d\phi. \]  

(3.1)

---

*We highlight that treating the dipole-dipole interactions generally leads to a challenging nonlocal problem that has typically only been treated at zero temperature [87, 88].*
When $E = 0$ and $F = Fe_z$ this integral leads to the well-known result $Z_1 = 4\pi k_BT F_z l \sinh \left( \frac{F_z l}{k_BT} \right)$ for the partition function of one link of a freely jointed chain. Then, the free energy of the chain is

$$G(F, E, T) = -Nk_BT \log Z_1$$

(3.2)

The average position of the other end of the chain is given by $r = r_x e_x + r_y e_y + r_z e_z$ where

$$r_x = -\frac{\partial G}{\partial F_x}, \quad r_y = -\frac{\partial G}{\partial F_y}, \quad r_z = -\frac{\partial G}{\partial F_z}.$$ 

(3.3)

The stretches may then be evaluated as $\lambda_x = \frac{r_x}{Nl}$, $\lambda_y = \frac{r_y}{Nl}$ and $\lambda_z = \frac{r_z}{Nl}$. One may recall that the average end-to-end distance of the chain in the FJC model in which $F = Fe_z$ is along the $z$-direction is given by

$$\langle z \rangle = -\frac{dG}{dF} = \frac{Nk_BT}{Z_1} \frac{\partial Z_1}{\partial F},$$

(3.4)

so that the stretch of the chain is

$$\lambda = \frac{\langle z \rangle}{Nl} = \frac{k_BT}{lZ_1} \frac{\partial Z_1}{\partial F}.$$ 

(3.5)

The average polarizations are given by

$$P_x = -\frac{\partial G}{\partial E_x}, \quad P_y = -\frac{\partial G}{\partial E_y}, \quad P_z = -\frac{\partial G}{\partial E_z}.$$ 

(3.6)

All of these expressions require us to compute $Z_1$ which is the partition function of one link. This computation is in general quite involved, however, we can make analytical progress in some special cases which will be described in detail later. Ensemble averages of stretch and polarization for a chain may also be computed using Monte Carlo simulations. We describe both these methods below and show that they produce identical results in various regimes.

### 4. Monte Carlo methods for dielectric polymer chains

This section outlines the theoretical and implementation details related to the Markov chain Monte Carlo method used in this work--with an emphasis on important modifications that were made to the standard treatment in order to improve its convergence and address certain challenges specific to dielectric polymer chains. Results from the simulations are provided and discussed in later sections.

Monte Carlo methods are amenable to approximating solutions to problems that allow a probabilistic interpretation. Thus, Monte Carlo methods are effective for simulating the properties of a thermodynamic system because state variables (e.g. in the case of an ideal gas: temperature, pressure, volume, etc.; in the present work: end-to-end vector, net chain dipole, etc.) correspond to averages over thermal fluctuations. The method works by approximating these averages through random sampling of the appropriate probability distribution. Direct random sampling is difficult if the domain of integration is unbounded; and it is inefficient if the probability distribution consists of a sharp peak(s) and is decidedly nonuniform. Markov chain sampling is an effective way to mitigate these challenges. In a Markov chain, one constructs a chain of sampled configurations where, starting with an initial configuration, a trial for each new configuration is proposed by perturbing the previous configuration by some small amount. Whether or not the trial is accepted is based on a chosen acceptance criteria which helps model the underlying probability distribution that is being sampled. To truly model the underlying probability distribution, we require that it must sample
configurations $\varphi \in \Gamma$ with probabilities $\pi (\varphi)$, where $\varphi$ is a configuration within the (possibly uncountable) collection of admissible configurations, denoted by $\Gamma$, and where $\pi (\varphi)$ denotes the probability of the system being in configuration $\varphi$. For dielectric polymer chains, $\Gamma = S^2 \times S^2 \times \ldots \times S^2 = S^{2N}$ and $\varphi = (\hat{n}_1, \ldots, \hat{n}_N)$; that is, $\varphi$ specifies the directions of each of the links in the chain. In the ensemble of interest in this work, $\pi (\varphi) \propto \exp \left( -V (\varphi) / k_B T \right) \Omega (\varphi)$ where $V (\varphi)$ is the total potential energy of the chain and $\Omega (\varphi)$ is the $2N$ dimensional solid angle of $\varphi$; i.e.,

$$V (\varphi) = \sum_{i=1}^{N} V (\theta_i, \phi_i),$$

$$\Omega (\varphi) = \prod_{i=1}^{N} \sin \theta_i \, d\theta_i \, d\phi_i.$$  

(4.1)

Consider another possible configuration of the system $\psi \in \Gamma$. Let $p (\varphi \to \psi)$ denote the transition probability for moving from configuration $\varphi$ to configuration $\psi$. Then, because the system must transition to some state (not excluding the current state), normalization requires that

$$\int_{\Gamma} p (\varphi \to \psi) \, d\psi = 1, \quad \forall \varphi \in \Gamma.$$  

(4.2)

Also, by definition

$$\pi (\varphi) = \int_{\Gamma} \pi (\psi) \, p (\psi \to \varphi) \, d\psi.$$  

(4.3)

Multiplying (4.2) by $\pi (\varphi)$ and substituting into (4.3), we arrive at:

$$\int_{\Gamma} \pi (\varphi) \, p (\varphi \to \psi) \, d\psi = \int_{\Gamma} \pi (\psi) \, p (\psi \to \varphi) \, d\psi,$$  

(4.4)

which we require to hold for all possible pairs of configurations $\varphi$ and $\psi$. In general, depending on the specific features of $\Gamma$, there may be more than one way to satisfy (4.4). However, one can easily see that a simple condition, called detailed balance [89]:

$$\pi (\varphi) \, p (\varphi \to \psi) = \pi (\psi) \, p (\psi \to \varphi),$$  

(4.5)

is sufficient for satisfying (4.4). Nearly every sampling algorithm in the literature is constructed to satisfy detailed balance.

Next, as it will become important in later developments, we decompose the transition probabilities. Let $t (\varphi \to \psi)$ and $a (\varphi \to \psi)$ denote the probability of proposing trial move $\varphi \to \psi$ and accepting the trial move $\varphi \to \psi$, respectively. By definition, $p (\varphi \to \psi) = t (\varphi \to \psi) \, a (\varphi \to \psi)$. For most applications, trial moves are generated isotropically; that is, perturbations are sampled uniformly in every direction. A standard technique, and one that is employed in the current work, is to choose, at random, one of the links (or in more general language, “particles”) and perturb it by some random small amount. To be precise, trial moves are generated by generating a random integer $t \in \{1, 2, \ldots, N\}$ and performing the operation

$$\phi_t \to \phi_t + \Delta \phi,$$

$$\theta_t \to \theta_t + \Delta \theta,$$  

(4.6)

where $\Delta \phi$ and $\Delta \theta$ are generated from uniform distributions on $[-\Delta \phi_{\text{max}}, \Delta \phi_{\text{max}}]$ and $[-\Delta \theta_{\text{max}}, \Delta \theta_{\text{max}}]$, respectively; and where $\Delta \phi_{\text{max}}$ and $\Delta \theta_{\text{max}}$ are determined adaptively to achieve an acceptance ratio of
between 0.15 and 0.55. Because the perturbations of $\phi_i$ and $\theta_i$ are uniformly sampled about 0, this method for constructing a trial configuration ensures that $t(\phi \rightarrow \psi) = t(\psi \rightarrow \phi)$ for all possible pairs $\phi$ and $\psi$.

Since $t(\phi \rightarrow \psi) = t(\psi \rightarrow \phi)$, to satisfy detailed balance, we simply need to choose an acceptance criteria such that $\pi(\phi)a(\phi \rightarrow \psi) = \pi(\psi)a(\psi \rightarrow \phi)$. Because of its relative simplicity, its excellent convergence properties, and the fact that it satisfies detailed balance, the most popular acceptance criteria is the Metropolis-Hastings criteria [91, 92]:

$$a(\phi \rightarrow \psi) = \min \left\{ 1, \frac{\pi(\psi)}{\pi(\phi)} \right\}. \quad (4.7)$$

In this work, we study the computational statistical mechanics of dielectric polymer chains using the Markov chain Monte Carlo (MCMC) method with the Metropolis-Hastings acceptance criteria [7]. All of the MCMC simulations in this paper were run with $10^6$ steps. For reasons that will become clear in subsequent sections, we make modifications to the standard MCMC treatment in order to vastly improve its convergence rate for dielectric polymer chains. One such modification, to the authors' knowledge, is a novel method for improving convergence of dielectric polymer chains and we briefly explain how it can be understood in terms of a similar algorithm that exists for the Ising model of ferromagnetism. As elaborated on later, together, the two techniques suggest a general principle for improving MCMC convergence.

### 4.A. Energy barriers in dielectric polymers

To illustrate why modifications to the standard MCMC treatment are needed, consider the electrical potential

together, the two techniques suggest a general principle for improving MCMC convergence.

4.B. Umbrella sampling and its limitations for dielectric polymers

The main idea in umbrella sampling is to introduce a pseudopotential in order to reduce or cancel the barriers in the potential energy landscape [93, 95, 96]. In other words, the probabilities are biased by a weight function which depends on the configuration, $\varphi$:

$$\pi(\varphi) \propto w(\varphi) \exp(-V(\varphi)/k_B T) \Omega(\varphi). \quad (4.8)$$

Then the thermodynamic state variables can be obtained by a modified averaging over the MCMC samples:

$$\langle A \rangle = \frac{\langle A/w \rangle_{\pi}}{\langle 1/w \rangle_{\pi}}. \quad (4.9)$$

where $\langle A \rangle$ denotes the ensemble average of $A$ and $\langle \cdot \rangle_\pi$ denotes the MCMC average using the modified potential.

---

*Specifically, the maximum step sizes are increased if the acceptance ratio is above 0.55 and decreased if the acceptance ratio is below 0.15. We chose these thresholds for the acceptance ratio because it is well understood that a proper acceptance ratio ($\sim 0.23$) leads to a better convergence rate [89, 90].

*The code and precise implementation details used for the simulations in this work can be found at [https://github.com/grasingerm/polymer-stats](https://github.com/grasingerm/polymer-stats).
There are many subtleties related to choosing an appropriate weight function $w(\varphi)$ such that the MCMC sampling is ergodic (i.e. does not become trapped in some subset of $\Gamma$) and has a good convergence rate [97]. In the current work, we introduce the weight function

$$w(\varphi; F, E) = \begin{cases} 
\exp \left( \eta_1 \left( \eta_2 + (1 - \eta_2) e^{-\eta_3 |F|/k_B T} \right) \sum_{i=1}^{N} \frac{V_{\text{elec}}(\mathbf{n}_i)}{k_B T} \right) & K_1 > K_2, \\
1 & \text{otherwise}
\end{cases}$$  \hspace{1cm} (4.10)

where $\eta_1 \in [0, 1]$, $\eta_2 \in [0, 1]$, and $\eta_3 \geq 0$, and find that it works well for a certain range conditions. Note the following features of the weight function:

1. The weight reduces to unity (i.e. there is no biasing) when $K_2 > K_1$.
2. When the force is small, the weight lifts the potential energy wells of $V_{\text{elec}}$. The magnitude of the lift is determined by the computational parameter $\eta_1$ where $\eta_1 = 0$ corresponds to no lift (i.e. $w = \text{const} = 1$) and $\eta_1 = 1$ corresponds to cancelling the biasing of the electrical energy entirely.
3. The argument in the exponential of the weight decays exponentially with the magnitude of the applied force (i.e. the weight approaches unity). This is desirable since the energy wells are distorted such that they are no longer separated as $|F|$ increases. The parameters $\eta_2$ and $\eta_3$ determine the fraction of the argument that is retained in the limit of $|F| \to \infty$ and the rate of decay, respectively. Note that if either $\eta_2 = 1$ or $\eta_3 = 0$ then $w$ does not change with $|F|$.
4. After various trials, values of $\eta_1 = 1.0$, $\eta_2 = 0.25$, and $\eta_3 = 1.0$ were found to be effective for small to moderate electric fields, i.e. $|E| \sqrt{(K_1 - K_2) / k_B T} \leq 3$.

While umbrella sampling proved to be an effective technique for large forces or small to moderate electric fields (i.e. $|E| \sqrt{(K_1 - K_2) / k_B T} \leq 3$), it could no longer obtain good convergence for $K_1 > K_2$, small force, and large field ($|E| \sqrt{(K_1 - K_2) / k_B T} > 3$). This is because, if one chooses a smaller value of $\eta_1$, the weight function is no longer sufficient to smooth the potential energy landscape such that the sampling is effectively ergodic; alternatively, if one chooses $\eta_1 \approx 1$, the Markov chain spends too much time sampling configurations that have negligible probability. Further, since $\eta_2$ and $\eta_3$ are related to transition of the weight toward 1 as $|F| \to \infty$, adjusting their values do not affect the trade-off between ergodicity and importance. In some sense, by biasing against the Boltzmann factor associated with the electrical energy, we negate the entire notion of importance sampling and its benefits. Instead, we need a sampling technique which is both ergodic and spends the majority of its time sampling higher probability configurations. Such a sampling technique, which, for dielectric polymer chains, is more elegant and effective than umbrella sampling, is developed in the next subsection.

4.C. The importance of considering discrete symmetries: flipping links

To develop an effective sampling algorithm for dielectric polymer chains, we draw inspiration from the clustering algorithms used to study the ferromagnetic Ising model [98, 99]. The Ising model has a similar challenge in the sense that, in the absence of an applied magnetic field, there are potential energy wells which are separated in phase space that consist of all of the spins in the spin-up state or all of the spins in the spin-down state. When the strength of interactions (often denoted by $J$) is much greater than the thermal energy, the standard sampling technique (of flipping a single spin for each trial move) tends to become stuck near one of the two wells and does not sample phase space ergodically. Clustering algorithms address this issue by recognizing an important symmetry: taking a large cluster of neighboring spin-up (-down) states and flipping them all to spin-down (-up) results in a negligible change in energy. Flipping clusters of like states allows the system to be sampled both in a way which respects importance (i.e. spends

---

8 Following standard terminology [71, 84], we say that a thermodynamic system is ergodic provided ensemble averages (i.e. averages over all of phase space) are equivalent to their corresponding time averages for all phase functions of the system (when its in equilibrium). As a consequence, the thermodynamic state of the system is invariant with respect to its initial condition or its time history. Similarly, we say that a Markov chain is ergodic provided that its sample averages converge to the phase space average–again, a consequence being that sample averages do not depend on the chain’s initial conditions.
more time sampling configurations with a lower potential energy) and achieves ergodicity. What remains to be considered is how clusters are chosen and constructed such that detailed balance is still satisfied. An overview of these details can be found in §5.2.3 of Krauth [89].

Next, we make an analogy between clusters of spin-up or spin-down states in the Ising model and \( \hat{n} \) for a dielectric monomer. For dielectric polymer chains, we do not need to consider clusters of monomers, but instead recognize that the symmetry \( \hat{n} \rightarrow -\hat{n} \) exists for each individual monomer when the electrical potential energy is much greater than \( |F| l \). We therefore modify each trial move by adding an extra step. After perturbing \( \hat{n}_t \), we flip the monomer (i.e. \( \hat{n}_t \rightarrow -\hat{n}_t \)) with probability \( \pi_{\text{flip}} \). Regardless of the choice for \( \pi_{\text{flip}} \), it is still true that \( t(\varphi \rightarrow \upsilon) = t(\upsilon \rightarrow \varphi) \) (because the operation \( \hat{n}_t \rightarrow -\hat{n}_t \) is an inversion operation and hence its own inverse); and, therefore, together with the Metropolis-Hastings acceptance criteria, the proposed sampling algorithm still satisfies detailed balance. However, we do not wish to make a choice near to unity because it will lead to a kind of deterministic periodic sampling that is undesirable, and the choice should not be too low as its effect will be diminished. Hence, in this work, we make the choice \( \pi_{\text{flip}} = 0.5 \).

Together with the umbrella sampling technique outlined in the previous section \(^9\), we find our MCMC simulations show excellent convergence for most electric fields, applied forces, etc. The only exceptional cases were when \( K_1 > K_2 \), the electric field was large, the applied force was large, and the electric field and force were orthogonal, or nearly orthogonal, to each other. Some reasons as to why these particular cases were still difficult to sample, and its relation to possible phase transitions in dielectric polymer chains, are discussed further in Section 5.C.

Before closing this section, it is worthwhile to frame the principles discussed above in relation to computational statistical physics more broadly. The clustering algorithms for the Ising model and the flipping of link directions in the current work together suggest a more general principle: discrete symmetries often lead to potential energy landscapes with separate, symmetric wells, separated by large barriers; thus, a proper sampling algorithm should aim to respect discrete symmetries as a means to achieve both importance sampling and ergodicity. Interestingly, both the symmetry in the Ising model and–as we will show in Section 5.C–the discrete symmetry in dielectric polymer chains are directly related to second-order phase transitions.

We emphasize, however, that the free energy appears to be convex, as we expect from the outcome of statistical mechanics when the ensemble is not further restricted [71, 84]. There is evidence of this in past work in the fixed end-to-end vector ensemble [58], as well as in the present work in the fixed force ensemble.

5. Analytical computation of the partition function

In this section we will compute the partition function and free energy of the chains analytically. We will treat separately several cases that each corresponds to a different limit and/or choice of coordinate system. The chain behavior and free energy are of course independent of the choice of coordinate system. We will find that it depends on the invariants \( E \cdot E, E \cdot F \) and \( F \cdot F \).

The analytical results will then be compared to the Monte Carlo simulations for \( N = 100 \) and various applied forces and electric fields. We remark that while it is apparent from (3.1) that the \( N \)-dependence of thermodynamic quantities in the force ensemble is trivial (\( \lambda \) is independent of \( N \) and \( P \) scales linearly with \( N \)), the dependence on \( N \) is nontrivial in the fixed end-to-end vector ensemble [58, 69, 71]. The choice of \( N \) is made for the purpose of directly comparing the results of this section with the electroelastic behavior of dielectric chains in the fixed end-to-end vector ensemble. The force and end-to-end vector ensembles are compared in section 6.

\(^9\) While the results presented herein make use of both techniques, namely umbrella sampling and link flipping, we remark that preliminary results suggest that employing link flipping alone without umbrella sampling out performs employing umbrella sampling alone (without link flipping). A more precise comparison between the two sampling strategies, as well as a more general investigation of exploiting discrete symmetries in Markov chain Monte Carlo simulations, will be addressed in future work.
5.A. Case 1: Large electric field

Without loss of generality, when the electric field is large it is convenient to assume that the \( z \)-axis is aligned with the applied electric field. So, \( \mathbf{E} = E_z \mathbf{e}_z \). Then, the total energy of a link takes the form:

\[
V(\theta, \phi) = V_{\text{elec}} + V_{\text{mech}} = -\frac{K_1 - K_2}{2} E_z^2 \cos^2 \theta - \frac{K_2}{2} E_z^2 - F_z l \sin \theta \cos \phi - F_y l \sin \theta \sin \phi - F_z l \cos \theta.
\]

Again, the partition function we want to compute is

\[
Z_1 = \int_0^{2\pi} \int_0^\pi \exp \left( -\frac{V(\theta, \phi)}{k_B T} \right) \sin \theta \, d\theta \, d\phi
\]

(5.1)

Let us do the \( d\phi \) integral first by focusing on just the \( \phi \) dependent terms above. The integral is:

\[
\int_0^{2\pi} \exp \left( \frac{F_z l \sin \theta \cos \phi + F_y l \sin \theta \sin \phi}{k_B T} \right) \, d\phi = 2\pi I_0 \left( \frac{l \sin \theta}{k_B T} \sqrt{F_z^2 + F_y^2} \right),
\]

(5.2)

where \( I_0(z) \) is a modified Bessel function of the first kind. The partition function then becomes:

\[
Z_1 = 2\pi \int_0^\pi \exp \left( -\frac{K_1 - K_2}{2} E_z^2 \sin^2 \alpha - \frac{K_2}{2} E_z^2 - F_z l \sin \alpha}{k_B T} \right) I_0 \left( \frac{l \sin \alpha}{k_B T} \sqrt{F_z^2 + F_y^2} \right) \sin \theta \, d\theta.
\]

(5.3)

We need to study two different situations \( K_1 < K_2 \) and \( K_1 > K_2 \). Note that the exponential in the integral for the partition function above has its peak near the center \( \theta = \frac{\pi}{2} \) when \( K_1 - K_2 < 0 \), and near \( \theta = 0, \pi \) when \( K_1 - K_2 > 0 \). We will consider these cases separately since they lead to qualitatively different electro-mechanical responses.

a. Case 1a: In this case \( K_1 - K_2 < 0 \) and the exponential in the integral in (5.4) is maximum near \( \theta = \frac{\pi}{2} \). So, we change variable to \( \alpha = \frac{\pi}{2} - \theta \), then the integral becomes

\[
Z_1 = \int_{-\pi/2}^{\pi/2} \exp \left( -\frac{K_1 - K_2}{2} E_z^2 \sin^2 \alpha - \frac{K_2}{2} E_z^2 - F_z l \sin \alpha}{k_B T} \right) I_0 \left( \frac{l \cos \alpha}{k_B T} \sqrt{F_z^2 + F_y^2} \right) \cos \alpha \, d\alpha
\]

(5.4)

For small values of \( F_z l \) and large values of \( E_z \) the exponential will be maximum near \( \alpha = 0 \) if \( K_1 - K_2 < 0 \). We assume \( \frac{l \cos \alpha}{k_B T} \sqrt{F_z^2 + F_y^2} \) is small and expand the modified Bessel function near 0 as \( I_0(z) \approx 1 + \frac{z^2}{4} \), then with \( y = \sin \alpha, \, dy = \cos \alpha \, d\alpha \), we get

\[
Z_1 = \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \left[ 1 + \frac{l^2}{4k_B T^2} (F_z^2 + F_y^2) \right] \int_{-1}^1 \exp \left( -\frac{(K_1 + K_2) E_z^2 y^2}{2k_B T} - 2F_z l y \right) \, dy
\]

(5.5)

\[
= \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \left[ 1 + \frac{l^2}{4k_B T^2} (F_z^2 + F_y^2) \right] \frac{1}{2E_z} \sqrt{-\frac{2\pi k_B T}{K_1 + K_2}} \exp \left( \frac{F_z^2 l^2}{2k_B T (K_1 + K_2) E_z^2} \right) \times
\]

\[
\left[ \text{erf} \left( \frac{\sqrt{K_2 - K_1} E_z}{\sqrt{2k_B T}} - \frac{F_z l}{\sqrt{2k_B T \sqrt{K_2 - K_1} E_z}} \right) + \text{erf} \left( \frac{\sqrt{K_2 - K_1} E_z}{\sqrt{2k_B T}} + \frac{F_z l}{\sqrt{2k_B T \sqrt{K_2 - K_1} E_z}} \right) \right].
\]

(5.6)
This expression for $Z_1$ should be valid for any $E_z > 0$, small $\sqrt{\frac{F_x^2 + F_y^2}{k_BT}}$, but any value of $F_z$. The free energy is:

$$G(F, E, T) = -Nk_BT \log Z_1$$

$$= -\frac{NK_2E_z^2}{2} - Nk_BT \log \left[ 1 + \frac{l^2(F_x^2 + F_y^2)}{4k_BT^2} \right] + \frac{NK_BT}{2} \log \left( \frac{-K_1 + K_2}{2\pi k_BT} \right) E_z^2 - \frac{NF_z^2}{2(-K_1 + K_2)E_z^2}$$

$$-Nk_BT \log \left[ \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_BT}} - \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z} \right) \right]$$

$$+ \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_BT}} + \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z} \right) \right] \right].$$

(5.7)

An important point about the expression for the free energy above is that it exhibits a transverse isotropic symmetry with the $z$-axis aligned with the electric field vector $E$ as the symmetry axis. Since

$$E_z = \sqrt{E \cdot E} = |E|, \quad F_z = \frac{F \cdot E}{|E|}, \quad F_x^2 + F_y^2 = |F - \frac{F \cdot E}{|E|}|^2 = F \cdot F - \frac{(F \cdot E)^2}{E \cdot E},$$

(5.8)

the free energy depends only on the scalars $E \cdot E$, $E \cdot F$ and $F \cdot F$, as expected.

By differentiating the expression for the free energy we get for $\lambda_z$

$$\lambda_z = \frac{F_xl}{(K_2 - K_1)E_z^2} + \sqrt{\frac{2k_BT}{\pi (K_2 - K_1)E_z^2}} \times$$

$$\left[ -\exp \left( -\frac{(\sqrt{K_2 - K_1}E_z - \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z})^2}{2k_BT\sqrt{K_2 - K_1}E_z} \right) \right. \right. \right.$$

$$\left. \left. \left. + \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_BT}} - \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z} \right) \right. \right. \right.$$

$$+ \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_BT}} + \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z} \right) \right].$$

(5.9)

And, for the polarization $P_z$, we get

$$P_z = NK_2E_z - \frac{Nk_BT}{E_z} - \frac{NF_z^2}{(K_2 - K_1)E_z^3}$$

$$+ \sqrt{\frac{2k_BT}{\pi}} \left[ \left. \exp \left( -\frac{(\sqrt{K_2 - K_1}E_z - \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z})^2}{2k_BT\sqrt{K_2 - K_1}E_z} \right) \right. \right. \right.$$

$$\left. \left. \left. + \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_BT}} - \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z} \right) \right. \right. \right.$$

$$+ \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_BT}} + \frac{F_xl}{\sqrt{2k_BT}\sqrt{K_2 - K_1}E_z} \right) \right].$$

(5.10)

The remaining stretches and polarizations are:

$$\lambda_x = \frac{r_x}{Nl} = \frac{F_xl}{2k_BT \left( 1 + \frac{l^2(F_x^2 + F_y^2)}{4k_BT^2} \right)}, \quad \lambda_y = \frac{r_y}{Nl} = \frac{F_yl}{2k_BT \left( 1 + \frac{l^2(F_x^2 + F_y^2)}{4k_BT^2} \right)}, \quad P_x = 0, \quad P_y = 0.$$

(5.11)

In practice the two erf terms in the denominators of the expressions above can sum to near zero for large
values of $F_z$ or small values of $E_z$ so we encounter some numerical difficulties in the plots. In figure 2 we show that the above expressions for $\lambda_z$ and $P_z$ match those obtained from Monte Carlo simulations quite well for a large range of $F_z$ and $E_z$. From figure 2(a) it is apparent that when $K_1 < K_2$ and $E_z \neq 0$ the stretches $\lambda_z$ are all less than those predicted by the FJC formula (which assumes $E = 0$). As $E_z$ increases at a fixed $F_z$ the $\lambda_z$ progressively decreases. It is also easy to verify from figure 2(c) and (e) that as $E_z \to 0$ we recover the FJC values of $\lambda_z$ for all $F_z$.

It is useful to consider the limit of large $E_z$ in which $(K_2 - K_1)E_z^2 \gg F_z l$ so that the erf functions in eqn. (5.7) go to 1. This is equivalent to changing the limits to $\pm \infty$ in the integral for the partition function so that

$$Z_1 \approx \exp \left( \frac{K_2 E_z^2}{2 k_BT} \right) \left[ 1 + \frac{l^2}{4 k_B T^2} (F_x^2 + F_y^2) \right] \int_{-\infty}^{\infty} \exp \left( \frac{-(K_1 + K_2)l^2}{2 k_BT} \right) \frac{dy}{2\pi k_BT} \exp \left( \frac{F_z l^2}{2 k_BT (K_1 + K_2)E_z^2} \right)$$

(5.12)

Then, the free energy of a single polymer chain is

$$G(F, E, T) = -\frac{NK_2 E_z^2}{2} - Nk_BT \log \left[ 1 + \frac{l^2 (F_x^2 + F_y^2)}{4 k_B T^2} \right] + Nk_BT \log \left( \frac{N(F_x^2 + F_y^2)}{2\pi k_BT} \right) \left( \frac{NK_2 E_z^2}{2} \right)$$

(5.13)

The expressions for the stretches and polarizations simplify considerably in this limit:

$$\lambda_x = \frac{F_x l}{2 k_BT \left( 1 + \frac{l^2 (F_x^2 + F_y^2)}{4 k_B T^2} \right)}, \quad \lambda_y = \frac{F_y l}{2 k_BT \left( 1 + \frac{l^2 (F_x^2 + F_y^2)}{4 k_B T^2} \right)}, \quad \lambda_z = \frac{F_z l}{(K_2 - K_1)E_z^2},$$

(5.14)

$$P_x = 0, \quad P_y = 0, \quad P_z = NK_2 E_z - \frac{Nk_BT}{E_z} - \frac{NF_z^2 l^2}{(K_2 - K_1)E_z^3}.$$  

(5.15)

These formulae are useful in the limit of large $E_z$ and small $F_z$ in which we have numerical difficulties with the erf function. Some such results are plotted in figure 3 for $E_z = 5, 7.5, 10$ for $\frac{F_z l}{k_BT} \leq 1$. It is clear that the trends in $\lambda_z$ and $P_z$ are correctly captured at larger $E_z$.

b. Case 1b: Now let us consider the case when $K_1 - K_2 > 0$, so that the exponential in the integral in eqn. (5.4) has its maxima near the boundaries $\theta = 0, \pi$. Assuming $\frac{l \sin \theta \sqrt{F_x^2 + F_y^2}}{k_BT} < 1$, we again expand the modified Bessel function $I_0(z) \approx 1 + \frac{z^2}{4}$. Then,

$$Z_1 = \int_0^\pi \exp \left( \frac{-(K_1 + K_2)E_z^2 \cos^2 \theta - K_2 E_z^2 - F_z l \cos \theta}{k_BT} \right) \left[ 1 + \frac{(F_x^2 + F_y^2)l^2}{4 k_B T^2} \sin^2 \theta \right] \sin \theta \, d\theta.$$  

(5.16)

In fact, this approximation for the Bessel function is valid as long as $l \sqrt{F_x^2 + F_y^2} < k_BT$, irrespective of where the maxima of the exponential are (i.e., irrespective of the sign of $K_1 - K_2$). Now take $y = -\cos \theta$, then $dy = \sin \theta \, d\theta$ and the integral changes to

$$Z_1 = \int_{-1}^1 \exp \left( \frac{-(K_1 + K_2)E_z^2 y^2 - K_2 E_z^2 + F_z l y}{k_BT} \right) \left[ 1 + \frac{(F_x^2 + F_y^2)l^2}{4 k_B T^2} (1 - y^2) \right] \, dy$$  

(5.17)
Figure 2. Stretch $\lambda_z$ and polarization $P_z$ for various values of $F_z$ and $E_z$ obtained from differentiating the free energy in eqn. (5.7). We assume $N = 100$, $K_1 = 0$, $K_2 = 1$ and $k_B T = 1$ for all panels. The solid lines are results of analytical formulae eqn. (5.9) and eqn. (5.10). In some panels (e.g., panel (e)) the solid lines do not continue to the end because of numerical difficulties with the erf function. In panels (a) and (b) the symbols are results from Monte Carlo simulations – $E_z = 2$ magenta circles, $E_z = 5$ red stars, $E_z = 10$ cyan squares. The dashed line shows the force-stretch relation for a freely jointed chain under zero electric field. In panels (c) and (d) the symbols are results from Monte Carlo simulations – $F_z l/k_B T = 0.1$ cyan squares, $F_z l/k_B T = 0.5$ red stars, $F_z l/k_B T = 1$ magenta circles. In panels (e) and (f) the symbols are results of Monte Carlo simulations – $F_z l/k_B T = 2.5$ magenta circles, $F_z l/k_B T = 5$ green squares and $F_z l/k_B T = 10$ red stars.
Figure 3. Stretch $\lambda_z$ and polarization $P_z$ for various values of $F_z$ and $E_z$ obtained from differentiating the free energy in eqn. (5.13). We assume $N = 100$, $K_1 = 0$, $K_2 = 1$ and $k_B T = 1$ for all panels. The lines are results of analytical formulae eqn. (5.15) and eqn. (5.14). In panels (a) and (b) the symbols are results from Monte Carlo simulations – $E_z = 5$ green stars, $E_z = 7.5$ red squares, $E_z = 10$ blue circles. The dashed line in panel (a) is the prediction of the FJC formula which assumes zero electric field.

Neglecting terms higher than linear order in $y$ in the square brackets, we write this as

$$Z_1 = \left[ 1 + \frac{(F_{z y}^2 + F_{y z}^2)}{4k_B T^2} \right] \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \int_{-1}^{1} \exp \left( -\frac{-K_1 + K_2 E_z^2 y^2 + F_z l y}{k_B T} \right) dy$$

Integrating out $y$ we get

$$Z_1 = \left[ 1 + \frac{(F_{z y}^2 + F_{y z}^2)}{4k_B T^2} \right] \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \frac{1}{2E_z} \sqrt{\frac{2\pi k_B T}{-K_1 + K_2}} \exp \left( -\frac{F_z l^2}{2k_B T E_z^2 (K_1 - K_2)} \right) \times \left[ \text{erfi} \left( \frac{1}{E_z} \sqrt{\frac{k_B T}{2(K_1 - K_2)}} \left[ \frac{(K_1 - K_2) E_z^2 - F_z l}{k_B T} \right] \right) + \text{erfi} \left( \frac{1}{E_z} \sqrt{\frac{k_B T}{2(K_1 - K_2)}} \left[ \frac{(K_1 - K_2) E_z^2 + F_z l}{k_B T} \right] \right) \right].$$

The free energy is, then

$$G(F, E, T) = -\frac{N K_2 E_z^2}{2} - N k_B T \log \left[ 1 + \frac{l^2 (F_{z x}^2 + F_{x z}^2)}{4k_B T^2} \right] + \frac{N k_B T}{2} \log \left( \frac{K_1 - K_2}{2\pi k_B T} \right) + \frac{N F_z l^2}{2(K_1 - K_2) E_z^2}$$

$$- N k_B T \log \left[ \text{erfi} \left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T}} \right) + \frac{F_z l}{\sqrt{2k_B T \sqrt{K_1 - K_2 E_z}}} \right] + \text{erfi} \left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T}} + \frac{F_z l}{\sqrt{2k_B T \sqrt{K_1 - K_2 E_z}}} \right).$$
By differentiation, the stretch $\lambda_z$ is

$$
\lambda_z = -\frac{F_z l}{(K_1 - K_2)E_z^2} + \sqrt{\frac{2k_B T}{\pi(K_1 - K_2)E_z^2}} \times 
\left[ -\exp\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) + \exp\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) \right] 
\left[ \text{erfi}\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) + \text{erfi}\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) \right].
$$

(5.21)

The polarization $P_z$ is

$$
P_z = NK_2 E_z - \frac{N k_B T}{E_z} + \frac{N F_z^2 l^2}{(K_1 - K_2)E_z^3} 
+ N \sqrt{2k_B T(K_1 - K_2)} \sqrt{\pi} \exp\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) + \exp\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) \right] 
\left[ \text{erfi}\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) + \text{erfi}\left( \frac{\sqrt{K_1 - K_2 E_z}}{\sqrt{2k_B T K_1 - K_2 E_z}} \right) \right].
$$

(5.22)

These expressions agree quite well with our Monte Carlo results for $\lambda_z$ and $P_z$ over a broad range of $E_z$ for $\frac{F_z l}{k_B T} \leq 2$ as shown in figure 4. From figure 4(a) it can be seen that when $K_2 < K_1$ and $E_z \neq 0$ the stretches $\lambda_z$ are all more than those predicted by the FJC formula (which assumes $E = 0$). This is the opposite of what we saw in figure 2(a) which assumed $K_1 < K_2$. The analytical formulae match the Monte Carlo data for $E_z \leq 2$ over a broad range of $F_z$. For higher $E_z = 5, 10$ the formulae match our Monte Carlo results for $\lambda_z$ and $P_z$ for $\frac{F_z l}{k_B T} \leq 2$ and $\frac{F_z l}{k_B T} > 15$, but not for intermediate $F_z$.

We will now use a different approach to compute the partition function from eqn.(5.18) when the electric field $E_z$ is strong. Note that the energy minima are near $\theta = 0$ and $\theta = \pi$, so the link points in the direction of the electric field (positive $z$ direction) or opposite to it. This reminds us of the one-dimensional model of the FJC in which each link could point to the left or to the right, but no other direction in between. In this case the partition function eqn.(5.18) reduces to the following discrete sum (rather than an integral) approximately:

$$
Z_1 = \left[ 1 + \frac{(F_x^2 + F_y^2)^2}{4k_B T^2} \right] \left( \exp\left( \frac{K_1 E_z^2 + F_z l}{k_B T} \right) + \exp\left( \frac{K_1 E_z^2 - F_z l}{k_B T} \right) \right).
$$

(5.24)

Hence, the approximate Gibbs free energy is:

$$
G(F, E, T) = -N \frac{K_1}{2} E_z^2 - N k_B T \log \left[ 1 + \frac{(F_x^2 + F_y^2)^2}{4k_B T^2} \right] - N k_B T \log \left( 2 \cosh\left( \frac{F_z l}{k_B T} \right) \right).
$$

(5.25)
Figure 4. Stretch $\lambda_z$ and polarization $P_z$ for various values of $F_z$ and $E_z$ obtained from differentiating the free energy in eqn. (5.20). We assume $N = 100, K_1 = 1, K_2 = 0$ and $k_B T = 1$ for all panels. The lines are results of analytical formulae eqn.(5.21) and eqn. (5.22). In panels (a) and (b) the symbols are results from Monte Carlo simulations – $E_z = 1$ magenta circles, $E_z = 1.5$ cyan squares, $E_z = 2$ red stars. The blue dashed line in panel (a) is the force-stretch relation of the freely jointed chain under zero electric field. In panels (c) and (d) the symbols are results from Monte Carlo simulations – $F_z/k_B T = 0.1$ cyan squares, $F_z/k_B T = 0.5$ red stars, $F_z/k_B T = 1$ magenta circles. In panels (e) and (f) the symbols are results from Monte Carlo simulations – $F_z/k_B T = 2.5$ green circles, $F_z/k_B T = 5$ blue stars, $F_z/k_B T = 10$ cyan diamonds.
By differentiation we can get the following simple expressions for the stretches and polarizations:

\[
\lambda_x = \frac{F_x l}{2k_B T \left( 1 + \frac{F_x^2 + F_z^2}{4k_B T^2} \right)}, \quad \lambda_y = \frac{F_y l}{2k_B T \left( 1 + \frac{F_y^2}{4k_B T^2} \right)}, \quad \lambda_z = \tanh \left( \frac{F_z l}{k_B T} \right),
\]

\[
P_x = 0, \quad P_y = 0, \quad P_z = NK_1 E_z.
\]

The results of these formulae appear in figure 5 for \(E_z = 5, 7.5, 10\) and \(\frac{F_z l}{k_B T} \leq 1\). It is apparent that for large values of \(E_z\) the curve for \(\lambda_z\) vs. \(\frac{F_z l}{k_B T}\) is independent of \(E_z\) in eqn. (5.26) as well as the Monte Carlo simulations. Eqn. (5.27) overpredicts the \(P_z\) compared to the Monte Carlo simulations, but the estimate gets better as \(E_z\) increases.

c. **Case 1c:** In many applications of dielectric polymers the electric field is perpendicular to the direction of stretching of the chains. Yet, in the previous two cases we focused primarily on the situation when the electric field and force are aligned with each other. We could account for the situation in which the electric field and force are perpendicular to each other by setting \(E_z \neq 0\), \(F_z = 0\) and \(F_x \neq 0\) (and/or \(F_y \neq 0\)) then eqn. (5.11) and eqn. (5.23) showed that the stretches \(\lambda_x\) and \(\lambda_y\) are independent of the electric field. However, our Monte Carlo simulations have shown that when \(F_z = 0\) and \(F_x \neq 0\) the curve of \(\lambda_x\) vs. \(F_x\) is affected by \(E_z\). Our analysis in cases 1a and 1b does not capture this effect of \(E_z\) on \(\lambda_x\) because we neglected the \(y^2\) term from the expansion of the Bessel function \(I_0\) in our computation of the partition function. We did so for analytical convenience since otherwise the expressions are lengthy. We can improve our estimates of \(\lambda_x\) in the special case of \(F_z = 0\) by performing a simple calculation to show the affect of \(E_z\) on the curve of \(\lambda_x\) vs. \(F_x\). When \(K_1 < K_2\), \(F_z = 0\) and we do not neglect the \(y^2\) term from \(I_0\) the integral for the

---

Figure 5. Stretch \(\lambda_z\) and polarization \(P_z\) for various values of \(F_z\) and \(E_z\) obtained from differentiating the free energy in eqn. (5.25). We assume \(N = 100\), \(K_1 = 1\), \(K_2 = 0\) and \(k_B T = 1\) for all panels. The lines are results of analytical formulae eqn. (5.26) and eqn. (5.27). In panels (a) and (b) the symbols are results from Monte Carlo simulations – \(E_z = 5\) green stars. \(E_z = 7.5\) red squares, \(E_z = 10\) blue circles. The dashed line in panel (a) is the prediction of the FJC formula which assumes zero electric field.
The polarization function is:

\[ Z_1 = \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \left[ 1 + \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \right] \int_{-1}^{1} \exp \left( -\frac{(K_1 + K_2)E_z^2y^2}{2k_B T} \right) dy \]

where we have used \( y = \sin \alpha \). Now carrying out the integrals we get

\[ Z_1 = \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \left[ 1 + \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \right] \frac{1}{E_z} \sqrt{\frac{2\pi k_B T}{K_2 - K_1}} \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_B T}} \right) \]

\[ -\frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \left[ \frac{1}{E_z} \sqrt{\frac{2\pi k_B T}{K_2 - K_1 (K_2 - K_1)E_z^2}} \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_B T}} \right) \right] \]

\[ -\exp \left( -\frac{(K_2 - K_1)E_z^2}{2k_B T} \right) \frac{2k_B T}{(K_2 - K_1)E_z} \left( 5.28 \right) \]

So, the free energy is

\[ G(F, E, T) = -\frac{K_2 E_z^2}{2} - k_B T \log \left[ 1 + \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \right] \frac{1}{E_z} \sqrt{\frac{2\pi k_B T}{K_2 - K_1}} \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_B T}} \right) \]

\[ -\frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \left[ \frac{1}{E_z} \sqrt{\frac{2\pi k_B T}{K_2 - K_1 (K_2 - K_1)E_z^2}} \text{erf} \left( \frac{\sqrt{K_2 - K_1}E_z}{\sqrt{2k_B T}} \right) \right] \]

\[ -\exp \left( -\frac{(K_2 - K_1)E_z^2}{2k_B T} \right) \frac{2k_B T}{(K_2 - K_1)E_z} \left( 5.29 \right) \]

The polarization \( P_z = -\frac{\partial G}{\partial E_z} \) and \( \lambda_x = -\frac{\partial G}{\partial F_x} \). We set \( q = E_z \sqrt{\frac{K_2 - K_1}{2k_B T}} \), then the stretch and polarization are:

\[ \lambda_x = 1 + \frac{l}{2k_B T} \frac{\sqrt{\pi}}{q} \text{erf}(q) - \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \frac{\sqrt{\pi}}{q^2} \text{erf}(q) \left( 5.30 \right) \]

\[ P_z = K_2 E_z + \frac{\sqrt{k_B T(K_2 - K_1)}}{\sqrt{2}} \left[ 1 + \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \right] \frac{\sqrt{\pi}}{q} \text{erf}(q) - \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \frac{\sqrt{\pi}}{q^2} \text{erf}(q) - \frac{\exp(-q)}{q^2} \left( 5.31 \right) \]

This shows that \( E_z \) affects the \( \lambda_x \) vs. \( F_x \) curve. The result of these formulae agrees very well with Monte Carlo simulations for \( K_2 > K_1 \) when \( \frac{F_x l}{k_B T} < 1 \) and \( E_z \leq 2 \) for both \( \lambda_x \) and \( P_z \) vs. \( \frac{F_x l}{k_B T} \) as shown by the black curves in figure 6(a) and (b) for \( E_z = 2 \). Since we have expanded the Bessel function \( I_0 \) assuming \( l \frac{F_x^2 + F_y^2}{k_B T} \) we do not expect the above approximation to hold for large values of \( F_x \) (results not shown). To examine how these formulae perform at high \( E_z \) we refer the reader to the green curves in
This shows that figure 6(c) and (d). Panel (c) shows good agreement of eqn. (5.31) with Monte Carlo simulations only for $\frac{F_x l}{k_B T} \leq 1$ when $E_z = 10$. Panel (d) shows that the polarization predicted by eqn. (5.32) agrees with Monte Carlo simulations for small forces; however, since the polarization does not change much for larger forces eqn. (5.32) is predictive for larger $F_x$ too.

When $K_2 < K_1$ and $F_z = 0$ and $F_x \neq 0$ we can once again show the effect of $E_z$ on the $\lambda_x$ vs. $F_x$ curve by computing a partition function as follows:

$$Z_1 = \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \left[ 1 + \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \right] \frac{1}{E_z} \left[ \frac{2\pi k_B T}{K_1 - K_2} \right] \text{erfi} \left( \frac{\sqrt{K_1 - K_2} E_z}{\sqrt{2k_B T}} \right)$$

$$- \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \left[ - \frac{1}{E_z} \sqrt{\frac{2\pi k_B T}{K_1 - K_2}} \frac{k_B T}{(K_1 - K_2) E_z} \text{erfi} \left( \frac{\sqrt{K_1 - K_2} E_z}{\sqrt{2k_B T}} \right) \right]$$

$$+ \exp \left( \frac{(K_1 - K_2) E_z^2}{2k_B T} \right) \frac{2k_B T}{(K_1 - K_2) E_z^2} \right] \right] \right)$$

(5.33)

where this time $K_1 > K_2$, so that the argument of the exponentials above is positive. Now carrying out the integrals we get

$$Z_1 = \exp \left( \frac{K_2 E_z^2}{2k_B T} \right) \left[ 1 + \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \right] \frac{1}{E_z} \left[ \frac{2\pi k_B T}{K_1 - K_2} \right] \text{erfi} \left( \frac{\sqrt{K_1 - K_2} E_z}{\sqrt{2k_B T}} \right)$$

$$- \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \left[ - \frac{1}{E_z} \sqrt{\frac{2\pi k_B T}{K_1 - K_2}} \frac{k_B T}{(K_1 - K_2) E_z} \text{erfi} \left( \frac{\sqrt{K_1 - K_2} E_z}{\sqrt{2k_B T}} \right) \right]$$

$$+ \exp \left( \frac{(K_1 - K_2) E_z^2}{2k_B T} \right) \frac{2k_B T}{(K_1 - K_2) E_z^2} \right] \right)$$

(5.34)

So, the free energy is

$$G(F, E, T) = -\frac{K_2 E_z^2}{2} - k_B T \log \left[ 1 + \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \right] \frac{1}{E_z} \left[ \frac{2\pi k_B T}{K_1 - K_2} \right] \text{erfi} \left( \frac{\sqrt{K_1 - K_2} E_z}{\sqrt{2k_B T}} \right)$$

$$- \frac{l^2}{4k_B T^2} (F_x^2 + F_y^2) \left[ - \frac{1}{E_z} \sqrt{\frac{2\pi k_B T}{K_1 - K_2}} \frac{k_B T}{(K_1 - K_2) E_z} \text{erfi} \left( \frac{\sqrt{K_1 - K_2} E_z}{\sqrt{2k_B T}} \right) \right]$$

$$+ \exp \left( \frac{(K_1 - K_2) E_z^2}{2k_B T} \right) \frac{2k_B T}{(K_1 - K_2) E_z^2} \right] \right)$$

(5.35)

The polarization $P_z = -\frac{\partial G}{\partial E_z}$ and $\lambda_x = -\frac{\partial G}{\partial F_x}$. We set $q = \frac{E_z \sqrt{K_1 - K_2}}{\sqrt{2k_B T}}$, then the stretch and polarization are:

$$\lambda_x = \frac{1}{2} F_z \frac{l}{k_B T} \left[ \frac{\sqrt{\pi}}{q} \text{erfi}(q) + \frac{\sqrt{\pi}}{2q} \text{erfi}(q) - \frac{1}{q} \exp(q^2) \right]$$

(5.36)

$$P_z = K_2 E_z + \frac{k_B T (K_1 - K_2)}{\sqrt{2}} \left[ \frac{\sqrt{\pi}}{q} \text{erfi}(q) - \frac{3}{q} \exp(q^2) \right]$$

(5.37)

This shows that $E_z$ affects the $\lambda_x$ vs. $F_x$ curve. The result of these formulae agrees very well with Monte
Figure 6. Stretch $\lambda_x$ and polarization $P_z$ for various values of $F_x$ and $E_z$ obtained from differentiating the free energies in eqn. (5.30) and eqn. (5.35). We take $N = 100$, $k_B T = 1$ and consider both cases, $K_1 = 0$, $K_2 = 1$ and $K_1 = 1$, $K_2 = 0$. The lines are results of analytical formulae eqn.(5.31), eqn.(5.32), eqn. (5.36) and eqn. (5.37). In panels (a) and (b) the symbols are results from Monte Carlo simulations with $E_z = 2$ and in panels (c) and (d) with $E_z = 10$. The dashed lines in panels (a) and (c) are the predictions of the FJC formula which assumes zero electric field.

Carlo simulations for $K_1 > K_2$ when $\frac{F_x l}{k_B T} < 1$ and $E_z \leq 2$ for both $\lambda_x$ and $P_z$ vs. $\frac{F_x l}{k_B T}$ as shown by the magenta curves in figure 6(a) and (b) for $E_z = 2$. Since we have expanded the Bessel function $I_0$ assuming small $\frac{l \sqrt{F_x^2 + F_y^2}}{k_B T}$ we do not expect the above approximation to hold for large values of $F_x$ (results not shown). Nonetheless, at high $E_z$ they perform well over a broad range of $\frac{F_x l}{k_B T}$ as seen from the magenta curves in figure 6(c) and (d) for $E_z = 10$.

5.B. Large force

a. **Case 2a:** When the force $F$ is very large then it could be more convenient to assume that the $z$-axis is aligned with the force, so the potential energy of the applied force on a link is

$$V_{mech} = -F l \cos \theta,$$

(5.38)
where \( l \) is the length of the link. The total energy which will enter the partition sum for a single link is

\[
V(\theta, \phi) = V_{\text{elec}} + V_{\text{mech}} = - \frac{K_1 - K_2}{2} (E_x \sin \theta \cos \phi + E_y \sin \theta \sin \phi + E_z \cos \theta)^2 \\
- \frac{K_2}{2} (E_x^2 + E_y^2 + E_z^2) - Fl \cos \theta.
\]

(5.39)

Consider the case when \( F \) is very large so that \( V_{\text{mech}} \) is much larger than \( V_{\text{elec}} \). Then, for fixed \( \phi \), \( \exp(-V(\theta, \phi)) \) will be largest near \( \theta = 0 \) and decrease as \( \theta \rightarrow \pi \). So, we will approximate \( \cos \theta \approx 1 - \frac{\theta^2}{2} \) and \( \sin \theta \approx \theta \) near \( \theta = 0 \). We will now re-write \( V(\theta, \phi) \) under the assumption that terms higher order than \( \theta^2 \) can be neglected. Then, the energy takes the following form

\[
V(\theta, \phi) = A(\phi)\theta^2 + B(\phi)\theta + C(\phi),
\]

(5.40)

where

\[
A = \frac{Fl}{2} - \frac{K_1 - K_2}{2} \left[ E_x \cos^2 \phi + E_y \sin^2 \phi + 2E_x E_y \sin \phi \cos \phi \right] + \frac{(K_1 - K_2)E_z^2}{2},
\]

(5.41)

\[
B = -(K_1 - K_2) \left( E_x E_z \cos \phi + E_y E_z \sin \phi \right),
\]

(5.42)

\[
C = -Fl - \frac{K_2}{2} (E_x^2 + E_y^2) - \frac{K_1}{2} E_z^2.
\]

(5.43)

Now we can integrate out \( \theta \) in the partition sum eqn. (3.1) using Gaussian integrals as follows.

\[
Z_1 = \int_{0}^{2\pi} \int_{0}^{\pi} \exp \left( -\frac{A(\phi)\theta^2 + B(\phi)\theta + C(\phi)}{k_B T} \right) \theta \, d\theta \, d\phi
\]

\[
\approx \int_{0}^{2\pi} \int_{0}^{\infty} \exp \left( -\frac{A(\phi)\theta^2 + B(\phi)\theta + C(\phi)}{k_B T} \right) \theta \, d\theta \, d\phi
\]

\[
= \int_{0}^{2\pi} \frac{1}{4A^{3/2}(\phi)} \exp \left( -\frac{C}{k_B T} \right) \left( 2k_BT \sqrt{A(\phi)} - \sqrt{\pi k_B T} B(\phi) \exp \left( \frac{B^2(\phi)}{4A(\phi)k_B T} \right) \right) \, d\phi
\]

The last integral over \( \phi \) is a one dimensional integral, but it is difficult and must be done numerically. If we assume \( B(\phi) \ll A(\phi) \), because \( F \) is large, then the second term in the parentheses in the integrand will be negligible in comparison to the first. In that case \( Z_1 \) simplifies to

\[
Z_1 = \frac{k_B T}{2} \exp \left( -\frac{C}{k_B T} \right) \int_{0}^{2\pi} \frac{Fl}{2} - \frac{K_1 - K_2}{2} (E_x \cos \phi + E_y \sin \phi)^2 + \frac{(K_1 - K_2)E_z^2}{2}
\]

\[
= \frac{k_B T}{2} \exp \left( -\frac{C}{k_B T} \right) \frac{2\pi}{\sqrt{\frac{Fl}{2} + \frac{(K_1 - K_2)E_z^2}{2}}} \sqrt{\frac{Fl}{2} + \frac{(K_1 - K_2)(E_x^2 + E_y^2 - E_z^2)}{2}}
\]

(5.44)

The free energy is \( G(F, E_x, E_y, E_z, T) = -Nk_BT \log Z_1 \), and it is given by

\[
G(F, E_x, E_y, E_z, T) = -N \left( Fl + \frac{K_2}{2} (E_x^2 + E_y^2) + \frac{K_1}{2} E_z^2 \right) - Nk_B T \log \pi k_B T
\]

\[
+ \frac{Nk_B T}{2} \log \left[ \frac{Fl}{2} + \frac{(K_1 - K_2)E_z^2}{2} \right] + \frac{Nk_B T}{2} \log \left[ \frac{Fl}{2} + \frac{(K_1 - K_2)(E_x^2 - E_y^2)}{2} \right].
\]

(5.45)
The above expression for $G(F, E_x, E_y, E_z, T)$ is transversely isotropic with $z$-axis as the symmetry axis. Let us now differentiate it and get various other quantities. The polarizations are:

$$P_x = -\frac{\partial G}{\partial E_x} = N K_2 E_x + N k_B T \left[ \frac{(K_1 - K_2)E_x}{Fl + (K_1 - K_2)(E_x^2 - E_y^2)} \right],$$  \hspace{1cm} (5.46)

$$P_y = -\frac{\partial G}{\partial E_y} = N K_2 E_y + N k_B T \left[ \frac{(K_1 - K_2)E_y}{Fl + (K_1 - K_2)(E_y^2 - E_x^2)} \right],$$  \hspace{1cm} (5.47)

$$P_z = -\frac{\partial G}{\partial E_z} = N K_1 E_z - N k_B T \left[ \frac{(K_1 - K_2)E_z}{Fl + (K_1 - K_2)E_z^2} - \frac{N k_B T}{Fl + (K_1 - K_2)(E_z^2 - E_x^2 - E_y^2)} \right].$$  \hspace{1cm} (5.48)

The end-to-end distance is:

$$\langle z \rangle = -\frac{\partial G}{\partial F} = N l - \frac{N l k_B T}{4} \left[ \frac{1}{\frac{Fl}{2} + \frac{(K_1 - K_2)E_z^2}{2}} + \frac{1}{\frac{Fl}{2} + (K_1 - K_2)(E_z^2 - E_x^2 - E_y^2)} \right].$$  \hspace{1cm} (5.49)

so that,

$$\lambda_z = \frac{\langle z \rangle}{L} = 1 - \frac{k_B T}{2} \left[ \frac{1}{\frac{Fl}{2} + \frac{(K_1 - K_2)E_z^2}{2}} + \frac{1}{\frac{Fl}{2} + (K_1 - K_2)(E_z^2 - E_x^2 - E_y^2)} \right],$$  \hspace{1cm} (5.50)

where we denote the stretch $\lambda_z$ because the force is $F = F_{ez}$. The stretches and polarizations obtained using the above formulae match quite well with data from our Monte Carlo simulations when $F_z$ is large and $E_z$ is small as shown in figure 7. When $E = 0$, then we get the familiar result $\lambda_z = 1 - \frac{k_B T}{Fl}$. Recall that for a FJC the force-extension relation is $\lambda = \coth \left( Fl/k_B T \right) - k_B T / Fl = L \left( Fl/k_B T \right)$, the Langevin function. $\coth(x) \to 1$ as $x \to \infty$ in agreement with our result for large $F_z$. Thus, it is not surprising that the force-stretch curve for small $E_z$ is close to the FJC result.

b. Case 2b: In the case when the force $F$ and the electric field $E$ are perpendicular to each other, say $F_x \neq 0, F_y = F_z = 0$ and $E_x = E_y = E_z = 0$, then

$$\lambda_x = 1 - \frac{k_B T}{2} \left[ \frac{1}{\frac{Fl}{2} - (K_1 - K_2)E_z^2} \right],$$  \hspace{1cm} (5.51)

$$P_x = N K_2 E_x + N k_B T \left[ \frac{(K_1 - K_2)E_x}{Fl - (K_1 - K_2)E_z^2} \right].$$  \hspace{1cm} (5.52)

In figure 8 we plot the results of these formulae with $x$ and $z$ switched because that is how the Monte Carlo simulations were performed. In other words, the force is along the $x$-direction and the electric field is along the $z$-direction. The $\lambda_x$ vs. $F_x$ and $P_x$ vs. $F_x$ curves match the Monte Carlo data quite well for large $F_x/k_B T$ ($> 6$) at $E_z = 1, 2$. As $E_z$ becomes large the estimates from the analytical formulae get worse because these expressions assume that the electric field is small.

Before moving on, we acknowledge instances in which the analytical and Monte Carlo results exhibit some disparity, and mention the potential of another approach to the statistical mechanics problem considered in this work. In the absence of dipole-dipole interactions, the integrals for the ensemble averages (e.g. end-to-end vector, net chain dipole, etc.) can be simplified to integration in 2 dimensions. As a result, numerical quadrature is a tenable choice for performing the integration. In particular, the trapezoidal rule has been shown to converge rapidly for the integration of periodic, analytic functions [100]. In appendix A, we generate limited results of ensemble averages using the trapezoidal rule as a means for 1) briefly probing
its suitability for statistical mechanics problems similar to the one considered in this work and 2) as a means of determining which approach—the analytical or Monte Carlo—may be more or less correct in some of the few instances in which there are disparity in their results.

5.C. Special case: Aligned electric field and force

Before moving on, we consider the special case of both the electric field and force being aligned, as it allows us to evaluate the partition function exactly. Once again, we take the $z$-direction along the electric field. Then, the partition function takes the simplified form:

$$Z_1 = 2\pi \exp \left( \frac{E^2 K_2}{2k_B T} \right) \int_0^\pi \exp \left( -\frac{1}{2} \frac{E^2 (K_2 - K_1) \cos^2 \theta - F I \cos \theta}{kT} \right) \sin \theta \, d\theta$$

(5.53)

which is axisymmetric and, hence, can be evaluated exactly:

$$Z_1 = \pi^{3/2} \exp \left( \frac{E^2 K_2}{2k_B T} + \frac{F^2 l^2}{4Ek_B T} \right) \sqrt{\frac{k_BT}{E}} \left( \text{erf} \left( \frac{2\tilde{E} + Fl}{2\sqrt{Ek_B T}} \right) + \text{erf} \left( \frac{2\tilde{E} - Fl}{2\sqrt{Ek_B T}} \right) \right)$$

(5.54)
Figure 8. Stretch $\lambda_x$ and polarization $P_z$ for various values of $F_x$ and $E_z$ obtained from eqn. (5.51) and eqn. (5.52). Note that $x$ and $z$ are switched in the figure because it was assumed in the Monte Carlo simulations that the force was along $x$ and the electric field was along the $z$-direction. We take $N = 100$, $k_B T = 1$ and consider both cases, $K_1 = 0$, $K_2 = 1$ and $K_1 = 1$, $K_2 = 0$. The lines are results of analytical formulae. In panels (a) and (b) the symbols are results from Monte Carlo simulations with $E_z = 1$ and in panels (c) and (d) with $E_z = 2$. The dashed line in panel (c) is the prediction of the FJC formula which assumes zero electric field.

where, for convenience, we have made the definition $\tilde{E} := E^2 (K_2 - K_1) / 2$. Next, the chain stretch in the $z$-direction is given by

$$
\lambda = \frac{F l}{2 \tilde{E}} + \frac{\exp \left( -\frac{(2 \tilde{E} + F l)^2}{4 k_B T} \right) \left( \exp \left( \frac{2 F l}{k_B T} \right) - 1 \right) \sqrt{k_B T}}{\pi \tilde{E} \sqrt{4 k_B T}}
$$

(5.55)

We can obtain the compliance of the chain by taking $\partial \lambda / \partial F$. However, this expression is quite complicated. To probe the chain compliance in the limit of small force $^{10}$, we perform a Taylor expansion of (5.55) about $F = 0$ and obtain:

$$
\lambda = \frac{F l}{2 \tilde{E}} \left( 1 - \frac{2 \sqrt{\tilde{E}} \exp \left( -\frac{\tilde{E}}{k_B T} \right)}{\sqrt{\pi k_B T} \exp \left( \frac{\tilde{E}}{k_B T} \right)} \right) + O \left( F^2 \right)
$$

(5.56)

$^{10}$ One may wonder why it was necessary to evaluate the partition function exactly if we eventually intended to expand its solution in a small parameter. However, as seen in previous works on dielectric polymer chains [52], there are important differences between using an approximate formulation before ensemble averaging and making approximations after ensemble averaging.
Neglecting higher order terms (i.e. $O(F^2)$), we can easily obtain the small force compliance:

$$c = \frac{\partial \lambda}{\partial F} = \frac{l}{2E} \left( 1 - \frac{2\sqrt{E} \exp \left( -\frac{E}{k_BT} \right)}{\sqrt{\pi k_BT} \operatorname{erf} \left( \sqrt{\frac{E}{k_BT}} \right)} \right).$$

(5.57)

We now consider the compliance in various limits:

1. When $\tilde{E} \to 0$, we recover the (small force) compliance for the classical FJC:

$$c \to \frac{l}{3k_BT}.$$  

(5.58)

The compliance diverges as $k_BT \to 0$ which is characteristic of a second-order phase transition [101]. For the Ising model, the order parameter is magnetism (i.e. average magnetic moment). When $k_BT \to 0$, all the magnetic dipoles want to be aligned either up or down. A magnetism of zero is an unstable equilibrium when the applied magnetic field is zero. There needs to be a small perturbation in the applied magnetic field, either up or down, for the system to magnetize. In this case, the magnetic susceptibility is diverging. Similarly, for the classical FJC, $\lambda = 0$ is an unstable equilibrium when $F = 0$. We need a small perturbation in the force and then we have a jump, in that direction, to a fully stretched chain. It is also useful to consider why collective behavior occurs in either case. For the Ising model, collective behavior emerges because magnetic dipoles interact with their neighbors. For the FJC, collective behavior emerges from a different kind of interaction; instead, collective behavior occurs because tension is transmitted through the chain for any finite force. In contrast to a nearest neighbor interaction, it is a kind of global, mechanical interaction.

2. Interestingly, when $\tilde{E} \to -\infty$ (i.e. $K_2 > K_1$ and $E \to \infty$), the compliance takes the form

$$c \to \frac{l}{k_BT}.$$  

(5.59)

We see here that again the compliance diverges, but it does so 3 times more rapidly than in the $\tilde{E} \to 0$ limit. This has a nice geometric interpretation to it. In the limit of $\tilde{E} \to -\infty$, the electrical potential energy landscape has infinitely deep wells at $\hat{n} = \hat{E}$ and $\hat{n} = -\hat{E}$, so that, effectively, the links only have a single degree of freedom. They can either be in the field direction or opposite the field direction. The dimensionality of the system, in a certain sense, has been reduced from 3D to 1D; hence the compliance diverging 3 times more rapidly as $k_BT \to 0$.

3. For any finite $\tilde{E} > 0$ (i.e. $K_2 > K_1$ and $E \neq 0$), the compliance takes the form

$$c \to \frac{l}{2}$$  

(5.60)

in the limit $k_BT \to 0$. Thus, in this case, a phase transition does not occur, even in the limit of zero temperature. This can be understood by considering that, when $K_2 > K_1$, links prefer to be orthogonal to the field direction which, by assumption, is also the direction of the applied force. So although the chain no longer has an entropic stiffness, there is a stiffness induced by the electric field which keeps the compliance from diverging. We remark that, while the case of $F$ orthogonal to $E$ and $K_2 > K_1$ cannot be investigated by exactly evaluating the partition function, the results of this section suggest that this case would also exhibit a second-order phase transition where, if $\tilde{E} \to \infty$, the compliance diverges as $l/2k_BT$.

The link flipping algorithm outlined in Section 4.C performs well even as the system approaches $\tilde{E} \to -\infty$. However, we suspect that the MCMC simulations exhibited poor convergence when $K_1 > K_2$, the
electric field was large, the applied force was large, and the electric field and force were orthogonal, or nearly orthogonal, to each other, because of a kind of symmetry-breaking that occurs as the magnitude of the force increases. It is possible that this is a sign of the emergence of a first-order phase transition; however, analyzing this case presents a formidable challenge and is left for future work. It is interesting that phase transitions occur at all, and illustrate the complexity of the thermodynamics of dielectric polymer chains, given that we have neglected dipole-dipole interactions. The influence of dipole-dipole interactions is also a topic the authors intend to explore in future work.

6. Thermodynamic limit and comparison of with end-to-end vector ensemble

One of the motivations in investigating the fixed force ensemble for dielectric polymer chains was to make a comparison with previous results in the fixed end-to-end vector ensemble so as to probe the existence and qualities of the thermodynamic limit; that is, the limit in which the differences in behavior between the two ensembles becomes negligible. For polymer chains in the absence of pairwise interactions or interactions with external fields (e.g., electromagnetic fields), the differences between the end-to-end vector and force ensembles are negligible in the long chain limit [69, 71]–which Treloar [69] shows to be \( N \geq 100 \). It is not clear, however, whether the differences between the ensembles at \( N \geq 100 \) are still negligible when the monomers of the chains are interacting with an electric field. Unfortunately, the equations for the statistical mechanics of the dielectric polymer chain make it difficult, if not impossible, to evaluate the partition function exactly in either ensemble; and, further, different approximations are more or less appropriate in either case. It is difficult then to determine–when there are differences between the two ensembles–whether or not the differences are physically meaningful or a consequence of choice of approximation. For these reasons, a general quantitative comparison between the two ensembles is beyond reach. However, we can be confident that when there are notable phenomena that the two ensembles share that they are physically relevant and a qualitative feature of dielectric chains in the thermodynamic limit. Along these lines, we compare the two ensembles at \( N = 100 \) and note the following similarities:

1. The free energy is a transversely isotropic function of its arguments. For the fixed force ensemble, the free energy depends on \( E \cdot E, E \cdot F, \) and \( F \cdot F \). Similarly, for the fixed end-to-end vector ensemble, the free energy is a function of \( E \cdot E, E \cdot r, \) and \( r \cdot r \) [58].

2. The polymer stiffness depends on \( |E| \) and the direction of the applied force relative to the electric field in the force ensemble; and its stiffness depends on \( |E| \), and the direction of end-to-end vector relative to the electric field in the end-to-end ensemble. For \( K_2 > K_1 \), chains become more stiff with increasing \( |E| \) when forced or stretched in the field direction (see Figure 2 or Figure 9). For \( K_1 > K_2 \), chains become less stiff with increasing \( |E| \) when forced or stretched in the field direction (see Figure 4 or Figure 9). This occurs because, for \( K_2 > K_1 \), when \( \hat{n} \) is in the direction of the electric field, the link is in a (local) maximum electrical energy state; and, for \( K_1 > K_2 \), when \( \hat{n} \) is in the direction of the electric field, the link is in a (local) minimum electrical energy state. Therefore, an electric-field-induced symmetry breaking of the (otherwise isotropic) chain stiffness is a feature of dielectric chains regardless of ensemble choice and, consequently, a feature of the thermodynamic limit. For dielectric elastomer networks, this symmetry breaking is an important component for intrinsic electrostriction [52].

Beyond qualitative agreement, Figure 9 shows an excellent quantitative agreement between the two ensembles regarding the force-stretch relationship for \( |E| \sqrt{|K_1 - K_2|/k_B T} = \frac{1}{2}, 1, \) and 2; and for both cases: \( K_1 < K_2 \) (a) and \( K_1 > K_2 \) (b). We remark that the agreement is poor however when \( K_1 > K_2 \) and \( |E| \sqrt{|K_1 - K_2|/k_B T} < 1 \), as the approximate expression for the force ensemble can suffer from numerical instabilities in this regime. Similarly, the agreement is poor when \( K_1 > K_2 \) and \( |E| \sqrt{|K_1 - K_2|/k_B T} \geq 5 \), as the approximate expression for the end-to-end vector ensemble begins to produce nonphysical results in this regime [58].

3. The chain polarization depends on the applied force (end-to-end vector) (see Figure 2.b and Figure 4.b)
Figure 9. Comparison of the force-stretch relationship as obtained by the force ensemble (solid lines) and end-to-end ensemble [58] (dashed lines) for $N = 100$, and $|E|/k_B T = 1, 2$ (magenta, green, and blue lines, respectively; the black dotted line shows the classical FJC result). (a) shows the $K_1 < K_2$ case and (b) shows the $K_1 > K_2$ case.

7. Conclusions

The primary accomplishment of this work is to provide new insights into the coupled electromechanical behavior of polymers. In contrast to top-down approaches that are based on developing continuum models based on experimental observations, our approach starts from discrete models at the scale of monomers and uses statistical mechanics to coarse-grain to the continuum scale. An important advance in this work is that it goes beyond the mean-field approximation that was used in prior approaches, e.g. [57, 58]. This was enabled through the use of a fixed chain force ensemble, rather than the dual fixed chain extension ensemble that was used in prior approaches. In addition, to compare the closed-form approximate expressions with numerical approaches, we develop a new adaptation of Monte Carlo (MC) methods inspired by ferromagnetic Ising model approaches. We highlight that all our closed-form predictions agree well with the MC simulations in the appropriate limits. Further, our results agree with the fixed chain extension ensemble in various qualitative aspects, as well as in those cases where quantitative comparison can be made.

Based on the new analysis and numerical strategies, we derive expressions for the stretch and polarization, that simplify to closed-form in the following regimes:

1. **The component of the force perpendicular to the field is small.** We consider the cases $K_1 < K_2$ and $K_2 < K_1$, with $K_1$ and $K_2$ the polarizability along and normal, respectively, to the monomer. We find that when $K_1 < K_2$, the chain stretches less in response to a force (or is less responsive to force) than a freely-jointed chain with zero electric field. When $K_2 < K_1$, the chain stretches more in response to a force (or is more responsive to force) than a freely-jointed-chain. This can be rationalized by noticing that the electric field tends to align the monomers normal to itself when $K_1 < K_2$, whereas the field tends to align the monomers parallel to itself when $K_2 < K_1$. In both
settings, we obtain closed-form expressions in the limit that an (appropriately nondimensionalized) electric field is much larger than the applied force.

2. **The electric field and the force are perpendicular.** This setting corresponds to the practically-important case of dielectric elastomers used in a typical actuation mode. We find that in this setting, chains composed of monomers with $K_2 < K_1$ are more responsive compared to monomers with $K_1 < K_2$. The reason is that both the electric field and the force work together to align the links normal to the field [32].

3. **The force is dominant over the electric field.** We find that $K_2 < K_1$ leads to a chain that is more responsive than the FJC case, and $K_1 < K_2$ leads to the opposite.

4. **The electric field and the force are aligned.** In this setting, we derive an exact expression for the stretch and an approximation for its stiffness. We show that if $K_1 > K_2$ the chain stiffness diverges when $k_B T \to 0$. We further demonstrate that if $K_2 > K_1$, the chain is stable under all loads. This analysis hints at the possibility that when $K_2 > K_1$, the stiffness diverges when the electric field is perpendicular to the force.

We finally highlight important limitations of our work, and the potential for future work to go beyond these limitations.

1. Our final results are not posed in terms of a standard free energy that can be directly used in continuum calculations. That is, we do not obtain an explicit (Helmholtz) free energy density as a function of the deformation gradient and polarization, that could then be used in solving boundary value problems at the continuum scale. Instead, our energy densities have as arguments the electric field and the force. In principle, these energy densities have the same information as the Helmholtz free energy density, and are dual to each other in a standard Legendre transform. However, performing a Legendre transform to obtain closed-form expressions is challenging, and an important goal for the future.

2. We neglect dipole-dipole interactions, following prior work [57, 58]. While this is justifiable in regimes in which the external applied field is large, it can potentially miss important physics. In particular, the dipole-dipole interactions make the problem highly nonlocal, which is challenging for analysis but could lead to rich physics.

3. The use of a fixed force ensemble has fewer kinematic constraints than the typical fixed chain extension ensemble. Therefore, it provides the possibility of better capturing potential instabilities and phase transformations. Exploring such instabilities could provide new strategies for nonlinear enhancement of the electromechanical coupling.
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**A. Trapezoidal rule**

In the absence of dipole-dipole interactions, the integrals for the ensemble averages (e.g. end-to-end vector, net chain dipole, etc.) can be simplified to integration in 2 dimensions (see, for example, (3.1)–(3.6)). Since the dimensionality of the integration space is not too large, numerical quadrature is a tenable choice for performing the integration. The trapezoidal rule is a kind of numerical quadrature which exhibits rapid convergence [100] for integrating functions which are both analytic and periodic; thus, it represents a promising approach for (3.1)–(3.6).
Consider $I = \int_a^b f(x) \, dx$. The trapezoidal rule consists of discretizing the interval into $m + 1$ points, $x_0 = a < x_1 < x_2 < \cdots < x_{m-1} < b = x_m$, and approximating the area under $f$ by summing the area of the $m$ trapezoids with the vertices $\{(x_{i-1}, 0), (x_{i-1}, f(x_{i-1})), (x_i, 0), (x_i, f(x_i))\}$, $i = 1, \ldots, m$. For computational simplicity (and efficiency), we assume that the points are evenly spaced and let $h := (b - a)/m$ such that $h = x_i - x_{i-1}$ for all $i$. Then,

$$I \approx I_t = h \left( \frac{f(a) + f(b)}{2} + \sum_{i=1}^{m-1} f(x_i) \right)$$

(A1)

and $|I_t - I| \to 0$ as $m \to \infty$. An alternative way to understand the trapezoidal rule is that it corresponds with approximating $f$ by a piecewise linear function and then integrating the approximate function over $[a, b]$. In general, the error decays as $O(h^2)$ but for analytic, periodic functions the method converges exponentially [100].

Here we test the trapezoidal rule for approximating ensemble averages by generating results for some of the limited cases in which the analytical and Monte Carlo results showed some disparity. In figure 10, the results for $\lambda_z$ (panel (a)) and $P_z$ (panel (b)) as a function of $F_z l/kT$ are shown for the analytical approach (solid line), the trapezoidal rule (dashed lines), and the Monte Carlo simulations (symbols). As expected, the trapezoidal rule agrees quite well, in general, which highlights its suitability as a method for statistical mechanics problems of this type. Where there is some disparity between the analytical and Monte Carlo results, the trapezoidal rule appears to agree more closely to the Monte Carlo simulations at small $F_z$ (i.e. $F_z l/kT \leq 0.5$) and more closely to the analytical results for $F_z l/kT > 0.5$. This suggests that the noise that appears in the Monte Carlo results when the force becomes significant ($F_z l/kT > 0.5$) is indeed nonphysical. A similar effect can be seen in figure 11 which shows the analytical, Monte Carlo, and trapezoidal rule results for $\lambda_z$ as a function of $E_z$ for fixed $F_z l/kT = 0.5$ and 1.0. There, the Monte Carlo data appears noisy relative to the analytical and trapezoidal rule approaches when both the force and electric field are significant ($E_z \geq 5$).

In summary, numerical quadrature, and in particular, the trapezoidal rule present an alternative approach to the computational statistical mechanics of dielectric polymer chains in the absence of dipole-dipole interactions. Given the noise of the Monte Carlo results when the effects of both the force and electric

Figure 10. (a) Stretch, $\lambda_z$, and (b) polarization, $P_z$, for various values of $F_z$ and $E_z$. We assume $N = 100$, $K_1 = 1$, $K_2 = 0$ and $k_B T = 1$. The solid lines are results of analytical formulae eqn. (5.26) and eqn. (5.27); the dashed lines are the results of the trapezoidal rule with $E_z = 5$ as green dashed and $E_z = 10$ as blue dash-dot; and the symbols are results from Monte Carlo simulations with $E_z = 5$ as green stars, and $E_z = 10$ as blue circles.
Figure 11. Stretch, $\lambda_z$, as a function of $E_z$ for fixed $F_z l/kT = 0.5$ and 1.0. We assume $N = 100$, $K_1 = 1$, and $K_2 = 0$. The solid lines are results of analytical formulae; the dashed lines with points are the results of the trapezoidal rule with $F_z l/kT = 0.5$ as red dashed with open stars and $F_z l/kT = 1.0$ as magenta dash-dot with triangles; and the symbols are results from Monte Carlo simulations with $F_z l/kT = 0.5$ as red stars, and $F_z l/kT = 1.0$ as magenta circles.

Field are significant, quadrature rules can be seen as the more robust computational approach for the system considered in this work. However, it is also important to consider the following potential limitations:

1. While the convergence of the trapezoidal rule is rapid for the types of integrals considered in this work, it may still be slow relative to Monte Carlo simulations when the probability distribution has a single sharp peak (i.e. only one of $E_z$ or $F_z$ is significant). In such cases, only a small subset of $\Gamma$ contributes meaningfully to the integral. The importance sampling of the MCMC method focuses computational resources primarily at the peak of the probability distribution which is contributing significantly to the integral, whereas the trapezoidal rule (at least the variant considered in this appendix) samples uniformly over the interval, often making potentially costly computations that result in negligible contributions to the final result. There are, however, variants of the trapezoidal rule which adaptively use a higher density of integration points near localized regions with sharp features such as peaks and a coarser set of points elsewhere [102, 103]. These adaptive variants of the trapezoidal rule would likely have comparable (or perhaps even greater) efficiency than MCMC importance sampling–even when the probability distribution has a single sharp peak. Yet another possible approach is that of $p$-adaptive quadratures such as the Clenshaw-Curtis rule [104] which was used to study dielectric polymer chains in [58]. A more detailed comparison of these various methods is outside the scope of this work.

2. More importantly, quadrature rules are no longer tenable when considering dielectric polymer chains with dipole-dipole interactions as the integrals for ensemble averages are over a high dimensional space, $2N$. Since dielectric polymers with dipole-dipole interactions are a topic of interest for future work, we have primarily restricted our attention towards developing MCMC techniques.
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