EXPONENTIAL SYNCHRONIZATION OF MEMRISTIVE HINDMARSH-ROSE NEURAL NETWORKS
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ABSTRACT. A new model of neural networks in terms of the memristive Hindmarsh-Rose equations is proposed. Globally dissipative dynamics is shown with absorbing sets in the state spaces. Through sharp and uniform grouping estimates and by leverage of integral and interpolation inequalities tackling the linear network coupling against the memristive nonlinearity, it is proved that exponential synchronization at a uniform convergence rate occurs when the coupling strengths satisfy the threshold conditions which are quantitatively expressed by the parameters.

1. INTRODUCTION

The diffusive Hindmarsh-Rose equations with memristors is a new model for single neuron dynamics proposed by this author very recently [36]. In this paper, we shall pursue the topic of synchronization of a neural network described by such a model of the memristive and diffusive Hindmarsh-Rose equations with linear couplings.

Consider a network of $m$ fully coupled neuron cells denoted by $NW = \{N_i: i = 1, 2, \cdots, m\}$, where $m \geq 2$ is a positive integer. We shall study the dynamics and the synchronization problem of the following mathematical model of this neural network.

Each neuron $N_i$ in this network is described by the four differential equations

$$
\frac{\partial u_i}{\partial t} = \eta_1 \Delta u_i + au_i^2 - bu_i^3 + v_i - w_i + J_e - k_1 \varphi(\rho_i)u_i + \sum_{j=1}^{m} P(u_j - u_i),
$$

$$
\frac{\partial v_i}{\partial t} = \alpha - \beta u_i^2 - v_i,
$$

$$
\frac{\partial w_i}{\partial t} = q(u_i - u_e) - rw_i,
$$

$$
\frac{\partial \rho_i}{\partial t} = \eta_2 \Delta \rho_i + u_i - k_2 \rho_i + \sum_{j=1}^{m} Q(\rho_j - \rho_i),
$$
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for $1 \leq i \leq m$, $t > 0$, $x \in \Omega \subset \mathbb{R}^n$ ($n \leq 3$), where $\Omega$ is a bounded domain with locally Lipschitz continuous boundary $\partial \Omega$. In the membrane potential $u_i$-equations for neuron $N_i$, the quadratic nonlinear form

$$\varphi(\rho_i) = c + \gamma \rho_i + \delta \rho_i^2, \quad i = 1, 2, \cdots, m.$$  \hfill (1.2)

presents the memristive effect, where $\rho_i(t, x)$ stands for the memductance of the memristor and $\varphi(\rho_i)$ is the electromagnetic induction flux with its strength coefficient $k_1$. In this system (1.1), the variable $u_i(t, x)$ refers to the membrane electrical potential of a neuron cell, the variable $v_i(t, x)$ called the spiking variable represents the transport rate of the ions of sodium and potassium through the fast ion channels, and the variable $w_i(t, x)$ called the bursting variable represents the transport rate across the neuron membrane through slow channels of calcium and other ions.

From biological and mathematical perspectives, the network neuron coupling terms are assumed to be linear in the membrane potential equations and the memristor equations with the coupling strength coefficient $P$ and $Q$ respectively.

All the parameters $a, b, \eta_1, \eta_2, \alpha, \beta, q, r, \delta, k_1, k_2, P, Q$ and the external input $J_e$ can be any positive constants, while the reference membrane potential value $u_e$ and the two parameters $c, \gamma$ of the memductance (1.2) can be any real number constants.

We impose the homogeneous Neumann boundary conditions

$$\frac{\partial u_i}{\partial \nu}(t, x) = 0, \quad \frac{\partial \rho_i}{\partial \nu}(t, x) = 0, \quad \text{for } t > 0, \ x \in \partial \Omega, \ 1 \leq i \leq m.$$  \hfill (1.3)

The initial states of the system (1.1) will be denoted by

$$u_i^0(x) = u_i(0, x), \ v_i^0(x) = v_i(0, x), \ w_i^0(x) = w_i(0, x), \ \rho_i^0 = \rho_i(0, x), \ 1 \leq i \leq m.$$  \hfill (1.4)

The original Hindmarsh-Rose neuron model [13] consists of three ordinary differential equations without memristors and it features characterization of the firing-bursting dynamics for neurons, which generates sophisticated Hopf bifurcations and semi-numerical analyses leading to many new solution patterns and collective synchronization behavior [4, 8, 9, 16, 17, 18, 21, 29, 33, 37], especially chaotic bursting dynamics, in comparison with the classical highly nonlinear Hodgkin-Huxley equations [14] and the two-dimensional FitzHugh-Nagumo equations [11].

Global dynamics and synchronization of ensemble neurons modeled by partly diffusive Hindmarsh-Rose equations have been studied by the author’s group in recent years [19, 20, 21, 22]. Such a model of hybrid PDE and ODE reflects the structural feature of neuron cells, which contain the short-branch dendrites receiving incoming signals and the long-branch axon propagating and transmitting outgoing signals through synapses.

The concept of so-called memristor was coined by Leon Chua [6] to denote the effect of electromagnetic flux on moving electric charges. General memristive systems [7]
attracted broad scientific interests in the recent one and half decades since the seminal publication [28]. Memristors are recognized in many advanced neuron models and applications [1, 2, 3, 25, 30, 32, 34, 35] as a different type (other than electrical and chemical) synapsis which can carry dynamically memorized signal information.

The researches on memristive Hindmarsh-Rose neuron model of ODE have been richly expanding, cf. [1, 3, 4, 10, 23, 24, 27, 34] and many references therein. Results on synchronization with the memristive coupling in the ODE models are achieved [12, 15, 30, 31, 33, 35] mainly by the approaches of generalized Hamiltonian functions, Lyapunov exponents, with numerical simulations. However, it is not seen any reported synchronization results on the memristive-based diffusive neural networks modeled by hybrid differential equations.

In this work we shall rigorously prove a sufficient threshold condition only on the network coupling strengths $P$ and $Q$ to ensure an exponential synchronization of this proposed neural network with a uniform convergence rate, through the approach of dissipative dynamics analysis and the sharp uniform estimates. The methodology in this work can be extended to study more complex neural networks in a broad scope.

2. Formulation and Preliminaries

Define two function spaces:

$$ E = [L^2(\Omega, \mathbb{R}^4)]^m \quad \text{and} \quad \Pi = [H^1(\Omega) \times L^2(\Omega, \mathbb{R}^2) \times H^1(\Omega)]^m $$

which are Hilbert spaces and $H^1(\Omega)$ is a Sobolev space. Also define a Banach space

$$ \Psi = [L^2(\Omega, \mathbb{R}^3) \times L^4(\Omega)]^m. $$

The norm and inner-product of $L^2(\Omega)$ will be denoted by $\| \cdot \|$ and $\langle \cdot , \cdot \rangle$, respectively. Other space norms will be marked. We use $| \cdot |$ to denote a vector norm or a set measure in a Euclidean space $\mathbb{R}^n$. We call $E$ the energy space and $\Psi$ the pivot space.

The initial-boundary value problem (1.1)-(1.4) can be formulated into an initial value problem of the evolutionary equation:

$$ \frac{\partial g}{\partial t} = Ag + f(g) + F(g), \quad t > 0, $$

$$ g(0) = g^0 \in E. $$

The unknown function in (2.1) is a column vector $g(t) = \text{col} (g_1(t), g_2(t), \cdots, g_m(t))$, where

$$ g_i(t) = \text{col} (u_i(t, \cdot), v_i(t, \cdot), w_i(t, \cdot), \rho_i(t, \cdot)), \quad 1 \leq i \leq m, $$

characterizes the dynamics of the neuron $N_i$. The corresponding initial data function in (2.1) is $g^0 = \text{col} (g^0_1, g^0_2, \cdots, g^0_m)$, where $g^0_i = \text{col} (u^0_i, v^0_i, w^0_i, \rho^0_i), \quad 1 \leq i \leq m$. For notational convenience, we shall use the quasi-norm in the Banach space $\Psi$:

$$ \| g_i(t) \| = \| u_i(t) \|^2 + \| v_i(t) \|^2 + \| w_i(t) \|^2 + \| \rho_i(t) \|_{L^4}^4, \quad 1 \leq i \leq m, $$

(2.2)
for any 4-dimensional vector function $g_i(t)$ and accordingly $\|g(t)\| = \sum_{i=1}^{m} \|g_i(t)\|$ for any $4m$-dimensional vector function $g(t) = \text{col} (g_1(t), g_2(t), \cdots, g_m(t))$.

The closed linear operator $A$ associated with the evolutionary equation in (2.1) and defined by

$$A = \text{diag} (A_1, A_2, \cdots, A_m)$$

where

$$A_i = \begin{pmatrix} \eta_1 \Delta & 0 & 0 & 0 \\ 0 & -I & 0 & 0 \\ 0 & 0 & -rI & 0 \\ 0 & 0 & 0 & \eta_2 \Delta - k_2 I \end{pmatrix} : \mathcal{D}(A) \to E, \quad i = 1, 2, \cdots, m, \quad (2.3)$$

with the domain $\mathcal{D}(A) = \{ g \in [H^2(\Omega) \times L^2(\Omega, \mathbb{R}^2) \times H^2(\Omega)]^m : \partial u_i / \partial \nu = \partial \rho_i / \partial \nu = 0, 1 \leq i \leq m \}$ and the identity operator $I$, is the generator of a $C_0$-semigroup $\{e^{At}\}_{t \geq 0}$ on the space $E$. Since the injection $H^1(\Omega) \hookrightarrow L^6(\Omega)$ is a continuous imbedding for space dimension $n \leq 3$ and by the Hölder inequality, the nonlinear mapping

$$f(g) = \begin{pmatrix} au_1^2 - bu_1^3 + v_1 - w_1 + J_e - k_1 \varphi(\rho_1)u_1 \\ \alpha - \beta u_1^2 \\ q(u_1 - u_e) \\ u_1 \\ \cdots \cdots \cdots \\ au_m^2 - bu_m^3 + v_m - w_m + J_e - k_1 \varphi(\rho_m)u_m \\ \alpha - \beta u_m^2 \\ q(u_m - u_e) \\ u_m \end{pmatrix} : \Pi \to E \quad (2.4)$$

is a locally Lipschitz continuous mapping. The in-network coupling mapping is the vector function

$$F(g) = \begin{pmatrix} \sum_{j=1}^{m} P(u_j - u_1) \\ 0 \\ 0 \\ \sum_{j=1}^{m} Q(\rho_j - \rho_1) \\ \cdots \cdots \cdots \\ \sum_{j=1}^{m} P(u_j - u_m) \\ 0 \\ 0 \\ \sum_{j=1}^{m} Q(\rho_j - \rho_m) \end{pmatrix} : E \to E. \quad (2.5)$$
We shall consider the weak solutions, cf. [5, Section XV.3] of this initial value problem of the evolutionary equation (2.1).

**Definition 2.1.** A $4m$-dimensional vector function $g(t, x)$, where $(t, x) \in [0, \tau] \times \Omega$, is called a weak solution to the initial value problem of the evolutionary equation (2.1), if the following two conditions are satisfied:

(i) $\frac{d}{dt}(g, \zeta) = (Ag, \zeta) + (f(g) + F(g), \zeta)$ is satisfied for a.e. $t \in [0, \tau]$ and any $\zeta \in E^*$;
(ii) $g(t, \cdot) \in C([0, \tau]; E) \cap C^1((0, \tau); \Pi)$ and $g(0) = g^0$.

Here $(\cdot, \cdot)$ is the dual product of the dual space $E^*$ versus $E$.

The following proposition can be proved by the Galerkin approximation method [5] and the regularity property [26, Section 4.7] of the parabolic semigroup $e^{At}$.

**Proposition 2.2.** For any given initial state $g^0 \in E$, there exists a unique weak solution $g(t; g^0)$, $t \in [0, \tau]$, where $\tau > 0$ may depending on $g^0$, of the initial value problem (2.1). The weak solution $g(t; g^0)$ satisfies

$$g \in C([0, \tau]; E) \cap C^1((0, \tau); E) \cap L^2((0, \tau); \Pi).$$

Moreover, for any initial state $g^0 \in E$, the weak solution $g(t; g^0)$ becomes a strong solution for $t \in (0, \tau)$, which has the regularity

$$g \in C((0, \tau]; \Pi) \cap C^1((0, \tau); \Pi).$$

We refer to [5, 26] for the basics of infinite dimensional dynamical systems or called semiflow if for $t \geq 0$ only.

**Definition 2.3.** Let $\{S(t)\}_{t \geq 0}$ be a semiflow on a Banach space $X$. A bounded set $B^*$ in $X$ is called an absorbing set of this semiflow if for any given bounded set $B \subset X$ there exists a finite time $T_B \geq 0$ depending on $B$, such that $S(t)B \subset B^*$ for all $t > T_B$. The semiflow is called dissipative if there exists an absorbing set.

Young’s inequality in a general form below will be used throughout. For any two non-negative numbers $x$ and $y$, if $\frac{1}{p} + \frac{1}{q} = 1$ and $p > 1, q > 1$, one has

$$xy \leq \frac{1}{p} \varepsilon x^p + \frac{1}{q} C(\varepsilon, p) y^q \leq \varepsilon x^p + C(\varepsilon, p) y^q, \quad C(\varepsilon, p) = \varepsilon^{-q/p},$$

where constant $\varepsilon > 0$ can be arbitrarily small. Moreover, the Gagliardo-Nirenberg interpolation inequalities [26, Theorem B.3] will be used in a crucial step of the proof toward the main result on synchronization of the neural networks in Section 4.

3. **Dissipative Dynamics of the Memristive Neural Networks**

We first prove the global existence of weak solutions in time for the initial value problem (2.1). Then we show the existence of absorbing set for the solution semiflow in the state spaces $E$ and $\Psi$. Note that $\Pi \subset \Psi \subset E$ are continuous embeddings.
Theorem 3.1. For any initial state \( g^0 \in E \) (resp. \( g^0 \in \Psi \)), there exists a unique global weak solution in the space \( E \) (resp. \( \Psi \)), \( g(t; g^0) = \text{col}(u_i(t), v_i(t), w_i(t), \rho_i(t)) : 1 \leq i \leq m, t \in [0, \infty) \), to the initial value problem (2.1) of the memristive and diffusive Hindmarsh-Rose equations (1.1) for the neural network \( NW \).

Proof. Summing up the \( L^2 \) inner-products of the \( u_i \)-equation with \( C_1 u_i(t) \) for \( 1 \leq i \leq m \), where the scaling constant \( C_1 > 0 \) is to be determined, we get

\[
\frac{C_1}{2} \frac{d}{dt} \sum_{i=1}^{m} \|u_i(t)\|^2 + C_1 \eta_1 \sum_{i=1}^{m} \|\nabla u_i(t)\|^2
\]

\[
= \sum_{i=1}^{m} \int_{\Omega} C_1 \left[ a u_i^3 - bu_i^4 + u_i v_i - u_i w_i + J_e u_i - k_1 \varphi(\rho_i) u_i^2 \right] dx
\]

\[
- \sum_{i=1}^{m} \sum_{j=1}^{m} \int_{\Omega} C_1 P(u_i - u_j)^2 dx.
\] (3.1)

Then sum up the \( L^2 \) inner-products of the \( v_i \)-equation with \( v_i(t) \) and the \( L^2 \) inner-products of the \( w_i \)-equation with \( w_i(t) \) for \( 1 \leq i \leq m \). By Young’s inequality (2.8), we have

\[
\frac{1}{2} \frac{d}{dt} \sum_{i=1}^{m} \|v_i(t)\|^2 = \sum_{i=1}^{m} \int_{\Omega} \left( \alpha v_i - \beta u_i^2 v_i - v_i^2 \right) dx
\]

\[
\leq \sum_{i=1}^{m} \int_{\Omega} \left( \alpha v_i + \frac{1}{2} (\beta^2 u_i^4 + v_i^2) - v_i^2 \right) dx
\]

\[
\leq \sum_{i=1}^{m} \int_{\Omega} \left( 2 \alpha^2 + \frac{1}{8} v_i^2 + \frac{1}{2} \beta^2 u_i^4 - \frac{1}{2} v_i^2 \right) dx
\]

\[
= \sum_{i=1}^{m} \int_{\Omega} \left( 2 \alpha^2 + \frac{1}{2} \beta^2 u_i^4 - \frac{3}{8} v_i^2 \right) dx
\] (3.2)

and

\[
\frac{1}{2} \frac{d}{dt} \sum_{i=1}^{m} \|w_i(t)\|^2 = \sum_{i=1}^{m} \int_{\Omega} \left( q(u_i - u_e) w_i - r w_i^2 \right) dx
\]

\[
\leq \sum_{i=1}^{m} \int_{\Omega} \left( \frac{q^2}{2r} (u_i - u_e)^2 + \frac{1}{2} r w_i^2 - r w_i^2 \right) dx \leq \sum_{i=1}^{m} \int_{\Omega} \left( \frac{q^2}{2r} (u_i^2 + u_e^2) - \frac{1}{2} r w_i^2 \right) dx.
\] (3.3)

Next sum up the \( L^2 \) inner-products of the \( \rho_i \)-equation with \( \rho_i^2(t) \) for \( 1 \leq i \leq m \). We have
\[
\frac{1}{4} \frac{d}{dt} \sum_{i=1}^{m} \| \rho_i(t) \|_{L^4}^4 + 3n \sum_{i=1}^{m} \| \rho_i(t) \nabla \rho_i(t) \|^2
\]

\[
= \sum_{i=1}^{m} \int_{\Omega} \left( u_i \rho_i^3 - k_2 \rho_i^4 \right) dx - \sum_{i=1}^{m} \sum_{j=1}^{m} \int_{\Omega} Q(\rho_i - \rho_j)^2(\rho_i^2 + \rho_i \rho_j + \rho_j^2) dx
\]

\[
\leq \sum_{i=1}^{m} \int_{\Omega} \left( \frac{1}{4k_2^2} u_i^4 - \left( 1 - \frac{3}{4} \right) k_2 \rho_i^4 \right) dx = \sum_{i=1}^{m} \frac{1}{4} \int_{\Omega} \left( u_i^4 \frac{k_2^4}{k_2^2} - k_2 \rho_i^4 \right) dx;
\]

so that

\[
\frac{1}{2} \frac{d}{dt} \sum_{i=1}^{m} \| \rho_i(t) \|_{L^4}^4 \leq \sum_{i=1}^{m} \int_{\Omega} \frac{1}{2} \left( u_i^4 \frac{k_2^4}{k_2^2} - k_2 \rho_i^4 \right) dx.
\]  

(3.4)

Now choose the constant

\[
C_1 = \frac{1}{b} \left( \frac{\beta^2}{2} + \frac{1}{2k_2^4} + 4 \right).
\]

Then for \( 1 \leq i \leq m \), we have

\[
\int_{\Omega} (-C_1 bu_i^4) dx + \int_{\Omega} \frac{\beta^2}{2} u_i^4 dx + \int_{\Omega} \frac{1}{2k_2^4} u_i^4 dx = \int_{\Omega} (-4u_i^4) dx.
\]  

(3.5)

The following integral terms on the right-hand side of (3.1) can be estimated:

\[
\int_{\Omega} C_1 au_i^3 dx \leq \frac{3}{4} \int_{\Omega} u_i^4 dx + \frac{1}{4} \int_{\Omega} (C_1 a)^4 dx < \int_{\Omega} u_i^4 dx + (C_1 a)^4|\Omega|,
\]  

(3.6)

and

\[
\int_{\Omega} C_1 (u_i v_i - u_i w_i + J_e u_i) dx
\]

\[
\leq \int_{\Omega} \left( 2(C_1 u_i)^2 + \frac{1}{8} v_i^2 + \frac{(C_1 u_i)^2}{r} + \frac{1}{4} r w_i^2 + C_1 u_i^2 + C_1 J_e^2 \right) dx
\]

\[
\leq \int_{\Omega} u_i^4 dx + |\Omega| \left[ C_1 \left( 2 + \frac{1}{r} \right) + C_1 \right]^2 + \int_{\Omega} \left( \frac{1}{8} v_i^2 + \frac{1}{4} r w_i^2 + C_1 J_e^2 \right) dx,
\]

(3.7)

and for the memristive coupling term, by completing square of the quadratic form (1.2), we see that

\[
- \int_{\Omega} C_1 k_1 \phi(\rho_i) u_i^2 dx = - \int_{\Omega} C_1 k_1 (c + \gamma \rho_i + \delta \rho_i^2) u_i^2 \leq C_1 k_1 \left( |c| + \frac{\gamma^2}{\delta} \right) \int_{\Omega} u_i^2 dx.
\]

(3.8)

In (3.8),

\[
\int_{\Omega} \frac{1}{r} q^2 u_i^2 dx \leq \int_{\Omega} \left( \frac{u_i^4}{2} + \frac{q^4}{2r^2} \right) dx \leq \int_{\Omega} u_i^4 dx + \frac{q^4}{r^2 |\Omega|}.
\]  

(3.9)
Substitute the above term estimates (3.5) through (3.9) into the differential inequalities (3.1) and (3.3). Then sum up the resulted inequalities (3.1), (3.2), (3.3) and (3.4). One has

\[
\frac{1}{2} \frac{d}{dt} \sum_{i=1}^{m} \left( C_{1} \| u_{i} \|^2 + \| v_{i} \|^2 + \| w_{i} \|^2 \right) + \sum_{i=1}^{m} \left[ C_{1} \eta_{i} \| \nabla u_{i} \|^2 + 3 \eta_{2} \| \rho_{i} \nabla \rho_{i} \|^2 \right] \leq \sum_{i=1}^{m} \int_{\Omega} C_{1} (\alpha u_{i}^{2} - \beta u_{i}^{4} + \alpha v_{i} - \alpha w_{i} + J_{e} u_{i} - k_{1} \varphi(\rho_{i}) u_{i}^{2}) \, dx
\]

\[
- \sum_{i=1}^{m} \sum_{j=1}^{m} \int_{\Omega} C_{1} P(u_{i} - u_{j})^{2} \, dx
\]

\[
+ \sum_{i=1}^{m} \int_{\Omega} \left( 2 \alpha^{2} + \frac{1}{2} \beta^{2} u_{i}^{4} - \frac{3}{8} v_{i}^{2} \right) \, dx + \sum_{i=1}^{m} \int_{\Omega} \left( \frac{q^{2}}{r} (u_{1}^{2} + u_{e}^{2}) - \frac{1}{2} r w_{i}^{2} \right) \, dx
\]

\[
+ \sum_{i=1}^{m} \int_{\Omega} \left( \frac{1}{2 k_{2}^{2}} u_{i}^{4} - \frac{k_{2}}{2} \rho_{i}^{4} \right) \, dx
\]

\[
\leq \int_{\Omega} (3 - 4) \left( \sum_{i=1}^{m} u_{i}^{4} \right) \, dx + C_{1} k_{1} \int_{\Omega} \left( |c| + \frac{\gamma^{2}}{\delta} \right) \int_{\Omega} \left( \sum_{i=1}^{m} u_{i}^{2} \right) \, dx
\]

\[
+ \int_{\Omega} \left( \frac{1}{8} - \frac{3}{8} \right) \left( \sum_{i=1}^{m} v_{i}^{2} \right) \, dx + \int_{\Omega} \left( \frac{1}{4} - \frac{1}{2} \right) \left( \sum_{i=1}^{m} r w_{i}^{2} \right) \, dx - \int_{\Omega} \frac{k_{2}}{2} \left( \sum_{i=1}^{m} \rho_{i}^{4} \right) \, dx
\]

\[
+ m |\Omega| \left( (C_{1} a)^{4} + C_{1} J_{e}^{2} + \left[ C_{1}^{2} \left( 2 + \frac{1}{r} \right) + C_{1} \right]^{2} + 2 \alpha^{2} + \frac{q^{2} u_{e}^{2}}{r} + \frac{q^{4}}{r^{2}} \right)
\]

\[
= - \int_{\Omega} \sum_{i=1}^{m} \left( u_{i}^{4} + \frac{1}{4} v_{i}^{2} + \frac{1}{4} r w_{i}^{2} + \frac{1}{2} k_{2} \rho_{i}^{4} \right) \, dx + C_{1} k_{1} \int_{\Omega} \left( |c| + \frac{\gamma^{2}}{\delta} \right) \int_{\Omega} \left( \sum_{i=1}^{m} u_{i}^{2} \right) \, dx
\]

\[
+ m |\Omega| \left( (C_{1} a)^{4} + C_{1} J_{e}^{2} + \left[ C_{1}^{2} \left( 2 + \frac{1}{r} \right) + C_{1} \right]^{2} + 2 \alpha^{2} + \frac{q^{2} u_{e}^{2}}{r} + \frac{q^{4}}{r^{2}} \right)
\]

(3.10)

Note that by square completion there is a fixed positive constant

\[
C_{2} = \frac{1}{4} \left[ C_{1} k_{1} \left( |c| + \frac{\gamma^{2}}{\delta} \right) + \frac{1}{4} \right]^{2}
\]

such that

\[-u_{i}^{4} + C_{1} k_{1} \left( |c| + \frac{\gamma^{2}}{\delta} \right) u_{i}^{2} \leq -\frac{1}{4} C_{1} u_{i}^{2} + C_{2}, \quad \text{for } 1 \leq i \leq m.\]
Then from (3.10) we obtain the differential inequality

\[
\frac{d}{dt} \sum_{i=1}^{m} \left( C_i \|u_i(t)\|^2 + \|v_i(t)\|^2 + \|w_i(t)\|^2 + \|\rho_i(t)\|_{L^4}^4 \right) + \sum_{i=1}^{m} 2C_1 \eta \|\nabla u_i(t)\|^2 \\
\leq - \sum_{i=1}^{m} \int_{\Omega} \left( \frac{1}{2} C_i u_i^2 + \frac{1}{2} v_i^2 + \frac{1}{2} r w_i^2 + k_2 \rho_i^4 \right) \, dx + M|\Omega| \\
\leq - \frac{1}{2} \sum_{i=1}^{m} \int_{\Omega} \left( C_i u_i^2 + v_i^2 + r w_i^2 + k_2 \rho_i^4 \right) \, dx + M|\Omega|,
\]

where

\[
M = m \left[ C_2 + (C_1 a)^4 + C_1 J_k^2 + \left[ C_i^2 \left( 2 + \frac{1}{r} \right) + C_1 \right]^2 + 2\alpha^2 + \frac{q^2 u_k^2}{r} + \frac{q^4}{r^2} \right].
\]  

Set \( \lambda = \frac{1}{2} \min \{1, r, k_2\} \). From (3.11) it follows that

\[
\frac{d}{dt} \sum_{i=1}^{m} \left( C_i \|u_i\|^2 + \|v_i\|^2 + \|w_i\|^2 + \|\rho_i\|_{L^4}^4 \right) + \sum_{i=1}^{m} 2C_1 \eta \|\nabla u_i(t)\|^2 \\
+ \lambda \sum_{i=1}^{m} \left( C_i \|u_i\|^2 + \|v_i\|^2 + \|w_i\|^2 + \|\rho_i\|_{L^4}^4 \right) \leq M|\Omega|,
\]

for \( t \in I_{\text{max}} = [0, T_{\text{max}}) \), which is the maximal time interval of solution existence.

We can apply Gronwall inequality to (3.13) (gradient terms removed) to reach the following estimate for all weak solutions \( g(t; g^0) \) with \( g^0 \in \Psi \) of the problem (2.1),

\[
\| g(t; g^0) \| = \sum_{i=1}^{m} \left( \|u_i(t)\|^2 + \|v_i(t)\|^2 + \|w_i(t)\|^2 + \|\rho_i(t)\|_{L^4}^4 \right) \\
\leq \frac{\max \{C_1, 1\}}{\min \{C_1, 1\}} e^{-\lambda t} \sum_{i=1}^{m} \left( \|u_i^0\|^2 + \|v_i^0\|^2 + \|w_i^0\|^2 + \|\rho_i^0\|_{L^4}^4 \right) + \frac{M}{\lambda \min \{C_1, 1\}} |\Omega| \quad (3.14)
\]

\[
= \frac{\max \{C_1, 1\}}{\min \{C_1, 1\}} e^{-\lambda t} \| g^0 \| + \frac{M}{\lambda \min \{C_1, 1\}} |\Omega|, \quad \text{for } t \in [0, \infty).
\]

Here \( I_{\text{max}} = [0, \infty) \) because (3.14) shows that every weak solution \( g(t; g^0) \) of the initial value problem (2.1) will never blow up in the space \( \Psi \) at any finite time for any initial state \( g^0 \in \Psi \). Moreover, due to \( \|\rho_i(t)\|^2 \leq \|\rho_1(t)\|_{L^4}^4 |\Omega|^{1/2} \) and (2.7) as well as \( \Pi \subset \Psi \subset E \), we can confirm that all the weak solutions with any initial state \( g^0 \in E \) for the memristive and diffusive Hindmarsh-Rose equations (1.1) exist in the state space \( E \) globally in time. The proof is completed. \( \square \)
The global existence and uniqueness of the weak solutions and their continuous dependence on the initial data shown in Theorem 3.1 enable us to define the solution semiflow \([26]\) of the memristive and diffusive Hindmarsh-Rose equations (1.1) on the space \(E\) as follows:

\[
S(t) : g_0 \mapsto g(t; g_0) = \text{col} (u_i(t, \cdot), v_i(t, \cdot), w_i(t, \cdot), \rho_i(t, \cdot) : 1 \leq i \leq m), \quad t \geq 0.
\]

We call this semiflow \(\{S(t)\}_{t \geq 0}\) the memristive Hindmarsh-Rose neural network semiflow generated by the evolutionary equation (2.1) of the neural network model (1.1).

The next theorem shows that the memristive Hindmarsh-Rose neural network semiflow \(\{S(t)\}_{t \geq 0}\) is a dissipative dynamical system in the state space \(E\).

**Theorem 3.2.** There exists a bounded absorbing set for the memristive Hindmarsh-Rose neural network semiflow \(\{S(t)\}_{t \geq 0}\) in the space \(E\), which is a bounded ball

\[
B^* = \{h \in E : \|h\|_E^2 \leq K\}
\]

where

\[
K = \left[ \frac{M}{\lambda \min\{C_1, 1\}} + \sqrt{\frac{M}{\lambda \min\{C_1, 1\}}} \right] |\Omega| + 1.
\]

**Proof.** From the uniform estimate result shown in the first inequality of (3.14) and \(\|\rho_i(t)\|^2 \leq \|\rho_i(t)\|_{L^1(\Omega)}^2 |\Omega|^{1/2}\) we can assert that

\[
\limsup_{t \to \infty} \|g(t; g^0)\|_E^2 < K
\]

for all weak solutions of (2.1) and any \(g^0 \in E\). Moreover, for any positive constant \(\Gamma\) and the bounded set \(B = \{h \in E : \|h\|_E^2 \leq \Gamma\}\) in \(E\), there exists a finite time

\[
T_B = \frac{1}{\lambda} \log^+ \left( \frac{\Gamma \max\{C_1, 1\}}{\min\{C_1, 1\}} \right)
\]

such that \(\|g(t; g^0)\|_E^2 < K\) for all \(t > T_B\) and any \(g^0 \in B\). By Definition 2.3, the bounded ball \(B^*\) in (3.15) is an absorbing set for this memristive Hindmarsh-Rose neural network semiflow \(\{S(t)\}_{t \geq 0}\), which is dissipative in the state space \(E\). \(\Box\)

We can further prove the dissipative dynamics of the semiflow \(S(t)_{t \geq 0}\) in the higher-order integrable state space \(G = [L^4(\Omega) \times L^2(\Omega, \mathbb{R}^2) \times L^4(\Omega)]^m\).

**Theorem 3.3.** There exists a constant \(D > 0\) independent of any initial state, such that the \(u_i\)-components of the memristive Hindmarsh-Rose neural network semiflow \(\{S(t)\}_{t \geq 0}\) has the uniform dissipative property that for any given bounded set \(B \subset G\) there is a finite time \(T_B > 1\) and

\[
\sup_{g^0 \in B} \left( \sum_{i=1}^m \int_{\Omega} u_i^4(t, x) \, dx \right) \leq D, \quad \text{for } t > T_B.
\]
Consequently, there exists a bounded absorbing set $\hat{B} \subset G$ for the semiflow $\{S(t)\}_{t \geq 0}$.

**Proof.** Sum up the $L^2$ inner-products of the $u_i$-equation with $u_i^3(t, x)$ and use Young’s inequality (2.8) appropriately to treat the integral terms. We can get

\[
\frac{1}{4} \frac{d}{dt} \sum_{i=1}^{m} \|u_i(t)\|_{L^4}^4 + 3\eta \sum_{i=1}^{m} \|u_i(t) \nabla u_i(t)\|^2 \\
= \sum_{i=1}^{m} \int (au_i^5 - bu_i^6 + w_i^2(v_i - w_i + J_e) - k_1(c + \gamma \rho_i + \delta \rho_i^2)u_i^4) \, dx \\
- \sum_{i=1}^{m} \sum_{j=1}^{m} P(u_i - u_j)^2(u_i^2 + u_i u_j + u_j^2) \\
\leq \sum_{i=1}^{m} \int \left[ \left( C_3 + \frac{1}{4}bu_i^6 \right) - bu_i^6 + \left( \frac{1}{4}bu_i^6 + C_4 \left( v_i^2 + w_i^2 + J_e^2 \right) \right) + k_1 \left( |c| + \frac{\gamma^2}{\delta} \right) u_i^4 \right] \, dx \\
\leq \sum_{i=1}^{m} \int \left[ \left( C_3 + \frac{1}{4}bu_i^6 \right) - bu_i^6 + \left( \frac{1}{4}bu_i^6 + C_4 \left( v_i^2 + w_i^2 + J_e^2 \right) \right) \right] \, dx \\
+ \sum_{i=1}^{m} \int \frac{1}{4}bu_i^6 + \frac{16k_1^3}{b^2} \left( |c| + \frac{\gamma^2}{\delta} \right)^3 \, dx \\
\leq -\frac{1}{4} \sum_{i=1}^{m} \int bu_i^6 \, dx + C_4 \sum_{i=1}^{m} \int (v_i^2 + w_i^2) \, dx + m|\Omega| \left[ C_3 + C_4 J_e + \frac{16k_1^3}{b^2} \left( |c| + \frac{\gamma^2}{\delta} \right)^3 \right]
\]

(3.19)

where $C_3(a, b)$ and $C_4(b)$ are positive constants depending on $a, b$ and only on $b$, respectively. By the absorbing property shown in (3.14), for any given bounded set $B \subset G$, there is a finite time $T_B > 0$ such that

\[
C_4 \sum_{i=1}^{m} \int (v_i^2(t, x) + w_i^2(t, x)) \, dx \leq C_4 K, \quad \text{for } t > T_B.
\]

Here $K$ is in (3.16). Since $u^6 + 1 \geq u^4$, from (3.19) the above inequality implies that

\[
\frac{d}{dt} \sum_{i=1}^{m} \|u_i(t)\|_{L^4}^4 + b \sum_{i=1}^{m} \int u_i^4 \, dx \leq m|\Omega| \left[ b + C_3 + C_4(K + J_e^2) + \frac{16k_1^3}{b^2} \left( |c| + \frac{\gamma^2}{\delta} \right)^3 \right].
\]

(3.20)
Apply the Gronwall inequality to (3.20) and it yields that for \( t \geq t_0 > T_B \),
\[
\sum_{i=1}^{m} \| u_i(t) \|_{L^4}^4 \leq e^{bt} \sum_{i=1}^{m} \| u_i(t_0) \|_{L^4}^4 + \frac{m}{b} |\Omega| \left[ b + C_3 + C_4(K + J_e^2) + \frac{16k_1^3}{b^2} \left| c \right| + \frac{\gamma^2}{\delta} \right]^3.
\]
(3.21)

It remains to bound the \( L^4 \) norm of the initial state \( u(t_0) \). By Proposition 2.2, for any weak solution of the memristive Hindmarsh-Rose evolutionary equation (2.1), the \( u_i \)-components have the regularity
\[
\forall t > 0, \quad u_i(t, \cdot) \in H^1(\Omega) \subset L^4(\Omega).
\]
(3.22)

One can integrate (3.13) over the time interval \([T_B, T_B + 1]\) to get
\[
\sum_{i=1}^{m} \int_{T_B}^{T_B+1} C_1 \| u_i(s) \|_{H^1}^2 \, ds 
\leq \frac{1}{\min\{\eta, \lambda\}} \sum_{i=1}^{m} \int_{T_B}^{T_B+1} C_1 (\eta \| \nabla u_i(s) \|^2 + \lambda \| u_i(s) \|^2) \, ds
\leq \frac{1}{\min\{\eta, \lambda\}} \max\{C_1, 1\} K + M|\Omega|.
\]
(3.23)

Hence for any given bounded set \( B \subset G \) and any initial state \( g^0 \in B \), there exists a time point \( t_0 \in (T_B, T_B + 1) \) such that
\[
\sum_{i=1}^{m} \| u_i(t_0) \|_{L^4}^2 \leq \sum_{i=1}^{m} \tilde{C} \| u_i(t_0) \|_{H^1}^2 \leq \tilde{C} \left( \max\{C_1, 1\} K + M|\Omega| \right) \]
where \( \tilde{C} \) is the embedding coefficient of \( H^1(\Omega) \) into \( L^4(\Omega) \).

Finally, combining the inequalities (3.21) and (3.23), we conclude that for any given bounded set \( B \subset G \) and any initial state \( g^0 \in B \), there exists a finite time \( T_B > T_B + 1 \) such that the claimed inequality (3.18) is valid with the uniform bound
\[
D = \left[ \frac{\tilde{C}}{C_1 \min\{\eta, \lambda\}} \left( \max\{C_1, 1\} K + M|\Omega| \right) \right]^2
+ \frac{m}{b} |\Omega| \left[ b + C_{a,b} + C_4(K + J_e^2) + \frac{16k_1^3}{b^2} \left( \left| c \right| + \frac{\gamma^2}{\delta} \right) \right]^3.
\]
(3.24)

Put together (3.18) and Theorem 3.2. It is shown that there exists an absorbing set \( \hat{B} \) for the semiflow \( S(t)_{t \geq 0} \) in the space \( G \),
\[
\hat{B} = \{ h = (h_u, h_v, h_w, h_\rho) : |h_u|^4 + |h_v|^2 + |h_w|^2 + |h_\rho|^4 \leq K + D \}
\]
where \( K \) is given in (3.16). The proof is completed. \( \square \)
4. Exponential Synchronization of the Neural Network

**Definition 4.1.** For a model evolutionary equation of a neural network called NW such as (2.1) formulated from the memristive and diffusive Hindmarsh-Rose equations (1.1), we define the asynchronous degree of this neural network in a state space (as a Banach space) $Z$ to be

$$
\text{deg}_{s}(NW) = \sum_{1 \leq i < j \leq m} \sup_{g_i^0, g_j^0 \in Z} \left\{ \limsup_{t \to \infty} \| g_i(t; g_i^0) - g_j(t; g_j^0) \|_Z \right\}
$$

where $g_i(t)$ and $g_j(t)$ are any two solutions of (1.1) with the initial states $g_i^0$ and $g_j^0$ for two neurons $N_i$ and $N_j$ in the network, respectively. The neural network is said to be asymptotically synchronized if

$$
\text{deg}_{s}(NW) = 0.
$$

If the asymptotic convergence to zero of the difference norm for any two neurons in a network admits a uniform exponential rate, then the neural network is called exponentially synchronized.

The following exponential synchronization theorem is the main result of this paper.

**Theorem 4.2.** Exponential synchronization in the state space $E$ occurs for the memristive Hindmarsh-Rose neural network semiflow $\{S(t)\}_{t \geq 0}$ generated by the weak solutions of the evolutionary equation (2.1), if the network neuron-coupling strength coefficients $P$ and $Q$ satisfy the threshold conditions

$$
P > \frac{1}{m} \left[ \frac{4a^2}{b} + \frac{8\beta^2}{b} \left( 1 + \frac{1}{r} \right) + \frac{b}{16\beta^2} \left( 1 + \frac{q^2}{r} \right) + k_1 \left( |c| + \frac{\gamma^2}{4\delta} \right) \right]
$$

and

$$
Q \geq \frac{1}{2m} \left[ \left( 1 + \frac{32\beta^2k_1^2\gamma^2}{b^2} \right) + \frac{K^2}{2\eta_2^3} \left( \frac{64\beta^2C^*k_1^2\delta^2}{b^2} \right)^4 \right],
$$

where $K$ in (3.16) and $C^*(\Omega)$ in (4.14) are uniform constants independent of any initial states.

**Proof.** Let the solutions of (1.1) in the space $L^2(\Omega, \mathbb{R}^4)$ for any two single neurons $N_i$ and $N_j$ in this neural network NW be denoted by

$$
g_i(t) = \text{col} (u_i(t), v_i(t), w_i(t), \rho_i(t)), \quad g_j(t) = \text{col} (u_j(t), v_j(t), w_j(t), \rho_j(t))
$$

with the initial states $g_i^0 = \text{col} (u_i^0, v_i^0, w_i^0, \rho_i^0)$ and $g_j^0 = \text{col} (u_j^0, v_j^0, w_j^0, \rho_j^0)$ respectively. Denote by $U(t) = u_i(t) - u_j(t), V(t) = v_i(t) - v_j(t), W(t) = w_i(t) - w_j(t), R(t) = \rho_i(t) - \rho_j(t)$. Then $g_i(t) - g_j(t) = \text{col} (U(t), V(t), W(t), R(t))$. 

$$
\text{deg}_{s}(NW) = 0.
$$
Subtraction of the corresponding pairs of component equations for neurons \( N_i \) and \( N_j \) in the model system (1.1) gives us the following equations for \( g_i(t) - g_j(t) \):

\[
\begin{align*}
\frac{\partial U}{\partial t} &= \eta_1 \Delta U + a(u_i + u_j) U - b(u_i^2 + u_i u_j + u_j^2) U + V - W \\
&\quad - k_1(c + \gamma \rho_i + \delta \rho_i^2)U - k_1(\gamma R + \delta R(\rho_i + \rho_j)) u_j - m P U \\
&= \eta_1 \Delta U + a(u_i + u_j) U - b(u_i^2 + u_i u_j + u_j^2) U + V - W \\
&\quad - k_1(c + \gamma \rho_j + \delta \rho_j^2)U - k_1(\gamma R + \delta R(\rho_i + \rho_j)) u_i - m P U, \\
\frac{\partial V}{\partial t} &= -\beta(u_j + u_k) U - V, \\
\frac{\partial W}{\partial t} &= q U - r W, \\
\frac{\partial R}{\partial t} &= \eta_2 \Delta R + U - k_2 R - m Q R.
\end{align*}
\]

(4.3)

Here two decompositions of the difference of memristor coupling terms for \( N_i \) and \( N_j \) in the \( U \)-equation of (1.3) are equal. We want to conduct \textit{a priori} estimates of the weak solutions of the system (4.3). First take the \( L^2 \) inner-product of the \( U \)-equation with \( C U(t) \), where the multiplier constant \( C > 0 \) will be chosen later. It gives us

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} (C\|U(t)\|^2) + C \eta_1 \|\nabla U(t)\|^2 + C m P \|U(t)\|^2 \\
\leq C \int_\Omega \left( a (u_i + u_j) U^2 - b (u_i^2 + u_i u_j + u_j^2) U^2 + (V - W) U \right) dx \\
- C k_1 \int_\Omega \left( c + \frac{1}{2} \gamma (\rho_i + \rho_j) + \frac{1}{2} \delta (\rho_i^2 + \rho_j^2) \right) U^2 dx \\
- C k_1 \int_\Omega \frac{1}{2} (\gamma R + \delta R(\rho_i + \rho_j)) (u_i + u_j) U dx.
\end{align*}
\]

(4.4)

We treat the integral terms on the right-hand side of (4.4) as follow. By Young’s inequality (2.8), we have

\[
\begin{align*}
\int_\Omega \left( C a(u_i + u_j) U^2 - C b (u_i^2 + u_i u_j + u_j^2) U^2 + C (V - W) U \right) dx \\
&\leq \int_\Omega \left[ C a(u_i + u_j) U^2 - \frac{C b}{2} (u_i^2 + u_j^2) U^2 + C^2 \left( 1 + \frac{1}{r} \right) U^2 + \frac{1}{4} V^2 + \frac{r}{4} W^2 \right] dx \\
&= \int_\Omega \left[ C a(u_i + u_j) U^2 - \frac{C b}{2} (u_i^2 + u_j^2) U^2 \right] dx \\
&\quad + C^2 \left( 1 + \frac{1}{r} \right) \|U(t)\|^2 + \frac{1}{4} \|V(t)\|^2 + \frac{r}{4} \|W(t)\|^2.
\end{align*}
\]

(4.5)
Also we have
\[- Ck_1 \int_\Omega \left( c + \frac{1}{2} \gamma (\rho_i + \rho_j) + \frac{1}{2} \delta (\rho_i^2 + \rho_j^2) \right) U^2 \, dx \]
\[ \leq Ck_1 \int_\Omega \left[ \left( |c| + \frac{\gamma^2}{4\delta} \right) U^2 + \frac{\delta}{4} (\rho_i + \rho_j)^2 U^2 - \frac{\delta}{2} (\rho_i^2 + \rho_j^2) U^2 \right] \, dx \quad (4.6) \]
\[ \leq Ck_1 \left( |c| + \frac{\gamma^2}{4\delta} \right) \| U(t) \|^2 \]

and by using the Young’s inequality (2.8),
\[- Ck_1 \int_\Omega \frac{1}{2} (\gamma R + \delta R(\rho_i + \rho_j)) (u_i + u_j) U \, dx \]
\[ \leq \frac{2Ck_1^2\gamma^2}{b} \| R(t) \|^2 + \int_\Omega \frac{Cb}{16} (u_i^2 + u_j^2) U^2 \, dx \quad (4.7) \]
\[ + \frac{4Ck_1^2\delta^2}{b} \int_\Omega R^2 (\rho_i^2 + \rho_j^2) \, dx + \int_\Omega \frac{Cb}{16} (u_i^2 + u_j^2) U^2 \, dx. \]

Next for the other three component equations in (4.3), we take the $L^2$ inner-products of the $V$-equation with $V(t)$, the $W$-equation with $W(t)$, and the $R$-equation with $R(t)$ respectively. Then sum them up to get
\[ \frac{1}{2} \frac{d}{dt} (\| V \|^2 + \| W \|^2 + \| R \|^2) + \| V \|^2 + r \| W \|^2 + n_2 \| \nabla R \|^2 + (k_2 + mQ) \| R \|^2 \]
\[ \leq \int_\Omega (-\beta (u_j + u_k) UV + qUW + UR) \, dx \]
\[ \leq \int_\Omega 2\beta^2 (u_1^2 + u_2^2) U^2 \, dx + \frac{q^2}{2r} \| U \|^2 + \frac{1}{4} \| V \|^2 + \frac{r}{2} \| W \|^2 + \frac{1}{2} (\| U \|^2 + \| R \|^2). \quad (4.8) \]

Now we choose the constant multiplier $C > 0$ to be
\[ C = \frac{8\beta^2}{b}. \quad (4.9) \]

Then we see from (4.5), (4.7) and (4.8) that
\[ \int_\Omega \left( \frac{-Cb}{2} + \frac{Cb}{8} + 2\beta^2 \right) (u_i^2 + u_j^2) U^2 \, dx = - \int_\Omega \frac{Cb}{8} (u_i^2 + u_j^2) U^2 \, dx. \]

It will be used in the second step of the next differential inequality.
Finally assemble together the two major differential inequalities (4.4) and (4.8) with substitution of the term estimates (4.5), (4.6) and (4.7). We obtain
\[
\frac{1}{2} \frac{d}{dt} \left( C \|U(t)\|^2 + \|V(t)\|^2 + \|W(t)\|^2 + \|R(t)\|^2 \right) + C \eta_1 \|\nabla U\|^2 + \eta_2 \|\nabla R\|^2
\]
\[+ C m P \|U(t)\|^2 + \|V(t)\|^2 + r \|W(t)\|^2 + (k_2 + mQ) \|R(t)\|^2 \]
\[
\leq \int_{\Omega} \left[ Ca(u_i + u_j) U^2 - \frac{Cb}{8} (u_i^2 + u_j^2) U^2 \right] dx
\]
\[+ C^2 \left( 1 + \frac{1}{r} \right) \|U\|^2 + \frac{1}{4} \|V\|^2 + \frac{r}{4} \|W\|^2 + \int_{\Omega} 2 \beta^2 (u_i^2 + u_j^2) U^2 dx
\]
\[+ \frac{q_2^2}{2} \|U\|^2 + \frac{3r}{4} \|W(t)\|^2 + \left( \frac{1}{2} + \frac{2Ck_1^2 \gamma^2}{b} \right) \|R(t)\|^2
\]
\[+ \left[ C^2 \left( 1 + \frac{1}{r} \right) + \frac{q_2^2}{2r} + Ck_1 \left( |c| + \frac{\gamma^2}{4\delta} \right) + \frac{1}{2} \right] \|U(t)\|^2
\]
\[+ \frac{4Ck_1^2 \delta^2}{b} \int_{\Omega} R^2(t, x)(\rho_i^2(t, x) + \rho_j^2(t, x)) dx
\]
\[
= \int_{\Omega} \left[ \frac{4a^2}{b} - \left( \frac{\sqrt{2a}}{b^{1/2}} - \frac{b^{1/2}}{2\sqrt{2}} u_i \right)^2 - \left( \frac{\sqrt{2a}}{b^{1/2}} - \frac{b^{1/2}}{2\sqrt{2}} u_j \right)^2 \right] C U^2 dx
\]
\[+ \frac{1}{2} \|V(t)\|^2 + \frac{3r}{4} \|W(t)\|^2 + \left( \frac{1}{2} + \frac{2Ck_1^2 \gamma^2}{b} \right) \|R(t)\|^2
\]
\[+ \left[ C^2 \left( 1 + \frac{1}{r} \right) + \frac{q_2^2}{2r} + Ck_1 \left( |c| + \frac{\gamma^2}{4\delta} \right) + \frac{1}{2} \right] \|U(t)\|^2
\]
\[+ \frac{4Ck_1^2 \delta^2}{b} \int_{\Omega} R^2(t, x)(\rho_i^2(t, x) + \rho_j^2(t, x)) dx
\]
\[
\leq \left[ \frac{4a^2}{b} + C^2 \left( 1 + \frac{1}{r} \right) + \frac{q_2^2}{2r} + Ck_1 \left( |c| + \frac{\gamma^2}{4\delta} \right) + \frac{1}{2} \right] \|U(t)\|^2
\]
\[+ \frac{1}{2} \|V(t)\|^2 + \frac{3r}{4} \|W(t)\|^2 + \left( \frac{1}{2} + \frac{2Ck_1^2 \gamma^2}{b} \right) \|R(t)\|^2
\]
\[+ \frac{4Ck_1^2 \delta^2}{b} \int_{\Omega} R^2(t, x)(\rho_i^2(t, x) + \rho_j^2(t, x)) dx, \quad t > 0. \tag{4.10}
\]
By Hölder inequality and Theorem 3.2, the integral term at the end of the above inequality (4.10) satisfies

\[
\int_{\Omega} R^2(t,x)(\rho_1^2(t,x) + \rho_2^2(t,x)) \, dx \\
\leq \|R(t)\|_{L^4}^2 (\|\rho_1(t)\|_{L^4}^2 + \|\rho_2(t)\|_{L^4}^2) \leq \sqrt{2K}\|R(t)\|_{L^4}^2, \quad t > \tau(g^0),
\]

where \(\tau(g^0) > 0\) is finite and depends on the initial state \(g^0\) in (2.1), and the constant \(K\) is given in (3.16).

Therefore, from (4.10), (4.11) and Theorem 3.3, we have shown that there is a finite time \(T(g^0) \geq \tau(g^0)\) such that

\[
\frac{1}{2} \frac{d}{dt} [C\|U(t)\|^2 + \|V(t)\|^2 + \|W(t)\|^2 + \|R(t)\|^2] + \eta_2 \|\nabla R\|^2 \\
+ CmP\|U(t)\|^2 + \|V(t)\|^2 + r\|W(t)\|^2 + (k_2 + mQ)\|R(t)\|^2 \\
\leq \left[\frac{4Ca^2}{b} + C^2 \left(1 + \frac{1}{r}\right) + \frac{q^2}{2r} + Ck_1 \left(|c| + \frac{\gamma}{4\delta} + \frac{1}{2}\right)\right] \|U(t)\|^2 \\
+ \frac{1}{2} \|V(t)\|^2 + \frac{3r}{4} \|W(t)\|^2 + \left(\frac{1}{2} + \frac{2Ck_1^2\gamma^2}{b}\right) \|R(t)\|^2 \\
+ \frac{4CKl_1^2\delta^2}{b} (2K)^{1/2}\|R(t)\|_{L^4}^2, \quad t > T(g^0).
\]

It then yields that

\[
\frac{d}{dt} [C\|U(t)\|^2 + \|V(t)\|^2 + \|W(t)\|^2 + \|R(t)\|^2] + 2\eta_2 \|\nabla R\|^2 \\
+ 2C \left[mP - \left[\frac{4a^2}{b} + C \left(1 + \frac{1}{r}\right) + \frac{1}{2C} \left(1 + \frac{q^2}{r}\right) + k_1 \left(|c| + \frac{\gamma^2}{4\delta}\right)\right]\right] \|U(t)\|^2 \\
+ \|V(t)\|^2 + \frac{r}{2} \|W(t)\|^2 + 2k_2 \|R(t)\|^2 + 2mQ\|R(t)\|^2 \\
\leq \left(1 + \frac{4Ck_1^2\gamma^2}{b}\right) \|R(t)\|^2 + \frac{8CKl_1^2\delta^2}{b} (2K)^{1/2}\|R(t)\|_{L^4}^2, \quad t > T(g^0).
\]

(4.13)

We deal with the last term in (4.13) by using the Gagliardo-Nirenberg interpolation inequalities [26, Theorem B.3]. Since

\[H^1(\Omega) \subset L^4(\Omega) \subset L^2(\Omega),\]

one has

\[\|R(t)\|_{L^4}^2 \leq C^*\|\nabla R(t)\|^2 \|R(t)\|^{2(1-\theta)}\]

We refer to the next page for more detailed analysis.
with a constant $C^*(\Omega) > 0$ only depending on the domain $\Omega$ and the interpolation index $\theta = 3/4$ given by (note that $\dim \Omega = 3$)

$$\frac{3}{4} = \theta \left(1 - \frac{3}{2}\right) - \left(1 - \theta\right)\frac{3}{2}.$$  

Hence the above inequality demonstrates

$$\|R(t)\|_{L^4}^2 \leq C^* \|\nabla R(t)\|^{3/2}\|R(t)\|^{1/2} \tag{4.14}$$

and, by Young’s inequality together with (4.9),

$$\frac{8CK_1^2\gamma^2}{b}K^{1/2}\|R(t)\|_{L^4}^2 \leq \|\nabla R(t)\|^{3/2}\left[\frac{8CC^* k_1^2\gamma^2}{b} (2K)^{1/2}\|R(t)\|^{1/2}\right]$$

$$\leq 2\eta_2 \|\nabla R(t)\|^{3/2} \left(\frac{8CC^* k_1^2\gamma^2}{b}\right)^{4} (2K)^{2}\|R(t)\|^{2} \tag{4.15}$$

$$= 2\eta_2 \|\nabla R(t)\|^2 + \frac{K^2}{2\eta^2_2} \left[\frac{64\beta^2 C^* k_1^2\gamma^2}{b^2}\right]^{4}\|R(t)\|^2.$$  

Under the conditions (4.1) and (4.2) with the constant $C$ selection (4.9), the network coupling coefficients $P > 0$ and $Q > 0$ satisfy

$$\xi(P) = 2 \left[mP - \left(\frac{4a^2}{b} + C \left(1 + \frac{1}{r}\right) + \frac{1}{2C} \left(1 + \frac{q^2}{r}\right) + k_1 \left(|c| + \frac{\gamma^2}{4\delta}\right)\right)\right] > 0 \tag{4.16}$$

and

$$2mQ\|R(t)\|^2 - \left[\left(1 + \frac{4Ck_1^2\gamma^2}{b}\right) + \frac{K^2}{2\eta^2_2} \left[\frac{64\beta^2 C^* k_1^2\gamma^2}{b^2}\right]^{4}\right] \|R(t)\|^2 \geq 0. \tag{4.17}$$

Substitute (4.15), (4.16) and (4.17) into the differential inequality (4.13). We end up with

$$\frac{d}{dt}(C\|U(t)\|^2 + \|V(t)\|^2 + \|W(t)\|^2 + \|R(t)\|^2)$$

$$+ \kappa \left[C\|U(t)\|^2 + \|V(t)\|^2 + \|W(t)\|^2 + \|R(t)\|^2\right]$$

$$\leq \frac{d}{dt}(C\|U(t)\|^2 + \|V(t)\|^2 + \|W(t)\|^2 + \|R(t)\|^2)$$

$$+ C\xi\|U(t)\|^2 + \|V(t)\|^2 + \frac{r}{2}\|W(t)\|^2 + 2k_2\|R(t)\|^2 \leq 0, \quad t > T(g^0).$$

in which the coefficient $\kappa$ is given by

$$\kappa(P) = \min \left\{\xi(P), 1, \frac{r}{2}, 2k_2\right\}. \tag{4.19}$$
Gronwall inequality applied to (4.18) shows the exponential synchronization result: For any initial state $g^0 \in E$ and any two neurons $N_i$ and $N_j$ in the memristive Hindmarsh-Rose neural network $NW$ modeled in (1.1), their gap function $g_i(t; g^0_i) - g_j(t; g^0_j)$ converges to zero in the state space $E$ exponentially at a uniform rate $\kappa(P)$ shown by (4.19) and (4.16). Namely, for any $1 \leq i < j \leq m$,

$$
\|g_i(t) - g_j(t)\|_E^2 = \|U(t)\|^2 + \|V(t)\|^2 + \|W(t)\|^2 + \|R(t)\|^2
$$

\[
\leq e^{-\kappa t} \frac{\max\{1, C\}}{\min\{1, C\}} \|g^0_i - g^0_j\|^2
\]

\[
= e^{-\kappa t} \frac{\max\{1, 8\beta^2/b\}}{\min\{1, 8\beta^2/b\}} \|g^0_i - g^0_j\|^2 \to 0, \text{ as } t \to \infty.
\]

Hence it is proved that

$$
deg_s(NW) = \sum_{1 \leq i < j \leq m} \left\{ \sup_{g^0 \in E} \left\{ \limsup_{t \to \infty} \|g_i(t) - g_j(t)\|_{L^2(\Omega; \mathbb{R}^4)}^2 \right\} \right\} = 0.
$$

Thus the exponential synchronization of this memristive and diffusive Hindmarsh-Rose neural network $NW$ modeled by (1.1) in the space $E$ is proved under the threshold conditions (4.1) and (4.2). The proof is completed. \qed

**Conclusions** In this paper, a new model of memristive and diffusive Hindmarsh-Rose neural networks is proposed. This new model features a hybrid system of two partial differential equations with two ordinary differential equations as well as the linear coupling terms in the membrane potential equations and the memristor equations for all neurons.

Dissipative dynamics of the solution semiflow in the basic state space $E$ and the higher-order state space $G$ are shown through sophisticated grouping estimates and integral inequality leverage, especially for the highly nonlinear membrane potential PDE with the memductance coupling. It paves the way to explore synchronization of this memristive Hindmarsh-Rose neural network.

The main result is Theorem 4.2, which provides the explicit threshold conditions of the network coupling strengths $P$ and $Q$ to ensure an exponential synchronization of the neural network at a uniform convergence rate. The spirit of the entire proof is to tackle and control the higher nonlinearity in the memductance-potential effect by the linear network coupling in the integrable state spaces. Many steps of sharp analysis including Gagliardo-Nirenberg interpolation inequalities are carried out and cohesively grouped. The rigorous mathematical proof methodology in this work can be extended to study more complex neural networks described by hybrid differential equations or other types reaction-diffusion PDE models in a broad scope.
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