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Abstract—Scheduling the power exchange between a population of heterogeneous distributed energy resources and the corresponding upper-level system is an important control problem in power systems. A key challenge is the large number of (partially uncertain) parameters and decision variables that increase the computational burden and that complicate the structured consideration of uncertainties. Reducing the number of decision variables by means of aggregation can alleviate these issues. However, despite the frequent use of aggregation for storage, few works in the literature provide formal justification. In the present paper, we investigate aggregation of heterogeneous (storage) devices with time-varying power and energy constraints. In particular, we propose mild conditions on the constraints of each device guaranteeing the applicability of an aggregated model in scheduling without any loss of optimality in comparison to the complete problem. We conclude with a discussion of limitations and possible extensions of our findings.
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I. INTRODUCTION

The ongoing paradigm changes in the operation of power systems entail the need for coordinated management and operation of large populations of Distributed Energy Resources (DERs) [1]. To this end, different explicit and implicit aggregation strategies have been considered in the literature. This comprises concepts such as microgrids, virtual power plants, and integrated community energy systems. Despite differences in aims, level of integration, and operations’ management, all of the above consider power exchange across a (virtual/physical) boundary between some kind of lower-level aggregated system and an upper level, which is regulated implicitly via energy markets [2]. In this context, the problem of scheduling the power exchange between a population of heterogeneous DERs (or an aggregation thereof) and the corresponding upper-level system is a pivotal problem that has received considerable research attention, cf. the overview [3] and the references therein. A general key challenge is the uncertainty surrounding loads and generators not controllable by the aggregating entity [4]. Hence, scheduling of DERs is usually cast as a stochastic optimization problem. The additional requirement of computational scalability—i.e. scheduling numerous devices at once—exacerbate the challenge, as the collective response to the realizations of the uncertainties should consider spatial and temporal correlations.

However, market regulations require only the total active power exchange with the upper-level grid to be scheduled in advance [2]; the remaining degrees of freedom (i.e. the distribution of the power exchange among the individual devices) can be determined in later steps. This aspect motivates the use of aggregated models of DERs to the end of reducing the complexity of the complete scheduling problem. The main idea is to calculate one schedule for each aggregation of DERs instead of computing individual schedules for individual DERs; thus leaving the decision on how to practically operate the individual devices—to enforce the aggregated schedule—to a subsequent moment. The expected advantages of aggregated models are twofold: computational scalability and improved handling of the uncertainties [1].

In this context, aggregated scheduling for a population of energy storage systems [6], plug-in electric vehicles [7]–[10], as well as thermostatically controlled loads [11], [12] have been recently investigated. Moreover, [13]–[15] address populations of heterogenous devices. However, aggregating heterogenous DERs is difficult. In fact, an aggregated model describing a cluster of DERs may induce relaxed constraints, which can lead to solutions violating the original constraints of the individual devices. Consequently, applying aggregated models to scheduling calls for guarantees on the feasibility of the solution with respect to the original problem. The correctness of reduced aggregated models is largely investigated as a control problem, targeting aspects as frequency response [16] or system stability [17]. However, the majority of the works dealing with optimization-based control of power systems focuses on convex relaxations of the power flow equations, see [18], disregarding reduced/aggregated models. Only few works address exactness of generalized aggregated models applied to power systems, e.g. [14], [15]. In particular, [15] addresses the problem of discharging a cluster of energy-constrained DERs in order to track a pre-computed schedule. The authors of [14], instead, proposed a fully general and theoretically justified aggregation method for the control of distribution systems, followed by an extensive validation study [19].

However, so far the following issue remains open: Is a conceptually simpler interval-based aggregation—as the one

1Note that postponing the decision on the single-device schedules has the additional advantage of improving (statistically) the quality of the overall decision process, because of the additional information available at this latter moment, cf. [5].
presented in [13]—likewise theoretically justified when applied to scheduling problems.

In the present paper, we investigate scheduling of an aggregation of heterogeneous Energy-Constrained Distributed Energy Resources (EC-DERs), such as storage or flexible loads. Similar to [13], we model both EC-DERs and an aggregation of EC-DERs as so-called “time-varying batteries” [20], i.e. storage with time-dependent power and energy constraints. To the best of the authors’ knowledge, a thorough analysis of this aggregation concept has not been conducted yet. The contributions of the present paper are:

- We derive sufficient conditions that an aggregated “time-varying battery” model for a population of EC-DERs can be used for scheduling without comprising feasibility of the individual constraints of the EC-DERs.
- We propose a methodology to ensure consistent online tracking of the aggregated schedule. This methodology is based on an appropriate “dispersion” (that we call consistent dispersion), computed via an optimization problem that can be solved point-wise in time.

The remainder of the paper is organized as follows: Section II presents the problem; Section III details a commonly used aggregated model and its limitations; Section IV describes the idea of a consistent dispersion of the aggregated stored energy, ensuring feasibility at the following step; Section V contains the main contribution of the paper: a methodology to compute a consistent dispersion and the proof that such a dispersion always exists; Section VI outlines the discussion; Section VII summarizes our findings.

II. SCHEDULING FOR INTEGRATED ENERGY SYSTEMS

Subsequently, we introduce the problem analyzed throughout the paper. First, we introduce the model of a single EC-DER. Then, we present a generic scheduling optimization problem. Finally, we propose a “time-varying battery” model as aggregation strategy and the corresponding aggregated scheduling.

A. Energy-Constrained Distributed Energy Resources

A large subset of the technologies referred to as Distributed Energy Resources (DER) is energy-constrained [15]. Energy Constrained DERs (EC-DERs) are subject to dynamics modeling either the amount of physically stored energy or the integral amount of energy exchanged by the EC-DER over a given time period. Examples are batteries and other types of storage, as well as flexible demand. We recall a quite general model of an EC-DER from [13]:

Consider a population of \( N \) heterogeneous EC-DERs \( \mathcal{N} = \{1, \ldots, N\} \). The \( j \)-th device is described by a simplified discrete-time model

\[
e_j(k+1) = e_j(k) + \delta \cdot p_j(k), \quad e_j(0) = e_j^0, \tag{1}
\]

with time index \( k \in \mathbb{N} \), sampling period \( \delta \) and initial condition \( e_j^0 \). The variable \( p_j(k) \in \mathbb{R} \) is the (averaged) power output over

Note that the authors of [13] refer to EC-DERs as “flexible loads”.

B. Scheduling with Individual Device Models

Consider a microgrid including \( M \) inflexible DERs and loads, and \( N \) EC-DERs, as illustrated in Fig. 1. There, \( G(k) \) indicates the aggregated (average) active power exchange between the internal and the external level at step \( k \), \( l_i(k) \) the aggregated (average) active power output over time step \( k \) of the \( i \)-th inflexible DER/load with \( i \in \mathcal{M} = \{1, \ldots, M\} \), and \( p_j(k) \) the aggregated (average) active power output over time step \( k \) of the \( j \)-th EC-DER with \( j \in \mathcal{N} \). The connections are assumed to be lossless and such that the system components are able to exchange power mutually without any technical limit. The power balance at time \( k \) reads

\[
G(k) = \mathbf{1}^\top \mathbf{p}(k) - \mathbf{1}^\top \mathbf{l}(k),
\]

with \( \mathbf{1} \) being a vector of ones whose dimension follows from context.

Consider the problem of minimizing the power exchange \( G(k) \) over a time horizon \( K = \{0, \ldots, K-1\} \subset \mathbb{N} \) with respect to a given cost function \( c : \mathbb{R} \to \mathbb{R} \). Assuming that the system constraints are given and the values of \( l_i(k) \) over \( K \) are known for all \( i \in \mathcal{M} \), this scheduling problem reads

\[
\min_{\{G(k)\}_{k \in K}, \{p(k)\}_{k \in K}} \sum_{k \in K} c(G(k)) \tag{3a}
\]

subject to

\[
G(k) = \mathbf{1}^\top \mathbf{p}(k) - \mathbf{1}^\top \mathbf{l}(k), \tag{3b}
\]

\[
e(k+1) = e(k) + \delta \cdot p(k), \quad e(0) = e^0, \tag{3c}
\]

\[
p(k) \in \mathcal{P}(k), \tag{3d}
\]

\[
e(k+1) \in \mathcal{E}(k+1). \tag{3e}
\]

Here, we use the vector notation

\[
\mathbf{l}(k) = [l_1(k), \ldots, l_M(k)] \in \mathbb{R}^M,
\]

\[
p(k) = [p_1(k), \ldots, p_N(k)] \in \mathbb{R}^N,
\]

\[
e(k) = [e_1(k), \ldots, e_N(k)] \in \mathbb{R}^N.
\]
Furthermore, \( \{ \cdot \} \) indicates the sequence of \( \cdot \) over \( \mathcal{K} \).

The constraints are as follows: Equality (3b) is the power balance and (3c–3e) model the EC-DERs, see (2) and (1). The sets \( \mathcal{P}(k) \) and \( \mathcal{E}(k) \) are hyperboxes of \( \mathbb{R}^N \) built upon the constraints of the single devices, i.e.

\[
P(k) = \mathcal{P}_1(k) \times \cdots \times \mathcal{P}_N(k) \subset \mathbb{R}^N, \tag{4a}
\]

\[
\mathcal{E}(k) = \mathcal{E}_1(k) \times \cdots \times \mathcal{E}_N(k) \subset \mathbb{R}^N. \tag{4b}
\]

C. Scheduling and Aggregated Models

Upon solving (3)—and provided it is feasible—\( \{ \mathbf{p}(k) \}_{k \in \mathcal{K}} \) and \( \{ \mathbf{e}(k+1) \}_{k \in \mathcal{K}} \) are obtained. However, in terms of coordination with the upper-level grid, the schedule itself, i.e. \( \{ G(k) \}_{k \in \mathcal{K}} \), is the only information of crucial interest. Moreover, it is also the only decision variable entering the cost function directly. Thus, the question arises whether it is possible to reduce the number of constraints and decision variables in (3) by means of aggregation.

The first step in aggregating DERs is to cluster the power outputs of DERs in inflexible ones and energy-constrained ones, see Fig. 1b. To this end, consider the function

\[
s : \mathbb{R}^N_x \rightarrow \mathbb{R}, \quad \mathbf{x} \mapsto \mathbf{x} = \mathbb{I}^T \mathbf{x}, \tag{5}
\]

which sums—i.e. aggregates—the elements of a vector \( \mathbf{x} \in \mathbb{R}^N_x \). Formally, its inverse

\[
s^{-1} : \mathbb{R} \rightarrow \mathbb{R}^N_x, \quad s^{-1}(\mathbf{x}) = \{ \mathbf{x} \in \mathbb{R}^N_x | \mathbf{x} = \mathbb{I}^T \mathbf{x} \}, \tag{6}
\]

is the set-valued (pre-image) map. We refer to \( s^{-1}(\mathbf{x}) \subset \mathbb{R}^N_x \) as the set of dispersions of \( \mathbf{x} \) to \( \mathbf{x} \). The aggregated power outputs and the aggregated energy read

\[
L(k) \doteq s(1(k)), \quad P(k) \doteq s(\mathbf{p}(k)), \quad E(k) \doteq s(\mathbf{e}(k)). \tag{7}
\]

These aggregated variables allow re-writing (3) as follows:

\[
\min_{\{ G(k) \}_{k \in \mathcal{K}}} \sum_{k \in \mathcal{K}} c(G(k)) \tag{8a}
\]

s. t. \( \forall k \in \mathcal{K} \)

\[
G(k) = P(k) - L(k), \tag{8b}
\]

\[
\mathbf{e}(k+1) = \mathbf{e}(k) + \mathbf{\delta} \cdot \mathbf{p}(k), \quad \mathbf{e}(0) = \mathbf{e}^0, \tag{8c}
\]

\[
\mathbf{p}(k) \in \mathcal{P}(k), \tag{8d}
\]

\[
\mathbf{e}(k+1) \in \mathcal{E}(k+1), \tag{8e}
\]

\[
P(k) = s(\mathbf{p}(k)), \tag{8f}
\]

\[
E(k+1) = s(\mathbf{e}(k+1)). \tag{8g}
\]

Aggregated scheduling builds upon (3), by dropping the constraints on \( \mathbf{p}(k) \) and \( \mathbf{e}(k) \) and substituting them with constraints on the aggregated variables. This notion is chosen to the end of avoiding confusion with statistical distributions of random variables, which are also of interest in scheduling problems.

\[\text{This notion is chosen to the end of avoiding confusion with statistical distributions of random variables, which are also of interest in scheduling problems.}\]

\[\text{Aggregated scheduling builds upon (3), by dropping the constraints on } \mathbf{p}(k) \text{ and } \mathbf{e}(k) \text{ and substituting them with constraints on the aggregated variables. This notion is chosen to the end of avoiding confusion with statistical distributions of random variables, which are also of interest in scheduling problems.}\]

D. Abstract Problem Statement

Conceptually, Problem (3) equals

\[
\min_{\{ \mathbf{X}(k+1) \}_{k \in \mathcal{K}}} \sum_{k \in \mathcal{K}} \ell(h(\mathbf{x}(k+1))) \tag{10a}
\]

s. t. \( \mathbf{x}(k+1) \in \mathcal{X}(k+1, \mathbf{x}(k)) \subset \mathbb{R}^N_x, \tag{10b}
\]

where the cost function \( \ell \circ h : \mathbb{R}^N_x \rightarrow \mathbb{R} \) is continuous in \( \mathbf{x} \) and for all \( k \in \mathcal{K} \) the constraint set \( \mathcal{X}(k+1, \mathbf{x}(k)) \subset \mathbb{R}^N_x \) is non-empty and compact. Aggregation, as done in (9), consists of exploiting the linear projection

\[
h : \mathbb{R}^N_x \rightarrow \mathbb{R}^N_x, \quad \mathbf{x} \mapsto \mathbf{y} = h(\mathbf{x}), \quad \text{with } N_y < N_x
\]

to reduce the number of variables. Applying this to (10) yields

\[
\min_{\{ \mathbf{y}(k+1) \}_{k \in \mathcal{K}}} \sum_{k \in \mathcal{K}} \ell(\mathbf{y}(k)) \tag{11a}
\]

s. t. \( \mathbf{y}(k+1) \in \mathcal{Y}(k+1, \mathbf{y}(k)) \subset \mathbb{R}^N_x. \tag{11b}
\]

Observe that by construction the cost functions of (10) and (11) are equivalent. Let \( h(\mathcal{X}) \) denote the point-wise application of \( h \) to \( \mathcal{X} \), i.e.

\[
h(\mathcal{X}) = \{ \mathbf{y} = h(\mathbf{x}) | \mathbf{x} \in \mathcal{X} \}.
\]

The following lemma is easily obtained.

**Lemma 1** (Optimality preserving aggregation). Consider Problems (10) and (11). Let \( \mathbf{x}^* \in \mathbb{R}^{N_x \times \mathcal{K}} \) and \( \mathbf{y}^* \in \mathbb{R}^{N_y \times \mathcal{K}} \) denote the respective optimal solutions. The identity

\[
\mathbf{y}^* = h(\mathbf{x}^*)
\]

holds for arbitrary continuous choices of \( h : \mathbb{R}^N_x \rightarrow \mathbb{R} \) if and only if

\[
\mathcal{Y}(k+1, \mathbf{y}(k)) \equiv h(\mathcal{X}(k+1, \mathbf{x}(k))), \tag{12}
\]

for all \( k \in \mathcal{K}. \)

The proof of this result is straightforward and thus omitted. Note that condition (12) is not easily enforced via direct
calculation of $h(\mathcal{X}(k+1, x(k)))$. In fact, this computation would require the knowledge of the state $x$ at each time step, knowledge that is lost during aggregation by construction. Thus, there is a need of alternative approaches characterizing the set $\mathcal{Y}(k+1, y(k))$ such that (12) is satisfied.

III. CALCULATING BOUNDS FOR THE AGGREGATED MODEL

Next, we show that aggregated constraints often used in the context of scheduling problems cannot guarantee the conditions of Lemma 3. To this end, we return to the notation of Section IIA-C. Clearly, the construction of the sets $\mathcal{P}_{\text{agg}}(k)$ and $\mathcal{E}_{\text{agg}}(k)$ is ambiguous. Nevertheless, a common practice (see for example (13)) is to consider intervals of $\mathbb{R}$ given by the (point-wise) projection of the hyperboxes $\mathcal{P}(k)$ and $\mathcal{E}(k)$,

$$
\mathcal{P}_{\text{agg}}(k) = s(\mathcal{P}(k)), \quad \mathcal{E}_{\text{agg}}(k) = s(\mathcal{E}(k)). \quad (13)
$$

Practically speaking, this choice leads to

$$
\mathcal{P}_{\text{agg}}(k) = [P(k), \mathcal{P}(k)], \quad \mathcal{E}_{\text{agg}}(k) = [E(k), \mathcal{E}(k)], \quad (14a)
$$

with

$$
P(k) = \sum_{j \in \mathcal{N}} p_j(k), \quad \mathcal{P}(k) = \sum_{j \in \mathcal{N}} p_j(k), \quad (14b)
$$

and

$$
E(k) = \sum_{j \in \mathcal{N}} e_j(k), \quad \mathcal{E}(k) = \sum_{j \in \mathcal{N}} \tau_j(k). \quad (14c)
$$

In the sequel, the aggregated constraints sets $\mathcal{P}_{\text{agg}}(k)$ and $\mathcal{E}_{\text{agg}}(k)$ are assumed to be obtained via (13). The underlying ratio stems from interval arithmetics [21]. Indeed, it can be shown that if $p(k) \in P(k)$, then

$$
P(k) = s(p(k)) \in s(P(k)).
$$

The same holds for the aggregated energy $E(k)$. Thus, feasibility of $P(k)$ and $E(k)$ in (8d), (8g) implies their feasibility with respect to (14a), (14c). Moreover, it is easy to see that if $e(k)$ and $p(k)$ satisfy (8c), then $P(k)$ and $E(k)$ satisfy (9c).

To summarize, considering (13), the aggregated dynamics (9c) and the constraints (9d)-(9e) do not restrict the feasible set of (8). Rather, they are a relaxation of the projection of the original constraint set in (8). However, this can cause situations in which the aggregated schedules of $P(k)$ and $E(k)$ cannot be dispersed without violating individual constraints on $p(k)$ and $e(k)$. Next, we illustrate this issue with a simple example.

Example 1 (Non-dispersable aggregation). Consider two EC-DERs, i.e. $\mathcal{N} = \{1, 2\}$, and two subsequent time instants, $k$ and $k + 1$. For the sake of simplicity, let the EC-DERs have identical time-invariant power and energy limits, i.e. $\mathcal{P}_1(k) = \mathcal{P}_2(k) = [p, \bar{p}] \subset \mathbb{R}$, and $\mathcal{E}_1(k) = \mathcal{E}_2(k) = \mathcal{E}_1(k + 1) = \mathcal{E}_2(k + 1) = [e, \bar{e}] \subset \mathbb{R}$. Furthermore, let $\bar{p} = \bar{e}$ with $2\bar{p}\delta \leq \bar{e} - e$.

Now, consider the case in which $e_1(k) = \bar{e}$ and $e_2(k) = e$, implying $E(k) = e + \bar{e}$. The constraints limiting $e_1(k + 1)$ and $e_2(k + 1)$ are depicted in Fig. 2a and Fig. 2b, respectively. The blue striped interval represents the feasible states according to the energy constraint; the yellow cone indicates the states admissibly reachable from $e_1(k)$ and $e_2(k)$. According to (13), the aggregated constraints are

$$
P(k) = [2\bar{p}, 2\bar{p}], \quad E(k + 1) \in [2e, 2\bar{e}], \quad (15a)
$$

see Fig. 2a.

For the sake of illustration, consider $E(k + 1) = e + \bar{e} + \delta \cdot 2\bar{p}$; the corresponding value of $P(k) = 2\bar{p} \delta$ follows. This choice is feasible for the aggregated model; it satisfies (15). In Fig. 2a: this choice of $E(k + 1)$ is depicted by an orange circle. However, the dispersion of $E(k + 1)$ and $P(k)$ to individual devices leads to infeasibility on the individual side.

However, a feasible choice of $p(k)$, such that $p(k) = s^{-1}(2p)$ exists, it is:

$$
p_1(k) = \bar{p} \in [p, \bar{p}], \quad p_2(k) = \bar{p} \in [p, \bar{p}].
$$

Yet this implies

$$
e_1(k + 1) = \bar{e} + \delta \cdot \bar{p} \notin [e, \bar{e}], \quad e_2(k + 1) = e + \delta \cdot \bar{p} \in [e, \bar{e}],
$$

which violates the energy constraint of EC-DER $j = 1$. This can be seen in Fig. 2a and 2b, where empty red circles indicate energy values which sum up to $E(k + 1)$ and are reachable from $e_1(0), e_2(0)$ but not feasible with respect to $e_1(1) \in [e, \bar{e}]$.

At the same time, a feasible choice of $e(k + 1)$ such that $e(k + 1) = s^{-1}(e + \bar{e} + \delta \cdot 2\bar{p})$ is

$$
e_1(k + 1) = \bar{e} \in [e, \bar{e}], \quad e_2(k + 1) = e + \delta \cdot 2\bar{p} \in [e, \bar{e}].
$$

This implies $p_1(k) = \frac{\bar{e} - e}{\delta} \in [p, \bar{p}]$, and

$$
p_2(k) = \frac{e - (e + \bar{e} + 2\bar{p})}{\delta} \notin [p, \bar{p}],
$$

which violates the power constraint of EC-DER $j = 2$. This is depicted in Fig. 2a and 2b by red circles, which indicate energy values summing up to $E(k + 1)$ that are feasible but not reachable for EC-DER $j = 2$. Hence, the chosen values for $E(k + 1)$ and $P(k)$ are feasible for the aggregated model, but cannot be dispersed to $p(k)$ and $e(k + 1)$.

Example 1 illustrates that an aggregated model with power and energy constraint computed as in (13) might lead to infeasibilities in practice. The time-wise coupling between the variables $p_j(k)$ and $e_j(k)$—and, consequently, between constraints (2)—introduced by the discrete-time dynamics (1) is the main source of these infeasibilities. In other words, we have to account for the constrained reachability properties of the dynamics, ignored in (13).

Next, we derive an energy constraint summarizing the power and the energy constraints (2), provided the knowledge of the
initial condition \(e(0)\). Given \(e_j(k)\), the power constraint \(2\) can be seen as an implicit constraint on \(e_j(k+1)\) because it limits the energy state that can be reached at the following step \(k+1\). This aspect can be formalized considering the 1-step reachable set of (1), which is

\[
e_j(k) \oplus \delta \cdot \mathcal{P}_j(k).
\]

Here \(\oplus\) denotes the Minkowski sum, and \(\delta \equiv \mathcal{P}_j(k) = \{\delta \cdot p_j(k), \forall p_j(k) \in \mathcal{P}_j(k)\}\). However, not all \(e_j(k+1) \in e_j(k) \oplus \delta \cdot \mathcal{P}_j(k)\) are feasible with respect to the energy constraint at \(k+1\) (25). Combining (2) and (1) leads to

\[
e_j(k+1) \in \mathcal{R}_j(k+1, e_j(k)),
\]

(17)

where

\[
\mathcal{R}_j(k+1, e_j(k)) \equiv \mathcal{E}_j(k+1) \cap (e_j(k) \oplus \delta \cdot \mathcal{P}_j(k)).
\]

(18)

The set \(\mathcal{R}_j(k+1, e_j(k))\) is the interval of feasible and reachable \(e_j(k+1)\) given \(e_j(k)\). For the sake of readability, we will omit the explicit dependency of the interval \(\mathcal{R}_j(k+1, e_j(k))\) on \(e_j(k)\) in the sequel. Evidently, one needs to avoid cases in which the intersection in (18) is the empty set. To this end, we consider the following assumption.

**Assumption 1** (Consistency of constraints). For all \(j \in N\) EC-DERs and all \(k \in K\), let the sampling time \(\delta\) and the intervals \(\mathcal{P}_j(k)\), \(\mathcal{E}_j(k)\) and \(\mathcal{E}_j(k+1)\) be such that for all \(e_j(k) \in \mathcal{E}_j(k)\)

\[
\mathcal{E}_j(k+1) \cap (e_j(k) \oplus \delta \cdot \mathcal{P}_j(k)) \neq \emptyset.
\]

(19)

holds.

This condition can be regarded as controlled forward invariance of the entire (time-varying) state constraint set \(\mathcal{E}_j(k)\), \(k \in K\). Practically speaking, it can be satisfied by reducing the state constraints—i.e. if there are no feasible \(e_j(k+1)\) reachable from \(e_j(k)\), then this \(e_j(k)\) should be excluded from \(\mathcal{E}_j(k)\)—or by enlarging the set \(\delta \cdot \mathcal{P}_j(k)\).

Under Assumption 1 the bounds of \(\mathcal{R}_j(k+1)\) the bounds of

\[
\mathcal{R}_j(k+1) = [\mathcal{E}_j(k+1), \mathcal{E}_j(k+1)]
\]

are given by

\[
\mathcal{E}_j(k+1) = \max \left(\mathcal{E}_j(k+1), e_j(k) + \delta \cdot \mathcal{P}_j(k)\right),
\]

\[
\mathcal{E}_j(k+1) = \min \left(\mathcal{E}_j(k+1), e_j(k) + \delta \cdot \mathcal{P}_j(k)\right);
\]

(20a)

(20b)

which follows from standard tools of interval arithmetics (21). Going back to Example 1 a sketch of \(\mathcal{R}_1(k+1)\) and \(\mathcal{R}_2(k+1)\) is shown in Fig. 3a and Fig. 3b. Therein, these intervals are depicted by green crossed intervals.

An energy constraint summarizing the power and the energy constraints can be elaborated also for the aggregated states. This model requires a joint power and energy constraint (per time step), i.e.

\[
E(k+1) \in \mathcal{R}_{agg}(k+1, E(k)),
\]

(21)

with

\[
\mathcal{R}_{agg}(k+1, E(k)) = \mathcal{E}_{agg}(k+1) \cap (E(k) \oplus \delta \cdot \mathcal{P}_{agg}(k)).
\]

\[
\mathcal{R}_{agg}(k+1) \supseteq \mathcal{R}_{agg}(k+1).
\]

(25)

Specifically, there are values of \(E(k+1)\) which are feasible for (20a), (20b) but not for (20a), (20b) every time that one of the inequalities (24) holds strictly. Practically speaking, these are values of \(E(k+1)\) that are feasible for the aggregated model but that cannot be dispersed into a feasible \(E(k+1)\). This is the case of Example 1, illustrated in Fig. 3. It can be seen that the interval \(\mathcal{R}_{agg}(k+1)\) is a “narrower” subset of \(\mathcal{R}_{agg}(k+1)\). The \(E(k+1)\) chosen in Example 1 is feasible and reachable according to the aggregated model, as it is contained within \(\mathcal{R}_{agg}(k+1)\). However, this solution is unfeasible for the complete constraint set, because it lays outside of the interval \(\mathcal{R}_{agg}(k+1)\).
To summarize, the aggregated constraints from (13) might enlarge the feasible space of \( P(k) \) and \( E(k) \). Recalling the abstract problem of Section II-D, this is the case if
\[
\gamma(k+1,y(k)) \supseteq h(x'(k+1,x(k))),
\] (26)
which violates condition (12) of Lemma 1. Subsequently we present sufficient conditions under which the aggregated constraints equal the projection of the original constraints.

IV. ENSURING SCHEDULE FEASIBILITY

From Lemma 1, the aggregation preserves the optimality of the solution if and only if
\[
\mathcal{R}_{agg}(k+1) \equiv \mathcal{R}_{agg}^*(k+1).
\] (27)
In the previous section we have showed that \( \mathcal{R}_{agg}(k+1) \) obtained by application of (13) does not guarantee (27). A natural consequence would be to find a different way to compute \( \mathcal{R}_{agg}(k+1) \) such that (27) holds. In contrast, we propose to pursue a reversed approach. Instead of computing a “narrower” \( \mathcal{R}_{agg}(k+1) \) such that (27) is satisfied, we suppose the existence of an \( e(k) \)—whose elements sum up to the selected \( E(k) \)—for which (27) holds with \( \mathcal{R}_{agg}(k+1) \) computed via (13). This is demonstrated in Example 2.

Example 2. Consider the setting of Example 1 but with \( e_1(k) = e_2(k) = 0.5(\bar{e} + \bar{e}) \). Fig. 4 depicts this case. Therein, \( \mathcal{R}_{agg}(k+1) \) and \( \mathcal{R}_{agg}^*(k+1) \) are equivalent and \( E(k+1) = 2\bar{t} \) is feasible and reachable for the aggregated model as discussed in Example 2—is feasible and reachable with respect to the constraints of each EC-DER:
\[
p_1(k) = \bar{p} \in [\bar{p}, \bar{p}], \quad p_2(k) = \bar{p} \in [\bar{p}, \bar{p}],
\]
\[
e_1(k+1) = 0.5(\bar{e} + \bar{e}) + \delta \cdot \bar{p} \in [\bar{e}, \bar{e}],
\]
\[
e_2(k+1) = 0.5(\bar{e} + \bar{e}) + \delta \cdot \bar{p} \in [\bar{e}, \bar{e}].
\]

Comparison of Examples 1 and 2 points out that certain feasible dispersions of \( E(k) \) are preferable over others. The energy states \( e_1(k) \) and \( e_2(k) \) are a feasible dispersion of aggregated energy \( E(k) \) both in Example 1 and in Example 2. However, the values for \( e_1(k) \) and \( e_2(k) \) chosen in Example 1 compromise the existence of a feasible dispersion of the desired (aggregated feasible) \( E(k+1) \). The same \( E(k+1) \) has instead a feasible dispersion with the values of \( e_1(k) \) and \( e_2(k) \) chosen in Example 2.

Let us rephrase this observation using the abstraction from Section II-D. Given a value of \( y(k) \), we define
\[
\gamma^{-1}(y(k)) = \{ x(k) \in \mathcal{X}(k, x(k-1)) | h(x(k)) = y(k) \}
\]
as the set of feasible pre-images of \( y(k) \) with respect to the projection \( h \). If the set \( \gamma^{-1}(y(k)) \) is not a singleton, each of its elements maps to \( y(k) \). However, some of those can restrict the feasible set at the next time step, \( \mathcal{X}(k+1, x(k)) \), more than others. Hence, given a set \( \gamma^{-1}(k,y(k)) \) for which (26) holds, satisfaction of (12) depends on \( x(k) \), which differs from \( h^{-1}(y(k)) \), therefore the set \( h(\mathcal{X}(k+1, x(k))) \) varies with \( x(k) \).

Motivated by these considerations, we denote
\[
\mathcal{E}(k,E(k)) = \{ e(k) \in \mathcal{E}(k) | e(k) = \gamma^{-1}(E(k)) \}
\]
as the set of feasible dispersions of \( E(k) \).

Definition 1 (Consistent dispersion of \( E(k) \)). Given \( E(k) \), the vector \( e(k) \) is said to be a consistent dispersion of \( E(k) \) at time \( k+1 \), if \( e(k) \in \mathcal{E}(k,E(k)) \) and
\[
\mathcal{R}_{agg}(k+1) \equiv \mathcal{R}_{agg}^*(k+1),
\]
with \( \mathcal{R}_{agg}(k+1) \) as in (22) and \( \mathcal{R}_{agg}^*(k+1) \) from (23).

The meaning of consistent \( e(k) \) is illustrated in Fig. 5. Starting from the top-left corner, Fig. 5 shows that an aggregated state \( E(k) \) can be dispersed in different ways, namely all the points in \( \mathcal{E}(k,E(k)) \). Among them, a consistent dispersion of the aggregated state \( E(k) \) leads to a feasible and reachable set \( \mathcal{R}(k+1) \) (on the right) whose projection on the aggregated space, \( \mathcal{R}_{agg}^*(k+1) \), is equivalent to the aggregated feasible and reachable set obtained via direct computation, i.e., from \( E(k) \) and relative aggregated constraints as in (13). Considering the complete problem, the schedule \( \{ G(k) \} \) can be computed via (9) as much as via (8) if \( e(k) \) is a consistent dispersion of \( E(k) \) for all \( k \in \mathcal{K} \), because the conditions of Lemma 1 are satisfied at each time step.

Remark 1 (Dispensations and two-stage scheduling). Introducing the concept of a consistent dispersion helps understanding why (9) is successfully applied, cf. [10], [13]. Therein, hierarchical control is often used to solve (8) in a sequential manner. First, (9) is used (with (13)) on an upper level to provide long-term aggregated schedules. Second, lower level feedback control (e.g., MPC) assigns the dispersion of the aggregated energy state in a way that guarantees the feasibility of the pre-computed schedule over the subsequent time-steps. Essentially, this controller consistently disperses the aggregated schedule.
V. EXISTENCE AND COMPUTATION OF CONSISTENT DISPERSIONS

The considerations above motivate investigation of the existence of a consistent dispersion. To this end, we make the following assumption.

Assumption 2. For all \( j \in \mathcal{N} \) and all \( k \in \mathcal{K} \), let the sampling time \( \delta \) and the intervals \( \mathcal{P}_j(k) \), \( \mathcal{E}_j(k) \) and \( \mathcal{E}_j(k+1) \) be such that there exists at least one \( e_j(k) \in \mathcal{E}_j(k) \) for which

\[
e_j(k) + \delta \cdot \mathcal{P}_j(k) \subseteq \mathcal{E}_j(k+1),
\]

\[
\mathcal{E}_j(k+1) \subseteq (\mathcal{E}_j(k) + \delta \cdot \mathcal{P}_j(k)),
\]

holds.

Condition (28a) implies that there exists a controlled invariant (time-varying) subset of \( \mathcal{E}_j(k) \), and furthermore that there exists a subset of \( \mathcal{E}_j(k) \) from which all reachable states are feasible. The second part (28b) instead requires that the entire set \( \mathcal{E}_j(k+1) \) is contained in the reachable set \( \mathcal{E}_j(k) + \delta \cdot \mathcal{P}_j(k) \).

Moreover, consider \( d_i : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \) given by

\[
d_i(k, e(k)) = \sum_{j \in \mathcal{N}} - \left( e_j(k) + \delta \cdot \mathcal{P}_j(k) + \max \left\{ e_j(k) + \delta \cdot \mathcal{P}_j(k), \mathcal{E}_j(k+1) \right\} \right),
\]

and \( d_a : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \) given by

\[
d_a(k, e(k)) = \sum_{j \in \mathcal{N}} \left( e_j(k) + \delta \cdot \mathcal{P}_j(k) + \min \left\{ e_j(k) + \delta \cdot \mathcal{P}_j(k), \mathcal{E}_j(k+1) \right\} \right).
\]

Theorem 1 (Existence of a consistent dispersion).

Suppose Assumptions 1 and 2 hold. If

\[
e(k) \in \arg \min_{e(k) \in \mathcal{E}(k)} (d_i(k, e(k)) + d_a(k, e(k)))
\]

with \( d_i \) and \( d_a \) from (29), then \( \mathcal{R}_{agg}(k+1) \) from (22) and \( \mathcal{R}_{agg}^*(k+1) \) from (23) satisfy

\[
\mathcal{R}_{agg}(k+1) \subseteq \mathcal{R}_{agg}^*(k+1),
\]

i.e. \( e(k) \) is a consistent dispersion of \( E(k) \) at time \( k+1 \).

Theorem 2 (Recursive existence of consistent dispersions).

Suppose Assumptions 1 and 2 hold. If \( E(k+1) \in \mathcal{E}_{agg}(k+1) \) and \( e(k) \) is a consistent dispersion of \( E(k) \), then there exists at least one consistent dispersion of \( E(k+1) \).

An important consequence of Theorem 2 is that given that the initial \( e(0) \) is a consistent dispersion of \( E(1) \), then a consistent dispersion of \( \{P(k)\}_K \) and \( \{E(k+1)\}_K \) is always possible as long as \( (9d)-(9e) \) hold with (13). In other words, the aggregated schedule can always be tracked. Furthermore, note that while the existence of a consistent dispersion is a property of the entire system, the requirements of Assumptions 1 and 2 involve each EC-DER separately, in line with the task of aggregating heterogeneous devices.

Besides justifying the use of aggregated scheduling (9) in presence of a consistent dispersion of the aggregated energy state, Theorem 1 and Theorem 2 lead to further considerations in more general problems. We will discuss this in Section VI after providing the proofs in the next Section.

A. PROOFS OF THEOREM 1 & 2

Proof of Theorem 1

The main idea behind the proof of Theorem 1 is showing that condition \( \mathcal{R}_{agg}(k+1) \subseteq \mathcal{R}_{agg}^*(k+1) \) is satisfied because the bounds of the real intervals \( \mathcal{R}_{agg}(k+1) \) and \( \mathcal{R}_{agg}^*(k+1) \) coincide when \( e(k) \) satisfies (30). First we prove technical lemmata to then turn towards the proof of Theorem 1.

From (22) it follows that there are two possible cases for each of the two bounds of \( \mathcal{R}_{agg}(k+1) \):

- Case (i):

\[
E(k) + \delta \cdot \mathcal{P}(k) \geq E(k+1),
\]

respectively,

\[
E(k) + \delta \cdot \mathcal{P}(k) \leq E(k+1).
\]

- Case (ii):

\[
E(k) + \delta \cdot \mathcal{P}(k) > E(k+1),
\]

respectively,

\[
E(k) + \delta \cdot \mathcal{P}(k) < E(k+1).
\]

Observe that Case (i) implies that at time \( k \) the aggregated input (power) constraint (9d) is restrictive (i.e. potentially active), while Case (ii) implies that at time \( k+1 \) the aggregated state (energy) constraint (9c) is restrictive. We analyze both cases in two technical lemmata.

Lemma 2 (Case (ii)). Suppose Assumptions 1 and 2 hold and let \( e(k) \) satisfy (30).
The second part of Case (i)—Lemma 3—follows mutatis mutandis and it is skipped for the sake of brevity.

This implies that diminishing the values of any $e_j(k)$ does not minimize $E(k)$; i.e. $e(k)$ is in the set $\mathcal{E}(k, E(k))$.

Observe that $d_k(e(k), k)$ reaches its global minimum zero for any $e(k)$ satisfying (33). Furthermore, from Assumption 2 it holds that

$$
\tau_j(k + 1) - \delta \cdot \bar{p}_j(k) \geq \varepsilon_j(k + 1) - \delta \cdot p_j(k).
$$

(34)

This implies that diminishing the values of any $e_j(k)$ below $-\delta \cdot p_j(k) + \varepsilon_j(k + 1)$ does not reduce the value of $d_k(e(k), k)$. Therefore, (30) for Case (i)-(a) implies (35).

In turn, it follows from (35) that

$$
e_j(k) + \delta \cdot p_j(k) \geq \varepsilon_j(k + 1) \quad \forall j \in \mathcal{N}.
$$

Therefore, the lower bound of $R_{agg}^*(k + 1)$ is equal to

$$
\sum_{j \in \mathcal{N}} \varepsilon_j'(k + 1) = \sum_{j \in \mathcal{N}} e_j(k + 1) + \delta \cdot \sum_{j \in \mathcal{N}} p_j(k) = E^r(k + 1).
$$

The second part of Case (i)—$E(k) + \delta \cdot \mathbf{P}(k) \leq E^r(k + 1)$—follows mutatis mutandis and it is skipped for the sake of brevity.

Lemma 3 (Case (ii)). Suppose Assumptions 1 and 2 hold and let $e(k)$ satisfy (30).

(a) If (32a) holds, then the lower bound $E^r(k + 1)$ of $R_{agg}^*(k + 1)$ from (22) and the lower bound $\sum_{j \in \mathcal{N}} \varepsilon_j'(k + 1)$ of $R_{agg}^*(k + 1)$ from (23) satisfy

$$
E^r(k + 1) = \sum_{j \in \mathcal{N}} \varepsilon_j'(k + 1).
$$

(b) If (32b) holds, then the upper bound $E^r(k + 1)$ of $\tau_j^r(k + 1)$ from (22) and the upper bound $\sum_{j \in \mathcal{N}} \tau_j^r(k + 1)$ of $R_{agg}^*(k + 1)$ from (23) satisfy

$$
E^r(k + 1) = \sum_{j \in \mathcal{N}} \tau_j^r(k + 1).
$$

Proof (by contradiction). First, consider the lower-bound case (b), i.e. that (32a) holds. Assume for the sake of contradiction that there is a group of devices $I \subset \mathcal{N}$ for which

$$
e_i(k) + \delta \cdot p_i(k) > \varepsilon_i(k + 1), \quad \forall i \in I
$$

(35)

and another group of devices $\mathcal{H} = \mathcal{N} \setminus I$ for which

$$
e_h(k) + \delta \cdot p_h(k) \leq \varepsilon_h(k + 1), \quad \forall h \in \mathcal{H}.
$$

(36)

From (7), it follows that

$$E(k) = \sum_{i \in I} e_i(k) + \sum_{h \in \mathcal{H}} e_h(k).
$$

Suppose that $\mathcal{H} = \emptyset$, then (32a) is false and we fall back to Case (i). Hence $\mathcal{H} \neq \emptyset$. Moreover, for at least one $h \in \mathcal{H}$, Inequality (36) holds strictly (otherwise we again fall back to Case (i)).

Consider a small positive increment $\Delta > 0$ for which $\tilde{e}_h(k) = e_h(k) + \Delta$ still satisfies (36). The increment of $\tilde{e}_h(k)$ is always possible. In fact, given Assumption 2 we have

$$
\tau_h(k) + \delta \cdot \bar{p}_h(k) \geq \tilde{\varepsilon}_h(k + 1).
$$

(37)

Thus, from (36) (which is strictly satisfied for $\tilde{h}$), it follows that $e_h(k) < \tilde{e}_h(k)$. Next, consider w.l.o.g. one EC-DER $\tilde{i} \in I$ for which the energy $\tilde{e}_i(k) = e_i(k) - \Delta$ is decreased such that $\tilde{e}_i(k)$ still satisfies (35). This reduction is always possible: given Assumption 2 we have

$$
e_i(k) + \delta \cdot \bar{p}_i(k) \leq \tilde{e}_i(k + 1);
$$

thus (35) implies $e_i(k) > \tilde{e}_i(k)$.

Increasing the energy at EC-DER $\tilde{h}$ and reducing it at the same time at EC-DER $\tilde{i}$ maintains the satisfaction of equality (7), as

$$E(k) = -\Delta + \sum_{i \in I} e_i(k) + \sum_{h \in \mathcal{H}} e_h(k) + \Delta.
$$

However, $d_k(\tilde{e}(k), k) < d_k(e(k), k)$. Moreover, $d_k(\tilde{e}(k), k) \leq d_k(e(k), k)$. In fact, the increment of $\tilde{e}_i(k)$ cannot increase $d_k(e(k), k)$, because the contribution of the components $e_j(k)$ to $d_k(e(k), k)$ is zero. Thus, $e(k)$ does not minimize $d_k(e(k), k) + d_k(e(k), k)$. We arrive at a contradiction, i.e.

$$I \neq \emptyset$$

contradicts (30). Hence we arrive at $I = \emptyset$.

Given that (36) hold for all the EC-DERs, then the lower bound of $R_{agg}^*(k + 1)$ is equal to

$$
\sum_{j \in \mathcal{N}} \varepsilon_j'(k + 1) = \sum_{j \in \mathcal{N}} e_j(k + 1) = E^r(k + 1).
$$

Summing up, the lower bounds of $R_{agg}(k + 1)$ and $R_{agg}^*(k + 1)$ also match in Case (ii)-(a) under (30). In a similar fashion, it can be shown that the upper bound of $R_{agg}(k + 1)$ equals the upper bound of $R_{agg}^*(k + 1)$ in Case (ii)-(b) under (30). □

As we have seen in Lemma 2 for Case (i) and in Lemma 3 for Case (ii), if (30) holds then the upper and lower bound of $R_{agg}(k + 1)$ and $R_{agg}^*(k + 1)$ coincide, meaning that $R_{agg}(k + 1) = R_{agg}^*(k + 1)$. This finishes the proof of Theorem 1. □
Thus, by virtue of the extreme value theorem, the function \( E \) and continuous and the set \( E \) is not empty. The cost function \( d_j(k+1, e(k+1)) + d_n(k+1, e(k+1)) \) is real-valued and continuous and the set \( E(k+1, E(k+1)) \) is compact. Thus, by virtue of the extreme value theorem, the function \( d_j(k+1, e(k+1)) + d_n(k+1, e(k+1)) \) attains a minimum over \( E(k+1, E(k+1)) \) meaning that at least one minimizer \( e(k+1) \) exists. Consequently, applying Theorem 1 there exist a consistent dispersion of \( E(k+1) \).

\[ \square \]

VI. DISCUSSION

Theorems 1 and 2 indicate the following approach to scheduling problems in the form of (3):

(i) Check/impose consistency of constraints (3c)-(3e) to Assumptions 1 and 2

(ii) Aggregate decision variables and constraint sets via projection \( s \), as in (7) and (13).

(iii) Solve (9) to compute the schedule \( \{ \hat{G}(k) \} \)\

(iv) Guarantee feasibility of the aggregated schedule by dispersing the aggregated variables following (30).

However, it can be argued that the class of problems covered by (3) does not include several cases of practical interest. In particular, problem (3) A disregards non-linearities in the EC-ERs dynamics (3c), and B ignores constraints that involve a partial summation of the elements of \( p(k) \) and \( e(k) \). In power systems, non-linearities in the EC-ERs dynamics are used to model conversion losses, while network constraints comprise partial summations. Next we discuss Issue A, while Issue B is left out due to space limitations.

A. Conversion Losses

We seek a constraint reformulation that allows using Theorems 1 and 2 for an aggregation of nonlinear dynamics.

First, consider a dynamic model of the energy state including conversion losses, for example

\[ e_j(k+1) = e_j(k) + \delta \cdot p_j(k) - \mu_j(p_j(k)) \delta \cdot |p_j(k)|, \]

where the coefficient \( \mu_j(p_j(k)) \) describes the amount of energy that is lost in conversion. Note that this coefficient can be a function of \( p_j(k) \), see (22). The dynamics (37) contain an energy-based description of the storage losses. This model is often applied in energy management even if it simplifies the phenomena occurring in practice; nonetheless, it has been established experimentally to be sufficiently accurate for scheduling purposes, cf. (23).

Next, consider an alternative—yet equivalent—model describing the conversion losses in terms of lost power. First, we define

\[ \tilde{p}_j(k) = p_j(k) - \mu_j(p_j(k)) \cdot |p_j(k)|, \]

as the actual power exchange with the storage. Then, we introduce \( \tilde{p}_j(k) \) into (37), which gives

\[ e_j(k+1) = e_j(k) + \delta \cdot \tilde{p}_j(k). \]

Given (38), the power constraint (2a) can be equivalently expressed as a constraint on \( \tilde{p}_j(k) \), i.e.

\[ \hat{P}(k) = \{ \tilde{p}(k) | \exists p(k) \in \mathbb{P}(k) \text{ s.t. (38) holds} \}. \] (40)

In other words, conversion losses modify the boundaries of the set of reachable states at \( k+1 \). Note that \( \hat{P}(k) \) is a closed real interval.

Finally, consider the scheduling problem (8) including conversion losses as modeled by (38) and (40).

\[ \min_{\{ \tilde{p}(k) \} \subseteq \{ G(k) \} \subseteq \{ \hat{P}(k) \} \subseteq \{ (E(k+1)) \} \subseteq \{ (E(k)) \} \subseteq K} \sum_{k \in K} c(G(k)) \quad (41a) \]

s. t. \( \forall k \in K \)

\[ G(k) = \hat{P}(k) - L(k) - P_{loss}(k), \]

\[ e(k+1) = e(k) + \delta \cdot \tilde{p}(k) \quad e(0) = e^0, \]

\[ \tilde{p}(k) \in \tilde{P}(k), \]

\[ e(k+1) \in E(k+1), \]

\[ \tilde{P}(k) = s(\tilde{p}(k)), \]

\[ E(k+1) = G(e(k+1)), \]

\[ P_{loss}(k) = f(\tilde{p}(k)). \]

The function \( f(\tilde{p}(k)) \) returns the total conversion losses (in terms of power) resulting from \( \tilde{p}(k) \). Equation (41h) is the only practical difference between problem (41) and (8). Thus, the question arises if the solution of (41) can be approached in two steps (aggregated scheduling and subsequent dispersion), as for (6), without compromising the result.

The aggregated version of (41) would be

\[ \min_{\{ \tilde{p}(k) \} \subseteq \{ G(k) \} \subseteq \{ \hat{P}(k) \} \subseteq \{ (E(k+1)) \} \subseteq \{ (E(k)) \} \subseteq K} \sum_{k \in K} c(G(k)) \quad (42a) \]

s. t. \( \forall k \in K \)

\[ G(k) = \hat{P}(k) - L(k) - f_{agg}(\hat{P}(k)), \]

\[ E(k+1) = E(k) + \delta \cdot \hat{P}(k), \quad E(0) = e^0, \]

\[ \hat{P}(k) \in \hat{P}(k), \]

\[ E(k+1) \in E_{agg}(k+1). \]

Observe that constraints (41c)-(41g) and (42c)-(42e) have the exact same structure of the corresponding ones in (8) and (9). Therefore, the idea of a consistent dispersion and the statements of Theorem 1 and 2 still hold. The main difficulty is represented here by enforcement of the equivalence between (42b) and (41h).

Consider a symmetric system where the losses are the same on each device and independent of \( p_j(k) \), i.e. \( \mu_j(p_j(k)) = \mu \) for all \( j \in N \). Furthermore, consider the absence of mutual exchange of power among devices, i.e. sign(\( p_j(k) \)) = sign(\( p_i(k) \)) for all \( \{ j, i \} \in N \times N \). Then, defining

\[ f_{agg}(\hat{P}(k)) = \begin{cases} \frac{\mu}{1 - \mu} & \text{if } \hat{P}(k) \geq 0 \\ -\frac{\mu}{1 + \mu} & \text{if } \hat{P}(k) < 0 \end{cases}. \] (43)

Note that depending on the relation between \( \mu_j(p_j(k)) \) and \( p_j(k) \), \( f_{agg}(\tilde{p}(k)) \) may not even have a closed form description.
the equivalence $f_{agg}(\tilde{P}(k)) = f(\tilde{p}(k))$ holds exactly for each $\tilde{P}(k) \in \tilde{P}_{agg}(k)$. Thus, in this specific case, (42b) is equivalent to (41b), (41h), and aggregation as in (42) leads to the same solution of (41). However, in general $f_{agg}(\tilde{P}(k))$ can only approximate $\tilde{F}_{loss}(k)$ and the solution of (42) deviates from the one of the original problem (41) depending on the severity of this approximation. This aspect might compromise the effectiveness of aggregation. Eventually, aggregation of groups of EC-DERs with similar conversion losses can reduce the severity of the approximation at the price of a slightly higher number of variables in the aggregated problem.

VII. CONCLUSION

The present paper investigated scheduling for aggregated energy systems based on an aggregated time-varying model of heterogeneous energy-constrained distributed energy resources. The aggregated model reduces the number of parameters and decision variables in the scheduling problem, lowering the computation burden and improving the management of the uncertainties. However, aggregated models, as often employed in the literature, may extend the feasible space to values that cannot be attained in practice. This paper examined the causes of this undesirable phenomenon. We show that, whenever the energy states of the individual devices satisfy a specific (collective) property—existence of a consistent dispersion of the aggregated energy state at the first step—the aggregation does not alter the feasible set and thus does not imply any optimality loss. Our main contribution is to prove that a consistent dispersion always exists under mild assumptions on the constraints of the various devices, considered separately. Our findings justify the application of an aggregated model in scheduling, provide a technique to check the consistency of an aggregated model, and propose a way to disperse the aggregated energy state which is free from any time dependence. Furthermore, our results allow consideration on advantages and limitations of aggregated models in scheduling; we discussed here the case of conversion losses to provide an example. Future work will apply the described methods to a real test case and further analyze the presence of network constraints.

REFERENCES

[1] S. Burger, J. P. Chaves-Avila, C. Batlle, and I. J. Pérez-Arriaga, “A review of the value of aggregators in electricity systems,” Renewable and Sustainable Energy Reviews, vol. 77, pp. 395–405, 2017.

[2] B. P. Koirala, E. Koliou, J. Friege, R. A. Hakvoort, and P. M. Herder, “Energetic communities for community energy: A review of key issues with explicit power setpoints. Part ii: Implementation and validation,” Electric Power Systems Research, vol. 125, pp. 254–264, 2015.

[3] S. H. Low, “Convex relaxation of optimal power flow—part i: Formulations and equivalence,” IEEE Trans. Control Netw. Syst., vol. 1, no. 1, pp. 15–27, 2014.

[4] L. Reyes-Chamorro, A. Bernstein, J.-Y. Le Boudec, and M. Paolone, “A composable method for real-time control of active distribution networks with explicit power setpoints. Part ii: Implementation and validation,” Electric Power Systems Research, vol. 125, pp. 265–275, 2015.

[5] J. L. Mathieu, M. G. Vaya, and G. Andersson, “Uncertainty in the flexibility of aggregations of demand response resources,” in Industrial Electronics Society, IECON 2013-39th Annual Conference of the IEEE. IEEE, 2013, pp. 8052–8057.

[6] L. Jaulin, M. Kieffer, O. Didrit, and E. Walter, Applied interval analysis: with examples in parameter and state estimation, robust control and robotics. Springer Science & Business Media, 2001, vol. 1.

[7] G. Wenzel, M. Negrete-Pincetic, D. E. Olivares, J. MacDonald, and D. S. Callaway, “Real-time charging strategies for an electric vehicle aggregator to provide ancillary services,” IEEE Trans. Smart Grid, vol. PP, no. 99, 2017.

[8] H. Zhang, Z. Hu, Y. Song, and S. Moura, “Coordination of v2g and distributed wind power using the storage-like aggregate pv model;” in Innovative Smart Grid Technologies Conference (ISGT), 2016 IEEE Power & Energy Society. IEEE, 2016, pp. 1–5.

[9] S. Vandael, B. Claessens, M. Hommelberg, T. Holvoet, and G. Deconinck, “A scalable three-step approach for demand side management of plug-in hybrid vehicles,” IEEE Trans. Smart Grid, vol. 4, no. 2, pp. 720–728, 2013.

[10] R. R. Appino, M. Munoz-Ortiz, J. A. G. Ordiano, R. Mikut, V. Hagenmeyer, and T. Faulwasser, “Reliable dispatch of renewable generation via charging of time-varying pv populations,” IEEE Trans. Power Syst., 2018.

[11] J. L. Mathieu, M. Kamgarpour, J. Lygeros, G. Andersson, and D. S. Callaway, “Arbitraging intraday wholesale energy market prices with aggregations of thermostatic loads,” IEEE Trans. Power Syst., vol. 30, no. 2, pp. 763–772, 2015.

[12] H. Hao, B. M. Sanandaji, K. Poolla, and T. L. Vincent, “Aggregate flexibility of thermostatically controlled loads,” IEEE Trans. on Power Systems, vol. 30, no. 1, pp. 189–198, 2015.

[13] Z. Xu, D. S. Callaway, Z. Hu, and Y. Song, “Hierarchical coordination of heterogeneous flexible loads,” IEEE Trans. Power Syst., vol. 31, no. 6, pp. 4206–4216, 2016.

[14] A. Bernstein, L. Reyes-Chamorro, J.-Y. Le Boudec, and M. Paolone, “A composable method for real-time control of active distribution networks with explicit power setpoints. Part i: Framework.” Electric Power Systems Research, vol. 125, pp. 254–264, 2015.

[15] M. Evans, D. Angelii, and S. H. Tindemans, “Robustly maximal utilisation of energy-constrained distributed resources,” in 2018 Power Systems Computation Conference (PSCC). IEEE, 2018, pp. 1–7.

[16] C. d. Villemagne and R. E. Skelton, “Model reductions using a projection formulation,” International Journal of Control, vol. 46, no. 6, pp. 2141–2169, 1987.

[17] M. Rungger and M. Zamani, “Compositional construction of approximate abstractions of interconnected control systems,” IEEE Trans. Control Netw. Syst., vol. 5, no. 1, pp. 116–127, 2018.

[18] J. L. Mathieu, M. Kamgarpour, J. Lygeros, G. Andersson, and D. S. Callaway, “A composable method for real-time control of active distribution networks with explicit power setpoints. Part i: Implementation and validation,” Electric Power Systems Research, vol. 125, pp. 265–280, 2015.

[19] J. L. Mathieu, M. G. Vaya, and G. Andersson, “Uncertainty in the flexibility of aggregations of demand response resources,” in Industrial Electronics Society, IECON 2013-39th Annual Conference of the IEEE. IEEE, 2013, pp. 8052–8057.

[20] L. Jaulin, M. Kieffer, O. Didrit, and E. Walter, Applied interval analysis: with examples in parameter and state estimation, robust control and robotics. Springer Science & Business Media, 2001, vol. 1.

[21] J. Barry and J. Thomas, “Online and offline PV power forecasts for optimal control of storage systems,” in 33rd European Photovoltaic Solar Energy Conference and Exhibition, 2017.

[22] F. Sossan, E. Namor, R. Cherkawui, and M. Paolone, “Achieving the dispatchability of distribution feeders through prosumers data driven forecasting and model predictive control of electrochemical storage,” IEEE Trans. Smart Grid, vol. 4, no. 4, pp. 2122–2130, 2013.