Graph Neural Network Potential for Magnetic Materials
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Abstract:

Machine Learning (ML) interatomic potential has shown its great power in condensed matter physics. However, ML interatomic potential for a magnetic system including both structural degrees of freedom and magnetic moments has not been well developed yet. A spin-dependent ML interatomic potential approach based on the crystal graph neural network (GNN) has been developed for any magnetic system. It consists of the Heisenberg edge graph neural network (HEGNN) and spin-distance edge graph neural network (SEGNN). The network captures the Heisenberg coefficient variation between different structures and the fine spin-lattice coupling of high order and multi-body interaction with high accuracy. In the tests, this method perfectly fitted a high-order spin Hamiltonian and two complex spin-lattice Hamiltonian and captured the fine spin-lattice coupling in BiFeO_3. In addition, a disturbed structure of BiFeO_3 with strain was successfully optimized with the trained potential. Our work has expanded the powerful ML GNN potentials to magnetic systems, which paves a new way for large-scale dynamic simulations on spin-lattice coupled systems.
Main text

Machine learning interatomic potentials (MLIPs) have been widely used for material modeling with a balance of speed and accuracy in recent years [1–4]. With the strong expression ability of neural networks, complex interatomic multidimensional energy landscapes can be learned from datasets containing different structures. Compared with ab initio calculation, machine learning potentials can significantly reduce the computational cost, leading to feasible simulations of large systems [5–11]. MLIP models are usually built with the kernel-based ML algorithms which use the descriptors of materials as the input and learn the mapping function between the input descriptor and the material’s corresponding energy, such as kernel ridge regression (KRR) and gaussian process regression (GPR) methods. The descriptor derived from the atomic positions and the atomic numbers are invariant under uniform translations, rotations, and permutations of identical atoms in materials and greatly influence the performance of the MLIP model. A large variety of descriptors have been developed to encode the material information [12–18]. The smooth overlap of atomic positions [19] (SOAP) and the atom-centered symmetry functions [20,21] (ACSFs) are two of the most used descriptors that characterize the local environments of atoms as the atomic fingerprint. However, most of the descriptor only works for potential without the freedom degrees of atomic magnetic moments. As a result, most MLIP models cannot describe the spin-lattice coupling in magnetic materials. Only very recently, Ivan et al. first presented magnetic Moment Tensor Potentials [22] (mMTPs) which add the contributions of collinear magnetic moments on Moment Tensor Potentials (MTPS) to include collinear magnetic degrees of freedom in MLIP. The mMTPS are demonstrated for the prototype magnetic system bcc iron with phonon calculations and molecular dynamics simulations. However, mMTPS can only deal with collinear spin and did not consider the spin-inversion symmetry explicitly, which are instead realized by data augmentation in the model. Marco et al. then developed magnetic high dimensional neural network potential (mHDNNP) which modifies the ACSFs to spin-dependent ACSFs (sACSFs) [23]. Same with mMTPS, mHDNNP can only deal with collinear magnetic moments, which holds back the study of noncollinear magnetic states such as spirals, skyrmions, and bimerons. Note that considering noncollinear magnetic states is indispensable for calculating magnetic transition temperature with Monte Carlo simulation and performing spin-molecular dynamics [24,25]. Meanwhile, in a recent
study, Behnam et al. point out that both SOAP and ACSFs, the two most commonly used descriptors, fail in treating correctly four-body interactions [26] which leads to a failure of learning the full energy landscape of materials. As a result, MLIP with noncollinear magnetic degrees of freedom is still underdeveloped.

Graph neural network (GNN) as a message-passing deep learning architecture has shown its great power in condensed matter physics. The 3D geometric structure of materials can be described as a connected graph. With the message passing graph neural network, structure representations are learned directly from the input structure using a more natural method without manual construction. Symmetry invariants including translation, rotation, and permutation are naturally included in the graph representations of GNN. Crystal graph neural network (CGNN), as an end-to-end learned natural descriptor for crystal, has been well developed these years [27–35]. A recently proposed Line Graph Neural Network (LGNN) includes the bond angles explicitly and updates the edge features in the graph, such as Dimenet++ [28,29,35]. CGNN has shown outstanding performance in training potential, interpreting materials, predicting properties, and inverse design [27,36–39]. However, to our best knowledge, freedom of degrees of magnetic moments has not been included in CGNN yet.

In this Letter, we present a generalized spin-dependent graph neural network (SGNN) framework for including the noncollinear spin in the CGNN that extends the CGNN to the level of describing the structure and magnetic states. Our SGNN framework includes the Heisenberg edge graph neural network (HEGNN) and the spin-distance edge graph neural network (SEGNN). HEGNN utilizes the updated features of the edges in LGNN which map the variational Heisenberg coefficients between magnetic atoms. As for SEGNN, comparing with edge initialization only with the atomic distance between two atoms in CGNN, both the atomic distance and the dot product of the noncollinear spin between two atoms are applied to initialize the edges in SEGNN. GNN potential with magnetic degrees of freedom can be trained with HEGNN and SEGNN, while HEGNN learns the basic Heisenberg magnetic potential and the complex high-order magnetic potential can be learned by SEGNN.

**Spin-dependent graph neural network approach.** In this work, we aim to build an approach that includes the noncollinear spin in the crystal graph including HEGNN and SEGNN. Both HEGNN and SEGNN can be used to build the magnetic potential in
ensembles or separately. HEGNN is an expert for describing the simple Heisenberg 2-order magnetic interactions while SEGNN can generally cover both 2-order and higher-order thanks to the message-passing GNN. In principle, SEGNN is powerful enough to include most spin-lattice interactions. Because Heisenberg interactions dominate the magnetic potentials, here HEGNN is introduced to express the Heisenberg interactions. For materials with simple magnetic interaction that can be expressed with the Heisenberg model and the effect of high-order can be neglected, HEGNN is powerful enough to construct the landscape of magnetic potential while SEGNN should be included in the magnetic potential when high-order magnetic interaction is remarkable.

As for general magnetic potentials, HEGNN and SEGNN work in ensembles expressed as

$$E^{\text{total}} = E^{\text{HEGNN}}(r, \vec{s}) + E^{\text{SEGNN}}(r, \vec{s})$$ (1)

$$E^{\text{HEGNN}}(r, \vec{s}) = \sum_i h_i^{\text{HEGNN}}(r) + \sum_{i,j} J_{ij}^{\text{HEGNN}}(r) \langle \vec{s}_i, \vec{s}_j \rangle$$ (2)

$$E^{\text{SEGNN}}(r, \vec{s}) = \sum_i h_i^{\text{SEGNN}}(r, \vec{s})$$ (3)

where $h_i^{\text{HEGNN}}(r)$ represents HEGNN part of the local atomic energy of atom $i$ and $J_{ij}^{\text{HEGNN}}(r)$ represents the Heisenberg coefficient of the bond of atom $i$ and $j$ which both only relates to the position of the surrounding atoms. $h_i^{\text{SEGNN}}(r, \vec{s})$ represents the SEGNN part of the local atomic energy of atom $i$ which relates to the position and spin vector of the surrounding atoms.

**HEGNN.** We first introduce the HEGNN based on the Heisenberg model and line graph of crystal. Heisenberg model, as the basic and usually dominant magnetic interaction of materials, is expressed as $H_{HB} = \sum_{i>j} J_{ij}(r) \langle \vec{s}_i, \vec{s}_j \rangle$ where $J_{ij}(r)$ is related to the atomic environment of the bond between two magnetic atoms. However, it’s not easy to define the explicit Heisenberg coefficient $J_{ij}(r)$ which is influenced by the relative positions of surrounding atoms. The Heisenberg coefficient is usually
simplified as $J_{ij}(r_{ij})$ with the assumption that it is only affected by the atomic distance between the two magnetic atoms, which ignores the many-body effect. In LGNN, the edges of the graph are updated and can reflect the surrounding atomic information of the magnetic bond. As a result, the updated features of the edges in the line graph are the learned Heisenberg coefficient $J_{ij}(r)$ which includes the information of the neighbor atoms of the magnetic bond. The updated features of the nodes are the learned structure descriptors same as the usual crystal graph. The local magnetic potential of HEGNN can be expressed as $\sum_i E_i^{HEGNN} = \sum_i E_i^{pos}(r) + \sum_{i,j} J_{ij}(r) \langle \vec{s}_i \cdot \vec{s}_j \rangle$ where $E_i^{pos}(r)$, as the traditional structure potential, comes from the learned node feature and $J_{ij}(r)$, as the Heisenberg coefficient, comes from the learned edge feature. We would like to stress that the usual GNN (such as CGCNN) but not LGNN is not applicable in the framework of HEGNN. As the output edge features of GNN, $J_{ij}(r)$, should learn the atomic environments of the bond between atom i and j, the edge should be influenced by the neighbor atoms around the bond. However, in the multigraph of crystal, several edges exist between two nodes. If edges initialization are only related to the bond length while two edges are the same in length but different in directions, the updated edges will remain the same during updates in GNN with only node and edge, which fails in distinguishing these two edges and describing bond's atomic environment. Instead, edge updates in LGNN without this bug. Line graph, as the single graph that exists at most one edge between nodes, describes the atomic environment of the bonds completely. See details of the proof in SM. To be more specific, the cubic perovskite ABO$_3$ is provided for better intuition. The ideal structure of ABO$_3$ without distortion and ABO$_3$ with oxygen octahedral rotation are shown respectively in Fig.3(a) and Fig.3(b). We focus on the bond of intralayer B1-B2 and interlayer B1-B1 in Fig.3. They are the same bond in Fig.3(a) concerning the symmetry but differ in Fig.3(b) because of the oxygen octahedral rotation. In Fig.3(b), B1-O-B1 is still on the same line while B1-O-B2 forms a triangle. As a result, the Heisenberg coefficients of the bond of B1-B2 and B1-B1 are different. However, all Mn atoms in Fig.3(b) are the same and share the same node features. The bond of B1-B2 and B1-B1 have the same length
and also share the same initial edge feature. In general GNN, the edge features of these two different bonds are updated to the same new features as the node features and edge features as the variables are the same which gives the same Heisenberg coefficient. So the usual GNN cannot distinguish these two bonds. In LGNN, as the triplet features are included in the update, the change of the position of the oxygen between two Mn influences the update process. Hence the LGNN gives different Heisenberg coefficients for these two different bonds and distinguishes them. In conclusion, LGNN should be implemented in the framework of HEGNN.

**SEGNN.** Then, we introduce the SEGNN based on the crystal graph with the spin-distance edge feature. For edge initialization of crystal graph, radial basis functions are usually used such as gaussian expansion [36] and Bessel functions with atomic distance as the only input [28]. We propose the spin-distance edge with the bond information of not only the distance but also the spin product, \(\langle \vec{s}_i, \vec{s}_j \rangle\). It could be expressed as

\[
e^{\text{spin distance}}_{ij} = \text{MLP} \left( \text{MLP} \left( \text{rbf} \left( |\vec{r}_{ij}| \right) \right) \| \text{MLP}(\text{Gaussian}(\langle \vec{s}_i, \vec{s}_j \rangle)) \right)
\]  

(4)

As the Gaussian basis of distance edge, we first construct spin edge with the Gaussian basis of the value of \(\langle \vec{s}_i, \vec{s}_j \rangle\). Then spin edge and distance edge are stacked together as the final spin-distance edge. For bonds with non-magnetic atoms, \(\text{MLP}(\text{Gaussian}(\langle \vec{s}_i, \vec{s}_j \rangle))\) is treated as a zero array. With spin-distance edges, the spin information is elegantly added to the original crystal graph and any CGNN can describe the magnetic interaction with this modification on the edge initialization process. As only the node features form the output of SEGNN, any GNN can be implemented in the framework of SEGNN to build magnetic potentials.

**GNN implementation.** Dimenet++ [28,29], as an outstanding line graph neural network for materials, is applied within our SGNN framework and used to build machine learning magnetic atomic potentials for both HEGNN and SEGNN in this work.
Training. We trained the potential by minimizing the squared error loss function. If the forces are provided in the dataset, the loss function is written as

\[ L_e = |E - \hat{E}|^2, \]
\[ L_f = \frac{1}{n_{\text{atoms}}} \sum_{i=0}^{n_{\text{atoms}}} |F_i - \left( -\frac{\partial \hat{E}}{\partial R_i} \right)|^2, \]
\[ L_{\text{total}} = \rho L_e + L_f, \]

where \( \rho \) is a trade-off hyperparameter between loss of energy and force [40]. The choice of \( \rho \) influences the performance greatly and should be tuned for different jobs which cost a lot of computational resources [27]. In this work, automatic weighted loss are used, written as

\[ l_{aw,\text{total}} = \frac{1}{2\sigma_e^2} L_e + \frac{1}{2\sigma_f^2} L_f + \log (\sigma_e \sigma_f), \]

where \( \sigma_{e/f} \) is the parameters that are changing during the training, which shows significant improvement in performance without a heavy job in hyperparameter tuning of the loss coefficients [41]. As a useful loss function for multitask learning, automatic weight loss is first applied in the training of potential to our best knowledge. With more broad applications, we expect it to help with training better MLIP.

Tests of the SGNN framework.

Spin Hamiltonian of an artificial model. We first validate our machine learning potential by constructing a spin Hamiltonian of a fixed structure that only considers spin degrees of freedom. An artificial model is employed with Heisenberg interactions, 4\textsuperscript{th}-order biquadratic interactions, and 4-body 4\textsuperscript{th}-order interactions. This model is intended to describe the spin interactions between magnetic ions that occupy the Al sites of the CuAlO\(_2\)-type [42] structure. The model spin Hamiltonian contains both intralayer interactions within the triangular lattice and interlayer couplings:

\[ H = \sum_{n=1,\ldots,5} J_n \mathbf{S}_i \cdot \mathbf{S}_j + \sum_{n=1,5,7} K_n (\mathbf{S}_i \cdot \mathbf{S}_j)^2 + \sum_{n=1} L_1 (\mathbf{S}_i \cdot \mathbf{S}_j)(\mathbf{S}_k \cdot \mathbf{S}_l). \]  

See more details of this model in the Supplemental Materials (SM). The dataset of
10,000 fully random spin configurations is generated based on a $4 \times 4 \times 2$ supercell with 96 magnetic sites (i.e., six layers of $4 \times 4$ triangular lattices), and their energies are obtained from Eq. (5) as the target. As high-order interactions should be considered, HEGNN and SEGNN are used together for constructing the GNN spin Hamiltonian and they fit the model well shown in Fig. 4(a) with the mean absolute error (MAE, defined as $\frac{\sum |f(x_i) - y_i|}{n}$) as $1.024 \times 10^{-5}$ meV/site which slightly outperforms the result of the machine learning spin Hamiltonian based on the spin descriptor ($1.03 \times 10^{-5}$ meV/site) [43]. HEGNN and SEGNN can successfully rebuild the energy landscape of a complex spin Hamiltonian.

**Two artificial spin-lattice models.** To validate our machine learning approach for constructing magnetic potential including both the structural and magnetic degrees of freedom, we employed two complex spin-lattice model potentials. The first is a Heisenberg-type model potential and the second includes higher-order magnetic interactions. Both model potentials are intended to describe the spin-lattice couplings in the ABO$_3$ perovskite structure with the magnetic B-sites.

The first model potential does not contain high-order spin interactions. It includes interactions up to three-body and second-order including 108 terms that can be expressed as

$$H = \sum_{<ijk>r} f_{33}(r_i, r_j, r_k)u_{ijj/k}(\mathbf{S}_i \cdot \mathbf{S}_j) + f_{22}(r_i, r_j, r_k)(\mathbf{S}_i \cdot \mathbf{S}_j) + E_3(r_i, r_j, r_k) +$$

$$\sum_{<ij>r} f_{23}(r_i, r_j)u_{iji}(\mathbf{S}_i \cdot \mathbf{S}_j) + f_{22}(r_i, r_j)(\mathbf{S}_i \cdot \mathbf{S}_j) + E_2(r_i, r_j),$$

where $f_{ij}$ indicates the Heisenberg coefficient of i-body and j$^{th}$-order which is all set as 0.1 eV while other coefficients of terms only related with positions are 1 eV. This spin-lattice model potential is a complex Heisenberg model which not consider high-order magnetic interaction. 2416 data with different distortions and spin configurations are generated. Data are randomly separated for training, validating, and testing with the ratio of 80%, 10%, and 10% respectively. As the first model only contains Heisenberg
interactions, only HEGNN is used to train and perform well shown in Fig.4(d) with the MAE as 5.04 meV/site. We also compare the performance of ensembling HEGNN and SEGNN which does not achieve a better result with the MAE as 5.57 meV/site. It can be concluded that HEGNN can learn the Heisenberg coefficient well, and HEGNN is powerful enough to learn the Heisenberg-type magnetic potential.

The second model potential contains fourth-order spin interactions. It includes interactions up to three-body and fourth-order including 274 terms that can be expressed as

$$H = \sum_{\langle ijk \rangle} J_{34}(r_i, r_j, r_k)u_{i/j/k}u_{i/j/k}(S_i \cdot S_j) + J_{33}(r_i, r_j, r_k)u_{i/j/k}(S_i \cdot S_j)(S_i \cdot S_j) + L(r_i, r_j, r_k)(S_i \cdot S_j)(S_i \cdot S_j) + E_3(r_i, r_j, r_k)$$

$$\sum_{\langle i \rangle} J_{24}(r_i, r_j)u_{i/j}(S_i \cdot S_j) + J_{23}(r_i, r_j)u_{i/j}(S_i \cdot S_j) + J_{22}(r_i, r_j)(S_i \cdot S_j) + E_2(r_i, r_j),$$

where coefficients are set the same with the first model that spin-related coefficients as 0.1 eV and others as 1 eV. This model potential includes not only Heisenberg-type terms but also fourth-order terms $L(r_i, r_j, r_k)(S_i \cdot S_j)(S_i \cdot S_j)$, which is not able to be learned by HEGNN solely. 3611 data are generated and split the same as the first model. On account of high-order interactions are included in the second model, HEGNN solely can not learn it and SEGNN should be used. We first only use SEGNN to fit, which gives a relatively good result shown in Fig.4(b) with an MAE of 0.0298 eV. Then HEGNN and SEGNN are used together to fit, which gives a better result shown in Fig.4(e) with MAE as 0.0233 eV. HEGNN, as an expert in learning Heisenberg interactions, helps to achieve better accuracy.

**Application-Multiferroic BiFeO$_3$.** BiFeO$_3$ (BFO) is a room-temperature multiferroic materials. Spin-lattice model potentials are traditionally used to understand the spin-lattice coupling in multiferroic materials such as BFO according to the symmetry of the system [44]. However, it’s usually hard to determine the terms and
related coefficients to build the potential. We apply our SGNN to build magnetic potential for BFO and optimize the disturbed structure of BFO with the potential. As for the dataset, 4012 random spin configurations within a $4 \times 4 \times 4$ supercell BFO, which contains 64 Fe and structures are randomly selected from several molecular dynamics, and their energies are computed with DFT (see Methods in SM). Again, 80% of the data are used for training, 10% for validating, and 10% for testing. Both energies and forces are provided as the target and automatic weighed loss is used as the loss function. We first train with HEGNN alone. It achieves high accuracy with MAE as 0.0495 meV/site on the energy and 3.43meV/Å on the force shown in Fig. 4(c) and Fig. 4(f). Then we train with HEGNN and SEGNN together. The assembling of SEGNN does not contribute to better accuracy and only gives a similar MAE of 0.0501 meV/site on the energy and 3.54 meV/Å on the force. HEGNN solely can provide an accurate magnetic potential just as the first spin-lattice model considering Heisenberg-type interaction. In conclusion, BFO is a Heisenberg-type magnetic material obviously.

To prove the validity of the potential, we optimize a disturbed structure of BFO with G-type AFM magnetic configuration with the HEGNN potential and compare the result with DFT. Displacements of 0.2 Å in random direction are applied on each atom of a small supercell with 4 Fe and 1% strain is applied on the cell. The positions of the atoms and the cell are optimized together with the HEGNN potential and the Broyden, Fletcher, Goldfarb, and Shanno (BFGS) algorithm [45] that implemented in Atomic Simulation Environment (ASE) package [46]. As for validation, the same structure is optimized by DFT with the conjugate gradient algorithm in VASP. We evaluate the optimization performance by matching the optimized structure of the HEGNN potential with the BFGS algorithm and VASP. We use StructureMatcher from pymatgen [47], which gives the average root mean square (RMS) displacement between two structures as 0.00389 Å. The structure optimized by HEGNN is also calculated by DFT to check whether it’s stable. The average force on atoms is 5 meV/Å and the stress on the cell is $\sigma_{xx} = 8.91$ meV/Å$^3$, $\sigma_{yy} = 9.47$ meV/Å$^3$, $\sigma_{zz} = 10.33$ meV/Å$^3$, $\sigma_{xy} = 0.362$ meV/Å, $\sigma_{yz} = 0.242$ meV/Å$^3$, $\sigma_{zx} = 0.381$ meV/Å$^3$, which is quite small. It proves that the optimization is successful and validate the magnetic potential.
In summary, we develop a spin-dependent graph neural network framework to construct the potential including both structural degrees of freedom and noncollinear magnetic moments. Such a framework involves a Heisenberg edge graph and spin-distance edge graph and adopts the graph neural network to describe the complex spin interactions of any form. The framework provides a reliable energy landscape for an artificial high-order spin Hamiltonian, two artificial complex spin-lattice models, and BiFeO$_3$. The potential successfully optimizes the disturbed structure of BiFeO$_3$. To consider the spin-orbital coupling, HEGNN can be expanded into regarding DM interaction or other complicated interaction utilizing the edge features. As the presently developed framework could convert existing crystal graph potential into magnetic potential which is important for magnetism, we expect that our framework may find wide use in the study of magnetism.
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Figure 1. Illustration of the SGNN including HEGNN and SEGNN. HEGNN utilizes the updated edge feature of Line GNN as the Heisenberg coefficients. SEGNN initializes the edge with the dot product of the spin vector and bond length.
Figure 2. The architecture of our SGNN framework whose modifications on general GNN are highlighted with pink block. The traditional blocks are inherited from the original GNN for materials. a) HEGNN utilizes the edge feature in Line GNN. With the updated edge in Line GNN, HEGNN predicts the Heisenberg coefficients with the final edge and form a Heisenberg-based magnetic potential. b) Spin-distance edge is introduced in SEGNN. Not only the distance of the bond but also the dot product of the spin vector of the two atoms on the bond are utilized featuring the spin-distance edge. c) The framework of implementing the spin-distance edge. Both the distance and spin product are first featured by the expansion function and an MLP (Multilayer Perceptron). Then they are stacked together and featured further by a layer.

Figure 3. a) Cubic perovskite structure of ABO₃. b) The distorted perovskite structure of ABO₃ whose oxygen octahedra are rotated along [001] direction. B1-B1 pairs and B1-B2 pairs have the same interatomic distance but different Heisenberg coefficients
because the oxygen octahedral rotation changes the bond environment.

**Figure 4.** The prediction results of SGNN on the energy of the model test datasets and energy and force of the BFO DFT test datasets.
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