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Abstract

In this paper, we are reporting on the comprehensive model design for time-frequency analysis system using Short-Time Fourier Transform (STFT) and Wigner-Ville Distribution (WVD) methods. As a case study, both STFT and WVD based time-frequency transforms have been developed via MATLAB platform and applied for both Chirp and Sunspot signals. The developed model considers the use of hamming moving window of length L=50 with 90% overlapping between the current and previous window positions. The simulation results showed that WVD is more accurate method for time and frequency analysis than STFT since it can provide simultaneous localization in both time and frequency with higher resolution than STFT which can only provide localization in either time or frequency at the same time. Also, the applied techniques provide an adequate distribution of time-frequency analysis only if they used with a non-stationary signal such as Chirp signal.
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1. Introduction

Generally, the time-frequency distribution [1] analysis of signals is to develop a joint function of time and frequency that can describe the energy density of a signal simultaneously in both time and frequency. The concept is primarily applied for non-stationary signals [2] such as Chirp signal. The non-stationary signals are those signals in which their parameters (i.e. signal parameters, spectral parameters and statistical parameters) change with time. Therefore, for any non-stationary signal which has a distinctive different frequency contents over different distinct time intervals is called a time-frequency (TF) signal and its TF distribution can be analysed by various methods such as Short-Time Fourier transform (STFT) method [3] and Wigner-Ville distribution (WVD) method [2]. However, the stationary signals in which its spectrum is time-independent such as the coloured noises and sunspot signal, they can be analysed using stationary techniques either in the time or in the frequency domain such as Discrete Fourier Transform (DFT) technique [4].

Chirp signal [5] (also known as sweep signal) sweeps linearly from a low to a high frequency (swept-frequency cosine signal) in which the frequency increases (up-chirp) or decreases (down-chirp) with time. Chirp signals are encountered in many applications ranging from radar, sonar, spread spectrum, optical communication, image processing, doppler effect, motion of a pendulum, as gravitation waves, manifestation as Frequency Modulation (FM), echo location [6]. Chirp signal is a non-stationary process signal because the event-to-event probabilities change with time (non-stochastic). Figure 1 (a) illustrates the generation of a linear chirp waveform for 500 data points. It’s clearly shown that the chirp sinusoidal wave increases in frequency linearly over time. Also, Sunspot signal [7] is one of the first time-series signal that was used by Yule and Walker to develop an AR Model for sunspot cycle. For example, the sunspot time series [8] counts the average number of sunspots every year and is illustrated in Figure 1 (b) which shows yearly sunspot numbers during the period from 1700 to 2018.

Fig. 1. (a) Chirp Signal for 500 data points (b) Time-Series for Yearly Averaged Sunspot Numbers 1700-2018

Primarily, this work provides an essential investigation and discussion for two popular Time-Frequency (TF) Analysis [9] techniques to develop a joint function of time and frequency, known as a time-frequency distribution [10], that can describe the energy density of a signal simultaneously in both time and frequency. Specifically, the main contributions of this paper can be summarized as follows:
• The familiarity with stationary signals such as Sunspot signal and non-stationary signals such as Chirp signal.
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- Developing a MATLAB codes for creating Chirp signal for 500 data points and sunspot signal for 318 data points.
- Developing a MATLAB code to implement the Short-Time Fourier transform (STFT) technique with Hamming window to analyse the time-frequency distribution for both signals (Chirp and Sunspot).
- Developing a MATLAB code to implement the Wigner-Ville distribution (WVD) technique to analyse the time-frequency distribution for both signals (Chirp and Sunspot).
- Understanding the characteristics of ideal time-frequency distribution function and the applications/signals that can be analysed with each time-frequency distribution function.

The rest of this paper is organized as follows: Section II, theoretical background, describes the overall time–frequency (TF) analysis models, features and specifications, the Short Time Fourier Transform-STFT and the Wigner-Ville Distribution-WVD. Section III, Model Development Methodology, provides the comprehensive modelling environment for the time-frequency distribution for both Chirp and Sunspot signals using both STFT and WVD. Section IV, results and Discussion presents the complete results of the TFA model implementation phase for both signals (Chirp and Sunspot) using MATLAB simulation platform (additional results are provided in the appendix). Finally, Section V, Conclusions and remarks, concludes the work in this paper.

2. Theoretical Background

In signal processing, time–frequency (TF) analysis [9] concerns with methods to study the signal in both the time and frequency domains simultaneously, using various TF representations (distributions) when dealing with signal whose spectral content is time-varying. In general, these methods are refinement of Fourier analysis [11] for the case when the signal frequency characteristics are varying with time such as speech, images, and medical signals. One of the most basic forms of TF analysis is the short-time Fourier transform (STFT) [12], but more sophisticated techniques have been developed, such as Wigner Ville Distribution (WVD) [13]. However, to analyse the signals well, choosing an appropriate time-frequency distribution function is important and this depends on the application being considered.

2.1 Short Time Fourier Transform-STFT

The Short-Time Fourier Transform (STFT) is a powerful signal processing technique that defines a time-frequency distribution for non-stationary signals whose statistic characteristics vary with time. STFT selects a number of short frames of the signal to be analysed with a window that moves with time. STFT algorithm [14] is illustrated in Figure 2 and can be summarized as follows:

Algorithm: Short-Time Fourier Transform (STFT)

1. Define analysis window (e.g., 50ms narrowband).
2. Define the amount of overlap between windows (e.g., overlapping 90%).
3. Define a windowing function (e.g., Hamming): For hamming window, the windowing function is defined as:

\[ w[n, \tau] = 0.54 - 0.4\cos\left(\frac{2\pi(n - \tau)}{N_w} - 1\right) \]

4. Generate windowed segments: these can be generated by multiplying the signal with the window function.
5. Apply the FFT to each windowed segment: Usually \(N \geq L\), Larger \(N\) gives more frequency-domain samples of DTFT and thus better location and amplitude of peaks, while smaller \(N\) results in less computation.
For Discrete Short-Time Fourier transform

Here the Fourier transform of the windowed speech waveform is defined as

\[
X(n, \omega) = \sum_{m=-\infty}^{\infty} x[m] w[n-m] e^{-j\omega n}
\]

where the sequence \( f_n[m] = x[m] w[n-m] \) is a short-time section of the speech signal \( x[m] \) at time \( n \).

Thus, the discrete STFT can be defined as:

\[
X(n, k) = X(n, \omega) \bigg|_{\omega = \frac{2\pi k}{N}}
\]

Finally, the spectrogram can be defined as a graphical display of the magnitude of the discrete STFT, generally in log scale as follows:

\[
S(n, k) = \log|X(n, k)|^2
\]

This can be thought of as a 2D plot of the relative energy content in frequency at different time locations.

2.2 Wigner-Ville Distribution-WVD

Wigner distribution (WD) is a bilinear transformation which maps a one-dimensional time-frequency signal into a two-dimensional time-frequency characterization [15]. The WD is a real valued periodic function. The rectangular windowed discrete-time WD of a signal \( x(n) \) is defined by:

\[
Y(k) = \sum_{j=1}^{N} y(j) W_N^{(j-1)(k-1)} \quad \text{then} \quad y(j) = \frac{1}{N} \sum_{k=1}^{N} Y(k) W_N^{-(j-1)(k-1)} \quad \text{where} \quad W_N = e^{-2\pi i/N}
\]
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3. Model Development Methodology

In this paper, we developed a time-frequency analysis models to analyse the time-frequency distribution for Chirp signal and Sunspot activity using two common techniques, namely STFT (Short Time Fourier Transform) and WVD (Wigner-Ville Distribution). The developed models have been implemented using MATLAB computing and programming platform. However, the implementation phases of this work can be described as follows:

**Phase (1): Generating the signals to be be analyzed:** This phase is about generating two signals for analysis purposes, namely:

- **Chirp Signal:** Chirp signal can be generated linearly using the following input-output signal sinusoidal relationship formula:

  \[ y(k) = A \cos[2\pi(f(t) \cdot t)] \quad \text{where} \quad f(t) = f_0 + \frac{f_1 - f_0}{T} t \]  

  where \( A \) is the amplitude, \( t \) is the current simulation time, \( f_0 \) is the initial frequency, \( f_1 \) is the target frequency, \( T \) is the number of time steps between the simulation initial time and the function target time, \( y(k) \) is the output signal. In this work, we generated the linear chirp signal for 500 data points (\( k = 0, 1, 2, 3, \ldots, 499 \)) using the following signal sinusoidal formula:

  \[ y(k) = 2.5 \cos(\pi k^2 / 1000) \]

- **Sunspot Signal:** we have used the data set provided by the instructor which is the time series for yearly averaged sunspot numbers during the period from 1700-2018 (318 data points).
**Phase (2): Visualizing the generated signals:** This phase is about plotting the original measured/generated data points for both signals before the TF modelling to see how they behave throughout the duration of time and how their values are distributed over the plane. Figure 1 shows the plots associated with this phase.

**Phase (3): Developing STFT model:** This phase is about applying short time frequency transform (STFT) algorithm using hamming moving window of length $L=50$ with $90\%$ overlapping between the current and previous window positions. Since STFT based on direct DFT on each windowed data, this phase was accomplished using MATLAB `fft` function. As a result of applying the implemented STFT algorithm on Chirp signal (Figure 1.a) and Sunspot signal (Figure 1.b), we provided two plots for Chirp signal time-frequency analysis based STFT including 3D Mesh plot in figure 3 and Spectrogram method shown in Figure 4 and one Spectrogram Plot for Sunspot signal time-frequency analysis based STFT provided in Figure 6.

**Phase (4): Developing WVD model:** This phase is about implementing the Wigner-Ville Distribution (WVD) algorithm for Time-Frequency Analysis discussed in the theory section of this paper. Also, this phase was accomplished using MATLAB `FFT` and $FFT^{-1}$ functions. As a result of applying the implemented WVD algorithm on Chirp signal (Figure 1.a) and Sunspot signal (Figure 1.b), we provided a plot for Chirp signal time-frequency analysis based WVD method shown in Figure 5 and another plot for Sunspot signal time-frequency analysis based WVD method provided in Figure 7.

**Phase (5): Additional DFT implementation:** This phase is about generating and plotting DFT model to show the spectral analysis of sunspot signal (Amplitude and Phase). The resulting plots of this phase are given in the Appendix of this paper.

4. Results and Discussions

Time-frequency (TF) analysis identifies the time at which various signal frequencies are present, usually by calculating a spectrum at regular intervals of time. In this work, we have implemented and investigated two popular algorithms, namely: STFT and WVD, to study the TF distribution for the Chirp signal (plotted in Figure 1.a) and Sunspot activity signal (Plotted in Figure 1.b). Therefore, in this section, we provide the results of the implementation phase for the developed models using MATLAB simulation platform. Figure 3 shows the linear chirp signal in time-frequency domain plotted in 3D mesh for better visualization and readability. Due to the linearity, non-stationary of the generated chirp signal and the proper windowing utilization, the 3D plot provided a clear joint time-frequency representation as all frequency components in this signal are clearly revealed by the used distribution.

Fig. 3. Chirp signal in 3D Mesh to compare the time-frequency domain results
Figure 4 shows the Spectrogram for Chirp signal. This plot suffers from a type of complicated aliasing that wraps in both the time and frequency axes. However, this problem has been fixed using WVD plot.

![Figure 4. spectrogram-STFT of Chirp Signal](image)

Figure 5 shows the WV distribution for Chirp signal. This distribution fixes the problems such as the small amount of noise coming in underneath the signal and also negative energy along the line.

![Figure 5. Wigner Ville Distribution (WVD) of Chirp Signal](image)

Figure 6 and 7 show the spectrogram and WDV for Sunspot activity signal. Plots of both techniques illustrate an unclear behaviour of time frequency distributions. The reason of this behaviour is that the sunspot signal is a non-linear stationary signal in which its spectrum is time-independent and thus can not be analysed using non-stationary techniques. However, it can be analysed using stationary techniques either in the time or in the frequency domain such as Discrete Fourier Transform (DFT) technique.
To sum up, the results for both techniques showed that WVD is more accurate method for time and frequency analysis than STFT since it can provide simultaneous localization in both time and frequency with higher resolution than STFT which can only provide localization in either time or frequency at the same time.

5. Conclusions

Two popular time-frequency (TF) signal analysis techniques are implemented and analyzed in paper, namely, STFT and WVD. Both methods were applied to Chirp signal and Sunspot activity to develop a joint function of time and frequency (i.e. a time-frequency distribution) that can describe the energy density of a signal simultaneously in both time and frequency. The simulation results proved the advantage of using WDV technique to analyze the TF signals with no aliasing and higher resolution representation in both time and
frequency for non-stationary signals such as Chirp signal. However, STFT is easier and faster to implement.
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Appendix A. DFT Plots for Sunspot Signal

Discrete Fourier Transform (DFT) is one of the most important tools in Digital Signal Processing since it has a wide range of applications such as:

- DFT can calculate a signal’s frequency spectrum. This is a direct examination of information encoded in the frequency, phase, and amplitude of the component sinusoids. For example, human speech and hearing use signals with this type of encoding.
- DFT can find a system’s frequency response from the system’s impulse response, and vice versa. This allows systems to be analysed in the frequency domain, just as convolution allows systems to be analysed in the time domain.
- DFT can be used as an intermediate step in more elaborate signal processing techniques. The classic example of this is FFT convolution, an algorithm for convolving signals that is hundreds of times faster than conventional methods.

Example: The DFT for Sunspot activity Signal is shown in Figure 8.

![DFT Plots for Sunspot Signal](image-url)