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Abstract
The main purpose of this article is to facilitate the implementation of space-time finite element methods in four-dimensional space. Generally speaking, researchers and engineers have previously relied on their intuition and ability to visualize two- and three-dimensional spaces. Unfortunately these attributes do not naturally extend to four-dimensional space, and therefore the development of numerical methods in this context is a unique and difficult challenge. In order to construct a finite element method in four-dimensional space, it is necessary to create a numerical foundation, or equivalently a numerical infrastructure. This foundation should include a collection of suitable elements (usually hypercubes, simplices, or closely related polytopes), numerical interpolation procedures (usu-
ally orthonormal polynomial bases), and numerical integration procedures (usu-
ally quadrature/cubature rules). It is well known that each of these areas has
yet to be fully explored, and in the present article, we attempt to directly ad-
dress this issue. We begin by developing a concrete, sequential procedure for
constructing generic four-dimensional elements (4-polytopes). Thereafter, we
review the key numerical properties of several canonical elements: the tesser-
act, tetrahedral prism, and pentatope. Here, we provide explicit expressions
for orthonormal polynomial bases on these elements. Next, we construct fully
symmetric quadrature rules with positive weights that are capable of exactly in-
tegrating high-degree polynomials, e.g. up to degree 17 on the tesseract. Finally,
the quadrature rules are successfully tested using a set of canonical numerical
experiments on polynomial and transcendental functions.
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1. Introduction

Space-time finite element methods are a promising approach for producing
highly accurate and efficient solutions to partial differential equations (PDEs).
More specifically, these methods can adaptively redistribute their degrees of
freedom in both space and time in order to optimally resolve critical features
of the solution. Despite their potential, the application of these methods to
real-world engineering problems remains an open area of research. While one
may simulate space-time problems in $1d + t$ (two-dimensional space) or $2d + t$
(three-dimensional space) by leveraging well-established finite element tech-
niques, many of these techniques do not carry over to $3d + t$ (four-dimensional
space). In some sense, four-dimensional space should be approached as a new
frontier, and we must recognize the unique geometric characteristics which arise
in this context.

There are several specific challenges for space-time finite element methods
in the areas of meshing, interpolation, and numerical integration (i.e. quadra-
ture/cubature). In what follows, we will briefly review these challenges, along
with a short discussion of the associated literature.

The first challenge is to develop unstructured space-time meshes in order to
simulate problems with complex boundaries. In this setting, one may extend
the traditional notion of an unstructured mesh by defining ‘fully-unstructured’
meshes as grids which are unstructured in both space and time, and ‘partially-
unstructured’ meshes as grids which are unstructured in space only. The latter
meshes are usually generated by extruding unstructured spatial meshes in the
temporal direction. Evidently, the partially-unstructured meshes are less op-
timal than the fully-unstructured meshes, as all elements are required to take
the same time-step. Nevertheless, fully-unstructured meshes are more difficult
to generate. The problem of mesh generation may become significantly easier
if hybrid meshes are employed, however then it becomes necessary to select a
suitable conforming set of elements (4-polytopes) for populating the mesh. In
three-dimensional space, one may select combinations of hexahedron, triangular
prism, square pyramid, and tetrahedron elements. However, in four-dimensional
space there are significantly more elements to consider (as we will demonstrate).
In order to avoid these complications, previous researchers have used non-hybrid
meshes composed entirely by one of the following standard elements: tesseracts,
tetrahedral prisms, or pentatopes. For example, partially-unstructured meshes
of tesseract elements were used by van der Vegt and coworkers [1] 2 3 along
with discontinuous Galerkin (DG) methods to solve laminar compressible flow
problems. In addition, Diosady and Murman [4 5 6 7] have used a similar
approach to solve turbulent compressible flow problems. In these studies, the
primary objective has been to exploit the tensor-product structure of the tesser-
act and maximize computational efficiency. A contrasting approach is exempli-
fied by Tezduyar and coworkers [8 9 10 11], who used partially-unstructured
meshes of tetrahedral prism elements along with Galerkin least-squares (GLS) in
space/DG in time methods to solve fluid-structure interaction (FSI) problems.
In these studies, the primary objective was to leverage the flexibility of un-
structured tetrahedral grids for treating complicated geometries. Alternatively,
Behr [12] has shown that this approach can be modified by splitting the tetra-
hedral prism elements to generate pentatope elements. The resulting meshes
have been used by Behr and coworkers [13 14 15] in conjunction with GLS
in space/DG in time methods to solve two-phase incompressible flow problems
and single-phase compressible flow problems. In addition, Wang [16] has used
these meshes in conjunction with space-time DG methods to solve compress-
ible, viscous flow problems with rotating bodies. Furthermore, Lehrenfeld [17]
has used these meshes in conjunction with enriched space-time DG methods
(XFEM-DG methods) to solve convection-diffusion problems with moving bod-
ies. These efforts (above) have all focused on partially-unstructured meshes. In
order to move towards fully-unstructured meshes, Mont [18] used a tent-pitching
algorithm [19] to generate unstructured pentatopic meshes that locally satisfy
a causality constraint. In addition, Neumüller and Steinbach [20 21] generated
isotropic refinement strategies for fully-unstructured meshes of pentatope ele-
ments. Similar work has been subsequently performed by Foteinos et al. [22] and
Belda-Ferrín et al. [23]. Most recently, Caplan and coworkers [24 25 26 27] have
developed highly anisotropic, fully-unstructured meshes of pentatope elements.
In principle, these meshes possess the greatest flexibility of any meshes gener-
ated to-date for discretizing space-time problems. Despite this flexibility, there
are still opportunities to further improve the generality of space-time meshes
by considering a broader class of elements beyond the classical tesseract, tetra-
hedral prism, and pentatope elements; and furthermore by constructing hybrid
meshes (as discussed earlier).

The next challenge is to develop a family of modal basis functions and/or
nodal basis functions. For example, one may construct a modal basis on the ref-
terence tesseract \([-1,1]^4\) by taking tensor products of one-dimensional Legendre
polynomials, and a nodal basis can be constructed in a similar fashion by using
Lagrange polynomials. Unfortunately, this simplicity-of-construction does not carry over to other element types. For example, the modal basis on the tetrahedral prism is usually obtained from a tensor product of the one-dimensional Legendre basis and the three-dimensional PKDO basis (originally derived in two dimensions by Proriol [28], Koornwinder [29], Dubiner [30], and Owens [31]). Once this modal basis is obtained, a nodal basis can be numerically computed using a generalized Vandermonde matrix, following the procedure on p. 410 of [32]. However, the resulting nodal basis functions do not have explicit expressions, and the conditioning of the Vandermonde matrix can be sensitive to the polynomial order and the placement of nodal points. In practice, the latter issue is not especially serious for low-to-moderate polynomial orders \((p \leq 6)\) [32]. Note that it is possible to completely avoid this issue by explicitly constructing nodal basis functions using the Lagrange-mapping procedure of Hughes ([33] pp. 164-174). However, this procedure is not general, and must be tailored for each polynomial order. Therefore, the Vandermonde procedure of [32] is usually preferred. A similar set of issues arise for pentatope basis functions. In this case, the modal basis is chosen to be the four-dimensional PKDO basis (defined in [34]), and the nodal basis can be obtained using the aforementioned Vandermonde procedure. In summary, the construction of modal and nodal basis functions for tesseract, tetrahedral prism, and pentatope elements is well-established, with some caution required for nodal basis functions at high polynomial orders. Nevertheless, there does not appear to be a well-known resource which aggregates these basis function definitions in one place. In addition, there does not appear to be any research on the construction of modal or nodal basis functions for non-standard element types.

The last challenge is to numerically integrate polynomial functions and transcendental functions on each element. One can easily construct quadrature rules for the standard tesseract element by taking tensor products of one-dimensional Gauss-Legendre rules. The resulting rules are ‘good’ in the following sense: i) they exactly integrate polynomials of degree \(\leq p\), where \(p = 2M - 1\) and \(M\) is the number of quadrature points in one dimension; ii) all quadrature points reside strictly within the tesseract; iii) all quadrature points are arranged symmetrically; and iv) all quadrature weights are positive. Unfortunately, while tensor-product rules are ‘good’, they are not optimal as they possess an excessive number of quadrature points \((N_p = M^4\) points). Furthermore, they cannot be mapped to tetrahedral prism or pentatope elements without violating symmetry. As a result, it is important to generate good, non-tensor-product rules which are optimized for each element type. In what follows, we briefly review the best known quadrature rules of this kind on the tesseract and pentatope.

Note: to the authors’ knowledge, no such rules have been constructed for the tetrahedral prism. On the tesseract, Stroud [35], and Sørevik and Espelid [36] constructed rules which exactly integrate polynomials of degrees \(p = 3\) and 5, with 8 and 24 points, respectively. Thereafter, Majorana et al. [37], and Sørevik and Espelid [38] constructed a rule which exactly integrates a polynomial of degree \(p = 7\) with 57 points. Finally, Sørevik [39] discovered a rule which exactly integrates a polynomial of degree \(p = 9\) with 160 points. In a similar
fashion, many researchers have constructed quadrature rules for the pentatope (see the recent review in [40]). In particular, Hammer and Stroud [41, 42] constructed rules which exactly integrate polynomials of degrees $p = 2$ and $3$, with 5 and 15 points, respectively (although the latter rule has points on the boundary). Thereafter, Gusev et al. [43] have constructed rules which exactly integrate polynomials of degrees 4, 5, 6, 7, and 8 with 20, 30, 56, 76, and 110 points, respectively. In summary, there is a critical absence of good quadrature rules capable of exactly integrating polynomials with $p \gtrsim 9$ on tesseract and pentatope elements. Furthermore, only tensor-product based rules are known to exist on the tetrahedral prism.

The purpose of this article is to address some of the key shortcomings discussed above. In particular, we will: i) identify new types of space-time elements, and ii) review/expand the interpolation and integration procedures associated with tesseract, tetrahedral prism, and pentatope elements. The format of this article is as follows. In section 2, we describe a systematic procedure for generating sequences of space-time elements. In section 3, we define the standard tesseract, tetrahedral prism, and pentatope reference elements, and review their essential properties, including their symmetry groups and orthonormal basis functions. In section 4, we describe a computational strategy for constructing quadrature rules on these standard elements. Thereafter, in sections 5 and 6, we summarize the resulting quadrature rules, and demonstrate their effectiveness on a suite of numerical experiments. Finally, in section 7, we summarize the main conclusions of the article.

2. Identification of Element Sequences

In this section, our objective is to construct sequences of space-time elements. Evidently, there are an infinite number of possible sequences, and within each sequence there are an unlimited number of polytopes which can be considered. However, for the sake of convenience, we narrow our focus to finite sequences of convex polytopes which can be formed by degenerating the vertices of the tesseract. These polytopes are most amenable to practical applications, as in principle, a polynomial basis can be formed on each element by constructing a suitable mapping from the tesseract to the associated subpolytope. In what follows, we will generate sequences of elements in this fashion, and introduce formal mathematical notation and terminology to aid in this process.

The unit $d$-cube ($d$-dimensional cube) is the $d$-polytope $I^d$, the $d$-fold prism of the unit interval $I = [0, 1]$. Its vertices are all points of the form $(x_1, \ldots, x_d)$ such that each $x_i$ equals either 0 or 1. A 0/1-polytope $P$ is the convex hull of a nonempty subset $V$ of the vertices of the $d$-cube; in other words, the vertex set of $P$, $\text{vert}(P)$, will be denoted by $V$. If $V$ consists of the points $(0, \ldots, 0)$, $(1, 0, \ldots, 0)$, $(0, 1, 0, \ldots, 0)$, $\ldots$, $(0, 0, \ldots, 0, 1)$, we will call $P$ the standard $d$-simplex. See [44, 45, 46, 47] for a description of some of the properties of 0/1-polytopes.

In the remainder of this section, we describe the construction of two sequences of $d$-elements ($d$-dimensional elements). These sequences are notewor-
thy, as for \( d = 2 \) and \( d = 3 \) they contain standard elements which are frequently used to construct 2D and 3D meshes. Naturally, here we are interested in the generalization of these sequences to 4D, and possibly higher dimensions.

First, let us consider the construction of the following sequence

\[ P_0, P_1, \ldots, P_{2^d - 2d}, \ldots, P_{2^d - d - 1} \]

together with a sequence of 0/1-points

\[ v_0, \ldots, v_{2^d - d - 2} \]

with the following properties:

- The element \( P_i \) is a \( d \)-dimensional 0/1-polytope, \( i = 0, \ldots, 2^d - d - 1 \).
- The point \( v_i \) is a vertex of \( P_i \), \( i = 0, \ldots, 2^d - d - 2 \).
- The element \( P_{i+1} \) is the convex hull of \( \text{vert}(P_i) \setminus v_i \), \( i = 0, \ldots, 2^d - d - 2 \). Thus \( P_{i+1} \) is the result of degenerating the vertex \( v_i \) of \( P_i \).
- The first element of the sequence \( P_0 \) is the unit \( d \)-cube.
- The intermediate element of the sequence \( P_{2^d - 2d} \) is a prism formed by extruding the \((d - 1)\)-simplex into one dimension higher. In other words, the element \( P_{2^d - 2d} \) is a prism over the standard \((d - 1)\)-simplex.
- The last element of the sequence \( P_{2^d - d - 1} \) is the standard \( d \)-simplex.

Note in particular that when \( d = 4 \), then the 3-simplex is a 3-dimensional tetrahedron, and \( P_3 \) is the tetrahedral prism obtained by extruding the tetrahedron in the direction of the fourth coordinate.

The construction of the sequence is recursive on \( d = 1, 2, \ldots \). Naturally, when \( d = 1 \), \( P_0 = P_{2^1 - 2} = P_{2^1 - d - 1} = [0, 1] \) and the vertex sequence is empty. When \( d = 2 \), \( v_0 = (1, 1) \), \( P_0 = P_{2^2 - 2d} \) (the unit square), and \( P_1 = P_{2^2 - d - 1} \) (the standard 2-simplex). For \( d \geq 3 \), the vertex sequence \( v'_i \) in dimension \( d \) is constructed from the vertex sequence \( v_0, \ldots, v_{2^d - 2d + 1} \) in dimension \( d - 1 \) in the following way.

1. For each vertex \( v_i \) create two new vertices \( v'_i = (v_i, 1) \) and \( v'_{i+1} = (v_i, 0) \) by appending to \( v_i \) first a 1 and second a 0, for \( i = 0, \ldots, 2^{d-1} - (d-1) - 2 \). The result is \( v'_0, \ldots, v'_{2^d - d - 1} \).

2. Complete the sequence by setting \( v'_{2^d - 2} = (1, 0, 0, \ldots, 0, 0, 0, 1, 0, \ldots, 0, 0) \), \( v'_{2^d - 2d + 1} = (0, 1, 0, 0, \ldots, 0, 1) \), \( v'_{2^d - 2d + 2} = (0, 0, 1, 0, \ldots, 0, 0, 1) \), \( \ldots, v'_{2^d - d - 2} = (0, 0, 0, 1, 0, \ldots, 1, 1) \).

If we regard the \( d \)-cube as a prism over the \((d - 1)\)-cube, the above sequence of degenerations alternates by removing a vertex of the ‘upper’ \((d - 1)\)-cube, followed by removing the corresponding vertex of the ‘lower’ \((d - 1)\)-cube, thus replicating the \((d - 1)\)-dimensional degeneration sequence on both the top and the bottom. At the end of step (1), we will have a prism over the standard
$(d-1)$-simplex. (In fact, $P_{2i}'$ will be a prism over $P_i$, $i = 0, \ldots , 2^{d-1} - d$.) From that point on, the sequence in step (2) strips away vertices on the top until a single point remains, resulting in a standard $d$-simplex.

Table 1 shows the vertex sequences for dimensions 2, 3, and 4. (For convenience we use an abbreviated form of the vertex coordinates.)

|      | $d = 2$ | $d = 3$ | $d = 4$ |
|------|---------|---------|---------|
|      | 11      | 111     | 1111    |
|      | 110     | 1110    |         |
|      | 101     | 1101    |         |
|      | 011     | 1100    | 1011    |
|      |         |         | 1010    |
|      |         | 0111    | 0110    |
|      |         |         | 1001    |
|      |         |         | 0101    |
|      |         |         | 0011    |

Table 1: Sequences of vertices in low dimensions

For $d = 3$ the resulting elements $P_i$ are displayed in Figure 1.

For $d = 4$ the resulting elements $P_i'$ are displayed in Figure 2. Here, the
Figure 2: Sequence of elements in dimension 4
depictions are Schlegel diagrams—central projections of 4-polytopes onto a 3-
dimensional hyperplane with respect to a point placed close to a facet (3-face) 
of the 4-polytope; see [48]. In particular, $P'_0$ is the tesseract (4-cube), $P'_8$ is 
a tetrahedral prism (prism over the standard 3-simplex), and $P'_{11}$ is the pen-
tatope (4-simplex). Note that $P'_0, P'_2, P'_4, P'_6$ are prisms over, respectively, the 
3-dimensional elements $P_0, P_1, P_2, P_3$ of Figure 1.

The second vertex sequence of interest is the one obtained by regarding the 
vertices of the $d$-cube as numbers expressed in binary notation. One may list 
them in decreasing order, but omit the vertices of the standard $d$-simplex. The 
 corresponding low dimensional sequences are shown in Table 2. When $d = 3$

| $d = 2$ | $d = 3$ | $d = 4$ |
| 11     | 111    | 1111   |
| 110    | 1110   |
| 101    | 1101   |
| 011    | 1100   |
| 1011   |
| 1010   |
| 1001   |
| 0111   |
| 0110   |
| 0101   |
| 0011   |

Table 2: Decreasing binary sequences of vertices in low dimensions

this sequence matches the earlier one, but they are different when $d \geq 4$. In 
particular, this sequence does not contain the tetrahedral prism. For $d = 4$ the 
resulting elements $P'_i$ are displayed in Figure 3.
Figure 3: Second sequence of elements in dimension 4
These two types of sequences are far from exhaustive, since the number of combinatorially inequivalent 0/1 \(d\)-polytopes increases doubly-exponentially with \(d\)—see [44]. For example, for \(d = 4\) there are 60,879 such 0/1 \(d\)-polytopes [49]. Nevertheless, we have highlighted the two sequences above because for \(d = 2\) and \(d = 3\) they contain elements which are frequently used in conventional finite element methods (as we mentioned previously). Furthermore, for \(d = 4\) they contain new element types. Finally, the first sequence also contains all of the standard 4D element types such as the tesseract, the tetrahedral prism, and the pentatope. In the next few sections, we will focus on developing numerical interpolation and integration procedures for these standard 4D elements.

3. Polynomial Bases and Symmetry Groups

3.1 Overview

In the previous section, we constructed sequences of elements based on degenerations of the 4-cube \([0,1]^4\), and we recovered the standard tesseract, tetrahedral prism, and pentatope elements. Our choice of the interval \([0,1]\) was consistent with standard mathematical conventions, however, for engineering purposes it is common practice to use the interval \([-1,1]\) instead. In what follows, we switch to the engineering convention, and construct a new set of reference elements for the tesseract, tetrahedral prism, and pentatope. In addition, we discuss the essential properties of these elements which are useful for implementation purposes. In particular, integration bounds are introduced in order to define the domains of our reference elements, basis functions on each reference element are constructed for interpolation and quadrature purposes, and lastly we define symmetry groups for each reference element in order to facilitate the generation of fully symmetric quadrature rules.

3.2 Preliminaries

Throughout this section, whenever we develop basis functions, we construct an orthonormal basis, i.e.,

\[
\int_{\Omega} \psi_{ij} \psi_{rs} (x) dx = \delta_{ir} \delta_{js} \delta_{kt} \delta_{qw},
\]

where \(\delta_{ir}\) is the Kronecker delta. The orthonormal basis functions of degree \(p\) have the form

\[
\psi_{ij} (x) = \zeta_{ijkl} P_i^{(\alpha_1, \beta_1)} (a) P_j^{(\alpha_2, \beta_2)} (b) P_k^{(\alpha_3, \beta_3)} (c) P_q^{(\alpha_4, \beta_4)} (d) f (x),
\]

where \(i + j + k + q \leq p\), \(a = a (x_1, x_4)\), \(b = b (x_2, x_4)\), \(c = c (x_3, x_4)\), \(d = d (x_4)\), and \(f = f (x)\) are functions depending on the element type, \(\zeta_{ijkl}\), \(\alpha_1, \ldots, \alpha_4\) and \(\beta_1, \ldots, \beta_4\) are constants, and \(P^\alpha_{\beta} (x)\) are the 1D orthonormal Jacobi polynomials defined as

\[
P^\alpha_{\beta} (x) = \frac{P^\alpha_{\beta} (x)}{\sqrt{\sqrt{\frac{n + \alpha + \beta + 1}{n(n+\alpha)(n+\beta)}}}},
\]
Here, $P_n^{(\alpha,\beta)}$ are the standard orthogonal (but not orthonormal) Jacobi polynomials.

### 3.3 Tesseract

![Tesseract reference element.]

The first reference element is the tesseract with edge length 2 and volume 16 shown in Figure 4. It is straightforward to define bounds of integration as follows

$$
\int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} dx_1 dx_2 dx_3 dx_4 = 16.
$$

Trivially, the orthonormal basis inside of the reference tesseract is given by

$$
\psi_{ijkq}(x) = \hat{P}_i(a) \hat{P}_j(b) \hat{P}_k(c) \hat{P}_q(d),
$$

where $a = x_1, b = x_2, c = x_3,$ and $d = x_4.$

The tesseract has a total of 384 symmetries. We can apply these symmetries to a point $(\alpha, \beta, \gamma, \delta)$ with the constraints $0 \leq \alpha, \beta, \gamma, \delta \leq 1.$ This will yield a set $\chi(\alpha, \beta, \gamma, \delta)$ containing its counterparts noting that $\chi$ denotes the permutations. The cardinality of $\chi$ depends on if any of the symmetries give rise to identical points. By enumerating this process with the conditions above we obtain twelve
symmetry orbits (groups)

\[ S_1 = (0, 0, 0, 0), \quad |S_1| = 1, \]
\[ S_2(\alpha) = \chi(\alpha, 0, 0, 0), \quad |S_2| = 8, \]
\[ S_3(\alpha) = \chi(\alpha, \alpha, 0, 0), \quad |S_3| = 24, \]
\[ S_4(\alpha, \beta) = \chi(\alpha, \beta, 0, 0), \quad |S_4| = 48, \]
\[ S_5(\alpha) = \chi(\alpha, \alpha, 0, 0), \quad |S_5| = 32, \]
\[ S_6(\alpha, \beta) = \chi(\alpha, \alpha, \beta, 0), \quad |S_6| = 96, \]
\[ S_7(\alpha, \beta, \gamma) = \chi(\alpha, \beta, \gamma, 0), \quad |S_7| = 192, \]
\[ S_8(\alpha) = \chi(\alpha, \alpha, \alpha, \alpha), \quad |S_8| = 16, \]
\[ S_9(\alpha, \beta) = \chi(\alpha, \alpha, \alpha, \beta), \quad |S_9| = 64, \]
\[ S_{10}(\alpha, \beta) = \chi(\alpha, \alpha, \beta, \beta), \quad |S_{10}| = 96, \]
\[ S_{11}(\alpha, \beta, \gamma) = \chi(\alpha, \alpha, \beta, \gamma), \quad |S_{11}| = 192, \]
\[ S_{12}(\alpha, \beta, \gamma, \delta) = \chi(\alpha, \beta, \gamma, \delta), \quad |S_{12}| = 384. \]

### 3.4 Tetrahedral Prism

![Tetrahedral prism reference element](image)

Our second reference element is the tetrahedral prism which is created by an extrusion of a standard tetrahedron into four dimensional space and shown in Figure 5 (Note: the standard tetrahedron is the three dimensional extension of the right triangle.) The volume of the tetrahedral prism is \( \frac{8}{3} \). The integration bounds for the tetrahedral prism are similar to the standard tetrahedron while accounting for the extrusion in the fourth dimension,

\[
\int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{x_3} \int_{-1}^{1-x_2-x_3} dx_1 dx_2 dx_3 dx_4 = \frac{8}{3}.
\]
Furthermore, the orthonormal polynomial basis for the tetrahedral prism is found by extending the tetrahedron basis in \([34, 32, 50]\).

\[ \psi_{ijkq}(x) = \sqrt{S}P_i(a)P_j^{(2i+1,0)}(b)P_k^{(2i+2j+2,0)}(c)P_q(d)(1-b)\lambda(1-c)^j, \]

where \(a = -2\frac{1+x_1}{x_2^2+x_3^2}-1\), \(b = 2\frac{1+x_2}{1-x_1}-1\), \(c = x_3\), and \(d = x_4\). The tetrahedral prism has a total of 48 symmetries. For this element, it is convenient to work in barycentric coordinates due to the two tetrahedral facets. The barycentric coordinates are specified as follows

\[ \lambda = (\lambda_1, \lambda_2, \lambda_3, \lambda_4, x_4)^T \] where \(0 \leq \lambda_i \leq 1\), \(\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 = 1\).

They are related to Cartesian coordinates by

\[ x = \begin{pmatrix} -1 & 1 & -1 & -1 & 0 \\ -1 & -1 & 1 & -1 & 0 \\ -1 & -1 & -1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix} \lambda. \]

The symmetry orbits of the tetrahedral prism are similar to those of the tetrahedron, with an additional parameter that accounts for the extension of the prism in the fourth dimension. Therefore, the orbits of the tetrahedral prism are written as follows

\[ S_1 = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 0), \quad |S_1| = 1, \]
\[ S_2(\delta) = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \pm \delta), \quad |S_2| = 2, \]
\[ S_3(\alpha) = \chi(\alpha, \alpha, \alpha, 1 - 3\alpha, 0), \quad |S_3| = 4, \]
\[ S_4(\alpha, \delta) = \chi(\alpha, \alpha, \alpha, 1 - 3\alpha, \pm \delta), \quad |S_4| = 8, \]
\[ S_5(\alpha) = \chi(\alpha, \alpha, \frac{1}{2} - \alpha, \frac{1}{2} - \alpha, 0), \quad |S_5| = 6, \]
\[ S_6(\alpha, \delta) = \chi(\alpha, \alpha, \frac{1}{2} - \alpha, \frac{1}{2} - \alpha, \pm \delta), \quad |S_6| = 12, \]
\[ S_7(\alpha, \beta) = \chi(\alpha, \alpha, \beta, 1 - 2\alpha - \beta, 0), \quad |S_7| = 12, \]
\[ S_8(\alpha, \beta, \delta) = \chi(\alpha, \alpha, \beta, 1 - 2\alpha - \beta, \pm \delta), \quad |S_8| = 24, \]
\[ S_9(\alpha, \beta, \gamma) = \chi(\alpha, \beta, \gamma, 1 - \alpha - \beta - \gamma, 0), \quad |S_9| = 24, \]
\[ S_{10}(\alpha, \beta, \gamma, \delta) = \chi(\alpha, \beta, \gamma, 1 - \alpha - \beta - \gamma, \pm \delta), \quad |S_{10}| = 48, \]

where \(\alpha\), \(\beta\), and \(\gamma\) are constrained to ensure that \(0 \leq \lambda_i \leq 1\), \(\sum_i \lambda_i = 1\) and \(0 \leq \delta \leq 1\).

### 3.5 Pentatope

The final reference element shown in Figure 6 is the pentatope or standard four dimensional simplex which has a volume of \(\frac{2}{3}\). The bounds of integration are

\[ \int_{-1}^{1} \int_{-1}^{1-x_4} \int_{-1}^{1-x_3-x_4} \int_{-1}^{1-x_2-x_3-x_4} dx_1 dx_2 dx_3 dx_4 = \frac{2}{3}. \]
The orthonormal polynomial basis for the pentatope is obtained from the generalised simplex formula presented in [34]

$$\psi_{ijkq}(\mathbf{x}) = 4 \hat{P}_i(a) \hat{P}_j(2i+1,0) \hat{P}_k(2i+2j+2,0) \hat{P}_l(2i+2j+2k+3,0) (d) \times (1 - b)^i (1 - c)^{i+j} (1 - d)^{i+j+k},$$

where $a = -2x_1 + x_2 + x_3 + x_4 + 1$, $b = -2x_1 + x_2 + x_3 + x_4 - 1$, $c = 2x_1 + x_2 - 1$, and $d = x_4$. Similar to the tetrahedron, it is convenient to work in barycentric coordinates. For the pentatope these are

$$\mathbf{\lambda} = (\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5)^T \text{ where } 0 \leq \lambda_i \leq 1, \quad \lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 + \lambda_5 = 1,$n

and are related to Cartesian coordinates by

$$\mathbf{x} = \begin{pmatrix} -1 & 1 & -1 & -1 & -1 \\ -1 & -1 & 1 & -1 & -1 \\ -1 & -1 & -1 & 1 & -1 \\ -1 & -1 & -1 & -1 & 1 \end{pmatrix} \mathbf{\lambda}.$$n

Note that the columns of the matrix correspond to the vertices of the pentatope in Cartesian coordinates. The pentatope has a total of 120 symmetries as shown in [51], which take the following form

$$S_1 = \left(\frac{1}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5}\right), \quad |S_1| = 1,$n

$$S_2(\alpha) = \chi(\alpha, \alpha, \alpha, 1 - 4\alpha), \quad |S_2| = 5,$n

$$S_3(\alpha) = \chi(\alpha, \alpha, \alpha, \frac{1}{2} - \frac{3}{2} \alpha, \frac{1}{2} - \frac{3}{2} \alpha), \quad |S_3| = 10,$n

$$S_4(\alpha, \beta) = \chi(\alpha, \alpha, \alpha, \beta, 1 - 3\alpha - \beta), \quad |S_4| = 20,$n

$$S_5(\alpha, \beta) = \chi(\alpha, \alpha, \beta, 1 - 2\alpha - 2\beta), \quad |S_5| = 30,$n

$$S_6(\alpha, \beta, \gamma) = \chi(\alpha, \alpha, \beta, \gamma, 1 - 2\alpha - \beta - \gamma), \quad |S_6| = 60,$n

$$S_7(\alpha, \beta, \gamma, \delta) = \chi(\alpha, \beta, \gamma, \delta, 1 - \alpha - \beta - \gamma - \delta), \quad |S_7| = 120,$n

where $\alpha, \beta, \gamma,$ and $\delta$ are constrained to ensure that $0 \leq \lambda_i \leq 1, \sum \lambda_i = 1$. 15
4. Solution Strategy for Quadrature Rules

In this section, we describe a strategy for generating symmetric quadrature rules on space-time elements. Note that this strategy leverages the numerical infrastructure which was developed in the previous section.

The task of identifying a quadrature rule of strength \( p \) inside of a domain \( \Omega \) can be framed as a non-linear optimization problem where we seek a set of \( N_p \) abscissa \( \{x_i\} \) and associated weights \( \{\omega_i\} \) such that

\[
\int_\Omega g_{rstv}(x) \, dx = \sum_{i=1}^{N_p} \omega_i g_{rstv}(x_i) \quad \text{for} \quad 0 \leq r + s + t + v \leq p, \tag{4.1}
\]

where \( g_{rstv}(x) = x_1^r x_2^s x_3^t x_4^v \) and \( r, s, t, v \geq 0 \). When we evaluate the left hand side of this equation, the resulting system is a non-linear least squares problem; albeit one where we seek a solution whose residual is zero. Moreover, as formulated in Eq. (4.1), the system is ill-conditioned and fails to enforce the requirements that the resulting rules are symmetric, have positive weights, and have points which are contained within the domain of integration.

The first issue involving ill-conditioning can be addressed by taking

\[ g_{rstv}(x) = \psi_{rstv}(x), \]

where \( \psi_{rstv}(x) \) corresponds to the orthonormal polynomial basis for \( \Omega \) as defined in Section 3. Moreover, on account of the orthogonality of the basis, it follows that

\[
\int_\Omega \psi_{rstv}(x) \, dx = c \delta_{0r} \delta_{0s} \delta_{0t} \delta_{0v},
\]

where \( c = 1/\psi_{0000} \). This enables us to forego having to directly evaluate integrals inside of our domain in order to formulate our non-linear least squares problem.

The second issue involving symmetry can be resolved by decomposing the \( N_p \) points into a set of symmetry groups (orbits). For example, consider taking \( \Omega \) to be the pentatope and \( N_p \) to be 61. One possible symmetric arrangement of these points involves a combination of an \( S_1 \) orbit, an \( S_3 \) orbit, an \( S_4 \) orbit, and an \( S_5 \) orbit. Summing the number of points generated by each orbit we find

\[ 1 + 10 + 20 + 30 = 61, \]

as required. By symmetry, it clearly must be the case that all points belonging to an orbit must share the same quadrature weight. Noting that an \( S_1 \) orbit has no parameters, \( S_3 \) orbits have one parameter, and \( S_4 \) and \( S_5 \) orbits both have two parameters, our non-linear least squares problem has a total of 9 parameters; 5 from the orbits and 4 from the associated quadrature weights. This is a substantial reduction compared to the \( 61 \times 4 + 61 = 305 \) parameters in our original—asymmetric—problem. This greatly reduces the difficulty associated with obtaining an exact solution to the non-linear least squares problem. The caveat here is that, in general, we do not know precisely which of the many
distinct orbital decompositions is the correct one. For example, in the case where \( N_p = 61 \) in a pentatope, there are 24 unique decompositions, including the one we’ve already presented. Others include a decomposition with one \( S_1 \) orbit, four \( S_2 \) orbits, one \( S_3 \) orbit, and an \( S_5 \) orbit for a total of 61 points defined by 14 parameters, and another decomposition with one \( S_1 \) orbit and 12 \( S_2 \) orbits for a total of 61 points defined by 25 parameters. Given that there is no a priori means of ascertaining which orbit is most likely to yield a rule, it is generally necessary to try all of these decompositions. Moreover, we remark here that the number of decompositions grows rapidly with \( N_p \). When \( N_p = 600 \) there are some 37,457 decompositions inside of the pentatope.

Symmetry also enables us to reduce the number of basis functions which must be included in our non-linear least squares problem. Specifically, the ability of a rule to exactly integrate one particular basis function oftentimes implies that it is also capable of exactly integrating other basis functions, too. For example, inside of a tesseract, if a rule is capable of integrating \( \psi_{rstdv}(x) \) then, by symmetry, it must also be able to integrate \( \psi_{srtuv}(x) \) and all other permutations thereof. This enables us to substantially reduce the size of the non-linear least squares problem.

The third issue involving positivity of the quadrature weights can be addressed in a variety of ways. One possibility is to compute them using a non-negative least squares routine. However, the performance of such routines is typically not competitive with those of ordinary linear least squares solvers. As such, we have found it more efficient to introduce a penalty parameter to the non-linear least squares problem.

The fourth issue involving confinement of quadrature points to \( \Omega \) can also be addressed in a variety of ways. One is to employ a non-linear least squares solver with support for linear equality constraints. However, such solvers are less widespread than unconstrained non-linear least squares solvers. An alternative approach (used here), which foregoes the need for explicit constraints, is to simply clamp or cut off the relevant orbital parameters before passing them to the \( S_i \) orbital functions which yield the Cartesian points. This clamping discourages the solver from attempting to take orbital parameters outside of their respective ranges.

Another final improvement we can make to our baseline algorithm is to observe that the non-linear least squares problem is separable. If the orbital parameters—which define the abscissa—are known then our non-linear least squares problem in Eq. (4.1) reduces down to a linear least squares problem for the \( \omega_j \). Thus, it is possible to treat the quadrature weights as dependent variables. This enables us to further reduce the size of the non-linear least squares problem; albeit at the cost of having to solve a linear least squares problem at each iteration.

5. Summary of Quadrature Rules

Using the optimisation procedure outlined in Section 4, we obtained a series of symmetric quadrature rules on the tesseract, tetrahedral prism, and pen-
The implementation was carried out by modifying the polyquad code, an open-source, parallel, highly robust quadrature-generating code written in C++ (see [50] for details). The resulting quadrature rules, which span orders 2 to 16, are summarised in Table 3. All of the rules—which are provided as electronic supplementary material—have positive weights with none of the points being outside of the domain. Looking at the table, there are several points of note. Firstly, due to symmetry all of the tesseract rules are capable of exactly integrating any odd function—including odd-degree polynomials. A consequence of this is that all of the rules pick up an extra order of accuracy. Secondly, we also note that the rules in the tetrahedral prism are limited to $p = 14$, whereas those inside of the tesseract and the pentatope go up to $p = 16$. This is due to the fact that the number of unique topological arrangements of points is an order of magnitude higher in the tetrahedral prism than in the other elements. As such, it is necessary to consider a greater number of non-linear least squares problems, which in turn, translates into an increased computational cost.

| $p$ | Tesseract | Pentatope | Tetrahedral prism |
|-----|-----------|-----------|-------------------|
| 2   | 16        | 5         | 6                 |
| 3   | 16        | 15        | 12                |
| 4   | 24        | 20        | 20                |
| 5   | 24        | 30        | 27                |
| 6   | 57        | 56        | 61                |
| 7   | 57        | 70        | 72                |
| 8   | 160       | 105       | 114               |
| 9   | 160       | 136       | 159               |
| 10  | 272       | 206       | 259               |
| 11  | 272       | 281       | 322               |
| 12  | 512       | 445       | 468               |
| 13  | 512       | 585       | 608               |
| 14  | 728       | 725       | 921               |
| 15  | 728       | 930       |                   |
| 16  | 1384      | 1100      |                   |

Table 3: Number of points $N_p$ required for a rule of strength $p$ inside of each element type. Note that each newly discovered quadrature rule has been underlined. In addition, the explicit parameters (weights and abscissa) for each rule are provided in the electronic supplementary material, in quadruple precision.
6. Numerical Experiments

In order to validate the quadrature rules developed in Section 5, we will now perform a set of numerical experiments on the rules of strength 6-12. First, we will validate that the quadrature rules of degree $p$ exactly integrate polynomials of total order $p$, to within machine precision. Thereafter, we will evaluate the ability of the quadrature rules to integrate transcendental functions reliably, with well-behaved approximation capabilities. All experiments in the following section are performed using quad-precision numerical computations to avoid precision issues.

6.1 Integration of polynomial functions on solitary elements

Let us consider the integration of polynomials of total order $P$, which can be given by

$$f_{\text{poly}}(x; P) = \sum_{(r,s,t,v)=0}^{r+s+t+v \leq P} C_{rstv}g_{rstv}(x),$$

where $C_{rstv}$ is a constant factor. In this work, $C_{rstv}$ is generated procedurally by choosing for each $(r, s, t, v)$ a value from a standard normal distribution (see the detailed discussion in [40]).

For each of the tesseract, tetrahedral prism, and pentatope elements, we have taken the quadrature rules of order $p$ and used them to estimate the integrals of polynomials $f_{\text{poly}}$ of order $P$ as follows

$$J_p = \sum_{i=1}^{N_p} \omega_i f_{\text{poly}}(x_i).$$

For each monomial term, $g_{rstv}$, we can write the exact integral $I_{g_{rstv}}$ on an element as follows

$$I_{g_{rstv}} = \int_\kappa g_{rstv}(x) \, dx = \begin{cases} \frac{1}{(r+1)(s+1)(t+1)(v+1)} & \kappa \text{ is a tesseract} \\ \frac{s!t!u!}{(r+1)(s+t+v+3)!} & \kappa \text{ is a tetrahedral prism} \\ \frac{r!s!t!u!}{(r+s+t+v+4)!} & \kappa \text{ is a pentatope} \end{cases}$$

Thus, the exact integral of a polynomial that is being approximated by $J_p$ can be given analytically by

$$J_\infty(x; P) = \sum_{(r,s,t,v)=0}^{r+s+t+v \leq P} C_{rstv}I_{g_{rstv}}.$$

In Figures 7, 8, and 9, the percent error produced by the quadrature rules on a single element, for each of the element types is shown as a function of the polynomial order $P$. In these plots, it can be seen that the quadrature rules guarantee exactness to machine precision for quadruple precision floating point numbers whenever $p \geq P$, as we expect.
6.2 Integration of transcendental functions on multi-element grids

Next, we seek to quantify the performance of the quadrature rules in situations that are immediately relevant to finite element applications. We will
consider a domain $\Omega = [0,1]^4$, which we will tessellate with three uniform triangulations of $\Omega$: $T_{\text{tesseract}}$, $T_{\text{prism}}$, and $T_{\text{pentatope}}$. For $T_{\text{tesseract}}$, each dimension of the 4-cube domain is subdivided $d \in \{1, 2, 3, \ldots, 12\}$ times, into $N_{\text{elem}} = d^4$ tesseract elements. In the case of the prismatic and pentatope grids, each tesseract element is further subdivided into either tetrahedral prisms or pentatopes by using the Kuhn-Freudenthal triangulation on the first three or all four dimensions of the tesseract element, respectively. This results in $N_{\text{elem}} = 3!d^4$ tetrahedral prism or $N_{\text{elem}} = 4!d^4$ pentatope elements respectively. In each of these three cases, the integral of a function $f \in L_1(\Omega)$ is then computed by

$$J_\infty = \int_\Omega f(x) \, dx \approx J_p = \sum_{\kappa \in T} \sum_{i=1}^{N_p} \omega_i^{(\kappa)} f(x_i^{(\kappa)}),$$

where $x_i^{(\kappa)}$ and $\omega_i^{(\kappa)}$ are transformed from the appropriate reference element to each physical element.

In order to understand the performance of the quadrature rules, we will evaluate their use on three transcendental functions, namely an exponential function:

$$f_1 = \exp(x^2 + 2y^3 + 3z^4 + 4t^5),$$

a sinusoidal function:

$$f_2 = \sin(x^2 + 2y^3 + 3z^4 + 4t^5),$$

and an odd function (also sinusoidal):

$$f_3 = \sin(x^2 + y^2 + z^2 + t^2).$$
In Figures 10, 11, and 12, the percent error induced by the quadrature approximation for each function is plotted with respect to the grid characteristic length

\[ h = \sqrt[4]{\frac{|\Omega|}{N_{\text{elem}}}}, \]

with \(|\Omega|\) the volume of the domain and \(N_{\text{elem}}\) the number of elements.

Similarly, in Figures 13, 14, and 15 we can see the results for the tetrahedral prism elements, and in Figures 16, 17, and 18, the results for the pentatope elements. The conclusion from these collected results is that quadrature error seems to be well behaved for each of the included transcendental functions, and approximations of integrals of similar functions by these quadrature rules can be expected to be accurate. In each case, quadrature rules of design order \(p\) produce convergence rates that are at least \(h^p\) and frequently better \((h^{p+1}\) or \(h^{p+2}\)), which makes them well suited for finite element methods.

We note that, in a few cases lower degree rules outperform higher degree rules. This is likely due to a coincidental and beneficial alignment between the symmetry groups of a lower degree rule and the topology of one of our transcendental functions. Evidently, this trend will not hold for arbitrary transcendental functions, and the stronger quadrature rule will tend to outperform the weaker rule in most cases.
Figure 11: Percent error in integration of $f_2$ on a tesseract grid due to quadrature.

Figure 12: Percent error in integration of $f_3$ on a tesseract grid due to quadrature.
Figure 13: Percent error in integration of $f_1$ on a prismatic grid due to quadrature.

Figure 14: Percent error in integration of $f_2$ on a prismatic grid due to quadrature.
Figure 15: Percent error in integration of $f_3$ on a prismatic grid due to quadrature.

Figure 16: Percent error in integration of $f_1$ on a pentatope grid due to quadrature.
Figure 17: Percent error in integration of $f_2$ on a pentatope grid due to quadrature.

Figure 18: Percent error in integration of $f_3$ on a pentatope grid due to quadrature.
7. Conclusion

In this article, we have explored the numerical foundations of finite element methods for real-world 3d+t problems. We began our discussion by introducing a rigorous approach for generating four-dimensional elements. Towards this end, we introduced the general concept of an element sequence, i.e. a set of convex polytopes generated by repeatedly removing vertices of a hypercube. We demonstrated that the standard sequence of such elements in three-dimensional space contains the cube, triangular prism, square pyramid, and tetrahedron. Thereafter, we generalized this lower-dimensional sequence to higher dimensions (including four dimensions), and we demonstrated that one such sequence can be naturally encoded in terms of four digit binary numbers.

Next, we narrowed our focus to consider the following well-known polytopes: i) the tesseract, ii) the tetrahedral prism, and iii) the pentatope. For each element type, we presented a brief review of the basic numerical properties, including explicit definitions of the reference domain, limits of integration, orthonormal polynomial basis, and symmetry groups. In addition, for each element, we constructed a new set of fully symmetric quadrature rules by extending/adapting the least-squares-based procedures in polyquad, an open-source quadrature-generating code. Finally, we demonstrated the effectiveness of our quadrature rules by performing a set of numerical experiments. These experiments showed that the rules can exactly integrate monomial functions, and can approximately integrate transcendental functions with a truncation error that rapidly decays in the presence of isotropic mesh refinement.

We anticipate that our work (above) will significantly encourage the development of general space-time methods for practical applications, and will not merely be limited to finite element methods. In particular, the newly developed element sequences will be useful in the construction of hybrid four-dimensional meshes for space-time visualization and data manipulation purposes. In addition, the newly developed quadrature rules will be immediately useful for both space-time finite element and finite volume methods.
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