Mixed-order transition and tricritical point associated with checkerboard supersolidity in the two-dimensional \( t_2 - V_1 \) model
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We use Quantum Monte Carlo method employing stochastic-series-expansion technique to study the ground state properties of the \( t_2 - V_1 \) model on a square lattice. We find that, away from half-fillings, the minimal combination of nearest-neighbor repulsion \( V_1 \) and next-nearest-neighbor hopping \( t_2 \) may give rise to checkerboard supersolidity. The nature of the quantum phase transition, where the superfluid changes to a checkerboard supersolid, depends on the relative strength of \( V_1/t_2 \) and the average site occupancy. Interestingly, the model exhibits a mixed-order transition near half filling; at a higher (lower) filling, tricriticality is witnessed followed by a second-order transition at densities even further away from half filling. Close to half filling, the model displays the extreme Thouless effect and transits from a superfluid to a checkerboard solid.

I. INTRODUCTION

Ultracold atoms in optical lattices offer a novel platform where generic many-body phenomena of condensed matter physics can be explored\(^3\). One can can study exotic quantum phases such as lattice supersolidity, which is the homogeneous coexistence of superfluidity/superconductivity and crystal order in discrete lattices. In fact, one such example is the recent experimental realization of supersolid phases due to competing short-range and infinite-range interactions for bosonic atoms in optical lattices\(^2\). The infinity-range interactions are generated by a vacuum mode of the cavity and can be independently manipulated\(^2\). The optical-lattice platform has been quite successful in simulating models for strong correlations such as the Bose-Hubbard model\(^3\), which captures the essential physics of lattice supersolidity as shown by various theoretical works on two-dimensional square lattices\(^6-15\).

Besides in artificially engineered optical lattices, lattice supersolidity can also occur in naturally formed systems. Lattice supersolidity has been observed in a variety of systems such as three-dimensional doped bismuthates\(^16,17\), quasi-two-dimensional doped dichalcogenides\(^18\) and molecular crystals\(^19\), and quasi-one-dimensional doped trichalcogenides\(^20\) and doped spin-ladder systems\(^21,22\).

In an earlier communication\(^12\), it was shown that the \( t_1 - t_2 - t_3 - V_2 \) model on a square lattice can produce (\( \pi, \pi \)) (or checkerboard) supersolidity when the same-sublattice tunneling is sizeable and nearest-neighbor repulsion is large. In fact, the purpose of the present paper is to demonstrate that the \( t_2 - V_1 \) model is the minimum model for checkerboard supersolidity and to elucidate the rich physics manifested by this model.

The study of \( t_2 - V_1 \) model dates back to constructing effective Hamiltonians arising due to the presence of cooperative breathing modes observed in oxide systems. Many oxides such as manganites\(^23\), cuprate\(^24\), and bismuthates\(^25\) show evidence of cooperative strong electron-phonon interactions. By including cooperative strong electron-phonon couplings in a Holstein model, an effective Hamiltonian was obtained where the dominant transport comes from double hopping and the dominant repulsion is between nearest neighbors both in one dimension\(^26,27\) and in two dimensions\(^28\).

Phase transitions classified by the Ehrenfest scheme are first order, second order, and higher order. In a first-order transition, the order parameter jumps, whereas its fluctuations are not large on either side of the transition. Furthermore, coexistence and hysteresis are some of the usual features associated with this transition. On the other hand, a second-order transition is characterized by a lack of discontinuity and anomalously large fluctuations of the order parameter. Contrastingly, Thouless\(^29\) found mixed-order transition indicated by order parameter jumping and displaying large fluctuations. Subsequently, several systems with such mixed-order transition have been reported\(^30-34\). Interestingly the term “extreme Thouless effect” (i.e., an extreme version of this mixed-order), was coined to denote a transition where both the jump and the fluctuations are maximum\(^35-37\). In this paper, we report another instance of the extreme Thouless effect in the context of a minimal model (i.e., the \( t_2 - V_1 \) model) for checkerboard supersolidity.

The outline of the paper is as follows. In section II, we discuss our numerical techniques and details of the calculations. Section III describes the results obtained and the following discussions. Lastly in section IV, we summarize our work and discuss briefly its novelty.

II. FORMULATION

To study the various phases of the two-dimensional \( t_2 - V_1 \) model for HCBs, we employ stochastic-series-expansion (SSE) technique\(^38,39\), a quantum Monte Carlo (QMC) method, involving directed loop updates\(^40,41\). By identifying \( b_{i,j} = S_{i,j}^{t_2} \), \( b_{i,j} = S_{i,j}^{V_1} \) and \( n_{i,j} = S_{i,j}^{t_2} + \frac{1}{2} \), to employ SSE, we recast the HCB Hamiltonian in terms of...
spin-1/2 operators. The converted Hamiltonian, in terms of $2t_2$, takes the form of an extended XXZ Hamiltonian given by

$$H = -\sum_{i,j} \frac{1}{2} \left( S_{i+1,j+1}^+ S_{i,j}^- + S_{i-1,j+1}^- S_{i,j}^+ + H.c. \right)$$

$$+ \sum_{i,j} \Delta_1 \left( S_{i,j}^z S_{i+1,j}^z + S_{i,j}^z S_{i,j+1}^z \right) - h \sum_{i,j} S_{i,j}^z$$

with $\Delta_1 = V_1/(2t_2)$. In the above equation we have introduced the term $-h \sum_{i,j} S_{i,j}^z$, where $h$ is a variable and can be thought of as a dimensionless external magnetic field acting on the system. By tuning this variable we can access different magnetizations or filling-fractions of the system.

In Ref. 26 the one-dimensional $t_2 - V_1$ model was shown to undergo a discontinuous transition from a superfluid phase, with equally populated sublattices, to a checkerboard superfluid state (with coexisting CDW and superfluidity), where all the particles occupy a single sublattice. Hence, to study the competition or coexistence of these two diagonal (CDW) and off-diagonal (superfluidity) long-range orders, in the two-dimensional version of the $t_2 - V_1$ model, we use two order parameters: structure factor $S(\mathbf{Q})$ and superfluid density $\rho_s$. The structure factor per site is expressed as

$$S(\mathbf{Q}) = \frac{1}{N^2_s} \sum_{l,m} e^{i\mathbf{Q} \cdot \mathbf{R}_{l,m}} \langle S_{l,m}^z S_{l,m}^z \rangle,$$  

where $\langle \cdots \rangle$ denote the ensemble average and $N_s$ is the total number of sites of the system. We study $S(\mathbf{Q})$ at all possible values of wavevector $\mathbf{Q}$ and identify the ones for which the structure factor shows peaks. For $\mathbf{Q} = (\pi, \pi)$, the structure factor takes the form

$$S(\pi, \pi) = \frac{1}{N^2_s} \sum_{i,j} \sum_{l,m} (-1)^{(i-l)(j-m)} \langle S_{i,j}^z S_{l,m}^z \rangle,$$  

which, in terms of number operator $n_{i,j}$, can be re-expressed as

$$S(\pi, \pi) = \frac{1}{N^2_s} \sum_{i,j} \sum_{l,m} (-1)^{(i-l)(j-m)} \left( \langle n_{i,j} \rangle - \frac{1}{2} \left( \langle n_{i,j} \rangle - \frac{1}{2} \right) \right),$$

If for a site $(i, j)$, the sum $(i + j)$ is even then we call it an even site, otherwise it is called an odd site. A square lattice with even number of sites can always be divided into two equal sublattices: even sublattice containing all the even sites and odd sublattices which contain all the odd sites. We define the number operators giving the total number of HCBs at even and odd sites as $N_e = \sum_{i+j=\text{even}} n_{i,j}$ and $N_o = \sum_{i+j=\text{odd}} n_{i,j}$ respectively.

Now, the summation in Eq. 4 can be divided into two parts based on the fact that there are two possible scenarios; either both the sites $(i, j)$ and $(l, m)$ belong to the same sublattice or they belong to two different sublattices. Noting that $(-1)^{(i-l)(j-m)}$ takes the value $+1(-1)$ when $(i, j)$ and $(l, m)$ belong to the same sublattice (two different sublattices), Eq. 4 can be written as

$$S(\pi, \pi) = \frac{1}{N^2_s} \left\langle \left( \hat{N}_e - \hat{N}_o \right)^2 \right\rangle,$$

which reduces to

$$S(\pi, \pi) = \frac{1}{N^2_s} \left\langle \left( \hat{N}_e - \hat{N}_o \right)^2 \right\rangle.$$

Since the Hamiltonian consists only NNN hopping, both $\hat{N}_e$ and $\hat{N}_o$ commute with the Hamiltonian $H$; hence we obtain

$$S(\pi, \pi) = \frac{1}{N^2_s} \left( N_e - N_o \right)^2,$$  

where $N_e$ ($N_o$) denotes the total number of HCBs at even (odd) sites. Thus, when both the sublattices are equally occupied, i.e., $N_e = N_o$, the structure factor at wavevector $(\pi, \pi)$ attains its minimum value, $S(\pi, \pi)_{\text{min}} = 0$. On the other hand, when all the particles occupy only one sublattice, i.e., either $N_e = N_o$ (being the total number of particles in the system) and $N_o = 0$ or vice-versa, the structure factor maximizes to

$$S(\pi, \pi)_{\text{max}} = \left( \frac{N_e}{N_o} \right)^2 = \rho^2,$$  

where $\rho = \frac{N_e}{N_o}$ is the filling-fraction of the system. In terms of magnetization $m$ of the system, the maximum value of the structure factor reduces to

$$S(\pi, \pi)_{\text{max}} = \left( m + \frac{1}{2} \right)^2.$$  

In terms of winding numbers along $x$ and $y$ directions, $W_x$ and $W_y$, the superfluid density can be expressed as

$$\rho_s = \frac{1}{2\beta} \left( W_x^2 + W_y^2 \right),$$

where $\beta$ denotes the inverse temperature. One can calculate the winding number in the $x$ direction as

$$W_x = \frac{1}{2\beta} (N_e^+ - N_o^-),$$

where $N_e^+$ ($N_o^-$) represents the total number of operators transporting spin in the positive (negative) $x$ direction with $L_x$ being the length of the lattice along the $x$ direction.

As discussed in Ref. 42, for a $L \times L$ square lattice, SSE simulations done at low enough temperatures, such that the inverse temperature $\beta \sim L$, can capture the...
ground-state properties of the system. Since numerical calculations for both $\beta = 3L/2$ and $\beta = 2L$ produce same results (within the error bars of our calculations), in this paper we report the results for $\beta = 3L/2$ only. Now, in SSE, a small parameter $\epsilon$ is introduced to make sure that all the two-spin matrix elements are positive. However, for large values of anisotropy (i.e., large values of $\Delta_1$) the autocorrelation time can be affected by the value of $\epsilon$. Therefore, it is important to study the autocorrelation time at various regions of the phase diagram to make sure that the bin size used in the calculation of the observables are much larger than the autocorrelation time in all the cases. To calculate the autocorrelation time we use the formula

$$\tau_{\text{ml}}[m] = \frac{1}{2} + \sum_{i=1}^{\infty} A_m(t),$$

with

$$A_m(t) = \frac{\langle m(i + t)m(i) \rangle - \langle m(i) \rangle^2}{\langle \langle m(i)^2 \rangle - \langle m(i) \rangle^2 \rangle},$$

where $i$ and $t$ represents the Monte Carlo steps and $\langle \cdots \rangle$ indicates the average over time. Since, in the case of two-dimensional $t_2 - V_I$ Hamiltonian, all the phase transitions occur at apparently lower values of anisotropy, we find that we can safely use $\epsilon = \Delta_1/4$, keeping consecutive bins used in the QMC simulation as independent of the other (with bin-size > the autocorrelation times). We choose the magnetic fields in the vicinity of the phase transitions, where we expect the autocorrelation times to be larger, as well as far away from them. The bin size we have used for our calculations is 7,000,000, which is sufficient to keep the autocorrelation times well within the bin size.

### III. RESULTS AND DISCUSSIONS

To construct the phase diagram, we study the system at different anisotropy values by varying the magnetization $m$ from 0 to 0.5. In terms of particle filling-fraction, this corresponds to the variation of particle density $\rho$ from 1/2 to 1. The particle-hole symmetric Hamiltonian forces the physics at any filling fraction for particles to be identical to the one for holes at the same filling. One should note that, since we vary the particle density $\rho$ from 1/2 to 1, the relevant physics should be determined by the holes. Therefore, the maximum value of the structure factor, i.e. $S(\pi, \pi)_{\text{max}}$ reduces to

$$S(\pi, \pi)_{\text{max}} = (1 - \rho)^2 = \left(\frac{1}{2} - m\right)^2.$$  

Fig. 1 displays the variation of the superfluid density $\rho_s$ and structure factor $S(\pi, \pi)$ for four different values of $\Delta_1$, as the magnetization $m$ of the system is tuned from 0 to 0.5. For a small value of NN anisotropy, $\Delta_1 = 1.10$ (see Fig. 1(a)), the system manifests superfluidity over the whole range of magnetization, where both the sublattices are equally occupied by the particles, giving rise to a zero structure factor. At a slightly higher value of $\Delta_1 = 1.214$ (see Fig. 1(b)), we find superfluid (SF) density to undergo a downward kink at around $m \approx 0.26$. Beyond this point, a $S(\pi, \pi)$ order develops in the system which continuously increases to soon mimic the $S(\pi, \pi)_{\text{max}}$ curve, as given by Eq. 13 (accompanied by a continuous de-
creases in the superfluid density). The system undergoes a continuous transition from a SF to a checkerboard supersolid (cSS) phase with both the $S(\pi, \pi)$ order and superfluidity coexisting homogeneously. As soon as $S(\pi, \pi)$ becomes equal to $S(\pi, \pi)_{\text{max}}$, we get single sublattice occupation in the ground state. As we further go to higher values of $\Delta_1$, surprisingly the nature of the phase transition changes. For example, for $\Delta_1 = 1.22$ one can see from Fig. 1(c) that initially the system manifests a SF phase, but around $m \approx 0.188$ the system undergoes striking jumps in order parameters, similar to a first-order phase transition from a SF phase to a cSS phase, pushing all the particles to occupy a single sublattice. On the other hand, similar to a second-order transition, there is a large fluctuation in the particle number in a sublattice. In fact, at the transition there is a large degeneracy (i.e., equal to approximately the total number of particles) and the entropy shoots up. The degenerate states (i.e., equal to approximately the total number of particles) always occupy a single sublattice, but as the $\Delta_1$ value goes up the system gets closer to the single sublattice occupancy state. For some NN anisotropy between $\Delta_1 = 1.21$ and $\Delta_1 = 1.20$, the nature of the phase transition changes from continuous to mixed order. To locate the tricritical point, in Fig. 3 we plot the structure factor $S(\pi, \pi)$ and superfluid density $\rho_s$ as a function of magnetization $m$ for a number of $\Delta_1$ values. Let us here describe only the results from the $32 \times 32$ lattice. We observe that for $\Delta_1 = 1.17$ the system manifests superfluid phase only. As we increase the NN repulsion, the system passes through a continuous phase transition from SF to cSS. For lower values of $\Delta_1$, the system never reaches a state where all the particles occupy a single sublattice, but as the $\Delta_1$ value goes up the system gets closer to the single sublattice occupancy state. For some NN anisotropy between $\Delta_1 = 1.21$ and $\Delta_1 = 1.20$, the nature of the phase transition changes from continuous to mixed order, which corresponds to a tricritical point. Up to $\Delta_1 = 1.2205$ the system passes through a mixed-order transition from SF to cSS. As the value of $\Delta_1$ is further increased, at $\Delta_1 = 1.221$ the half-filled system manifests a cS phase and goes into a cSS phase in a continuous manner as the density is varied. Although the value of $S(\pi, \pi)$ agrees with the maximum possible value of structure factor $S(\pi, \pi)_{\text{max}}$ for densities close to half-filling, it starts to deviate from the $S(\pi, \pi)_{\text{max}}$ curve as we go towards the fully-filled system indicating a deviation from the single sublattice occupancy state. For even larger values of $\Delta_1$ the particles always occupy a single sublattice for all filling-fractions.

![FIG. 2: Checkerboard solid, realized at half-filling for large repulsion values, for which the structure factor $S(\pi, \pi)$ produces the maximum peak. The black circles denote particles, whereas the empty circles stand for holes.](image-url)
and thus the \( S(\pi, \pi) \) and \( S_{\text{max}}(\pi, \pi) \) curves merge together. It should be noted that in Fig. 3 for the system sizes considered, we have restricted the magnetization axis from 0.15 to 0.5 only because this is the window where the phase transition takes place. For magnetization values between \( m = 0 \) and \( m = 0.15 \), the structure factor \( S(\pi, \pi) \) is essentially zero for all anisotropy values up to \( \Delta_1 = 1.2205 \), whereas it matches with the theoretical \( S(\pi, \pi)_{\text{max}} \) curve for \( \Delta_1 = 1.221 \) and above.

Fig. 4 displays the variation of the structure factor \( S(\pi, \pi) \) for different values of \( \Delta_1 \) and as a function of magnetization \( m \) measured on a \( 24 \times 24 \), \( 28 \times 28 \) and \( 32 \times 32 \) systems, respectively. Comparing these results one can find that, as we increase the system size the number of mixed-order lines increases. For a smaller system size one has to go for smaller repulsion window to identify the tricritical point which makes it harder to detect. 

The complete ground-state phase diagram is displayed in Fig. 4 for HCBs on \( 24 \times 24 \), \( 28 \times 28 \) and \( 32 \times 32 \) square lattices. In the phase diagram, the dashed (solid) line represents a discontinuous (continuous) transition from superfluid (SF) to checkerboard supersolid (cSS) region as the magnetization of the system is varied, where the filled circles denote the tricritical points. Note that the three different colors, i.e. blue, magenta and green, represent the phase boundaries for the three different system sizes \( 32 \times 32 \), \( 28 \times 28 \) and \( 24 \times 24 \), respectively. Apart from the slight shift of the tricritical point, the phase diagram appears to be by and large independent of the system size. We now discuss the phase diagram for the \( 32 \times 32 \) square lattice. For anisotropy values \( \Delta_1 \leq 1.17 \), the system manifests superfluidity for all values of magnetization. Beyond this point (i.e. \( \Delta_1 = 1.17 \)) a small region of cSS phase starts to develop, through continuous
FIG. 5: (Color online) Evolution of the order parameters $S(\pi, \pi), \rho_s$ and $m$ as a function of the magnetic field $h$, on a $32 \times 32$ lattice, for three values of anisotropy: (a) $\Delta_1 = 1.214$, (b) $\Delta_1 = 1.22$ and (c) $\Delta_1 = 1.50$. The inset in Fig. 5(b) represents the magnified version of the region encircled by the magenta line.

phase transition, close to $m \approx 0.5$. As we increase the $\Delta_1$ value, the magnetization value at which the system goes into the cSS region shifts towards $m = 0$. In the region between $\Delta_1 = 1.216$ and $\Delta_1 = 1.217$, which is represented as the filled blue circle in Fig. 4, the nature of the transition changes from continuous to mixed order, thereby giving rise to a tricritical point. We observe that for $\Delta_1 \geq 1.221$, the system manifests a checkerboard solid (cS) at half-filling and beyond $m = 0$ a cSS region, persisting all the way to $m = 0.5$, is developed. Figs. 6(a) and 6(b) show the snapshots of the spin configurations barely before and after the discontinuous jump seen in the ground state corresponding to Fig. 5(b). We can clearly see building of checkerboard order (i.e., occupancy along NNN sites or in a single sublattice) beyond this jump. Fig. 5(c) also shows a configuration [corresponding to $m = 0$ in Fig. 5(c)] with full checkerboard order where we obtain $S(\pi, \pi) = S(\pi, \pi)_{\text{max}}$.

Now, we want to study the nature of the phase transitions as we vary the magnetization of the system for a fixed value of NN anisotropy. As already seen in Fig. 4(b), the order parameters show a continuous variation as a function of the magnetization for $\Delta_1 = 1.214$ which signifies continuous phase transition between different phases. On the other hand, the discontinuous jumps in the order parameters in Fig. 4(c) for $\Delta_1 = 1.22$, indicates the existence of a mixed-order phase transition. However, to bring out the nature of the phase transitions along the $m$ axis of the phase diagram, a more reliable process is to study the order parameters, i.e. magnetization, superfluid density and structure factor, as a function of the magnetic field $h$. Fig. 5(a) shows that as we vary the magnetic field $h$, keeping the NN anisotropy value fixed at $\Delta_1 = 1.214$, the order parameters change in a continuous fashion. This evidently rules out the possibility of a first-order or mixed-order phase transition and establishes the fact that at $\Delta_1 = 1.214$, as we move along the $m$-axis of the phase diagram, the superfluid (SF) and the checkerboard supersolid (cSS) phases are separated by a continuous phase transition. At a higher value of NN anisotropy, $\Delta_1 = 1.22$, a discontinuous jump in the structure factor accompanied by a sudden drop in the superfluid density is observed as a function of the magnetic filed $h$ (see Fig. 5(b)); however, there seems to be no visible jump associated with the magnetization curve. Now, zooming into the $m - h$ curve in the region, where the discontinuous jumps in $S(\pi, \pi)$ and $\rho_s$ are observed, we see that the magnetization curve shows a very small but sharp drop as the magnetic field is varied. Usually, whenever a first-order phase transition is encountered by the variation of the magnetic field, a sudden upward jump in the magnetization curve is observed which signifies the existence of a
phase-separated region. In contrast to the usual scenario, the mixed-order phase transition encountered in the case of $\Delta_1 = 1.22$, is not associated with any phase-separated region. The sharp drop in the magnetization curve simply indicates a mixed-order transition from a superfluid phase with equal sublattice-occupancy to a checkerboard supersolid phase where only one sublattice is occupied. Next, for $\Delta_1 = 1.50$, Fig. 7(c) depicts continuous variations of the order parameters as the magnetization of the system is tuned. This means that in the phase diagram shown in Fig. 4 as we move along the $m$-axis keeping value of NN anisotropy fixed at $\Delta_1 = 1.50$, a continuous phase transition, from a checkerboard solid (cS) to a checkerboard supersolid (cSS) phase, is encountered. The following subsection gives some detailed analysis of the various transitions encountered in the present system.

A. Nature of transitions

To study the nature of the phase transitions encountered while moving along the $\Delta_1$-axis of the phase diagram at a fixed value of magnetization, first it should be noted that, in our simulations, we can not tune the magnetization of the system directly. Instead, we introduce a magnetic field in the system, by tuning which we can access different magnetization values of the system. Since the resulting magnetization for a particular value of magnetic field generally fluctuates during the simulation, it becomes almost impossible to study the nature of the phase transition by varying the $\Delta_1$ value at a fixed value of magnetization. Nevertheless, while in a charge-density-wave (CDW) state the system always shows plateau in the $m - h$ curve, i.e., the magnetization of the system remains unchanged over a range of magnetic field values. Therefore, we can choose any magnetic field lying in the plateau and obtain the desired magnetization value for different values of NN anisotropy.

Fig. 7(a) shows that, at $1/2$-filling (corresponding to $m = 0$), as the NN anisotropy $\Delta_1$ is varied from 1.0 to 1.5, the structure factor $S(\pi, \pi)$ sharply jumps from 0 to its maximum value 0.25 at $\Delta_1 \approx 1.221$. At the same time the superfluid density $\rho_s$ dramatically drops down to zero. In the phase diagram depicted in Fig. 4 as we move along the $\Delta_1$-axis at $m = 0$, this indicates a mixed-order phase transition from a $U(1)$ symmetry breaking superfluid (SF) to a translational symmetry breaking checkerboard solid (cS) state at $\Delta_1 \approx 1.221$. It is important to point out that only when the system is in the CDW state after the phase transition, the magnetization can be fixed at $m = 0$; but before the transition, in the superfluid phase, the magnetization is given by $m = 0 \pm 0.0000063$.

As we have already discussed, the dashed (solid) line in the phase diagram in Fig. 4 signifies a mixed-order (continuous) transition between the superfluid and checkerboard supersolid phase. Since the nature of the transition between any two phases should be independent of the driving parameters ($\Delta_1$ or $m$ in this case), irrespective of whether we cross the dashed (solid) line horizontally (by varying the magnetization at a fixed $\Delta_1$ value) or vertically (i.e., moving along the $\Delta_1$-axis at a fixed magnetization value) in the phase diagram, the nature of the transition should remain mixed-order (discontinuous). To demonstrate this point, we concentrate on
the phase diagram for the $32 \times 32$ square lattice around $m \approx 0.204$ and observe that as the $\Delta_1$ value is increased from 1.20 to 1.25, the system goes through a phase transition from SF to cSS. To determine the nature of this phase transition, we vary the magnetic field in very small steps so that we can obtain the magnetization as close as possible to 0.204 for a number of $\Delta_1$ values between 1.20 and 1.25. Fig. 1(b) depicts the variation of $S(\pi, \pi)$ and $\rho_s$ in terms of $\Delta_1$ at magnetization $m = 0.20404 \pm 0.00001$. The sharp jumps in the order parameters clearly indicate that in the phase diagram, as we move along the $\Delta_1$-axis keeping the magnetization fixed at $m \approx 0.204$, the phase transition, encountered between the superfluid (SF) and checkerboard supersolid (cSS) phase, is mixed order in nature.

Next, in order to determine the nature of the SF-cSS transition while crossing the solid line vertically in the phase diagram of a $32 \times 32$ lattice, we plot, in Figs. 2(c) and 2(d), the order parameters $S(\pi, \pi)$ and $\rho_s$ as a function of $\Delta_1$ while keeping the magnetization fixed at $m = 0.33840 \pm 0.00003$. The continuous variation of the order parameters rules out the possibility of a mixed-order transition. This establishes the point that, irrespective of whether we cross the solid line horizontally or vertically, the nature of the SF-cSS transition remains the same, i.e., continuous.

IV. SUMMARY

To summarize briefly, the present work deals with the $t_2 - V_1$ model on a square lattice which turns out to be the minimum model exhibiting checkerboard supersolidity. This model has a well defined physical origin that goes back to dominant-particle-transport mechanism of double hopping realized in a system with cooperative normal mode at strong electron-phonon interaction. Alternately, it can always be realized in an optical lattice platform using cold atoms. The fascinating feature of this model is its rich ground state phase diagram characterized by various exotic phases and unusual quantum phase transitions. It shows a tricritical point, at an optimum strength $V_1/t_2$, that separates mixed-order and continuous transitions involving $(\pi, \pi)$-checkerboard orders. Importantly, the system displays extreme Thouless effect close to half-filling.
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