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1. Introduction

The single index model is an important generalization of the multiple linear regression model with an unknown link function. It has been widely studied and used to explore the complicated relation between the response and covariates of interest (Horowitz, 2009), and may reflect the interaction within covariates. To further effectively combine the interpretability of the multiple linear model and the flexibility of the single index model, their hybrid, partially linear single model (PLSIM), has been studied and applied for various complex data generated from biological and economic studies in the literature (Xia and Härdle, 2006; Yu and Ruppert, 2002). To the best of our knowledge, the first remarkable work on PLSIM was done by Carroll et al. (1997), who proposed a backfitting algorithm to estimate parameters of interest in a more general case; i.e., generalized PLSIM. Yu and Ruppert (2002) argued that the estimators proposed by Carroll et al. (1997) may be unstable, and suggested the penalized spline estimation procedure. Xia and Härdle (2006) applied the minimum average variance estimation (MAVE, Xia et al., 2002) to PLSIM and developed an effective algorithm. More recently, Wang et al. (2010) studied estimation in PLSIM with the additional assumptions imposed on model structure. Liang et al. (2010) proposed a profile least squares (PrLS) estimation procedure. However, when these methods are applied to deal with the case with diverging number of covariates, one may encounter some challenges. For example, MAVE may meet the sparsity problem as noted by Cui et al. (2011), and the PrLS estimation procedure is not easy to implement in high-dimensional settings because this method needs to minimize a high-dimensional nonlinear objective function. In this paper, we propose a method for estimation and variable selection in PLSIM when the dimensions of the covariates diverge. We integrate dimension reduction principle with a testing based variable selection approach.

There has been much work on the penalty based variable selection methods for semiparametric models with a diverging number of covariates. For example, Xie and Huang (2009) and Ni et al. (2009) studied variable selection for partially linear models (PLM), a special case of PLSIM, and established the selection consistency and the asymptotic normality for their estimators. They used respectively polynomial splines and smoothing splines to approximate the nonparametric function. Ravikumar et al. (2009) investigated high-dimensional nonparametric sparse additive models, developed a new class of algorithms for estimation and discussed the asymptotic properties of their estimators. Meier et al. (2009), Huang et al. (2010), and Li et al. (2012) studied
variable selection for high-dimensional nonparametric sparse additive models. Wang and Zhu (2011) derived almost necessary and sufficient conditions for the estimation consistency of parameter estimators for single-index models in “large p, small n” paradigms. See Fan and Li (2006) for a review on variable selection for high-dimensional data. Only Liang et al. (2010) carried out variable selection in the context of PLSIM using the smoothly clipped absolute deviation penalty (SCAD, Fan and Li, 2001) to simultaneously select significant covariates and estimate the corresponding parameters of interest. However, this method is limited to the case with the fixed dimension of covariates.

As an effective way to deal with the problem of “curse of dimensionality”, dimension reduction techniques overcome this problem through identifying the subspace spanned by a few convex combinations of covariates, which can capture full information between response and covariates. This subspace is called central dimension reduction space (CS, Cook, 1998). The focus is therefore on the convex combinations, rather than the original covariate vector. If the convex combinations are all forms of mean regression functions, this subspace is called central mean subspace (Cook, 1998). For instance, the multiple linear model has only one convex combination of covariates to affect response. A rich list of literature includes Li (1991) for the sliced inverse regression (SIR), Cook and Weisberg (1991) for sliced average variance estimation (SAVE), Li (1992) for principal Hessian directions, Li and Wang (2007) for directional regression (DR), Wang and Xia (2008) for sliced regression, Zhu, Wang, Zhu and Ferré (2010) for discretization-expectation estimation, and Zhu, Zhu and Feng (2010) for simple cumulative slicing estimation (CUME). There has also been interest in investigating dimension reduction with a diverging number of covariates. As the first attempt in this direction, Zhu et al. (2006) revisited SIR, whereas Zhu and Zhu (2009b) suggested a weighted partial least squares method to cope with the highly correlated covariates in semiparametric regressions. It was known that these dimension reduction methods are usually unable to identify significant covariates that sometimes are of most interest, because these methods can identify only the central subspace or central mean subspace for general cases with more than one index. More recently, efforts have been made to incorporate dimension reduction into variable selection procedure. Important results of these efforts are the least squares approach for general multi-index models by Wu and Li (2011) with the SCAD penalty, the least squares formulation by Yin and Cook (2002), and coordinate-independent sparse estimation (CISE) by Chen et al. (2010), in which the authors introduced a coordinate-independent penalty to a least squares objective function formulated by Li (2007). The CISE is shown to produce sparse solution with the oracle property.

In this paper, we first formulate the PLSIM in a dimension reduction framework so that we can identify the direction of the nonzero coefficients. We then invoke the sufficient dimension reduction principle and incorporate a coordinate-independent penalty (Chen et al., 2010) to achieve a sparse dimension reduction. In theory, we justify that our method is capable to correctly identify significant covariates with probability approaching one. The selection helps us further derive asymptotically normally distributed estimators of the nonzero coefficients.
There is an interesting feature of the method that is of independent importance in dimension reduction. Note that in this model, there are two corresponding parameter vectors in the linear and single-index parts. When we formulate this model as a bi-index model in a dimension reduction framework that will be seen below, all existing dimension reduction approaches are to identify a CS (Cook, 1998) spanned by these two vectors. In other words, any basis vector in this space is a linear combination of them, and then in general, these two parameter vectors themselves cannot be identified. However, interestingly, we find that the partially linear single-index model has a particular dimension reduction framework. With it, we can identify the two parameter vectors of interest using only one basis vector in the CS rather than identifying the entire space. This is very different from all existing dimension reduction methods in the literature because for bi-index models we usually have to determine two basis vectors to identify the CS. This identification plays a key role in our procedure for variable selection.

We conduct Monte Carlo simulation experiments to examine the performance of the proposed procedures with moderate sample sizes, and compare the performance of the proposed methods based on two popular dimension reduction procedures: SIR and CUME. Our simulation results advocate our theoretical findings. The paper is organized as follows. In Section 2, we present the models and the basic framework. In Section 3, we describe the rationale of the proposed method, and present the asymptotic results including the selection and estimation consistency and the asymptotic distributions of the estimators. Simulation studies are reported in Section 4. In Section 5, we illustrate our proposed method through a real data set. All the technical proofs of the asymptotic results are postponed to the Appendix.

2. Models and dimension reduction framework

Let $Y$ be the response variable and $(X^\tau, Z^\tau)^\tau$ be the vector of covariates in $\mathbb{R}^p \times \mathbb{R}^q$ whose relationship with $Y$ following PLSIM can be described as

$$Y = X^\tau \beta_0 + g(Z^\tau \theta_0) + \varepsilon,$$

(2.1)

where $(\beta_0, \theta_0)$ is an unknown vector in $\mathbb{R}^p \times \mathbb{R}^q$ equipped with the Euclidean norm $\| \cdot \|_2$, $\varepsilon$ is the error with mean zero and finite variance, and $g(\cdot)$ is an unknown univariate link function. For the sake of identifiability, we assume, without loss of generality, that $\theta_0$ is unit and its first component is positive, i.e., the parameter space of $\theta_0$ is $\Theta = \{ \theta = (\theta_1, \theta_2, \ldots, \theta_q)^\tau, \| \theta \|_2 = 1, \theta_1 > 0, \theta \in \mathbb{R}^q \}$. PLSIMs contain two important special cases. When $q = 1$, model (2.1) reduces to a partially linear model (PLM), for which there is much work in the literature, for example, Chen (1988); Engle et al. (1986); Heckman (1986), and Speckman (1988). Härdle et al. (2000) gave a comprehensive review for PLM. When $\beta_0 = 0$, model (2.1) reduces to the single-index model. Ichimura (1993) proposed a semiparametric least squares estimation and Härdle et al. (1993) investigated the asymptotic normality of a kernel smoother based estimation. Naik and Tsai (2001) investigated the model selection. Wang and Yang (2009) proposed a regression spline based estimation method.
Write $T = (X^\tau, Z^\tau)^\tau \in \mathbb{R}^{p_n+q_n}$. The dimensions of both $\beta_0$ and $\theta_0$, say $p_n$ and $q_n$ respectively, may diverge with the sample size $n$. Note that model (2.1) can be broadly formulated as a sufficient dimension reduction (SDR) model (Zhu and Zhu, 2009a)

\[ Y \perp T | S^\tau T, \quad (2.2) \]

with

\[ S = \begin{pmatrix} \beta_0 & 0_{q_n \times 1} \\ 0_{p_n \times 1} & \theta_0 \end{pmatrix}, \]

where $\perp$ indicates independence. That is, conditional on $S^\tau T$, $Y$ and $T$ are independent. $\beta_0$ and $\theta_0$ can be estimated with the help of SDR principle, whose major purpose is to seek a minimum CS subspace spanned by the columns of $S$. So a SDR method does not provide estimators of $\beta_0$ and $\theta_0$, instead two basis vectors in the subspace in general which cannot distinguish the covariates of the respective nonparametric and parametric components. Nevertheless, the two directions $\beta_0/\|\beta_0\|$ and $\theta_0$ in our setting may be identifiable since the central subspace is two-dimensional and generated by $S$. More specifically speaking, any vector in the central subspace is of form $(c_1 \beta_0^\tau, c_2 \theta_0^\tau)^\tau$. That means that the sub-vector consisting of the first $p_n$ components is related only to $\beta_0$, while the sub-vector consisting of the rest $q_n$ components is related only to $\theta_0$. Consequently, when we use a SDR method to identify the central subspace, we can use such a vector with some nonzero components in these two parts to respectively identify $\beta_0/\|\beta_0\|$ and $\theta_0$. Moreover, such a subspace uniquely exists and contains all regression information of $Y | T$ under the mild conditions (Cook, 1996a,b). Hence we proceed identifying $\beta_0/\|\beta_0\|$ and $\theta_0$ as follows.

As shown by Li (2007), most of the commonly used SDR methods can be formulated as the following eigen-decomposition problem:

\[ \Sigma^{-1/2} \mathcal{M} \Sigma^{-1/2} b = \lambda b, \]

where $\Sigma$ is the covariance matrix of $T$, $\lambda$ is the eigenvalue and $b$ is the associated eigenvector, $\mathcal{M}$ is a nonnegative definite method-specific symmetric kernel matrix. See Li (2007) for details on choices of $\mathcal{M}$ for various SDR methods. Let $\lambda_{\text{max}}$ and $\nu_0$ be the largest eigenvalue and the associated eigenvector of $\Sigma^{-1/2} \mathcal{M} \Sigma^{-1/2}$. Note that if $\lambda_{\text{max}}$ is nonzero, then $v_0 := \Sigma^{-1/2} \nu_0 \in \text{span}(S)$ under some method-specific conditions on the marginal distribution of $T$ such as the linearity condition (Li, 1991). This statement implies that there exists a vector $\varphi = (\varphi_1, \varphi_2)^\tau$ with $\varphi_1$ and $\varphi_2$ being nonzero such that $v_0 = S \varphi$; that is, the first $p_n$ elements of $v_0$ is proportional to $\beta_0$, and the last $q_n$ elements of $v_0$ to $\theta_0$. Once $v_0$ is obtained, the estimates of the directions $\beta_0/\|\beta_0\|$ and $\theta_0$ are obtained. In Appendix A.3, we discuss an identifiability assumption under which $\varphi_1$ and $\varphi_2$ can be nonzero. Hence, the first eigenvector obtained by a dimension reduction method can identify the two directions: $\beta_0/\|\beta_0\|$ and $\theta_0$. Furthermore, selecting significant components of $X$ is equivalent to identifying nonzero element of $\beta_0/\|\beta_0\|$. Thus, we achieve variable selection procedure, and
obtain estimated value of $\beta_0$ by estimating the scalar $||\beta_0||_2$ and the direction $\beta_0/||\beta_0||_2$.

Note that all the SDR methods aforementioned involve the whole original covariates $T$. As a consequence, if $p_n \to \infty$ and $q_n \to \infty$, the estimated linear combination $v_0^*T$ may be hard to identify because all insignificant covariates are also included in the estimated linear combination. To overcome this difficulty, we use the idea of CISE to penalize $v_0$ for obtaining a sparse estimator of $v_0$ as follows.

Let $\{(X_i, Z_i, Y_i); 1 \leq i \leq n\}$ be a sequence of independent and identically distributed (i.i.d.) samples from model (2.1). Denote by $T$ and $\Sigma_n$ the sample mean and covariance matrix based on $(T_1, \ldots, T_n)$, which is defined similar to $T$. Let $\tilde{u}_n$ be the following minimizer; that is,

$$\tilde{u}_n = \arg \min_{u \in \mathbb{R}^{(p_n+q_n)}} Q_n(u; G_n, \Sigma_n) \text{ subject to } u^\top u = 1,$$

(2.3)

where $G_n = \Sigma_n^{-1/2}M_n\Sigma_n^{-1/2}$ and $Q_n(u; G_n, \Sigma_n) = -u^\top G_n u + \rho_n(\Sigma_n^{-1/2}u)$ with $\rho_n(\Sigma_n^{-1/2}u) = \sum_{r=1}^{p_n+q_n} \alpha_r ||\Sigma_n^{-1/2}u||_r$. Any dimension reduction based kernel matrix can be applied such as SIR or SAVE. In this paper, we choose $M_n = \frac{1}{n} \sum_{i=1}^n m_n(Y_i) m_n^\top(Y_i)$, the sample version of the CUME based kernel matrix (Zhu, Zhu and Feng, 2010), where $m_n(Y_i) = \frac{1}{n} \sum_{j=1}^n (T_j - T)I(Y_j \leq Y_i)$, $[\Sigma_n^{-1/2}u]_r$ is the rth element of $\Sigma_n^{-1/2}u$, and $\{\alpha_r \geq 0, r = 1, \ldots, p_n + q_n\}$ are the penalty parameters. Then, the estimator of $v_0$ is defined as $\hat{v}_n = \Sigma_n^{-1/2}\tilde{u}_n$.

We choose matrix $M_n$ because it is easy to implement and avoids selecting other turning parameters in estimation such as the number of slices in SIR, SAVE and DR. A theoretical justification of CUME has been provided by Zhu, Zhu and Feng (2010) even when the dimensions $p_n$ and $q_n$ diverge with the sample size.

3. Estimation and main results

3.1. Estimation Procedure for $\beta_0$ and $\theta_0$

We formulate the estimation procedure in following steps.

**Step 1.** Apply the CUME based kernel matrix for the CISE variable selection procedure (2.3) to obtain an estimator $\tilde{v}_n = (\tilde{v}_{n,1}, \tilde{v}_{n,II})^\top$, where $\tilde{v}_{n,1} = (\tilde{v}_{n,1}, \ldots, \tilde{v}_{n,p_n})^\top$ and $\tilde{v}_{n,II} = (\tilde{v}_{n,p_n+1}, \ldots, \tilde{v}_{n,p_n+q_n})^\top$.

**Step 2.** Check the first element of $\tilde{v}_{n,II}$, and define the estimator of $\theta_0$ as $\hat{\theta}_0 = \text{sign}(\tilde{v}_{n,p_n+1}) \tilde{v}_{n,II}/||\tilde{v}_{n,II}||_2$ to guarantee positiveness of the first element of $\theta_0$.

**Step 3.** Let $\hat{\Gamma}_i = X_i^\top \tilde{v}_{n,I}$, $\hat{A}_i = Z_i^\top \hat{\theta}_0$. We then use the “synthesis” data $\{(\hat{\Gamma}_i, \hat{A}_i, Y_i); 1 \leq i \leq n\}$ to define an estimator $\hat{\kappa}$ of the parameter $\kappa$ in the following partially linear model:

$$Y_i \approx \kappa \hat{\Gamma}_i + g(\hat{A}_i) + \varepsilon_i.$$

**Step 4.** Define an estimator of $\beta_0$ as $\hat{\beta}_0 = \hat{\kappa} \tilde{v}_{n,II}$.
In Step 1, one may consider other SDR methods, such as SIR, SAVE or DR. See Zhu, Zhu and Feng (2010) for a discussion on advantages and disadvantages of these SDR methods. In Step 3, one can estimate the parameter $\kappa$ with the commonly used partially linear model techniques such as the kernel method (Liang et al., 1999, 2004; Speckman, 1988) or spline method (Chen, 1988; Cuzick, 1992; Wahba, 1984). It is remarkable that the proposed procedure does not need any iteration, neither initial value. In contrast, spline method (Yu and Ruppert, 2002) and MAVE (Xia and Härdle, 2006) need to deliberately choose initial values or iteration. Thus the proposed method is particularly computationally efficient compared to its competitors. The gain is substantial when $p_n$ and $q_n$ diverge. The proposed procedure still has appealing asymptotic properties (see Sections 3.2-3.4 for details). Moreover, our numerical studies suggest the good performance of our method.

It is noteworthy that if we study only estimation for model (2.1), we can still use the dimension reduction principle to obtain the estimator $\tilde{v}_n = (\tilde{v}_{n,1}^{T}, \tilde{v}_{n,II}^{T})^T$, Steps 2 and 3 to obtain the estimators of $\beta_0$ and $\theta_0$, which are consistent and asymptotically normal under mild conditions. This estimation method is of an independent interest in dimension reduction area, and provides an alternative way different from MAVE (Xia and Härdle, 2006) or profile likelihood based (Liang et al., 2010) methods, which need iteration for implementation.

Without loss of generality, denote $\beta_0 = (\beta_{10}^{T}, \beta_{20}^{T})^T$, $\theta_0 = (\theta_{10}^{T}, \theta_{20}^{T})^T$, where $\beta_{10}$ and $\theta_{10}$ are $p_0$ and $q_0$ nonzero components of $\beta_0$ and $\theta_0$, respectively, and $\beta_{20}$ and $\theta_{20}$ are two $(p_n - p_0)$- and $(q_n - q_0) \times 1$-zero vectors. Assume that $p_0$ and $q_0$ are fixed. Accordingly, $X_0$ and $Z_0$ are the first $p_0$ covariates of $X$ and the first $q_0$ covariates of $Z$. Furthermore, by a simple permutation, let the first $(p_0 + q_0)$ elements of the eigenvector $v_0$ correspond to the covariates $(X_0^T, Z_0^T)^T$, denoted as $v_{0,1}$. Thus, $v_{0} = (v_{0,1}^T, v_{0,II}^T)^T$, where $v_{0,1} = (v_{0,1}^{(0),1}, v_{0,1}^{(0),II})^T$ with $v_{0,1}^{(0),1}$ and $v_{0,1}^{(0),II}$ corresponding to $X_0$ and $Z_0$, while $v_{0,II}$ is a $(p_n + q_n - p_0 - q_0) \times 1$ zero vector. Let $T_0 = (X_0^T, Z_0^T)^T$, $X_0^T = (X_1, \ldots, X_{p_0})$, $Z_0^T = (Z_1, \ldots, Z_{q_0})$, $\Sigma(0) = \text{Cov}(T_0)$. Suppose $Y$ is an independent copy of $Y$. Write $m_{0,1}(y) = E\{T_01(Y \leq y)\}$ and $M(0) = E m_{0,1}(Y) m_{0,1}(Y)$. Write $G(0) = \Sigma^{-1/2}(0) M(0) \Sigma^{-1/2}$ and let $\lambda_1, \lambda_2, \ldots, \lambda_{p_0+q_0}$ be its eigenvalues ordered from the largest to the smallest, and $v_{(1)}, v_{(2)}, \ldots, v_{(p_0+q_0)}$ be the corresponding eigenvectors. Theorem 1 of Zhu, Zhu and Feng (2010) shows that $G(0)$ has only two nonzero eigenvalues $\lambda_1 > \lambda_2 > 0$. That means $\lambda_m \equiv 0$ and $v_{(0)}^{(m)}$ are the eigenvectors corresponding to the 0 eigenvalue for $m \geq 3$.

With slight notation abuse, we redefine $\tilde{v}_n$ in the Algorithm as $\tilde{v}_n = (\tilde{v}_{n,1}^{T}, \tilde{v}_{n,II}^{T})^T$, where $\tilde{v}_{n,1} = (\tilde{v}_{n,1}^{(0),1}, \tilde{v}_{n,1}^{(0),II})^T$, $\tilde{v}_{n,1}^{(0),1}$ and $\tilde{v}_{n,1}^{(0),II}$ are the nonzero components of $\tilde{v}_{n,1}$ and $\tilde{v}_{n,II}$ respectively. Let $X_I, Z_I$ be the subset of the $X, Z$ with respect to $\tilde{v}_{n,1}, \tilde{v}_{n,II}$, and $\tilde{p}_0$ and $\tilde{q}_0$ be the lengths of $\tilde{v}_{n,1}$ and $\tilde{v}_{n,II}$ respectively. So $\tilde{p}_0$ and $\tilde{q}_0$ are estimates of $p$ and $q$ instead of constants. Analogously, define $T_I = (X_I^T, Z_I^T)^T$, $T_{II} = (X_{II}^T, Z_{II}^T)^T$ for $i = 1, \ldots, n$.

In what follows, we write $A^{\otimes 2} = AA^T$ for any matrix or vector $A$. $\lambda_{\min}(A)$ and $\lambda_{\max}(A)$ stand for the smallest and largest eigenvalues of $A$ for any square
matrix $A$. For any integer $s$, $0_s$ and $I_s$ denote the zero and identity matrices of size $s$.

3.2. Asymptotic property of $\tilde{v}_n$

We first present the asymptotic results for the eigenvector $\tilde{v}_n$.

**Theorem 3.1.** Let $d_n = \max\{p_n, q_n\}$. Assume that Conditions (A1) and (A2) in the Appendix are satisfied, and furthermore $\sqrt{n} \max_{r \leq p_0 + q_0} \{\alpha_r\} \to 0$ and $d_n^3/n \to 0$, then the estimator $\tilde{v}_n$ satisfies

$$\|\tilde{v}_n - v_0\|_2 = O_P(\sqrt{d_n^2/n}).$$

**Remark 1.** This theorem indicates that by properly choosing the penalty parameters $\{\alpha_r\}_{r=1}^{p_n+q_n}$, the estimator is still consistent when $p_n$ and $q_n$ diverge at a rate of $o(n^{1/3})$, which is the same as that in the context of variable selection for parametric (Fan and Peng, 2004) and semiparametric regressions (Zhu and Zhu, 2009a). Furthermore, we can observe that if $p_n$ and $q_n$ are fixed, we obtain a root-$n$ estimator $\tilde{v}_n$. This conclusion coincides with Theorem 1 of Chen et al. (2010).

To investigate the oracle property of the estimator $\tilde{v}_n$, we define the following quantities. By replacing $T_i$ with $T_i I$, we define $\Sigma_n I$, $\bar{G}_n I$, and then $Q_n I(u; \bar{G}_n I, \Sigma_n I)$, $\rho_n I$, $M_n I$, and $m_n I(Y_i)$ in the same way as the corresponding quantities for (2.3). Write $\hat{u}_n^I = \Sigma_n^{-1/2} \tilde{u}_n$, where $\tilde{u}_n$ is the following minimizer; i.e.,

$$\hat{u}_n^I = \arg \min_{u \in \mathbb{R}^{(p_0 + q_0)} \times 1} Q_n I(u; \bar{G}_n I, \Sigma_n I) \text{ subject to } u^T u = 1.$$ 

In the following theorem, we state the oracle property of $\tilde{v}_n$. Let $A_n = \{j : \tilde{v}_{n,j} \neq 0\}$ and $A_0 = \{1, 2, \ldots, p_0 + q_0\}$.

**Theorem 3.2.** Under the conditions of Theorem 3.1, if $\sqrt{n} \max_{r > p_0 + q_0} \{\alpha_r\}/d_n \to \infty$, then the estimator $\tilde{v}_n$ also satisfies

(i) $P(A_n = A_0) \to 1$.

(ii) $\|\tilde{v}_{n(\tilde{0})} - \hat{u}_n^I\|_2^2 = o_P(1/n)$.

**Remark 2.** Theorem 3.2(i) indicates that the estimator $\tilde{v}_n$ can consistently select relevant covariates. That is, with probability approaching 1, the estimators of all zero elements of $v_0$ go to zero. Theorem 3.2(ii) is different from Theorem 2(ii) in Chen et al. (2010), in which the authors established the oracle property of the CISE procedure under the assumptions that the number of relevant covariates, $q$, is an unknown constant, while our $\tilde{p_0}$ and $\tilde{q_0}$ are both estimators of $p_0$ and $q_0$. Accordingly, $\tilde{v}_{n(\tilde{0})}$ and $\hat{u}_n^I$ are two estimators on the basis of the variable selection procedure. As a result, we can further use $\tilde{v}_{n(\tilde{0})}$ for estimating $\beta_0$ and $\theta_0$, as required in Steps 2 and 3 in Section 3.1.
We further consider the asymptotic distribution of $\tilde{v}_{n(\hat{0})}$, which is generally ignored in the literature of dimension reduction. Because $\Sigma(0)$ is positive definite, it has an orthogonal decomposition such as $\Sigma(0) = P(0)\Lambda_0P(0)^\top$, where $\Lambda_0 = \text{diag}(\lambda_1(\Sigma(0)), \ldots, \lambda_{p_0+q_0}(\Sigma(0)))$ consists of the eigenvalues of $\Sigma(0)$, satisfying $\lambda_1(\Sigma(0)) \geq \lambda_2(\Sigma(0)) \geq \cdots \geq \lambda_{p_0+q_0}(\Sigma(0)) > 0$, and the columns of $P(0)$ are the eigenvectors corresponding to $\Lambda_0$. Let $B$ be a square matrix of size $p_0+q_0$, whose $(s, t)$-th element is equal to $-1/(2\lambda_s^{-3/2}(\Sigma(0)))$ if $s = t$, and $\lambda_s^{-1/2}(\Sigma(0)) - \lambda_{s+1}^{-1/2}(\Sigma(0))$, otherwise. Write

$$\kappa_{\Sigma^{-1/2}}(T_0) = P(0)\left(B \odot \left[P(0)^\top \left((T_0 - ET_0)^\otimes 2 - ET_0(T_0 - ET_0)^\top \right) P(0)^\top \right]P(0)^\top\right),$$

where $\odot$ is the Hadamard product operator. Furthermore, write

$$\kappa_{M(0)}(T_0, Y) = 2\left\{ E\left[\frac{T_0 1(Y \leq \hat{Y})m_\tau(0)(Y)}{(T_0, Y)} \right] + E\left[\frac{m(0)(\hat{Y})T_0}{(T_0, Y)} \right] - 3M(0) \right\}. $$

$$\Phi_0 = \Sigma^{-1/2}(0) \left\{ \Sigma^{-1/2}(0) \kappa_{\Sigma^{-1/2}}(T_0) M(0) + M(0)\kappa_{\Sigma^{-1/2}}(T_0) \Sigma^{-1/2}(0) + \kappa_{M(0)}(T_0, Y) \right\} \Sigma^{-1/2}(0).$$

We now present the asymptotic distribution of $\tilde{v}_{n(\hat{0})}$.

**Theorem 3.3.** Under the conditions of Theorem 3.2, the estimator $\tilde{v}_{n(\hat{0})}$ is asymptotically normally distributed with covariance matrix $\Omega_0$, where

$$\Omega_0 = \text{Var}\left(\sum_{m=2}^{p_0+q_0} \frac{u_0(m)u_0(m)^\tau}{\lambda_1 - \lambda_m I(m \leq 2)} + \kappa_{\Sigma^{-1/2}}(T_0) \Sigma^{-1/2}(0) v(0) \right)$$

with $I(D)$ being the indicator function of the set $D$.

### 3.3. Asymptotic distribution of the estimator of $\theta_{10}$

Write

$$\pi_1 = (0, \pi_{0,1}, \pi_{0,1}), \quad \pi_1 = (0, \pi_{0,1}, \pi_{0,1}) \quad \text{and} \quad J_{\theta_{10}} = \frac{1}{\|\pi_1 v(0)\|_2} (I_{q_0} - \theta_{10}^\tau).$$

Note that $\tilde{v}_{n(\hat{0})} = (\tilde{v}_{n(\hat{0}), I}, \tilde{v}_{n(\hat{0}), I}^\tau)^\tau$, and $\tilde{v}_{n(\hat{0}), I}$ is an estimator of $v_{10}(0, I)$. Recall that the first element of $\theta_{10}$ is assumed to be positive. Then the estimator of $\theta_{10}$ can be defined as

$$\theta_{10} = \text{sign}(\tilde{v}_{n(\hat{0}), \pi_{0,1}+1}) \frac{\tilde{v}_{n(\hat{0}), I}}{\|\tilde{v}_{n(\hat{0}), I}\|_2} = \text{sign}(\tilde{v}_{n(\hat{0}), \pi_{0,1}+1}) \frac{\overline{\pi_1 \tilde{v}_{n(\hat{0})}}}{\|\pi_1 v(0)\|_2}.$$

**Theorem 3.4.** Under the conditions of Theorem 3.2, the estimator $\hat{\theta}_{10}$ is asymptotically normally distributed with mean $\theta_{10}$ and variance $J_{\theta_{10}} \pi_1 \Omega_0 \pi_1^\top J_{\theta_{10}}$. 
3.4. Asymptotic distributions of the estimators of $\kappa$ and $\beta_{10}$

We first state the estimation procedure for $\kappa$ and its asymptotic distribution. Write $r_Y(t; \varsigma) = E(Y|\varsigma^T Z_t = t)$. $r_{X_i}(t; \varsigma)$ is a $\tilde{p}_0$-vector whose elements are $r_{X_i}(t; \varsigma)$, where $r_{X_i}(t; \varsigma) = E(X_i|\varsigma^T Z_t = t)$ for $l \in \{j : \tilde{v}_{0(0), j} \neq 0, 1 \leq j \leq \tilde{p}_0\}$, and the local linear estimators of these elements are respectively denoted as $\hat{r}_Y(t; \varsigma) = \hat{E}(Y|\varsigma^T Z_t = t)$, $\hat{r}_{X_i}(t; \varsigma) = \hat{E}(X_i|\varsigma^T Z_t = t)$, $\hat{r}_{X_i}(t; \varsigma)$ is a $\tilde{p}_0$-vector whose elements are $\hat{r}_{X_i}(t; \varsigma)$, that is,

$$
\hat{r}_Y(t; \varsigma) = \frac{\sum_{i=1}^n \psi_i(t, \varsigma)Y_i}{\sum_{i=1}^n \psi_i(t, \varsigma)},
$$

$$
\hat{r}_{X_i}(t; \varsigma) = \frac{\sum_{i=1}^n \psi_i(t, \varsigma)X_{il}}{\sum_{i=1}^n \psi_i(t, \varsigma)},
$$

for $l \in \{j : \tilde{v}_{0(0), j} \neq 0, 1 \leq j \leq \tilde{p}_0\};$

where $\psi_i(t, \varsigma) = K_h(\varsigma^T Z_{it} - t)[v_{n,2}(t, \varsigma) - (\varsigma^T Z_{it} - t)v_{n,1}(t, \varsigma)]$ for $i = 1, \ldots, n$, $v_{n,j}(t, \varsigma) = \sum_{i=1}^n K_h(\varsigma^T Z_{it} - t)(\varsigma^T Z_{it} - t)^j$ for $j = 1, 2$, $K_h(\cdot) = h^{-1}K(\cdot/h)$ with the kernel function $K(\cdot)$ satisfying the conditions in the Appendix, and $h$ being a bandwidth.

In the following, denote $\tilde{X}_0 = X_0 - E(X_0|\theta_{10}^T Z_0)$, $\tilde{Z}_0 = Z_0 - E(Z_0|\theta_{10}^T Z_0)$, and $\Sigma_{\tilde{X}_0} = \text{Cov}(\tilde{X}_0)$. Furthermore, let $\pi_2 = (I_{p_0}, 0_{q_0})$, $\pi_2 = (I_{\tilde{p}_0}, 0_{\tilde{q}_0})$, and

$$
W = \begin{pmatrix}
\sigma_2^0 \theta_0^{\top} \Sigma_{\tilde{X}_0} \beta_{10} & W_{12} \\
W_{12} & \beta_{10}^{\top} \Sigma_{\tilde{X}_0} \pi_2 \Omega \pi_2^{\top} \Sigma_{\tilde{X}_0} \beta_{10}
\end{pmatrix}
$$

with

$$
W_{12} = \beta_{10}^{\top} E\left[ \tilde{X}_0 \left( \sum_{m=2}^{p_0+q_0} u_0^{(m)T} \Phi u_0^{(m)} \right)^{-1/2} \right.
$$

$$
\times \left. \sum_{m=2}^{p_0+q_0} \lambda_1 - \lambda_m I(m \leq 2) \right] \pi_2^{\top} \Sigma_{\tilde{X}_0} \beta_{10}.
$$

The estimator $\hat{\kappa}$ can be obtained through the local linear smoothing in Step 3; that is,

$$
\hat{\kappa} = \frac{1}{n} \sum_{i=1}^n \left\{ Y_i - \hat{r}_Y(\theta_{10}^T Z_{it}; \theta_{10}) \right\} \left\{ X_{it} - \hat{r}_{X_i}(\theta_{10}^T Z_{it}; \theta_{10}) \right\}^{\top} (\pi_2 \tilde{v}_{n(0)})
$$

$$
\frac{1}{n} \sum_{i=1}^n \left\{ X_{it} - \hat{r}_{X_i}(\theta_{10}^T Z_{it}; \theta_{10}) \right\}^{\top} (\pi_2 \tilde{v}_{n(0)}) \right]^{2}. \quad \text{(3.3)}
$$

**Theorem 3.5.** In addition to the conditions of Theorem 3.2, assume that Conditions (A3)-(A5) are satisfied. The estimator $\hat{\kappa}$ is asymptotically normal with variance

$$
\sigma_{\hat{\kappa}}^2 = \frac{\kappa^2}{(\beta_{10}^{\top} \Sigma_{\tilde{X}_0} \beta_{10})^2} (1, -\kappa)^{\top} W (1, -\kappa)^{\top}.
$$

Finally we define an estimator of $\beta_{10}$ as $\hat{\beta}_{10} = \hat{\kappa} \times (\tilde{v}_{n(0)}; 1) = \hat{\kappa} \times (\pi_2 \tilde{v}_{n(0)});$, and present its asymptotic distribution in the following theorem.
Theorem 3.6. Under the conditions of Theorem 3.5, the estimator \( \hat{\beta}_{10} \) is asymptotically normal with covariance matrix:

\[
\Sigma_{\beta_{10}} = \text{Var} \left( \frac{\beta_{10}^T X_0 \varepsilon_{10}}{\beta_{10}^T \Sigma X_0 \beta_{10}} - \kappa \left( \frac{\beta_{10} \beta_{10}^T X_0}{\beta_{10}^T \Sigma X_0 \beta_{10}} - I_{p_0} \right) \right) \mathbb{I}_2 \left( \Sigma^{-1/2} \right) \mathbb{I}_2 \left( \Sigma^{-1/2} \right)
\]

4. Simulation studies

In this section, we report simulation results to evaluate the performance of the proposed procedure. Two dimension reduction methods, SIR and CUME have been adopted for a comparison. The number of slices for the SIR method was chosen as 5. The experiments were repeated 500 times, each consisting of \( n = 150 \) samples from the following two models:

\[
Y = X^T \beta_0 + \exp (Z^T \theta_0) + \varepsilon, \quad (4.1)
\]

\[
Y = X^T \beta_0 + 3 \sin (Z^T \theta_0) + \varepsilon. \quad (4.2)
\]

The first model has a monotonic link function for the single-index part and the second link function is of high frequency. The dimensions of \( X \) and \( Z \) are \((10,10), (30,20), (20,30), (50,30)\) and \( (30,50)\), respectively. The following three cases were considered:

- Case 1. \((X^T, Z^T)^T\) follows normal distribution \( N(0_{(p_0+q_0)}, I_{p_0+q_0})\), and \( \varepsilon \) follows \( N(0,0.1^2)\);
- Case 2. \((X^T, Z^T)^T\) follows normal distribution \( N(0_{(p_0+q_0)}, I_1, \Sigma)\), where \( \Sigma = (\sigma_{ij}) \) with \( \sigma_{ij} = 0.5^{|i-j|} \), and \( \varepsilon \) is the same as in Case 1;
- Case 3. \((X^T, Z^T)^T\) are the same as in Case 2, while \( \varepsilon \) is generated from \( N(0,0.1^2 \times (|X_1|+|Z_1|))\), correlated with \((X^T, Z^T)^T\). Here \( X_1, Z_1 \) are the first elements of \( X \) and \( Z \), respectively.

To estimate the parameter \( \kappa \) in Step 3, we used the local linear smoother as mentioned in Section 3.3 to obtain nonparametric estimators \( \hat{E}(Y|\Lambda) \) and \( \hat{E}(X|\Lambda) \) with the Epanechnikov kernel function \( K(t) = 3/4(1-t^2)I(|t| \leq 1) \). For selecting bandwidth \( h \), the cross-validation criterion was applied (Fan and Gijbels, 1996, page 149). Following Chen et al. (2010), let

\[
\alpha_r = \alpha_0 \left( \frac{\Sigma^{-1/2} \hat{u}_n}{(r)} \right)^{-\infty},
\]

where \( \hat{u}_n = \min_{u \in [p_0+q_0]} (-u^T G_n u) \) subject to \( u^T u = 1 \), and \( G_n \) was defined in (2.3). That is, \( \hat{u}_n \) is the first eigenvector of \( G_n \) with respect to its largest nonzero eigenvalue, and \( \Sigma^{-1/2} \hat{u}_n(r) \) is the \( r \)-th component of \( \Sigma^{-1/2} \hat{u}_n \).
\(\omega\) are positive tuning parameters that were selected by minimizing the following BIC-type criterion (Chen et al., 2010):

\[
f(\alpha_0, \omega) = -\hat{v}_n^T M_n \hat{v}_n(\alpha_0, \omega) + \frac{\log n}{n} (N(\alpha_0, \omega) - 1),
\]

(4.3)

where \(\hat{v}_n(\alpha_0, \omega)\) denotes the estimator of \(v_0\) through (2.3) for a given pair \((\alpha_0, \omega)\), \(N(\alpha_0, \omega)\) stands for the number of the non-zero elements of \(\hat{v}_n(\alpha_0, \omega)\), \(\log n/n\) is the BIC-type factor, and \(M_n\) is the sample version of either the CUME kernel matrix defined in (2.3) or the SIR kernel matrix:

\[
\text{Cov}\{E(\mathbf{T} - E(\mathbf{T}|\mathbf{Y}))\}
\]

when these two methods are applied. This minimization can be easily solved by a two-dimensional grid search. To simplify this minimization, Chen et al. (2010) fixed \(\omega = 0.5\) in their simulation. But our numerical experience suggests that the data-driven strategy performs better with a slight increase of computational burden.

To measure the selection and estimation accuracy, we define \(\omega_u, \beta_0\), \(\omega_c, \beta_0\) and \(\omega_o, \beta_0\) as the proportions of underfitted, correctly fitted and overfitted models. In the case of overfitted, the labeled “1”, “2” and “≥ 3” are the proportions of models including 1, 2 and more than 2 insignificant covariates. Denote by \(\text{Medse}_{\beta_0}\) the median of the squared error \(||\hat{\beta}_0 - \beta_0||^2\)

\[
\text{“C}_{\beta_0}
\]

and “\text{IN}_{\beta_0}” the average number of the zero coefficients that were correctly set to be zero, and the average number of the non-zero coefficients that were incorrectly set to be zero, respectively. In the same way, define the quantities \(\omega_u, \theta_0\), \(\omega_c, \theta_0\), \(\omega_o, \theta_0\), \(\text{Medse}_{\theta_0}\), “\text{C}_{\theta_0}”, and “\text{IN}_{\theta_0}”. Tables 1-4 report the values of these quantities under various configurations when the true parameters are chosen as \(\beta_0 = (3, 1.5, 0.5, 0, \ldots, 0)^T\) and \(\theta_0 = (1/\sqrt{2}, 1/\sqrt{2}, 0, \ldots, 0)\). Overall, the SIR and CUME based procedures successfully distinguish significant and insignificant covariates in the three cases. That is, the values of “\text{C}_{\beta_0}” and “\text{IN}_{\beta_0}” are respectively close to the true values \((p_n - 3)\) and 0, and the values of “\text{C}_{\theta_0}” and “\text{IN}_{\theta_0}” close to the true values \((q_n - 2)\) and 0. For the linear components of \(X\), the proportion of which the model is correctly fitted (column \(\omega_c, \beta_0\)) is above 70% in all the three cases even when the number of the covariates increases to 50. The average proportions of which the model is correctly fitted for the SIR and CUME based methods are 99.23% and 99.52%, respectively. The proportions of which the model is underfitted (column \(\omega_u, \beta_0\)) and overfitted (columns under \(\omega_c, \beta_0\)) are about 20% and 10%, respectively. In the overfitted case, the proportion of models including 1 insignificant covariate dominates the ones including 2 or more insignificant covariates. The latter is nearly 0% in most situations. This indicates that our method most likely selects model that is very close to the true one. Compared with the SIR-based procedure, the CUME-based procedure performs better regarding model complexity with slightly higher proportions of correctly selected model in most situations. However, it also more often inclines to underfitting. A similar but better pattern can be observed from the results for the single-index components. For instance, the proportions of correctly fitted models are all about 80%, and the values of \(\omega_u, \theta_0\), \(\omega_c, \theta_0\), \(\omega_o, \theta_0\) are smaller, larger, and smaller than the corresponding values of \(\omega_u, \beta_0\), \(\omega_c, \beta_0\), \(\omega_o, \beta_0\), respectively.
Table 1

Simulating results for model (4.1) when \( \beta_0 = (3, 1.5, 0.5, 0, \ldots, 0)^T \). The performance of \( \hat{\beta} \).

The true \( C_{\beta_0} \) value is equal to \( (p_n - 3) \).

| \( (p_n, q_n) \) | Method | \( \omega_{\hat{\beta}_0} \) (%) | \( \omega_{\hat{\beta}_0} \) (%) | \( \tau_{\hat{\beta}_0} \) (%) | \( \hat{\beta}_0 \) (%) | No of zeros |
|----------------|--------|----------------|----------------|----------------|----------------|-------------|
|                |        | \( \omega_{\beta_0} \) (%) | \( \omega_{\beta_0} \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) |
|               |        | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) | \( \beta_0 \) (%) |
| (10, 10)       | SIR    | 13.00           | 77.20           | 9.80            | 0.40           | 0.00         | 0.1620       | 6.862           | 0.130           |
| (10, 10)       | CUME   | 10.60           | 81.80           | 7.60            | 0.00           | 0.00         | 0.1617       | 6.906           | 0.106           |
| (30, 20)       | SIR    | 15.50           | 70.40           | 13.80           | 0.00           | 0.00         | 0.2108       | 26.784          | 0.158           |
| (30, 20)       | CUME   | 16.00           | 77.40           | 6.20            | 0.40           | 0.00         | 0.2110       | 26.870          | 0.160           |
| (30, 20)       | SIR    | 10.80           | 77.40           | 11.80           | 0.00           | 0.00         | 0.2030       | 16.842          | 0.108           |
| (30, 20)       | CUME   | 15.00           | 77.80           | 6.80            | 0.00           | 0.00         | 0.2084       | 26.870          | 0.160           |
| (30, 50)       | SIR    | 12.80           | 77.60           | 9.40            | 0.40           | 0.00         | 0.1719       | 6.866           | 0.126           |
| (30, 50)       | CUME   | 20.40           | 70.80           | 8.60            | 0.20           | 0.00         | 0.1955       | 6.860           | 0.204           |
| (30, 50)       | SIR    | 22.60           | 69.40           | 7.80            | 0.20           | 0.00         | 0.2330       | 26.840          | 0.226           |
| (30, 50)       | CUME   | 26.40           | 71.40           | 2.20            | 0.00           | 0.00         | 0.2504       | 26.934          | 0.264           |
| (20, 30)       | SIR    | 17.00           | 74.60           | 8.20            | 0.20           | 0.00         | 0.2071       | 16.862          | 0.170           |
| (20, 30)       | CUME   | 25.00           | 71.00           | 4.20            | 0.00           | 0.00         | 0.2411       | 16.928          | 0.248           |
| (50, 30)       | SIR    | 17.60           | 69.80           | 12.20           | 0.20           | 0.20         | 0.2241       | 46.792          | 0.176           |
| (50, 30)       | CUME   | 23.80           | 72.40           | 3.80            | 0.00           | 0.00         | 0.2359       | 46.912          | 0.238           |
| (30, 50)       | SIR    | 18.40           | 72.60           | 8.80            | 0.20           | 0.00         | 0.2090       | 26.858          | 0.184           |
| (30, 50)       | CUME   | 27.40           | 70.20           | 2.40            | 0.00           | 0.00         | 0.2604       | 26.936          | 0.274           |

Case 1

Case 2

Case 3

It is worth mentioning that the smaller value of \( \beta_0 \) increases the chance of choosing underfitted model. This may be common in variable selection procedure in that the smaller parameters are hard to detect and easily to be penalized to zero. To confirm this observation, we increased the third element of \( \beta_0 \) to 1.5 but kept \( \theta_0 \) the same as before. We ran additional simulations and report the results for the linear components when \( (p_n, q_n) = (30, 50), (50, 30) \) in Tables 5 and 6, which indicate that, for the linear components \( \beta_0 \), the proportions of underfitted models and overfitted models decrease, while the proportion of correctly fitted models increases and the estimation accuracy of \( \beta_0 \) also gets improved.

5. Real Data Analysis

Now we illustrate the proposed method by analyzing a real dataset from an economic growth study. The data include 59 potential covariates that describe economic, political, social, and geographical characteristics of the countries from 1960-1992. Sala-I-Martin (1997) analyzed the data using a linear regression model and found that 22 out of the 59 variables appear to be “significant”. As
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Table 2

Simulating results for model (4.1) when $\beta_0 = (3, 1.5, 0.5, 0, \ldots, 0)^T$. The performance of $\hat{\theta}$.

| $(p_n, q_n)$ | Method | $\omega_{\theta, \theta_0}$ (%) | $\omega_{\theta, \theta_0}$ (%) | $1^\circ$ (%) | $2^\circ$ (%) | $3^\circ$ (%) | MedSE$_{\theta_0}$ | No of zeros | Case 1 |
|-------|--------|-----------------|-----------------|--------|--------|--------|------------|-----------|------|
| (10, 10) SIR | 0.20 | 91.00 | 8.60 | 0.20 | 0.00 | 0.0276 | 7.910 | 0.002 |
| (10, 10) CUME | 0.00 | 91.00 | 8.80 | 0.20 | 0.00 | 0.0127 | 7.908 | 0.000 |
| (30, 20) SIR | 0.00 | 83.20 | 16.60 | 0.20 | 0.00 | 0.0149 | 17.830 | 0.000 |
| (30, 20) CUME | 0.20 | 89.00 | 10.60 | 0.20 | 0.00 | 0.0141 | 17.890 | 0.002 |
| (20, 30) SIR | 0.20 | 89.80 | 10.00 | 0.00 | 0.00 | 0.0296 | 17.880 | 0.002 |
| (20, 30) CUME | 0.00 | 83.20 | 16.60 | 0.20 | 0.00 | 0.0146 | 17.890 | 0.000 |
| (50, 30) SIR | 0.40 | 85.20 | 14.00 | 0.40 | 0.00 | 0.0169 | 17.874 | 0.004 |
| (50, 30) CUME | 0.60 | 87.20 | 12.00 | 0.20 | 0.00 | 0.0139 | 17.874 | 0.000 |
| (30, 50) SIR | 0.40 | 76.00 | 23.00 | 0.60 | 0.00 | 0.0153 | 17.814 | 0.002 |
| (30, 50) CUME | 0.20 | 83.40 | 16.00 | 0.40 | 0.00 | 0.0165 | 17.832 | 0.002 |
| (10, 10) SIR | 0.00 | 93.80 | 5.60 | 0.60 | 0.00 | 0.0264 | 7.932 | 0.000 |
| (10, 10) CUME | 0.60 | 93.40 | 5.80 | 0.20 | 0.00 | 0.0233 | 7.936 | 0.006 |
| (30, 20) SIR | 0.00 | 91.40 | 8.40 | 0.00 | 0.00 | 0.0284 | 17.914 | 0.000 |
| (30, 20) CUME | 2.00 | 93.60 | 4.40 | 0.00 | 0.00 | 0.0339 | 17.956 | 0.020 |
| (20, 30) SIR | 0.20 | 90.20 | 9.60 | 0.00 | 0.00 | 0.0240 | 17.904 | 0.002 |
| (20, 30) CUME | 1.20 | 94.60 | 4.20 | 0.00 | 0.00 | 0.0404 | 17.958 | 0.012 |
| (50, 30) SIR | 0.20 | 90.40 | 9.40 | 0.00 | 0.00 | 0.0313 | 17.906 | 0.002 |
| (50, 30) CUME | 1.20 | 96.00 | 2.80 | 0.00 | 0.00 | 0.0307 | 17.972 | 0.012 |
| (30, 50) SIR | 0.40 | 86.60 | 12.60 | 0.40 | 0.00 | 0.0304 | 17.864 | 0.004 |
| (30, 50) CUME | 0.40 | 95.40 | 4.20 | 0.00 | 0.00 | 0.0358 | 17.958 | 0.004 |
| (10, 10) SIR | 0.02 | 92.20 | 7.60 | 0.00 | 0.00 | 0.0298 | 7.924 | 0.002 |
| (10, 10) CUME | 1.80 | 93.40 | 4.80 | 0.00 | 0.00 | 0.0331 | 7.952 | 0.018 |
| (30, 20) SIR | 0.00 | 90.80 | 9.20 | 0.00 | 0.00 | 0.0250 | 17.908 | 0.000 |
| (30, 20) CUME | 1.60 | 94.00 | 4.40 | 0.00 | 0.00 | 0.0341 | 17.954 | 0.016 |
| (20, 30) SIR | 0.40 | 86.60 | 12.60 | 0.40 | 0.00 | 0.0304 | 17.864 | 0.004 |
| (20, 30) CUME | 0.40 | 95.40 | 4.20 | 0.00 | 0.00 | 0.0358 | 17.958 | 0.004 |
| (50, 30) SIR | 0.80 | 88.60 | 10.40 | 0.20 | 0.00 | 0.0297 | 17.892 | 0.008 |
| (50, 30) CUME | 1.60 | 93.00 | 5.20 | 0.20 | 0.00 | 0.0366 | 17.944 | 0.016 |
| (30, 50) SIR | 0.60 | 83.00 | 16.20 | 0.20 | 0.00 | 0.0338 | 17.834 | 0.006 |
| (30, 50) CUME | 1.60 | 93.60 | 4.60 | 0.20 | 0.00 | 0.0442 | 17.950 | 0.016 |

a consequence, he had to fit 30,856 regressions per variable or a total of nearly 2 million regressions, which poses a computational challenge. Another concern is whether the linear regression is proper, since other investigators found some non-linear structure between the covariates and the response (economic growth gamma). As an illustrative purpose, we used model (2.1) and the proposed procedure to examine the relationship between the response variable and 17 continuous covariates, which are listed in Table 7. We first fitted the response $Y$ and each covariate with local linear smoothing and obtained a 95% point-wise confidence band, and also fitted a linear regression. If the linear straight line was encompassed in the confidence band, we classified that covariate as a linear component, and a single index one otherwise. As a result, we suggested “h60”, “abslatit”, “urb60”, “lforce60” as single-index components. We
then applied our procedure to estimate and select nonzero elements of \((\beta_0, \theta_0)\). The final estimated values of \((\beta_0, \theta_0)\) and the standard errors based on 1000 bootstrap resamples are reported in Table 7, which show that the SIR-based and CUME-based procedures select out the variables \(X_1, X_2, X_4\), and \(X_6\), and the SIR-based procedure selects two more variable \(X_{11}\) and \(X_{12}\). The procedures also distinguish two single-index variables: \(Z_2\) and \(Z_4\). We estimated the nonparametric function \(g(\cdot)\) by using the estimated values \((\hat{\beta}_{0,SIR}, \hat{\theta}_{0,SIR})\), and \((\hat{\beta}_{0,CUME}, \hat{\theta}_{0,CUME})\) and show the estimated curves of \(g(\cdot)\) in Figure 1, which show a similar pattern but difference in magnitude.

As a referee suggested, we use the additive model and adaptive COSSO method proposed by Lin and Zhang (2006) to select significant component. The selected covariates are listed in Table 7, from which we can see that 5-fold CV adaptive COSSO tends to select more covariates than our two dimension-reduction based methods. All the unimportant covariates identified by the adaptive COSSO are also identified as unimportant covariates by the CUME dimension reduction based method. Moreover, the leave-one-out prediction error by
Table 4
Simulating results for model (4.2) when $\beta_0 = (3, 1.5, 0.5, 0, \ldots, 0)^T$. The performance of $\hat{\theta}$.
The true $C_{\theta_0}$ value is equal to $(q_n - 2)$.

| $(p_n, q_n)$ | Method | $\omega_{\theta_0}$ (%) | $\omega_{\theta_0}$ (%) | $\omega_{\theta_0}$ (%) | $\omega_{\theta_0}$ (%) | Medse$_{\theta_0}$ | $C_{\theta_0}$ | $D_{\theta_0}$ |
|-------------|--------|-------------------------|-------------------------|-------------------------|-------------------------|-----------------|-------------|-------------|
| (10, 10)    | SIR    | 0.00                    | 94.40                   | 5.60                    | 0.00                    | 0.0011          | 7.944        | 0.000       |
| (10, 10)    | CUME   | 0.00                    | 94.20                   | 5.80                    | 0.00                    | 0.0041          | 7.942        | 0.000       |
| (30, 20)    | SIR    | 0.00                    | 92.60                   | 7.40                    | 0.00                    | 0.0052          | 17.926       | 0.000       |
| (30, 20)    | CUME   | 0.00                    | 89.60                   | 10.40                   | 0.00                    | 0.0057          | 17.896       | 0.000       |
| (20, 30)    | SIR    | 0.00                    | 88.60                   | 11.40                   | 0.00                    | 0.0057          | 27.886       | 0.000       |
| (20, 30)    | CUME   | 0.00                    | 90.40                   | 9.60                    | 0.00                    | 0.0052          | 27.904       | 0.000       |
| (50, 30)    | SIR    | 0.00                    | 94.00                   | 5.60                    | 0.00                    | 0.0052          | 27.944       | 0.000       |
| (50, 30)    | CUME   | 0.00                    | 83.00                   | 17.00                   | 0.00                    | 0.0061          | 47.830       | 0.000       |
| (30, 50)    | SIR    | 0.20                    | 93.00                   | 6.60                    | 0.20                    | 0.0267          | 7.930        | 0.002       |
| (30, 50)    | CUME   | 1.20                    | 93.20                   | 5.80                    | 0.00                    | 0.0285          | 7.944        | 0.012       |
| (30, 20)    | SIR    | 1.00                    | 97.20                   | 2.80                    | 0.00                    | 0.0319          | 17.916       | 0.010       |
| (30, 20)    | CUME   | 0.40                    | 91.40                   | 8.20                    | 0.00                    | 0.0319          | 17.916       | 0.004       |
| (20, 30)    | SIR    | 1.20                    | 87.20                   | 11.40                   | 0.20                    | 0.0279          | 27.876       | 0.012       |
| (20, 30)    | CUME   | 0.80                    | 94.00                   | 5.60                    | 0.00                    | 0.0304          | 27.944       | 0.008       |
| (50, 30)    | SIR    | 0.00                    | 91.00                   | 9.00                    | 0.20                    | 0.0372          | 27.910       | 0.000       |
| (50, 30)    | CUME   | 1.40                    | 94.60                   | 4.00                    | 0.00                    | 0.0330          | 27.960       | 0.014       |
| (30, 50)    | SIR    | 0.80                    | 87.60                   | 11.60                   | 0.00                    | 0.0301          | 47.880       | 0.008       |
| (30, 50)    | CUME   | 0.40                    | 94.60                   | 5.00                    | 0.00                    | 0.0324          | 47.950       | 0.004       |

Case 1

Case 2

Case 3

The true $C_{\theta_0}$ value is equal to $(q_n - 2)$.

We have proposed a dimension reduction based procedure for estimation and variable selection in PLSIM when the dimensions of the covariates diverge with the sample size. The procedure naturally inherits the advantages of sufficient dimension reduction and PLM, and avoids computational complexity and limitations in the existing estimation and variable selection methods for PLSIM. However, the corresponding theory for the procedure is subject to the assumption $d_n^3/n \to 0$. The difficulty mainly comes from estimating the covariance matrix. Like most dimension reduction methods, our method is limited to continuous covariates. Further investigations for the discrete covariates would be of great value.

6. Discussion

We have proposed a dimension reduction based procedure for estimation and variable selection in PLSIM when the dimensions of the covariates diverge with the sample size. The procedure naturally inherits the advantages of sufficient dimension reduction and PLM, and avoids computational complexity and limitations in the existing estimation and variable selection methods for PLSIM. However, the corresponding theory for the procedure is subject to the assumption $d_n^3/n \to 0$. The difficulty mainly comes from estimating the covariance matrix. Like most dimension reduction methods, our method is limited to continuous covariates. Further investigations for the discrete covariates would be of great value.
Partially linear single-index models

Table 5
Simulating results for model (4.1) when $\beta_0 = (3, 1.5, 1.5, 0, \ldots, 0)^\top$. The performance of $\hat{\beta}$. The true $C_{\beta_0}$ value is equal to $(p_n - 3)$

| $(p_n, q_n)$ | Method | $\omega_{u, \beta_0}$ (%) | $\omega_{c, \beta_0}$ (%) | $\tau_{1/2, \beta_0}$ (%) | Medse$_{\beta_0}$ | No of zeros | $C_{\beta_0}$ | $\text{IN}_{\beta_0}$ |
|--------------|--------|-------------------------|-------------------------|------------------------|----------------|-------------|-------------|--------------|
| (50, 30) SIR | 0.00   | 91.00                   | 9.00                    | 0.00                   | 0.1344        | 46.910      | 0.000       |
| (50, 30) CUME| 0.00   | 91.00                   | 9.00                    | 0.00                   | 0.1747        | 46.910      | 0.000       |
| (30, 50) SIR | 0.00   | 96.00                   | 4.00                    | 0.00                   | 0.1323        | 26.960      | 0.000       |
| (30, 50) CUME| 0.00   | 93.00                   | 7.00                    | 0.00                   | 0.1840        | 26.930      | 0.000       |

Case 2

| $(p_n, q_n)$ | Method | $\omega_{u, \beta_0}$ (%) | $\omega_{c, \beta_0}$ (%) | $\tau_{1/2, \beta_0}$ (%) | Medse$_{\beta_0}$ | No of zeros | $C_{\beta_0}$ | $\text{IN}_{\beta_0}$ |
|--------------|--------|-------------------------|-------------------------|------------------------|----------------|-------------|-------------|--------------|
| (50, 30) SIR | 0.00   | 98.00                   | 2.00                    | 0.00                   | 0.1550        | 46.980      | 0.000       |
| (50, 30) CUME| 0.00   | 94.00                   | 6.00                    | 0.00                   | 0.2098        | 46.940      | 0.000       |
| (30, 50) SIR | 0.00   | 98.00                   | 2.00                    | 0.00                   | 0.2115        | 26.980      | 0.000       |
| (30, 50) CUME| 0.00   | 99.00                   | 1.00                    | 0.00                   | 0.1991        | 26.990      | 0.000       |

Case 3

| $(p_n, q_n)$ | Method | $\omega_{u, \beta_0}$ (%) | $\omega_{c, \beta_0}$ (%) | $\tau_{1/2, \beta_0}$ (%) | Medse$_{\beta_0}$ | No of zeros | $C_{\beta_0}$ | $\text{IN}_{\beta_0}$ |
|--------------|--------|-------------------------|-------------------------|------------------------|----------------|-------------|-------------|--------------|
| (50, 30) SIR | 1.00   | 97.00                   | 3.00                    | 0.00                   | 0.0228        | 27.980      | 0.020       |
| (50, 30) CUME| 1.00   | 94.00                   | 6.00                    | 0.00                   | 0.0354        | 27.960      | 0.100       |
| (30, 50) SIR | 4.00   | 90.00                   | 6.00                    | 0.00                   | 0.0198        | 47.940      | 0.040       |
| (30, 50) CUME| 8.00   | 86.00                   | 7.00                    | 0.00                   | 0.0360        | 47.940      | 0.080       |

Our estimation procedure needs to estimate covariance $\Sigma$ or inverse covariance matrix $\Sigma^{-1/2}$. For high-dimensional settings like $p >> n$, it is always assumed that covariance matrices is sparsity; that is, many entries of the off-diagonal elements are zero and the number of nonzero off-diagonal entries grows slowly. Under the sparsity condition, regularization and thresholding procedures have been proposed to construct estimators of $\Sigma$ and $\Sigma^{-1}$ (Bickel and Levina, 2008a, b; Cai and Liu, 2011; Lam and Fan, 2009). However, there is little dimension reduction literature on such a setting because there are additional challenges for estimating the dimension reduction kernel matrix $M$, besides estimating the covariance $\Sigma$. For example, for the SIR dimension reduction method, one needs to estimate $M_{\text{sir}} = \text{Cov}(E(X\tau, Z\tau)^\top | Y)$ as well. But the usual assumptions like off-diagonal elements being zero may be inappropriately to impose on $M_{\text{sir}}$ directly. To the best of our acknowledge, only Zhu et al. (2006) recently investigated estimation of $M_{\text{sir}}$ when the dimension is divergent but smaller than the sample size. How to handle the settings like $p >> n$ needs much more efforts and warrants further study.
Table 6
Simulating results for model (4.2) when $\beta_0 = (3, 1.5, 1.5, 0, \ldots, 0)^T$. The performance of $\hat{\beta}$.

| $(p_n, q_n)$ | Method | $\omega_{u, \theta_0}$ (%) | $\omega_{c, \theta_0}$ (%) | $\%$ | $\%$ | $\%$ | Medse$_{\theta_0}$ | No of zeros |
|--------------|--------|---------------------------|---------------------------|------|------|------|------------------|-------------|
| Case 1       |        |                            |                            |      |      |      |                  |             |
| (50, 30)     | SIR    | 0.00                       | 93.00                      | 7.00 | 0.00 | 0.00 | 0.1497          | 46.930 0.000 |
| (50, 30)     | CUME   | 0.20                       | 89.40                      | 10.40| 0.00 | 0.00 | 0.1844          | 46.896 0.002 |
| (30, 50)     | SIR    | 0.00                       | 99.00                      | 1.00 | 0.00 | 0.00 | 0.1810          | 26.990 0.000 |
| (30, 50)     | CUME   | 0.40                       | 93.40                      | 6.00 | 0.00 | 0.00 | 0.1928          | 26.940 0.004 |
| Case 2       |        |                            |                            |      |      |      |                  |             |
| (50, 30)     | SIR    | 0.00                       | 98.00                      | 2.00 | 0.00 | 0.00 | 0.1651          | 46.980 0.000 |
| (50, 30)     | CUME   | 1.00                       | 95.00                      | 4.00 | 0.00 | 0.00 | 0.1949          | 46.960 0.010 |
| (30, 50)     | SIR    | 0.00                       | 99.00                      | 1.00 | 0.00 | 0.00 | 0.1810          | 26.990 0.000 |
| (30, 50)     | CUME   | 0.04                       | 95.20                      | 4.80 | 0.00 | 0.00 | 0.1856          | 26.956 0.004 |
| Case 3       |        |                            |                            |      |      |      |                  |             |
| (50, 30)     | SIR    | 0.00                       | 100.00                     | 0.00 | 0.00 | 0.00 | 0.0102          | 27.950 0.000 |
| (50, 30)     | CUME   | 0.60                       | 100.00                     | 0.00 | 0.00 | 0.00 | 0.0097          | 27.942 0.006 |
| (30, 50)     | SIR    | 6.00                       | 92.00                      | 5.00 | 0.00 | 0.00 | 0.0117          | 47.980 0.000 |
| (30, 50)     | CUME   | 0.20                       | 96.00                      | 4.00 | 0.00 | 0.00 | 0.0083          | 47.904 0.002 |

It should be worth pointing out that the procedure developed in this paper applies for fixed $p_0$ and $q_0$. Relax this case to infinite $p_0$ and $q_0$ would enhance the applicability in real data analysis. But substantial efforts seem to need because the current method relies on the asymptotic property for estimation of $\Sigma$, which is valid only for fixed $p_0$ and $q_0$. To overcome this challenge, alternative approach may be needed and is worth further studying.

We thank a referee for raising the question on which covariates for the linear part and which for the single index part. There is little literature on linear versus nonlinear forms for additive regression models (Zhang et al., 2011). Whether their procedure works for PLSIM needs additional efforts and beyond the scope of this paper. Currently, we use a guideline as follows. The effects of all the continuous covariates are put in the single-index part and those of the discrete covariates in the linear part. If the estimation results show that some of the continuous covariate effects can be relocated in the linear part, then a new model can be fitted with those continuous covariate effects moved to the linear part. The procedure is iterated several times if needed.
Table 7

Results for real data analysis. The estimated values and standard errors (SE) of $\beta_0$ and $\theta_0$. “AC” stands for “Adaptive COSSO”

| Variable X       | $\hat{\beta}_0_{\text{SIR}}$ (SE, $\times 10^{-3}$) | $\hat{\beta}_0_{\text{CUME}}$ (SE, $\times 10^{-3}$) | AC |
|------------------|------------------------------------------------------|-------------------------------------------------------|----|
| $X_1$ primary school enrollment rate in 1960 | 0.0128 (0.0235) | 0.0049 (0.1459) | √ |
| $X_2$ area index | -0.0014 (0.0238) | -0.0026 (0.0247) | √ |
| $X_3$ average rate of growth of population between 1960 and 1990 | N/A | N/A |  |
| $X_4$ number of years on open economy | N/A | N/A |  |
| $X_5$ number of revolutions and coups | N/A | N/A |  |
| $X_6$ index of civil liberties | N/A | N/A |  |
| $X_7$ fraction of primary exports in total exports in 1970 | N/A | N/A |  |
| $X_8$ work index in 1960 | N/A | N/A |  |
| $X_9$ fraction Catholic | N/A | N/A |  |
| $X_{10}$ fraction Muslim | 0.0037 (0.1534) | N/A |  |
| $X_{11}$ fraction Protestant | -0.0008 (0.2156) | N/A |  |
| $X_{12}$ fraction GDP in mining | N/A | N/A |  |

| Variable Z       | $\hat{\theta}_0_{\text{SIR}}$ (SE) | $\hat{\theta}_0_{\text{CUME}}$ (SE) | AC |
|------------------|-----------------------------------|-----------------------------------|----|
| $Z_1$ higher education enrollment rate in 1960 | N/A | N/A |  |
| $Z_2$ absolute latitude | 0.4185 (0.0081) | 0.294 (0.0082) | √ |
| $Z_3$ urbanization rate (fraction in cities) | N/A | N/A |  |
| $Z_4$ force index in 1960 | 0.9082 (0.0294) | 0.9558 (0.0292) | √ |

Appendix

In this Appendix, we state the assumptions and give the proofs of the main results.

A.1. Assumptions

The following are the regularity conditions for our asymptotic results.

(A1) $\sup_{1 \leq i \leq p_n} E X_i^4 < C_0$, $\sup_{1 \leq j \leq q_n} E Z_j^4 < C_1$ for some constants $C_0 > 0$, $C_1 > 0$.

(A2) $\Sigma = \text{Cov}(\mathbf{T})$ is positive definite, and all of its eigenvalues are bounded between two positive $c$ and $C$ for all $p_n$ and $q_n$.

(A3) The function $E(X_0|\theta_{10}^{T}Z_0 = \theta_{10}^{T}z_0)$ and the density function $f_{\theta_{10}^{T}Z_0}(\theta_{10}^{T}z_0)$ of the random variable $\theta_{10}^{T}Z_0$ are both three times continuously differentiable with respect to $z_0$. The third derivatives are uniformly Lipschitz continuous on $T_{\theta_{10}} = \{\theta_{10}^{T}z_0 : \theta_{10} \in \Theta, z_0 \in Z_0 \subset \mathbb{R}^p\}$, where $Z_0$ is a compact support set. Furthermore, the density function $f_{\theta_{10}^{T}Z_0}(\theta_{10}^{T}z_0)$ is bounded away from 0 on $T_{\theta_{10}}$.

(A4) The kernel function $K(\cdot)$ is a bounded, continuous and symmetric probability density function satisfying $\int_{-\infty}^{\infty} |u|^j K(u) du < \infty$ for $j = 1, 2$, and $\int_{-\infty}^{\infty} u^2 K(u) du \neq 0$. Moreover, $K(\cdot)$ satisfies a Lipschitz condition on $\mathbb{R}^3$.

(A5) The bandwidth $h$ satisfies $h \to 0$, and $\log^2 n/nh^2 \to 0$, and $nh^3 \to \infty$. 
Condition (A1) is a technical condition imposed on the moments of $X$ and $Z$ in the context of diverging parameters. See more detailed discussions in Zhu and Zhu (2009a); Zhu et al. (2006). Condition (A2) is imposed on the covariance matrix of $(X^T, Z^T)^T$ to avoid the ill-conditioned problem of estimator $\Sigma_n^{-1/2}$. Because $\Sigma_n^{-1/2}$ is needed in the CISE estimation procedure, the full rank condition of $\Sigma$ guarantees that even when the dimensions of $\beta_0, \theta_0$ diverge. Once $n$ is large enough, the estimator $\Sigma_n^{-1/2}$ is of full rank, and $\Sigma_n$ is invertible. See more details in Remark 2 of Zhu et al. (2006). Condition (A3) entails the density function $f_{\theta_0, Z_0}(\cdot)$ is positive, which implies that the denominators involved in the nonparametric estimators bounded away from 0. The three times continuously derivatives of $E(X_0|\theta_{10}^*Z_0 = \theta_{10}^*z_0)$ and $f_{\theta_{10}^*, Z_0}(\theta_{10}^*z_0)$ are standard smoothness conditions in nonparametric estimation. Condition (A4) is a standard assumption in the nonparametric regression literature. The Gaussian
and quadratic kernels satisfy this condition. Condition (A5) indicates that the “optimal” bandwidth can be routinely used.

### A.2. Notations and Definitions

As Chen et al. (2010) mentioned, the CISE procedure hinges operationally on Grassmann manifold optimization. In order to prove the results of Theorems 3.1 and 3.2, we introduce some notations and definitions for ease of illustration.

Define the Stiefel manifold $St(p, d)$ as

$$St(p, d) = \{ \eta \in \mathbb{R}^{p \times d} : \eta^\top \eta = \mathbf{1}_d \}.$$  

Let $[v]$ be the subspace spanned by the columns of $\eta$, then $\eta \in G_r(p, d)$, where $G_r(p, d)$ stands for the Grassmann manifold. The projection operator $L : \mathbb{R}^{p \times d} \to St(p, d)$ onto the Stiefel manifold $St(p, d)$ is defined to be

$$L(\eta) = \arg \min_{\mu \in St(p, d)} \| \eta - \mu \|_2^2.$$

The tangent space $T_\eta(p, d)$ of $\eta \in St(p, d)$ is defined by

$$T_\eta(p, d) = \{ \gamma \in \mathbb{R}^{p \times d} : \gamma = \eta J + \eta^c K, J \in \mathbb{R}^{d \times d}, J + J^\top = 0_{d \times d}, K \in \mathbb{R}^{(p-d) \times d} \},$$

where $\eta^c \in \mathbb{R}^{p \times (p-d)}$ is the complement of $\eta$ satisfying $\eta^\top \eta^c = 0$ and $\langle \eta^c \rangle^\top \eta^c = \mathbf{1}_{(p-d)}$.

Next, we define the neighborhood of $[\eta]$. For any matrix $\omega \in \mathbb{R}^{p \times d}$ and $\delta \in \mathbb{R}$, the perturbed point around $\eta$ in the Stiefel manifold can be expressed by $L(\eta + \delta \omega)$, and the perturbed point around $[\eta]$ in the Grassmann manifold can be expressed by $[L(\eta + \delta \omega)]$. According to Lemma 8 of Manton (2002), $w$ can be uniquely decomposed as $\omega = \eta J + \eta^c K + \eta D$, where $J \in \mathbb{R}^{d \times d}$ is a skew-symmetric matrix, $K \in \mathbb{R}^{(p-d) \times d}$ is an arbitrary matrix, and $D \in \mathbb{R}^{d \times d}$ is a symmetric matrix. As Chen et al. (2010) showed that, for a sufficiently small $\delta$, $[L(\eta + \delta \omega)] = [L(\eta + \delta \eta^c K)]$, which indicates that the movement from $[\eta]$ in the near neighborhood only depends on the $\eta^c K$. In other words, it suffices to consider perturbed points like $L(\eta + \delta \eta^c K)$ in the following proofs, where $\delta = \eta J + \eta^c K$ and $\| \delta \|_2 = \sqrt{\text{tr}(K^\top K)} = C$ for some given constant $C$, $\text{tr}(\cdot)$ is the trace operator.

### A.3. Identifiability

In this section we provide an identifiability condition to guarantee that we have nonzero $\varphi_1$ and $\varphi_2$. To this end, let $Y^0$ be an independent copy of $Y$. Write $M_X = E_{Y^0}[E_{X,Y} \{ (X - EX)(Y \leq Y^0) \}]^{\otimes 2}$, $M_Z = E_{Y^0}[E_{X,Z,Y} \{ (Z - EZ)(Y \leq Y^0) \}]^{\otimes 2}$ and $C_{X,Z} = E_{Y^0}[E_{X,Z,Y} \{ (X - EX)(Y \leq Y^0) \}]E_{X,Z,Y} \{ (Z - EZ)(Y \leq Y^0) \}$, where $E_{X,Z,Y}$ and $E_{Y^0}$ stand for the expectation over $(X, Z, Y)$ and $Y^0$, respectively. Let $\Sigma_{X,Z} = \text{Cov}(X, Z)$, and $\Sigma_X$ and $\Sigma_Z$ be the covariance matrices of $X$ and $Z$, respectively. Then we have the following proposition.
Remark 3. \((A.3)\) actually depicts the correlation relationship between \(\beta_0^\tau X_1 I(Y \leq Y^0)\) and \(\theta_0^\tau Z_1 I(Y \leq Y^0)\). The proposition means that if we hope the eigenvector corresponding to the largest eigenvalue \(\lambda_{\text{max}}\) to recover two directions \(\beta_0\) and \(\theta_0\), then \(\beta_0^\tau X_1 I(Y \leq Y^0)\) and \(\theta_0^\tau Z_1 I(Y \leq Y^0)\) cannot be linearly related to each other. This requirement is reasonable.

Proof of Proposition A.1. Note that the CUME based kernel matrix (Zhu, Zhu and Feng, 2010) can be expressed as

\[
\mathcal{M} = E_{Y^0}\left[E_{X,Z,Y}\{T I(Y \leq Y^0)\}\right]^{\otimes 2} = \begin{pmatrix} \mathcal{M}_X & C_{X,Z} \\ C_{X,Z}^\tau & \mathcal{M}_Z \end{pmatrix}.
\]

Recall \(\Sigma = \begin{pmatrix} \Sigma_X & \Sigma_{X,Z} \\ \Sigma_{X,Z} & \Sigma_Z \end{pmatrix}\), \(v_0 = (\beta_0^\tau \varphi_1, \theta_0^\tau \varphi_2)^\tau\) and \(\mathcal{M}v_0 = \lambda_{\text{max}} \Sigma v_0\). We have the following two equations:

\[
\begin{aligned}
\mathcal{M}_X \beta_0^\tau \varphi_1 + C_{X,Z} \theta_0^\tau \varphi_2 &= \lambda_{\text{max}} \Sigma_X \beta_0^\tau \varphi_1 + \lambda_{\text{max}} \Sigma_{X,Z} \theta_0^\tau \varphi_2, \\
C_{X,Z}^\tau \beta_0^\tau \varphi_1 + \mathcal{M}_Z \theta_0^\tau \varphi_2 &= \lambda_{\text{max}} \Sigma_{X,Z} \beta_0^\tau \varphi_1 + \lambda_{\text{max}} \Sigma_Z \theta_0^\tau \varphi_2. 
\end{aligned}
\]

(A.2)

(A.3)

Note that \(v_0^\tau \Sigma v_0 = 1\), then at least one of \(\varphi_1, \varphi_2\) is non-zero. Without loss of generality, we assume \(\varphi_1 \neq 0\), but \(\varphi_2 = 0\). A direct simplification from (A.2) and (A.3) yields that

\[
\mathcal{M}_X \beta_0 = \lambda_{\text{max}} \Sigma_X \beta_0 \quad \text{and} \quad C_{X,Z}^\tau \beta_0 = \lambda_{\text{max}} \Sigma_{X,Z} \beta_0.
\]

(A.4)

Multiplying \(\beta_0^\tau\) and \(\theta_0^\tau\) from the left of (A.4), respectively, we have \(\lambda_{\text{max}} = \frac{\beta_0^\tau \mathcal{M}_X \beta_0}{\beta_0^\tau \Sigma_X \beta_0}\) and further

\[
\theta_0^\tau C_{X,Z} \beta_0 = \frac{\beta_0^\tau \mathcal{M}_X \beta_0}{\beta_0^\tau \Sigma_X \beta_0} \Sigma_{X,Z} \beta_0.
\]

(A.5)

which contradicts condition (A.1). Then it is not possible that \(\varphi_2\) is zero. In the same way, we can prove that when \(\varphi_2 \neq 0\), \(\varphi_1 \neq 0\) too. We complete the proof.

\(\square\)

A.4. Proof of Theorem 3.1

Recall \(\Sigma_n\) is the estimator of \(\Sigma\) defined in Section 2. Write \(\tilde{\xi}_n = \Sigma_n^{1/2} \tilde{\nu}_n\), \(\xi_0 = \Sigma_n^{-1/2} \nu_0\), \(\xi_0 = \Sigma^{1/2} \nu_0\). We finish the proof in two steps. In the first step we study
the relationship between \(|\tilde{v}_n - v_0\|^2\) and \(|\tilde{\xi}_n - \xi_0|^2\). In the second step we derive the order of \(|\tilde{\xi}_n - \xi_0|^2\).

**Step A.1.** From the definition of \(\tilde{v}_n\) in Section 3.1, we can derive that

\[
\|\tilde{v}_n - v_0\|^2 = (\tilde{v}_n - v_0)^T (\tilde{v}_n - v_0) = (\Sigma_n^{-1/2} \tilde{\xi}_n - \Sigma^{-1/2} \xi_0)^T (\Sigma_n^{-1/2} \tilde{\xi}_n - \Sigma^{-1/2} \xi_0)
\]

\[
= \tilde{\xi}_n^T (\Sigma_n^{-1/2} - \Sigma^{-1/2})^2 \tilde{\xi}_n + \tilde{\xi}_n^T (\Sigma_n^{-1/2} - \Sigma^{-1/2}) \Sigma^{-1/2} (\tilde{\xi}_n - \xi_0) + (\tilde{\xi}_n - \xi_0)^T \Sigma^{-1/2} (\Sigma_n^{-1/2} - \Sigma^{-1/2}) \tilde{\xi}_n + (\tilde{\xi}_n - \xi_0)^T \Sigma^{-1} (\tilde{\xi}_n - \xi_0)^T.
\]

For any \(s \times s\) symmetric matrix \(A\) and any \(s \times 1\) vector \(x\), \(x^T Ax \leq \lambda_{\text{max}}(A)x^T x\). Note that Condition (A2) indicates \(\lambda_{\min}(\Sigma) > 0\). Then by Cauchy-Schwarz inequality and the equality \(\xi_0^T \xi_1 = 1\), we have

\[
\|\tilde{v}_n - v_0\|^2 \leq \tilde{\xi}_n^T (\Sigma_n^{-1/2} - \Sigma^{-1/2})^2 \tilde{\xi}_n + 2 \lambda_{\min}(\Sigma) \{ \tilde{\xi}_n^T (\Sigma_n^{-1/2} - \Sigma^{-1/2}) \}^2 \\
\leq \lambda_{\max}\left\{ \{ \Sigma_n^{-1/2} - \Sigma^{-1/2} \}^2 \right\} + 2 \lambda_{\min}(\Sigma) \lambda_{\max}\left\{ \{ \Sigma_n^{-1/2} - \Sigma^{-1/2} \}^2 \right\} \\
\|\tilde{\xi}_n - \xi_0\|^2 \leq 2 \lambda_{\min}(\Sigma) \|\tilde{\xi}_n - \xi_0\|^2.
\]

In the following, we show that \(\lambda_{\min}(\Sigma)\) and any positive semi-definite matrix \(B\), we have the following inequality:

\[
\lambda_{\min}(B) \lambda_{\max}(AA^T) \leq \lambda_{\max}(ABA^T) \leq \lambda_{\max}(B) \lambda_{\max}(AA^T).
\]

Taking \(A = \Sigma_n^{-1/2} - \Sigma^{-1/2}\), \(B = \Sigma_n^{-1/2} + \Sigma^{-1/2}\), we then have

\[
\lambda_{\max}\left\{ \{ \Sigma_n^{-1/2} - \Sigma^{-1/2} \}^2 \right\} \leq \frac{\lambda_{\max}\left\{ \{ \Sigma_n^{-1/2} + \Sigma^{-1/2} \}^2 \right\}}{\lambda_{\min}\left\{ \{ \Sigma_n^{-1/2} + \Sigma^{-1/2} \}^2 \right\}} \leq \lambda_{\min}(\Sigma) \lambda_{\max}\left\{ \{ \Sigma_n^{-1} - \Sigma^{-1} \}^2 \right\}.
\]

Note that \(\lambda_{\max}\left\{ \{ \Sigma_n - \Sigma \}^2 \right\} \leq \|\Sigma_n - \Sigma\|^2 F\). We know that all the elements of \((\Sigma_n - \Sigma)\) are of order \(O_P(n^{-1/2})\). It follows that \(\|\Sigma_n - \Sigma\|_F = E[\|\Sigma_n - \Sigma\|_F] + O_P(\sqrt{\text{Var}(\|\Sigma_n - \Sigma\|_F)}) = O_P(\sqrt{E[\|\Sigma_n - \Sigma\|_F]^2}) = O_P(d^2_n/n)\). Thus, we have

\[
\lambda_{\max}\left\{ \{ \Sigma_n^{-1/2} - \Sigma^{-1/2} \}^2 \right\} = (d^2_n/n). \quad \text{Furthermore,} \quad \lambda_{\max}\left\{ \{ \Sigma_n^{-1/2} - \Sigma^{-1/2} \}^2 \right\} \leq \lambda_{\min}(\Sigma_n) \lambda_{\min}(\Sigma) \lambda_{\max}\left\{ \{ \Sigma_n^{-1/2} - \Sigma^{-1/2} \}^2 \right\} = (d^2_n/n). \quad \text{These statements yield}
\]

\[
\|\tilde{v}_n - v_0\|^2 = O_P\left(\frac{d^2_n}{n}\right) + O_P\left(\frac{d^2_n}{\sqrt{n}}\right) \|\tilde{\xi}_n - \xi_0\|^2 + \lambda_{\min}(\Sigma) \|\tilde{\xi}_n - \xi_0\|^2.
\]

Observe that

\[
\|\tilde{\xi}_n - \xi_0\|^2 \leq 2\|\tilde{\xi}_n - \xi_0\|^2 + 2\|\xi_0^\ast - \xi_0\|^2
\]

\[
\leq 2\|\xi_n - \xi_0\|^2 + \lambda_{\max}\left\{ \{ \Sigma_n^{1/2} - \Sigma^{1/2} \}^2 \right\}
\]

\[
= 2\|\xi_n - \xi_0\|^2 + O_P(d^2_n/n).
\]
Then we have
\[
\|\hat{v}_n - v_0\|_2^2 = O_P \left( \frac{d_n^2}{n} \right) + O_P \left( \frac{d_n}{\sqrt{n}} \right) \|\hat{\zeta}_n - \zeta_0^*\|_2 + 2 \lambda_{\min}^{-1}(\Sigma) \|\hat{\zeta}_n - \zeta_0^*\|_2. \tag{A.6}
\]

**Step A.2.** In this step, we show that \(\|\hat{\zeta}_n - \zeta_0^*\|_2 = O_P(d_n^2/n)\) and then we finally obtain the result \(\|\hat{v}_n - v_0\|_2 = O_P(d_n^2/n)\) together with the result of (A.6). It suffices to show that, for any given small \(\epsilon > 0\), there is a large constant \(C\) such that, for large enough \(n\),
\[
P \left\{ \inf_{\theta \in T_{\zeta_0^*}(p_0, q_0,1): \|K\|_2 = C} Q_n \left( L \left( \xi_0^* \frac{d_n}{\sqrt{n}} \theta ; \Gamma_n, \Sigma_n \right) > Q_n(\xi_0^*; \Gamma_n, \Sigma_n) \right) > 1 - \epsilon. \right. \tag{A.7}
\]

Then we conclude that there exists a local minimizer \(\hat{\zeta}_n\) of \(Q_n(\theta; \Gamma_n, \Sigma_n)\), with probability approaching one, such that \(\|\hat{\zeta}_n - \zeta_0^*\|_2 = O_P(d_n/\sqrt{n})\).

Since \(\theta \in T_{\zeta_0^*}(p_0, q_0,1)\), we have \(\theta = \xi_0^* \Lambda, K \in C^{(p_0 + q_0 - 1)}\). Thus, as \(d_n^2/n \to 0\), applying Lemma 1 of Chen et al. (2010), we have
\[
\begin{align*}
Q_n \left( L \left( \xi_0^* \frac{d_n}{\sqrt{n}} \theta ; \Gamma_n, \Sigma_n \right) - Q_n(\xi_0^*; \Gamma_n, \Sigma_n) \right) \\
= \left\{ \xi_0^* \Gamma_n \xi_0^* - \left( \xi_0^* \frac{d_n}{\sqrt{n}} \theta - \frac{d_n^2}{2n} \xi_0^* \vartheta^* \theta + O_P \left( \frac{d_n^3}{n^3} \right) \right)^\tau \Gamma_n \right. \\
\times \left( \xi_0^* \frac{d_n}{\sqrt{n}} \theta - \frac{d_n^2}{2n} \xi_0^* \vartheta^* \theta + O_P \left( \frac{d_n^3}{n^{3/2}} \right) \right) \right\} \\
+ \left\{ \rho_n \left( \Sigma_n^{-1/2} \left( \xi_0^* \frac{d_n}{\sqrt{n}} \theta - \frac{d_n^2}{2n} \xi_0^* \vartheta^* \theta + O_P \left( \frac{d_n^3}{n^{3/2}} \right) \right) \right) \right. \\
- \rho_n \left( \Sigma_n^{-1/2} \xi_0^* \right) \right\} \\
= \hat{\Upsilon}_{1n} + \hat{\Upsilon}_{2n}.
\end{align*}
\]

We first deal with \(\hat{\Upsilon}_{1n}\). Denote by \(1_n\) the \((p_0 + q_0)\) vector of ones.
\[
\begin{align*}
\hat{\Upsilon}_{1n} &= \frac{d_n}{n} \left( \xi_0^* \Gamma_n \xi_0^* \vartheta^* \theta - \vartheta^* \Gamma_n \theta \right) - \frac{d_n}{\sqrt{n}} \left( 2 \vartheta^* \Gamma_n \xi_0^* \right) \\
&+ O_P \left( \frac{d_n^3}{n^{3/2}} \xi_0^* \Gamma_n 1_n + \vartheta^* \Gamma_n \xi_0^* \vartheta^* \theta \right) \\
&+ O_P \left( \frac{d_n^3}{n^{3/2}} \vartheta^* \Gamma_n 1_n + \xi_0^* \vartheta^* \Gamma_n \xi_0^* \left( \vartheta^* \theta \right)^2 \right) \\
&+ O_P \left( \frac{d_n^3}{n^{3/2}} \xi_0^* \Gamma_n 1_n \vartheta^* \theta \right).
\end{align*}
\]

Note that \(\vartheta = \xi_0^* \Lambda\), and \(\xi_0^* \vartheta^* \xi_0^* = I_{p_0 + q_0 - 1}\), \(K^\tau K = C^2\). Similar to \(\| \Sigma_0 - \Sigma \|_F^2 = O_P(d_n^2/n)\), we have \(\| \mathcal{M}_n - \mathcal{M} \|_F^2 = O_P(d_n^2/n)\), and then \(\lambda_{\max} \{ (\mathcal{M}_n - \mathcal{M}) \} \).
\[ \mathcal{M}^{\otimes 2} = O_P(d_n^2/n). \]

It follows that
\[
\xi_0^* G_n \xi_0^* \partial^* \vartheta = v_0^*(\mathcal{M}_n - \mathcal{M}) v_0 \partial^* \vartheta + v_0^* \mathcal{M} v_0 \partial^* \vartheta = v_0^*(\mathcal{M}_n - \mathcal{M}) v_0 K^* K + \lambda_1 K^* K \geq C_0 \left\{ \lambda_{\text{max}}(\Sigma) O_P \left( \frac{d_n}{\sqrt{n}} \right) + \lambda_1 \right\}.
\]

Next we consider the term \( \partial^* G_n \vartheta \). Let \( v_0, v_1, \ldots, v_{p_n+q_n - 1} \) be the eigenvectors defined by: \( \mathcal{M} v = \lambda \Sigma v \). \( v_0 \) and \( v_1 \) are the eigenvectors corresponding to the two largest eigenvalues \( \lambda_1 \) and \( \lambda_2 \), and \( v_2, \ldots, v_{p_n+q_n - 1} \) are the eigenvectors corresponding to the zero eigenvalues. Since the columns of \( \Sigma = (\Sigma^{1/2} v_1, \ldots, \Sigma^{1/2} v_{p_n+q_n - 1}) \) consist of an orthogonal basis of \( \mathbb{R}^{p_n+q_n - 1} \), there exists a \( B^* \) such that \( \xi_0^* = v^* B^* \). Noting that \( v^* v^* = \xi_0^* \xi_0^* = I_{p_n+q_n - 1} \), we also have \( B^* B^* = I_{p_n+q_n - 1} \). Thus,
\[
\partial^* G_n \vartheta = K^* \xi_0^* \xi_0^* K = K^* B^* v^* \Sigma^{1/2} M_n v_0 \Sigma^{1/2} K
\]
\[
= K^* B^* v^* (\Sigma^{-1/2} M_n \Sigma^{-1/2} - \Sigma^{-1/2} M \Sigma^{-1/2}) v^* K
\]
\[
+ K^* B^* v^* \Sigma^{-1/2} M \Sigma^{-1/2} v^* K
\]
\[
\leq (K^* B^* v^* \Sigma K)^{1/2} \left\{ (K^* B^* v^*)^2 + (\Sigma^{-1/2} M \Sigma^{-1/2} v^*)^2 \right\}^{1/2}
\]
\[
+ K^* B^* K \lambda_{\text{max}} \left( v^* \Sigma^{-1/2} M \Sigma^{-1/2} v^* \right) = O_P \left( \frac{d_n}{\sqrt{n}} \right) + C^2 \lambda_2.
\]

Note that \( v^* \Sigma^{1/2} v_0 = 0 \), then
\[
\partial^* G_n \xi_0^* = K^* \xi_0^* \xi_0^* \Sigma^{-1/2} (M_n - M) v_0
\]
\[
\leq \left\{ K^* \xi_0^* \xi_0^* K \right\}^{1/2} \left\{ v_0^* \Sigma^{-1/2} (M_n - M) \Sigma^{-1/2} v_0 \right\}^{1/2}
\]
\[
= C \left( \lambda_{\text{min}}(\Sigma_n) \lambda_{\text{min}}(\Sigma) \lambda_{\text{max}} \left( (M_n - M) \otimes 2 \right) \right)
\]
\[
= O_P \left( \frac{d_n}{\sqrt{n}} \right).
\]

Furthermore,
\[
\xi_0^* G_n 1_n = 1_n^* \Sigma^{1/2} (M_n - M) v_0 + 1_n^* \Sigma^{1/2} M v_0
\]
\[
\leq \sqrt{1_n^* 1_n} \left\{ v_0^* (M_n - M) \Sigma v_0 \right\}^{1/2}
\]
\[
= O_P(d_n^{1/2}),
\]
\[
\vartheta^* G_n 1_n = K^* \xi_0^* \vartheta 1_n \leq \sqrt{1_n^* 1_n} \left\{ \vartheta^* G_n \right\}^{1/2} = O_P(d_n^{1/2}).
\]
Thus, we have

$$\Upsilon_{1n} \geq \frac{d_n^2}{n} \left\{ C^2(\lambda_1 - \lambda_2) + CO_P(1) + (C^2 - C)O_P \left( \frac{d_n}{\sqrt{n}} \right) \right\}$$

$$+ \frac{d_n^2}{n} \left\{ O_P \left( \sqrt{\frac{d_n^2}{n}} \right) + \lambda_1 O_P \left( \sqrt{\frac{d_n^2}{n^2}} \right) \right\}.$$

So if \(d_n^3/n \to 0\), as long as the constant \(C\) is sufficiently large, \(\Upsilon_{1n}\) is positive because \(\lambda_1 > \lambda_2\). In the following, we consider the second term \(\Upsilon_{2n}\). Let \(e_r = (0, 0, \ldots, 0, 1, 0, \ldots, 0)\) be a \((p_0 + q_0)\) vector with the \(r\)th element being 1 and 0 otherwise. Note that \(e_r^T \Sigma_n^{-1/2} \xi_0^* = e_r^T v_0 = 0\) for any \(r > p_0 + q_0\) by the definition of \(v_0\). Then we have

$$\Upsilon_{2n} = \sum_{r=1}^{p_0 + q_0} \left\{ \alpha_r \left( \begin{array}{c} \left\| e_r^T \Sigma_n^{-1/2} \left( \xi_0^* + \frac{d_n}{\sqrt{n}} \vartheta - \frac{d_n^2}{2n} \xi_0^* \vartheta^T \vartheta + O_P \left( \frac{d_n^3}{n^{3/2}} \right) \right) \right\|_2^2 \\
- \| e_r^T \Sigma_n^{-1/2} \xi_0^* \|_2^2 \end{array} \right) \right\}$$

$$\geq \sum_{r=1}^{p_0 + q_0} \left\{ \alpha_r \left( \begin{array}{c} \left\| e_r^T \Sigma_n^{-1/2} \left( \xi_0^* + \frac{d_n}{\sqrt{n}} \vartheta - \frac{d_n^2}{2n} \xi_0^* \vartheta^T \vartheta + O_P \left( \frac{d_n^3}{n^{3/2}} \right) \right) \right\|_2^2 \\
- \| e_r^T \Sigma_n^{-1/2} \xi_0^* \|_2^2 \end{array} \right) \right\}$$

$$= \sum_{r=1}^{p_0 + q_0} \left\{ \alpha_r \text{sign}(e_r^T v_0) \right. $$

$$\left. \times \left( \frac{d_n}{\sqrt{n}} e_r^T \Sigma_n^{-1/2} \vartheta - \frac{d_n^2}{2n} e_r^T v_0 \vartheta^T \vartheta + e_r^T \Sigma_n^{-1/2} \xi_0^* 1_{n} O_P \left( \frac{d_n^3}{n^{3/2}} \right) \right) \right\}$$

$$\geq - \sum_{r=1}^{p_0 + q_0} \frac{d_n}{\sqrt{n}} \left\{ \alpha_r \text{sign}(e_r^T v_0) \right. $$

$$\left. \times \left( C\lambda_1^{-1}(\Sigma_n) + \frac{d_n}{2\sqrt{n}} C^2 + \lambda_{\min}^{-1}(\Sigma_n) O_P \left( \frac{d_n^3}{n^{3/2}} \right) \right) \right\}$$

$$\geq - \frac{\sqrt{n}}{d_n} \max_{r \leq p_0 + q_0} \left\{ \alpha_r \right\} \left( p_0 + q_0 \right) \frac{d_n^2}{n} $$

$$\times \left( C\lambda_1^{-1}(\Sigma_n) + \frac{d_n}{2\sqrt{n}} C^2 + \lambda_{\min}^{-1}(\Sigma_n) O_P \left( \frac{d_n^3}{n} \right) \right).$$

Recall that \(\sqrt{n} \max_{r \leq p_0 + q_0} \{ \alpha_r \} \to 0\). Then we have that \(\Upsilon_{2n} = o_p(1)\frac{d_n^2}{nC}\). Consequently, \(\Upsilon_{2n}\) is dominated by \(\Upsilon_{1n}\). This implies that the probability inequality (A.7) holds, and the proof is completed. \(\Box\)
A.5. Proof of Theorem 3.2

Step B.1. To prove the first conclusion, we first show that there exists an \( r > p_0 + q_0 \) such that \( \hat{v}_{n,r} = 0 \). Suppose that all \( \hat{v}_{n,r} \) are non-zero for \( r > p_0 + q_0 \).

Then, according to the proof of Theorem 2 in Chen et al. (2010), \( \hat{v}_n \) satisfies the following equation:

\[
2\tilde{H}_nM_n\hat{v}_n = \tilde{H}_nt_n,
\]

(A.8)

where \( \tilde{H}_n = I_{p_0 + q_0} - \frac{\Sigma_n\hat{v}_n\hat{v}_n^T\Sigma_n}{\hat{v}_n^T\Sigma_n\hat{v}_n} \) and \( t_n = (\alpha_1\text{sign}(\hat{v}_{n,1}), \alpha_2\text{sign}(\hat{v}_{n,2}), \ldots, \alpha_{p_n+q_n}\text{sign}(\hat{v}_{n,p_n+q_n}))^T \). It follows from the expression of \( \tilde{H}_n \) that \( \tilde{H}_n \) is an idempotent matrix with rank \( p_n + q_n - 1 \), and \( \Sigma_n\hat{v}_n \) is the eigenvector of \( \tilde{H}_n \) corresponding to its eigenvalue 0. Let \( \{l_1, \ldots, l_{p_n+q_n-1}\} \) be the eigenvectors of \( \tilde{H}_n \) corresponding to its eigenvalue 1. Thus, \( \{\Sigma_n\hat{v}_n, l_1, \ldots, l_{p_n+q_n-1}\} \) is an independent basis of the space \( \mathbb{R}^{p_n+q_n} \). By using this independent basis, there exist two sequences of constants \( \{\alpha_r\}_{r=1}^{p_n+q_n}, \{\alpha_r'\}_{r=1}^{p_n+q_n} \) such that \( M_n\hat{v}_n = a_0\Sigma_n\hat{v}_n + \sum_{r=1}^{p_n+q_n-1} a_r l_r \), and \( t_n = a_0\Sigma_n\hat{v}_n + \sum_{r=1}^{p_n+q_n-1} a_r' l_r \). Plugging these two expressions into (A.8), we obtain that

\[
2M_n\hat{v}_n - 2a_0\Sigma_n\hat{v}_n = t_n - a_0'\Sigma_n\hat{v}_n.
\]

From (A.9), we obtain that for \( r > p_0 + q_0 \),

\[
\alpha_r\text{sign}(\hat{v}_{n,r}) = 2e_r^TM_n\hat{v}_n - (2a_0 - a_0')e_r^T\Sigma_n\hat{v}_n,
\]

where \( e_r \) is a \((p_n + q_n)\) vector with 1 in the \( r \)th position and 0 elsewhere for \( r > p_0 + q_0 \).

We have supposed that \( \hat{v}_{n,r} \) are non-zero for all \( r > p_0 + q_0 \), then \( |\text{sign}(\hat{v}_{n,r})|^2 = 1 \). Note that \( \hat{v}_n^T\Sigma_n\hat{v}_n = 1 \), \( \|\Sigma_n - \Sigma\|_F = O_p\left(d_n/\sqrt{n}\right) \), \( \|v_n - v_0\|_2 = O_p\left(d_n/\sqrt{n}\right) \), and \( \|M_n - M\|_F = O_p\left(d_n/\sqrt{n}\right) \), from (A.10) we have

\[
\sum_{r=p_0+q_0+1}^{p_n+q_n} \alpha_r^2 \leq \sum_{r=p_0+q_0+1}^{p_n+q_n} \left\{2\alpha_rM_n\hat{v}_n - (2a_0 - a_0')e_r^T\Sigma_n\hat{v}_n\right\}^2 \leq \sum_{r=p_0+q_0+1}^{p_n+q_n} \left\{\lambda_1\lambda_{\max}(\Sigma) + O_p\left(d_n/\sqrt{n}\right)\right\} = O(d_n).
\]

(A.11)

Furthermore,

\[
\hat{v}_n^Tt_n = \sum_{r=1}^{p_0+q_0} \alpha_r|\hat{v}_{n,r}| + \sum_{r=p_0+q_0+1}^{p_n+q_n} \alpha_r|\hat{v}_{n,r}| = 2\hat{v}_n^TM_n\hat{v}_n - (2a_0 - a_0')\hat{v}_n^T\Sigma_n\hat{v}_n,
\]

\[
\hat{v}_n^TM_n\hat{v}_n = \lambda_1v_0^T\Sigma v_0 - (2a_0 - a_0') + O_p\left(d_n/\sqrt{n}\right) = \lambda_1 - (2a_0 - a_0') + O_p\left(d_n/\sqrt{n}\right).
\]

As \( \frac{d_n}{\sqrt{n}} \max \{\alpha_r\} \rightarrow 0 \), we have \( \alpha_r = O\left(d_n/\sqrt{n}\right) \) for \( r \leq p_0 + q_0 \). Thus, we obtain

\[
\sum_{r=p_0+q_0+1}^{p_n+q_n} \alpha_r|\hat{v}_{n,r}| = \lambda_1 - (2a_0 - a_0') + O_p\left(d_n/\sqrt{n}\right).
\]

(A.12)
By the result of Theorem 3.1 and the definition of \(v_0 = (\beta_0^\star \phi_1, \theta_0^\star \phi_2)\), we know that \(\|\hat{v}_n - v_0\|_2^2 = O_P\left(d_n^2/n\right)\) and \(\sum_{r=p_0+q_0+1}^{p_n+q_n} |\hat{v}_{n,r}|^2 = O_P\left(d_n^3/n\right)\). It follows from (A.11) and (A.12) that

\[
\left\{ \lambda_1 - (2a_0 - a'_0) + O_P\left(\frac{d_n}{\sqrt{n}}\right) \right\}^2 \leq \left( \sum_{r=p_0+q_0+1}^{p_n+q_n} \alpha_r |\hat{v}_{n,r}| \right)^2 \leq \left( \sum_{r=p_0+q_0+1}^{p_n+q_n} \alpha_r^2 \right) \left( \sum_{r=p_0+q_0+1}^{p_n+q_n} |\hat{v}_{n,r}|^2 \right) = O_P\left(\frac{d_n^3}{n}\right).
\]

Together with (A.12) and that \(\sqrt{n} \min_{r>p_0+q_0} \{\alpha_r\}/d_n \to \infty\), we have

\[
\min_{r>p_0+q_0} \{\hat{v}_{n,r}\} \leq \frac{\sum_{r=p_0+q_0+1}^{p_n+q_n} \alpha_r |\hat{v}_{n,r}|}{d_n \min_{r>p_0+q_0} \{\alpha_r\}} = o_P\left(\frac{\sqrt{n}}{d_n}\right).
\]

So we have \(1 = \text{sign}\left(\min_{r>p_0+q_0} \{\hat{v}_{n,r}\}\right) = \text{sign}(o_P(\sqrt{1/d_n})) \xrightarrow{P} 0\), a contradiction, which means that, as \(n \to \infty\), there is at least \(r_0 > p_0 + q_0\) such that \(\hat{v}_{n,r_0} = 0\) with probability going to 1. We now further confirm that, for all \(r > p_0 + q_0\), \(\hat{v}_{n,r} = 0\) with probability going to 0. This can be proved in a way similar to the proof of Theorem 2 in Chen et al. (2010). The details are omitted.

**Step B.2.** In this step, we show that \(\tilde{v}_{n(\hat{v})} = \tilde{v}_n^l(1 + o_P(1/\sqrt{n}))\), where \(\tilde{v}_{n(\hat{v})}\) is the first \((\tilde{p}_0 + \tilde{q}_0)\) elements of \(\tilde{v}_n\), \(\tilde{v}_n^l = \Sigma_n^{-1/2} \hat{u}_n^l\), where \(\hat{u}_n^l\) is the minimizer as

\[
\hat{u}_n^l = \arg\min_{u \in \mathbb{R}^{(\tilde{p}_0 + \tilde{q}_0) \times 1}} Q_{nl}(u; G_{nl}, \Sigma_{nl}) \text{ subject to } u^T u = 1,
\]

where, \(Q_{nl}(u; G_{nl}, \Sigma_{nl}) = -u^T G_{nl} u + \rho_{nl}(\Sigma_n^{-1/2} u)\). Write \(\hat{\phi} = \max_{r \leq p_0 + q_0} \{\alpha_r\}\). Similar to the proof of Theorem 3.1, we first prove that, for large \(n\) and arbitrarily small \(\epsilon > 0\), there exists a sufficiently large constant \(C\) such that

\[
P\left\{ \inf_{\theta^l \in T_{nl}(\tilde{p}_0 + \tilde{q}_0, 1); \|
u^l\|_2 = C} Q_{nl} \left( L(\hat{u}_n^l + \tilde{\nu}^l); G_{nl}, \Sigma_{nl} \right) > Q_{nl}(\hat{u}_n^l, G_{nl}, \Sigma_{nl}) \right\} > 1 - \epsilon.
\]

Applying Lemma 1 (ii) of Chen et al. (2010), we have

\[
Q_{nl}(L(\hat{u}_n^l + \tilde{\nu}^l); G_{nl}, \Sigma_{nl}) - Q_{nl}(\hat{u}_n^o; G_{nl}, \Sigma_{nl})
= \begin{cases} 
\hat{u}_n^l G_{nl} \hat{u}_n^l - \left( \hat{u}_n^l + \tilde{\nu}^l - \frac{1}{2} \tilde{\phi}^2 \hat{u}_n^l \tilde{\nu}^l \hat{\nu}^l + O_P(\tilde{\phi}^3) \right) G_{nl} \\
\times \left( \hat{u}_n^l + \tilde{\nu}^l - \frac{1}{2} \tilde{\phi}^2 \hat{u}_n^l \tilde{\nu}^l \hat{\nu}^l + O_P(\tilde{\phi}^3) \right)
\end{cases}
\]

\[
+ \left( \rho_{nl}(\Sigma_{nl}^{-1/2} (\hat{u}_n^l + \tilde{\nu}^l - \frac{1}{2} \tilde{\phi}^2 \hat{u}_n^l \tilde{\nu}^l \hat{\nu}^l + O_P(\tilde{\phi}^3))) - \rho_{nl}(\Sigma_{nl}^{-1/2} \hat{u}_n^l) \right)
\]

\[
def = \Xi_{n1} + \Xi_{n2}.
\]
Using the arguments similar to the proofs of $T_{n1}$ and $T_{n2}$ in Theorem 3.1, we have $\Xi_{n1} = C^2 \hat{g}^2 (\lambda_1 - \lambda_2) + o_P(\hat{g}^2)$ and $\Xi_{n2} = C o_P(\hat{g}^2)$, where $\lambda_1$ and $\lambda_2$ are the two largest eigenvalues of $G_{n1}$. Note that $P(A_n = A_0) \rightarrow 1$ in

**Step B.1**, thus, on the set $\{A_n = A_0\}$, we have $\lambda_1 \overset{P}{\to} \lambda_1$ and $\lambda_2 \overset{P}{\to} \lambda_2$. So $\lambda_1 > \lambda_1$ holds in probability, which implies that the probability inequality (A.15) holds for large $C$. On the set $\{A_n = A_0\}$, following the similar arguments in Theorem 2 of Chen et al. (2010), $\Sigma_{nI}^{1/2} \tilde{v}_{n(0)}$ is also a local minimizer of $Q_{nI}(u; G_{nI}, \Sigma_{nI})$. The inequality (A.15) implies that the local minimizer $\Sigma_{nI}^{1/2} \tilde{v}_{n(0)}$ satisfies $\|\Sigma_{nI}^{1/2} \tilde{v}_{n(0)} - \hat{u}_n\|^2_2 = O_P(\hat{g}^2)$. Note that on the set $\{A_n = A_0\}$, $\rho_0 = p_0$, $q_0 = q_0$, so $\sqrt{n} \hat{g} = \sqrt{n} \hat{g} = o_P(1)$ and $\|\Sigma_{nI}^{1/2} \tilde{v}_{n(0)} - \hat{u}_n\|^2_2 = o_P(1/n)$. Thus, $\|\tilde{v}_{n(0)} - \hat{u}_n\|^2_2 = (\Sigma_{nI}^{1/2} \tilde{v}_{n(0)} - \Sigma_{nI}^{1/2} \hat{u}_n)^\tau \Sigma_{nI}^{-1}(\Sigma_{nI}^{1/2} \tilde{v}_{n(0)} - \Sigma_{nI}^{1/2} \hat{u}_n) \leq \lambda_{\min}^{-1}(\Sigma_{nI}) \|\Sigma_{nI}^{1/2} \tilde{v}_{n(0)} - \hat{u}_n\|^2_2 = o_P(1/n)$. We complete the proof. □

**A.6. Proof of Theorem 3.3**

Define $T_{i0} = (X_{i0}, Z_{i0})^\tau$ with $X_{i0} = (X_{i1}, \ldots, X_{ip_0})$, and $Z_{i0} = (Z_{i1}, \ldots, Z_{ip_0})$ for $i = 1, \ldots, n$. By replacing $T_i$ by $T_{i0}$, we define $\Sigma_{n0}$, $T_0$, $G_{n0}$, $\rho_{n0}$ and $M_{n0}$, $m_{n0}(Y_i)$ in the same way as the corresponding quantities for (2.3), and denote $\hat{u}_n^{(1)}$ as the first eigenvector of $G_{n0}$ corresponding to its largest eigenvalue. Write $G_{(0)} = (g_{ij})$ for $1 \leq i, j \leq (p_0 + q_0)$. The standard perturbation theory gives the following chain-rule formulas (Zhu and Fang, 1996):

$$\frac{\partial \Omega_{n(0)}}{\partial g_{ij}} = \sum_{m=2}^{p_0+q_0} \frac{u_{(0)}^{(m)}}{\lambda_1 - \lambda_m} \left( \frac{\partial G_{(0)}}{\partial g_{ij}} \right) u_{(0)}^{(m)}.$$

Recall that the eigenvalues of $G_{(0)}$ satisfy $\lambda_1 \geq \lambda_2 \geq \lambda_3 = \cdots = \lambda_{p_0+q_0} = 0$. Thus, by the argument similar to Zhu and Fang (1996), we have the following expression:

$$\sqrt{n} \left( \hat{u}_n^{(1)} - u_{(0)} \right) = \sqrt{n} \sum_{m=2}^{p_0+q_0} \frac{u_{(0)}^{(m)}}{\lambda_1 - \lambda_m} \left( G_{n0} - G_{(0)} \right) u_{(0)}^{(m)} + o_P \left( \sqrt{n} \|G_{n0} - G_{(0)}\|_L_1 \right),$$

where $\|A\|_L_1 = \sum_{1 \leq s,t \leq k} |a_{st}|$ for any $k \times k$ matrix $A = (a_{st})_{1 \leq s,t \leq k}$.

We now establish an asymptotic expansion of $G_{n0} - G_{(0)}$. We write $C_{n1} = (\Sigma_{n0} - \Sigma_{(0)})M_{n0}(\Sigma_{(0)}^{-1/2})$, $C_{n2} = \Sigma_{n0}(M_{n0} - M_{(0)})\Sigma_{(0)}^{-1/2}$, and $C_{n3} = \Sigma_{n0}^{-1/2}(M_{n0} - M_{(0)})\Sigma_{(0)}^{-1/2}$. Then we have

$$\sqrt{n} (G_{n0} - G_{(0)}) = \sqrt{n} (\Sigma_{n0} - \Sigma_{(0)})M_{n0}(\Sigma_{(0)}^{-1/2}) + (\Sigma_{n0}^{-1/2}M_{n0} - \Sigma_{(0)}^{-1/2}M_{(0)})\Sigma_{(0)}^{-1/2} + (C_{n1} + C_{n2} + C_{n3}).$$
Applying the asymptotic expansion of $\Sigma^{-1/2}_{n(0)} - \Sigma^{-1/2}_{(0)}$ in Lemma 2.4 of Yu et al. (2011), we have

$$\sqrt{n} \left( \Sigma^{-1/2}_{n(0)} - \Sigma^{-1/2}_{(0)} \right) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathcal{R}_{\Sigma^{-1/2}_{(0)}}(T_{i0}) + O_P \left( \frac{1}{\sqrt{n}} \right).$$

Thus,

$$\sqrt{n} \left( C_{n1} + C_{n1}^* \right) = \sqrt{n} \left\{ (\Sigma^{-1/2}_{n(0)} - \Sigma^{-1/2}_{(0)}) \mathcal{M}_{(0)} \Sigma^{-1/2}_{(0)} + \Sigma^{-1/2}_{(0)} \mathcal{M}_{(0)} (\Sigma^{-1/2}_{n(0)} - \Sigma^{-1/2}_{(0)}) \right\}$$

$$= \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \mathcal{R}_{\Sigma^{-1/2}_{(0)}}(T_{i0}) \mathcal{M}_{(0)} \Sigma^{-1/2}_{(0)} + \Sigma^{-1/2}_{(0)} \mathcal{M}_{(0)} \mathcal{R}_{\Sigma^{-1/2}_{(0)}}(T_{i0}) \right\} + o_P(1).$$

It follows from (A.15) in Zhu, Zhu and Feng (2010) that

$$\sqrt{n} \left( \mathcal{M}_{n(0)} - \mathcal{M}_{(0)} \right) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathcal{R}_{\mathcal{M}}(T_{i0}, Y_i) + O_P \left( \frac{1}{\sqrt{n}} \right).$$

So

$$\sqrt{n} C_{n2} = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Sigma^{-1/2}_{(0)} \mathcal{R}_{\mathcal{M}}(T_{i0}, Y_i) \Sigma^{-1/2}_{(0)} + o_P(1).$$

From the asymptotic expansions of $\Sigma^{-1/2}_{n(0)} - \Sigma^{-1/2}_{(0)}$ and $\mathcal{M}_{n(0)} - \mathcal{M}_{(0)}$, we conclude that $\sqrt{n} C_{n3} = o_P(1)$. As a consequence, we have

$$\sqrt{n} \left( G_{n(0)} - G_{(0)} \right) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Sigma^{-1/2}_{(0)} \left\{ \Sigma^{1/2}_{(0)} \mathcal{R}_{\Sigma^{-1/2}_{(0)}}(T_{i0}) \mathcal{M}_{(0)} + \mathcal{M}_{(0)} \mathcal{R}_{\Sigma^{-1/2}_{(0)}}(T_{i0}) \Sigma^{1/2}_{(0)} + \mathcal{R}_{\mathcal{M}}(T_{i0}, Y_i) \right\} \Sigma^{-1/2}_{(0)} + o_P(1)$$

$$= \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Phi_{i0} + o_P(1).$$

Note that on the set $\{ \mathcal{A}_n = \mathcal{A}_0 \}$, $G_{n(0)} = G_{nI}$, $\Sigma_{n(0)} = \Sigma_{nI}$, $\mathcal{M}_{n(0)} = \mathcal{M}_{nI}$, $\tilde{p}_0 = p_0$ and $\tilde{q}_0 = q_0$. As eigenvalue decomposition is a linear operator, the condition $\sqrt{n} \min_{r \leq p_0 + q_0} \alpha_r \to 0$ and the perturbation theory entail that $\| \hat{u}_n^{(1)} - \hat{u}_n^{(0)} \|_2 = o_P(1/\sqrt{n})$ on the set $\{ \mathcal{A}_n = \mathcal{A}_0 \}$. Then, by (A.16), we have
\[ \sqrt{n} \left( \hat{u}_n^T - u_0 \right) = \sqrt{n} \sum_{m=2}^{p_0 + q_0} \frac{u_0^{(m)} u_0^{(m)^T} \left( G_n(0) - G(0) \right) u_0^{(m)}}{\lambda_1 - \lambda_m} + o_P \left( \sqrt{n} \left\| G_n(0) - G(0) \right\|_{L_1} \right) \]

\[ = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \sum_{m=2}^{p_0 + q_0} \frac{u_0^{(m)} u_0^{(m)^T} \Phi_0 u_0^{(m)}}{\lambda_1 - \lambda_m} + o_P(1). \]

From Theorem 3.2 and \( \lambda_m = 0 \) for \( m \geq 3 \), we know that \( \sqrt{n}(\hat{v}_n(0) - v(0)) \) equals \( \sqrt{n} \Sigma_{n(0)}^{-1/2} (u_n - u(0)) + \sqrt{n} \left( \Sigma_{n(0)}^{-1/2} - \Sigma_{n(0)}^{-1/2} \right) \Sigma_{n(0)}^{1/2} v(0) \), which can be expressed as

\[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \Sigma_{n(0)}^{-1/2} \sum_{m=2}^{p_0 + q_0} u_0^{(m)} u_0^{(m)^T} \Phi_0 u_0^{(m)} \frac{1}{\lambda_1 - \lambda_m} I(m \leq 2) + N \Sigma_{n(0)}^{-1/2} \left( T_i(0) \right) \Sigma_{n(0)}^{1/2} v(0) \right\} + o_P(1). \]

(A.17)

Together with \( P(A_n = A_0) \to 1 \) and (A.17), \( \sqrt{n}(\hat{v}_n(0) - \hat{v}_0) \) converges to \( N(0, \Sigma_{n(0)}(0). \Omega_0) \) in distribution. We complete the proof. \( \square \)

### A.7. Proof of Theorem 3.4

Recall that \( J_{\theta_{10}} = 1/\left\| \pi_1 v(0) \right\|_2 I_{p_0} - 1/\left\| \pi_1 v(0) \right\|_2^2 \left[ \pi_1 v(0) \right]^\top \)\). On the set \( \{ A_n = A_0 \}, \pi_1 = \pi, \hat{p}_0 = p_0 \) and \( \hat{q}_0 = q_0 \) and \( P(A_n = A_0) \to 1 \). Using Delta method and expression (A.17), we have

\[ \sqrt{n} \left( \frac{\hat{p}_1 \hat{v}_n(0)}{\pi_1 v(0)} - \frac{\pi_1 v(0)}{\pi_1 v(0)} \right) \xrightarrow{L} N(0, \pi_1 J_{\theta_{10}}). \]

Note that \( \pi_1 v(0) = (v(0), p_0, p_0 + 1, \ldots, v(0), p_0 + q_0)^\top \), and this is proportional to \( \theta_{10} \). From the asymptotic expression given in (A.17), we have

\[ \sqrt{n} \left( \hat{v}_n(0), \hat{p}_0 + 1 - v(0), p_0 + 1 \right) \xrightarrow{L} N(0, \sigma^2_{p_0 + 1}) \]

for some \( \sigma^2_{p_0 + 1} \). Since \( v(0), p_0 + 1 \) is non-zero, and when \( w \neq 0 \) the sign function \( \text{sign}(w) \) is a continuous function and the first derivation of \( \text{sign}(w) \) is zero, it follows that

\[ \sqrt{n} \left( \text{sign}(\hat{v}_n(0), \hat{p}_0 + 1) - \text{sign}(v(0), p_0 + 1) \right) \xrightarrow{P} 0, \]

i.e. \( \text{sign}(\hat{v}_n(0), \hat{p}_0 + 1) = \text{sign}(v(0), p_0 + 1) + o_P(1/\sqrt{n}) \). Note that \( \text{sign}(v(0), p_0 + 1) \times \frac{\pi_1 \hat{v}_n(0)}{||\pi_1 \hat{v}_n(0)||_2} = \theta_{10} \). As a consequence, we have

\[ \sqrt{n} \left( \hat{\theta}_{10} - \theta_{10} \right) = \sqrt{n} \left( \text{sign}(\hat{v}_n(0), \hat{p}_0 + 1) \hat{p}_1 \hat{v}_n(0) / ||\hat{p}_1 \hat{v}_n(0)||_2 - \theta_{10} \right), \]

which converges to \( N(0, \pi_1 J_{\theta_{10}}). \) We complete the proof. \( \square \)
A.8. Proof of Theorem 3.5

Step C.1. The numerator of $\kappa$ can be decomposed as:

\[
\frac{1}{n} \sum_{i=1}^{n} \left\{ Y_i - \hat{r}_Y (\theta_{10}^\tau Z_{1i}; \hat{\theta}_{10}) \right\} \left\{ X_{i1} - \hat{r}_{X_{i}} (\hat{\theta}_{10}^\tau Z_{1i}; \hat{\theta}_{10}) \right\}^\tau (\hat{\pi}_2 \hat{v}_{n(0)}) \\
= \left[ \frac{1}{n} \sum_{i=1}^{n} \{ Y_i - r_Y (\theta_{10}^\tau Z_{1i}; \theta_{10}) \} \left\{ X_{i1} - r_{X_{i}} (\theta_{10}^\tau Z_{1i}; \theta_{10}) \right\}^\tau (\pi_2 v_{(0)}) \\
+ \frac{1}{n} \sum_{i=1}^{n} \{ Y_i - 2 Y (\theta_{10}^\tau Z_{1i}; \theta_{10}) \} \left\{ X_{i1} - r_{X_{i}} (\theta_{10}^\tau Z_{1i}; \theta_{10}) \right\}^\tau (\hat{\pi}_2 \hat{v}_{n(0)}) \\
+ \frac{1}{n} \sum_{i=1}^{n} \{ Y_i - r_Y (\theta_{10}^\tau Z_{1i}; \theta_{10}) \} \left\{ X_{i1} - r_{X_{i}} (\theta_{10}^\tau Z_{1i}; \theta_{10}) \right\}^\tau (\pi_2 v_{(0)}) \right] + R_{n1}^{(1)} + R_{n1}^{(2)} + R_{n1}^{(3)}
\]

where

\[ R_{n1} = \frac{1}{n} \sum_{i=1}^{n} \left\{ Y_i - r_Y (\theta_{10}^\tau Z_{1i}; \theta_{10}) \right\} \left\{ X_{i1} - \hat{r}_{X_{i}} (\hat{\theta}_{10}^\tau Z_{1i}; \hat{\theta}_{10}) \right\}^\tau (\hat{\pi}_2 \hat{v}_{n(0)}) \\
+ \frac{1}{n} \sum_{i=1}^{n} \left\{ Y_i - 2 Y (\theta_{10}^\tau Z_{1i}; \theta_{10}) \right\} \left\{ X_{i1} - \hat{r}_{X_{i}} (\hat{\theta}_{10}^\tau Z_{1i}; \hat{\theta}_{10}) \right\}^\tau (\hat{\pi}_2 \hat{v}_{n(0)}) \\
+ \frac{1}{n} \sum_{i=1}^{n} \left\{ Y_i - r_Y (\theta_{10}^\tau Z_{1i}; \theta_{10}) \right\} \left\{ X_{i1} - \hat{r}_{X_{i}} (\hat{\theta}_{10}^\tau Z_{1i}; \hat{\theta}_{10}) \right\}^\tau (\hat{\pi}_2 \hat{v}_{n(0)}) \]

Recall that on the set $\{ A_n = A_0 \}$, $\tilde{p}_0 = p_0$, $\tilde{q}_0 = q_0$, $\hat{\pi}_2 = \pi_2$, $Z_{1i} = Z_{1i0}$ and $X_{i1} = X_{i10}$ for $i = 1, \ldots, n$, and $r_{X_{i}} (t; \varsigma) = r_{X_{i0}} (t; \varsigma)$, $\hat{r}_{X_{i}} (t; \varsigma) = \hat{r}_{X_{i0}} (t; \varsigma)$. Using $\beta_{10} = \kappa \times (\pi_2 v_{(0)})$ and the result in Theorem 3.3 that $\hat{v}_{n(0)} - v_{(0)} = O_P(1/\sqrt{n})$, we can obtain the following asymptotic expression:

\[ I_{n1} = \kappa (\pi_2 v_{(0)})^\tau \frac{1}{n} \sum_{i=1}^{n} \tilde{X}_{i0} \tilde{X}_{i0}^\tau (\pi_2 v_{(0)}) + \frac{1}{n} \sum_{i=1}^{n} \hat{\varepsilon}_i \hat{X}_{i0} (\pi_2 v_{(0)}) \\
+ \kappa (\pi_2 v_{(0)})^\tau \frac{1}{n} \sum_{i=1}^{n} \tilde{X}_{i0} \tilde{X}_{i0} \{ \pi_2 (\hat{v}_{n(0)} - v_{(0)}) \} + o_P \left( \frac{1}{\sqrt{n}} \right). \]

Next, we show that $R_{n1}$ is of order $o_P(1/\sqrt{n})$. First, we deal with $R_{n1}^{(1)}$ on the set $\{ A_n = A_0 \}$. 
Thus, we first derive asymptotic expansions of $V^\psi_R$ and $\hat{\psi}_R$ on the set $\{\theta \in \mathbb{R}^2 : |\theta| < 10\}$, which were defined in the first paragraph of Section 3.4, and then that of $\psi_j(\theta_{10}^*, \theta_{10})$ for $j = 1, \ldots, n$. It follows from the arguments similar to the proof of Theorem 3.1 in Fan and Gijbels (1996) that, as $h \to 0$ and $nh \to \infty$,

$$E\left[\frac{1}{nh} V_{n,2}(\theta_{10}^*, \theta_{10}) - \hat{f}_{\theta_{10}^*, Z_{10}}(\theta_{10}) \right]^2 = O\left(h^6 + \frac{1}{nh}\right),$$

$$E\left[\frac{1}{nh} V_{n,1}(\theta_{10}^*, \theta_{10}) - h f_{\theta_{10}^*, Z_{10}}(\theta_{10}) \int K(w)w^2 dw \right]^2 = O\left(h^6 + \frac{1}{nh}\right),$$

$$E\left[\frac{1}{nh^2} V_{n,2}(\theta_{10}^*, \theta_{10}) - \hat{f}_{\theta_{10}^*, Z_{10}}(\theta_{10}) \int K(w)w^2 dw \right]^2 = O\left(h^4 + \frac{1}{nh}\right).$$

Thus, $R_{n1}^{(1)}$ can be asymptotically expressed as

$$R_{n1}^{(1)} = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} K_i(\theta_{10}^* - \theta_{10}) \left(\varepsilon_i + \beta_{10}^* \hat{X}_{10} \right)$$

$$\left\{ \frac{r_{X_{i0}}(\theta_{10}^*, \theta_{10}) - X_{i0}}{f_{\theta_{10}^*, Z_{10}}(\theta_{10})} \right\}^\tau \times (\pi_{2V_0}(1 + o_P(1))).$$

We know that, if $nh^2 \to \infty$,

$$\frac{1}{nh^2} \sum_{i=1}^{n} K(0)(\varepsilon_i + \beta_{10}^* \hat{X}_{10}) \left(\frac{r_{X_{i0}}(\theta_{10}^*, \theta_{10}) - X_{i0}}{f_{\theta_{10}^*, Z_{10}}(\theta_{10})} \right)^\tau \pi_{1V_0} = o_P(1/\sqrt{n})$$
by the law of large numbers. Using the arguments similar to those used by Zhu and Fang (1996), we can prove that the summation for \( i \neq j \) within \( R_{n1}^{(1)} \) is a standard U-statistic with a varying kernel with the bandwidth \( h \); that is,

\[
\frac{2c_n}{n(n-1)} \sum_{1 \leq i < j \leq n} H\{(X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i), (X_{j0}, \theta^*_1 Z_{j0}, \varepsilon_j)\}(1 + o_P(1))
\]

where \( c_n = (n-1)/n \). Note that \( K(\cdot) \) is a symmetric function and the symmetric U-statistic kernel is \( H\{(X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i), (X_{j0}, \theta^*_1 Z_{j0}, \varepsilon_j)\} \) given as

\[
\frac{1}{2} \left\{ \left( \varepsilon_i + \beta^*_1 X_{i0} \right) \left( r_{X_0}(\theta^*_1 Z_{i0}, \theta_{10}) - X_{j0} \right) \overline{f}_{\theta^*_1 Z_{i0}}(\theta^*_1 Z_{j0}) + \left( \varepsilon_j + \beta^*_1 X_{j0} \right) \left( r_{X_0}(\theta^*_1 Z_{j0}, \theta_{10}) - X_{i0} \right) \overline{f}_{\theta^*_1 Z_{j0}}(\theta^*_1 Z_{i0}) \right\}^T \\
\times (\pi_2 \nu^2(0))K_h(\theta^*_1 Z_{j0} \theta^*_1 Z_{i0})
\]

Using the projection of U-statistics (Serfling, 1980, Section 5.3.1), we obtain that

\[
R_{n1}^{(1)} = \frac{1}{n} \sum_{i=1}^{n} H^*(X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i) (1 + o_P(1)) + o_P \left( \frac{1}{\sqrt{n}} \right)
\]

with \( H^*(X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i) \) being \( E[H\{(X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i), (X_{j0}, \theta^*_1 Z_{j0}, \varepsilon_j)\}] \) when \( X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i \), which can be expressed as

\[
\frac{1}{2} \varepsilon_i + \beta^*_1 X_{i0} \left\{ \left( r_{X_0}(\theta^*_1 Z_{i0}, \theta_{10}) f'_{\theta^*_1 Z_{i0}}(\theta^*_1 Z_{i0}) \right) \overline{f}_{\theta^*_1 Z_{i0}}(\theta^*_1 Z_{i0}) + \frac{1}{2} \left( r_{X_0}(\theta^*_1 Z_{i0}, \theta_{10}) f'_{\theta^*_1 Z_{i0}}(\theta^*_1 Z_{i0}) \right) \overline{f}_{\theta^*_1 Z_{i0}}(\theta^*_1 Z_{i0}) \right\} h^2.
\]

Note that \( E H^*(X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i) = 0 \), then \( 1/\sqrt{n} \sum_{i=1}^{n} H^*(X_{i0}, \theta^*_1 Z_{i0}, \varepsilon_i) = O_P(1)h^2 \). It follows from \( h \rightarrow 0 \) that \( \sqrt{n}R_{n1}^{(1)} = o_P(1) \). Using a similar analysis to the proof for \( R_{n1}^{(1)} \), we obtain \( \sqrt{n}R_{n1}^{(2)} = o_P(1) \). Applying Lemma A.4 in Wang et al. (2010) and Cauchy-Schwarz inequality, we have, as \( (\log n)^2/(nh^2) \rightarrow 0 \),

\[
R_{n1}^{(3)} \leq \frac{1}{n} \left[ \sum_{i=1}^{n} \left\{ r_Y(\theta^*_1 Z_{i0} \theta_{10}) - r_Y(\theta^*_1 Z_{i0} \theta_{10}) \right\}^2 \right]^{1/2} \\
\times \left( \sum_{i=1}^{n} \left[ \left( r_{X_0}(\theta^*_1 Z_{i0} \theta_{10}) - r_{X_0}(\theta^*_1 Z_{i0} \theta_{10}) \right) \right]^2 \right)^{1/2} \\
= O_P \left( \frac{\log n}{nh} \right) = o_P \left( \frac{1}{\sqrt{n}} \right).
\]

So on the set \( \{ A_n = A_0 \} \), we have that \( R_{n1}^{(1)}, R_{n1}^{(2)} \) and \( R_{n1}^{(3)} \) are all \( o_P(1/\sqrt{n}) \). Again as \( P(A_n = A_0) \rightarrow 1 \), we obtain that \( R_{n1} = o_P(1/\sqrt{n}) \).
Step C.2. We now decompose the denominator of \( \hat{\kappa} \) on the set \( \{ \mathcal{A}_n = A_0 \} \) as follows.

\[
\frac{1}{n} \sum_{i=1}^{n} \left[ \left( \mathbf{X}_{i0} - \mathbf{r}_0 \hat{\theta}_{10} \right)^\top \left( \hat{\pi}_2 v_{n(0)} \right) \right]^2 = \left[ \frac{1}{n} \sum_{i=1}^{n} (\pi_2 v_{n(0)})^\top \mathbf{X}_{i0} \mathbf{X}_{i0}^\top (\hat{\pi}_2 v_{n(0)} - \pi_2 v_{n(0)}) \right] + R_{n2}
\]

\[
def = I_{n2} + R_{n2}.
\]

Similar to the analysis of \( R_{n1} \), we obtain that \( R_{n2} = o_P \left( \frac{1}{\sqrt{n}} \right) \). Recalling that the asymptotic expression of \( \tilde{v}_{n(0)} \) in (A.17) and \( P(A_n = A_0) \rightarrow 1 \), we have

\[
\begin{pmatrix}
F_{n1} \\
F_{n2}
\end{pmatrix} \defeq \begin{pmatrix}
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \epsilon_{i0} \beta_{10}^\top \mathbf{X}_{i0} \\
\beta_{10}^\top \mathbf{X}_{i10} (\sqrt{n} (\hat{\pi}_2 v_{n(0)} - \pi_2 v_{n(0)}))
\end{pmatrix} \xrightarrow{L} \mathcal{N} \left( 0_{2 \times 1}, \mathbf{W} \right),
\]

where \( \mathbf{W} \) is defined in (3.2). As a consequence, we have

\[
\sqrt{n} \begin{pmatrix}
I_{n1} - \frac{1}{\kappa} \sum_{i=1}^{n} \beta_{10}^\top \mathbf{X}_{i0} \mathbf{X}_{i0} \beta_{10} \\
I_{n2} - \frac{1}{\kappa} \sum_{i=1}^{n} \beta_{10}^\top \mathbf{X}_{i0} \mathbf{X}_{i0} \beta_{10}
\end{pmatrix} \xrightarrow{L} \mathcal{N} \left( 0_{2 \times 1}, \mathbf{W}^* \right),
\]

where \( \mathbf{W}^* = \begin{pmatrix}
\frac{1}{\kappa} & 1 \\
0 & \frac{2}{\kappa}
\end{pmatrix} \mathbf{W} \begin{pmatrix}
\frac{1}{\kappa} & 0 \\
1 & \frac{2}{\kappa}
\end{pmatrix} \).

We have shown that \( \sqrt{n} R_{n1} = o_P(1) \), \( \sqrt{n} R_{n2} = o_P(1) \), and \( \frac{1}{n} \sum_{i=1}^{n} \beta_{10}^\top \mathbf{X}_{i0} \mathbf{X}_{i0} \beta_{10} \), a.s. The asymptotic distribution of \( \hat{\kappa} \) can be obtained by the following expression and a direct calculation:

\[
\sqrt{n} (\hat{\kappa} - \kappa) = \sqrt{n} \left( \frac{I_{n1} + R_{n1}}{I_{n2} + R_{n2}} - \kappa \right) = \sqrt{n} \left( \frac{I_{n1}}{I_{n2}} - \kappa \right) + o_P(1)
\]

\[
= \sqrt{n} \left( \frac{I_{n1}}{I_{n2}} - \frac{1}{\kappa} \sum_{i=1}^{n} \beta_{10}^\top \mathbf{X}_{i0} \mathbf{X}_{i0} \beta_{10} \right) + o_P(1) \xrightarrow{L} \mathcal{N} \left( 0, \sigma_{\hat{\kappa}}^2 \right). \quad \Box
\]

A.9. Proof of Theorem 3.6

Note that on the set \( \{ \mathcal{A}_n = A_0 \} \), \( \bar{p}_0 = p_0 \), \( \bar{q}_0 = q_0 \), then

\[
\sqrt{n} \left( \beta_{10} - \beta_{10} \right) = \sqrt{n} \left\{ \hat{\kappa} \times (\hat{\pi}_2 v_{n(0)}) - \kappa \times (\pi_2 v_{n(0)}) \right\}
\]

\[
= \sqrt{n} (\hat{\kappa} - \kappa) \times (\pi_2 v_{n(0)}) + \kappa \left( \sqrt{n} (\hat{\pi}_2 v_{n(0)} - \pi_2 v_{n(0)}) \right) + o_P(1).
\]

(A.19)
Taylor expansion implies
\[
\sqrt{n}(\hat{\kappa} - \kappa) = \sqrt{n} \left( I_{n1} - \frac{1}{n\kappa} \sum_{i=1}^{n} \beta_{10}^\tau \tilde{X}_{i0} \tilde{X}_{i0}^\tau \beta_{10} \right) \frac{\kappa^2}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} \\
- \sqrt{n} \left( I_{n2} - \frac{1}{n\kappa^2} \sum_{i=1}^{n} \beta_{10}^\tau \tilde{X}_{i0} \tilde{X}_{i0}^\tau \beta_{10} \right) \frac{\kappa^3}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} + o_P(1)
\]
\[
= \frac{\kappa^2}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} \left( \frac{1}{\kappa} F_{n1} + F_{n2} \right) - \frac{2}{\kappa} \frac{\kappa^3}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} F_{n2} + o_P(1).
\]
It follows that
\[
\sqrt{n}(\hat{\kappa} - \kappa) = \frac{\kappa}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} F_{n1} - \frac{\kappa^2}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} F_{n2} + o_P(1). \quad (A.20)
\]

Note that \(\beta_{10} = \kappa \times (\pi_2 v(0))\). A combination of (A.17), (A.19) and (A.20) and \(P(A_n = A_0) \to 1\) yields
\[
\sqrt{n} \left( \beta_{10} - \beta_{10} \right) = \frac{\beta_{10}}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} F_{n1} - \frac{\kappa \beta_{10}}{\beta_{10}^\tau \Sigma_{X_0} \beta_{10}} F_{n2} \\
+ \kappa \left\{ \sqrt{n} \left( \tilde{\pi}_2 \tilde{v}_{n(0)} - \pi_2 v(0) \right) \right\} + o_P(1) \xrightarrow{L} N(0, \Sigma_{\beta_{10}}).
\]

We complete the proof. \(\square\)
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