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Abstract—We consider the problem of secure distributed matrix multiplication (SDMM), where a user has two matrices and wishes to compute their product with the help of $N$ honest but curious servers under the security constraint that any information about either $A$ or $B$ is not leaked to any server. This paper presents a new scheme that considers a grid product partition for matrices $A$ and $B$, which achieves an upload cost significantly lower than the existing results in the literature. Also, it significantly reduces the recovery threshold compared to the PolyDot codes presented for grid partition when $T > 0$. Since the grid partition is a general partition that incorporates the inner and outer ones, it turns out that the communication load of the proposed scheme matches the best-known protocols for those extreme cases.

Index Terms—security, distributed computation, coding theory

I. INTRODUCTION

The core and one of the most expensive operations in many machine learning applications is matrix multiplication. Performing such operations locally on a single computer takes a long time. Users would consider outsourcing their matrices to a distributed system for time-sensitive applications to carry out demanding computation tasks. Efficient methods require coding over the input matrices to speed up the computational time, yielding a trade-off among the number of workers needed, tasks performed at each worker, and the total amount of data transmitted. While outsourcing disrupts the computational delays, it leads to data security concerns. This paper aims to develop an efficient, secure distributed matrix multiplication (SDMM) scheme which keeps matrices secure from the potentially colluding servers.

We consider the problem of secure distributed matrix multiplication (SDMM), where a user has two matrices, $A \in \mathbb{F}_q^{a \times b}$, $B \in \mathbb{F}_q^{b \times c}$ and wishes to compute their product, $AB \in \mathbb{F}_q^{a \times c}$, with the assistance of $N$ servers, without leaking any information about either $A$ or $B$ to any server. We assume that all servers are honest but curious (passive) in that they are not malicious and will follow the pre-agreed upon protocol. However, any $T$ of them may collude to eavesdrop and extrapolate information regarding $A$ or $B$.

The setting considered in this paper is proposed in [1], with many follow-up works [2]–[14]. The initial performance metric used was the download cost, meaning the total amount of data downloaded by the users from the server. Following papers have also considered the upload costs [11], the total communication costs [14], [15], and computational costs [9].

Different partitions of the matrices lead to different trade-offs between upload and download costs. In this paper, we consider the most general one, namely, the grid product partition given by

$$A = [A_{i,j}]_{1 \leq i \leq t}, B = [B_{i,j}]_{1 \leq j \leq s},$$

such that,

$$AB = [M_{i,j}]_{1 \leq i \leq t, 1 \leq j \leq s} = \sum_{l=1}^{s} A_{i,l} B_{l,j},$$

where the products $A_{i,l} B_{l,j}$ are well-defined and of the same size. Under this partition, a polynomial code is a polynomial $h(x) = f_A(x) \cdot f_B(x)$, whose coefficients encode the submatrices $A_{i,l} B_{l,j}$. The next step is where the scheme we propose differs from previous works that use the grid product partition. The user evaluates polynomials $f_A(x)$ (encoding matrix $A$) and $f_B(x)$ (encoding matrix $B$) at powers $\alpha_N, \alpha_N^2, \ldots, \alpha_N^N = 1$ of an $N$-th root of unity $\alpha_N$. The $N$ servers compute the product $h(\alpha^t) = f_A(\alpha^t) \cdot f_B(\alpha^t)$ for $i \in \{1, \ldots, N\}$. The polynomial $h(x)$ is constructed so that no $T$-subset of evaluations reveals any information about $A$ or $B$ ($T$-security), but so that the user can reconstruct $AB$ given all $N$ evaluations (decodability).

An example of a polynomial scheme for the grid product partition is the secure PolyDot codes in [6] and the entangled polynomial codes in [16].

In Theorem 1, we characterize the total communication rate achieved by our proposed scheme:

**Theorem 1.** Let $t, d, s$ and $T$ be positive integers. Let $A \in \mathbb{F}_q^{a \times b}$, $B \in \mathbb{F}_q^{b \times c}$ be two matrices. Then, the proposed scheme with partition parameters $(t, d, s)$ and security parameter $T$ securely computes $AB$ with the assistance of

$$N = \begin{cases} (d+1)(t+T) - 1, & \text{if } s = 1 \\ dst + dT + ts - s + T, & \text{if } s > 1 \end{cases}$$

servers and a total communication rate of

$$\mathcal{R} = \left( N \left( \frac{b}{ct} + \frac{b}{asd} + \frac{1}{td} \right) \right)^{-1}.$$  \hspace{1cm} (1)

In Theorem 2, we show that our proposed code matches the recovery threshold of the best-known scheme for inner product.
partition, [11] and also matches GASP codes for outer product partition when $T < t$.

**Theorem 2.** Let $(t, d, s)$ be the partition parameters and $T$ be the security parameter:

- If $t = d = 1$, meaning inner product partition, then the recovery rate for the proposed scheme matches $s+2T$, same as scheme in [11] without pre-computation.
- If $s = 1$, meaning outer product partition, then the recovery rate for the proposed scheme matches $(d+1)(t+T)−1$, same as for GASP codes, in [15], $T < t$.

### A. Related Work

For distributed computations, polynomial codes were initially introduced in [17] to mitigate stragglers in distributed matrix multiplication. A series of works followed this, [18]–[21].

The literature on SDMM has also studied different variations of the model we focus on here. For instance, in [11], [22]–[24] the encoder and decoder are considered to be separate, in [22] servers are allowed to cooperate. In [25] the authors consider a hybrid setup between SDMM and private information retrieval where the user has a matrix $A$ and wants to multiply it with a matrix $B$ belonging to some public list privately.

### B. Main Contributions

Our main contributions are summarized below.

- We present a generalization for polynomial coding in the context of the secure distributed matrix multiplication problem, considering the grid product partition. This partition allows extending the use of techniques to reduce upload costs.
- By adapting the Fourier Discrete Transform used in [11], we present a new scheme for SDMM. It reduces the communication load by lowering the recovery threshold. We show that they are secure, decodable, and present their total communication rate in Theorem 1.
- In Theorem 2, we show that the proposed scheme matches the recovery threshold of the best-known scheme for inner product partition, [11], and also matches the GASP scheme for outer product partition when $T < t$.

### II. A Motivating Example: $d = t = 2$ and $T = 1$

We begin the description of our proposed scheme with an example, which we present to showcase our scheme. At the end of the section, we assume that each server can compute $\frac{d}{t}$ scalar operations, meaning additions or multiplications in $\mathbb{F}_q$. Finally, we compare the proposed method with GASP codes that use an outer partition product and the one using an inner partition product.

In this example, a user wishes to multiply two matrices $A \in \mathbb{F}_q^{m \times b}$ and $B \in \mathbb{F}_q^{b \times c}$ with the assistance of non-colluding helper servers. Consider the following matrices are partitioned as follows:

$$A = \begin{bmatrix} A_{1,1} & A_{1,2} \\ A_{2,1} & A_{2,2} \end{bmatrix} \in \mathbb{F}_q^{m \times b}, \quad B = \begin{bmatrix} B_{1,1} & B_{1,2} \\ B_{2,1} & B_{2,2} \end{bmatrix} \in \mathbb{F}_q^{b \times c}$$

By multiplying the matrices we obtain

$$M = AB = \begin{bmatrix} A_{1,1}B_{1,1} + A_{1,2}B_{2,1} & A_{1,1}B_{1,2} + A_{1,2}B_{2,2} \\ A_{2,1}B_{1,1} + A_{2,2}B_{2,1} & A_{2,1}B_{1,2} + A_{2,2}B_{2,2} \end{bmatrix}$$

Since we assume non-colluding servers, i.e., $T = 1$, it involves picking two random matrices $R \in \mathbb{F}_q^{\frac{b}{2} \times \frac{b}{2}}$ and $S \in \mathbb{F}_q^{\frac{b}{2} \times \frac{c}{2}}$. Consider the (Laurent) polynomials

$$f_A(x) = A_{1,1} + A_{1,2}x + A_{2,1}x^2 + A_{2,2}x^3 + R x^4,$$

and

$$f_B(x) = B_{1,1} + B_{2,1}x^{-1} + B_{1,2}x^{-2} + B_{2,2}x^{-3} + S x^{-10}$$

We obtain the following degree table for polynomial $h(x) = f_A(x)f_B(x)$:

| $+$ | 0 | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|---|
| 0   | 0 | 1 | 2 | 3 | 4 |
| 1   | 1 | 0 | 1 | 2 | 3 |
| 2   | 2 | 1 | 2 | 3 | 4 |
| 3   | 3 | 2 | 3 | 4 | 1 |

leading to a polynomial problem to find evaluation points $\mathbb{F}_q$ that minimizes the set $\{\alpha^i : i \in \{−10, −9, . . . , 4\}\}$ under the following conditions:

- $\{(\alpha^{-5}, \alpha^{-3}, \alpha^0, \alpha^2)\} = 4$
- $\{(\alpha^{-5}, \alpha^{-3}, \alpha^0, \alpha^2)\} \cap \{\alpha^{-10}, \ldots , \alpha^{-6}, \alpha^{-4}, \alpha^{-2}, \alpha^{-1}, \alpha^3, \alpha^4\} = \emptyset$

Consequently, if $\alpha = \alpha_{13}$ is an 13-th root of unity, such a condition is satisfied.

### A. Computational complexity

Let $\alpha_{13} \in \mathbb{F}_q$ be a primitive root of unity. The algorithm for computing the multiplication is as follows

1) **Encode.** For $i = 1, \ldots, 13$, the user computes $f_A(\alpha_{13}^i)$ and $f_B(\alpha_{13}^i)$.
2) **Upload.** The user sends matrices $f_A(\alpha_{13}^i)$ and $f_B(\alpha_{13}^i)$ to Server $i$.
3) **Server multiplication.** Servers multiply together the received matrices.
4) **Download.** Servers send the result $f_A(\alpha_{13}^i) \cdot f_B(\alpha_{13}^i)$ back to the user.
5) **Decide.** The user uses Equation 6 to obtain the coefficients with degree $−5$, $−3$, 0, and 2 or, equivalently, 0, 2, 8, and 10 since polynomials are evaluated at an 13-th root of unity $\alpha_{13}$. Therefore,

$$A_{1,1}B_{1,1} + A_{1,2}B_{2,1} = \frac{1}{13} \sum_{i=1}^{13} (\alpha_{13}^i) f_A(\alpha_{13}^i) \cdot f_B(\alpha_{13}^i)$$

$$A_{1,1}B_{1,2} + A_{1,2}B_{2,2} = \frac{1}{13} \sum_{i=1}^{13}(\alpha_{13}^i)^5 f_A(\alpha_{13}^i) \cdot f_B(\alpha_{13}^i)$$

$$A_{2,1}B_{1,1} + A_{2,2}B_{2,1} = \frac{1}{13} \sum_{i=1}^{13}(\alpha_{13}^i)^1 f_A(\alpha_{13}^i) \cdot f_B(\alpha_{13}^i)$$

$$A_{2,1}B_{1,2} + A_{2,2}B_{2,2} = \frac{1}{13} \sum_{i=1}^{13}(\alpha_{13}^i)^3 f_A(\alpha_{13}^i) \cdot f_B(\alpha_{13}^i)$$
We start with the assumption that addition and multiplication in $\mathbb{F}_q$ take constant time. We consider for simplicity that parameters $a$, $b$, and $c$ are divisible by 2. We describe below the complexities of each step:

1) Computing $f_A(\alpha_{13}^i)$ and $f_B(\alpha_{13}^i)$ requires $2ab$ and $2bc$ $\mathbb{F}_q$-operations, respectively. This translates to $26(ab+bc)$ $\mathbb{F}_q$-operations to compute the 13 evaluations.

2) The user sends $\frac{1}{d}(ab+bc)$ $\mathbb{F}_q$-elements to the servers.

3) The computational cost to perform the product $f_A(\alpha_{13}^i)f_B(\alpha_{13}^i)$ on each server is $\frac{ac(b-1)}{4}$.

4) Each server sends $\frac{ac}{d} F_q$-elements to the user.

5) The decoding step requires up to $\frac{13ac}{2} F_q$-operations to obtain each coefficient of interest. Since $3$ of those requires exactly $\frac{13ac}{2}$ and one requires $\frac{14ac}{2}$, then in total, we need $23ac F_q$-operations are required to retrieve the desired product $AB$.

Remark 1. If we consider the time to transmit one, add or multiply two elements in $\mathbb{F}_q$ is equal to $1$, the scheme presented can speedup computational time of multiplying matrices $A \in \mathbb{F}_q^{a \times b}$ and $B \in \mathbb{F}_q^{b \times c}$ if the dimensions of the matrices satisfy $a > \frac{234}{2160}bc$, $b > \frac{234}{2160}bc$, and $c > \frac{234}{2160}bc$ compared to local computation which requires $2abc - ac$ operations using the traditional matrix multiplication.

In Table I, we present a comparative summary for this example among the proposed method, GASP (which uses outer product partition), and the scheme shown in [11] (which inner product partition). For this comparison, we fixed the amount of $\mathbb{F}_q$-operations in each server by $\frac{ac(b-1)}{4}$; therefore, we shall assume parameters $a$, $b$, and $c$ are divisible by 4.

Remark 2. Since the evaluation points are powers of an $N$-th primitive root of unity, the appropriate size $q$ of the field should satisfy $N | (q-1)$. This condition ensures the existence of the multiplicative inverse of $N$ in $\mathbb{F}_q$ so that decodability is guaranteed.

III. PROPOSED SCHEME

This section is devoted to presenting the general construction of the proposed scheme. We perform the same technique as in Section II retrieving the $dt$ matrices $\sum_{i=1}^s A_{i,t}B_{i,j}$ from the polynomial $h(x) = f_A(x) \cdot f_B(x)$.

Choosing the Polynomials: As described in the introduction, the user partitions the matrices $A \in \mathbb{F}_q^{a \times b}$ and $B \in \mathbb{F}_q^{b \times c}$ as $A = [A_{i,j}]_{1 \leq i \leq s, 1 \leq j \leq d}$ and $B = [B_{i,j}]_{1 \leq i \leq s, 1 \leq j \leq d}$ with the purpose of getting the matrix multiplication expressed as

$$AB = \left[\sum_{i=1}^s A_{i,t}B_{i,j}\right]_{1 \leq i \leq s, 1 \leq j \leq d},$$

where $A_{i,j} \in \mathbb{F}_q^{a \times \frac{1}{2}}$ and $B_{i,j} \in \mathbb{F}_q^{b \times \frac{1}{2}}$. To obtain $T$-security $R_1, \ldots, R_T \in \mathbb{F}_q^{s \times \frac{1}{2}}$ and $S_1, \ldots, S_T \in \mathbb{F}_q^{s \times \frac{1}{2}}$ are chosen independently and uniformly at random. We then define $f_A \in \mathbb{F}_q^{s \times \frac{1}{2}}[x, x^{-1}]$ and $f_B \in \mathbb{F}_q^{s \times \frac{1}{2}}[x, x^{-1}]$ as the following polynomials

$$f_A(x) = \sum_{i=1}^s \sum_{j=1}^s A_{i,j}x^{(i-1)s+j-1} + \sum_{k=1}^T R_kx^{ts+k-1},$$

$$f_B(x) = \sum_{i=1}^s \sum_{j=1}^s B_{i,j}x^{(j-1)s+i-1} + \sum_{k=1}^T S_kx^{(s+1)t-1} - k+1.$$

Choosing the Field and Evaluation Points: Let $J \subset \mathbb{Z}$ be a finite set and $p(x) = \sum_{i \in J} A_{i} x^{s} \in \mathbb{F}_q^{m \times m}$. Define the support set of $p(x)$ to be

$$\text{supp}(p) = \{i \in J : M_i \neq 0\}.$$

To choose the evaluation points in $\mathbb{F}_q$, we need to look for the $N$-th primitive root of unity $\alpha_N$ that minimizes the set of exponents $\text{supp}(f_A) + \text{supp}(f_B) = \text{supp}(h)$ under the following conditions:

- $\{\alpha_N^i : i \in \text{supp}(f_A)\} = ts + T$
- $\{\alpha_N^i : i \in \text{supp}(f_B)\} = ds + T$
- $|J| = |\{\alpha_N^{(i-1)s+j-2} : 1 \leq i \leq t, 1 \leq j \leq d\}| = td$
- $\alpha_N \notin \mathbb{Z}$, for any power $z$ of polynomial $h(x)$ associated to coefficients $A_{i,k}B_{k,j}$ with $k_1 \neq k_2$, and any coefficient multiple of $R_k$ or $S_k$.

If $s = 1$, then a $N = ((d+1)(t+T)-1)$-th primitive root of unity satisfies the conditions. Otherwise, if $s > 1$, a $N = (dst + dT + ts - s + T)$-th primitive root of unity will do so.

Therefore, Remark 2 establishes the following condition on the size $q$ of the finite field $((d+1)(t+T)-1) | q$ if $s = 1$, or $(dst + dT + ts - s + T) | q$, otherwise.

IV. PROOF OF THEOREM 1

We break the proof into different Lemmas. We show that the proposed scheme is decodable, in Lemma 1, $T$-secure, in Lemma 2, and characterize their performance, in Lemma 3. These statements combined prove Theorem 1.

Lemma 1. Let $A \in \mathbb{F}_q^{a \times b}$, $B \in \mathbb{F}_q^{b \times c}$ be two matrices. Given positive integers $t, d, s$ and $T$ let $(t, d, s)$ be the partition parameters, meaning

$$A = [A_{i,j}]_{1 \leq i \leq s}, B = [B_{i,j}]_{1 \leq i \leq s}.$$
Then, $\sum_{k=1}^{s} A_{i,k}B_{k,j}$ can be decoded using $N$ servers, for $1 \leq i \leq t$ and $1 \leq j \leq d$.

**Proof.** Let $f_A(x) \in \mathbb{F}_q[x,x^{-1}]$ and $f_B(x) \in \mathbb{F}_q[x,x^{-1}]$ be polynomials defined by

$$f_A(x) = \sum_{i=1}^{s} \sum_{j=1}^{d} A_{i,j}x^{(i-1)s+j-1} + \sum_{k=1}^{T} R_kx^{ts+k-1},$$

$$f_B(x) = \sum_{i=1}^{s} \sum_{j=1}^{d} B_{i,j}x^{(1-j)(ts+t)+(1-i)} + \sum_{k=1}^{T} S_kx^{(-d)(ts+t)-k+1},$$

using the grid product partition for matrices $A$ and $B$, and uniformly distributed random $\mathbb{F}_q$-matrices $R_i, S_i$. Therefore, $h(x) = f_A(x) \cdot f_B(x)$ is a polynomial where the coefficient of degree $(i-1)s + (1-j)(ts + T)$ is $\sum_{\ell=1}^{T} A_{i,\ell}B_{\ell,j}$, for $1 \leq i \leq t$ and $1 \leq j \leq d$.

Let us suppose $s = 1$. Consider $\alpha_N$ to be an $N = ((d+1)(t+T)-1)$-th primitive root of unity. Since we want to retrieve $\sum_{i=1}^{T} A_{i,\ell}B_{\ell,j}$, for $1 \leq i \leq t$ and $1 \leq j \leq d$, we need to ensure that $\alpha_N^{(i-1)+(1-j)(ts+t)}$ is not equal to any $\alpha_N^{s}$, for any degree $z$ of polynomial $h(x)$ associated to coefficients containing $A_{i,j}S_k, R_kB_{1,j}$ and $R_{j,j}S_{j}$, for $i, j, k, j_1, j_2, k_1, k_2$ in their proper intervals with $k_1 \neq k_2$.

We explore all the cases here:

- **Case $A_{i,j}S_k$:** In this first case, we need to show that
  \[ \alpha_N^{(i-1)-(1-j)(ts+t)} \neq \alpha_N^{(i-1)-(1-j)(ts+t)-k+1}, \]
  for $1 \leq i_1, i_2 \leq t$, $1 \leq j \leq d$, and $1 \leq k \leq T$, which is equivalent to
  \[ (i_1 - i_2) + (d + 1 - j)(t + T) + k - 1 \equiv (i_1 - i_2) - j(t + T) + k - 1 \not\equiv 0 \mod N \]
  Since $-N = -(d+1)(t+T) + 1 < (i_1 - i_2) - j(t + T) + k - 1 < 0$, then Equation 3 holds true.

- **Case $R_kB_{1,j}$:** In this case, we want to ensure
  \[ \alpha_N^{(i-1)-(1-j)(t+T)} \neq \alpha_N^{(i-1)-(1-j)(t+T)-k+1}, \]
  for $1 \leq i \leq t$, $1 \leq j_1, j_2 \leq d$ and $1 \leq k \leq T$, which is equivalent to
  \[ t + k + (j_1 - j_2)(t + T) - i \not\equiv 0 \mod N \]

Since $0 < t + k + (j_1 - j_2)(t + T) - i \leq t + T + (j_1 - j_2)(t + T) - i \leq d(t + T) - i < (d+1)(t+T) - 1 = N$, then Equation 4 holds true.

- **Case $R_{j_1}S_{j_2}$:** For the last case, we need to show that
  \[ \alpha_N^{(i-1)-(1-j)(t+T)} \neq \alpha_N^{(k_1-k_2)+t-d(t+T)}, \]
  for $1 \leq i \leq t$, $1 \leq j \leq d$ and $1 \leq k_1, k_2 \leq T$, which is equivalent to
  \[ i - 1 + (d + 1 - j)(t + T) + t + k_2 - k_1 \equiv \equiv i - j(t + T) - t + k_2 - k_1 \not\equiv 0 \mod N \]
  Since $-N = -(d+1)(t+T) + 1 < i - j(t + T) - t + k_2 - k_1 < 0$, then Equation 5 holds true.

For the case where $s > 1$, we also need to consider all the cases $A_{i,k_1}B_{k_2,j}$, $A_{i,j}S_k, R_kB_{1,j}$ and $R_{j,j}S_{j_2}$, which follows analogously to the case $s = 1$.

Last steps assure $\alpha_N^s \notin \{\alpha_N^{(i-1)+(1-j)(t+T)} : 1 \leq i \leq t, 1 \leq j \leq d\}$, for any degree $z$ of polynomial $h(x)$ associated to coefficients $A_{i,k_1}B_{k_2,j}$ with $k_1 \neq k_2$, and any coefficient multiple of $R_k$ or $S_k$.

Using the fact that
\[
\sum_{i=1}^{N} (\alpha_N^s)^n = \begin{cases} 0, & \text{if } N \nmid s \\ N, & \text{if } N \mid s \end{cases}
\]
for any $N$-th primitive root of unity, we ensure
\[
\sum_{i=1}^{s} A_{i,\ell}B_{\ell,j} = \frac{1}{N} \sum_{i=1}^{N} (\alpha_N^i)^{\delta_{i,j}} f_A^i \cdot f_B^i, \]
where $\delta_{i,j} = -(i-1)s - (1-j)(ts + T)$.

Decodability is then obtained by repeating this process for every $1 \leq i \leq t$ and $1 \leq j \leq d$:
\[ AB = [\sum_{i=1}^{s} A_{i,\ell}B_{\ell,j}]_{1 \leq i \leq t, 1 \leq j \leq d}. \]

Next, we show that the proposed scheme is $T$-secure.

**Lemma 2.** The proposed scheme is $T$-secure.

**Proof.** Since $f_A(x)$ is independent from $B$ and $f_B(x)$ is independent from $A$, proving $T$-security is equivalent to showing that $I(A; f_A(\alpha_{i_1}),\ldots,f_A(\alpha_{i_T})) = 0$. We prove the claim for $f_A(x)$, since the proof for $f_B(x)$ is analogous.
As defined in Equation 2, $f_A(x)$ is expressed as

$$f_A(x) = \sum_{i=1}^{T} \sum_{j=1}^{s} A_{i,j} x^{(i-1)s+j-1} + \sum_{k=1}^{T} R_k x^{ts+k-1}.$$ 

Then,

$$I(A; f_A(\alpha_N^i), \ldots, f_A(\alpha_N^{sT})) = H(\sum_{j=1}^{T} \sum_{j=1}^{s} A_{i,j} x^{(i-1)s+j-1} + \sum_{k=1}^{T} R_k x^{ts+k-1})$$

$$\leq \sum_{j=1}^{T} H(f_A(\alpha_N^i)) - H(f_A(\alpha_N^i), \ldots, f_A(\alpha_N^{sT}))|A|$$

$$= \sum_{j=1}^{T} H(f_A(\alpha_N^i)) - H(f_A^{(T)}(\alpha_N^i), \ldots, f_A^{(T)}(\alpha_N^{sT})),$$

$$= T_{tab} \log(q) - H(f_A^{(T)}(\alpha_N^i), \ldots, f_A^{(T)}(\alpha_N^{sT}))$$

where $f_A^{(T)}(x) = \sum_{k=1}^{T} R_k x^{ts+k-1}$.

Since $\alpha_N$ is an $N$-th primitive root of unity, the evaluation points $\{\alpha_N^{i} : i \in T\}$ are all different, and the following matrix has full rank.

$$\begin{pmatrix}
R_1(\alpha_N^{ts}) & R_1(\alpha_N^{ts+1}) & \cdots & R_1(\alpha_N^{sT}) \\
R_2(\alpha_N^{1ts}) & R_2(\alpha_N^{1ts+1}) & \cdots & R_2(\alpha_N^{1sT+1}) \\
\vdots & \vdots & \ddots & \vdots \\
R_T(\alpha_N^{Ts(T-1)}) & R_T(\alpha_N^{T(ts+T-1)}) & \cdots & R_T(\alpha_N^{ts(T+T-1)})
\end{pmatrix}$$

This is because the set of $R_i$'s are linearly independent and the evaluation points are different which implies that $f_A^{(T)}(\alpha_N^i)$'s are uniformly distributed in the space of the matrices $M_{\frac{N}{2}} \times \frac{N}{2}(\mathbb{F}_q)$. Thus, $H(f_A^{(T)}(\alpha_N^i), \ldots, f_A^{(T)}(\alpha_N^{sT})) = \frac{T_{tab}}{nt} \log(q)$, and therefore, $I(A; f_A(\alpha_N^i), \ldots, f_A(\alpha_N^{sT})) = 0$. 

We now characterize the total communication rate.

**Lemma 3.** Proposed Scheme have total communication rate

$$R = \left( \frac{b}{ct} + \frac{b}{as} + \frac{1}{1d} \right)^{-1}.$$ 
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