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In the era of the rapid development of knowledge economy and science, all countries have thought highly of technical innovation and greatly increased the R&D input for it. However, the research on the impact of R&D input on technical innovation lacks specialized, cross-country, and cross-time investigations, and especially, the research on small countries such as South Asia and Southeast Asia where technical innovation is relatively backward. So, does R&D input in South Asia and Southeast Asia have an impact on technical innovation and to what extent? Let us analyze the panel data of 18 countries in South Asia and Southeast Asia from 2001 to 2018, use three methods of unit root test to test the stationarity of variables, adopt the Kao cointegration test to test a stable long-term relationship between the variables, and then, respectively, carry out the transnational regression analysis of the difference between patent applications, scientific journal articles, and the R&D input with multiple models. Finally, the heteroscedasticity robust fixed-effect model is found to be the most suitable for this study after the comparative analysis of multiple models. Through the fixed-effect intercepts of each country in the heteroscedasticity robust fixed-effect models, South Asian and Southeast Asian countries are divided into three levels, and each level lists a set of equations. So, the following conclusions are drawn: both R&D expenditure and manpower input in South Asia and Southeast Asia significantly promote technological innovation; the efficiency of both R&D expenditure and manpower input promoting technological innovation in South Asia and Southeast Asia is low and needs to be improved. These conclusions provide references for policymakers in some countries where technological innovation is relatively backward, especially in Cambodia, Lao PDR, Myanmar, Timor-Leste, Bangladesh, Bhutan, Maldives, and Nepal.

1. Introduction

In this time of the high-speed development of information technology and knowledge economy, technology innovation has increasingly become an engine of social development, a decisive factor for all countries to enhance their international competitiveness and the vital motive of the continuous economic growth of a country or a region. Both developed and developing countries are increasingly aware of the importance of technological innovation in various aspects of economic and social development, even some small countries in South Asia and Southeast Asia where innovation is relatively backward are no exception. Improving the level of technology input has become the only way for countries to enhance their national comprehensive strength. Moreover, research and development (R&D) is a major indicator to internationally measure the level of technology input, the innovation capacity, sustainable development potential, comprehensive technology strength, and competitiveness of a country or region in the world. Therefore, let us select the panel data of 18 countries in South Asia and Southeast Asia from 2001 to 2018 as the research sample to study the impact of R&D input on technology innovation, which is not only conducive to promoting the improvement of the technological level of South Asian and Southeast Asian countries and enhancing the comprehensive strength of each country, but also has great theoretical value and practical significance.

Griliches developed the framework of knowledge production functions, and its framework could be simply expressed as $R&D output = F(R&D input)$. Meanwhile, the production function of C-D type was expressed as
\[ R & D \text{ output} = c(R & D \text{ input})^\beta, \]
where \( c \) represented a constant term and \( \beta \) denoted the output elasticity of R&D input \([1]\). Subsequently, Jaffe extended the framework of Griliches’ knowledge production function, integrating the new economic knowledge pursued by enterprises into the production process, and the input variables included expenditure and manpower input for R&D \([2]\). Romer, a representative of endogenous growth theory, proposed that knowledge accumulation and knowledge spillover effect of production capacity could make knowledge the main cause of technological innovation and economic growth \([3]\). After that, Jones revised Romer’s knowledge production function and improved the theory and summarized Romer–Jones knowledge production function as \( \dot{A} = \delta L^{\lambda} A^{\phi} \). Among them, the term \( \dot{A} \) represented the knowledge production, \( L \) denoted the R&D manpower input, \( A \) stood for the stock of knowledge, and \( \delta \) was the synthesis of other external factors affecting knowledge production. The function showed that the production of new knowledge was the result of the joint action of the R&D manpower input and the external factors of knowledge production and the knowledge stock. Obviously, R&D expenditure investment belonged to the category of external influencing factor. According to this model, the scale of R&D input was a decisive factor for the production of new knowledge when the knowledge stock and the R&D manpower input were relatively constant \([4]\).

In view of the relationship between R&D input and technology innovation, most scholars believed that R&D input had a positive impact on innovation, while a few scholars held the opposite attitude. Scheele, the first to make a quantitative study on the two, used the number of patents as an indicator to evaluate innovation, analyzed the data of 448 large American enterprises by establishing a linear model of R&D input, sales, monopoly, and innovation, and empirically obtained that R&D input had a positive impact on innovation performance \([5]\). Subsequently, Pakes and Griliches analyzed the data of 448 large American enterprises and found a significant positive relationship between patent applications and R&D input \([6]\). Crepon et al. believed that R&D activities were divided into two processes, namely, input and output. Among them, R&D expenditure was selected as input factor, and sales of patents and new products were selected as output factors to measure the relationship between input and output, and then the results showed that there was a positive relationship between the two \([7]\). Nasierowski and Arcelus obtained a positive correlation between R&D innovation efficiency and R&D production capacity through the DEA method \([8]\). Pellegrino et al. classified R&D input into two categories, specifically R&D expenditures and personnel input, which were positively correlated with patent output \([9]\). Bogliacino and Pianta believed that R&D input intensity had a significant role in boosting the innovation output of the industry and also played a positive role in promoting profit growth \([10]\). Baumann and Kritikos believed that the benefits from innovation in microenterprises were basically similar to those in large companies and the boost brought by R&D input intensity to innovation in microenterprises was not much different from that in large companies \([11]\). Based on the analysis of Chinese regional innovation data in the past five years, Zhu et al. empirically tested that R&D input generally had a significant positive impact on regional innovation performance under the premise of infrastructure control \([12]\). Moreover, Jefferson et al. and Le et al. also believed that R&D input and innovation output were positively correlated \([13, 14]\).

However, a few scholars had concluded that R&D input did not always improve enterprise performance and uncertainty was an inherent characteristic of R&D activities, which could inhibit the promotion of R&D activities to innovation output \([15, 16]\). Compared with the high risk of returns, the probability of success of innovation activities was also relatively low, and the risk losses are likely to exceed returns. In the late 20th century, MOTOROLA invested in the iridium R&D project, which ended in failure and cost the company $5 billion \([17]\). This case became a typical representative of the failure of R&D activities. Hitt et al. believed that the input was negatively correlated with enterprise performance because the risk of R&D input was too high, so the enterprises with good business performance had little risk and were unwilling to take risks in R&D activities \([18]\). Shi confirmed through research that R&D input would increase the risk and premium level of bonds, worsen the bond rating, damage the interests of creditors, and reduce the refinancing opportunities of the company \([19]\). In order to further verify the relationship between the two, Bin and Koellinger had obtained similar results by collecting data from different industries \([20, 21]\). For the traditional manufacturing and information technology industry, Lu and Wang used the data of 99 listed companies in the manufacturing and information technology industry from 2005 to 2008 to empirically analyze that R&D input harms corporate performance \([22]\). For the traditional manufacturing industry, Qu and Lu adopted the parametric stochastic frontier analysis method to study and found that the internal expenditures of R&D funds had a certain negative impact on the traditional manufacturing industry due to the unreasonable structure \([23]\). In a word, there are few studies on the negative inhibition effect.

To sum up, according to the theory of knowledge production function, most of the empirical research literature had illustrated the impact of R&D input on technological innovation from various aspects, which had both positive promotion relationships and negative inhibition impact. But there are relatively fewer studies that have negative inhibitory effects. So there were two key points of disagreement among existing research conclusions. One was that scholars had different opinions on index selection, evaluation method, function mode, and performance size in empirical research. Secondly, in different periods, different industries, and different countries or regions, the impact of R&D input on technological innovation showed different characteristics. So, there was still a gap in existing studies, namely, the lack of cross-border and cross-time studies on the macro data at the national level, especially the studies of some small countries in South Asia and Southeast Asia. Furthermore, does R&D input in these small countries have an impact on technological innovation and to what extent? Let us analyze the panel data of 18 countries in South and Southeast Asia from 2001 to 2018, estimate multiple models and select the
best model for the relationship between R&D investment and technological innovation, so as to supplement the existing research, provide basic research for other countries to deepen technology cooperation with South and Southeast Asian countries, provide some enlightenment for the analysis of relevant technology policies, and provide a reference for policymakers in some countries where technological innovation is relatively backward, especially in Cambodia, Lao PDR, Myanmar, Timor-Leste, Bangladesh, Bhutan, Maldives, and Nepal.

2. Model Design

2.1. Variables and Data. Patent applications and scientific journal articles are regarded as dependent variables in this paper. Although the academic community has not reached a consensus on the quantitative indicators of technology innovation, most scholars measure the innovation outputs from the perspectives of patents and scientific journal articles, such as Chen et al. and Wang and Huang [24, 25]. Patents are particularly important because they are a kind of means for innovators to exchange knowledge and create economic value in the market [26]. So, Fritsoh and Franlce and Buesa et al. had emphasized that patents were a useful quantitative indicator of technology innovation [27, 28]. In fact, not all innovations are submitted as patents or other forms of technological achievements, and there are many other ways to transform knowledge into market value [29, 30]. The number of scientific journal articles is one of the main indicators to measure the performance of knowledge creation and is also the main channel for research institutions and universities to provide local actors with technical outputs because it reflects the quality of technological activities in the region [31, 32].

R&D expenditure investment and R&D manpower input are taken as independent variables in this paper. R&D expenditure investment is the primary factor influencing technological innovation and transformation, reflecting the R&D scale of a region, as well as the basic innovation capacity and potential technological output capacity of a region [33, 34]. So, Yoo had also emphasized that R&D expenditure investment was a useful quantitative indicator of R&D input [35, 36]. However, the use of a single variable to measure R&D input is flawed, and it is easy to affect the empirical results due to the error of variable selection [37]. Moreover, the R&D manpower input also represents the R&D scale of the region and also reflects the technical innovation capacity and output capacity [38]. Higher technological innovation ability can also promote R&D expenditure investment to a certain extent [39]. Therefore, more existing studies have quantified the level of R&D input through the R&D expenditure and manpower input [40].

The control variables are selected from the following three aspects in this paper. Firstly, foreign direct investment partly reflects the economic openness level of a country [41, 42]. The level of economic openness has no direct impact on R&D input, but it can increase the technological output of a region by improving the efficiency of R&D input and independent innovation capabilities [43, 44]. Secondly, government education expenditure provides the accumulation of knowledge for national scientific development and innovation and trains the talents needed [45, 46]. Thirdly, regional innovation ability is affected by the regional economic development level to a certain extent, so the imbalance of each regional economic development level also determines the regional differences in technological innovation [47]. And GDP per capita is an important indicator of the macroeconomic performance of a country or region [48]. In short, it is necessary to regard the above three aspects as control variables in this paper. Table 1 shows the settings and descriptions of all the above variables.

The data in this paper are the panel data of all countries in South Asia and Southeast Asia from 2001 to 2018. The main data source is the relevant statistics released on Global Innovation Index 2018 and the official website of the World Bank. With the help of Stata 15.1 and EViews 8 analysis software, the estimation and analysis of multiple models including the mixed least square model, the random-effect model, the fixed-effect model, and the heteroscedasticity robust fixed-effect model are carried out. The missing data is obtained by trend extrapolation and multiple imputations and all variables adopt the winsorization method to conduct 1% double-tail reduction processing to eliminate the influence of extreme values on modeling analysis. As the cycle of technology innovation is generally long, the time is divided into six stages (2001–2003, 2004–2006, 2007–2009, 2010–2012, 2013–2015, and 2016–2018). Correspondingly, the time is 1–6. The variables at each stage are averaged.

2.2. Theoretical Analysis and Basic Models. C-D knowledge production function is a vital theoretical model to study knowledge production, technological innovation, and its determinants [49]. In order to get the relationship between R&D input and technological innovation in South and Southeast Asian countries, we introduce R&D expenditure investment and manpower input into a typical C-D knowledge production function:

\[
\frac{\text{sj}}{\text{A}} = A \times \text{rei} \times \text{rm} \times \text{m},
\]

\[
\frac{\text{pat}}{\text{B}} = B \times \text{rei} \times \text{rm} \times \text{m},
\]

where \(a_1, \beta_1\) and \(a_2, \beta_2\) are the output elasticity of R&D expenditure investment and manpower input, respectively. In addition, A and B are both technological innovation efficiency, which are usually constant terms.

For reducing heteroscedasticity and increasing explanatory power of results, all variables are processed with log transformation to obtain the following model:

\[
\ln \text{sj}_t = \ln A + a_1 \times \ln \text{rei}_t + a_2 \times \ln \text{rm} + \omega_t,
\]

\[
\ln \text{pat}_t = \ln B + \beta_1 \times \ln \text{rei}_t + \beta_2 \times \ln \text{rm} + \phi_t,
\]

where \(\ln \text{sj}\) means logarithm of the scientific journal articles, \(\ln \text{pat}\) denotes logarithm of the patent applications, \(\ln \text{rei}\) means logarithm of the R&D expenditure investment, \(\ln \text{rm}\) denotes logarithm of the R&D manpower input, and \(\omega_t\) and \(\phi_t\) are both random error terms.
2.2.1. Mixed Least Square Models.

\[ \text{Insja}_{it} = \alpha_0 + \alpha_1 \times \lnrei_{it} + \alpha_2 \times \lnrmi_{it} + \alpha_3 \times \lnfdi_{it} \]
\[ + \alpha_4 \times \lnedu_{it} + \alpha_5 \times \lngd_{it} + \lambda_{it}, \quad (4) \]

\[ \text{Inpat}_{jt} = \beta_0 + \beta_1 \times \lnrei_{jt} + \beta_2 \times \lnrmi_{jt} + \beta_3 \times \lnfdi_{jt} \]
\[ + \beta_4 \times \lnedu_{jt} + \beta_5 \times \lngd_{jt} + \eta_{jt}. \quad (5) \]

2.2.2. Fixed-Effect Models.

\[ \text{Insja}_{it} = \gamma_i + \alpha_1 \times \lnrei_{it} + \alpha_2 \times \lnrmi_{it} + \alpha_3 \times \lnfdi_{it} \]
\[ + \alpha_4 \times \lnedu_{it} + \alpha_5 \times \lngd_{it} + \lambda_{it}, \quad (6) \]

\[ \text{Inpat}_{jt} = \nu_j + \beta_1 \times \lnrei_{jt} + \beta_2 \times \lnrmi_{jt} + \beta_3 \times \lnfdi_{jt} \]
\[ + \beta_4 \times \lnedu_{jt} + \beta_5 \times \lngd_{jt} + \eta_{jt}. \quad (7) \]

2.2.3. Random-Effect Models.

\[ \text{Insja}_{it} = \gamma_i + \alpha_1 \times \lnrei_{it} + \alpha_2 \times \lnrmi_{it} + \alpha_3 \times \lnfdi_{it} \]
\[ + \alpha_4 \times \lnedu_{it} + \alpha_5 \times \lngd_{it} + \lambda_{it} + \epsilon_{it}, \quad (8) \]

\[ \text{Inpat}_{jt} = \nu_j + \beta_1 \times \lnrei_{jt} + \beta_2 \times \lnrmi_{jt} + \beta_3 \times \lnfdi_{jt} \]
\[ + \beta_4 \times \lnedu_{jt} + \beta_5 \times \lngd_{jt} + \eta_{jt} + \mu_{jt}. \quad (9) \]

Based on the previous empirical literature and data availability, three control variables are added to equations (2) and (3), and then three econometric models are considered in this paper, namely, mixed least square models, fixed-effect models, and random-effect models. The specific models are as follows.

### Table 1: Variable settings and descriptions.

| Variable name          | Variable index | Description                                                                 |
|------------------------|----------------|----------------------------------------------------------------------------|
| Scientific journal articles | sja            | The number of scientific and engineering articles published in the fields of physics, biology, chemistry, mathematics, clinical medicine, biomedical research, engineering and technology, Earth and space science, etc. |
| Patent applications    | pat            | The number of patent applications filed through the Patent Cooperation Treaty or with the National Patent Office |
| R&D expenditure        | rei            | The total domestic R&D expenditure as a percentage of GDP, including capital and recurrent expenditures of business, government, higher education, and private nonprofit institutions |
| R&D manpower input     | rmi            | The number of scientific researchers engaged in research and improvement or development of software for concepts, theories, models, technologies, instruments, and operating methods, expressed as per million |
| Foreign direct investment | fdi            | The proportion of net inflow of foreign direct investment in GDP |
| Government education expenditure | edu | The proportion of government education expenditure in GDP |
| GDP per capita         | gdp            | GDP divided by mid-year population in each country |

where lnfdi means logarithm of the foreign direct investment, lnedu denotes logarithm of the government education expenditure, lngdp represents logarithm of the GDP per capita, \( i \) and \( j \) both mean the countries, \( t \) is the period, \( \alpha \) and \( \beta \) are both the regression coefficients, \( \gamma_i, \nu_j (i, j = 1, \ldots, 18) \) represent the unknown intercepts for each country (18 country-specific intercepts), \( \lambda_{it}, \eta_{jt} (i, j = 1, \ldots, 18; t = 1, \ldots, 6) \) represent the between-entity error, and \( \epsilon_{it}, \mu_{jt} (i, j = 1, \ldots, 18; t = 1, \ldots, 6) \) denote the within-entity error.

Finally, using the robust standard deviation of clustering to estimate the standard deviation, we get the heteroscedasticity robust fixed-effect model. The so-called cluster is a cluster of all the observations in each country at different times. The observations in the same cluster allow for correlation; the observed values from different clusters are not correlated.

### 3. Model Testing and Discussion

#### 3.1. Unit Root Test and Cointegration Test.

Considering that sometimes some economic data of time series themselves may not be directly related, often also show a common trend of change and appear the phenomenon of false regression, it is necessary to conduct the stationarity test on the panel data before the regression analysis, so as to avoid the problem of false regression and ensure the stationarity of the data. It is found that all of the eight variables show a time trend by drawing. Therefore, the model with the time trend is used to test the unit root of the eight variables, while the first difference variable has no time trend. The model without time trend is used to test the unit root. Let us use three methods to enhance the reliability of the research results, namely, the LLC test, the ADF test, and the PP test. The test results are shown in Table 2.

From the data in Table 2, it can be seen that in the case of the original value test, except that lnrei and lnrmi tests all passed the 1% significance level test, other variables failed; that is, there is a unit root. The \( p \) values corresponding to all the statistics in the first-order difference sequence are all less than 1%, indicating that all variables are stationary after the
first-order difference sequence; that is, all variables are first-order integrals.

In order to further test whether there is a stable long-term relationship between the variables, we use the Kao test method based on the two-step test of Engle and Granger to test the cointegration. In the first stage of the Kao test, the regression equation is set as that each individual section has a different intercept term and the same trend term, and then all trend coefficients are set to 0. In the second stage, based on the DF test and ADF test, the residual sequence obtained in the first stage is tested for stability. The test results are shown in Table 3. If the ρ value is less than 1%, it means that the original assumption of rejecting the Kao test “there is no cointegration relationship,” that is, there is a stable long-term equilibrium relationship between variables. Therefore, the model established in this paper is correct and regression estimation can be conducted using panel data.

3.2. Transnational Regression of R&D Input and Scientific Journal Articles. According to basic models (4), (6), and (8), we make the regression analysis on the panel data of South Asian and Southeast Asian countries. Table 4 lists the regression results of R&D input and the number of scientific journal articles.

Since the growth cycle of the number of scientific journal articles is generally long, R&D input is related to long-term innovation, and the precise time model between R&D input and scientific journal articles is not determined completely according to the annual data. Therefore, let us consider the influence of R&D input on scientific journal articles in a suitable period of time and then set the time period as 3 years. The explanatory variable is the mean number of scientific journal articles in each period, and the other variables are also the mean values of each period. Moreover, the following system has four models, where model I is the mixed least square model, model II is the random-effect model, model III is the fixed-effect model, and model IV is the heteroscedasticity robust fixed-effect model. The weight of each country in the estimation process is the same but different standard error and time error correlations are allowed for each time period.

Compared with model I, model III is more suitable for this study. Model I does not consider the panel and time dimension when processing data. The main reason for extending the data to a panel data structure is to increase the amount of information in the sample. Although the main evidence comes from cross-sectional variations (between countries or regions), the time series dimension (within countries or regions) provides additional information. Within countries, this information is very useful for the explanatory variable in this paper because R&D input changes dramatically over time. In order to be scientific and rigorous, we first test model III with F-test to determine whether to use model I or model III before selecting the model, and then the Hausman test of model II is used to determine whether the following part should select model II or model III. The significance ρ value of the F-test shows that ρ < 0.0001 < 0.05, so it can be seen that model I is rejected and model III is selected for analysis. Moreover, the significance ρ value of the Hausman test shows that ρ = 0.0194 < 0.05, suggesting that model II is rejected and model III is selected for analysis. In summary, model III is selected after comprehensive consideration. Considering the problem of heteroscedasticity, the heteroscedasticity robust estimation is carried out for model III, and then model IV is obtained. The comparison between model III and model IV shows that the estimated coefficients of the two models are equal but the ρ value of the coefficient of model IV after the heteroscedasticity robust treatment is generally larger than that of model III. And the number of * sign of lnrei is reduced from 3 to 2; that is, the explanatory variable becomes less explanatory to the explained variable. Moreover, the adjusted R² value increases from 0.788 to 0.823, indicating that the overall fitting degree of the equation of model IV is higher. Therefore, model IV makes a more accurate estimate of R&D input and scientific journal articles in this paper.

According to the regression coefficient and ρ value (α₁ = 2.139, ρ < 0.05) corresponding to lnrei, it means that lnspa increases by 2.139 units for each unit of lnrei but its changing degree is small, that is to say, R&D input has a little impact on the number of scientific journal articles. Moreover, the ** sign shows that lnrei is significantly related to

| Variables | Original value (time trend) | First differences (no time trend) |
|-----------|----------------------------|---------------------------------|
|           | LLC test                   | ADF test                        | PP test |
|           |                            |                                 |         |
| lnsja     | -24.717***                 | 51.671**                        | 83.433*** |
| lnpat     | -8.818***                  | 50.829*                         | 95.098*** |
| lnrei     | -42.601***                 | 63.174***                       | 98.324*** |
| lnrdm     | -26.270***                 | 71.882***                       | 101.403*** |
| lnfdi     | -14.805***                 | 44.254                          | 82.323*** |
| lnrnud    | -3.578***                  | 16.831                          | 23.617   |
| lnrngd    | -16.775***                 | 39.923                          | 71.300*** |

* p < 0.1; ** p < 0.05; *** p < 0.01.

| Variables | LLC test | ADF test | PP test |
|-----------|----------|----------|---------|
| lnsja     |          |          |         |
| lnpat     |          |          |         |
| lnrei     |          |          |         |
| lnrdm     |          |          |         |
| lnfdi     |          |          |         |
| lnrnud    |          |          |         |
| lnrngd    |          |          |         |

| t-statistic | p value |
|-------------|---------|
| ADF (lnsja) | -2.924390 | 0.0017 |
| ADF (lnpat) | -3.022997 | 0.0013 |

ADF (lnsja) and ADF (lnpat), respectively, represent the cointegration test of lnsja and lnpat with explanatory variables and control variables.
Insja within the set confidence interval. Through lnrmi corresponding regression coefficients and the p value ($\alpha = 1.098, p < 0.01$), we can know that the coefficient is positive, which means that Insja increases by 1.098 units for every 1 unit of lnrmi in the case of other conditions unchanged. But its changing degree is smaller than that of lnrei; that is, the impact of R&D manpower input on scientific journal articles is less than that of R&D expenditure investment. Moreover, the *** sign means that lnrmi within the set confidence interval is very significantly correlated with Insja. By adding two explanatory variables into the model, it can be concluded that the effect of R&D input on scientific journal articles cannot be considered from a single variable and that both R&D expenditure and manpower input can increase the number of scientific journal articles, so as to contribute to national technology innovation.

In the control variables, the coefficient margins of lngdp and lngdpt are significantly positive, which can positively promote the publication of scientific journal articles. However, the coefficient of lnfdi is extremely negative, which will inhibit the production of scientific journal articles. With the increase of foreign investment in most south and southeast Asian countries except Singapore, a large amount of funds are used to purchase the readily available and relatively backward foreign technological achievements. As a result, local innovation subjects in many countries lack energy and funds to engage in innovation activities, which weakens the independent innovation ability of local innovation subjects and reduces the correlation between R&D expenditure and technological innovation. As mentioned above, this is consistent with the negative correlation between foreign investment and the realization of technological innovation when foreign investment is taken as the control variable in this paper.

Through the fixed-effect intercept of each country in the model IV, we can know the specific equation of the relationship between R&D input and scientific journal articles in each country from Table 5, such as the equation of Singapore, Philippines, and Myanmar:

$$Ins_{\text{Singapore}} = 3.37946 + 2.139 \times \lnrei,$$

$$+ 1.098 \times \lnrmi, - 0.057 \times \lnfdi,$$

$$+ 0.169 \times \lnedu, + 0.387 \times \lnlngd, + \lambda_i,$$

(10)

$$Ins_{\text{Philippines}} = 0.13289 + 2.139 \times \lnrei,$$

$$+ 1.098 \times \lnrmi, - 0.057 \times \lnfdi,$$

$$+ 0.169 \times \lnedu, + 0.387 \times \lnlngd, + \lambda_i,$$

(11)

$$Ins_{\text{Myanmar}} = -2.07867 + 2.139 \times \lnrei,$$

$$+ 1.098 \times \lnrmi, - 0.057 \times \lnfdi,$$

$$+ 0.169 \times \lnedu, + 0.387 \times \lnlngd, + \lambda_i,$$

(12)

where $\lambda_i = -39.09$.

Table 5 shows the fixed-effect intercepts of each country in model IV, indicating that South and Southeast Asian countries have significant differences in scientific journal articles. From a horizontal perspective, India, Malaysia, Singapore, and Thailand have the largest number of scientific journal articles in South Asian and Southeast Asian countries, followed by Pakistan, Indonesia, Vietnam, Sri Lanka, Philippines, Bangladesh, and Brunei. The number of scientific journal articles in Cambodia, Lao PDR, Myanmar, Nepal, Bhutan, Timor-Leste, and Maldives is lagging behind, which further shows that these countries need to increase R&D expenditure investment and manpower input reasonably to improve the level of technological innovation.

3.3. Transnational Regression of R&D Input and Patent Applications. According to the basic model (5), (7), and (9), we make the regression analysis on the panel data of South Asian and Southeast Asian countries. Table 6 lists the regression results of R&D input and patent application.

As the growth cycle of patent applications quantity is generally long, R&D input is related to long-term technology innovation, and the precise time model between R&D input and patent applications is not determined completely according to the annual data. Therefore, let us consider the effect of R&D input on patent applications in a moderately long period of time and then set the time period as 3 years. The explanatory variable is the mean number of patent applications in each period and the other variables are also the mean values of each period. Moreover, the following system has five models, where model V is the mixed least square model, model VI is the random-effect model, model

| Variables | Model I | Model II | Model III | Model IV |
|-----------|---------|----------|-----------|----------|
| lnrei     | 0.703*** (6.93) | 0.900*** (7.69) | 2.139*** (5.01) | 2.139*** (2.39) |
| lnrmi     | 0.491*** (3.71) | 0.907*** (5.54) | 1.098*** (5.26) | 1.098*** (3.03) |
| lnfdi     | −0.005 (−0.16) | −0.015 (−0.69) | 0.057** (−2.28) | −0.057** (−3.21) |
| lnedu     | 0.181 (1.59) | 0.163 (2.63) | 0.169** (2.60) | 0.169* (1.69) |
| lngdp     | 0.628*** (7.95) | 0.561 (6.26) | 0.387*** (3.40) | 0.387* (1.74) |
| _cons (intercept) | −12.74*** (−7.45) | −18.74*** (−7.42) | −39.09*** (−5.95) | −39.09*** (−2.74) |
| $R^2$     | 0.9418 | 0.8518 | 0.8317 | 0.8317 |
| Adjusted $R^2$ | 0.939 | 0.845 | 0.788 | 0.823 |
| $F$ values | 357.51*** | 117.23*** | 115.35*** | 84.00*** |

The values in parentheses are the standard deviation of the coefficient estimation. * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$.
VII is the fixed-effect model, and both model VIII and model IX are the heteroscedasticity robust fixed-effect models. The weight of each country in the estimation process is the same but different standard error and time error correlations are considered from a single variable and both R&D expenditure and manpower input can increase patent application quantity. Moreover, the impact on patent applications quantity. Moreover, the *** sign shows that lnrei is very significantly related to lnpat within the set confidence interval. Through lnrmi corresponding regression coefficients and the p value ($\beta_2 = 0.86$, $p < 0.01$), we can know that the coefficient is positive, which means that lnpat increases by 0.86 units for each unit of lnrei in the case of other conditions unchanged. But its changing degree is smaller than that of lnrei; that is, the impact of R&D manpower input on patent application quantity is less than that of R&D expenditure investment. Moreover, the *** sign means that lnrmi within the set confidence interval is also very significantly correlated with lnpat. By adding two explanatory variables into the model, it can be concluded that the impact of R&D input on patent applications cannot be considered from a single variable and both R&D expenditure and manpower input can increase patent application quantity, so as to promote national innovation.

Through the fixed-effect intercept of each country in model IX, we can know the specific equation of the relationship between R&D input and patent applications in each country from Table 7, such as the equation of Singapore, Philippines, and Myanmar:

For model IX: $\text{lnpat}_{\text{Singapore}} = 1.65928 + 1.241 \times \text{lnrei}_t + 0.86 \times \text{lnrmi}_t + 0.135 \times \text{lnedut}_t - \eta_t$,  

(13)

For model VIII: $\text{lnpat}_{\text{Philippines}} = 0.7860 + 1.241 \times \text{lnrei}_t + 0.86 \times \text{lnrmi}_t + 0.135 \times \text{lnedut}_t - \eta_t$,  

(14)

For model VII: $\text{lnpat}_{\text{Myanmar}} = -3.1008 + 1.241 \times \text{lnrei}_t + 0.86 \times \text{lnrmi}_t + 0.135 \times \text{lnedut}_t - \eta_t$,  

(15)

where $\eta_t = -23.34$.

### Table 5: The fixed-effect intercepts of each country in model IV.

| Country     | Intercept     | Country     | Intercept     | Country     | Intercept     |
|-------------|---------------|-------------|---------------|-------------|---------------|
| India       | 4.54196       | Vietnam     | 0.90077       | Lao PDR     | -1.94523     |
| Malaysia    | 4.33915       | Sri Lanka   | 0.43807       | Myanmar     | -2.07867     |
| Singapore   | 3.37946       | Philippines | 0.13289       | Nepal       | -2.29419     |
| Thailand    | 3.20740       | Bangladesh  | -0.35921      | Bhutan      | -2.68533     |
| Pakistan    | 1.87514       | Brunei      | -0.54005      | Timor-Leste | -4.39069     |
| Indonesia   | 1.84323       | Cambodia    | -1.93539      | Maldives    | -4.42933     |

### Table 6: The regression results of R&D input and patent applications.

| Variables | Model V | Model VI | Model VII | Model VIII | Model IX |
|-----------|---------|----------|-----------|------------|----------|
| lnrei     | 1.023*** (7.09) | 1.015*** (8.00) | 1.277*** (3.1) | 1.277*** (3.55) | 1.241*** (4.11) |
| lnrmi     | 1.315*** (6.85) | 1.062*** (6.27) | 0.842*** (4.18) | 0.842*** (2.79) | 0.860*** (3.70) |
| lnfdi     | -0.061 (1.59) | -0.037* (1.72) | -0.031 (-1.29) | -0.031 (-1.26) | —         |
| lnedu     | 0.318* (2.20) | 0.117* (1.91) | 0.113* (1.80) | 0.113* (1.58) | 0.135* (2.06) |
| lngdp     | 0.292*** (2.31) | 0.144 (1.58) | 0.070 (0.64) | 0.070 (0.44) | —         |
| _cons     | -25.17*** (-8.86) | -21.81*** (-8.17) | -23.90*** (-3.77) | -23.90*** (-3.66) | -23.34*** (-4.85) |

$R^2$: 0.9253, Adjusted $R^2$: 0.922, $F$ values: 119.08***, 57.12***, 27.13***, 16.25***, 15.26***

The values in parentheses are the standard deviation of the coefficient estimation. * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$. 

As mentioned above, for the sake of scientificity and rigor, the $F$ test of model VII is conducted first before selecting the model, and then the Hausman test of model VI is conducted to determine whether the following model should be model V, model VI, or model VII. Therefore, the significance $p$ value of the $F$ test shows that $p < 0.0001 < 0.05$, so it can be seen that model VII is selected for analysis. Moreover, the significance $p$ value of the Hausman test shows that $p = 0.0207 < 0.05$, suggesting that model VII is also selected for analysis. In a word, model VII is selected after comprehensive consideration. Compared with model V and model VI in this paper, model VII is the most suitable for this study. Considering the problem of heteroscedasticity, the heteroscedasticity robust estimation is carried out for model VII and model VIII is obtained. The comparison between model VII and model VIII shows that the coefficient values estimated by the two models are equal but the $p$ value of the coefficient of model VIII after the heteroscedasticity robust treatment is larger than that of model VII. Moreover, the adjusted $R^2$ value of the two models increases from 0.515 to 0.596, indicating that the overall fitting degree of the equation of model VIII is higher. Therefore, model VIII makes a more accurate estimate of R&D input and patent applications in this paper.

Because lnfdi and lngdp of the control variables in model VIII have no significant effect on patent applications ($p > 0.1$), we get model IX after eliminating these two variables. And model IX is still the heteroscedasticity robust fixed-effect model. According to the regression coefficient and $p$ value ($\beta_1 = 1.241$, $p < 0.01$) corresponding to lnrei, it means that lnpat increases by 1.241 units for each unit of lnrei but its changing degree is small; that is to say, R&D input has little impact on patent applications quantity. Moreover, the *** sign shows that lnrei is very significantly related to lnpat within the set confidence interval. Through lnrmi corresponding regression coefficients and the $p$ value ($\beta_2 = 0.86$, $p < 0.01$), we can know that the coefficient is positive, which means that lnpat increases by 0.86 units for each unit of lnrmi in the case of other conditions unchanged. But its changing degree is smaller than that of lnrei; that is, the impact of R&D manpower input on patent application quantity is less than that of R&D expenditure investment. Moreover, the *** sign means that lnrmi within the set confidence interval is also very significantly correlated with lnpat. By adding two explanatory variables into the model, it can be concluded that the impact of R&D input on patent applications cannot be considered from a single variable and both R&D expenditure and manpower input can increase patent application quantity, so as to promote national innovation.
To ensure the smooth development of R&D activities and encourage researchers to improve their own strength in the hope of publishing more high-quality scientific articles and patents.

### 4. Model Result Analysis

#### 4.1. R&D Input in South Asia and Southeast Asia Significantly Promotes Technological Innovation

Based on the regression analysis above, we find that both R&D expenditure and manpower input in 18 countries are significantly positively correlated with the number of scientific journal articles and patent applications, so R&D input significantly promotes technology innovation. The reasons may be as follows. Firstly, with the rapid development of science in South and Southeast Asia, the complexity and uncertainty of technology innovation increase, and the difficulty of advancing the development of frontier science increases. In this context, R&D input in various countries can reduce the R&D cost and risk and promote the motivation of innovation for some R&D institutions, especially in Cambodia, Lao PDR, Myanmar, Timor-Leste, Bangladesh, Bhutan, Maldives, and Nepal. Secondly, R&D expenditure investment provides more financial support for the innovation output of South Asian and Southeast Asian countries. And it can attract more funds into the field of scientific research and expand the scale of scientific research expenditures, either directly by promoting enterprises to increase their own investment in technology, or indirectly by guiding financial institutions to make loans, especially in Singapore, India, Malaysia, Indonesia, and Thailand. These methods promote technology introduction and equipment upgrading, providing more favorable material conditions for R&D activities. Thirdly, from the perspective of the long-term development needs of enterprises and related institutions, they need to increase the R&D manpower input. And R&D manpower input also provides sufficient manpower support for the innovation output of South Asian and Southeast Asian countries to ensure the smooth development of R&D activities.

#### 4.2. Efficiency of R&D Input Promoting Technology Innovation Is Low and Needs to Be Improved

The regression analysis above indicates that the positive effect of R&D expenditure and manpower input on the number of scientific journal articles and patent applications is both a little weak within the established confidence interval, among which the positive impact of R&D manpower input is generally weaker than that of expenditure investment. So, we think that the effect of R&D expenditure and manpower input on promoting innovation is not obvious and the using efficiency of R&D input is low. In particular, the using efficiency of the R&D manpower input in South Asia and Southeast Asia has more needs to be improved.

The reasons may be as follows. (a) The unreasonable R&D expenditure structure: In the high-speed stage of economic development, many countries in South Asia and Southeast Asia prefer to invest in applied research and enterprise product development with strong competitiveness and higher returns, so that they cannot guarantee sufficient investment in basic research. It will lead to the brain drain, the lack of enthusiasm for innovation, and the difficulty in national innovation. (b) The inappropriate R&D expenditure investment scale: At present, most of the national innovation systems of many countries in South Asia and Southeast Asia are still in the initial stage and the achievements of technological innovation are highly sensitive to the scale of the R&D expenditure investment. So, the scale of the R&D expenditure investment is not large enough, which will limit the process of innovation to some extent. This is especially true in countries where technological innovation is more backward, such as in Cambodia, Lao PDR, Myanmar, Timor-Leste, Bangladesh, Bhutan, Maldives, Nepal, and so on. (c) The long-term and post-economic problems of the R&D manpower input: On the one side, the R&D manpower input needs the transformation of knowledge and the time to carry out the activities of technological innovation, which makes the enterprises and institutions that pay attention to the current benefits less willing to invest human capital. On the other side, due to the ownership of human capital and the mobility of human resources, enterprises and social institutions are not willing to invest a lot of manpower. (d) The "quality" and "quantity" problems of the R&D manpower input: Nowadays, the evaluation index of scientific researchers in South Asia and

### Table 7: The fixed-effect intercepts of each country in model IX.

| Country      | Intercept | Country      | Intercept | Country      | Intercept |
|--------------|-----------|--------------|-----------|--------------|-----------|
| Singapore    | 1.65928   | Philippines  | 0.78600   | Bhutan       | –0.75375  |
| India        | 1.50356   | Brunei       | 0.39971   | Maldives     | –0.77819  |
| Malaysia     | 1.32618   | Sri Lanka    | 0.16256   | Bangladesh   | –0.85570  |
| Indonesia    | 1.20668   | Pakistan     | –0.05891  | Cambodia     | –1.15125  |
| Thailand     | 1.14805   | Nepal        | –0.20206  | Lao PDR      | –1.94089  |
| Vietnam      | 1.06440   | Timor-Leste  | –0.41490  | Myanmar      | –3.10078  |
Southeast Asia is more focused on academic achievements, which brings about the lack of motivation for scientific researchers to industrialize and market their achievements. Universities and research institutes have a weak connection with the industry and their research achievements are out of step with the market demand. Although there are more and more technological personnel in South Asia and Southeast Asia, there is still a shortage of high-level innovative talents who can truly make technological breakthroughs.

4.3. South Asian and Southeast Asian Countries Are Divided into Three Levels according to the Fixed-Effect Intercepts of Each Country. Comprehensively considering the fixed-effect intercepts of each country in the heteroscedasticity robust fixed-effect models of scientific journal articles and patent applications, South Asian and Southeast Asian countries can be roughly divided into three levels in terms of technological innovation. Countries with higher technological innovation levels are Singapore, India, Malaysia, and Thailand; the countries with a medium level of technological innovation are Indonesia, Vietnam, Philippines, Brunei, Sri Lanka, and Pakistan; and the countries with a low level of technological innovation are Cambodia, Lao PDR, Myanmar, Timor-Leste, Bangladesh, Bhutan, Maldives, and Nepal. Through the equations (10) and (13), the equation of the relationship between R&D investment and technological innovation in Singapore is obtained, which provides some inspiration and helps in the optimization of R&D input in developed countries. Through the equations (11) and (14), the equation of the relationship between R&D input and technological innovation in Philippines is obtained, which provides a reference for developing countries to formulate technology policies. Through the equations (12) and (15), the equation of the relationship between R&D input and technological innovation in Myanmar is obtained, which can find some reasons for the relatively backward countries in technological innovation and bring some new inspiration to these countries.

5. Policy Proposals

5.1. All Countries in South Asia and Southeast Asia Should Continue to Increase the R&D Expenditure and Manpower Input to Promote Technology Innovation. On the macrolevel, on the one side, all countries in South Asia and Southeast Asia should continue to increase manpower input in innovation and scientific research activities. On the other side, it is necessary to increase the input intensity in the R&D expenditure and actively guide enterprises and the society to increase it, which can enhance the national R&D input level, ensure the continuous growth of national innovation output, and provide strong support for the national technological innovation. On the microlevel, enterprises need to increase the input in high-quality personnel for improving the innovation performance, and the most important thing is to increase the R&D expenditure investment. The R&D institutions should not increase manpower input on a large scale but should keep the R&D expenditure investment moderately stable, stimulate the innovation enthusiasm of current direct manpower, and optimize the structure of manpower input. Colleges and universities should maintain a stable R&D input, on this basis, appropriately increasing the intensity of manpower input. Therefore, increasing the R&D expenditure and manpower input is the basic means to improve the level of innovation.

5.2. Countries Should Improve the Efficiency of the R&D Input to Promote Technology Innovation. Improving the efficiency of the R&D input is the basic means to increase R&D input to promote the effect of technology innovation. Based on the above analysis, in terms of the structure of expenditure investment, all countries need to make more scientific and reasonable decision-making basis in terms of how to rationally allocate expenditures in basic research, applied research, and enterprise product development. In terms of expenditure investment scale, as a key factor that directly affects the output of innovation, the R&D expenditure investment should continue to increase its investment scale, expand the breadth and depth of technology and knowledge spillover, reasonably optimize the staged allocation of the R&D expenditure, and especially increase the scale of investment in the transformation of technology achievements.

Aiming at the problem of R&D manpower input, the R&D manpower input in South Asia and Southeast Asia not only focuses on the increase in the number of the R&D personnel to maintain a proper proportion relationship with the R&D expenditure, but also pays attention to the improvement of R&D personnel’s knowledge reserve and professional skill. In particular, it is necessary to give full play to the technical expertise of core technical personnel in the transformation of technical achievements and the marketization of products, so as to promote the scale of national innovation output increasing returns. In particular, the technologically backward countries of South Asia and Southeast Asia should do these better, especially in Cambodia, Lao PDR, Myanmar, Timor-Leste, Bangladesh, Bhutan, Maldives, and Nepal.

In the high-speed stage of economic development, the R&D manpower in various countries is concentrated in the aspect of experimental development, which is more suitable for the current development situation. However, basic research is the cornerstone of the long-term and stable development of science and plays a supporting role in the overall development of R&D activities. Gradually strengthening basic research is very significant for the long-term improvement of national innovation capacity and the development of technology, especially in Singapore, India, Malaysia, Indonesia, and Thailand. So, it is hoped that relevant departments of all countries in South Asia and Southeast Asia will take appropriate measures to provide enterprises and society with a more leading understanding of basic research and increase input in basic research.
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