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Abstract. We study uniqueness and nondegeneracy of ground states for stationary nonlinear Schrödinger equations with a focusing power-type nonlinearity and an attractive inverse-power potential. We refine the results of Shioji and Watanabe (2016) and apply it to prove the uniqueness and nondegeneracy of ground states for our equations. We also discuss the orbital instability of ground state-standing waves.

1. Introduction.

1.1. Background and aim. In this paper we consider the following stationary nonlinear Schrödinger equation with an attractive inverse-power potential:

$$-\Delta \phi - \frac{\gamma}{|x|\alpha} \phi + \omega \phi - |\phi|^{p-1}\phi = 0, \quad x \in \mathbb{R}^N,$$

(1.1)

where \(\phi \in H^1(\mathbb{R}^N) := H^1(\mathbb{R}^N; \mathbb{C})\) is the unknown function. Throughout this paper we always assume that

\[ N \in \mathbb{N}, \quad \gamma > 0, \quad 0 < \alpha < \min\{N, 2\}, \quad \omega > \omega_0, \quad 1 < p < 2^* - 1. \] (1.2)

Here \(-\omega_0 < 0\) is the smallest negative eigenvalue of the operator \(-\Delta - \gamma|x|^{-\alpha}\), that is,

$$\omega_0 := -\inf \left\{ \|\nabla v\|_{L^2}^2 - \gamma \int_{\mathbb{R}^N} |v(x)|^2 \frac{1}{|x|\alpha} dx \right\} v \in H^1(\mathbb{R}^N), \|v\|_{L^2} = 1 > 0, \quad (1.3)$$

and \(2^*\) stands for the Sobolev critical exponent defined by

$$2^* := \begin{cases} \infty & \text{if } N = 1 \text{ or } 2, \\ \frac{2N}{N - 2} & \text{if } N \geq 3. \end{cases}$$

We also consider positive solutions for more general equation

$$\text{div}(\rho(|x|)\nabla \phi) + \rho(|x|)(-g(|x|)\phi + h(|x|)\phi^p) = 0, \quad x \in \mathbb{R}^N,$$

(1.4)

2020 Mathematics Subject Classification. Primary: 35A02, 35Q55; Secondary: 35J61.

Key words and phrases. Uniqueness, nondegeneracy, ground state, nonlinear Schrödinger equation, inverse-power potential, standing wave, instability.

This work was supported by Grant-in-Aid for JSPS Fellows 18J11090 and JSPS KAKENHI Grant Number 20K14349.
whose positive radial solutions satisfy the ordinary differential equation
\[
\begin{aligned}
\phi'' + \frac{f'(r)}{f(r)} \phi' - g(r) \phi + h(r) \phi^p &= 0, \\
\phi(0) > 0, \quad \phi \in C[0, \infty) \cap C^2(0, \infty).
\end{aligned}
\] (1.5)

Here
\[\rho(r) := \frac{f(r)}{r^{N-1}}\]
and \(f, g, h : (0, \infty) \to \mathbb{R}\) are suitable functions. Equation (1.1) is a special case of (1.4) with
\[f(r) = r^{N-1} \text{ (i.e. } \rho(r) = 1), \quad g(r) = \omega - \frac{\gamma}{r^\alpha}, \quad h(r) = 1.\] (1.6)

Equation (1.1) arises in studies of standing wave solutions for the nonlinear Schrödinger equation
\[i \partial_t u = -\Delta u - \frac{\gamma}{|x|^\alpha} u - |u|^{p-1} u, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^N.\] (1.7)

Indeed, \(\phi \in H^1(\mathbb{R}^N)\) is a solution of (1.1) if and only if \(e^{i\omega t} \phi(x)\) is a \(H^1(\mathbb{R}^N)\)-solution of (1.7). Uniqueness and nondegeneracy of ground states are important to study stability properties of ground-state standing waves for (1.7). The stability for \(\omega\) sufficiently large or close to \(\omega_0\) has been studied in [11], and the instability for sufficiently large has done in [9, 10]. These results were proven by some kind of perturbation arguments. Existence and stability of the \(L^2\)-constrained minimizers have been studied in [16]. However, the stability or instability for middle \(\omega\) have not been established till now. The general theory of Grillakis, Shatah, and Strauss [12, 13] gives sufficient conditions for stability and instability, which seem effective to investigate it for all \(\omega\), particularly for middle \(\omega\) (see also [23, 24, 28]). In order to apply this theory, we need to establish the uniqueness and nondegeneracy of ground states. Uniqueness and nondegeneracy of ground states for nonlinear elliptic equations are interesting subjects in itself and have been extensively studied by many researchers (see, e.g., [2, 6, 14, 15, 19, 25, 26, 29] and references therein).

The aim of this paper is to establish uniqueness and nondegeneracy of ground states for (1.1). This work is inspired by the recent works of Shioji and Watanabe [25, 26], and our approach is based on it. They introduced a new generalized Pohožaev identity and established uniqueness and nondegeneracy of positive radial solutions for (1.4) by using it under suitable assumptions on functions \(f, g, \) and \(h\). Their results are clear and applicable to various equations such as the nonlinear scalar field equation, Matukuma’s equation, nonlinear Schrödinger equations with the harmonic potential, the Harrau-Weissler equation, Brezis-Nirenberg problem, and so on. However, their results are not directly applicable to all of our cases (1.6) under the assumptions (1.2). Indeed, Shioji and Watanabe [26] impose strong assumptions on \(f, g, h\) to control the behavior of the generalized Pohožaev function around the origin. In our cases, particularly two-dimensional cases, these assumptions cannot be satisfied because \(g\) has a certain amount of singularity at the origin. In addition, the results of [26] do not cover the one-dimensional case. For the nonlinear scalar field equations in the 1d case (i.e. (1.1) with \(\gamma = 0\)), certainly, uniqueness and nondegeneracy of positive radial solutions can be proven by simple ODE arguments. On the other hand, for (1.1) with \(\gamma \neq 0\) the uniqueness and nondegeneracy are not trivial even if \(N = 1\). In this paper we refine the uniqueness
and nondegeneracy results of [26] to cover all of our cases by analyzing the behavior of Pohožaev function around the origin more precisely. We also establish the uniqueness and nondegeneracy results applicable to the one-dimensional case. By applying these refined results, we establish the uniqueness and nondegeneracy of ground states for (1.1).

1.2. Main results. We define the action functional for (1.1) by

$$S_\omega(v) := \frac{1}{2} \|\nabla v\|_2^2 - \frac{\gamma}{2} \int_{\mathbb{R}^N} \frac{|v(x)|^2}{|x|^{2}} \, dx + \frac{\omega}{2} \|v\|_2^2 - \frac{1}{p+1} \|v\|_{L^{p+1}}^{p+1}.$$  

Eq. (1.1) can be rewritten as $S'_\omega(\phi) = 0$. Hölder’s and Sobolev’s inequalities verify that the action $S_\omega$ is defined on the Sobolev space $H^1(\mathbb{R}^N)$. We define the set

$$G_\omega := \left\{ \phi \in H^1(\mathbb{R}^N) \mid \phi \neq 0, S'_\omega(\phi) = 0, \quad S_\omega(\phi) = \inf \{ S_\omega(\psi) \mid \psi \in H^1(\mathbb{R}^N), \psi \neq 0, S'_\omega(\psi) = 0 \} \right\}. \quad (1.8)$$

We call an element of $G_\omega$ by a ground state for (1.1). The existence of ground states is known (see [11] or [9, Section 2]).

**Proposition 1.1.** Assume (1.2). Then the set $G_\omega$ is not empty.

First, we consider the regularity and symmetry of ground states. We obtain the following results.

**Proposition 1.2.** Assume (1.2) and let $\phi \in H^1(\mathbb{R}^N)$ be a solution of (1.1). Then $\phi$ is continuous on $\mathbb{R}^N$ and $C^2$ on $\mathbb{R}^N \setminus \{0\}$. Moreover, there exist positive constants $C$ and $\delta$ such that

$$|\phi(x)| + |\nabla \phi(x)| \leq Ce^{-\delta|x|} \quad (1.9)$$

for all $|x| \geq 1$. Furthermore, if $0 < \alpha < 1$, then $\phi$ is $C^1$ on $\mathbb{R}^N$.

**Remark 1.3.** When $1 \leq \alpha < 2$, positive radial solutions $\phi$ are not $C^1$ at the origin. Indeed, from the expression (3.7) below, it follows that $|\phi'(r)| \sim r^{1-\alpha}$ as $r \searrow 0$.

**Proposition 1.4.** Assume (1.2). If $\phi \in G_\omega$, then there exists $\theta \in \mathbb{R}$ such that $e^{\theta \phi}$ is positive, radial, and decreasing function.

Proposition 1.2 can be proven by a standard elliptic regularity arguments as in [4, Section 8] or [17, Section 11]. Proposition 1.4 can be proven by a uniqueness of eigenfunctions with respect to the smallest negative eigenvalue of Schrödinger operators and the equal condition of the rearrangement inequality [17, Section 3.4].

Next we consider uniqueness of ground states for (1.1). From the regularity and the radial symmetry (Propositions 1.2 and 1.4), we can reduce the problem to uniqueness of positive solutions for the ordinary differential equation

$$\begin{cases}
\phi'' + \frac{N-1}{r} \phi' - \left( \omega - \frac{\gamma}{r^{2\alpha}} \right) \phi + \phi^p = 0, & r > 0, \\
\phi(0) > 0, \quad \phi \in C[0, \infty) \cap C^2(0, \infty). 
\end{cases} \quad (1.10)$$

One of the main results of this paper is the following uniqueness result.

**Theorem 1.5.** Assume (1.2).

- If $N \geq 2$, the positive solution $\phi$ of (1.10) which satisfy $\phi(r) \to 0$ as $r \to \infty$ is unique.
- If $N = 1$, the positive solution $\phi$ of (1.10) which satisfy $\phi(r) \to 0$ as $r \to \infty$ and $\phi'(r) \to 0$ as $r \searrow 0$ is unique.
Remark 1.6. In the case $N = 1$, we need the additional assumption $\lim_{r \to 0} \phi'(r) = 0$. The ground states naturally satisfy this assumption because they are $C^1$ and radial functions from Propositions 1.2 and 1.4 when $0 < \alpha < 1$.

For (1.10) with $\gamma = 0$, Coffman [6] firstly proved uniqueness of positive solutions for $N = 3$ and $p = 3$. After some improvements [19, 22], Kwong [15] established the uniqueness of positive solutions by using Sturm’s oscillation theory. Later, their generalization by the methods of Pohozaev identities were developed by, e.g., Yanagida [29], Shioji and Watanabe [25, 26] (see also references therein). Recently, Dinh [8] proved uniqueness of positive solutions for (1.10) only in the cases $N \geq 3$ and $0 < \alpha < 1$ by using the results of [25].

Combining Propositions 1.2, Proposition 1.4, and Theorem 1.5 we have the following uniqueness of ground states.

Corollary 1. Assume (1.2). Then there exists a unique positive radial solution $\phi_\omega \in H^1(\mathbb{R}^N)$ of (1.1). Moreover, the set of all ground states $G_\omega$ is characterized as $G_\omega = \{e^{i\theta} \phi_\omega \mid \theta \in \mathbb{R}\}$.

Finally we consider nondegeneracy of the positive ground state $\phi_\omega$ given in Corollary 1. The linearized operator $S''_\omega(\phi_\omega)$ around the ground state is explicitly written as

$$S''_\omega(\phi)v = -\Delta v - \frac{\gamma}{|x|^\alpha} v + \omega v - p\phi^{p-1} \text{Re} v - i\phi^{p-1} \text{Im} v$$

for $v \in H^1(\mathbb{R}^N)$. By identifying $\mathbb{C}$ and $\mathbb{R}^2$, we can rewrite $S''_\omega(\phi)$ as the two by two matrix form

$$S''_\omega(\phi) = \begin{bmatrix} L_1 & 0 \\ 0 & L_2 \end{bmatrix},$$

where $L_1$ and $L_2$ are self-adjoint operators on $L^2(\mathbb{R}^N; \mathbb{R})$ defined by

$$L_1 := -\Delta - \frac{\gamma}{|x|^\alpha} + \omega - p\phi^{p-1},$$
$$L_2 := -\Delta - \frac{\gamma}{|x|^\alpha} + \omega - \phi^{p-1}. \tag{1.12}$$

The following is our nondegeneracy result.

Theorem 1.7. Assume (1.2), let $\phi \in G_\omega$ be the positive ground state, and let $L_1$ be the operator defined in (1.11). Then the kernel of $L_1$ is trivial, that is, if $w \in H^1(\mathbb{R}^N; \mathbb{R})$ satisfies $L_1 w = 0$, then $w = 0$.

Nondegeneracy of positive radial solutions for (1.1) without potential ($\gamma = 0$) are well-known (see, e.g., [5, 15, 20, 27]), and its generalizations are given by [2, 14, 26] (see also references therein).

1.3. Strategy and difficulty. The proofs of Theorems 1.5 and 1.7 are based on Shioji and Watanabe [26]. We use a generalized Pohozaev identity introduced in [25] to prove our results.

The difficulty of the proof of uniqueness results arises from the singularity of the potential $-\gamma|x|^{-\alpha}$. The derivative of positive radial solutions $\phi(r)$ of (1.1) has the same order as $r^{1-\alpha}$ around the origin. In particular, when $1 < \alpha < 2$, the solution form a cusp at the origin. In [26], to establish the uniqueness results for the equation (1.4), the following assumptions are imposed:

$$\lim_{r \to 0} U(r) = 0, \tag{1.13}$$
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\[
\limsup_{r \searrow 0} a(r) < \infty, \quad \limsup_{r \searrow 0} |b(r)| < \infty, \quad (1.14)
\]

\[
\lim_{r \searrow 0} a(r)g(r) = \lim_{r \searrow 0} a(r)h(r) = 0 \quad (1.15)
\]

(see (3.3) for the definition of \( U \) and see Proposition 3.1 for the definitions of \( a \) and \( b \)). Note that \( U \) is an upper bound of \( \varphi' \) around the origin. The assumptions (1.13) and (1.14) are used to obtain

\[
\lim_{r \searrow 0} a(r)\phi'(r)^2 = \lim_{r \searrow 0} b(r)\phi'(r) = 0. \quad (1.16)
\]

The assumption (1.15) and (1.16) lead to

\[
\liminf_{r \searrow 0} J(r, \phi) \geq 0, \quad \liminf_{r \searrow 0} X(r) \leq 0 \quad (1.17)
\]

(see (3.2) and (3.13) for the definition of \( J \) and \( X \), respectively). Inequalities (1.17) are essential in the proof of uniqueness results. However, in our cases, (1.13)–(1.16) cannot be satisfied because of the singularity of \( g \) and so \( \phi' \). Therefore, we cannot obtain the uniqueness in the same way as in [26]. In our proof here we rewrite \( J \) and \( X \) more suitable forms and then verify (1.17) under weaker assumptions than [26] (see Remarks 3.10 and 3.13 below for more details).

In the proof of nondegeneracy results, we come across the similar difficulties. By carefully analyzing the behavior of functions around the origin, we also relax the assumptions of the results of [26] (see Remark 4.6).

1.4. Organization of this paper. In Section 2 we consider regularity and symmetry of ground states. We prepare some useful lemmas to prove Propositions 1.2 and 1.4 in Subsection 2.1. We prove Proposition 1.2 in Subsection 2.2 and prove Proposition 1.4 in Subsection 2.3 by using the argument in [4, Section 8].

In Section 3 we consider uniqueness of ground states. We state our uniqueness results of positive solutions for (1.5) (Theorems 3.2 and 3.3) in Subsection 3.1, which are refinements of the results of [26]. Then we prove these theorems in Subsection 3.2, and prove Theorem 1.5 by applying them in Subsection 3.3.

In Section 4 we consider nondegeneracy of ground states. We state our nondegeneracy results of the unique positive radial solution for (1.4) (Theorems 4.4 and 4.5) in Subsection 4.1. Then we prove them in Subsection 4.2 by the argument of [26] with some refinements. We apply them to prove Theorem 1.7 in Subsection 4.3.

In section 5 we discuss orbital instability of the ground-state standing wave.

2. Regularity and symmetry of ground states.

2.1. Preliminaries. We define the Nehari functional by

\[
K_\omega(v) := \partial_\lambda S_\omega(\lambda v)|_{\lambda=1} = \|\nabla v\|_{L^2}^2 + \omega \|v\|_{L^2}^2 - \gamma \int_{\mathbb{R}^N} \frac{|v(x)|^2}{|x|^\alpha} - \|v\|_{L^{p+1}}^{p+1}.
\]

We use the following variational characterization of ground states for (1.1) in the proof of Proposition 1.4.

**Lemma 2.1.** Assume (1.2). Then the ground states of (1.1) are characterized as

\[
\mathcal{G}_\omega = \left\{ \phi \in H^1(\mathbb{R}^N) \left| \begin{array}{c}
\phi \neq 0, \quad K_\omega(\phi) = 0, \\
S_\omega(\phi) = \inf\{S_\omega(\psi) \mid \psi \in H^1(\mathbb{R}^N), \psi \neq 0, \; K_\omega(\psi) = 0\}
\end{array} \right. \right\}.
\]

**Proof.** See [9, Section 2].
Lemma 2.2. Assume (1.2) and let \( \phi \in \mathcal{G}_\omega \). If \( v \in H^1(\mathbb{R}^N) \) satisfies \( K_\omega(v) < 0 \), then \( \|v\|_{L^{p+1}} > \|\phi\|_{L^{p+1}} \).

Proof. See [9, Lemma 2.3].

To prove Proposition 1.4 we use the uniqueness of positive eigenfunctions of Schrödinger operators.

Lemma 2.3. Suppose that \( V \in L^1_{\text{loc}}(\mathbb{R}^N) \) is bounded above and that

\[
E_0 := \inf \left\{ \|\nabla v\|_{L^2}^2 + \int_{\mathbb{R}^N} V(x)|v|^2 \, dx \mid v \in H^1(\mathbb{R}^N), \|v\|_{L^2} = 1 \right\} > -\infty.
\]

If \( \psi \in H^1(\mathbb{R}) \) is a nonnegative normalized eigenfunction of the operator \( -\Delta + V(x) \), then \( \psi \) is the unique positive eigenfunction corresponding to the eigenvalue \( E_0 \).

Proof. See [17, Sections 11.8 and 11.9].

The following rearrangement inequalities are useful to prove the radial decreasing property of ground states.

Lemma 2.4. Let \( v \in H^1(\mathbb{R}^N) \) be a nonnegative function, \( v^* \) be its symmetric-decreasing rearrangement, and \( V \in L^1_{\text{loc}}(\mathbb{R}^N) \) be a nonnegative, radial, and strictly decreasing function. Then

\[
\|\nabla v^*\|_{L^2}^2 \leq \|\nabla v\|_{L^2}^2,
\]

\[
\int_{\mathbb{R}^N} V(x)v(x)^2 \, dx \leq \int_{\mathbb{R}^N} V(x)v^*(x)^2 \, dx.
\]

Moreover, there is equality in (2.1) if and only if \( v = v^* \).

Proof. See [17, Sections 7.17, 3.3 (v), and 3.4].

2.2. Regularity. Now we prove Proposition 1.2 by using the similar argument as in [4, Section 8]. To avoid dealing with the singularity of the potential at the origin, we use a cutoff function.

Proof of Proposition 1.2. Since \( \bar{\phi}(x) = \omega^{-1/(p-1)}\phi(x/\sqrt{\omega}) \) satisfies the equation

\[
-\Delta \bar{\phi} + \bar{\phi} - \frac{\bar{\gamma}}{|x|^\alpha} \bar{\phi} - |\bar{\phi}|^{p-1} \bar{\phi} = 0, \quad x \in \mathbb{R}^N
\]

with \( \bar{\gamma} = \omega^{(\alpha-2)/2} \alpha \), we can assume that \( \omega = 1 \) without loss of generality.

First we show that \( \phi \in C^2(\mathbb{R}^N \setminus \{0\}) \) and \( |\partial^k \phi(x)| \to 0 \) as \( |x| \to \infty \) for any multiindex \( |k| \leq 2 \). Let \( \chi \in C^\infty(\mathbb{R}^N) \) be a function such that

\[
\chi(x) = \begin{cases} 
0, & \text{if } |x| \leq 1/2, \\
1, & \text{if } |x| \geq 1 
\end{cases}
\]

and put \( \chi_{\delta}(x) = \chi(x/\delta) \). Multiplying \( \chi_{\delta} \) by the equation (1.1) with \( \omega = 1 \), we have

\[
-\Delta(\chi_{\delta}\phi) + \chi_{\delta}\phi = \left(\frac{\gamma}{|x|^\alpha} \chi_{\delta} + |\phi|^{p-1} \chi_{\delta} - \Delta \chi_{\delta}\right) \phi - 2\nabla \phi \cdot \nabla \chi_{\delta}.
\]

Since \( \nabla \chi_{\delta} \) and \( \Delta \chi_{\delta} \) belong to \( C^\infty_c(\mathbb{R}^N) \), and \( |x|^{-\alpha} \chi_{\delta} \) belongs to \( C^\infty_0(\mathbb{R}^N) \) if \( |\partial^k v(x)| \to 0 \) as \( |x| \to \infty \) for any multiindex \( k \in \mathbb{Z}_+^N \), by a bootstrap argument (see [4, Proof of Theorem 8.1.1]) we see that \( \chi_{\delta}\phi \in W^{3,q}(\mathbb{R}^N) \) for all \( q \in [2, \infty) \). In particular, \( \chi_{\delta}\phi \in C^{2,\beta}(\mathbb{R}^N) \) for all \( 0 < \beta < 1 \), and \( \chi_{\delta}\phi \) and \( \nabla(\chi_{\delta}\phi) \) are Lipschitz continuous. Since \( \chi_{\delta}\phi = \phi \) on \( \{|x| > \delta\} \) for any
δ > 0, we have φ ∈ C²(ℝᴺ \ {0}) and |∂ᵏφ(x)| → 0 as |x| → ∞ for any multiindex |k| ≤ 2.

Next, we show the exponential decay. Let θₓ(x) = e^{[x]/(1+ε|x|)}. Note that θₓ is bounded, and |∇θₓ| ≤ θₓ ≤ e^{[x]} for all x ∈ ℝᴺ. Taking the scalar product of the equation (2.3) with δ = 1 and θₓχφ, we have

\[
\Re \int_{ℝᴺ} \nabla(χφ) \cdot (θₓχ)\bar{φ}) \, dx + \int_{ℝᴺ} θₓ|φ|^2 \, dx = \int_{ℝᴺ} \left(\frac{γ}{|x|^α} χ + |φ|^{p-1}χ - Δχ\right) θₓχ|φ|^2 + 2\Re \int_{ℝᴺ} \nabla φ \cdot (θₓχ)\bar{φ}) \, dx
\]

≤ \int_{ℝᴺ} \left(\frac{γ}{|x|^α} + |φ|^{p-1}\right) θₓ|φ|^2 \, dx + C \int_{|x|<1} e^{[x]}(|∇φ|^2 + |φ|^2) \, dx.

For any v ∈ H¹(ℝᴺ), where the implicit constant does not depend on θₓ, we have

\[
\Re(\nabla v \cdot (θₓv)) = θₓ|v|^2 + \Re(π\nabla θₓ \cdot v) ≥ \frac{θₓ|v|^2}{2} - \frac{θₓ|v|^2}{2}.
\]

Using this with v = χφ we have

\[
\frac{1}{2} \int_{ℝᴺ} θₓ(|∇(χφ)|^2 + |χφ|^2) \, dx \leq \Re \int_{ℝᴺ} \nabla(χφ) \cdot (θₓχ)\bar{φ}) \, dx + \int_{ℝᴺ} θₓ|φ|^2 \, dx.
\]

Since φ(x) → 0 as |x| → ∞, we can take R > 1 so that γ|x|⁻α + |φ|^{p-1} < 1/4 for all |x| > R. Then we have

\[
\int_{ℝᴺ} \left(\frac{γ}{|x|^α} + |φ|^{p-1}\right) θₓ|φ|^2 \, dx \leq \frac{1}{4} \int_{ℝᴺ} θₓ|φ|^2 \, dx + C \int_{|x|<R} e^{[x]}|φ|^2 \, dx
\]

with C = \{(γ|x|⁻α + |φ|^{p-1})χ\} L¹ < ∞. Combining the estimates (2.4), (2.5), and (2.6) we obtain

\[
\int_{ℝᴺ} θₓ(|∇(χφ)|^2 + |χφ|^2) \, dx \leq \|φ\|^2_{H¹},
\]

where the implicit constant does not depend on ε. Letting ε → 0, we obtain

\[
\int_{ℝᴺ} e^{[x]}(|∇(χφ)|^2 + |χφ|^2) \, dx < ∞.
\]

Since χφ and ∇(χφ) are Lipschitz continuous, we see that there exists a positive constant C > 0 such that

\[
|χφ(x)| + |∇(χφ)| ≤ Ce^{-[x]/(N+2)}
\]

for all x ∈ ℝᴺ (see [3, Proof of Theorem 8.1.1]). Since χφ = φ on \{|x| > 1\}, we have (1.9).

Finally, we show the regularity at the origin. We also see by a bootstrap argument for (2.2) that there exists β ∈ (0, 1) such that φ ∈ C⁰,β(ℝᴺ). In addition, it is easy to check that φ ∈ C¹(ℝᴺ) if 0 < α < 1. This completes the proof.

2.3. Symmetry.

**Lemma 2.5.** Let φ ∈ Gw. Then there exists θ ∈ ℝ such that e^{iθ}φ is a positive function.
Proof. Let \( v = |\text{Re}\phi|, w = |\text{Im}\phi|, \) and let \( \psi = v + iw. \) We may assume that \( v \neq 0 \) by a phase modulation. Then we have \(|\psi| = |\phi|\) and \(|\nabla\psi| = |\nabla\phi|\), and thus \( K_\omega(\psi) = K_\omega(\phi) \) and \( S_\omega(\phi) = S_\omega(\psi) \). Therefore, Lemma 2.1 implies \( \psi \in \mathcal{G}_\omega \).

Since \( \psi \) is a solution of (1.1), \( v \) and \( w \) satisfy

\[
\begin{align*}
(-\Delta - \frac{\gamma}{|x|^\alpha} - |\phi|^{p-1})v &= -\omega v, \\
(-\Delta - \frac{\gamma}{|x|^\alpha} - |\phi|^{p-1})w &= -\omega w.
\end{align*}
\]

This means that \( v \) and \( w \) are nonnegative eigenvectors of the operator \(-\Delta - \gamma|x|^{-\alpha} - |\phi|^{p-1}\). Therefore, by Lemma 2.3 there exist a positive function \( f > 0 \) and constants \( \mu > 0 \) and \( \nu \geq 0 \) such that \( v = \mu f \) and \( w = \nu f \). Since \( v \) and \( w \) are continuous by Proposition 1.2 and since \( f \) is positive, we see that \( \text{Re}\phi \) and \( \text{Im}\phi \) do not change sign. This implies that there exist constants \( a \in \mathbb{R} \setminus \{0\} \) and \( b \in \mathbb{R} \) such that \( \text{Re}\phi = af \) and \( \text{Im}\phi = bf \). Taking \( \theta \in \mathbb{R} \) so that \( e^{-i\theta} = (a + ib)/|a + ib| \), we obtain \( e^{i\theta}\phi = e^{i\theta}(a + ib)f = |a + ib|f \). This completes the proof. \( \square \)

Lemma 2.6. Let \( \phi \in \mathcal{G}_\omega \) be a positive ground state. Then \( \phi \) is a radial and nonincreasing function.

Proof. Let \( \phi^* \) be the symmetric-decreasing rearrangement of \( \phi \). By the definition of the rearrangement, we have \( \|\phi^*\|_{L^1} = \|\phi\|_{L^1} \) for all \( 1 \leq q \leq \infty \). By Lemma 2.4 we also have \( \|\nabla\phi^*\|_{L^2} \leq \|\nabla\phi\|_{L^2} \) and

\[
\int_{\mathbb{R}^N} \frac{\phi(x)^2}{|x|^\alpha} dx \leq \int_{\mathbb{R}^N} \frac{\phi^*(x)^2}{|x|^\alpha} dx.
\] (2.7)

If the equality in (2.7) does not hold, we have \( K_\omega(\phi^*) < K_\omega(\phi) \). Therefore, by Lemma 2.2 we obtain \( \|\phi^*\|_{L^{p+1}} > \|\phi\|_{L^{p+1}} \). This is a contradiction, and thus the equality in (2.7) holds.

Moreover, by Lemma 2.4 we obtain \( \phi = \phi^* \). This means that \( \phi \) is radial and nonincreasing. This completes the proof. \( \square \)

Proof of Proposition 1.4. Proposition 1.4 follows from Lemma 2.5 and 2.6. For strict decrease of \( \phi \), see Lemma 4.7 below. \( \square \)

3. Uniqueness of ground states.

3.1. Sufficient conditions for uniqueness. To give sufficient conditions for uniqueness of positive solutions for (1.5), we use the following generalized Pohožaev identity introduced in [25].

Proposition 3.1 ([25, Section 2]). Let \( p > 1, f, h \in C^3(0, \infty) \) be positive functions, \( g \in C^4(0, \infty) \), and \( \phi \) be a positive solution of (1.5). Then

\[
\frac{d}{dr} J(r; \phi) = G(r)\phi(r)^2
\] (3.1)

for all \( r > 0 \), where

\[
J(r; \phi) = \frac{1}{2} a(r)\phi'(r)^2 + b(r)\phi'(r)\phi(r) + \frac{1}{2} c(r)\phi(r)^2 - \frac{1}{2} a(r)g(r)\phi(r)^2 + \frac{1}{p+1} a(r)h(r)\phi(r)^{p+1},
\]

\( a(r) = f(r)^{2(p+1)/(p+3)}h(r)^{-2/(p+3)} \).
Theorem 3.2. Let need this assumption only to derive lim \( r \to \infty \)
applicable in the one-dimensional case because (IIc) is not satisfied;
Theorem 3.3. Assume the same assumptions as in Theorem 3.2 except for (IIc).
Therefore, the following result also holds, which is applicable to the one-dimensional
case (see also Remark 1.6).
Remark 3.5. The functions \( U \) and \( V \) are upper bounds of \( \phi' \) and \( (\phi/\psi)' \) around
the origin, respectively, where \( \phi \) and \( \psi \) are positive solutions for (1.5) (see Lemmas
3.6 and 3.8).

\[
b(r) = -\frac{1}{2} a'(r) + \frac{f'(r)}{f(r)} a(r),
\]
\[
c(r) = -b'(r) + \frac{f'(r)}{f(r)} b(r),
\]
\[
G(r) = b(r)g(r) + \frac{1}{2} c'(r) - \frac{1}{2}(ag)'(r).
\]

To state our results, we prepare some notations as follows:
\[
U(r) := \frac{1}{f(r)} \int_0^r f(\tau)(|g(\tau)| + h(\tau)) \, d\tau,
\]
\[
V(r) := \frac{1}{f(r)} \int_0^r f(\tau)h(\tau) \, d\tau,
\]
\[
D(r) := b(r)^2 - a(r)(c(r) - a(r)g(r)).
\]

We impose the following assumptions.
(I) \( f, h \in C^3(0, \infty) \) are positive functions, and \( g \in C^1(0, \infty) \).
(II) There exists \( R > 0 \) such that
\[
\begin{align*}
(a) & \quad f(|g| + h) \in L^1(0, R), \\
(b) & \quad \tau \mapsto f(\tau)(|g(\tau)| + h(\tau)) f\sigma^{-1}d\sigma \in L^1(0, R), \\
(c) & \quad 1/f \notin L^1(0, R).
\end{align*}
\]
(III) \( \lim_{r \to 0} a(r)U(r)V(r) = \lim_{r \to 0} b(r)V(r) = 0 \).
(IV) One of the following is satisfied.
\[
\begin{align*}
(a) & \quad \lim_{r \to 0} b(r)U(r) = 0 \text{ and } \liminf_{r \to 0} (c(r) - a(r)g(r)) \in [0, \infty], \\
(b) & \quad \limsup_{r \to 0} D(r)/a(r) \leq 0.
\end{align*}
\]
(V) \( G^- := \min\{G, 0\} \neq 0 \), and one of the following is satisfied.
\[
\begin{align*}
(a) & \quad \text{there exists } \kappa \in [0, \infty] \text{ such that } G \geq 0 \text{ on } (0, \kappa) \text{ and } G \leq 0 \text{ on } (\kappa, \infty). \\
(b) & \quad \{r > 0 | G(r) = 0, \ D(r) > 0\} = \emptyset.
\end{align*}
\]

The following is our uniqueness results.

Theorem 3.2. Let \( p > 1 \) and assume (I)–(V). Then the problem (1.5) has at most
one positive solution \( \phi \) which satisfies \( J(r; \phi) \to 0 \) as \( r \to \infty \).

Theorem 3.2 is applicable to our case (1.6) under (1.2) and \( N \geq 2 \) but not
applicable in the one-dimensional case because (IIc) is not satisfied; \( f(r) \equiv 1 \). We
need this assumption only to derive \( \lim_{r \to 0} f(r)\phi'(r) = 0 \) (see Lemma 3.6 below).
Therefore, the following result also holds, which is applicable to the one-dimensional
case (see also Remark 1.6).

Theorem 3.3. Assume the same assumptions as in Theorem 3.2 except for (IIc).
Then the problem (1.5) has at most one positive solution \( \phi \) which satisfies \( J(r; \phi) \to 0 \)
as \( r \to \infty \) and \( f(r)\phi'(r) \to 0 \) as \( r \to 0 \).

Remark 3.4. The assumptions (I), (II), and (V) are imposed in [26]. The assumptions
(III) and (IV) are weaker than the assumptions (1.13)–(1.15) imposed in [26].
The assumptions (III) and (IV) are only used to obtain Lemma 3.12 and Lemma 3.9
below, respectively.

Remark 3.5. The functions \( U \) and \( V \) are upper bounds of \( \phi' \) and \( (\phi/\psi)' \) around
the origin, respectively, where \( \phi \) and \( \psi \) are positive solutions for (1.5) (see Lemmas
3.6 and 3.8).
3.2. **Proof of Theorem 3.2.** Throughout this subsection we impose the same assumptions as in Theorem 3.2. Let \( \phi \) and \( \psi \) be positive solutions of (1.5) which satisfy \( J(r; \phi) \to 0 \) and \( J(r; \psi) \to 0 \) as \( r \to \infty \).

**Lemma 3.6.** The following holds:

\[
\lim_{r \searrow 0} f(r)\phi'(r) = 0, \quad (3.6)
\]

\[
\phi'(r) = \frac{1}{f(r)} \int_0^r f(\tau) (g(\tau)\phi(\tau) - h(\tau)\phi(\tau)^p) d\tau, \quad (3.7)
\]

for all \( r > 0 \). In particular,

\[
\phi'(r) = O(U(r)) \quad \text{as} \quad r \searrow 0, \quad (3.8)
\]

where \( U \) is the function defined in (3.3).

**Proof.** See Proof of [25, Lemma 1] for (3.6) and (3.7). The estimate (3.8) follows from the expression (3.7). \( \square \)

**Lemma 3.7.** If \( \phi(0) = \psi(0) \), then \( \phi \equiv \psi \).

**Proof.** See Proof of [25, Lemma 2]. \( \square \)

We set for \( r > 0 \)

\[
\eta(r) := \frac{\psi(r)}{\phi(r)}. \quad (3.9)
\]

**Lemma 3.8.** For any \( r > 0 \),

\[
\eta'(r) = -\frac{1}{\phi(r)^2 f(r)} \int_0^r f(\tau) h(\tau) (\eta(\tau)^{p-1} - 1)\phi(\tau)^p \psi(\tau) d\tau. \quad (3.10)
\]

In particular,

\[
\eta'(r) = O(V(r)) \quad \text{as} \quad r \searrow 0, \quad (3.10)
\]

where \( V \) is the function defined in (3.4).

**Proof.** See Proof of [25, Lemma 3] for (3.9). The estimate (3.10) follows from the expression (3.9). \( \square \)

**Lemma 3.9.** \( \liminf_{r \searrow 0} J(r; \phi) \geq 0 \).

**Proof.** The function \( J \) can be expressed as

\[
J(r; \phi) = b(r)\phi'(r)\phi(r) + \frac{1}{2} (c(r) - a(r)g(r))\phi(r)^2 \quad (3.11)
\]

\[
+ \frac{1}{2} a(r)\phi'(r)^2 + \frac{1}{p+1} a(r)h(r)\phi(r)^{p+1}
\]

\[
= \frac{a(r)\phi'(r)^2}{2} \left( \frac{\phi'(r)}{\phi(r)} + \frac{b(r)}{a(r)} \right)^2 - \frac{D(r)\phi(r)^2}{2a(r)} + \frac{1}{p+1} a(r)h(r)\phi(r)^{p+1}. \quad (3.12)
\]

Note that the functions \( a \) and \( h \) are positive. When (IVa) holds, the assertion follows from (3.11) and (3.8). When (IVb) holds, the assertion follows from (3.12). \( \square \)

**Remark 3.10.** In our case (1.6) with \( N = 2 \) the assumption (IVa) cannot be satisfied, but the assumption (IVb) is satisfied. That is why we introduce the condition (IVb).

**Lemma 3.11.** \( J(r; \phi) \geq 0 \) for all \( r > 0 \) and \( J(\cdot; \phi) \not= 0 \).
**Lemma 3.12.** If \( \phi(0) < \psi(0) \), then \( \limsup_{r \to 0} X(r) \leq 0 \).

**Proof.** The function \( X \) can be expressed as

\[
X(r) = \frac{a(r)}{2} \left( \phi(r)^2 \phi'(r)^2 \frac{\psi'(r)^2}{\phi(r)^2} - \frac{\psi'(r)^2}{\phi(r)^2} \right) + b(r) \left( \frac{\phi(r)^2 \phi'(r)}{\phi(r)} - \frac{\psi(r)}{\phi(r)} \phi(r) \right) \tag{3.15}
\]

\[
+ \frac{1}{p+1} a(r) h(r) \phi(r)^2 (\phi(r)^{p-1} - \psi(r)^{p-1})
\]

\[
= -\frac{a(r)}{2} \eta'(r) \left( \psi(r) \phi'(r) + \phi'(r) \phi(r) \right) - b(r) \eta'(r) \phi(r) \psi(r) \tag{3.16}
\]

\[
- \frac{1}{p+1} a(r) h(r) \phi(r)^2 \phi(r)^{p-1} (\eta(r)^{p-1} - 1).
\]

The assertion follows from (3.16), (3.8), (3.10), (III), the positivity of \( a \) and \( h \), and \( \eta(0) > 1 \). \( \square \)

**Remark 3.13.** Shioji and Watanabe [26] imposed the assumptions so that

\[
\lim_{r \searrow 0} a(r) U(r)^2 = \lim_{r \searrow 0} b(r) U(r) = 0, \tag{3.17}
\]

that is, each term in the expression (3.15) vanishes as \( r \searrow 0 \), and they obtain Lemma 3.12. In our cases (1.6) with \( N = 2 \), however, we have

\[
a(r) U(r)^2 \sim r^{2(p+1)/(p+3)+2-2\alpha}, \quad |b(r) U(r)| \sim r^{2(p+1)/(p+3)-\alpha} \quad \text{as} \quad r \searrow 0.
\]

These two functions vanish as \( r \searrow 0 \) if and only if \( \alpha < 2 - 4/(p+3) \). Therefore, we cannot obtain (3.17) in all of our cases under (1.2).

On the other hand, in view of the expression (3.16), the assumption (III) is enough to obtain Lemma 3.12, which is weaker than (3.17) because \( V \) does not contain the singularity of \( g \). We can verify the assumption (III) in all of our cases (1.6) under (1.2) (see Proof of Theorem 1.5 below).

**Lemma 3.14.** If \( \phi(0) < \psi(0) \), then \( \eta'(r) < 0 \) for all \( r > 0 \). In particular, \( \eta \) is bounded.

**Proof.** See [26, Proposition 3] \( \square \)

**Proof of Theorem 3.2.** Suppose that \( \phi(0) < \psi(0) \). From the assumption \( J(r; \phi) \to 0 \) and \( J(r; \psi) \to 0 \) as \( r \to \infty \) and Lemma 3.14 we have \( X(r) \to 0 \) as \( r \to \infty \).

On the other hand, by the expression (3.14) and Lemmas 3.11 and 3.14 we have \( X' \leq 0 \) and \( X \not\equiv 0 \). Therefore, from Lemma 3.12 we obtain \( \limsup_{r \to \infty} X(r) < 0 \). This is a contradiction. Therefore we have \( \phi(0) = \psi(0) \).

Hence, by Lemma 3.7 we obtain \( \phi = \psi \). This completes the proof. \( \square \)
3.3. **Proof of Theorem 1.5.** In this subsection, we prove Theorems 1.5 by using Theorems 3.2 and 3.3.

In the case (1.6), the functions \(a, b, c, \text{ and } G\) are written as follows:

\[
\begin{align*}
    a(r) &= r^q, \\
    b(r) &= \frac{2(N - 1)}{p + 3} r^{q-1}, \\
    c(r) &= \frac{2(N - 1) (N + 2 - (N - 2)p)}{(p + 3)^2} r^{q-2}, \\
    G(r) &= \frac{1}{(p + 3)^3} r^{q-3} (A + Br^{2-\alpha} + Cr^2),
\end{align*}
\]

where

\[
q := \frac{2(p + 1)(N - 1)}{p + 3},
\]

\[A := 4(N - 1)(N - 4 + (N - 2)p)(N + 2 - (N - 2)p),\]

\[B := \gamma (p + 3)^2 (2(N - 1)(p - 1) - (p + 3)\alpha),\]

\[C := -2\omega (N - 1)(p - 1)(p + 3)^2.\]

The functions \(U\) and \(V\) satisfy

\[
|U(r)| \lesssim r^{1-\alpha}, \quad V(r) \lesssim r
\]

for \(0 < r \ll 1\). In the case \(N = 2\), the functions \(D\) and \(G\) are explicitly written as

\[
\begin{align*}
    D(r) &= \frac{r^{q-8/(p+3)}}{(p + 3)^2} (-4 + \omega (p + 3)^2 r^2 - \gamma (p + 3)^2 r^{2-\alpha}), \\
    G(r) &= \frac{r^{-(p+7)(p+3)}}{2(p + 3)^3} \left( -32 - \gamma (p + 3)^2 (3\alpha + 2 - (2 - \alpha)p) r^{2-\alpha} - 2\omega (p - 1)(p + 3)^2 r^2 \right).
\end{align*}
\]

**Proof of Theorem 1.5.** Let \(\phi\) be a solution of (1.10) satisfying \(\phi(r) \to 0\) as \(r \to \infty\). Then by using the argument in [1, Section 4.2] we see that \(\phi\) and \(\phi'\) decay exponentially at the infinity. Therefore, we have \(J(r; \phi) \to 0\) as \(r \to \infty\). After that, it suffices to verify (I)–(V).

(I): obvious.

(II): (IIa) and (IIb) can be easily verified by a direct computation. (IIc) holds if \(N \geq 2\) since \(f(r) = r^{N-1}\).

(III): Since \(q \geq 0\) and \(0 < \alpha < \min\{N, 2\}\), we have \(a(r)U(r)V(r) \lesssim r^{q+2-\alpha} \to 0\) as \(r \to \infty\) 0. When \(N \geq 2\), since \(q > 0\), we have \(b(r)V(r) \lesssim r^q \to 0\) as \(r \to \infty\) 0. When \(N = 1\), since \(b(r) \equiv 0\), we have \(b(r)V(r) \equiv 0\). Therefore, (III) holds.

(IV): In the case \(N \geq 3\), since \(q > 2\), we have

\[
b(r)U(r) \sim r^{q-\alpha} \to 0, \quad c(r) - a(r)g(r) \sim r^{q-2} \to 0 \quad \text{as } r \to \infty. 0.
\]

Therefore, (IVa) holds. In the case \(N = 2\), from the expression (3.19), we can verify (IVb). In the case \(N = 1\), since \(a \equiv 0\) and \(b \equiv c \equiv 0\), we have

\[
b(r)U(r) \equiv 0, \quad c(r) - a(r)g(r) = -g(r) = \frac{r^{\gamma}}{r^\alpha} - \omega > 0 \quad \text{for } 0 < r \ll 1.
\]

Therefore, (IVa) holds.

(V): Since \(G^{-1} \neq 0\) is obvious, we only verify that (Va) or (Vb) hold. In the case \(N \geq 3\), since \(A > 0\) and \(C < 0\), it follows from the expression (3.18) that (Va) holds.
In the case $N = 2$, we see that (Vb) holds. Indeed, let $r_0 > 0$ satisfy $G(r_0) = 0$, that is,
\[
\omega(p + 3)^2 r_0 = \frac{1}{2(p - 1)} \left( -32 - \gamma(p + 3)^2 (3\alpha + 2 - (2 - \alpha)p) r_0^{2-\alpha} \right).
\]
Then we have
\[
D(r_0) = \frac{r_0^{2-8/(p+3)}}{2(p - 1)(p + 3)^2} \left( -8(p - 1) - 32 - \gamma\alpha(p + 3)^3 r_0^{2-\alpha} \right) < 0.
\]
In the case $N = 1$, (Va) holds. Indeed, since $a \equiv 1$ and $b \equiv c \equiv 0$, we have
\[
G(r) = -\frac{g'(r)}{2} = -\frac{\gamma\alpha}{2r^{\alpha+1}} < 0
\]
for all $r > 0$.

Hence, Theorems 3.2 and 3.3 imply the conclusion.

4. **Nondegeneracy of the ground state.** Throughout this section, we only consider real-valued functions.

4.1. **Sufficient condition for nondegeneracy.** To give sufficient conditions for nondegeneracy of the unique positive radial solution for (1.4), we prepare some notations. We define
\[
\|v\|_{X_\rho} := \left( \int_{\mathbb{R}^N} \left( |\nabla v(x)|^2 + g(|x|)|v(x)|^2 \right) \rho(|x|) \, dx \right)^{1/2},
\]
\[
\|v\|_{L_\rho} := \left( \int_{\mathbb{R}^N} h(|x|)|v(x)|^{p+1}\rho(|x|) \, dx \right)^{1/(p+1)}.
\]
We denote the completion of $C_0^\infty(\mathbb{R}^N)$ with respect to $\| \cdot \|_{X_\rho}$ and $\| \cdot \|_{L_\rho}$ by $X_\rho$ and $L_\rho$, respectively. We set
\[
f(r) := |S^{N-1}| r^{N-1} \rho(r),
\]
where $S^{N-1}$ is the $(N - 1)$-dimensional unit sphere, and $|S^{N-1}|$ is the surface measure of $S^{N-1}$. Here since the equation (1.4) does not depend on the choice of the constant factor of $f$, we choose (4.1) for simplicity of notation. We define
\[
X := X_{\rho,\text{rad}}, \quad L := L_{\rho,\text{rad}},
\]
\[
\|\psi\|_X := \|\psi\|_{X_\rho} = \left( \int_{0}^{\infty} \left( \psi(r)^2 + g(r)\psi(r)^2 \right) f(r) \, dr \right)^{1/2},
\]
\[
\|\psi\|_L := \|\psi\|_{L_\rho} = \left( \int_{0}^{\infty} h(r)|\psi(r)|^{p+1} f(r) \, dr \right)^{1/(p+1)}.
\]
We define the $C^2$-functional $I_\rho: X_\rho \to \mathbb{R}$ by
\[
I_\rho(v) := \frac{1}{2} \|v\|_{X_\rho}^2 - \frac{1}{p+1} \|v\|_{L_\rho}^{p+1}.
\]
Note that $I_\rho'(\phi) = 0$ is rewritten as (1.4), and $I_\rho''(\phi)w = 0$ is rewritten as
\[
\Delta w + \frac{\nabla \rho \cdot \nabla w}{\rho} - gw + ph\rho^{p-1}w = 0, \quad x \in \mathbb{R}^N.
\]
We also define the $C^2$-functional $I: X \to \mathbb{R}$ by
\[
I(\psi) := I_\rho(\psi) = \frac{1}{2} \|\psi\|_X^2 - \frac{1}{p+1} \|\psi\|_L^{p+1}.
\]
We also note that $I'(\phi) = 0$ is rewritten as the equation in (1.5), and $I''(\phi)\psi = 0$ is rewritten as
\[
\psi'' + \frac{f'(r)}{f(r)}\psi' - g(r)\psi + p\phi(r)^{p-1}\psi = 0, \quad r > 0.
\]

First, we consider the nondegeneracy of the positive radial solution for (1.4) in the radial function space $X$. We impose the following conditions:

(VI) The following relations of norms hold:
\[
\inf_{\psi \in X \setminus \{0\}} \frac{\|\psi\|_X}{\|\psi\|_L^2} > 0, \quad \inf_{\psi \in X \setminus \{0\}} \left( \frac{\|\psi\|_X}{\left(\int_0^\infty (\psi'(r)^2 + |g(r)|\psi(r)^2) f(r) dr\right)^{1/2}} \right)^2 > 0.
\]

(VII) One of the following is satisfied.
(a) The embedding $X \hookrightarrow L$ is compact.
(b) There exists $\hat{g} \in C(0, \infty)$ such that
\[
\inf_{\psi \in X \setminus \{0\}} \frac{\|\psi\|^2_X}{\|\psi\|^2_L^2} < \inf_{\psi \in X \setminus \{0\}} \frac{\int_0^\infty (\psi'(r)^2 + \hat{g}(r)\psi(r)^2) f(r) dr}{\|\psi\|^2_L^2},
\]
and if $\psi_j \rightharpoonup \psi$ weakly in $X$, then
\[
\lim_{j \to \infty} \int_0^\infty (\hat{g}(r) - g(r))|\psi_j - \psi|^2 f(r) dr = 0.
\]

(VIII) If $\tilde{\phi} \in X$ satisfies the equation (1.4) on $\{|x| < \delta\}$ for some $\delta > 0$, then $\tilde{\phi}$ is continuous at the origin.

(IX) If $\tilde{\phi} \in X \cap C^2(\mathbb{R}^N \setminus \{0\}) \cap C(\mathbb{R}^N)$ is positive and satisfies the equation (1.4) on $\{|x| > R\}$ for some $R > 0$, then $J(r; \tilde{\phi}) \to 0$ as $r \to \infty$.

The following nondegeneracy result holds, which is useful to show the nondegeneracy in the cases of $N \geq 2$.

**Theorem 4.1.** Let $p > 1$. Assume (I)–(IX). Then the unique positive radial solution $\phi \in X$ of (1.4) is a nondegenerate critical point of the functional $I$, that is,
\[
I'(\phi) = 0, \quad \ker I''(\phi) = \{\psi \in X \mid I''(\phi)\psi = 0\} = \{0\}.
\]

In the case $N = 1$, since (IIc) does not hold, we need to modify the assumptions. We impose the following instead of (VIII):

(VIII') If $\tilde{\phi} \in X$ satisfies the equation in (1.4) on $\{|x| < \delta\}$ for some $\delta > 0$, then $\tilde{\phi}$ is continuous at the origin and satisfies $f(r)\tilde{\phi}'(r) \to 0$ as $r \searrow 0$.

The following nondegeneracy result holds, which is useful to show the nondegeneracy in the cases of $N = 1$.

**Theorem 4.2.** Let $p > 1$. Assume (I)–(VII), (VIII'), and (IX) except for (IIc). Then the unique positive radial solution $\phi \in X$ of (1.4) is a nondegenerate critical point of the functional $I$.

**Remark 4.3.** A sufficient condition [26, (3.3)] for (VIII) is assumed in [26, (B8)], but it is difficult to verify this condition in our case (1.6). Instead, we can verify (VIII) by an elliptic regularity argument as in the proof of Proposition 1.2.

The proof of Theorems 4.1 and 4.2 are exactly the same as that for [26, Theorem 3], so we omit it.

Next, we consider nondegeneracy of the unique positive radial solution of (1.4) in the whole space $X'_p$. We impose the following conditions:
(X) The following relations of norms hold:
\[ \inf_{v \in X_p \setminus \{0\}} \frac{\|v\|_{X_p}}{\|v\|_{L_p}} > 0, \quad \inf_{v \in X_p \setminus \{0\}} \frac{\|v\|_{X_p}}{\left( \int_{\mathbb{R}^N} \left( |\nabla v(x)|^2 + |g(x)| |v(x)|^2 \right) \rho(|x|) \, dx \right)^{1/2}} > 0. \]

(XI) \( f' \geq 0 \) in \((0, \infty)\),
\[ (\log \rho)'' \geq 0, \quad g' \geq 0, \quad h' \leq 0 \quad \text{in} \ (0, \infty), \] (4.3)
and at least one inequality in (4.3) is not identically equal.

(XII) If \( w \in X_p \) is a solution of (4.2), then \( w \in C(\mathbb{R}^N) \cap C^1(\mathbb{R}^N \setminus \{0\}) \) and \( |w(x)| + |\nabla w(x)| \to 0 \) as \( |x| \to \infty \).

(XIII) \[ \lim_{r \to \infty} \frac{f'(r)|\phi'(r)|}{f(r)|\phi(r)| + f(r)h(r)\phi''(r) + f(r)|\phi'(r)|} < \infty. \]

(XIV) \[ -g\phi + h\rho^p > 0 \text{ on } (0, \delta) \text{ for some } \delta > 0. \]

(XV) One of the following holds.
(a) \[ \liminf_{r \to 0^+} \left( f'(r)\phi'(r) + f(r)g(r)\phi(r) - f(r)h(r)\phi(r)\rho \right) > -\infty. \]
(b) \[ f(r)|g(r)| + f(r)h(r) = o(r^{-1}) \text{ as } r \searrow 0 \text{ and } w \in C^1(\mathbb{R}^N), \text{ where } w \text{ is the function given in (XII).} \]

The following is our nondegeneracy result.

**Theorem 4.4.** Let \( p > 1 \) and \( N \geq 2 \). Assume (I)–(XI). Let \( \phi \in X_p \) be the unique positive radial solution of (1.4) satisfying (XII)–(XV). Then \( \phi \) is a nondegenerate critical point of \( I_\rho \), that is,
\[ I'_\rho(\phi) = 0, \quad \ker I''_\rho(\phi) = \{ w \in X_p \mid I''_\rho(\phi)w = 0 \} = \{0\}. \]

In the one dimensional case \( N = 1 \), we can obtain the following nondegeneracy result.

**Theorem 4.5.** Let \( p > 1 \) and \( N = 1 \). Assume (I)–(VII), (VIII'), and (IX)–(XI) except for (IIc). Let \( \phi \in X_p \) be the unique positive radial solution of (1.4) satisfying (XII)–(XV). Then \( \phi \) is a nondegenerate critical point of \( I_\rho \).

**Remark 4.6.** The assumptions (X), (XI), and (XIII) are also imposed in [26, Theorem 4]. We relax other assumptions as follows:

- The function \( w \) need not be \( C^1 \) at the origin (compare (XII) with [26, (B13)])).
- It is shown in [26, Lemma 4] that if (XI) and (1.13) are satisfied, then (XIV) hold. Note that in our case (1.6) with \( 1 \leq \alpha < 2 \), (1.13) is not satisfied. Instead, here we directly impose (XIV) as an assumption. In our case (1.6), we can easily check (XIV) because of the singularity of \( g \).
- In [26, (B12) (i)], a stronger assumption more than (XV) is imposed, i.e., \[ \lim_{r \to 0^+} \left( f'(r)\phi'(r) + f(r)g(r) + f(r)h(r) \right) < \infty. \] This is not satisfied in our case (1.6) if \( N = 1 \) or if \( N = 2 \) and \( 1 \leq \alpha < 2 \).

4.2. **Proof of Theorems 4.4 and 4.5.** Let \( \phi \in X \) be the unique positive radial solution of (1.4). Throughout this subsection we impose the same assumption as in Theorem 4.4 if \( N \geq 2 \) or Theorem 4.5 if \( N = 1 \).

**Lemma 4.7.** \( \phi' < 0 \) in \((0, \infty)\).

**Proof.** We can show the assertion in the same way as Proof of [26, Lemma 4] by using (XI) and (XIV). \( \square \)
To prove Theorem 4.4 we use the spherical harmonics expansion. Let \((\mu_j)_{j=0}^\infty\) be the eigenvalues of the Laplace-Beltrami operator on \(L^2(S^{N-1})\) and let \((e_j)_{j=0}^\infty\) be their corresponding normalized eigenfunctions. It is known that

\[
0 = \mu_0 < \mu_1 = \cdots = \mu_N = N - 1 < \mu_{N+1} \leq \cdots,
\]

and \((e_j)_{j=0}^\infty\) is a complete orthogonal basis of \(L^2(S^{N-1})\).

Let \(w \in \mathcal{X}_\rho\) satisfy \(I''_\rho(\phi)w = 0\). When \(N \geq 2\), we regard \(w\) as a function of \((r, \hat{x}) := (|x|, x/|x|)\). For \(j \in \mathbb{N} \cup \{0\}\) we put

\[
w_j(x) := \int_{S^{N-1}} w(r, \hat{x}) e_j(\hat{x}) \, d\hat{x}.
\]

**Lemma 4.8.** Let \(N \geq 2\). Then \(w_j \in \mathcal{X} \cap C^2(0, \infty)\). Moreover, \(w_j\) satisfies

\[
w_j'' + \frac{f'(r)}{f(r)} w_j' + \left(-g(r) + ph(r)\phi(r)^{p-1} - \frac{\mu_j}{r^2}\right) w_j = 0, \quad r > 0.
\]  

In particular, \(w_0 \equiv 0\).

**Proof.** First, we show \(w_j \in \mathcal{X}\). From Hölder’s inequality and \(\|e_j\|_{L^2(S^{N-1})} = 1\), we have

\[
\|w_j\|_{\mathcal{X}}^2 = \int_0^\infty \left( w_j'(r)^2 + g(r)w_j(r)^2 \right) f(r) \, dr
\]

\[
= \int_0^\infty \left\{ \left( \int_{S^{N-1}} \partial_r w(r, \hat{x}) e_j(\hat{x}) \, d\hat{x} \right)^2 + g(r) \left( \int_{S^{N-1}} w(r, \hat{x}) e_j(\hat{x}) \, d\hat{x} \right)^2 \right\} f(r) \, dr
\]

\[
\leq \int_0^\infty \left\{ \int_{S^{N-1}} \partial_r w(r, \hat{x})^2 \, d\hat{x} + |g(r)| \int_{S^{N-1}} w(r, \hat{x})^2 \, d\hat{x} \right\} f(r) \, dr \lesssim \|w\|_{\mathcal{X}_\rho}^2,
\]

where we used (X) in the last inequality.

Next we show (4.6). From the equation \(I''_\rho(\phi)w = 0\), we have

\[
0 = \Delta w + \frac{\nabla w \cdot \nabla \rho}{\rho} - gw + ph\phi^{p-1}w
\]

\[
= \partial_r^2 w + \frac{f'}{f} \partial_r w + \frac{1}{r^2} \Delta_{S^{N-1}} w - gw + ph\phi^{p-1}w.
\]

Therefore, \(w_j\) satisfies the equation (4.6). From (4.6), we see that \(w_j\) belongs to \(C^2(0, \infty)\). Since \(\mu_0 = 0\) and \(w_0 \in \mathcal{X}\), Theorem 4.1 implies \(w_0 \equiv 0\). This completes the proof.

**Lemma 4.9.** Let \(N \geq 2\). Then \(w_j\) with \(j \geq 1\) satisfies

\[
- \int_\sigma^\tau \left( \left( \frac{f'}{f} \right)' + \frac{\mu_j}{r^2} \right) \phi' w_j \, f \, dr - \int_\sigma^\tau \left(-g' \phi + h' \phi^p\right) w_j \, f \, dr = \xi_j(\tau) - \xi_j(\sigma)
\]

for any \(0 < \sigma < \tau\), where

\[
\xi_j(r) := f(r)\phi''(r)w_j(r) - f(r)\phi'(r)w'_j(r).
\]

**Proof.** By differentiating (1.4) we have

\[
\phi''' + \frac{f'}{f} \phi'' + \left( \left( \frac{f'}{f} \right)' - g + ph\phi^{p-1} \right) \phi' + (-g' \phi + h' \phi^p) = 0
\]
for all \( r > 0 \). We multiply (4.6) by \(-f'\phi'\), multiply (4.9) by \( w_j f \), and sum these two equations to have

\[
(f(\phi'' w_j - \phi' w'_j)') + \left( \left( \frac{f'}{f} \right)' + \frac{\mu_j}{r^2} \right) \phi' w_j f + (-g' \phi + \phi h') w_j f = 0.
\]

Integrating this over the interval \((\sigma, \tau)\), we get

\[
-\int_{\sigma}^{\tau} \left( \left( \frac{f'}{f} \right)' + \frac{\mu_j}{r^2} \right) \phi' w_j f \, dr - \int_{\sigma}^{\tau} (-g' \phi + \phi h') w_j f \, dr = \int_{\sigma}^{\tau} (f(\phi'' w_j - \phi' w'_j))' \, dr = \xi_j(\tau) - \xi_j(\sigma).
\]

This completes the proof. \( \square \)

**Proof of Theorem 4.4.** From (XII) we see that \( w_j \) is continuous at 0, and \(|w_j(r)| + |w'_j(r)| \to 0\) as \( r \to \infty \). Since \( e_0 \) is a constant and \((e_0, e_j)_{L^2(S^{n-1})} = 0\) for all \( j \in \mathbb{N} \), by the definition of \( w_j \) we have \( w_j(0) = 0 \). Therefore, it follows that

\[
w_j(0) = \lim_{r \to \infty} w_j(r) = 0. \tag{4.10}
\]

Now suppose that \( w \neq 0 \). Then since \( w_0 \equiv 0 \) by Lemma 4.8, there exists \( j_0 \geq 1 \) such that \( w_{j_0} \neq 0 \). From (4.10) we see that there exist \( \sigma_0 \) and \( \tau_0 \) such that

\[
0 \leq \sigma_0 < \tau_0 \leq \infty, \quad w_{j_0}(\sigma_0) = w_{j_0}(\tau_0) = 0, \quad w_{j_0}(r) \neq 0 \quad \text{for all} \quad r \in (\sigma_0, \tau_0),
\]

and \( \text{supp}((\log \rho)'' + g' - \phi) \cap (\sigma_0, \tau_0) \neq \emptyset \). Without loss of generality, we may assume

\[
w_{j_0}(r) > 0, \quad r \in (\sigma_0, \tau_0). \tag{4.11}
\]

Note that (4.11) implies

\[
w'_{j_0}(\sigma_0) \leq 0 \leq w'_{j_0}(\sigma_0) \quad \text{if} \quad 0 < \sigma_0 < \tau_0 < \infty,
\]

\[
\lim_{\sigma \to 0} w'_{j_0}(\sigma) \in [0, \infty) \quad \text{if} \quad \sigma_0 = 0.
\]

In what follows we show

\[
-\infty \leq \lim_{\sigma \searrow \sigma_0} \xi(\sigma) < \lim_{\tau \nearrow \tau_0} \xi(\tau), \tag{4.12}
\]

\[
\lim_{\tau \nearrow \tau_0} \xi(\tau) \leq 0, \tag{4.13}
\]

\[
\lim_{\sigma \searrow \sigma_0} \xi(\sigma) \in [0, \infty], \tag{4.14}
\]

where \( \xi := \xi_{j_0} \) is defined by (4.8). These inequalities derive a contradiction.

First, we show (4.12). By assumption (XI) and \( N - 1 \leq \mu_{j_0} \), we have

\[
0 \leq (\log \rho(r))'' = \left( \frac{f'}{f} \right)' + \frac{N - 1}{r^2} \leq \left( \frac{f'}{f} \right)' + \frac{\mu_{j_0}}{r^2}.
\]

Therefore, by using (4.7), Lemma 4.7, (4.11), and strictness of the inequalities in (4.3), we obtain (4.12).

Next, we show (4.13). Note that

\[
f(r)\phi''(r) = \phi'(r) + f(r)g(r)\phi(r) - f(r)h(r)\phi(r)^2.
\]

In the case \( \tau_0 < \infty \), by \( w_{j_0}(\sigma_0) = 0 \), \( w'_{j_0}(\tau_0) \leq 0 \), and Lemma 4.7 we have \( \xi(\tau_0) = -f(\phi')w'_{j_0}(\tau_0)w_{j_0}(\tau_0) \leq 0 \). In the case \( \tau_0 = \infty \), from (4.15), (4.10), and the assumption (XIII) we have \( \lim_{r \to \infty} \xi(r) = 0 \).

Finally, we show (4.14). In the case \( \sigma_0 > 0 \), since \( w_{j_0}(\sigma_0) = 0 \) and \( w'_{j_0}(\sigma_0) \geq 0 \), we have \( \xi(\sigma_0) = -f(\phi')w'_{j_0}(\sigma_0)w_{j_0}(\sigma_0) \geq 0 \).
In what follows, we show (4.14) in the case \( \sigma_0 = 0 \). By (3.6), Lemma 4.7, and \( \lim_{\sigma \searrow 0} w'_{j_0}(\sigma) \in [0, \infty] \), we have
\[
\liminf_{\sigma \searrow 0} ( - f(\sigma) \phi'(\sigma) w'_{j_0}(\sigma) ) \in [0, \infty].
\]
Therefore, from the expression (4.8), it suffices to show that
\[
\liminf_{\sigma \searrow 0} f(\sigma) \phi''(\sigma) w_{j_0}(\sigma) \in [0, \infty].
\] (4.16)
In order to show (4.16) we consider two cases.

**Case 1:** \( (XV a) \) holds. From (4.15), \( (XV a) \), (4.11), and \( \lim_{\sigma \searrow 0} w_{j_0}(\sigma) = 0 \), it follows that
\[
\liminf_{\sigma \searrow 0} f(\sigma) \phi''(\sigma) w_{j_0}(\sigma) = \liminf_{\sigma \searrow 0} (-f'(\sigma)\phi'(\sigma) + f(\sigma) g(\sigma) \phi(\sigma) - f(\sigma) h(\sigma) \phi(\sigma)^p) w_{j_0}(\sigma) \in [0, \infty].
\]

**Case 2:** \( (XV b) \) holds. Since \( w_{j_0} \in C^1[0, \infty) \) and \( w_{j_0}(0) = 0 \), we have \( w_{j_0}(\sigma) = O(\sigma) \) as \( \sigma \searrow 0 \). Therefore, from \( (XV b) \), \( f' \geq 0 \), \( \phi' < 0 \), and (4.11), we obtain
\[
\liminf_{\sigma \searrow 0} f(\sigma) \phi''(\sigma) w_{j_0}(\sigma) = \liminf_{\sigma \searrow 0} (-f'(\sigma)\phi'(\sigma) + f(\sigma) g(\sigma) \phi(\sigma) - f(\sigma) h(\sigma) \phi(\sigma)^p) w_{j_0}(\sigma) = \liminf_{\sigma \searrow 0} (-f'(\sigma)\phi'(\sigma) w_{j_0}(\sigma)) \in [0, \infty].
\]
In any case, we have (4.14).

From the above we obtain (4.12)–(4.14). There is a contradiction. This completes the proof. \( \square \)

**Proof of Theorem 4.5.** Let \( w \in X_p \) satisfy \( I''_p(\phi)w = 0 \). We decompose \( w \) into the even part and the odd part as
\[
w = w_0 + w_1, \quad w_0(x) := \frac{w(x) + w(-x)}{2}, \quad w_1(x) := \frac{w(x) - w(-x)}{2}.
\]
Then \( w_0 \) belongs to \( X \). Moreover, since \( w \) satisfies
\[
\partial_x^2 w + \frac{x f'(|x|)}{|x| f(|x|)} \partial_x w - g(|x|) w + ph(|x|) \phi(|x|)^{p-1} w = 0, \quad x \in \mathbb{R},
\]
we see that \( w_0 \) satisfies \( I''(\phi)w_0 = 0 \). Therefore, Theorem 4.2 implies \( w_0 \equiv 0 \).

Since \( w_1 \) satisfies \( w_1(0) = 0 \) and
\[
-w_1'' + \frac{f'(r)}{f(r)} w_1' - g(r) w_1 + ph(r) \phi(r)^{p-1} w_1 = 0, \quad r > 0,
\]
by the same argument as in the proof of Theorem 4.4, we obtain \( w_1 \equiv 0 \). Hence, \( w \equiv 0 \), which completes the proof. \( \square \)

4.3. **Proof of Theorem 1.7.**

**Proof of Theorem 1.7.** It suffices to verify the assumptions of Theorem 4.4 and 4.5. (VI), (VII), and (X): Since \( \omega > \omega_0 \), the following equivalences of norms hold:
\[
\| \nabla v \|^2_{L^2} - \gamma \int_{\mathbb{R}^N} |x|^\alpha dx + \omega \| v \|^2_{L^2} \simeq \| v \|^2_{H^1} \simeq \| \nabla v \|^2_{L^2} + \gamma \int_{\mathbb{R}^N} |x|^\alpha dx + \omega \| v \|^2_{L^2}.
\]
Therefore, (VI) and (X) hold. We also see that (VIIb) holds with \( \tilde{g}(r) = \omega \). Note that (VIIa) also holds if \( N \geq 2 \).
(VIII) for $N \geq 2$, (VIII') for $N = 1$, (IX), (XII), and (XIII): These conditions can be verified by elliptic regularity arguments.

(XI): Since $f'(r) = (N - 1)r^{N - 2}$, $(\log \rho(r))'' = 0$, $g'(r) = \alpha \gamma r^{-\alpha - 1} > 0$, and $h'(r) = 0$, we have (XI).

(XIV): It is obvious that $-g(r)\phi(r) + h(r)\phi(r)^p > 0$ for small $r > 0$ because of the singularity of $g$.

(XV): First, it is easy to verify that (XVa) holds if $N = 2$ and $0 < \alpha \leq 1$, or $N \geq 3$ since $-f'\phi' \geq 0$, $\liminf_{r \searrow 0} f(r)g(r) > -\infty$, and $f(r)h(r) \to 0$ as $r \searrow 0$.

Next, we show that (XVa) holds if $N = 2$ and $1 < \alpha < 2$. By using the formula (3.7), we have
\[
\phi'(r) = -\frac{\gamma}{2 - \alpha} \phi(0)r^{1-\alpha} + o(r^{1-\alpha})
\]
as $r \searrow 0$. Therefore, we obtain
\[
-f'(r)\phi'(r) + f(r)g(r)\phi(r) - f(r)h(r)\phi(r)^p = \frac{\gamma(\alpha - 1)}{2 - \alpha} \phi(0)r^{1-\alpha} + o(r^{1-\alpha})
\]
as $r \searrow 0$. This implies (XVa).

Finally, we show that (XVb) holds if $N = 1$. Since $0 < \alpha < 1$, we see that $f(r)g(r) + f(r)h(r) \sim r^{-\alpha} = o(r^{-1})$ as $r \searrow 0$. We can show that $w \in C^1(\mathbb{R}^N)$ by an elliptic regularity argument. This finishes the proof.

5. Discussion on instability of standing waves. In this section we discuss instability of standing wave solutions
\[
u_{\omega}(t, x) = e^{i\omega t} \phi_{\omega}(x)
\]
for (1.7), where $\phi_{\omega}$ is the unique positive radial solution of (1.1) given in Corollary 1. It is known that the Cauchy problem for (1.7) is locally well-posed in $H^1(\mathbb{R}^N)$ (see [4, Section 3]). The definition of stability of standing waves is as follows.

**Definition 5.1.** We say that the standing wave solution $\nu_{\omega}(t)$ for (1.7) is stable if for each $\varepsilon > 0$ there exists $\delta > 0$ such that if $u_0 \in H^1(\mathbb{R}^N)$ satisfies $\|u_0 - \phi_{\omega}\|_{H^1} < \delta$, then the solution $u(t)$ of (1.7) with $u(0) = u_0$ exists globally in time and satisfies
\[
\sup_{t \geq 0} \inf_{\theta \in \mathbb{R}} \|u(t) - e^{i\theta} \phi_{\omega}\|_{H^1} < \varepsilon.
\]
Otherwise, we say that it is unstable.

We say that the standing wave solution $\nu_{\omega}(t)$ for (1.7) is strongly unstable if for each $\varepsilon > 0$ there exists $u_0 \in H^1(\mathbb{R}^N)$ satisfying $\|u_0 - \phi_{\omega}\|_{H^1} < \varepsilon$, and the solution $u(t)$ of (1.7) with $u(0) = u_0$ blows up in finite time.

We recall some known results on stability and instability of standing waves. Fukuizumi and Ohta [11] proved that if $\omega$ is sufficiently close to $\omega_0$, or if $1 < p < 1 + 4/N$ and $\omega$ is sufficiently large, the standing wave $\nu_{\omega}(t)$ is stable. In [10] they proved that if
\[
\partial_\lambda^2 S_{\nu_{\omega}}(\phi_{\omega}^{\lambda})|_{\lambda=1} < 0,
\]
where $\phi_{\omega}^{\lambda}(x) := \lambda^{N/2} \phi_{\omega}(\lambda x)$ is the $L^2$-invariant scaling, then the standing wave $\nu_{\omega}(t)$ is unstable. As a corollary they also proved that if $1 + 4/N < p < 2^* - 1$ and $\omega$ is sufficiently large, the standing wave is unstable. Recently, Fukaya and Ohta [9] prove that if
\[
\partial_\lambda^2 S_{\nu_{\omega}}(\phi_{\omega}^{\lambda})|_{\lambda=1} \leq 0,
\]
the standing wave $\nu_{\omega}(t)$ is strongly unstable.
Now we turn to contributions of our results. From the variational characterization by the Nehari functional (Lemma 2.1), it is known that the linearized operator \(L_1\) has at most one negative eigenvalue. Moreover, since \(\langle L_1 \varphi, \varphi \rangle = -(p-1)\|\varphi\|_{L^p}^{p+1} < 0\), the operator \(L_1\) has exactly one simple negative eigenvalue. In addition, since \(L_2 \varphi = 0\) and \(\varphi\) is positive, it follows from Lemma 2.3 that \(L_2\) is a nonnegative operator and that its kernel is spanned by the ground state \(\varphi_0\). Combining these facts, the nondegeneracy of \(\varphi_0\) (Theorem 1.7), and Weyl’s essential spectral theorem, we have the following spectral properties.

**Proposition 5.2.** Assume (1.2), let \(\varphi_0 \in G_0\) be the positive ground state, and let \(L_1\) and \(L_2\) be the operators given in (1.11) and (1.12), respectively. Then the operator \(L_1\) has a simple negative eigenvalue, \(\ker L_2 = \text{span} \{\varphi_0\}\), and other spectra of \(L_1\) and \(L_2\) are positive and bounded away from zero.

From the uniqueness and nondegeneracy results (Theorems 1.5 and 1.7), we can obtain some regularity of the mapping \(\omega \mapsto \varphi_0\) (see [24, Section 6]). Combining this fact and Proposition 5.2, we can apply the results of Grillakis, Shatah, and Strauss [12] to our problem. More precisely, we have the following.

**Theorem 5.3.** Assume (1.2) and let \((\varphi_0)_{\omega > \omega_0}\) be the family of unique positive ground states with \(\varphi_0 \in G_0\). Then \(\omega \mapsto \varphi_0\) is a \(C^2\)-mapping from \((\omega_0, \infty)\) into \(H^1(\mathbb{R}^N)\). Moreover, if \(\partial_\omega \|\varphi_0\|_{L^2}^2 > 0\), then the standing wave solution \(e^{i\omega t}\varphi_0(x)\) of (1.7) is stable, and if
\[
\partial_\omega \|\varphi_0\|_{L^2}^2 < 0, \tag{5.2}
\]
then the standing wave is unstable.

**Remark 5.4.** Even in the case \(\partial_\omega \|\varphi_0\|_{L^2}^2 = 0\), we can also use the results of [7, 18, 21]. Therefore, stability and instability of the standing wave \(u_\omega(t)\) can be determined in theory for any \(\omega > \omega_0\). However, it is difficult to investigate the sign of \(\partial_\omega \|\varphi_0\|_{L^2}^2\) for middle \(\omega\).

For now there are two sufficient conditions (5.1) and (5.2) for instability. We can expect that the condition (5.1) should be strictly stronger than (5.2) for the following reasons.

- The condition (5.2) guarantees existence of an unstable direction \(\psi\) such that \(\langle \psi, \varphi_0 \rangle_{L^2} = 0\) and \(\langle S''(\varphi_0)\psi, \psi \rangle < 0\). The condition (5.1) directly gives the unstable direction \(\psi = \partial_\lambda \phi_\lambda|_{\lambda = 1}\).
- Although (5.2) is known as a sufficient condition for orbital instability, (5.1) is known as that for strong instability.

However, the relationship between these two conditions was not clarified. Here we confirm the above expectation by using our nondegeneracy result (Theorem 1.7).

**Proposition 5.5.** Assume (1.2) and let \((\varphi_0)_{\omega > \omega_0}\) be the family of unique positive ground states with \(\varphi_0 \in G_0\). If \(\omega > \omega_0\) satisfies the condition (5.1), then the condition (5.2) holds.

**Remark 5.6.** If \(\gamma = 0\) and \(p = 1 + 4/N\), the assertion of Proposition 5.5 does not hold because
\[
\partial_\lambda^2 S_\omega(\phi_\lambda^0)|_{\lambda = 1} = \partial_\omega \|\phi_\omega\|_{L^2}^2 = 0.
\]

At the end of this paper we prove Proposition 5.5.
Proof of Proposition 5.5. Let $\chi$ be an eigenfunction of $L_1$ corresponding to the unique negative eigenvalue $\mu_0$ and put
\[ \psi := \partial_\lambda \phi_\omega^\lambda |_{\lambda=1}, \quad \eta := \partial_\omega \phi_\omega. \]
Note that
\[ \partial^2_\lambda S_\omega(\phi_\omega^\lambda) |_{\lambda=1} = \langle L_1 \psi, \psi \rangle, \quad L_1 \eta = -\phi_\omega, \quad \partial_\omega \| \phi_\omega \|_{L^2}^2 = -2 \langle L_1 \eta, \eta \rangle. \]
Let $\beta \in \mathbb{R}$ be the constant satisfying
\[ (\psi + \beta \eta, \chi)_{L^2} = 0, \quad \text{i.e.} \quad \beta := -\frac{\langle \psi, \chi \rangle_{L^2}}{(\eta, \chi)_{L^2}}. \]
We note that the denominator is not zero. Indeed, since $\langle L_1 \phi_\omega, \phi_\omega \rangle < 0$, by Proposition 5.2 we have $\langle \phi_\omega, \chi \rangle_{L^2} \neq 0$, and so
\[ (\eta, \chi)_{L^2} = \frac{1}{\mu_0} \langle L_1 \chi, \eta \rangle = \frac{1}{\mu_0} (L_1 \eta, \chi) = -\frac{1}{\mu_0} \langle \phi_\omega, \chi \rangle_{L^2} \neq 0. \]
Moreover, we also see that $\beta \neq 0$. Indeed, since $\langle L_1 \psi, \psi \rangle \leq 0$, by Proposition 5.2 again we have $\langle \psi, \chi \rangle_{L^2} \neq 0$.

Now we show that $\psi + \beta \eta \neq 0$. It suffices to show that $\psi$ and $\eta$ are linearly independent. By using the equation (1.1), we have
\[ L_1 \varphi = -\omega \phi_\omega + (2 - \alpha) \frac{\gamma}{|x|^\alpha} \phi_\omega, \quad L_1 \phi_\omega = -(p - 1) \phi^p_\omega, \]
where
\[ \varphi(x) := \partial_\lambda [\lambda^{2/(p-1)} \phi_\omega(\lambda x)] |_{\lambda=1} \]
\[ = \left( \frac{2}{p-1} + x \cdot \nabla \right) \phi_\omega(x) = \psi(x) - \frac{N(p - 1) - 4}{2(p - 1)} \phi_\omega(x). \]
Therefore, we obtain
\[ L_1 \psi = L_1 \varphi + \frac{N(p - 1) - 4}{2(p - 1)} L_1 \phi_\omega = -\omega \phi_\omega + (2 - \alpha) \frac{\gamma}{|x|^\alpha} \phi_\omega - \frac{N(p - 1) - 4}{2} \phi^p_\omega. \]
From this, we see that $L_1 \psi \notin \text{span}\{\phi_\omega\}$. On the other hand, $L_1 \eta = -\phi_\omega \in \text{span}\{\phi_\omega\}$. This means that $\psi$ and $\eta$ are linearly independent.

Therefore, by Proposition 5.2 again we obtain
\[ 0 < \langle L_1 (\psi + \beta \eta), \psi + \beta \eta \rangle = \langle L_1 \psi, \psi \rangle + 2 \beta \langle L_1 \psi, \eta \rangle + \beta^2 \langle L_1 \eta, \eta \rangle \]
\[ = \partial^2_\lambda S_\omega(\phi_\omega^\lambda) |_{\lambda=1} - 2 \beta^2 \| \phi_\omega \|_{L^2}^2, \]
where we used
\[ 2 \langle L_1 \psi, \eta \rangle = -2 \langle \phi_\omega, \psi \rangle = - \partial_\lambda \| \phi_\omega \|_{L^2}^2 |_{\lambda=1} = 0. \]
(5.3)
Since $\beta \neq 0$, we obtain $\partial_\omega \| \phi_\omega \|_{L^2}^2 < \partial^2_\lambda S_\omega(\phi_\omega^\lambda) |_{\lambda=1} / (2 \beta^2) \leq 0$. This implies the conclusion. \( \square \)

Remark 5.7. If the strict inequality in (5.1) holds, i.e. $\partial^2_\lambda S_\omega(\phi_\omega^\lambda) |_{\lambda=1} < 0$, we can more easily show that $\psi$ and $\eta$ are linearly independent because of $\langle L_1 \psi, \psi \rangle < 0$ and (5.3).
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