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In the last decade, the quantum chemical version of the density matrix renormalization group (DMRG) method has established itself as the method of choice for calculations of strongly correlated molecular systems. Despite its favourable scaling, it is in practice not suitable for computations of dynamic correlation. We present a novel method for accurate “post-DMRG” treatment of dynamic correlation based on the tailored coupled cluster (CC) theory in which the DMRG method is responsible for the proper description of non-dynamic correlation, whereas dynamic correlation is incorporated through the framework of the CC theory. We illustrate the potential of this method on prominent multireference systems, in particular N₂, C₆ molecules and also oxo-Mn(Salen) for which we have performed the first “post-DMRG” computations in order to shed light on the energy ordering of the lowest spin states.

The coupled cluster (CC) approach, introduced to quantum chemistry (QC) by Čížek, is one of the most accurate ab initio methods for the treatment of dynamic electron correlation. The advantages of this scheme include a compact description of the wave function, size-extensivity, invariance to orbital rotations together with a systematic hierarchy of approximations converging towards the full configuration interaction (FCI) limit. Despite the great success of QC and in particular the CC methodology in standard (single-reference) cases, the situation is dramatically different for strongly correlated (multireference) systems, where the usual single-reference approaches become inaccurate or even completely break down. One category of methods designed for the treatment of such systems are multireference coupled cluster (MRCC) approaches, which generalize the CC exponential parameterization of the wave function. Out of many formulations of MRCC theories, the class of methods relevant to this work are externally corrected CC, which extract information about the most important higher excitations or active space single and double excitations from an “external” calculation performed by a different method like complete active space self-consistent field (CASSCF) or multireference configuration interaction (MRCI). In this letter, we present a further development in this field concerning the tailored CC (TCC) method, where the information for external correction is obtained from a density matrix renormalization group (DMRG) calculation.

DMRG is a very powerful approach suitable for treatment of strongly correlated systems originally developed in solid state physics. The success of DMRG in this field motivated its application to QC problems where it has proven the potential to outperform traditional QC methods for systems which require very large active spaces, like molecules containing several transition metal atoms. Despite the favourable scaling of the DMRG method, it is computationally prohibitive to treat the dynamic correlation by including all virtual orbitals into the active space. Since the dynamic correlation has in general a very significant chemical impact, development of “post-DMRG” methods, which aim to describe this effect, is of high importance. During the past few years, several such methods have been developed, for example DMRG-CASPT₂, DMRG-icMRCI, or the matrix product state (MPS)-based formulation of a multireference perturbation theory. The general TCC wave function employs the following split-amplitude ansatz:

\[ \Psi_{\text{TCC}} = e^{T_{\text{ext}}} \Phi_{0} = e^{T_{\text{ext}} + T_{\text{CAS}}} \Phi_{0} = e^{T_{\text{ext}}} e^{T_{\text{CAS}}} \Phi_{0}, \]  \(\text{(1)}\)

where \(T_{\text{CAS}}\) represents the amplitudes obtained from the CI coefficients of the pre-computed complete active space configuration interaction (CASSCF) wave function and \(T_{\text{ext}}\) is the rest of the cluster operator. Since \(\Phi_{0}\) is a single-determinant reference wave function, \(T_{\text{ext}}\) and \(T_{\text{CAS}}\) mutually commute, which keeps the method very simple. At the level of truncation to single and double excitations (TCCSD), the wave function reads

\[ \Psi_{\text{TCCSD}} = e^{(T_{\text{ext}}^{(1)} + T_{\text{ext}}^{(2)})} e^{(T_{\text{CAS}}^{(1)} + T_{\text{CAS}}^{(2)})} \Phi_{0}, \]  \(\text{(2)}\)

where the superscript denotes the excitation rank of a cluster operator. \(T_{\text{CAS}}^{(1)}\) and \(T_{\text{CAS}}^{(2)}\) are calculated from the CASSCF expansion coefficients according to the well-known relationship between the CC and CI expansions:

\[ T_{\text{CAS}}^{(1)} = C^{(1)}, \]  \(\text{(3a)}\)
\[ T_{\text{CAS}}^{(2)} = C^{(2)} - \frac{1}{2}(C^{(1)})^2. \]  \(\text{(3b)}\)

\(T_{\text{CAS}}^{(1)}\) and \(T_{\text{CAS}}^{(2)}\) are expected to properly describe the non-dynamic correlation, and are kept constant during the CC
procedure. They thus “tailor” the external amplitudes corresponding to the $T_{\text{ext}}^{(1)}$ and $T_{\text{ext}}^{(2)}$ operators which are, on the other hand, supposed to be responsible for the main part of the dynamic correlation and which are calculated from the usual projective CCSD amplitude equations analogous to the single-reference CC method

$$\langle \Phi_i^a | H_{\text{ext}} e^{T_{\text{CAS}}} | \Phi_0 \rangle_c = 0 \quad \{i, a\} \not\subset \text{CAS}, \quad (4a)$$

$$\langle \Phi_{ij}^{ab} | H_{\text{ext}} e^{T_{\text{CAS}}} | \Phi_0 \rangle_c = 0 \quad \{i, j, a, b\} \not\subset \text{CAS}. \quad (4b)$$

The TCC approach has been successfully applied\cite{15,19} and generally performs well, although a large active space and CASCCF orbitals might be required for good accuracy\cite{15}. TCC also features the desirable property of being rigorously size-extensive\cite{18}.

In order to circumvent the prohibitive scaling of the CASCI method, when large active spaces are used, we propose to use MPS wave functions generated by the DMRG method to acquire active space amplitudes, that correctly describe the non-dynamic correlation in the subsequent CCSD calculations.

The DMRG method\cite{26-31} is a variational procedure which optimizes the wave function in the form of MPS\cite{39}. It is a non-linear wave function ansatz made from the product of variational objects (matrices) corresponding to each site of a one-dimensional lattice which in QC represents a chain of molecular orbitals. Therefore MPS refers to the wave function ansatz, whereas DMRG to the efficient self-consistent optimization algorithm which provides it. In QC version of DMRG (QC-DMRG)\cite{26,31} correlations between individual molecular orbitals are taken into account by means of an iterative procedure that variationally minimizes the energy of the electronic Hamiltonian. The method eventually converges to the FCI solution in a given orbital space, i.e. to CASCI.

The practical version of DMRG is the two-site algorithm, which, in contrast to the one-site approach, is less prone to get stuck in local minima\cite{29,30}. It provides the wave function in the two-site MPS form\cite{29}

$$|\Psi_{\text{MPS}}\rangle = \sum_{\{n\}} A^{a_1} A^{a_2} \cdots W^{a_i a_{i+1}} \cdots A^{a_n} |\alpha_1 \alpha_2 \cdots \alpha_n\rangle, \quad (5)$$

where $\{0\}, \{\uparrow\}, \{\downarrow\}$ and for a given pair of adjacent indices $i, (i+1)$, $W$ is a four index tensor, which corresponds to the eigenfunction of the electronic Hamiltonian expanded in the tensor product space of four tensor spaces defined on an ordered orbital chain, so called left block ($M_i$ dimensional tensor space), left site (four dimensional tensor space of $i$th orbital), right site (four dimensional tensor space of $(i+1)$th orbital), and right block ($M_i$ dimensional tensor space). The MPS matrices $A$ are obtained by successive application of the singular value decomposition (SVD) with truncation on $W$’s and iterative optimization by going through the ordered orbital chain from left to right and then sweeping back and forth.

The maximum dimension of MPS matrices which is required for a given accuracy, so called bond dimension $[M_{\text{max}} = \max(M_i, M_j)]$, can be regarded as a function of the level of entanglement in the studied system\cite{31}. Among others, $M_{\text{max}}$ strongly depends on the order of orbitals along the one-dimensional chain\cite{22,23} as well as their type\cite{22,23}.

The two crucial correlation measures, which play an important role in tuning the performance of DMRG (e.g. employed in orbital ordering optimization), are single-orbital entanglement entropy ($s_i$) and mutual information ($I_{ij}$)\cite{11,19,16}.

Regarding the computational scaling of the DMRG-TCCSD method, it is indeed an interplay of contributions from both parent methods. The formal computational scaling of DMRG is $O(M^3 n^3) + O(M^2 n^4)$\cite{23,29,52,53} where $M$ denotes the bond dimension and $n$ the number of orbitals in the DMRG space. The scaling of CCSD\cite{23} is $O(N^2_{\text{CC}} N^3_{\text{virt}}) \approx O(N^6)$, where to distinguish between DMRG and CC orbital spaces, $N$ refers to the size of the full (CC) orbital space and $n < N$. Which contribution is in practice the rate limiting step depends on the size of the DMRG active space, the underlying entanglement, as well as the size of the system. Computation of the CI expansion coefficients itself is negligible compared to the cost of DMRG\cite{23}.

Looking upon Eq. (2) and taking into account that the action of $(\exp(T_{\text{CAS}}^{(1)}) + \exp(T_{\text{CAS}}^{(2)})$ (with the exact amplitudes) on the reference function $|\Phi_0\rangle$ approximates the MPS wave function $|\Psi_{\text{MPS}} \rangle\textsuperscript{CAS}$\cite{67} the method can be viewed as an approximate coupled cluster ansatz with the MPS reference function

$$|\Psi_{\text{DMRG-TCCSD}}\rangle \approx e^{(T_{\text{ext}}^{(1)} + T_{\text{ext}}^{(2)})} |\Psi_{\text{MPS}} \rangle_{\text{CCSD}}. \quad (6)$$

However, it uses a single Slater determinant as a Fermi vacuum which introduces a certain bias, which might deteriorate the performance of the method in exactly degenerate situations. In such cases, the method will break the spatial symmetry of the degenerate components. For the same reason, the TCCSD method despite being size-extensive does not fulfill the size-consistency exactly\cite{55}, however, with
The chromium dimer (Cr$_2$) has been known for a long time as a particularly challenging small system in quantum chemistry. In order to adequately describe its intricate dissociation curve, the used method has to provide the best possible treatment of both non-dynamic and dynamic correlation. Over the decades, the problem has been tackled by many groups recently. Our aim was not to calculate the whole dissociation curve, but rather test the DMRG-TCCSD method on a single-point energy calculation for which the large-scale DMRG extrapolated energy has recently been published. These results are considered as a FCI benchmark.

Following, we performed a single-point calculation, with the chromium atoms being placed 1.5 Å apart. According to the single-orbital entanglement entropy profiles, we have chosen three active spaces: CAS(12,12) for $s_1 > 0.2$; CAS(12,19) for $s_1 > 0.05$ and CAS(12,21) for $s_1$ just under the 0.05 (after these two orbitals, a drop in $s_1$ values was observed). The first CAS includes all the valence orbitals (4s and 3d), the other spaces are augmented by double-shell orbitals. In particular, CAS(12,19) adds two 5s and five 4d orbitals and CAS(12,21) adds another two 4d orbitals.

The resulting DMRG, TCCSD and for comparison also CCSD, CCSD(T), and CCSDTQ energies are shown in Table I. The amount of retrieved correlation energy (with respect to the extrapolated DMRG energies) by TCCSD for the Cr$_2$ molecule ($r = 1.5$ Å) with SV basis. CCSD, CCSD(T) and CCSDTQ energies are shown for comparison.

![FIG. 1: The amount of correlation energy retrieved (with respect to the extrapolated DMRG energies) by TCCSD for the Cr$_2$ molecule ($r = 1.5$ Å) with SV basis. CCSD, CCSD(T) and CCSDTQ energies are shown for comparison.](image)

| Method              | $E + 2086$ |
|---------------------|-----------|
| DMRG(12,12)         | -0.071746 |
| TCCSD(12,12)        | -0.424826 |
| DMRG(12,19)         | -0.228125 |
| TCCSD(12,19)        | -0.428037 |
| DMRG(12,21)         | -0.252552 |
| TCCSD(12,21)        | -0.437171 |
| CCSD                | -0.344277 |
| CCSD(T)             | -0.422229 |
| CCSDTQ              | -0.430244 |
| DMRG(48,42)         | -0.444784 |

*For the definition of $\chi$, see the Computational details.

Extrapolated DMRG energies serving as a FCI benchmark.
As in the previous example, the DMRG active space was selected according to the single-orbital entanglement entropy values. We have selected 19 orbitals which complied with \( s_i > 0.02 \). The final DMRG(10,19) and TCCSD(10,19) results (vibrational frequencies, anharmonicities, and equilibrium bond lengths) together with the single-reference CCSD and TCCSD(6,6) results are shown in Table II.

TABLE II: Spectroscopic parameters of the \( X^1\Sigma^+ \) electronic state of N\(_2\) calculated with the cc-pVTZ basis together with the experimental values taken from\(^{21}\). Vibrational frequencies (\( \omega_v \)) and anharmonicities (\( \omega_{v,v^2,x^2} \)) are shown in cm\(^{-1}\), bond lengths in Å. Absolute values of deviations from the experimental results are also displayed.

| Method          | \( \omega_v \) | \( \Delta \omega_v \) | \( \omega_{v,v^2,x^2} \) | \( \Delta \omega_{v,v^2,x^2} \) | \( r_0 \) | \( \Delta r_0 \) |
|-----------------|-----------------|-----------------------|--------------------------|-------------------------------|----------|----------------|
| CCSD            | 2423.3          | 64.7                  | 12.75                    | 1.57                          | 1.9067   | 0.0010        |
| TCCSD(6,6)      | 2376.3          | 17.7                  | 13.57                    | 0.75                          | 1.1009   | 0.0032        |
| DMRG(10,19)     | 2298.8          | 59.8                  | 13.72                    | 0.60                          | 1.1112   | 0.0135        |
| TCCSD(10,19)    | 2347.3          | 11.3                  | 13.91                    | 0.41                          | 1.1036   | 0.0059        |
| Experiment     | 2358.57         | 14.324                |                          |                               | 1.09768  |               |

As can be seen, the TCCSD(10,19) method gives the best agreement with the experimental vibrational frequencies and anharmonicities, improving the CCSD and DMRG(10,19) vibrational frequencies by more than 53 cm\(^{-1}\) and 48 cm\(^{-1}\) respectively and anharmonicities by more than 1.1 cm\(^{-1}\) and 0.2 cm\(^{-1}\) respectively. It also gives the vibrational frequencies and anharmonicities superior to TCCSD(6,6), by more than 6 cm\(^{-1}\) in case of the vibrational frequency and 0.3 cm\(^{-1}\) for the anharmonicity. Only the TCCSD(10,19) equilibrium bond length is slightly worse than the CCSD value, which is however justifiable, as the CCSD methods works well around the energy minimum where the wave function exhibits a single-reference nature. Nevertheless, the error of 0.006 Å for the TCCSD(10,19) equilibrium bond length represents a fairly good accuracy. The TCCSD(6,6) dissociation energy (\( D_e \)) computed as difference of the \( N_2 \) energy at the optimum geometry and the double of N atom energy equals 213.7 kcal/mol and lies 11 kcal/mol under the experimental value (\( D_{e}^{\text{exp}} = 225 \) kcal/mol\(^{21}\)). It improves the CASSCF(6,6) dissociation energy by 10 kcal/mol and the CCSD dissociation energy by 6.5 kcal/mol (\( D_{e}^{\text{CASSCF}(6,6)} = 203.8 \) kcal/mol, \( D_{e}^{\text{CCSD}} = 207.2 \) kcal/mol).

The last system which we have computed is oxo-Mn(Salen). It catalyzes the enantioselective epoxidation of unfunctional olefins\(^{45,77,78}\) and it has been studied extensively with different multireference methods\(^{45,77,78}\), most recently also with the DMRG methodology\(^{45,77,78}\). Despite huge efforts, the energetic ordering of the lowest singlet and triplet states is still not clear and proper answer requires studies of the effect of dynamic correlation. The ordering of the lowest spin states is an important issue indeed, since different reaction paths have been suggested depending on the spin state\(^{29}\). To the best of our knowledge, we report the first “post-DMRG” computations of this system.

In case of oxo-Mn(Salen), we followed the work of Olivares-Amaya et al\(^{29}\) in selection of the active space. The active space contained: 5 Mn 3d orbitals, 10 π orbitals of the equatorial conjugated rings (C, N, O atoms), 4 equatorial 2p orbitals forming Mn-N and Mn-O σ bonds, 3 2p orbitals for axial O as well as Cl atoms, which resulted in CAS(34,24). The split-localized molecular orbitals forming the DMRG active space with their respective mutual information are presented in Figure 2. Our TCCSD and DMRG \( 1^A \) and \( 3^A \) energies together with previous DMRG and DMRG-SCF results are listed in Table III. As can be seen, our DMRG(34,25) results agree with the DMRG-SCF results of Wouters et al\(^{80}\) in predicting the \( 3^A \) state to be the ground state\(^{80}\). In our case, the singlet-triplet gap is higher in absolute value, which can be assigned to the fact that we did not optimize the orbitals. However, inclusion of the dynamic correlation through the TCCSD approach decreases the gap, suggesting that the \( 3^A \) state is lower in energy than the \( 1^A \) state by 3.6 kcal/mol.

TABLE III: The TCCSD \( 1^A \) and \( 3^A \) energies (\( E + 2251 \) in a.u.) and energy differences \( \Delta E = E(1^A) - E(3^A) \) in kcal/mol of oxo-Mn(Salen) with 6-31G* basis. DMRG and previous DMRG and DMRG-SCF results are shown for comparison.

| Method          | \( E(1^A) \)   | \( E(3^A) \)   | \( \Delta E \) |
|-----------------|----------------|----------------|----------------|
| DMRG-SCF(28,22) | -0.5498        | -0.5578        | -5.0          |
| DMRG(32,24)     | -0.304712      | -0.304128      | 0.4           |
| DMRG-SCF(26,21) | -0.796326      | -0.795396      | 0.6           |
| DMRG(34,25)     | -0.410926      | -0.431039      | -12.6         |
| TCCSD(34,25)    | -2.727314      | -2.733037      | -3.6          |

* The cc-pVDZ basis set was employed.

In this letter, we have presented a novel method for accurate treatment of strongly correlated molecules which, in the spirit of TCC(\( \{11,10\}\))\(^{11,12}\), combines the CC theory, in particular CCSD, with the DMRG method. In this approach, DMRG is responsible for a proper description of the nondynamic electron correlation and CCSD is supposed to deal with the major part of the remaining dynamic correlation.

In spite of being conceptually simple, the first results of the benchmark calculations on the \( Cr_2 \), \( N_2 \), and oxo-Mn(Salen) molecules are indeed very encouraging. In case of \( Cr_2 \) (\( r = 1.5 \) Å), for which the extrapolated DMRG energy is available, we were able to recover more than 99 % of the correlation energy with the TCCSD(12,21) method, compared to 88.5 % of the standard CCSD method. Regarding the \( N_2 \) example, with the TCCSD(10,19) method, we were able to obtain the vibrational frequency and the equilibrium bond length with errors about 0.5 %. More importantly, this method provided the anharmonicity, which is more sensitive to the shape of the potential energy curve further from the energy minimum, with an error less than...
3 %, compared to 11 % error of the standard CCSD method. In case of oxo-Mn(Salen), we have presented the first “post-DMRG” calculations whose aim was to shed more light on the energy ordering of the lowest spin states. Our results are in agreement with the results of Wouters et al.,\textsuperscript{77} predicting the triplet state to be 3.6 kcal/mol lower than the singlet one.

The DMRG-TCCSD method in fact represents the simplest version of DMRG-externally corrected CC approaches. Alternative (and potentially even more accurate) method which deserves future investigations is the reduced multireference CCSD method\textsuperscript{8–11} employing the DMRG connected triples and quadruples in the active space.

**COMPUTATIONAL DETAILS**

We have extended the Budapest QC-DMRG code\textsuperscript{81} for computations of active space coupled cluster amplitudes and interfaced it with the Orca program system,\textsuperscript{82} in which we have implemented the TCCSD method.

In all the production DMRG calculations, we have employed the dynamical block state selection (DBSS) procedure\textsuperscript{25,83} with the truncation criterion set on entropy $\chi = S_{\text{max}} - S$, where $S_{\text{max}}$ denotes the entanglement entropy of the augmented block before the truncation and $S$ the truncated one. We have tested the effect of the truncation error $\chi$ on the final TCCSD $N_2$ spectroscopic parameters and found that $\chi = 10^{-5}$ is sufficient for the presented accuracy. This truncation criterion was used throughout the work and it resulted in bond dimensions varying in the range of 1000-6000. Note that $\chi$ is a tighter criterion than the more common $\delta \epsilon_{\text{TR}} = 1 - \sum \lambda_i^2$ with $\lambda_i$ being the Schmidt values, in our case by almost two orders of magnitude. The orbitals for the DMRG active spaces were chosen according to their single-orbital entanglement entropies\textsuperscript{41,49,78} calculated with fixed bond dimensions $M = 512$ (see Figs. 2 and 5 of SI). In case of $N_2$, the single-orbital entropies were averaged over 10 points, from which the spectroscopic parameters were computed. The Fiedler method\textsuperscript{43,48} was used for optimization of the orbital ordering. The DMRG runs were initialized using the CIDEAS procedure\textsuperscript{30,41} and the energy convergence threshold measured between the two subsequent sweeps was set to $10^{-6}$ a.u.

In case of Cr$_2$, the RHF orbitals computed in Ahlrichs’ SV basis were used for the subsequent DMRG and TCCSD calculations (see Fig. 1 of SI). For $N_2$ we have used the CASSCF(6,6)/cc-pVTZ orbitals with the active space consisting of six $2p$ orbitals in all DMRG and TCCSD calculations (see Fig. 4 of SI). Likewise, we have excluded two 1s orbitals from the TCCSD correlation treatment. The $N_2$ spectroscopic parameters were calculated employing the
In case of oxo-Mn(Salen) we have used the singlet CASSCF(10,10)/6-31G* geometry of Ivanic et al.\cite{1} (see Fig. 6 of SI). As in Ref.\cite{2} we have employed the triplet 6-31G* ROHF orbitals which were for easier selection of the DMRG active space split-localized: for $^1A$ state all the valence and 32 virtual orbitals; for $^3A$ all the valence, two singly occupied and 31 virtual orbitals. Again, the core orbitals were excluded from correlation treatment.
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