SUMS OF REGULAR SELFADJOINT OPERATORS IN HILBERT-$C^*$-MODULES
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ABSTRACT. We introduce a notion of weak anticommutativity for a pair $(S, T)$ of self-adjoint regular operators in a Hilbert $C^*$-module $E$. We prove that the sum $S + T$ of such pairs is self-adjoint and regular on the intersection of their domains. A similar result then holds for the sum $S^2 + T^2$ of the squares. We show that our definition is closely related to the Connes-Skandalis positivity criterion in $KK$-theory. As such we weaken a sufficient condition of Kucerovsky for representing the Kasparov product. Our proofs indicate that our conditions are close to optimal.
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1. INTRODUCTION

A well-known problem in functional analysis is to describe the domain and the spectral properties of the sum of two densely defined closed operators. In general nothing can be said as the intersection of the domains can be just $\{0\}$. The problem has a rich history and therefore in the next two sections we will summarize what is known in two quite different contexts. Thereafter we will describe the main theme of the paper.
1.1. Banach space history of the problem. Given two densely defined unbounded operators $A, B$ in some Banach space $X$ with a joint ray, e.g. $(0, \infty)$ or $(-\infty, 0)$, in the resolvent set. A basic problem is to give criteria which ensure the following to hold:

1. $\lambda + A + B$ is invertible for $-\lambda$ in the said ray and large enough.
2. $A + B$ is a closed operator with domain $\mathcal{D}(A) \cap \mathcal{D}(B)$.

One of the first comprehensive papers on the problem [DPGr75] was motivated by evolution equations

$$-\frac{d^2}{dt^2} u + \Lambda(t) u + \lambda u = f,$$

with $\Lambda(t)$ being a family of partial differential operators parametrized by $t$.

The validity of (1) means that the equation $A x + B x + \lambda x = y$ is weakly solvable for $\lambda$ large, that is given $y$ there is a sequence $x_n \in \mathcal{D}(A) \cap \mathcal{D}(B)$ such that $x_n \to x$ and $(A + B + \lambda) x_n \to y$. (1) and (2) together mean that the equation $A x + B x + \lambda x = y$ is strongly solvable for $\lambda$ large, that is given $y$ there exists a solution $x \in \mathcal{D}(A) \cap \mathcal{D}(B)$.

One, and essentially the only approach to the problem in the Banach space context rests on the idea of viewing $A + B + \lambda$ as a (operator valued) function of $B$ and writing the resolvent $(A + B + \lambda)^{-1}$ as the Dunford integral

$$P_\lambda := \frac{1}{2\pi i} \int_\Gamma (z + \lambda + A)^{-1} \cdot (z - B)^{-1} \, dz,$$  (1.1)

where $\Gamma$ is a suitable contour encircling the spectrum of $B$. This approach works well only for sectorial operators with spectral angle $< \pi/2$. Eq. (1.1) equals an appropriate approximation to the resolvent [DPGr75, DoVe87, LaTe87, FuH93, MoPr97, KaWe01, PrSi07, Ro11].

1.2. KK-theory history of the problem. In the completely different context of KK-theory [Kas80] one encounters the problem of regular sums of operators when one tries to construct the notoriously complicated Kasparov product at the level of unbounded cycles [Mes14, BMvS16, MeRe16, KaLe12, KaLe13].

Here, the operators in question act on a Hilbert-$(A, B)$-bimodule $E$, which is a complete inner product module over the C$^*$-algebra $B$. For an unbounded $B$-linear operator $T$ in $E$ it makes sense to talk about self-adjointness and hence one might be tempted to believe that everything is as nice as in a Hilbert space. This, unfortunately (or fortunately), is not the case as the axiom of regularity does not come for free: analogously as in the Banach space context above an unbounded self-adjoint $B$-linear operator $S$ in $E$ is called regular if $S \pm \lambda$ has dense range for one and hence for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$. If $B = \mathbb{C}$ then regularity is equivalent to self-adjointness. In general, it is an additional feature, cf. [BaJu83, Wor91, Pie06, KaLe12].

An unbounded Kasparov module is a triple $(A, E, D)$ consisting of a Hilbert $(A, B)$-bimodule $E$ and a self-adjoint regular operator $D$, with compact resolvent, that
commutes with the dense subalgebra $A \subset A$ up to bounded operators. In the construction of the tensor product of two such modules $(A, X, S_X)$ and $(B, Y, T_Y)$ one encounters two problems.

The first one is the definition of the operator $T = 1 \otimes_{\nabla} T_Y$ on the module $E := X \otimes_B Y$. Since $T$ does not commute with $B$, one needs to incorporate extra data in the form of a connection $\nabla$. This is discussed in great generality in [MeRe16] and in this paper we will not be concerned with this construction.

Once a well-defined self-adjoint and regular connection operator $T$ on $E$ has been constructed from $T_Y$, the second problem that needs to be addressed is self-adjointness and regularity of the sum $D = S + T$, where $S = S_X \otimes 1$. The goal is then to formulate an appropriate smallness condition on the graded commutator $ST + TS$ such that $S + T$ is self-adjoint and regular on $\mathcal{D}(S) \cap \mathcal{D}(T)$.

The Banach space results mentioned in the previous paragraph do not (at least not a priori) apply to this situation as in general self-adjoint operators are sectorial (under certain conditions to determine whether a cycle $(A, E, D)$ is the product of the cycles $(A, X, S_X)$ and $(B, Y, T_Y)$. Although this avoids the aforementioned hard problems, it leaves one with the burden of coming up with a good guess for $D$ in every particular instance, as well as proving that $(A, E, D)$ is a cycle.

1.3. The main results. Here we offer the following result which contains all previously known results in this context as special cases [Mes14, Kale12, MeRe16].

**Theorem 1.1.** Let $S, T$ be self-adjoint and regular operators in the Hilbert-$B$-module $E$. Assume that

1. there are constants $C_0, C_1, C_2 > 0$ such that the form estimate
   \[
   \langle [S, T]x, [S, T]x \rangle \leq C_0 \cdot \langle x, x \rangle + C_1 \cdot \langle Sx, Sx \rangle + C_2 \cdot \langle Tx, Tx \rangle
   \]
   holds for all $x \in \mathcal{F} := \mathcal{F}(S, T) = \{ x \in \mathcal{D}(S) \cap \mathcal{D}(T) \mid Sx \in \mathcal{D}(T), Tx \in \mathcal{D}(S) \}$.
   This is an inequality in the C*-algebra $B$.

   2. There is a core $E \subset \mathcal{D}(T)$ such that $(S + \lambda)^{-1}(E) \subset \mathcal{F}(S, T)$ for $\lambda \in i\mathbb{R}, |\lambda| \geq \lambda_0$.

Then $S + T$ is self-adjoint and regular on $\mathcal{D}(S) \cap \mathcal{D}(T)$. That is for $z \in \mathbb{C} \setminus \mathbb{R}$ and $y \in E$ the equation

\[
Sx + Tx + z \cdot x = y
\]

has a unique (strong) solution $x \in \mathcal{D}(S) \cap \mathcal{D}(T)$.

A more elaborate formulation can be found below in Theorem 2.6. Our main application of Theorem 2.6 is to the calculation of the Kasparov product of unbounded cycles in KK-theory.

Historically, the main tool for handling the Kasparov product has consisted of a guess-and-check procedure pioneered by Connes-Skandalis [CoSk84], and later refined by Kucerovsky [Kuc97]. This entails checking a set of three sufficient conditions to determine whether a cycle $(A, E, D)$ is the product of the cycles $(A, X, S_X)$ and $(B, Y, T_Y)$. Although this avoids the aforementioned hard problems, it leaves one with the burden of coming up with a good guess for $D$ in every particular instance, as well as proving that $(A, E, D)$ is a cycle.
In recent years, significant progress has been made on the constructive approach to finding $D$. In this setting, the first sufficient condition of Kucerovsky is satisfied whenever $D = S + T$ and $T$ is a connection operator relative to $T_Y$. The second condition will be satisfied whenever $D(S + T) \subset D(S)$. In previous work the condition

$$\langle [S, T]x, [S, T]x \rangle \leq C(\langle x, x \rangle + \langle Sx, Sx \rangle),$$

was imposed to ensure self-adjointness of the sum $S + T$. This condition implies that

$$\langle (S + T)x, Sx \rangle + \langle Sx, (S + T)x \rangle \geq -\kappa \langle x, x \rangle,$$

for some $\kappa > 0$, which is the third sufficient condition appearing in [Kuc97, Theorem 13]. The form estimate (1.2) is in general not compatible with Kucerovsky’s estimate. In Section 7 we prove that it is nonetheless sufficient to construct the Kasparov product.

**Theorem 1.2.** Let $(A, X, S_X)$ and $(B, Y, T_Y)$ be unbounded Kasparov modules for $(A, B)$ and $(B, C)$ respectively and let $E := X \otimes_B Y$ and $S := S_X \otimes 1$. Suppose that $T : D(T) \to E$ is an odd self-adjoint regular connection operator for $T_Y$ such that

(i) for all $a \in A$ we have $a : D(T) \to D(T)$ and $[T, a] \in \mathcal{L}(E)$;

(ii) $(S, T)$ is a weakly anticommuting pair.

Then $(A, E, S + T)$ is an unbounded Kasparov module that represents the Kasparov product of $(X, S_X)$ and $(Y, T_Y)$.

We note that the statement that the sum operator $D = S + T$ is a KK-cycle is part of this result. The proof consists of showing that weak anticommutation implies a weakened version of the sufficient conditions of Connes-Skandalis. In the constructive setting, this supersedes the result of Kucerovsky and covers a wider range of examples, provided that we construct our operator as a sum.

### 1.4. Outline

The paper is organized as follows: In Section 2 we first fix some notation and then introduce the decisive notion of a weakly anticommuting pair of self-adjoint regular operators. We put this definition into context and give a detailed comparison to previous such notions. Furthermore, by employing Clifford matrices we show how to switch back and forth between weakly anticommuting operators and weakly commuting operators. Thereafter we formulate our main Theorem on sums of self-adjoint regular operators followed by an outline of the structure of the proof.

The proof of the main Theorem on sums is spread over the technical Sections 3 and 4. In Section 5 we provide some applications. The squares $S^2$ and $T^2$ are sectorial operators with spectral angle $0$. So they cry for a Dore-Venni type Theorem. Although, they do not fulfill the prerequisites for any of the Dore-Venni type Theorems we know of we can nevertheless prove that $S^2 + T^2$ is self-adjoint and regular on $D(S^2) \cap D(T^2)$. As another application we show that the sum Theorem can be iterated to handle triples, and hence an arbitrary number of weakly anticommuting summands. This is motivated by the second author’s program of constructing an appropriate category of KK-cycles.
In the survey type Section 6 we elaborate a bit more on the Banach space approach to sums of operators and outline an alternative approach to our main Theorem along the lines of the original Da Prato-Grisvard Dunford integral Eq. (1.1), the main result being Theorem 6.4.

The details on Theorem 1.2 can be found in Section 7. Finally, the appendix contains a few useful commutator identities which are needed in the proofs.
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2. Weakly anticommuting operators and sums

2.1. Notation. We assume familiarity with C*-algebras, Hilbert-C*-modules and unbounded and regular operators in Hilbert-C*-modules [LAN95, KALE12].

In the sequel E will always be a Hilbert-C*-module over the C*-algebra B. By \( \mathcal{L}(E) \) we denote the C*-algebra of bounded adjointable module endomorphisms. By \( S, T \) we denote self-adjoint regular operators in \( E \). Domains of (semi)regular operators are denoted by \( \mathcal{D}(\ldots) \). Note that these are always dense submodules. Unless otherwise said, \( \lambda, \mu \) denote resolvent parameters which are purely imaginary but bounded below by some \( \lambda_0 > 0 \); the specific value of \( \lambda_0 \) is irrelevant and may vary from statement to statement. In norm estimates \( C_1, C_2, \ldots \) denote generic constants; they may also vary from statement to statement.

The basic problem we address is: if \( ST + TS \) is “small” then \( S + T \) should be self-adjoint and regular.

In the context of sectorial operators in certain Banach spaces this is a well studied problem with numerous publications, e.g. [DPGr75, DoVe87, PrSt07] and the references therein.

2.2. Weakly anticommuting operators. For a pair of operators \( S, T \) in a Hilbert-B-module \( E \), we denote by \([S, T]\) the anticommutator \( ST + TS \). This is in line with conventions regarding graded Hilbert-C*-modules and graded commutators in case the operators \( S \) and \( T \) are both odd for the grading. Note that if either \( S \) or \( T \) is not everywhere defined, then neither is the anticommutator \([S, T]\).
However, in order to work with commutators and anti-commutators at the same time, it will be convenient to also use the notation
\[ [S, T]_\pm = ST \pm TS = \pm [T, S]_\pm. \]
Moreover, we will use the convention \([S, T] = [S, T]_+.\) Some commutator identities are collected in the Appendix A.

**Definition 2.1.** Let \(S, T\) be self-adjoint and regular operators in the Hilbert-B-module \(E\) and set
\[ \mathcal{F} := \mathcal{F}(S, T) = \{ x \in \mathcal{D}(S) \cap \mathcal{D}(T) \mid Sx, Tx \in \mathcal{D}(S) \}. \] (2.1)
The pair \((S, T)\) is called weakly commuting if
1. there are constants \(C_0, C_1, C_2 > 0\) such that for all \(x \in \mathcal{F}\) the form estimate
\[ \langle [S, T]x, [S, T]x \rangle \leq C_0 \cdot \langle x, x \rangle + C_1 \cdot \langle Sx, Sx \rangle + C_2 \cdot \langle Tx, Tx \rangle \] (2.2)
holds in \(B\).
2. There is a core \(\mathcal{E} \subset \mathcal{D}(T)\) such that \((S + \lambda)^{-1}(\mathcal{E}) \subset \mathcal{F}(S, T)\) for \(\lambda \in i\mathbb{R}, |\lambda| \geq \lambda_0\). The pair is called weakly commuting if the estimate Eq. (2.2) holds with the commutator \(ST - TS\) instead of the anticommutator \([S, T]\).

**Remark 2.2.** 1. This notion of weak (anti)commutativity is slightly more general than corresponding notions in [KAL12, Assumption 7.1], [MeR16, Appendix A], [LeS16, Sec. 3]. Cf. Section 2.3 below.
2. One should also compare weak (anti)commutativity to the commutator conditions appearing in earlier Banach space literature on sums of operators; see Sections 1.1 and 6.
3. By definition
\[ \mathcal{F}(S, T) = (S + \lambda)^{-1}(\mathcal{D}(T)) \cap (T + \lambda)^{-1}(\mathcal{D}(S)). \]
If (2) holds with \(\mathcal{E} = \mathcal{D}(T)\) then this implies the equality
\[ \mathcal{F}(S, T) = (S + \lambda)^{-1}(\mathcal{D}(T)) = \text{ran}((S + \lambda)^{-1} \cdot (T + \mu)^{-1}), \quad \lambda, \mu \in i\mathbb{R}, |\lambda|, |\mu| \geq \lambda_0. \] (2.3)
By Theorem 2.6 below indeed (2) does hold with \(\mathcal{D}(T)\) instead of \(\mathcal{E}\) as well.
4. It follows immediately from (2) of the definition that \(\mathcal{F}(S, T)\) is a dense submodule of \(E\). What is not immediately obvious but will be proved below in Cor. 3.6 is that \(\mathcal{F}(S, T)\) is a core for \(S\) as well as for \(T\). Theorem 2.6 below says even more. Namely, \(\mathcal{F}(S, T)\) is a joint core for \(S\) and \(T\) in the sense that for \(x \in \mathcal{D}(S) \cap \mathcal{D}(T)\) there is a sequence \(x_n\) such that \(x_n \to x, Sx_n \to Sx, Tx_n \to Tx\). There are concrete formulas for the construction of \(x_n\).
5. Self-adjointness implies that for \(\lambda \in i\mathbb{R}\) the operator \(S + \lambda\) is bounded below by \(|\lambda|\). Hence the estimate Eq. (2.2) in the definition implies for \(x \in \mathcal{F}(S, T)\) and \(\lambda, \mu \in i\mathbb{R}\) with \(|\lambda|, |\mu| \geq \lambda_0 > 0\) we have
\[ \| [S, T]x \| \leq C \cdot (\|(S + \lambda)x\| + \|(T + \mu)x\|) \]
\[ \leq \frac{C}{|\mu|} \cdot \|(T + \mu)(S + \lambda)x\| + \frac{C}{|\lambda|} \cdot \|(S + \lambda)(T + \mu)x\|. \] (2.4)
2.3. Comparison to previous notions of weak (anticommutativity. We show that weak anticommutativity in the sense of [MeRe16, Appendix A] implies weak anticommutativity in the sense of Def. 2.1. Similarly, [KALe12, Assumption 7.1] implies weak commutativity in the sense of Def. 2.1. We denote by \( \tau \in \{+, -\} \) a fixed choice of sign.

**Proposition 2.3.** Suppose that for all \( \lambda \in i\mathbb{R}, |\lambda| \geq \lambda_0 > 0 \) large enough

1. there is a core \( \mathcal{E} \subset \mathcal{D}(T) \) for \( T \) such that \( (S + \lambda)^{-1}(\mathcal{E}) \subset \mathcal{D}(S) \cap \mathcal{D}(T) \),
2. \( T(S + \lambda)^{-1}(\mathcal{E}) \subset \mathcal{D}(S) \),
3. \( [S, T](S + \lambda)^{-1} \) extends by continuity to a bounded (adjointable) map \( \mathcal{E} \to \mathcal{E} \).

Then \( S, T \) are weakly anticommuting (if \( \tau = + \)) resp. weakly commuting (if \( \tau = - \)) in the sense of Def. 2.1 with the constant \( C_2 \) in Eq. (2.2) being 0.

**Remark 2.4.** In (3) we put “adjointable” in parentheses because we do not have to assume this. Rather it follows because if \( [S, T](S + \lambda)^{-1} \) is a bounded module map \( \mathcal{E} \to \mathcal{E} \) for \( |\lambda| \geq \lambda_0 \) then its adjoint is given by \( (S + \lambda)^{-1}[T, S]_{\tau} \), which turns out to be bounded as well.

**Proof.** 1. Actually in this case it is easy to show a priori that the core \( \mathcal{E} \) can be replaced by \( \mathcal{D}(T) \): let \( x \in \mathcal{D}(T) \) and let \( (x_n)_n \subset \mathcal{E} \) be a sequence with \( x_n \to x \) and \( T x_n \to Tx \). Then by (1) we have \( (S + \lambda)^{-1}x_n \in \mathcal{D}(T) \) and by continuity \( (S + \lambda)^{-1}x_n \to (S + \lambda)^{-1}x \). By (2) we have \( T(S + \lambda)^{-1}x_n \in \mathcal{D}(S) \) and by (3)

\[
(S - \tau \lambda)T(S + \lambda)^{-1}x_n = (ST + \tau \cdot TS)(S + \lambda)^{-1}x_n - \tau \cdot Tx_n
\]

converges as well. This shows that \( T(S + \lambda)^{-1}x_n \) converges in \( \mathcal{D}(S) \) and thus \( (S + \lambda)^{-1}x \in \mathcal{D}(T) \) and \( T(S + \lambda)^{-1}x \in \mathcal{D}(S) \). This proves that (1) and (2) hold for \( \mathcal{D}(T) \) instead of \( \mathcal{E} \).

To see that also (3) holds for \( \mathcal{D}(T) \) instead of \( \mathcal{E} \) we need to show that the continuous extension of \( ((ST + \tau \cdot TS)(S + \lambda)^{-1})_\mathcal{E} \) to \( \mathcal{E} \) coincides with the now defined operator \( (ST + \tau \cdot TS)(S + \lambda)^{-1}_{\mathcal{D}(T)} \). We already know that \( (T(S + \lambda)^{-1}x_n)_n \) converges in \( \mathcal{D}(S) \) and from (3) we know that \( ((ST + \tau \cdot TS)(S + \lambda)^{-1}x_n)_n \) converges; thus also \( (TS(S + \lambda)^{-1}x_n)_n \) converges. Summing up we have that \( T(S + \lambda)^{-1}x \in \mathcal{D}(S), S(T + \lambda)^{-1}x \in \mathcal{D}(T) \) and hence

\[
(ST + \tau \cdot TS)(S + \lambda)^{-1}x = \lim_n (ST + \tau \cdot TS)(S + \lambda)^{-1}x_n
\]

as claimed.

2. The first part of this proof shows that for \( x \in \mathcal{D}(T) \) we have

\[
(S + \lambda)^{-1}x \in \mathcal{D}(S) \cap \mathcal{D}(T), S(S + \lambda)^{-1}x \in \mathcal{D}(T), T(S + \lambda)^{-1}x \in \mathcal{D}(S),
\]

thus \( (S + \lambda)^{-1}(\mathcal{T}(S, T)) \subset \mathcal{F}(S, T) \), for \( \lambda \in i\mathbb{R}, |\lambda| \geq \lambda_0 \). In fact equality holds: namely, given \( y \in \mathcal{F}(S, T) \) then \( x := (S + \lambda)y \in \mathcal{D}(T) \) and hence \( y = (S + \lambda)^{-1}x \in \mathcal{F} \).

On \( \mathcal{F} = \text{ran}(S + \lambda)^{-1} \cdot T(\mu)^{-1} \) we now have for a fixed \( |\lambda| \geq \lambda_0 \), using (3),

\[
\langle [S, T]_\mathcal{F}y, [S, T]_\mathcal{F}y \rangle = \langle [S, T]_\mathcal{F}(S + \lambda)^{-1}(S + \lambda)y, [S, T]_\mathcal{F}(S + \lambda)^{-1}(S + \lambda)y \rangle \\
\leq C \cdot \langle (S + \lambda)y, (S + \lambda)y \rangle \leq C_0 \cdot \langle y, y \rangle + C_1 \cdot \langle Sy, Sy \rangle,
\]

and the result follows. \( \square \)
Remark 2.5. For $y \in \mathcal{F}(S, T)$, the form estimate
\[
(S, T)_{\tau}y, [S, T]_{\tau}y \leq C_1 \cdot \langle y, y \rangle + C_2 \cdot \langle Sy, Sy \rangle,
\]
implies the norm estimate
\[
\|[S, T]_{\tau}y\| \leq C_0 \cdot \|y\| + C_1 \cdot \|Sy\|,
\]
but is in fact equivalent to it, provided that $(S + \lambda)^{-1}D(T) \subset \mathcal{F}(S, T)$. This is seen by observing that Eq. (2.7) implies that
\[
[S, T]_{\tau}(S + \lambda)^{-1} : (S + \lambda)\mathcal{F}(S, T) \to E,
\]
extends to a bounded adjointable operator. Then by writing
\[
[S, T]_{\tau}y = [S, T]_{\tau}(S + \lambda)^{-1}(S + \lambda)y,
\]
and applying the standard form estimate $\langle Ry, Ry \rangle \leq \|R\|^2 \langle y, y \rangle$ for adjointable operators we obtain (2.6). Of course a similar equivalence holds when we exchange $S$ and $T$. It should be noted that when both $C_1$ and $C_2$ are nonzero, we cannot a priori replace (2.2) by the corresponding norm estimate. For that we would need the regularity of the operator $D = S + T$, as the above argument works by using the operator $(1 + D^* D)^{-\frac{1}{2}}$.

2.4. Clifford algebras and (anti)commutators. We briefly explain how one can switch between commuting and anticommuting operators using Clifford algebra identities.

Let $\mathbb{C}l(2)$ be the complex Clifford algebra on two unitary self-adjoint generators $\sigma_i, i = 1, 2$, satisfying the relations $\sigma_i \sigma_j + \sigma_j \sigma_i = 2 \delta_{ij}$. In fact $\mathbb{C}l(2) \cong M(2, \mathbb{C})$ with generators given by $^1$
\[
\sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \sigma_3 := i \sigma_1 \sigma_2 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]
Given operators $S, T$ on the Hilbert-B-module $E$ let $\hat{\mathcal{E}} = E \otimes \mathbb{C}l^2 = E \oplus E$ and consider the operators $\hat{S}$ and $\hat{T}$ on $E \oplus E$ given by
\[
\mathcal{D}(\hat{S}) := \mathcal{D}(S) \oplus \mathcal{D}(S), \quad \hat{S} = S \otimes I = \begin{pmatrix} S & 0 \\ 0 & S \end{pmatrix},
\]
\[
\mathcal{D}(\hat{T}) := \mathcal{D}(T) \oplus \mathcal{D}(T), \quad \hat{T} = T \otimes I = \begin{pmatrix} T & 0 \\ 0 & T \end{pmatrix}.
\]

The C*-algebra $\mathbb{C}l(2) \subset \mathcal{L}(\hat{\mathcal{E}})$ is represented unitarily on $\hat{\mathcal{E}}$. The submodules $\mathcal{D}(\hat{S})$ and $\mathcal{D}(\hat{T})$ are $\mathbb{C}l(2)$ invariant, and the representation commutes with $\hat{S}, \hat{T}$, so that the operators
\[
s_i := \hat{S} \sigma_i, \quad \mathcal{D}(s_i) := \mathcal{D}(\hat{S}), \quad t_j := \hat{T} \sigma_j, \quad \mathcal{D}(t_j) := \mathcal{D}(\hat{T}),
\]

\footnote{$\sigma_3$ is the volume element of $\mathbb{C}l(2)$, alternatively $\sigma_1, \sigma_2, \sigma_3$ generate one of the two irreducible representations of $\mathbb{C}l(3) \cong M(2, \mathbb{C}) \oplus M(2, \mathbb{C})$.}
are all self-adjoint and regular in $\mathcal{E}$. It then holds that
\[
\mathcal{F}(s_i, t_j) := \{ x \in \mathcal{D}(s_i) \cap \mathcal{D}(t_j) \mid s_i x \in \mathcal{D}(t_j), t_j x \in \mathcal{D}(s_i) \}
\]
and we have the following relations:
\[
\begin{align*}
(\mathcal{S} \mathcal{S} + \lambda)^{-1} &= (\mathcal{S} \mathcal{S} - \lambda)(\mathcal{S}^2 - \lambda^2)^{-1} = (\mathcal{S} - \lambda)^{-1} \mathcal{S} - (\lambda \mathcal{S} + \lambda)(\mathcal{S}^2 - \lambda^2)^{-1}. \\
\end{align*}
\]
It follows from Eq. (2.11) that for all $i, j$ we have
\[
(s_i + \lambda)^{-1} \mathcal{D}(t_j) \subset \mathcal{F}(s_i, t_j),
\]
and then from Eq. (2.10) that for $i \neq j$, the pair $(s_i, t_j)$ is weakly commuting whenever $(S, T)$ is weakly anticommuting and vice versa. Out of a pair of weakly anticommuting operators we so obtain three pairs $(s_i, t_j), (i \neq j)$ of weakly commuting operators and similarly so for a pair of weakly commuting operators.

2.5. The Main Theorem.

**Theorem 2.6.** Let $S, T$ be weakly anticommuting operators in the Hilbert-$B$-module $E$. Then the operator $S + T$ is self-adjoint and regular on $\mathcal{D}(S) \cap \mathcal{D}(T)$. In more detail we have the following:

1. There is a constant $C$ such that for $x \in \mathcal{D}(S) \cap \mathcal{D}(T)$ we have
\[
C^{-1} \cdot (\langle x, x \rangle + \langle (S + T)x, (S + T)x \rangle) \leq \langle x, x \rangle + \langle Sx, Sx \rangle + \langle Tx, Tx \rangle \leq C \cdot (\langle x, x \rangle + \langle (S + T)x, (S + T)x \rangle).
\]
2. For $\lambda, \mu \in i\mathbb{R}, |\lambda|, |\mu| \geq \lambda_0$ large enough we have
\[
(T + \mu)^{-1} (\mathcal{D}(S)) = \mathcal{F}(S, T) = (S + \lambda)^{-1} (\mathcal{D}(T))
\]
and hence
\[
\text{ran}((T + \mu)^{-1} \cdot (S + \lambda)^{-1}) = \mathcal{F}(S, T) = \text{ran}((S + \lambda)^{-1} \cdot (T + \mu)^{-1}).
\]
3. For $\lambda_0 > 0$ large enough and $\lambda, \mu \in i\mathbb{R}, |\lambda| > |\mu| \geq \lambda_0, \mu/\lambda > 0$ the operator
\[
S + T + \frac{TS}{\lambda} + \mu : \mathcal{F} \to E
\]
is bijective and its inverse $(S + T + \frac{TS}{\lambda} + \mu)^{-1}$ is a bounded adjointable operator. Moreover, for fixed $\mu$ and for all $x \in E$
\[
\lim_{|\lambda| \to \infty} (S + T + \mu)(S + T + \frac{TS}{\lambda} + \mu)^{-1} x = x,
\]
in norm and
\[
\lim_{|\lambda| \to \infty} (S + T + \frac{TS}{\lambda} + \mu)^{-1} = (S + T + \mu)^{-1},
\]
in operator norm.\footnote{The limit lim\(\lambda\to\infty\) is taken for the net of those \(\lambda\) with \(|\lambda| > |\mu|, \mu/\lambda > 0\). In the sequel this is understood without repeatedly mentioning it.}

(4) \(\mathcal{F}(S, T)\) is a core for \(S, T, \) and \(S + T\).

\textbf{Remark 2.7.} Item (4) can be made more precise. For \(x \in \mathcal{D}(S) \cap \mathcal{D}(T)\) it follows from (3) that

\[ x_\lambda := (S + T + \frac{TS}{\lambda} + \mu)^{-1}(S + T + \mu)x \]

converges, as \(|\lambda| \to \infty\), to \(x\) in the graph norm of \(S + T\). By (1) this means that \(x_\lambda \to x, Sx_\lambda \to Sx, Tx_\lambda \to Tx\).

Alternatively, the method of proof of (3) can be used to show the following slightly stronger convergence result: for \(x \in E\) put

\[ x_\lambda := \lambda^2 \cdot (T + \lambda)^{-1} \cdot (S + \lambda)^{-1}x \in \mathcal{F}(S, T), \tag{2.16} \]

for \(\lambda \in \mathbb{C}, |\lambda| > \lambda_0\). Then \(\lim_{|\lambda| \to \infty} x_\lambda = x\). Furthermore, if \(x \in \mathcal{D}(S)\) (resp. \(\mathcal{D}(T)\)) then also \(\lim_{|\lambda| \to \infty} Sx_\lambda = Sx\) (resp. \(\lim_{|\lambda| \to \infty} Tx_\lambda = Tx\)).

The proof of Theorem 2.6 will be broken down as follows:

1. First we prove the form estimate Eq. (2.12), as a rather direct consequence of the form estimate Eq. (2.2). From Eq. (2.12) we derive that the operator \(S + T\) is closed on \(\mathcal{D}(S) \cap \mathcal{D}(T)\).

2. Next we will show (2) which shows, among other things, that a posteriori (2) of Def. 2.1 holds for \(\mathcal{D}(T)\) instead of the core \(E\) and that the roles of \(S, T\), which a priori appear in Def. 2.1 (2) in an unsymmetric way, can be reversed. See Section 3.

3. For \(\lambda \in \mathbb{C}\) with \(|\lambda| \geq \lambda_0\), the operators

\[ A_\lambda := S + T + \frac{TS}{\lambda} : \mathcal{F} \to E, \]

are well defined. We prove a fundamental lower form bound for the operators \(A_\lambda + \mu\). This allows to deduce \(\lambda\)-uniform norm bounds on the bounded adjointable inverse of these operators, and that for fixed \(\mu\) the net \((A_\lambda + \mu)^{-1}_\lambda\) is operator norm Cauchy in \(\lambda\).

4. Subsequently we show that the convergence in Eq. (2.15) holds true for all \(x \in E\). From that we deduce directly that the operators \(S + T + \mu\) have dense range, and therefore are essentially self-adjoint and regular on \(\mathcal{F}(S, T)\). It is then readily established that the limit of the Cauchy net \((A_\lambda + \mu)^{-1}_\lambda\) is in fact \((S + T + \mu)^{-1}\), the resolvent of the sum operator.

5. In the weakly commuting case, we obtain that the operators

\[ \begin{pmatrix} 0 & S + iT \\ -iT & 0 \end{pmatrix}, \quad \begin{pmatrix} S & T \\ T & -S \end{pmatrix}, \quad \begin{pmatrix} S & iT \\ -iT & -S \end{pmatrix}, \]

are self-adjoint and regular on \((\mathcal{D}(S) \cap \mathcal{D}(T))^\otimes\). In particular the operators \(S \pm iT\) on \(\mathcal{D}(S) \cap \mathcal{D}(T)\) are closed, regular and adjoints of each other.
3. Domain considerations: a closer look at $\mathcal{F}(S, T)$

Estimates for inner products in Hilbert-$C^*$-modules are a little more delicate since one is dealing with inequalities in $C^*$-algebras. Recall that for $x, y \in E$ one has

$$\langle x, y \rangle + \langle y, x \rangle \leq \langle x, x \rangle + \langle y, y \rangle,$$  \hfill (3.1)

which follows immediately from expanding $0 \leq \langle x - y, x - y \rangle$. By replacing $x$ by $\pm r^{\frac{1}{2}} \cdot x$ and $y$ by $r^{-\frac{1}{2}} \cdot y$ we obtain for any $r > 0$ and $x, y \in E$

$$\pm \left( \langle x, y \rangle + \langle y, x \rangle \right) \leq r \cdot \langle x, x \rangle + \frac{1}{r} \cdot \langle y, y \rangle.$$  \hfill (3.2)

Note that this is an inequality from above and from below. This estimate will be used repeatedly in the sequel.

3.1. Graph norm estimate. We now show that the inequalities Eq. (2.12) hold true for $x \in \mathcal{F}(S, T) \subset \mathcal{D}(S) \cap \mathcal{D}(T)$.

**Proposition 3.1.** Let $S, T$ be weakly anticommuting operators in the Hilbert-$C^*$-module $E$. There is a constant $C > 0$ such that for all $x \in \mathcal{F}(S, T)$ the form estimate

$$C^{-1} \cdot \left( \langle x, x \rangle + \langle (S + T)x, (S + T)x \rangle \right) \leq \langle x, x \rangle + \langle Sx, Sx \rangle + \langle Tx, Tx \rangle$$

$$\leq C \cdot \left( \langle x, x \rangle + \langle (S + T)x, (S + T)x \rangle \right)$$

holds true.

**Proof.** For any $x \in \mathcal{D}(S) \cap \mathcal{D}(T)$ we write

$$\langle (S + T)x, (S + T)x \rangle = \langle Sx, Sx \rangle + \langle Tx, Tx \rangle + \langle Sx, Tx \rangle + \langle Tx, Sx \rangle$$

$$\leq 2 \cdot \left( \langle Sx, Sx \rangle + \langle Tx, Tx \rangle \right).$$

To prove the lower estimate, if we furthermore assume that

$$x \in \mathcal{F}(S, T) \subset \mathcal{D}(S) \cap \mathcal{D}(T)$$

we have for any $K > 0$ (cf. Eq. (3.2))

$$\pm \left( \langle Sx, Tx \rangle + \langle Tx, Sx \rangle \right) = \pm \langle [S, T]x, x \rangle \leq K^{-1} \cdot \langle [S, T]x, [S, T]x \rangle + K \cdot \langle x, x \rangle.$$

Thus for $C$ as in Eq. (2.2) and any $0 < \varepsilon < 1$ we can choose $K > C$ such that $K^{-1}C < \varepsilon$. We then find

$$\langle [S, T]x, x \rangle \geq -K^{-1} \cdot \langle [S, T]x, [S, T]x \rangle - K \cdot \langle x, x \rangle$$

$$\geq -\varepsilon \cdot \left( \langle Sx, Sx \rangle + \langle Tx, Tx \rangle \right) - (K + \varepsilon) \cdot \langle x, x \rangle,$$

and thus

$$\langle Sx, Sx \rangle + \langle Tx, Tx \rangle \leq (1 + \varepsilon) \cdot \left( \langle Sx, Sx \rangle + \langle Tx, Tx \rangle \right) + \langle [S, T]x, x \rangle + (K + \varepsilon) \cdot \langle x, x \rangle$$

$$= \langle (S + T)x, (S + T)x \rangle + \varepsilon \cdot \left( \langle Sx, Sx \rangle + \langle Tx, Tx \rangle \right) + (K + \varepsilon) \cdot \langle x, x \rangle,$$

hence the estimate

$$(1 - \varepsilon) \cdot \left( \langle Sx, Sx \rangle + \langle Tx, Tx \rangle \right) \leq \langle (S + T)x, (S + T)x \rangle + (K + \varepsilon) \cdot \langle x, x \rangle.$$
With the constant
\[ C := \max \left\{ \frac{1}{1-\varepsilon}, \frac{K+\varepsilon}{1-\varepsilon} \right\}, \]
we find
\[ \langle Sx, Sx \rangle + \langle Tx, Tx \rangle \leq C \cdot (\langle (S+T)x, (S+T)x \rangle + \langle x, x \rangle), \]
as desired. \( \square \)

3.2 Symmetry of the axioms for weak (anti)commutativity; proof of part (2) of the main Theorem 2.6. We first note that for arbitrary resolvent parameters \( \lambda, \mu \) we have the equality of commutators
\[ [S + \lambda, T + \mu] = [S, T], \] (3.3)
there is no simple analogue to this in the weakly anticommuting case.

In this section we establish part (2) of the main Theorem 2.6. For the proof we need two preparatory Lemmas.

Lemma 3.2. Let \( S, T \) be weakly commuting operators. Then for \( \lambda_0 \) large enough we have for all \( \lambda, \mu \in i\mathbb{R}, |\lambda|, |\mu| \geq \lambda_0 \) and \( x \in \mathcal{F}(S, T) \)
\[ ||S + \lambda, T + \mu||_x = ||S, T||_x \leq C \cdot \left( \frac{1}{|\lambda|} + \frac{1}{|\mu|} \right) \cdot ||(S + \lambda)(T + \mu)x||, \] (3.4)
\[ ||S + \lambda, T + \mu||_x = ||S, T||_x \leq C \cdot \left( \frac{1}{|\lambda|} + \frac{1}{|\mu|} \right) \cdot ||(T + \mu)(S + \lambda)x||. \] (3.5)
By increasing \( \lambda_0 \) we can arrange the constant \( C \cdot \left( \frac{1}{|\lambda|} + \frac{1}{|\mu|} \right) \) to be as small as we please.

Proof. By Eq. (3.3) and Eq. (2.4) we have
\[ ||S + \lambda, T + \mu||_x = ||S, T||_x \leq \frac{C_1}{|\mu|} \cdot ||(T + \mu)(S + \lambda)x|| + \frac{C_2}{|\lambda|} \cdot ||(S + \lambda)(T + \mu)x|| \]
\[ \leq \frac{C_1}{|\mu|} \cdot ||T, S||_x + \left( \frac{C_1}{|\mu|} + \frac{C_2}{|\lambda|} \right) \cdot ||(S + \lambda)(T + \mu)x||. \]
If \( \lambda_0 \) is large enough such that \( \frac{C_1}{\lambda_0} < 1 \) we obtain estimate Eq. (3.4). The proof of Eq. (3.5) is completely analogous. \( \square \)

Lemma 3.3. Let \( A, B \) be closed densely defined and boundedly invertible operators in the Banach space \( X \) and suppose that a subspace \( \mathcal{E} \subset \mathcal{D}(A) \cap \mathcal{D}(B) \subset X \) is a core for \( A \). If there exists \( 0 < \varepsilon < 1/3 \) such that for all \( x \in \mathcal{E} \)
\[ ||Ax - Bx|| \leq \varepsilon \cdot (||Ax|| + ||Bx||), \] (3.6)
then \( \mathcal{D}(A) = \mathcal{D}(B) \) and the estimate Eq. (3.6) as well as
\[ ||Ax - Bx|| \leq \frac{2\varepsilon}{1-\varepsilon} \cdot ||Bx||, \]
\[ ||Ax - Bx|| \leq \frac{2\varepsilon}{1-\varepsilon} \cdot ||Ax||, \] (3.7)
hold for all $x \in \mathcal{D}(A) = \mathcal{D}(B)$.

**Proof.** Clearly, for $x \in \mathcal{E}$ we infer from Eq. (3.6) that
\[ \|Ax - Bx\| \leq 2\varepsilon \cdot \|Ax\| + \varepsilon \cdot \|Ax - Bx\|, \]
(hence the first inequality in Eq. (3.7) for $x \in \mathcal{E}$; the second is seen by exchanging $A$ and $B$. Thus for $x$ in the dense subspace $A(\mathcal{E}) \subset X$ we have
\[ \|BA^{-1}x - x\| = \|B(A^{-1}x) - A(A^{-1}x)\| \]
\[ \leq 2\varepsilon \cdot \|x\| + \varepsilon \cdot \|BA^{-1}x - x\|, \]
hence
\[ \|BA^{-1}x - x\| \leq \frac{2\varepsilon}{1 - \varepsilon} \cdot \|x\|; \quad \frac{2\varepsilon}{1 - \varepsilon} < 1. \quad (3.9) \]
If $x \in X$ let $(x_n) \in A(\mathcal{E})$ be a sequence with $x_n \to x$. Then Eq. (3.9) and the closedness of $B$ imply that $A^{-1}x \in \mathcal{D}(B)$ and Eq. (3.9) holds for $x$ as well. Since $A^{-1}(X) = \mathcal{D}(A)$ it follows that $\mathcal{D}(A) \subset \mathcal{D}(B)$ and Eq. (3.6), (3.7) hold for all $x \in \mathcal{D}(A)$. From Eq. (3.9) it follows that $BA^{-1}$ is bounded and invertible and thus $B$ maps $\mathcal{D}(A)$ bijectively onto $X$. Since $B$ is assumed to be invertible $\mathcal{D}(B) \to X$, it follows that $\mathcal{D}(B) = B^{-1}(X) = \mathcal{D}(A)$. □

For future reference we note

**Corollary 3.4.** If under the assumptions of Lemma 3.3, $X \subset X$ is a dense subspace then $A^{-1}(X)$ is a core for $A$ and for $B$.

**Proof.** Since $A$ is boundedly invertible, $A^{-1}$ is a Banach space isomorphism from $X$ onto $\mathcal{D}(A)$, the latter being equipped with the graph norm. Hence $A^{-1}$ maps dense subspaces of $X$ onto dense subspaces of $\mathcal{D}(A)$ and vice versa. Eq. (3.7) shows that the graph norms of $A$ and $B$ are equivalent, thus cores for $A$ are cores for $B$ and vice versa. □

**Proposition 3.5.** Let $S, T$ be weakly (anti)commuting operators. Then (2) of Definition 2.1 holds with $\mathcal{E} = \mathcal{D}(T)$. That is $(S + \lambda)^{-1}(\mathcal{D}(T)) \subset \mathcal{F}(S, T)$ for $\lambda \in i\mathbb{R}, |\lambda| \geq \lambda_0$. Furthermore, we have for $\lambda, \mu \in i\mathbb{R}, |\lambda|, |\mu| \geq \lambda_0$
\[ \mathcal{F}(S, T) = \text{ran}((T + \mu)^{-1} \cdot (S + \lambda)^{-1}) = \text{ran}((S + \lambda)^{-1} \cdot (T + \mu)^{-1}), \]
that is, (2) of Theorem 2.6 holds.

**Proof.** The discussion in Section 2.4 shows that the statement for weakly commuting operators implies that for weakly anticommuting operators, so it suffices to consider only this case. Choosing $\lambda_0$ in Eq. (2.4) large enough we find for $x \in \mathcal{F}(S, T)$:
\[ \|(S + \lambda) \cdot (T + \mu)x - (T + \mu) \cdot (S + \lambda)x\| = \|((ST - TS)x\| \]
\[ \leq \varepsilon \cdot \left( \|(T + \mu)(S + \lambda)x\| + \|(S + \lambda)(T + \mu)x\| \right), \]
with $\varepsilon$ as small as we please, e.g. $< \frac{1}{2}$.

The result now follows from Lemma 3.3 with $A = (T + \mu)(S + \lambda)$, and $B = (S + \lambda)(T + \mu)$. Note that $\mathcal{E}$ of Definition 2.1 is a core for $T$ and hence $(S + \lambda)^{-1}(\mathcal{E}) \subset \mathcal{F}(S, T) \subset \mathcal{D}(B)$ is a core for $A$, cf. Cor. 3.4. □
Corollary 3.6. Let $S, T$ be weakly (anti)commuting operators. Then $\mathcal{F}(S, T)$ is a core for $S$ as well as a core for $T$.

Proof. For $\lambda \in i\mathbb{R}, \lambda \neq 0$ the resolvent $(S + \lambda)^{-1}$ maps the dense subspace $\mathcal{D}(T)$ into a core for $S$ and the resolvent $(T + \lambda)^{-1}$ maps the dense subspace $\mathcal{D}(S)$ into a core for $T$. By Prop. 3.5 and Definition 2.1 we have for $|\lambda|$ large enough $(S + \lambda)^{-1}(\mathcal{D}(T)) \subset \mathcal{F}(S, T)$ and $(T + \lambda)^{-1}(\mathcal{D}(S)) \subset \mathcal{F}(S, T)$, hence the claim. □

4. Approximation of the resolvent of the sum $S + T$

During the whole section let $S, T$ be a weakly anticommuting pair of self-adjoint regular operators in the Hilbert-B-module $E$.

By Proposition 3.5, we have the equality of submodules

$$\mathcal{F}(S, T) = \text{ran}(S + \lambda)^{-1}(T + \mu)^{-1} = \text{ran}(T + \mu)^{-1}(S + \lambda)^{-1}$$

for $\lambda, \mu \in i\mathbb{R}, |\lambda|, |\mu| \geq \lambda_0$ large enough. The operators $ST$ and $TS$ are defined on $\mathcal{F}(S, T) \subset \mathcal{D}(S) \cap \mathcal{D}(T)$, which by Cor. 3.6 is a core for $S$ as well as for $T$. We now consider the operator

$$A_{\lambda} : \mathcal{F}(S, T) \to E, \quad A_{\lambda} x := Sx + Tx + \frac{T S x}{\lambda},$$

which approximates $S + T$ strongly on $\mathcal{F}(S, T)$. In this section we show that this approximation holds in a much stronger sense.

4.1. The fundamental estimate.

Lemma 4.1. For $\lambda, \mu \in i\mathbb{R}, |\lambda - \mu| < |\lambda|$, the operator $A_{\lambda} + \mu : \mathcal{F}(S, T) \to E$ is bijective and hence boundedly invertible.

Proof. Recall that for a closable operator in a Banach space it is a consequence of the Closed Graph Theorem that being bijective is equivalent to being closed and boundedly invertible. We have

$$A_{\lambda} + \mu = \lambda^{-1}(T + \lambda)(S + \lambda) + \mu - \lambda =: B_{\lambda} + \mu - \lambda. \quad (4.1)$$

For $\lambda = \mu$ large enough this operator is boundedly invertible by Proposition 3.5. Moreover, since $\lambda, \mu \in i\mathbb{R}$ and $S, T$ are self-adjoint, we have $\|(A_{\lambda} + \lambda)^{-1}\| \leq \frac{1}{|\mu|}$. Thus

$$\|(A_{\lambda} + \mu)(A_{\lambda} + \lambda)^{-1} - \text{Id}\| = |\lambda - \mu| \cdot \|(A_{\lambda} + \lambda)^{-1}\| \leq \frac{|\lambda - \mu|}{|\mu|} < 1,$$

hence the claim. □

It is immediately clear that for $x \in \mathcal{F}(S, T)$ and $|\lambda| \to \infty$ we have the convergence

$$(A_{\lambda} + \mu)x \to (S + T + \mu)x.$$

We will show that this convergence holds in the resolvent sense. We now proceed to derive the form estimate that provides the cornerstone of our argument.
Lemma 4.2. For $\lambda \in i\mathbb{R} \setminus \{0\}$, $|\lambda| \geq \lambda_0$ large enough the operators $A_\lambda := S + T + \frac{TS}{\lambda}$ are closed on the domain $\mathcal{D}(A_\lambda) := \mathcal{F}(S, T)$ and satisfy $\mathcal{D}(A_\lambda) = \mathcal{D}(A_\lambda^*)$. For $\lambda \in i\mathbb{R}, |\lambda| \geq \lambda_0$ and $\mu \in i\mathbb{R}$ with $|\lambda - \mu| < \lambda$, the operator $A_\lambda + \mu$ is boundedly invertible. Moreover, there exist $C, \mu_0 > 0$ such that for $\lambda, \mu \in i\mathbb{R}, |\lambda| > |\mu| \geq \mu_0, \lambda/\mu > 0$ we have

$$
\| (A_\lambda + \mu)^{-1} \| \leq \frac{\sqrt{2}}{|\mu|}, \quad \| S(A_\lambda + \mu)^{-1} \| \leq \sqrt{2}, \quad \| T(A_\lambda + \mu)^{-1} \| \leq \sqrt{2},
$$

(4.2)

$$
\| \frac{TS}{\lambda}(A_\lambda + \mu)^{-1} \| \leq 1, \quad \| [S, T](A_\lambda + \mu)^{-1} \| \leq C.
$$

(4.3)

Proof. Recall that $A_\lambda + \lambda = \frac{1}{\lambda}(T + \lambda)(S + \lambda)$. Hence the claims about closedness, $\mathcal{D}(A_\lambda) = \mathcal{D}(A_\lambda^*)$ and bounded invertibility follow from Proposition 3.5 and Lemma 4.1. It remains to prove the claimed estimates.

Keep in mind that $\lambda = -\lambda$ and similarly for $\mu$, since these numbers are purely imaginary. Furthermore, we introduce the convenient abbreviation

$$
\langle \langle y \rangle \rangle := \langle y, y \rangle
$$

(4.4)

for $y \in E$.

For $x \in \mathcal{F}(S, T)$ we first expand

$$
\langle \langle (A_\lambda + \mu)x \rangle \rangle = \langle \langle Sx \rangle \rangle + \langle \langle Tx \rangle \rangle + \langle \langle [S, T]x, x \rangle \rangle + \langle \langle S + T \rangle \rangle_x, (\frac{TS}{\lambda} + \mu)x \rangle
$$

$$
+ \langle \langle [\frac{TS}{\lambda} + \mu]x, (S + T)x \rangle \rangle + \langle \langle [\frac{TS}{\lambda} + \mu]x \rangle \rangle
$$

$$
= \langle \langle Sx \rangle \rangle + \langle \langle Tx \rangle \rangle + \langle \langle [S, T]x, x \rangle \rangle + \frac{1}{\lambda}(\langle \langle Sx, TSx \rangle \rangle - \langle \langle TSx, Sx \rangle \rangle)
$$

$$
+ \langle \langle Tx, \frac{TS}{\lambda}x \rangle \rangle + \langle \langle \frac{TS}{\lambda}x, Tx \rangle \rangle + |\mu|^2\langle \langle x \rangle \rangle + \langle \langle \frac{TS}{\lambda}x \rangle \rangle - \frac{\mu}{\lambda}\langle \langle [S, T]x, x \rangle \rangle
$$

$$
= \langle \langle Sx \rangle \rangle + \langle \langle Tx \rangle \rangle + |\mu|^2\langle \langle x \rangle \rangle + \langle \langle \frac{TS}{\lambda}x \rangle \rangle
$$

$$
+ (1 - \frac{\mu}{\lambda})\langle \langle [S, T]x, x \rangle \rangle
$$

$$
+ \langle \langle Tx, \frac{[S, T]}{\lambda}x \rangle \rangle + \langle \langle \frac{[S, T]}{\lambda}x, Tx \rangle \rangle.
$$

(4.5)

(4.6)

(4.7)

The expressions in the lines Eq. (4.6) and Eq. (4.7) will be estimated separately from above and from below. Recall the estimates Eq. (3.1) and Eq. (3.2) as well as Eq. (2.2) which will be used repeatedly.

Expression Eq. (4.6). We have

$$
\pm (1 - \frac{\mu}{\lambda})\langle \langle [S, T]x, x \rangle \rangle \leq \frac{1}{2}(1 - \frac{\mu}{\lambda})\left(\frac{1}{|\mu|}\langle \langle [S, T]x \rangle \rangle + |\mu|\langle \langle x \rangle \rangle\right)
$$

$$
\leq \frac{C}{2|\mu|}\left(\langle \langle Sx \rangle \rangle + \langle \langle Tx \rangle \rangle + \langle \langle x \rangle \rangle + \frac{|\mu|}{2}\langle \langle x \rangle \rangle\right).
$$
Expression Eq. \((4.7)\):

\[
\pm \left( \langle \frac{[S, T]}{\lambda} x, \frac{[S, T]}{\lambda} x \rangle + \frac{[S, T]}{\lambda} \langle x, Tx \rangle \right) \leq \frac{1}{|\lambda|} \langle \langle Tx \rangle \rangle + \frac{1}{|\lambda|} \langle \langle [S, T] x \rangle \rangle
\]

\[
= \frac{1}{|\lambda|} \left( \langle \langle Tx \rangle \rangle + \langle \langle [S, T] x \rangle \rangle \right)
\]

\[
\leq \frac{1}{|\lambda|} (C + 1) \langle \langle Tx \rangle \rangle + \frac{C}{|\lambda|} \langle \langle Sx \rangle \rangle + \frac{C}{|\lambda|} \langle \langle x \rangle \rangle.
\]

With these estimates we obtain

\[
\langle \langle (A_\lambda + \mu)x \rangle \rangle \geq \left( 1 - \frac{C}{2|\mu|} \right) \cdot \langle \langle Sx \rangle \rangle + \left( 1 - \frac{C}{2|\mu|} \right) \cdot \langle \langle Tx \rangle \rangle
\]

\[
+ \left( |\mu|^2 - \frac{3/2C + 1}{|\mu|} \right) \cdot \langle \langle x \rangle \rangle + \langle \langle TS \lambda x \rangle \rangle.
\]

and since \(|\mu| < |\lambda|, 0 < \frac{\mu}{\lambda} < 1\)

\[
\ldots \geq \left( 1 - \frac{3/2C + 1}{|\mu|} \right) \langle \langle Sx \rangle \rangle + \langle \langle Tx \rangle \rangle + \left( |\mu|^2 - \frac{3/2C + 1}{|\mu|} \right) \cdot \langle \langle x \rangle \rangle + \langle \langle TS \lambda x \rangle \rangle.
\]

Choosing \(\mu_0\) large enough we obtain for \(|\mu| \geq \mu_0, |\lambda| > |\mu|, \frac{\mu}{\lambda} > 0\)

\[
\ldots \geq \frac{1}{2} \langle \langle Sx \rangle \rangle + \frac{1}{2} \langle \langle Tx \rangle \rangle + \frac{1}{2} \langle \langle x \rangle \rangle + \langle \langle TS \lambda x \rangle \rangle.
\]

From this we infer for \(x \in \mathcal{F}(S, T)\) the inequality \(\|A_\lambda + \mu\|^{-1} x\|^2 \leq \frac{2}{|\mu|^2} \|x\|^2\), resp. the claimed \(\|(A_\lambda + \mu)^{-1}\| \leq \sqrt{2}\).

Replacing \(x\) by \((A_\lambda + \mu)^{-1} x\) we find \(\|S(A_\lambda + \mu)^{-1}\| \leq \sqrt{2}\), \(\|T(A_\lambda + \mu)^{-1}\| \leq \sqrt{2}\), and \(\|TS(A_\lambda + \mu)^{-1}\| \leq 1\).

Applying the form estimate Eq. \((2.2)\) and taking norms yields

\[
\|S, T\| (A_\lambda + \mu)^{-1} x\|^2 \leq C \cdot \left( \|A_\lambda + \mu\|^{-1} x\|^2 + \|S(A_\lambda + \mu)^{-1} x\|^2 + \|T(A_\lambda + \mu)^{-1}\|^2 \right) \leq C,
\]

and the proof is complete. \(\square\)

4.2. Self-adjointness and regularity.

**Lemma 4.3.** For \(\mu_0 > 0\) large enough we have for \(\lambda, \mu \in i\mathbb{R}, |\lambda| > |\mu| \geq \mu_0, \mu/\lambda > 0\)

\[(A_\lambda + \mu)^{-1} \mathcal{D}(S) \subset (S + \lambda)^{-1} (T + \lambda)^{-1} \mathcal{D}(S)
\]

\[\subset \mathcal{D}(S^2) \cap \mathcal{D}(STS) \cap \mathcal{D}(ST) \cap \mathcal{D}(TS).
\]

**Proof.** With \(B_\lambda = A_\lambda + \lambda = \frac{1}{\lambda}(T + \lambda)(S + \lambda)\) as in Eq. \((4.1)\) we have, cf. the proof of Lemma 4.1,

\[
(A_\lambda + \mu)^{-1} = B_\lambda^{-1} - (\mu - \lambda)B_\lambda^{-1}(A_\lambda + \mu)^{-1}
\]

\[(4.8)
\]

\[= B_\lambda^{-1}(1 - (\mu - \lambda)(A_\lambda + \mu)^{-1}).
\]
The operator $1 - (\mu - \lambda)(A_\lambda + \mu)^{-1}$ preserves the domain of $S$, since
\[ \text{ran}(A_\lambda + \mu)^{-1} = \mathcal{F}(S, T) \subset \mathcal{D}(S), \]
proving the first set inclusion. The second one follows from the identity
\[ S(S + \lambda)^{-1} = 1 - \lambda(S + \lambda)^{-1}, \]
the fact that $(T + \lambda)^{-1}$ preserves $\mathcal{D}(S)$ and the fact that
\[ \text{ran}(T + \lambda)^{-1}(S + \lambda)^{-1} = \text{ran}(S + \lambda)^{-1}(T + \lambda)^{-1} \subset \mathcal{D}(ST) \cap \mathcal{D}(TS). \]
This proves the lemma. \hfill \Box

Lemma 4.4. Under the same assumptions as in Lemma 4.3 we have for $x \in \mathcal{D}(S)$ the equality
\[
S(S + T + \frac{TS}{\lambda} + \mu)^{-1}x + (S - T - \frac{ST}{\lambda} - \mu)^{-1}Sx = (S - T - \frac{ST}{\lambda} - \mu)^{-1}[S, T](S + T + \frac{TS}{\lambda} + \mu)^{-1}x,
\]
and each of these elements is in $\mathcal{D}(T)$.

Proof. By the Lemma 4.3 we may write, on $\mathcal{D}(S)$,
\[
S(S + T + \frac{TS}{\lambda} + \mu)^{-1} + (T - S - \frac{ST}{\lambda} - \mu)^{-1}S
\]
\[
= (T - S - \frac{ST}{\lambda} - \mu)^{-1}
\]
\[
\cdot \left( S(S + T + \frac{TS}{\lambda} + \mu) + (T - S - \frac{ST}{\lambda} - \mu)S \right) \cdot (S + T + \frac{TS}{\lambda} + \mu)^{-1}
\]
\[
= (T - S - \frac{ST}{\lambda} - \mu)^{-1}[S, T](S + T + \frac{TS}{\lambda} + \mu)^{-1},
\]
as claimed. The second summand on the left hand side maps into $\mathcal{D}(T)$, as does the right hand side, and thus the remaining term maps into $\mathcal{D}(T)$ as well. \hfill \Box

Theorem 4.5. The operator $S + T$ is self-adjoint and regular on $\mathcal{D}(S) \cap \mathcal{D}(T)$. More precisely, for $\mu \in i\mathbb{R}$ large enough the net $\left((S + T + \mu)(A_\lambda + \mu)^{-1}\right)_\lambda, \lambda \in i\mathbb{R}, |\lambda| > |\mu|, \mu/\lambda > 0$, converges strongly to 1 on $E$ as $|\lambda| \to \infty$. The module
\[ \mathcal{F}(S, T) = \text{ran}(S + \lambda)^{-1}(T + \lambda)^{-1}, \]
is a core for $S + T$. The net $\left((S + T + \frac{TS}{\lambda} + \mu)^{-1}\right)_\lambda, \lambda \in i\mathbb{R}, |\lambda| > |\mu|, \mu/\lambda > 0$, is norm convergent to the resolvent $(S + T + \mu)^{-1}$ of $S + T$ as $|\lambda| \to \infty$.

Remark 4.6. In view of Prop. 3.1 the fact that $\mathcal{F}(S, T)$ is a core for $S + T$ implies that for $x \in \mathcal{D}(S) \cap \mathcal{D}(T)$ there exists a sequence $(x_n) \subset \mathcal{F}(S, T)$ such that $x_n \to x, Sx_n \to Sx$, and $Tx_n \to Tx$.

Proof. By definition we have
\[ \mathcal{F}(S, T) \subset \mathcal{D}(S) \cap \mathcal{D}(T), \]
and by Proposition 3.1, the domain of the closure of $S + T$, restricted to $\mathcal{F}(S, T)$, is contained in $\mathcal{D}(S) \cap \mathcal{D}(T)$. We will show that

$$S + T + \mu : \mathcal{F}(S, T) \to E,$$

has dense range for $\mu \in i\mathbb{R}$ with $|\mu|$ sufficiently large. Since $S + T$ is symmetric and closed on $\mathcal{D}(S) \cap \mathcal{D}(T) \supset \mathcal{F}(S, T)$, this proves self-adjointness and regularity of $S + T$ on this domain, cf. [LAN95, Lemma 9.7]. Furthermore, that

$$(S + T + \mu)(\mathcal{F}(S, T))$$

is dense in $E$ is equivalent to the fact that $\mathcal{F}(S, T)$ is a core for $S + T$.

By Lemmas 4.1 and 4.2, for $|\mu| \geq |\mu_0|$ large enough, the bounded adjointable operators $(A_\lambda + \mu)^{-1}$ map $E$ into $\mathcal{F}(S, T)$. Furthermore, the net

$$\left((S + T + \mu)(A_\lambda + \mu)^{-1}\right)_{|\lambda| > |\mu|, \mu/\lambda > 0}$$

is uniformly bounded in norm and

$$(S + T + \mu)(A_\lambda + \mu)^{-1} = 1 - \frac{TS}{\lambda}(A_\lambda + \mu)^{-1},$$

so it suffices to show that $\frac{TS}{\lambda}(A_\lambda + \mu)^{-1}$ converges to $0$ strongly on $\mathcal{D}(S)$. There, by virtue of Lemma 4.4, we can write

$$\frac{TS}{\lambda}(A_\lambda + \mu)^{-1}x = \frac{-T}{\lambda}(S - T - \frac{ST}{\lambda} - \mu)^{-1}Sx + \frac{T}{\lambda}(S - T - \frac{ST}{\lambda} - \mu)^{-1}[S, T](S + T + \frac{TS}{\lambda} + \mu)^{-1}x.$$

Using the estimates (4.2) and (4.3), we see that both summands are $O(|\lambda|^{-1})$ in norm, and thus converge to $0$. We conclude indeed that the operator $S + T + \mu : \mathcal{D}(S) \cap \mathcal{D}(T) \to E$ has dense range and it is therefore bijective as explained above. It follows that the resolvents $(S + T + \mu)^{-1}$ exist and that the submodule

$$\mathcal{F}(S, T) = \text{ran}(S + \lambda)^{-1}(T + \lambda)^{-1} \subset \mathcal{D}(S) \cap \mathcal{D}(T),$$

is a core for $S + T$. Now $S(S + T + \mu)^{-1}$ is a bounded adjointable operator so

$$\|((A_\lambda + \mu)^{-1} - (S + T + \mu)^{-1}\| = \|((A_\lambda + \mu)^{-1} \frac{TS}{\lambda}(S + T + \mu)^{-1}\| \leq \frac{C}{|\lambda|}\|S(S + T + \mu)^{-1}\| \to 0,$$

as $|\lambda| \to \infty$, which completes the proof. \[\square\]

5. Applications

We present two applications of the main Theorem 2.6.
5.1. A Dore-Venni type theorem for $S^2 + T^2$.

**Theorem 5.1.** Let $S, T$ be weakly anticommuting operators in the Hilbert-B-module $E$. Then $S^2 + T^2$ is self-adjoint and regular on $\mathcal{D}(S^2) \cap \mathcal{D}(T^2)$. The latter equals $\mathcal{D}((S + T)^2)$ and is a subset of $\mathcal{F}(S, T)$.

**Remark 5.2.** Ignoring domain questions for the moment one has

$$(S + T)^2 = S^2 + T^2 + [S, T].$$

A posteriori it indeed turns out that $[S, T]$ is relatively bounded w.r.t. $(S + T)^2$ with arbitrarily small relative bound. Hence once the domain claims are verified the Theorem is a consequence of the Hilbert-C* module version of the Kato-Rellich Theorem [KALE12, Theorem 4.5].

**Proof.** By Theorem 2.6 and by Eq. (2.2) the closure of the operator $[S, T]$ has $\mathcal{D}(S) \cap \mathcal{D}(T)$ in its domain and $[S, T]|_{\mathcal{D}(S) \cap \mathcal{D}(T)}$ is symmetric. Furthermore,

$$\mathcal{D}(S) \cap \mathcal{D}(T) \supset (\mathcal{D}(S^2) \cap \mathcal{D}(T^2)) \cup \mathcal{D}((S + T)^2)).$$

In view of Theorem 2.6 (4) and Theorem 4.5 for $x \in \mathcal{D}(S) \cap \mathcal{D}(T)$ we choose an approximating sequence $(x_n) \subset \mathcal{F}(S, T)$ with $x_n \rightarrow x, Sx_n \rightarrow Sx,$ and $Tx_n \rightarrow Tx$. By Eq. (2.2) then also $([S, T]x_n)$ converges to $[S, T]x$ and hence

$$\langle [S, T]x, [S, T]x \rangle \leq C_0 \langle x, x \rangle + C_1 \langle Sx, Sx \rangle + C_2 \langle Tx, Tx \rangle$$

$$\leq C(\langle x, x \rangle + \langle (S + T)x, (S + T)x \rangle).$$

Taking norms we find

$$\|\overline{[S, T]x}\| \leq C(\|x\| + \|(S + T)x\|).$$

Thus for any $\varepsilon > 0$ there exists a $C_\varepsilon > 0$ such that for $x \in \mathcal{D}((S + T)^2) \subset \mathcal{D}(S) \cap \mathcal{D}(T)$ one has

$$\|\overline{[S, T]x}\| \leq C_\varepsilon \cdot \|x\| + \varepsilon \cdot \|(S + T)^2x\||.$$

Thus on $\mathcal{D}((S + T)^2)$ the symmetric operator $[S, T]$ is $(S + T)^2$ bounded with arbitrarily small bound. The Kato-Rellich Theorem for regular operators [KALE12, Theorem 4.5] now implies that $S^2 + T^2 = (S + T)^2 - [S, T]$ is self-adjoint and regular on $\mathcal{D}((S + T)^2)$.

Furthermore, this operator is obviously symmetric on the submodule $\mathcal{D}(S^2) \cap \mathcal{D}(T^2)$.

Therefore, if we can show that

$$\mathcal{D}((S + T)^2) \subset \mathcal{D}(S^2) \cap \mathcal{D}(T^2) \cap \mathcal{F}(S, T)$$

then we are done because a self-adjoint and regular operator does not have proper symmetric extensions.

---

3If $A$ is a self-adjoint and regular operator in a Hilbert-C*-module it follows from the Spectral Theorem that for any $\varepsilon > 0$ there exists a $C_\varepsilon$ such that for $x \in \mathcal{D}(A^2)$ one has $\|Ax\| \leq C_\varepsilon \cdot \|x\| + \varepsilon \cdot \|A^2x\|$. 
To this end we use the Clifford matrices of Section 2.4. Then
\[
\hat{S}\sigma_3 = \begin{pmatrix} S & 0 \\ 0 & -S \end{pmatrix}, \quad \hat{T} = \begin{pmatrix} T & 0 \\ 0 & T \end{pmatrix}.
\] (5.2)

We have the relations
\[
\hat{S}\sigma_3 \cdot \hat{T} \pm \hat{T} \cdot \hat{S}\sigma_3 = (\hat{S}\hat{T} \pm \hat{T}\hat{S}) \cdot \sigma_3,
\]
\[
(\hat{S} \cdot \sigma_3 \pm \hat{T}) \cdot \hat{S}\sigma_1 + \hat{S}\sigma_1 \cdot (\hat{S} \cdot \sigma_3 \pm \hat{T}) = \pm (\hat{S}\hat{T} \pm \hat{T}\hat{S}) \cdot \sigma_3,
\]
and the pair \((\hat{S}\sigma_3, \hat{T})\) is also weakly anticommuting. Furthermore,
\[
\hat{S}\sigma_3 + \hat{T} = \begin{pmatrix} S + T & 0 \\ 0 & T - S \end{pmatrix},
\]
and the pair \((\hat{S}\sigma_3 + \hat{T}, \hat{S}\sigma_1)\) is weakly anticommuting as well, cf. the last equation in Eq. (5.3). Namely, \(\mathcal{F}(\hat{S}\sigma_1, \hat{S}\sigma_3 + \hat{T})\) by definition equals the set
\[
\{x \in \mathcal{D}(\hat{S}) \cap \mathcal{D}(\hat{T}) \mid \hat{S}x \in \mathcal{D}(\hat{S}) \cap \mathcal{D}(\hat{T}), \hat{T}x \in \mathcal{D}(\hat{S})\},
\]
and thus
\[
(\hat{S}\sigma_1 + \lambda)^{-1}(\mathcal{D}(\hat{S}) \cap \mathcal{D}(\hat{T})) \subset \mathcal{F}(\hat{S}\sigma_1, \hat{S}\sigma_3 + \hat{T}).
\]
By Theorem 2.6 (2) we thus also have the inclusion
\[
(\hat{S}\sigma_3 + \hat{T} + \lambda)^{-1}(\mathcal{D}(\hat{S})) \subset \mathcal{F}(\hat{S}\sigma_1, \hat{S}\sigma_3 + \hat{T}).
\]
In view of the matrix representation Eq. (5.4) this implies
\[
(S + T + \lambda)^{-1}(\mathcal{D}(S)) \subset \{x \in \mathcal{D}(S) \cap \mathcal{D}(T) \mid Sx \in \mathcal{D}(S) \cap \mathcal{D}(T), Tx \in \mathcal{D}(S)\}. \quad (5.5)
\]

Now we are ready to prove the inclusion \(\mathcal{D}((S + T)^2) \subset \mathcal{D}(S^2) \cap \mathcal{D}(T^2)\). Namely, let \(x \in \mathcal{D}((S + T)^2)\). Then \((S + T + \lambda)x \in \mathcal{D}(S) \cap \mathcal{D}(T)\) and hence by Eq. (5.5) \(x \in \mathcal{D}(S) \cap \mathcal{D}(T), Sx \in \mathcal{D}(S) \cap \mathcal{D}(T), Tx \in \mathcal{D}(S)\) and in particular \(x \in \mathcal{F}(S, T)\). A posteriori \(Tx = (S + T)x - Sx \in \mathcal{D}(T)\) as well. Thus we have shown that \(x \in \mathcal{D}(S^2) \cap \mathcal{D}(T^2) \cap \mathcal{F}(S, T)\).

**Corollary 5.3.** Let \(S, T\) be weakly commuting operators in the Hilbert-B-module \(E\). Then \(S^2 + T^2\) is self-adjoint and regular on \(\mathcal{D}(S^2) \cap \mathcal{D}(T^2)\) and the latter equals
\[
\mathcal{D}((S + iT)^*(S + iT)) = \mathcal{D}((S - iT)^*(S - iT)).
\]

**Proof.** Cf. Section 2.4, the operators
\[
\hat{S}\sigma_1 = \begin{pmatrix} 0 & S \\ S & 0 \end{pmatrix}, \quad \hat{T}\sigma_2 = \begin{pmatrix} 0 & iT \\ -iT & 0 \end{pmatrix},
\]
are weakly anticommuting. The previous Theorem gives that
\[
(\hat{S}\sigma_1)^2 + (\hat{T}\sigma_2)^2 = \hat{S}^2 + \hat{T}^2,
\]
is self-adjoint and regular on
\[
\mathcal{D}(\hat{S}^2) \cap \mathcal{D}(\hat{T}^2) = \left(\mathcal{D}(S^2) \cap \mathcal{D}(T^2)\right)^{\oplus 2},
\]
The definition of weak anticommutativity is symmetric in $\sigma_1$ and $\sigma_2$. Thus, according to the definition,

$$D\left((\hat{S}\sigma_1 + \hat{S}\sigma_2)^2\right) = D\left((S-iT)^* (S-iT)\right) \oplus D\left((S+iT)^* (S+iT)\right),$$

proves the remaining claim.

5.2. **Iteration.** In our early discussions on this project, the following result appeared as a problem and seemed to be a major step in the second author’s program to find a suitable category of unbounded KK-cycles. Therefore, it was one of the driving forces to develop the sum theory of this paper. Although it became clear that Theorem 5.4 does not resolve all remaining issues, we think it is useful to record here for future reference.

**Theorem 5.4.** Let $S_{1,j} = 1, 2, 3$, be self-adjoint and regular operators in the Hilbert-$B$-module $E$. Assume that $(S_1, S_2), (S_2, S_3), (S_1, S_3)$ are weakly anticommuting pairs. Then $S_1 + S_2$ and $S_3$ are weakly anticommuting and hence $S_1 + S_2 + S_3$ is self-adjoint and regular on $D(S_1) \cap D(S_2) \cap D(S_3)$.

Let us quickly explain why this is remarkable. According to the definition one needs to verify that $(S_1 + S_2 + \lambda)^{-1}(D(S_3)) \subset F(S_1 + S_2, S_3)$. A priori this is difficult since we have no concrete information about the resolvent of $S_1 + S_2$. However, due to Theorem 2.6, the definition of weak anticommutativity is symmetric in the operators. Hence, we know that also $(S_3 + \lambda)^{-1}(D(S_1)) \subset F(S_1, S_3)$ and, more importantly, that it suffices to show that $(S_3 + \lambda)^{-1}(D(S_1) \cap D(S_2)) \subset F(S_1 + S_2, S_3)$. The latter turns out to be straightforward.

**Proof.** By Theorem 2.6 the operator $S_1 + S_2$ is self-adjoint and regular on $D(S_1) \cap D(S_2)$. By assumption we have

$$\begin{align*}
(S_3 + \lambda)^{-1}(D(S_1)) & \subset F(S_1, S_3), \\
(S_3 + \lambda)^{-1}(D(S_2)) & \subset F(S_2, S_3),
\end{align*}$$

thus

$$\begin{align*}
(S_3 + \lambda)^{-1}(D(S_1 + S_2)) & \subset F(S_1, S_3) \cap F(S_2, S_3) \\
& = \{ x \in D(S_1) \cap D(S_2) \cap D(S_3) \mid S_1x, S_2x \in D(S_3), S_3x \in D(S_1) \cap D(S_2) \} \\
& \subset F(S_1 + S_2, S_3).
\end{align*}$$

By the Remark 2.2 (3) and by Theorem 2.6 this implies

$$F(S_1 + S_2, S_3) = (S_3 + \lambda)^{-1}(D(S_1 + S_2)) = F(S_1, S_3) \cap F(S_2, S_3).$$

---

4It is more remarkable when one compares with the original definition of weak anticommutativity, cf. Sec. 2.3.
On $\mathcal{F}(S_1 + S_2, S_3)$ we thus have, using the abbreviation Eq. (4.4),
\[
\langle \langle S_1 + S_2, S_3 \rangle \rangle = \langle \langle S_1, S_3 \rangle \rangle + \langle \langle S_2, S_3 \rangle \rangle
\]
\[
\langle \langle S_1, S_3 \rangle \rangle + \langle \langle S_2, S_3 \rangle \rangle + \langle \langle S_1, S_3 \rangle \rangle
\]
\[
\leq 2(\langle \langle S_1, S_3 \rangle \rangle + \langle \langle S_2, S_3 \rangle \rangle)
\]
\[
\leq C_0 \cdot \langle x, x \rangle + C_1 \cdot \langle S_1 x, S_1 x \rangle + C_2 \cdot \langle S_2 x, S_2 x \rangle + C_3 \cdot \langle S_3 x, S_3 x \rangle
\]
where we used Eq. (3.1) and the form estimate for the weakly anticommuting pairs $(S_1, S_3), (S_2, S_3)$. Hence $S_1 + S_2, S_3$ is a weakly anticommuting pair of operators. $\square$

6. Comparison to Banach space results for sums of operators

There exists quite some literature on the problem of closedness and regularity of sums of sectorial operators in Banach spaces $[DPGr75, DoVe87, LaTe87, FuH93, MoPr97, KAWe01, PrSi07, Ro116]$. One might wonder whether and how our results compare to these. After all a Hilbert-$C^*$-module is a Banach space and our operators $S, T, S^2, T^2$ are sectorial operators. It is the purpose of this section to put this into context.

Let $X$ be a Banach space and let $A$ be a densely defined operator in $X$. One should think of $A$ as being $S^2$ or $T^2$ above. The operator $A$ is called sectorial in the open sector $\Sigma_0 := \{ z \in \mathbb{C} \mid \arg z < \theta \}$ if $\ker A = \{0\}$, ran $A$ is dense, $A + \lambda$ is invertible for $\lambda \in \Sigma_0$ and
\[
M_0 := \sup_{\lambda \in \Sigma_0} |\lambda| \cdot \| (A + \lambda)^{-1} \| < \infty.
\]
The spectral angle of $A$ is defined by
\[
\phi_A := \inf \{ \phi > 0 \mid A \text{ is sectorial in } \Sigma_{\pi - \phi} \}.
\]
Clearly, if $S$ is a self-adjoint and regular operator in the Hilbert-$C^*$-module $E$ then $S^2$ is sectorial with spectral angle $0$, while for any $\delta > 0$ the operator $iS + \delta$ is sectorial with spectral angle $\pi/2$.

Now given two sectorial operators $A, B$ in a Banach space, the analogue of the regularity problem in Hilbert-$C^*$-modules splits into the subproblems to decide whether $A + B$ is closed on $\mathcal{D}(A) \cap \mathcal{D}(B)$ and whether $A + B + \lambda$ has dense range for $\lambda > 0$ large (resp. $\overline{A + B}$ is sectorial). This should be compared to Theorem 2.6 (1), (3) and to Theorem 5.1.

One of the seminal results on this is the following:

**Theorem 6.1** (Da Prato and Grisvard $[DPGr75]$, cf. also $[PrSi07$, Sec. 3$]$). Let $A, B$ be sectorial operators in a Banach space $X$ with spectral angles $\phi_A, \phi_B$. Assume that $\psi_A > \phi_A, \psi_B > \phi_B, \psi_A + \psi_B < \pi$, $(A + \lambda)^{-1}(\mathcal{D}(B)) \subset \mathcal{D}(B)$, and
\[
\| (B(A + \lambda)^{-1} - (A + \lambda)^{-1}B)(\mu + B)^{-1} \| \leq \frac{c}{(1 + |\lambda|)^{\alpha}|\mu|^{\beta}},
\]
for $\lambda \in \Sigma_{\pi - \phi_A}, \mu \in \Sigma_{\pi - \psi_B}$ and fixed numbers $\alpha, \beta > 0, \beta < 1, \alpha + \beta > 1$.

Then $A + B$ is sectorial with spectral angle $\leq \max(\psi_A, \psi_B)$. 

In [LaTe87] Eq. (6.1) was replaced by a more flexible but also more involved estimate, cf. [PrSi07, Sec. 3].

Proving closedness of $A + B$ on $\mathcal{D}(A) \cap \mathcal{D}(B)$ requires additional assumptions on the Banach space (class $\mathcal{H}(\mathcal{T})$) and that $A, B$ admit bounded imaginary powers. The seminal result is that of Dore and Venni [DoVe87] for resolvent commuting operators. This was later improved by Monnieux and Prüss [MoPr87] for non-commuting operators satisfying the above mentioned Labbas-Terreni [LaTe87] commutator condition, and by Prüss and Simonett [PrSi07] for pairs satisfying the Da Prato-Grisvard commutator condition Eq. (6.1).

For our operators in a Hilbert-$C^*$-module $E$ bounded imaginary powers are a non-issue. That is, for a self-adjoint and regular operator $S$ in $E$ it follows trivially from the continuous functional calculus that $S$ has bounded imaginary powers, i.e. that $\{S^it \mid -1 \leq t \leq 1\}$ is bounded in $L(E)$.

The class $\mathcal{H}(\mathcal{T})$ condition seems to be “orthogonal” to Hilbert-$C^*$-module theory: recall that a Banach space $X$ is called of class $\mathcal{H}(\mathcal{T})$ if the Hilbert transform $Hf(t) := \lim_{\varepsilon \to 0} \int_{|s| > \varepsilon} f(t-s) \frac{ds}{s}$, $f \in C_c^\infty(\mathbb{R},X)$, extends by continuity to a bounded linear operator $L^2(\mathbb{R},X) \to L^2(\mathbb{R},X)$. Here, $L^2(\mathbb{R},X)$ is the completion of $C_c^\infty(\mathbb{R},X)$ with respect to the norm $\|f\| := \left( \int_{\mathbb{R}} \|f(x)\|_X^2 \, dx \right)^{1/2}$. We asked experts on the aforementioned Banach space theory but the following problem could not be clarified:

**Problem 6.2.** Let $E$ be a Hilbert-$B$-module. Decide whether $E$ is of class $\mathcal{H}(\mathcal{T})$ or not.

The problem here is that in general $L^2(\mathbb{R},E)$ is not a Hilbert-$B$-module, but is strictly smaller than the external tensor product $L^2(\mathbb{R}) \otimes_C E$. The latter is the completion of $C_c^\infty(\mathbb{R},E)$ with respect to the inner product $\langle f, g \rangle = \int_{\mathbb{R}} \langle f(x), g(x) \rangle_E \, dx \in B$ resp. the induced norm $\|f\| = \|\int_{\mathbb{R}} \langle f(x), g(x) \rangle_E \, dx\|_B^{1/2}$. Clearly, since the Hilbert transform $H_0 : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ is bounded the Hilbert transform on $L^2(\mathbb{R}) \otimes_C E$ is nothing but $H_0 \otimes id$, which is bounded as well. This leads to

**Problem 6.3.** Is it true that for Hilbert-$C^*$-modules the proof of the above mentioned Dore-Venni type results go through by exploiting instead of the $\mathcal{H}(\mathcal{T})$ condition the (obviously true) condition of boundedness of the Hilbert transform on $L^2(\mathbb{R}) \otimes_C E$.

Finally, we outline an alternative approach to the main Theorem 2.6 using the method due to Da Prato-Grisvard. While their results have been generalized and
refined, all subsequent publications essentially employ the basic pattern which can already be found in [DPGr75]. Namely, given sectorial operators $A, B$ then view $A + B + \lambda$ as a (operator valued) function of $B$. Then the resolvent $(A + B + \lambda)^{-1}$ should be given by the Dunford integral

$$P_\lambda := \frac{1}{2\pi i} \int_{\Gamma} (z + \lambda + A)^{-1} \cdot (z - B)^{-1} \, dz,$$

(6.2)

where $\Gamma$ is a contour of the form $(\infty, r) e^{i\theta} \cup r e^{i[0,\pi - \theta]} \cup (r, \infty) e^{-i\theta}$ with $\psi_B < \theta < \min(\psi, \pi - \psi_A)$.

If $A$ and $B$ are resolvent commuting, then $P_\lambda$ equals the resolvent $(A + B + \lambda)^{-1}$. In all other cases $P_\lambda$ is only an approximation to the resolvent and the main part of the work is to formulate commutator conditions on $A$ and $B$ ensuring that $P_\lambda$ maps a sufficiently large space into $D(A) \cap D(B)$.

Turning to a pair of weakly anticommuting operators $S, T$ we cannot apply the pattern outlined above since our commutator conditions Def. 2.1 concern commutators of $S$ and $T$ but not of $S^2, T^2$. Therefore, it is unrealistic to prove commutator estimates on $S^2, T^2$ à la Da Prato-Grisvard resp. Labbas-Terreni.

However, we can slightly modify Eq. (6.2) to obtain a resolvent approximation of $S + T + i\lambda$ instead of $S^2 + T^2 + \lambda$.

Namely, from the estimate Eq. (2.4) one infers

$$\| [S, T] (S + i\lambda)^{-1} (T + i\mu)^{-1} \| \leq C \left( \frac{1}{|\lambda|} + \frac{1}{|\mu|} \right)$$

hence, cf. Theorem 6.1,

$$\| [T^2, (S^2 + \lambda)^{-1}] (T^2 + \mu)^{-1} \| \leq \frac{C}{|\lambda|} \left( \frac{1}{\sqrt{|\lambda|}} + \frac{1}{\sqrt{|\mu|}} \right).$$

However, we may not expect the stronger domain inclusion

$$(S^2 + \lambda)^{-1} (D(T^2)) \subset D(T^2)$$

to hold.

Nevertheless, without further assumptions, these estimates and the axioms of weak anticommutativity allow to prove

**Theorem 6.4.** Let

$$P_\lambda := \frac{1}{2\pi i} \int_{\Gamma} (z + \lambda + S^2)^{-1} (S + T - i\lambda)(z - T^2)^{-1} \, dz.$$  

Then for $y \in D(S) \cap D(T)$ and $\lambda$ large we have $P_\lambda y \in D(S) \cap D(T)$ and

$$(S + T + i\lambda) P_\lambda y = (I + R_\lambda) y,$$

with $\|R_\lambda\| < 1$, hence ran$(S + T + i\lambda)$ dense.

So in principle the original idea of Da Prato-Grisvard together with the axioms of weak anticommutativity lead to yet another proof of the closedness and regularity statements in Theorem 2.6. Further details are omitted and hence left to the reader.

---

5In this section $\lambda, \mu$ denote real parameters.
7. The Kasparov product of unbounded modules

In this section we describe how Theorem 4.5 can be applied in the constructive approach to the Kasparov product. For background on unbounded KK-theory we refer to [BAJu83, Bla98, CON94, Kuc97, Kuco0, Mes14, MeRe16, Kale13].

7.1. Weakly anticommuting operators and the Kasparov product. Kasparov’s KK-theory [Kas80] is a powerful tool in operator K-theory [Bla98]. It associates to a pair of separable C*-algebras $(A, B)$ an abelian group $KK_0(A, B)$. The main feature of KK-theory is the existence of an associative bilinear product

$$KK_0(A, B) \times KK_0(B, C) \to KK_0(A, C), \quad (7.1)$$

defined for all separable C*-algebras $A$, $B$, and $C$.

A $\mathbb{Z}/2$-grading on a Hilbert C*-module $E$ is a self-adjoint operator $\gamma \in \mathcal{L}(E)$ such that $\gamma^2 = 1$. An operator $F \in \mathcal{L}(E)$ is even if $F\gamma = \gamma F$ and odd if $F\gamma = -F\gamma$.

Elements of the group $KK_0(A, B)$ are given by the following data:

**Definition 7.1.** [Kas80] Let $(A, B)$ be a pair of separable C*-algebras. A Kasparov module for $(A, B)$ is a pair $(E, F)$ where

(i) $E$ is a $\mathbb{Z}/2$-graded Hilbert C*-module over $B$ together with a $*$-homomorphism $A \to \mathcal{L}(E)$;

(ii) $F \in \mathcal{L}(E)$ is an odd operator such that $a(1-F^2)$, $a(F-F^*)$ and $[F, a]$ are elements of $\mathcal{K}(E)$.

Here, $[\cdot, \cdot]$ denotes the graded commutator which on homogeneous elements $x, y$ of parity $\delta x, \delta y$ is defined by $[x, y] = xy - (-1)^{\delta x \delta y}yx$. That is $[a, b] = [a, b]_+$ if $a, b$ are both odd and $[a, b] = [a, b]_-$ if one of them is even. For the commutators introduced in Section 2.2 we will therefore always write $[\cdot, \cdot]_+$ resp. $[\cdot, \cdot]_-$ to make the sign of the second summand explicit.

For an $(A, B)$ Hilbert bimodule $E$ we will refer to the C*-algebra

$$\{ K \in \mathcal{L}(E) \mid \forall a \in A \quad aK, Ka \in \mathcal{K}(E) \}$$

as the C*-algebra of $A$-locally compact operators on $E$. For self-adjoint elements $Q, R \in \mathcal{L}(E)$ we say that $Q \leq R$ modulo $A$-locally compact operators if there exists a locally compact operator $K$ such that $Q \leq R + K$.

In [CoSk84, Theorem A.5] Connes-Skandalis provided sufficient conditions that determine the product (7.1).

**Theorem 7.2.** Let $(X, F_X)$ and $(Y, F_Y)$ be Kasparov modules for $(A, B)$ and $(B, C)$ respectively. Suppose that $(X \otimes_B Y, F)$ is a $(A, C)$ Kasparov module such that

(i) for all $x \in X$ the operator $y \mapsto \gamma(x) \otimes F_Yy - F(x \otimes y)$ is in $\mathcal{K}(Y, X \otimes_B Y)$;

(ii) there is $0 \leq \kappa < 2$ such that for all $a \in A$ the operator inequality

$$a^* [F_X \otimes 1, F] a \geq -\kappa a^* a,$$

holds modulo $A$-compact operators.

Then $(X \otimes_B Y, F)$ represents the Kasparov product of $(X, F_X)$ and $(Y, F_Y)$.
Notice that condition (ii) is weaker than what is stated in [CoSk84, Theorem A.5] (see [Kuc97, Definition 4] and [Bla98, Definition 18.4.1]). This weakening will be of vital importance for our main theorem.

In order to describe the external product in KK-theory in a constructive way, Baaj-Julg introduced the following refinement of Kasparov modules.

**Definition 7.3** ([Baj83]). Let \((A, B)\) be a pair of separable \(C^*\)-algebras. An unbounded Kasparov module for \((A, B)\) is a triple \((A, E, D)\) where

1. \(E\) is a \(\mathbb{Z}/2\)-graded Hilbert \(C^*\)-module over \(B\) together with a \(*\)-homomorphism \(A \to \mathcal{L}(E)\);
2. \(D : \mathcal{D}(D) \to E\) is a self-adjoint regular operator such that \(a(D \pm i)^{-1} \in \mathcal{K}(E)\) for all \(a \in A\);
3. \(A \subset A\) is a norm dense \(*\)-subalgebra such that \(a : \mathcal{D}(D) \to \mathcal{D}(D)\) and \([D, a]\) extends to an element in \(\mathcal{L}(E)\) for all \(a \in A\).

A continuous function \(\chi : \mathbb{R} \to [-1, 1]\) is called a normalizing function if

\[\chi(-x) = -\chi(x) \quad \text{and} \quad \lim_{x \to \pm \infty} \chi(x) = \pm 1.\]

If \((E, D)\) is an unbounded Kasparov module then \((E, \chi(D))\) is a Kasparov module ([Baj83]) whose class does not depend on the choice of \(\chi\). Notice that the difference of any two normalizing functions \(\chi_1, \chi_2\) is an element of \(C_0(\mathbb{R})\), which is generated by \((x \pm i)^{-1}\). Since \((D \pm i)^{-1}\) are locally compact, so is \(\chi_1(D) - \chi_2(D)\) and the two functions give homotopic Kasparov modules, cf. [HiRo00, Sec. 10.6].

**Theorem 7.4.** Let \((A, X, S_X)\) and \((B, Y, T_Y)\) be unbounded Kasparov modules for \((A, B)\) and \((B, C)\) respectively and let \(E := X \otimes_B Y\) and \(S := S_X \otimes 1\). Suppose that \(T : \mathcal{D}(T) \to E\) is an odd self-adjoint regular operator such that

1. there is a dense \(B\)-submodule \(X \subset \mathcal{D}(S) \subset X\) for which the algebraic tensor product \(X \otimes_B^\text{alg} \mathcal{D}(T_Y)\) is a core for \(T\) and for all homogenous elements \(x \in X\) and all \(y \in \mathcal{D}(T_Y)\), the operator

\[y \mapsto \gamma(x) \otimes T_Y y - T(x \otimes y)\]

defines an element of \(\mathcal{L}(Y, E)\);
2. for all \(a \in A\) we have \(a : \mathcal{D}(T) \to \mathcal{D}(T)\) and \([T, a] \in \mathcal{L}(E)\);
3. \((S, T)\) is a weakly anticommuting pair.

Then \((A, E, S + T)\) is an unbounded Kasparov module that represents the Kasparov product of \((X, S_X)\) and \((Y, T_Y)\).

**Proof.** The fact that \((E, S + T)\) is an unbounded Kasparov module follows quite easily: the sum \(S + T\) is self-adjoint and regular by condition (iii), and has bounded commutators with \(A\) by condition (ii). By condition (i) and [MeRe16, Lemma 4.3] we have \(a(S + \lambda)^{-1}(T + \mu)^{-1} \in \mathcal{K}(E)\) for all \(a \in A\). In particular

\[aB^{-1}_\lambda = \frac{a}{\lambda}(S + \lambda)^{-1}(T + \lambda)^{-1} \in \mathcal{K}(E),\]

with \(B_\lambda\) as in Lemma 4.1. By Eq. (4.8) we have

\[(A_\lambda + \mu)^{-1} = B^{-1}_\lambda - (\mu - \lambda)B^{-1}_\lambda(A_\lambda + \mu)^{-1},\]
and it follows that \( a(A_\lambda + \mu)^{-1} \in \mathcal{K}(E) \). By Theorem 4.5
\[
a(S + T + \mu)^{-1} = \lim_{\lambda \to \infty} a(A_\lambda + \mu)^{-1},
\]
is a norm limit and we conclude that \( a(S + T + \mu)^{-1} \in \mathcal{K}(E) \).

To show that \((E, S + T)\) represents the Kasparov product, consider the normalizing functions
\[
\chi(x) := \frac{2}{\pi} \arctan(x), \quad b(x) := x(1 + x^2)^{-1/2}.
\]
We will prove that \( \chi(D) \) satisfies the conditions of Theorem 7.2. By [Kuc97, Proposition 14] the operators \( b(D) \) and \( b(T_\nu) \) satisfy condition (i) of Theorem 7.2. Since \( \chi(D) - b(D) \) is \( A \) locally compact on \( E \) and \( b(T_\nu) - \chi(T_\nu) \) is \( B \) locally compact on \( Y \), \( \chi(D) \) and \( \chi(T_\nu) \) satisfy condition (i) as well.

The fact that after a suitable homotopy, \( \chi(D) \) and \( \chi(S) \), satisfy condition (ii) follows from Proposition 7.12 in Section 7.3.

**Remark 7.5.** Theorem 7.4 should be compared to [Kuc97, Theorem 13]. There, fewer assumptions are imposed on the form of the product operator, in particular it need not arise as a sum. The case where
\[
\langle [S,T]x, [S,T]x \rangle \leq C(\langle x,x \rangle + \langle Sx, Sx \rangle),
\]
is covered by the latter result. This assumption was in place in [KaLe13, MeRe16]. However, as soon as there is a nontrivial relative bound to \( T \) as well, condition (iii) of [Kuc97, Theorem 13] may not be satisfied. An example of such a situation is given in [BoMe18].

**Remark 7.6.** The construction of operators \( T \) satisfying hypotheses (i) and (ii) of Theorem 7.4 is the subject of the of the papers [KaLe13, MeRe16]. Indeed in [MeRe16] it was shown that up to equivalence, such a \( T \) can always be constructed. In geometric situations, an operator \( T \) with the required properties can often be written down explicitly, see for example [BMvS16, KavSi16].

### 7.2. A form estimate for the absolute value of the sum.

We denote by \( S \) and \( T \) a weakly anti-commuting pair of operators on the Hilbert \( \mathbb{C}^\ast \)-module \( E \), and by \( D := S + T \) their sum operator, which is self-adjoint and regular. Our goal is to obtain a form estimate for the anticommutator \([S,T]\) relative to the positive operator \(|D|\) defined through functional calculus. As we wish to work on the domain of \( D \) we consider the extension \([S,T]\), as in the proof of Theorem 5.1.

**Lemma 7.7.** For \( 0 \leq \Re z \leq 1 \) the operator \( P_z := (1 + |D|)^{-1} [S,T] (1 + |D|)^{z-1} \) is bounded on \( \mathcal{D}(S) \cap \mathcal{D}(T) \), extends to an adjointable operator and \( \|P_z\| \leq \|P_0\| \).

**Proof.** The operator \( 1 + |D| : \mathcal{D}(D) \to E \) is boundedly invertible and by Eq. (5.1) the operator \([S,T] : \mathcal{D}(D) \to E \) is bounded, when \( \mathcal{D}(D) \) is equipped with the graph norm of \( D \). Hence
\[
P_0 := [S,T] (1 + |D|)^{-1} : E \to E
\]
is bounded and consequently the densely defined operator
\[
(1 + |D|)^{-1} [S,T] : \mathcal{D}(S) \cap \mathcal{D}(T) \to E
\]
is bounded as well and its closure $P_1$ equals the adjoint of $P_0$.

We now adapt the interpolation argument of [LES05, Appendix A] to the case of Hilbert $C^*$-modules. For $\Re z > 0$ the operators $(1 + |D|)^{-\frac{z}{2}}$ preserve $\mathcal{D}(D)$. For $x, y \in \mathcal{D}(D)$ the function

$$f_{x,y} : z \mapsto \langle (1 + |D|)^{-\frac{z}{2}}[S, T](1 + |D|)^{-1+i\frac{z}{2}}x, y \rangle = \langle P_z x, y \rangle,$$

is weakly holomorphic on the strip $0 \leq \Re z \leq 1$. Since

$$\langle P_z x, P_z x \rangle \leq \langle x, x \rangle + \langle (D(1 + |D|)^{-1+z}x, D(1 + |D|)^{-1+z}x \rangle$$

$$\leq \langle x, x \rangle + \langle Dx, Dx \rangle,$$

we infer that $\|P_z x\| \leq \|x\| + \|Dx\|$ and

$$\|f_{x,y}(z)\| \leq \|P_z x\| \|y\| \leq (\|x\| + \|Dx\|) \|y\|$$

so $f_{x,y}$ is a bounded function. Now let $\varphi : B \to \mathbb{C}$ be a state. The function $z \mapsto \varphi \circ f_{x,y}(z)$ is bounded and holomorphic in the strip $0 \leq \Re z \leq 1$. By the Phragmén-Lindelöf Theorem (aka Hadamard 3-line Theorem in this case) the function is bounded by its suprema on the boundary $\Re z \in \{0, 1\}$. For such $z$ it holds that $\|P_z\| = \|P_0\| = \|P_1 = P_0\|$. So we obtain that

$$\|\varphi(\langle P_z x, y \rangle)\| \leq \sup_{\Re w \in [0, 1]} |\varphi(\langle P_w x, y \rangle)|$$

$$\leq \sup_{\Re w \in [0, 1]} \|\langle P_w x, y \rangle\| \leq \|P_0\| \|x\| \|y\|.$$

Since this holds for all states $\varphi$ it follows that $\|\langle P_z x, y \rangle\| \leq \|P_0\| \|x\| \|y\|$ and hence $\|P_z\| \leq \|P_0\|$. □

By a rescaling of a weakly anticommuting pair $(S, T)$ we mean a weakly anticommuting pair of the form $(\lambda S, \lambda T)$ for some $\lambda > 0$.

**Proposition 7.8.** Let $(S, T)$ be a weakly anticommuting pair and $D = S + T$ their sum. For all $x \in \mathcal{D}(S) \cap \mathcal{D}(T)$ the form estimate

$$\langle [S, T] x, x \rangle \leq C(\langle x, x \rangle + \langle D|x, x \rangle), \quad (7.2)$$

holds true, with $C$ a constant independent of $x$. Consequently, for all $\mu > 0$ we have the operator estimate

$$\pm(1 + \mu^2 D^2)^{-1}[S, T](1 + \mu^2 D^2)^{-1} \leq C(1 + |D|)(1 + \mu^2 D^2)^{-2}. \quad (7.3)$$

After a suitable rescaling of the pair $(S, T)$ we can achieve that $C < \epsilon$ for any $\epsilon > 0$.

**Proof.** The operator $P_{1/2}$ is self-adjoint whence

$$\langle [S, T] x, x \rangle = \langle P_{1/2}(1 + |D|)^{1/2}x, P_{1/2}(1 + |D|)^{1/2}x \rangle$$

$$\leq \|P_0\| \|(1 + |D|)^{1/2}x, (1 + |D|)^{1/2}x \rangle$$

$$= \|P_0\| \langle \langle x, x \rangle + \langle D|x, x \rangle \rangle,$$
which proves the form estimate (7.2) with $C = \|P_0\|$. The operator estimate (7.3) now follows in a straightforward manner. Replacing $S, T$ by $\lambda S, \lambda T$ for $0 < \lambda < 1$ we obtain

$$\langle [\lambda S, \lambda T]x, x \rangle = \lambda^2 \langle [S, T]x, x \rangle \leq \lambda^2 C(\langle x, x \rangle + \langle |D|x, x \rangle) \leq \lambda C(\langle x, x \rangle + \langle |\lambda D|x, x \rangle).$$

Thus, by taking $\lambda$ sufficiently small we may assume that $C$ is as small as we like.

7.3. **Proof of the positivity condition.** We use the integral representation of the function $\arctan(x)$

$$\arctan(x) = \int_0^x \frac{1}{1 + t^2} dt = \int_0^1 \frac{x}{1 + \mu^2 x^2} d\mu.$$  

For any self-adjoint regular operator $D$, the bounded adjointable operator $\chi(D) := \frac{2}{\pi} \arctan(D)$ then has the representation

$$\chi(D) = \frac{2}{\pi} \int_0^1 D(1 + \mu^2 D^2)^{-1} d\mu,$$

as a strongly convergent integral (cf. [KUC97, Lemma 8]).

We now consider a weakly anticommuting pair of operators $(S, T)$ in a Hilbert C*-module $E$. Recall from Section 2.4 that the Clifford algebra $\mathbb{C}l(2)$ is represented unitarily on $E \oplus E$ and that the $\mathbb{C}l(2)$ action commutes with $\hat{S}, \hat{T}$ ((2.8), (2.9)) and that the action preserves their domains. Denote by $\omega := \sigma_3 = i\sigma_1 \sigma_2$ the volume element of $\mathbb{C}l(2)$ and let $\hat{D} := \hat{S} + \omega \hat{T}$ and $\hat{D} := \hat{D} \ominus \hat{T}$, cf. Eq. (5.2)--(5.4). Since $\omega$ commutes with $\hat{S}, \hat{T}$ we have that the pair $(\hat{S}, \pm \omega \hat{T})$ is weakly anticommuting as well and that $\hat{S} \pm \omega \hat{T}$ is self-adjoint and regular with domain $\mathcal{D}(\hat{S}) \cap \mathcal{D}(\hat{T})$. Recall also that

$$\hat{S} + \omega \hat{T} = \begin{pmatrix} S + T & 0 \\ 0 & S - T \end{pmatrix}.$$

So for the time being we may w.l.o.g. omit the hat decorator and assume that $S, T$ are $\mathbb{C}l(2)$ invariant.

**Lemma 7.9.** For $\mu > 0$ the operator

$$K_\mu := (1 + \mu^2 D^2)^{-1} - (1 + \mu^2 D^2)^{-1}$$

$$= 2(1 + \mu^2 D^2)^{-1} \mu^2 [S, T](1 + \mu^2 D^2)^{-1} \quad (7.4)$$

$$= 2(1 + \mu^2 D^2)^{-1} \mu^2 [S, T](1 + \mu^2 D^2)^{-1} \quad (7.5)$$

is $A$ locally compact, as are the operators $D \pm K_\mu$. Moreover

$$\sup\{\|K_\mu\|, \|D \pm K_\mu\| : \mu \in (0, \infty)\} < \infty,$$

and thus integrate to $A$-locally compact operators over any finite interval $(0, x]$.

**Proof.** Since $\mathcal{D}(D^2) = \mathcal{D}(S^2) \cap \mathcal{D}(T^2) \subset \mathcal{F}(S, T)$ by Theorem 5.1, formula (7.4) follows by direct calculation and (7.5) by taking adjoints. Using (7.4) for $D_+$ and (7.5) for $D_-$ it follows that $D \pm K_\mu$ is locally compact. Because of the presence of the factor $\mu^2$ in this equation, multiplication by $D_\pm$ still yields a family of operators that is uniformly bounded in $\mu$. \qed
From now on we write $D$ for $D_+$. Consider the bounded adjointable operators $\chi(D)$ and $\chi(S)$

$$\frac{4}{\pi^2} [\chi(D), \chi(S)] = \int_0^1 \int_0^1 (1 + \lambda^2 S^2)^{-1} SD(1 + \mu^2 D^2)^{-1} + (1 + \mu^2 D^2)^{-1} DS(1 + \lambda^2 S^2)^{-1} d\lambda d\mu. \quad (7.6)$$

We will show that, for any $\kappa > 0$, a suitable rescaling of the operators $D$ and $S$ gives that $[\chi(D), \chi(S)] \geq -\kappa$, modulo $A$-locally compact operators. We therefore discard the multiplicative factor $\frac{4}{\pi^2}$. We apply the identity

$$(1 + \lambda^2 S^2)(1 + \lambda^2 S^2)^{-1} = (1 + \lambda^2 S^2)^{-1}(1 + \lambda^2 S^2) = 1,$$

and multiply the first summand of (7.6) from the right and second summand from the left. The integrand can thus be written as the sum of the operator

$$(1 + \lambda^2 S^2)^{-1} SD(1 + \mu^2 D^2)^{-1}(1 + \lambda^2 S^2)(1 + \lambda^2 S^2)^{-1}, \quad (7.7)$$

and its adjoint. Expanding $D = S + \omega T$ in

$$SD(1 + \mu^2 D^2)^{-1}(1 + \lambda^2 S^2) = D(1 + \mu^2 D^2)^{-1}\lambda^2 S^2 + S(1 + \mu^2 D^2)^{-1}D$$

gives us a sum of four terms

$$S^2(1 + \mu^2 D^2)^{-1}\lambda^2 S^2 + S(1 + \mu^2 D^2)^{-1}S \quad (7.8)$$

$$+ S(1 + \mu^2 D^2)^{-1} \omega T + \lambda S \cdot \omega T (1 + \mu^2 D^2)^{-1} S \cdot \lambda S. \quad (7.9)$$

The summands (7.8) are nonnegative and can thus be discarded. By adding the adjoints of (7.9) and multiply by $(1 + \lambda^2 S^2)^{-1}$ from the left and from the right (cf. (7.7)), we need to address the integral of the sum of operators

$$P_\lambda \cdot R_\mu \cdot P_\lambda + Q_\lambda \cdot R_\mu \cdot Q_\lambda,$$

where

$$R_\mu := \omega T (1 + \mu^2 D^2)^{-1} S + S(1 + \mu^2 D^2)^{-1} \omega T \quad (7.10)$$

$$P_\lambda := (1 + \lambda^2 S^2)^{-1}, \quad Q_\lambda := \lambda S (1 + \lambda^2 S^2)^{-1}, \quad (7.11)$$

so that up to positive operators (7.6) can be written

$$\int_0^1 P_\lambda \left( \int_0^1 R_\mu d\mu \right) P_\lambda d\lambda + \int_0^1 Q_\lambda \left( \int_0^1 R_\mu d\mu \right) Q_\lambda d\lambda. \quad (7.12)$$

We will prove that for any $\epsilon > 0$ there is a rescaling of the pair $(S, T)$ such that the integral $\int_0^1 R_\mu d\mu \geq -\epsilon$ modulo $A$-locally compact operators. By [MeRe16, Lemma 4.3] $P_\lambda K P_\lambda$ and $Q_\lambda K Q_\lambda$ are $A$-locally compact whenever $K$ is. Since $\|P_\lambda\| \leq 1$ and $\|Q_\lambda\| \leq 1$ this allows us to estimate (7.12) from below as well. Note that since we are integrating over $[0, 1]$, perturbing the integrand by a function $f(\mu)$ with values in the $A$-locally compact operators that is uniformly bounded in $\mu$ yields an $A$-locally compact perturbation after integration.

Our first goal is to find another expression for $R_\mu$. We first consider the algebraic identity Eq. (A.5) and show that it holds with $a = \sigma_2 S$ and $b = D = S + \omega T$. 
Lemma 7.10. The self-adjoint regular operators $S$, $T$ and $D_\pm = S \pm \omega T$ satisfy the identities

\[
[(1 + D^2)^{-1}, \sigma_j S]_- = (1 + D^2)^{-1}[\sigma_j S, D]_- D(1 + D^2)^{-1} + D(1 + D^2)^{-1}[\sigma_j S, D]_- (1 + D^2)^{-1},
\]

(7.13)

\[
[(1 + D^2)^{-1}, \sigma_j T]_- = (1 + D^2)^{-1}[\sigma_j T, D]_+ D(1 + D^2)^{-1} - D(1 + D^2)^{-1}[\sigma_j T, D]_+ (1 + D^2)^{-1},
\]

(7.14)
on $\mathcal{D}(S) \cap \mathcal{D}(T)$ for $j = 1, 2$.

Proof. Recall from the proof of Theorem 5.1 that the pair $(D, \sigma_j S)$ is weakly commuting for $j = 1, 2$ and that the pair $(D, \sigma_j T)$ is weakly anticommuting for $j = 1, 2$. The commutator identities in Lemma A.1 in Appendix A apply including domains with $b = D_\pm$, $a = \sigma_j S$ or $a = \sigma_j T$ and $\lambda = i \mathbb{R} \setminus \{0\}$. We prove Eq. (7.13) using the resolvent identities

\[(1 + D^2)^{-1} = (D + i)^{-1}(D - i)^{-1} = (D - i)^{-1}(D + i)^{-1}.
\]

The Leibniz rules of Lemma A.1 give the identities

\[
[(1 + D^2)^{-1}, \sigma_j S]_- = (1 + D^2)^{-1}[\sigma_j S, D]_- (D \pm i)^{-1} + (D \mp i)^{-1}[\sigma_j S, D]_- (1 + D^2)^{-1},
\]

\[
[(1 + D^2)^{-1}, \sigma_j T]_- = (1 + D^2)^{-1}[\sigma_j T, D]_+ (D \pm i)^{-1} - (D \mp i)^{-1}[\sigma_j T, D]_+ (1 + D^2)^{-1},
\]
on $\mathcal{D}(S) \cap \mathcal{D}(T)$. Averaging these equalities for $\pm i$ and using that

\[(D + i)^{-1} + (D - i)^{-1} = 2D(1 + D^2)^{-1},
\]
then give us Eq. (7.13) and Eq. (7.14) on $\mathcal{D}(S) \cap \mathcal{D}(T)$. \qed

Lemma 7.11. Recalling the notation $D_\pm = S \pm \omega T$ we have for $\mu > 0$ the equality of operators

\[
\omega R_\mu = (1 + \mu^2 D_+^2)^{-1}[S, T](1 + \mu^2 D_-^2)^{-1} + \mu D_-(1 + \mu^2 D_-^2)^{-1}[S, T]_-(1 + \mu^2 D_+^2)^{-1} \mu D_-. \quad (7.15)
\]

This amounts to an equality

\[
\omega R_\mu = (1 + \mu^2 D_-^2)^{-1}[S, T](1 + \mu^2 D_+^2)^{-1} + \mu D_-(1 + \mu^2 D_-^2)^{-1}[S, T]_-(1 + \mu^2 D_+^2)^{-1} \mu D_- \quad (7.16)
\]
modulo an $A$-locally compact perturbation that is uniformly bounded in $\mu$.

Proof. Note that by definition Eq. (7.10) $R_\mu = R(\mu S, T)$ is a rational function of $\mu$ and the (non-commuting) variables $S, T$, and we have the relation $R(1, \mu S, \mu T) = \mu^2 R(\mu S, T)$. The same is true for the right hand side of Eq. (7.15). Hence it suffices to prove the claim for $\mu = 1$. It then follows in general by replacing $S, T, D$ by $\mu S, \mu T, \mu D$ resp.
We have $\omega R := \omega R_1 = S(1 + D^2)^{-1}T + T(1 + D^2)^{-1}S$. For the first summand we calculate on $\mathcal{D}(S) \cap \mathcal{D}(T)$ using the commutator identity Eq. (7.14) and the Leibniz rule

$$S(1 + D^2)^{-1}T = S(1 + D^2)^{-1}\sigma_2 T \sigma_2$$

$$= \sigma_2 ST(1 + D^2)^{-1}\sigma_2 + S[(1 + D^2)^{-1}, \sigma_2 T]T \sigma_2$$

$$= \sigma_2 ST(1 + D^2)^{-1}\sigma_2 - SD(1 + D^2)^{-1}[\sigma_2 T, D]_+(1 + D^2)^{-1}\sigma_2$$

$$+ S(1 + D^2)^{-1}[\sigma_2 T, D]_+ D(1 + D^2)^{-1}\sigma_2$$

and for the second summand using Eq. (7.13)

$$T(1 + D^2)^{-1}S = T(1 + D^2)^{-1}\sigma_2 S \sigma_2$$

$$= \sigma_2 TS(1 + D^2)^{-1}\sigma_2 + T[(1 + D^2)^{-1}, \sigma_2 S]S \sigma_2$$

$$= \sigma_2 TS(1 + D^2)^{-1}\sigma_2 + TD(1 + D^2)^{-1}[\sigma_2 S, D]_(1 + D^2)^{-1}$$

$$+ T(1 + D^2)^{-1}[\sigma_2 S, D]_+ D(1 + D^2)^{-1}\sigma_2$$

Adding up and using the identities

$$D\omega = \omega D = \omega S + T,$$

$$D\sigma_j = \sigma_j D_-, \quad j = 1, 2$$

$$[\sigma_j S, D]_=- = -\omega \sigma_j [S, T]_+, \quad j = 1, 2$$

$$[\sigma_j T, D]_+ = \sigma_j [S, T]_+, \quad j = 1, 2$$

we find

$$\omega R = \sigma_2 [S, T]_+(1 + D^2)^{-1}\sigma_2$$

$$- D^2(1 + D^2)^{-1}\sigma_2 [S, T]_+(1 + D^2)^{-1}\sigma_2$$

$$+ D_- (1 + D^2)^{-1}\sigma_2 [S, T]_+ D (1 + D^2)^{-1}\sigma_2.$$
Proposition 7.12. Let $E$ be a Hilbert $C^*$-module over $B$ and let $A \to \mathcal{L}(E)$ be a $*$-homomorphism. Furthermore, let $(S, T)$ be a weakly anticommuting pair such that $D_\pm = S \pm T$ has $A$-locally compact resolvent. Then for every $\kappa > 0$, $(S, T)$ can be rescaled so that for $\chi(x) := \frac{2}{\pi} \arctan(x)$ the operators $\chi(S)$ and $\chi(D_\pm)$ satisfy the operator estimate

$$[\chi(S), \chi(D_\pm)] \geq -\kappa,$$

up to an $A$-locally compact perturbation.

Proof. Let $\varepsilon > 0$ and rescale $(S, T)$ so that the operator estimate (7.3) holds true. We apply Lemma 7.11 to $\tilde{S}, \tilde{T}$. Then the upper left corner of the corresponding $\tilde{R}_\mu$ gives up to $A$-locally compact perturbations which are uniformly bounded in $\mu$:

$$R_\mu = (1 + \mu^2 D_-^2)^{-1} [S, T] (1 + \mu^2 D_-^2)^{-1} + \mu D_- (1 + \mu^2 D_-^2)^{-1} [S, T] (1 + \mu^2 D_-^2)^{-1} \mu D_-$$

$$\geq -\varepsilon (1 + |I-1|) |(1 + \mu^2 D_-^2)^{-1} + (1 + \mu^2 D_-^2)^{-1}|$$

$$\geq -2\varepsilon |1 + |I-1| (1 + \mu^2 D_-^2)^{-1}|$$

$$= -2\varepsilon |D_- (1 + \mu^2 D_-^2)^{-1}|.$$

Cf. Equation (7.12), we have, modulo $A$-locally compact perturbations that

$$\frac{4}{\pi} [\chi(D_+), \chi(S)] = \int_0^1 P_\lambda \left( \int_0^1 R_\mu d\mu \right) P_\lambda d\lambda + \int_0^1 Q_\lambda \left( \int_0^1 R_\mu d\mu \right) Q_\lambda d\lambda$$

$$\geq -4\varepsilon \int_0^1 |D_- (1 + \mu^2 D_-^2)^{-1}| d\mu$$

$$\geq -2\pi\varepsilon,$$

since

$$\pm \arctan(|I-1|) = \pm \int_0^1 |D_- (1 + \mu^2 D_-^2)^{-1}| d\mu \leq \frac{\pi}{2}.$$

Thus, choosing $\varepsilon = \frac{2\pi}{\kappa}$ and rescaling $(S, T)$ according to Proposition 7.8 yields that $[\chi(D_+), \chi(S)] \geq -\kappa$ modulo $A$-locally compact perturbations.

Appendix A. Commutator identities

We collect here some useful identities for (graded) commutators. In the sequel $a, b, c, \ldots$ denote elements in a unital $C^*$-algebra. This section is concerned only with algebraic identities. When applying to unbounded operators the equality of domains needs to be checked separately.

Recall from Sections 2.2, 2.3

$$[a, b]_\tau := a \cdot b + \tau b \cdot a, \quad \tau \in \{+,-\}. \quad (A.1)$$

Lemma A.1. For $\sigma, \tau \in \{+,-\}$ one has the Leibniz rules

$$[a, b \cdot c]_\tau = [a, b]_\sigma \cdot c - \sigma b \cdot [a, c]_{-\tau}, \quad (A.2)$$

$$[a \cdot b, c]_\tau = a \cdot [b, c]_\sigma - \sigma [a, c]_{-\tau} \cdot b. \quad (A.3)$$

This follows immediately by expanding the left and right hand sides.
Lemma A.2. Assume that for $\lambda \in \mathbb{C}$ the element $\pm \lambda + b$ resp. $\lambda + b^2$ is invertible; $\lambda$ is an abbreviation for $\lambda \cdot 1$. Then

\[
(\lambda + b)^{-1} a = a(\lambda - \tau b)^{-1} - (\lambda + b)^{-1} [a, b]_\tau (\lambda - \tau b)^{-1},
\]
(A.4)

\[
[(\lambda + b^2)^{-1}, a]_- = (\lambda + b^2)^{-1} b [a, b]_-(\lambda + b^2)^{-1} \\
+ (\lambda + b^2)^{-1} [a, b]_- b (\lambda + b^2)^{-1},
\]
(A.5)

\[
[(\lambda + b^2)^{-1}, a]_- = - (\lambda + b^2)^{-1} b [a, b]_+(\lambda + b^2)^{-1} \\
+ (\lambda + b^2)^{-1} [a, b]_+ b (\lambda + b^2)^{-1}.
\]
(A.6)

Proof. We have

\[
(\lambda + b) a = ba + \tau ab - \tau b + a \lambda = [b, a]_\tau + a (\lambda - \tau b).
\]

Now multiply from the left by $(\lambda + b)^{-1}$ and from the right by $(\lambda - \tau b)^{-1}$ to obtain the first identity.

The second and third identity follow by applying the first identity to $b^2$, $a$ and then the Leibniz rule to $[b^2, a]_- = b [b, a]_- + [b, a]_- b = b [b, a]_- + [b, a]_+ - [b, a]_+ b$. □

References

[BaJu83] S. Baaj and P. Julg, Théorie bivariante de Kasparov et opérateurs non bornés dans les C*-modules hilbertiens, C. R. Acad. Sci. Paris Sér. I Math. 296 (1983), no. 21, 875–878. MR 715325 (84m:46091)

[BLaff8] B. Blackadar, K-theory for operator algebras, second ed., Mathematical Sciences Research Institute Publications, vol. 5, Cambridge University Press, Cambridge, 1998. MR 1656031 (99g:46104)

[BMvSi16] S. Brain, B. Mesland, and W. D. van Suijlekom, Gauge theory for spectral triples and the unbounded Kasparov product, J. Noncommut. Geom. 10 (2016), no. 1, 135–206. MR 3500818

[BoMe18] C. Bourne and B. Mesland, Index theory and topological phases of aperiodic lattices, in preparation, 2018.

[CoSk84] A. Connes and G. Skandalis, The longitudinal index theorem for foliations, Publ. Res. Inst. Math. Sci. 20 (1984), no. 6, 1139–1183. MR 775126

[DoVe87] G. Dore and A. Venni, On the closedness of the sum of two closed operators, Math. Z. 196 (1987), no. 2, 189–201. MR 910825

[DPGr75] G. Da Prato and P. Grisvard, Sommes d’opérateurs linéaires et équations différentielles opérationnelles, J. Math. Pures Appl. (9) 54 (1975), no. 3, 305–387. MR 0442749

[Fuh93] M. Fuhrman, Sums of linear operators of parabolic type: a priori estimates and strong solutions, Ann. Mat. Pura Appl. (4) 164 (1993), 229–257. MR 1243956

[HiRo00] N. Higson and J. Roe, Analytic K-homology, Oxford Mathematical Monographs, Oxford University Press, Oxford, 2000, Oxford Science Publications. MR 1817560 (2002c:58036)

[KaLe12] J. Kaad and M. Lesch, A local global principle for regular operators in Hilbert C*-modules, J. Funct. Anal. 262 (2012), no. 10, 4540–4569. arXiv:1107.2372 [math.OA], MR 2900477

[KaLe13] Spectral flow and the unbounded Kasparov product, Adv. Math. 248 (2013), 495–530. arXiv:1110.1472 [math.OA], MR 3107519

[Kas80] G. G. Kasparov, The operator K-functor and extensions of C*-algebras, Izv. Akad. Nauk SSSR Ser. Mat. 44 (1980), no. 3, 571–636, 719. MR 582160 (81m:58075)

[KavSi16] J. Kaad and W. D. van Suijlekom, Riemannian submersions and factorization of Dirac operators, arXiv:1610.02873.
[KAW01] N. J. Kalton and L. Weis, The $H^\infty$-calculus and sums of closed operators, Math. Ann. 321 (2001), no. 2, 319–345. MR 1863491

[KUC97] D. Kucerovsky, The KK-product of unbounded modules, $K$-Theory 11 (1997), no. 1, 17–34. MR 1437704 (98k:19007)

[KUC00] , A lifting theorem giving an isomorphism of KK-products in bounded and unbounded $K$-theory, J. Operator Theory 44 (2000), no. 2, 255–275. MR 1794819

[LAN95] E. C. Lance, Hilbert $C^*$-modules, London Mathematical Society Lecture Note Series, vol. 210, Cambridge University Press, Cambridge, 1995, A toolkit for operator algebraists. MR 1325694 (96k:46100)

[LAT87] R. Labbas and B. Terreni, Somme d’opérateurs linéaires de type parabolique. I, Boll. Un. Mat. Ital. B (7) 1 (1987), no. 2, 545–569. MR 896340

[LES05] M. Lesch, The uniqueness of the spectral flow on spaces of unbounded self-adjoint Fredholm operators, Spectral geometry of manifolds with boundary and decomposition of manifolds, Contemp. Math., vol. 366, Amer. Math. Soc., Providence, RI, 2005, pp. 193–224. arXiv:0401411 [math.FA], MR 2114489 (2005m:58049)

[LES16] ______, Sums of regular selfadjoint operators, Notes of talks at the Masterclass “Sums of self-adjoint operators: Kasparov products and applications”, Copenhagen 2016,  http://www.math.ku.dk/english/research/conferences/2016/ncg_sums/Lesch-TalkCopenhagen.pdf.

[MERe16] B. Møller and A. Rennie, Nonunital spectral triples and metric completeness in unbounded KK-theory, J. Funct. Anal. 271 (2016), no. 9, 2460–2538. MR 3542223

[Mes14] B. Møller, Unbounded bivariant K-theory and correspondences in noncommutative geometry, J. Reine Angew. Math. 691 (2014), 101–172. MR 3213494

[MoP97] S. Monniaux and J. Prüss, A theorem of the Dore-Venni type for noncommuting operators, Trans. Amer. Math. Soc. 349 (1997), no. 12, 4787–4814. MR 1433125

[Pie06] F. Pierrot, Opérateurs réguliers dans les $C^*$-modules et structure des C$^*$-algèbres de groupes de Lie semisimples complexes simplement connexes, J. Lie Theory 16 (2006), no. 4, 651–689. MR 2270655

[PrSi07] J. Prüss and G. Simonett, $H^\infty$-calculus for the sum of non-commuting operators, Trans. Amer. Math. Soc. 359 (2007), no. 8, 3549–3565. MR 2302505

[RoI16] N. Roidos, Closedness and invertibility for the sum of two closed operators, arXiv:1602.04465 [math.FA].

[Wor91] S. L. Woronowicz, Unbounded elements affiliated with C$^*$-algebras and noncompact quantum groups, Comm. Math. Phys. 136 (1991), no. 2, 399–432. MR 1096123 (92b:46117)

Mathematisches Institut, Universität Bonn, Endenicher Allee 60, 53115 Bonn, Germany
E-mail address: ml@mathiaslesch.de, lesch@math.uni-bonn.de
URL: www.mathiaslesch.de, www.math.uni-bonn.de/people/lesch

Mathematisches Institut, Universität Bonn, Endenicher Allee 60, 53115 Bonn, Germany
E-mail address: mesland@math.uni-bonn.de