Bayesian analysis of turbulent transport coefficients in 2D interchange dominated ExB turbulence involving flow shear
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Abstract. While turbulent transport is known to dominate the radial particle and energy transport in the plasma edge, a self-consistent description of turbulent transport in mean-field transport codes remains lacking. Mean-field closure models based on the turbulent kinetic energy ($k_\perp$) and turbulent enstrophy ($\zeta_\perp$) have recently been proposed to self-consistently model this transport. This contribution analyses the diffusive particle transport relations of these models by means of the Bayesian framework for parameter estimation and model comparison. The reference data includes a set of isothermal simulations that not only include the scrape-off layer (SOL) but also the outer core region (in which a drift wave-like model is activated) and a set of anisothermal SOL simulations, both obtained with the TOKAM2D turbulence code. This analysis shows that the $k_\perp(-\zeta_\perp)$ model does not appropriately capture the diffusion coefficients for these new data sets, presumably due to the strong flows in the diamagnetic direction that appear in these new cases. While flow shear is expected to quench the turbulence and the turbulent transport, its effect was not explicitly taken into account in the earlier $k_\perp(-\zeta_\perp)$ transport models. As flow shear provides a new mechanism for the decorrelation of the turbulence, we propose to introduce an additional time scale $\Omega_s$ in the diffusive transport relation as $D \sim k_\perp/\sqrt{\zeta_\perp + \Omega_s}$. Inspiration is drawn from shear decorrelation times reported in literature to propose several new candidate models, which are then analysed in a Bayesian setting. This allowed identifying irrelevant terms for certain models and to rank all models according to the Bayesian evidence. While the new models accounting for shear do improve the match to the data, significant errors still remain. Also, no single model could be identified that performs best for all data sets.

1. Introduction

In mean-field transport codes, turbulent transport across flux surfaces is commonly approximated by diffusive models with empirically determined diffusion coefficients. To match experiments, these diffusion coefficients typically are modelled as 1D or 2D fields \cite{1-3}, introducing a lot of model flexibility, while not addressing the underlying physics of the turbulence dominating the radial transport. This induces a significant risk of overfitting and limits the reliability of extrapolating to different machines or operating regimes.

Recently, inspiration has been drawn from the Reynolds-Averaged Navier-Stokes approach used in hydrodynamic turbulence modelling \cite{4} to develop mean-field transport models that
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start from the underlying characteristics of the turbulence to model the transport coefficients self-consistently [5–7]. In Refs. [5, 6] the turbulent transport is related to the turbulent kinetic energy $k_\perp$, and a model equation for the turbulent kinetic energy is added to the mean-field equation set. Ref. [7] modelled the diffusion coefficient by a dimensionally correct combination of the turbulent kinetic energy and the turbulent enstrophy $\zeta_\perp$ and proposed model equation for both, improving the match with detailed reference data obtained from the TOKAM2D turbulence code [8–10].

Bayesian techniques have recently been applied to estimate unknown transport parameters in mean-field transport modelling in Refs. [11, 12]. There, Bayesian techniques were used to compare the $k_\perp$ model [6] and the $k_\perp - \zeta_\perp$ model in a statistically relevant way. The basic ansatz of these techniques is that a given model does not have a single best or true value for its parameters for a given data set, but rather a probability distribution. The objective of a Bayesian analysis is to infer this distribution. At the same time these distributions can be used to rank the different competing models according to the Bayesian evidence, inherently penalizing models with higher model complexity, hence countering overfitting.

The Bayesian framework developed in Refs. [11, 12] will be applied here to assess the performance of the $k_\perp$ and $k_\perp - \zeta_\perp$ particle transport models under various flow conditions. These models were initially developed for isothermal, 2D interchange dominated scrape-off layer (SOL) ExB drift turbulence. In this contribution on the other hand, anisothermal cases and cases where a core region with drift-wave dynamics has been added will be investigated. It is observed that the earlier models no longer capture the new data to a satisfactory degree. This is assumed to be due to the significant flow in the diamagnetic direction that develops in the new simulations; a phenomenon that was almost absent in the initial isothermal SOL simulations. It is indeed expected that such a flow, and especially a radial flow shear, will reduce the turbulent transport as well as the turbulent kinetic energy [13–17]. Under the hypothesis that it is the novel flow shear phenomenon causing the discrepancy, new models will be proposed that explicitly account for this. This analysis demonstrates the capabilities of Bayesian techniques, and provides guidance to further improve the mean-field turbulent particle transport models.

The remainder of this paper is structured as follows. In section 2, the TOKAM2D turbulence model used to obtain reference data will be introduced and a number of alternative mean-field models for the particle transport closure term will be proposed. Then, the basics of Bayesian analysis will be summarised in section 3. In section 4, these techniques will then be applied to study the performance of both the existing $k_\perp$ and $k_\perp - \zeta_\perp$ particle transport models and the newly suggested ones for the new data. Finally, section 5 will summarise the main findings of this work.

2. Turbulence and mean-field models

This section will first discuss the TOKAM2D code used to obtain the reference data for the different flow cases that are studied. Then, the mean-field transport for these cases will be analysed and mean-field transport models will be proposed.

2.1. 2D $E\times B$ drift turbulence model

To obtain reference data to calibrate the mean field transport models, we use the full anisothermal version of the TOKAM2D code, which describes the turbulence using the following equations [8–10]:

\[ \frac{\partial}{\partial t} \rho + \nabla \cdot (\rho \mathbf{u}) = 0, \]
\[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \nabla \cdot \mathbf{S} + \mathbf{F}, \]
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \]
\[ \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{v} = -\nabla p + \nabla \cdot \mathbf{T} + \mathbf{F}, \]
In the SOL region, the sources take the form:

$$\frac{\partial n}{\partial t} + V_E \cdot \nabla n = S_n + S_{||, ne} + D_0 \nabla^2 n,$$  

$$\frac{\partial \omega}{\partial t} + V_E \cdot \nabla \omega = -\frac{g p}{n} + \frac{S_{||, ne} - S_{||, ni}}{n} + \nu_0 \nabla^2 \omega,$$  

$$\frac{\partial p_i}{\partial t} + V_E \cdot \nabla p_i = S_{pi} + S_{||, pi} + \chi_0 \nabla^2 p_i + \tau_{ei}^{-1} (p_e - p_i),$$  

$$\frac{\partial p_e}{\partial t} + V_E \cdot \nabla p_e = S_{pe} + S_{||, pe} + \chi_0 \nabla^2 p_e - \tau_{ei}^{-1} (p_e - p_i).$$

In the SOL region, the sources take the form:

$$S_{||, ne} = -\sigma c_s n \exp(\Lambda - \frac{\phi}{T_e}), \quad S_{||, ni} = -\sigma c_s n, \quad S_{||, pi/e} = \frac{2}{3} \gamma_{i/e} T_{i/e} S_{||, ni/e}. \quad (6)$$

while in the core, the sources for the equations are

$$S_{||, ne} = \sigma_{DW} [T_e^{3/2} (\phi - T_e \ln n - T_e) - \langle T_e^{3/2} (\phi - T_e \ln n - T_e) \rangle], \quad (7)$$

$$S_{||, ni} = 0, \quad S_{||, pi/e} = \frac{2}{3} T_{i/e} S_{||, ni/e}. \quad (8)$$

In these equations, $t$ is time, $r$ and $\lambda$ are the radial and diamagnetic directions respectively, $n$ is the density, $p_i$, $p_e$ and $p = p_i + p_e$ the ion, electron and total pressure, $T_i$ and $T_e$ the ion and electron temperature, $\phi$ is the electrostatic potential, $\omega = \nabla^2 \phi$ is the vorticity, $V_E = b \times \nabla \phi$ is the ExB drift velocity where $b$ is the unit vector along the parallel direction. $S_n$, $S_{pi}$, $S_{pe}$ are the particle, ion thermal energy and electron thermal energy sources due to influx from the core region, which have a Gaussian profile in the radial direction and are uniform in the diamagnetic direction and in space. $S_{||, ni/e}$ and $S_{||, pi/e}$ are artificial sources accounting for the parallel dynamics. $c_s = \sqrt{T_i + T_e}$ is the sound speed, $\Lambda$ the sheath potential and $\sigma$, $\sigma_{DW}$ and $g$ are parameters determining the strength of the sheath losses, parallel drift wave (DW) dynamics and magnetic field curvature respectively. $\gamma_i$ and $\gamma_e$ are the sheath heat transmission coefficients for ions and electrons respectively. $\tau_{ei}$ is the collisional ion-electron equilibration time. $\langle x \rangle_\lambda = \int_0^{L_\lambda} x d\lambda / L_\lambda$ denotes the diamagnetic average of $x$, with $L_\lambda$ the diamagnetic length of the domain. Finally, $D_0$ and $\chi_0$ are (small) diffusion coefficients for particles and heat respectively and $\nu_0$ is a viscosity. Note that all quantities in these equations are normalised to the reference ion gyro-period and gyro-radius.

Equations 1-4 are solved on a fine 2D (Cartesian) mesh perpendicular to the magnetic field direction with a small time step by the finite volume version of the TOKAM2D code [9, 10]. Dynamics in the direction parallel to the magnetic field are not explicitly resolved, but are modelled through the artificial sources $S_{||, ni/e}$ and $S_{||, pi/e}$. All the time and length scales of the turbulence are resolved, providing detailed reference data of the turbulence. On radial boundaries, the fluxes of all quantities are forced to zero by Neumann boundary conditions, while periodic boundary conditions are applied on diamagnetic boundaries.

In the core region, the drift wave (DW) terms involving $S_{||, ne}$ have been added to give a 2D representation of DW characteristics. They are derived from the electron momentum balance $\eta_{\parallel} n J_{\parallel} = \nabla \cdot p_e - n \nabla \phi$, where $\eta_\parallel$ is the parallel resistivity. Solving for $J_\parallel$ and taking the divergence, we find

$$\nabla \cdot J_{\parallel} = \nabla \cdot \frac{T_e^{3/2}}{\eta_{\parallel,0}} (T_e \nabla \parallel) \ln n + \nabla \parallel T_e - \nabla \parallel \phi.$$  

(9)
where the resistivity is assumed to scale like $\eta || \sim \eta ||,0 (\frac{T_e}{T_0})^{3/2} \text{ with the reference temperature } T_0 = 1 \text{ (in normalised units).}$ Replacing the parallel gradient operators in this expression with a characteristic parallel wave number $ik||$ and defining $\sigma_{DW} = k_i^2/\eta ||,0$, we obtain $\nabla \cdot J || = \sigma_{DW} T_e^{3/2} (\phi - T_i \ln n - T_e)$. In the final source term, the flux surface (diamagnetic) average of this term is subtracted to ensure zero net divergence of the parallel current on a flux surface. This term leads to the typical DW physics where the potential fluctuations tend to follow the density fluctuations. Note that the $S_{||,ne}$ term used here matches the parallel term in Ref. [17] in the isothermal case and is similar to the parallel term used in the core region in the HESEL code [18].

In the isothermal SOL case studied earlier, only equations 1-2 were solved, while the ion and electron temperature were assumed to be constant in space and time and the DW-like terms were never active. In this scenario, only the interchange instability is present to drive the turbulence. A description of the linear spectrum and the turbulence characteristics for this case can be found in Ref. [10]. Besides this original case, we will also study the isothermal case with a core region where the DW-like terms come into play, and the anisothermal SOL case in which the ion and electron thermal energy equations 3-4 are added such that the dynamics induced by temperature fluctuations are included. For the latter anisothermal SOL case, Refs. [19, 20] showed that an additional instability is present in the model due to the interplay between the electron temperature fluctuations and the parallel source terms modelling the sheath. More information about the influence of these anisothermal dynamics on the turbulence can be found in these references as well. Regarding the isothermal case with core region and SOL, it is clear that the parallel term in the core introduces a DW-like instability in the core region in addition to the interchange instability still at play.

For each of these three flow cases, several simulations were performed with varying input parameters as described in Appendix A. We will refer to the resulting data sets as iso, isoDW, and ani respectively.

2.2. Models for mean-field particle transport

Next, we briefly turn our attention to the mean-field equations corresponding to equations 1-4. The analysis in this paper focuses on the mean-field particle and energy fluxes $\bar{\Gamma}_{E,n}$ and $\bar{\Gamma}_{E,pi/e}$, which can be written as

$$\bar{\Gamma}_{E,n} = \bar{n}V_E = \bar{n}V_E + n'V_E', \quad (10)$$

$$\bar{\Gamma}_{E,pi/e} = \bar{n}T_{i/e}V_E = \bar{T}_{i/e}\bar{\Gamma}_{E,n} + nT_{i/e}'V_E'. \quad (11)$$

Here, both the Reynolds and the Favre decompositions are used [6, 21]. The former decomposes a turbulent quantity $x$ as $x = \bar{x} + x'$ with $\bar{x} = \lim_{T \to \infty} \int_0^T x dt$. The latter uses $x = \bar{x} + x''$ where $\bar{x} = \bar{x}/\bar{n}$ is a Favre or density weighted average. Thus, $\bar{\Gamma}_{E,n}$ is the average ExB particle flux and $\bar{\Gamma}_{E,p}$ the average ExB energy flux. In both expressions, the first term is a mean-field convection term, while the second term is due to turbulent convection. These turbulent convection terms are the main closure terms for which models need to be developed in mean-field transport models. In this contribution we will investigate models for the radial component of these fluxes and consider the component in the diamagnetic direction as a given. Note that this component in the diamagnetic direction was insignificant in the isothermal SOL case considered before, but that it becomes large in the new flow cases. The generation of this flow in the diamagnetic direction is also a topic of active research. Refs. [16, 17] have analysed this in 2D systems for example. However, Refs. [22, 23] found that geodesic curvature effects in 3D toroidal geometries alter the dynamics of zonal flows significantly. Hence, in our analysis, we acknowledge that the shear in the considered 2D system may not be completely representative for realistic 3D
cases, but our working hypothesis is that these 2D systems do allow to study the effect of flow shear on the transport, i.e. that the nature of the transport in the presence of flow shear is not fundamentally changed by the dynamics of the shear generation.

To close the turbulent fluxes, we consider typical diffusion models of the form

\[ n' V'_{E,r} = -D \nabla \bar{n}, \]
\[ n'' T''_{i/e} V''_{E,r} = -\bar{n} \chi_{i/e} \nabla \tilde{T}_{i/e}. \]  \hfill (12)

Figure 1 shows the radial profiles of the turbulent transport coefficients for a representative simulation of each of the three studied flow cases. The left plot in this figure shows that the diffusion coefficient for a typical iso simulation has a very flat profile. In the isoDW case, shown in the middle plot, the profile in the SOL changed little, but there is a large suppression of the diffusion coefficient in the core region. The right plot shows that the diffusion coefficient develops a clear radial profile in the ani case. This plot also shows that the turbulent heat transfer coefficients seem to be proportional to the particle diffusion coefficient with proportionality factors close to unity, i.e. \( \chi_i \sim \chi_e \sim D \). Since this is also observed in the other ani simulations, we will focus on models for the particle diffusion coefficient \( D \) only, assuming that this will readily yield a model for \( \chi_i \) and \( \chi_e \) as well.

Figure 1. Radial profiles of the turbulent transport coefficients for an iso simulation (left), an isoDW simulation (middle) and an ani simulation (right). The left and right plots consider the SOL only, while the separatrix lies at \( r = 0 \) in the middle plot.

Ref. [6] studied this particle diffusion coefficient in the isothermal SOL case only and proposed the \( k_\perp \) model:

\[ D = C_D k_\perp, \]  \hfill (13)

where the turbulent kinetic energy is defined as \( k_\perp = \langle n V_{E,r}^2 \rangle / \bar{n} \) with \( C_D \) a free parameter. A value of \( C_D = 23.9 \) was found by means of a regression analysis for a set of TOKAM2D simulations. Still considering only the SOL under isothermal conditions, Ref. [7] proposed the \( k_\perp - \zeta_\perp \) model as a refinement of the previous model:

\[ D = C_D \frac{k_\perp}{\sqrt{\zeta_\perp}}, \]  \hfill (14)

where the turbulent enstrophy is defined as \( \bar{n} \zeta_\perp = \langle n \omega_{i/e}^2 \rangle / 2 \). A regression analysis for a (slightly different) set of TOKAM2D data yielded \( C_D = 7.6 \).

A significant effect coming into play that was almost absent in this iso flow case is flow shear. In the new flow cases, this is especially pronounced in the core region of the isoDW simulations. Literature indicates that mean-flow shear changes the characteristics of the turbulence and decreases the transport [13–17]. It is expected that both the intensity of the turbulence, thus
$k_{\perp}$ and $\zeta_{\perp}$, and the magnitude of the transport for a given turbulence intensity, thus $D$ at fixed $k_{\perp}$ and $\zeta_{\perp}$ decreases. In this contribution we will only investigate the latter effect.

It might be hoped that the effect of flow shear would inherently be captured by the scales used in the $k_{\perp} - \zeta_{\perp}$ model, however, it will be shown that this model no longer performs satisfactorily for the new flow cases. The ansatz followed in this contribution is that this reduced accuracy is due to the presence of radial shear of the diamagnetic component of the ExB velocity, $S_{\lambda} = \partial_r V_{E,\lambda}$.

A first modification of models (13) and (14) that will be tested is to replace the total perpendicular turbulent kinetic energy $k_{\perp}$ by the radial turbulent kinetic energy $k_r = nV_{E,\perp}^2/n$. The idea behind this modified version is that the turbulent kinetic energy in the radial velocity component may be more strongly related to the average radial transport than the total perpendicular kinetic energy, especially in cases where there is strong shear, presumably affecting the turbulent kinetic energy in the diamagnetic velocity component $k_{\lambda} = nV_{E,\perp}^2/n$.

Another adjustment proposed here is to take the effect of the flow shear explicitly into account, by adding a frequency scale accounting for the flow shear $\Omega_S$ to the regular $k_{\perp} - \zeta_{\perp}$ model:

$$D = C_D \frac{k_{\perp}}{\sqrt{\zeta_{\perp} + C_S \Omega_S}},$$

with $C_S$ a proportionality constant to be determined. The rationale is that $\sqrt{\zeta_{\perp}}$ provides a characteristic frequency for the temporal decorrelation of eddies (eddy turn-over frequency), while shear provides an additional decorrelation mechanism. As shear becomes large, the latter starts dominating the former and decreases the turbulent diffusion coefficient for a given turbulence intensity as indicated by $k_{\perp}$ and $\zeta_{\perp}$. This newly proposed model is in accordance with Refs. [13, 14] which indicate that fluctuation suppression occurs when the shearing rate becomes larger than the ambient turbulence decorrelation rate.

Shear decorrelation rates indicated in literature make a natural choice for the shear frequency scale $\Omega_S$. A very basic frequency scale is $\Omega_S \sim |S_{\lambda}|$. A slightly more complicated decorrelation rate is based on the time it takes for two fluid elements a distance $\Delta r$ away to be decorrelated by moving a diamagnetic wavelength $K_{\lambda}$ away in the diamagnetic direction, resulting in $\Omega_S \sim K_{\lambda} |S_{\lambda}| / \Delta r$ [13, 15]. Finally, the interplay between regular radial decorrelation and shear flow decorrelation may result in a hybrid decorrelation time $\Omega_S \sim (D K_{\lambda}^2 S_{\lambda}^2)^{1/3}$ [13, 15].

These scalings only strictly apply for transport of passive scalars in a constant shear flow. However, here we use them to model the effect of flow shear which may vary in time on the density transport. To this end, we first define the mean-flow shear $S_{\lambda,\text{mean}} = \partial_r \bar{V}_{E,\lambda}$, which is the shear based on the Favre average velocity in the diamagnetic direction. In order to convert the first shear time scale to a mean-field one we simply take $\Omega_S \sim |S_{\lambda,\text{mean}}|$. This will be referred to as the simple shear model in the following. For the second time scale we have to use an approximation for $K_{\lambda}$ and a relevant scale for $\Delta r$. We construct length scales for both based on the radial and diamagnetic turbulent kinetic energy, which nicely fits in the modelling framework constructed in Refs. [6, 7]. This then yields $\Omega_S \sim |S_{\lambda,\text{mean}}| \sqrt{k_r/k_{\lambda}}$, which will be referred to as the strong shear model. For the hybrid decorrelation time model, a time scale is needed in addition to the $k_{\lambda}$ velocity scale to construct an approximation for $K_{\lambda}$. If the turbulent enstrophy is used for that, we find $K_{\lambda} \sim \sqrt{\zeta_{\perp}/k_{\lambda}}$ and then $\Omega_S \sim (D S_{\lambda,\text{mean}}^2 \zeta_{\perp}/k_{\lambda})^{1/3}$. Note that the diffusion coefficient is now ultimately present in the model for $D$ itself. In a mean-field code that is solved iteratively, this should not pose a problem. In case the shear frequency is dominant ($D \sim k/\Omega_S$) the diffusion coefficient can be eliminated to find $D \sim k^{3/4}/\sqrt{|S_{\lambda,\text{mean}}| K_{\lambda}}$ as was done in Ref. [15]. This then yields $\Omega_S \sim \sqrt{|S_{\lambda,\text{mean}}| (k_{\lambda}/k_{\lambda})^{1/4}}$ for the resulting mean-field time scale. Note that in the previous derivation for the hybrid decorrelation frequency, the “regular” turbulent enstrophy time scale of the turbulence was used. It may however be more consistent to use
the shear decorrelation frequency instead. Doing so, we find \( \Omega_S \simDS^2/k_\lambda \). When this is then in turn filled out in the diffusion relation for the case of dominant shear frequency, we finally obtain \( D \sim \sqrt{k_\lambda S_{\lambda,\text{mean}}^2} \). This can be seen to be equivalent to the regime where shear is dominant for the strong shear model (when \( k = k_r \)). Hence, the hybrid decorrelation time reduces to the strong shear decorrelation time in the strong shear limit in these models. The diffusion models resulting from these four mean-flow shear time scales are summarised in table 1.

3. Bayesian analysis methodology

The mean-field transport model development is significantly complicated by the additional dynamics that come into play in the two new flow cases which are investigated in this paper. In order to deal with this increased complexity, we apply Bayesian techniques for parameter estimation and model comparison. The solid statistical basis of this approach is expected to give a clearer view of which quantities are relevant and which models perform better compared to the least squares regression techniques used in earlier studies [6, 7].

3.1. Basics of Bayesian theory

The objective of a Bayesian analysis is to infer about the probability distribution of the model parameters, which provides much more information than a single parameter value resulting from a classical least squares regression. In addition, this methodology also allows to rank different competing models according to the Bayesian evidence.

The basic identity underlying Bayesian techniques is Bayes’ rule:

\[
P(\theta|D, M) = \frac{\pi(\theta|M) L(D|\theta, M)}{L(D|M)},
\]

where the posterior \( P(\theta|D, M) \) is the probability of the parameters \( \theta \) after observing the data \( D \) for a certain model \( M \), the prior \( \pi(\theta|M) \) is the probability of the parameters before observing the data for the model, the likelihood \( L(D|\theta, M) \) indicates how likely it is to observe the data given a specific value of the parameters and the model, and the Bayesian evidence is the marginal likelihood of observing the data given the model no matter the parameters [11, 12, 24–26].

The main objective of a Bayesian analysis for parameter estimation is to infer the posterior distribution of the parameters \( P(\theta|D, M) \) from the data. Secondly, the model evidence \( L(D|M) \) can be evaluated for model comparison. In order to achieve this, a likelihood function and a prior need to be defined. The former is basically a model for the probability distribution describing the error between the data and the model. If we consider a model \( M : f(x, \theta) \) (which is a function of the input data \( x \)) that approximates the (output) data \( D : y \), the error is defined as \( \epsilon = y - f \). This error is typically assumed to follow a normal distribution with zero mean \( \epsilon \sim N(0, \sigma) \). The likelihood function is then this distribution expressed as a function of the parameters, yielding for a single data point:

\[
L(D_i|\theta, M) = \frac{1}{\sqrt{2\pi\sigma_i}} \exp\left(-\frac{(y_i - f(x_i, \theta))^2}{2\sigma_i^2}\right).
\]

For a data set consisting of multiple points and allowing for possible correlations between the data, we get

\[
L(D|\theta, M) = \frac{1}{(2\pi)^{n/2} \det \Sigma^{1/2}} \exp\left(-\frac{1}{2} \epsilon^T \Sigma^{-1} \epsilon\right),
\]

where it is understood that \( \epsilon \) is a vector grouping the errors \( \epsilon_i \) of all individual data points and \( \Sigma \) is the covariance matrix of the error [11, 12, 26]. Hence, in order to evaluate the likelihood
function for a single value of the parameters $\theta$, a forward model evaluation of $f(x, \theta)$ is required for all data points. Note that while the likelihood function is a proper probability density as a function of the model error, it is not a probability density when viewed as a function of the parameters.

The prior $\pi(\theta|M)$ then describes what is known about the parameters prior to observing the data. As the models developed in this work are novel such that no prior information is available, it is opted to use wide Gaussian prior distributions in order not to exclude any values of the parameters from the start.

As is evident from equation (16), the product of the likelihood and the prior $L(D|\theta,M)\pi(\theta|M)$ determines the shape of the posterior distribution $P(\theta|D,M)$, which is the end goal for the parameter estimation since the evidence is a scalar which can be considered to be a normalisation factor in equation (16). This posterior provides a comprehensive description of the information the data provides on the parameters: the regions in parameter space that are most likely, how large the spread is on the parameters and the correlation between the different parameters of the model $M$.

The evidence $L(D|M)$ is of particular interest to compare different competing models attempting to explain the data though. Defined as

$$L(D|M) = \int \pi(\theta|M)L(D|\theta,M)d\theta, \tag{19}$$

it is independent of the value of the parameters. Note that the evidence is not a probability, since the likelihood is not a probability distribution in terms of the parameters. However, the Bayesian evidence is directly related to the probability of a model given the data:

$$P(M|D) = \frac{P(M)L(D|M)}{L(D)}, \tag{20}$$

where $P(M)$ is the prior probability for the model before observing the data (independent of the parameters) and $L(D)$ is a normalisation factor that purely depends on the data. Hence, if there is no prior information $P(M)$ about which model is more probable, the ratio of the evidence of two models $M_1$ and $M_2$ is equal to the relative probability of both models given the data [24, 25]:

$$\frac{P(M_1|D)}{P(M_2|D)} = \frac{L(D|M_1)}{L(D|M_2)}. \tag{21}$$

Thus, while the evidence for a single model does not have a clear meaning (as it is not a probability), the ratio of the evidence between competing models directly indicates which model is to be preferred. Note that this only holds for models trying to explain the same data, the evidence cannot be used to compare models that explain different data sets.

To highlight the main features of Bayesian theory, we briefly compare to a classical least square regression approach. If the model error $\epsilon$ is assumed to have a Gaussian distribution as in equation (18) and when the covariance matrix would only have diagonal elements that are uniform ($\Sigma = \Sigma_{ii} = \sigma^2$), it can be seen that maximising this likelihood is identical to a classical least squares regression. So, a first generalisation is that the likelihood function also allows more complex distributions for the error if desired. In a second step, the likelihood function is multiplied with the prior distribution such that any available prior information could be self-consistently incorporated. Maximising this product yields the maximum a posteriori (MAP) estimate for the parameters. In addition, the distribution of the parameters formed by the product $L(D|\theta,M)\pi(\theta|M)$ is proportional to the probability density function for the parameters, hence including much more information than the MAP point-estimate itself. Comparing different
models based on the value of $\mathcal{L}(\mathcal{D}|\theta, \mathcal{M})\pi(\theta|\mathcal{M})$ at MAP would still only compare models for a single parameter setting, as the least square comparison does. Instead, the Bayesian evidence $\mathcal{L}(\mathcal{D}|\mathcal{M})$ integrates this product of likelihood and prior over the parameter space of the models in order to effectively compare the models for any setting of the parameters allowed by the prior. This “prior-weighed” integration of the likelihood function over parameter space adds what is called an “Occam factor”, penalizing more complex models to the basic (least squares-like) goodness of fit statistic included in the likelihood function [24, 25].

3.2. Numerical techniques for Bayesian inference

In order to infer about the complex posterior distribution $\mathcal{P}(\theta|\mathcal{D}, \mathcal{M})$, Markov Chain Monte Carlo (MCMC) techniques are used in this work. The idea is to generate a chain of samples which converges to a statistical steady state, after which the samples are distributed as the target distribution. More in particular, the Adaptive Metropolis-Hastings (AMH) algorithm [11, 12, 27] is used. A typical step of the algorithm for sampling from a generic target distribution $h(\theta)$ is schematically represented below:

- Given $\theta_i$, generate $\theta'$ according to the proposal distribution $q(\theta'|\theta_i)$
- Calculate the acceptance probability $\alpha = \frac{h(\theta')q(\theta'|\theta_i)}{h(\theta_i)q(\theta_i|\theta')}$
- generate $u \sim U(0,1)$
  - if $\alpha > u$ accept sample, $\theta_{i+1} = \theta'$
  - if $\alpha < u$ reject sample, $\theta_{i+1} = \theta_i$

In this algorithm, $q(\theta'|\theta_i)$ is the proposal distribution describing the probability of where the next proposal parameter will be located given the previous accepted sample. The choice of this distribution is crucial to the efficiency of the algorithm. If this distribution is very narrow, samples will easily be accepted as they are likely to be close to the previous accepted sample, however, it will take a long time for the chain to move to other regions and explore the whole target distribution. If the proposal distribution is very wide on the other hand, the accepted samples will quickly cover the entire target distribution, but a high number proposal samples will be rejected before one is accepted since they are likely to be far off in low probability regions. In order to increase the efficiency of the algorithm, the proposal distribution is adjusted during runtime in the AMH algorithm. The previously accepted samples are used to estimate the covariance matrix of the target distribution, which is then optimally scaled and used as the covariance matrix of the Gaussian proposal function centered around the last accepted sample [11, 12, 27, 28]. This algorithm is used for Bayesian inference by sampling for $h(\theta) \sim \pi(\theta|\mathcal{M})\mathcal{L}(\mathcal{D}|\theta, \mathcal{M})$.

Chib’s method, described in Ref. [29], is then used to calculate the Bayesian evidence from the samples the AMH algorithm has generated (as the evidence is not directly an output of the latter). More information about the specifics of the algorithms used in this paper can be found in Refs.[11, 12].

4. Transport coefficient modelling using Bayesian analysis

In this section, the Bayesian framework for parameter estimation and model comparison used to study the particle transport models in the new isoDW and ani flow cases and compare to results of the original iso cases. First, the $k_\perp$ and $k_\perp - \zeta_\perp$ models developed in Refs. [6, 7] will be assessed in section 4.1, and then the new models explicitly taking flow shear into account will analysed in section 4.2.

4.1. Assessment of $k_\perp$ and $k_\perp - \zeta_\perp$ models

As data for the Bayesian analysis, we consider the 1D profiles of the TOKAM2D reference data obtained by averaging in time (from the onset of the statistical steady state) and in the
diamagnetic direction (which is a symmetry direction). Hence, the output data $y$ are the radial profiles of the diffusion coefficient $D$, and the input data $x$ are the radial profiles of turbulent kinetic energy $k_\perp$ and the turbulent enstrophy $\zeta_\perp$.

Describing the model error $\epsilon$ in order to construct the likelihood function is a delicate matter. This error is not only composed of the statistical error that remains on the averaged output data $y$ but also includes the error on the model $f(x,\theta)$. The latter is composed of an error because the model form $f(x,\theta)$ is not perfect (model inadequacy), an error caused by propagating the statistical error on the averaged input data $x$ through the model and a numerical error in solving the model (which should however be negligible for the algebraic models considered here) [30]. Since very little is known about most of these error contributions, we chose to aggregate them all and assume the error at every data point has a Gaussian distribution, which is consistent with a minimum entropy principle [26, 31]. The standard deviation of the error is assumed to scale with the magnitude of the data such that $\epsilon_i \sim N(0, \sigma y_i)$, where $\sigma$ is assumed to be the same for all data points. As this “relative standard deviation” $\sigma$ is not known a priori, it is an additional parameter that will be inferred. The total likelihood function is then the product of the likelihood functions of all individual data points. For the priors of $C_D$ and $\sigma$ we chose wide distributions in order not to exclude any parameter values a priori:

$$
\pi(C_D|M) \sim 2N(0, 100) \quad \text{for} \quad C_D > 0,
$$

$$
\pi(\sigma|M) \sim \frac{1}{\sigma} \quad \text{for} \quad \sigma > 0.
$$

The results of the Bayesian analysis for this set-up are summarised in the first rows of table 1. The maximum a posteriori (MAP) value of the parameters of both models as well as the logarithm of their evidence is shown. Both the original models and the variant in which the total perpendicular turbulent kinetic energy $k_\perp$ is replaced by the radial turbulent kinetic energy $k_r$ are studied. Results are shown for the three data sets described in Appendix A. Looking at the MAP values of the $C_D$ coefficient for the regular $k_\perp$ and $k_\perp - \zeta_\perp$ models in the iso case, it can be seen that these are rather close to the values of respectively 23.9 and 7.6 that were found by means of regression analysis in Refs. [6, 7]. Considering the logevidence of the models, it is clear that for all data sets the $k_\perp - \zeta_\perp$ model outperforms the $k_\perp$ model, as was also found in Refs. [11, 12] and qualitatively in Ref. [7]. In addition, the models where $k_r$ is used instead of $k_\perp$ perform better in the majority of cases. Remember that the evidence also depends on the data, such that it can only be meaningfully compared for models which have the same output data $y$. Hence only models within (double) columns under iso, isoDW and ani that use the same data set can be compared with each other. Also, since the (natural) logarithm of the evidence is reported, a difference of about 5 between two models can already be considered to be decisive in selecting one model over another [11, 12, 24]. Now looking at the estimate of the relative standard deviation $\sigma$ of the error, it is clear that this is significantly smaller for the iso data than for the ani data, and much smaller than for the isoDW data. This indicates that the models perform much less well for the new data sets.

Figures 2 and 3 support the observation that the $k_\perp - \zeta_\perp$ model is unable to capture the trends in the new data sets. Figure 2 compares the radial profile for the diffusion coefficient for representative simulations to the models proposed here. It can be seen that the $k_\perp - \zeta_\perp$ model captures the profiles very well for the iso and ani (SOL) data sets, but that it fails to properly predict the diffusion coefficient in the isoDW dataset. The model seems to be making a trade-off between having a high enough diffusion coefficient in the SOL and capturing the suppressed value in the core region. Figure 3 then gives an overview of the model’s performance in parameter space. It shows a scatter plot of the model value for $D$ on the vertical axis versus the observed TOKAM2D value on the horizontal axis. Each circle in the figure represents a single TOKAM2D simulation (for a certain parameter set $g$, $\sigma$, $\nu$, ...), which is now also radially
Table 1. Bayesian analysis of the proposed models for the particle diffusion coefficients for the iso, isoDW and ani datasets. Parameter values are reported at MAP.

| Model for $D$ | Model for $D$ | parameter | $k_\perp$ | $k_r$ | $k_\perp$ | $k_r$ | $k_\perp$ | $k_r$ |
|---------------|---------------|-----------|----------|--------|----------|--------|----------|--------|
| $C_D \sqrt{k}$ | $C_D \sqrt{k}$ | $C_D[-]$ | 26.6     | 32.0   | 25.8     | 31.5   | 15.8     | 19.7   |
|               | $\sigma[\%]$ | 22.3     | 20.3     | 74.6    | 65.8    | 29.0    | 29.2    |
|               | logevidence   | 403      | 800      | -2208   | -1673   | 1349    | 1324    |
| $C_D \frac{k}{\sqrt{\zeta_\perp}}$ | $C_D \frac{k}{\sqrt{\zeta_\perp}}$ | $C_D[-]$ | 7.82     | 11.4   | 5.83     | 8.81   | 4.73     | 7.32   |
|               | $\sigma[\%]$ | 9.33     | 7.74     | 67.8    | 57.6    | 26.7    | 24.1    |
|               | logevidence   | 3974     | 4731     | -2104   | -1319   | 1642    | 2051    |
| $\Omega_S = C_S|S_{\lambda,mean}|$ | $\Omega_S = C_S|S_{\lambda,mean}|$ | $C_D[-]$ | 7.90     | 11.4   | 8.04     | 10.8   | 5.74     | 8.55   |
|               | $C_S[-]$      | 2.40     | 0.938    | 2.79    | 1.12    | 19.3    | 15.0    |
|               | $\sigma[\%]$ | 9.30     | 7.74     | 48.3    | 47.7    | 24.0    | 22.0    |
|               | logevidence   | 3983     | 4729     | -582    | -546    | 2079    | 2406    |
| $\Omega_S = C_S|S_{\lambda,mean}|\sqrt{\frac{k_r}{k_\perp}}$ | $\Omega_S = C_S|S_{\lambda,mean}|\sqrt{\frac{k_r}{k_\perp}}$ | $C_D[-]$ | 7.85     | 11.4   | 8.03     | 11.2   | 5.67     | 8.55   |
|               | $C_S[-]$      | 0.635    | 0.392    | 2.75    | 1.43    | 13.4    | 11.2    |
|               | $\sigma[\%]$ | 9.33     | 7.74     | 52.2    | 47.1    | 24.5    | 22.2    |
|               | logevidence   | 3971     | 4726     | -836    | -491    | 1995    | 2376    |
| $\Omega_S = C_S\left(D_{\alpha,mean}\zeta_\perp\right)^{1/3}$ | $\Omega_S = C_S\left(D_{\alpha,mean}\zeta_\perp\right)^{1/3}$ | $C_D[-]$ | 7.82     | 11.4   | 8.28     | 10.9   | 5.49     | 8.27   |
|               | $C_S[-]$      | 1.18E-3  | 9.75E-5  | 1.07    | 0.507   | 1.35    | 1.10    |
|               | $\sigma[\%]$ | 9.33     | 7.74     | 60.3    | 53.2    | 26.1    | 23.5    |
|               | logevidence   | 3966     | 4722     | -1429   | -947    | 1748    | 2143    |
| $\Omega_S = C_S\left(S_{\alpha,mean}\zeta_\perp\right)^{1/4}$ | $\Omega_S = C_S\left(S_{\alpha,mean}\zeta_\perp\right)^{1/4}$ | $C_D[-]$ | 7.92     | 11.4   | 10.78    | 13.32  | 6.55     | 9.57   |
|               | $C_S[-]$      | 0.154    | 8.16E-2  | 3.02    | 1.67    | 3.03    | 2.70    |
|               | $\sigma[\%]$ | 9.32     | 7.74     | 52.8    | 47.8    | 24.7    | 22.4    |
|               | logevidence   | 3973     | 4726     | -869    | -527    | 1968    | 2330    |
| $\Omega_S = C_S\left(S_{\lambda,mean}\zeta_\perp\right)^{1/4}$ | $\Omega_S = C_S\left(S_{\lambda,mean}\zeta_\perp\right)^{1/4}$ | $C_D[-]$ | 7.92     | 11.4   | 9.01     | 11.7   | 5.68     | 8.55   |
|               | $C_S[-]$      | 4.52E-3  | 2.91E-3  | 1.93    | 1.13    | 13.38   | 11.25   |
|               | $\sigma[\%]$ | 9.34     | 7.75     | 52.0    | 47.2    | 24.5    | 22.2    |
|               | logevidence   | 3967     | 4720     | -820    | -491    | 1989    | 2369    |

averaged. While this radial averaging is not a part of the model development since the profiles are non-uniform, this kind of figures does give an overview of the performance in parameter space. Note that the classical coefficient of determination is also reported in these figures. It is defined as $R^2 = 1 - \sum (f_i - y_i)^2 / \sum (y_i - y_m)^2$, where $y_m = \sum y_i$. The figure shows that $k_\perp - \zeta_\perp$ performs very well also in parameter space for the iso dataset, while quite some scatter remains on the ani data set and that it performs much less well for the isoDW data.

In order to further analyse the performance of the $k_\perp - \zeta_\perp$ models in the isoDW flow case and to investigate the significance of the shear models for this case later on, we also compare with “2 zone” models shown in the third row of table 1. The idea for these models is that the dynamics in the core and those in the SOL may be inherently different because of the different parallel dynamics. As such, it could be imagined that both regions actually follow the diffusion relation of the $k_\perp - \zeta_\perp$ model, but that different model constants should be allowed in the core.
Figure 2. Radial profiles of the particle diffusion coefficient for an iso simulation (left), an isoDW simulation (middle) and an ani simulation (right). TOKAM2D diffusion coefficient shown in blue, other lines show different models. The left and right plots consider the SOL only, while the separatrix lies at $r = 0$ in the middle plot.

Figure 3. Scatter plot of the particle diffusion coefficient for iso (left), isoDW (middle) and ani (right) data sets for different models.

...and the SOL. Table 1 shows the evidence of this model to be much higher. The middle plot of figure 2 clearly shows that this model now captures the behaviour in the SOL very well, while the fit in the core region is also improved. The Figure 3 indicates that the 2 zone model performs much better in parameter space as well.

It can also seen that the $C_D$ parameter in the SOL of this model is close to that of the iso flow case as would be expected for a well performing model. However, the $C_D$ coefficient in the core region and that of the ani case is remarkably lower than that in the other cases. We interpret this as an indication that the turbulence characteristics and related transport differ between the flow cases, and an additional confirmation that the simple $k_\perp(\perp\zeta)$ models are insufficient to describe all flow cases.

4.2. Assessment of shear-adjusted particle transport models

The next five rows in table 1 show the shear-adjusted models suggested in section 2.2 and the Bayesian analysis results for them. The same set-up and priors have been used as for the analysis of the $k_\perp$ and $k_\perp - \zeta_\perp$ models. In addition, a new prior needs to be specified for the $C_S$ parameters, which is likewise chosen to be uninformative as $\pi(C_S|M) \sim 2N(0, 100)$ for $C_S > 0$.

The table shows that the $k_r - \zeta_\perp$ model has the highest evidence for the iso data set. Because this model works very well already, adding a new term to the model to incorporate flow shear does not bring a significantly better fit while increasing its prior parameter volume. As a result, adding a shear time scale tends to decrease the model evidence. Note also that the Bayesian techniques automatically predict very low values of the new, insignificant term for most models as expected.

Looking at the ani results next, it is observed that here the shear models do appreciably...
improve the evidence and reduce the model error. Surprisingly, it is the simplest shear model with $k_r$ in the denominator that works best in this case. It is also interesting to notice that the bottom model, which includes a combination of the strong shear decorrelation timescale and the hybrid decorrelation timescale to account for the possible influence of both, does not bring an improvement with respect to the model with the strong shear model time scale only. Note that the model parameters tend to the parameters of the model with the higher evidence of the both without making a compromise. In addition, the model evidence of this combined model is lower than that of the strong shear case because of its higher complexity and number of fitting parameters.

Finally, including the flow shear in the models for the $isoDW$ data significantly increases the evidence and decreases the model error over the regular $k_{\perp} - \zeta_{\perp}$ model as expected. Interestingly, these shear models also provide an improvement over the 2 zone models, indicating that they are more significant. Here, the strong shear model with $k_r$ in the denominator has the highest evidence together with the model with two timescales. In the latter, it seems the model does combine both time scales to improve its results, which presumably has more impact for this case since the remaining error is larger. In general, it has to be remarked that the error on the models for this $isoDW$ data remains large.

Figures 2 and 3 show the performance of some of the better models in terms of radial profiles and in parameter space. The left and right plots of figure 2 show that all models manage to capture the radial profiles very well for the $iso$ and $ani$ data sets. The middle figure shows that the strong shear model and the 2 zone model manage to capture the base level of the suppressed diffusion coefficient in the core region rather well, but that both models show significant peaks that are not present in the data. Figure 3 then shows that all models correctly identify the trend in parameter space for the isothermal data as expected. The shear models manage to improve the fit for the anisothermal dataset as well, although a large improvement is already achieved by using $k_r$ instead of $k_{\perp}$ in the denominator. Much more scatter remains than on the $iso$ data though. The middle scatter plot in figure 3 seems to indicate that both the shear model and the 2 zone model manage to capture the trends in parameter space rather well, with the 2 zone model performing better according to the classical $R^2$ value. It has to be remarked though that this plot pertains to the radial average of the entire domain, both outer core region and SOL. If a similar scatter plot is made for the core region only, the models perform much less good and the $R^2$ value is seriously reduced. Hence, the $R^2$ value and the Bayesian evidence yield largely the same ranking for the models over the different data sets, but for the $isoDW$ flow case, the ranking of the strong shear model and the 2 zone model is reversed. Lastly, it is worth noting that the results of the $isoDW$ shear models seem to be applicable to the $iso$ data as well. This is indicated by the last set of data in the left plot of figures 2 and 3, which represent the strong shear model evaluated with the MAP value of the parameters found for the $isoDW$ data. This seems to be compatible with the $iso$ results as well, both on the radial profiles and across parameter space. Note that we did not include results from the simple shear model in any of these plots to facilitate interpretation. The simple shear model results are very similar those of the strong shear model in most cases, but they are slightly less good for the $isoDW$ data in figure 3.

An important consideration and possible (partial) explanation for the mediocre performance of the shear-adjusted diffusion models reported here may be in the time dependent nature of the flow shear. Assume for example that an exact expression for the relation between instantaneous transport and instantaneous flow shear would be available, $D(t) = f(S_{\lambda,mean}(t))$. If this relation is not linear, $\bar{D} \neq f(\bar{S}_{\lambda})$. In our models, we use the mean flow shear as a proxy for the shear, which may impact the performance of the mean field models if fluctuations are large.

Finally we remark that the influence of the Bayesian parameters and the statistical framework should be kept in mind. The results of the Bayesian analysis do not only depend on the physical
model (the diffusion models that are proposed), but also on the statistical model: the form of the likelihood function that is chosen, the correlation length and the prior. The width of the prior in particular determines how strongly more complex models are penalised. Inferences with various correlation lengths showed that the value of the parameters depends on it in a rather irregular way, especially for those models that seem to perform less good. As such, we chose to use the results where no correlation length is used. The value of the correlation length did not seem to change the ranking of the different models according to their evidence though. In this context, it may be envisaged to smooth the results in the core region of the isoDW data since the peaks are probably due to the rather small scale specifics of the flow field which are hard to capture in a mean-field model. However, care should be taken for the interaction with the statistical model of the Bayesian framework.

5. Conclusion
In this contribution, mean-field models for the particle diffusion coefficient are analysed based on detailed reference data from the TOKAM2D turbulence code. Isothermal SOL cases, isothermal simulations with SOL and outer core region and anisothermal SOL simulations are considered. This model development process is supported by a Bayesian framework for parameter estimation and model comparison. These Bayesian techniques allowed estimating the combined posterior distribution of the proposed models, identifying terms which are irrelevant in the models and ranking the different models according to their evidence. This Bayesian evidence is especially relevant since it automatically penalises more complex models hence guarding against over fitting.

This analysis has shown that the existing \( k_{\perp} \) and \( k_{\perp} - \zeta_{\perp} \) particle transport models proposed in Refs. [6, 7] do not capture the trends in the new simulations with a core region and in the anisothermal simulation. Flow shear is assumed to be the origin of this deficiency and the \( k_{\perp} - \zeta_{\perp} \) diffusion model is adapted by incorporating shear decorrelation frequencies inspired by literature to explicitly take this effect into account.

The shear-corrected models provide a large enhancement over the earlier models, but it was not possible to identify a single model as being the best for all data. Using the radial turbulent kinetic energy instead of the total perpendicular kinetic energy provided a significant improvement of the results for all data sets, be it in the original or in the shear corrected models. However, considerable room for improvement certainly does remain for the anisothermal simulations and the core region.

Based on this analysis, it is plausible that the discrepancies of the earlier models are indeed due to flow shear, but it cannot be ruled out that other effects are at play instead or in addition. The model parameters in the anisothermal case are systematically lower than those of the isothermal cases for example. This may be due to the inherent differences between the regimes, but might also indicate that certain anisothermal effects are still missing. This will be analysed in more detail in future work. Next, forward simulations will have to prove if the models developed here effectively captured causal relations, or rather correlations without their common origin. Further research will also focus on investigating the balances of the turbulent kinetic energy and turbulent enstrophy for the new flow cases following the methodology demonstrated in Refs. [6, 7]. Another research track is to further extend the physical model of the TOKAM2D simulations that are studied. Up to now, the diamagnetic drift contribution to the vorticity has been neglected, while literature indicates this may significantly influence the dynamics [20]. Also, anisothermal cases including a core region and a SOL could be investigated.
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Appendix A. TOKAM2D simulation parameters
This appendix summarises the TOKAM2D simulation parameters used in the three datasets used in this paper. In all simulations, the grid size was chosen to be $\Delta x = \Delta y = 1$ gyro radius and fringe regions are applied on the radial edges of the domain to force fluctuations to zero in these regions. These have a width of 10 cells (in the radial direction), both at the core boundary and the outer boundary. A particle source $S_n$ that is uniform in time and in the diamagnetic direction with Gaussian profile in the radial direction is applied. This source has its maximum 10 cells from the core boundary and has a standard deviation of 8 cells. In order to exclude the fringe regions and the region where the particle source is active, only the data on the central part of the domain (radially) is retained. Apart from that, the settings $\nu = D_0 = \chi_0$, $\Lambda = 2.8388$ are used in all simulations. The next three section detail the other parameters used in the simulations.

Appendix A.1. iso data set: isothermal SOL simulations
The isothermal SOL simulations are all conducted with a time step of $\Delta t = 1$ gyro period on a grid of 256x256 cells. All diamagnetic data points are used in the analysis but only for data in the radial range $51 \leq r \leq 199$. The electron temperature $T_e0$ is set to unity in all simulations. The parameters which are varied in these simulations are shown in table A1. The first simulation is the default one, only parameters that differ from this default simulation are shown for other simulations. This first simulation is also the one of used in figures 1 and 2.

| Nr. | $g$  | $T_e0$ | $\sigma$ | $\nu$ | Nr. | $g$  | $T_e0$ | $\sigma$ | $\nu$ |
|-----|------|--------|----------|-------|-----|------|--------|----------|-------|
| 1   | 6e-4 | 1      | 1e-4     | 5e-3  | 15  | 3.5e-4| 1      | 1e-4     | 5e-3  |
| 2   | 4e-4 | 16     | 1e-4     | 5e-3  | 16  | 4e-4 | 1      | 1e-4     | 5e-3  |
| 3   | 4.5e-4| 17     | 1e-4     | 5e-3  | 17  | 4e-4 | 1      | 1e-4     | 5e-3  |
| 4   | 7.5e-4| 18     | 1e-4     | 5e-3  | 18  | 9e-4 | 1      | 1e-4     | 5e-3  |
| 5   | 9e-4 | 19     | 1e-4     | 5e-3  | 19  | 8e-4 | 1      | 1e-4     | 5e-3  |
| 6   | 5e-5 | 20     | 1e-4     | 5e-3  | 20  | 9e-5 | 1      | 1e-4     | 5e-3  |
| 7   | 8e-5 | 21     | 1e-4     | 5e-3  | 21  | 4.5e-4| 1      | 1e-4     | 5e-3  |
| 8   | 2e-4 | 22     | 1e-4     | 5e-3  | 22  | 2e-4 | 1      | 1e-4     | 5e-3  |
| 9   | 0.5  | 23     | 1e-4     | 5e-3  | 23  | 9e-4 | 1      | 1e-4     | 5e-3  |
| 10  | 2    | 24     | 1e-4     | 5e-3  | 24  | 3e-4 | 4      | 1e-4     | 5e-3  |
| 11  | 2e-3 | 25     | 1e-4     | 5e-3  | 25  | 7e-4 | 4      | 1e-4     | 5e-3  |
| 12  | 4e-3 | 26     | 1e-4     | 5e-3  | 26  | 7e-4 | 4      | 1e-4     | 5e-3  |
| 13  | 6e-3 | 27     | 1e-4     | 5e-3  | 27  | 4e-4 | 4      | 1e-4     | 5e-3  |
| 14  | 1e-2 |        |          |       | 28  | 4e-4 | 4      | 1e-4     | 5e-3  |
Appendix A.2. isoDW data set: isothermal SOL+core region simulations

In the isothermal simulations with SOL and outer core region, a time step of $\Delta t = 1$ gyro period is used again and the electron temperature $T_e0$ is again set to unity in all simulations. The parameters which are varied in these simulations are shown in table A2, as well as the radial range $r_{\text{start}} \leq r \leq r_{\text{end}}$ used in the analysis. $L_x$ and $L_y$ denote the radial and diamagnetic domain length and $x_{\text{sep}}$ the location of the separatrix. Data from simulation 11 is used in figures 1 and 2.

Table A2. TOKAM2D and post-processing parameters of the simulations of the isoDW data set.

| Nr. | $g$   | $T_i0$ | $\sigma$ | $\sigma_{DW}$ | $\nu$ | $L_x$ | $L_y$ | $x_{\text{sep}}$ | $r_{\text{start}}$ | $r_{\text{end}}$ |
|-----|-------|--------|----------|---------------|-------|-------|-------|-----------------|-----------------|----------------|
| 1   | 2e-3  | 1      | 1.25e-4  | 5.9e-4        | 2.7e-3| 170   | 200   | 61             | 21              | 149            |
| 2   | 2.3e-4| 2.5e-5 | 2.74e-4  | 5e-3          |       | 170   | 200   | 61             | 21              | 149            |
| 3   | 6e-4  | 1e-4   | 1e-4     | 5e-3          |       | 170   | 200   | 61             | 21              | 149            |
| 4   | 2.3e-4| 3.6e-5 | 2.5e-5   | 2e-2          |       | 170   | 200   | 61             | 21              | 149            |
| 5   | 6e-4  | 1e-5   | 1e-4     | 5e-3          |       | 170   | 200   | 61             | 21              | 149            |
| 6   | 2.3e-4| 2.5e-5 | 2.74e-4  | 5e-3          |       | 256   | 256   | 105            | 21              | 149            |
| 7   | 6e-4  | 1e-4   | 1e-4     | 5e-3          |       | 256   | 256   | 105            | 21              | 149            |
| 8   | 2.3e-4| 3.6e-5 | 2.5e-5   | 2e-2          |       | 256   | 256   | 105            | 21              | 149            |
| 9   | 6e-4  | 1e-5   | 1e-4     | 5e-3          |       | 256   | 256   | 105            | 21              | 149            |
| 10  | 2.3e-4| 2.5e-5 | 2.74e-4  | 5e-3          |       | 384   | 256   | 129            | 21              | 339            |
| 11  | 6e-4  | 1e-4   | 1e-4     | 5e-3          |       | 384   | 256   | 129            | 21              | 339            |
| 12  | 2.3e-4| 3.6e-5 | 2.5e-5   | 2e-2          |       | 384   | 256   | 129            | 21              | 339            |
| 13  | 6e-4  | 1e-5   | 1e-4     | 5e-3          |       | 384   | 256   | 129            | 21              | 339            |

Appendix A.3. ani data set: anisothermal SOL simulations

The anisothermal SOL simulations are all conducted on a grid of 256x256 cells with a time step of $\Delta t = 0.1$ gyro period. All diamagnetic data points are used in the analysis but only for data in the radial range $51 \leq r \leq 199$. Electron and ion thermal energy sources $S_{pe}$ and $S_{pi}$ are applied that have the same shape as the particle source, they are determined as $S_p = 2/3T_{inj} S_n$. All simulations have been run with sheath heat transmission coefficients which are constant in space and in time with values $\gamma_i = 2.5$ and $\gamma_e = 4$. The parameters which are varied in these simulations are shown in table A3. The first simulation is the default one, only parameters that differ from this default simulation are shown for other simulations. This first simulation is also the one of used in figures 1 and 2.
Table A3. TOKAM2D parameters of the simulations of the $ani$ data set.

| Nr. | $g$   | $T_{inj,i}$ | $T_{inj,e}$ | $\sigma$ | $\nu$ | Nr. | $g$   | $T_{inj,i}$ | $T_{inj,e}$ | $\sigma$ | $\nu$ |
|-----|-------|-------------|-------------|----------|-------|-----|-------|-------------|-------------|----------|-------|
| 1   | 6e-4  | 3           | 3           | 1e-4     | 5e-3  | 13  | 8     | 2           | 2           | 6        | 6     |
| 2   | 2e-5  | 14          | 2           | 8        |       | 2   | 8     |             |             | 6        |       |
| 3   | 5e-5  | 15          | 2           | 2        |       | 16  | 13    | 6           | 6           | 2        |       |
| 4   | 8e-5  | 17          | 3           | 4        |       | 18  | 9     | 4           | 4           | 1.2e-3   |       |
| 5   | 1.5e-4| 19          | 1.2e-3      |          |       | 20  | 2.5e-3|             |             |          |       |
| 6   | 2e-4  | 21          |             | 1e-2     |       | 22  | 4e-4  |             |             |          |       |
| 10  | 5     | 23          | 8e-3        |          |       | 24  | 4     | 4           | 1.2e-4      |          |       |
| 11  | 6     | 2           | 4           | 4e-3     |       |     |       |             |             |          |       |
| 12  | 2     | 6           |             |          |       |     |       |             |             |          |       |
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