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Abstract. In this work we introduce an approach for incremental learning, which preserves feature descriptors instead of images unlike most existing work. Keeping such low-dimensional embeddings instead of images reduces the memory footprint significantly. We assume that the model is updated incrementally for new classes as new data becomes available sequentially. This requires adapting the previously stored feature vectors to the updated feature space without having access to the corresponding images. Feature adaptation is learned with a multi-layer perceptron, which is trained on feature pairs of an image corresponding to the outputs of the original and updated network. We validate experimentally that such a transformation generalizes well to the features of the previous set of classes, and maps features to a discriminative subspace in the feature space. As a result, the classifier is optimized jointly over new and old classes without requiring old class images. Experimental results show that our method achieves state-of-the-art classification accuracy in incremental learning benchmarks, while having at least an order of magnitude lower memory footprint compared to image preserving strategies.

1 Introduction

Deep neural networks have shown excellent performance for many computer vision problems, such as image classification [21,29,47] and object detection [20,41]. However, an important limitation is that they generally require large amounts of labeled data for training. Some recent methods [9,37] train neural networks with a small number of labeled examples. These methods can be semi-supervised [24,49], self-supervised [5,17,39] or perform few-shot learning [12,13,48]. However, they assume that all classes are available at the same time, i.e. training is done once with training data from all possible classes.

Class incremental learning [40] does not make this assumption, but the model learns classes incrementally. Training data is received sequentially and data from previous classes is discarded as new training data for new classes becomes available. Thus, it is impossible to learn all classes at once. Ideally, trained models should learn the knowledge from new classes while maintaining the knowledge learned from previous classes. This poses a significant problem, as neural networks are known to quickly forget what is learned in the past, referred to as catastrophic forgetting [35]. Recent approaches alleviate catastrophic forgetting.
An overview of our method. Given new class images, a new model is trained on the data with distillation and classification losses. Features are extracted with the old and new model using new class images to train a feature adaptation network. The learned feature adaptation network is applied to the preserved vectors to transform them into the new feature space. With features from all seen classes represented in the same feature space, we train a feature classifier.

in neural networks by adding regularization terms that encourage the network to stay similar to its previous states \[27, 31\] or by preserving a subset of previously seen data \[40\].

One of the requirements set by Rebuffi et al. \[40\] for a successful incremental learner is that “computational requirements and memory footprint should remain bounded, or at least grow very slowly, with respect to the number of classes seen so far”. In our work, we significantly improve the memory footprint required by an incremental learning system. We propose to preserve a subset of feature descriptors rather than images. This enables us to compress information from previous classes in low-dimensional embeddings. For example, for ImageNet classification using ResNet-18, storing a 512-dimensional feature vector has \(\sim 1\%\) of the storage requirement compared to storing a \(256 \times 256 \times 3\) image (Sec. 5.3). Our experiments show that we achieve better classification accuracy compared to state-of-the-art methods, with a memory footprint of at least an order magnitude less.

One of the main challenges of our method is to adapt preserved feature descriptors to future increments of the network. As the model is trained with more classes, the feature extractor changes, making the preserved feature descriptors from previous feature extractors obsolete. We propose a feature adaptation method, which learns a mapping between two feature spaces. As shown in Fig. 1, our novel approach allows us to learn the changes in the feature space and adapt the preserved feature descriptors to the new feature space. With image features from all seen classes in the same feature space, we can train a feature classifier to correctly classify features from all seen classes. Our contributions in this paper are as follows:

- We propose an incremental learning framework where previous feature descriptors, instead of previous images, are preserved.
- We present a feature adaptation approach which maps previous feature descriptors to their correct values as the model is updated.
We apply our method on popular class-incremental learning benchmarks and show that we achieve top accuracy on ImageNet compared to other state-of-the-art methods while significantly reducing the memory footprint.

2 Related work

The literature for incremental learning prior to the deep-learning era includes incrementally trained support vector machines [7], random forests [42], and metric-based methods that generalize to new classes [36]. We restrict our attention mostly to more recent, deep-learning based methods for the rest of this section.

Non-rehearsal methods do not preserve any data from previously seen classes. Common approaches include increasing the network capacity for new sets of classes [15, 50], or weight consolidation, which identifies the important weights for previous sets of classes and slows down their learning [27]. Chaudhry et al. [8] improve weight consolidation by adding KL-divergence based regularization. Liu et al. [32] rotate the parameter space of the network and show that the weight consolidation is more effective in the rotated parameter space. Aljundi et al. [1] compute the importance of each parameter in an unsupervised manner without labeled data. Learning without Forgetting (LwF) [31] (discussed more in detail in Sec. 3) reduces catastrophic forgetting by adding a knowledge distillation [22] term in the loss function, which encourages the network output for new classes to be close to the original network output. Learning without Memorizing [11] extends LwF by adding a distillation term based on attention maps. Zhang et al. [56] argue that LwF produces models that are either biased towards old or new classes. They train a separate model for new classes, and consolidate the two models with unlabeled auxiliary data.

Rehearsal with exemplars. Rehearsal is defined as preserving and replaying data from previous sets of classes when updating the model to new sets of classes [43]. Lopez-Paz and Ranzato [33] add constraints on the gradient update, and transfer information to previous sets of classes while learning new sets of classes. Incremental Classifier and Representation Learning (iCARL) [40] preserves a subset of images, called exemplars, and includes the selected subset when updating the network for new sets of classes. Exemplar selection is done with an efficient algorithm called herding [51]. The authors also show that the classification accuracy increases when the mean class vector [36] is used for classification instead of the learned classifier of the network. iCARL is one of the most effective existing methods in the literature, and will be considered as our main baseline. Castro et al. [6] extend iCARL by learning the network and classifier with an end-to-end approach. Similarly, Javed and Shafait [25] learn an end-to-end classifier by proposing a dynamic threshold moving algorithm. Other recent work extend iCARL by correcting the bias and introducing additional constraints in the loss function [3, 23, 53]. Our proposed method is orthogonal to these methods.

Rehearsal with generated images. These methods use generative models (GANs [15]) to generate fake images that mimic the past data, and use the gen-
erated images when learning the network for new classes \cite{gill2018decoupled, iscen2021deep}. He et al. \cite{he2019structured} use multiple generators to increase capacity as new sets of classes become available. A major drawback of these methods is that they are either applied to less complex datasets with low-resolution images, or their success depends on combining the generated images with real images.

**Feature-based methods.** Earlier work on feature generation, rather than image generation, focuses on zero-shot learning \cite{bansal2018zero, kendall2015multi}. Kemker et al. \cite{kemker2018zero} use a dual-memory system which consists of fast-learning memory for new classes and long-term storage for old classes. Statistics of feature vectors, such as the mean vector and covariance matrix for a set of vectors, are stored in the memory. Xiang et al. \cite{xiang2020zero} also store feature vector statistics, and learn a feature generator to generate vectors from old classes. The drawback of these methods \cite{kemker2018zero, xiang2020zero} is that they depend on a pre-trained network. This is different than other methods (LwF, iCARL) where the network is learned from scratch.

In this paper, we propose a method which performs rehearsal with features. Unlike existing feature-based methods, we do not generate feature descriptors from class statistics. We preserve and adapt feature descriptors to new feature spaces as the network is trained incrementally. This allows training the network from scratch and does not depend on a pre-trained model as in \cite{kemker2018zero, xiang2020zero}. Compared to existing rehearsal methods, our method has a significantly lower memory footprint by preserving features instead of images.

Our feature adaptation method is inspired by the feature hallucinator proposed by Hariharan and Girshick \cite{hariharan2017hyperfeatures}. Their method learns intra-class feature transformations as a way of data augmentation in few-shot learning problem. Our method is quite different as we learn the transformations between feature pairs corresponding to the same image, but extracted with different increments of the network.

### 3 Background on incremental learning

This section introduces the incremental learning task and summarizes the main concepts, which include how the network is trained and popular strategies to handle catastrophic forgetting, namely distillation and preservation of old data.

**Problem formulation.** We are given a set of images $\mathcal{X}$ with labels $\mathcal{Y}$ belonging to classes in $\mathcal{C}$. This defines the dataset $\mathcal{D} = \{(x, y) | x \in \mathcal{X}, y \in \mathcal{Y}\}$. In class-incremental learning, we want to expand an existing model to classify new classes. Given $T$ tasks, we split $\mathcal{C}$ into $T$ subsets $\mathcal{C}^1, \mathcal{C}^2, \ldots, \mathcal{C}^T$, where $\mathcal{C} = \mathcal{C}^1 \cup \mathcal{C}^2 \cup \cdots \cup \mathcal{C}^T$ and $\mathcal{C}^i \cap \mathcal{C}^j = \emptyset$ for $i \neq j$. We define task $t$ as introducing new classes $\mathcal{C}^t$ using dataset $\mathcal{D}^t = \{(x, y) | y \in \mathcal{C}^t\}$. We denote $\mathcal{X}^t = \{x | (x, y) \in \mathcal{D}^t\}$ and $\mathcal{Y}^t = \{y | (x, y) \in \mathcal{D}^t\}$ as the training images and labels used at task $t$.

The goal is to train a classifier which accurately classifies examples belonging to the new set of classes $\mathcal{C}^t$, while still being able to correctly classify examples belonging to classes $\mathcal{C}^i$, where $i < t$.

**The classifier.** The learned classifier is typically a convolutional neural network (CNN) denoted by $f_{\theta, W} : \mathcal{X} \rightarrow \mathbb{R}^K$, where $K$ is the number of classes. Learnable
parameters $\theta$ and $W$ correspond to two components of the network, the feature extractor $h_\theta$ and the network classifier $g_W$. The feature extractor $h_\theta : \mathcal{X} \rightarrow \mathbb{R}^d$ maps an image to a $d$-dimensional feature vector. The network classifier $g_W : \mathbb{R}^d \rightarrow \mathbb{R}^K$ is applied to the output of the feature extractor $h_\theta$ and outputs a $K$-dimensional vector for each class classification score. The network $f_{\theta,W}$ is the mapping from the input space directly to confidence scores, where $x \in \mathcal{X}$:

$$f_{\theta,W}(x) := g_W(h_\theta(x)).$$  \hspace{1cm} (1)

Training the parameters $\theta$ and $W$ of the network is typically achieved through a loss function, such as cross-entropy loss,

$$L_{\text{CE}}(x,y) := -\sum_{k=1}^{K} y_k \log(\sigma(f_{\theta,W}(x))_k),$$  \hspace{1cm} (2)

where $y \in \mathbb{R}^K$ is the ground-truth label vector and $\sigma$ is either a softmax or sigmoid function.

In incremental learning, the number of classes our models output increases at each task. $K^t = \sum_{i=1}^{t} |\mathcal{C}_i|$ denotes the total number of classes at task $t$. Notice at task $t$, our model is expected to classify $|\mathcal{C}_t|$ more classes than task $t - 1$. The network $f_{\theta,W}^t$ is only trained with $\mathcal{X}^t$, the data available in the current task. Nevertheless, the network is still expected to accurately classify any images belonging to the classes from the previous tasks.

**Distillation.** One of the main challenges in incremental learning is catastrophic forgetting \[16,35\]. At a given task $t$, we want to expand a previous model’s capability to classify new classes $\mathcal{C}^t$. We train a new model $f_{\theta,W}^t$ initialized from $f_{\theta,W}^{t-1}$. Before the training of the task, we freeze a copy of $f_{\theta,W}^{t-1}$ to use as reference. We only have access to $\mathcal{X}^t$ and not to previously seen data $\mathcal{X}^i$, where $i < t$. As the network is updated with $\mathcal{X}^t$ in Eq. (2), its knowledge of previous tasks quickly disappears due to catastrophic forgetting. Learning without Forgetting (LwF) \[31\] alleviates this problem by introducing a knowledge distillation loss \[22\]. This knowledge distillation loss is a modified cross-entropy loss, which encourages the network $f_{\theta,W}^t$ to mimic the output of the previous task model $f_{\theta,W}^{t-1}$:

$$L_{\text{KD}}(x) := -\sum_{k=1}^{K^{t-1}} \sigma(f_{\theta,W}^{t-1}(x))_k \log(\sigma(f_{\theta,W}^t(x))_k),$$  \hspace{1cm} (3)

where $x \in \mathcal{X}^t$. $L_{\text{KD}}(x)$ encourages the network to make similar predictions to the previous model. The knowledge distillation loss term is added to the classification loss (2), resulting in the overall loss function:

$$L(x,y) := L_{\text{CE}}(x,y) + \lambda L_{\text{KD}}(x),$$  \hspace{1cm} (4)

where $\lambda$ is typically set to 1 \[30\]. Note that the network $f_{\theta,W}^t$ is continuously updated at task $t$, whereas the network $f_{\theta,W}^{t-1}$ remains frozen and will not be stored after the completion of task $t$. 

Preserving data of the old classes. A common approach is to preserve some images for the old classes and use them when training new tasks [40]. At task \( t \), new class data refers to \( \mathcal{X}^t \) and old class data refers to data seen in previous tasks, i.e., \( \mathcal{X}^i \) where \( i < t \). After each task \( t \), a new exemplar set \( \mathcal{P}^t \) is created from \( \mathcal{X}^t \). These exemplar images in \( \mathcal{P}^t \) are the selected subset of images used in training future tasks. Thus, training at task \( t \) uses images \( \mathcal{X}^t \) and \( \mathcal{P}^i \), where \( i < t \).

Training on this additional old class data can help mitigate the effect of catastrophic forgetting for previously seen classes. In iCARL [40] the exemplar selection used to create \( \mathcal{P}^t \) is done such that the selected set of exemplars should approximate the class mean vector well, using a herding algorithm [51]. Such an approach can bound the memory requirement for stored examples.

4 Memory-efficient incremental learning

Our goal is to preserve compact feature descriptors, i.e., \( \mathbf{v} := h_\theta(x) \), instead of images from old classes. This enables us to be significantly more memory efficient or store more examples per class given the same memory requirement. Furthermore, this representation is more privacy preserving if we store the features separately from the network as inverting images from feature descriptors remains a challenging problem [2].

The major challenge of preserving only the feature descriptors is that it is not clear how they would evolve over time as the feature extractor \( h_\theta \) is trained on new data. This introduces a problem for the new tasks, where we would like to use all preserved feature descriptors to learn a feature classifier \( g_{\tilde{W}} \) on all classes jointly. Preserved feature descriptors are not compatible with feature descriptors from the new task because \( h_\theta \) is different. Furthermore, we cannot simply re-extract feature descriptors from \( h_\theta \) if we do not have access to old images anymore.

We propose a feature adaptation process, which directly updates the feature descriptors based on the network changes with a feature adaptation network \( \phi_\psi \). During training of each task, we first train the CNN using classification and distillation losses (Sec. 4.1). Then, we learn the feature adaptation network (Sec. 4.2) and use it to adapt stored features from previous tasks to the current feature space. Finally, a feature classifier \( g_{\tilde{W}} \) is learned with features from both the current task and the adapted features from the previous tasks (Sec. 4.3). This feature classifier \( g_{\tilde{W}} \) is used to classify the features extracted from test images and is independent from the network classifier \( g_W \), which is used to train the network. Figure 1 gives a visual overview of our approach. It is also described in Algorithm 1 in Appendix A. We describe it in more detail in the following.

4.1 Network training

This section describes the training of the backbone convolutional neural network \( f_{\theta,W} \). Our implementation follows the same training setup as in Section 3.
with two additional components. These are cosine normalization and feature distillation, and are described more in detail below.

**Cosine normalization** was proposed in various learning tasks [31,34], including incremental learning [23]. The prediction of the network (1) is based on cosine similarity, instead of simple dot product. This is equivalent to $\hat{W}^\top \hat{v}$, where $\hat{W}$ is the column-wise $\ell_2$-normalized counterpart of parameters $W$ of the classifier, and $\hat{v}$ is the $\ell_2$-normalized counterpart of the feature $v$.

**Feature distillation** is an additional distillation term based on feature descriptors instead of logits. Similar to (3), we add a constraint in the loss function which encourages the new feature extractor $h_\theta^t$ to mimic the old one $h_{\theta}^{t-1}$:

$$L_{FD}(x) := 1 - \cos(h_\theta^t(x), h_{\theta}^{t-1}(x)), \quad (5)$$

where $x \in \mathcal{X}^t$ and $h_{\theta}^{t-1}(x)$ is the frozen feature extractor from the previous task. The feature distillation loss term is minimized together with other loss terms,

$$L(x, y) := L_{CE}(x, y) + \lambda L_{KD}(x) + \gamma L_{FD}(x), \quad (6)$$

where $\gamma$ is a tuned hyper-parameter. We study its impact in Section 5.4.

Feature distillation has already been applied in incremental learning as a replacement for the knowledge distillation loss (3), but only to the feature vectors of preserved images [23]. It is also similar in spirit to attention distillation [11], which adds a constraint on the attention maps produced by the two models.

Cosine normalization and feature distillation improve the accuracy of our method and the baselines. The practical impact of these components will be studied in more detail in Section 5.

### 4.2 Feature adaptation

**Overview.** Feature adaptation is applied after CNN training at each task. We first describe feature adaptation for the initial two tasks and then extend it to subsequent tasks. At task $t = 1$, the network is trained with images $\mathcal{X}^1$ belonging to classes $\mathcal{C}^1$. After the training is complete, we extract feature descriptors $\mathcal{V}^1 = \{(h_\theta^1(x)|x \in \mathcal{X}^1\}$, where $h_\theta^1(x)$ refers to the feature extractor component of $f_{\theta,W}^1$. We store these features in memory $\mathcal{M}^1 = \mathcal{V}^1$ after the first task.\footnote{We also store the corresponding label information. This is omitted in the notation for the sake of simplicity.}

At task $t = 2$, we have a new set of images $\mathcal{X}^2$ belonging to new classes $\mathcal{C}^2$. The network $f_{\theta,W}^2$ is initialized from $f_{\theta,W}^1$, where $f_{\theta,W}^1$ is fixed and kept as reference during training with distillation (6). After the training finishes, we extract features $\mathcal{V}^2 = \{(h_\theta^2(x)|x \in \mathcal{X}^2\}$.

We now have two sets of features, $\mathcal{M}^1$ and $\mathcal{V}^2$ extracted from two tasks that correspond to a different set of classes. However, $\mathcal{M}^1$ and $\mathcal{V}^2$ are extracted...
with different feature extractors, \( h_\theta^1 \) and \( h_\theta^2 \), respectively. Hence, the two sets of vectors lie in different feature spaces and are not compatible with each other. Therefore, we must transform features \( M^1 \) to the same feature space as \( V^2 \). We train a feature adaptation network \( \phi_v^{1\rightarrow2} \) to map \( M^1 \) to the same space as \( V^2 \) (training procedure described below).

Once the feature adaptation network is trained, we create a new memory set \( M^2 \) by transforming the existing features in the memory \( M^1 \) to the same feature space as \( V^2 \), i.e. \( M^2 = V^2 \cup \phi_v^{1\rightarrow2}(M^1) \). Resulting \( M^2 \) contains new features from the current task and adapted features from the previous task, and can be used to learn a discriminative feature classifier explained in Section 4.3.

\( M^1 \) and \( f^1_\theta,W \) are no longer stored for future tasks.

We follow the same procedure for subsequent tasks \( t > 2 \). We have a new set of data with images \( X^t \) belonging to classes \( C^t \). Once the network training is complete after task \( t \), we extract features descriptors \( V^t = \{(h_\theta^t(x)|x \in X^t\} \). We train a feature adaptation network \( \phi_v^{(t-1)\rightarrow t} \) and use it to create \( M^t = V^t \cup \phi_v^{(t-1)\rightarrow t}(M^{t-1}) \). The memory set \( M^t \) will have features stored from all classes \( C^i \), \( i \leq t \), transformed to the current feature space of \( h_\theta^t \). \( M^{t-1} \) and \( f^{t-1}_\theta,W \) are no longer needed for future tasks.

Training the feature adaptation network \( \phi_v \). At task \( t \), our goal is to transform \( V^{t-1} \) to the same feature space as \( V^t \). We do this by learning a transformation function \( \phi_v^{(t-1)\rightarrow t} : \mathbb{R}^d \rightarrow \mathbb{R}^d \), that maps outputs of the previous feature extractor \( h_\theta^{t-1} \) to the current feature extractor \( h_\theta^t \) using the current task images \( X^t \).

Let \( V' = \{(h_\theta^{t-1}(x), h_\theta^t(x))|x \in X^t\} \) and \((\mathbf{v}, \mathbf{v}') \in V' \). In other words, given an image \( x \in X^t \), \( \mathbf{v} \) corresponds to its feature representation extracted with \( h_\theta^{t-1}(x) \), the state of the feature extractor after task \( t-1 \). On the other hand, \( \mathbf{v}' \) corresponds to the feature representation of the same image \( x \), but extracted with the model at the end of the current task, i.e. \( h_\theta^t(x) \). Finding a mapping between \( \mathbf{v} \) and \( \mathbf{v}' \) allows us to map other features in \( M^{t-1} \) to the same feature space as \( V^t \).

When training the feature adaptation network \( \phi_v^{(t-1)\rightarrow t} \), we use a similar loss function as the feature hallucinator [18]:

\[
L_{fa}(\mathbf{v}, \mathbf{v}', y) := \alpha L_{sim}(\mathbf{v}, \phi_v(\mathbf{v}')) + L_{cls}(g_W, \phi_v(\mathbf{v}'), y),
\]

where \( y \) is the corresponding label to \( \mathbf{v} \). The first term \( L_{sim}(\mathbf{v}, \phi_v(\mathbf{v})) = 1 - \cos(\mathbf{v}, \phi_v(\mathbf{v})) \) encourages the adapted feature descriptor \( \phi_v(\mathbf{v}) \) to be similar to \( \mathbf{v} \), its counterpart extracted from the updated network. Note that this is the same loss function as feature distillation [5]. However, the purpose of this method is transforming features between different feature spaces, whereas feature distillation is helpful by preventing features from drifting too much in the feature space. The practical impact of feature distillation will be presented in more detail in Section 5.4. The second loss term \( L_{cls}(g_W, \phi_v(\mathbf{v}'), y) \) is simply a classification term such as cross-entropy loss and \( g_W \) is the fixed network classifier of the
network $f_{\theta,W}$. This term encourages adapted feature descriptors to belong to the correct class $y$.

**Reducing the size of $M^t$.** The number of stored vectors in memory $M^t$ can be reduced to satisfy specified memory requirements. We reduce the number of features in the memory by herding \cite{herding,herding2}. Herding is a greedy algorithm that chooses the subset of features that best approximate the class mean. The closest feature to the class mean at each iteration. The class mean is then updated by removing the chosen feature. When updating memory after task $t$, we only keep a fixed number ($L$) of features per class, i.e. $M^t$ has $L$ vectors per class.

### 4.3 Training feature classifier $g^t_W$

Our goal is to classify unseen test images belonging to $K^t = \sum_{i=1}^{t} |C^i|$ classes, which includes classes from previously seen tasks. As explained in Sec. 3, the learned network $f_{\theta,W}$ is a mapping from images to $K^t$ classes and can be used to classify test images. However, training only on $A^t$ images results in a sub-optimal performance, because the previous tasks are still forgotten up to an extent, even when using distillation during training. We leverage the preserved adapted feature descriptors from previous tasks to learn a more accurate feature classifier.

At the end of task $t$, a new feature classifier $g^t_W$ is trained with the memory $M^t$, which contains the adapted feature descriptors from previous tasks as well as feature descriptors from the current task. This is different than the network classifier $g^t_{\theta,W}$, which is a part of the network $f^t_{\theta,W}$. When given a test image, we extract its feature representation with $h^t_{\theta}$ and classify it using the feature classifier $g^t_W$. In practice, $g^t_W$ is a linear classifier which can be trained in various ways, e.g. linear SVM, SGD etc. We found that using Linear SVMs for $g^t_W$ gives the best results.

### 5 Experiments

In this section, we apply our method to incremental learning benchmarks and show its benefits. We begin by describing the experimental setup, then show our results on each dataset in terms of classification accuracy. We also measure the quality of our feature adaptation method, which is independent of the classification task. Furthermore, we study in detail the impact of the different parameters.

#### 5.1 Experimental setup

**Datasets.** We use CIFAR-100 \cite{cifar100}, ImageNet-100 and ImageNet-1000 in our experiments. ImageNet-100 \cite{imagenet100} is a subset of the ImageNet-1000 \cite{imagenet} dataset containing 100 randomly sampled classes from the original 1000 classes. We follow the same setup as iCARL \cite{icarl}. The network is trained in a class-incremental way, only considering the data available at each task. We denote the number
of classes at each task by $M$, and total number of tasks by $T$. After each task, classification is performed on all classes seen so far. Two different evaluation measures are reported. The first is a curve of classification accuracies on all classes that have been trained after each task. The second is the average incremental accuracy, which is the average of points in first metric. Top-1 and top-5 accuracy is computed for CIFAR-100 and ImageNet respectively.

**Baselines.** We extend two important methods in the literature as our main baselines. Learning Without Forgetting (LwF) [31] does not preserve any data from earlier tasks and is trained with classification and distillation loss terms [4]. We use the multi-class version (LwF.MC) proposed by Rebuffi et al. [40]. iCARL [40] extends LwF.MC by preserving representative training images of previously seen classes, known as exemplars. All experiments are reported with our implementation unless specified otherwise. Rebuffi et al. [40] fix the total number of exemplars stored at any point, and change the number of exemplars per class depending on the total number of classes. Unlike the original iCARL, we fix the number of exemplars per class as $P$ in our implementation (as in [23]). We extend the original implementations of iCARL and LwF by applying cosine normalization and feature distillation loss (see Sec. 4.1), as these variants have shown to improve the accuracy. We refer to the resulting variants as $\gamma$-iCARL and $\gamma$-LwF respectively ($\gamma$ is the parameter that controls the feature distillation in Eq. (5)).

**Implementation details.** The feature extraction network $h_\theta$ is Resnet-32 [21] ($d = 64$) for CIFAR100 and Resnet-18 [21] ($d = 512$) for ImageNet-100 and ImageNet-1000. We use a Linear SVM [10,38] for our feature classifier $g_{\tilde{W}}$. The feature adaptation network $\phi_\psi$ is a 2-layer multilayer perceptron (MLP) with ReLU [14] activations and $d$ input/output and $d' = 16d$ hidden dimensions. We use binary cross entropy loss for the loss function (4), and $\lambda$ for the knowledge distillation (4) is set to 1. Consequently, the activation function $\sigma$ is sigmoid. We use the same hyper-parameters as Rebuffi et al. [40] when training the network, a batch size of 128, weight decay of $1e-5$, and learning rate of 2.0. In CIFAR-100, we train the network for 70 epochs at each task, and reduce the learning rate by a factor of 5 at epochs 50 and 64. In ImageNet-100, we train the network for 60 epochs at each task, and reduce the learning rate by a factor of 5 at epochs 20, 30, 40 and 50.

### 5.2 Impact of memory footprint

Our main goal is to improve the memory requirements of an incremental learning framework. We start by comparing our method against our baselines in terms of memory footprint. Figure 2 shows the memory required by each method and the corresponding average incremental accuracy. The memory footprint is all the preserved data (features or images) for all classes of the dataset. Memory footprint for $\gamma$-iCARL is varied by changing $P$, the fixed number of images preserved for each class. Memory footprint for our method is varied by changing $L$, the fixed number of feature descriptors per class (Sec. 4.2). We also present *Ours-hybrid*, a variant of our method where we keep $P$ images and $L$ feature descriptors. In this variant, we vary $P$ to fit specified memory requirements.
Fig. 2. Memory (in MB) vs average incremental accuracy on CIFAR-100, ImageNet-100 and ImageNet-1000 for different number of classes per task ($M$). We vary the memory requirement for our method and $\gamma$-iCARL by changing the number of preserved feature descriptors ($L$) and images ($P$) respectively. For Ours-hybrid, we set $L = 100$ (CIFAR) and $L = 250$ (ImageNet-100 and ImageNet-1000) and vary $P$.

Figure 2 shows average incremental accuracy for different memory usage on CIFAR-100, ImageNet-100 and ImageNet-1000. Note that while our method still achieves higher or comparable accuracy compared on CIFAR-100, the memory savings are less significant. That’s due to the fact that images have lower resolution ($32 \times 32 \times 3$ uint8, 3.072KB) and preserving feature descriptors ($d = 64$ floats, 0.256KB) has less impact on the memory in that dataset. However, due to the lower computation complexity of training on Cifar-100, we use Cifar-100 to tune our hyperparameters (Sec. 5.4). The memory savings with our method are more significant for ImageNet-100 and ImageNet-1000. The resolution of each image in ImageNet is $256 \times 256 \times 3$, i.e. storing a single image in the memory takes 192 KB. Keeping a single feature descriptor of $d = 512$ floats is significantly cheaper; it only requires 2 KB. This is about $\sim 1\%$ of the memory required for an image.

We achieve the same accuracy with significantly less amount of memory compared to $\gamma$-iCARL on ImageNet datasets. The accuracy of our method is superior to $\gamma$-iCARL when $M = 100$ or $M = 200$ on ImageNet-1000. Memory requirements are at least an order of magnitude less in most cases. Ours-hybrid shows that it is possible to preserve features with smaller number of images and
further improve accuracy. This results in higher accuracy compared to γ-iCARL for the same memory footprint.

Figure 3 shows the accuracy for different number of preserved data points on ImageNet-100 and ImageNet-1000. Preserved data points refer to features for our method or images for γ-iCARL. Our method outperforms γ-iCARL in most cases, even if the memory savings of features compared to images is ignored.

5.3 Comparison to state of the art

Table 1 shows the total memory cost of the preserved data and average incremental accuracy of our method and existing works in the literature. Accuracy per task is shown in Figure 4. We report the average incremental accuracy for Ours while preserving $L = 250$ features per class. Ours-hybrid preserves $L = 250$ features and $P = 10$ images per class. Baselines and state-of-the-art methods preserve $P = 20$ images per class.

Our method achieves the highest accuracy for both datasets. This also comes with significant savings in memory. Our method is the first work storing and adapting feature descriptors. As a result, we consume significantly less memory than the other methods while improving the classification accuracy.

5.4 Impact of Parameters

We show the impact of the hyper-parameters of our method. All experiments in this section are performed on a validation set created by holding out 10% of the original CIFAR-100 training data.
Table 1. Average incremental accuracy on ImageNet-100 with $M = 10$ classes per task and ImageNet-1000 with $M = 100$ classes per task. Memory usage shows the cost of storing images or feature vectors for all classes. † indicates that the results were copied from their papers. * indicates numbers were estimated from figures in their papers.

| Method               | ImageNet-100 Mem. in MB | ImageNet-1000 Mem. in MB |
|----------------------|-------------------------|--------------------------|
| **STATE-OF-THE-ART METHODS** |                        |                          |
| Orig. LwF [31]†*     | 0.642                   | 0.566                    |
| Orig. iCARL [40]†*   | 0.836 375               | 0.637 3750               |
| EEIL [6]†            | 0.904 375               | 0.694 3750               |
| Rebalancing [23]     | 0.681 375               | 0.643 3750               |
| BiC w/o corr. [53]†  | 0.872 375               | 0.776 3750               |
| BiC [53]†            | 0.906 375               | 0.840 3750               |
| **Baselines**        |                        |                          |
| γ-LwF                | - 0.891                | - 0.804                  |
| γ-iCARL              | 0.914 375              | 0.802 3750               |
| **Our Method**       |                        |                          |
| Ours                 | 48.8 0.913             | 488.3 0.843              |
| Ours-hybrid          | 236.3 0.927            | 2863.3 0.846             

**Impact of cosine classifier** is evaluated on the base network, i.e. LwF.MC. We achieve 48.7 and 45.2 accuracy with and without cosine classifier respectively. We include cosine classifier in all baselines and methods.

**Impact of α.** The parameter $α$ controls the importance of the similarity term w.r.t. classification term when learning the feature adaptation network (7). Figure 5 top-(a) shows the accuracy with different $α$. The reconstruction constraint controlled by $α$ requires a large value. We set $α = 10^2$ in our experiments.

**Impact of $d'$**. We evaluate the impact of $d'$, the dimensionality of the hidden layers of feature adaptation network $φ_ψ$ in Figure 5 top-(b). Projecting feature vectors to a higher dimensional space helps, achieving the maximum validation accuracy with $d' = 1,024$. We set $d' = 16d$ in our experiments.

**Impact of the network depth.** We evaluate the impact of the number of hidden layers of the feature adaptation network $φ_ψ$ in Figure 5 top-(c). The validation accuracy reaches its peak with two hidden layers, and starts to decrease afterwards, probably because the networks starts to overfit. We use two hidden layers in our experiments.

**Impact of feature distillation.** We evaluate different $γ$ for feature distillation (5) for γ-LwF and our method, see Figure 5 top-(d). We set $γ = 0.05$ and include feature distillation in all baselines and methods in our experiments.

**Quality of feature adaptation.** We evaluate the quality of our feature adaptation process by measuring the average similarity between the adapted features and their ground-truth value. The ground-truth vector $h^t_θ(x)$ for image $x$ is its feature representation if we actually had access to that image in task $t$. We compare it against $v$, the corresponding vector of $x$ in the memory, that has been adapted over time. We compute the feature adaptation quality by dot product $ω = v^\top h^t_θ(x)$. This measure how accurate our feature adaptation is compared to
Fig. 5. Impact of different parameters in terms of classification accuracy (top) and adaptation quality (bottom) on validation split of the CIFAR-100 dataset: (a) similarity coefficient $\alpha$ (7), (b) size of hidden layers $d'$ of the feature adaptation network, (c) number of hidden layers in the feature adaptation network, (d) feature distillation coefficient $\gamma$ (5).

the real vector if we had access to image $x$. Note that $x$ is normally not available in future tasks, we only use it here for the purpose of measuring the quality of feature adaptation.

We repeat the validation experiments, this time measuring average $\omega$ of all vectors instead of accuracy (Figure 5 bottom row). Top and bottom rows of Figure 5 shows that most trends are correlated meaning good feature adaptation results in good accuracy. One main exception is the behavior of $\gamma$ in feature distillation (5). Higher $\gamma$ results in higher $\omega$ but lower classification accuracy. This is expected, as high $\gamma$ forces the network to make minimal changes to its feature extractor between different tasks, making feature adaptation more successful, but feature representations less discriminative.

6 Conclusions

We have presented a novel method for preserving feature descriptors in incremental learning. Our method introduces a novel feature adaptation function, which accurately updates the preserved feature descriptors as the network is updated incrementally. The proposed method is thoroughly evaluated, in terms of adaptation quality and classification accuracy. We show that it is possible to achieve state-of-the-art accuracy with a significantly lower memory footprint. Our method is orthogonal to most of the existing work in incremental learning and can be combined with existing methods to achieve even higher accuracy with low memory requirements.
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A Algorithm

An overview of our framework is described in Algorithm 1.

Algorithm 1 Memory-efficient incremental learning

1: procedure Algorithm(Training examples $X$, labels $Y$)
2: Given $T$ tasks
3: *** Train first task ***
4: $X_1, Y_1 \in X, Y$
5: $\theta, W = \text{Optimize}(L_{CE}(f_{\theta,W}(X_1), Y_1))$
6: $h^1_{\theta} = h_{\theta}$
7: $M^1 = h^1_{\theta}(X_1)$
8: for $t \in \{2, \ldots, T\}$ do
7: *** Train incremental tasks ***
8: $X_t, Y_t \in X, Y$
9: $\theta, W = \text{Optimize}(L(f_{\theta,W}(X_t), Y_t))$
10: $h^t_{\theta} = h_{\theta}$
11: $M^t = h^t_{\theta}(X_t)$
12: $\phi_\psi = \text{Feature Adaptation}(h^t_{\theta}, h^{t-1}_{\theta}, X_t, Y_t)$
13: $M^t = M^t \cup \phi_\psi(M^{t-1})$
14: $W = \text{Train Classifier}(M^t, Y^{1 \ldots t})$

procedure FeatureAdaptation($h^\text{old}_{\theta}, h^\text{new}_{\theta}, X, Y$)
1: *** Returns transformation function ***
2: $V = h^\text{old}_{\theta}(X)$
3: $V = h^\text{new}_{\theta}(X)$
4: $\psi = \text{Optimize}(L_{FA}(V, V, Y))$
5: return $\phi_\psi$

B Feature Adaptation Quality

![Graph showing feature adaptation quality](image)

Fig. 6. Feature adaptation quality on CIFAR-100 for $M = 10$. $P$ refers to the number of images preserved in the memory. Solid and dashed lines correspond to vectors from previous ($\omega_{t-1}$) and first ($\omega_1$) task respectively.

We evaluate the quality of our feature adaptation process by measuring the average similarity between the adapted features and their ground-truth value. We compute the feature adaptation quality as explained in Section 5.4. However, we compute two distinct measurements this time. $\omega_{t-1}$ measures the average feature
adaptation quality of features extracted in the previous task \((i.e. y \in C^{t-1})\). This measurement does not track the quality over time, but shows feature adaptation quality between two tasks. \(\omega_1\) measures the feature adaptation quality of features originally extracted in the first task \((i.e. y \in C^1)\), showing how much the adapted features can diverge from their optimal representation due to accumulated error. Adaptation quality is computed for all \(L = 500\) feature descriptors per class.

Figure 6 shows the adaptation quality \(\omega_{t-1}\) and \(\omega_1\) on CIFAR-100 with \(M = 10\). We report the quality measures for when \(P\) number images are also preserved in the memory. We observe that \(P = 0\) achieves \(\omega_{t-1}\) greater than 0.9 in all tasks. It increases as more classes are seen, most likely due to the network becoming more stable. After 10 tasks, \(\omega_1\) is still close to 0.8, indicating our feature adaptation is still relatively successful after training 9 subsequent tasks with no preserved images. Adaptation quality improves as \(P\) increases, showing that preserving images also helps with learning a better feature adaptation.