A tale of two balloons
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Abstract
From each point of a Poisson point process start growing a balloon at rate 1. When two balloons touch, they pop and disappear. Is every point contained in balloons infinitely often or not? We answer this for the Euclidean space, the hyperbolic plane and regular trees. The result for the Euclidean space relies on a novel 0–1 law for stationary processes. Towards establishing the results for the hyperbolic plane and regular trees, we prove an upper bound on the density of any well-separated set in a regular tree which is a factor of an i.i.d. process.

Mathematics Subject Classification 60G55 · 60G10

0 Introduction
We consider the following process on a metric space \((\Omega, \rho)\). Initially, at time 0, we are given a point process \(\Pi\) in \(\Omega\). The balloon process on \(\Omega\) started from \(\Pi\) is defined as follows. Start growing a ball, or balloon, around each point \(x\) in the support \([\Pi]\), so that at time \(t\) the balloons are balls of radius \(t\). At any time that two of the balloons touch each other, they both immediately pop and are removed. We emphasize that there is no additional randomness in the process beyond the initial point process \(\Pi\). It is not a priori clear that this process is well defined, and indeed this requires \(\Pi\) to satisfy some simple conditions; for cases of interest, these are indeed satisfied.
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While the above can be fairly general, our main interest is when \((\Omega, \rho, \mu)\) is a metric measure space and \(\Pi\) is the Poisson process on \(\Omega\) with intensity measure \(\mu\). In this case, we simply call the balloon process the \textbf{Poisson balloon process} on \(\Omega\). See Sect. 1 for some basic properties of this process, including the fact that it is well defined.

Denote by \(\Pi_t\) the point process of centers of balloons that are still active at time \(t\). The balloons at time \(t\) form a disjoint collection \(\{B(x, t) : x \in [\Pi_t]\}\), where \(B(x, r)\) denotes the ball of radius \(r\) around \(x\). The union of this collection is the set of points covered by a balloon at time \(t\) and is denote by

\[
S_t := \{x \in \Omega : \rho(x, [\Pi_t]) \leq t\}.
\]

where \(\rho(x, S)\) is the distance between a point \(x\) and a set \(S\). We say that the balloon process is \textbf{recurrent} if for every \(x \in \Omega\), almost surely, the set of times \(t\) at which \(x \in S_t\) is unbounded. We say that the balloon process is \textbf{transient} if for every \(x \in \Omega\), almost surely, the set of times \(t\) at which \(x \in S_t\) is bounded. We say the balloon process is transient (or recurrent) at \(x\) if these statements hold for a given \(x \in \Omega\). Note that with no further assumptions, it is possible for the process to be neither transient nor recurrent (if the type depends on \(x\), or if the events have non-trivial probabilities). Fix a point \(o \in \Omega\) called the origin. Denote by

\[
R_t := \rho(o, [\Pi_t])
\]

the distance to the center of the balloon nearest to the origin at time \(t\). Note that the origin belongs to \(S_t\) if and only if \(R_t \leq t\). In particular, if \(\lim \inf R_t / t < 1\) almost surely, then the balloon process is recurrent (in fact, almost surely, it is recurrent at
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every $x$). Similarly, if $\liminf R_t/t > 1$ then the process is almost surely transient at every $x$.

Our main results give a surprising difference between the Euclidean space and the hyperbolic plane in this regard:

**Theorem 1** For any $d \geq 1$, the Poisson balloon process on $\mathbb{R}^d$ is recurrent. Moreover,

$$\liminf_{t \to \infty} \frac{R_t}{t} = 0 \text{ almost surely.}$$

**Theorem 2** The Poisson balloon process on the hyperbolic plane $\mathbb{H}$ is transient. Moreover,

$$\liminf_{t \to \infty} \frac{R_t}{t} \geq \frac{\log 2}{\log \frac{1+\sqrt{5}}{2}} \approx 1.44 \text{ almost surely.}$$

In Theorem 1, the metric $\rho$ is the standard Euclidean metric and the measure $\mu$ is Lebesgue measure (the scaling, or equivalently the intensity of the Poisson point process, is immaterial for the question). In Theorem 2, the metric $\rho$ is the standard hyperbolic metric with any constant curvature and $\mu$ is the corresponding measure (here a scaling of the measure would be equivalent to a change of curvature). We mention that, unlike in the Euclidean space, in the hyperbolic plane it is not a priori clear that recurrence/transience do not depend on the curvature/intensity of the Poisson point process.

We also consider the balloon process on trees. Let $T_d$ denote the infinite $d$-regular real tree with unit edge lengths, that is, the $d$-regular tree in which each edge is a copy of the unit interval $[0, 1]$ (endowed with the Lebesgue measure and standard metric), and endpoints are identified at each vertex. This naturally defines a metric measure space. Fix an arbitrary point $o$ to be the origin (not necessarily one of the vertices).

**Theorem 3** For any $d \geq 3$, the Poisson balloon process on $T_d$ is transient. Moreover, almost surely, $R_t \geq 2t - O(\log t)$ as $t \to \infty$, and

$$\liminf_{t \to \infty} \frac{R_t}{t} = 2 \text{ almost surely.}$$

A general argument due to [4] yields an upper bound of 2 for $\liminf_{t \to \infty} R_t/t$ for reasonable spaces, including those considered above (see Lemma 10). Theorem 1 shows that this quantity is in fact zero for the Euclidean space, and Theorem 3 shows that it is exactly equal to 2 for regular trees. It is however unclear if for the hyperbolic plane this quantity is actually 2 or not.

Towards proving Theorem 1, we came across the following fact. While it seems like a classic result, it appears not to be well known, and as far as we can tell it is new for $d > 1$. In the one-dimensional case it has been proved by Tanny [10]. Their proof uses a connection to branching processes in random environment and a criterion for their survival from [9]. Our proof has the advantages of being more direct and applying in any dimension.
Theorem 4 Let \((X_n)_{n \in \mathbb{Z}^d}\) be a translation-invariant process. Then almost surely
\[
\limsup_{\|n\| \to \infty} \frac{X_n}{\|n\|} \in \{0, +\infty\}.
\]

Note that the choice of norm is not important. If the variables \(X_n\) are i.i.d., then a simple application of Borel–Cantelli yields that the lim sup is \(\infty\) if and only if \(\sum n^{d-1} \mathbb{P}(X_0 \geq n) = \infty\), or equivalently, \(\mathbb{E}(X_0^d)^d = \infty\). If instead of translation invariance we only assume that all \(X_n\) have the same distribution, then it is not hard to construct examples where the lim sup above takes non-trivial values. We remark also that the same result holds if \(X\) is some random field indexed by \(\mathbb{R}^d\), or by the points of some translation-invariant point process on \(\mathbb{R}^d\), since one may apply the theorem to a new process \(X'_n\), defined to be the maximum of \(X\) on a unit box around \(n \in \mathbb{Z}^d\). On the other hand, the result fails on regular trees, and in fact on any graph of exponential growth, as can be seen by considering, for instance, i.i.d. exponential random variables.

Our proof of Theorem 2 relies on approximating the hyperbolic plane by a 3-regular tree and thus relies on the arguments used for regular trees. In turn, for the proof of Theorem 3, we rely on a new upper bound of the density of well-separated sets which are factors of i.i.d. processes on regular trees (see Theorem 13). This is related to previous works on independence ratio due to Bollobás [2], McKay [6], and Rahman and Virag [7].

1 Balloon basics

In this section, we explore basic properties of the Poisson balloon process, including the fact that it is well defined. The balloon process associated to a point process \(\Pi\) on a metric space \((\Omega, \rho)\) is closely related to the so-called stable matching between the points of \([\Pi]\). Those have been studied in depth in \([3, 4]\). Some of the relevant arguments extend beyond \(\mathbb{R}^d\) to our settings. We give a brief sketch of them here and refer the reader to those papers for details.

Consider a countable discrete set of points \(U \subset \Omega\). A partial matching of \(U\) is a collection of disjoint unordered pairs \(m = \{(u_i, v_i)\}_{i \in I}\) of elements of \(U\). An element \(u \in U\) is matched to \(v \in U\) if \(\{u, v\}\) is one of the pairs; in this case we write \(m(u) := v\). A matching is a partial matching in which every vertex is matched. A partial matching \(m\) is stable if there do not exist distinct points \(u, v \in U\) such that \(\rho(u, v) < \min\{\rho(u, m(u)), \rho(v, m(v))\}\), where \(\rho(x, m(x))\) is defined to be \(\infty\) when \(x\) is unmatched. The set \(U\) is non-equidistant if there do not exist \(u, v, u', v' \in U\) with \(\{u, v\} \neq \{u', v'\}\) and \(\rho(u, v) = \rho(u', v')\). A descending chain in \(U\) is an infinite sequence \(x_0, x_1, \ldots \in U\) such that \(\rho(x_n, x_{n+1})\) is strictly decreasing.

Lemma 5 (stable matching) Let \((\Omega, \rho)\) be a metric space and let \(U \subset \Omega\) be countable, discrete, non-equidistant and with no descending chains. Then \(U\) has a unique stable partial matching. Furthermore, this partial matching contains at most one unmatched point, and it can be produced by the greedy or iterated mutually closest matching.
algorithm: Match all mutually closest pairs, remove these points and repeat indefinitely.

**Proof** This is shown in [4, Lemma 15] in the special case of \( \mathbb{R}^d \), and the proof applies verbatim in a general metric space. \( \square \)

**Lemma 6** Suppose that \( U \) is discrete, non-equidistant and has no descending chains. Let \( m \) be the unique stable partial matching of \( U \). Define

\[ U_t := \{ x \in U : \rho(x, m(x)) > 2t \}, \]

where as before \( \rho(x, m(x)) = \infty \) for unmatched points. Then \( U_t \) is precisely the set of active balloon centers at time \( t \) for the balloon process started from \( U \).

**Proof** We need to check two things: that the balls of radius \( t \) around points of \( U_t \) are disjoint and that they are only removed when touching another balloon. Suppose \( u, v \in U_t \) have intersecting balloons, so that \( \rho(u, v) \leq 2t \). However, \( \rho(u, m(u)) > 2t \) since \( u \in U_t \), and similarly for \( \rho(v, m(v)) \). Thus such \( u, v \) violate the stability of \( m \).

Secondly, suppose \( u \in U_s \) for all \( s < t \) but \( u \notin U_t \). This implies that \( \rho(u, m(u)) = 2t \), and so the balloon around \( u \) touches the balloon around \( m(u) \) at time \( t \). \( \square \)

The balloon process associated to a point process \( \Pi \) is therefore well defined if, almost surely, \( [\Pi] \) is countable, discrete, non-equidistant and has no descending chains. It is not hard to show that this is the case when \( \Pi \) is a Poisson point process in a “nice” metric measure space \( (\Omega, \rho, \mu) \). These include all spaces we consider in this paper. For future reference, we give some sufficient conditions. It is straightforward that \( [\Pi] \) is almost surely countable and discrete whenever \( \mu \) is non-atomic and locally finite and \( (\Omega, \rho) \) is a separable metric space. The other two properties are addressed in the following propositions. For \( x \in \Omega \) and \( R \geq r \geq 0 \), denote \( A(x, r, R) := \{ y \in \Omega : r \leq \rho(x, y) \leq R \} \).

**Proposition 7** Let \( (\Omega, \rho, \mu) \) be a metric measure space satisfying

- \( (\Omega, \mu) \) is a \( \sigma \)-finite measure space.
- \( (\Omega, \rho) \) is a separable metric space.
- Very thin annuli: For all \( r \geq 0 \) and \( x \in \Omega \) we have \( \mu(A(x, r, r)) = 0 \).

Then the Poisson point process \( \Pi \) on \( \Omega \) with intensity measure \( \mu \) is almost surely non-equidistant.

Note that the very thin annuli condition implies that \( \mu \) is non-atomic.

**Proof** Let \( S \subset \Omega \) be a measurable set, and let \( \mathcal{E}(S) \) be the event that there exist \( w, x, y, z \in [\Pi] \) with \( w \in S, x, y, z \notin S \) and \( \rho(w, x) = \rho(y, z) \). Let us show that \( \mathcal{E}(S) \) has probability zero. Indeed, \( \mathcal{E}(S) \) is precisely the event that \( [\Pi] \) has a point in \( S \cap A(x, r, r) \) for some \( x \in [\Pi] \setminus S \) and \( r \in \{ \rho(y, z) : y, z \in [\Pi] \setminus S \} \). Conditioning on \( [\Pi] \setminus S \), the very thin annuli assumption implies that this has probability zero for any fixed \( x \) and \( r \). Since there are countably many relevant \( x \) and \( r \), the conditional (and hence also unconditional) probability of \( \mathcal{E}(S) \) is zero.
Now let \( U \subset \Omega \) be a countable dense set, and consider the countable collection \( \{ S_n \}_n \) of all balls with rational radius and centers in \( U \). Then, almost surely, no event \( \mathcal{E}(S_n) \) occurs. Since the existence of equidistant points is easily seen to imply the occurrence of some \( \mathcal{E}(S_n) \), we conclude that \([\Pi]\) is almost surely non-equidistant. □

Proposition 8 Let \((\Omega, \rho, \mu)\) be a metric measure space satisfying

- Uniformly thin annuli: For all \( r \geq 0 \) there exists a \( \delta > 0 \) such that
  \[
  \sup_{x \in \Omega} \mu(A(x, r, r + \delta)) \leq 1.
  \]

Then the Poisson point process \( \Pi \) on \( \Omega \) with intensity measure \( \mu \) almost surely has no descending chains.

Note that the uniformly thin annuli condition implies that all balls \( B(x, r) \) of finite radius \( r \) have finite measure, and in particular, that \( (\Omega, \mu) \) is a \( \sigma \)-finite measure space.

Proof It suffices to show that there almost surely does not exist a sequence of distinct \( x_0, x_1, \ldots \in [\Pi] \) such that \( \rho(x_n, x_{n+1}) \) converges. In turn, it suffices to show that for any \( r \geq 0 \) there exists \( \delta > 0 \) such that there almost surely does not exist a sequence \( x_0, x_1, \ldots \in [\Pi] \) such that \( \rho(x_n, x_{n+1}) \in [r, r + \delta] \) for all \( n \). By the uniformly thin annuli assumption, it suffices to show that the latter holds whenever \( r \) and \( \delta \) are such that \( \mu(A(x, r, r + \delta)) \leq 1 \) for all \( x \in \Omega \).

Fix a set \( S \subset \Omega \) with \( \mu(S) < \infty \) and consider the process \((U_n)_{n \geq 0}\) defined by

\[
U_0 := [\Pi] \cap S \quad \text{and} \quad U_{n+1} := [\Pi] \cap A(U_n, r, r + \delta) \setminus (U_0 \cup \cdots \cup U_n),
\]

where we write \( A(U, r, R) := \bigcup_{x \in U} A(x, r, R) \) for a set \( U \). Observe that if there exists a sequence \( x_0, x_1, \ldots \in [\Pi] \) such that \( x_0 \in S \) and \( \rho(x_n, x_{n+1}) \in [r, r + \delta] \) for all \( n \), then there also exists a sequence \( y_0, y_1, \ldots \) such that \( y_n \in U_n \) for all \( n \). However, \( (|U_n|)_{n \geq 0} \) is stochastically dominated by the progeny sequence of a branching process whose offspring distribution is Poisson with mean 1, which almost surely goes extinct, so that the latter occurs with probability zero. Since \( \mu \) is \( \sigma \)-finite, this shows that \([\Pi]\) almost surely has no descending chains. □

The next lemma states certain insertion/deletion tolerance properties of Poisson point processes.

Lemma 9 Let \((\Omega, \rho, \mu)\) be a metric measure space satisfying

- \((\Omega, \rho)\) is a separable metric space.
- \(\mu\) is non-atomic and locally finite.

Let \( \Pi \) be a Poisson point process with intensity measure \( \mu \) on \( \Omega \).

1. Let \( S \subset \Omega \) be such that \( 0 < \mu(S) < \infty \) and let \( X \) be a random point in \( S \) chosen according to \( \mu(S) \), independently of \( \Pi \). Then \( \Pi + \delta X \) is absolutely continuous with respect to \( \Pi \).
2. Let \( \mathcal{F} \) be a simple finite point process such that \([\mathcal{F}] \subset [\Pi]\) almost surely. Then \( \Pi - \mathcal{F} \) is absolutely continuous with respect to \( \Pi \).
Note that the assumptions of the lemma are implied by those of Propositions 7 and 8.

**Proof** This was shown in [4, Lemma 18] in the special case of \( \mathbb{R}^d \). The proof of the first item is the same and simply relies on the observation that the Radon–Nikodym derivative of the two laws is \( p(N - 1)/p(N) \), where \( N \) is the number of points of \( \Pi \) in \( S \) and \( p(k) := p(N = k) \). The proof of the second item is also as in [4] and we sketch it here. Denote \( \Pi' := \Pi - \mathcal{F} \) and let \( A \) be a measurable set such that \( \mathbb{P}(\Pi' \in A) > 0 \). We need to show that \( \mathbb{P}(\Pi \in A) > 0 \). By separability, there is a countable dense set \( D \subset \Omega \). Since \( \mathcal{F} \) is finite and \( [\Pi] \) is discrete almost surely, there is a random finite set of finite-measure balls with rational radii and centers in \( D \) such that \( [\mathcal{F}] \) is the intersection of \( [\Pi] \) with the union of these balls almost surely. Thus, there exists a deterministic finite union of open balls \( W \) such that \( \mu(W) < \infty \) and \( \mathbb{P}(\Pi' \in A, [\Pi] \cap W = [\mathcal{F}]) > 0 \). Let \( \Pi_1 \) be the restriction of \( \Pi \) to \( W' \), and let \( A_1 \) be the event that \( \mathbb{P}(\Pi' \in A, [\Pi] \cap W = [\mathcal{F}] | \Pi_1) > 0 \). Note that \( \mathbb{P}(A_1) > 0 \) and that \( \Pi_1 \in A \) almost surely on the event \( A_1 \). Since \( A_1 \) is measurable with respect to \( \Pi_1 \), it is independent of \( [\Pi] \cap W \), and thus, \( \mathbb{P}(\Pi \in A) \geq \mathbb{P}(A_1, \Pi(W) = 0) > 0 \). \( \square \)

We end this section with a property of the Poisson balloon process which follows from the methods of [4], where (for \( \mathbb{R}^d \)) it is basically the content of equation (19) there.

**Lemma 10** Let \((\Omega, \rho, \mu)\) be a metric measure space satisfying the assumptions of Propositions 7 and 8. Further suppose that the Poisson point process \( \Pi \) with intensity measure \( \mu \) on \( \Omega \) is ergodic under the action of a group of measure-preserving isometries of \( \Omega \). Then the Poisson balloon process satisfies that \( R_t \to \infty \) as \( t \to \infty \) almost surely and

\[
\liminf_{t \to \infty} \frac{R_t}{t} \leq 2 \quad \text{almost surely.} \tag{1}
\]

**Sketch of proof** We first claim that \( R_t \to \infty \) almost surely, or equivalently, that every balloon eventually pops [8]. Indeed, every point in \( \Pi \) is matched almost surely in the unique stable partial matching of Lemma 5. This follows from the ergodicity assumption and the fact that in any stable partial matching there can be at most one unmatched point (if one point was unmatched, then by ergodicity infinitely many points would be unmatched; alternatively, one could use the second item of Lemma 9 to delete the unmatched point).

Recall that [4, eq. (19)] states that for the stable matching \( m \) of \( [\Pi] \) in \( \mathbb{R}^d \), there are almost surely infinitely many points \( x \in [\Pi] \) such that \( \rho(x, m(x)) \geq \rho(x, o) - 1 \), where \( o \) is the origin. Actually, the same proof goes through when \( \rho(x, o) - 1 \) is replaced by \( \rho(x, o) - r \), where \( r > 0 \) is arbitrary. We claim that this extends to our general setting as long as \( o \in \Omega \) and \( r > 0 \) are chosen so that \( \mu(B(o, r)) > 0 \). The argument leading to this is as in [4] for \( \mathbb{R}^d \), and we only give a brief sketch here: If with positive probability there are only finitely many points in \( [\Pi] \) such that \( \rho(x, m(x)) \geq \rho(x, o) - r \), then by insertion and deletion tolerance (Lemma 9), we can first remove these points and their matches, and then add a single point in \( B(o, r) \), to
get an absolutely continuous point process. By construction, this added point will not be matched. However, this contradicts the previously established fact that every point in the original point process $\Pi$ (and hence also in any other absolutely continuous point process) is matched almost surely.

For $x \in [\Pi]$, let

$$T_x := \sup\{t \geq 0 : x \in [\Pi_t]\}$$

be the time at which the balloon at $x$ pops. Note that $2T_x$ is precisely the distance between $x$ and the center of the balloon with which it popped (see Lemma 6). Translated to the balloon process, the above gives that the set

$$\{x \in [\Pi] : 2T_x \geq \rho(x, o) - r\}$$

is almost surely infinite. Since every ball has finite measure, and consequently contains finitely many points almost surely, the set of times $t$ at which $R_t \leq 2t + r$ is almost surely unbounded. This shows that (1) holds.

\[\square\]

## 2 Real balloons

In this section we prove Theorem 4, and use it to establish recurrence of the Poisson balloon process in $\mathbb{R}^d$, i.e. Theorem 1.

Let us first give a heuristic for Theorem 4, and assume $d = 1$ for simplicity. Plant at every integer $n$ a tree of height $X_n$. The ratio $X_n/n$ is the relative height of the tree at $n$ as seen from the origin (or the slope of the straight line joining the canopy and the origin). If $\limsup X_n/n$ is positive, say at least 1, then many trees have relative height at least 1 from the origin. Translation invariance implies that this is the case everywhere. However, if we half the distance to a tree, it appears twice as tall, so there are many intervals, around vertices with tall trees, from which these trees have relative height at least 2. This suggests that the $\limsup$ is at least 2. Repeating the same argument replacing 2 by a large number, we obtain the result.

To formalize this, we make use of the Vitali Covering Lemma \[11\] which we restate for completeness.

**Lemma 11** [Vitali Covering Lemma] Let $\{B(x_i, r_i)\}_{i \in I}$ be a collection of balls in $\mathbb{R}^d$ of bounded radii. Then there exists a subset $J \subset I$ so that the balls $\{B(x_i, r_i)\}_{i \in J}$ are pairwise disjoint and their 5-fold blowups cover the original balls:

$$\bigcup_{i \in I} B(x_i, r_i) \subset \bigcup_{i \in J} B(x_i, 5r_i).$$

The lemma also holds with 5 replaced by $3 + \varepsilon$ (or even 3 for finite collections).

**Proof of Theorem 4** Without loss of generality, assume $X$ is ergodic. (Otherwise we simply restrict to each ergodic component.) By ergodicity, $L := \limsup_{\|n\| \to \infty}$
$X_n/\|n\|$ is an almost sure constant. Since $\lim \sup X_n$ is the supremum of the support of $X_n$, we have $L \geq 0$. So from now on, we assume $L > 0$ and need to show $L = \infty$.

For an interval $[a, b] \subset \mathbb{R}_+$ and $\rho > 0$, let $E_{a,b}(\rho)$ be the event

$$E_{a,b}(\rho) := \{ \exists n \text{ with } a \leq X_n \leq b \text{ and } X_n > \rho \|n\| \}.$$  

More generally, we denote by $E_{a,b}^u(\rho, u)$ the event $E_{a,b}(\rho)$ applied to $X$ shifted by $u$, i.e.

$$E_{a,b}(\rho, u) := \{ \exists n \text{ with } a \leq X_n \leq b \text{ and } X_n > \rho \|n-u\| \}.$$  

Consider now the set $S = S_{a,b}(\rho)$ of all $u \in \mathbb{Z}^d$ for which $E_{a,b}(\rho, u)$ holds. (These are $u$ that are close to some $n$ with $X_n \in [a, b]$.) By ergodicity, the set $S$ has density $P(E_{a,b}(\rho))$. From the definitions, $S$ is a union of balls

$$S = \bigcup_{n: a \leq X_n \leq b} B \left( n, \frac{X_n}{\rho} \right).$$

We apply the Vitali Covering Lemma to this collection of balls (whose radii are bounded by $b/\rho$), to deduce that there exists a subset $K \subset \{ n : a \leq X_n \leq b \}$, so that the balls $\{ B(n, X_n/\rho) : n \in K \}$ are pairwise disjoint, and such that

$$S \subset \bigcup_{n \in K} B \left( n, \frac{5X_n}{\rho} \right).$$

For $\rho' > \rho$, consider now the set

$$S' = \bigcup_{n \in K} B \left( n, \frac{X_n}{\rho'} \right).$$

These balls are pairwise disjoint, and if their radii are increased by a factor of $5 \rho'/\rho$, they cover all of $S$. Consequently, the density of $S'$ is at least $(\rho/5 \rho')^d$ times the density of $S$, and in particular is positive. In other words,

$$\mathbb{P}(E_{a,b}(\rho')) \geq \left( \frac{\rho}{5 \rho'} \right)^d \cdot \mathbb{P}(E_{a,b}(\rho)).$$

The events $E_{a,b}$ are increasing in $b$, we can let $b$ tend to infinity and find

$$\mathbb{P}(E_{a,\infty}(\rho')) \geq \left( \frac{\rho}{5 \rho'} \right)^d \cdot \mathbb{P}(E_{a,\infty}(\rho)).$$

By the definition of $L$, for every $\rho < L$ and $a$ we have $\mathbb{P}(E_{a,\infty}(\rho)) = 1$. It follows that $\mathbb{P}(E_{a,\infty}(\rho')) \geq (L/5 \rho')^d$ for every $a$. Translating into the process $(X_n)$, and
using the fact that $E_{a,\infty}$ is decreasing in $a$, this gives
\[
\mathbb{P}(L \geq \rho') \geq \mathbb{P}\left( \lim_{a \to \infty} E_{a,\infty}(\rho') \right) = \lim_{a \to \infty} \mathbb{P}(E_{a,\infty}(\rho')) \geq \left( \frac{L}{5\rho'} \right)^d > 0.
\]

However, $L$ is constant, so for any $\rho'$ we have $L \geq \rho'$ a.s. Thus $L$ must be infinite. □

**Proof of Theorem 1** For $x \in [\Pi]$, let
\[ T_x := \sup\{t \geq 0 : x \in [\Pi_t]\} \]
be the time at which the balloon at $x$ pops. Consider the process $(X_n)_{n \in \mathbb{Z}^d}$ defined by
\[ X_n := \max\{T_x : x \in [\Pi] \cap (n + [0, 1]^d)\}, \]
and $X_n = 0$ if there are no points of $\Pi$ in $n + [0, 1]^d$. This is a translation-invariant process so that Theorem 4 gives that $\limsup_{\|n\| \to \infty} X_n / \|n\| \in \{0, \infty\}$ almost surely. Observe that
\[ \lim_{t \to \infty} \frac{t}{R_t} = \lim_{\|n\| \to \infty} \frac{X_n}{\|n\|}. \]

Indeed, if a balloon centered near $n$ grows to radius $X_n$, then at time $t = X_n - \varepsilon$ we have $\frac{t}{R_t} \geq \frac{X_n}{\|n\|} - \varepsilon'$, so that $\limsup_{t \to \infty} \frac{t}{R_t} \geq \limsup_{\|n\| \to \infty} \frac{X_n}{\|n\|}$. Conversely, if the closest active balloon at time $t$ is centered near $n$, then $R_t \geq \|n\| - \sqrt{d}$ and $X_n \geq t$, so that $\limsup_{t \to \infty} \frac{t}{R_t} \leq \limsup_{\|n\| \to \infty} \frac{X_n}{\|n\|}$, where we used that $\|n\| \to \infty$ as $t \to \infty$ since $R_t \to \infty$ (Lemma 10). Thus, $\limsup_{t \to \infty} \frac{t}{R_t} \in \{0, \infty\}$ almost surely. Recalling (1), which states that $\liminf_{t \to \infty} \frac{R_t}{t} \leq 2$, we conclude that $\liminf_{t \to \infty} \frac{R_t}{t} = 0$ almost surely, and hence the Poisson balloon process in $\mathbb{R}^d$ is recurrent. □

**Remark 12** Our proof of Theorem 1 is soft and generalizes in several directions. The underlying space $\mathbb{R}^d$ can be generalized to any reasonable metric measure space with a volume doubling property and sufficient symmetry so that one can define an ergodic action (this is needed in order to extend Theorem 4). The Poisson process can also be replaced by any ergodic point process that is insertion and deletion tolerant, which is almost surely non-equidistant and has no descending chains.

For example, Theorem 1 holds for the balloon process started from the point process obtained by doing a Bernoulli site percolation (with some success probability $p \in (0, 1)$) on the lattice points $\mathbb{Z}^d \subset \mathbb{R}^d$ and then perturbing the vertices in space. While this point process does not have the full form of insertion tolerance, it does have deletion tolerance, and the proof of Lemma 10 can be made to work if we can insert a point near the origin after deleting some points.

Curiously, we do not know how to establish recurrence of the balloon process on a perturbation of $\mathbb{Z}^d$ without percolation (i.e. for $p = 1$); see Problem 24.
3 Well-separated sets in regular trees as factors of i.i.d.

A key idea in the analysis of the Poisson balloon process in regular trees and in the hyperbolic plane is the study of well-separated point processes which are factors of i.i.d. processes. In this section we give some new bounds on the density of such processes.

Let $G = (V, E)$ be a graph. A point process on $G$ corresponds naturally to its indicator function $x \in \{0, 1\}^V$. A configuration $x \in \{0, 1\}^V$ is called $t$-separated if no two points of the process are within distance $t$ of each other. Equivalently, if $x_u x_v = 0$ unless $d(u, v) > t$ with $d(\cdot, \cdot)$ denoting graph distance. Note that 1-separated configurations can be identified with independent sets.

Let $X = \{X_v\}_{v \in V}$ be a process and let $\Gamma \subset \text{Aut}(G)$ be a subgroup of the automorphism group of $G$. For $\gamma \in \Gamma$, let $\gamma X$ denote the shifted process $\{X_{\gamma^{-1}(v)}\}_{v \in V}$. Recall that $X$ is a $\Gamma$-factor of an i.i.d. process if there exists a collection of i.i.d. variables $Y = \{Y_v\}_{v \in V}$ and a measurable function $\varphi$ such that $\varphi(Y) = X$ and $\varphi$ is $\Gamma$-equivariant, i.e., for every $\gamma \in \Gamma$, $\gamma \varphi(Y) = \varphi(\gamma Y)$ almost surely. Note that if $\Gamma$ acts transitively on $G$, then the distribution of $X_v$ does not depend on $v$.

Let $d \geq 3$ and consider the infinite $d$-regular tree $T_d$. We consider random point processes $X$ on $T_d$ which are factors of i.i.d. processes and which are almost surely $t$-separated. The factors we consider are not necessarily equivariant with respect to all automorphisms of $T_d$, but perhaps rather only with respect to a given subgroup $\Gamma$ of $\text{Aut}(T_d)$ which acts transitively on $T_d$. For a transitive subgroup $\Gamma$, define

$$\alpha_{d, t}(\Gamma) := \sup \{\mathbb{P}(X_v = 1) : (X_v)_{v \in T_d} \text{ is } t\text{-separated and a } \Gamma\text{-equivariant factor of i.i.d.}\}.$$  

Define also

$$\alpha_{d, t} := \sup \{\alpha_{d, t}(\Gamma) : \Gamma \text{ is a transitive subgroup of } \text{Aut}(T_d)\}.$$  

Consider an automorphism-invariant $t$-separated process $(X_v)_{v \in T_d}$. Each $v$ with $X_v = 1$ is the center of a ball of radius $t/2$, and these balls are disjoint. It follows by an easy mass transport argument that for such a process $\mathbb{P}(X_v = 1) \leq |B(x, t/2)|^{-1} \sim C(d - 1)^{-t/2}$. (With a slight variation depending on the parity of $t$.) The next result gives an improvement on this simple bound.

**Theorem 13** For any $d \geq 3$ and $t \geq 1$, we have

$$\alpha_{d, t} \leq \frac{2t \log(d - 1)}{(d - 1)^t}.$$  

This type of bound goes back to Bollobás [2], who proved an analogous upper bound for the density of the largest independent set (i.e., for $t = 1$) in the $d$-regular configuration model. That result can easily be translated to the infinite $d$-regular tree.
to yield

\[ \alpha_{d,1}(\text{Aut}(\mathbb{T}_d)) \leq \frac{2\log d}{d}. \]  

(2)

Indeed, for this, one exploits the well-known facts that the \(d\)-regular configuration model locally converges to the \(d\)-regular tree and that a factor of i.i.d. can be approximated by a block factor (which gives a local algorithm). The latter approximation is a consequence of measurability of the factor map. A sharpening of the upper bound (2) for large \(d\) was obtained by Rahman and Virag [7] who removed the factor 2 asymptotically as \(d \to \infty\). A corresponding lower bound follows from a construction due to Lauer and Wormald [5], so that

\[ \alpha_{d,1}(\text{Aut}(\mathbb{T}_d)) = \frac{\log d}{d}(1 + o(1)). \]

Theorem 13 extends (2) in two directions: First, it applies to separation distance \(t\) larger than 1. Secondly, it relaxes the equivariance requirement from the full automorphism group \(\text{Aut}(\mathbb{T}_d)\) to any transitive subgroup \(\Gamma\). Our strategy of proof is based on a similar approach to the one in [2] leading to (2). The extension to \(t > 1\) requires a more complex computation, but is otherwise rather straightforward. Allowing for an arbitrary transitive group \(\Gamma\) takes a more substantial modification. We consider the following variation of the configuration model. Start with \(n\) vertices, where \(n\) is assumed to be even. On these, take a disjoint union of \(d\) independent perfect matchings. We color the edges by assigning the edges of the \(i\)th matching color \(i\). This yields a random (possibly disconnected) \(d\)-regular graph \(G_{n,d}^*\) on \(n\) vertices (with no self-loops, but possibly with multiple edges; indeed, the number of double edges is roughly Poisson with mean \(d(d - 1)/2\) as \(n \to \infty\), in which the edges are colored with colors in \(\{1, \ldots, d\}\) and the \(d\) edges incident to any vertex have distinct colors. Let \(\mathbb{T}_d^*\) be the edge-colored version of \(\mathbb{T}_d\), in which the \(d\) edges incident to any vertex have distinct colors in \(\{1, \ldots, d\}\).

**Proposition 14** Fix \(d \geq 3\). Then \(G_{n,d}^*\) converges locally to \(\mathbb{T}_d^*\) as \(n \to \infty\).

The above convergence holds in local, marked topology, which roughly means that for any \(r \geq 1\) and most vertices \(v\), the ball of radius \(r\) around \(v\) isomorphic to the ball of radius \(r\) in \(\mathbb{T}_d^*\) (viewed up to a rooted isomorphism preserving the edge colors). See e.g. [1] for a precise definition.

**Proof of Proposition 14** This is standard, so we only provide a brief sketch. We can explore the ball of radius \(r\) around a vertex \(v\) in \(G_{n,d}^*\) by finding the match of all the half edges incident to \(v\), then match of all it’s neighbours and so on, and continue this for \(r\) steps. If at some step of this exploration process we have already seen \(k\) vertices, then as we explore an edge of one of the matchings, we connect to a new vertex with probability at least \(1 - k/n\). We conclude that for \(d, r\) fixed and as \(n \to \infty\), with high probability a new vertex is discovered in all such steps until the ball of radius \(r\) is explored. This is what is needed to ensure that the ball is a tree. \(\square\)
Proposition 15  Fix $d \geq 3$ and $t \geq 1$. Then the largest $t$-separated set in $G_{n,d}^*$ has size at most

$$\frac{2t \log (d - 1)}{(d - 1)^t} \cdot n + o(n)$$

with probability converging to 1 as $n \to \infty$.

Before proving Proposition 15, let us show how these two propositions imply the theorem.

Proof of Theorem 13  Let $\Gamma$ be a transitive group of automorphisms of $\mathbb{T}_d$, and let $X$ be a $t$-separated set in $\mathbb{T}_d$ which is a $\Gamma$-factor of an i.i.d. process $Y$. For fixed $r \geq 0$, denote

$$Z_v = \mathbb{E}[X_v \mid (Y_u)_{u \in B(v,r)}].$$

By Levy’s 0-1 law, since $X_v \in \{0, 1\}$ is a factor of $Y$ we have $Z_v \to X_v$ as $r \to \infty$ almost surely. Define a process $X'$ by

$$X'_v := 1_{\{Z_v > 0.5 \text{ and } Z_w \leq 0.5 \text{ for all } w \in B(v,r)\}}.$$

Then $X'$ is a block factor of $Y$ with radius $r + t$ (meaning that there is a $\Gamma$-equivariant map $\varphi$ such that $\varphi(Y) = X'$ and $\varphi(Y)$ at a vertex $v$ depends only on the value of $Y$ in a ball of radius $r + t$ around $v$ almost surely for any $v$). Moreover $X'$ is $t$-separated, and $X'_v \to X_v$ almost surely as $r \to \infty$. In particular, $\mathbb{P}(X'_v = 1) \to \mathbb{P}(X_v = 1)$ as $r \to \infty$. Thus it suffices to prove the stated bound for $\mathbb{P}(X'_v = 1)$.

Fix a vertex $\rho \in \mathbb{T}_d^*$, let $B$ be the ball of radius $r' = r + t$ around $\rho$ in $\mathbb{T}_d^*$ (seen as an edge colored graph, rooted at $\rho$), and let $B$ be its vertex set. Suppose that $Y$ takes values in $S$ and let $\varphi : S^B \to \{0, 1\}$ be measurable and such that $X'_{\rho} = \varphi(Y_{\rho})$ almost surely. In fact, we may also require that $\varphi$ has some form of invariance related to $\Gamma$, but we will not need this. Consider the random graph $G_{n,d}^*$ and let $B_u^*$ be the rooted colored subgraph induced by the ball of radius $r'$ around $u$ (and rooted at $u$). Let $B_u^*$ be the vertex set of $B_u^*$. Let $Y^*$ be an independent random field on the vertices of $G_{n,d}^*$, consisting of independent copies of $Y_{\rho}$. Define another random field $X^*$ on the vertices of $G_{n,d}^*$ by

$$X_u^* = \begin{cases} 
\varphi(Y_{\rho}|B_u^*) & \text{if } B_u^* \text{ and } B \text{ are isomorphic as rooted colored graphs} \\
0 & \text{otherwise}
\end{cases}.$$

Note that when $B_u^*$ and $B$ are isomorphic as rooted colored graphs, there is a unique isomorphism (since each “internal” vertex has exactly one incident edge of each of the $d$ colors), and so there is a unique way to interpret $Y_{\rho}|B_u^*$ as an element of $S^B$. This ensures that $X^*$ is well defined. Observe that $X^*$ is almost surely $t$-separated and $\mathbb{P}(X_u^* = 1)$ does not depend on $u$. Thus, Proposition 15 implies that

$$\mathbb{P}(X_u^* = 1) \leq \frac{2t \log (d - 1)}{(d - 1)^t} + o(1), \quad \text{as } n \to \infty.$$
Since Proposition 14 implies that $B_u^*$ and $B$ are isomorphic as rooted colored graphs with high probability as $n \to \infty$, we conclude that

$$\mathbb{P}(X'_\rho = 1) \leq \frac{2t \log(d-1)}{(d-1)^t - 1}.$$ 

This completes the proof. \qed

### 3.1 Proof of Proposition 15

Our proof follows the fundamental method used by Bollobás [2] for the case $t = 1$: We bound the probability that a fixed set of size $\alpha n$ is $t$-separated in $G^*_{n,d}$, and then conclude by a union bound that $t$-separated sets of this size typically do not exist for

$$\alpha := \frac{2t \log(d-1)}{(d-1)^t}.$$ 

Denote the number of perfect matching of $n$ elements for even $n$ (i.e., partitions of $n$ elements into unordered pairs) by

$$N = N(n) := \frac{n!}{2^{n/2}(n/2)!}.$$ 

Thus $G^*_{n,d}$ is uniformly chosen among $N^d$ possible edge colored graphs. Roughly speaking, we estimate the probability that a given set $I$ of size $k = \alpha n$ is $t$-separated and then union bound over $I$. We consider separately the cases when the separation distance $t$ is even or odd. Of course, one can obtain a weaker bound for the case $t = 2s + 1$ from the case $t = 2s$. Nevertheless, we provide a proof of the tighter bound in both cases as it maybe of independent interest.

Before starting, let us introduce some notation. As noted, we will be looking at sets $I$ of size $\alpha n$. The volume of a ball of radius $i$ in the $d$-regular tree $T_d$ and the number of vertices on its (internal) boundary are denoted by

$$b_i := \frac{d(d-1)^i - 2}{d-2}, \quad \partial b_i := b_i - b_{i-1} = d(d-1)^{i-1}.$$ 

We also define

$$\alpha_i := \alpha b_i = \alpha \frac{d(d-1)^i - 2}{d-2}, \quad \beta_i := \alpha \partial b_{i+1} = \alpha d(d-1)^i, \quad \gamma := 2\alpha \frac{(d-1)^i - 1}{d-2}.$$ 

**Even separation distance.** Fix an even $t = 2s$. Let $B_v$ denote the ball of radius $s$ around $v$ in $G^*_{n,d}$, and let $\mathcal{E}(I)$ be the event that $I$ is $t$-separated, and that for each $v \in I$ the ball of radius $s$ around $v$ in $G^*_{n,d}$ is a tree.
Claim 16 With the above notation,
\[ P(\mathcal{E}(I)) \propto \left[ (1 - \alpha)^{(1 - \alpha)} (1 - \alpha_s) (1 - \gamma)^{d(1 - \gamma)/2} \right]^n, \]
where the constants implicit in \( \propto \) depend only on \( \alpha \) and \( d \).

Proof Note that \( I \) is \( t \)-separated exactly when the balls \( (B_v)_{v \in I} \) are pairwise disjoint. Let \( I_k \) be the set of vertices at distance \( k \) from \( I \), so that \( I_0 = I \). Observe that \( \mathcal{E}(I) \) occurs exactly when all of the following hold:

- Each of the \( kd \) half-edges incident to \( I_0 = I \) are matched to half-edges belonging to \( kd \) distinct vertices (which form \( I_1 \)), disjoint from \( I \).
- Inductively, for every \( 1 \leq i \leq s - 1 \), each of the \( kd(d - 1)^i \) half-edges incident to \( I_i \) but not to \( I_{i-1} \) are matched to half-edges belonging to \( kd(d - 1)^i \) distinct vertices \( I_{i+1} \), disjoint from \( I_0 \cup \cdots \cup I_i \).

It follows (writing \( (m)_j \) for \( m!/(m-j)! \)) that
\[ P(\mathcal{E}(I)) \propto \prod_{i=0}^{s-1} \binom{n - k d(d-1)^i - 2}{d-2}^{kd(d-1)^i} \cdot \frac{N \left( n - 2k \frac{(d-1)^i-1}{d-2} \right)^d}{N(n)^d}. \]

The above expression can be easily proved by induction. To explain the product term, suppose we have already obtained the ball of radius \( i \) in all of the \( k \) components for \( i \geq 0 \). To build the \( (i+1) \)th layer, we need to match \( k \partial b_{i+1} \) many half-edges with same-colored half-edges from \( n - kb_i \) many vertices. Also, this needs to be done in such a way that the \( k \partial b_{i+1} \) chosen vertices are distinct. The number of ways to do this is \( (n - kb_i) \cdot \partial b_{i+1} \). We now take a product over these terms from \( i = 0 \) to \( s - 1 \).

The remaining term in the numerator counts all the possible ways to extend the previous construction to a full matching. Indeed, it is easy to see by induction on \( i \) that for each \( 1 \leq m \leq d \) and \( v \in I \), the number of edges of color \( m \) joining a vertex at distance \( i \) to a vertex at distance \( i + 1 \) from \( v \) is the same for every \( m \) and \( v \), namely,
\[ \frac{1}{d} \partial b_{i+1} = (d - 1)^i. \]

Therefore the number of half-edges of color \( m \) used up is
\[ 2k \sum_{i=0}^{s-1} (d - 1)^i = 2k \frac{(d - 1)s - 1}{d - 2}. \]

Counting the number of matchings of all the remaining half-edges gives the desired expression.

In terms of \( \alpha_i, \beta, \gamma \) defined above, this becomes
\[ P(\mathcal{E}(I)) \propto \prod_{i=0}^{s-1} (n(1 - \alpha_i))^{\beta_i n} \cdot \frac{N(n(1 - \gamma))^d}{N(n)^d}. \]
Using Sterling’s formula we get that

\[ (n(1 - \alpha_i))^{\beta_i n} \times \left( \frac{n}{e} \right)^{\beta_i n} (1 - \alpha_i)^{n(1 - \alpha_i)} (1 - \alpha_i - \beta_i)^{-n(1 - \alpha_i - \beta_i)} \]

and

\[ \frac{N(n(1 - \gamma))}{N(n)} \asymp \left( \frac{e}{n} \right)^{n/2} (1 - \gamma)^{n(1 - \gamma)/2}. \]

Noting that \( \beta_i = \alpha_{i+1} - \alpha_i \) and \( \alpha_s - \alpha_0 = \frac{d}{2} \gamma \), we get the claimed asymptotics

\[ \mathbb{P}(E(I)) \asymp \left[ (1 - \alpha)^{(1 - \alpha)} (1 - \alpha_s)^{-(1 - \alpha_s)} (1 - \gamma)^{d(1 - \gamma)/2} \right]^n. \]

\[ \square \]

**Proof of Proposition 15 for \( t \) even**

Denote

\[ p(\alpha) := -\log[(1 - \alpha)^{(1 - \alpha)} (1 - \alpha_s)^{-(1 - \alpha_s)} (1 - \gamma)^{d(1 - \gamma)/2}] \]

so that \( \mathbb{P}(E(I)) \asymp e^{-np(\alpha)} \). The number of sets \( I \) to consider is

\[ \binom{n}{\alpha n} \leq e^{H(\alpha)n}, \]

where \( H(\alpha) := -\alpha \log(\alpha) - (1 - \alpha) \log(1 - \alpha) \). (To see the inequality, note that \( e^{-H(\alpha)n} \binom{n}{\alpha n} \) is one of the terms in the binomial expansion of \( 1 = (\alpha + (1 - \alpha))^n \).) By a union bound over the choices for \( I \) of size \( \alpha n \), the probability that \( E(I) \) occurs for some such \( I \) is at most \( C e^{(H(\alpha) - p(\alpha))n} \). By Markov’s inequality (recalling also that \( E_v \) is the event that the ball around \( v \) is a tree),

\[ \mathbb{P}(\text{there exists a } t\text{-separated set of size } \alpha n + m) \leq \frac{\mathbb{P}(E_v^n)n}{m} + e^{(H(\alpha) - p(\alpha))n}. \]

Indeed, if there exists a \( t\)-separated set of size \( \alpha n + m \), then either it contains more than \( m \) vertices \( v \) for which \( E_v \) does not occur, or else it contains a subset \( I \) of size \( \alpha n \) for which \( E(I) \) occurs. It remains to check that \( p(\alpha) < H(\alpha) \). Given that, set \( m = \sqrt{\mathbb{P}(E_v^n)n} = o(n) \). Since \( E_v \) occurs with probability tending to 1 as \( n \to \infty \), it follows that the largest \( t\)-separated set has size at most \( \alpha n + o(n) \) with probability tending to 1.

Thus it remains to show that \( p(\alpha) > H(\alpha) \), which is nothing more than a tricky algebra problem. This is equivalent to

\[ \frac{d}{2} (1 - \gamma) \log(1 - \gamma) < (1 - \alpha_s) \log(1 - \alpha_s) + \alpha \log \alpha. \]
We have the Taylor series \((1 - x) \log(1 - x) = -x + \sum_{i=2}^{\infty} x^i / (i^2 - i)\). Using this and recalling that \(\alpha_s - \frac{d}{2} \gamma = \alpha\), we arrive at the equivalent inequality
\[
\alpha(1 - \log \alpha) < \sum_{i=2}^{\infty} \frac{\alpha_s^i - \frac{d}{2} \gamma^i}{i^2 - i}.
\]

Using that \(\alpha_s \geq \frac{d}{2} \gamma\), it easily follows that each term on the right-hand side is non-negative. Thus, discarding all terms other than \(i = 2\), we see that it suffices to show that
\[
\alpha_s^2 - \frac{d}{2} \gamma^2 > 2 \alpha(1 - \log \alpha).
\]

Plugging in the definitions of \(\alpha_s\) and \(\gamma\), and simplifying, we get the equivalent inequality
\[
\frac{d(d - 1)^{2s} - 2}{d - 2} > \frac{2}{\alpha}(1 - \log \alpha).
\]

Noting that the left hand side is at least \((d - 1)^{2s}\) (since \(\frac{d_x - 2}{d - 2} \geq x\) if and only if \(x \geq 1\)), we get the sufficient inequality
\[
(d - 1)^{2s} \geq 2 \alpha (1 - \log \alpha).
\]

This is indeed satisfied by (and explains) our choice of \(\alpha = \frac{4s \log(d-1)}{(d-1)^{2s}}\). \(\square\)

**Odd separation distance.** The odd case is very similar to the even case, with a few minor differences that we shall emphasize. Suppose that \(t = 2s - 1\) is odd. As before, let \(B_v\) denote the ball of radius \(s\) around \(v\) in \(G_{n,d}^*\). Then \(I\) is \(t\)-separated exactly when the edge sets of \((B_v)_{v \in I}\) are pairwise disjoint, but in contrast to the even case it is allowed for boundary vertices to overlap. Let \(E_v\) be the event that \(B_v\) is a tree, and let \(E(I)\) be the event that \(I\) is \(t\)-separated and \(E_v\) occurs for all \(v \in I\).

**Claim 17** With the above notations, \(\mathbb{P}(E(I)) \asymp e^{-p(\alpha)n}\), where
\[
e^{-p(\alpha)} := (1 - \alpha)^{(1 - \alpha)}(1 - \alpha_{s-1})(d-1)(1-\alpha_{s-1})(1-\gamma)^{-d(1-\gamma)/2}.
\]

**Proof** Observe that \(E(I)\) occurs exactly when all of the following hold:

- If \(s > 1\), then for every \(0 \leq i \leq s - 2\), each of the \(kd(d - 1)^i\) half-edges incident to \(I_i\) but not to \(I_0 \cup \cdots \cup I_{i-1}\) are matched to half-edges belonging to \(kd(d - 1)^i\) distinct vertices \(I_{i+1}\), disjoint from \(I_0 \cup \cdots \cup I_i\) (where \(I_0 := I\)).

- Each of the \(kd(d - 1)^{s-1}\) half-edges incident to \(I_{s-1}\) but not to \(I_0 \cup \cdots \cup I_{s-2}\) are matched to half-edges belonging to some set of vertices \(I_s\), disjoint from \(I_0 \cup \cdots \cup I_{s-1}\). Here, \(I_s\) might have size smaller than \(kd(d - 1)^{s-1}\), as any vertex in \(I_s\) can be used several times, namely, once for each color.

\(\square\) Springer
It follows (with \(\alpha_i, \beta_i\) and \(\gamma\) defined as before) that
\[
\mathbb{P}(E(I)) = \prod_{i=0}^{s-2} (n(1 - \alpha_i))^{\beta_i n} \cdot \left(n(1 - \alpha_{s-1})\right)^{\beta_{s-1} n/d} \cdot \frac{N(n(1 - \gamma))^d}{N(n)^d}.
\]

Using Sterling’s formula and that \(\alpha_{s-1} + \frac{1}{d} \beta_{s-1} = \gamma\), we get the claimed probability. \(\square\)

**Proof of Proposition 15 for \(t\) odd**

As before, it suffices to show that \(p(\alpha) > H(\alpha)\). This is equivalent to
\[(d - 1)(1 - \alpha_{s-1}) \log(1 - \alpha_{s-1}) < \frac{d}{2} (1 - \gamma) \log(1 - \gamma) + \alpha \log \alpha.
\]

Using the same Taylor expansion and using that \(\frac{d}{2} \gamma - (d - 1)\alpha_{s-1} = \alpha\), we arrive at the equivalent inequality
\[
\sum_{i=2}^{\infty} \frac{\frac{d}{2} \gamma^i - (d - 1)\alpha_{s-1}^i}{i^2 - i} > \alpha(1 - \log \alpha).
\]

Noting that all terms in the sum are non-negative, it suffices that
\[
\frac{d}{2} \gamma^2 - (d - 1)\alpha_{s-1}^2 > 2\alpha(1 - \log \alpha).
\]

Plugging in the definitions of \(\alpha_{s-1}\) and \(\gamma\), we get
\[
\frac{d(d - 1)^2 s - 2}{d - 2} > \frac{2}{\alpha (1 + \log \frac{1}{\alpha})},
\]

which holds for \(\alpha = \frac{2(2s - 1) \log(d - 1)}{(d - 1)^{2s - 1}}\). \(\square\)

**4 Balloons on trees**

In this section, we prove Theorem 3. Recall from (1) that \(\lim \inf_{t \to \infty} R_t / t \leq 2\) almost surely. Our goal is thus to show the opposite inequality. We in fact show that, almost surely,
\[R_t \geq 2t - O(\log t) \quad \text{as} \ t \to \infty.
\]

We identify the discrete tree \(T_d\) with the vertices of the continuous space \(T_d\). Given a collection of points \(P\) in \(T_d\), let \(\pi(P)\) denote their projection to \(T_d\). Specifically, \(x \in \pi(P)\) if and only if \(P\) contains a point at distance less than \(1/2\) from \(x\). (For concreteness we discard points lying precisely in the middle of an edge, though this is not very important.) Observe that for any \(t \geq 1/2\), \(\pi([\Pi_I])\) is almost surely \((2t - 1)\)-separated in \(T_d\). Since the Poisson process is invariant under \(\text{Aut}(T_d)\), \(\pi([\Pi_I])\) is an
A tale of two balloons

Aut($\mathbb{T}_d$)-equivariant factor of an i.i.d. process on $\mathbb{T}_d$. Indeed, on each vertex of $\mathbb{T}_d$, we attach $d$ (ordered collection) of i.i.d. Poisson processes on the interval $[0, 1/2)$ and a Uniform$[0, 1]$ random variable independent of everything else. The latter creates an ordering of the half-edges incident to a vertex, to which we assign the $d$ Poisson processes in order. We can run the balloon process to describe $\pi([\Pi_t])$. Clearly, this is an equivariant function of these i.i.d. variables.

Therefore, Theorem 13 implies that

$$\mathbb{P}(\pi([\Pi_t])_v = 1) \leq C_d t (d - 1)^{-2t}$$

(we use the obvious bound $\alpha_{d,t}(\text{Aut}(\mathbb{T}_d)) \leq \alpha_{d,t}$ here). Since the ball volumes grow like $(d - 1)^s$ as $s \to \infty$, we have that for any positive integer $s$,

$$\mathbb{P}(R_t \leq s) \leq C'_d t (d - 1)^{s-2t}.$$ 

Taking $s(t) := 2t - \frac{3 \log t}{\log(d-1)}$, we get that

$$\mathbb{P}(R_t \leq s(t)) \leq C'_d t^{-2}.$$ 

By Borel-Cantelli, we have that, almost surely,

$$R_n > s(n) \quad \text{for all large enough integer } n.$$ 

Since $R_t$ is increasing, we may interpolate between integers. Thus, almost surely,

$$\limsup_{t \to \infty} \frac{2t - R_t}{\log t} \leq \frac{3}{\log(d-1)}.$$ 

5 Balloons in the hyperbolic plane

In this section, we prove Theorem 2. Throughout this section, our measured metric space is the hyperbolic plane $\mathbb{H}$ with measure $\mu$ and metric $\rho$. Recall from (1) that $\liminf_{t \to \infty} R_t/t \leq 2$ almost surely. On the other hand, the analogue of Lemma 11 does not lead to an analogue of Theorem 4 because of the lack of volume doubling property. Indeed, Theorem 2 states that $\liminf_{t \to \infty} R_t/t$ is almost surely strictly positive, so the analogue of Theorem 4 simply fails for the hyperbolic plane.

The proof of the lower bound on $\liminf_{t \to \infty} R_t/t$ is morally similar to that in Sect. 4 for a tree. For the continuous tree, we divided $\mathbb{T}_d$ into “fundamental domains” which were balls of radius $1/2$ around the vertices of the tree. Here we divide the hyperbolic plane into fundamental domains which are the ideal triangles dual to some embedding of a 3-regular tree $\mathbb{T}_3$ in $\mathbb{H}$. We embed the tree in such a way that the group of isometries of $\mathbb{H}$ that preserve $\mathbb{T}_3$ acts transitively on $\mathbb{T}_3$.

Let us define the tessellation more carefully (see Fig. 2). We shall use the Poincaré disc model of the hyperbolic plane (with constant curvature $-1$). Start with an ideal
triangle with corners at 1, $e^{i \frac{2\pi}{3}}$ and $e^{i \frac{4\pi}{3}}$. Iteratively reflect along the edges to obtain the tessellation. The iterative images of the origin under this mapping will define the vertices of the embedding of the 3-regular tree. This defines a proper embedding of the 3-regular tree $T_3$ in $H$.

Let $\Gamma'$ be the group of isometries of $H$ that preserve $T_3$ (embedded in $H$ as above), and let $\Gamma$ consist of the restrictions of these isometries to $T_3$. Observe that $\Gamma$ is a transitive subgroup of $\text{Aut}(T_3)$, which is smaller than the full automorphism group of $T_3$ (e.g., it is countable). The choice of $\Gamma'$ makes it obvious that the Poisson balloon process is invariant under the action of $\Gamma'$, and hence that its projection to $T_3$ is invariant to the action of $\Gamma$.

A significant difference between the situation in the hyperbolic plane and a regular tree is that the fundamental domains here have infinite diameter (whereas they were bounded in the tree case). A second difference is that $\Gamma$ is not the full automorphism group of $T_3$. This will not be a problem given what we have shown in Sect. 3 (we allowed the factors there to be not completely invariant).

Let $p : H \rightarrow T_3$ be the projection that maps a point $x \in H$ to the a nearest point in $T_3$ (breaking ties arbitrarily). For $v \in T_3$, let $\Delta_v$ be the ideal triangle dual to $v$ (i.e., $\Delta_v$ is the closure of $\pi^{-1}(v)$). As noted, the projection $p$ can heavily distort, as arbitrarily far away points may be mapped to neighboring vertices of the tree. We deal with this by truncating the triangles. For some $r > 0$ to be fixed shortly, split each triangle into a disjoint union $\Delta_v = \Delta'_v \cup K_v$, where

$$\Delta'_v = \{x \in \Delta_v : d_H(x, v) \leq r\}, \quad K_v = \{x \in \Delta_v : d_H(x, v) > r\}.$$ 

Thus $K_v$ consists of three caps near the cusps of $\Delta_v$ (see Fig. 2). Since the hyperbolic area (denoted $\mu$) of each triangle is $\pi$, we fix $r$ so that $\mu(\Delta'_v) = \mu(K_v) = \pi/2$ (this choice is fairly arbitrary). The main geometric step is that restricted to the $\Delta'_v$ the projection has bounded distortion:

![Fig. 2 The embedding of the 3-regular tree in the hyperbolic plane](image-url)
Lemma 18 With the above construction, for any \( x, y \in \bigcup \Delta'_v \) we have

\[
\rho(x, y) \leq a \cdot d_{T_3}(\pi(x), \pi(y)) + c,
\]

where \( a = 2 \log \frac{1 + \sqrt{5}}{2} \) and \( c = 2r + \log 3 - 2 \log \frac{1 + \sqrt{5}}{2} \).

**Proof** Consider an ideal triangle in \( \mathbb{H} \) with center at \( u \). Let \( z, z', z'' \) be the projection of \( u \) onto its three edges. A straightforward calculation (which we omit) yields that

\[
\rho(u, z) = \frac{1}{2} \log 3, \quad \rho(z, z') = a := 2 \log \frac{1 + \sqrt{5}}{2}.
\]

Suppose now that \( d_{T_3}(\pi(x), \pi(y)) = \ell \), and let \( z_1, \ldots, z_\ell \) be the midpoints of the edges on the path (as embedded in \( \mathbb{H} \)). We have that \( \rho(x, z_1) \leq r + \rho(\pi(x), z_1) = r + \frac{1}{2} \log 3 \), and the same bounds holds for \( \rho(y, z_\ell) \). Since \( \rho(z_i, z_{i+1}) = a \), the triangle inequality gives

\[
\rho(x, y) \leq 2r + \log 3 + (\ell - 1)a,
\]

which is the claimed bound.  \( \square \)

**Remark 19** The additive constant \( c \) in (3) is not significant later on. The multiplicative constant \( a \) is the best possible. Indeed, if the path in the tree is a zig-zag path that alternates left and right turns, then the points \( z_i \) are all on a hyperbolic geodesic, and thus \( \rho(z_1, z_\ell) = (\ell - 1)a \).

**Proof of Theorem 2** Recall that \( \Pi_t \) is the counting measure for the set of centers still active at time \( t \). Let \( \lambda_t \) denote the intensity of \( \Pi_t \), which, by the invariance of the balloon process to isometries of \( \mathbb{H} \), is defined by

\[
\lambda_t := \frac{\mathbb{E} \Pi_t(A)}{\mu(A)},
\]

where \( A \) is any subset of \( \mathbb{H} \) with finite positive area. (This is because \( A \mapsto \mathbb{E} \Pi_t(A) \) is an invariant measure, and any such measure is a constant multiple of the hyperbolic measure.) Our first goal is to bound \( \lambda_t = \frac{2}{\pi} \mathbb{E} \Pi_t(\Delta'_v) \).

Suppose that \( t \) is large, and let \( \Pi'_t \) denote the restriction of \( \Pi_t \) to \( \bigcup_v \Delta'_v \). Note that, almost surely, any two points in \( \Pi'_t \) are at distance greater than \( 2r \) in \( \mathbb{H} \) (since this is true for \( \Pi_t \)). For \( t > 2r \) it follows that \( \Pi'_t \) contains at most one point in each truncated triangle \( \Delta'_v \) (since \( \Delta'_v \) has diameter \( 2r \)). Let \( p(\Pi'_t) \subset T_3 \) denote the projection of \( \Pi'_t \). Lemma 18 implies that \( p(\Pi_t) \) is almost surely \( \frac{2(t-c)}{a} \)-separated in \( T_3 \), with \( a \) and \( c \) from the lemma. Observe also that \( p(\Pi'_t) \) is a \( \Gamma \)-factor of an i.i.d. process on \( T_3 \) (this is analogous to the case of the tree in Sect. 4). Thus, Theorem 13 applied for \( \frac{2(t-c)}{a} \)-separated processes on \( T_3 \) implies that

\[
\mathbb{E} \Pi_t(\Delta'_v) = \mathbb{E} p(\Pi'_t)_v \leq \frac{4(t-c)}{a} \log 2 \cdot 2^{-2(t-c)/a}.
\]
We conclude that

$$\lambda_t \leq \frac{8t \log 2}{\pi a} \cdot 2^{-2(t-c)/a} = C t 4^{-t/a}.$$  

Let $V(s) := 4\pi \sinh^2(s/2)$ denote the area of of a ball of radius $s$ in $\mathbb{H}$ (recall that the curvature is taken to be $-1$). By Markov’s inequality, using $V(s) \leq \pi e^s$, we see that

$$\mathbb{P}(R_t \leq s) = \mathbb{P}(\Pi_t(V(s)) \geq 1) \leq V(s) \lambda_t \leq C t e^s 4^{-t/a}.$$  

This is summable for $t \in \mathbb{N}$ if we take

$$s = s(t) = \frac{\log 4}{a} t - 3 \log t.$$  

Applying Borel–Cantelli, and interpolating using monotonicity for non-integer $t$ (as before), we conclude that

$$\lim \inf_{t \to \infty} \frac{R_t}{t} \geq \frac{\log 4}{a} \text{ almost surely.}$$  

Since $a = 2 \log \frac{1+\sqrt{5}}{2}$, we are done. $\square$

6 Open problems

**Problem 20** Give quantitative information about $R_t/t$ as $t \to \infty$ for the Poisson balloon process on the Euclidean space $\mathbb{R}^d$:

- Is $\lim \sup_{t \to \infty} \frac{R_t}{t}$ finite?
- Does $\frac{R_t}{t}$ converge in distribution as $t \to \infty$?
- Does the set $A_c := \{\log t : R_t \leq ct\} \cap [0, \infty)$ have a positive density (for fixed $c > 0$)?

**Problem 21** Does the rescaled point process $\{x : xt \in \Pi_t\}$ converge in distribution as $t \to \infty$?

**Problem 22** Give quantitative information about $R_t/t$ as $t \to \infty$ for the Poisson balloon process in the hyperbolic plane $\mathbb{H}$:

- What is $\lim \inf_{t \to \infty} \frac{R_t}{t}$? Does it depend on the curvature or intensity of the Poisson process? Is it always $2$?
- What is $\lim \sup_{t \to \infty} \frac{R_t}{t}$? Does it depend on the curvature/intensity? Is it always finite?
We mention that in any reasonable space (all one needs is that every balloon eventually pops), \( \limsup_{t \to \infty} \frac{R_t}{t} \geq 1 \) almost surely. In \( \mathbb{R}^d \), using our result on the liminf in Theorem 1, it is not hard to see that \( \limsup_{t \to \infty} \frac{R_t}{t} \geq 2 \) almost surely. Understanding \( \limsup_{t \to \infty} \frac{R_t}{t} \) on the regular tree \( T_d \) is also of interest.

**Problem 23** Prove that the Poisson balloon process on the \( d \)-dimensional hyperbolic space \( \mathbb{H}^d \) is transient.

**Problem 24** Consider the point process in \( \mathbb{R}^d \) obtained by independently perturbing (in some reasonable way) the points of the lattice \( \mathbb{Z}^d \). Show that the corresponding balloon process is recurrent.

**Problem 25** Consider a modified Poisson balloon process in \( \mathbb{R}^d \) or \( \mathbb{H}^d \) where each balloon has an independent random rate of growth chosen according to some distribution \( \nu \) on \( (0, \infty) \). When is this balloon process recurrent/transient (assuming it is well defined)?

In \( \mathbb{R}^d \), when \( \nu \) is supported in \( [a, b] \) for some \( 0 < a < b < \infty \), simple modifications of the arguments yield that this balloon process is well defined, that it is recurrent and that \( \liminf_{t \to \infty} \frac{R_t}{t} = 0 \) almost surely.
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