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Abstract—Background and Objective: For early breast cancer detection, regular screening with mammography imaging is recommended. Routine examinations result in datasets with a predominant amount of negative samples. The limited representativeness of positive cases can be problematic for learning Computer-Aided Diagnosis (CAD) systems. Collecting data from multiple institutions is a potential solution to mitigate this problem. Recently, federated learning has emerged as an effective tool for collaborative learning. In this setting, local models perform computation on their private data to update the global model. The order and the frequency of local updates influence the final global model. In the context of federated adversarial learning to improve multi-site breast cancer classification, we investigate the role of the order in which samples are locally presented to the optimizers.

Methods: We define a novel memory-aware curriculum learning method for the federated setting. We aim to improve the consistency of the local models penalizing inconsistent predictions, i.e., forgotten samples. Our curriculum controls the order of the training samples prioritizing those that are forgotten after the deployment of the global model. Our approach is combined with unsupervised domain adaptation to deal with domain shift while preserving data privacy.

Results: Two classification metrics: area under the receiver operating characteristic curve (ROC-AUC) and area under the curve for the precision-recall curve (PR-AUC) are used to evaluate the performance of the proposed method. Our method is evaluated with three clinical datasets from different vendors. An ablation study showed the improvement of each component of our method. The AUC and PR-AUC are improved on average by 5% and 6%, respectively, compared to the conventional federated setting.

Conclusions: We demonstrated the benefits of curriculum learning for the first time in a federated setting. Our results verified the effectiveness of the memory-aware curriculum federated learning for the multi-site breast cancer classification. Our code is publicly available at: https://github.com/amelai jimenez/curriculum-federated-learning.

Index Terms—curriculum learning, data scheduling, data sharing, domain adaptation, federated learning, malignancy classification, mammography

I. INTRODUCTION

Breast cancer is the most commonly occurring type of cancer worldwide for women [1]. Early detection and diagnosis of breast cancer is essential to decrease its associated mortality rate. The medical community recommends regular screening with X-ray mammography imaging for its early detection and follow-up. High-resolution images showing tissue details need to be analyzed to spot abnormalities and to provide a precise diagnosis. For instance, suspicious microcalcifications can be smaller than 0.5 mm [2], [3]. Despite high incidence (i.e., 12%) [1], the extensive breast cancer screening results predominantly in negative samples. The limited representativeness of positive cases can be problematic for learning-based Computer-Aided Diagnosis (CAD) systems. A potential solution to mitigate this problem and to increase the size of the annotated dataset is to employ data coming from multiple institutions. However, sharing medical information across (international) institutions is challenging in terms of privacy, technical and legal issues. Secure and privacy-preserving machine learning offers an opportunity to bring closer patient data protection and data usage for research and clinical routine purposes.

Federated Learning (FL) aims to train a machine learning algorithm across multiple decentralized nodes holding locally the data samples, i.e., without exchanging them. Training such a decentralized model in a FL setup presents three main challenges [4]: (i) system and statistical heterogeneity, (ii) data protection, and (iii) distributed optimization. We deal with the three challenges for breast cancer classification in the context of FL.

The first challenge concerns system and data heterogeneity. For the same imaging modality, different system vendors produce images following significantly different intensity profiles. To cope with such diversity, Zhao et al. [5] have proposed to create a small subset of data that is globally shared between all sites for image classification and speech recognition, and recent works [6], [7] have integrated Unsupervised Domain Adaptation (UDA) into the FL framework. UDA methods force the model to learn domain-agnostic features through adversarial learning [6] or a specific type of batch normalization [7]. In this work, we do not share image data between the sites and follow an UDA adversarial approach to handle domain shift.

To address the second challenge, data protection, cryptographic techniques [8] or differential privacy [9], [10] are employed. Differential privacy perturbs the parameters of each local model by purposely adding noise before uploading them.
Fig. 1: Left: Exemplary mammograms of benign and malignant cases. Right: pixel-intensity distributions of different sites.

II. RELATED WORK

A. Federated Learning

FL arises from the need of sharing sensitive medical data between different healthcare providers. FL has been mainly formulated in two ways: (i) differential privacy [9], [10], i.e., each site trains a local model with private data and only shares model parameters [13], and (ii) protecting the details of the data using cryptographic techniques [8], such as secure multi-party computation [14] and homomorphic encryption [15]. We focus on the differential privacy approach.

Only few FL works have been shown effective on medical images. For instance, for prediction of disease incidence, patient response to treatment, and other healthcare events [16]; for leveraging decentralized unlabeled data [17]; for Magnetic Resonance Imaging (MRI) harmonization across studies [18]. FL approaches have been leveraged for applications such as brain tumor segmentation [19]–[21]; survival prediction on histopathology whole slide images [22]; and lately for classification [23]–[27], [28]. To the best of our knowledge there is only one prior FL work in the context of breast imaging [29] dealing with the problem of density classification. Different to Roth et al. [29] we address the more challenging malignancy classification task, which requires dealing with higher resolution images classification as input. We also integrate in our model a solution for the domain shift problem, while proposing a new optimization strategy to update the local and global models’ weights.

B. Domain Adaptation

Deep learning methods assume that samples from the training (source) and testing (target) set are IID data. However, this statement does not always hold. When the data distribution from the source and target domains is related but different, there is a domain shift. Domain Adaptation (DA) aims to remove such shifts by transferring the learned representation from a source to a target domain. When target labels are unavailable during the training phase, UDA techniques are employed. One of the UDA strategies is to learn a domain-invariant feature extractor, which aligns the feature distribution of the target domain to that of the source by: (i) minimizing a distance of domain discrepancy [30], (ii) revisiting batch normalization layers [31], or (iii) through adversarial learning [32].

Despite less annotation requirements, the above UDA approaches need access to both source and target data [33], [34]. However, in the federated setting, data is stored locally and cannot be shared. Recently, federated batch normalization [7] and federated adversarial domain adaptation [6], [35] have been proposed to deal with DA under the privacy-preserving requirement. The work by Li et al. [7] focus on
mitigating feature shift, i.e., the deviation in feature space, using batch normalization before averaging the local models. In contrast, Peng et al. [6] train in an adversarial manner a feature extractor and a domain discriminator to learn a domain-invariant representation and alleviate domain shift. The latter has been applied to functional MRI (f-MRI) on 1-D signal data using a multi-layer perceptron [25]. We extend this approach to deal with high-resolution images and to interact with our proposed CL method.

C. Curriculum Learning

CL [11] is inspired in the starting small concept from cognitive science. CL methods follow a systematic and gradual way of learning. A scoring function is defined to determine the priority of the training samples. Based on this scoring function, which can measure, for example, difficulty or uncertainty, the training samples are weighted or presented in a certain order to the optimizer. This new order has an impact on the local minimum achieved by the optimizer, leading to an improvement in the classification accuracy.

CL has already demonstrated an improved performance in medical image classification tasks, such as thoracic disease [36], skin disease [37], proximal femur fractures [12], [38] and breast screening classification [39]. These techniques exploit either attention mechanisms [36], meta-learning [39], prior knowledge [37], [38] or uncertainty in the model’s predictions [12].

There is little prior work in CL in combination with DA techniques for general classification. Mancini et al. [40] investigated a combination of CL and Mixup [41] for recognizing unseen visual concepts in unseen domains. Shu et al. [42] addressed two entangled challenges of weakly-supervised DA: sample noise of the source domain, and distribution shift across domains. An extreme case of DA is that of zero-shot learning, in which at test time, a learner observes samples from classes that were not observed during training. Tang et al. [43] proposed an adversarial agent, referred to as curriculum manager, which learns a dynamic curriculum for source samples.

Different from [40]–[43], which aim at improving transferability between domains, we choose to schedule the data within each domain. The scoring function of our data scheduler is inspired by temporal ensembling [44] and consistency training [45] in semi-supervised learning. In temporal ensembling a consensus of predictions is formed for unlabeled samples using the outputs of the network-in-training at different epochs. In consistency training, model predictions are constrained to be invariant to input noise. We design local data schedulers aiming to deliver consistent predictions between the global and the local models. To prevent forgetting samples that were previously correctly classified by the local model, we monitor the training samples before and after the deployment of the global model. We define a scoring function that assigns high values to samples that have been forgotten by the local model. Thus, our CL method builds locally memory-aware data schedulers to improve model consistency.

III. METHODS

In this section, we formulate the details of our proposed curriculum approach to locally schedule training samples in
the FL setting. The overall FL framework is depicted in Fig. 2. In this setting, we train a local model per site. We assume that each site has local data storage, a computing server, and a memory-aware CL module. Nevertheless, at the global level, no imaging data are stored. We consider a computing node and space to store only the global model. In this type of FL setting, both global and local models share the same architecture, and it is common to share the model weights and aggregate them at the central server. Moreover, local healthcare providers may have diverse imaging systems resulting in datasets with different intensity profiles. To ease the existing domain shift between the sites, we deploy an UDA strategy that shares the latent representations (and not the image data) between domain pairs. Both the model weights and the embeddings are blurred with Gaussian noise [25] to protect the private data using differential privacy [9], [10].

Our memory-aware CL module compares the local and global model predictions and assigns scores to each training sample. The data scheduler leverages the curriculum probabilities to locally arrange the samples.

In Subsection III-A the overall FL framework is presented. In Subsection III-B we present the details of the FL setup with data privacy-preserving scheme. Then, in Subsection III-C we introduce DA into the framework. And finally, in Subsection III-D we present the details of our proposed method leveraging CL to avoid forgetting locally learned samples in the FL setting.

A. Multi-site learning

Next, we develop our method to learn a collaborative CAD system in a decentralized multi-site scenario with a privacy-preserving strategy. Let us denote each site’s dataset as $D_n$ where $n = 1, ..., N$ and $N$ is the total number of sites. Each dataset is composed of mammography images $X_n$ and their corresponding diagnosis $Y_n$, i.e., $D_n = \{X_n, Y_n\}$. We aim to detect malignant cases by training a deep-learning model. We formulate the learning objective as a binary classification task, where malignant samples correspond to the positive class.

Each local model aims to minimize the cross-entropy loss over the training data from a particular site $n$:

$$
L_{Cls,n} = - \sum_{y_{n_k}} y_{n_k} \log(p_{n_k}) + (1 - y_{n_k}) \log(1 - p_{n_k}), \tag{1}
$$

where $y_{n_k}$ is the label of the $k$-th subject in the training label set $Y_n = \{y_{n_1}, ..., y_{n_{|Y_n|}}\}$ and $p_{n_k}$ is the corresponding output probability of the model for an input $x_{n_k} \in X_n$. As depicted in Fig. 3, we split the deep learning model into a feature extractor $F$ and a classifier $Cls$. We refer to the output of the feature extractor as the latent representation or embedding. In this work, we assume the most challenging scenario, in which we consider that each site has mammography systems of different vendors (see Fig. 1).

B. Federated learning

We assume that data owners collaboratively train a global model without sharing their image data. The term federated was coined because the learning task is solved by a federation of participating models (frequently referred to as clients), which are coordinated by a central server.

The FL scenario is depicted in Fig. 2. We assume that each local site has data storage and a computing node. Nevertheless, at the global level, only computing is possible. Once that individual models have been trained on private data, there are four key steps in the FL training process: (1) local updates are sent to the global server with privacy protection or encryption, (2) the central server aggregates the local updates, (3) the aggregated model parameters are deployed to the local sites, and (4) local models are updated. After that, a new round of local training starts.

To apply SGD in the federated setting, each client $n$ computes gradients on the full local data for the current model, and the central server performs the aggregation of these weights to build a global update. Let us assume a fixed learning rate $\eta$ and denote the gradients at each client as $g_n$. The central server computes the update as $w_{t+1} \leftarrow w_t - \eta \sum_{n=1}^{N} \frac{m_n}{M} g_n$, where $m_n$ is the number of images at site $n$, and $M$ the total number of images. We refer to this algorithm as FedAvg.

We can decompose the global update into local client ones: first, one takes a gradient descent step from the current model using each local dataset, $\forall n w_{t+1} \leftarrow w_t - \eta g_n$. Then, we let the server make a weighted average of the resulting local updates as $w_{t+1} \leftarrow \sum_{n=1}^{N} \frac{m_n}{M} w_{t+1}^n$. Instead of performing one global update after each local computation, we can add multiple iterations of the local update to each client before the averaging step. Global model updates are then performed at every communication round. Let us denote: $Q$, the total number of optimization iterations; $\tau$, the communication pace; and $B$, the local mini-batch size used for the client updates. In each epoch, the communication between the models happens $Q/\tau$ times. Federated averaging FedAvg is a generalization of FedSGD [46], which allows local nodes to perform more than one batch update on local data and exchanges the updated weights rather than the gradients. We build on top of FedAvg to further consider domain alignment.

C. Federated adversarial learning

Medical images collected from different healthcare providers may originate from diverse devices or imaging protocols, leading to a domain shift problem when deploying algorithms trained on a single domain. In this scenario, we try to compensate the domain shift between every pair of domains. There is extensive literature on UDA methods [34], [47], [48]. However, these works do not generally satisfy the conditions of a FL setting: namely, that data should be stored locally and not shared. To satisfy the requirements of the FL framework and to address the domain shift problem, we adapt federated adversarial alignment [6]. This method aligns the feature space by progressively reducing the domain shift between every pair of sites. To preserve privacy, only the noisy latent representations (Gaussian noise is added to each local latent representation) are shared between the sites at every communication round. This method leverages a domain-specific local feature extractor $F$, and a global discriminator $D$. For source $D^S$ and target $D^T$ sites, we train individual local
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samples per class and database can be found in Table I. The negative class reunites benign findings and normal cases, the positive class contains only malignant cases confirmed with a biopsy. Mammography images are of different sizes, we cropped the empty rows and columns, and resized to 2048 pixels in height, and then padded to 2048 pixels in width. It is often the case that important cues for diagnosis are subtle findings in the image, which could be as small as 10 pixels in length [3]. Therefore, we do not apply any further downsampling and use a resolution of 2048 pixels, close to the original one.

B. Experimental Setting

We perform an in-depth evaluation of our proposed method Fed-Align-CL with a series of experiments. First, we investigate the effect of different pretraining strategies in the FL framework. Second, we compare the classification performance of our approach against other non-federated and federated approaches. Third, we investigate the influence of DA and CL in the resulting feature embeddings of the different methods.

C. Implementation details

Architectures: We employ as feature extractor $F$ the architecture proposed by Wu et al. [51], a ResNet-22 [52] that is adapted to take high-resolution images ($\sim 4$ megapixels) as input, and achieved state-of-the-art classification performance for breast cancer screening. We initialize the feature extractor with the pretrained weights provided by Wu et al. [51]. The weights of the classifier $Cls$ and domain discriminator $D$ are randomly initialized. The classifier $Cls$ is formed by 3 fully-connected layers. The first two are followed by batch normalization, ReLu activation, and dropout. The architecture for the domain discriminator $D$ is formed by two fully-connected layers with a ReLu activation in between and a sigmoid layer for the final output. Details of the architecture of the models can be found in Table IV of the Supplementary Material. Our memory-aware CL approach builds on top of the federated adversarial learning code provided by Li et al. [25]. Different from [25] that employs a multi-layer perceptron for 1-D f-MRI signals, we deploy a specific CNN for high-resolution mammography images. The models were implemented with PyTorch [53] and ran on an Nvidia Titan XP GPU.

### Table I: Summary of the datasets used in this study.

|             | Hologic | Siemens | GE |
|-------------|---------|---------|----|
| Total Subjects | 1460    | 410     | 852|
| Benign/Normal | 730     | 287     | 421|
| Malignant    | 730     | 123     | 431|

### Table II: AUC of the federated learning method using different initialization approaches.

| Initialization \ Site | Hologic | Siemens | GE | AVG |
|-----------------------|---------|---------|----|-----|
| Local model           | 0.57    | 0.38    | 0.66| 0.53|
| Scratch               | 0.73    | 0.52    | 0.65| 0.63|
| DDSM                  | 0.69    | 0.62    | 0.65| 0.65|
| Wu et al. [51]        | 0.78    | 0.65    | 0.83| 0.75|

Hyperparameters: We train our models 5 times with different seed initialization for the classifier $Cls$ and domain discriminator $D$. Adam optimization is used for 50 epochs with an initial learning rate of $1e^{-5}$. We compute the adversarial domain loss $L_D$, and also introduce the curriculum data scheduling, after training the feature extractor $F$ and classifier $Cls$ for 5 epochs. The dropout rate for the classifier $Cls$ is set to 0.5. The number of optimization iterations $Q = 120$, and the local batch size $B_n = [m_n/Q]$. In each epoch, local models are updated according to the communication pace $\tau$. The shared weights are modified by the addition of random noise $\epsilon$ to protect data from inverse interpretation leakage. We generated Gaussian noise $\epsilon \sim N(0, s^2 \sigma^2)$, assuming a sensitivity $s_n = 1$ and a variance $\sigma^2 = 0.001$. We investigated different communication paces $\tau = \{10, 20, 40, 60\}$, and noise values $\sigma^2 = \{0, 0.001, 0.01, 0.1\}$. We did not find significant differences in classification accuracy for the different communication paces $\tau$. There is a direct correlation between the amount of noise introduced in the system and the model performance, we consider that adding a noise $\sigma^2 = 0.001$ is a good trade-off.

Evaluation metrics: For the classification task, we report the area under the receiver operating characteristic curve (ROC-AUC) and AUC for the precision-recall curve (PR-AUC).

V. Results

a) Initialization of local models: First of all, we investigate the classification performance of the FL method with different pretraining strategies. The first case, Local model, corresponds to pretraining each model with their own private data. The second case, Scratch, refers to a random initialization of the local model weights. The third case, DDSM, corresponds to pretraining the models on the CBIS-DDSM dataset [54]. The last case corresponds to initializing the model with the publicly shared weights from Wu et al. [51].

In Table II the AUC for the different initialization strategies is reported. In the columns we report the AUC for each site, and then averaged over sites (last column). We found that the best approach was using the pretrained weights from Wu et al. [51]. This behaviour is expected because their model was trained with a very-large private dataset. Moreover, the model in [51] was already pretrained with the ImageNet [55] dataset. Interestingly as well, classification results were better when all local models were initialized either randomly or pretrained on a single dataset (DDSM) than when each of them was pretrained on a small private dataset. Although DDSM dataset

1https://github.com/nyukat/breast_cancer_classifier
2https://github.com/xxlya/Fed_ABIDE
is large, it is formed by screen film mammography instead of FFDM, which explains the difference to Wu et al.’s weights.

\textbf{b) Comparison with different strategies:} To demonstrate the performance of our proposed method (Fed-Align-CL), we compared it with three non-federated strategies and with two federated strategies. The non-federated strategies consist of: (i) training and testing within a single site (Single); (ii) training using one site and testing on another site (Cross); and (iii) collecting multi-site data together for both training and testing (Mix). The later does not preserve data privacy since this model requires access to all training images and their respective classification labels. In Cross, we denote the site used for training as ‘tr\langle site\rangle’. Also, we ignore the performance of the site used for training in this row, and report it in the row ‘Single’. The federated strategies consist of training a client-server-based FL method with: (iv) FedAvg [46], and (v) federated adversarial learning [6], [25]. We also performed an ablation study to verify the individual contributions of the domain alignment and the curriculum scheduling. Therefore, we included in our comparison: Fed, Fed-Align and Fed-CL.

Classification metrics for breast malignancy classification are reported in Table III. In the first row, we include the performance of Wu’s model [51] without further training. In the first place, we present the results of the non-federated methods. First, as expected, we find that the Cross models do not generalize well across manufacturers. Such inconsistent performance is a known problem of deep learning methods for mammography classification [56]. Second, the individual models (Single) achieve an average AUC of 0.83 for the three sites. When comparing our performance to other works on the publicly available INBreast dataset (Siemens), we achieve an AUC comparable to [51], but lower than [50], [57] with an AUC of 0.95. However, the later two works rely on region-wise ground truth: the first leveraging ROI localization and the second one using patch pretraining. In contrast, our models only rely on the full mammograms and their corresponding classification label. As expected, the best performing model is Mix, which is trained with mammography images and their corresponding annotations from all sites, thus, not preserving privacy.

In the second place, we compare the federated approaches. First, we find that the Fed-CL method improves on average the PR-AUC with respect to Fed. However, the performance for the different domains of these two methods can be uneven. The Fed-Align approach helps to learn domain-invariant features that are beneficial for the classification task. Finally, we can see that our proposed Fed-Align-CL achieves on average the highest AUC and PR-AUC. We also find a consistent improvement with our proposed method when the models are trained from scratch. However, the classification metrics were better with the pretrained weights [51], as discussed in the previous experiment. We applied one-way ANOVA followed by Bonferroni’s post-hoc t-test comparisons tests to evaluate for differences in the performance of the federated approaches and reported the p-values in Table 5 (Suppl. Material). Our analysis shows that the classification improvement of our method is statistically significant. Some qualitative results using Gradient-weighted Class Activation Mappings (Grad-CAMs) [58] show the generalisation effect of the federated approaches in Fig. 7 (Suppl. Material).

\textbf{c) Alignment of features in latent space:} In order to visualize the effect of the domain adaptation and curriculum scheduling techniques, we show in Fig. 4 the two-dimensional t-SNE [59] projection of the embedded latent space. First, we can see that the features learned by Fed are better clustered according to the input domain, i.e., Fed learns domain-variant features. Second, the combination of FL with CL results in samples more spread along the manifold, although still dependent on the domain. In the plots that correspond to the models that perform DA, we can see that the input images are better clustered according to the label instead of the domain. We find that the domain alignment is particularly helpful for
Siemens. Fig. [6] in Supplementary Material shows a similar behaviour for the penultimate classification layer.

d) Examination of misclassified samples: First, we analyzed the misclassified mammograms by the different models. We noted that the proposed method (Fed-Align-CL) outperforms the compared approaches in uncertain and difficult cases. That is, our method allows to avoid the misclassification of benign samples containing benign calcifications and benign distortions (e.g. surgery remaining). Moreover, some of the barely visible masses are correctly captured as malignant by our method. Second, to better understand the effect of different strategies, we compared their resulting Grad-CAMs in several scenarios. We present a comparison of the strategies based on their classification performance and considering four scenarios: (i) Correctly classified images by all federated models; (ii) Misclassified images by all federated models, (iii) Ours vs. Federateds: correctly classified images by our model (Fed-Align-CL) and misclassified by the other federated models; (iv) Fed-Align vs. Ours: correctly classified images by Fed-Align and misclassified by our model (Fed-Align-CL). We show examples of the different scenarios for Normal-Benign and Malignant classes in Fig. [5] We found that our proposed method correctly classifies a larger percentage of images from the Malignant class than other methods. Our method (Fed-Align-CL) reduces activations on the boundary or outside the breast and better focuses on lesions.

VI. DISCUSSION

FL is a potential solution for the future of digital health [60], especially for classification tasks without access to sufficient data. FL allows for collaboratively training a model without sharing private data from different sites. A challenging aspect of sharing data within FL is that related to legal regulations and ethics. Privacy and data-protection need to be taken carefully into account. High-quality anonymization from a mammography or electronic record has to be guaranteed and in certain regions GDPR [61] or HIPAA [62] compliant. Privacy-preserving techniques for FL provide a trade-off between model performance and reidentification. However, remaining data elements may allow for patient reidentification [63]. Unless the anonymization process destroys the data fidelity, patient reidentification or information leakage cannot be discarded.

Another challenging aspect of FL is training a model with mixed heterogeneous data, i.e., images obtained from different system vendors or acquisition protocols. In this work, we have investigated and confirmed the negative effect of domain shift for malignancy classification with multi-site mammograms. Models trained on single-vendor images do not generalize adequately to other sites. While some sites preserve the performance on the local test set after collaborative training, others trade a significant gain in generalization for a local performance drop. Although a drop can initially seem unacceptable, it is to be weighted with the improved robustness of the collaborative model to unseen data. By focusing on correcting local errors induced by the latest global update, our curriculum is a step towards closing the local-global performance gap. However, there is still some room for improvement when dealing with small datasets, such as Siemens. With the same collaborative training, there is no onsite performance drop for the GE and Hologic sites, which benefit from a significant generalization improvement at no cost. Regarding the federated models on the GE site, the domain adaptation component has a higher effect than the curriculum. We explain this behavior by the similarity between the data distribution of the GE site and the dataset used as pretraining for the initial local models. In this sense, domain alignment keeps the performance from dropping, but there are fewer corrections for the curriculum to account for after the update. Finally, apart from the quantitative performance evaluation, we used Grad-CAM to produce qualitative results allowing a deeper discussion of the effects of CL and DA on the feature learning. We are aware of the subjective nature of interpreting such images [64]. For a more quantitative explainability it would be interesting to explore [65].

The computational cost of analyzing high-resolution images imposes some resource limitations on our federated scenario. Indeed, the small size of the lesion requires high-resolution images showing tissue details to provide a precise diagnosis. An auxiliary localization model focusing on potentially positive regions could be beneficial and complementary to our proposed method. However, the level of annotation required would be much higher as standard clinical protocols do not include the lesion delineation. Pretrained detectors on natural images for region proposals, such as R-CNN [66] or YOLO [67] and models derived from them, are likely ineffective given their low resolution. To better focus on the breast lesions, one could also investigate the use of attention models, such as Transformers [68] or the most recent ConvNext [69]. This type of models could be leveraged either on low-resolution images or scaling up the resolution of the attention models.

In this work, we have investigated the use of CL to boost the alignment between domain pairs and improve the overall classification of breast cancer. In particular, our memory-aware curriculum is implemented with a data scheduler that arranges the order of the training samples to improve model consistency in the federated setting. This order is defined with a scoring function that prioritizes training samples that have been forgotten after the deployment of the global model. Our method, inspired by the semi-supervised learning methods of temporal ensembling [44] and consistency training [45], aims to deliver consistent predictions. We believe that enforcing consistent predictions may act as a regularizer. Furthermore, our proposed method can be effective to deal with performance inconsistency across data sets and models [56]. We believe further research will follow on the use of CL in combination with FL and DA. We envision three approaches which we discuss next: prioritizing training (source) samples for better classification; smartly weighting the aggregation of the local models; and improving alignment between domains pairs. For instance, one could leverage other schemes motivated by boosting [70], that have been studied in active learning or CL but have not yet been used for federated settings. These

---

1GDPR: EU/UK General Data Protection Regulation
2HIPAA: Health Insurance Portability and Accountability Act
schemes can be designed to prioritize the (source) samples via a data scheduler. Regarding the local model aggregation, one could deploy a CL-based adaptive weighting for clients based on a dynamic scoring function taking into account meta-information [27], and in this way, help to cope with unbalanced and non-IID data. Monitoring schemes to infer the composition of training data for each FL round, and designing new losses functions could help to mitigate the impact of imbalance [71], [72]. Finally, to improve alignment, scoring functions could rely on computing the distance between (noisy) latent representations of the source and the remaining domains to weigh each local model contribution.

Fig. 4: t-SNE visualization of the latent space obtained by Fed, Fed-CL, Fed-Align and Fed-Align-CL in that order. The circles represent normal and benign samples, and the crosses malignant cases. Each color represents a domain.

Fig. 5: Grad-CAM visualization of examples from Normal-Benign (N-B) and Malignant (M) classes. The first column depicts the original image, and the subsequent columns each of the models. Every pair of rows is a different scenario: (i) Correctly classified, (ii) Misclassified, (iii) Ours vs. Federateds, (iv) Fed-Align vs. Ours.
VII. CONCLUSIONS

In this work, we have designed and integrated a CL strategy in a federated adversarial learning setting for the classification of breast cancer. We have learned a collaborative decentralized model with three clinical datasets from different vendors. We have shown that, by monitoring the local and global classification predictions, we can schedule the training samples to boost the alignment between domain pairs and improve the classification performance.
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**SUPPLEMENTARY MATERIAL**

a) *Algorithm [7]* presents the pseudo-code for our novel memory-aware curriculum federated learning.

b) *Architecture of the models:* We provide the detailed model architecture in Table IV. We denote convolutional layers as *Conv*, max pooling layers as *MaxPool*, fully connected layers as *FC*, batch normalization layers as *BN*, ReLu layers as *ReLu*, dropout layers as *Dropout* and sigmoid layers as *Sigmoid*. For FC layers, the values in brackets represent the input and output dimensions. For Conv layers, we provide in this order: the input and output feature maps, the kernel size, the stride and the padding. For MaxPool layers, we provide in this order: kernel size, stride, padding and dilation. For dropout layers (Dropout), we provide the probability of an element to be zeroed. To define the feature extractor, we define a *Block* which consists of a series of layers and specify for the convolutional layers: the input and output feature maps, the kernel size, the stride for the first convolution $s_1$, the stride for the second convolution $s_2$, and the padding. In particular Block consists of: ReLu, BN, Conv(), BN and Conv().

c) *Statistical significance:* In Table V we applied one-way ANOVA followed by Bonferroni’s post-hoc t-test comparisons tests to evaluate for differences in the performance of the federated approaches and reported the p-values.

d) *t-SNE feature visualization:* Figure 6 depicts the first two components after applying t-SNE to the penultimate classification layer of every federated method.

**TABLE IV:** ResNet-22 architecture for breast cancer classification.

| Layer | Configuration |
|-------|---------------|
| **F: Feature Extractor** |                |
| 1     | Conv(1, 16, 3, 1, 1), MaxPool(3, 2, 0, 1) |
| 2.1   | Block(16, 16, 3, $s_1=1$, $s_2=1$, 1), Conv(16, 16, 1, 1) |
| 2.2   | Block(16, 32, 3, $s_1=1$, $s_2=1$, 1) |
| 3.1   | Block(16, 32, 3, $s_1=2$, $s_2=1$, 1), Conv(16, 32, 1, 2) |
| 3.2   | Block(16, 32, 3, $s_1=1$, $s_2=1$, 1) |
| 4.1   | Block(32, 64, 3, $s_1=2$, $s_2=1$, 1), Conv(32, 64, 1, 2) |
| 4.2   | Block(32, 64, 3, $s_1=1$, $s_2=1$, 1) |
| 5.1   | Block(64, 128, 3, $s_1=2$, $s_2=1$, 1), Conv(64, 128, 1, 2) |
| 5.2   | Block(64, 128, 3, $s_1=1$, $s_2=1$, 1) |
| 6.1   | Block(128, 256, 3, $s_1=2$, $s_2=1$, 1), Conv(128, 256, 1, 2) |
| 6.2   | Block(128, 256, 3, $s_1=1$, $s_2=1$, 1) |
| **Cls: Classifier** |                |
| 1     | FC(256, 128), BN, ReLu, Dropout(0.5) |
| 2     | FC(128, 64), BN, ReLu, Dropout(0.5) |
| 3     | FC(64, 2), Sigmoid |
| **D: Domain Discriminator** |                |
| 1     | FC(256, 4), ReLu |
| 2     | FC(4, 2), Sigmoid |
Algorithm 1: Memory-aware Curriculum Federated Learning

**input**: \( N \) number of sites, \( X = \{X_1, \ldots, X_N\} \) mammograms, \( Y = \{Y_1, \ldots, Y_N\} \) classification labels, 
\( \{X_i^T, Y_i^S\}_{i=1}^N \) source dataset, \( \{X_j^T\}_{j=1}^N \) target dataset, \( m_n \) training size at site \( n \), 
\( f_w = \{f_{w_1}, \ldots, f_{w_N}\} \) local models, \( Z(\cdot) \) noise generator for privacy-preserving, 
\( Q \) number of optimization iterations, \( E \) optimization epochs, \( E_w \) warm-up epochs, 
\( \{\text{opt}_1(\cdot), \ldots, \text{opt}_N(\cdot)\} \) optimizers

**output**: global model: \( g_w \)

Initialize local models: \( \{f_{w_0}, \ldots, f_{w_N}\} \leftarrow \text{Wu et al. [51]} \)

for \( e = 1 \) to \( E \) do
  if \( e > E_w \) then
    Memory-aware curriculum
    for \( i = 1 \) to \( N \) do
      Get the local \( \hat{y}_{i,k}^{(e)} \) and global \( \hat{y}_{G,k}^{(e)} \) classification predictions;
      Compute the curriculum weights \( \rho_{i,k}^{(e)} \) with Eq. (4);
      Obtain reordering function \( \pi_i^{(e)} \) by sampling with \( \rho_{i,k}^{(e)} \);
      Reorder training data: \( \{X, Y\} \xrightarrow{\pi_i^{(e)}} \{X_{\pi_i^{(e)}}, Y_{\pi_i^{(e)}}\} \);
    end
  else
    Random permutation \( \pi_i^{(e)} \);
  end

for \( q = 1 \) to \( Q \) do
  for \( i = 1 \) to \( N \) do
    Local classification
    Get the next mini-batch from source site \( i \) \( \{X_i^S_{\pi_i^{(e)}}, Y_i^S_{\pi_i^{(e)}}\}_{b=1}^{B_i \times Q} \);
    Compute classification loss \( L_{\text{Cls}}(f_{w_i^{(e-1)}}(X_i^S_{\pi_i^{(e)}}, Y_i^S_{\pi_i^{(e)}})) \) with Eq. (1);
    Update \( w_{F_i}^{(q)}, w_{\text{Cls}_{si}}^{(q)} \leftarrow \text{opt}_i(L_{\text{Cls}}) \);
    if \( e > E_w \) then
      for \( j = 1 \) to \( N \) and \( j \neq i \) do
        Domain alignment
        Get the next mini-batch from target site \( j \) \( \{X_j^T_{\pi_j^{(e)}}, Y_j^S_{\pi_j^{(e)}}\}_{b=1}^{B_j \times Q} \);
        Compute adversarial loss \( L_D \) with Eq. (2);
        Update \( w_{D_i}^{(q)} \leftarrow \text{opt}_i(L_D) \);
        Compute feature extractor loss \( L_F \) with Eq. (3);
        Update \( \{w_{F_i}^{(q)}, w_{D_i}^{(q)}\} \leftarrow \text{opt}_i(L_F) \);
      end
    end
  end

if \( q \% \tau = 0 \) then
  Update global model
  \( \bar{w}_F^{(q)} \leftarrow \frac{1}{N} \sum_{i=1}^{N} (w_{F_i}^{(q)} + Z(w_{F_i}^{(q)})) \);
  \( \bar{w}_{\text{Cls}}^{(q)} \leftarrow \frac{1}{N} \sum_{i=1}^{N} (w_{\text{Cls}_{si}}^{(q)} + Z(w_{\text{Cls}_{si}}^{(q)})) \);
  Deploy weights to local model
  for \( i = 1 \) to \( N \) do
    \( w_{F_i}^{(q)} \leftarrow \bar{w}_F^{(q)} \);
    \( w_{\text{Cls}_{si}}^{(q)} \leftarrow \bar{w}_{\text{Cls}}^{(q)} \);
  end
end

Return global model: \( g_w \leftarrow (w_{F}^{(E)}, w_{\text{Cls}}^{(E)}) \)
TABLE V: P-values to test statistical significance of the 5 runs among the different methods.

| Method      | AUC | PR-AUC | AUC | PR-AUC | AUC | PR-AUC |
|-------------|-----|--------|-----|--------|-----|--------|
| Fed-CL      | $7.60E-01$ | $7.13E-01$ | -   | -      | -   | -      |
| Fed-Align   | $2.34E-03$ | $1.51E-03$ | $1.55E-01$ | $1.82E-01$ | -   | -      |
| Fed-Align-CL| $1.46E-04$ | $9.82E-06$ | $5.75E-02$ | $3.29E-02$ | $5.65E-02$ | $1.42E-02$ |

Fig. 6: t-SNE visualization of the penultimate classification layer obtained by Fed, Fed-CL, Fed-Align and Fed-Align-CL in that order. The circles represent normal and benign samples, and the crosses malignant cases. Each color represents a domain.
Fig. 7: Grad-CAM visualization of examples from single site and our federated approach.