Sampling rare trajectories using stochastic bridges
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The numerical quantification of the statistics of rare events in stochastic processes is a challenging computational problem. We present a sampling method that constructs an ensemble of stochastic trajectories that are constrained to have fixed start and end points (so-called stochastic bridges). We then show that by carefully choosing a set of such bridges and assigning an appropriate statistical weight to each bridge, one can focus more processing power on the rare events of a target stochastic process while faithfully preserving the statistics of these rate trajectories. Further, we also compare the stochastic bridges produced using our method to the Wentzel-Kramers-Brillouin (WKB) optimal paths of the target process, derived in the limit of low noise. We see that the paths produced using our method, encoding the full statistics of the process, collapse onto the WKB optimal path as the level of noise is reduced. We propose that our method can be used to judge the accuracy of the WKB approximation at finite levels of noise.

Introduction. The most uncommonly occurring events in stochastic systems are often the most consequential. Instances where this unlikely-yet-important combination occurs include fade-outs of epidemics [1–2], the extinction of species in ecology [3–4], the dynamics of biological switches [5–10], the escape of a Brownian particle from a double-well potential [11–12], large fluctuations in chemical reactions [13] and the detection or prediction of rare natural disasters such as earthquakes, storms or heavy rains [14–15]. The broad range of these applications justifies the considerable recent effort expended on developing sampling algorithms for rare events in models of stochastic phenomena [16–20].

Rare events can often be conceived of as paths in phase space connecting long-lived states. A number of different approaches exist to generate these transition paths for a given system. The celebrated Wentzel-Kramers-Brillouin (WKB) method, for example, is not only used to compute quasi-stationary distributions and non-equilibrium landscapes [17–20], but it also delivers paths describing rare events. This approach relies on a saddle-point approximation in the limit of weak noise. As a consequence, the WKB instanton provides information about the most likely path by which a systems transits from one long-lived state to another [11–12, 14–15]. Little can be learned from the WKB approach about the statistics of transition paths in stochastic systems with finite noise.

Transition path sampling algorithms [21–22] and forward flux techniques [21–23] to sample rare events account for stochasticity with finite amplitude. Transition path sampling starts from an initial trajectory connecting two long lived states and then uses a Metropolis scheme to systematically update this path. Trajectories can then be sampled to faithfully reflect the statistics of the system at hand. Forward flux techniques divide phase space (or a reduced reaction coordinate space) into patches. Transition paths are then constructed as a sequence of small segments connecting these patches. Other techniques such as so-called weighted ensemble methods [25–26] also rely on a segmentation of phase space.

While these powerful tools are widely used to sample rare events, each of these approaches also has limitations. Transition path sampling methods, for example, require detailed balance [37], and forward flux algorithms are known to draw statistically biased trajectories [38]. Recent work has focused on combining the strengths of these two strategies [39].

In this work we use so-called ‘stochastic bridges’ [40], which pass through specified start and end points by construction, to quantify the statistics of rare trajectories. Gaussian bridges (bridges for Gaussian processes), a subclass of stochastic bridges, are used in physics [41–42], finance [43–44] and information processing [45]. Further, Langevin bridges have been used to generate trajectories connecting long-lived states of stochastic differential equations (SDEs) [16–47].

The method we present here can be summarised as follows: For a given target stochastic process, we define a bespoke stochastic bridge process. We show that the statistics of the target process can be recovered by associating a statistical weight with each stochastic bridge. This allows us to dedicate more computational effort to rare trajectories without introducing bias or interdependence. The method is flexible; the target process is fully described, to quantify the statistics of rare trajectories.

We show further that the stochastic bridges our method produces provide the full statistics of the ensemble of transition paths between long-lived states of the target process. This allows one to sample fluctuations around the WKB instanton, and thus to judge if the WKB approximation scheme is accurate at various levels of noise.

Motivation and simple example. We first consider a Markov process in discrete time, \(t = 0, 1, 2, \ldots, T\), with a discrete set of states which we label \(x_t\). The process is defined by the transition probabilities \(P_{x \rightarrow y} = P(x_{t+1} = y | x_t = x)\) and a probability distribution \(P_0(x_0)\) for the initial state \(x_0\). As indicated by the superscript \(t\) we allow for an explicit time dependence of the transition
probabilities. We will refer to the ordered sequence of states visited in a realisation of the process as a path. We write this as $T = (x_0, x_1, x_2, \ldots, x_T)$, noting that the same state can be visited multiple times along a path. The probability to observe a particular path $T$ is

$$P(T) = P_0(x_0)W^0_{x_0\rightarrow x_1}W^1_{x_1\rightarrow x_2}\cdots W^{T-1}_{x_{T-1}\rightarrow x_T}. \quad (1)$$

These probabilities fully characterise the process. For example, the probability of finding the system in state $x$ at time $t$ is

$$P(x, t) = \sum_T P(T) \delta_{x, x_t}, \quad (2)$$

where $\delta_{x, y}$ is the Kronecker delta. A random walk on the set of non-negative integers is a simple example of such a process. We assume that the walker departs from a fixed state $x_0$. The transition rates are $W_{x\rightarrow x+1} = p$ and $W_{x\rightarrow x-1} = 1 - p$ ($0 \leq p \leq 1$). The random walk is biased when $p \neq 1/2$. We assume a reflecting boundary at $x = 0$, i.e., $W_{0\rightarrow 1} = 1$.

Typical paths of this process are illustrated in Fig. 1(a). In the figure the random walk is biased towards lower integers. The probability that a realisation terminates at a state $x_T > x_0$ is then low, in particular when $x_T$ is much larger than $x_0$ and/or when $p$ is much smaller than $1/2$. It is then difficult to sample paths ending at values $x_T > x_0$ in direct simulations of the biased walk.

**Method.** Our strategy for sampling paths of a given target dynamics connecting specific start and end points, $x_0$ and $x_T$ respectively, is based on an ‘associated bridge process’ backwards in time. That is, paths of this bridge process are generated from $x_T$ to $x_0$. We first describe this for the case of discrete time and discrete states, generalisations are discussed below.

We define the associated bridge process via transition probabilities $W^t_{x\rightarrow y} = P(x_t = x|x_{t+1} = y)$. That is to say $W^t_{x\rightarrow y}$ is the probability that the target process was at $x_t$ at time $t$, given that state $y$ is visited at time $t + 1$. To define the associated bridge process we also need to specify a probability distribution $P_T(x)$ for the state $x_T$. We require of this distribution that it assigns no probability to states that are not accessible as final states of the target process, i.e., $P_T(x)$ must be zero if $P(x, T) = 0$. In the random walk in Fig. 1 for example, states with $|x_T - x_0| > T$ cannot be reached.

By virtue of Bayes’ theorem we have

$$W^t_{x\rightarrow y} = W^t_{x\rightarrow y} \frac{P(x, t)}{P(y, t+1)}. \quad (3)$$

As a consequence the probabilities $W^t_{x\rightarrow y}$ will in general be time-dependent, even if the transition probabilities of the original model do not depend on time.

The rates $\tilde{W}^t_{x\rightarrow y}$ defined in Eq. (3) might seem reminiscent of the Doob transform of the target process $[46, 49-51]$, see Sec. S1 of the Supplemental Material (SM) for further details. However, it is important to note that there are significant differences between the two. In particular, the fact that we define the associated bridge process backwards in time means that the probabilities $P(x, t)$ and $P(y, t+1)$ on the right hand side Eq. (3) are not conditioned on any final state $x_T$, so improving the overall efficacy of the sampling method (see Sec. S1 of the SM).

We now focus on a fixed path $T = (x_0, \ldots, x_T)$ of the target process. The path can also occur in the associated bridge process where it is traversed starting at $x_T$ and ending at $x_0$. The probability to observe path $T$ in the associated bridge process is

$$\tilde{P}(T) = \tilde{P}_T(x_T)\tilde{W}^T_{x_T\rightarrow x_{T-1}}\cdots \tilde{W}^1_{x_0\rightarrow x_1}. \quad (4)$$

Combining Eqs. (1), (3) and (4) we find a relation between the probabilities of finding path $T$ in the original and associated processes respectively,

$$P(T) = \tilde{P}(T) \frac{P(x_T, T)}{P_T(x_T)}. \quad (5)$$

Eqs. (3) and (5) are the key components of our approach. We use the process defined by Eq. (3) to generate paths $T$, i.e., we sample from $\tilde{P}(T)$. Using Eq. (5) we then read
off the probability with which each sample path occurs in the target process.

If we choose \( \tilde{P}_T(x) = P(x, T) \) then \( \mathcal{P}(T) = \tilde{P}(T) \) and paths that are rare in the target process will also be rare in the associated bridge process. Eqs. (3) and (5) then do not constitute an efficient sampling method for rare paths. If, on the other hand, we choose \( P_0(x) = \delta_{x_0} \) and \( \tilde{P}_T(x) = \delta_{x,T} \), the trajectories generated from the process in Eq. (3) will connect \( x_T \) and \( x_0 \), i.e., they are realisations of a stochastic bridge. For such paths Eq. (5) then reduces to

\[
\mathcal{P}(T) = \tilde{P}(T)P(x_T, T).
\]

While the most demanding part of the procedure in terms of computing time is the calculation of \( P(x, t) \) for \( t = 0, 1, \ldots, T \), this can usually be obtained efficiently. In simple examples \( P(x, t) \) can be found by integrating the master equation (see e.g. [52]). Established numerical methods are also available for systems with continuous states \([53, 54]\). The complexity can be reduced further for escape paths from long-lived states. The distribution \( P \) in Eq. (3) can then be replaced by the time-independent quasi-stationary distribution \( P_{QS} \) describing the metastable state. The transition rates for the associated process then become time-independent, \( W_{x \rightarrow y} = W_{x \rightarrow y}^{P_{QS}}(x)/P_{QS}(y) \). For some models the quasi-stationary distribution can be approximated analytically, for example with the WKB method (see e.g. [3, 24, 52, 53, 55, 56], and also Section S4 of SM).

We now return to the example of a biased random walk. Fig. 1(a) shows three ensembles of bridges, all starting at a fixed value of \( x_0 \) at \( t = 0 \) and each ensemble ending at a different choice of \( x_T \) at time \( T \). These paths were generated from the associated process in Eq. (3), where we have chosen \( \tilde{P}(x_T) \) as delta functions at the desired endpoints. We highlight that not all trajectories in these different ensembles are equally likely in the target random walk process. Instead their probability weights are given by Eq. (5).

For a fixed final time \( T \) and choice of \( x_T \) we can determine whether the generated trajectories have crossed a fixed \( x^* \) \( (x_0 < x^* < x_T) \) by time \( T \). For each trajectory that has crossed \( x^* \) we can record the first crossing time. Repeating the process for different values of \( x_T \) and weighing trajectories according to Eq. (5) we then obtain the distribution of first-passage times through \( x^* \) (see Sec. S2 of the SM for details). For the example of the random walk, this distribution can also be calculated analytically \([18]\). A comparison of our simulations with these predictions is shown in Fig. 1(b), confirming the validity of our sampling method.

**Continuous-time processes.** The method can also be used when time and/or the state space of the target process are continuous. The only modification is an adjustment of the expression in Eq. (3). If time is continuous one has

\[
\tilde{\omega}_{x \rightarrow y}^t = \frac{\omega_{x \rightarrow y}^t P(x, t)}{P(y, t + dt)} = \omega_{x \rightarrow y}^t \frac{P(x, t)}{P(y, t)} + O(dt),
\]

where we have written \( \tilde{\omega}_{x \rightarrow y}^t \) for the transition rates of the target dynamics, and \( \omega_{x \rightarrow y}^t \) for those of the associated process. For discrete states a process described by time-dependent rates \( \tilde{\omega}_{x \rightarrow y}^t \) can be simulated for example using Lewis’ thinning algorithm \([57, 58]\). If these rates have no explicit time dependence, then the standard Gillespie method is sufficient. If the focus is on escape phenomena from metastable states, then the distribution \( \tilde{P}^*(\cdot, t) \) on the right-hand side Eq. (7) can again be replaced with the corresponding quasi-stationary distribution of the target process. We also note that \( \tilde{\omega}_{x \rightarrow y}^t \) is a Gaussian bridge process \([40, 42, 43]\) when the original process is Gaussian (for details see Sec. S3 of SM).

**Applications: Models of an epidemic and of a simple genetic switch.** In the context of two examples, we now compare the WKB trajectories of the target process to the associated bridge trajectories starting and ending in the same positions. The WKB optimal path of the target process is the most likely path that the system will take (in the limit of small noise) given the end points \( x_0 \) and \( x_T \). At finite noise levels our method captures stochastic fluctuations about the WKB instanton. As the level of noise is reduced, the realisations of the associated bridge process approach the WKB trajectory.

We first focus on the extinction of an epidemic (or ‘fade out’) in the individual-based SIS model. Conceptually this is similar to extinctions of species in ecology \([59]\). The model describes \( N \) individuals, of which \( n \) are infected. The population evolves in continuous time via infection and recovery processes, with rates

\[
\omega_{n \rightarrow n+1} = \beta N(n - n) \quad \omega_{n \rightarrow n-1} = \gamma n.
\]

The parameters \( \beta \) and \( \gamma \) characterise speed of infection and recovery respectively.

When \( \beta > \gamma \), the model is known to evolve to a quasi-stationary ‘endemic’ state in which the number of infected individuals fluctuates about \( n = N(1 - \gamma/\beta) \) \([60]\). The population will remain in this metastable state until a large fluctuation drives the epidemic to extinction. The mean time to reach this absorbing state grows exponentially with the population size \( N \) \([61]\). For large populations it is therefore difficult to observe extinction in direct simulations of the SIS-dynamics. Such paths can however be generated straightforwardly using the associated bridge process with rates given by Eq. (7). To evaluate these rates we use the analytical solution for the quasi-stationary distribution in \( P_{QS}(n) \) \([61]\) (see also Section S4 of the SM).

An ensemble of extinction paths is shown in Fig. 2(a), along with the WKB instanton to extinction \([25, 56]\). As is illustrated in Fig. 2(a), the extinction paths at finite \( N \)
As a second example, we focus on a model of cell differentiation discussed in [62]. The two real variables $x_1 \geq 0$ and $x_2 \geq 0$ in the model describe protein concentrations, governed by the SDEs

\[
\begin{align*}
\dot{x}_1 &= \frac{x_1^n}{S^n + x_1^n} + \frac{S^n}{S^n + x_2^n} - x_1 + \sqrt{2D}\xi_1(t), \\
\dot{x}_2 &= \frac{x_2^n}{S^n + x_1^n} + \frac{S^n}{S^n + x_2^n} - x_2 + \sqrt{2D}\xi_2(t),
\end{align*}
\]

where $\xi_1(t)$ and $\xi_2(t)$ are Gaussian noise variables with mean zero and $\langle \xi_i(t)\xi_j(t') \rangle = \delta_{ij}\delta(t-t')$. The noise describes effects external to the gene circuit and its strength is governed by the model parameter $D \geq 0$. The deterministic terms on the right-hand side of Eqs. (9) represent self-activation, mutual inhibition and degradation respectively [23]. Through the rest of the work, the model parameters $n = 4$ and $S = 0.5$ are fixed.

In the deterministic limit ($D = 0$) Eqs. (9) have three stable fixed points, (i) one with $x_1 = x_2 = 1$, (ii) one with $x_1 > x_2$, and (iii) a third one obtained from the second by exchanging $x_1$ and $x_2$. The first fixed point describes an undifferentiated cell state, the other two differentiated states [7]. The deterministic model also has two saddle points on the separatrices between the basins of attraction of the fixed points. The resulting phase portrait is shown in Fig. 3(a).

For $D > 0$, noise-driven transitions from the undifferentiated to either one of the differentiated states become possible. Similar to the SIS model the typical escape time grows exponentially with the inverse noise strength [63]. For small noise amplitudes, numerical integration of Eqs. (9) is therefore unlikely to generate transition paths within realistic computing times.

To sample these rare paths we first discretize time using an Euler-Maruyama scheme [64, 65]. The resulting process is described by Gaussian transition rates. These are then used in Eq. (7) together with the quasi-stationary distribution describing the undifferentiated state. This quasi-stationary distribution in turn is obtained from a numerical integration of the Fokker-Planck equation for the dynamics in Eqs. (9), see Sec. SM of the SM. As a result of this procedure we obtain an ensemble of trajectories starting from the undifferentiated state and ending in the differentiated state $x_2 > x_1$ (see also Sec. SM of the SM). In Fig. 3(b) we show ensembles of transition paths for different noise amplitudes. As demonstrated in the figure the stochastic trajectories approach the WKB instanton as $D \rightarrow 0$.

The level of noise at which the WKB approximation
is useful is very much dependent on the application in question. The comparison between the stochastic bridges generated with our method and the WKB instantons allows us to appraise the accuracy of WKB results, such as stationary probability distributions or transition rates between basins of attraction.

**Conclusions:** In this Letter, we have presented a method to sample rare trajectories. The core component of the approach is a process in reverse time that generates stochastic bridges connecting desired start and end points. Using Eq. 5 we can then calculate the probability with which these paths occur in the target process under consideration. This allows us to quantify the statistics of rare events such as first passage times. Our approach does not require the noise in the model to be weak, and it generates uncorrelated and unbiased transition paths.

Traditional WKB methods provide information about the most likely path connecting two states, and allow one to calculate typical quantities characterising these transitions, e.g. mean first passage or transition times. Our approach goes beyond this, and delivers an ensemble of transition paths along with their statistical weights. This enables us to obtain entire distributions of first-passage times or other characteristics in simulations.

We envisage that the method that we have developed will have applications in myriad systems where sampling rare events is important. We imagine that it can also be used as a numerical aid to intuit when the WKB method will be accurate and useful. The approach presented here can also be extended to sample stochastic trajectories constrained to pass through more than two desired points.
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S1. RELATION WITH DOOB’S $h$-TRANSFORM

Despite a superficial resemblance, Eq. (3) is different from Doob’s so-called $h$-transform [50, 66]. In this section we provide details regarding these differences. We also explain in what sense the method based on the associated process in reverse time [Eq. (3) in the main paper] is more efficient for our purposes than the use of the Doob’s $h$-transform.

A. Doob’s $h$-transform

We first focus on discrete-time processes with transition probabilities $W_{x \rightarrow y}^t$. For a given function $h(\cdot, \cdot)$ Doob’s $h$-transform [49, 51, 66, 67] is then a process defined by the transition rates

$$\dot W_{x \rightarrow y}^t = W_{x \rightarrow y}^t \frac{h(y, t + 1)}{h(x, t)}.$$  \hspace{1cm} (1)

The positive function $h$ can be chosen arbitrarily provided that it fulfills

$$h(x, t) = \sum_y W_{x \rightarrow y}^t h(y, t + 1).$$ \hspace{1cm} (2)

This condition ensures the normalisation $\sum_y \dot W_{x \rightarrow y}^t = 1$.

If time is continuous a very similar definition applies

$$\dot w_{x \rightarrow y}^t = w_{x \rightarrow y}^t \frac{h(y, t)}{h(x, t)},$$ \hspace{1cm} (3)

with the condition

$$h(x, t) = \int dy \, w_{x \rightarrow y}^t h(y, t).$$ \hspace{1cm} (4)

B. Construction of stochastic bridges from the Doob transform

A suitable choice of the function $h(x, t)$ in Eq. (1) allows one to generate conditioned Markov processes. Consider for example

$$h(x, t) = P(x_T | x_t = x),$$ \hspace{1cm} (5)

where $P(x_T | x_t = x)$ is the probability that a trajectory of the original process visits $x_T$ at time $T$, given that it was at $x$ at time $t$. We then have Eq. (1) as follows,

$$\dot W_{x \rightarrow y}^t = W_{x \rightarrow y}^t \frac{P(x_{t+1} = y | x_t = x)}{P(x_T | x_t = x)} = P(x_{t+1} = y | x_t = x, x_T).$$ \hspace{1cm} (6)

We have used the definition of conditional probabilities, and the fact that $P(x_T | x_t = x, x_{t+1} = y) = P(x_T | x_{t+1} = y)$ for Markov processes.

The last expression in Eq. (6) indicates that $\dot W_{x \rightarrow y}^t$ is the probability that a trajectory of the original process ultimately arriving at $x_T$ hops from to $y$ in the next step if it is at $x$ at time $t$. 
Therefore, the $\hat{W}_t^{x\to y}$ are the transition rates one would obtain from the ensemble of trajectories of the original process that end at $x_T$.

The transition rate $\hat{W}_t^{x\to y}$ is non-zero only when $P(x_T|x_{t+1} = y) > 0$. This means that at any time $t$ the process defined by these rates can only jump to a state $y$ if the desired final state $x_T$ can be reached from $y$ in the remaining time. This statement hold in particular at time $t = T - 1$. Therefore all trajectories of the process must end in $x_T$.

C. Relation to sampling method in the main paper

The transition rates $\hat{W}_t^{x\to y}$ defined in Eq. (3) of the main paper are different to those of the Doob transform $\hat{W}_t^{x\to y}$ defined in Eq. (6), but they produce an ensemble of paths with exactly the same statistics. That is, the rates $\hat{W}_t^{x\to y}$ define a process that runs forwards in time from $x_0$ to $x_T$ and the rates $\hat{W}_x^{x\to y}$ define a process that runs backwards in time from $x_T$ to $x_0$, but each method produces the same set of paths with equal weights.

However, one notices that in order to compute the rates in Eq. (6) and simulate one bridge (with fixed start and end points), one requires the conditional probabilities $P(x_T|x_{t-1} = y)$ for all values of $y$ and a given value of $x_T$. This set of probabilities can be obtained efficiently from the backward master equation. Eq. (3) instead involves the conditional probabilities $P(x_{t}|x_0)$ for all values of $x_t$ and a fixed value of $x_0$. These conditional probabilities can be obtained most efficiently from the forward master equation.

The crucial difference between the two implementations is in computational efficiency in the case where the end point $x_T$ is not fixed, i.e. when we want to produce stochastic bridges with different end points as in Fig. 1 (a). In our algorithm, we only have to integrate the forward master equation once to obtain the probabilities $P(x_T|x_0)$. However, if we were to use the Doob transform approach, we would have to integrate the backward master equation many times to obtain different sets of probabilities $P(x_T|x_{t-1} = y)$ for each final point $x_T$. When one wishes to sum over many final points, as we did to produce Fig. 1 b, a many-fold increase in efficiency is obtained by using our associated bridge process over the Doob transform.

S2. RECOVERING THE STATISTICS OF THE TARGET PROCESS FROM THE ASSOCIATED BRIDGE PROCESS

A. General procedure

In Eq. (5) in the main text, we demonstrate how the probability of observing a particular path of the associated bridge process can be related to observing that same path in the target process. In this section, we describe how this result can be used to deduce statistics of the target process from the statistics of the associated bridge process.

We write $O$ for an observable related to an individual path. For example, this could be the first time the path crosses a given barrier, or the largest excursion from the starting point, or indeed quantities relating to multiple points in time (e.g. the ‘range’ of a path, i.e., the difference between maximum and minimum position attained by a random walker). We write $O(T)$ for the value of $O$ associated with path $T$.

Suppose now that for each possible end state $x_T$ we sample $M$ paths $T^{(i)}_{x_T}$ $(i = 1, \ldots, M)$ ending at $x_T$. The statistical weight of each of the paths ending at a particular value $x_T$ is $P(x_T,T)/M$ by virtue of Eq. (3), and accounting for the fact that we have generated $M$ paths for each value of $x_T$. Therefore the $\hat{W}_t^{x\to y}$ are the transition rates one would obtain from the ensemble of trajectories of the original process that end at $x_T$.

Therefore, the $\hat{W}_t^{x\to y}$ are the transition rates one would obtain from the ensemble of trajectories of the original process that end at $x_T$.

The transition rate $\hat{W}_t^{x\to y}$ is non-zero only when $P(x_T|x_{t+1} = y) > 0$. This means that at any time $t$ the process defined by these rates can only jump to a state $y$ if the desired final state $x_T$ can be reached from $y$ in the remaining time. This statement hold in particular at time $t = T - 1$. Therefore all trajectories of the process must end in $x_T$.

C. Relation to sampling method in the main paper

The transition rates $\hat{W}_t^{x\to y}$ defined in Eq. (3) of the main paper are different to those of the Doob transform $\hat{W}_t^{x\to y}$ defined in Eq. (6), but they produce an ensemble of paths with exactly the same statistics. That is, the rates $\hat{W}_t^{x\to y}$ define a process that runs forwards in time from $x_0$ to $x_T$ and the rates $\hat{W}_x^{x\to y}$ define a process that runs backwards in time from $x_T$ to $x_0$, but each method produces the same set of paths with equal weights.

However, one notices that in order to compute the rates in Eq. (6) and simulate one bridge (with fixed start and end points), one requires the conditional probabilities $P(x_T|x_{t-1} = y)$ for all values of $y$ and a given value of $x_T$. This set of probabilities can be obtained efficiently from the backward master equation. Eq. (3) instead involves the conditional probabilities $P(x_{t}|x_0)$ for all values of $x_t$ and a fixed value of $x_0$. These conditional probabilities can be obtained most efficiently from the forward master equation.

The crucial difference between the two implementations is in computational efficiency in the case where the end point $x_T$ is not fixed, i.e. when we want to produce stochastic bridges with different end points as in Fig. 1 (a). In our algorithm, we only have to integrate the forward master equation once to obtain the probabilities $P(x_T|x_0)$. However, if we were to use the Doob transform approach, we would have to integrate the backward master equation many times to obtain different sets of probabilities $P(x_T|x_{t-1} = y)$ for each final point $x_T$. When one wishes to sum over many final points, as we did to produce Fig. 1 b, a many-fold increase in efficiency is obtained by using our associated bridge process over the Doob transform.
The overall mean of \( O \) over all paths of the original system (without conditioning on a particular end state) is then obtained by summing over all possible end states \( x_T \),

\[
\langle O \rangle = \sum_{x_T} \left[ P(x_T, T) \frac{1}{M} \sum_{i=1}^{M} O(T_x^{(i)}) \right].
\] (7)

For simplicity, we have chosen to sample the same number of trajectories \( M \) from all the possible end states \( x_T \). It is possible to sample different numbers of paths \( M \) \( x_T \) for different end states \( x_T \). Eq. (7) then becomes

\[
\langle O \rangle = \sum_{x_T} \left[ P(x_T, T) \frac{1}{M_{x_T}} \sum_{i=1}^{M_{x_T}} O(T_x^{(i)}) \right].
\]

B. Application to random walk [Fig. 1(b) in the main manuscript]

We now give further details of this procedure for the example in Fig. 1(b), namely the first passage time distribution \( P_{1st}(x^*, t) \) of the biased random walk. The quantity \( P_{1st}(x^*, t) \) is the probability that a walker first reaches \( x^* \) at time \( t \), i.e., \( P_{1st}(x^*, t) = P(x(t) = x^*|x(t') \neq x^* \forall t' < t) \).

The procedure that we follow to compute \( P_{1st}(x^*, t) \) for a fixed \( t \) is as follows.

1. For a fixed value of \( x_T \), use the rates in Eq. (3) to construct \( M \) trajectories \( T_{x_T}^{(i)} \) \( (i = 1, \ldots, M) \) of the random walk all ending at \( x_T \).

2. Determine how many of these \( M \) trajectories first reach state \( x \) at time \( t \). Call this number \( N_{x_T}(x^*, t) \).

3. Repeat items 1 and 2 for all possible end states \( x_T \).

4. The quantity \( P_{1st}(x^*, t) \) is then given by

\[
P_{1st}(x^*, t) = \sum_{x_T} P(x_T, T) \frac{N_{x_T}(x^*, t)}{M}.
\] (8)

If the random walk is run up to time \( T \), then all \( x_0 + T + 1 \) final states from \( x = 0 \) to \( x = x_0 + T \) are possible (recall that the state zero is reflecting for the example in Fig. 1). In order to limit this number at large times \( T \), we introduce a reflecting boundary \( W_{L \rightarrow L-1} = 1 \) in our simulations. Provided that \( L \gg x^* \) this will not materially affect the empirical first passage time distribution through \( x^* \) (in our simulations we use \( x^* = 70, \ L = 200 \)). Further, we have repeated the process for multiple final times \( T = 250, 300, 350, 400, 450, 500 \), and have then combined results.

S3. REVERSED LANGEVIN EQUATION FOR GAUSSIAN PROCESSES

In this Section we show that the method described in the main text reproduces known results for Gaussian bridges [40]. Consider the following linear stochastic differential equation

\[
\dot{x} = a(t)x + \sqrt{2D(t)}\xi(t).
\] (9)

where we allow for a possible time-dependence of the drift coefficient \( a(t) \) and of the diffusion coefficient \( D(t) \). We choose the initial condition \( x(t = 0) = x_0 \). The distribution of \( x \) at time \( t \) can be obtained directly from the Fokker-Planck equation describing this process [53], and reads

\[
P(x, t) = \frac{e^{-\frac{(x-\mu(t))^2}{2\sigma(t)^2}}}{\sigma(t)\sqrt{2\pi}} \equiv G(x; \mu(t), \sigma(t)),
\] (10)
where $\mu(t) = \langle x(t) \rangle$ and $\sigma(t)^2 = \langle x(t)^2 \rangle - \langle x(t) \rangle^2$ and we introduce the shorthand $G(\cdot ; \mu, \sigma)$ for a Gaussian distribution with mean $\mu$ and standard deviation $\sigma$. We have $\mu(t = 0) = x_0$, $\sigma(t = 0) = 0$.

We next discretize time into intervals of length $\Delta t$ using the Euler-Maruyama prescription \cite{65},

$$x_{t+\Delta t} = x_t + a(t)x_t \Delta t + \sqrt{2D(t)\Delta t} \Gamma_t,$$

(11)

where $\Gamma_t$ are uncorrelated Gaussian variables of mean zero and variance one. Alternatively, this scheme can be understood as the generation of a random value $x_{t+\Delta t}$ using the Gaussian transition probabilities

$$W^t_{x_t \rightarrow x_{t+\Delta t}} = G \left( x_{t+\Delta t}; x_t + a(t)x_t t + \Delta t, \sqrt{2\Delta t D(t)} \right).$$

(12)

Inserting Eqs. (12) and (10) in Eq. (3) in the main paper we find

$$\tilde{W}^t_{t \rightarrow x_{t+\Delta t}} = G \left( x_{t+\Delta t}; x_t + a(t)x_t t + \Delta t, \sqrt{2\Delta t D(t)} \right) \frac{G(x_t; \mu(t), \sigma(t))}{G(x_{t+\Delta t}; \mu(t+\Delta t), \sigma(t+\Delta t))}.$$  

(13)

The right-hand side is the exponential of a quadratic polynomial in the variable $x_t$ and hence $\tilde{W}^t_{t \rightarrow x_{t+\Delta t}}$ has a Gaussian functional form. We note that $\mu(t)$ and $\mu(t+\Delta t)$ feature on the right-hand side, and similarly $\sigma(t)$ and $\sigma(t+\Delta t)$. Expanding the coefficients of the polynomial in powers of $\Delta t$ one finds for the reversed transition probabilities:

$$\tilde{W}^t_{x_t \rightarrow x_{t+\Delta t}} = G \left( x_t; x_{t+\Delta t} + \tilde{f}(x_{t+\Delta t}) \Delta t, \sqrt{2\Delta t D(t)} \right) + \mathcal{O}((\Delta t)^2),$$

(14)

where

$$\tilde{f}(x) = -a(t)x + (\mu(t) - x) \frac{2D(t)}{\sigma^2(t)}. $$

(15)

Restoring continuous time, these transition probabilities in turn correspond to the stochastic differential equation for a Gaussian process $\tilde{x}(t)$:

$$\dot{\tilde{x}} = -a(t)\tilde{x} + \left[ \mu(t) - \tilde{x} \right] \frac{2D(t)}{\sigma^2(t)} + \sqrt{2D(t)}\xi(t).$$

(16)

which generalizes previous known results in the literature, e.g. \cite{51}. The drift term for the process $\tilde{x}$ consists of two contributions. The first, $-a(t)$, is the drift term of the original process [Eq. (9)], but with reversed sign. The second contribution, $\left[ \mu(t) - \tilde{x} \right] \frac{2D(t)}{\sigma^2(t)}$ pulls trajectories towards the mean value $\mu(t)$ with a strength that at time $t$ is inversely proportional to the variance $\sigma^2(t)$ of the original process. The pull becomes infinite as $t \rightarrow 0$ given that $\sigma(t = 0) = 0$, due to the fixed initial condition $x_0$ of the process $x(t)$. As a consequence all trajectories $\tilde{x}$ take the value $\tilde{x}(t = 0) = \mu(0) = x_0$.

Example: Brownian motion. As an example we consider simple Brownian motion,

$$\dot{\tilde{x}} = \sqrt{2D}\xi(t),$$

(17)

with initial condition $x(0) = 0$. We then have $\mu(t) = 0$ for all $t$, and $\sigma(t) = \sqrt{2Dt}$. The stochastic differential equation for the associated reverse process $\tilde{x}$ is

$$\dot{\tilde{x}} = -\frac{\tilde{x}}{t} + \sqrt{2D}\xi(t),$$

(18)

This equation is to be integrated backwards, that is, from $t = T$ to $t = 0$. For any starting point $\tilde{x}(t = T) = x_T$ for this integration, the resulting trajectory $\tilde{x}$ will necessarily end in $\tilde{x}(t = 0) = 0$. 


S4. SUSCEPTIBLE-INFECTED-SUSCEPTIBLE MODEL AND WKB METHOD

A. Quasi-stationary distribution and reverse process

To determine the quasi-stationary distribution of the SIS model we follow the standard approach described for example in [1, 25–29, 56]. We write $x = n/N$ for the fraction of infected individuals in the following. Using the large-deviation ansatz $P(n, t) \propto e^{-NS_0(x, t)}$ in the master equation describing the model and expanding to first order in $1/N$, one obtains a partial differential equation for $S_0(x, t)$:

$$\frac{\partial S_0(x, t)}{\partial t} = -\sum_{\ell=+1,-1} \frac{\omega_{x\rightarrow x+\ell}}{N} \left( e^{\ell \frac{\partial S_0(x, t)}{\partial x}} - 1 \right). \tag{19}$$

Seeking stationary solutions $S_0(x) = \lim_{t\to\infty} S_0(x, t)$, one finds the following ordinary differential equation for $S_0(x)$:

$$\frac{dS_0(x)}{dx} = \log \left( \frac{\omega_{x\rightarrow x+\frac{1}{N}}}{\omega_{x\rightarrow x-\frac{1}{N}}} \right). \tag{20}$$

Using the rates of the SIS model [Eqs. (8) in the main paper] this can be solved directly, leading to

$$S_0(x) = x \left(1 - \log \frac{\beta}{\gamma}\right) + (1 - x) \log(1 - x) - 1 + \frac{\gamma}{\beta} \log \frac{\beta}{\gamma}, \tag{21}$$

where the integration constant was fixed by imposing that $S_0(x)$ is zero at its minimum. The quasi-stationary distribution is then

$$P_{QS}(x) = N e^{-NS_0(x)}, \tag{22}$$

with a suitable normalisation constant $N$.

To compute the rates of the reversed process, we use Eqs. (7) after replacing the time-dependent probabilities by the quasi-static distribution in Eq. (22). We find,

$$\tilde{\omega}_{n+1\leftarrow n} = \gamma (n + 1) \frac{P_{QS}(n + 1)}{P_{QS}(n)},$$

$$\tilde{\omega}_{n-1\leftarrow n} = \beta \frac{(n - 1)(N - n + 1) P_{QS}(n - 1)}{N P_{QS}(n)}, \tag{23}$$

These rates were used for the generation of the stochastic trajectories in Fig. 2.

B. WKB instanton

Again following along the lines of [1, 25, 29, 56], we introduce $p = \frac{\partial H(x, p)}{\partial x}$ and $H(x, p) = \sum_{\ell=+1,-1} \frac{\omega_{x\rightarrow x+\ell}}{N} (e^{\ell p} - 1)$. Eq. (19) is then recognised as a Hamilton-Jacobi equation

$$\frac{\partial S_0(x, t)}{\partial t} = -H \left(x, \frac{\partial S_0(x, t)}{\partial x}\right). \tag{24}$$

Using the rates of the SIS model in Eq. (8) one obtains

$$H(x, p) = \beta x (1 - x) (e^p - 1) + \gamma x (e^{-p} - 1), \tag{25}$$
and the associated Hamilton equations
\[ \dot{x} = \frac{\partial H(x,p)}{\partial p} = \beta (1-x)e^p - \gamma xe^{-p}, \]
\[ \dot{p} = -\frac{\partial H(x,p)}{\partial x} = \beta (2x - 1)(e^p - 1) - \gamma (e^{-p} - 1). \] (26)

These equations have four fixed points \((x = 0, p = 0), (x = 0, p = \log(\gamma/\beta)), (x = x_{st}, p = 0), (x = \frac{4\beta - \gamma(1 + \sqrt{1 + 8\beta/\gamma})}{8\beta}, p = \log(\gamma(\sqrt{1 + 8\beta/\gamma} - 1)/2\beta)), \) with \(x_{st} \equiv 1 - \gamma/\beta). \) Fig. 1 shows the solutions of Eqs. (26) in phase space.

Following [68], we will refer to solutions of Hamilton’s equations with two fixed endpoints as instantons. The WKB instanton is the most likely trajectory for the system to take in the limit \(N \to \infty\) given any start and end points \(x_0\) and \(x_T\). For the case of the SIS model, it is found by solving Eq. (26).

The instanton connecting \((x = x_{st}, p = 0)\) with \((x = 0, p = \log(\gamma/\beta))\) is the dominant path to extinction, shown as a dashed line in Fig. 2. This trajectory fulfills Eqs. (26) and \(H(x(t), p(t)) = 0\) (since \(H(x = 0, p) = 0\) and \(H\) is conserved along trajectories obeying Hamilton’s equations). The constraint \(H = 0\) leads to

\[ \dot{x} = -x [(1-x)\beta - \gamma], \] (27)

with solution
\[ x(t) = \frac{x_{st}}{1 + e^{\beta x_{st}(t-t_0)}}. \] (28)

The quantity \(t_0\) is an integration constant and can be chosen arbitrarily (the WKB instanton in Fig. 2 is for \(t_0 = 3.178\) so that \(x(0) = 0.48\)). Here, it is useful to distinguish between two phases of the dynamics of the SIS model. After some initial transient the systems reaches quasi-stationarity in an endemic state. The fraction of infected individuals fluctuates about \(x_{st} = 1 - \gamma/\beta). \) This is a long-lived state, the residence time is a random variable with a mean which increases exponentially with the population size \(N\). Once the system has left this long-lived state by a random fluctuation, it will approach the absorbing state \((n = 0)\) on a much shorter time scale of order \(N^0\).

We stress that the WKB instanton in Eq. (28) describes the relatively quick transition towards absorption after the system has left the quasi-stationary state. The preceding residence time in the quasi-stationary state is separate and random, and the WKB instanton makes no statement about this time (hence the open parameter \(t_0\)). The mean residence time in the stationary state can be computed separately [21, 25].

### C. Transition towards extinction

The most likely path to extinction, obtained in the limit \(N \to \infty\), is the heteroclinic orbit in connecting the fixed points \((x = x_{st}, p = 0)\) and \((x = 0, p = \log(\gamma/\beta))\) of Eqs. (26). This path approaches \(x_{st}\) for \(t \to -\infty\), and \(x = 0\) for \(t \to \infty\). The typical time scale associated with the transition from the meta-stable state and the absorbing state can however be characterised by the time required for the WKB instanton to reach \(x = \epsilon\) starting from \(x = x_{st} - \epsilon\). This time difference is independent of the choice of \(t_0\) and is easily obtained from Eq.(28) as

\[ \tau = \frac{1}{\beta x_{st}} \log \left( \frac{x_{st} - \epsilon}{\epsilon^2} \right). \] (29)
FIG. 1. Trajectories of Eqs. (26) with initial conditions $x(t = 0) \in [0.1, 1]$ and $p(t = 0) \in [-0.1, 0.1]$. Dots are placed at the fixed points of Eqs. (26). The heteroclinic connecting $(x = x_{st}, p = 0)$ with $(x = 0, p = \log(\gamma/\beta)$ (dashed line) is the optimal path to extinction plotted in Fig. 2. This heteroclinic is the only solution connecting the line $x = x_{st}$ with the line $x = 0$ with all $p(t)$ finite.

In Fig. (2b) we have used the value $\epsilon = 0.02$, leading to $\tau = 7.09$.

The time at which a trajectory of the stochastic SIS model leaves the vicinity of $x_{st}$ and crosses $x = x_{st} - \epsilon$ is a random variable, determined how long the system resides in the meta-stable state abut $x_{st}$ (see above). The system then moves towards extinction at $x = 0$. In order to align these transition paths with the WKB instanton in Eq. (28), we shift each trajectory in time. More precisely we arbitrarily fix $t_0 = 3.178$ for the WKB instanton (so that $x(0) = 0.48$), and then choose the time shift for each trajectory of the stochastic systems so as to minimise $\int dt [x_{\text{stochastic}}(t) - x_{\text{instanton}}(t)]^2$. This is the procedure we used to produce Fig. 2 (a) in the main paper.

S5. FOKKER-PLANCK EQUATION FOR CELL DIFFERENTIATION PROBLEM

The Fokker-Planck equation for the genetic switch model in Eq. (9) is

$$\partial_t P(x_1, x_2; t) = -\vec{\nabla} \cdot (P(x_1, x_2; t) \vec{F}(x_1, x_2)) + D \nabla^2 P(x_1, x_2; t),$$

(30)

where $\vec{F}(x_1, x_2) = [f(x_1, x_2), f(x_2, x_1)]$ with $f(u, v) = \frac{u^n}{S^n + u^n} + S^n - u$. We study the system within a square domain $(x_1, x_2) \in [0, L] \times [0, L]$ with reflecting boundary conditions. In Fig. (3b) we used $L = 3$. We solved Eq. (30) numerically.

The numerical integration of Eq. (9) requires a discretisation of space and time. We used a forward time centered space method. The time step and spatial discretisation element need to fulfill the conditions $\Delta t < \frac{(\Delta x)^2}{D}$ and $\Delta t < \sqrt{\frac{\Delta x}{\max_{x_1, x_2} \{|F(x_1, x_2)|\}}}$. The reflecting boundary conditions are imposed by requiring that the normal component of the probability flux $\vec{J}(x_1, x_2; t) = P(x_1, x_2; t) \vec{F}(x_1, x_2) - D \nabla P(x_1, x_2; t)$ vanishes at the boundaries. We find that the numerical solution of Eq. (30) converges to a stationary distribution $P^{qs}(x_1, x_2)$ relatively quickly. In Fig. (3b) we used $P(x_1, x_2; T = 10|x_1^0 = 1, x_2^0 = 1, 0)$ as a proxy for the quasi-stationary distribution. We carried out a sensitivity analysis testing different final times $T = 10, 12, 15, 20$. This did not result in significant differences for the statistics of paths.
S6. GENERATION OF REVERSE TRAJECTORIES FOR STOCHASTIC DIFFERENTIAL EQUATIONS

In this section, we describe the strategy to numerically sample paths of the associated bridge process with a target dynamics described by an SDE of the form:

$$\dot{x}(t) = f(x, t) + g(x, t)\xi(t).$$

(31)

Here, the noise $\xi(t)$ has mean zero and correlations $\langle \xi(t)\xi(t') \rangle = \delta(t - t')$, and the SDE is to be interpreted in the Itô sense. For simplicity, we describe the procedure for a univariate process, but generalization is possible to the multivariate case. Again, the Euler-Maruyama scheme to draw trajectories of the SDE is given by

$$x_{t+\Delta t} = x_t + f(x_t, t)\Delta t + g(x_t, t)\sqrt{\Delta t}\Gamma_t,$$

(32)

where $\Gamma_t$ are uncorrelated Gaussian variables of mean zero and variance one. The transition rates for this discretisation are

$$W_{x_t \rightarrow x_{t+\Delta t}}^t = G(x_{t+\Delta t}; x_t + f(x_t, t)\Delta t, g(x_t, t)\sqrt{\Delta t}),$$

(33)

where $G(x; \mu, \sigma)$ is the Gaussian distribution defined in Eq. (10). This distribution can be easily sampled using, for example, the Box-Muller-Wiener or any other suitable algorithm [65].

Using Eq. (3) in the main paper, the transition rates for the associated process are

$$\tilde{W}_{x_t \leftarrow x_{t+\Delta t}}^t = G\left(x_{t+\Delta t}; x_t + f(x_t, t)\Delta t, g(x_t, t)\sqrt{\Delta t}\right) \times \frac{P(x_t, t)}{P(x_t, t + \Delta t)}.$$  

(34)

In contrast with the case of a linear SDE [Eq. (9)], $G\left(x_{t+\Delta t}; x_t + f(x_t, t)\Delta t, g(x_t, t)\sqrt{\Delta t}\right)$ is in general not a Gaussian distribution for $x_t$ (as $x_t$ appears as an argument of the functions $f$ and $g$).

To sample $x_t$ from this distribution we use a proposal-rejection technique [65]. For the proposal step we approximate

$$G\left(x_{t+\Delta t}; x_t + f(x_t, t)\Delta t, g(x_t, t)\sqrt{\Delta t}\right) \approx G\left(x_t; x_{t+\Delta t} - f(x_{t+\Delta t}, t + \Delta t)\Delta t, g(x_{t+\Delta t}, t + \Delta t)\sqrt{\Delta t}\right) \equiv G^{\text{prop}}(x_t).$$

(35)

We then draw a proposed value $x_t$ from the Gaussian distribution $G^{\text{prop}}(x_t)$. This proposal is then accepted with a probability proportional to $\frac{W_{x_t \rightarrow x_{t+\Delta t}}^t}{G^{\text{prop}}(x_t)}$.

This method generates values of the random variable $x_t$ distributed according to Eq. (34). There is no further bias or error other than those resulting from the Euler-Maruyama discretisation.

In summary, the proposal-rejection algorithm for the associated reverse process is as follows:

If the system is in state $x_{t+\Delta t} = y$ at time $t + \Delta t$ then:

1. Draw a random number $x$ distributed according to the Gaussian distribution $G\left(x; y - f(y, t + \Delta t)\Delta t, g(y, t + \Delta t)\sqrt{\Delta t}\right)$.

2. With probability

$$H(x) = C \frac{G\left(y; x + f(x, t)\Delta t, g(x, t)\sqrt{\Delta t}\right) \times P(x, t)}{G\left(x; y - f(y, t + \Delta t)\Delta t, g(y, t + \Delta t)\sqrt{\Delta t}\right) \times P(y, t + \Delta t)}.$$  

(36)

accept $x_t = x$. If rejected, go to step 1. Here, $C$ is chosen such that $\max_x H(x) \leq 1$. In general, $C \approx 1$ and the average acceptance probability is close to 1.
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