Curvelet Based Texture Features for Breast Cancer Classifications
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Abstract. One of the sources of death among women is breast cancer. It is well known that Mammogram is the best method for breast cancer detection. Subsequently, there are solid requirements for the improvement of computer aided diagnosis (CAD) systems to assist radiologists in making decision. In this paper, the curvelet changes is proposed to classify the breast cancer. Curvelet refers to multi-level change which have the characteristics of directionality and anisotropy. It splits several characteristic impediments of wavelet to edges of an image. Two component extraction techniques were created associated with curvelet and wavelet coefficients to separate among various classes of breast. Finally, the K-Nearest Neighbor (KNN) classifiers were utilized to decide if the district is unusual or ordinary. The adequacy of the suggested strategies has been implemented with Mammographic Image Analysis Society (MIAS) data images. All the dataset is utilized by the suggested strategies. Then calculations have been applied with both curvelet and wavelet for correlation test were performed. The general outcomes show that curvelet change shows superior compared to the wavelet and the thing that matters is measurably noteworthy.

1. Introduction

Breast cancer disease is one of the significant concern’s deaths around the world. As indicated by distributed insights of World Health Organization (WHO) approximate 460,000 deaths in 2010 [1]. Breast cancer is the main source of cancer in Malaysia. At any rate one in each 19 women in Malaysia is in danger of having breast cancer in the course of her life [1]. Early identification and therapy are viewed as the most encouraging ways to deal with diminish breast cancer death, since the reasons for the sickness are as yet obscure [2]. At the point when breast cancer is distinguished and treated early, the odds for recuperation are high. The current strategies for early identification of breast cancer are clinical breast tests and mammography. It can show changes of the breast as long as two years before a patient or doctor can detect the changes [3]. Mammographic irregularities which implies breast cancer can be classify into four types which are: microcalcifications, masses, design twisting and asymmetry.

Computer-Aided Diagnosis (CAD) systems is built to help radiologists in identifying mammographic sores that may show the existence of breast cancer. The CAD demonstration just as a subsequent and an ultimate conclusion is made by the radiologist. Computer aided design systems examine digitized or computerized mammography images utilizing programming projects to discover
features that related with breast cancer [4]. A Computer Aided Diagnosis (CADx) component have been proposed by Salleh et al., for breast cancer classifications. They have utilized the Speed Up Robust Features (SURF) method as their feature’s extraction. The Principal Component Analysis (PCA) is also utilized to reduce the dimension of the feature’s vectors. Three different classifiers are used to classify the cancer [5]. Recently, they have extended their finding with proposed Standard Deviation Based Otsu and also mathematical morphology as their features extraction [6-7].

Liu et al. [8] deteriorated the image utilizing multiresolution wavelet decay and at every goal level, separated a lot of features, including an edge direction histogram. Along these lines, every pixel was ordered by utilizing a paired choice tree. Sakellaropoulos et al. [9] utilized wavelet examination and feature extraction to characterize the pixels of the thick area as mass or typical tissue. At long last, there is an enormous arrangement of approaches dependent on Artificial Neural Netprocess (ANN) classifiers. These normally figured the issue of segmentation as a characterization of Region of Interest (ROI) as dubious or not. The features for preparing are power or surface related data dependent on a lot of realized ROI containing masses and a lot of arbitrary samples from typical tissue [10]. Christoyianni et al. [11] utilized a spiral based capacity neural system to order includes got from the histograms of every ROI. Hassanien et al. [12] and Ali and Hassanien [13] tried a heartbeat coupled neural system (PCNN), which can remove edges, image sections, and surface data from images. Mousa et al. [14] proposed a system dependent on wavelets investigation. They utilized a versatile neuro-fluffy deduction system (ANFIS) for building the classifier to recognize ordinary from anomalous.

1.1. Wavelet Transform

Jean Morlet have originally proposed the wavelet transform and created a novel mathematical tool for seismic wave analysis [15]. The mother wavelet \( \ell_{p,q}(r) \) defined as:

\[
\ell_{p,q}(r) = \frac{1}{q^{1/2}} \frac{(r-p)}{|q|}, \quad \text{where } p, q \in \mathbb{R}, \ p \neq 0
\]  

The parameter \( P \) refers to the scaling parameter, which measures the degree of compression. The parameter \( q \) is the translation parameter. It is to control the time location of the wavelet. If \( |q| < 1 \), this implies that the wavelet in Equation (1) is compressed wavelet to greater frequencies. If the value of \( |p| > 1 \), then \( \ell_{p,q}(r) \) has a larger time-width than \( \ell(r) \) and corresponds to lower frequencies. Therefore, wavelets have the capability of time-widths obtained corresponding to their frequencies [15].

1.2. One-Dimensional Wavelet Transform

The wavelet decomposition is an increasing sequence of closed subspaces \( \{ V_k \} k \in \mathbb{Z} \) that approximate \( M^2(R) \), where \( \mathbb{Z} \) and \( \mathbb{R} \) denote the sets of integers and real numbers, respectively. The terms \( M^2(R) \) denotes the vector space of measurable square-integrable one-dimensional functions \( f(x) \) [15]. The term \( \varphi(t) \) refers to the scaling function. It can be expressed as:

\[
\varphi_{2^k}(t) = 2^k \varphi(2^k t)
\]  

then

\[
(2^{-k})^{1/2} \varphi_{2^k} \left(x - 2^{-k} m \right)_{(m,k) \in \mathbb{Z}^2}
\]  

Equation (3) refers to an orthonormal basis obtained from dilation of a function with a coefficient \( 2^k \) and translation of the resulting function on a grid whose interval is proportional to \( 2^{-k} \). For any \( m \in \mathbb{Z} \)
the scaling function is a member of $C_{2^k}$ that is included in $C_{2^{k+1}} \subset C_{2^k}$. The wavelet orthonormal basis is a family of functions that obtained thru the dilation and translation of the function $\ell(r)$. The wavelet representation is the orthogonal complement of the original signal space, $V_{2^k}$.

Denote the complement space as $O_{2^k}$. Let

$$\ell_{2^k}(r) = 2^k \ell(2^k r)$$

represents the dilation of $\ell(y)$ by $2^k$.

$$(2^{-k})^{1/2} \ell_{2^k}(x-2^{-k}m)_{(m,k) \in \mathbb{Z}^2}$$

is an orthonormal basis that can be computed by scaling the wavelet with a coefficient $2^k$ and translating it on a grid with the corresponding interval is proportional to $2^{-k}$. The difference between signal at resolutions $2^{k+1}$ and $2^k$ can be extracted on a wavelet orthonormal basis of $M^2(R)$. The decomposition become a new signal approximation and a detail signal. The signal approximation is given by

$$\hat{f}_{2^k}(x) = \sum_i \{ (\sigma_{2^{-1}}(x), \sigma[x-(i-2m)]) \} \times \{ f(x), \sigma_{2^{k+1}}(x-2^{-k-1}i) \},$$

where $i \in \mathbb{Z}$ and $\langle a, b \rangle$ is the inner product of $a$ and $b$. The resolution change is obtained by the first inner product, which acts as a low-pass filter,

$$\Upsilon(m) = \langle \sigma_{2^{-1}}(x), \sigma(x-m) \rangle$$

and by subsampling by two with use of Equation (6), Equation (7), the signal will become

$$\hat{f}_{2^k}(x) = \sum_i \tilde{h}(2x-i)\hat{f}_{2^{k+1}}(i),$$

where we assume that $\tilde{\Upsilon}(m) = \Upsilon(-m)$.

### 1.3. Two-Dimensional Wavelet Transform

It is already well known that, the extended version of the one-dimensional is called the two-dimensional wavelet. It can be interpreted as a one-dimensional wavelet transform along the x and y axes. As in the one-dimensional case, the original image is reduced in resolution by a low-pass filter and subsampling to form an approximation image, but this time it is for both rows and columns of the image. This is a separable multiresolution approximation of $M^2(R^2)$ in which the scaling function is

$$\Phi(x,y) = \Phi(x)\Phi(y)$$

The resulting two-dimensional decomposition at a given resolution level also results in detail images that are threefold. The three detail images are a set of independent, spatially oriented frequency channels that detail vertical high frequencies, horizontal high frequencies, and cross-directional high frequencies. The three wavelets that give these detail images are
The wavelet model can be reached into two-dimensional signs by divisible multiresolution value scaling capacity in Equation (8). There are three related wavelet capacities from Equation (10), represent the wavelet deterioration of a two-dimensional sign can be registered with a detachable expansion of the one-dimensional decay calculation.

\[ \Psi^1(x, y) = \phi(x)\psi(y), \]
\[ \Psi^2(x, y) = \phi(x)\psi(y), \text{ and} \]
\[ \Psi^3(x, y) = \phi(x)\psi(y). \]

2. Proposed Method
Figure 2.1 represents the means of the proposed computer aided diagnosis system.

![Figure 2.1: The proposed computer aided diagnosis system.](image)

From Figure 2.1, the first part contains the advancement of a computer aided diagnosis system. In this part, the ROI are removed physically. The multiresolution portrayals curvelet and wavelet are then used to disintegrate the ROIs. Subsequently, two component extraction techniques are introduced to recognize the various classes of breast cancer. The first techniques are features extraction based on a percentage of biggest coefficients. This is followed by features extraction curvelet based texture feature extraction. Both methods will be discussed in the next section.

In the second part, ROIs are recognized consequently implemented by curvelet disintegration and feature extraction strategies from part 1. In this paper, the classification steps include all the three steps as illustrates in Figure 2. Firstly, the classification is focus on to classify either it is abnormal or normal ROI. This is followed by the classification of six types abnormalities of the ROI. The abnormalities include microcalcifications, circumscribed masses, misclassification masses, speculated masses, architectural distortion and asymmetric. Finally, the classification is focus to classify either is the abnormal ROI is benign or malignant. All of these classification rates are determined by utilizing KNN.
2.1. Feature Extraction Based of the Biggest Coefficients Value
In order to decay the ROIs into four disintegration levels, both curvelets and wavelets are implemented. Various proportions from the greatest coefficients from every decay level are utilized as the element vectors. Then, the ratio of coefficient for both class vector and mammogram will be embedded into KNN classifier. The strategy of the element extraction and characterization technique illustrates in Figure 3.

From Figure 2.2, the proportions are taken in the range of 10% and 90% of coefficients from each level. Then, it will be gathered in one vector to be embedded to the KNN classifier to be classified. This study utilized the 70% of training dataset and 30% testing rules.
2.2. Feature Extraction Curvelet Based Texture Feature Extraction Method

After the ROI have been trimmed, the curvelet change is applied on ROI. At that point, seven measurable properties for each wedge are determined. The properties are: Energy, Entropy, Mean, Standard Deviation, Maximum Probability, Inverse Difference Moment and Homogeneity. These properties are portrayed in Figure 2.3.

![Energy, Entropy, Mean, Standard Deviation, Maximum Probability, Inverse Difference Moment, and Homogeneity equations]

From Figure 2.3, the curvelet is utilized with scale four and sixteen points, then it is disintegrated into 81 slices. After that, the features are determined for each slice, with the goal of 567 features as the value of features vector. Table 2.1 illustrates the quantity of features obtained after applying the component extraction strategy.

| Function            | total features before feature extraction | total features after feature extraction |
|---------------------|------------------------------------------|----------------------------------------|
| Normal vs. abnormal | 567                                      | 220                                    |
| Benign vs. malignant| 567                                      | 222                                    |

From Table 2.1, the most critical features are acquired by the feature’s vectors to a standard deviation of average component extraction technique. It begins with computing a mean features vector for every class. Then, the standard deviation vector is determined. The rest of the features will be the features vector for the comparing ROI. The chose features then will be utilized to for various classes. The past created two strategies of extraction were implemented to ROIs and physically edited from the first steps.
3. Results and Discussion

The initial step is to trim the ROIs physically from the first mammogram. Also, two elements of features extraction strategies are utilized to recognize the most critical features. Therefore, the attained features are embedded to the classifiers. The consequences of this part are discussed as follows.

3.1. Results of Feature Extraction Based of the Biggest Coefficients Value

The wavelet and curvelet are implemented to four levels. From every decay level, a proportion of the greatest coefficients then utilized to be the element vector of corresponding mammogram. Thus, every ROI will be initiated in four rates, every rate chose from various scale. It is chosen from 10% to 90%. Then, the vectors are embedded to KNN to classify into various classes. The acquired outcomes from KNN classifier to recognize irregular and typical classes are introduced in Table 3.1.

Table 3.1: Accuracy rates between abnormal and normal classes.

| Method   | class         | 10%    | 20%    | 30%    | 40%    | 50%    | 60%    | 70%    | 80%    | 90%    |
|----------|---------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Curvelet | Abnormal      | 97.59  | 95.95  | 90.94  | 96.44  | 98.46  | 97.93  | 97.11  | 97.35  | 93.97  |
|          | Normal        | 92.59  | 96.30  | 96.30  | 92.59  | 88.89  | 100.00 | 96.30  | 96.30  | 96.30  |
|          | W. Average    | 94.34  | 96.18  | 96.91  | 93.95  | 92.31  | 99.05  | 96.59  | 96.68  | 95.47  |
| Wavelet  | Abnormal      | 95.86  | 85.09  | 89.83  | 87.90  | 95.83  | 87.73  | 89.86  | 90.53  | 93.62  |
|          | Normal        | 77.78  | 100.00 | 100.00 | 96.30  | 88.89  | 100.00 | 88.89  | 100.00 | 77.78  |
|          | W. Average    | 84.24  | 94.68  | 96.37  | 93.30  | 91.37  | 95.62  | 89.24  | 96.62  | 83.44  |

From Table 3.1, it shows that the most noteworthy normal arrangement precision rate acquired with curvelet coefficients was 99.05%. Meanwhile, it was 95.62% utilizing 60% of coefficients. It is clearly seen that curvelet perform higher average classification accuracy rates compared to the wavelet in each percentage ratio from the biggest coefficients. Table 3.2 presents the order accuracy rates accomplished in separating between the variations from the norm classes dependent on their shapes. For every rate, a normal of precision rate is determined and an examination is refined among curvelet and wavelet.

Table 3.2: Accuracy rate between different abnormalities.

| Method   | Class | 10%    | 20%    | 30%    | 40%    | 50%    | 60%    | 70%    | 80%    | 90%    |
|----------|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Curvelet | Calc  | 96.00  | 92.00  | 100.00 | 100.00 | 96.00  | 96.00  | 96.00  | 96.00  | 92.00  |
|          | Cir  | 95.65  | 95.65  | 95.65  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 95.65  |
|          | Ill-def | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|          | Spic  | 100.00 | 94.74  | 94.74  | 94.74  | 94.74  | 94.74  | 94.74  | 94.74  | 94.74  |
|          | Arch  | 100.00 | 94.74  | 94.74  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 94.74  |
|          | Asym  | 93.33  | 93.33  | 93.33  | 93.33  | 93.33  | 86.67  | 93.33  | 86.67  | 93.91  |
|          | W. Average | 97.39  | 95.65  | 98.26  | 96.52  | 98.26  | 97.39  | 97.39  | 97.39  | 93.91  |
| Wavelet  | Calc  | 100.00 | 64.00  | 60.00  | 80.00  | 95.65  | 86.96  | 96.00  | 100.00 | 100.00 |
|          | Cir  | 100.00 | 95.65  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|          | Ill-def | 85.71  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|          | Spic  | 84.21  | 84.21  | 84.21  | 84.21  | 52.63  | 100.00 | 73.68  | 98.47  | 78.95  |
|          | Arch  | 100.00 | 94.74  | 63.16  | 100.00 | 73.68  | 89.47  | 63.16  | 78.95  | 78.95  |
|          | Asym  | 100.00 | 66.67  | 100.00 | 100.00 | 126.67 | 80.00  | 100.00 | 100.00 |
|          | W. Average | 96.52  | 84.35  | 87.83  | 86.96  | 94.78  | 88.70  | 88.69  | 89.57  | 93.04  |

From Table 3.2, it can be observed that the curvelet outflanks wavelet for each grouping abnormalities. The acquired outcomes by removing a level of the greatest coefficients from 4 scales deterioration of curvelet and wavelet indicate that few rates implies that the classifier accomplishes great accuracy.
The order precision rates accomplished to separate between the generous and threatening classes are introduced in Table 3.3.

### Table 3.3 Accuracy rates between benign and malignant.

| Method   | 10%    | 20%    | 30%    | 40%    | 50%    | 60%    | 70%    | 80%    | 90%    |
|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|          |        |        |        |        |        |        |        |        |        |
| Benign   | 98.44  | 100.00 | 100.00 | 100.00 | 100.00 | 98.44  | 98.44  | 100.00 | 100.00 |
| Malign   | 100.00 | 100.00 | 90.20  | 100.00 | 98.04  | 100.00 | 100.00 | 100.00 | 100.00 |
| W. Average | 99.13  | 100.00 | 95.65  | 100.00 | 99.13  | 99.13  | 99.13  | 100.00 | 100.00 |
| Benign   | 51.56  | 100.00 | 98.44  | 85.94  | 93.75  | 100.00 | 68.75  | 100.00 | 89.06  |
| Malign   | 100.00 | 92.16  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| W. Average | 73.94  | 96.52  | 99.13  | 92.18  | 96.52  | 100.00 | 82.61  | 100.00 | 93.91  |

From Table 3.3, the normal of the capacity of every rate is determined and an examination is practiced among curvelet and wavelet at every rate. It can also be observed that curvelet outflanks wavelet in arranging mammogram images among generous and harmful cases.

#### 3.2. Results of Features Extraction using Standard Deviation of Means

Data is partitioned into two categories. For every category, it is composed of various images of all accessible classes. The main category is utilized to develop the component vectors, while the subsequent category is utilized to test the proposed strategy. Wavelet and curvelet changes are utilized to be implemented to the ROIs of mammogram images. Then it will extricate coefficients to be embedded to the classifier. Then, four deterioration levels are utilized. The mean of each class of images is finalized. At that point the standard deviation of the lattice of methods for lasses is determined to create a vector to the standard deviations section by segment. The hard edge value is determined according to [16], where X refers to length of the coefficients vector. Table 3.4 shows the quantity of coefficients with the limit.

### Table 3.4: Coefficients of wavelet and curvelet foe three types of problems.

| Problem             | Wavelet before threshold (N) | Wavelet after threshold (L) | Curvelet before threshold (N) | Curvelet after threshold (L) |
|---------------------|------------------------------|------------------------------|--------------------------------|-------------------------------|
| Normal vs. abnormal | 25129                        | 722                          | 46080                          | 1619                          |
| Abnormality types   | 25129                        | 2141                         | 46080                          | 2066                          |
| Benign vs. malignant| 25129                        | 1144                         | 46080                          | 1091                          |

From Table 3.4, the proposed strategy is applied to cover the three mammogram characterization issues. The initial step is the order of ordinary versus irregular classes. The subsequent advance is the grouping of anomaly pointer dependent on their shape. The third step is to separate among generous and threatening tumours. In this process, the normal of grouping accuracy rates is determined dependent on 2x5-folds cross approval. The proposed strategy is focused with the technique for greatest 100 coefficients introduced earlier. Table 3.5 presents the characterization precision rates accomplished in separating among typical and strange classes.
From Table 3.5, it can be observed that all classification rate is above 90%. Two partition are applied with 5 folds for each partition which represents the 2x5-folds cross approval. It can be observed that both curvelet represent the highest accuracy compared to the wavelet. For standard deviation of means, there are slightly difference between both methods which is 1.57. Meanwhile for biggest 100 coefficient, the classifications accuracy rates of curvelet exceed the wavelet by 4.41. Table 3.6 presents the order accuracy paces of irregularity types as per their shapes.

From Table 3.6, it can be observed that the arrangement of coefficients separated from curvelet change accomplishes higher grouping rate contrasted with wavelet coefficients. It shows also that the proposed strategy is superior compared to the technique for removing the greatest 100 coefficients from deterioration levels. Again, it can be observed that both curvelet represent the highest accuracy compared to the wavelet. For standard deviation of means, there are slightly difference between both methods which is 0.79. Meanwhile for biggest 100 coefficient, the classifications accuracy rates of curvelet exceed the wavelet by 6.28. Table 3.7 represent the classification accuracy rates between both methods to classify the cancer either it is benign or malignant.
Table 3.7: Accuracy rates obtained for bengin and malignant classifications.

| Method | Class    | Partitions 1 | Partitions 2 | Average |
|--------|----------|--------------|--------------|---------|
|        |          | Fold 1       | Fold 2       | Fold 3   | Fold 4       | Fold 5   | Fold 1      | Fold 2   | Fold 3   | Fold 4       | Fold 5   | Fold 1   | Fold 2   | Fold 3   | Fold 4       | Fold 5   | Fold 1   | Fold 2   | Fold 3   | Fold 4       | Fold 5   |
|        |          | 95.31        | 93.75        | 95.31     | 92.10       | 95.75     | 65.31      | 92.10     | 95.31     | 89.06        | 92.10     | 95.31     | 92.10     | 95.31     | 92.10        | 95.44     | 100.00   | 100.00   | 100.00   | 100.00       |
| Curvelet | Benign  | 100.00       | 100.00       | 100.00    | 100.00      | 100.00    | 100.00     | 100.00    | 100.00    | 100.00       | 100.00    | 100.00    | 100.00    | 100.00    | 100.00       | 100.00    | 100.00   | 100.00   | 100.00   | 100.00       |
|        | Malignant| W. Average   | 97.39        | 96.52      | 97.39      | 95.65     | 96.52      | 97.39     | 95.65     | 97.39        | 95.65     | 96.35    |
| Wavelet | Benign  | 93.75        | 92.19        | 95.31     | 90.63      | 96.52     | 93.75      | 90.63     | 95.31     | 87.50        | 90.63     | 92.93   |
|        | Malignant| W. Average   | 96.52        | 95.65      | 97.39      | 94.79     | 94.79      | 97.39     | 95.64     | 94.79        | 95.56     |        |

From Table 3.7, based on the highlighted rows, it shows the threatening class has been characterized. Overall, curvelet still outflanks wavelet. This means that the proposed strategy gives grouping higher rates.

4. Conclusion and Recommendation

A curvelet changes-based CAD in mammogram proposed. This paper concentrated on develop the computer aided diagnosis system by creating two methods for features extraction. In this process, the KNN classifiers is utilized to separate between various classes. The general outcomes from this strategy show that curvelet beats wavelet.

There is some suggestion for future investigations and currently investigated: 1) Reconstruction of separated coefficients of curvelet and wavelet may be reasonable to recognize the irregularity of first mammogram images. 2) Integrating other imaging modalities, for sample, ultrasound, attractive reverberation imaging (MRI) and registered tomography (CT) with X-beam mammography.
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