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1 Introduction

In this paper, we explore the relations between two logical approaches to vagueness: the degree-theoretic approach of [Smith, 2008] and the strict-tolerant account of vagueness originally laid out in [Cobreros et al., 2012]. At first glance, these approaches look quite different: the former is based on a fuzzy logic, that is on continuum many truth values, whereas the latter is implicitly based on a four-valued logic. Conceptually, the approaches differ still further: on Smith’s approach, the principle of tolerance is rejected (the principle whereby anyone imperceptibly shorter than a tall person must count as tall), to be replaced with a weaker principle of closeness (according to which for any two persons \( u_1 \) and \( u_2 \) with imperceptibly distinct heights, the semantic values of “\( u_1 \) is tall” and “\( u_2 \) is tall” must be close). Smith moreover articulates both principles as metalinguistic constraints. On the strict-tolerant logic of vagueness developed in [Cobreros et al., 2012], on the other hand, the principle of tolerance is stated in the object-language, and it is valid.

Our point of departure in this paper is that there is less to these differences than meets the eye. The two approaches have much in common. In particular, they can both be cast into a common three-valued framework [Cobreros et al., 2015b], as we proceed to explain below. This is because the accounts both work with a common structure: they have it that whenever all the premises of an argument hold to some particular strong standard, the conclusion must hold to some particular weaker standard (a form of what we call “permissive consequence” in [Cobreros et al., 2015b]). It is this common structure that is directly captured by a three-valued framework. Moreover, despite the kinds of models these approaches use, both stick to full first-order classical logic, validating every classically-valid argument. [Cobreros et al., 2012] but not [Smith, 2008] extends the object language to allow for the principle of tolerance to be stated.\(^2\)

In what follows, we consider extended versions of both approaches, in order to bridge the gap between them. One of our goals in this paper is logical: we introduce a family of consequence relations, which we call parameterized consequence relations, which basically subsume both Smith’s consequence and strict-to-tolerant consequence (abbreviated ST-consequence) as particular cases. We use the framework to show that strict-to-tolerant consequence in a sense occupies a unique position among this family of consequence relations when the language is sufficiently expressive to accommodate tolerance principles for vague predicates. Our main goal, however, is more philosophical, and concerns the role and the number of truth values in an adequate theory of vague language.

Two roles are sometimes distinguished for truth values: a referential role, used to assign values to sentences, and a logical or inferential role, concerned with entailment relations between sentences ([Suszko, 1977, Malinowski, 2009b, Shramko and Wansing, 2011]). Smith’s theory and the strict-tolerant theory do not

---

\(^2\) Strict-tolerant logic conservatively extends classical logic (it is fully classical over its \( \sim \)-free fragment), but it is nontransitive over its \( \sim \)-full fragment. The loss of transitivity is arguably a non-classical feature of ST-logic. See [Cobreros et al., 2012] and below for discussion.
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use the same number of truth values to serve as references for sentences, but our argument will show that the richness of Smith’s referential apparatus can be cut down to three values when it comes to capturing central inferential principles about vagueness. There is a clear and precise sense, therefore, in which the strict-tolerant approach is canonical for the kind of treatment of vagueness advocated by Smith. This reduction is not meant to offer a full-fledged theory of the relation between referential and inferential many-valuedness for vague language, but we take it to be a step in that direction, not least because vagueness is an area in which the introduction of intermediate truth values between 0 and 1 has been a source of controversy and remains in need of further justification (see [Williamson, 1994, Haack, 1996] and [Smith, 2008] for rival views).

Our paper is structured as follows. The next section gives a brief review and a philosophical discussion of Smith’s account of closeness and tolerance, rebutting his arguments against three-valued approaches to vagueness. §3 gives a more detailed formal comparison between Smith’s account and the strict-tolerant account. §4 introduces the notion of parameterised consequence and shows how to embed both Smith’s consequence and ST-consequence under that scheme. In §5, finally, we draw more general lessons from this comparison, in particular regarding the truth values needed to study vagueness.

2 Tolerance and closeness

Vague predicates seem to exhibit a phenomenon known as tolerance [Wright, 1975, Kamp, 1981]. For example, consider the vague predicate “young”: there seem to be differences in age too small to matter for youngness (such as a difference of a nanosecond for age in humans, at least in most contexts). Tolerance is the claim that this seeming is correct: that there really are differences too small to matter. In general, for a predicate \( P \), \( P \)-similarity (which we write \( \sim P \)) is a relation that holds between things when, according to tolerance, they are too similar in whatever respects matter for \( P \) for it to be the case that \( P \) applies to one of them but not the other. The principle of tolerance may then be stated as follows:

\[
\forall x \forall y (Px \land x \sim_P y \rightarrow Py) \quad (\text{Tolerance})
\]

This is a notoriously problematic principle in two-valued classical logic, for conjoined with the existence of a soritical series, it gives rise to the sorites paradox. For vague \( P \), it is easy to imagine a list of individuals, each \( P \)-similar to the next, but where the first is obviously \( P \) and the last obviously not \( P \). The way this problem is evaded in classical logic usually involves a rejection of the tolerance principle.\(^3\)

\(^3\) Bare rejection of the tolerance principle, of course, doesn’t give much of a useful theory. Because of this, rejection of tolerance is often paired with some explanation of its intuitive appeal. These explanations might involve, for example, epistemology [Sorensen, 2001, Williamson, 1994], context-sensitive concepts [Fara, 2000, Raffman, 1996], or pragmatic restrictions [Manor, 2006, Gaifman, 2010, van Rooij, 2011, Pagin, 2011, Gómez-Torrente, 2011]. Tolerance can be main-
Rejecting tolerance in this two-valued setting, however, leaves us with the idea that in every sorites series, there are at least two individuals \( a \) and \( b \) that are very close in \( P \)-relevant respects, but where \( Pa \) and \( Pb \) are still assigned opposite truth values.\(^4\)

This violation of tolerance leaves us with a sudden jolt in truth values as we proceed along a sorites series; Smith thus calls it ‘the jolt problem’. (On Smith’s view, by contrast, the core of vagueness lies in the absence of such jolts: gradual modifications of the features relevant for a property should be matched by gradual modifications of the truth values assigned to the claim that the property applies.) Consequently, neither tolerance nor its negation can provide a satisfactory account of vagueness in this two-valued setting: tolerance because it leads to paradox, and the negation of tolerance because of the jolt problem.

According to Smith, the proper way to evade this dilemma is to abandon two-valued logic and replace the principle of tolerance by a principle of **closeness**. Given a vague predicate \( P \), closeness states that if two objects \( a \) and \( b \) are \( P \)-similar, then the sentences \( Pa \) and \( Pb \) should have truth values that are very close to each other. Formally, this may be represented as follows, letting \( \sim_T \) stand for closeness between truth values, and \( [[Pa]] \) for the truth value of \( Pa \):

\[
(2) \quad \text{If } a \sim_P b, \text{ then } [[Pa]] \sim_T [[Pb]] \quad \text{(Closeness)}
\]

Closeness is the leading principle behind the introduction of degrees of truth in Smith’s approach. Two degrees of truth seem obviously inadequate to accommodate closeness, so more than two truth values are required. But how many more, if closeness is to be secured? Smith’s answer is as follows:

I do not know exactly how many degrees of truth we need in order to accommodate Closeness. The point is simply that we need a significant number of them. [. . .] As far as accommodating vagueness goes, we might have a large finite number of degrees of truth [. . .] or we might have continuum-many degrees of truth (as in the fuzzy picture) (p. 190).

Smith’s choice is to have continuum many degrees of truth, though Smith admits that there are no conclusive reasons against having a finite number of degrees of truth.\(^5\) An option Smith explicitly rejects, however, is working with only three degrees of truth [Smith, 2008, p. 186], [Smith, 2005, p. 178]. According to Smith, a third-value view will necessarily suffer from the jolt problem. Smith’s reason to reject trivalent approaches is as follows (p. 186):

If one sentence is True and another False, then they are as far apart as can be in respect of truth — and furthermore, they are in an absolute sense very far apart in respect of truth. Given that Truth and Falsity are poles apart in this way, no third truth status can be very close to both of them.

---

\(^4\) The needed quantifier move here—from \( \neg \forall \) to \( \exists \neg \)—is not valid in intuitionistic logic. We don’t discuss intuitionistic approaches to the sorites here; see [Read and Wright, 1985, Wright, 2001, Rumfitt, 2015] for more.

\(^5\) In particular, Smith rejects arguments based on the seeming arbitrariness of any particular finite number; see p. 190.
Smith’s argument is meant to be fully general, that is, it ought not to depend on the interpretation of the third truth value. What about the case, however, in which the third truth value is interpreted as “Both-True-and-False”? (For approaches to vagueness that take this route, see [Cobreros, 2013, Priest, 2013, Ripley, 2013b, Weber et al., 2014].) Isn’t this third truth value close to “True” and close to “False”?

Take two \( P \)-similar objects \( a \) and \( b \) such that \( Pa \) gets value 1, and \( Pb \) the value .5: since this means that \( Pa \) is True, and that \( Pb \) is True and False, there no longer is any jolt in this case, since the value assigned to \( Pb \) retains some element of the value assigned to \( Pa \). These claims match in an important respect; they are both true. The same holds if \( Pc \) is assigned .5 and \( Pd \) is assigned 0. These claims match in an important respect; they are both false. The only jolt would be a situation in which \( a \) and \( b \) are \( P \)-similar, but such that \( Pa \) gets 1 and \( Pb \) 0—and this is exactly what does not arise, on such an approach. So, arguably, a glut-based theory of vagueness does not predict any jolts.⁶

This argument would not suffice to convince Smith, however. For Smith’s point is that regardless of its dialetheist definition, a value such as Both-True-and-False cannot be very close both to True and to False. Thus, Smith writes (p. 186):

For if one thing is very similar to each of two other things in some respect, then those two things must at the very least be reasonably similar to one another in that respect — yet Truth and Falsity are not similar at all in respect of truth. Thus, to the extent that a sentence is very close to True, it is not very close to False, and vice versa.

Our response here is that True and False can actually be taken to be “reasonably similar”, though we need to be careful about the relevant respect. While Smith writes that they are “not similar at all in respect of truth”, we can observe that they are similar in respect of being truth-values, consistently with being as far apart as can be along that dimension. Consider the following analogy: “black” and “white” are certainly not similar at all “in respect of (their proximity to) black”, but they are similar in respect of being achromatic colors. And in that respect black and white are indeed reasonably similar. And while they are poles apart along that dimension of comparison, grey is a mixture which is as close to white and to black as can be. Moreover, because no property other than grey can be close to both white and black while being distinct from either, grey is even very close to both.

Admittedly, a central grey, say of RGB value (128, 128, 128), may be seen as relatively distant from a central white (255, 255, 255) and from a central black (0, 0, 0). But in our analogy we need not equate “grey” with a specific triple of RGB values. Consider the region of triples of form \((x, x, x)\) with \(0 < x < 255\). This is the grey region (including dark and light greys), and it is very similar to the (just) white region, and very similar to the (just) black region. Structurally, our point is that “Both-True-and-False” may be viewed in the same way, as denoting a region of overlap.⁷

⁶ See [Égré, 2011b] for a preliminary version of this objection. Here, however, we focus on Smith’s topological argument against three values. We thank an anonymous for urging us to do so.

⁷ This analogy can be made rigorous: [Égré, 2021] treats “true” and “false” as absolute gradable predicates, structurally ambiguous between a total and a partial interpretation (in the sense...
Statistical theories of vagueness naturally fit with this interpretation of the third value, but this interpretation too does not give rise to jolts (see [Borel, 1907, Égré, 2011a, Lassiter, 2011, Égré and Barberousse, 2014, Lassiter and Goodman, 2017, Égré, 2017]). On such an approach, we can view 1 as applying to an item for which the response can only be of the form “\(x\) is \(P\)”, .5 as encoding an item for which responses can be either “\(x\) is \(P\)” or “\(x\) is not \(P\)”, and 0 as encoding an item for which the response can be only of the form “\(x\) is not \(P\)” .5 (Of course, items that get assigned the value .5 on this picture may still be such as to support different proportions or probabilities of “\(P\)”-responses over “not \(P\)”-responses. But that is not to say that one should necessarily semanticize those different proportions into distinct truth values.) On this interpretation, the last item that gets the value 1 in a sorites and the first that gets the value .5 still have no jolt between them, in that they warrant identical responses on most occasions.

What the glutty and statistical views have in common is that the value .5 is seen as encoding a way in which the statuses represented by 1 and 0 interact, rather than encoding a distinct status. This makes them altogether different from an interpretation on which .5 encodes a distinct response from the ones encoded by 1 or 0, such as “I don’t know” or “Indeterminate”. These third-status interpretations predict two \(P\)-similar (and so, consecutive in a sorites series) items that mandate distinct responses, instead of allowing for identical responses. It is only these third-status interpretations that fall victim to Smith’s jolt problem. (For related discussion, see [Wright, 2001, Wright, 2003].) Smith’s argument, then, isn’t fully about the number of values in play, but instead turns also on their interpretation.

Consequently, while we agree with Smith that a theory of vagueness working with only two values will incur the jolt problem, our point is that three truth values can suffice to give adequate provision against it. Like Smith, we also agree that the following version of Tolerance (stated p. 160), which we call Smith-tolerance, should be rejected:

\[
(3) \quad \text{If } a \sim_P b \text{ then } [[Pa]] = [[Pb]] \quad \text{(Smith-Tolerance)}
\]

But unlike Smith, we think that the tolerance principle in the version stated in (1) can be preserved as a first-order claim in the object language of a theory of vagueness (see [Cobreros et al., 2012]). In what follows, we will show that a three-valued version of Closeness is actually enough to support Tolerance as an object-language principle; since it is this object-language formulation that generates the best form of the jolt problem, we conclude that three-valued approaches need not be subject to jolts.

---

of [Rotstein and Winter, 2004]). The total interpretations denote disconnected endpoints on the scale, but the partial interpretations overlap. In the case of achromatic colors, the total interpretation of “white” in RGB triples is conventionally \(\{(255, 255, 255)\}\), but the partial one is the upset \(\{(x, x, x) | k \leq x \leq 255\}\), and dually for “black”, its total interpretation is conventionally \(\{(0, 0, 0)\}\), and the partial one the downset \(\{(x, x, x) | 0 \leq x \leq k'\}\), provided \(k' < k\), the partial interpretations overlap.
3 Smith-consequence and ST: a comparison

In this section, we present and briefly compare two logical systems: the one adopted in [Smith, 2008], which we will call ‘Smith-consequence’, and a slightly modified version of the one adopted in [Cobreros et al., 2012], which we will call ‘ST’. (The purpose of the modifications is twofold: for simplicity, and to ease comparison with Smith’s approach.) At first, we will consider versions of these logics that completely ignore the connection between the object-language predicates $P$ and $\sim P$. As far as we are concerned for now, these are simply distinct predicates, and do not constrain each other in any way. We will introduce connections between these predicates later, once we have described the common structure that underlies both Smith-consequence and ST.

3.1 Smith

Smith’s approach to vagueness is based on models that assign values from the real interval $[0, 1]$ to formulas; these models assign values to compound formulas compositionally along the usual Łukasiewicz lines (viz. [Łukasiewicz, 1920]) for the 3-valued case), except for the conditional. Smith leaves out Łukasiewicz’s conditional entirely, instead defining a material conditional $A \rightarrow B$ to be equivalent to $\neg A \lor B$. In sum, then, Smith’s models are pairs $\langle D, I \rangle$ of a domain and an interpretation, where:

- For a term $t$, $I(t) \in D$
- For an $n$-ary predicate $P$, $I(P) \in [0, 1]^{(D^n)}$
- For an atomic sentence $A = P(t_1, \ldots, t_n)$, $I(A) = I(P)(I(t_1), \ldots, I(t_n))$
- $I(\neg A) = 1 - I(A)$
- $I(A \land B) = \min(I(A), I(B))$
- $I(A \lor B) = \max(I(A), I(B))$
- $I(A \rightarrow B) = \max(1 - I(A), I(B))$
- $I(\forall x A(x)) = \text{glb}\{I'(A(x)) : I' \text{ is an } x\text{-variant of } I\}$
- $I(\exists x A(x)) = \text{lub}\{I'(A(x)) : I' \text{ is an } x\text{-variant of } I\}$

These are the models we will work with for the remainder of the paper; we will simply call them models. (When it is convenient, for a model $M = \langle D, I \rangle$ we will sometimes write $M(A)$ instead of $I(A)$ for the value of a formula $A$.)

An argument, for our purposes here, is something of the form $\Gamma \models \Delta$, where $\Gamma$ and $\Delta$ are sets of formulas; this should be thought of as the argument with premises $\Gamma$ and conclusions $\Delta$. A consequence relation is a set $\models$ of arguments; we will write $\Gamma \models \Delta$ for the claim that $\Gamma \models \Delta \in \models$. To specify a consequence relation $\models$ model-theoretically, we simply specify a relation—the countermodel relation—between models and arguments; we then say that $\Gamma \models \Delta$ iff there is no model $M$ such that $M$ is a countermodel to $\Gamma \models \Delta$. 
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Although the models we work with are relatively familiar, Smith’s approach to consequence is not a usual one for models like these.

**Definition 1** A model $\langle D, I \rangle$ is a Smith countermodel to an argument $\Gamma \Rightarrow \Delta$ iff:

- $I(\gamma) > .5$ for every $\gamma \in \Gamma$ and
- $I(\delta) < .5$ for every $\delta \in \Delta$.

If there is no Smith countermodel to an argument $\Gamma \Rightarrow \Delta$, then the argument is Smith valid, written $\Gamma \Vdash_s \Delta$.

This approach effectively treats the models as having three inferential statuses to assign to formulas. A model can assign a formula a value strictly greater than .5, suitable to be the value of a premise of an argument in a countermodel to that argument; or a value strictly less than .5, suitable to be the value of a conclusion in a countermodel; or the value .5 itself, not suitable to be the value of a premise or a conclusion in a countermodel.

Unlike usual designated-value or order-theoretic understandings of consequence on these models, understandings like Smith’s that divide the values into three chunks, and require a countermodel to an argument to map its premises into one particular chunk and its conclusions to another, are not guaranteed to be transitive in any sense. Indeed, this is just the strategy exploited to produce nontransitivity in [Frankowski, 2004, Zardini, 2008, Cobreros et al., 2012].

In fact, there is a sense in which every consequence relation of a certain sort has a three-valued presentation: all that is required is that the consequence relation be monotonic (such that adding premises or conclusions can never make an invalid argument out of a valid one) and reflexive (such that every singleton set is a valid consequence of itself). Nothing like transitivity is required.

Smith considers single-conclusion arguments only; this is the most natural generalization of his approach to a multiple-conclusion setting, which helps to bring out the symmetry in the definition.

That four values suffice for every monotonic consequence relation, whether or not it is reflexive, is implicit in Proposition 2 of [Humberstone, 1988, p. 407]; the move to three values to impose reflexivity is given (again, implicitly) later on the same page. See also [Malinowski, 2004, French and Ripley, 2019, Blasio et al., 2017, Chemla and Egré, 2019] for different presentations of this fact. The representability of a monotonic logic by means of four values is connected to Suszko’s Thesis ([Suszko, 1977]), which draws on a similar fact, imposing reflexivity and a strong form of transitivity to reduce the number of needed values to two. When only one of those two conditions is imposed, the number can be reduced to three (see [Malinowski, 2009b] about dropping reflexivity, [Frankowski, 2004] about dropping transitivity, and [Tsui, 1998, Blasio et al., 2017, French and Ripley, 2019, Chemla and Egré, 2019] for general results). Importantly, the fact that a consequence relation has some three-valued presentation does nothing to show that it has a well-behaved three-valued presentation. In particular, there is no requirement of compositionality; it might be that the value of a compound sentence floats completely free of the values of its components. In what follows, we do pursue some reductions to three-valued presentations, but these all maintain compositionality; the reductions we use are all truth-functional in the sense of [Chemla and Egré, 2019].
As it happens, despite the presence of three inferential statuses, the possibility of nontransitivity is not realized in [Smith, 2008]; Smith-consequence is transitive. In fact, it is precisely the usual consequence relation of classical logic ([Smith, 2008, p. 222]; this will also follow from our Theorem 1 below).

3.2 ST

The strict-tolerant approach to vagueness was first presented in [Cobreros et al., 2012] as an implicitly four-valued system. Here, we give a simpler three-valued formulation, following [Cobreros et al., 2015a].

Definition 2 A model \( \langle D, I \rangle \) is an ST countermodel to an argument \( \Gamma \vdash \Delta \) iff:

- \( I(A) \in \{0, .5, 1\} \) for every formula \( A \);
- \( I(\gamma) = 1 \) for every \( \gamma \in \Gamma \); and
- \( I(\delta) = 0 \) for every \( \delta \in \Delta \).

If there is no ST countermodel to an argument \( \Gamma \vdash \Delta \), then the argument is ST valid, written \( \Gamma \vDash_{ST} \Delta \).

Note that the first clause of this definition amounts to throwing out all models that use any values other than those in \( \{0, .5, 1\} \). (If such models cannot be countermodels, then there is no reason to attend to them at all when evaluating an argument for ST validity.) The remaining three-valued models are a familiar sort: they are strong Kleene models (see e.g. [Beall and van Fraassen, 2003, Priest, 2008]). To present ST in its own right, strong Kleene models are the simplest (model-theoretic) tool, but here we work within the broader space of models, to preserve convenient links with other consequence relations.

Note that every ST countermodel to an argument is also a Smith countermodel to that argument; it follows immediately that \( \Gamma \vDash_{S} \Delta \) implies \( \Gamma \vDash_{ST} \Delta \). As it happens, the converse holds as well; both consequence relations are exactly the familiar consequence relation of first-order classical logic. (Again, this will follow from Theorem 1.)

\footnote{In [Cobreros et al., 2012], there are three different satisfaction relations between models and formulas: tolerant, classical, and strict. Each is implied by the one(s) that follow it. As a result, there are four statuses a formula can have on a model: it can be strictly satisfied, classically but not strictly satisfied, tolerantly but not classically satisfied, or not satisfied at all. The status of each compound sentence is determined by the statuses of its components. This is the sense in which the system is four-valued.}
4 Parameterised consequence

In this section, we turn to a broad family of consequence relations, of which Smith-consequence and ST-consequence are two instances. A third instance will also be helpful:

**Definition 3** A model \( \langle D, I \rangle \) is a classical countermodel to an argument \( \Gamma \vdash \Delta \) iff:

- \( I(A) \in \{0, 1\} \) for every formula \( A \);
- \( I(\gamma) = 1 \) for every \( \gamma \in \Gamma \); and
- \( I(\delta) = 0 \) for every \( \delta \in \Delta \).

If there is no classical countermodel to an argument \( \Gamma \vdash \Delta \), then the argument is classically valid, written \( \Gamma \models_C \Delta \).

Inspection of our models reveals that this is just the usual notion of a classical countermodel, and so the usual notion of (first-order) classical validity.

To move to the general case, we need the notion of a set of values being closed:

**Definition 4** A set \( V \subseteq [0, 1] \) is closed iff it is closed under greatest lower bound, least upper bound, and the function \( \neg(x) = 1 - x \).

The import of this definition is contained in the following fact:

**Fact 1** If \( V \subseteq [0, 1] \) is closed, then for any model \( \langle D, I \rangle \): if for all \( n \), for every \( n \)-ary predicate \( P, I(P) \in V^{(D^n)} \), then for all formulas \( A, I(A) \in V \).

**Proof** Induction on \( A \)'s formation. (Note that binary minimum and maximum are special cases of greatest lower bound and least upper bound, respectively.)

That is, for closed \( V \), if a model assigns predicate values built only from values in \( V \), then the entire model will assign values only from \( V \). This notion is convenient for identifying usable selections from the value space \([0, 1]\). Note that every finite subset of \([0, 1]\) that is closed under the function \( \neg(x) = 1 - x \) is closed, since every finite subset is closed under greatest lower bound and least upper bound (of sets). (In finite cases, these simply amount to minimum and maximum, respectively.) In particular, both \( \{0,.5,1\} \) and \( \{0,1\} \) are closed.

We consider a parameterised notion of countermodel. Our parameters have three coordinates: a set \( V \) of values; a set \( T \) of values for premises to take in a countermodel; and a set \( F \) of values for conclusions to take in a countermodel. Given these parameters, a countermodel is a model that takes values from \( V \), maps all premises into \( T \), and maps all conclusions into \( F \). We will not consider all possible ways of doing this, but we will still consider quite a wide range.

**Definition 5** A set \( X \subseteq [0, 1] \) is an upset iff whenever \( x \in X \) and \( x < y \leq 1 \), then \( y \in X \); it is a downset iff whenever \( x \in X \) and \( x > y \geq 0 \), then \( y \in X \).

**Definition 6** A parameter is a triple \( \langle V, T, F \rangle \) such that:

- \( \{0,1\} \subseteq V \subseteq [0,1] \) is closed;
• 1 ∈ T ⊆ (.5, 1] is an upset; and
• 0 ∈ F ⊆ [0, .5) is a downset.

**Definition 7** Given a parameter \( P = (V, T, F) \), a model \( (D, I) \) is a \( P \) countermodel to an argument \( \Gamma \models \Delta \) iff:

• \( I(A) \in V \) for every formula \( A \);
• \( I(\gamma) \in T \) for every \( \gamma \in \Gamma \); and
• \( I(\delta) \in F \) for every \( \delta \in \Delta \).

If there is no \( P \) countermodel to an argument \( \Gamma \models \Delta \), then the argument is \( P \) valid, written \( \Gamma \vDash_P \Delta \).

Note that all three of our examples fit this mould: for Smith-consequence, the parameter is \( \langle [0, 1], (.5, 1), [0, .5) \rangle \); for ST-consequence, \( \langle [0, .5, 1], \{1\}, \{0\} \rangle \); and for classical consequence, \( \langle \{0, 1\}, \{1\}, \{0\} \rangle \). By letting S, ST, and C simply be these parameters, we can see Definitions 1, 2 and 3 all as special cases of Definition 7.\(^\text{12}\)

We proceed to characterize \( P \) validity for an arbitrary parameter, by way of a definition and a pair of lemmas.

**Definition 8** A model \( M' = (D, I') \) crisifies a model \( M = (D, I) \) (written \( M \preceq M' \)) if for all \( n \), for all \( n \)-ary predicates \( P \):

• \( I'(P) \in \{0, 1\}^{(P)} \);
• if \( I(P)((d_1, \ldots, d_n)) > .5 \), then \( I'(P)((d_1, \ldots, d_n)) = 1 \); and
• if \( I(P)((d_1, \ldots, d_n)) < .5 \), then \( I'(P)((d_1, \ldots, d_n)) = 0 \).

Note that when \( M \preceq M' \), then \( M' \) assigns predicates only values from \( \{0, 1\} \); since this set is closed, we already know that \( M' \) thus assigns every formula some value in \( \{0, 1\} \). But something more interesting is happening here as well:

**Lemma 1** If \( M \preceq M' \), then for every formula \( A \), if \( M(A) > .5 \) then \( M'(A) = 1 \), and if \( M(A) < .5 \) then \( M'(A) = 0 \).

**Proof** Induction on \( A \)'s formation.

**Lemma 2** Every model can be crisified. That is, for any \( M \), there is some \( M' \) such that \( M \preceq M' \).

**Proof** Definition 8 already tells us how to crisify each case where \( I(P) \) assigns a value different from .5; for cases where \( I(P) \) assigns exactly .5, either 1 or 0 will do.

We are now ready to characterize \( P \) validity:

---

\(^\text{12}\) Our definition of a parameter rules out the overlap between \( T \) and \( F \). By allowing overlap, and taking \( T \subseteq (0, 1] \), and \( F \subseteq [0, 1) \), we could retrieve another notion of entailment explored in the literature, namely TS entailment (see [Cobreros et al., 2012]), also known as Q-consequence ([Malinowski, 1990, Malinowski, 2009a]), then expressible as \( \langle \{0, .5, 1\}, \{.5, 1\}, \{0, .5\} \rangle \). We leave an exploration of TS entailment for another occasion.
**Theorem 1** For any parameter $\mathcal{P}$, $\Gamma \nvdash_\mathcal{P} \Delta$ iff $\Gamma \nvdash_\mathcal{C} \Delta$. \qed

**Proof** For each direction, we show the contrapositive.

LTR: suppose $\Gamma \nvdash_\mathcal{C} \Delta$. Then there is some classical countermodel $M$ to $\Gamma \nvdash \Delta$, some $\mathcal{P}$ such that $M(A) \in \{0, 1\}$ for every formula $A$, $M(\gamma) = 1$ for every $\gamma \in \Gamma$ and $M(\delta) = 0$ for every $\delta \in \Delta$. But since $\mathcal{P} = \langle V, T, F \rangle$ is a parameter, this gives $M(A) \in V$ for every formula $A$, $M(\gamma) \in T$ for every $\gamma \in \Gamma$, and $M(\delta) \in F$ for every $\delta \in \Delta$. Therefore, $\Gamma \vdash_\mathcal{P}$ is a countermodel to $\Gamma \nvdash \Delta$, and so $\Gamma \nvdash_\mathcal{P} \Delta$.

RTL: suppose $\Gamma \nvdash_\mathcal{P} \Delta$. Then there is some $\mathcal{P}$ countermodel $M$ to $\Gamma \nvdash \Delta$. This requires that $M(\gamma) \in T$ for every $\gamma \in \Gamma$ and $M(\delta) \in F$ for every $\delta \in \Delta$. Since $\mathcal{P}$ is a parameter, this gives $M(\gamma) > .5$ for every $\gamma \in \Gamma$ and $M(\delta) < .5$ for every $\delta \in \Delta$. By Lemma 1, there is some model $M'$ such that $M \leq M'$. By Lemma 1, $M'(\gamma) = 1$ for every $\gamma \in \Gamma$ and $M'(\delta) = 0$ for every $\delta \in \Delta$. Since $M'(A) \in \{0, 1\}$ for every formula $A$, $M'$ is a classical countermodel to $\Gamma \nvdash \Delta$, and so $\Gamma \nvdash_\mathcal{P} \Delta$. \qed

From this perspective, it is no surprise that Smith-consequence and ST-consequence both turn out to be exactly classical logic; these are just two pinpricks of light shed on the broader phenomenon here, which is that *every* parameterised consequence relation is exactly classical logic.

This immediately yields an $n$-valued presentation of classical logic for every $n \geq 2$. Let $V_n = \{0, 1/(n - 1), \ldots, (n - 2)/(n - 1), 1\}$. Then $V_n$ has $n$ members, and $\mathcal{P} = \langle V_n, \{1\}, \{0\} \rangle$ is a parameter. It also reveals that Smith’s choice of the parameter $\langle 0, 1, (.5, 1), [0, .5] \rangle$ is logically arbitrary, even given his choice of the value space $[0, 1]$. Many choices for the parameter’s last two coordinates would have yielded the same consequence relation.

Smith offers more motivation for his choice than simply the consequence relation it yields. He understands a sentence with value $\geq .5$ as ‘assertion grade’ (fit to assert) and a sentence with value $>.5$ as ‘inference grade’ (fit to infer from); the idea is that a valid argument whose premises are all inference grade must have some conclusion that is assertion grade. Why these particular values?

The advantage of my proposal... is that it is *minimal*. If a sentence $S$ is at least 0.5 true, then one cannot make a truer statement by asserting the negation of $S$ than by asserting $S$. What more than this could be required for a statement to be ‘assertion grade’...? Any higher standard would need further justification, and I cannot see what such justification would consist in. Now, given that we have set the cut-off for assertion grade statements at 0.5, and want to make the cut-off for inference grade statements strictly higher than this, the *minimal* cut-off for inference grade statements will be the one I have proposed: they must be more than 0.5 true. Again, any higher standard would need further justification, and I cannot see what such justification would consist in. [Smith, 2008, p. 224, emphasises in original]

We don’t see, however, that minimalism in this sense is any advantage to a proposal at all. Exactly what benefit is having smaller numbers supposed to confer on a theory? Smith offers no answer.\(^{13}\)

---

\(^{13}\) The above-quoted passage is the full discussion of the issue in [Smith, 2008], except for (p. 250, fn. 57, emphasis in original): ‘[E]arlier, I said that a sentence is “assertion grade”... if its degree of truth is greater than or equal to 0.5. This does not mean that if a sentence $S$ has a degree of
We conclude, then, that for capturing the logical behaviour common to ST and to Smith’s approach before we take account of similarity predicates, any parameter will do as well as any other. All yield the same logic (ordinary classical logic), and we see no other potential reason to choose between them (so long as the values are interpreted in a way that circumvents the jolt problem, as discussed in §2).

4.1 Tolerant logics

Here, we move on to consider the logic of $\sim$-similarity, registering the connections between $\sim$ and $\sim$. For tolerant logics, we impose a connection between the values assigned to $\sim$ and $\sim$. It is perhaps not immediately apparent how to understand these connections with regard to Smith-consequence, so we pursue an indirect approach. First we consider the situation as developed in [Cobreros et al., 2012, Cobreros et al., 2015a]. Then we turn to the general case, first looking at parameterised consequence relations in their full generality, and then narrowing in on a particular class of them; ST-consequence will be seen as a member of this wider class.

We begin by narrowing our space of models to ensure that $\sim$-relations are one and all reflexive and symmetric, in the following sense: for all predicates $\lnot$ and terms $t, u$: if $M(t \sim \lnot t) = 1$ and $M(t \sim \lnot u) = 0$, then $M(t \sim \lnot u) = 0$. From here forward, we ignore models that do not obey these restrictions.

4.1.1 ST

Definition 9 A model $M$ obeys the $\sim$ restriction iff for all predicates $\lnot$ and terms $t, u$: if $M(\lnot t) = 1$ and $M(\lnot u) = 0$, then $M(t \sim \lnot u) = 0$.

Intuitively, the ST restriction ensures that if $t$ and $u$ are so $\lnot$-unlike as to go all the way from 1 to 0 in their $\lnot$-value, then they must not be at all $\lnot$-similar.

Definition 10 A model $M$ is an $\sim$ countermodel to an argument $\Gamma \Rightarrow \Delta$ iff:

1. $M$ obeys the $\sim$ restriction, and
2. $M$ is an ST counterexample to $\Gamma \Rightarrow \Delta$.

If there is no $\sim$ countermodel to an argument $\Gamma \Rightarrow \Delta$, then the argument is $\sim$ valid, written $\Gamma \vDash \sim \Delta$.

truth of 0.5 or greater, then an . . . assertion of $\sim$ is acceptable. Rather, the idea is that a sentence is ‘assertion grade’ . . . if the level of confidence appropriate in an utterance of the sentence is at least as high as the level of confidence appropriate in an utterance of its negation.’ We set aside further discussion of how exactly to understand ‘assertion grade’ and ‘inference grade’ on Smith’s account. This of course already results in more valid arguments than we already had. Look ahead to Figure 1. By removing the rule Tol from the sequent calculus there, you arrive at a calculus sound and complete for every $\mathcal{P}$ consequence relation obeying these $\sim$ restrictions. (Yes, they are all the same; the argument is the same as for Theorem 1, mutatis mutandis).
It will be convenient later to have a proof system for \(\text{ST}_-\). We will work with a sequent calculus, given in Figure 1. In the figure, \(t\) and \(u\) can be any terms, and \(a\) must be an \textit{eigenvariable}: a variable that does not occur free in the conclusion-sequent of the rule.

\[
\text{Structural rules:}
\]

\[
\text{Id:} \quad \frac{\Gamma \vdash A}{\Gamma \vdash A} \quad \text{K:} \quad \frac{\Gamma \vdash \Delta}{\Gamma, \Gamma' \vdash \Delta, \Delta'}
\]

\[
\text{Operational rules:}
\]

\[
\text{¬L:} \quad \frac{\Gamma \vdash A, \Delta}{\Gamma, \neg A \vdash \Delta} \quad \text{¬R:} \quad \frac{\Gamma, A \vdash \Delta}{\Gamma \vdash \neg A, \Delta}
\]

\[
\land L: \quad \frac{\Gamma, A \vdash \Delta, \Gamma, B \vdash \Delta}{\Gamma, A \land B \vdash \Delta} \quad \land R: \quad \frac{\Gamma \vdash A, \Delta, \Gamma \vdash B, \Delta}{\Gamma \vdash A \land B, \Delta}
\]

\[
\lor L: \quad \frac{\Gamma \vdash A, \Delta, \Gamma \vdash B, \Delta}{\Gamma, A \lor B \vdash \Delta} \quad \lor R: \quad \frac{\Gamma \vdash A, \Delta}{\Gamma \vdash A \lor B, \Delta}
\]

\[
\rightarrow L: \quad \frac{\Gamma \vdash A, \Delta, \Gamma \vdash B, \Delta}{\Gamma \vdash A \rightarrow B, \Delta} \quad \rightarrow R: \quad \frac{\Gamma \vdash A \rightarrow B, \Delta}{\Gamma \vdash A, \Delta}
\]

\[
\forall L: \quad \frac{\Gamma, A(t) \vdash \Delta}{\Gamma, \forall x A(x) \vdash \Delta} \quad \forall R: \quad \frac{\Gamma \vdash A(t), \Delta}{\Gamma \vdash \forall x A(x), \Delta}
\]

\[
\exists L: \quad \frac{\Gamma, A(a) \vdash \Delta}{\Gamma, \exists x A(x) \vdash \Delta} \quad \exists R: \quad \frac{\Gamma \vdash A(t), \Delta}{\Gamma \vdash \exists x A(x), \Delta}
\]

\[
\text{Similarity rules:}
\]

\[
\text{¬ref:} \quad \frac{\Gamma, t \sim_p t \vdash \Delta}{\Gamma \vdash \Delta}
\]

\[
\text{¬symL:} \quad \frac{\Gamma, t \sim_p u \vdash \Delta}{\Gamma, u \sim_p t \vdash \Delta} \quad \text{¬symR:} \quad \frac{\Gamma \vdash t \sim_p u, \Delta}{\Gamma \vdash u \sim_p t, \Delta}
\]

\[
\text{Tol:} \quad \frac{\Gamma \vdash t \sim_p u, \Delta}{\Gamma, Pt \vdash Pu, \Delta}
\]

\textbf{Fig. 1:} A sequent calculus for \(\text{ST}_-\)

\textbf{Fact 2} The sequent calculus in Figure 1 is sound and complete for \(\text{ST}_-\). \qed
Proof Both facts are straightforward to show in the usual ways. In particular, completeness can be proved following the method of [Takeuti, 1987], which builds a countermodel from an undervisible sequent. For the connectives and quantifiers, this method is adapted to strong Kleene models in [Ripley, 2013a]. The only needed addition is to show that the resulting model handles \( \sim \) appropriately, but this is ensured by the \( \sim \)-involving rules. In particular, \( \sim \text{ref} \) ensures that the resulting model assigns 1 to all formulas of the form \( t \sim_P u \) as to \( u \sim_P t \), and the \( \text{Tol} \) rule guarantees that the resulting model obeys the \( \text{ST} \) restriction. □

\( \text{ST}_\sim \) is an expansion of first-order classical logic. \( \text{ST}_\sim \) countermodels are all \( \text{ST}_\sim \) countermodels, so \( \text{ST}_\sim \) validity (which we know is classical validity from Theorem 1) implies \( \text{ST}_\sim \) validity. \( \text{ST}_\sim \) also has the nice feature that it validates the principle of tolerance. This is so whether we consider instances of tolerance as arguments (since \( P, a \sim_P b \models \sim_{\text{ST}} Pb \)) or as quantified conditionals (since \( \forall x \forall y ((P x \land x \sim_P y) \rightarrow P y) \)). The main form of tolerance we’re interested in, though, is the metainferential form, expressed by the rule \( \text{Tol} \) in Figure 1.

Definition 11 A consequence relation is tolerant iff it is closed under the rule \( \text{Tol} \).

Since \( \text{Tol} \) is part of a sound and complete sequent calculus for \( \text{ST}_\sim \), \( \text{ST}_\sim \) is tolerant. In this calculus, the other forms of tolerance follow from the metainferential form, via the rules Id, \( \land \)L, \( \rightarrow \)R, and \( \forall \)R. We will return to this in §4.3.

There is a natural worry at this point: doesn’t \( \text{ST}_\sim \) fall right into the sorites paradox? After all, quantified conditional tolerance plus classical logic is typically thought to be enough for trouble, yet \( \text{ST}_\sim \) validates these. But \( \text{ST}_\sim \) has an escape route: the structure of its countermodels allows it to be nontransitive. Indeed, \( \text{ST}_\sim \) is nontransitive, and this allows it to escape the looming trouble. We do not pursue the ups and downs of nontransitivity here; [Cobreros et al., 2012, Cobreros et al., 2015a] offer related discussion.

4.1.2 Parameter tolerance

Our concern here is to explore various avenues for restricting parameterised consequence so as to respect the connection between \( P \) and \( \sim_P \). We take as our paradigm the \( \text{ST}_\sim \) restriction, and generalise it to what we call parameter tolerance.

In any parameter \( \mathcal{P} = \langle V, T, F \rangle \), \( T \) is some sort of positive status, and \( F \) some kind of negative status. The force of \( \mathcal{P} \) validity is to guarantee that if the premises all have the positive status, then some conclusion lacks the negative status. Parameter tolerance is parasitic on these statuses: it guarantees that if \( P t \) has the positive status while \( Pu \) has the negative one, then \( t \sim_P u \) must also have the negative one.

Definition 12 For a parameter \( \mathcal{P} = \langle V, T, F \rangle \), a model \( M \) is \( \mathcal{P} \) tolerant iff for all predicates \( P \), for all terms \( t, u \): if \( M(P t) \in T \) and \( M(P u) \in F \), then \( M(t \sim_P u) \in F \).

We can use parameter tolerance to get a new range of parameterised consequence relations:
**Definition 13** A model $\mathcal{M}$ is a $\mathcal{P}$ tolerant countermodel to an argument $\Gamma \vdash \Delta$ iff:

- $\mathcal{M}$ is $\mathcal{P}$ tolerant, and
- $\mathcal{M}$ is a $\mathcal{P}$ countermodel to $\Gamma \vdash \Delta$.

If there is no $\mathcal{P}$ tolerant countermodel to an argument $\Gamma \vdash \Delta$, then the argument is $\mathcal{P}$ tolerant valid, written $\Gamma \vDash \neg \mathcal{P} \Delta$. □

Note that with ST understood as the parameter $\langle \{0, .5, 1\}, \{1\}, \{0\}\rangle$, as before, Definition 13 subsumes Definition 10. Parameter tolerance brings with it metainferential tolerance.

**Fact 3** For every parameter $\mathcal{P}$, $\vDash \neg \mathcal{P}$ is tolerant. □

**Proof** Let $\mathcal{P} = \langle V, T, F \rangle$, and suppose that $\Gamma \cup \{Pt\} \not\vDash \{Pu\} \cup \Delta$. Then there is a $\mathcal{P}$ tolerant model $\mathcal{M}$ such that $\mathcal{M}(\gamma) \in T$ for every $\gamma \in \Gamma \cup \{Pt\}$ and $\mathcal{M}(\delta) \in F$ for every $\delta \in \Delta \cup \{Pu\}$. In particular, $\mathcal{M}(Pt) \in T$ and $\mathcal{M}(Pu) \in F$. Since $\mathcal{M}$ is $\mathcal{P}$ tolerant, then, $\mathcal{M}(t \sim_p u) \in F$. But then $\mathcal{M}(t \sim_p u, \Delta)$, since $\mathcal{M}$ is a countermodel to this argument as well. □

As the proof reveals, $\mathcal{P}$ tolerance is just what is needed to guarantee metainferential tolerance. Since all parameterised consequence relations are reflexive, this is enough to guarantee argument-form tolerance as well. (For other forms of tolerance, we need more restrictions yet; leave those to one side for now.)

Moreover, these consequence relations are tied quite tightly to classical logic, as Fact 4 records:

**Fact 4** For every parameter $\mathcal{P}$, $\vDash \neg \mathcal{P}$ is a conservative extension of classical logic: if $\Gamma \vDash \neg \mathcal{P} \Delta$ and $\Gamma \not\vDash C \Delta$, then some $\sim$ predicate occurs in $\Gamma \cup \Delta$. □

**Proof** Suppose that $\Gamma \cup \Delta$ contains no occurrences of any $\sim_p$ relation, and suppose that $\Gamma \not\vDash C \Delta$. Then there is a classical countermodel $\mathcal{M}$ for the language without $\sim$ relations. Extend $\mathcal{M}$ to a model $\mathcal{M}'$ of the full language as follows: for all terms $t, u$ and predicates $P$, if $\mathcal{M}(t) = \mathcal{M}(u)$, then $\mathcal{M}'(t \sim_p u) = 1$; else $\mathcal{M}'(t \sim_p u) = 0$. $\mathcal{M}'$ is $\mathcal{P}$ tolerant, as is quick to check. But $\mathcal{M}'(A) = \mathcal{M}(A)$ for all $A \in \Gamma \cup \Delta$. So $\mathcal{M}'$ is a $\mathcal{P}$ tolerant countermodel: $\Gamma \not\vDash \neg \mathcal{P} \Delta$. □

The $\mathcal{P}$ tolerant consequence relations, then, are a way of extending classical logic to take account of the special behaviour of $\sim$ relations, without messing with anything that doesn’t involve these relations.

### 4.2 Sorites

As we flagged above, ST$_-$ handles the combination of classical logic and tolerance without running into sorites problems via nontransitivity. A natural question that arises at this point, then, is: which of the $\vDash \neg \mathcal{P}$ relations work the same way? The answer is: the proper ones.
**Definition 14** A parameter $\mathcal{P} = \langle V, T, F \rangle$ is *proper* iff $V \nsubseteq T \cup F$. The consequence relation $\vdash_{\mathcal{P}}$ is *proper* iff $\mathcal{P}$ is.

Proper parameters are parameters with some value that is neither in $T$ nor $F$; such a value is needed for any counterexample to transitivity to arise. With this notion in hand, we have the following containment result:

**Fact 5** For every proper parameter $\mathcal{P}$, $\vdash_{\mathcal{P}} \subseteq \vdash_{\text{ST}}$.

**Proof** Let $\mathcal{P} = \langle V, T, F \rangle$, and suppose $\Gamma \nvdash_{\text{ST}} \Delta$. Then there is a model $M$ meeting the ST restriction such that: $M(\gamma) = 1$ for all $\gamma \in \Gamma$, and $M(\delta) = 0$ for all $\delta \in \Delta$. Since $V \nsubseteq T \cup F$, there must be some value in $V$ that is in neither $T$ nor $F$; call it $x$. Since $V$ is closed, $1 - x \in V$ as well. Now consider the model $M'$ defined as follows: for all $n$ for all $n$-ary predicates $P$,

- If $M(P)((d_1, \ldots, d_n)) = 1$, then $M'(P)((d_1, \ldots, d_n)) = 1$;
- If $M(P)((d_1, \ldots, d_n)) = 0$, then $M'(P)((d_1, \ldots, d_n)) = 0$; and
- If $M(P)((d_1, \ldots, d_n)) = .5$, then $M'(P)((d_1, \ldots, d_n)) = x$.

Note that $\{0, x, 1 - x, 1\}$ is closed, so $M'$ assigns only these values. Moreover, we can show by induction on $A$’s formation that for all formulas $A$, if $M(A) = 1$ or 0, then $M'(A) = M(A)$. Thus, $M'$ still assigns 1 to everything in $\Gamma$ and 0 to everything in $\Delta$. Moreover, it assigns values only from $V$, so it is a $\mathcal{P}$ countermodel. It remains only to show that $M'$ is $\mathcal{P}$ tolerant. Suppose $M'(Pt) \in T$ and $M'(Pu) \in F$. There are three cases:

- If $M(Pt) = 1$ and $M(Pu) = 0$, we have $M(t \sim_p u) = 0$, since $M$ meets the ST restriction, and so $M'(t \sim_p u) = 0 \in F$.
- If $M(Pt) \neq 1$, then $M(Pt) = .5$ or 0, and so $M'(Pt) = x$ or 0. But either way, $M'(Pt) \notin T$; contradiction.
- If $M(Pu) \neq 0$, then $M(Pu) = .5$ or 1, and so $M'(Pu) = x$ or 1. But either way, $M'(Pu) \notin F$; contradiction.

$M'$ is thus a $\mathcal{P}$ tolerant countermodel to $\Gamma \vdash \Delta$, and so $\Gamma \nvdash_{\mathcal{P}} \Delta$.

The sequent calculus in Figure 1 is thus complete for every proper $\vdash_{\mathcal{P}}$. (It is not, however, sound for all of them; we return to this in §4.3.)

Fact 5 does not hold for improper parameters. This is because improper parameters walk straight into the business end of the sorites paradox.

**Fact 6** For any improper $\mathcal{P}$ and any $n$ terms $t_1, \ldots, t_n$: $Pt_1, t_1 \sim_p t_2, t_2 \sim_p t_3, \ldots, t_{n-1} \sim_p t_n \vdash_{\mathcal{P}} Pt_n$.

**Proof** Let $\mathcal{P} = \langle V, T, F \rangle$, and suppose the claim fails. Then there is some $\mathcal{P}$ tolerant countermodel $M$. It must be that $M(Pt_1) \in T$ and that $M(Pt_n) \in F$, hence $M(Pt_i) \notin T$; so there is a first $i \leq n$ such that $M(Pt_i) \notin T$. Since $i$ is the first such, $M(Pt_{i-1}) \in T$, and since $\mathcal{P}$ is improper, $M(Pt_i) \in F$. Since $M$ is $\mathcal{P}$ tolerant, then, $M(t_{i-1} \sim_p t_i) \in F$. But then $M$ cannot be a countermodel to this argument, since $t_{i-1} \sim_p t_i$ is among its premises. Contradiction.
So while improper parameters give rise to tolerant conservative extensions of classical logic, they are not useful for exploring sorites sequences, as they fall victim to the sorites paradox, by requiring that if the first member of a sorites sequence for \( P \) is \( P \), then so is the last. Much of what follows holds for parameters whether or not they are proper, so we do not restrict our attention only to proper parameters, but we do think that improper parameters are unlikely to be of any help in treating vagueness, since they do not avoid the key problem posed by sorites sequences.

On the other hand, proper parameters give rise to nontransitivity just where it is needed. Consider the form of transitivity embodied in the rule of Cut:

\[
\begin{array}{c}
\frac{
\Gamma \vdash A, \Delta \\
\Gamma', A \vdash \Delta'
}{
\Gamma, \Gamma' \vdash \Delta, \Delta'
}\end{array}
\]

**Fact 7** For any proper \( \mathcal{P} \), \( \vDash_{\mathcal{P}} \) is not closed under Cut. \( \square \)

**Proof** Since every \( \vDash_{\mathcal{P}} \) is reflexive and tolerant, they all validate the arguments \( P_{t_1}, t_1 \sim_p t_2 \succ P_{t_2} \) and \( P_{t_2}, t_2 \sim_p t_3 \succ P_{t_3} \). If we could apply cut to these, we would reach \( P_{t_1}, t_1 \sim_p t_2, t_2 \sim_p t_3 \succ P_{t_3} \). But this last is not ST valid, so not \( \mathcal{P} \) tolerant valid for any proper \( \mathcal{P} \) by Fact 5. \( \square \)

Proper \( \vDash_{\mathcal{P}} \) relations thus handle sorites reasoning just like \( \vDash_{\text{ST}} \): by validating each step of the reasoning, but refusing to allow them to be chained together via Cut.

### 4.3 Metainferences

Theorem 1 guarantees that every \( \mathcal{P} \) tolerant consequence relation is *argument classical*: they all validate every instance of every classically-valid argument. But this is just one way to be classical; we might (and probably should) want more.

As we pointed out above, the sequent calculus in Figure 1 is complete for all proper parameter tolerant consequence, but it is not *sound* for all of them. This may at first seem counterintuitive, since every \( \vDash_{\mathcal{P}} \) strengthens classical logic and obeys the similarity rules, while these rules are the only rules in Figure 1 not sound for classical logic. But counterintuitive or not, it is the case; we pause here to sort this out.

We can use the calculus of Figure 1 to identify certain *metainferences* important to classicality. (A *metainference* is a property that a consequence relation may or may not be closed under. For discussion, see e.g. [Field, 2008, Scharp, 2013, Cobreros et al., 2013, Barrio et al., 2015].)

**Fact 8** Every \( \mathcal{P} \) tolerant consequence relation is closed under the metainferences given by the rules Id, K, \( \sim \text{ref} \), \( \sim \text{symL} \), and \( \sim \text{symR} \). \( \square \)

**Proof** Straightforward. (For the \( \sim \) rules, recall that we have restricted our models so that \( M(t \sim_p t) = 1 \) and \( M(t \sim_p u) = M(u \sim_p t) \).) \( \square \)
Facts 3 and 8 ensure that every $P$ tolerant consequence relation obeys the structural rules and similarity rules given in Figure 1. This leaves the operational rules; these determine what we will call the operational metainferences. We say that a consequence relation is operationally classical iff it is closed under all of these operational metainferences.

It is entirely possible for a consequence relation to be argument classical without being operationally classical. For example, consider the metainference determined by the rule $\rightarrow R$, and consider the parameter $P = \langle \{0, 1\}, \{1, \{0, .5\}\rangle$. We have $Pa \land a \sim p b \vDash P b$, but $\sim P (Pa \land a \sim p b) \rightarrow P b$; for a countermodel to the latter, let $M(Pa) = M(a \sim p b) = .6$ and $M(Pb) = .4$. Note that this model can be $P$ tolerant, since $M(Pa) \notin T$.

Here, then, we describe the situation for the operational metainferences, identifying sufficient conditions for a parameter $P$ to yield an operationally classical $P$ tolerant consequence relation.

**Fact 9** Every parameterised consequence is closed under $\land L$, $\land R$, $\lor L$, $\lor R$, $\lor L$, and $\exists R$.

**Proof** Let $P = \langle V, T, F \rangle$.

For $\land L$: A countermodel to the conclusion-sequent must assign some value in $T$ to $A \land B$; but since this value is the minimum of the values of $A$ and $B$, and since $T$ is an upset, this model must assign some value in $T$ to each of $A$ and $B$, and so be a countermodel to the premise-sequent.

For $\land R$: A countermodel to the conclusion-sequent must assign some value in $F$ to $A \land B$; but since this value is the minimum of the values of $A$ and $B$, this model must assign that value (and so some value in $F$) to at least one of $A$ or $B$, and so be a countermodel to at least one premise-sequent.

For $\lor L$: A countermodel $M$ to the conclusion-sequent must assign some value in $T$ to $\forall x A(x)$; but since this value is a lower bound for the values of $A(x)$ in $x$-variants of $M$, and since $T$ is an upset, all of these $x$-variants must assign some value in $T$ to $A(x)$. There must be some $x$-variant $M'$ such that $M'(x) = M(i)$, so $M(A(i)) \in T$; $M$ is thus a countermodel to the premise-sequent.

$\lor L$ is similar to $\land R$; $\lor R$ to $\land L$; and $\exists R$ to $\forall L$. □

This leaves two kinds of metainferences: the negative ones $\sim L$, $\sim R$, $\sim L$, and $\rightarrow R$; and the eigenvariable ones $\lor R$ and $\exists L$. Parameterised tolerant consequence relations as such are not guaranteed to be closed under any of these. The trouble with the negative ones is that there is no connection between $x \in T$ and $1 - x \in F$; and the trouble with the eigenvariable ones is that the lub or glb of a set $X$ might be in $T$ or $F$ without any member of $X$ being so. To ensure that the remaining operational metainferences work, we need to tighten up our parameters in these two ways.

**Definition 15** A parameter $P = \langle V, T, F \rangle$ is symmetric iff for all $x \in [0, 1]$: $x \in T$ iff $1 - x \in F$. The consequence relation $\circ P$ is symmetric iff $P$ is. □

In a symmetric parameter $\langle V, T, F \rangle$, $T$ and $F$ are mirror images of each other, with the function $\sim(x) = 1 - x$ serving as the mirror.
Fact 10 \( \mathcal{P} \) is symmetric iff \( \models_\mathcal{P} \) is closed under \( \neg \) and \( \not\) \( \neg \) iff \( \models_\mathcal{P} \) is closed under \( \rightarrow \) and \( \rightarrow \).

Proof LTR: Let \( \mathcal{P} = (V, T, F) \). For \( \neg \): A countermodel \( M \) to the conclusion-sequent must have \( M(\neg A) \in T \). Since it is symmetric, this gives \( 1 - M(\neg A) \in F \). But \( M(A) = 1 - M(\neg A) \), so \( M(A) \in F \), and \( M \) is a countermodel to the premise-sequent.

\( \not \) \( \neg \) is similar to \( \neg \). Since the only real risk to tolerance comes from \( \neg \mathcal{P} \), it follows that \( \models_\mathcal{P} \) obeys these rules. But this can be derived from \( \neg, \not \), \( \forall \mathcal{L} \), and \( \forall \mathcal{R} \) as follows:

\[
\begin{array}{c c c c}
\neg L: & \Gamma \vdash A, \Delta & \Gamma, A \vdash \Delta & \Gamma, B \vdash \Delta \\
\rightarrow L: & \Gamma, \neg A \vdash \Delta & & \\
\end{array}
\]

\[
\begin{array}{c c c c}
\neg R: & \Gamma, A \vdash B, \Delta & \Gamma, \neg A, B, \Delta & \Gamma, \neg A \lor B \vdash \Delta \\
\forall R: & & & \\
\end{array}
\]

RTL: By Fact 8, we know that \( \models_\mathcal{P} \) obeys Id and Tol for any \( \mathcal{P} \). If \( \models_\mathcal{P} \) is also closed under \( \neg \), it follows that \( Pa, a \not\models b, \not\models Pb, \models_\mathcal{P} \), so providing a counterexample to this would show that \( \models_\mathcal{P} \) isn’t closed under \( \neg \). Similarly, if \( \models_\mathcal{P} \) is closed under \( \not \), it follows that \( a \not\models b \not\models Pb, \not\models Pa, \models_\mathcal{P} \), so providing a counterexample to this would show that \( \models_\mathcal{P} \) isn’t closed under \( \not \).

So suppose \( \mathcal{P} = (V, T, F) \) is not symmetric. Then either there is \( x \in T \) but \( 1 - x \not\in F \), or there is \( x \in F \) but \( 1 - x \not\in T \). Take a model \( M \) with its domain containing just the terms \( a \) and \( b \); let the terms \( a \) and \( b \) denote themselves, and let all other constant terms denote \( a \).

If there is \( x \in T \) but \( 1 - x \not\in F \), then let \( M(P)(a) = 1, M(P)(b) = 1 - x \), and \( M(\not\models)(a, b) = M(\not\models)(b, a) = 1 \). For all other predicates, let them take everything to 1. This clearly gives a \( \mathcal{P} \) counterexample to \( Pa, a \not\models b, \not\models Pb \not\models \), it is \( \mathcal{P} \) tolerant as well, since the only real risk to tolerance comes from \( a \not\models b \), and while \( M(Pa) \in T \), we do not have \( M(Pb) \in F \). So in this case \( \models_\mathcal{P} \) is not closed under \( \neg \).

Or if there is \( y \in F \) but \( 1 - y \not\in T \), then let \( M(P)(a) = y, M(P)(b) = 0 \), and \( M(\not\models)(a, b) = M(\not\models)(b, a) = 1 \). For all other predicates, let them take everything to 1. This clearly gives a \( \mathcal{P} \) counterexample to \( a \not\models b \not\models Pb, \not\models Pa \); it is \( \mathcal{P} \) tolerant as well, since the only real risk to tolerance comes from \( a \not\models b \), and while \( M(Pb) \in F \), we do not have \( M(Pa) \in T \). So in this case \( \models_\mathcal{P} \) is not closed under \( \not \).

Similar arguments will show that in the first case \( \models_\mathcal{P} \) is not closed under \( \neg \) and in the second not under \( \not \). (We have \( M(\not\models(a \not\models a)) = 0 \), so \( A \not\models \neg(a \not\models a) \) is equivalent to \( \neg A \) on any model.)

The negative metainferences addressed, only the eigenvariable metainferences remain.

Definition 16 A parameter \( \mathcal{P} = (V, T, F) \) is open iff for all \( X \subseteq V \), if glb \( X \in F \) then \( F \cap X \neq \emptyset \), and if lub \( X \in T \) then \( T \cap X \neq \emptyset \). The consequence relation \( \models_\mathcal{P} \) is open iff \( \mathcal{P} \) is.

15 This condition on \( T \) is that it be Scott open (see e.g. [Vickers, 1989, p. 95]), and this condition on \( F \) is the order-dual.
Note that every parameter of the form \(\langle [0,1], \langle x, 1 \rangle, [0, y] \rangle\) is open, as is every parameter \(\langle V, T, F \rangle\) with finite \(V\). But not all parameters are open; take \(\langle [0,1], [0.1, 0.6], [0, 1] \rangle\). Let \(X = \{x \in [0,1] : x < 0.6\}\). Then lub \(X = 0.6 \in T\), but \(T \cap X = \emptyset\).

**Fact 11** \(\mathcal{P}\) is open iff \(\not\vdash\mathcal{P}\) is closed under \(\forall R\) and \(\exists L\).

**Proof** LTR: Let \(\mathcal{P} = \langle V, T, F \rangle\). Suppose \(\Gamma \not\vdash \forall x A(x), \Delta\). Then there is some model \(M\) with: \(M(\gamma) \in T\) for all \(\gamma \in \Gamma\); \(M(\delta) \in F\) for all \(\delta \in \Delta\); and \(M(\forall x A(x)) \in F\).

Since \(M(\forall x A(x)) = \text{glb}(\{M'(A(x)) : M'\text{ is an }x\text{-variant of }M\})\) and \(\mathcal{P}\) is open, there must be some \(x\)-variant \(M'\) of \(M\) such that \(M'(A(x)) \in F\). Consider now the \(a\)-variant \(M''\) of \(M\) such that \(M''(a) = M'(x)\). Since \(a\) is an eigenvariable, \(M''\) matches \(M\) on everything in \(\Gamma\) and \(\Delta\). So \(\Gamma \not\vdash A(x), \Delta\), since \(M''\) is a \(\mathcal{P}\) tolerant countermodel.

\(\exists L\) is similar.

RTL: By Fact 8, we know that \(\not\vdash\mathcal{P}\) obeys Id and Tol for any \(\mathcal{P}\). If \(\not\vdash\mathcal{P}\) is also closed under \(\exists L\), it follows that \(\exists Y P, \forall x (x \sim P a) \not\vdash P a\), so providing a counterexample to this would show that \(\not\vdash\mathcal{P}\) isn’t closed under \(\exists L\). Similarly, if \(\not\vdash\mathcal{P}\) is closed under \(\forall R\), it follows that \(P a, \forall x (a \sim P x) \not\vdash \forall Y P y\), so providing a counterexample to this would show that \(\not\vdash\mathcal{P}\) isn’t closed under \(\forall R\).

So suppose \(\mathcal{P} = \langle V, T, F \rangle\) is not open. Then there is \(X \subseteq V\) with either: lub \(X \in T\) but \(X \cap T = \emptyset\), or glb \(X \in F\) but \(X \cap F = \emptyset\). Take a model \(M\) with domain \(X \cup \{a\}\), for some \(a \notin X\); let every constant term of the language denote \(a\). For every \(x \in X\), let \(M(P)(x) = x\), let \(M(\sim P)\) take every pair of objects to 1, and let all other predicates take every object to 1.

If lub \(X \in T\) but \(X \cap T = \emptyset\), then let \(M(P)(a) = 0\). In this case, \(M\) is a \(\mathcal{P}\) counterexample to \(\exists Y P y, \forall x (x \sim P a) \not\vdash P a\); it is \(\mathcal{P}\) tolerant since there is no \(z\) in the domain with \(M(P)(z) \in T\).

If glb \(X \in F\) but \(X \cap F = \emptyset\), then let \(M(P)(a) = 1\). In this case, \(M\) is a \(\mathcal{P}\) counterexample to \(P a, \forall x (a \sim P x) \not\vdash \forall Y P y\); it is \(\mathcal{P}\) tolerant since there is no \(z\) in the domain with \(M(P)(z) \in F\).

We now have a lot of pieces scattered around. Putting them together:

**Theorem 2** For any proper symmetric open parameter \(\mathcal{P}\), \(\not\vdash\mathcal{P} = \not\vdash\mathcal{ST}\).

**Proof** Fact 5 gives us that \(\Gamma \not\vdash \mathcal{P}, \Delta\) implies \(\Gamma \not\vdash \mathcal{ST}, \Delta\) for proper \(\mathcal{P}\); it remains only to show the converse. Facts 3, 8, 9, 10, and 11 together establish that the sequent calculus in Figure 1 is sound for symmetric open \(\vdash \mathcal{P}\). But since this calculus is complete for \(\vdash \mathcal{ST}\) (Fact 2), we’re done.

That is, there is only one proper symmetric open \(\mathcal{P}\) tolerant consequence relation, and it is exactly the consequence relation of \(\mathcal{ST}_-\). The consequence relation of \(\mathcal{ST}_-\) thus occupies a natural place among parameterised consequence relations. The steps needed to dodge sorites trouble (properness) and ensure operational classicality (symmetry and openness) also ensure that the consequence relation of \(\mathcal{ST}_-\) is the only choice. As these are natural desiderata, \(\mathcal{ST}_-\) looms large.
Earlier, we identified Smith’s approach as the parameterised consequence relation with the parameter \( S = \langle \{0, 1\}, (0.5, 1), \{0, 0.5\} \rangle \). Turning to its tolerant extension, we can see that this parameter is proper, symmetric, and open, so \( \varepsilon_S \), like all such consequence relations, is the same as \( \varepsilon_{\text{ST}} \). We thus reckon that anyone interested in taking a Smith-style approach to consequence in a language including \( \sim \) relations should arrive at \( \text{ST}_- \) as their desired consequence relation.

5 How many truth values?

We have, in effect, presented many different model theories for the same consequence relation. Recall our earlier \( n \)-valued model theory for classical logic, based on the parameter \( \langle V_n, \{1\}, \{0\} \rangle \) with \( V_n = \{0, 1/(n-1), \ldots, (n-2)/(n-1), 1\} \). This parameter is proper when \( n \geq 3 \), symmetric, and since \( V_n \) is finite, it is also open. So we also have \( n \)-valued presentations of \( \text{ST}_- \) for all \( n \geq 3 \). Of course, we also have continuum-valued presentations, provided by parameters of the form \( \langle \{0, 1\}, (x, 1), [0, 1-x) \rangle \), for \( x \in [0.5, 1) \); these are all proper, symmetric, and open, and Smith-consequence is among them, with \( x = 0.5 \). We can have countably-valued presentations as well. For example, let \( V = \langle x \in [0, 1] : \exists n \in \mathbb{N} \text{ s.t. } x = \frac{1}{2^n} \text{ or } x = \frac{2^n - 1}{2^n} \rangle \). That is, \( V = \{0, \ldots, \frac{1}{16}, \frac{1}{8}, \frac{1}{4}, \frac{1}{2}, \frac{3}{8}, \frac{3}{4}, \frac{7}{8}, \frac{15}{16}, \ldots, 1\} \). \( V \) is closed and countable. Now consider the parameter \( P = \langle V, [\frac{1}{2}, 1], [0, \frac{1}{2}] \rangle \). This parameter is proper, symmetric, and open, and so subject to Theorem 2.

What to make of this situation? We argued in §2 that three-valued approaches, especially those that validate tolerance, need not face the jolt problem, if appropriately interpreted. We showed in §4 that \( \text{ST}_- \) is a three-valued approach that validates tolerance, and that it also captures exactly the arguments valid in Smith’s continuum-valued framework, when it is extended with similarity predicates. There are two purposes, then, for which Smith’s continuum-many values are otiose: they are not needed to avoid the jolt problem, nor are they needed to do any logical work. For each of these purposes, three values suffice.

Earlier, we distinguished between the referential and the inferential roles that truth values play in a theory of meaning. Cast in terms of that distinction, we see that Smith’s theory uses infinitely many values as references of sentences, but our argument shows that only three values are needed at the inferential level to capture his consequence relation. By contrast, the strict-tolerant theory basically uses three values at both levels, referential and inferential: on our approach, the third value is assigned to a vague predicate to capture borderline status, and the same third value is used to validate the tolerance principle. Smith argues that any finite assignment of values to vague sentences will involve ‘jolts’ between distinct semantic values, but our contention is that a jolt-free approach is achieved first and foremost at

\[16\] We can also see the original four-valued presentation of the strict-tolerant approach in [Cobreros et al., 2012] through this lens; the appropriate parameter is \( \langle \{0, x, 1-x, 1\}, \{1\}, \{0\} \rangle \), for any \( 0 < x < 0.5 \). These parameters too are proper, symmetric, and open, and so subject to Theorem 2.
Tolerance and degrees of truth

the inferential level in the form of tolerance principles. In brief, the strict-tolerant account trims down Smith’s referential apparatus to the minimum number of truth values needed at the inferential level.

This is not yet to say that three values will always be enough to satisfy any further desiderata you might consider for a theory of vagueness. Nor can we claim that an adequate theory of meaning is one that would necessarily use the same number of truth values at the referential and at the inferential level. We close, then, by pausing to forestall some objections. First of all, you might note that the notion of validity we have taken from [Smith, 2008] is not a usual one for fuzzy treatments of vagueness. This is certainly true; for other ways to proceed, see eg [Machina, 1972, Paoli, 2003, Smith, 2016, Paoli, 2019]. But our goal here has not been to provide an overview of fuzzy theories of vagueness; rather, it has been to explore the relations between a particular well-worked-out view—the one of [Smith, 2008]—and the nontransitive project advocated in our previous work.

Touching on larger issues, you might worry that more than three values may be needed to account for the semantics of comparatives (taking “a is taller than b” to imply that the degree of truth of “a is tall” is greater than that of “b is tall” [Paoli, 2003]), for the semantics of modifiers such as “very” or “determinately” [Lakoff, 1973], or to model degrees of closeness to clear cases [Edgington, 1997, Decock and Douven, 2014]. We haven’t shown that three values are sufficient for such purposes, but that was not the goal; what counts as a minimal number of truth values for a fully adequate total semantic theory remains a broader issue.17

For now, we have at least shown that some of the fuzziness in Smith’s original approach can be shaved with Occam’s razor.
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