Quantifying the eigenvalue spectra of large random matrices allows one to understand the factors that contribute to the stability of dynamical systems with many interacting components. This work explores the effect that the interaction network between components has on the eigenvalue spectrum. We build upon previous results, which usually only take into account the mean degree of the network, by allowing for non-trivial network degree heterogeneity. We derive closed-form expressions for the eigenvalue spectrum of the adjacency matrix of a general weighted and directed network. Using these results, which are valid for any large well-connected complex network, we then derive compact formulae for the corrections (due to non-zero network heterogeneity) to well-known results in random matrix theory. Specifically, we derive modified versions of the Wigner semi-circle law, the Girko circle law and the elliptic law and any outlier eigenvalues. We also derive a surprisingly neat analytical expression for the eigenvalue density of an directed Barabasi-Albert network. We are thus able to make general deductions about the effect of network heterogeneity on the stability of complex dynamic systems.

I. INTRODUCTION

Random matrix theory (RMT) is an area of study in complex systems with a diverse range of applications [1–3]. This largely owes to the generality of the question that it attempts to answer. Namely, if one linearises a dynamical system with many components about a fixed point, what are the statistics of the entries of the Jacobian matrix that permit stability? Consequently, RMT is an important theoretical tool in subjects as wide-ranging as neural networks [4–7], spin-glasses [8–10], finance [11], telecommunications theory [12] and theoretical ecology [13–18].

Motivated by these applications, the selection of random matrix ensembles being investigated is rapidly broadening. In recent years, random matrices with block-structure [16, 19, 20], cyclic correlations [21], generalised correlations [22], element-specific variances and correlations [4, 5], sum and product structures [23–25], and heterogeneous diagonal elements [17], amongst many other things, have all been examined. In all the above cases however, either all matrix elements were assumed to be non-zero (corresponding to fully-connected graph), or pairs of elements ($a_{ij}$, $a_{ji}$) were assumed to be non-zero with a probability $C$, which does not scale with the matrix size $N$ (corresponding to an Erdős-Rényi graph [26] with mean degree $CN$).

However, progress has also been made in studying random matrices that correspond to more intricate complex network [27] structures. For example, in-roads have been made towards understanding the spectra of sparse random networks, where the mean degree of the network is $p$, where $p$ does not scale with $N$. In this context, most attention has been paid to sparse Erdős-Rényi graphs [28–30], but some works have also endeavoured to quantify the spectra of scale-free networks [31–33] or the Cayley tree [34, 35], for example, and also more generally [36]. In the aforementioned works, the matrices in question were symmetric, but efforts have also been made to find the spectra of asymmetric sparse random matrices (again with Erdős-Rényi or tree-like structure) [37, 38]. Most notably, some recent success has been had in finding the spectra of asymmetric random matrices with more intricate network structure [39–41], but this often requires the use of computationally expensive algorithms and has largely not yielded analytical or closed-form results.

In this work, we analytically deduce the eigenvalue spectra of asymmetric random matrices with general dense complex network structure. We find closed-form expressions for the eigenvalue density, the support of the eigenvalue spectrum and the location of any outlier eigenvalues. We then use these expressions to deduce succinct approximations in the case of small network heterogeneity. This allows us to show explicitly how the well-known elliptic [42], Girko circle [43] and Wigner semi-circle [44, 45] laws are modified by the introduction of a non-trivial complex network structure (i.e. differing from the Erdős-Rényi graph). Further, in the case where transpose pairs of elements are uncorrelated, we derive an exact universal modified circular law, which is valid for arbitrarily large network heterogeneity. Finally, we also show how our results can be used to provide exact expressions for the eigenvalue density of some complex networks. In particular, we provide a simple analytical expression for the eigenvalue density of an Erdős-Rényi graph [26].

The rest of this work is structured as follows. In Section II, we introduce the random matrix ensemble with which we will be working. In Section III, we describe the method that is used to deduce the eigenvalue density of this random matrix ensemble. In Section IV, we present results for the eigenvalue density, support of the eigenvalue spectrum and the locations of any outliers. These results are valid for any dense, large random matrix with general complex network structure. Then, in Section V, we show how these general formulae can be approximated.
for small network heterogeneity (or evaluated exactly in some cases) and derive the aforementioned modified circular, elliptical and semi-circular laws. In Section VI, we derive a simple expression for the eigenvalue density of a directed Barabasi-Albert network. Given all these results, in Section VII, we summarise and interpret our results and discuss the effect that network degree heterogeneity has on the stability of complex systems in general. Finally, we discuss possibilities for extending and applying the methods developed here in Section VIII.

II. RANDOM MATRIX ENSEMBLE

A. Directed complex network as an asymmetric random matrix

A weighted and directed complex network is represented by a random matrix with elements \( a_{ij} \). A non-zero value of \( a_{ij} \) indicates an edge connecting nodes \( i \) and \( j \). The value of \( a_{ij} \) indicates the weight of that edge, which may be negative. If \( a_{ij} \) is non-zero, then \( a_{ji} \) is also non-zero, but in general \( a_{ij} \neq a_{ji} \). In the network, there are a total number of nodes \( N \), and the nodes have an average degree \( p \).

We imagine that the matrix \( g \) is constructed by drawing diagonally opposite pairs of elements \((a_{ij}, a_{ji})\) from the following joint distribution

\[
P(a_{ij}, a_{ji}) = (1 - f_{ij})\delta(a_{ij})\delta(a_{ji}) + f_{ij}\pi(a_{ij}, a_{ji}),
\]

where \( f_{ij} \) is the probability that the elements \( a_{ij} \) and \( a_{ji} \) are non-zero and where the joint distribution of non-zero entries \( \pi(a_{ij}, a_{ji}) \) has statistics given by

\[
\langle a_{ij} \rangle_{\pi} = \frac{\mu}{p},
\]

\[
\left\langle \left( a_{ij} - \frac{\mu}{p} \right)^2 \right\rangle_{\pi} = \frac{\sigma^2}{p},
\]

\[
\left\langle \left( a_{ij} - \frac{\mu}{p} \right) \left( a_{ji} - \frac{\mu}{p} \right) \right\rangle_{\pi} = \frac{\Gamma \sigma^2}{p},
\]

where the notation \( \langle \cdot \rangle_{\pi} \) indicates an average over the distribution \( \pi(a_{ij}, a_{ji}) \). This scaling of the moments with \( p \) ensures a sensible limit \( p \to \infty \) [8]. We presume that all higher-order moments and correlations decay more quickly than \( p^{-1} \), which means they can be ignored [see Supplemental Material (SM) Section S2]. We also tacitly presume, in formulating Eq. (1) in this way, that the degree of a node and the weights of the edges that connect to it are independent.

B. Probability of connection

The coefficients \( f_{ij} \) in Eq. (1), the probabilities that nodes \( i \) and \( j \) are connected, determine the structure of the network. To approximate \( f_{ij} \), we ignore correlations between node degrees and we assume that the network and its properties are determined by the degree distribution \( \gamma(k) \), the probability that a randomly selected node has degree \( k \).

Suppose we are given the degree sequence \( \{k_i\} \) of the network. There are a total number \( pN/2 \) of links in the network. In a similar fashion to the configuration model [46], we then imagine that we pair all the nodes together, choosing nodes with a probability proportional to their degree. The probability that nodes \( i \) and \( j \) are paired is therefore [32]

\[
f_{ij} = 1 - \left[ 1 - \frac{k_i k_j}{(pN)^2} \right]^{pN/2} \approx 1 - \exp \left( -\frac{k_i k_j}{pN} \right),
\]

(3)

where we assume \( \frac{k_i k_j}{pN} \ll 1 \). We emphasize at this point that the network in question need not necessarily have been constructed according to the configuration model. The final results for the eigenvalue spectrum, which are accurate for large \( N \) and \( p \), only require information about the degree distribution \( \gamma(k) \) and not the degrees of individual nodes. This is discussed further in Section III B.

III. CALCULATING THE EIGENVALUE SPECTRUM

In this section, we give a brief summary of the techniques we use to calculate the eigenvalue spectrum of the matrix \( g \). A more thorough account of this calculation is given in SM Section S2.

A. Eigenvalue potential and resolvent

The eigenvalue spectrum, examples of which can be seen in Figs. 1 and 2, has two contributions: (1) a bulk region to which most of the eigenvalues are confined, (2) a single outlier that arises a non-zero value of \( \mu \). That is,

\[
\rho(\omega) = \frac{1}{N} \sum_i \delta(\omega - \lambda_i)
\]

\[
= \rho_{\text{bulk}}(\omega) + \frac{1}{N} \delta(\omega - \lambda_{\text{outlier}}),
\]

(4)

where here angular brackets without a subscript \( \pi \) indicate an average over the distribution \( P(\{a_{ij}\}) = \prod_{i < j} P(a_{ij}, a_{ji}) \) [see Eq. (1)]. We note that Eq. (4) is normalised such that \( \int d\omega \rho(\omega) = 1 \), where the integral is taken over the entire area of the complex plane.

Both the density of the eigenvalues in the bulk region and the location of the outlier eigenvalue can be calculated from the disorder-averaged resolvent [42, 47]

\[
\mathcal{G}(\omega, \omega^*) = \left[ \omega \mathbb{1} - g \right]^{-1},
\]

(5)
where we note that the resolvent is not an analytic function of \( \omega \) in areas of the complex plane where \( z \) has a non-zero eigenvalue density \([42, 48]\). Letting \( G = N^{-1} \text{Tr} G \), the eigenvalue density in the bulk region is given by

\[
\rho_{\text{bulk}}(\omega) = \frac{1}{\pi} \text{Re} \left( \frac{\partial G}{\partial \omega^*} \right). \tag{6}
\]

The outlier eigenvalue can also be calculated in a similarly straightforward way from the resolvent matrix (see Section IV.C). Thus, the effect of the average that is not conditioned on the elements \((a_{ij} - \mu/\sqrt{N})^2\) via

\[
G = \frac{\partial \Phi}{\partial \omega}. \tag{8}
\]

All the information we require about the eigenvalue spectrum is contained in the eigenvalue potential \( \Phi(\omega, \omega^*) \). That is, by evaluating \( \Phi(\omega, \omega^*) \), we are able to find the eigenvalue spectrum of \( G \). In practice, \( \Phi(\omega, \omega^*) \) is evaluated using a saddle-point approximation, assuming large \( N \) (see SM Section S2 and S3 for the full calculation).

### B. Annealed network and correspondence to block-structured problem

We show in SM Section S2 that, for large \( p \), the eigenvalue potential \( \Phi(\omega, \omega^*) \) can be approximated by that of an appropriately-weighted fully-connected graph.

More precisely, we calculate \( \Phi(\omega, \omega^*) \) using the statistics for \( a_{ij} \) given in Eq. (1). For large \( p \) and \( p/N \ll 1 \), we show that the same expression for \( \Phi(\omega, \omega^*) \) is obtained by drawing the pairs of elements from a joint distribution with the following statistics

\[
\langle a_{ij} \rangle = k_i k_j \frac{\mu}{p N}, \quad \left\langle \left( a_{ij} - \frac{\mu}{N} \right)^2 \right\rangle = k_i k_j \frac{\sigma^2}{p N}, \quad \left\langle \left( a_{ij} - \frac{\mu}{N} \right) \left( a_{ji} - \frac{\mu}{N} \right) \right\rangle = k_i k_j \frac{\Gamma \sigma^2}{p N}. \tag{9}
\]

We note that here the angular brackets indicate an average that is not conditioned on the elements \((a_{ij}, a_{ji})\) being non-zero, unlike in Eq. (2). Thus, the effect of the network on the eigenvalue spectrum is equivalent to that of an appropriately-weighted fully-connected graph. This is known as the annealed network approximation \([49]\).

We now imagine that we organise the random matrix \( G \) such that the rows and columns corresponding to nodes with the same degree \( k \) are adjacent in the matrix (this does not change the eigenvalues of the matrix). Given the approximation for the statistics of the random matrix \( G \) in Eqs. (9), the problem reduces to that of calculating the eigenvalue spectrum of a random matrix with block-structured means and variances.

Random matrix problems with block structure have previously been addressed in the literature (see Refs. [4, 5, 19] in particular). The reduction of the original complex-network ensemble to a block-structured random matrix ensemble thus enables us to deduce far more manageable analytical expressions for the eigenvalue spectrum.

### IV. GENERAL RESULTS

In this Section, we provide general results for the bulk region of the eigenvalue spectrum and the outlier eigenvalues that would be valid for any uncorrelated network with \( p/N \ll 1 \) and sufficiently large \( p \). Later in Section V, we show how these more general results can be approximated (and therefore simplified drastically) in the case where the network degree heterogeneity is small. In Section VI, we show also how the following general results simplify in the case of a Barabasi-Albert network (no small-heterogeneity approximation is made in this case).

#### A. Bulk region of the eigenvalue spectrum

1. **Boundary of the bulk region**

As is exemplified in Fig. 1, the majority of the eigenvalues are confined to a bulk region of the complex plane. In SM Section S4 B, we demonstrate that the boundary of this region in the complex plane is given by the values of \( \omega = \omega_x + i \omega_y \) that satisfy

\[
\frac{1}{\sigma^2} = \sum_k \frac{\gamma(k)}{\omega_x^2 \left[ 1 - \frac{\Gamma \sigma^2 k}{(1+\Gamma)p h} \right]^2 + \omega_y^2 \left[ 1 + \frac{\Gamma \sigma^2 k}{(1+\Gamma)p h} \right]^2}, \quad \frac{k}{p} = \sum_k \frac{\gamma(k)}{\omega_x^2 \left[ 1 - \frac{\Gamma \sigma^2 k}{(1+\Gamma)p h} \right]^2 + \omega_y^2 \left[ 1 + \frac{\Gamma \sigma^2 k}{(1+\Gamma)p h} \right]^2}. \tag{10}
\]

This is verified in the case of a dichotomous degree distribution in Fig. 1. We now demonstrate that the elliptical law can be recovered from Eqs. (S22) in the case of an Erdös-Rényi graph \([26]\).

One notes that for large \( p \), the degree distribution of an Erdös-Rényi graph, which is Poissonian, tends towards a normal distribution with mean \( p \) and variance \( p \). Making the substitution \( x = k/p \), we find that we can approximate the sums in Eqs. (S22) as integrals

\[
\frac{1}{\sigma^2} = \int dx \frac{1}{\sqrt{2\pi/p \omega_x^2 \left[ 1 - \frac{\Gamma \sigma^2 x^2}{(1+\Gamma)hx} \right]^2 + \omega_y^2 \left[ 1 + \frac{\Gamma \sigma^2 x^2}{(1+\Gamma)hx} \right]^2}},
\]

\[
\frac{k}{p} = \int dx \frac{1}{\sqrt{2\pi/p \omega_x^2 \left[ 1 - \frac{\Gamma \sigma^2 x^2}{(1+\Gamma)hx} \right]^2 + \omega_y^2 \left[ 1 + \frac{\Gamma \sigma^2 x^2}{(1+\Gamma)hx} \right]^2}}.
\]
\[ h = \int dx \frac{1}{\sqrt{2\pi/p}} \frac{xe^{-\frac{\omega x + i x^2}{2}}}{\omega_x^2[1 + \frac{\Gamma x^2}{(1+\Gamma)x^2}]^2 + \omega_y^2[1 + \frac{\Gamma x^2}{(1-\Gamma)x^2}]^2}. \] (11)

In the limit \( p \to \infty \), the Gaussian function in the integrand tends towards a Dirac delta function, i.e. \( e^{-\frac{x^2}{2}}/\sqrt{\pi/p} \to \delta(x - 1) \). Hence, one finds \( h = 1/\sigma^2 \) by comparing both of Eqs. (11). Subsequently, from the first of Eqs. (11), one recovers the elliptic law [42], as expected

\[
\frac{\omega_x^2}{(1+\Gamma)^2} + \frac{\omega_y^2}{(1-\Gamma)^2} = \sigma^2. \]

This reasoning would also apply for any network with degree heterogeneity that vanishes as \( p \to \infty \) (see Section V for further discussion).

2. Leading eigenvalue of the bulk region

In many applications where one is concerned with determining the stability of a complex system, it is sufficient to deduce the location of the leading eigenvalue of the matrix \( g \), rather than the full eigenvalue spectrum. Disregarding for now the outlier eigenvalue, the leading eigenvalue would be given by the location of the edge of the bulk region of the eigenvalue spectrum.

As can be seen by setting \( \omega_y = 0 \) and making the substitutions \( h = (1+\Gamma)A/\lambda_{\text{edge}} \) and \( \omega_x = \lambda_{\text{edge}} \) in Eqs. (S22), the leading eigenvalue of the bulk region is given by

\[
\frac{1}{\sigma^2} = \sum_k \frac{\gamma(k)}{(\lambda_{\text{edge}} - \Gamma \sigma^2 k A/p)^2},
\]

\[
A = \sum_k \frac{\gamma(k)}{k/p} \frac{k/p}{(\lambda_{\text{edge}} - \Gamma \sigma^2 k A/p)}. \] (13)

These equations can be solved simultaneously for \( \lambda_{\text{edge}} \), the extreme of the bulk region of the eigenvalue spectrum. The prediction of Eq. (13) is tested in the case of a uniform degree distribution in Figs. 4 and 5.

3. Eigenvalue density in the bulk region

When the matrix \( g \) corresponds to a fully-connected or Erdős-Rényi graph, the eigenvalue density inside the boundary of the bulk region (which is an ellipse in this case) is uniform [42]. When the network structure is more complicated, the eigenvalue density can vary within the bulk region, which may also not be elliptical (see Fig. 1).

In SM Section S4 D, we show that one obtains for the trace of the resolvent matrix

\[
G(\omega, \omega^*) = \sum_k \frac{\omega^* - \Gamma \sigma^2 k p \left( \frac{\omega - \omega^*}{1-\Gamma} \right)}{\left| \omega^* - \Gamma \sigma^2 k p \left( \frac{\omega - \omega^*}{1-\Gamma} \right) \right|} m \left( \frac{k}{p} \right)^2 g \quad \text{where we see that } G(\omega, \omega^*) \text{ inside the bulk region of the eigenvalue spectrum is in general non-analytic. The functions } g(\omega, \omega^*) \text{ and } m(\omega, \omega^*) \text{ are given by the simultaneous solution of}
\]

\[
\frac{1}{\sigma^2} = \sum_k \frac{\gamma(k)}{\left( \omega^* - \Gamma \sigma^2 k p \left( \frac{\omega - \omega^*}{1-\Gamma} \right) \right)^2} m \left( \frac{k}{p} \right)^2 g,
\]

\[
m = \sum_k \frac{\gamma(k)}{\left( \omega^* - \Gamma \sigma^2 k p \left( \frac{\omega - \omega^*}{1-\Gamma} \right) \right)^2} m \left( \frac{k}{p} \right)^2 g. \] (15)

Upon solving Eqs. (S34) for \( m(\omega, \omega^*) \) and \( g(\omega, \omega^*) \), one substitutes these expressions into Eq. (14). One can then use Eq. (6) to find the eigenvalue density.

We now recover the usual uniform eigenvalue density for the elliptic law [42]. In the case of an Erdős-Rényi graph with large \( p \), we can approximate the degree distribution by \( \gamma(k) = \delta_{k,p} \) [see the discussion surrounding Eq. (S22)]. From Eqs. (S34) we find \( m = 1/\sigma^2 \). We thus find that \( G(\omega, \omega^*) = \frac{\omega^* - \omega^*}{\sigma^2 \Gamma (1-\Gamma)} \). Using Eq. (6), we thus recover a uniform eigenvalue density inside the bulk region \( g_{\text{bulk}}(\omega, \omega^*) = \frac{1}{\pi \sigma^2 (1-\Gamma^2)} \).

In general, it is impractical to find a full solution to Eqs. (S34). However, as we demonstrate in Sections VA and VI, it is possible to solve these equations explicitly in certain special cases and also to find approximate solutions when the network heterogeneity is small.

B. Symmetric matrices

In the case where \( \Gamma = 1 \), the matrix \( g \) becomes symmetric. This means that all the eigenvalues are real and the trace of the resolvent matrix \( G \) is analytic (see Section S5 of the SM for a further discussion). When this is the case, we do not calculate a two-dimensional eigenvalue density in the complex plane, but instead the 1-dimensional density along the real axis. For this reason, Eq. (6) is no longer applicable, and instead the eigenvalue density along the real axis can be found from the resolvent via [50]

\[
\rho_x(\omega_x) = \frac{1}{\pi} \lim_{\epsilon \to 0} \text{Im} \left[ G(\omega_x - i\epsilon) \right]. \] (16)

The trace of the resolvent matrix is now given by (see Section S5 of the SM)

\[
G(\omega_x) = \sum_k \frac{1}{\omega_x - \sigma^2 k/p} \frac{\omega_x}{A},
\]

\[
A = \sum_k \frac{k/p}{\omega_x - \sigma^2 k/p} A. \] (17)

Now, we once again examine the case \( \gamma(k) = \delta_{k,p} \), which is equivalent to studying an Erdős-Rényi graph in the limit \( p \to \infty \). From Eq. (17), we obtain \( A = G = \frac{1}{p} \).
FIG. 1. Validity of the small-heterogeneity approximation and verification of the precise results for the bulk boundary and outlier position. The results of numerical diagonalisation shown as blue crosses. In both panels, the degree distribution of the network is dichotomous $\gamma(k) = \frac{\delta_{k,k_1} + \delta_{k,k_2}}{2}$ with $\mu = 2$, $\sigma = 1$, $\Gamma = 0.7$, $N = 10000$ and $p = 200$. The naïve elliptical law and outlier [given in Eqs. (12) and (22) respectively] that one would obtain for an Erdős-Rényi graph or a network with vanishing degree heterogeneity is shown as a dashed yellow line with yellow triangle indicating the outlier. The small-degree-heterogeneity approximation and the unapproximated theory predictions [from Eqs. (30) and (S22) respectively] are shown as black dot-dashed and red solid lines respectively. The approximated [see Eq. (32)] and unapproximated [see Eq. (21)] predictions for the outlier eigenvalue are shown as a black square and a red circle respectively. In panel (a) $k_1 = 145$ and $k_2 = 255$ giving $s^2 = 0.075$, and the approximate result is seen to be accurate. In panel (b) $k_1 = 90$ and $k_2 = 310$ giving $s^2 = 0.3$, and the small $s^2$ approximation fails.

\[ \sqrt{\omega_x^2 - 4\sigma^2}/(2\sigma^2) \] Substituting this into Eq. (16), one recovers the Wigner semi-circle law \[ \rho_x(\omega_x) = \frac{1}{2\pi\sigma^2}\sqrt{4\sigma^2 - \omega_x^2}, \] (18)

where $\rho_x(\omega_x) = 0$ for $\omega_x^2 > 4\sigma^2$.

C. Outlier eigenvalues

When $\mu = 0$ [see Eq. (1)], all of the eigenvalues of the matrix $a$ are confined to the bulk region of the complex plane. However, when a non-zero value of $\mu$ is introduced, a single outlier eigenvalue may protrude from the bulk region.

The observation that is key to deducing the outlier eigenvalue is that, because we can use the annealed approximation for the statistics of the elements $a_{ij}$ [given in Eq. (9)], the introduction of a non-zero value of $\mu$ is akin to making a rank-1 perturbation to the matrix with $\mu = 0$.

Introducing $(\mu)_{ij} = \mu k_i k_j/(N)$, and letting $\tilde{z} = a - p^{-1} \mu$, any eigenvalue $\lambda$ of the random matrix $a$ must satisfy (by definition)

\[ \det \left[ \lambda \mathbb{1} - \tilde{z} - p^{-1} \mu \right] = 0. \] (19)

If $\lambda = \lambda_{\text{outlier}}$ is outside the bulk of the eigenvalue spectrum, the matrix $\lambda_{\text{outlier}} \mathbb{1} - \tilde{z}$ is invertible, and hence

\[ \det \left[ \mathbb{1} - p^{-1} G_0(\mu) \right] = 0, \] (20)

where $G_0(\lambda_{\text{outlier}}) = [\lambda_{\text{outlier}} \mathbb{1} - \tilde{z}]^{-1}$ is the resolvent matrix of $a$ when $\mu = 0$ [see Eq. (5)], which is available to us from the calculation of the bulk spectrum.

Finally, by using Sylvester’s determinant identity [19, 51] (see Section S6 of the SM for further details), we obtain a general expression for the outlier eigenvalue

\[ \frac{1}{\mu} = \sum_k \gamma(k) \left( \frac{(k/p)^2}{\lambda_{\text{outlier}} - \Gamma \sigma^2 k A/p} \right), \]

\[ A = \sum_k \gamma(k) \frac{k/p}{\lambda_{\text{outlier}} - \Gamma \sigma^2 k A/p}. \] (21)

Eqs. (21) are verified in Figs. 1 and 5 in the case of a dichotomous and a uniform degree distribution respectively.

In the case of an Erdős-Rényi graph for large $p$, for which $\gamma(k) \approx \delta_{k,p}$, we find from Eqs. (21) that $A = 1/\mu$. Substituting this result back into the first of Eqs. (21), we obtain the known result [22, 51]

\[ \lambda_{\text{outlier}} = \mu + \frac{\Gamma \sigma^2}{\mu}. \] (22)
FIG. 2. Verification of the universal circle and outlier laws for $\Gamma = 0$ given in Eqs. (24) and (25) [solid red lines and circular points respectively]. The prediction in the absence of degree heterogeneity ($s^2 = 0$) for the bulk region boundary and the corresponding outlier are represented by a dashed orange line and an orange triangle. In both panels, $\mu = 1.5$, $\sigma = 1$, $\Gamma = 0$, $N = 10000$, $p = 200$ and $s^2 = 0.2$. In panel (a), the dichotomous distribution from Fig. 1 was used but with $k_1 = 111$ and $k_2 = 289$, whereas in panel (b) the uniform distribution described in Fig. 3 was used (but with $s^2 = 0.2$).

V. CORRECTIONS TO KNOWN RESULTS DUE TO NON-ZERO NETWORK DEGREE HETEROGENEITY

In this section, we use the formulae presented in Section IV to derive simpler closed-form approximations for the eigenvalue spectrum. We derive corrections to the usual elliptic, circular and semi-circular laws in the case of non-vanishing degree heterogeneity in the limit $p \to \infty$, as well as the outlier eigenvalues.

For the remainder of this work, we define the degree heterogeneity of the network by

$$s^2 = \sum_k \gamma(k)(k/p)^2/p^2.$$  \hspace{1cm} (23)

For the Erdős-Renyi graph, we have $s^2 = 1/p$, which vanishes in the limit $p \to \infty$. We will see in this section that all graphs with vanishing degree heterogeneity in the limit $p \to \infty$ share the same eigenvalue spectrum as the Erdős-Renyi graph in this limit.

A. Universal circular law and outlier

We first examine the case where $\Gamma = 0$. From Eq. (S22), we obtain the rather elegant result that the boundary of the bulk of the eigenvalue spectrum is given by a modified circular law that takes into account the heterogeneity of the network

$$\omega_x^2 + \omega_y^2 = \sigma^2(1 + s^2).$$  \hspace{1cm} (24)

We note that this result is entirely independent of the precise degree distribution $\gamma(k)$, depending only on its second moment. In this sense, it is universal [52, 53]. We thus see that as a result of network degree heterogeneity, the eigenvalues become more broadly distributed.

The result in Eq. (24) is very similar to one derived recently by Neri and Metz [54]. This work deals with graphs where nodes are allowed to have differing ‘in’- and ‘out’- degrees. In Ref. [54], $s^2$ in Eq. (24) is replaced by the ‘degree correlation coefficient’, which quantifies the extent to which the ‘in’- and ‘out’- degrees of nodes on the network are related.

From Eq. (21), we also find in the case $\Gamma = 0$ that

$$\lambda_{\text{outlier}} = \mu(1 + s^2).$$  \hspace{1cm} (25)

Similarly, this result is independent of the precise degree distribution of the network. The results in Eqs. (25) and (24) are tested in Fig. 2 for both uniform and dichotomous degree distributions.

From Eqs. (24) and (25), we can deduce that for $\Gamma = 0$ network heterogeneity is a purely destabilising influence (see the Section VII for further comment). We note that this is not necessarily the case for other values of $\Gamma$, as is shown in the following subsections.

However, despite the universality of the preceding results, the density of the eigenvalues inside the circular bulk region is not universal in the same way. One can show from Eqs. (14) – (S34) (see SM Section S7 A1) that

$$\rho(|\omega|) = \frac{1}{\pi} \text{Re} \left\{ \frac{\partial}{\partial \omega^*} \left[ \sum_k \gamma(k)|\omega|^2 - (k/p)^2 g(|\omega|) \right] \right\}$$

$$= \frac{1}{\pi} \text{Re} \left\{ h_{0,1} + \frac{|\omega|^2[(h_{2,2})^2/h_{4,2} - h_{0,2}]}{1} \right\},$$  \hspace{1cm} (26)

where we have defined the functions

$$h_{n,m}(|\omega|) \equiv \sum_k \gamma(k)\frac{(k/p)^n}{(|\omega|^2 - (k/p)^2 g(|\omega|))^{m+1}}.$$  \hspace{1cm} (27)
and where \(g(|\omega|)\) is determined by
\[
\frac{1}{\sigma^2} = h_{2,1}(g, |\omega|). \tag{28}
\]

Eqs. (26)–(28) are clearly dependent on the precise choice of \(\gamma(k)\). However, for small values of \(s^2\), we show (again in SM Section S7 A1) that the eigenvalue density inside the circular bulk region can be approximated by
\[
\rho(|\omega|) = \frac{1}{\pi \sigma^2 (1 - 5s^4 - 4s^6)} \left[ 1 + s^2 \left( 3 - 8 \frac{\omega^2}{\sigma^2} \right) \right] + O(s^4). \tag{29}
\]

One notes that as a result of degree heterogeneity, the eigenvalues become more concentrated at the centre of the circle (i.e. the density is a decreasing function of \(|\omega|\)). The expression in Eq. (29) is valid for any degree distribution, as long as \(s^2\) is small. The expressions in Eqs. (26) – (29) are verified in Fig. 3.

We note that for \(s^2 \rightarrow 0\), Eqs. (24), (25) and (29) reduce to known results that are valid for networks without degree heterogeneity [2] (which are given in Section IV).

### B. Modified elliptic law and outlier for small degree heterogeneity

In this section, we aim to find general expressions, analogous to Eqs. (24) and (25), in the case where \(\Gamma \neq 0\). In this more general setting, we are unable derive such a simple universal law as for the special case \(\Gamma = 0\). However, for small \(s^2\), we can still derive informative and useful approximations. Specifically, we are able to understand how the usual elliptic law [42] and its corresponding outlier [22, 51] are modified by the introduction of degree heterogeneity.

Beginning with Eqs. (S22) and expanding in small \(s^2\), one finds that to leading order, the bulk of the eigenvalue spectrum falls within an ellipse, similar to the \(s^2 = 0\) case [42]. However, the major and minor axes of the ellipse are modified by \(s^2 > 0\). That is, one finds that the majority of the eigenvalues fall within a boundary in the complex plane given by (see SM Section S7 A2)

\[
\frac{\omega^2}{(1 + \Gamma)^2[1 + s^2/2(1 + 2\Gamma - \Gamma^2)]^2} + \frac{\omega^2}{(1 - \Gamma)^2[1 + s^2/2(1 - 2\Gamma - \Gamma^2)]^2} = \sigma^2. \tag{30}
\]

The modified elliptic law in Eq. (30) is verified in Fig. 1a.

The leading eigenvalue can also be derived by expanding Eqs. (13). The small \(s^2\) approximation to the leading edge of the bulk of the eigenvalue spectrum is
\[
\lambda_{\text{edge}} = (1 + \Gamma)[1 + s^2/2(1 + 2\Gamma - \Gamma^2)] + O(s^4), \tag{31}
\]

which is in agreement with Eq. (30) to first order in \(s^2\). This is verified in Figs. 4 and 5.
FIG. 5. Leading eigenvalue as a function of $\mu$ for two values of $s^2$. The small $s^2$ approximation for the bulk edge in Eq. (31) and the outlier in Eq. (32) are shown for $s^2 = 0.05$. Vertical dashed lines show the values of $\mu$ at which the outlier emerges from the bulk region. The solid lines show the unapproximated theory from Eqs. (13) and (21). The black dot-dashed curve shows the prediction that doesn’t take into account network degree heterogeneity, given in Eqs. (12) and (22). The remaining model parameters are $\Gamma = 0.7$, $p/N = 0.2$, $N = 12000$, and $\sigma = 1$, and the degree distribution is uniform, as specified in Fig. 3.

We see from Eq. (31) and Fig. 4 that degree heterogeneity can have the effect of both stabilising or destabilising a dynamical system depending on the value of $\Gamma$ (see Section VII for further discussion). The critical value at which the effect of degree heterogeneity switches from being stabilising to destabilising (for small $s^2$) is $\Gamma = 1 - \sqrt{2}$. In the case where $\Gamma \neq 0$, we can also find a small $s^2$ approximation to the outlier eigenvalue. Expanding Eqs. (21) for small $s^2$ (see SM Section S7 A2), we find the surprisingly simple formula

$$\lambda_{\text{outlier}} = \left(1 + s^2\right)\left(\mu + \frac{\Gamma \sigma^2}{\mu}\right) + O(s^4). \quad (32)$$

Here, we see that degree heterogeneity acts to further remove the outlier from the bulk region of the eigenvalue spectrum, making network degree heterogeneity a purely destabilising influence in cases where $\lambda_{\text{outlier}}$ is the leading eigenvalue. Eq. (32) is verified in Fig. 5.

Both Eq. (30) and Eq. (32) can easily be seen to reduce to Eqs. (12) and (22) respectively in the case $s^2 \to 0$. This demonstrates that any network with vanishing degree heterogeneity in the limit $p \to \infty$ satisfies the usual elliptic/outlier law [42, 51].

C. Undirected networks: modified semi-circular law

In the case where $\Gamma = 1$ and the matrix $a$ is consequently symmetric, we can also derive a correction to the well-known Wigner semi-circle law [44, 45] for the case of non-zero network degree heterogeneity. One can show (see SM Section S7 A3) that the eigenvalue density along the real axis in Eq. (17) can be approximated by the following formula for small $s^2$

$$\rho(\omega_x) = \frac{2}{\pi \omega_c^2} \left(\omega_c^2 - \omega_x^2\right)^{1/2} \left[1 + 2s^2 \left(1 - \frac{4\sigma^2}{\omega_c^2}\right)\right] + O(s^4),$$

$$\omega_c = 4\sigma^2 \left(1 + 2s^2\right) + O(s^4), \quad (33)$$

where $\omega_c$ is the critical value of $\omega_x$ at which the eigenvalue density becomes zero, which agrees with the formula in Eq. (31) (to leading order in $s^2$). We note that Eq. (33) reduces to the familiar semi-circle law [see Eq. (18)] in the limit $s^2 \to 0$. Further, we also note the resemblance between this formula and the approximation of the eigenvalue spectrum of symmetric sparse random matrices with Erdős-Rényi network structure [29], where here we have expanded in $s^2$, rather than $1/p$.

The modified semi-circle law in Eq. (33) is verified in Fig. 6.
VI. DIVERGING DEGREE HETEROGENEITY: BARABASI-ALBERT NETWORKS

In this section, we demonstrate how the approach presented here can be used to produce closed-form results for the eigenvalue spectrum of a non-trivial directed complex network without a small $s^2$ approximation. We take as our example the paradigmatic Barabasi-Albert (BA) network. For simplicity, we take the case where $\Gamma = 0$.

The BA network [27], is constructed by a preferential attachment process. Beginning with $p$ fully-connected nodes (where $p$ is an even number), one attaches one new node at a time to $p/2$ of the nodes that make up the current network. Each node in the network is chosen with a probability proportional to its current degree. As a result of this process, the degree distribution of the network is given by (for large $N$) [27]

$$
\gamma(k) = \frac{p(p+2)}{2k(k+1)(k+2)},
$$

(34)

The degree heterogeneity of the BA network diverges logarithmically with the network size $N$ [55]. Because of this, in the limit $N \to \infty$, the eigenvalue spectrum of the Barabasi-Albert graph covers the entire complex plane [as can be seen from Eq. (24)]. Despite this, we can still compute its eigenvalue density.

We begin by solving Eq. (28) for $g(|\omega|)$. We have

$$
\sum_{k=p/2}^{\infty} \frac{p(p+2)}{2k(k+1)(k+2)} \frac{(k/p)^2}{|\omega|^2 - (k/p)^2 g(|\omega|)} = \frac{1}{\sigma^2},
$$

(35)

Making the substitution $x = (2k/p)^{-2}$ and assuming that $p$ is large, the above sum can be approximated by the following integral

$$
\frac{1}{\sigma^2} \approx \int_0^1 dx \frac{1/4}{x|\omega|^2 - g(|\omega|)/4} = \frac{1}{4|\omega|^2} \ln \left[1 - \frac{4|\omega|^2}{g}\right],
$$

(36)

which can be solved readily for $g(\omega)$. Once we have $g(|\omega|)$, we can evaluate the expression in Eq. (26) for the eigenvalue density (approximating the sum as an integral in a similar fashion), and we obtain

$$
\rho(\omega) = \frac{1}{\pi} \text{Re} \left\{ \frac{\partial}{\partial \omega^*} \left[ \int_0^1 dx \frac{\omega^* x}{x|\omega|^2 - g(|\omega|)/4} \right] \right\} = \frac{4}{\pi \sigma^2} \left[ 1 + e^{4|\omega|^2/\sigma^2} \right]^{1/2}.
$$

(37)

This expression for the eigenvalue density is verified in Fig. 7. We see that the eigenvalue density decays exponentially with $|\omega|^2$ as $|\omega| \to \infty$. This is in contrast to the eigenvalue spectrum of an undirected scale-free network [i.e. with $\Gamma = 1$, but the same $k^{-3}$ scaling behaviour as in Eq. (34)], which was dealt with in Ref. [32]. In that case, it was found that the tails of the eigenvalue distribution scaled as $\rho(|\omega|) \sim |\omega|^{-5}$.

VII. APPLICATIONS: THE EFFECT OF NETWORK HETEROGENEITY ON STABILITY

We now take a moment to reflect on the significance of our results with regards to the stability of systems with many interacting components, such as complex ecosystems or neural networks. In the case of a complex ecosystem, we take May’s approach [13], and imagine that the ecosystem can be described by a set of differential equations governing the abundances of a large number of interacting species. We suppose we linearise these dynamic equations about a hypothetical fixed point to obtain

$$
\dot{x}_i = -x_i + \sum_j a_{ij} x_j.
$$

(38)

In this case, $a_{ij}$ are the elements of a Jacobian matrix. Here, we see that if any eigenvalue of the matrix $a$ has a real part greater than 1, the equilibrium about which we have linearised is unstable. This allows one to deduce what kinds of interactions between species promote (in)stability.

In the case of neural networks, we may instead consider the firing-rate model [4] where the activation of the $i$th neuron $x_i$ is determined by

$$
\dot{x}_i = -x_i + \sum_j a_{ij} \tanh(x_j),
$$

(39)

where now $a_{ij}$ describe the connection weights of the neural network. Again, when the leading eigenvalue of $g$ is greater than 1, the quiescent state at $x_i = 0$ also becomes unstable.

This means that we can interpret the eigenvalue spectrum as follows: if changing the statistics of $a_{ij}$ influences...
the bulk of the eigenvalue spectrum to expand along the real axis, or it causes the outlier eigenvalue to move further from the origin, the change in the statistics of $a_{ij}$ promotes instability.

We thus are able to draw broad conclusions about the effect of network heterogeneity on stability. The formulae derived in Section V A in particular (for the boundary of the bulk region and the outlier) are completely independent of the precise network structure and depend only on $s^2$ (the heterogeneity). The approximate results in Section V also allow us to draw general conclusions about the influence of heterogeneity. Although the expressions obtained in Section V are technically only valid for small $s^2$, we verify in Figs. 3, 4 and 5 that the same qualitative behaviour is exhibited for large $s^2$ as for small $s^2$.

When $\mu$ is small enough that the outlier eigenvalue is not the leading eigenvalue, from Eq. (31) and Fig. 4, it is apparent that the effect of network heterogeneity is dependent on $\Gamma$ (the degree to which interactions are symmetric). The quantity plotted in Fig. 4 quantifies the correction to the usual edge of the bulk region of the eigenvalue spectrum. For $\Gamma < 1 - \sqrt{2}$ (i.e. very asymmetric ‘predator-prey’ interactions), network degree heterogeneity is a stabilising influence, whereas for $\Gamma > 1 - \sqrt{2}$ (i.e. more symmetric interactions), network heterogeneity is destabilising.

The preceding observation only applies however when $\mu$ is small. If $\mu$ is large enough that the outlier is the leading eigenvalue (see Fig. 5), network heterogeneity acts only to promote instability. This can be seen from Eqs. (25) and (32). In short, in most circumstances, network heterogeneity appears to be a destabilising influence, except when the interactions are very asymmetric.

VIII. OUTLOOK

In this work, we have studied the eigenvalue spectra of the adjacency matrix of directed complex networks with network heterogeneity that was non-vanishing in the well-connected ($p \to \infty$) limit. In doing so, we were able to make deductions about the effect of network heterogeneity on the stability of a complex system.

Two immediate possibilities for further research using the methods developed here present themselves. Firstly, instead of examining only the limit $p \to \infty$, it would be informative to also involve the possibility of a finite value of $p$ (i.e. a sparse random matrix) [28, 29]. The eigenvalue spectra of some sparse random matrices with non-trivial network structure have been studied (see e.g. Refs. [33, 37]), but simple closed-form expressions of the type derived in this work have proved elusive.

Secondly, the approach developed here could also be extended to examine the spectra of the Laplacian matrices of directed complex networks [30]. By examining these spectra, one would gain a deeper insight into the effect that network heterogeneity has on diffusion on complex networks and the phenomenon of localisation [30, 56, 57].
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S1. OVERVIEW

This document contains additional information about the calculations performed to obtain the results detailed in the main paper.

To begin with, we perform the calculation discussed in Section III of the main text. Specifically, Section S2 of this document is dedicated to showing how one can compute the eigenvalue potential, defined in Eq. (7) of the main text, and to deriving the annealed approximation for the network given in Eq. (9). Given this annealed approximation, Section S3 then shows how the resolvent can be deduced by performing a saddle point approximation (valid for large $N$) of the eigenvalue potential $\Phi(\omega, \omega^*)$.

We then move on to deriving the ‘general results’ in Section IV of the main text. Section S4 shows how each of the properties of the bulk of the eigenvalue spectrum (the boundary of the bulk spectrum, the leading eigenvalue of the bulk region and the density of eigenvalues within the bulk region) can be found. These results are valid for a general network degree distribution and are given in Section IV A of the main text. Similarly, Section S5 then shows how one can derive the density of eigenvalues in the case where the random matrix $\mathbf{a}$ is fully symmetric (an undirected network) — i.e. the results in Section IV B of the main text. Then, Section S6 derives the general expression for the outlier eigenvalue discussed in Section IV C of the main text.

In Section S7, we then perform series expansions of the more general results given in Section IV of the main text to obtain the small-$\delta^2$ (small-network-heterogeneity) modifications to the elliptic, circular and semi-circular laws, as well as the outlier eigenvalues, that were highlighted in Section V of the main text.

Finally, in Section S8, we discuss a couple of example degree distributions that were used to produce the figures in the main text, namely the dichotomous and uniform degree distributions. We discuss how the general results in Section IV of the main text can be used to find the properties of the eigenvalue spectrum in these special cases.

S2. EIGENVALUE POTENTIAL AND ANNEALED APPROXIMATION

In a similar fashion to Refs. [19, 42, 48], we evaluate the eigenvalue potential, defined in Eq. (7) of the main text, using the replica method [8]. The replica method exploits the fact that $\ln x = \lim_{n \to 0} (x^n - 1)/n$ to evaluate the average of the logarithm in Eq. (7) by instead calculating the average of an $n$-fold replicated system.

It has been shown in other works [42, 48] (see the Supplemental material in Ref. [22] for a more detailed discussion) that in fact the replicas ‘decouple’, meaning that the logarithm and the ensemble average commute. That is

$$
\Phi(\omega, \omega^*) = -\frac{1}{N} \langle \ln \det \left[(\omega^* \mathbb{1} - \mathbf{a}^T)(\omega \mathbb{1} - \mathbf{a})\right]\rangle = -\frac{1}{N} \ln \langle \det \left[(\omega^* \mathbb{1} - \mathbf{a}^T)(\omega \mathbb{1} - \mathbf{a})\right]\rangle. \quad (S1)
$$

The determinant above can be written as a Gaussian integral (after having performed a Hubbard-Stratonovich transformation [58]).
\[ \det \left( (\omega - a_0^T)(\omega - a_0) \right)^{-1} = \int \prod_i \frac{d^2 z_i d^2 y_i}{2\pi^2} \exp \left[ -\sum_i y_i^* y_i \right] \times \exp \left[ \sum_{ij} z_i^* (a_{ji} - \omega^* \delta_{ij}) y_j \right] \times \exp \left[ \sum_{ij} y_i^* (a_{ij} - \omega \delta_{ij}) z_j \right]. \]  
(S2)

Performing the ensemble average according to the distribution described in Eqs. (1) and (2) of the main text, we obtain

\[
\langle \exp \left[ ia_{ij}(z_i^* y_i + z_j y_j^*) + ia_{ji}(z_i^* y_j + z_j y_j^*) \right] \rangle = 1 + f_{ij} \left( \langle \exp \left[ ia_{ij}(z_i^* y_i + z_j y_j^*) + ia_{ji}(z_i^* y_j + z_j y_j^*) \right] \rangle - 1 \right)
\]

\[
\approx \exp \left[ \frac{k_i k_j}{pN} \left( \langle \exp \left[ ia_{ij}(z_i^* y_i + z_j y_j^*) + ia_{ji}(z_i^* y_j + z_j y_j^*) \right] \rangle - 1 \right) \right].
\]
(S3)

where we have used the approximation \( f_{ij} \approx \frac{k_i k_j}{pN} \) [see Eq. (3) in the main text], which is valid for \( \frac{k_i k_j}{pN} \ll 1 \). Now, expanding the exponential and assuming that higher order moments of \( a_{ij} \) decay faster then \( 1/p \), we obtain

\[
\langle \exp \left[ ia_{ij}(z_i^* y_i + z_j y_j^*) + ia_{ji}(z_i^* y_j + z_j y_j^*) \right] \rangle
\]

\[
\approx 1 + \frac{\mu}{p} \left[ (z_i^* y_i + z_j y_j^*) + (z_i^* y_i + z_j y_j^*) \right]
\]

\[- \frac{\sigma^2}{2p} \left[ (z_i^* y_j + z_i y_j^*)^2 + (z_i^* y_i + z_j y_j^*)^2 + 2\Gamma(z_i^* y_j + z_i y_j^*)(z_i^* y_i + z_j y_j^*) \right]
\]

\[
\approx \exp \left[ \frac{\mu}{p} \left[ (z_i^* y_i + z_j y_j^*) + (z_i^* y_j + z_i y_j^*) \right]
\]

\[- \frac{\sigma^2}{2p} \left[ (z_i^* y_j + z_i y_j^*)^2 + (z_i^* y_i + z_j y_j^*)^2 + 2\Gamma(z_i^* y_j + z_i y_j^*)(z_i^* y_i + z_j y_j^*) \right] \right].
\]
(S4)

Finally, we obtain the following approximation for the eigenvalue potential

\[
\exp \left[ -N\Phi(\omega) \right] = \int \prod_i \left( \frac{d^2 z_i d^2 y_i}{2\pi^2} \right) \exp \left[ -\sum_i y_i^* y_i \right] \times \exp \left[ -i \sum_i (z_i^* y_i + z_i y_i^*) + \frac{\mu}{p} \sum_{ij} \frac{k_i k_j}{pN} (z_i^* y_j + z_i y_j^*) \right]
\]

\[
\times \exp \left[ \frac{-\sigma^2}{2p} \sum_{ij} \frac{k_i k_j}{pN} \left[ (z_i^* y_j + z_i y_j^*)^2 + \Gamma(z_i^* y_j + z_i y_j^*)(z_i^* y_i + z_j y_j^*) \right] \right].
\]
(S5)

We note that this is exactly the same expression for \( \Phi(\omega, \omega^*) \) that we would have obtained if we had used the distribution for \( a_{ij} \) in Eq. (9) in the main text from the start. We therefore conclude that the annealed network approximation in Eq. (9) is valid when \( p \gg 1 \) and \( \frac{k_i k_j}{pN} \ll 1 \) for all \( i \) and \( j \).
S3. FINDING THE RESOLVENT

We note from previous works \cite{22, 47, 51, 59} that low-rank perturbations to a random matrix produce outlier eigenvalues, but they do not affect the bulk of the eigenvalue distribution. Noting that the introduction of a non-zero value of \( \mu \) is equivalent to a rank-1 perturbation in the annealed approximation, we can set \( \mu = 0 \) in Eq. (S5) and continue the calculation to find the bulk eigenvalue density. We return later to the outlier eigenvalue that emerges as a result of setting a non-zero value of \( \mu \) in Section S6.

A. Introduction of order parameters

We now imagine that we group each node with all other nodes that share the same degree \( k_\alpha \) in a group labelled by the index \( \alpha \). In the annealed network approximation the problem therefore reduces to that of finding the eigenvalue spectrum of a random matrix with block-structured statistics (as discussed in the main text). This enables us to follow along the lines of previous works that have studied the eigenvalue spectra of block-structured random matrices (see Ref. \[19\] in particular).

We begin by rewriting Eq. (S5) as

\[
\exp[-N\Phi(\omega)] = \int \prod_{\alpha i} \left( \frac{d^2 z_\alpha d^2 y_\alpha}{2\pi^2} \right) \exp \left[ -\sum_{\alpha i} y^{\alpha \ast} y_\alpha \right] 
\times \exp \left[ -i \sum_{\alpha i} (z_\alpha^{\alpha \ast} y_\alpha^\ast \omega^\ast + z_\alpha^\alpha y_\alpha^{\ast \omega}) + i \frac{\mu}{p} \sum_{\alpha \beta ij} k_{\alpha j} k_{\beta i} (z_{\alpha j}^{\alpha \ast} y_j^\beta + z_\alpha^\alpha y_j^{\beta \ast}) \right] 
\times \exp \left[ -\frac{\sigma^2}{2p} \sum_{\alpha \beta ij} k_{\alpha j} k_{\beta i} \left( (z_{\alpha j}^{\alpha \ast} y_j^\beta + z_\alpha^\alpha y_j^{\beta \ast})^2 + \Gamma(z_{\alpha j}^{\alpha \ast} y_j^\beta + z_\alpha^\alpha y_j^{\beta \ast}) (z_{\alpha j}^{\beta \ast} y_j^\alpha + z_j^\beta y_j^{\alpha \ast}) \right) \right],
\]

where the indices \( i \) and \( j \) now only run over the nodes in the groups \( \alpha \) and \( \beta \) respectively. We introduce the following ‘order parameters’, defining \( x_\alpha = k_\alpha/p \)

\[
u = \frac{1}{N} \sum_{\alpha i} x_\alpha z_i^{\alpha \ast} z_i^\alpha, \quad v_\alpha = \frac{1}{N_\alpha} \sum_i y_i^{\alpha \ast} y_i^\alpha, \quad w_\alpha = \frac{1}{N_\alpha} \sum_i z_i^{\alpha \ast} y_i^\alpha, \quad w_\alpha^* = \frac{1}{N_\alpha} \sum_i y_i^{\alpha \ast} z_i^\alpha, \quad (S7)
\]

where \( N_\alpha \) is the number of nodes with degree \( k_\alpha \). We impose these definitions in the integral Eq. (S6) using Dirac delta functions in their complex exponential representation. We can thus rewrite Eq. (S6) as

\[
\exp[-N\Phi(\omega)] = \int D[\cdots] \exp[N(\Psi + \Theta + \Omega)],
\]

where \( D[\cdots] \) denotes integration over all of the order parameters and their conjugate (‘hatted’) variables, and where

\[
\Psi = i\hat{u}u + i \sum_\alpha y_\alpha v_\alpha + \hat{w}_\alpha w_\alpha^* + \hat{w}_\alpha^* w_\alpha, \\
\Theta = -\sum_\alpha v_\alpha - \sigma^2 u \sum_\alpha \gamma_\alpha x_\alpha v_\alpha + i \sum_\alpha \gamma_\alpha (w_\alpha w_\alpha^* + w_\alpha^* w_\alpha) - \frac{\Gamma \sigma^2}{2} \sum_{\alpha \beta} \gamma_\alpha \gamma_\beta x_\alpha x_\beta (w_\alpha w_\beta + w_\alpha^* w_\beta^*), \\
\Omega = \sum_\alpha \gamma_\alpha \ln \left[ \int \left( \frac{d^2 z^\alpha d^2 y^\alpha}{2\pi^2} \right) \exp \left\{ -i[u x_\alpha z^{\alpha \ast} z^\alpha + \hat{v}_\alpha y^{\alpha \ast} y^\alpha \\
+ \hat{w}_\alpha y^{\alpha \ast} z^\alpha + \hat{w}_\alpha^* z^{\alpha \ast} y^\alpha] \right\} \right].
\]

Here, we have defined \( \gamma_\alpha = N_\alpha/N \). In the limit \( N \to \infty \), this quantity will be given by the degree distribution of the network, i.e. \( \gamma_\alpha \to \gamma(k_\alpha) \).
We note that the integrals over \( y_i \) and \( z_i \) in Eq. (S9) are uncoupled for different values of \( i \) as a result of introducing the order parameters in Eq. (S7). We note also that we have neglected terms involving \( N^{-1} \sum_i (y_i^*)^2 \), \( N^{-1} \sum_i (z_i^*)^2 \), \( N^{-1} \sum_i z_i^* y_i^* \) and similar terms involving the complex conjugates of \( z_i^* \) and \( y_i^* \), which do not contribute in the thermodynamic limit (see Refs. [22, 42, 48, 50] for further discussion).

Carrying out the integrals over the variables \( y_i \) and \( z_i \) in the expression for \( \Omega \) in Eq. (S9) one obtains

\[
\Omega = -\sum_\alpha \gamma_\alpha \ln [\hat{w}_\alpha \hat{w}_\alpha^* - x_\alpha \hat{u} \hat{v}_\alpha].
\]

(\textbf{S10})

**B. Saddle point integration and evaluation of the order parameters**

We now suppose that \( N \gg 1 \), and carry out the integral in Eq. (S8) in the saddle-point approximation. To do this, we extremise the expression \( \Psi + \Theta + \Omega \). Extremising with respect to the conjugate variables \( \hat{u}, \hat{v}, \hat{w}_\alpha \) and \( \hat{w}_\alpha^* \), we find

\[
\begin{align*}
&iu = -\sum_\alpha \gamma_\alpha x_\alpha \frac{\hat{u}_\alpha}{f_\alpha}, \quad iv_\alpha = -x_\alpha \frac{\hat{u}}{f_\alpha}, \quad iw_\alpha = \frac{\hat{w}_\alpha}{f_\alpha}, \quad i\hat{w}_\alpha^* = \frac{\hat{w}_\alpha^*}{f_\alpha}, \\
&f_\alpha = \hat{w}_\alpha \hat{w}_\alpha^* - x_\alpha \hat{u} \hat{v}_\alpha.
\end{align*}
\]

(\textbf{S11})

We now instead extremise \( \Psi + \Theta + \Omega \) in Eq. (S8) with respect to \( u, v, w_\alpha \) and \( w_\alpha^* \). We find

\[
\begin{align*}
&i\hat{u} = \sigma^2 v, \quad i\gamma_\alpha \hat{v}_\alpha = 1 + \sigma^2 \gamma_\alpha x_\alpha u, \\
&i\hat{w}_\alpha = i\omega + \Gamma \sigma^2 \sum_\beta \gamma_\beta x_\alpha x_\beta w_\beta^*, \quad i\hat{w}_\alpha^* = i\omega^* + \Gamma \sigma^2 \sum_\beta \gamma_\beta x_\alpha x_\beta w_\beta.
\end{align*}
\]

(\textbf{S12})

where we introduce \( v = \sum_\alpha \gamma_\alpha x_\alpha v_\alpha \).

**C. Expression for the resolvent**

In a similar fashion to Ref. [19], we observe that the quantities \( w_\alpha \) and \( w_\alpha^* \), when evaluated at the saddle point, are related to the resolvent [see Eq. (8) of the main text]:

\[
\begin{align*}
G(\omega) &= \frac{\partial \Phi(\omega, \omega^*)}{\partial \omega} = i \sum_\alpha \gamma_\alpha w_\alpha^*, \\
G^*(\omega) &= \frac{\partial \Phi(\omega, \omega^*)}{\partial \omega^*} = i \sum_\alpha \gamma_\alpha w_\alpha.
\end{align*}
\]

(\textbf{S13})

So, if we can solve Eqs. (S11) and (S12) for \( i \sum_\alpha \gamma_\alpha w_\alpha^* \) as a function of only \( \omega \) and \( \omega^* \), we can obtain the eigenvalue density of the bulk region using Eq. (6) of the main text.

First, eliminating \( \hat{u} \), one sees that

\[
v = \sigma^2 v \sum_\alpha \gamma_\alpha \frac{x_\alpha^2}{f_\alpha}.
\]

(\textbf{S14})

This equation has two solutions.

**First solution:**

One solution is \( v = 0 \), implying \( \hat{u} = 0 \) [see Eq. (S12)], and hence \( f_\alpha = \hat{w}_\alpha \hat{w}_\alpha^* = -1/(w_\alpha w_\alpha^*) \). We therefore obtain from Eqs. (S11) and (S12)

\[
\begin{align*}
1 &= i\omega w_\alpha^* + \Gamma \sigma^2 \sum_\beta \gamma_\beta x_\alpha x_\beta w_\alpha^* w_\beta^*, \\
1 &= i\omega^* w_\alpha + \Gamma \sigma^2 \sum_\beta \gamma_\beta x_\alpha x_\beta w_\alpha w_\beta.
\end{align*}
\]

(\textbf{S15})

From this, one can solve for the resolvent \( G(\omega) = \frac{1}{N} \sum_\alpha \gamma_\alpha w_\alpha^* \), which we see is an analytic function of \( \omega \). This means that the eigenvalue density vanishes in regions of the complex plane for which \( v = 0 \) is the only valid solution [as a result of Eq. (6) of the main text].
Second solution:
The other solution to the first of Eq. (S14) is
\[ \sum_{\alpha} \gamma_{\alpha} x_{\alpha}^2 f_{\alpha} = \frac{1}{\sigma^2}. \]  
(S16)

Now, we see from the expression for \( iu \) and \( i\tilde{v}_\alpha \) in Eqs. (S11) and (S12) that when the second Eq. (S16) is satisfied, \( u \to \infty \). This means that \( i\tilde{v}_\alpha \to \sigma^2 x_{\alpha} u \) and hence
\[ \tilde{v}_\alpha \to x_{\alpha}^2 g(\omega, \omega^*), \]  
(S17)

where \( g(\omega, \omega^*) \) is an arbitrary function to be found that is independent of \( \alpha \). Hence, we obtain the following simultaneous equations, which enable us to find the resolvent \( G(\omega, \omega^*) = \sum_{\alpha} \gamma_{\alpha}(iw_{\alpha}^*) \)
\[ \frac{1}{\sigma^2} = \sum_{\alpha} \frac{\gamma_{\alpha} x_{\alpha}^2}{f_{\alpha}}, \]
\[ -w_{\alpha} w_{\alpha}^* = 1/f_{\alpha} + x_{\alpha}^2 \frac{g(\omega, \omega^*)}{f_{\alpha}^2}, \]
\[ iw_{\alpha} = \frac{\omega}{f_{\alpha}} - \Gamma \sigma^2 x_{\alpha} \sum_{\beta} w_{\beta}^* \gamma_{\beta} x_{\beta}, \]
\[ iw_{\alpha}^* = \frac{\omega^*}{f_{\alpha}} - \Gamma \sigma^2 x_{\alpha} \sum_{\beta} iw_{\beta} \gamma_{\beta} x_{\beta}. \]  
(S18)

In principle, one can solve these along with Eq. (S16) to find \( g(\omega, \omega^*), iw_{\alpha} \) and \( iw_{\alpha}^* \) as functions of \( \omega \) and \( \omega^* \). In this case, the resolvent is no longer necessarily an analytic function of \( \omega \). Therefore, in the region of the complex plane where Eq. (S16) is satisfied, the eigenvalue density is non-zero.

Noting Eq. (S13) and Eq. (6) from the main text, one then obtains the eigenvalue density via
\[ \rho(\omega) = \frac{1}{\pi} \text{Re} \left[ \sum_{\alpha} \gamma_{\alpha} \frac{\partial i w_{\alpha}^*}{\partial \omega^*} \right]. \]  
(S19)

S4. General results for the bulk region

We have discussed two solutions to Eq. (S14): one that corresponds to the region of the complex plane in which the bulk of the eigenvalue spectrum of \( g \) resides and one that corresponds to the region of the complex plane where there are no eigenvalues. Noting these two solutions [given in Eqs. (S15) and (S18)] along with Eq. (S19), we are now in a position to derive the results given in Section IV A of the main text.

A. Replacing the index \( \alpha \) with \( k \)

So as to make clear the effective block structure of the random matrix that we were considering, we introduced the index \( \alpha \), which indexed nodes with the same degree \( k_{\alpha} \). We now use the fact that \( \gamma_{\alpha} = \gamma(k_{\alpha}) \) in the large \( N \) limit and drop the index \( \alpha \) to obtain the expressions in Section IV A of the main text. For example, the expressions in Eqs. (S18) become
\[ \frac{1}{\sigma^2} = \sum_{k} \gamma(k) \frac{(k/p)^2}{f_k}, \]
\[ -w_k w_k^* = 1/f_k + (k/p)^2 \frac{g(\omega, \omega^*)}{f_k^2}, \]
\[ iw_k = \frac{\omega}{f_k} - \Gamma \frac{(k/p)^2}{f_k} \sum_{k'} \gamma(k')(k'/p)(iw_{k'}^*), \]
\[ iw_k^* = \frac{\omega^*}{f_k} - \Gamma \frac{(k/p)^2}{f_k} \sum_{k'} \gamma(k')(k'/p)(iw_{k'}). \]  
(S20)
B. Boundary of the bulk region

We first derive the results in Section IV A 1 of the main text for the boundary of the bulk region. Because the two solutions to Eq. (S14) correspond to the region inside the bulk of the eigenvalue spectrum and the outside, the boundary of the bulk region is given by the set of points $\omega = \omega_x + i\omega_y$ that simultaneously satisfy both Eqs. (S15) and (S18). The simultaneous solution of these equations yields

$$\frac{1}{\sigma^2} = \sum_k \gamma(k)(k/p)^2 |iw_k^*|^2,$$

$$iw_k^* = \frac{1}{i\omega + \Gamma \sigma^2(k/p) \sum_{k'} \gamma(k')(k'/p)|iw_{k'}^*|} .$$

Let $\sum_k \gamma(k)(k/p)(iw_k^*) = A_x + iA_y$, where both $A_x$ and $A_y$ are real. Then we obtain

$$\frac{1}{\sigma^2} = \sum_k \gamma(k) \frac{(k/p)^2}{|\omega_x - \Gamma \sigma^2(k/p)A_x|^2 + |\omega_y - \Gamma \sigma^2(k/p)A_y|^2},$$

$$A_x = \sum_k \gamma(k) \frac{(k/p)\omega_x - \Gamma \sigma^2(k/p)^2 A_x}{|\omega_x - \Gamma \sigma^2(k/p)A_x|^2 + |\omega_y - \Gamma \sigma^2(k/p)A_y|^2},$$

$$A_y = \sum_k \gamma(k) \frac{-(k/p)\omega_y + \Gamma \sigma^2(k/p)^2 A_y}{|\omega_x - \Gamma \sigma^2(k/p)A_x|^2 + |\omega_y - \Gamma \sigma^2(k/p)A_y|^2} .$$

Now defining

$$h = \sum_k \gamma(k) \frac{k/p}{|\omega_x - \Gamma \sigma^2(k/p)A_x|^2 + |\omega_y - \Gamma \sigma^2(k/p)A_y|^2},$$

and noting that $A_x = \omega_x h/(1 + \Gamma)$ and $A_y = -\omega_y h/(1 - \Gamma)$, one arrives at the expressions in Eq. (10) of the main text.

C. Leading eigenvalue of the bulk region

The leading eigenvalue of the bulk region can be obtained by finding the point on the boundary of the bulk region with $\omega_y = 0$. Making this substitution in Eqs. (S22), one readily obtains Eqs. (13) in the main text.

D. Eigenvalue density in the bulk region

We now derive the results in Section IV A 3 of the main text for the eigenvalue value density inside the bulk region. Defining $m = \sum_k \gamma(k) \frac{(k/p)}{fe}$, one finds after some rearrangement of the last two of Eqs. (S18) that

$$iw_k^* = \frac{\omega^*}{f_k} - \Gamma \sigma^2 \frac{(k/p)}{f_k} \frac{\omega - \Gamma \omega^*}{1 - \Gamma^2} m .$$

Thus, substituting this into the second of Eqs. (S18), one obtains

$$f_k = \left| \omega^* - \Gamma \sigma^2 (k/p) \frac{\omega - \Gamma \omega^*}{1 - \Gamma^2} m \right|^2 - (k/p)^2 g(\omega, \omega^*).$$

Using Eq. (S24) in combination with Eq. (S25) and Eq. (S19), one obtains Eq. (14) in the main text. Also substituting Eqs. (S24) and (S25) the first of Eqs. (S18) and the definition of $m$ above, one obtains Eqs. (15) in the main text.

S5. GENERAL RESULTS FOR SYMMETRIC MATRICES

In the case of a symmetric matrix, all the eigenvalues lie on the real axis. For this reason, it is no longer useful to consider the eigenvalue density, as defined in Eq. (4) of the main text. This definition has the normalisation
\[ \int d^2 \omega \rho(\omega) = 1, \] where the integral is taken over the whole complex plane. Instead, we now define the real eigenvalue density to be normalised such that \[ \int d\omega_x \rho_x(\omega_x) = 1, \] where we still have
\[ \rho_x(\omega_x) = \left\langle \frac{1}{N} \sum_i \delta(\omega - \lambda_i) \right\rangle, \] (S26)
but now the delta functions are taken to have only a real argument. In this case, one instead obtains the eigenvalue density from the trace of the resolvent matrix via \[ \text{[2, 50]} \]
\[ \rho_x(\omega_x) = -\frac{1}{\pi} \lim_{\epsilon \to 0} \text{Im} [G(\omega_x + i\epsilon)]. \] (S27)

The definition of \( G \) remains the same as in Eq. (5) of the main text. However, because we only consider real values of \( \omega = \omega_x \), the resolvent must be the analytic \[ \text{[60]} \]. When this is the case, \( i\omega^*_k \) satisfies Eqs. (S15). Solving Eqs. (S15) for \( i\omega^*_k \) and substituting this into Eq. (S13), one thus obtains Eqs. (16) and (17) in the main text.

### S6. General Results for the Outlier Eigenvalues

So far, we have discussed how one can deduce the properties of the bulk region of the eigenvalue spectrum of \( A \), to which most of the eigenvalues of confined. We did this by setting \( \mu = 0 \), which only has the effect of removing the outlier eigenvalue \[ \text{[19, 22, 59]} \] without affecting the bulk region. We now reintroduce a non-zero value of \( \mu \) and deduce the location of the outlier eigenvalue in the complex plane.

We begin with Eq. (19) of the main text, which is simply the definition of an eigenvalue of the matrix \( A \).
\[ \det \left[ \lambda_{\text{outlier}} - z - p^{-1} \mu \right] = 0, \] (S28)
where we define \( z = \frac{A}{x} - p^{-1} \mu \), with \( \mu = p \langle A_x \rangle \).

The elements of the matrix \( \mu_s \), as was shown in Section S2 [see also Eq. (9) of the main text], can be replaced by \( \mu_s \frac{k_i k_j}{N} \). This is a rank-1, block-structured matrix. Let us group nodes with the same degree and introduce a block index (superscript) so that \( \mu_{ij} = \frac{k_i}{N} \) is the element in \( i \)th row, the \( j \)th column of the block in the \( k \)th row of blocks and the \( l \)th row of blocks.

As was mentioned in the main text, we see that we can rewrite Eq. (S28) as
\[ \det \left[ I - p^{-1} G_0 \mu \right] = 0, \] (S29)
where we write \( G_0 = [\lambda_{\text{outlier}} I - z]^{-1} \).

We follow the reasoning in Ref. [19], which also deals with block structured matrices (see Section S3 of the Supplemental Material of this reference in particular). There, it is demonstrated for general block-structured matrices that the resolvent matrix \( G \) is diagonal and has elements \( G_{ij}^{kl} = \delta_{ij} \delta_{k} \mu_{k} \), where \( \mu_{k} = i\omega_{k}^* \) is the contribution to the resolvent corresponding to the \( k \)th block. The resolvent is evaluated outside the bulk region, since we are dealing with an outlier eigenvalue, so \( i\omega_{k}^* \) is given by the expression in Eq. (S15).

Now, we use Sylvester’s determinant identity
\[ \det \left[ I_m + AB \right] = \det \left[ I_k + BA \right], \] (S30)
which is valid for combinations of \( m \times k \) matrices \( A \) and \( k \times m \) matrices \( B \). Noting that \( \mu \) can be written as a product of two vectors of dimension \( N \times 1 \) and \( 1 \times N \), i.e. \( \mu = \mu(pN)^{-1} v v^T \) with \( v^T = k \), one finds from Eq. (S29)
\[ \det \left[ I_N - p^{-1} G_0 \mu \right] = \det \left[ I_k - \mu(p^2 N)^{-1} v v^T G_0 v \right] = 0, \]
\[ \Rightarrow 1 - \mu \sum_k \gamma(k)(k/p)^2(i\omega_{k}^*) = 0, \] (S31)
where we have used \( N_k/N \to \gamma(k) \) when \( N \to \infty \), where \( N_k \) is the number of nodes with degree \( k \). Using Eqs. (S15), one thus obtains Eqs. (21) of the main text.
S7. CORRECTIONS TO KNOWN RESULTS FOR NON-ZERO NETWORK HETEROGENEITY

In Sections S4, S5 and S6, we derived general expressions for the bulk region and the outlier eigenvalue, which are valid for an arbitrary network degree distribution γ(k). These expressions, while useful, are not always easy to evaluate and they do not offer us an intuitive understanding of the effects of a non-trivial complex network structure on the eigenvalue spectrum.

In this section, we derive the approximations to the eigenvalue spectrum discussed in Section V of the main text. These approximations are valid for small values of the network heterogeneity s, on the eigenvalue spectrum.

In Sections S4, S5 and S6, we derived general expressions for the bulk region and the outlier eigenvalue, which are valid for an arbitrary network degree distribution γ(k). These expressions, while useful, are not always easy to evaluate and they do not offer us an intuitive understanding of the effects of a non-trivial complex network structure on the eigenvalue spectrum.

In this section, we derive the approximations to the eigenvalue spectrum discussed in Section V of the main text. These approximations are valid for small values of the network heterogeneity s, on the eigenvalue spectrum.

One can solve these equations simultaneously to obtain

\[ g_0 = |\omega|^2 - \sigma^2, \]
\[ g_1 = \frac{|\omega|^2}{\sigma^2}(3\sigma^2 - 4|\omega|^2). \]
Now, expanding the right-hand side of Eq. (S33) in a similar way, we obtain
\[
G(\omega, \omega^*) \approx \frac{\omega^*}{|\omega|^2 - g_0} + \frac{s^2 \omega^* g_0 |\omega|^2 + 3g_0^2 + g_1 |\omega|^2 - g_0 g_1}{(|\omega|^2 - g_0)^3}. \tag{S39}
\]
Substituting the expressions for \(g_0\) and \(g_1\) in Eq. (S38) into Eq. (S39), we finally obtain
\[
G(\omega, \omega^*) = \frac{\omega^*}{s^2} \left[ 1 + s^2 \left( 3 - 4 \frac{|\omega|^2}{\sigma^2} \right) \right], \tag{S40}
\]
from which one recovers Eq. (29) of the main text using Eq. (6), after dividing through by an appropriate normalising factor [which doesn’t affect the approximation to order \(O(s^2)\)].

2. \(\Gamma \neq 0\) and \(\Gamma \neq 1\): Modified elliptic law for small \(s^2\)

Now, we demonstrate how Eq. (30) of the main text [the small-\(s^2\) approximation for the boundary of the bulk of the eigenvalue spectrum for arbitrary \(\Gamma\)] can be derived from Eqs. (10). Our aim is to find \(\omega_y\) as a function of \(\omega_x\) to first order in \(s^2\) in such a way that the leading eigenvalue of the bulk region is also correctly predicted to first order in \(s^2\) [this is given in Eq. (31) of the main text]. To this end, we perform a similar expansion as in the previous subsection. We do this by expanding the quantities \(h(\omega_x)\) and \(\omega_y(\omega_x)\) to first order in \(s^2\).

Expanding Eqs. (10) of the main text, we have up to first order in \(s^2\)
\[
\frac{1}{\sigma^2} \approx \frac{1}{\omega_x^2} \left[ 1 - \frac{\Gamma \omega_x^2}{(1 + \Gamma)} \right] \left( h_0 + s^2 h_1 \right) + \frac{1}{\omega_y^2} \left[ (\omega_y(0) + \frac{s^2}{2} \omega_y(1)) \left( 1 + \frac{\Gamma \omega_y^2}{(1 + \Gamma)} \right) \right]^2 + s^2 \frac{f_\sigma}{\sigma^2},
\]
\[
h \approx \frac{1}{\omega_x^2} \left[ 1 - \frac{\Gamma \omega_x^2}{(1 + \Gamma)} \right] \left( h_0 + s^2 h_1 \right) + \frac{1}{\omega_y^2} \left[ (\omega_y(0) + \frac{s^2}{2} \omega_y(1)) \left( 1 + \frac{\Gamma \omega_y^2}{(1 + \Gamma)} \right) \right]^2 + s^2 \frac{f_h}{\sigma^2}. \tag{S41}
\]
We note that we have included contributions of the order \(s^2\) to the denominator of the leading order terms so as to correctly preserve the critical value of \(\omega_y^2\) at which \(\omega_y = 0\), in a similar way to the procedure in Refs. [29, 34]. Eliminating \(h\) in Eqs. (S41), we then find (writing simply \((\omega_y(0) + \frac{s^2}{2} \omega_y(1))^2 \approx \omega_y^2\), understanding that \(\omega_y^2\) is approximate to first order in \(s^2\))
\[
\omega_y^2 \left[ \frac{1}{(1 + \Gamma)} - s^2 \frac{1}{(1 + \Gamma)} (f_h - f_\sigma) \right]^2 + \omega_y^2 \left[ \frac{1}{(1 + \Gamma)} + s^2 \frac{\Gamma}{(1 + \Gamma)} (f_h - f_\sigma) \right]^2 \approx \sigma^2 (1 + s^2 f_\sigma). \tag{S42}
\]
This hints at the form of the solution. Clearly, we will end up with some sort of modified ellipse. Now, by performing the expansion of Eqs. (10) in the main text, as in the previous section, and comparing coefficients of \(s^2\) with Eqs. (S41), one obtains
\[
f_h = f_\sigma + \frac{2 \Gamma}{\sigma^2} \left[ \frac{\omega_y^2}{(1 - \Gamma)^2} - \frac{\omega_x^2}{(1 + \Gamma)^2} \right] - 1,
\]
\[
f_\sigma = \frac{1}{\sigma^2} - \frac{4 \Gamma}{\sigma^2} \left[ \frac{\omega_y^2}{(1 - \Gamma)^2} - \frac{\omega_x^2}{(1 + \Gamma)^2} \right] - \Gamma^2 \frac{\omega_y^2}{(1 - \Gamma)^2} + \frac{\omega_x^2}{(1 + \Gamma)^2}
\]
\[
+ \frac{4 \Gamma^2}{\sigma^4} \left[ \frac{\omega_y^2}{(1 - \Gamma)^2} - \frac{\omega_x^2}{(1 + \Gamma)^2} \right]^2, \tag{S43}
\]
where we have used
\[
\frac{1}{\sigma^2} \approx h_0 \approx \frac{1}{\omega_x^2} \left[ 1 - \frac{\Gamma \omega_x^2}{(1 + \Gamma)} \right] + \frac{1}{\omega_y^2} \left[ 1 + \frac{\Gamma \omega_y^2}{(1 + \Gamma)} h_0 \right]^2. \tag{S44}
\]
in the coefficient of \(s^2\) (this does affect our approximation to first-order in \(s^2\)).
Expanding Eq. (S42) to first order in \( s^2 \) using Eqs. (S43), quartic terms in \( \omega_x \) and \( \omega_y \) cancel and one obtains

\[
\frac{\omega_x^2}{(1+\Gamma)^2} \left[ 1 - s^2(1 + 2\Gamma - \Gamma^2) \right] + \frac{\omega_y^2}{(1-\Gamma)^2} \left[ 1 - s^2(1 - 2\Gamma - \Gamma^2) \right] = \sigma^2. \tag{S45}
\]

Finally, noting that \( 1/(1 + x)^2 \approx 1 + 2x \) for small \( x \), we arrive at Eq. (S30) in the main text.

We note that if we set \( \omega_y = 0 \) in Eq. (S45), we obtain

\[
\omega_x = \sqrt{(1 + \Gamma) + s^2(1 + 3\Gamma + \Gamma^2 - \Gamma^3)/2}. \tag{S46}
\]

We can thus solve this quadratic expression for \( s \) which preserves the point \( \omega_x = \omega \) at which the eigenvalue density goes to zero to first order in \( s \); as desired.

\[
\frac{1}{\sigma^2} = (\lambda_0 - A_0\Gamma\sigma^2)^2.
\]

\[
0 = \lambda_0^2 + A_0\Gamma\sigma^2\lambda_0 - 2\lambda_0\lambda_1 + 2A_1\Gamma\sigma^2\lambda_0 + 2A_0\Gamma\sigma^2\lambda_1 - 2A_0\Gamma^2\sigma^4,
\]

\[
A_0 = \frac{1}{\lambda_0 - A_0\Gamma\sigma^2},
\]

\[
A_1 = \frac{\lambda_0 - A_0\Gamma\sigma^2}{(\lambda_0 - A_0\Gamma\sigma^2)^3}.
\]

Solving these simultaneously, we obtain

\[
A_0 = \frac{1}{\sigma}, \quad \lambda_0 = (1 + \Gamma)\sigma, \quad A_1 = \frac{(1 + \Gamma)}{2\sigma}, \quad \lambda_1 = \frac{\sigma}{2}(1 + 3\Gamma + \Gamma^2 - \Gamma^3), \tag{S47}
\]

which agrees with the expression in Eq. (31) of the main text. This means that the expansion we performed to obtain the modified elliptic law in Eq. (30) of the main text correctly preserved the point at which \( \omega_y \to 0 \) to first order in \( s^2 \), as desired.

3. \( \Gamma = 1 \): Modified semi-circular law

We now derive the modified semi-circular law in Eq. (33) of the main text. This is a first-order (in \( s^2 \)) approximation to the eigenvalue density along the real axis in the case where \( \Gamma = 1 \), where we also preserve the point \( \omega_x = \omega \), at which the eigenvalue density goes to zero to first order in \( s^2 \).

We begin with Eqs. (17) in the main text and expand in a similar way to the previous subsection to obtain

\[
A \approx \frac{1}{\omega_x - \sigma^2 A} + s^2 \frac{A\sigma^2 \omega_x}{(\omega_x - \sigma^2 A)^3},
\]

\[
G \approx \frac{1}{\omega_x - \sigma^2 A} + s^2 \frac{A^2 \sigma^4}{(\omega_x - \sigma^2 A)^3}. \tag{S48}
\]

Now the aim is to obtain an expression for \( A \) that is accurate to first order in \( s^2 \) and that preserves the square root singularity of the eigenvalue density at the edge of the bulk of the eigenvalue spectrum. The procedure we use is similar to Ref. [34].

We begin by noting that the zeroth-order approximation for \( A \) satisfies

\[
\sigma^2 A_0^2 - \omega_x A_0 + 1 = 0. \tag{S49}
\]

Using this, we can rewrite the coefficient of \( s^2 \) in the first of Eqs. (S48) to obtain

\[
\sigma^2 A_0^2 - \omega_x A_0 + 1 - s^2 \omega_x (1 - \omega_x A) A \approx 0. \tag{S50}
\]

We can thus solve this quadratic expression for \( A \) and find

\[
A = \frac{1}{2(\sigma^2 + s^2 \omega_x^2)} \left[ \omega_x (1 + s^2) - \sqrt{\omega_x^2 (1 - 2s^2 + s^4) - 4\sigma^2} \right]. \tag{S51}
\]
Similarly, we find for the trace of the resolvent

\[ G \approx A - s^2 \sigma^2 A^3. \]  

(S52)

Noting Eq. (16) in the main text, we see that one only obtains a non-zero eigenvalue density when the argument of the radical in Eq. (S51) is negative. We thus see that the critical value of \( \omega^2 \) at which the eigenvalue density switches from non-zero to zero is (to first order in \( s^2 \))

\[ \omega_c^2 \approx 4 \sigma^2 (1 + 2 s^2). \]  

(S53)

Since we only wish to preserve this critical value to leading order in \( s^2 \), we can ignore the term proportional to \( s^4 \) in Eq. (S51). We can thus rewrite \( A \) to leading order in \( s^2 \) as

\[ A = \frac{2}{\omega_c^2} \left[ 1 - 2 s^2 \left( \frac{2 \omega^2}{\omega_c^2} - 1 \right) \right] \left[ \omega (1 + s^2) - (1 - s^2) \sqrt{\omega^2 - \omega_c^2} \right]. \]  

(S54)

We use this expression to find an approximation for \( A^3 \) that is valid to first order in \( s^2 \) and that preserves the singularity at \( \omega_c^2 \). We find

\[ s^2 \sigma^2 A^3 \approx s^2 \frac{2}{\omega_c^2} \left[ \omega^3 + 3 \omega^2 (\omega^2 - \omega_c^2) - (4 \omega^2 - \omega_c^2) \sqrt{\omega^2 - \omega_c^2} \right]. \]  

(S55)

Finally, substituting this expression into Eq. (S52) and using Eq. (16) in the main text, we arrive at the modified semi-circular law in Eq. (33).

B. Outlier eigenvalues: approximate expression for small \( s^2 \) and general \( \Gamma \)

In this subsection, we begin with Eqs. (21) in the main text and derive the approximate expression for the outlier eigenvalue in Eq. (32) of the main text, which is accurate to first order in \( s^2 \). In a similar spirit to the previous section, we imagine that we can write \( A \approx A_0 + s^2 A_1 \) and \( \lambda_{\text{outlier}} \approx \lambda_0 + s^2 \lambda_1 \). We then expand Eqs. (21) and equate terms with the same power of \( s^2 \) to obtain

\[ A_0 = \frac{1}{\lambda_0 - A_0 \Gamma \sigma^2}, \]

\[ A_1 = \frac{1}{[\lambda_0 - A_0 \Gamma \sigma^2]^3} \left[ \lambda_0 \Gamma \lambda_0 \sigma^2 - \lambda_0 \lambda_1 + A_1 \Gamma \lambda_0 \sigma^2 + A_0 \Gamma \lambda_1 \sigma^2 - A_0 A_1 \Gamma^2 \sigma^4 - A_0 A_1 \Gamma^2 \sigma^4 \right], \]

\[ \frac{1}{\mu} = \frac{1}{\lambda_0 - A_0 \Gamma \sigma^2}, \]

\[ 0 = \frac{\lambda_0^2 - \lambda_0 \lambda_1 + A_1 \Gamma \lambda_0 \sigma^2 + A_0 \Gamma \lambda_1 \sigma^2 - A_0 A_1 \Gamma^2 \sigma^4}{[\lambda_0 - A_0 \Gamma \sigma^2]^3}. \]  

(S56)

From the first and third of these equations, one thus finds \( A_0 = 1/\mu \) and \( \lambda_0 = \mu + \Gamma \sigma^2 / \mu \). Substituting these expressions into the second and fourth of Eqs. (S56), one finds

\[ A_1 = \frac{1}{\mu} + s^2 \frac{\Gamma \sigma^2}{\mu^3}, \]

\[ \lambda_1 = \mu + \frac{\Gamma \sigma^2}{\mu}. \]  

(S57)

Combining the expressions for \( \lambda_0 \) and \( \lambda_1 \) above, we arrive at Eq. (32) of the main text.

S8. SOME EXAMPLES THAT ARE VALID FOR ANY VALUE OF \( s^2 \)

A. Dichotomous degree distribution

To produce the solid lines in Figs. 1 and 2a, a dichotomous degree distribution was used with

\[ \gamma(k) = \frac{1}{2} (\delta_{k,k_1} + \delta_{k,k_2}). \]  

(S58)
In the case of Fig. 2a, all that one is required to calculate from this distribution is the mean degree and heterogeneity, which are given by respectively
\[
p = \frac{1}{2} (k_1 + k_2),
\]
\[
s^2 = \frac{1}{2p^2} [(k_1 - p)^2 + (k_2 - p)^2].
\] (S59)

In the case of Fig. 1, one must solve Eqs. (10) of the main text. That is, for each value of \( \omega_x \), one must first solve the following simultaneous equations (this is best done numerically) for \( h \) and \( \omega_y \)
\[
h = \frac{1}{2p} \left[ \frac{k_1}{\omega^2_x[1 - \frac{\Gamma \sigma^2 k_2}{(1+\Gamma)p} h]^2 + \omega^2_y[1 + \frac{\Gamma \sigma^2 k_1}{(1+\Gamma)p} h]^2} + \frac{k_2}{\omega^2_x[1 - \frac{\Gamma \sigma^2 k_2}{(1+\Gamma)p} h]^2 + \omega^2_y[1 + \frac{\Gamma \sigma^2 k_1}{(1+\Gamma)p} h]^2} \right],
\]
\[
\frac{1}{\sigma^2} = \frac{1}{2p^2} \left[ \frac{k_1}{\omega^2_x[1 - \frac{\Gamma \sigma^2 k_2}{(1+\Gamma)p} h]^2 + \omega^2_y[1 + \frac{\Gamma \sigma^2 k_1}{(1+\Gamma)p} h]^2} + \frac{k_2}{\omega^2_x[1 - \frac{\Gamma \sigma^2 k_2}{(1+\Gamma)p} h]^2 + \omega^2_y[1 + \frac{\Gamma \sigma^2 k_1}{(1+\Gamma)p} h]^2} \right].
\] (S60)

B. Uniform degree distribution

The dichotomous distribution discussed above is fairly straightforward to implement. The uniform distribution used in Figs. 2b, 3, 4, 5 and 6 requires some additional manipulation.

The degree distribution is given by
\[
\gamma(k) = \frac{1}{2[p+\sqrt{3}p]} \sum_{k=p-\sqrt{3}p}^{p+\sqrt{3}p} \delta_{k,l}.
\] (S61)

We take for example the calculation of the edge of the bulk of the eigenvalue spectrum for Fig. 4. The solid lines in any of the aforementioned figures can be calculated in a similar way.

We begin with Eqs. (13) of the main text, from which we obtain
\[
\frac{1}{\sigma^2} = \frac{1}{2\sqrt{3}s} \sum_{k=p-\sqrt{3}s}^{p+\sqrt{3}s} \frac{(k/p)^2}{(\lambda_{\text{edge}} - \Gamma \sigma^2 k A/p)^2},
\]
\[
A = \frac{1}{2\sqrt{3}s} \sum_{k=p-\sqrt{3}s}^{p+\sqrt{3}s} \frac{k/p}{(\lambda_{\text{edge}} - \Gamma \sigma^2 k A/p)}.
\] (S62)

For large \( p \), these sums can be approximated by integrals such that we can write (using the substitution \( x = k/p \))
\[
\frac{1}{\sigma^2} \approx \frac{1}{2\sqrt{3}s} \int_{1-\sqrt{3}s}^{1+\sqrt{3}s} dx \frac{x^2}{(\lambda_{\text{edge}} - \Gamma \sigma^2 x A)^2},
\]
\[
A = \frac{1}{2\sqrt{3}s} \int_{1-\sqrt{3}s}^{1+\sqrt{3}s} dx \frac{x}{(\lambda_{\text{edge}} - \Gamma \sigma^2 x A)}.
\] (S63)

These are standard integrals that can be evaluated. One thus has to solve the following simultaneous equations numerically to find \( A \) and \( \lambda_{\text{edge}} \) (letting \( x_1 = 1 - \sqrt{3}s \) and \( x_2 = 1 + \sqrt{3}s \) for shorthand)
\[
\frac{1}{\sigma^2} = \frac{1}{(x_2 - x_1)(\Gamma \sigma^2 A)^3} \left\{ \frac{\lambda_{\text{edge}}^2}{\lambda_{\text{edge}} - \Gamma \sigma^2 A x_2} - \frac{\lambda_{\text{edge}}^2}{\lambda_{\text{edge}} - \Gamma \sigma^2 A x_1} + \Gamma \sigma^2 A (x_2 - x_1) \right\} + 2 \lambda_{\text{edge}} \ln \left[ \frac{\lambda_{\text{edge}} - \Gamma \sigma^2 A x_2}{\lambda_{\text{edge}} - \Gamma \sigma^2 A x_1} \right],
\]
\[
A = -\frac{1}{(x_2 - x_1)(\Gamma \sigma^2 A)^2} \left\{ \lambda_{\text{edge}} \ln \left[ \frac{\lambda_{\text{edge}} - \Gamma \sigma^2 A x_2}{\lambda_{\text{edge}} - \Gamma \sigma^2 A x_1} \right] + \Gamma \sigma^2 (x_2 - x_1) \right\}.
\] (S64)
These simultaneous equations can be solved numerically to yield $\lambda_{\text{edge}}$ as a function of (for example) $\Gamma$, as is plotted in Figs. 4 of the main text.
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