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Abstract

We prove that the sparse resultant, redefined by D’Andrea and Sombra and by Esterov as a power of the classical sparse resultant, can be evaluated in a number of steps which is polynomial in its degree, its number of variables and the size of the exponents of the monomials in the Laurent polynomials involved in its definition. Moreover, we design a probabilistic algorithm of this order of complexity to compute a straight-line program that evaluates it within this number of steps.
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1 Introduction

Resultants are considered a key tool in the resolution of polynomial equation systems, mainly because of their role as eliminating polynomials. In the last decades, the practical utility of resultants has aroused interest in their effective computation.

The study of classical homogeneous resultants goes back to Bézout, Cayley and Sylvester (see [2], [6] and [41]). In [31], Macaulay obtained explicit formulae for the homogeneous resultant as a quotient of two determinants and, from then on, several effective procedures to compute these resultants have been proposed (see, for example, [9] and the references therein). More recently, Gelfand, Kapranov and Zelevinski generalized the classical notion to the sparse setting (see [17]). The first effective method for computing sparse resultants was given in [39]. In [4] (see also [5]) and [40], the authors provided an algorithm for computing a square Sylvester style matrix with determinant equal to a nonzero multiple of the resultant. A survey of matrix constructions for the computation of resultants can be
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found in [13]. In [8], it was shown that the sparse resultant is a quotient of the determinant of a Sylvester style matrix by one of its minors, extending Macaulay’s formulation to the sparse setting.

When dealing with the computation of the resultant of a particular system in order to know whether it vanishes or not, its representation as a quotient of determinants may not be enough because the denominator may vanish. Classical methods to solve this problem consist in making a symbolic perturbation to the system (see, for instance, [1]), but they require further computations for each particular system. This motivates the search for a division-free representation of the resultant. A possible approach to do this is the classical Strassen’s method to eliminate divisions described in [38]. Using this method, in [29], it is shown how to express a quotient of two determinants that is a polynomial as a single determinant of a matrix of size polynomial in the sizes of the original matrices.

All the previously mentioned procedures for the computation of sparse resultants deal with matrices of exponential size: for $n + 1$ Laurent polynomials in $n$ variables with $n$-dimensional Newton polytopes, the number of rows and columns of the matrices involved in the computation of the associated resultant is of order $O(k^n n^{-3/2} D)$ (see [5, Theorem 3.10]), where $k$ is a positive constant and $D$ is the total degree of the resultant as a polynomial in the coefficients of the input. This implies that the algebraic complexity of any algorithm using these matrices is necessarily exponential in the number of variables $n$ of the input polynomials. For the classical homogeneous resultant, the complexity of testing it for zero and of the algorithms to compute it via Macaulay matrices was studied in [22].

Due to the well-known estimates for the degree of the sparse resultant in terms of mixed volumes (see, for instance, [34, Corollary 2.4] and [11, Proposition 3.4]), any algorithm for its computation which encodes it as an array of coefficients (dense form) cannot have a polynomial complexity in the size of the input (that is, the number of coefficients of the generic polynomial system whose resultant is computed). Then, in order to obtain this polynomial order of complexity, a different way of representing polynomials should be used.

An alternative data structure which was introduced in the polynomial equation solving framework yielding a significant reduction in the previously known complexities is the straight-line program representation of polynomials (see, for instance, [18] and [20], where this data structure allowed the design of the first algorithms for solving zero-dimensional polynomial systems within complexity polynomial in the output size). Roughly speaking, a straight-line program which encodes a polynomial is a program which enables us to evaluate it at any given point. The first algorithm for the computation of (homogeneous and) sparse resultants using straight-line programs was presented in [25]. Its complexity is polynomial in the dimension of the ambient space and the volume associated to the input set of exponents, but it deals only with a subclass of unmixed resultants. Afterwards, in [27], an algorithm for the computation of both mixed and unmixed multihomogeneous resultants by means of straight-line programs was given. The algorithm relies on Poisson’s product formula for the multihomogeneous resultant and its complexity is polynomial in the degree and the number of variables of the computed resultant.

The definition of the general sparse resultant for Laurent polynomials as an irreducible polynomial defining the corresponding incidence variety also implied a Poisson-type formula proved in [34], but this formula does not hold for arbitrary supports. A restatement
of this formula, valid in a more general setting, was given in \[32\]. In \[11\] (see also \[14, Definition 3.1\]), the notion of sparse resultant was redefined and studied using multiprojective elimination theory. The new sparse resultant is a power of the previous one. It has better properties and produces more uniform statements, in particular, a nicer Poisson-type formula which holds for any family of supports (see \[11, Theorem 1.1\]). Further properties of this resultant have been studied in \[10\], where the Macaulay-style formulas in \[8\] are simplified and generalized to compute this new sparse resultant as a quotient of two determinants of Sylvester-type matrices.

In this paper, we deal with the computation of the new sparse resultant defined in \[11\] and \[14\]. We prove that it can be evaluated in a number of steps which is polynomial in its number of variables, its total degree, and the size of the exponents of the monomials in the Laurent polynomials involved in its definition. This theoretical result shows that, in spite of the large number of terms that can be present in the monomial expansion of the sparse resultant, this polynomial has a \textit{short} encoding, thus extending previous results in \[25\]. A fundamental tool in our proof is the already mentioned Poisson product formula established in \[11\] for the new sparse resultant.

Our main result is the following:

\textbf{Theorem.} Let \(A = (A_0, A_1, \ldots, A_n)\), where \(A_i \subset \mathbb{Z}^n\) is a non-empty finite set for every \(0 \leq i \leq n\). The sparse resultant \(\text{Res}_A\) can be evaluated by a straight-line program of length polynomial in its number of variables \(N = \sum_{0 \leq i \leq n} |A_i|\), its total degree \(D = \sum_{0 \leq i \leq n} MV_n(A_0, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n)\) (where \(MV_n\) denotes the standard \(n\)-dimensional mixed volume), and \(Q = \max\{||a|| : a \in A_i, 0 \leq i \leq n\}\).

In addition, we design a probabilistic algorithm to compute, from a family of \(n + 1\) finite subsets of \(\mathbb{Z}^n\), a straight-line program for the sparse resultant associated to \(n + 1\) Laurent polynomials with these support sets within a number of operations of the same order as for the computation of the resultant (see Theorem 10 for a precise statement). Although we have not implemented the algorithm, we think that an implementation in the \textsc{Mathemagix} language could be done building on the \textsc{Geomsolvex} library (\[30\]).

Our approach improves previous results in the sense that our complexity bounds are not exponential in the number of variables \(n\) of the input Laurent polynomials. Even though the polynomial we compute is a power of the classical sparse resultant, the former encodes all the relevant information provided by the latter (for instance, they both vanish at the coefficients of the same Laurent polynomial systems).

Throughout the paper, to avoid confusion, following \[11\], we will call sparse \textit{eliminant} to the classical (irreducible) sparse resultant, and sparse \textit{resultant} to the new object defined as a power of the sparse eliminant.

The paper is organized as follows. In Section 2 we introduce the basic definitions and the notation used throughout the paper, we present the notion of sparse resultant and discuss our algorithmic framework. In Section 3 we first show how to reduce the problem to a special case (essential family of supports) and then, we present some auxiliary algorithmic tools we will apply. Finally, Section 4 is devoted to proving our main result.
2 Preliminaries

2.1 Basic definitions and notation

Let $x = (x_1, \ldots, x_n)$ be indeterminates over $\mathbb{Q}$. For $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}^n$, we denote by $x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n}$ the monomial in the ring of Laurent polynomials $\mathbb{Q}[x^\pm] := \mathbb{Q}[x_1, x_1^{-1}, \ldots, x_n, x_n^{-1}]$.

Given a family of finite subsets $\mathcal{A}_1, \ldots, \mathcal{A}_r$ of $\mathbb{Z}^n$, a sparse system with supports $\mathcal{A}_1, \ldots, \mathcal{A}_r$ is given by Laurent polynomials

$$h_i = \sum_{a_{i,j} \in \mathcal{A}_i} c_{a_{i,j}} x^{a_{i,j}}, \quad \text{for } i = 1, \ldots, r,$$

with $c_{a_{i,j}} \neq 0$ for every $a_{i,j} \in \mathcal{A}_i$.

When dealing with sparse polynomial systems, the affine lattice generated by the exponents of their monomials and the convex hulls of these exponent sets play an important role.

Let $M$ be a $r$-dimensional lattice in $\mathbb{R}^n$, and let $M_{\mathbb{R}}$ be the linear subspace it generates.

We consider the volume form $\text{vol}_M$ defined on $M_{\mathbb{R}}$ from the $r$-dimensional Euclidean volume normalized so that the fundamental domain $P$ of $M$ satisfies that $\text{vol}_M(P) = 1$.

The mixed volume of a family of lattice polytopes $Q_1, \ldots, Q_r \subset M_{\mathbb{R}}$ is defined as

$$\text{MV}_M(Q_1, \ldots, Q_r) = \sum_{j=1}^r (-1)^{r-j} \sum_{1 \leq i_1 < \cdots < i_j \leq r} \text{vol}_M(Q_{i_1} + \cdots + Q_{i_j}).$$

We refer the reader to [7, Chapter 7 §4] for basic properties of the mixed volume.

For a family $\mathcal{A}_1, \ldots, \mathcal{A}_n$ of finite subsets of $\mathbb{Z}^n$, we denote by $\text{MV}_n(\mathcal{A}_1, \ldots, \mathcal{A}_n)$ the mixed volume of the convex hulls of $\mathcal{A}_1, \ldots, \mathcal{A}_n$ in $\mathbb{R}^n$. Bernstein’s theorem (see [1]) states that the number of isolated zeros in $(\mathbb{C}^*)^n$ (where $\mathbb{C}^* = \mathbb{C} \setminus \{0\}$) of a sparse system with supports contained in $\mathcal{A}_1, \ldots, \mathcal{A}_n$ is at most $\text{MV}_n(\mathcal{A}_1, \ldots, \mathcal{A}_n)$.

2.2 Sparse resultant

Here, we recall the notion of sparse resultant introduced in [11] (see also [14, Definition 3.1]). We state it for Laurent polynomials with exponents in $\mathbb{Z}^n$.

For $i = 0, \ldots, n$, consider a non-empty finite subset $\mathcal{A}_i = \{a_{i,0}, \ldots, a_{i,N_i}\} \subset \mathbb{Z}^n$, a set of $N_i + 1$ variables $U_i = (U_{i0}, \ldots, U_{iN_i})$, and the general Laurent polynomial with support $\mathcal{A}_i$ in the variables $x = (x_1, \ldots, x_n)$:

$$f_i = \sum_{k=0}^{N_i} U_{ik} x^{a_{i,k}} \in \mathbb{Q}[U_i][x_1^\pm, \ldots, x_n^\pm].$$

Set $\mathcal{A} = (\mathcal{A}_0, \ldots, \mathcal{A}_n)$. Let

$$\Gamma_{\mathcal{A}} = \{(\xi, u) \in (\mathbb{C}^*)^n \times \prod_{i=0}^n \mathbb{P}^{N_i} \mid f_0(u_0, \xi) = 0, \ldots, f_n(u_n, \xi) = 0\}$$

be the associated incidence variety.
The $A$-resultant or sparse resultant associated to $A$, which will be denoted by $\text{Res}_A$, is defined as the unique (up to sign) primitive polynomial in $\mathbb{Z}[U_0, \ldots, U_n]$ giving an equation for the direct image $\pi_* \Gamma_A := d_A \pi(\Gamma_A)$, where $\pi : (C^*)^n \times \prod_{i=0}^n \mathbb{P}^{N_i} \to \prod_{i=0}^n \mathbb{P}^{N_i}$ is the projection to the second factor, $d_A$ is the degree of the restriction of $\pi$ to $\Gamma_A$ (which is defined as 0 if $\dim(\pi(\Gamma_A)) < \dim(\Omega_A)$), and $d_A \pi(\Gamma_A)$ is the corresponding cycle.

The sparse resultant is a homogeneous polynomial in each group of variables $U_i$, for $i = 0, \ldots, n$, and

$$\deg_{U_i}(\text{Res}_A) = MV_n(A_1, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n)$$

(see [11, Proposition 3.4]).

We point out that the above definition of sparse resultant differs from the classical one introduced in [17] and [40] as an irreducible polynomial in $\mathbb{Z}[U_0, \ldots, U_n]$ defining the Zariski closure of $\pi(\Gamma_A)$, if this is a hypersurface, and as 1 otherwise. Following [11], we call $A$-eliminant or sparse eliminant associated to $A$ to this irreducible polynomial, and we denote it by $\text{Elim}_A$.

Both notions relate as follows:

$$\text{Res}_A = \pm \text{Elim}_A^{d_A}.$$
Note that, from any of these representations of a polynomial $f$ with rational coefficients, it is possible to evaluate $f$ at any given point with coordinates in an effective field $K$ of characteristic 0.

A polynomial $f \in \mathbb{Q}[x_1, \ldots, x_n]$ of degree at most $d > 0$ and at most $N$ nonzero terms can be evaluated with $O(nN \log(d))$ arithmetic operations in $\mathbb{Q}$. Thus, $f$ can be encoded by a straight-line program of this length that can be easily obtained from its sparse representation.

In this work, we will also consider multivariate Laurent polynomials, which will be encoded in sparse representation.

Our algorithms are probabilistic in the sense that they make random choices of points which lead to a correct computation provided the points lie outside certain proper Zariski closed sets of suitable affine spaces. Although we will not estimate the error probability of our algorithms, it can be controlled, using the Schwartz-Zippel lemma ([36], [42]), by making the needed random choices uniformly within sufficiently large finite sets of integers whose cardinalities depend on the degrees of the polynomials defining the previously mentioned Zariski closed sets. In this sense, our algorithms can be considered of Monte Carlo type.

We will use the standard $O$ notation in our complexity estimates: for $f, g : \mathbb{Z}_{\geq 0} \to \mathbb{R}$, $f(d) = O(g(d))$ if $|f(d)| \leq c|g(d)|$ for a positive constant $c$. We will also use the notation $M(d)$ for the number of arithmetic operations in a commutative ring $R$ of characteristic 0 needed for the multiplication of two univariate polynomials of degree at most $d$ with coefficients in $R$. According to [16] Chapter 8], $M(d) = O(d \log(d) \log(\log(d)))$, where $\log$ denotes logarithm to base 2. We recall that multipoint evaluation and interpolation of univariate polynomials of degree $d$ with coefficients in $R$ can be performed within $O(M(d) \log(d))$ operations in $R$ (see [16] Chapter 10]).

We denote by $\omega$ the exponent in the complexity estimate $O(D^\omega)$ for the multiplication of two $D \times D$ matrices with rational coefficients. It is known that $2 \leq \omega < 2.376$ (see [16] Chapter 12]). Finally, we write $\Omega$ for the exponent in the complexity $O(D^\Omega)$ of the computation without divisions of the determinant and adjoint of a matrix of size $D \times D$ with entries in a commutative ring $R$. By [28], we have that $\Omega < 2.7$.

### 3 Tools

In this section we will prove two auxiliary results we will use in order to design our algorithm for the computation of sparse resultants.

#### 3.1 Essential families

We recall here the notion of essential subfamily of supports introduced in [40] to characterize those families $\mathcal{A} = (A_0, A_1, \ldots, A_n)$, where $A_i \subset \mathbb{Z}^n$ is a finite set, for which the associated sparse eliminant is not constant.

For $i = 0, \ldots, n$, if $A_i = \{a_{i,0}, \ldots, a_{i,N_i}\} \subset \mathbb{Z}^n$, let $L_{A_i} := \sum_{k=1}^{N_i} (a_{i,k} - a_{i,0}) \mathbb{Z}$. For $I \subset \{0, \ldots, n\}$, we write $A_I := (A_i)_{i \in I}$ and $L_{A_I} := \sum_{i \in I} L_{A_i}$. As usual, $|I|$ denotes the cardinality of the set $I$ and, for a lattice $L$, rank($L$) denotes its rank.
**Definition 1** Let $I \subset \{0, \ldots, n\}$. The subfamily $A_I$ is said to be essential if the following conditions hold:

- $|I| = \text{rank}(L_{A_I}) + 1$;
- for every $I' \subseteq I$, $|I'| \leq \text{rank}(L_{A_{I'}})$.

As proved in [40, Corollary 1.1], the sparse resultant associated to a family of supports $A$ is not constant if and only if $A$ has a unique essential subfamily $A_I$ and, if this is the case, $\text{Res}_A$ depends only on the coefficients of Laurent polynomials with supports $A_I$. We start proving a result on the existence of a unique essential subfamily.

For every $0 \leq i \leq n$, we denote $M_i(A) = MV_n(A_0, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n)$.

**Proposition 2** Let $A = (A_0, A_1, \ldots, A_n)$, where $A_i \subset \mathbb{Z}^n$ is a finite set for every $0 \leq i \leq n$. Let $\mathcal{I} := \{i \mid 0 \leq i \leq n, \ M_i(A) > 0\}$. The family $A$ has a unique essential subfamily if and only if $A_\mathcal{I}$ is essential.

**Proof.** Recall that for a family $B = (B_1, \ldots, B_n)$ of finite sets of $\mathbb{Z}^n$, $MV_n(B_1, \ldots, B_n) > 0$ if and only if, for every $J \subset \{1, \ldots, n\}$, $|J| \leq \text{rank}(L_{B_J})$ ([15 Chapter IV, Theorem 4.13]). Moreover, if $MV_n(B_1, \ldots, B_n) = 0$, it is easy to see that for a minimal subset $J \subset \{1, \ldots, n\}$ such that $\text{rank}(L_{B_J}) < |J|$, the family $B_J$ is essential.

In order to prove the proposition, first, note that, if $M_i(A) > 0$ for every $0 \leq i \leq n$, then $A$ is the unique essential subfamily. Otherwise, if $M_i(A) = 0$ for some index $i$, there exists $J \subset \{0, \ldots, n\} \setminus \{i\}$ such that $A_J$ is essential. It follows that there always exists an essential subfamily of $A$.

We have that $\mathcal{I} \subset I$ for every $I \subset \{0, \ldots, n\}$ such that $A_I$ is essential: for $i \in \mathcal{I}$, we have that $M_i(A) > 0$ and so, no family $A_J$ with $J \subset \{0, \ldots, n\} \setminus \{i\}$ is essential; therefore, $i \in I$.

If $I_1 \neq I_2$ are two subsets of $\{0, \ldots, n\}$ such that $A_{I_1}$ and $A_{I_2}$ are essential, then $\mathcal{I} \subset I_1 \cap I_2 \subseteq I_1$, and therefore, $A_{\mathcal{I}}$ is not essential.

Assume now that $A$ has a unique essential subfamily $A_I$. If $j \notin \mathcal{I}$, then $M_j(A) = 0$ and therefore, $I \subset \{0, \ldots, n\} \setminus \{j\}$, which implies that $j \notin \mathcal{I}$. As we already know that $\mathcal{I} \subset I$, we conclude that $I = \mathcal{I}$. \hfill $\square$

**Remark 3** The subset $\mathcal{I} = \{i \mid 0 \leq i \leq n, \ M_i(A) > 0\}$ satisfies that $A_{\mathcal{I}}$ is essential if and only if $\text{rank}(L_{A_{\mathcal{I}}}) = |\mathcal{I}| - 1$. This is a direct consequence of the fact that if $A_{\mathcal{I}}$ is not essential, but $I \subset \{0, \ldots, n\}$ satisfies that $A_I$ is essential, we have that $\mathcal{I} \subseteq I$; then, $\text{rank}(L_{A_{\mathcal{I}}}) \geq |\mathcal{I}|$.

As shown in [12 Theorem 8], there is a polynomial time algorithm to determine whether the mixed volume of $n$ convex polytopes in $\mathbb{R}^n$ is zero or not. Therefore, we can compute the set $\mathcal{I}$ and decide if $A_{\mathcal{I}}$ is the unique essential subfamily of $A$ in polynomial time.

### 3.2 Geometric resolutions and Newton-Hensel lifting

A common way to describe zero-dimensional affine varieties defined by polynomials over $\mathbb{Q}$ is a geometric resolution (see, for instance, [21] and the references therein). The precise definition we are going to use in our algorithm is the following.
Let $V \subset \mathbb{C}^n$ be a zero-dimensional variety defined by rational polynomials consisting of $\delta$ points. Given a linear form $\ell = \ell_1 x_1 + \cdots + \ell_n x_n$ in $\mathbb{Q}[x]$ such that $\ell(\xi) \neq \ell(\xi')$ if $\xi \neq \xi'$, the following polynomials completely characterize $V$:

- the minimal polynomial $q = \prod_{\xi \in V} (Y - \ell(\xi)) \in \mathbb{Q}[Y]$ of $\ell$ over the variety $V$ (where $Y$ is a new variable),
- polynomials $v_1, \ldots, v_n \in \mathbb{Q}[Y]$ with $\deg(v_j) < \delta$ for every $1 \leq j \leq n$ satisfying $V = \{(v_1(\eta), \ldots, v_n(\eta)) \in \mathbb{C}^n \mid \eta \in \mathbb{C}, q(\eta) = 0\}$.

The family of univariate polynomials $(q, v_1, \ldots, v_n) \in \mathbb{Q}[Y]^{n+1}$ is called a geometric resolution of $V$ (associated with the linear form $\ell$).

A geometric resolution of a zero-dimensional variety can be obtained algorithmically from a finite set of polynomials defining it. We will use a subroutine from [26] which computes geometric resolutions in the sparse setting (we recall that we use the standard notation $M(d) = d \log(d) \log\log(d)$, but the notation in [26] is $M(d) = d \log^2(d) \log\log(d)$):

**Lemma 4 ([26 Proposition 5.13])** Let $h_1, \ldots, h_n \in \mathbb{Q}[x_1, \ldots, x_n]$ be generic sparse polynomials with supports $A_1, \ldots, A_n \subset (\mathbb{Z}_{\geq 0})^n$. There is a probabilistic algorithm which computes a geometric resolution of the set of common zeros of $h_1, \ldots, h_n$ in $(\mathbb{C}^*)^n$ within complexity

$$O(n^3 N \log(Q) M(\delta) \log(\delta) (M(\delta) \log(\delta) + M(\delta') \log(\delta')))$$

with $N := \sum_{1 \leq i \leq n} |A_i|, Q := \max\{||a_{i,k}|| \mid 1 \leq i \leq n, 1 \leq k \leq |A_i|\}$, $\delta := MV_n(A_1, \ldots, A_n)$, and $\delta' := \sum_{1 \leq i \leq n} MV_n(\Delta, A_1, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n)$, where $\Delta$ denotes the standard $n$-dimensional simplex.

Another tool we will use is an algorithmic version of the Newton-Hensel lifting (see [19, 23]).

Let $F := (f_1(U, x), \ldots, f_n(U, x))$ be polynomials in $\mathbb{Q}[U, x]$, where $x = (x_1, \ldots, x_n)$, and $U$ is a family of indeterminates over $\mathbb{Q}[x]$. Assume the Jacobian matrix $DF(x)$ of the polynomials $F$ with respect to the variables $x$ is non-singular. The Newton operator associated to $F$ is defined as:

$$N_F(x)^t := x^t - DF(x)^{-1} \cdot F(x)^t.$$

For $\kappa \in \mathbb{Z}_{>0}$, the $\kappa$th iteration of the Newton operator is given by a vector of rational functions:

$$N_F^{(\kappa)}(x) = \left(\frac{g_1^{(\kappa)}}{h^{(\kappa)}}, \ldots, \frac{g_n^{(\kappa)}}{h^{(\kappa)}}\right)$$

where $g_1^{(\kappa)}, \ldots, g_n^{(\kappa)}, h^{(\kappa)} \in \mathbb{Q}[U, x]$. The following lemma states the complexity of the computation of these polynomials.

**Lemma 5 ([19 Lemma 30])** Let notations and assumptions be as before. If the polynomials $F$ have degrees bounded by $d$ in the variables $x$ and are given by a straight-line program of length $L$, for a given $\kappa \in \mathbb{Z}_{>0}$, there is a straight-line program of length $O(\kappa d^2 n^3 L)$ which evaluates $g_1^{(\kappa)}, \ldots, g_n^{(\kappa)}, h^{(\kappa)}$. This straight-line program can be obtained within complexity of the same order.
3.3 Padé approximation

Our algorithm for the computation of the sparse resultant will compute it as the numerator of a rational function that will be approximated up to a prescribed order. To recover the numerator and the denominator of a rational function from a suitable power series expansion we will apply the well-known technique of Padé approximation (see, for instance, [16, Section 5.9]). The following result provides a complexity estimate for the procedure in our setting.

Lemma 6 Let $Z = (Z_1, \ldots, Z_m)$ be indeterminates over $\mathbb{Q}$. Let $\varphi = p/q \in \mathbb{Q}(Z)$ be a rational function such that $p$ and $q$ are relatively prime polynomials in $\mathbb{Q}[Z]$ with $\deg(p), \deg(q) \leq D$. Assume that $q(z) \neq 0$ for a given $z = (z_1, \ldots, z_m) \in \mathbb{Q}^m$ and let $\Phi = \sum_{i=0}^{2D} \varphi_i$ be the Taylor expansion of order $2D$ of $\varphi$ centered at $z$, where $\varphi_i$ is a homogeneous polynomial of degree $i$ in $Z - z = (Z_1 - z_1, \ldots, Z_m - z_m)$. There is a probabilistic algorithm that, from a straight-line program of length $L$ encoding $\varphi_0, \ldots, \varphi_{2D}$, computes a straight-line program encoding $p$ and $q$ (up to a factor in $\mathbb{Q}$) within complexity $O(D^2(D^2 + L))$.

Proof. The algorithm is based on Padé approximation for univariate power series. In order to reduce the problem to the univariate case, we follow the strategy in [35, Section 4.3], adapting the procedure to work with (division-free) straight-line programs and to estimate the complexity in our computational model.

First, we introduce a new variable $s$. Let $\tilde{\Phi} := \sum_{i=0}^{2D} \varphi_is^i$. Note that $\tilde{\Phi}$ is a polynomial of degree at most $2D$ in the variable $s$ and that $(p(s(Z_1 - z_1) + z_1, \ldots, s(Z_m - z_m) + z_m), q(s(Z_1 - z_1) + z_1, \ldots, s(Z_m - z_m) + z_m))$ in $\mathbb{Q}(Z)[s]^2$ is a $(D + 1, D)$ Padé approximant to $\Phi$.

Let $(\bar{P}, \bar{Q}) \in \mathbb{Q}(Z)[s]^2$ be the Padé approximant to $\tilde{\Phi}$ obtained by applying the Extended Euclidean Algorithm to $s^{2D} + 1$ and $\tilde{\Phi}$ ([16, Corollary 5.21]). Due to the uniqueness of the $(D + 1, D)$-Padé approximant, it follows that $\bar{Q}(s)/\bar{Q}(0) = q(s(Z_1 - z_1) + z_1, \ldots, s(Z_m - z_m) + z_m))/q(z)$ and $\bar{P}(s)/\bar{Q}(0) = p(s(Z_1 - z_1) + z_1, \ldots, s(Z_m - z_m) + z_m))/q(z)$.

So, in order to obtain (a scalar multiple of) $p$ and $q$, it suffices to compute $\bar{P}(1)/\bar{Q}(0)$ and $\bar{Q}(1)/\bar{Q}(0)$.

Let $r_j, s_j, t_j \in \mathbb{Q}(Z)[s]$ be the polynomials appearing in the $j$th row in the Extended Euclidean Algorithm for $s^{2D+1}$ and $\tilde{\Phi}$. If $j$ is minimal such that $\deg(r_j) \leq D$, by [16, Corollary 5.21], we have that $(r_j, t_j) \in \mathbb{Q}(Z)[s]^2$ is a $(D + 1, D)$-Padé approximant to $\tilde{\Phi}$. Following [16, Corollaries 6.48 and 6.49], we can compute without divisions multiples in $\mathbb{Q}[Z][s]$ of these polynomials by the same factor in $\mathbb{Q}[Z]$. We now explain briefly the procedure in order to estimate the complexity in our framework.

Using the notation in [16, Section 6.10], if $S_k$ is the $k$th subresultant matrix of $s^{2D+1}$ and $\tilde{\Phi}$, in the first step we determine $k_0 := \max\{0 \leq k \leq D : \det(S_k) \neq 0\}$, which is the degree of $r_j$. The entries of the matrices $S_k$ are polynomials in $\mathbb{Q}[Z]$ encoded by an slp; then, in order to decide if the determinants $\det(S_k)$ are zero or not, we evaluate them at a randomly chosen point in $\mathbb{Q}^m$. Since each $S_k$ is a submatrix of the Sylvester matrix of $s^{2D+1}$ and $\tilde{\Phi}$, which is a square matrix of size $(4D + 1) \times (4D + 1)$, the complexity of this step is of order $O(L + D^{2+1})$.
In a second step, we solve the linear system $S_{k_0}(\alpha, \beta)^t = \det(S_{k_0})(0, \ldots, 0, 1)^t$, where $\alpha = (\alpha_{2D-k_0-1}, \ldots, \alpha_0) \in \mathbb{Q}[Z]^{2D-k_0}$ and $\beta = (\beta_{2D-k_0}, \ldots, \beta_0) \in \mathbb{Q}[Z]^{2D-k_0+1}$ give the coefficients for polynomials $V := \sum_{i=0}^{2D-k_0-1} \alpha_i s^i$ and $Q := \sum_{i=0}^{2D-k_0} \beta_i s^i$ such that if $P := V s^{2D+1} + Q \tilde{\Phi}$, then $(P, \tilde{\Phi})$ is a $(D + 1, D)$-Padé approximant of $\tilde{\Phi}$ in $\mathbb{Q}[Z][s]$. By using Cramer’s rule and division-free computation of the adjoint matrix of $S_{k_0}$, the complexity of this step is of order $O(D^3)$ and it produces an slp of length $O(L + D^3)$ for the coordinates of $\alpha$ and $\beta$.

The polynomials $Q(0), P(1)$ and $Q(1) \in \mathbb{Q}[Z]$ can be obtained by specialization of $s$ within $O(D)$ additional operations, which does not modify the complexity order or the slp length. Finally, we compute the exact quotients $P(1)/Q(0)$ and $Q(1)/Q(0)$ by means of the well-known Strassen Vermeidung von Divisionen (division avoiding) algorithm from

In order to apply it, we choose randomly a point $\zeta \in \mathbb{Q}^m$ so that $Q(0)(\zeta) \neq 0$. Following [25, Lemma 1.7], the complexity of this step is of order $O(D^2(D^3 + L))$. \qed

4 A short slp for the sparse resultant

This section is devoted to describing our main algorithm, which computes an slp for the sparse resultant with length polynomial in the number of variables of the resultant, its total degree, and an upper bound for the size of the points in the input supports.

Given an arbitrary family of $n + 1$ supports in $\mathbb{Z}^n$, we first reduce the problem to the computation of a power of a resultant associated to a family of $k + 1$ supports in $\mathbb{Z}^k$ which is essential. More specifically, given $A = (A_0, A_1, \ldots, A_n)$, where $A_i \subset \mathbb{Z}^n$ is a finite set for every $0 \leq i \leq n$, we first determine the set $I := \{ i \in (0, \ldots, n) \}$.

By Proposition 3 and [40, Corollary 1.1], if $\text{rank}(L_{A_x}) \neq |I| - 1$, then $\text{Res}_{A} = 1$; otherwise, $A_x$ is the only essential subfamily of $A$ and

$$\text{Res}_{A} = \text{Res}_{A_x} e^x$$

with $e_x = MV_{\mathbb{Z}^n/L_{A_x}}(\{\varpi(A_i) : j \notin I\})$,

where $L_{A_x} = (L_{A_x} \otimes \mathbb{Q}) \cap \mathbb{Z}^n$ and $\varpi$ is the projection $\varpi : \mathbb{Z}^n \rightarrow \mathbb{Z}^n/L_{A_x}$ (see [11, Proposition 3.13]). In this case, if $f_0, \ldots, f_n$ are the polynomials defined in [1], by means of a suitable change of variables, the polynomials $\{f_i\}_{i \in I}$ can be written as polynomials in $|I| - 1$ new variables. This can be done by computing the Smith normal form of an integer matrix (see, for instance, [37] for algorithms and complexity estimates). Thus, without loss of generality, from now on we will assume that $I = \{0, \ldots, n\}$.

The algorithm relies on the Poisson formula for the sparse resultant from [11, Theorem 1.1]. Before stating the formula we introduce some notation.

Let $B \subset \mathbb{Z}^n$ be a nonempty finite set and $f = \sum_{b \in B} c_b x^b$ be a Laurent polynomial in the variables $x = (x_1, \ldots, x_n)$. For $v \in \mathbb{Z}^n$, we set

$$h_B(v) = \min_{b \in B} \langle b, v \rangle, \quad B_v = \{b \in B \mid \langle b, v \rangle = h_B(v)\} \quad \text{and} \quad f_v = \sum_{b \in B_v} c_b x^b.$$

With this notation and following [11, Definition 4.1], the Poisson formula states that

$$\text{Res}_A(U_0, U_1, \ldots, U_n) = \pm \prod_{v} \text{Res}_{A_{1,v}, \ldots, A_{n,v}}(f_1, v, \ldots, f_n) f_0(x) \prod_{\xi \in V(f_1, \ldots, f_n)} f_0(\xi).$$
where the first product runs over the primitive vectors \( v \in \mathbb{Z}^n \) and \( V(f_1, \ldots, f_n) \) denotes the set of common zeros in \( \overline{\mathbb{Q}(U_1, \ldots, U_n)}^n \) of \( f_1, \ldots, f_n \) (here the overline denotes algebraic closure). Note that all points in \( V(f_1, \ldots, f_n) \) have multiplicity 1, since the system is generic and the characteristic of the base field is 0 (see, for instance, [33, Chapter V, Corollary (3.2.1)]).

Set \( U := (U_1, \ldots, U_n) \) and \( x^\pm 1 := (x_1^\pm 1, \ldots, x_n^\pm 1) \). For \( f \in \mathbb{Q}(U_0, U)[x^\pm 1] \) and the \( \mathbb{Q}(U_0, U) \)-algebra \( A = \mathbb{Q}(U_0, U)[x^\pm 1]/(f_1, \ldots, f_n) \), we write \( \mathcal{F} \) for the class of \( f \) in the quotient ring \( A \) and \( m_f : A \to A \) for the linear map defined as
\[
m_f(g) = \mathcal{F} \cdot g.
\]

**Lemma 7** For \( f_0 \in \mathbb{Q}(U_0, U)[x^\pm 1] \) we have that
\[
\text{Res}_A(U_0, U_1, \ldots, U_n) = \rho(U) \det(m_{f_0})
\]
with \( \rho(U) = \pm 1 \prod_v \text{Res}_{A_{1,v}, \ldots, A_{n,v}} (f_1, \ldots, f_n) - h_{A_0(v)} \in \mathbb{Q}(U) \setminus \{0\} \), where the product runs over the primitive vectors \( v \in \mathbb{Z}^n \).

**Proof.** The result follows from the Poisson formula stated above and [7, Chapter 2, Theorem (4.5)]. \( \square \)

Without loss of generality, by multiplying \( f_0 \) by \( x^{-\alpha} \) for any \( \alpha \in A_0 \), we may assume that \( 0 \in A_0 \) (this does not change the resultant). Then, we have:

**Lemma 8** If \( 0 \in A_0 \), the sparse resultant \( \text{Res}_A \) is the numerator of a representation as an irreducible fraction of \( \det(m_{f_0}) \in \mathbb{Q}(U_0, U_1, \ldots, U_n) \).

**Proof.** Note that the determinant \( \det(m_{f_0}) \) is in \( \mathbb{Q}(U)[U_0] \) and, since it is monic in the variable \( U_{00} \), when written as an irreducible fraction \( G(U_0, U)/H(U) \), the polynomial \( G \) does not have a non-constant factor in \( \mathbb{Q}[U] \). On the other hand, \( \text{Res}_A \) is a power of the irreducible polynomial \( \text{Elim}_A \), which depends effectively on the variables \( U_0 \). Then, from Lemma 7, taking into account that the assumption \( 0 \in A_0 \) implies that \( h_{A_0(v)}(v) \leq 0 \) for every \( v \), it follows that the denominator of \( \det(m_{f_0}) \) is a scalar multiple of \( \prod_v \text{Res}_{A_{1,v}, \ldots, A_{n,v}} (f_1, \ldots, f_n) - h_{A_0(v)} \) and the numerator is the corresponding scalar multiple of \( \text{Res}_A \). \( \square \)

Our algorithm recovers a scalar multiple of the sparse resultant \( \text{Res}_A \) from a suitable approximation of the rational function \( \det(m_{f_0}) \) as a power series. To this end, we first compute a Taylor expansion of the determinant which approximates it with an adequate precision. Finally, we reconstruct the numerator and the denominator of \( \det(m_{f_0}) \) from the computed Taylor series expansion by means of Padé approximation.

We first describe the approximation step.

By multiplying each of the Laurent polynomials \( f_1, \ldots, f_n \) by a suitable monomial if needed, we assume that \( A_i \subset (\mathbb{Z}_{\geq 0})^n \) for \( i = 1, \ldots, n \). In this situation, there is an isomorphism between
\[
A = \mathbb{Q}(U_0, U)[x^\pm 1]/(f_1, \ldots, f_n)
\]
and
\[ B = \mathbb{Q}(U_0, U)[x]/(f_1, \ldots, f_n) : (x_1 \cdots x_n)^{\infty}, \]
where \((f_1, \ldots, f_n) : (x_1 \cdots x_n)^{\infty} = \{ g \in \mathbb{Q}(U_0, U)[x] \mid (x_1 \cdots x_n)^N g \in (f_1, \ldots, f_n) \text{ for some } N \in \mathbb{Z}_{\geq 0} \}. \) For \( f \in \mathbb{Q}(U_0, U)[x], \) via this isomorphism, the map \( m_f : A \rightarrow A \) can be interpreted as \( m_f : B \rightarrow B. \)

The Newton-Hensel lifting introduced in Section 3.2 enables us to approximate \( \det(m_f) \) for any \( f \in \mathbb{Q}[U_0][U, x] \) from a geometric resolution of the set of common zeros in \((\mathbb{C}^*)^n \) of a generic system with supports \( A_1, \ldots, A_n. \)

Let \( u_1, \ldots, u_n \) be rational vectors such that \( f_1(u_1, x), \ldots, f_n(u_n, x) \in \mathbb{Q}[x] \) have \( \delta := MV_n(A_1, \ldots, A_n) \) simple common zeros in \((\mathbb{C}^*)^n \) (by Bernstein’s theorem, this holds for a generic choice of \( u_1, \ldots, u_n \)). Assume a geometric resolution \( q, v_1, \ldots, v_n \in \mathbb{Q}[Y] \) associated to a linear form \( \ell \) of this set of common zeros is given. Let \( M \in \mathbb{Q}^{\delta \times \delta} \) be the companion matrix of \( q, \) and, for \( j = 1, \ldots, n, \) consider \( v_j(M), \) which is the matrix of \( m_{x_j} : \mathbb{Q}[x]/(f_1(u_1, x), \ldots, f_n(u_n, x)) : (x_1 \cdots x_n)^{\infty} \rightarrow \mathbb{Q}[x]/(f_1(u_1, x), \ldots, f_n(u_n, x)) : (x_1 \cdots x_n)^{\infty} \) in the basis \( \{ 1, \ell, \ldots, \ell^{\delta-1} \} \).

**Lemma 9** With the previous assumptions and notations, consider the Newton operator \( N_F(x) \) associated to \( F := (f_1(U_1, x), \ldots, f_n(U_n, x)) \) with respect to the variables \( x. \) Let \( \kappa \in \mathbb{Z}_{\geq 0}, \) and \( g_1, \ldots, g_n, h \in \mathbb{Q}[U, x] \) such that the \( \kappa \)th iteration of \( N_F \) is given as \( N_F^\kappa(x) = \left( \frac{g_1}{h}, \ldots, \frac{g_n}{h} \right). \) For \( j = 1, \ldots, n, \) let \( N_j := h(U, v(M))^{-1} g_j(U, v(M)), \) where \( v(M) := (v_1(M), \ldots, v_n(M)). \)

For \( f \in \mathbb{Q}[U_0][U, x], \) if \( \tilde{M}_f := f(U_0, U, N_1, \ldots, N_n), \) then \( \det(\tilde{M}_f) \) approximates \( \det(m_f) \) with precision \( 2^\kappa \) in the ring \( \mathbb{Q}[U_0][U - u] \) of formal power series in \( U - u = (U_1 - u_1, \ldots, U_n - u_n) \) with coefficients in \( \mathbb{Q}[U_0], \) that is to say, \( \det(\tilde{M}_f) - \det(m_f) \) lies in the ideal \((U - u)^{2^\kappa+1} \).

**Proof.** The result follows straightforwardly from \[23 \text{ Lemma 6}, \] \( \square \)

Now, we can prove our main result.

**Theorem 10** Let \( \mathcal{A} = (A_0, A_1, \ldots, A_n), \) where \( A_i \subset \mathbb{Z}^n \) is a finite set for every \( 0 \leq i \leq n. \) Assume the family \( \mathcal{A} \) is essential. There is a probabilistic algorithm which computes a straight-line program of length \( O(D^4(D^{1/2} - \delta^{1/2})^2 \log(D)Q^2 \log(\mathcal{Q})n^{10N}) \) for a scalar multiple of the sparse resultant \( \text{Res}_\mathcal{A} \) within complexity \( O(n^3N \log(n + \log(\mathcal{Q}))M(\delta) \log(\delta)M(\delta') \log(\delta') + D^4(D^{3/2} + \delta^{3/2})^2 \log(D)Q^2 \log(\mathcal{Q})n^{10N}), \) where

- \( N := \sum_{0 \leq i \leq n} |A_i|, \)
- \( Q = \max\{||a|| : a \in A_i, 0 \leq i \leq n\}, \)
- \( D := \sum_{0 \leq i \leq n} MV_n(A_0, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n), \)
- \( \delta := MV_n(A_1, \ldots, A_n), \)
- \( \delta' := \sum_{1 \leq i \leq n} MV_n(\Delta, A_1, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n), \) where \( \Delta \) denotes the standard \( n \)-dimensional simplex.
Proof. Without loss of generality, by multiplying by suitable monomials if needed (which does not change the resultant), we may assume that \( f_1, \ldots, f_n \in \mathbb{Q}[U][x] \). We may also assume that \( 0 \in A_0 \). Then, by Lemma 5, the resultant \( \text{Res}_A \) is a numerator of the rational function \( \det(m_{f_0}) \).

To compute it, we first choose integer vectors \( u_1, \ldots, u_n \) for the coefficients of the polynomials \( f_1, \ldots, f_n \) at random, and approximate \( \det(m_{f_0}) \) as an element of \( \mathbb{Q}[U_0][[U - u]] \), where \( U - u = (U_1 - u_1, \ldots, U_n - u_n) \). We determine the order of approximation required to apply Lemma 6 in terms of the degrees of the numerator and the denominator.

From Lemmas 7 and 8 we have that a denominator of \( \det(m_{f_0}) \) is
\[
\prod_v \text{Res}_{A_1, \ldots, A_n, v}(f_1, u, \ldots, f_n, u)^{-h_{A_0}(v)} \in \mathbb{Q}(U) \setminus \{0\},
\]
where the product runs over the primitive vectors \( v \in \mathbb{Z}^n \). By the known formula for the degrees of sparse resultants (see equation (2)), for every \( 1 \leq i \leq n \), this polynomial is homogeneous in the variables \( U_i \) of degree
\[
-\sum_v h_{A_0}(v) MV(A_{1, v}, \ldots, A_{i-1, v}, A_{i+1, v}, \ldots, A_n, v) = MV_n(A_0, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n),
\]
where the equality follows from [13, Chapter IV, Theorem 4.10]. Recalling that the numerator of \( \det(m_{f_0}) \) is \( \text{Res}_A \), it follows that \( \det(m_{f_0}) \) is a quotient of two polynomials in \( \mathbb{Q}[U_0, \ldots, U_n] \) of total degrees \( \sum_{0 \leq i \leq n} MV_n(A_0, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n) = D \) and
\[
\sum_{1 \leq i \leq n} MV_n(A_0, \ldots, A_{i-1}, A_{i+1}, \ldots, A_n) \leq D \text{ respectively.}
\]

Therefore, by Lemma 6 we may recover the numerator and the denominator of \( \det(m_{f_0}) \) from its Taylor expansion up to order \( 2D \) centered at \( (0, u) \), where \( 0 \) is the center corresponding to the variables \( U_0 \) and \( u = (u_1, \ldots, u_n) \). We compute this Taylor expansion following the Newton-Hensel lifting approach described above. To this end, we will deal with multiplication maps associated to polynomials in the variables \( x \).

If \( \alpha_{0j} := \min\{0; (a_{0,k})_j \mid a_{0,k} \in A_0\} \) and \( \alpha_0 := (\alpha_{01}, \ldots, \alpha_{0n}) \), we have that
\[
\tilde{f}_0 := x^{\alpha_0} f_0 \in \mathbb{Q}[U_0][x].
\]
From the definition of \( \tilde{f}_0 \), it follows that the linear maps \( m_{\tilde{f}_0}, m_{x^{\alpha_0}} \) and \( m_{f_0} \) defined over \( \mathbb{Q}(U_0, U)[x^{\pm 1}]/(f_1, \ldots, f_n) \) satisfy
\[
m_{\tilde{f}_0} = m_{x^{\alpha_0}} \circ m_{f_0},
\]
and so,
\[
\det(m_{f_0}) = \det(m_{x^{\alpha_0}})^{-1} \det(m_{\tilde{f}_0}).
\]

As \( \tilde{f}_0 \) and \( x^{\alpha_0} \) are polynomials, we will work in \( \mathbb{Q}(U_0, U)[x]/(f_1, \ldots, f_n) : (x_1 \cdots x_n)^{\infty} \).

The algorithm underlying Lemma 4 allows us to compute a geometric resolution \( q, v_1, \ldots, v_n \) associated with a linear form \( \ell \in \mathbb{Q}[x] \) of the set \( V \) of common zeros in \( (\mathbb{C}^*)^n \) of the system \( f_1(u_1, x), \ldots, f_n(u_n, x) \). Then, by Lemma 9 applied to the polynomials \( \tilde{f}_0 \) and \( x^{\alpha_0} \) for \( \kappa = [\log(2D + 1)] \), we can obtain approximations of \( \det(m_{\tilde{f}_0}) \) and \( \det(m_{x^{\alpha_0}}) \) with precision \( 2D \) in \( \mathbb{Q}[U_0][[U - u]] \).

Let \( g_1, \ldots, g_n, h \in \mathbb{Q}[U, x] \) be the polynomials appearing in the \( k \)th iteration of the Newton operator \( N_F(x) \) associated with \( F = (f_1(U_1, x), \ldots, f_n(U_n, x)) \). Let \( M \in \mathbb{Q}^{\delta \times \delta} \) be the companion matrix of the polynomial \( q \) and \( v(M) = (v_1(M), \ldots, v_n(M)) \). Consider the matrices
\[
H := h(U, v(M)) \quad \text{and} \quad G_j := g_j(U, v(M)), \quad 1 \leq j \leq n.
\]
Then, as consequence of Lemma 9, we have that
\[
\det(H)^{-|\alpha_0|} \prod_{1 \leq j \leq n} \det(G_j)^{\alpha_{0j}}
\]
approximates \( \det(m_{x^0_{\alpha_0}}) \) and also that, if \( M_0 = \tilde{f}_0^\text{hom}(U_0, H, G_1, \ldots, G_n) \), where \( \tilde{f}_0^\text{hom} \in \mathbb{Q}[U_0, x_0, x] \) is the polynomial obtained by homogeneizing \( \tilde{f}_0 \) up to degree \( \delta_0 := \deg(\tilde{f}_0) \) with a new variable \( x_0 \),
\[
\det(H)^{-\delta_0} \det(M_0)
\]
approximates \( \det(m_{\tilde{f}_0}) \). Therefore, we approximate \( \det(m_{f_0}) \) with
\[
\det(H)^{|\alpha_0| - \delta_0} \prod_{1 \leq j \leq n} \det(G_j)^{-\alpha_{0j}} \det(M_0). \tag{3}
\]

Finally, we recover the numerator and the denominator of \( \det(m_{f_0}) \) and, therefore, a scalar multiple of the desired resultant, applying Lemma 6. To this end, we first obtain the homogeneous components of the Taylor expansion of order 2 of \( D \) centered at \( (0, u) \) of the rational function in (3). Depending on whether \( |\alpha_0| - \delta_0 \geq 0 \) or not, we regard this rational function as the quotient of the polynomials
\[
\det(M_0) \quad \text{and} \quad \det(H)^{\delta_0 - |\alpha_0|} \prod_{1 \leq j \leq n} \det(G_j)^{\alpha_{0j}},
\]
or of the polynomials
\[
\det(M_0) \quad \text{and} \quad \det(H)^{\delta_0 - |\alpha_0|} \prod_{1 \leq j \leq n} \det(G_j)^{\alpha_{0j}},
\]
and, in order to obtain a polynomial that approximates the inverse of the denominator with precision \( 2D \) in \( \mathbb{Q}[[U - u]] \), we use the formula in [23, p. 99]. This completes the description of the algorithm and the proof of its correctness.

Algorithm SparseResultant below summarizes the procedure. Now, we estimate its complexity.

Step 1 involves computing \( a_{0,k} - a_{0,0} \) for \( k = 1, \ldots, N_0 \), which can be done with \( nN_0 \) operations.

For \( i = 0, \ldots, n \), the vector \( \alpha_i \) in Step 2 can be computed within complexity \( O(nN_i) \). After the multiplication by monomials in Step 3, we have that \( \max\{|a_{i,k} + \alpha_i| : 1 \leq i \leq n, 0 \leq k \leq N_i\} \leq (n + 1)Q \). Then, the computation of the geometric resolution \( q, v_1, \ldots, v_n \) in Step 5 can be done, by Lemma 4, within complexity
\[
O(n^3N(\log(n) + \log(Q))M(\delta) \log(\delta)(M(\delta) \log(\delta) + M(\delta') \log(\delta'))).
\]

As \( M \in \mathbb{Q}^{\delta_0 \times \delta} \) and \( \deg(v_j) \leq \delta \) for \( j = 1, \ldots, n \), then the matrices \( v(M) \) in Step 7 can be computed by means of an slp of length \( O(n) \).

Since the degree in each variable \( x_j \) of the polynomials \( f_i \) defined in Step 3 is bounded by \( 2Q \), we can obtain an slp of length \( O(nN\log(Q)) \) encoding \( f_1, \ldots, f_n \in \mathbb{Q}[U, x] \). Then, taking into account that the total degree in \( x \) of the polynomials \( f_i \) is at most \( (n + 1)Q \),
by Lemma 5, we compute an slp of length \( O(\log(D)Q^2 \log(Q)n^{10}N) \) for the polynomials \( g_1, \ldots, g_n, h \) appearing in the \( \kappa \)th iteration of the Newton operator associated with \( f_1, \ldots, f_n \), for \( \kappa = \lceil \log(2D + 1) \rceil \) (Step 8), within a complexity of the same order as the slp length.

From the slp computing \( \nu(M) \) and the slp for \( g_1, \ldots, g_n, h \), we easily obtain an slp of length \( O(n\delta^{\omega + 1} + \delta^3 \log(D)Q^2 \log(Q)n^{10}N) \) evaluating the entries of the matrices \( G_1, \ldots, G_n, H \) in Step 9.

Now, we obtain an slp of length \( O(nN_0 \log(Q)) \) evaluating the polynomial \( \tilde{f}_0^{\text{hom}} \) (Step 11) and, from this slp and the slp computing the matrices \( G_1, \ldots, G_n, H \), we get an slp for the entries of the matrix \( M_0 \) in Step 12. The total length of this slp is \( O(n\delta^{\omega + 1} + \delta^3 \log(D)Q^2 \log(Q)n^{10}N) \).

The determinant of each of the matrices \( G_1, \ldots, G_n, H \) and \( M_0 \) with polynomial entries can be computed without divisions by means of an slp of length \( O(\delta^{\Omega}) \) from an slp encoding their entries. Then, as \( \Omega \leq \omega + 1 \) (see Section 2.3), we obtain an slp of length \( O(n\delta^{\omega + 1} + \delta^3 \log(D)Q^2 \log(Q)n^{10}N) \) evaluating \( \Phi_{\text{Num}} \) and \( \Phi_{\text{Den}} \) in Step 14 or Step 16. Computing a polynomial that approximates the inverse of \( \Phi_{\text{Den}} \) with precision \( 2D \) in \( \mathbb{Q}[[U-u]] \) following [23, p. 99] (Step 17) increases the slp length in \( O(\log(D)) \).

By applying a standard procedure which from an slp evaluating a polynomial computes an slp evaluating its homogeneous components up to a given degree (see, for instance, [3, Lemma 21.25]), in Step 18 we obtain an slp of length \( O(D^2(n\delta^{\omega + 1} + \delta^3 \log(D)Q^2 \log(Q)n^{10}N)) \).

Finally, following Lemma 6 in Step 19 we obtain an slp of length 

\[ O(D^2(D^\Omega + D^2(n\delta^{\omega + 1} + \delta^3 \log(D)Q^2 \log(Q)n^{10}N))) \]

encoding the numerator and denominator of \( \det(m_{f_n}) \) and, therefore, the desired resultant.

The overall complexity of the algorithm follows by adding the complexity of its successive steps. \( \square \)

The notation and subroutines involved in Algorithm \textbf{SparseResultant} are the following:

- \textbf{Vects}(\( n; K_1, \ldots, K_n \)) stands for \( n \) randomly chosen integer vectors of \( K_i \) coordinates for \( i = 1, \ldots, n \).

- \textbf{GeometricResolution}(\( h_1, \ldots, h_n \)) computes a geometric resolution of the zero set in \( (\mathbb{C}^*)^n \) of the sparse system \( h_1, \ldots, h_n \in \mathbb{Q}[x] \) in \( n \) variables.

- \textbf{NumDenNewton}(\( f_1, \ldots, f_n; x, \kappa \)) computes numerators and a denominator for the \( \kappa \)th iteration of the Newton operator associated to \( f_1, \ldots, f_n \) with respect to the variables \( x \).

- \textbf{Inverse}(\( \Psi; z, \nu \)) computes an approximation with precision \( \nu \) in \( \mathbb{Q}[[Z - z]] \) of the inverse of \( \Psi \in \mathbb{Q}[Z] \) provided that \( \Psi(z) \neq 0 \).

- \textbf{GradedParts}(\( \Psi; z, \nu \)) computes the graded parts of \( \Psi \in \mathbb{Q}[Z] \) centered at \( z \) up to degree \( \nu \).

- \textbf{Pade}(\( \Phi; z, 2\nu \)) computes the \((\nu+1, \nu)\)-Padé approximant of the function whose Taylor expansion centered at \( z \) has graded parts \( \Phi \).
Algorithm SparseResultant\( (n, \mathcal{A}, D) \)

\# \( n \in \mathbb{Z}_{>0} \)

\# \( \mathcal{A} = (\mathcal{A}_0, \ldots, \mathcal{A}_n) \subset (\mathbb{Z}^n)^{n+1} \) an essential family, where \( \mathcal{A}_i = \{a_{i,0}, \ldots, a_{i,N_i}\} \)

\# \( D = \sum_{0 \leq i \leq n} MV_n(\mathcal{A}_0, \ldots, \mathcal{A}_{i-1}, \mathcal{A}_{i+1}, \ldots, \mathcal{A}_n) \)

\# The procedure returns a scalar multiple of the \( \mathcal{A} \)-resultant.

1. \( f_0 := x^{-a_{0,0}} \sum_{k=0}^{N_0} U_{0,k} x^{a_{0,k}} \); \# \( 0 \) is in the support of \( f_0 \)

2. for \( i = 0, \ldots, n, j = 1, \ldots, n, \)

\( \alpha_{ij} := -\min\{0; (a_{i,k})_j \mid a_{i,k} \in \mathcal{A}_i\} \), and \( \alpha_i := (\alpha_{i1}, \ldots, \alpha_{in}) \);

3. for \( i = 1, \ldots, n, f_i := x^{\alpha_i} \sum_{k=0}^{N_i} U_{i,k} x^{a_{i,k}} \); \# \( f_i \) is a polynomial in \( x \)

4. \( (u_1, \ldots, u_n) := \text{Vects}(n; N_1 + 1, \ldots, N_n + 1) \);

5. \( (q, v_1, \ldots, v_n) := \text{GeometricResolution}(f_1(u_1, x), \ldots, f_n(u_n, x)) \);

6. \( M := \text{CompanionMatrix}(q) \);

7. \( v(M) := (v_1(M), \ldots, v_n(M)) \);

8. \( (g_1, \ldots, g_n, h) := \text{NumDenNewton}(f_1, \ldots, f_n; x, \lceil \log(2D + 1) \rceil) \);

9. \( (G_1, \ldots, G_n, H) := (g_1(U, v(M)), \ldots, g_n(U, v(M)), h(U, v(M))) \);

10. \( \delta_0 := \max\{|a_{0,k} + \alpha_0| : 0 \leq k \leq N_0\} \);

11. \( \tilde{f}_0^{\text{hom}}(U_0, x_0, x) := \sum_{k=0}^{N_0} U_{0,k} x_0^{\delta_0 - |a_{0,k} + \alpha_0|} x^{a_{0,k} + \alpha_0} \);

12. \( M_0 := \tilde{f}_0^{\text{hom}}(U_0, H, G_1, \ldots, G_n) \);

13. if \( |\alpha_0| \geq \delta_0 \) then

14. \( (\Phi_{\text{Num}}, \Phi_{\text{Den}}) := (\det(H)^{|\alpha_0| - \delta_0} \det(M_0), \prod_{1 \leq j \leq n} \det(G_j)^{\alpha_{0,j}}) \);

15. else

16. \( (\Phi_{\text{Num}}, \Phi_{\text{Den}}) := (\det(M_0), \det(H)^{\delta_0 - |\alpha_0|} \prod_{1 \leq j \leq n} \det(G_j)^{\alpha_{0,j}}) \);

17. \( \Phi_{\text{inv}} := \text{Inverse}(\Phi_{\text{Den}}; u, 2D) \);

18. \( \Phi := \text{GradedParts}(\Phi_{\text{Num}}, \Phi_{\text{inv}}; (0, u), 2D) \);

19. \( (P, Q) := \text{Pade}(\Phi; (0, u), 2D) \);

20. return\( (P) \);
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