Optimal state transfer of a single dissipative two-level system
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Optimal state transfer of a single two-level system (TLS) coupled to an Ohmic boson bath via off-diagonal TLS-bath coupling is studied by using optimal control theory. In the weak system-bath coupling regime where the time-dependent Bloch-Redfield formalism is applicable, we obtain the Bloch equation to probe the evolution of the dissipative TLS in the presence of a time-dependent external control field. By using the automatic differentiation technique to compute the gradient for the cost functional, we calculate the optimal transfer integral profile that can achieve an ideal transfer within a dimer system in the Fenna-Matthews-Olson (FMO) model. The robustness of the control profile against temperature variation is also analyzed.

I. INTRODUCTION

The unavoidable coupling to external degrees of freedom and the thereby caused decoherence still presents the main obstacle for the realization of a quantum computer [1, 2]. Several interesting schemes have been proposed to eliminate the undesirable effects of decoherence in open quantum systems such as the use of decoherence free-subspaces [3, 4], quantum error correction codes [1, 5, 6], quantum Zeno subspace [7], quantum dynamical decoupling [8–13], and optimized pulse sequence [14–21].

The starting point of decoupling techniques is the observation that even though one does not have access to the large number of uncontrollable degrees of freedom of the environment, it is still possible to interfere with its dynamics by inducing motions into the system [13]. This indirect influence of the environment can be obtained if one can establish an additional coupling to the system by means of a time-dependent external control [22]. One of the most prominent examples is the application of a sequence of \(\pi\)-pulses that flip the sign the qubit-bath coupling operator resulting in the so-called dynamical decoupling or bang-bang control [8]. The drawback of this scheme is the fact that it eliminates only noise sources with a frequency below the repetition of the rate pulses, that is, the decoupling interactions have to be turned on and off at extremely short time scales, even faster than typical environment time scales [13].

However, these limitations might be circumvented by using quantum optimal control techniques, which have the great advantage that the decoherence control can be achieved without moving into the regimes in which control is much faster than the dynamical time scales of the bath. Optimal control theory provides a systematic and flexible formalism that can be used to find the time-optimal pulse sequence for the manipulation of multi-qubit dissipative systems.

In this work, we apply optimal control theory [14–21] to the state transfer of a coherently controlled single TLS coupled to an Ohmic bosonic bath through off-diagonal, or bit-flip TLS-bath interactions [23–25]. This system can be described by a driven Ohmic spin-boson model [20].

The spin-boson model [27, 28] is a widely studied model system and is relevant to a number of physical situations, including the study of the role of electron-phonon interaction in point defects and quantum dots, interacting many-body systems [29], magnetic molecules [22], bath assisted cooling of spins and two level Josephson Junction [30], and energy transfer in biological systems [31, 32].

Unlike controlling a closed system with unitary dynamical evolution, optimal control of a general open quantum system is a highly nontrivial problem due to the lack of reliable theoretical tools for treating the reduced dynamics of general driven quantum systems under dissipation. However, in the weak or strong system-bath coupling regimes, Redfield-like master equations are believed to be proper methods to deal with driven dissipative dynamics [18, 26, 32, 33]. In Ref. [18], we applied optimal control theory to the spin-boson model in the strong system-bath coupling limit where the gradient for the cost functional was obtained by using the Pontryagin’s minimum principle [34] involving a Lagrange multiplier. The application of this approach is possible because the TLS-bath coupling there is diagonal hence the propagator of the coherent system dynamics is trivial. For the off-diagonal TLS-bath coupling, however, if one is still interested in controlling the energy difference of the TLS, then master equations derived in the weak system-bath coupling will generally involve non-trivial propagations of the coherent system. In this case, the application of the Pontryagin’s minimum principle to optimal control problem is less easy. However, thanks to the automatic differentiation method [35] which allows us to compute the gradient for the cost functional with high precision. Once the gradient is obtained, the minimum of the cost function can be found out by using the conjugate gradient method. The automatic differentiation method has been successfully applied to optimal generation of a single-qubit rotation within the spin-boson model with off-diagonal qubit-bath coupling [17], where an impor-
tant property of the cost functional is its independence of the initial state.

By rotating the Hamiltonian around the \( y \)-axis by an angle of \( \pi/2 \), the off-diagonal spin-boson model turns out to be capable of describing the dynamics of a strongly coupled dimer system in the Fenna-Matthews-Olson (FMO) protein \([31]\). Due to the rotation, the control energy difference profile in the original model is transformed into the transfer integral profile in the FMO model. We perform numerical simulations for the dimer system in the weak exciton-phonon coupling regime and find that our method can achieve an ideal state transfer within physically relevant time scales.

This paper is organized as follows. In Section III we will review the derivation of Born-Markov master equations for dissipative \( N \)-level systems in the presence of time-dependent external control fields. The master equation is written as a set of Bloch-Redfield equations. This equation is the starting point for the derivation of the kinetic equation for the driven spin-boson model in the weak spin–boson coupling regime, as outlined in Section III. In Section IV and V we describe the methodology of the optimal control problem and apply the model and method to the study of state transfer in a dimer system in the FMO model. Finally, Section VI gives a summary of our findings.

II. THE BLOCH-REDFIELD FORMALISM

We begin by reviewing some basic facts about the Bloch-Redfield formalism for general driven dissipative systems in the weak system-coupling limit. Consider a physical system \( S \) embedded in a dissipative environment \( B \) and interacting with a time-dependent classical external control field. The Hilbert space of the total system \( \mathcal{H}_{\text{tot}} = \mathcal{H}_S \otimes \mathcal{H}_B \) is expressed as the tensor product of the system Hilbert space \( \mathcal{H}_S \) and the environment Hilbert space \( \mathcal{H}_B \). Here, we suppose that \( \mathcal{H}_S \) is \( N \)-dimensional with some time-dependent orthonormal basis \( \{|i\} \), \( i = 1, 2 \ldots N \). The total Hamiltonian has the general form

\[
H_{\text{tot}} = H_c(t) + H_B + H_{\text{int}},
\]

where \( H_c(t) \) is the system part of the Hamiltonian, \( H_B \) describes the bath, and \( H_{\text{int}} \) is the system-bath interaction that is responsible for decoherence. The operators \( H_c(t) \) and \( H_B \) act on \( \mathcal{H}_c \) and \( \mathcal{H}_B \), respectively. The system Hamiltonian \( H_c(t) \) is explicitly time-dependent through the external control field. The system-environment interaction is assumed to be of bilinear form \( H_{\text{int}} = \sum_{\alpha} A_{\alpha} \otimes B_{\alpha} \), with \( A_{\alpha} \) and \( B_{\alpha} \) Hermitian operators of the system and the environment, respectively.

In order to investigate decoherence in the limit of weak system-bath coupling, the Bloch-Redfield formalism can be used to derive a set of a master equations for the reduced density matrix \( \rho_S(t) = \text{tr}_B \{ \rho_{\text{tot}}(t) \} \) describing the system dynamics, where \( \rho_{\text{tot}} \) is the total density matrix for both the system and the bath. Starting from the Liouville-von Neumann equation \( i\dot{\rho}_{\text{tot}}(t) = \{ H_{\text{tot}}, \rho_{\text{tot}}(t) \} \) for the total density operator and after performing Born and Markov approximations, one obtains the Bloch-Redfield master equation for \( \rho_S(t) \) in the basis \( \{|ii\} \) \([15,22,26]\):

\[
\dot{\rho}_{S,ij}(t) = -i \sum_{kl} \left( H_{S,ik}(t) \delta_{ij} - \delta_{ik} H_{S,jl}(t) \right) \rho_{S,kl}(t)
- \sum_{kl} R_{ijkl}(t) \rho_{S,kl}(t),
\]

where the first term on the right hand side represents the unitary part of the dynamics generated by the system Hamiltonian \( H_S \) and the second term accounts for dissipative effects of the coupling to the environment. The Redfield relaxation tensor \( R_{ijkl}(t) \) is given by

\[
R_{ijkl}(t) = \delta_{ij} \sum_r \Gamma^{+}_{rr,ij}(t) + \delta_{ik} \sum_r \Gamma^{-}_{rr,jl}(t)
- \Gamma^{+}_{ij,kl}(t) - \Gamma^{-}_{ij,kl}(t),
\]

where the time-dependent rates \( \Gamma^{+}_{ij,kl}(t) \) are evaluated as

\[
\Gamma^{+}_{ij,kl}(t) = \frac{1}{\hbar^2} \int_0^t dt' \sum_{\alpha,\beta} \langle B_{\alpha}(t-t')B_{\beta}(0) \rangle_B \times U^{c}(t,t') \langle \alpha | A_{\alpha,ln} U^{c*}_{ln}(t,t') \rangle_B,
\]

\[
\Gamma^{-}_{ij,kl}(t) = \frac{1}{\hbar^2} \int_0^t dt' \sum_{\alpha,\beta} \langle B_{\beta}(0)B_{\alpha}(t-t') \rangle_B \times U^{c}(t,t') \langle \alpha | A_{\alpha,ln} U^{c*}_{ln}(t,t') \rangle_B,
\]

with

\[
U^{c}(t,t') = T \left\{ \exp \left[ -\frac{i}{\hbar} \int_{t'}^t d\tau H_c(\tau) \right] \right\}
\]

being the propagator of the coherent system dynamics satisfying the Schrödinger equation

\[
\frac{\partial}{\partial t} U^{c}(t,t') = H_c(t)U^{c}(t,t'), \quad U^{c}(t',t') = I.
\]

In Eqs. (1), the environment correlation functions read

\[
\langle B_{\alpha}(\tau)B_{\beta}(0) \rangle_B = \text{tr}_B \{ \rho_{\text{tot}}(\tau) \rho_{\text{tot}}(0) \},
\]

where \( \rho_B = \exp(-\beta H_B)/Z_B \) is the thermal equilibrium density matrix of the bath with the inverse temperature \( \beta = 1/k_B T \) and the partition function \( Z_B = \text{tr}_B \{ \rho_B \} \). Eq. (2) was obtained under the assumption that \( \langle B_{\alpha}(\tau) \rangle_B = \text{tr}_B \{ \rho_{\text{tot}}(\tau) \rho_B \} = 0 \), which states that the reservoir averages of \( B_{\alpha}(\tau) \) vanish. Note that the time-dependent control field which enters \( H_c(t) \) is treated non-perturbatively in the derivation of the master equation. Note also that the time-dependent control field enters the dissipative part of the evolution as well through
the field-dependent relaxation rates $\Gamma_{ij}^{\pm}(t)$ via $U^r(t, t')$, which is a consequence of quantum interference between the system-bath coupling and the external control field. This allows for an external control of the Bloch equations satisfied by the Bloch vector. This allows for an external control of the spin-1 bath coupling and subjected to a time-dependent external control term with varying energy difference $\varepsilon(t)$. For the two-level system $H_c(t)$ specifies the external control term with varying energy difference $\varepsilon(t)$. $H_s$ describes the free boson bath with annihilation operator $b_i$ of the bath mode with frequency $\omega_i$. $H_{sb}$ captures the off-diagonal coupling of the bath with the TLS with strength $c_i$.

In order to investigate the TLS dynamics in the limit of weak system-bath coupling, the Bloch-Redfield formalism developed in the last section can be readily used to derive a set of a master equations for the qubit density matrix $\rho_s(t) = \text{tr}_B \{ \rho_{tot}(t) \}$. For the two-level system studied here, it is convenient to study the dynamics of the Bloch vector $p(t) = (p_x(t), p_y(t), p_z(t))^T \in \mathbb{R}^3$ defined by $p(t) = \text{tr}_S(\hat{\sigma}_x \rho_s(t))$. Straightforward application of Eq. (2) to the TLS in its computational basis gives the following set of Bloch equations,

$$\dot{p}(t) = M(t)p(t) + R(t),$$

with

$$M(t) = \begin{pmatrix} 0 & \varepsilon_0 + \varepsilon(t) & 0 \\ -[\varepsilon_0 + \varepsilon(t) + \Gamma_{yx}(t)] & -\Gamma_{yy} & \Delta \\ -\Gamma_{xy}(t) & -\Delta & -\Gamma_{zz}(t) \end{pmatrix},$$

$$R(t) = (0, -A_y(t), -A_z(t))^T.$$

Following the notation used in [26], the fluctuating terms in the inhomogeneous part $R(t)$ are given by

$$A_y(t) = 2 \int_0^t dt' M''(t - t') \text{Re} \{ U_{11}(t, t') U''_{12}(t, t') \},$$

$$A_z(t) = \int_0^t dt' M'(t - t') \text{Re} \{ U_{11}(t, t')^2 - U_{12}(t, t')^2 \},$$

and the temperature dependent relaxation rates are determined by

$$\Gamma_{ij}(t) = \int_0^t dt' M'(t - t') b_{ij}(t, t'),$$

with $\Gamma_{zz}(t) = \Gamma_{yy}(t)$.

In Eqs. (11) and (12), the functions $M'$ and $M''$ are the real part and imaginary part, respectively, of the bath correlation function

$$M(t) = \frac{1}{\pi} \int_0^\infty d\omega J(\omega) \frac{\cosh(\frac{\omega}{2}) - i\omega t}{\sinh(\frac{\omega}{2})},$$

The functions $b_{ij}(t, t')$ read

$$b_{yx}(t, t') = \text{Im} \{ U_{11}^2(t, t') - U_{12}^2(t, t') \},$$

$$b_{yy}(t, t') = \text{Re} \{ U_{11}^2(t, t') - U_{12}^2(t, t') \},$$

$$b_{xx}(t, t') = -2\text{Re} \{ U_{11}(t, t') U_{12}(t, t') \},$$

where $U(t, t')$ is the non-dissipative time evolution operator for the spin system with $U_{11}(t, t') = \langle 0 | U(t, t') | 0 \rangle$, and satisfies the Schrödinger equation

$$\dot{U}(t, 0) = \frac{i}{2} (\Delta \sigma_x + (\varepsilon_0 + \varepsilon(t)) \sigma_z) U(t, 0).$$

In this work, we will employ the Ohmic spectral density $J(\omega) = 2\pi \alpha \omega e^{-\omega/\omega_c}$ for the bath, where $\alpha$ is a dimensionless coupling constant and $\omega_c$ is the bath’s cut-off frequency. In the next section, we will apply quantum optimal control theory to the Bloch equations Eq. (9) and determine the optimal energy difference profile of the TLS that can give a perfect population inversion of the TLS within certain time interval.

IV. QUANTUM OPTIMAL CONTROL PROBLEM

Our aim here is to present a general method that allows us to solve the following inverse problem: what is the time-dependent control field under which the Bloch vector can switch from a given initial state to a given prescribed target state within a fixed time interval $t \in [0, t_F]$? Now we formulate this problem in the framework of optimal control theory [15–20]. Suppose the system is prepared at time $t_I = 0$ in the initial state $p(0) = p_I$. The objective is to compute an appropriate time-dependent control function $\varepsilon(t)$ steering the system from the initial state $p_I$ into a desired state $p_D$ at
time $t_F$. This goal leads to the following optimal control problem: determine a continuously differentiable function $\varepsilon(t)$, $t \in [0,t_F]$, which gives the minimal value of the following cost functional

$$J(\varepsilon) = \frac{1}{2} |p(t_F) - p_D|_2^2 - \frac{\nu}{2} \int_0^{t_F} dt \varepsilon^2(t), \quad (16)$$

while, at the same time, satisfies the dynamic constraints and the boundary conditions Eqs. (9), (15).

Here, the cost functional $J(\varepsilon)$ represents the deviation of the state of the system at final time $p(t_F)$ from the desired state $p_D$. Minimizing $J(\varepsilon)$ leads to the physical target we want to reach. The second integral penalizes the field fluency $\mathcal{E} = \int_0^{t_F} dt \varepsilon^2(t)$ with weight $\nu > 0$.

In principle one can use the Pontryagin’s minimum principle to treat our optimal control problem and derive the gradient for the cost functional $J(\varepsilon)$ [15, 20]. However, for the off-diagonal spin-boson model studied here, the response of the system to the variation of the control $\varepsilon(t)$ is determined by the master equation Eq. (9) and the equation of motion for the propagator of the coherent system dynamics Eq. (15). As a result, the application of the Pontryagin’s minimum principle is less straightforward since two Lagrange multipliers have to be introduced to implement these two dynamical constraints.

An alternative to this approach is the technique of automatic differentiation [35] which in principle amounts to doing calculus on the fully discretized form of the optimal control problem. For this purpose, we first discretize the time interval $I = [0, t_F]$ into $M$ equal-sized subintervals $\Delta I_k$ with $I = \bigcup_{k=1}^M \Delta I_k$ and then approximate $\varepsilon(t)$ as $\varepsilon(t) \rightarrow \varepsilon(t_k) = \varepsilon_k$, $k = 1, \ldots, M$. Thus the problem becomes that of finding $\tilde{\varepsilon} = (\varepsilon_1, \ldots, \varepsilon_M)^T \in \mathbb{R}^M$ such that

$$J(\tilde{\varepsilon}) = \inf \left\{ J(\tilde{\varepsilon}) : \tilde{\varepsilon} \in \mathbb{R}^M \right\}.$$  

Automatic differentiation tools can be viewed as black boxes taking as input a program computing the cost function $J(\varepsilon) : \mathbb{R}^M \rightarrow \mathbb{R}$ and giving as output another program computing the gradient $\partial J/\partial \varepsilon \in \mathbb{R}^M$. Two approaches to automatic differentiation are possibilities: the forward (or tangent) mode and backward (or adjoint) mode which is similar to the adjoint method [35]. In this work, we employ the latter since it is theoretically more efficient in computing the gradient of a scalar value function. With the gradient obtained from the adjoint mode of automatic differentiation, the optimization of the cost function $J(\varepsilon)$ is then performed by using the conjugate gradient algorithm.

Before starting the discussion of our numerical results, let us first analyze the master equation without the control field, $\varepsilon(t) = 0$. For this undriven case, the analytical expression of the matrix elements for the coherent propagator are given by [36]

$$U_{11}(\tau) = \cos(\Omega \tau/2) + i \epsilon_0 \sin(\Omega \tau/2)/\Omega,$$
$$U_{12}(\tau) = i \Delta \sin(\Omega \tau/2)/\Omega,$$  \quad (17) 

where $\Omega = \sqrt{\epsilon_0^2 + \Delta^2}$. The decay rates follow as

$$\Gamma_{yy} = \frac{\Delta^2}{\Omega^2} S(0) + \frac{\epsilon_0^2}{20 \Omega^2} S(\Omega), \quad \Gamma_{yx} = -2 \alpha \epsilon_0 \log(\omega/\Omega),$$
$$\Gamma_{zz} = \frac{\Delta \epsilon_0}{\Omega^2} (S(\Omega)/2 - S(0)), \quad A_z = -\epsilon_0 \pi \alpha, \quad (18)$$

with $S(\omega) = J(\omega) \coth(\beta \omega/2)$. The stationary state solution of the master equation in the long-time limit $t \rightarrow \infty$ can be readily obtained as

$$p^T(\infty) = (\Delta/\Omega, \epsilon_0/\Omega) \times \tanh(\beta \Omega/2). \quad (19)$$

V. APPLICATION TO STATE TRANSFER IN LIGHT-HARVESTING SYSTEMS

As an illustration, we now apply our approach to the optimal energy transfer in a widely studied photosynthetic system, the Fenna-Matthews-Olson (FMO) protein [37, 38]. The complex is a trimer formed by three monomers, each of which contains seven bacteriochlorophyll-a (BChl) chromophores. It is known that the transfer integral between the BChl 1 and BChl 2 is the strongest among other electronic coupling strengths [31, 39]. Thus, in the following, we will focus on the energy transfer in this dimer system composed by these two chromophores. In the single-excitation subspace, the dimer is described by the following rotated Hamiltonian [31]

$$\hat{H} = e^{i \sigma_y/4} H e^{-i \sigma_y/4}$$
$$= \frac{\epsilon_0 + \varepsilon(t)}{2} \sigma_x - \frac{\Delta}{2} \sigma_z + \frac{\sigma_z}{2} \sum_i c_i (b_i + b_i^\dagger) + H_b,$$  \quad (20) 

where the control field now becomes the fluctuating transfer integral on top of the bare one $\epsilon_0$.

We now consider the task of driving the system from the population state $|i\rangle = |1\rangle$ into a desired superposition state $|f\rangle = \frac{1}{\sqrt{2}} (|1\rangle + i |0\rangle)$. Such a coherent state has been considered before in the study of electronic coherence in the FMO complexes [40]. The above state transfer is equivalent to the population inversion in the unrotated frame, i.e., a transfer from the initial state $p_f = (1,0,0)^T$ into the desired state $p_D := (0,1,0)^T$ at time $t_F$, since $e^{i \pi \sigma_y/4 |1_x\rangle} = |1\rangle$ and $e^{i \pi \sigma_y/4 |1_y\rangle} = \frac{1}{\sqrt{2}} (e^{-i \pi/4} |1\rangle + e^{i \pi/4} |0\rangle)$. In the numerical simulations, we employ the following parameters for the FMO complex [31]: the energy gap $\Delta = -75 \text{cm}^{-1}$, the bare transfer integral $\epsilon_0 = 175.4 \text{cm}^{-1}$, $1/\beta = 53.5 \text{cm}^{-1}$ (or $T = 77K$), $\omega_c = 166.7 \text{cm}^{-1}$, $\alpha = 10^{-3}$, and $t_F = 0.094/(\text{cm}^{-1})$ (or $t_F = 500 \text{fs}$). We stress that in order to ensure the validity of the Bloch-Redfield formalism, we have set the dimensional exciton-phonon coupling strength $\alpha$ to be much smaller than its realistic
we plot the time evolutions of the decay rates \( P \) for the dimer system. The parameters are the same as that in Fig. 1. The corresponding \( \Gamma \) function under the influence of the optimized control field is shown in Fig. 2. In contrast to the undriven case where the rates are given by their stationary values Eq. (15), the dynamics of these controlled rates reflects the temporal structure of the optimal control.

In practical cases, the system parameters are usually not fixed but subject to external perturbations or noises. Because of these factors, practical devices are generally not capable of operating precisely at the computed control field. So it is of great importance to know the sensitivity of the optimal solution with respect to perturbations of the system parameters. The spin-boson Hamiltonian depends on many parameters, namely the bias energy \( \varepsilon _{0} \), the tunneling splitting \( \Delta \), the coupling strength \( \alpha \), the bath’s cutoff frequency \( \omega _{c} \), and the temperature \( 1/\beta \), etc. For demonstration purposes, here we consider the effect of slow fluctuations of the bath temperature \( 1/\beta \) under the optimal control pulse. We apply the optimal control to an ensemble of systems with normal variation in the parameter \( \beta \) and analyses how the uncertainties in the system parameter \( \beta \) affect the quantum purity \( \mathcal{P} = \| \mathbf{p}(t_F) \|^2 \).

Our statistical analysis employs only mean values and standard deviations given by \( \overline{\mathcal{P}} = \frac{1}{i_0} \sum_{i=1}^{i_0} P_i \) and \( \sigma _{\mathcal{P}} = \left( \frac{1}{i_0} \sum_{i=1}^{i_0} (P_i - \overline{\mathcal{P}})^2 \right)^{1/2} \). The value of each parameter \( \beta \) is individually replaced by a value randomly selected from a normal distribution with a mean \( \overline{\beta} = (53.5 \text{cm}^{-1})^{-1} \) and a standard deviation \( \sigma _{\beta} = \frac{\overline{\beta}}{2} \). We find the following average purity \( \overline{\mathcal{P}} = 0.98605136 \) and the standard deviation \( \sigma _{P} = 0.00948239 \). The high value of the average purity indicate that the optimal pulse we obtained is indeed robust with random temperature variations.
VI. SUMMARY

In this work, we considered the optimal state transfer problem of a single two-level system coupled to a boson bath through off-diagonal TLS-bath coupling. In the weak system-bath coupling limit, we use the Bloch equation for the Bloch vector of the TLS under general time-dependent coherent control field acting on the TLS. We demonstrate the importance of automatic differentiation method in evaluating the gradient of the cost functional, because of the nontrivial coherent evolution of the TLS. We then apply our method to study the coherent state transfer in a dimer system within the FMO complex. Perfect transfer from an initial occupation state into a superposition state is achieved in physical time scales. The present method can also be applied to the study of state preparations in multi-qubit dissipative systems.
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