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Abstract: The software defined networking topology is enabled for efficient configuration for monitoring and enhance the network performance. The multi-controller placement becomes very critical, and it can be rectified by the proposed approach. The comparison of single type and the multi controllers are discussed in this paper. The first paper is compared with the dragonfly algorithm, in this we have considered only multi POX controllers. So the latency difference depends on the iteration of the algorithm. Thus the latency is reduced in proposed algorithm. Similarly the second paper has compared with the existing algorithm of firefly, which states the multi type of controllers such as POX, NOX, BEACON and FLOODLIGHT, among that latency is calculated and compared. The selection criteria are varied according to its type. Hence the routing is carried out on the two controllers alike POX, and NOX, through ad hoc on demand distance vector routing protocol. Subsequently, the selected controllers specifically are placed and simulated in Pareto-based Optimal Controller placement (POCO) tool for the Internet 2 topology and network simulator(NS2). Finally the comparison results makes the proposed system is better than previous methods.
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I. INTRODUCTION

The dedicated devices to the software defined networking (SDN) can utilize the special kind of algorithms on order to manage the routing path, knowledge about the interconnection, and control the dataflow. Certain rules and the routing algorithms are regulated [1-3].

The four innovations behind the software defined networks are,

- Low power
- Flexibility
- Small size
- High performance [4].

The SDN controllers are used here to enhance the performance and manage the network in which the controllers are operated under server side, they can use the protocols to send the packets to the destination through the switches [5]. Along with software defined computer and software defined storage, IBM’s software defined environment (SDE) allows for the automation and optimization of entire computing environments providing similar benefits [6-10].

The SDN controllers have the single and multi-type which can communicate with each other. When the failure occurs, controllers can reassign the node to avoid the latency. The major problems in the software defined networks are the controller placement, delay, power consumption, selection of controllers and load imbalance [11-15].

The layout of the proposed paper has been summarised as follows, in section I have the description of software defined networks, advantages, drawbacks, in section II have to give the short term of recently developed technologies, in section III describes the problem and contribution of the work, in section IV describes the proposed methodology of the work, and finally the results are described in section V.

II. LITERATURE REVIEW

The centralized controllers had been logically distributed over the devices used in the network. The reliability of the network was maintained by the determination of controllers count, and knows about the details of control action, for that the fault tolerant controllers had been developed by H.E. Egilmez et al [16].

So the control algorithms may arranged for the placement, and the algorithms were run under the 124 available network topologies.

The multi controller placement problem had been identified by F.J. Roset al [17], in which the partition techniques were arranged for latency between the controllers and switches. There arises controller placement problem and the partition problem. In this case the K means algorithm was proposed to address the latency. Finally the latency is much more reduced (2.437 times) from the average latency.

The reliability was focused on this work and it should be maximized while allowing the multi-controller placement. This can be characterized through expected percentage of control path loss, and it was developed by G. Wang, et al [18]. Thus the simulation analysis can ensure the reliability and the NP hardness. The multi-controller placement problem had been identified and it can be rectified through the POCO tool. This was the medium sized networks. Along this tool the heuristic approach was made for controller selection [19].

The SDN network decouples both the two planes alike data and control, these are going to reach the controller placement problem. The heuristic algorithms had been developed by J. Liao et al [20]. Here were the newly approach of the density based controller placement had been developed, this can split the entire network into sub networks.
The size of the network had been selected through the capacity of the controller. Thus the approach can beat the latency, fault, and time consumption.

**The key contributions in this research is summarized as follows,**

- Design a software defined network (SDN) with a set of switches and links.
- An optimization algorithm for splitting the network and controller placement, considering the latency.
- A simulation based comparison of existing approach with the proposed approach to prove the performance with less number of controllers and propagation delay.
- The 34 nodes, and the 41 links are in the network topology, in which some nodes act as the controllers and remaining act as switches.
- The simulation is processed under the POCO tool and NS2.
- The routing is carried out in NS2 environment.
- Finally the performances are compared with the existing algorithms like Dragonfly, and Firefly.

### III. PROPOSED METHODOLOGY

The above mentioned problems are rectified using the improved particle swarm optimization (IMPSO), and Multi-Objective ant lion optimization algorithm (MO-ALO). The clustering, and the controller selections are done under the algorithm. The performance of latency is compared with the existing algorithms like Dragonfly (DF), and firefly (FF), to shows the effectiveness of the proposed approaches. The SDN controllers are used to manage the flow control in order to enable the intelligent networking. It is based on some protocols to operate on the switches to send the packets. In first paper, the POX controllers are selected in the clustering. The communication is carried out between the switches and the controllers through the open flow controller. In second paper, the multi controller placement is the major problem, and it overcome through the usage of controllers like POX, BEACON, NOX and FLOODLIGHT. In both papers, the parameters of latency is evaluated. So here, we have to check the effectiveness of the proposed approach through the comparison performance.

**Architecture of SDN**

![Architecture Of Software Defined Networks](image)

#### Controller selection

**Dragonfly Algorithm**

The swarm intelligence of dragon fly algorithms are adopted by two characteristics which are in static, and the dynamic swarming. The swarming phases are grouped by exploitation and exploration. The sub swarms can fly over the corresponding region which is named as static, and for dynamic swarming the flies move from one place to another.

The calculation of the latency, and minimization is done by this algorithm, the steps involved in the algorithms are given below.

**a) Separation:**

The collisions are avoided by separation process, while doing so each fly can move separately to take the food source, and the expression is given by.

\[\text{Latency} = \frac{\text{Number of iteration}}{\text{Number of controllers}} \]

**Fig 1: Architecture Of Software Defined Networks**

This architecture can decouples the control action and forwarding functions, and it is shown in figure 1. The open flow protocol makes the solution to the SDN problem. The network performance and the monitoring have done through the network management and network configuration. The traditional networks are more flexible and troubleshooting.

The control plane has several controllers, which is the brain of the SDN network where the whole intelligence is incorporated.

### IV. NETWORK MODEL

The network model enables the switches, links, and controllers. Then the network have the clusters among that the controller selections are processed. The switches are represented as \( \delta \), the links are \( \lambda \), and the controllers are \( c \), where

\[
\delta = [\delta_1, \delta_2, \delta_3, ..., \delta_n], \\
\lambda = [\lambda_1, \lambda_2, \lambda_3, ..., \lambda_m], \text{ and } \Phi = [\theta_1, \theta_2, \theta_3, ..., \theta_c].
\]

The clusters have to satisfy the following constraints like [22].

\[
\varphi = (\theta_j) \neq 0
\]

**Where** \( j = 1, 2, 3, ..., c \)

\[
\varphi(\theta_j) \cap \varphi(\theta_k) = 0
\]

**Where** \( j \neq k \), \( j, k = 1, 2, 3, ..., c \)

The cluster partition is done with the load capacity, controller power, switch and it is given by,

\[
\sum_{\delta \in \hat{E}(\delta)} p(\delta) \leq LD(\theta_j), \forall \delta \in \varphi(\theta_j), \forall \theta_j \in \Phi
\]

Generally, heavy load controllers have high failure probability as those controllers only have little resource to manage the errors. In such cases, propagation latency will increase, thus to rise in the resilience against this event, the optimization problem not only observe the latencies during failure-free routing, but also consider the worst case latencies during controller failures. While placing the controller on a particular location, it should not exceed constraint of the maximum, then the controller-to-switch propagation delay and it is calculated by,

\[
\text{Latency} = \frac{\text{Number of iteration}}{\text{Number of controllers}}
\]
\[ s_u = -\sum_{a=1}^{x} \delta - \delta_u \quad (5) \]

The above expressions are useful for avoiding the collision among the nodes, while transferring the useful information.

b) **Alignment:** The mismatching of speed is denoted by the alignment and it is obtained by,

\[ a_u = \frac{\sum_{i=1}^{x} e_u}{x} \quad (6) \]

In this step, each node has to maintain some energy level, and initially the nodes contain the energy.

c) **Cohesion:** The ability of the flies can move towards the food source and it is calculated by,

\[ c_u = \frac{\sum_{a=1}^{x} \delta_u}{x} - \delta \quad (7) \]

The above expression states that the objective functions which decide the latency can be optimized using the algorithm.

**Step 1:** Initialize the number of nodes, energy, maximum number of iteration, upper and lower bound which are specified to the algorithm.

**Step 2:** The objective function have to be calculated, here the latency, single and multi controller placement are the main issues.

**Step 3:** Obtain the step vector and the position vector, for which the network model is designed in above section. The network model contains switches and controllers. The nodes can transmit the information over the switches.

**Step 4:** The objective functions are not obtained properly by doing this, we have to update the step vector and the position vector by following,

\[ \Delta y_{r+1} = (Ss_u + Aa_u + Cc_u + F_u(ATS) + Ee_u) + G\Delta y_r \quad (8) \]

In equation (8) S is separation weight, A denotes alignment weight, and C is the cohesion weight; \( e_u \) is the position [enemy] of individual ‘u’; E is the enemy factor and G is the inertia weight. The enemy factor \( e_u \) is calculated through,

\[ e_u = \delta^+ + \delta \quad (9) \]

Then the new position of each dragonflies are identified by using the below relation.

\[ y_{r+1} = y_r + \Delta y_{r+1} \quad (10) \]

The above steps are repeated until reach the objective function

**Pseudo code**

**Start**

Initialize the switches, links, and the controllers

Initialize the load capacity

**Do clustering**

**While** satisfy the constraints are mentioned in equation (1)

If

The end condition is not satisfied

Then calculate the number of iteration and the controllers

End

The single and multi-type controller placement problem is identified in this paper. So here considered the network topologies with some switches and links, in which the controller are selected to transmit the information via the neighbour nodes. The type of controllers just alike POX, BEACON, FLOOD LIGHT, and NOX. The dragonfly algorithm compared with the existing work while using the single type of controller, and the firefly algorithm can use the multi type controllers.

The structure of the software defined network is considered with number of nodes and edges which is represented as \( g(n,e) \), the nodes are in terms of \( n \), and the bidirectional edges are presented to be \( e \). The number of the nodes in the network topology are represented as \( k = |n| \).

The number of controller are defined by,

\[ P = \{ P_1, P_2, ..., P_M \} \quad (11) \]

The switches are represented by,

\[ Q = \{ Q_1, Q_2, ..., Q_L \} \quad (12) \]

The matrix switches distribution matrix and is defined as \( H = (h_{ij})_{M \times L} \).

\[ h_{ij} = \begin{cases} 1, & Q_j \text{is connected to } P_i \\ 0, & \text{otherwise} \end{cases} \quad (13) \]

Load capacity factors defined as the actual output to the average output and its controller is defined as \( \bar{\delta} \). The load of the controller \( P_i \) can be estimated as eqn. (4),

\[ \bar{\delta} = \sum_{j \in Q_i} f_j(t) x h_{ij} \quad (14) \]

Where \( f_j(t) \) denotes the number of flow demands of switch \( Q_j \) at the time \( t \). Therefore, the load set and the average controller load is evaluated by eqn. (5) and eqn. (6),

\[ G_{total} = \sum_{i=1}^{M} \delta_i \quad (15) \]

\[ \delta_{avg} = \frac{G_{total}}{M} \quad (16) \]

Therefore, the load capacity factor of the controller is derived from eqn. (7) as:
\[ \delta = \sqrt{\frac{1}{M} \sum_{i=1}^{M} |\delta_i - \delta_{avg}|} \] (17)

In this the multi-controller placement is done through the dragonfly algorithm, while changing the controllers, the latency is being calculated. The process of routing is carried out, after the selection of multi-controllers with the help of dragonfly algorithm.

Firefly algorithm [24]

The fireflies are the insects which produce the rhythmic, and short flashes due to its process of bioluminescence. These lights can able to attract the partners of fireflies. All the fireflies move towards higher light intensity. The intensity of the light varied on the basis of distance, the light intensity decreases when the distance increases.

These algorithms exhibit three rules which are,

- Regardless of gender, the fireflies are attracted each other.
- The attractiveness of the fireflies correlates with the brightness of the fireflies
- The brightness of the fireflies depends on the objective function

The attractiveness and the distance is inversely proportional, and the relation is mentioned in below equation.

\[ LI(r) = LI_0 e^{-\alpha r^2} \] (18)

The attractiveness is characterized by,

\[ \sigma = \sigma_0 e^{-\alpha r^2} \] (19)

The distance between the links are calculated by,

\[ r_{jk} = \left| y_j - y_k \right| \] (20)

The movement of the firefly is given by,

\[ \Delta y_j = \sigma_0 e^{-\alpha r_{jk}^2} (y_j - y_i) + \alpha e_i \] (21)

Pseudo code

Start  
Objective function: Multi controller placement
Generate the controllers POX, NOX, BEACON, and FLOOD LIGHT
Define the specified controllers
While (t<Maximum iteration)
For i=1: n all controllers
  If \( (LI_j < LI_i) \)
    Then
      Move the controllers from j to l
      Vary the attractiveness with the distance
  End for
  Rank the controllers and change the iterations
End while
Calculate the latency while changing the controllers end

Routing

After the completion of the network model, the routing takes place. The transmission is done between any two controller like POX, NOX. The controller selection is based on the energy parameter. The packets are sent from the POX to NOX without any disturbance or collision. The transmission is being adopted with AODV protocol.

*Ad hoc On Demand Distance Vector (AODV) Routing Protocol*

The AODV protocol uses the three control strategies to maintain and obtain the routes which are,

- Request
- Reply
- Error

*Route Request*

The above figure shows that the route request among the nodes, and the 1 is the source and 8 is the destination. The source send the request message to the destination.

*Route Reply*

The route reply is a method to deliver the destination information to the source node. The source can respond the message suddenly when after arrival of the data from the receiver, is shown in figure 3.

*Route Error*

If the nodes are unable to send sufficient message to the sender, then the route error is generated by the receiver and it is forwarded to the sender.

The protocol is used to select the path to send, after founding the path, the packets are send from the source to destination, if error occurs, then it resend the packets to the source, so the error can be rectified.

V. RESULT AND DISCUSSION

The performance of the latency is compared with the existing algorithms like dragonfly algorithm and firefly algorithm. The latency is calculated with respect to the number of iterations and the number of controllers, when the presence of less controllers can give up the high latency and the presence of several controllers can reduce the latency. The simulation results are carried out under the MATLAB, POCO tool. The controllers such as POX, NOX, BEACON, and FLOOD LIGHT are used in the firefly algorithm and four POX controllers are used in the dragonfly algorithm.
The comparison results are taken out for the multi-controllers, even this can reduce the latency when compared with the existing, the clustering and the routing process are carried out in the NS2 environment.

The above figure 4, 5, and 6 is a clustering process, initially randomly generating the kind of nodes and in which the clustering process is done on the basis of energy. The controller selection is the major process and in which the high energy is considered as a controllers like POX, and lower the energy is to be NOX. Hence the communication is carried out between two controllers POX and NOX through routing process. The routing is on the basis of ad-hoc on demand routing protocol. The number of packets are sent from source to receiver, with zero packet loss.

The above figure 7, shows that the controller selection by POCO tool, and the cluster heads are varied. This is for when k=4, and likewise the controllers are selected.
The above figure 8, shows that the latency of corresponding controllers and it is compared with the dragonfly and firefly algorithm. By varying the controllers, the latency also varied. From the above comparison results easily obtain the low latency rather than the existing algorithm. Thus the proposed work shows the better performance.

**Table 1: Comparison of latency with existing**

|       | Existing | Proposed |
|-------|----------|----------|
| Latency | DF | FF | IPSO | MALO |
| K=4    | 22.5  | 20    | 17.5 | 15   |
| K=5    | 18    | 16    | 14   | 12   |
| K=6    | 15    | 13.3  | 11.6 | 10   |
| K=7    | 12.85 | 11.42 | 10   | 8.57 |
| K=8    | 11.25 | 10    | 8.75 | 7.5  |

The above table 1, shows that the latency of proposed and the existing works with the controllers like 4,5,6,7, and 8. By varying the number of controllers the latency is also changed. Thus the proposed system has the low latency when compared with the existing system.

**Table 2: Algorithm notations**

| Notation | Description               |
|----------|---------------------------|
| $s_u$    | Separation                |
| $\delta$ | Current position          |
| $\delta u$ | Neighbouring position  |
| $\chi$  | Number of neighbouring individual |
| $\epsilon u$ | Neighbour velocity  |

**VI. CONCLUSION**

The Multi-controller placement problem is addressed and developed a new algorithm to reduce the latency and compared with the suitable control algorithms such as dragonfly, firefly. In this paper, the routing is carried out between POX, and NOX Controllers by adhoc on demand distance vector routing protocol. The controller selection criteria is based on the energy, which is given to the objective of the corresponding algorithm. The work addresses the NP hard problem, with the consideration of latency. The comparison is like IPSO-DF, and MALO-FF algorithm. The two objectives of single, and multi type controller is analysed by POCO tool, and the routing is carried out by network simulator (NS2). Thus the performance shows that the proposed algorithms have the effective way to lower the latency and effectively addresses the controller placement problem.
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