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Abstract

In this paper we present a method for designing a linear time invariant (LTI) state-feedback controller to monotonically track a constant step reference at any desired rate of convergence for any arbitrarily assigned initial condition. Necessary and sufficient constructive conditions are given to deliver a monotonic step response from all initial conditions. This method is developed for multi-input multi-output (MIMO) systems, and can be applied to square and non-square systems, strictly proper and bi-proper systems, and, importantly, also minimum and non-minimum phase systems. The control methods proposed here show that for MIMO LTI systems the objectives of achieving a rapid settling time, while at the same time avoiding overshoot and/or undershoot, are not necessarily competing objectives.

I. INTRODUCTION

The problem of improving the shape of the step response curve for linear time invariant (LTI) systems is as old as control theory. Its relevance is seen in countless applications such as heating/cooling systems, elevator and satellite positioning, automobile cruise control and the positioning of a CD disk read/write head. The common element in these problems involves designing a control input for the system to make the output take a certain desired target value, and then keep it there.

A fundamental issue in classical feedback control is the design of control laws that provide good performance both at steady state and during the transient. The steady state performance is typically assumed to be satisfactory if, once the transient vanishes, the output of the system is constant and equal (or very close) to the desired value. When dealing with the transient...
performance, one is usually concerned with the task of reducing both the overshoot and the undershoot, or, ideally, of achieving a monotonic response that rapidly converges to the steady-state value. It is commonly understood that the objectives of achieving a rapid (short) settling time, while at the same time avoiding overshoot and undershoot, are competing objectives in the controller design, and must be dealt with by seeking a trade-off, see e.g. [7], [6], or any standard textbook on the topic. While this is certainly the case for single-input single-output (SISO) systems, the control methods we develop and implement in this paper challenge this widely-held perception for the multi-input multi-output (MIMO) case. We show in particular that in the case of LTI MIMO systems, it is possible to achieve arbitrarily fast settling time and also a monotonic step response in all output components for any initial condition, which naturally imply the avoidance of overshoot/undershoot even in the presence of non-minimum phase invariant zeros.

In contrast with the extensive literature for SISO systems, which includes – but is far from being limited to – [10], [13], [26], [5], [2], [3], [4], [15], [12] and the references cited therein, to date there have been very few papers offering analysis or design methods for avoiding undershoot or overshoot in the step response of MIMO systems, see e.g. [11] and the references therein. A recent contribution offering design methods for MIMO systems is [21], where a procedure is proposed for the design of a state-feedback controller to yield a non-overshooting step response for LTI MIMO systems. Importantly, this design method is applicable to non-minimum phase systems, does not assume that the system state is initially at rest, and can be applied to both continuous-time and discrete-time (and also proper or bi-proper) systems. Very recently it has been shown in [22] how the method can be adapted to obtain a non-undershooting step response. The key idea behind the approach in [21] and [22] is to design the feedback matrix that achieves the desired closed-loop eigenstructure in such a way that only a small number of the closed-loop system modes appear in each component of the tracking error (which is defined as the difference between the system output and the desired target value). Indeed, if the closed-loop eigenstructure can be constrained in such a way that each component of the tracking error is driven only by a single real-valued closed-loop mode – which is an exponential in the form $e^{\lambda t}$ in the continuous time or a power term $\lambda^k$ in the discrete time – the output of the system is monotonic in each output component regardless of the initial condition of the system, and hence both overshoot and undershoot are avoided. For systems where the closed-loop eigenstructure can be constrained so that the error involves only the sum of two or three exponential terms (or powers in the discrete case) in each component, the design method offers a search algorithm for the selection of suitable closed-loop modes that ensures that the step response is non-overshooting, non-undershooting,
or monotonic from any given initial condition and target reference. The feedback matrix is computed by inversion of the matrix of closed-loop eigenvectors.

However, a key limitation of the design methods given in [21] and [22] is the lack of analytic conditions, expressed in terms of the system structure, that guarantee the existence of a state-feedback controller that can deliver the desired transient response. More specifically, as already mentioned, the feedback matrix is computed by inversion of the matrix of closed-loop eigenvectors, and the problem is solvable if and only if this matrix is invertible, i.e., if and only if the set of closed-loop eigenvectors is linearly independent. When this is not the case, one may decide to change these eigenvectors by varying the choice of the corresponding closed-loop eigenvalues, and check whether the matrix of closed-loop eigenvectors has become non-singular as a result. However, it can very well happen that for any value of such eigenvalues, the corresponding eigenvectors are always linearly dependent. The method of [21] and [22] does not provide a structural criterion to decide if the problem admits a solution in terms of the problem data, nor does it guarantee that when the matrix of eigenvectors is singular one is allowed to conclude that the problem of achieving a monotonic response from any initial condition cannot be solved. Moreover, as aforementioned, the design method involves a search for suitable closed-loop eigenvalues, and while this search can be conducted very efficiently, the authors were unable to give any conditions guaranteeing a satisfactory search outcome.

The objective of this paper is to revisit the design method of [21] and [22] to the end of developing conditions expressed in terms of the system structure that are necessary and sufficient to guarantee that the design method will obtain a state-feedback controller that yields a monotonic step response from any initial condition and for any constant reference signal. When this goal is achievable, following [21], we say that the control yields a globally monotonic response, by which we mean that the same state-feedback gain matrix yields a monotonic response from all initial conditions, and with respect to all possible step references.

Thus, in this paper, for the first time in the literature, a complete and exhaustive answer to the problem of achieving a globally monotonic step response for a MIMO LTI system is provided. We show that, surprisingly, for MIMO LTI systems the presence of non-minimum phase invariant zeros does not prevent a globally monotonic step response to be achievable. Indeed, even in the presence of one or more non-minimum phase invariant zeros, it may still be possible to achieve a monotonic step response from any initial condition and for any constant reference signal.

**Notation.** In this paper, the symbol $\{0\}$ stands for the origin of a vector space. For convenience, a linear mapping between finite-dimensional spaces and a matrix representation with respect to
a particular basis are not distinguished notationally. The image and the kernel of matrix \( A \) are denoted by \( \text{im}A \) and \( \ker A \), respectively. The Moore-Penrose pseudo-inverse of \( A \) is denoted by \( A^\dagger \). When \( A \) is square, we denote by \( \sigma(A) \) the spectrum of \( A \). If \( \mathcal{J} \subseteq \mathcal{X} \), the restriction of the map \( A \) to \( \mathcal{J} \) is denoted by \( A|\mathcal{J} \). If \( \mathcal{X} = \mathcal{Y} \) and \( \mathcal{J} \) is \( A \)-invariant, the eigenvalues of \( A \) restricted to \( \mathcal{J} \) are denoted by \( \sigma(A|\mathcal{J}) \). If \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \) are \( A \)-invariant subspaces and \( \mathcal{J}_1 \subseteq \mathcal{J}_2 \), the mapping induced by \( A \) on the quotient space \( \mathcal{J}_2/\mathcal{J}_1 \) is denoted by \( A|\mathcal{J}_2/\mathcal{J}_1 \), and its spectrum is denoted by \( \sigma(A|\mathcal{J}_2/\mathcal{J}_1) \). The symbol \( \oplus \) stands for the direct sum of subspaces. The symbol \( \cup \) denotes union with any common elements repeated. Given a map \( A : \mathcal{X} \rightarrow \mathcal{X} \) and a subspace \( \mathcal{B} \) of \( \mathcal{X} \), we denote by \( \langle A, \mathcal{B} \rangle \) the smallest \( A \)-invariant subspace of \( \mathcal{X} \) containing \( \mathcal{B} \). The symbol \( i \) stands for the imaginary unit, i.e., \( i = \sqrt{-1} \). Given a complex matrix \( M \), the symbol \( \overline{M} \) denotes the conjugate transpose of \( M \). Moreover, we denote by \( M_i \) its \( i \)-th row and by \( M^j \) its \( j \)-th column, respectively. Given a Borel subset \( \mathcal{G} \) of \( \mathbb{R}^n \), we denote the Lebesgue measure of \( \mathcal{G} \) in \( \mathbb{R}^n \) as \( m_\mathbb{R}^n(\mathcal{G}) \). Given a finite set \( S \), the symbol \( 2^S \) denotes the power set of \( S \), while \( \text{card}(S) \) stands for the cardinality of \( S \). The symbols \( \neg, \wedge \) and \( \vee \) denote, respectively, the logical \textit{not}, \textit{and} and \textit{or}. Given a set \( V \) and a logical proposition \( p \) that depends on an object \( v \in V \), we use the symbol \( \{ v \in V \mid p \} \) to indicate the subset in \( V \) of the elements \( v \) for which \( p \) is true.

\section{Problem Formulation}

In what follows, whether the underlying system evolves in continuous or discrete time makes only minor differences and, accordingly, the time index set of any signal is denoted by \( \mathbb{T} \), on the understanding that this represents either \( \mathbb{R}^+ \) in the continuous time or \( \mathbb{N} \) in the discrete time. The symbol \( \mathbb{C}_c \) denotes either the open left-half complex plane \( \mathbb{C}^- \) in the continuous time or the open unit disc \( \mathbb{C}^0 \) in the discrete time. A matrix \( M \in \mathbb{R}^{n \times n} \) is said to be \textit{asymptotically stable} if \( \sigma(M) \subseteq \mathbb{C}_c \), i.e., if it is Hurwitz in the continuous time and Schur in the discrete case. Finally, we say that \( \lambda \in \mathbb{C} \) is stable if \( \lambda \in \mathbb{C}_c \). Consider the LTI system \( \Sigma \) governed by

\[
\Sigma : \begin{cases}
\mathcal{D} x(t) = Ax(t) + Bu(t), & x(0) = x_0, \\
y(t) = Cx(t) + Du(t),
\end{cases}
\]

where, for all \( t \in \mathbb{T} \), \( x(t) \in \mathcal{X} = \mathbb{R}^n \) is the state, \( u(t) \in \mathcal{U} = \mathbb{R}^m \) is the control input, \( y(t) \in \mathcal{Y} = \mathbb{R}^p \) is the output, and \( A, B, C \) and \( D \) are appropriate dimensional constant matrices. The operator \( \mathcal{D} \) denotes either the time derivative in the continuous time, i.e., \( \mathcal{D} x(t) = \dot{x}(t) \), or the unit time shift in the discrete time, i.e., \( \mathcal{D} x(t) = x(t+1) \). We assume with no loss of generality that all
the columns of $\begin{bmatrix} B \\ D \end{bmatrix}$ and all the rows of $[C \ D]$ are linearly independent.\footnote{If $\begin{bmatrix} B \\ D \end{bmatrix}$ has non-trivial kernel, a subspace $\mathcal{U}_0$ of the input space exists that does not influence the state dynamics. By performing a suitable (orthogonal) change of basis in the input space, we may eliminate $\mathcal{U}_0$ and obtain an equivalent system for which this condition is satisfied. Likewise, if $[C \ D]$ is not surjective, there are some outputs that result as linear combinations of the remaining ones, and these can be eliminated using a dual argument using a change of coordinates in the output space.}

We recall that the Rosenbrock system matrix is defined as the matrix pencil

$$P_{\Sigma}(\lambda) \defeq \begin{bmatrix} A - \lambda I_n & B \\ C & D \end{bmatrix}$$

(2)

in the indeterminate $\lambda \in \mathbb{C}$, see e.g. [20]. The invariant zeros of $\Sigma$ are the values of $\lambda \in \mathbb{C}$ for which the rank of $P_{\Sigma}(\lambda)$ is strictly smaller than its normal rank. More precisely, the invariant zeros are the roots of the non-zero polynomials on the principal diagonal of the Smith form of $P_{\Sigma}(\lambda)$, see e.g. [1]. Given an invariant zero $\lambda = z \in \mathbb{C}$, the rank deficiency of $P_{\Sigma}(\lambda)$ at the value $\lambda = z$ is the geometric multiplicity of the invariant zero $z$, and is equal to the number of elementary divisors (invariant polynomials) of $P_{\Sigma}(\lambda)$ associated with the complex frequency $\lambda = z$. The degree of the product of the elementary divisors of $P_{\Sigma}(\lambda)$ corresponding to the invariant zero $z$ is the algebraic multiplicity of $z$, see [14]. The set of invariant zeros of $\Sigma$ is denoted by $\mathcal{Z}$, and the set of minimum-phase invariant zeros of $\Sigma$ is $\mathcal{Z}_g \defeq \mathcal{Z} \cap \mathcal{C}_g$.

We denote by $\mathcal{V}^*$ the largest output-nulling subspace of $\Sigma$, i.e., the largest subspace $\mathcal{V}$ of $\mathcal{X}$ for which a matrix $F \in \mathbb{R}^{m \times n}$ exists such that $(A + BF) \mathcal{V} \subset \mathcal{V} \subset \ker(C + DF)$. Any real matrix $F$ satisfying this inclusion is called a friend of $\mathcal{V}$. We denote by $\mathcal{F}(\mathcal{V})$ the set of friends of $\mathcal{V}$. The symbol $\mathcal{R}^*$ denotes the so-called output-nulling reachability subspace on $\mathcal{V}^*$, and is the smallest $(A + BF)$-invariant subspace of $\mathcal{X}$ containing $\mathcal{V}^* \cap B \ker D$, where $F \in \mathcal{F}(\mathcal{V}^*)$. The closed-loop spectrum can be partitioned as $\sigma(A + BF) = \sigma(A + BF \mid \mathcal{V}^*) \cup \sigma(A + BF \mid \mathcal{X} \setminus \mathcal{V}^*)$, where $\sigma(A + BF \mid \mathcal{V}^*)$ is the spectrum of $A + BF$ restricted to $\mathcal{V}^*$, and its elements are the inner eigenvalues of the closed-loop with respect to $\mathcal{V}^*$, and $\sigma(A + BF \mid \mathcal{X} \setminus \mathcal{V}^*)$ is the spectrum of the mapping induced by $A + BF$ on the quotient space $\mathcal{X} \setminus \mathcal{V}^*$. Its elements are referred to as outer eigenvalues of the closed-loop with respect to $\mathcal{V}^*$. We say that $\mathcal{V}^*$ is inner stabilisable if a friend $F$ of $\mathcal{V}^*$ exists such that $\sigma(A + BF \mid \mathcal{V}^*) \subset \mathcal{C}_g$, and that $\mathcal{V}^*$ is outer stabilisable if a friend $F$ of $\mathcal{V}^*$ exists such that $\sigma(A + BF \mid \mathcal{X} \setminus \mathcal{V}^*) \subset \mathcal{C}_g$. The eigenvalues of $A + BF$ restricted to $\mathcal{V}^*$ can be further split into two disjoint sets: the eigenvalues of $\sigma(A + BF \mid \mathcal{R}^*)$, are all freely assignable\footnote{The normal rank of a rational matrix $M(\lambda)$ is defined as $\text{normrank} M(\lambda) \defeq \max_{\lambda \in \mathbb{C}} \text{rank} M(\lambda)$. The rank of $M(\lambda)$ is equal to its normal rank for all but finitely many $\lambda \in \mathbb{C}$.} with a suitable choice of $F$ in $\mathcal{F}(\mathcal{V}^*)$. The eigenvalues of $\sigma(A + BF \mid \mathcal{V}^* \setminus \mathcal{R}^*)$ are fixed for all the
choices of $F$ in $\mathcal{F}(\mathcal{V}^*)$ and coincide with the invariant zeros of $\Sigma$. Thus, $\mathcal{V}^*$ is inner stabilisable if and only if $\mathcal{Z}^* \subset \mathbb{C}_g$. Finally, we use the symbol $\mathcal{V}_g^*$ to denote the largest stabilisability output-nulling subspace of $\Sigma$, i.e., the largest subspace $\mathcal{V}$ of $\mathcal{Z}$ for which a matrix $F \in \mathbb{R}^{m \times n}$ exists such that $(A + BF) \mathcal{V} \subseteq \mathcal{V} \subseteq \ker(C + DF)$ and $\sigma(A + BF \mid \mathcal{V}) \subset \mathbb{C}_g$. There holds $\mathcal{R}^* \subseteq \mathcal{V}_g^* \subseteq \mathcal{V}^*$.

A. The tracking control problem

In this paper, we are concerned with the problem of the design of a state-feedback control law for (1) such that for all initial conditions the output $y$ tracks a step reference $r \in \mathcal{Y}$ with zero steady-state error and is monotonic in all components. If $y$ asymptotically tracks the constant reference $r$ and is monotonic, then it is also both non-overshooting and non-undershooting. The converse is obviously not true in general. The following standing assumption is standard for tracking control problems (see e.g. [8]), and ensures that any given constant reference target $r$ can be tracked from any initial condition $x_0 \in \mathcal{Z}$:

**Assumption 2.1:** System $\Sigma$ is right invertible and stabilisable. We also assume that $\Sigma$ has no invariant zeros at the origin in the continuous time case, or at 1 in the discrete case.

Right invertibility and the absence of invariant zeros at the origin in the continuous time (or at 1 in the discrete case) are natural assumptions for a tracking control problem, as they ensure that any given constant reference target $r$ can be tracked from any given initial condition, see [8]. These two assumptions generically hold when $m \geq p$. Under Assumption 2.1, the standard method for designing a tracking controller for a step reference signal is carried out as follows. Given the step reference $r \in \mathcal{Y}$ to track, choose a feedback gain matrix $F$ such that $A + BF$ is asymptotically stable: this is always possible since the pair $(A, B)$ is assumed to be stabilisable. Let us choose two vectors $x_{ss} \in \mathcal{X}$ and $u_{ss} \in \mathcal{U}$ that, for any $r \in \mathcal{Y}$, satisfy

\[
\begin{align*}
0 &= Ax_{ss} + Bu_{ss} \\
r &= Cx_{ss} + Du_{ss}
\end{align*}
\]

and

\[
\begin{align*}
x_{ss} &= Ax_{ss} + Bu_{ss} \\
r &= Cx_{ss} + Du_{ss}
\end{align*}
\]

(3)

in the continuous and in the discrete case, respectively. Such pair of vectors $x_{ss} \in \mathcal{Z}$ and $u_{ss} \in \mathcal{U}$ exist since (i) right invertibility ensures that the system matrix pencil $P_\Sigma(\lambda)$ is of full row-rank for all but finitely many $\lambda \in \mathbb{C}$, see [27] Theorem 8.13, and, as already recalled, the values $\lambda \in \mathbb{C}$ for which $P_\Sigma(\lambda)$ loses rank are invariant zeros of $\Sigma$; (ii) in the continuous (resp. discrete) time case, the absence of invariant zeros at the origin (resp. at 1) guarantees that the matrix $P_\Sigma(0)$ (resp. $P_\Sigma(1)$) is of full row-rank. As such, Assumption 2.1 guarantees that the linear system
\[ \begin{bmatrix} 0 \\ r \end{bmatrix} = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} x_{ss} \\ u_{ss} \end{bmatrix} \] in the continuous time or \[ \begin{bmatrix} 0 \\ r \end{bmatrix} = \begin{bmatrix} A - I_n & B \\ C & D \end{bmatrix} \begin{bmatrix} x_{ss} \\ u_{ss} \end{bmatrix} \] in the discrete time is always solvable in \( \begin{bmatrix} x_{ss} \\ u_{ss} \end{bmatrix} \). Now, applying the state-feedback control law

\[ u(t) = F \left( x(t) - x_{ss} \right) + u_{ss} \] (4)

to (1) and using the change of variable \( \xi \equiv x - x_{ss} \) gives the closed-loop homogeneous system

\[ \Sigma_{\text{hom}}: \begin{cases} \mathcal{D} \xi(t) = (A + BF) \xi(t), & \xi(0) = x_0 - x_{ss}, \\ y(t) = (C + DF) \xi(t) + r. \end{cases} \] (5)

Since \( A + BF \) is asymptotically stable, \( x \) converges to \( x_{ss} \), \( \xi \) converges to zero and \( y \) converges to \( r \) as \( t \) goes to infinity. We shall refer to \( \xi \) as the error state coordinates.

**B. Achieving a globally monotonic response with any desired convergence rate**

In this paper we are concerned with the general problem of finding a gain matrix \( F \) such that the closed-loop system obtained using (4) in (1) achieves a monotonic response at any desired rate of convergence, from all initial conditions. We shall describe this property as global monotonicity.

We describe the problem as follows in terms of the tracking error \( \varepsilon(t) \equiv y(t) - r(t) = \begin{bmatrix} \varepsilon_1(t) \\ \vdots \\ \varepsilon_p(t) \end{bmatrix} \).

**Problem 1:** (Global Monotonicity) Let \( \rho \in \mathbb{R} \), such that \( \rho < 0 \) in the continuous time and \( \rho \in (0,1) \) in the discrete time. Find a state-feedback matrix \( F \) such that applying (4) with this \( F \) to \( \Sigma \) yields an asymptotically stable closed-loop system \( \Sigma_{\text{hom}} \) for which the tracking error term \( \varepsilon(t) \) converges monotonically to 0 at a rate at least \( \rho \) in all outputs, from all initial conditions. Specifically, we require that in the continuous time

\[ \forall \xi(0) \in \mathcal{X}, \forall k \in \{1, \ldots, p\}, \exists \beta_k \in \mathbb{R} : |\varepsilon_k(t)| \leq \beta_k \exp(\rho t) \quad \forall t \in \mathbb{R}_+ \] (6)

where \( \varepsilon_k(t) \) is strictly monotonic in \( t \), and in the discrete time

\[ \forall \xi(0) \in \mathcal{X}, \forall k \in \{1, \ldots, p\}, \exists \beta_k \in \mathbb{R} : |\varepsilon_k(t)| \leq \beta_k \rho^t \quad \forall t \in \mathbb{N}, \] (7)

where, again, \( \varepsilon_k(t) \) is strictly monotonic in \( t \).

If we are able to obtain a tracking error \( \varepsilon(t) \) that consists of a single exponential per component in the continuous time or a single power per component in the discrete time, i.e.,

\[ \varepsilon(t) = \begin{bmatrix} \beta_1 \exp(\lambda_1 t) \\ \vdots \\ \beta_p \exp(\lambda_p t) \end{bmatrix} \] or

\[ \varepsilon(t) = \begin{bmatrix} \beta_1 \lambda_1^t \\ \vdots \\ \beta_p \lambda_p^t \end{bmatrix}, \] (8)

respectively, and we are able to choose each \( \lambda_k \) in such a way that \( \lambda_k \leq \rho < 0 \) in the continuous time and \( 0 \leq \lambda_k \leq \rho \) in the discrete time, then we obtain a solution to Problem I. Indeed,
asymptotically stable exponentials of $\lambda_k$ or powers of $\lambda_k$ are monotonic functions. This suggests that a possible way of solving Problem 1 consists in the solution of the following problem.

**Problem 2:** (Single mode outputs). Let $\rho \in \mathbb{R}$, such that $\rho < 0$ in the continuous time and $\rho \in (0,1)$ in the discrete time. Find a feedback matrix $F$ and a $p$-tuple of distinct values $\Sigma_p = (\lambda_1, \lambda_2, \cdots, \lambda_p)$ such that, in the continuous time $\lambda_k \leq \rho < 0$, and in the discrete time $0 \leq \lambda_k \leq \rho$ such that applying (4) with this $F$ to $\Sigma$ yields an asymptotically stable closed-loop system $\Sigma_{hom}$ for which, from all initial conditions, the tracking error term is given by (8) for some real coefficients $\{\beta_k\}_{k=1}^p$ depending only upon $\xi(0)$.

If we can guarantee that $F$ yields (8) for any initial condition and any $r \in \mathcal{R}$, and such that $\lambda_k \leq \rho < 0$ in the continuous time and $0 \leq \lambda_k \leq \rho$ in the discrete time, then obviously such feedback also solves Problem 1. However, the following result shows that the converse is true as well, i.e., the only way to obtain a feedback that ensures global monotonic tracking with arbitrary rate of convergence of the tracking error is to obtain a tracking error in the form (8).

**Lemma 1:** Problem 1 is equivalent to Problem 2

**Proof:** Let us consider the continuous time case, the discrete case being entirely equivalent. Let $\rho$ be an arbitrary negative real number. It is clear that if $F$ and $\Sigma_p$ solve Problem 2 with respect to this $\rho$, then the outputs $\epsilon_k(t)$ satisfy (8), and hence also (6) or (7). Next, assume that the feedback matrix $F$ solves Problem 1 for a certain $\rho \in \mathbb{R}^-$. For some $1 \leq n \leq n$, let $\mathcal{L} = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ be the eigenvalues of $A + BF$, with associated algebraic multiplicities $\mathcal{M} = \{m_1, m_2, \ldots, m_n\}$ satisfying $m_1 + m_2 + \ldots + m_n = n$. If $\mathcal{L}$ contains any complex eigenvalues we shall assume these are ordered such that $\lambda_i = \overline{\lambda_{i+1}}$. Applying (4) with this $F$ to $\Sigma$, we obtain $\Sigma_{hom}$ in (5). Let $V \overset{\text{def}}{=} [V_1 \ V_2 \ \ldots \ V_n]$ denote the eigenvector matrix of $A + BF$, where $V_i$ denotes a column matrix of $m_i$ generalised eigenvectors associated with $\lambda_i$. Then $V$ is non-singular, and for any initial condition $\xi_0 \overset{\text{def}}{=} \xi(0) \in \mathcal{X}$ of (5), we can introduce $\alpha = [\alpha_1 \ \alpha_2 \ \ldots \ \alpha_n]^\top = V^{-1} \xi(0)$, where each $\alpha_i$ is a column matrix of dimension $m_i$ associated with $V_i$. For the case of $\lambda_i$ complex, we have $V_i = \overline{V}_{i+1}$ and hence also $\alpha_i = \overline{\alpha}_{i+1}$. The tracking error arising from $\xi_0$ is given by

$$
\epsilon(t) = - (C + DF) \exp((A + BF)t) \xi_0 = (C + DF) \sum_{i=1}^{n} \sum_{j=1}^{m_i} \gamma_{i,j} t^{i-1} \exp(\lambda_{i} t) , \quad \text{(9)}
$$

where $\gamma_{i,j}$ is a function of the entries of $V_i$ and $\alpha_i$. Thus, each component of the tracking error is comprised of functions of the form

$$
t^{i-1} \exp(\lambda_{i} t), \quad t^{i-1} \exp(\sigma_{i} t) \cos(\omega_{i} t), \quad t^{i-1} \exp(\sigma_{i} t) \sin(\omega_{i} t) \quad \text{(10)}
$$

with $0 \leq j - 1 \leq m_i$, and where for complex $\lambda_i$ we have $\sigma_i = \Re \{\lambda_i\}$ and $\omega_i = \Im \{\lambda_i\}$. By (6), we conclude that $\Re \{\lambda_i\} \leq \rho$ for all $\lambda_i \in \mathcal{L}$. Further, by assumption the response is monotonic,
which implies that only components of the form \( \exp(\lambda_i t) \) for real \( \lambda_i \) can appear in each output (notice that, for any real \( \lambda_i < 0 \), the function \( t^{j-1} \exp(\lambda_i t) \) is monotonic only if \( j = 1 \)). Thus for each output \( \epsilon_k(t) \) we have real coefficients \( \tilde{\beta}_{k,i} \), depending on \( \xi_0 \), such that
\[
\epsilon_k(t) = \sum_{i=1}^{\nu} \tilde{\beta}_{k,i} \exp(\lambda_i t).
\]
Moreover each response is monotonic from all initial conditions. From Lemma A.1 of [21], if \( \epsilon_k(t) \) is the sum of two or more negative real exponential functions, it will change sign (and hence not be monotonic) for some values of the coefficients \( \tilde{\beta}_{k,i} \). Since the mapping \( \xi_0 \mapsto \alpha \) is surjective, the response can only be globally monotonic if each output component is comprised of a single real exponential function. Thus, we must have \( \epsilon_k(t) = \tilde{\beta}_{k,i} \exp(\lambda_i t) \) for some \( \lambda_i \in \mathcal{L} \) and some real coefficient \( \beta_k \triangleq \tilde{\beta}_{k,i} \). If we select the \( k \)-th element of the \( p \)-tuple \( \mathcal{L}_p \) to equal the element of the set \( \mathcal{L} \) that appears in the tracking error component \( \epsilon_k \), Problem 2 is solved.

Another important and useful problem is one in which the requirements include a specified choice of the closed-loop modes that are visible in each component of the tracking error:

**Problem 3:** (Single mode outputs). Let \( \mathcal{L}_p = (\lambda_1, \lambda_2, \ldots, \lambda_p) \) be a \( p \)-tuple of real numbers such that, in the continuous time \( \lambda_i < 0 \) and in the discrete time \( \lambda_i \in (0,1) \) for all \( i \in \{1, \ldots, p\} \). Find a feedback matrix \( F \) such that applying (4) to \( \Sigma \) yields an asymptotically stable closed-loop system \( \Sigma_{\text{hom}} \) for which, from all initial conditions and for all step references, the tracking error term is given by (8).

### III. Global monotonicity: the intuitive idea

In the previous section, we observed that in order for the problem of global monotonic tracking to be solvable, we need to render at least \( n - p \) closed-loop modes invisible from the tracking error and distribute the remaining \( p \) modes evenly into the tracking error with one mode per error component. If this is possible, then the step response is guaranteed to be monotonic for any initial condition, and therefore also non-overshooting and non-undershooting. The converse is true as well, as shown in Lemma [1]. If we are able to render more than \( n - p \) modes invisible at \( \epsilon(t) \), one or more components of the tracking error can be rendered identically zero, and therefore for those components instantaneous tracking can also be achieved, in which the output component immediately takes the desired reference value. The aim of the next part of the paper is to find conditions under which a gain matrix \( F \) can be obtained to deliver the single mode structure (8) for any initial condition. Consider \( \Sigma_{\text{hom}} \) in (5), which can be re-written as
\[
\Sigma_{\text{hom}}: \begin{cases} 
\mathcal{D} \xi(t) = A \xi(t) + B \omega(t), \\
\epsilon(t) = C \xi(t) + D \omega(t),
\end{cases}
\]
where \( \omega(t) = F \xi(t) \). Clearly, \( \Sigma_{\text{hom}} \) can be identified with the quadruple \( (A,B,C,D) \). The task is now to find a feedback matrix \( F \) such that the new control \( \omega(t) = F \xi(t) \) guarantees that for every initial condition \( \xi_0 \in \mathcal{X} \) the tracking error \( \epsilon(t) \) is characterised by a single stable real mode per component. Let \( j \in \{1,\ldots,p\} \). Let \( \lambda_j \) be real, stable and not coincident with any of the invariant zeros of \( \Sigma \). Consider a solution \( v_j \) and \( w_j \) of the linear equation
\[
\begin{bmatrix}
A - \lambda_j I_n & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
v_j \\
w_j
\end{bmatrix} =
\begin{bmatrix}
0 \\
\beta_j e_j
\end{bmatrix},
\]
where \( \beta_j \neq 0 \) and \( e_j \) is the \( j \)-th vector of the canonical basis of \( \mathcal{Y} \). Notice that (13) always has a solution in view of the right-invertibility of \( \Sigma \). By choosing \( F \) such that \( Fv_j = w_j \), we find \( (A+BF)v_j = \lambda_j v_j \) and \( (C+DF)v_j = \beta_j e_j \). Hence, from (9) we know that for any initial error state \( \xi_0 \in \text{span}\{v_j\} \) the response associated with the control \( \omega(t) = F \xi(t) \) is
\[
\epsilon(t) =
\begin{bmatrix}
0 \\
\vdots \\
\gamma_j \exp(\lambda_j t)
\end{bmatrix} \leftarrow j
\]
where \( \gamma_j \) depends on the particular initial state \( \xi_0 \). Considering \( \Sigma_p = (\lambda_1,\ldots,\lambda_p) \) with each \( \lambda_j \) real and stable and different from the invariant zeros, by applying this argument for all components of the tracking error, we obtain a set of solutions \( \begin{bmatrix}
v_1 \\
w_1
\end{bmatrix}, \begin{bmatrix}
v_2 \\
w_2
\end{bmatrix}, \ldots, \begin{bmatrix}
v_p \\
w_p
\end{bmatrix} \) of (13). If \( v_1,\ldots,v_p \) are linearly independent, we can choose \( F \) to be such that \( Fv_i = w_i \) for all \( i \in \{1,\ldots,p\} \). Then, for every \( \xi_0 \in \text{span}\{v_1,v_2,\ldots,v_p\} \), by superposition we find
\[
\epsilon(t) =
\begin{bmatrix}
\gamma_1 \exp(\lambda_1 t) \\
0 \\
\vdots \\
0
\end{bmatrix} +
\begin{bmatrix}
0 \\
\gamma_2 \exp(\lambda_2 t) \\
0 \\
\gamma_2 \exp(\lambda_2 t)
\end{bmatrix} + \ldots +
\begin{bmatrix}
0 \\
0 \\
\gamma_p \exp(\lambda_p t) \\
\gamma_p \exp(\lambda_p t)
\end{bmatrix} =
\begin{bmatrix}
\gamma_1 \exp(\lambda_1 t) \\
\gamma_2 \exp(\lambda_2 t) \\
\vdots \\
\gamma_p \exp(\lambda_p t)
\end{bmatrix}.
\]
However, this result only holds when \( \xi_0 \in \text{span}\{v_1,v_2,\ldots,v_p\} \). In order for this response to be achievable from any initial condition, we also need to render the remaining \( n-p \) closed-loop modes invisible at \( \epsilon(t) \). This task can be accomplished by exploiting the supremal stabilisability output-nulling subspace \( \mathcal{Y}_g^* \) of the system, which is defined as the largest subspace of \( \mathcal{X} \) for which a friend \( F \) exists such that, for every initial state lying on it, the corresponding state feedback generates a state trajectory that asymptotically converges to zero while the corresponding output (the tracking error in the present case) remains at zero. We will see in Section [IV] that a basis for \( \mathcal{Y}_g^* \) can always be obtained as the image of a matrix \( \begin{bmatrix} V_1 & V_2 & \ldots & V_d \end{bmatrix} \) that satisfies
\[
\begin{bmatrix}
A - \mu_j I_n & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V_j \\
W_j
\end{bmatrix} = 0,
\]
where \( \mu_j \) is a suitably chosen scalar.
for some other matrix \([W_1 \ W_2 \ldots \ W_d]\) partitioned conformably, where \(\{\mu_1, \ldots, \mu_t\}\) are the (distinct) minimum-phase invariant zeros of \(\Sigma\) and \(\{\mu_{t+1}, \ldots, \mu_d\}\) are arbitrary and stable (let us assume for the moment that they are real and distinct). If the dimension of \(\mathcal{Y}_g^* + \text{span}\{v_1, v_2, \ldots, v_p\}\) is equal to \(n\), every initial state \(\xi_0 \in \mathcal{X}\) can be decomposed as the sum \(\xi_v + \xi_r\), where \(\xi_v \in \mathcal{Y}_g^*\) and \(\xi_r \in \text{span}\{v_1, v_2, \ldots, v_p\}\). If for the sake of argument we have \(\dim \mathcal{Y}_g^* = n - p\), and we can find a set of linearly independent column vectors \(\{v_{p+1}, \ldots, v_n\}\) from the columns of \([V_1 \ V_2 \ldots \ V_d]\) that is linearly independent of \(\{v_1, \ldots, v_p\}\), we can take \(w_{p+1}, \ldots, w_n\) to be the columns of \(W_g\) that correspond to \(v_{p+1}, \ldots, v_n\), and construct the feedback control \(\omega(t) = F \xi(t)\) where \(F\) is such that 

\[
F \begin{bmatrix} v_1 & v_p & v_{p+1} & \ldots & v_n \end{bmatrix} = \begin{bmatrix} w_1 & w_p & w_{p+1} & \ldots & w_n \end{bmatrix},
\]

the response associated with \(\xi_v\) is identically zero, while the one associated with \(\xi_r\) is still given by \(
(15)\). Hence, the tracking error can be written as in \(8\) for any \(\xi_0 \in \mathcal{X}\). The closed-loop eigenvalues obtained with this matrix \(F\) are given by the union of \(\{\lambda_1, \ldots, \lambda_p\}\), with the set of values \(\mu_j\) that are associated with the columns \(\{v_{p+1}, \ldots, v_n\}\) chosen from \([V_1 \ V_2 \ldots \ V_d]\).

We now provide some more intuition on our design method by using an example that embodies all those system theoretic characteristics that are perceived as the major difficulties in achieving monotonic tracking. This system is MIMO, bi-proper, uncontrollable (although obviously stabilisable) and is characterised by 3 non-minimum phase zeros. To the best of the authors’ knowledge, there are no methods available in the literature that can solve the tracking problem for MIMO systems with a guaranteed monotonic response under such assumptions, and especially in the presence of three non-minimum phase invariant zeros. We also want to stress that this problem is even solved in closed form.

**Example 3.1:** Consider the bi-proper continuous-time LTI system \(\Sigma\) in \((1)\) with

\[
A = \begin{bmatrix}
-6 & 0 & 0 & 0 \\
3 & 3 & 0 & 0 \\
0 & 2 & 0 & 2 \\
-1 & 0 & 2 & 0 \\
0 & 2 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & -3 \\
0 & 4 & 2 \\
1 & -1 & 0 & -1 \\
0 & -1 & 0 & 0
\end{bmatrix}, \quad C = \begin{bmatrix}
-1 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 \\
0 & 3 & -3 & -3
\end{bmatrix}, \quad D = \begin{bmatrix}
0 & 0 & -2 & 0 \\
0 & 3 & -3 & -3 \\
0 & 0 & 2 & -2
\end{bmatrix}.
\]

We want to find a feedback matrix \(F\) such that the output of this system monotonically tracks a unit step in all output components, and the assignable closed-loop eigenvalues are equal to \(\lambda_1 = -1\), \(\lambda_2 = -2\) and \(\lambda_3 = -1\) for the corresponding error components. This system is not square since the number of inputs exceeds the number of outputs. It is seen to be right invertible but not left invertible. This system is not reachable but it is stabilisable, since the only uncontrollable eigenvalue is \(-6\), and is equal to the only minimum-phase invariant zero \(\mu_1 = z_1 = -6\) of the system. The other three invariant zeros of the system are non-minimum-phase, and their values are \(z_2 = 2\), \(z_3 = 3\) and \(z_4 = 5\). The first \(p = 3\) modes must be evenly distributed among the 3 components of the tracking error. The subspace of initial conditions for which the closed-loop
mode governed by the eigenvalue $\lambda_j$ appears in the $j$-th output-component is given by the span of $v_j$, where $v_j$ solves (13) for a suitable $w_j \in \mathcal{V}$. The linear equation (13) can be solved by pseudo-inversion with $\lambda_1 = -1$, $\lambda_2 = -2$ and $\lambda_3 = -1$, and gives

$$
\begin{bmatrix}
    v_1 \\
    v_2 \\
    v_3 \\
\end{bmatrix} = P_2^T(\lambda_1) \begin{bmatrix} 0 \\
    e_1 \end{bmatrix} = \frac{1}{18} \begin{bmatrix}
    0 & -27/4 & 20 & -29 & -3 & -29 & -9 & -9 & -9 \\
\end{bmatrix}^T,
$$

$$
\begin{bmatrix}
    v_2 \\
    v_3 \\
\end{bmatrix} = P_2^T(\lambda_2) \begin{bmatrix} 0 \\
    e_2 \end{bmatrix} = \frac{1}{21} \begin{bmatrix}
    0 & 0 & -9/2 & 26/5 & 1 & 13/5 & 4 & 0 & 0 \\
\end{bmatrix}^T,
$$

$$
\begin{bmatrix}
    v_3 \\
\end{bmatrix} = P_2^T(\lambda_3) \begin{bmatrix} 0 \end{bmatrix} = \frac{1}{18} \begin{bmatrix}
    0 & -27/4 & 7 & -55/4 & -3/2 & -55/4 & -9/2 & 0 & -9 \\
\end{bmatrix}^T.
$$

The subspace $\mathcal{V}_g^*$ is spanned by a matrix $V_g$ obtained from a basis matrix $\begin{bmatrix} V_g \\
    W_g \end{bmatrix}$ for the null-space of $\begin{bmatrix} A-z_1 B_n \& B \\
    C \& D \end{bmatrix}$. In this specific case we find $V_g = \begin{bmatrix} -2 & 2/3 & -41/22 & 0 \& -1/11 \end{bmatrix}$ and $W_g = \begin{bmatrix} 5 & 36/11 \& 1 \& 0 \\
    -6 & 0 \& 0 \& 0 \end{bmatrix}$. Indeed, the subspace of $\mathcal{V}$ spanned by any basis matrix of the null-space of $P_2(\lambda)$ for any other value $\lambda$ is linearly dependent of $\text{im} V_g$, and therefore does not contribute to the construction of a basis for $\mathcal{V}_g^*$. Since the dimension of $\mathcal{V}_g^*$ is equal to 2, two closed-loop modes can be rendered invisible at the tracking error. The columns of the square and non-singular matrix $V = [v_1 \ v_2 \ v_3 \ V_g]$ span the subspace $\mathcal{V}_g^* + \text{span}\{v_1, v_2, v_3\}$, which is $n$-dimensional. The response from any arbitrarily assigned initial error state $\xi_0 \in \mathcal{X}$ is given by the sum of the responses obtained by projecting the initial state on the subspaces $\text{im} V_g - \mathcal{V}_g^*$, $\text{span}\{v_1\}$, $\text{span}\{v_2\}$ and $\text{span}\{v_3\}$. The first projection gives a null contribution, because the corresponding state trajectory is invisible at the tracking error by definition of $\mathcal{V}_g^*$. The projection of the initial state on $\text{span}\{v_j\}$ is such that only the $j$-th component of the response is affected and is governed by the mode $\exp(\lambda_j t)$ as in (14), while all other components are equal to zero. By superposition, the overall state trajectory originating from $\xi_0$ yields a tracking error with one mode per component. The feedback matrix is given in closed form by

$$
F = WV^{-1} = \begin{bmatrix}
    68419 & -5351 & 5537 \\
    8250 & 2475 & 4590 \\
    802 & 12 & 4 \\
    725 & 27 & 4 \\
    -1121 & -12 & 0 \\
    125 & 36 & 0 \\
    -29 & 36 & 0 \\
    -9 & 25 & 0 \\
    -9 & 25 & 0 \\
    -6 & 125 & 16 \\
    -280 & 25 & -6 \\
\end{bmatrix},
$$

(17)

where $W = [w_1 \ w_2 \ w_3 \ W_g]$. The closed-loop eigenvalues are $\sigma(A + BF) = \{-2, -1, -6\}$ where the multiplicity of the eigenvalues $-1$ and $-6$ is equal to two as expected. In fact, these closed-loop eigenvalues are given by the union of the minimum-phase invariant zeros and the assigned closed-loop eigenvalues. The closed-loop eigenvalue corresponding to the minimum-phase zero appears with double multiplicity because the kernel of the Rosenbrock matrix $P_2(\lambda)$ evaluated at that minimum-phase invariant zero spans a two dimensional subspace. If the reference is $r =$
Fig. 1. Tracking errors of $\Sigma$ with respect to the reference $r = [2 \ 2 \ 2]^T$ with initial conditions $x_0 = [0.1 \ -0.2 \ 0.1 \ 0.1 \ 0]^T$ and $x_0 = [0.6 \ 0.2 \ 0.2 \ -0.2 \ 1]^T$, respectively.

[2 \ 2 \ 2]^T$, we compute $x_{ss}$ and $u_{ss}$ by solving (3), and we obtain $x_{ss} = [0 \ -2 \ 10/3 \ 0 \ -7/15]^T$ and $u_{ss} = [-48/5 \ -14/15 \ -1 \ -2]^T$. Given an arbitrary initial condition $\xi_0 \in \mathcal{X}$, we compute $\alpha = [\alpha_1 \ \ldots \ \alpha_5]^T$ from $\alpha = V^{-1} \xi_0$ and the tracking error that follows from the application of the control law $u(t) = F(x(t) - x_{ss}) + u_{ss}$ with the feedback matrix $F$ in (17), yields the tracking error $\epsilon(t) = [\gamma_1 \exp(-t) \ \gamma_2 \exp(-2t) \ \gamma_3 \exp(-t)]^T$, which has the single mode form of (15). Therefore, the system exhibits a globally monotonic step response. The tracking errors of the closed-loop system are shown in Figure [I] for two different initial conditions. 

Since the solvability condition for global monotonicity is given in terms of the dimension of the subspace $\mathcal{Y}_g^* + \text{span}\{v_1, \ldots, v_p\}$, and that $v_1, \ldots, v_p$ depend on the choice of the closed-loop eigenvalues $\lambda_1, \ldots, \lambda_p$, the solvability condition given in the previous example seems to depend on the particular choice of the closed-loop eigenvalues. The question at this point is: how does the choice of the closed-loop eigenvalues affect the dimension of $\mathcal{Y}_g^* + \text{span}\{v_1, \ldots, v_p\}$? Are there good and bad choices of the closed-loop eigenvalues? More generally, can we find alternative solvability conditions given solely in terms of the system structure and not in terms of a choice of eigenvalues? These are the crucial points that will be addressed in the sequel.

IV. MATHEMATICAL BACKGROUND

In the previous section we identified the basic tools that can be used to obtain a gain matrix $F$ such that $p$ of the $n$ closed-loop modes are evenly distributed into the $p$ components of the tracking error as in (15), and the remaining $n-p$ modes are rendered invisible at the tracking error. The first of these tools is the subspace $\mathcal{Y}_g^*$, which is made up of the sum of two parts. The first is the subspace $\mathcal{R}^*$, and the second is, loosely, the subspace spanned by the directions of the minimum-phase invariant zeros of $\Sigma$. In this section, we recall some important results concerning the relations between these subspaces and the null-space of the Rosenbrock system matrix pencil $P_\Sigma$. Given $\mu \in \mathbb{C}$, we use the symbol $N_\Sigma(\mu)$ to denote a basis matrix for the null-space of $P_\Sigma(\mu)$,
and we denote by \(d(\mu)\) the dimension of this null-space. Let \(d(\mu) = d\), unless \(\mu \in \mathcal{L}\), i.e., \(\mu\) is an invariant zero of \(\Sigma\), in which case \(d(\mu) > d\). Given a set of \(h\) self-conjugate complex numbers \(\mathcal{L} = \{\mu_1, \ldots, \mu_h\}\) containing exactly \(s\) complex conjugate pairs, we say that \(\mathcal{L}\) is \(s\)-conformably ordered if \(2s \leq h\) and the first \(2s\) values of \(\mathcal{L}\) are complex, while the remaining are real, and for all odd \(k \leq 2s\) we have \(\mu_k = \bar{\mu_k}\). For example, the sets \(\mathcal{L}_1 = \{1 + i, 1 - i, 3, -4\}\), \(\mathcal{L}_2 = \{10i, -10i, 2 + 2i, 2 - 2i, 7\}\) and \(\mathcal{L}_3 = \{3, -1\}\) are respectively 1-, 2- and 0-conformably ordered.

A. Computation of a basis of \(\mathcal{R}^*\)

The following result, see [18] and [19], presents a procedure for the computation of a basis matrix for \(\mathcal{R}^*\) and, simultaneously, for the parameterisation of all the friends of \(\mathcal{R}^*\) that place the eigenvalues of the closed-loop restricted to \(\mathcal{R}^*\) at arbitrary locations. This procedure aims at constructing a basis for \(\mathcal{R}^*\) starting from basis matrices \(N_\Sigma(\mu_i)\) of the null-spaces of the Rosenbrock matrix relative to an \(\sigma\)-conformably ordered set \(\mathcal{L} = \{\mu_1, \ldots, \mu_r\}\), where \(r \equiv \dim \mathcal{R}^*\), which will result as closed-loop eigenvalues. No generality is lost by assuming that for every odd \(i \in \{1, \ldots, 2\sigma\}\), the basis matrix \(N_\Sigma(\mu_i+1)\) is constructed as \(N_\Sigma(\mu_i+1) = N_\Sigma(\bar{\mu_i}) = \overline{N_\Sigma(\mu_i)}\).

**Lemma 2:** ([18], [19]). Let \(r = \dim \mathcal{R}^*\). Let \(\mathcal{L} = \{\mu_1, \ldots, \mu_r\} \subset \mathbb{R} \setminus \mathcal{L}\) be distinct. Let \(k_i \in \mathbb{R}^d\) for each \(i \in \{1, \ldots, r\}\), and define \(K \equiv \text{diag}\{k_1, \ldots, k_r\}\). Let

\[
\left[ \begin{array}{c}
V_k \\
W_k
\end{array} \right] \equiv \left[ \begin{array}{c|c|c}
N_\Sigma(\mu_1) & N_\Sigma(\mu_2) & \cdots & N_\Sigma(\mu_r)
\end{array} \right] K,
\]

where \(V_k \in \mathbb{R}^{n \times r}\) and \(W_k \in \mathbb{R}^{m \times r}\). Then, (i) Matrix \(V_k\) is generically full column-rank with respect to \(K\), i.e., \(\text{rank} V_k = r\) for every \(K\) except for those lying in a set of Lebesgue measure zero; (ii) For all \(K\) such that \(\text{rank} V_k = r\), we have \(\mathcal{R}^* = \text{im} V_k\); (iii) The set of all friends of \(\mathcal{R}^*\) such that \(\sigma(A + BF | \mathcal{R}^*) = \mathcal{L}\) is parameterised in \(K\) as \(F = W_k V_k^\dagger\), where \(K\) is such that \(\text{rank} V_k = r\).

Lemma 2 permits us to write a spanning set of \(\mathcal{R}^*\) in terms of the selection of at most \(r\) real numbers, as we now show. For any \(\mu \in \mathbb{R} \setminus \mathcal{L}\), let us define

\[
\mathcal{R}^*(\mu) \equiv \left\{ v \in \mathcal{X} \mid \exists w \in \mathcal{U} : \left[ \begin{array}{c}
A - \mu I_n \\
C
\end{array} \right] \left[ \begin{array}{c}
B \\
D
\end{array} \right] \left[ \begin{array}{c}
w
\end{array} \right] = 0 \right\}.
\]

From this definition, a decomposition of \(\mathcal{R}^*\) can be obtained from Lemma 2.

**Corollary 1:** Given any distinct set \(\{\mu_1, \ldots, \mu_r\} \subset \mathbb{R} \setminus \mathcal{L}\), there holds

\[
\mathcal{R}^* = \mathcal{R}^*(\mu_1) + \cdots + \mathcal{R}^*(\mu_r).
\]
Thus, \( \mathcal{P}(\mu_i) \) be defined as in Lemma 2. Let \( v \) be parameterised in \( \mathcal{P}(\mu_i) \). Matrix \( V_i \) is of full column-rank. Indeed, if \( \omega \in \ker V_i \), then \( \mathcal{P}(\mu_i) \begin{bmatrix} V_i \\ W_i \end{bmatrix} \omega = 0 \) implies \( \begin{bmatrix} B \\ D \end{bmatrix} W_i \omega = 0 \). Since \( \begin{bmatrix} B \\ D \end{bmatrix} \) is assumed to be of full column-rank, we conclude that \( \omega \in \ker W_i \), so that \( \omega \in \ker \begin{bmatrix} V_i \\ W_i \end{bmatrix} = \{0\} \), thus \( \omega \) is zero. The matrix \( V_i \) is a basis matrix for \( \mathcal{P}(\mu_i) \).

**B. Computation of a basis of \( \mathcal{V}_g^* \)**

We now turn our attention to the computation of \( \mathcal{V}_g^* \). From now on, we will assume that the minimum-phase invariant zeros are all distinct (i.e., their algebraic multiplicity is one):

**Assumption 4.1:** System \( \Sigma \) has no coincident minimum-phase invariant zeros.

This assumption does not lead to a significant loss of generality. In fact, the case of coincident zeros can be dealt with by using a procedure that is similar in spirit to that outlined in [25].

**Lemma 3:** ([18], [19]). Let \( r = \dim \mathcal{P}_g^* \) and assume that Assumption 4.1 holds. Let \( \mathcal{Z}_g = \{z_{r+1}, z_{r+2}, \ldots, z_{r+t}\} \) be the \( s \)-conformably ordered set of minimum-phase invariant zeros of \( \Sigma \). Let \( \mathcal{L} = \{\mu_1, \ldots, \mu_r\} \) be \( s \)-conformably ordered such that \( \mathcal{L} \cap \mathcal{Z}_g = \emptyset \). Let \( K = \text{diag}\{k_1, \ldots, k_r\} \) be defined as in Lemma 2. Let \( H \triangleq \text{diag}\{h_{r+1}, \ldots, h_{r+t}\} \), where \( h_i \in \mathbb{C}^{\dim(\ker \mathcal{P}_g(\zeta_i))} \) for all \( i \in \{r+1, \ldots, r+t\} \) and \( \overline{h}_i = h_{i+1} \) for all odd \( i - r \in \{1, \ldots, 2s_z - 1\} \). Let

\[
M_{K, H} = \begin{bmatrix}
N_\Sigma(\mu_1) & \cdots & N_\Sigma(\mu_r) & N_\Sigma(z_{r+1}) & \cdots & N_\Sigma(z_{r+t})
\end{bmatrix} \text{diag}(K, H)
\]

and let for all \( i \in \{1, \ldots, r+t\} \)

\[
\begin{bmatrix}
v_{K, H, i} \\
w_{K, H, i}
\end{bmatrix} = \begin{cases} 
\mathcal{R}(M_{K, H}^i) & \text{if } i-r \in \{1, \ldots, 2s_z\} \text{ is odd} \\
\mathcal{I}(M_{K, H}^i) & \text{if } i-r \in \{1, \ldots, 2s_z\} \text{ is even} \\
M_{K, H}^i & \text{if } i \in \{1, \ldots, r\} \cup \{r+2s_z+1, \ldots, r+t\}
\end{cases}
\]

where \( v_{K, H, i} \) are \( n \)-dimensional and \( w_{K, H, i} \) are \( m \)-dimensional for all \( i \). Finally, let

\[
V_{K, H} = \begin{bmatrix}
v_{K, H, 1} & \cdots & v_{K, H, r} & v_{K, H, r+1} & \cdots & v_{K, H, r+t}
\end{bmatrix},
\]

\[
W_{K, H} = \begin{bmatrix}
w_{K, H, 1} & \cdots & w_{K, H, r} & w_{K, H, r+1} & \cdots & w_{K, H, r+t}
\end{bmatrix}.
\]

Thus, (i) For almost every choice of \( K = \text{diag}\{k_1, \ldots, k_r\} \) and \( H = \text{diag}\{h_{r+1}, \ldots, h_{r+t}\} \) we have \( \text{rank}V_{K, H} = r+t \); (ii) If \( K \) and \( H \) are such that \( \text{rank}V_{K, H} = r+t \), the matrix \( V_{K, H} \) is a basis matrix for \( \mathcal{V}_g^* \) adapted to \( \mathcal{P}_g^* \); (iii) The set of all friends of \( \mathcal{V}_g^* \) such that \( \sigma(A+BF) \mathcal{V}_g^* = \mathcal{L} \cup \mathcal{Z}_g \) is parameterised in \( K \) and \( H \) as \( F_{K, H} = W_{K, H}V_{K, H}^\dagger \), where \( K, H \) are such that \( \text{rank}V_{K, H} = r+t \).

**Remark 1:** We now show how we can build a basis for \( \mathcal{V}_g^* \) using the result of Lemma 3. Let \( \{\mu_1, \mu_2, \ldots, \mu_g\} \subset \mathbb{C}_g \) include the minimum-phase invariant zeros. Let this set be \( s \)-conformably ordered. In view of Lemma 3 for all \( i \in \{1, \ldots, g\} \) we can find vectors \( \begin{bmatrix} \phi_i \\ \psi_i \end{bmatrix} \).
such that \( \begin{bmatrix} A - \mu I_n & B \\ C & D \end{bmatrix} \begin{bmatrix} \phi_i \\ \psi_i \end{bmatrix} = 0 \) for all \( i \in \{1, \ldots, g\} \) such that, by defining \( v_i = \Re\{\phi_i\} \) when \( i \leq 2s \) is odd, \( v_i = \Im\{\phi_i\} \) when \( i \leq 2s \) is even, and \( v_i = \phi_i \) when \( i \in \{2s+1, \ldots, g\} \), the matrix \([v_1 \ldots v_g]\) is of full column-rank. We can define \( w_1, \ldots, w_g \) similarly using \( \psi_i \) instead of \( \phi_i \).

Then, by virtue of Lemma 3 we have \( \text{span}\{v_1, \ldots, v_g\} = \mathcal{V}^* \).

**Corollary 2:** Let \( r = \dim\mathcal{R}^* \) and assume that Assumption 4.1 holds. Let \( \mathcal{Z}_g = \{z_1, \ldots, z_t\} \) be the \( s_z \)-conformably ordered set of minimum-phase invariant zeros of \( \Sigma \). When \( \mu \in \mathbb{C} \), let us define \( \mathcal{R}^*(\mu) \) as \( \{v \in X : \exists \beta \in \mathbb{R}\{0\}, \exists w \in \mathcal{U} : \begin{bmatrix} A - \mu I_n & B \\ C & D \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} = \begin{bmatrix} 0 \\ \beta e_j \end{bmatrix} \} \). There holds

\[ \mathcal{V}^*_g = \mathcal{R}^* + \mathcal{R}^*(z_1) + \ldots + \mathcal{R}^*(z_t). \]

V. Solution to Problem 3

Our aim in this section is to provide tractable and constructive necessary and sufficient conditions for the existence of a solution to the problem of global monotonicity.

A. A first necessary and sufficient condition for Problem 3

As explained above, in order to achieve a globally monotonic step response we need to find the feedback matrix \( F \) that evenly distributes \( p \) of the \( n \) closed-loop modes into the \( p \) components of the tracking error, and renders the remaining \( n - p \) modes invisible at the tracking error. The number of closed-loop modes that can be made invisible by state feedback equals the dimension of the subspace \( \mathcal{V}^*_g \). Thus, for the tracking control problem with global monotonicity to be solvable we need the condition \( \dim\mathcal{V}^*_g \geq n - p \) to be satisfied. This condition is only necessary, because we need also the linearly independent vectors \( v_1, \ldots, v_p \) obtained with the procedure indicated above to be linearly independent of \( \mathcal{V}^*_g \). In the case in which \( \dim\mathcal{V}^*_g > n - p \) holds, if it is possible to find linearly independent vectors \( v_1, \ldots, v_p \) that are independent of \( \mathcal{V}^*_g \), then not only is the monotonic tracking control problem solvable, but we are potentially able to also obtain a response that achieves instantaneous tracking in some outputs.

We now make a simplifying technical assumption, which in view of the discussion above amounts to putting ourselves in a “worse-case scenario” of all the possible situations in which the tracking problem is solvable. This assumption is made for the sake of simplicity:

**Assumption 5.1:** \( \dim\mathcal{V}^*_g = n - p \).

Let \( \lambda \in \mathbb{R} \). For all \( j \in \{1, \ldots, p\} \) we define

\[ \mathcal{R}^*_j(\lambda) \overset{\text{def}}{=} \left\{ v \in \mathcal{X} : \exists \beta \in \mathbb{R} \setminus \{0\}, \exists w \in \mathcal{U} : \begin{bmatrix} A - \lambda I_n & B \\ C & D \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} = \begin{bmatrix} 0 \\ \beta e_j \end{bmatrix} \right\}. \]  

(23)

It is easy to see that, given \( \lambda \in \mathbb{R} \), the set \( \mathcal{R}^*_j(\lambda) \) is not a subspace of \( \mathcal{X} \).
The following lemma provides a necessary and sufficient condition for Problem 3 to admit solutions in terms of the sets $\mathcal{R}_j(\lambda)$ defined above.

**Lemma 4:** Let $\mathcal{L}_p = (\lambda_1, \lambda_2, \ldots, \lambda_p) \in \mathbb{R}^p$ be such that in the continuous time $\lambda_j \in \mathbb{R}^-$, and in the discrete time $\lambda_j \in (0, 1)$. Under Assumptions 3.1 and 5.1 Problem 3 admits solution if and only if there exist $(v_1, \ldots, v_p) \in \mathcal{R}_1(\lambda_1) \times \cdots \times \mathcal{R}_p(\lambda_p)$ satisfying

$$\mathcal{Y}_g^* + \text{span}\{v_1, \ldots, v_p\} = \mathcal{X}^*.$$  \hfill (24)

**Proof:** Let us consider for the sake of argument the continuous time. The discrete case follows with the obvious substitutions. First, we show sufficiency. Since we are assuming $\dim \mathcal{Y}_g^* = n - p$ and that (24) holds, then $\dim(\text{span}\{v_1, \ldots, v_p\}) = p$, which means that $\{v_1, \ldots, v_p\}$ are linearly independent. From (23), there exists $w_i \in \mathcal{U}$ such that $[A-\lambda_i B C D] [v_i] = [0 \beta_i e_i]$ for $i \in \{1, \ldots, p\}$ where $\beta_i \neq 0$. We now build a basis for $\mathcal{Y}_g^*$ as shown in Corollaries 1 and 2. Since $\dim \mathcal{Y}_g^* = n - p$, let $\{\mu_1, \mu_2, \ldots, \mu_{n-p}\} \subset \mathbb{C}_g$ include the minimum-phase invariant zeros. Let this set be $s$-conformably ordered. Using the consideration in Remark 1, we find $\text{span}\{v_{p+1}, \ldots, v_n\} = \mathcal{Y}_g^*$, so that from (24) the set $\{v_1, \ldots, v_p, v_{p+1}, \ldots, v_n\}$ is linearly independent. Thus, constructing $\{w_{p+1}, \ldots, w_n\}$ also as in Remark 1 the feedback matrix $F \overset{\text{def}}{=} [w_1 \ldots w_n] [v_1 \ldots v_n]^{-1}$ satisfies

$$(A + BF) [v_1 \ldots v_p \ V_{p+1} \ldots v_{p+2} \ldots v_{p+2s-1} \ldots v_{p+2s+1} \ldots v_n] = \text{diag}\left\{\lambda_1, \ldots, \lambda_p, \left[\Re(\mu_1) - 3\Im(\mu_1)\right] \ldots, \left[\Re(\mu_{2s-1}) - 3\Im(\mu_{2s-1})\right] \ldots, \left[\Re(\mu_{2s-1}) - 3\Im(\mu_{2s-1})\right] \ldots, \left[\Re(\mu_{2s-1}) - 3\Im(\mu_{2s-1})\right], \mu_2, \ldots, \mu_{n-p}\right\} (C + DF) v_i = \begin{cases} \beta_i e_i & i \in \{1, \ldots, p\} \\ 0 & i \in \{p+1, \ldots, n\} \end{cases}$$

Let $\xi_0 = \xi(0)$ be the initial error state, and define $\alpha \overset{\text{def}}{=} [v_1 \ldots v_n]^{-1} \xi_0$. We find

$$\varepsilon(t) = (C + DF) \exp[(A + BF)t] \xi_0$$

$$= \sum_{i=1}^{p} \exp(\lambda_i t) (C + DF) v_i \alpha_i = \sum_{i=1}^{p} \beta_i e_i \exp(\lambda_i t) \alpha_i = \begin{bmatrix} \beta_1 \alpha_1 \exp(\lambda_1 t) \\ \vdots \\ \beta_p \alpha_p \exp(\lambda_p t) \end{bmatrix},$$

so that each component of $\varepsilon(t)$ is given by a single exponential, and is therefore monotonic.

Let us now consider necessity. If Problem 3 admits the solution $F$, by Lemma 1, the tracking error has a single closed-loop mode per component, i.e., it is in the form given by (15). This implies that the remaining $n - p$ closed-loop modes (which are asymptotically stable because $F$ is stabilising) must disappear from the tracking error. Hence, $\dim \mathcal{Y}_g^* \geq n - p$ (and in particular $\dim \mathcal{Y}_g^* = n - p$ in view of Assumption 5.1). Let us define, as in Lemma 1, by $V \overset{\text{def}}{=} [v_1 v_2 \ldots v_n]$ the eigenvector matrix of $A + BF$, so that $V$ is invertible (recall that the closed-loop eigenvalues
are distinct as established in the proof of Lemma 1. No generality is lost by assuming that \( \{v_{p+1}, \ldots, v_n\} \) is a basis for \( \mathcal{Y}_g^* \). Let us define \( \xi_0 \in \mathcal{X} \) and \( \alpha = V^{-1} \xi_0 \) as in Lemma 1. Then

\[
\varepsilon(t) = \left( C + DF \right) \left[ v_1 e^{\lambda_1 t} \alpha_1 + \ldots + v_p e^{\lambda_p t} \alpha_p \right] = \begin{bmatrix}
\gamma_1 \exp(\lambda_1 t) \\
\vdots \\
\gamma_p \exp(\lambda_p t)
\end{bmatrix}
\]

for some \( \gamma_1, \ldots, \gamma_p \in \mathbb{R} \), since \( (C + DF) v_i = \{0\} \) for all \( i \in \{p+1, \ldots, n\} \). Consider \( \varepsilon_j(t) = [0 \ldots \gamma_j \exp(\lambda_j t) \ldots 0]^\top \), which corresponds to the (non-unique) initial error state \( \xi_{0,j} = Ve_j \), where \( e_j \) is the \( j \)-th canonical basis vector of \( \mathcal{X} \). It is easy to see that \( \xi_{0,j} \) spans an output-nulling subspace of the system \( (A, B, C(j), D(j)) \) obtained by removing the \( j \)-th output because all components of \( \varepsilon_j(t) \) except the \( j \)-th are zero. Since in \( \varepsilon_j(t) \) there is only one mode, we have \( (A + BF) \xi_{0,j} = \lambda_j \xi_{0,j} \) and \( (C(j) + D(j)F) \xi_{0,j} = 0 \). The latter implies \( (C + DF) \xi_{0,j} = \gamma_j e_j \) for a certain \( \gamma_j \), which cannot be zero, because this would imply \( \dim \mathcal{Y}_g^* > n - p \) against Assumption 5.1. Thus, we may define \( v_j = \frac{1}{\gamma_j} \xi_{0,j} \) and \( w_j = \frac{1}{\gamma_j} F \xi_{0,j} \), which satisfy (13). By superposition, we need \( \{v_1, \ldots, v_p\} \) to span a \( p \)-dimensional subspace of \( \mathcal{X} \), independent of \( \mathcal{Y}_g^* \).

Remark 2: Whenever (24) is satisfied, Problem 3 can be solved with an arbitrary convergence rate. At first glance, this property seems to be in contrast with the fact that the pair \( (A, B) \) has not been assumed to be completely reachable, but only stabilisable. In other words, one may argue that the uncontrollable modes (which are asymptotically stable), may limit the convergence rate. However, it is easy to see that this is not the case. Indeed, from the right invertibility of the quadruple \( (A, B, C, D) \), one can conclude that every uncontrollable eigenvalue of the pair \( (A, B) \) is also an invariant zero of \( \Sigma \). Hence, every uncontrollable eigenvalue of the pair \( (A, B) \) is rendered invisible at the tracking error, and therefore it does not limit the rate of convergence. It is also worth observing that there is freedom in the choice of the closed-loop eigenvalues associated with \( \mathcal{Y}_g^* \), when computing a basis matrix for \( \mathcal{Y}_g^* \). Even though these eigenvalues are invisible at the tracking error (and hence any choice will be correct as long as they are asymptotically stable and distinct from the minimum-phase invariant zeros) this freedom may be important for the designer, since the selection of closed-loop eigenvalues affects other considerations like control amplitude/energy. Thus, it is worth emphasising that the designer has complete freedom to choose any set of stable eigenvalues provided the minimum-phase invariant zeros are included, and provided at least \( p \) of these meet the desired convergence rate.

---

\(^4\)This can be seen by observing that an uncontrollable eigenvalue \( \lambda \) of \( (A, B) \) either belongs to \( \sigma(A + BF | \mathcal{Y}^*/\mathcal{Y}^* + \mathcal{R}_0) \), or to \( \sigma(A + BF | \mathcal{Y}^*/\mathcal{R}^*) \), where \( \mathcal{R}_0 = \langle A, \im B \rangle \) is the reachability subspace of the pair \( (A, B) \), i.e., the smallest \( A \)-invariant subspace containing the range of \( B \), and \( \Phi \) is any friend of \( \mathcal{Y}^* \). Since \( \mathcal{R}_0 \) is contained in the smallest input-containing subspace \( \mathcal{X} \) of \( \Sigma \) Chapter 8), and the right-invertibility is equivalent to the condition \( \mathcal{Y}^*/\mathcal{R}_0 = \mathcal{X} \) since the matrix \( [C \ D] \) has been assumed to be of full row-rank (Theorem 8.27), we also have \( \mathcal{Y}^* + \mathcal{R}_0 = \mathcal{X} \). Hence, \( \lambda \in \sigma(A + BF | \mathcal{Y}^*/\mathcal{R}^*) \), i.e., \( \lambda \in \mathcal{X} \).
Lemma 4 already provides a set of necessary and sufficient conditions for the solvability of the globally monotonic tracking control problem. However, such conditions are not easy to test, because they are given in terms of the sets \( \hat{R}_j(\lambda_j) \) which are not, in general, subspaces of \( \mathcal{X} \). The tools that we now present are aimed at replacing \( \hat{R}_j(\lambda_j) \) in condition (24) with particular reachability subspaces of the state-space, which we now define. As in the proof of Lemma 4, for each output \( j \in \{1,\ldots,p\} \) we introduce \( \Sigma_j = (A, B, C(j), D(j)) \) as the quadruple in which \( C(j) \in \mathbb{R}^{(p-1) \times n} \) and \( D(j) \in \mathbb{R}^{(p-1) \times m} \) are obtained by eliminating the \( j \)-th row from \( C \) and \( D \), respectively. We observe that the right invertibility of the quadruple \( (A, B, C, D) \) guarantees that the set of invariant zeros of \( \Sigma \) contains the set of invariant zeros of \( \Sigma_j \) for any \( j \in \{1,\ldots,p\} \).

The largest output nulling reachability subspace of \( \Sigma_j \) is denoted by \( \hat{R}_j \). Similarly to what was done for \( \hat{R}^* \) in Corollary 1 for any distinct set \( \{\mu_1, \ldots, \mu_r\} \subset \mathbb{R} \setminus \mathcal{X} \), we decompose \( \hat{R}_j^* \) as

\[
\hat{R}_j^* = \hat{R}_j^*(\mu_1) + \cdots + \hat{R}_j^*(\mu_r),
\]

where \( r_j = \dim \hat{R}_j^* \) and

\[
\hat{R}_j^*(\mu_i) \overset{\text{def}}{=} \big\{ v \in \mathcal{X} \ | \ \exists w \in \mathcal{U} : \begin{bmatrix} A-\mu_i I_n & B \\ C(j) & D(j) \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} = 0 \big\}.
\]

Remark 3: As established in Corollary 1, a spanning set for \( \hat{R}_j^*(\mu_i) \) is given by the columns of \( V_i \), where \( V_i \) is the upper part of a basis matrix \( \begin{bmatrix} V_i & W_i \end{bmatrix} \) of \( \begin{bmatrix} A-\mu_i I_n & B \\ C(j) & D(j) \end{bmatrix} \). However, differently from \( \hat{R}^*(\mu) \), this time it is not guaranteed that \( V_i \) obtained in this way is of full column-rank, because the matrix \( \begin{bmatrix} B \\ D(j) \end{bmatrix} \) may very well have a non-trivial kernel.

The relationship between \( \hat{R}_j(\mu) \) and \( \hat{R}_j^*(\mu) \) is stated through the two following results.

**Proposition 1:** Let \( \mu \in \mathbb{R} \setminus \mathcal{X} \). For all \( j \in \{1,\cdots,p\} \), there holds

\[
\hat{R}_j(\mu) = \hat{R}_j^*(\mu) \cup \hat{R}^*(\mu)
\]

**Proof:** First, we prove that \( \hat{R}_j^*(\mu) \supseteq \hat{R}_j^*(\mu) \cup \hat{R}^*(\mu) \). To this end, we first show that \( \hat{R}_j^*(\mu) \subseteq \hat{R}_j^*(\mu) \). Let \( v \in \hat{R}_j^*(\mu) \). There exist \( w \in \mathcal{U} \) and \( \beta \in \mathbb{R} \setminus \{0\} \) such that \( \begin{bmatrix} A-\mu I_n & B \\ C(j) & D(j) \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} = 0 \). Hence, \( v \in \hat{R}_j^*(\mu) \). We now show that \( \hat{R}_j^*(\mu) \subseteq \hat{R}_j^*(\mu) \). Let \( v \in \hat{R}_j^*(\mu) \). Then, there exist \( w \in \mathcal{U} \) such that \( \begin{bmatrix} A-\mu I_n & B \\ C(j) & D(j) \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \), which again implies that \( C(j) v + D(j) w = 0 \), so that \( v \in \hat{R}_j^*(\mu) \). Hence, \( \hat{R}_j(\mu) \cup \hat{R}^*(\mu) \subseteq \hat{R}_j^*(\mu) \) holds.

We now show that \( \hat{R}_j^*(\mu) \subseteq \hat{R}_j^*(\mu) \cup \hat{R}^*(\mu) \). Let \( v \) be an element of \( \hat{R}_j^*(\mu) \). Then, there exists a \( w \in \mathcal{U} \) such that \( \begin{bmatrix} A-\mu I_n & B \\ C(j) & D(j) \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} = 0 \). Let \( \beta = C_j v + D_j w \). Then, \( \begin{bmatrix} A-\mu I_n & B \\ C(j) & D(j) \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} = \begin{bmatrix} 0 \\ \beta e_j \end{bmatrix} \). If \( \beta \neq 0 \), we have \( v \in \hat{R}_j(\mu) \), whereas if \( \beta = 0 \), we find \( v \in \hat{R}^*(\mu) \). Thus, \( v \in \hat{R}_j(\mu) \cup \hat{R}^*(\mu) \).
**Proposition 2:** Let $\mu \in \mathbb{R} \setminus \mathcal{X}$. For all $j \in \{1, \ldots, p\}$, there holds

$$m_{\mathcal{X}^*_j(\mu)}(\mathcal{R}_j^*(\mu)) = 0.$$  \hfill (28)

**Proof:** Since $\Sigma$ is right invertible and $\mu$ is not an invariant zero, the inclusion $\mathcal{R}^*_j(\mu) \subseteq \mathcal{R}_j^*(\mu)$ deriving from Proposition II becomes $\mathcal{R}(\mu) \subseteq \mathcal{R}_j^*(\mu)$. Indeed, in such a case, $[C_j \ D_j]$ is linearly independent from every row of $[A - \mu I \ B \ C_{(j)} \ D_{(j)}]$. This implies that $\dim \mathcal{R}^*_j(\mu) < \dim \mathcal{R}_j^*(\mu)$, so that $m_{\mathcal{X}^*_j(\mu)}(\mathcal{R}^*_j(\mu)) = 0$. Moreover, Proposition I ensures that $\mathcal{R}^*_j(\mu) \subseteq \mathcal{R}^*(\mu)$, which in general does not hold as an equality since $\mathcal{R}^*_j(\mu)$ and $\mathcal{R}_j^*(\mu)$ may very well have non-zero intersection. Thus, (28) follows readily.

Roughly speaking, this result, together with Proposition I, implies that $\mathcal{R}^*_j(\mu)$ is coincident with $\mathcal{R}_j^*(\mu)$ modulo a set of points belonging to a proper algebraic variety within $\mathcal{R}^*_j(\mu)$. This essential step justifies the fact that from now on we will use $\mathcal{R}^*_j(\mu)$, instead of $\mathcal{R}_j^*(\mu)$, to establish constructive necessary and sufficient condition for our tracking problem.

**B. A tractable condition for the solution of Problem 3**

Let $\hat{\mathcal{L}}_p$ be the set of all $p$-tuples $(\lambda_1, \ldots, \lambda_p) \in \mathbb{R}^p$ such that for all $i \in \{1, \ldots, p\}$ we have $\lambda_i \not\in \mathcal{X}$, and $\lambda_i \in \mathbb{R}^{-}$ or $\lambda_i \in (0, 1)$ in the continuous or in the discrete time, respectively.

**Theorem 1:** Let $\mathcal{L}_p = (\lambda_1, \ldots, \lambda_p) \in \hat{\mathcal{L}}_p$. Problem 3 admits solution if and only if

$$\forall S \in 2^{\{1, \ldots, p\}}, \quad \dim \left( \mathcal{V}^*_g + \sum_{j \in S} \mathcal{R}^*_j(\lambda_j) \right) \geq n - p + \text{card}(S).$$  \hfill (29)

**Proof:** We begin by defining the propositions

$$q_1 : \quad \mathcal{V}^*_g + \text{span}\{v_1, \ldots, v_p\} = \mathcal{X},$$  \hfill (30)

$$q_2 : \quad (v_1, \ldots, v_p) \in \mathcal{R}_1(\lambda_1) \times \cdots \times \mathcal{R}_p(\lambda_p),$$  \hfill (31)

and the sets

$$\mathcal{T}_1 \overset{\text{def}}{=} \{(v_1, \ldots, v_p) \in \mathcal{R}_1(\lambda_1) \times \cdots \times \mathcal{R}_p(\lambda_p) | \neg q_1\},$$

$$\mathcal{T}_2 \overset{\text{def}}{=} \{(v_1, \ldots, v_p) \in \mathcal{R}_1(\lambda_1) \times \cdots \times \mathcal{R}_p(\lambda_p) | \neg q_2\},$$

$$\mathcal{T}_{1,2} \overset{\text{def}}{=} \{(v_1, \ldots, v_p) \in \mathcal{R}_1(\lambda_1) \times \cdots \times \mathcal{R}_p(\lambda_p) | \neg (q_1 \land q_2)\}.$$  \hfill \smallskip

Suppose that (29) is satisfied. We define for the sake of conciseness $\mathcal{R} \overset{\text{def}}{=} \mathcal{R}_1(\lambda_1) \times \cdots \times \mathcal{R}_p(\lambda_p)$. Then, $m(\mathcal{T}_1) = 0$ and $m(\mathcal{T}_2) = 0$ are ensured by Lemma 5 in Appendix A, and Proposition 2. Since $\mathcal{T}_{1,2} = \mathcal{T}_1 \cup \mathcal{T}_2$, it follows that $m(\mathcal{T}_{1,2}) \leq m(\mathcal{T}_1) + m(\mathcal{T}_2) = 0$. This is equivalent to saying that for almost all $(v_1, \ldots, v_p) \in \mathcal{R}_1(\lambda_1) \times \cdots \times \mathcal{R}_p(\lambda_p)$ both $q_1$ and $q_2$ hold.
According to Lemma 4, this proves that Problem 3 admits solution. Suppose now that (29) is not satisfied and note that Proposition 1 ensures that \( \mathcal{R}(\lambda_1) \times \cdots \times \mathcal{R}(\lambda_p) \subset \mathcal{R}(\lambda_1) \times \cdots \times \mathcal{R}(\lambda_p) \) since every \( \lambda_j \) belongs to \( \mathbb{R} \setminus \mathcal{X} \). In such a case, the second statement of Lemma 5 guarantees that there is no \( (v_1, \cdots, v_p) \) verifying \( q_1 \) which belongs to \( \mathcal{R}(\lambda_1) \times \cdots \times \mathcal{R}(\lambda_p) \supset \mathcal{R}(\lambda_1) \times \cdots \times \mathcal{R}(\lambda_p) \). Thus, Problem 3 does not admit solution in view of Lemma 4.

Example 5.1: Consider the system in Example 3.1. If we denote by \( \{e_1, \ldots, e_5\} \) the canonical basis in \( \mathcal{X} = \mathbb{R}^5 \), it is easily verified that \( \mathcal{R}^*_1 = \mathcal{R}^*_3 = \text{span}\{e_2, e_3, e_4, e_5\} \), \( \mathcal{R}_2 = \text{span}\{e_3, e_4, e_5\} \).

We recall that \( \gamma^\ast_g = \text{im} \begin{bmatrix} -2 & 2/3 & -41/22 & 0 & -1/11 \end{bmatrix} \). In this case, (29) can be written as:

\[
\text{dim}(\gamma^\ast_g + \mathcal{R}^*_j) \geq n - p + 1 \quad \forall j \in \{1, 2, 3\}
\]

\[
\text{dim}(\gamma^\ast_g + \mathcal{R}^*_i + \mathcal{R}^*_j) \geq n - p + 2 \quad \forall i, j \in \{1, 2, 3\} \text{ such that } i \neq j
\]

\[
\text{dim}(\gamma^\ast_g + \mathcal{R}^*_1 + \mathcal{R}^*_2 + \mathcal{R}^*_3) \geq n - p + 3.
\]

In the present case, these conditions are verified. Indeed, we find \( \gamma^\ast_g + \mathcal{R}^*_1 = \gamma^\ast_g + \mathcal{R}^*_3 = \mathcal{X} \), the dimension of \( \gamma^\ast_g + \mathcal{R}^*_2 \) is 4, and \( \gamma^\ast_g + \mathcal{R}^*_1 + \mathcal{R}^*_2 + \mathcal{R}^*_3 = \mathcal{X} \).

C. Computation of the gain feedback

Let \( V_g \) be a basis matrix for \( \gamma^\ast_g \). We first consider the case in which \( V_g \) has \( h = n - p \) columns. Let \( V_g = \begin{bmatrix} v_{g, 1} & v_{g, 2} & \cdots & v_{g, h} \end{bmatrix} \) and \( W_g = \begin{bmatrix} w_{g, 1} & w_{g, 2} & \cdots & w_{g, h} \end{bmatrix} \), which satisfy \( A - \mu_i L_n B C D \begin{bmatrix} v_{g, i} \\ w_{g, i} \end{bmatrix} = 0 \) (here we assume for the sake of simplicity that all the \( \mu_i \) are real, but in the case of complex conjugate minimum-phase invariant zeros, one can apply the construction of Corollaries 1 and 2 with the obvious modifications). The necessary and sufficient condition \( \gamma^\ast_g + \text{span}\{v_1, \ldots, v_p\} = \mathcal{X} \) is satisfied with \( (v_1, \ldots, v_p) \in \mathcal{R}^*_1(\lambda_1) \times \cdots \times \mathcal{R}^*_p(\lambda_p) \) and, hence, there exists \( \{w_1, \ldots, w_p\} \) such that \( \begin{bmatrix} A - \lambda_i L_n B \\ C D \end{bmatrix} \begin{bmatrix} v_i \\ w_i \end{bmatrix} = 0 \). Since this condition is equivalent to the condition \( \text{rank}[v_1 \ldots v_p V_g] = n \), we can compute \( F = W V V^{-1} \). From Proposition 2 \( (v_1, \ldots, v_p) \in \mathcal{R}^*_1(\lambda_1) \times \cdots \times \mathcal{R}^*_p(\lambda_p) \) generically holds. Then, \( F \) ensures that \( (A + BF) v_{g,i} = \mu_i v_{g,i} \) and \( (C + DF) v_{g,i} = 0 \) for all \( i \in \{1, \ldots, n - p\} \), and that there exist \( \beta_i \neq 0 \) such that \( \begin{bmatrix} A - \lambda_i L_n B \\ C D \end{bmatrix} \begin{bmatrix} v_i \\ w_i \end{bmatrix} = \begin{bmatrix} 0 \\ \beta_i e_i \end{bmatrix} \), which in turn gives \( (A + BF) v_i = \lambda_i v_i \) and \( (C + DF) v_i = \beta_i e_i \) for all \( i \in \{1, \ldots, p\} \). Therefore, \( \sigma(A + BF) = \{\lambda_1, \ldots, \lambda_p, \mu_1, \ldots, \mu_{n-p}\} \) and

\[
\varepsilon(t) = (C + DF) \exp(\lambda_1 t) v_1 \gamma_1 + \cdots + (C + DF) \exp(\lambda_p t) v_p \gamma_p = \begin{bmatrix} \beta_1 \gamma_1 \exp(\lambda_1 t) \\ \vdots \\ \beta_p \gamma_p \exp(\lambda_p t) \end{bmatrix}
\]

for some \( \gamma_1, \ldots, \gamma_p \in \mathbb{R} \) as required. We now consider the case where Assumption 5.1 does not hold. In other words, since we know that \( \text{dim} \gamma^\ast_g \geq n - p \) is a necessary solvability condition, we now assume \( \text{dim} \gamma^\ast_g = h > n - p \).
Proposition 3: Let \( \mathcal{L}_p = (\lambda_1, \ldots, \lambda_p) \in \hat{\mathcal{L}}_p \). Problem 3 admits solution if and only if there exists a set \( \delta \subseteq \{1, \ldots, p\} \) satisfying \( \text{card}(\delta) = n - h \) and
\[
\forall S \in 2^\delta, \quad \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j) \right) \geq h + \text{card}(S). \tag{32}
\]

Proof: Using the same argument of the proof of Lemma 4, Problem 3 is seen to admit solutions if and only if there exists \( \delta \subseteq \{1, \ldots, p\} \) with \( \text{card}(\delta) = n - h \) and a bijective map \( \beta : \{1, \ldots, n - h\} \rightarrow \delta \) such that \( (v_{\beta(1)}, \ldots, v_{\beta(n-h)}) \in \hat{\mathcal{R}}_{\beta(1)}(\lambda_{\beta(1)}) \times \cdots \times \hat{\mathcal{R}}_{\beta(n-h)}(\lambda_{\beta(n-h)}) \) satisfies \( \mathcal{V}_g^* + \text{span}\{v_{\beta(1)}, \ldots, v_{\beta(n-h)}\} = \mathcal{X} \). The proof of Theorem 1 can now be extended to this case.

Condition (32) guarantees the existence of two sets of vectors \( \{v_1, \ldots, v_{n-h}\} \) and \( \{w_1, \ldots, w_{n-h}\} \) such that \( \mathcal{V}_g^* + \text{span}\{v_1, \ldots, v_{n-h}\} = \mathcal{X} \) and \([A-I_{\beta(i)} \ l_n \ B \ C_{\beta(i)} \ D_{\beta(i)}]\) \( [v_i \ w_i] = 0 \) for all \( 1 \leq j \leq n-h \), where \( \beta : \{1, \ldots, n-h\} \rightarrow \delta \) is a bijective mapping. In such a case, \( \text{rank}[v_1 \ldots v_{n-h} V_g] = n \) and we can compute \( F = W V^{-1} \) which gives \( \sigma(A + BF) = \{\lambda_{\beta(1)}, \ldots, \lambda_{\beta(n-h)}, \mu_1, \ldots, \mu_h\} \). The tracking error is made up of at most a single closed-loop mode per component, but \( h - (n-p) \) components of the tracking error are identically equal to zero, which means that in those components the output is identically equal to the corresponding component of the reference signal for any initial condition (and this obviously can only happen whenever the corresponding row of the feedthrough matrix \( D \) is non-zero). Although fully tractable, the necessary and sufficient condition proposed in Proposition 3 requires to test each \( \binom{n-h}{p} \) possible injective map \( \beta : \{1, \ldots, n-h\} \rightarrow \delta \). A necessary and sufficient condition for Problem 3 is
\[
\dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j) \right) \geq n - p + \text{card}(S) \quad \forall S \in \{S \in 2^{\{1, \ldots, p\}} \mid \text{card}(S) > h - (n-p)\}, \tag{33}
\]
which clearly reduces to (29) when \( h = n - p \). We omit the proof.

VI. SOLUTION TO PROBLEM 1

In this section, the role played by the eigenvalues \( \mathcal{L}_p = (\lambda_1, \lambda_2, \cdots, \lambda_p) \) in the existence of solutions to Problem 3 is investigated.

Theorem 2: Problem 1 admits solution if and only if
\[
\forall S \in 2^{\{1, \ldots, p\}}, \quad \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j) \right) \geq n - p + \text{card}(S). \tag{34}
\]

Proof: Suppose that (34) is not satisfied. This means that there exists \( S \in 2^{\{1, \ldots, p\}} \) such that \( \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j) \right) < n - p + \text{card}(S) \), which gives \( \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j) \right) < n - p + \text{card}(S) \).
for any \((\lambda_1, \cdots, \lambda_p) \in \hat{\Sigma}_p\), since by (25) there holds \(R_j^*(\lambda_j) \subseteq R_j^*\) for all \(j \in \{1, \cdots, p\}\) and \(\lambda_j \in \mathbb{R}\setminus \mathcal{P}\). In view of Theorem 1, this shows that Problem 3 is never solvable, which implies that Problem 1 does not admit solution.

Let us now assume that (34) is valid. Consider the \(p\)-tuples \((\lambda_1, \cdots, \lambda_p) \in \hat{\Sigma}_p\) for which (29) does not hold, i.e., for which there exists \(S \in 2^{\{1, \cdots, p\}}\) satisfying

\[
q : \quad \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j) \right) < n - p + \text{card}(S).
\]

The set of all those \(p\)-tuples restricted to the subset \(2^{\{1, \cdots, c\}} \subseteq 2^{\{1, \cdots, p\}}\), for \(c \in \{1, \cdots, p\}\), is

\[
\mathcal{P}_c \overset{\text{def}}{=} \left\{ (\lambda_1, \cdots, \lambda_p) \in \hat{\Sigma}_p \mid \exists S \in 2^{\{1, \cdots, c\}} : q \right\}.
\]

We prove that \(\mathcal{P}_p\) has empty interior; indeed, in such case that there exists \((\lambda_1, \cdots, \lambda_p) \in \hat{\Sigma}_p\) satisfying (29), leading to a solution of Problem 3 by virtue of Theorem 1. To prove this fact, we proceed by induction on \(c \in \{1, \cdots, p\}\). Consider the following condition:

\[
\forall S \in 2^{\{1, \cdots, c\}}, \quad \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^* \right) \geq n - p + \text{card}(S).
\]

The Inductive Hypothesis (IH) for \(c\) reads as

\[
\text{(IH)} : (37) \Rightarrow \mathcal{P}_c \text{ has empty interior. (38)}
\]

We show that (IH) holds for \(c = 1\), i.e., if \(\dim(\mathcal{V}_g^* + \mathcal{R}_1^*) \geq n - p + 1\), then \(\mathcal{P}_1\) has empty interior, where \(\mathcal{P}_1 = \{(\lambda_1, \cdots, \lambda_p) \in \hat{\Sigma}_p | \dim(\mathcal{V}_g^* + \mathcal{R}_1^*(\lambda_1)) < n - p + 1\}\). Suppose by contradiction that \(\mathcal{P}_1\) has non-empty interior. Then, there exists an open interval contained in \(\mathcal{P}_1\) and hence there exists a set \(L_1 \subset \mathcal{P}_1\) composed of \(r_1 = \dim \mathcal{R}_1^*\) distinct real numbers not coincident with the invariant zeros of \(\Sigma\). By Assumption 5.1 and the definition of \(\mathcal{P}_1\), for all \(i \in \{1, \cdots, r_1\}\),

\[
n - p \leq \dim(\mathcal{V}_g^*) \leq \dim(\mathcal{V}_g^* + \mathcal{R}_1^*(\lambda_1^i)) < n - p + 1,
\]

where \(\{\lambda_1^1, \cdots, \lambda_{r_1}^1\} = L_1\). This implies that \(\dim(\mathcal{V}_g^*) = \dim(\mathcal{V}_g^* + \mathcal{R}_1^*(\lambda_1^1)) = n - p\), and hence \(\mathcal{R}_1^*(\lambda_1^i) \subseteq \mathcal{V}_g^*\). Thus, \(\mathcal{R}_1^*(\lambda_1^1) + \cdots + \mathcal{R}_1^*(\lambda_{r_1}^1) \subseteq \mathcal{V}_g^*\). Since the elements of \(L_1\) are distinct from the invariant zeros of \(\Sigma\), (25) ensures that \(\mathcal{R}_1^* = \mathcal{R}_1^*(\lambda_1^1) + \cdots + \mathcal{R}_1^*(\lambda_{r_1}^1)\). This gives \(R_1^* \subseteq \mathcal{V}_g^*\), which in turn leads to \(\dim(\mathcal{V}_g^* + \mathcal{R}_1^*) = \dim(\mathcal{V}_g^*) = n - p\). Since (34) immediately leads to \(\dim(\mathcal{V}_g^* + \mathcal{R}_1^*) \geq n - p + 1\), we get to a contradiction. We conclude that \(\mathcal{P}_1\) has empty interior and (IH) is verified for \(c = 1\). Next, let \(c \in \{1, \cdots, p - 1\}\) and assume that (IH) holds for \(c\); we show that (IH) also holds for \(c + 1\). To this end, let us introduce

\[
\mathcal{H}_{c+1} \overset{\text{def}}{=} \left\{ (\lambda_1, \cdots, \lambda_p) \in \hat{\Sigma}_p \mid \exists S \in 2^{\{1, \cdots, c+1\}} \setminus \{1, \cdots, c + 1\} : q \right\} \subset \mathcal{P}_{c+1}.
\]
Observe that \( \mathcal{P}_{c+1} \) can be decomposed as \((\mathcal{P}_{c+1} \cap \mathcal{H}_{c+1}) \cup (\mathcal{P}_{c+1} \setminus \mathcal{H}_{c+1})\). Thus, to prove that \( \mathcal{P}_{c+1} \) has empty interior, it suffices to prove that both \( \mathcal{P}_{c+1} \cap \mathcal{H}_{c+1} \) and \( \mathcal{P}_{c+1} \setminus \mathcal{H}_{c+1} \) have empty interior. Corollary 3 in Appendix B ensures that this is true for the latter. To prove that this also holds for the former, we first show that \( \mathcal{H}_{c+1} \) has empty interior. Let

\[
\mathcal{H}_{c+1}^{(j)} \seteq \{ (\lambda_1, \cdots, \lambda_p) \in \hat{\mathcal{L}}_p \mid \exists S \in 2^{\{1, \cdots, c+1\} \setminus \{j\}} : q \},
\]

and consider the condition

\[
\forall S \in 2^{\{1, \cdots, c+1\} \setminus \{j\}}, \quad \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^* \right) \geq h + \text{card}(S) \tag{41}
\]

for all \( j \in \{1, \cdots, c+1\} \). By means of a simple reindexing, it is seen that (IH) is equivalent to

\[
\text{(41)} \Rightarrow \mathcal{H}_{c+1} \text{ has empty interior,} \tag{42}
\]

which is now valid for all \( j \in \{1, \ldots, c+1\} \). From the trivial identities

\[
2^{\{1, \cdots, c+1\} \setminus \{1, \cdots, c+1\}} = \bigcup_{j=1}^{c+1} \left\{ S \in 2^{\{1, \cdots, c+1\}} \mid j \notin S \right\} = \bigcup_{j=1}^{c+1} 2^{\{1, \cdots, c+1\} \setminus \{j\}}, \tag{43}
\]

we see that \( \mathcal{H}_{c+1} \) can be written as

\[
\mathcal{H}_{c+1} = \left\{ (\lambda_1, \cdots, \lambda_p) \in \hat{\mathcal{L}}_p \mid \exists j \in \{1, \cdots, c+1\}, \exists S \in 2^{\{1, \cdots, c+1\} \setminus \{j\}} : q \right\}, \tag{44}
\]

which leads to the decomposition

\[
\mathcal{H}_{c+1} = \bigcup_{j=1}^{c+1} \mathcal{H}_{c+1}^{(j)}. \tag{45}
\]

In view of (43), if the condition

\[
\forall S \in 2^{\{1, \cdots, c+1\} \setminus \{1, \cdots, c+1\}}, \quad \dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^* \right) \geq h + \text{card}(S) \tag{46}
\]

is satisfied, then (41) is satisfied for all \( j = \{1, \cdots, c+1\} \).

The proof that \( \mathcal{H}_{c+1} \) has empty interior can now be established. First observe that (34) implies (46) and hence (41), for \( j \in \{1, \ldots, c+1\} \). Second, (42) implies that for all \( j \in \{1, \ldots, c+1\} \) the set \( \mathcal{H}_{c+1}^{(j)} \) has empty interior, which by (45) ensures that \( \mathcal{H}_{c+1} \) has empty interior as well. Thus, (IH) is verified for \( c+1 \). For the arbitrariness of \( c \), (58) holds for \( c = p \), i.e., if (34) is satisfied, then \( \mathcal{P}_p \) has empty interior.

As for Theorem 1, it is not difficult at this point to see that when \( \dim \mathcal{V}_g^* > n-p \), Problem 1 admits solutions if and only if the condition

\[
\dim \left( \mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^* \right) \geq n - p + \text{card}(S) \tag{47}
\]
holds true for all \( S \in \{ \mathcal{S} \in 2^{\{1,\ldots,p\}} \mid \text{card} \mathcal{S} > h - (n - p) \} \).

Remark 4: Theorem 2 established that if (34) is satisfied, the set of all \((\lambda_1, \cdots, \lambda_p) \in \hat{L}_p\) for which (29) does not hold is thin, as it has empty interior. This is usually enough to guarantee that the elements of \( \hat{L}_p \) for which Problem 3 does not admit solution are, loosely speaking, pathological, since examples in which thin sets have non-zero Lebesgue measure have to be constructed ad-hoc, and can be considered as rarities. Nevertheless, at this stage it is only possible to conjecture that a stronger result holds, i.e., that the Lebesgue measure of this set within \( \hat{L}_p \) - and hence within \( \mathbb{R}^n \) - is zero.

**CONCLUDING REMARKS**

In this paper, the problem of achieving a monotonic step response from any initial condition has been addressed for the first time in the literature for LTI MIMO systems. This new approach opens the door to a range of developments that for the sake of conciseness cannot be addressed in this paper, but that we briefly discuss:

- In the case that global monotonicity cannot be achieved, it is important to find structural conditions ensuring that every component of the tracking error consists of the sum of at most two, three, or more closed-loop modes. In such case, even if the response is not globally monotonic, it is still monotonic starting from suitable initial conditions. Thus, an important issue is the characterisation of the regions of the state space where the initial state must belong to guarantee that the system response can be made monotonic;

- A second relevant problem involves the use of the method in [19] and [18] to the end of computing the state feedback that achieves a globally monotonic step response and which at the same time delivers a robust closed-loop eigenstructure, by ensuring that the closed-loop eigenvalues are rendered insensitive to perturbations in the state matrices. This task can be accomplished by obtaining a feedback matrix that minimises the Frobenius condition number of the matrix of closed-loop eigenvectors, which is a commonly used robustness measure. The problem of obtaining a feedback matrix with minimum gain measure can be handled in a similar way, by minimising the Frobenius norm of the feedback matrix.

- Another important extension is the one of time-varying references, along the same lines of the extension that was proposed in [24] of the procedure introduced in [21].

- Using the same approach of [23], this method can be extended to the case of multivariable dynamic output feedback tracking controllers.
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Appendix A

Let $h$ be the dimension of $\mathcal{V}_g^\ast$. Throughout this Appendix, we consider an arbitrary integer $k \in \{1, \ldots, n-h\}$ and a set of $k$ non-zero subspaces of $\mathcal{X}$ denoted by $\{\mathcal{M}_1, \ldots, \mathcal{M}_k\}$.

**Definition 1**: Let us introduce the following proposition:

$$p^k_1: \dim(\mathcal{V}_g^\ast + \text{span}\{v_1, \ldots, v_k\}) < h + k.$$  \hfill (48)

The proposition $\neg p^k_1$ corresponds to the condition $\dim(\mathcal{V}_g^\ast + \text{span}\{v_1, \ldots, v_k\}) \geq h + k$. Since clearly $h+k$ vectors cannot span a subspace of dimension strictly greater than $h+k$, with a slight abuse for the sake of simplicity we will consider that

$$\neg p^k_1: \dim(\mathcal{V}_g^\ast + \text{span}\{v_1, \ldots, v_k\}) = h + k.$$  \hfill (49)

Using those equations, we define the sets

$$\mathcal{X}_k \overset{\text{def}}{=} \left\{(v_1, \ldots, v_k) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_k \big| p^k_1\right\};$$  \hfill (50)

$$\mathcal{X}_k^\ast \overset{\text{def}}{=} \left\{(v_1, \ldots, v_k) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_k \big| \neg p^k_1\right\}.$$  \hfill (51)

**Lemma 5**: Let

$$\forall S \in 2^{\{1, \ldots, k\}}, \quad \dim\left(\mathcal{V}_g^\ast + \sum_{j \in S} \mathcal{M}_j\right) \geq h + \text{card}(S).$$  \hfill (52)

The following statements hold true:

1) If (51) is satisfied, the set $\mathcal{X}_k$ has measure zero;

2) If (51) is not satisfied, then (48) holds for all $(v_1, \ldots, v_k) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_k$.

As a preliminary step toward the proof of Lemma 5 consider the following definition.

**Definition 2**: Let

$$\mathcal{A} \overset{\text{def}}{=} \bigcap_{(v_1, \ldots, v_k) \in \mathcal{X}_k^\ast} \left(\mathcal{V}_g^\ast + \text{span}\{v_1, \ldots, v_k\}\right),$$  \hfill (53)

$$\mathcal{Y} \overset{\text{def}}{=} \left\{j \in \{1, \ldots, k\} \big| \mathcal{M}_j \subseteq \mathcal{A}\right\},$$  \hfill (54)

$$l \overset{\text{def}}{=} \text{card}(\mathcal{Y}).$$  \hfill (55)
**Proposition 4:** Given an arbitrary subspace $\mathcal{A} \subseteq \mathcal{X}$, define the following proposition:

$$p_2 : \quad \mathcal{A} \subseteq \mathcal{Y}_g^* + \text{span}\{v_1, \cdots, v_k\}. \quad (55)$$

If the set $\{(v_1, \cdots, v_k) \in \mathcal{X}_k^c | p_2\}$ is not empty, then $\{(v_1, \cdots, v_k) \in \mathcal{X}_k^c | p_2\}$ has measure zero. This is a consequence of the fact that the Lebesgue measure of a proper subspace of a given vector space is equal to zero.

**Proposition 5:** If $\mathcal{X}_k^c$ is non-empty, then

$$\dim(\mathcal{A}) \leq h + l. \quad (56)$$

**Proof:** Let $\mathcal{Y} \overset{\text{def}}{=} \{j \in \{1, \ldots, k\} | \mathcal{M}_j \not\subseteq \mathcal{A}\}$. As a preliminary step, we prove that there exist $\{z_j\}_{j \in \mathcal{Y}}$ and $\{w_j\}_{j \in \mathcal{Y}}$ such that

$$(z_1, \cdots, z_{j-1}, w_j, z_{j+1}, \cdots, z_k) \in \mathcal{X}_k^c$$

$$w_j \notin \mathcal{B}_0$$

for all $j \in \mathcal{Y}$, where

$$\mathcal{B}_0 \overset{\text{def}}{=} \mathcal{Y}_g^* + \text{span}\{z_1, \cdots, z_k\}. \quad (59)$$

To this end, define

$$p_3 : \quad \mathcal{M}_j \subseteq \mathcal{Y}_g^* + \text{span}\{v_1, \cdots, v_k\} \quad (60)$$

$$\mathcal{E}_k \overset{\text{def}}{=} \{(v_1, \cdots, v_k) \in \mathcal{X}_k^c | \exists j \in \mathcal{Y} : p_3\} \quad (61)$$

$$\mathcal{E}_k^{(j)} \overset{\text{def}}{=} \{(v_1, \cdots, v_k) \in \mathcal{X}_k^c | p_3\} \quad (62)$$

and let us first prove that $m_{\mathcal{X}_k^c}(\mathcal{E}_k) = 0$. By definition of $\mathcal{Y}$ and $\mathcal{A}$, observe that, if $\mathcal{X}_k^c$ is non-empty then the set $\{(v_1, \cdots, v_k) \in \mathcal{X}_k^c | p_3\}$ is non-empty for all $j \in \mathcal{Y}$. In such a case, Lemma 4 ensures that $m_{\mathcal{X}_k^c}(\mathcal{E}_k^{(j)}) = 0$ which leads to $m_{\mathcal{X}_k^c}(\mathcal{E}_k) = \sum_{j \in \mathcal{Y}} m_{\mathcal{X}_k^c}(\mathcal{E}_k^{(j)}) = 0$, which in turn follows from $\mathcal{E}_k = \bigcup_{j \in \mathcal{Y}} \mathcal{E}_k^{(j)}$. This guarantees that there exists a particular element of $\mathcal{X}_k^c$, denoted by $(z_1, \cdots, z_k)$, which does not belong to $\mathcal{E}_k \subseteq \mathcal{X}_k^c$. Hence, $\mathcal{M}_j \not\subseteq \mathcal{Y}_g^* + \text{span}\{z_1, \cdots, z_k\} = \mathcal{B}_0$ for all $j \in \mathcal{Y}$ by definition of $\mathcal{E}_k$. It readily follows that for all $j \in \mathcal{Y}$ there exists $w_j \in \mathcal{M}_j$ satisfying (58). It remains to prove that (57) is verified for all $j \in \mathcal{Y}$. This follows by observing that (i) by construction $(z_1, \cdots, z_{j-1}, w_j, z_{j+1}, \cdots, z_k) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_k$ and (ii) $\dim(\mathcal{Y}_g^* + \text{span}\{z_1, \cdots, z_{j-1}, w_j, z_{j+1}, \cdots, z_k\}) = h + k$ since $\dim(\mathcal{Y}_g^* + \text{span}\{z_1, \cdots, z_k, w_j\}) = h + k + 1$ because $(z_1, \cdots, z_k) \in \mathcal{X}_k^c$ and $w_j \notin \mathcal{B}_0$.

Now that the existence of vectors satisfying (57) and (58) has been established, we define

$$\mathcal{B}_j \overset{\text{def}}{=} \mathcal{Y}_g^* + \text{span}\{z_1, \cdots, z_{j-1}, w_j, z_{j+1}, \cdots, z_k\}, \quad j \in \mathcal{Y}.$$
Observe that $\mathcal{A} \subseteq \mathcal{B}_0 \cap (\bigcap_{j \in \mathcal{Y}} \mathcal{B}_j)$. In fact, $\mathcal{A} = \mathcal{A} \cap \mathcal{B}_0 \cap (\bigcap_{j \in \mathcal{Y}} \mathcal{B}_j) \subseteq \mathcal{B}_0 \cap (\bigcap_{j \in \mathcal{Y}} \mathcal{B}_j)$ can be deduced from the definition of $\mathcal{A}$ bearing in mind that $(z_1, \ldots, z_k) \in \mathcal{X}_k^c$ and (57) holds for all $j \in \mathcal{Y}$. In the following, we prove that

$$\dim \left( \mathcal{B}_0 \cap \left( \bigcap_{j \in \mathcal{Y}} \mathcal{B}_j \right) \right) = h + l,$$

(63) which, in turn, implies (56). To this end, we first show that for all $(\delta, j)$ such that $\delta \subseteq \{1, \ldots, k\}$, $j \in \mathcal{Y} \cap \delta$, we have

$$\left( \mathcal{V}_g^* + \sum_{i \in \delta} \text{span}\{z_i\} \right) \cap \mathcal{B}_j = \mathcal{V}_g^* + \sum_{i \in \delta \setminus \{j\}} \text{span}\{z_i\}.$$  

(64)

Define $\mathcal{H} \triangleq \mathcal{V}_g^* + \sum_{i \in \delta} \text{span}\{z_i\}$. Observe that $\mathcal{V}_g^* + \sum_{i \in \delta \setminus \{j\}} \text{span}\{z_i\}$ is a subspace of both $\mathcal{H}$ and $\mathcal{B}_j$, so it is contained in their intersection. Moreover, $\mathcal{V}_g^* + \sum_{i \in \delta \setminus \{j\}} \text{span}\{z_i\}$ and $\mathcal{H} \cap \mathcal{B}_j$ have the same dimension, which gives (64). Indeed, $\dim(\mathcal{V}_g^* + \sum_{i \in \delta \setminus \{j\}} \text{span}\{z_i\}) = h + \text{card}(\delta) - 1$ since $\dim(\mathcal{B}_0) = h + k$. Using the Grassman rule, we have $\dim(\mathcal{H} \cap \mathcal{B}_j) = \dim(\mathcal{H}) - \dim(\mathcal{B}_j)$, which reduces to $\dim(\mathcal{H} \cap \mathcal{B}_j) = (h + \text{card}(\delta)) + (h + k) - (h + k + 1) = h + \text{card}(\delta) - 1$ because $\mathcal{H} + \mathcal{B}_j = \mathcal{B}_0 + \text{span}\{w_j\}$ since $j \in \delta$ and $\dim(\mathcal{B}_0 + \text{span}\{w_j\}) = h + k + 1$ since $w_j \notin \mathcal{B}_0$. Then, applying (64) with $\delta = \{1, \ldots, k\}$, we for all $j_1 \in \mathcal{Y}$ there holds $\mathcal{B}_0 \cap \mathcal{B}_{j_1} = \mathcal{V}_g^* + \sum_{i \in \{1, \ldots, k\} \setminus \{j_1\}} \text{span}\{z_i\}$. Similarly, it can be established that for all $\{j_1, j_2\} \subseteq \mathcal{Y}$ we have $\left( \mathcal{B}_0 \cap \mathcal{B}_{j_1} \right) \cap \mathcal{B}_{j_2} = \mathcal{V}_g^* + \sum_{i \in \{1, \ldots, k\} \setminus \{j_1, j_2\}} \text{span}\{z_i\}$ by (64) with $\delta = \{1, \ldots, k\} \setminus \{j_1\}$. By repeating the same procedure, we obtain

$$\mathcal{B}_0 \cap \left( \bigcap_{j \in \mathcal{Y}} \mathcal{B}_j \right) = \mathcal{V}_g^* + \sum_{i \in \{1, \ldots, k\} \setminus \mathcal{Y}} \text{span}\{z_i\} = \mathcal{V}_g^* + \sum_{i \in \mathcal{Y}} \text{span}\{z_i\}.$$  

Then, (63) - and hence (56) - follows readily by observing that $\dim(\mathcal{B}_0) = h + k$ implies $\dim(\mathcal{V}_g^* + \sum_{j \in \mathcal{Y}} \text{span}\{z_j\}) = h + l$. 

In light of Proposition 4 and Proposition 5 the proof of Lemma 5 can now be established.

Proof of Lemma 5: We first prove the second point. Suppose that (51) is not satisfied, i.e., there exists $S \subseteq 2^{\{1, \ldots, k\}}$ such that $\dim(\mathcal{V}_g^* + \sum_{j \in S} \mathcal{M}_j) < h + \text{card}(S)$. This implies that, for every collection of vectors $v_j$ such that $v_j \in \mathcal{M}_j$ for all $j \in S$, we have $\dim(\mathcal{V}_g^* + \sum_{j \in S} \text{span}\{v_j\}) < h + \text{card}(S)$ since $\mathcal{V}_g^* + \sum_{j \in S} \text{span}\{v_j\} \subseteq \mathcal{V}_g^* + \sum_{j \in S} \mathcal{M}_j$. This means that there exists a linear dependence among vectors $v_j$ and any basis of $\mathcal{V}_g^*$. Consequently, $p_1$ is satisfied for all $(v_1, \ldots, v_k) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_k$.

We now assume that (51) holds. For brevity, let $\hat{\mathcal{M}}_j \triangleq \mathcal{M}_1 \times \cdots \times \mathcal{M}_j$. Let us prove that $m_{\hat{\mathcal{M}}_i}(\mathcal{X}_k) = 0$ by induction on $i \in \{1, \ldots, k\}$. The Inductive Hypothesis (IH) for $i$ reads: $m_{\hat{\mathcal{M}}_i}(\mathcal{X}_k) = 0$. We first prove (IH) for $i = 1$. Observe that (51) implies $\dim(\mathcal{V}_g^* + \mathcal{M}_1) \geq h + 1$ and hence
\[ \mathcal{M}_1 \not\subseteq \mathcal{V}_g^*. \] Consequently, a generic vector \( v_1 \in \mathcal{M}_1 \) satisfies \( v_1 \notin \mathcal{V}_g^* \). This is equivalent to saying that \( m_{\mathcal{M}_1}(\mathcal{H}_i) = 0 \). Let \( i \in \{1, \ldots, k-1\} \) and assume that \( m_{\mathcal{M}_1}(\mathcal{H}_i) = 0 \); we now show that \( m_{\mathcal{M}_{i+1}}(\mathcal{H}_{i+1}) = 0 \). Let us first introduce the following proposition

\[ p_4 : \quad \mathcal{M}_{i+1} \subseteq \mathcal{V}_g^* + \text{span}\{v_1, \ldots, v_i\}, \] (65)

and define

\[ \mathcal{J}_i \overset{\text{def}}{=} \{(v_1, \ldots, v_i) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_i | p_1^i \lor p_4\}, \] (66)

\[ \mathcal{J}_i^c \overset{\text{def}}{=} \{(v_1, \ldots, v_i) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_i | -(p_1^i \lor p_4) = -p_1^i \land -p_4\}. \] (67)

In the rest of the proof, we use the chain of implications

\[ (51) \Rightarrow m_{\mathcal{M}_1}(\mathcal{I}_i \setminus \mathcal{H}_i) = 0 \Rightarrow m_{\mathcal{M}_1}(\mathcal{I}_i) = 0 \Rightarrow m_{\mathcal{M}_{i+1}}(\mathcal{H}_{i+1}) = 0. \] (68)

To prove that \( m_{\mathcal{M}_1}(\mathcal{I}_i \setminus \mathcal{H}_i) = 0 \), it suffices to prove that \( \mathcal{J}_i^c \) is non-empty. This follows from Lemma \[4\] by observing that \( \mathcal{J}_i^c = \{(v_1, \ldots, v_i) \in \mathcal{H}_i^c | p_4\} \) and \( \mathcal{I}_i \setminus \mathcal{H}_i = \{(v_1, \ldots, v_i) \in \mathcal{H}_i^c | p_4\} \) because \( (p_1^i \lor p_4) \land -p_1^i = p_4 \land -p_1^i \). Suppose by contradiction that \( \mathcal{J}_i^c \) is empty. First note that \( \mathcal{H}_i^c \) is non-empty because (IH) holds together with the decomposition \( \mathcal{M}_i \times \cdots \times \mathcal{M}_i = \mathcal{H}_i^c \cup \mathcal{H}_i \), where every \( \mathcal{M}_j \) is a non-zero subspace. Hence, the set \( \mathcal{J}_i^c \) – where \( -p_1^i \land -p_4 \) holds – is empty by assumption, whereas \( \mathcal{H}_i^c \) – where only \( -p_1^i \) holds – is not. Thus, every element of \( \mathcal{H}_i^c \) satisfies \( (65) \), which is equivalent to saying that \( \mathcal{M}_{i+1} \subseteq \mathcal{A} \) where \( \mathcal{A} \) is given by \( (52) \). Using this inclusion, observing that \( \mathcal{V}_g^* \subseteq \mathcal{A} \) and using the definition of \( \gamma \) given by \( (53) \), we get

\[ \mathcal{V}_g^* + \sum_{j \in \gamma} \mathcal{M}_j + \mathcal{M}_{i+1} \subseteq \mathcal{A}. \] (69)

By Lemma \[5\] the dimension of the subspace on the left hand-side of \( (69) \) is smaller or equal to \( h + l \). On the other hand, \( (51) \) ensures that – for \( S = \gamma \cup \{k+1\} \) – this particular dimension is greater or equal to \( h + l + 1 \), leading to a contradiction. \[ \Box \] Consequently, \( \mathcal{J}_i^c \) is non-empty and \( m_{\mathcal{M}_1}(\mathcal{J}_i \setminus \mathcal{H}_i) = 0 \). The equality \( m_{\mathcal{M}_1}(\mathcal{I}_i) = 0 \) follows from (i) \( \mathcal{I}_i = (\mathcal{I}_i \setminus \mathcal{H}_i) \cup (\mathcal{I}_i \cap \mathcal{H}_i) \) which gives \( m_{\mathcal{M}_1}(\mathcal{I}_i) \leq m_{\mathcal{M}_1}(\mathcal{I}_i \setminus \mathcal{H}_i) + m_{\mathcal{M}_1}(\mathcal{I}_i \cap \mathcal{H}_i) \), and (ii) \( m_{\mathcal{M}_1}(\mathcal{I}_i \cap \mathcal{H}_i) = 0 \). Indeed, \( m_{\mathcal{M}_1}(\mathcal{I}_i \cap \mathcal{H}_i) \leq m_{\mathcal{M}_1}(\mathcal{H}_i) = 0 \) as (IH) holds. Since \( m_{\mathcal{M}_1}(\mathcal{I}_i) = 0 \), a generic \( (v_1, \ldots, v_i) \in \mathcal{M}_1 \times \cdots \times \mathcal{M}_i = \mathcal{I}_i \cup \mathcal{J}_i^c \) belongs to \( \mathcal{J}_i^c \) and in turn verifies both \( -p_1^i \) and \( -p_4 \). This easily gives \( m_{\mathcal{M}_{i+1}}(\mathcal{H}_{i+1}) = 0 \). Thus (IH) is valid for \( i+1 \) and hence for all \( i \in \{1, \ldots, k\} \).

\[ \Box \]

\[ ^5 \text{At this stage, we can even conclude that } \mathcal{A} = \mathcal{V}_g^* + \sum_{j \in \gamma} \mathcal{M}_j. \] Indeed, \( (51) \) implies that \( \dim(\mathcal{V}_g^* + \sum_{j \in \gamma} \mathcal{M}_j) \geq h + l \) which, together with \( \mathcal{V}_g^* + \sum_{j \in \gamma} \mathcal{M}_j \subseteq \mathcal{A} \) – which is deduced from \( (69) \) - and \( (55) \), allows to write \( h + l \leq \dim(\mathcal{V}_g^* + \sum_{j \in \gamma} \mathcal{M}_j) \leq \dim(\mathcal{A}) \leq h + l \). This leads to \( \dim(\mathcal{V}_g^* + \sum_{j \in \gamma} \mathcal{M}_j) = \dim(\mathcal{A}) = h + l \) and \( \mathcal{A} = \mathcal{V}_g^* + \sum_{j \in \gamma} \mathcal{M}_j \).
APPENDIX B

In this Appendix, we present a set of results that are used in the proof of Theorem 2.

**Definition 3:** For any strictly positive integer \( c \), let \( L_1, \ldots, L_c \) be finite non-empty sets of real numbers containing \( l_1, \ldots, l_c \) distinct elements, respectively. We say that a set \( G_c \subseteq \mathbb{R}^c \) is a grid in \( \mathbb{R}^c \) of dimension \((l_1, \ldots, l_c)\) if \( G_c = L_1 \times \cdots \times L_c \). For each \( j \in \{1, \ldots, c\} \), we use

\[
L_j \overset{\text{def}}{=} \{\lambda_j^i : 1 \leq t_j \leq l_j\}
\]

(70) to denote an indexing of the elements of each \( L_j \). We define \( \Lambda = (\lambda_1, \ldots, \lambda_c) \) as a node of the grid \( G_c \), where each \( \lambda_j = \lambda_j^i \), for some \( 1 \leq t_j \leq l_j \).

**Lemma 6:** For any \( c \in \{1, \ldots, p - 1\} \), let \( L_1, \ldots, L_{c+1} \) denote arbitrary sets containing \( r_1, \ldots, r_{c+1} \) distinct real numbers, respectively, not coincident with the invariant zeros of \( \Sigma \). Assume the sets \( L_j \) are indexed as in (70), and let \( G_{c+1} \) be a grid in \( \hat{\mathcal{L}}_p \setminus \mathcal{H}_{c+1} \) of dimension \((r_1, \ldots, r_p)\). Then, there exists (at least) one node \( \Lambda \in G_{c+1} \) such that \( \Lambda \notin \mathcal{P}_{c+1} \).

**Proof:** Suppose by contradiction that every node \( \Lambda \) of \( G_{c+1} \) belongs to \( \mathcal{P}_{c+1} \), i.e., \( G_{c+1} \subseteq \mathcal{P}_{c+1} \). Since \( G_{c+1} \subseteq \hat{\mathcal{L}}_{c+1} \setminus \mathcal{H}_{c+1} \), it follows that \( G_{c+1} \subseteq \mathcal{P}_{c+1} \cap (\hat{\mathcal{L}}_{c+1} \setminus \mathcal{H}_{c+1}) \) which reduces to \( G_{c+1} \subseteq \mathcal{P}_{c+1} \setminus \mathcal{H}_{c+1} \) as \( \mathcal{P}_{c+1} \subseteq \hat{\mathcal{L}}_{c+1} \). From the definition of \( \mathcal{P}_{c+1} \) and \( \mathcal{H}_{c+1} \) given by (36) by (40), respectively, for any \( \Lambda \in G_{c+1} \), the only set \( S \in 2^{\{1, \ldots, c+1\}} \) for which (35) holds is \( S = \{1, \ldots, c+1\} \). This gives

\[
\dim (\mathcal{V}_g^* + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j^i)) = \begin{cases} 
\geq n - p + \text{card}(S) & \text{(if card}(S) < c + 1) \\
< n - p + c + 1 & \text{(if card}(S) = c + 1) 
\end{cases}
\]

(71) for all \( \Lambda \in G_{c+1} \). Now, we define \( K \overset{\text{def}}{=} \{1, \ldots, c+1\} \) and the subspace

\[
\mathcal{W}_c \overset{\text{def}}{=} \mathcal{V}_g^* + \sum_{j \in K} \mathcal{R}_j^*(\lambda_j^1).
\]

(72) As an intermediate step, we want to prove that

\[
\dim(\mathcal{W}_c) = n - p + c
\]

(73) and

\[
\mathcal{R}_j^*(\lambda_j^i) \subseteq \mathcal{W}_c
\]

(74) for all \( j \in \{1, \cdots, c+1\} \) and for all \( t_j \in \{1, \ldots, r_j\} \). To this end, let us first define

\[
\mathcal{W}_c^{(j)} \overset{\text{def}}{=} \mathcal{V}_g^* + \sum_{j \in K \setminus \{j\}} \mathcal{R}_j^*(\lambda_j^1).
\]

(75)
Eq. (71) gives $\dim(\mathcal{W}_c) < n - p + c + 1$ and $\dim(\mathcal{W}_c^{(j)}) \geq n - p + c$. Since clearly $\mathcal{W}_c^{(j)} \subseteq \mathcal{W}_c$, for all $j \in \{1, \cdots, c+1\}$ we find

$$n - p + c \leq \dim(\mathcal{W}_c^{(j)}) \leq \dim(\mathcal{W}_c) < n - p + c + 1.$$ (76)

This leads to (73) and hence $\mathcal{W}_c = \mathcal{W}_c^{(j)}$ for all $j \in \{1, \cdots, c+1\}$. A similar argument can be used for the other nodes of $G_{c+1}$ which can be expressed as $A = (\lambda_1^1, \ldots, \lambda_j^1, \lambda_j^j, \lambda_{j+1}^1, \ldots, \lambda_c^1)$ for some $1 \leq j \leq c+1$ and $1 \leq t_j \leq r_j$. From $\mathcal{W}_c^{(j)} + \mathcal{R}_j^*(\lambda_j^j) = \mathcal{V}_c^{*} + \sum_{j \in S} \mathcal{R}_j^*(\lambda_j^j)$ with $S = \{1, \ldots, c+1\}$, (71) gives

$$n - p + c \leq \dim(\mathcal{W}_c^{(j)}) \leq \dim \left( \mathcal{W}_c^{(j)} + \mathcal{R}_j^*(\lambda_j^j) \right) < n - p + c + 1$$ (77)

for all $j \in \{1, \cdots, c+1\}$ and for all $t_j \in \{1, \ldots, r_j\}$ which clearly leads to (74) as $\mathcal{W}_c = \mathcal{W}_c^{(j)}$.

We now show that (73) and (74) contradict (34). Since the elements of $L_j = \{\lambda_j^1, \ldots, \lambda_j^r\}$ are all distinct from the invariant zeros of $\Sigma$, we conclude from (25) and (74) that $\mathcal{R}_j^* = \mathcal{R}_j^*(\lambda_j^1) + \cdots + \mathcal{R}_j^*(\lambda_j^r) \subseteq \mathcal{W}_c$. Because this hold for all $j \in \{1, \ldots, c+1\}$, it follows that

$$\mathcal{R}_1^* + \cdots + \mathcal{R}_{c+1}^* \subseteq \mathcal{W}_c.$$ (78)

On the other hand, from $\mathcal{R}_j^*(\lambda) \subseteq \mathcal{R}_j^*$ for all $\lambda \in \mathbb{R} \setminus \mathcal{L}$ we find $\mathcal{W}_c \subseteq \mathcal{V}_c^{*} + \mathcal{R}_1^* + \cdots + \mathcal{R}_{c+1}^*$. This inclusion, together with the one obtained by adding $\mathcal{V}_s^*$ on both sides of (78), gives $\mathcal{W}_c = \mathcal{V}_c^{*} + \mathcal{R}_1^* + \cdots + \mathcal{R}_{c+1}^*$. According to (73), the dimension of $\mathcal{W}_c$ is $n - p + c$ which contradicts (34) ensuring that $\mathcal{W}_c = \mathcal{V}_c^{*} + \sum_{j \in K} \mathcal{R}_j^* \geq n - p + c + 1$. This allows to conclude that at least one node of $G_{c+1}$ does not belong to $\mathcal{P}_{c+1}$.

**Corollary 3:** For any $c \in \{1, \ldots, p - 1\}$, the set $\mathcal{P}_{c+1} \setminus \mathcal{H}_{c+1}$ has empty interior.

**Proof:** By contradiction, assume $\mathcal{P}_{c+1} \setminus \mathcal{H}_{c+1}$ has non-empty interior. Then there exists an open ball $U_{c+1} \subseteq \mathcal{P}_{c+1} \setminus \mathcal{H}_{c+1}$. This ball will contain a $c + 1$-dimensional hypercube, and hence a $(r_1, \ldots, r_{c+1})$-dimensional grid. This contradicts Lemma 6 and hence $\mathcal{P}_{c+1} \setminus \mathcal{H}_{c+1}$ has empty interior.