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Abstract—Vertical federated learning (VFL) has attracted greater and greater interest since it enables multiple parties possessing non-overlapping features to strengthen their machine learning models without disclosing their private data and model parameters. Similar to other machine learning algorithms, VFL faces demands and challenges of fairness, i.e., the learned model may be unfairly discriminatory over some groups with sensitive attributes. To tackle this problem, we propose a fair VFL framework in this work. First, we systematically formulate the problem of training fair models in VFL, where the learning task is modelled as a constrained optimization problem. To solve it in a federated and privacy-preserving manner, we consider the equivalent dual form of the problem and develop an asynchronous gradient coordinate-descent ascent algorithm, where some active data parties perform multiple parallelized local updates per communication round to effectively reduce the number of communication rounds. The messages that the server sends to passive parties are deliberately designed such that the information necessary for local updates is released without intruding on the privacy of data and sensitive attributes. We rigorously study the convergence of the algorithm when applied to general nonconvex-concave min-max problems. We prove that the algorithm finds a $\delta$-stationary point of the dual objective in $O(\delta^{-4})$ communication rounds under mild conditions. Finally, the extensive experiments on three benchmark datasets demonstrate the superior performance of our method in training fair models.
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1 INTRODUCTION

Federated learning has emerged as a powerful paradigm, where a trustworthy server and multiple organizations collaboratively train a machine learning model for superior performance without intruding the data privacy of any parties [1]. In many practical cases, such as e-commerce, financial and healthcare applications [2], [3], the involved organizations have data about an identical set of subjects but on various attributes. In other words, for every subject, each organization possesses a disjoint partition of the feature vector. Federated learning in such a framework is known as vertical federated learning (VFL) and has received increasing attention recently in both academia and industry [4].

As a motivating example, suppose a bank initiates a VFL task to train a prediction model for credit score evaluation with an e-commerce company and a social network company. In this task, the sets of users in these institutions are considered identical but the feature spaces are different. Particularly, for a set of users, their revenue and credit rating from the bank, their browsing and purchasing history available in the e-commerce, and their interactions with advertisements recorded by the social network company are collectively used to train the model.

Similar to other automated decision-making systems, VFL may discriminate the people with certain sensitive attributes (e.g., females, blacks) due to, among other reasons, biased datasets [5]. As preventing sensitive information (e.g., gender, race) from influencing the automated decision-making system “unfairly” is crucial for social good, algorithmic fairness has received surging interest in the machine learning community lately [6].

It is highly desirable to improve the algorithmic fairness in VFL. However, designing fair VFL algorithms is challenging due to two characteristics of VFL [7], [8]. First, the data privacy of all the organizations should be fully protected to secure successful collaborations. This conflicts with the need of a unified training dataset to measure and establish fairness in most of the existing fairness enhancing methods (more discussion in Section 2.2). Second, the participating organizations in realistic VFL systems typically have imbalanced computational resources and complete their local updates within different time frames. When training a fair model in VFL, enforcing every organization to launch a single local update per communication round results in inefficiency [7], [8].

To tackle the aforementioned challenges, in this paper, we develop a comprehensive VFL scheme that achieves a good balance between fairness and accuracy. The key idea is to solve an optimization problem under nonconvex fairness constraints in a distributed manner, for which the local computations are fully parallelized and the communication protocol is privacy-preserving.

We make several major contributions. First, we systematically formulate the problem of training fair models in VFL
(fair VFL for short), where the fair learning task is modeled as a nonconvex constrained optimization problem. To solve it in a federated manner, we consider its equivalent dual form and propose an asynchronous gradient coordinate-descent ascent algorithm to solve the dual problem. In the algorithm, some active data parties update local model parameters multiple times in parallel before exchanging information with the server to reduce the number of communication rounds. Moreover, the server masks the necessary information for local updates, and sends the masked version to passive parties to facilitate their local computations while preserving the privacy of data and sensitive attribute. Under mild conditions, we prove that the algorithm can achieve an $O(\delta^{-4})$ communication complexity for solving the fair VFL problem. Finally, we conduct comprehensive experiments to validate the superior performance of the proposed method in training fair models on three benchmark real-world datasets.

The rest of the paper is organized as follows. We review related works in Section 2. We formulate the problem in Section 3 and develop our solution in Section 4. We present the experimental results in Section 5 and conclude the paper in Section 6.

## 2 Related Works

In this section, we provide a survey of related works on algorithmic fairness and VFL, followed by a discussion about building fair models within the federated learning framework.

### 2.1 Algorithmic Fairness in Machine Learning

There are two well-developed mathematical definitions for model fairness. First, the statistical (or demographic) parity refers to the property that the demographics of those receiving a certain outcome should be identical to the demographics of the population overall [9]. Second, equal opportunity (equalized odds) requires that the true positive (and false positive) rates across the demographics be identical [10].

Recently, a generalization of equal opportunity, a difference in classification that still possesses the semantic meaning of the input but is independent of the protected attribute. Most of the existing in-processing algorithms need a unified training dataset and run in a centralized way. Therefore, they are not applicable to the federated learning setting due to both privacy and communication-efficiency concerns.

### 2.2 Fair Models and VFL

After the seminal work on federated learning [1], considerable efforts have been dedicated to developing federated learning methods (see [4], [25] for surveys). In this subsection, we focus on VFL and those attempts to train fair models in federated learning.

The standard VFL methods are mostly designed to facilitate privacy preservation or/and efficient parallelized computation [7], [8], [26], [27], [28], [29], [30]. However, none of them considers model fairness, and they cannot be easily extended to train fair models because privacy preservation essentially prohibits collecting the overall dataset, which is a requirement in existing fairness enhancing methods. Furthermore, the need for asynchronous parallelized updates in practical VFL setups makes model fairness even more challenging to enhance.

The results on fair federated training are rarely reported. Indeed, only a few existing methods that combine horizontal federated learning (HFL) and fairness are proposed [31], [32]. Mohri et al. [31] developed the so-called agnostic loss: the maximum of losses defined over an unknown mixture of data distributions. Upon minimizing the agnostic loss during training, a certain degree of fairness can be expected as a by-product. Following this line, Du et al. [32] addressed the federated fair model training problem explicitly by incorporating an agnostic fairness constraint into the optimization problem for model training. These two works both assumed a horizontally partitioned dataset and cannot be easily extended to VFL.

## 3 Problem Formulation

In this section, we review the formal setting of VFL and then formulate the problem of training fair models within VFL.
3.1 Basic Setup of VFL

Consider the following standard VFL scenario: $K$ data parties and a server collaboratively train a machine learning model on $n$ data samples $\{(X_i \in \mathbb{R}^m, y_i \in \{\pm 1\})\}_{i=1}^n$, where $X_i$ is a feature vector and $y_i$ is a label. In VFL, every feature vector $X_i$ is distributed across $K$ data parties, i.e., $X_i = [X_i^1, \ldots, X_i^K]$ with $X_i^k \in \mathbb{R}^{m_k}$. We introduce what information each data party has in Section 3.2.

For the theoretical purpose, here we consider the machine learning model in a linear form, i.e.,

$$
\sum_{k=1}^K \theta_k^T X_i^k,
$$

where

$$
\theta = [\theta_1; \ldots; \theta_K]
$$

and each $\theta_k \in \mathbb{R}^{m_k}$ is the block of coordinates associated with data party $k$. In practice, our method also works for more general machine learning models, i.e.,

$$
\sum_{k=1}^K g_k(\theta_k, X_i^k),
$$

where $g_k$ can be a neural network with weights $\theta_k$. We empirically verify this in Section 5.

To train the model, we consider the following loss function

$$
L(\theta) = \frac{1}{n} \sum_{i=1}^n l \left( \sum_{k=1}^K \theta_k^T X_i^k, y_i \right) + \sum_{k=1}^K h_k(\theta_k)
$$

where $l : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ denotes the loss function, and $h_k : \mathbb{R}^{m_k} \to \mathbb{R}$ represents the regularizer. The loss function in Equation (1) is standard in VFL [7] and has also been used for multi-class classification [33] and regression tasks [34] in the literature.

3.2 Fair Model Training in VFL

We aim to enhance the fairness of the model with respect to a protected group, e.g., “female” or “male”, in VFL. Let $s_i \in \{a, b\}$ represent the membership of $X_i$ between a pair of protected groups. Based on the samples having a positive label, we present the definition of difference of equal opportunities (DEO) of the model with respect to the protected group.

**Definition 1 (DEO [11]).** Let

$$
\hat{P}^s(\theta) = \frac{1}{|N^s|} \sum_{i \in N^s} l \left( X_i^T \theta, y_i \right),
$$

where $N^s$ is the set of indexes in which the samples belong to the protected class $s \in \{a, b\}$ and have a positive label. The difference of equal opportunities (DEO) of the model is captured by the absolute difference between $\hat{P}^a(\theta)$ and $\hat{P}^b(\theta)$, i.e.,

$$
DEO(\theta) = |\hat{P}^a(\theta) - \hat{P}^b(\theta)|.
$$

A smaller DEO requires the loss function values associated with the two protected groups to be closer to each other, which further indicates the better fairness of the model with respect to the protected group. Based on this notion, the following DEO constraint is developed by Donini et al. [11]:

$$
DEO(\theta) \leq \varepsilon,
$$

where $\varepsilon \geq 0$ represents the maximum unfairness one can tolerate. When Equation (3) is satisfied by a machine learning model, the model is said to be $\varepsilon$-fair.

Now we formulate the task of training fair models in VFL. In this task, a group of $K$ parties, under the coordination of a trustworthy cloud server, aim to collaboratively train a fair and accurate model without intruding on the data privacy of any party. We assume two types of data parties, active party and passive party, where the former refers to those who initiate the task and have the information about the labels, the sensitive attributes, and the loss function; while the latter does not. More specifically, for an active data party $k$, it has the following information

$$
\{X_i^k, y_i, s_i\}_{i=1}^n.
$$

For a passive data party $k$, it has the following information

$$
\{X_i^k\}_{i=1}^n.
$$

The server is assumed to have access to the labels and the sensitive attributes, i.e.,

$$
\{y_i, s_i\}_{i=1}^n.
$$

Note that we introduce the server for clarity. The server is responsible for updating the dual variables. It can be safely replaced by any active data party without affecting the theoretical results.

**Definition 2 (Fair VFL Task).** Given a protected group $\{a, b\}$ and a threshold $\varepsilon > 0$ characterizing the maximum unfairness that can be tolerated. The fair VFL task is that a group of $K$ data parties with vertically partitioned data train a machine learning model under the coordination of a trustworthy cloud server such that: i) the data and model parameters of each party are not exposed to any third party and any other data parties, and ii) the model is $\varepsilon$-fair.

Similar to the existing work [11], we formulate the above task as a constrained optimization problem

$$
\min_{\theta} \quad L(\theta) \quad \text{s.t.} \quad DEO(\theta) \leq \varepsilon,
$$

where $L(\theta)$ is the loss function defined in Equation (1) and the DEO function is defined in Equation (2).

4 Proposed Approach

In this section, we solve the fair VFL problem. First, we convert the optimization problem in Equation (4) into a nonconvex-concave min-max problem by following Lagrangian relaxation [35, Chapter 11]. Then, we develop an asynchronous gradient coordinate-descent ascent algorithm to solve it without infringing the data privacy of any parties.
4.1 Lagrangian Relaxation

Define

\[ D(\theta) := \tilde{l}^a(\theta) - \tilde{l}^b(\theta). \]

The fairness constraint in the fair VFL problem can be rewritten as

\[
\begin{align*}
D(\theta) - \varepsilon &\leq 0 \quad (5a) \\
-D(\theta) - \varepsilon &\leq 0. \quad (5b)
\end{align*}
\]

We consider the Lagrangian of the constrained problem in Equation (4):

\[ f(\theta, \lambda) = L(\theta) + \lambda_1 (D(\theta) - \varepsilon) - \lambda_2 (D(\theta) + \varepsilon), \quad (6) \]

where \(\lambda = [\lambda_1 \geq 0; \lambda_2 \geq 0]\) are the dual variables associated with the inequality constraints. Given a general nonlinear loss function \(L\), the Lagrangian is nonconvex with respect to \(\theta\) and concave with respect to \(\lambda\). Using Equation (6), the fair VFL problem can be equivalently transformed to a min-max optimization problem

\[ \min_{\theta} \max_{\lambda \in \mathbb{R}^2} f(\theta, \lambda). \quad (7) \]

Note that the equivalence between problem (4) and problem (6) is widely known in the literature; see [36, Proposition 4.3.4].

4.2 Asynchronous Min-max Optimization Algorithm

In this subsection, we develop an asynchronous gradient coordinate-descent ascent algorithm for solving Equation (7).

Following [37], we consider a regularized version of \(f\), i.e.,

\[ \tilde{f}_i(\theta, \lambda) = f(\theta, \lambda) - \frac{c_i}{2} \| \lambda \|^2, \]

to speed up the convergence of the algorithm, where the regularization term \(\frac{c_i}{2} \| \lambda \|^2\) with monotonically decreasing non-negative parameter \((c_i)_{i \geq 0}\) renders \(\tilde{f}_i\) strongly concave with respect to \(\lambda\) with modulus \(c_i\). The partial gradients of \(\tilde{f}_i\) with respect to \(\lambda_1, \lambda_2\), and \(\theta_k\) for \(k = 1, \ldots, K\) are derived, respectively, as

\[
\begin{align*}
\nabla_{\lambda_1} \tilde{f}_i(\theta, \lambda) &= -c_i \lambda_1 + D(\theta) - \varepsilon \\
\nabla_{\lambda_2} \tilde{f}_i(\theta, \lambda) &= -c_i \lambda_2 - D(\theta) - \varepsilon \quad (8)
\end{align*}
\]

and

\[ \nabla_k \tilde{f}_i(\theta, \lambda) = \nabla_k L(\theta) + (\lambda_1 - \lambda_2) \nabla_k D(\theta) \quad (9) \]

To solve Equation (7) in a distributed manner, each data party \(k\) and the server update \(\theta_k\) and \(\lambda\), respectively. Notably, computing Equations (8) and (9) requires the full information about \(\lambda\). To facilitate local updates, each party sends \((X_k T \tilde{\theta}(\cdot), \lambda)_{i=1}^n\) to the server at each time \(t\), which then calculates \((X_k T \tilde{\theta}(\cdot))_{i=1}^n\) and Equation (8). Based on them, the server performs one projected gradient ascent step to update \(\lambda\) by

\[ \lambda^{(t)} = \left[ \lambda^{(t-1)} + \beta \nabla \tilde{f}_{i-1}(\theta^{(t)}, \lambda^{(t-1)}) \right]_+ \quad (10) \]

where \([ \cdot ]_+\) represents the projection onto the nonnegative orthant. Then, the server sends \(\lambda^{(t)}\) and the other necessary information, specified for active and passive parties in the following, respectively, back to the data parties to facilitate their local updates. In particular, since the active parties have the knowledge of labels, protected groups, and loss function, they only require \(\lambda^{(t)}\) and \(\{X_t T \tilde{\theta}(\cdot)\}_{i=1}^n\) from the server to compute

\[ \theta_k^{(t+1)} = \theta_k^{(t)} - \frac{1}{\eta t} \nabla_k \tilde{f}_i(\theta^{(t)}, \lambda^{(t)}). \quad (11) \]

Since the passive parties do not have the label and sensitive attribute information, they need more information from the server to compute Equation (9). Consider the following expression for \(\nabla_k \tilde{f}_i(\theta, \lambda)\):

\[
\begin{align*}
\nabla_k \tilde{f}_i(\theta, \lambda) &= \frac{1}{n} \sum_{i=1}^n \frac{\partial l(X_i T \theta, y_i)}{\partial (X_i T \theta)} (X_i)_{k} \sum_{i \in \mathcal{N}^a} \frac{\lambda_1 - \lambda_2}{|\mathcal{N}^a|} \frac{\partial l(X_i T \theta, y_i)}{\partial (X_i T \theta)} (X_i)_{k} \\
&\quad - \sum_{i \in \mathcal{N}^b} \frac{\lambda_1 - \lambda_2}{|\mathcal{N}^b|} \frac{\partial l(X_i T \theta, y_i)}{\partial (X_i T \theta)} (X_i)_{k} + \nabla h_k(\theta_k) \\
&= \sum_{i=1}^n \nu_i (X_i)_{k} + \nabla h_k(\theta_k)
\end{align*}
\]

where

\[
\nu_i = \begin{cases} 
\left( \frac{1}{n} \frac{\lambda_1 - \lambda_2}{|\mathcal{N}^a|} \right) \frac{\partial l(X_i T \theta, y_i)}{\partial (X_i T \theta)}, & i \in \mathcal{N}^a \\
\left( \frac{1}{n} \frac{\lambda_1 - \lambda_2}{|\mathcal{N}^b|} \right) \frac{\partial l(X_i T \theta, y_i)}{\partial (X_i T \theta)}, & i \in \mathcal{N}^b \\
\frac{1}{n} \frac{\partial l(X_i T \theta, y_i)}{\partial (X_i T \theta)}, & i \notin \mathcal{N}^a \cup \mathcal{N}^b.
\end{cases}
\]

Thus, it is adequate for the server to send \(\{\nu_i^{(t)}\}_{i=1}^n\) to the passive parties. With them, the passive parties are able to update their models according to Equation (11). By doing so, we resolve the dilemma of whether the information about the labels and the protected groups should be sent to the passive parties to compute Equation (9). We investigate in Theorem 1 that disclosing \(\{\nu_i\}_{i=1}^n\) preserves the privacy of labels and protected groups.

The updates in Equations (10) and (11) are performed in an alternating manner [37], implying that between every two communication rounds each data party updates its local variable once. Nevertheless, in real-world VFL tasks, different data parties typically have imbalanced computational resources and complete their local updates within different time frames. Enforcing all the parties to launch a single local update between two consecutive communication rounds results in inefficiency [7], [8]. Therefore, it is highly desirable to enable multiple local updates in parallel when solving the fair VFL task.

Motivated by this reason, we allow each active data party to perform multiple local gradient updates in parallel before exchanging information with the server. For passive parties, a single model update is carried out between two consecutive communicating rounds with the server. The algorithms for the server, active and passive data parties are summarized in Algorithms 1, 2, and 3, respectively.

We make the following technical assumption for the number of local iteration rounds performed by active data parties. Such an assumption is standard in federated learning, e.g., standard VFL [7] and HFL [8].
Proof of Theorem 1. At each iteration $t$, only $\nu_i^{(t)}$ defined in Equation (12) is revealed to each passive party $k$. Note that the value of $\nu_i^{(t)}$ is dependent on the tuple $(\lambda_1^{(t)}, \lambda_2^{(t)}, \sigma)$, which is a group for $i$. To recover the sensitive attribute from $\nu_i^{(t)}$, the passive parties further need $\lambda_1^{(t)}$, $\lambda_2^{(t)}$, and $\partial(\lambda_1^{(t)}, \lambda_2^{(t)}, \sigma)$. Given $\nu_i^{(t)}$, infinite feasible tuples can be constructed, e.g.,

$$
\left(\lambda_1^{(t)}, \lambda_2^{(t)}, \sigma\right) \in \mathcal{N}_\sigma \left(\frac{\partial(\lambda_1^{(t)}, \lambda_2^{(t)}, \sigma)}{\partial(\lambda_1^{(t)}, \lambda_2^{(t)}, \sigma)}\right)
$$

for some arbitrary $\sigma$, where $|\cdot|$ denotes the cardinality of the set. Therefore, the sensitive attribute remains secure regardless of the number of iterations. Since both the form of loss and $X_i^T \theta^{(t)}$ are unknown to the passive data parties, it is also impossible for passive parties to recover the label.

4.3.0.2 Security of the sensitive attribute: Theorem 1 emphasizes that for any passive party $k$ following Algorithm 1, there exist an infinite number of grouping patterns that yield the same set of $\nu_i^{(t)}$. That is, each data party cannot infer the sensitive attribute based on the received messages $\nu_i^{(t)}$ regardless of the number of iterations.

4.3.0.3 Security of labels: In order to recover the label, the data party should first determine $o_i(t) = \partial(\lambda_1^{(t)}, \lambda_2^{(t)}, \sigma)$ based on Equation (12), which is not possible. Even with the knowledge of $o_i(t)$, the passive data party still cannot discover the label since the loss form is not available to them.

We remark that, for data samples whose $k$-th blocks are similar, the $k$-th passive data party cannot gain additional information about the sensitive attributes of these samples. The reason is that the other features besides the $k$-th block can be distinct, including the sensitive attribute. Therefore, those data samples lead to different $o_i(t) = \partial(\lambda_1^{(t)}, \lambda_2^{(t)}, \sigma)$ and do not make the inference procedure easier.

4.4 Convergence Analysis

Before establishing the convergence result for the proposed method, we make the following assumption about the smoothness of $f$ defined in Equation (6).

Assumption 2. The function $f(\theta, \lambda)$ is continuously differentiable and there exist constants $L, L_1, L_2$ such that for every $\theta, \theta', \theta'' \in \mathbb{R}^d$ and $\lambda, \lambda', \lambda'' \in \mathbb{R}^n$, we have

$$
\|\nabla f(\theta, \lambda) - \nabla f(\theta', \lambda')\| \leq L \|\theta' - \theta''\|,
\|\nabla f(\theta, \lambda') - \nabla f(\theta', \lambda'')\| \leq L \|\lambda' - \lambda''\|,
\|\nabla f(\theta', \lambda) - \nabla f(\theta', \lambda'')\| \leq L_2 \|\theta' - \theta''\|.
$$

Algorithm 3 Fair VFL for passive data party $k$

Input: Local data $\{(X_i), y_i\}_{i=1}^n$, step size $\eta_i \geq 0$.

Initialize: Set $\theta^{(0)} = 0, \lambda^{(0)} = 0$.

1. for $t = 0, 1, 2, \ldots$
2. In parallel for each passive party $k$
3. Receive $\nu_i^{(t)}$ from Server.
4. Compute $\nabla_k f_i(\theta, \lambda)$.
5. Update $\theta_k \leftarrow \theta_k - \eta_i \nabla_k f_i(\theta, \lambda)$.
6. Send $\{(X_i)_k^{(t)}\}_{i=1}^n$ to Server.

7. end for

Algorithm 2 Fair VFL for active data party $k$

Input: Local data $\{(X_i), y_i, s_i\}_{i=1}^n$, step size $\eta_i \geq 0$.

Initialize: Set $\theta^{(0)} = 0, \lambda^{(0)} = 0$.

1. for $t = 0, 1, 2, \ldots$
2. In parallel for each active party $k$
3. Receive $\nu_i^{(t)}$ from Server.
4. Compute $\nabla_k f_i(\theta, \lambda)$.
5. Update $\theta_k \leftarrow \theta_k - \eta_i \nabla_k f_i(\theta, \lambda)$.
6. Send $\{(X_i)_k^{(t)}\}_{i=1}^n$ to Server.

7. end while
To proceed, we define the stationarity gap
\[
\nabla G(\theta^{t}, \lambda^{t}) = \left(\frac{1}{\eta_t} \left( \theta^{t} - \theta^{t+1} \right) \right),
\]

for some target accuracy \(\delta > 0\), let
\[
T(\delta) = \min \left\{ t \| \nabla G(\theta^{t}, \lambda^{t}) \| \leq \delta \right\}.
\]

For the proposed algorithms, we provide a bound on \(T(\delta)\) in Theorem 2 \[1\], whose proof is postponed to Appendix A.

Theorem 2 (Convergence Guarantee). Suppose that Assumptions 1 and 2 hold. Let \(\{(\theta^{t}, \lambda^{t})\}_{t \geq 0}\) be a sequence generated by Algorithms 1, 2, and 3 if \(\beta \geq \frac{2}{\beta} \), let \(c_{t} = (\beta t^{-1/4})/2\), and
\[
\eta_{t} \geq \left( \frac{KQ}{\log \left( \lambda KQ + 2(\lambda KQ - 1) + 2(L + 1) \right) + \frac{L_{2}^{2}KQ(1 + 32\sqrt{t})}{2\beta}} \right)
\]

for some \(\rho > 0\), then \(T(\delta) = O(\delta^{-\rho})\) holds for any given \(\delta > 0\).

5 Experiments

In this section, we conduct extensive experiments on real-world datasets to validate the fairness and convergence behaviour of our proposed method. Section 5.1 introduces the data sets and general settings of our experiment.

5.1 Experiment Setup

As we mentioned in Section 3, we examine the performance of the proposed method with two different machine learning models. The first is the linear model (LM). The loss function \(L(\theta)\) can be expressed as
\[
\frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \exp \left( -y_i \sum_{k=1}^{K} \theta_k^T X_i^k \right) \right) + \frac{L}{2} \sum_{k=1}^{K} \| \theta_k \|^2.
\]

The second is the multi-layer perceptron model (MLP). The loss function \(L(\theta)\) can be expressed as
\[
\frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \exp \left( -y_i \sum_{k=1}^{K} g(\theta_k, X_i^k) \right) \right) + \frac{\mu}{2} \sum_{k=1}^{K} \| \theta_k \|^2,
\]

where \(g(\theta, \cdot)\) is a MLP model with 2 hidden layers. For both models, we test the performance of our proposed method with different fairness levels, i.e.
\[
\epsilon \in \{0.001, 0.01, 0.05, 0.1, 0.5\}.
\]

We use FairVFL(\(\epsilon\)) to denote our proposed method with fairness level equal to \(\epsilon\).

We consider \(K = 6\) data parties where one of them is active, and set \(\mu = 2/n\). The hyperparameters for fair VFL are set as follows: \(c_{t} = 10^{-3}\), \(\eta_{t} = 100\) and \(\beta = 0.1\).

We implement our approach in the Julia language \[41\]. Our code is publicly available at [https://github.com/ZhenanFanUBC/FairVFL.jl](https://github.com/ZhenanFanUBC/FairVFL.jl).

5.1.1 Compared Methods

We use the state-of-the-art VFL method (FedBCD) \[7\] as a baseline. We also consider two extensions of FedBCD based on the post-processing fairness enhancing strategies, equal opportunity (EO) \[10\] and calibrated equal opportunity (CEO) \[19\]. It is worth mentioning that these two post-processing methods require a unified available training dataset, and thus is not directly implementable in VFL. For comparison reasons, we assume a unified available dataset for these two methods. For all the compared methods, we use the codes published by the authors \[7, 10, 19\].

5.1.2 Datasets

We adopt the following three real-world datasets that are commonly used in literature to verify the performance of fair model training methods \[11, 34\].

The Adult dataset \[42\] takes an individual’s education level, gender, occupation, and some other attributes as features and take whether or not this individual’s annual income is above 50,000 dollars as the label. Following the setting considered in \[10\], we use ‘female’ and ‘male’ as the protected pair of protected groups and use “above 50,000 dollars” as the protected class. In the experiments, we uniformly sample 40,000 from 45,222 data instances for training and use the remaining 5,222 data instances for testing. For each sample, 19 of 104 features are assigned to the active data party, and the remaining is evenly distributed to the other 5 passive parties.

The Compas dataset \[43\] collects 5,278 data instances and contains people’s demographic and criminal records. Following \[10\], we set ‘African-American’ and ‘Caucasian’ as the pair of protected groups and take “not a recidivist” as the protected class. In the experiments, 4,800 data instances are uniformly sampled as the training data and the remaining 478 instances are used as the testing data. For each sample, 16 of 26 features are assigned to the active party, and the rest is evenly assigned to the other 5 passive parties.

The Crime dataset \[44\] has 1994 data instances that give socio-economic information and crime rate on communities within the United States. Following \[14\], we binarize the feature ViolentCrimesPerPop based on a threshold of 0.375 and take the negative as the protected class. We divide the communities according to whether or not the numerical attribute race/ethnic is larger than 0.06, and choose the negative as the protected group. We uniformly sample 1,200 data instances as the training data and use the remaining 794 as the testing data. For each sample, 49 of 99 features are assigned to the active data party, and the remaining is evenly divided into 5 parts, each owned by a passive data party.

5.2 Experiment results on fairness

In this set of experiments, we want to check the performance on fairness for our proposed method FairVFL with different fairness levels \(\epsilon\), and the compared methods: FedBCD, FedBCD + EO and FedBCD + CEO, where the models for FedBCD + EO and FedBCD + CEO are post-processed based on the model trained by FedBCD, respectively. Given two protected groups \(\{a, b\}\), fairness methods aim to ensure that
no error rate disproportionately affects any group. In other words, both groups should have a similar false-positive rate, and both groups should have a similar false-negative rate. More specifically, in this experiment, we compare the difference between false-positive rates (DFP) and the difference between false-negative rates (DFN) of the two protected groups. A fair method is expected to have low DFP and DFN. Besides, we also compare the test accuracies (ACC) of all the methods. The results are shown in Table 1 and Table 2, where Table 1 contains the results for LM and Table 2 contains the results for MLP.

As shown in both tables, the model trained by FedBCD cannot achieve good fairness because it ignores fairness during training. The post-processing methods, EO and CEO, typically improve the fairness of the models by FedBCD at the expense of sacrificing prediction accuracy. Notably, EO and CEO both cannot be implemented in a federated manner, because they only apply to a unified available dataset, which intrudes on the data privacy of the data parties. The models trained by fair VFL achieve comparable accuracy with the FedBCD in most cases and demonstrate better fairness in all cases. Besides, there is a trade-off with the fairness level $\epsilon$. The accuracy of the models trained on the three datasets witnesses a gradual decrease when $\epsilon$
becomes smaller because reducing $\epsilon$ renders a tighter DEO constraint and shrinks the feasible region of the fair model training problem. This suggests that in practice we can use techniques like cross-validation to choose an appropriate fairness level $\epsilon$.

5.3 Experiment results on convergence behaviour

In this set of experiments, we analyze the convergence behaviour of our method proposed on solving Problem (4). So we plot the training objective $L(\theta)$ and constraint $DEO(\theta)$ versus the communication rounds. The results are shown in Figure 1 and Figure 2, where Figure 1 contains the results for LM and Figure 2 contains the results for MLP.

First, we consider the convergence behaviour of the training objective $L(\theta)$. Let’s define a value function $v : \mathbb{R}_+ \rightarrow \mathbb{R}$ as

$$v(\epsilon) = \min_{\theta} \{ L(\theta) \mid DEO(\theta) \leq \epsilon \}.$$ 

It is easy to see that $v$ is monotonically non-increasing. As we can see from both figures, the larger the fairness level $\epsilon$, the lower value $L(\theta)$ will converge to, which agrees with our analysis of the value function. Besides, when the $\epsilon$ is large enough, the convergence behaviour is similar to FedBCD, which suggests that the constraint is loose. Next, we consider the convergence behaviour of the constraint function $DEO(\theta)$. As we can see from both figures, when the fairness level $\epsilon$ is not too large, $DEO(\theta)$ indeed converges to $\epsilon$. This observation numerically supports the equivalence between problem (4) and problem (6). When the fairness level $\epsilon$ is too large, $DEO(\theta)$ agrees with the value obtained by FedBCD, which also suggests that the constraint is not playing a role in this case.

6 CONCLUSION

In this work, we tackle the problem of training fair models in VFL. To promote fairness in VFL, we incorporate a nonconvex DEO constraint into the optimization problem for training.

To solve the constrained problem in a distributed way, we consider its equivalent dual form and develop an asynchronous min-max optimization algorithm, where each party continuously performs parallelized local updates per communication round to improve communication efficiency.

To preserve data privacy, we develop a masking strategy that releases necessary information for local computations without disclosing data and sensitive attributes. We theoretically prove the convergence of the proposed algorithm.

The current work opens up new revenues for future research. For example, it may be worthwhile to further strengthen the privacy of the information-releasing mechanism within server using tools from differential privacy, such that the mechanism becomes resistant to privacy attacks based on auxiliary information. Illustrating the potential gain from asynchronous local updates in nonconvex-concave optimization via theoretical evidence is also interesting.

APPENDIX A

Supporting Lemmas and Their Proofs

In Appendix A, we introduce a labeling strategy for the variables, and present three technical lemmas that are used to prove Theorem 2 in Appendix B.

Labeling strategy. When allowing multiple local updates in parallel, each data party has inconsistent read of the actual model parameter. Between two consecutive communication rounds at $t$ and $t+1$, we define by $\tilde{\theta}^{(t,\tau)}$ the actual model parameter with $\theta^{(t,\tilde{\tau})} = \theta^{(t)}$. Let $\psi(t, \tau)$ be the index of the data party that performs update at $(t, \tau)$. The local inconsistent read of $\tilde{\theta}^{(t,\tau)}$ by party $\psi(t, \tau)$ is written as

$$\tilde{\theta}^{(t,\tau)} = [\tilde{\theta}_1^{(t)}; \cdots; \tilde{\theta}_{\psi(t,\tau)}^{(t)}; \cdots; \tilde{\theta}_{\psi(t,\tau)+1}^{(t)}; \cdots; \tilde{\theta}_K^{(t,\tau)}].$$
Based on this labeling strategy, the local updates of the data parties can be summarized as
\[
\theta(t, t+1) = \theta(t, t) - \frac{1}{\eta_t} U_{\psi(t)} g(t, t)
\]
where \( U_{\psi(t)} \in \mathbb{R}^{m \times m} \), \([U_1, \ldots, U_m] = I_m \) and
\[
g(t, t) = \nabla \tilde{f}_t(\theta(t), \lambda(t)).
\]

Let \( \kappa(t) \) represents the number of updating times and \( \theta(t+1) = \theta(t, \kappa(t)) \).

**Lemma 1 (Primal Progress).** Suppose Assumption 2 holds. Then, for all \( t \geq 0 \), it holds that
\[
f(\theta(t+1), \lambda(t)) - f(\theta(t), \lambda(t)) \leq -\ell_t \sum_{\tau=0}^{\kappa(t)-1} \| \theta(t, \tau+1) - \theta(t, \tau) \|^2
\]
where
\[
\ell_t = \eta_t - \frac{L+1}{2} - \frac{L^2(KQ + 2)(KQ - 1)}{4}.
\]

**Proof of Lemma 1** We start by considering
\[
f(\theta(t, t+1), \lambda(t)) - f(\theta(t, t), \lambda(t))
\]
\[
\leq \left( \nabla \theta f(\theta(t, t), \lambda(t)), \theta(t, t+1) - \theta(t, t) \right) + \frac{L}{2} \| \theta(t, t+1) - \theta(t, t) \|^2
\]
\[
\leq \left( -\eta_t \left( -\frac{L+1}{2} \right) \right) \| \theta(t, t+1) - \theta(t, t) \|^2 + \frac{1}{2} \left( \| \nabla \theta f(\theta(t, t), \lambda(t)) - \tilde{g}(t, t) \|_{\psi(t, t)} \right)^2
\]
where in (i) we use the Lipschitz continuity of the gradient of \( f \) and in (ii) the Young’s inequality. Using the Lipschitz continuity of the gradient of \( f \) that
\[
\| \nabla \theta f(\theta(t, t), \lambda(t)) - \tilde{g}(t, t) \|^2 \leq L^2 \| \theta(t, t) - \tilde{g}(t, t) \|^2,
\]
we obtain
\[
f(\theta(t, t+1), \lambda(t)) - f(\theta(t), \lambda(t))
\]
\[
= \sum_{\tau=0}^{\kappa(t)-1} f(\theta(t, t+1), \lambda(t)) - f(\theta(t, t), \lambda(t))
\]
\[
\leq -\eta_t \sum_{\tau=0}^{\kappa(t)-1} \| \theta(t, t+1) - \theta(t, t) \|^2
\]
\[
+ \frac{L^2}{2} \sum_{\tau=0}^{\kappa(t)-1} \sum_{k \neq \psi(t)} \sum_{k=0}^{m} \left( \theta(t, m+1) - \theta(t, m) \right) \| \theta(t, m+1) - \theta(t, m) \|^2.
\]
Since \( \theta(t, m+1) - \theta(t, m) = 0 \) when \( k \neq \psi(t, m) \), and \( K \leq \kappa(t) \leq K_Q \), we have
\[
f(\theta(t, t+1), \lambda(t)) - f(\theta(t), \lambda(t))
\]
\[
\leq -\eta_t \sum_{\tau=0}^{\kappa(t)-1} \| \theta(t, t+1) - \theta(t, t) \|^2
\]
\[
+ \frac{L^2(KQ + 2)(KQ - 1)}{4} \sum_{\tau=0}^{\kappa(t)-1} \| \theta(t, t+1) - \theta(t, t) \|^2
\]
\[
= -\ell_t \sum_{\tau=0}^{\kappa(t)-1} \| \theta(t, t+1) - \theta(t, t) \|^2.
\]

**Lemma 2 (Dual Progress).** Suppose Assumption 2 holds. If
\[
\beta \geq \frac{\Lambda + c_1}{2}
\]
where \( \Lambda = L + c_1 \), then, for all \( t \geq 0 \) and \( \alpha_t > 0 \), it holds that
\[
f(\theta(t+1), \lambda(t+1)) - f(\theta(t), \lambda(t))
\]
\[
\leq \frac{L^2 \kappa(t)}{2 \alpha_t} \sum_{\tau=0}^{\kappa(t)-1} \| \theta(t, \tau+1) - \theta(t, \tau) \|^2
\]
\[
+ \frac{\ell_t}{2} \left( \| \theta(t+1) - \theta(t) \|^2 + \| \theta(t) - \theta(t-1) \|^2 \right).
\]

**Proof of Lemma 2** When there is no ambiguity, denote by \( \theta(t, t), \lambda(t) \) the variables at time \( t+1, t \), and \( t-1 \), respectively. Recall \( \tilde{f}_t(\theta, \lambda) = f(\theta, \lambda) - \frac{\eta_t}{2} \| \lambda \|^2 \).

Letting \( \tilde{L}_t = \tilde{L} + c_1 \), by Assumption 2 we have
\[
\| \nabla \tilde{f}_t(\theta, \lambda) - \nabla \tilde{f}_t(\theta, \lambda^{(-)}) \| \leq \tilde{L}_t \| \lambda - \lambda^{(-)} \|.
\]

By the strong concavity of \( \tilde{f}_t(\theta, \lambda) \) with respect to \( \lambda \), we have \( [45] \) Theorem 2.1.12]
\[
\| \nabla \tilde{f}_t(\theta, \lambda^{(-)}) - \nabla \tilde{f}_t(\theta, \lambda^{(-)}) \| \leq 0, \forall \lambda^{(-)}.
\]

Using \( [18] \), we have
\[
\tilde{f}_t(\theta(t+1), \lambda^{(+)}) - \tilde{f}_t(\theta(t), \lambda) \leq \langle \nabla \tilde{f}_t(\theta(t), \lambda), \lambda^{(+)} - \lambda \rangle
\]
\[
\leq \langle \nabla \tilde{f}_t(\theta(t), \lambda) - \nabla \tilde{f}_t(\theta(t), \lambda^{(-)}) - \lambda \rangle
\]
\[
+ \beta \langle \lambda - \lambda^{(-)}, \lambda^{(+)} - \lambda \rangle.
\]

For the second term on the right-hand side of \( [19] \), we have
\[
2 \langle \lambda - \lambda^{(-)}, \lambda^{(+)} - \lambda \rangle
\]
\[
= \| \lambda - \lambda^{(-)} \|^2 - \| \lambda^{(+)} - \lambda - (\lambda - \lambda^{(-)}) \|^2 - \| \lambda^{(+)} - \lambda \|^2.
\]

For the first term on the right-hand side of \( [19] \), we consider
\[
\langle \nabla \tilde{f}_t(\theta(t), \lambda) - \nabla \tilde{f}_t(\theta(t), \lambda^{(-)}) - \lambda \rangle
\]
\[
= \langle \nabla \tilde{f}_t(\theta(t), \lambda) - \nabla \tilde{f}_t(\theta(t), \lambda) - \lambda \rangle
\]
\[
+ \langle \nabla \tilde{f}_t(\theta(t), \lambda) - \nabla \tilde{f}_t(\theta(t), \lambda^{(-)}) - \lambda \rangle
\]
\[
+ \langle \nabla \tilde{f}_t(\theta(t), \lambda) - \nabla \tilde{f}_t(\theta(t), \lambda^{(-)}) - \lambda \rangle.
\]
For (I), we have
\[
\langle \nabla f_\theta f_\theta, (\theta, +), \nabla f_\theta f_{\theta - 1}, (\theta, +) - \lambda \rangle \\
\overset{(i)}{=} \langle \nabla f_\theta f_\theta, (\theta, +), \nabla f_\theta f_{\theta - 1}, (\theta, +) - \lambda \rangle \\
+ \frac{c_{t - 1} - c_t}{2} \langle \lambda, \nabla f_{\theta - 1}, (\theta, +) - \lambda \rangle \\
\overset{(ii)}{\leq} \frac{L^2 f_{2at}}{2a_t} \left\| \theta(t, +) - \theta(t, +) \right\|^2 + \frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
- \frac{c_{t - 1} - c_t}{2} \left\| \theta(t, +) - \theta(t, +) \right\|^2 \\
+ \frac{c_{t - 1} - c_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
\leq \frac{L^2 f_{2at}(t)}{2a_t} \sum_{\tau = 0}^{\kappa(t) - 1} \left\| \theta(t, \tau + 1) - \theta(t, \tau) \right\|^2 \\
+ \frac{a_t}{2} \left\| \lambda(t, +) - \lambda(t, +) \right\|^2 \\
- \frac{c_{t - 1} - c_t}{2} \left\| \lambda(t, +) - \lambda(t, +) \right\|^2 \\
+ \frac{c_{t - 1} - c_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2
\]
where (i) follows from the definition of \(\tilde{f}_\theta\), (ii) uses Assumption \(\tilde{f}_\theta\). For (II), we readily have
\[
\langle \nabla \lambda f_{\theta - 1}, (\theta, +), \nabla \lambda f_{\theta - 1}, (\theta, +) - \lambda \rangle \\
\leq - \frac{1}{L_\lambda + c_t} \| \nabla \lambda f_{\theta - 1}, (\theta, +) - \nabla \lambda f_{\theta - 1}, (\theta, +) \|^2 .
\]
For (III), we have
\[
\langle \nabla \lambda f_{\theta - 1}, (\theta, +), \nabla \lambda f_{\theta - 1}, (\theta, +) - \lambda - (\lambda - \lambda(t, +)) \rangle \\
\leq \frac{1}{2} \left\| \nabla \lambda f_{\theta - 1}, (\theta, +) - \nabla \lambda f_{\theta - 1}, (\theta, +) \right\|^2 \\
+ \frac{1}{2} \left\| \lambda(t, +) - \lambda - (\lambda - \lambda(t, +)) \right\|^2
\]
by the Cauchy-Schwarz inequality. Using the above bounds for (I), (II), and (III) and that \(\frac{a_t}{2} \leq \frac{1}{L_\lambda + c_t}\), we obtain from (19) that
\[
\tilde{f}_\theta (\theta, +), (\lambda, +) - \tilde{f}_\theta (\theta, +), (\lambda, +) \\
\leq \frac{L^2 f_{2at}(t)}{2a_t} \sum_{\tau = 0}^{\kappa(t) - 1} \left\| \theta(t, \tau + 1) - \theta(t, \tau) \right\|^2 \\
+ \frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
+ \frac{1}{2} \left\| \lambda - \lambda(t, +) \right\|^2 \\
\leq \frac{L^2 f_{2at}(t)}{2a_t} \| \theta(t, \tau + 1) - \theta(t, \tau) \|^2 + \frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
- \frac{c_{t - 1} - c_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
+ \frac{a_t}{2} \left\| \lambda - \lambda(t, +) \right\|^2
\]
which gives (3) as desired.

**Lyapunov function.** To proceed, we define a Lyapunov function
\[
F(t + 1) = f(\theta(t + 1), \lambda(t + 1)) + S(t + 1) \\
- 4\beta \left\| \lambda(t + 1) - \lambda(t) \right\|^2 - \frac{c_t}{2} \left\| \lambda(t + 1) \right\|^2
\]
where
\[
S(t + 1) = \frac{4\beta^2}{c_{t + 1}} \left\| \lambda(t + 1) - \lambda(t) \right\|^2 - 4\beta \left\| \lambda(t + 1) \right\|^2.
\]
For \(F(t)\), we have the following lemma.

**Lemma 3 (Decreasing Lyapunov Function).** Suppose the premise of Lemma holds. If
\[
\frac{1}{c_{t + 1}} - \frac{1}{c_t} \leq \frac{2}{5\beta},
\]
then, for any \(t \geq 0\), it holds that
\[
\left(\frac{t - t - 1 - 2\beta L^2 f_{2at}(t)}{c_t} \right) \left\| \theta(t, \tau + 1) - \theta(t, \tau) \right\|^2 \\
+ \frac{c_t - c_t}{2} \left\| \lambda(t + 1) - \lambda(t) \right\|^2 \\
+ 4\beta \left\| \frac{c_t - c_t}{c_t - c_t} \right\|^2 \left\| \lambda(t) \right\|^2 \\
\geq (t + 1) - F(t)
\]
where \(\epsilon_t\) is defined in Lemma [1].

**Proof of Lemma 3.** Denote by \(\cdot^{(t, +)}\), \(\cdot^{(t, +)}\) the variables at time \(t + 1, t\) and \(t - 1\), respectively. Similar to (18), we have
\[
\langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - \beta(\lambda(t, +) - \lambda) \rangle \\
\leq \langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - \nabla \lambda f_{\theta(t, +)}, (\lambda, +) \rangle \\
+ \langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - \lambda \rangle \\
+ \langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - \beta(\lambda - \lambda(t, +)) \rangle
\]
by optimality at \(t + 1\). By (18) and (23), we have
\[
\langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - \nabla \lambda f_{\theta(t, +)}, (\lambda, +) \rangle \\
\leq \langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - (\lambda - \lambda(t, +)) \rangle
\]
and therefore
\[
\beta \left(\lambda(t, +) - \lambda - (\lambda - \lambda(t, +)) \right) \\
\leq \langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - \nabla \lambda f_{\theta(t, +)}, (\lambda, +) \rangle \\
+ \langle \nabla \lambda f_{\theta(t, +)}, (\lambda, +) - \lambda \rangle
\]
Following the same line of reasoning in proving Lemma this we have
\[
\frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 + \frac{c_t - c_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
\leq \frac{L^2 f_{2at}(t)}{2a_t} \sum_{\tau = 0}^{\kappa(t) - 1} \left\| \theta(t, \tau + 1) - \theta(t, \tau) \right\|^2 + \frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
+ \frac{c_t - c_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 \\
+ \frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2
\]
Therefore
\[
\frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 - \frac{c_t - c_t}{2} \left\| \lambda(t, +) \right\|^2 \\
\leq \left(\frac{2}{c_{t + 1} - L_{\lambda}} \right) \left\| \lambda(t, +) - \lambda \right\|^2 + \frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2
\]
Since \(c_t \leq 1\) and \(\frac{c_t - c_t}{c_t + c_t} \leq \frac{c_t - c_t}{2} \leq \frac{a_t}{2}\), we have
\[
\frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2 - \frac{c_t - c_t}{2} \left\| \lambda(t, +) \right\|^2 \\
\leq \left(\frac{2}{c_{t + 1} - L_{\lambda}} \right) \left\| \lambda(t, +) - \lambda \right\|^2 + \frac{a_t}{2} \left\| \lambda(t, +) - \lambda \right\|^2
\]
Upon multiplying $8\beta/c_t$ on both sides, we have

$$\frac{4\beta^2}{c_t} \|\lambda(t)\|^2 - 4\beta(c_t-1-c_t) \|\lambda(t)\|^2$$

$$\leq \frac{4\beta L_{12}\gamma(t)}{c_1} \sum_{\tau=0}^{\kappa(t)-1} \|\theta(t,\tau+1) - \theta(t,\tau)\|^2 + \frac{4\beta a_t}{c_t} \|\lambda(t)\|^2$$

$$+ \left(\frac{4\beta^2}{c_t} - 4\beta\right) \|\lambda - \lambda(t)\|^2 - \frac{4\beta(c_t-1-c_t)}{c_t} \|\lambda\|^2.$$

By letting $a_t = c_t/8$ and using the definition of $S$ in (20), we have

$$S(t) - S(t+1) \leq 4\beta \left(\frac{c_t-1-c_t}{c_t}\right) \|\lambda\|^2 - 4\beta \|\lambda(t) - \lambda\|^2$$

$$+ \frac{32\beta L_{12}\gamma(t)}{c_t} \sum_{\tau=0}^{\kappa(t)-1} \|\theta(t,\tau+1) - \theta(t,\tau)\|^2$$

$$+ \left(\frac{\beta}{2} + 4\beta^2 \left(\frac{1}{c_t+1} - \frac{1}{c_t}\right)\right) \|\lambda(t) - \lambda\|^2.$$

Upon using Lemmas [1 and 2] and letting $a_t = \beta$, we arrive at (22) as desired.

**APPENDIX B**

**PROOF OF THEOREM 2**

We begin by presenting an equivalent variant of Theorem 2 where the term $O(\delta^{-4})$ is expanded.

**Theorem 3** (An equivalent variant of Theorem 2). Suppose that Assumption 2 holds. Let $\{(\theta(t),\lambda(t))\}_{t \geq 0}$ be a sequence generated by Algorithms 1, 2, and 3 if $\beta \geq L_{\lambda}$, $c_t = (\beta t^{-1/4})/2$, and, for some $\tau > 8$,

$$\eta_t \geq \frac{L_{12}(K\beta + 2)(K\beta - 1) + 2L + 1}{4} + L_{12}K\beta(1 + 32\tau\sqrt{\tau}),$$

then, for any given $\delta > 0$,

$$T(\delta) \leq \max \left\{\left(\frac{64(\tau - 8) + 2L + 1}{\beta^2} + 1\right)^2, \frac{\beta^4 \sigma^4}{\delta^2} + 1\right\},$$

where $\sigma_{\lambda} = \max_{t \geq 0} \{\|\lambda(t)\|\}$.

$$D = \frac{4\beta c_t}{c_2} + \frac{c_2}{2} + 3\rho c_2^2 + 4(2^{1/4} + 1)\beta\right) \sigma_{\lambda}^2$$

with $\mathcal{f}(\theta,\lambda) = \min_{(\theta,\lambda)} \mathcal{f}(\theta,\lambda)$, and $d_2 = \max\{d_1 K\beta, \frac{64(\tau - 8)K\beta}{\beta^2} + 2\}$

with $\mathcal{f}(\theta,\lambda) = \min_{(\theta,\lambda)} \mathcal{f}(\theta,\lambda)$, and $d_2 = \max\{d_1 K\beta, \frac{64(\tau - 8)K\beta}{\beta^2} + 2\}$.

$$d_1 = \frac{\beta^2}{(\tau - 8)^2} + \frac{2\beta^2 \left(\frac{1}{\beta^2} + (K\beta - 1)K\beta + 2\right) \sigma_{\lambda}^2}{256(\tau - 8)^2 L_{12}K^2}.$$

**Proof of Theorem 3**. From $\beta \geq L_{\lambda}$ and $c_t = (\beta t^{-1/4})/2$, $t \geq 1$, one verifies that the conditions in (15) and (21) are satisfied. For $t \geq 1$, we define $\gamma_t = (4\tau - 32)\beta L_{12}\kappa(t)/c_t^2$ with some $\tau > 8$ and let

$$\lambda_t = \gamma_t + \frac{L_{12}\kappa(t)}{2\beta} + \frac{32L_{12}^2\kappa(t)}{c_t^2}.$$

Note that $\gamma_t \geq 0$ when the conditions on $\beta$, $c_t$, and $\eta_t$ hold. Upon using Lemma 3, we have

$$\frac{-\gamma_t}{\tau} \sum_{\tau=0}^{\kappa(t)-1} \|\theta(t,\tau+1) - \theta(t,\tau)\|^2$$

$$+ \frac{c_t-1-c_t}{2} \|\lambda(t)\|^2 - \frac{23\beta^2}{5} \|\lambda(t) - \lambda(t)\|^2$$

$$\geq \lambda(t+1) - \lambda(t).$$

Let

$$\nabla G(\theta(t),\lambda(t)) = \left(\frac{\beta}{\lambda(t)} + \frac{\beta \lambda}{\nabla\lambda G(t,\lambda)}\right).$$

Recall the definition for $\nabla G(\theta(t),\lambda(t))$ in (13). It follows

$$\|\nabla G(\theta(t),\lambda(t))\| - \|\nabla G(\theta(t),\lambda(t))\| \leq c_t \|\lambda(t)\|.$$ (25)

Due to

$$\|\nabla G(\theta(t),\lambda(t))\| \leq \eta_t \|\theta(t+1) - \theta(t)\|$$

we have

$$\|\nabla G(\theta(t),\lambda(t))\|^2$$

$$\leq \left(\eta_t^2 + 3L_{12}^2\right) \frac{\kappa(t)}{c_t} \sum_{\tau=0}^{\kappa(t)-1} \|\theta(t,\tau+1) - \theta(t,\tau)\|^2$$

$$+ 3(c_t-1-c_t) \|\lambda(t)\|^2 + 3\beta^2 \|\lambda(t+1) - \lambda(t)\|^2.$$

Since $\gamma_t$ and $\eta_t$ are in the same order, it follows from the definition of $d_1$ that

$$d_1 \geq \eta_t^2 + \frac{3L_{12}^2}{\gamma_t^4}.$$ (27)

Upon using (27) and (26), we obtain

$$\|\nabla G(\theta(t),\lambda(t))\|^2$$

$$\leq \frac{\epsilon_t}{\epsilon_t} \kappa(t) \sum_{\tau=0}^{\kappa(t)-1} \|\theta(t,\tau+1) - \theta(t,\tau)\|^2$$

$$+ 3(c_t-1-c_t) \|\lambda(t)\|^2 + 3\beta^2 \|\lambda(t+1) - \lambda(t)\|^2.$$

Let $\rho_t = 1/(\max(d_1 \gamma K\beta, 15\beta/2))$. By multiplying $\rho_t$ on both sides of (28) and using (24), we have

$$\rho_t \|\nabla G(\theta(t),\lambda(t))\|^2$$

$$\leq \lambda(t)^2 - \lambda(t+1)^2$$

$$+ 3\rho_t (c_t-1-c_t) \|\lambda(t)\|^2 + 4\beta \left(\frac{c_t-1-c_t}{c_t}\right) \|\lambda(t)\|^2$$

$$\leq \lambda(t)^2 - \lambda(t+1)^2$$

$$+ 3(\rho_t-1) \|\lambda(t)\|^2 + 2\beta \|\lambda(t+1) - \lambda(t)\|^2.$$

Let $T(\delta) = \min\{\delta t \geq 3, \|\nabla G(\theta(t),\lambda(t))\| \leq \frac{1}{\delta}\}$ and

$$F = \min_{t \geq 3} \{F(t)\}.$$
By definition, we have $F \geq \sum_{t=3}^{\hat{T}(d)} \mathbb{E} \left| \nabla G(\theta(t), \lambda(t)) \right|^2$.

Therefore, $\rho_t \geq 1/(d_2^2)$. By the definition of $\hat{T}(\delta)$, we have

$$d_2 \geq \max \left\{ d_1 K Q, \frac{15\beta}{2\gamma t} \right\} \geq \max \left\{ d_1 K Q, \frac{15\beta}{2\gamma t} \right\} \geq \frac{1}{\rho_t \gamma t}.$$ 

Therefore, $\rho_t \leq 1/(d_2^2)$. By the definition of $\hat{T}(\delta)$, we have

$$\frac{d_2^2}{4} \sum_{t=3}^{\hat{T}(d)} \frac{1}{\gamma t} \geq \frac{1}{\gamma t} \left| \sum_{t=3}^{\hat{T}(d)} \nabla G(\theta(t), \lambda(t)) \right|^2 \leq d_2 D.$$ 

Then $\gamma t \geq 4d_2 D / \left( \sum_{t=3}^{\hat{T}(d)} \gamma t \right)$.

Therefore, $\gamma t \leq 16 (\tau - 8) L_{\lambda, K}^2 K Q \sqrt{\hat{T}(\delta)}/\beta$.

$$\frac{\beta}{\sqrt{\hat{T}(\delta)-2}} \leq \frac{\beta}{\sqrt{d_{2} D / \left( \sum_{t=3}^{\hat{T}(d)} \gamma t \right)} - 1} \leq \frac{1}{\beta^2 (\tau - 8) L_{\lambda, K}^2 K Q}.$$ 

Since $\sum_{t=3}^{\hat{T}(d)} \frac{1}{\gamma t} \geq \sqrt{\hat{T}(\delta) - 2}$, we obtain

$$\frac{1}{\beta^2 (\tau - 8) L_{\lambda, K}^2 K Q d_2 D}.$$

In addition, if $\beta > 1 + \beta^2 \gamma^2 / \delta^2$, then $c_{t-1} = (\beta^2 / (2 \sqrt{\tau - 1}) \leq \delta / (2\beta \lambda^2)$.

$$\hat{T}(\delta) \leq \frac{64 (\tau - 8) L_{\lambda, K}^2 K Q d_2 D}{\beta^2} + 2.$$ 

such that $\left\| \nabla G(\theta(t), \lambda(t)) \right\| \leq \left\| \nabla G(\theta(t), \lambda(t)) \right\| + c_{t-1} \left\| \lambda(t) \right\| \leq \delta$. This completes the proof.
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