Flexible model of network embedding
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There has lately been increased interest in describing complex systems not merely as single networks but rather as collections of networks that are coupled to one another. We introduce an analytically tractable model that enables one to connect two layers in a multilayer network by controlling the locality of coupling. In particular we introduce a tractable model for embedding one network (A) into another (B), focusing on the case where network A has many more nodes than network B. In our model, nodes in network A are assigned, or embedded, to the nodes in network B using an assignment rule where the extent of node localization is controlled by a single parameter. We start by mapping an unassigned "source" node in network A to a randomly chosen "target" node in network B. We then assign the neighbors of the source node to the neighborhood of the target node using a random walk starting at the target node and with a per-step stopping probability q. By varying the parameter q, we are able to produce a range of embeddings from local (q = 1) to global (q → 0). The simplicity of the model allows us to calculate key quantities, making it a useful starting point for more realistic models.
of the social networks embedded in geography, such as the similarity of visitation patterns for neighbors in the social network \(k\), the degree distribution of social networks and the spatial spread of populations \(l\), or the coupled evolution of mobility and social interactions \(l\).

This varying degree of locality has important consequences for processes that take place on a network that is embedded in space. For example, for epidemic processes one can transition from a situation of local embedding, in which spreading fronts move at a well defined velocity over space, to a situation where there are no spreading fronts at all and the spatial description of the epidemics cannot be tackled by a continuous space approach \(m\). Being able to model this characteristic, the extent of locality of the network embedding, can help one understand emergent properties of dynamical models involving opinion dynamics, epidemic spreading, or diffusion of innovations or cultural traits.

The Model

We consider two undirected and unweighted networks \(G_A\) and \(G_B\) with \(N_A\) and \(N_B\) nodes, respectively, and we assume that \(N_A > N_B\). Their degree distributions are \(P_A(k)\) and \(P_B(k)\) and their adjacency matrices are \(A\) and \(B\). The assignment rule embeds network \(A\) in network \(B\), i.e., each node in \(G_A\) will be assigned to a node in \(G_B\). Completion of the node assignment process gives rise to a third network called the embedded network \(G_I\), which is an undirected weighted network with adjacency matrix \(\Gamma\) consisting of the same same set of nodes as \(G_B\). Some of the nodes in \(G_A\) will be assigned to node \(i\) in \(G_A\) and some to node \(j\) in \(G_B\), the element \(\Gamma_{ij}\) of the adjacency matrix of the embedded network corresponds to the number of edges in \(G_A\) between the group of nodes assigned to node \(i\) in \(G_B\) and the group of nodes assigned to node \(j\) in \(G_B\). We use \(f_i\) to denote the attractiveness of node \(i\) in \(G_B\), which is a measure of its ability to attract nodes from network \(A\), and we impose the condition that the attractiveness of all nodes add up to 1 \((\sum_i f_i = 1)\) to allow for its interpretation as probability. The value, which might be coupled to network structure, for example, they could be made proportional to the degrees of nodes in network \(B\) or they could depend on an exogenous factor. Returning to the example of a social network \(A\) that is embedded in a spatial network \(B\), the attractiveness of nodes in network \(B\) could be thought of as the target proportions of agents to embed at each node. Depending on the application, this could reflect the capacities of nodes in network \(B\), which might be proportional to, say, populations of cities. We would like the network embedding process to be carried out such that by varying some coupling parameter, the resulting embedded network \(G_I\) has a varying degree of locality, which leads us to the following simple assignment rule which is repeated until all nodes in \(G_A\) have been assigned to nodes in \(G_B\).

1. Choose at random an unassigned node \(\alpha\) in \(G_A\) (source node) and assign it to node \(i\) in \(G_B\) (target location) with probability \(f_i\).
2. For each unassigned neighbor of the source node \(\alpha\) in \(G_A\), start a weighted random walk from the target node \(i\) in \(G_B\) with a per-step stopping probability \(q\) (probability that the random walk stops at each step); assign the node in \(G_A\) to the node in \(G_B\) where the random walk happens to stop. The random walk on \(G_B\) is weighted at each node by the attractiveness of the neighboring (adjacent) nodes.

If the stopping probability \(q = 1\), the walk always (deterministically) comes to a halt at the location node \(i\) in \(G_B\) where it started, and therefore all unassigned neighbors of a given source node are assigned to the same location as the source node itself. This results in an embedded network \(G_I\) that represents the strongest possible coupling between networks \(A\) and \(B\). The value of \(q = 0\) for the stopping probability is not sensible in the context of the proposed model because after assigning a source node, no neighboring nodes would ever be assigned (stopping probability is 0). However, we can consider the limit of \(q \to 0\) in which case we simply assign unassigned neighbors of a source node \(\alpha\) in \(G_A\) to a location node \(i\) in \(G_B\) with probability that is proportional to the stationary probability of a biased random walker to be at any of the nodes. The probability of being assigned to node \(i\) in \(B\) will thus be proportional to the corresponding entry of the leading eigenvector \(v^\tau\) with eigenvalue 1 of the transition matrix \(C(G_B = f B_B/\sum_i f_i B_B)\), which describes the weighted random walk on network \(B\). In this case the embedded network \(G_I\) represents the weakest possible coupling between networks \(A\) and \(B\). For intermediate values of \(0 < q < 1\) the extent of embedding interpolates between these two extreme cases. For a schematic of the model, see Fig. 1.

Analytical Description

The assignment process stops once every node in \(G_A\) has been assigned to a location node in \(G_B\). At this point there are several quantities of interest that describe the output of the model, and these include the size of the realized population \(\Phi_i\) at each node \(i\) in \(G_B\), which corresponds to the number of nodes in \(G_A\) that have been assigned to location node \(i\), and the adjacency matrix \(\Gamma\) of the embedded network \(G_I\). We restrict the analytics to the case where network \(A\) has many more nodes than network \(B\), and therefore for network \(A\) we make use of the degree distribution \(P_A(k)\) only whereas for network \(B\) we use the actual adjacency matrix \(B\). Note that prior to calculating the sizes of the realized populations \(\Phi_i\) at location nodes, or the adjacency matrix of the embedded network \(\Gamma\), we can describe analytically the number of nodes in network \(G_A\) that have been assigned to a location node in \(G_B\) at different times of the process and how many neighbors they have in \(G_A\) with either assigned or unassigned locations in network \(B\). This process can be described independently of any knowledge of the topology of network \(B\) or the random walk stopping probability \(q\), and since these details are needed for calculating other features of the model, we will start the analytics from there.

Process of location assignment. As part of the assignment of nodes at each time step we choose an unassigned source node \(\alpha\) in \(G_A\) at random and assign the node itself, as well as its unassigned nearest neighbors in \(G_A\), to target location nodes in \(G_B\). We are interested in two specific quantities related to unassigned nodes in \(G_A\) at time \(t\), namely, the distribution \(P^\alpha(k, t)\) of the number of their unassigned neighbors \(k\) (empty circles in Fig. 2).
and the distribution \( P_A^t(k, t) \) of the number of their assigned neighbors \( k \) (small black circles in Fig. 2). We reduce the description to the computation of the first two moments of \( \oplus P_A^t(, ) \), \( \langle \rangle \oplus k_A \) and \( \langle \rangle \oplus k_A^2 \), and the first moment of \( \langle \rangle \dot{\oplus} k_A \). Their approximate evolution equations are

\[
\frac{d}{dt} \langle k_A^{(0)} \rangle(t) = \frac{1}{\langle k_A(t) \rangle - 1 - \langle k_A^{(0)} \rangle(t)} \left[ \langle k_A^{(0)} \rangle(t)^2 - 2\langle k_A^{(0)} \rangle(t) \right],
\]

(1)

\[
\frac{d}{dt} \langle k_A^{(0)} \rangle(t) = \frac{1}{\eta(t) - 1 - \langle k_A^{(0)} \rangle(t)} \times \left[ \left[ \langle k_A^{(0)} \rangle(t)^2 - 2\langle k_A^{(0)} \rangle(t) \right] - \frac{\langle k_A^{(0)} \rangle(t)}{\langle k_A(t) \rangle} \right] + 2\langle k_A^{(0)} \rangle(t)^3,
\]

(2)

\[
\frac{d}{dt} \langle k_A \rangle(t) = \frac{\langle k_A^{(0)} \rangle(t)}{\eta(t) - 1 - \langle k_A(t) \rangle},
\]

(3)

with initial conditions \( \eta(0) = N_A, \langle k_A^{(0)} \rangle(0) = \langle k_A \rangle, \langle k_A^{(0)} \rangle(0) = \langle k_A^2 \rangle, \) and \( \langle k_A(t) \rangle(0) = 0 \), where \( \langle k_A \rangle \) and \( \langle k_A^2 \rangle \) are the first and second moments of the degree distribution of network A and \( \eta(t) \) is the total number of unassigned nodes. The derivation of these equations only assumes that the network is locally tree-like and with no degree-degree correlations, and therefore we would expect it to be reasonably accurate for uncorrelated networks with low levels of clustering. For a complete derivation of the equations see the SI.

After some \( t^* \) time steps all nodes in network A will have been assigned, which implies that

\[
N_A = \int_0^t [1 + \langle k_A(t) \rangle] dt.
\]

We can then integrate Eqs 1–4 together with their initial conditions numerically; here we used the RK4 algorithm but other choices are also possible. The agreement is very good between direct simulations from model and numerical integration of the equations for different types of networks of different sizes (see Appendix Figs S2 and S3).
Realized populations. We use $\Phi_i(t)$ to denote the number of nodes in A that have been assigned to target location node $i$ in B at time $t$. In the case $q = 0$, the average realized population sizes are given by (see Appendix for derivation):

$$\langle \Phi_i \rangle = f_i \delta(q) + q\alpha \sum_j f_j \sum_{t=1}^{\infty} (1 - q^t) [C_{ij}]_t,$$

(4)

with $\delta(q) = \int_0^1 [1 + q(k_i(t))dt]$, $\alpha = \int_0^1 \langle k_i(t) \rangle dt$ and $C_{ij} = f_i B_{ij} \sum_i f_i B_{ji}$. In the case $q = 1$, and combining the equation for the realized populations (Eq. 4), the definition of $\delta(q)$ and the implicit equation for $t^*$, we see that $\langle \Phi_i \rangle(t^*) = N_{B,i}f_i$. For intermediate values of $q$, the random walk based node assignment process distorts the realized population sizes described by Eq. 4. For the case $q = 0$, the average realized populations will be

$$\langle \Phi_i \rangle = f_i (N_{A,i} - \alpha) + \alpha \nu_i^0.$$

(5)

Intuitively, $\alpha$ is the number of nodes that have been embedded through the random walk process. For a more detailed derivation, see the SI. See Fig. 3 (top row) for a comparison of the analytical solution and simulations for different values of $q$.

Embedded network. We now turn to analytical description of the embedded network $G_V$. We investigate average quantities of interest for the adjacency matrix $\Gamma$ and the dependence of these quantities on $G_A$, $G_B$ and attractiveness $f_i$ in network B. In the course of the assignment process, pairs of nodes that are connected by an edge in network A can be assigned to nodes in B either synchronously or asynchronously. When two adjacent nodes in $G_A$ are assigned synchronously, their assignments (their respective target nodes in network B) will be correlated through the random walk process. To account for synchronous assignment, we calculate an expected adjacency matrix $\psi$. The synchronous assignment happens always between a node in A (primary node, the central node in Fig. 2) that is selected for its assignment to a node in B and its not-yet located neighbors in A (secondary nodes, the big empty circles in Fig. 2). Therefore the edge connecting the two nodes from A will connect the two locations of B to which both nodes are assigned, and this locations will be related to each other by the random walk that the secondary nodes perform. The information about the relation between these two locations in B will be stored in the adjacency matrix $\psi$ and represents the number of connections in A between the nodes from A assigned to locations $i$ and $j$ in B only due to the process just described, the solid edges in Fig. 2). When two adjacent nodes in $G_A$ are assigned asynchronously, their assignments to their respective target nodes will be uncorrelated. To account for asynchronous assignment, we calculate the number of stubs $\varphi_i$ that a node $i$ in B attains during the assignment process and we construct an expected adjacency matrix given a random stub pairing $\left[ \frac{\varphi_i(t)\varphi_j(t)}{\sum_i \varphi_i(t)^2} \left( 1 - \frac{1}{2^q} \right) \right]$. These stubs correspond to the dotted and dashed-dotted lines in Fig. 2; as the former ones correspond to edges in network A that connect nodes that have been assigned a location at a previous step and the latter ones correspond to unlocated second neighbors of the primary node selected for location assignment. See the S.I. for the complete derivation of the equations. In the end the adjacency matrix of the embedded network is described by the sum of both contributions as
For the case $q \neq 0$, for which the full derivation is given in the SI, the resulting adjacency matrix of the embedded network is given by Eq. 6 with

$$\langle \Gamma_{ij} \rangle = \psi_{ij}(t^*) + \frac{\varphi_{ij}(t^*) \varphi_{ij}(t^*)}{\sum_{i} \varphi_{ij}(t^*)} \left[ 1 - \frac{1}{2} \delta_{ij} \right].$$

(6)

For the case $q = 0$, for which the full derivation is given in the SI, the resulting adjacency matrix of the embedded network is given by Eq. 6 with

$$\psi_{ij}(t^*) = q\alpha f_i \delta_{ij} + q\alpha \left[ \omega_y + \omega_\beta \right] \left[ 1 - \frac{1}{2} \delta_{ij} \right],$$

(7)

$$\varphi_{ij}(t^*) = (q \beta + \gamma) f_i + q\beta \sum_{i} f_i [\Omega(q)]_{ij},$$

(8)

where

$$\omega_y = f_i [\Omega(q)]_{ij}$$

$$[\Omega(q)]_{ij} = \sum_{r=1}^{\infty} (1 - q^r) [\mathcal{C}]_{ij}$$

$$\alpha = \int_{0}^{t^*} \langle k_A^y(t) \rangle dt$$

$$\beta = \int_{0}^{t^*} \left[ \langle k_A^\beta(t) \rangle + \langle k_A^\gamma(t) \rangle \right] dt$$

$$\gamma = \int_{0}^{t^*} \langle k_A^\gamma(t) \rangle dt = N(k_A^\gamma) - 2\alpha - \beta.$$  

For the case $q = 1$, the matrix $\Omega(q)$ vanishes. This matrix is the only element involving the topological information of network $B$. Thus in this case the embedded connections between different nodes in $B$ are random as in the case where $q = 0$, but the difference is that now there are many more connections inside each target node. So for $q = 1$, putting everything together, Eq. 6 can be written as
\[
\langle \Gamma_y \rangle = f_i \alpha \delta_y + f_j \gamma (N_y (k) \Delta_y - 2 \alpha) \left(1 - \frac{1}{2} \delta_y \right).
\]

Therefore depending only on the attractiveness of network \( B \) nodes and the average degree of network \( A \). For the case \( q = 0 \), the embedded network is given by Eq. 6 with

\[
\psi_y(t^*) = \alpha (f_i \psi^0 + f_j \psi^0) \left(1 - \frac{1}{2} \delta_y \right),
\]

\[
\varphi(t^*) = \gamma f_i + \beta \psi^0,
\]

where \( \psi^0 \) is the \( i \)th component of the leading eigenvector of the matrix \( C \) normalized using the \( L_\infty \)-norm. See the SI for more details.

Discussion

We have introduced a simple, tractable model of network embedding that regulates the extent of localization of the mapping with a single parameter \( q \). The model can also be interpreted within the multilayer network framework, in which case networks \( A \) and \( B \) correspond to different layers and the assignment of source nodes in network \( A \) to target nodes in network \( B \) to specifying the interlayer connectivity structure. We leave it as a future challenge to investigate likely biases in the model that are now induced by the fact that, at each step, two different types of location assignments are done: a source node from network \( A \) is assigned randomly to a target node in network \( B \), while the unassigned neighbors of the source node are assigned to the neighborhood of the target location in \( B \) via a weighted random walk. For example, choosing a node from network \( A \) for location assignment in proportion to its degree may have nontrivial effects on the outcome of the assignment. We would like to stress that the simplicity of the model is what allows us to calculate some of its properties analytically, and as such it can help lay a foundation for understanding dynamics that take place on embedded networks. We postulate our model thus as a tool for the theoretical exploration for example of epidemic dynamics on social networks that are embedded in geography and so gain a deeper understanding of spatial dynamics derived from purely network dynamics. Consider a situation where we have accurate representations of a social network and a spatial network, where the former is embedded in the latter, but no details are available on how the networks are inter-connected. In this case our model could be used as a null model for the embedding process based on values of the coupling parameter from settings where it is available or can be estimated from data. As a sensitivity analysis, one could then vary the value of this parameter to explore different degrees of locality. Finally as an intralayer connectivity model in the multilayer paradigm this model is also a useful tool in exploring the impact of the locality of the embedding on different settings.
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