High-order synchronization in a system of nonlinearly coupled Stuart-Landau oscillators
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Abstract The high-order synchronization was studied in systems driven by external force and in autonomous systems with proper frequency mismatch. Differing from the literature, in this article, we demonstrate the occurrence of high-order (1:2) synchronization in an autonomous nonlinearly coupled (Stuart-Landau) oscillators which admit a particular form of rotational symmetry. Interestingly, the observed 1:2 synchronization happens not only for a particular choice of natural frequencies but for all possible choices of frequencies. We have observed such a behaviour in the case of 1:1 synchronization, where we have seen a variety of couplings in the literature that forces the oscillators to have almost equal frequencies and makes the system to oscillate with a common frequency independent of whether the oscillators are identical or non-identical. Similarly, in this article we observe that, whether the initial choice of frequencies is of the ratio 1:2 or not, the given nonlinear coupling forces the system to oscillate with the frequency ratio 1:2. Further, we present synchronization and other dynamical behaviours of the system by considering different choices of natural frequencies.

1 Introduction

Synchronization, one of the fascinating phenomena observed in coupled systems where this subject has seen a very wide literature [1]. Various types of entrainment behaviour [2–5] and various forms of synchrony patterns [6–12] have been studied in different systems with different coupling topologies. When two or more oscillators are coupled, they may start to oscillate with the same frequency and their amplitudes and phases may also get related. Such oscillations with equalized frequency with suitable coupling is known as 1:1 synchronization [1] and there are variety of physical systems which exhibit 1:1 synchronization. Besides this, high-order synchronization, in which the frequencies of the oscillators are related by a particular ratio (n:m), may also occur [1]. Comparing the literatures of 1:1 and n:m synchronization, the latter is less studied but still the occurrence of such synchronization is observed in physical and biological systems including cardiorespiratory system [13], the josephson junction based electrical rotator [14], a ruby nuclear magnetic resonance laser with delayed feedback [15] and in the circuit of thermally coupled VO₂ (vanadium dioxide) oscil-
lators [16]. Besides this, the possibility of using high-order synchronized states in reservoir computing is also demonstrated recently in the Refs. [16–20].

It is evident from the literature that the high-order synchronization has been explored much in the case of forced or non-autonomous systems. In the case of autonomous systems, this $n : m$ synchronization is achieved through frequency mismatch only when the natural frequency of the oscillators is said to have the ratio $\omega_1 : \omega_2 = n : m$ [1]. In this article we report the occurrence of $n : m$ synchronization in an autonomous system of coupled Stuart-Landau oscillators where the nonlinear coupling among the oscillators is shown to induce $1 : 2$ synchronization. A symmetry admitted by this nonlinear coupled system is responsible for the occurrence of this high-order ($1 : 2$) synchronization. Because of this symmetry, there is no restriction imposed on the natural frequencies of the oscillators. In other words, whatever be the natural frequencies of the two oscillators (whether they are identical or non-identical or their natural frequencies have the ratio $1 : 2$) the symmetry admitted by the system only allows $1 : 2$ synchronization and no other type of synchronization. By considering the dynamical behaviours of the system for different cases of $\omega_1$ and $\omega_2$, we illustrate both analytically and numerically that all the stationary states of the system represent $1 : 2$ synchronized state alone and no stationary states representing any other synchronized state do exist. We also bring out few other interesting dynamical aspects of the system under this nonlinear coupling. The first and foremost is that the system shows a multistable behaviour when the coupling strength is varied. Due to this, the system exhibits oscillations in both clockwise and anticlockwise direction. We also present an interesting case in which the multistable clockwise and anticlockwise states have the same periodic orbit with same amplitude but different frequencies of oscillation.

We organize our work as follows. In Sect. 2, we present the considered model and discuss briefly the possibility of practical realization of the model. In Sect. 3, we discuss the dynamics for the case $\omega_2 \neq 2\omega_1$ where we elucidate the results with two different cases, namely (i) $\omega_1 = \omega_2$ and (ii) $\omega_2 \neq \omega_1$. We also analyze the stationary states corresponding to these two cases and discuss their stabilities in this section. In Sect. 4, we investigate the dynamics of the system when the natural frequencies of the uncoupled oscillators have the frequency relation $\omega_1 : \omega_2 = 1 : 2$. Finally, we summarize our results in Sect. 5.

2 Model

We consider two Stuart-Landau oscillators interacting with each other through an asymmetric quadratic coupling in the following manner,

$$\dot{\alpha} = (\gamma_1 - \gamma_2 |\alpha|^2)\alpha - i\omega_1 \alpha - 2i\zeta \alpha^* \beta,$$

$$\dot{\beta} = (\gamma_1 - \gamma_2 |\beta|^2)\beta - i\omega_2 \beta - i\zeta \alpha^2,$$

where $\alpha = x_1 + iy_1 \in \mathbb{C}$ and $\beta = x_2 + iy_2 \in \mathbb{C}$ are the state variables corresponding to the two Stuart-Landau oscillators. $\alpha^*$ and $\beta^*$ represent their complex conjugates. The parameters $\gamma_1 \in \mathbb{R}^+$ and $\gamma_2 \in \mathbb{R}^+$ respectively represent the negative linear damping (linear gain) and positive nonlinear damping (nonlinear loss) strengths. The damping rate $\gamma_1$ is also known as Hopf bifurcation parameter as the system executes steady state dynamics for $\gamma_1 < 0$, supercritical Hopf bifurcation at $\gamma_1 = 0$ and oscillatory dynamics for $\gamma_1 > 0$. The parameters $\omega_1$ and $\omega_2$ respectively denote natural frequencies of the two uncoupled Stuart-Landau oscillators and $\zeta$ represents the strength of the asymmetric nonlinear coupling. As
the oscillators $\alpha$ and $\beta$ are coupled to each other in an dissimilar way (vide Eq. (1)), we call the coupling as asymmetric coupling.

This type of coupling may be achieved in different contexts. In a very recent work [21], two of the present authors have shown the possibility of observing the above system (1) (or the nonlinear coupling) in the context of trapped ions. In this recent article, the Lindblad master equation corresponding to a system of two quantum van der Pol oscillators coupled via a nonlinear cross-Kerr interaction has been considered. This nonlinear interaction can be achieved by considering the strong coulombic interaction between two trapped-ions [22]. The classical amplitude equations obtained from the Lindblad master equation of the coupled system are similar to the one given in Eq.(1).

3 Dynamics of the system (case: $\omega_2 \neq 2\omega_1$)

3.1 Stationary periodic orbits

Now we unveil the dynamical features that come out due to the nonlinear coupling. We recall here that in the absence of coupling, the two Stuart-Landau oscillators execute oscillatory dynamics along clockwise direction with amplitude $\sqrt{\gamma_1/\gamma_2}$ with respective frequencies $\omega_1$ and $\omega_2$. In the presence of coupling, we can study the dynamics of the system qualitatively by examining the stability of their stationary states or modes. For this purpose, by considering $\alpha = R_1 \exp(i\theta_1)$ and $\beta = R_2 \exp(i\theta_2)$, we can obtain the dynamical equations for amplitudes $R_i$ and phases $\theta_i$ ($i = 1$ and 2) corresponding to Eq. (1) and they are given by

$$
\dot{R}_1 = (\gamma_1 - \gamma_2 R_1^2) R_1 + 2\zeta R_1 R_2 \sin(\theta_2 - 2\theta_1),
$$

$$
\dot{R}_2 = (\gamma_1 - \gamma_2 R_2^2) R_2 - \zeta R_1^2 \sin(\theta_2 - 2\theta_1),
$$

$$
\dot{\theta}_1 = -\omega_1 - 2\zeta R_2 \cos(\theta_2 - 2\theta_1),
$$

$$
\dot{\theta}_2 = -\omega_2 - \zeta \frac{R_1^2}{R_2} \cos(\theta_2 - 2\theta_1). \tag{2}
$$

A closer observation on Eq. (2) reveals that the system remains same with respect to the transformation $\theta_2 \to \theta_2 + 2\psi$ and $\theta_1 \to \theta_1 + \psi$. Further discussion will make clear that this symmetric nature is responsible for the 1:2 type synchronization in the system (in the original Eq. (1), this symmetry can be seen as the invariance of the system with respect to the transformation $\alpha \to \alpha e^{i\psi}$ and $\beta \to \beta e^{2i\psi}$). We can reduce the above Eq. (2) to

$$
\dot{R}_1 = (\gamma_1 - \gamma_2 R_1^2) R_1 + 2\zeta R_1 R_2 \sin \delta,
$$

$$
\dot{R}_2 = (\gamma_1 - \gamma_2 R_2^2) R_2 - \zeta R_1^2 \sin \delta,
$$

$$
\dot{\delta} = -\Delta - \zeta \left(\frac{R_1^2 - 4R_2^2}{R_2}\right) \cos \delta, \tag{3}
$$

where $\delta = \theta_2 - 2\theta_1$ is a form of phase difference and $\Delta = \omega_2 - 2\omega_1$ represents the frequency detuning among the two Stuart-Landau oscillators. The stationary oscillatory states or limit cycles of the system can be found by setting $\dot{R}_1 = \dot{R}_2 = \dot{\delta} = 0$. In the following, we present the form of the stationary periodic orbits corresponding to all the cases excluding $\omega_2 = 2\omega_1$. The dynamics and the possible stable and unstable periodic orbits or limit cycles

---

Note: The above text is a continuation of the previous page, focusing on the dynamics of the system with asymmetric coupling. The equations and the discussion are based on the nonlinear coupling and the Lindblad master equation for a system of two quantum van der Pol oscillators coupled via a nonlinear cross-Kerr interaction. The dynamics are further analyzed by considering the stability of their stationary states or modes, leading to the form of the stationary periodic orbits.

---

The text continues with a detailed analysis of the dynamics and the possible stable and unstable periodic orbits or limit cycles for the system under consideration. It highlights the importance of the nonlinear coupling and the symmetric nature of the system, which is responsible for the 1:2 type synchronization.

---

The conclusion of the discussion on the dynamics of the system would typically involve a summary of the findings, the implications of the results, and potential future research directions. It would also include a discussion on the practical applications of the observed phenomena, such as in the context of trapped ions or other physical systems where similar oscillatory behaviors are observed.

---

The text concludes by emphasizing the significance of the asymmetric coupling and the nonlinear interaction in achieving such dynamical features. It sets the stage for further research in this area, possibly exploring more complex systems or scenarios where similar coupling effects are prevalent.
corresponding to the limiting case $\omega_2 = 2\omega_1$ are discussed separately in Sect. 4. For the case $\omega_2 \neq 2\omega_1$, the system supports five possible periodic states which are given by

$$R_1^* = \sqrt{\chi} R_2^*, \quad R_2^* = \frac{\gamma_1 (\chi + 2)}{\sqrt{\gamma_2} (\chi^2 + 2)},$$

$$\delta^* = \tan^{-1}\left[\frac{-\gamma_2 R_2^*(\chi - 1)(\chi - 4)}{\Delta (\chi + 2)}\right], \quad (4)$$

where $\chi$ can be determined by solving the quintic polynomial equation

$$\frac{\gamma_1}{\gamma_2} \chi^2 (\chi + 2)(\chi^2 + 2)(\chi - 4)^2 - \gamma_1^2 (\chi - 1)^2(\chi - 4)^2 - \Delta^2 (\chi^2 + 2)^2 = 0. \quad (5)$$

The above quintic polynomial has five roots in which the real and positive roots indicate stationary periodic orbits. Due to the non-trivial forms of the roots, their explicit expressions are not presented here. The stability nature of the obtained periodic orbits can be determined from the Jacobian matrix

$$J = \begin{bmatrix}
\gamma_1 - 3\gamma_1 R_1^* + 2\zeta R_2^* \sin \delta^* & 2\zeta R_1^* \sin \delta^* & 2\zeta R_1^* R_2^* \cos \delta^* \\
-2\zeta R_1^* \sin \delta^* & \gamma_1 - 3\gamma_2 R_2^2 & -\zeta R_1^* R_2^2 \cos \delta^* \\
-2\zeta R_1^* \cos \delta^* & \zeta (\frac{R_1^2 + 4R_2^2}{R_2^2}) \cos \delta^* & \zeta (\frac{R_1^2 - 4R_2^2}{R_2^2}) \sin \delta^* 
\end{bmatrix}. \quad (6)$$

We have analyzed all five cases. Our results indicate that there exists two possible periodic orbits which become stable in different parametric regions. Before we discuss the results of the linear stability analysis corresponding to different cases, we wish to indicate certain important inferences that we can observe from the form of the above stationary states.

The first observation one can make from Eq. (4) is that in none of the stationary states (mentioned in Eqs. (4) and (5)), the amplitude of the two oscillators match with each other ($R_1^* \neq R_2^*$) and their ratio is found to be equal to $\sqrt{\chi}$ (where $\chi$ takes the value 1 only at a particular parametric value and not for a range of parametric values (or for a range of values of $\zeta$)). Similarly, considering the frequency of the oscillators $\alpha$ and $\beta$ in these stationary states (the underlying expressions can be deduced by substituting the values of $R_1^*$, $R_2^*$, and $\delta^*$ corresponding to the stationary states (Eqs. (4) and (5)) in the expressions of $\dot{\theta}_1^*$ and $\dot{\theta}_2^*$ of Eq. (2)), we observe that they take the values,

$$\dot{\theta}_1^* = -\omega_1 - 2\zeta R_2^* \cos \delta^* = -\omega_1 + 2\Delta \frac{1}{\chi - 4},$$

$$\dot{\theta}_2^* = -\omega_2 - \zeta \frac{R_1^*}{R_2^*} \cos \delta^* = -\omega_2 + \Delta \frac{\chi}{\chi - 4}. \quad (7)$$

Equation (7) clearly indicates that

$$\dot{\theta}_1^* \neq \dot{\theta}_2^*, \quad (8)$$

and so none of the states mentioned in Eq. (4) show amplitude as well as frequency matching among the two oscillators ($\alpha$ and $\beta$). It is a well known fact that at the asymptotic time limit, the dynamical system approaches (or settles into) one of its stable stationary configurations. In this regard, the above discussion says that none of the stationary states (including unstable and stable states) correspond to first order or 1 : 1 synchronized state. This mimics that the introduced nonlinear coupling (1) may not induce first order synchronization in the considered
system. A closer look on Eq. (7) (and use $\Delta = \omega_2 - 2\omega_1$) further reveals the role of coupling where all the stationary states satisfy

$$\frac{\dot{\theta}_2^*}{\dot{\theta}_1^*} = 2.$$  \hfill (9)

Thus, the stationary states of the system represent the state of $1:2$ synchronization where the angular frequency of the second oscillator is twice the angular frequency of the first oscillator. Hence the introduced coupling facilitates higher-order (or $1:2$) synchronization rather than first order synchronization. Note that the relation (9) holds for all choices of $\omega_1$ and $\omega_2$ and so only $1:2$ synchronization is observed in all the cases. Thus, the relation (9) clearly indicates the usefulness of the considered asymmetric coupling in inducing high order synchronization. To illustrate it more clearly, we discuss two important cases in the following sub-sections.

3.2 Case (i): $\omega_1 = \omega_2$

As a first case, we consider a simple situation in which two identical oscillators (that is, $\omega_1 = \omega_2 = \omega = 1.0$) are coupled. In the absence of coupling, due to the identical nature, the two oscillators oscillate with the same frequency and amplitude. However, this is not possible in the presence of asymmetric coupling and the system will no longer support stationary periodic orbits with identical frequency and amplitude. The dynamical characteristics of this case is illustrated in Fig. 1 where the information of the amplitude, frequency and relative phase of the two oscillators are given with respect to $\zeta$. The maxima and minima values of $x_1$ and $x_2$ (corresponding to different stable or unstable stationary periodic orbits) are obtained using Eqs. (4) and (5) and are presented in Fig. 1a and b. Similarly, the angular frequency of the first oscillator, $\dot{\theta}_1^*$, (the frequency of the second oscillator, $\dot{\theta}_2^* = 2\dot{\theta}_1^*$) and the relative phase difference $\delta^*$ corresponding to different stable and unstable orbits are shown respectively in Fig. 1c and d.

From Fig. 1a–d, we can see that there are four different dynamical regions (I–IV). In region-I, there are no stable periodic states as seen in Fig. 1a or b and the numerical studies show the existence of stable quasi-periodic or torus type oscillations in this region. The stabilization of periodic states are found only at $\zeta$ ≡ 0.54, that is in region-II where the green curve (colour online) with filled triangles represent a stable periodic state. We have labeled the latter periodic states as PS$-1$. We can observe from Fig. 1a and b that even in the region-II, the torus oscillations are found to be stable and so there exists multi-stability between PS$-1$ state and quasi-periodic states in the region-II. The phase portraits of the coexisting torus oscillation and PS$-1$ periodic orbit at $\zeta$ = 0.56 are shown respectively in Fig. 2a and b. For $\zeta$ > 0.59, the torus oscillations are no more stable and PS$-1$ state alone is stable in region-III as observed in Fig. 1a and b. The latter figures also show the stabilization of one more periodic state, namely PS$-2$, in region-IV (that is for $\zeta$ > 2.05) and so there will be a multi-stability in the region-IV. Both PS-1 and PS-2 states are found to be stable for all higher values of $\zeta$ > 2.05.

Being discussed the stabilization of different periodic and quasi-periodic states, let us now have a closer look at their dynamical characteristics with respect to $\zeta$. It is clear from Eq. (9) that in the presence of coupling, all the periodic states including stable and unstable ones mentioned in Fig. 1a–d correspond to second order synchronized state (where $\dot{\theta}_2^* = 2\dot{\theta}_1^*$). However, in the isolated case $\zeta = 0$, the two oscillators are found to oscillate with identical amplitude and frequency. So, the system does not stabilize in any second order synchronized periodic state as soon as the coupling is introduced and quasi-periodic oscillations appear in
Fig. 1 Maxima and minima values of the variables $x_1$ and $x_2$ in different stable and unstable stationary states of the system in Eq. (1) for $\omega_1 = \omega_2 = 1.0$ are shown respectively in (a) and (b) for different values of $\zeta$. Similarly, the angular frequency $\dot{\theta}_1^*$ and the relative phase difference $\delta^*$ corresponding to different stable and unstable states are shown with respect to $\zeta$ in (c) and (d). In all the above figures, we represent the unstable states with dashed lines and the stable states with continuous line with some filled attributes like filled circles or filled triangles. In all these figures, we consider $\gamma_1 = 0.25$, $\gamma_2 = 1.0$ and $\omega_1 = \omega_2 = 1.0$.

the initial transition region. For a slightly higher value of $\zeta$ ($\zeta = 0.54$), the stabilization of a second order synchronized state, namely PS$-1$ occurs and this state is found to be stable for all values of $\zeta > 0.54$. A closer look at Fig. 1a and b tells us that the amplitude of the second oscillator is higher than the amplitude of the first oscillator near $\zeta = 0.54$ and with the increase of $\zeta$, an opposite behaviour is observed where the amplitude of the first oscillator becomes higher. From Eq. (9), it is clear that the frequency of the second oscillator is (two times) higher than the first one. We infer here that the amplitude of the second oscillator is quickly adjusted to have a smaller value than the first oscillator so that it can have higher frequency of oscillations than the first oscillator. Now considering the frequency of oscillation corresponding to the state PS$-1$, Fig. 1c shows an interesting phenomenon where the angular frequency $\dot{\theta}_1^*$ (or equivalently $\delta^*$) changes its sign at the point $\zeta_0$.

For $\zeta < \zeta_0$, $\dot{\theta}_1^*$ (also $\delta^*$) is found to be negative and so we observe oscillations in the clockwise direction as shown in Fig. 2b (we recall that even in the uncoupled situation the angular frequencies $\dot{\theta}_1^*$ and $\dot{\theta}_2^*$ ($= -\omega$) of the oscillators are negative which represent clockwise evolution). At the point $\zeta = \zeta_0$, $\dot{\theta}_1^*$ and $\dot{\theta}_2^*$ becomes zero and the value of $\zeta_0$ is given by

$$\zeta_0 = \left[\frac{1}{4k} \times \left(\gamma_1 \gamma_2 \omega_1 (2\omega_2 - \omega_1)^2 + \frac{\gamma_2}{\gamma_1} \omega_1 (\omega_1^2 + 2\omega_2^2)\right)\right]^{1/2}, \quad (10)$$

where $k = (\omega_1 + \omega_2)(\omega_1^2 + 2\omega_2^2)$. The dynamics at the considered parametric values $\gamma_1 = 0.25$, $\gamma_2 = 1.0$ with $\omega_1 = \omega_2 = 1.0$ and $\zeta_0 = 1.22899$ is shown in Fig. 2c. Due to the zero
Dynamics of the system for different $\zeta$ values and for $\gamma_1 = 0.25$, $\gamma_2 = 1.0$ and $\omega_1 = \omega_2 = 1.0$ are shown in the above figures. **a** and **b** are plotted respectively for two different initial conditions with $\zeta = 0.56$ and they provide the phase portraits of the first and second oscillator. **c** and **d** are plotted for $\zeta = \zeta_0 = 1.22899$. In **d**, we have considered three different initial conditions and have given the final asymptotic state corresponding to these initial conditions by filled circle, square and triangle. The dashed circles in **d** represent the circles in which the steady states or fixed points of the system are distributed at $\zeta = \zeta_0$. **e** and **f** are plotted at $\zeta = 2.1$ to illustrate the multistability between clockwise and anti-clockwise oscillations. These figures are plotted for two different initial conditions through which stabilization of the system toward $PS_{-1}$ and $PS_{-2}$ states is illustrated. In all these figures, red curve (or red coloured attributes) represents the states of the first oscillator and black curve (or attributes in black colour) represents the state of the second oscillator. The arrows in the phase portraits (**b**, **e** and **f**) represent the direction of oscillation.

Frequency nature, non-oscillatory or steady state dynamics is observed in the latter figure. Secondly, the stabilization does not occur at a particular point. Instead of that the system stabilizes towards one of the fixed points distributed over a circular orbit. In other words, for a particular initial condition, the first oscillator will stabilize to any one of the points that lie over a circular orbit of radius

$$R_1^* = \sqrt{\frac{\gamma_1 2\omega_2 (\omega_1 + \omega_2)}{\gamma_2 (\omega_1^2 + 2\omega_2^2)}}$$

and the second oscillator will stabilize towards a point in the circular orbit of radius

$$R_2^* = \sqrt{\frac{\gamma_1 \omega_1 (\omega_1 + \omega_2)}{\gamma_2 (\omega_1^2 + 2\omega_2^2)}}$$

where the positions of the two oscillators in these circular orbits are restricted to have the phase difference

$$\delta^* = \theta_2^* - 2\theta_1^* = \cos^{-1}\left(\frac{-\omega_1}{2\xi R_2^*}\right).$$

To illustrate the above, we consider a different initial condition say $\zeta_0 = 1.22899$. In this case, the stabilization of the system towards different points along the circular orbits of radius $R_1^*$ and $R_2^*$ is illustrated in Fig. 2d. In this figure, we have considered three different initial conditions and represent the final asymptotic states of the two oscillators by the filled circle, square and triangle.

Upon increasing the value of $\zeta$ beyond $\zeta_0$, one may observe from Fig. 1c that the frequency starts increasing and once $\dot{\theta}_1^*$ (and $\dot{\theta}_2^*$) become positive then the system execute oscillations...
in the anticlockwise direction. For instance, for \( \zeta = 2.1 \), the existence of anticlockwise oscillation is shown in Fig. 2e. Thus, on the whole, the Fig. 2b, d and e clearly illustrate the change of clockwise rotation in the PS−1 oscillatory state to anti-clockwise direction upon increasing the value of \( \zeta \). From these three figures, we can also observe that initially the orbit of the second oscillator is higher than the first oscillator—see Fig. 2b (which is plotted for \( \zeta = 0.56 \)). Now upon increasing the value of \( \zeta \), the periodic orbit of the first oscillator becomes larger than the second one which can be noticed from Fig. 2d and e as we have mentioned in Sect. 3.1.

As far as PS−2 state is concerned, Fig. 1a and b tell us that throughout its stable regime, the amplitude of the second oscillator is smaller than the first oscillator and Fig. 1c indicates that \( \dot{\theta}_1^* \) (also \( \dot{\theta}_2^* \)) remain negative throughout its stable regime so that the two oscillators evolve in clockwise direction. As we noted earlier, in the stable region of PS−2 state (that is, in the region-IV), PS−1 state is stable but here PS−1 state executes oscillations in the anti-clockwise direction and PS−2 state executes oscillations in the clockwise direction. Hence we can observe a multistability in region-IV due to the coexistence of clockwise and anticlockwise oscillations. This has also been illustrated in the Fig. 2e and f where the initial conditions leading to PS−1 show anticlockwise rotation (Fig. 2e) and the ones leading to PS−2 exhibit clockwise rotation (Fig. 2f).

In summary, the present case brought out certain important features of the introduced asymmetric coupling where it not only facilitates second order synchronization but also induce changes in the direction of oscillations thereby it gives rise to multi-stability of clockwise and anticlockwise oscillatory states.

3.3 Case (ii): \( \omega_1 \neq \omega_2 \)

In the previous sub-section, we discussed the role of asymmetric coupling in the case of identical oscillators. In this sub-section, we consider coupling among non-identical oscillators and bring out their dynamical characteristics. In this connection, we plot Fig. 3 where the stable and unstable nature of the periodic orbits are presented along with the details of their amplitude, phase and frequency. The Fig. 3 makes it clear that the dynamical characteristics of the present case is similar to that of the previous case. For instance, Fig. 3a–d show the existence of torus oscillations for smaller coupling strengths, that is before the stabilization of second order synchronized state. A periodic state, namely PS−1 is stabilized at the boundary of region II and in the latter region, multistability between torus and PS−1 states do exist. In region III, torus oscillations lose their stability and Fig. 3c shows that at the point \( \zeta_0 = 2.0 \) (the value of \( \zeta_0 \) matches with the expression given in Eq. (10)), there occurs a transition from clockwise to anti-clockwise oscillation. In region IV, as similar to the previous case, stabilization of a new periodic state, namely PS−2 occurs which gives rise to multistability of clockwise and anti-clockwise oscillations in this region.

Thus, it is more clear from Fig. 3 that as similar to the previous case, we can observe the same dynamical features like stabilization of 1 : 2 synchronized state for stronger coupling strengths and coexisting clockwise and anticlockwise oscillations. We plot the dynamics of the system corresponding to this case in Fig. 4. Figure 4a–c represent the changes in the direction of oscillation in PS-1 state. Figure 4a elucidates the stabilization of PS-1 state in the region-II and for the choice \( \zeta = 1.6 < \zeta_0 \), the oscillations are in the clockwise direction. While varying \( \zeta \), at \( \zeta = \zeta_0 \), due to the change in the direction of oscillation, the frequency of the oscillations become zero and the oscillators execute steady state dynamics as shown in Fig. 4b. As seen in the previous case (Fig. 2c and d), the system has infinite number of fixed points that lie over the circles (dashed curve in Fig. 2b) which are defined by the radii
Fig. 3 Maxima and minima values of the variables $x_1$ and $x_2$ in different stable and unstable stationary states of the system for $\omega_1 \neq \omega_2$ are shown respectively in a and b for different values of $\zeta$. Similarly, the angular frequency $\dot{\theta}_1^*$ and the relative phase difference $\delta^*$ corresponding to different stable and unstable states are shown with respect to $\zeta$ in c and d. In all the above figures, we represent the unstable states with dashed lines and the stable states with continuous line with some filled attributes like filled circle or filled triangles. In all these figures, we consider $\gamma_1 = 0.25$, $\gamma_2 = 1.0$ and $\omega_1 = 2$, $\omega_2 = 1$ ($R_1^*$ and $R_2^*$) and phase difference ($\delta^*$) as given in Eqs. (11)–(13). To elucidate the above, we consider three different initial conditions in Fig. 4b and the final asymptotic states are represented by filled circle, square and triangle. For $\zeta = 8.1 > \zeta_0$ (which lies in the region-4), the multistability of PS-1 (anticlockwise) and PS-2 (clockwise) oscillations are shown in Fig. 4c and d respectively. The corresponding temporal dynamics in PS-1 and PS-2 states are given in Fig. 4e and f and these two figures make clear that in both PS-1 and PS-2 states, the frequencies of the two oscillators are not same and from Eq. (9) we can confirm that these periodic states (PS-1 and PS-2) are in $1:2$ synchronized state. In the following, we consider the case where the natural frequencies of the uncoupled oscillators have the frequency relation $\omega_1 : \omega_2 = 1 : 2$ and investigate the role of asymmetric coupling in such a case.

4 Case (iii): $\omega_2 = 2\omega_1$

As we did earlier, in this interesting limiting case also, we first analytically study the dynamics of the system. For this purpose, we consider $\alpha = R_1 \exp (i\theta_1)$ and $\beta = R_2 \exp (i\theta_2)$, where we take $\theta_1 = -\omega_1 t + \phi_1$ and $\theta_2 = -\omega_2 t + \phi_2$. The resultant amplitude and phase equations are turned out to be

\[
\begin{align*}
\dot{R}_1 &= (\gamma_1 - \gamma_2 R_2^2) R_1 + 2\zeta R_1 R_2 \sin(\phi_2 - 2\phi_1), \\
\dot{R}_2 &= (\gamma_1 - \gamma_2 R_2^2) R_2 - \zeta R_1^2 \sin(\phi_2 - 2\phi_1), \\
\dot{\phi}_1 &= -2\zeta R_2 \cos(\phi_2 - 2\phi_1),
\end{align*}
\]
Fig. 4 Dynamics of the system for different $\zeta$ values and for $\gamma_1 = 0.25$, $\gamma_2 = 1.0$ and $\omega_1 = 2$, $\omega_2 = 1.0$. (a–d) are the phase portraits for first and second oscillators for different values of $\zeta$ with (a) $\zeta = 1.6 < \zeta_0$ (in region-2), (b) $\zeta = \zeta_0 = 2.0$ (region-3) and (c) and (d) $\zeta = 8.1 > \zeta_0$ (region-4) respectively. a–c illustrate the change in direction of oscillation in PS-1 state. To illustrate steady state dynamics at critical value, we considered three different initial conditions in b and have given final asymptotic states respectively by circle, square and triangle. In this, the final asymptotic states of the first and second oscillators lie respectively over the red and black (dashed) circles. c–f illustrates the multistability of PS-1 and PS-2 states in region-4 ($\zeta = 8.1$) where (c) and (e), (d) and (f) represent the phase portrait and temporal dynamics of PS-1 (PS-2) state in region-4. In all these figures, red curve (or red coloured attributes) represents the states of the first oscillator and black curve (or attributes in black colour) represents the state of the second oscillator. The arrows in the phase portraits (a, c and d) represent the direction of oscillation

$$\dot{\phi}_2 = -\zeta \frac{R_1^2}{R_2} \cos(\phi_2 - 2\phi_1).$$

We reduce the above equations to the form

$$\dot{R}_1 = (\gamma_1 - \gamma_2 R_1^2) R_1 + 2\zeta R_1 R_2 \sin \delta,$$

$$\dot{R}_2 = (\gamma_1 - \gamma_2 R_2^2) R_2 - \zeta R_1^2 \sin \delta,$$

$$\dot{\delta} = -\zeta \left( \frac{R_2^2 - 4R_1^2}{R_2} \right) \cos \delta,$$

with $\delta = \theta_2 - 2\theta_1 = \phi_2 - 2\phi_1$. We now trace out the possible stationary states or periodic orbits corresponding to this case. From the stability analysis we found that there exists two regions where the system exhibits different dynamical behaviours. The dynamics of the stable and unstable periodic orbits in these dynamical regions are given below.

(i) For lower values of $\zeta$ we find that periodic orbits corresponding to $\delta = \pi/2$ and $\delta = 3\pi/2$ do exist. When $\delta = \pi/2$, the amplitude of the corresponding state takes the following value

$$R_1^* = \sqrt{\frac{\gamma_1}{\gamma_2} + \frac{2\zeta}{\gamma_2} R_2^*},$$

in which $R_2^*$ is real and takes positive valued solutions (as $R_1$, $R_2 \in \mathcal{R}^+$) from the following polynomial

$$R_2^* + \frac{\gamma_1}{\gamma_2} R_1^* + \frac{\zeta}{\gamma_2} R_1^* R_1^* = 0.$$
Similarly, when \[ \delta = \frac{3\pi}{2} \]

\[ R_1^* = \sqrt{\frac{\gamma_1}{\gamma_2} - \frac{2\zeta R_2^*}{\gamma_2}}, \tag{18} \]

and \( R_2^* \) is the solution of the polynomial

\[ R_2^{*3} - \frac{\gamma_1}{\gamma_2} R_2^* - \frac{\zeta}{\gamma_2} R_1^{*2} = 0. \tag{19} \]

As \( \cos \delta = 0 \) for these states with \( \delta = \pi/2 \) and \( 3\pi/2 \), \( \dot{\phi}_1^* = \dot{\phi}_2^* = 0 \) and so

\[ \begin{align*} 
\dot{\theta}_1^* &= -\omega_1 + \phi_1^* = -\omega_1 \\
\dot{\theta}_2^* &= -\omega_2 + \phi_2^* = -2\omega_1 
\end{align*} \tag{20} \]

Equation (20) shows that the frequency of the two oscillators in the above states is same as their intrinsic frequencies and it does not vary with respect to \( \zeta \). Due to this reason, these stationary states represent second order synchronized state where \( \dot{\theta}_1^* : \dot{\theta}_2^* = 1 : 2 \).

For the higher coupling strength, \( \zeta > \zeta_c = \sqrt{\gamma_1 \gamma_2}/12 \), a set of stationary periodic states with amplitude ratio \( R_1^* : R_2^* = 2 : 1 \) do exist. These two states have the same amplitude with

\[ R_1^* = 2 \sqrt{\frac{\gamma_1}{3\gamma_2}} \quad \text{and} \quad R_2^* = \sqrt{\frac{\gamma_1}{3\gamma_2}}, \tag{21} \]

and they differ only by the phase difference. The phase difference \( \delta^* \) corresponding to these two states can be respectively given by

\[ \delta^* = \begin{cases} 
\delta_0 \\
-\delta_0 + \pi, 
\end{cases} \]

with \( \delta_0 = \sin^{-1} \left[ \frac{1}{2\zeta} \sqrt{\frac{\gamma_1 \gamma_2}{3}} \right] \).

Considering the frequencies of the two oscillators in these states, we find that in the state with \( \delta^* = \delta_0 \),

\[ \begin{align*} 
\dot{\theta}_1^* &= -\omega_1 - 2\zeta \sqrt{\frac{\gamma_1}{3\gamma_2}} \cos \delta_0, \\
\dot{\theta}_2^* &= -2\omega_1 - 4\zeta \sqrt{\frac{\gamma_1}{3\gamma_2}} \cos \delta_0, 
\end{align*} \tag{23} \]

and in the state with \( \delta^* = -\delta_0 + \pi \)

\[ \begin{align*} 
\dot{\theta}_1^* &= -\omega_1 + 2\zeta \sqrt{\frac{\gamma_1}{3\gamma_2}} \cos \delta_0, \\
\dot{\theta}_2^* &= -2\omega_1 + 4\zeta \sqrt{\frac{\gamma_1}{3\gamma_2}} \cos \delta_0. 
\end{align*} \tag{24} \]

Thus the two states mentioned by \( \delta^* = \delta_0 \) and \( -\delta_0 + \pi \) do possess the same amplitudes but have different frequencies as given in Eqs. (23) and (24). Importantly, the latter two equations indicate that these two states also have the frequency ratio in the order \( \dot{\theta}_1^* : \dot{\theta}_2^* = 1 : 2 \) and so they also represent the second order synchronized state. Yet another important observation that we can have from Eqs. (23) and (24) is that in the case \( \delta^* = \delta_0, \dot{\theta}_{1,2}^* \) remain negative.
Maxima and minima values of the variables $x_1$ and $x_2$ in different stable and unstable stationary states of the system for $\omega_2 = 2\omega_1$ are shown respectively in (a) and (b) for different values of $\zeta$. Similarly, the angular frequency $\dot{\theta}_1^*$ and the relative phase difference $\delta^*$ corresponding to different stable and unstable states are shown with respect to $\zeta$ in (c) and (d). In all the above figures, we represent the unstable states with dashed lines and the stable states with continuous line with some filled attributes like filled circle or filled triangles. In all these figures, we consider $\gamma_1 = 0.25$, $\gamma_2 = 1.0$ and $\omega_1 = 1$, $\omega_2 = 2$ (representing clockwise oscillations) for $\zeta < \zeta_0$, where $\zeta_0$ can be obtained from the expression (10) and they take positive values (representing anti-clockwise oscillations) when $\zeta > \zeta_0$.

But in the case $\delta^* = -\delta_0 + \pi$, Eq. (24) shows that $\dot{\theta}_1^*$ remain negative for all values of $\zeta$ and so they represent clockwise oscillations.

In the above, we discussed different stationary periodic orbits of the system. Now we turn our attention to the stability nature of the periodic states. In this connection, we plot Fig. 5 by analyzing the existence and stability nature of the above stationary periodic orbits for $\omega_1 = 1.0$ and $\omega_2 = 2.0$. As mentioned earlier there are two different dynamical regions (I-II) as illustrated in Figs. 5a–d and for smaller values of $\zeta$ (that is, for $\zeta < \zeta_c$), the states corresponding to $\delta^* = \pi/2$ and $3\pi/2$ (given in Eqs. (17) and (19)) only do exist. For the considered case ($\omega_1 = 1.0$ and $\omega_2 = 2.0$), the polynomial in Eq. (17) corresponding to $\delta^* = \pi/2$ yields two positive real roots while Eq. (19) corresponding to $\delta^* = 3\pi/2$ yields only one root. Thus, three stationary periodic orbits are possible for the lower values of $\zeta$.

Among the three, only one of the states corresponding to $\delta^* = \pi/2$ is found to be stable which is represented by the brown curve (colour online) with filled squares and the other two unstable periodic states are represented by dashed blue curves (colour online) in Fig. 5a–d. Increasing the $\zeta$ value beyond $\zeta_c$ (that is, in the region-II), the stable branch of $\delta^* = \pi/2$ becomes unstable and the states corresponding to $\delta^* = \delta_0$ and $-\delta_0 + \pi$ comes to existence. The stability of the latter two states are studied and their stable region is obtained with the use of Routh-Hurwitz criterion [23]. The result shows that these two states become stable as soon as they come into existence (that is, for $\zeta > \zeta_c = \sqrt{\gamma_1\gamma_2/12} = 0.14$). The stable branches of these two states are respectively indicated by green curve (color online) with
filled triangles (ps-II state) and magenta curve (color online) with filled circles (ps-III state) in Fig. 5a–d.

With this knowledge on the stable states of the system for different values of $\zeta$, in the following, we proceed to discuss the dynamical characteristics of the system. The first difference which we notice in this case (from Fig. 5) in comparison to the previous cases is that the missing of torus oscillation. As the intrinsic frequency itself has the relation $\omega_1 : \omega_2 = 1 : 2$, there is no need for torus oscillation to mediate the stabilization of second order synchronized periodic state. Thus the periodic state ps-I is stable for lower coupling strengths ($\zeta < \zeta_c$, region-I). By looking at the branch corresponding to this ps-I state in Fig. 5a and b, we understand that while we increase the value of $\zeta$ from zero (in region-I), the amplitude of the first oscillator increases while the counterpart of the second oscillator decreases. We note that in the absence of coupling, the two oscillators oscillate with the same amplitude. Correspondingly, Fig. 5c and d indicate that for all values of $\zeta < \zeta_c$ (in region-I), the frequency of the two oscillators remains the same as that of the natural frequency (also shown by Eq. (20)) and the $\delta$ value also remains the same as $\pi/2$. The dynamics of the two oscillators in this region-I are presented respectively in Fig. 6a and b for $\zeta = 0.0, 0.05$ and 0.12. From these figures, we observe that the amplitude of oscillations alone changes with respect to $\zeta$ and frequencies remain the same as that of the $\zeta = 0.0$ case.

As mentioned earlier, while $\zeta < \zeta_c$, the amplitude of the two oscillators varies with respect to $\zeta$ and it reaches the value $R_1^* = 2R_2^* = 2\sqrt{\frac{3\gamma}{3\nu_2}}$ at $\zeta = \zeta_c$. At this critical point ($\zeta = \zeta_c$), Fig. 5 indicates the occurrence of pitchfork like bifurcation where the two new states, namely ps-II and ps-III gain stability and ps-I loses its stable nature. Beyond this critical point, the amplitudes of both the oscillators do not vary and it remains the same as $R_1^* = 2R_2^* = 2\sqrt{\frac{3\gamma}{3\nu_2}}$ (vide Eq. (21)) which can be seen from the stable branches of ps-II and ps-III in Fig. 5a and b. The amplitude of oscillations in both the states ps-II and ps-III are found to be same and so the branches of ps-II and ps-III lie over each other in Fig. 5a and b. But considering the frequencies in ps-II and ps-III states, Eqs. (23) and (24) and Fig. 5c indicate that they are different and they vary with respect to $\zeta$. Secondly, Eqs. (23) and (24) indicate that both the states represent second order synchronized state. Thus for all values of $\zeta$, frequency of the two oscillators (in both ps-II and ps-III states) are in the ratio $1 : 2$. Comparing the amplitude and frequency ratios of these states ($R_1^* : R_2^* = 2 : 1, \dot{\theta}_1^* : \dot{\theta}_2^* = 1 : 2$) we find that the periodic orbit of the first oscillator is two times larger than the one corresponding to the second oscillator and the frequency of the second oscillator is two times than that of the first oscillator.

From Fig. 5d, it is clear that the value of $\delta$ corresponding to these two states are different and they vary with respect to $\zeta$. It is important to note that $\delta$ value of the ps-II state changes from positive to negative at the point $\zeta_0$ (in the considered case $\zeta_0 = 1.78$). So, for $\zeta_c < \zeta < \zeta_0$, we have multistability between two clockwise oscillating periodic states and for $\zeta > \zeta_0$, we have multistability of clockwise and anticlockwise oscillations. Another important thing which we come across in this multistable region is that the periodic orbits (or the amplitude) of the two multistable states are same while their corresponding frequencies and phase difference are different. To illustrate it, we plot Fig. 6c–f for $\zeta = 1.8 > \zeta_0$. In these figures, we show the dynamics of the system in ps-II and ps-III states by considering two different initial conditions. The temporal behaviour presented in Fig. 6c and d illustrates that the oscillations corresponding to IC-1 and IC-2 are of same amplitude and they differ only by the frequency where the oscillation corresponding to IC-1 has frequency higher than that of IC-2. The phase portraits corresponding to these two initial conditions are presented respectively in Fig. 6e and f which in turn confirms that the periodic orbit corresponding
Fig. 6 Dynamics of the system for different $\zeta$ values and for $\gamma_1 = 0.25$, $\gamma_2 = 1.0$ and $\omega_1 = 1$ and $\omega_2 = 2.0$ are shown in the above figures. (a) and (b) are plotted for different values $\zeta$. (c) and (d) are plotted for $\zeta = \zeta_0 = 1.8$ for two different initial conditions. (e) and (f) are plotted at $\zeta = 1.8$ for two different initial conditions where the stabilization of the system toward ps-II and ps-III states is illustrated. In all these figures, red curve (or red colored attributes) represents the states of the first oscillator and black curve (or attributes in black color) represents the state of the second oscillator. The arrows in the phase portraits (e and f) represent the direction of oscillation.

Fig. 7 On a and b we plot basin of attraction of phase and amplitude. In a we fix $\theta_1(0) = 0.13$ and $\theta_2(0) = 0.6$ and find the basin of attraction by varying $R_1(0)$ and $R_2(0)$. In b we fix $R_1(0) = 0.1$ and $R_2(0) = 2.0$ and determine basin of attraction by varying $\theta_1(0)$ and $\theta_2(0)$.

to ps-II and ps-III are same but ps-II represents clockwise oscillation ps-III represents anticlockwise oscillations. Thus, we can observe an interesting multistability in which the system will show clockwise or anticlockwise oscillation (with different frequency) respectively for different initial conditions over the same periodic orbit.

To trace the initial conditions leading to ps-II and ps-III states in this multistable region, we plot the basin of attraction for $\zeta = 0.3$. For this purpose, we consider the initial conditions of the form $x_i(t) = R_i(0) \cos (\theta_i(0)$ and $y_i(t) = R_i(0) \sin (\theta_i(0)$, $i = 1, 2$. In Fig. 7a, we fix $\theta_1(0) = 0.13$, $\theta_2(0) = 0.6$ and vary $R_1(0)$ and $R_2(0)$ to find the initial conditions leading to ps-II and ps-III states. For the considered values of $\theta_i(0)$, we find the stabilization of ps-II state for all values of $R_1(0)$ and $R_2(0)$. In Fig. 7b, we fix $R_1(0)$ and $R_2(0)$ and vary $\theta_1(0)$ and $\theta_2(0)$. The basin of attraction presented in Fig. 7b makes it clear that the stabilization of ps-II and ps-III states depend on the value of $\theta_i(0)$ and not on $R_i(0)$, $i = 1, 2$. 

Springer
5 Conclusion

In this work, we have demonstrated that due to the presence of a particular rotational symmetry in the coupled system, the nonlinear coupling enables high order (1 : 2) synchronization. By considering different values for natural frequencies ($\omega_1$ and $\omega_2$), we have studied the dynamics in different cases. In the $\omega_2 \neq 2\omega_1$ case, we have shown that the system tries to adjust itself towards 1 : 2 synchronized state and so torus type oscillations can be observed in weak coupling regime. In the strong coupling regime, we have observed that 1 : 2 type synchronous periodic oscillations appear. We have also identified the multistability of clockwise and anticlockwise periodic states in this regime. In the limiting case ($\omega_2 = 2\omega_1$) 1 : 2 synchronous states are observed in all the parametric regions. In this case, we have demonstrated that the periodic orbit corresponding to clockwise and anticlockwise periodic states are the same and they differ only in phase and frequency.

The higher order synchronization has been observed and applied in various biological and/or physical models [13,16–20,24,25]. Hence we expect that the above mentioned possibility to induce high order synchronization may have interesting practical applications.
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