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Abstract. In this paper an approximation of the image of the closed ball of the space $L_p$ ($p > 1$) centered at the origin with radius $r$ under Hilbert-Schmidt integral operator $F(\cdot) : L_p \to L_q$ $\left(\frac{1}{p} + \frac{1}{q} = 1\right)$ is presented. An error estimation for given approximation is obtained.
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1 Introduction

Integral operators arise in various problems of theory and applications and is one of the important tools to investigate different type problems of mathematics. For example, integral operators are used in Fredholm, Volterra, Urysohn-Hammerstein and etc. type integral equations and play crucial role for definition of solution concepts for different type initial and boundary value problems of differential equations (see, e.g. [1], [7]). It is necessary to underline that the theory of linear integral equations are considered one of the origins of the contemporary functional analysis ([2], [3], [10]). In particular, the integral operators are used for description the behaviour of some input-output systems (see, [4], [9] and references therein).

In present paper an approximation of the image of the closed ball of the space $L_p$ ($p > 1$) centered at the origin under Hilbert-Schmidt integral operator is considered. Presented approximation method allows for every $\varepsilon > 0$ to construct a finite $\varepsilon$-net on the image of the closed ball which consists of the images of a finite number of piecewise constant functions. Approximation of the image of given closed ball can be used in infinite dimensional optimization problems for predetermining the desirable inputs for input-output system described by Hilbert-Schmidt integral operator. Note that integrally constrained inputs are usually applied when the input resources of the system are exhausted by consumption.
such as energy, fuel, finance, etc. (see, [4], [5], [8] and references therein). An evaluation of error estimation for Hausdorff distance between the image and its approximation, which consists of a finite number of functions, is given.

The paper is organized as follows. In Section 2 the conditions and auxiliary propositions which are used in following arguments, are formulated. In Section 3 the image of the integral operator is approximated by the set, consisting of a finite number of functions. An evaluation of error estimation depending on the approximation parameters is given (Theorem 3.1).

2 Preliminaries

Consider the Hilbert-Schmidt integral operator

\[ F(x(\cdot))((\xi)) = \int_{\Omega} K(\xi, s)x(s)ds \quad \text{for almost all } \xi \in \Omega, \tag{2.1} \]

where \( x(s) \in \mathbb{R}^n \), \( K(\xi, s) \) is \( m \times n \) dimensional matrix function, \( (\xi, s) \in \Omega \times \Omega, \Omega \subset \mathbb{R}^k \) is a compact set.

For given \( p > 1 \) and \( r > 0 \) we denote

\[ B_p(r) = \left\{ x(\cdot) \in L_p(\Omega; \mathbb{R}^n) : \|x(\cdot)\|_p \leq r \right\}, \]

where \( L_p(\Omega; \mathbb{R}^n) \) is the space of Lebesgue measurable functions \( x(\cdot) : \Omega \to \mathbb{R}^n \) such that \( \|x(\cdot)\|_p < +\infty, \|x(\cdot)\|_p = \left( \int_{\Omega} \|x(s)\|^p ds \right)^{\frac{1}{p}} \), \( \|\cdot\| \) denotes the Euclidean norm.

It is assumed that the matrix function \( K(\cdot, \cdot) : \Omega \times \Omega \to \mathbb{R}^{m \times n} \) is Lebesgue measurable and

\[ \int_{\Omega} \int_{\Omega} \|K(\xi, s)\|^q d\xi ds < +\infty, \]

where \( \frac{1}{q} + \frac{1}{p} = 1 \). Denote

\[ F_p(r) = \{ F(x(\cdot))((\cdot)) : x(\cdot) \in B_p(r) \}. \tag{2.2} \]

It is obvious that the set \( F_p(r) \) is the image of the set \( B_p(r) \) under Hilbert-Schmidt integral operator \( (2.1) \). Since operator \( F(\cdot) \) is linear and compact one, then we have that the set \( F_p(r) \) is a convex and compact subset of the space \( L_q(\Omega; \mathbb{R}^m) \).

Since the set of continuous functions \( \Phi(\cdot, \cdot) : \Omega \times \Omega \to \mathbb{R}^{m \times n} \) (see, e.g. [6], p.318), then for every \( \lambda > 0 \) there exists a continuous function \( K_\lambda(\cdot, \cdot) : \Omega \times \Omega \to \mathbb{R}^{m \times n} \) such that

\[ \left( \int_{\Omega} \int_{\Omega} \|K(\xi, s) - K_\lambda(\xi, s)\|^q d\xi ds \right)^{\frac{1}{q}} \leq \frac{\lambda}{2r}. \tag{2.3} \]
Denote
\[
M(\lambda) = \max \{ \| K_\lambda(\xi, s) \| : (\xi, s) \in \Omega \times \Omega \},
\]
\[
\omega_\lambda(\Delta) = \max \{ \| K_\lambda(\xi, s_2) - K_\lambda(\xi, s_1) \| : (\xi, s_2) \in \Omega \times \Omega, (\xi, s_1) \in \Omega \times \Omega, \| s_2 - s_1 \| \leq \Delta \},
\]
where $\Delta > 0$ is a given number. Compactness of the set $\Omega \subset \mathbb{R}^k$ and continuity of the function $K_\lambda(\cdot, \cdot) : \Omega \times \Omega \to \mathbb{R}^{m\times n}$ imply that for each fixed $\lambda > 0$ we have $\omega_\lambda(\Delta) \to 0$ as $\Delta \to 0^+$ and $\omega_\lambda(\Delta_1) \leq \omega_\lambda(\Delta_2)$ if $\Delta_1 < \Delta_2$.

Let us define a finite $\Delta$-partition of the given compact set $\Omega \subset \mathbb{R}^k$ which will be used in following arguments.

**Definition 2.1.** Let $\Delta > 0$ and $E \subset \mathbb{R}^k$. A finite family of sets $\Lambda = \{ E_1, E_2, \ldots, E_l \}$ is called a finite $\Delta$-partition of the set $E$, if
1. $E_i \subset E$ and $E_i$ is Lebesgue measurable for every $i = 1, 2, \ldots, l$;
2. $E_i \cap E_j = \emptyset$ for every $i \neq j$, where $i = 1, 2, \ldots, l$ and $j = 1, 2, \ldots, l$;
3. $E = \bigcup_{i=1}^l E_i$;
4. $\text{diam } (E_i) \leq \Delta$ for every $i = 1, 2, \ldots, l$, where $\text{diam } (E_i) = \sup \{ \| x - y \| : x \in E_i, \ y \in E_i \}$.

**Proposition 2.1.** Let $\Omega \subset \mathbb{R}^k$ be a compact set. Then for every $\Delta > 0$ it has a finite $\Delta$-partition $\Lambda = \{ \Omega_1, \Omega_2, \ldots, \Omega_N \}$.

3 Approximation

Let $\gamma > 0$, $\Lambda = \{ \Omega_1, \Omega_2, \ldots, \Omega_N \}$ be a finite $\Delta$-partition of the compact set $\Omega \subset \mathbb{R}^k$, $\Lambda_* = \{ 0 = z_0, z_1, \ldots, z_a = \gamma \}$ be a uniform partition of the closed interval $[0, \gamma]$, $\delta = z_{j+1} - z_j$, $j = 0, 1, \ldots, a - 1$, be a diameter of the partition $\Lambda_*$, $\sigma > 0$ be a given number, $E = \{ x \in \mathbb{R}^n : \| x \| = 1 \}$ and $E_\sigma = \{ e_1, e_2, \ldots, e_c \}$ be a finite $\sigma$-net on $E$. Denote
\[
B_p^{\gamma, \Delta, \delta, \sigma}(r) = \left\{ x(\cdot) : \Omega \to \mathbb{R}^n : x(\xi) = z_{j_i} e_{t_i} \text{ for every } \xi \in \Omega_i, \right. \text{ where }
\]
\[
z_{j_i} \in \Lambda_*, \ e_{t_i} \in E_\sigma, \ i = 1, 2, \ldots, N, \sum_{i=1}^N \mu(\Omega_i) z_{j_i}^{t_i} \leq r^p \left\},
\]
\[
F_p^{\gamma, \Delta, \delta, \sigma}(r) = \left\{ F(x(\cdot))(\cdot) : x(\cdot) \in B_p^{\gamma, \Delta, \delta, \sigma}(r) \right\},
\]
where $\mu(\cdot)$ means the Lebesgue measure of a set. It is obvious that the set $F_p^{\gamma,\Delta,\delta,\sigma}(r)$ consists of a finite number functions. We set

$$c_* = 2r^p \left[ \mu(\Omega) \right]^{\frac{1}{q}} ,$$

$$\psi_\lambda(\Delta) = 2r \left[ \mu(\Omega) \right]^{\frac{\delta}{q}} \omega_\lambda(\Delta) ,$$

$$\varphi_\lambda(\delta) = M(\lambda) \left[ \mu(\Omega) \right]^{1+\frac{1}{q}} \delta ,$$

$$\alpha_\lambda(\gamma,\sigma) = M(\lambda) \left[ \mu(\Omega) \right]^{1+\frac{1}{q}} \gamma \sigma,$$

where $M(\lambda)$ is defined by (2.4).

The Hausdorff distance between the sets $U \subset L_q(\Omega;\mathbb{R}^m)$ and $V \subset L_q(\Omega;\mathbb{R}^m)$ is denoted by $h_q(U,V)$.

**Theorem 3.1.** For every $\lambda > 0$, $\gamma > 0$, $\Delta$-partition of the compact set $\Omega \subset \mathbb{R}^k$, $\delta$-partition of the closed interval $[0,\gamma]$ and $\sigma > 0$ the inequality

$$h_q \left( F_p(r), F_p^{\gamma,\Delta,\delta,\sigma}(r) \right) \leq \lambda + \frac{c_* M(\lambda)}{r^{p-1}} + \psi_\lambda(\Delta) + \varphi_\lambda(\delta) + \alpha_\lambda(\gamma,\sigma)$$

is satisfied, where the sets $F_p(r)$ and $F_p^{\gamma,\Delta,\delta,\sigma}(r)$ are defined by (2.2) and (3.2) respectively.

**Proof.** The proof of the theorem will be completed in 7 steps.

**Step 1.** Denote

$$F_\lambda(x(\cdot))(\xi) = \int_\Omega K_\lambda(\xi,s) x(s) ds \quad \text{for every } \xi \in \Omega ,$$

and

$$F^\lambda_p(r) = \left\{ F_\lambda(x(\cdot))(\cdot) : x(\cdot) \in B_p(r) \right\} ,$$

where $K_\lambda(\cdot,\cdot)$ is defined in (2.3). The set $F^\lambda_p(r)$ is the image of the set $B_p(r)$ under Hilbert-Schmidt integral operator (3.7) and compactness of the operator $F_\lambda(\cdot)$ implies that the set $F^\lambda_p(r)$ is a compact subset of the space $C(\Omega;\mathbb{R}^m)$, where $C(\Omega;\mathbb{R}^m)$ is the space of continuous functions $x(\cdot) : \Omega \to \mathbb{R}^m$ with norm $\|x(\cdot)\|_C = \max\{\|x(\xi)\| : \xi \in \Omega\}$.

Applying (2.3) and Hölder’s inequality it is not difficult to show that

$$h_q(F_p(r), F^\lambda_p(r)) \leq \frac{\lambda}{2} .$$

**Step 2.** Denote

$$B_\gamma^\lambda(r) = \{ x(\cdot) \in B_p(r) : \|x(\xi)\| \leq \gamma \text{ for every } \xi \in \Omega \}$$
and let
\[ \mathcal{F}_p^{\lambda,\gamma}(r) = \{ F_\lambda(x(\cdot))|x(\cdot) \in B_p^\gamma(r) \}. \]

Let \( y_\ast(\cdot) \in \mathcal{F}_p^\lambda(r) \) be an arbitrary chosen function which is the image of \( x_\ast(\cdot) \in B_p(r) \) under operator (3.7). Define the function \( x_0(\cdot) : \Omega \to \mathbb{R}^n \) setting
\[
  x_0(s) = \begin{cases} 
    x_\ast(s), & \text{if } \|x_\ast(s)\| \leq \gamma, \\
    \gamma \frac{x_\ast(s)}{\|x_\ast(s)\|}, & \text{if } \|x_\ast(s)\| > \gamma 
  \end{cases}
\]
where \( s \in \Omega \). It is not difficult to verify that \( x_0(\cdot) \in B_p(r) \).

Let \( y_0(\cdot) \in \mathcal{F}_p^{\lambda,\gamma}(r) \) be the image of \( x_0(\cdot) \in B_p(r) \) under operator (3.7). Denote
\[ W = \{ s \in \Omega : \|x_\ast(s)\| > \gamma \}. \]
From inclusion \( x_\ast(\cdot) \in B_p(r) \) and Tchebyshev’s inequality (see, [11], p.82) it follows that
\[ \mu(W) \leq \frac{r^p}{\gamma^p}. \] (3.9)

Thus, from (3.3), (3.9) and Hölder’s inequality we obtain that
\[
  \|y_\ast(\xi) - y_0(\xi)\| \leq \int_W \|K_\lambda(\xi,s)\| \|x_\ast(s) - x_0(s)\| \, ds \\
  \leq 2r M(\lambda) [\mu(W)]^{\frac{1}{q}} \leq \frac{2r^p M(\lambda)}{\gamma^{p-1}}
\]
for every \( \xi \in \Omega \) and consequently
\[
  \|y_\ast(\cdot) - y_0(\cdot)\|_q \leq \frac{2r^p M(\lambda)}{\gamma^{p-1}} [\mu(\Omega)]^{\frac{1}{q}} = \frac{c_s M(\lambda)}{\gamma^{p-1}},
\]
where \( M(\lambda) \) is defined by (2.4). Since \( y_\ast(\cdot) \in \mathcal{F}_p^\lambda(r) \) is arbitrarily chosen, we obtain from the last inequality that
\[ \mathcal{F}_p^\lambda(r) \subset \mathcal{F}_p^{\lambda,\gamma}(r) + \frac{c_s M(\lambda)}{\gamma^{p-1}} B_q(1). \] (3.10)

The inclusion \( \mathcal{F}_p^{\lambda,\gamma}(r) \subset \mathcal{F}_p^\lambda(r) \) and (3.10) yield that
\[ h_q \left( \mathcal{F}_p^\lambda(r), \mathcal{F}_p^{\lambda,\gamma}(r) \right) \leq \frac{c_s M(\lambda)}{\gamma^{p-1}}. \] (3.11)

**Step 3.** For given \( \Delta > 0 \) and finite \( \Delta \)-partition \( \Lambda = \{ \Omega_1, \Omega_2, \ldots, \Omega_N \} \) of the compact set \( \Omega \subset \mathbb{R}^k \) we denote
\[
  B_p^{\gamma,\Delta}(r) = \{ x(\cdot) \in B_p^\gamma(r) : x(\xi) = x_i \ \text{for every } \xi \in \Omega_i, \ i = 1, 2, \ldots, N \}. \] (3.12)
and

\[ F_p^{\lambda,\gamma,\Delta}(r) = \{ F_\lambda(x(\cdot))(\cdot) : x(\cdot) \in B^{\gamma,\Delta}_p(r) \} \].

Choose an arbitrary \( \tilde{y}(\cdot) \in F_p^{\lambda,\gamma}(r) \) which is the image of \( \tilde{x}(\cdot) \in B^{\gamma}_p(r) \) under operator \( (3.7) \). Define the function \( \tilde{x}_*(\cdot) : \Omega \to \mathbb{R}^n \) setting

\[
\tilde{x}_*(\xi) = \frac{1}{\mu(\Omega_i)} \int_{\Omega_i} \tilde{x}(s) ds, \quad \xi \in \Omega_i, \quad i = 1, 2, \ldots, N. \tag{3.13}
\]

The inclusion \( \tilde{x}(\cdot) \in B^{\gamma}_p(r) \) gives us that \( \| \tilde{x}(s) \| \leq \gamma \) for every \( s \in \Omega \). Then from \( (3.13) \) it follows that

\[
\| \tilde{x}_*(\xi) \| \leq \gamma \quad \text{for every} \quad \xi \in \Omega. \tag{3.14}
\]

\( (3.13) \) and Hölder’s inequality yield that

\[
\| \tilde{x}_*(\xi) \| \leq \frac{1}{[\mu(\Omega_i)]^{\frac{1}{p'}}} \left( \int_{\Omega_i} \| \tilde{x}(s) \|^p ds \right)^{\frac{1}{p}}, \quad \xi \in \Omega_i, \quad i = 1, 2, \ldots, N
\]

and consequently

\[
\int_{\Omega_i} \| \tilde{x}_*(s) \|^p ds \leq \int_{\Omega_i} \| \tilde{x}(s) \|^p ds
\]

for every \( i = 1, 2, \ldots, N \). Since \( \| \tilde{x}(\cdot) \|_p \leq r \), then it follows from last inequality that

\[
\int_{\Omega} \| \tilde{x}_*(s) \|^p ds \leq \sum_{i=1}^{N} \int_{\Omega_i} \| \tilde{x}(s) \|^p ds \leq \sum_{i=1}^{N} \int_{\Omega_i} \| \tilde{x}(s) \|^p ds = \int_{\Omega} \| \tilde{x}(s) \|^p ds \leq r^p. \tag{3.15}
\]

From \( (3.12), (3.13), (3.14) \) and \( (3.15) \) we obtain that \( \tilde{x}_*(\cdot) \in B^{\gamma,\Delta}_p(r) \). Let \( \tilde{y}_*(\cdot) \in F_p^{\lambda,\gamma,\Delta}(r) \) be the image of \( \tilde{x}_*(\cdot) \) under operator \( (3.7) \). We have

\[
\| \tilde{y}_*(\xi) - \tilde{y}(\xi) \| = \left\| \int_{\Omega} K_{\lambda}(\xi, s) [\tilde{x}_*(s) - \tilde{x}(s)] ds \right\|
\]

\[
= \left\| \sum_{i=1}^{N} \int_{\Omega_i} K_{\lambda}(\xi, s) [\tilde{x}_*(s) - \tilde{x}(s)] ds \right\| \tag{3.16}
\]

for every \( \xi \in \Omega \). \( (3.13) \) yields that

\[
\int_{\Omega_i} \tilde{x}_*(s) ds = \int_{\Omega_i} \tilde{x}(s) ds \tag{3.17}
\]
for every $i = 1, 2, \ldots, N$. Let $\xi \in \Omega$ and $i = 1, 2, \ldots, N$ be fixed. Now let us choose an arbitrary $s_i \in \Omega_i$. From (3.17) it follows that
\[
\left\| \int_{\Omega_i} K_\lambda(\xi, s) [\tilde{x}_s(s) - \tilde{x}(s)] \, ds \right\|
= \left\| \int_{\Omega_i} \left[ K_\lambda(\xi, s) - K_\lambda(\xi, s_i) \right] [\tilde{x}_s(s) - \tilde{x}(s)] \, ds \right\|
\leq \int_{\Omega_i} \left\| K_\lambda(\xi, s) - K_\lambda(\xi, s_i) \right\| \left\| \tilde{x}_s(s) - \tilde{x}(s) \right\| \, ds.
\tag{3.18}
\]

Since $\Lambda = \{\Omega_1, \Omega_2, \ldots, \Omega_N\}$ is a $\Delta$-partition of $\Omega$, $s_i \in \Omega_i$, then from Definition 2.1 we obtain that $\|s - s_i\| \leq \Delta$ for every $s \in \Omega_i$. Finally, by virtue of (2.5) we have that
\[
\left\| K_\lambda(\xi, s) - K_\lambda(\xi, s_i) \right\| \leq \omega_\lambda(\Delta)
\tag{3.19}
\]
for every $s \in \Omega_i$. Thus, from (3.18) and (3.19) it follows that
\[
\left\| \int_{\Omega_i} K_\lambda(\xi, s) [\tilde{x}_s(s) - \tilde{x}(s)] \, ds \right\| \leq \omega_\lambda(\Delta) \int_{\Omega_i} |\tilde{x}_s(s) - \tilde{x}(s)| \, ds.
\tag{3.20}
\]

Since $\tilde{x}(\cdot) \in B_p(r)$ and $\tilde{x}(\cdot) \in B_p(r)$, then (3.20) and Hölder’s inequality yield that
\[
\left\| \sum_{i=1}^N \int_{\Omega_i} K_\lambda(\xi, s) [\tilde{x}_s(s) - \tilde{x}(s)] \, ds \right\| \leq \omega_\lambda(\Delta) \sum_{i=1}^N \int_{\Omega_i} |\tilde{x}_s(s) - \tilde{x}(s)| \, ds
= \omega_\lambda(\Delta) \int_{\Omega} |\tilde{x}_s(s) - \tilde{x}(s)| \, ds \leq 2\omega_\lambda(\Delta) [\mu(\Omega)]^{\frac{1}{q}} r.
\tag{3.21}
\]

(3.4), (3.16) and (3.21) imply that
\[
\left\| \tilde{y}_s(\xi) - \tilde{y}(\xi) \right\| \leq 2\omega_\lambda(\Delta) [\mu(\Omega)]^{\frac{1}{q}} r
\]
for every $\xi \in \Omega$ and consequently
\[
\left\| \tilde{y}_s(\cdot) - \tilde{y}(\cdot) \right\|_q \leq 2r\omega_\lambda(\Delta) [\mu(\Omega)]^{\frac{1}{q}} = \psi_\lambda(\Delta).
\]

Since $\tilde{y}(\cdot) \in F^{\lambda, \gamma}_p(r)$ is arbitrarily chosen, the last inequality yields
\[
F^{\lambda, \gamma}_p(r) \subset F^{\lambda, \gamma}_p(\Delta) + \psi_\lambda(\Delta)B_q(1).
\tag{3.22}
\]

From inclusion $F^{\lambda, \gamma}_p(\Delta) \subset F^{\lambda, \gamma}_p(r)$ and (3.22) we obtain
\[
h_q \left( F^{\lambda, \gamma}_p(r), F^{\lambda, \gamma}_p(\Delta) \right) \leq \psi_\lambda(\Delta).
\tag{3.23}
\]

**Step 4.** For given $\Delta > 0$, $\delta > 0$, finite $\Delta$-partition $\Lambda = \{\Omega_1, \Omega_2, \ldots, \Omega_N\}$ of the compact set $\Omega \subset \mathbb{R}^k$ and uniform $\delta$-partition $\Lambda_\gamma = \{0 = z_0, z_1, \ldots, z_a = \gamma\}$ of the closed interval $[0, \gamma]$ we set
\[
B^{\gamma, \Delta, \delta}_p(r) = \{x(\cdot) \in B^{\gamma, \Delta}_p : x(\xi) = x_i \text{ for every } \xi \in \Omega_i, \|x_i\| \in \Lambda_\gamma \text{ for every } i = 1, 2, \ldots, N\},
\]
\[ F_p^{\lambda, \gamma, \Delta, \delta}(r) = \left\{ F_\lambda(x(\cdot))(\cdot) : x(\cdot) \in B_p^{\gamma, \Delta, \delta}(r) \right\}. \]

Let \( \hat{y}_0(\cdot) \in F_p^{\lambda, \gamma, \Delta}(r) \) be an arbitrary chosen function which is the image of \( \hat{x}_0(\cdot) \in B_p^{\gamma, \Delta}(r) \) under operator (3.7). From inclusion \( \hat{x}_0(\cdot) \in B_p^{\gamma, \Delta}(r) \) it follows that
\[ \hat{x}_0(\xi) = x_i, \xi \in \Omega, i = 1, 2, \ldots, N, \tag{3.24} \]
where
\[ \sum_{i=1}^{N} \mu(\Omega_i) \|x_i\|^p \leq r_p, \|x_i\| \leq \gamma \text{ for every } i = 1, 2, \ldots, N \tag{3.25} \]

Since \( \|x_i\| \in [0, \gamma] \) for every \( i = 1, 2, \ldots, N \), then \( \|x_i\| < \gamma \) or \( \|x_i\| = \gamma \). If \( \|x_i\| < \gamma \), then there exists \( z_j \in \Lambda \) such that
\[ \|x_i\| \in [z_j, z_{j+1}). \tag{3.26} \]

Define new function \( \hat{x}_*(\cdot) : \Omega \to \mathbb{R}^n \), setting
\[ \hat{x}_*(\xi) = \begin{cases} \frac{x_i}{\|x_i\|} z_{j_i}, & \text{if } 0 < \|x_i\| < \gamma, \\ x_i, & \text{if } \|x_i\| = 0 \text{ or } \|x_i\| = \gamma \end{cases} \tag{3.27} \]
where \( \xi \in \Omega, i = 1, 2, \ldots, N \) and \( z_{j_i} \in \Lambda \) is defined by (3.26). It is not difficult to observe that \( \|\hat{x}_*(\xi)\| \leq \|\hat{x}_0(\xi)\| \) for every \( \xi \in \Omega \), and moreover, from (3.24), (3.25), (3.26) and (3.27) it follows that \( \hat{x}_*(\cdot) \in B_p^{\gamma, \Delta, \delta}(r) \) and
\[ \|\hat{x}_0(\xi) - \hat{x}_*(\xi)\| \leq \delta \tag{3.28} \]
for every \( \xi \in \Omega \). Now, let \( \hat{y}_*(\cdot) \in F_p^{\lambda, \gamma, \Delta, \delta}(r) \) be the image of \( \hat{x}_*(\cdot) \in B_p^{\gamma, \Delta, \delta}(r) \) under operator (3.7). Thus, (2.4) and (3.28) imply that
\[ \|\hat{y}_*(\xi) - \hat{y}_0(\xi)\| \leq M(\lambda) \mu(\Omega) \delta \]
for every \( \xi \in \Omega \). From the last inequality and (3.5) we conclude that
\[ \|\hat{y}_*(\cdot) - \hat{y}_0(\cdot)\|_q \leq M(\lambda) \mu(\Omega)^{1 + \frac{1}{q}} \delta = \varphi(\delta). \tag{3.29} \]

Since \( \hat{y}_0(\cdot) \in F_p^{\lambda, \gamma, \Delta}(r) \) is arbitrarily chosen and \( \hat{y}_*(\cdot) \in F_p^{\lambda, \gamma, \Delta, \delta}(r) \), the inequality (3.29) yields that
\[ F_p^{\lambda, \gamma, \Delta}(r) \subset F_p^{\lambda, \gamma, \Delta, \delta}(r) + \varphi(\delta) B_q(1). \tag{3.30} \]

The inclusion \( F_p^{\lambda, \gamma, \Delta, \delta}(r) \subset F_p^{\lambda, \gamma, \Delta}(r) \) and (3.30) imply
\[ h_q \left( F_p^{\lambda, \gamma, \Delta}(r), F_p^{\lambda, \gamma, \Delta, \delta}(r) \right) \leq \varphi(\delta). \tag{3.31} \]
Step 5. For given \( \Delta > 0, \delta > 0 \), finite \( \Delta \)-partition \( \Lambda = \{ \Omega_1, \Omega_2, \ldots, \Omega_N \} \) of the compact set \( \Omega \subset \mathbb{R}^k \), uniform \( \delta \)-partition \( \Lambda_* = \{ 0 = z_0, z_1, \ldots, z_a = \gamma \} \) of the closed interval \([0, \gamma]\) and finite \( \sigma \)-net \( E_\sigma = \{ e_1, e_2, \ldots, e_\varepsilon \} \) of \( E = \{ x \in \mathbb{R}^n : \|x\| = 1 \} \), the set \( B_p^{\gamma, \Delta, \delta, \sigma}(r) \) is defined by (3.31). Denote

\[
F_p^{\lambda, \gamma, \Delta, \delta, \sigma}(r) = \left\{ F_\lambda(x(\cdot))(\cdot) : x(\cdot) \in B_p^{\gamma, \Delta, \delta, \sigma}(r) \right\}.
\]

Choose an arbitrary \( \overline{\varphi}_0(\cdot) \in F_p^{\lambda, \gamma, \Delta, \delta}(r) \) which is the image of \( \varphi_0(\cdot) \in B_p^{\gamma, \Delta, \delta}(r) \) under operator (3.7). From inclusion \( \varphi_0(\cdot) \in B_p^{\gamma, \Delta, \delta}(r) \) it follows that there exists \( z_{ji} \in \Lambda_* \), \( s_i \in E \) (\( i = 1, 2, \ldots, N \)) such that

\[
\overline{\varphi}_0(\xi) = z_{ji}s_i, \quad \xi \in \Omega_i, \quad i = 1, 2, \ldots, N
\]

where

\[
\sum_{i=1}^{N} \mu(\Omega_i)z_{ji}^p \leq r^p.
\]

Since \( s_i \in E \) for every \( i = 1, 2, \ldots, N \), \( E_\sigma \) is a finite \( \sigma \)-net on \( E \), then for each \( s_i \in E \) there exists \( e_{li} \in E_\sigma \) such that

\[
\|s_i - e_{li}\| \leq \sigma.
\]

Define function \( \overline{\varphi}_0(\cdot) : \Omega \to \mathbb{R}^n \) setting

\[
\overline{\varphi}_s(\xi) = z_{ji}e_{li}, \quad \xi \in \Omega_i, \quad i = 1, 2, \ldots, N.
\]

From (3.32), (3.33), (3.34) and (3.35) it follows that \( \overline{\varphi}_s(\cdot) \in B_p^{\gamma, \Delta, \delta, \sigma}(r) \) and

\[
\|\overline{\varphi}_s(\xi) - \overline{\varphi}_0(\xi)\| \leq z_{ji}\|s_i - e_{li}\| \leq \gamma \sigma
\]

for every \( \xi \in \Omega \). Not let \( \overline{\varphi}_s(\cdot) \in F_p^{\lambda, \gamma, \Delta, \delta, \sigma}(r) \) be the image of \( \overline{\varphi}_s(\cdot) \in B_p^{\gamma, \Delta, \delta, \sigma}(r) \) under operator (3.7). Then, (3.36) yields

\[
\|\overline{\varphi}_s(\xi) - \overline{\varphi}_0(\xi)\| \leq M(\lambda)\mu(\Omega)\gamma \sigma
\]

for every \( \xi \in \Omega \) and hence

\[
\|\overline{\varphi}_s(\cdot) - \overline{\varphi}_0(\cdot)\|_q \leq M(\lambda) [\mu(\Omega)]^{1+\frac{1}{q}} \gamma \sigma = a_\lambda(\gamma, \sigma),
\]

where \( M(\lambda) \) is defined by (2.21), \( a_\lambda(\gamma, \sigma) \) is defined by (3.4). Thus, for arbitrary chosen \( \overline{\varphi}_0(\cdot) \in F_p^{\lambda, \gamma, \Delta, \delta}(r) \) there exists \( \overline{\varphi}_s(\cdot) \in F_p^{\lambda, \gamma, \Delta, \delta, \sigma}(r) \) such that the inequality (3.37) is satisfied. This means that

\[
F_p^{\lambda, \gamma, \Delta, \delta}(r) \subset F_p^{\lambda, \gamma, \Delta, \delta, \sigma}(r) + a_\lambda(\gamma, \sigma)B_q(1).
\]
The last inclusion and inclusion $F_p^{λ,γ,∆,δ,σ}(r) \subset F_p^{λ,γ,∆,δ}(r)$ imply that

$$h_q \left( F_p^{λ,γ,∆,δ,σ}(r), F_p^{λ,γ,∆,δ}(r) \right) \leq \alpha(γ,σ).$$

(3.38)

**Step 6.** Analogously to (3.8) it is not difficult to show that

$$h_q \left( F_p^{λ,γ,∆,δ,σ}(r), F_p^{γ,∆,δ,σ}(r) \right) \leq \frac{λ}{2}$$

(3.39)

where the set $F_p^{γ,∆,δ,σ}(r)$ is defined by (3.2).

**Step 7.** Now, the proof of the theorem follows from inequalities (3.8), (3.11), (3.23), (3.31), (3.38) and (3.39).

From Theorem 3.1 it follows the validity of the following Corollary.

**Corollary 3.1.** For every $ε > 0$ there exists $λ(ε) > 0$, $γ(ε, λ(ε)) > 0$, $∆(ε) = ∆(ε, λ(ε)) > 0$, $δ(ε, λ(ε)) > 0$ and $σ(ε, λ(ε), γ(ε, λ(ε))) > 0$ such that for every $∆$-partition of the compact set $Ω \subset \mathbb{R}^k$, $δ$-partition of the closed interval $[0, γ]$ and $σ > 0$ the inequality

$$h_q \left( F_p(r), F_p^{γ,ε,∆,δ,σ}(r) \right) \leq ε$$

is satisfied for each $∆ \in (0, ∆(ε))$, $δ \in (0, δ(ε))$ and $σ \in (0, σ(ε))$.

**Proof.** Let us choose $λ(ε) = \frac{ε}{5}$ and fix it, and let

$$γ(ε, λ(ε)) = \left( \frac{5c_M(λ(ε))}{ε} \right)^{\frac{1}{p-1}},$$

$$∆(ε) = ∆(ε, λ(ε)) > 0$$

be such that

$$ψ(λ(ε))(∆) \leq \frac{ε}{5}$$

for every $∆ \in (0, ∆(ε))$,

$$δ(ε, λ(ε)) = \frac{ε}{5M(λ(ε))[μ(Ω)]^{1+\frac{1}{q}}},$$

$$σ(ε, λ(ε), γ(ε, λ(ε))) = \frac{ε}{5M(λ(ε))[μ(Ω)]^{1+\frac{1}{q}} γ(ε, λ(ε))}.$$
References

[1] C. Corduneanu, Principles of Differential and Integral Equations, Chelsea Publishing Co., New York, 1977.

[2] I.G. Gohberg, M.G. Krein, Theory and Applications of Volterra Operators in Hilbert Space, American Math. Soc., Providence, 1970.

[3] D. Hilbert, Grundzüge einer Allgemeinen Theorie der Linearen Integralgleichungen, Leipzig und Berlin, Druck und Verlag von B.G. Teubner, 1912.

[4] A. Huseyin, Approximation of the integral funnel of the Urysohn type integral operator, Appl. Math. Comput. 341 (2019) 277–287.

[5] A. Huseyin, N. Huseyin, Kh.G. Guseinov, Approximation of the integral funnel of a nonlinear control system with limited control resources, Minimax Theory Appl. 5 (2020) 327–346.

[6] L.V. Kantorovich, G.P. Akilov, Functional Analysis, Nauka, Moscow, 1977.

[7] M.A. Krasnoselskii, S.G. Krein, On the principle of averaging in nonlinear mechanics, Uspekhi Mat. Nauk. 10 (1955) 147–153.

[8] N.N. Krasovskii, Theory of Control of Motion: Linear Systems, Moscow, Nauka, 1968.

[9] M. Poluektov, A. Polar, Modelling non-linear control systems using the discrete Urysohn operator, J. Franklin Inst. 357 (2020) 3865-3892.

[10] F. Riesz, B.Sz.-Nagy, Lectures in Functional Analysis, Mir, Moscow, 1979.

[11] R.L. Wheeden, A. Zygmund, Measure and Integral. An Introduction to Real Analysis, M. Dekker Inc., New York, 1977.