Machine learning approach for hemorrhagic transformation prediction: Capturing predictors’ interaction
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Background and purpose: Patients with ischemic stroke frequently develop hemorrhagic transformation (HT), which could potentially worsen the prognosis. The objectives of the current study were to determine the incidence and predictors of HT, to evaluate predictor interaction, and to identify the optimal predicting models.

Methods: A prospective study included 360 patients with ischemic stroke, of whom 354 successfully continued the study. Patients were subjected to thorough general and neurological examination and T2 diffusion-weighted MRI, at admission and 1 week later to determine the incidence of HT. HT predictors were selected by a filter-based minimum redundancy maximum relevance (mRMR) algorithm independent of model performance. Several machine learning algorithms including multivariable logistic regression classifier (LRC), support vector classifier (SVC), random forest classifier (RFC), gradient boosting classifier (GBC), and multilayer perceptron classifier (MLPC) were optimized for HT prediction in a randomly selected half of the sample (training set) and tested in the other half of the sample (testing set). The model predictive performance was evaluated using receiver operator characteristic (ROC) and visualized by observing case distribution relative to the models’ predicted three-dimensional (3D) hypothesis spaces within the testing dataset true feature space. The interaction between predictors was investigated using generalized additive modeling (GAM).

Results: The incidence of HT in patients with ischemic stroke was 19.8%. Infarction size, cerebral microbleeds (CMB), and the National Institute of Health stroke scale (NIHSS) were identified as the best HT predictors. RFC (AUC: 0.91, 95% CI: 0.85–0.95) and GBC (AUC: 0.91, 95% CI: 0.86–0.95) demonstrated significantly superior performance compared to LRC (AUC: 0.85, 95% CI: 0.79–0.91) and MLPC (AUC: 0.85, 95% CI: 0.78–0.92). SVC (AUC: 0.90, 95% CI: 0.85–0.94) outperformed LRC and MLPC but did not reach statistical significance. LRC and MLPC did not show significant differences. The best models’ 3D hypothesis spaces demonstrated non-linear decision boundaries suggesting an interaction between predictor variables. GAM analysis demonstrated a linear and non-linear significant interaction between NIHSS and CMB and between NIHSS and infarction size, respectively.
Conclusion: Cerebral microbleeds, NIHSS, and infarction size were identified as HT predictors. The best predicting models were RFC and GBC capable of capturing nonlinear interaction between predictors. Predictor interaction suggests a dynamic, rather than, fixed cutoff risk value for any of these predictors.
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Introduction

Patients with ischemic stroke are at risk of developing hemorrhagic transformation (HT), which could be defined as bleeding within the infarcted area. HT could be precipitated spontaneously or secondary to anticoagulant or thrombolytic reperfusion therapy for ischemic stroke. The reported incidence of HT in patients with stroke varied widely from 0.6 to 85% (1). HT could develop asymptotically, detected only by CT or MRI, or symptomatically as evident by the associated worsening of existent neurological/clinical manifestation (2). Reperfusion injury had been proposed as the major pathophysiologic mechanism underlying the development of HT. The incidence of HT in ischemic stroke poses a significant risk of deterioration because extravasation of blood could exaggerate inflammatory reactions and promote the progression of brain damage (3, 4). Therefore, detecting susceptibility to HT could facilitate designing management plans for patients with high-risk.

The interaction among risk factors, metabolic, and signaling pathways is a determinant factor in the pathogenies of ischemic stroke, HT, and related complications. The effect of variable interaction on the outcome could be defined by the variance of the outcome that cannot be explained by the main effect of independent factors alone (5). The interaction between predictors is expected when the slope of the relationship between one predictor and the outcome is dependent on (or a function of) another predictor (6). Therefore, describing the interaction between predictors is important for the proper prediction of the outcome. Machine learning (ML) algorithms became increasingly utilized in stroke diagnosis and outcome prediction (7). ML could be broadly classified into supervised and unsupervised based on whether the training data have labeled or unlabeled outcomes, respectively. Supervised ML could be utilized for classification, whereas unsupervised ML could be used to identify hidden patterns such as clustering or abnormal anomaly within the data. Among the most commonly used supervised ML classifiers are logistic regression classifier (LRC), support vector classifiers (SVC), random forest classifier (RFC), decision tree-based gradient boosting classifier (GBC), and multilayer perceptron classifier (MLPC). Machine learning algorithms were reported to efficiently analyze complex nonlinear interactions between variables and were utilized to develop prediction models in a variety of clinical settings (8–10).

The objective of the current study was to determine the incidence and predictors of HT, to evaluate predictor interaction, and to identify the best predicting models taking advantage of the state-of-the-art ML algorithms.

Patients and methods

Problem formulation

Hemorrhagic transformation prediction was modeled as a supervised learning problem with the incidence of HT as a binary label and selected patient characteristics as features. A total of 16 features including patient clinical data, laboratory findings, and magnetic resonance imaging (MRI) markers were studied. Feature data were collected at patient admission, whereas determining labels was performed using T2 diffusion-weighted MRI conducted at admission and 1 week after.

Patients and study design

The current prospective study originally included a total of 360 patients with ischemic stroke of whom six patients died before taking the second MRI and 354 completed the study. Participants were recruited using systemic random technique (every 3rd admission) from stroke and intensive care units (ICU), Zagazig University Hospitals, Egypt from January 2018 to February 2020. Participants were subjected to two T2 diffusion-weighted MRIs, at admission and after 1 week to diagnose HT.

Inclusion criteria

Any patients with ischemic stroke aged ≥18 years old.
Exclusion criteria

Any patients who received rtPA or suffered from subarachnoid hemorrhage, intracerebral bleeding or any head injuries, hematological disorders, serious liver or renal impairment, coexistent brain infection, tumor, or congenital malformations.

Clinical and laboratory features

Thorough general and neurological examinations, including NIHSS, were performed. Clinical risk factors were defined as follows: hypertension (receiving medications for hypertension or blood pressure >140/90 mmHg on repeated measurements), diabetes mellitus (receiving medications for diabetes mellitus, fasting blood sugar ≥126 mg/dL or HbA1c ≥6.5%, or a casual plasma glucose >200 mg/dL), hypercholesterolemia (receiving cholesterol-reducing agents or an overnight fasting cholesterol level ≥200 mg/dL, triglycerides ≥200 mg/dL, or low-density lipoprotein (LDL) cholesterol ≥160 mg/dL), in addition to a history of previous heart disease. Performed laboratory tests included blood glucose level, complete blood count (CBC), platelet count, partial thromboplastin time, liver function tests, renal function tests, lipid profile, and erythrocyte sedimentation rate (ESR).

MRI variables/markers and imaging protocol

Conventional MR, diffusion-weighted image, and GRE2WI (T2*WI) were performed using a 1.5 T MR Scanner (Achieva, Philips Medical System). Images were obtained with the patient in the supine position, and a scout sagittal T1-weighted image was used as a localizer; then, multiple pulse sequences were performed to obtain axial, coronal, and sagittal images. The conventional MR sequences included the following: (1) sagittalT1-weighted image as a localizer (TE 8/TR 500 ms), (2) axial T1-weighted image (TR148-597/TE2-15 ms), (3) axial and sagittal T2-weighted images (TR4400-4800/TE110 ms), and (4) axial FLAIR (TR6000/TE120-T2000). Section thickness was set at 5 mm and a gap of 1 mm. We used a field of view equal to 30 mm in coronal images and 240 mm in axial images. T2*WI parameters included (TR/TE 641/23 ms) a flip angle of 20, matrix 512 × 512, with a field of view of 250 mm.

For diffusion-weighted imaging, we used a multisection single-shot spin echo planner imaging sequence (TR/TE/NEX: 4.200/140 ms/l) with diffusion sensitivities b-values set at 0 and 1,000 s/mm² and total acquisition time of 80 s. The reconstructed images were transferred to the workstation for the calculation of apparent diffusion coefficient values (11). Analysis was performed by a radiologist ignorant of the study using the software DICOM viewer (v3.0/v7.2.0.1; Philips Medical Systems Nederland B.V, Best, Netherlands).

Cerebral microbleeds (CMBs) were defined as black (signal loss) or hypointense rounded areas outside the infarcted areas and with <10 mm in diameter on T2*WI (12). The rating of CMBs was performed using the validated Brain Observer Microbleed Scale (13). Superficial siderosis was defined as gyriform hypointensity without corresponding hyperintense signal on T1-weighted sequences or FLAIR (14). Infarct size was determined by the largest diameter of the lesion (15).

The location of ischemic stroke was determined according to Bamford classification as partial anterior circulation (PAC), total anterior circulation (TAC), lacunar, and posterior circulation (POCS) (16). Etiological classification was performed according to the TOAST criteria (Trial of ORG 10172 in Acute Stroke Treatment) into small, large, cardiac, and undermined (17).

Label

The incidence of HT was defined as any degree of hyperdensity within the area of low attenuation (18). The type of HT was determined according to ECASS II classification (European Cooperative Acute Stroke Study) into hemorrhagic infarction (HI) and parenchymal hematoma (PH) (19). HI was further classified into petechiae affecting the infarction margin (HI1) and confluent petechiae with no mass effect within the infarct area (HI2). PH was subdivided into PH1 affecting <30% of the infarct area and PH2 affecting more than 30% of the infarct area with mass effect (19).

Ethical conduct and institutional approval

Informed consent was obtained from all participants or their relatives. Ethical approval was obtained from the local ethics committee of our hospital.

Statistical analysis

Descriptive analysis and feature selection

Clinical, neurological, laboratory, and imaging data were introduced at the initiation (admission) and 7 days later. Continuous and categorical variables were presented as mean ± SD and percentages and were compared using t-test and chi-square, respectively. The 354 samples were randomly split (the random seed number was set to 64) into two datasets (177 subjects each) to be used as training and testing datasets. Univariate analysis was performed in the training dataset to describe the frequency distribution of variables among HT positive and negative cases. Variable selection is an important
step in model building to produce a parsimonious model with reduced data dimensionality, enhanced interpretability, reduced overfitting, and enhanced generalizability (20, 21). We performed variable selection using a filter-based technique, using the minimum redundancy maximum relevance (mRMRe) algorithm, which is provided by the varrank package in R (22, 23).

The mRMRe algorithm selects variables based solely on the characteristics of input data, independent of any model developing algorithm, and thus is robust to overfitting. In contrast to linear correlation, mRMRe algorithms could measure non-linear relationships and remain invariant under variable inevitable transformations (24).

Model development, optimization, and comparison

Logistic regression classifier, SVC, RFC, GBC, and MLPC models were developed using the identified predictors, optimized in the training dataset, and used to predict HT incidence in the testing dataset. Grid search was utilized for hyperparameter tuning for GBC, SVC, MLPC, and LRC, whereas automated Bayesian hyperparameter tuning was utilized for RFC. Models were optimized via minimizing loss function to reduce misclassification errors in the training dataset (25). SKlearn built-in log-loss function was used for training GBC, LRC, and MLPC, the squared hinge function was used for training SVC, whereas the Gini function was used for RFC. The log-loss function is defined as $L_{\log}(y, \hat{y}) = -(y \log(\hat{y}) + (1 - y) \log(1 - \hat{y}))$, where $L_{\log}$ is the log loss, $y$ is the true label, and $\hat{p}$ is the probability estimate that $y = 1$. The log-loss function will be reduced to $-\log(1 - \hat{p})$ if $y = 0$, and $-\log(\hat{p})$ if $y = 1$. The squared hinge loss is defined as

$$L(y, \hat{y}) = \sum_{i=1}^{N} (\max(0, 1 - y_i \cdot \hat{y}_i))^2,$$

where $y$ and $\hat{y}$ are the true and predicted labels, respectively.

Random forest classifier was optimized using automated Bayesian hyperparameter tuning provided by the open-source hyperopt Python library in the Python environment (26). Hyperopt utilizes a Tree Parzen Estimator (TPE) algorithm, which is Bayesian optimization algorithm that instead of modeling $p(y|x)$ directly, it models $p(x|y)$ and $p(y)$, such that

$$p(x|y) = \begin{cases} \ell(x) & y < y^* \\ g(x) & y \geq y^* \end{cases},$$

where $\ell(x)$ is the density formed by using the observations $\{x^{(i)}\}$ such that the corresponding loss $f(x^{(i)})$ is less than $y^*$ and $g(x)$ is the density formed by using the remaining observations (27). Supplementary Table 1 lists the tuned hyperparameters of different models.

The area under the ROC curve (AUC) was used for the evaluation and comparison between models using Delong’s non-parametric method (28, 29). AUC is equivalent to the probability of a classifier to correctly discriminating and ranking positive instances higher than negative instances in a randomly chosen sample, which renders it equivalent to the Wilcoxon test of ranks (28). AUC is a prevalence- and threshold-independent metric that was reported to be more robust to data imbalance than accuracy (30). To guard against overfitting, the Youden index identified in the training dataset was used as the classification threshold for ROC analysis in the testing dataset. The model predictive performance metrics were calculated as follows: sensitivity (TP/TP + FN), specificity (TN/TN + FP), predictive positive value (TP/TP + FP), and predictive negative value (TN/TN + FN).

To better understand the relationship between predictor variables and HT incidence, the model 3D hypothesis spaces within the true feature space were plotted. The distribution of HT positive and negative cases relative to the 3D hypothesis space was examined. The interaction of predictors was investigated by fitting a series of the generalized additive model (GAM) with interaction terms, smooth plate regression splines, and tensor product splines using the generalized additive model provided by the mgcv package in the R environment (23, 31). The Python scikit-learn library, version 0.23.2, was utilized to train and test machine learning models using Jupyter Notebook (32, 33). Predicted hypothesis spaces were produced using scikit-learn functions within the Python environment, version 4.10 (34).

Sample size

The incidence of HT in patients with ischemic stroke was reported to be around 8.7–12.3% (18, 35). A sample of 126 was estimated to detect the incidence of 9 ± 5% precision with a 95% confidence level and power of 80%. Because we intended to split the sample into training and testing datasets and to compensate for any lost cases, we enrolled 360 participants, of whom 354 continued the study.

Results

Patient characteristics, HT incidence, and predictors

Fifty-seven patients were excluded from participation. The main causes were refusal to participate (11), received rtPA (14), head injuries (6), and hematological/liver disorders (26). The clinical and laboratory characteristics of the 354 patients with ischemic stroke who completed the study are presented in Table 1. There was no significant difference between the training and testing datasets except for the NIHSS and PTT. The training dataset demonstrated lower average NIHSS scores and
TABLE 1 Baseline characteristics of patients with ischemic stroke in the total sample and the randomly divided subgroups, the training and testing datasets.

| Characteristic          | Total sample (N = 354) | Training dataset (N = 177) | Testing dataset (N = 177) |
|-------------------------|------------------------|-----------------------------|---------------------------|
| Age                     | 62.8 (±10.5)           | 62 (±11)                    | 63 (±10)                  |
| Gender (male)           | 199 (56.2%)            | 98 (55.4%)                  | 101 (57.1%)               |
| Hypertension            | 201 (56.8%)            | 102 (57.6%)                 | 99 (55.9%)                |
| Diabetes mellitus       | 134 (37.9%)            | 72 (40.7%)                  | 61 (34.5%)                |
| Smoking                 | 70 (19.8%)             | 33 (18.6%)                  | 37 (20.9%)                |
| Dyslipidemia            | 135 (38.1%)            | 70 (39.5%)                  | 65 (36.7%)                |
| IHD                     | 113 (31.9%)            | 62 (35.0%)                  | 51 (28.8%)                |
| Platelets               | 242.89 (±68.9)         | 241.8 (±71.2)               | 243.9 (±66.6)             |
| PTT                     | 30.6 (±5.5)            | 31.3 (±6.1)                 | 29.9 (±4.6)               |
| Creatinine              | 0.73 (±0.2)            | 0.75 (±0.2)                 | 0.72 (±0.2)               |
| Previous stroke/TIA     | 49 (13.8%)             | 23 (13.0%)                  | 26 (14.7%)                |
| Antiplatelet            | 97 (27.4%)             | 55 (31.1%)                  | 38 (21.5%)                |
| Infarction size         | 2.47 (±1.8)            | 2.43 (±1.8)                 | 2.5 (1.9)                 |
| NIHSS                   | 13.16 (±6.1)           | 11.7 (±5.4)                 | 13.6 (±6.2)               |
| CMB                     | 2.97 (±4.7)            | 3.2 (±4.9)                  | 2.8 (±4.5)                |
| Superficial siderosis   | 54 (15.3%)             | 33 (18.6%)                  | 21 (11.9%)                |
| Duration form symptoms to presentation (hours) | 7.7 (2.08) | 7.8 (2.11)                  | 7.5 (2.05)                |
| TOAST                   |                        |                             |                           |
| Small                   | 91 (25.7%)             | 48 (27.1%)                  | 43 (24.3%)                |
| Large                   | 125 (35.3%)            | 59 (33.3%)                  | 66 (37.3%)                |
| Cardiac                 | 104 (29.4%)            | 54 (30.3%)                  | 50 (28.2%)                |
| Undetermined            | 34 (9.6%)              | 16 (9.0%)                   | 18 (10.2%)                |
| Location                |                        |                             |                           |
| PACS                    | 139 (39.3%)            | 65 (36.7%)                  | 74 (41.8%)                |
| TACS                    | 62 (17.5%)             | 32 (18.1%)                  | 30 (16.9%)                |
| Lacunar                 | 89 (25.1%)             | 45 (25.4%)                  | 44 (24.9%)                |
| POCS                    | 64 (18.1%)             | 35 (19.8%)                  | 29 (16.4%)                |
| HT incidence            | 70 (19.8%)             | 40 (22.6%)                  | 30 (16.9%)                |
| ECASS II                |                        |                             |                           |
| HI1                     | 20 (5.6%)              | 13 (7.3%)                   | 7 (4.0%)                  |
| HI2                     | 27 (7.6%)              | 15 (8.5%)                   | 12 (6.8%)                 |
| PH1                     | 15 (4.2%)              | 8 (4.5%)                    | 7 (4.0%)                  |
| PH2                     | 8 (2.3%)               | 4 (2.3%)                    | 4 (2.3%)                  |

*Significantly larger than that of testing dataset.

Table numbers represent frequencies (%) or means (± SD), which were compared using chi-square and two-sided t-test, respectively. The training and testing datasets were not significantly different except for PTT and NIHSS. This difference did not influence variable selection from the training dataset as evidenced by mRMR selection of the lower NIHSS and not the higher level PTT as the informative predictor of HT incidence.

IHD, ischemic heart diseases; PTT, partial thromboplastin time; NIHSS, National Institutes of Health Stroke Scale; CMB, cerebral microbleeds; TOAST, Trial of ORG 10172 in Acute Stroke Treatment; PACA, partial anterior circulation syndrome; TACS, total anterior circulation syndrome; POCS, posterior circulation syndrome; ECASS, European Cooperative Acute Stroke Study for hemorrhagic transformation classification; HI1, hemorrhagic infarction 1; HI2, hemorrhagic infarction 2; PH1, parenchymal hematoma 1; PH2, parenchymal hematoma 2.

higher average PTT levels compared to the testing dataset. This difference did not influence variable selection because NIHSS, which was lower in the training dataset, was selected and not the higher level PTT. There was no significant difference between the training and testing datasets regarding stroke etiology and location. The percentages of small vessels, large vessels, cardiac, and undermined lesions were 27.1, 33.3, 30.5, and 9.0% in the training dataset and 24.3, 37.3, 28.2, and 10.2% in the testing dataset, respectively. The percentages of lesion PAC, TAC, lacunar, and POCS were 36.7, 18.1, 25.4, and 19.8% in the training dataset and 41.8, 16.9, 24.9, and 16.4% in the testing dataset, respectively. The average duration between stroke onset and ICU presentation was 7.8 (±2.11) in the training dataset, which was not significantly different from that in the testing dataset 7.5 (±2.05).

The incidence of HT in our ischemic stroke cohort was 19.8% (70 out of 354 patients). No significant difference between the training and testing datasets was observed regarding HT
The percentages of HI1, HI2, PH1, and PH2 were 7.3, 8.5, 4.5, and 2.3% in the training dataset and 4.0, 6.8, 4.0, and 2.3% in the testing dataset, respectively.

Using the mRMR variable selection algorithm in the training dataset, it was possible to identify CMB, NIHSS, and infarction size as the most informative variables (Figure 1), and they were used to build HT prediction models. Univariate analysis between HT positive and negative cases in the training dataset confirmed the results obtained by mRMR (Supplementary Table 2). The only significant difference was observed for CMB, NIHSS, and infarction size.

Comparison of HT predicting models

The learning curves of different models are presented in Supplementary Figure 1. Learning curves present mean accuracy scores (±1 SD) as a function of the sample size used for cross-validation. The learning curve of GBC exhibited an overfitting pattern to the training dataset. However, the performance of GBC in the testing dataset was satisfactory. For RFC and SVC, the learning curves were not significantly lower in the testing dataset compared to the training dataset. For sample sizes >80, RFC and SVC did not exhibit major signs of bias or overfitting as suggested by the difference between the training and testing datasets. The learning curves of LRC and MLPC seem to get closer to accuracies lower than RFC, GBC, and SVC. Also, LRC and MLPC curves exhibited higher variability as suggested by the apparently larger ±SD intervals and crossing of training and testing curves, which may explain their low AUC metrics.

Table 2 summarizes the performance metrics in the testing dataset. RFC (AUC: 0.91, 95% confidence interval (95% CI): 0.85–0.95) and GBC (AUC: 0.91, 95% CI: 0.86–0.95) demonstrated significantly superior performance compared to LRC (AUC: 0.85, 95% CI: 0.79–0.91) and MLPC (AUC: 0.85, 95% CI: 0.78–0.92). Although SVC (AUC: 0.90, 95% CI: 0.85–0.94) outperformed LRC and MLPC, it did not reach.
demonstrates the overall performance of different models in the training and testing datasets as represented by ROC curves. Using classification thresholds determined by the Youden indices identified in the training dataset, the observed classification accuracy in the testing dataset was 0.78 for FRC, 0.76 for GBC, 0.80 for SVC, 0.80 for LRC, and 0.84 for MLPC.

To examine whether adding more predictors of HT incidence could improve model performance, we compared the AUC of models developed by all the studied 16 variables to models developed by the mRMR selected three variables. Except for the three-variable SVC model (AUC: 0.90, 95% CI: 0.85–0.94), which significantly surpassed that of the 16-variable model (AUC: 0.82, 95% CI: 0.73–0.90), the AUC of the 16-variable RFC (0.91, 95% CI: 0.87–0.96), GBC (0.91, 95% CI: 0.86–0.95), LRC (0.84, 95% CI: 0.77–0.91), and MLPC (0.85, 95% CI: 0.78–0.92) were not significantly different from those of the three-variable models (Supplementary Figure 2).

The best performing models 3D predicted spaces suggest the interaction between predictors

Figure 3 shows the 3D predictive space of different models relative to the true feature space. The prediction space of the superior models, RFC, and GBC clearly demonstrated a non-linear relationship and plausible interaction between the predictor variables. In contrast, the lower performance, LRC, and 3D predicted space demonstrated a linear relationship between predictors. This result suggested that failure to detect a non-linear relationship between variables was associated with lower model performance.

Non-linear interaction of NIHSS with CMB and infarction size

To further investigate the suggested non-linear interaction between HT predictors, we fitted several generalized additive models, all with logit link function, with interaction terms, smooth plate regression splines, and tensor products to the whole dataset. Table 3 demonstrates that adding interaction terms significantly ($\chi^2 = <0.001$) improved the performance and resulted in 21 unit reduction of the Akaike information criterion (AIC) score compared to the single-term model. All the coefficients of single and interaction terms were significant. Fitting thin plate regression splines instead of interaction terms has significantly improved model fitting ($\chi^2 = <0.001$) and resulted in 16 unit reduction of AIC compared to the interaction term model. Because non-linearity could lead to spurious variable interaction, we fitted models with smoothed predictor and tensor interaction (ti) terms that could delineate the interaction component from the main effect. Fitting product spline significantly improved model performance ($\chi^2 = <0.02$) and induced around 3 unit reduction of AIC score compared to models with smoothed splines only. The model revealed the existence of significant non-linear interaction between NIHSS and CMB and between NIHSS and infarction size with effective degrees of freedom (EDF) of 4.6 and 3.1, respectively. Figure 4 shows the partial probability of HT incidence as a function of infarction size and conditioned on NIHSS score (scores of 2, 8, and 17) and CMB (3, 10, and 15). As illustrated in Figure 4A the traditional LR model with single terms produced monotonous NIHSS curves that demonstrate similar parametric functions with infarction size at different CMB levels except for an absolute effect representing different intercepts. This pattern suggests a failure to detect any predictor interaction. In contrast, the model fitted with tensor products, Figure 4B, demonstrated non-linear HT prediction probabilities as reflected by NIHSS curves across different levels of CMB and infarction size. For example, at a CMB level of 3, patients with a low NIHSS score of 2 started to respond at an infarction size of around 3.5 and exhibited sharp dependency on infarction size in contrast to patients with an NIHSS of 17, which started to respond at an infarction size of zero but with less dependency on infarction size. At CMB 15, the curve of the NIHSS score of 2 almost reached saturation, whereas the curve of the NIHSS score of 17 almost becomes linear with a low slope demonstrating less dependency on infarction size. The results presented in Table 3 and Figure 4 lend support to the suggested predictor interaction presented in Figure 3.

| Model  | Sensitivity | Specificity | PPV   | NPV   | AUC (95%CI) |
|--------|-------------|-------------|-------|-------|-------------|
| RFC    | 0.97        | 0.74        | 0.43  | 0.99  | 0.91 (0.85–0.95)* |
| GBC    | 0.97        | 0.72        | 0.41  | 0.99  | 0.91 (0.86–0.95)³ |
| SVC    | 0.83        | 0.79        | 0.45  | 0.96  | 0.90 (0.85–0.94)⁴ |
| LRC    | 0.70        | 0.82        | 0.45  | 0.93  | 0.85 (0.79–0.91)* |
| MLPC   | 0.57        | 0.89        | 0.52  | 0.91  | 0.85 (0.78–0.92)⁴ |

* AUC was the metric used for the evaluation and comparison of models performance because it is less sensitive to data imbalance.

1 Significantly higher than LRC (p-value = 0.021) and MLPC (p-value = 0.007) but not GBC (p-value = 0.786) and SVC (p-value = 0.286).

² Significantly higher than LRC (p-value = 0.021) and MLPC (p-value = 0.012) but not SVC (p-value = 0.270).

³ Was not significantly different from each other (p-value = 1).

The MLPC demonstrated very low sensitivity and consequently limited clinical utility and was not considered for 3D model prediction analysis. The classification threshold could be adjusted to modify the misclassification rates (false positive and negative rates) and performance metrics according to the clinical need.

SVC, support vector classifier; GBC, gradient boosting classifier; LRC, logistic regression classifier; RFC, random forest classifier; MLPC, multilayer perceptron classifier; PPV, positive predictive value; NPV, negative predictive value.
FIGURE 2
Comparison of the utilized machine learning models’ overall performance using the AUC ± 95% CI metric. Youden indices were estimated using the maximum sensitivity plus specificity. The RFC and GBC models demonstrated significantly larger AUC compared to LRC and MLPC but with no statistical difference between each other and SVC. AUC, area under curve; CI, confidence interval; SVC, support vector classifier; GBC, gradient boosting classifier; LRC, logistic regression classifier; RFC, random forest classifier; MLPC, multilayer perceptron classifier.

Discussion

The objective of the current prospective study was to determine the incidence and predictors of HT, investigate the interaction between predictors, and identify the optimal predicting models. HT incidence in our study was 19.8%, which was in agreement with other studies (35, 36). To produce a parsimonious model with enhanced interpretability, improved accuracy, and enhanced generalizability, we utilized an mRMR algorithm capable of measuring the amount of information between variables (37). It was possible to identify three risk factors namely NIHSS, CMB, and infarction size as potential HT predictors in the training dataset. Detecting the small number of risk factors associated with HT is not unusual. Terruso et al. (38) reported that infarction size was the only significant risk factor associated with HT in their study. Tan et al. (35) found that only infarction size and atrial fibrillation were significantly associated with HT. We could not find sufficient mutual information between HT and age, sex, DM, hypertension, dyslipidemia, platelet count, previous use of antplatelet, and previous stroke attacks. This finding echoed the results from previous studies (15, 36, 38, 39).

Random forest classifier, GBC, SVC, LRC, and MLPC models were developed using the three identified predictors. The validity of NIHSS, CMB, and infarction size to predict HT incidence was verified by comparison with models developed with all the studied variables. The predictive performance of RFC and GBC models significantly outperformed LRC and MLPC as assessed by the AUC difference. The superior predictive performance of GBC models over classical regression was previously documented in a large study conducted to predict severe complications after acute ischemic stroke (8). In general, the performance metrics of the best ML models in our study were either better or comparable to previous models developed to predict HT incidence in previous studies taking into consideration differences in the utilized HT definition, study design, ethnicity, and sample size of the study group (40, 41).

Infarction size and NIHSS were the most frequently reported risk factors associated with HT either in retrospective or prospective studies (15, 38, 42). Either or both risk factors were commonly included in the previous HT prediction scales in addition to other variables (40–42). CMB was shown by some recent prospective studies to predict the incidence of future hemorrhagic transformation and intracerebral hemorrhage (43, 44). Investigating the optimized model predicted spaces within the true feature/variable space suggested the interaction between predictors as reflected by the non-linear surface as a function of more than one variable. The interaction between predictors was investigated using generalized regression models fitted with smooth splines and tensor products. The results demonstrated the existence of non-linear interaction between predictors and resulted in significant improvement in explaining HT variance compared with models with no interaction terms. This result
suggests that there is no fixed cutoff value for any of these predictors after which the risk of hemorrhagic transformation would increase. As shown in Figure 4B, the significance of any of these risk factors to hemorrhagic transformation is changing depending on the values of other risk factors. For example, at a particular value of NIHSS, the value of infarction size needed to increase the risk of HT is reduced if the number of CMB increases. Therefore, the best HT predicting models were those capable of capturing the non-linear relations by algorithms such as RFC and GBC compared to classical LRC.

The interaction implies that NIHSS, CMB, and infarction size could be integrating both similar and distinct upstream pathophysiological mechanisms that collectively could enhance HT incidence. For example, CMB was reported to be significantly associated with advanced age and cerebral small vessel impairment/diseases that occur in hypertension, cerebral amyloid angiopathy, and chronic kidney disease (45–48). The clinical syndromes that have been associated with CMB, such as cognitive impairment, dementia, and recurrent ischemic stroke, further reflect the underlying functional impairment of cerebral small vessels (49). Severe NIHSS score, on the other hand, could integrate risk factors such as old age, female gender, small vessel diseases, and mental and psychological stress of social isolation, and cardiac diseases such as AF, low ejection fraction, heart failure, and cardioembolism. All those risk factors were reported to be significantly associated with NIHSS (48, 50–52).
FIGURE 4
Partial probability of HT incidence as a function of infarction size and conditioned on NIHSS score and CMB count. (A,B) show logistic regression fitted with single terms and a generalized additive model fitted with thin plate regression splines with tensor product terms, respectively. Tensor product terms could delineate the interaction component from the main effect. (A) shows monotonous NIHSS curves that demonstrate similar parametric functions with infarction size at different CMB levels except for an absolute effect representing different intercepts. This logistic regression pattern suggests a failure to detect predictor interaction and hence predictive power. In contrast, (B) demonstrates non-linear HT predicting functions as reflected by NIHSS curves across different levels of CMB and infarction size. For example, at a CMB level of 3, patients with a low NIHSS score of 2 started to respond at an infarction size of around 3.5 and exhibited sharp dependency on infarction size in contrast to patients with an NIHSS of 17, which started to respond at an infarction size of zero but with less dependency on infarction size. At CMB 15, the curve of the NIHSS score of 2 almost reached saturation, whereas the curve of the NIHSS score of 17 almost becomes linear with a low slope demonstrating less dependency on infarction size.
Several mechanisms could be envisioned to explain the observed interaction between CMB, infarction size, and NIHSS score. One plausible mechanism is via cerebral small vessel disease, which could increase both the CMB burden and NIHSS score. One plausible mechanism is via impaired cerebral autoregulation. A growing body of evidence links impaired cerebral autoregulation with the incidence of HT and acute ischemic stroke (54, 55). Genetic susceptibility and APOE ε4 genotype have been reported to be significantly associated with CMB and also with enhanced susceptibility to cerebrovascular insults and, thus, large infarction size (45, 56).

The strength of our study stems from utilizing a prospective study design, using a filter-based, rather than wrapper-based, variable selection technique independent of any model fitting process, and utilizing ML models capable of detecting complex non-linear relationships in a totally naïve testing dataset. In wrapper-based variable selection methods, variables are selected iteratively based on the performance of the fitted model, which could result in models that produce the best performance only with the utilized dataset.

The limitations of our study include the involvement of only one academic hospital and one race. Also, our sample size was relatively small, which could limit the power of our study to detect other risk factors associated with HT incidence. Another source of limitation was the exclusion of patients who received rtPA therapy. Unfortunately, the majority of

### Table 3: Fitted GAM models to examine predictors linearity and interaction.

| Model | Coefficient (SE) | p-value | EDF | Adjusted R² | Deviance | $p \chi^2$ | AIC |
|-------|-----------------|---------|-----|-------------|----------|------------|-----|
| **Single term model** | | | | | | | |
| $HT = \beta_1 \cdot CMB + \beta_2 \cdot NIHSS + \beta_5 \cdot Size$ | $\beta_1 = 0.24 (0.03)$ | $<0.001$ | 0.33 | Reference | 239.4 |
| | $\beta_2 = 0.12 (0.03)$ | $<0.001$ | | | |
| | $\beta_5 = 0.48 (0.09)$ | $<0.001$ | | | |
| **Interaction term model** | | | | | | | |
| $HT = CMB + NIHSS + Size + NIHSS \cdot Size + CMB \cdot NIHSS$ | $\beta_1 = 0.98 (0.19)$ | $<0.001$ | 0.40 | 29.6 | $<0.001$ | 217.9 |
| | $\beta_2 = 0.47 (0.10)$ | $<0.001$ | | | |
| | $\beta_3 = 1.84 (0.40)$ | $<0.001$ | | | |
| | $\beta_4 = -0.04 (0.01)$ | $<0.001$ | | | |
| | $\beta_5 = -0.17 (0.06)$ | $<0.01$ | | | |
| | $\beta_6 = -0.06 (0.02)$ | $<0.01$ | | | |
| | $\beta_7 = 0.007 (0.003)$ | $<0.05$ | | | |
| **Spline fitted model** | | | | | | | |
| $HT = \beta_1 \cdot CMB + \beta_2 \cdot NIHSS + \beta_3 \cdot Size + s(CMB) + s(NIHSS) + s(Size)$ | $\beta_1 = 0.47 (0.2)$ | $<0.05$ | 1.6 | 56.8 | $<0.001$ | 201.5 |
| | $\beta_2 = -0.52 (0.14)$ | $<0.001$ | 6.8 | 27.3 | $<0.001$ | |
| | $\beta_3 = 1.14 (0.65)$ | 0.08 | 2.0 | | | |
| | $s(CMB)$ | $<0.05$ | | | | |
| | $s(NIHSS)$ | $<0.001$ | | | | |
| | $s(Size)$ | 0.09 | | | | |
| **Tensor product model** | | | | | | | |
| $HT = s(CMB) + s(NIHSS) + s(Size)$ | $s(CMB)$ | $<0.001$ | 2.6 | 66.6 | $<0.001$ | 197.9 |
| $s(NIHSS)$ | $<0.001$ | 1.0 | 37.0 | $<0.001$ | |
| $s(Size)$ | $<0.001$ | 1.0 | 9.7 | $<0.05$ | |
| $ti(CMB, NIHSS)$ | $<0.01$ | 4.6 | | | |
| $ti(CMB, Size)$ | 0.19 | 1.0 | | | |
| $ti(NIHSS, Size)$ | $<0.001$ | 3.1 | | | |

$^\dagger$ Compared to single-term model.
$\S$ Compared to interaction term model.
$\¥$ Compared to tensor product model.

Size in the model refers to infarction size. Effective degrees of freedom (EDF) > 1 indicates non-linearity. In the final model, the smooth CMB, the product tensor of CMB and NIHSS, and the product tensor of NIHSS and infarction size were significantly no-linear. Intercept was not included in the table.
patients fail to present to our emergency room within the rtPA therapeutic window (57). We thought that the inclusion of those cases could bias results. The death of six subjects before taking the second MRI and hence determination of HT incidence could be a potential source of bias especially if they represented severe cases. In addition, we did not include ASPECTS and collateral scores in our analysis because they were performed for patients on rtPA therapy and not routinely for any patient. The observed moderate PPV suggests the need to include further biological and imaging markers to limit false positive cases. Our results need to be replicated in patients on rtPA therapy to examine the difference in risk profiles and predicting models.

Conclusion

National Institute of Health stroke scale, infarction size, and CMB were the best HT predictors. The observed interaction between predictors suggests a dynamic, rather than fixed, cutoff risk value for any of these predictors. The best HT predicting models were demonstrated by algorithms capable of capturing non-linear relations such as RFC and GBC compared to the classical LRC. Prediction of HT susceptibility could facilitate designing management plans for high-risk patients.
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SUPPLEMENTARY FIGURE 1

Learning curves present mean accuracy scores (±1 SD) as a function of the sample size used for cross-validation. The learning curve of GBC exhibited an overfitting pattern to the training dataset. However, the performance of GBC in the testing dataset was satisfactory. For RFC and SVC, the learning curves were not significantly lower in the testing dataset compared to the training dataset. For sample sizes >80, RFC and SVC did not exhibit major signs of bias or overfitting as suggested by the difference between the training and testing datasets. The learning curves of LRC and MLPC seem to get closer to accuracies lower than RFC, GBC, and SVC. Also, LRC and MLPC curves exhibited higher variability as suggested by the apparently larger ± SD intervals and crossing of training and testing curves, which may explain their low AUC metrics.

SUPPLEMENTARY FIGURE 2

Area under the ROC curve (AUC) comparison of the three-variable and 16-variable models. Except for the three-variable SVC, which significantly surpassed that of the 16-variable model, the AUC of the 16-variable RFC, GBC, LRC, and MLPC was not significantly different from those of the three-variable models.

SUPPLEMENTARY TABLE 1

Tuned parameters of five models.

SUPPLEMENTARY TABLE 2

Univariate analysis of risk factors associated with HT incidence in the training datasets.
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