Regularized ridge regression models to estimate static elastic moduli from wireline measurements: case study from Southern Iraq
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Abstract
Elastic moduli such as Young’s modulus ($E$), Poisson’s ratio ($ν$), and bulk modulus ($K$) are vital to creating geomechanical models for wellbore stability, hydraulic fracturing, sand production, etc. Due to the difficulty of obtaining core samples and performing rock testing, alternatively, wireline measurements can be used to estimate dynamic moduli. However, dynamic moduli are significantly different from elastic moduli due to many factors. In this paper, correlations for three zones (Nahr Umr shale, Zubair shale, and Zubair sandstone) located in southern Iraq were created to estimate static $E$, $K$, and $ν$ from dynamic data. Core plugs from the aforementioned three zones alongside wireline measurements for the same sections were acquired. Single-stage triaxial (SST) tests with CT scans were executed for the core plugs. The data were separated into two parts; training (70%), and testing (30%) to ensure the models can be generalized to new data. Regularized ridge regression models were created to estimate static $E$, $K$, and $ν$ from dynamic data (wireline measurements). The shrinkage parameter ($α$) was selected for each model based on an iterative process, where the goal is to ensure having the smallest error. The results showed that all models had testing $R^2$ ranging between 0.92 and 0.997 and consistent with the training results. All models of $E$, $K$, and $ν$ were linear besides $ν$ for the Zubair sandstone and shale which were second-degree polynomial. Furthermore, root means squared error (RMSE) and mean absolute error (MAE) were utilized to assess the error of the models. Both RMSE and MAE were consistently low in training and testing without a large discrepancy. Thus, with the regularization of ridge regression and consistent low error during the training and testing, it can be concluded that the proposed models can be generalized to new data and no overfitting can be observed. The proposed models for Nahr Umr shale, Zubair shale, and Zubair sandstone can be utilized to estimate $E$, $K$, and $ν$ based on readily available dynamic data which can contribute to creating robust geomechanical models for hydraulic fracturing, sand production, wellbore stability, etc.
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Introduction
A precise estimate of mechanical rock properties is essential for all geomechanical applications (Davarpanah et al. 2020), including but not limited to; in-situ stress estimation, wellbore stability, sand control, hydraulic fracturing design, wellbore instability analysis, etc. (Kidambi and Kumar 2016; Sulaimon and Teng 2020; Wang and Sharma 2017; Zeynali 2012; Zoback et al. 2003). Mechanical rock properties can be divided into elastic parameters (Young modulus, shear modulus, bulk modulus, and Poisson’s ratio) and rock strength parameters (unconfined compressive strength (UCS), cohesive strength, and internal friction angle) (Abbas et al. 2018). Ideally, these parameters are measured in the laboratory using core samples. While being...
highly expensive, laboratory tests are the most accurate way to find these parameters (Fjær et al. 2008). An alternative method to estimate mechanical rock properties is the use of well logs (dynamic methods). It is essential to distinguish between dynamic and static methods. Dynamic rock properties refer to the elastic stiffness estimated from well logs. On the other hand, static rock properties refer to the elastic stiffness estimated from core samples.

The dynamic stiffness is usually larger than the static stiffness in rocks (Fjaer 1999; Jizba and Nur 1990; King 1969; Martin and Haupt 1994; Olsen et al. 2008; Simmons and Brace 1965; Yale and Jamieson 1994). On the contrary, for a homogenous and isotropic material like steel, static and dynamic moduli are equal (Ledbetter 1993). There are many reasons why the dynamic is usually higher than the static stiffness such as strain rate, drainage conditions, heterogeneity, anisotropy, and strain amplitude (Fjær 2019).

Starting with the strain rate, the difference between the dynamic and static moduli can be explained by the variation in the rate of rock deformation, where static is from loading versus the dynamic is induced by ultrasonic waves. Laboratory measurements usually correlate better with the seismic frequency band. Therefore, dynamic moduli derived from seismic waves are closer to the laboratory tests than dynamic moduli derived from ultrasound waves (Fjær 2019; Fjer et al. 2013).

Drainage condition is another factor that may lead to the discrepancy in dynamic and static moduli. According to the poroelastic theory, a large difference is perhaps observed depending on whether the rock is drained or undrained (Biot 1956). Static rock deformation is frequently drained, while dynamic induced deformation is often undrained. Therefore, drainage conditions can be another reason why there is this discrepancy between dynamic and static moduli (Fjær 2019).

It is well known that heterogeneity, with various scales, exists in rocks. When comparing static and dynamic moduli, it is important to keep in mind that the probed volume of rocks is different in static and dynamic measurement. Especially for large heterogeneous rocks, heterogeneity can play a vital role in the discrepancy between the static and dynamic measurements (Fjær 2019).

For orthorhombic symmetry, there are nine independent components for the stiffness tensor (Ahmed and Meehan 2016). Therefore, it is important to account for anisotropy when comparing between the static and dynamic moduli. Because of data scarcity, dynamic moduli are usually used to estimate and compare with static moduli. However, the dynamic moduli often introduce a large margin of error due to the assumption of isotropic (Fjær 2019).

Strain amplitude is another factor that contributes to the discrepancy between static and dynamic moduli. Static moduli perhaps decrease as a result of non-elastic loading, while dynamic moduli will not be affected. For example, uncedented grain contact or closed fracture may stay immobile as a result of elastic waves, while they may be mobilized because of static loading due to static friction (Walsh 1965). This can be one of the reasons for the sensitivity of static and dynamic relationships to stress history and path (Fjær 2019).

Finding an empirical relation between static and dynamic is vital for continuous and robust estimation of mechanical rock properties (Chang et al. 2006). There are many correlations in the literature that present relationships between dynamic and static rock properties (Ameen et al. 2009; Asef and Farrokhouz 2010; Brotons et al. 2014, 2016; Christaras et al. 1994; Davarpanah et al. 2020; Eissa and Kazi 1988; Horsrud 2001; King 1983; Kılıç and Teymen 2008; Lacy 1997; Lashkaripour 2002; Najibi et al. 2015; Ohen 2003). Table 1 presents a summary of some empirical correlations between static and dynamic relationships from the literature.

The objective of this work is to present relationships between static and dynamic Young’s modulus (E), Poisson’s ratio (ν), and bulk modulus (K) for three zones (Nahr Umr shale, Zubair shale, and Zubair sandstone) located in southern Iraq. Once a robust relationship between static and dynamic E, K, and ν are available, these relations can be used for many geomechanical applications such as in-situ stress estimation, wellbore stability, sand control, hydraulic fracturing design, etc.

Geological setting

In this section, the geological setting of the study area will be explained. Figure 1 shows the location of the study area. This work will focus on the southern part of Iraq, where most oil fields are located. This work uses rock samples from Zubair and Nahr Umr formations. These formations are Lower Cretaceous in age (Jassim and Goff 2006).

Zubair formation

Being the richest petroleum reservoir in southern Iraq, the Zubair formation comprises 380–400 m of sandstone, siltstone, and shale. It is divided into five shale and sandstone units used for reservoir description. The Zubair formation incorporates only sandstone in the Salman Zone and the shale portion decrease rapidly as moving southwest. It is underlain by interbeds of limestone and shale (Ratawi formation) and is overlain by limestone formation (Shuaiba formation). The porosity of the Zubair formation ranges from 15 to 30% while the permeability ranges between 20 and 1800 md (Jassim and Goff 2006).
Nahr Umr formation

The Nahr Umr formation is shale-dominated in the eastern part of Iraq, and sand-dominated in the western and southwestern part. Compromised of black shales interbedded fine- to medium-grained sandstones. It is underlain by the Shuaiba formation and is overlain by the Mauddud formation (limestone). The porosity of Nahr Umr formation ranges between 16 and 23.3% (Jassim and Goff 2006). Several wellbore instability issues have been experienced while drilling the Nahr Umr formation, including but not limited to; caving, stuck pipes, and tight holes (Mohammed et al. 2018).

Materials and methods

Core samples

Core samples were taken from three zones in southern Iraq (Nahr Umr shale, Zubair shale, and Zubair sandstone). Plugs were created from the core samples for each zone to get the plugs ready for the geomechanical tests. Figure 2 demonstrates the rock plugs before and after executing SST tests for Nahr Umr shale, Zubair shale, and Zubair sandstone.

Preparation of core plugs

To prepare the samples for the SST test, each core plug was at least 2 times longer than its diameter, and at least ten times wider than the largest rock grain. Also, samples cylinder ends were surface ground to ensure a flat surface right cylinder, as well as an accurate match with the end caps when mounted into the instrumentation stack. Also, precise measurements of each sample being tested are recorded including the sample’s diameter, length, and weight.

Table 1 Summary of previous empirical static and dynamic relationships

| Equation | Rock type | Reference |
|----------|-----------|-----------|
| $E_s = 1.263E_d - 29.5$ | Igneous and metamorphic rocks | (King 1983) |
| $UCS = 4.31(E_d/10)^{1.705}$ | Sedimentary rocks | (Eissa and Kazi 1988) |
| $E_s = 0.74E_d - 0.82$ | Soft rocks | (Bradford et al. 1998) |
| $\log_{10} E_s = 0.77 \log_{10}(\rho E_d) + 0.02$ | Sedimentary rocks | (Lacy 1997) |
| $UCS = 2.28 + 4.0189E_d$ | Shale rocks | (Horsrud 2001) |
| $E_s = 0.018E_d^2 + 0.422E_d$ | Mudstone | (Lashkaripour 2002) |
| $E_s = 0.076E_d^{0.93}$ | Shale | (Ohen 2003) |
| $UCS = 0.77V_p^{3.23}$ | Multiple rock types | (Kılıç and Teymen 2008) |
| $E_s = 0.103UCS^{3.23}$ | Limestone | (Ameen et al. 2009) |
| $E_s = 0.0158E_d^{2.74}$ | Limestone | (Asef and Farrokhrouz 2010) |
| $UCS = 2.304V_p^{0.43}$ | Limestone | (Najibi et al. 2015) |
| $E_s = 0.541E_d + 12.852$ | Limestone | (McCann and Entwisle 1992) |
| $UCS = 2.94(E_d^{0.83}/\phi^{0.085})$ | Multiple rock types | (Christaras et al. 1994) |
| $E_s = 0.014E_d^{1.96}$ | Calcarenite | (Brotons et al. 2014) |
| $UCS = 12.8(E_d/10)^{1.32}$ | Crystalline rocks | (Brotons et al. 2016) |
| $E_s = 0.48E_d - 3.26$ | Multiple rock types | (Brotons et al. 2016) |
| $E_s = 1.05E_d - 3.16$ | Multiple rock types | (Brotons et al. 2016) |
| $E_s = 0.86E_d - 2.085$ | Multiple rock types | (Brotons et al. 2016) |
| $\log_{10} E_s = 1.28 \log_{10}(\rho E_d) - 4.71$ | Multiple rock types | (Brotons et al. 2016) |
| $E_s = 0.932E_d - 3.42$ | Multiple rock types | (Brotons et al. 2016) |
| $\log_{10} E_s = 0.96 \log_{10}(\rho E_d) - 3.306$ | Multiple rock types | (Brotons et al. 2016) |

Single-stage triaxial (SST) tests

Single-stage triaxial (SST) tests are among the most common geomechanical test to obtain mechanical rock properties. The limitation of SST tests is the requirement of at least three core plugs to obtain rock strength parameters such as uniaxial compressive strength (UCS), cohesion ($S_c$), and internal friction angle ($\phi$) (Ameen et al. 2009; Fjær et al. 2008; Zoback 2007). To conquer that limitation and to save time, material, and money, multistage triaxial stage (MST) tests are usually used to obtain rock strength parameters using only one core plug. However, for elastic properties (e.g., $E$, $K$, and $\nu$), SST tests are usually recommended (Zoback 2007). In this work, SST tests were executed for core samples taken from three zones; Nahr Umr shale, Zubair shale, and Zubair sandstone. Confining
pressures were kept constant for the three formations which represent the horizontal stresses ($\sigma_2 = \sigma_3$ in SST). Confining pressures of 5016 psi, 5581 psi, and 4629 psi were used for Nahr Umr shale, Zubair shale, and Zubair sandstone, respectively. For each sample, the axial load was increased at a rate of 1 μ strain/s while monitoring the changes in axial and radial deformations, until the failure point is reached (reaching the maximum compressive strength (MCS)). A digital computerized data acquisition system was utilized to monitor confining pressure, axial load, and axial and radial deformations. Figure 3 shows the rock mechanics system used to conduct the SST tests.
Fig. 2  Core plugs pre and post SST tests

Fig. 3  Rock Mechanics Testing System
Calculations of static elastic moduli

Static $E$, $K$, and $\nu$ were calculated using the data of SST tests executed for Nahr Umr shale, Zubair shale, and Zubair sandstone. For $E$, there are several methods used to estimate static $E$ such as initial modulus, secant modulus, tangent modulus, and average modulus. In this work, static $E$ was estimated using the slope from 1/3 to 2/3 maximum compressive strength ($MCS$) (peak stress). Static $E$ is the ratio between axial stress ($\sigma_a$) and axial strain ($\epsilon_a$) increments, while the static $\nu$ is the ratio between radial strain ($\epsilon_r$) and $\epsilon_a$. While static $K$ is the ratio between the between confining pressure ($\sigma_p$) and volumetric strain ($\epsilon_v$) as shown in the following Equations (Fjær et al. 2008):

$$E_s = \frac{\Delta \sigma}{\Delta \epsilon_z}$$  \hspace{1cm} (1)

$$K_s = \frac{\Delta \sigma_p}{\Delta \epsilon_v}$$  \hspace{1cm} (2)

$$\nu_s = \frac{\Delta \epsilon_r}{\Delta \epsilon_a}$$  \hspace{1cm} (3)

Calculations of dynamic elastic moduli

Well logging measurements (sonic and density logs) taken over the same section of the core samples utilized to estimate dynamic $E$, $K$, and $\nu$ using the following Equations (Zoback 2007):

$$E_D = \rho_b \frac{3V_p^2 - 4V_s^2}{V_p^2 - V_s^2}$$  \hspace{1cm} (4)

$$\nu_D = \frac{V_p^2 - 2V_s^2}{2(V_p^2 - V_s^2)}$$  \hspace{1cm} (5)

where $V_p$ and $V_s$ are the $P$-wave and $S$-wave velocities, respectively, and $\rho$ is the bulk density.

CT scanning

Computed tomography (CT) scanning is a method used to image internal structures using X-ray. CT is a non-distractive visualization technique. While CT scanners are used for medical applications, they have been utilized in many geoscience applications (Siddiqui and Khamees 2004). Typically, a sample is placed between the X-ray detector and the X-ray source. Relative to the source-detector system, CT scanners need a rotation of the samples. The images taken by CT X-ray records the X-ray’s degree of attenuation. The images reflect the change in the density of the material and the atomic composition. Qualitatively, CT images can be used to measure porosity, density, fractures, and heterogeneity (Choo et al. 2014; Cnudde et al. 2006; Siddiqui and Khamees 2004). For each core plug, two axial and two vertical (longitudinal) images were obtained at 0 and 90 degrees.

Development of the regression models

In the following subsection, the development of the regression models for the three zones (Zubair shale, Zubair sandstone, and Nahr Umr shale) and for $E$, $K$, and $\nu$ will be explained in detail. The process was repeated for the three zones and for $E$, $K$, and $\nu$ models. Thus, the following subsections will explain the process of creating one model, the process will be the same for all models and for all three zones.

Data processing

The static and dynamic $E$, $K$, and $\nu$ of the three zones (Zubair shale, Zubair sandstone, and Nahr Umr shale) were cleaned from outliers. To ensure the model can work on data that are not used in the process of creating the model, the

| Table 2 | Summary of statistics (Nahr Umr Shale) |
|---------|---------------------------------------|
| $E_S$   | 1.805                                |
| $E_D$   | 6.989                                |
| $\nu_S$ | 0.112                                |
| $\nu_D$ | 0.250                                |
| $K_S$   | 0.781                                |
| $K_D$   | 3.366                                |

$$K_D = \rho_b \left( \frac{V_p^2}{3} - \frac{4V_s^2}{3} \right)$$  \hspace{1cm} (6)

where $V_p$ and $V_s$ are the $P$-wave and $S$-wave velocities, respectively, and $\rho$ is the bulk density.
data were randomly separated into two parts; training (70%) and testing (30%). The summaries of statistics of the data are shown in Tables 2, 3 and 4 for Nahr Umr shale, Zubair shale, and Zubair sandstone, respectively.

**Ridge regression**

Regularization is an important concept in machine learning. The idea of regularization is to avoid overfitting the model and ensure generalization for new data. There are many methods used to ensure the machine learning models are not overfitted and can generalize to new data such as lasso and ridge regression, also known as $L_1$ and $L_2$ regularization. In this paper, ridge regression was utilized to create the models for the three zones to ensure the models are not overfitted and can generalize to new data (Pedregosa et al. 2011).

In ordinary least square regression, the goal is to minimize the residual sum of squares between predicted and actual targets. Mathematically, the goal is to minimize the following:

$$ \min_w \|Xw - y\|_2^2 $$  \hspace{1cm} (7)

where $w$ is coefficient and $w_0$ is the intercept. In ridge regression, however, there will be a penalty on the size of the coefficients. This will ensure the model will not overfit and can be generalized for new data. In ridge regression, the goal is to minimize the following:

$$ \min_w \|Xw - y\|_2^2 + \alpha \|w\|_2^2 $$  \hspace{1cm} (8)

The parameter $\alpha$ controls the shrinkage, meaning the higher the $\alpha$, the higher the penalty on the coefficient. This will ensure the model will not overfit and can generalize to new data. When $\alpha$ is zero, this simply will be an ordinary least square regression. Finding the “best” value of $\alpha$ is not straightforward. There is a trade-off between having a large value of $\alpha$ (underfitting) and a small value of $\alpha$ (overfitting). In this work, $\alpha$ was selected for each model based on an iterative process, where the goal has the best fit ($R^2$) for testing (Pedregosa et al. 2011).

To assess the error, root mean squared error (RMSE), mean absolute error (MAE) were used while $R^2$ was used to assess the “goodness of fit”. RMSE, MAE, and $R^2$ were calculated using the following Equations:

$$ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{Y}_i - Y_i)^2}{n}} $$  \hspace{1cm} (9)

$$ \text{MAE} = \frac{\sum_{i=1}^{n} |\hat{Y}_i - Y_i|}{n} $$  \hspace{1cm} (10)

$$ R^2 = \frac{\sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2}{\sum_{i=1}^{n} (Y_i - \bar{Y})^2} $$  \hspace{1cm} (11)
where $Y_i$ is the actual data point, $\hat{Y}_i$ is the predicted data point, $\bar{Y}$ is the mean of the actual data points, and $n$ is the number of data points.

Results and discussion

Nahr Umr Shale

Figure 4 shows the results of the CT scan for Nahr Umr core samples used for SST. Some fractures can be observed in the sample. Three ridge regression models were created for Nahr Umr shale to predict static $E$, $\nu$, and $K$ based on dynamic data (sonic log data). Figure 5 shows the static and dynamic $E$ model. Figure 5a shows the relationship between static and dynamic $E$, a linear ridge regression was the best fit for the relationship between static and dynamic $E$. The predicted and actual static $E$ is shown in Fig. 5b, $R^2$ shown in Fig. 5b is for testing (same is true for all other $R^2$ in the figures). On the other hand, Fig. 6 shows the static and dynamic $\nu$ model with a linear model, as shown in Fig. 6a. The actual and predicted $\nu$ is shown in Fig. 6b. In the same vein, Fig. 7a shows a linear fit of the static and dynamic $K$ model while Fig. 7b shows the actual and predicted $K$.

Table 5 shows the summary of the three models. Both $E$ and $K$ models had an $\alpha$ of 0.5, while $\nu$ had an $\alpha$ of 0.001. Regarding the error, both RMSE and MAE were low during training and testing with no significant difference between training and testing. This shows that the models can generalize to new data since the testing set (new data) was not used during training. Furthermore, $R^2$—a measure of the
“goodness of fit” showed promising and consistent values for training and testing. The testing $R^2$ of $E$, $\nu$, and $K$ models were 0.984, 0.959, and 0.984, respectively. The results prove that the created models are robust and can be utilized to predict static $E$, $\nu$, and $K$ based on dynamic data to be utilized to create geomechanical models for sand production, wellbore stability, hydraulic fracturing, etc.

The following Equations can be used to predict static $E$, $\nu$, and $K$ for Nahr Umr shale, respectively:

$$E_s = 0.14360699 + 0.23769736E_D$$ \hspace{1cm} (12)

$$\nu_s = -2.49202255 + 10.4115711\nu_D$$ \hspace{1cm} (13)
Zubair Shale

Figure 8 shows the results of the CT scan for Zubair shale core samples used for SST. Some fractures can be observed in the sample. Three ridge regression models were created for the Zubair shale; to predict static $E$, $\nu$, and $K$ based on dynamic $E$, $\nu$, and $K$ as shown in Figs. 9, 10 and 11, respectively. Both $E$ and $K$ had a linear fit with a testing $R^2$ of 0.997 and 0.949, respectively. On the other hand, the best fit of the $\nu$ was a second-degree polynomial with a testing $R^2$ of 0.94.

Table 6 shows a summary of the Zubair shale models. For all models, Both RMSE and MAE for training and testing were low and there was not a large discrepancy between training and testing. The $\alpha$ of $E$ and $K$ were 0.4 and 0.5, respectively, while the $\alpha$ for the $\nu$ model was 0.000001. The $R^2$ for the testing data were 0.997, 0.943, and 0.949 for $E$, $\nu$, and $K$, respectively.

The following Equations can be used to predict static $E$, $\nu$, and $K$ based on dynamic $E$, $\nu$, and $K$ for Zubair shale, respectively:

$$K_s = -2.67763933 + 1.02751604K_D$$  \hfill (14)

$$E_s = -3.71194872 + 1.05537435E_D$$  \hfill (15)

$$\nu_s = -2.70804994 + 27.9833438\nu_D - 66.41058087\nu_D^2$$  \hfill (16)

$$K_s = -4.28844079 + 1.54895918K_D$$  \hfill (17)

Zubair sandstone

Figure 12 shows the results of the CT scan for Zubair sandstone core samples used for SST. Fewer fractures than the two shale samples can be observed in the Zubair sandstone sample. Ridge regression models were created for static $E$, $\nu$, and $K$ based on dynamic $E$, $\nu$, and $K$.
ν, and K based on dynamic E, ν, and K for the Zubair sandstone. Linear ridge regression models were the best for static E and K with testing $R^2$ of 0.937 and 0.986, respectively, while ν data had a second-degree polynomial with an $R^2$ of 0.92 as shown in Figs. 13, 14 and 15.

As shown in Table 7, MAE and RMSE for all three models were low during training and testing. The $\alpha$ for the E and K models were 0.6 and 0.7, respectively, while the ν model had $\alpha$ of 0.0001. Furthermore, the $R^2$ for training and testing were consistent without a large discrepancy for all three models.

The following Equations can be used to predict static E, ν, and K based on dynamic E, ν, and K for Zubair sandstone, respectively:

$$\nu = -2.708 + 27.98\nu_D - 66.41\nu_D^2$$

$$K = -4.288 + 1.5489K_D$$

Table 6 Summary of Zubair Shale models

| Model | $\alpha$ | Training | | | Testing | | |
|-------|----------|----------|---|---|----------|---|---|
| E     | 0.4      | 0.014399 | 0.01937 | 0.9973 | 0.013664 | 0.018138 | 0.9972 |
| ν     | 0.000001 | 0.0116 | 0.013569 | 0.909 | 0.00913 | 0.010615 | 0.9429 |
| K     | 0.5      | 0.05099 | 0.064549 | 0.95 | 0.053958 | 0.069107 | 0.9488 |
Conclusion

Static measurements of elastic moduli are vital for accurate geomechanical models that can be used for applications of wellbore stability, sand production, hydraulic fracturing, etc. Nevertheless, it is not easy to acquire core samples due to the limitation in material and cost associated with extracting the cores. Thus, dynamic moduli from wireline measurements can be used instead. However, dynamic moduli are significantly different from static moduli and can lead to inaccurate geomechanical models. In this work, core samples from Nahr Umr shale, Zubair shale, and Zubair sandstone were acquired with wireline measurements of the same sections to create correlations between static and dynamic $E$, $\nu$, and $K$. SST tests and CT scans were executed for the core plugs. The results showed that ridge regression can be a good tool to limit overfitting as it did for all created models. Testing $R^2$ for all models was between 0.92 and 0.997 with consistency in the results of training and testing. The errors quantified by RMSE and MAE were low for both training and testing, as well. Furthermore, all models of $E$, $K$, and $\nu$ were linear besides $\nu$ for the Zubair shale and sandstone which

$$E_s = 2.47852199 + 0.18559654E_D$$  \hspace{1cm} (18)

$$\nu_s = -0.47330862 + 4.87079978\nu_D - 9.06077594\nu_D^2$$  \hspace{1cm} (19)

$$K_s = -0.75799539 + 0.4624541K_D$$  \hspace{1cm} (20)

Fig. 12 CT Scan for Zubair Sandstone Core Samples

Fig. 13 Young’s Modulus Model for Zubair Sandstone a $E_s$ and $E_D$ Relationship, b Actual and Predicted $E_s$ for Testing Data
were second-degree polynomial. In short, the proposed ridge regression models to estimate static $E$, $\nu$, and $K$ from the readily available dynamic data can be utilized to save material, money, and time when core samples are limited. Alternatively, robust geomechanical models can be created from wireline measurements with a reasonable margin of error for Nahr Umr shale, and Zubair sandstone.

**Acknowledgements** The authors would like to thank Basra Oil Company from Iraq for providing the core samples and for the permission to publish this work. The authors would also like to thank MetaRock Laboratories for their unequivocal help and support in conducting the laboratory experiments.

**Funding** No funding has been provided

**Declaration**
Conflict of interest  On behalf of all the co-authors, the corresponding author states that there is no conflict of interest.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Abbas AK, Flori RE, Alsaba M, Dahm H, Alkamil EH (2018) Integrated approach using core analysis and wireline measurement to estimate rock mechanical properties of the Zubair Reservoir. Southern Iraq. J Pet Sci Eng 166:406–419. https://doi.org/10.1016/j.petrol.2018.03.057

Ahmed U, Meehan DN (2016) Unconventional oil and gas resources, unconventional oil and gas resources. CRC Press, Boca Raton. https://doi.org/10.1201/b20059

Al-Ameri TK, Pitman J, Nasar ME, Zumberge J, Al-Haydari HA (2011) Programmed oil generation of the zubair formation, southern iran oil fields: Results from petromod software modeling and geochemoal analysis. Arab J Geosci 4:1239–1259. https://doi.org/10.1007/s12517-010-0160-z

Ameen MS, Smart BGD, Somerville JM, Hamilston S, Naji NA (2009) Predicting rock mechanical properties of carbonates from wireline logs (A case study: Arab-D reservoir, Ghawar field, Saudi Arabia). Mar Pet Geol 26:430–444. https://doi.org/10.1016/j. marpetgeo.2009.01.017

Asef MR, Farrokhouz M (2010) Governing parameters for approxima- tion of carbonates UCS. Electron J Geotech Eng 15 N:1581–1592.

Biot M (1956) General solutions of the equations of elasticity and consolidation for a porous material. J Appl Mech 23:91–96

Bradford IDR, Fuller J, Thompson PJ, Walsgrove TR (1998) Benefits of the Canadian shield. Int J Rock Mech Min Sci Geomech Abstr 35:103–133. https://doi.org/10.1016/S0376-7361(97)00274-0

Brotons V (2019) Relations between static and dynamic elastic moduli of sedimentary rocks. Geophys Prospect 67:128–139. https://doi.org/10.1111/1365-2478.12711

Brotons V, Tomás R, Ivorra S, Grediaga A (2014) Relationship between static and dynamic elastic moduli of carbonates heated at different temperatures: the San Julián’s stone. Bull Eng Geol Environ 73:791–799. https://doi.org/10.1007/s10064-014-0583-y

Brotons V, Tomás R, Ivorra S, Grediaga A, Martínez-Martínez J, Benavente D, Gómez-Heras M (2016) Improved correlation between the static and dynamic elastic modulus of different types of rocks. Mater Struct 49:3021–3037. https://doi.org/10.1016/j.mattstr.2016.05.002

Chang C, Zoback MD, Khakser A (2006) Empirical relations between rock strength and physical properties in sedimentary rocks. J Pet Sci Eng. https://doi.org/10.1016/j.petrol.2006.01.003

Choo C-O, Takahashi M, Jeong G-C (2014) Identification and three-dimensional characterization of micropore networks developed in granite using micro-focus X-ray CT. J Eng Geol. https://doi.org/10.1007/s10732-014-9468-0

Christaras B, Auger F, Mosse E (1994) Determination of the mod- uli of elasticity of rocks. Comparison of the ultrasonic velocity and mechanical resonance frequency methods with direct static methods. Mater Struct 27:222–228. https://doi.org/10.1007/BF02473036

Cnuude V, Masschael B, Dierick M, Vlassenbroeck J, Voorheke LV, Jacobs P (2006) Recent progress in X-ray CT as a geosciences tool. Appl Geochem 21:826–832. https://doi.org/10.1016/j.apgeochem.2006.02.010

Davaranah SM, Ván P, Vásárhelyi B (2020) Investigation of the relation- ship between dynamic and static deformation moduli of rocks. Geomech Geophys Geo-Energy Geo-Resour 6. https://doi.org/10.1007/s40948-020-00155-z

Eissa EA, Kazi A (1988) Relation between static and dynamic Young’s moduli of rocks. Int J Rock Mech Min Sci 25:479–482. https://doi.org/10.1016/0148-9622(88)90987-4

Fjær E (2019) Relations between static and dynamic moduli of sedi- mentary rocks. Geophys Prospect 67:128–139. https://doi.org/10.1111/1365-2478.12711

Fjær E (1999) Static and dynamic moduli of weak sandstones. Vail Rocks 1999, 37th U.S. Symp. Rock Mech.

Fjær E, Holt RM, Horsrud P, Raana AM, Risnes R (2008) Chapter 3 Geological aspects of petroleum related rock mechanics. In: Fjær E, Holt RM, Raana P, Risnes RB-T (eds) Petroleum related rock mechanics, 2nd edn. Elsevier, Amsterdam, pp 103–133. https://doi.org/10.1016/S0376-7361(07)53003-7

Fjær E, Stroios AM, Holt RM (2013) Elastic dispersion derived from a combination of static and dynamic measurements. Rock Mech Rock Eng 46:611–618. https://doi.org/10.1007/s00603-013-0385-8

Horsrud P (2001) Estimating mechanical properties of shale from empirical correlations. SPE Drill Complet 16:68–73. https://doi.org/10.2118/56017-PA

Jassim SZ, Goff JC (2006) Geology of Iraq. Dolin.

Jibza D, Nur A (1990) Static and dynamic moduli of tight gas sandstones and their relation to formation properties. SPWLA 31st Annu. Logging Symposium.

Kidambi T, Kumar GS (2016) Mechanical Earth Modeling for a verti- cal well drilled in a naturally fractured tight carbonate gas reservoir in the Persian Gulf. J Pet Sci Eng 141:38–51. https://doi.org/10.1016/j.petrol.2016.01.003

Kılıç A, Teymen A (2008) Determination of mechanical properties of rocks using simple methods. Bull Eng Geol Environ 67:237. https://doi.org/10.1007/s10064-008-0128-3

King MS (1983) Static and dynamic elastic properties of rocks from the Canadian shield. Int J Rock Mech Min Sci Geomech Abstr 20:237–241. https://doi.org/10.1016/0148-9622(83)90004-9

King MS (1969) Static and dynamic elastic moduli of rocks under pressure. In: 11th U.S. Symp. Rock Mech.

Lacy RL (1997) Dynamic rock mechanics testing for optimized fracture designs. In: SPE Annual Technical Conference and Exhibition. https://doi.org/10.2118/38716-MS

Lashkaripour GR (2002) Predicting mechanical properties of mudrock from index parameters. Bull Eng Geol Environ 61:73–77. https://doi.org/10.1007/s100640100116

Ledbetter H (1993) Dynamic vs. static Young’s moduli: a case study. Mater Sci Eng A 165:L9–L10. https://doi.org/10.1016/0921-5093(93)90634-Q

Martin III RJ, Haupt RW (1994) Static and dynamic elastic moduli in granite: the effect of strain amplitude. In: 1st North American rock mechanics symposium.

McCann DD, Entwisle DC (1992) Determination of Young’s modulus of the rock mass from geophysical well logs. Geol Soc Spec Publ 65:317–325. https://doi.org/10.1144/GSL.SP.1992.065.01.24

Mohammed HQ, Abbas AK, Dahm HH (2018) Wellbore instability analysis for Nahr Umr formation in southern Iraq. In: 52nd U.S. Rock Mechanics Symposium.

Najibi AR, Ghafoori M, Lashkaripour GR, Asef MR (2015) Empirical relations between strength and static and dynamic elastic
properties of Asmari and Sarvak limestones, two main oil reservoirs in Iran. J Pet Sci Eng 126:78–82. https://doi.org/10.1016/j.petrol.2014.12.010

Ohen HA (2003) Calibrated Wireline Mechanical rock properties model for predicting and preventing wellbore collapse and sanding. In: SPE European Formation Damage Conference https://doi.org/10.2118/82236-MS

Olsen C, Christensen HF, Fabricius IL (2008) Static and dynamic Young’s moduli of chalk from the North Sea. Geophysics 73:E41–E50. https://doi.org/10.1190/1.2821819

Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blondel M, Prettenhofer P, Weiss R, Dubourg V, Vanderplas J, Passos A, Cournapeau D, Brucher, M, Perrot M, Duchesnay É (2011) Scikit-learn: Machine learning in Python. J Mach Learn Res.

Siddiqui S, Khamees AA (2004) Dual-energy CT-scanning applications in rock characterization. In: SPE annual technical conference and exhibition. https://doi.org/10.2118/90520-MS

Simmons G, Brace WF (1965) Comparison of static and dynamic measurements of compressibility of rocks. J Geophys Res 70:5649–5656. https://doi.org/10.1029/JZ070i022p05649

Sulaimon AA, Teng LL (2020) Modified approach for identifying weak zones for effective sand management. J Pet Explor Prod Technol 10:537–555. https://doi.org/10.1007/s13202-019-00784-5

Walsh JB (1965) The effect of cracks on the uniaxial elastic compression of rocks. J Geophys Res 70:399–411. https://doi.org/10.1029/JZ070i002p00399

Wang HY, Sharma MM (2017) A non-local model for fracture closure on rough fracture faces and asperities. J Pet Sci Eng 154:425–437. https://doi.org/10.1016/j.petrol.2017.04.024

Yale DP, Jamieson Jr WH (1994) Static and dynamic mechanical properties of carbonates. In: 1st North American rock mechanics symposium

Zeynali ME (2012) Mechanical and physico-chemical aspects of wellbore stability during drilling operations. J Pet Sci Eng 82–83:120–124. https://doi.org/10.1016/j.petrol.2012.01.006

Zoback MD (2007) Reservoir geomechanics. Reserv Geomech. https://doi.org/10.1017/CBO9780511586477

Zoback MD, Barton CA, Brudy M, Castillo DA, Finkbeiner T, Grolimund BR, Moos DB, Peska P, Ward CD, Wiprut DJ (2003) Determination of stress orientation and magnitude in deep wells. Int J Rock Mech Min Sci 40:1049–1076. https://doi.org/10.1016/j.ijrmms.2003.07.001

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.