Information Scrambling in Quantum Neural Networks
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Quantum neural networks are one of the promising applications for near-term noisy intermediate-scale quantum computers. A quantum neural network distills the information from the input wavefunction into the output qubits. In this Letter, we show that this process can also be viewed from the opposite direction: the quantum information in the output qubits is scrambled into the input. This observation motivates us to use the tripartite information, a quantity recently developed to characterize information scrambling, to diagnose the training dynamics of quantum neural networks. We empirically find strong correlation between the dynamical behavior of the tripartite information and the loss function in the training process, from which we identify that the training process has two stages for randomly initialized networks. In the early stage, the network performance improves rapidly and the tripartite information increases linearly with a universal slope, meaning that the neural network becomes less scrambled than the random unitary. In the latter stage, the network performance improves slowly while the tripartite information decreases. We present evidences that the network constructs local correlations in the early stage and learns large-scale structures in the latter stage. We believe this two-stage training dynamics is universal and is applicable to a wide range of problems. Our work builds bridges between two research subjects of quantum neural networks and information scrambling, which opens up a new perspective to understand quantum neural networks.

The neural network lies at the heart of the recent blossoming of deep learning [1]. Mathematically, the neural network is a trainable mapping from the input feature to the output target. The input feature is typically represented as a high-dimensional vector. The information is distilled from the input by the neural network and is encoded into a lower-dimensional output vector. Recently, the quantum generalization of neural networks have been proposed and actively studied [2–16]. In quantum neural networks, both inputs and outputs are quantum wavefunctions. The classical mapping is replaced by a quantum channel composed by unitary evolutions and measurements. The quantum channel is parameterized and trained in classical optimization loops. As a result, these quantum neural networks are also called “parameterized quantum circuits”. This hybrid quantum–classical framework can process both classical and quantum data [17]. It is considered as one of the most promising applications for near-term noisy intermediate-scale quantum devices [18]. Moreover, it has been suggested that these quantum neural networks have more expressive power than their classical counterparts [14].

Similar to classical neural networks, quantum information in the input wavefunction is distilled and encoded into the output. This process is illustrated by the forward arrow in Fig. [1]a. Intriguingly, for quantum neural networks, this process can also be viewed from the opposite direction. By deferring measurements until the end of the quantum channel [19], the information encoded in the output qubits just before the measurement is spread into the entire system by unitary transformations, as illustrated by the backward arrow in Fig. [1]a. Such processes that information is scrambled from a small system to a large one is now known as the information scrambling. The subject of information scrambling is now well-studied in contexts such as thermalization, chaos and information dynamics in quantum many-body systems and even black-hole physics [20–22]. In particular, the out-of-time-order correlation function is proposed as a powerful tool to diagnose information scrambling [23–27].

Quantum neural networks and quantum information scrambling so far are two separated research topics. The purpose of this Letter is to bridge the gap and make their connection: Information encoding in a quantum neural network and the information scrambling are the same process viewed from opposite directions.

There have been information-theoretic studies of classical neural networks. For example, the mutual information between hidden layers’ intermediate results and the input or the output was studied and a universal training dynamics was found [28–30]. However, in classical neural networks, the mapping at every layer is usually not invertible and the information is generally not preserved. Due to the information loss during the process, the mutual information always decreases with the network depth. In contrast, the unitarity of the quantum evolution preserves the information perfectly. The mutual information between the input and the output of any unitary transformation is always maximal. In order to obtain nontrivial diagnosis in quantum neural networks, the key is to consider the mutual information between subsystems of the input and the output. This naturally leads to the tripartite information—a quantity that characterizes the information scrambling [31–32].

In this Letter, we study the training dynamics of quantum neural networks using the tripartite information. We simultaneously monitor both the network performance and the tripartite information during training and observe empirical relations between them. Based on the behavior of these two quantities, the training process can be decomposed into two
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\[ U_i = \sum_{j=1}^{2^n} U_{ij} |j\rangle |i\rangle, \]

where \( \{i\}, i = 1, \ldots, 2^n \) denotes a complete set of bases in the Hilbert space. It can be regarded as a tensor with \( n \) input and \( n \) output legs. As illustrated in Fig. 1(b), we divide the output legs (qubits) to two non-overlapping subsystems A and B and similarly divide the input legs (qubits) to C and D.

The operator can be mapped to a state in the 2n-qubit Hilbert space \( |U\rangle = \sum_{i,j=1}^{2^n} U_{ij} |\sqrt{2^n} i\rangle |j\rangle \). Since \( |U\rangle \) is a pure state, the entanglement entropy of its subsystem is well-defined, e.g. \( S(A) \equiv -\text{tr} (\rho_A \log_2 \rho_A) \) with \( \rho_A \equiv \text{tr}_{B,C,D}(|U\rangle \langle U|) \) being the reduced density matrix of subsystem A. The mutual information between the output subsystem A and the input subsystem C is \( I(A, C) = S(A) + S(C) - S(A \cup C) \). Similar definition can be made for \( I(A, D) \) and \( I(A, C \cup D) \). In this way, the tripartite information of the unitary \( \hat{U} \) is defined as

\[ I_3(A, C, D) = I(A, C) + I(A, D) - I(A, C \cup D), \]

Because \( C \cup D \) are all input qubits, it can be proved that \( I(A, C \cup D) = 2 |A| \), where \( |A| \) is the number of qubits in subsystem A. Therefore, it is crucial to consider the mutual information between subsystems of both input and output qubits.

The strong subadditivity of the entanglement entropy leads to \( I_3(A, C, D) \leq 0 \) for a unitary gate. The absolute value of the tripartite information \( I_3(A, C, D) \) measures how much information of the subsystem A is shared by C and D simultaneously after the unitary transformation, thus quantifies how scrambled a unitary is. For example, for an identity unitary transformation \( U_{ij} = \delta_{ij} \), if A is entirely contained in C or D, it is straightforward to show that \( I_3(A, C, D) = 0 \). As an opposite limit, for uniform Haar random unitary, local measurements can not extract any information. It follows on average \( I(A, C) \) and \( I(A, D) \) are exponentially small and therefore \( I_3(A, C, D) = -2 |A| \), which is the maximal absolute value of \( I_3 \).

Having introduced the tripartite information for a general unitary transformation, we now turn to tripartite information of quantum neural networks. Here we only consider parameterized quantum circuits with brick-wall geometry. As shown in Fig. 1(a), each square represents an independent two-qubit unitary gate in the SU(4) group, and is parameterized using its 15 Euler angles \([33]\). During training, these parameters are optimized with classical optimization algorithms. All these two-qubit gates form a quantum circuit represented by a giant unitary transformation \( \hat{U} \).

The datasets to be studied in this work have several important features. First, the input wavefunctions all have time reversal symmetry, and consequently can be represented as real vectors. Therefore we restrict two-qubit gates to SO(4) with 6 Euler angles each. Second, the output target is either a real number within \([-1, 1]\) or a binary label within \([0, 1]\), only one readout qubit is needed at the end of the quantum circuit. For simplicity, we always let \( n \) be odd and fix the readout qubit to be the qubit at the center, i.e. \((n + 1)/2\)-th qubit.

To define tripartite information, we always fix the output subsystem A to be the central readout qubit. To respect the symmetry that A is located at the center, we always choose C to be the central \(|C\rangle \) input qubits in the circuit, and D to be the remaining input qubits. Note that under this definition, D in general contains two disconnected regions. In this way, the tripartite information \( I_3(A, C, D) \) characterizes how much information of the output qubit is scrambled on the input side between the central region C and the outer region D.

**Magnetization Learning.** The first task is to supervisedly learn the average magnetization of a many-body wavefunction of \( n \) half spins. The dataset consists of \( N \) input-target pairs \( \{(G^\alpha), M^\alpha\} \), where the input wavefunction \( |G^\alpha\rangle \) is the ground state wavefunction of the parent
Hamiltonian with random long-ranged spin-spin interactions:

$$\hat{H} = \sum_{i,j=1}^{n} (J_{ij} \sigma_i^x \sigma_j^x + K_{ij} \sigma_i^z \sigma_j^z) + \sum_{i=1}^{n} (g_i \sigma_i^x + h \sigma_i^z), \quad (2)$$

where $\sigma_i^\mu$ represents the $\mu$-th Pauli matrix on the $i$-th qubit, $\mu = x, y, z$ and $i = 1, \ldots, n$. $J_{ij}, K_{ij}, g_i$, and $h$ are all random numbers. The target is the average magnetization computed as $M_z^\alpha \equiv \langle \hat{G}^\alpha | M_z | \hat{G}^\alpha \rangle$, where the magnetization operator is $M_z \equiv \sum_{i=1}^{n} \sigma_i^z/n$. In sampling the random Hamiltonian, we ensure $J_{ij} \leq 0$ such that the ground state wavefunctions are either “ferromagnetic” or “paramagnetic” measured under $M_z$. $h$ is a small pinning field randomly drawn from a distribution with zero mean, which is used to trigger the spontaneous $Z_2$ symmetry breaking in the ferromagnetic phase.

The quantum neural network takes the input wavefunction $|G^\alpha\rangle$ and applies the unitary transformation $\hat{U}$ on it. The magnetization is readout by measuring $\sigma_i^z$ of the central qubit. The task was such design to challenge the quantum neural network to learn how to summarize the average magnetization in the $\sigma^z$-basis and present the result in the $\sigma^x$-basis. This is essentially a regression task and the loss function to be minimized during training is the absolute error of the magnetization:

$$\mathcal{L} = \frac{1}{N} \sum_{\alpha=1}^{N} \left| \langle G^\alpha | \hat{U}^\dagger \sigma_{(n+1)/2}^x \hat{U} | G^\alpha \rangle - M_z^\alpha \right|. \quad (3)$$

We simulate the above hybrid quantum-classical quantum neural network training algorithm. The distributions of random parameters in the Hamiltonian Eq. (2) are chosen such that $M_z^\alpha$ in the dataset roughly distributes uniformly within $[-1, 1]$. All two-qubit unitaries in the quantum neural network are initialized randomly. The parameters are optimized with the AMSGrad gradient descent algorithm [34]. The gradients can be computed directly thanks to the linearity of the quantum channel and are measurable in a realistic quantum neural network [7, 9, 35].

**Two-stage Training.** In Fig. 2 we show both the training and validation loss, along with the tripartite information, as functions of the training epoch. Both training and validation losses decrease monotonically when the training proceeds, indicating that the network can learn to compute the magnetization reasonably well without overfitting.

At the early stage of the training, the rapid improvement of the quantum neural network performance, characterized by a fast decrease of both training and validation losses, is accompanied by an almost linear increase of the tripartite information. In other words, the quantum neural network becomes less scrambled compared with the initial random unitary. This training stage terminates when the tripartite information reaches its local maximum, as indicated by the vertical dotted line in Fig. 2. In the next stage, the tripartite information decreases again, meaning that the network scrambles information faster. The network performance also improves, but with a much slower rate compared with that in the first stage.

We call the training stage before $I_3$ reaching the local maximum the “local construction stage”, and the latter stage where $I_3$ decreases as the “global relaxation stage”. The reason for these names will be clear after we study the training dynamics in detail below. This empirical observation that quantum neural network performance and the information scrambling is closely correlated is the main finding of this work. This correlation has been observed in most of our numerical tests with different network initializations, training algorithms, system sizes and network depths [36].

We also train quantum neural networks for a different task of learning the winding number of a product quantum state. Compared with the magnetization task, the input wavefunction here is a product state and is essentially classical, and the target is now a binary label instead of a real number. Despite the very different nature of this task, the empirical correlation between the neural network performance and the tripartite information still holds. All details of the winding number learning task are presented in [35].

**Local Construction Stage.** We claim that during the first stage when the tripartite information linearly increases, the quantum neural network learns local features of the input wavefunction. For the magnetization learning task, for example, because of the existence of ferromagnetic domain in the training wavefunction, there is some probability that any
FIG. 3. (a) Two-point correlation function $C_2(i)$ as a function of the training epoch and the input qubit $i$. The initialization is the same as Initialization 1 in Fig. 2. (b) Tripartite information $I_3(A,C,D)$ as a function of the training epoch for different initializations and learning rates. All solid lines are trained under learning rate $\lambda = 10^{-2}$. The transparent orange lines are trained with the same initialization as the solid orange line, but with learning rates $\lambda = 6, 8, 12, 14 \times 10^{-3}$. The average slope for the four initializations shown here is plotted in the inset, as a function of the learning rates. The error bars represent $\pm \sigma$, where $\sigma$ is the standard deviation of the fitted slopes for fixed learning rate but different initializations.

single spin is aligned relatively well with remaining spins in the system. Simply outputting any single-spin magnetization of the input wave function is actually a reasonable guess, the training loss can decrease rapidly. For such networks where only local features are extracted, information does not need to be scrambled into the whole system. Therefore, the tripartite information increases during this stage.

To support the above claim, we compute two-point correlations between input qubits and the readout qubit:

$$C_2(i) = \frac{1}{N} \sum_{\alpha=1}^{N} \langle G^{\alpha} | \sigma_z^i \hat{U}^{\dagger} \sigma_z^{(n+1)/2} \hat{U} | G^{\alpha} \rangle.$$  

(4)

If one views $\hat{U}$ as a time evolution operator, then $C_2(i)$ is simply a two-point function between two different places and two different times. In Fig. 3(a), we plot $C_2$ as a function of different input qubits and training epochs at early training stage. As can be seen, they increase rapidly and then saturate to large values. The increasing correlation indicates that the quantum neural network is establishing the correspondence between local input features and the output qubit. During this stage, the tripartite information also increases, and the two-point correlation function saturates when the tripartite information reaches the maximum. All these observations are consistent with our claim that during the first local construction stage, local features are extracted from the input.

Before concluding this section, we point out another interesting observation that the linear increasing slope of the tripartite information is nearly a constant that is independent of the initialization, shown in Fig. 3(b). Of course, this slope depends on the learning rate of the gradient descent algorithm. As shown in the inset, the $I_3$-independent slope scales linearly with the learning rate.

Global Relaxation Stage. We now turn to the second stage where the tripartite information decreases and the training loss decreases with a much slower rate. We claim that during this stage, the quantum neural network learns global features of the wavefunction. To provide evidence for this claim, we test the quantum neural network in an artificial test dataset $\{ | \psi^{\alpha}_D \rangle, M^{\alpha}_z \}, \alpha = 1, \ldots, N_D$ constructed according to the following process. First, we sample ground states $| G^{\alpha} \rangle$ from the random Hamiltonian of Eq. (2). Then we apply the following unitary transformation to flip a region of spins:

$$| \psi^{\alpha}_D \rangle = \prod_{n-D+1 \leq i \leq n+D} \sigma_z^i | G^{\alpha} \rangle.$$  

(5)

For “paramagnetic” wavefunctions $| G^{\alpha} \rangle$, this transformation leaves these wavefunctions still “paramagnetic”. However, for “ferromagnetic” wavefunctions $| G^{\alpha} \rangle$, the transformation creates a ferromagnetic domain wall of size $D$, as sketched in Fig. 4. In order to accurately compute the magnetization of such wavefunctions, the quantum neural network must be able to learn structures larger than the domain wall size $D$. In [35],
we present an argument on why in this task, long string operators should exist in \( \hat{U}^\dagger \sigma^x_{(r+1)/2} \hat{U} \) when it is expanded under the basis of product of local Pauli matrices.

In Fig. 4(b), we show losses on test datasets with \( D = 3 \) and 5, as functions of the training epoch. In the later stage of the training, although the training loss is decreasing slowly, the tripartite information can decrease rather drastically, accompanied with the rapid decreases of losses on these test datasets. Moreover, the larger the average domain wall size is, the later the test loss begins to decease. This means that the tripartite information decreasing is associated with the performance improvement on data with large domain structures. It naturally explains why the unitary has to become more scrambled during this stage. Since such data are rare in the training dataset, it also explains why the improvement of performance with respect to training loss is slow.

Discussion and Outlook. In summary, we apply an information-theoretic measure of the quantum information scrambling, namely the tripartite information, to diagnose the learning process of quantum neural networks. We find strong correlation between this metric and the loss function, and identify a two-stage training dynamics of quantum neural networks. We show that the neural network establishes local correlations in the early stage and builds up global structures in the later stage. We believe this two-stage scenario is applicable to a wide range of quantum machine learning problems.

We would also like to shed some physical insights onto this two-stage dynamical process. First, it is reminiscent of the annealing process. For instance, when cooling a spin system towards a ferromagnetic ground state, a fast process is to reach local equilibrium by forming ferromagnetic domains, and a slow process is to remove the domain walls and to reach global equilibrium. Second, the process can also be understood in terms of operator growth in the context of many-body quantum chaos. In fact, the formation of string operators in magnetization learning task is already discussed above. The time scales when the two stages end are direct analogs of the dissipation time and the scrambling time there, and the latter is believed to be longer than the former in a generic many-body system.

Finally we believe that the connection between the information scrambling and the quantum neural network is profound. The connection can find broader applications in quantum machine learning much beyond the neural network structure discussed here, including revealing the underlying mechanism of quantum machine learning and guiding quantum machine learning architecture design.
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