Electron diffraction by vacuum fluctuations
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Abstract
Vacuum fluctuations are known to produce electron diffraction leading to decoherence and self-interference. These effects have so far been studied as either an extension of the Aharonov–Bohm effect in front of a planar perfect conductor or through path integral analysis. Here, we present a simpler, general, and rigorous derivation based on a direct solution of the quantum electrodynamics aloof interaction between the electron and a material structure in the temporal gauge. Our approach allows us to study dissipative media, for which we show examples of electron wave function shaping due to the interaction with real-metal surfaces. We further present a proof of the relation between the phase associated with vacuum fluctuations and the Aharonov–Bohm effect produced by the image self-interaction that is valid for arbitrary geometries. Besides their fundamental interest, our results could be useful for on-demand patterning of electron beams with potential application in nondestructive nanoscale imaging and spectroscopy.

1. Introduction
On-demand coherent manipulation of the transverse electron wave function in electron beams is of fundamental interest to improve spatial resolution in transmission electron microscopes. The problem can be simply stated as the question of how to introduce a position-dependent phase in the electron wave function. Currently, energetic electron beams can be focused down to sub-Ångstrom spots by phase shaping their transverse wave functions using electrostatic and magnetostatic lenses, which produce macroscopic changes in the phase profile to correct aberrations in the electron optics. Recently, perforated transmission phase plates have been successfully demonstrated to create beams carrying high values of angular momentum [1], while dynamical phase patterning has been explored with the use of pixelated electrostatic plates [2]. An alternative possibility consists in exploiting photon-electron interactions, which can affect the transversal phase as demonstrated for example in the Kapitza–Dirac effect [3, 4], and also in the recently demonstrated angular momentum transfer between light and electron beams [5]. This approach has been theoretically proposed to be useful for aberration correction [6], although it involves the emission or absorption of real photons, therefore producing inelastic rather than elastic diffraction.

In a related context, vacuum fluctuations can also induce a phase modulation without the exchange of real photons, an effect that has been theoretically investigated in the presence of nondissipative media [7] and is still lacking experimental confirmation to the best of our knowledge. For an electron moving parallel to a perfect conductor surface, this phase has been explained as arising from the Aharonov–Bohm effect [8] produced by the electron image potential [7], while an alternative derivation has been given in terms of path integrals [9]. The presence of material excitations with which the electron may interact could add new degrees of freedom to manipulate the quantum phase, although their study would be difficult to undertake using existing theoretical approaches. It should be noted that the same type of electron phase was analyzed in detail in early pioneering works in a different context related to electron microscopy and the understanding of elastic scattering by atomic crystal lattices for penetrating trajectories [10, 11]. However, the real part of the correction to the optical potential computed in these works was found to be too small in
samples with thickness smaller than the electron mean free path, and therefore, never experimentally observed as far as we know. In this context, aloof trajectories may enormously increase the interaction length, thus making this effect observable in practice.

In this work, we present an alternative derivation of vacuum phases produced during the interaction of electron beams with arbitrarily structured materials, enabling us to readily include the effect of material excitations for aloof electron trajectories. In section 2, we review a quantization scheme of the electromagnetic field in the presence of macroscopic and lossy media, extending a previous Coulomb gauge formulation [12] to the temporal gauge, which we find more suitable to deal with the noted interaction. We continue by showing that vacuum fluctuations induce both phase shifts and decoherence in an Aharonov–Bohm-like configuration. In section 3, we derive a scalar quantum electrodynamics (QED) Hamiltonian that represents to a good approximation the evolution of an electron wave function at energy scales typical of electron microscope setups, and further provide an analytical demonstration that the vacuum phase shift can transversally modulate the electron beam. In section 5, we discuss the phase produced on electrons moving parallel to either perfect or real planar conductor surfaces, whereas in section 6 we analyze far-field diffraction induced by either a planar surface or a small particle. We anticipate that these theoretical results could be corroborated in either interference or angle-resolved experiments.

In brief, we discuss a general theory of the interaction between fast electrons and electromagnetic modes in the vicinity of material media, leading to the emergence of a quantum phase imprinted on the electron transverse wave function. For aloof interaction with a planar surface, this phase is related to the Aharonov–Bohm effect due to the image potential [7], a result that we extend to arbitrarily shaped structures, for which we find that the quantum phase under discussion coincides with the Aharonov-Bohm effect associated with half (i.e., the image) of the self-induced electron vector potential in a gauge with vanishing scalar potential. We illustrate the effect that such phase has on a free electron by investigating two different experimental scenarios: a holographic measurement in which one compares the phase of an electron wave function component passing near a sample with the phase of another component that does not interact with the sample; and a diffraction measurement in which the electron distribution in the far-field Fourier plane is modified by the dependence of the imprinted phase on transverse beam coordinates.

2. Vacuum phase shift in the presence of macroscopic media

2.1. Macroscopic QED in the temporal gauge

Macroscopic QED has been extensively developed in the Coulomb gauge [12]. However, we find it more convenient to work in the temporal gauge (i.e., a gauge in which the scalar potential vanishes) to describe the interaction between free electrons and the electromagnetic fields in the presence of material boundaries. The constitutive relations connecting the frequency components of the field and vector potential operators then reduce to (in Gaussian units)

\[ \hat{E}(r, \omega) = \frac{\mu_0}{c} \hat{A}(r, \omega), \]
\[ \hat{B}(r, \omega) = \nabla \times \hat{A}(r, \omega), \]

where the vector potential operator \( \hat{A} \) is taken to satisfy the wave equation

\[ \nabla \times \nabla \times \hat{A}(r, \omega) - \frac{\omega^2}{c^2} \hat{A}(r, \omega) = \frac{4\pi}{c} j_{\text{noise}}(r, \omega). \] (1)

Here, we assume a linear local nonmagnetic response that is fully captured by the complex frequency-dependent permittivity \( \epsilon(r, \omega) \), which is required to satisfy causality and the Kramers–Kroning relations. We introduce a noise current \( j_{\text{noise}} \) to describe the dissipation produced by coupling between the electromagnetic field and matter. More precisely, we construct this current as [12]

\[ j_{\text{noise}}(r, \omega) = \omega \sqrt{\hbar} \text{Im} \{ \epsilon(r, \omega) \} \hat{f}(r, \omega), \] (2)

where we define bosonic operators \( \hat{f}(r, \omega) \) and \( \hat{f}^\dagger(r, \omega) \) that follow the commutation relations

\[ [\hat{f}(r, \omega), \hat{f}^\dagger(r', \omega')] = 0, \] (3)
\[ [\hat{f}(r, \omega), \hat{f}^\dagger(r', \omega')] = \delta_{\omega, \omega'} \delta(r - r') \delta(\omega - \omega'), \] (4)
and whose evolution is ruled by the radiation Hamiltonian [12]

\[ \hat{H}_{\text{rad}} = \int d^3r \int_0^\infty d\omega \, \hbar \omega \, \hat{f}(r, \omega) \cdot \hat{f}(r, \omega). \]

Additionally, by combining equations (2)–(4), these operators are found to satisfy the commutation relations

\[ \left[ j^\text{noise}_{\text{rad}}(r, \omega), j^\text{noise}(r', \omega') \right] = 0, \tag{5} \]

\[ \left[ j^\text{noise}_{\text{rad}}(r, \omega), \left( j^\text{noise}(r', \omega') \right)^\dagger \right] = \hbar \omega^2 \text{Im} \{ \epsilon(r, \omega) \} \, \delta(r - r') \delta(\omega - \omega'). \tag{6} \]

A formal solution of equation (1) is given by

\[ \hat{A}(r, \omega) = -4\pi c \int d^3r' \, G(r, r', \omega) j^\text{noise}(r', \omega), \tag{7} \]

where \( G(r, r', \omega) \) is the electromagnetic Green tensor satisfying the relation

\[ \nabla \times \nabla \times G(r, r', \omega) - \frac{\omega^2}{c^2} \epsilon(r, \omega) G(r, r', \omega) = -\frac{1}{c^2} \delta(r - r'). \tag{8} \]

Finally, by combining equations (5)–(7), the commutation relations of the vector potential become

\[ \left[ \hat{A}_i(r, \omega), \hat{A}_f(r', \omega') \right] = 0, \tag{9} \]

\[ \left[ \hat{A}_i(r, \omega), \hat{A}_{f}^\dagger(r', \omega') \right] = 16\pi^2 e^2 \hbar \Omega r \delta(\omega - \omega') \text{Im} \{ -G_{i,f}(r, \omega') \}, \tag{10} \]

where we have made use of the identity [12]

\[ \sum_i \int d^3r'' \, \text{Im} \{ \epsilon(r'', \omega) \} G_{i,f}(r, r'', \omega) G_{f,i}^\dagger(r', r'', \omega) = -\frac{1}{\omega^2} \text{Im} \{ G_{i,f}(r, \omega) \} \]

in order to evaluate the commutator in equation (10).

From these relations, we can work out the time-dependent commutator \( \left[ \hat{A}_i(r, t), \hat{A}_f(r', t') \right] \), where \( \hat{A}(r, t) = e^{i\hat{H}_{\text{rad}}} \hat{A}(r) e^{-i\hat{H}_{\text{rad}}} \), by noting that the potential frequency components are related to the time-dependent components through the relation [13]

\[ \hat{A}(r, t) = \int_0^\infty \frac{d\omega}{2\pi} \, e^{-i\omega t} \hat{A}(r, \omega) + \text{h.c.}, \]

which together with equations (9) and (10) lead to

\[ \left[ \hat{A}_i(r, t), \hat{A}_{f}^\dagger(r', t') \right] = 8i e^{2\hbar} \int_0^\infty d\omega \, \sin \left[ \omega(t - t') \right] \text{Im} \{ G_{i,f}(r, \omega') \}. \tag{11} \]

As in vacuum, this commutator is a purely imaginary c-number, from which we can calculate the retarded electromagnetic Green tensor, defined as

\[ G_{i,f}^\text{R}(r, r', t - t') = \frac{-i}{4\pi\hbar c^2} \left[ \hat{A}_i(r, t), \hat{A}_f(r', t') \right] \theta(t - t'). \tag{12} \]

Incidentally, using the fact that \( G(r, r', \omega) \) satisfies the Kramers–Kronig relations, as well as the causality property \( G(-\omega) = G^*(\omega) \), we find

\[ G_{i,f}(r, r', \omega) = \int_{-\infty}^{\infty} dt \, e^{i\omega t} G_{i,f}^\text{R}(r, r', t), \tag{13} \]

so the quantum retarded Green tensor coincides with the classical Green tensor defined by equation (8).
2.2. Vacuum phase shift

We now obtain an expression for the elastic electron amplitude under interaction with a macroscopic quantized electromagnetic field. We consider an Aharonov–Bohm-like experiment in which the electron wave function is split into two paths (1 and 2). Before interaction with the electromagnetic field, the system density matrix is

\[
\rho(t_0) = \left[ \psi_1(t_0) \langle \psi_1(t_0) \rangle + |\psi_2(t_0)\rangle \langle \psi_2(t_0) | + |\psi_1(t_0)\rangle \langle \psi_2(t_0) | + |\psi_2(t_0)\rangle \langle \psi_1(t_0) \rangle \right] \otimes \sigma(t_0),
\]

where \( \sigma(t_0) \) stands for the initial state of the photon field at time \( t_0 \), while \( |\psi_1(t_0)\rangle \) and \( |\psi_2(t_0)\rangle \) are the electron states in paths 1 and 2, respectively. We take the interaction between the electromagnetic field and the electron to be described by a minimal coupling Hamiltonian in the temporal gauge, which in the interaction picture reads

\[
\hat{H}(t) = -\frac{1}{c} \int d^3 r \, \hat{A}(r, t) \cdot j(r, t).
\]

Assuming the electron current to be well described by its classical version on each of the two electron paths, we rigorously disregard time ordering by using Wick's theorem [14]. By doing so, we obtain

\[
\rho_\mu(t) = |\psi_1(t_0)\rangle \langle \psi_1(t_0) | + |\psi_2(t_0)\rangle \langle \psi_2(t_0) | + |\psi_1(t_0)\rangle \langle \psi_2(t_0) | + |\psi_2(t_0)\rangle \langle \psi_1(t_0) | \quad \text{Tr}\{ \hat{S}_j \sigma(t_0) \hat{S}_j^\dagger \}
\]

\[
+ |\psi_1(t_0)\rangle \langle \psi_2(t_0) | \quad \text{Tr}\{ \hat{S}_j \sigma(t_0) \hat{S}_j^\dagger \},
\]

where \( \hat{S}_j = T \, e^{-i\hat{H}_f^j / \hbar} \) is the time-ordered evolution operator for the current along path \( j = 1 \) or 2, and we have traced out the photon degrees of freedom. The first two terms on the right-hand side of equation (14) represent the part of the electron wave function that is not affected by interaction with the electromagnetic field. The remaining two terms describe the coherence of the electron state. We now take the initial photon density matrix to be in a thermal state at temperature \( T \) and use the fact that the commutator between the vector potentials is a pure imaginary \( c \)-number (equation (11)) in order to rigorously disregard time ordering by using Wick’s theorem [14]. By doing so, we obtain

\[
\langle \hat{S}_j^\dagger \hat{S}_j \rangle_T = e^{i\chi_j} = e^{i\chi_j} U_j,
\]

which, by going from \( t_0 = -\infty \) to \( t = \infty \), leads to

\[
\langle \hat{S}_j^\dagger \hat{S}_1 \rangle_T = e^{i(\chi_1 - \chi_2)} \langle U_1^\dagger U_1 \rangle_T
\]

with phase shifts given by

\[
\chi_j = \frac{i}{2\hbar^2 c^2} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \int d^3 r \int d^3 r' \, j_j(r, t) \cdot \left[ \hat{A}(r, t), \hat{A}(r', t') \right] \cdot j_j(r', t').
\]

Now, we use the Baker–Campbell–Hausdorff formula to recombine the evolution of the two paths, leading to

\[
\langle \hat{S}_2^\dagger \hat{S}_1 \rangle_T = e^{i(\chi_1 - \chi_2)} e^{i\varphi} e^{i\psi},
\]

where we have

\[
\varphi = -\frac{i}{2\hbar^2 c^2} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \int d^3 r \int d^3 r' \, j_2(r, t') \cdot \left[ \hat{A}(r', t'), \hat{A}(r, t) \right] \cdot j_1(r, t),
\]

\[
\psi = -\frac{i}{2\hbar^2 c^2} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \int d^3 r \int d^3 r' \, j_{1,2}(r, t) \cdot \left[ \hat{A}(r', t') \hat{A}(r, t) \right] \cdot j_{1,2}(r, t),
\]

and \( j_{1,2} = j_1 - j_2 \). In this derivation, we have used the fact that \( \hat{A}(r, t) \) is linear in the field operators, and therefore \( \langle \hat{A}(r, t) \rangle_T = 0 \) (see equations (2) and (7)), which leads to a cumulant expansion limited only to the second-order term [15]. The phase shift given by equation (16) relates to the interference between the two paths due to photon emission. This is clear by noticing that it appears only because of the cyclic property of the trace, which allows us to obtain the product \( \hat{S}_j \hat{S}_j \). In contrast, the expression in equation (17) is guaranteed to be a real number, so it represents the total decoherence experienced by the electron, which has been extensively studied from both theoretical [9, 16–18] and experimental [19–21] fronts. Importantly, it should be noted that, although the impressive increase of accuracy achieved in recent experiments served to rule out alternative theories, further decrease in experimental error is still needed to conclusively support a physical model [18]. The path-dependent phase and decoherence, which can affect
the fringes observed in an interference experiment, was derived as a dynamical scattering correction to the
electron virtual interaction with sample excitations in a pioneering work [10] that related it to the so-called
optical potential [11, 22, 23]. A subsequent formulation of such phase was then separately given in the
context of quantum field theory [7] assuming zero temperature and neglecting inelastic losses, while an
extension to finite temperature was later presented [15]. However, not much attention has so far been paid
to the vacuum phase shift \( \chi_j \) (equation (15)) and the role played by dissipation and finite conductivity in
metallic structures, on which we focus here using a macroscopic QED formalism.

We find it useful to rewrite the phase shift of equation (15) in terms of the electromagnetic Green tensor
by using equations (12) and (13). This allows us to write

\[
\chi_j = \frac{2e^2}{\hbar} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \int_0^\infty d\omega \int d^3r \int d^3r' \cos \left[ \omega(t - t') \right] 
\times j_j(r, t) \cdot \text{Re} \{ -G(r, r', \omega) \} \cdot j_j(r', t'),
\]

(18)

where we have also used the Onsager reciprocity relation \( G(r, r', \omega) = G^T(r', r, \omega) \). Now, if we consider
the electron to be a point particle traveling along the \( z \) direction with constant velocity \( v \) and fixed transverse
coordinates \( R_j = (x_j, y_j) \) (different for each of the two paths \( j = 1 \) and \( 2 \)), the electron current is

\[
j_j(r, t) = -ev \delta(z - vt) \delta(R - R_j) \hat{z},
\]

(19)

which upon insertion into equation (18) leads to the expression

\[
\chi_j = \frac{2e^2}{\hbar} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dz' \cos \left[ \frac{\omega}{v} (z - z') \right] \text{Re} \{ -G_{zz}(R_j, z, R_j, z', \omega) \}
\]

(20)

for the impact-parameter-dependent electron phase shift. This result clearly emphasizes the fact that the
quantum phase is the integral of a nonresonant quantity (the real part of the Green tensor), and thus it is
expected to be small, although the numerical examples discussed below reveal a measurable effect. In
more physical terms, the electron has to undergo an even number of virtual inelastic processes during its
interaction with the sample before recovering its initial energy, so the phase change is at least a
second-order process (indeed it arises from a commutator), although its effect is accumulated over an
infinite number of electromagnetic modes that renders it non-negligible. We also remark that the phase
does not depend on how the electromagnetic modes are populated, so it takes the same value if the sample
starts from the ground state or from an excited state.

For completeness, we calculate the decoherence from equation (17), which requires the evaluation of the
thermal average of the vector potentials,

\[
\langle \hat{A}_j(r, t) \hat{A}_{j'}(r', t') \rangle_T = -4\hbar^2 \int_0^\infty d\omega \ \text{Im} \{ G_{j,j'}(r, r', \omega) \} \left[ 2n_T(\omega) \cos(\omega(t - t')) + e^{-i\omega(t-t')} \right].
\]

Upon insertion of this expression into equation (17), using again the Onsager reciprocity relation and the
Bose–Einstein distribution \( n_T(\omega) \) at temperature \( T \) and frequency \( \omega \), we find

\[
P = \frac{2e^2}{\hbar} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \int d^3r \int d^3r' \cos(\omega(t - t')) \left[ 2n_T(\omega) + 1 \right] 
\times j_{1,2}(r, t) \cdot \text{Im} \{ G(r, r', \omega) \} \cdot j_{1,2}(r', t').
\]

(21)

Considering now the two parallel paths described by the currents of equation (19), the decoherence takes
the simple form

\[
P = -\frac{1}{2} \int_0^\infty d\omega \left[ 2n_T(\omega) + 1 \right] \left[ \Gamma_{\text{EELS}}(R_1, R_1, \omega) + \Gamma_{\text{EELS}}(R_2, R_2, \omega) \right. 
- \left. \Gamma_{\text{EELS}}(R_1, R_2, \omega) - \Gamma_{\text{EELS}}(R_2, R_1, \omega) \right],
\]

(21)

where

\[
\Gamma_{\text{EELS}}(R_j, R_{j'}, \omega) = \frac{4e^2}{\hbar} \int_0^\infty dz \int_{-\infty}^{\infty} dz' \cos \left[ \frac{\omega}{v} (z - z') \right] \text{Im} \{ -G_{zz}(R_j, z, R_{j'}, z', \omega) \}
\]

(compare this expression with equation (20)), so the first two terms inside the \( \omega \) integral of equation (21)
arise from the separate-path electron energy-loss spectroscopy probabilities (i.e., \( \Gamma_{\text{EELS}}(R_j, R_{j'}, \omega) \) is the EELS
probability for an electron following path \( j \) [24], whereas the last two terms stand for the inelastic
path-interference contribution, all of which are weighted by a thermal factor that results from the sum of
electron energy losses \( (\propto n_T + 1) \) and gains \( (\propto n_T) \).
2.3. Quantum phase in nonlocal media

We have so far considered materials characterized a frequency-dependent dielectric function \( \epsilon (\mathbf{r}, \omega) \) that bears a local dependence on spatial position \( \mathbf{r} \). While this assumption is generally safe to describe the response of dielectric optical cavities and plasmons in noble metal nanostructures with size features larger than \( \sim 10 \) nm, it becomes inaccurate in smaller particles \([25, 26]\), in strongly nonlocal materials such as graphene \([27]\), or in the analysis of free-electron interactions with tightly bound modes near metal surfaces \([28]\), where quantum confinement, electron spill-out \([29, 30]\), and the finite graphene \([27]\), or in the analysis of free-electron interactions with tightly bound modes near metal surfaces \( \sim \) bears a local dependence on spatial position.

A more complete description requires the use of a nonlocal dielectric function \( \epsilon \) \([28]\), where quantum confinement, electron spill-out \([29, 30]\), and the finite graphene \([27]\), or in the analysis of free-electron interactions with tightly bound modes near metal surfaces

\[
\begin{align*}
\nabla \times \nabla \times G(\mathbf{r}, \mathbf{r}', \omega) - \frac{\omega^2}{c^2} \int d^3\mathbf{r}'' \epsilon(\mathbf{r}, \mathbf{r}'', \omega) G(\mathbf{r}'', \mathbf{r}', \omega) = -\frac{1}{c^2} \delta(\mathbf{r} - \mathbf{r}').
\end{align*}
\]

Following reference \([39]\), we impose the commutation relations

\[
\left[ \hat{\mathbf{r}}_{\text{noise}}(\mathbf{r}, \omega), \left( \hat{\mathbf{r}}_{\text{noise}}(\mathbf{r}', \omega') \right)^\dagger \right] = \hbar \omega^2 \text{Im} \{ \epsilon(\mathbf{r}, \mathbf{r}') \} \hat{\delta} \delta(\omega - \omega')
\]

for the noise currents and exploit the identity

\[
\sum_{\mathbf{r}'} \int d^3\mathbf{r}' \int d^3\mathbf{r}'' \text{Im} \{ \epsilon(\mathbf{r}', \mathbf{r}'', \omega) \} G_{ij}(\mathbf{r}, \mathbf{r}', \omega) G^*_j(\mathbf{r}', \mathbf{r}'', \omega)
\]

\[
= -\frac{1}{\omega^2} \text{Im} \{ G_{ij}(\mathbf{r}, \mathbf{r}', \omega) \},
\]

to verify that equations (11) and (13) also hold for nonlocal media. Finally, because equation (15) does not depend on the explicit form of the electromagnetic potentials, as long as they are linear in the bosonic ladder operators, equations (20) and (21) retain its validity when including nonlocal effects in the definition of the Green tensor.

For translationally invariant samples, the dielectric response is only a function of position difference \( \mathbf{r} - \mathbf{r}' \), which yields a local dielectric function in momentum space \( \epsilon(\mathbf{q}, \omega) \). In particular, the response of noble metals deviates from the local limit mainly for \( \omega / v_F \lesssim q \) \([26]\), where \( v_F \) is the Fermi velocity. This allows us to estimate the importance of nonlocal effects for an electron passing at a distance \( \sim 10 \) nm from a gold surface, which should involve components \( q \lesssim 0.1 \) nm\(^{-1} \), so we can neglect nonlocal effects for energy exchanges \( \hbar \omega \lesssim \hbar q v_F \sim 0.1 \) eV. As we show in section 5 below, the frequencies involved in the calculation of the phase for the examples considered in this work lie above this value, and therefore we can safely neglect nonlocal effects.

3. Quantum phase and Aharonov–Bohm effect in arbitrary geometries

As an extension of the explanation of the vacuum phase in terms of the Aharonov–Bohm effect associated with the image potential for an electron moving parallel to a perfect-conductor plate \([7]\), we now argue that equation (20) results from the Aharonov–Bohm effect associated with a vector potential in the temporal gauge, but then this result is general for arbitrarily shaped structures. Indeed, direct application of the classical equivalent of equation (7) allows us to write the expectation value of the \( z \) component of the vector image potential produced by the electron current given by equation (19) as

\[
A_z(r, t) = (2e) \int_0^{\infty} d\omega \int_{-\infty}^{\infty} dz' \text{Re} \left\{ G_{zz}(r, R, z', \omega) e^{i\omega z' / c (t - 1)} \right\},
\]

where an overall factor of \( 1/2 \) is introduced to reflect the fact that the potential arises from the electron self-interaction rather than from an external.
source, and we use causality to reduce the \(\omega\) integral to the positive frequency part. We now plug this expression into the phase \((-e/\hbar) \int_{-\infty}^{\infty} dz \mathcal{A}_z(\mathbf{R}_z, z, t)\) due to the Aharonov–Bohm effect [8], which is proportional to the integral of the vector potential acting on the electron along its trajectory \(t = z/v\). Combining these expressions, we readily obtain equation (20), thus demonstrating that the quantum phase under discussion can be ascribed to the Aharonov–Bohm effect produced by the electron self-image potential for any sample geometry.

4. Direct derivation of the quantum phase from the explicit QED solution

4.1. QED effective Hamiltonian

The interaction of a beam electron with a quantized electromagnetic field in free space has been extensively studied in the framework of QED [14], while an extension of this theory to electromagnetic modes supported by macroscopic structures has been developed in the context of quantum optics and Casimir–Polder forces [40]. In this section, we follow the formalism of reference [41] to revisit the interaction with a classical field in a fully relativistic approach [42], assuming that the electromagnetic field can be expanded as a linear combination of either normal [43] or quasi-normal [44] modes of negligible broadening. This allows us to write the vector potential in the temporal gauge as

\[
\hat{A} = \sum_j (-ie/\omega_j) \left( \boldsymbol{\hat{E}}_j(\mathbf{r}) \hat{a}_j - \boldsymbol{\hat{E}}_j^*(\mathbf{r}) \hat{a}_j^\dagger \right),
\]

where the sum runs over electromagnetic boson modes \(j\) with creation and annihilation operators \(\hat{a}_j^\dagger\) and \(\hat{a}_j\), frequency \(\omega_j\), and associated electric field \(\boldsymbol{\hat{E}}_j(\mathbf{r})\).

We write the electron using the Dirac equation in the minimal coupling scheme as [45, 46]

\[
\left[ mc^2 \beta + e \mathbf{c} \cdot \left( \mathbf{p} + e \hat{A} \right) \right] \Psi = i\hbar \frac{\partial \Psi}{\partial t},
\]

where \(\mathbf{p} = -i\hbar \nabla\) is the momentum operator, and \(\beta\) and \(\alpha\) are Dirac matrices. In what follows, we neglect negative-energy solutions (positrons) and expand the 4-component spinor as \(\Psi = V^{-1/2} \sum \psi_k \mathbf{c}^k r^{-i\hbar k/\hbar} \Psi_k\), where \(\Psi_k\) are spinors of 2D spin polarization \(\mathbf{\hat{\sigma}}\) and \(\mathbf{\hat{s}}\) are Pauli matrices, and we define \(A_k = \sqrt{(E_k + mc^2)/2E_k}\) and \(B_k = \hbar c/(E_k + mc^2)\). These spinors are eigenstates of the free-space Dirac equation \(mc^2 \beta + e \mathbf{c} \cdot \left( \mathbf{p} + e \mathbf{A} \right) \Psi_k = E_k \Psi_k\) with energy \(E_k = c\sqrt{m^2c^4 + \hbar^2 k^2}\). Assuming that the incident beam is well prepared with momentum components narrowly peaked around a central value \(\mathbf{k}_0\) and that the interaction with the electromagnetic field does not produce large departures from this central value (i.e., \(|\mathbf{k} - \mathbf{k}_0| \ll \mathbf{k}_0\)), we can linearize the free-electron energy in the sum over momenta as \(E_k \approx E_0 + (\hbar^2 c^2/E_0) \mathbf{k}_0 \cdot (\mathbf{k} - \mathbf{k}_0)\), which leads to an approximate version of the free-electron Hamiltonian \(\hat{\mathcal{H}}_0 \approx E_0 - (\hbar^2 c^2/E_0) \mathbf{k}_0 \cdot (i\nabla + \mathbf{k}_0)\). Here, \(E_0 = E_0\), and we have replaced \(\mathbf{k}\) by \(-i\nabla\). We now insert this expression into equation (23) and approximate \(\Psi_k\) by \(\Psi_{k0}\). Putting these elements together, we can finally rewrite equation (23) as

\[
\left[ E_0 - \hbar \mathbf{v} \cdot (i\nabla + \mathbf{k}_0) + mc^2 - e\mathbf{c} \cdot \mathbf{A} \right] \psi(r, t) = i\hbar \frac{\partial \psi(r, t)}{\partial t},
\]

where \(\mathbf{v} = \hbar \mathbf{k}_0/E_0\) is the electron velocity, \(E_0 = mc^2 - e\mathbf{v}\gamma\) and \(h\mathbf{k}_0 = mc\mathbf{v}\gamma\) are the relativistic energy and momentum involving the Lorentz factor \(\gamma = 1/\sqrt{1 - v^2/c^2}\), and the electron is now simply described by the scalar wave function \(\psi(r, t) = V^{-1/2} \sum \psi_k \mathbf{c}^k e^{-i\hbar k/\hbar}\). We note that the above approximations are essentially ignoring spin effects and ponderomotive forces, which, for typical kinematical parameters of TEM electrons and for the light intensities and frequencies commonly employed in ultrafast nanophotonics and TEM experiments, can indeed be safely neglected.

We now describe the quantum radiation field by incorporating the radiation Hamiltonian \(\hat{\mathcal{H}}_{rad}\) into equation (24) and using the quantum vector field \(\mathbf{A}\) instead of \(\mathbf{A}\). In this effective theory, we now expand the wave function of the joint electron-field system as \(|\psi(t)\rangle = \sum_n |\psi_n(t)\rangle |n\rangle\) to describe a distinct scalar electron wave function \(\psi_n(t)\) for each of the possible number states \(|n\rangle\) of the photonic boson ensemble, so that we finally write the Schrödinger equation

\[
\hat{\mathcal{H}}(\mathbf{r}|\psi(t)\rangle) = (\hat{\mathcal{H}}_0 + \hat{\mathcal{H}}_1)(\mathbf{r}|\psi(t)\rangle) = i\hbar \frac{\partial |\psi(t)\rangle}{\partial t},
\]
with
\[ \hat{H}_0 = \sum_j \hbar \omega_j \hat{a}_j^\dagger \hat{a}_j + E_0 - \hbar \mathbf{v} \cdot (i \nabla + \mathbf{k}_0), \]
\[ \hat{H}_1 = (\mathbf{e} \mathbf{v} / c) \cdot \hat{A}. \]

Taking the electron beam to be oriented along the z direction, we can write the ansatz solution
\[ \langle \mathbf{r} | \psi(t) \rangle = \psi_0(\mathbf{r}, t) \sum_{\{n\}, \{\ell\}} \exp \left\{ i \sum_j \omega_j \left[ \ell_j (z/v - t) - n_j t \right] \right\} f^{\{n\}}_{\{\ell\}}(\mathbf{r}) \{|n\}\}, \tag{26} \]
where \( \psi_0(\mathbf{r}, t) = e^{i k_0 r - i \mathbf{v} t / \hbar} \phi(\mathbf{r} - \mathbf{v} t) \) is the electron wave function before interaction, while \( \{\ell\} \) denotes the set of net numbers of photons exchanged with each of the modes \( \ell_1, \ldots, \ell_j, \ldots \) (positive \( \ell_j \) for photon absorption and negative for emission). By plugging equation (26) into equation (25), we find that the expansion coefficients in this expression must satisfy the differential equation [41]
\[ \frac{d f^{\{n\}}_{\{\ell\}}}{dz} = \sum_j \left[ \sqrt{n_j} u_j f^{\{n_j+1, \ldots\}}_{\{\ell_j+1, \ldots\}} - \sqrt{n_j+1} u_j f^{\{n_j, \ldots\}}_{\{\ell_j, \ldots\}} \right], \tag{27} \]
where \( u_j(z) = (\epsilon / \hbar \omega_j) \mathcal{E}_{jz}(z) e^{-i \omega_j z^2 / \hbar} \). We note that equation (27) guarantees that \( n_j + \ell_j \) is conserved along the interaction for each \( j \), indicating that the number of excitations in the electron–boson system is preserved. This interesting property implies that equation (27) corresponds to the time evolution of a set of classically driven quantum harmonic oscillators, and therefore, it can be solved analytically [47]. Indeed, we can write the Hamiltonian of such harmonic oscillators as
\[ \hat{H} = \sum_j \left[ \hbar \omega_j \hat{a}_j^\dagger \hat{a}_j + g_j(t) \hat{a}_j + g^*_j(t) \hat{a}_j^\dagger \right], \]
which, by introducing a general state \( |\psi(t)\rangle = \sum_{\{n\}} \alpha_{\{n\}}(t) e^{-i \sum_j n_j \omega_j t} |\{n\}\rangle \) in the associated Schrödinger equation, leads to
\[ i \hbar \frac{d \alpha_{\{n\}}}{dt} = \sum_j \left[ \sqrt{n_j} g_j^* \alpha_{\{n_j+1, \ldots\}} e^{-i \omega_j t} + e^{-i \omega_j t} \sqrt{n_j+1} g_j \alpha_{\{n_j, \ldots\}} \right]. \tag{28} \]
We immediately notice that equation (28) is equivalent to equation (27) if we make the substitutions
\[ g_j e^{-i \omega_j t} \rightarrow -i \hbar u_j, \quad t \rightarrow z/v. \tag{29} \]
This allows us to use the well-known solution of equation (28) in terms of the evolution operator [41, 48]
\[ \hat{S}(t, t_0) = e^{i \chi} \prod_j e^{\sum_{\eta} ^{\max} A_j^\dagger}, \tag{30} \]
where \( \beta_j(t, t_0) = \frac{1}{\hbar} \int_{t_0}^t dt' g_j(t') e^{-i \omega_j t'} \) and \( \chi = -\frac{1}{\hbar} \sum_j \int_{t_0}^t dt' \text{Re}\{\beta_j(t', t_0) g^*_j(t') e^{i \omega_j t'}\} \). Incidentally, \( \chi \) has been shown to be a Berry phase [49] in the context of a driven quantum harmonic oscillator, so it underlies the fact that the system under study is open, and not all the degrees of freedom are taken into account. We show below that the role of \( \chi \) in the interaction with the electron is to produce a phase shift in its wave function. From equation (30), we can calculate the transition amplitudes between photon number states as
\[ \{\{n\}\} | \hat{S}(t, t_0) \{|n_0\}\} = e^{i \chi} \prod_j A_j, \]
where we define the single-mode transition amplitude as [41]
\[ A_j = \langle n_j | e^{\sum_{\eta} ^{\max} \beta_j^\dagger} | n_0 \rangle = \sqrt{n_0! n_j!} e^{-|\beta_j|^2 / 2} (-\beta_j)^{n_j-n_0} \times \sum_{n_j' \geq \max\{0, n_0-n_j\}} n_j'! (n_0 - n_j + n_j')! (n_j - n_j')! ^{\frac{(-|\beta_j|^2)^{n_j'}}{n_j'!}} \]
where \( \hat{A} \) is the annihilation operator of the bosonic field.
Now, we can perform the substitution (29) to solve our QED model by finding the coefficients of equation (26). In particular, taking the photon field state to be represented by some coefficients $\alpha_{\ell j}$ right before interaction with the electron, we have

$$f_{\ell j}^{(n)}(r) = e^{i\chi(r)}\alpha_{(n+\ell)} \prod_j \sqrt{\langle n_j + \ell_j \rangle! n_j!} \ e^{-i\beta_j(r)^2/2} \times (-\beta_j(r))^{\ell_j} \sum_{n_j' = \max(0, -\ell_j)}^{n_j} \frac{(-|\beta_j(r)|^2)^{n_j'}}{n_j'!(n_j + \ell_j)!(n_j - n_j')!},$$

(31)

where we have used the conservation of quantum numbers $n_{0j} = \ell_j + n_j$ together with the fact that the initial electron state has $\ell_{0j} = 0$ for all modes.

### 4.2. Elastic phase shift

Equation (31) represents the nonperturbative solution of the scattering between a scalar relativistic electron and all optical modes of the vacuum-sample system. There is obviously a part of the joint photon-electron state that represents the contribution without net photon (emission or absorption) exchanges. From the electron point of view, this component relates to elastic transitions and can be calculated from the associated density matrix after tracing out the photon degrees of freedom and isolating the zero quanta exchange term. Additionally, we are interested in samples held at some temperature, so we need to deal with thermal electromagnetic mixtures of states, which can be treated by calculating equation (31) for Fock states (i.e., taking $\alpha_{n} = \prod_j\delta_{n_{0j},n_j}$ for a given realization of Fock states $\{n_{0j}\}$ before interaction with the electron) and averaging over thermal populations (i.e., over a Bose–Einstein distribution $p_{n_{0j}} = e^{-(n_{0j}+1)\hbar\omega/k_BT}/\bar{n}_j$ with average mode population $\bar{n}_j = 1/\left[\exp(\hbar\omega/k_BT) - 1\right]$). We find an elastic electron density matrix

$$\rho_{\text{elastic}}(r, r') = \sum_{\{n_j\}} p_{\{n_j\}} \text{Tr} \left\{ \langle \{r|\psi(t)\} (\{r|\psi(t)\})^\dagger \right\}_{\text{elastic}}$$

$$= \psi_0(r, t) \psi_0^*(r', t) \sum_{\{n_j\}} p_{\{n_j\}} f_{\{n_j\}}^{(n)}(r) f_{\{n_j\}}^{(n)}(r')^*$$

$$= \psi_0(r, t) \psi_0^*(r', t) e^{i\chi(r)-\chi(r')} D_{\text{elastic}}(r, r'),$$

(32)

where

$$D_{\text{elastic}}(r, r') = e^{-\frac{1}{2} \sum_j \beta_j(r)^2 + \beta_j(r')^2}$$

$$\times \sum_{n_{0j}} p_{n_{0j}} \frac{(-|\beta_j(r)|^2)^{\ell_j}}{n_j!} \frac{(-|\beta_j(r')|^2)^{n_j'}}{(n_j - n_j')!} \left(\frac{n_j!}{(n_j + \ell_j)!} \right)^j \left(\frac{n_j'!}{(n_j - n_j')!} \right)^j$$

(33)

contains the remaining factors beyond $\exp[\chi(r)]$ from equation (31). We note again that we are forcing the electromagnetic field to return to its initial state (i.e., we neglect emission and absorption of degenerate photonic states that leave the electron energy unaffected, although electron-mediated transfer of excitations between degenerate electromagnetic states could play a role in the elastically scattered electron signal).

Interestingly, equation (32) includes both a phase shift $\chi(r)$ and a real decoherence amplitude $D_{\text{elastic}}(r, r')$ (see equation (31)), which we present in a self-contained form that can be computed for any general pure quantum state, in contrast to the specific case of a thermal mixture considered in equation (17). At $T = 0$, the second line of equation (33) reduces to 1, so $D_{\text{elastic}}(r, r') = e^{\chi(r)+\chi(r')}$, which allows us to define a position-dependent decoherence

$$P = -\frac{1}{2} \sum_j \beta_j(r)^2$$

(34)

directly in the elastic electron wave function. Here, we focus on the elastic phase shift, which is given by [41]

$$\chi(r) = -\sum_j \frac{e^2}{\hbar^2 c^2 j} \int_{-\infty}^{z'} dz'' \int_{-\infty}^{z} dz' \text{Im} \left\{ \mathcal{E}_{+j}(R, z') \mathcal{E}_{+j}(R, z) \exp \left[ -i \frac{\omega_j}{v} (z' - z) \right] \right\}.$$

(35)
This phase shift can be shown to be equivalent to equation (15) by directly substituting the expansion of the vector potential (equation (22)) in the commutator, keeping in mind that the ladder operators of the electromagnetic modes evolve in time according to the free Hamiltonian $\hat{H}_0$ as

$$ a_i(t) = a_i e^{-i\omega t}, \quad a_i^\dagger(t) = a_i^\dagger e^{i\omega t}, $$

and considering a classical current centered at $\mathbf{R} = \mathbf{R}_c$ as in equation (19). Finally, because the retarded Green tensor (equation (12)) satisfies equation (8) (see, for example, reference [50]), we conclude that equations (35) and (20) represent the same quantity.

5. Elastic diffraction by metallic plates

We now illustrate the vacuum-induced phase by considering electrons moving parallel to a planar conductor surface at a distance $x$ from it (see inset in figure 1(a)). We take the conductor to span a large distance along the direction of motion compared with both $x$ and any of the photon wavelengths effectively contributing to the electron–surface interaction. The Green tensor can then be written as the sum of free-space and scattered components $G^0 + G^s$. The phase shift arising from the free-space Green tensor $G^0$ is formally infinite, but it does not depend on the transverse coordinate of the electron, therefore becoming unobservable [7]. The remaining scattered component admits an analytical expression in terms of the Fresnel reflection coefficients $r_p$ and $r_s$ for $p$ and $s$ polarization [13],

$$ G^s_{xz}(\mathbf{R}, \mathbf{R}', \omega) = \frac{i}{2\omega^2} \int \frac{d^2k_z}{(2\pi)^2} \frac{1}{k_z^2} \exp \left[ ik_z (z - z') + 2ik_x x \right] \left( \frac{k_z^2 - k_x^2 - r_p^2}{k_z^2 - r_s^2} \right), \quad (36) $$

where $k = \omega/c$, the integral extends over wave vectors $k_z = (k_y, k_z)$ parallel to the surface, and $k_x = \sqrt{\omega^2/c^2 - k_z^2 + i0^+}$ with the square root taken to yield a positive real part.

5.1. Perfect conductor

For a perfect electric conductor, we have Fresnel coefficients $r_p = 1$ and $r_s = -1$, which permit obtaining a closed-form expression from equation (20). We first note that the in-plane translational invariance of the Green tensor component in equation (36) allows us to replace one of the spatial integrals by the effective plate thickness $D$ (we refer to reference [53], where the deflection due Johnson noise is estimated to produce a correction of only a few hundred nanometers in the effective length for $D = 10 \mu$m; additionally, figure 1(c) shows that the fraction of inelastically scattered electrons is, for example, $\sim 0.1$ at 300 K for an electron passing with velocity $v = 0.1 c$ at a distance of 10 nm from a 10-μm-long gold plate). The remaining integral over the difference $z - z'$ yields $\delta$ functions, leading to

$$ \chi(x) = \frac{\alpha \pi}{c} D \int_0^\infty dx \int \frac{d^2k_z}{(2\pi)^2} \left[ \delta \left( k_z - \frac{\omega}{v} \right) + \delta \left( k_z + \frac{\omega}{v} \right) \right] \frac{e^{-2\omega x}}{k_z^2 k_x} \left( \frac{k_z^2 - k_x^2}{k_z^2 - k_y^2} \right), $$

where $k_y = \sqrt{k_z^2 - \omega^2/c^2}$ and $\alpha \approx 1/137$ is the fine structure constant. We now perform the frequency integral using the delta functions and write the remaining 2D integral in polar coordinates $(k_z, k_x) = k_l (\cos \theta, \sin \theta)$. We obtain

$$ \chi(x) = \frac{\alpha}{2\pi} \frac{D}{\beta \gamma}, \int_0^{\pi/2} d\theta \int_{\pi/2}^{\pi/2} \frac{d\theta'}{\beta \gamma} \exp \left( \frac{-2k_l x \sqrt{1 - \beta^2 \cos^2 \theta}}{\sqrt{1 - \beta^2 \cos^2 \theta}} \right), $$

where $\beta = v/c$. Finally, using the integral $\int_{\pi/2}^{\pi/2} dx (1 - a \cos^2 x)^{-1} = \pi/\sqrt{1 - a}$ (equations (3.653-2) of reference [54]), we find

$$ \chi(x) = \frac{\alpha D}{4x} \frac{1}{\beta \gamma}, \quad (37) $$

which coincides with the Aharonov–Bohm phase shift induced on a moving charge under the effect of its image potential, as pointed out in previous studies [7, 55].

5.2. Real conductor

We now extend the previous result to real metals by including inelastic losses in the material, which we model through a frequency-dependent local dielectric function $\varepsilon(\omega)$. Inserting equation (36) into
equation (20) and following similar steps as in section 5.1, we find the phase
\[
\chi = \frac{a D}{2 \pi \beta_e} \int_0^\infty dk \int_{-\pi/2}^{\pi/2} d\theta \exp \left( -2 x_k \sqrt{1 - \beta_c^2 \cos^2 \theta} \right) \times \text{Re} \left( r_p - \beta_c^2 \left( r_p \cos^2 \theta - r_s \sin^2 \theta \right) \right),
\]
where the Fresnel coefficients \( r_p = (e k_x - k'_e)/(e k_x + k'_e) \) and \( r_s = (k_x - k'_e)/(k_x + k'_e) \), with \( k_x = \sqrt{\omega^2/c^2 - k_1^2} \) and \( k'_e = \sqrt{\omega^2/c^2 - k_1^2} \), must be evaluated at frequency \( \omega = e k_1 \cos \theta \). Equation (38) confirms the validity of neglecting nonlocal effects because for an electron with \( \beta_e = 0.1 \) passing 10 nm above the surface we have \( \hbar \omega \approx \hbar v/c \sim 2 \text{ eV} \) (see discussion at the end of section 2.3); the local approximation starts failing at angles that make \( \cos \theta \) small, and thus contribute only negligibly to the integral, and also at low velocities. Using the Drude approximation \( \epsilon = 1 + 4 \pi i \sigma / \omega \) for the metal dielectric function, where \( \sigma \) is the DC conductivity, we find from equation (38) the results presented in figure 1(a) for an electron moving above a gold surface (\( \hbar v \sim 257 \text{ eV} \), upper and right axes) with different velocities \( v = \beta_e c \). Finite conductivity in the real metal affects very little the decay of the phase shift as a function of velocity compared to equation (37), as shown in figure 1(b). We further corroborate good agreement with results obtained by using the measured dielectric function of gold taken from references [51, 52] (see figure 1(b)), which is in agreement with the intuition that low frequencies (i.e., those that are well captured by the Drude model) contribute dominantly for the surface-electron distances under consideration.

Upon inspection of equation (38), we find that the phase depends on metal conductivity \( \sigma \) and geometrical parameters (separation \( x \) and path length \( D \)) as \( \chi = (D/x) F(\bar{x}, \beta_e) \), where \( F \) is a function of the scaled distance \( \bar{x} = x \sigma / c \) and the electron velocity \( v = \beta_e c \). This expression justifies the universal scaling used in figure 1(a) (left and lower axes). In particular, in the \( \beta_e \ll 1 \) limit, we can approximate...
\[ r_p \approx 1 + i \omega / 2 \pi \sigma - \omega^2 / 4 \pi^2 \sigma^2 \] and neglect \( \beta_e^2 \) terms inside the integral of equation (38) to obtain

\[ \chi \approx \frac{\alpha D}{4 \pi \beta_e} \left( 1 - \left( \frac{\beta_e}{4 \pi \epsilon} \right)^2 \right), \quad \beta_e \ll 1. \]

This expression shows that the perfect conductor approximation (equation (37)) describes well the phase shift in front of gold for slow electrons, in agreement with the results of figure 1(b).

The above results need to be contrasted with the effect of decoherence in order to determine whether the predicted phase shift may be observed in practice. As mentioned in section 2.2, decoherence was calculated in reference [18] by assuming local response and neglecting retardation effects. Here, we calculate decoherence from equation (21) including retardation and nonlocal effects in the EELS probability. For a single electron path running parallel to a planar surface, we have [24]

\[ P = \frac{-De^2}{\pi \hbar v} \int_0^\infty \frac{dk_x}{k_x} \int_0^\infty \frac{dk_y}{k_y} \left\{ k_x e^{2i\chi} \left( \frac{k_x f_E k_y r_y - k_x r_p}{k_x k_y} \right) \right\}, \]

where \( k_\parallel = \sqrt{\omega^2 / \epsilon^2 + k_y^2} \). We introduce nonlocal effects in this expression by adopting the specular-reflection model [36] and using the Feibelman d-parameters approach [37]. Only the Fresnel coefficient

\[ r_p = \frac{\epsilon k_x - k_x' + (\epsilon - 1)ik_x'^2d_\perp}{\epsilon k_x + k_x' - (\epsilon - 1)ik_x'^2d_\perp} \]

needs to be corrected [56], where [57]

\[ d_\perp = -\frac{2}{\pi \epsilon - 1} \int_0^\infty \frac{dk}{k^2} \left[ \frac{1}{\epsilon_{NL}(k, \omega)} - \frac{1}{\epsilon(\omega)} \right] \]

is the perpendicular Feibelman parameter and \( \epsilon_{NL}(k, \omega) \) is the nonlocal metal permittivity. We approximate the latter following the prescription of reference [26]. Figure 1(c) confirms that nonlocal effects contribute only at low velocities for the electron–surface distances under consideration, and additionally, decoherence takes negligible values \( \sim 0.1 \). We also find that low electron velocities are more favorable for the observation of interference fringes produced by the vacuum phase shift.

### 5.3. Graphene film

The above formalism allows us to discuss the quantum phase shift induced on a swift electron flying parallel to a graphene monolayer deposited on a semi-infinite substrate of permittivity \( \epsilon \). Describing graphene as a zero-thickness layer with local, frequency-dependent surface conductivity \( \sigma_g(\omega) \), the phase of equation (20) can be easily computed from equation (38) by now writing the Fresnel coefficients as [58]

\[ r_p = \frac{\epsilon k_x - k_x' + 4\pi \sigma_g k_y k_x' / \omega}{\epsilon k_x + k_x' - 4\pi \sigma_g k_y k_x' / \omega}, \]

\[ r_s = \frac{k_y - k_y' - 4\pi \sigma_g \omega^2 / c^2}{k_x + k_x' + 4\pi \sigma_g \omega^2 / c^2}, \]

where \( k_x \) and \( k_x' \) are the out-of-plane light wave-vector components outside and inside the substrate (see expressions above), respectively. In order to numerically calculate the phase shift, we evaluate the graphene conductivity within the local-RPA model at finite temperature \( T \) using the analytical expression [59, 60]

\[ \sigma_g(\omega) = \frac{e^2}{\pi \hbar} \int_0^\infty \frac{dE}{1 - 4E^2 / \left[ \hbar^2 (\omega + i\tau)^2 \right]} \left\{ \mu_D - 4(\omega + i\tau)^2 \right\}, \]

where \( \mu_D = \mu + 2k_B T \log \left( 1 + e^{-\mu / k_B T} \right), \tau \) is a phenomenological relaxation time, and \( f_E = \left[ e^{(E - \mu) / k_B T} + 1 \right]^{-1} \) is the Fermi–Dirac distribution depending on graphene electron energy \( E \) and chemical potential \( \mu \approx \sqrt{(E_F)^4 + (2 \log^2 4)^2(k_B T)^4} \). Figure 1(b) shows the dependence of the resulting phase (equation (38)) on electron velocity for high-quality doped graphene \( E_F = 0.5 \text{ eV}, h\tau^{-1} = 10 \text{ meV} \) supported on a silica substrate described by a permittivity \( \epsilon \) taken from reference [52]. At high velocity, we recover the perfect-conductor limit because low frequencies are dominant in that regime.
6. Elastic diffraction by a small particle

We now consider a geometry lacking any translational symmetry by computing the vacuum phase for an electron interacting with a small particle, the electromagnetic response of which is described within the dipolar approximation in terms of the particle polarizability tensor $\alpha$. The scattering part of the associated Green tensor admits an analytical expression in terms of the free-space Green tensor $G^0 = -(\omega^2/c^2 + \nabla \otimes \nabla) e^{i|\omega/c|t}/(4\pi\omega^2 |\mathbf{r} - \mathbf{r}'|)$ [24]:

$$G^0(x,y) = -4\pi\omega^2 \sum_{i,f} \tilde{G}^{0}_{\alpha_i\alpha_f}(\mathbf{r}_0, \omega) \alpha_i \alpha_f G^0(\mathbf{r}_0, \mathbf{r}, \omega),$$

(42)

where $\mathbf{r}_0$ is the particle position ($\mathbf{r}_0 = 0$ for simplicity) and the indexes $i,f$ run over Cartesian directions. In what follows, we consider a diagonal polarizability tensor $\alpha$ of components $\alpha_0$, $\alpha_1$, and $\alpha_2$. Now, by plugging equation (42) into equation (20) and then using the integrals $\int_{-\infty}^{\infty} dz e^{i\omega z/v} e^{i\omega z/r} = 2K_0(\zeta)$ and $\int_{-\infty}^{\infty} dz e^{i\omega z/v} [e^{i\omega z/r} + i e^{i\omega z/kr}^2] = 2iK_1(\zeta)/v\gamma$, where $r = \sqrt{R^2 + z^2}$ and $\zeta = \omega R/v\gamma$ (see equations (3.914-4) and (3.914-5) in reference [54]), we obtain the expression

$$\chi(x,y) = \frac{2e^2}{\pi hv^2\gamma^2} \int_{-\infty}^{\infty} \omega^2 \, d\omega \, Re \left\{ \left[ \frac{\alpha_0 x^2 + \alpha_1 y^2}{R^2} K_0^2 \left( \frac{\omega R}{v\gamma} \right) + \frac{\alpha_2}{\gamma^2} K_0^2 \left( \frac{\omega R}{v\gamma} \right) \right] \right\}.$$

For an isotropic particle ($\alpha = \alpha_0 = \alpha_1 = \alpha_2$), the phase depends only on radial distance $R$ and this expression reduces to

$$\chi(R) = \frac{2e^2}{\pi hv^2\gamma^2} \int_{0}^{\infty} \omega^2 \, d\omega \, f\left( \frac{\omega R}{v\gamma} \right) \, Re \left\{ \alpha \right\},$$

(43)

where $f(\zeta) = K_0^2(\zeta) + K_1^2(\zeta)/\gamma^2$. We study below a small homogeneous sphere, for which the approximation $\alpha = 3e^2\epsilon_0^2/2\omega^3$ in terms of the dipolar electric Mie coefficient $t_0^2$ captures retardation effects and compares well with full calculations of EELS [24]. This leads to a position-dependent decoherence (see equation (34) and the analytical result for the coupling coefficient $\beta$ presented in reference [41])

$$P(R) = \frac{-2e^2}{\pi hv^2\gamma^2} \int_{0}^{\infty} \omega^2 \, d\omega \, f\left( \frac{\omega R}{v\gamma} \right) \, Im \left\{ \alpha \right\},$$

(44)

at $T = 0$, which agrees with the expression obtained from the EELS probability for small spheres [24].

Incidentally, for a particle hosting a dominant sharp mode of frequency $\omega_0$, we can approximate $\alpha = A/(\omega_0 - \omega - i0^+)$, which upon insertion in equations (43) and (44) leads to

$$P(R) = \frac{-2e^2 A\omega_0^2}{h^2v^2\gamma^2} \, f\left( \frac{\omega_0 R}{v\gamma} \right),$$

(45)

$$\chi(R) = \frac{-2e^2 A\omega_0^2}{h^2v^2\gamma^2} \frac{\omega_0 R}{v\gamma} \, \left[ f\left( \frac{\omega_0 R}{v\gamma} \right) \right],$$

(46)

where

$$g(\theta) = \frac{1}{\pi} \, PV \int_{-\infty}^{\infty} \frac{x^2 \, dx}{x - 1} \, f(x\theta),$$

and PV stands for the principal value. In electron microscopy one is interested in imaging without damaging, for which a high ratio $|\chi/P| = |g/f|$ becomes advantageous. We explore such ratio in figure 2 for the interaction with gold and silver spherical particles, where we find that $\chi$ can take much larger values than $P$ (in particular, we find vacuum phase shifts $\chi \sim 3^\circ$ for the gold sphere at a distance $R = 15$ nm, see below), thus supporting the use of holography (i.e., measurement of the quantum phase) as an advantageous route to imaging without damaging compared with bright-field electron acquisition (i.e., resolving $P$). We present calculations based on direct use of equations (43) and (44) (solid curves in figure 2). For silver (figure 2(b)), which displays a well-defined plasmon mode, these results compare well with the analytical calculation obtained from equations (45) and (46) (broken curves).

7. Diffraction in the far-field

7.1. Interaction with a planar surface

Equation (20) shows a position-dependent phase shift that the electron wave function experiences after interaction with the electromagnetic vacuum. This phase shift may be observed through an interference experiment, as the one described in section 2, consisting in splitting an electron beam in two parts and
then recombining them after interaction of one of the components with the structure. The theory developed in section 4 shows how this phase affects the transverse component of the electron wave function, and consequently, an alternative to beam splitting techniques may be provided by a combined energy- and angle-resolved experiment. Indeed, the elastic component of the electron beam density matrix contains the vacuum phase through $\rho_{\text{elastic}}(r,r') = \psi_0(r) \psi_0^*(r') \exp\{i[\chi(r) - \chi(r')]\} D_{\text{elastic}}(r,r')$ (see equation (32)). We remark that, although we only study the effect of the quantum phase associated with vacuum fluctuations on elastic electron components, it also affects inelastic components, where a certain degree of coherence is preserved, which could be analyzed following the approach used to study inelastic electron holography [61]. Obviously, the elastic electron density $\rho_{\text{elastic}}(r,r)$ is not modified, and therefore, it does not lead to any measurable effect if decoherence is neglected, as shown in figure 3(a), where only the $x$-dependent part of the wavefunction $\psi_x$ is plotted.

In contrast, the diagonal coefficients of the electron density matrix in momentum space, which we calculate by Fourier-transforming the electron wave function as

$$\psi_{\text{elastic},Q}(z) = \int d^2R \, \psi_0(r) \exp\{i\chi(R) + P(R) - iQ \cdot R\}$$

with $r = (R,z)$ and $R = (x,y)$, display a dependence on the imprinted position-dependent quantum phase $\chi$ and decoherence $P$, with the latter expressed at $T = 0$ from equation (34). For illustration, we assume the initial electron wave function along the out-of-plane direction $z$ to be well described by a Gaussian of standard deviation $\sigma_z$ centered at a distance $z_0$ from the metallic plate. Since the electron wave function does not experience any change along in-plane directions, these Fourier components can be factorized. The only nontrivial component is thus $\psi_{z,Q} \equiv \psi_{\text{elastic},Q}$, the squared modulus of which presents an evolution as illustrated in figure 3(b) for an electron traveling parallel to a perfect conductor, which, as shown above, provides a good approximation to gold surfaces for the large values of $z_0$ under consideration, and furthermore results in $P = 0$. The presence of the distance-dependent phase shift given by equation (37) in the present case affects the out-of-plane electron wave function, which is progressively bent toward the surface, as expected from image charge attraction.

7.2. Interaction with a small object

Quantum-vacuum-induced diffraction can be equivalently quantified in terms of the electron current measured far from the scatterer. In particular, if we assume the interaction region to be limited to $z < z_1$, the acquired phase $\chi$ can be considered a function only of the transverse coordinates $R = (x,y)$. Additionally, outside that region the elastic part of the scattered electron $\psi_{\text{elastic}}$ must satisfy the Helmholtz equation $(\nabla^2 + k_0^2)\psi_{\text{elastic}} = 0$, where $k_0$ is the electron wave vector. We thus have for $z > z_1$

$$\psi_{\text{elastic}}(r) = \int \frac{d^2Q}{(2\pi)^2} \psi_{\text{elastic},Q}(z_1) \exp\{ik_zQ(z - z_1) + iQ \cdot R\},$$

where $k_z = \sqrt{k_0^2 - Q^2 + i0^+}$ and $\psi_{\text{elastic},Q}(z_1)$ is defined in equation (47). Equation (48) guarantees the continuity of the wave function at $z = z_1$. In the far-field limit ($k_0r \gg 1$), equation (48) can be
approximated, using the stationary-phase method [62], as

$$\psi_{\text{elastic}}(r) \approx -\frac{i k_0 \cos \theta}{2\pi} \psi_{\text{elastic}, Q_f} \frac{e^{i k_0 r}}{r},$$

where $Q_f = k_0 R/r$ and $\cos \theta = z/r$. Taking now an incident beam with transverse Gaussian profile of width $\sigma_R$ focused at $r = (x_0, 0, 0)$ (i.e., an incident electron wave function $\psi_0(r) \approx e^{i k_0 z^2 - (x-x_0)^2 + y^2)/(2\pi\sigma_R^2)}/(2\pi\sigma_R^2)$ near the region of interaction with the particle, where $L$ is the quantization length along the beam direction), we can calculate the electron current collected within a far-field solid angle $d\Omega$ as

$$dI = \left(\frac{h}{m_e}\right) \text{Im}\{\psi^* \hat{r} \cdot \nabla \psi\} r^2 d\Omega = I_{\text{inc}} \frac{k_0^2 \cos^2 \theta}{4\pi^2} |\sqrt{\psi_{\text{elastic}, Q_f}}|^2 d\Omega,$$

where $I_{\text{inc}} = h k_0 / m_e L$. We use this expression to study the effect of vacuum fluctuations produced by interaction of the electron with a small particle, for which we apply the formalism of section 6, so we plug equation (43) into equations (47) to (49) and focus on a nanosphere of radius $a$ located at the origin and described by its dipolar response. We obtain

$$\frac{dI}{d\Omega} = I_{\text{inc}} \frac{k_0^2 \cos^2 \theta}{2\pi \sigma_R^2} e^{-\frac{x_0^2 + y_0^2}{2\sigma_R^2}} \int_0^\infty R dR \exp \left[-\frac{R^2}{4\sigma_R^2} + i\chi(R) + P(R) - \frac{\text{Re}\{\sqrt{R^2 - R_e^2}\}}{\lambda_e}\right]$$

$$\times I_0 \left[ \frac{\sqrt{\frac{2x_0}{\sigma_R^2} - i Q_x}}{2\sigma_R^2} - Q_y^2 \right]$$

where we use the notation $Q_f = (Q_x, Q_y)$, the modified Bessel function $I_0$ is the result of applying the tabulated integral (3.937–2) in reference [54], and an elastic attenuation length $\lambda_e$ is introduced to account for the depletion of the transmitted electron wave function due to heavy collisions inside the metal. We plot the resulting electron angular distribution calculated from equation (50) in figure 3(c) ($\chi \neq 0$ curves) for a gold nanosphere of radius $a = 6$ nm ($\ll \lambda_e$) and an electron beam of velocity $v = 0.1 c$, width $\sigma_R = 5$ nm, and impact parameter $x_0 = 15$ nm relative to the particle center. We further compare the scattering pattern with the one obtained in the absence of the nanoparticle (i.e., setting $\chi = 0$), which takes the analytical form (also assuming $a \ll \lambda_e$)

$$\frac{dI}{d\Omega} = I_{\text{inc}} \frac{2k_0^2 \sigma_R^2 \cos^2 \theta}{\pi} \exp\left(-2k_0^2 \sigma_R^2 \sin^2 \theta\right).$$

Figure 3. Vacuum elastic diffraction by a planar surface. Evolution of the elastic part of the transverse electron wave function in real space $\psi_x (a)$ and in momentum space $\psi_{\text{p}} (b)$ as a function of the scaled interaction length $L = \alpha D / k_0^2 \sigma_\pi$, when the electron is traveling aloof and parallel to a planar perfect-conductor surface. The electron wave function is assumed to be initially prepared in a Gaussian transverse profile centered around $x_0$ with standard deviation $\sigma_x/x_0 = 1/4$ before interaction with the surface. The electron velocity is $v = 0.1 c$. 
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Figure 4. Quantum-vacuum-induced phase shift produced by a small particle. (a) Frequency-resolved contribution to the vacuum phase $\chi(\omega)$ induced on an electron moving with velocity $v = 0.1 \times c$ and passing near a gold nanosphere of 6 nm radius, plotted as a function of photon energy $\hbar \omega$ and impact parameter $R$ (see inset). We describe the particle through its electric polarizability (see main text) evaluated in turn using the measured dielectric function for this material [51]. (b) Phase shift (i.e., integral of $\chi(\omega)$ over $\omega$) for different values of $\beta_e$. (c) Angular dependence of the electron current scattered in the far-field due to diffraction of a focused electron beam under the same conditions as in (a) as a function of polar scattering angle $\theta$ for different azimuthal angles $\varphi$ (see legend) relative to the direction specified by the impact parameter $R_0 \parallel \hat{x}$. The incident electron beam has a transverse Gaussian profile of width $\sigma_R = 5$ nm centered at coordinates $R_0 = (15$ nm, 0). For reference, we show the pattern obtained without quantum phase and decoherence ($\chi = 0$ curve).

Reassuringly, for the large values of $k_0 \sigma_R > 10^3$ under consideration, the right-hand side of equation (51) yields $I \approx I_{\text{inc}}$ when integrated over solid angle $\Omega$. Remarkably, the influence of vacuum fluctuations modifies the electron wave function, introducing in the far-field current distribution an azimuthal dependence as well as substantial scattering up to $\theta \sim 1^\circ$, in contrast to the result obtained from the direct beam without particle-mediated coupling to vacuum fluctuations (see figure 4(c) and equation (51)).

8. Conclusion

In summary, we have shown that the elastic part of an electron beam has a phase shift imprinted in its transverse wave function dependence upon interaction with the vacuum electromagnetic field in the presence of a material structure. This effect, which can be attributed to fluctuations characterizing the quantum electromagnetic field, could be experimentally measured by means of either interference or diffraction of electron beams using an electron microscope. Specifically, our calculations predict that the aloof vacuum interaction of a $\beta_e = 0.1 (\sim 2.5$ keV kinetic energy) electron on a planar gold surface results in a significant phase shift for a path length $D \sim 1 \mu$m (see figure 1), which should produce discernible interference fringes only marginally affected by decoherence (see figure 1(c) and reference [18]). Indeed, the recombination of the two parts of the electron wave function $\psi_j \ e^{i\chi_j}$ following different paths $j = 1, 2$ that are affected by their corresponding phases $\chi_j$ leads to an electron probability at the detector $|\psi_1|^2 + |\psi_2|^2 + 2 \Re(\psi_1 \psi_2^* \ e^{i(\chi_1 - \chi_2)})$; when one of the paths passes near a 12 nm gold particle (figure 4), the phase-shift difference can be as large as $|\chi_1 - \chi_2| \sim 3^\circ$, which could be resolved in an electron holography setup. Additionally, we conclude that signatures of vacuum fluctuations should also be observed by monitoring the angular distribution of electrons after such interaction (e.g., in the Fourier plane of an electron microscope; see figures 2(b) and 3(c)). However, the electron deflections involved in such type of diffraction experiment could be overshadowed by very-low-energy inelastic contributions associated with Johnson noise [53, 63, 64], so the previously noted two-path holography experiment appears to be a more plausible solution to measure the quantum vacuum phase shift. It is our hope that the present work
contributes to clarify the role of vacuum fluctuations in macroscopic QED and supports the fact that an experimental verification is feasible using state-of-art electron microscopes. Considering the strong effect induced on the electron wave function by the quantum vacuum phase, we anticipate further efforts oriented toward the engineering of structures capable of tailoring vacuum fluctuations as a novel route to design free-electron phase plates. Additionally, this effort can lead to optimized strategies for electron microscope imaging: indeed, from the holography configuration discussed in section 2.2, taking path 2 to be far from both the sample and path 1, we have an interference term

$$\langle \hat{S}_2^\dagger \hat{S}_1 \rangle_T = \exp \left\{ -\frac{2i e^2}{\hbar} \int_0^\infty d\omega \int_{-\infty}^\infty dz \int_{-\infty}^\infty dz' \cos \left[ \frac{\omega}{v} (z - z') \right] G_{zz}(R_1, z, R_1, z', \omega) \right\}$$

at $T = 0$, clearly showing that the imaginary part of the Green tensor produces a depletion of the signal, while possibly creating excitations in the sample, whereas the real part determines the phase shift under discussion; for practical purposes in electron microscopy, it is useful to reduce the former (i.e., limit sample damage) while increasing the latter (i.e., enhance phase contrast), a task that leads to a problem of optimization in the present formalism. Our results for small noble-metal spheres (figure 2) already indicate that measurement of the quantum phase can be advantageous compared with bright-field imaging to avoid sample damage.
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