Abstract—In this paper, we present a detailed analysis of the coverage and spectral efficiency of a downlink cellular network. Rather than relying on the first order statistics of received signal-to-interference-ratio (SIR) such as coverage probability, we focus on characterizing its meta-distribution. Our analysis is based on the alpha-beta-gamma (ABG) path-loss model which provides us with the flexibility to analyze urban macro (UMa) and urban micro (UMi) deployments. With the help of an analytical framework, we demonstrate that selection of underlying degrees-of-freedom such as BS height for optimization of first order statistics such as coverage probability is not optimal in the network-wide sense. Consequently, the SIR meta-distribution must be employed to select appropriate operational points which will ensure consistent user experiences across the network. Our design framework reveals that the traditional results which advocate lowering of BS heights or even optimal selection of BS height do not yield consistent service experience across users. By employing the developed framework we also demonstrate how available spectral resources in terms of time slots/channel partitions can be optimized by considering the meta-distribution of the SIR.
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I. INTRODUCTION

Network densification is considered as a key design tool to satisfy the ever-increasing demand for any-time, anywhere wireless connectivity. The fundamental idea behind densification is to bring the network closer to the user, i.e. reduce the cell size while increasing the density of deployment. Fundamentally, this enables more aggressive spectrum reuse across spatial dimensions, resulting in enhanced network throughput. Moreover, reduction in cell-size results in an improved coverage for the intended users. Nevertheless, the aggressive spatial reuse, when coupled with reduced cell size, poses significant challenges in terms of interference management. This has resulted in a fundamental question which has intrigued network designers and researchers for past few years: How are coverage and throughput related to the deployment density?

To answer this question, the performance of large-scale cellular networks must be quantified in terms of underlying design parameters such as base station (BS) density, path-loss exponents, transmit power employed by BSs and available channel resources etc. Unfortunately, traditional analysis based on hexagonal tessellation does not yield any significant insight due to lack of analytical tractability. In [1], the authors introduced a tractable approach for the analysis of coverage and rate in large-scale wireless networks using stochastic geometry. In the recent past [2]–[13], stochastic geometry has been extensively employed to investigate the design space of large-scale cellular deployments under different 5G architectures and access methodologies. The interested reader is referred to [3] for a detailed survey.

The results in [1] demonstrated that the coverage probability in a signal to interference ratio (SIR) limited scenario is independent of the BSs density. Consequently, the network area spectral efficiency increases with an increase in the BS density. The analysis was revisited in [5] who investigated the impact of line of sight (LoS) and non-line of sight (NLoS) propagation on the coverage and area spectral efficiency. The authors demonstrated that in contrast to [1], there exists an optimal BS density beyond which the area spectral efficiency is reduced with further densification. Both of these analyses ignored the impact of BS height on the network performance. In [7], the authors extended the analysis of [5] to capture the impact of non-zero height difference between user equipment (UE) and BS. The authors presented area spectral efficiency (ASE) crash, i.e. the phenomenon of significant deterioration in ASE with network densification with realistic elevation consideration. This framework is further extended in [14] and [15] under different fading considerations. One of the key observations which follows from these studies is that the BS heights should be lowered as it reduces the path-loss between UE and BS. On a closer inspection it is obvious that the path-loss model used in [14] and [15] does not adequately capture the fact that LoS probability increases with an increase in the BS height along with the path-loss and NLoS probability increases with a decrease in BS height while the path-loss also decreases with a lowering of the BS height. This is indeed adequately captured in [16] and is employed in [14] to investigate optimal height for a low altitude platform empowered with a cellular BS. Consequently, it is obvious that there exists an optimal height for the BS deployment which will maximize the area spectral efficiency and lowering the BS height is not always optimal.

All these analyses are based on first-order analysis, i.e. on the coverage probability. In [6] the authors showed that although the calculation of SIR distribution for the cellular network (which provides a basis for coverage and spectral efficiency calculations) is straightforward, it only provides limited information about the coverage of individual links. In other words, it is difficult to establish what percentage of links will be able to experience a certain coverage for a desired target SIR threshold from the coverage probability alone. The authors in [6] presented a framework for the evaluation of what is known as the meta-distribution of SIR which is the distribution of coverage conditional on a point process (see section III for further details). The meta-distribution of the SIR is a better metric as averaging can be often misleading. Notice that the meta-distribution in [6] is for the power-law path-loss model which does not discriminate between NLoS and LoS propagation. Combining...
insights from [14], [15] and [6] one may ask a really important design question, i.e., if \( h^* \) is the BS height which maximizes the network performance on average, i.e. in terms of coverage probability for instance, does it also minimize the variance in coverage? In other words, is the \( h^* \) which maximizes first order performance metric optimal in terms of the SIR meta-distribution. To this end, this paper presents a comprehensive framework for the investigation of the design space of large-scale cellular networks in terms of the meta-distribution of SIR considering the realistic propagation model.

B. Contributions

The key contributions of this paper are as follows:

1) Considering a very general ABG propagation model, we first quantify the coverage probability and rate coverage probability for downlink communications in a large-scale cellular network.

2) We then present an analytical framework to quantify higher-order moments of the coverage and rate coverage probability which quantify the respective meta-distribution.

3) The meta-distribution of SIR is often recovered using higher-order moments in conjunction with the Gil-Pelaez theorem [6]. However, this requires complex integration for which numerical integration takes a long time to converge. We present a solution based on Mntaskanov’s theorem which simplifies and speed up the evaluation of the meta-distribution.

4) We investigate the design space of the considered network and present several important insights.

5) Lastly, we consider the resource allocation problem in terms of bandwidth partitioning or time-slot sharing and show how such a problem can be tackled using the meta-distribution.

C. Organization

The rest of the paper is organized as follows: Section III introduces the system model and deployment geometry of the network. Section IV gives the performance analysis and mathematical modelling. Section V presents numerical results. Finally, Section VI provides some future work and conclusions.

D. Notations

The probability density function (PDF) for a random variable \( X \) is represented as \( f_X(x) \) with the cumulative density function written as \( F_X(x) \). The exclusion symbol \( \setminus \) represents the exclusion of a subset from a superset. The expectation of a function \( g(X) \) of a random variable \( X \) is represented as \( E_X[g(X)] \). The bold-face lower case letters (e.g., \( x \)) are employed to denote a vector in \( \mathbb{R}^2 \) and \( ||x|| \) is its Euclidean norm.

II. System model

Spatial and Network Models: We consider a large-scale cellular network where the locations of the BSs are modelled by homogeneous Poisson point process HPPP such that [18]:

\[
\Phi = \{ x_0, x_1, \ldots, x_\infty, \forall \; x_i \in \mathbb{R}^2 \},
\]

with density \( \lambda \). We also assume that the Voronoi cell \( C(x) \) which is defined as

\[
C(x) = \{ ||x - y||^2 \leq ||y - z||^2 \; \forall \; x \in \Phi, \; z \in \Phi \setminus \{x\}, \; y \in \mathbb{R}^2 \}
\]

may have one or more users. At a particular time instance, only a single user is served on a particular resource channel to avoid intra-cell interference.

Large Scale Fading: We assume that the large-scale fading model follows the ABG large-scale path-loss model [19], i.e., the path-loss can be written as

\[
L_i(h, r)_{dB} = 10 \alpha_i \log_{10}(\sqrt{h^2 + r^2}) + \beta + 10 \gamma_i \log_{10}(f) + \chi_{si} + \Xi_{si}
\]

where \( h \) is the vertical difference in height between the BS and the mobile user, \( r \) is the horizontal distance between the mobile user and the BS, \( \alpha_i \) is the path-loss exponent, \( \chi_{si} \) is the shadow fading deviation in dB for the large-scale fluctuation and \( \gamma \) and \( \beta \) are the ABG path-loss parameters in dB as shown in Table I.\(^{[3]}\) The reason for adopting this model is that the model incorporates both NLoS and LoS propagation models and also provides a realistic and practical three-dimensional model that explicitly incorporates the height of the BS as a path-loss parameter. Moreover, this model is valid for UMi/UMa networks since it implicitly shows the valid ranges of the base station densities by giving the terrestrial distance range. In order to capture the actual effect of both the LoS/NLoS parts of the model, we need to know the probability that the user will have LoS connection with the BS at a certain height from the ground. We adopt the same model that is developed in [17]. Hence, the probability of the mobile user to be in LoS/NLoS with the associated BS can be written as

\[
P_L(h, r) = \frac{1}{1 + ae^{-b(e - \tan^{-1}(\frac{h}{r})) + \gamma}}, \quad P_{NL}(h, r) = 1 - P_L(r).
\]

where \( a \) and \( b \) are environment-dependent constants with \( c = 180/\pi^2 \).

Small Scale Fading: It is assumed that large-scale path-loss is complemented with small-scale Rayleigh fading such that \( |g|^2 \sim \text{Exp}(1) \) where \( |g|^2 \sim \text{Exp}(1) \) is the channel gain between any arbitrary user and the BS. Also, it is assumed that the network is operating in an interference limited regime (i.e., performance of all links is limited by the co-channel interference and thermal noise at the receiver frontend is negligible). The assumption of the Rayleigh fading model is due to the simplicity of the analysis. This assumption yields the worst case performance and the analysis can be easily extended to a more generic Nakagami-m fading model. However, the effect of LoS and NLoS components is incorporated into the large-scale fading model giving by [4].

Transmission Model and Channel Partitioning: In this paper we assume that the mobile user is associated to the nearest BS (i.e., the BS which maximizes average received SNR) and transmitters on the same frequency are considered as co-channel interferers. The probability density function for the distance \( R_1 \) from the downlink user to the nearest BS assuming a HPPP can be written as

\[
f_{R_1}(r_1) = 2\pi \lambda e^{-\pi r_1^2 \lambda}.
\]

To decrease the level of the aggregate interference and increase network capacity, we assume that channel partitioning is applied (i.e., orthogonal frequency division multiple access (OFDMA)) or

\(^{[1]}\)For the sake of simplicity and tractability, we will neglect the effect of the log-normal shadowing parameter \( \chi_{si} \) in this paper.

\(^{[2]}\)From now on, we will write the subscript \( L \) to refer to LoS and use \( NL \) to refer to \( NLoS \).
time division multiple access (TDMA)). That is, the total BS channel bandwidth $W$ is shared in terms of time/frequency. Hence, the channel is partitioned in time/frequency into $N_s$ partitions (i.e., subcarriers for OFDMA or time-slots for TDMA) and this number of partitions is assigned randomly into $N_a$ active users per cell. In addition, we will neglect the randomness of the number of active users in the cell and assume that $N_a$ is a fixed number (For more details on the distribution of $N_a$, you can refer to [29]). Moreover, this kind of medium access scheme (i.e., channel partitioning) can be extended to any other medium access scheme (i.e., ALOHA, CSMA, CSMA-CA, etc.).

### III. Performance Analysis

In this section, we study two main types of coverage performance: (i) the coverage probability and (ii) the rate coverage probability. For a complete performance analysis, we evaluate two main higher-order statistics of these metrics. Namely, we quantify the meta-distribution and the spatial capacity. These types of higher-order statistics provide a better insight into the two main types of cellular services. The first for a best effort network coverage probability and the second for a rate coverage of the network.

#### A. Coverage Probability

The coverage probability is defined as the probability that the SINR at a downlink user located at the origin can be quantified as

$$P_{R_0} = \Pr\left[\frac{R_0}{N_s} \log_2 (1 + \text{SIR}) \geq R_o\right] = \Pr[\text{SIR} \geq 2 \frac{R_o}{N_s} - 1].$$

By intuition, the total channel bandwidth is divided into the $N_s$ number of channel partitions even for OFDMA or TDMA. For OFDMA it gives the effective channel bandwidth experienced that is associated to the user. For the TDMA scheme, it is the effective time utilization by the user, where $1/N_s$ is the effective normalized throughput of the maximum sum rate. Consequently, the coverage probability for the desired user at the origin can be quantified as in the next theorem.

**Theorem 2. (Coverage rate probability).** The coverage rate for any ergodic stationary PPP with a density $\lambda$ of BSs, $N_a$ channel partitions and $N_a$ active users per cell can be evaluated as

$$P_{R_o} = \int_0^\infty [P_{L}(h,r_1)A(r_1,R_o) + P_{NL}(h,r_1)B(r_1,R_o)] f_{R_1}(r_1) \, dr_1,$$

where

$$A(r_1,R_o) = \exp\left(-2\pi \frac{\lambda N_s}{N_a} \int_{r_1}^\infty \left(1 - \eta(s,r)\right) ds \right) \mid_{s = \frac{R_o}{2L_N(h,r_1)}},$$

$$B(r_1,R_o) = \exp\left(-2\pi \frac{\lambda N_s}{N_a} \int_{r_1}^\infty \left(1 - \eta(s,r)\right) ds \right) \mid_{s = \frac{R_o}{2L_N(h,r_1)}},$$

with $\eta(s,r)$ defined in Appendix A

**Proof.** The proof follows the same steps as for Theorem 1.

For the derived formulas in (8) and (10) and the rest of the paper, we will use the asterisk sub-script to refer to the optimal values of the parameters that maximize the chosen coverage function. In particular, we write

$$\{h^*, \lambda^*\}_\theta = \arg\max_{h, \lambda} P_{\theta}$$

for the coverage probability and

$$\{h^*, \lambda^*\}_{R_o} = \arg\max_{h, \lambda} P_{R_o}$$

for the rate coverage probability. In the following section, we analyze meta-distribution for the considered cellular network.

#### C. Meta-distribution

The coverage probability and rate coverage derived in (8) and (10) only provide average performance. Such an averaging does not provide an insight on the network level performance. From a network level perspective, the fraction of the users which can attain a certain desired level of coverage is important to quantify the quality-of-experience for the users. To this end, the authors in [6] introduced the meta-distribution of the coverage which is given as

$$\hat{F}_{P_0}(x) \triangleq \hat{p}(P_c > x).$$

3Here, we denote the coverage rate probability as the short term coverage rate.
In other words, the meta-distribution is the complementary cumulative distribution function (CCDF) of the coverage probability. In this paper, we are interested in the coverage under the ABG path-loss model which implicitly accounts for LoS/NLoS propagation:

\[ \tilde{F}_{P_{th}}(x) \equiv \mathbb{P}(P_{th} \geq x) \] and \[ \tilde{F}_{P_{th}}(x) \equiv \mathbb{P}(P_{th} \geq x) \] \hspace{1cm} (14)

where \( P^{'} \) is the Palm measure conditioning that the user is located at the origin. More clearly, the meta-distribution provides the probability that any arbitrary user in the network will achieve \( P_{th} > x \), \( F_{P_{th}} > x \) in \( \tilde{F}_{P_{th}} \times 100\% \) of the time. The calculation of the meta-distribution is been made possible by the Gil-Pelaez theorem \[21\] and can be quantified as

\[ \tilde{F}_{P_{th}}(x) = \frac{1}{2} + \frac{1}{\pi} \int_{0}^{\infty} \frac{\text{Im}[e^{-jt\log x} M_{jt}(\theta)]}{t} \, dt, \] \hspace{1cm} (15)

and

\[ \tilde{F}_{P_{th}}(x) = \frac{1}{2} + \frac{1}{\pi} \int_{0}^{\infty} \frac{\text{Im}[e^{-jt\log x} M_{jt}(\theta)]}{t} \, dt, \] \hspace{1cm} (16)

where \( M_{jt}(\theta) \) and \( M_{jt}(R_{0}) \) are the complex \( j^{th} \) moments of \( P_{th} \) and \( P_{th}^{*} \), respectively and \( \text{Im}[\cdot] \) is the imaginary part symbol with \( j = \sqrt{-1} \). In order to find exact expressions of the meta-distribution, we need to find the expressions for \( M_{m}(\theta) \) and \( M_{m}(R_{0}) \) which are the real \( m^{th} \) moments. This can be quantified as in the following theorem.

**Theorem 3. (Moments)** The moments \( M_{m}(\theta) \) and \( M_{m}(R_{0}) \) for any ergodic stationary PPP with density \( \lambda, N_{L} \) channel partitions and \( N_{a} \) active users per cell can be evaluated as

\[ M_{m}(\theta) = \int_{0}^{\infty} \left[ \mathcal{P}_{L}(h, r_{1}) A_{m}(r_{1}, \theta) \right. \]

\[ + \left. \mathcal{P}_{NL}(h, r_{1}) B_{m}(r_{1}, \theta) \right] f_{R_{1}}(r_{1}) \, dr_{1}, \] \hspace{1cm} (17)

\[ M_{m}(R_{0}) = \int_{0}^{\infty} \left[ \mathcal{P}_{L}(h, r_{1}) A_{m}(r_{1}, R_{0}) \right. \]

\[ + \left. \mathcal{P}_{NL}(h, r_{1}) B_{m}(r_{1}, R_{0}) \right] f_{R_{1}}(r_{1}) \, dr_{1}, \] \hspace{1cm} (18)

where

\[ A_{m}(r_{1}, \theta) = \exp \left( -2\pi \frac{N_{L}}{N_{a}} \int_{r_{1}}^{\infty} \left[ 1 - \eta_{m}(s, \theta) \right] \, ds \right) \]

\[ B_{m}(r_{1}, \theta) = \exp \left( -2\pi \frac{N_{L}}{N_{a}} \int_{r_{1}}^{\infty} \left[ 1 - \eta_{m}(s, \theta) \right] \, ds \right) \]

\[ A_{m}(r_{1}, R_{0}) = \exp \left( -2\pi \frac{N_{L}}{N_{a}} \int_{r_{1}}^{\infty} \left[ 1 - \eta_{m}(s, R_{0}) \right] \, ds \right) \]

\[ B_{m}(r_{1}, R_{0}) = \exp \left( -2\pi \frac{N_{L}}{N_{a}} \int_{r_{1}}^{\infty} \left[ 1 - \eta_{m}(s, R_{0}) \right] \, ds \right) \]

with \( \eta_{m}(s, \theta) \) defined in Appendix \[ B \].

**Proof.** Please refer to Appendix \[ B \] for proof.

Here, substituting (17) and (18) into (15) and (16) gives exact expressions of the meta-distributions. Unfortunately, this way of evaluating the meta-distribution is intractable and requires a long time for the numerical integrations. To make this more tractable, an excellent precise approximation of the Gil-Pelaez theorem can be obtained by utilizing Mnatsakanov’s theorem \[22\]. Using Mnatsakanov’s theorem, we will be able to recover the distribution of any arbitrary random variable, conditioned on the requirement that any real integer’s \( m^{th} \) moment is defined. Hence, the meta-distribution can be given in approximate value as

\[ \tilde{F}_{P_{th}}(x) \approx \frac{1}{2} \sum_{k=0}^{\mu} \sum_{j=k}^{\mu} \frac{\binom{\mu}{j} (-1)^{j-k} M_{m}(\theta)}{k}, \] \hspace{1cm} (19)

where \( \mu \) is an arbitrary integer such that the larger it is the more accurate is the approximation. We choose this approximation due to its fast convergence to the exact solution which is evaluated by the Gil-Pelaez theorem which requires integrations of complex numbers. As we will show in the results section, the first 25 moments will be sufficient to precisely recover the distribution. From the \( m^{th} \) moments in (17) and (18), we evaluate the second cumulants (variances) for both coverage probability and rate coverage probability as

\[ \text{var}(\theta) = M_{2}(\theta) - M_{2}^{2}(\theta), \] \hspace{1cm} (21)

\[ \text{var}(R_{0}) = M_{2}(R_{0}) - M_{2}^{2}(R_{0}). \] \hspace{1cm} (22)

These variances provide more insight on the spread of the coverage values over all the users for a certain desired threshold and its deviation from the average value. Intuitively, the less the variance, the better is the fairness between the network users in terms of coverage.

**D. Spatial Coverage Capacity and Spatial Rate Capacity**

In order to answer the question “What is the maximum density of the concurrent active users that satisfy a certain predefined coverage reliability?” we derive expressions for the spatial coverage capacity and spatial rate capacity. These metrics provide fine grained characteristics of the cellular network and network level service quality.

**Definition 1. (Spatial coverage capacity).** The spatial coverage rate for any ergodic stationary PPP with density \( \lambda \) of BSs, \( N_{L} \) channel partitions and \( N_{a} \) active users per cell is defined as the maximum effective density of users that have SIR values greater than the QoS threshold \( \theta \) with probability at least \( P_{th} = x \) and can be evaluated as

\[ SCC(x, \theta, N_{a}) \triangleq N_{a} \lambda \tilde{F}_{P_{th}}(x), \] \hspace{1cm} (23)

and the optimal operating point for network full capacity is defined as

\[ \{ \lambda^{*}, h^{*}, N_{a}^{*} \} \triangleq \arg \max_{\lambda, h, N_{a}} SCC(x, \theta, N_{a}). \] \hspace{1cm} (24)

Here, we can use simple two dimensional search algorithms to find this optimal operating point.

**Definition 2. (Spatial rate capacity).** The spatial rate capacity for any ergodic stationary PPP with density \( \lambda \) of BSs, \( N_{L} \) channel partitions and \( N_{a} \) active users per cell is defined as the maximum effective density of users that have channel rate values greater than the QoS threshold \( R_{0} \) with probability at least \( P_{th} = x \) and can be evaluated as

\[ SRC(x, R_{0}, N_{a}) \triangleq N_{a} \lambda \tilde{F}_{P_{th}}(x), \] \hspace{1cm} (25)

and the optimal operating point for network full capacity is defined by

\[ \{ \lambda^{*}, h^{*}, N_{a}^{*} \} \triangleq \arg \max_{\lambda, h, N_{a}} SRC(x, R_{0}, N_{a}). \] \hspace{1cm} (26)

Using the accurate approximation we introduced in (19) and (20), we can easily find the solution for (24) and (26) without the need for applying the Gil-Pelaez theorem.

From the above analysis of the network performance metrics, we can build a comprehensive framework for analysing network level performance and capture the individual and spatial performance in a fine-grained strategy instead of only looking to the standard average coverage probability metrics.
Fig. 1: Optimal values for the BS height (top) and the corresponding coverage probability (bottom) using the ABG-UMi path-loss model for different values of coverage SIR threshold $\theta$.

IV. RESULTS DISCUSSION

In this section, we present numerical results for the given evaluated metrics. We will assume an urban environment with the parameters $a = 9.6$, $b = 0.28$, $f = 2$ GHz carrier frequency and the BS total available bandwidth $W = 20$ MHz. Also, as described in the previous sections, we consider Rayleigh flat wireless fading channels.

A. Impact of Network Densification on Optimal Height and Optimal Average Coverage Probability

In Figure 1 we show the optimal BS height and the corresponding optimal values of the coverage probability against BS densities of the network for different values of the SIR $\theta$ threshold. In this figure, we clearly observe that the optimal BS height changes as we vary the BSs density. That is, with the adopted LoS/NLoS model of large-scale fading, there is an optimal operational height at which the network operator will gain nearly the same coverage probability for any chosen base station density. Moreover, the chosen height of the BSs does explicitly depend on the SIR $\theta$ threshold which is pre-defined as the QoS metric. This also applies to the rate coverage probability ($P_{R_o}$) which must be optimized in parallel with the coverage probability.

B. Optimal Parameter Selection Considering the Variance of the Received SIR

Figure 2 shows both the first and second cumulants of the coverage probabilities (i.e., the mean as the coverage probability/rate coverage probability and the variance as a deviation measure). The main motivation for studying the variance is that it is considered as the most important measure of fairness between the users. The most interesting point here is that the slope of the variance curves is much steeper for BS heights which are greater than the optimal height $h^*$ that maximizes the first moment. That is, increasing $h$ beyond $h^*$ will slightly decrease $P_o$ and $P_{R_o}$, but decreases the variances more rapidly. Hence, the network operator may choose to sacrifice the optimal values of $P_o$ and $P_{R_o}$ to gain more fairness for the users. For example, in Figure 2(c) the height that maximizes $P_{R_o}$ for $R_o = 8$ Mbps is around 25 meters which corresponds to a variance of 0.13. However, increasing the height of the base station by 5 meters will result in a slight decrease in $P_{R_o}$ by .05 and will also decrease the variance to 0.07 which is approximately half of 0.13. That is, an additional 70% more users will gain the same optimal value of $P_{R_o}$.

More clearly, this will increase the user’s fairness over the entire network. However, this behavior needs to be considered carefully due to the large number of parameters involved in the network radio access planning.

C. Evaluation of Meta-distribution and Optimal Bandwidth Partitioning

Figure 3 shows a comparison between the exact solution (see (15) and (16)), approximation (see (19) and (20)) and Monte-Carlo simulations for the meta-distribution. As seen from the plot, the approximation that we used matches the exact solution and the Monte-Carlo simulations. The three bunches of curves are for different values of $\theta$ and $R_o$, but for the same system parameters and BSs density. As expected, the corresponding values of the meta-distribution are different for the three curves. This means that $P_o$ and $P_{R_o}$ do not provide sufficient information about the network performance. For example, the values for meta-distribution $F_{P_{R_o}}(0.8) = 0.40$ while $F_{P_{R_o}}(0.8) = 0.27$. That is, 13% less users at $\theta = 0$ dB QoS will not achieve the 0.8 coverage probability as compared to the value at $\theta = -3$ dB. Another interesting point is that, with the optimal height deployment, the meta-distribution is less likely to have zero values and the curves are more likely to be flat. In some papers, the meta-distribution is approximated (using the first two or three moments) by the beta-distribution and the generalized beta-distribution [13]. But, this is not valid for our model and so dramatically fails. This is due to the fact that the optimal height deployment is more favourable for the environmental conditions and results in more LoS links, especially for the nearest neighbour association which flattens the curve and decreases the variance (i.e., more fairness between users - see [12] for more details). Hence, the two or three parameters distribution mapping like the beta-distribution and the generalized beta-distribution is not sufficient and this is why we have used the Mnatsakanov’s theorem as an approximation. Finally, Figure 3 shows the effect of changing the BSs height on the meta-distribution. As shown in this figure, for any arbitrarily chosen value of $x$, there is an optimal height at which the meta-distribution will be maximized. This is valid for both $F_{P_o}(x)$ and $F_{P_{R_o}}(x)$.

Figure 4 shows the meta-distributions ($F_{P_o}(x)$ and $F_{P_{R_o}}(x)$) and the spatial capacities $SCC(x, \theta, N_s = N_o)$ and $SRC(x, R_o, N_s = N_s)$. An interesting point about the full load SRC is that for any arbitrarily chosen value of reliability $x$, there is an optimal number of channel partitions $N_s$ that maximizes the SRC. This optimal $N_s$ varies with the desired rate threshold $R_o$. For example, for $x = 0.4$ and $R_o = 5$ Mbps, the optimal number of channel partitions for the full load capacity is $N_s = N_o = 10$ and the density of users who achieve $R_o = 3 \times 10^{-5}$ while for $N_s = 18$ there are 33% less users who achieve the same $R_o$. As clearly shown in the figure, this optimal number of partitions selections is only valid when studying the $SRC$ and it is not valid for the $SCC$ where there are no optimal values for $N_s$. This is due to the fact that the effective rate is dependent on the number of channel partitions and is a logarithmic function of the SIR while the standard coverage probability is not.

V. CONCLUSION

In this paper, we highlighted some important aspects of the design for the radio access of the ultra-dense and traditional cellular networks. We gave expressions to quantify the coverage probability and rate coverage probability. For the sake of better characterization of the network performance and we evaluated the higher-order moments.
Fig. 2: (a)+(b) Coverage probability and coverage variance. (c)+(d) Coverage rate probability and coverage rate variance. All for the UMi large-scale fading model, $W = 20$ MHz and $N_a = N_s = 1$.

Fig. 3: Meta-distribution of coverage rate probability (top) and meta-distribution for coverage probability (bottom). All for the UMi large-scale fading model, $W = 20$ MHz and $N_a = N_s = 1$.

Fig. 4: Meta-distribution for coverage rate for single tier network with $\lambda = 1 \times 10^{-4}$, $R_o = 3$ Mbps and $N_s = N_a = 1$.

As a result of the higher-order moments, we quantified the meta-distribution to characterize the users’ fairness experience using the exact solution of Gil-Pelaez and also Mnatsakanov’s theorem for an accurate approximation. Using the evaluated performance metrics, we studied the impact of changing any of the main system model parameters on the overall performance of the network. As the main result, we showed that both the partitioning factor of the channel and the BS height play very important roles in optimizing the network performance. Finally, for a future extension, we will study the same performance metrics for a multi-tier, user-centric heterogeneous network.

**APPENDIX A**

**PROOF OF THEOREM 1**

The coverage probability is given by

$$P_\theta = Pr[\text{SIR} \geq \theta],$$

$$= \mathbb{E}_{r_1}\left[\mathcal{P}_L(h, r_1) \Pr \left[ \frac{|g|^2 L^{-1}_L(r_1)}{\Phi} \geq \theta \right] \right]_{A(r_1, \theta)}$$

for both the coverage probability and coverage rate probability.

---

Fig. 5: (a) Meta-distribution (left axis- see (19)) and SCC (right axis - see (23)) against the number of channel partitions. (b) Meta-distribution (left axis- see (19)) and SRC (right axis - see (23)) against the number of channel partitions. All for UMi large-scale fading model, $W = 20$ MHz and for full load cell $N_a = N_s$. 

(a) $\theta = -5$ dB

(b) $\theta = 0$ dB
where

\[ A(r_1, \theta) = E_{\Phi_L} \Phi_{NL} \{ \exp(-a \Phi_L) \}, \]

\[ = E[g^2 \Phi_{NL} \{ \prod_{m \in \Phi_{NL}} \exp \left( -s g^2 (L_{L}^{-1}(h, r_1) + L_{NL}^{-1}(h, r_m)) \right) \}], \]

\[ = \exp \left( -2 \pi \frac{L_N}{N_L} \int_{r_2}^{\infty} \frac{1 - \eta(s, r) \, dr}{\pi} \right), \]

with \( (a) \) obtained by taking the expectation over the Rayleigh fading channel coefficient \( |g|^2 \),\n(b) is obtained by applying the probability generating functional (PGFL) of the PPP, \( s = \theta / L_{L}^{-1}(h, r_1) \) and \( B(r_1, \theta) \) can be obtained in the same way as \( A(r_1, \theta) \) by substituting \( s \) in \( A((r_1, \theta) \) by \( s = \theta / L_{NL}^{-1}(h, r_1) \), for the rate coverage \( P_{R_o} \), with \( R_o \) we only substitute any \( \theta \) by \( 2^{E_{NL}} - 1 \).

**APPENDIX B**

**PROOF OF THEOREM**

The \( m^{th} \) moment \( M_{m}(\theta) \) and \( M_{m}(R_o) \) can be evaluated as

\[ M_{m}(\theta) = E[P_{m}(\theta)] = E_{r_1} \left( P_{L}(h, r_1) A_{m}(r_1, \theta) + P_{NL}(h, r_1) B_{m}(r_1, \theta) \right), \]

where

\[ A_{m}(r_1, \theta) = E_{\Phi_L} \Phi_{NL} \{ \exp(-a \Phi_L)^m \}, \]

\[ = \exp \left( -2 \pi \frac{L_N}{N_L} \int_{r_2}^{\infty} \frac{1 - \eta_m(s, r) \, dr}{\pi} \right), \]

with \( (a) \) obtained by taking the expectation over the Rayleigh fading channel coefficient \( |g|^2 \),\n(b) is obtained by applying the PGFL, \( s = \theta / L_{L}^{-1}(h, r_1) \) and \( B_{m}(r_1, \theta) \) can be obtained in the same way as \( A_{m}(r_1, \theta) \) by substituting \( s \) in \( A_{m}(r_1, \theta) \) by \( s = \theta / L_{NL}^{-1}(h, r_1) \) and \( \theta \) by \( R_o \). For the rate coverage \( P_{R_o} \) with \( R_o \), we only substitute any \( \theta \) by \( 2^{E_{NL}} - 1 \).
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