Evidence for a vortex–glass transition in superconducting Ba(Fe$_{0.9}$Co$_{0.1}$)$_2$As$_2$
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Abstract

Measurements of magneto-resistivity and magnetic susceptibility were performed on single crystals of superconducting Ba(Fe$_{0.9}$Co$_{0.1}$)$_2$As$_2$ close to the conditions of optimal doping. The high quality of the investigated samples allows us to reveal dynamic scaling behaviour associated with a vortex–glass phase transition in the limit of a weak degree of quenched disorder. Accordingly, the dissipative component of the ac susceptibility is reproduced well within the framework of Havriliak–Negami relaxation, assuming a critical power-law divergence for the characteristic correlation time $\tau$ of the vortex dynamics. Remarkably, the random disorder introduced by the Fe$_{1-x}$Co$_x$ chemical substitution is found to act on the vortices as a much weaker quenched disorder than previously reported for cuprate superconductors such as Y$_{1-x}$Pr$_x$Ba$_2$Cu$_3$O$_{7-\delta}$.

(Some figures may appear in colour only in the online journal)

1. Introduction

The possibility of exploring the mixed Shubnikov phase in type-II superconductors over a wide range of external thermodynamic parameters led to important achievements in the research on high-$T_c$ materials. The physics of the vortices (or fluxoids, each one bringing a quantized unit of magnetic field flux $\Phi_0 = hc/2e = 2.068 \times 10^{-7}$ G cm$^2$) is indeed of great interest on the fundamental level, the system being modelled as an ensemble of filaments interacting both among themselves and with the defects of the crystalline environment [1–3]. In this respect, a debated topic concerns the actual occurrence of a thermodynamic phase transition between different regions in the magnetic field–temperature ($H$–$T$) phase diagram of the superconducting state where dissipation processes do or do not occur [4–6].

The discovery of high-$T_c$ type-II superconductivity in Fe-based pnictides [7–9] has renewed interest in the physics of the vortex state. These materials are widely thought to bridge the gap between high-$T_c$ cuprates and low-$T_c$ BCS-type superconductors. Besides their intermediate $T_c$ values, pnictides have indeed both high upper critical magnetic fields $H_{c2}$ and low values for the anisotropy parameter $\gamma$, two distinct properties of high-$T_c$ and low-$T_c$ materials, respectively. Emblematic in this respect are the materials belonging to the 122 family, displaying $\mu_0H_{c2} \sim 50$ T while $\gamma \sim 2$ at the same time [8]. The role of both thermal and quantum fluctuations along the $H_{c2}$ versus $T$ line resulting in precursor diamagnetism for $T \gtrsim T_{c}$ was discussed for Fe-based pnictides both in the 122 and in the 1111 families [10–14]. At the same time, several experimental results have been reported about the thermal and quantum fluctuations in connection with the vortex pinning, the flux motion and the estimates of critical currents [15–20]. Nevertheless, the data have been rarely examined in terms of a critical behaviour associated with a phase transition to a glassy-like state for the vortices [21], but rather in terms of thermally activated processes in the strong-disorder limit [17, 18]. In fact, criticality is expected to be hidden by high degrees of quenched disorder in the system and, particularly, by a high efficiency of the pinning centres, as is generally the case in pnictide materials [17, 18, 22–25].

Here, we report on measurements of magneto-resistivity and magnetic susceptibilities, both dc and ac, performed on...
high-quality single crystals of Ba(Fe_{0.9}Co_{0.1})_2As_2, Fe_{1−x}Co_x is indeed among the most investigated chemical substitutions leading to superconductivity both in the 122 and other (e.g., 1111) families [26–28]. Our results strongly hint at the scenario of a vortex–glass phase transition. Remarkably, the results obtained from ac susceptibility are analysed within the Havriliak–Negami framework (i.e., a generalized formulation results obtained from first-harmonic magnetic ac susceptibility are in good agreement with what is deduced from magneto-resistivity. Finally, we show that the random disorder introduced by the Fe_{1−x}Co_x chemical substitution acts as quenched disorder for the vortices to a much lesser extent as compared to what was previously reported for cuprate superconductors such as Y_{1−x}Pr_xBa_2Cu_3O_{7−δ}.

2. Experimental details and main results

The measurements discussed in this paper, i.e., magneto-resistivity and magnetic susceptibilities (both dc and ac), were performed on two single crystals of Ba(Fe_{0.9}Co_{0.1})_2As_2 extracted from the same batch. The shape of both crystals is identical, namely a thin rectangular slab with the short dimension defining the crystallographic c-axis. Details about the crystal growth and characterization as a function of the Co content can be found in [29]. According to preliminary resistivity data (zero magnetic field), both samples are in conditions of almost-optimal electron doping [29].

2.1. Magneto-resistivity

Measurements of electrical resistivity (ρ) were performed as a function of T by means of a standard four-probe setup. The static magnetic field H was always applied at T = 35 K, namely far above the superconducting transition temperature T_c, and all the measurements were performed by slowly cooling down the crystal in field-cooled (FC) conditions. The direction of H was chosen perpendicular to the main face of the crystal, namely parallel to the crystallographic c-axis (similarly to the case of magnetic susceptibilities, see below). Data are shown in the inset of figure 1 up to H = 150 kOe.

The resistive transition of high-T_c superconductors is in general sizeably broadened by the increase of H [30–33]. This is due to dissipation effects associated with the motion of vortices, introducing an additional contribution ρ_{TF} to the resistivity even well inside the thermodynamic superconducting phase. The subscript ‘FF’ stands for ‘flux flow’ (see later in section 3). Due to the complex interplay of several factors such as the mutual repulsion among vortices, the low amount of thermal energy and the interaction with lattice defects acting like pinning centres, only in the low-T region do the fluxoids cease moving and turn into a ‘solid’ or ‘glassy’ flux phase (GFP) where irreversible magnetic phenomena occur [34]. On the other hand, typically, pinning is not effective in the high-T regime due to the increased contribution of thermal fluctuations. This latter region corresponds to the flux flow or ‘liquid’ flux phase (LFP), where the fluxoids are free to move, leading in turn to dissipation. It should be remarked that the actual extension of LFP is also strongly dependent on the amount of quantum fluctuations, for example, to the dimensionality of the system. Typically, quantum fluctuations are enhanced (together with the T width of LFP) in systems such as Bi_{2}Sr_{2}Ca_{2}Cu_{3}O_{10+δ}, where the very high values of γ reduce the dimensionality of the vortex system towards the limit D = 2 [2].

From the measurements reported in the inset of figure 1, one has access to the temperature value T^0_c(H) (or, equivalently, the field value H^0_c(T)) separating a true zero-resistance state, where vortices are not moving from a region where, still in the presence of a thermodynamic superconducting phase, ρ > 0 due to the motion of vortex lines. This way, the line T^0_c(H) separating liquid and solid states for the mixed Shubnikov phase is mapped out on the H − T phase diagram. Accordingly, T_g^0 was hereby defined for every H value as the T value where the experimental ρ versus T curves become indistinguishable from the experimental noise. In the current case of Ba(Fe_{0.9}Co_{0.1})_2As_2 single crystals, the resistive superconducting transition is progressively shifted to lower T values and broadened upon the increase of H. This result is in good quantitative agreement with previous results reported on similar crystals [25, 35]. It should be stressed that the T extension of the extra broadening due to the vortex motion is not as pronounced as in the case of, for example, 1111 compounds [36–39]. This is a clear indication of a smaller region in the H − T phase diagram of Ba(Fe_{0.9}Co_{0.1})_2As_2 where dissipative processes due to the motion of vortex lines arise. As deduced by means of magnetic ac susceptibility measurements (see the discussion below), the T^0_c(H) can be addressed as a line of thermodynamic critical points for the specific case of Ba(Fe_{0.9}Co_{0.1})_2As_2.
2.2. Magnetic dc susceptibility

Measurements of magnetic dc susceptibility $\chi_{dc}$ versus $T$ were performed by means of a vibrating sample magnetometer (VSM, Quantum Design) allowing us to apply polarizing static magnetic fields $H \leq 70$ kOe. The investigated single crystal has dimensions $2a = 1.7 \pm 0.025$ mm, $2b = 3.0 \pm 0.025$ mm and $2c = 0.05 \pm 0.025$ mm, with $H$ applied parallel to the crystallographic $c$-axis (within an accuracy of $\pm 1^\circ$), similarly to the case of the magneto-resistivity measurements discussed in section 2.1. The intrinsic (volume units) susceptibility $\chi_{dc}$ is obtained from the measured value $\chi_{dc}^m$ as [40]

$$\frac{1}{\chi_{dc}^i} = \frac{1}{\chi_{dc}^m} - 4\pi D_m,$$

(1)

where, for the considered geometry, the demagnetization factor is computed as $D_m \approx 0.95$ [41]. As an example, the demagnetization-corrected $\chi_{dc}^i$ data for a small magnetic field ($H = 5$ Oe) are reported in the main panel of figure 1 for zero-field-cooled (ZFC) and FC conditions. Our results display a fairly sharp diamagnetic transition followed by a flattening of the ZFC data at $-1/4\pi$, indicative of a full Meissner screening from the whole volume of the sample. For $H = 5$ Oe one can deduce $T_c = 22.5 \pm 0.1$ K from a double linear fitting procedure slightly above and below the diamagnetic onset [14].

2.3. Magnetic ac susceptibility

Measurements of magnetic ac susceptibility $\chi_{ac}$ were performed by means of a physical properties measurement system (PPMS, Quantum Design) allowing us to apply polarizing static magnetic fields $H \leq 90$ kOe. In addition to $H$, the investigated sample is subject to a magnetic field sinusoidally dependent on time $t$

$$H_{ac}(t) = H_{ac} \times e^{i\omega_m t},$$

(2)

where $\omega_m$ represents the angular frequency and, generally, $|H_{ac}| \ll |H|$. In the discussed measurements, the amplitude of the alternating magnetic field $H_{ac}$ was always kept fixed to 1 Oe while the frequency $\nu_m = \omega_m / 2\pi$ was swept between 10 and $10^3$ Hz. Both $H$ and $H_{ac}$ were applied parallel to the crystallographic $c$-axis (within an accuracy of $\pm 1^\circ$). The shape of the crystal is identical to the case of dc susceptibility measurements (see section 2.2) and, accordingly, the value for the demagnetization factor is again $D_m \approx 0.95$ in this geometry. The ac susceptometer allows one to measure the $t$-dependent magnetization per unit volume

$$M_{ac}(t) = M_{ac} \times e^{i\omega_m t(-\phi)}$$

(3)

induced by $H_{ac}(t)$ and thus allows one to resolve both the in-phase and out-of-phase components generally arising from the $T$- and $H$-dependent phase-shift factor $\phi$ [42]. A linear (first-harmonic) complex ac susceptibility $\chi_{ac}$ can be defined in terms of the Fourier transform of $M_{ac}(t)$ as [43]

$$\chi_{ac} = \chi_{ac}' - i\chi_{ac}'' = \frac{1}{2\pi H_{ac}} \times \int_0^{2\pi} M_{ac}(t)e^{-i\omega_m t} d(\omega_m t).$$

(4)

The real and imaginary components of $\chi_{ac}$ correspond to the in-phase and out-of-phase components of $M_{ac}(t)$ with respect to $H_{ac}(t)$, respectively. A measurement of the imaginary component of $\chi_{ac}$ gives direct access to the dissipation processes in the selected experimental conditions, i.e., values of the external parameters such as $T$ and $H$ [43].

The intrinsic susceptibility $\chi_{dc}$ is obtained from the measured value $\chi_{ac}^m$ by generalizing (1) for the complex case, where

$$\chi_{ac}^{i,m} = (\chi_{ac}^{i,m})' - i(\chi_{ac}^{i,m})''$$

(5)

for both quantities. Thus, one can write [44, 45]

$$(\chi_{ac}')' = \frac{(\chi_{ac}^{i,m})' - 4\pi D_m([(\chi_{ac}^{i,m})']^2 + [2(\chi_{ac}^{i,m})'']^2)}{[1 - 4\pi D_m(\chi_{ac}^{i,m})']^2 + [4\pi D_m(\chi_{ac}^{i,m})'']^2}$$

(6)

and

$$(\chi_{ac}'')' = \frac{(\chi_{ac}^{i,m}'') - 4\pi D_m(\chi_{ac}^{i,m})']^2 + [4\pi D_m(\chi_{ac}^{i,m})''^2]}{[1 - 4\pi D_m(\chi_{ac}^{i,m})']^2 + [4\pi D_m(\chi_{ac}^{i,m})'']^2}$$

(volume units are assumed). In the following, only the demagnetization-corrected $\chi_{ac}$ data are considered and the superscript $i$ is dropped from now on for the sake of clarity.

2.3.1. Isothermal $\chi_{ac}$ versus $\nu_m$ scans. Measurements of $\chi_{ac}$ are a powerful tool in order to investigate the low-frequency properties of the vortex motion in high-$T_c$ superconductors [46]. As is recalled in detail in section 3, exploring the dynamic features of the penetration of the magnetic flux inside type-II superconductors gives access to detailed information about the dynamics of vortices in the crossover between LFP and GFP.

The most straightforward way to investigate the properties of magnetic relaxation by means of measurements of ac susceptibility is to perform scans as a function of $\nu_m$ at fixed values of both $H$ and $T$. From the shape of both the real and imaginary components of the measured susceptibility one can derive the number $j$ of the main channels for the magnetic relaxation and the values (and distribution) for the relative characteristic correlation times $\tau_j$. Frequency scans in an external static field of $H = 90$ kOe are presented in figure 2. The single well-defined maximum displayed in the absorptive (i.e., imaginary) profile for each $T$ value gives a clear indication of a single main relaxation channel, namely $j = 1$ (the subscript $j$ will be dropped from now on). Accordingly, it is possible to define $\tau_p = 1/\omega_p$ as the main correlation time for the relaxation, where $\omega_p = 2\pi \nu_p$ is the value for the angular frequency corresponding to the maximum in $\chi_{ac}'$. On the other hand, the absolute slope values measured by plotting $\chi_{ac}'$ versus $\nu_m$ in a log-log plot (see the inset of figure 2) are smaller than 1, giving a qualitative indication of a small distribution of correlation times around the main value $\tau_p$ [47]. These considerations are examined in depth in section 3 when discussing the results in terms of Cole–Cole plots and of the Havriliak–Negami framework.
Such frequency scans have been repeated at different values of \((H, T)\) in order to have access to the relative \(H\) and \(T\) dependences of \(\tau_p\). In the current case, we performed our measurements for \(H \leq 90\) kOe always in FC conditions. The data reported in the main panel of figure 2 for \(H = 90\) kOe are qualitatively representative of our results for all the other investigated \(H\) values. On a quantitative level, \(\tau_p\) for the observed dynamic magnetic processes increases with decreasing \(T\), a feature clearly indicative of a slowing-down process. As will be justified and discussed later in the text, such magnetic relaxation should be associated with the critical slowing-down of the vortices in their transition from LFP to GFP.

2.3.2. \(\chi_{ac}\) versus \(T\) scans at fixed \(v_m\). Insights into the dynamic features of the magnetic relaxation and on the motion of vortices can also be obtained from \(\chi_{ac}\) versus \(T\) scans at fixed \(v_m\). Measurements were performed by slowly warming the sample after a FC procedure across \(T_c\). Figure 3 shows representative results for these \(T\) scans, namely a step-like diamagnetic response of the real part of \(\chi_{ac}\), whose position is strongly dependent on the value of \(H\). Remarkably, small values for the transition width \(\Delta \sim 0.2\) K are detected independently of the value of \(H\) (see the inset of figure 3). In correspondence with the sharp drop of \(\chi_{ac}'\), the imaginary component \(\chi_{ac}''\) displays a single bell-shaped contribution peaked around a temperature value of \(T_c\), also common to the maximum in \(d\chi_{ac}'/dT\) (see the inset of figure 3 and [17]). It should be stressed that the strong \(H\) dependence is by far more pronounced than in the case of dc susceptibility. This result is in qualitative agreement with similar results obtained on high-\(T_c\) superconductors [17, 18, 32, 48, 49] and it confirms that measurements of \(\chi_{ac}\) are in general not sensitive to \(H_{c2}\) when a polarizing magnetic field \(H\) is applied [48]. The sharp drop of \(\chi_{ac}'\) indeed defines the crossover between GFP and LFP of vortices separating regions inside the thermodynamic superconducting phase where dissipative processes associated with the motion of vortex lines take place or not. In fact, only deep into the GFP is the superconductor still able to effectivley shield external alternating magnetic fields [50, 51], as confirmed for the current sample by the low-\(T\) saturation value \(\chi_{ac}' = -1/4\pi\), which is independent of \(H\) [17, 18, 32, 48, 49].

Due to the remarkably sharp transition width \(\Delta\), the current sample is an optimal playground for investigating the intrinsic features of the superconducting phase and of the motion of the vortex lines. Details of the vortex dynamics are indeed accessed by repeating \(\chi_{ac}\) versus \(T\) scans at a fixed \(H\) and at different \(v_m\). Following the framework of magnetic relaxation already presented for isothermal \(\chi_{ac}\) versus \(v_m\) scans, it is clear that also the peaks in figure 3 arise from the matching of \(\omega_m\) to the inverse characteristic correlation time \(1/\tau_c\) [17, 18, 32, 52]. Similarly to what is also reported in the literature in the case of cuprate superconductors [48], a weak dependence of \(T_{c}\) on \(\omega_m\) has been detected even at the nominal \(H = 0\) Oe value (in the present sample, the variation of \(T_{c}\) at \(H = 0\) Oe over the entire range of \(\omega_m\) is less than 0.05 K). Nevertheless, such an effect should be considered as spurious, mainly due to strong demagnetization effects possibly enhancing the sum of both \(H_{ac}\) and any residual component of \(H\) to effective values close to the lower critical field \(H_{c1}\).

Summarizing, the investigation of the penetration of magnetic flux and its dynamic properties inside type-II superconductors is equivalent to the investigation of the features of the motion of vortices in their interplay with thermal energies and structural defects of the material. The peak value of \(\chi_{ac}'\) allows one to directly access the main...
Figure 4. Cole–Cole plots for the isothermal $\chi_{ac}$ versus $\nu_m$ scans at different ($H, T$) values. Lines have been drawn according to the different relaxation models described in the text. Scans at different $T$ values collapse on single curves for each $H$ value ($H \geq 10$ kOe). The collapse is no longer well verified at $H = 250$ Oe (see text).

correlation time $\tau_p$ at a fixed value of $(H, T)$ in the case of isothermal $\chi_{ac}$ versus $\nu_m$ scans. Analogously, in the case of $\chi_{ac}$ versus $T$ scans at fixed $\omega_m$, from the peak value of $\chi_{ac}''$, one defines the temperature $T_p$ where the characteristic correlation time $\tau$ matches the inverse frequency, namely $\tau = 1/\omega_m$. In the current case of one single correlation time for the investigated dynamic process, the two respective outputs $\tau_p(H, T)$ and $T_p(H, \tau)$ are equivalent.

3. Analysis

The response of high-$T_C$ superconductors to an ac magnetic field has been investigated in detail in the literature from both the theoretical and experimental points of view. In particular, the origin of the peak in the absorptive component of susceptibility has triggered great attention. Generally, all the proposed models consider the crossover between conditions where the external magnetic flux does or does not penetrate the sample (e.g., high- and low-$T_C$, respectively) as the origin of the bell-shape of $\chi_{ac}''$ [43, 50–55]. For instance, inside the LFP and under the conditions of thermally activated flux flow (TAFF), the peak originates once the frequency-dependent skin-depth matches the typical dimensions $d$ of the sample [52]. One can show that the following functional form holds for the magnetic ac susceptibility, where $\nu = d/\delta$ and $2u = \nu(1 + i)$. It is interesting to consider the explicit expression for the frequency-dependent skin-depth in terms of the contribution $\rho_{FF}$ to the electrical resistivity coming from the liquid (flux-flow) state of vortices, with $c$ being the speed of light (see also figure 1 and the discussion in section 2.1). Equivalently, one can refer to the flux-flow diffusion constant $D_{FF}$ (hence the reference to ‘diffusive model’ in figure 4). In the vicinity of the crossover between LFP and GFP for type-II superconductors, $D_{FF}$ is crucially influenced by the depinning of flux lines, whose typical correlation time $\tau$ satisfies the general relation following the typical activated-like trend of $\rho$ in the flux-flow regime. It turns out that the maximum of $\chi_{ac}''$ occurs at frequencies such that $\omega_m \sim 1/\tau$ [52]. Accordingly, the depinning energy barriers $U_0$ governing the $T$ dependence of $\tau$ can be derived via ac susceptibility measurements.

3.1. Isothermal $\chi_{ac}$ versus $\nu_m$ scans. Cole–Cole plots and models for $\chi_{ac}$

A summary of our isothermal $\chi_{ac}$ versus $\nu_m$ scans at different values of $H$ is reported in figure 4 (see also figure 2).
The data are presented following the canonical Cole–Cole representation, namely $\chi''_{ac}$ versus $\chi'''_{ac}$ with $v_m$ as the implicit variable [56–58]. As is clearly shown in the case of $H = 90$ kOe, the diffusive model for the magnetic ac susceptibility (see (7)) does not describe our current data. Remarkably, it is apparent that our data are much more similar to a conventional Debye-like semi-circle on the Cole–Cole plot. This is quite unusual, since the Cole–Cole plot for first-harmonic $\chi_{ac}$ of high-$T_c$ superconductors is typically much more distorted, also according to the diffusive model discussed above [55, 59, 60]. However, some slight degree of distortion from the ideal case is indeed detected, possibly arising from a narrow distribution of correlation times, in agreement with the qualitative considerations in the inset of figure 2. A phenomenological way to take this distribution into account is to consider the so-called Havriliak–Negami relaxation function within the Casimir–Du Pée approximation [58, 61–63]

$$\chi_{ac} = \chi_0 + \frac{\chi_{\infty} - \chi_0}{1 + (\omega \tau)^\alpha}.$$  
(10)

Here, the two phenomenological exponents $\alpha$ and $\beta$ allow one to properly tune the height of the maximum of $\chi''_{ac}$ and the skewness in the Cole–Cole plot, respectively. For $\alpha = 1$ one typically refers to the Davidson–Cole formalism, while in the case $\alpha = 1$ and $\beta = 1$ one deals with the standard Debye relaxation. From a comparison with the main panel of figure 2 one has

$$\chi_0 = 0 \quad \text{and} \quad \chi_{\infty} = -\frac{1}{4\pi},$$  
(11)

assuming that the considered $T$ range is well below the thermodynamic $T_c(H)$.

As already anticipated in the main panel of figure 2, the Davidson–Cole framework correctly fits our data for high-$H$ values ($\beta = 0.88$). It is shown in figure 4 that the same result applies well for $H > 10$ kOe, while for $H \leq 10$ kOe some degree of skewness should be introduced via the exponent $\alpha$ (this exponent increasing with decreasing $H$). It should also be remarked that our data at different $T$ values always collapse onto a well-defined curve with the exception of the data at $H = 250$ Oe. The reason is that the crossover between LFP and GFP comes closer and closer to $T_c$ at low $H$ so that the diamagnetic susceptibility is not fully saturated yet for all the investigated $T$ values. Namely, the condition $\chi_{\infty} = -1/4\pi$ expressed in (11) no longer holds at too low $H$ values.

3.2. Critical divergence of correlation time

Further insight into the $T$ dependence of the correlation time $\tau$ can be achieved from the analysis of $\chi_{ac}$ versus $T$ scans (see section 2.3). First, let us consider only the dependence of $T_p$ on $\omega_m$. If the degree of quenched disorder in the system is sizeable and, correspondingly, the density of pinning centres is high, thermally activated processes are the leading mechanisms in driving the dynamic relaxation of the fluxoids. This results in a logarithmic dependence [17, 18, 48, 64]

$$\frac{1}{T_p(\omega_m)} = -\frac{k_B}{U_0} \times \ln \left(\frac{\omega_m}{\omega_0}\right),$$  
(12)

governed by the depinning energy barrier $U_0$ already introduced in (9). Here, $k_B = 1.38 \times 10^{-16}$ erg K$^{-1}$ represents the Boltzmann constant. However, this expression is not a good choice in order to describe our data for the current single crystals of Ba(Fe$_{0.9}$Co$_{0.1}$)$_2$As$_2$, as is shown in figure 5 for the two limiting cases $H = 250$ Oe and 90 kOe. The deviation from the dashed line, representing the expected trend according to (12), is particularly evident for $H = 250$ Oe. The effect is still present at $H = 90$ kOe, even if less pronounced (see the inset of figure 5).

A different approach in order to describe our experimental data comes from the theory of phase transitions and of critical phenomena [65]. By focusing on the case of a clean superconducting system in the limit of weak disorder, opposite to what has been considered above, the lower concentration of pinning centres makes the interaction among vortices drive the magnetic relaxation. This allows the detection of a scaling critical behaviour associated with a thermodynamic phase transition for the flux lines between LFP and GFP. The fingerprint of criticality is the appearance of power-law functional forms describing the trend of physical quantities as a function of some reduced variable quantifying the distance of the system from the critical point [65]. With reference to the model discussed in [1, 47], one can assume that the transition of vortices from LFP to GFP occurs at a critical value $T_g$ dependent on the value of $H$. Values of $T_g(H)$ then define the vortex–glass melting line, equivalently referred to as $H_g(T)$. From dynamic scaling considerations the following relation can be derived for the reduced temperature $t_g(\omega_m)$ [1, 47, 66]

$$t_g(\omega_m) \equiv \frac{T_p(\omega_m) - T_g}{T_g},$$  
(13)

where the superscript $\chi$ stresses that the estimate was performed starting from susceptibility data. The parameter $\omega_0$ in this expression is a microscopic characteristic angular
frequency with typical values in the THz range [47]. For the critical exponent the relation  \( s = \nu(z + 2 - D) \) holds, where the dimensionality of the vortex system is indicated by \( D \), while \( z \) and \( \nu \) are the dynamic and the static critical exponents for the vortex glass, respectively. It should be remarked that this approach is the same as the one employed in the case of magnetic spin glasses even if, in that case, the relation holding for the critical exponent is \( s_{SG} = vz \) [67, 68].

Our data have been examined according to this model and, in particular, to (13). A representative \( \delta_g \) versus \( \nu_m \) curve has been plotted in figure 6 after a proper selection of \( T_g^* \) (for \( H = 250 \) Oe). The accuracy associated with the association of the \( T_g^* \) is \( \sim 0.02 \) K. This high precision in the estimate of \( T_g^* \) allows us to strongly reduce the mutual statistical dependence among the parameters \( s \) and \( \nu_0 \) when fitting the experimental data to (13). Due to the tiny variation of the absolute values of \( T_p \) upon varying \( \nu_m \), the fitting procedure gives access to physical quantities along \( H_g^* \) (\( T \)). It is clear that our results for the current single crystal unambiguously reveal a scaling behaviour rather than a logarithmic one.

As further check of the scenario outlined above, we considered the functional form for the \( \chi_{ac} \) susceptibility derived within the Havriliak–Negami relaxation framework (see (10)) and tried to reproduce the \( T \) dependence of \( \chi_{ac}^\prime \) at fixed \( \nu_m \) by describing the \( T \) dependence of the correlation time \( \tau \). In particular, an expression for critically slowing-down processes can be written as

\[
\tau(T) = \tau_0 \times \left( \frac{T - T_g^*}{T_g^*} \right)^{-\nu s} = \tau_0 \times \delta_g^{-\nu s}.
\]

The substitution of (14) into (10) gives rise to the solid curves displayed in the inset of figure 6, where our data are reported at the fixed representative field value \( H = 90 \) kOe and for different values of \( \nu_m \). The agreement with our experimental data is rather good. In general, the quality of the simulation increases with increasing \( \nu_m \). At the same time, the quality of fitting is worse on the low-\( T \) side of the peaks, while the peak region and the high-\( T \) side are well reproduced. The low-\( T \) discrepancy may arise from nonlinear effects likely appearing extremely close to \( T_g^* \) and giving a sizeable extra contribution to the absorption [43, 69–73]. However, it should be stressed that the position of the peaks is always reproduced well by the simulated curve. Moreover, and most importantly, the curves are not individually fitted but the considered set of fitting parameters is fixed once \( H \) is fixed. In particular, both \( \tau_0 = 1/\nu_0 \) and \( T_g^* \) were chosen after fitting the data presented in the main panel of figure 6 according to (13) (the actual values for the resulting parameters are presented and discussed in section 4). The critical exponent \( s' \) was the only parameter which was left as a free variable, and which is allowed to be different from \( s \) obtained from (13).

Remarkably, one finds \( s(H) = s'(H) \) as output for every \( H \) value. Accordingly, \( s' = [\nu(z + 2 - D)] \).

4. Discussion. \( H-T \) phase diagram

As discussed in the previous sections, the most important output of our measurements is the estimate of the critical temperature \( T_g(H) \) (or, equivalently, \( H_g(T) \)) for the liquid-glass transition of vortices. The \( H_g^* \) (\( T \)) values obtained from ac susceptibility measurements are plotted in figure 7. Our data for \( H_g^* \) agree well with previous results obtained for Ba\((\text{Fe}_{1-x}\text{Co}_x)_{2}\text{As}_2\) via dc magnetometry [23]. The relative \( T \) trend can be fitted by a power-law-like function \( H_g^* \propto \left[ T_g(0) - T_g^* \right]^\zeta \), where \( \zeta = 1.30 \pm 0.05 \) (see the solid blue line in figure 7), in excellent agreement with the expected result \( \zeta = 4/3 \) for the vortex–glass model for \( D = 3 \) and with previous reports, for example, on \( \text{YBa}_2\text{Cu}_3\text{O}_{7-\delta} \) and other cuprate superconductors [1, 2, 75]. A similar value for the exponent \( \zeta \) was reported recently in hole-doped 122
systems [21]. It should be remarked that the value $\zeta = 4/3$ is also in agreement with the typical findings for the so-called De Almeida–Thouless line in magnetic spin glasses [67].

In order to further stress the robustness of our analysis of ac susceptibility measurements, we plot a comparison with the $H_s^c(T)$ values obtained from magneto-resistivity (see section 2.1) in the inset of figure 7, showing a very good agreement among the two sets of data. The results for $T_g^c$ (H) are complemented in figure 7 by the T dependence of $H_s^c$ derived from measurements of dc magnetization at different H values (see section 2.2). A slope value $-2.50 \pm 0.05$ T K$^{-1}$ is derived for this latter quantity, in perfect agreement with previous reports on Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ [35].

Concerning the other parameters obtained from the analysis of our ac susceptibility data, the frequency $\nu_0$ shows values $\sim 10^{13}$–$10^{15}$ Hz, slightly higher than other reports in the literature [47]. On the other hand, the critical exponent $s \sim 4$–7 is in close agreement with previous reports on cuprate compounds such as YBa$_2$Cu$_3$O$_7$ and Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$, where values $\sim 6$–8 are reported [4, 47, 75, 76].

The detection of a low level of quenched disorder in the system is crucial in order to check for the reliability of the scenario depicted above. In order to get further information about this point, we quantified the contribution of quantum fluctuations in comparison to thermal fluctuations along the melting line. It should be stressed that, as suggested in [74], the amount of quantum fluctuations is generally enhanced by the quenched disorder so that, accordingly, the detection of a low contribution of quantum fluctuations can be considered as strong evidence of a low degree of disorder. The estimate can be obtained by means of the function [74]

$$q(t) = \Pi_0(t) \times \frac{\beta_{th}}{Gt[H_g(t)]},$$

(15)

Here, $t \equiv T/T_c(0)$ and $\beta_{th} = 5.6$. For the field-dependent Ginzburg number evaluated along the melting line the expression [74]

$$Gt[H_g(t)] = \frac{\pi H_s^c(t)}{\Phi_0 H_s^c(0)} \times \left[ \frac{k_B T_c(0)}{\Phi_0} \right]^{2}$$

(16)

holds, where $H_s^c(t) \simeq 5.5 \times 10^5$ Oe at zero T [35] and $\lambda_{ab}(0)$ is the in-plane penetration depth at zero T. $\mu^+$-spin spectroscopy measurements on Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ across the phase diagram yield the value $\lambda_{ab}(0) \simeq 180$ nm for the sample whose $T_c(0)$ value matches our findings [77]. The function $\Pi_0(t)$ can be expressed in terms of the Lindemann number

$$\Pi_0(t) = \left\{ \frac{\lambda^2}{1-t} \times \frac{G(t)}{4\beta_{th} \lambda_{1}^{2}} \right\}^{-1/2}$$

(17)

The resulting $T$ dependence of q is presented in figure 8. Remarkably, the degree of quantum fluctuations in Ba(Fe$_{0.9}$Co$_{0.1}$)$_2$As$_2$ is relatively low, as it is deduced from a comparison with, for example, Y$_{1-x}$Pr$_x$Ba$_2$Cu$_3$O$_{7+\delta}$ (see figure 3 in [74]). The same data have been reproduced in figure 8 in a comparable range of substitution values $x \leq 0.1$. In the case of Y$_{1-x}$Pr$_x$Ba$_2$Cu$_3$O$_{7-\delta}$, a non-negligible substitution value of $x = 0.1$ results in sizeably increased q values if compared to YBa$_2$Cu$_3$O$_{7-\delta}$ in the clean limit [74]. By quantitatively comparing the results for Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ with those for Y$_{1-x}$Pr$_x$Ba$_2$Cu$_3$O$_{7-\delta}$ one realizes that in our case an identical amount of chemical Fe$_{1-x}$Co$_x$ substitution ($x = 0.1$) does not substantially increase the amount of quantum fluctuations (see figure 8). Thus, it can be concluded that the random disorder introduced by Fe$_{1-x}$Co$_x$ doping does not introduce any appreciable quenched disorder for the vortex phase in Ba(Fe$_{0.9}$Co$_{0.1}$)$_2$As$_2$. These favourable conditions give strong hints towards the robustness of the analysis depicted above.

5. Conclusions

In summary, the high quality of the investigated single crystals of superconducting Ba(Fe$_{0.9}$Co$_{0.1}$)$_2$As$_2$ allows us to evidence a critical behaviour associated with the phase transition of vortex lines from liquid to glassy states by means of magneto-resistivity and magnetic ac susceptibility measurements. Remarkably, the diffusive model does not reproduce the frequency dependence of both the real and imaginary components of the ac magnetic susceptibility. Instead, a generalized Debye-relaxation model (Havriliak–Negami framework) is employed in order to correctly reproduce the experimental data. Both frequency- and temperature-dependent scans are analysed according to this approach. The critically divergent temperature dependence of the correlation time for vortices confirms that the crossover between the liquid and the glassy regions of flux lines should be considered as a phase transition. Accordingly, the values for the critical
glass temperature and the critical glass exponent are derived. At variance with what was previously reported for cuprate glass temperature and the critical glass exponent are derived. J. Phys.: Condens. Matter

1 the random disorder introduced by the Fe_{1−x},Cu_{x}O_{7−δ} chemical substitution is found to introduce a relatively low degree of quenched disorder for the vortex phase. Overall, our results open the way to a more detailed investigation of the physics of quenched disorder for the vortex phase. Overall, our results could be an extremely interesting study in the particular, could be an extremely interesting study in the future.
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