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Abstract

For languages with no annotated resources, unsupervised transfer of natural language processing models such as named-entity recognition (NER) from resource-rich languages would be an appealing capability. However, differences in words and word order across languages make it a challenging problem. To improve mapping of lexical items across languages, we propose a method that finds translations based on bilingual word embeddings. To improve robustness to word order differences, we propose to use self-attention, which allows for a degree of flexibility with respect to word order. We demonstrate that these methods achieve state-of-the-art or competitive NER performance on commonly tested languages under a cross-lingual setting, with much lower resource requirements than past approaches. We also evaluate the challenges of applying these methods to Uyghur, a low-resource language.

1 Introduction

Named entity recognition (NER), the task of detecting and classifying named entities from text into a few predefined categories such as people, locations or organizations, has seen the state-of-the-art greatly advanced by the introduction of neural architectures (Collobert et al., 2011; Huang et al., 2015; Chiu and Nichols, 2016; Lample et al., 2016; Yang et al., 2016; Ma and Hovy, 2016; Peters et al., 2017; Liu et al., 2018; Peters et al., 2018). However, the success of these methods is highly dependent on a reasonably large amount of annotated training data, and thus it remains a challenge to apply these models to languages with limited amounts of labeled data. Cross-lingual NER attempts to address this challenge by transferring knowledge from a high-resource source language with abundant entity labels to a low-resource target language with few or no labels. Specifically, in this paper we attempt to tackle the extreme scenario of unsupervised transfer, where no labeled data is available in the target language. Within this paradigm, there are two major challenges to tackle: how to effectively perform lexical mapping between the languages, and how to address word order differences.

To cope with the first challenge of lexical mapping, a number of methods use parallel corpora to project annotations between languages through word alignment (Ehrmann et al., 2011; Kim et al., 2012; Wang and Manning, 2014; Ni et al., 2017). Since parallel corpora may not be always available, Mayhew et al. (2017) proposed a “cheap translation” approach that uses a bilingual dictionary to perform word-level translation. The above approaches provide a reasonable proxy for the actual labeled training data, largely because the words that participate in entities can be translated relatively reliably given extensive parallel dictionaries or corpora (e.g., with 1 million word pairs or sentences). Additionally, as a side benefit of having explicitly translated words, models can directly exploit features extracted from the surface forms (e.g. through character-level neural feature extractors), which has proven essential for high accuracy in the monolingual scenario (Ma and Hovy, 2016). However, these methods are largely predicated on the availability of large-scale parallel resources, and thus, their applicability to low-resource languages is limited.

In contrast, it is also possible to learn lexical mappings through bilingual word embeddings (BWE). These bilingual embeddings can be obtained by using a small dictionary to project two sets of embeddings into a consistent space (Mikolov et al., 2013a; Faruqui and Dyer,
or even in an entirely unsupervised manner using adversarial training or identical character strings (Zhang et al., 2017; Artetxe et al., 2017; Lample et al., 2018). Many approaches in the past have leveraged the shared embedding space for cross-lingual applications (Guo et al., 2015; Ammar et al., 2016b; Zhang et al., 2016; Fang and Cohn, 2017), including NER (Bharadwaj et al., 2016; Ni et al., 2017). The minimal dependency on parallel resources makes the embedding-based method much more suitable for low-resource languages. However, since different languages have different linguistic properties, it is hard, if not impossible, to align the two embedding spaces perfectly (see Figure 1). Meanwhile, because surface forms are not available, character-level features cannot be used, resulting in reduced tagging accuracy (as demonstrated in our experiments).

To address the above issues, we propose a new lexical mapping approach that combines the advantages of both discrete dictionary-based methods and continuous embedding-based methods. Specifically, we first project embeddings of different languages into the shared BWE space, then learn discrete word translations by looking for nearest neighbors in this projected space, and finally train a model on the translated data. This allows our method to inherit the benefits of both embedding-based and dictionary-based methods: its resource requirements are low as in the former, but it suffers less from misalignment of the embedding spaces and has access to character-level information like the latter.

Turning to differences in word ordering, to our knowledge there are no methods that explicitly deal with this problem in unsupervised cross-lingual transfer for NER. Our second contribution is a method to alleviate this issue by incorporating an order-invariant self-attention mechanism (Vaswani et al., 2017; Lin et al., 2017) into our neural architecture. Self-attention allows re-ordering of information within a particular encoded sequence, which makes it possible to account for word order differences between the source and the target languages.

In our experiments, we start with models trained in English as the source language on the CoNLL 2002 and 2003 datasets and transfer them into Spanish, Dutch, and German as the target languages. Our approach obtains new state-of-the-art cross-lingual results in Spanish and Dutch, and competitive results in German, even without a dictionary, completely removing the need for resources such as Wikipedia and parallel corpora. Next, we transfer English using the same approach into Uyghur, a truly low-resource language. With significantly fewer cross-lingual resources, our approach can still perform competitively with previous best results.

2 Approach
We establish our problem setting (§2.1), then present our methods in detail (§2.2), and provide some additional motivation (§2.3).

2.1 Problem Setting
NER takes a sentence as the input and outputs a sequence of labels corresponding to the named entity categories of the words in the sentence, such as location, organization, person, or none. In standard supervised NER, we are provided with a labeled corpus of sentences in the target language along with tags indicating which spans correspond to entities of each type.

As noted in the introduction, we study the problem of unsupervised cross-lingual NER: given labeled training data only in a separate source language, we aim to learn a model that is able to perform NER in the target language. This transfer can be performed using a variety of resources, including parallel corpora (Täckström et al., 2012; Ni et al., 2017), Wikipedia (Nothman et al., 2013), and large dictionaries (Ni et al., 2017; Mayhew et al., 2017). In this work, we limit ourselves to a setting where we have the following resources, making us comparable to other methods such as Mayhew et al. (2017) and Ni et al. (2017):

- Labeled training data in the source language.
- Monolingual corpora in both source and target languages.
- A dictionary, either a small pre-existing one, or one induced by unsupervised methods.

2.2 Method
Our method follows the process below:
1. Train separate word embeddings using monolingual corpora using standard embedding training methods (§2.2.1).
2. Project word embeddings in the two languages into a shared embedding space by optimizing...
the word embedding alignment using the given dictionary (§2.2.2).

3. For each word in the source language training data, translate it by finding its nearest neighbor in the shared embedding space (§2.2.3).

4. Train an NER model using the translated words along with the named entity tags from the English corpus (§2.2.4).

We consider each in detail.

2.2.1 Learning Monolingual Embeddings

Given text in the source and target language, we first independently learn word embedding matrices \(X\) and \(Y\) in the source and target languages respectively. These embeddings can be learned on monolingual text in both languages with any of the myriad of word embedding methods (Mikolov et al., 2013b; Pennington et al., 2014; Bojanowski et al., 2017).

2.2.2 Learning Bilingual Embeddings

Next, we learn a cross-lingual projection of \(X\) and \(Y\) into a shared space. Assume we are given a dictionary \(\{x_i, y_i\}_{i=1}^D\), where \(x_i\) and \(y_i\) denote the embeddings of a word pair. Let \(X_D = [x_1, x_2, \cdots, x_D]^\top\) and \(Y_D = [y_1, y_2, \cdots, y_D]^\top\) denote two embedding matrices consisting of word pairs from the dictionary.

Following previous work (Zhang et al., 2016; Artetxe et al., 2016; Smith et al., 2017), we optimize the following objective:

\[
\min_W \sum_{i=1}^D \|Wx_i - y_i\|^2 \quad \text{s.t.} \quad WW^\top = I,
\]

where \(W\) is a square parameter matrix. This objective can be further simplified as

\[
\max_W \text{Tr}(XDY_D^\top) \quad \text{s.t.} \quad WW^\top = I.
\]

Here, the transformation matrix \(W\) is constrained to be orthogonal so that the dot product similarity of words is invariant with respect to the transformation both within and across languages.

To optimize the above objective (the Procrustes problem), we decompose the matrix \(Y_D^\top X_D\) using singular value decomposition. Let the results be \(Y_D^\top X_D = U \sum V^\top\), then \(W = UV^\top\) gives the exact solution. We define the similarity matrix between \(X\) and \(Y\) to be \(S = YWX^\top = YU(XV)^\top\), where each column contains the cosine similarity between source word \(x_i\) and all target words \(y_i\). We can then define \(X' = XV\) and \(Y' = YU\), which are \(X\) and \(Y\) transformed into a shared embedding space.

To refine the alignment in this shared space further, we iteratively perform a self-learning refinement step \(k\) times by:

1. Using the aligned embeddings to generate a new dictionary that consists of mutual nearest neighbors obtained using the same metric as introduced below.

2. Solving the Procrustes problem based on the newly generated dictionary to get a new set of bilingual embeddings.

The bilingual embeddings at the end of the \(k\)th step, \(X'_k\) and \(Y'_k\), will be used to perform translation.

2.2.3 Learning Word Translations

To learn actual word translations, we next proceed to perform nearest-neighbor search in the

\(^5\)We use \(k = 3\) in this paper.
common space. Instead of using a common distance metric such as cosine similarity, we adopt the cross-domain similarity local scaling (CSLS) metric (Lample et al., 2018), which is designed to address the hubness problem common to the shared embedding space (Dinu and Baroni, 2014). Specifically,

\[ \text{CSLS}(x_i, y_j) = 2 \cos(x_i, y_j) - r_T(x_i) - r_S(y_j) \]

where \( r_T(x_i) = \frac{1}{K} \sum_{y_t \in N_T(x_i)} \cos(x_i, y_t) \) denotes the mean cosine similarity between \( x_i \) and its \( K \) neighbors \( y_t \). Using this metric, we find translations for each source word \( s \) by selecting target word \( \hat{t}_s \) where \( \hat{t}_s = \arg \max_t \text{CSLS}(x_s, y_t) \).

### 2.2.4 Training the NER Model
Finally, we translate the entire English NER training data into the target language by taking English sentences \( S = s_1, s_2, ..., s_n \) and translating them into target sentences \( \hat{T} = \hat{t}_1, \hat{t}_2, ..., \hat{t}_n \). The label of each English word is copied to be the label of the target word. We can then train an NER model directly using the translated data. Notably, because the model has access to the surface forms of the target sentences, it can use the character sequences of the target language as part of its input.

During learning, all word embeddings are normalized to lie on the unit ball, allowing every training pair an equal contribution to the objective and improving word translation accuracy (Artetxe et al., 2016). When training the NER model, however, we do not normalize the word embeddings, because preliminary experiments showed the original unnormalized embeddings gave superior results. We suspect this is due to frequency information conveyed by vector length, an important signal for NER. (Named entities appear less frequently in the monolingual corpus.)

### 2.3 Discussion
Figure 1 shows an example of the embeddings and translations learned with our approach trained on Spanish and English data from the experiments (see §4 for more details). As shown in the figure, there is usually a noticeable difference between the word embeddings of a word pair in different languages, which is inevitable because different languages have distinct traits and different monolingual data, and as a result it is intrinsically hard to learn a perfect alignment. This indicates that models trained directly on data using the source embeddings may not generalize well to the slightly different embeddings of the target language.

Instead of directly modeling the shared embedding space (Guo et al., 2015; Zhang et al., 2016; Fang and Cohn, 2017; Ni et al., 2017), we leverage the shared embedding space for word translation. As shown in Figure 1, unaligned word pairs can still be translated correctly with our method, as the embeddings are still closer to the correct translations than the closest incorrect one.

### 3 NER Model Architecture
We describe the model we use to perform NER. We will first describe the basic hierarchical neural CRF tagging model (Lample et al., 2016; Ma and Hovy, 2016; Yang et al., 2016), and introduce the self-attention mechanism that we propose to deal with divergence of word order.

#### 3.1 Hierarchical Neural CRF
The hierarchical CRF model consists of three components: a character-level neural network, either an RNN or a CNN, that allows the model to capture subword information, such as morphological variations and capitalization patterns; a word-level neural network, usually an RNN, that consumes word representations and produces context
sensitive hidden representations for each word; and a linear-chain CRF layer that models the dependency between labels and performs inference.

In this paper, we closely follow the architecture proposed by Lample et al. (2016), and use bi-directional LSTMs for both the character level and word level neural networks. Specifically, given an input sequence of words \((w_1, w_2, ..., w_n)\), and each word’s corresponding character sequence, the model first produces a representation for each word, \(x_i\), by concatenating its character representation with its word embedding. Subsequently, the word representations of the input sequence \((x_1, x_2, \cdots, x_n)\) are fed into a word level Bi-LSTM, which models the contextual dependency within each sentence and outputs a sequence of context sensitive hidden representations \((h_1, h_2, \cdots, h_n)\). A CRF layer is then applied on top of the word level LSTM and takes in as its input the sequence of hidden representations \((h_1, h_2, \cdots, h_n)\), and defines the joint distribution of all possible output label sequences. The Viterbi algorithm is used during decoding.

### 3.2 Self-Attention

The training-time inputs to our model are in essence corrupted sentences from the target language (e.g., Spanish), which have a different order from natural target sentences. We propose to alleviate this problem by adding a self-attention layer (Vaswani et al., 2017) on top of the word-level Bi-LSTM. Self-attention provides each word with a context feature vector based on all the words of a sentence. As the context vectors are obtained irrespective of the words’ positions in a sentence, at test time, the model is more likely to see vectors similar to those seen at training time, which we posit introduces a level of flexibility with respect to the word order, and thus may allow for better generalization.

Let \(H = [h_1, h_2, \cdots, h_n]^\top\) be a sequence of word-level hidden representations. We apply a single layer MLP on \(H\) to obtain the queries \(Q\) and keys \(K = \tanh(HW + b)\), where \(W \in \mathbb{R}^{d \times d}\) is a parameter matrix and \(b \in \mathbb{R}^d\) is a bias term, with \(d\) being the hidden state size. The output of attention layer is defined as:

\[
H' = \text{softmax}(QK^\top) \odot (E - I)H
\]

\[
= [h_1^a, h_2^a, ..., h_n^a]^\top
\]

where \(I\) is an identity matrix and \(E\) is an all-one matrix. The term \((E - I)\) serves as an attention mask that prevents the weights from centering on the word itself, as we would like to provide each word with sentence level context. The outputs from the self-attention layer are then concatenated with the original hidden representations to form the final inputs to the CRF layer, which are \([(h_1, h_1^a), (h_2, h_2^a), \ldots, (h_n, h_n^a)]\).

### 4 Experiments

To examine the effectiveness of both of our proposed methods, we conduct four sets of experiments. First, we evaluate our model both with and without provided dictionaries on a benchmark NER dataset and compare with previous state-of-the-art results. Second, we compare our methods against a recently proposed dictionary-based translation baseline (Mayhew et al., 2017) by directly applying our model on their translated data. Subsequently, we conduct an ablation study to further understand our proposed methods. Lastly, we apply our methods to a truly low-resource language, Uyghur.

#### 4.1 Experimental Settings

We evaluate our proposed methods on the benchmark CoNLL 2002 and 2003 NER datasets (Tjong Kim Sang, 2002; Tjong Kim Sang and De Meulder, 2003), which contain 4 European languages, English, German, Dutch and Spanish. For all experiments, we use English as the source language and translate its training data into the target language. We train a model on the translated data, and test it on the target language. For each experiment, we run our models 5 times using different seeds and report the mean and standard deviation, as suggested by Reimers and Gurevych (2017).

**Word Embeddings** For all languages, we use two different embedding methods, fastText (Bojanowski et al., 2017) and GloVe (Pennington et al., 2014), to perform word-embedding based translations and train the NER model, respectively. For fastText, we use the publicly available embeddings trained on Wikipedia for all languages. For GloVe, we use the publicly available embeddings pre-trained on Gigaword and Wikipedia for English. For Spanish, German and Dutch, we use Spanish Gigaword and Wikipedia, German WMT News Crawl data and Wikipedia, and Dutch

---

3 We thank the authors of Mayhew et al. (2017) for sharing their data.
Wikipedia, respectively, to train the GloVe word embeddings. We use a vocabulary size of 100,000 for both embedding methods.

**Dictionary** We consider three different settings to obtain the seed dictionary, including two methods that do not use parallel resources:

1. Use identical character strings shared between the two vocabularies as the seed dictionary.
2. Lample et al. (2018)’s method of using adversarial learning to induce a mapping that aligns the two embedding spaces, and the mutual nearest neighbors in the shared space will be used as a dictionary. The learning procedure is formulated as a two player game, where a discriminator is trained to distinguish words from the two embedding spaces, and a linear mapping is trained to align the two embedding spaces and thus fool the discriminator.
3. Use a provided dictionary. In our experiments, we use the ones provided by Lample et al. (2018), each of which contain 5,000 source words and about 10,000 entries.

**Translation** We follow the general procedure described in Section 2, and replace each word from the English training data with its corresponding word in the target language. For out-of-vocabulary (OOV) words, we simply keep them as-is. We capitalize the resulting sentences following the pattern of the original English words. Note that for German, simply following the English capitalization pattern does not work, because all nouns in German are capitalized. To handle this problem, we count the number of times each word is capitalized in Wikipedia, and capitalize the word if the probability is greater than 0.6.

**Network Parameters** For our experiments, we set the character embedding size to be 25, character level LSTM hidden size to be 50, and word level LSTM hidden size to be 200. For OOV words, we initialize an unknown embedding by uniformly sampling from range $[-\sqrt{3/\text{emb}}, +\sqrt{3/\text{emb}}]$, where emb is the size of embedding, 100 in our case. We replace each number with 0 when used as input to the character level Bi-LSTM.

**Network Training** We use SGD with momentum to train the NER model for 30 epochs, and select the best model on the target language development set. We choose the initial learning rate to be $\eta_0 = 0.015$, and update it using a learning decay mechanism after each epoch, $\eta_t = \frac{\eta_0}{1 + \rho t}$, where $t$ is the number of completed epoch and $\rho = 0.05$ is the decay rate. We use a batch size of 10 and evaluate the model per 150 batches within each epoch. We apply dropout on the inputs to the word-level Bi-LSTM, the outputs of the word-level Bi-LSTM, and the outputs of the self-attention layer to prevent overfitting. The self-attention dropout rate is set to 0.5 when using our translated data, and 0.2 when using cheap-translation data. We use 0.5 for all other dropouts. The word embeddings are not fine-tuned during training.

**4.2 Results**

Table 1 presents our results on transferring from English to three other languages, alongside results from previous studies. Here “BWET” (bilingual word embedding translation) denotes using the hierarchical neural CRF model trained on data translated from English. As can be seen from the table, our methods outperform previous state-of-the-art results on Spanish and Dutch by a large margin and perform competitively on German even without using any parallel resources. We achieve similar results using different seed dictionaries, and produce the best results when adding the self-attention mechanism to our model.

Despite the good performance on Spanish and Dutch, our model does not outperform the previous best result on German, and we speculate that there are a few reasons. First, German has rich morphology and contains many compound words, making the word embeddings less reliable. Our supervised result on German indicates the same problem, as it is about 8 $F_1$ points worse than Spanish and Dutch. Second, these difficulties become more pronounced in the cross-lingual setting, leading to a noisier embedding space alignment, which lowers the quality of BWE-based translation. We believe that this is a problem with all methods using word embeddings. In such cases, more resource-intensive methods may be necessary.

**4.2.1 Comparison with Dictionary-Based Translation**

Table 1 also presents results of a comparison between our proposed BWE translation method and the “cheap translation” baseline of (Mayhew et al., 2017). The size of the dictionaries used by both
approaches are given in the right-most column. Using our model on their translated data from English outperforms the baseline scores produced by their models over all languages, a testament to the strength of our neural CRF baseline. The results produced by our model on their data indicate that our approach is effective, as we manage to outperform their approaches on all three languages using much smaller dictionaries and even without dictionaries. Also, we see that self-attention is effective when applied on their data, which also does not carry the correct word order.

### 4.2.2 Why Does Translation Work Better?

In this section, we study the effects of different ways of using bilingual word embeddings and the resulting induced translations. As we pointed out previously, finding translations has two advantages: (1) the model can be trained on the exact points from the target embedding space, and (2) the model has access to the target language’s original character sequences. Here, we conduct ablation studies over these two variables. Specifically, we consider the following three variants:

- **Common space** This is the most common setting for using bilingual word embeddings, and has recently been applied in NER (Ni et al., 2017). In short, the source and target word embeddings are cast into a common space, namely $X' = XV$ and $Y' = YU$, and the model is trained with the source side embedding and the source character sequence, and directly applied on the target side.

- **Replace** In this setting, we replace each original word embedding $x_i$ with its nearest neighbor $y_i$ in the common space but do not perform translation. This way, the model will be trained with target word embeddings and source-side character sequences.

- **Translation** This is our proposed approach, where the model is trained on both exact points in the target space and target language character sequences.

The three variants are compared in Table 2. The “common space” variant performs the worst by a large margin, confirming our hypothesis that discrepancy between the two embedding spaces harms the model’s ability to generalize. From the comparison between the “replace” and “translation,” we observe that having access to the target language’s character sequence helps performance, especially for German, perhaps due in part to its capitalization patterns, which differ from English. In this case, we have to lower-case all the words for character inputs in order to prevent the model from overfitting the English capitalization pattern.

### Table 1: NER $F_1$ scores.

| Model                                      | Spanish | Dutch | German | Extra Resources            |
|--------------------------------------------|---------|-------|--------|-----------------------------|
| Täckström et al. (2012)                    | 59.30   | 58.40 | 40.40  | parallel corpus             |
| Nothman et al. (2013)                      | 61.0    | 64.00 | 55.80  | Wikipedia                   |
| Tsai et al. (2016)                         | 60.55   | 61.60 | 48.10  | Wikipedia                   |
| Ni et al. (2017)                           | 65.10   | 65.40 | 58.50  | Wikipedia, parallel corpus, 5K dict. |
| Mayhew et al. (2017)                       | 63.95   | 66.90 | 59.11  | Wikipedia, 1M dict.         |
| **Our methods:**                           |         |       |        |                             |
| BWET (id.c.)                               | 71.14 ± 0.60 | 70.24 ± 1.18 | 57.03 ± 0.25 | –                      |
| BWET (id.c.) + self-att.                   | **72.37 ± 0.65** | 70.40 ± 1.16 | **57.76 ± 0.12** | –                      |
| BWET (adv.)                                | 70.54 ± 0.85 | 70.13 ± 1.04 | 55.71 ± 0.47 | –                      |
| BWET (adv.) + self-att.                    | 71.03 ± 0.44 | **71.25 ± 0.79** | 56.90 ± 0.76 | –                      |
| BWET                                       | 71.33 ± 1.26 | 69.39 ± 0.53 | 56.95 ± 1.20 | 10K dict.                |
| BWET + self-att.                           | 71.67 ± 0.86 | 70.90 ± 1.09 | 57.44 ± 0.95 | 10K dict.                |
| *BWET on data from Mayhew et al. (2017)    | 66.53 ± 1.12 | 69.24 ± 0.66 | 55.39 ± 0.98 | 1M dict.                |
| *BWET + self-att. on data from Mayhew et al. (2017) | 66.90 ± 0.65 | 69.31 ± 0.49 | 55.98 ± 0.65 | 1M dict.                |
| *Our supervised results                    | 86.26 ± 0.40 | 86.40 ± 0.17 | 78.16 ± 0.45 | annotated corpus         |

In this study, we use GloVe for learning bilingual embeddings and word translations instead of fastText.
Table 2: Comparison of different ways of using bilingual word embeddings, within our method (NER \( F_1 \)).

| Model               | Spanish       | Dutch        | German        |
|---------------------|---------------|--------------|---------------|
| Common space        | 65.40 ± 1.22  | 66.15 ± 1.62 | 43.73 ± 0.94  |
| Replace             | 68.21 ± 1.22  | 69.37 ± 1.33 | 48.59 ± 1.21  |
| Translation         | 69.21 ± 0.95  | 69.39 ± 1.21 | 53.94 ± 0.66  |

Table 3: NER \( F_1 \) scores on Uyghur. * Approaches using language-specific features and resources (“Wikipedia” means Wikipedia is used not as a monolingual corpus, but to provide external knowledge). † Approaches that transfer from multiple languages and use language-specific techniques.

4.3 Case Study: Uyghur

In this section, we directly apply our approach to Uyghur, a truly low-resource language with very limited monolingual and parallel resources. We test our model on 199 annotated evaluation documents from the DARPA LORELEI program (the “unsequestered set”) and compare with previously reported results in the cross-lingual setting by Mayhew et al. (2017). Similar to our previous experiments, we transfer from English, use fastText embeddings trained on Common Crawl and Wikipedia\(^6\) and a provided dictionary to perform translation, and use GloVe trained on a monolingual corpus that has 30 million tokens to perform NER. Results are presented in Table 3.

Our method performs competitively, considering that we use a much smaller dictionary than Mayhew et al. (2017) and no knowledge from Wikipedia in Uyghur. Our best results come from a combined approach: using word embeddings to translate words that are not covered by Mayhew et al. (2017)’s dictionary (last line of Table 3). Note that for the CoNLL languages, Mayhew et al. (2017) used Wikipedia for the Wikifier features (Tsai et al., 2016), while for Uyghur they used it for translating named entities, which is crucial for low-resource languages when some named entities are not covered by the dictionary or the translation is not reliable. We suspect that the unreliable translation of named entities is the major reason why our method alone performs worse but performs better when combined with their data that has access to higher quality translations of named entities.

The table omits results using adversarial learning and identical character strings, as both failed (\( F_1 \) scores around 10). We attribute these failures to the low quality of Uyghur word embeddings and the fact that the two languages are distant. Also, Uyghur is mainly written in Arabic script, making the identical character method inappropriate. Overall, this reveals a practical challenge for multilingual embedding methods, where the underlying distributions of the text in the two languages are divergent.

5 Related Work

Cross-Lingual Learning Cross-lingual learning approaches can be loosely classified into two categories: annotation projection and language-independent transfer.

Annotation projection methods create training data by using parallel corpora to project annotations from the source to the target language. Such approaches have been applied to many tasks under the cross-lingual setting, such as POS tagging (Yarowsky et al., 2001; Das and Petrov, 2011; Täckström et al., 2013; Fang and Cohn, 2016), mention detection (Zitouni and Florian, 2008) and parsing (Hwa et al., 2005; McDonald et al., 2011).

Language independent transfer-based approaches build models using language independent and delexicalized features. For instance,
Zirikly and Hagiwara (2015) transfers word cluster and gazetteer features through the use of comparable corpora. Tsai et al. (2016) links words to Wikipedia entries and uses the entry category as features to train language independent NER models. Recently, Ni et al. (2017) propose to project word embeddings into a common space as language independent features. These approaches utilize such features by training a model on the source language and directly applying it to the target language.

Another way of performing language independent transfer resorts to multi-task learning, where a model is trained jointly across different languages by sharing parameters to allow for knowledge transfer (Ammar et al., 2016a; Yang et al., 2017; Cotterell and Duh, 2017; Lin et al., 2018). However, such approaches usually require some amounts of training data in the target language for bootstrapping, which is different from our unsupervised approach that requires no labeled resources in the target language.

Bilingual Word Embeddings There have been two general paradigms in obtaining bilingual word vectors besides using dictionaries: through parallel corpora and through joint training. Approaches based on parallel corpora usually learn bilingual word embeddings that can produce similar representations for aligned sentences (Hermann and Blunsom, 2014; Chandar et al., 2014). Jointly-trained models combine the common monolingual training objective with a cross-lingual training objective that often comes from parallel corpus (Zou et al., 2013; Gouws et al., 2015). Recently, unsupervised approaches also have been used to align two sets of word embeddings by learning a mapping through adversarial learning or self-learning (Zhang et al., 2017; Artetxe et al., 2017; Lample et al., 2018).

6 Conclusion

In this paper, we propose two methods to tackle the cross-lingual NER problem under the unsupervised transfer setting. To address the challenge of lexical mapping, we find translations of words in a shared embedding space built from a seed lexicon. To alleviate word order divergence across languages, we add a self-attention mechanism to our neural architecture. With these methods combined, we are able to achieve state-of-the-art or competitive results on commonly tested languages under a cross-lingual setting, with lower resource requirements than past approaches. We also evaluate the challenges of applying these methods to an extremely low-resource language, Uyghur.
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