On dissipation in crackling noise systems
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Abstract – We consider the amount of energy dissipated during individual avalanches at the depinning transition of disordered and athermal elastic systems. Analytical progress is possible in the case of the Alessandro-Beatrice-Bertotti-Montorsi (ABBM) model for Barkhausen noise, due to an exact mapping between the energy released in an avalanche and the area below a Brownian path until its first zero-crossing. Scaling arguments and examination of an extended mean-field model with internal structure show that dissipation relates to a critical exponent recently found in a study of the rounding of the depinning transition in the presence of activated dynamics. A new numerical method to compute the dynamic exponent at depinning in terms of blocked and marginally stable configurations is proposed, and a kind of “dissipative anomaly” —with potentially important consequences for non-equilibrium statistical mechanics— is discussed. We conclude that for depinning systems the size of an avalanche does not constitute by itself a univocal measure of the energy dissipated.

Introduction. – Athermal disordered systems are ubiquitous in nature. When gently driven, they tend to evolve in a very intermittent manner, with quiescent periods followed by activity burst, or avalanches, where the accumulated energy is released to the environment. For elastic manifolds driven in the presence of disorder, this occurs when the external force $f$ coincides with a critical force $f_c$ below which the manifold is stuck, and above which it moves with a finite velocity. At $f = f_c$ the state of the system corresponds then to a dynamic depinning transition which is characterized by such intermittent behavior, with power-law–distributed sizes and durations of individual avalanches. Slightly above $f_c$ the proximity of the critical point is reflected by the power-law vanishing of the manifold velocity, $v \sim (f - f_c)^\beta$, and the divergence of a correlation length, $\xi \sim (f - f_c)^{-\nu}$ [1].

The model of an elastic manifold in a disordered landscape is a good starting point for studying many systems exhibiting depinning-like behavior, like contact lines [2,3], domain walls in magnets [4–6], charge density waves [7,8], and vortex lines in superconductors [9]. The main focus of most studies is typically the critical force and dynamic observables, i.e., avalanche observables like sizes, durations, shapes and velocities [10–15]. Dissipation, however, has received far less attention in these systems even though it constitutes an important ingredient of their phenomenology. Some previous research has been devoted to the problem of dissipation at the depinning transition, even challenging the typical assumption of pure viscous friction giving rise to the relaxational dynamics considered in the manifold model (see eq. (1) below), e.g., [16], however, within the range of validity of linear friction, dissipation has not been systematically studied to the best of our knowledge.

The main goal of this letter is to give a first step in this direction. Our motivation is more than academical: the systematic study of dissipation may open new possibilities to better understand how to quantify more accurately the energy released by earthquakes in terms of their extension, or to establish a link between the magnitude of plastic deformations and the structure of local energy barriers in amorphous materials [17–19].

Avalanche-size measurements in crystal plasticity by acoustic emission techniques [20] rely on the equivalence between size and energy, which is to say that the size distribution, $p(S) \sim S^{-\tau}$, and the (dissipated) energy
distribution, \(P(Q) \sim Q^{-\xi}\), exhibit the same power-law decay, \(\tau = \rho\). This has been shown to be the correct scenario in a study of crystal plasticity [21]. One of the main results of this letter is that this is not the case at depinning because the equivalence between size and energy is only possible under very special and singular conditions. In general, we will see that the link between size and energy implies an unexplored connection between dissipation at zero temperature and the rounding of the depinning transition in the presence of activated dynamics.

In other matters, our results lead us to propose a method to numerically access the dynamic exponent at the depinning transition by only using general properties of blocked configurations, illustrating the fundamental role of energy surface topology on dynamics. Furthermore, we show that the so far established dynamic mean-field theory is not consistent with a mean-field description of dissipation, suggesting that a modified scheme able to capture dissipation and kinetics on equal footing is in order.

**Defining dissipation.** – Being the central object of the present study, we start by appropriately introducing dissipation. The Hamiltonian of a \((d+1)\)-dimensional elastic manifold in the presence of quenched disorder is written as \(\mathcal{H} = \mathcal{H}_{el} + \mathcal{H}_{dis} + \mathcal{H}_{w},\) with the elastic part of the energy prescribed as \(\mathcal{H}_{el} = (c/2) \int [\delta_u u(x)]^2\), where \(u\) represents the local height of the manifold and \(c\) is the elastic coefficient\(^1\). The disordered part reads \(\mathcal{H}_{dis} = \int_x V(u(x), x),\) where \(V(u, x)\) is a Gaussian random potential with zero mean and correlator \(\langle V(u, x) V(u', x') \rangle = R(u-u') \delta^d(x-x')\).

The system is confined by a global parabolic potential, \(\mathcal{H}_{w} = (m^2/2) \int_x [w - u(x)]^2\), and driven by slowly and monotonically changing \(w\).

We consider simple relaxational dynamics, \(\eta \partial_t u(x, t) = -\delta_u [\mathcal{H}_u(x, t)] + \eta \partial_t u(x, t) = c\delta^2 u(x, t) + m^2 [w(t) - u(x, t)] + F(u(x, t), x),\)

where \(\eta\) is the drag coefficient and the random force, \(F(u, x) = -\delta_u [\mathcal{H}_u(x, t)]\), has zero mean and covariance \(\langle F(u, x) F(u', x') \rangle = \Delta(u - u') \delta^d(x-x')\), with \(\Delta(u) = -R^d(u)\). Let us consider a time interval \([0, T]\). We introduce the work performed on the system during that time interval as is customary in stochastic thermodynamics, i.e., as the energy change associated to the variation of the parameters in the Hamiltonian [22], \(W = \int_0^T \langle \partial_t \mathcal{H} \rangle = \int_0^T \int_x \dot{w} [w(u) - u],\) with \(t \in [0, T]\). Multiplying eq. (1) by \(\partial_t u\), integrating over \(x\) and \(t\) and using an integration by parts in the spatial variables, we can write after very simple algebra

\[\Delta \mathcal{H} = W - \eta \int_{x,t} [\partial_t u(x, t)]^2,\]

where \(\Delta \mathcal{H} = \mathcal{H}[u(\bullet, T); w(T)] - \mathcal{H}[u(\bullet, 0); w(0)]\) corresponds to the total energy change during the process.

\(^1\)For simplicity we specialize here on short-range elasticity without any loss of generality.

By simple identification of eq. (2) with the first law of thermodynamics, \(\Delta \mathcal{H} = W - Q,\) where \(Q\) is the amount of energy released to the environment in the form of heat, we can associate dissipation with the second term in the r.h.s. of eq. (2)

\[Q = \eta \int_{x,t} [\partial_t u(x, t)]^2 \geq 0.\]

It becomes apparent that the amount of energy dissipated during the evolution can be simply related to the work done against viscous forces. We also remark that at finite temperature eq. (3) is corrected by adding a term proportional to the random noise accounting for thermal fluctuations, which leads to the classical definition of stochastic heat commonly used in stochastic thermodynamics [23]. In that case dissipation has no longer a definite sign at the stochastic level.

**Scaling analysis.** – To gain some intuition on how the energy released in an avalanche is related to its size, we start by performing a scaling analysis. The results of this section are expected to be general as far as the main assumptions behind the scaling arguments remain valid. In particular, the main result of this section, eq. (5), is expected to hold for short-range and long-range elasticity as well, by using the corresponding exponents in each case.

In fig. 1 we schematically represent an avalanche for the case of a manifold in \(d = 1\). An initially stable configuration, \(u(x, t = 0)\), suffers from an instability induced by the slow external driving, and part of the front evolves until the system finds a new globally stable configuration, \(u(x, t = \infty)\). The linear size of the portion of the manifold involved in the avalanche is called its extension and is denoted by \(l\). The typical distance that the manifold advances scales with the extension as \(l^\zeta\), defining the roughness exponent of the interface at depinning, \(\zeta\). The size of the avalanche corresponds to the area of the shadowed region, i.e., the spanned “volume” of the avalanche, and can be expressed as \(S = \int_0^T \dot{u}(x, t) \sim l^{1+\zeta}\). In \(d\)-dimensional
isotropic media one has \( S \sim t^{d+z} \). Additionally, the typical duration of the avalanche, \( T \), scales as \( T \sim t^{2} \), defining the dynamic exponent at the depinning transition, \( z \). The “velocity” of the manifold then goes like \( v \sim t^{\nu - z} \), leading to the scaling \( Q = \eta \int_{E}(|\partial_{t}u(x,t)|)^{2} \sim t^{2\nu + d - z} \) or equivalently, in terms of the size of the avalanche, \( Q \sim S^{1 - \psi_{h}} \), with

\[
\psi_{h} = \frac{z - \zeta}{d + \zeta} \equiv \frac{\beta}{(d + z)\nu - \beta},
\]

where in the second equality we have used the hyperscaling relation \( \beta = \nu(z - \zeta) \). The notation \( \psi_{h} \) is not accidental; the same exponent has been recently reported in the study of the thermal rounding of the depinning transition [24].

More precisely, it determines the scaling of the velocity at \( f = f_{c} \) with a small external field \( h \) providing a uniform activation rate for pinned portions of the manifold irrespective of the height of the local energy barrier to overcome, \( v \sim h^{\psi_{h}} \). The precise meaning of this connection has remained so far elusive to us [2]. We will discuss about it elsewhere [25].

The scaling relation between dissipation and size together with the asymptotic tail of the size distribution, \( p(S) \sim S^{-\gamma} \), determine the exponent of the power-law decay of the dissipation distribution, \( P(Q) \sim Q^{-(\tau - \psi_{h})/(1 - \psi_{h})} \). We then find that scaling arguments predict a power-law decay \( P(Q) \sim Q^{-\varphi \psi_{h}} \), precisely the exponent as

\[
\varphi = \frac{\tau - \psi_{h}}{1 - \psi_{h}}.
\]

At this stage we can already note that the equality \( \varphi = \tau \) only holds if \( \psi_{h} = 0 \), in which case one also has \( Q \sim S \).

It turns out that this condition is actually very difficult to meet in realistic systems, showing that at depinning the size of an avalanche does not scale linearly with the corresponding released energy.

**Exact results: ABBM model.** To go beyond scaling arguments, it is necessary to consider specific models. The main goal of this paragraph is to analyze the asymptotic behavior of the probability density function (PDF) of the dissipation during an avalanche in the simplest scenario. With that purpose, we start by considering a 0 – \( d \) manifold, i.e., a particle, pulled by a spring in the presence of a random potential, as schematically represented in fig. 2. The equation of motion for such a system reads

\[
\eta \partial_{t}u(t) = m^{2}[\dot{u}(t) - u(t)] + F(u(t)).
\]

We specialize on the case of a Brownian force landscape, \( F(u)F(u') = 2D \min(u, u') \), where \( D \) characterizes the strength of the disorder. This choice corresponds to the classical ABBM model for domain wall dynamics and Barkhausen noise in soft ferromagnets [5,6].

Under monotonous driving (we take \( \dot{u}(t) = \text{const} \geq 0 \)) one can invoke Middleton theorem [11,26,27] to ensure that if \( \partial_{t}u(t) = 0 \), then \( \partial_{t}u(t) \geq 0 \forall t \). The position of the particle is thus a monotonous function of time and, correspondingly, time can be reparametrized in terms of \( u \). Taking the time derivative of eq. (6), and denoting by \( v(u) \) the position-dependent velocity, we have

\[
\eta \partial_{u}v(u) = m^{2}[\frac{\dot{u}}{v(u)} - 1] + \xi(u),
\]

where now \( \xi(u) \) is a white noise in \( u \), with zero mean and covariance \( \xi(u)\xi(u') = 2D\delta(u - u') \). It is worth to make contact with the scaling analysis to predict what to expect for the ABBM model. In this case one has that the dynamic exponent \( z_{ABBM} = 2 \). As this problem is zero-dimensional, the concept of roughness makes no sense. However, understanding the ABBM model as the zero-dimensional instance of the Brownian Force Model (BFM) (see next section), for which the roughness exponent is \( \zeta_{BFM} = 4 - d \) in \( d \leq 4 \), one can formally take the value \( \zeta_{ABBM} = 4 \). With these two values and the exponent of the size distribution, \( \tau_{ABBM} = 3 \), we readily see from eqs. (4) and (5) that we have \( \psi_{h} = -1/2 \) for the ABBM model, predicting the scalings \( Q \sim S^{1/2} \) and \( P(Q) \sim Q^{-4/3} \).

Let us first consider the critical regime in which \( m = 0 \). In this case the velocity becomes a Wiener process in the position, \( \eta \partial_{u}v(u) = \xi(u) \), and single avalanches can be identified as Brownian excursions of the velocity as a function \( u \). The size of an avalanche, \( S \), which corresponds to the displacement of the particle until it stops, is nothing but the first-passage position for \( v(u) \), i.e., \( S \) corresponds to the first value of \( u \) for which \( v(u) = 0 \). Dissipation, on the other hand, is proportional to the area below the Brownian path in the \( u-t \) plane, \( Q = \eta \int_{E}(|\partial_{t}u(t)|)^{2} \equiv \eta \int_{E}v(u) \) (see fig. 3). The PDF of the dissipated energy \( Q \) during an avalanche then corresponds to the distribution of the area until the first passage of a Wiener process, a well-studied problem in mathematics and physics, e.g., [28–34]. To the best of our knowledge, the calculation of the PDF of the energy released during an avalanche in the ABBM model constitutes a new application for that theory. With this
analogy in mind, we can immediately write [35]

$$P(Q) = \frac{1}{3^{2/3} \Gamma(1/3)} \eta v_0 \frac{Q^{1/3} \exp(-\eta^4 v_0^2 / 9DQ)}{D^{1/3}Q^{1/3}}. \quad (8)$$

In eq. (8), $v_0$ is a small cut-off initial velocity needed to regularize calculations due to the singular nature of Wiener process. We point out that the existence of a small-scale cut-off is generic in physical systems, however, the scale invariance of the underlying force landscape does not provide a natural small parameter, and the cut-off is set either by the driving velocity or equivalently by an initial small velocity given to the particle after a small perturbation, which is the case we consider here.

The main message we extract from eq. (8) is that at the depinning transition the distribution of the released energy exhibits power-law asymptotics for large $Q$, $P(Q) \sim Q^{-\varrho}$, modulated by some small-scale cut-off function, with specific value $\varrho = 4/3$, as we have already predicted above in terms of scaling arguments.

To finish the present section, we briefly discuss the effect of a large-scale cut-off, which appears when the mass is non-zero. For simplicity in the discussion, we still consider that $\dot{v} = 0$ and that the avalanche proceeds after exciting the particle with a small velocity $v_0$. It is known already that in that case it is impossible to find a closed analytic expression for the distribution of the area below the Brownian path up to the first zero-crossing. However, one can at least extract the asymptotic behavior of the distribution which decays for large $Q$ as follows [32]:

$$P(Q) \sim Q^{-3/4} \exp\left(-\frac{2m^6Q}{3D^2}\right). \quad (9)$$

Two important comments are in order. First, note that the prefactor of the exponential has an exponent that does not correspond to the one predicted by scaling arguments, which may imply that close to the large-scale cut-off there is a crossover in scaling. However, note that the large-scale cut-off, which is present in the exponential that dominates the asymptotic behavior, is given by $Q_m \approx m^{-6} \propto S_m^{3/2}$, where $S_m = D/m^4$ is the known large-scale cut-off for the size of the avalanche. In other words, the large-scale cut-offs for the size and dissipation PDFs do scale as predicted by scaling arguments. The relevance of the power-law prefactor close to the large-scale cut-off demands then further research.

**Dissipation in the Brownian Force Model.** – We would like now to formally test the predictions of scaling arguments by studying dissipation in the BFM [12–14,36]. The BFM corresponds to dynamics (1) with a Brownian force in $u$, $\tilde{F}(u(x)) = 2D \min(u(x), \delta^c(x-x'))$. It is worth noting that in comparison with the ABBM model discussed above, the BFM has internal structure and considers elasticity in an explicit way.

The BFM is interesting in itself because it corresponds to the appropriate dynamic mean-field theory for a manifold with internal dimension $d \geq 4$ [12,14]. It thus constitutes the starting point for studying avalanche observables beyond mean-field at $d < 4$ by using Functional Renormalization Group (FRG) in a loop expansion in $\epsilon = 4 - d$. Velocity theory of the BFM is analytically tractable allowing a systematic study of many avalanche observables, e.g., [12,15,37].

A peculiarity of the BFM is that observables depending only on the position of the center of mass of the manifold exhibit, at any dimension $d$, the same statistics inferred from ABBM model. In contrast, scaling analysis predicts the results for $Q$ depend on $d$. One can see that indeed this is the case by using known exponents for the BFM, $z_{BFM} = 2$ and $\eta_{BFM} = 3/2$ for all $d$, while $\zeta_{BFM} = 4 - d$ for $d \leq 4$. One then gets from eq. (4) that $v_0 = (d-2)/4$ leading to $Q \sim S^{(d-4)/4}$ and $P(Q) \sim Q^{-\varrho}$, with $\varrho = (8-d)/(6-d)$ from eq. (5). Notice that for $d = 0$ we get $Q \sim S^{3/2}$ and $\varrho = 4/3$, as previously obtained for the ABBM model.

To start, we note that by exploiting Middleton theorem one can derive an effective Markovian dynamics for the velocity $v(x,t) = \partial_t u(x,t)$ [13,14]:

$$\eta \partial_t v(x,t) = c \partial_x^2 v(x,t) + m^2[\dot{w} v(x,t)] + \sqrt{2D\eta} \xi(x,t), \quad (10)$$

with standard white noise of zero mean and covariance $\langle \xi(x,t)\xi(x',t') \rangle = \delta(t-t')\delta^c(x-x')$. Let us first show that the large-scale cut-off for the dissipated energy scales with the one corresponding to the size of the avalanche in the correct manner, i.e., as predicted by scaling analysis. This is simple to do if one introduces dimensionless variables, $v(x,t) = v_m \tilde{v}(x,t)$, in eq. (10). One can readily show that (10) becomes $[\partial_t + \tilde{v} \partial_x + \tilde{w} \tilde{v}] \tilde{v} = \sqrt{2D\eta} \xi$, with $v_m = (D/\eta m^2) m^d t_m$, and $\tilde{v} = \tilde{v}/v_m$, $\tilde{t} = t/t_m$, with $x_m = \sqrt{c}/m$ and $t_m = \eta/m^2$. Then the large-scale cut-off for the size can be derived as $S_m = v_m x_m^d m = D/m^4$, while the large-scale cut-off for the dissipation reads $Q_m = \eta m^d m t_m = (D^2/\eta m^2) m^d t_m$. It is now easy to check that $Q_m \propto S_m^{(6-d)/4}$ with an $m$-independent prefactor, which is the result we just discussed above using generic scaling.

Having shown that the large-scale cut-offs exhibit the right scaling as they do in ABBM model, we now simplify the discussion by considering here the so-called massless
case in which \( m = 0 \). The initial state corresponds to a Middleton metastable state with vanishing interface velocity. An avalanche is then triggered by giving a small force kick to the manifold at \( t = 0 \). In this situation, eq. (10) is rewritten as
\[
\eta \partial_t v(x, t) = c \partial_x^2 v(x, t) + \delta f(x) \delta(t) + \sqrt{2D v(x, t)} \xi(x, t),
\]
with dynamic action
\[
\lambda \text{exp}\{\delta f(x) = \delta f \forall x\}, \quad \text{induces an avalanche of infinite size. One has then to impose a kick satisfying the integrability condition } \int_x \delta f(x) = \bar{f}, \quad \text{with } 0 \leq \bar{f} < \infty. \quad \text{Furthermore, it is enough to consider a local kick, } \delta f(x) = \delta f(x); \quad \text{any other choice satisfying the integrability condition gives the same tail for } P(Q), \text{ see the comment at the end of the present section. The PDF of } Q \text{ is defined as } P(Q) = \delta Q - \theta \int_x \delta f(v(x, t)^2). \quad \text{Given that dissipation is positive definite, one can introduce its Laplace transform, } G(\lambda) = \int_{Q > 0} P(Q) \exp(-\lambda Q) \equiv \exp(-\lambda \theta \int_x \delta f(v(x, t)^2). \quad \text{In the Martin-Siggia-Rose path integral representation of eq. (11), we can write}
\[
G(\lambda) = \frac{\mathcal{D}[\hat{v}, \hat{\xi}]}{\mathcal{D}[\hat{v}, \hat{\xi}]} \exp(-\lambda \theta \int_x \delta f(v(x, t)^2),
\]
with dynamic action
\[
I[v, \hat{v}] = \int_x \hat{v} \eta \partial_t v - c \partial_x^2 v - \bar{f} \delta^2(x) \delta(t) + D \int_x \hat{v}^2 v.
\]
Notice that by construction one has \( G(0) = 1 \), as demanded by normalization of \( P(Q) \). Taking the response field so that \( \hat{v}(x, t = \infty) = 0 \) we can, by “integration by parts”, rewrite the dynamical action as
\[
I[v, \hat{v}] = -i \bar{f} \hat{v}(0, 0) - \int_x \hat{v}(v(x, t)] \eta \partial_t v(x, t) + c \partial_x^2 v(x, t) + i D \int_x \hat{v}^2 v(x, t^2).\]
We can now exactly perform a Gaussian integration over \( v \) in the numerator of eq. (12) to write
\[
G(\lambda) = \mathcal{N} \mathcal{D}[\hat{v}] \exp(-I[v, \hat{v}] + i \bar{f} \hat{v}(0, 0)).
\]
The integral is taken over all paths satisfying \( \hat{v}(x, t = \infty) = 0 \) and the normalization constant \( \mathcal{N} \) contains the denominator of (12) and the determinant associated to the Gaussian integration, while the effective action reads
\[
I_e[\hat{v}] = \frac{1}{4 \theta^2} \int_x [\eta \partial_t \hat{v} + c \partial_x^2 \hat{v} + i D \hat{v}^2]^2.
\]
A crucial step is to introduce dimensionless quantities as \( \hat{v}(x, t) = \frac{c}{\sqrt{2D \lambda^2}} h(x/\ell_x, t/\ell_x), \) with \( \ell_x = \frac{c}{\sqrt{2D \lambda^2}} \) and \( \lambda = (c^2 / D \lambda^2)^{1/2}. \) With this choice, all the terms inside the brackets in the effective action scale in the same way and can be factored out. Furthermore, the multiplicative factor in front of the integral becomes \( 1/4, \) while the second term inside the exponential in (14) becomes \( i f / c D \ell_x^2 h(0, 0). \) All this allows to express the Laplace transform of \( P(Q) \) as follows:
\[
G(\lambda) = \Phi((\lambda Q f)^{1/2}),
\]
where \( Q_f = \frac{[\bar{f}^{(6-d)/2}/(c^d D^{(2-d)/2})]}{\text{is a small-scale dissipation cut-off (note that in } d = 0, \text{ under the identification } \bar{f} = \eta \psi_0, \text{ we obtain the same typical scale as in eq. (8), } Q_0 = \eta \psi_0 / D. \)

Introducing the short-hand notation \( \gamma_h \) for \( \hbar(0, 0), \) the function \( \Phi(X), \) which satisfies \( \Phi(0) = 1 \) by construction, is given as
\[
\Phi(X) \sim \int \mathcal{D}[h] \exp(-\frac{1}{4} \int_x [\partial_t h + \partial_x^2 h + i h^2 + i X h_0]), \quad \text{for a suitably chosen contour } C \text{ parallel to the imaginary axis. Given that } \Phi(0) = 1, \text{ we see from (17) that } H(\infty) = 0. \text{ However, one can easily check that } P(\infty) = 0 \text{ by using the final value theorem, } P(\infty) = \lim_{x \to 0} \lambda G(\lambda). \text{ Then, } \lim_{Q \to \infty} H(Q) = 0 \text{ exists, which means that the asymptotic behavior of } P(Q) \text{ can be expressed using L'Hôpital rule for large } Q: P(Q) \sim H'(Q) \sim Q^{-\theta} \text{ to the leading order, with }
\]
\[
g = 2 \frac{6 - d}{6 - d} = 1 = \frac{8 - d}{6 - d},
\]
confirming the prediction from scaling analysis. Before closing the present discussion it is worth showing that one indeed gets the same tail for \( P(Q) \) under the action of any integrable force kick satisfying \( f(0) \neq 0 \) and \( \mid f(x) \rightarrow 0 \) for \( \mid x \rightarrow \infty \forall \alpha > 0. \) In the case of an extended kick, we must substitute the term \( \bar{f} \hat{v}(0, 0) \) in eq. (14) by \( \int_x f(x) \hat{v}(x, t = 0), \) which under the same rescaling as before behaves (ignoring unimportant prefactors) as \( \ell_x^{6-d} \int_x f(\ell_x x) h(x, t = 0). \) The key point is to note that \( \lambda \to \infty \) at any \( d \leq 4 \) for \( \lambda \to 0, \) which is the sensitive limit to access the tail of the distribution. In that limit one has
\[
\ell_x^{6-d-2} \int_x f(\ell_x x) h(x, t = 0) \sim \ell_x^{6-d} h(x = 0, t = 0)
\]
to the leading order, which is equivalent to the local kick previously considered (more explicitly, \( \ell_x^{6-d} f(\ell_x x) \rightarrow \delta f(x) \) for \( \ell_x \to \infty). \)

**Discussion.** - In the previous sections we have introduced the notion of dissipation during an avalanche, characterizing its behavior analytically in mean-field systems, and by means of scaling arguments in more general scenarios. The tail of the distribution of the energy dissipated during an avalanche corresponds to a power-law decay with exponent \( \eta = (\tau - \psi_0)/(1 - \psi_0) \) from scaling arguments, a prediction which is exactly satisfied by the BFM, in which case the exponent reduces to the one reported in eq. (19). This result also allows to correctly
recover the 4/3 law obtained analytically for the ABBM model. We thus believe that our predictions indeed hold quite generally, although the results for the ABBM model suggest that one may have a crossover in scaling that is not captured by the arguments provided previously. This demands a more detailed study of the dissipation in generic depinning systems.

Let us consider the necessary conditions to have dissipation and size of individual avalanches scaling in the same way. As previously commented, this would demand the exponent \( \psi_b \) to vanish, which, reading directly from eq. (4), means that one should have \( z = \zeta \). This situation is actually difficult to meet when considering realistic interfaces, however, it is worth pointing out that it occurs in the BFM in two dimensions, as can be seen immediately by noting that \( \zeta = 4 - d = 2 \equiv z \) in \( d = 2 \). Consistently, plugging \( d = 2 \) in eq. (19) gives \( \varrho = \tau = 3/2 \). In any case, one sees that the relation \( Q \sim S \) demands extremely fine tuning, and that in general size and dissipation of individual avalanches at depinning scale differently. Furthermore, the scaling changes with dimension and other factors, implying that size does not provide a complete measure for the dissipated energy. What this means precisely is that without additional information on the system, like knowing the dynamic exponent for instance, one cannot access dissipation by only measuring size.

We now propose a new method to determine the dynamic exponent at depinning. Note that one can in principle determine \( z \) by measuring the distribution of avalanche durations, but such an approach relies on simulating real-time dynamics, with a high computational cost. The method we propose allows to access \( z \) using the same quasistatic automata-like models commonly used to measure avalanche size distributions, which require far less computing resources.

Under quasistatic loading there is a clean separation between the time scales of the driving and the relaxation. While energy accumulates until the manifold destabilizes, there is no dissipation, while once triggered, the avalanche is so fast that during the discharge the external force has not enough time to do work. The difference in energy between the activated state and the new Middleton state, which is a static quantity, is then equal, by conservation of energy, to the heat released in the avalanche. One should then be able to determine the dynamic exponent \( z \) from the knowledge of \( \tau \), \( \varrho \), and \( d \) only; we proceed to show that this is precisely the case.

Starting from eq. (4), we see that \( z = (\zeta + d)(1 + \psi_b) - d \). From the Narayan-Fisher (NF) prediction for \( \tau \) [38], we write \( \tau = 2 - 2/(d + \zeta) \) (this relation has to be slightly modified for long-range elasticity, but the modification is not essential for the upcoming analysis). We then get \( d + \zeta = 2/(2 - \tau) \), which allows to write \( z = [2(1 + \psi_b)/ (2 - \tau)] - d \). Using now eq. (5) we finally get

\[
z = \frac{2(\varrho - \tau - 1)}{(2 - \tau)(\varrho - 1)} - d,
\]

which is the desired result allowing to measure \( z \). The method thus relies on modifying quasistatic simulations only in the measurement step: In addition to initial and final position of the center of mass before and after the avalanches, one needs to compute the corresponding initial and final energies of the system, dissipation being their difference. One can then build the histograms for \( S \) and \( Q \) independently, accessing \( \tau \) and \( \varrho \), and correspondingly, \( z \). We remark that, in view of the possibility of a crossover in scaling, this method is expected to work well when sampling the central part of the distribution, far from the large-scale cut-off.

We now discuss on an important observation arising from our results. The dynamic tree-level theory (defined by the BFM) is called precisely like that because it corresponds to the zeroth order in a loop expansion in powers of \( \epsilon = 4 - d \) for dynamic observables in FRG. Correspondingly, the statistics of such observables do not depend on dimension \( d \) at this level. We have however found that dissipation exponent \( \varrho \) contains corrections to all orders in \( \epsilon \) with respect to its mean-field value at \( d = 4 \), \( \varrho = 2 \), a situation that we call “dissipative anomaly”. This clearly illustrates that dynamic mean-field theory is not able to consistently describe dissipation within the same mean-field scheme. It is then natural to expect those differences to survive beyond the tree-level. In our opinion, this situation is not exclusive to the kind of systems we study here. On the contrary, we feel that it has a fundamental nature due to the way in which mean-field schemes deal with local fluctuations. In any case, it is our hope that this observation will motivate the derivation of new mean-field approaches that consistently account for dissipation, which may prove relevant when considering phase transitions out of equilibrium.

Conclusions. – In this letter we have analytically studied the statistics of the amount of energy dissipated during an avalanche at the depinning transition of an elastic manifold in a disordered landscape. We have obtained the asymptotic form of the corresponding PDF, and our predictions were tested in a mean-field scenario. Dissipation during an avalanche at criticality in the classical ABBM model can be exactly mapped to the area under a Brownian path until its first zero-crossing. We have also proposed a numerical method to determine the dynamic exponent at the depinning transition without simulating the full dynamics, i.e., by only using blocked and marginally stable configurations in quasistatic simulations.

The simple scaling formula relating the dissipated energy and the size of an avalanche, \( Q \sim S^{1-\psi_b} \), opens new exciting research avenues due to the implied link between dissipation at depinning, and the rounding of the depinning transition in the presence of activated dynamics. We ignore so far the origin of this connection, and we expect that its understanding will motivate further research in the community.
Other possible extension of the present work consists in studying the yielding transition in amorphous materials, in order to assess correlations between plastic (deformation) slips and local thresholds (related to local energy barriers). On these lines, some parallels between depinning and amorphous plasticity may prove useful [39,40], although the breakdown of Middleton theorem in the latter context poses a strong technical challenge.

Our identification of a dissipative anomaly where the dynamic tree-level theory contains dimensional corrections to all orders in $\epsilon = 4 - d$ for dissipation, while other avalanche observables do not depend on dimension, seems to suggest that new mean-field schemes consistently accounting for dissipation are needed. A possible route is to consider dynamic renormalization group calculations in ensembles which are constrained on dissipation. We plan to pursue further results along this direction by studying simpler systems than those considered here.

Finally, we believe that it is important to understand why in crystal plasticity dissipation and size scale in the same way [21], while at depinning this is not in general the case, as discussed in this letter. Digging on that direction may prove helpful to clarify the ultimate fundamental differences between depinning and plasticity.
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