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1. Introduction

Jordan and von Neumann in 1935 [1] gave characterizations of inner product spaces among normed vector spaces \((X, \| \cdot \|)\) which lead to the functional equation in the form

\[
 f(x + y) + f(x - y) = 2f(x) + 2f(y), \quad x, y \in X.
\]

Fréchet in 1935 [2] obtained a characterization of normed spaces with inner product in connection with the following functional equation:

\[
 f(x + y + z) + f(x) + f(y) + f(z) = f(x + y) + f(x + z) + f(y + z), \quad x, y, z \in X.
\]

Later, Drygas in 1987 [3] studied the following functional equation now called the Drygas equation in order to characterize quasi-inner product spaces:

\[
 f(x + y) + f(x - y) = 2f(x) + f(y) + f(-y), \quad x, y \in X.
\]

Interested readers can find useful information about such kinds of equations in the book by Kannappan [4] or by Aczél and Dhombres [5]. Sikorska in [6] considers analogies of these equations for unknown set-valued functions. It has been shown in [6] that these equations can be transformed into the form which can be viewed as special cases of the equation

\[
 F(x) + \frac{\beta - 1}{2\beta^2} F(-\beta x) = \frac{\beta + 1}{2\beta^2} F(\beta x).
\]
In addition, the Cauchy orthogonal equation for set-valued functions can be solved as a special form of the previous equation. These types of equations are used in physics, statistics, and mathematical programming. We attempted to further generalize the equation and hopefully cover more special cases of set-valued functional equations, which one can encounter, for instance, in mathematical economics.

Sikorska in her paper [6] introduced some methods for solving certain types of functional equations with the unknown being a set-valued mapping. She used properties of the Hausdorff metric and the so-called Hukuhara difference. In her article, we can find the results for solving the following functional equation:

\[ F(x) + \frac{\beta - 1}{2\beta^2} F(-\beta x) = \frac{\beta + 1}{2\beta^2} F(\beta x), \]  

(1)

with \( \beta \) natural number, \( \beta \neq 1 \), \( (X, +) \) group uniquely divisible by \( \beta \), \( x \in X \), \( (Y, d) \) a locally convex linear metric space with an invariant metric, and \( F \) is a set-valued mapping from \( X \) to the family of non-empty compact, convex subsets of \( Y \).

We consider the following generalization of Equation (1). Take the \( G \) finite group with identity element \( e \). It is convenient for us to fix an enumeration of elements of \( G \) starting from \( e: G = \{\gamma_0 = e, \gamma_1, \ldots, \gamma_n\} \), where \( |G| = n + 1 \). Let \( G \) act on \( X \) by linear transformations. Consider the following functional equation for set-valued functions:

\[ F(x) + \frac{\beta - 1}{(n + 1)\beta^2} \sum_{\gamma \in G, \gamma \neq e} F(\beta \gamma x) = \frac{1 + n\beta}{(n + 1)\beta^2} F(\beta x). \]  

(2)

The case \( G = \mathbb{Z}_2 \) yields Equation (1). Equation (2) can be written in the form:

\[ F(x) + \frac{\beta - 1}{(n + 1)\beta^2} \sum_{\gamma \in G} F(\beta \gamma x) = \frac{1}{\beta} F(\beta x). \]  

(3)

Finally, consider one more generalization of Equation (3). Let \( G \) be a compact topological group equipped with the right-invariant Haar measure \( \mu \). Let \( |G| = \int_G d\mu(\sigma); G \) acts on \( X \) by linear transformations. Consider the following integral-functional equation for a real number \( D > 1 \):

\[ F(x) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G F(D \sigma x) d\mu(\sigma) = \frac{1}{D} F(D x). \]  

(4)

The article concentrates on solving Equation (4), using the Hukuhara difference similarly to Sikorska in [6].

2. Preliminary Results

We present some notions and results used in the article. All the results can be found in [6], and the first two originate in [7]. In the following, for a topological vector space \( Y \), we denote by \( c(Y), \text{cc}(Y) \), and \( \text{bcl}(Y) \) the family of all non-empty compact, non-empty compact convex, and non-empty bounded closed subsets of \( Y \), respectively.

**Lemma 1.** Let \( A, B, \text{ and } C \) be sets in a topological vector space. Supposing \( B \) is closed and convex, \( C \) is bounded, non-empty, and \( A + C \subset B + C \). Then, \( A \subset B \).

**Lemma 2.** If \( A, B \) are closed and convex sets in a topological vector space and \( C \) is bounded and non-empty, then \( A + C = B + C \) implies \( A = B \).

For \( (Y, d) \) metric space, define the Hausdorff distance between \( A, B \in \text{bcl}(Y) \) as in [6]. The space \( \text{bcl}(Y) \) equipped with the Hausdorff distance is a metric space, and we call \( d \) the Hausdorff metric. On this metric space, we consider a set convergence for a sequence of sets \((A_n)_{n \in \mathbb{N}} \subset \text{bcl}(Y) \). We define
its limit \( A, A_n \to A \), meaning that the sequence of sets \( (A_n)_{n \in \mathbb{N}} \) converges to \( A \) with respect to the Hausdorff metric.

**Lemma 3.** Let \((Y, d)\) be a metric linear space. Then,

1. for all \( A_n, B_n, A, B \in \text{bcl}(Y), n \in \mathbb{N}, \) if \( A_n \to A \) and \( B_n \to B \); then, \( A_n + B_n \to A + B \);
2. if \( d \) is invariant, \( A \in \text{bcl}(Y) \), and \((a_n)_{n \in \mathbb{N}}\) is a sequence of real numbers converging to \( a \in \mathbb{R} \), then \( a_n A \to aA \).

Let \( Y \) be a real topological vector space. If we have \( A, B \in \text{cc}(Y) \), then, in general, we cannot find \( X \in \text{cc}(Y) \) such that \( B + X = A \). If such \( X \) exists, then we denote it \( A - B \) and call it the Hukuhara difference of \( A \) and \( B \). The following lemma will be used in the proof of existence of the Hukuhara difference.

**Lemma 4** ([6]). Let \((Y, d)\) be a locally convex metric space with an invariant metric. Let \( A, A_n, B, B_n \in \text{cc}(Y) \) such that \( A_n \to A \) and \( B_n \to B \). Let, moreover, for each \( n \in \mathbb{N} \), a Hukuhara difference \( A_n - B_n \) to exist. Then, there exists the Hukuhara difference \( A - B \) and \( A_n - B_n \to A - B \).

In [6], Sikorska states:

**Theorem 1.** Let \( \beta \) be a positive integer different from 1, let \((X, +)\) be a group uniquely divisible by \( \beta \), and let \((Y, d)\) be a locally convex linear metric space with an invariant metric. Assume that \( F : X \to \text{cc}(Y) \) satisfies

\[
F(x) + \frac{\beta - 1}{2\beta^2} F(-\beta x) = \frac{\beta + 1}{2\beta^2} F(\beta x), \quad x \in X.
\]

Then, \( F \) is of the form \( F = a + G \), where \( a : X \to Y \) is an odd function satisfying \( a(\beta x) = \beta a(x) \) for all \( x \in X \), and \( G : X \to \text{cc}(Y) \) is an even set-valued function with \( G(\beta x) = \beta^2 G(x) \) for all \( x \in X \). Moreover, such a representation is unique.

We can generalize the theorem for an integral-functional Equation (4).

### 3. Compact Topological Group Case for Set-Valued Functions

Let \( G \) be a compact topological group equipped with the right-invariant Haar measure \( \mu \). Letting \( |G| = \int_G d\mu(\sigma) \), \( G \) acts on a real vector space \( X \) by linear transformations. Consider the following integral-functional equation for a set-valued function \( F : X \to \text{cc}(Y) \), where \( Y \) is a locally convex real linear metric space with an invariant metric (we assume that \( D \) is a real number and \( D > 1 \)):

\[
F(x) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G F(D\sigma x) d\mu(\sigma) = \frac{1}{D} F(Dx).
\]

We can find a particular type of solutions as follows. Let functions \( A : X \to \text{cc}(Y) \) and \( b : G \times X \to Y \) satisfy the following conditions:

\[
\begin{align*}
A(\gamma x) &= A(x), \\
A(Dx) &= D^2 A(x)
\end{align*}
\]

and

\[
\begin{align*}
b(\gamma, \sigma x) &= b(\gamma \sigma, x) - b(\sigma, x), \\
b(\gamma, Dx) &= Db(\gamma, x),
\end{align*}
\]
Then, A
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Lemma 5. Let G be a compact topological group equipped with the right-invariant Haar measure \( \mu \). Let X be a real vector space. Let Y be a locally convex real linear metric space with an invariant metric. Let D be a real number and \( D > 1 \). Let functions \( A : X \to \mathcal{C}(Y) \) and \( b : G \times X \to Y \) satisfy conditions (7) and (8). Then, \( A(x) \) and \( h(x) \) defined by (9) are solutions of Equation (6). Consequently, \( F(x) = A(x) + h(x) \) is a solution of (6). In addition,

for all \( x \in X \).

Proof. First of all, we prove (10):

\[
\int_G h(\sigma x) d\mu(\sigma) = \frac{1}{|G|} \int_G \left( \int_G b(\gamma, \sigma x) d\mu(\gamma) \right) d\mu(\sigma) = \int_G \left( \int_G b(\gamma, \sigma) d\mu(\gamma) - \int_G b(\sigma, x) d\mu(\gamma) \right) d\mu(\sigma) = \int_G b(\gamma, x) d\mu(\gamma) - \int_G b(\sigma, x) d\mu(\sigma) = h(Dx) = Dh(x),
\]

and

\[
\int_G b(\gamma, Dx) d\mu(\gamma) = \frac{1}{|G|} \int_G Db(\gamma, x) d\mu(\gamma) = Dh(x).
\]

Then, direct substitution of A in (6) gives

\[
A(x) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G A(D\sigma x) d\mu(\sigma) = A(x) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G A(Dx) d\mu(\sigma) = A(x) + \frac{D - 1}{D^2} A(Dx) = A(x) + (D - 1)A(x) = DA(x) = \frac{1}{D} A(Dx).
\]

Analogously,

\[
h(x) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G h(D\sigma x) d\mu(\sigma) = h(x) + \frac{D - 1}{D} \frac{1}{|G|} \int_G h(\sigma x) d\mu(\sigma) = h(x) = \frac{1}{D} h(Dx).
\]

The next theorem shows that the inverse statement is also true with some limitations.
Theorem 2. Let $G$ be a compact topological group equipped with the right-invariant Haar measure $\mu$. Let $X$ be a real vector space. Let $Y$ be a locally convex real linear metric space with an invariant metric. Let $D$ be a real number and $D > 1$. Assume that a set-valued function $F : X \to \mathcal{C}(Y)$ satisfies Equation (6) for all $x \in X$. Then, there exists a set-valued function $\tilde{F} : X \to \mathcal{C}(Y)$, $\tilde{F}(x) \subset F(x)$ for all $x \in X$, which also satisfies Equation (6) for all $x \in X$ such that there exist a set-valued function $A : X \to \mathcal{C}(Y)$ and a single-valued function $h : X \to Y$ and $\tilde{F}$ can be expressed in the following way:

$$\tilde{F}(x) = A(x) + h(x), x \in X,$$

and functions $A$ and $h$ satisfy conditions (7) and (10). Furthermore, expression (11) is unique. The function $h$ has a unique form

$$h(x) = \frac{1}{|G|} \int_G b(\gamma, x) d\mu(\gamma),$$

where the function $b : G \times X \to Y$ satisfies the condition (8).

Proof. We state that, if $F(x)$ is a solution of (6), then

$$F(x) + \frac{D^n - 1}{D^{2n}} \frac{1}{|G|} \int_G F(D^n \sigma x) d\mu(\sigma) = \frac{1}{D^n} F(D^n x), n \in \mathbb{N}. \quad (13)$$

We will prove (13) by induction over $n$. For $n = 1$, (13) coincides with Equation (6). Let (13) hold for some $n \in \mathbb{N}$. Substituting $x := D^n x$ in Equation (6), we obtain:

$$F(D^n x) + \frac{D^n - 1}{D^{2n}} \frac{1}{|G|} \int_G F(D^{n+1} \sigma x) d\mu(\sigma) = \frac{1}{D^n} F(D^n x). \quad (14)$$

Then,

$$F(x) + \frac{D^n - 1}{D^{2n}} \frac{1}{|G|} \int_G F(D^n \sigma x) d\mu(\sigma) + \frac{D^n - 1}{D^{n+2}} \frac{1}{|G|} \int_G F(D^{n+1} \sigma x) d\mu(\sigma) =$$

$$\frac{1}{D^n} F(D^n x) + \frac{D^n - 1}{D^{n+2}} \frac{1}{|G|} \int_G F(D^{n+1} \sigma x) d\mu(\sigma) = \frac{1}{D^{n+1}} F(D^{n+1} x). \quad (15)$$

Now, substitute $x := \gamma x$ in (14), integrate over all $\gamma \in G$, and multiply by $(D^n - 1) / (D^{2n}|G|)$. We obtain

$$\frac{D^n - 1}{D^{2n}} \frac{1}{|G|^2} \int_G \left( \int_G F(D^{n+1} \sigma x) d\mu(\sigma) \right) d\mu(\gamma) =$$

$$\frac{D^n - 1}{D^{2n+1}} \frac{1}{|G|} \int_G F(D^{n+1} x) d\mu(\gamma). \quad (16)$$

For certain $\gamma \in G$, consider the map $g_\gamma : G \to G$, $g_\gamma(x) = x\gamma$ for every $x \in G$. Clearly, $G - \gamma$ is a bijection for every $\gamma \in G$. We can write:

$$\int_G F(\sigma x) d\mu(\sigma) = \int_G F(\sigma x) d\mu(\sigma), \quad (17)$$

on condition of the existence of one of the integrals for given $x \in X$. Similarly,

$$\int_G \left( \int_G F(D^{n+1} \sigma x) d\mu(\sigma) \right) d\mu(\gamma) = \int_G \left( \int_G F(D^{n+1} \sigma x) d\mu(\sigma) \right) d\mu(\gamma) =$$

$$|G| \int_G F(D^{n+1} x) d\mu(\gamma). \quad (18)$$
Hence, we can rewrite (16)
\[
\frac{D^n - 1}{D^{2n}} \frac{1}{|G|} \int_G F(D^n \gamma x) d\mu(\gamma) + \frac{(D - 1)(D^n - 1)}{D^{2(n+1)}} \frac{1}{|G|} \int_G F(D^{n+1} \gamma x) d\mu(\gamma) = \frac{D^n - 1}{D^{2n+1}} \frac{1}{|G|} \int_G F(D^{n+1} \gamma x) d\mu(\gamma). 
\] (19)

Using (19) and trivial decomposition
\[
\frac{D - 1}{D^{n+2}} = \frac{D - 1}{D^{2(n+1)}} + \frac{(D - 1)(D^n - 1)}{D^{2(n+1)}},
\]
we can rewrite (15) as
\[
\frac{1}{D^{n+1}} F(D^{n+1} x) = F(x) + \frac{D^n - 1}{D^{2n}} \frac{1}{|G|} \int_G F(D^n \sigma x) d\mu(\sigma) +
\]
\[
\frac{(D - 1)(D^n - 1)}{D^{2(n+1)}} \frac{1}{|G|} \int_G F(D^{n+1} \sigma x) d\mu(\sigma) =
\]
\[
F(x) + \frac{D^n - 1}{D^{2n+1}} \frac{1}{|G|} \int_G F(D^n \sigma x) d\mu(\sigma) + \frac{(D - 1)(D^n - 1)}{D^{2(n+1)}} \frac{1}{|G|} \int_G F(D^{n+1} \sigma x) d\mu(\sigma) =
\]
\[
F(x) + \frac{D^n - 1}{D^{2n+1}} \frac{1}{|G|} \int_G F(D^{n+1} \sigma x) d\mu(\sigma),
\]
which completes the proof of Equation (13) by induction.

Now, substitution \( x := x / D^n \) in (13) and multiplication by \( D^n \) gives
\[
D^n F \left( \frac{x}{D^n} \right) + \frac{D^n - 1}{D^n} \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma) = F(x).
\] (20)

Equation (20) implies an existence of the Hukuhara difference
\[
F(x) - D^n \frac{1}{D^n - 1} \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma) = D^n F \left( \frac{x}{D^n} \right).
\]

Then, using Lemmas 3 and 4, we obtain that the following Hukuhara difference exists:
\[
F(x) - \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma).
\]

Now, define functions \( A, H : X \to cc(Y) \) as follows:
\[
A(x) = \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma),
\]
\[
H(x) = F(x) - \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma).
\]

By the definition of the Hukuhara difference, we have \( F(x) = A(x) + H(x) \). Then,
\[
A(\gamma x) = \frac{1}{|G|} \int_G F(\sigma \gamma x) d\mu(\sigma) = \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma) = A(x),
\] (21)
for all \( x \in X, \gamma \in G \).
\[ D^2 F(x) + (D - 1) A(Dx) = D^2 \left( F(x) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G F(D\sigma x) d\mu(\sigma) \right) = DF(Dx). \]  

Substituting \( x := \gamma x \) in (22) and averaging over \( \gamma \in G \), we obtain

\[ D^2 A(x) + (D - 1) A(Dx) = DA(Dx) = A(Dx) + (D - 1)A(Dx). \]  

Using Lemma 2 Equation (23) implies

\[ D^2 A(x) = A(Dx). \]  

Using induction, we can easily show that the following equality is also true

\[ H(Dx) = H(x), \]  

for all \( x \in X \).

Hence, using Lemma 2 Equation (23) implies

\[ D^2 A(x) = A(Dx). \]  

Going further, we have

\[ F(\gamma x) = H(\gamma x) + \frac{1}{|G|} \int_G F(\sigma \gamma x) d\mu(\sigma) = H(\gamma x) + \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma). \]

Averaging (25) over \( \gamma \in G \), we obtain

\[ A(x) = \frac{1}{|G|} \int_G H(\gamma x) d\mu(\gamma) + A(x), \]

which implies

\[ \frac{1}{|G|} \int_G H(\gamma x) d\mu(\gamma) = \{0\}. \]  

for all \( x \in X \).

Going further, we have

\[ H(Dx) + D^2 A(x) = H(Dx) + A(Dx) = F(Dx) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G F(D\sigma x) d\mu(\sigma) = DH(x) + DA(x) + \frac{D - 1}{D} A(Dx) = DH(x) + DA(x) + (D - D) A(x) = DH(x) + D^2 A(x), \]

which implies

\[ H(Dx) = DH(x), \]  

for all \( x \in X \).

Using induction, we can easily show that the following equality is also true

\[ H(D^m x) = D^m H(x), \]  

for all \( x \in X, m \in \mathbb{Z} \).

Now, we construct a single-valued function \( h : X \rightarrow Y \) such that \( h(x) \in H(x) \) for all \( x \in X \) and moreover \( h(Dx) = Dh(x) \). We define a relation \( \sim \) on the set \( X \) as follows: Let \( x_1, x_2 \in X \). Then, \( x_1 \sim x_2 \) if and only if there exists \( k \in \mathbb{Z} \) such that \( x_1 = D^k x_2 \). This relation is obviously an equivalence. Furthermore, we consider the decomposition of the set \( X \) into classes by the relation \( \sim \). Let us consider a particular class of decomposition by the relation \( \sim \); we denote it \( S \). Let us select a particular element \( r \in S \) and choose a value \( h(r) \) so that \( h(r) \in H(r) \). Obviously, such a selection does not necessarily have to be unambiguous. Furthermore, for any \( x \in S \), there exists \( m \in \mathbb{Z} \) such that \( x = D^m r \). For these \( x, m \),
we put \( h(x) = D^m h(r) \). Using (29), it follows that \( H(x) = H(D^m r) = D^m H(r) \). Hence, \( h(x) \in H(x) \). Thus, we can determine \( h(x) \) for any \( x \in X \) by this way.

Therefore, we can further consider a single-valued function \( h : X \to Y \) with these properties:

\[
\begin{align*}
\text{(30)} & \quad h(x) \in H(x), \\
\text{(31)} & \quad h(Dx) = Dh(x),
\end{align*}
\]

for all \( x \in X \).

Moreover, (26) implies immediately

\[
\int_G h(\gamma x) d\mu(\gamma) = 0. \tag{32}
\]

For every \( \gamma \in G \) and every \( x \in X \), we put \( b(\gamma, x) = h(x) - h(\gamma x) \). Then, we easily infer

\[
\begin{align*}
\frac{1}{|G|} \int_G b(\gamma, x) d\mu(\gamma) &= \frac{1}{|G|} \int_G h(x) d\mu(\gamma) - \frac{1}{|G|} \int_G h(\gamma x) d\mu(\gamma) = h(x), \\
= \frac{1}{|G|} \int_G h(x) d\mu(\gamma) - \frac{1}{|G|} \int_G h(\gamma x) d\mu(\gamma) = h(x), \\
= b(\gamma, x) - b(\sigma x) = h(x) - h(\gamma x) - h(x) + h(\sigma x) = b(\gamma, \sigma x) \\
= b(\gamma, Dx) = h(Dx) - h(\gamma Dx) = Dh(x) - Dh(\gamma x) = Db(\gamma, x) \tag{35}
\end{align*}
\]

Equations (21) and (24) prove (7) for function \( A \). Equations (34) and (35) prove (8) for function \( b \). Equation (33) proves (9) for function \( h \). By Lemma 5, function \( \tilde{F}(x) = A(x) + h(x) \) solves the Equation (6).

Now, we have for every \( x \in X \) that \( \tilde{F}(x) \subset F(x) \). Lemma 5 or Equations (31) and (32) prove (10) for function \( h \).

Moreover, we can find that

\[
\begin{align*}
\frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma) &= \frac{1}{|G|} \int_G (A(\sigma x) + h(\sigma x)) d\mu(\sigma) = \\
= \frac{1}{|G|} \int_G A(\sigma x) d\mu(\sigma) + \frac{1}{|G|} \int_G h(\sigma x) d\mu(\sigma) = A(x);
\end{align*}
\]

therefore,

\[
A(x) = \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma) = \frac{1}{|G|} \int_G F(x) d\mu(\sigma). \tag{36}
\]

To prove uniqueness, suppose \( \tilde{F}(x) = \tilde{A}(x) + \tilde{h}(x) \) for some functions \( \tilde{A} : X \to cc(Y) \) and \( \tilde{h} : X \to Y \) satisfying (7) and (10). Then,

\[
\begin{align*}
A(x) &= \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma) = \frac{1}{|G|} \int_G (\tilde{A}(\sigma x) + \tilde{h}(\sigma x)) d\mu(\sigma) = \\
= \frac{1}{|G|} \int_G \tilde{A}(\sigma x) d\mu(\sigma) + \frac{1}{|G|} \int_G \tilde{h}(\sigma x) d\mu(\sigma) = \tilde{A}(x).
\end{align*}
\]

Then,

\[
A(x) + \tilde{h}(x) = \tilde{A}(x) + \tilde{h}(x) = \tilde{F}(x) = A(x) + h(x),
\]
which implies
\[ \tilde{h}(x) = h(x). \]

It remains for us to prove the uniqueness of representation (12). To do this, assume
\[ h(x) = \frac{1}{|G|} \int_G b(\sigma, x) \, d\mu(\sigma), \]
where \( \tilde{b} \) satisfies (8). Then,
\[ b(\gamma, x) = h(x) - h(\gamma x) = \frac{1}{|G|} \int_G (\tilde{b}(\sigma, x) - \tilde{b}(\sigma, \gamma x)) \, d\mu(\sigma) = \]
\[ = \frac{1}{|G|} \int_G (\tilde{b}(\sigma, x) - \tilde{b}(\sigma\gamma, x) + \tilde{b}(\gamma, x)) \, d\mu(\sigma) = \frac{1}{|G|} \int_G \tilde{b}(\sigma, x) \, d\mu(\sigma) - \]
\[ - \frac{1}{|G|} \int_G \tilde{b}(\sigma\gamma, x) \, d\mu(\sigma) + \tilde{b}(\gamma, x) = \tilde{b}(\gamma, x), \]
for all \( x \in X, \gamma \in G \). \( \square \)

4. Further Results

Note that, in Theorem 1, Sikorska proved that every function \( F \), solution of (5), can be uniquely expressed as the sum of a set-valued function \( G \) and a single-valued function \( a \). We proved in Theorem 2 that every function \( F \), solution of (6) contains a function \( \tilde{F} \), and also a solution of (6), which can be expressed as the sum of a set-valued function \( A \) and a single-valued function \( h \). Furthermore, for a certain solution \( f \), there can exist more such functions \( \tilde{F} \). In the following section, we concentrate on some of the cases where \( F = \tilde{F} \) holds.

First, let us consider the case of finite group \( G \) and the measure \( \mu \) of an arbitrary subset \( \tilde{G} \) of a set \( G \). The measure \( \mu \) gives the number of the members of the set. Then, for the set-valued function \( K : G \to \mathcal{P}(Y) \), we can set
\[ \int_G K(\gamma) \, d\mu(\gamma) =: \sum_{\gamma \in G} K(\gamma). \quad (37) \]

**Lemma 6.** Let the set-valued function \( F : X \to \text{cc}(Y) \) be a solution of Equation (6) for each \( x \in X \), where \( G \) is finite. Let \( \tilde{F} : X \to \text{cc}(Y) \) be a solution of (6) constructed according to Theorem 2. Then, \( F(x) = \tilde{F}(x) \) for each \( x \in X \).

**Proof.** In accordance with the proof of Theorem 2, we obtain
\[ A(x) = \frac{1}{|G|} \sum_{\sigma \in G} F(\sigma x), \quad (38) \]
for every \( x \in X \). The Formula (26) gives us
\[ \frac{1}{|G|} \sum_{\gamma \in G} H(\gamma x) = \{0\} \quad (39) \]
for each \( x \in X \). Since \( G \) is finite, (39) immediately gives that the set \( H(x) \) is a singleton for every \( x \in X \). Considering, as in Theorem 2, \( F(x) = A(x) + h(x) \), with \( h(x) \in H(x) \), the function \( h \) is unique and \( F(x) = \tilde{F}(x) \) for each \( x \in X \). \( \square \)
Theorem 3. Let $G$ be a finite compact topological group, where $|G| = n + 1$. Let $X$ be a real vector space. Let $Y$ be a locally convex real linear metric space with an invariant metric. Let $D$ be a real number and $D > 1$. Assume that a set-valued function $F : X \to \mathrm{cc}(Y)$ satisfies the equation
\[
F(x) + \frac{D - 1}{(n + 1)D^2} \sum_{\gamma \in G} F(D\gamma x) = \frac{1}{D} F(Dx).
\]
for all $x \in X$. Then, there exists a set-valued function $A : X \to \mathrm{cc}(Y)$ satisfying
\[
A(Dx) = D^2 A(x),
\]
for all $x \in X, \gamma \in G$ and a single-valued function $h : X \to Y$ satisfying
\[
h(Dx) = Dh(x), \sum_{\sigma \in G} h(\sigma x) = 0
\]
for all $x \in X, \gamma \in G$ such that $F$ can be expressed in the following way:
\[
F(x) = A(x) + h(x), x \in X,
\]
Furthermore, this expression is unique. The function $h$ has a unique form
\[
h(x) = \frac{1}{n + 1} \sum_{\gamma \in G} b(\gamma, x),
\]
where the function $b : G \times X \to Y$ satisfies the condition
\[
b(\gamma, \sigma x) = b(\gamma \sigma, x) - b(\sigma, x), b(\gamma, Dx) = Db(\gamma, x)
\]
for all $x \in X, \gamma, \sigma \in G$

Proof. The theorem follows immediately from Theorem 2 and Lemma 6. □

Let us now consider a more general case. Suppose $Y$ is an Asplund space, i.e., Banach space, whose topological dual space $Y^*$ is separable. In this case, we will show that, for any $x \in X$, it holds that $F(\gamma x) = \tilde{F}(\gamma x)$ for $\mu$-almost every $\gamma \in G$.

Lemma 7. Let $\Gamma$ be a measurable correspondence, i.e., set-valued mapping of some measurable space $(G, \mathcal{A})$ into $\mathrm{cc}(Y)$, then the functions
\[
G \ni \gamma \rightarrow \sup_{y \in \Gamma(\gamma)} \{y^*(y)\},
\]
\[
G \ni \gamma \rightarrow \inf_{y \in \Gamma(\gamma)} \{y^*(y)\}
\]
are measurable for each $y^* \in Y^*$.

Proof. We repeat the proof of Lemma 1 of [8]. Fix $y^* \in Y^*$ and $t \in \mathbb{R}$. If
\[
A_t = \{ \gamma \in G : \sup_{y \in \Gamma(\gamma)} \{y^*(y)\} > t \},
\]
it follows that the the graph $\text{Gr}(\Gamma)$ of the correspondence $\Gamma$ belongs to the product $\sigma$-algebra $\mathcal{A} \otimes \mathcal{B}(Y)$, where $\mathcal{B}(Y)$ denotes the Borel $\sigma$-algebra in $Y$. Then, also
\[
\{(\gamma, y) \in \text{Gr}(\Gamma) : y^*(y) > t\}
\]
belongs to \(\sigma\)-algebra \(A \otimes B(Y)\). Therefore, the set \(A_t\) must belong to the \(\sigma\)-algebra \(A\) being a projection of the previous set on the set \(G\).

The proof of the following lemma can be found in [8].

**Lemma 8.** Let \(\Gamma\) be a measurable correspondence of a measurable space \(G\) into \(cc(Y)\) and

\[
\int_G \Gamma(\gamma) d\mu(\gamma) \neq \emptyset.
\]

Then, the following equalities hold for each \(y^* \in Y^*\):

\[
\sup_{y \in \int_G \Gamma(\gamma) d\mu(\gamma)} \{y^*(y)\} = \int_G \sup_{y \in \Gamma(\gamma)} \{y^*(y)\} d\mu(\gamma),
\]

\[
\inf_{y \in \int_G \Gamma(\gamma) d\mu(\gamma)} \{y^*(y)\} = \int_G \inf_{y \in \Gamma(\gamma)} \{y^*(y)\} d\mu(\gamma).
\]

The following Lemma is an easy consequence of the definition of the integral. Hence, the proof is omitted.

**Lemma 9.** Let \(G\) be a measurable space and \(f : G \rightarrow \mathbb{R}\) be a nonnegative function. Let \(t > 0\) be real and \(A_t = \{\gamma \in G : f(\gamma) \geq t\}\). Then, the following holds:

\[
\mu(A_t) \leq \frac{1}{t} \int_{A_t} f(\gamma) d\mu(\gamma) \leq \frac{1}{t} \int_G f(\gamma) d\mu(\gamma).
\]

**Theorem 4.** Suppose that the set-valued function \(F : X \rightarrow cc(Y)\) solves Equation (6) for each \(x \in X\), where \(Y\) is Asplund space (which means that the dual space \(Y^*\) is assumed separable.) Let \(\tilde{F} : X \rightarrow cc(Y)\) be the solution of (6) constructed according to Theorem 2. Then, for every \(x \in X\), it holds that

\[
F(\gamma x) = F(\gamma x)
\]

for \(\mu\)-almost every \(\gamma \in G\).

**Proof.** Similarly to the Theorem 2,

\[
F(x) = A(x) + H(x),
\]

\[
\tilde{F}(x) = A(x) + h(x),
\]

(40)

where

\[
A(x) = \frac{1}{|G|} \int_G F(\sigma x) d\mu(\sigma),
\]

\[
h(x) \in H(x)
\]

for each \(x \in X\). It suffices to show that, for each \(x \in X\), there exists a set \(\mathcal{N} \subset G\) such that \(\mu(\mathcal{N}) = 0\) and \(H(\gamma x)\) is a singleton for every \(\gamma \in G \setminus \mathcal{N}\).

From (26), we obtain

\[
\int_G H(\gamma x) d\mu(\gamma) = \{0\}
\]
for each $x \in X$. Now, for $y^* \in Y^*$, $x \in X$ denote

$$s_{y^*,x}(\gamma) = \inf_{y \in H(\gamma x)} \{y'(y)\},$$

$$S_{y^*,x}(\gamma) = \sup_{y \in H(\gamma x)} \{y'(y)\}.$$  \hfill (41)

Since for every $\gamma \in G$, $x \in X$ the set $H(\gamma x)$ lies in $\text{cc}(Y)$, $y^*(y)$ attains its minimum and maximum on the set $H(\gamma x)$ (so the functions can be defined). Thus, with the help from (41), the functions $s_{y^*,x} : G \to \mathbb{R}$ and $S_{y^*,x} : G \to \mathbb{R}$ are correctly defined.

Furthermore, as the function $G \ni \gamma \to H(\gamma x) \in \text{cc}(Y)$ is for each $x \in X$ supposed to be measurable, integrable, and set-valued, the functions $s_{y^*,x}$ and $S_{y^*,x}$ are, according to Lemma 7, measurable as well. For every $y^* \in Y^*$, Lemma 8 yields:

$$0 = \sup_{y \in f_G H(\gamma x) \mu(\gamma) = 0} \{y'(y)\} = \int G S_{y^*,x}(\gamma) d\mu(\gamma),$$

$$0 = \inf_{y \in f_G H(\gamma x) \mu(\gamma) = 0} \{y'(y)\} = \int G s_{y^*,x}(\gamma) d\mu(\gamma).$$ \hfill (42)

Moreover, consider for every $y^* \in Y^*$, $x \in X$ function $f_{y^*,x} : G \to \mathbb{R}$ defined:

$$f_{y^*,x}(\gamma) = S_{y^*,x}(\gamma) - s_{y^*,x}(\gamma), \gamma \in G.$$  

Obviously, for each $\gamma \in G$, $f_{y^*,x}(\gamma) \geq 0$ holds. Clearly, the function $f_{y^*,x}$ is measurable for each $y^* \in Y^*$, $x \in X$; therefore, (42) for arbitrary fixed $y^* \in Y^*$, $x \in X$:

$$\int G f_{y^*,x}(\gamma) d\mu(\gamma) =$$

$$= \int G S_{y^*,x}(\gamma) d\mu(\gamma) - \int G s_{y^*,x}(\gamma) d\mu(\gamma) = 0.$$

As a result of Lemma 9, $f_{y^*,x} \equiv 0$ holds $\mu$—almost everywhere on $G$ for every $y^* \in Y^*$, $x \in X$. Moreover, because of the separability of dual $Y^*$, there exists a countable dense set $\{y_i^*\} \subset Y^*$. This gives, for every $i \in \mathbb{N}$ and $x \in X$, a set that exists $\mathcal{N}_i \subset G$ of zero measure, such that $f_{y_i^*,x} \equiv 0$ na $G \setminus \mathcal{N}_i$. Then, $\mathcal{N} = \bigcup_{i \in \mathbb{N}} \mathcal{N}_i$ holds the following: $f_{y_i^*,x} \equiv 0$ na $G \setminus \mathcal{N}$ for each $i \in \mathbb{N}$, and $x \in X$ and $\mathcal{N}$ is of zero measure.

We now prove that, for each $x \in X$ and $\gamma \in G \setminus \mathcal{N}$, the set $H(\gamma x)$ is a singleton. On the contrary, suppose there exist $x \in X$ and $\gamma \in G \setminus \mathcal{N}$, such that $H(\gamma x)$ contains two different elements $y_1, y_2 \in Y$. Then, $y_1 - y_2 \neq 0$. Thus, $0 < \|y_1 - y_2\|$ and there exists $\hat{y}^* \in Y^*$, such that $\hat{y}^*(y_1 - y_2) = 1$. Now, let $0 < \varepsilon < \frac{1}{\|y_1 - y_2\|}$. Thus, there is $y_i^* \in \{y_i^*\}$ such that $\|\hat{y}^* - y_i^*\| < \varepsilon$. It gives us:

$$\|\hat{y}^*(y_1 - y_2) - y_i^*(y_1 - y_2)\| = \|\hat{y}^*- y_i^*\| \|y_1 - y_2\| \leq$$

$$\leq \|\hat{y}^* - y_i^*\| \|y_1 - y_2\| < \varepsilon \|y_1 - y_2\|.$$  

Then, we obtain

$$1 - |y_i^*(y_1 - y_2)| < \varepsilon \|y_1 - y_2\| < 1,$$

i.e.,

$$0 < 1 - \varepsilon \|y_1 - y_2\| < |y_i^*(y_1 - y_2)|.$$  

Without loss of generality, we can suppose $y_i^*(y_1 - y_2) > 0$. This yields

$$y_i^*(y_2) < y_i^*(y_1) + (1 - \varepsilon \|y_1 - y_2\|) < y_i^*(y_1),$$

for each $x \in X$.
which gives
\[ s y_{\gamma}^x (\gamma) \leq y_{\gamma}^x (y_2) < y_{\gamma}^x (y_1) \leq S y_{\gamma}^x (\gamma). \]
Therefore, \( f y_{\gamma}^x (\gamma) > 0 \), which contradicts with the fact \( f y_{\gamma}^x \equiv 0 \) on \( G \setminus \mathcal{N} \) for each \( i \in \mathbb{N} \) and \( x \in X \). \( \square \)

5. Example

Let \( X = \mathbb{R}^2 \) and \( Y = \mathbb{R}^n \), \( n \in \mathbb{N} \). Consider the unitary group \( U(1) = \{ z \in \mathbb{C} : |z| = 1 \} \) acting on \( X \) by rotations around the origin. Identifying \( \mathbb{R}^2 \) with complex numbers field \( \mathbb{C} \), we express this action in the form:

\[ z \in U(1) : w \in \mathbb{C} \mapsto zw \in \mathbb{C}. \] (43)

Applying Theorem 2 for Equation (6), we aim to find functions \( A \) and \( h \) with the properties (7) and (10). Consider an arbitrary function \( K : [1, D) \to \text{cc}(Y) \). For any \( w \in \mathbb{C} \setminus \{0\} \), we can find unique \( n = n(w) \in \mathbb{Z} \) such that

\[ 1 \leq \frac{|w|}{D^n} < D. \] (44)

Then, define \( A_K : \mathbb{C} \to \text{cc}(Y) \) as follows:

\[ A_K (w) = D^{2n(w)} K \left( \frac{|w|}{D^{n(w)}} \right), w \in \mathbb{C} \setminus \{0\}; \]
\[ A_K (w) = \{0\}, w = 0. \] (45)

**Claim 1.** Function \( A_K \) satisfies condition (7). Moreover, for any function \( A : \mathbb{C} \to \text{cc}(Y) \) satisfying (7), there exists function \( K : [1, D) \to \text{cc}(Y) \) such that \( A = A_K \).

**Proof.** Obviously,

\[ n(Dw) = n(w) + 1, \]
\[ n(\gamma w) = n(w), \] (46)

for all \( w \in \mathbb{C} \setminus \{0\}, \gamma \in U(1) \). We get

\[ A_K (\gamma w) = D^{2n(\gamma w)} K \left( \frac{|\gamma w|}{D^{n(\gamma w)}} \right) = D^{2n(w)} K \left( \frac{|w|}{D^{n(w)}} \right) = A_K (w), \]

\[ A_K (Dw) = D^{2n(Dw)} K \left( \frac{|Dw|}{D^{n(Dw)}} \right) = D^{2(n(w)+1)} K \left( \frac{|Dw|}{D^{n(w)+1}} \right) = D^2 A_K (w). \]

for every \( w \in \mathbb{C} \setminus \{0\}, \gamma \in U(1) \). These equations evidently hold for \( w = 0 \). Consider an arbitrary function \( A \) satisfying (7), and define \( K : [1, D) \to \text{cc}(Y) \) as a restriction of \( K = A|_{[1,D)} \). Then, for any \( w \in \mathbb{C} \setminus \{0\} \), we can find unique \( \phi \in U(1) \) such that

\[ w = \phi |w| \] (47)

With regard to the condition (7), we can write

\[ A(w) = A \left( D^{n(w)} \frac{\phi |w|}{D^{n(w)}} \right) = D^{2n(w)} A \left( \frac{|w|}{D^{n(w)}} \right) = \]
\[ D^{2n(w)} K \left( \frac{|w|}{D^{n(w)}} \right) = A_K (w), \]
for all \( w \in \mathbb{C} \setminus \{0\} \), \( \gamma \in U(1) \)—since

\[
A(0) = \frac{1}{Dz} A(D \cdot 0) = \frac{1}{Dz} A(0)
\]

and \( D > 1 \), \( A(0) = \{0\} \) must hold, and also \( A(0) = A_K(0) \). \( \square \)

To construct \( b(\gamma, w) \), consider annulus

\[
R = \{ w : 1 \leq |w| < D \} \subset X.
\] (48)

For any \( r \in [1, D) \), we denote

\[
R_r = \{ w : |w| = r \} \subset R.
\] (49)

Let \( f : R \to Y \) be a function that has the integrable restriction \( f|_{R_r} : R_r \to Y \) for any \( r \in [1, D) \). Then, define \( b_f : U(1) \times C \to Y \) as follows:

\[
b_f(\gamma, w) = D^n(w) f \left( \frac{w}{D^n(w)} \right) - \frac{\gamma w}{D^n(w)} f \left( \frac{\gamma w}{D^n(w)} \right), \quad \gamma \in U(1), w \in \mathbb{C} \setminus \{0\},
\]

\[
b_f(\gamma, w) = 0, \gamma \in U(1), w = 0.
\] (50)

**Claim 2.** Function \( b_f \) satisfies condition (8). Moreover, for any \( b \) satisfying (8), there exists function \( f : R \to Y \) with integrable restrictions to \( R_r, r \in [1, D) \) such that \( b = b_f \).

**Proof.** We can write

\[
b_f(\gamma \sigma, w) - b_f(\sigma, w) = D^n(w) f \left( \frac{w}{D^n(w)} \right) - \frac{\gamma \sigma w}{D^n(w)} f \left( \frac{\gamma \sigma w}{D^n(w)} \right) -
\]

\[
D^n(w) f \left( \frac{w}{D^n(w)} \right) + \frac{\sigma w}{D^n(w)} f \left( \frac{\sigma w}{D^n(w)} \right) =
\]

\[
= D^n(\sigma w) f \left( \frac{\sigma w}{D^n(\sigma w)} \right) - \frac{\gamma \sigma w}{D^n(\sigma w)} f \left( \frac{\gamma \sigma w}{D^n(\sigma w)} \right) = b_f(\gamma, \sigma w),
\] (51)

\[
b_f(\gamma, Dw) = D^n(Dw) f \left( \frac{Dw}{D^n(Dw)} \right) - \frac{\gamma Dw}{D^n(Dw)} f \left( \frac{\gamma Dw}{D^n(Dw)} \right) =
\]

\[
= D^n(w+1) f \left( \frac{Dw}{D^n(w+1)} \right) - D^n(w+1) f \left( \frac{\gamma Dw}{D^n(w+1)} \right) = Db_f(\gamma, w),
\]

for every \( w \in \mathbb{C} \setminus \{0\}, \gamma \in U(1) \). These equations evidently hold for \( w = 0 \).

Consider now an arbitrary function \( b \) satisfying (8). Then, each \( w \in R \) can be expressed as \( w = \phi |w| \), where \( \phi \in U(1) \). Define \( f : R \to Y \) such that

\[
f(w) = -b(\phi, |w|), w \in R.
\] (52)

With regard to the condition (8), we can write

\[
b_f(\gamma, w) = D^n(w) f \left( \frac{w}{D^n(w)} \right) - \frac{\gamma w}{D^n(w)} f \left( \frac{\gamma w}{D^n(w)} \right) =
\]

\[
= -D^n(w) b \left( \phi, \frac{|w|}{D^n(w)} \right) + D^n(w) b \left( \gamma \phi, \frac{|w|}{D^n(w)} \right) =
\]

\[
= b(\gamma \phi, |w|) - b(\phi, |w|) = b(\gamma, \phi |w|) = b(\gamma, w),
\]
for each \( w \in \mathbb{C} \setminus \{0\}, \gamma \in U(1) \). Since
\[
b(\gamma, 0) = \frac{1}{D} b(\gamma, D \cdot 0) = \frac{1}{D} b(\gamma, 0)
\]
and \( D > 1 \), we obtain \( b(\gamma, 0) = \emptyset \), and also \( b(\gamma, 0) = b_f(\gamma, 0) \).

6. Conclusions

In this paper, we have attempted to generalize the study of the following functional equation:
\[
F(x) + \frac{\beta - 1}{2\beta^2} F(-\beta x) = \frac{\beta + 1}{2\beta^2} F(\beta x),
\]
with \( \beta \) natural number, \( \beta \neq 1 \), \( x \in X \), \((X, +)\) group uniquely divisible by \( \beta \), and \( F \) a set-valued mapping from \( X \) to the family of non-empty compact, convex subsets of a locally convex linear metric space with an invariant metric. In the article, we focus on the solution of the following integral-functional equation with \( D > 1 \):
\[
F(x) + \frac{D - 1}{D^2} \frac{1}{|G|} \int_G F(D\sigma x)d\mu(\sigma) = \frac{1}{D} F(Dx),
\]
where \( G \) is a compact topological group equipped with the right-invariant Haar measure \( \mu \).
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