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Abstract. In this note, we show that the Lyapunov exponents of mixed products of random truncated Haar unitary and complex Ginibre matrices are asymptotically given by equally spaced ‘picket-fence’ statistics. We discuss how these statistics should originate from the connection between random matrix products and multiplicative Brownian motion on GL_n(C), analogous to the connection between discrete random walks and ordinary Brownian motion. Our methods are based on contour integral formulas for products of classical matrix ensembles from integrable probability.
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1. Introduction

1.1. Model and main result. Suppose X_1, X_2, . . . is a sequence of n × n random matrices and let σ_1(T), . . . , σ_n(T) be the singular values of the product X_1 · · · X_T. By the multiplicative ergodic theorem of Oseledets, when the matrices X_τ are iid, the limits

\[ \mu_i = \lim_{T \to \infty} \frac{\log \sigma_i(T)}{T} \]

exist under general assumptions, see also [29]. The constants μ_i are known as Lyapunov exponents due to the interpretation of X_τ as a transfer matrix in the evolution of a chaotic discrete-time dynamical system [12]. The behavior of the Lyapunov exponents for matrix products as T tends to infinity, together with the related question of the fluctuations of log singular values, are now the subject of a large literature with connections to chaotic dynamical systems and disordered systems in statistical physics, neural networks, and other areas; we will not attempt to survey it here, but mention [6,12,17,19] and the references therein.

A natural question, given that the Lyapunov exponents exist under general conditions, is whether there are any universality results about their values which are stable under different choices of random matrices X_τ, at least in the large n limit. When X_τ are iid n × n complex Gaussian (Ginibre) matrices, the rescaled logarithms of the squared singular values of X_1 · · · X_T were shown in [6] to converge to 0, −1, −2, . . . , in the regime where T and n tend to infinity with T/n → ∞; they refer to these as ‘picket fence statistics’. This suggested that similar results should hold in the analogous setting of the double limit T → ∞, then n → ∞, i.e. the large n limits of Lyapunov exponents. The regime where T/n converges to a constant was also studied in [6,7,24]. Though the Lyapunov exponents do not directly appear in this regime, it is known from the work of the first author [4] that the asymptotic behavior of the largest singular values for products of Ginibre matrices then coincides with that of products of corners of Haar unitary matrices. This
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Related existence results on limits of matrix entries were obtained earlier by Bellman [8] and Furstenberg-Kesten [15].
made it natural to expect that the sequence of Lyapunov exponents of both Ginibre and truncated unitary corners should converge to the same limit 0, −1, −2, . . . . Another motivation to investigate this question came from work of the second author [30, Theorem 1.2], in which the analogues of Lyapunov exponents for p-adic random matrices were found to converge to a similar limit—a geometric progression rather than an arithmetic one—as \( n \to \infty \) for the p-adic analogues of Ginibre and truncated unitary matrices.

Our main result, Theorem 2.2, tells that in the large \( n \) limit any mixture of Ginibre and truncated Haar matrices yields the same picket fence statistics. Namely, if the matrices \( X_\tau, \tau \geq 1 \) are each distributed as either Ginibre matrices or corners of Haar matrices from some unitary groups \( U(L_\tau), L_\tau > n \), independent but not necessarily iid, then under weak technical assumptions the picket fence statistics 0, −1, −2, . . . appear in the large \( n \) limit.

**Definition 1.** Given \( L \in \mathbb{Z}_{>n} \), we say that an \( n \times n \) random matrix \( X \) is \( \mathbb{P}_{n,L} \)-distributed if \( X = \sqrt{L} \tilde{X} \) where \( \tilde{X} \) is an \( n \times n \) submatrix of an \( L \times L \) Haar-distributed unitary matrix. We say that \( X \) is \( \mathbb{P}_{n,\infty} \)-distributed if \( X \) is an \( n \times n \) complex Ginibre matrix, i.e. its entries are iid standard complex Gaussians.

**Theorem 1.1.** For each \( n > 0 \), let \( (L_\tau^{(n)})_{\tau \geq 1} \) be a sequence with \( L_\tau^{(n)} > n \) for all \( \tau \), such that the limiting frequencies

\[
\lim_{T \to \infty} \frac{\# \{ L_\tau^{(n)} - n \geq k : 1 \leq \tau \leq T \} }{T}
\]

exist for every \( k \). Suppose \( X_1^{(n)}, X_2^{(n)}, \ldots \) is a sequence of independent random matrices such that \( X_\tau^{(n)} \sim \mathbb{P}_{n,L_\tau^{(n)}} \), and let \( y_1^{(n)}(T) \geq \ldots \geq y_n^{(n)}(T) \) denote the squared singular values of the product \( X_T^{(n)} \cdots X_1^{(n)} \). Then

\[
\frac{\log y_1^{(n)}(T)}{T} \to \lambda_1(n) \quad \text{in probability as } T \to \infty
\]

for explicit \( \lambda_i(n) \) given in Theorem 2.1. Furthermore, these Lyapunov exponents converge to picket fence statistics

\[
c(n)^{-1}(\lambda_i(n) - \lambda_1(n)) \to -i + 1 \quad \text{as } n \to \infty
\]

for each \( i = 1, 2, \ldots \), where \( c(n) > 0 \) is given explicitly in Theorem 2.2.

The constant \( \lambda_i(n) \) is twice the \( i \)th Lyapunov exponent, but we found this normalization more convenient. We compute \( \lambda_i(n) \) exactly using contour integral formulas for moments of the singular values, obtaining formulas which are suitable for taking the large \( n \) limit. The contour integral formulas rely on results from [4], which arise due to connections between matrix products and Macdonald processes [9], see also [10][11][16]. Similar techniques were used to analyze fluctuations of log singular values of matrix products in [17]. As a side note, the special case of these computations when \( X_\tau^{(n)} \) are iid gives a simple expression for the Lyapunov exponents of truncated unitary matrices, which we are not aware of in the literature, and also recovers expressions for the Lyapunov exponents of Ginibre matrices obtained in [14]. See Example 2.1 for details.

**1.2. Connection with Brownian motion on GL\(_n\)(\( \mathbb{C} \)).** While our main results are restricted to the case of mixed Ginibre/truncated unitary products, we believe that the picket fence 0, −1, −2, . . . should appear much more universally in large \( n \) limits of Lyapunov exponents. In fact, picket fence statistics have already appeared in another related context: the multiplicative Brownian motion
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\( Y(t) \) on \( GL_n(\mathbb{C}) \). This is just the Brownian motion on the real manifold \( GL_n(\mathbb{C}) \) with infinitesimal generator given by the \((1/2)\) Laplacian, which may be written as

\[
\frac{1}{2} \sum_{1 \leq \ell, j \leq n} \partial_{x_{\ell j}}^2 + \partial_{ix_{\ell j}}^2
\]

where \( \partial_{x_{\ell j}}, \partial_{ix_{\ell j}} \) are the left-invariant vector fields associated with the Lie algebra elements \( E_{\ell j}, iE_{\ell j} \in \mathfrak{gl}_n(\mathbb{C}) \). We refer to [20, Chapter 3] for general background on Brownian motion on Riemannian manifolds.

One has equality of multi-time distributions of the following two stochastic processes on \( \mathbb{R}^n \), see [23, Corollary 3.3]:

(I) \((y_1(t), \ldots, y_n(t))\), where \( y_i(t) \) is the logarithm of the \( i \)th largest singular value of the multiplicative Brownian motion \( Y(t) \).

(II) \((B^{(1)}_t, \ldots, B^{(n)}_t)\), a standard Brownian motion on \( \mathbb{R}^n \) started at the origin with drift \((n-1, n-3, \ldots, -n+3, -n+1)\), which is conditioned to remain in the positive Weyl chamber \((x_1 > x_2 > \cdots > x_n)\) for all time.

From the above it follows that the log singular values of multiplicative Brownian motion exhibit the same picket fence statistics,

\[
\lim_{t \to \infty} \frac{1}{2t} y_i(t) - \frac{n-1}{2} = -i + 1.
\]

We mention that the drift vector appearing is exactly the sum of the positive roots of \( \mathfrak{sl}_n \), and analogous results hold for any semisimple Lie algebra [18], for which we recommend the exposition of [23]. This gives an attractive Lie-theoretic interpretation of picket fence statistics.

Hints that Dyson Brownian motion with drift connects to matrix product processes, as well as multiplicative Brownian motion, have been observed previously at the level of fluctuations. It is noted in [6] that large products of large random matrices should relate in the limit to the multiplicative Brownian motion \( Y(t) \), which they refer to as a solution of (a case of) the Dorkhov-Mello-Pereyra-Kumar (DMPK) equation — where the DMPK equation corresponds to the Fokker-Planck equation for the process. They also note a connection between local statistics of products of complex Ginibre matrices and those of Dyson Brownian motion with equally spaced initial conditions; this connection is also remarked upon by [21] and [17], the latter of which explicitly notes that “it would be very interesting to find a conceptual explanation for this analogy between products of matrices and Dyson Brownian Motion”.

These observed connections between Dyson Brownian motion with equally spaced initial conditions and matrix products are explained by the equivalence of (I) and (II), in view of the following fact: the process

\[
(W^{(1)}_t, \ldots, W^{(n)}_t), \quad W^{(i)}_t := t B^{(i)}_{1/t},
\]

2One obtains the same operator by replacing the set of \( E_{\ell j}, iE_{\ell j} \) with any orthonormal basis for \( \mathfrak{gl}_n(\mathbb{C}) \) with respect to the inner product \( \langle A, B \rangle = \Re(\text{Tr}(A^* B)) \); we have chosen a specific one only for concreteness.

3As stated in [23], Corollary 3.3 states that it is the vector of logarithms of squared singular values which matches [11], causing their statement to differ by a factor of two from ours. The statement as we have reproduced it here follows from Proposition 3.1 earlier in the same paper, and we thank Neil O’Connell for confirming that this normalization is indeed the correct one.
with $B^{(i)}_t$ as in (1), is a Brownian motion on $\mathbb{R}^n$ started at $(n-1, n-3, \ldots, -n+3, -n+1)$ with zero drift, conditioned to remain in the positive Weyl chamber $(x_1 > x_2 > \cdots > x_n)$ for all time.

In particular, interchanging drift and initial conditions does not change the time 1 marginals, as noted in [23, Proposition 2.3(b)]. It is however much more natural to state the process-level equality of $(y^{(i)}_t)_{1 \leq i \leq n}$ with $(B^{(i)}_t)_{1 \leq i \leq n}$ than with $(W^{(i)}_t)_{1 \leq i \leq n}$, as the latter requires keeping track of the time-change.

1.3. Universality? It is natural to view the above connections between Brownian motion with evenly spaced initial conditions and matrix product processes as an accidental consequence of a more basic—but still heuristic—fact that matrix product processes act as a kind of discrete random walk approximation to multiplicative Brownian motion. Our results may be viewed as probing this connection at the level of the drifts/law of large numbers, and the ubiquity of picket fence statistics suggests that in this sense the discrete matrix-product random walk approximations to Brownian motion on $\text{GL}_n(\mathbb{C})$ become exact as $n \to \infty$. This connection is further supported by [5], which was completed after the first version of the present paper. In that work, the fluctuations of the largest log squared singular values of random matrix products to those of the large $n$ limit of Brownian motion on $\text{GL}_n(\mathbb{C})$ is established for the class of right unitarily invariant matrices.

We expect that the universality class of matrix product models exhibiting picket fence statistics is much broader than the class of models considered in this paper. Based on [5], we believe that picket fence statistics appear for arbitrary products of right unitarily invariant complex random matrices under weak hypotheses on the number of singular values close to 0 and $\infty$, though the optimal hypotheses are not clear. In another direction, we also expect universality of picket fence statistics for products of Wishart matrices (centered iid entries with variance $1/n$).

By contrast, the global limit shapes of the Lyapunov exponents are known to be nonuniversal. Namely, rather than considering the limiting spacings as we do, one may study the $n \to \infty$ limits of the empirical measures

$$\frac{1}{n} \sum_{i=1}^{n} \delta_{\mu_i}$$

associated to the Lyapunov exponents $\mu_i$ of some sequences of $n \times n$ random matrices. The limiting measures are known to be highly dependent on the distribution of the matrices, see [25,26], though we note that the Wishart case is universal and agrees with Ginibre matrices [22]. These results are not so surprising from our perspective, as it is typical in random matrix theory [13], random tilings [1–3], and other models that local statistics similar to the ones we study are much more universal than global limit shapes.
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4This follows from the general fact that if $B_t$ is Brownian motion on $\mathbb{R}^n$ with initial point $a$ and drift $b$ conditioned to remain in the positive Weyl chamber $(x_1 > x_2 > \cdots > x_n)$, then transforming the process via $tB_{1/t}$ interchanges the initial condition with the drift.
2. Main Results

Definition 2. A sequence \((R_{\tau})_{\tau \geq 1}\) with \(R_{\tau} \in \mathbb{N} \cup \{\infty\}\) is frequency-convergent if the limiting frequencies
\[
\lim_{T \to \infty} \frac{\# \{R_{\tau} \geq k : 1 \leq \tau \leq T\}}{T}
\]
exists for every \(k\). The associated frequency measure of such a sequence is the discrete probability measure \(\rho\) on \(\mathbb{N} \cup \{\infty\}\) with \(\rho([k, \infty])\) given by (2.1), where \([k, \infty] := \mathbb{Z}_{\geq k} \cup \{\infty\}\).

Definition 3. Let
\[
H_m := \sum_{k=1}^{m} \frac{1}{k}
\]
denote the \(m\)th harmonic number, and
\[
\gamma := \lim_{m \to \infty} (H_m - \log m)
\]
denote the Euler-Mascheroni constant.

Theorem 2.1. Fix \(n > 0\), let \((L^{(n)}_{\tau})_{\tau \geq 1}\) be a frequency-convergent sequence with \(L^{(n)}_{\tau} > n\) for all \(\tau\), and let \(\rho_n\) be the frequency measure associated to \((L^{(n)}_{\tau} - n)_{\tau \geq 1}\). Let \(X^{(n)}_1, X^{(n)}_2, \ldots\) be independent random matrices such that \(X^{(n)}_{\tau} \sim \mathbb{P}_{n, L^{(n)}_{\tau}}\), and let \(y^{(n)}_1(T) \geq \ldots \geq y^{(n)}_n(T)\) denote the squared singular values of \(X^{(n)}_T \cdots X^{(n)}_1\). Then their rescaled logarithms converge in probability to explicit constants,
\[
\frac{1}{T} \log y^{(n)}_i(T) \to \log(n) - \sum_{k=1}^{\infty} \rho_n([k, \infty]) \left( \log \left(1 - \frac{1}{k + n}\right) + \frac{1}{k + n - i}\right) =: \lambda_i(n),
\]
as \(T \to \infty\) for \(i = 1, \ldots, n\).

Theorem 2.2. Suppose \(\rho_n\) and \(\lambda_i(n)\) are defined as in Theorem 2.1. Set
\[
c(n) := \sum_{k=1}^{\infty} \rho_n([k, \infty]) \frac{1}{(k + n - 1)^2}.
\]
If \(m = o(\sqrt{n})\), then
\[
c(n)^{-1}(\lambda_i(n) - \lambda_1(n)) = -i + 1 + o(1)
\]
for \(1 \leq i \leq m\) as \(n \to \infty\).

Remark 1. We note that taking \(m = o(\sqrt{n})\) is optimal in Theorem 2.2. If we assume \(m = o(n)\), we can replace the conclusion with the relative error
\[
c(n)^{-1}(\lambda_i(n) - \lambda_1(n)) = (-i + 1)(1 + o(1))
\]
in place of the absolute error. However, if \(m = pn\), then even the statement with relative error fails to hold, see Example 2.1 below.

Example 2.1. The special case of Theorem 2.1 for iid matrices \(X^{(n)}_{\tau}\) is worth mentioning. If \(L^{(n)}_{\tau} = L\) for all \(\tau\) and some finite \(L\), so that all \(X^{(n)}_{\tau}\) are (normalized) truncated unitary matrices,
\[
\rho_n([k, \infty]) = \begin{cases} 
1 & k \leq L \\
0 & k > L
\end{cases}
\]
and manipulating (2.2) shows

\[(2.3) \quad \lambda_i(n) = H_{n-i} + \log L - H_{L-i}.\]

In the limit case of Ginibre matrices \(L_{r}^{(n)} = \infty\), one similarly has

\[(2.4) \quad \lambda_i(n) = H_{n-i} - \gamma.\]

In this case

\[c(n) = \sum_{k=1}^{\infty} \frac{1}{(k+n)2}\]

and it follows from (3.5) that

\[(2.5) \quad c(n)^{-1}(\lambda_m(n) - \lambda_1(n)) + (m-1) = -(m-1)^2 c(n)^{-1} \frac{1}{(k+n-1)^2(k+n-m)}.\]

The RHS of (2.5) is \(O(m^2/n)\) if \(m = o(n)\) and is of order \(n\) if \(m = pn\) for some fixed \(p \in (0,1]\), as \(n \to \infty\), as mentioned in Remark 1. In particular, from the fact that it is \(O(m^2/n)\) when \(m = o(n)\) we see that the condition \(m = o(\sqrt{n})\) in Theorem 2.2 is sharp.

**Remark 2.** The formula (2.4) was previously obtained in the literature in [14, Proposition 1], and (2.3) is a natural generalization of that result. For the reader’s benefit in comparing our results with [14], we note that there are a couple of typos in the statements of results in that work: [14, Proposition 1] is missing a factor of 1/2 on the RHS, as may be seen by inspecting [14, (2.10)] in its proof. The factor of 1/2 does not appear in our (2.4) because we consider the squared singular values of the matrix product rather than its singular values, so our \(\lambda_i(n)\) are twice the associated Lyapunov exponent. We note also that the factor of 1/2 is present in the more general [14, Proposition 2] and [14, Corollary 1], but in those results the arguments of the digamma function should be \(d - k + 1\) and \(d - m + 1\) rather than \(k\) and \(m\), respectively.

### 3. Proofs

Throughout this section, for each integer \(n > 0\) let \(X_{1}^{(n)}, X_{2}^{(n)}, \ldots\) be independent random matrices such that \(X_{r}^{(n)} \sim P_{n,L}^{(n)}\) for some sequence \((L_{r}^{(n)})_{r \geq 1}\) of positive integers. Let \(y_{1}^{(n)}(T) \geq \cdots \geq y_{n}^{(n)}(T)\) denote the squared singular values of \(X_{T}^{(n)} \cdots X_{1}^{(n)}\).

We rely on contour integrable expressions for the joint moments of the empirical measures \(\frac{1}{n} \sum_{i=1}^{n} \delta_{y_{j}^{(n)}(T)}\) obtained in [4].

**Proposition 3.1** ([4, Theorem 4.3]). If \(c_1, \ldots, c_m > 0\) are real, and \(n < L_{1}^{(n)}, \ldots, L_{T}^{(n)} < \infty\) are positive integers, then

\[
E \left[ \prod_{i=1}^{m} \sum_{j=1}^{n} (y_{j}^{(n)}(T))^{c_{i}} \right] = \frac{\prod_{i=1}^{m} (-c_{i})^{-1}}{(2\pi i)^{m}} \oint \cdots \oint \prod_{1 \leq i < j \leq m} (u_{j} - u_{i})(u_{j} + c_{j} - u_{i} - c_{i}) (u_{j} - u_{i} - c_{i})(u_{j} + c_{j} - u_{i})
\]
\[
\times \prod_{i=1}^{m} \left( \prod_{\ell=1}^{n} \frac{u_{i} + \ell - 1}{u_{i} + c_{i} + \ell - 1} \prod_{\tau=1}^{T} (L_{\tau}^{(n)})^{c_{i}} \prod_{k=1}^{L_{\tau}^{(n)} - n} \frac{u_{i} + c_{i} - k}{u_{i} - k} \right) du_{i}
\]

where the \(u_{i}\)-contour \(\mathcal{U}_{i}\) is positively oriented around \((-c_{i} - \ell + 1)_{\ell=1}^{n}\) but does not enclose \(k\) for \(1 \leq k \leq \max_{1 \leq \tau \leq T} L_{\tau}^{(n)} - n\), and is enclosed by \(\mathcal{U}_{j} - c_{i}, \mathcal{U}_{j} + c_{j}\) for \(j > i\); the result holds provided that such contours exist.
Remark 3. Proposition 3.1 is a restatement of [4] Thm. 4.3 in terms of the parameters used in this paper (see [4] Thm. A.1 to translate from the parameters used in [4] Thm. 4.3 to the proposition below).

Remark 4. The proof of Proposition 3.1 relies on machinery from symmetric function theory, where zonal spherical functions provide the link between symmetric functions and products of random matrices, see [4] for details.

We want to consider the general setting where some the $L_T^{(n)}$ may be infinite. To avoid separating cases between $L_T^{(n)}$ finite and infinite, it will be convenient to shift the log squared singular values by an additive factor defined below.

Definition 4. For positive integers $L > n$ we let

$$s_n(L) := \sum_{k=1}^{L-n} \frac{1}{k} - \log L = H_{L-n} - \log L$$

and let

$$s_n(\infty) = \lim_{L \to \infty} s_n(L) = \gamma$$

where $\gamma$ is the Euler-Mascheroni constant.

Corollary 3.2. If $c_1, \ldots, c_m > 0$ are real, and $L_1^{(n)}, \ldots, L_T^{(n)} \in \mathbb{Z}_{>0} \cup \{\infty\}$, then

$$\mathbb{E} \left[ \prod_{i=1}^{m} \sum_{j=1}^{n} \left( y_j^{(n)}(T) e^{\sum_{\tau=1}^{T} s_\tau(L^{(n)\tau})} \right) c_i \right] = \prod_{i=1}^{m} \int_{\mathbb{R}} \left( u_j - u_i \right) \left( u_j + c_j - u_i - c_j \right) du_j$$

where the $u_i$-contour $\gamma_i$ is positively oriented around $\{-c_i - \ell + 1\}_{\ell=1}^{n}$ but does not enclose $k$ for $1 \leq k \leq \max_{1 \leq \tau \leq T} L^{(n)\tau} - n$, and is enclosed by $\gamma_j - c_i, \gamma_j + c_j$ for $j > i$; the result holds provided that such contours exist.

Proof. First suppose that all $L_T^{(n)}$ are finite. Then the result follows from Proposition 3.1, where we note that the shifts $s_\tau(L^{(n)\tau})$ effectively replace the $(L^{(n)\tau})_{c_i} \tau$ factors inside the product over $\tau$ in the RHS of (3.1) with $\prod_{k=1}^{L^{(n)\tau} - n} e^{c_i/k}$. For the general case, we have that for $u \notin \{1, \ldots, \max_{1 \leq \tau \leq T} L^{(n)\tau} - n\}$ and $c > 0$,

$$\prod_{k=1}^{L^{(n)\tau} - n} e^{c/k} \frac{u + c - k}{u - k} \to \prod_{k=1}^{\infty} e^{c/k} \frac{u + c - k}{u - k}$$

as $L^{(n)\tau} \to \infty$. Additionally, $X^{(n)\tau}$ converges weakly to an $n \times n$ Ginibre matrix as $L^{(n)\tau} \to \infty$ by [28]. Hence the general case follows by taking a limit of both sides of the finite case. \[\Box\]

Lemma 3.3. Fix $n \in \mathbb{Z}_{>0}$, $\hat{c} \in \mathbb{R}_{>0}$, and let $(L^{(n)\tau})_{\tau \geq 1}$ and $\rho_n$ be as in Theorem 2.1. Then

$$\lim_{T \to \infty} \prod_{\tau=1}^{T} \prod_{k=1}^{L^{(n)\tau} - n} e^{\frac{c}{kT} \frac{u + \hat{c} - k}{u - k}} = \prod_{k=1}^{\infty} \exp \left( \hat{c} \rho_n([k, \infty)) \left( \frac{1}{k} + \frac{1}{u - k} \right) \right)$$

uniformly over $u$ in compact subsets of $\mathbb{C} \setminus \mathbb{Z}_{>0}$. 


Proof. We can write
\[
\prod_{\tau=1}^{T} \prod_{k=1}^{n} \frac{e^{\frac{\tau}{T} u + \frac{\tau}{T} - k}}{u - k} = \prod_{\tau=1}^{T} \prod_{k=1}^{n} e^{\frac{\tau}{T} \left(1 - \frac{1}{T} \frac{c}{k - u}\right)}
\]
\[
= \prod_{k=1}^{\infty} \left(e^{\frac{\tau}{T} \left(1 - \frac{1}{T} \frac{c}{k - u}\right)}\right)^{\#\{1 \leq \tau \leq T : L_{\tau}^{(n)} - n \geq k\}}.
\]
Note that the product is always convergent. Indeed, observe that
\[
\frac{C^{-1}}{k^{2T}} \leq \log \left(e^{\frac{\tau}{T} \left(1 - \frac{1}{T} \frac{c}{k - u}\right)}\right) \leq \frac{C}{k^{2T}}
\]
for \(u\) in a compact subset of \(\mathbb{C} \setminus \mathbb{Z}_{>0}\), for \(k\) sufficiently large and for some \(C > 1\) depending on this subset. Since \(\#\{1 \leq \tau \leq T : L_{\tau}^{(n)} - n \geq k\} = \rho_{n}(\|k, \infty\|)T(1 + o(1))\) the desired convergence follows.

Proof of Theorem 2.1. As we will show below,
\[
(3.3) \quad \lim_{T \to \infty} \frac{1}{T} \sum_{\tau=1}^{T} s_{n}(L_{\tau}^{(n)}) = -\log(n) + \sum_{k=1}^{\infty} \rho_{n}(\|k, \infty\|) \left(\frac{1}{k} + \log \left(1 - \frac{1}{k + n}\right)\right) =: \alpha.
\]
Thus, we may define
\[
\mu_{T} := \frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}(T)}, \quad \mu := \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}(n) + \alpha}
\]
where
\[
x_{i}(T) = \frac{1}{T} \left(\log y_{i}^{(n)}(T) + \sum_{\tau=1}^{T} s_{n}(L_{\tau}^{(n)})\right), \quad 1 \leq i \leq n.
\]
We establish our theorem by showing that
\[
(3.4) \quad \int e^{\xi_{2}} d\mu_{T}(x) \to \int e^{\xi_{2}} d\mu(x)
\]
in probability as \(T \to \infty\), for any \(\xi > 0\). In fact, it suffices to show this for \(\xi = 1, \ldots, n\) as this would imply that
\[
p_{k}(e^{x_{1}(T)}, \ldots, e^{x_{n}(T)}) \to p_{k}(e^{\lambda_{1}(n) + \alpha}, \ldots, e^{\lambda_{n}(n) + \alpha})
\]
in probability \(T \to \infty\) for each \(k = 1, \ldots, n\). Since the first \(n\) power sums algebraically generate any symmetric polynomial in \(n\) variables, we have
\[
e_{k}(e^{x_{1}(T)}, \ldots, e^{x_{n}(T)}) \to e_{k}(e^{\lambda_{1}(n) + \alpha}, \ldots, e^{\lambda_{n}(n) + \alpha})
\]
in probability as \(T \to \infty\) for each \(k = 1, \ldots, n\). As
\[
(z - r_{1}) \cdots (z - r_{n}) = z^{n} - e_{1}(r_{1}, \ldots, r_{n}) z^{n-1} + \cdots + (-1)^{n} e_{n}(r_{1}, \ldots, r_{n})
\]
and the roots of a polynomial depend continuously on its coefficients, we see that
\[
e^{x_{i}(T)} \to e^{\lambda_{i}(n) + \alpha}
\]
and therefore
\[
\frac{1}{T} \log y_{i}^{(n)}(T) \to \lambda_{i}(n)
\]
in probability as \(T \to \infty\) for \(1 \leq i \leq n\), as desired.
The remainder of the proof has three parts: establishing (3.3), showing the convergence in expectation of Laplace transforms (3.4), and showing the variance of the LHS is $o(1)$ to upgrade to convergence in probability.

**Part 1: Establishing (3.3).**
Define
$$\rho_{n,T}(k) = \frac{1}{T} \# \{ L^{(n)}_{\tau} - n = k, 1 \leq \tau \leq T \}.$$ 
In particular,
$$\lim_{T \to \infty} \rho_{n,T}(\lfloor k, \infty \rfloor) = \rho_{n}(\lfloor k, \infty \rfloor).$$

Then
$$\frac{1}{T} \sum_{\tau=1}^{T} s_n(L^{(n)}_{\tau}) = \sum_{k \in \mathbb{Z}_{\geq 0} \cup \{\infty\}} \rho_{n,T}(k) s_n(k + n)$$
$$= \rho_{n,T}(\infty) \gamma + \sum_{k \in \mathbb{Z}_{\geq 0}} \rho_{n,T}(k) (H_k - \log(k + n))$$
where the last line uses the fact that $\rho_{n,T}(0) = 0$ (recall $L^{(n)}_{\tau} > n$). Using summation by parts
$$\sum_{k=0}^{m} f_k(g_{k+1} - g_k) = (f_m g_{m+1} - f_0 g_0) - \sum_{k=1}^{m} g_k (f_k - f_{k-1}),$$
we have
$$\sum_{k=0}^{m} \rho_{n,T}(k) (H_k - \log(k + n))$$
$$= (\log(m + n) - H_m) \rho_{n,T}(\lfloor m + 1, \infty \rfloor) - \log(n) \rho_{n,T}(\lfloor 0, \infty \rfloor)$$
$$+ \sum_{k=1}^{m} \rho_{n,T}(\lfloor k, \infty \rfloor) \left( H_k - H_{k-1} + \log \left( \frac{k + n - 1}{k + n} \right) \right)$$
$$= (\log(m + n) - H_m) \rho_{n,T}(\lfloor m + 1, \infty \rfloor) - \log(n) + \sum_{k=1}^{m} \rho_{n,T}(\lfloor k, \infty \rfloor) \left( \frac{1}{k} + \log \left( 1 - \frac{1}{k + n} \right) \right).$$

Sending $m$ to $\infty$, we obtain
$$-\rho_{n,T}(\infty) \gamma - \log(n) + \sum_{k=1}^{\infty} \rho_{n,T}(\lfloor k, \infty \rfloor) \left( \frac{1}{k} + \log \left( 1 - \frac{1}{k + n} \right) \right).$$
Note that the latter series is convergent. Therefore
$$\frac{1}{T} \sum_{\tau=1}^{T} s_n(L^{(n)}_{\tau}) = -\log(n) + \sum_{k=1}^{\infty} \rho_{n,T}(\lfloor k, \infty \rfloor) \left( \frac{1}{k} + \log \left( 1 - \frac{1}{k + n} \right) \right).$$
Taking $T$ to $\infty$ establishes (3.3).

**Part 2: Convergence in expectation.**
By Corollary 3.2 we have
\[
\mathbb{E} \left[ \int e^{T c x} \, d\mu_T(x) \right] = \mathbb{E} \left[ \sum_{i=1}^{n} (y_i^{(n)}(T)e^{\sum_{\tau=1}^{T} s_n(L^{(n)}_{\tau}))} \right]^{c}
\]
\[
= \frac{-c^{-1}}{2\pi i} \oint \prod_{\ell=1}^{n} \frac{u + \ell - 1}{u + c + \ell - 1} \prod_{\tau=1}^{T} \prod_{k=1}^{L^{(n)}_{\tau}-n} \frac{e^{c/k} u + c - k}{u - k} \, du
\]
\[
= \sum_{\ell=1}^{n} \left( \prod_{\ell \neq \ell} \frac{h - \ell - c}{h - \ell} \right) \prod_{\tau=1}^{T} \prod_{k=1}^{L^{(n)}_{\tau}-n} \frac{e^{c/k} - \ell + 1 - k}{-c - \ell + 1 - k}
\]
where we have expanded the integral in its residues at \(-c, -c - 1, \ldots, -c - n + 1\). Setting \(c = \frac{\hat{c}}{T}\)
and applying Lemma 3.3 to the product over \(\tau\), we obtain
\[
\lim_{T \to \infty} \mathbb{E} \left[ \int e^{\hat{c} x} \, d\mu_T(x) \right] = \sum_{i=1}^{n} \prod_{\ell=1}^{\infty} \exp \left( \hat{c} \rho_n([k, \infty]) \left( \frac{1}{k} - \frac{1}{k + \ell - 1} \right) \right)
\]
\[
= \sum_{i=1}^{n} \exp \left( \hat{c} \sum_{k=1}^{\infty} \rho_n([k, \infty]) \left( \frac{1}{k} - \frac{1}{k + n - i} \right) \right)
\]
where in the second equality we change indices \(i = n - \ell + 1\). The convergence
\[
\lim_{T \to \infty} \mathbb{E} \left[ \int e^{\hat{c} x} \, d\mu_T(x) \right] = \sum_{i=1}^{n} e^{\hat{c}(\lambda_i(n) + \alpha)}
\]
follows from the fact that
\[
\lambda_i(n) + \alpha = \sum_{k=1}^{\infty} \rho_n([k, \infty]) \left( \frac{1}{k} - \frac{1}{k + n - i} \right)
\]
where we recall the definition of \(\lambda_i(n)\) in (2.2).

**Part 3: Vanishing variance.**

By Corollary 3.2 we have
\[
\text{Var} \left( \sum_{i=1}^{n} \left( y_i^{(n)}(T)e^{\sum_{\tau=1}^{T} s_n(L^{(n)}_{\tau}))} \right)^{c} \right)
\]
\[
= \mathbb{E} \left[ \left( \sum_{i=1}^{n} \left( y_i^{(n)}(T)e^{\sum_{\tau=1}^{T} s_n(L^{(n)}_{\tau}))} \right)^{c} \right)^2 \right] - \mathbb{E} \left[ \sum_{i=1}^{n} \left( y_i^{(n)}(T)e^{\sum_{\tau=1}^{T} s_n(L^{(n)}_{\tau}))} \right)^c \right]^2
\]
\[
= \frac{c^{-2}}{(2\pi i)^2} \oint \oint \left( \frac{(u_2 - u_1)^2}{(u_2 - u_1 - c)(u_2 - u_1 + c)} - 1 \right) \prod_{i=1}^{n} \left( \prod_{\ell=1}^{u_i + \ell - 1} \prod_{\tau=1}^{T} \prod_{k=1}^{L^{(n)}_{\tau}-n} \frac{e^{c/k} u_i + c - k}{u_i - k} \right) \, du_i
\]
\[
= \frac{1}{(2\pi i)^2} \oint \oint \frac{1}{(u_2 - u_1)^2 - c^2} \prod_{i=1}^{2} \left( \prod_{\ell=1}^{u_i + \ell - 1} \prod_{\tau=1}^{T} \prod_{k=1}^{L^{(n)}_{\tau}-n} \frac{e^{c/k} u_i + c - k}{u_i - k} \right) \, du_i.
\]
Since the integration is over closed contours which do not depend on \( T \) (at least for \( T \) large enough), letting \( c = \bar{c}/T \) we have by Lemma 3.3 that the above converges as \( T \to \infty \) to
\[
\frac{1}{(2\pi i)^2} \oint \oint g(u_1)g(u_2) \frac{du_1 \, du_2}{(u_2 - u_1)^2}
\]
where \( g \) is analytic on \( \mathbb{C} \setminus \mathbb{Z}_{>0} \). Since the contours were chosen so that the \( u_2 \) contour encloses the \( u_1 \) contour and does not enclose any \( k \in \mathbb{Z}_{>0} \), the integral with respect to \( u_1 \) vanishes. Therefore
\[
\lim_{T \to \infty} \text{Var} \left( \sum_{i=1}^{n} \left( g_i^{(n)}(T)e^{\sum_{\tau=1}^{T} s_n(L^{(n)}_\tau)} \right) \frac{\bar{c}}{T} \right) = 0.
\]
The convergence in probability of Laplace transforms now follows from convergence in expectation and Chebyshev’s inequality by the standard argument.

\[\square\]

**Proof of Theorem 2.2.** By the definition (2.2) of \( \lambda_i(n) \),
\[
\lambda_i(n) - \lambda_1(n) = \sum_{k=1}^{\infty} \rho_n(\{k, \infty\}) \left( \frac{1}{k - n - 1} - \frac{1}{k - n - i} \right)
\]
\[
= -(i-1)c(n) + \varepsilon_i(n)
\]
where \( c(n) \) is as defined in the theorem statement, and
\[
\varepsilon_i(n) := -(i-1)^2 \sum_{k=1}^{\infty} \rho_n(\{k, \infty\}) \frac{1}{(k + n - 1)^2(k + n - i)}.
\]
Notice that
\[
|\varepsilon_i(n)| \leq \frac{i-1}{n-i+1} \sum_{k=1}^{\infty} \rho_n(\{k, \infty\}) \frac{1}{(k + n - 1)^2(k + n - i)} = \frac{(i-1)^2}{n-i+1} c(n).
\]
Thus for \( m(n) = o(\sqrt{n}) \) it is clear that
\[
\sup_{1 \leq i \leq m(n)} |\varepsilon_i(n)| = |\varepsilon_m(n)| = c(n)o(1),
\]
completing the proof. \[\square\]
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