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Abstract—Facing the rapid growth in the issuance of financial tickets (or bills, invoices etc.), traditional manual invoice reimbursement and financial accounting system are imposing an increasing burden on financial accountants and consuming excessive manpower. To solve this problem, we propose an iterative self-learning Framework of Financial Ticket Intelligent Recognition System (FFTRS), which can support the fast iterative updating and extensibility of the algorithm model, which are the fundamental requirements for a practical financial accounting system. In addition, we designed a simple yet efficient Financial Ticket Faster Detection network (FTFDNet) and an intelligent data warehouse of financial ticket are designed to strengthen its efficiency and performance. At present, the system can recognize 194 kinds of financial tickets and has an automatic iterative optimization mechanism, which means, with the increase of application time, the types of tickets supported by the system will continue to increase, and the accuracy of recognition will continue to improve. Experimental results show that the average recognition accuracy of the system is 97.07%, and the average running time for a single ticket is 175.67ms. The practical value of the system has been tested in a commercial application, which makes a beneficial attempt for the deep learning technology in financial accounting work.
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I. INTRODUCTION

In recent years, with the rapid development of computer hardware, computer vision and other technologies, deep learning is being adopted by an ever-widening group of fields [1]–[5]. Finance-and-tax is an important field that implements deep learning applications [6], [7]. Traditionally, accounting is usually performed manually as follows. First, the different types of financial tickets, such as value-added tax (VAT) invoices (common invoices, electronic invoices, and special invoices), bank tickets, toll tickets (highway passenger tickets, vehicle occupation fees, highway tolls, taxi ticket), financial receipt, tickets for tourist attractions, admission ticket, plane ticket, train ticket, taxi ticket, toll invoice and so on, are manually sorted. Second, the basic information of these financial tickets is manually input into the financial software to produce accounting vouchers for the corresponding category. Then, each financial ticket is sequentially attached to the accounting voucher for the corresponding category. Finally, the accountant must repeatedly check whether the ordering of the tickets is correct and whether there are any missing tickets. However, this approach is obviously slowed by the lack of automation. Due to the large number and variety of financial tickets, the process results in massive classification workloads, time consumption, and labor effort on the part of the accounting staff, leading to high labor costs and low work efficiency. The accuracy of input information is also greatly affected. Therefore, in order to make accounting more accurate, more efficient and highly automated, optical character recognition (OCR) technology has been gradually applied to the field of financial ticket recognition [7]–[9]. The ticket information identification system can not only reduce work tasks and pressure and improve work efficiency but also resolve contradictions caused by rising labor costs and labor shortages. Additionally, it can promote the digitalization, maintenance and intelligent accounting and storage of accounting information, making it more convenient for accountants to review. At present, some researches have put forward some ticket recognition systems [10]–[17], but there are some common problems: 1) They could only support a few types of tickets. 2) The accuracy is low, which cannot meet the accuracy requirements of the financial application. 3) Their systems do not support complex scenes. Because the experimental data collection methods are not rich enough, the system does not support the real complex scene. 4) Slow iteration of ticket category update. The main reason for these problems is: the lack of understanding of the characteristics of financial ticket image data in the process of system development.

The image of financial ticket is the image produced by digitizing the financial ticket by scanning and photographing. The characteristics of the financial ticket and the complexity of the image acquisition process make it have two obvious characteristics: 1) As shown in Fig[1] there are many different types of financial tickets, such as value-added tax (VAT) invoices (common invoices, electronic invoices, and special invoices), bank tickets, toll tickets (highway passenger tickets, vehicle occupation fees, highway tolls, taxi ticket), financial receipt, tickets for tourist attractions, admission ticket, plane ticket, train ticket, taxi ticket, toll invoice and so on, we call all of them tickets, which leads to the complexity of financial tickets. For example, there are 4034 registered banks in China, and each bank uses different ticket styles as different business vouchers. 2) The image quality is uneven. As shown in Fig[2] the quality of the ticket itself and the acquisition equipment, technical differences and accidental factors in the collection process will lead to different ticket image quality. It mainly includes abrasion, deformity, wrinkle, character overlap, tilt, occlusion, cutting, uneven illumination and complex background. So, how to build an intelligent ticket recognition system with strong adaptability, high precision and high efficiency is a challenge. The problems include: 1) Efficient and accurate ticket classification. 2) Accurate identi-
Propose a framework for the financial ticket recognition system. The system framework widely supports the existing types of financial tickets, and can automatically iterate and optimize the error-prone and new types of tickets with the development of business. It provides a reference for the in-depth application of deep learning technology in the financial field.

- Design a digital ticket-warehouse to automatically update the iterative data model. Through the ticket warehouse, the manual audit and identification model training system are linked to push the ticket real-time monitoring and intelligent training iterative updating model, so that the system has stronger practical value.
- According to the simple and effective principle, Faster-RCNN based FTFDNet is designed to improve the overall efficiency of the system.
- Using the actual business data, experiments are carried out from three aspects of time-consuming, precision and computing resource consumption, which fully verifies the practicability of the proposed system, and provides reference for subsequent research.

II. RELATED WORK

A. Ticket recognition technology

As an important application scenario in the OCR field, ticket recognition has been studied in depth. Traditional OCR technology based on image processing, using artificial features, such as Shannon Entropy [32], different filters [33–35], Otsu’s method [36], Niblack’s method [37], has realized the rapid detection and recognition of ticket text and achieved obvious results in removing salt and pepper noise and Gaussian noise. However, the recognition accuracy is generally low. The OCR technology using statistical machine learning, such as Adaboost [38], SVM [20], has a higher anti-noise ability and significantly improves recognition accuracy. However, this kind of algorithm cannot achieve the expected effect when dealing with the complex but common noise on tickets such as fold, damage, character overlap, and deformation. With the extensive application of deep learning technology in OCR field, the above problems are obviously improved. FasterRCNN, YOLOs [24–27], CTPN [39], SegLink [40], PixelLink [41], EAST [42], Textboxes [43], Graph Convolutional Network [44] etc. have achieved excellent results in text region detection. CRNN [45], RARE [46], FOTS [47], Rotation-Sensitive Regression [48], and STN-OCR [49] provide more choices for character recognition. These methods have a strong ability to deal with different noises and significantly improve the performance of ticket recognition.

B. Ticket recognition system

With the continuous progress of ticket recognition technology, the ticket recognition system has been developed rapidly. Palm [13] uses RNN to implement a ticket analysis system named CloudScan, which does not need prior information of ticket, and the average recall rate reaches 89.1%. Sun [10] proposed a ticket intelligent recognition system by using template matching method. The system uses the prior information of bills to determine the area to be recognized, and achieves 95% recognition accuracy and 14ms single sample...
processing speed. Yi [15] proposed a ticket recognition system based on Gaussian fuzzy and deep learning model for medical invoice recognition task. The accuracy of the system has been improved. The above systems all use deep learning technology, which improves the accuracy, but at the same time, it also exposes two common problems in the current ticket recognition system. One is that the diversity of training data types is not enough, which leads to insufficient support for tickets types. The other is that the recognition system is not closely combined with financial business, and it can not deal with all aspects of tickets from input to entry. At the same time, the system itself has insufficient ability to update and iterate automatically in engineering business.

III. FRAMEWORK AND MODULES

The goal of the intelligent recognition system is to realize the batch extraction of useful information on the financial ticket images that can be used for accounting to carry out financial processing and assist the accountants to complete the financial work. As shown in Fig. 3, the system is composed of image preprocessing module, recognition module, ticket warehouse module and algorithm model warehouse module. Image preprocessing module and recognition module constitute a forward call function branch, which mainly achieves ticket information extraction and accounting information integration. digital ticket-warehouse provides a database, which is used to store the business data, for forward call branch. Meanwhile, data analysis and transfer, data information perfection, and data intelligent push function in ticket warehouse provide data support for model selection and optimization in the algorithm model warehouse module. This process constitutes a system feedback optimization function branch.
According to the business requirements, the forward call branch selects the best model from the algorithm model warehouse to complete the ticket recognition. The recognition result is measured by the confidence threshold. If the recognition result does not reach the threshold value, the auditor intervenes to add verification information. After the ticket passes the forward call branch, on the one hand, it will be used to generate business vouchers according to the identification results. On the other hand, it will be pushed to the ticket warehouse to form data resources. This feedback optimization branch uses the data resources provided by the ticket warehouse, dynamically optimizes each link model according to the actual business problems and data magnitude changes. Sequentially, the optimized model enters the algorithm model warehouse and waits for the calling of the forward call branch. These two branches are connected by ticket warehouse and algorithm model warehouse, and the amount of data information is increased by the work of ticket auditors to form a loop to realize cycle optimization. The followings focus on three main modules of the system: ticket warehouse, data preprocessing and ticket recognition.

### A. Ticket warehouse

Ticket warehouse is a database that provides data support for daily business, cycle optimization, and algorithm research of financial ticket intelligent recognition system. In this database, all data samples are divided into four levels according to the existing information shown in Table I.

| Information level | AE | KBB | KC | TC |
|-------------------|----|-----|----|----|
| Level1            | ✓  | ✓   | ✓  | ✓  |
| Level2            | ✓  | ✓   | ✓  |    |
| Level3            | ✓  | ✓   |    |    |
| Level4            | ✓  |     |    |    |

The ticket warehouse has three functions: A) According to the data information level, automatically store, call, and analyze data. Ticket warehouse can divide the data generated from multi-source in daily business according to the level of information, form a multi-dimensional cross retrieval storage structure, and realize an efficient and accurate data transfer and quantitative analysis. B) It has an open-data information improvement function. Ticket warehouse provides an interactive interface to receive data entered from ticket auditors, data tagging personnel, business customers, developers, and other aspects. It can update data information in real-time and improve the level of data information. C) It has an intelligent data push function. Ticket warehouse can intelligently push error-prone data, unfamiliar data, and scarce data to model candidate training data set depending on the algorithm optimization requirements in the algorithm model warehouse. The definition of these three data are shown as follows:

- **Error-prone data:** When this kind of data passes through the system, the confidence level of classification and recognition is higher than the threshold value, and then it is judged as wrong classification or recognition result manually.
- **Unfamiliar data:** When this kind of data passes through the system, the confidence level of classification or recognition is usually lower than the threshold value, and it is judged as a new classification manually.
- **Scarce data:** This kind of data is rare, so that the temporary use of various types of data augmentation methods to make up for the problem of insufficient data in training model. In order to make the distribution of training samples closer to the real scene, the ticket warehouse collects such data for a long time.

As shown in Fig. 4 through the above functions, the ticket warehouse completes the real-time storage and sorting of the data stream which is generated by the business of the identification system. In addition, it carries out data statistical analysis on the forward call branches regularly and provides business decision support and algorithm optimization decision suggestions. Moreover, the ticket warehouse continuously provides fresh data for the feedback optimization branch, which ensures the continuous iterative optimization of each algorithm in the system.

### B. Tickets preprocessing module

Ticket image preprocessing in the system refers to region segmentation and direction correction, so that each image entered in the system could maintain a single ticket area, remove the non ticket background and be at the upward angle of the text.

1. **Region segmentation**:

There are many sources of financial ticket images, and the collection methods are diverse. Some images contain multiple ticket regions and multiple ticket samples, but some only contain a single ticket area
with a large background area remaining. All of these have an impact on the classification, detection, and recognition of ticket images. The essence of ticket region segmentation is to take the ticket area as the target object and detect it from the image. A variety of object detection algorithms can complete this task. The traditional machine learning algorithm for processing artificial design features has the advantages of fast training speed and processing speed, and low requirement for the number of training data sets, but its accuracy is relatively low. The SVM detection algorithm based on HOG feature provided by DLIB and Haar feature based detection algorithm provided by OpenCV are representative. The processing speed of deep learning algorithm is slow, the training difficulty and training data set requirements are relatively high, but its detection accuracy is high. Faster-RCNN and SSD algorithms are representative. Table I shows the comparison among Faster-RCNN, SSD [50], OpenCV-haar [51], and Dlib [52]. Therefore, considering the balance of accuracy and speed, the fast-RCNN algorithm is finally selected to achieve the ticket segmentation function. The example of one image contains multiple ticket regions is shown in Fig. 5.

![Fig. 5. Region segmentation for multiple tickets in one image](image)

**Algorithm 1** Direction correction

- **step a** Set \( n_{\text{class}} \) as the total number of categories and \( \theta \) as the angle identification degree of tickets, and they satisfy \( \theta = \frac{360^\circ}{n_{\text{class}}-1} \).
- **step b** Select the ticket sample set with rotation direction of 0 degree, and clockwise rotate the sample set \( n \times \theta \) to form the training set data of each angle category when \( n = 0, 1, 2...n_{\text{class}}-1 \) is taken.
- **step c** Hough transform is used to detect and enhance the linear features of samples in the training data set.
- **step d** The training data set is used to train the convolutional neural network classifier.
- **step e** The classifier is used to classify the samples to be identified, and the class \( \text{simple}_{\text{class}} \) is obtained. The sample \( \phi^o \) is rotated clockwise to complete the direction correction, where \( \phi^o = (n_{\text{class}} - \text{simple}_{\text{class}}) \times \theta \)

To improve the generalization of direction correction classifier. At present, a variety of convolution neural network classifiers can complete this task. In order to fully measure the accuracy, speed and size of the classifier, we tried four models, Densenet-121, RESNeST-101 [53], EfficientNet-b7 [54] and DFL-CNN [55]. The results are shown in Table III. Finally, DFL-CNN is selected. The relationship between the angle identification degree \( \theta \) and the accuracy \( \text{precision} \) in the classifier is shown in Fig. 6. According to the specific needs of the business, the relationship between the accuracy rate and the angle identification of tickets can be balanced by properly setting \( \theta \).

![TABLE II](image)

| Algorithms      | AP50  | FPS  |
|-----------------|-------|------|
| Faster-RCNN     | 0.94  | 100  |
| SDD             | 0.89  | 83   |
| OpenCV-Haar     | 0.65  | 128  |
| DLIB            | 0.68  | 135  |

**TABLE III**

| Algorithms      | Acc   | FPS  | Model Size(MB) |
|-----------------|-------|------|----------------|
| Densenet-121    | 0.9650| 112  | 53.6           |
| RESNeST-101     | 0.9850| 106  | 210            |
| EfficientNet-b7 | 0.9787| 98   | 507            |
| DFL-CNN         | 0.9874| 103  | 46.2           |

C. Tickets recognition module

The ticket recognition module is the core module of the financial ticket intelligent recognition system. The input of the module is the preprocessed financial ticket image, and the output is the structured financial processing information. The module is further divided into three parts: ticket classification, ticket detection and recognition, and text structuring.

1) **Ticket classification**: The essence of ticket classification is image classification. Image classification technology based on deep learning has developed rapidly in the past 10 years. Since AlexNet [56] was proposed in 2012, VGG [57], GoogleNet [58], ResNet [59], DenseNet [60] and EfficientNet [54] have been proposed one after another, and constantly refresh the highest accuracy of image classification. We try to use these models to solve the problem of ticket classification, among which EfficientNet-b7 is the best high precision XX%.
These are the results of testing the direction correction module when the images are rotated by 90°, 45°, 30°, and 22.5°. However, this accuracy is still insufficient for financial work. Therefore, we further study the overall characteristics of financial tickets data. In practical application, there are many kinds of tickets, which have the following two characteristics: A) There are similar tickets in different types of tickets, such as the receipt and payment receipt of the same bank. B) The same kind of ticket has great difference, such as different cities have different styles of toll tickets, but they are of the same category. Through the above characteristics, we draw a conclusion: in order to achieve higher classification accuracy, we need to pay more attention to the details of ticket image. Therefore, we use the idea of fine-grained image classification to solve the problem of ticket classification.

Fine grained image classification is a challenging research topic in the field of computer vision. Its goal is to identify the subclasses, which is consistent with the characteristics of ticket data. Due to the subtle differences between subcategories and large intra class differences, traditional classification algorithms have to rely on a large number of manual annotation information. In recent years, with the development of deep learning, deep convolution neural network brings new opportunities for fine-grained image classification. A large number of deep convolution based feature algorithms have been proposed, which promotes the rapid development of this field. At present, the fine-grained classification algorithm can be divided into two types: strong supervision and weak supervision. The so-called fine-grained image classification algorithm refers to the manual annotation of additional information such as label of label box and local area in model training. Some algorithms only use annotation information in model training, but not in image classification. This improves the practicability of the algorithm to a certain extent, but there is still a certain gap compared with the weakly supervised classification algorithm which only relies on the category label. Part-based R-CNNs [61] and pose normalized CNN [62] belong to this kind of algorithm. Weak supervised fine-grained classification algorithm only relies on category labels to complete classification, which is the mainstream algorithm in the field of fine-grained classification in recent years. This kind of algorithm uses attention mechanism and can achieve good classification performance without manual annotation information. B-CNN [63] and DFL-CNN are the main representatives of this kind of algorithm. Therefore, this system proposes Financial Ticket Classification (FTC) network on the basis of DFL-CNN, which is our early work. The details can be understood in detail in the paper [64]. The accuracy of the network in ticket image classification reaches 99.36%. At the same time, it shows a high classification confidence, which creates a strong condition for setting a higher confidence threshold and reducing the overall error rate of the system.

![The relationship between θ and precision](image)

Fig. 6. The framework of financial ticket classification algorithm

At present, the classification model is trained offline. After training, it is deployed to the online financial ticket intelligent recognition system. The online business tickets pass through the classifier, and when the confidence reaches the threshold, the classification results are given, which will be pushed to the detection and recognition module. If the confidence level does not reach the threshold value, it will be reviewed manually and the classification results will be given by ticket auditors, then it will be fed into the detection and recognition module. As for these unfamiliar data and scarce data, they will be distinguished and pushed to the model training data set by the ticket warehouse to optimize the classification model. In the process of subsequent detection and recognition, the classification results are verified by ticket keyword information to complete the second cross-validation. When the classification error is found, these images will be returned to the manual audit step.

2) Information detection and recognition: The text detection and recognition algorithm based on deep learning has strong anti noise ability and robustness, and can detect and recognize characters in complex background and noise. The basic networks originated from image classification, detection, semantic segmentation and other visual processing tasks, such
as VGG, ResNet, InceptionNet, DenseNet, Inside-Outside Net [65], Se-Net [66], etc., are used to extract the feature vectors of text regions in images. At the same time, many network frameworks originated from object detection and semantic segmentation tasks, such as SSD, YOLO, Faster-RCNN and so on, have been transformed to improve the accuracy and speed of image and text recognition tasks. At present, deep learning text detection and recognition algorithm achieves 92.4% and 80% accuracy on ICDAR 2013 and ICDAR 2015 data sets respectively [67]. However, the accuracy of financial ticket recognition needs to be improved. We still analyze the specific characteristics of financial ticket data. Compared with the text image of natural scene, the particularity of ticket data includes: A) The background is simple. The background of the ticket is paper, and there are some interferences such as color, watermark or table line. However, compared with the open background in natural scene, the complexity is relatively low. B) There are few types of fonts. Due to the strong standardization of tickets, their fonts are concentrated in a few categories, and most of the Chinese tickets are in Song typeface, bold, Imitation Song typeface and Regular script. C) The shape of the text is standard. Most of the Chinese notes are horizontal straight line typesetting, a few of them are vertical straight line typesetting, no one is bending, twisting and oblique line typesetting. The above features make the difficulty of ticket detection and recognition relatively reduced, which can reduce some processing steps for complex background, font and special character shape in detection and recognition technology, which should be considered when improving the speed of detection and recognition algorithm. But at the same time, there are some special difficulties in ticket recognition. It mainly includes: A) Higher precision is required. Due to the particularity of financial work, the accuracy requirement of ticket detection and recognition is much higher than that of scene character recognition. B) There are special noises. The ticket wrinkle, wear and the overlapping and dislocation of characters in printing will cause the ticket text to lose the obvious boundary with the background, and there will be some problems such as text deformation, ambiguity and incompleteness. These problems are rarely seen in the text of natural scenes. At the same time, when the quality of photo taking and scanning is not high, the problems of shadow occlusion, uneven illumination, perspective transformation and text bending will also be caused. C) There are more text areas. Compared with the natural scene text image, the ticket text is arranged densely, and the number of text areas is usually one order of magnitude more, which puts forward higher requirements for detection and recognition efficiency.

Financial ticket detection and recognition is the key link of our system. In order to improve the efficiency of detection and recognition, we fully analyze the semantic features of financial ticket data, and treat different types of tickets according to the simple and effective principle to form the algorithm in this paper. Compared with the text image of the natural scene, the financial ticket image has more small and clustered text areas. According to the statistics of 180000 tickets, on each ticket, there are 43 text areas could be detected on average, but only a small number of information areas are needed in financial work. In addition, some tickets need to be identified with fixed regional shape, and the recognition content is less than 100 small vocabulary targets. Therefore, the detection and recognition algorithm designed according to the general text detection and recognition process of region detection, which consists by character segmentation, character recognition, and result structure, will lead to the following problems: A) The full surface detection and recognition will produce a large amount of redundant information for financial work, which will reduce the efficiency of system ticket recognition and waste computing resources. B) All single words of ticket character recognition are completed by the Chinese character recognition model, which increases the running burden of the server and reduces the recognition accuracy. Therefore, financial tickets are divided into three types: I) Fixed form small vocabulary type. The recognition content of this type of ticket is fixed form small vocabulary targets which usually include specific Chinese characters, English letters, and numbers. II) Fixed form large vocabulary type. The identification content of the ticket is a fixed form field, but it involves a large vocabulary of Chinese characters. III) Non-fixed form types. The identification contents of the ticket are non-fixed form fields, including Chinese characters, English letters, punctuation marks, and special symbols. As shown in Fig. 8, the system contains different detection and recognition processes following the characteristics of three types of tickets.

![Fig. 8. The framework of detection and recognition module](image-url)
TABLE IV
THE TIME CONSUMPTION OF RECOGNITION TASK IS NOT ONLY IMPACTED BY RESOLUTION BUT THE NUMBER OF TEXT REGIONS, WHICH CAUSES THE DIFFERENCES AMONG QUOTA TICKETS, TRAIN TICKETS, AND TAXI TICKETS.

| types of tickets | average resolution | time consumption for one ticket(ms) |
|------------------|--------------------|------------------------------------|
| VAT tickets      | $1024 \times 2048$ | 88.67, 844.33                     |
| Quota tickets    | $600 \times 1024$  | 55, 153.67                         |
| Train tickets    | $600 \times 1024$  | 85.33, 334                         |
| Taxi tickets     | $520 \times 1500$  | 72.67, 380.67                      |

In general, the time consumption of a single sample in the ticket recognition system can be expressed by:

$$T = \alpha \times (w + h) + \beta \times A_{\text{text}} + \gamma \times A_{\text{information}} + C$$  \hspace{1cm} (1)

Where $w + h$ is the resolution of the sample image, $A_{\text{text}}$ is the sum of the area of the image text region, $A_{\text{information}}$ is the sum of the area of each business information region in the image, $C$ is the wear constant, which represents the loss time of the system reading, transmission and structure, $\alpha$, $\beta$, $\gamma$ are the coefficients for each influencing factor. The formula shows that the time consumption of a single sample recognition is directly proportional to the sample image size, text region, and information region. In order to reduce the system time consumption, we divide the algorithm into three branches according to the types of tickets:

**Type I ticket detection and recognition.** According to the characteristics of type I, based on Faster-RCNN, a FTFDNet is established. Faster-RCNN is a two stage target detection algorithm. The Region Proposal Network (RPN) is used to extract the target candidate regions from the feature map given by the backbone network, and then the uniform size ROI region feature is obtained by ROI pooling, which is sent to multiple classifiers for target classification and position regression. Faster-RCNN is a single, unified network for object detection, which has high detection accuracy and speed. As shown in Fig. 9, the FTFDNet firstly uses Faster-RCNN to detect the target area which needs to be identified in the whole ticket, and forms the keyword information of the final recognition result according to the target category and location information. At the same time, it continues to carry out single character target detection on the trimmed target area image, synthesizes the keyword information and detection results of FTFDNet to form the character recognition result. This approach only detects the interest region, which avoids redundant time consumption and computing source consumption. Mathematically, $\beta$ tends to 0. Meanwhile, according to the characteristics of some tickets recognition targets with relatively fixed shape and small vocabulary, the classification information and position...
information in the process of FTFDNet are used to replace the character recognition model and the result structure process, which greatly reduces the $\gamma$ and $C$ and effectively improves the system recognition efficiency. Fig.10 shows some results.

**Type III ticket detection and recognition.** For type III tickets, the financial business needs more information, and the same information expression forms of different types of tickets are quite different. Therefore, full face character recognition is adopted to process type III tickets. The specific algorithm framework is shown in Fig.11. First of all, all text areas on the ticket surface are detected. CTPN, EAST, SegLink, TextBoxes, PixelLink and other deep learning models can complete this task well, and each has its own characteristics. CTPN uses Bi-LSTM module to extract the context features of the image where the characters are located to improve the recognition accuracy of text blocks; EAST model supports quadrilateral detection in any direction; SegLink model can predict single small text blocks, then link them into words, and predict slanted text; TextBoxes adjusts the size of anchor box and convolution kernel to rectangle, so as to adapt to the characteristics of slender text; PixelLink does not use conventional regression method, but uses instance segmentation method to predict text lines. Considering that most of the Chinese bills are horizontally aligned text lines, CTPN is selected as the text area detection model. The detection effect is shown in Fig.14.

After getting the image of each text region, the next step is to recognize the characters in the region image. For this task, two types of algorithms can be selected. Algorithm 1: end to end character recognition algorithm represented by CRNN, which uses CNN to extract image features, uses RNN to fuse feature vectors to extract context features of character sequences, and obtains the probability distribution of each column feature. Finally, the text sequence is predicted by CTC. The advantage of this algorithm is to support end-to-end joint training, strong noise resistance and strong robustness. But it needs a lot of manual annotation data for training. It is not easy to get a lot of data. Algorithm 2: the task of image recognition in text area is divided into two parts. In the first segment, a single character image is cut out, and in the second segment, image classification is used to complete character recognition. Compared with algorithm 1, the ability of algorithm 2 to resist noise is obviously weaker. The main reason is that algorithm 2 treats each character prediction as an independent event, without considering the context between characters. In algorithm 1, the RNN is used to extract the context features of character sequences. Therefore, when a character is noisy and difficult to recognize, it can still give a relatively correct prediction through the context. The advantage of algorithm 2 is that it is relatively easy to generate data sets. With algorithm 2, engineering projects can usually have a quick start. Algorithm 2 is used in our system. For character segmentation task, there are many mature algorithms, such as connected region algorithm, projection histogram algorithm, water drop algorithm and so on. When the text area in the ticket image are clear and standard, these algorithms can achieve good results. But when the text area in the ticket image have adhesion, overlap or complex noise, it is difficult to use these algorithms. Using the object detection model based on deep learning to take characters as the target, and detect them from the image of text area is an effective method to solve the text adhesion, overlapping and complex noise. In this paper, Faster-RCNN is used to realize character cutting. The feature distribution of the data set constructed must be consistent with the underlying feature distribution of the application scene data image as far as possible. The feature distribution of the data set constructed must be consistent with the underlying feature distribution of the application scene data image to the greatest extent. Therefore, we extract 482 kinds of tickets background texture, character color, font and other features, as well as table line interference, uneven illumination, wrinkles and wear and other common noise to form a 7-D data construction space. Using 4088 common Chinese characters of financial tickets, 6.77 million pieces of data are generated to form the character recognition model training data set. Fig.12 is a partial example of a single character image generated data. On this basis, a variety of CNN classifiers are verified. Finally, DFL-CNN is selected as the character recognition classifier, with an accuracy of 99.28%.

**Type II ticket detection and recognition.** Type II ticket is the ticket with name field in the text recognition area of plane trip ticket and train ticket, which has the characteristics of type I ticket and type III ticket. The recognition algorithm framework is shown in Fig.13. The non name area adopts the same FTFDNet network as type I ticket, and the name area adopts the same segmented recognition algorithm as type III ticket.

The FTFDNet significantly improves the recognition speed of value-added tax (VAT) tickets, quota tickets, toll tickets, taxi tickets, plane tickets, etc. The results of the speed comparison based on a 2000 tickets dataset are shown in Table IV. Among them, the general algorithm is implemented according to the process of text region detection, character segmentation, character recognition, and information structure. It uses CTPN [68] to detect the text area, Faster-RCNN to complete character segmentation, and DFL-CNN to realize character recognition.

Based on the statistical analysis of 716872 tickets generated by 276 companies in 2019, type-I tickets accounted for 65.69%, type-II tickets accounted for 2.58%, and type-III tickets accounted for 31.73%. According to the distribution of ticket types, the average speed of ticket recognition is increased by 3.88 times after using FTFDNet.

3) Text structuring: The text structuring of the financial ticket is to convert the identified disordered texts into formatted texts according to the needs of the financial business. The purpose is to extract the information fields needed by financial work. Taking bank receipts as an example, text structuring is to extract the information, such as “ticket title, transaction date, amount, currency, purpose, remarks, postscript, serial number, name of payer and payee, account number, bank name”, from the whole identification result for accounting entry, which is an indispensable link in financial ticket identification. In the
Fig. 10. Some results of content recognition of type I and type II tickets using FTFDNet.
Algorithm 2 text structuring

1: **Inputs**: `inputList`: text recognition result list with location information. `keyWordsList`: keyword list for structured fields. `ticketType`: type of input ticket.

2: **Outputs**: `resultDictionary`: A dictionary of structured result. `positionList`: A list that need to be matched with location information.

3: **Begin**

4: if `ticketType==III` then

5: for `char` in `inputList` do

6: for `oneKey` in `keyWordsList` do

7: if `char` includes `oneKey` then

8: if there are remains on left side then

9: put them into `positionList`

10: text structuring(rest)

11: else if there are remains on right side then

12: if right-side remains has keyword then

13: put `oneKey` into `positionList`

14: text structuring(rest)

15: else

16: `resultDictionary`['`oneKey`'] ← rest

17: end if

18: else

19: put `oneKey` into `positionList`

20: end if

21: end if

22: end for

23: end for

24: if `positionList` is not empty then

25: Matching key in `positionList` by location matching algorithm

26: end if

27: end if

D. Accounting entry module

Accounting subject is a category of accounting element object’s specific content classification accounting. Ticket accounting entry is to divide a ticket into corresponding accounts according to its information, so that the economic information
in the original ticket voucher can be transformed into accounting language and is used as the direct basis for registering account books. Through identification, each VAT ticket, for instance, can obtain nine items of information: the name of the payee and payer, ticket code, number, verification code, type, abstract, transaction details, and ticket date. Among them, the transaction details include 4263 kinds of goods or service categories. According to these analyses, the accounting can divide the ticket into 34 subjects such as office expenses, travel expenses, labor expenses, etc. In order to realize this function, we take bill information as input and convert account entry into text classification. In the field of text classification, deep learning algorithm also has obvious advantages over traditional machine learning algorithm. Fast-Text [69], Text-CNN [70], TextCNN [71], TextRCNN [72], HAN [73], BERT [74] and other models have been proposed one after another, which makes the accuracy of text classification improve continuously. Our system constructs the accounting entry module based on the pretrained BERT. Firstly, the labeled accounting entry data are sorted out and proportionally divided into the training data set, the testing set, and the verification set. Sequentially, using the data fine-tune BERT framework to get a classifier for accounting entry. The experimental result illustrates the accuracy of the classifier for ticket accounting entry can reach 96.5%.

A total of 1200 financial tickets including VAT tickets, toll tickets, quota tickets, train tickets, taxi tickets, and domestic payment receipts of Bank of China are sorted out. See Table VI for the ticket distribution, where the number of text areas is the average number of all detectable text areas on the ticket surface, and the number of information areas is the number of information text areas required by financial business.

### B. Implementation

The financial ticket intelligent recognition system is built by TensorFlow and Pytorch framework. The system deployment server operating system is CentOS Linux release (core) 7. We use 2 pieces of Tesla V100 card with 32G video memory each, and the CPU frequency is 2.20GHz.

### C. Results

1) Time consumption: According to the classification statistics, the No.1-3 are type-I ticket, No.4 is type-II ticket, and No.5 is type-III ticket. The results show the average single sample identification time is 175.67ms, which can meet the real-time requirements of financial business.

2) Accuracy: The recognition accuracy of the system is measured by the correct rate of string area recognition and the correct rate of whole ticket identification. The correct rate of string recognition is represented by $P_{\text{char}}$, which is the proportion of the total number of strings whose characters are correctly recognized. The calculation formula is:

$$P_{\text{char}} = \frac{\sum R_{\text{char}}}{\sum N_{\text{char}}}$$

where $R_{\text{char}}$ is the correctly recognized string in a single sample, and $N_{\text{char}}$ is the total number of strings in a single sample. The correct rate of the whole ticket identification is

| Class Index | Class name          | Number of sub-classes |
|-------------|---------------------|-----------------------|
| 1           | Bank tickets        | 149                   |
| 2           | VAT tickets         | 104                   |
| 3           | Toll tickets        | 85                    |
| 4           | Quota tickets       | 51                    |
| 5           | Admission tickets   | 25                    |
| 6           | Common printed tickets | 21                 |
| 7           | Taxi tickets        | 21                    |
| 8           | Plane tickets       | 1                     |
| 9           | Train tickets       | 1                     |
| 10          | Insurance policy tickets | 7                  |
| 11          | Receipts            | 2                     |
| 12          | Others              | 15                    |

### IV. EXPERIMENT

In order to accurately monitor the recognition accuracy, operation speed, and operating conditions of the financial ticket intelligent recognition system without human intervention, the time consumption and recognition accuracy of the ticket recognition module were tested by using common types of tickets, and the computing source consumption of our system was observed.

#### A. Data

Through long-term collation, we divide financial tickets into 12 major-classes with a total of 482 sub-classes. Our financial ticket intelligent recognition system has accumulated more than 10 million real tickets which continue to increase by approximately 10,000 per day. The names of the major classes of tickets and the number of corresponding sub-classes are shown in Table VI.
the proportion of the total amount of financial tickets whose business information fields have been correctly identified. The calculation follows:

\[
P_{\text{ticket}} = \frac{R_{\text{ticket}}}{N_{\text{ticket}}}
\]

where \(R_{\text{ticket}}\) is the number of financial tickets whose business information fields have been correctly identified, and \(N_{\text{ticket}}\) is the total number of tickets.

### Table VI

This table shows the overall time consumption, which includes tickets preprocessing module and tickets recognition module.

| Class Index | Class name   | Time (ms) |
|-------------|--------------|-----------|
| 1           | VAT tickets  | 88.67     |
| 2           | Quota tickets| 55        |
| 3           | Taxi tickets | 72.67     |
| 4           | Train tickets| 85.33     |
| 5           | Bank receipt | 678.33    |

### Table VII

The experimental result illustrates that the average recognition accuracy of the six kinds of tickets is 97.07%, and the average recognition accuracy of the whole ticket is 91.6%. Under the condition of a reasonable threshold setting, the system can reduce the labor cost by more than 70%. Moreover, it can meet the requirements of financial work with low fault tolerance.

3) Computing source consumption: The financial ticket intelligent recognition system designed in this paper is composed of 21 deep learning models. Type-I tickets and type-II tickets are deployed as the same service, while type-III tickets are deployed separately, accounting for the server computing resources as shown in the Table IX.

### Table VIII

This table shows the overall time consumption, which includes tickets preprocessing module and tickets recognition module.

| Class Index | Class name   | Time (ms) |
|-------------|--------------|-----------|
| 1           | VAT tickets  | 88.67     |
| 2           | Quota tickets| 55        |
| 3           | Taxi tickets | 72.67     |
| 4           | Train tickets| 85.33     |
| 5           | Bank receipt | 678.33    |

### Table IX

According to the structure of four modules and two branches, the intelligent financial ticket recognition system is constructed, and it is applied to specific business. FTFDNet is designed for the recognition task of the tickets with fixed target shape, which could effectively improve the recognition speed and enhance the practicability of the system. From the experimental data observation, the average recognition accuracy of the ticket information area of the system is 97.07%, and the average time consumption for single ticket is 175.67ms. Therefore, this system satisfies both low fault tolerance and real-time processing requirements. Moreover, its practical value has been tested in online business, which makes a beneficial attempt for the in-depth application of deep learning in the finance and taxation industry. The system interface is shown in the Fig. 16. In addition, the ticket warehouse is proposed and implemented, which could achieve the automatic iterative optimization to enhance the power of the system and benefit the future business.
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Fig. 16. The system interface.
