Introduction

There are many kinds of microorganisms, which exist in human, plant, soil, ocean and other environments. Microbial community can be defined as a collection of microorganisms that exist at the same time and may interact with each other. They exist in a certain spatiotemporal habitat. The term microbial community was first coined by Lederberg and McCray. By definition, microbial community is ubiquitous in nature, which has a huge impact on the living environment and human health. All microbial community is ubiquitous in nature, which has a huge impact on the living environment and human health. All microbial community is ubiquitous in nature, which has a huge impact on the living environment and human health. All microbial community is ubiquitous in nature, which has a huge impact on the living environment and human health. All microbial community is ubiquitous in nature, which has a huge impact on the living environment and human health.

In essence, the interaction between species involves multiple species, which often occurs in a high-order combination way, that is, the interaction between two species is regulated by one or more other species, and the high-order interaction often dominates the function of microbial community, for example, higher-order functional interaction dominates the hydrolysis rate of amylase in biological communities. In order to quantify how the interaction between species affects the overall community function, two interactions between species were systematically measured through experiments, such as cross feeding between *E. coli* growth nutrient bacteria and naturally isolated bacteria. Other studies infer the interaction between species by measuring the population dynamics of a complex community. Some studies mainly focus on the interaction between two species and the ability of two interaction models to predict network functions. Although the interaction between the two is enough to describe the important impact of ecology in some cases, some studies have emphasized the need to merge higher-order relationships, mainly because of their role in population dynamics.

Tsai et al. developed a rule-based microbial network (RMN) algorithm, which uses a triple relationship similar to the activation inhibitor target model to build a gene regulatory network. Based on this principle, RMN algorithm was developed to describe the relationship between every three microorganisms as a cooperation competition target. Guo and Boedicker found that the interaction between species has an impact on the activity of the whole community, and studied the interaction network of four microbial communities through theoretical models. The results show that the interaction between multiple species determines the overall metabolic rate of the microbial community. Baiery et al. found that the high-order interaction has a lower bound to diversity, while the pairwise interaction exerts an upper bound. When the pairwise interaction is dominant and the number of species increases beyond the threshold, the feasibility decreases. On the contrary, when the four-way interaction is dominant, the
community becomes sensitive to species removal. In the case of mixing, when the pairwise interaction and the high-order interaction are dominant, the community becomes sensitive to species removal. When combined, the intermediate species is the most feasible, and the removal and addition of species will destroy the stability of the community. Therefore, the combination of high-order interaction and pairwise interaction determines the most stable range of diversity. These findings emphasize the importance of high-order species interaction in determining the diversity of natural ecosystems. In order to study the contribution of pairwise interaction and higher-order interaction to community function, Alicia Inspired by the complex genetic interaction, etc. Used the ecological function landscape to separate and quantify the single, paired and higher-order interactions in the microbial community function, screened the experimental results through the enzyme dynamics theory, and found that the higher-order functional interaction dominated the hydrolysis rate of amylase in our community. That is to say, it is very important to build a meaningful microbial network to study the high-order interaction between microorganisms.

From the perspective of modules, we can intuitively understand the interaction information and the contribution of network modules to the overall network, so as to study the possible functions of modules formed by specific microorganisms in the microbial community. Girvan and Newman proposed a method to detect the community structure, based on the centrality index to find the community boundary, and applied it to study many different social networks and biological networks, focusing on the least central edge and the most central edge between communities, not by adding the strongest edge to an initial empty vertex set to build the community, but by gradually removing edges from the original graph to build a community can help you understand the composition of other complex datasets.

Copeland et al. used the network analysis method to study the relationship between the abundance of each genus in the leaf microbial community, determined two highly connected clusters, and found functional groups. Aleksej considering the possibility of high-order interaction involving more than two species, extended the concept of binary symbiosis to at most four species at the same time, and proposed a model for large microbial communities. The experimental results showed that although there was obvious resource competition at the level of the whole community, microbial communities still had interdependent metabolic groups, and they occur repeatedly in different habitats, emphasizing that metabolic dependence is the main driving force of species symbiosis, and suggesting that the cooperative group is a recurring module in the microbial community structure. That is to say, the study of higher-order microbial modules can help us to understand the dynamic development and evolution process of microbial communities, help us to understand the functional composition of communities, and predict the potential functionality of community modules.

The traditional clustering problem only studies the pairing relationship between two microorganisms. Most current algorithms assume that there are paired similarities between microorganisms, but many microorganisms in the real environment involve more complex and multipath relationships. In such networks of high order relationships, modeling pairs only results in the loss of information in the original data. The graph model of pairwise relations does not consider higher order information, and cannot represent the whole ecological network. Microorganisms diversity depends heavily on the stabilization of higher-order interactions. It is important to study the higher-order interaction of microorganisms to understand the diversity and stability of microbial community. Hypergraph clustering refers to the process of extracting the most consistent group from a group of objects by using high-order (rather than pairwise) similarity. Therefore, hypergraph clustering is applied to study the high-order interaction network module of microorganisms.

In this paper, first, the microbial abundance data were processed, from the perspective of logical relationship, the information entropy is used to determine the high-order interaction relationship of microorganisms, and then the high-order relationship hypergraph of microorganisms is constructed. Then, a kind of microbial logical relationship is selected for further study, and game theory is introduced to transform hypergraph clustering problem into clustering game problem. Finally, we use Baum–Eagon theorem to generate the clustering module with iterative elimination strategy until the remaining objects cannot form a high-order relationship.

Materials and Methods
The dataset
In this paper, the available microbial abundance data of healthy humans based on 16s rRNA comes from the human microbiome project (HMP), which is V13 high quality files processed with the mothur software package. The data covered 18 of the 5 main body parts. Data source web site is http://hmpdacc.org/HMMCP/.

Hypergraph clustering based on game theory
In the previous work, we used to find the maximum degree of modularity to determine the number of clusters before the premise of clustering. In this paper, we studied the hypergraph clustering problem from the perspective of game theory to analyze the high-order module analysis of microorganisms, which can automatically generate clusters without specifying the number of clusters.

In the process of biological evolution, animal adaptability is formed in the interaction with their living environment. In the competition, animals finally choose the evolutionary stability strategy (ESS), which is adopted by most members of the population and will not be eroded by other strategies. In our framework, the clustering problem is seen as a non-cooperative game between multiple microorganisms, and an important concept in game theory is equilibrium, in which the performance of each player in a population does not
exceed the population average return when Nash equilibrium is reached. Bulo et al.\textsuperscript{25} proved that the problem of finding these equilibrium points (clusters) is equivalent to solving a polynomial optimization problem with linear constraints, and used an algorithm based on Baum-Eagon inequality to solve this problem. We apply it to the analysis of the microbial high order module in this paper.

**Game theory.** A game can be represented as \( \Gamma = (P, S, \pi) \). \( P = \{1, \ldots, k\} \) is the set of players in game, and \( S = \{1, \ldots, n\} \) is a set of pure strategies. \( \pi \) is a payoff function. Each player has their own set of strategies and payoff functions. The evolution of populations occurs because we hypothesize that there is a selection mechanism, similar to Darwin’s evolutionary process, that spreads the fittest survival strategies in a population to the detriment of the weakest.

Given the set of all possible states of the population \( \Delta \):

\[
\Delta = \left\{ x \in \mathbb{R}^n : \sum_{i \in S} x_i = 1 \text{ and } x_i \geq 0 \text{ for all } i \in S \right\}
\]

(1)

\( x_i \) represents the fraction of \( i \)-strategists in the population. If \( y_i \in \Delta \) determine which strategy represents the \( i \)th player will adopt to play the game \( \Gamma \). The average payoff obtained by the agents can be defined as:

\[
u(y) = \sum_{(x_1, \ldots, x_k)i} \pi(x_1, \ldots, x_k) \prod_{i=1}^{k} y_i
\]

(2)

This function insensitive to order of inputs. We suppose that randomly pick people from \( x \in \Delta \) to play game \( \Gamma \), the population average payoff is calculated by \( u(X^k) \), \( X^k \) is a shortcut for a sequence \((x_1, x_2, \ldots, x_k)\), and the average payoff that an \( i \)-strategist obtains in a population is calculated by \( u(x^i, X^{k-1}) \). \( x \in \Delta \) is in equilibrium when the distribution of the strategy does not change any more, it is in an equilibrium state.

Indeed, \( x \in \Delta \) is a Nash equilibrium if

\[
\pi(v_1, \ldots, v_i) = \begin{cases} \frac{1}{k!} \binom{k}{i} & \text{if } \{v_1, \ldots, v_i\} \in E, \\ 0 & \text{else}, \end{cases}
\]

(4)

where \( \frac{1}{k!} \) is a coefficient.

Given a population \( x \in \Delta \) play clustering game, we can obtain the average population payoff \( u(X^k) \), which represents the average similarity of the objects that make up the cluster. The payoff of \( u(x^i, X^{k-1}) \) of \( i \in \mathbb{V} \) in population \( x \) represents the average similarity of object \( i \) with respect to the cluster.

The problem of extracting ESSs of our hypergraph clustering game can be transformed into the problem of finding strict local solutions of (5). Consider the following nonlinear optimization problem:

\[
\text{maximize } f(x) = \sum_{e \in E} s(e) \prod_{i \in e} x_i \quad x \in \Delta
\]

(5)

By the Karush-Kuhn-Tucker (KKT) conditions there exist \( \mu_i \geq 0, i \in S, \lambda \in \mathbb{R} \) so that for all \( i \in S \),

\[
\nabla f(x) + \mu_i - \lambda = 0 \quad \text{and } \mu_i, x_i = 0,
\]

(6)

\( \nabla \) is gradient operator, we can see for all \( i \in S \),

\[
u(x^i, X^{k-1}) \leq u(X^k).
\]

In addition, it prove that any strict local maximizer \( x \in \Delta \) of (5) is a ESS of \( \Gamma \).

The hypergraph clustering problem of extracting ESSs (evolutionary stability) can be transformed into finding a strict solution of (5). Baum and Eagon\textsuperscript{26} are introduced to find ESSs.\textsuperscript{21} For maximizing polynomial function in probability domain, The Baum-Eagon inequality is an effective iterative method.

**Theorem 1** (Baum-Eagon). Defined \( \rho(x) \) as a homogeneous polynomial in the variable \( x \) with non-negative coefficients, let \( x \in \Delta \). Define the mapping \( t = \Phi(x) \), we can obtain \( t_i \) as follow:

\[
t_i = \frac{x_i \partial_i P(x)}{\sum_{j=1}^{n} \partial_j P(x)}, \quad i = 1, \ldots, n
\]

(7)

Then \( P(\Phi(x)) > P(x) \) unless \( \Phi(x) = x \), \( \Phi \) is the growth transformation of the polynomial \( P \).

Using the above method, we iteratively find a cluster and remove it from the object set, then repeat the process on the rest of the objects until the remaining nodes cannot form a hyperedge after eliminating the nodes in the cluster.

**The data processing.** The traditional microbial network construction is based on graph-theory. In this paper, eight logical relationships (see Table 1) among microorganisms are calculated based on the method of entropy. Bowers et al.\textsuperscript{17} proposed a computational method based on genomic data to identify the detailed
relationships between proteins. Based on information entropy, Bowers et al calculates correlations between proteins and identifies eight logical relationships, which reveals many previously unknown higher-order relationships. We applied it to construct microbial higher-order networks.

Table 1 describes logical relationships among microorganisms and the total number of each logical relationship in human body based on the selected dataset. Venn diagram and related logic statements in the Table 1 illustrate eight different logical relationships among three Microorganisms. In other words, these describe the possible dependence of the existence of C on the existence of A and B. It can be seen from Table 1 that the most common logical relationships among microorganisms in human body are type1, type3 and type7. The discussion of logical relations with less relations is of little significance. We can choose type1, type2 or type3, but the number of type 3 relationships is large, and the interaction between microorganisms is more complex, which is not easy to analyze, so type 1 is finally selected.

Figure 1 shows the calculation process of high-order logical relationship of microorganisms. $M(p,i)$ represents microbial abundance matrix. The element value $m(i,j)$ of $M(p,i)$ represents the abundance data of microbial $i$ and sample $j$. The value of data that satisfies $m(i,j) > 0$ in $M(p,i)$ is set to 1. We can get a matrix with values of 0 and 1, then remove the weakly expressed microorganisms, that is, remove the rows that meet $\sum m(i,j) < 4$, we obtained the final microbial abundance matrix.

Table 1. Description of the logical relationship between microbes and the total number of microbes present in the human body.

| TYPE | WAYNE FIGURE | LOGIC DESCRIPTION | TOTAL |
|------|--------------|--------------------|-------|
| type1 | ![Diagram](image1) | C is present if and only if both A and B are present | 655   |
| type2 | ![Diagram](image2) | C is present if A is absent or B is absent | 4     |
| type3 | ![Diagram](image3) | C is present if A is present or B is present | 1890  |
| type4 | ![Diagram](image4) | C is present if A is absent and B is absent | 1     |
| type5 | ![Diagram](image5) | C is present if A is present (absent) and B is absent (present) | 354   |
| type6 | ![Diagram](image6) | C is present if A is absent (present) or B is present (absent) | 93    |
| type7 | ![Diagram](image7) | C is present if one of either A or B is present | 1334  |
| type8 | ![Diagram](image8) | C is present if both A and B are present (absent) | 36    |

Select a logical relationship. We select type1. Based on type1, we calculate the uncertainty coefficient of $U(C | A)$, $U(C | B)$, $U(C | f(A,B))$ by formula (8), which predict microorganism C through two other microorganism A and B, and $f(A,B)$ is the logical combination and represents whether there is a logical relationship between microorganism A and microorganism B. Moreover, it is also required that neither microorganism a nor microorganism B can predict microorganism C independently. The maximum fraction value of $U(C | f(A,B))$ is obtained, and we select triplets that satisfy the uncertainty between two microorganisms described C is weak $(U(C | A) < 0.3, U(C | B) < 0.3)$ and the uncertainty of describing C based on logical correlation is strong $(U(C | f(A,B)) > 0.5)$.

$$U(X|Y) = \frac{H(X)+H(Y)-H(X,Y)}{H(X)}$$

(8)

$H(X)$ and $H(Y)$ in equation (8) denote the entropy of individual distribution, $H(X,Y)$ denotes the entropy of joint distributions. $U$ is between 0 and 1, when $U$ is 1, $X$ is a deterministic function of $Y$, and when $U$ is 0, $X$ is completely independent of $Y$.
The maximum fraction value of uncertainty coefficient obtained by the triplet is taken as the initial weight of the hyperedge.

**Construction of weight matrix** $s(e)$. Weight each hyperedge with a positive value, we can defined it with $s(e)$. In our previous work, based on the idea of hypergraph clustering and the idea that the samples are as dense as possible, and the smaller the dispersion degree within the samples, the better the classification ability of the categories, we proposed that the method of reconstruct the microbial hyperedge similarity based on the intra-class scatter matrix to the analyze high-order microbial network modules.\(^20\)

\[ M = \{m_1, m_2, m_3, \ldots, m_n\} \] denotes a collection of microorganisms, where $m_i$ is dimensional vector, $N_j$ is the number of samples $j$ and $M_j$ is a set of samples $j$. $M$ can be consider as a relationship matrix of microorganisms nodes and hyperedges. The rows of the matrix represent the hyperedges, the column $s$ of the matrix represent the microbes, if the microbes node $j$ belongs to the hyperedge $i$, then the value of $M(i, j)$ is the initial weight of the hyperedge. $\mu_j$ is the mean vector of the hyperedge $j$. We define the intra-class scatter matrix as:

\[ I = \sum_{m \in M_j} (m - \mu_j)(m - \mu_j)^T \] \hspace{1cm} (9)

\[ \mu_j = \frac{1}{N_j} \sum_{m \in M_j} m. \]

Trace $()$ is the average measure of characteristic variance. The smaller trace $()$ is, the smaller the characteristic variance is and the higher the tightness within the class is. So, We can construct the weight of the hyperedge in the following way:

\[ s(e_j) = 1/\text{trace} \left( \frac{e_j}{\delta} \right) \] \hspace{1cm} (10)

Where $e$ is the natural logarithm function, $\delta$ is a positive parameter, we can obtain the new hyperedge similarity matrix based on the scatter matrix $s(e)$.

**Results and Analysis**

**Evaluation index**

**Joint entropy.** The joint entropy (JE) is a measurement uncertainty evaluation method to measure the uncertainty related to a set of variables. Take JE as a standard of measuring the information contained in a cluster. Joint entropy is a measure of uncertainty associated with a set of variables, which is used to measure the amount of information contained in the same cluster of microorganisms. The smaller the joint entropy, the smaller the amount of expression information. $X_1, X_2, \ldots, X_n$ denotes microorganisms, $p(X_1, X_2, \ldots, X_n)$ denotes the probability that these microbes are present in the sample. The definition of JE can be expressed as:

\[ JE = \sum_{x_1, x_2, \ldots, x_n} p(x_1, x_2, \ldots, x_n) \log p(x_1, x_2, \ldots, x_n) \] \hspace{1cm} (11)

where $HX_1, X_2, \ldots, X_n$ is the amount of information that were transferred by the average value of random variables per batch $\{X_1 = x_1, X_2 = x_2, \ldots, X_n = x_n\}$.

**Total correlation.** Total correlation (TC)\(^{28}\) is derived from mutual information generalization. Mutual information is an information measure in information theory, which can be regarded as the information contained by one random variable about another random variable. TC is an effective method to measure the independence between a set of microbes and to evaluate the degree of microbial interdependence within the same module. When the total correlation is close to 0, the microorganisms in the module are statistically independent. The lower the total correlation, the lower the interdependence,
Comparison of algorithms

In this paper, the joint entropy, total correlation and modularity are taken as the indexes to evaluate the clustering performance of the algorithm, the hyperspectral clustering based on game theory and intra-class scatter matrix (HCGI) and hypergraph clustering based on intra-class scatter matrix (HCIS). They were applied to cluster analysis and comparison of microorganisms in 18 parts of human body. Based on the clustering results, the JE and TC of each cluster were calculated. We take the sum of JE of the subclusters and the sum of TC as an final index to evaluate the performance of an algorithm. The sum of JE represents the total expression information of the microbial cluster, and the sum of TC represents the total dependence within the microbial community.

We selected the mid vagina where the clustering effect did not change much after the addition of intra-class scatter matrix and intestines tract where HCIS did not work well in to compare and analyze in the previous work. Tables 2 and 3 show that cluster analysis and comparison of mid vagina and intestines tract based on type 1. We can see that the two methods end up with different clustering numbers on the same body part. From Table 2, we can observe that the sum of JE generated by HCGI algorithm is higher than that of HCIS, while the sum of TC is lower than that of HCIS, which indicates that the results generated by HCGI clustering algorithm express more total information, and the correlation between the generated clusters is weaker. But in Table 3, the correlation between the generated clusters by HCIS is weaker, this is because the nodes removed by the two methods are not consistent, so it is not good to use the above evaluation indicators to evaluate the clustering performance of the two methods. However, according to joint entropy and total correlation of each cluster, we can judge the amount of expressed information of the cluster and the connection strength between nodes. Next, through the case analysis of mid vagina, we can visualize the clustering results of mid vagina, and specifically analyze the advantages and disadvantages of two methods.

Visual analysis

Cytoscape has proven to be a high-level platform for visualization and analysis of biological networks. We used cytoscape to analyze the clustering results of HCGI on mid vagina and find the differences between nodes within each cluster.

\[
\text{TC}(X_1, X_2, \ldots, X_n) = \sum_{i=1}^{n} H(X_i) - H(X_1, X_2, \ldots, X_n) \tag{12}
\]

### Table 2. The clustering analysis and comparison of mid vagina based on type 1.

| ALGORITHM | HCGI |    | HCIS |    |
|-----------|------|----|------|----|
| CLUSTER   |      |    |      |    |
|           | JE   | TC | JE   | TC |
| 1         | 5.869237 | 1.726926 | 5.869237 | 1.726926 |
| 2         | 4.539703 | 4.502064 | 6.036468 | 6.45178 |
| 3         | 3.068427 | 1.553164 | 4.984123 | 8.21099 |
| 4         | 6.318696 | 5.685631 | 3.644253 | 2.288655 |
| 5         | 5.860217 | 4.757338 | 7.025616 | 12.27174 |
| 6         | 4.902228 | 0.78664 |   |   |
| 7         | 3.556522 | 0.433895 |   |   |
| Sum       | 34.11503 | 19.44566 | 27.5597 | 30.95009 |

### Table 3. The clustering analysis and comparison of intestines tract based on type 1.

| ALGORITHM | HCGI |    | HCIS |    |
|-----------|------|----|------|----|
| CLUSTER   |      |    |      |    |
|           | JE   | TC | JE   | TC |
| 1         | 6.219162 | 3.650304 | 4.793256 | 0.568318 |
| 2         | 5.492254 | 1.681277 | 6.219162 | 3.650304 |
| 3         | 5.114142 | 0.8542 | 6.439209 | 5.489505 |
| 4         | 8.542772 | 21.46201 |   |   |
| Sum       | 25.36833 | 27.62779 | 17.45163 | 9.708126 |
Figure 3 shows the clustering results of HCGI algorithm on mid vagina. The nodes in the box inside the black dotted box belong to the same cluster. HCGI algorithm divides the nodes on mid vagina into 7 clusters. The blue nodes that are not framed by the black dotted line do not belong to any of the clusters. Figure 2 shows the clustering results of HCIS on mid vagina. HCIS divides the nodes on mid vagina into 5 clusters. In Figure 2, the blue square nodes do not belong to any of the clusters. Compare the clustering results of Figures 2 and 3, we can find that HCGI divides more clusters than HCIS algorithm. However, it can be observed that the cluster generated by HCGI algorithm is contained in the cluster generated by HCIS algorithm. The nodes eliminated by HCGI algorithm are also nodes connected sparsely to the network graph, and the completeness of the higher-order organization is still maintained in the process of iterative elimination. Based on the framework of game theory, we can get better and more conservative microbial modules.
Conclusion

Studying microbial community interactions is challenging because the microorganisms in a community often interact with each other in many ways, not just in pairs. The basic way to detect the biological significance of biological networks is based on the module perspective.

On the basis of hyperedge similarity matrix reconstructed by intra-class scatter matrix in our previous work, this paper introduces game theory and proposes hypergraph clustering based on game theory (HCGI) algorithm for mining microbial higher-order module research. Hypergraph clustering problem were converted to non-cooperative multi-player game clustering problems, and get the optimal clustering module by finding countermeasures balance. There is no need to specify the cluster number in advance, and one module is obtained after each iteration until the remaining object set cannot build the higher-order relationship. The experimental results show that the introduction of game theory makes the clustering module more conservative and the quality of the module better, which indicates that the higher-order module of hypergraph clustering based on game theory is effective.

Future Work

This paper is mainly based on information entropy to build non directional high-order microbial interaction relationship. The interaction relationship in real biological network may be directional relationship, such as metabolic relationship. Therefore, we can analyze and construct the possible high-order relationship between directed microorganisms from the perspective of metabolism.

With the development of time series data, many dynamic models have been used in microbial networks. Dynamic models such as dynamic Bayesian models can be used to construct high-order interaction networks among microorganisms.
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