Generalizing and transporting inferences about the effects of treatment assignment subject to non-adherence
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Abstract

We discuss the identifiability of causal estimands for generalizability and transportability analyses, both under perfect and imperfect adherence to treatment assignment. We consider a setting where the trial data contain information on baseline covariates, assignment at baseline, intervention at baseline (point treatment), and outcomes; and where the data from non-randomized individuals only contain information on baseline covariates. In this setting, we review identification results under perfect adherence and study two examples in which non-adherence severely limits the ability to transport inferences about the effects of treatment assignment to the target population. In the first example, trial participation has a direct effect on treatment receipt and, through treatment receipt, on the outcome (a “trial engagement effect” via adherence). In the second example, participation in the trial has unmeasured common causes with treatment receipt. In both examples, the effect of assignment on the outcome in the target population is not identifiable. In the first example, however, the effect of joint interventions to scale-up trial activities that affect adherence and assign treatment is identifiable. We conclude that generalizability and transportability analyses should consider trial engagement effects via adherence and selection for participation on the basis of unmeasured factors that influence adherence.
INTRODUCTION

Studies extending – generalizing or transporting \([1, 2]\) – inferences about treatment effectiveness from a randomized trial to a target population aim to estimate causal effects in that target population. Recent methodological developments for transportability and generalizability analyses (e.g., \([3–7]\)) have focused on addressing differences in the distribution of effect modifiers between the randomized trial population and the target population. Therefore, the proposed methods represent different techniques for standardizing the data distribution of the trial to the covariate distribution of the target population (e.g., using g-formula or weighting approaches \([8]\)).

This emphasis on standardization has sidelined important questions about what causal effect (or estimand) is being estimated by analyses extending inferences from the randomized trial to the target population. The most widely reported effect estimates from randomized trials are typically based on comparisons between groups defined by the (randomly) assigned treatment in the trial rather than the treatment actually received. These so-called intention-to-treat effect estimates quantify the effect of treatment assignment \([9]\) in the trial. Furthermore, to the best of our knowledge, nearly all generalizability and transportability work to-date uses information on the assigned, not the received treatment, in the trial. Thus, transportability and generalizability analyses are arguably aiming to estimate the effects of treatment assignment, that is, intention-to-treat effect analogs, in the target population.

Nevertheless, in the non-experimental context of the target population, the procedures for assignment to treatment may substantially differ from those in the trial, which raises the question of what causal effect is being estimated. Furthermore, the structure and degree of adherence to treatment assignment may greatly differ between the trial and the target population, which may affect the interpretation of the generalizability and transportability analyses \([3, 10, 11]\). In the absence of a precise specification of the causal estimand, we cannot determine whether the standardization
procedures that have become so characteristic of transportability analyses are actually estimating any meaningful causal effect.

In this paper, we describe causal estimands that can be of interest in transportability and generalizability analyses. We examine these estimands both under perfect and imperfect adherence to treatment assignment, and discuss the conditions under which the estimands are identifiable. We consider the common setting for such analyses where the trial data contain information on baseline covariates, assignment at baseline, a baseline intervention or point treatment, and outcomes measured at a fixed time of follow-up; and data from non-randomized individuals only contain information on baseline covariates.

A TRIAL IN A HEALTHCARE SYSTEM

The trial and the target population: Consider a trial taking place in a healthcare system [12] to study the effectiveness of a baseline intervention (point treatment) on a non-failure time outcome measured at the end of the follow-up. Individuals are invited to participate in the trial; those who agree to participate (and, in many trials, provide informed consent) will be randomly assigned to treatment; those who do not agree, as well as those who meet the trial eligibility criteria but are not invited to participate, will be assigned treatment based on their own and their providers’ preferences.

In the healthcare system, the trial can be embedded in a cohort of individuals for whom the trial is expected to provide information (e.g., individuals for whom the randomized treatments would be used in practice). The cohort can be viewed as a simple random sample from the target population where the trial results will be applied. We have chosen this nested trial design [13] for our exposition because it provides the most natural setting for analyses extending causal inferences from the trial to the target population [2]; our results, however, also apply to non-nested trial designs, where the trial
and the non-randomized subset of the target population are separately sampled \[13\].

 Nested trial designs can allow, under appropriate conditions, the identification of causal quantities in the target population in which the trial is nested (as opposed to only allowing the identification of causal quantities in subsets of the target population defined by trial participation, as in non-nested trial designs) \[13\]. For example, to address generalizability questions, the target population (and the cohort where the trial is nested) can be restricted to members of the healthcare system who meet all trial eligibility criteria (including, in addition to trial participants, those meeting the trial eligibility criteria but who are not invited to participate, or who are invited but refuse). To address transportability questions, the target population (and the cohort where the trial is nested) can be defined to be broader than the trial eligibility criteria.

**TREATMENT ASSIGNMENT AND TRIAL PARTICIPATION**

Let \(X\) denote a vector of baseline covariates, \(S\) the trial participation indicator (1 for randomized individuals and 0 for non-randomized individuals), \(Z\) the assigned treatment value (which is randomized when \(S = 1\)), \(A\) the received treatment value, and \(Y\) the outcome of interest measured at the end of the study. For both randomized and non-randomized individuals in the target population, \(Z\) is not equal to \(A\) when the individual does not adhere to the assigned treatment.

Because this paper is only concerned with the effect of assigned treatment \(Z\), information on received treatment \(A\) need not be available for either randomized \((S = 1)\) or non-randomized \((S = 0)\) individuals. Furthermore, information on \(Z, A,\) or \(Y\) need not be available among non-randomized individuals; in fact, this is the most commonly considered case in generalizability and transportability analyses, where the sample from the non-randomized individuals only contains information on baseline covariates. That is why we refer to the variables in \((S, X, Z, A, Y)\) as observable (i.e., possible to observe):
are observed in both trial participants and non-participants; \((Z, A, Y)\) are observed for trial participants \((S = 1)\) but may be unobserved for non-participants \((S = 0)\). To simplify exposition, we assume that there are no losses to follow-up so that the outcome \(Y\) is observed on all trial participants.

Our terminology and notation imply that how treatment is assigned does not matter with respect to the outcome of interest. That is, we view the various versions of assignment \(Z\) in the randomized trial and in the target population—say, via an automated randomization system, self-choice, or via consultation with one’s medical care provider—as having the same causal effect on the outcome \(Y\).

This assumption of “variation irrelevance” \([14]\) for treatment assignment is implicitly made when intention-to-treat effects estimated in a randomized trial are taken to be informative about the effects of treatment recommendations outside the experimental setting. This assumption, however, is not always reasonable because the assignment process in the experimental context may be fundamentally different from the treatment recommendation process in routine (“real-world”) clinical interactions. This is especially true when treatment assignment involves masking (also referred to as “blinding”) to prevent trial participants from knowing the treatment they have been assigned to receive, or any other components that cannot occur in the healthcare system.

The assumption of variation irrelevance for treatment assignment may be approximately true for a pragmatic trial. For example, point-of-care randomization may be judged to be sufficiently similar, even if not identical, to modes of prescribing in routine practice (e.g., prescribing via electronic health-record systems). On the other hand, when the assumption does not hold, intention-to-treat effects estimated in the trial may not be adequately informative about the effects of treatment recommendations outside of experimental settings. In that case, other causal estimands (such as the per-protocol effect) may be of greater interest. The results below depend on the assumption that there exits a hypothetical intervention to assign treatment in the target
population that has the same effect on the outcome as the procedures used to assign treatment in the randomized trial. The practical relevance of learning about such an intervention would depend on the extent to which those assignment procedures can actually be implemented by the healthcare system.

In addition to variation irrelevance for treatment assignment, we also assume that assignment \( Z \) does not affect the outcome \( Y \) except through treatment \( A \) (e.g., prescription of a medication does not affect the outcome except by influencing treatment). This assumption is made, for example, in trials using the randomized assignment as an instrumental variable [15].

Below, we consider trial engagement effects [2, 16], which are effects of trial participation \( S \) on the outcome \( Y \) that do not operate via the treatment assignment \( Z \). Trial engagement effects can occur when there are indirect effects of participation on the outcome via treatment (e.g., by increasing adherence [17, 18]), or direct effects of participation on the outcome (e.g., Hawthorne effects). Here, we assume that trial engagement effects on the outcome occur only by the impact of trial participation on treatment. Furthermore, we do not distinguish between the invitation to participate and participation itself. Reference [16] examines direct engagement effects on the outcome and considers structures that differentiate between trial invitation and participation effects.

**COUNTERFACTUAL MODEL AND IDENTIFIABILITY ASSUMPTIONS**

To define causal estimands and describe identifiability conditions, we will use counterfactual (potential) outcomes [19–21]. Throughout, we adopt a non-parametric structural equation model with finest fully randomized structured tree graph errors [22]. Under this model, counterfactuals are assumed to be well-defined for interventions on any variables and consistency holds for these interventions. Specifically, we will consider
the following counterfactual variables to be well-defined: $Z_{s=1}$, the counterfactual assignment under intervention to scale-up trial activities that affect the outcome by setting $S$ to $s = 1$; $A^z$, the counterfactual treatment under intervention to set the assignment $Z$ to $z$; $A^{s=1,z}$, the counterfactual treatment under intervention to scale-up trial activities and set the assignment $Z$ to $z$; $Y^z$, the counterfactual outcome under intervention to set the assignment $Z$ to $z$; and $Y^{s=1,z}$, the counterfactual outcome under intervention to scale-up trial activities to the target population and set the assignment $Z$ to $z$. Under our model the following consistency conditions hold for all individuals in the population under study: if $S = 1$ then $Z_{s=1} = Z$; if $S = 1$ and $Z = z$, then $A^{s=1,z} = A$ and $Y^{s=1,z} = Y$.

**Causal estimands:** An important goal of the study described above is to learn about the effect of assigning the treatments examined in the trial to all members of the target population. That is, we are typically interested in aspects of the distribution of the counterfactual variables, $Y^z$, for the different values of $z$ studied in the trial, and comparisons of the distributions of these counterfactual variables for different $z$ values. For instance, we may be interested in expectations (population means) of counterfactual outcomes in the target population, $E[Y^z]$, for different values of $z$, as well as average treatment effects comparing assignment to $z$ versus $z'$, defined as $E[Y^z - Y^{z'}] = E[Y^z] - E[Y^{z'}]$.

To the extent that trial engagement effects are present and can be attributed to specific trial activities, we may also be interested in learning about the impact of joint interventions to scale-up these trial activities and assign treatment $z$ in the target population. For instance, we may be interested in counterfactual expectations in the target population, $E[Y^{s=1,z}]$, for different values of $z$, as well as average treatment effects comparing assignment to $z$ versus $z'$, $E[Y^{s=1,z} - Y^{s=1,z'}] = E[Y^{s=1,z}] - E[Y^{s=1,z'}]$.

We will now examine the identifiability of these various causal estimands under
different causal structures. We have simplified the causal structures in our examples by
omitting certain edges which do not affect our results (e.g., we have removed common
causes of the unmeasured variables displayed on the graphs and the measured baseline
covariates throughout), in order to focus on the most pertinent aspects related to
non-adherence.

**Positivity conditions:** We assume that the observable variables \((X, S, Z, A)\) have a
joint distribution such that (1) for every \(x\) with density \(f(x) \neq 0, 1 > \Pr[S = 1|X = x] > 0;\)
and (2) for every assigned treatment \(z\) evaluated in the trial, and for every \(x\) with joint
density \(f(x, S = 1) \neq 0, \Pr[Z = z|X = x, S = 1] > 0\) [23, 24]. Of note, our conclusions
apply even if the set of assigned and received treatments, in the trial and outside the
trial, are not the same (e.g., if the treatments received by trial participants or
non-participants include treatments other than those assigned).

**PERFECT ADHERENCE TO THE ASSIGNED TREATMENT**

We first consider the case of perfect adherence, where the received treatment is always
the same as the assigned treatment, both in and outside the trial. The causal directed
acyclic graph (DAG) of Figure 1A represents the causal structure in the target population
(including both trial participants and non-participants). In this section of the paper, we
assume that \(Z = A\), and denote the deterministic relationship between these two
variables using a thicker arrow to connect their corresponding nodes on the DAG (an
alternative representation would collapse the two nodes into a single “treatment” node).

The baseline covariates affect participation \((X \rightarrow S)\), assignment \((X \rightarrow Z)\), and,
through assignment, treatment \((X \rightarrow Z \rightarrow A)\). But once assignment \(Z\) is determined,
treatment is also determined (because we assume perfect adherence); for that reason \(A\)
has no other parents except \(Z\). The \(X \rightarrow Z\) edge indicates that among non-randomized
individuals the observed covariates may affect assignment; furthermore, among
randomized individuals assignment may be randomized conditional on covariates.

The $S \rightarrow Z$ edge reflects the different mechanisms determining assignment: trial participants are randomized and non-participants are not; the probability of being assigned a specific treatment is usually equal to a constant in the trial (typically, 0.5 when comparing two treatments with 1:1 randomization), whereas it is determined by individual and provider preferences outside the trial.

The absence of a $S \rightarrow Y$ edge reflects the absence of an effect of participation on the outcome that is not mediated through assignment or treatment receipt (i.e., an absence of a direct trial engagement effect). That is because, as noted earlier, we have assumed a causal structure where trial engagement effects are due to the indirect effect of trial participation on the outcome via adherence; we assume that there are no effects of trial participation on the outcome that are not through the assigned treatment.

The absence of a $Z \rightarrow Y$ edge reflects an assumption that the assignment itself does not affect the outcome except through treatment (e.g., prescription of a medication does not affect the outcome except by influencing treatment). The $U \rightarrow Z$ and $U \rightarrow Y$ edges represent the effects of unmeasured variables that are common causes of assignment, treatment, and the outcome. Of note, common causes of the assignment and the outcome can be present in the target population (they operate among non-randomized individuals).

Consider the single world intervention graph (SWIG) [25] in Figure 1B representing the intervention to set the treatment assignment $Z$ to $z$. The SWIG obtained from the DAG of Figure 1A represents the intervention on $Z$ by splitting the node (indicated by the vertical line) into a random and fixed part $(Z|z)$. The random part receives all incoming edges that were directed into $Z$ in the DAG; the fixed part inherits all outgoing edges emanating from $Z$ in the DAG. All nodes downstream of $z$ are relabeled to represent the counterfactuals under intervention to set $Z$ to $z$ (e.g., $A^z$ and $Y^z$ in Figure 2B). Given the assumption of perfect adherence, if we intervene to set
treatment to $Z$ to $z$ then $A^z = z$ for every $z$.

Because of the open path $Z \leftarrow U \rightarrow Y^z$, we do not expect the counterfactual outcomes under assignment $z$ to be independent of the assignment given the baseline covariates, that is, we do not expect the independence $Y^z \perp \perp Z|X$ to hold. Note also that conditioning on $S$ does not eliminate confounding of the effect of assignment on the outcome by $U$: confounding of the effect of assignment on the outcome is expected among non-randomized individuals.

Some progress is possible by considering the SWIG of Figure 1C under joint interventions of setting $S$ to $s = 1$ and $Z$ to $z$ [16, 23]. In this SWIG, we remove the $U \rightarrow Z^s=1$ edge because in the world where we have intervened to set $S$ to $s = 1$ there are no unmeasured causes of the counterfactual assignment $Z^s=1$. We now obtain two independence conditions: $Y^{s=1,z} \perp \perp S|X$ and $Y^{s=1,z} \perp \perp Z^{s=1}|(X, S)$; the second condition, together with consistency, implies the independence condition $Y^{s=1,z} \perp \perp Z|(X, S = 1)$. As we show in Web Appendix 1, these conditions, along with positivity and consistency, suffice to identify the expectation of the counterfactual outcome under joint intervention to scale up trial procedures ($s = 1$) and assign treatment $z$, $E[Y^{s=1,z}]$, using a g-formula result [6, 8, 22],

$$E[Y^{s=1,z}] = E\left[E[Y|X, S = 1, Z = z]\right], \quad (1)$$

or the equivalent inverse-probability weighting expression,

$$E \left[E[Y|X, S = 1, Z = z]\right] = E \left[\frac{I(S = 1, Z = z)Y}{Pr[S = 1|X]Pr[Z = z|X, S = 1]}\right], \quad (2)$$

where $I(S = 1, Z = z)$ is the indicator function that takes value 1, if $S = 1$ and $Z = z$; or 0, otherwise. Thus, under the causal structure of Figure 1A, the counterfactual expectations under joint interventions to scale-up trial activities that influence adherence ($s = 1$) and to assign treatment $z$ are identifiable. It follows that the average treatment effects comparing the scaling-up trial activities and assigning treatment $z$ versus $z'$, that
is $E[Y_{s=1,z} - Y_{s=1,z'}]$, are also identifiable. Under the assumption of perfect adherence, we can interpret the effect of assignment as the effect of treatment.

Under the causal structure of Figure 1A, any effect of trial participation on the outcome is mediated by treatment assignment (there is no direct effect of participation on the outcome); thus, we have that $Y_{s=1,z} = Y^z_{z}$ for every $z$ and consequently the identification results given above apply to the expectation of the counterfactual outcome under intervention to assign treatment $z$, without reference to scaling-up any trial procedures other than treatment assignment. In other words, under the causal structure of Figure 1A, $E[Y_{s=1,z}] = E[Y^z]$ and equations (1) and (2) hold.

We now consider two examples that show how imperfect adherence to the assigned treatment severely complicates identification, when trial participation has a direct effect on treatment and when trial participation and adherence have unmeasured common causes.

NON-ADHERENCE TO THE ASSIGNED TREATMENT

Direct effect of participation on treatment

Consider now the causal directed acyclic graph (DAG) of Figure 2A for the target population (including both trial participants and non-participants). We no longer assume a deterministic equality between treatment $Z$ and assignment $A$; in fact, non-adherence can be defined as $Z \neq A$. In this example, baseline covariates directly affect participation ($X \to S$), assignment ($X \to Z$), treatment ($X \to A$), and the outcome ($X \to Y$).

As before, the $S \to Z$ edge reflects the different mechanisms determining assignment: trial participants are randomized and non-participants are not. Under non-adherence, however, the $S \to A$ edge (which was not present in Figure 1) represents the direct effect of trial participation on the treatment (e.g., when the trial includes routine monitoring visits that encourage adherence to the assigned treatment).
When $A$ also affects the outcome, that is, the $A \to Y$ edge is present, then the $S \to A \to Y$ path represents the effect of trial participation on the outcome through treatment (i.e., this path reflects indirect trial engagement effects on the outcome via adherence). As before, the absence of an $S \to Y$ edge reflects the absence of an effect of participation on the outcome that is not mediated through assignment or treatment receipt (i.e., an absence of a direct trial engagement effect). Thus, in the causal structure of Figure 2A, trial engagement effects are due to the indirect effect of trial participation on the outcome via adherence; we assume that there are no effects of trial participation on the outcome that are not through the assigned or received treatment.

The $Z \to A$ edge represents the effect of the assignment on treatment (no longer deterministic). The absence of a $Z \to Y$ edge reflects an assumption that the assignment itself does not affect the outcome except through treatment. The $U \to Z$, $U \to A$, and $U \to Y$ edges represent the effects of unmeasured variables that are common causes of assignment, treatment, and the outcome. Again, common causes of the assignment and the outcome can be present among non-randomized individuals in the target population.

Consider the single world intervention graph (SWIG) [25] in Figure 2B representing the intervention to set the treatment assignment $Z$ to $z$, obtained from the DAG of Figure 2A. Because of the open paths $Z \leftarrow U \to Y^z$, $Z \leftarrow U \to A^z \to Y^z$, and $Z \leftarrow S \to A^z \to Y^z$, we do not expect the counterfactual outcomes under assignment $z$ to be independent of the assignment given the baseline covariates, that is, we do not expect the independence $Y^z \perp \perp Z|X$ to hold. As in the perfect adherence case, conditioning on $S$ does not eliminate confounding of the effect of assignment on the outcome by $U$.

Similar to the case under perfect adherence, progress is possible by considering the SWIG of Figure 2C under joint interventions of setting $S$ to $s = 1$ and $Z$ to $z$ [16,23]. In this SWIG, we remove the $U \to Z^{s=1}$ edge because in the world where we have
intervened to set $S$ to $s = 1$ there are no unmeasured causes of the corresponding counterfactual assignment $Z^s=1$. We now obtain the same two independence conditions as under perfect adherence: $Y^{s=1,z} \perp \perp S | X$ and $Y^{s=1,z} \perp \perp Z^{s=1}(X, S)$; the second condition, together with consistency, implies the independence condition $Y^{s=1,z} \perp \perp Z|(X, S = 1)$. These conditions, along with positivity and consistency, again suffice to identify $E[Y^{s=1,z}]$, using the same g-formula and inverse-probability weighting expression given in equations (1) and (2), respectively [6,8,22]. The proof of these identification results is the same as in the case of perfect adherence. Thus, under the causal structure of Figure 2A, the counterfactual expectations under joint interventions to scale-up trial activities that influence adherence ($s = 1$) and to assign treatment $z$ are identifiable, even when adherence is imperfect. It follows that the average treatment effects comparing to scale-up trial activities and assign treatment $z$ versus $z'$, that is $E[Y^{s=1,z} - Y^{s=1,z'}]$, are also identifiable.

Despite the similarities between our analysis of the causal structures of Figure 1 and Figure 2 up to this point, a major difference arises in the presence of non-adherence: the $S \rightarrow A \rightarrow Y$ path on the DAG means that in general we do not expect $Y^z$ to equal $Y^{s=1,z}$. Thus, when trial participation affects the outcome through treatment, we do not expect the counterfactual expectation under intervention to assign treatment $z$, that is, $E[Y^z]$, to equal the counterfactual expectation to scale-up trial activities that influence adherence and assign treatment, $E[Y^{s=1,z}]$. Additionally, we do not expect the average treatment effects comparing assignment to treatment $z$ and $z'$, $E[Y^z - Y^{z'}]$, to equal the average treatment effects to scale-up trial activities that influence adherence and assign treatment, $E[Y^{s=1,z} - Y^{s=1,z'}]$. In fact, $E[Y^z]$ and $E[Y^z - Y^{z'}]$ are not identifiable in this causal structure: the effect of assignment is confounded among non-randomized individuals; and randomized individuals only provide information about the effect of both scaling-up trial activities and assigning treatment because trial participation indirectly affects the outcome (by its direct effect on treatment). Informally, the issue is that trial
participation affects the outcome through adherence, thus when using outcome information from trial participants we cannot separate the effect of trial participation from that of assignment (without additional assumptions). Of note, this issue would persist even if treatment and the outcome were unconfounded (i.e., even in a causal structure resulting from removing the $A \leftarrow U \rightarrow Y$ fork from the DAG of Figure 2A).

Consequently, under the DAG of Figure 2A (and the positivity and consistency conditions), the g-formula or weighting approaches from the previous section identify the impact of scaling-up trial activities and setting the treatment assignment, such as $E[Y_{s=1,z}]$, but not the impact of assignment alone, such as $E[Y_{z}]$.

The fact that $E[Y_{z}]$ and $E[Y_{z} - Y_{z}']$ are unidentifiable, while $E[Y_{s=1,z}]$ and $E[Y_{s=1,z} - Y_{s=1,z}']$ are identifiable under the DAG of Figure 2A, is probably what Hong et al. meant when they stated that their estimate was “...based on the trial population, including any effect of the trial on adherence and persistence...” [11]. As we will see next, however, both kinds of estimands may be unidentifiable when trial participation has unmeasured common causes with the receipt of treatment.

Common causes of participation and treatment

Consider next the DAG of Figure 3A, obtained from the DAG of Figure 2A by removing the $S \rightarrow A$ edge, adding a common cause of participation and treatment (the $S \leftarrow U_1 \rightarrow A$ fork), and substituting $U_2$ for $U$ (to keep the notation consistent); the rest of the structure is the same between the two DAGs. In this DAG, $U_1$ represents unobserved common causes of trial participation and treatment. For example, participation in the trial may share common causes with treatment when trial participants tend to be more health-conscious and willing to adhere to the assigned treatment. Information on characteristics such as health-consciousness is typically not collected in randomized trials and is unavailable in most target population samples.

In the SWIG of Figure 3B under intervention to set $Z$ to $z$, we do not expect the
independence $Y^z \perp \perp Z | X$ to hold because of the open paths $Z \leftarrow S \leftarrow U_1 \rightarrow A^z \rightarrow Y^z$, $Z \leftarrow U_2 \rightarrow Y^z$, and $Z \leftarrow U_2 \rightarrow A^z \rightarrow Y^z$. As before, to make progress we consider joint interventions to scale-up trial activities related to adherence and assign treatment.

In the SWIG of Figure 3C under joint intervention to set $S$ to $s = 1$ and $Z$ to $z$, we remove the $U_2 \rightarrow Z^{s=1}$ edge because in the world where we have intervened to set $S$ to $s = 1$ there are no unmeasured causes of the corresponding counterfactual assignment $Z^{s=1}$, similar to the SWIGs of Figure 1C and 2C. We again obtain the independence $Y^{s=1,z} \perp \perp Z^{s=1} | (X, S)$, which, along with consistency, implies $Y^{s=1,z} \perp \perp Z | (X, S = 1)$. In contrast to the SWIG of Figures 1C and 2C, however, in the SWIG of Figure 3C we do not expect the independence $Y^{s=1,z} \perp \perp S | X$ to hold because of the open $S \leftarrow U_1 \rightarrow A^{s=1,z} \rightarrow Y^{s=1,z}$ path. Note also that conditioning on $A^{s=1,z}$ cannot help because $A^{s=1,z}$ is a collider on the $S \leftarrow U_1 \rightarrow A^{s=1,z} \leftarrow U_2 \rightarrow Y^{s=1,z}$ path. Consequently, we cannot identify counterfactual expectations under joint interventions to scale-up trial activities and assign treatment $z$, $E[Y^{s=1,z}]$ because the effect of assignment is confounded among non-randomized individuals; and randomized individuals are not exchangeable with non-randomized individuals (with respect to the counterfactual outcomes outcome $Y^{s=1,z}$) because trial participation is driven by unmeasured variables that also affect the outcome through treatment. Furthermore, we cannot identify average treatment effects comparing assignments $z$ and $z'$, that is, $E[Y^{s=1,z} - Y^{s=1,z'}]$. Informally, the issue is that trial participants are selected for unmeasured variables that influence (usually, increase) adherence compared with non-participants and adherence affects the outcome; thus, the information from trial participants mixes the effect of treatment assignments with the effect of the unmeasured variables.

Under the causal structure of Figure 3A, $Y^z$ is equal to $Y^{s=1,z}$ because the $S \rightarrow A \rightarrow Y$ path has been removed (this can be seen by redrawing the SWIG of Figure 3C using minimal labeling [25]). Thus, we expect that $E[Y^z] = E[Y^{s=1,z}]$ and $E[Y^z - Y^{z'}] = E[Y^{s=1,z} - Y^{s=1,z'}]$. This, however, is not helpful because, as we discussed,
Finally, consider a DAG that combines the edges of the DAGs in Figures 2A and 3A, such that both a common cause of trial participation and a direct effect of participation on the received treatment are present (see Web Appendix Figure 2). Clearly, using the same arguments as above, $E[Y^z]$ and $E[Y^{s=1,z}]$, as well as average treatment effects based on contrasts of these expectations for different $z$ values, are unidentifiable under this causal structure.

OTHER CAUSAL ESTIMANDS

For completeness, we now briefly consider estimands other than those that pertain to the effect of assignment on the outcome in the target population.

**Effects in the non-randomized subset of the target population:** Estimands that pertain to the non-randomized subset of the target population may be of interest in nested trial designs, in addition to those that pertain to the entire target population [7]. These estimands are important because they are also identifiable (provided certain sampling conditions hold) in non-nested trial designs where data from a trial are combined with data from a separately obtained sample of non-randomized individuals from the target population [13] (in non-nested trial designs, estimands in the entire target population are not identifiable without additional information). In Web Appendix 2 we show that the findings from our examples apply with minimal modifications to estimands for the non-randomized subset of the target population, both for nested or non-nested trial designs.

**Per-protocol effects:** In all the examples in this paper, per-protocol effects in the target population (i.e., effects of treatment according to assignment) are unidentifiable because of intractable confounding of the effect of treatment $A$ on the outcome $Y$. 

all these quantities are unidentifiable.
indicated by the $A \leftarrow U_2 \rightarrow Y$ fork in Figure 3A ($U$ in Figure 2A). For the same reason, the effects of joint interventions to scale-up trial activities that influence adherence and set the treatment to $a$ are also unidentifiable.

**The effect of assignment in the population underlying the trial:** As is well known [26], the counterfactual means of assignment $z$ in the population underlying the trial (i.e., the randomized subset of the target population), $E[Y^z|S = 1]$, as well as average treatment effects comparing assignment to treatment $z$ versus $z'$, $E[Y^z - Y^{z'}|S = 1]$, are identifiable under all the DAGs we have considered in this paper. For example, using the DAG of Appendix Figure 1A (see Web Appendix 3), which combines the complications we examined in the DAGs of Figures 2A and 3A, and is conditional on $S = 1$, we can construct the SWIG of Appendix Figure 1B, under intervention to set $Z$ to $z$. Because we condition on $S = 1$, the $U_2 \rightarrow Z$ edge can be removed (in the trial, the assignment $Z$ does not depend on unmeasured variables) and we obtain the independence condition $Y^z \perp \perp Z|(X, S = 1)$. As we show in Web Appendix 3, this independence condition, and the positivity and consistency conditions, suffice to identify the effect of treatment assignment in the population underlying the trial:

$$E[Y^z|S = 1] = E\left[ E[Y|X, S = 1, Z = z]|S = 1 \right].$$

**DISCUSSION**

Extending causal inferences from one population to another requires similarities between them that extend beyond having the same distribution of baseline effect modifiers (or outcome predictors) [27]. Yet, most work on generalizing or transporting causal inferences has focused exclusively on adjusting for differences in the distributions of baseline covariates between trial participants and non-participants. Here, we considered estimands for extending inferences to a target population when the trial data provide information on baseline covariates, the randomized treatment assignments, and
outcomes; and when the data from the target population only provide information on baseline covariates. By means of studying stylized examples, we showed that the interpretation of generalizability and transportability analyses is complicated when trial engagement affects the outcome via adherence and when participation in the trial and treatment receipt share common causes.

Our examples suggest that generalizability and transportability analyses that standardize the data from a trial to the covariate distribution of the target population using information only on assigned treatment in the trial, without information on adherence, may produce estimates that do not have a causal interpretation as effects of treatment assignment in the target population when trial participation and treatment have unmeasured common causes. In the presence of such common causes, the effect of assignment is not identifiable. When there are no unmeasured common causes of trial participation and treatment, however, the results of conventional standardization methods can be given a new interpretation as estimating the effects of joint interventions to scale-up trial activities that influence adherence and to assign treatment.

Our analysis highlights that the causal interpretation of generalizability and transportability analyses that standardize the trial data to the target population depends on characteristics of the populations and aspects of trial design. For instance, endowing these approaches with a causal interpretation may not be appropriate for confirmatory phase III clinical trials, which typically involve activities to promote adherence and select participants who are likely to be adherent, or when substantial non-adherence is expected. In contrast, our findings are less troubling for highly pragmatic trials (and observational analyses emulating pragmatic target trials [28]) and in settings where near-perfect adherence is expected.

Throughout, we focused on identification under various distributional independence (exchangeability) conditions between the counterfactual outcomes and trial participation or assignment because these conditions can be directly read off
SWIGs. Identification is sometimes possible under weaker conditions of conditional exchangeability in expectation or in effect measure rather than in distribution (e.g., [6, 7]). Despite being weaker than the independence conditions encoded in our SWIGs, the plausibility of independence in conditional expectation or effect measure is still severely reduced when trial participation affects the outcome through treatment (the $S \rightarrow A \rightarrow Y$ path of Figure 2A) or common causes of trial participation and the outcome (the $S \leftarrow U_1 \rightarrow A \rightarrow Y$ path of Figure 3A).

For simplicity, we limited our attention to point treatments and did not consider sustained treatments. Nevertheless, the problems we identified are likely more pressing in generalizability and transportability analyses of trials comparing sustained treatments. Patterns of adherence for sustained treatments are more complex and adherence rates are often very low (e.g., up to half of individuals prescribed statins quit within a year [29]). In trials of sustained treatments, trial engagement effects on the outcome via adherence may be more likely when the trials involve regular protocol-directed contact between study participants and personnel, which may increase adherence [30]. Furthermore, individuals that participate in long-term trials of sustained treatments may be unrepresentative of those seen in general practice in terms of their propensity to adhere to treatment.

Our examples were highly stylized to focus on core issues related to non-adherence. A more refined representation of the trial invitation and participation process [2, 16] would, if anything, lead to additional possibilities for trial engagement effects or the existence of unmeasured common causes between invitation or participation, and treatment. Furthermore, we treated trial participation as a well-defined intervention that would include all aspects of the trial other than random treatment assignment [16]. In practice, understanding the relationship between trial participation and adherence will require more refined causal models and data collection about specific trial activities that affect patient behaviors.
Despite these limitations, our analysis highlights that framing problems of generalizability and transportability of treatment effects as simple problems of standardization to the baseline covariate distribution of the target population can obscure the choice of causal estimands and the assumptions needed to identify them. Instead, generalizability and transportability problems should be treated as proper causal problems, in the sense that estimand choice and identifiability analysis are best served by explicitly considering the underlying causal structure. In our simple examples, the structural approach highlighted the importance of trial engagement effects on the outcome via adherence and selective participation into the trial on the basis of unmeasured variables that also influence adherence to the assigned treatment.
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Figure 1: DAG and SWIGs with perfect adherence.
Figure 2: DAG and SWIGs for direct effect of participation on adherence.
Figure 3: DAG and SWIGs for common causes of trial participation and treatment.
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Web Appendix 1 Identification in the target population

Interventions to scale-up trial activities and recommend treatment: We will show that the counterfactual means $E[Y_{s=1,z}]$ in the target population, as well as average treatment effects comparing recommendations $z$ and $z'$, $E[Y_{s=1,z} - Y_{s=1,z'}]$, are identifiable under the causal structure of Figure 1 in the main text. Starting from the DAG of Figure 1A in the main text, we construct the SWIG of Figure 1C under intervention to set $S$ to $s = 1$ and $Z$ to $z$. The SWIG encodes two independence conditions: $Y_{s=1,z} \perp S | X$ and $Y_{s=1,z} \perp Z_{s=1} | (X, S)$. The second of these conditions, by consistency, implies that $Y_{s=1,z} \perp Z | (X, S = 1)$.

The above independence conditions, along with consistency and positivity, can be used to identify $E[Y_{s=1,z}]$:

$$E[Y_{s=1,z}] = E\left[ E[Y_{s=1,z} | X] \right]$$
$$= E\left[ E[Y_{s=1,z} | X, S = 1] \right]$$
$$= E\left[ E[Y_{s=1,z} | X, S = 1, Z = z] \right]$$
$$= E\left[ E[Y | X, S = 1, Z = z] \right].$$

Here, the first equality follows from the law of total expectation; the second from $Y_{s=1,z} \perp S | X$; the third from $Y_{s=1,z} \perp Z | (X, S = 1)$; the last from consistency; and all quantities are well-defined under the positivity conditions.

Furthermore, under positivity [1],

$$E\left[ E[Y | X, S = 1, Z = z] \right] = E\left[ E\left[ \frac{I(S = 1, Z = z)Y}{Pr[S = 1 | X] Pr[Z = z | X, S = 1]} \right] | X \right]$$
$$= E\left[ \frac{I(S = 1, Z = z)Y}{Pr[S = 1 | X] Pr[Z = z | X, S = 1]} \right],$$

where $I()$ is the indicator function that takes value 1 if $S = 1$ and $Z = z$, and 0 otherwise.

Using the above results, we can identify the average treatment effect comparing recommendation
versus $z'$, $E[Y_{s=1,z} - Y_{z'}]$, by taking differences:

$$E[Y_{s=1,z} - Y_{s=1,z'}] = E \left[ E[Y|X, S = 1, Z = z] - E \left[ E[Y|X, S = 1, Z = z'] \right] \right] - E \left[ E \left[ I(S = 1, Z = z)Y \right] \frac{Pr[S = 1|X]}{Pr[Z = z|X, S = 1]} \right] - E \left[ E \left[ I(S = 1, Z = z')Y \right] \frac{Pr[S = 1|X]}{Pr[Z = z'|X, S = 1]} \right].$$

**Identification under the causal structure of Figure 2:** Under the causal structure of Figure 2, the conditions $Y_{s=1,z} \perp \perp S|X$ and $Y_{s=1,z} \perp \perp Z_{s=1}|(X, S)$ hold as under the causal structure of Figure 1. Thus, the above identification results also hold under the DAG of Figure 2.

**Interventions to recommend treatment:** Under the causal structure of Figure 1, with perfect adherence, $Y_{s=1,z} = Y^z$. Thus the counterfactual means under the intervention to recommend treatment $z$ in the target population, $E[Y^z]$, are equal to $E[Y_{s=1,z}]$ and also equal to $E \left[ E[Y|X, S = 1, Z = z] \right]$ and the weighting representation given above.

The situation is different, however, under the causal structure of Figure 2. Because of the $S \rightarrow A \rightarrow Y$ path on the DAG of Figure 1A in the main text, $Y_{s=1,z}$ is not in general equal to $Y^z$ [2]. Thus, the counterfactual means under the intervention to recommend treatment $z$ in the target population, $E[Y^z]$, is not in general equal to $E \left[ E[Y|X, S = 1, Z = z] \right]$ or the weighting representation given above.

**Simpler causal structures:** If the $S \rightarrow A$ edge or the $A \rightarrow Y$ edge was removed from the DAG of Figure 2A in the main text, then $Y^z = Y_{s=1,z}$ (this can be seen by modifying the DAG by removing the $S \rightarrow A$ edge or the $A \rightarrow Y$ edge and then constructing a new SWIG under joint intervention to set $S$ to $s = 1$ and $Z$ to $z$ and using minimal labeling [3]). Under these modified causal structures, the identifiability result above holds if we substitute $Y^z$ for $Y_{s=1,z}$ (removal of either edge does not create additional dependencies).
Web Appendix 2  Identification in the non-randomized subset of the target population

Interventions to scale-up trial activities and recommend treatment:  We will show that the counterfactual means \( E[Y_{s=1,z}|S = 0] \) in the non-randomized subset of the target population, as well as average treatment effects comparing recommendations \( z \) and \( z' \), \( E[Y_{s=1,z} - Y_{s=1,z'}|S = 0] \), are identifiable under the causal structure of Figure 1 in the main text.

Starting from the DAG of Figure 1A in the main text, we construct the SWIG of Figure 1C under intervention to set \( S \) to \( s = 1 \) and \( Z \) to \( z \). As noted in Web Appendix 1, we have two independence conditions: \( Y_{s=1,z} \perp \perp S|X \) and \( Y_{s=1,z} \perp \perp Z|(X, S = 1) \). These conditions, along with consistency and positivity, can be used to identify \( E[Y_{s=1,z}|S = 0] \):

\[
E[Y_{s=1,z}|S = 0] = E \left[ E[Y_{s=1,z}|X, S = 0]|S = 0 \right] \\
= E \left[ E[Y_{s=1,z}|X, S = 1]|S = 0 \right] \\
= E \left[ E[Y_{s=1,z}|X, S = 1, Z = z]|S = 0 \right] \\
= E \left[ E[Y|X, S = 1, Z = z]|S = 0 \right].
\]

Here, the first equality follows from the law of total expectation conditional on \( S = 0 \); the second from \( Y_{s=1,z} \perp \perp S|X \); the third from \( Y_{s=1,z} \perp \perp Z|(X, S = 1) \); the last from consistency; and all quantities are well-defined under the positivity conditions.

Furthermore, under positivity \([1, 4]\),

\[
E \left[ E[Y|X, S = 1, Z = z]|S = 0 \right] = \frac{1}{Pr[S = 0]} \left[ I(S = 0) E \left[ \frac{I(S = 1, Z = z)Y}{Pr[S = 1|X] Pr[Z = z|X, S = 1]}|X \right] \right] \\
= \frac{1}{Pr[S = 0]} \left[ E \left[ \frac{I(S = 1, Z = z)Y Pr[S = 0|X]}{Pr[S = 1|X] Pr[Z = z|X, S = 1]}|X \right] \right] \\
= \frac{1}{Pr[S = 0]} \left[ E \left[ \frac{I(S = 1, Z = z)Y Pr[S = 0|X]}{Pr[S = 1|X] Pr[Z = z|X, S = 1]}|X \right] \right].
\]

As in the previous sections of the Appendix, we can identify the average treatment effect comparing recommendations \( z \) and \( z' \) in the non-randomized subset of the target population, \( E[Y_{s=1,z} - Y_{s=1,z'}|S = 0] \), by taking differences between the identifying functionals of the corresponding counterfactual means.
Identification under the causal structure of Figure 2: Under the causal structure of Figure 2A, the conditions \( Y_{s=1,z} \perp \perp S | X \) and \( Y_{s=1,z} \perp \perp Z_{s=1} | (X, S) \) hold as under the causal structure of Figure 1. Thus, the above identification results also causal structure under the causal structure of Figure 2.

Interventions to recommend treatment: As discussed in the main text and Web Appendix 1, under the causal structure of Figure 1, with perfect adherence, \( Y_{s=1,z} = Y^z \). Thus the counterfactual means under the intervention to recommend treatment \( z \) in the target population, \( E[Y^z | S = 0] \), are equal to \( E[Y_{s=1,z} | S = 0] \) and also equal to \( E[ E[Y | X, S = 1, Z = z] | S = 0] \) and the weighting representation given above.

Also as discussed in the main text and Web Appendix 1, the situation is different under the causal structure of Figure 2. Because of the \( S \rightarrow A \rightarrow Y \) path on the DAG of Figure 2A in the main text, \( Y_{s=1,z} \) is not in general equal to \( Y^z \) [2]. Consequently, the effect of recommendation in the non-randomized subset of the target population, \( E[Y^z | S = 0] \), is not in general equal to \( E[ E[Y | X, S = 1, Z = z] | S = 0] \) or its weighting representation given above.

Simpler causal structures: As discussed in Web Appendix 1 if the \( S \rightarrow A \) edge or the \( A \rightarrow Y \) edge was removed from the DAG of Figure 1A, then \( Y^z = Y_{s=1,z} \). Under these modified causal structures, the identifiability result above holds if we substitute \( Y^z \) for \( Y_{s=1,z} \).

Non-nested trial designs: The results for the identification of counterfactual means and average treatment effects in the non-randomized subset of the target population under nested trial designs, as presented in this section of the Appendix, can also be applied to non-nested trial designs [5]. In non-nested trial designs, the separate sampling of trial participants and non-participants induces a biased sampling model [6] (in the sense that the numbers of trial participants and non-participants under this design do not reflect the target population probability of trial participation) [5]. The results presented above are appropriate under the non-nested trial design provided the expectations and probabilities in the formulas are taken with respect to the biased sampling model [4, 5].
Web Appendix 3  Identification in the population underlying the trial

We will show that the counterfactual means for intervention to recommend treatment, $E[Y^z|S = 1]$ in the population underlying the trial (i.e., the randomized subset of the target population), as well as average treatment effects comparing recommendations $z$ and $z'$, $E[Y^z - Y^{z'}|S = 1]$, are identifiable under any of the DAGs presented in the main text of the paper. Consider the DAG of Appendix Figure 1, over both trial and non-trial participants, that combines the edges of the DAGs in Figures 1A and 2A from the main text, such that both a common cause of trial participation and a direct effect of participation on the received treatment are present. The DAG of Appendix 2A shows the corresponding DAG, conditional among trial participants (as indicated by the box around $S = 1$). The $U_2 \rightarrow Z$ edge is removed because among trial participants, the randomized treatment recommendation is not confounded. Starting from the DAG of Appendix Figure 2A, we construct the SWIG of Appendix Figure 2B, conditional on $S = 1$, under intervention to set $Z$ to $z$ and we obtain the independence condition $Y^z \perp \perp Z|(X, S = 1)$.

This independence condition, along with the consistency and positivity conditions given in the main text, can be used to identify $E[Y^z|S = 1]$:

$$E[Y^z|S = 1] = E \left[ E[Y^z|X, S = 1]|S = 1 \right] = E \left[ E[Y^z|X, S = 1, Z = z]|S = 1 \right] = E \left[ E[Y|X, S = 1, Z = z]|S = 1 \right].$$

Here, the first equality follows from the law of total expectation; the second from $Y^z \perp \perp Z|(X, S = 1)$; the last from consistency; and all quantities are well-defined under the positivity condition for treatment in the trial.

Furthermore, under positivity [1, 7],

$$E \left[ E[Y|X, S = 1, Z = z]|S = 1 \right] = E \left[ \frac{I(S = 1, Z = z)Y}{Pr[Z = z|X, S = 1]}|X, S = 1 \right] \bigg| S = 1 = E \left[ \frac{I(S = 1, Z = z)Y}{Pr[Z = z|X, S = 1]}|S = 1 \right].$$

As in the previous section of the Appendix, we can identify the average treatment effect comparing recommendations $z$ and $z'$ in the target population underlying the trial, $E[Y^z - Y^{z'}|S = 1]$, by
taking differences between the identifying functionals of the corresponding counterfactual means.

**Simpler causal structures:** If we simplify the DAG of Appendix Figure 1, by either removing the $U_1 \to S$ and $U_1 \to A$ (resulting in a DAG similar to that of Figure 2A in the main text) or by removing the $S \to A$ edge (resulting in the DAG of Figure 3A in the main text), the identifiability results above still hold (removal of these edges does not create additional dependencies).
Appendix Figure 1: DAG for direct effect of participation on adherence and common causes of trial participation and treatment.
Appendix Figure 2: DAG and SWIG for the population underlying trial.
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