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Abstract
We propose a novel source-side dependency tree reordering model for statistical machine translation, in which subtree movements and constraints are represented as reordering events associated with the widely used lexicalized reordering models. This model allows us to not only efficiently capture the statistical distribution of the subtree-to-subtree transitions in training data, but also utilize it directly at the decoding time to guide the search process. Using subtree movements and constraints as features in a log-linear model, we are able to help the reordering models make better selections. It also allows the subtle importance of monolingual syntactic movements to be learned alongside other reordering features. We show improvements in translation quality in English→Spanish and English→Iraqi translation tasks.

1 Introduction
Word movement is a defining characteristic of the machine translation problem. The fact that word order can change during translation makes the problem fundamentally different from related tasks such as tagging and automatic speech recognition. In fact, if one allows unrestricted changes in word order during translation, that alone is sufficient to show it to be NP complete, by analogy to the Traveling Salesman Problem (Knight, 1999). Despite the importance of word movement, the popular phrase-based translation paradigm (Koehn et al., 2003) devotes surprisingly little modeling capacity to the issue. A very simple reordering model is to base the cost for word movement only on the distance in the source sentence between the previous and the current word or phrase during the translation process. Later on, lexicalized reordering models, which condition the probability of phrase-to-phrase transitions on the words involved, have been proposed to address the word reordering issue (Tillman, 2004; Koehn et al., 2005; Al-Onaizan and Papineni, 2006; Kuhn et al., 2006). Alternatively, one can employ syntax in the modeling of movement. By viewing sentence in terms of its hierarchical structure, one can more easily expose regularities in the sorts of movement that occur during translation. A number of syntactic methods are driven by formal syntax alone (Wu, 1997; Chiang, 2005; Shen et al., 2008), while others employ linguistic syntax derived from a parse tree (Galley et al., 2004; Quirk et al., 2005; Liu et al., 2006). Each of these approaches requires a parser-like decoder, and represents a departure from phrase-based decoding. Galley and Manning (2008) demonstrated how to integrate hierarchical phrase structures to lexicalized reordering models.

The well-studied phrase-based architecture can also benefit from syntactic intuitions. Phrasal decoding can be augmented easily, either by syntactic pre-processing or through search-space constraints. Pre-processing approaches parse the source sentence and use the tree to apply rules which reorder the source into a more target-like structure before the translation begins. These rules can be learned (Xia and McCord, 2004; Rottmann and Vogel, 2007) or designed by hand (Collins et al., 2005; Wang et al., 2007; Xu et al., 2009). The pre-processing approach benefits from its simplicity and modularity, but it suffers from limitation of providing at most a first-best guess at syntactic movement. Search space constraints limit the phrasal decoder’s translation search using syntactic intuitions. Zens et al.(2004) demonstrated how to incorporate formally syntactic binary-bracketing constraints into phrase-based decoding. Recently, it has been shown that syntactic cohesion, the notion that syntactic phrases in the source sentence tend to remain contiguous in the target (Fox, 2002), can be incorporated into phrasal decoding as well, by following the simple intuition that any source subtree that has begun translation, must be completed before translating another part of the tree (Cherry, 2008; Yamamoto et al., 2008).

In this paper, we introduce a novel reordering model for phrase-based systems which exploits dependency subtree movements and constraints. In order to do, we
must first consider several questions. Should subtree movements be conditioned on source dependency structures? How can we estimate reliable probability distributions from training data? How do we incorporate the reordering model with dependency structures and cohesive constraints into a phrase-based decoder? We investigate these questions by presenting the model, training and decoding procedure in Section 2. Furthermore, we present experimental results on English-Iraqi and English-Spanish systems in Section 3. Finally, we investigate the impact of the proposed models in Section 4.

2 Source-tree Reordering Models

Nowadays most statistical machine translation systems are based on log-linear model which tries to provide a parameterized form of the probability of translating a sentence \( f_1 \) to \( e_1 \), subject to

\[
\hat{e}_1 = \arg\max_{e_1} P(e_1 | f_1)
\]

\[ P(e_1 | f_1) = \prod_{i=1}^{n} P(e_i | f_i)
\]

\[ P(e_1 | f_1) \] can be modeled as a log-linear model with components \( h_m(.) \) and scaling factors \( \lambda_m \):

\[
\hat{e}_1 = \arg\max_{e_1} P(e_1 | f_1) = \arg\max_{e_1} \exp[\sum_{i=1}^{M} \lambda_m h_m(e_i, f_i)]
\]

A common feature set includes reordering models which provide the decoder the capability to determine the orientation sequence of phrases. The beam search strategy is used during decoding, in which the intermediate states correspond to partial translations. The decoding process advances by extending a state with the translation of a source phrase and the final state is reached when each source word has been translated exactly once. Reordering occurs when the source phrase to be translated does not immediately follow the previously translated phrase. The reordering is integrated into the target function by using discriminatively-trained distortion penalties, such as the widely used lexicalized reordering model (Koehn et al., 2005). It can be parameterized as follows:

\[
p(O | e, f) = \prod_{i=1}^{n} p(o_i | e_i, f_{a_i}, a_{i-1}, a_i)
\]

where \( f \) is the input sentence; \( e = (e_1, \ldots, e_n) \) is the target language phrases; \( a = (a_1, \ldots, a_n) \) is phrase alignments; \( f_{a_i} \) is a source phrase which has a translated phrase \( e_i \) defined by an alignment \( a_i \). \( O \) is the orientation sequence of phrase where each \( o_i \) has a value over three possible orientations, \( (M) \) monotone, \( (S) \) swap with previous phrase, or \( (D) \) discontinuous. \( O = \{M, S, D\} \) and is defined as follows:

\[
o_i = \begin{cases} M & \text{if } a_i - a_{i-1} = 1 \\ S & \text{if } a_i - a_{i-1} = -1 \\ D & \text{if } |a_i - a_{i-1}| \neq 1 \end{cases}
\]

2.1 Models

A lexicalized reordering model is defined in terms of transitions between phrases - two phrases in sequence, \( \text{previous} \) and \( \text{next} \), have a specific relationship to each other, such as \( \text{monotone, swap or discontinuous} \). Statistics on those relationships make up the model.

Lexicalized reordering models are well-defined for flat word surface structures. However, the models do not leverage source-side syntactic structures which are always available during the decoding time. Previous studies, such as Cherry (2008), show improvements when using source-side dependency structures as soft cohesive constraints. Cohesion constraints tell the decoder which cohesive movements are available, but the decoder has no opinion on the likelihood of these moves.

In a source-tree reordering model, we would condition monolingually and syntactically phrase movements on the source dependency tree. A source-tree reordering model considers in terms of previous source dependency structures. One can think about the phrase movements as the movement of the subtree \( \text{inside} \) or \( \text{outside} \) a source subtree when the decoder is leaving from the \( \text{previous} \) source state to the current source state. The notions of moving \( \text{inside} \) (I) and \( \text{outside} \) (O) a subtree can be interpreted as tracking facts about the subtree-to-subtree transitions observed in the source side of word-aligned training data. With extra guidance on subtree movements, our expectation is that source-tree reordering models will help the decoder make smarter distortion decisions.

An example of the source-tree reordering movements is illustrated in Figure 1 that contains a word/phrase alignment matrix of a English-Spanish sentence pair, source-dependency tree and reordering movements. The lexicalized orientation sequence is \{D, S, D, M\} while the subtree movement sequence is \{I, O, I, I\}. The lexicalized reordering model assigned \( D \) for phrase “ask you” because the previous extracted phrase “I would therefore” was not continuous with “ask you”. At the same time, the source-tree movement assigned \( I \) since “ask you” is moving \( \text{inside} \) the subtree rooted at “would”. In addition, “once more” received \( O \) from the source-tree reordering model since it is \( \text{swap} \) with “ask you” and moving \( \text{outside} \) the subtree rooted at “ask”.

Let \( T \) denote the source dependency tree and \( T(n) \) stands for the subtree rooted at node \( n \). A span \( \bar{f} \) indicates the last source phrase translated to create the current state and each \( f \) has a dependency structure \( s_{\bar{f}} \). A subtree \( T(n) \) covers a span of contiguous source words is constructed by dependency structures \( s_{\bar{f}} \); for subspan \( \bar{f} \).
covered by \( T(n) \), we say \( f \in T(n) \). We define a subtree that has begun translation but not yet complete, an open subtree. On the other hand, when all words under a node have been translated then we call a completed subtree. A phrase \( f \) is moving inside (I) a \( T(n) \) if \( f \) helps \( T(n) \) to be completed, in other words, \( T(n) \) covers more contiguous words. A phrase \( f \) is moving outside (O) a \( T(n) \) if \( f \) leaves \( T(n) \) to be open, in other words, \( T(n) \) contains some words which have not been covered yet. inside and outside are the two subtree movements we are going to model.

Mathematically speaking, a source-tree reordering model is defined as follows:

\[
p(D|e, f) = \prod_{i=1}^{n} p(d_i|e_i, f_{a_i}, a_i, s_{i-1}, s_i)
\]  

where \( s_i \) and \( s_{i-1} \) are dependency structures of source phrases \( f_{a_i} \) and \( f_{a_{i-1}} \) respectively; \( D \) is a random variable which represents the sequence of syntactical phrase movements over the source dependency tree; each \( d_i \) takes a value either inside (I) or outside (O). \( p(D|e, f) \) is the probability of the subtree movement likelihood over the source phrase sequence and their target movements. Since the model essentially constrains phrase movements on the source dependency tree however it does not explicitly provide orientations for a phrase-based decoder. Therefore, we combine our model with the lexicalized reordering model, as a result, a set of events contains \( D = o_k \omega_j = \{MJ, SJ, DJ, MJ, MO, SO, DO\} \). The source dependency tree is used here to refine the reordering events provided by a lexicalized reordering model. Finally, the source-tree reordering model is derived as follows:

\[
p(D|e, f) = \prod_{i=1}^{n} p((\omega_j)i|e_i, f_{a_i}, a_i, s_{i-1}, s_i)
\]  

2.2 Training

To train the model, the system needs to extract \( o_k \omega_j \) events for phrase pairs. First, the source side dependency trees of the bilingual training data are provided by using a dependency parser. Given a sentence pair and source dependency tree, when performing the phrase-extract algorithm (Och and Ney, 2004) we also extract the source dependency structure of each phrase pair. The values of \( o_k \) are obtained by lexicalized reordering models. To determine whether the current source phrase is moving inside or outside a subtree \( T(n) \) with respect to previously extracted phrases we apply the exhaustive interruption check algorithm (Bach et al., 2009). This algorithm essentially walks through the dependency subtrees of previously extracted phrases and checks whether the subtree is open or completed. The value of \( d_j \) is I when the exhaustive interruption check algorithm returns false and O otherwise.

Table 1 is a snapshot of the output of the reordering extraction procedure. The third column shows source-tree reordering features.

Table 2 displays the overall event distributions of source-tree reordering models. It appears clearly that occurrences of \( S_I \) and \( S_O \) are too sparsely seen in the training data which assigns nearly 98% of its probability mass to other events. The table strongly suggests that from training data the source-tree reordering models
Table 1: Extracted reordering events; * indicates events extracted from the example in Figure 1

| Event                     | Lexicalized  | Source-tree |
|---------------------------|--------------|-------------|
| ask you # pedirle         | dis swap     | D, J *      |
| ask you # pedirle         | mono mono    | M, J        |
| ask you # pedirle         | mono mono    | M, O        |
| once more # nuevamente    | swap dis     | S, O *      |
| once more # nuevamente    | dis swap     | D, O        |
| once more # nuevamente que| swap dis     | S, O        |

Table 2: Distributions of the six source-tree reordering events estimated from English-Spanish and English-Iraqi training data

| Language  | M, J | S, J | D, J | M, O | S, O | D, O |
|-----------|------|------|------|------|------|------|
| En-Es     | 0.38 | 0.01 | 0.14 | 0.3  | 0.01 | 0.15 |
| En-Ir     | 0.62 | 0.01 | 0.13 | 0.16 | 0.01 | 0.07 |

Table 3: *inside* and *outside* probabilities for phrase “ask you”- “pedirle” according to three parameter estimation methods

2.3 Decoding

The beam search strategy is unchanged from the phrase-based system. Our proposed source-tree reordering models concern monolingual and syntactically movements in the source sentence. However, computing source-tree reordering model scores can be done in two scenarios 1) not using and 2) using cohesive constraints. Cohesive constraints can be enforced by the interruption check algorithm (Cherry, 2008; Bach et al., 2009). One can consider the first scenario as the decoder does not have any information about the source dependency tree during decoding time, therefore, we allow the decoder to consider both events *inside* and *outside*. The decision of selecting a preferable feature is made by the tuning procedure. On the other hand, when the source dependency tree is available, subtree movements are informed to the decoder via cohesive constraints, as a result, we are able to allow the decoder to make a harder choice to consider either *inside* or *outside*.

More specifically, if the decoder chooses to decode without cohesive constraints then after detecting the orientation of the current phrase for example *swap*, the decoder will trigger two subtree movement features *S, J* and *S, O* and sum up both features in the log-linear combination. In other words, the decoder considers both events that the current phrase is moving *inside* and *outside* a subtree *T n* given it is *swap* orientation on flat word structures.

In the second scenario, the decoder uses cohesive constraints after detecting the orientation of the current phrase, for example *swap*. The decoder only considers one source-tree reordering feature. The choice of feature depends on the output of the interruption check algorithm on the current phrase. If the return is *inside* then *S, J* will be used otherwise *S, O*.

3 Experimental Results

We built baseline systems using GIZA++ (Och and Ney, 2003), Moses’ phrase extraction with the grow-diag-final-and heuristic (Koehn et al., 2007), a standard phrase-based decoder (Vogel, 2003), the SRI LM toolkit (Stolcke, 2002), the suffix-array language model (Zhang and Vogel, 2005), a lexicalized reordering model with a reordering window of 3, and the maximum number of target phrases restricted to 5. Results are reported using
lowercase BLEU (Papineni et al., 2002) and TER (Snover et al., 2006). All model weights were trained on development sets via minimum-error rate training (MERT) (Venugopal and Vogel, 2005) with an unique 200-best list and optimizing toward BLEU. To shorten the training-time, a multi-threaded GIZA++ version was used to utilize multi-processor servers (Gao and Vogel, 2008).

We used the MALT parser (Nivre et al., 2006) to get English dependency trees. We perform experiments on English—Spanish and English—Iraqi tasks. Detailed corpus statistics are shown in Table 4.

We experiment systems in different configurations of the source-tree reordering model such as DO, DOD and DOO means parameters estimation using Equation 7, 8 and 9 respectively. Moreover, Coh means the decoder triggers cohesive constraints for source-tree reordering models (Cherry, 2008). Bold type is used to indicate highest scores.

Our first step in validating the proposed approach is to check with the English—Spanish system. We used the Europarl and News-Commentary parallel corpora for English—Spanish as provided in the ACL-WMT 2008 shared task evaluation. We built the baseline system using the parallel corpus restricting sentence length to 100 words for word alignment and a 4-gram SRI LM with modified Kneser-Ney smoothing. We used nc-devtest2007 (ncd07) as the development set; nc-test2007 (ntc07) as in-domain and newsnewstest2008 (net08) as out-domain held-out evaluation sets. Each test set has 1 translation reference. Table 5 shows that the best obtained improvements are +0.8 BLEU point and -2.3 TER score on the held-out evaluation sets. Moreover, the proposed methods also obtained improvements on the out-domain test set (net08).

We also validated the proposed approach on English—Iraqi. However, we have a smaller training corpus which comes from force protection domains and is spoken language style. This data is used in the DARPA TransTac program. The English—Iraqi pair also differs according to the language family. English is an Indo-European language while Iraqi is a Semitic language of the Afro-Asiatic language family.

---

Table 4: Corpus statistics of English—Spanish and English—Iraqi systems

|                         | English—Spanish | English—Iraqi |
|-------------------------|-----------------|--------------|
| sent. pairs             | 1,310,127       | 510,314      |
| uniq. pairs             | 1,287,016       | 510,314      |
| avg. sent. length       | 27.4            | 8.4          |
| # words                 | 35.8 M          | 5.5 M        |
| vocabulary              | 117 K           | 34 K         |

Table 5: Scores of baseline and improved baseline systems with source-tree reordering models on English—Spanish

|                         | June08 | Nov08 |
|-------------------------|--------|-------|
|                         | BLEU   | TER   | BLEU   | TER   |
| Baseline                | 25.18  | 56.70 | 18.40  | 62.91 |
| Coh                     | 25.34  | 57.30 | 18.00  | 61.52 |
| DO                      | 25.31  | 57.30 | 18.43  | 60.98 |
| DO+Coh                  | 25.53  | 57.20 | 19.13  | 61.45 |
| DOD                     | 25.34  | 57.53 | 18.90  | 61.81 |
| DOD+Coh                 | 25.50  | 56.29 | 19.15  | 60.93 |
| DOO                     | 25.25  | 56.76 | 18.40  | 60.64 |
| DOO+Coh                 | 25.58  | 56.37 | 18.59  | 61.45 |

Table 6: Scores of baseline and improved baseline systems with source-tree reordering models on English—Iraqi

We used 429 sentences of TransTac T2T July 2007 (july07) as the development set; 656 sentences of TransTac T2T June 2008 (june08) and 618 sentences of November 2008 (nov08) as the held-out evaluation sets. Each test set has 4 reference translations. We used a suffix-array LM up to 6-gram with Good-Turing smoothing. In Table 6, source-tree reordering models produced the best improvements of +0.8 BLEU point and -2.3 TER score on the held-out evaluation sets.

4 Discussion and Analysis

In this section we perform detail error analysis from where different scenarios emerge and questions arise for our assumptions.

4.1 Breakdown improvement analysis

As we can see from the results, there are improvements on all the different test sets. However, one could expect that the methods may work for a portion of the data but not others. We divide the test sets into three portions based on sentence-level TER of the baseline system. Let \( \mu \) and \( \sigma \) be the mean and standard deviation of the sentence-level TER of the whole test set. We define three subsets head, tail and mid as the sentence whose TER score is lower than \( \mu - \frac{1}{2} \sigma \), higher than \( \mu + \frac{1}{2} \sigma \) and the rest, respectively. We then fix the division of the three subsets, and calculate the BLEU and TER scores on them.
for every system. From Table 7, the proposed methods tend to output better TER and BLEU for the tail subsets, the improvements on the mid subsets are smaller, and loss can be observed on the head subsets. The splitting of different sets also reflects on the length of sentences, as shown in Table 8, the tail parts are generally long sentences. The breakdown analysis suggests a more subtle model taking into account the sentence lengths could bring in more improvements, especially, on the tail set in which the baseline model loses.

Table 7: Distribution of improvements over different portions of the test sets, where for TER the sign is reversed so that positive numbers mean improve in TER, i.e., lower TER score. The improvements are marked by bold text.

4.2 Interactions of reordering models

To further investigate the impact of the proposed models, we perform several analyses to examine whether there are significant differences in 1) the average phrase length that the decoder outputs; 2) the total number of reorderings occurred in the hypothesis and 3) the average reordering distance for all the reordering events. Table 9 shows the statistics on the four aspects for all the test sets. For the average phrase length, we can observe a smaller value that in English-Iraqi tasks, the output is generally monotone in the baseline, and the number of reorderings increases dramatically by applying the inside/outside subtree movements. However, solely applying cohesive constraints actually have the effect of restricting long distance reorder generated by the inside/outside subtree movements. The most interesting observation is the number of reorderings in the hypothesis. To make it easier to think about how sparse the reordering events are, we present the occurrence rate of reorderings, i.e., the number of words divided by the number of reorderings, as listed in the parentheses inside Table 9. An interesting phenomenon is that in English-Iraqi tasks, the output is generally monotone in the baseline, and the number of reorderings increases dramatically by applying the inside/outside subtree movements. However, solely applying cohesive constraints does not increase the number of reorderings. In English-Spanish tasks, although all the features generate more reordering events than the baseline, applying only the cohesion constraints also increases the number of reorderings dramatically.

When combining the statistics of Table 9 the most
significant effect the source-tree reordering models contribute is the number of reorderings. Instead of constraining the reordering, the models enable more reorderings to be generated. As shown in Table 2, in the training data there are generally more reorderings than we observed in the decoding results. It indicates the baseline reordering model is not subtle enough to encode accurately information in a more generalized way, so that more reorderings can be generated without losing performance. The source-tree reordering models provide a more discriminative mechanism to estimate reordering events. For example, in Table 2 the probability mass of monotone and discontinuous events are different given that the phrase is encoded with inside or outside subtree movements. Moreover, the reordering issue is more language-specific than general translation models, and the conditions for a reordering event to happen vary among languages. Providing more features that are conditioned on different information, such as include inside/outside subtree movements and cohesive constraints presented in this paper, could benefit the system performance by enabling MERT to choose the most prominent ones from a larger basis.

4.3 The effect of inside/outside events

| Number of Reorderings | Frequency of Reordering | Average Phrase Length | Average Reordering Distance |
|------------------------|-------------------------|-----------------------|----------------------------|
|                         | En-Es                   | En-Ir                  | En-Es                     | En-Ir                      |
|                         | nc07 n08 j08 n08        | nc07 n08 j08 n08      | nc07 n08 j08 n08          | nc07 n08 j08 n08           |
| Baseline                | 1.92 1.73 2.10 2.37     | 2.47 2.33 2.74 2.88   | 11.6 13.4 47 64           | 12.8 14.5 32 43            |
| Coh                     | 2.04 1.88 2.17 2.36     | 2.88 2.57 2.47 2.47   | 14.5 14.5 2.17 2.17       | 16.4 16.4 2.20 2.34       |
| DO                      | 2.11 1.90 155 88        | 13.6 15.3 30 44       | 17.1 17.1 2.17 2.37       | 21.2 21.2 2.25 2.47       |
| DO+Coh                  | 1929 1900 152 70        | 14.9 10.7 38 65     | 19.2 1.88 2.17 2.36       | 23.7 2.33 2.74 2.88       |
| DOD                     | 1735 2592 122 60 (90)   | 12.8 14.5 32 45      | 19.2 1.77 2.18 2.37       | 22.8 2.39 2.64 2.81       |
| DOD+Coh                 | 1717 1716 172 49 (90)   | 14.9 16.1 30 79      | 1.92 1.73 2.10 2.37       | 2.73 2.60 2.72 2.98       |
| DOO                     | 1818 1959 247 66        | 14.1 14.6 19 59      | 1.93 1.74 2.15 2.37       | 3.53 2.42 2.64 2.88       |

Table 9: Statistics on four aspects of the final hypothesis over different systems; 1. the number of reorderings, 2. the number of words in the hypotheses divided by the number of reordering, i.e. a larger number means more sparse observation of reorderings, 3. the average phrase length and, 4. the average reordering distance

All the analysis above inspired us to carry out a more direct analysis of the decoder behaviors. As the main motivation of the proposed approach is to model the behavior of inside/outside subtree events, natural assumptions could be that 1) different target languages should have different probabilities of generating a sequence that has outside subtree events on the same source language and 2) whether the model could change the behavior of generating outside subtree events. Further more, comparing to baseline system, do the changes, i.e. generating more or less outside subtree events than baseline, bring improvements to those sentences? From Table 10, the number of sentences having outside subtree events has not changed much when decoding with subtree movement features in English-Spanish tasks, while this number generally increases in English-Iraqi tasks. Moreover, when decoding with both subtree movements and cohesive constraints, we observe that the number of sentences having outside subtree events sharply decreases, whereas it increases in English-Iraqi. This result shows an interesting correlation with the performance improvements in Table 5 and 6, where the systems with cohesive constraints generally outperform those without. If we consider the cohesive constraints as hard constraints, then the outside subtree events are considered as violations, however in English-Iraqi tasks, the performance becomes better with more “violations”. The observation further consolidates our suggestion that subtle models should be preferred for future developments, because the features may encode the information that the violation of constraints is actually preferred, no matter whether it is because of the nature of the particular language or the style of the source (spoken, written, etc.).

5 Conclusions and Future Work

In this study, our major contribution is a novel source-tree reordering model that exploits dependency subtree movements and constraints. These movements and constraints enable us to efficiently capture the subtree-to-subtree transitions observed both in the source of word-aligned training data and in decoding time. Representing subtree movements as features allows MERT to train the corresponding weights for these features relative to others in the model. We show that this model provides improvements for four held-out evaluation sets and for two language pairs. In future work, we plan to extend the parameterization of our models to explicitly represent source-side subtree movements during the decoding time.
We also plan to combine our models with the hierarchical phrase reordering model (Galley and Manning, 2008). We believe such extensions will generalize more subtle reordering events on source dependency trees.
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