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ABSTRACT. In this paper, we present a mean field game to model the impact of the coexistence mechanism of carbon tax and carbon trading (we call it compound carbon abatement mechanism) on the production behaviors for a large number of producers. The game’s equilibrium can be presented by a system which is composed of a forward Kolmogorov equation and a backward Hamilton-Jacobi-Bellman (HJB) partial differential equation. An implicit and fractional step finite difference method is proposed to discretize the resulting partial differential equations, and a strictly positive solution is obtained for a non-negative initial data. The efficiency and the usefulness of this method are illustrated through the numerical experiments. The sensitivity analysis of the parameters is also carried out. The results show that an agent under concentrated carbon emissions tends to choose emission levels different from other agents, and the choices of agents with uniformly distributed emission level will be similar to their initial distribution. Finally, we find that for the compound carbon abatement mechanism carbon tax has a greater impact on the permitted emission rights than carbon trading price does, while carbon trading price has a greater impact on carbon emissions than carbon tax.
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1. Introduction. Global climate change is one of the most significant environmental issue of our time. Some studies have shown that if we fail to adequately reduce greenhouse gas emissions in a decade or two, we may face major disasters by the end of the century. Several carbon dioxide reduction policies have been proposed and implemented to address the challenges of climate change. Among these policies, cap-and-trade and carbon tax mechanisms are two of the most popular ones, which use the market-based policy instrument. Currently, carbon taxes are implemented in Denmark, Finland, Italy, the Netherlands, Norway, and Sweden in line with the requirements of the Kyoto Protocol [6, 29, 8, 4]. Simultaneously, the cap-and-trade mechanisms for carbon dioxide emissions have been implemented by the European Union. Several emission permit trading markets have emerged and continued to develop successfully. Extensive studies on carbon dioxide reduction policies are available in the literature, see, for example, [36, 9, 12, 20, 32].

The cap-and-trade and carbon tax mechanisms have different characteristics both in practice and in theory. First, by imposing an overall cap on the allowable level of permitted carbon emissions, the cap-and-trade policy can guarantee environmental benefits, but it also shows uncertainty in economic costs. In contrast, the carbon tax policy provides accurate economic costs, but shows ambiguity about environmental impacts. Second, the focus of these two policies is different. The main focus of the cap and trade policy is the distribution and trading of carbon dioxide allowances, while the carbon tax policy focuses on generating revenue. Third, the total allowable emissions are subject to the upper bound constraint of the cap-and-trade mechanism. This feature will disappear in the carbon tax scheme, because enterprisers can increase their emissions to any level they want by paying enough taxes [19, 37, 39].

Some studies focus on the mixed scheme of the two systems. In [31], it is proposed to reduce social costs by combining these two policies (i.e., quantity-based-approach and price-based-approach). In [34] based on the basis of command-control mechanisms, it is proposed how to combine tradable permits with other policy instruments, such as taxes and subsidy mechanisms. In [30], it is found that the mixed path mechanism is slightly better than the price mechanism. However, it is better than the quantity mechanism. In [35], it is suggested that the policy mix should be carefully designed and transparent. The coexisting instruments may increase the overall cost of abatement, but no further contribution to emission reductions. Therefore the objectives and trade-offs in the policy mix must be clear. In [28], the focus is on the situation where a part of the economy is regulated by cap-and-trade program, while the rest is subject to emissions taxes. Results show that under optimal conditions, the size of the sector being taxed, increases with the relative steepness of the total aggregate marginal abatement cost function. In [38], it is suggested that carbon trading and carbon tax mechanisms should be combined to effectively regulate China’s environmental problems. Based on the analysis of China’s energy, economy and environment by using dynamic CGE model, the finding in [33] suggests that the two emission reduction mechanisms should be combined. The results show that carbon taxes should be implemented in decentralized enterprises and carbon trading should be implement in large-scale highly centralized enterprises.

Inspired by the ideas reported in [33, 10], we use the mean field game model to simulate a system which has a large number of anonymous and homogeneous enterprises. These enterprises adjust their behaviors according to the mixed carbon abatement polices. We choose the mean field game model based on the following
reasons. First, the fact that economic behavior, includes competitions and cooperation, has made the game theory framework popular in recent years, especially in complex economic systems. Second, in all game models, the mean field game model studies the indistinguishable interactions between individuals and the surrounding population [24, 25, 26]. It is designed to address problems involving a large number of agents. This is because carbon abatement policies affect almost every country, every enterprise, and even every one in the world. Third, considering the randomness of emissions makes the model more realistic for the emission permit trading market [9, 12, 20, 32, 11].

Here, we assume that each agent in the mean field game uses a tax mechanism to pay for carbon dioxide lower than a fixed permission level. The excess amount of the permitted level comes from the second mechanism, namely the permission trade. Because the trading cost is higher than the tax rate, agents have the incentive to negotiate for higher permitted levels. Furthermore, we use the dynamic processes to describe actual and permitted emissions. By setting up the revenues of all agents, we study production, negotiation and trading behavior within the framework of the mean field game. In addition, our model extended the work reported in [10], which only considers the permission trading policy.

Theory of mean field game (MFG for short) was first reported in [24, 25, 26]. MFG models have been applied to a wide range of disciplines, such as economics, physics, biology and network engineering see [1, 15, 14, 16, 21, 27, 40, 17, 18]). In this paper, we use the standard structure of the MFG, which includes the expected collective revenue function of all agents, and the emissions and permitted levels that are modeled as stochastic processes. By using control theory and maximum principle, the game can be converted into systems composting of two partial differential equations (PDEs) ([7]). The first PDE is the Hamilton-Jacobi-Bellman equation, which returns the optimal individual response to the population mean-field emission behavior. The second PDE is the Fokker-Planck equation which describes the density evolution of the players as a results of the implementation of the individual optimal production strategies [24]. It does not appear possible to derive the explicit solution of this problem due to the complex nature of these two PDEs. Therefore, numerical methods will be developed for solving the problem. There exist some numerical methods in the literature for solving mean field game equations, such as those proposed in [2, 3] based on the finite differential scheme and and those in [10] based on the finite volume scheme. In this paper, we adopt the method proposed by [23], in which the fractional step finite difference method in time approximation and the finite element method in space are employed.

This paper has three main contributions. First, a mean field game is introduced to represent the compound emission reduction strategy. Second, the results show that, due to negative externalities, an agent under concentrated carbon emissions tends to choose different emission levels than other agents. On the other hand, the choices of agents with uniformly distributed emission level will be similar to their initial distribution. Third, we find that carbon tax has a greater impact on the permitted emission rights than carbon trading price, while carbon trading price has a greater impact on the mixed carbon abatement polices than carbon tax.

The remainder of this paper is organized as follows. We present the model in Section 2. The numerical methods and algorithm are described in Section 3. Section 4 discusses the efficiency and usefulness of our method in several numerical
experiments and the effects of parameters on population density. Finally, some concluding remarks are presented in Section 5.

2. Model. Our model is defined on the time interval \([0,T]\), where \(T\) denotes the maturity of the game. The agents of the game are the producers of emissions. Each producer is associated with a production at time \(t\) denoted by \(q(t)\). On the other hand, \(q(t)\) produces an amount of emissions \(E(t)\). Generally, an increase in production results in additional emissions and vice versa. Thus, emission is treated as a state variable rather than production \([10,11]\). Its dynamics is described by the following stochastic differential equation.

\[
\text{d}E(t) = -l(t)\text{d}t + \sigma_1 \text{d}W_1(t) + \text{d}N_t(E(t)), \quad E(0) = E_0,
\]

where \(l(t)\) is the level of emission reduction and \(\sigma_1 \text{d}W_1(t)\) is the stochastic disturbance of emission, which is due to technological innovations and market fluctuations (or other uncertain factors). Here, \(\text{d}W_1(t)\) is a standard Brownian motion and \(\sigma_1\) is a noise parameter. The symbol \(\text{d}N_t(E(t))\) is the reflection part which guarantees that the process remains in \([E_{\min},E_{\max}]\). It is determined by the production capacity of an agent \([22],[13]\).

Another dynamic state of the system is the amount of the permitted emission \(x(t)\). The agents are assumed to exert their best efforts to negotiate with each other to seek a high level of permitted emission. The effort level is represented by \(\mu(t)\). The permitted emission \(x(t)\) evolves according to the stochastic process given below:

\[
\text{d}x(t) = \mu \text{d}t + \sigma_2 \text{d}W_2(t) + \text{d}N_t(x(t)), \quad x(0) = x_0.
\]

Here, \(\sigma_2 \text{d}W_2(t)\) is the stochastic disturbance in which \(\text{d}W_1(t)\) and \(\text{d}W_2(t)\) are independent of each other, \(\text{d}N_t(x(t))\) is the reflection part which guarantees that the process remains in \([x_{\min},x_{\max}]\). Note that \(\text{d}N_t(x(t))\) is determined by the policymakers of the cap-and-trade mechanism.

In the proposed mean field game model, all agents are assumed to show the same ability in production and negotiation but make different decisions. The states \(E\) and \(x\) of the producers at time \(t\) are distributed in the interval \([E_{\min},E_{\max}]\times[x_{\min},x_{\max}]\), following the probability density function \(m(t,E,x)\). The initial density denoted by \(m_0(E,x)\) is given. A given agent cannot influence the distribution of all player states, but can generate information, thereby affecting the decisions made by other agents.

The revenue function of the agent consists of five parts: the production revenue, the cost of emission reduction, the cost of purchasing permitted emissions, the cost of the carbon tax and carbon trading.

The production revenue of the agent is a quadratic function of the amount of the emissions. It is strictly concave. The form of this function can be expressed by

\[
Y(t,E,x) = \frac{E_{\max}E - \frac{1}{2}E^2}{c_1 + c_2m(t,E,x)}, \quad E \in [E_{\min},E_{\max}],
\]

where \(c_1\) and \(c_2\) are positive constants. The marginal revenue of the agent is positive and decreasing. Due to the density \(m(t,E,p)\), the production revenue is decreasing. This property is related to the economic concept, known as “negative externality”. That is, an agent should face more intense competition and receive fewer revenues if this agent selects the same state as that of other agents.
The costs of emission reduction and negotiation for the permitted emission are given, respectively, by
\[ C_E(l) = d_1 l^2(t), \quad C_n(\mu) = d_2 \mu^2(t). \]
Here, \( d_1 \) and \( d_2 \) are positive constants. The quadratic form of these cost functions guarantees that the marginal costs are increasing.

The cost of carbon tax is computed as follows:
\[ C_a(t, E, x) = P_a(t) \min \{ E, x \}, \]
where \( P_a(t) \) denotes the tax rate at time \( t \), and \( x \) is the permission level of carbon emissions. If the emission amount is less than \( x \), then the agent should pay the carbon tax of his emission. If the emission amount is more than \( x \), then the agent should pay the carbon tax of the basic portion. The permission of the excess portion should be brought by the carbon trading mechanism, as expressed by
\[ C_b(t, E, x) = P_b(t)(E - x) + P_a(t) \min \{ E, x \} - P_b(t)(E - x)^+. \]

In summary, the net revenue of the agent at time \( t \) is
\[
f(t, E, x, m, l, \mu) = \frac{E_{\text{max}} E - \frac{1}{2} E^2}{c_1 + c_2 m(t, E, x)} - d_1 l^2(t) - d_2 \mu^2(t) - P_a(t) \min \{ E, x \} - P_b(t)(E - x)^+. \]

The agents can adjust their strategies \( l(t) \) and \( \mu(t) \) to maximize the expected discounted revenue over the time horizon \([0, T]\). When the probability density function is independent of the control variable, the optimal control problem involving the agent is as follows:
\[
\max_{l(t), \mu(t)} \mathbb{E} \left\{ \int_0^T e^{-rt} f(t, E(t), x(t), m(t, E(t), p(t))) dt \right\}
\]
subject to
\[
dE(t) = -l(t) dt + \sigma_1 dW_1(t) + dN_l(E(t)), \quad E(0) = E_0,
\]
\[
dx(t) = \mu(t) dt + \sigma_2 dW_2(t) + dN_l(x(t)), \quad x(0) = x_0,
\]
where \( r \) is the risk-free discount rate.

The evolution of the law of stochastic process indicates that \( m(t, E, x) \) is related to \( l(t) \) and \( \mu(t) \). The density function \( m(t, E, x) \) satisfies the forward Kolmogorov equation as given below:
\[
\frac{\partial m}{\partial t} - \frac{1}{2} \sigma_1^2 \frac{\partial^2 m}{\partial E^2} - \frac{1}{2} \sigma_2^2 \frac{\partial^2 m}{\partial x^2} - \frac{\partial}{\partial E} (l m) + \frac{\partial}{\partial x} (\mu m) = 0 \quad (4)
\]
with Neumann boundary condition
\[
\frac{\partial m}{\partial E}(t, E_{\text{min}}, x) = \frac{\partial m}{\partial E}(t, E_{\text{max}}, x) = 0,
\]
\[
\frac{\partial m}{\partial x}(t, E, x_{\text{min}}) = \frac{\partial m}{\partial x}(t, E, x_{\text{max}}) = 0,
\]
and the initial condition \( m(0, E, x) = m_0(E, x) \). See [15]. Clearly, this problem is described in the framework of mean field game theory.
Let $\Omega = [E_{\text{min}}, E_{\text{max}}] \times [x_{\text{min}}, x_{\text{max}}]$. Then the problem is expressed as follows:

$$\max_{l(t), \mu(t)} \left\{ \int_0^T e^{-rt} \int_\Omega f(t, E, p, m, l, \mu) \, d\Omega \, dt \right\},$$

subject to the partial differential equation (4) with the Neumann boundary (5) and the initial condition $m(0, E, x) = m_0(E, x)$.

To derive the optimality conditions, set

$$J(m, l, \mu) = \left\{ \int_0^T e^{-rt} \int_\Omega f(t, E, x, m, l, \mu) \, d\Omega \, dt \right\}.$$

Using the first order condition, we can obtain

$$\begin{align*}
\frac{\partial v}{\partial t} + \frac{1}{2} \sigma_1^2 \frac{\partial^2 v}{\partial E^2} + \frac{1}{2} \sigma_2^2 \frac{\partial^2 v}{\partial x^2} - \frac{1}{2} \frac{\partial v}{\partial E} + \mu \frac{\partial v}{\partial x} - rv + g &= 0, \quad v(T, \cdot) = 0, \\
l &= -\frac{1}{2d_1} \frac{\partial v}{\partial E}, \\
\mu &= -\frac{1}{2d_2} \frac{\partial v}{\partial x}, \\
\frac{\partial m}{\partial t} - \frac{1}{2} \sigma_1^2 \frac{\partial^2 m}{\partial E^2} - \frac{1}{2} \sigma_2^2 \frac{\partial^2 m}{\partial x^2} - \frac{\partial}{\partial E} (lm) + \frac{\partial}{\partial x} (\mu m) &= 0, \quad m(0, \cdot) = m_0(\cdot),
\end{align*}$$

(6)

with Neumann boundary condition (5). Here, $g = f + \frac{\partial f}{\partial m}$, and $v \in C^\infty_c([0, T] \times \Omega)$ ($C^\infty_c$ means a function set in which the derivatives of any order are smooth and the boundary values of the derivatives of any order are zero). Clearly, this system consists of the backward HJB and forward Kolmogorov equations. The solution to this system is the mean field equilibrium of our game. The existence and uniqueness of its solution is given in the following theorem.

**Theorem 2.1.** Consider system (6) with the regularity condition being satisfied by the density function

$$\forall t, \quad m(t, E, x) \geq 0, \quad \int_\Omega m(t, E, x) \, d\Omega = 1,$$

Then it admits a unique solution.

**Proof.** The proof is based on Theorem 2.5 in [26]. We only have to verify that for any $m_1 \geq 0$ and $m_2 \geq 0$, the condition

$$\int_\Omega (g(m_1) - g(m_2))(m_1 - m_2) \, d\Omega \leq 0,$$

implies that $m_1 \equiv m_2$. Indeed

$$\begin{align*}
\int_\Omega (g(m_1) - g(m_2))(m_1 - m_2) \, d\Omega &= \int_\Omega \frac{c_2(E_{\text{max}}E - \frac{1}{2}E^2)}{(c_1 + c_2m_1)(c_1 + c_2m_2)} (m_1 - m_2)^2 \, d\Omega \\
&\quad + \int_\Omega \frac{c_2^2(E_{\text{max}}E - \frac{1}{2}E^2)}{c_1 + c_2m_1^2(c_1 + c_2m_2)^2} (m_1 - m_2)^2 (m_1 + m_2) \, d\Omega.
\end{align*}$$

Since $E_{\text{max}}E - \frac{1}{2}E^2 > 0$, $c_i > 0$ and $m_i \geq 0$, $i = 1, 2$, the conclusion follows readily. \qed
3. Numerical experiments.

3.1. Approximation of the state equation. In this section, we present a numerical method to solve the above two coupled partial differential equations appeared in the previous section. Let \( \Omega = \bigcup_{\epsilon \in T_h} \epsilon \) be a decomposition of \( \Omega = [E_{\min}, E_{\max}] \times [x_{\min}, x_{\max}] \) into a family \( T_h \) of nonoverlapping rectangular \( h_E \times h_x \) finite elements. Moreover, \( V_h \subset H^1(\Omega) \) is the finite element space of the continuous and piecewise bilinear functions. By \( V_{\Omega h} \) we denote the subspace of \( V_h \times V_h \) of the vector-functions \( \vec{\alpha}_h \) such that

\[
\vec{\alpha}_h \cdot \vec{n} = 0, \forall x \in \partial \Omega,
\]

where \( \vec{n} = (n_1, n_2) \) is unit outword normal vector to \( \partial \Omega \). We use several quadrature formulas for approximating the integrals of a continuous function \( g(x) \). Namely, let \( b_{0,0}, b_{E,0} = b_{0,0} + (h_E, 0), b_{0,E} = b_{0,0} + (0, h_x) \) and \( b_{E,E} = b_{0,0} + (h_E, h_x) \) be the vertices of a finite element \( \epsilon \), respectively.

We approximate the components of the form \( a_\alpha(m, \nu) \) by the following bilinear forms of \( m_h \) and \( v_h \in V_h \) depending on \( \vec{\alpha} \in V_{\Omega h} \):

\[
a_{0E}(m_h, v_h) = S_0 \left( \frac{1}{2} \sigma_1 \frac{\partial m_h}{\partial E} \frac{\partial v_h}{\partial E} \right), a_{0x}(m_h, v_h) = S_0 \left( \frac{1}{2} \sigma_2 \frac{\partial m_h}{\partial x} \frac{\partial v_h}{\partial x} \right),
\]

\[
a_0(m_h, v_h) = a_{0E}(m_h, v_h) + a_{0x}(m_h, v_h),
\]

\[
a_{1E}(a_{Eh}, m_h, v_h) = S_{0h}^+ \left( m_h \alpha_{Eh}^+ \frac{\partial v_h}{\partial E} \right) + S_{0h}^- \left( m_h \alpha_{Eh}^- \frac{\partial v_h}{\partial E} \right),
\]

\[
a_{1x}(a_{xh}, m_h, v_h) = S_{0h}^+ \left( m_h \alpha_{xh}^+ \frac{\partial v_h}{\partial x} \right) + S_{0h}^- \left( m_h \alpha_{xh}^- \frac{\partial v_h}{\partial x} \right),
\]

where

\[
S_0(g) = \sum_{\epsilon \in T_n} \frac{h_E h_x}{4} \left[ g(b_{0,0}) + g(b_{E,0}) + g(b_{0,E}) + g(b_{E,E}) \right],
\]

\[
S_{0h}^+(g) = \sum_{\epsilon \in T_n} \frac{h_E h_x}{2} \left[ g(b_{0,0}) + g(b_{0,E}) \right], S_{0h}^-(g) = \sum_{\epsilon \in T_n} \frac{h_E h_x}{2} \left[ g(b_{E,0}) + g(b_{E,E}) \right],
\]

\[
S_{0h}^+(g) = \sum_{\epsilon \in T_n} \frac{h_E h_x}{2} \left[ g(b_{0,0}) + g(b_{0,x}) \right], S_{0h}^-(g) = \sum_{\epsilon \in T_n} \frac{h_E h_x}{2} \left[ g(b_{x,0}) + g(b_{x,x}) \right],
\]

are, respectively, the trapezoidal quadrature formula and right and left rectangular quadrature formulas in \( E \)-direction and \( x \)-direction. Here \( \alpha_{Eh}^+ \) and \( \alpha_{xh}^+ \) are positive parts, \( \alpha_{Eh}^- \) and \( \alpha_{xh}^- \) are negative parts of corresponding mesh functions.

Let \( \omega_t = \{ t_j = j \tau, j = 0, \cdots, M, M \tau = T \} \) be the uniform mesh in time on the segment \([0, T] \) and \( \omega_{k,t} = \omega_t \{ t = 0 \} \). For a function \( u(t) : \omega_t \rightarrow V_h \) we denote by \( u^k = u(t_k) \in V_h \) its value on a time level \( k \).

We consider the implicit finite difference scheme of the state equation. Let the initial value \( m^0 = m_0 \in V_h \) and a mesh control functions \( l \) and \( \mu \in V_{\Omega h} \) be given. We search \( m(t) : \omega_t \rightarrow V_h \), which satisfies for all \( v \in V_h \) and \( k = 1, 2, \cdots, M \):

\[
S_0 \left( \frac{m^k - m^{k-1}}{\tau}, v \right) + a_0(m^k, v) - a_{1E}(l, m^k, v) + a_{1x}(\mu, m^k, v) = 0.
\]
We approximate the objective functional $J(m,l,\mu)$ by using the quadrature formulas in space and the time variables: For the mesh functions $m^k \in V_h$ and $l^k, \mu^k \in V_0,$

$$J_h(m,l,\mu) = \sum_{k=1}^{M} e^{-rt_k \tau} S_\Omega \left( m^k f^k \right),$$

where $f^k = f(x,t_k,m^k,l^k,\mu^k).$ The gradient $\nabla m^k J_h(m,l,\mu)$ with respect to $m^k$ is defined by the equality

$$\nabla m^k J_h(m,l,\mu) = \tau e^{-rt_k} \Phi^k,$$

where $(\Phi^k, \nu) = S_\Omega \left( (f^k + m^k \partial_m f^k(m^k)) \nu \right), \forall \nu \in V_h.$

In the case of implicit approximation the adjoint problem is given by the following equation:

$$S_\Omega \left( \frac{v^k - v^{k+1}}{\tau} + rv^k, \nu \right) + a_0(v^k, \nu) - a_{1E}(l^k, v^k, u) + a_{1\alpha}(\mu, v^k, \nu) = -S_\Omega \left( g^k, \nu \right),$$

$$\forall \nu \in v_h, k = M, M-1, \cdots, 1,$$

(9)

where $g^k = f^k + m^k \partial f^k \frac{1}{2m}$ and the initial condition $v^{M+1} = 0.$

**Theorem 3.1.** Assume that the mesh optimal control problem

$$\min_{l,\mu} J_h(m,l,\mu)$$

satisfies the mesh state equation (8). If $m_0 \geq 0$ and $S_\Omega(m_0) > 0,$ the above mesh control problem has a solution.

**Proof.** See Theorem 3 in [23].

**Theorem 3.2.** For any $m_0 \geq 0$ and any $\bar{\alpha} \in \bar{V}_0,$ (9) has unique solution. If $m_0 \geq 0$ and $S_\Omega(m_0) > 0,$ then $v^k > 0.$

**Proof.** See Theorem 2 in [23].

We use the iterative method given in [23] to solve $m, v, l$ and $\mu.$ The algorithm is presented as an algorithm given below. We set $n$ as an iteration number.

**Algorithm**

**Step 1:** An initial estimate is provided for $l$ and $\mu,$ and which are set as $l_0$ and $\mu_0.$ A tolerance threshold is set, where $Tol > 0$ and $n = 0;$

**Step 2:** Equation (8) is solved to obtain $m_n.$

**Step 3:** Equation (9) is solved to obtain $v_n.$

**Step 4:** $v_n$ is used to compute $l_n$ and $\mu_n$ by (6) in the discretized form. Compute

$$\epsilon_n = \|\mu_{n+1} - \mu_n\| + \|l_{n+1} - l_n\|;$$

**Step 5:** If $\epsilon_n \leq Tol,$ then let $l = l_n,$ $\mu = \mu_n$ $m = m_n,$ $v = v_n,$ and stop. Otherwise, let $n = n + 1,$ and return to Step 2.
3.2. Numerical results. To solve our game model numerically, the following parameter values are used.

Parameters: \( T = 1, \ E_{\text{min}} = 1, \ E_{\text{max}} = 5, \ x_{\text{min}} = 1, \ x_{\text{max}} = 3, \ c_1 = 10, \ c_2 = 0.1, \ d_1 = 2, \ d_2 = 4, \ \sigma_1 = 0.3, \ \sigma_2 = 0.6, \ P_a = 0.1, \ P_b = 0.5, \ r = 0.1. \)

First, we consider the convergence rate of our discretization method to show its accuracy and efficiency. Owing to the limitation of space, we only test the adjoint state \( v. \) In addition, we consider the solution obtained by selecting \( M_E = M_x = 48 \) in space and \( M_r = 512 \) in time as the “exact” solution for \( v \) because the closed-form solution of Equation (6) cannot be determined. We compute the errors in the discrete \( L^\infty \)-norm at the initial computational time step \( t = 0 \) on a sequence of meshes with \( M_E = M_x = 2^n \) and \( M_r = 2^{n+1} \) for a positive integer \( n \) from \( n = 2 \) to a maximum \( n = 5. \) The discrete \( L^\infty \)-norm is defined as follows:

\[
\|v_h^0 - v(0, \cdot)\|_\infty = \max_{1 \leq i \leq M_E, 1 \leq j \leq M_x} |v_h(0, E_i, x_j) - v(0, E_i, x_j)|,
\]

where \( v_h \) denotes the numerical solution. The log-log plots of the computed maximum errors and the linear fitting are depicted in Figure 1. This figure illustrates that the rate of convergence of \( v_h \) in the discrete \( L^\infty \) norm is of the order \( O(h^{0.4034}). \) This figure also displaces the numerical solution of equation (6).

Numerical studies show the evolution of different distributions as summarized in Figures 2, 3 and 4. The states \( e \) and \( x \) of the continuum of agents at time \( t \) are distributed in the interval \([E_{\text{min}}, E_{\text{max}}] \times [x_{\text{min}}, x_{\text{max}}]. \) In the first example the probability density function \( n(t, E, x) \) follows a normal distribution. The distribution considered in the second example is as in [5], where the probability density function is

\[
n(t, E, x) = \frac{E_{\text{max}} - E}{E_{\text{max}} - E_{\text{min}}} \times \frac{x_{\text{max}} - x}{x_{\text{max}} - x_{\text{min}}}
\]

For the third example, we consider uniform distribution. The evolution of density functions at time \( t = 0, \ t = 1/3, \ t = 2/3 \) and \( t = 1 \) are given in Figures 2, 3 and 4, respectively.

In the first case, the density function of agents is concentrated initially at the medium levels, and dispersed evenly on the intervals as time progress. In the second case, the density function focuses initially on the left, and over time, it gradually becomes flattened within the permitted emission range. The third case involves a uniform distribution, the density function changes slightly over.
In term of emission concentration, we can see from Figure 2 and Figure 3 that each agent tends to choose different emission levels from other agents due to negative externality. In addition, we find that with the implementation of the compound strategy, the number of low-emission agents will increase. These changes suggest that the compound emission reduction strategy can effectively promote the emission reduction when agents are centralized. However, it has little impact on small and medium-sized agents when they are decentralized.

In this paper, we mainly focus on the impact of compound strategy on optimal production behaviors of a very large number of producers. We provide a numerical experiment to show the influence of carbon tax and carbon trading price on the optimal strategies of producers. We introduce the marginal density functions, as follows:

\[
m_1(t, E) = \int_{x_{\min}}^{x_{\max}} m(t, E, x)dx, \quad m_2(t, x) = \int_{E_{\min}}^{E_{\max}} m(t, E, x)de.
\]

To compensate the errors of the computation, we use the adjusted marginal density functions \( \tilde{m}_1(t, E) \) and \( \tilde{m}_2(t, x) \), expressed by

\[
\tilde{m}_1(t, E) = \frac{\int_{x_{\min}}^{x_{\max}} m(t, E, x)dx}{\int_{\Omega} m(t, E, x)d\Omega}, \quad \tilde{m}_2(t, x) = \frac{\int_{E_{\min}}^{E_{\max}} m(t, E, x)de}{\int_{\Omega} m(t, E, x)d\Omega}.
\]

In the following examples, we denote \( \tilde{m}_1(t, e) \) as the density function of \( e \) and \( \tilde{m}_2(t, x) \) as the density function of \( x \).
The evolutions of average emissions $\bar{E}(E)$ and permitted emission $\bar{E}(x)$ (in the sense of expectation) with carbon tax and carbon trading price are given in Figure 5. We can see that $\bar{E}(E)$ decreases with the increases of carbon tax $P_a$ and carbon trading price $P_b$, while $\bar{E}(x)$ decrease with the increase of carbon tax $P_a$ and increases with the increase of carbon trading price $P_b$. In fact, the increase of carbon tax will increase the producer’s production cost, thus they will reduce emissions to save costs and increase profits. At the same time, the increase of carbon tax will entail additional cost, which will weaken the producer’s desire to pursue high emission rights and hence $\bar{E}(x)$ will also decline. On the contrary, with the increase of carbon trading price $P_b$, the producer’s desire to pursue high emission rights becomes stronger under the condition of $P_b > P_a$, so $\bar{E}(x)$ will rises. In addition, Figure 5 also revealed that carbon tax has a greater impact on the permitted emission rights, and carbon trading price has a greater impact on carbon emissions in compound mechanism.

From Figures 4 and 5, it can be seen that for areas where carbon emissions are concentrated (take some industrial areas as an example), carbon emissions will be dispersed under the compound emission reduction mechanism, and the total carbon emissions will be reduced at the same time. For areas where carbon emission are dispersed, carbon emissions have a minor change under the compound emission reduction mechanism. On the other hand, we find that carbon tax and carbon trading strategy influence each other under the compound emission reduction mechanism, increasing carbon tax will reduce agents desire for carbon emission rights, thus reduce the total carbon emissions, and increasing carbon trading prices will prompt
agents to reduce carbon emissions. The compound strategy can make up for each other's shortcomings of a single emission reduction mechanism, and it is an effective emission reduction strategy compared with a single carbon tax or carbon trading mechanism.

4. Concluding remarks. We present a mean field game model to study the behavior of agents in a compound carbon abatement scheme. Our model consists of a large number of agents for which each producer is homogeneous. The equilibrium of this game can be represented by a system composed of a forward Kolmogorov and backward HJB equations. Then an implicit and fractional step finite difference method is proposed to discretize the resulting partial differential equations, a strictly positive solution is obtained for a non-negative initial data. The efficiency and the usefulness of this method are illustrated in several numerical experiments. The sensitivity analysis of the parameter was also presented. It is found that, each agent with concentrated carbon emissions level tends to choose a different emission levels from other agents because of negative externality, agents with uniformly distributed emission level will chose similar to their initial distribution. Finally, we find that under the compound mechanism, carbon tax has a greater impact on the permitted emission rights, while carbon trading price has a greater impact on carbon emissions.
The carbon tax rate $P_a$

The average emission $E(e)$

$P_b=0.5$

$P_b=0.6$
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(a) Gauss distribution.

(b) Gauss distribution.

(c) The second distribution.

(d) The second distribution.

Figure 5. Evolution of $\bar{E}(x)$ and $\bar{E}(E)$.

REFERENCES

[1] Y. Achdou, F. Camilli and I. Capuzzo-Dolcetta, Mean field games: Numerical methods for the planning problem, SIAM J. Control. Optim., 50 (2012), 77–109.

[2] Y. Achdou and I. Capuzzo-Dolcetta, Mean field games: Numerical methods, SIAM J. Numer. Anal., 48 (2010), 1136–1162.

[3] Y. Achdou, F. Camilli and I. Capuzzo-Dolcetta, Mean field games: Convergence of a finite difference method, SIAM J. Numer. Anal., 51 (2013), 2585–2612.

[4] R. S. AVi-Yonah and D. M. Uhlmann, Combating global climate change: Why a carbon tax is a better response to global warming than cap and trade, Stanford Environ. Law J., 28 (2009), 3–50.

[5] F. Bagagiolo and D. Bauso, Mean-field games and dynamic demand management in power grids, Dyn. Games Appl., 4 (2014), 155–176.

[6] A. Baranzini, J. Goldemberg and S. Speck, A future for carbon taxes, Ecol. Econ., 32 (2000), 395–412.

[7] A. Bensoussan, J. Frehse and P. Yam, Mean Field Games and Mean Field Type Control Theory, Springer, New York, 2013.

[8] A. Bruvoll and B. M. Larsen, Greenhouse gas emissions in Norway: Do carbon taxes work?, Energy Policy, 32 (2004), 493–505.

[9] K. Chang, S. Wang and K. Peng, Mean reversion of stochastic convenience yields for CO2 emissions allowances: Empirical evidence from the EU ETS, Spanish Rev. Financ. Econ., 11 (2013), 39–45.

[10] S. H. Chang, X. Y. Wang and A. Shanain, Modeling and computation of mean field equilibria in producers’ game with emission permits trading, Commun Nonlinear Sci. Numer. Simulat., 37 (2016), 238–248.

[11] S. H. Chang and X. Y. Wang, Modelling and computation in the valuation of carbon derivatives with stochastic convenience yields, Plos One, 10 (2015), e0125679.
[12] G. Daskalakis, D. Psychoyios and R. Markellos, Modeling CO₂ emission allowance prices and derivatives: Evidence from the European trading scheme, *J. Bank. Financ.*, 33 (2009), 1230–1241.

[13] M. Freidlin, *Functional Intemation and Partial Differential Equations*, Annals of Mathematics Studies, 109. Princeton University Press, Princeton, NJ, 1985.

[14] D. Gomes, R. M. Velho and M.-T. Wolfram, Socio-economic applications of finite state mean field games, *Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci.*, 372 (2014), 20130405, 18 pp.

[15] O. Guéant, *Mean Field Games and Applications to Economics*, Ph.D Thesis, Université Paris-Dauphine, 2009.

[16] O. Guéant, J.-M. Lasry and P.-L. Lions, Mean field games and applications, *Paris-Princeton Lectures on Mathematical Finance 2010*, Lecture Notes in Math., Springer, Berlin, 2003 (2011), 205–266.

[17] O. Guéant, Mean field games with a quadratic Hamiltonian: A constructive scheme, *Advances in Dynamic Games*, Ann. Internat. Soc. Dynam. Games, Birkhäuser/Springer, New York, 12 (2012), 229–241.

[18] O. Guéant, A reference case for mean field games models, *J. Math. Pure Appl.*, 92 (2009), 276–294.

[19] Y. Y. He, L. Z. Wang and J. H. Wang, Cap-and-trade vs. carbon taxes: A quantitative comparison from a generation expansion planing perspective, *Compu. Ind. Eng.*, 63 (2012), 708–716.

[20] S. Hitzemann and M. Uhrig-Homburg, Empirical performance of reduced form models for emission permit prices, *Working Paper*, (2013), Available at SSRN: http://dx.doi.org/10.2139/ssrn.2297121.

[21] A. Lachapelle, J.-M. Lasry, C.-A. Lehalle and P.-L. Lions, Efficiency of the price formation process in presence of high frequency participants: A mean field game analysis, *Math. Financ. Econ.*, 10 (2016), 223–262.

[22] A. Lachapelle, J. Salomon and G. Turinici, Computation of mean field equilibria in economics, *Math. Mod. Meth. Appl. Sci.*, 20 (2010), 567–588.

[23] J.-M. Lasry and P.-L. Lions, Mean field games, *Jpn. J. Math.*, 2 (2007), 229–260.

[24] J. Li, R. Bhattacharyya, S. Paul, S. Shakkottai and V. Subramanian, Incentivizing sharing in realtime D2D streaming networks: A mean field game perspective, 2015 IEEE Conference on Computer Communications, (2015), 15385329.

[25] W. A. Pizer, Combining price and quantity controls to mitigate global climate change, *J. Pub. Econ.*, 85 (2002), 409–434.

[26] R. N. Stavins, Addressing climate change with a comprehensive US cap-and-trade system, *Oxford Rev. Econ. Policy*, 24 (2008), 298–321.
[37] B. B. F. Wittneben, Exxon is right: Let us re-examine our choice for a cap-and-trade system over a carbon tax, *Energ. Policy*, 37 (2009), 2462–2464.

[38] G. Xu, Regulation comparative analysis and application of carbon tax and carbon trading in China, *North. Econ.*, 6 (2011), 3–4.

[39] A. Yanas, Dynamic games of environmental policy in a global economy: Tax versus quotas, *Int. Econ.*, 15 (2007), 592–611.

[40] H. B. Yin, P. G. Mehta, S. P. Meyn and U. V. Shanbhag, Synchronization of coupled oscillators is a game, *IEEE Trans. Automat. Contr.*, 57 (2012), 920–935.

Received November 2019; revised March 2020.

E-mail address: shuhua55@126.com
E-mail address: lxyzhjy@tjcu.edu.cn
E-mail address: yanjing19860207@163.com
E-mail address: xyyang@qq.com