Semimetallic spin-density wave state in iron pnictides
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We examine the existence of semimetallic spin-density wave states in iron pnictides. In the experimentally observed metallic spin-density wave state, the symmetry-protected Dirac cones are located away from the Fermi surface giving rise to tiny pockets and there are also additional Fermi pockets such as one around $\Gamma$. We find that the location of a pair of Dirac points with respect to the Fermi surface exhibits significant sensitivity to the orbital splitting between the $d_{xz}$ and $d_{yz}$ orbitals. Besides, in the presence of orbital splitting, the Fermi pockets not associated with the Dirac cones, can be suppressed so that a semimetallic spin-density wave state can be realized. We explain these finding in terms of difference in the slopes and orbital contents of the bands which form the Dirac cone, and obtain the necessary conditions dependent on these two and other parameters for the coexisting Dirac semimetallic and spin-density wave states. Additionally, the topologically protected edge states are studied in the ribbon geometry when the same are oriented either along $x$ or $y$ axes.

I. INTRODUCTION

Iron-based multiband superconductors have attracted considerable attention in recent times because of their complex band structure \cite{1,2} and variety of phases they can exhibit including unconventional superconductivity, nematic order and other novel phases \cite{3,4}. However, a renewed interest has been generated largely because of the signatures of topological states obtained in this class of superconducting materials \cite{5,6}.

Zero-energy Majorana bound states were found to exist on the surface of superconducting iron chalcogenides as indicated by the scanning-tunneling microscopy (STM) \cite{7,8}. These zero-energy bound states were attributed to the band inversion between the bands dominated by the pnictogen $p_z$ and iron $d_{xz}/d_{yz}$ orbitals \cite{5,9,10}. For similar reasons, it was suggested that the iron-based superconductors (IBS) could exhibit a band topology similar to that of a topologically insulator (TI) or Dirac semimetal (DS), which was substantiated by the laser-based spin- and angle-resolved photoemission spectroscopies (ARPES) \cite{5}.

Evidence of Dirac cone in the four-fold rotational symmetry broken metallic spin-density wave (SDW) state have been obtained through ARPES \cite{11} and quantum oscillation measurements \cite{12}, which was predicated to be gapless \cite{13}. The SDW state, with a collinear or striped magnetic order, consists of chains of magnetic moments pointing along the same direction while the moments of the neighboring chains are aligned along the opposite directions \cite{14,15} [Fig. 1a)]. This state, with an ordering wavevector $(\pi,0)$, is considered widely to be a consequence of the inherent Fermi-surface instability as there exists a very good nesting in between the hole- and electron-pockets around $\Gamma$ at $(0,0)$ and $X$ at $(\pi,0)$ points, respectively \cite{16,19}.

The gaplessness of the SDW state arises from the symmetry \cite{13}. In the unordered state, the band touching around $(0,0)$ (and around an additional point $(\pi,\pi)$ in the two-orbital model) leads to vorticities equal to $\pm 2$ for the hole pockets. The vorticity corresponds to a complete rotation of the spinor defined in terms of two orbitals $d_{xz}$ and $d_{yz}$, which is also reflected in the contribution of different orbitals to the hole pocket [Fig. 1b)]. It vanishes, on the other hand, for the electron pockets around $(\pi,0)$ or $(0,\pi)$ as the pockets are dominated by a single orbital. As a result, there is a vorticity mismatch for the hole and electron pockets, which subsequently leads to a gapless SDW state accompanied with an even number of Dirac cones, despite the presence of a good nesting.

The robustness of the Dirac cones and nodes originates from three symmetries associated with the metallic SDW state: collinearity of the magnetic order, inversion symmetry about an iron atom and another symmetry which combines together the time reversal and inversion of magnetic moments \cite{13}. These cones in the SDW state are not far away from the Fermi level \cite{11}. Thus, there is a strong possibility of obtaining a coexisting DS and SDW states by tuning parameters accessible through experiments. A DS state is characterized by a linear band crossing of conduction and valence bands at the Fermi level \cite{20,21}. The band-crossing point, also known as Dirac point (DP), is four-fold degenerate. The massless fermion in the vicinity of the DP, with several novel electronic behavior \cite{22,24}, is described by the Dirac equation \cite{20,21}.

The search for materials or phases hosting DS besides graphene, which turns into a topological insulator (TI) because of a small spin-orbit couplings, has gathered momentum lately \cite{25}. Potential existence of DS has been indicated in 3D compounds such as $\beta$-cristobalite BiO$_2$ \cite{26}, BiZnSiO$_4$ \cite{27}, Cd$_3$As$_2$ \cite{28,30} etc. and efforts are being made to explore this state in new 2D systems as well \cite{31,32}.

In this paper, we investigate coexisting DS and SDW states of iron pnictides. Among several parameters whose variation do not affect the symmetries required for the stable Dirac cones, we show that the location of DPs with respect to the Fermi surface can be tuned by the orbital splitting between the $d_{xz}$ and $d_{yz}$ orbitals in addition to the band filling. Experimentally, while the latter can be controlled by charge carrier doping, the former can be achieved by applying in-plane stress on the sample. Another consequence of orbital splitting is that the additional Fermi pockets, apart from the ones asso-
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-associated with the Dirac cones, may disappear so that the resulting state has only Dirac cones crossing the Fermi level leading to tiny Fermi pockets or DPs. In the latter case, the state is semimetallic SDW state, for which we calculate necessary conditions dependent on orbital splitting and other parameters. In addition, linearized dispersions are obtained near the Dirac points and the nature of associated edge states is also studied.

II. MODEL AND METHOD

Iron pnictides have a quasi-two dimensional crystal structure where the square lattices formed by Fe and As atoms are interlaced together so that the As atoms are positioned a little above and below the center of each square plane of Fe atoms. Therefore, a crystallographic unit cell consisting of two Fe and two As atoms is formed. The Fe 3$d$ orbitals hybridize with the As 4$p$ orbitals, which increases the complexity of band structure. Bandstructure calculations indicate that the major contributions to the density of state (DOS) at the Fermi level comes from $d_{xz}$, $d_{yz}$ and $d_{yz}$ orbitals. In the following, we consider the tight-binding Hamiltonian based on two orbitals $d_{xz}$ and $d_{yz}$, which is given by [18]

$$H_k = \sum_{ij} \sum_{\mu,\nu} t_{ij}^{\mu\nu} d_{i\mu\sigma}^\dagger d_{j\nu\sigma} - \delta \sum_{i,\sigma} (d_{ix\sigma}^\dagger d_{ix\sigma} - d_{ix\sigma}^\dagger d_{ix\sigma}) ,$$

where $t_{ij}^{\mu\nu}$ are the intra- and inter-orbital hopping parameters for the first and second nearest neighbor. $d_{i\mu\sigma}^\dagger (d_{i\mu\sigma})$ denotes the creation (annihilation) operators for the orbital $\mu$ at site $i$ and spin $\sigma$. The second term with parameter $\delta$ takes into account the orbital splitting (OS) between the two orbitals, which has been observed to exist up to a very high temperature even beyond the SDW transition temperature [33, 34].

The standard on site Coulomb interaction terms are

$$H_i = U \sum_{\mu} n_{\mu\sigma} n_{\mu\bar{\sigma}} + \left( U' - J / 2 \right) \sum_{\mu,\nu} n_{\mu\sigma} n_{\nu\bar{\sigma}}$$

$$- 2J \sum_{i,\sigma} S_{\mu\sigma} S_{\nu\bar{\sigma}} + J \sum_{i,\sigma} \bar{d}_{i\mu\sigma}^\dagger d_{i\nu\bar{\sigma}} \bar{d}_{i\nu\bar{\sigma}} d_{i\mu\sigma}$$

$$H_{\text{MF}} = \sum_{k,\sigma} \Psi_{k\sigma}^\dagger \left( H_{\text{MF}}^\sigma(k) \Psi_{k\sigma} \right)$$

$$H_{\text{MF}}^\sigma(k) = H_{\text{MF}}^\sigma(k)$$

The first and second terms describe the intra- and inter-orbital Coulomb interaction, respectively, where $n_{\mu\sigma} = \bar{d}_{i\mu\sigma}^\dagger d_{i\mu\sigma}$ and $n_{\mu\bar{\sigma}} = \sum_{\sigma} \bar{d}_{i\mu\sigma}^\dagger d_{i\mu\bar{\sigma}}$. The third and fourth terms take into account the Hund’s coupling and the pair hopping, where $S_{\mu\sigma} = \sum_{\sigma} \bar{d}_{i\mu\sigma}^\dagger \delta_{\sigma\sigma'} d_{i\mu\sigma'}$ and $\bar{\sigma}$ denotes the spin anti-parallel to $\sigma$. The relation $U = U' - 2J$ is ensured to keep the rotational symmetry intact.

Various interaction terms in the Hamiltonian can be mean-field decoupled in the SDW state, which yield terms bilinear in the electron creation (or annihilation) operator for the SDW state. These terms, when the magnetic moments are oriented along $z$ direction, are

$$H_{\text{MF}}^\sigma(k) = \sum_{k,\sigma} \Psi_{k\sigma}^\dagger \left( H_{\text{MF}}^\sigma(k) \Psi_{k\sigma} \right)$$

$$H_{\text{MF}}^\sigma(k) = H_{\text{MF}}^\sigma(k)$$

where the matrix elements $T_{\alpha\beta \mu\nu}$ and $M_{\alpha\beta \mu\nu} = -2 \Delta_{\alpha\beta \mu\nu} + S_{\alpha\beta \mu\nu}$ are the kinetic and interaction part contributions. $s$ is $+/-$ on A/B sublattice. The electron-field operator is $\Psi_{k\sigma} = \left( \bar{d}_{Ak1\alpha}^\dagger, \bar{d}_{Ak2\alpha}^\dagger, \ldots, \bar{d}_{Bk1\alpha}^\dagger, \bar{d}_{Bk2\alpha}^\dagger, \ldots \right)$ and the exchange fields is $2\Delta_{\alpha\beta \mu\nu} = U n_{\mu\alpha\sigma} \delta_{\nu\bar{\sigma}} + J \delta_{\nu\bar{\sigma}} \sum_{\mu,\sigma} m_{\nu\sigma}$. The charge density $n_{\mu\alpha}$ and magnetization $m_{\mu\alpha}$ are calculated self consistently by diagonalizing the Hamiltonian matrix present in Eq. 4.

III. TWO-ORBITAL MODEL

In the two-orbital model, the meanfield SDW Hamiltonian in the two sublattice basis $A$ with spin up and $B$ with spin down is given by

$$H_{\text{MF}} = \sum_{k,\sigma} \Psi_{k\sigma}^\dagger \left( H_{\text{MF}}^\sigma(k) \Psi_{k\sigma} \right)$$

$H_{\text{MF}}^\sigma(k) = H_{\text{MF}}^\sigma(k)$
with $\Psi_{\sigma}^{\dagger}(k_{\alpha}) = (d_{\alpha}^{\dagger} \sigma \alpha \sigma \alpha A_{\sigma}^{\dagger} d_{\beta}^{\dagger} \sigma \beta \sigma \beta A_{\beta}^{\dagger})$, where the sub- or superscript $\alpha$ and $\beta$ are used to denote the orbitals $d_{\alpha}$ and $d_{\gamma}$, respectively, throughout. The matrices in Eq. 5 are

$$H_{\alpha \alpha}^{\sigma}(k) = \left( \begin{array}{cc} e_{x}^{\alpha \alpha} - \sigma \Delta_{\alpha} - \delta + N_{\alpha} & e_{y}^{\alpha \alpha} + e_{y y}^{\alpha \alpha} \\ 0 & e_{y y}^{\alpha \alpha} + \sigma \Delta_{\alpha} - \delta + N_{\alpha} \end{array} \right)$$

and

$$H_{\alpha \beta}^{\sigma}(k) = \left( \begin{array}{cc} 0 & e_{y y}^{\alpha \beta} \\ e_{y y}^{\alpha \beta} & 0 \end{array} \right).$$

The intra- and inter-orbital hopping parameters along $x$ and $y$ directions for different orbitals are given by

$$e_{x}^{\alpha \alpha} = -2t_{1} \cos k_{x}, \quad e_{y}^{\alpha \alpha} = -2t_{2} \cos k_{y}$$

and

$$e_{y y}^{\alpha \alpha} = 2t_{1} \cos k_{y}, \quad e_{x y}^{\alpha \alpha} = -4t_{3} \cos k_{x} \sin k_{y}$$

$$e_{y x}^{\alpha \alpha} = 0$$

The hopping parameters $t_{1}$ and $t_{2}$ link similar orbitals corresponding to the nearest neighbor $\sigma$ and $\pi$ bonds respectively, while the next-nearest neighboring hopping parameters $t_{3}$ and $t_{4}$ denote the overlap amplitude between two similar and dissimilar orbitals, respectively. Various hopping parameters considered for our calculations are $t_{1} = -1.0, t_{2} = 1.3, t_{3} = t_{4} = -0.85$ [17]. Herefrom, we set $|t_{1}|$ as the unit of energy. The field direction $\Delta_{\alpha / \beta}$ and charge-density-dependent $N_{\alpha / \beta}$ are given by

$$\Delta_{\alpha / \beta} = \frac{U m_{\alpha / \beta} + J m b_{\beta}}{2}, \quad N_{\alpha / \beta} = \frac{(J - U) m_{\alpha / \beta}}{2}$$

where $m_{\alpha / \beta}$ and $n_{\alpha / \beta}$ are magnetization and charge density for $d_{\alpha / \beta}$ orbital, respectively.

We will first examine the parameter space in the theory of SDW state to search for the DS state coexisting with SDW state. All the on-site Coulomb interaction parameters are fixed unless stated otherwise. We have chosen $U / |t_{1}| \sim 4$ or $U \sim W / 3$ with $W$ being the bandwidth [41] and $J \sim 0.18U$ nearly in the middle of the range 0.15U $\lesssim J \lesssim$ 0.25U in accordance with various estimates [36, 37]. The chemical potential is fixed throughout so that the band filling is $n = 2$.

### A. Bulk dispersion

Fig. 2 shows the quasiparticle dispersion and Fermi surface in the SDW state for different values of OS parameter $\delta$. For $\delta = 0$ [Fig. 2(a)], there exist two pairs of Dirac cones $D_{1}$ and $D_{2}$, $D_{1}$ along the $\Gamma-X$ and $D_{2}$ along $X-M$ directions. Former is below the Fermi level while the latter one is above it. The orbital distribution of the Fermi pockets are largely similar for both the pair of Dirac cones. As noticed, the face of the pockets towards $k_{y} = 0$ is dominated by $d_{\alpha}$ orbital whereas by $d_{\gamma}$ orbital towards $k_{y} = \pm \pi / 2$ [Fig. 2(b)].

One of the parameters which can control the location of Dirac cones with respect to the Fermi level is the band filling. However, it will shift both the Dirac cones either up or down together so that the Fermi pocket associated with one of the cones with increase in size while the other will decrease. Thus, the DS-SDW state cannot be obtained by merely doping charge carriers. On the other hand, we find that by increasing OS parameter $\delta$, $D_{1}$ and $D_{2}$ simultaneously can be pushed up and down, respectively, so that both the associated DPs may approach the Fermi level together, as required to achieve the coexisting DS and SDW states [Fig. 2(c)]. Fig. 2(d) shows the Fermi pockets obtained for $\delta \sim 0.2$, where both DPs associated with $D_{1}$ and $D_{2}$ can be seen at the Fermi level as indicated by the Fermi pockets turning into the Fermi points in the reduced Brillouin zone.

The shifting up or down of the DPs can be understood with the help of slope of the bands dominated either by $d_{\alpha}$ orbital or by $d_{\gamma}$ orbital, which cross each other to generate the DPs. For $D_{1}$, the ratio of the absolute value of the slope of the bands dominated by $d_{\alpha}$ orbital and $d_{\gamma}$ orbital is $r > 1$. Thus, a positive $\delta$, which lowers the energy of $d_{\alpha}$ orbital and elevate the energy of $d_{\gamma}$ orbital, will shift $D_{1}$ upward. Similarly, it may be noted that $r < 1$ for $D_{2}$. Therefore, when the energy of $d_{\gamma}$ orbital is lowered, the band dominated by $d_{\gamma}$ orbital will shift down, which will, in turn, bring down $D_{2}$. Both $D_{1}$ and $D_{2}$ approach Fermi level when the splitting $\delta$ increases. In this way, the location of Dirac points can be controlled with the help of OS parameter $\delta$.

Fig. 3 shows self-consistently obtained orbital-resolved magnetization and charge density as functions of OS parameter $\delta$. As expected, the $d_{\alpha}$ and $d_{\gamma}$ orbital charge density increases and decreases with $\delta$, respectively. However, the behavior of magnetization is in contrast with what is expected conventionally. When the orbital filling continues to increase beyond unity, the magnetization is expected to decrease. Similarly, when the orbital filling continues to drop below unity then the magnetization is expected to rise. On the contrary, one notices that the $d_{\alpha}$ orbital magnetization $m_{\alpha}$ first increases slightly and then becomes nearly constant whereas $m_{\gamma}$ shows a relatively sharper decline. This may arise because of a subtle interplay between bandstructure and correlation effect, as the largest interaction $U \sim 4$ is in the intermediate coupling regime.

The self-consistently obtained curves denoting the existence of DS-SDW state for different $U$s are shown in the $J - \delta$ space [Fig. 3(c)]. It may be noted that for all $U$s considered, $J$ increases with $\delta$ within the range 0.15U $\lesssim J \lesssim$ 0.25U. The range of $J$ is dependent on $U$, for this reason, $J$ is in the unit of $|t_{1}|$ in the plot. We note that the range of $\delta$ shrinks as $U$ increases, which implies more sensitivity to any change in $\delta$ for higher $U$. However, for $U \sim 4$ a value close to various estimates, we find a relatively broad range of $\delta$ with value extending from $\delta = 0.18$ to 0.27.

### B. DS-SDW conditions

In order to obtain the DS-SDW state, the self-consistency should be achieved subjected to conditions, which will be discussed below. First of all, we focus along the direction $k_{y} = 0$ or $\pi$ in the Brillouin zone, where $H_{\alpha \beta}$ becomes a null
matrix. Therefore, $H_{\text{MF}}$ takes a block diagonal form with two block Hamiltonians $H_{\alpha\alpha}(k)$ and $H_{\beta\beta}(k)$ corresponding to each orbital with size $2 \times 2$ matrices, which can be readily diagonalized. The energy eigenvalues are given by
\begin{equation}
E_{x,y}^{\pm} = (e_{x,y}^{a} \pm \delta + N_{x,y}) \pm \sqrt{(e_{x,y}^{a} + e_{x,y}^{b})^2 + \Delta_y^2} \tag{10}
\end{equation}
with setting $k_z = 0$ or $\pi$. $s$ refers to $\alpha$ or $\beta$ orbitals. Superscript $x$ denotes the fact that the energy is essentially a function of $k_x$ only for $k_y = 0$ or $\pi$, while subscript $s$ merely indicates that the dispersion is dominated by either of the orbitals. Two dispersions $E_{x,y}^{\alpha}$ and $E_{x,y}^{\beta}$ cross each other at the Fermi level when $E_{x,y}^{\alpha} = E_{x,y}^{\beta} = 0$, which requires
\begin{equation}
\cos k_{x,y}^0 = \frac{\sqrt{(\mp 2t_{1} - \delta + N_{x,y} - \mu)^2 - (\Delta_x)^2}}{2(t_1 \pm t_2)}, \quad \cos k_{x,y}^0 = \frac{\sqrt{(\mp 2t_{2} - \delta + N_{x,y} - \mu)^2 - (\Delta_y)^2}}{2(t_2 \pm t_3)}. \tag{11}
\end{equation}

Here, $k_{x,y}^0$ and $k_{x,y}^0$ give the locations of DPs associated with the Dirac cones $D_1$ and $D_2$ along $\Gamma$-X and $X$-M directions, respectively. It may also noted that $k_{y}^{x-} = 0$ and $k_{y}^{x+} = \pi$.

C. Linearized dispersion

Using Taylor expansions of $E_{x,y}^{\alpha}$ and $E_{x,y}^{\beta}$ around DPs along $k_x$ with the help of Eq. (9), one obtains linearized dispersion $E_{x,y}^{\alpha} = c_{x,y}^{\alpha} q_x$, where the constant $c_{x,y}^{\alpha}$ is given by
\begin{equation}
c_{x,y}^{\alpha} = \pm \frac{2(t_1 \pm t_2)^2}{| \mp 2t_{2} - \delta + N_{x,y} - \mu |} \sin 2k_{x,y}^0
\end{equation}
\begin{equation}
c_{x,y}^{\beta} = \pm \frac{2(t_2 \pm t_3)^2}{| \mp 2t_{1} + \delta + N_{x,y} - \mu |} \sin 2k_{x,y}^0. \tag{12}
\end{equation}

Note that the subscript $-$ and $+$ in $c_{x,y}^{\alpha}$ refers to the DPs $D_1$ and $D_2$, respectively.

$H_{\text{MF}}$ is not in the block-diagonal form along $k_y$-direction. Moreover, the Hamiltonian for $\uparrow$-spin electron is two-fold degenerate at the DPs. Therefore, the degenerate perturbation theory yields the following corrections to the energies near the DPs along $k_y$
\begin{equation}
E_{x,y}^{\pm} = \pm \left( \frac{\Delta_{x,y} - \epsilon_{x,y}^{a}}{b_{a}} + \frac{\Delta_{x,y} + \epsilon_{x,y}^{b}}{b_{b}} \right) \epsilon_{x,y}^{\alpha\beta}, \tag{13}
\end{equation}

when $\epsilon_{x,y}^{\alpha\beta}$ is very small. Note that the subscript $s$ has been dropped here because the band along $k_y$ is not far away from an even mixture of both the orbitals. $b_a = \epsilon^{a\alpha} + \epsilon^{a\beta}$ and $\epsilon_a = \sqrt{\epsilon_a^2 + \Delta_a^2}$. The linear dependence of the energy dispersion near the DP is readily obtained from $\epsilon_{x,y}^{\alpha\beta}$, where $\sin q_y$ can be approximated by $q_y$ for small $q_y$ so that $E_{x,y}^{\pm} = d_{x,y} q_y$. $d_{x,y}$ is a constant given by
\begin{equation}
d_{x,y} = \pm 4t_{4} \sin k_{x,y}^{0} (f_{x,y}^{0} + f_{x,y}^{\beta}), \tag{14}
\end{equation}

where
\begin{equation}
f_{x,y}^{\alpha} = \frac{\Delta_{x,y} - | \mp 2t_{2} - \delta + N_{x,y} - \mu |}{\sqrt{(\mp 2t_{2} - \delta + N_{x,y} - \mu)^2 - \Delta_{y}^2}}
\end{equation}
\begin{equation}
f_{x,y}^{\beta} = \frac{\Delta_{x,y} + | \mp 2t_{1} + \delta + N_{x,y} - \mu |}{\sqrt{(\mp 2t_{1} + \delta + N_{x,y} - \mu)^2 - \Delta_{y}^2}}. \tag{15}
\end{equation}

Upper and lower sign correspond to the coexistence of Dirac semimetallic and SDW state as well as the linear energy dispersion in the vicinity of DPs.

D. Edge states

An edge state may exhibit behavior which is different from the bulk band as in the case of topological insulator where the bulk bands are gapped while charge transport occurs by the topologically protected surface states [38]. In iron pnictides, there exists localized edge states in the high temperature phase even without long-range order [39]. It may be noted that these edge states, nearly degenerate, are not associated with any Dirac cones, which are absent in the paramagnetic state. For a given $k_y$, these edge states are bonding and antibonding mixture of states localized at the edges of ribbon/strip
extended along $y$ direction. They result from the fact that a one-dimensional Hamiltonian for a given $k_x$ can be deformed continuously to one which has topologically protected winding number, while the edges states are preserved in the deformation process.

Next, we examine the edge states in the DSM-SDW state with ribbons oriented either along $x$ or $y$ directions. First, a ribbon of width $W$ ($W$ atomic sites) lying along $y$ direction is considered so that $k_y$ is a good quantum number. The ribbon extending along $k_y$ direction. They result from the fact that a one-dimensional Hamiltonian for a given $k_x$ can be deformed continuously to one which has topologically protected winding number, while the edges states are preserved in the deformation process.

The edge-state dispersion is flat and both can be noticed to cross the Fermi surface. One of the edge-state dispersion crosses the Fermi level while the other one not. The clear separation of edge dispersions in the DS-SDW state. There are two edge states separated in the presence of magnetic order depending on whether $W$ is odd or even. Fig. 4 show the edge state dispersion along the ribbon extending infinitely along $x$. However, $H_\pm$ and $H'$ have size $4 \times 4$ instead. These matrices are given by

$$H_+ = \begin{pmatrix} -\Delta a/2 & 0 \\ 0 & -\Delta b/2 \end{pmatrix}$$

and

$$H' = \begin{pmatrix} -t_2 & 0 & -2t_3 \cos k_x & -2t_4 \sin k_y \\ 0 & -t_3 & -2t_2 \sin k_x & -2t_4 \cos k_y \\ 0 & -2t_2 \sin k_x & -t_3 & -2t_4 \cos k_y \\ 0 & 0 & 0 & -t_2 \end{pmatrix}$$

Similarly, when the ribbon’s length is oriented along $x$ direction for $U$ considered along $y$-direction for $U = 4$ and $J = 0.18U$, for which, the orbital charge densities are $n_\alpha = 1.14$ and $n_\beta = 0.86$ whereas the magnetic-exchange fields are $\Delta a = 0.58$ and $\Delta b = 0.53$.

FIG. 4: Energy bands for the DS-SDW state for a ribbon of width (a) $W = 50$, (b) $W = 51$ considered along $x$-direction and (c) $W = 50$ considered along $y$-direction for $U = 4$ and $J = 0.18U$. For which, the orbital charge densities are $n_\alpha = 1.14$ and $n_\beta = 0.86$ whereas the magnetic-exchange fields are $\Delta a = 0.58$ and $\Delta b = 0.53$. The Hamiltonian with dimension $2W \times 2W$ is given by

$$H_{Rbx}(k) = \begin{pmatrix} H_+ & H' \\ H'^T & O \end{pmatrix}$$

where

$$H_\pm = \begin{pmatrix} \epsilon_x^{\alpha\alpha} \mp \Delta a - \delta + N_\alpha - \mu & 0 \\ 0 & \epsilon_x^{\beta\beta} \mp \Delta b + \delta + N_\beta - \mu \end{pmatrix}$$

and

$$H' = \begin{pmatrix} -t_2 & 0 & -2t_3 \cos k_x & -2t_4 \sin k_y \\ 0 & -t_3 & -2t_2 \sin k_x & -2t_4 \cos k_y \\ 0 & -2t_2 \sin k_x & -t_3 & -2t_4 \cos k_y \\ 0 & 0 & 0 & -t_2 \end{pmatrix}$$

There exists nearly degenerate two edge states for the ribbon in the paramagnetic state which may or may get clearly separated in the presence of magnetic order depending on whether $W$ is odd or even. Fig. 4 show the edge state dispersions in the DS-SDW state. There are two edge states localized at the edges of ribbon when $W$ is even. Another partially visible edge-state like dispersion stands out clearly from the bulk bands. These edge states in the DS-SDW state are dispersing unlike those in graphene, which are flat [40]. One of the edge-state dispersion crosses the Fermi level while the other one not. The clear separation of edge dispersions is missing when $W$ is odd, which is simply a consequence of the same magnetic-exchange fields at both the edges. It may be noted that they are always degenerate only at $k_x = 0$ and $k_y = \pm \pi$. Fig. 4(c) shows the dispersion in a ribbon oriented along the $x$ direction. As expected, they are symmetric about $k_x = -\pi/2$ and $\pi/2$ because of the two-sublattice structure along the ribbon extending infinitely along $x$. None of the edge-state dispersion is flat and both can be noticed to cross the Fermi surface.
\[ \delta = 0 \text{meV}, \quad \delta = 50\text{meV} \]

Fig. 5: Electron dispersion in the (\(\pi, 0\)) SDW state of five-orbital model of Graser et al. when (a) \(\delta = 0\) (b) \(\delta = 50\text{meV}\), where \(U = 1.5\text{eV}\) and \(J = 0.25U\). The hole pocket at \(\Gamma\) disappears in the presence of OS \(\delta = 50\text{meV}\).

IV. DS-SDW STATE IN FIVE-ORBITAL MODEL

Finally, we discuss DS-SDW state in a five-orbital model which describes the band structure more realistically. We consider the five-orbital model due to Graser et al. In the unordered state, it has similarities as well as differences from the two-orbital model. There is a hole pocket around \(\Gamma\) and an electron pocket around \(X\) while the hole pocket around \(M\) is absent. The electron pocket is mostly dominated by \(d_{xy}\) orbital [17, 18].

Fig. 5 shows the electronic dispersion in a self-consistently obtained SDW state for \(U = 1.5\text{eV}\) and \(J = 0.25U\) with and without orbital splitting. The ratio \(U/W \sim 0.25\) with \(W \sim 6\text{eV}\) being bandwidth is in accordance with various estimates [41]. The OS parameter \(\delta\) is taken to be 50meV, which is nearly of similar order in observed in the experiments. The evidence of the splitting already present in the high-temperature phase comes from transport [42], ARPES [43, 44] and magneto-torque measurements [45].

It may be noted that the unlike the two-orbital model, there is a large hole pocket around \(\Gamma\) and a tiny hole pocket located not far away from \(\Gamma\) along \(\Gamma-X\). With increasing OS parameter \(\delta\), which lowers the energy of \(d_{xz}\) orbital, the \(d_{xz}\)-dominated bands such as the hole pocket around \(\Gamma\) will be pushed down below the Fermi level as shown in Fig. 5(a) and (b). There are two important differences from two-orbital models with regard to the Dirac cone. First, the difference in the magnitude of slopes of the crossing bands at DPs are not as large as in the two-orbital model. Second, along \(k_x\), one of the crossing bands is largely dominated by \(d_{xz}\) while the other one by \(d_{xy}\) orbital unlike the \(d_{cz}\) orbital. Therefore, when \(\delta\) is changed, the corresponding shift in the positions of DPs is relatively small in comparison to the two-orbital model. However, the DPs are already very close to the FS even in the absence of OS. Thus, the important role of OS \(\delta\) is to suppress the hole pocket around \(\Gamma\) point, which is necessary to obtain the DS-SDW state.

V. SUMMARY AND CONCLUSIONS

In the two-orbital model, the pair of Dirac cones in the SDW state are located away from the Fermi surface. While one pair is above, the other one is below. The separation of these pairs with respect to the Fermi surface can be minimized with the help of OS. Inclusion of OS pushes up the Dirac cone found below the Fermi level and pushes down the one above it, which is possible because of a sharp difference in the slopes of the crossing bands dominated largely by a single orbital. For a given OS parameter, an overall small shift away from the Fermi surface may also occur despite both pairs of DPs being at the same energy level. However, such a shift can be overcome by either doping holes or electrons. The signature of shifting of DPs can be observed through various experiments such as transport measurements, quantum oscillation, ARPES etc. [42].

In the current work, a detailed study of the DS-SDW state was carried out in the two-orbital model because of its simplicity, as it allows for obtaining conditions for the DS-SDW state in an analytical form. However, DS-SDW state can also exist in a more realistic five-orbital model in a region of interaction and OS parameters space, which is illustrated for such a particular set within the range in accordance with various estimates. However, there are several important differences from the two-orbital model in terms of orbital content of the Dirac cone and presence of hole pocket around \(\Gamma\) points. Another major difference exists in terms of the number of pairs of Dirac cones. There is only one pair of Dirac cones close to the Fermi level in the five-orbital model [11], for which, it may relatively be easier to bring the DPs at the Fermi level. Overall, we find that, the OS pushes the hole pocket around \(\Gamma\) below and secondly it may also shift the DPs. As a result, it is not only possible to control electronic properties including the charge transport by tuning the OS, thus, in turn, regulate the contribution of Dirac cone but it is also feasible to realize DS-SDW state.

The OS parameter plays a crucial role in obtaining the DS-SDW state, whose inclusion here has been motivated by its presence in the high-temperature state with tetragonal symmetry and nematic order [44, 44]. The nematic phase is marked by the presence of a short-range order with broken four-fold rotation symmetry [49] and is observed at a temperature \(T > T_{SDW}\) in several IBSs [50]. It was noted that the lattice anisotropy in the orthorhombic symmetry cannot give rise to a splitting as large as \(\approx 60\text{meV}\) between the \(d_{xz}\) and \(d_{cz}\) orbitals. This perhaps indicates that the OS, which persists into the high temperature tetragonal phase, in addition to the orthorhombic symmetry or magnetic order, could be the key factor behind the anisotropic electronic behavior. Therefore, there is no reason why such a splitting should be ignored in the low-temperature phases such as the SDW state. Although an additional splitting will also be generated by the SDW state itself as it breaks the four-fold rotation symmetry. Experimen-
tally, OS can be controlled by applying appropriate pressure such as an in-plane stress [51].

In conclusions, we have examined the possible existence of spin-density wave state with Dirac points at the Fermi level in iron pnictides such that the state is essentially a Dirac semimetal without any other band crossings. We find that such a state indeed can be obtained in the presence of finite OS. While the interaction parameters are not tunable experimentally, charge carrier doping may shift entire bands up or down, the OS of otherwise degenerate $d_{xz}$ and $d_{yz}$ orbitals, on the other hand, can suppress other bands crossing the Fermi level while leaving the Dirac points in the vicinity of Fermi surface. Thus, the OS, tunable experimentally with the help of in-plane mechanical stress, can be used to modify the electronic states near the Fermi surface in order to control the electronic properties as well as in obtaining DS-SDW state. A semimetallic state with magnetic order considered here can be used to explore low-energy collective excitations to gain insight into the role of Dirac cones and nodes in correlated systems.
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