Proton-transfer spectroscopy beyond the normal-mode scenario
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A stochastic theory is developed to predict the spectral signature of proton transfer processes and applied to infrared spectra computed from ab initio molecular-dynamics simulations of a single H$_5$O$_2^+$ cation. By constraining the oxygen atoms to a fixed distance, this system serves as a tunable model for general proton-transfer processes with variable barrier height. Three spectral contributions at distinct frequencies are identified and analytically predicted: the quasi-harmonic motion around the most probable configuration, amenable to normal-mode analysis, the contribution due to transfer paths when the proton moves over the barrier and a shoulder for low frequencies stemming from the stochastic transfer-waiting-time distribution; the latter two contributions are not captured by normal-mode analysis but exclusively report on the proton-transfer kinetics. In accordance with reaction kinetic theory, the transfer-waiting-contribution frequency depends inverse exponentially on the barrier height, whereas the transfer-path-contribution frequency is rather insensitive to the barrier height.

I. INTRODUCTION

The transfer dynamics of excess protons in the aqueous environment is central to many biochemical processes [1], but despite substantial work, even for acidic water a complete kinetic model that would describe all spectral features encompassing the low THz and infrared (IR) regimes remains elusive. Typically, the discussion is based on two idealized proton-transfer intermediates, namely the H$_5$O$_2^+$ Zundel cation, where two water molecules symmetrically point their oxygens to the excess proton [2], and the Eigen cation, where hydronium H$_3$O$^+$ is formed and solvated by three water molecules [3]. Accordingly, proton diffusion in water is portrayed as a stochastic succession of these two states, where the excess proton switches during diffusion: It is a defect that diffuses, rather than a specific proton, which explains the high proton mobility in water [4, 5].

An intensely debated question concerns the relative stability and abundance of the Eigen and Zundel forms in acidic water [6–10]. Several experimental 2D IR studies suggested the Zundel form to dominate the proton-transfer spectroscopic signature in bulk water [8, 9, 11–14]. From ab initio molecular-dynamics (AIMD) work it was concluded that an excess proton in bulk liquid water is predominantly present in the Eigen state and that the Zundel form plays the role of a relatively short-lived transfer or barrier state [15–17]. As the separation between the two water oxygen atoms that flank the excess proton decreases, the relative stability changes and the Zundel form becomes eventually preferred over the Eigen form [18], it transpires that excess proton and water motion are dynamically coupled. As a consequence, proton transfer from one water molecule to a neighboring one not only involves motion of the proton but also of the flanking wa-
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Figure 1. Ab initio molecular-dynamics (AIMD) simulations of the H$_5$O$_2^+$ cation. A The oxygen-oxygen separation $R_{OO}$ and the proton distance from the oxygen midpoint along the $x$ axis, named $d$, describe the excess-proton dynamics. B The excess proton trajectory for fixed $R_{OO} = 2.64\,\text{Å}$ visualizes the transfer-waiting time $\tau_{TW}$ as well as the normal-mode time $\tau_{NM}$ and the transfer-path (TP) time $\tau_{TP}$ (see inset). Selected snapshots show structures at the free-energy minimum and at the barrier top. C Free-energy profile for fixed $R_{OO} = 2.64\,\text{Å}$, extracted from constrained simulations. D 2D free-energy landscape in terms of $R_{OO}$ and $d$ from unconstrained simulations. E Absorption spectra along the $x$ axis where $\omega = 2\pi f$. The grey solid line shows the total (i.e. nuclear + electronic) spectrum of the unconstrained system, compared with the Boltzmann average of constrained systems (black broken line). The grey broken line shows the total spectrum for constrained $R_{OO} = 2.64\,\text{Å}$, compared to the spectrum of only the excess proton (blue line, multiplied by a factor of 2). Note the change of scales at $f = 1000\,\text{cm}^{-1}$ and $f = 3000\,\text{cm}^{-1}$.

Different proton-transfer barrier heights, we constrain the separation between the two water oxygen atoms at variable fixed distances, applicable to proteins and other systems where proton accepting residues are positioned at well-defined distances [35–37]. While the transfer-waiting time depends exponentially on the barrier height $U_0$ as $\tau_{TW} \sim e^{U_0/k_B T}$ [41, 43], the normal-mode time scale $\tau_{NM}$ is determined by the stiffness of the effective harmonic potential $k$ and the effective mass $m$ according to $\tau_{NM} = 2\pi \sqrt{m/k} \sim 1/\sqrt{U_0}$, and the TP time depends logarithmically on $U_0$ as $\tau_{TP} \sim \ln(U_0/k_B T)/U_0$ [46–48]. From the different functional dependencies on $U_0$, one expects for not too low barrier heights $\tau_{NM} \sim \tau_{TP} < \tau_{TW}$. Indeed, for an oxygen-oxygen distance of $R_{OO} = 2.64\,\text{Å}$, which in our AIMD simulations of the H$_5$O$_2^+$ cation leads to a moderate effective barrier height of $U_0 = 2.0\,k_B T$, the normal-mode spectroscopic contributions lie between 1000 cm$^{-1}$ to 2000 cm$^{-1}$, the TP contribution turns out to be a rather well defined band centered around 800 cm$^{-1}$, and since the waiting-time distribution is rather broad, the transfer-waiting contribution forms a continuum band below 500 cm$^{-1}$ that reaches deep into the GHz range, in agreement with experimental THz absorption measurements [49, 50].

Our AIMD results show that the broad low-frequency transfer-waiting spectral contribution crucially depends on the barrier height, controlled by the relative distance of the water molecules sharing the excess proton. In contrast, the TP spectral contribution shifts only slightly with barrier height, in agreement with transfer kinetic theory [46–48]. Isotope exchange of the excess proton on the other hand affects the TP contribution but not the waiting-time contribution, as we predict by stochastic theory. In summary, we show that the spectroscopic signature of proton barrier crossing reflects transfer-waiting statistics as well as TP kinetics and in particular cannot be modeled by a succession of normal modes located across the barrier. Our results also apply to experimental...
systems with fluctuating barrier heights, such as acidic water, as recently considered by a combined theoretical/experimental study [50]. We show that the spectrum of unconstrained \( \text{H}_2\text{O}_2^{+} \) can be quite accurately reproduced by Boltzmann averaging of spectra of constrained systems, thus all features we see in our constrained simulations are also expected in experimental systems where the proton acceptor separation can fluctuate. Quantum zero-point-motion effects reduce the effective barrier height [10, 15, 16, 28, 51], but for large enough barrier heights are not expected to eliminate the spectroscopic features we predict, as discussed in SI section I.

II. RESULTS AND DISCUSSION

We perform AIMD simulations of a single \( \text{H}_2\text{O}_2^{+} \) cation with a total trajectory length of 5 ns for several constrained oxygen separations as well as for unconstrained oxygens (see Methods for details). Suitable reaction coordinates are the oxygen-oxygen distance \( R_{OO} \) and the excess-proton distance from the oxygen mid-point position, \( d = \frac{1}{2}(R_{OO} - R_{O2H}) \), projected onto the x-axis that connects the two oxygens, as illustrated in fig. 1A. The two-dimensional free energy in fig. 1D, calculated from the probability distribution of unconstrained simulations according to \( U(R_{OO}, d) = -k_B T \ln p(R_{OO}, d) \), demonstrates that the global minimum of the free energy is located around \( R_{OO} = 2.40 \, \text{Å} \) and \( d = 0 \). This is the symmetric Zundel state, where the excess proton is symmetrically shared by the oxygens [2]. For \( R_{OO} > 2.55 \, \text{Å} \) a double-well free-energy landscape along \( d \) appears, which indicates a preferred localization of the excess proton near one water molecule, analogous to the Eigen state in bulk water [3]. The excess proton trajectory for constrained \( R_{OO} = 2.64 \, \text{Å} \) in fig. 1B is typical for the thermally activated barrier crossing of a weakly damped massive particle [43] and involves a moderate barrier height of \( U_0 = 2.0 \, k_B T \), as seen in the corresponding free-energy profile in fig. 1C. Most of the time the excess proton is part of a \( \text{H}_2\text{O}^{+} \) molecule and vibrates in one of the two free-energy minima with an oscillation time described by the normal-mode time \( \tau_{NM} = 17 \, \text{fs} \) (inset fig. 1B), while from time to time the proton suddenly crosses the barrier, the mean time of such a TP is \( \tau_{TP} = 25 \, \text{fs} \) (inset fig. 1B). The longest time scale is the transfer-waiting time, which for \( R_{OO} = 2.64 \, \text{Å} \) is \( \tau_{TW} = 440 \, \text{fs} \). In fig. 1E we show as a grey solid line the absorption spectrum of the unconstrained \( \text{H}_2\text{O}_2^{+} \) cation along \( x \), the oxygen separation direction, calculated from the entire nuclear and electronic polarizations (see Methods). It shows in addition to the OH stretch and HOH bend bands at 3400 cm\(^{-1} \) and 1800 cm\(^{-1} \), respectively, a prominent feature at 1000 cm\(^{-1} \), which is the Zundel normal mode, where the excess proton vibrates in a rather soft potential produced by the two flanking water molecules (see SI section II and III for a literature overview). The spectrum for the constrained system with \( R_{OO} = 2.64 \, \text{Å} \), grey broken line, displays a band at 800 cm\(^{-1} \) and a very broad shoulder that extends down to the lowest frequencies. As we show in this paper, these two spectral features stem from proton TPs and proton transfer-waiting-time stochastics, respectively, and are the only spectroscopic contributions that reflect the actual proton-transfer kinetics. Interestingly, the spectral contribution of only the excess proton for fixed \( R_{OO} = 2.64 \, \text{Å} \) (blue solid line, multiplied by a factor of 2) is almost identical to the full spectrum (grey line), so we conclude that the IR spectrum is predominantly caused by proton motion and can thus be used to investigate excess-proton dynamics (more details are given in SI section IV). In fact, the spectrum of the unconstrained system (black broken line) agrees well with the free-energy-weighted Boltzmann average over constrained spectra with different \( R_{OO} \) values (black dashed line, see SI section V for details), indicating that the proton and the oxygen dynamics decouple. Our simulation model with constrained oxygen-oxygen separation is also a tool to decompose and thereby understand unconstrained system dynamics (a finding that is obvious only for static observables [52]).

In order to distinguish transfer-waiting, TP and normal-mode spectral contributions, the proton trajectory \( d(t) \) is decomposed according to \( d(t) = d_{TW}(t) + d_{TP}(t) + d_{NM}(t) \), as illustrated in fig. 2A for \( R_{OO} = 2.64 \, \text{Å} \). The transfer-waiting part \( d_{TW}(t) \) describes two-state kinetics with instantaneous transfers when the trajectory last crosses a free-energy minimum at \( d_{TW} = \pm 0.22 \, \text{Å} \). The TP contribution \( d_{TP}(t) \) consists of transfer trajectories between last and first crossing the free-energy mimina, including recrossings where the proton shuttles repeatedly back and forth between the mimina. Recrossings are rather frequent for the low friction experienced by the proton [43] (see SI section VI), a three-fold recrossing event is seen in the proton trajectory in fig. 2A at \( t = 0.6 \, \text{ps} \). Finally, the normal-mode part \( d_{NM}(t) \) comprises the trajectory remainder.

Fig. 2B shows in blue the simulated excess-proton spectrum decomposed into its three components according to \( \chi'' = \chi''_B + \chi''_TP + \chi''_NM \), the red broken lines show theoretical predictions (which will be explained further below). Trajectory decomposition in the time domain creates spectral cross contributions, which are relatively small, as shown in SI sections VII and VIII, and are added to \( \chi''_NM \). The transfer-waiting spectrum \( \chi''_{TW} \) in fig. 2B2 displays a pronounced low-frequency shoulder, which reflects the transfer-waiting-time distribution. The TP spectrum \( \chi''_{TP} \) in fig. 2B3 is a rather well defined band at 800 cm\(^{-1} \). Even though the time fraction the excess proton spends on TPs is only 16% for \( R_{OO} = 2.64 \, \text{Å} \), the spectral contribution is significant due to the large and quick charge displacement: The proton transfer velocity of roughly \( v_{TP} = 2d_{TP}/\tau_{TP} = 0.44 \, \text{Å}/25 \, \text{fs} = 1.8 \times 10^3 \, \text{m/s} \) is slightly larger than the proton thermal velocity of \( v_{th} = \sqrt{k_B T/m_p} = 1.5 \times 10^2 \, \text{m/s} \), where \( m_p = 1.7 \times 10^{-27} \) kg is the proton mass. This confirms previous findings that TPs correspond to the high-energetic part of the Maxwell-
Figure 2. AIMD simulations of a H$_5$O$_2^+$ cation with constrained R$_{OO} = 2.64$ Å. A Decomposition of the excess-proton trajectory $d(t)$ into the two-state transfer-waiting contribution $d^*_TW(t)$, the TP contribution $d^*_TP(t)$ and the remaining normal-mode contribution $d^*_NM(t)$. B Blue solid lines show the simulated excess-proton spectrum $\tilde{\chi''}$ and its decomposition into the transfer-waiting $\tilde{\chi''}_TW$, the TP $\tilde{\chi''}_TP$ and the normal-mode contribution $\tilde{\chi''}_NM$. The red broken lines in B2 and B3 show the corresponding theoretical predictions according to eqs. (1) and (5). The red broken line in B4 shows the normal-mode spectrum including friction-induced line broadening. The snapshots illustrate the two dominant normal modes at 1416 cm$^{-1}$ and 1659 cm$^{-1}$.

Boltzmann ensemble, i.e. the excess proton initiates a TP only when its kinetic energy is above average [53]. The normal-mode spectrum $\tilde{\chi''}_NM$ in fig. 2B4 consists of two main peaks.

We will now present analytic theories for each simulated spectral contribution shown in figs. 2B2–B4. A stochastic two-state process has the spectrum

$$\tilde{\chi''}_TW(\omega) = \frac{2q^2d^*_TW}{Ve_0k_BT} \text{Re} \left( \frac{\omega^2\tilde{\eta}_{TW}(\omega)}{1 - \tilde{\eta}_{TW}(\omega)^2} \right)$$

(1)

and depends on the Fourier-transformed transfer-waiting-time distribution $\tilde{\eta}_{TW}(\omega)$ and the survival distribution $\tilde{\eta}_{TW}(\omega)$, which is defined as $\tilde{\eta}_{TW}(\omega) = \int_0^{\infty} p_{TW}(t)d't$, the positions of the free-energy minima $\pm d^*_TW$, the excess proton charge $q = e$ and the system volume $V$ (see SI Sect. IX for a detailed derivation). Using $d^*_TW = 0.22$ Å and bi-exponential fits for $p_{TW}(t)$ to the simulation data in fig. 4C, $\tilde{\chi''}_TW(\omega)$ according to eq. (1) (red broken line) matches the simulation data (blue solid line) in fig. 2B2 very well without any fitting parameters. For a single-exponential waiting-time distribution, $p_{TW}(t) = \tau_{TW}^{-1}\exp(-t/\tau_{TW})$, eq. (1) simplifies to

$$\tilde{\chi''}_TW(\omega) = \frac{2q^2d^*_TW^2}{Ve_0k_BT} \frac{\tau_{TW}\omega^2}{(4 + \tau_{TW}^2\omega^2)}$$

(2)

which shows that the spectrum is identical to an overdamped harmonic oscillator with a corner frequency $\omega_{\ast}^{TW} \sim 1/\tau_{TW}$ (see SI section X for details). For large frequencies $\omega_{\ast}^{TW}$ is constant and proportional to the
transfer-rate, $\omega \sim 1/\tau_{\text{TP}}$, for small frequencies $\omega \sim \tau_{\text{TP}} \omega^2$. The TP spectral contribution depends on the TP shape. The ensemble of all 2829 TPs observed in the simulations for $R_{OO} = 2.64$ Å is shown in fig. 3A (grey lines), together with the mean TP (blue solid line) obtained by position averaging. The path-integral saddle-point prediction for the TP shape over a parabolic barrier [48],

$$d_{\text{TP}}(t) = d_{\text{TP}}^* \left[ e^{t/\kappa} - e^{-t/\kappa} \right] / N,$$

(red dotted line) matches the simulated mean TP shape very well ($N$ is a normalization constant). In SI section XI it is shown that eq. (3) corresponds to the exact mean TP shape in the high-barrier limit [47]. The fitted characteristic time $\kappa = d_{\text{TP}}^* 2\gamma/(2U_0) = 6.5$ fs depends on the effective friction coefficient $\gamma$ acting on the proton as it moves over the barrier. A straight line (black broken line) describes the simulated mean TP shape also quite well. Fig. 3B shows the TP-time distribution of all TPs (green triangles) together with a decomposition into single (non-recrossing, blue squares) and multiple (recrossing, red dots) TPs, where the time $\tau_{\text{TP}}$ is defined from the turning points of the TPs. It is seen that multiple TPs that consist of recrossing trajectories are significantly faster than single TPs, which reflects that recrossing protons have a higher kinetic energy and thereby tend to rebounce back over the barrier. Fits according to the Erlang distribution [54]

$$p_{\text{TP}}(t) = t^{\beta-1} \left( \frac{\beta}{\tau_{\text{TP}}} \right)^\beta e^{-t/\tau_{\text{TP}}}$$

are shown as lines. In Fig. 3C the simulated recrossing-number distribution $p_{\text{RN}}(n)$ is compared to an exponential fit $p_{\text{RN}}(n) = (1 - e^{-n})e^{-\alpha n}$, the confidence interval $\alpha \pm 20\%$ is shown by grey lines.

Combining the TP time distribution $p_{\text{TP}}(t)$ in the infinitely sharp limit $\beta \rightarrow \infty$, the exponential recrossing-number distribution $p_{\text{RN}}(n)$ and approximating the TP shape as a straight line, the analytical result for the TP spectral contribution (red broken line in fig. 2B3) is in SI section XII derived as

$$\omega_{\text{TP}}(\omega) = \frac{d_{\text{TP}}^* \omega^2}{V c_0 k_B T \tau_{\text{TP}}} \frac{64 \omega^2 \tau_{\text{TP}}^2}{\pi^2 (\omega \tau_{\text{TP}} + \pi)^2} e^{-\alpha \omega^2 \tau_{\text{TP}}^2} \frac{2 \cosh(\alpha) - 2 + (\omega \tau_{\text{TP}} - \pi)^2}{\cosh(\alpha) - 2 + (\omega \tau_{\text{TP}} - \pi)^2 (5)}$$

and matches the simulation data (blue solid line) around the maximum quite well. In the comparison the mean time of recrossing TPs $\tau_{\text{TP}} = 23$ fs from fig. 3B is used, which is shown to be the dominating time scale in SI section XII. Interestingly, the TP spectrum eq. (5) is a product of a Debye and a Lorentzian line shape, both with the same characteristic frequency $f_{\text{TP}} = 1/(2\tau_{\text{TP}})$, which explains its relative sharpness.

The remaining normal-mode contribution $\tilde{\chi}_{\text{NM}}''$ in fig. 2B4 is obtained by harmonic analysis of the minimal energy structures including line broadening from frictional damping (red broken line). The two dominant normal modes around $1416$ cm$^{-1}$ and $1659$ cm$^{-1}$, which correspond to in-phase and out-of-phase coupled vibrations of the excess proton with the hydrogens of the distant water, are illustrated in fig. 2B4 (see Methods and SI section III for details).

In fig. 2B1 the simulated excess-proton spectrum (blue solid line) is compared to the sum of the theoretical transfer-blocking, TP and normal mode predictions (red broken line), the agreement is good (except for very high frequencies), which demonstrates that eqs. (1) and (5) together with the normal-mode analysis allow to quantitatively describe excess-proton transfer spectra.

The excess-proton spectra in fig. 4A1 vary significantly for different values of $R_{OO}$. The excess-proton free energies
from simulations in fig. 4B demonstrate that the three systems exhibit high, moderate and low barriers. Very pronounced is the change of the low-frequency shoulder of the transfer-waiting contribution in fig. 4A2, which moves to lower frequencies and becomes weaker with growing barrier height and is well captured by the theoretical predictions eq. (1) (black broken lines) using bi-exponential fits to the transfer-waiting distributions in fig. 4C. Eq. (2) demonstrates that the spectral differences are due to less frequent transfers as the barrier height increases. The simulated mean transfer-waiting time $\tau_{\text{TW}}$ in the inset of fig. 4C exponentially increases with the barrier height $U_0$, as expected for thermally activated barrier crossing [41, 43]. On the other hand, the frequency of the TP spectral contribution in fig. 4A3 shifts very little for different $R_{\text{OO}}$, which is well-captured by eq. (5) (black broken lines) and reflects the weak dependence of the TP time $\tau_{\text{TP}}$ on the barrier height in the inset of fig. 4C, in agreement with the predicted logarithmic dependence of $\tau_{\text{TP}}$ on the barrier height [46].

Fig. 4D compares the IR spectrum of the excess proton (blue solid line) in the H$_5$O$_2^+$ cation to the normal-mode spectrum including frictional line-broadening (grey broken line). Vertical grey broken lines denote the dominant normal modes.
III. CONCLUSIONS AND DISCUSSION

In contrast to traditional normal-mode-based approaches to proton-transfer spectroscopy, which consider proton vibrations around energy minima, we here investigate the spectrum of a proton as it actually makes the move from one energy minimum to another. While the normal-mode frequencies are on the harmonic-approximation level determined by the curvature of the energy landscape and by the effective mass, two fundamentally different time scales govern the barrier-crossing absorption spectrum: the mean time the proton waits in a potential minimum before it crosses the barrier, the transfer-waiting time, and the mean time it takes the proton to actually move over the barrier once it has left the potential minimum, the so-called transfer-path (TP) time. While the TP time distribution is rather narrow, which leads to a well-defined TP band, the transfer-waiting times are broadly distributed, which leads to a wide spectral absorption down to low frequencies. Recent experimental studies on hydrochloric acid solutions in the THz regime indeed observed broad absorption that by comparison with AIMD simulations could be attributed to proton motion [49, 50]. The AIMD simulations of single H$_3$O$_2^+$ cations reveal a high similarity of excess-proton-only spectra and spectra from all nuclei and electronic polarizations. This emphasizes the impact of proton-transfer processes on experimentally measured spectra and allows in turn to develop a stochastic spectral theory based on excess-proton motion only. The excess-proton transfer between two water molecules depends strongly on the separation of the two water oxygens. For oxygen-oxygen separations $R_{OO} \geq 2.5$ Å a barrier crossing is involved, whereas for closer separations the proton is rather located directly in between the two water molecules.

An H/D isotope exchange of the excess proton does not shift the low-frequency transfer-waiting signature, as shown in SI section XIV, which is expected since the excess-proton barrier crossing is a friction-dominated process and mass plays only a minor role, as discussed in SI section XV. In contrast, TP and normal-mode signatures show isotope effects, which suggests how to experimentally distinguish barrier crossing from the other spectral contributions. For the normal-mode spectral contribution the isotope effect is well known (see section X in the SI), the mass-dependence of the TP spectral contribution is rather subtle and depends on the stochastic mass-friction balance (see section XV in the SI).

The spectroscopic signatures of proton transfer are most pronounced along the transfer direction, as shown in section V in the SI, thus dichroic measurements [33, 38] are most suitable to observe these features.

Methods

The Born-Oppenheimer AIMD simulations of the H$_3$O$_2^+$ cation were performed with the CP2K 4.1 software pack-
\[ \gamma = 16 \text{ u/ps for all normal modes} \]  
(see SI Sect. X for details).
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I. QUANTUM ZERO-POINT MOTION EFFECTS

Quantum zero-point motion is known to smear out particle distributions and thereby to increase the particle density at barriers. Therefore in this section, we estimate the potential barrier height of a double-well potential for which the ground-state probability density develops a single minimum.

The one-dimensional stationary Schrödinger equation

\[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} \phi(x) = (U(x) - E)\phi(x) \]  
(S1)

is solved numerically for the quartic double-well potential

\[ U(x) = U_0 \left( \frac{d}{d_{TW}} \right)^2 - 1 \right)^2, \]  
(S2)

which is shown in fig. S1A to approximate the effective potential describing the excess proton distribution obtained from our ab initio molecular-dynamics (AIMD) simulations very well.

Figure S1. A Free-energy profiles \( U(d) \) for fixed \( R_{OO} \), extracted from constrained ab initio molecular-dynamics (AIMD) simulations of the \( \text{H}_3\text{O}_2^+ \) cation, are shown as colored lines. Fits according to eq. (S2) are shown as black dotted lines with fit parameters given in the legend. B Dependence of \( d_{TW}^* \) on \( U_0 \). Here a linear fit is shown as a black dashed line.

The equations are rescaled as

\[ \frac{\partial^2}{\partial \hat{x}^2} \phi(\hat{x}) = (\hat{U}(\hat{x}) - \hat{E})\phi(\hat{x}), \]  
(S3)

\[ \hat{V}(\hat{x}) = \hat{U}_0(\hat{x}^2 - 1)^2, \]  
(S4)

with \( \hat{x} = d/d_{TW}^* \), \( \hat{U}_0 = 2mU_0d_{TW}^*/\hbar^2 \) and \( \hat{E} = 2mE(2d_{TW}^*)^2/\hbar^2 \). Using the proton mass \( m = 1.7 \times 10^{-27} \text{kg} \), \( \hbar = 1.1 \times 10^{-34} \text{Js} \) and \( d_{TW}^* = 0.22 \text{Å} \) for the system with \( R_{OO} = 2.64 \text{Å} \), the rescaling factor for the energies is \( \hbar^2/(2md_{TW}^*E)^2 = 7.4 \times 10^{-21} \text{J} = 1.8 k_B T \) at 300 K. Note that this scaling factor implicitly depends on \( U_0 \) due to the dependence of \( d_{TW}^* \) on \( U_0 \) shown in fig. S1B.

Dimensionless ground state energies \( \hat{E} \) are numerically computed for \( \hat{U}_0 \in [1, 2] \) using bisection to find the eigenvalues of the dimensionless Schrödinger equation eq. (S3). The ground state energy \( \hat{E} \) shows approximately linear dependence on \( \hat{U}_0 \in [1, 2] \) (see green dots in fig. S2A). A minimum of the ground-state density is defined by a positive curvature at the origin, \( \frac{\partial^2}{\partial \hat{x}^2} \phi(\hat{x} = 0) > 0 \). From the Schrödinger equation eq. (S3) it becomes clear that the wave function of the ground state develops a minimum at the origin for \( \hat{E} < \hat{U}_0 \). It follows for the curvature of the probability density

\[ \frac{\partial^2}{\partial \hat{x}^2} \phi^2 = 2 \left( \left( \frac{\partial \phi}{\partial \hat{x}} \right)^2 + (\hat{U}(\hat{x}) - \hat{E})\phi^2 \right). \]  
(S5)
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Figure S2. 

A) Dimensionless ground state energy $\tilde{E}$ as a function of the barrier height $\tilde{U}_0$ (green dots). A linear fit according to $\tilde{E}(\tilde{U}_0) = 0.601\tilde{U}_0 + 0.542$ is shown as a black dashed line. The crossing between the ground-state energy $\tilde{E}$ and $\tilde{E} = \tilde{U}_0$ (red line) is marked as a vertical blue line at $\tilde{U}_c := \tilde{U}_0(\tilde{E} = \tilde{U}_0) = 1.36$. 

B) Curvature of the ground state probability density at the origin as a function of $\tilde{U}_0$. A linear fit according to $\frac{\partial^2 \phi^2}{\partial \tilde{x}^2}(\tilde{x} = 0) = 0.334\tilde{U}_0 - 0.455$ is shown as a black dashed line. The point where the curvature vanishes is marked as a vertical blue line, which is given by $\tilde{U}_c = 1.36$.

Figure S3. 

A) Ground state probability densities for $\tilde{U}_0 = 1$, $\tilde{U}_0 = \tilde{U}_c$ and $\tilde{U}_0 = 1.8$. 

B) Ground state probability densities around the origin. 

Since the ground state is symmetric around the origin this becomes at the origin

$$\frac{\partial^2 \phi^2}{\partial \tilde{x}^2} = 2(\tilde{U}_0 - \tilde{E})\phi^2. \quad (S6)$$

Fig. S2B shows the curvature at the origin $\frac{\partial^2 \phi^2}{\partial \tilde{x}^2}(\tilde{x} = 0)$ as a function of $\tilde{U}_0$ (green dots). A linear fit is used to determine the critical potential strength at which the curvature vanishes as $\tilde{U}_c = 1.36$. Fig. S3 shows a comparison of the ground state density distributions for $\tilde{U}_0 = \{1, \tilde{U}_c, 1.8\}$. 

From this analysis we conclude that when treating the excess proton quantum-mechanically, a minimum in the ground state probability density, reflecting the effect of the barrier, appears for barrier heights of the double-well potential

$$U_0 > \frac{\hbar^2}{2md_{TW}^2(U_0)} \tilde{U}_c k_BT, \quad (S7)$$

which holds for $U_0 > 2.5 k_BT$ as can be read off fig. S4. Therefore, using the naive assumption that a minimum in the probability density at the barrier top indicates the presence of an effective quantum-mechanical barrier, which is far from obvious, one could speculate that the presented results for the spectroscopic signatures of proton barrier-crossing are expected to survive quantum-mechanical zero-point motion effects for high enough potential barriers.
Figure S4. A minimum in the ground state probability density appears for \( \tilde{U}_c \) as a rearrangement of \( \text{eq. (S7)} \) with \( U_0 \) being the barrier height of the double-well potential, \( \tilde{U}_c = 1.36 \) taken from fig. S2B and \( d_{TW}(U_0) \) taken from the linear fit in fig. S1B.
II. SUMMARY OF PREVIOUS EXPERIMENTAL AND THEORETICAL STUDIES ON INFRARED SPECTRA OF THE H$_5$O$_2^+$ CATION

Figure S5. Collection of experimental (A) and theoretical (B) IR spectra of the H$_5$O$_2^+$ cation in the proton-transfer regime (colored lines), compared to the IR spectrum obtained from AIMD simulations in this study, shown in black. A The experimental spectra were recorded using multiple-photon-dissociation (IRPMD) spectroscopy [1, 2], predissociation (IRPD) spectroscopy in Argon [3] and Neon [4] and Fourier-transform IR (FTIR) spectroscopy of H$_5$O$_2^+$ cations solvated in acetonitrile [5]. B Theoretical spectra were obtained using AIMD simulations on the MP2/cc-pVTZ level [6], the multiconfiguration time-dependent Hartree (MCTDH) method [7], CPMD simulations using the BLYP functional [8], CPMD simulations using the BLYP functional [9], MD simulations on the CCSD(T) potential energy surface using MP2 dipole moment functions (based on [10]) [9], AIMD simulations on the BLYP-D3 TZV2P level [11], MD simulations using the multistate-empirical-valence-bond (MS-EVB) method [12], AIMD simulations on the DZVP-BLYP level [13], classical MD, centroid MD (CMD), as well as ring polymer MD simulations (RPMD, TRPMD) [14] on the CCSD(T) potential energy surface [10] and normal mode analysis on the 6-311++G(d,p)-B3LYP level performed on states obtained from a multistate-empirical-valence-bond (MS-EVB) MD simulation [15]. All theoretical results were obtained for a single H$_5$O$_2^+$ cation, except for [15], who computed the spectra from clusters of 16–18 water molecules and an excess-proton.

A collection of IR spectra of the H$_5$O$_2^+$ cation in the so-called proton-transfer regime, 600 cm$^{-1}$ to 1500 cm$^{-1}$, obtained from experiments is given in fig. S5A and from theoretical calculations in fig. S5B. The spectra are compared to the spectrum of the unconstrained H$_5$O$_2^+$ cation obtained from AIMD simulations in this study (black lines on top). The spectra vary greatly among different experimental studies in this regime, highlighting the subtle differences between experimental techniques and also pointing to a pronounced temperature dependence of the spectra. Fridgen et al. [2] say that “at this point, we are unable to determine the source of the discrepancy between the present infrared spectrum and that obtained by Asmis et al. [1]”. Sauer and Döbler [6] discuss “that differences between the IRMPD spectrum [1] and the IRPD spectrum [3] should be due to the different excitation mechanisms and/or different temperatures”. Hammer et al. [4] state “the IR profiles obtained in these two measurements [1, 2] were markedly different, perhaps reflecting the different ion sources used in the two experiments and/or the specific fluence characteristics of the laser sources”. Vendrell et al. [7] introduce the topic stating that “spectra could not be consistently assigned in terms of
fundamental frequencies and overtones of harmonic vibrational modes due to large amplitude anharmonic displacements and couplings of the cluster \([1, 2, 4, 16]\)^\(^\text{c}\) and conclude their study by pointing out that their “reported calculations are in excellent agreement to the experimental measurements of Refs. \([4, 16]\) on the predissociation spectrum of \(\text{H}_5\text{O}_2^+\text{-Ne.}\)”, which is the most widely accepted low-temperature spectrum to date. Furthermore, nuclear quantum effects were studied in detail by Rossi et al. \([14]\), who compared spectra from different ring polymer MD simulations, and Park et al. \([8]\) and Baer et al. \([11]\) successfully investigated the messenger-induced changes of spectra apparent in IRMPD techniques. The temperature dependence was analyzed by Park et al. \([8]\) and Kaledin et al. \([9]\) in Car-Parinello MD (CPMD) simulations, presented in fig. S6, and classical MD simulations on the CCSD(T) potential energy surface using MP2 dipole moment functions (based on \([10]\)), stating that “classical MD simulations at a temperature of \(30\) K qualitatively reproduce many of the key features in the experimental vibrational \([\text{Ar-}]\) predissociation”. More recent studies have focused on the \(\text{H}_5\text{O}_2^+\) cation in larger water clusters or in bulk water or other solvents and at room temperature \([5, 12, 13, 15, 17, 18]\). These studies identify remarkably broad IR features in the \(1000\) cm\(^{-1}\) to \(1200\) cm\(^{-1}\) regime, associated with “proton shuttling” \([17]\), the “proton-transfer mode (PTM)” \([5, 13, 15]\) or the “shared proton stretch” \([18]\).

The review of the published experimental and theoretical data shows that the data produced in this study is in qualitative agreement with previous results. However, especially in the region of \(800\) cm\(^{-1}\) to \(1200\) cm\(^{-1}\) associated with the proton-transfer motion, large temperature and system-dependent differences between the previously published results are observed and reflect the incomplete understanding of proton-transfer dynamics.
The normal modes are obtained as the Eigenvectors of the Hessian of the optimal structure in a chosen coordinate system, the Eigenvalues give the frequencies. The normal-mode analysis of the H$_5$O$_2^+$ systems was performed for energetically optimized structures using the same set of parameters as for the AIMD simulation. A projection of the Eigenvectors on the proton coordinate allows to obtain the relative magnitudes of the excess-proton spectra predicted from the normal-mode analysis. These are scaled to the magnitudes of the excess-proton spectra obtained directly from the AIMD simulations for various $R_{OO}$ and orientations in fig. S7. To improve the normal-mode spectra, line-broadening of the normal modes at finite temperature is modeled by damped harmonic oscillations (see SI section X). In the $yz$-plane the agreement is very good for all barrier heights indicating, that the method is well suited for modeling the excess-proton dynamics without a barrier. Along $x$ the normal mode spectra serve to explain the
major peaks of the spectra at high frequencies which will be identified as the normal-mode contributions. The broad low-frequency shoulder, which is related to the barrier-crossing effects, can obviously not be modeled using normal modes.

The system with $R_{OO} = 2.40 \, \text{Å}$ represents the global unconstrained minimum of the free-energy landscape, shown in fig. 1D in the main text, and can therefore be used to compare qualitatively to published data on the unconstrained $\text{H}_5\text{O}_2^{+}$ cation, as done in tab. S1 for the range $100 \, \text{cm}^{-1}$ to $2000 \, \text{cm}^{-1}$. The normal-modes can be grouped to rocking and wagging modes in the range $300 \, \text{cm}^{-1}$ to $600 \, \text{cm}^{-1}$, the water-water stretch at around $550 \, \text{cm}^{-1}$ to $650 \, \text{cm}^{-1}$, which is missing in the constrained case, the widely discussed proton-transfer mode along $x$, which varies greatly between $800 \, \text{cm}^{-1}$ to $1200 \, \text{cm}^{-1}$, a pair of modes between $1300 \, \text{cm}^{-1}$ to $1600 \, \text{cm}^{-1}$, associated with perpendicular excess-proton motion in the $yz$-plane, and the two water-bending modes at $1600 \, \text{cm}^{-1}$ to $1800 \, \text{cm}^{-1}$, for which the lower one shows excess-proton motion in the $yz$-plane (named in-phase or gerade) and the higher one shows excess-proton motion along $x$ (named out-of-phase or ungerade).

Illustrations of the normal modes in the range $100 \, \text{cm}^{-1}$ to $2000 \, \text{cm}^{-1}$ of $\text{H}_5\text{O}_2^{+}$ cations with various constrained $R_{OO}$ are shown in fig. S8, where the colored frames indicate similar normal modes for different values of $R_{OO}$. Fig. S9 summarizes the frequencies of the normal modes for all values of $R_{OO}$ and highlights the associated relative excess-proton-motion intensities either along $x$ or in the $yz$-plane. Most modes shift only weakly, including the wagging and rocking modes in the range $300 \, \text{cm}^{-1}$ to $600 \, \text{cm}^{-1}$ and the pair of modes between $1300 \, \text{cm}^{-1}$ to $1600 \, \text{cm}^{-1}$, associated with perpendicular excess-proton motion in the $yz$-plane. However, the proton-transfer mode ($1157 \, \text{cm}^{-1}$ for $R_{OO} = 2.40 \, \text{Å}$) strongly increases for values of $R_{OO} \geq 2.40 \, \text{Å}$, as shown previously by Wolke et al. [19] for the $\text{D}_5\text{O}_2^{+}$ cation, which possibly explains why the proton-transfer mode in bulk is suggested to reside at much higher wavenumbers compared to the gas-phase spectra [13]. The in-phase water bending mode shows no shifting but the out-of-phase water bending mode, associated with excess-proton motion along $x$, strongly shifts. Generally, modes associated with proton motion along $x$ are shown to be highly sensitive on the value of $R_{OO}$, while modes that are associated with proton motion in the $yz$-plane are not.
Table S1. Collection of previous identifications of normal modes in the H$_5$O$_2^+$ cation in the range 100 cm$^{-1}$ to 2000 cm$^{-1}$, compared to data obtained in this study with constrained $R_{OO} = 2.40$ Å in the first row. Bold fonts indicate significant motion of the excess proton (if reported).

| Method          | Mode          | Wavelength (cm$^{-1}$) | Other Parameters | Notes             |
|-----------------|---------------|------------------------|------------------|-------------------|
| BLYP-D3, TZV2P, $R_{OO} = 2.40$ Å | wagging, rocking | 320, 426, 456, 470 | p. trans. (x) | 1157              |
| MP2, aug-cc-pVTZ [6] | H$_2$O wag, H$_2$O rock | 392, 461, 532, 535 | sym. OHO str. | 627               |
| MP2, cc-pVTZ [6] |               | 367, 451, 522, 529 | OHO bend (y, z) | 884               |
| MP2, aug-cc-pVTZ (aug-O) [6] |             | 347, 456, 525, 532 |                 | 904               |
| CCSD(T), cc-pVTZ [6] |              | 350, 457, 531, 535 |                 | 956               |
| CSS-DFT, MP2, aug-cc-pVTZ [10] |            | 339, 471, 532, 554 |                 | 630               |
| BLYP, aug-cc-pVTZ [8] | OHO stretch | 808 |                 |                   |
| MCTDH [7] |               | 106, 108, 232, 294, 374, 422 | water-wat str. |                  |
|                 |               | 481, 915, 990, 943 |                 |                   |
| BLYP, aug-cc-pVTZ [8] |               | asym. OHO str. | 938 | OHO bend (y, z) | 1406, 1478 | HOH bend | 1648, 1702 |
| MP2, aug-cc-pVTZ [8] |               | 891 |                 | 1397, 1455       | 1619, 1678       | 1627, 1660 |
| BLYP-D3, TZV2P, AIMD [11] |               | 370, 431, 498, 514 | OOH stretch | 571 | p. trans. (y, z) | 971 | proton y, z | 1306, 1377 | water bend (y, z) | 1636, 1700 |
| MS-PB, EMA [12] |               | 358 |                 | 926 |                 | 1446 |                 | 1742 |
Figure S8. Illustrations of the normal modes of the H$_2$O$_2^+$ cation for various constrained $R_{OO}$, projected on the $xy$ and $xz$ planes. The colored frames guide the eye through the shifting of a respective normal mode through A-F.
Figure S9. Normal mode frequencies of the excess-proton dynamics in the H$_2$O$_2^+$ cation for various constrained ROO as shown in fig. S7. The shading indicates the relative amplitudes of the respective normal modes, normalized to the maximal amplitude for each value of ROO. The colors and grey dashed lines guide the eye through the shifting of a respective normal mode, as also shown in fig. S8.
IV. DECOMPOSITION OF THE H$_2$O$_2^+$ IR SPECTRA INTO EXCESS-PROTON AND WATER CONTRIBUTIONS

By using Wannier centers for charge localization, the total dipole moment of the simulation systems can be exactly decomposed into proton and water contributions $p_{tot}(t) = p_{H^+}(t) + p_{H_2O}(t)$. A comparison of the IR spectra of the total dipole moment $\tilde{\omega}_{tot}$ of the H$_2$O$_2^+$ cation for various constrained oxygen positions to the power spectra of only the excess proton $\tilde{\omega}_{H^+}$ and the power spectra of the dipole moments of the two flanking water molecules $\omega_{H_2O}$ is shown in fig. S10A-L in different directions. As discussed in SI section VII, the cross-correlation spectra $\omega_{H^+,H_2O}$ shown in red in fig. S10A-L are proportional to the cross-correlations of water-dipole-moment and excess-proton dynamics. Along $x$, the cross-correlation spectra of the six systems shown here, are nearly entirely positive as well as nearly proportional to the power spectrum of the proton itself, indicating constructive coupling of the proton motion to the water dipole moments along this axis, as previously shown [6]. An apparent exception to this is the rocking and wagging regime at 300 cm$^{-1}$ to 600 cm$^{-1}$ and the split OH-stretching mode at around 3500 cm$^{-1}$, which shows a strong negative cross-correlation spectrum in both $x$ direction and $yz$-plane. Adjacent to this band all systems show two weak OH-stretching vibrations along $x$, likely a Stark effect of the mean excess-proton field on the water dipole moments.

In the $yz$-plane the cross-correlation spectra are nearly entirely negative, indicating mainly out-of-phase motion of the excess-proton and the water dipole moments, producing generally weaker spectra in $yz$ compared to $x$.

It can be concluded that the IR spectrum of the H$_2$O$_2^+$ cation along the axis connecting the two water oxygens reflects the excess-proton dynamics. This justifies the IR signal to be used as a reporter of the excess-proton dynamics, as well as the focus on its dynamics.
V. COMPARISON OF CONSTRAINED AND UNCONSTRAINED DICHROIC IR SPECTRA OF THE H$_5$O$_2^+$ CATION

Figure S11. IR spectra of the H$_5$O$_2^+$ cation in different directions (A, D, G, J: along the x-axis connecting the two oxygens, B, E, H, K: along the yz-plane C, F, I, L: isotropic spectrum). A–I The colors correspond to systems with different fixed oxygen-oxygen separation $R_{OO}$, grey lines denote the unconstrained system. J–L Comparison of the IR spectra of the unconstrained system (grey lines) to a Boltzmann average (red lines) according to eq. (S8) of the spectra in A–I. The HOH-bending mode and OH-stretching mode of the water molecules are indicated in F and I. The short straight grey lines indicate the $\omega^2$-scaling associated with the low-frequency shoulder of the power spectra.

IR spectra of the unconstrained H$_5$O$_2^+$ cation and various systems with constrained $R_{OO}$ are shown in fig. S11 in different directions. The x-axis corresponds to the direction connecting the two oxygens, while the yz-plane is orthogonal to that axis, as illustrated in fig. 1A in the main text. Interestingly, the spectra in x-direction strongly depend on the value of the constrained oxygen separation $R_{OO}$ for frequencies lower than 2500 cm$^{-1}$ (figs. S11A, S11D, S11G and S11J). The HOH-bending mode is shifted to almost 2000 cm$^{-1}$ for $R_{OO} = 2.32$ Å (fig. S11A) and to slightly lower frequencies than the unconstrained system for $R_{OO} \geq 2.40$ Å (figs. S11D and S11G), whereas the frequency of the OH-stretching mode is not affected by fixing $R_{OO}$.

The various spectra for the yz-plane in figs. S11B, S11E, S11H and S11K are indistinguishable on the other hand.
The dominant features are the librations of the water molecules at 300 cm\(^{-1}\) and the OH-stretching mode at around 3500 cm\(^{-1}\). While the OH-stretching mode appears in both directions, the HOH-bending mode is mainly visible along the \(x\)-axis. Note that in the \(yz\)-plane the HOH-bending mode contributions of the outer hydrogens of each water molecule cancel out due to symmetric motion with respect to the \(x\)-axis. The isotropic spectra in figs. S11C, S11F, S11I and S11L depend on \(R_{OO}\) only in the regime 400 cm\(^{-1}\) to 1700 cm\(^{-1}\) since for lower frequencies, between 10 cm\(^{-1}\) to 400 cm\(^{-1}\), the \(yz\)-contributions to the isotropic spectrum are dominant. In particular, this motivates the analysis of dynamics along \(x\)-direction, which shows the dominant contribution to the isotropic spectrum except for very low frequencies.

Interestingly, the spectra of the unconstrained systems are well recovered by a Boltzmann average of the spectra of the systems with fixed \(R_{OO}\) according to

\[
\omega \tilde{\chi}'' (\omega) <_{R_{OO}} = \frac{\sum_i \omega \tilde{\chi}''(\omega)_{R_{OO}} e^{-U(R_{OO})/k_B T}}{\sum_i e^{-U(R_{OO})/k_B T}},
\]

(S8)

using the free energy along \(R_{OO}\) of the unconstrained system, \(U(R_{OO})\), shown in fig. 1D in the main text. As shown in figs. S11J, fig. S11K and fig. S11L, the agreement is very good along all directions, which indicates a sufficient dynamic decoupling of the slow oxygen coordinate \(R_{OO}\) from the proton coordinate \(d\) with respect to IR spectra and allows observations for the constrained systems to be generalized to the unconstrained system.

VI. RECROSSING TRANSFER PATHS OF THE EXCESS-PROTON IN THE \(\text{H}_3\text{O}_2^+\) CATION

After crossing the barrier once, the excess proton often immediately recrosses the barrier. In order to quantify this effect, the transfer paths are grouped into transfer events. A transfer event is defined by subsequently occurring transfer paths without recrossing of the same minimum and is sorted by the number of these crossings. An example for this definition is given in fig. S12A. The normalized distribution of the transfer events by the number of recrossings, in the following called the recrossing-number distribution \(p_{RN}(n)\), is given in fig. S12B. For low barriers up to 40 subsequent recrossings are observed. For higher barriers the distribution is shifted to lower numbers of recrossings. Nevertheless, for all barrier heights a significant fraction of transfer events consist of multiple recrossings, \(\sum_{n=1}^{\infty} p_{RN}(n) = 0.47\) for \(R_{OO} = 2.56\ \text{Å}, 0.32\) for \(R_{OO} = 2.64\ \text{Å}, 0.14\) for \(R_{OO} = 2.72\ \text{Å}\). The mean number of recrossings is \(\sum_{n=0}^{\infty} n p_{RN}(n) = 1.84\) for \(R_{OO} = 2.56\ \text{Å}, 0.70\) for \(R_{OO} = 2.64\ \text{Å} and 0.41\) for \(R_{OO} = 2.72\ \text{Å}.

Figure S12. A Example trajectory of the excess-proton coordinate \(d(t)\) in the \(\text{H}_3\text{O}_2^+\) cation with constrained \(R_{OO} = 2.64\ \text{Å},\) showing nine transfer paths between the minima of the free energy denoted as grey dotted lines. The first three transfer paths belong to a single transfer event (with two recrossings). The subsequent two transfer paths also belong to a single transfer event (with one recrossing). The remaining four transfer paths are all defined to not be recrossing. It follows \(p_{RN}(0) = 4/6, p_{RN}(1) = 1/6\) and \(p_{RN}(2) = 1/6\). B Recrossing-number probability distributions \(p_{RN}(n)\) normalized such that \(\sum_{n=0}^{\infty} p_{RN}(n) = 1\), for different \(R_{OO}\).
VII. IR POWER SPECTRA FROM LINEAR-RESPONSE THEORY

Assuming linear response of an observable \( x(t) \) with respect to a force that couples to an observable \( y(t) \), the response function \( \chi_{xy}(t) \) is related to the correlation function \( C_{xy}(t') = \langle x(t + t')y(t) \rangle \)

\[
\chi_{xy}(t) = -\frac{1}{k_B T} \Theta(t) \frac{d}{dt} C_{xy}(t),
\]  
(S9)

where \( k_B T \) is the thermal energy. Realizing that \( \chi(t) \) is single-sided, the Fourier transform is calculated as

\[
\tilde{\chi}_{xy}(\omega) = -\frac{1}{k_B T} \int_0^\infty dt \ e^{i\omega t} \frac{d}{dt} C_{xy}(t)
= -\frac{1}{k_B T} \left( C_{xy}(0) - i\omega \int_0^\infty dt \ e^{i\omega t} C_{xy}(t) \right)
= -\frac{1}{k_B T} \left( C_{xy}(0) - i\omega \tilde{C}_{xy}^+(\omega) \right),
\]  
(S10)

where the superscript \(^+\) denotes a single-sided Fourier transform. In case of \( x = y \), \( C_{xx}(t) \) is an autocorrelation function, which is real and symmetric, therefore it follows for the imaginary part of the response function in Fourier space

\[
\tilde{\chi}''_{xx}(\omega) = \frac{1}{k_B T} \frac{\omega}{2} \text{Re}(\tilde{C}_{xx}^+(\omega))
= \frac{1}{k_B T} \frac{\omega}{2} \tilde{C}_{xx}(\omega).
\]  
(S11)

When computing the power spectra of a stochastic process \( x(t) \), limited to the time domain \([0, L_t]\), the Wiener-Kintchine theorem, eq. (S64) in section XVI, can be used to express \( \tilde{C}_{xx}(\omega) \) in terms of \( \tilde{x}(\omega) \), turning eq. (S12) into

\[
\tilde{\chi}''_{xx}(\omega) = \frac{\omega}{2k_B T L_t} |\tilde{x}(\omega)|^2.
\]  
(S13)

In case of \( x(t) \) being the polarization \( p(t) \) of the system, which is coupled to an external electric field \( E(t) \), the dimensionless dielectric susceptibility \( \chi(t) \) is given by

\[
\tilde{\chi}(\omega) = \frac{1}{\epsilon_0 V} \langle \tilde{x} \tilde{p} \rangle(\omega),
\]  
(S14)

where \( \epsilon_0 \) is the vacuum permittivity, \( V \) is the system volume and an average is performed over the \( l \) dimensions of \( p \).

VIII. SPECTRAL CROSS CONTRIBUTIONS OF EXCESS-PROTON DYNAMICS IN THE H\(_2\)O\(_4^+\) CATION

A decomposition of a trajectory \( x(t) \) into two parts \( x(t) = x_1(t) + x_2(t) \) gives rise to three contributions in the total power spectrum

\[
\omega \tilde{\chi}_{xx}''(\omega) = \frac{\omega^2}{2k_B T} \left[ \tilde{C}_1(\omega) + \tilde{C}_2(\omega) + 2\tilde{C}_{1,2}(\omega) \right]
= \omega \left[ \tilde{\chi}''_1(\omega) + \tilde{\chi}''_2(\omega) + \tilde{\chi}''_{1,2}(\omega) \right],
\]  
(S15)

where the cross-correlation contribution \( \tilde{\chi}''_{1,2}(\omega) \) is defined such that it equals the difference spectrum

\[
\tilde{\chi}''_{\text{diff}}(\omega) = \tilde{\chi}''_1(\omega) - \tilde{\chi}''_2(\omega) = \tilde{\chi}''_{1,2}(\omega)
= \frac{\omega}{k_B T} \tilde{C}_{1,2}(\omega).
\]  
(S16)

A positive cross-correlation spectrum hints to in-phase motion, a negative cross-correlation spectrum to out-of-phase motion of \( x_1(t + t') \) and \( x_2(t) \) at a given frequency. Therefore the decomposition of the excess-proton dynamics in the time domain according to \( d(t) = d_{TW}(t) + d_{TP}(t) + d_{NM}(t) \) into a transfer-waiting \( d_{TW}(t) \), a transfer-path \( d_{TP}(t) \) and a normal-mode contribution \( d_{NM}(t) \) as introduced in fig. 2, in the main text, produces spectral cross-contributions. The spectral contributions \( \omega \tilde{\chi}''_{\text{TW,NM}}, \omega \tilde{\chi}''_{\text{TP,TW}} \) and \( \omega \tilde{\chi}''_{\text{NM,TW}} \) as well as the spectral cross contributions \( \omega \tilde{\chi}''_{\text{TW,NM}}, \omega \tilde{\chi}''_{\text{TP,TW}} \) and \( \omega \tilde{\chi}''_{\text{NM,TW}} \) resulting from this decomposition are shown in fig. S13.
where \( p_{xy}(t) \) denotes the probability to be at \( d(t) = y \) when starting at \( d(0) = x \). In the long-time limit each state has equal probability. The autocorrelation function, \( C(t) = \langle d(t)|d(0)\rangle \), is therefore given as

\[
\langle d(t)|d(0)\rangle = \frac{1}{2} \left( \langle d(t)|d(0)=0 \rangle + D \langle d(t)|d(0)=D \rangle \right) \tag{S19}
\]

\[
= \frac{D^2}{2} p_{DD}(t). \tag{S20}
\]

In order to express the probability \( p_{DD}(t) \) in terms of the first-passage-time distribution \( p_{TW}(t) \) and survival probability \( q_{TW}(t) \), all possible jumps within time \( t \) have to be considered, as illustrated in fig. S14

\[
p_{DD}(t) = \int_0^\infty dt_D q_{TW}(t_D) \sum_{N=0}^\infty \prod_{j=1}^N \int_0^\infty dt_j^D p_{TW}(t_j^D) \int_0^\infty dt_0^D p_{TW}(t_0^D) \delta \left[ t - t_D - \sum_{j=1}^N (t_j^D + t_0^D) \right]. \tag{S21}
\]
Figure S14. Schematic of a binary jump process $d(t)$ with jumps separated by residence times $t_{0j}^0$ and $t_{Dj}^D$ following the notation considered in eq.(S21). A doublewell potential, $U(d)$, is shown to highlight the relation of the binary jump process to the barrier-crossing dynamics.

Since $p_{TW}(t)$ and $q_{TW}(t)$ are single-sided, a single-sided Fourier transform is performed,

$$ \tilde{p}_{DD}(\omega) = \int_0^\infty dt e^{i\omega t} \int_0^\infty dt D q_{TW}(t_D) \sum_{N=0}^\infty \prod_{j=1}^N \int_0^\infty dt_j^D p_{TW}(t_j^D) $$

$$ = \int_0^\infty dt_D q_{TW}(t_D) \sum_{N=0}^\infty \prod_{j=1}^N \int_0^\infty dt_j^D p_{TW}(t_j^D) $$

$$ = \tilde{q}_{TW}(\omega) \sum_{N=0}^\infty \tilde{p}_{TW}(\omega)^{2N} $$

$$ = \frac{\tilde{q}_{TW}(\omega)}{1 - \tilde{p}_{TW}(\omega)^2}, $$

and it follows for the single-sided Fourier transformed autocorrelation

$$ \tilde{C}^+(\omega) = \frac{D^2}{2} \frac{\tilde{q}_{TW}(\omega)}{1 - \tilde{p}_{TW}(\omega)^2}. $$

From eqs. (S10) and (S26) we obtain our expression for the response function of the binary jump process

$$ \tilde{\chi}_{DD}(\omega) = -\frac{D^2}{2k_BT} \left[ 1 - \frac{i\omega \tilde{q}_{TW}(\omega)}{1 - \tilde{p}_{TW}(\omega)^2} \right]. $$

In case of the jumping variable $d(t)$ being a polarization with polarization jump $2qd_{TW}^*$, where $q$ is the charge, the dielectric susceptibility of the binary polarization jump process reads

$$ \tilde{\chi}(\omega) = -\frac{2q^2d_{TW}^*}{V\epsilon_0k_BT} \left[ 1 - \frac{i\omega \tilde{q}_{TW}(\omega)}{1 - \tilde{p}_{TW}(\omega)^2} \right], $$

and eventually its power spectrum, proportional to the imaginary part of the dielectric susceptibility, is obtained as

$$ \omega \tilde{\chi}''(\omega) = \frac{2q^2d_{TW}^*}{V\epsilon_0k_BT} \text{Re} \left( \frac{\omega^2 \tilde{q}_{TW}(\omega)}{1 - \tilde{p}_{TW}(\omega)^2} \right). $$
X. POWER SPECTRUM OF THE DAMPED HARMONIC OSCILLATOR

The absorbed power \( \omega \tilde{\chi}''(\omega) \) of the damped harmonic oscillator described by the differential equation

\[
m\ddot{x}(t) = -\gamma \dot{x}(t) - kx(t) + F_{\text{ext}}(t),
\]  

(S30)

is computed from the linear response in Fourier space

\[
\tilde{\chi}_{xx}(\omega) = \frac{\tilde{x}(\omega)}{\tilde{F}_{\text{ext}}(\omega)} = (k - m\omega^2 - i\gamma\omega)^{-1}
\]  

(S31)

\[
= \frac{k - m\omega^2 + i\gamma\omega}{(k - m\omega^2)^2 + \gamma^2 \omega^2},
\]  

(S32)

\[
= \frac{\gamma\omega^2}{(k - m\omega^2)^2 + \gamma^2 \omega^2},
\]  

(S33)

where \( \tilde{x}(\omega) \) is the oscillating variable, \( m \) the mass, \( \gamma \) the friction coefficient, \( k \) the spring constant of the harmonic potential and \( \tilde{F}_{\text{ext}}(\omega) \) an external force. For the power spectrum follows

\[
\omega \tilde{\chi}''(\omega) = \frac{\gamma \omega^2}{(k - m\omega^2)^2 + \gamma^2 \omega^2},
\]  

(S34)

which by introducing the time scales \( \tau = 2\gamma/k \), \( \tau_m = \sqrt{m/k} \) and length scale \( D \) with \( D^2 = k_B T/k \) converts to

\[
\omega \tilde{\chi}''_{xx}(\omega) = \frac{2D^2}{k_B T} \frac{\tau \omega^2}{4(1 - \tau_m^2 \omega^2)^2 + \tau^2 \omega^2},
\]  

(S35)

In case of the oscillating variable \( x(t) \) being a polarization with polarization jump \( qD \), where \( q \) is the charge, the dielectric susceptibility reads

\[
\omega \tilde{\chi}''(\omega) = \frac{2q^2 D^2}{V\epsilon_0 k_B T} \frac{\tau \omega^2}{4(1 - \tau_m^2 \omega^2)^2 + \tau^2 \omega^2}.
\]  

(S36)

In spectroscopy this is known as a Lorentz band shape, which in the overdamped case, \( \tau_m \to 0 \), reads

\[
\omega \tilde{\chi}''(\omega) = \frac{2q^2 D^2}{V\epsilon_0 k_B T} \frac{\tau \omega^2}{4 + \tau^2 \omega^2},
\]  

(S37)

known as the Debye band shape [20].
XI. TRANSFER-PATH SHAPE

Kim and Netz [21] derived the transfer-path-time shape \( t(d_{TP}) \) over a harmonic barrier by an exact calculation, valid for arbitrary barrier height, as

\[
t(d_{TP}) = \tau - \frac{2\gamma d_{TW}^2}{k_BTU} \int_{\sqrt{U}}^{\infty} \frac{\text{erf}(\sqrt{U}d_{TP}/d_{TW}^*) - \text{erf}(\sqrt{U})}{\text{erf}(\sqrt{U}(d_{TP}/d_{TW}^* - 1)) - \text{erf}(\sqrt{U})} \text{d}y 
\]

where \( D_+(y) = e^{-y^2} \int_0^y dt \ e^{t^2} \) is the Dawson integral function, \( \gamma \) is the friction constant, \( U = U_0/k_BT \) is the dimensionless barrier height, \( d_{TW}^* \) a length scale and \( \tau \) a time scale. Note that the shape function is given by time \( t \) as a function of position \( d \). The second term in eq. (S38) vanishes for \( d_{TP} = 2d_{TW}^* \) and reduces to \( -\tau \) for \( d_{TP} = 0 \) and therefore \( t(d_{TP} = 0) = 0 \) and \( t(d_{TP} = 2d_{TW}^*) = \tau \). For a variable \( s = y/\sqrt{U} \), eq. (S38) is rewritten as

\[
t(d_{TP}) = \tau - \frac{2\gamma d_{TW}^2}{k_BTU} \int_1^{d_{TP}/d_{TW}^*-1} \frac{\text{erf}(\sqrt{U}s) - \text{erf}(\sqrt{U})}{\text{erf}(\sqrt{U}(d_{TP}/d_{TW}^* - 1)) - \text{erf}(\sqrt{U})} \text{d}s D_+(\sqrt{U}s),
\]

For large \( U \gg 1 \) and \( d_{TW}^* < d_{TP} < 2d_{TW}^* \), eq. (S39) has an asymptotic expression

\[
t(d_{TP}) \approx \tau + \frac{\gamma d_{TW}^2}{k_BT} \int_{d_{TP}/d_{TW}^* - 1}^{d_{TW}^*/d_{TW}^*} \frac{D_+(\sqrt{U}t)}{\sqrt{U}} \text{d}t = \tau + \frac{\gamma d_{TW}^2}{2k_BTU} \ln(d_{TP}/d_{TW}^* - 1),
\]

where we use \( D_+(\sqrt{U}t)/\sqrt{U} \approx 1/(2Us) \).

Therefore, further using the symmetric nature of \( t(d_{TP}) \) in the limit \( U \to \infty \), we obtain the asymptotic expression for \( t(d_{TP}) \) as

\[
t(d_{TP}) = \begin{cases} 
-\frac{\gamma d_{TW}^2}{2k_BTU} \ln(1 - d_{TP}/d_{TW}^*), & \text{for } 0 < d_{TP} < d_{TW}^* \\
\tau + \frac{\gamma d_{TW}^2}{2k_BTU} \ln(d_{TP}/d_{TW}^* - 1), & \text{for } d_{TW}^* < d_{TP} < 2d_{TW}^*.
\end{cases}
\]

It is straightforward to solve eq. (S41) for \( d_{TP} \), yielding

\[
d_{TP}(t) = \begin{cases} 
-d_{TW}^* \left[ e^{-\frac{2k_BTU}{d_{TW}^*}t} - 1 \right] , & \text{for } 0 < t < \tau/2 \\
-d_{TW}^* \left[ e^{-\frac{2k_BTU}{d_{TW}^*}t} + 1 \right] , & \text{for } \tau/2 < t < \tau.
\end{cases}
\]

Using the curvature parameter \( \kappa = \gamma d_{TW}^2/(2k_BTU) \), and shifting the variables \( t \to t + \tau/2 \) and \( d_{TP} \to d_{TP}^* \) to fulfil \( d_{TP}(t = 0) = 0 \), we arrive at the leading order expression as the sum of the above two

\[
d_{TP}(t) = d_{TW}^* \left[ e^{-\frac{\kappa}{2} t} - e^{-\frac{\kappa}{2} t^2} \right] = d_{TW}^* \left[ e^{t/\kappa} - e^{-t/\kappa} \right] / e^{\frac{t}{2\tau}}.
\]

This expression is easily compared to the transfer-path shape (in the presence of a harmonic potential) derived from the path-integral approach (equivalent to eq. 3 in the main text) [22, 23]

\[
d_{TP}(t) = d_{TW}^* \left[ e^{t/\kappa} - e^{-t/\kappa} \right] / \mathcal{N},
\]

with a slightly different normalization factor \( \mathcal{N} = e^{\frac{t}{\kappa}} - e^{-\frac{t}{\kappa}} \). Note that the difference vanishes in the high-barrier limit \( U \to \infty \), i.e. \( \kappa \to 0 \), in which limit eq. (S43) derived from reference [21] becomes equivalent to eq. (S44) derived from the path-integral approach.
XII. SPECTRAL SIGNATURES OF TRANSFER PATHS

The IR spectral signature of transfer paths is derived by modeling the Fourier-transformed transfer-path contribution \( d_{TP}(\omega) \) based on the transfer-path time \( \tau_{TP} \) and the recrossing-number probability distribution \( p_{RN}(n) \).

Recall that the power spectrum \( \omega X''(\omega) \) of a stochastic process \( x(t) \) limited to the time domain \([0, L]_t\) is computed from the Fourier-transformed expressions \( \tilde{x}(\omega) \) as presented in section VII. In the following an expression for \( d_{TP}(\omega) \) is derived, based on the model for \( d_{TP}(t) \) illustrated in fig. S15A. The mean transfer path is expected to repeat on average with period \( \tau_{TW} \). The model is therefore constrained to \([0, \tau_{TW}] \) and using eq. (S13) the IR power spectrum of the transfer-path contribution can then be written as

\[
\omega X''_{TP}(\omega) = \frac{q^2}{V\epsilon_0 k_B T \tau_{TW}} d_{TP}(\omega) \tilde{d}_{TP}(\omega).
\]

(S45)

\( d_{TP}(t) \) is modeled by a single mean transfer path with shape \( \tilde{d}_{TP}^0(t) \) that is followed by a subsequent number of recrossing transfer paths, according to the recrossing-number probability distribution \( p_{RN}(n) \)

\[
d_{TP}(t) = \sum_{n=0}^{\infty} p_{RN}(n) \sum_{m=0}^{n} (-1)^m \tilde{d}_{TP}^0(t - m\tau_{TP}),
\]

(S46)

where the factor \((-1)^m\) accounts for the alternation of recrossing transfer paths that are going up and down. A Fourier transform with respect to \( t \) turns the previous eq. (S46) into

\[
\tilde{d}_{TP}(\omega) = \sum_{n=0}^{\infty} p_{RN}(n) \sum_{m=0}^{n} (-1)^m \int_{-\infty}^{\infty} dt e^{i\omega t} \tilde{d}_{TP}^0(t - m\tau_{TP})
\]

\[
= \tilde{d}_{TP}^0(\omega) \sum_{n=0}^{\infty} p_{RN}(n) \sum_{m=0}^{n} (-1)^m e^{-i\omega m \tau_{TP}}.
\]

(S47)

An expression for the mean transfer-path shape \( \tilde{d}_{TP}^0(t) \) is obtained by regarding the ensembles of rescaled transfer paths, which are shown in fig. S16 for various \( R_{GO} \), along with the mean transfer paths, obtained from space-averaging the ensembles of rescaled transfer paths at each rescaled time between between the respective turning points of the trajectory. The mean value at the turning points defines the length scale \( \tilde{d}_{TP} \). The single mean transfer path \( \tilde{d}_{TP}^0(t) \) reaching between the turning points is then modeled by a truncated straight line

\[
d_{TP}^0(t) = 2d_{TP}^* t \frac{\theta(t) - \theta(t - \tau_{TP})}{\tau_{TP}}.
\]

(S48)

with the Fourier transform

\[
\tilde{d}_{TP}^0(\omega) = d_{TP}^* \frac{e^{i\omega \tau_{TP}} (2 - i\omega \tau_{TP}) - 2 - i\omega \tau_{TP}}{\omega^2 \tau_{TP}}.
\]

(S49)

The time scale \( \tau_{TP} \) in eq. (S47) is estimated directly from the simulation data, using the distributions, shown in fig. S15B–D. The distributions of transfer-path times considering only multiple transfers in fig. S15B–D are sharply peaked at roughly the same value for all systems \( \tau_{TP} = 0.023 \) ps.

To account for subsequent recrossings, the expression eq. (S47) is evaluated for an exponential decay of the recrossing-number probability distribution, \( p_{RN}(n) = (1 - e^{-\alpha}) e^{-\alpha n} \), with decay parameter \( \alpha \) and shown in fig. S17 for the given systems. Using this fit function the final expression for the transfer-path spectral contribution evaluates to

\[
\omega X''_{TP}(\omega) = \frac{2d_{TP}^* q^2 e^{\alpha} (\omega \tau_{TP} \cos \left( \frac{\omega \tau_{TP}}{2} \right) - 2 \sin \left( \frac{\omega \tau_{TP}}{2} \right))^2}{V\epsilon_0 k_B T \tau_{TW} \omega^2 \tau_{TP}^2 (\cos(\alpha) + \cos(\omega \tau_{TP}))}.
\]

(S50)

An approximate expression for eq. (S50) is derived by factorizing \( \omega X''_{TP}(\omega) \) into the recrossing contribution \( X_{rec}(\omega, \alpha, \tau_{TP}) \) and the shape contribution \( |\tilde{d}_{TP}^0(\omega, \tau_{TP})|^2 \)

\[
|\tilde{d}_{TP}^0(\omega, \tau_{TP})|^2 = d_{TP}^* \frac{4 \omega \tau_{TP} \cos \left( \frac{\omega \tau_{TP}}{2} \right) - 2 \sin \left( \frac{\omega \tau_{TP}}{2} \right))^2}{\omega^4 \tau_{TP}^2},
\]

(S51)

\[
X_{rec}(\omega, \alpha, \tau_{TP}) = \frac{e^{\alpha} \cos(\alpha) + \cos(\omega \tau_{TP})}{2},
\]

(S52)

\[
\omega X''_{TP}(\omega) = \frac{q^2 \omega^2}{V\epsilon_0 k_B T \tau_{TW}} X_{rec}(\omega, \alpha, \tau_{TP})|\tilde{d}_{TP}^0(\omega, \tau_{TP})|^2.\]

(S53)
Figure S15. A Model for the transfer-path trajectory $d_{TP}(t)$ with length $\tau_{TW}$. In this example the initial transfer path $d_{TP}^0(t)$ with duration $\tau_{TP}$ is centered around $t = 0$ and followed by $N = 2$ recrossing transfer paths, where $N$ is drawn from the recrossing-number probability distribution $p_R(N)$. The recrossing transfer path are alternating and shifted relative to each other by the recrossing time $\tau_{RT} \approx \tau_{TP}$. B–D Transfer-path-time probability distributions measured between the turning points ($p_{TP}(t)$, B–D), between the minima of the free-energy landscape, ($p_{wTP}(t)$, E) and recrossing-time distributions measured between recrossing of $d = 0$ ($p_{RT}(t)$, F). The distributions (data points) are fitted to $p_{TP}(t) = t^{\beta - 1} / (\beta - 1)! (\beta)^\beta e^{-\beta t/\tau}$ (solid, broken or dotted lines). Note that only the red curves in B–D are considered in the calculation of the TP spectral signature.
Figure S16. Ensembles of transfer paths sampled from the trajectories of the excess proton in the H$_5$O$_2^+$ cation for different constrained oxygen distances $R_{OO}$ (A: $R_{OO} = 2.56$ Å, B: $R_{OO} = 2.64$ Å, C: $R_{OO} = 2.72$ Å), scaled to their individual transfer-path times $t_{TP}$ between the respective turning points. The blue dashed lines indicate the mean initial and final values, which are used to estimate the parameter $d^*_T$, the mean transfer-path distance along $d$. The horizontal black dashed lines indicate the minima of the free energy, which are used to estimate the parameter $d^*_T$. Mean transfer paths between the minima of the free energy (colored lines) are fitted using eq. (3). The fits are shown as red dotted lines. Fit parameters are given in the legend.

Figure S17. Recrossing-number probability distributions $p_{RN}(n)$ for different constrained oxygen distances $R_{OO}$ (A: $R_{OO} = 2.56$ Å, B: $R_{OO} = 2.64$ Å, C: $R_{OO} = 2.72$ Å), normalized to $\sum_{n=0}^{\infty} p_{RN} = 1$ and fits according to $p_{RN}(n) = (1 - e^{-\alpha}) e^{-\alpha n}$. The grey shaded areas show the variation of $\alpha \pm 20\%$

The relevant maximum of $X_{rec}(\omega, \alpha, \tau_{TP})$ resides at $\omega = \pi/\tau_{TP}$, which minimizes the denominator in eq.(S52). A Taylor expansion of the cos function in eq.(S52) to second order in $\omega$ around $\pi/\tau_{TP}$ leads to

$$ X_{rec}(\omega, \alpha, \tau_{TP}) = \frac{e^{\alpha}}{2 \cosh(\alpha) - 2 + (\omega \tau_{TP} - \pi)^2}. \quad (S54) $$

Furthermore the shape contribution $|\tilde{d}_T^{\omega}(\omega, \tau_{TP})|^2$ can be estimated around $\omega = \pi/\tau_{TP}$ by the following expression, which is in good agreement with the local series expansion

$$ |\tilde{d}_T^{\omega}(\omega, \tau_{TP})|^2 = d_{TP}^\omega \frac{2}{\pi^4 (\omega \tau_{TP} + \pi)^2} \frac{64 \omega^2 \tau_{TP}^4}{\pi^4}, \quad (S55) $$

$$ \omega \tilde{\chi}_T^\omega(\omega) = d_{TP}^\omega \frac{q^2}{V \epsilon_0 k_B T \tau_{TW}} \frac{64 e^{\alpha} \omega^4 \tau_{TP}^4}{\pi^4 (\omega \tau_{TP} + \pi)^2 (2 \cosh(\alpha) - 2 + (\omega \tau_{TP} - \pi)^2)}. \quad (S56) $$

Note that eq. (S56) is a multiplication of a function of Debye-shape type with the shoulder frequency at $\omega = \pi/\tau_{TP}$, stemming from the shape contribution eq. (S55) and a function of Lorentz-shape type with the resonant frequency at $\omega = \pi/\tau_{TP}$, stemming from the recrossing contribution eq. (S54).

If the transfer-path shape $d_{TP}(t)$ is alternatively modeled by a truncated cosine wave with period $2\tau_{TP}$

$$ d_{TP, \cos}(t) = d_{TP} \cos \left( \frac{\pi t}{\tau_{TP}} \right) (\theta(t) - \theta(t - \tau_{TP})), \quad (S57) $$

with the Fourier transform

$$ d_{TP, \cos}(\omega) = -d_{TP} \frac{i \omega \tau_{TP}^2 (1 + e^{i \omega \tau_{TP}})}{\omega^2 \tau_{TP}^2 - \pi^2}, \quad (S58) $$

a slightly different result is obtained.
Figure S18. Models for the transfer-path spectral contribution given by eq. (S50) for the linear transfer-path shape (A) and eq. (S59) for the cosine transfer-path shape (B). The approximations are given by eqs. (S56) and (S60) and are shown as black dashed lines in A and B. The grey shaded areas show the variation of $\alpha \pm 20\%$.

The final expression

$$
\tilde{\omega} \tilde{\chi}''_{TP,\cos}(\omega) = \frac{d_{TP}^2 q^2}{V \epsilon_0 k_B T \tau_{TW}} \frac{e^{\alpha} \omega^4 \tau_{TP}^4 \left( \cos(\omega \tau_{TP}) + 1 \right)}{\left( \pi^2 - \omega^2 \tau_{TP}^2 \right)^2 \left( \cosh(\alpha) + \cos(\omega \tau_{TP}) \right)}, \tag{S59}
$$

is Taylor-approximated as above to give

$$
\tilde{\omega} \tilde{\chi}''_{TP,\cos}(\omega) = \frac{d_{TP}^2 q^2}{V \epsilon_0 k_B T \tau_{TW}} \frac{e^{\alpha} \omega^4 \tau_{TP}^4}{\left( \omega \tau_{TP} + \pi \right)^2 \left( 2 \cosh(\alpha) - 2 + (\omega \tau_{TP} - \pi)^2 \right)}, \tag{S60}
$$

which are both shown in fig. S18B. In fact both approximate equations differ only by a factor of $64/\pi^4 \approx 2/3$. The linear shape was chosen for the presentation in the main text because of the good qualitative agreement of the mean TP shape in fig. S16 and quantitative agreement of the spectral shape in fig. S18A.
XIII. IR SPECTRAL DECOMPOSITION OF THE EXCESS-PROTON DYNAMICS IN THE CONSTRAINED \( \text{H}_3\text{O}_2^+ \) CATION

Spectral decompositions of the excess-proton dynamics in the \( \text{H}_3\text{O}_2^+ \) cation for different constrained \( R_{OO} \) are shown in fig. S19. Theoretical spectra are shown for the barrier-crossing model derived in section IX (respective eq. (1) in the main text) and the transfer-path model derived in section XII (respective eq. (5) in the main text), using the distance between the minima of the free energy in fig. 4B in the main text and fits applied to the distributions in fig. 4C in the main text and in section XII.

![Figure S19](image_url)

Figure S19. Spectral decomposition of the excess-proton dynamics in the \( \text{H}_3\text{O}_2^+ \) cation for different constrained \( R_{OO} \) (A: \( R_{OO} = 2.56 \text{Å} \), B: \( R_{OO} = 2.72 \text{Å} \)) in analogy to the results in fig. 2B in the main text (colored lines). Theoretical spectra for the models discussed in the previous sections are shown as grey broken lines.

XIV. IR SPECTRA OF THE DEUTERATED \( \text{H}_3\text{O}_2^+ \) CATION

In order to test isotope effects, simulations were performed with the excess proton replaced by an excess deuteron. The resulting IR spectra for various \( R_{OO} \) and directions are shown in fig. S20 and compared to the excess-proton data. The regime between 400 cm\(^{-1}\) to 2000 cm\(^{-1}\) shows various shifts to lower frequencies and also splittings. This H/D isotope effect is expected since this region is linked to the excess-proton motion. As expected, the OH-stretching vibrations are not effected. These vibrations are associated with the flanking water molecules, that are not deuterated. Fig. S21 compares the H/D isotope effect for the decomposed spectra. In contrast to the normal-modes involving the excess-proton as well as the transfer-path signature, which are all shifted by deuteration, the low-frequency transfer-waiting shoulder does not shift.
As discussed in the previous section, no isotope effect is found for the low-frequency transfer-waiting shoulder of the IR spectrum, i.e. the mean transfer-waiting time $\tau_{TW}$ does not depend on the mass of the reaction coordinate, but solely on friction constant $\gamma$. This is expected to be the same for the system with either an excess proton or an excess deuteron. The determination of the friction constant $\gamma$ is not straight-forward. In fig. S22 the mean transfer-waiting times $\tau_{TW}$ measured from the simulations are compared to the heuristic formula [24]

$$\tau_{TW} = e^{\frac{U_0}{k_B T}} \left[ \frac{m k_B T}{\gamma U_0} + \frac{\pi}{2\sqrt{2}} \frac{\gamma d_{TW}^2}{U_0} + 2 \sqrt{\frac{md_{TW}^2}{U_0}} \right].$$

(S61)

Since the mass $m$, barrier height $U_0$ and widths of the barrier $2d_{TW}$ are known (given in fig. S22), estimates for the friction constant $\gamma$ are obtained by comparing the simulation data to the heuristic formula. The obtained values, $\gamma \approx 400 \text{ u/ps}$ for $R_{OO} = 2.64$ Å and $\gamma \approx 900 \text{ u/ps}$ for $R_{OO} = 2.72$ Å, vary greatly and also deviate from the friction constants fitted to the line-broadening of the normal-modes, $\gamma = 16 \text{ u/ps}$. This discrepancy highlights the complex frequency dependence of dielectric friction, as previously discussed by Sedlmeier et al. [25], Brünig et al. [26]. Note that the theoretical predictions are only valid for $U_0 > 2k_B T$, and can therefore not be used for interpretation of the data for the lowest barrier considered here [24]. Nevertheless, fig. S22 validates the observation of the negligible isotope effect on the mean transfer-waiting time, since the heuristic formula of eq. (S61) shows little mass dependence in the

Figure S20. Comparison of the IR spectra of the $\text{H}_3\text{O}^+$ cation with an excess proton ($^1\text{H}^+$) or an excess deuteron ($^2\text{H}^+$) in different directions A, D, G: along the $x$-axis connecting the two oxygens, B, E, H: along the $yz$-plane C, F, I: isotropic spectrum. Each row corresponds to a system with a distinct constrained oxygen distance $R_{OO}$ given in the first legend. The HOH-bending mode and OH-stretching mode of the water molecules are indicated in D and E.
Figure S21. Comparison of the IR spectra of the H$_2$O$_2^+$ cation with an excess proton (1H$^+$) or an excess deuteron (2H$^+$) for different R$_{OO}$ (A: R$_{OO} = 2.56$ Å, B: R$_{OO} = 2.64$ Å, C: R$_{OO} = 2.72$ Å), decomposed as described in the main text.

Figure S22. The transfer-waiting times $\tau_{TW}$ of the excess proton (1H$^+$) and the excess deuteron (2H$^+$) of the H$_2$O$_2^+$ cation for different constrained oxygen distances R$_{OO}$ (dotted lines, A: R$_{OO} = 2.56$ Å, B: R$_{OO} = 2.64$ Å, C: R$_{OO} = 2.72$ Å) compared to the heuristic formula, given by eq. (S61), (straight and broken lines) as a function of the friction constant $\gamma$. Parameters entering the heuristic formula are given in the legends.

predicted regime of $\gamma$, as seen in figs. S22B and S22C from the negligible difference between the curves for $m = 1$ u (solid lines) and $m = 2$ u (dashed lines) in the regime of the measured mean transfer-waiting time (dotted lines).
XVI. WIENER-KINTCHINE THEOREM

The correlation function $C_{xy}(t)$ of two stochastic processes $x(t)$ and $y(t)$ limited to the interval $[0, L_t]$ is efficiently computed from the Fourier-transformed expressions $\tilde{x}(\omega)$ and $\tilde{y}(\omega)$ according to

$$C_{xy}(t) = \frac{1}{2\pi(L_t - t)} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \tilde{x}(\omega) \tilde{y}^*(\omega), \quad (S62)$$

where the asterix denotes the conjugate form. This is known as the Wiener-Kintchine theorem [27]. Both sides of eq. (S62) are Fourier-transformed to give

$$\int_{-\infty}^{\infty} dt \ e^{i\omega t} \ L_t \left(1 - \frac{t}{L_t}\right) C_{xy}(t) = \tilde{x}(\omega) \tilde{y}^*(\omega), \quad (S63)$$

which in the limit of large $L_t$ reduces to

$$\tilde{C}_{xy}(\omega) = L_t^{-1} \tilde{x}(\omega) \tilde{y}^*(\omega). \quad (S64)$$

Eq. (S62) can be derived starting off with the definition of the correlation function

$$C_{xy}(t) = \frac{1}{L_t - t} \int_{0}^{L_t-t} dt' \ x(t' + t)y(t'). \quad (S65)$$

Defining $x(t), y(t) = 0$ for $t \notin [0, L_t]$, the integral bounds can formally be extended

$$C_{xy}(t) = \frac{1}{L_t - t} \int_{-\infty}^{\infty} dt' \ x(t' + t)y(t'), \quad (S66)$$

and making use of the convolution theorem

$$C_{xy}(t) = \frac{1}{4\pi^2(L_t - t)} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} d\omega \ e^{-i\omega(t+t')} \tilde{x}(\omega) \int_{-\infty}^{\infty} d\omega' \ e^{-i\omega't'} \tilde{y}(\omega')$$

$$= \frac{1}{2\pi^2(L_t - t)} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \tilde{x}(\omega) \int_{-\infty}^{\infty} d\omega' \ \tilde{y}(\omega') \int_{-\infty}^{\infty} dt' e^{-i\omega' t'} \delta(\omega + \omega')$$

$$= \frac{1}{2\pi(L_t - t)} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \tilde{x}(\omega) \tilde{y}(-\omega), \quad (S67)$$

noting that $\tilde{y}(-\omega) = \tilde{y}^*(\omega)$ for a real function $y(t)$ in order to obtain eq. (S62).
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