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Abstract

This paper studies two fundamental problems in power systems: the economic dispatch problem (EDP) and load shedding. For the EDP, an extension of the problem considering the transmission losses is presented. Because the optimization problem is non-convex owing to quadratic equality constraints modeling the transmission losses, a convex relaxation method is presented. Under a particular assumption, it is shown that a distributed algorithm can be designed to solve the considered EDP. Furthermore, this work aims to handle an overloading problem by employing an optimal load shedding method. Emphasis is placed on scheduling the load shedding when there exist some priorities on the loads. First, a novel optimization problem is proposed to obtain the load shedding according to the predefined priority order. Then, a distributed algorithm solving the optimization problem is presented. Finally, this paper presents how to integrate the proposed algorithms, i.e., the EDP and the load shedding, in a distributed manner. Simulation results are presented to demonstrate the effectiveness of the proposed method.

I. INTRODUCTION

A. Background and motivation

There has been a growing interest in developing distributed energy resource (DER) systems to reduce gas emissions and mitigate global warming. Over the last few years, the economic dispatch problem (EDP) has been studied to utilize and manage DER efficiently. The problem is formulated to allocate power from the generators such that the aggregate generation cost is minimized while achieving supply-demand balance [1].

Traditionally, the EDP is solved in a centralized manner using global system-wide information. However, such an approach suffers from single-point failure; thus, it is inherently
not suitable for distributed energy systems [2]. To deal with this problem, distributed control approaches are widely studied to make up for the weak point of the centralized controller [3].

Owing to the uncertainty and varying characteristics of DERs, the available power from the DERs and energy storage may not be sufficient to meet the load requirements. Thus, load shedding may be necessary to avoid a total collapse of the electrical supply [4]. The improved communication technologies and sensing capabilities of a distributed energy system give the operator a chance to handle this problem through demand-side management. For example, under a demand response (DR) program, the utilities may request that energy users curtail a portion or all of their load power demand in exchange for some incentives, discounts, or other concessions. In light of this, it is appropriate to consider varying load shedding scenarios due to various customers’ choices on the offered load shedding program in real-time operation.

This paper aims to develop a distributed energy management that is applicable for ensuring the distributed energy systems’ reliability and efficiency. We are particularly interested in solving two fundamental problems in power systems: the EDP and load shedding. This work attempts to allocate the optimal dispatched power through the EDP when transmission loss is considered. In addition, it aims to design an algorithm for scheduling the load shedding when there are loads that agree to be shed first due to some prior contract. A distributed energy management is then formulated so that the proposed algorithm for the load shedding can be helpful for ensuring the sufficiency of the available power to supply the remaining demand, meaning that the feasibility of the EDP is guaranteed.

B. Literature review and problem descriptions

1) Distributed EDP: Recent developments in distributed algorithms for the EDP have heightened the need for distributed agents to agree on the incremental costs [5]. In [6], [7], [8], consensus-based algorithms are developed particularly for a quadratic function representing the generation cost. In order to consider general convex cost functions, the algorithms are designed using the dual problem of the EDP, e.g., in [9], [10], [11]. Furthermore, it is shown in [12] that the convergence of the existing algorithms can be improved when the generation costs are also smooth functions.

The works mentioned above do not consider the effects of transmission losses that exist in practical implementation. The studies in [13] and [14] have given an account of transmission losses in the EDP. The approach is able to yield the supply-demand balance by calculating the power loss at every iteration of the EDP’s algorithm and then adding it to the constant
demand. In [15], the loss model in a quadratic function is fully accounted for obtaining the optimal dispatched power. Because of the complicated quadratic function modeling the power losses, the study considers an algorithm which includes an inner loop of consensus steps per iteration. It is well known that an inner loop places a more considerable communication burden and needs extra coordination among agents to terminate the inner loop. In [16], [17], the loss model is simplified. Hence, the EDP can be solved in a distributed manner, and the algorithm does not require any inner loop steps. Given the existing works above, this paper is interested in studying an extension of the traditional EDP that considers the quadratic function loss model but still allows us to solve the problem without any need for a consensus inner loop.

2) Priority-considered load shedding: To date, several studies have examined a suitable scheme for scheduling the load shedding, e.g., [18], [19]. Heuristically, the priority-based load shedding can be obtained by gradually allocating the load shedding from the highest to the lowest-priority customers [20], [21]. In [22], [23], the scheduled load shedding is determined by minimizing some convex functions representing the cost or the adversity of the load shedding. Larger weights are assigned to high-priority customers so that the resulting load shedding is in accordance with the pre-selected priority order. In response to the time-varying energy market and new forecast data, the desired priority list or the buses’ maximum allowed load shed might change. As a result, the pre-selected weights may no longer work; thus, they must be re-tuned, which is non-trivial in real-time operation. This work aims to design a distributed algorithm for a priority-considered load shedding that minimizes the need for tuning parameters in order to handle the changes in the desired load shedding scenario.

C. Problem description and statement of contribution

The main contributions of this paper are as follows:

- In this paper, the EDP is formulated such that transmission losses are taken into account. The proposed EDP is a non-convex optimization problem because of a quadratic equality constraint denoting the supply-demand balance requirement under consideration of transmission losses. This paper shows that a convex relaxation method can be used to obtain the solution of the formulated non-convex optimization.

- Under some assumptions, it is shown that the EDP can be solved in a distributed manner such that the method does not require any inner loop algorithms.

- This paper proposes a novel optimization for the priority-considered load shedding such that it does not require a re-tuning procedure to deal with possibly time-varying priority
orders. A distributed algorithm to solve the proposed optimization problem is presented. Moreover, several supporting consensus algorithms are presented for the purpose of integrating the two proposed algorithms, i.e., the EDP and the load shedding, in a distributed manner. Note that when an overloading condition occurs, an EDP is not feasible due to the lack of available power. Thus, the load shedding can be applied to restore the feasibility of the EDP.

The paper is constructed as follows. Section II describes the problem definitions of the EDP and the priority-considered load shedding. Section III and IV present the algorithm development for the EDP and the priority-considered load shedding, respectively. Section V discussed the necessary additional algorithm for integrating both proposed methods. The proposed algorithms are validated through numerical simulations, which are given in Section VI.

1) Notation: We use boldface to distinguish vector $\mathbf{x}$ in $\mathbb{R}^n$ from the scalar $x$ in $\mathbb{R}$. Given a vector $\mathbf{x}$, we denote $||\mathbf{x}||$ as its Euclidean norm, that is $||\mathbf{x}|| = \sqrt{\mathbf{x}^T \mathbf{x}}$. Given matrix $A \in \mathbb{R}^{n \times n}$, $A \geq 0$ ($A > 0$) is used to denote a positive semi-definite (definite) matrix $A$. The cardinality of a set $\mathcal{M}$ is denoted by $|\mathcal{M}|$. Consider a set $\mathcal{X}$ defined as $\mathcal{X} = \{x \in \mathbb{R} | x_{\text{min}} \leq x \leq x_{\text{max}} \}$. We use $\text{relint}(\mathcal{X})$ to denote the relative interior of set $\mathcal{C}$ given by $\text{relint}(\mathcal{X}) = \{x \in \mathbb{R} | x_{\text{min}} < x < x_{\text{max}} \}$ for any $x_{\text{min}}$ and $x_{\text{max}}$ satisfying $x_{\text{min}} < x_{\text{max}}$. In this paper, an overbar is used to denote the optimal solution of an optimization problem. For example, $\overline{x}$ represents the optimal solution of $\min_x F(x)$. In order to avoid a heavy notation, the superscript is used in this paper. For instance, $\eta^{(1)}$, $\eta^{(2)}$, and $\eta^{(3)}$ represent three different variables. For scalars $x_1, x_2, \ldots, x_n$, $\mathbf{x} = [x_i], i \in \{1, \ldots, n\}$, is the aggregate vector, i.e., $\mathbf{x} = [x_1, x_2, \ldots, x_n]^T$. Hence, $\mathbf{x} = [x^{(i)}], i \in \{1, \ldots, n\}$, is equivalent to $\mathbf{x} = [x^{(1)}, x^{(2)}, \ldots, x^{(n)}]^T$.

II. PROBLEM DEFINITION AND ASSUMPTIONS

Consider the power network with $n$ buses consisting of a generator or (and) a load where each bus is incorporated with a controller, that is an agent, such that each agent is able to communicate with at least one other agent. The communication topology is modeled as an undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} := \{1, \ldots, n\}$. Denoting $\mathcal{N}_i$ as the set of neighbors of the $i$th agent, $j \in \mathcal{N}_i$ implies $i \in \mathcal{N}_j$. This paper aims to develop a distributed algorithm for scheduling the generation or (and) the load shedding for each bus. For this purpose, the agents are allowed to exchange their local information with their neighboring agents through communication network $\mathcal{G}$ satisfying the following assumption.

Assumption 1. $\mathcal{G}$ is an undirected and connected graph \cite{24}.
A. EDP considering transmission losses

Consider a set of buses \( V := \{1, \ldots, n\} \), where \( x_i \) and \( d_i, i \in V \), are the \( i \)th bus’s dispatched power and forecast load demand, respectively. In this paper, the EDP is formulated such that power losses are taken into account.

1) Transmission loss model: Denoting \( x = [x_i], i \in V \), in this paper, the power losses are modeled as follows

\[
\Upsilon(x) = \sum_{i \in V} \sum_{j \in V} x_i b_{ij} x_j + \sum_{i \in V} b_{0i} x_i + b_{00},
\]

where \( B = [b_{ij}] \in \mathbb{R}^{n \times n} \) and \( B = B^T \). Without loss of generality and for simplicity, \( b_{0i} = b_{00} = 0, i = \{1, \ldots, n\} \), is used hereafter.

Assumption 2. \( B \succeq 0 \).

Note that under this assumption, there exists a real positive semi-definite matrix \( R = [r_{ij}] \in \mathbb{R}^{n \times n} \) such that \( R^T R = B \).

Assumption 3. The \( i \)th agent knows the \( i \)th column of \( R \).

Remark 1. The \( b \) terms (i.e., \( b_{ij}, b_{0i}, \) and \( b_{00} \)) in (1) are called loss-coefficient which mostly can only be computed by the central controller as extensive amount of global information is required. For example, in [25, Ch. 13.3], the power losses are computed according to the parameters of transmission lines. For the purpose of solving an EDP problem considering the transmission loss in a distributed manner, the operator inevitably has to broadcast the necessary information regarding the loss model to the agents. For instance, the studies in [15], [14] require the operator to broadcast the value of \( b_{11}, b_{i2}, \ldots, b_{in} \) to the \( i \)th agent since \( b_{ij} \) can not be computed locally by any agent (including the \( i \)th agent). In Assumption 3, we assume the \( i \)th agent receives the information of the \( i \)th column of \( R \). In the light of distributed systems, such assumptions make the algorithm depend on the information from the operator. Nevertheless, since the loss coefficient do not change frequently, it is sufficient for the grid operator to send the information to the agents from time to time [25 Ch. 13.3].

2) EDP formulation: This work aims to solve the following problem

\[
\begin{align*}
\min_{x = [x_i], x_i \in X_i, i = 1, \ldots, n} & \quad \sum_{i \in V} C_i(x_i), \\
\text{subject to} & \quad \Upsilon(x) + \sum_{i \in V} d_i - \sum_{i \in V} x_i = 0,
\end{align*}
\]
where $\Upsilon(x)$ is given in (1), $C_i(\cdot)$ denotes the generation cost of the $i$th generator, and 
\[ X_i := \{ x_i | x_i^{\text{min}} \leq x_i \leq x_i^{\text{max}} \}. \]

For the buses with no generator, $x_i^{\text{min}} = x_i^{\text{max}} = 0$ and $C_i = 0$, otherwise $0 \leq x_i^{\text{min}} < x_i^{\text{max}}$.
Moreover, if the $i$th bus has no load, then $d_i = 0$. Note that (2b) represents the supply-demand balance constraint considering the transmission losses.

3) **Assumptions for the EDP:** The following describes the assumptions considered in this paper.

**Assumption 4.** For all $i \in \mathcal{V}$, the function $C_i : \mathbb{R} \rightarrow \mathbb{R}$ is proper, closed, and $c_i$-strongly convex, i.e., for all $x, y \in \mathbb{R}$ we have 
\[ C_i(y) \geq C_i(x) + \nabla C_i(x) \cdot (y - x) + \frac{c_i}{2} (y - x)^2. \]
Moreover, $\nabla C_i(x_i) \geq 0$ for all $x_i \in X_i$ and $\nabla C_i(x_i) > 0$ for all $x_i \in \text{relint}(X_i)$.

**Assumption 5.** Denoting $x_i^{\text{min}} = [x_i^{\text{min}}]$, $x_i^{\text{max}} = [x_i^{\text{max}}]$, for all $i \in \mathcal{V}$, it follows that
\begin{align*}
\text{A5.1} & \quad \sum_{i \in \mathcal{V}} x_i^{\text{min}} < \sum_{i \in \mathcal{V}} d_i + \Upsilon(x^{\text{min}}), \\
\text{A5.2} & \quad \Upsilon(x^{\text{min}}) \leq \sum_{i \in \mathcal{V}} x_i^{\text{min}}, \quad \Upsilon(x^{\text{max}}) \leq \sum_{i \in \mathcal{V}} x_i^{\text{max}},
\end{align*}
where $0 \leq x_i^{\text{min}} \leq x_i^{\text{max}}$ and $d_i \geq 0$.

Note that it is easy to satisfy Assumption 4. For instance, it is widely known that the generation cost can be modeled as $C(x) = ax^2 + bx + c$ with $a_i \geq 0, b_i \geq 0, c \in \mathbb{R}$, and $x > 0$. Moreover, Assumption A5.1 indicates that the required supply-demand balance (2b) is feasible under the minimum-capacity constraint, and A5.2 means that the total transmission losses are smaller than the total available power. Under the assumption that (2) is feasible, we aim to solve the problem using a fully distributed algorithm. The next section presents the problem formulation for the load shedding. Note that the load shedding can be applied for handling the case when an overloading condition occurs.

**B. Priority-considered load shedding**

Let $y_{\text{tot}}$ be the total amount of load shedding to be scheduled in the load buses and $y_i$ be the shed load at the $i$th bus such that $\sum_{i=1}^{n} y_i = y_{\text{tot}}$. Denoting $y_i^{\text{max}}$ as the maximum allowed load shedding at the $i$th bus, it follows that $0 \leq y_i \leq y_i^{\text{max}}$. In this paper, it is assumed that the load buses are divided into the following categories.
Prioritized shedding buses ($i \in \mathcal{M}$): The $i$th bus in this category is shed according to its predefined priority order $p_i$, where $p_i$ denotes the priority order for the $i$th bus and the set $\mathcal{M}$ is the set of buses belonging to this category.

Regular load buses ($i \in \mathcal{V}\setminus\mathcal{M}$): Upon shedding the buses belonging to this set, the customers suffer from not using their appliances and $D_i(y_i)$ represents the value of damages or loss due to the shed load $y_i$. Moreover, to alleviate the pain of load shedding, each customer receives an incentive payment $r_i y_i$, $r_i > 0$.

1) **LS (Load Shedding) Problem**: In this work, we aim to design a distributed algorithm for scheduling the load shedding such that the following conditions are met:

1) It is desirable that the load shedding is determined in the buses belonging to the set $\mathcal{M}$ first, before cutting the loads in $\mathcal{V}\setminus\mathcal{M}$.

2) Among the buses belonging to the set $\mathcal{M}$, $y_i$ is selected according to predefined priority $p_i$ without knowing the priority order of other customers.

3) Due to the DR, the customer in the set $\mathcal{V}\setminus\mathcal{M}$ aims to maximize its utility represented by $r_i y_i - D_i(y_i)$ \[26\]. In other words, $y_i$ is determined such that $\sum_{i \in \mathcal{V}\setminus\mathcal{M}} D_i(y_i) - r_i y_i$ is minimized.

2) **Notation for the priority-considered load shedding**: Given the desired priority order $p_i$ for each $i$th bus, $i \in \mathcal{M}$, suppose that the lowest order of priority is $m$, that is, $\max_p p_i =: m$. Introduce the set $\mathcal{M}_\ell$ given by $\mathcal{M}_\ell := \{i \mid p_i = \ell\}$, $\ell = 1, 2, \ldots, m$. Then, $\mathcal{M}$ is their union, i.e., $\mathcal{M} = \mathcal{M}_1 \cup \ldots \cup \mathcal{M}_m$.

3) **Assumption for the load shedding**:

Assumption 6. For all $i \in \mathcal{V}$, the function $D_i : \mathbb{R} \to \mathbb{R}$ is proper, closed, and strongly convex.

In [26], a quadratic function is used to model the load shedding cost $D_i(y_i)$.

III. PROPOSED EDP CONSIDERING POWER LOSSES

This section is entirely dedicated to present the solution of the considered EDP described in the previous section. Let us assume that the EDP \((2)\) is feasible and that the following holds.

Assumption 7. **[Slater’s condition]** There exists a point $(\tilde{x}_1, \ldots, \tilde{x}_n)$ that lies in the interior of $\mathcal{X}_1 \times \mathcal{X}_2 \times \ldots \times \mathcal{X}_n$ such that $\Upsilon(\tilde{x}) + \sum_{i \in \mathcal{V}} d_i - \sum_{i \in \mathcal{V}} \tilde{x}_i = 0$ where $\tilde{x} = [\tilde{x}_i]$. 
A. Development of a distributed algorithm for the EDP

This section describes several equivalent optimization problems that are helpful for solving (2) in a distributed manner.

1) An equivalent optimization problem for the EDP: Let us introduce a variable \( u_i \in \mathbb{R}, i \in \mathcal{V} \). Note that the following optimization problem has the same solution as (2).

\[
\min_{x = [x_i], u = [u_i], x_i \in X_i, \forall i \in \mathcal{V}} \sum_{i \in \mathcal{V}} C_i(x_i),
\]

subject to

\[
\sum_{i \in \mathcal{V}} u_i^2 + \sum_{i \in \mathcal{V}} d_i - \sum_{i \in \mathcal{V}} x_i = 0,
\]

\[
Rx = u,
\]

where \( R^T R = B \). The optimization problem is defined such that a new slack variable \( u_i \) is added and the loss model \( x^T B x \) is substituted by \( u^T u \) where \( u = Rx \). Since the feasible set and the objective function of (3) are the same as those of (2), the optimal solution of (2) can be found by solving (3).

2) Relaxation method for the non-convex EDP: In (3), the problem is non-convex due to the quadratic equality constraint (3b); thus, obtaining the optimal solution can be non-trivial. To deal with this problem, consider the following optimization problem

\[
\min_{x = [x_i], u = [u_i], x_i \in X_i, \forall i \in \mathcal{V}} \sum_{i \in \mathcal{V}} C_i(x_i),
\]

subject to

\[
\sum_{i \in \mathcal{V}} u_i^2 + \sum_{i \in \mathcal{V}} d_i - \sum_{i \in \mathcal{V}} x_i \leq 0,
\]

\[
Rx = u.
\]

Note that this problem is convex since the quadratic equality in (3b) is relaxed into an inequality. Nevertheless, the following theorem shows that the optimal solution of the relaxed problem (4) is also that of the EDP (3), equivalently (2).

**Theorem 1. [Relaxation]** Suppose that Assumptions 2, 4, 5, and 7 hold. If \( (x_i, u_i), i \in \mathcal{V} \), is the optimal solution of (4), then, \( (\overline{x}_i, \overline{u}_i), i \in \mathcal{V} \), is also the optimal solution of (3).

**Proof.** Let \( r_{ij} \) be the element of \( R \) on the \( i \)th row and the \( j \)th column, and the Lagrangian function of (4) given as

\[
\mathcal{L}(x, u, \lambda, \xi) = \sum_{i \in \mathcal{V}} C_i(x_i) + \lambda \sum_{i \in \mathcal{V}} \left( u_i^2 + d_i - x_i \right)
\]

\[
+ \sum_{j \in \mathcal{V}} \xi^{(j)} \left( -u_j + \sum_{i \in \mathcal{V}} r_{ji}x_i \right),
\]

where \( \lambda \) and \( \xi^{(j)} \) are the Lagrange multipliers.
where \( x_i \in \mathcal{X}_i, x = [x_i], u = [u_i], i \in \mathcal{V}, \xi = [\xi(j)], j \in \mathcal{V}, \) and \( \lambda \geq 0. \) Denote \((\pi_i, \pi_i)\) and \((\lambda, \xi)\) as the primal and dual optimal solution of (4), respectively. Since (4) is convex and the Slater’s condition holds, the KKT conditions give the necessary and sufficient condition for the optimal solution of (4). In this paper, the theorem is proven by showing that the following holds.

\[
\pi_i \in \mathcal{X}_i, \quad (\pi_i, u_i) = \arg\min_{x_i \in \mathcal{X}_i, u_i} \mathcal{L}(x, u, \lambda, \xi), i \in \mathcal{V},
\]

\[
\lambda > 0, \sum_{i \in \mathcal{V}} \pi_i^2 + d_i - \pi_i = 0,
\]

\[
\sum_{i \in \mathcal{V}} r_{ji} \pi_i = \bar{u}_j, \ j = 1, \ldots, n.
\]

Observe that the equality in (6b) shows that the optimal solution of (4) is also the optimal solution of (3). The optimality conditions given in (6) is proven in the Appendix. The proof shows that the monotonicity of the objective functions \( C_i(x_i) \) on \( \text{relint}(\mathcal{X}_i) \) plays a key role in obtaining the result.

In light of Theorem 1, the optimal solution (3) can be obtained through the relaxed problem (4).

3) Utilizing a redundant constraint for the distributed EDP: Consider the following optimization problem

\[
\min_{x = [x_i], u = [u_i], x_i \in \mathcal{X}_i, u_i \in \mathcal{U}, i \in \mathcal{V}} \sum_{i \in \mathcal{V}} C_i(x_i),
\]

subject to (4b), (4c), \( u_i \in \mathcal{U}, i \in \mathcal{V}, \)

where \( \mathcal{U} := \{u\mid -u_{\max} \leq u \leq u_{\max}\} \) and

\[
u_{\max} = \sum_{i \in \mathcal{V}} (r_{i,\max} x_{i,\max}),
\]

and \( r_{i,\max} := \max_{j=1,\ldots,n} |r_{ji}|. \) Observe that (7) is formulated by adding a new constraint \( u_i \in \mathcal{U} \) to (4), and that the following holds

\[
\sum_{j \in \mathcal{V}} r_{ij} x_{j,\max} \leq u_{\max}, \forall i, j \in \mathcal{V}.
\]

Moreover, since \( x_{i,\min} \leq x_{i,\max}, -u_{\max} \leq \sum_{j \in \mathcal{V}} r_{ij} x_{j,\min} \), the constraint \( u_i \in \mathcal{U} \) is always satisfied as long as \( x_i \) and \( u_i \) satisfy the constraints in (4): \( x_i \in \mathcal{X}_i \) and (4c). In other words, the new constraint \( u_i \in \mathcal{U} \) does not alter the feasible region (7). As a result, the optimal solution of (7) is equivalent to that of (4). In view this, the optimal solution of (4) can be obtained by solving (7). Clearly, it is redundant to specify \( u_i \in \mathcal{U} \) given that \( x_i \in \mathcal{X}_i \) and (4c) hold. However, it is shown later (c.f. Theorem 2) that the constraint \( u_i \in \mathcal{U} \) is useful for designing a distributed algorithm to obtain the optimal solution of (7).
4) Dual problem: Let $\mathcal{S}$ be the set of the optimal solutions of (7). In view of $\mathcal{X}_i$, the feasible region of (7) is closed and bounded. From Assumption 4, the objective function is convex and continuous. Thus, according to the Weierstrass theorem [27], there exists an optimal point $(\overline{x}, \overline{u}) \in \mathcal{S}$ that achieves a global optimum. Moreover, under the Slater’s condition given in Assumption 7, the strong duality holds and the set of the dual optimal solutions is nonempty. Hence, an algorithm based on a primal-dual method can be used for obtaining the optimal solution of (7). To this end, consider $\lambda_i, \xi^{(1)}_i, \ldots, \xi^{(n)}_i$ as the $i$th agent’s estimates of the Lagrangian multipliers $\lambda, \xi^{(1)}, \ldots, \xi^{(n)}$, and the following local Lagrangian function

$$L_i(x_i, u_i, \lambda_i, \xi_i) = C_i(x_i) + \lambda_i(u_i^2 + d_i - x_i) + \xi_i^{(i)}(r_{ii}x_i - u_i) + \sum_{j \in \mathcal{V}, j \neq i} \xi_j^{(i)}r_{ji}x_i,$$

where $\xi_i = [\xi^{(1)}_i, \ldots, \xi^{(n)}_i]^T$, $x_i \in \mathcal{X}_i$, and $u_i \in \mathcal{U}$. Observe that $\sum_{i \in \mathcal{V}} L_i = \mathcal{L}$ if and only if $\xi_i = \xi_j$ and $\lambda_i = \lambda_j$ hold for all $i, j \in \mathcal{V}$. Denoting $h_i(\lambda_i, \xi_i) = \inf_{x_i \in \mathcal{X}_i, u_i \in \mathcal{U}} L_i(x_i, u_i, \lambda_i, \xi_i)$, the dual problem of (7) can be formulated as follows:

$$\min_{\lambda_i \geq 0, \xi_i} \sum_{i \in \mathcal{V}} q_i(\lambda_i, \xi_i) \quad (9a)$$

subject to \[\lambda_i = \lambda_j, \quad \forall i, j \in \mathcal{V}, \quad (9b)\]

$$\xi_i = \xi_j, \quad \forall i, j \in \mathcal{V}, \quad (9c)$$

where $q_i(\lambda_i, \xi_i) := -h_i(\lambda_i, \xi_i)$. Note that the objective function of (9) is a summation of several convex functions. Utilizing this structure, the focus of the problem is placed on designing a distributed algorithm for (9).

B. Proposed distributed algorithm for the EDP

In this section, the algorithm for solving the dual problem (9) is designed based on the distributed subgradient method [28]. In addition to $x_i, u_i, \lambda_i$, and $\xi_i$, let us introduce two variables $v_i \in \mathbb{R}$ and $w_i \in \mathbb{R}^n$, $i \in \mathcal{V}$. The sequences of $x_i(k), u_i(k)$ for $k \geq 0$ are defined as follows

$$v_i(k) = \sum_{j \in \mathcal{V}} a_{ij}\lambda_j(k), \quad (10a)$$

$$w_i(k) = \sum_{j \in \mathcal{V}} a_{ij}\xi_j(k), \quad (10b)$$
Theorem 2. Suppose that the EDP (2) is feasible, and that Assumptions \[ \text{1} \text{2} \text{4} \text{5} \] and \( \text{7} \) hold true. Consider the sequences (10) with a step size \( \alpha(k) \) satisfying \( \sum_{k=0}^{\infty} \alpha(k) = \infty \) and \( \sum_{k=0}^{\infty} \alpha^2(k) < \infty \). Then, for all \( i \in \mathcal{V} \), \( (\lambda_i(k), \xi_i(k)) \rightarrow (\bar{\lambda}, \bar{\xi}) \) and \( (x_i(k), u_i(k)) \rightarrow (\bar{x}_i, \bar{u}_i) \) as \( k \rightarrow \infty \).

Proof. The feasibility of (2) implies the feasibility of (7). Note that the dual problem (9) has the similar form to the optimization problem considered in (28). According to (28, Proposition 4), the convergence of \( (\lambda_i(k), \xi_i(k)) \) to dual optimal point \( (\bar{\lambda}, \bar{\xi}) \) can be shown when the subgradient of \( q_i \) is uniformly bounded. Observe that \( |x_i(k)| \leq x_{i, \max} \) and \( |u_i^{(j)}(k)| \leq u_{\max} \) for all \( k \geq 1 \). Having this, the subgradient of \( q_i \) is uniformly bounded, i.e., there exists scalar \( \Gamma > 0 \) such that \( |a_i(k) |^2 + d_i - x_i(k) | \leq \Gamma \) and \( |g_i^{(j)}(x_i(k), u_i(k))| \leq \Gamma \) for all \( k \geq 1, i, j \in \{1, \ldots, n\} \). As a result, \( (\lambda_i(k), \xi_i(k)) \rightarrow (\bar{\lambda}, \bar{\xi}) \) as \( k \rightarrow \infty \).
Since (6) holds for the primal-dual optimal solution of (4), it also holds for the primal-dual optimal solution of (7). Given that $C_i$ is strongly convex and $\lambda > 0$, $L_i(x_i, u_i, \lambda, \xi_i)$ is a strongly convex function for fixed $\lambda_i = \lambda$ and $\xi_i = \xi$. In other words, there exists $\beta_i > 0$ satisfying

$$\frac{\beta_i}{2} \left\| \begin{bmatrix} \pi_i \\ \nu_i \end{bmatrix} - \begin{bmatrix} x_i(k+1) \\ u_i(k+1) \end{bmatrix} \right\|^2 \leq L_i(x_i(k+1), u_i(k)+1, \lambda, \xi) - L_i(x_i(k+1), u_i(k+1), \lambda, \xi).$$

Given that $x_i(k+1)$ and $u_i(k+1)$ satisfy (10c), observe that $\lim_{k \to \infty} (v_i(k), w_i(k)) = (\lambda, \xi)$ implies $\nabla L_i(x_i(k+1), u_i(k+1), \lambda, \xi) \to 0$ as $k \to \infty$. With this and (12) in mind, we have

$$\lim_{k \to \infty} \sum_{i \in V} \frac{\beta_i}{2} \left\| \begin{bmatrix} \pi_i \\ \nu_i \end{bmatrix} - \begin{bmatrix} x_i(k+1) \\ u_i(k+1) \end{bmatrix} \right\|^2 \leq \lim_{k \to \infty} \sum_{i \in V} \left( L_i(x_i(k+1), u_i(k+1), \lambda, \xi) - L_i(x_i(k+1), u_i(k+1), \lambda, \xi) \right).$$

Claim 1: The strong-duality of (7) yields

$$\lim_{k \to \infty} \sum_{i \in V} L_i(x_i(k+1), u_i(k+1), \lambda, \xi) = 0.$$  \hspace{1cm} (14)

The proof of the claim is given in Appendix. In view of (13) and (14), $(x_i(k), u_i(k)) \to (\pi_i, \nu_i)$ as $k \to \infty$. \hfill \Box

IV. PRIORITY-CONSIDERED LOAD SHEDDING

In this section, at first, a convex optimization problem is proposed for addressing the desired load shedding result described in LS Problem. Then, a distributed algorithm for solving the proposed optimization problem is presented.

A. Proposed optimization problem

Let us assume that the total amount of load shedding $y_{tot}$ is known at least by the central operator, and that each $i$th agent has a knowledge on its average value $s_i$, i.e.,

$$s_i := \frac{y_{tot}}{n}.$$  

Consider a new variable $z_i, i \in M$, denoting a nonnegative slack variable which is used to maximize $y_i$ belonging to the set $M$. Moreover, define

$$Z_i := \{ z_i | 0 \leq z_i \leq n s_i \}, \quad \text{and} \quad Y_i := \{ y_i | 0 \leq y_i \leq y_i^{max} \}.$$
For all $i \in \mathcal{M}_\ell$, $\ell = 1, \ldots, m$, consider the function $f_i(z_i, y_i)$ defined by

$$f_i(z_i, y_i) := \kappa z_i^2 + \left( y_i - \frac{ns_i}{p_i} \right)^2.$$ 

Recall that $p_i$ is the desired priority order of the $i$th bus, e.g., $p_i = 1 \iff i \in \mathcal{M}_1$. Having this, the proposed optimization problem for the priority-considered load shedding is given as follows:

$$\min_{y_i, \forall i \in \mathcal{V}} \sum_{i \in \mathcal{V} \setminus \mathcal{M}} (D_i(y_i) - r_i y_i) + \sum_{i \in \mathcal{M}} f_i(z_i, y_i)$$

subject to $y_i \in \mathcal{Y}_i$, $\forall i \in \mathcal{V}$, $z_i \in \mathcal{Z}_i$, $\forall i \in \mathcal{M}$

if $m = 0$:

$$\sum_{i \in \mathcal{V}} s_i - \sum_{i \in \mathcal{V}} y_i = 0,$$  \hspace{1cm} (15a)

if $m \neq 0$:

$$\sum_{i \in \mathcal{V}} s_i - \sum_{i \in \mathcal{M}_1} (z_i + y_i) = 0, \hspace{1cm} (15b)$$

$$\sum_{i \in \mathcal{M}_1 \cup \mathcal{M}_2} z_i - \sum_{i \in \mathcal{M}_1 \cup \mathcal{M}_2} y_i = 0,$$  \hspace{1cm} (15c)

$$\sum_{i \in \mathcal{M}_m} z_i - \sum_{i \in \mathcal{V} \setminus \mathcal{M}} y_i = 0, \hspace{1cm} (15d)$$

where $\kappa \geq 1$ is a tuning parameter. Note that the proposed optimization problem is convex and consists of $m + 1$ equality constraints.

1) **Priority-considered load shedding through (15)**: The objective function consists of two terms. The first term $\sum_{i \in \mathcal{V} \setminus \mathcal{M}} D_i(y_i) - r_i y_i$ aims to maximize the utility of the customers belonging to the set $\mathcal{V} \setminus \mathcal{M}$. Moreover, the following shows that $f_i(z_i, y_i)$ is used to make the optimal solution of (15) adhere to the desired priority list.

(i) Substituting of (15c) and (15d) into (15b) yields (15a), i.e., $\sum_{i \in \mathcal{M}_1} y_i = y_{\text{tot}}$.

(ii) With (15b) in mind, minimizing $\kappa \sum_{i \in \mathcal{M}_1} z_i^2$ is equivalent to minimizing $\sum_{i \in \mathcal{V}} s_i - \sum_{i \in \mathcal{M}_1} y_i$. Hence, giving $\kappa > \nabla D_i(y_i)$ for all $i \in \mathcal{V} \setminus \mathcal{M}$ assigns more cost to $\kappa \sum_{i \in \mathcal{M}_1} z_i^2 = \kappa \left( \sum_{i \in \mathcal{V}} s_i - \sum_{i \in \mathcal{M}_1} y_i \right)^2$ compared to $\sum_{i \in \mathcal{V} \setminus \mathcal{M}} D_i(y_i)$. This means sufficiently large $\kappa$ results in more load shedding on the buses belonging to the set $\mathcal{M}_1$ compared to other buses.

(iii) Equality (15c) for $\ell = 2$ can be written as $\sum_{i \in \mathcal{M}_2} z_i = \sum_{i \in \mathcal{M}_1} z_i - \sum_{i \in \mathcal{M}_2} y_i$. Substituting $\sum_{i \in \mathcal{M}_1} z_i$ with its definition given in (15b) yields $\sum_{i \in \mathcal{M}_2} z_i = \sum_{i \in \mathcal{V}} s_i - \sum_{i \in \mathcal{M}_1 \cup \mathcal{M}_2} y_i$. Hence, minimizing $\kappa \sum_{i \in \mathcal{M}_2} z_i^2$ with $\kappa > \nabla D_i(y_i)$ for all $i \in \mathcal{V} \setminus \mathcal{M}$ can be seen as an attempt to allocate more load shedding on the buses belonging to the set $\mathcal{M}_1 \cup \mathcal{M}_2$. 
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(iv) Note that from the points (ii) and (iii), $y_i, i \in M_1$, is prioritized through the minimization of $\kappa \sum_{i \in M_1} z_i^2$ and $\kappa \sum_{i \in M_2} z_i^2$. Meanwhile, $y_i, i \in M_2$, is prioritized through the minimization of $\kappa \sum_{i \in M_2} z_i^2$ only. In light of this, $y_i, i \in M_1$, is prioritized more than $y_i, i \in M_2$.

(v) This reasoning can be extended to show that the constraint (15c) helps to generate $y_i$ according to its desired priority order $p_i$.

In addition, the objective function $(y_i - ns_i/p_i)^2$ is used to make the term strongly convex. Hence, the optimal solution $\tilde{y}_i, i \in M$, can be obtained using a primal-dual approach (c.f. Theorem 3). By definition, the function minimizes the difference between $y_i$ and $y_{tot}/\ell, i \in M_\ell, \ell = 1, \ldots, m$.

2) Feasibility of (15): The following describes the condition when (15) is feasible.

**Assumption 8.** $\sum_{i \in V} y_i^{max} > \sum_{i \in V} s_i = y_{tot}$.

Note that since the constraint set in (15) is compact and the objective function is continuous, the set of the optimal solution of (15) is nonempty. Moreover, under Assumption 8, there exists $\tilde{y}_1, \ldots, \tilde{y}_n$ that lie in the interior of $Y_1 \times \ldots \times Y_n$ satisfying $\sum_{i \in V} s_i - \tilde{y}_i = 0$, meaning that the strong duality holds for (15).

B. Distributed priority-considered load shedding

Here, we present an algorithm to solve (15) in a distributed manner.

1) Dual Decomposition: Let $y = [y_i], i \in V$, and $z = [z_i], i \in M$, consider the Lagrangian function of (15) given as

$$L_{ls}(y,z; \eta^{(1)}, \ldots, \eta^{(m+1)}) = \sum_{i \in V} \left(D_i(y_i) - r_i y_i\right) + \sum_{i \in M} f_i(z_i, y_i) + \sum_{i \in V} \sum_{\nu=1}^{m+1} \eta^{(\nu)} g_i^{(\nu)}(z_i, y_i),$$

where $y_i \in Y_i$ for all $i \in V$ and $z_i \in Z_i$ for all $i \in M$. Moreover, with a slight abuse of notation,

$$g_i^{(m+1)}(z_i, y_i) = \begin{cases} s_i - y_i & m = 0, \\ z_i & m \neq 0, i \in M_m; \\ -y_i & m \neq 0, i \in V \setminus M; \\ 0 & \text{otherwise}, \end{cases}$$

$$g_i^{(1)}(z_i, y_i) = \begin{cases} s_i - y_i - z_i & i \in M_1; \\ s_i & \text{otherwise}. \end{cases}$$

$$g_i^{(1)}(z_i, y_i) = \begin{cases} s_i - y_i - z_i & i \in M_1; \\ s_i & \text{otherwise}. \end{cases}$$
For $\nu = 2, \ldots, m$, $g_i^{(\nu)}(y_i, z_i)$ is defined as follows

$$\begin{align*}
g_i^{(\nu)}(z_i, y_i) = \begin{cases} -y_i - z_i & i \in M_\nu, \nu = \ell \\ z_i & i \in M_\nu, \nu = \ell + 1 \\ 0 & \text{otherwise,} \end{cases}
\end{align*}$$

(17c)

where $\ell \in \{1, \ldots, m\}$. Denoting $\eta_i^{(\nu)}$ as the $i$th agent’s estimate of $\eta^{(\nu)}$, and $\eta_i = [\eta_i^{(\nu)}]$, $\nu = 1, \ldots, m+1$, consider the following local Lagrangian function

$$L_i^{ls}(y_i, z_i, \eta_i) := F_i(y_i, z_i) + \sum_{\nu=1}^{m+1} \eta_i^{(\nu)} g_i^{(\nu)}(z_i, y_i)$$

(18)

where, with a slight abuse of notation, $F_i(z_i, y_i) = D_i(y_i) - r_i y_i$ for $i \in \mathcal{V} \setminus \mathcal{M}$, and $F_i(z_i, y_i) = f_i(z_i, y_i)$ for $i \in \mathcal{M}$. Note that $\sum_{i \in \mathcal{V}} L_i^{ls} = L^{ls}$ if and only if $\eta_i = \eta_j$ holds for all $i, j \in \mathcal{V}$. Thus, the dual problem of (15) can be formulated as follows

$$\begin{align*}
\max_{\eta_i} \quad & \sum_{i \in \mathcal{V}} h_i^{ls}(\eta_i) \\
\text{subject to} \quad & \eta_i = \eta_j, \quad \forall i, j \in \mathcal{V}
\end{align*}$$

(19)

where $h_i^{ls}(\eta_i) := \inf_{y_i \in \mathcal{Y}_i, z_i \in \mathcal{Z}_i} L_i^{ls}(y_i, z_i, \eta_i)$. As in the previous section, a method based on the distributed sub-gradient approach is used to solve (19) in a distributed manner.

2) Distributed algorithm: Let us introduce $\phi_i^{(\nu)}, \nu = 1, \ldots, m+1, i \in \mathcal{V}$. Denoting $\eta_i = [\eta_i^{(\nu)}]$ and $\phi_i = [\phi_i^{(\nu)}], \nu = 1, \ldots, m+1$, consider the following sequences for solving (15)

$$[z_i(k+1), y_i(k+1)] = \inf_{y_i \in \mathcal{Y}_i, z_i \in \mathcal{Z}_i} L_i^{ls}(y_i, z_i, \phi_i(k)),$$

(20a)

where

$$\phi_i(k+1) = \sum_{j \in \mathcal{V}} a_{ij} \eta_j(k+1),$$

(20b)

$$\eta_i(k+1) = \phi_i(k) + \alpha(k) g_i(z_i(k+1), y_i(k+1)),$$

(20c)

and $g_i(z_i, y_i) = [g_i^{(1)}(z_i, y_i), \ldots, g_i^{(m+1)}(z_i, y_i)]^T$. The proposed algorithm (20) can be implemented in a distributed manner under the assumption that $m$ is known to all agents.

3) Convergence Analysis: The following shows the convergence of (20).

Theorem 3. Suppose that Assumptions 7, 8 and 9 hold, and that $\alpha(k)$ satisfies $\sum_{k=0}^{\infty} \alpha(k) = \infty$ and $\sum_{k=0}^{\infty} \alpha^2(k) < \infty$. Then, the sequences (20) solves optimization problem (15), i.e., $\eta_i(k) \to \eta$ and $(z_i(k), y_i(k)) \to (\bar{z}_i, \bar{y}_i)$, as $k \to \infty$ for all $i \in \mathcal{V}$.

See Appendix for the proof. When the desired priority list is changed, note that (20) requires only one tuning parameter $\kappa > \nabla D_i(y_i)$ for all $y_i \in \mathcal{Y}_i, i \in \mathcal{V} \setminus \mathcal{M}$, under assumption that the
value of \( m \) and \( s_i \) are informed to all agents at every initial step of (20). Given this, a question arises on developing a method such that \( m \) and \( s_i \) can be obtained by exchanging information between the neighbor agents; thus, the communication between the central controller and the agents can be reduced. The algorithm is discussed in the next section.

V. DISTRIBUTED ENERGY MANAGEMENT: EDP + LOAD SHEDDING

This section presents how to integrate the proposed algorithms given in the previous sections. To this end, algorithms used to generate the value of \( y_{\text{tot}} \) and \( m \) in a distributed manner are proposed.

A. Solving an overloading condition in the EDP

In Section III, it is assumed that the EDP is feasible. However, there can be a case when there is no \( \tilde{x}_i \in X_i \) such that \( \Upsilon(\tilde{x}) + \sum_{i \in V} d_i - \sum_{i \in V} \tilde{x}_i = 0 \) holds, meaning that an overloading condition occurs. To handle this, this section aims to discuss how to obtain \( \sum_{i \in V} s_i = y_{\text{tot}} \) in a distributed manner so that the feasibility of the EDP can be recovered.

1) A feasibility problem: To find the necessary load shedding \( y_{\text{tot}} = \sum_{i \in V} s_i \), consider the following feasibility problem

\[
P_1: \quad \min_{s_i \geq 0, \mathbf{x} = [x_i], \sum_{i \in V} s_i^2} \sum_{i \in V} s_i^2 \quad \text{subject to} \quad \Upsilon(\mathbf{x}) + \sum_{i \in V} (d_i - x_i - s_i) = 0.
\]

Let us denote \( s_i^* \) and \( x_i^* \) as the optimal solution of this problem. Note that \( s_i^* = s_j^* \), \( i, j \in \mathcal{V} \). Moreover, the problem yields the optimal sum of load shedding \( y_{\text{tot}} = \sum_{i \in V} s_i \) because \( s_i^* \) is the smallest value such that \( \sum_{i \in V} s_i^* = \Upsilon(x^*) + \sum_{i \in V} (d_i - x_i^*) \) holds, \( x^* = [x_i^*], i \in \mathcal{V} \).

2) Relaxation of feasibility problem \( P_1 \): Consider the relaxed problem of \( P_1 \) defined as

\[
P_2: \quad \min_{s_i \geq 0, u = [u_i], \mathbf{x} = [x_i], \sum_{i \in V} s_i^2 + \tau \sum_{i \in V} x_i^2} \sum_{i \in V} s_i^2 + \tau \sum_{i \in V} x_i^2, \quad \text{subject to} \quad \sum_{i \in V} (u_i^2 + d_i - x_i - s_i) \leq 0, \quad R\mathbf{x} = u,
\]

where \( \tau > 0 \) is a tuning parameter. Denoting \( \overline{x}_i, \overline{s}_i, \) and \( \overline{s}_i \) as the optimal solution of this problem, it follows that \( \overline{x}_i = \overline{s}_j, i, j \in \mathcal{V} \).

Note that \( P_2 \) is convex as the equality constraint in \( P_1 \) is relaxed into an inequality. Moreover, the term \( \tau \sum_{i \in V} x_i^2 \) is included as an additional objective function with \( \tau > 0 \). Having this, the objective function of \( P_2 \) is monotonically increasing on the set \( \{x_i, s_i|x_i \in \mathbb{R}, x_i \geq 0\} \).
relint($\mathcal{X}_i$), $s_i > 0$}. Hence, Theorem I can be re-established to show that the optimal solution of this problem meets equality \( \sum_{i \in V} (\pi_i^2 + d_i - \pi_i - s_i) = 0 \), i.e., \( \sum_{i \in V} s_i = \gamma(\pi_i) + \sum_{i \in V} (d_i - \pi_i) \) where \( \pi_i = [\pi_i], i \in \mathcal{V} \). However, due to the additional term \( \tau \sum_{i \in V} x_i^2 \), we have \( \sum_{i \in V} s_i \geq \sum_{i \in V} s_i^* \), meaning that the optimal solution of \( \textbf{P2} \) is not the optimal solution of \( \textbf{P1} \). Nevertheless, small value of \( \|s_i^* - \pi_i\| \) can be obtained by setting \( \tau > 0 \) sufficiently small. With some minor modifications, the distributed algorithm given in (10) can be adopted for obtaining \( s_i \) using only local information. The details are omitted due to page limit.

B. Supporting algorithm for obtaining \( m \)

1) Review of a consensus algorithm: At first, a consensus algorithm studied in [29] is reviewed. Suppose that each \( i \)th agent has two local variables \( \theta_i, \omega_i \in \mathbb{R} \) and applies a consensus algorithm given by

\[
\theta_i(k+1) = \omega_i(k) + \frac{1}{2} \sum_{j \in \mathcal{N}_i} \frac{\omega_j(k) - \omega_i(k)}{\max\{|\mathcal{N}_i|, |\mathcal{N}_j|\}}, \tag{21a}
\]

\[
\omega_i(k+1) = \theta_i(k) + \left(1 - \frac{2}{9n+1}\right)(\theta_i(k+1) - \theta_i(k)). \tag{21b}
\]

Then, the following lemma holds.

**Lemma 1.** [29, Theorem 2.1] Suppose that Assumption I holds and that each node in an undirected graph \( G \) implements (21) with \( \omega_i(0) = \theta_i(0) \). Then, \( \lim_{k \to \infty} \theta_i(k) = \frac{1}{n} \sum_{i=1}^{n} \omega_i(0) =: \theta_{ss} \) and

\[
\|\theta(k) - \theta_{ss}\|_2^2 \leq 2 \left(1 - \frac{1}{9n}\right)^{k-1} \|\theta(0) - \theta_{ss}\|_2^2
\]

where \( \theta = [\theta_i], i = 1, \ldots, n \).

Lemma I implies that (21) converges to the average of the initial values as \( k \to \infty \). Moreover, \( \|\theta(k) - \theta_{ss}\|_\infty \leq \epsilon \) after \( O(n \ln(\|\theta(0) - \theta_{ss}\|_2/\epsilon)) \) iterations. The following section describes the approach based on (21) for obtaining the value of \( m \) in a distributed manner.

2) Applying consensus algorithm (21) to generate \( m \): Let us consider the following value for the initial condition of (21)

\[
\omega_i(0) = \begin{cases} 
n p_i/|M_\ell| & i \in M_\ell, \ell \in [1, m], 
n n/|V \setminus M| & i \in V \setminus M, \end{cases} \tag{22}
\]
with $\theta_i(0) = \omega_i(0)$. Then, $\lim_{k \to \infty} \theta_i(k) = \theta_{ss} = 1 + \sum_{\ell=1}^{m} \ell = (2 + m(m + 1))/2$, $i \in \mathcal{V}$. It is easy to see that $\theta_{ss}$ is always unique for any $m \in [0, n]$. For example, $\theta_{ss} = 1$ when $m = 0$, $\theta_{ss} = 2$ when $m = 1$, and so on. Since $m$ is upper-bounded by $n$, the consensus value $\theta_{ss}$ can be decoded to obtain the value of $m$.

In practice, it may be hard to obtain $\theta_i = \theta_{ss}$ since it holds asymptotically. Thus, we may need to use $\theta_i(k)$ instead of $\theta_{ss}$. From Lemma 1, $\theta_i(k) = \theta_{ss} \pm \epsilon$ for all $k \geq K_n(\epsilon)$ where $K_n(\epsilon) := O(n \ln(\|\theta(0) - \theta_{ss}\|/\epsilon))$. The following describes the value of $\theta_i(k) = \theta_{ss} \pm \epsilon$ for given different values of $m$.

Table I: $\theta_i(k) = \theta_{ss} \pm \epsilon$ for given different value of $m$.

| $m$ | 0 | 1 | ... | $n$ |
|-----|---|---|-----|----|
| $\theta_i(k) = \theta_{ss} \pm \epsilon$ | $1 \pm \epsilon$ | $2 \pm \epsilon$ | ... | $(2 + n^2 + n \pm 2\epsilon)/2$ |

In view of Table I, choosing $\epsilon$ satisfying $0 < \epsilon < 0.5$ yields an unique set $\theta_i(k) \in [\theta_{ss} - \epsilon, \theta_{ss} + \epsilon]$ for any $m$, $m \in [0, n]$. Having this, the value of $m$ can be still attained by running the algorithm (21) for at least $K_n(\epsilon)$ iterations where $\epsilon \in (0, 0.5)$.

**Remark 2.** The proposed algorithm (21) can be implemented under the assumption that the $i$th agent has knowledge of the cardinality of the set $\mathcal{M}_\ell$ (if $i \in \mathcal{M}_\ell$) or $\mathcal{V} \setminus \mathcal{M}$ (if $i \in \mathcal{V} \setminus \mathcal{M}$), $\ell \in \{1, \ldots, m\}$. In practice, this information can be obtained from the central controller. Note that when the desired priority list is changed, then, the central controller broadcast the new value of $p_i$ and $|\mathcal{M}_\ell|$ only to the agents that are affected by the modification. In light of this, the method requires less communication between the agents and the central controller, compared to the case when $m$ is broadcast to all agents. Moreover, from the initial condition (22), the information regarding the choice of the load shedding program of the $i$th customer is not disclosed to other agents, meaning that the privacy is preserved.

**C. Proposed distributed energy management**

The integration of the proposed EDP and the load shedding method is formally written in Algorithm 1. Bear in mind that the required demand for the EDP is updated in Algorithm 1 by considering the load shedding, i.e., $d_i \leftarrow d_i - s_i$ in Stage 2. In the next section, numerical simulations are used to demonstrate that the proposed algorithms yield the desired output of the EDP and the priority-considered load shedding.
Algorithm 1 Distributed EDP + load shedding

Input from the operator: $p_i$, $|M_\ell|$ if $i \in M_\ell$, $|V\setminus M|$ otherwise

Stage 1a : Finding $m$

1. Initialize $\theta_i(0) = \omega_i(0)$ using (22)
2. Run (21) for $k \geq K_n(\epsilon)$
3. Output: All agent know $m$ by using Table I

Stage 1b : Estimating $y_{tot}$

Solve P2 in a distributed manner

Output: Each agent holds $s_i$

Stage 2: Determining $x_i, y_i$

Input: $m, s_i$

Set $d_i \leftarrow d_i - s_i$

1. Initialize $\lambda_i(0) \geq 0$, $\xi_i(0) \in \mathbb{R}^n$, $\eta_i(0) \in \mathbb{R}^{m+1}$
2. repeat $k = 0, 1, \ldots$
3. Exchange $\lambda_i(k), \xi_i(k), \eta_i(k)$ to neighboring agents.
4. Run (10a)-(10b) and (20b)
5. Calculates $x_i(k+1)$ and $y_i(k+1)$ using (10c) and (20a)
6. Update $\lambda_i(k+1), \xi_i(k+1), \eta_i(k)$ using (10d)-(10e) and (20c)

until converge

VI. NUMERICAL SIMULATIONS

Note that Stage 2 of Algorithm 1 plays an essential role in determining the dispatched power and load shedding at each bus. Moreover, Stages 1a and 1b can be seen as two supporting algorithms. Having this, due to page limit, this section only presents the simulation results for the algorithms under Stage 2 of Algorithm 1, i.e., the methods given in (10) and (20) are validated. For this purpose, consider the IEEE-30 bus [30]. The system consists of 6 generators and 24 load buses. Furthermore, it is assumed that the communication between the buses is modeled as an undirected graph $G = (V, E)$, $V = \{1, \ldots, 30\}$ where the communication paths do not necessarily coincide with the power flow.

A. The proposed EDP considering transmission losses

The simulation results of the proposed distributed EDP given in (10) is presented in this section. Table III describes $x_{\text{max}}^i$ and the parameters of the cost function of the $i$th generator with $C_i(x_i) = a_i x_i^2 + b_i x_i$. The minimum generation $x_{\text{min}}^i$ for all generators are 5MW.
Table II: Generators parameters \((MU=\text{money unit})\).

| Generator | \(a_i\) \((MU/MW^2)\) | \(b_i\) \((MU/MW)\) | \(x_{i}^{\max}(MW)\) |
|------------|-----------------|-----------------|-----------------|
| 1          | 0.08            | 2               | 20              |
| 2          | 0.06            | 3               | 10              |
| 3          | 0.07            | 4               | 30              |
| 4          | 0.06            | 4               | 15              |
| 5          | 0.08            | 2.5             | 10              |
| 6          | 0.08            | 2.5             | 8               |

Table III: Optimal solution of (7) obtained using a centralized method.

| \(\sum_{i \in V} d_i\) | \(x = [x_i]\) | \(\Upsilon(x) - 1^T x\) |
|-------------------------|---------------|-------------------------|
| 36                      | [5, 6.0836, 8.8734, 7.31, 8.2366, 6.57] | -36                     |
| 48                      | [5, 7.406, 14.844, 11.544, 10, 8]      | -48                     |
| 55.2                    | [5, 9.4079, 19.5281, 15, 10, 8]        | -55.2                   |

\(B\)-matrix is obtained from [30] and is given as follows:

\[
B = 10^{-2}
\begin{bmatrix}
13.82 & -2.99 & 0.44 & -0.22 & -0.10 & -0.08 \\
-2.99 & 4.87 & -0.25 & 0.04 & 0.16 & 0.41 \\
0.44 & -0.25 & 1.82 & -0.70 & -0.66 & -0.66 \\
-0.22 & 0.04 & -0.70 & 1.37 & 0.50 & 0.33 \\
-0.10 & 0.16 & -0.66 & 0.50 & 1.09 & 0.05 \\
-0.08 & 0.41 & -0.66 & 0.33 & 0.05 & 2.44
\end{bmatrix}
\]

At first, the proposed relaxed problem (7) is solved in a centralized way to show that the optimal solution \(\bar{x}_i\) yields \(\Upsilon(\bar{x}) + \sum_{i \in V} d_i - \sum_{i \in V} \bar{x}_i = 0\), \(\bar{x} = [\bar{x}_i]\). The results are depicted in Table III. This implied that the supply-demand balance is attained using the relaxed-problem (7).

For the purpose of solving (7) in a distributed setting, the algorithm (10) is employed with \(\alpha_i(k) = 100/k^{0.6}\) and the load demand is 2MW at all load buses, meaning that \(\sum_{i \in V} d_i = 48\) since there are 24 load buses. Figure 1 shows that the total power mismatch converges to zero as iteration increases. Moreover, Figure 2 describes the dispatched power at each generator. Note that the optimal solution from the distributed algorithm converges to the solution by a centralized method shown in Table III. Moreover, Table IV shows the dispatched power obtained using the proposed distributed method (10) for given different load demands.
Figure 1: The dispatched power converges to the value such that \( \sum_{i \in V} d_i = \sum_{i \in V} x_i - \Upsilon(x) \), \( x = [x_i] \).

Figure 2: For the given load demand \( \sum_{i \in V} d_i = 48 \), the dispatched power \( x_i(k) \) converges to \( [5, 7.38, 14.78, 11.64, 10, 8] \).

Observe that the results are the same as the solution obtained using a centralized approach described in Table III.

B. The proposed priority considered load shedding

Numerical simulations are carried out to investigate the effectiveness of distributed algorithm (20) to solve LS Problem defined in Section II. The algorithm is applied with

Table IV: Optimal solution of (7) obtained using the proposed distributed algorithm (10).

| \( \sum_{i \in V} d_i \) | \( x = [x_i] \) | \( \Upsilon(x) - 1^T x \) |
|-------------------------|-----------------|-----------------|
| 36 | [5, 6.05, 8.82, 7.34, 8.2323, 6.6437] | -35.9999 |
| 48 | [5, 7.38, 14.78, 11.64, 10, 8] | -48.0035 |
| 55.2 | [5, 9.407, 19.5321, 15, 10, 8] | -55.2027 |
Figure 3: Let $\mathcal{M}_1 = \{7\}$, $\mathcal{M}_2 = \{8, 9\}$, $y^\text{max}_i = 1.2$, and $y_{\text{tot}} = 1.8$, simulation results show that the desired priority-considered load shedding is obtained.

$\alpha(k) = 1000/(k + 500)$ to allocate the load shedding for 24 buses, i.e., $i \in \{7, \ldots, 30\}$. In this study, $m = 3$ is considered where $\mathcal{M}_1 = \{7\}$, $\mathcal{M}_2 = \{8, 9\}$, and $\mathcal{M}_3 = \{10\}$. This means that we would like to shed the load in the 7th, 8th, 9th, and 10th bus first before shedding the remaining 20 buses. Moreover, the bus belonging to the set $\mathcal{M}_1$ has the highest, and $\mathcal{M}_3$ has the lowest priority to be shed. Consider $r_i = 3$ and $D_i(y_i) = \frac{1}{2} q_i y_i^2$ where $q_i = 1$ for all $i = \{11, 12, 21, 22\}$, $q_i = 2$ for all $i = \{13, 14, 23, 24\}$, $q_i = 2.5$ for all $i = \{15, 16, 25, 26\}$, $q_i = 3$ for all $i = \{17, 18, 27, 28\}$, and $q_i = 4$ for all $i = \{19, 20, 29, 30\}$.

The algorithm is employed by setting $\kappa = 40$ and $y^\text{max}_i = 1.2$, $i \in \mathcal{V}$. At first, let us consider the case when $\sum_{i \in \mathcal{V}} s_i = y_{\text{tot}} = 1.8$. Figure 3 shows that $y_7 = y_8^\text{max} = 1.2$ and $y_8 = y_9 = 0.3$. Since $y_i \approx 0$ for all $i \in \mathcal{V}\{7, 8, 9\}$, we have $\sum_{i \in \mathcal{V}} y_i = y_{\text{tot}}$. Note that $y_8 = y_9 = 0.3$ because the load shedding at the bus belonging to the set $\mathcal{M}_1$ is not enough to meet the required load shedding $y_{\text{tot}}$. Owing to this, the priority-considered load shedding scenario is achieved.

Next, simulations are carried out by considering three different values of $y_{\text{tot}}$. The results are shown in Figure 4. When, $y_{\text{tot}} = 1$, only the bus belonging to the set $\mathcal{M}_1$ is shed. In the case $y_{\text{tot}} = 4$, we have $y_7 = y_8 = y_9 = 1.2$ and $y_{10} = 0.4$. Moreover, when $y_{\text{tot}} = 6$, we have $y_7 = y_8 = y_9 = y_{10} = \sum_{i \in \mathcal{V}\{7, 8, 9, 10\}} y_i = 1.2$. Owing to this, the proposed method is able to yield the load shedding according to the desired priority list. Figure 5 shows the convergence of the algorithm in the case when $y_{\text{tot}} = 6$. Note that $y_i$ converges to the value such that its summation over all $i \in \mathcal{V}$ coincides with the desired value $\sum_{i \in \mathcal{V}} s_i = y_{\text{tot}} = 6$.

VII. Conclusion

This paper formulates an optimization problem for the EDP to deal with the transmission loss power modeled in a quadratic function. In addition, an optimization problem is proposed to consider some priorities in the load shedding program. Under some assumptions, distributed
Figure 4: Simulation results for different $y_{\text{tot}}$: 1, 4, and 6. Given that $\mathcal{M}_1 = \{7\}$, $\mathcal{M}_2 = \{8, 9\}$, $\mathcal{M}_3 = \{10\}$, and $y_{i}^{\text{max}} = 1.2$ for all $i \in \mathcal{V}$, the scheduled load shedding follows the desired priority list.

Figure 5: For the case when $\sum_{i \in \mathcal{V}} s_i = y_{\text{tot}} = 6$ the value of $\sum_{i \in \mathcal{V}} y_i - \sum_{i \in \mathcal{V}} s_i$ converges to zero as the iterations increase.

algorithms for both problems are proposed. Moreover, a feasibility problem is adopted to find the necessary load shedding for handling an overloading condition in a distributed manner.
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APPENDIX

A. Proof of Theorem 1

Note that \( \mathcal{L}(x, u, \lambda, \xi) \) given in (5) is the relaxed Lagrangian function of (4) since the constraint \( x_i \in X_i \) is considered implicitly. For the purpose of showing (6), let us consider the full Lagrangian function of (4) as follows:

\[
\hat{L}(x, u, \lambda, \xi, \varphi, \sigma) := \sum_{i \in V} \left( \sigma_i (x_i - x_i^{\max}) + \varphi_i (x_i^{\min} - x_i) \right) + \mathcal{L}(x, u, \lambda, \xi)
\]

where \( \varphi = [\varphi_i], \sigma = [\sigma_i], i \in V \). The following is complementary slackness condition corresponding to inequality constraint (4b)

\[
\bar{\lambda} \geq 0, \quad \bar{\lambda} \left( \sum_{i \in V} (\pi_i^2 + d_i - \pi_i) \right) = 0. \tag{23}
\]

Let us consider the case when \( \bar{\lambda} = 0 \) and check the existence of \( \pi_i, \pi_i, \bar{\pi}_i, i \in V \), satisfying the KKT conditions. At first, \( \partial \hat{L} / \partial x_i = 0 \) and \( \partial \hat{L} / \partial u_i = 0 \) can be written as follows:

\[
\begin{align*}
\partial \hat{L} / \partial x_i &= \nabla C_i(\pi_i) - \bar{\lambda} + \sum_{j \in V} \xi^{(j)} r_{ji} + \sigma_i - \bar{\sigma}_i = 0, \tag{24} \\
\partial \hat{L} / \partial u_i &= 2\bar{\lambda} u_i - \bar{\xi}^{(i)} = 0. \tag{25}
\end{align*}
\]

Since \( \bar{\lambda} = 0 \), from (25) we have \( \bar{\xi}^{(j)} = 0 \) for all \( j \in V \). Substituting it to (24) yields \( \nabla C_i(\pi_i) + \sigma_i - \bar{\sigma}_i = 0 \).

Having this, let us consider the case where \( \bar{\sigma}_i = 0, \sigma_i = 0, i \in V \). This means \( \pi_i \in \text{relint}(X_i) \) and yields \( \nabla C_i(\pi_i) = 0 \). Note that this contradicts the assumption that \( \nabla C_i(x_i) > 0 \) for all \( x_i \in \text{relint}(X_i) \) described in Assumption 4. Next, consider the case where \( \bar{\sigma}_i = 0 \) and \( \sigma_i \neq 0 \), meaning that \( \pi_i = x_i^{\max} \) for all \( i \in V \). It follows that \( C_i(\pi_i) + \sigma_i = 0 \). Since \( \sigma_i > 0 \), it yields \( \nabla C_i(\pi_i^{\max}) < 0 \) which can not be true according to Assumption 4. Furthermore, let...
us consider the case where \( \varphi_i \neq 0 \) and \( \sigma_i = 0 \), meaning that \( \pi_i = x_i^{min}, i \in V \). In this case, we have \( \nabla C_i(\pi_i^{min}) - \varphi_i = 0 \), which can be true. In conclusion, we have \( \pi_i = x_i^{min} \) when \( \lambda = 0 \). By using (6c) and \( B = R^T R \), we have \( \sum_{i \in V} \pi_i^2 = \Upsilon(x_i^{min}) \). The following holds according to Assumption 5

\[
\sum_{i \in V} \pi_i^2 + d_i - \pi_i = \Upsilon(x_i^{min}) + \sum_{i \in V} (d_i - x_i^{min}) > 0.
\]

Note that this contradicts the assumption that \( \bar{\lambda} = 0 \) which equivalent to \( \sum_{i \in V} \pi_i^2 + d_i - \pi_i < 0 \). Owing to this, \( \bar{\lambda} > 0 \), meaning that equality constraint (6b) holds.

### B. Proof of Claim 1

Because \( x_i(k+1) \) and \( u_i(k+1) \) satisfy (10c), i.e., \( [x_i(k+1), u_i(k+1)] = \inf_{x_i \in X, u_i \in U} \mathcal{L}_i(x_i, u_i, v_i(k), w_i(k)) \), for any \( k \geq 0, i \in V \), we have

\[
0 \leq -\mathcal{L}_i(x_i(k+1), u_i(k+1), v_i(k), w_i(k))
+ \mathcal{L}_i(\pi_i, \pi_i, v_i(k), w_i(k)).
\]

(26)

Due to the same reason, \( q_i(v_i(k), w_i(k)) = -h_i(v_i(k), w_i(k)) = -\inf_{x_i \in X, u_i \in U} \mathcal{L}_i(x_i, u_i, v_i(k), w_i(k)) \) can be rewritten as

\[
q_i(v_i(k), w_i(k)) = -\mathcal{L}_i(x_i(k+1), u_i(k+1), v_i(k), w_i(k)).
\]

(27)

The zero-duality gap implies that \( \sum_{i \in V} C_i(\pi_i) = \sum_{i \in V} h_i(\bar{\lambda}, \bar{\xi}) = -\sum_{i \in V} q_i(\bar{\lambda}, \bar{\xi}) \). As a result, we have

\[
\sum_{i \in V} \mathcal{L}_i(\pi_i, \pi_i, v_i(k), w_i(k)) =
- \sum_{i \in V} q_i(\bar{\lambda}, \bar{\xi}) + \sum_{i \in V} v_i(k)(\pi_i^2 + d_i - \pi_i)
+ \sum_{i \in V} w_i^{(i)}(k)(r_i \pi_i - \pi_i) + \sum_{i \in V} \sum_{j \in V, j \neq i} w_i^{(j)}(k)r_j \pi_i.
\]

(28)

where \( w_i = [w_i^{(j)}], j \in V \). The following is obtained from the summation of (26) over all \( i \in V \).

\[
0 \leq -\sum_{i \in V} \mathcal{L}_i(x_i(k+1), u_i(k+1), v_i(k), w_i(k))
+ \sum_{i \in V} \mathcal{L}_i(\pi_i, \pi_i, v_i(k), w_i(k)).
\]

(29)
Substituting (27)-(28) into (29) yields
\[
0 \leq \sum_{i \in V} q_i(v_i(k), w_i(k)) - \sum_{i \in V} q_i(\overline{\lambda}, \overline{\xi}) + \sum_{i \in V} v_i(k)(\overline{\pi}_i^2 + d_i - \overline{\pi}_i) + \sum_{i \in V} w_i^{(i)}(k)(r_{ii}\overline{x}_i - \overline{\pi}_i) + \sum_{i \in V} \sum_{j \in V, j \neq i} w_i^{(j)}(k)r_{ji}\overline{x}_i.
\]

Since \(q_i\) is a convex function, it follows that
\[
0 \leq \sum_{i \in V} \partial q_i(\overline{\lambda}, \overline{\xi})^T \left( \begin{bmatrix} \overline{\lambda} \\ \overline{\xi} \end{bmatrix} - \begin{bmatrix} v_i(k) \\ w_i(k) \end{bmatrix} \right) + \sum_{i \in V} v_i(k)(\overline{\pi}_i^2 + d_i - \overline{\pi}_i) + \sum_{i \in V} w_i^{(i)}(k)(r_{ii}\overline{x}_i - \overline{\pi}_i) + \sum_{i \in V} \sum_{j \in V, j \neq i} w_i^{(j)}(k)r_{ji}\overline{x}_i.
\]

Note that the right hand side of (30) goes to zero as \(k \to \infty\) because \((v_i(k), w_i(k)) \to (\overline{\lambda}, \overline{\xi})\) as \(k \to \infty\), \(\sum_{i \in V}(\overline{\pi}_i^2 + d_i - \overline{\pi}_i) \leq 0\), and \(\sum_{i \in V}(\sum_{j \in V} r_{ji}\overline{x}_i - \overline{\pi}_i) = 0\). This implies
\[
\lim_{k \to \infty} \sum_{i \in V} \mathcal{L}_i(\overline{x}_i, \overline{\pi}_i, v_i(k), w_i(k)) - \sum_{i \in V} \mathcal{L}_i(x_i(k+1), u_i(k+1), v_i(k), w_i(k)) = 0
\]
which is equivalent to (14).

C. Proof of Theorem 3

Given that \(y_i(k) \in Y_i\) and \(z_i(k) \in Z_i\), there exists \(\Lambda > 0\) such \(\|g_i(z_i(k), y_i(k))\| \leq \Lambda\) for all \(k \geq 0\). Thus, \(\eta_i(k) \to \overline{\eta}\) as \(k \to \infty\) according to [31, Proposition 5]. Using the similar reasoning for obtaining (30), we have
\[
0 \leq \sum_{i \in V} \mathcal{L}_i^{ls}(y_i, \overline{\pi}_i, \phi_i(k)) - \sum_{i \in V} \mathcal{L}_i^{ls}(y_i(k+1), z_i(k+1), \phi_i(k)) \leq \sum_{i \in V} \left( \Lambda \|\overline{\eta} - \phi_i(k)\| + \sum_{\nu=1}^{m+1} \phi_i^{(\nu)}(k) g_i^{(\nu)}(\overline{\pi}_i, \overline{\eta}_i) \right).
\]

(31)
Since $F_i$ is a strongly convex function, it follows that $L_{ls}(y_i, z_i, \phi_i(k))$ is a strongly convex function for any $\phi_i(k)$. In other words, there exists $\gamma_i > 0$ such that
\[
\frac{\gamma_i}{2} \left\| \begin{bmatrix} \bar{y}_i \\ \bar{z}_i \end{bmatrix} - \begin{bmatrix} y_i(k+1) \\ z_i(k+1) \end{bmatrix} \right\|^2 \leq L_{ls}(\bar{y}_i, \bar{z}_i, \bar{\lambda}, \phi_i(k))
\]
\[
- L_{ls}(y_i(k+1), z_i(k+1), \phi_i(k))
\]
\[
- \nabla L_{ls}(y_i(k+1), z_i(k+1), \phi_i(k))^T \left( \begin{bmatrix} \bar{y}_i \\ \bar{z}_i \end{bmatrix} - \begin{bmatrix} y_i(k+1) \\ z_i(k+1) \end{bmatrix} \right).
\]
By definition, $\nabla L_{ls}(y_i(k+1), z_i(k+1), \phi_i(k))^T = 0$. Summing (32) over $i \in \mathcal{V}$ and using (31) yields
\[
\sum_{i \in \mathcal{V}} \frac{\gamma_i}{2} \left\| \begin{bmatrix} \bar{y}_i \\ \bar{z}_i \end{bmatrix} - \begin{bmatrix} y_i(k+1) \\ z_i(k+1) \end{bmatrix} \right\|^2 \leq \sum_{i \in \mathcal{V}} \Lambda \| \bar{\eta} - \phi_i(k) \|
\]
\[
+ \sum_{i \in \mathcal{V}} m+1 \sum_{\nu=1}^{m+1} \phi_i^{(\nu)}(k) g_i^{(\nu)}(\bar{z}_i, \bar{y}_i).
\]
Given that the right-hand side of this inequality goes to zero as $k \to \infty$ according to (31), we have $(z_i(k), y_i(k)) \to (\bar{z}_i, \bar{y}_i)$ as $k \to \infty$. 
