Convolutional neural network and long short-term memory based reduced order surrogate for minimal turbulent channel flow
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We investigate the applicability of machine learning based reduced order model (ML-ROM) to three-dimensional complex flows. As an example, we consider a turbulent channel flow at the friction Reynolds number of \( Re_\tau = 110 \) in a minimum domain which can maintain coherent structures of turbulence. Training data set are prepared by direct numerical simulation (DNS). The present ML-ROM is constructed by combining a three-dimensional convolutional neural network autoencoder (CNN-AE) and a long short-term memory (LSTM). The CNN-AE works to map high-dimensional flow fields into a low-dimensional latent space. The LSTM is then utilized to predict a temporal evolution of the latent vectors obtained by the CNN-AE. The combination of CNN-AE and LSTM can represent the spatio-temporal high-dimensional dynamics of flow fields by only integrating the temporal evolution of the low-dimensional latent dynamics. The turbulent flow fields reproduced by the present ML-ROM show statistical agreement with the reference DNS data in time-ensemble sense, which can also be found through an orbit-based analysis. Influences of the population of vortical structures contained in the domain and the time interval used for temporal prediction on the ML-ROM performance are also investigated. The potential and limitation of the present ML-ROM for turbulence analysis are discussed at the end of our presentation.

I. INTRODUCTION

Reduced order modeling (ROM) methods have a crucial role to understand complex flow phenomena and to design control laws. Among various methods, the proper orthogonal decomposition (POD) has vastly been utilized to extract dominant spatial coherent structures in flow fields and to construct Galerkin projection-based reduced order models. These efforts can be categorized as intrusive ROM, which fit modes into a lower order dynamical system. It can retain much physical information of the original system because of its intrusiveness; however, there is a limitation on the applicability to complex flows where require an immense number of spatial modes, and on the stability in its numerical integration. On the other hand, non-intrusive ROM, which extract governing physics from a vast amount of data sets, are able to handle the nonlinear complex flow phenomena efficiently. In particular, neural network based non-intrusive ROM have recently shown promising results. San and Maulik introduced an extreme learning machine based ROM for quasi-stationary geophysical turbulent flows and showed its advantage in terms of stability against the POD-based ROM. Otherwise, the great capabilities of neural network based ROM were demonstrated by considering two-dimensional Boussinesq equations at various Rayleigh numbers and an inviscid transonic flow past an airfoil. More recently, Maulik et al. capitalized on a probabilistic neural network to obtain a temporal evolution of POD coefficients considering a shallow water equation and sea surface temperature. Their proposed model can estimate the temporal dynamics while showing a confidence interval of its estimation. For more complex problems, Srinivasan et al. applied a long short-term memory (LSTM) to the nine-equation ROM for turbulent shear flow and reported its ability to predict the temporal turbulent dynamics over coefficients. Moreover, Pawar et al. also utilized the LSTM so as to correct modal coefficients of the Galerkin projection. They showed a great potential of their ROM when the governing equations are not sufficient to represent underlying physics. In such a manner, the non-intrusive ROM aided by data-driven methods have acquired a citizenship in the fluid dynamics community as a powerful analysis tool.
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In addition to the aforementioned studies, unsupervised machine learning based reduced order modeling with autoencoders (AEs)\cite{17} has also attracted an increasing attention due to its ability to account for nonlinearities in the low-dimensional mapping (in terms of vector dimension) via activation functions\cite{18,19,20}. In the pioneering work by Milano and Koumoutsakos\cite{22}, who — to the best of our knowledge — first applied the AE to fluid flows, they investigated the similarity and difference between the POD and a multi-layer perceptron based AE considering the burgers equation and turbulent channel flow. Recently, a convolutional neural network (CNN)-based AE has also widely been used thanks to the concept of filter sharing in CNN, which enables us to handle high-dimensional fluid data set efficiently\cite{23}. Omata and Shirayama\cite{24} applied the CNN-AE and the POD to a wake of NACA0012 airfoil to reduce the dimension and examined the temporal behavior in the latent space. From the perspective on interpretability of AE modes, Murata et al.\cite{25} proposed a customized CNN-AE to extract and visualize the nonlinear AE modes by considering a two-dimensional periodic cylinder wake and its transient. They clearly demonstrated that the CNN-AE is basically similar to POD but a single nonlinear AE mode contains multiple POD modes thanks to the nonlinear activation function. The similar idea has also been extended by Fukami et al.\cite{26} by utilizing a hierarchical CNN-AE to present ordered AE modes following the energy contributions aiming at more efficient and interpretable compression of turbulence.

More recently, Hasegawa et al.\cite{27,28} unified a CNN-AE and an LSTM to construct a machine learning based ROM (ML-ROM). They examined its capability to unsteady flows around bluff bodies whose shape are randomly defined. Their ML-ROM was also extended to the examination for Reynolds number dependence\cite{29}. These studies showed that the spatio-temporal high-dimensional dynamics of flow fields can be represented by only following the temporal evolution of the low-dimensional latent dynamics obtained by the CNN-AE. However, their use of ML-ROM has been thus far limited to two-dimensional laminar flow fields. Hence, our next interest is whether this ML-ROM can be applied to more complex flow field over a three-dimensional domain or not.

We here extend the ML-ROM constructed by CNN-AE and LSTM to a turbulent channel flow at $Re_\tau = 110$ over a three-dimensional domain so that the applicability of the ML-ROM to three-dimensional complex flows can be investigated. Our presentation is organized as follows. Details of training data set and machine learning models are provided in section II. Both qualitative and quantitative assessments on our ML-ROM for three-dimensional turbulence are shown in section III. We present a summary of our paper and give an outlook in section IV.

II. METHODS

A. Example: minimal turbulent channel flow at $Re_\tau = 110$

In the present paper, we consider a fully developed turbulent channel flow as an example of three-dimensional turbulence. Training data set is prepared by a direct numerical simulation (DNS), which has been verified against the spectral DNS results by Iwamoto et al.\cite{30}. The governing equations are incompressible continuity and Navier–Stokes...
\[ \nabla \cdot \mathbf{u} = 0, \quad (1) \]
\[ \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{u} \mathbf{u}) = -\nabla p + \frac{1}{Re_x} \nabla^2 \mathbf{u}, \quad (2) \]

where \( \mathbf{u} = [u \ v \ w]^T \) represents the velocity vector with \( u, v \) and \( w \) being its components in the streamwise \((x)\), wall-normal \((y)\) and spanwise \((z)\) directions. Here, \( t \) is the time, and \( p \) is the pressure. The quantities are non-dimensionalized with the fluid density \( \rho^* \), the channel half-width \( \delta^* \), and the friction velocity \( u^*_f \), where the asterisk indicates dimensional quantities. The friction Reynolds number \( Re_x = u^*_f \delta^*/\nu^* \) and the computational domain size are carefully chosen so as to enable machine learning with our computational resource while maintaining coherent structures of turbulence, referred to as a minimal turbulent channel flow.\(^{[31]}\) The friction Reynolds number is set to \( Re_x = 110 \). The size of the computational domain and the number of grid points here are \((L_x, L_y, L_z) = (\pi \delta, 2\delta, 0.5\pi \delta)\) and \((N_x, N_y, N_z) = (32, 64, 32)\), as illustrated in figure 1(a). The time step in the present DNS is \( \Delta t^+ = \Delta t^+_{\text{DNS}} = \Delta t^+_{\text{DNS}} u^*_f / \nu^* = 3.85 \times 10^{-2} \), where the subscript \( + \) denotes the wall units. The governing equations (1) and (2) are spatially discretized with the energy-conserving fourth order finite difference scheme on the staggered grid.\(^{[32]}\) The temporal integration is performed using the low-storage, third-order Runge-Kutta/Crank-Nicolson scheme\(^{[33]}\) with the high-order SMAC-like velocity-pressure coupling scheme\(^{[34]}\). The pressure Poisson equation is solved with the fast Fourier transform in the \( x \) and \( z \) directions and the tridiagonal matrix algorithm in the \( y \) direction. The computational grids in the \( x \) and \( z \) directions are uniform, and a non-uniform grid is utilized in the \( y \) direction. No-slip boundary condition is imposed on the walls and the periodic boundary condition is used in the \( x \) and \( z \) directions.

As for the data attributes used for machine learning, we consider three velocity components \( q = \{u, v, w\} \). We use 10 000 snapshots (i.e., instantaneous velocity fields) for training data as the baseline, although we will discuss the dependence of the CNN-AE performance on the amount of training data later. These snapshots are sampled with a time interval \( \Delta t^+ = 3.85 \), which corresponds to 100 times that of DNS, i.e., \( \Delta t^+ = 100 \Delta t^+_{\text{DNS}} \). For the training pipeline, we choose 70% of the snapshots for the training of the present model, while remaining 30% is used for the validation purpose. The training for the LSTM is performed using the CNN-based latent vector generated using the DNS snapshots over 38 500 wall unit time corresponding to 10 000 snapshots. We also consider additional 2 700 snapshots as the test data for the assessment in section III. Note that our test data are extracted from a different time period from that of the training data: the end of training snapshots and the beginning of the test data range are 231 000 wall unit time apart from each other. Considering the fact that the temporal correlation vanishes on the order of 100 wall unit time at this Reynolds number, the test data arrangement here can be regarded as far enough from the training data range, which can guarantee the generalizability of the present model. Note that we will discuss the dependence of the CNN-AE performance on the amount of training data later. In the present study, we do not apply any scalings (normalization and standardization) to both input and output attributes because all the attributes are more or less on the order of unity in wall units, although we can consider them to make the present model have the robustness for scaling with other flow field.\(^{[35]}\)

B. Convolutional neural network based autoencoder

As mentioned above, the construction of our machine learning based reduced order model is inspired by Hasegawa et al.\(^{[27,29]}\) who performed a temporal prediction of high-dimensional fluid flows in a low-dimensional latent space. Again, the role of CNN-AE in our ML-ROM framework is to map a high-dimensional flow field into a low-dimensional latent space. Here, let us first introduce the principle of convolutional neural network (CNN)\(^{[35]}\). The CNN has mainly been utilized in image processing and classification tasks. Moreover, the use of CNN has also emerged in the fluid dynamics field because of the compatibility of filter sharing (explained later) idea to high-dimensional fluid data.\(^{[27,29]}\)

Since we consider the channel flow over a three-dimensional domain, we use a three-dimensional CNN, which is distinct from Hasegawa et al.\(^{[27,29]}\) who capitalized on a two-dimensional model. As shown in figure 2(a), the output \( \gamma^{(i)} \) of the layer \( i \) with the location \((i, j, k)\) in the \( n \)th filter, can be generated by convolutional operation \( \xi^{(i)} \) as illustrated in figure 2(b). Mathematically speaking, the output \( \gamma^{(i)} \) can be formed as

\[ \gamma^{(i)}_{ijkm} = \varphi \left( b^{(i)}_m + \sum_{l=0}^{L-1} \sum_{p=0}^{H-1} \sum_{q=0}^{H-1} \sum_{r=0}^{H-1} \varphi^{(i)}_{pqr} \delta^{(i-1)}_{l+p-G,j+q-G,k+r-G,l} \right), \quad (3) \]

where \( H \) is the width and height of the filter, \( G = \text{floor}(H/2) \), \( K \) is the number of channels in a convolution layer, \( \delta_m \) is the bias, and \( \varphi \) is an activation function. In the present paper, we utilize a ReLU function\(^{[35]}\), which is known
to be effective in avoiding the weight update issue in deep CNNs. The aim of training process in the CNN can be regarded as obtaining optimized filter coefficients \( \xi_{pqrlm} \) so as to acquire the desired output. The concept of filters in CNN is known as filter sharing since the filter of size \( H \times H \) is shared over the whole field within the same layer. In addition to the filter operation, a max pooling operation (figure 2(c)) and an upsampling operation (figure 2(d)) are respectively inserted for the encoder and decoder parts of autoencoder (AE), although details of AE will be provided later. The max pooling operation plays a role to reduce the dimension of input images while obtaining the robustness against rotation and translation of the images. On the other hand, the upsampling operation in the decoder part copies the values of the lower-dimensional maps into a higher-dimensional image.

In the present study, the aforementioned CNN is utilized for the construction of autoencoder (AE). The AE is one of unsupervised methods which use the same data \( q \) for the input and output in the training,

\[
q \approx \hat{q} = F_C(q; w_C),
\]

where \( F_C \) and \( w_C \) represent the AE and the weights inside the AE, respectively. The output of the AE is denoted as \( \hat{q} \). The AE generally has a compression procedure that comprises of an encoder \( F_e \) for dimension reduction and a decoder \( F_d \) for dimension extension. If the output data of AE has a similar nature to the input \( q \), it implies that low-dimensional map of AE \( \eta \) can be regarded as representative information of high-dimensional original input or output such that

\[
\eta = F_e(q), \quad \hat{q} = F_d(\eta).
\]

As briefly mentioned in introduction, the low-dimensionalized variables arranged by the nonlinear AE have more energetic information than that with linear POD thanks to the use of nonlinear activation function,\(^{25,26}\) although their orthogonalities are not guaranteed.\(^{44}\)

Analogous to our previous studies\(^{27,29}\), we use a multi-scale CNN-AE which contains three filter sizes as illustrated in figure 3. One of significant advantages for the use of multi-scale (MS) manner is that the model is able to account for various scales included in complex fluid flow phenomena.\(^{38}\) The sizes of filter are set to 3, 5, and 7 for each path in figure 3. The details for the size of input/output data and low-dimensional latent space will be provided later. The weights inside the multi-scale CNN-AE are obtained through an iterative minimization. As stated above, the CNN-AE is trained to output the same data as the input \( q \).

\[
w_C = \text{argmin}_{w_C} ||q - F_C(q; w_C)||_2.
\]

Note again that we use three velocity components \( q = \{u, v, w\} \) as the input and output attributes. We use the \( L_2 \) error as the loss function, as shown in equation (6).
FIG. 3. Three-dimensional multi-scale convolutional neural network based autoencoder (CNN-AE).

FIG. 4. (a) Internal procedures of long short-term memory (LSTM). (b) Parallel use of LSTM models having different number of units, adopted in the present study. The output is obtained as the summation of these LSTM models.

C. Long short-term memory

A long short-term memory is one of recurrent neural networks (RNNs) which can retain a temporal sequential history of time-series data into the model. Due to its characteristics, the LSTM has often been utilized in speech recognition tasks. In the present ROM, the LSTM is applied to the temporal prediction of low-dimensional latent space obtained by the CNN-AE introduced above.

An LSTM layer is comprised of a cell, an input gate $d$, an output gate $o$, and a forget gate $g$. Internal procedures in the LSTM layer is illustrated in figure (a), which can be mathematically expressed as

\[
g_t = \sigma(W_g \cdot [h_{t-1}, e_t] + \beta_g), \quad (7)
\]
\[
d_t = \sigma(W_d \cdot [h_{t-1}, e_t] + \beta_d), \quad (8)
\]
\[
\tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, e_t] + \beta_c), \quad (9)
\]
\[
C_t = g_t \times C_{t-1} + d_t \times \tilde{C}_t, \quad (10)
\]
\[
o_t = \sigma(W_o \cdot [h_{t-1}, e_t] + \beta_o), \quad (11)
\]
\[
h_t = o_t \times \tanh(C_t), \quad (12)
\]

where $C$ is the cell state, $h$ is the cell output, and $e$ denotes the cell input, $W$ and $\beta$ represent the weights and the bias for each gate denoted by its subscript; the subscripts $t$ and $t-1$ for $C$, $e$, and $h$ represent the time indices,
and \( \sigma \) is the sigmoid function. The LSTM layer can deal with a time-series problem by keeping the previous input information in the cell state \( C \).

In the present study, we propose a parallel use of LSTM as shown in figure 4(b). The parallel setting with various numbers of units here enables us to handle time-series data governed by complex nature, e.g., turbulence. Note that we can expect the use of sophisticated optimizations including hyperopt and Bayesian optimization in order to improve the accuracy of the model, although we do not consider here. We have confirmed that the parallel LSTM outperforms the standard LSTM in our preliminary investigation. The weights inside the LSTM are obtained through an iterative minimization similarly that for the CNN-AE. The present LSTM is trained to output a future state of the latent vector \( \eta^{n \Delta t} \) from the information at the five previous time steps \( \eta_{\text{input}} = \{ \eta^{(n-1) \Delta t}, \eta^{(n-2) \Delta t}, \eta^{(n-3) \Delta t}, \eta^{(n-4) \Delta t}, \eta^{(n-5) \Delta t} \} \) such that

\[
    w_L = \arg\min_{w_L} || \eta^{n \Delta t} - F_L(\eta_{\text{input}}; w_L) ||_2, \tag{13}
\]

where \( w_L \) denotes the weights in the LSTM, and \( F_L \) indicates the LSTM model. For the test assessment, the latent variables for the previous five time step are generated from DNS data that are not used during the training for the CNN-AE. Our preliminary test has shown that the results are not sensitive to the number of time steps used for the input.

D. CNN-LSTM based reduced order model

As illustrated in figure 5, the proposed machine-learning based reduced order model (ML-ROM) consists of the CNN-AE model and the LSTM model. Five consecutive flow fields obtained by the DNS are fed into the trained single CNN-AE to obtain their low-dimensional representations as the five consecutive latent vectors used as the initial condition for the LSTM model. The LSTM model then predicts the latent vector at the next time step. By using the previous output as the input, the LSTM model recursively predicts the temporal evolution of the encoded fields. The temporal evolution of the flow field in the high dimensional space can be reconstructed by the trained CNN decoder with the predicted latent fields by the LSTM.
III. RESULTS AND DISCUSSION

A. Spatial order reduction via CNN

Let us first examine the mapping ability of the CNN-AE part only, focusing on the size of latent space. Four CNN-AE cases are considered, as summarized in Table I. The ratio of the size of latent space to that of high-dimensional space \( \eta_c \) is defined as

\[
\eta_c = \frac{N_x^\# \times N_y^\# \times N_z^\# \times N_{\Phi}}{N_x \times (N_y/2) \times N_z \times N_{\Phi}},
\]

where \( N_{\Phi} \) is the number of physical attributes, and \((\cdot)^\#\) represents the size of latent space. Note that we use a half domain of turbulent channel flow by considering the statistical symmetry in the \(y\) direction. The Adam algorithm\(^{50}\) is applied as the optimizer for weight updating, and early stopping criteria\(^{51}\) is used to train the models and avoid overfitting.

The reconstructed instantaneous flow fields are visualized using the second invariant of velocity gradient tensor, as shown in figure 6. As can be found in figure 6, not only large-scale vortex structures but fine structures can also be reconstructed by the large and medium models, which implies that the machine learning models can successfully low-dimensionalize the flow field. In addition, the small model can also represent large-scale vortical structures, although the small-scale structure is not reconstructed. This is likely because the information of small-scale structures is lost by max pooling and upsampling in the CNN-AE. This trend due to the overcompression can also be found in the extra small model. Summarizing the observation in figure 6, the number of AE modes that can be handled by the small (\(\in \mathbb{R}^{192}\)) and extra small \((\in \mathbb{R}^{24})\) models is insufficient to reconstruct turbulent channel flow, even if the CNN-AE has a nonlinear activation function.

We then assess the ability of the CNN-AE with statistical assessments, as summarized in figure 7. For both the root-mean-squared (RMS) values of all velocity components and the Reynolds shear stress, the curves reconstructed by the large and medium models are in reasonable agreement with the reference DNS data. In contrast, the curve obtained by the small model is in reasonable agreement with the DNS for \(u_{\text{rms}}^+\) and \(-u'v'\), although it is underestimated for

| Case      | \( \eta_c \)       | Latent vector |
|-----------|---------------------|--------------|
| Large     | 0.125               | (16, 16, 16, 3) |
| Medium    | \(1.56 \times 10^{-2}\) | (8, 8, 8, 3)  |
| Small     | \(1.95 \times 10^{-3}\) | (4, 4, 4, 3)  |
| Extra Small | \(2.44 \times 10^{-4}\) | (2, 2, 2, 3)  |
FIG. 7. Statistics of the flow field reconstructed by CNN-AE models. (a) $u_{\text{rms}}^+$, (b) $v_{\text{rms}}^+$, (c) $w_{\text{rms}}^+$, (d) $-u'v'$. XS represents the extra small model.

$v_{\text{rms}}^+$ and $w_{\text{rms}}^+$ compared to the reference DNS. This is likely caused by the fact that $u'^+$ is more dominant than the other velocity components in turbulent channel flow; hence, the information of $u'^+$ may be extracted preferentially by the present autoencoder. Because of the overcompression, the extra small model underestimates the all velocity components as shown in figure 7. It is also striking that the curves obtained by the AE generally show underestimation against the reference DNS curve. This is because the present CNN-AE is trained through the $L_2$ minimization manner as stated in equation 6, which leads to output near-zero value, i.e., the average value of fluctuation components. In other words, to output near zero value can be regarded as the safety option for the ML model to reduce the loss function in this particular sense. The results here suggest that the large and medium models can successfully map the high-dimensional flow field into the low-dimensional latent space, while the small model can capture the global trends of DNS data.

We also assess the mapping ability of CNN-AE in the wavenumber space. Let us respectively present in figures 8 and 9 maps of the premultiplied streamwise and spanwise energy spectra of the streamwise velocity using the output fields of CNN-AE models. Here, the one-dimensional streamwise and spanwise spectra are defined as

$$E_{uu}(k_x; y) = \hat{u}^* \hat{u}^{x,t},$$

$$E_{uu}(k_z; y) = \hat{u}^* \hat{u}^{z,t},$$

where $(\cdot)^*$ represents the complex conjugate, and $(\cdot)$ denotes a one-dimensional Fourier transform, respectively. Note that the color contour in these figures is expressed using the log scale. The energy spectrum for the large model shows good agreement with the reference DNS in the range of $k_x^++k_z^+ \lesssim 10^{-1}$, which suggests that the model can cover low wavenumber components. The medium model is also able to reconstruct the low wavenumber components although the overestimated portion is larger than the large model as can been seen in figures 8(c) and 9(c). These trends are analogous to the large and medium models’ ability to reconstruct small vortex structures as we have observed in figures 6(b) and (c). For the small and extra small models, the low wavenumber components can be captured well although the overestimation can be found at the high-wavenumber area due to the overcompression, which corresponds to the aforementioned trend that the flow field reconstructed by the extra small model has less vortical structures than by the small model as shown in figures 6(d), (e). These observations indicate that the present CNN-AE tends to map energetically dominant components, i.e., low-wavenumber components, into the latent space preferentially as the size of latent vector is getting smaller.

Let us here investigate the dependence of mapping ability by the CNN-AE on the amount of training snapshots. As an example, we consider the small model whose size of the latent vector is $(4, 4, 4, 3)$. The $L_2$ error norm between the input and output of the models $\epsilon = ||q - \mathcal{F}_C(q)||_2/||q||_2$ and the computational cost on GPU (NVIDIA Tesla
FIG. 8. Pre-multiplied streamwise energy spectrum of flow field reconstructed by CNN-AE models. (a) Reference DNS. (b) Large. (c) Medium. (d) Small. (e) Extra small.

FIG. 9. Pre-multiplied spanwise energy spectrum of flow field reconstructed by CNN-AE models. (a) Reference DNS. (b) Large. (c) Medium. (d) Small. (e) Extra Small.

V100) for training are summarized in figure 10. Note that the plots on the computation cost do not need to increase linearly due to the use of early stopping criteria, which can prevent an overfitting. The error and computational cost are in a trade-off relationship with each other; thus, the number of training snapshots should be decided taking in consideration of error requirements and computational resources. The increase in the amount of training data considerably decreases the $L_2$ error norm up to 10,000 training snapshots; however, the error reduction does not grow well from 10,000 to 20,000 training snapshots compared to the low number of snapshots. Therefore, we have used 10,000 snapshots as the training data for all cases.

In the discussion above, the time-ensemble averaged statistics were considered to analyze the mapping ability of the CNN-AE. We can also suspect that the performance of the CNN-AE may also depend on each instantaneous
FIG. 10. Dependence of the ability of CNN-AE on the amount of training snapshots.

FIG. 11. Isosurfaces of the second invariant of velocity gradient tensor \((Q^+ = 0.01)\) at an arbitrary time instant, computed using the test DNS data. (a) \(t^+ = 2103\). (b) \(t^+ = 2739\). (c) \(t^+ = 4140\), where the time \(t^+ = 0\) corresponds to the beginning of test data. Note that no vortical structure can be seen at \(t^+ = 2103\).

state in turbulent channel flow since the amount of vortices further varies in time, as shown in figure [1] Here, let us investigate the relationship between the existence of strong vortex cores and the ability of CNN-AE. To examine this point quantitatively, we define the ratio of number of grid points visualized by the second invariant of velocity gradient tensor to the total number of grid points:

\[
R_{Q^+\text{vis}} = \frac{n_{Q^+\text{vis}}}{n_{Q^+\text{vis}} + n_{Q^+\text{inv}}},
\]

(17)

where \(n_{Q^+\text{vis}}\) and \(n_{Q^+\text{inv}}\) are defined as

\[
n_{Q^+\text{vis}} = n(\{Q^+ \mid Q^+ < Q^+_{th}\}),
\]

(18)

\[
n_{Q^+\text{inv}} = n(\{Q^+ \mid Q^+ > Q^+_{th}\}),
\]

(19)

using the threshold \(Q^+_{th}\). Note that \(n(\{A\})\) represents the number of elements which is a member of the set \(\{A\}\). The temporal evolution of \(R_{Q^+\text{vis}}\) over the test data is shown in figure [12] As can be seen, the ratio of visualized vortices constantly changes in time, similarly to the observation in figure [11].

Based on the finding above, we check the dependence of the CNN-AE performance on the instantaneous amount of vortex considering the correlation between the \(L_2\) error norm and \(R_{Q^+\text{vis}}\) as summarized in figure [13]. We here use \(Q^+_{vis} = 0.01\) as the criteria. As shown, there is a strong positive correlation between \(R_{Q^+\text{vis}}\) and the errors computed by both all velocity components and each attribute. It implies that the CNN-AE is better at reconstructing the flow field when there are no strong vortex cores in the flow.

The dependence of the \(L_2\) error norm on the \(y\) position is also investigated, as shown in figure [14]. What is notable here is the high error level near the wall for all models. This is likely due to the low-probability events in the near-wall
FIG. 12. Temporal evolution of $R_{Q^{+}_{\text{vis}=0.01}}$. The horizontal axis corresponds to the time instant in figure 11.

FIG. 13. Correlation analysis between $R_{Q^{+}_{\text{vis}=0.01}}$ and $L_2$ error of (a) all velocity components, (b) $u^{'+}$, (c) $v^{'+}$, and (d) $w^{'+}$. The value of $r$ represents the correlation coefficient.

region, i.e., the high flatness factor.\textsuperscript{52,53} Since the present CNN-AEs are trained in the $L_2$ minimization manner as stated above, it is a tougher task to estimate near-wall region than the other region with less low-probability events. Note that the observation here is consistent with that in figure 13, which indicates that the CNN-AE is good at estimating the flow field with no strong vortex cores.

B. LSTM based temporal prediction on low-dimensional space

As introduced in section 11D, the latent vectors obtained by the CNN-AE are then fed into the LSTM model to predict the time evolution of dynamics of flow fields. Since the temporal evolution of high-dimensional fields can be obtained from only following that in a low-dimensional latent space, it can be regarded as reduced order modeling. In this section, we use the medium CNN-AE model, which can capture the trends of DNS as already discussed in the previous section, so as to prepare the training data for the LSTM. Analogous to the CNN-AE training, we use 10,000 realizations obtained by reference DNS data and the CNN-AE for the LSTM training. Again, latent vectors at five previous time steps are used as the input to predict that at the next time step such that
\[ \eta^{n\Delta t} = \mathcal{F}_L(\{\eta^{(n-1)\Delta t}, \eta^{(n-2)\Delta t}\}, \eta^{(n-3)\Delta t}, \eta^{(n-4)\Delta t}, \eta^{(n-5)\Delta t}) \]. The Adam algorithm\cite{kingma2014adam} is applied as the optimizer for weight updating, and early stopping\cite{prechelt1998early} is applied to train the models and avoid overfitting.

The generated output by the ML-ROM is first assessed with some statistics as shown in figure\cite{fig:15} which summarizes the RMS of all velocity attributes and Reynolds shear stress $-u'\overline{v'}$. The statistics are accumulated in a time period of about 10,000 wall unit time, which corresponds to 2,600 internal iterations in the LSTM model. For comparison, we consider two types of LSTM model — 1. a standard LSTM with 768 units and 2. a parallel LSTM introduced in figure\cite{fig:04}(b). The curve obtained by the medium CNN-AE only is also shown as the dashed line for comparison. Except for ML-ROM with the standard LSTM, the statistics are in reasonable agreement with the reference DNS curve, although the result of ML-ROM is overestimated near center of the channel. This is likely due to the influence of the recursive input in the sense that the output at the current time step is utilized as the input at the next time step.
The instantaneous flow field reconstructed by the ML-ROM is visualized using the second invariant of velocity gradient tensor \((Q^+ = 0.01)\), as shown in figure 16. The flow field generated by the ML-ROM with the parallel LSTM contains various scales of vortex structures, which can also be found in the DNS flow field. Based on the results in figures 15 and 16, we hereafter consider only the use of the parallel LSTM for the construction of the present ML-ROM.

The results in figures 15 and 16 enable us to suspect that the flow field obtained by the present ML-ROM has the similar characteristics to the reference DNS although it does not match in the instantaneous sense. To dig into this point, we consider the orbit in a phase space composed of the turbulent kinetic energy \(\int V k dV\), the production of TKE \(\int V P dV\), and the dissipation of TKE \(\int V D dV\), which are integrated in the whole domain of the channel. These values used for the construction of orbit are mathematically expressed as

\[
\int_V P dV = \int_V -u' v' \frac{dU}{dy} dV,
\]

\[
\int_V k dV = \int_V (u'^2 + v'^2 + w'^2) dV,
\]

\[
\int_V D dV = \int_V \nu \left( \frac{\partial u'}{\partial x} \frac{\partial u'}{\partial x} + \frac{\partial u'}{\partial y} \frac{\partial u'}{\partial y} + \frac{\partial u'}{\partial z} \frac{\partial u'}{\partial z} + \frac{\partial v'}{\partial x} \frac{\partial v'}{\partial x} + \frac{\partial v'}{\partial y} \frac{\partial v'}{\partial y} + \frac{\partial v'}{\partial z} \frac{\partial v'}{\partial z} + \frac{\partial w'}{\partial x} \frac{\partial w'}{\partial x} + \frac{\partial w'}{\partial y} \frac{\partial w'}{\partial y} + \frac{\partial w'}{\partial z} \frac{\partial w'}{\partial z} \right) dV,
\]

respectively, where \(U\) is the mean streamwise velocity. The relationship among \(\int_V P dV\), \(\int_V k dV\) and \(\int_V D dV\) is shown in figure 17. In the aspect of time sequence, the orbit of ML-ROM is distinct against the reference DNS; however, the area of orbit is overlapping, which implies that the attractor may exist in the similar position in the phase space. It also suggests that the temporal behavior of ML-ROM based flow fields is akin to that of the DNS. Note that this observation is similar to Srinivasan et al.\(^{14}\) who used the LSTM to predict coefficients of low-dimensional turbulent shear flow model.

In addition to the accuracy of the present ML-ROM, its other considerable advantage against DNS or large-eddy simulation is that the ML-ROM may be able to predict the longer time interval than conventional simulations. Here, let us investigate the dependence of prediction performance by the ML-ROM on the time interval for the LSTM. Four different ML-ROM models, which contain the common medium CNN-AE with four different LSTMs, are considered as summarized in Table II. The Case M-Short is the same model as that for the discussion above, whose LSTM is

| Case            | \(\Delta t^+\) | \(\Delta t^+ / \Delta t^+_{DNS}\) | \(R_{uu}(t^+ )/ R_{uu}(0)\) |
|-----------------|----------------|---------------------------------|-------------------------------|
| M-Short         | 3.85           | 100                             | 0.870                         |
| M-Medium        | 7.70           | 200                             | 0.846                         |
| M-Wide          | 15.4           | 400                             | 0.713                         |
| M-Superwide (M-SW) | 30.8           | 800                             | 0.497                         |

The instantaneous isosurfaces of the second invariant of velocity gradient tensor \((Q^+ = 0.01)\). (a) DNS. (b) ML-ROM with the standard LSTM. (c) ML-ROM with the parallel LSTM.
FIG. 17. Turbulence statistics-based orbits of reference DNS and ML-ROM. (a) Three-dimensional orbit of TKE vs dissipation vs production. Two-dimensional orbits of (b) TKE and production of TKE, (c) TKE and dissipation, and (d) production and dissipation.

FIG. 18. Temporal two-point correlation coefficient near the wall ($y^+ = 13.0$).  

Trained with the time interval of $\Delta t^+ = 3.85$. Note in passing that the time interval for the M-Short (baseline model) is already 100 folds compared to the DNS as shown in Table II. We also present the temporal two-point correlation coefficient $R_{uu}(t^+)/R_{uu}(t^+ = 0)$ near the wall ($y^+ = 13.0$) in figure 18. The coefficients for each LSTM model are also shown in Table II. It is known that the performance of machine learning model for turbulence in the temporal direction highly depends on the temporal correlation. Although this is just one of the examples, the combination with correlation assessment enables us to choose the ML-ROM parameters appropriately in constructing surrogate models since the present ML-ROM is based on a supervised learning.
The dependence on the time interval for the LSTM is first compared using the RMS of streamwise velocity components, as presented in figure 19(a). The curves of M-Short and M-Medium are in reasonable agreement with that of the reference DNS. In contrast, the effect of long time interval can be observed with the M-Wide and M-Superwide (M-SW) cases which shows the overestimation at $y^+ \geq 20$, although the rough trends can be captured. Note that the similar trend has been observed in both the $v$ and $w$ components although not shown here. To check the influence on the time interval explicitly, we also use the error in the peak value of RMS $u_{i,rms}$ of each velocity component in figure 19(b),

$$r_{u_{i,rms}} = \frac{\text{Max}[u_{i,rms,ML}]}{\text{Max}[u_{i,rms,DNS}]}.$$  

Here, the time-ensemble average is taken over 10,000 viscous time to obtain each term in equation 23. This measure can report that the peak of velocity RMS by the ML-ROM is close to that by the DNS when $r_{u_{i,rms}} \approx 1$. The general trend observed here is that the error increases with the time step as we can expect.

The aforementioned trends can also be found with the orbit-based analysis. As shown in figures 20(a) and (b), the distribution of M-Short and M-Medium shows the overlap with the reference DNS, which suggests that the ML-ROM is able to represent chaotic temporal behavior like the reference simulation. On the other hand, because of the wide time interval, the dissipation of M-Superwide presented in figure 20(d) further overestimates, which results in the different orbit behavior against the reference. It implies that a proper choice of time step should be required to accurately reproduce the chaotic behavior, which is akin to the DNS, by the present ML-ROM.

### IV. CONCLUDING REMARKS

We examined the applicability of machine learning based reduced order model (ML-ROM) proposed by Hasegawa et al. to three-dimensional complex flows. A three-dimensional convolutional neural network autoencoder (CNN-AE) was employed to map a high-dimensional flow field into a low-dimensional latent space, and a long short-term memory (LSTM) was utilized to predict temporal evolution of the latent vector. As an example, a turbulent channel flow at $Re_\tau = 110$ in a minimal domain was considered. The flow fields reconstructed by the ML-ROM were in good statistical agreement with the reference DNS data in time-ensemble sense. The fidelity of the ML-ROM based turbulence could also be found according to the orbit-based analysis.

Moreover, additional case studies were conducted to investigate the dependence on parameters used for the present ML-ROM. The investigation of the dependence on size of latent space suggested that approximately 1,500 modes are required for the CNN-AE to reconstruct the flow field. We also found that too wide time step size of LSTM makes it difficult for the ML-ROM to reconstruct flow field like DNS because of a low temporal correlation, suggesting that a careful choice should be made.

Although the present ML-ROM was able to represent flow fields like the reference DNS data, the instantaneous fields obtained by the ML-ROM do not completely match with the reference. This is caused due to the recursive
input of latent vector in the LSTM part, which is analogous to the observation in Srinivasan et al.\textsuperscript{14} Necessity of a large number of latent modes is also one of the limitations in the present ML-ROM formation toward the applications to more complex flows, e.g., higher Reynolds number turbulence. To tackle this issue, Fukami et al.\textsuperscript{26} have recently introduced the use of hierarchical autoencoder which can achieve more efficient low-dimensionalization than the conventional AEs and POD. This idea may be combined to the present ML-ROM scheme though their demonstration was performed with a two-dimensional sectional velocity of turbulent flow. Incorporating customized loss functions so that represented flows satisfy physics laws and capture small-scale structures can also be considered\textsuperscript{13,54–56}. In addition, the combination with other unsupervised schemes, e.g., generative adversarial network (GAN), is considerable for the applications of machine learning methods to flows at practically high Reynolds numbers\textsuperscript{30,57}. For instance, Kim and Lee\textsuperscript{58} proposed a GAN-based temporal integrator for turbulence. Besides, Kim et al.\textsuperscript{59} have recently reported the possibility of the use of GAN for the super-resolution analysis of high-Reynolds number flows. Their framework can work well even for the test Reynolds numbers which are set to be much higher than that for training. Moreover, the adaptability for unstructured mesh data is also favorable direction since the present CNN is based on a filter operation on a regular grid, which can be addressed by capitalizing on the state-of-the-art CNN\textsuperscript{60–64}. For the perspective on stability of neural network-based time integration, the concept of multiscale hierarchical time stepping may also be helpful\textsuperscript{65}. Although the aforementioned extensions are just examples, we believe that the present report can serve as a significant step toward the establishment of machine learning based reduced order models of chaotic turbulence phenomena.
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