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Abstract: Linking textual information in finance reports to the stock return volatility provides a perspective on exploring useful insights for risk management. We introduce different kinds of word vector representations in the modeling of textual information: bag-of-words, pre-trained word embeddings, and domain-specific word embeddings. We apply linear and non-linear methods to establish a text regression model for volatility prediction. A large number of collected annually-published financial reports in the period from 1996 to 2013 is used in the experiments. We demonstrate that the domain-specific word vector learned from data not only captures lexical semantics, but also has better performance than the pre-trained word embeddings and traditional bag-of-words model. Our approach significantly outperforms with smaller prediction error in the regression task and obtains a 4%–10% improvement in the ranking task compared to state-of-the-art methods. These improvements suggest that the textual information may provide measurable effects on long-term volatility forecasting. In addition, we also find that the variations and regulatory changes in reports make older reports less relevant for volatility prediction. Our approach opens a new method of research into information economics and can be applied to a wide range of financial-related applications.
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1. Introduction

Big data technologies in the financial environment make it more important to explore useful insights for data-driven decision-making and to take advantage of minimizing risks in the financial market. Previously, the analysis of stock return volatility was a common empirical measure of instability and risk of a company based on historical stock prices. Many financial data analyses focused on the stock prices forecasting using time series modeling approaches [1–5]. These works were concerned about the estimation of the parameters, and test economic hypothesis of the fitted model. They believed that the variations of the stock prices could be captured by well-defined market phenomena.

Recently, financial reporting is the collection and presentation of historical overall performance and the shares of the company. Managers are required to discuss several financial risks related to the operations, including credit risk, interest rate risk, and currency risk, in financial reports. Linking textual information of financial reports to the stock return volatility provides an interesting perspective to test market efficiency theory in information economics [6]. Previous studies tended to adopt text mining techniques, such as sentiment analysis and/or bag-of-words models, from the annual financial reports for stock return classification [7–13]. Sentiment analysis is commonly based on general dictionaries, and/or a finance-specific dictionary proposed by Loughran and McDonald [14] in classifying abnormal stock returns. Instead of analyzing whole reports, they focused on the sentiment
lexicon and have yield improved results. Previous studies denote that almost three-fourths of the words identified as negative sentiment in the general domain dictionary, which are typically not considered as negative terms in the financial domain [14,15]. In addition, both positive and negative sentiments are informative, but they do not have symmetric implications of the quantitative information [16]. Measuring positive sentiment in a financial report is challenging because the positive sentiment tends to be ambiguous, where they are often used to convey negative information [16]. On the other hand, those previous works used a classification model for stock price movement prediction, but it is difficult to determine the threshold to separate the continuous values of the risk factors into several classes.

Some works directly mine the financial report via the text regression method for volatility prediction. Kogan et al. (2009) applied a support vector regression (SVR) approach to predict stock return volatilities of companies based on the financial reports [17]. Some works expanded the financial sentiment lexicon using word embedding and the bag-of-words model as features and applied regression and rank-based support vector machine (SVM) model for volatility prediction [18–20]. However, those studies focus on partial word-level analyses, which likely yield biased results or explanations because the usage of words in the finance context is usually complicated. Therefore, the goal of our research is applying the word vector models to form the document vector representations for a real-world continuous volatility of stock return prediction. The remainder of this paper is organized as follows: Section 2 formulates the problem and presents a detailed workflow of our approach. Section 3 investigates the predictive power of our approach. Section 4 discusses the contents of the financial reports, the performance of our approach comparing to state-of-the-art methods, the effects of the training data with different historical periods and the correlated words in financial risk. We conclude the contributions and limitations of our approach in Section 5.

2. Material and Methods

The workflow of our approach is shown in Figure 1. We study textual information in financial report to explain stock return volatility. The preprocessing steps include tokenization, removing stop words, and normalization. The amount of textual data is massive, and we need to represent a format that can be mathematically used to solve the text regression problem. We generate different kinds of word vector representations as a feature set. Then, we apply linear and nonlinear methods to train the text regression model for future stock return volatility prediction.

![Figure 1. The workflow of our approach.](image-url)
2.1. Text Preprocessing

We introduce the main steps of text preprocessing: (1) Transformation: it converts all the text to the same case, and removes punctuation. All symbols are replaced with white spaces, except for letters, numbers, and some special symbols, such as “‘,” ‘,’ “‘,” etc. (2) Tokenization: it separates the document into several sentences and then splits the word tokens. (3) Stop words removal: stop words are words that have no meaning but they are useful in a language to help put sentences together. All English stop words which are as defined in the nltk package were removed [21]. (4) Normalization: for grammatical reasons, words present different forms, but there are sets of various derivationally-related words with similar meanings. It would be useful to reduce various forms to a common base using stemming or lemmatization methods.

2.2. Stock Return Volatility

In finance, volatility is a common empirical measure of the risks and it is interpreted as the standard divergence of the return of a stock over a period, and historical stock return volatilities can be collected from past markets. Prices of stocks fluctuate cause high volatility. High fluctuations in stock prices can possibly increase risk of the future returns. On the other hand, a stock volatility is relatively low when its price remains the same.

Let \( R_t = \frac{S_t - S_{t-1}}{S_{t-1}} - 1 \) be the net return of a stock between the day \( t - 1 \) and day \( t \), where \( S_t \) is the stock price at day \( t \). The volatility can be measured over the period from day \( t - n \) to day \( t \) via standard deviation which is defined as Equation (1) [15,17]:

\[
\text{volatility}_{[t-n,t]} = \sqrt{\frac{\sum_{i=t-n}^{t} (R_i - \overline{R})^2}{n}}
\]

where \( \overline{R} \) is the mean of \( R_t \) over the period, which is defined as Equation (2):

\[
\overline{R} = \frac{\sum_{i=t-n}^{t} R_i}{n + 1}
\]

2.3. Word Vector Model Approach

The vector representations of words are commonly used in natural language processing tasks. In the traditional bag-of-words model, term frequency-inverse document frequency, called TF-IDF, is a commonly used weighting technique for information retrieval and text mining. The term frequency (TF) is defined as the number of times that term \( t \) occurs in document \( d \), denoted as \( tf_{t,d} \). For a specific document, it decides how important a word is by looking at how frequently it appears in the document [22]. On the other hand, inverse document frequency (IDF) is based on counting the frequency that a term occurs in a document set, and also provides a higher weight for rare words than common words [23]. A term that rarely occurs in other documents represents that the vocabulary is more representative. It obtains the total number of documents dividing by the number of documents containing the term, and then takes the logarithm of that quotient, as shown by Equation (3):

\[
id f_{t,D} = \log \frac{|D|}{|\{d \in D : t \in d\}|}
\]

where \( D \) denotes the set of the collected documents. The TF-IDF weight of a word token in each document is the product of its TF score and IDF score, as shown by Equation (4). The greater the value of TF-IDF denotes this word as more important, which can provide more information for document representation.

\[
w_{t,d,D} = tf_{t,d} \times id f_{t,D}.
\]
TF-IDF suffers from data sparsity and high dimensionality. To overcome the disadvantage of the bag-of-words model, the continuous vector space of word embedding algorithms, such as word2vec, using neural network techniques are proposed [24–26]. In contrast to the traditional bag-of-words model, word2vec considers the order of the words in the sentence and preserves the semantics of words. The aim of word2vec is to build a low dimensional vector of the word from a corpus of text and provides an expressive and efficient representation by considering the contextual of the word.

The structure of word2vec is summarized as follows: an input, a single hidden layer, and an output layer are constructed by a fully-connected neural network for training in Figure 2 [24]. The input layer is set as same as the numbers of the words in the vocabulary. The neurons in the hidden layer are all set with linear function and the size of the hidden layer is set to the dimension of the word embedding which always obtains a lower dimension than those in the input layer. The size of the output layer is the same as that of the input layer. Take as an example, the input document consists of \(V\) words and the hidden layer \(h\) with \(N\) dimensions, the connections between input layer and hidden layer can be represented by matrix \(W_I\) of size \(V \times N\). In the same way, connections between the hidden layer and the output layer can be represented by matrix \(W_O\) of size \(N \times V\). The input and output layer in the network is encoded by one-hot-encoding representation where only one variable is set to one and rest of the input lines are set to zero. According to the given input and output vectors, this maximizes the product of the embedding and context metrics for the true samples and minimizes the function for negative examples. The final step of this model is to correct the weights of the matrices \(W_I\) and \(W_O\) based on the back propagation of the error gradient being similar to the symmetric singular value decomposition (SVD) [24].

Word2vec offers two distinct neural models: continuous bag-of-words (CBOW) and the skip-gram model, which predict words based on their context. These two methods have drawn great attentions and they are the most efficient ways for learning vector representations of words. The aim of the skip-gram model is to predict the surrounding context words \(w_{t-2}, w_{t-1}, w_{t+1}, w_{t+2}\) with a fixed window-size around given target words \(w_t\), as shown in Figure 2a. The CBOW model predicts the target word by given context words, as shown in Figure 2b. Both of them discover semantic meanings of words by examining statistical co-occurrence patterns of the words within a corpus.

The training processes can learned by a large number of the context-target words set from the text corpus and make the similarity of the hidden word vectors between any two of the co-occurrence words closer to each other. The objective function of the skip-gram model is to estimate the log probability, as shown by Equation (5):

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{-C \leq j \leq C, j \neq 0} \log p(w_{t+j} | w_t)
\]  

(5)
where \( T \) is the size of the training corpus, and \( C \) is the window size determining the span of the center target word \( w_t \). \( p(w_{t+j}|w_t) \) is the probability of a context word given the target word. Since the probabilities of the words in the output layer reflects their relationship with other words at the input and the sum of the neuron outputs in the output layer should be one. We apply the softmax function to compute the probability of predicting the output word \( W_o \) given the input word vector \( W_I \), as shown by Equation (6):

\[
p(w_O|w_I) = \frac{e^{v'_w v_O^T}}{\sum_{i=1}^{N} e^{v'_i v_I^T}} \tag{6}
\]

where \( v_w \) and \( v'_w \) are the corresponding vector if the embedding and context matrix \( w_I \) and \( w_O \), and \( N \) is the number of words in the vocabulary.

In CBOW mode, the input layer corresponds to the context words and the hidden layer corresponds to the projection of the input layer. Assuming multiple context-target words set use the same projection matrix to connect the hidden layer \( Q \) times, and the projection matrix dividing by \( Q \) in the hidden layer, as shown by Equation (7). The hidden layer is the average of word vectors corresponding to the context-target words as word embedding matrix. The objective function of CBOW model is to estimate the log probability, as shown by Equation (8):

\[
h = \frac{1}{Q} \sum_{i=1}^{Q} x_i \tag{7}
\]

\[
\frac{1}{T} \sum_{i=1}^{T} \log p(w_i|w_{i-C}, \ldots, w_{i-1}, w_{i+1}, \ldots, w_{i+C}). \tag{8}
\]

We broaden the textual analysis of financial reports from word level to the document level. Supposing that we have \( w_1, w_2, \ldots, w_n \) words in the document, we apply the following representation techniques in order to form document vector:

1. **TF-IDF.** A document vector consists of words with TF-IDF weights, and each unique word is a different dimension in the document-word matrix.

2. **Avg-Word2vec with pre-trained model.** Many studies prefer to use pre-trained models because of the high computation and training time required for large text corpus. Each word has its own vector, and we average the vectors of words by dividing the number of the words appearing in a document.

3. **Avg-Word2vec trained by our corpus (domain-specific word2vec).** Word vectors learned from pre-trained model may not always suitable estimate of semantic similarity among words in target domain. Therefore, we generate domain-specific word2vec model learned from a given collected text corpus, a document vector is also obtained by taking the average of the word vectors appearing in a document.

### 2.4. Text Regression Problem

Given a collection of the financial reports \( D = \{d_1, d_2, \ldots, d_n\} \) where each \( d_i \) is a \( p \)-dimensional vector space related to a company \( C_i \), we try to predict the risk via its stock return volatility \( v_i \). We proceed to calculate two observed log-based volatilities: one is twelve months prior to the report \( \log(v_i)^{\text{(-12)}} \) and the other is twelve months after the report \( \log(v_i)^{\text{(+12)}} \). The goal is to learn the parameters \( \theta \) of both \( p \)-dimensional vector and \( \log(v_i)^{\text{(-12)}} \) to predict \( \log(v_i)^{\text{(+12)}} \). The prediction formula can be defined by a text regression function \( f \), as shown by Equation (9):

\[
\log(v_i)^{\text{(+12)}} = f(d_i, \log(v_i)^{\text{(-12)}}; \theta) \tag{9}
\]
We use linear and nonlinear methods for training this type of regression function. Linear regression is a method of modeling a target based on independent values of the predictors and mostly used for forecasting. We also apply ridge regression, which adds a small squared bias to alleviate collinearity in a model. Support vector regression (SVR) is a popular method for text regression problem in previous studies [15,17] and it is also the reason that we choose SVR as our nonlinear method for training.

2.5. Evaluation Metrics

We used two strategies to evaluate the performance in our experiments, which are the mean squared error (MSE) and two rank correlation metrics: Spearman’s rho [27] and Kendall’s tau [28]. For the regression task, we measure MSE between the predicted and true log-volatilities from a sample of \( n \) data points to evaluate the performance. The within-sample MSE is computed, as shown by Equation (10):

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} \left( \log(v_i^{(12)}) - \log(\hat{v}_i^{(12)}) \right)^2.
\]  

(10)

Given two ranked lists of the companies, one is the ranking list \( S = \{s_1, s_2, \ldots, s_n\} \) based on the true stock return volatility and the other ranking list \( P = \{p_1, p_2, \ldots, p_n\} \) is based on the predicted values generated from the model, respectively. The Spearman’s rho and Kendall’s tau are defined as shown by Equations (11) and (12):

\[
Rho = 1 - \frac{6 \sum (s_i - p_i)^2}{n(n^2 - 1)},
\]  

(11)

\[
Tau = \frac{\#\text{concordant pairs} - \#\text{discordant pairs}}{0.5 \cdot n \cdot (n - 1)}.
\]  

(12)

For Kendall’s tau, any pair of observations \((s_i, p_i)\) and \((s_j, p_j)\) is concordant if both \(s_i > s_j\) and \(p_i > p_j\) or if both \(s_j > s_i\) and \(p_j > p_i\). In contrast, it is discordant pair if \(s_i > s_j\) and \(p_j > p_i\) or if \(s_j > s_i\) and \(p_i > p_j\). On the other hand, if \(s_i = s_j\) or \(p_i = p_j\) denotes neither concordant nor discordant pair.

3. Experiments and Results

A large collection of annually-published financial reports is used as the benchmark in our experiments. The Securities Exchange Commission (SEC) produces public annual financial reports known as “Form 10-K”. The section of the Form 10-K, “Management’s Discussion and Analysis of Financial Conditions and Results of Operations”, is considered in our study. We use the Center for Research in Security Prices (CRSP) US Stocks Database to obtain the stock price return. We collect 40,708 reports published during the period of 1996–2013 with 126,841 unique word tokens in Table 1.

The “# of documents” column in Table 1 shows the number of financial reports each year and the other “# of unique terms” column denotes the numbers of unique terms after tokenization and normalization.

| Year | # of Documents | # of Unique Terms | Year | # of Documents | # of Unique Terms |
|------|----------------|-------------------|------|----------------|-------------------|
| 1996 | 1203           | 18,291            | 2005 | 2698           | 44,303            |
| 1997 | 1705           | 22,506            | 2006 | 2564           | 44,303            |
| 1998 | 1940           | 25,487            | 2007 | 2495           | 41,433            |
| 1999 | 1971           | 26,422            | 2008 | 2509           | 41,924            |
| 2000 | 1884           | 26,027            | 2009 | 2567           | 42,919            |
| 2001 | 1825           | 26,602            | 2010 | 2439           | 42,948            |
| 2002 | 2023           | 32,280            | 2011 | 2416           | 43,404            |
| 2003 | 2866           | 43,041            | 2012 | 2406           | 42,995            |
| 2004 | 2861           | 44,642            | 2013 | 2336           | 43,513            |

We convert a collection of the documents into a document-word matrix of TF-IDF features with the TfidfTransformer module in the sklearn python package. For the word2vec model, Gensim is a free python
library that trains the domain-specific word2vec from raw and unstructured digital texts. We learned
the domain-specific word2vec while setting word embeddings to 200, the number of epochs to 100,
two surrounding words, and the window-size to eight. On the other hand, we use the pre-trained
numberbatch embeddings, which is an ensemble that combines data from ConceptNet [29], word2vec [24],
GloVe [30], and OpenSubtitles2016 [31], to produce new embeddings with the performance across
many evaluations.

We apply five-fold cross validation to evaluate the performance among different word vector
models and regression methods. We use the logarithm of the twelve-month pre-report volatility prior
to the financial report (i.e., \( \log(v^{-12}) \)) to predict the twelve months after the report (i.e., \( \log(v^{+12}) \))
as a baseline. The lower MSE value get better performance for the regression task, but for the
ranking task, higher value of Spearman’s rho or Kendall’s tau measurement are better. The overall
performance is shown in Table 2 where the bold number denotes the best result among baseline,
and different word vector models each year. The results show that a linear regression based on the
TF-IDF model with a sparse document-term matrix is more vulnerable to multicollinearity problems
with dependent variables. The larger MSE occurs denoting that it may influence over-fitting in the
model. The performance of the domain-specific word2vec is significantly improved with respect to
the baseline, and has better performance compared with the pre-trained model and TF-IDF model.
We obtain the lowest MSE value of 0.119 and the highest rank value of the Spearman’s rho and
Kendall's tau as 0.802 and 0.611, respectively. Using the pre-trained general word2vec model results in
performance comparable to the baseline. The pre-trained word vectors may not be the best fit due to the
specific proper nouns in the financial area [29]. We explore the opportunities of using domain-specific
word2vec, which can not only present more semantically rich embeddings of the text but also provide
better prediction performance.

### Table 2. Experimental results using different word vector models.

| Word Vector Representation | Linear Regression | Ridge Regression | SVR |
|----------------------------|-------------------|------------------|-----|
|                            | MSE   | Tau   | Rho   | MSE   | Tau   | Rho   | MSE   | Tau   | Rho   |
| Baseline                   | 0.131 | 0.583 | 0.777 | 0.131 | 0.583 | 0.777 | 0.131 | 0.583 | 0.777 |
| TF-IDF                     | >100  | 0.407 | 0.581 | 0.129 | 0.595 | 0.791 | 0.148 | 0.581 | 0.784 |
| Pre-trained word2vec       | 0.131 | 0.586 | 0.780 | 0.125 | 0.598 | 0.792 | 0.131 | 0.586 | 0.780 |
| domain-specific word2vec (CBOW) | **0.119** | **0.611** | **0.802** | **0.121** | **0.608** | **0.799** | 0.130 | 0.598 | 0.782 |
| domain-specific word2vec (Skip-gram) | 0.126 | 0.598 | 0.790 | 0.122 | 0.603 | 0.795 | **0.126** | **0.598** | **0.790** |

### 4. Discussion

In this section, we first analyze the contents of the financial reports. Second, we compare the
performance between our approach and state-of-the-art methods based on the text regression technique.
Third, we investigate the effect of our approach while considering different historical periods in the
training data. Finally, we draw attention to highly weighted words that are associated with volatility.

#### 4.1. Content Analysis of Financial Reports

We calculate the centroid (element-wise mean) avg-word2vec of financial reports in each year and
show the L2 distance heatmap for each pair of the years in Figure 3. We observe strong similarities
among three ranges of the years: 1996–2000, 2002–2005, and 2007–2013. The Sarbanes-Oxley Act
of 2002 enhanced the standards for financial reports to improve the reliability and quality of the
reporting. In 2006–2007, the SEC also announced a series of actions and required documents to
include management’s assessment of internal controls in the reports. There were substantial changes
in reporting which may cause the differences among the centroid avg-word2vec of the financial reports
across these three groups. This work is on the analysis of the informativeness of the reports and shows
that the content of the reports changes significantly in a cycle of 4–6 years in Figure 3.
We observe the performance significantly improving while dropping the oldest reports one-by-one. We apply di...

Further, the improvements suggest that the financial reporting may provide measurable effects. Table 3 summarizes the results and our approach yield better performance in both regression and ranking tasks compared with state-of-the-art methods. Our experimental results show that our approach significantly outperforms with smaller MSE and a 4%–10% improvement in the ranking task.

4.2. The Performance of Our Approach Comparing with State-of-the-Art Methods

While the above experiments are based on the cross-validation strategy in Section 3, it is reasonable to consider the future volatility prediction based on past data in real-world applications. Therefore, we apply the training data which follows a five-year period preceding the test data in 2001–2006, the same as the previous works [15,17]. Taking as an example, the first training data is from 1996–2000 and the test data is the following year. Then, we drop the oldest year to obtain the next training data from 1997–2001, 1998–2002, and so forth. Both of the previous works applied LOG1P, normalizing word frequencies for TF with a logarithm, for the regression task, and TF-IDF for the ranking task. In the ranking task, they split the stock return volatilities into different risk levels based on the standard deviation of the logarithm of volatilities of stocks and adopt a ranking SVM method for risk level classification. Since the classification-based model may cause more tied ranks, Kendall’s tau has better statistical properties of observing the concordant and discordant pairs. Table 3 summarizes the results and our approach yield better performance in both regression and ranking tasks compared with state-of-the-art methods. Our experimental results show that our approach significantly outperforms with smaller MSE and a 4%–10% improvement in the ranking task. Further, the improvements suggest that the financial reporting may provide measurable effects on volatility prediction and also shows the effectiveness of our approach in long-term volatility forecasting.

4.3. The Effects of the Training Data with Different Historical Periods

It is well known that the different training data may influence the performance of the method. We apply different training datasets in our model: one of the training datasets with various periods following a five-year period preceding the test data from 2001 to 2006, the same as the setting in Section 4.2, and the other one is trained by the reports published in the fixed period from 1996 to 2000. We observe the performance significantly improving while dropping the oldest reports one-by-one.

Table 3. The performance of volatility prediction compared with state-of-the-art methods.

| Year | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 |
|------|------|------|------|------|------|------|
|      | MSE  | Tau  | MSE  | Tau  | MSE  | Tau  | MSE  | Tau  | MSE  | Tau  | MSE  | Tau  |
| LOG1P (All words) | 0.180 | 0.622 | 0.172 | 0.636 | 0.172 | 0.585 | 0.129 | 0.593 | 0.130 | 0.597 | 0.143 | 0.576 |
| LOG1P (sentiment)  | 0.185 | 0.633 | 0.164 | 0.623 | 0.158 | 0.605 | 0.128 | 0.590 | 0.130 | 0.603 | 0.140 | 0.583 |
| Our approach       | 0.113 | 0.674 | 0.102 | 0.657 | 0.148 | 0.679 | 0.067 | 0.697 | 0.066 | 0.654 | 0.064 | 0.651 |

Figure 3. Distance calculation among the centroid word vectors of the years.
in Table 4. The experimental results denote that the variations in the business cycle and regulatory changes in financial reports make older reports less relevant for future volatility prediction. It also denotes that more informative the report supported, the better prediction performance obtained after the Sarbanes-Oxley Act of 2002. This is consistent with the previous findings [15,17].

Table 4. The performance among the training data with fixed and varying periods.

| Year | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 |
|------|------|------|------|------|------|------|
| Training Data | MSE | Tau | MSE | Tau | MSE | Tau | MSE | Tau | MSE | Tau |
| Fixed period | 0.113 | 0.674 | 0.106 | 0.657 | 0.180 | 0.678 | 0.118 | 0.696 | 0.100 | 0.652 | 0.092 | 0.650 |
| Varying period | 0.113 | 0.674 | 0.102 | 0.657 | 0.148 | 0.679 | 0.067 | 0.697 | 0.066 | 0.654 | 0.064 | 0.651 |

The standard assumption in learning process is that the distribution of the training data are similar than that of the test data. Therefore, we use the most coherent financial reports from 2007 to 2013 in Figure 3. We design the experiments by considering the financial reports published in 2011, 2012, and 2013 as the test set and the reports with different periods preceding the test data as the training set (2007–2010, 2007–2011, and 2007–2012, respectively). We show that the performance varies when considering the training data with four, five, or six years in Table 5, and the training data with a longer historical period is helpful for volatility prediction in the test set.

Table 5. The performance of volatility prediction with different historical periods in 2007–2013.

| Test Data | Year | 2011 | 2012 | 2013 |
|-----------|------|------|------|------|
| Training Data | Period | MSE | Tau | MSE | Tau | MSE | Tau |
| 2007–2010 | 4 | 0.084 | 0.607 | 0.248 | 0.634 | 0.192 | 0.683 |
| 2007–2011 | 5 | - | - | 0.225 | 0.646 | 0.160 | 0.690 |
| 2007–2012 | 6 | - | - | - | - | 0.118 | 0.692 |

4.4. Word Cloud

In addition to the performance comparison, we draw attention to some words that are associated with volatility. We present the highly-weighted words learned by the domain-specific word2vec methods in Figure 4. The word “impairment” occurs while a business suffers depreciation in market value and the market capitalization of the company decreases with a fall in share prices. The term “derecognize” is related to the company having neither transferred nor retained all risks of the asset. The term “repurchase” denotes a company buying back its own shares on the open market. The repurchase boosts the value of the stock and also protects the investor’s benefits for financial statements improvement. The word “misstate” is considered as a key point when the financial statements alters the economic decisions and “disclosure” is the explanation for activities that have significantly influenced the financial results. The misrepresentation of the financial condition through the misstatement of amounts or disclosures in the financial statements must have negatively affected the stock price. The term “deficit” denotes an excess of liabilities or of expenditure over asset and income in finance. This means that higher deficits may lead to higher risk. The textual information in a financial statement reduces information asymmetries in predicting stock return volatility.
We use the keywords “impairment”, “derecognize”, “repurchase”, “misstate”, “deficit”, and “disclosure” as seed words and find the other words that have the higher semantic similarity to the seed word. We display a word cloud of the keywords generated from the general and domain-specific word2vec model in Figure 5a,b, respectively. We place the words into the 2D feature space using the nonlinear dimension reduction technique TSNE [32]. In Figure 5a, there are clearly separated groups and it shows the different semantics of the highly weighted terms from the general domain. However, those words should represent some correlations in the financial domain in Figure 5b. Our findings denote that the pre-trained word embeddings learned from large general dataset, such as Google News, cannot fully capture lexical semantics of the words in specific domain. The distribution of the economic word clouds generated by domain-specific word vectors has intuitive results where words close to each other in semantic meaning are located close to each other.

We calculate the scores between words and highly-weighted terms based on the cosine similarity measurement in Table 6. Table 6 shows the top three similar terms of the highly-weighted terms. The similar words of the term “repurchase” are synonyms in general domain, but the similar words learned from the domain-specific corpus focus on the effects of the decisions. Take as an example, while the stock price moves back up with repurchase decisions, the company can “reissue” the same number of shares at the new higher price. Companies need to perform a goodwill impairment to realize its impact on the balance sheet, and cash flow statements, and also to report the amount of the write-down on its income statement. Our results show that there are significant connections between word-related activities and volatilities, which can explain the behavior of stock returns. The domain-specific word2vec learned from the annual financial reports not only extracts the synonyms automatically but also obtains the associated terms in understanding the behavior and the impacts on stock price movements.
5. Conclusions

Measuring and managing financial risk and sustainability are critical issues to financial institutions. Linking text information of 10-K reports to the stock return volatility provides an interesting perspective to test market efficiency theory in information economics. We attempt to utilize textual information and market value for volatility prediction among companies through a text regression technique. We outline the domain-specific word vector provides the relevant information to investigate the relationship between textual contents and stock return volatility. The advantage of the domain-specific word vector captures the semantic meaning and the similar words of the economic terms in a systematic way and it avoids the human efforts involved in building dictionaries. Our approach considers a sentence as a sequence of words rather than a bag-of-words model in which the order does not matter and yields better performance compared to state-of-the-art methods in both regression and ranking evaluation methods. The improvements in our approach suggest that the textual information may provide measurable effects on volatility and also demonstrate the effectiveness in long-term volatility forecasting. In addition, we find that the variations and regulatory changes in reports make older reports less relevant for volatility prediction. It is also a challenge to decide which dataset is better to train for predicting volatility in our dataset. There are some limitations of our approach, as follows: we ignore the ordering of the sentences in the document, which limits the information that can be encoded in the sentence vectors. More sophisticated deep learning architectures, including convolutional neural networks and recurrent neural networks, can be used in the future. On the other hand, we simply take the average of the word vector representation of the sentence vector. We can use the weighted average of the word vectors instead of equally weighting the word vectors to pay more attention to significant words. Overall, our approach opens a new method of research into information economics and can be applied to a wide range of financial-related applications.
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