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Abstract

We give a theoretical framework of stochastic non-canonical Hamiltonian systems as well as their modified symplectic structure which is named stochastic K-symplectic structure. The framework can be applied to the study of the Lotka–Volterra model perturbed by external noises. In terms of internal properties of the stochastic Lotka–Volterra model, we propose different kinds of stochastic K-symplectic integrators which could inherit the positivity of the solution. The K-symplectic conditions are also obtained to ensure that the proposed schemes admit the same geometric structure as the original system. Besides, the first-order condition of the proposed schemes in $L^1(\Omega)$ sense are given based on the uniform boundedness of both the exact solution and the numerical one. Several numerical examples are illustrated to verify above properties of proposed schemes compared with non-K-symplectic ones.
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1 Introduction

The study of Hamiltonian systems for both deterministic case $dz = J^{-1} \nabla_z H_0(z) dt$ and stochastic case $dz = J^{-1} \nabla_z H_0(z) dt + J^{-1} \nabla_z H_1(z) \circ dW$ on its geometric structure, long-time behaviors and
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numerical integrations is always of great interest (see [2,3,7,8,10–12,17–19] and references therein). It is well known that the following system
\[ dz = J^{-1} \nabla_z H_0(z) \, dt + J^{-1} \nabla_z H_1(z) \circ dW \]
can be characterized by
\[ dz_i = \{ z_i, H_0 \} \, dt + \{ z_i, H_1 \} \circ dW \]
with canonical Poisson bracket
\[ \{ F, G \}(z) := \nabla F(z)^\top J^{-1} \nabla G(z), \quad \forall F, G \in C^1(\mathbb{R}^{2d}). \]

There are also many circumstances that the behavior of the system is not applicable to be described by a stochastic Hamiltonian systems (SHS). Instead, stochastic non-canonical Hamiltonian systems (or Poisson systems)
\[ dz = B(z) \nabla_z H_0(z) \, dt + B(z) \nabla_z H_1(z) \circ dW \]
will be taken into consideration with an associated generalization of canonical Poisson bracket
\[ \{ F, G \}(z) = \nabla F(z)^\top B(z) \nabla G(z), \]
where \( B(z) \) are skew-symmetric matrices for all \( z \in \mathbb{R}^{2d} \). Non-canonical Hamiltonian systems are widely used in plasma physics, mathematical biology and so on. For instance, stochastic Lotka–Volterra (LV) equations (see [14] or Example 1) in two or higher dimensions, describing the dynamics of biological systems with several interacting species, are non-canonical Hamiltonian systems. And also, the stochastic Ablowitz–Ladik discrete nonlinear Schrödinger equation (see [6] or Example 2), which is used to model the self trapping on a dimer, dynamics of anharmonic lattices and pulse dynamics in nonlinear optics with random perturbations, possesses a non-canonical symplectic structure.

For deterministic non-canonical Hamiltonian systems, their geometric structures and numerical integrations have been well-investigated (see [1,5,15] and references therein). In this paper, we study the following stochastic non-canonical Hamiltonian system
\[ dz = K^{-1}(z) \nabla_z H_0(z) \, dt + K^{-1}(z) \nabla_z H_1(z) \circ dW(t), \quad z(0) = z_0 \in \mathbb{R}^{2d}, \]
where \( H_0, H_1 \) are two smooth Hamiltonian functions. The \( \circ \) in the last term of (1.1) indicates that the stochastic integral is defined in Stratonovich sense, and \( W(t) \) is a one-dimensional standard Wiener process defined on the filtered probability space \( (\Omega, \mathcal{F}, \mathbb{P}; \{ \mathcal{F}_t \}_{t \geq 0}) \). Matrices \( K(z) \in \mathbb{R}^{2d \times 2d} \) are skew-symmetric for all \( z \in \mathbb{R}^{2d} \) and satisfy the Jacobi identity
\[ \frac{\partial k_{ij}}{\partial z_k} + \frac{\partial k_{jk}}{\partial z_i} + \frac{\partial k_{ki}}{\partial z_j} = 0, \quad \text{for all} \quad i, j, k = 1, 2, \cdots, 2d, \]
where \( k_{ij} := k_{ij}(z) \) are elements of \( K(z) \).

The goal of this work is to investigate the geometric structure and construct structure-preserving numerical methods for system (1.1) and derive the corresponding order condition. We show that system (1.1) under condition (1.2) possesses the stochastic K-symplectic structure. However, it is a difficult task to construct stochastic K-symplectic integrators for general stochastic non-canonical systems due to the arbitrariness of non-constant \( K(z) \). Therefore, special structures of specific problems have to be exploited to gain stochastic K-symplectic integrators. In this paper, we take the stochastic LV model as the keystone to construct Runge–Kutta type and partitioned Runge–Kutta type stochastic K-symplectic integrators by utilizing Darboux transformation technique. We
prove that the proposed methods could inherit the stochastic K-symplectic structure as well as the property of the original problem, e.g., the positivity of the solution. Furthermore, based on the uniform boundedness of numerical solutions, we derive the global order conditions in $L^1(\Omega)$ of proposed numerical methods. Numerical experiments show the favorable performance of stochastic K-symplectic integrators compared with non-K-symplectic methods. Particularly, the similar fashion of the construction of stochastic K-symplectic integrators in this paper can be applied to other specific stochastic non-canonical Hamiltonian systems. To the best of our knowledge, there has been no work in the literature which studies stochastic K-symplectic structure or stochastic K-symplectic integrators for stochastic non-canonical Hamiltonian systems.

The rest of this paper is organized as follows. Section 2 is devoted to show the geometric structure—K-symplectic structure—of non-canonical Hamiltonian systems, and give some concrete and widely used models for this kind of systems. In Section 3, the definition of stochastic K-symplectic integrators is firstly presented. We take stochastic LV model as the keystone to construct stochastic K-symplectic integrators, and derive the convergence order conditions. In Section 4, several specific stochastic K-symplectic integrators of Runge–Kutta or partitioned Runge–Kutta type are given. Finally, numerical experiments are performed to testify the effectiveness of the proposed schemes in Section 5.

2 Stochastic K-symplectic structure

In this section, we introduce the stochastic K-symplectic geometric structure as well as its equivalent form for stochastic non-canonical Hamiltonian systems. Two concrete examples are also given to show the transformation between specific systems and stochastic non-canonical Hamiltonian systems with K-symplectic structure.

It can be verified that if we choose $K(z)$ as the standard symplectic matrix $J_{2d}$, i.e.,

$$K(z) = \begin{pmatrix} 0 & I_d \\ -I_d & 0 \end{pmatrix} =: J_{2d}$$

with $d$-dimensional identity matrix $I_d$, system (1.1) will degenerate to the following canonical SHS

$$dz = J_{2d}^{-1} \nabla_z H_0(z)dt + J_{2d}^{-1} \nabla_z H_1(z) \circ dW(t), \quad z(0) = z_0 \in \mathbb{R}^{2d}. \quad (2.1)$$

The phase flow $\phi_t : z_0 \mapsto z(t)$ of (2.1) preserves the natural stochastic symplectic structure of the phase space:

$$\left[ \frac{\partial \phi_t(z_0)}{\partial z_0} \right]^\top J_{2d} \left[ \frac{\partial \phi_t(z_0)}{\partial z_0} \right] = J_{2d}, \quad \mathbb{P}\text{-a.s.}$$

which is a characteristic property of a SHS and is known as the stochastic symplectic conservation law. Equivalently, the stochastic symplectic conservation law can also be described with differential 2-forms:

$$dP \wedge dQ = dp \wedge dq, \quad \mathbb{P}\text{-a.s.}$$

by setting $z = (P^\top, Q^\top)^\top$ with $P, Q \in \mathbb{R}^d$. While for the non-canonical case, the standard symplectic conservation law is not preserved anymore. A generalized version of symplectic geometric structure has to be taken into consideration.

In the following, equations with respect to random variables all hold almost surely with respect to the probability measure $\mathbb{P}$, and we omit the notation ‘$\mathbb{P}\text{-a.s.}$’ for convenience unless it is necessary.
Definition 1. Let $U \subset \mathbb{R}^{2d}$ be an open set. A differentiable map $f : U \rightarrow \mathbb{R}^{2d}$ is called stochastic K-symplectic if for all $z \in U$, the Jacobian matrix $\nabla f$ satisfies

$$\nabla f(z)^\top K(f(z))\nabla f(z) = K(z).$$

Recall that the phase flow $\varphi_t$ of (1.1) is the mapping that advances the solution by time $t$, i.e.,

$$\varphi_t : z_0 \mapsto z(t),$$

where $z(t)$ is the solution of (1.1) corresponding to the initial value $z(0) = z_0$. We show that $\varphi_t$ is K-symplectic as in the definition above. Furthermore, the K-symplectic structure also has an equivalent form in terms of differential 2-forms.

Theorem 2.1. Let $H_0(z)$ and $H_1(z)$ in (1.1) be two twice continuous differentiable functions on $U \subset \mathbb{R}^{2d}$, and condition (1.2) hold. Then, the flow $\varphi_t$ of (1.1), starting from $z_0$, is a stochastic K-symplectic transformation, and possesses the K-symplectic conservation law

$$\left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right]^\top K(\varphi_t(z_0)) \left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right] = K(z_0). \quad (2.2)$$

The proof of this theorem as well as the following one is given in the appendix such that the main results are stated in a clear fashion.

Theorem 2.2. For stochastic non-canonical Hamiltonian system (1.1) with condition (1.2), it holds

$$dz(t) \wedge K(z(t))dz(t) = dz_0 \wedge K(z_0)dz_0 \quad (2.3)$$

for all $t \geq 0$.

The formulation of K-symplectic structure in Theorem 2.1 and 2.2 are equivalent, which is stated in the following corollary.

Corollary 1. Equation (2.3) is equivalent to (2.2).

Proof. Substituting $z = \varphi_t(z_0)$ into (2.2), it yields

$$dz \wedge K(z(t))dz = \frac{\partial \varphi_t(z_0)}{\partial z_0}dz_0 \wedge K(z(t))\frac{\partial \varphi_t(z_0)}{\partial z_0}dz_0$$

$$= dz_0 \wedge \left( \left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right]^\top K(\varphi_t(z_0)) \left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right]\right) dz_0.$$

The necessity follows from Theorem 2.1. For the proof of sufficiency, we know that

$$dz_0 \wedge \left( \left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right]^\top K(\varphi_t(z_0)) \left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right]\right) dz_0 = dz_0 \wedge K(z_0)dz_0,$$

i.e.,

$$dz_0 \wedge \left( \left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right]^\top K(\varphi_t(z_0)) \left[\frac{\partial \varphi_t(z_0)}{\partial z_0}\right] - K(z_0)\right) dz_0 = 0.$$
Due to the fact that $K$ is a skew-symmetric matrix, it follows from the wedge property $dz_0 \wedge B dz_0 = 0$ if and only if $B^\top = B$ that
\[
\begin{bmatrix}
\frac{\partial \varphi_t(z_0)}{\partial z_0} \\
\frac{\partial \varphi_t(z_0)}{\partial z_0}
\end{bmatrix}^\top K(\varphi_t(z_0)) \begin{bmatrix}
\frac{\partial \varphi_t(z_0)}{\partial z_0} \\
\frac{\partial \varphi_t(z_0)}{\partial z_0}
\end{bmatrix} = K(z_0),
\]
which complete the proof.

The following two examples are typical models which possess stochastic K-symplectic structure.

**Example 1. Stochastic LV Model**

Consider the following classical stochastic LV predator-prey model (see e.g. [14])
\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t)(-\gamma_2 y(t) + \eta_2)dt + \sigma_2 x(t) \circ dW(t), \\
\frac{dy(t)}{dt} &= y(t)(\gamma_1 x(t) - \eta_1)dt + \sigma_1 y(t) \circ dW(t)
\end{align*}
\]
with constants $\sigma_1, \sigma_2$, positive constants $\gamma_i, \eta_i$ ($i = 1, 2$), and $x(t)$ and $y(t)$ representing populations of the prey and the predator respectively. Let
\[
\begin{align*}
H_0(x, y) &= -\gamma_1 x(t) + \eta_1 \ln x(t) - \gamma_2 y(t) + \eta_2 \ln y(t), \\
H_1(x, y) &= -\sigma_1 \ln x(t) + \sigma_2 \ln y(t).
\end{align*}
\]
We have
\[
\frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 0 & xy \\ -xy & 0 \end{pmatrix} \nabla H_0(x, y) dt + \begin{pmatrix} 0 & xy \\ -xy & 0 \end{pmatrix} \nabla H_1(x, y) \circ dW(t),
\]
which implies that the stochastic LV model (3.2) is a stochastic non-canonical Hamiltonian system.

**Example 2. Stochastic Ablowitz–Ladik Model**

Another example is the stochastic Ablowitz–Ladik model, which describes the transmission of solitons in discrete, nonlinear and random media. It can also be regard as a spacial discretization of the stochastic nonlinear Schrödinger equation:
\[
\frac{d}{dt} u_k(t) + \frac{1}{\Delta x^2} (u_{k+1} - 2u_k + u_{k-1}) dt + |u_k|^2 \frac{u_{k+1} + u_{k-1}}{2} dt = u_k \circ dW(x_k, t), \quad k = 1, \ldots, M
\]
under periodic boundary conditions $u_{k+M} = u_k$, $x_k = k\Delta x$ and $\Delta x = 1/M$. Here, $W$ is a real-valued $Q$-Wiener process.

By splitting the variables into real and imaginary parts, $u_k(t) = p_k(t) + iq_k(t)$, $k = 1, 2, \ldots, M$, we obtain
\[
\begin{align*}
\frac{dp_k(t)}{dt} &= -\frac{1}{\Delta x^2} (q_{k+1} - 2q_k + q_{k-1}) dt - (p_k^2 + q_k^2) \frac{q_{k+1} + q_{k-1}}{2} dt + q_k \circ dW(x_k, t), \\
\frac{dq_k(t)}{dt} &= \frac{1}{\Delta x^2} (p_{k+1} - 2p_k + p_{k-1}) dt + (p_k^2 + q_k^2) \frac{q_{k+1} + q_{k-1}}{2} dt - p_k \circ dW(x_k, t).
\end{align*}
\]
Let $P = (p_1, \ldots, p_M)$, $Q = (q_1, \ldots, q_M)$ and $Z = (P, Q)^\top$, this system turns to be
\[
\frac{dZ}{dt} = \begin{pmatrix} 0 & -D(Z) \\ D(Z) & 0 \end{pmatrix} \nabla H_0(Z) dt + \begin{pmatrix} 0 & -D(Z) \\ D(Z) & 0 \end{pmatrix} \nabla H_1(Z) \circ dW(x_k, t),
\]
where \( D(Z) = \text{diag}(d_1(Z), \cdots, d_M(Z)) \) is a diagonal matrix with entries
\[
d_k(Z) = 1 + \frac{\Delta x^2}{2}(p_k^2 + q_k^2), \quad k = 1, 2, \cdots, M
\]
and the Hamiltonian functions are
\[
H_0(Z) = \frac{1}{\Delta x^2} \sum_{k=1}^{M} (p_k p_{k-1} + q_k q_{k-1}) - \frac{2}{\Delta x^2} \sum_{k=1}^{M} \ln \left( 1 + \frac{\Delta x^2}{2}(p_k^2 + q_k^2) \right),
\]
\[
H_1(Z) = -\frac{1}{\Delta x^2} \sum_{k=1}^{M} \ln \left( 1 + \frac{\Delta x^2}{2}(p_k^2 + q_k^2) \right).
\]

3 Stochastic K-symplectic methods for stochastic LV model

Since the phase flow of (1.1) preserves stochastic K-symplectic structure (2.3), one wants to construct numerical methods which inherit this property.

**Definition 2.** A numerical method with solution \( \{z_n\}_{n \geq 1} \) for solving (1.1) is said to be stochastic K-symplectic if
\[
dz_{n+1} \wedge K(z_{n+1}) dz_{n+1} = dz_n \wedge K(z_n) dz_n \tag{3.1}
\]
for all \( n \geq 1 \).

In this section, we take the stochastic LV model as the keystone, which plays an important role in biological populations, ecology and mathematical ecology, to illustrate the procedure of constructing stochastic K-symplectic integrators. Consider now the following concrete class of stochastic LV model in Stratonovich sense
\[
\begin{align*}
\text{d}x(t) &= x(t)(-\gamma_2 y(t) + \eta_2) \text{d}t + \sigma_2 x(t) \circ \text{d}W(t), \\
\text{d}y(t) &= y(t)(\gamma_1 x(t) - \eta_1) \text{d}t + \sigma_1 y(t) \circ \text{d}W(t)
\end{align*}
\tag{3.2}
\]
starting from \( x(0) = x_0 \) and \( y(0) = y_0 \).

3.1 Properties of stochastic LV model

We choose the state space as \( \mathbb{R}^2 \) for simplicity, i.e., \( (x, y)^\top \in \mathbb{R}^2 \). The global well-posedness and positivity of the solution to (3.2) is stated in the following theorem.

**Theorem 3.1.** For any deterministic initial value \( (x_0, y_0)^\top \in \mathbb{R}_+^2 := (0, +\infty) \times (0, +\infty) \), if the coefficients in (3.2) satisfy
\[
\gamma_1 = \gamma_2 = \eta_1 - \frac{\sigma_1^2}{2} = \eta_2 + \frac{\sigma_2^2}{2}, \tag{3.3}
\]
then (3.2) admits a unique solution \( (x(t), y(t)) \). Moreover, \( (x(t), y(t))^\top \in \mathbb{R}_+^2 \) for all \( t \geq 0 \).
Proof. Since the initial value \((x_0, y_0)^T \in \mathbb{R}_+^2\), there must exist some \(m_0 \in \mathbb{N}_+\) such that \(x_0, y_0 \in [\frac{1}{m_0}, m_0]\). To show the global well-posedness of the solution, we first denote the explosion time by

\[
\tau_e := \inf \{t > 0 \mid |x(t)| = \infty \text{ or } |y(t)| = \infty \},
\]

before which the solution starting from \((x_0, y_0)^T\) won’t blow up. In addition, for any integer \(m \geq m_0\), we define stopping times

\[
\tau_m = \inf \left\{t \in [0, \tau_e) \mid x(t) \notin \left(\frac{1}{m}, m\right) \text{ or } y(t) \notin \left(\frac{1}{m}, m\right) \right\}.
\]

It then suffices to show that \(\tau_\infty := \lim_{m \to \infty} \tau_m = \infty\) almost surely.

Motivated by [9], we assume by contradiction that \(\tau_\infty < \infty\) with positive probability. More precisely, there exist some constants \(T_0 > 0\), \(\varepsilon \in (0, 1)\) and \(m_1 > m_0\) such that \(\mathbb{P}(\tau_m \leq T_0) > \varepsilon\) for all \(m \geq m_1\). We introduce the generator (see e.g. [16]) \(\mathcal{L}\) of the equivalent Itô form of (3.2):

\[
\mathcal{L} := \left(-\gamma_2 x y + \left(\eta_2 + \frac{\sigma_2^2}{2}\right) x\right) \frac{\partial}{\partial x} + \left(\gamma_1 x y - \left(\eta_1 - \frac{\sigma_1^2}{2}\right) y\right) \frac{\partial}{\partial y} + \frac{\sigma_2^2 x^2}{2} \frac{\partial^2}{\partial x^2} + \sigma_1 \sigma_2 x y \frac{\partial^2}{\partial x \partial y} + \frac{\sigma_1^2 y^2}{2} \frac{\partial^2}{\partial y^2}
\]

and an auxiliary function \(V(x, y) := (x - 1 - \ln x) + (y - 1 - \ln y)\) defined on \(\mathbb{R}_+^2\). Simple calculation yields that \(\mathcal{L}V(x, y) \equiv (\sigma_1^2 + \sigma_2^2)/2\) for \((x, y)^T \in \mathbb{R}_+^2\) based on the condition (3.3). Hence, we get

\[
\mathbb{E}V(x(\tau_m \land T_0), y(\tau_m \land T_0)) = V(x_0, y_0) + \mathbb{E} \int_0^{\tau_m \land T_0} \mathcal{L}V(x(t), y(t)) dt
\]

\[
\leq V(x_0, y_0) + \frac{\sigma_1^2 + \sigma_2^2}{2} T_0 < \infty,
\]

where in the last step we have used the fact that for any \(t \in (0, \tau_m \land T_0)\), \(x(t), y(t) \in (\frac{1}{m}, m)\) and thus \(\mathcal{L}V(x(t), y(t)) \equiv (\sigma_1^2 + \sigma_2^2)/2\).

Note that function \(V\) has a minimum at \((1, 1)^T\) with \(V(1, 1) = 0\), and is decreasing on \((0, 1)\) and increasing on \((1, +\infty)\). Also, for any \(m \geq m_1\) and any sample \(\omega \in \{\tau_m \leq T_0\}\), either \(x(\tau_m)\) or \(y(\tau_m)\) reaches the boundary of interval \((\frac{1}{m}, m)\). Thus, we obtain

\[
V(x(\tau_m, \omega), y(\tau_m, \omega)) \geq \left(\frac{1}{m} - 1 - \log \frac{1}{m}\right) \land (m - 1 - \log m).
\]

We conclude from all the above that

\[
V(x_0, y_0) + \frac{\sigma_1^2 + \sigma_2^2}{2} T_0 \geq \mathbb{E}V(x(\tau_m \land T_0), y(\tau_m \land T_0)) \geq \mathbb{E} \left[ V(x(\tau_m), y(\tau_m)) 1_{\{\tau_m \leq T_0\}} \right]
\]

\[
\geq \left(\frac{1}{m} - 1 - \log \frac{1}{m}\right) \land (m - 1 - \log m) \epsilon \to \infty
\]

as \(m \to \infty\), which is a contradiction with \(V(x_0, y_0) + \frac{\sigma_1^2 + \sigma_2^2}{2} T_0 < \infty\). Hence, \(\tau_\infty = \infty\) and we complete the proof.

The \(p\)th moment of the exact solution are uniformly bounded.
We then complete the proof.

Based on the positivity of the solution and introducing auxiliary coordinates \( x = e^v \) and \( y = e^\nu \), (3.2) has an equivalent standard SHS form

\[
\begin{align*}
  du &= (-\gamma_2 e^\nu + \eta_2) \, dt + \sigma_2 \, dW, \\
  dv &= (\gamma_1 e^\nu - \eta_1) \, dt + \sigma_1 \, dW.
\end{align*}
\] (3.4)
Applying the Runge–Kutta methods to above equations and utilizing the inverse transformation $u = \ln x, v = \ln y$, we finally get what we call $s$-stage stochastic K-Runge–Kutta (KRK) methods:

$$x_i = X_n \exp \left( h \sum_{j=1}^{s} a_{ij} (-\gamma_2 y_j + \eta_2) \right) \exp \left( \sigma_2 J_n \sum_{j=1}^{s} b_{ij} \right), \quad i = 1, \cdots, s,$$

$$y_i = Y_n \exp \left( h \sum_{j=1}^{s} a_{ij} (\gamma_1 x_j - \eta_1) \right) \exp \left( \sigma_1 J_n \sum_{j=1}^{s} b_{ij} \right),$$

$$X_{n+1} = X_n \exp \left( h \sum_{j=1}^{s} a_{ij} (-\gamma_2 y_j + \eta_2) \right) \exp \left( \sigma_2 J_n \sum_{j=1}^{s} \beta_j \right), \quad n = 0, \cdots, N - 1,$$

$$Y_{n+1} = Y_n \exp \left( h \sum_{j=1}^{s} a_{ij} (\gamma_1 x_j - \eta_1) \right) \exp \left( \sigma_1 J_n \sum_{j=1}^{s} \beta_j \right) \quad (3.5)$$

starting from $X_0 = x_0$ and $Y_0 = y_0$, where $s$ is an integer, $h = t_{n+1} - t_n$ is the uniform time step, and $J_n = \sqrt{h} \xi_n$ has the same distribution and adaptness with $W(t_{n+1}) - W(t_n)$. Here $\xi_n, n = 1, \cdots, N$, are independent random variables satisfying standard normal distribution. Without loss of generality, we assume that $N = T/h$ is an integer. These numerical methods parameters can be characterized by the Butcher tableau

$$\begin{array}{cc}
A & B \\
\alpha^T & \beta^T
\end{array}$$

with $A = (a_{ij})_{i,j=1}^{s}, \quad B = (b_{ij})_{i,j=1}^{s}, \quad \alpha = (\alpha_1, \cdots, \alpha_s)^T, \quad \beta = (\beta_1, \cdots, \beta_s)^T$.

Next, we proceed to the stochastic K-symplectic conditions results.

**Theorem 3.2.** Assume that the coefficients $a_{ij}, b_{ij}, \alpha_i, \beta_i$ in (3.5) satisfy

$$\alpha_i a_{ij} + \alpha_j a_{ji} = \alpha_i \alpha_j,$$

$$\alpha_i b_{ij} + \beta_j a_{ji} = \alpha_i \beta_j,$$

$$\beta_i b_{ij} + \beta_j b_{ji} = \beta_i \beta_j$$

for all $i, j = 1, 2, \cdots, s$, then stochastic KRK methods (3.5) preserve the stochastic K-symplectic structure.

**Proof.** Runge–Kutta methods applied to (3.4) yield

$$u_i = U_n + h \sum_{j=1}^{s} a_{ij} (-\gamma_2 v_j + \eta_2) + \sigma_2 J_n \sum_{j=1}^{s} b_{ij},$$

$$v_i = V_n + h \sum_{j=1}^{s} a_{ij} (\gamma_1 u_j - \eta_1) + \sigma_1 J_n \sum_{j=1}^{s} b_{ij},$$

$$U_{n+1} = U_n + h \sum_{j=1}^{s} \alpha_j (-\gamma_1 v_j + \eta_2) + \sigma_2 J_n \sum_{j=1}^{s} \beta_j,$$

$$V_{n+1} = V_n + h \sum_{j=1}^{s} \alpha_j (\gamma_1 u_j - \eta_1) + \sigma_1 J_n \sum_{j=1}^{s} \beta_j. \quad (3.7)$$
By simple calculation, it can be seen that methods (3.7) with conditions (3.6) preserve stochastic symplectic structure
\[ dU_{n+1} \wedge dV_{n+1} = dU_n \wedge dV_n. \] (3.8)

If we transform back to the original variables, we obtain
\[ dU_n \wedge dV_n = \frac{1}{X_n Y_n} dX_n \wedge dY_n. \]

Thus, it yields
\[ \frac{1}{X_{n+1} Y_{n+1}} dX_{n+1} \wedge dY_{n+1} = \frac{1}{X_n Y_n} dX_n \wedge dY_n, \] (3.9)
i.e.,
\[ d\tilde{z}_{n+1} \wedge K(z_{n+1}) d\tilde{z}_{n+1} = dz_n \wedge K(z_n) dz_n, \] (3.10)
where \( z_n = (X_n, Y_n)^\top \), and
\[ K(z_n) = \begin{pmatrix} 0 & -\frac{1}{X_n Y_n} \\ \frac{1}{X_n Y_n} & 0 \end{pmatrix}. \]

This completes the proof. \( \square \)

### 3.2.2 Stochastic K-Partitioned-Runge–Kutta methods

Moreover, we consider the following numerical methods with more coefficients than those in (3.5):

\[
\begin{align*}
x_i &= X_n \exp \left( h \sum_{j=1}^{s} a_{ij} (-\gamma_2 y_j + \eta_2) \right) \exp \left( \sigma_2 J_n \sum_{j=1}^{s} b_{ij} \right), \\
y_i &= Y_n \exp \left( h \sum_{j=1}^{s} \tilde{a}_{ij} (\gamma_1 x_j - \eta_1) \right) \exp \left( \sigma_1 J_n \sum_{j=1}^{s} \tilde{b}_{ij} \right), \\
X_{n+1} &= X_n \exp \left( h \sum_{j=1}^{s} \alpha_j (-\gamma_2 y_j + \eta_2) \right) \exp \left( \sigma_2 J_n \sum_{j=1}^{s} \beta_j \right), \\
Y_{n+1} &= Y_n \exp \left( h \sum_{j=1}^{s} \tilde{\alpha}_j (\gamma_1 x_j - \eta_1) \right) \exp \left( \sigma_1 J_n \sum_{j=1}^{s} \tilde{\beta}_j \right),
\end{align*}
\] (3.11)

where \( i = 1, \ldots, s \) and \( n = 0, \ldots, N - 1 \). These methods can be characterized through their parameters via the following Butcher tableau

\[
\begin{array}{cccc}
A & \tilde{A} & B & \tilde{B} \\
\alpha^\top & \tilde{\alpha}^\top & \beta^\top & \tilde{\beta}^\top
\end{array}
\]

with \( A = (a_{ij})_{i,j=1}^{s} \), \( \tilde{A} = (\tilde{a}_{ij})_{i,j=1}^{s} \), \( B = (b_{ij})_{i,j=1}^{s} \), \( \tilde{B} = (\tilde{b}_{ij})_{i,j=1}^{s} \), \( \alpha = (\alpha_1, \ldots, \alpha_s)^\top \), \( \tilde{\alpha} = (\tilde{\alpha}_1, \ldots, \tilde{\alpha}_s)^\top \), \( \beta = (\beta_1, \ldots, \beta_s)^\top \), \( \tilde{\beta} = (\tilde{\beta}_1, \ldots, \tilde{\beta}_s)^\top \). Similarly, we can get the stochastic K-symplectic conditions for (3.11), which is stated in the following theorem.
Theorem 3.3. Assume that the coefficients $a_{ij}, \tilde{a}_{ij}, b_{ij}, \tilde{b}_{ij}, \alpha_i, \tilde{\alpha}_i, \beta_i, \tilde{\beta}_i$ in (3.11) satisfy
\[
\alpha_i = \tilde{\alpha}_i, \quad \beta_i = \tilde{\beta}_i,
\]
\[
\alpha_i \tilde{a}_{ij} + \tilde{\alpha}_j a_{ji} = \alpha_i \tilde{\alpha}_j, \quad \beta_i \tilde{a}_{ij} + \tilde{\alpha}_j b_{ji} = \beta_i \tilde{\alpha}_j,
\]
\[
\alpha_i \tilde{b}_{ij} + \tilde{\beta}_j a_{ji} = \alpha_i \tilde{\beta}_j, \quad \beta_i \tilde{b}_{ij} + \tilde{\beta}_j b_{ji} = \beta_i \tilde{\beta}_j
\]
for all $i, j = 1, 2, \cdots, s$, then stochastic KPRK methods (3.11) preserve stochastic K-symplectic structure.

Proof. The proof is analogous to that of the stochastic KRK case, so we ignore it here. \qed

In this paper, we call methods (3.11) as $s$-stage stochastic K-Partitioned-Runge–Kutta (KPRK) methods.

Remark 1. If the coefficients in (3.11) satisfy
\[
\alpha_i = \tilde{\alpha}_i, \quad \beta_i = \tilde{\beta}_i, \quad a_{ij} = \tilde{a}_{ij}, \quad b_{ij} = \tilde{b}_{ij}, \quad i, j = 1, 2, \cdots, s,
\]
stochastic KPRK methods (3.11) turns to be the same as stochastic KRK methods (3.5).

3.2.3 General stochastic K-symplectic methods

Based on the construction of stochastic K-symplectic integrators in the previous subsections, we derive the general stochastic K-symplectic methods. It is stated in the following theorem.

Theorem 3.4. Suppose that there exists a transformation $v = \psi(z)$ that brings the stochastic non-canonical Hamiltonian system (1.1) to canonical form (as in (2.1)) and holds
\[
\begin{bmatrix}
\partial \psi(z) \\
\partial z
\end{bmatrix}^\top J \begin{bmatrix}
\partial \psi(z) \\
\partial z
\end{bmatrix} = K(z) \tag{3.12}
\]
with $J = \begin{pmatrix} 0 & I_d \\ -I_d & 0 \end{pmatrix}$, then a stochastic symplectic method with solution $\{v_n\}_{n \geq 1}$ gives a stochastic K-symplectic method with solution $\{z_n = \psi^{-1}(v_n)\}_{n \geq 1}$.

Proof. Since solution $\{v_n\}_{n \geq 1}$ is symplectic, it holds
\[
\begin{bmatrix}
\partial v_n \\
\partial v_0
\end{bmatrix}^\top J \begin{bmatrix}
\partial v_n \\
\partial v_0
\end{bmatrix} = J. \tag{3.13}
\]

Then we have
\[
J = \begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix}^\top J \begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix} \begin{bmatrix}
\partial z_n \\
\partial v_0
\end{bmatrix} 
\begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix}^\top J \begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix} \begin{bmatrix}
\partial z_n \\
\partial v_0
\end{bmatrix}
\]
\[
= \begin{bmatrix}
\partial z_0 \\
\partial v_0
\end{bmatrix}^\top \begin{bmatrix}
\partial z_n \\
\partial z_0
\end{bmatrix} \begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix}^\top J \begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix} \begin{bmatrix}
\partial z_0 \\
\partial v_0
\end{bmatrix}
\]
\[
= \begin{bmatrix}
\partial z_0 \\
\partial v_0
\end{bmatrix}^\top \begin{bmatrix}
\partial z_n \\
\partial z_0
\end{bmatrix} \begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix}^\top J \begin{bmatrix}
\partial \psi(z_n) \\
\partial z_n
\end{bmatrix} \begin{bmatrix}
\partial z_0 \\
\partial v_0
\end{bmatrix}
\]
\[
= \begin{bmatrix}
\partial z_0 \\
\partial v_0
\end{bmatrix}^\top \begin{bmatrix}
\partial z_n \\
\partial z_0
\end{bmatrix} K(z_n) \begin{bmatrix}
\partial z_n \\
\partial z_0
\end{bmatrix} \begin{bmatrix}
\partial z_0 \\
\partial v_0
\end{bmatrix}, \tag{3.14}
\]
which yields
\[
\left[ \frac{\partial z_n}{\partial z_0} \right]^\top K(z_n) \left[ \frac{\partial z_n}{\partial z_0} \right] = \left[ \frac{\partial z_0}{\partial v_0} \right]^{-T} J \left[ \frac{\partial v_0}{\partial z_0} \right]^{-1} \left[ \frac{\partial v_0}{\partial z_0} \right] J \left[ \frac{\partial v_0}{\partial z_0} \right] = K(z_0).
\]
This indicates the K-symplectic structure associated to the solution \( \{z_n\}_{n \geq 1} \).

### 3.3 Convergence order conditions

To avoid confusion of the coefficients, in this subsection, we choose \( \gamma_1 = \gamma_2 = \eta_1 = 1, \eta_2 = \frac{3}{2} \) and \( \sigma_2 = 0 \), which satisfy the condition (3.3), as an illustration of the following procedure, and get

\[
\begin{align*}
\text{d} x &= (-xy + x) \, \text{d} t, \quad x(0) = x_0, \\
\text{d} y &= \left(xy - \frac{3}{2}y\right) \, \text{d} t + y \circ \text{d} W(t), \; y(0) = y_0.
\end{align*}
\] (3.15)

The stochastic KRK methods (3.5) applied to (3.15) turn to be

\[
\begin{align*}
x_i &= X_n \exp \left( h \sum_{j=1}^{s} a_{ij} (-y_j + 1) \right), \\
y_i &= Y_n \exp \left( h \sum_{j=1}^{s} a_{ij} (x_j - \frac{3}{2}) \right) \exp \left( J_n \sum_{j=1}^{s} b_{ij} \right), \\
X_{n+1} &= X_n \exp \left( h \sum_{j=1}^{s} \alpha_j (-y_j + 1) \right), \\
Y_{n+1} &= Y_n \exp \left( h \sum_{j=1}^{s} \alpha_j (x_j - \frac{3}{2}) \right) \exp \left( J_n \sum_{j=1}^{s} \beta_j \right)
\end{align*}
\] (3.16)

with \( X_0 = x_0, Y_0 = y_0 \) and parameters \( a_{ij}, b_{ij}, \alpha_j, \beta_j, i, j = 1, \ldots, s, \).

**Theorem 3.5.** Each of methods (3.16) admits an \( F_{t_n} \)-adapted solution \( (X_n, Y_n) \top \in \mathbb{R}^2_+ \). Furthermore, the \( p \)th moment of the numerical solution is uniformly bounded

\[
\sup_{n=1, \ldots, N} \mathbb{E} \left[ X_n^p + Y_n^p \right] \leq C
\]

with constant \( C = C(x_0, y_0, p, T, A, \alpha, \beta) \).

**Proof.** The existence and adaptness of the solution of (3.16) is not difficult to get by means of the procedure given in [4]. Based on the fact that \( x_i, y_i \in \mathbb{R}_+ \), and denoting constants \( C_\alpha = \sum_{j=1}^{s} \alpha_j \) and \( C_\beta = \sum_{j=1}^{s} \beta_j \), we have

\[
\begin{align*}
X_{n+1} &\leq X_n \exp \left( \frac{h}{2} C_\alpha \right) \leq x_0 \exp \left( \frac{T}{2} C_\alpha \right), \\
Y_{n+1} &\leq Y_n \exp \left( h \sum_{j=1}^{s} \alpha_j X_n \exp \left( h \sum_{k=1}^{s} a_{jk} \right) \exp \left( J_n C_\beta \right) \right)
\end{align*}
\]
\[ Y_n \exp \left( h x_0 e^{TC} \sum_{j=1}^{s} \alpha_j \exp \left( h \sum_{k=1}^{s} a_{jk} \right) \right) \exp \left( J_n C \beta \right) \leq y_0 \exp(C_A) \exp \left( C \beta \sum_{k=1}^{n} J_k \right) \]

with \( C_A = T x_0 e^{TC} \sum_{j=1}^{s} \alpha_j \exp \left( h \sum_{k=1}^{s} a_{jk} \right) \) for all \( n = 0, 1, \ldots, N - 1 \). In the estimation of the second inequality above, we have used the fact that \( x_j \leq X_n \exp\left( h \sum_{k=1}^{s} a_{jk} \right) \). Hence, we can calculate \( p \)th moments of the numerical solution as follows

\[
\mathbb{E}[X_{n+1}^p + Y_{n+1}^p] \leq x_0^p \exp \left( \frac{pTC}{2} \right) + y_0^p \exp(pC_A) \mathbb{E} \left[ \exp \left( C \beta pW(T) \right) \right]
\]

\[
= x_0^p \exp \left( \frac{pTC}{2} \right) + y_0^p \exp(pC_A) \sum_{k=0}^{\infty} \frac{(C \beta p)^k \mathbb{E}[W(T)^k]}{k!}
\]

\[
\leq x_0^p \exp \left( \frac{pTC}{2} \right) + y_0^p \exp(pC_A) \sum_{k=0}^{\infty} \frac{(C \beta p)2k(2k-1)!! T^k}{(2k)!}
\]

\[
\leq x_0^p \exp \left( \frac{pTC}{2} \right) + y_0^p \exp(pC_A) \exp \left( C \beta p^2 T \right)
\]

since \( \frac{(2k-1)!!}{(2k)!!} = \frac{1}{2^k k!} \leq \frac{1}{k!} \).

Based on the uniform boundedness above, we give the order conditions for (3.16).

**Theorem 3.6.** Assume that methods (3.16) satisfy the following conditions

\[ \sum_{j=1}^{s} \alpha_j = \sum_{j=1}^{s} \beta_j = 1. \quad (3.17) \]

Then these methods show global order one in \( L^1(\Omega) \).

**Proof.** Based on the positivity of the solution, we introduce the auxiliary coordinates \( u = \ln x \) and \( v = \ln y \). Then Itô’s formula yields

\[ du = (-e^v + 1) dt, \]
\[ dv = \left( e^u - \frac{3}{2} \right) dt + dW. \quad (3.18) \]

Considering the local error between (3.18) and (3.7) with the coefficients \( \gamma_i, \eta_i, \sigma_i, i = 1, 2 \), chosen as those in the beginning of Section 3.3, and utilizing condition (3.17), we obtain

\[ u(h) - U_1 = \int_0^h \sum_{j=1}^{s} \alpha_j e^{v_j} - e^{v(t)} dt, \]

in which

\[ \sum_{j=1}^{s} \alpha_j e^{v_j} = \sum_{j=1}^{s} \alpha_j \left[ e^{v_0} + e^{v_0} \left( h \sum_{k=1}^{s} a_{jk} \left( e^{u_k} - \frac{3}{2} \right) + J_1 \sum_{k=1}^{s} b_{jk} \right) \right] + \]

\[ \sum_{j=1}^{s} \alpha_j \left( e^{v_0} - e^{v(t)} \right) \leq \sum_{j=1}^{s} \alpha_j \left( e^{v_0} - e^{v(t)} \right). \]
\[ + \frac{1}{2} e^{\theta V_0 + (1-\theta)v_j} \left( h \sum_{k=1}^{s} a_{jk} \left( e^{u_n} - \frac{3}{2} \right) + J_1 \sum_{k=1}^{s} b_{jk} \right)^2 \]

with some \( \theta \in (0, 1) \), and

\[ e^{v(t)} = e^{V_0} + \int_0^t e^{v(s)+u(s)} - e^{v(s)} \, ds + \int_0^t e^{v(s)} \, dW(s). \]

Thus, we can conclude from above and condition (3.17) that the expectation of the local deviation is of order 2:

\[ |E(u(h) - U_1)| = \left| E \int_0^h \left[ h e^{V_0} \sum_{j,k=1}^{s} a_{jk} \left( e^{u_k} - \frac{3}{2} \right) - \int_0^t \left( e^{v(s)+u(s)} - e^{v(s)} \right) \, ds \right. \]
\[ + \left. \frac{1}{2} e^{\theta V_0 + (1-\theta)v_j} \left( h \sum_{j,k=1}^{s} a_{jk} \left( e^{u_k} - \frac{3}{2} \right) + J_1 \sum_{j,k=1}^{s} a_{jk} b_{jk} \right)^2 \right] dt \right| \leq C h^2, \]

where we have used the uniform boundedness of solution \( x(t) = e^{u(t)} \) and \( y(t) = e^{v(t)} \). Similarly, the local strong error has order of accuracy \( 3/2 \):

\[ \left( E \left| u(h) - U_2 \right|^2 \right)^{\frac{1}{2}} = \left( E \left| \int_0^h \left[ h e^{V_0 + (1-\theta)v_j} \left( h \sum_{j,k=1}^{s} a_{jk} \left( e^{u_k} - \frac{3}{2} \right) + J_1 \sum_{j,k=1}^{s} a_{jk} b_{jk} \right) \right. \right. \]
\[ \left. \left. - \int_0^t \left( e^{v(s)+u(s)} - e^{v(s)} \right) \, ds - \int_0^t e^{v(s)} \, dW(s) \right] dt \right|^2 \right)^{\frac{1}{2}} \leq C h^{\frac{3}{2}} \]

for \( \tilde{\theta} \in (0, 1) \), and so are the estimations of \( v(h) - V_1 \). Based on the fundamental theorem on the mean-square order of convergence (see e.g. [13]), one has immediately

\[ \left( E \left[ \left| u(t_n) - U_n \right|^2 + \left| v(t_n) - V_n \right|^2 \right] \right)^{\frac{1}{2}} \leq C h \]

for any \( t_n = nh \in [0, T] \), which ensures the final result

\[ E \left( |x(t_n) - X_n| + |y(t_n) - Y_n| \right) = E \left( \left| e^{u(t_n)} - e^{U_n} \right| + \left| e^{v(t_n)} - e^{V_n} \right| \right) \]
\[ \leq E \left( \left| e^{\theta_1 U_n + (1-\theta_1)u(t_n)} - u(t_n) - U_n \right| + \left| e^{\theta_2 V_n + (1-\theta_2)v(t_n)} - v(t_n) - V_n \right| \right) \]
\[ \leq \max \left\{ \left| e^{\theta_1 U_n + (1-\theta_1)u(t_n)} \right|_{L^2(\Omega)}, \left| e^{\theta_2 V_n + (1-\theta_2)v(t_n)} \right|_{L^2(\Omega)} \right\} \left( E \left[ \left| u(t_n) - U_n \right|^2 + \left| v(t_n) - V_n \right|^2 \right] \right)^{\frac{1}{2}} \leq C h \]

according to the uniform boundedness of the solution \((x(t), y(t))^\top\) and \((X_n, Y_n)^\top\) shown in Corollary 2 and Theorem 3.5 with \( \theta_1, \theta_2 \in (0, 1) \).

We can also get the order conditions for the KPRK methods in the same procedure.

**Theorem 3.7.** Assume that methods (3.11) satisfy the following conditions

\[ \sum_{j=1}^{s} \alpha_j = \sum_{j=1}^{s} \beta_j = 1, \quad \sum_{j=1}^{s} \tilde{\alpha}_j = \sum_{j=1}^{s} \tilde{\beta}_j = 1 \]

Then these methods show global order one in \( L^1(\Omega) \).
Remark 2. The procedure above is also available for high dimensions, i.e., $(x^\top, y^\top) \in \mathbb{R}^{2d}$, by defining a product ‘$\bullet$’ as
\[ e \bullet f = f \bullet e := (e_1 f_1, \ldots, e_d f_d)^\top \in \mathbb{R}^d, \quad e \bullet f = f \bullet e = e f \]
for any vectors $e = (e_1, \ldots, e_d)^\top$, $f = (f_1, \ldots, f_d)^\top \in \mathbb{R}^d$ and constant $\epsilon \in \mathbb{R}$. Noticing that it satisfies that $|e \bullet f| \leq |e||f|$. Also, let $\exp(f) := (\exp(f_1), \ldots, \exp(f_d))^\top$, and $\ln(f) := (\ln(f_1), \ldots, \ln(f_d))^\top$ if in addition $f \in \mathbb{R}^d_+$. 

4 Some low-stage stochastic KRK methods

In this section, both order conditions and stochastic K-symplectic conditions are used to find some low-stage specific stochastic K-symplectic methods for (3.15).

Scheme 1. One-stage stochastic KRK method

We first consider one-stage stochastic KRK methods in the following form
\[
\begin{pmatrix}
a_{11} & b_{11} \\
a_1 & \beta_1
\end{pmatrix}.
\]
Using the order conditions (3.17) and stochastic K-symplectic conditions (3.6), the following results hold:
\[
\alpha_1 = 2 a_{11}, \quad \beta_1 = 2 b_{11}, \quad \alpha_1 = 1, \quad \beta_1 = 1,
\]
which admits a unique solution $\alpha_1 = 1, \beta_1 = 1, a_{11} = 1/2, b_{11} = 1/2$. We get the unique one-stage stochastic KRK method with Butcher tableau
\[
\begin{pmatrix}
1/2 & 1/2 \\
1 & 1
\end{pmatrix},
\]
more precisely,
\[
X_{n+1} = X_n \exp \left( -h \sqrt{Y_{n+1} Y_n} + h \right),
\]
\[
Y_{n+1} = Y_n \exp \left( h \sqrt{X_{n+1} X_n} - \frac{3h}{2} \right) \exp(J_n),
\]
which has strong global order one.

Scheme 2. Two-stage stochastic KRK method

We consider particularly a class of two-stage stochastic KRK methods as follows
\[
\begin{pmatrix}
a_{11} & 0 & b_{11} & 0 \\
a_{21} & a_{22} & b_{21} & b_{22} \\
\alpha_1 & \alpha_2 & \beta_1 & \beta_2
\end{pmatrix}
\]
with conditions (3.17) and (3.6) reading
\[
\alpha_1 + \alpha_2 = 1, \quad \beta_1 + \beta_2 = 1,
\]
\[
\alpha_1 = 2 a_{11}, \quad \beta_1 = 2 b_{11},
\]
\[
\alpha_2 = 2 a_{22}, \quad \beta_2 = 2 b_{22},
\]
\[
a_{21} = \alpha_1, \quad b_{21} = \beta_1.
\]
Let $a_{11}, b_{11} \in (0, 1/2)$ be free parameters, we obtain a family of two-stage diagonally implicit stochastic KRK methods with strong global order one:

$$
\begin{array}{cccc}
  a_{11} & 0 & b_{11} & 0 \\
 2a_{11} & 1/2-a_{11} & 2b_{11} & 1/2-b_{11} \\
 2a_{11} & 1-2a_{11} & 2b_{11} & 1-2b_{11}
\end{array}
$$

In particular, choosing $a_{11} = 1/8$ and $b_{11} = 1/4$, we get the scheme as

$$
\begin{array}{cccc}
  1/8 & 0 & 1/4 & 0 \\
  1/4 & 3/8 & 1/2 & 1/4 \\
  1/4 & 3/4 & 1/2 & 1/2
\end{array}
$$

Similarly, we can obtain the following first order KPRK methods expressed in Butcher tableaus under conditions in Theorem 3.3 and 3.7.

**Scheme 3.** One-stage stochastic KPRK method

Following is the unique one-stage stochastic KPRK method

$$
\begin{array}{cccc}
  1/2 & 1/2 & 1/2 & 1/2 \\
  1/2 & 1/2 & 1/2 & 1/2
\end{array}
$$

which is the same as **Scheme 1**.

**Scheme 4.** Two-stage stochastic KPRK method

A specific choice of two-stage stochastic KPRK methods is

$$
\begin{array}{cccccccc}
  0 & 0 & 1/2 & 0 & 0 & 0 & 1/2 & 0 \\
  1/2 & 1/2 & 1/2 & 0 & 1/2 & 1/2 & 1/2 & 0 \\
  1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2
\end{array}
$$

More precisely, it can be simplified as an explicit scheme:

$$
\begin{align*}
y_1 &= Y_n \exp \left( \frac{h}{2} \left( X_n - \frac{3}{2} \right) \right) \exp \left( \frac{J_n}{2} \right), \\
X_{n+1} &= X_n \exp \left( -hy_1 + h \right), \\
Y_{n+1} &= Y_n \exp \left( \frac{h}{2} \left( X_{n+1} + X_n - 3 \right) \right) \exp \left( J_n \right),
\end{align*}
$$

which is also of order one.

## 5 Numerical experiments

In this section, several numerical experiments are given in comparison with the following two widely used non-K-symplectic schemes applied to the LV model (3.15): Euler–Maruyama (EM) scheme

$$
\begin{align*}
X_{n+1} &= X_n + h(-X_n Y_n + X_n), \\
Y_{n+1} &= Y_n + h(X_n Y_n - Y_n) + Y_n J_n
\end{align*}
$$
and Milstein scheme

\[ X_{n+1} = X_n + h(-X_nY_n + X_n), \]
\[ Y_{n+1} = Y_n + h \left( X_nY_n - \frac{3}{2}Y_n \right) + Y_nJ_n + \frac{1}{2}Y_nJ_n^2. \]

Throughout these experiments, the expectation is approximated by taking averaged value over 1000 realizations. We use the solution of Scheme 4 with a finer step size \(2^{-12}\) as the reference value of the exact solution. Firstly, the convergence order in \(L^1(\Omega)\) as well as the convergence error is investigated for Scheme 1, Scheme 4, EM scheme and Milstein scheme.

![Figure 1: \(L^1(\Omega)\)-convergence order for numerical solution \((X_N, Y_N)\) at \(T = 1\) in log-log scale with step size \(h \in \{2^{-i}, 4 \leq i \leq 9\}\)](image)

Table 1: \(L^1(\Omega)\) convergence error for schemes with \(h = 2^{-6}\)

| \(T\) | 0.5   | 1    | 5    | 10   | 20   |
|------|-------|------|------|------|------|
| EM   | 5.18e-01 | 3.93e-01 | 2.35e-01 | 1.89  | 3.39 |
| Milstein | 5.20e-02 | 4.99e-02 | 1.52e-01 | 1.26  | 2.91 |
| Scheme 1 | 6.80e-03 | 5.00e-03 | 1.74e-02 | 8.08e-02 | 4.82e-01 |
| Scheme 4 | 7.00e-03 | 5.20e-03 | 1.67e-02 | 1.08e-01 | 7.67e-01 |

It can be observed from Figure 1 that EM scheme is of order 0.5 while the other three schemes are all of order 1 in \(L^1(\Omega)\) compared with the reference lines. However, the convergence errors for
Scheme 1 and Scheme 4 are smaller than that of EM scheme and Milstein scheme. To make it clearer, we give the convergence error of these schemes for different time intervals $T = 0.5, 1, 5, 10, 20$ in Table 1. It shows that Scheme 1 and Scheme 4 are more stable than EM scheme and Milstein scheme, which also indicates good performances of K-symplectic schemes over long time.

Figure 2: Evolution of the phase area for Scheme 1 and Milstein scheme ($h = 2^{-5}, T = 0.2$)

Figure 3: Evolution of the phase area error for Scheme 1 and Milstein scheme ($h = 2^{-5}, T = 0.2$)
Next, we show the phase area evolution and the error of the phase area for Scheme 1 and Milstein scheme which are all of order 1. We choose a triangle determined by three points $w^1_0 = (1, 7), w^2_0 = (7, 1)$ and $w^3_0 = (2, 8)$ as the initial area. We can get three family of points $\{w^i_n\}_{n \geq 0}, i = 1, 2, 3$, under the propagation of a specific scheme. In a small time interval $[0, 0.2]$, we regard the phase area at step $n$ as the triangle determined by points $\{w^i_n, w^2_n, w^3_n\}$ since the approximate error is small enough during small interval $[0, 0.2]$.

Figure 2 shows the evolution of the phase area. The evolution of the phase area of Scheme 1 is almost the same as the exact one, while the phase area of the Milstein scheme turns to deviate from the exact one. This phenomenon appears more evident in Figure 3, where we simulate the error of the phase area for Scheme 1 and the Milstein scheme. The good performance of Scheme 1 benefits from the preservation of the geometric structure, which shows the superiority of K-symplectic schemes.
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Appendix

Proof of Theorem 2.1. Since the relation

$$\left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] = K(z_0)$$

is satisfied for $t = 0$ ($\varphi_0$ is the identity map). Then, the equality (2.2) is fulfilled if and only if

$$d_t \left( \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] \right) = 0, \ a.s.$$  

Therefore, we obtain

$$d_t \left( \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] \right) = d_t \left( \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top \right) K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]$$

$$+ \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top d_t (K(\varphi_t(z_0))) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] + \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top K(\varphi_t(z_0))d_t \left( \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] \right)$$

$$:= I + II + III.$$  

For term $I$, it yields

$$I = \frac{\partial}{\partial z_0} \left( K^{-1}(\varphi_t(z_0)) \nabla H_0(\varphi_t(z_0))dt + K^{-1}(\varphi_t(z_0)) \nabla H_1(\varphi_t(z_0)) \circ dW \right)^\top K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]$$

$$= \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top \frac{\partial}{\partial z} \left( K^{-1}(z) \nabla H_0(z)dt + K^{-1}(z) \nabla H_1(z) \circ dW \right)\bigg|_{z=\varphi_t(z_0)}^\top K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right].$$
Similarly, for term $III$

\[
III = \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] - \frac{\partial (K^{-1}(z) \nabla H_0(z))}{\partial z} dt + K^{-1}(z) \nabla H_1(z) \circ dW \bigg|_{z=\varphi_t(z_0)} \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right].
\]

Combining with these two equalities, we can obtain

\[
d_t \left( \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top K(\varphi_t(z_0)) \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] \right)
= \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top \left( \frac{\partial (K^{-1}(z) \nabla H_0(z))}{\partial z} \bigg|_{z=\varphi_t(z_0)} + \frac{\partial K}{\partial z}(K^{-1}(z) \nabla H_0(z)) \bigg|_{z=\varphi_t(z_0)} \right)
+ K(\varphi_t) \left( \frac{\partial (K^{-1}(z) \nabla H_0(z))}{\partial z} \bigg|_{z=\varphi_t(z_0)} + \frac{\partial K}{\partial z}(K^{-1}(z) \nabla H_0(z)) \bigg|_{z=\varphi_t(z_0)} \right)
\left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] dt
+ \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top \left( \frac{\partial (K^{-1}(z) \nabla H_1(z))}{\partial z} \bigg|_{z=\varphi_t(z_0)} + \frac{\partial K}{\partial z}(K^{-1}(z) \nabla H_1(z)) \bigg|_{z=\varphi_t(z_0)} \right)
\left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] \circ dW(t)
= \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top A \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] dt + \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right]^\top B \left[ \frac{\partial \varphi_t(z_0)}{\partial z_0} \right] \circ dW(t).
\]

For convenience, let $k_{ij}, i, j = 1, 2, \cdots, 2d$ be the elements of $K^{-1}$. Since $K^{-1}(z)K(z) = I_{2d}$, we have

\[
\sum_{j=1}^{2d} k_{ij}k_{jk} = \delta_{ik}, \quad \text{for all } i, k = 1, 2, \cdots, 2d,
\]

\[
\sum_{j=1}^{2d} \left( \frac{\partial k_{ij}}{\partial z_l} k_{jk} + \tilde{k}_{ij} \frac{\partial k_{jk}}{\partial z_l} \right) = 0, \quad \text{for all } i, k, l = 1, 2, \cdots, 2d.
\]

Now, we consider the $(i,j)$th element $A_{ij}$ of matrix $A$, it holds

\[
A_{ij} = \sum_{r=1}^{2d} \left[ \frac{\partial (K^{-1} \nabla H_0)_r}{\partial z_i} k_{rj} + \frac{\partial k_{ij}}{\partial z_r} (K^{-1} \nabla H_0)_r + k_{ir} \frac{\partial (K^{-1} \nabla H_0)_r}{\partial z_j} \right]
= \sum_{r,s=1}^{2d} \left[ \left( \frac{\partial k_{rs}}{\partial z_i} \frac{\partial H_0}{\partial z_s} + \tilde{k}_{rs} \frac{\partial^2 H_0}{\partial z_r \partial z_s} \right) k_{rj} + \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_r} \frac{\partial H_0}{\partial z_j} + k_{ir} \left( \frac{\partial \tilde{k}_{rs}}{\partial z_j} \frac{\partial H_0}{\partial z_s} + \tilde{k}_{rs} \frac{\partial^2 H_0}{\partial z_j \partial z_s} \right) \right]
= \sum_{r,s=1}^{2d} \left( k_{rj} \frac{\partial \tilde{k}_{rs}}{\partial z_i} + \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_r} + k_{ir} \frac{\partial \tilde{k}_{rs}}{\partial z_s} \right) \frac{\partial H_0}{\partial z_s} + \sum_{s=1}^{2d} \left( \delta_{is} \frac{\partial^2 H_0}{\partial z_j \partial z_s} - \delta_{sj} \frac{\partial^2 H_0}{\partial z_i \partial z_s} \right)
\]

20
\[
\sum_{r,s=1}^{2d} \left( -\tilde{k}_{rs} \frac{\partial k_{rj}}{\partial z_i} + \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_r} - k_{rs} \frac{\partial k_{ir}}{\partial z_j} \right) \frac{\partial H_0}{\partial z_s} + \sum_{s=1}^{2d} \left( \delta_{is} \frac{\partial^2 H_0}{\partial z_j \partial z_s} - \delta_{sj} \frac{\partial^2 H_0}{\partial z_i \partial z_s} \right)
\]

\[
= \sum_{r,s=1}^{2d} \left( \frac{\partial k_{jr}}{\partial z_i} + \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_r} + \frac{\partial k_{ri}}{\partial z_j} \right) \frac{\partial H_0}{\partial z_s} + \sum_{s=1}^{2d} \left( \delta_{is} \frac{\partial^2 H_0}{\partial z_j \partial z_s} - \delta_{sj} \frac{\partial^2 H_0}{\partial z_i \partial z_s} \right)
\]

\[
= \sum_{s=1}^{2d} \left( \delta_{is} \frac{\partial^2 H_0}{\partial z_j \partial z_s} - \delta_{sj} \frac{\partial^2 H_0}{\partial z_i \partial z_s} \right),
\]

where the equality is due to the Jacobi identity (1.2). Similarly, we have

\[
B_{ij} = \sum_{s=1}^{2d} \left( \delta_{is} \frac{\partial^2 H_1}{\partial z_j \partial z_s} - \delta_{sj} \frac{\partial^2 H_1}{\partial z_i \partial z_s} \right),
\]

Thus, we have

\[
d_t \left( \frac{\partial \varphi_t(z_0)}{\partial z_0}^\top K(\varphi_t(z_0)) \frac{\partial \varphi_t(z_0)}{\partial z_0} \right) = \sum_{i,j}^{2d} \left( A_{i,j} dt + B_{ij} \circ dW(t) \right) \frac{\partial \varphi_t(z_0)}{\partial z_0} \frac{\partial \varphi_t(z_0)}{\partial z_0} dt \\
\]

\[
= \sum_{i,j,s}^{2d} \left( \delta_{is} \frac{\partial^2 H_0}{\partial z_j \partial z_s} - \delta_{sj} \frac{\partial^2 H_0}{\partial z_i \partial z_s} \right) \frac{\partial \varphi_t(z_0)}{\partial z_0} \frac{\partial \varphi_t(z_0)}{\partial z_0} dt \\
+ \sum_{i,j,s}^{2d} \left( \delta_{is} \frac{\partial^2 H_1}{\partial z_j \partial z_s} - \delta_{sj} \frac{\partial^2 H_1}{\partial z_i \partial z_s} \right) \frac{\partial \varphi_t(z_0)}{\partial z_0} \frac{\partial \varphi_t(z_0)}{\partial z_0} \circ dW(t) \\
= 0.
\]

Then, the proof is completed.

**Proof of Theorem 2.2.** We have

\[
d_t \left( dz \wedge K(z(t))dz \right) = \sum_{i,j=1}^{2d} \left( d(d_z k_{ij}) dz_j + dz_i \wedge (d_z k_{ij}) dz_j + dz_i \wedge k_{ij} d(d_z z_j) \right) \]

\[
:= I + II + III.
\]
For terms I and III, we get

\[
I = \sum_{i,j,r,s}^{2d} k_{ij} \left[ \left( \frac{\partial \tilde{k}_{ir}}{\partial z_s} \frac{\partial H_0}{\partial z_r} + \tilde{k}_{ir} \frac{\partial^2 H_0}{\partial z_s \partial z_r} \right) dt + \left( \frac{\partial \tilde{k}_{ir}}{\partial z_s} \frac{\partial H_1}{\partial z_r} + \tilde{k}_{ir} \frac{\partial^2 H_1}{\partial z_s \partial z_r} \right) \circ dW(t) \right] dz_s \wedge dz_j
\]

\[
= \sum_{i,j,r,s}^{2d} \left( k_{sj} \frac{\partial \tilde{k}_{sr}}{\partial z_i} \frac{\partial H_0}{\partial z_r} dt + k_{sj} \frac{\partial \tilde{k}_{sr}}{\partial z_i} \frac{\partial H_1}{\partial z_r} \circ dW(t) \right) dz_i \wedge dz_j
\]

\[
- \sum_{j,r,s}^{2d} \delta_{jr} \left( \frac{\partial^2 H_0}{\partial z_s \partial z_r} dt + \frac{\partial^2 H_1}{\partial z_s \partial z_r} \circ dW(t) \right) dz_s \wedge dz_j
\]

and

\[
III = \sum_{i,j,r,s}^{2d} k_{ij} \left[ \left( \frac{\partial \tilde{k}_{jr}}{\partial z_r} \frac{\partial H_0}{\partial z_i} + \tilde{k}_{jr} \frac{\partial^2 H_0}{\partial z_r \partial z_i} \right) dt + \left( \frac{\partial \tilde{k}_{jr}}{\partial z_r} \frac{\partial H_1}{\partial z_i} + \tilde{k}_{jr} \frac{\partial^2 H_1}{\partial z_r \partial z_i} \right) \circ dW(t) \right] dz_i \wedge dz_s
\]

\[
= \sum_{i,j,r,s}^{2d} \left( k_{is} \frac{\partial \tilde{k}_{sr}}{\partial z_r} \frac{\partial H_0}{\partial z_j} dt + k_{is} \frac{\partial \tilde{k}_{sr}}{\partial z_r} \frac{\partial H_1}{\partial z_j} \circ dW(t) \right) dz_i \wedge dz_j
\]

\[
+ \sum_{i,r,s}^{2d} \delta_{ir} \left( \frac{\partial^2 H_0}{\partial z_s \partial z_r} dt + \frac{\partial^2 H_1}{\partial z_s \partial z_r} \circ dW(t) \right) dz_i \wedge dz_s.
\]

For the second term, it holds

\[
II = \sum_{i,j,r,s}^{2d} \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_s} \frac{\partial H_0}{\partial z_r} dz_i \wedge dz_j dt + \sum_{i,j,r,s}^{2d} \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_s} \frac{\partial H_1}{\partial z_r} dz_i \wedge dz_j \circ dW(t)
\]

\[
= \sum_{i,j,r,s}^{2d} \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_s} \frac{\partial H_0}{\partial z_r} dz_i \wedge dz_j dt + \sum_{i,j,r,s}^{2d} \tilde{k}_{rs} \frac{\partial k_{ij}}{\partial z_s} \frac{\partial H_1}{\partial z_r} dz_i \wedge dz_j \circ dW(t).
\]
Adding these three equalities, we get
\[
\begin{align*}
\left( dz \wedge K(z(t))dz \right)
= & \sum_{i,j,r,s=1}^{2d} \left( k_{sj} \frac{\partial k_{sr}}{\partial z_i} + \tilde{k}_{sr} \frac{\partial k_{ij}}{\partial z_s} + k_{is} \frac{\partial \tilde{k}_{sr}}{\partial z_j} \right) \frac{\partial H_0}{\partial z_r} dz_i \wedge dz_j dt \\
+ & \sum_{i,j,r,s=1}^{2d} \left( k_{sj} \frac{\partial \tilde{k}_{sr}}{\partial z_i} + \tilde{k}_{sr} \frac{\partial k_{ij}}{\partial z_s} + k_{is} \frac{\partial \tilde{k}_{sr}}{\partial z_j} \right) \frac{\partial H_1}{\partial z_r} dz_i \wedge dz_j \circ dW(t) \\
+ & 2 \sum_{i,r,s=1}^{2d} \delta_{ir} \left( \frac{\partial^2 H_0}{\partial z_s \partial z_r} dt + \frac{\partial^2 H_1}{\partial z_s \partial z_r} \circ dW(t) \right) dz_i \wedge dz_s \\
= & \sum_{i,j,r,s=1}^{2d} \left( \frac{\partial k_{js}}{\partial z_i} + \frac{\partial k_{ij}}{\partial z_s} + \frac{\partial k_{is}}{\partial z_j} \right) \tilde{k}_{sr} \frac{\partial H_0}{\partial z_r} dz_i \wedge dz_j dt \\
+ & \sum_{i,j,r,s=1}^{2d} \left( \frac{\partial k_{js}}{\partial z_i} + \frac{\partial k_{ij}}{\partial z_s} + \frac{\partial k_{is}}{\partial z_j} \right) \tilde{k}_{sr} \frac{\partial H_1}{\partial z_r} dz_i \wedge dz_j \circ dW(t) \\
+ & 2 \sum_{r,s=1}^{2d} \left( \frac{\partial^2 H_0}{\partial z_s \partial z_r} dz_r \wedge dz_s \right) dt + 2 \sum_{r,s=1}^{2d} \left( \frac{\partial^2 H_1}{\partial z_s \partial z_r} dz_r \wedge dz_s \right) \circ dW(t)
\end{align*}
\]
\[= 0,
\]
where the equality is due to the Jacobi identity (1.2) and wedge property \( dz \wedge Adz = 0 \) when \( A \) is a symmetric matrix. Therefore, it follows from
\[
\left. \left( dz \wedge K(z(t))dz \right) \right|_{t=0} = dz_0 \wedge K(z_0)dz_0,
\]
we can obtain equality (2.3). \( \square \)

References

[1] A. Awane. k-symplectic structures. J. Math. Phys., 33(12):4046–4052, 1992.

[2] J.-M. Bismut. Mécanique aléatoire, volume 866 of Lecture Notes in Mathematics. Springer-Verlag, Berlin-New York, 1981. With an English summary.

[3] T. J. Bridges and S. Reich. Multi-symplectic integrators: numerical schemes for Hamiltonian PDEs that conserve symplecticity. Phys. Lett. A, 284(4-5):184–193, 2001.

[4] A. De Bouard and A. Debussche. A semi-discrete scheme for the stochastic nonlinear Schrödinger equation. Numer. Math., 96(4):733–770, 2004.

[5] J. de Lucas and S. Vilariño. k-symplectic Lie systems: theory and applications. J. Differential Equations, 258(6):2221–2255, 2015.

[6] J. Garnier. Propagation of solitons in a randomly perturbed Ablowitz-Ladik chain. Phys. Rev. E, 63:026608, 2001.
[7] E. Hairer, C. Lubich, and G. Wanner. *Geometric numerical integration*, volume 31 of *Springer Series in Computational Mathematics*. Springer, Heidelberg, 2010. Structure-preserving algorithms for ordinary differential equations, Reprint of the second (2006) edition.

[8] S. Jiang, L. Wang, and J. Hong. Stochastic multi-symplectic integrator for stochastic nonlinear Schrödinger equation. *Commun. Comput. Phys.*, 14(2):393–411, 2013.

[9] X. Li, D. Jiang, and X. Mao. Population dynamical behavior of Lotka-Volterra system under regime switching. *J. Comput. Appl. Math.*, 232(2):427–448, 2009.

[10] J. E. Marsden, G. W. Patrick, and S. Shkoller. Multisymplectic geometry, variational integrators, and nonlinear PDEs. *Comm. Math. Phys.*, 199(2):351–395, 1998.

[11] G. N. Milstein, Yu. M. Repin, and M. V. Tretyakov. Numerical methods for stochastic systems preserving symplectic structure. *SIAM J. Numer. Anal.*, 40(4):1583–1604, 2002.

[12] G. N. Milstein, Yu. M. Repin, and M. V. Tretyakov. Symplectic integration of Hamiltonian systems with additive noise. *SIAM J. Numer. Anal.*, 39(6):2066–2088, 2002.

[13] G. N. Milstein and M. V. Tretyakov. *Stochastic numerics for mathematical physics*. Scientific Computation. Springer-Verlag, Berlin, 2004.

[14] R. Rudnicki. Long-time behaviour of a stochastic prey-predator model. *Stochastic Process. Appl.*, 108(1):93–107, 2003.

[15] C. M. Schober. Symplectic integrators for the Ablowitz-Ladik discrete nonlinear Schrödinger equation. *Phys. Lett. A*, 259(2):140–151, 1999.

[16] C. Soize. *The Fokker-Planck equation for stochastic dynamical systems and its explicit steady state solutions*, volume 17 of *Series on Advances in Mathematics for Applied Sciences*. World Scientific Publishing Co., Inc., River Edge, NJ, 1994.

[17] L. Sun and L. Wang. Stochastic symplectic methods based on the Padé approximations for linear stochastic Hamiltonian systems. *J. Comput. Appl. Math.*, 311:439–456, 2017.

[18] L. Wang. *Variational integrators and generating functions for stochastic Hamiltonian systems*. Karlsruhe Institute of Technology, KIT Scientific Publishing, 2007.

[19] P. Wang, J. Hong, and D. Xu. Construction of symplectic Runge-Kutta methods for stochastic Hamiltonian systems. *Commun. Comput. Phys.*, 21(1):237–270, 2017.