Chance Constraint Robust Control with Control Barrier Functions

Chenfei Wang¹, Mahroo Bahreinian² and Roberto Tron³

Abstract—In this paper, we propose a novel approach to synthesize linear feedback controllers for navigating in polygonal environments using noisy measurements and a convex cell decomposition. Our method is based on formulating chance constraints for the convergence and collision avoidance condition. In particular, the stability and safety guarantees come from chance Control Barrier Function (CBF) constraints and chance Control Lyapunov Function (CLF) constraints, respectively. We use convex over-approximations to get upper bounds of the constraints, leading to a convex robust quadratic program for finding the controller. We apply and provide simulation results for equilibrium control and path control. The result shows that the controller is robust with the noise input.

I. INTRODUCTION

Safety is a critical requirement in practical applications of control systems. An instance of this problem can be described as finding a controller such that the trajectory of the closed-loop system converges to a desired set (e.g., an equilibrium point) while respecting the safety limits (e.g., the obstacle’s boundaries). For example, a driverless car might need to negotiate turns in an intersection without hitting the sidewalk, an industrial manipulator might need to move pieces without striking other equipment, and a robotic vacuum cleaner might need to move in an apartment without touching the furniture. Most of existing methods focus on designing nominal trajectories and controllers in the environment using deterministic measurements, or even full state information of the agent (e.g., the precise position). However, in real situations, measurements are always corrupted by noise. This means that a purely deterministic approach might fail to translate theoretical guarantees into practice. In contrast, our paper presents a method to design linear state-feedback controllers while considering the noisy environment directly together the safety requirements. We define a chance-constrained version of Control Barrier Function constraints (chance CBF) and provide sufficient conditions for almost-sure forward invariance of a set. This allow us to set up a framework for automatically designing controllers with noisy input. Although the chance CBF constraints are non-convex, we show how they can be over-approximated to transform the problem into a quadratic problem that can be easily handled by modern solvers. We combine the CBF constraints with Control Lyapunov Function (CLF) constraints to apply our method to two stability objectives: equilibrium control, and path control.

A. Background and previous work

Barrier function methods have seen a recent rise in popularity, due to their natural flexibility given by their relationship with Lyapunov functions [1], and their ability to guarantee safety [2]. The natural extension of a barrier function to a system with control inputs is a Control Barrier Function, first proposed in [3]. The seminal works [10] and [11] summarize their development, and describe the construction of the quadratic programs (QPs) that are at the core of these methods. Their application has been extended to systems with high relative degree [12], [13], and to the case where stability and safety constraints cannot be satisfied at the same time [9]. In particular, in this paper we base our treatment of CBF on the work of [12]. Additional developments have considered the challenges brought by unknown system disturbances. The work in [7] considers the case of bounded, state-independent measurements, resulting in a robust formulation of the CBF quadratic program; that approach does not explicitly consider probabilistic chance constraints. The work in [8] takes a similar approach, where, however, the bounds on the disturbances are obtained from the estimated covariance of the Unscented Kalman Filter (UKF). A major point common to all the aforementioned works is that the implementation of the controller requires solving a QP at every time instant (as opposed to directly synthesizing a output feedback controller as in this paper).

Chance constrained optimization problems were introduced in [4]. Even though the it is nonconvex in general, [5] shows that the feasible set of a chance constraint is convex. [6], [17] and [18] introduce some methods about convex approximation, including Chebyshev bound which is used in this paper.

The present paper builds upon the work of [16], which also consider the problem of learning linear controllers in convex cells. However, that work does not explicitly consider noisy measurements, and the stabilization to single equilibrium points requires the introduction of additional cells in the decomposition (while in this paper we can directly use a quadratic Lyapunov function).

B. Paper contributions

The first contribution of this paper is the chance CBF theory. We introduce the chance CBF and prove that system satisfying CBF constraint has set invariance in the sense of probability. Equivalently, the probability of system going outside this set is zero. The chance CBF allow us to design the controller satisfying the safety requirement with the noise input. Using chance CBF constraint to set up the controller designing would lead to a nonconvex optimization problem.
The second contribution of this paper is the method of solving this nonconvex optimization problem. We use the convex approximation to get a upper bound of the probability at each point. Using this upper bound to restrict the probability gives a feasible solution for the original nonconvex problem. To get the control feedback matrix, each point inside the zone needs to satisfying the chance constraint. This is a robust optimization problem. We use the max-min inequality to get the upper bound for this problem in the given set. Also, this process leads to a maximization of a convex function. We use the property of convex to get once more the upper bound to restrict this value. This gives a quadratic constraint quadratic programming (QCQP) in the end.

The third contribution of this paper is that we validate our approach through numerical simulation. The results show that the controller works very well in the weak noise environment. And the controller also can handle the strong noise to some extend.

C. Organization

The remainder of the paper is organized as follows. We first review background information and establish basic definitions and results in Section II. We then give the definition of chance CBF and chance CLF constraints, and give sufficient conditions for almost sure forward invariance of a constraint set in Section III. In Section III-C, we discuss our proposed methods for finding controller via quadratically constrained quadratic programming. Finally, in Section IV, we use simulations to study the performance of our method under challenging conditions.

II. NOTATION AND PRELIMINARIES

In this section, we formally define our problem, review relevant background knowledge and definitions, and introduce basic results regarding chance constraints and robust optimization.

A. System Dynamics

Consider the LTI model,
\[ \dot{x} = Ax + Bu \]  
(1)
where \( A \in \mathbb{R}^{n_x \times n_x} \) and \( B \in \mathbb{R}^{n_x \times n_u} \) are matrices defining the linear dynamics, \( x \in \mathcal{X} \subset \mathbb{R}^{n_x} \) is the state, \( u \in U \subset \mathbb{R}^{n_u} \) is the system input, and we use \( U \) to model actuator constraints. We assume that the sets \( \mathcal{X} \) and \( U \) are polyhedra described by sets of linear inequalities \( A_{x}x \leq b_{x} \) and \( A_{u}x \leq b_{u} \), respectively, with \( A_{x} \in \mathbb{R}^{n_{x} \times n_{x}}, b_{x} \in \mathbb{R}^{n_{x}}, A_{u} \in \mathbb{R}^{n_{u} \times n_{x}}, b_{u} \in \mathbb{R}^{n_{u}} \).

Remark 1: For more concise expression, the following paper would use \( f \) and \( g \) to represent \( Ax \) and \( B \) respectively.

B. Problem statement

We assume that the agent (robot) can measure its own state \( x \) corrupted by an additive noise term \( \theta \in \mathbb{R}^{n_x} \) which is a stochastic variable with mean \( \mathbb{E}[\theta] = 0 \) and covariance \( \mathbb{E}[\theta\theta^T] = \Sigma(x) \), where we assume that \( \Sigma(x) \in \mathbb{R}^{n_x \times n_x} \) can be a piecewise linear function of \( x \). We then formulate the following:

**Problem 1:** Design a matrix \( K \in \mathbb{R}^{n_x \times n_x} \) for the linear state feedback controller
\[ u = K(\dot{x} + \theta) \]  
(2)
that achieves either of the following objectives (stability) while keeping the state of the system in a polytope \( \mathcal{X} \):

- (P1) *Equilibrium control:* Drive the state toward an equilibrium point \( x_e \in \mathcal{X} \).
- (P2) *Path control:* Drive the state toward an exit face of the polytope \( \mathcal{X} \) defined by \( z^T x + b_e \).

**Remark 2:** Although in this paper we focus on individual convex domains, the stabilization objectives \( \{P1\} \) and \( \{P2\} \) can be combined with a convex cell decomposition and a discrete planner to achieve navigation in general polygonal environments (see [16] and Section IV).

C. Lie derivatives and relative degree

Given a sufficiently smooth function \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) and a vector field \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \), we use the notation \( L_f h = \nabla_x h^T f \) to denote the Lie derivative of \( h \) along \( f \), where \( \nabla h \) represents the gradient field of \( h \). Higher order derivatives are recursively defined as \( L_f^r h = L_f L_f^{r-1} h \), with \( L_f^0 h = h \).

System \( (1) \) is said to have relative degree \( r \) with respect to a function \( h \) if \( L_g L_{A_2} h = 0 \) for all \( 0 \leq i < r \) and \( L_B L_{A_2} h \neq 0 \).

D. Control Barrier Function and Safety Constraints

Consider the system \( (1) \) and a constraint set of the form
\[ C = \{ x \in \mathbb{R}^{n_x} \mid h(x) \geq 0 \} \]  
(3)
where \( h : \mathbb{R}^{n_x} \rightarrow \mathbb{R} \) is a sufficiently smooth function (in our application, it will be an affine function).

Let \( r \) be the relative degree of \( (1) \) with respect to \( h \).

Following [12], define a series of functions \( \psi_0, \psi_1, \ldots, \psi_r \) of the form
\[ \psi_i(x) = b(x) \]  
(4)
\[ \psi_i(x) = \psi_{i-1}(x) + \alpha_i (\psi_{i-1}(x)) \]  
(5)
and a series of sets \( C_0, C_1, \ldots, C_r \)
\[ C_i = \{ x \in \mathbb{R}^{n_x} : \psi_i(x) \geq 0 \} \]  
(6)
with \( 0 < i \leq r \).

**Definition 1 (HOCBF [12]):** The function \( h \) in \( (3) \) is a High Order Control Barrier Function (HOCBF) of relative degree \( r \) for system \( (1) \) if there exist differentiable class \( K \) functions \( \alpha_1, \alpha_2, \ldots, \alpha_r \), such that
\[ \psi_r(x) \geq 0 \]  
(7)
for all \( x \in \bar{C} = \bigcap_{i=1}^{r} C_i \).

**Property 1:** Given an HOCBF \( h \), if \( x(t_0) \in \bar{C} \), then any any Lipschitz continuous controller \( u(t) \) satisfying \( (7) \) renders the set \( \bar{C} \) forward invariant for system \( (1) \).

See [12] for a proof. Note that for \( r = 1 \) we recover the original definition of a Zeroing Control Barrier Function (ZCBF) [10]. Moreover, for the particular case where the functions \( \{\alpha_i\}_{i=1}^{r} \) are linear scalar functions (with positive...
coefficients). Definition 1 simplifies to the definition of ECBF from [13]:

Definition 2 (ECBF, [13]): The function \( h \) in (3) is an Exponential Control Barrier Function (ECBF) of relative degree \( r \) for system (1) if there exist coefficients \( a_k \in \mathbb{R}^{1 \times r} \) satisfying the stability conditions in [13] and such that

\[
L_f^r h(x) + L_g L_f^{r-1} h(x) u + \alpha_h \xi_h(x) \geq 0
\]

for all \( x \in \mathcal{X} \), where

\[
\xi_h(x) = \begin{bmatrix}
  h(x) \\
h(x) \\
\vdots \\
h^{(r-1)}(x)
\end{bmatrix}
\]

where

\[
\begin{bmatrix}
  \frac{\partial}{\partial x} & \frac{\partial}{\partial x} & \ldots & \frac{\partial}{\partial x}
\end{bmatrix}
\]

In our paper we make use of the simplified ECBF formulation. Moreover, we will use multiple affine barrier functions \( h_i(x) = A_{i1} x + b_{i2} \), where \( A_{i1} \) and \( b_{i2} \) are the individual rows and elements of \( A_{i1} \) and \( b_{i2} \), respectively. Together, these functions delimit the set \( \mathcal{X} \). Similarly, we will use barrier functions \( h_i(x) = A_{i3} x + b_{i4} \) for the set \( \mathcal{U} \).

E. Control Lyapunov Function and Stability Constraints

Results similar to those of the section above can be obtained for analyzing stability instead of safety. In particular, we will use the notion of Exponential Control Lyapunov Function (ECLF) from [16], which extends similar notions from [14], [15] to systems with high relative degree.

Definition 3 (ECLF, [16]): A sufficiently smooth function \( V(x) : \mathcal{X} \rightarrow \mathbb{R} \) with \( V(x) \geq 0 \) with relative degree \( r \geq 0 \) for the dynamics (1) is an Exponential Control Lyapunov Function (ECLF) if there exists \( \beta_r \in \mathbb{R}^{1 \times r} \) satisfying the stability requirements given in [16] and control inputs \( u \) such that

\[
L_f^r V(x) + L_g L_f^{r-1} V(x) u + \beta_r V(x) \leq 0
\]

for all \( x \in \mathcal{X} \), where

\[
\xi_V = \begin{bmatrix}
  V(x) \\
  V(x) \\
\vdots \\
  V^{(r-1)}(x)
\end{bmatrix}
\]

Property 2: Given an ECLF \( V(x) \), if the set \( \mathcal{X} \) is a forward-invariant set, then \( \lim_{t \rightarrow \infty} V(x(t)) = 0 \) with exponential convergence. Furthermore, if \( \alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|) \) for all \( x \in \mathcal{X} \), and class-\( \mathcal{K} \) functions \( \alpha_1 \) and \( \alpha_2 \), then \( \lim_{t \rightarrow \infty} x = 0 \) with exponential convergence.

See [16] for the proof.

F. Convex Approximation for Chance Constraints

A generic chance-constrained optimization problem has the following form

\[
\min_{x \in \mathcal{X}} \varphi_0(x)
\]

\[
\text{s.t. } \mathcal{P}(\varphi_i(x) \geq 0) \leq \eta_i(x), \quad i = 1, \ldots, n,
\]

where \( \varphi_i \) denote random variables that depend on the state \( x \), and \( \eta_i(x) \in [0, 1] \) are user-supplied chance constraints which, in general, are functions of the state \( x \). We stress the fact that \( x \) is deterministic, while the effect of noise is captured by \( \varphi_i \). In general, the constraint (12b) is non-convex, but we can replace the inequality with a sufficient condition to obtain a convex relaxation. For this, we need the following proposition (inspired by [18]):

Proposition 1: For any non-negative, convex, and non-decreasing function \( \phi(u) \) satisfying \( \phi(0) = 1 \) and for any \( t > 0 \), the constraint (12b) is implied by the condition

\[
\mathbb{E}[\phi\left(\frac{\varphi_i(x)}{t}\right)] \leq \eta_i
\]

Proof: Introducing the indicator function

\[
I_+(u) = \begin{cases}
1 & u \geq 0, \\
0 & u < 0,
\end{cases}
\]

we can express the probability in the chance constraints as an expectation:

\[
\mathcal{P}(\varphi_i(x) \geq 0) = \mathbb{E}[I_+(\varphi_i(x))].
\]

Together with the fact \( \phi(u) \geq I_+(u) \), we have

\[
\mathcal{P}(\varphi_i(x) \geq 0) = \mathcal{P}(\frac{\varphi_i(x)}{t} \geq 0) \leq \mathbb{E}[\phi\left(\frac{\varphi_i(x)}{t}\right)].
\]

The claim follows.

Specifically, let \( \varphi_i = b^T(x + \theta) + c \), where \( a \in \mathbb{R}, b \in \mathbb{R}^n, \) and \( \theta \in \mathbb{R}^n \) is a random variable with \( \mathbb{E}[\theta] = 0, \mathbb{E}[\theta \theta^T] = \Sigma(x), \) where \( \Sigma(x) \) is a linear function of \( x \). By choosing \( \phi(u) = (u + 1)^2 \) (Chebyshev bound), we have:

\[
\mathcal{P}(f \geq 0) \leq \eta \iff \mathbb{E}[(f + t)^2] \leq t^2 \eta
\]

\[
\iff \mathbb{E}[f]^2 + 2t \mathbb{E}[f] + t^2 (1 - \eta) \leq 0
\]

\[
\iff b^T(x x^T + \Sigma(x)) b + 2c b^T x + c^2
\]

\[
+ 2t(b^T x + c) + t^2 (1 - \eta) \leq 0.
\]

The final expression is equivalent to

\[
(b^T x + c)^2 + b^T \Sigma(b)b + 2t(b^T x + c) + t^2 (1 - \eta) \leq 0
\]

For any given \( t, \) (17) defines a quadratic convex relaxation of (12b). The constant \( t > 0 \) is assumed to be defined by the user (in future work we will explore the possibility of including it in the optimization problem).

Remark 1: If \( \Sigma(x) \) is a piecewise linear function of \( x \), we can partition the original domain \( \mathcal{X} \) in convex cells such that \( \Sigma(x) \) is linear on each element of the partition.

G. Robust Optimization

Consider the following (infinite) set of parametrized constraints:

\[
x^T A^T A x + b^T x + c \leq 0 \quad \forall x, \quad A x \leq b_x.
\]

This is a robust optimization problem [17], and is equivalent to:

\[
\sup_{A x \leq b_x} (x^T A^T A x + b^T x) \leq -c
\]
The left side of (19) is a non-convex problem. However, because the target function is second order differentiable and convex (quadratic), we have the following:

**Proposition 2 (Vertex trick):** The optimal value of (19) locates at the vertex of the polytope $A_x x \leq b_x$, and condition (19) is equivalent to

$$x_i^T A^T A x_i + b_i^T x_i \leq -c_i, \quad i = 1, 2, \ldots, n \quad (20)$$

where $x_1, \ldots, x_n$ are all vertices of the polygon $A_x x \leq b_x$.

**Proof:** The target function is convex (the problem is nonconvex). By way of contradiction, suppose that the maximum is achieved at a point $x_{max}$ that is in the interior of the polygon. Since the optimization objective is second order differentiable, its second order derivative (Hessian) must be negative definite in a neighborhood of $x_{max}$. This contradicts the fact that the optimization objective is defined to be convex. A similar argument can be made for $x_{max}$ belonging to a face of the polytope (without it being a vertex), after restricting the objective function to the linear subspace containing that face.

In other words, the infinite number of constraints (18) can be reduced to the $n$ constraints in (20), where $n$ is the number of vertices of the polytope.

### III. Chance Constraint Robust Control

As anticipated in Section II-B, we consider a linear controller of the form $u = K(x + \theta)$, where $x + \theta$ represents a noisy measurement of the agent’s state. As a result, expressions such as the CBF constraint (8) and the CLF constraint (10) become stochastic quantities. In this section, we introduce the probabilistic version of CBF constraint which can make sure the forward-invariant of the set in the sense of probability. We present a general method to solve the optimization problem with chance CBF constraint. To demonstrate this approach, we show how to design a linear state feedback controller.

#### A. Set Invariance and Chance Constraint

The most natural way to transform (8) into a deterministic quantity is to reformulate it using chance constraints:

$$\mathcal{P}(L_f^r h(x) + L_g L_f^{-1} h(x) u + \alpha_h \xi_h(x) \geq 0) \geq 1 - \eta(x) \quad (21)$$

where, as before, $\eta(x) \in [0, 1]$. We refer to (21) as a Chance CBF (CCBF) constraint.

**Proposition 3:** Assume that $\eta(x) = 0$ for all $x \in \partial C$ and that there exist $K$ such that (21) is satisfied for all $x \in C$ under the dynamics (1) and the controller (2). Then, $C$ is forward invariant almost surely (i.e., if $x(0) \in C$, then $x(t) \in C$ for all $t$ and all the realizations of $\theta$).

**Proof:** Let $r$ be the relative degree of (1) with respect to $h$. This means that the only term in (4) containing the control input $u$ is $\psi_r$. Based on [13, Theorem 4], it is sufficient to show that $\psi_{r-1} > 0$ almost surely, i.e., that the set $C_r$ is forward invariant with probability one. By way of contradiction, if $C_r$ is not forward invariant, then $\exists x \in \partial C_r$ such that $\psi_{r-1} < 0$ for some realization of $\theta$ having non-zero probability. However, from (21), for $\forall x \in \partial C_r$, we have

$$\mathcal{P}(\psi_{r-1} \leq 0) = 1, \text{ hence } \mathcal{P}(\psi_{r-1} < 0) = 0, \text{ leading to a contradiction.}$$

**Remark 4:** Note that the conditions for almost sure forward invariance in Proposition 3 imply a close relation between $\Sigma(x)$ and $\eta(x)$. In particular, from the proof above, the condition $\mathcal{P}(\psi_{r-1} > 0) = 1$ implies strong constraints on the possible realization of $\theta$, and therefore on the practical sensors used by the robot. For instance, intuitively, when $x$ is in correspondence of a wall, the measurements of distances from the wall should be non-negative; in practice this could be implemented with additional sensors (e.g., short-range proximity sensors to complement long-range Lidar).

The probability $\eta(x)$ is a function of $x$. For the convenience of solving the optimization problem, the $\eta(x)$ should have the following properties:

- $\eta(x)$ is concave;
- $\eta(x) = 0$ for $x \in \partial C$;
- $0 < \eta(x) < 1$ for $x \in C$.

In this paper we use

$$\eta(x) = \log \left( \frac{d(x)}{\gamma} + 1 \right) \quad (22)$$

where $d(x)$ is the distance from $x$ to the boundary (see Appendix V-A), $\gamma$ is number that depends on the size of the environment $\max_{x \in X} d(x)$ such that $\eta(x) \in [0, 1]$ for $x \in C$.

Similarly to the CCBF constraints, we introduce the Chance CLF (CCLF) constraints based on the CLF constraint (10)

$$\mathcal{P}(L_f^r V(x) + L_g L_f^{-1} V(x) u + \beta_V \xi_V(x) \leq 0) \geq 1 - \eta_u \quad (23)$$

and the Chance Actuator (CACT) constraint

$$\mathcal{P}(u \in \mathcal{U}) \geq 1 - \eta_u \quad (24)$$

where $\eta_c, \eta_u \in [0, 1]$ are small constant probabilities.

#### B. Controller with Chance Constraints

In this section we address the control objectives in Problem 1. This mainly consists of defining an appropriate Control Lyapunov Function and formulating the optimization programs for finding the matrix $K$ for the controller (2).
1) Equilibrium Control [P1] Without loss of generality, we assume that the desired equilibrium is at the origin \( x_e = 0 \) (if not, we can perform a simple change of coordinates; note that the dynamics \( \dot{x} \) does not change). Our goal is to obtain a controller matrix \( K \) such that the trajectories of the system converge to a neighborhood of \( x_e \) (with exact convergence to \( x_e \) when \( \theta = 0 \); see Fig. 1 for an illustration of this problem.

We select a Lyapunov function candidate of the form

\[
V(x) = x^T P x,
\]

where \( P \) is a positive definite matrix to be designed. Following the definitions of Section II the necessary Lie derivatives can be computed as

\[
\begin{align*}
L_f h_i(x) &= A_{xi} A^r x, \\
L_g L_f^{-1} h_i(x) &= A_{xi} A^{-1} B, \\
L_f V(x) &= x^T (A^T P + PA) x, \\
L_g V(x) &= 2 x^T P B.
\end{align*}
\]

Combining the CCBF (21), CCLF (23), and CACT (24) constraints with the dynamics (1), we propose to find the following optimization problem

\[
\min_{K} \| K \|^2_F
\]

s.t.

\[
\begin{align*}
\mathcal{P} \{ A_{xi} x + A_{xi} A^{-1} B K (x + \theta) + \alpha_{hi,0} b_{hi} \geq 0 \} \\
\mathcal{P} \{ -x^T Q x + 2 x^T P B K \theta \leq 0 \} \\
\mathcal{P} \{ A_{uj} K (x + \theta) \leq b_{uj} \} \\
\mathcal{P} \{ A_{uj} K (x + \theta) \leq b_{uj} \} \\
Q > 0 \\
i = 1, \ldots, n_u \\
j = 1, \ldots, n_x \\
\forall x : A_x x \leq b_x
\end{align*}
\]

where \( A_{xi} = A_{xi} A^r + \sum_{m=0}^{r-1} \alpha_{hi,m} A_{xi} A_m \), \( \alpha_{hi,m} \) is the \((m+1)^{th}\) entry of the vector \( \alpha_{hi} \), \( A_x = -A_h \) and \( b_x = b_h \).

Remark 5: If we included \( P \) together with \( K \) and \( Q \) as variables in the optimization problem (30), we would have obtained bilinear terms in \( P \) and \( K \). Instead, we propose to find \( P \) for the Lyapunov function by solving a separate optimization problem (see the Appendix V-B).

Remark 6: The objective function in (30) can be selected to be any linear or quadratic function of the optimization variables. We selected \( \| K \|^2_F \) to encourage “small effort” controller that tend to produce inputs \( u \) with small norm.

2) Path Control [P2] Our goal is to obtain a controller matrix \( K \) such that the trajectories of the system reach a predetermined exit face of the polyhedron \( \mathcal{X} \) when starting from any point in \( \mathcal{X} \); see [2] for an illustration. Note that when defining the CBF functions \( h_i(x) = A_{hi} x + b_{hi} \) for obstacle avoidance (as defined in Section II-D), we omit the exit face.

We select a Lyapunov function candidate for the exit face is

\[
V(x) = z^T x + b_z
\]

where \( z \) and \( b_z \) are defined such that \( V(x) = 0 \) for all \( x \) in the exit face (i.e., \( z \) and \( b_z \) represent the normal and distance of the hyperplane containing the exit face), and \( V(x) > 0 \) inside the polygon.

Following the definitions of Section III the necessary Lie derivatives can be computed as

\[
\begin{align*}
L_f h_i(x) &= A_{xi} A^r x, \\
L_g L_f^{-1} h_i(x) &= A_{xi} A^{-1} B, \\
L_f V(x) &= z^T A^r x, \\
L_g L_f^{-1} V(x) &= z^T A^{-1} B.
\end{align*}
\]

Combining the CCBF (21), CCLF (23), and CACT (24) constraints with the dynamics (1), we propose to find \( K \) via the following optimization problem

\[
\min_{K} \| K \|^2_F
\]

s.t.

\[
\begin{align*}
\mathcal{P} \{ A_{xi} x + A_{xi} A^{-1} B K (x + \theta) + \alpha_{hi,0} b_{hi} \geq 0 \} \\
\mathcal{P} \{ -x^T Q x + 2 x^T P B K \theta \leq 0 \} \\
\mathcal{P} \{ A_{uj} K (x + \theta) \leq b_{uj} \} \\
\mathcal{P} \{ A_{uj} K (x + \theta) \leq b_{uj} \} \\
\forall x : A_x x \leq b_x
\end{align*}
\]

where \( A_z = z^T A^r + \sum_{m=0}^{r-1} \beta_{V,m} z^T A^m \) and \( \beta_{V,m} \) is the \((m+1)^{th}\) entry in the vector \( \beta_{V} \).

C. Convex Approximation and Robust Optimization

In general, both optimization problems (30) and (36) are nonconvex, and contain an infinite number of constraints due to the expression \( \forall x : A_x x \leq b \). We propose to find convex relaxations of these problems by solving two steps:

1) Apply the convex relaxation of the chance constraints based on the Chebyshev bound (Section II-F).

2) Reduce the infinite number of constraints to a finite set given by the vertices of the polyhedron \( \mathcal{X} \) (Section II-G).

Let us consider the chance CBF constraint (36) as an example. For the sake of simplicity, let \( K_i = A_{xi} A^{-1} B K \),
where \( \alpha_i = \alpha_{hi,0} b_{hi} \). Following the derivation of [17], we obtain:
\[
P\{A_i x + A_{xi} A^{-1} B K (x + \theta) + \alpha_{hi,0} b_{hi} \geq 0 \} \\
\iff P\{K_i' x + K_i \theta + \alpha_i \geq 0 \} \geq 1 - \eta_{hi}(x) \\
\iff x^T K_i'^T K_i' x + 2(\alpha_i - t_i) K_i' x - t_i^2 \eta_{hi}(x) + K_i \Sigma K_i^T + (\alpha_i - t_i)^2 \leq 0
\]
Since the inequality needs to be satisfied for all \( x \in \mathcal{X} \), we can equivalently write
\[
\sup_{x \in \mathcal{X} \subseteq b} \{ x^T K_i'^T K_i' x + 2(\alpha_i - t_i) K_i' x - t_i^2 \eta_{hi}(x) \} \\
+ K_i \Sigma K_i^T + (\alpha_i - t_i)^2 \leq 0
\]
Applying Proposition 2, we can use vertices to get the upper bound of the supremum.
\[
\max_{x_k \in \{x_1, x_2, \ldots, x_{np}\}} \left\{ x_k^T K_i'^T K_i' x_k + 2(\alpha_i - t_i) K_i' x_k - t_i^2 \eta_{hi}(x_k) + K_i \Sigma K_i^T + (\alpha_i - t_i)^2 \leq 0 \right\}
\]
for \( k = 1, 2, \ldots, np \), where \( np \) is the number of vertices, \( x_k \) is the \( k \)-th vertex of the polygon.

Hence, the original CBF constraint for \( h_i \) becomes
\[
\begin{align*}
K_{i,k}' K_{i,k} + 2(\alpha_i - t_i) K_k' x_k - t_i^2 \eta_{hi}(x_k) + K_i \Sigma K_i^T + (\alpha_i - t_i)^2 \leq 0
\end{align*}
\]
where \( \alpha_i = \alpha_{hi,0} b_{hi} \) and \( t_i \) is the parameter for convex approximation [13]. This is a quadratic constraint.

Similarly, for the chance CLF constraint in [30], we get
\[
\begin{align*}
Q_{i,k}' x_k Q_{k} + 4K_{i,k}' \Sigma K_{i,k} + t_i^2 (1 - \eta_i(x_i)) \leq 0 \\
- Q &= (A + BK)^T P + P(A + BK) + \beta \nu P \\
K_v &= KBK \\
Q_k &= Q x_k \\
K_v k &= K_v x_k \\
Q &> 0 \\
k &= 1, 2, \ldots, np
\end{align*}
\]
where \( t_v \) is the parameter for convex approximation.

For the chance CLF constraint in [36], we get
\[
\begin{align*}
K_{v,k}' K_{v,k} + 2(\beta_z + t_z) K_{v,k} x_k + K_v \Sigma K_v^T + (\beta_z + t_z)^2 - t_z^2 \eta_v \leq 0
\end{align*}
\]
where \( \beta_z = \beta_{z,0} b_{z} \) and \( t_z \) is the parameter for convex approximation.

For the chance actuator constraint in [30] and [36], we get
\[
\begin{align*}
\begin{cases}
K_{u,k} A_{u}^T A_{u} A_{u}^T B K_{u,k} + 2(t_{u} - b_{u} K_{u,k} + K_{u} \Sigma K_{u}^T + (t_{u} - b_{u})^2 \leq 0
\end{cases}
\end{align*}
\]
Finally, a feasible (but conservative) solution for [30] and [36] can be found by solving the following optimization problem
\[
\begin{align*}
\min_K \|K\|_F^2 \\
\text{s.t.} \\
\begin{cases}
\begin{cases}
K_{u,k} A_{u}^T A_{u} A_{u}^T B K_{u,k} + 2(t_{u} - b_{u} K_{u,k} + K_{u} \Sigma K_{u}^T + (t_{u} - b_{u})^2 \leq 0
\end{cases}
\end{cases}
\end{align*}
\]
where \( K \) is the feedback matrix for the controller. All other variables having \( K \) are intermediate decision variables.

This optimization problem contains quadratic inequality constraints and linear equality constraints. It is therefore a Quadratic Constraint Quadratic programming (QCQP).

IV. NUMERICAL EXPERIMENT

In this section, we do simulations to show the effectiveness of the controller given by [41]. In order to show the robustness of our approach to non-ideal sensors, we consider a simple case where the covariance matrix of the noise is constant (i.e., it does not depend on \( x \)). This means that the conditions discussed in Remark 4 are not satisfied. As such, it is impossible to find a feasible solution satisfying all constraints in [41] strictly; in the simulations below we show that we can modify [41] by introducing slack variables to make the problem feasible, while still obtaining a controller with good empirical behavior.

In this section, we use the second-order integrator for the dynamics [1], but we place restrictions only on the positions. More precisely, selecting the system variable as \( [x, \dot{x}, y, \dot{y}]^T \), the barrier function [5] has the following form
\[
h_i(x) = [Ah_i 0] x + b_{hi} 
\]
The following two simulations share the same parameter setting. All parameters mentioned in previous section including \( \ell, \alpha_{hi,0}, \) and \( \beta \) are 1. And the failure probability for chance CLF constraint \( \eta_v \) is 0.2.
A. Equilibrium Control, Relative degree \( r = 2 \)

Figure 3 gives the simulation result for a two-dimension second-order integrator under different noise. In the figure, the blue curve is the running trace with initial state \( x_0 = [-1.2, 0.3, 2.5, 0.5]^T \). The red polygon is the environment boundary. The green polygon is the calculated invariant set with zero initial velocity. The results show that the invariant set almost identifies with the polygon environment except for some corners of the polygon. This means that the system can converge to the equilibrium point without violating the boundary.

B. Path Control, Relative degree \( r = 2 \)

Figure 4 gives the simulation result of the path control task for a two-dimension second-order integrator under different noise. In the figure, the blue curve is the system’s running trace. The red polygon is the environment boundary. Two polygons setup a ring environment for the path control task.

The result shows that the controller works very well in the environment with zero noise or small noise, with the system running inside the given zone and follow the path defined by the CLF. In the environment with strong noise, the controller also works but not perfectly, with occasional violations of the boundary. This is due to the presence of slack variables to make the problem always feasible.

V. Conclusions

In this paper, we introduce the chance CBF and prove that system satisfying chance CBF constraint would be forward invariant in the sense of probability. Based on the chance CBF constraint, we proposed a novel approach to find the controller in the given polygon environment with noise. The controller design problem is set up as a chance constraint optimization which is nonconvex. We use convex approximation and the vertex trick to constraining the upper bound of the probability instead of constraining the probability. This leads to a quadratic constraint quadratic programming (QCQP) and allows as to find a feasible solution for the original chance constraint optimization problem. The solution of this QCQP gives a linear feedback controller which is easy to implement.

We validate our approach in two tasks, equilibrium control, and path control. In the equilibrium control task, the system needs to converge to the equilibrium point without violating the given boundary. In the path control task, the system works in the given environment following the path defined by the CLF without violating the boundary. The controller works very well in the equilibrium control task with zero noise, small noise, and large noise. It also works well in the path control task with zero noise and small noise. These results show that the controller is robust to the input.

In future work, we will pursue a better theoretical characterization of the CLF stability guarantees (mirroring what is done in this paper for the CBF safety guarantees), and a more rigorous formulation of relaxations.
APPENDIX

A. Distance to boundary

\[ d_i = \frac{b_i(x)}{\|A_{xi}\|_2} = \frac{A_{xi}}{\|A_{xi}\|_2} x + \frac{b_{hi}}{\|A_{xi}\|_2} \]  

(43)

where \( \Lambda = \text{diag}\{\frac{1}{\|A_{xi}\|_2}\} \) is a diagonal matrix. The metric \( d(x) \) has several properties:

- \( d_i(x) > 0 \) for \( x \in C \);
- \( d_i(x) = 0 \) for \( x \in \partial C \);
- \( d_i(x) \) is affine.

Because of these properties, \( d(x) \) does not affect the concavity properties of (22).

B. Searching for \( P \)

\( P \) is the positive definite matrix for Lyapunov function \( V(x) = x^T P x \). To simplify the optimization problem (30), we search for \( P \) by solving the following optimization problem.

\[
\begin{align*}
\text{find} & \quad P, K \\
\text{s.t.} & \quad \begin{cases} 
(A + BK)^T P + P(A + BK) + \beta V P < 0 \\
K > 0
\end{cases}
\end{align*}
\]

(44)

This is no LMI, to solve this problem, do the variable substitution \( Q = P^{-1} \) and \( Y = KP^{-1} = KQ \).

\[
\begin{align*}
\min_{Q,Y,\Lambda} & \quad -\lambda^T \Lambda \\
\text{s.t.} & \quad \begin{cases} 
QA^T + AQ + \beta V Q + Y^T B^T + BY + \text{diag}(\Lambda) < 0 \\
Q > 0 \\
\lambda_i \geq 0
\end{cases}
\end{align*}
\]

(45)

where \( \lambda \in \mathbb{R}^n \) is the weight for different \( \Lambda_i \), \( \Lambda \) is a diagonal matrix, and we changed the feasibility problem into a minimization problem. After finding \( Q \), we set \( P = Q^{-1} \); the solution for \( K \) is discarded.

Fig. 5: \( d_i(x) \) is the distance from \( x \) to the \( i^{th} \) boundary in the polygon.
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