This paper presents financial time series forecasting with multistage wavelet transform (WT). First, the time series data is processed through WT with different mother wavelet functions to extract high frequency and low frequency coefficients. Later, standard particle swarm optimization (PSO) algorithm is utilized to find optimal regression models in order to predict future samples. Mean square error (MSE) is opted as cost function for PSO to find optimal coefficients of the regression model. This study further extended to various mother wavelet functions and their decomposition levels to investigate their impacts on time series prediction. These investigations help to data scientists for selection of process parameters and variables. Further, the impact of control parameters of PSO is also discussed to show the importance in the search mechanism especially in regression problems.
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1 Introduction

To enhance the output results of the estimation problems in financial sector, proper forecasting is required. Since the data is large, traditional approaches are failed and even the application produce premature results. Further, it affects the planning, operation, scheduling of future pricing. Therefore, usage of intelligent approaches yields comparatively close forecasting [1]. These forecasting studies are popular in all domains of the engineering fields.

Forecasting models implemented based on direct time data may not provide an accurate prediction outputs with limited information in time domain [1]. To reduce the error between actual and forecast values, multiple features extraction from normal time data is required. For this purpose, time–frequency transformations (TFT) are better choice to extract wide variety of features. Further, artificial and swarm intelligent techniques are used for estimation [2]. In literature, several linear and nonlinear approaches are available to forecast/predict future samples with the help of available information. Linear regression models are widely used when the input data correlates with output [3–7]. A regression approach for learning linear time-invariant dynamic models from time-series data is presented in Ref. [3] to reduce the errors in between the actual and forecasted samples. Further, segmented linear regression model used in Ref. [4] on healthcare data. It fits complex linear sections to the time series. When a greater number of dependent variables exist to forecast the output variable, multiple linear regression (MLR) models are helpful. Such applications are available in literature. In Ref. [5], MLR approach is used to forecast the short-term load of electricity based on time intervals variation information as input variables. To identify linear regression and MLR model optimal coefficients to fit the data exactly, traditional mathematical approaches framed based on regression errors are not suited for the applications with vague data. Therefore, intelligent population search-based algorithms are applied to select the regression model coefficients to fit the time data. PSO algorithm is used for such
curve fitting models where the coefficients of models are achieved by PSO [6]. In case of multiple inputs, MLR models are framed with PSO [7] and invasive weed optimizer (IWO) [8] assistance. These algorithms iterative mechanism helps to find optimal coefficients of regression models. Apart from applicability, these models are simple and easily fit to any time data. For forecasting studies, artificial neural networks (ANN) are also extensively used in different domains. ANN and adaptive neuro-fuzzy inference systems (ANFIS) are applied in Ref. [9] for maximum flood daily flow and compared with MLR and multi nonlinear regression models (MNLR). This paper concluded that MNLR models produces better statistical measures (forecasting measures) than MLR, ANN and ANFIS. Similar forecasting studies using ANN is applied for currency exchange rate in Ref. [10]. Accuracy of prediction studies enhanced further with intelligent search algorithm in addition to ANN. Due to volatile nature of financial time values, wind speeds or stock market metrics, the weights of ANN architectures are tuned with PSO [11], genetic algorithm (GA) [12] and twin support vector regression (TSVR) [13] for time series forecasting,Later, kernel mapping and high-order fuzzy cognitive maps [14], and fuzzy-c-means [15] approaches are also applied for time series forecasting studies. Apart from ANN and fuzzy, machine learning techniques are also available in literature related to forecasting [16]. Support vector regression (SVR) is most preferable approach in forecasting as per reports [16]. In Ref. [17], chaos-based firefly algorithm assisted SVR is introduced to forecast financial data. Further, SVR is implemented to predict recent problems like COVID 19 etc. and found the results are accurate compared to earlier approaches [18, 19]. In SVR, parameter selection is important, and this selection can be made with populations search based techniques to enhance the outputs of prediction variables [20]. Twin support vector regression (TSVR) models are proposed in Ref. [21] to enhance the financial series prediction results over SVR. The SVR based models relatively produce good results over radial basis function (RBF) and back-propagation (BP) neural network models. Recently deep neural and convolution neural network mechanisms are using by researchers in the forecasting studies [22–25]. In Ref. [22], convolutional neural network (CNN)-long short-term memory (LSTM) architecture is implemented to predict the volatility of gold which falls under forecasting area. Further, a systematic review is presented in [23] which gives basic idea of application of deep neural networks (DNN). To apply DNN based models, methodologies and data representations are provided in Refs. [24] and [25]. The architectures and identification of precise parameters is challenging and need extensive investigations prior to apply. Such drawbacks can eliminate with simple approaches with swarm assistance algorithms.

In this paper, a simple prediction models are developed with a hybrid framework by using wavelet transform (WT) and PSO. Initially, the data is processed through WT to extract multiple features (approximated and detailed coefficients) and a regression model is developed with decomposed coefficients. The coefficients of the regression model are identified with PSO to fit the model to data using MSE performance measure. This architecture is simple and yields good results. Wide comparisons are provided with different WT decompositions using levels. The paper organized as follows: Sect. 2 includes time series data processing through WT followed by standard PSO for identification of fitting models with WT coefficients in Sect. 3. Complete simulation results along with comparisons are provided in Sect. 4. Finally, conclusions are presented in last section.

2 Time series data processing through wavelet transform

Wavelet transform (WT) enhance the time information into multi scale frequency information with advantage of the locality of the analysis. This WT is extensively used in numerous studies especially for image processing, detection, and classification problems [26, 27]. Recently, WT application found in forecasting and prediction studies such as wind speed and solar power forecasting, financial series forecasting and stock market analysis etc. Earlier, Fourier transform (FT) is used for extracting frequency components. The main drawback of FT is that it doesn’t provide time resolution. However, WT has both time and frequency resolutions. According to time frequency transformation concept, the time domain signal multiplied with transformation function over an interval converts it into wavelets. By using wavelets, function in time domain can be analyzed at various frequency levels of resolutions. The one-dimensional discrete wavelet transform is expressed as,

$$w_f(a,b) = \int_{-\infty}^{\infty} f(t) \cdot \phi_{a,b}(t) \cdot dt$$  \hspace{1cm} (1)

In Eq. (1), $f(t)$ is a time domain signal and $\phi_{a,b}(t)$ is the transformation function. In literature, several basis functions are available with specific features. In detail, $\phi_{a,b}(t)$ depends on mother wavelet family choice. These basis functions consist length of window, interval of frequency etc. as parameters which influences the process of
decomposition. For example, the signal \( f(t) \) decomposed using ‘Haar’ wavelet family for specific application. The process of extraction of detailed and approximation coefficients for further process is shown in Fig. 1. According to the Fig. 1, the reconstructed signal \( f(n) \) is given by

\[
f(n) = A_1 + D_1
\]

Further, the level-1 approximation coefficients are processed through WT provides level-2 and the process carried up to level-n. Mathematically,

\[
f(n) = A_2 + D_2 + D_1
\]

\[
f(n) = A_n + D_n + D_{n-1} + \ldots + D_2 + D_1
\]

On the other hand, over the time interval \((-\infty, +\infty)\), the parameters used in wavelet family are fixed. There are several wavelet families, decomposition takes place. In the process of decomposition, at each level \( l \), components of high and low frequencies of the signal are reanalyzed using the approximation coefficients \( a_l \) and the detail coefficients \( d_l \) decomposed with the help of low pass filter \( w_0 \) and high pass filter \( w_l \) and is expressed mathematically as in (5) and (6),

\[
a_l(r) = \sum_k w_0(l_k - 2k)a_{l-1}(l_k)
\]

\[
d_l(r) = \sum_k w_1(l_k - 2k)a_{l-1}(l_k)
\]

For time series, selection of mother wavelet and level of decomposition are key points when it is processed through WT. Based on literature survey, Daubechies family (db) is opted in this paper since the fine extraction of components of signal is possible with this basis function. However, the information extracted after data processing from n-level helps to identify correct prediction models in forecasting studies. In this paper, the models are framed based on different decomposition levels and conclusions are made from that function identified using PSO with WT coefficients.

### 3 Standard PSO for identification of fitting models with WT coefficients

After extracting approximated and detailed coefficients of WT with particular basis function, particle swarm optimization (PSO) algorithm is utilized to identify the mathematical function to fit the existing data and to predict the future samples. For this purpose, a linear equation with input and output variables is chosen. The optimal coefficients of these fitting models are obtained from PSO [28–31]. Therefore, number of decision variables of PSO depends on the level of decomposition and data size. For example, when single input information is taken for prediction then 2 decision variables are required for fitting the data with linear equation. When the same data is processed through WT and level-1 decomposed coefficient are utilized for fitting model, then the number of decision variables are increased to 3. This additional information extracted from WT enhances the accuracy of the model. In order to fit the data correctly to regression models, the coefficients of models are generated by PSO. PSO is a population search-based optimization algorithm where the initial solutions of the problem are generated randomly within the boundaries of the variables subjected to constraints. These initial solutions represent initial positions of the particles represented by \( p_i \). In this position \( n \) represents particle number and \( i \) represents iteration number and velocity of each particle is \( v_i \). After calculation of fitness value at each position, the local best position of each particle is represented by \( p_{best} \) and the overall global best among all positions is \( g_{best} \). For new solutions, the velocity of \( n \)th swarm is updated for \((i + 1)\)th iteration from the \( ith \) iteration is expressed as

\[
v_n^{i+1} = \omega v_n^i + c_1 r_1 (p_{best} - p_n^i) + c_2 r_2 (g_{best} - p_n^i)
\]

In Eq. (7), \( c_1 \) and \( c_2 \) are the acceleration constants, \( r_1 \) and \( r_2 \) are the randomly generated numbers for updating velocity in limits 0 and 1. The inertia weight factor is represented by symbol \( \omega \). Using (7) the new position is updated as

\[
p_n^{i+1} = p_n^i + v_n^{i+1}
\]

If the new position or solution of the swarm particle for a particular iteration yields best value than it’s previous, then the corresponding solution is updated and this process continues until the optimal position is achieved. The objective function for PSO is framed with the help of actual data and predicted data with fitting models.

---

Fig. 1 Decomposition of time signal using discrete wavelet transform
Fitness function \[ \text{Fitness function} = \frac{1}{N-k} \sum_{i=k}^{N} (y_{\text{pred}}(i) - y_{\text{act}}(i))^2 \] \hspace{1cm} (9)

Using (9), the solutions of PSO are driven towards their optimal values to fit actual data perfectly. However, the data is coefficients generated after WT processing.

### 4 Simulation results

The data is processed through WT with different db families to find the suitable dbN in level 1. As PSO is used for finding regression equations, several case studies are performed at different control parameter values of PSO to avoid premature solutions of regression models. In case, the actual and forecasting graphs along with regression equations at different inertia weights are presented along with errors between actual and predicted to show the applicability of the particular dbN. For this purpose, level-1 decomposition is carried by WT with db1/Haar basis function. Initially, the time data information is processed through WT and approximated and detailed coefficients are extracted known as \( A_1 \) and \( D_1 \). For forecasting, a multi linear regression model is considered as follows

\[ y(k+1) = \alpha A_1(k) + \beta D_1(k) + \gamma \] \hspace{1cm} (10)

These coefficients of regression model are identified by using PSO so that the error between predicted and actual information is minimized since this MSE is used as cost function and it should be minimized. The simulations are carried out in MATLAB for 2 data sets related to stock market available in the Yahoo financial website [21]. These data sets are processed through WT to extract various decomposed levels (based on frequency) and corresponding plots are presented in Fig. 2. For Fig. 2, 4-level decomposed coefficients are plotted along with actual data. Out of 2 data sets, overall comparisons are provided for first set and final optimum WT based results are provided for both sets. In all simulation studies, the extracted feature from actual data is used for data fitting with the help of PSO. For this purpose, population size of 50 and iterations of 100 are taken as common parameters of PSO. At \( \omega = 0.7 \), the coefficients obtained by PSO are 0.9955, 0.1650 and 2.2952. Figure 3a shows both actual and predicted data for the entire time scale and corresponding errors at each sample is plotted in Fig. 3b for data set 1.

When the basis function is changed to db2, the coefficients by keeping other parameters as same as db1, the coefficients of regression model are 0.9962, -0.1928 and 1.9607. Figure 4a shows both actual and predicted data for the entire time scale and corresponding errors at each sample is plotted in Fig. 4b. Compared to Fig. 2, the overall errors of predictions are reduced in case of db2.

Similar analysis is carried out for other basis functions of Daubechies family known as db3, db4, db5 and db6. In case, regression models are identified with data by fitting after extracting the level-1 detailed and approximated coefficients. Table 1 shows the regression coefficients obtained by PSO. For each function, the errors between actual and predicted data samples are plotted in Fig. 5. Among all these estimators obtained by PSO with different wavelet families, db4 is more suitable where the fitness value for entire data cycle is less compared to other families. This conclusion is based on both final fitness value identified using PSO and overall average errors of entire samples of the data.

The fitness values of objective function of PSO at the end of final iteration are plotted in Fig. 6. Instead of providing MSE, squared errors are presented in Fig. 6 for fair comparison. For each WT function, five inertia weights are tested since the global optimum values are achieved at a particular value of inertia weight. This analysis also avoids the prematurity of PSO. In this case, db4 yields better solution in terms of its fitness value evidence shown in Fig. 6.

Finally, the comparison between actual and predicted information is provided in Fig. 7. Together, db4 is the best choice for extraction of detailed and approximated coefficients in order to predict the time series data accurately and it is evident from fitness function values, error plots and statistical measures.

So far, the level-1 decomposition with different Daubechies family basis functions is considered to identify the best dbN for forecasting purpose. However, identification of optimal level at which decomposition of time series provides better prediction model is also significant. Therefore, the data is processed through WT with db4 function to decompose the frequency coefficients at various levels starting from 1 to 6. In each case the regression equations are identified by using PSO algorithm given by

\[ y = 0.9992A_2 - 0.4704D_1 + 0.5303D_2 + 0.5626 \] \hspace{1cm} (11)

\[ y = 1.0006A_3 - 0.4697D_1 + 0.5308D_2 + 0.8812D_3 - 0.1255 \] \hspace{1cm} (12)

\[ y = 1.0006A_4 - 0.4697D_1 + 0.5307D_2 + 0.8808D_3 + 0.9983D_4 - 0.1231 \] \hspace{1cm} (13)

\[ y = 1.0021A_5 - 0.4694D_1 + 0.5318D_2 + 0.8806D_3 + 0.9986D_4 + 0.9485D_5 - 0.8027 \] \hspace{1cm} (14)

\[ y = 1.0011A_6 - 0.4716D_1 + 0.5318D_2 + 0.8814D_3 + 0.9989D_4 + 0.9485D_5 + 1.0089D_6 - 0.3438 \] \hspace{1cm} (15)

For each level of decomposed coefficients, the fitness values achieved by PSO are presented in Fig. 8. When the
Fig. 2 Approximated and detailed coefficients of WT for (a) Data set 1, (b) Data set 2.

Fig. 3 Db1 assisted results, (a) Actual and predicted data set 1 with model shown in Eq. (10), (b) Errors.
number of decomposition levels increases then the overall relative errors decreases. However, this task increases number of regression model components. Therefore, level-3 is opted as marginal solution from which much change is not observed in fitness values. Further, data set 2 is processed through WT with db4 and extracted level-3 decomposed coefficients for regression models identification. Using optimized multistage WT-PSO model, time data and predicted data is presented in the Fig. 9. Errors corresponding to predictions are presented in Fig. 10. Similar to data set-1, the regression model obtained for set-2 provides better forecasting evident from the forecasting and error plots. The regression equation of the set is given by

\[ y = 0.9992A_3 - 0.3959D_1 + 0.4886D_2 + 0.8576D_3 + 0.1068 \]  

PSO algorithm fitness value (squared value) for this new data set is 1.7403 and therefore the errors are low compared to data-1 as shown in Fig. 10. Finally, the approach produces accurate models with less computational burden irrespective of nature of data, length, and other parameters of the data.

5 Conclusion

To improve the accuracy of the prediction, wavelet based PSO approach is proposed in this paper. Initially, the time data is processed through WT and extracted detailed and approximated coefficients are used for forecasting purpose. Since mother wavelet function and level of decomposition are two major factors in WT, extensive study is carried out in this paper for their selection. After identification of db4 and level-4 as accepted features for better forecasting, data sets are processed through WT and PSO based regression models are developed with detailed and approximated coefficients. To fit data correctly to MLR models with WT coefficients, PSO is used. This approach reduces computational burden and acceptable for N-D data. For tested data sets, average errors of all data points are in
between ± 2% shows the effectiveness of the proposed models. In future, other advanced signal processing techniques can be used for better feature extraction and to reduce the prediction errors. New meta heuristic algorithms are also useful to find the regression models with better convergence.
Fig. 7 Actual vs. predicted data analysis after identification of PSO-WT model

Fig. 8 Fitness function values for various levels of db4

Fig. 9 Actual and predicted data set 2 using final optimized WT-PSO approach
Fig. 10 Errors between actual and predicted values over entire time scale
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