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Abstract—Filter pruning is effective to reduce the computational costs of neural networks. Existing methods show that updating the previous pruned filter would enable large model capacity and achieve better performance. However, during the iterative pruning process, even if the network weights are updated to new values, the pruning criterion remains the same. In addition, when evaluating the filter importance, only the magnitude information of the filters is considered. However, in neural networks, filters do not work individually, but they would affect other filters. As a result, the magnitude information of each filter, which merely reflects the information of an individual filter itself, is not enough to judge the filter importance. To solve the above problems, we propose meta-attribute-based filter pruning (MFP). First, to expand the existing magnitude information-based pruning criteria, we introduce a new set of criteria to consider the geometric information between filters. Additionally, to explicitly assess the current state of the network, we adaptively select the most suitable criteria for pruning via a meta-attribute, a property of the neural network at the current state. Experiments on two image classification benchmarks validate our method. For ResNet-50 on ILSVRC-2012, we could reduce more than 50% FLOPs with only 0.44% top-5 accuracy loss.

Index Terms—Filter pruning, meta-attributes, network compression, neural networks.

I. INTRODUCTION

The computational cost of deep convolutional neural networks (CNNs) for different computer vision tasks [1]–[6] is always on the rise due to the complex architectures of modern CNNs such as VGGNet [7] and ResNet [8]. To deploy those complicated models on low resource devices, network pruning is essential since it reduces the storage demand and computational costs (known as floating point operations or FLOPs) of neural networks. To accelerate the networks and reduce the model size, researchers propose weight pruning [9], [10], and the filter pruning [11], [12]. In recent works, filter pruning is the preferred method. This preference stems from the fact that filter pruning could remove the whole filters, creating a model with structured sparsity. With the structured sparsity, the model could take full advantage of high-efficiency basic linear algebra subprogram (BLAS) libraries to achieve better acceleration.

Recently, pruning filters in a soft manner [13]–[18] has proven to be more effective than the conventional three-stage pipeline. The advantage of soft filter pruning (SFP) is that previously pruned filters can be updated during training. Once the training process is complete, the removal of unimportant filters from the network can take place. In this way, the model's capacity will not decrease, and network performance is enhanced.

However, previous works using the SFP have two drawbacks. First, previous filter pruning works often ignore the geometric information between filters when pruning. Prevailing filter pruning works [11], [14], [19] are based on the “smaller-norm-less-important” criterion. The basis of this criterion is that filters with smaller norms are less critical, and therefore, pruning those filters with smaller $\ell_1$-norm [11] or $\ell_2$-norm [14] will not bring dramatic performance drop. Although the $\ell_p$-norm-based criterion focuses on the magnitude information of individual filters, the criterion ignores the geometric information between filters; a disadvantage that may lead to inappropriate pruning results. Research by Yosinsky et al. [20] shows that the filters in the network have regular patterns, thus considering the geometric information is critical for pruning. Here is an example, suppose we have three filters to prune, each of which is a 3-D vector: $A = (1, 1, 1)$, $B = (1.1, 1, 1)$, and $C = (0.5, 0.3, 0.2)$. Norm-based criterion would prune $C$ since it has the smallest norm. However, if we look closely at $A$ and $B$, we will find that they are statistically similar. Therefore, they make a very similar, if not the same, contribution to the network, which means pruning either $A$ or $B$ is more reasonable. We need to be careful when the value of a filter becomes zero. Filter $C$ will become zero only when the filter is pruned. Under this condition, filter $C$ should remain zero since the pruned filters should not change to a non-zero value. Second, in previous works [13]–[18], the weights of the network are updated to new values after pruning and training. However, the pruning criterion during the entire training and pruning process keeps fixed and fails to adapt to current conditions. A fixed criterion may not be able to evaluate a network of different weight values. For the first problem, we introduce new measures to rank filters, using their geometric information. Assume a filter space contains all the filters of the network, different weight values indicate
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that the filters are located in various positions of the filter space. In this way, we could utilize the distance between the filters to characterize the geometric information among filters. Specifically, Minkowski distance, an effective similarity measure [21], is employed to measure the geometric information. After we obtain the geometric information of filters, we can prune the filters that make a replaceable contribution to the network. To solve the second problem, we build a meta-attribute-based filter pruning (MFP) framework to adaptively select the most appropriate criteria based on the current state of the network. As shown in Fig. 1, during pruning and training, networks with different values would have various meta-attributes [22]. These meta-attributes are particularly effective in measuring the difference between the networks and assist in choosing the optimally pruned one from the candidates. Inspired by the meta-learning framework [22], we minimize the meta-attributes of the pruned model and the original model, which enables the pruned models to perform as well as the original models on the pre-defined task.

Contributions: We outline three contributions as follows.

1) We introduce distance-based measures to model the geometric information among the filters, which is complementary to the existing magnitude measures.
2) We utilize the meta-attribute to characterize the difference between pruned and original models. Following a meta-learning way, we adaptively select a suitable meta-attribute based on the current network state and conduct pruning based on the selected meta-attribute.
3) The experiments on two benchmarks validate the effectiveness of our MFP. For ResNet-50 on ILSVRC-2012, we could reduce more than 50% FLOPs with only 0.44% top-5 accuracy loss. Moreover, our MFP accelerates ResNet-110 on CIFAR-10 by two times with even 0.16% relative accuracy improvement.

II. RELATED WORK

Based on the granularity of pruning, network pruning can be divided into weight pruning [9], [10], [13], [23]–[26] and filter pruning [11]. The former one focuses on pruning the fine-grained weight of filters, but the unstructured sparsity in the pruned model makes it less friendly for realistic acceleration. On the other hand, filter pruning achieves structured sparsity and a realistic acceleration with high-efficiency BLASs libraries.

A. Weight Pruning

Many recent works [9], [13], [23] prune weights of the neural network to produce small models. For example, Han et al. [9] proposed an iterative weight pruning method by discarding the small weights with values below the threshold. Dynamic network surgery is employed by Guo et al. [13] to reduce the training iteration while maintaining good prediction accuracy. Wen et al. [27] and Lebedev and Lempitsky [28] leveraged the sparsity property of feature maps or weight parameters to accelerate the CNN models. A special case of weight pruning is known as neuron pruning. Hu et al. [29] evaluated the importance of neurons by measuring the sparsity of ReLU activations. However, pruning weights always leads to unstructured models, so the model cannot leverage the existing efficient BLAS libraries in practice. Therefore, it is difficult for weight pruning to achieve a realistic speedup.

B. Filter Pruning

If we consider whether to utilize the training data to determine the pruned filters, we could further divide the filter pruning methods into two categories.

1) Training Data Dependent Filter Pruning: Yu et al. [12], Liu et al. [30], Luo et al. [31], He et al. [32], Molchanov et al. [33], Dubey et al. [34], Suau et al. [35], Wang et al. [36] and [42], Zhuang et al. [37], Huang et al. [38], He and Han [39], Lin et al. [40] and [43]–[45], and Chen et al. [41] utilized the training data to determine the pruned filters. He and Han [39] leveraged the reinforcement learning to find the redundancy for each layer automatically. Sparsity regularization on the scaling factors of the network is imposed by Liu et al. [30]. He et al. [32] utilizes the LASSO regression to select channels. Yu et al. [12] proposes to minimize the reconstruction error of important responses in the “final response layer,” and derives a closed-form solution to prune neurons in earlier layers. Kang and Han [46] proposed data-driven soft channel pruning (SCP) algorithm to prune models in a differentiable way. Gao et al. [47] considered the loss-metric mismatch problem and uses network pruning via performance maximization (NPPM) to solve the problem in pruning. Differentiable sparsity allocation (DSA) [48] finds the layer-wise pruning ratios with gradient-based optimization.

2) Training Data Independent Filter Pruning: Some training data-independent filter pruning methods [11], [14], [19], [49]–[55] have been proposed. Li et al. [11] and He et al. [14] pruned the filters with the $\ell_1$-norm criterion and $\ell_2$-norm criterion, respectively. Research by He et al. [56] claimed that the filters near the geometric median should be pruned, Ye et al. [19] proposed to prune the network by introducing sparsity on the scaling parameters of batch normalization (BN) layers, and [49] clusters the filters in the spectral domain to
select the unimportant filters. Cycle learning rate restarting (CLR) [57] finds a better learning rate schedule for pruning.

Some previous work [26], [38], [58]–[60] use the “meta” word or a similar term such as “learning to prune,” but the core idea is different from our proposed meta-attribute-based filter pruning method. Sen et al. [58] focuses on modeling the complex software systems at high levels of abstraction, rather than the neural network. In this situation, pruning refers to the removal of unnecessary classes and properties of software systems, not filters of the neural network. Dong et al. [26] conducted pruning based on second-order derivatives of a layer-wise error function. The “learning” word means second-order derivatives. Moreover, Huang et al. [38] utilized a reinforcement learning framework to determine the pruning filters. Liu et al. [60] generated the weights of the pruned network by a proposed PruningNet. To the best of our knowledge, none of the previous works mentions the meta-attributes for measuring the similarity of the original model and pruned model.

Some of the previous works [61] utilize the correlation for filter pruning, but there are some differences between their work and ours. First, Wang et al. [61] need to calculate the node-correlation first before calculating the filter correlation. In contrast, our approach does not need extra node correlation since we can directly calculate the distance between filters. Second, Wang et al. [61] adopted normalized correlation-based importance to measure the redundancy between two filters, while we use the Minkowski distance as a measure to include the filter scale. Third, the work of Wang et al. [61] contained two regularization terms in the final importance, which would introduce extra hyperparameters. In contrast, our method does not rely on any regularization term since the filter distance can be used as the filter importance in a direct manner.

The differences between Imp [62] and our method include:

1) Different Importance Measure Methods: Imp [62] uses Hessian matrix, while we use magnitude information and correlation information of filters;
2) Different Dependence of Dataset: Imp [62] needs a few batches of input data to choose the filters, but we rely only on the weight values of the filters;
3) Different Ways to Select Models: Imp [62] utilizes importance score accumulation to select neurons, but we use meta-attributes to choose the pruned models.

C. Neural Architecture Search

Some previous works use neural architecture search (NAS) to automatically obtain the neural networks. There are several differences between NAS and pruning.

1) Different Objectives: NAS aims at obtaining new networks automatically, while pruning focus on compressing and accelerating the existing models to achieve higher performance.
2) Different Components: NAS usually has many different kinds of cells as the searching components, while pruning methods consider the convolutional layers as the basic components.

3) Different Computations are Required: Due to the large search space, NAS usually requires much more computational resources than pruning. While our method only costs several GPU days or even several GPU hours.

DARTS [63] proposes to search the architecture automatically using cells including separable convolutions, dilated separable convolutions, max pooling. EfficientNet [64] searches the depth, width, and resolution of the network with mobile inverted bottleneck MBConv. NASNet [65] requires 2000 GPU days for searching the architectures.

III. META FILTER PRUNING

A. Preliminaries

First, we assume that a neural network has \( L \) layers and the number of input and output channels in the \( i \)th convolution layer is \( N_i \) and \( N_{i+1} \), respectively. Suppose \( K \) is the kernel size of the layer, we use \( F_{i,j} \) to represent the \( j \)th filter in the \( i \)th layer, and \( F_{i,j} \in \mathbb{R}^{N_i \times K \times K} \). For the \( i \)th layer, it consists of a set of filters denoted by \( \{ F_{i,j} \} \), \( 1 \leq i \leq N_{i+1} \) and parameterized by \( \{ W^{(i)} \} \in \mathbb{R}^{N_{i+1} \times N_i \times K \times K} \), \( 1 \leq i \leq L \).

For the convenience of our discussion, we assume \( F_{i,j} \) consists of two subsets: the pruned filter set \( F_{\text{pruned}} \), and the remaining filter set \( F_{\text{keep}} \). Specifically

\[
F_{\text{keep}} = \{ F_{i,j}, \text{for } i \in [1, L], j \in \text{ID}(i) \}
\]

where \( \text{ID}(i) \) is the index of important filters in layer \( i \).

Given a dataset \( D = \{(x_i, y_i)\}_{i=1}^n \), and a desired sparsity level \( \kappa \) (i.e., the number of remaining non-zero filters), we solve a constrained optimization problem, defined as follows:

\[
\min_{F_{\text{keep}}} \ell(F_{\text{keep}}; D) = \min_{F_{\text{keep}}} \frac{1}{n} \sum_{i=1}^{n} \ell(F_{\text{keep}}; (x_i, y_i)) \quad \text{s.t. } N_{\text{set}}(F_{\text{keep}}) \leq \kappa, \quad F \in \mathbb{R}^{N \times K \times K}
\]

where \( \ell(\cdot) \) is a standard loss function (e.g., cross-entropy loss), \( F_{\text{keep}} \) is the set of remaining filters of the neural network, and \( N_{\text{set}} \) is the cardinality of the filter set.

B. Information From the Filters

For filter pruning, the most critical part is to evaluate the importance of the filters. For filters with specific weight values, we could obtain the magnitude information and the geometric information of the filters.

1) Magnitude Information: Magnitude-based criterion believes that the convolutional results of the filter with the smaller \( \ell_p \)-norm lead to relatively lower activation values [11], so the contribution of the small-norm filters to the final prediction of deep CNN models is less than that of large-norm filters. The \( \ell_p \)-norm of filters is

\[
\| F_{i,j} \|_p = \left( \sum_{n=1}^{N_i} \sum_{k_1=1}^{K} \sum_{k_2=1}^{K} | F_{i,j}(n, k_1, k_2) |^p \right)^{1/p}.
\]
In terms of this understanding, we give a high priority to prune the filters of a small \( \ell_p \)-norm than filters of a higher \( \ell_p \)-norm, which could be formulated as

\[
j^* = \arg \min_{j \in \{1, N_{i+1}\}} \|F_{i,j}\|_p,
\]

(4)

2) Geometric Information: As the \( \ell_p \)-norm only models the magnitude information of the filters, we introduce the distance of filters to reflect the geometric information between them. We utilize the Minkowski distance [21] as our selection. For simplicity, we reshape or extend the 3-D filter \( F_{i,j} \) to one-dimensional vector. Then, the \( i \)th convolution layer could be written as \( \mathcal{Y} \in \mathbb{R}^{N_{i+1} \times G_i} \), which means \( N_{i+1} \) vectors and the length of each vector is \( G_i = N_i \times K \times K \). If we choose two vectors \( x, y \in \mathbb{R}^{1 \times G_i} \). Then the Minkowski distance between \( x \) and \( y \) is

\[
D(x, y) = \left( \sum_{i=1}^{G_i} |x_i - y_i|^q \right)^{1/q}
\]

(5)

where \( x_i \) is the \( i \)th element of the vector \( x \).

Note that Minkowski distance is a general distance which can be considered as a generalization of both the Manhattan distance [66] and the Euclidean distance [67]. Therefore, it is easy to cover different kinds of distance by adjusting the value of the parameter \( q \) in (5). That is to say, it is simple for us to increase the candidate filter importance measurement methods, thus enlarging our search space. For example, if we use \( q = 1 \) in (5), we get the Manhattan distance. If we use \( q = 2 \) in (5), we obtain the Euclidean distance.

For simplicity, we discuss pruning only one filter of a network layer with \( N \) filters. To reduce the accuracy gap between the pruned model and the original model, the remaining \( N - 1 \) filter should best approximate the original \( N \) filters. In other words, the contribution of this pruned filter should be replaced by the remaining \( N - 1 \) filters. Based on this consideration, we prefer to remove the filter that minimizes the average distance to other filters. To this end, we define the average distance for a filter as the importance evaluation, which could be formulated as

\[
D_{\text{avg}}(\mathcal{Y}_p) = \frac{\sum_{p=1}^{N_{i+1}} D(\mathcal{Y}_p, \mathcal{Y}_q)}{N_{i+1}} = \frac{\sum_{p=1}^{N_{i+1}} D(\mathcal{Y}_p, \mathcal{Y}_q)}{N_{i+1}}
\]

(6)

where \( \mathcal{Y}_p \) is the \( p \)th filter vector of the layer. So, the index of the pruned filter could be formulated as

\[
p^* = \arg \min_{p \in \{1, N_{i+1}\}} D_{\text{avg}}(\mathcal{Y}_p).
\]

(7)

C. Meta-Attribute-Based Pruning

Existing works [11], [14] prune the filters based on a pre-defined criterion, without considering the change of filter distribution due to network weights updating. In this section, we illustrate our proposed meta-attribute-based pruning method, which can adaptively choose an appropriate criterion based on the current state of the network.

As shown in [22], the general, statistical, and information theoretic measures to characterize the datasets are called meta-attributes of the datasets. In the filter pruning scenario, we should minimize the difference of the meta-attributes in the original network (\( \mathcal{F} \)) and those in the pruned network (\( \mathcal{F}_{\text{keep}} \)). If the meta-attributes of these two networks are similar, \( \mathcal{F}_{\text{keep}} \) could achieve performance as good as \( \mathcal{F} \) do.

Previous works provided by He et al. [14] and [32] combine the pruning process and training process and then conduct pruning in an iterative manner. We follow them and model the meta-process of filter pruning as a sequential decision process in a greedy approach. The entire pruning and training process is illustrated in Fig. 2, which is elaborated as follows.

1) Assume \( S \) is a set of states. In our case, \( s_t \in S \) is the network at the \( t \)th training epochs. At each time step \( t \), \( s_t \) is available to the meta-process which decides the remaining filter set \( \mathcal{F}_{\text{keep}}^t \).
2) At the rth step, given the state $s_i$, the meta-process takes an action to choose the proper pruning criteria for filter importance evaluation. We use $A_i$ to indicate the action of the rth step. Assume we have $C$ candidate pruning criteria, then $A_i \in \mathbb{R}^{C \times 1}$. For each dimension of $A_i$, we use the binary value 0, 1 to indicate whether a specific pruning criterion is selected (1 means selected and 0 means not selected). In our setting, only one pruning criterion is chosen for the current state, which is

$$\sum_{i=1}^{C} A_{i,i} = 1, \quad A_{i,i} \in \{0, 1\}$$

where $A_{i,i}$ means the indicator of the i'th criteria in the rth step.

3) $\phi : S \rightarrow A$ is the policy employed by the meta-process to generate its action: $\phi(s_i) = A_i$. For filter pruning, the policy should aim at reducing the difference between meta-attributes of the pruned models and the original models

$$A^*_i = \arg \min_{A_i} | M(F_{A_i}) - M(F) |$$

where $M$ represents the meta-attributes of the network, $F_{A_i}$ is the pruned network under a specific criterion from the action $A_i$. Several measures could be utilized as meta-attributes, such as sparsity level $\kappa$, the mean value of weights, top-5 loss, top-1 loss, and so on.

4) After we enter time step $t + 1$, we follow the above protocol and take action $a_{t+1}$ based on the state $s_{t+1}$.

**Algorithm 1** Algorithm Description of MFP

**Input:** training data: $X$, model $W = \{W^{(i)}, 0 \leq i \leq L\}$.  
1. Given: pruning rate $P_i$  
2. Initialize: model parameter $W$  
3. for epoch = 1; epoch $\leq$ epoch$_{max}$; epoch $+$ + do  
4. Update the model parameter $W$ based on $X$  
5. Find $A^*$ that satisfy (9)  
6. for $i = 1; i \leq L; i$ $+$ + do  
7. Using $A^*$ to prune $N_iP_i$ filters  
8. end for  
9. end for  
10. Obtain the compact model $W^*$ from $W$  

**Output:** The compact model and its parameters $W^*$

The algorithm of meta filter pruning is shown in Algorithm 1. Although there are a few similarities between our algorithm and evolving Takagi–Sugeno (TS) fuzzy model [71], there are still significant differences between them. Specifically, a TS model defines neighboring models as a certain number of models with split and merge operations. Then the TS model switches to one of the neighboring models at each stage of evolving. In contrast, our method treats models with different meta-attributes as neighboring models, and we select one of those models during our training process. We zeroize the selected filters to maintain the model capacity of the network [14], but the process has the same effect as pruning [11].

**D. Scope of Search**

1) **Reasonable Filter Ranking Criteria:** If we define the search scope by directly selecting a number of filters, the search scope is surprisingly large for those frequently used CNN architectures. For example, if we want to keep $n$ filters in i'th layer, which has a total of $N_i+1$ filters, then the number of selections would be $(N_i+1)/n!$, where $()$ denotes the combination [72]. We take ResNet-50 for example. The first layer of ResNet-50 has 64 filters and the total number of selecting ten filters is $(64^{10}) = 151, 473, 214, 816$ selections. The upper layers with more filters would have a much higher selection number. As a result, the number of the candidate neighboring CNNs is very large and the computational cost is not affordable if we conduct brute-force searching.

Considering the above, adapting the filter ranking criteria is necessary to reduce the searching space. In this way, the scope of search is mainly decided by the number of reasonable filter ranking criteria. Suppose we have $S$ filter ranking criteria, the number of selecting $n$ filters from $N_i+1$ filters would decrease from $(N_i+1)C_n$ to $S$, which is a reasonable size of the search space.

2) **Clear Model Judgment:** Another factor we need to consider is that the model judgment should be conducted clearly. Suppose the number of candidate acceleration ratios for pruned models is $R$. For every acceleration ratio, the number of neighboring CNNs is $S$ considering the number of criteria is $S$. So the total number of candidate CNNs is $R \times S$.

We consider two aspects to judge the performance of a model, i.e., accuracy and acceleration ratio (FLOPs). It is difficult to evaluate since those two aspects are contradictory to each other. For example, suppose a model has a 10% acceleration ratio with a 1% accuracy drop, and another model has a 20% acceleration ratio with a 2% accuracy drop. In this situation, it may be difficult to choose between the two models. To solve this problem, we fix one of the two aspects, i.e., acceleration ratio, and utilize the accuracies under the same acceleration ratio to judge the model performance. In this way, the total number of candidate CNNs for a specific acceleration ratio is $S$.

**E. Acceleration Analysis**

In the above analysis, the ratio of pruned FLOPs is $1 - (1 - P_{t+1}) \times (1 - P_i)$ theoretically. As other operations such as BN and pooling are insignificant compared to convolution operations, it is common to utilize the FLOPs of convolution operations as the FLOPs of the network [11], [14].

However, in the real scenario, non-tensor layers (e.g., pooling and BN layers) also need the computation time on GPU [31] and the realistic acceleration may be influenced. Besides, other factors such as buffer switch, IO delay, and the efficiency of BLAS libraries also lead to the gap between the realistic and theoretical acceleration. We compare the different acceleration ratios in Table IV.
IV. EXPERIMENTS

A. Dataset and Architecture

The experiments are conducted on two benchmark datasets, CIFAR-10 [74] and ILSVRC-2012 [75]. The CIFAR-10 dataset contains a total of 60,000 images, which contains 50,000 training images and 10,000 testing images in ten different classes. ILSVRC-2012 [75] contains 1.28 million training images and 50k validation images of 1000 classes.

We focus on pruning the challenging multi-branch ResNet model [31], [32], [68]. Moreover, to validate our method on the single-branch network, we follow [11] to conduct a test on the VGGNet [76].

B. Training and Pruning

1) Training Setting: For VGGNet on CIFAR-10, we follow the setting in [11]. As the training setup is not publicly available, we re-implement the pruning procedure and achieve similar results to the original article. For ResNet on CIFAR-10, we utilize the same training schedule as [77]. For CIFAR-10 experiments, we run each setting three times and report the “mean ± std.” In the ILSVRC-2012 experiments, we use the default parameter setting, which is the same as [8] and [78], and the same data argumentation strategies as the official PyTorch [79] examples.

2) Pruning Setting: For VGGNet on CIFAR-10, we use the same pruning rate as [11]. For experiments on ResNet, we follow [14], [56] and prune all the weighted layers with the same pruning rate at the same time. Therefore, only one hyper-parameter, the pruning rate of $P_i = P$ is used to balance the acceleration and accuracy. Note that choosing different rates for different layers could improve the performance [11], but it also introduces extra hyper-parameters. Our pruning operation is conducted at the end of every two training epochs, which provides a balance of accuracy and energy consumption during the pruning operation. Pruning of both the scratch model and the pre-trained model are compared. For pruning from scratch, we train the model from scratch and do not conduct additional fine-tuning. For pruning the pre-trained model, the learning rate is reduced to one-tenth of the initial learning rate. The training schedule is the same as [14].

3) Meta-Process Setting: The execution time would increase when the number of neighboring CNN increases. Specifically, the total execution time contains two parts. First, the time for the network training process. Second, the time for search at the end of the training epoch. Increasing the number of neighboring CNNs would affect the second part of the execution time, but not on the first part. For example, on the Quadro RTX 6000 GPU, training CIFAR-10 for one epoch takes 27.7 s, while searching for $N$ pruned models takes about $N \times 6.9$ s. To ensure the searching time does not exceed the training time too much, the value of $N$ is 4. So we follow the definition of the scope of search in Section III-D and choose to search four pruned models. These models are obtained from four pruning criteria, including $p = 1$ and $q = 1$ (for magnitude information, which are 1-norm criteria [11] and 2-norm criteria [14], respectively, and $q = 2$, in (5) for geometric information, which are Manhattan distance and the Euclidean distance, respectively. Note that our framework is compatible with any new pruning criterion. Based on the

---

### TABLE I

| Depth | Method | Pre-train? | Baseline acc. (%) | Accelerated acc. (%) | Acc. ↓ (%) | FLOPs | FLOPs ↓ (%) |
|-------|--------|------------|-------------------|----------------------|------------|-------|------------|
| 32    | MIL [68] | X          | 92.33             | 90.74                | 1.59       | 4.70E7| 31.2       |
|       | Ours (40%) | ✓          | 92.63 (±0.70)    | 91.85 (±0.09)        | 0.78       | 3.23E7| 53.2       |
| 56    | PPEC [11] | X          | 93.04             | 91.31                | 1.75       | 9.09E7| 27.6       |
|       | CP [32]  | ✓          | 92.80             | 90.90                | 1.90       | -     | 50.0       |
|       | SFP [14] | X          | 93.59 (±0.58)    | 92.26 (±0.31)        | 1.33       | 5.94E7| 52.6       |
|       | Ours (40%) | ✓          | 93.59 (±0.58)    | 92.76 (±0.03)        | 0.83       | 5.94E7| 52.6       |
| 110   | PPEC [11] | X          | 93.53             | 92.94                | 0.61       | 1.55E8| 38.6       |
|       | MIL [68] | X          | 93.63             | 93.44                | 0.19       | -     | 34.2       |
|       | SFP [14] | X          | 93.68 (±0.32)    | 93.38 (±0.30)        | 0.30       | 1.50E8| 40.8       |
|       | Retkhn [70] | X          | 93.77 (±0.23)    | 93.70 (±0.16)        | 0.07       | 1.50E8| 40.8       |
|       | Ours (40%) | X          | 93.68 (±0.32)    | 93.69 (±0.31)        | -0.01      | 1.21E8| 52.3       |
|       | Ours (50%) | X          | 93.68 (±0.32)    | 93.38 (±0.16)        | 0.30       | 9.40E7| 52.8       |
| 110   | PPEC [11] | X          | 93.53             | 93.07                | 0.20       | 1.55E8| 38.6       |
|       | NISP [12] | ✓          | -                 | -                    | 0.18       | -     | 43.8       |
|       | CLR [57] | X          | 93.68 (±0.32)    | 92.91 (±0.41)        | 0.77       | 1.21E8| 52.3       |
|       | Ours (40%) | ✓          | 93.68 (±0.32)    | 93.31 (±0.08)        | 0.37       | 1.21E8| 52.3       |
TABLE II

COMPARISON OF THE PRUNED RESNET ON IMAGE NET. "PRE-TRAIN?" AND "ACC. ↓" HAVE THE SAME MEANING WITH TABLE I

| Depth | Method         | Pre-train? | Baseline top-1 acc. (%) | Accelerated top-1 acc. (%) | Baseline top-5 acc. (%) | Accelerated top-5 acc. (%) | Top-1 acc. ↓(%) | Top-5 acc. ↓(%) | FLOPs ↓ (%) |
|-------|----------------|------------|-------------------------|---------------------------|-------------------------|---------------------------|----------------|----------------|-------------|
| 18    | MIL [68]       | X          | 69.98                   | 66.33                     | 89.24                   | 86.94                     | 3.65           | 2.30           | 34.6        |
|       | SFP [14]       | X          | 70.28                   | 67.10                     | 89.63                   | 87.78                     | 3.18           | 1.85           | 41.8        |
|       | Ours (30%)     | X          | 70.28                   | 67.66                     | 89.63                   | 87.90                     | 2.62           | 1.73           | 41.8        |
|       | Ours (30%)     | ✓          | 70.28                   | 68.31                     | 89.63                   | 88.28                     | 1.97           | 1.35           | 41.8        |
|       | COP [61]       | ✓          | 70.29                   | 66.98                     | -                       | -                         | 3.31           | -              | -           |
|       | Ours (40%)     | ✓          | 70.28                   | 67.11                     | 89.63                   | 87.49                     | 3.17           | 2.14           | 51.8        |
| 50    | Ours (40%)     | X          | 76.15                   | 74.13                     | 92.87                   | 91.94                     | 2.02           | 0.93           | 53.5        |
|       | Imp [62]       | ✓          | 76.18                   | 74.48                     | -                       | -                         | 1.70           | -              | 35.0        |
|       | ThiNet [31]    | ✓          | 72.88                   | 72.04                     | 91.14                   | 90.67                     | 0.84           | 0.47           | 36.7        |
|       | SFP [14]       | ✓          | 76.15                   | 62.14                     | 92.87                   | 84.60                     | 14.01          | 8.27           | 41.8        |
|       | CLR [57]       | ✓          | 76.15                   | 75.26                     | -                       | -                         | 0.89           | -              | 43.0        |
|       | NISP [12]      | ✓          | -                       | -                         | -                       | -                         | 0.89           | -              | 44.0        |
|       | CP [32]        | ✓          | -                       | -                         | 92.20                   | 90.80                     | -              | 1.40           | 50.0        |
|       | LFC [73]       | ✓          | 75.30                   | 73.40                     | 92.20                   | 91.40                     | 1.90           | 0.80           | 50.0        |
|       | ELR [36]       | ✓          | -                       | -                         | 92.20                   | 91.20                     | -              | 1.00           | 50.0        |
|       | DSA [48]       | ✓          | 76.60                   | 75.40                     | -                       | -                         | 1.33           | -              | 50.0        |
|       | Meta [60]      | ✓          | 76.60                   | 75.67                     | 92.87                   | 92.81                     | 0.48           | 0.06           | 42.2        |
|       | Ours (30%)     | ✓          | 76.15                   | 74.86                     | 92.87                   | 92.43                     | 1.29           | 0.44           | 53.5        |
|       | Ours (40%)     | ✓          | 76.15                   | 74.86                     | 92.87                   | 92.43                     | 1.29           | 0.44           | 53.5        |

TABLE III

PRUNING SCRATCH AND PRE-TRAINED VGGNET ON CIFAR-10. THE ABBREVIATION “W.O. FT” MEANS “WITHOUT FINE-TUNING”

| Setting \ Acc (%) | PFECE [11]       | Ours          |
|-------------------|------------------|---------------|
| Baseline          | 93.58 (+0.03)    | 93.58 (+0.03) |
| Prune from scratch| 93.31 (+0.03)    | 93.54 (+0.03) |
| Prune pretrain w.o. FT | 77.45 (+0.03) | 84.80 (+0.03) |
| FT 40 epochs      | 93.22 (+0.03)    | 93.26 (+0.03) |
| FT 160 epochs     | 93.28 (+0.03)    | 93.76 (+0.08) |

result in Section IV-F, we consider the top-5 loss as the meta-attributes to evaluate the network at the current state. Besides, the sparsity level $\kappa$ is utilized as a meta-attribute to balance the accuracy and the computational cost.

In Tables I and II, the method labeled “Ours (40%)” means we prune 40% filters of the layers during training when the pruned filters is recovered. We compare our method with existing state-of-the-art acceleration algorithms, e.g., more is less (MIL) [68], pruning filters for efficient ConvNets (PFECE) [11], CP [32], ThiNet [31], SFP [14], neuron importance score propagation (NISP) [12], pruning filter via geometric median (FPGM) [56], leveraging filter correlations (LFC) [73], exploring linear relationship (ELR) [36], automl for model compression (AMC) [69], DSA [48], NPPM [47], SCP [46], and CLR [57]. Experiments show that our MFP achieves the comparable performance with the state-of-the-art results.

C. VGGNet on CIFAR-10

The result of pruning scratch and pre-trained VGGNet is shown in Table III. Not surprisingly, MFP achieves better performance than [11] in both settings. With the pruning criterion selected by our method, we could achieve better accuracy than [11] when pruning the random initialized VGGNet (93.54% versus 93.31%). In addition, the pruned model without fine-tuning has a better performance than [11] (84.80% versus 77.45%). After fine-tuning 40 epochs, our model achieves similar accuracy with [11]. Notably, if more fine-tuning epochs (160) are used, [11] achieve similar result with fine-tuning 40 epochs (93.28% versus 93.22%), while our method could attain a much better performance (93.76% versus 93.26%).

D. ResNet on CIFAR-10

For the CIFAR-10 dataset, we test our MFP on ResNet (depth 32, 56 and 110). We use two different pruning rates 40% and 50%. As shown in Table I, the experiment results validate the effectiveness of our method.

Result Explanation: For example, comparing to SFP [14], when we prune 52.6% FLOPs of the scratch ResNet-56, our MFP has a 0.50% accuracy improvement over SFP [14] (0.83% versus 1.33%). Besides, MIL [68] accelerates the scratch ResNet-32 by a 31.2% speedup ratio with a 1.59% accuracy drop, but our MFP achieves a higher speedup ratio with only less accuracy drop. For pruning the pre-trained ResNet-56, our method achieves a higher acceleration ratio than CP [32] with a 0.97% accuracy increase over CP [32]. When compared with PFECE [11], our method achieves a higher speedup ratio even with accuracy improvement. Compared to DSA [48], we achieve the 2.9% more acceleration ratio with 0.19% less accuracy drop on ResNet-56. When we achieve the same speed-up ratio with CLR [57], our accuracy is 0.74% better than CLR [57] on ResNet-56. Our performance is also better than NPPM [47] and SCP [46] in terms of both accuracy and acceleration ratio. Moreover, we achieve a better accuracy than that mentioned in [70], which is consistent with the conclusion given in [70] that different initializations would lead to different result networks. The first reason for our superior result is that our criterion explicitly models the geometric information between filters by taking advantage of three corresponding measures. Besides, we adaptively
select the suitable criteria to match the current filter distribution, which may keep changing during the pruning process. Previous works [11], [12], [14], [32], [68] pre-specify a criterion before pruning and keep it fixed during the entire pruning process, yet fail to consider that the selected criterion may no longer be suitable anymore after epochs of training.

**E. ResNet on ILSVRC-2012**

For the ILSVRC-2012 dataset, we test our method on ResNet-18 and ResNet-50; and we use pruning rate 30% and 40% for these models. Following [14], we do not prune the projection shortcuts. The results are shown in Table II.

**Result Explanation:** For the random initialized ResNet-18, MIL [68] accelerates the network by a 34.6% speedup ratio with a 3.65% accuracy drop, but our MFP achieves a 41.8% speedup ratio (7.20% better) with only a 2.62% accuracy drop (1.03% better). Compared to SFP [14], when we prune the same ratio (41.8%) of FLOPs of the ResNet-18, our MFP has a 0.56% accuracy improvement over SFP [14].

For pruning the pre-trained ResNet-50, our MFP reduces 41.8% FLOPs in the network with only a 0.06% top-5 accuracy drop. In contrast, ThiNet [31] reduces 36.7% FLOPs (5.1% worse than ours) with a 0.47% top-5 accuracy drop (0.41% worse than ours). In addition, SFP achieves the same acceleration ratio as MFP; with a 8.27% top-5 accuracy drop (8.21% worse than ours). Compared to NISP [12], we achieve a similar acceleration ratio with a smaller accuracy drop (0.48% versus 0.89%). When we prune 53.5% FLOPs of the pre-trained ResNet-50, our MFP has 0.44% top-5 accuracy drop, while CP [32] reduces 50.0% FLOPs of the network with 1.40% top-5 accuracy (0.96% worse than ours). Comparing to Imp [62], we achieve a 18.5% more acceleration ratio (53.5% versus 35.0%) with a 0.41% smaller accuracy drop (1.29% versus 1.70%). When we achieve a similar FLOPs drop rate with COP [61], our accuracy drop is 1.34% less than COP [61]. Also, we can obtain 8.5% more acceleration ratio with 0.14% less accuracy drop than COP [61]. We also achieve comparable results with MetaPruning [60], when our speed-up ratio is 2.3% better than MetaPruning [60] (53.5% versus 51.2%), the accuracy drop is similar (1.29% versus 1.20%). The superior performance may come from that our method considering the magnitude information and the geometric information of the filters.

**F. Case Study**

1) **Different Criteria During Training:** The pruning criterion during the training process of two different initializations are shown in Fig. 3. The norm-based criterion includes 1-norm and 2-norm. The relational criterion includes Manhattan distance.
and Euclidean distance. By comparing these two figures, we conclude that our MFP could adaptively select proper criteria during the training process with different initializations. For the selected pruning criteria, we find that during the early training process, the distance-based criteria are adopted less than norm-based criteria. The above phenomena may be caused by the training knowledge from the training set. During the early training stage, the filters have not learned enough training set knowledge, and the geometric information of filters is not particularly meaningful, so the norm-based criteria are preferred. After more training epochs, the filters obtain the information from the training set, and the geometric information of filters becomes meaningful; then the distance-based criteria begins to take effect.

2) **Realistic Acceleration:** We measure the forward time of the pruned models to compare the theoretical and realistic acceleration. The experiment is conducted on one GTX1080 GPU with a batch size of 64 (see Table IV). As discussed in the above section, the gap between the theoretical and the realistic acceleration may come from the limitation of IO delay, buffer switch, and efficiency of BLAS libraries.

3) **Memory Footprint:** We test the memory footprint before and after pruning on NVIDIA RTX6000 GPU. For a batch size of 256, ResNet on CIFAR-10 requires 1423-MB memory footprint before pruning. After pruning 52.3% FLOPs, the required memory footprint is 840 MB, which is 41.0% less than the original memory footprint. The gap comes from operations such as BN and pooling.

4) **Varying Pruned FLOPs:** We change the ratio of pruned FLOPs for ResNet-110 on CIFAR-10 to comprehensively understand our MFP, as shown in Fig. 4(a). We are able to prune more than 40% of the filters of the network without affecting the performance. When the ratio of pruned FLOPs exceeds the baseline model without pruning. This means our MFP could choose the proper criterion and prune the suitable filters. In addition, our MFP may have a regularization effect on the neural network.

5) **Varying Pruning Interval:** The pruning interval refers to the number of training epochs between two pruning operations. We change the pruning interval from one epoch to ten epochs, as shown in Fig. 4(b), which illustrates the absence of large fluctuations in model accuracy across different pruning intervals. This result means the performance of our framework is not sensitive to the pruning interval.

6) **Varying Meta-Attributes:** We compare several meta-attributes to understand the MFP comprehensively. The meta-attributes includes top5 loss, top1 loss, the mean value of the network, sparsity level \( \kappa \), and so on (see Fig. 5). Table V shows the comparison between different meta-attributes. The sparsity level \( \kappa \) meta-attributes is directly related to the acceleration ratio of the network. If we pre-define the expected acceleration ratio, the sparsity level \( \kappa \) of the pruned model would be the same. Hence, we should consider other meta-attributes to distinguish between the pruned models. We find that top5 loss is a better meta-attribute compared to top1 loss, as it reflects more information and is thus more general. The improvement of top5 meta-attributes over random meta-attributes validates the effectiveness of the meta pruning process. From a statistical perspective, we also use the mean value of the network as a meta-attribute. The poor performance of mean value meta-attributes may be attributed to the fact that too much information about the network is lost in the mean calculation. Finding better meta-attributes is to be explored in future investigations.

7) **Varying Convergence:** The state of convergence in CNNs influences the search results of (9). To examine the convergence on the search results of (9), we change the training
epoch to test the final search results (In Fig. 6). When the training epoch equals zero, that is, we prune the model from scratch, the accuracy of the pruned model is about 92.5%. The reason why this setting could achieve good results might be due to the “lottery ticket hypothesis” proposed in [80]. Specifically, randomly initialized networks contain subnetworks (“winning ticket”) that reach test accuracy comparable to the original network. When the training epoch reaches 20 to 80, the accuracy drops to about 89%. This means the preliminary convergence at early epochs is not ideal to search for pruned models and may harm the accuracy. Further increasing the training epoch to 120 would boost the accuracy. The reason is that the convergence at later epochs is sufficient to search for a good pruned model. If the training epoch continues to increase, the accuracy will drop dramatically. This decrease in accuracy is because the network would not have enough training time to recover accuracy from the pruning operation. Since the total training epoch is 200, if the number of training epochs is larger than 180, the remaining epoch is smaller than 20, which is not enough for the network to recover accuracy.

8) Varying Execution Time: We use four neighboring CNNs in the experimental setting to balance the optimality and execution time. To better understand the influence of the execution time on the pruning results, we change the number of candidate neighboring CNNs so that the execution time could change. The results are shown in Fig. 7. Generally, when we increase the number of neighboring CNNs from 2 to 5, the execution time would increase from 42 to 63 s, and the accuracy would increase. This is because a larger search space is beneficial to the final accuracy. We also find that if execution time keeps increasing, the accuracy improvement will gradually become smaller. For example, increasing the execution time from 50 to 55 would lead to about 0.20% accuracy improvement. In contrast, increasing the execution time from 57 to 62 would lead to only 0.03% accuracy improvement. These results also demonstrate that our scope of search is appropriately defined. Further increasing the execution time or the scope of search does not bring considerable improvement.

G. Analysis of Pearson Correlation Based Criterion

We test the criterion that removes the filters that have a large Pearson correlation [81] with other filters. It shows that our meta-process succeeds in excluding bad criteria during training.

1) Single Criterion: First, we compare the Pearson correlation-based method with the Minkowski distance-based criterion without meta-process, that is, only one criterion is utilized. The results are shown in Table VI. The Pearson correlation-based criterion is about 27% less accurate than the Minkowski distance-based criterion when pruning the scratch models and has about 17% less accuracy when pruning the pre-trained models. It is clear that the Pearson correlation-based criterion is not as effective as the Minkowski distance-based criterion to serve as a pruning criterion in our framework.

2) Multiple Criteria: In order to see whether the Pearson correlation-based criterion will be chosen in the meta-process in (9), we add the Pearson correlation-based criterion as an additional candidate pruning criterion in the meta-process. The other four criteria are the same in the experiment settings in Section IV-B. After examining the meta-process during the whole training process, we find that the Pearson correlation-based criterion is not selected. This result also shows that the Pearson correlation-based criterion is not an essential pruning criterion in our framework.

3) Explanation: To comprehensively understand the network, we plot the kernel distribution estimate (KDE) [82] for the norm distribution of all convolutional layers, as shown in Fig. 8. The norm distribution reflects the weight values of the filters. From the figure, we find that the lower layers have a broader range of norms than the upper layers. For example, the range of the norm of the first layer (indicated by the deep red line) is (0.5, 1.5), and the range of norm of the 16th layer is (0.8, 1.1). Since different layers have different functions [20], these results imply that in neural networks, different functions...

---

**Fig. 6.** Varying training epochs to test the effects of the convergence of CNNs on the search results of (9). The total training epoch for pruning ResNet-56 on CIFAR-10 is 200. (The solid line and shadow denote the mean and standard deviation of three experiments, respectively.)

**Fig. 7.** Varying execution time to test accuracies of pruned models. (The solid line and shadow denote the mean and standard deviation of three experiments, respectively.)

**Table VI**

| Criteria                  | pretrain? | Accuracy (%) |
|---------------------------|-----------|--------------|
| Minkowski                | ✓         | 92.37 (±0.30) |
| Pearson                  | ✓         | 65.01 (±10.07) |
| Minkowski                | ✓         | 93.37 (±0.13) |
| Pearson                  | ✓         | 75.19 (±11.87) |
Fig. 8. Norm distribution of filters from different layers of ResNet-18 on ILSVRC-2012. Different colors represent different layers. The density is obtained with kernel distribution estimate (KDE) of the norm distribution.

TABLE VII
Pruning ResNet-56 on CIFAR-10 with Cosine Distance Criterion. “Multiplicel Means Five Criteria Including Cosine Distance Criterion and Four Criteria Listed in Section IV-B

| Criteria          | pretrain | Accuracy (%) |
|-------------------|----------|--------------|
| Only Cosine       | X        | 72.33 (±13.22) |
| Multiple          |          | 92.29 (±0.13)  |
| Only Cosine       | ✓        | 71.61 (±4.98)  |
| Multiple          | ✓        | 93.32 (±0.07)  |

are achieved by different filter values. The above phenomenon may account for the Pearson correlation-based criterion is not a suitable pruning criterion. A key mathematical property of the Pearson correlation coefficient [81] is that the Pearson correlation coefficient of two variables \(X\) and \(Y\) is invariant under changes in location and scale in these two variables. Specifically, transforming a variable \(X\) to \(a + bX\) would not change the Pearson correlation coefficient. Therefore, the Pearson correlation-based criterion could not distinguish different functions in the neural network, where the location and scale are crucial for conducting different functions.

H. Analysis of Cosine Distance Based Criterion

We also test the measure based on cosine distance [83] in Table VII. “Only Cosine” means just the cosine distance criterion is used as the pruning criterion, while “Multiple” indicates five criteria, including cosine distance criterion and four criteria listed in Section IV-B. We find that cosine distance criterion has low accuracy and is not suitable for pruning. Moreover, in the “Multiple” setting, we find the cosine distance criterion is never selected by our meta-process. This means that our meta-process succeed in excluding the bad criterion, such as the cosine distance criterion, during the process of decision.

I. Analysis of Weighted Criteria

We further examine the results of weighted criteria, and the results are shown in Table VIII. Specifically, we first obtain the rankings under each criterion. Then we calculate the average ranking for several candidate criteria. In this way, the average ranking can be viewed as the ranking of weighted criteria.

We do not use the importance scores because the importance scores for different criteria has various ranges, which makes the weighting process difficult. In Table VIII, “Norm-1 + Dist-1” means the weighted criteria for \(\ell_1\)-norm-based criterion and Manhattan distance-based criterion. It is clear that “Norm-1 + Dist-1” achieves the best performance because both \(\ell_1\)-norm-based criterion and Manhattan distance-based criterion are good for pruning. In contrast, other weighted criteria containing the Pearson criterion obtain smaller accuracy than “Norm-1 + Dist-1.” These results show that it is difficult for the weighted criteria to exclude the “bad effects” of bad criteria such as the Pearson criterion.

J. Feature Map Visualization and Explanation

We visualize the feature maps of the first layer of the first block of ResNet-18, as shown in Fig. 5. We rank the 64 channel in this layer with number 0 to 63 and set the pruning rate to 10% to choose six filters to be pruned. We select the channel (44, 29, 56, 30, 51) via the \(L_2\)-norm criterion and select the channel (44, 56, 29, 51, 52, 24) via Euclidean distance criterion. For both criteria, we select channel (29, 44, 51, 56), but order of the channels is different.

We focus on the different channels selected by these criteria to illustrate their difference. In addition to the common part, the norm-based criterion select (30, 62), while the distance-based criterion select (24, 52). Channel (30, 62) have rather small activation values and might be meaningless to the network, so they are selected by the norm-based criterion. For channel (24, 52), the rough shapes of the cat in these channels are similar to other channels such as (17, 23, 25, 32, 59), so the distance-based criterion (relational criterion) prefers to prune these channels. These results validate our points that norm-based criterion and distance-based criterion consider different aspects of the network. In this way, during the updating of the network and the filter distribution, adaptively selecting those criteria is necessary.

V. Conclusion and Future Work

In this article, we propose a new MFP strategy for deep CNNs acceleration. Unlike the existing norm-based criterion, MFP explicitly considers the geometric information...
between filters. Furthermore, as a meta-framework, MFP adaptively selects the suitable criteria during training to fit the current filter distribution. Results show that MFP advances the state-of-the-art methods in several benchmarks. In the future, we could consider utilizing different criteria for different layers of the network. Even within a network layer, we could combine different criteria for filter pruning. Besides, whether a better meta-attribute exists is yet to be explored. Moreover, other parallel acceleration algorithms, such as low-compression weights, could be used as a complementary method to improve the performance further.
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