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ABSTRACT

Financial markets are of much interest to researchers due to their dynamic and stochastic nature. With their relations to world populations, global economies and asset valuations, understanding, identifying and forecasting trends and regimes are highly important. Attempts have been made to forecast market trends by employing machine learning methodologies, while statistical techniques have been the primary methods used in developing market regime switching models used for trading and hedging. In this paper we present a novel framework for the detection of regime switches within the US financial markets. Principal component analysis is applied for dimensionality reduction and the $k$-means algorithm is used as a clustering technique. Using a combination of cluster analysis and classification, we identify regimes in financial markets based on publicly available economic data. We display the efficacy of the framework by constructing and assessing the performance of two trading strategies based on detected regimes.
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1 INTRODUCTION

There is a variety of empirical evidence and corresponding studies which suggest that the time-series behaviors of both economic and financial data may not express invariable patterns through time. Intervals of divergent behavior in financial and economic time-series are often referred to as regimes. The relations between financial markets, global economies, asset valuations, and world populations has made the detection of market regime switches of importance to researchers and practitioners. The financial markets may be qualitatively characterized by various non-disjoint regimes. Periods of high and low volatility influence the actions of traders and investors alike. Often, economic expansions and contractions dictate the long-term market environment, while certain assets can exhibit mean-reverting or trending behaviors in the short-term [2, 6, 11]. The presence of herding, originally studied in [3], as well as contrarianism may generate changes in market conditions such as misalignments in price action and fundamental asset valuations, among others [9, 10, 33, 38, 39]. The aforementioned behaviors and properties which present themselves over time characterize unique sets of market regimes which may occur simultaneously.

To capture the dynamic behavior of such time-series, it is often preferable to employ multiple models. Particularly, when attempting to model financial time-series over a set of regimes, the Markov switching model [18], also known as the regime switching model, has been studied and applied. Generally, the Markov switching model is governed by an unobservable state variable and time-varying transition probabilities. Despite the many empirical applications and theoretical developments involving Markov switching models, a necessary condition for the method is the need to know the number of regimes which exist prior to estimating model coefficients. This limits the flexibility of the regime switching model in two contexts. The first being applications where modeling and forecasting the time-series may be undesirable, and identifying the occurrence of the underlying regimes may be all that is sought after. The second consists of contexts where it may be beneficial to directly infer the number of regimes from data.

In this study, we seek to identify meaningful regimes financial time-series may be subject to at different points in time without explicitly modeling the time-series as an autoregressive process. As such, we provide an alternative approach to detecting regime switches through the use of a hybrid learning framework. The $k$-means clustering algorithm is used to detect points in time which share underlying characteristics, grouping the data into distinct regimes. We show how clustering may be a desirable approach to regime detection as the number of regimes in the data can be passively inferred. Classification models are fit to the regimes detected by $k$-means, and are then used to predict the regime corresponding to each observation in the out-of-sample data. Based on the historical performance of assets during regimes identified in training data, trading strategies are constructed, displaying one application of the approach in trading and portfolio management.

The paper is organized as follows. Related work is presented in Section 2. In Section 3 we discuss the data set used in this work
and the related pre-processing techniques applied to the data, including the use of principal component analysis. Section 4 outlines the framework for regime detection using unsupervised learning. Specifically, the combination of cluster analysis and classification used in the unsupervised learning approach along with in-sample model performance are presented in Sections 4.1 and 4.2. In Section 5 we display the efficacy of this approach and a potential use-case of this framework. The construction and performance of two trading strategies based on the detection of regime switches is discussed. The paper is then concluded in Section 6.

2 LITERATURE REVIEW

The Markov switching model, which governs shifts in the coefficients of an autoregression through a discrete-state Markov process, was originally presented in [18]. Extensions of this work were quickly established with the use of the EM algorithm for maximum likelihood estimation along with the application of the cointegrated vector autoregressive process subject to Markovian shifts [19, 27]. The Markov switching model of conditional mean was extended to incorporate the switching mechanism into conditional variance models as well. The autoregressive conditional heteroscedasticity (ARCH) and generalized autoregressive conditional heteroscedasticity (GARCH) models were studied with Markov switching in [5, 20], among others. GARCH with Markov switching was used to model and forecast price volatility in gold; it was found that trading gold futures based on this model resulted in higher cumulative return compared to other GARCH type models [37]. The regime switching ARCH model is also seen in the modeling of Taiwanese stock market volatility [8]. The Markov switching model and its variants have been applied widely in the analysis of economic and financial time-series. The analysis and forecasting of economic business-cycles can be seen in [16], which has gone on to be an important application of the Markov switching model. Among other use-cases, variants of the Markov switching model have been employed to analyze the behavior of interest rates and foreign exchange rates as well [13, 15, 17]. A multivariate extension of the regime switching model is used in [36] where regime dependence is found in the relationship between the stock index spot and foreign exchange rates as well [13, 15, 17]. A multivariate extension of the regime switching model is used in [36] where regime dependence is found in the relationship between the stock index spot and foreign exchange rates as well [13, 15, 17].
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3 DATA AND METHODS

In this study, open-source Federal Reserve Economic Data (FRED) from aggregator Quandl is used [34]. The data used ranges from January 7, 1994 to April 1, 2020, with each unique time-series tracking an economic statistic by its day-on-day percentage change. These time-series can be grouped into eight categories: growth statistics, price and inflation indices, money supply statistics, interest rates, employment statistics, income and expenditure statistics, debt levels, and miscellaneous indicators which report housing starts and gross private domestic investment, among others. In practice, the release of economic data can be infrequent and impacts the way both investors and traders participate in the markets. Projections are often made in between data releases; although useful, these expectations are often given context using the latest official data releases. Different data sources and aggregators can exhibit inconsistencies in projections and forecasts depending on the economic statistic in question. Consequently, in this study, missing values which naturally occur in between reporting dates of a statistic were imputed using the latest observed percentage change in the data. This coincides with the most recent official information a trader or investor may have at a given point in time. Some time-series observations and economic statistics were removed from the data set prior to analysis due to having a late first reporting date or an extremely low frequency of reporting. The resulting matrix contains 48 time-series (columns) which track various macroeconomic statistics within the USA over 6625 time observations (rows). The data is split into in-sample (training) and out-of-sample (test) sets. The training data consists of all observations up to and including December 31, 2013 (5051 observations). Testing data contains observations from January 1, 2014 onward (1574 observations).

3.1 Principal Component Analysis

Let $\mathbf{R}$ be the data matrix of size $T \times S$, where $T$ is the total number of time observations considered, and $S$ is the total number of economic statistics used as features in this work. Every entry $r_{ij}$ of matrix $\mathbf{R}$ represents the day-on-day percentage change of economic statistic $j$ at time $i$. Principal component analysis (PCA) is performed on the matrix $\mathbf{R'}$, the column-standardized version of $\mathbf{R}$, using its singular value decomposition (SVD). The resulting matrix, denoted $\mathbf{X}$, contains 48 principal components. The derivation of PCA and its properties are discussed in [23–25, 30].

Principal component analysis is used as a dimensionality reduction and feature extraction technique. We seek to capture maximal variance from the original data set using linear combinations of the economic statistics at each point in time. The resulting principal components are uncorrelated time-series observations. This allows for a lower dimensional representation of the original data; we elect to use 26 principal components in the analysis which collectively contain 90% of the variance present in the original data. Table 1 displays a summary of the results produced by PCA—the eigenvalue of each dimension represents the amount of variance the dimension captures.

The loadings of the first two principal components allow for their characterization with respect to the economic statistics contained in the original data. The first principal component primarily captures economic productivity within the USA. The top four factors

$$r_{ij} = \text{day-on-day percentage change of economic statistic } j \text{ at time } i$$
We perform cluster analysis on the training data set using the \( k \)-means algorithm with euclidean distance [22]. The value of \( k \) used in this work is inferred from the training data through the average silhouette width method [26, 35]. The selection of \( k \) is automated by choosing the value of \( k \) which maximizes the average silhouette width. In this work we restrict the values of \( k \) which may be denoted \( k = 2 \). The top four contributors to the second principal component include personal saving rate, real disposable personal income, disposable income, and personal consumption expenditures. As such, principal component two primarily represents economic income and expenditure-related factors.

### 4 REGIME DETECTION

In this regime detection framework, we perform a cluster analysis on the principal components to identify intervals in which the time-series exhibit similar underlying behaviors and characteristics. Through this we are able to find distinct groupings in which each observation may belong, and these groupings are the regimes that are detected in the data. The process of regime detection on the out-of-sample principal component data is framed as a classification task where the regimes detected through cluster analysis act as the classification labels for the in-sample data. Although clustering algorithms such as \( k \)-means and \( k \)-medoids may be extended to cluster out-of-sample data by assigning each of the new out-of-sample observations to the pre-existing centroid or medoid with the smallest distance or dissimilarity, the ability to cluster out-of-sample data is not necessarily generalizable to other algorithms. By combining cluster analysis and classification in this way, we are able to develop a framework that is model agnostic with respect to the clustering algorithm chosen in a given instance.

#### 4.1 Regime Clustering

We perform cluster analysis on the training data set using the \( k \)-means clustering algorithm with euclidean distance [22]. The value of \( k \) used in this work is inferred from the training data through the average silhouette width method [26, 35]. The selection of \( k \) is automated by choosing the value of \( k \) which maximizes the average silhouette width. In this work we restrict the values of \( k \) considered to be in the range 1 to 6. The average silhouette width for the possible values of \( k \) considered is displayed in Figure 1. From this we select \( k = 2 \) such that the training data is segmented into two detected regimes. The \( k \)-means algorithm is run with 100 random initializations to ensure the stability of the clusters.

Figure 2 displays the first two principal components colored by the occurrence of regimes 1 and 2. It can be seen that meaningful and distinct regimes are detected from the data. Both the latter half of the 2000–2002 dot-com bubble as well as the majority of the 2007–2009 financial crisis are captured in regime 2 (colored light blue). This is indicative of regime 2 coinciding with economic crises and market bubbles originating from the US financial markets. Regime 1 (colored black) coincides with non-crisis periods where the economy and financial markets within the US are generally operating in the absence of abnormal market behavior and events.

#### 4.2 Regime Classification

Supervised learning models are fit to the in-sample principal component data and regimes, and is subsequently used to predict the regimes of the out-of-sample observations. The models considered include linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), logistic regression, decision tree classifier, adaptive boosting (AdaBoost), and naive bayes classifier. Each of the models used in this work take the first 26 principal components as input, which may be denoted \( X_1, \ldots, X_{26} \), and are trained over the time period 1994–2013. The models produce a binary output which is then mapped to a value in \{1, 2\}, representing the regime predicted. Model performance is assessed using 10-fold cross-validation. Table 2 displays the in-sample performance results including area under the ROC curve (AUC), accuracy, and F1 score for each model.

| Model          | AUC   | Accuracy | F1 Score |
|----------------|-------|----------|----------|
| LDA            | 0.9996| 0.9909   | 0.9950   |
| QDA            | 0.9912| 0.9661   | 0.9813   |
| Logistic Regression | 1.0000 | 0.9996 | 0.9998   |
| Decision Tree  | 0.9957| 0.9990   | 0.9995   |
| AdaBoost       | 1.0000| 0.9994   | 0.9997   |
| Naive Bayes    | 0.9852| 0.9596   | 0.9777   |

All models demonstrate a strong ability to classify regimes, with each model achieving an accuracy above 0.95 and a minimum AUC of 0.98. The naive bayes classifier performs the poorest across all three metrics while both logistic regression and AdaBoost produce ideal ROC curves with an AUC of 1. These performance metrics may assist in model selection for strategy construction by assessing each model’s ability to generalize on the out-of-sample data.

**Figure 1:** Average silhouette width across 6 values of \( k \).

**Table 1:** Results of principal component analysis.

| Principal Component | Dim 1 | Dim 2 | Dim 3 |
|---------------------|-------|-------|-------|
| Eigenvalue          | 8.987 | 3.089 | 3.023 |
| % of variance       | 18.72 | 6.44  | 6.30  |
| Cumulative % of variance | 18.72 | 25.16 | 31.46 |

**Table 2:** Model performance on in-sample data.
Despite this, we employ all models in constructing unique trading strategies to explore the existence of any relationships between the performance evaluation metrics and performance of the trading strategies considered.

5 BACKTEST RESULTS

We display the efficacy of this hybrid approach through the construction of two trading strategies, tail-hedging and tactical allocation. The decision rules governing the assets in a specific strategy are defined by the historical performance of the assets through the regimes identified in the in-sample data. The tail-hedging strategy considered here is executed for a single asset, where performance is benchmarked against the underlying asset’s passive buy-hold performance (Table 3). Tactical allocation is a rotational strategy which consists of multiple assets. The performance of the strategy is benchmarked against a passive buy-hold strategy applied to the S&P 500. Every asset is traded through its respective continuous front month futures contract. The performance of each strategy is assessed over the out-of-sample time period, 2014–2020.

The trading mechanism for both strategies is as follows: at the end of day $t$, new data is released and pre-processed giving inputs $X_1, \ldots, X_{26}$. These are used by the selected classification model to predict the current regime on day $t + 1$. Based on the predicted regime, an appropriate trade is executed on day $t + 1$ in accordance with a strategy’s decision rules. Positions are entered at the start of day $t + 1$ and held until the start of day $t + 2$, where the same process follows and the position is reassessed. Transaction costs are assumed to be negligible for each trade that is executed.

5.1 Strategy 1: Tail-hedging

The tail-hedging strategy is designed for investors that seek long exposure to a given asset while being hedged against crisis periods. The strategy holds a long position during regime 1 and switches to a short position during regime 2; it is designed for assets with positive expected returns during regime 1 and negative expected returns in regime 2. We demonstrate the performance of this strategy using the continuous front month futures contracts on crude oil and the S&P 500, respectively.

Applied to the S&P 500, four out of six models were able to construct a tail-hedging strategy which achieves higher cumulative returns than the benchmark; five of the models achieved a lower maximum drawdown. The strategy produces an average alpha of 5.12% across the models while maintaining an average beta of 0.498. The cumulative return of the S&P 500 tail-hedging strategy constructed by the LDA model can be seen in Figure 3. The strategy outperforms the benchmark S&P 500 and is able to reduce maximum drawdown by approximately 7%.

When applied to crude oil, all six models achieve higher cumulative returns and lower maximum drawdowns in comparison to the passive buy-hold strategy. The tail-hedging strategy preserves an average beta of 0.523 and produces an average alpha of 13.39% across models. Figure 4 displays the cumulative return of the crude oil tail-hedging strategy constructed by the decision tree model.
Table 3: Out-of-sample performance for benchmark asset buy-hold strategies.

| Benchmark Asset | Cumulative Return (%) | Annualized Expected Return (%) | Annualized Volatility (%) | Daily Return Skewness | Daily Return Kurtosis | Maximum Drawdown (%) |
|-----------------|-----------------------|--------------------------------|--------------------------|-----------------------|----------------------|----------------------|
| S&P 500         | 158.63                | 8.62                           | 15.67                    | -0.080                | 11.958               | 27.95                |
| Crude Oil       | 20.41                 | -17.72                         | 38.77                    | -1.177                | 16.095               | 81.29                |

The strategies resulting from the decision tree and AdaBoost models exhibit nearly identical performance. The strategies realize an improved cumulative return of approximately 132% compared to the benchmark’s 20.41% over the same period, as well as an annualized alpha of 20.53%. The strategies also reduce maximum drawdown by 6.7%. The performance of the tail-hedging strategy produced by each model for crude oil and the S&P 500 is displayed in Table 4. Despite identifying medium–strong linear relationships between in-sample performance metrics and the performance of the resulting strategies, as assessed by Pearson’s correlation coefficient \(0.5 < |R|\), none are statistically significant at \(\alpha = .05\). As reflected in the results, the tail-hedging strategy constructed through this hybrid learning approach would allow investors to attain superior risk-adjusted returns over the out-of-sample period compared to buy and hold passive investment strategies. The regime switching based tail-hedging strategy displays the capability to effectively generate positive alpha for investors while sustaining beta exposure to underlying assets.

Figure 4: Out-of-sample performance of the crude oil tail-hedging strategy constructed based on the decision tree model’s regime signals.

5.2 Strategy 2: Tactical Allocation

Tactical allocation acts to hedge investors during crisis periods and minimize risk through multi-asset diversification, while providing investors with reasonable exposure to equity risk premium during non-crisis periods. The strategy rotates between two different portfolios. The active portfolio at a given point in time is dependent on the detected regime. Throughout regime 1, the strategy maintains a traditional 60/40 portfolio consisting of the S&P 500 and U.S. treasury bonds. During regime 2, the strategy switches to a portfolio of short positions on the S&P 500 and crude oil, and long positions in gold and U.S. treasury bonds, each allocated 25% of the total portfolio weight. All six models were able to achieve higher cumulative returns and lower maximum drawdowns in comparison to the benchmark (S&P 500). The strategy produces an average alpha of 8.24% across all models and an average beta of approximately 0.248. Figure 5 displays the simulated portfolio cumulative return for the tactical allocation strategy using the decision tree model for signal generation. Again, the portfolio performance resulting from the regime detection of both the decision tree and AdaBoost models is nearly identical, and exceeds those of the benchmark. The resulting strategies attain a significant reduction in maximum drawdown and annualized volatility with differences of 17.83% and 5.92%, respectively. Both strategies also show an increase of 2.91% in annualized expected return relative to the S&P 500. Overall, the tactical allocation strategy is able to generate positive alpha while maintaining low beta exposure to the equity market. As results show, the strategy would enable investors to capture superior risk-adjusted returns compared to the S&P 500 benchmark over the out-of-sample period.

Figure 5: Out-of-sample performance of the tactical allocation strategy constructed based on the decision tree model’s regime signals.

The performance statistics for the tactical allocation strategy produced by each model are shown in Table 5. The accuracy of a model, assessed by cross-validation on the in-sample data, displays a strong correlation with the cumulative return \(P = .04\), annualized expected return \(P = .04\), and maximum drawdown \(P = .01\) of the tactical allocation strategy; these correlations are 0.836, 0.832, and −0.905, all of which are statistically significant at \(\alpha = .05\). Statistically significant relationships are also found
between the F1 score and the aforementioned trading strategy performance statistics; the correlations are 0.836, 0.832, −0.905, while the P-values are $P = .04$, $P = .04$, and $P = .01$, respectively. This implies that a notable association exists between these performance evaluation metrics and the out-of-sample performance of the tactical allocation strategy. In practice, one might seek a classification model which is able to maximize accuracy and F1 score in order to construct the optimal tactical allocation strategy based on regime switches. In-sample AUC shows no statistically significant relationships with any measure of performance for the tactical allocation trading strategy.

6 CONCLUSION AND FUTURE WORKS

In this work, we present a novel approach for the detection of regime switches using a combination of unsupervised and supervised learning techniques. Specifically, we show that cluster analysis with classification provides a hybrid framework for regime detection. We identify and exhibit one method for inferring and subsequently automating the selection of the number of regimes which exist through the average silhouette width method. Further, we demonstrate a practical application of this approach through the construction of two successful trading strategies in the financial markets; though, specific use-cases may be adopted within areas of portfolio management and systematic trading.

Building on the use of economic data in this study, assessing the effectiveness of this approach using asset specific factors and statistics may be a natural extension of this work. In this study we use differentiated time-series which lack the memory that is often intrinsically embedded within time-series data – other pre-processing steps may be worth exploring in order to maximize information retention. Due to the approach being model agnostic it is desirable to consider the use of other measures of distance and dissimilarity, as well as clustering methods such as those which are hierarchical or density-based. Assessing how these methods influence the number and types of regimes inferred from data could allow for the development of systems configured specifically for collections of related time-series. Although associations are found between in-sample performance metrics and out-of-sample trading strategy performance in this study, the significance of such relationships is not directly evident. Further study is necessary to better understand these relationships, and would increase the confidence in the out-of-sample performance produced by trading strategies resultant from the proposed hybrid framework.
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|                | Cumulative Return (%) | Annualized Expected Return (%) | Annualized Volatility (%) | Daily Return Skewness | Daily Return Kurtosis | Annualized Alpha (%) | Beta | Maximum Drawdown (%) |
|----------------|-----------------------|--------------------------------|---------------------------|-----------------------|-----------------------|----------------------|------|----------------------|
| LDA            | 193.55                | 11.07                          | 9.96                      | 2.623                 | 47.864                | 8.40                 | 0.309| 11.51                |
| QDA            | 167.73                | 8.75                           | 9.67                      | 0.159                 | 18.509                | 4.92                 | 0.445| 17.59                |
| Logistic Regression | 182.09             | 10.06                          | 9.69                      | 2.669                 | 50.799                | 8.13                 | 0.224| 11.51                |
| Decision Tree  | 199.46                | 11.53                          | 9.75                      | 2.635                 | 49.385                | 9.73                 | 0.209| 10.12                |
| AdaBoost       | 199.46                | 11.53                          | 9.75                      | 2.635                 | 49.385                | 9.73                 | 0.209| 10.12                |
| Naive Bayes    | 173.45                | 9.35                           | 10.37                     | 1.933                 | 38.015                | 8.55                 | 0.093| 14.96                |

Table 5: Tactical allocation strategy out-of-sample performance.