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Abstract
Local mathematics assumes the existence of number structures of different types, vector spaces, etc. localized at each space time point. Relations between number structures at different locations are based on two aspects: distinction between two so far conflated concepts, number and number value and the "No information at a distance" principle. This principle forbids the choice of the value of a number at one location to determine the value of the same number at another location. Value changing connections, related to a real valued field, $g$, move numbers between structures at different locations. The effect of the $g$ field, or its exponential equivalent, $g(y) = e^{\alpha(y)}$, on numbers extends to other mathematical structures, vector spaces, etc. The presence of $\alpha$ affects theoretical descriptions of quantities in physics and geometry. Two examples are described, the effect on the Dirac Lagrangian in gauge theory, and the effect on path lengths and distances in geometry. The gradient field of $\alpha$, $\vec{A}$, appears in the Lagrangian as a spin 0, real scalar field that couples to the fermion field. Any value for the mass of $\vec{A}$ is possible. The lack of direct experimental evidence for the presence of the $g$ or $\alpha$ field means that the field must be essentially constant within a local region of the cosmological universe. Outside the local region there are no restrictions on the field. Possible physical candidates, (inflaton, dark matter, dark energy) for $\alpha$ are noted.

1 Introduction
The relation between the foundations of mathematics and physics is a subject of much interest. This is well expressed by Wigner [1] and others [2,3,4,5,6,7] in papers on the unreasonable, and reasonable effectiveness of mathematics in science. This effectiveness appears to be a problem, especially if one accepts the
Platonic views of mathematical elements as having an ideal existence outside of space and time. From this perspective it is not understandable why mathematics should have anything to do with the description of physical systems that move and interact inside a space time arena. This leads to the wish for a coherent theory of physics and mathematics together as one coherent whole rather than as two separate disciplines [8, 9].

One approach to this problem is to replace global mathematics existing outside of space and time with local mathematics. In this approach mathematical systems of different types are considered to be structures [10]. Here these structures are considered to be local with separate structures of each type existing at each point of space time. Relations or maps between systems of different types correspond to maps or relations between structures of different types at the same or different locations in space time. This puts mathematical structures and physical systems on a more equal footing in that they both exist in space and time.

The idea of local mathematical structures has a precedent in that gauge theories are based on vector spaces localized at different points of space time [11]. To each point, \( x \), is associated a vector space, \( \mathbb{V}_x \). Relations between states in vector spaces at different locations are influenced by the "No information at a distance" principle [11][12]. This principle says that information used to choose a basis set of states in \( \mathbb{V}_x \) cannot influence the choice of a basis set of states in another vector space, \( \mathbb{V}_y \), at a different location, \( y \). This condition leads to the existence of unitary gauge transformations between states at different locations. These transformations, first investigated by Yang Mills [13] for nonAbelian gauge theories, led to the description of the standard model for elementary particles in physics.

An aspect of this that seems strange is that, as mathematical structures, vector spaces do not exist by themselves. They are closely associated with scalar fields such as the real or complex numbers. The association of local vector spaces with a single global scalar field outside of space time seems problematic [14].

For this reason it seemed worthwhile to replace a single global scalar field by separate local scalar fields. These fields, as structures for numbers of different types, become the scalars for the vector spaces, both at the same location [15].

This leads directly to the idea that if number structures of different types are local, this locality should extend to mathematical structures for all types of systems that include numbers in their axiomatic descriptions. There are many of these types of structures in mathematics. Group representations, algebras, matrices, all types of vector spaces, are examples of this type of structure.

An aspect of number structures that is relevant here is the observation that the concept of number is different from that of number value. For each type of number, there exist many structures in which the same number has different values. For real numbers there is an infinity of real number structures, one for each real number. For complex number structures there is an infinity of structures, one for each complex number.

These structures are referred to as scaled structures with associated real or complex scaling or value factors. These scaled structures have one base set of
numbers in common. With one exception, the numbers in the base set have no intrinsic value. The value of a number is determined by the scaling factor and the position of the number in the structure being considered. The exception is the number 0. Its value is 0 in number structures for all scaling factors.

The concept of scaling for number structures is easily extended to structures of all types that include numbers in their description. For example, one can have scaled vector spaces, scaled algebras, etc. Most of the work done so far has been limited to numbers of different types and to vector spaces.

This distinction between number and number value and the resulting existence of number structures with different scaling factors, is an example of the distinction between Diophantine and nondiophantine arithmetic [16, 17]. The number structure with a scaling factor of 1 would correspond to the usual or Diophantine arithmetic. The structures with scaling factors different from 1 correspond to nondiophantine arithmetics. The description of natural number structures with different scaling factors given in this work is an example of projective arithmetics [18].

As defined here the scaling factors are linear in that they preserve order relations between numbers. A more general functional type of scaling has been used by Czachor [19] to suggest that the relativity of arithmetic may be a symmetry of physics. It was also suggested that this relativity may be a source of dark energy [20]. Details of the use of this more general type of scaling for physics and geometry remain to be investigated.

The description used in gauge theories to describe relations between vector spaces at different locations by unitary gauge transformations is extended here to number structures. The "No information at a distance" principle forbids the use of the informational choice of the value of a number at one location to determine the value of the same number at a different location. In other words, the choice of the value of a number at one location does not determine the value of the same number at a different location.

This leads to a location dependent valuation of number structures. The valuation is implemented by the introduction of a scalar scaling or value field, \( g \). This field associates a scaling value \( g(y) \) to the local number structures at \( y \). The relation between numbers and number structures at different locations is determined by a parallel transform or connection that maps numbers and structures at one location to those of another. The connection depends on the values of \( g \) at the different locations. The connection is the number equivalent of gauge transformations in gauge theory.

As might be expected, the presence of the \( g \) field affects theoretical descriptions of many properties of systems in physics and geometry. This is especially the case for properties described by integrals or derivatives over space or space time. Reconciliation of these theory predictions with experiment results places restrictions on the \( g \) field.

This work has been described in detail elsewhere [14, 21-23]. Here two examples, one from physics and the other from geometry, will be given to illustrate the effects of local mathematics and the presence of the \( g \) field. The next section is a brief outline of the effect of scaling on numbers and on other
mathematical structures. The following two sections describe the effects of \( g \) field on gauge theories and geometry. It will be seen that presence of the \( g \) field introduces a new scalar field into the Dirac Lagrangian. The field also affects distances between points. The final section describes restrictions on the \( g \) field imposed by experiment.

## 2 Number scaling

### 2.1 Natural numbers

The description of number scaling begins with the idea that the concept of number is separate from that of number value. The best way to see this is to consider the natural numbers,

\[
0 \ 1 \ 2 \ 3 \ 4 \ldots = N_1. \tag{1}
\]

Here, as symbols, 0, 1, 2, 3, 4 are names for numbers. From now on the distinction between name and number will be dropped.

The numbers in Eq. (1) are well ordered with 0 the first, 1 the second, 2 the third, and so on in the well ordering. The value of a number is determined by its position in the well ordering. Thus 0 has value 0, 1 has value 1, 2 has value 3 and so on.

Consider the subset

\[
N_2 = 0, 2, 4, 6 \ldots
\]

of even numbers. This set inherits the well ordering of the numbers in Eq. (1) 0 is first 2 is second, 4 is third, 6 is fourth and so on. The values of the numbers in this set are determined by their position in the well ordering. Thus 0 has value 0, 2 has value 1, 4 has value 2, 6 has value 3, and so on.

This shows that, with the exception of the number 0, the numbers have no intrinsic value. Their values are determined by the set containing them. The number 2 has value two in the set of Eq. (1) It has value 1 in the subset, 0, 2, 4, 6. The number 4 has value 4 in Eq. (1) It has value 2 in the subset.

This description can be extended to subsets, \( N_n \) that contain every \( n \)th number in \( N_1 \). For \( n = 4 \) the number 4 can have three possible values, 4 in \( N_1 \), 2 in \( N_2 \), and 1 in \( N_4 \). The number of number values a number can have is determined by the prime factors of the number. If the number is a prime number it has just two values. If it is not a prime number it can have more values. For example the possible values of the number 30 can be expressed by the equations

\[
30 = 15_2 = 10_3 = 6_5 = 5_6 = 3_{10} = 2_{15} = 1_{30}. \tag{2}
\]

Expressions such as 10\( _3 \) mean that the value of the number is 10 in \( N_3 \). This representation of numbers and their values will be much used from now on.

\[1\text{Each of the numbers along with its name is a named set.}\]
This simple example of the effects of separation of number from number value extends to the other number types, integers, rational, real, and complex numbers. For rational, real, and complex numbers, the base sets, \( B_{Ra} \), \( B_R \) and \( B_C \) remain unchanged under scaling. Subsets are not needed. This is a result of the observation that, unlike the natural numbers, these number types are closed under division.

### 2.2 Real and complex numbers

In what follows it is useful to consider mathematical systems of different types as structures \(^{10}\) satisfying a set of relevant axioms. Relations between structures are included in the axiomatic descriptions. The closure of vector spaces under scalar multiplication is an example. Here the description is limited to real and complex numbers as these are most relevant to physics and geometry. The structures for real and complex numbers are given by

\[
\bar{R} = \{ B_R, \pm, \times, \div, <, 0, 1 \} \quad \text{and} \quad \bar{C} = \{ B_C, \pm, \times, \div, \ast, 0, 1 \}.
\]

In these definitions \( B_R \) and \( B_C \) are base sets, \( \pm, \times, \div \) are the basic field operations, \(<\) is an order relation, \( \ast \) denotes complex conjugation, and 0 and 1 are constants. The structures satisfy axioms for real and complex numbers.

Let \( r \) and \( c \) denote real and complex number values. Real and complex number structures scaled by \( r \) and \( c \) are given by

\[
\bar{R}_r = \{ B_R, \pm_r, \times_r, \div_r, <_r, 0_r, 1_r \} \quad \text{and} \quad \bar{C}_c = \{ B_C, \pm_c, \times_c, \div_c, (\ast)_c, 0_c, 1_c \}.
\]

In these structures \( 1_r \) and \( 1_c \) are numbers in \( \bar{R}_r \) and \( \bar{C}_c \) with value 1. Also \( 0_r = 0 = 0_c \). Let \( Op \) denote any one of the four binary field operations, \( +, -, \times, \div \). Then \( Op \) denotes an operation value and \( Op_r \) and \( Op_c \) denote the operations in \( \bar{R}_r \) and \( \bar{C}_c \) with value, \( Op \). Note that for multiplication and division, if \( r \neq s \), then \( Op_r \) differs from \( Op_s \) by a scaling factor \(^2\).

The fact that \( r \) and \( c \) can be any real and complex number values leads to collections of scaled structures, one for each scaling factor. The base sets remain the same for all scaling factors. These collections and the real and complex number value structures for real and complex numbers are illustrated in Figure \(^1\) as collections over the two common base sets. Real and complex number value structures, \( \bar{R} \) and \( \bar{C} \), which are the same for all the scaled structures, are included in the figure.

The collections can be defined by

\[
F_R = \bigcup_t \bar{R}_t \quad \text{and} \quad F_C = \bigcup_c \bar{C}_c
\]

---

\(^2\)Since rational numbers, integers and the natural numbers are substructures of the real numbers, structures for these number types scaled by real numbers can be defined. For example the set of natural numbers scaled by \( \pi \) is given by

\[
\bar{N}_\pi = \{ B_N, 1_\pi, \times_\pi, <_\pi, 0_\pi, 1_\pi \}.
\]
for all real and complex scaling factors, $t$ and $c$, different from 0. The base sets are included in the definitions.

Figure 1: Representations of real and complex number structures for all nonzero respective real and complex scaling factors. Three out of an infinite number of structures are shown for both real and complex numbers. The base sets, $B_R$ and $B_C$, and the number value structures, $\tilde{R}$ and $\tilde{C}$, are the same for all scaled real and complex number structures.

There are two types of maps on $F_R$ and $F_C$. One type is number changing and value preserving. The other is number preserving and value changing. For each real number, $s$ let $W_s$ be a number changing value preserving map on $F_R$. The action of $W_s$ is defined by

$$W_s \tilde{R}^t = \tilde{R}^{st}.$$  

If $s$ is negative, the direction of the order relation in $\tilde{R}^{st}$ is changed from that in $\tilde{R}^t$. The map is number changing value preserving because $1_t$ is a different number from $1_{ts}$. Both numbers have the same value in their respective structures. Note that the maps $W_s$ for all $s \neq 0$ form a commutative group. The definition of $W_c$ on $F_C$ for $c \neq 0$ is defined in a similar fashion.

The definition of the number preserving value changing map is more complex. Let $s$ be a nonzero real number. Define $Z_s$ to be the associated number preserving value changing map. One has

$$Z_s \tilde{R}^t = \tilde{R}^u,$$  

where $u = ts$. The components of $\tilde{R}^u$ are given by

$$Z_s(a_t) = (\frac{t}{u}a)_u, \quad Z_s(+_t) = +_u, \quad Z_s(\times_t) = (\frac{u}{t}\times)_u,$$

$$Z_s(\div_t) = (\frac{u}{t}\div)_u, \quad Z_s(<_t) = <_u \text{ for } s > 0$$  

$$Z_s(0_t) = 0_u, \quad Z_s(1_t) = (\frac{u}{u}1)_u.$$
These definitions can be combined to write $\tilde{R}_u^t$ as a structure,

$$\tilde{R}_u^t = \{ B_{Ru}, \pm u, \left( \frac{u}{t} \times \right)_u, \left( \frac{t}{u} \div \right)_u, <_u, 0_u, \left( \frac{t}{u} \right)_u \}. \quad (9)$$

$\tilde{R}_u^t$ is a representation of the components of $\tilde{R}^t$ in terms of those in $\tilde{R}^u$. Scaling of the division and multiplication operations is necessary to preserve axiom validity under the action of $Z_s$. Note that $(t/u)_1^u$ is the same base set number in $\tilde{R}^u$ as is $1_t$ in $\tilde{R}^t$. Its value differs from 1 by the factor, $t/u$. As was the case for $W_s$, the maps, $Z_s$, for all nonzero $s$ form a commutative group.

For complex numbers the action of $Z_c$ for $c$ complex is given by

$$Z_c\tilde{C}^d = \tilde{C}_c^d$$

(10)

where $c = cd$. The components of $\tilde{C}_c^d$ are given by Eq. (8) with the replacement of $Z_s(<_t)$ with

$$Z_c((ad)^{*d}) = \left( \frac{d}{e} \right)_c (a_e)^* = (\frac{d}{e}(a^*))_c.$$

These components can be combined to define a structure $\tilde{C}_c^d$ by

$$\tilde{C}_c^d = \{ B_{C}, \pm e, \left( \frac{e}{d} \times \right)_c, \left( \frac{d}{e} \div \right)_c, \left( \frac{d}{e} \right)_c (-)^* e, 0_c, \left( \frac{d}{e} \right)_c \}.$$ (11)

The blank in the complex conjugation component denotes a number in $\tilde{C}_c^e$.

It must seem strange that, with both $d$ and $e$ complex, $((d/e)_1)_e$ is both the identity and is a real number. This is an illustration of the fact that properties of numbers do not exist in the abstract, independent of structure membership. Their properties are determined by the structure containing them.

It should also be emphasized that operations such as multiplication and division are carried out on numbers before their transport from $\tilde{C}_c^d$ to $\tilde{C}_c^d$, not after. Implementing the operations in the target structures on transported numbers gives a different result. For example, for any complex number value, $a$,

$$\left( \frac{d}{e}a \right)_e \times \left( \frac{d}{e}1 \right)_e \neq \left( \frac{d}{e}a \right)_e$$

and

$$Z_c((ad)^{*d}) = \left( \frac{d}{e}(a^*) \right)_c \neq ((\frac{d}{e}a)_c)^*.$$

3 As an example of axiom preservation, $((t/u)_1)_u$ satisfies the multiplicative identity axiom. From

$$\left( \frac{t}{u}a \right)_u (\frac{u}{t} \times)_u (\frac{t}{u}1)_u = (\frac{t}{u}a)_u$$

one obtains

$$a_u \times_1 u = a_u$$

by multiplying out the ratios of scaling factors.

4Details are given in [23].
2.3 Vector spaces

As noted before, number scaling extends to all mathematical structures whose description includes numbers. Vector spaces are an example. They can be based on either real or complex numbers as the scalar field. Here the scalar field will be assumed to be complex. Spaces based on real scalar fields are a simplification in that the real scalars are a subfield of the complex scalars. However, the scaling factor will be restricted to be a real number value.

For each nonzero real number value \( r \) let \( \bar{V}^r \) be a scaled normed vector space. It is defined by

\[
\bar{V}^r = \{ B_V, \pm_r, r, -|r|, \psi_r \}.
\]

(12)

Here \( \psi_r \) denotes an arbitrary vector with vector value, \( |\psi| \) denotes the norm of a vector value, \( r \) is scalar vector multiplication, and \( \pm_r \) is linear superposition. The values of these three operations are represented by \( |\cdot|, \cdot, \pm \). The base set of vectors is represented by \( B_V \). The associated scalar field is \( \bar{C}^r \). Note that one can express the norm in the form \( |\psi_r| = |\psi||r| \). This is a real number in \( \bar{C}^r \).

The collection of vector spaces and associated complex number fields for all real nonzero scaling factors is represented by

\[
F_{VC} = \bigcup_r (\bar{V}^r \times \bar{C}^r).
\]

(13)

There is one base set pair, \( B_V \times B_C \) and one pair of value structures, \( \bar{V} \times \bar{C} \) for the collection of scaled spaces and fields. As was the case for numbers there are two types of maps on \( F_{VC} \). One is vector and number changing, vector and number value preserving, and the other is vector and number preserving and vector value and number value changing. The first type is denoted by \( W_p \) where

\[
W_p(\bar{V}^r \times \bar{C}^r) = \bar{V}^{rp} \times \bar{C}^{rp}.
\]

(14)

As was the case for scalars, the collection of \( W_p \) for all nonzero \( p \) forms a commutative group.

The description of the map \( Z_p \) for number structures can be extended to vector spaces. Define the actions of \( Z_p \) on the components of \( \bar{V}^r \) by

\[
Z_p(\psi_r) = \left( \frac{p}{q} \right)_q \psi_q = \left( \frac{r}{q} \psi \right)_q, \quad Z_p(\pm_r) = \pm_q
\]

\[
Z_p(|\psi|) = \left( \frac{r}{q} |\psi| \right)_q, \quad Z_p(\psi_r) = \left( \frac{r}{q} \psi \right)_q.
\]

(15)

Here \( q = pr \).

This definition can be combined with that for \( \bar{C}_q^r \) to write

\[
Z_p(\bar{C}^r \times \bar{V}^r) = \bar{C}_q^r \times \bar{V}_q^r
\]

(16)

where

\[
\bar{V}_q^r = \{ B_V, \pm_q, r_q, (\frac{r}{q} \psi)_q, (\frac{r}{q} |\psi|)_q, (\frac{r}{q} \psi)_q \}.
\]

(17)
Note that the norm is special in that
\[(\frac{r}{q}|\psi\rangle)_q = |\frac{r}{q}\psi\rangle_q.\] (18)

As an example this equality does not hold for scalar products in Hilbert spaces. For these spaces,
\[(\frac{r}{q} \langle \psi | \psi \rangle)_q \neq \langle \frac{r}{q} \psi | \frac{r}{q} \psi \rangle_q.\] (19)

3 Local mathematics and number scaling fields

As was noted gauge theories make use of local vector spaces in space time. Relations between vectors in the different spaces are described by unitary gauge transformations between vector spaces at different locations. Here the existence of local vector spaces is extended to include structures of numbers of different types. Locality can be further extended to mathematical systems of many different types, in particular those whose description includes numbers.

Here the main emphasis is on vector spaces and real or complex numbers. For vector spaces and complex numbers, this leads to the existence of $\bar{C}_y \times \bar{V}_y$ as complex number structures and vector spaces at each location, $y$, of a manifold, $M$. Here $M$ will be taken to be the space time of special relativity although the results are applicable to more general manifolds.

In gauge theory the "no information at a distance" principle \[11\] has the consequence that the information used to choose a basis in a vector space at one location does not determine the choice of a basis in vector space at a different location. Here this principle is extended to real and complex numbers. The result is that the information used to determine a value of a number at one location does not determine the value of the same number at a different location.

This is implemented here by first introducing a real scaling or number value field, $g$. For each $y$ in $M$, $g(y)$ is the scaling or value factor for the structures at $y$. This field will be used to introduce a connection as a number preserving value changing map between numbers in structures at different locations.

Before describing the connection it is worthwhile to describe the collection of scaled complex number structures and vector spaces at each point of space time. For each point $y$ these are given by
\[F_y^{g(y)} = \bar{C}_y^{g(y)} \times \bar{V}_y^{g(y)}.\] (20)

The collection of the $F_y^{g(y)}$ for all points, $y$, in $M$ with the scalars real or complex number structures is the mathematical arena for much of the rest of this work.

A good representation of this mathematical arena is by a fiber bundle, $\mathfrak{FM}^g$ where
\[\mathfrak{FM}^g = M \times F, \pi_g, M\] (21)

The fiber $F$ is defined by
\[F = \bigcup_r F^r\] (22)
where

\[ F^r = (\bar{C}^r \times \bar{V}^r). \]  

(23)

The parameter \( r \) varies over all real numbers. The definition of the projection \( \pi_g \) differs from that in the usual description of fiber bundles. Here \( \pi_g \) is a bijective map from \( M \) and a subset of the fiber, to \( M \). It has the property such that for each \( y \) in \( M \),

\[ \pi_g^{-1}(y) = F_g(y). \]  

(24)

The fiber, \( F_g^y \), is given by Eq. 20. Also \( \pi_g^{-1} \) is the inverse of \( \pi_g \).

4 Effects of local mathematics and value fields on physics and geometry

The fiber bundle of local complex number and vector space structures with the value field \( g \) provides a good setting for the effect of local mathematical structures and the value field on many quantities in physics and geometry. The effect is seen for all quantities and system properties that are represented by integrals or derivatives over space or space time. Examples include fields and wave functions in physics and paths, membranes, and solids in geometry. Here two generic examples are given, one for integrals and the other for derivatives. Specific examples, gauge theory for physics and paths in geometry, will then be summarized.

Let \( \psi \) be a complex scalar field on \( M \). For each location \( y \) in \( M \), \( \psi(y) \) is a complex number. This is the usual representation of \( \psi \) as a function with domain \( M \) and range in a single complex number structure. The distinction between \( \psi(y) \) as a number and as a number value is not present.

This description is changed here to describe a field as a section on the fiber bundle, \( \mathcal{M}^\mathcal{g} \). For each \( y \) in \( M \), \( \psi(y) \) is the value of a number in \( \bar{C}^g_y \). The number with value \( \psi(y) \) in \( \bar{C}^g_y \) is denoted by \( \psi_g(y) \).

For the description of integrals it suffices to let \( M \) be three dimensional Euclidean space. The integral of \( \psi_g(y) \) over \( M \) is not defined because the definition of an integral as the limit of sums of integrands for different \( y \), is not defined. Arithmetic operations are defined only within local structures, not between structures at different locations.

This is remedied by the use of a connection to parallel transform a number in \( \bar{C}^g_y \) to the same number in \( \bar{C}^g_x \) at an arbitrary reference location, \( x \). The action of a connection, \( C_g(x, y) \), on \( \psi_g(y) \) is given by

\[ C_g(x, y)\psi_g(y) = \left( \frac{g(y)}{g(x)} \right)_g \psi(y) = \left( \frac{g(y)}{g(x)} \right) g(x) \psi(y)_g(x). \]  

(25)

In this equation \( (g(y)/g(x))_g \) is the number in \( \bar{C}^g_x \) with value \( g(y)/g(x) \), and \( \psi(y)_g(x) \) is a number in \( \bar{C}^g_x \) with value \( \psi(y) \). A result of the presence of the \( g \) field is that \( \psi(y)_g(x) \) is a different number than \( \psi(y)_g(y) \).
The desired integral can now be defined as

\[ I_x(\psi) = \left( \frac{1}{g(x)} \right)_{g(x)} \int (g(y)\psi(y))dy \]  

This integral is defined because the integrands, \((g(y)\psi(y))_{g(x)}\) are all numbers in \(\overline{C}^g_{x}(x)\). Also \(dy\) is an infinitesimal number value of a small number in \(\overline{C}^g_{x}(x)\). The factor \(g(x)\) is outside the integral as it is independent of \(y\).

The description for scalar fields in the presence of a value field. Here \(M\) is assumed to be space time of special relativity. Let \(\psi\) be a field of vector values, then, for each \(y\), \(\psi(y)_{g(y)}\) is a vector in \(\overline{V}^g_y\). Parallel transport of these vectors to a reference location, \(x\), gives a vector field with all values as vectors in \(\overline{V}^g_x\). The integral of the resulting localized field is also expressed by Eq. (26).

As was the case for integrals, this problem is fixed by parallel transport of the number, \(\psi(y + d^\mu y)_{g(y + d^\mu y)}\) to the same number in \(\overline{C}^g_y\). The resulting partial derivative can be expressed by

\[ D_{\mu,y}\psi(y)_{g(y)} = \frac{C_g(y,y + d^\mu y)\psi(y + d^\mu y)_{g(y + d^\mu y)} - \psi(y)_{g(y)}}{d^\mu y} \]  

This expression is not defined. The reason is that \(\psi(y + d^\mu y)_{g(y + d^\mu y)}\) is a number in \(\overline{C}^g_{y + d^\mu y}\) and \(\psi(y)_{g(y)}\) is a number in \(\overline{C}^g_y\). Subtraction is not defined between numbers in different structures.

As was the case for integrals, this problem is fixed by parallel transport of the number, \(\psi(y + d^\mu y)_{g(y + d^\mu y)}\) to the same number in \(\overline{C}^g_y\). The resulting partial derivative can be expressed by

\[ D_{\mu,y}\psi(y)_{g(y)} = \left( \frac{g(y + d^\mu y)}{g(y)} \right) \frac{\psi(y + d^\mu y)_{g(y + d^\mu y)} - \psi(y)_{g(y)}}{d^\mu y} \]  

The limit \(d^\mu y \to 0\) is implied.

Taylor expansion of \(g(y + d^\mu y)\) to first order in differentials gives

\[ g(y + d^\mu y) \simeq g(y) + d^\mu y \partial_{\mu,y}g(y). \]  

Use of this in Eq. (28) gives

\[ D_{\mu,y}\psi(y)_{g(y)} = (\partial_{\mu,y} + \left( \frac{\partial_{\mu,y}g(y)}{g(y)} \right)_{g(y)})\psi(y)_{g(y)} \]  

as the final result.

Eq. (30) also holds for \(\psi\) a vector value field with \(\psi(y)_{g(y)}\) a vector in \(\overline{V}^g_y\) with vector value \(\psi(y)\). This will be used in the next section where an example from physics and an example from geometry are discussed. The examples will show how local mathematics and the presence of a value field affect theoretical descriptions of quantities in physics and geometry.

11
5 Examples

Two examples will be discussed. One will be the effect of the value field on Dirac Lagrangians in gauge theory. The other example will be the effect of the value field on distances in geometry. For both examples the manifold, \( M \) will be 4 dimensional space time as Minkowski space. Local mathematical structures associated with each point of \( M \) are assumed.

It is also useful to replace the value field \( g \) by its exponential equivalent, as in
\[
g(y) = e^{\alpha(y)}. \tag{31}\]
The real scalar field, \( \alpha \), will also be referred to as a scaling or value field.

In the following the subscripts, \( g(y) \) and \( g(x) \), will be suppressed. This makes the mathematical expressions easier to read and more connected to the usual expressions of gauge theory and geometry. Subscripts will be used where needed to provide clarity.

5.1 Gauge theory

The Lagrangian density value for Dirac field values is given by
\[
\mathcal{L}(\psi(y), \partial_{\mu,y}\psi(y)) = \bar{\psi}(y)i\gamma^\mu\partial_{\mu,y}\psi(y) - m\bar{\psi}(y)\psi(y). \tag{32}\]
Here \( m \) is the mass of the field \( \psi \) and
\[
\bar{\psi} = \gamma^5\psi^*. \tag{33}\]
where \( \gamma^\mu \) and \( \gamma^5 \) are the gamma matrices \[26\]. The corresponding Lagrange density for Dirac fields is given by
\[
(\mathcal{L}(\psi(y), \partial_{\mu,y}\psi(y)))_{g(y)} = (\bar{\psi}(y)i\gamma^\mu\partial_{\mu,y}\psi(y)_{g(y)} - m\bar{\psi}(y)\psi(y))_{g(y)}. \tag{34}\]
Here the description will be given for Abelian gauge theory. The fermion fields, \( \psi(y)_{g(y)} \) and \( \bar{\psi}(y)_{g(y)} \), are taken to be sections on the fiber bundle, \( \mathcal{V}_g \), with \( \psi(y) \) and \( \bar{\psi}(y) \) values of the vectors, \( \psi(y)_{g(y)} \), and \( \bar{\psi}(y)_{g(y)} \), in \( V^g \).

So far parallel transport of numbers has been limited to changes in scaling or valuation of scalars and vectors. The additional requirement that the Lagrangian density be invariant under local \( U(1) \) gauge transformations \[11, 26\], results in the extension of parallel transport to apply directly to vectors.

This is taken care of by expanding the connection, \( C_g(y, y + d^\mu y) \), in Eq. \[28\] to include \( U(y) = e^{i\phi(y)} \) as a local unitary gauge transformation. The connection in Eq. \[28\] is replaced by
\[
C_g(y, y + d^\mu y) = \left( e^{\alpha(y + d^\mu y) - \alpha(y)} - e^{i\phi(y + d^\mu y) - i\phi(y)} \right) g(y). \tag{35}\]
The exponential representation of \( g \) is used here. Taylor expansion of both exponents to first order in \( d^\mu y \) gives
\[
C_g(y, y + d^\mu y) \simeq (1 + d^\mu y(A_\mu(y))(1 + d^\mu yB_\mu(y)))_{g(y)} \simeq (1 + d^\mu y(A_\mu(y) + iB_\mu(y)))_{g(y)}. \tag{36}\]
Use of this in Eq. 28 gives an expansion of Eq. 30 to include the effects of the $B$ field. The result is the expansion of Eq. 30 to

$$D_{\mu,y}\psi(y) = (\partial_{\mu,y} + A_{\mu}(y) + iB_{\mu}(y))\psi(y),$$  \hspace{1cm} (37)

(The subscript, $g(y)$ is suppressed).

Use of this in the Dirac Lagrangian density value gives

$$L(\psi(y), \partial_{\mu,y}\psi(y)) = \bar{\psi}(y)i\gamma^\mu D_{\mu,y}\psi(y) - m\bar{\psi}(y)\psi(y)$$

$$= \bar{\psi}(y)i\gamma^\mu(\partial_{\mu,y} + aA_{\mu}(y) + iB_{\mu}(y))\psi(y) - m\bar{\psi}(y)\psi(y).$$  \hspace{1cm} (38)

Coupling constants for the $\vec{A}$ and $i\vec{B}$ fields are denoted by $a$ and $b$. Since $\vec{B}$ is the electromagnetic or photon field, $b$ is the square root of the fine structure constant. The value of $a$ is not known so far.

The requirement that the Lagrangian density value be invariant under local $U(1)$ transformations is expressed by

$$D'_{\mu,y}U\psi(y) = UD_{\mu,y}\psi(y)$$  \hspace{1cm} (39)

If $U = e^{i\theta(y)}$ this equation gives the condition

$$A'_\mu(y) = A_\mu(y)$$  \hspace{1cm} (40)

and

$$B'_\mu(y) = B_\mu(y) - \frac{1}{b}\partial_{\mu,y}\theta(y).$$  \hspace{1cm} (41)

From these equations one concludes the well known fact that the photon mass is 0. The $\vec{A}$ field can have any mass, including 0.

The $\vec{B}$ field is nonintegrable. This is a consequence of the Aharonov Bohm effect \[27\]. As defined here the $\vec{A}$ field is integrable. The definition of the connection can be changed to allow for $\vec{A}$ to be nonintegrable.

One concludes from this that the $\vec{A}$ field is a real scalar field with any mass possible. It is also assumed to be a spin 0 field. At present it is not known which physical field, if any, corresponds to the $\vec{A}$ field. The Higgs field is the only spin 0 scalar field in the standard model. Are the two fields related?

The $\vec{A}$ field also appears as a real, scalar field in nonAbelian gauge theories. The presence of the $\vec{A}$ field in these Lagrangians may be of help in deciding which physical field, if any, is represented by $\vec{A}$.

5.2 Local scaled geometry

The presence of the field $\alpha$ and local mathematics affects many geometric properties. For these properties the fiber contents are different from those for gauge theories. Here the fiber bundle has the same form given by $\mathcal{M}^3$. The contents of the fiber are different in that

$$F = \bigcup_r(\bar{R}^r \times \bar{T}^r).$$  \hspace{1cm} (42)
The contents of the fiber at each location of $M$ are given by
\[ \pi^{-1}_y(y) = F_y^g(y) = \bar{R}_y^g(y) \times \bar{T}_y^g(y). \] (43)

Here $\bar{R}_y^g(y)$ is a scaled real number structure and $\bar{T}_y^g(y)$ is a local scaled representation of $M$ at $y$.

A good representation for $\bar{T}_y^g(y)$ is by the quadruple, $\bar{R}_4^4(y)$ of scaled real numbers. The associated metric tensor is $(h_{\mu,\nu})_g(y) = ((1, -1, -1, -1)\delta_{\mu,\nu})_g(y)$.

The space, $\bar{T}_y^g(y)$, can be defined as a scaled chart representation of $M$. For each $y$
\[ \bar{T}_y^g(y) = \rho_y^g(M). \] (44)

Since $M$ is flat, the chart, $\rho_y^g(y)$, is defined on all of $M$.

The effect of scaling of local real lumber structures and representations of $M$ can be seen in the example of the length of a path. Let $p$ be a path on $M$ with beginning and end points, $y$ and $z$. Let the path be parameterized by a real number $s$ with $p(0) = y$ and $p(1) = z$. The length value of the path is defined by
\[ L(p) = \int_0^1 [\partial_{\mu,s}p h_{\mu,\nu} \partial_{\nu,s}p]^{1/2} ds. \] (45)

Sum over repeated indices is implied.

Under the assumption of global mathematics, this path integral is well defined. With the assumption of local mathematics and the presence of the value field, there is a vector space structure, $\bar{T}_{p(s)}^g(y)$ associated with each path point, $p(s)$, on $M$. The path gradients, $\nabla_s p$, form a field of vectors along the path. Treatment of this field as a section on the fiber bundle, defined by Eqs. 42 and 43, has the consequence that for each $s$, the vectors with components, $\partial_{\mu,s}p$ are vectors in $\bar{T}_{p(s)}^g(y)$.

As a result the integral of Eq. 45 is not defined. The reason is that for each $s$, the integrand is a number in $\bar{R}_{\rho_y^g(p(s))}$ and $\partial_{\mu,s}p$ is the $\mu$ component of a vector in $\bar{T}_{p(s)}^g(y)$. The integrand addition implied in the definition of an integral, is not defined between numbers in different structures. it is defined only for numbers within a structure.

This problem is fixed by use of a connection to parallel transport the integrands to a real number and position space structure at a reference location $x$. The transport gives
\[ [\partial_{\mu,s}p h_{\mu,\nu} \partial_{\nu,s}p]^{1/2}_{g(p(s))} \rightarrow C_g(x, p(s))[\partial_{\mu,s}p h_{\mu,\nu} \partial_{\nu,s}p]^{1/2}_{g(p(s))} \]
\[ = (\alpha(x))^{1/2}_{g(x)}[\partial_{\mu,s}p h_{\mu,\nu} \partial_{\nu,s}p]^{1/2}_{g(x)}. \] (46)

Subscripts have been added to to show that the factors with subscripts are numbers in $\bar{R}_2^g(x)$ with the indicated number values.
The integral of the transported path lengths is defined. It is given by

\[ L(x) = (e^{-\alpha(x)} \int_0^1 e^{\alpha(p(s))} \left| \partial_{\mu,s} \phi \partial_{\nu,s} \phi \right|^{1/2} ds \) g(x). \]  

(47)

This is the length of the path \( p \) from \( y \) to \( z \) in the presence of the scaling or value field, \( \alpha \). The path length is a real number quantity in \( \mathbb{R}^g(x) \).

The distance or geodesic between \( y \) and \( z \) is the length of the shortest path between \( y \) and \( z \). This is obtained by the use of the Euler–Lagrange equations to find the minimum of \( L(p) \) by variation of the path, \( p \). The result is given by

\[ \frac{d}{d\tau} + A(p(\tau)) \cdot \nabla_\tau p - h^{\mu,\nu} A_\nu (p(\tau)) = 0. \]  

(48)

This is the geodesic equation for the component \( p^\mu \) of the minimal path. The term, \( A(p(\tau)) \cdot \nabla_\tau p \), is obtained as

\[ A(p(\tau)) \cdot \nabla_\tau p = e^{-\alpha(p(\tau))} \frac{d}{d\tau} e^{\alpha(p(\tau))}. \]

Details of the derivation are given in [22]. The proper time is denoted by \( \tau \).

This equation shows that, if all components of \( A \) are 0, then Eq. 48 reduces to

\[ \frac{d^2 p^\mu}{d\tau^2} = 0. \]

(49)

This is the equation for a straight line in space time. From Eq. 48 one sees that the presence of the \( A \) field affects the distance between locations in \( M \). It would be interesting to see if this effect shows up in physics in some way. Dark energy?

6 Restrictions on the \( \alpha \) field

So far there is no direct experimental evidence for the presence of the \( \alpha \) field or its gradient, \( \dot{\alpha} \). The great accuracy of quantum electrodynamics shows that either the coupling of the \( \dot{A} \) field to fermion fields must be extremely small compared to the fine structure constant, or \( \dot{A} \) must be very close to zero. Other areas of physics also show no experimental evidence for the presence of \( \dot{A} \).

This fact is to be combined with an important property of all experiments. This is the fact that all experiments carried out to date are implemented locally. They are done by us on or close to the surface of the earth. This includes experiments to determine properties of systems that exist locally as well as properties of cosmological systems such as galaxies and pulsars.

In the future humans may inhabit other solar system planets and interplanetary space ships. It is assumed here that any experiment done by humans in these locations will find no direct experimental evidence for the presence of the \( \dot{A} \) field.
This lack of experimental evidence for the presence of $\vec{A}$ should also be extended to potential inhabitants of planets around stars that are within effective communication with us. These observers can describe experiments they have carried out. They can also communicate to us the results and their interpretations of these results. It is assumed here that they also will find no direct evidence for the presence of $\vec{A}$.

These assumptions regarding the lack of direct experimental evidence for the lack of $\vec{A}$ can be combined into a restriction that

$$|\vec{A}(y)| < \epsilon \simeq 0$$  \hspace{2cm} (50)$$

for all space time points, $y$, in a local region of the universe. Here $|\vec{A}(y)|$ is the length of $\vec{A}(y)$. Within this local region $\epsilon$ is smaller than the uncertainty of all experiments carried out to date and presumably in the future.

One may expect that in the future experiments will be done with increasing accuracy in the results. However uncertainties will never be exactly 0. At present effective limits are presented by the Planck units of length, time, and mass. However the possibility that even these limits will be surpassed in the future cannot be ruled out.

The important aspect of these restrictions is that they are limited to apply only to a local region of the universe. The size of the local region is determined by the maximum distance between us on the earth, and observers on other planets with whom we can effectively communicate.

The size of this local region is unknown. One literature estimate [28] is that it is restricted to those stars that are at most, 1000 light years distant from us. Here the size of the restricted region is not important. The only requirement is that it is a small fraction of the 14 billion light year size of the universe.

Outside the local region there are no restrictions on the variation of $\vec{A}$. It can vary rapidly with location or slowly or not at all.

There are fields described in physics that share the restrictions of $\vec{A}$. These include the inflaton [29], quintessence [30], and dark energy [31]. The effects of these fields are present globally. They are invisible locally. At present it is an open question if $\vec{A}$, or $\alpha$, are any of these fields, or none of these. This is a problem for future work.

7 Discussion

In this paper it was seen that the no information at a distance principle and the assumption of local number and vector structures led to the existence of a number scaling or value field, $g$. This field had two roles, It determined the scaling factor for number and vector structures at each point of space time. It also was used to define the connection between structures at different locations. On number structures the connection was a number preserving number value changing operation. On vector spaces the connection was a vector preserving

\footnote{See [22] for a discussion of the possible relation of $A$ and $\alpha$ to the Higgs field.}
vector value changing operation. Its effect was to multiply a vector by a $g$ dependent scalar.

Theoretical quantities in physics that are defined by integrals or derivatives of some field or function are affected by the presence of $g$. This was seen from the need to parallel transport values of scalar or vector fields in different structures at different locations to a common location. Integrals and derivatives of sections of fields so transported were seen to be well defined. As a result theoretical descriptions of many quantities in physics are affected by the presence of the $g$ field, or its equivalent, the $\alpha$ field where $g(y) = e^{\alpha(y)}$.

Two examples of effect of $\alpha$ on physical quantities were given. One example showed the effect on the Dirac Lagrangian in gauge theory. The other example showed the effect on path lengths and distances. It was seen that the presence of the $\alpha$ field resulted in an additional vector field in the Lagrangian that interacts with the fermion field. The same vector field appears in the geodesic equation for the distance between two locations in space-time. The vector field is the gradient of the scalar $\alpha$ field.

Other examples of the effect of the $g$ or $\alpha$ field on physics and geometry are given in the cited references. These include the description of black and white holes in geometry where $\alpha(y)$ approaches either $+$ or $-$ infinity as $y$ approaches a point, $x$ [14] and the effect of $\alpha$ on quantum mechanical quantities [23].

There is still much to do. The effect of number scaling or valuation needs to be extended to mathematical structures other than scalars and vector spaces. Examples are the operator algebras much used in quantum mechanics and the Lie algebras and matrices for unitary transformations used in gauge theories. In geometry the description for paths needs to be extended to two, three, and four dimensional systems. The effect also needs to be expanded to include general relativity. The relation of each fiber with greatly expanded mathematical content to the mathematics that is potentially available to a conscious observer at the location of a fiber is intriguing. This should also be investigated.
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