Special solutions to the space fractional diffusion problem

Tokinaga Namba¹ · Piotr Rybka² · Shoichi Sato³

Received: 4 June 2022 / Revised: 4 October 2022 / Accepted: 5 October 2022 / Published online: 19 October 2022
© The Author(s) 2022

Abstract
We derive a fundamental solution $\mathcal{E}$ to a space-fractional diffusion problem on the half-line. The equation involves the Caputo derivative. We establish properties of $\mathcal{E}$ as well as formulas for solutions to the Dirichlet and fixed slope problems in terms of convolution of $\mathcal{E}$ with data. We also study integrability of derivatives of solutions given in this way. We present conditions, which are sufficient for uniqueness of solutions. Finally, we show the infinite speed of signal propagation.

Keywords
Caputo derivative · Space-fractional diffusion operator · Fundamental solution · Regularity of solutions · Decay of solutions · Speed of propagation

Mathematics Subject Classification
Primary: 35R11 · Secondary: 35A08

1 Introduction
In [13] and [20] the authors studied the following equation,

$$\frac{\partial u}{\partial t} - \frac{\partial}{\partial x} D_{x}^{\alpha} u = 0 \quad (x, t) \in \Omega \times (0, \infty),$$

(1.1)
where $\Omega$ is bounded interval, i.e. $\Omega = (0, l)$, augmented with the boundary data and initial conditions. Here $D_x^\alpha$ is the fractional Caputo derivative with respect to the spatial variable $x$. The interest in such problems stems from the fact that eq. (1.1) appears in the Green-Ampt infiltration models of subsurface flows, see [22]. In fact, (1.1) is a simplification of free boundary problem, which was studied in [21].

Interestingly, problems involving Caputo derivative could be derived as limits of the classical diffusion. More information about that could be found in [1].

In this note we derive in Theorem 1 a formula for $\mathcal{E}$, a self-similar solution to (1.1) considered on $\mathbb{R}_+ \times \mathbb{R}_+$ (here we write $\mathbb{R}_+$ for $(0, \infty)$). Studying self-similar solutions or travelling fronts is important, when we wish to gain insight into the structure of solutions and in particular their long time behavior.

This function $\mathcal{E}$ is smooth and it is a classical solution to (1.1). We show that $\mathcal{E}(x, t) = \frac{a_0}{t^{1+\alpha}} E_{\alpha, 1+1/\alpha, 1/\alpha} \left( -\frac{x^{1+\alpha}}{(1+\alpha)t} \right)$, where $E_{\alpha, 1+1/\alpha, 1/\alpha}$ is the 3-parameter generalized Mittag-Leffler function, see (2.8). An extensive study of the Mittag-Leffler functions is presented in [5].

We show that $\mathcal{E}$ is positive and integrable over $\mathbb{R}_+$ for fixed $t > 0$. The role of the prefactor in the definition of $\mathcal{E}$ is to guarantee that the integral of $\mathcal{E}(\cdot, t)$ does not depend on $t > 0$. In fact, $\mathcal{E}$ is a fundamental solution of (1.1), namely solutions to the Dirichlet and fixed slope problems for $\Omega = \mathbb{R}_+$ may be expressed by means of convolution of the initial condition with $\mathcal{E}$, this is the content of Theorem 2. Here, we call the boundary condition $u_x(0, t) = f(t)$ a fixed slope problem. We do so in order to avoid confusion with the situation, when we set the flux. For the problem we study, the flux is not the normal derivative of $u$.

The problem of existence of a fundamental solution to various versions of time-fractional problems has already been addressed in the literature. We name just a few papers dealing with this issue, see [4, 9, 12, 17, 18]. The tools used there are different from ours. However, it is not surprising that generalized Mittag-Leffler functions play a role. We could justify the positivity of $\mathcal{E}$ on the grounds of the theory of Mittag-Leffler functions, (actually we do this in the Appendix). However, we would like to stress that our proof of positivity of $\mathcal{E}$ is entirely based on a PDE tool, which is the maximum principle, we use this idea after [19].

Let us mention that the discussion of fundamental solutions comprises just a part of the large field of studies related to existence of solutions of equations involving fractional differential operators. There is a number of monographs devoted to this topic, the following books are among them, [3, 15, 16]. Of course, we do not pretend that this list is exhaustive.

Let us stress that the justification of formulas for solutions based on the convolution requires establishing a number of properties of $\mathcal{E}(\cdot, 1)$. In particular, we show that $\mathcal{E}(\cdot, 1)$ is monotone. For this purpose we use a PDE tool, which is the maximum principle. We also show some sort of decay, namely $x \mathcal{E}(x, 1)$ is uniformly bounded, see Lemma 8. These properties of $\mathcal{E}$ seem to be of independent interest.

Once we have a convolution formula for solutions to (1.1), we may study their properties, when $\Omega = \mathbb{R}_+$. An urging question is about uniqueness of solutions
given in this way. We show that if the initial conditions are sufficiently regular, i.e. they are absolutely continuous with compact support, then solutions enjoy sufficient regularity for employing the method of testing the equation with the solution itself, see Proposition 2. This technique immediately yields uniqueness and decay of solutions.

The statement in the previous paragraph takes integrability of $\frac{\partial u}{\partial t}$, $\frac{\partial u}{\partial x}$, $D_\alpha u$ for granted. This is indeed true for the integer derivatives, if the initial condition is in $W^{1,1}$, but $D_\alpha u$ is only in $L^\infty$ as it is shown in Lemma 9. This result is not automatic due to poor integrability of $E$. This is distinctively different from the behavior of solutions to the heat equation.

Eq. (1.1) contains a parameter $\alpha$, so does $E$. Due to analyticity of $E_{\alpha,1+1/\alpha,1/\alpha}$ we deduce that if $u^{\alpha}$ is a solution to (1.1) on $\mathbb{R}_+$, then $u^{\alpha} \to u^{\alpha_0}$ in $L^1(\mathbb{R}_+)$, when $\alpha$ goes to $\alpha_0 \in (0, 1]$. We explicitly exclude $\alpha_0 = 0$, which is due to the fact that $E_{\alpha,1+1/\alpha,1/\alpha}$ has no limit on $\mathbb{R}_+$ when $\alpha \to 0$. However, this case is covered by [13, Theorem 6.1] for viscosity solutions by a different method.

With this observation we may address here the issue of the speed of the signal propagation. This is a bit puzzling because for $\alpha = 1$, eq. (1.1) becomes the heat equation with the infinite speed of propagation, while for $\alpha = 0$ problem (1.1) is the transport equation for which the speed is finite.

Our numerical experiments presented in [14] show that an initial pulse moves to the left with a finite speed. The same conclusions are drawn on the basis of numerical simulations by the authors of [11] who dealt with the time-fractional diffusion-wave equation. However, our Proposition 5 stated for (1.1) with $\Omega = \mathbb{R}_+$ and the fixed slope boundary condition shows that actually the speed of the signal is infinite, i.e. the support of the solution instantly becomes equal to $[0, \infty)$. This is shown with the help of the explicit formulas employing the fundamental solution, $E$ constructed here. Thus, regarding the speed of propagation, the solutions share properties of the transport and heat equations.

After presenting the content we describe the organization of this article. In Section 2 we recall the fundamentals of the fractional calculus. Section 3 is devoted to the derivation of a formula for a self-similar solution $E$. Here we also study its properties collected in Theorem 1 and we derive the formulas for the integral representation of unique solutions. In the Appendix we present the derivation of $E$ which is based on the properties of the generalized Mittag-Leffler function $E_{\beta,k,1}$ and not the series manipulation. We also show a short proof of positivity of $E$, which follows from the theory of the generalized Mittag-Leffler function.

2 Preliminaries

We recall the definitions of the Caputo and Riemann-Liouville fractional derivatives. For a function $f \in L^1(0, l)$ and $\alpha \in (0, 1)$ we introduce the fractional integration operator by

$$ (I^\alpha f)(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x - z)^{\alpha-1} f(z) \, dz. \quad (2.1) $$
For an absolutely continuous function $u \in AC[0, L]$ we define the Caputo fractional derivative of order $\alpha \in (0, 1)$ by the following formula

$$D_\alpha^C u(x) = (I^{1-\alpha}u')'(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{u'(s)}{(x-s)^\alpha} ds,$$  \hfill (2.2)

while the Riemann-Liouville fractional derivative has the form

$$D_\alpha^{RL} u = \frac{d}{dx} (I^{1-\alpha} u).$$  \hfill (2.3)

Later, we will consistently write $D_\alpha^C$ to denote the fractional Caputo derivative of a single variable function, $D_\alpha^{RL}$ will mean a partial derivative with respect to variable $x$.

We notice that if $u$ is absolutely continuous and $u(0) = 0$, then we have

$$\frac{d}{dx} (I^{1-\alpha} u) = I^{1-\alpha} \frac{d}{dx} u \quad \text{i.e.} \quad D_\alpha^C u = D_\alpha^{RL} u.$$  \hfill (2.4)

The following formula explains the relationship between the two types of derivatives for a general function $u \in AC[0, L]$,

$$D_\alpha^{RL} u = D_\alpha^{RL} u + \frac{x^{-\alpha}}{\Gamma(1-\alpha)} u(0).$$  \hfill (2.5)

The fractional integration is the inverse of the Caputo derivative up to a constant,

$$I^\alpha D_\alpha^C u(x) = u(x) - u(0).$$  \hfill (2.6)

In our analysis we will need a more convenient representation of the operator $(D_\alpha^C u)_x$. For this purpose we need to recall:

**Lemma 1** (see [13, Proposition 2.1]) Let $u : [0, l) \rightarrow \mathbb{R}$ be such that $u \in C^2(0, l) \cap C[0, l]$ and $u' \in L^1(0, l)$. Then, $(D_\alpha^C u)_x$ exists everywhere in $(0, l)$ and

$$\begin{eqnarray*}
(D_\alpha^C u)_x(x) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{\alpha(u(0) - u(x)) + (\alpha + 1)u'(x)x}{x^{\alpha+1}} ight. \\
+ \alpha(\alpha + 1) \int_0^x [u(x-z) - u(x) + u'(x)z] \frac{dz}{z^{\alpha+2}} \left. \right). 
\end{eqnarray*}$$  \hfill (2.7)

for $x \in (0, l)$.

With the help of this lemma we will evaluate the action of $(D_\alpha^C u)_x$ on scaled functions:

**Corollary 1** Let $u : [0, l) \rightarrow \mathbb{R}$ be such that $u \in C^2(0, l) \cap C[0, l]$ and $u' \in L^1(0, l)$. If $\lambda > 0$ and we set $v_\lambda(x) = u(\lambda^{1/\alpha} x)$, then $(D_\alpha^C v_\lambda)_x(x) = \lambda (D_\alpha^C y)_x(\lambda^{1/\alpha} x)$. Springer
Proof We use Lemma 1 to calculate \((D_{\mathcal{X}}^\alpha v_\lambda)_x\).  

\[
(D_{\mathcal{X}}^\alpha v_\lambda)_x(x) = \frac{1}{\Gamma(1-\alpha)} \left( \alpha (v_\lambda(0) - v_\lambda(x)) + (\alpha + 1)(v_\lambda)_x(x)x \right) x^{\alpha+1} 
+ \alpha (\alpha + 1) \int_0^x [v_\lambda(x - z) - v_\lambda(x) + (v_\lambda)_x(x)z] \frac{dz}{z^{\alpha+2}} \]

\[
= \frac{1}{\Gamma(1-\alpha)} \left( \alpha (u(0) - u(\lambda^{\frac{1}{1+\sigma}} x)) + (\alpha + 1)\lambda^{\frac{1}{1+\sigma}} u_y(\lambda^{\frac{1}{1+\sigma}} x)x \right) x^{\alpha+1} 
+ \alpha (\alpha + 1) \int_0^x [u(\lambda^{\frac{1}{1+\sigma}} (x - z)) - u(\lambda^{\frac{1}{1+\sigma}} x) + \lambda^{\frac{1}{1+\sigma}} u_y(\lambda^{\frac{1}{1+\sigma}} x)z] \frac{dz}{z^{\alpha+2}} \]

Changing the variable of integration by \(\lambda^{\frac{1}{1+\sigma}} z = \xi\) we see \(dz/z^{\alpha+2} = \lambda d\xi/\xi^{2+\alpha}\). Hence that the last term of the right-hand-side (RHS) is equal to

\[
\frac{\alpha (\alpha + 1)\lambda}{\Gamma(1-\alpha)} \int_0^{\lambda^{\frac{1}{1+\sigma}} x} [u(\lambda^{\frac{1}{1+\sigma}} (x - \xi)) - u(\lambda^{\frac{1}{1+\sigma}} x) + \lambda^{\frac{1}{1+\sigma}} u_y(\lambda^{\frac{1}{1+\sigma}} x)\xi] \frac{d\xi}{\xi^{\alpha+2}}.
\]

Therefore applying Lemma 1 again yields

\[
(D_{\mathcal{X}}^\alpha v_\lambda)_x(x) = \lambda^{\frac{1}{1+\sigma}} (D_{\mathcal{Y}}^\alpha u)_y(\lambda^{\frac{1}{1+\sigma}} x).
\]

In our construction of the self-similar solution we will use a three-parameter generalized Mittag-Leffler function \(E_{\beta,m,l}\). It is defined by the following series for \(z \in \mathbb{C}\) (see [8, formula (1.9.19)])

\[
E_{\beta,m,l}(z) = \sum_{n=0}^\infty c_n^{\beta,m,l} z^n, \quad \Re \beta > 0, \quad m \in (0, +\infty), \quad l \in \mathbb{C}, \quad -\beta(km + l) \notin \mathbb{N} \setminus \{0\},
\]

where \(\Re \beta\) denotes the real part of a complex number \(\beta\) and

\[
c_n^{\beta,m,l} = \prod_{k=0}^{n-1} \frac{\Gamma(\beta(km + l) + 1)}{\Gamma(\beta(km + l + 1) + 1)}.
\]
It is worth recalling that due to [6, Theorem 1], see also [8, page 48], we know that $E_{\beta,m,l}$ is an entire function of order $(\Re \beta)^{-1}$ and type $m^{-1}$, i.e. for any $\epsilon > 0$,

$$|E_{\beta,m,l}(z)| < \exp((m^{-1} + \epsilon)|z|^{1/\beta})$$

(2.9)

holds for $|z| \geq r_0(\epsilon)$, where $r_0(\epsilon)$ is sufficiently large.

In several places we will use the following observation concerning the Mittag-Leffler functions. Let us set,

$$\Phi(x) = E_{\alpha,1+1/\alpha,1/\alpha}(-x^{1+\alpha}/(1+\alpha)t).$$

(2.10)

We recall:

**Proposition 1** (see [8, Example 4.11], [7, Theorem 4]) The function $\Phi$ defined in (2.10) satisfies the following fractional ordinary differential equation,

$$D_{\gamma_c}^\alpha v(y) + \frac{1}{1+\alpha} y v(y) = 0, \quad y > 0, \quad v(0) = 1.$$  

(2.11)

### 3 The fundamental solution and its properties

We will derive a self-similar solution, $\mathcal{E}$, to the following equation,

$$\frac{\partial u}{\partial t} - \frac{\partial}{\partial x} D_{\gamma_c}^\alpha u = 0 \quad (x, t) \in (0, \infty)^2.$$ 

(3.1)

This is done in the theorem below, where we also present the basic properties of $\mathcal{E}$.

**Theorem 1** There is a function $\mathcal{E} : (0, \infty)^2 \to \mathbb{R}$ with the following properties:

1. $\mathcal{E} \in C^2((0, \infty)^2)$ and $\mathcal{E}$ is a self-similar solution to (3.1), i.e. it is invariant under the transformation $(x, t) \mapsto (\lambda^{1+\alpha} x, \lambda t)$ for $\lambda > 0$.
2. $\mathcal{E}$ is positive for all $x, t > 0$.
3. For all $t > 0$ function $\mathcal{E}(-, t)$ is decreasing.
4. For all $t > 0$ function $\mathcal{E}(., t)$ is in $L^1(0, \infty)$ and $\int_0^\infty \mathcal{E}(x, t) \, dx = \frac{1}{\Sigma}$.

Moreover, function $\mathcal{E}$ is given by the following formula,

$$\mathcal{E}(x, t) = a_0 t^{-\frac{1}{1+\alpha}} E_{\alpha,1+1/\alpha,1/\alpha}(-x^{1+\alpha}/(1+\alpha)t),$$

(3.2)

where

$$\frac{1}{a_0} = 2 \int_0^\infty E_{\alpha,1+1/\alpha,1/\alpha}(-x^{1+\alpha}/(1+\alpha)) \, dx.$$ 

(3.3)
Remark 1 Using $\Phi$ defined in (2.10) we can write $\mathcal{E}$ shortly as follows,

$$\mathcal{E}(x, t) = a_0 t^{-\frac{1}{1+\alpha}} \Phi \left( \frac{x}{t^{\frac{1}{1+\alpha}}} \right).$$

The way we stated this theorem suggests that it is sufficient to plug in the formula for $\mathcal{E}$ into the equation. To some extent, this is what we do in the Appendix, where we use Proposition 1 to prove Lemma 3 below. However, we think it is more instructive to go through the process of derivation of (3.2).

Properties of $\mathcal{E}$, among them positivity or monotonicity on $(0, \infty)$, are not easy to check by inspection of the formula given by a series. This is why we employ methods typical for PDE, like the maximum principle.

Our first task, however, is to construct a self-similar solution to (1.1). We do this in a couple of steps. Here is the first observation:

Lemma 2 Let us suppose that $u \in C^2((0, \infty)^2)$. Then, $u$ is a solution to (3.1) if and only if $u_\lambda$, given by

$$u_\lambda(x, t) = u(\lambda^{\frac{1}{1+\alpha}} x, \lambda t)$$

is a solution to (3.1).

Proof Now, it is straightforward to see that

$$(u_\lambda)_t(x, t) = \lambda^1 u_\lambda \left( \lambda^{\frac{1}{1+\alpha}} x, \lambda t \right).$$

For the purpose of computing the fractional derivative $(D_{x_C}^a u_\lambda)_x$ of a scaled function $u_\lambda$ we will use Corollary 1, which applies to single variable functions. This is why we introduce $v_\lambda$ defined as $v_\lambda(x) = u(\lambda^{\frac{1}{1+\alpha}} x, \lambda t)$, where $t$ is just a fixed parameter. This leads us to the identity

$$(D_{x_C}^a u_\lambda)_x(x, t) = (D_{x_C}^a v_\lambda)_x(x) = \lambda^1 (D_{y_C}^a u)_y(\lambda^{\frac{1}{1+\alpha}} x, \lambda t).$$

Thus, we see that $u$ satisfies (3.1) if and only if $u_\lambda$ fulfills

$$(u_\lambda)_t(x, t) - (D_{x_C}^a u_\lambda)_x(x, t) = 0$$

for all $x > 0$, $t > 0$. □

The above lemma tells us that self-similar solutions depend only on $\xi = x t^{-\frac{1}{1+\alpha}}$. However, if we want to obtain a solution, whose average over $\mathbb{R}_+$ is independent of time, then we must consider $\mathcal{E}$ of the form

$$\mathcal{E}(x, t) = a_0 t^{\gamma} v(x^{1+\alpha}/t),$$

(3.4)
where $v$ is integrable. It is easy to see that for
\[ \gamma = -\frac{1}{1+\alpha} \]
and $t_2 \neq t_1 > 0$ we have
\[ \int_0^\infty \mathcal{E}(x, t_2) \, dx = \int_0^\infty \mathcal{E}(x, t_1) \, dx. \]

We are now ready to derive the form of $\mathcal{E}$. We make an informed guess that $v$ appearing in (3.4) should be analytic, since this is the case of the classical heat equation. It turns out that we are right.

**Lemma 3** Let us assume that $v$ appearing in (3.4) is analytic and $v(0) = 1$. Then,
\[ v(z) = E_{\alpha, 1+1/\alpha, 1/\alpha} \left( -\frac{z}{1+\alpha} \right), \]
where $E_{\beta, m, l}$ is the generalized Mittag-Leffler function defined in (2.8).

**Proof** Let us suppose that
\[ v(z) = \sum_{n=0}^{\infty} c_n z^n. \]

Then, inserting $\mathcal{E}$ defined by (3.4) into (3.1) yields
\[ \sum_{n=0}^{\infty} c_n (\gamma - n) x^{(1+\alpha)n} = \sum_{n=1}^{\infty} c_n \frac{\Gamma((1+\alpha)n + 1)(1+\alpha)(n - 1 + 1)}{\Gamma((1+\alpha)(n - 1) + 2)} \frac{x^{(1+\alpha)(n-1)}}{t^{n-\gamma}}, \]
where we took into account that $D_\alpha^\beta C x^\beta = \frac{\Gamma(\beta + 1)}{\Gamma(\beta + 1 - \alpha)} x^{\beta - \alpha}$. Hence, we find the formula for $c_n$,
\[ c_n = \frac{(-1)^n}{(1+\alpha)^n} b_n, \quad n \geq 1, \]
where we set $c_0 = 1$ and
\[ b_n = \prod_{i=0}^{n-1} \frac{\Gamma(\alpha i + i + 2)}{\Gamma(\alpha(i + 1) + i + 2)}. \quad (3.5) \]

Hence,
\[ v(z) = \sum_{n=0}^{\infty} (-1)^n b_n \left( \frac{z}{1+\alpha} \right)^n. \]
If we take into account the form of $b_n$’s, then we realize that
\[
v(z) = E_{\alpha, 1+1/\alpha, 1/\alpha} \left( -\frac{z}{1+\alpha} \right),
\]
where $E_{\beta, m, l}$ is a generalized Mittag-Leffler function defined in (2.8). Thus, we reach $\mathcal{E}$ of the form (3.2), where the multiplicative constant $a_0$ has to be determined by other means.

\[\square\]

**Remark 2** The argument above is based on the series manipulation. In the Appendix, we present the proof of this lemma, which is based only on the theory of the generalized Mittag-Leffler function $E_{\beta, m, l}$. It is more elegant, but less informative.

An important step in our analysis is checking that $\mathcal{E}$ is indeed positive. The argument we use is based on the use of the maximum principle for (1.1). This idea was used first in the proof of a similar result in [19]. We provide our own and extended version of the argument. We find this type of argument very important for creation of a toolbox for analysing properties of solutions to (1.1). However, in the Appendix we present a short proof of the same result, which is of independent interest. It is based on the theory of the three-parameter Mittag-Leffler function.

**Lemma 4** The function $\Phi$ defined in (2.10) is positive for all $x > 0$.

**Proof** Let us set
\[
u(x, t) := \int_0^{xt^{-1/\alpha}} \Phi(z) \, dz.
\]
We will see that
\[
\left( \frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_{x_C}^\alpha \right) u < 0. \tag{3.6}
\]
Indeed, $\frac{\partial u}{\partial t} (x, t) = -\frac{1}{\Gamma(1+\alpha)} y \Phi(y)$, where $y = xt^{-1/\alpha}$ and by Corollary 1 we see that $\frac{\partial}{\partial x} D_{x_C}^\alpha u(x, t) = \frac{1}{\Gamma(1+\alpha)} \frac{\partial}{\partial y} D_{y_C}^\alpha u(y, t)$. Thus, due to
\[
\frac{\partial}{\partial x} D_{x_C}^\alpha u = D_{y_C}^\alpha \frac{\partial}{\partial x} u
\]
and (2.5) we obtain
\[
\left( \frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_{x_C}^\alpha \right) u(x, t) = -\frac{1}{\Gamma(1+\alpha)} \left( \frac{y \Phi(y)}{1+\alpha} + D_{y_C}^\alpha \Phi(y) \right)
\]
\[
= -\frac{1}{\Gamma(1+\alpha)} \left( \frac{y \Phi(y)}{1+\alpha} + D_{y_C}^\alpha \Phi(y) \right) - \frac{y^{-\alpha}}{\Gamma(1-\alpha)}.
\]
Now, we invoke Proposition 1 to conclude that the expression in parenthesis vanishes. Thus, (3.6) follows.

Let us suppose our claim is not valid and the set

$$A = \{ x > 0 : \Phi(x) < 0 \}$$

is not empty. Since \(\Phi(0) = 1\), we see that \(\inf A =: x_0 > 0\). Due to the continuity of \(\Phi\) there is \(x_1 > x_0\) such that

$$u(x, 1) > 0 \quad \text{for } x \in (0, x_1).$$

Let us set

$$\Omega = \{(x, t) \in (0, \infty)^2 : x \in (0, x_1t^{1/(1+\alpha)}), \ t \in (1, 2)\}. \quad (3.7)$$

By the weak maximum principle for (3.6) in non-cylindrical regions, see [21, Lemma 8], we have

$$\sup\{u(x, t) : (x, t) \in \Omega\} = \max\{u(x, t) : (x, t) \in \partial\Omega \setminus ([2] \times \mathbb{R}_+)\} =: M.$$ 

However, since \(u(0, t) = 0\) and \(u(x_1t^{1/(1+\alpha)}, t) = u(x_1, 1) < u(x_0, 1)\) for \(t \in [1, 2]\), then we see that

$$M = u(x_0, 1).$$

If we had the strong maximum principle, then we would have reached a contradiction. But we do not have it, thus, we have to continue our argument. For a positive \(\epsilon\) and \((x, t) \in \mathbb{R}_+ \times (1, \infty)\) we set,

$$v_\epsilon(x, t) = \epsilon c_\alpha x^{1+\alpha} + \epsilon(t - 1),$$

where \(c_\alpha = 1/(1+\alpha)^{1/(1+\alpha)}\). Due to the choice of \(c_\alpha\) we see that \(\frac{\partial v_\epsilon}{\partial t} - \frac{\partial}{\partial x} D_x^\alpha v_\epsilon = 0\). Thus, the sum \(u + v_\epsilon\) satisfies (3.6) and we may apply the weak maximum principle, see [21, Lemma 8], which yields,

$$M_\epsilon := \sup\{(u + v_\epsilon)(x, t) : (x, t) \in \Omega\} = \max\{(u + v_\epsilon)(x, t) : (x, t) \in \partial\Omega \setminus ([2] \times \mathbb{R}_+)\}. \quad (3.8)$$

We want to select such \(\epsilon\) that \(M_\epsilon = \max(u + v_\epsilon)(x, 1)\). We notice that \((u + v_\epsilon)(0, t) = \epsilon(t - 1) \leq \epsilon\) and we may restrict \(\epsilon\) so that \(\epsilon < u(x_1, 1)\). We take even smaller \(\epsilon\) so that

$$\frac{\partial}{\partial x} (u + v_\epsilon)(x_1, 1) < 0.$$
Hence, there is $x_2 \in (x_0, x_1)$ such that
\[
\max\{(u + v_\epsilon)(x, 1) : x \in (0, x_1)\} = (u + v_\epsilon)(x_2, 1)
\]
We want to guarantee that $M_\epsilon$ equals $(u + v_\epsilon)(x_2, 1) = u(x_2, 1) + \epsilon c_\alpha x_2^{1+\alpha}$.

We look at $u + v_\epsilon$ on the last part of the parabolic boundary of $\Omega$,
\[
\gamma = \{(x_1 t^{1/(1+\alpha)}, t) : t \in (1, 2)\}.
\]
For $(x, t) \in \gamma$ we have
\[
(u + v_\epsilon)(x_1 t^{1/(1+\alpha)}, t) = u(x_1, 1) + \epsilon (c_\alpha x_1^{1+\alpha} t + t - 1)
\]
\[
= u(x_1, 1) + \epsilon c_\alpha x_1^{1+\alpha} + (t - 1)\epsilon (c_\alpha x_1^{1+\alpha} + 1).
\]
We see that RHS above is greater than $(u + v_\epsilon)(x_1, 1)$ for $t \in (1, 2)$. At the same time we see that the left-hand-side attains its maximum for $t = 2$ and we may take $\epsilon$ so small that
\[
\epsilon (c_\alpha x_1^{1+\alpha} + 1) + (u + v_\epsilon)(x_1, 1) < (u + v_\epsilon)(x_2, 1) = M_\epsilon.
\]
Now, we shall see that $\sup_{\partial Q} (u + v_\epsilon) > M_\epsilon$. Let us consider points $(x, t)$ of the following form, $(x_2 t^{1/(1+\alpha)}, t), t \in (1, 2)$. Now, we compute values of $(u + v_\epsilon)$ there for $t > 1$. We obtain,
\[
(u + v_\epsilon)(x_2 t^{1/(1+\alpha)}, t) = u(x_2, 1) + \epsilon c_\alpha x_2^{1+\alpha} t + \epsilon (t - 1)
\]
\[
= u(x_2, 1) + \epsilon c_\alpha x_2^{1+\alpha} + \epsilon (t - 1) (c_\alpha x_1^{1+\alpha} + 1)
\]
\[
> (u + v_\epsilon)(x_2, 1) = M_\epsilon.
\]
But this inequality violates (3.8). Thus, our claim follows.

In fact, in the course of proof of Lemma 4, we established the following facts:

**Lemma 5** Let $U \in C^{1+\alpha}([0, \infty))$ and set $u(x, t) = U(x t^{-\frac{1}{1+\alpha}})$.

(1) If $u$ satisfies inequality (3.6) in $\Omega$ defined in (3.7), where $x_1 > 0$ is now arbitrary, then $u(x, 1) \equiv U(x)$ cannot attain a maximum inside $(0, x_1)$.

(2) If $u$ satisfies the inequality
\[
\left(\frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_\alpha \right) u > 0
\]

in $\Omega$ defined in (3.7), where $x_1 > 0$ is now arbitrary, then $u(x, 1) \equiv U(x)$ cannot attain a minimum inside $(0, x_1)$.

These observations immediately imply part (3) of Theorem 1.

**Lemma 6** Let us fix any $t > 0$, then the function $\mathbb{R}_+ \ni x \mapsto \delta(x, t) \in \mathbb{R}$ is decreasing.
Proof Since \( \mathcal{E} \) is a self-similar solution, we may restrict our attention to \( t = 1 \). Let us suppose our claim is false and \( \mathcal{E}(\cdot, 1) \) attains a minimum at \( x_0 \). We can find \( x_1 > x_0 \) such that \( \mathcal{E}(x_1, 1) > \mathcal{E}(x_0, 1) \). We define \( v_\epsilon \) by the formula,
\[
v_\epsilon(x, t) = \mathcal{E}(x, t) - \epsilon x t^{-\frac{1}{\alpha}}, \quad (x, t) \in D = \{(x, t) : t \in [1, 2], x \in (0, x_1 t^{\frac{1}{\alpha}})\}.
\]
Now, we choose \( \epsilon > 0 \) sufficiently small that so that \( v_\epsilon(\cdot, 1) \) attains its minimum at \( x_2 \in (x_0, x_1) \), hence \( v_\epsilon(x_2, 1) < v_\epsilon(x_1, 1) \). Moreover, for all \( \epsilon > 0 \) inequality (3.9) is satisfied. As a result we may apply Lemma 5 part 2) to \( v_\epsilon \) to deduce that \( v_\epsilon(\cdot, 1) \) cannot attain any minimum in \((0, x_1)\).

We observe that for no positive \( x_0 \) function \( \Phi(\cdot) = \mathcal{E}(\cdot, 1) \) is increasing on \((0, x_0)\). If such a point existed, then \( D_\mathcal{C}^\alpha \Phi \geq 0 \) on \((0, x_0)\), but this contradicts (2.11) due to positivity of \( \Phi \). Hence, \( v_\epsilon \) cannot attain any maximum in \((0, \infty)\).

These observations imply that \( v_\epsilon(\cdot, 1) \) is decreasing. Indeed, since \( \Phi \) is defined as a series its inspection tells us that \( \Phi'(0) < 0 \). Hence, there is \( x_3 > 0 \) such that \( v_\epsilon(\cdot, 1) \) is decreasing on \((0, x_3)\). If there were \( 0 < x_3 < x_4 \) and \( v_\epsilon(x_3, 1) < v_\epsilon(x_4, 1) \) would be true then, taking into account that \( v_\epsilon(0, 1) > v_\epsilon(x_3, 1) \) we would deduce that \( v_\epsilon(\cdot, 1) \) must attain a minimum in the interval \((0, x_4)\) but this is impossible. Hence, the claim follows.

Finally, we notice that \( \mathcal{E}(x, 1) = \lim_{\epsilon \to 0^+} v_\epsilon(x, 1) \), which implies monotonicity of \( \mathcal{E}(\cdot, 1) \).

Now, we will show that \( \mathcal{E} \) is integrable over the positive half-line.

Lemma 7 The function \( \Phi \) defined in (2.10) is bounded with a bound uniform in \( \alpha \) and it is integrable over \((0, \infty)\) for each \( \alpha \in (0, 1) \).

Proof We will show first the boundedness of \( \Phi \) by a different method, which is useful for further considerations. Due to Proposition 1 and Lemma 4, we notice that
\[
D_\mathcal{C}^\alpha \Phi(x) = -\frac{x}{1 + \alpha} \Phi(x) < 0.
\]
We may apply the fractional integration operator \( I^\alpha \) to both sides of the above inequality. Due to (2.6) we obtain,
\[
\Phi(x) - \Phi(0) = I^\alpha D_\mathcal{C}^\alpha \Phi(x) < 0. \tag{3.10}
\]
Hence,
\[
\Phi(x) \equiv E_{\alpha, 1+1/\alpha, 1/\alpha}(-\frac{x^{1+\alpha}}{1 + \alpha}) < \Phi(0) = 1. \tag{3.11}
\]
Let us stress that the estimate (3.11) is uniform in \( \alpha \).

Now, we shall see that boundedness of \( \Phi \) implies its integrability. For this purpose we rewrite (2.11) using (2.5) as follows,
\[
\frac{1}{1 + \alpha} \Phi(x) = \frac{x^{-1-\alpha}}{\Gamma(1-\alpha)} - \frac{x^{-1}}{\Gamma(1-\alpha)} \frac{d}{dx} \int_0^x \Phi(t) (x-t)^{-\alpha} dt.
\]
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We integrate it over $[1, R]$ and we reach,

$$\frac{\Gamma(1 - \alpha)}{1 + \alpha} \int_1^R \Phi(s) \, ds \leq \int_1^R \frac{dx}{x^{1+\alpha}} + \int_1^R x^{-1} \frac{d}{dx} \int_0^x \frac{\Phi(t)}{(x - t)^{1-\alpha}} \, dt \, dx = J_1 + |J_2|.$$  

In the second term we integrate by parts. This yields,

$$J_2 = \int_1^R x^{-2} \int_0^x \frac{\Phi(t)}{(x - t)^{1-\alpha}} \, dt \, dx + x^{-1} \int_0^x \frac{\Phi(t)}{(x - t)^{1-\alpha}} \, dt \bigg|_{x=R}^{x=1}.$$  

Now, we use (3.11) and positivity of $\Phi$ to see that

$$J_2 \leq \frac{1 - R^{(1-\alpha)-1}}{\alpha(1 - \alpha)} + \frac{R^\alpha}{\alpha R} < \frac{1}{\alpha(1 - \alpha)}.$$  

If we combine it with an easy estimate on $J_1$ we arrive at

$$\int_1^R \Phi(s) \, ds \leq \frac{(2 - \alpha)(1 + \alpha)}{\alpha(1 - \alpha) \Gamma(1 - \alpha)}.$$  

Our claim follows. $\square$

We notice that the estimate for the integral of $\Phi$ blows up at $\alpha = 0$.

We are now ready to finish the proof of Theorem 1. The derivation is performed in Lemmas 2 and 3. The properties of $\Phi$ were established in Lemmas 4, 6 and 7. In particular, they guarantee that the integral

$$\frac{1}{a_0} = 2 \int_0^\infty E_{\alpha,1+1/\alpha,1/\alpha}(-x^{1+\alpha} / (1 + \alpha)) \, dx$$

is finite and positive. Hence, the definition of $a_0$ given in (3.3) is correct and $\mathcal{E}$ is well-defined with the properties we stated. $\square$

**Remark 3** Actually, our proof shows that $\mathcal{E}(\cdot, t) \in C^{1+\alpha}([0, \infty))$ for all $t > 0$ we have and this regularity is optimal. This is indeed the case if inspect the Taylor expansion of $E_{\alpha,1+1/\alpha,1/\alpha}$, see (2.8). We notice that $c_{\alpha,1+1/\alpha,1/\alpha} \neq 0$. As a result the space regularity of $\mathcal{E}$ is the same as the space regularity of $x^{1+\alpha}$.

### 4 Integral representation and properties of solutions

We constructed $\mathcal{E}$ on $\mathbb{R}_+^2$. In order to discuss its properties leading to a justification of the name ‘fundamental solution’ we have to extend $\mathcal{E}$ to $\mathbb{R} \times \mathbb{R}_+$, without changing the notation. Actually, the function $x^{1+\alpha}$ is naturally defined for negative argument as $|x|^{1+\alpha}$. We also set $\mathcal{E}$ equal to zero on $\mathbb{R} \times (-\infty, 0]$, so finally

$$\mathcal{E}(x, t) = \mathcal{E}(|x|, t) \chi_{\mathbb{R}_+}(t).$$
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We do not want to discuss the action of $D_x^{\alpha}$ on $\mathcal{D}'(\mathbb{R})$ so we will not try to show that $\left(\frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_x^{\alpha}\right)\delta = \delta_0$. Indeed, this requires extra consideration, because the convolution kernel in the definition of the Caputo derivative is not symmetric by itself. This topic is interesting, but outside the scope of the present paper.

Instead we will justify the representation formulas for solution to (3.1) augmented with the initial and boundary data. In fact, we will reuse the well-known formula derived with the help of the reflection principles for solutions to the heat equation on the half line.

**Theorem 2** Let us suppose that $g \in L^p(0, \infty)$, where $p \in [1, \infty)$ and $g$ has compact support, (resp. $g \in C_c^0([0, \infty))$) and we set

$$E_t(x) = \mathcal{E}(x, t).$$

We define functions $w_1, w_2$ by the following formulas,

$$w_1(x, t) = \int_0^\infty (\mathcal{E}_t(x - y) - \mathcal{E}_t(x + y))g(y)\,dy,$$  \hspace{1cm} (4.1)

$$w_2(x, t) = \int_0^\infty (\mathcal{E}_t(x - y) + \mathcal{E}_t(x + y))g(y)\,dy.$$  \hspace{1cm} (4.2)

Then,

(a) For all $t, R > 0$ functions $w_1(\cdot, t)$ and $w_2(\cdot, t)$ belong to $C^{1+\alpha}([0, R])$, they are classical solutions to

$$\frac{\partial w}{\partial t} - \frac{\partial}{\partial x} D^{\alpha}_x w = 0 \quad x, t > 0,$$  \hspace{1cm} (4.3)

$$w(x, 0) = g(x) \quad x > 0.$$  

In addition $w_1$ (resp. $w_2$) satisfies the Dirichlet (resp. fixed slope) boundary condition,

$$w(0, t) = 0, \quad (\text{resp. } w_x(0, t) = 0) \quad \text{for } t > 0.$$  \hspace{1cm} (4.4)

(b) The functions $w_1$ and $w_2$ belong to $L^\infty(\mathbb{R}^+; L^p(\mathbb{R}^+))$ if $p < \infty$ (resp. $w_1, w_2 \in L^\infty(\mathbb{R}^+_+; C(\mathbb{R}^+_+))$, when $g \in C_c^0([0, \infty))$). The initial condition is satisfied in the sense below. However, when $g$ is continuous, we require $g(0) = 0$ in case of the Dirichlet data,

$$\lim_{t \to 0} \|w_1(\cdot, t) - g\|_{L^p} = 0, \quad (\text{resp. } \lim_{t \to 0} \|w_2(\cdot, t) - g\|_{L^\infty} = 0).$$  \hspace{1cm} (4.5)

**Proof** We will first check that $w_1$ and $w_2$ are well-defined, for this reason we begin with the first part of (b). We will rewrite $w_1$ and $w_2$ as a convolution of the data on $\mathbb{R}^+$ with $\mathcal{E}_t$,

$$w_1(x, t) = \int_\mathbb{R} \mathcal{E}_t(x - y)\tilde{g}(y)\,dy, \quad w_2(x, t) = \int_\mathbb{R} \mathcal{E}_t(x - y)\tilde{g}(y)\,dy.$$  \hspace{1cm} (4.6)
where $\tilde{g}$ (resp. $\bar{g}$) is an odd extension, i.e. $\tilde{g}(-y) = -g(y)$ (resp. even extension, i.e. $\bar{g}(-y) = g(y)$) for $y > 0$. Since $\mathcal{E}_t \in L^1(\mathbb{R})$ and $\int_{\mathbb{R}} \mathcal{E}_t \, dx = 1$, then Young inequality for convolutions imply that $\mathcal{E}_t \ast \tilde{g}, \mathcal{E}_t \ast \bar{g} \in L^p(\mathbb{R})$, when $p < \infty$ and

$$
\|\mathcal{E}_t \ast \tilde{g}\|_{L^p(\mathbb{R})} \leq 2\|g\|_{L^p(\mathbb{R})}, \quad \|\mathcal{E}_t \ast \bar{g}\|_{L^p(\mathbb{R})} \leq 2\|g\|_{L^p(\mathbb{R})}.
$$

When $g$ is bounded, then

$$
\|\mathcal{E}_t \ast \tilde{g}\|_{L^\infty} \leq \|g\|_{L^\infty}, \quad \|\mathcal{E}_t \ast \bar{g}\|_{L^\infty} \leq \|g\|_{L^\infty}.
$$

We conclude that $w_1$ and $w_2$ are well-defined.

Let us argue that $w_1, w_2$ are solutions to (4.3). We will provide some details for $w_1$, (the proof for $w_2$ is the same). We first notice that the kernel $\mathcal{E}_t$ is a composition of an analytic function with $x \mapsto |x|^{1+\alpha}$, hence the convolution appearing in the definition of $w_i, i = 1, 2$ shares this kind of smoothness. Since $w_1$ is a $C^{1+\alpha}$-function we may apply $D_x^\alpha$ to $v$ defined above. We obtain,

$$
D_x^\alpha w_1(x, t) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{dy}{(x-y)^\alpha} \int_{-\infty}^\infty \frac{\partial}{\partial y} \mathcal{E}_t(y+s)\tilde{g}(s) \, ds,
$$

where we could interchange the integral over $\mathbb{R}$ with the differentiation due to the integrability of $\frac{\partial}{\partial y} \mathcal{E}_t(y+s)\tilde{g}(s)$ with respect $s$ for all $y \in \mathbb{R}$. Now, we notice that we may invoke the Fubini Theorem to interchange the order of integrals. Thus, we conclude that the partial integration operator $I^{1-\alpha}$ and the integration over $\mathbb{R}_+$ with respect to $y$ commute and we see,

$$
D_x^\alpha w_1(x, t) = \int_{-\infty}^\infty D_x^\alpha \mathcal{E}_t(x+y)\tilde{g}(y) \, dy.
$$

Here, a comment on the integrand is in order. Since, $\mathcal{E}_t$ is defined over $\mathbb{R}$ its argument may be negative. However, in accordance with the definition of the Caputo derivative with respect to $x$, the argument $x$ is always positive.

Now, due to regularity of $\mathcal{E}_t$ we see that

$$
\frac{\partial}{\partial x} D_x^\alpha w_1 = \int_{-\infty}^\infty \frac{\partial}{\partial x} D_x^\alpha \mathcal{E}_t(x+y)\tilde{g}(y) \, dy.
$$

Thus, we conclude that $\left(\frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_x^\alpha\right) w_1 = 0$.

Now, we check the boundary conditions. Since $w_1(\cdot, t)$ is continuous up to $x = 0$ for $t > 0$ we see that

$$
w_1(0, t) = \int_0^\infty (\mathcal{E}_t(-y) - \mathcal{E}_t(y))g(y) \, dy = 0.
$$

The RHS vanishes because $\mathcal{E}_t$ is even.
The argument for $w_2$ is similar. We use that $\partial w_2 / \partial x (\cdot, t)$ is continuous up to $\{x = 0\}$ for $t > 0$. For positive $x$ we have

$$\frac{-1}{1 + \alpha} \frac{\partial w_2}{\partial x}(x, t) = \int_0^\infty \left( \frac{\partial \mathcal{E}_t}{\partial x}(x-y)\text{sgn}(x-y)|x-y|^\alpha + \frac{\partial \mathcal{E}_t}{\partial x}(x+y)\text{sgn}(x-y)|x-y|^\alpha \right) g(y) \, dy.$$ 

Thus,

$$\lim_{x \to 0^+} \frac{\partial w_2}{\partial x}(x, t) = -(1 + \alpha) \int_0^\infty \left( -\frac{\partial \mathcal{E}_t}{\partial x}(-y)y^\alpha + \frac{\partial \mathcal{E}_t}{\partial x}(y)y^\alpha \right) g(y) \, dy = 0.$$ 

Now, we turn our attention to the initial condition. We recall that (4.5) follows from the standard properties of convolution with a kernel whose integral is one.

We present here convolution formulas to solve the non-homogeneous problem. After establishing them we may say that indeed $\mathcal{E}$ is a fundamental solution, because it behaves like one.

**Corollary 2** Let us suppose that $f \in C^1([0, \infty)^2)$ and $f$ has a compact support. We set (in case of $w_3$ below we require that $f(0, t) = 0$ for all $t > 0$),

$$w_3(x, t) = \int_0^t \int_0^\infty (\mathcal{E}(x-y, t-s) - \mathcal{E}(x+y, t-s)) f(y, s) \, dy \, ds,$$

$$w_4(x, t) = \int_0^t \int_0^\infty (\mathcal{E}(x-y, t-s) + \mathcal{E}(x+y, t-s)) f(y, s) \, dy \, ds.$$ 

Then, for all $R > 0$ we have $w_j \in C^{1+\alpha}([0, R] \times (0, R])$ and $w_j(x, \cdot) \in C^\infty(0, \infty)$ for all $x > 0$, $j = 3, 4$. Moreover, $w_3, w_4$ are solutions (in the sense explained below) to

$$\frac{\partial w}{\partial t} - \frac{\partial}{\partial x} D_{\alpha}^w = f \quad x > 0, \quad t > 0,$$

$$w(x, 0) = 0 \quad x > 0. \quad (4.7)$$

In addition, $w_3$ (resp. $w_4$) satisfies the Dirichlet (resp. fixed slope) boundary conditions.

**Proof** We will present an argument for $w_3$. The proof for $w_4$ goes along the same lines.

We extend $f$ by odd reflection, $\tilde{f}(-y, t) = -f(-y, t)$, for $y > 0$. Then, $w_3$ takes the following form, where we use the commutativity of the convolution,

$$w_3(x, t) = \int_0^t \int_\mathbb{R} \mathcal{E}(x-y, t-s) \tilde{f}(y, s) \, dy \, ds = \int_0^t \int_\mathbb{R} \mathcal{E}(y, s) \tilde{f}(x-y, t-s) \, dy \, ds.$$ 
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Due to the compactness of the support of $\tilde{f}$, we will be able to show that the weak derivative $\frac{\partial w_3}{\partial t}$ exists and for all $R > 0$ it belongs to $L^1(\mathbb{R}_+ \times (0, R)) =: Y_R$. For any $h > 0$ we set

$$w_3^h(x, t) = \int_0^{t-h} \int_{\mathbb{R}} \mathcal{E}(y, s) \tilde{f}(x - y, t - s) \, dy \, ds.$$

We notice that for any $R > 0$ function $w_3^h$ converges to $w_3$ in $Y_R$. Due to the regularity of $f$ we may compute $\frac{\partial w_3}{\partial t}$, we have

$$\frac{\partial w_3}{\partial t}(x, t) = \int_{\mathbb{R}} \mathcal{E}(y, t) \tilde{f}(x - y, 0) \, dy + \int_0^t \int_{\mathbb{R}} \mathcal{E}(y, s) \frac{\partial \tilde{f}}{\partial t}(x - y, t - s) \, dy \, ds$$

$$= \int_{\mathbb{R}} \mathcal{E}(y, t) \tilde{f}(x - y, 0) \, dy - \int_0^t \int_{\mathbb{R}} \mathcal{E}(x - y, s) \frac{\partial \tilde{f}}{\partial s}(y, t - s) \, dy \, ds.$$

Again using the compactness of the support of $f$ and regularity of $\mathcal{E}$ we saw in the course of proof of Theorem 2 that we may interchange $D^\alpha_{x_c}$ and the integration in the definition of $w_3^h$.

$$D^\alpha_{x_c} w_3^h(x, t) = \int_0^{t-h} \int_{\mathbb{R}} D^\alpha_{x_c} \mathcal{E}(x - y, t - s) \tilde{f}(y, s) \, dy \, ds.$$

Subsequently we may also apply the differential operator $\frac{\partial}{\partial x}$ to both sides of the equality above to reach,

$$\frac{\partial}{\partial x} D^\alpha_{x_c} w_3^h(x, t) = \int_0^{t-h} \int_{\mathbb{R}} \frac{\partial}{\partial x} D^\alpha_{x_c} \mathcal{E}_{t-s}(x - y) \tilde{f}(y, s) \, dy \, ds$$

$$= - \int_0^{t-h} \int_{\mathbb{R}} \frac{\partial}{\partial y} D^\alpha_{x_c} \mathcal{E}_{t-s}(x - y) \tilde{f}(y, s) \, dy \, ds. \quad (4.8)$$

Here and further on we write $\mathcal{E}_t(x)$ instead of $\mathcal{E}(x, t)$ to emphasize that $t$ is a parameter of a function whose argument is $x$. This remark is particularly important when we compute the action of the fractional derivative of $w_3$.

The last equality follows from the fact $\frac{\partial}{\partial x} g(x - y) = -\frac{\partial}{\partial y} g(x - y)$. We may apply the integration by parts to the RHS of (4.8). In this way we obtain,

$$\frac{\partial}{\partial x} D^\alpha_{x_c} w_3^h(x, t) = \int_0^{t-h} \int_{\mathbb{R}} D^\alpha_{x_c} \mathcal{E}_{t-s}(x - y) \frac{\partial}{\partial y} \tilde{f}(y, s) \, dy \, ds.$$

Passing with $h$ to zero in the $Y_R$-norm we see that the weak spatial derivative of $w_3$ exists and

$$\frac{\partial}{\partial x} D^\alpha_{x_c} w_3(x, t) = \int_0^t \int_{\mathbb{R}} D^\alpha_{x_c} \mathcal{E}_{t-s}(x - y) \frac{\partial}{\partial y} \tilde{f}(y, s) \, dy \, ds.$$
Now, we compute \( \left( \frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_{x_c}^\alpha \right) w_3 \). We obtain
\[
\left( \frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_{x_c}^\alpha \right) w_3 = \int_R \mathcal{E}_t(y) \tilde{f}(x - y, 0) \, dy - \lim_{h \to 0^+} RHS(h),
\]
where
\[
RHS(h) = \int_h^t \int_R \mathcal{E}_s(x - y) \frac{\partial}{\partial s} \tilde{f}(y, t - s) \, dy \, ds - \int_0^{t-h} \int_R D_{x_c}^\alpha \mathcal{E}_{t-s}(x - y) \frac{\partial}{\partial y} \tilde{f}(y, s) \, dy \, ds.
\]
Then, we integrate by parts to see that
\[
RHS(h) = -\int_h^t \int_R \frac{\partial}{\partial s} \mathcal{E}_s(x - y) \tilde{f}(y, t - s) \, dy \, ds + \int_R \mathcal{E}_s(x - y) \tilde{f}(y, t - s) \bigg|_{s=t}^{s=h}
\]
\[\quad + \int_0^{t-h} \int_R \frac{\partial}{\partial y} D_{x_c}^\alpha \mathcal{E}_{t-s}(x - y) \tilde{f}(y, s) \, dy \, ds \]
\[\quad = \int_R \mathcal{E}_t(x - y) \tilde{f}(y, 0) \, dy - \int_R \mathcal{E}_h(x - y) \tilde{f}(y, t - h) \, dy
\]
\[\quad - \int_0^{t-h} \int_R \frac{\partial}{\partial x} D_{x_c}^\alpha \mathcal{E}_{t-s}(x - y) \tilde{f}(y, s) \, dy \, ds + \int_0^{t-h} \int_R \frac{\partial}{\partial s} \mathcal{E}_{t-s}(x - y) \tilde{f}(y, s) \, dy \, ds.
\]
Combining these computations gives us
\[
\left( \frac{\partial}{\partial t} - \frac{\partial}{\partial x} D_{x_c}^\alpha \right) w_3(x, t) = \lim_{h \to 0^+} \int_R \mathcal{E}_h(x - y) \tilde{f}(y, t - h) \, dy = \tilde{f}(x, t).
\]
Hence, \( w_3 \) is a solution to (4.7). It is such that \( D_{x_c}^\alpha w_3 \) exists in the classical sense and for all \( R > 0 \) and weak derivatives \( \frac{\partial w_3}{\partial t}, \frac{\partial}{\partial x} D_{x_c}^\alpha w_3 \) exist and they belong to \( L^1(R, R) \) for all \( R > 0 \).

An argument used in the proof of Theorem 2 shows that \( w_3 \) satisfies the Dirichlet boundary condition. Now, we shall investigate the initial condition. Due to the boundedness of \( \tilde{f} \) we see that
\[
|w_3(x, t)| \leq \int_0^t \int_R |\mathcal{E}_s(y)| \| f \|_{L^\infty} \, dy \, ds \leq t \| f \|_{L^\infty}.
\]
Our claims follow. \( \Box \)

We constructed solutions to (3.1) with the help of the convolution of the fundamental solution with the data. Since this case is not covered neither in [13] nor in [20] we have
to show uniqueness separately. The difficulty with the classical method of testing the equation with the solution is that integrability of the derivatives (fractional and integer) of $\Phi$ is different than one might expect. Here, we present an observation which turns out very useful.

**Lemma 8** Let us suppose that $\Phi$ is given by (2.10). Then, for all $x > 0$ we have,

$$0 < x \Phi(x) \leq 4.$$

**Proof** We combine (2.11) and (3.10) to obtain

$$\Phi(0) - \Phi(x) = \frac{1}{\Gamma(\alpha)(1 + \alpha)} \int_0^x \frac{z \Phi(z) \, dz}{(x - z)^{\alpha - \alpha}}.$$

Taking into account the positivity of $\Phi$, we obtain for $x > 1$ that

$$1 = \Phi(0) \geq \frac{1}{\Gamma(\alpha)(1 + \alpha)} \int_{x-1}^x \frac{z \Phi(z) \, dz}{(x - z)^{\alpha - \alpha}}.$$

Since Theorem 1 (3) guarantees monotonicity of $\Phi$, then we obtain the estimate

$$\Gamma(\alpha)(1 + \alpha) \geq (x - 1) \Phi(x) \int_{x-1}^x \frac{dz}{(x - z)^{\alpha - \alpha}} = \frac{1}{\alpha} (x - 1) \Phi(x).$$

Hence, for $x \in [0, 2]$ we have $x \Phi(x) \leq 2$. For $x > 2$ we obtain

$$x \Phi(x) \leq \Gamma(2 + \alpha) \frac{x}{x - 1} \leq 4.$$

$\square$

We will use the above lemma to show limited integrability of the derivatives of solutions constructed in Theorem 2.

**Lemma 9** Let us suppose that $g \in W^{1,1}(0, \infty)$, $g(0) = 0$ and $w_1$ is given by (4.1) and $w_2$ is given by (4.2). We also assume that $g$ in the definition of $w_1$ satisfies $g(0) = 0$. Then,

1. $\frac{\partial}{\partial t} w_i(\cdot, t) \in L^1(0, \infty)$ for all $t > 0$ and $i = 1, 2$;
2. $D^\alpha_{x \bar{c}} w_i(\cdot, t) \in L^\infty(0, \infty)$ for all $t > 0$ and $i = 1, 2$;
3. $\frac{\partial}{\partial x} w_i(\cdot, t) \in L^1(0, \infty)$ for all $t > 0$ and $i = 1, 2$.

**Proof** We will use the representation formulas (4.6). The argument is conducted simultaneously for $\tilde{g}$ and $\bar{g}$. For the sake of simplicity of notation we will write here $g$ for both $\tilde{g}$ and $\bar{g}$ and also $w$ will denote $w_1$ and $w_2$. 
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We will check that (1) holds. Let us compute \( \frac{\partial}{\partial t} w \), we will express it in term of \( \Phi \) introduced in (2.10),

\[
\frac{\partial}{\partial t} w(x, t) = -\frac{a_0}{(1 + \alpha)t^{1+1/\gamma}} \int_{-\infty}^{\infty} \Phi \left( \frac{x - y}{t^{1/\gamma}} \right) g(y) \, dy \\
- \frac{a_0}{(1 + \alpha)t^{1+2/\gamma}} \int_{-\infty}^{\infty} d\Phi \left( \frac{x - y}{t^{1/\gamma}} \right) g(y) \, dy.
\]

The RHS above is well-defined because \( g \) has a compact support and \( \Phi \) is a \( C^{1+\alpha} \)-function. Since \( g \) belongs to \( W^{1,1}(\mathbb{R}_+) \) we may integrate the last term by parts. Here, in the case of the odd extension of \( g \) we use \( g(0) = 0 \).

Finally, we reach

\[
\frac{\partial}{\partial t} w(x, t) = -\frac{1}{(1 + \alpha)t} \int_{0}^{\infty} \mathcal{E}_t(x - y)g(y) \, dy - \frac{1}{(1 + \alpha)t^{1+1/\gamma}} \int_{0}^{\infty} \mathcal{E}_t(x - y)g'(y) \, dy.
\]

The integrability of \( \mathcal{E} \), \( g \) and \( g' \) implies claim (1) for \( w \).

We are going to establish part (2). We have already seen that \( D_{xc}^\alpha x \) commute with integration, so we have,

\[
D_{xc}^\alpha w(x, t) = \int_{-\infty}^{\infty} D_{xc}^\alpha \mathcal{E}_t(x - y)g(y) \, dy.
\]

Since \( \mathcal{E}_t(x) = \frac{a_0}{t^{1/\gamma}} \Phi(x t^{-1/\gamma}) \), we have to calculate the Caputo derivative of a scaled function. Let us suppose that \( f \) is absolutely continuous on \([0, \infty)\). For \( \lambda > 0 \) we set \( f_\lambda(x) = f(\lambda x) \). We compute \( D_{xc}^\alpha f_\lambda \),

\[
D_{xc}^\alpha f_\lambda(x) = \frac{1}{\Gamma(1 - \alpha)} \int_{0}^{\lambda x} \frac{df_\lambda(s)}{ds} (s - x)^{-\alpha} \, ds = \frac{1}{\Gamma(1 - \alpha)} \int_{0}^{\lambda x} f'(\lambda s) (x - s)^{-\alpha} \, ds.
\]

After changing the variables \( \lambda s = z \) we obtain,

\[
D_{xc}^\alpha f_\lambda(x) = \frac{\lambda^\alpha}{\Gamma(1 - \alpha)} \int_{0}^{\lambda x} \frac{f'(z)}{(\lambda x - z)^\alpha} \, dz = \lambda^\alpha D_{yc}^\alpha f(\lambda x).
\] (4.9)

Taking into account (4.9) yields,

\[
D_{xc}^\alpha w(x, t) = \frac{a_0}{t^{1/\gamma}} \int_{-\infty}^{\infty} D_{yc}^\alpha \Phi((x - y)t^{-1/\gamma})g(y) \, dy.
\]

Now, due to (2.11) and Lemma 8 we conclude that

\[
|D_{xc}^\alpha v_2(x, t)| = \left| a_0 t^{-1/\gamma} \int_{-\infty}^{\infty} \frac{(x - y)\Phi(t^{1/\gamma}(x - y))}{t^{1/\gamma}} g(y) \, dy \right| \leq a_0 4t^{-1/\gamma}.
\]

\( \square \) Springer
Part (2) follows. Part (3) is established along the lines of the proof of (1). Let us compute the derivative of \( w \), then we see
\[
\frac{\partial}{\partial x} w(x, t) = \int_{-\infty}^{\infty} \frac{\partial}{\partial x} \mathcal{E}_t(x + y) g(y) \, dy = -\int_{-\infty}^{\infty} \mathcal{E}_t(x + y) g'(y) \, dy,
\]
where we used the boundedness of the support of \( g \).

We would like to state our uniqueness result. For this purpose we define a class of functions, which we find suitable,
\[
X = C([0, \infty)^2) \cap C^{1+\alpha}([0, \infty) \times (0, \infty)) \cap \{ u \in L^\infty(\mathbb{R}_+; L^2(\mathbb{R}_+)) : \text{for a.e. } t > 0 \ u_t(\cdot, t), u_x(\cdot, t) \in L^1(\mathbb{R}_+), \ u(\cdot, t), \ D_{xc}^\alpha u(\cdot, t) \in L^\infty(\mathbb{R}_+) \}.
\]
The virtue of this definition is that Lemma 9 guarantees that solutions constructed with the help of the convolution formula will belong to this class.

**Proposition 2** If \( w \) is a solution to (4.3) with either Dirichlet or fixed slope boundary data (4.4) and \( w \in X \), then \( w \) is unique.

**Proof** We take the difference \( w \) of two solutions \( u_1 \) and \( u_2 \) from \( X \), we multiply them by \( w \) and integrate over \( \mathbb{R}_+ \). The definition of the class \( X \) permits us to write
\[
\frac{1}{2} \frac{d}{dt} \| w(t) \|_{L^2}^2 = (w_t, w) = \int_0^\infty \frac{\partial}{\partial x} D_{xc}^\alpha w(x, t) w(x, t) \, dx.
\]
We want to integrate by parts, however, performing this operation requires some preparations. Since the integrand on the RHS is integrable, then for any increasing sequence \( R_n \) converging to infinity we have,
\[
\lim_{n \to \infty} \int_0^\infty \frac{\partial}{\partial x} D_{xc}^\alpha w(x, t) w(x, t) \, dx = \lim_{n \to \infty} \int_0^{R_n} \frac{\partial}{\partial x} D_{xc}^\alpha w(x, t) w(x, t) \, dx.
\]
Since \( w(\cdot, t) \) is continuous on \( \mathbb{R}_+ \) as well as it is in \( L^2 \), then there exists a sequence \( R_n \) converging to infinity, such that \( w(R_n, t) D_{xc}^\alpha w(R_n, t) \) goes to zero, when \( n \to \infty \). Thus, after integration by parts over \([0, R_n]\) the RHS above takes the following form,
\[
\lim_{n \to \infty} \int_0^{R_n} \frac{\partial}{\partial x} D_{xc}^\alpha w(x, t) w(x, t) \, dx = -\lim_{n \to \infty} \int_0^{R_n} D_{xc}^\alpha w(x, t) \frac{\partial}{\partial x} w(x, t) \, dx,
\]
where we also take into account the zero Dirichlet data at \( x = 0 \) or vanishing \( D_{xc}^\alpha w(0) \). In order to estimate the RHS we recall that [10, Proposition 6.10] implies that
\[
\int_0^{R_n} D_{xc}^\alpha w(x, t) \frac{\partial}{\partial x} w(x, t) \, dx \geq 0.
\]
See formula (5) in the proof of [20, Theorem 1] for more details. As a result, we conclude that
\[ \frac{d}{dt} \| w(t) \|^2_{L^2} \leq 0. \]
Hence, for all \( t > 0 \) we have \( \| w(t) \|^2_{L^2} \leq \| w(0) \|^2_{L^2} = 0. \)

It is interesting to check when a solution belongs to class \( X \). We do not offer a full answer, however, Lemma 9 gives us a hint. We note:

**Corollary 3** Let us suppose that \( f \) is in \( C_c(\mathbb{R}_+^2) \). Then,
(1) If \( g \) is in \( W^{1,1}(\mathbb{R}_+) \) with bounded support and \( g(0) = 0 \), then \( w_1 + w_3 \) is a unique solution to (4.71) with initial condition (4.32) and boundary condition (4.41).
(2) If \( g \) is in \( W^{1,1}(\mathbb{R}_+) \) with bounded support, then \( w_2 + w_4 \) is a unique solution to (4.71) with initial condition (4.32) and boundary condition (4.42).

**Proof** Lemma 9 shows that indeed \( w_1 \) and \( w_2 \) are in class \( X \). The calculations we performed in the course of proof of Theorem 2 show that \( w_3, w_4 \) also belong to \( X \). Then, we use Proposition 2 to finish the proof.

One may ask about the possibility to use the maximum principle to deduce uniqueness of regular, i.e. sufficiently differentiable solutions. This is indeed possible for the Dirichlet problem, see Corollary 4 below. However, in the case of fixed slope data such argument does not seem to be known. The argument applicable for solutions of the heat equation, [2, Section 5.2] does not work directly for the fractional equations.

**Corollary 4** If \( u_1, u_2 \in C([0, \infty)^2) \cap C^2((0, \infty)^2) \cap L^\infty((0, \infty)^2) \) are solutions to (4.3) and (4.4) and \( \sup_{t \in [0, T]} \| u \|_{L^\infty} \) is finite, then \( u_1 = u_2 \).

**Proof** Step 1. We first show that \( u = u_1 \) or \( u = u_2 \), then
\[ \sup_{\mathbb{R}^+ \times (0, T)} u = \sup_{\mathbb{R}^+} u(x, 0). \] (4.10)
For this purpose we define \( \Omega_T = (0, x_0) \times (0, T) \setminus \{ (x, t) : t + x_0 \leq x \} \). For a given \( \epsilon > 0 \), we set \( x_0 = \frac{1}{\epsilon} \Gamma(2 + \alpha) \| g \|_{L^\infty}^{1/(1 + \alpha)}. \) Now, the weak maximum principle, see [21, Lemma 8], for
\[ v_\epsilon(x, t) = u(x, t) - \epsilon (\Gamma(2 + \alpha)t + x^{1+\alpha}) \]
implies that
\[ \sup_{\Omega_T} v_\epsilon(x, t) = \max \left\{ \max_{t \in [0, T]} v_\epsilon(0, t), \max_{x \in [0, x_0]} v_\epsilon(x, 0), \max_{t \in [0, T]} v_\epsilon(x_0 + t, t) \right\}. \]
However, by the choice of \( x_0 \) function \( v_\epsilon \) attains on \( \{ (x_0 + t, t) : t \in [0, T] \} \) values smaller than \( \sup_{x \in [0, x_0]} v_\epsilon(x, 0) \) and \( \sup_{x \in [0, x_0]} v_\epsilon(x, 0) \) is finite. As a result, since
$g(0) = 0$ we see that
\[
\sup_{\Omega_T} v_{\epsilon}(x, t) = \max_{x \in [0, x_0]} v_{\epsilon}(x, 0).
\]

Now, we pass to the limit with $\epsilon \to 0$. Hence, (4.10) follows.

**Step 2.** Replacing $u$ (resp. $g$) with $-u$ (resp. $-g$) we infer from Step 1 that
\[
\inf_{\mathbb{R}_+ \times (0, T)} u = \inf_{\mathbb{R}_+} u(x, 0).
\]

**Step 3.** Let us now set $u = u_2 - u_1$. Steps 1 and 2 applied to $u$ yield that $u = 0$. \qed

Having established an integral representation of solution we may draw conclusions about their asymptotic behavior. Here we note a decay property.

**Proposition 3** Let us suppose that the assumptions of the uniqueness theorem, Proposition 2, hold and $g \in W^{1,1}(\mathbb{R}_+)$ has bounded support. If $u$ is the unique solution to (4.3) corresponding solution to $g$, then
\[
\sup_{x \in \mathbb{R}_+} |u(x, t)| \leq C t^{-1/(1+\alpha)} \|g\|_{L^1}.
\]

**Proof** We use the representation formula and the boundedness of $E$. \qed

We proved in [13] that viscosity solutions depend continuously upon $\alpha \in [0, 1]$. We can use the representation formula to establish the same result. Indeed, we can show:

**Proposition 4** If $w^\alpha_i, i = 1, 2$ then for any $\alpha_0 \in (0, 1]$
\[
\lim_{\alpha \to \alpha_0} w^\alpha_i = w^{\alpha_0}_i, \quad i = 1, 2.
\]
In particular, when $\alpha_0 = 1$, then $w^{\alpha_0}_i$ is the solution to the heat equation.

**Proof** We notice that due to (2.9) for any $R > 0$ the family of the Mittag-Leffler functions $E_{\alpha, 1+1/\alpha, 1/\alpha}$ is bounded on the ball $\{z \in \mathbb{C} : |z| \leq R\}$. Hence, due to the Montel Theorem for each compact set $K \subset \mathbb{C}$ this family converges uniformly after extracting a subsequence. However, the Residue Theorem implies that the limit must be equal to $E_{\alpha_0, 1+1/\alpha_0, 1/\alpha_0}$, hence the full sequence converges to $E_{\alpha_0, 1+1/\alpha_0, 1/\alpha_0}$.

We may pass to the limit under the integral sign due to the compact support of $g$ in formulas (4.1) and (4.2). \qed

**Remark 4** This proof breaks down if we try to pass to the limit as $\alpha$ goes to 0. In this case $E_{\alpha, 1+1/\alpha, 1/\alpha}$ converges to $\frac{1}{1-\zeta}$ for $|\zeta| < 1$. In addition the convergence result of [13] does not apply here, because it was established on a finite interval, we have not proved that solutions we constructed are viscosity solutions either.
The observation made in the proposition above has a bit surprising consequences. It suggests that for small $\alpha$ we should see phenomena typical for the hyperbolic problems.

We could relate this observation to the behavior the discretization scheme. We presented in [14] the $1/2$-shifted Grünwald approximation. We write out the scheme, for the Dirichlet data, in terms of the Grünwald weights. The approximation of $u(i \Delta x, k \Delta t)$ takes the following form,

\begin{align}
    u_0^{k+1} &= u_0^k, \quad u_n^{k+1} = u_n^k,
    
    u_i^{k+1} &= \sum_{j=0}^{i-1} \beta(g_{i+1-j} - g_{i-j})u_j^k + (1 + \beta(g_1 - g_0))u_i^k + \beta g_0 u_{i+1}^k, \quad (4.11)
\end{align}

where and the Grünwald weights are given by

\begin{align}
    \beta = \frac{\Delta t}{(\Delta x)^{1+\alpha}}, \quad g_0 = 1, \quad g_i = \frac{i-1-\alpha}{i} g_{i-1}, \quad i = 1, 2, \ldots \quad (4.12)
\end{align}

We see that when $\alpha \to 0$, then (4.11)–(4.12) converge to an explicit finite difference scheme for the transport equation. This suggests a finite speed of propagation. This is supported by our simulations, presented there which showed an initial pulse tending toward the left.

There are two sides of the same coin. For $\alpha = 1$, eq. (3.1) becomes a heat equation, where the speed of propagation is infinite. It means that if the initial perturbation is non-negative and it has a compact support, then solutions to (3.1) will be positive everywhere for $t > 0$. Interestingly, when $\alpha \to 1$, then (4.11)–(4.12) converges to an explicit finite difference scheme for the heat equation. We also noticed the smearing out effect, see Fig. 2 in [14].

Actually, we can show:

**Proposition 5** For all $\alpha \in (0, 1]$ the speed of signal propagation for solutions to (3.1) with initial condition $u(x, 0) = f(x)$ and the zero fixed slope data is infinite, i.e. if $f \geq 0$, $f \neq 0$ and supp $f \subset (0, R)$, where $R > 0$, then for all $x, t > 0$ we have

\[ w_2(x, t) > 0. \]

**Proof** This is a consequence of the definition of $w_2$ and positivity of $E$ and $f$. \hfill \square

We have chosen the fixed slope data, because of the simplicity of the formula for a solution.
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Appendix

Here we present a different and more elegant approach to the derivation of $E$ and its positivity. It depends on the properties of the three-parameter generalized Mittag-Leffler function and the arguments are shorter.

We first derive the form of $E$ assuming that $u$ defined as

$$u(x, t) = t^{-\frac{1}{1+\alpha}} v(x t^{-\frac{1}{1+\alpha}})$$

is a solution to (3.1). Then, Corollary (1) yields,

$$(D_{x}^{\alpha} u)(x, t) = t^{-1-\frac{1}{1+\alpha}} (D_{y}^{\alpha} v)(y),$$

where $y = x t^{-\frac{1}{1+\alpha}}$. Moreover, it is easy to check directly that

$$u_t(x, t) = -\frac{1}{1+\alpha} t^{-1-\frac{1}{1+\alpha}} (v(y) + y v'(y)).$$

Combining these observations with (3.1) yields,

$$-\frac{1}{1+\alpha} (v(y) + y v'(y)) = (D_{y}^{\alpha} v)(y).$$

This can be rewritten as

$$\frac{d}{dy} \left( D_{y}^{\alpha} v(y) + \frac{1}{1+\alpha} y v(y) \right) = 0.$$
Since we are interested in smooth solutions then, due to [14, Proposition 3.1] we see that

\[ D_y^\alpha v(y) + \frac{1}{1 + \alpha} y v(y) = 0, \quad y > 0. \quad (\ast) \]

According to Proposition 1 a solution to this equation is given by the formula

\[ v(y) = v(0) E_{\alpha,1+1/\alpha,1/\alpha} \left( -\frac{y^{1+\alpha}}{1+\alpha} \right). \]

Here \( E_{\alpha,1+1/\alpha,1/\alpha} \) is a generalized Mittag-Leffler function defined in (2.8).

We can also offer much shorter and easier proof of the positivity of \( \mathcal{E} \). It is based again on the theory of the Mittag-Leffler function and ODEs.

**Lemma A.** Function \((0, \infty) \ni x \mapsto v(x) \equiv E_{\alpha,1+1/\alpha,1/\alpha} \left( -\frac{x^{1+\alpha}}{1+\alpha} \right)\) is positive for all \( x > 0 \).

**Proof** We consider eq. (*) for \( v \) with the initial condition \( v(0) = 1 \) Then, \( v(x) \equiv E_{\alpha,1+1/\alpha,1/\alpha} \left( -\frac{x^{1+\alpha}}{1+\alpha} \right) \) is a solution to (*). Let us suppose our claim is not valid and the set

\[ A := \{ x > 0 : v(x) \leq 0 \} \]

is not empty. Due to the continuity of \( v \), there is \( x_0 \) such that

\[ v(x_0) = 0 \quad \text{and} \quad v(x) > 0 \quad \text{for} \quad x \in (0, x_0). \]

However, we have

\[ v(x_0) = -\frac{1 + \alpha}{x_0} D_x^\alpha v(x_0) \]

\[ = -\frac{1 + \alpha}{x_0 \Gamma(1 - \alpha)} \left( \frac{v(x_0) - v(0)}{x_0^\alpha} + \alpha \int_0^{x_0} \frac{v(x_0) - v(x_0 - z)}{z^{\alpha+1}} dz \right) \]

\[ = \frac{1 + \alpha}{x_0 \Gamma(1 - \alpha)} \left( \frac{1}{x_0^\alpha} + \alpha \int_0^{x_0} \frac{v(x_0 - z)}{z^{\alpha+1}} dz \right) > 0. \]

This is a contradiction. \( \square \)

**References**

1. Abatangelo, N., Valdinoci, E.: Getting acquainted with the fractional Laplacian. In: Dipierro, S. (ed.) Contemporary Research in Elliptic PDEs and Related Topics, pp. 1-105, Springer INdAM Ser., 33, Springer, Cham (2019)

2. Cannon, J.R.: The One-Dimensional Heat Equation, Encyclopedia of Mathematics and its Applications, 23. Addison-Wesley Publishing Company, Advanced Book Program, Reading, MA (1984)
3. Diethelm, K.: The Analysis of Fractional Differential Equations. An Application-Oriented Exposition Using Differential Operators of Caputo Type. Lecture Notes in Mathematics, 2004. Springer-Verlag, Berlin (2010)
4. Dipierro, S., Pellacci, B., Valdinoci, E., Verzini, G.: Time-fractional equations with reaction terms: fundamental solutions and asymptotics. Discrete Contin. Dyn. Syst. 41(1), 257–275 (2021)
5. Gorenflo, R., Kilbas, A.A., Mainardi, F., Rogosin, S.V.: Mittag-Leffler Functions, Related Topics and Applications, 2nd edn. Springer Monographs in Mathematics. Springer, Berlin (2020)
6. Gorenflo, R., Kilbas, A.A., Rogosin, S.V.: On the generalized Mittag-Leffler type functions. Integral Transform. Spec. Funct. 7(3–4), 215–224 (1998)
7. Kilbas, A.A., Saigo, M.: On Mittag-Leffler type function, fractional calculus operators and solutions of integral equations. Integral Transform. Spec. Funct. 4(4), 355–370 (1996)
8. Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and Applications of Fractional Differential Equations. North-Holland Mathematics Studies, 204. Elsevier Science B.V., Amsterdam (2006)
9. Kim, K.-H., Park, D., Ryu, J.: An $L^q(L^p)$-theory for diffusion equations with space-time nonlocal operators. J. Differential Equations 287, 376–427 (2021)
10. Kubica, A., Yamamoto, M.: Initial-boundary value problems for fractional diffusion equations with time-dependent coefficients. Fract. Calc. Appl. Anal. 21(2), 276–311 (2018). https://doi.org/10.1515/fca-2018-0018
11. Luchko, Y., Mainardi, F., Povstenko, Y.: Propagation speed of the maximum of the fundamental solution to the fractional diffusion-wave equation. Comput. Math. Appl. 66(5), 774–784 (2013)
12. Mainardi, F., Luchko, Y., Pagnini, G.: The fundamental solution of the space-time fractional diffusion equation. Fract. Calc. Appl. Anal. 4(2), 153–192 (2001)
13. Namba, T., Rybka, P.: On viscosity solutions of space-fractional diffusion equations of Caputo type. SIAM J. Math. Anal. 52(1), 653–681 (2020)
14. Namba, T., Rybka, P., Voller, V.: Some comments on using fractional derivative operators in modeling non-local diffusion processes. J. Comput. Appl. Math. 381, 113040 (2021)
15. Povstenko, Y.: Linear Fractional Diffusion-Wave Equation for Scientists and Engineers. Springer, Cham (2015)
16. Povstenko, Y.: Fractional Thermoelasticity. Solid Mechanics and its Applications, 219. Springer, Cham (2015)
17. Povstenko, Y., Klekot, J.: Fractional heat conduction with heat absorption in a sphere under Dirichlet boundary condition. Comput. Appl. Math. 37(4), 4475–4483 (2018)
18. Pskhu, A.V.: The fundamental solution of a diffusion-wave equation of fractional order. Izv. Math. 73, 141–182 (2009)
19. Roscani, S.D., Tarzia, D.A., Venturato, L.: The similarity method and explicit solutions for the fractional space one-phase Stefan problems. Fract. Calc. Appl. Anal. 25(3), 995–1021 (2022). https://doi.org/10.1007/s13540-022-00027-1
20. Ryszewska, K.: An analytic semigroup generated by a fractional differential operator. J. Math. Anal. Appl. 483(2), 123654, 17 pp (2020)
21. Ryszewska, K.: A space-fractional Stefan problem. Nonlinear Anal. 199, 112027, 30 pp (2020)
22. Voller, V.R.: On a fractional derivative form of the Green-Ampt infiltration model. Adv. Water Res. 34, 257–262 (2010)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.