Shock wave in series connected Josephson transmission line: Theoretical foundations and effects of resistive elements
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We analytically study shock wave in the Josephson transmission line (JTL) in the presence of ohmic dissipation. When ohmic resistors shunt the Josephson junctions (JJ) or are introduced in series with the ground capacitors the shock is broadened. When ohmic resistors are in series with the JJ, the shock remains sharp, same as it was in the absence of dissipation. In all the cases considered, ohmic resistors don’t influence the shock propagation velocity. We study an alternative to the shock wave - an expansion fan - in the framework of the simple wave approximation for the dissipationless JTL and formulate the generalization of the approach for the JTL with ohmic dissipation.

I. INTRODUCTION

The concept that in a nonlinear wave propagation system the various parts of the wave travel with different velocities, and that wave fronts (or tails) can sharpen into shock waves, is deeply imbedded in the classical theory of fluid dynamics. The methods developed in that field can be profitably used to study signal propagation in nonlinear transmission lines. In the early studies of shock waves in transmission lines, the origin of the nonlinearity was due to nonlinear capacitance in the circuit.

Interesting and potentially important examples of nonlinear transmission lines are circuits containing Josephson junctions (JJs). Josephson transmission lines (JTLs) allow to construct soliton propagators, microwave oscillators, mixers, detectors, parametric amplifiers, analog amplifiers, and that wave fronts (or tails) can sharpen into shock waves, is deeply imbedded in the classical theory of fluid dynamics.

We study the symmetry of the modified Burgers equation proposed in Section IV. In Appendix B we study discontinuities formation in the JTL with ohmic resistors in series with the JJ.

II. DISSIPATIONLESS JTL

A. The JTL equations

Consider the dissipationless model of JTL constructed from identical JJ, linear inductors and capacitors, and indicated in Fig. 1. We take as dynamical variables the phase differences across the JJ $\phi_n$ and the charges which have passed through the linear inductances $q_n$. The circuit equations are

$$\frac{1}{c}(q_{n+1} - 2q_n + q_{n-1}) = \ell \frac{d^2 q_n}{dt^2} + \hbar \frac{d\phi_n}{dt}, \quad (1a)$$

$$\frac{d\phi_n}{dt} = L_c \sin \phi_n + c_2 \frac{d^2 \phi_n}{dt^2}, \quad (1b)$$

where $\ell$ is the linear inductance, $c$ is the capacity between the wires, $c_2$ is the shunting capacity, and $L_c$ is the critical current of the JJ.

Assuming smooth variance of $\phi_n$ and $q_n$ with $n$, we can write down (1) in the continuum approximation as

$$\frac{1}{C} \frac{d^2 q}{dx^2} = L \frac{d^2 q}{dt^2} + E_J \frac{d\phi}{dt}, \quad (2a)$$

$$\frac{d\phi}{dt} = L_c \sin \phi + C_2 E_J \frac{d^2 \phi}{dt^2}, \quad (2b)$$

where $\Lambda$ is the period of the line, $C = c/L$, $C_2 = c_2 L$, $L = \ell/\Lambda$, and $E_J = \hbar/(2c\Lambda)$. In Appendix A we rederive Eqs. (1) and (2) in the framework of Lagrange and Hamilton approaches.

Another form of (2a) can be obtained after we introduce the
and the effective inductance $L$ in a single wave equation for $I$ where $I$ paper)

Note that $u$ of the disturbances

For $C_2 = 0$ equations (3) and (2b) take the form

\[ \frac{\partial v}{\partial x} = -L \frac{\partial^2 q}{\partial t^2} - E_J \frac{\partial \varphi}{\partial t}, \]

\[ v = -\frac{1}{C} \frac{\partial q}{\partial x}, \]

B. Waves and shock waves

where $I_L = E_J / L$. In (3a) and (4b) (and everywhere else in this paper) $I \equiv I_L \sin \varphi$. If all variables in (3a) and (4b) are differentiable functions of $x$ and $t$, these equations can be combined in a single wave equation for $I$

\[ \frac{\partial^2 I}{\partial x^2} - \frac{\partial}{\partial t} \left[ \frac{1}{u^2(I)} \frac{\partial I}{\partial t} \right] = 0, \]

where

\[ \frac{1}{u^2(I)} = C_{L_{eff}}(I), \]

and the effective inductance $L_{eff}(I)$ is

\[ L_{eff} = L \left( 1 + \frac{I_L}{I_L \cos \varphi} \right) = L \left( 1 + \frac{I_L}{(I_L^2 - I^2)^{1/2}} \right). \]

Note that $u(I)$ is the velocity propagation of small amplitude disturbances on a homogeneous background, and that this velocity is given by (6) even for nonzero $C_2$, when the frequency of the disturbances $\omega \to 0$.

In addition, (4) admits moving discontinuities in the form

\[ I(x,t) = I_L(x,t)H(-S(x,t)) + I_L(x,t)H(S(x,t)), \]

\[ v(x,t) = v_L(x,t)H(-S(x,t)) + v_L(x,t)H(S(x,t)), \]

where $H(x)$ is the Heaviside step function and $I_1, I_2, (v_1, v_2)$ are functions with continuous derivatives. On substitution (8) into (4) we obtain (keeping only the singular terms)

\[ \left[ \frac{\partial S}{\partial x} \Delta v + \frac{\partial S}{\partial t} L(\Delta I + I_L \Delta \varphi) \right] \delta(S(x,t)) = 0, \]

\[ \left( C \frac{\partial S}{\partial t} \Delta v + \frac{\partial S}{\partial x} \Delta I \right) \delta(S(x,t)) = 0 \]

(everywhere in this paper $\Delta F = F_2 - F_1$, for any function $F$).

The velocity of the discontinuity propagation is

\[ U = -\frac{\partial S/\partial t}{\partial S/\partial x} \bigg|_{S=0} \]

(in the simplest case $S(x,t) = t - x / U$). Equation (9) therefore becomes

\[ \Delta v - U L(\Delta I + I_L \Delta \varphi) = 0, \]

\[ U C \Delta v - \Delta I = 0. \]

Eliminating $\Delta v$ we find

\[ \frac{1}{U^2(I_1, I_2)} = 1 + \frac{I_L \Delta \varphi}{\Delta I} = 1 + \frac{I_L \Delta \varphi}{I_L \Delta \sin \varphi}, \]

where $\overline{U} = U / u_T$, and $u_T^2 = 1 / LC$. The difference between $\overline{U}$ and $\overline{U} = u(I) / u_T$ is illustrated on Fig. 2.
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FIG. 2. Small amplitude disturbance propagation velocity $\overline{U}(I)$ according to (6) (blue solid line) and shock propagation velocity $\overline{U}(I_1, I_2)$ according to (12) (red dashed line) for $I_L = 4 I_c$ and $I_2 = 5 I_c$. In the particular case $L = 0$, (12) should be presented as

\[ \frac{1}{U^2} = \frac{E_J C \Delta \varphi}{I_L \Delta \sin \varphi}. \]

In the symmetric case

\[ I_2 = I_0 = I_c \sin \frac{\Delta \varphi}{2}, \quad I_1 = -I_0 = -I_c \sin \frac{\Delta \varphi}{2}, \]

(14) takes the form

\[ \frac{1}{U^2} = \frac{E_J C}{I_0} \sin^{-1} \left( \frac{I_0}{I_c} \right). \]
Expanding $\sin^{-1}$ in power series we obtain
\[ \frac{1}{U^2} = \frac{E_j C}{I_c} \left( 1 + \frac{l_0^2}{6I_c} + \ldots \right). \tag{16} \]

The velocity, calculated in Ref. 10 up to the second order in $I_0/I_c$, coincides with that given by (16) (also truncated to same order).

\section{Shock wave in the discrete JTL}

Actually, discontinuous solutions 58 mean that the continuum approximation is no longer adequate, and discrete model of the JTL, which resolves the discontinuity, should be considered. Let us start from rederiving (12) in the framework of the discrete model.

Assuming $c_2 = 0$, we can rewrite (13) as
\[ \frac{1}{c} (q_{n+1} - 2q_n + q_{n-1}) = \frac{d}{dt} \left( I_c \sin \phi_n + \frac{h}{2e} \phi_n \right). \tag{17} \]

Now let us sum up (17) between the two points, one just ahead of the steep portion of the wave front, and the other - just behind it. The r.h.s. of the equation has a time derivative only because of the motion of the steep portion, and the slower changes due to the motion of the parts of the wave with moderate slope can be neglected. Hence after the summation we obtain
\[ \frac{N_c}{cU} \Delta \sin \phi = \frac{U}{\lambda} \left( I_c \Delta \sin \phi + \frac{h}{2e} \Delta \phi \right), \tag{18} \]
which is just (12). (While calculating the l.h.s. of (18) we took into account (13).)

Let us continue studying (17). Introducing the new variable $i_n = dq_n/dt$ and considering small amplitude disturbance of a uniform state
\[ i_n = l - \Delta x_n, \tag{19} \]
we can linearise the problem with respect to $\Delta x$. Introducing dimensionless time $\tau = 2t/\sqrt{\epsilon_0 \epsilon_r}$, where
\[ \ell_{\text{eff}} = \ell + \frac{h/2c}{\sqrt{I_c^2 - I_0^2}}, \tag{20} \]
we obtain from (17)
\[ \frac{d^2 x_n}{d\tau^2} = \frac{1}{4} (x_{n+1} - 2x_n + x_{n-1}). \tag{21} \]

We will consider a signalling problem for a semi-infinite line $n \geq 0$. The problem is characterised by the boundary condition $x_0(\tau) = 1$ and the initial conditions $x_n(0) = x_n(0) = 0$ for $n \geq 1$.

To solve (21) we will use the Laplace transform, in the beginning following Ref. 11. For a given time-dependent function $f(\tau)$, we define the Laplace transform $F(s) = \mathcal{L}\{f(\tau)\}$ as
\[ F(s) = \int_0^\infty \! d\tau e^{-s\tau} \phi(\tau). \tag{22} \]

Laplace transforming (21) and using the corollary of (22)
\[ f'(\tau) \iff sF(s) - f(0), \tag{23} \]
we obtain the difference equation for $X_n(s) = \mathcal{L}\{x_n(\tau)\}$
\[ X_{n+1} - 2(1 + 2s^2)X_n + X_{n-1} = 0, \tag{24} \]
with the boundary conditions $X_0(s) = 1/s$, $\lim_{n \to \infty} X_n(s) = 0$.

Solving (24):
\[ X_n(s) = \frac{1}{s} \left[ 1 - 2s \left( \sqrt{s^2 + 1} - s \right) \right]^n, \tag{25} \]
and taking into account the known result 12
\[ (\sqrt{s^2 + 1} - s)^k \iff \frac{k}{\tau} J_k(\tau), \tag{26} \]
where $J_k$ is the Bessel function, we obtain
\[ x_n(\tau) = 1 + \sum_{k=1}^n c_k (-1)^k 2^k \frac{d^{k-1}}{d\tau^{k-1}} \left( \frac{J_k(\tau)}{\tau} \right). \tag{27} \]

Using the recurrence relation
\[ 2 \frac{d}{d\tau} J_k(\tau) = J_{k-1}(\tau) - J_{k+1}(\tau), \tag{28} \]
we can present any $x_n$ as a linear combination of Bessel functions. A snapshot of the shock wave given by (27) is presented on Fig. 3.
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\caption{A snapshot of the shock wave given by (27) ($\tau = 25$).}
\end{figure}

The input voltage is
\[ v_0(t) = \frac{1}{c} \left[ q_0(t) - q_1(t) \right] = \frac{\Delta I}{c} \int_0^t d\tau [x_1(\tau) - 1] = \sqrt{\ell_{\text{eff}} / c} \Delta I \int_0^\tau d\tau \frac{J_1(\tau)}{\tau}. \tag{29} \]

In particular, using known formula for the integral from Bessel functions 13, we obtain an expected result
\[ v_0(\infty) = \sqrt{\ell_{\text{eff}} / c} \Delta I = \frac{\ell_{\text{eff}}}{c} \Delta I = \text{Z}_{\text{eff}} \Delta I. \tag{30} \]
These results show how the (quasi) discontinuous shock wave can be generated. If there is a semi-infinite JTL with the constant current source at the end (and in a stationary state, with the input voltage being equal to zero), and then suddenly the current of the source changes to another constant value, the shock wave will start to propagate.

In order to compute the inverse Laplace transform one can either use correspondence tables, like we did above, or compute the Bromwich integral. More specifically, there exists the following theorem.

If the function \( F(s) \) is analytic in the half plane \( \text{Re} \, s > s_0 \), goes to zero when \( |s| \to \infty \) in any half plane \( \text{Re} \, s \geq a > s_0 \) uniformly with respect to \( \arg s \) and the integral

\[
\int_{a-i\infty}^{a+i\infty} F(s)ds
\]

absolutely converges, then \( F(s) \) is the Laplace image of the function

\[
f(\tau) = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} ds e^{\tau s} F(s)
\]

(the integration is done along the vertical line \( \text{Re}(s) = a \) in the complex plane).

From (27) follows

\[
\frac{dx_n}{d\tau} = \sum_{k=1}^{n} C_k^2 (-1)^k 2k^k \frac{d^k}{d\tau^k} \left( \frac{J_k(\tau)}{\tau} \right).
\]

We will try to get more explicit analytic result for the quantity using Bromwich integral. From (25) we obtain

\[
\frac{dx_n}{d\tau} = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} ds \exp \left\{ s\tau + n \ln \left[ 1 - 2s \left( \sqrt{s^2 + 1} - s \right) \right] \right\}.
\]

Expanding the logarithm in (33) with respect to \( s \) and keeping only the lowest order terms we get

\[
\frac{dx_n}{d\tau} = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} ds \exp \left\{ s(\tau - 2n) + \frac{n}{3} s^3 \right\}.
\]

The contour of integration in (34) can be deformed so that it will start at the point at infinity with argument \( -\pi/3 \) and will end at the point at infinity with argument \( \pi/3 \). Hence the integral determines the Airy function

\[
\frac{dx_n}{d\tau} = n^{-1/3} \text{Ai} \left[ n^{-1/3}(2n - \tau) \right].
\]

Equation (35) describes the shock front at \( n \sim \tau/2 \), exponential decrease of the signal with increasing \( n \) for \( n > \tau/2 \), and oscillations and power law decrease of the signal with decreasing \( n \) for \( n < \tau/2 \). Equations (32) and (35) are plotted on Fig. 4. Comparison of the graphs shows that the approximate formula (35) correctly describes front of the shock wave, but not its wake.

In the linear approximation to (17), as we see from (35), the shock wave spreads indefinitely (because of the dispersion present in the system). An attempt to understand whether the nonlinear terms in the equation will stop the spreading, is presented in Appendix B.

III. SHOCK WAVES IN THE JTL WITH OHMIC DISSIPATION

Let us add to the JTL ohmic resistors, thus considering transmission line presented on Fig. 5. In this case (2b) changes to

\[
\frac{\partial q}{\partial t} = I_c \sin \varphi + \frac{E_j}{R_2} \frac{\partial \varphi}{\partial t} + C_2 E_j \frac{\partial^2 \varphi}{\partial t^2},
\]

and (3b) changes to

\[
\nu = -\frac{1}{C} \frac{\partial q}{\partial x} - R \frac{\partial^2 q}{\partial t^2}.
\]

A. The travelling waves

The system of equations (32), (36), (37) has a set of particularly simple solutions, called traveling waves, when dependence of all the quantities upon \( x, t \) is the dependence upon a single parameter \( \tau = x/U \) (for the sake of definiteness, we consider right going waves). These solutions satisfy ordinary
differential equation, which can be obtained after eliminating \( v \) and \( q \):

\[
RCC_2L \frac{d^3 \phi}{dt^3} + \left\{ \frac{RC}{R_2} + C_2 \left( 1 - \frac{U^2}{c^2} \right) \right\} \frac{d^2 \phi}{dt^2} \\
+ \left[ \frac{L}{R_2} \left( 1 - \frac{U^2}{c^2} \right) + \frac{RCI}{I_L} \cos \phi \right] \frac{d\phi}{dt} \\
+ \frac{I_c}{I_L} \sin \phi \left( 1 - \frac{U^2}{c^2} \right) - \frac{U^2}{c^2} \phi + A = 0, \tag{38}
\]

where \( A \) is an arbitrary constant (we integrated once).

We are looking for a solution which tends to constants at infinity

\[
\lim_{t \to -\infty} I = I_2, \quad \lim_{t \to +\infty} I = I_1. \tag{39}
\]

For given \( I_1 \) and \( I_2 \), the parameters \( U, A \) must satisfy

\[
I_i - \frac{U^2}{c^2} (I_i + I_2 \phi_i) + A = 0, \quad i = 1, 2. \tag{40}
\]

Eliminating \( A \) we recover (12). We see that the relation between the shock velocity and the values of current on both sides of the shock is dissipation independent.

Equation (38) with the boundary conditions (39) can be presented as

\[
RCC_2L \frac{d^3 \phi}{dt^3} + \left\{ \frac{RC}{R_2} + C_2 \left( 1 - \frac{U^2}{c^2} \right) \right\} \frac{d^2 \phi}{dt^2} \\
+ \left[ \frac{L}{R_2} \left( 1 - \frac{U^2}{c^2} \right) + \frac{RCI}{I_L} \cos \phi \right] \frac{d\phi}{dt} = M(\phi), \tag{41}
\]

where

\[
M(\phi) = \left[ \phi \cdot \Delta \sin \phi - \sin \phi \cdot \Delta \phi + \phi_1 \sin \phi_1 - \phi_1 \sin \phi_2 \right] \\
\times \frac{I_c}{I_c \Delta \sin \phi + I_L \Delta \phi}. \tag{42}
\]

Note that \( M(\phi_1) = \phi_2 = 0 \), and that for weak shock \( |I_2 - I_1| \ll |I_2| \), \( M(\phi) \) is simplified to

\[
M(\phi) = \frac{\tan \phi_0}{2} (\phi - \phi_1)(\phi - \phi_2). \tag{43}
\]

Equation (41) is very close to that describing dc driven resistively shunted self-resonant Josephson tunnel junction.

**B. Newtonian analogy**

1. **Stability of the equilibrium points**

If \( \sqrt{RCC_2L} \) is much less than all the other time scales in the problem, the term with the third derivative in (41) can be discarded, and the latter takes the form

\[
\frac{d^2 \phi}{dt^2} + (\gamma_1 + \gamma_1 \cos \phi) \frac{d\phi}{dt} + \frac{d\Pi(\phi)}{d\phi} = 0, \tag{44}
\]

where

\[
\tau = \frac{t}{\gamma_1}, \quad \gamma_1 = \frac{L}{R_2 T} \left( 1 - \frac{U^2}{c^2} \right), \quad \gamma_2 = \frac{RCI}{I_L T}, \quad T^2 = \frac{RCL}{R_2} + C_2 \left( 1 - \frac{U^2}{c^2} \right), \tag{45}
\]

and

\[
\Pi(\phi) = \left[ -\frac{\phi_1^2}{2} \cdot \Delta \sin \phi + (1 - \cos \phi) \cdot \Delta \phi \\
- \phi \cdot (\phi_2 \sin \phi_1 - \phi_1 \sin \phi_2) \right] \cdot \frac{I_c}{I_c \Delta \sin \phi + I_L \Delta \phi}. \tag{46}
\]

Equation (44) describes motion of a Newtonian particle in the potential well \( \Pi(\phi) \), shown on Fig. 6 and in the presence of friction force (the term proportional to \( d\phi/dt \)). The particle (asymptotically) starts in the upper equilibrium position and finishes in the lower equilibrium position.

The values \( \phi_1 \) and \( \phi_2 \) enter into (12) in a symmetrical way. However, due to ohmic resistance, inevitably present in the system, only one direction of shock propagation is possible. The potential energy of the fictitious particle corresponding to the state before the shock should be higher than that behind the shock. This condition can be enhanced even further. The potential energy shouldn’t have any local extrema between \( \phi_1 \) and \( \phi_2 \) (local extremum means splitting of a single shock into two.) Thus the potential energy should have at \( \phi_2 \) local maximum, and at \( \phi_1 \) - local minimum. This is equivalent to inequalities

\[
u(I_1) > U(I_1, I_2) > u(I_2), \tag{47}
\]

which reflect the well known fact: the shock velocity is lower than the sound velocity in the region behind the shock, but higher than the sound velocity in the region before the shock. Actually, the stability analysis of the equilibrium points can be performed for (41) with the same result.

Because \( \sin \phi \) is concave downward for \( 0 < \phi < \pi/2 \), and concave upward for \( -\pi/2 < \phi < 0 \), \( M(\phi) \) cannot have zeros between \( \phi_1 \) and \( \phi_2 \) having the same sign, thus there can exist shock between any pair of currents of the same sign. On the other hand, the inequalities (47) pose limitations on the values of positive and negative currents, between which a single shock can exist. So returning to Fig. 2 we understand, that the red dashed curve inside the dome describes shocks, for which \( I_2 \) is the current before the shock. The red dashed curve to the right of the dome and the red dashed curve to the left of the dome which lies below \( \Pi(I_2) \) describe the shocks, for which \( I_2 \) is the current after the shock.

![FIG. 6. Potential energy of the fictitious particle (arbitrary units); \( \phi_1 = .3, \phi_2 = .5 \).](image-url)
2. The shock profile

Though (44) is non integrable analytically in the general case, qualitatively the nature of the motion from one equilibrium position to the other is clear (at least for \( \gamma \gg 1 \) and \( \gamma \ll 1 \)). In the former regime the particle moves monotonically from one equilibrium position to the other, in the latter - the particle oscillates in the potential well, and weak friction leads to slow decrease of the oscillations amplitude with time.

If \( C_2 = 0 \) and \( \sqrt{L/(RR_2C)} \ll 1 \), the terms with \( \gamma_2 \) and the second derivative in the l.h.s. of (44) can be discarded. If \( C_2 = 0 \) and \( \sqrt{L/(RR_2C)} \gg 1 \), the terms with \( \gamma_1 \) and the second derivative can be discarded. The resulting equations describe motion of the strongly overdamped particle and can be easily integrated analytically. We obtain

\[
\begin{align*}
I &= \frac{RCL}{I_0} \int \frac{\cos \phi d\phi}{M(\phi)}, \quad \sqrt{\frac{L}{RR_2C}} \ll 1, \quad (48a) \\
I &= \frac{L}{R_2} \left(1 - U^2\right) \int \frac{d\phi}{M(\phi)}, \quad \sqrt{\frac{L}{RR_2C}} \gg 1. \quad (48b)
\end{align*}
\]

In both cases the shape of the shock depends only upon \( \phi_1 \) and \( \phi_2 \) and is independent upon the parameters of the transition line. Equation (48a) is presented graphically on Fig. 7.

For weak shock in both cases we obtain

\[
I = I_0 - \frac{\Delta I}{2} \tanh(\alpha t),
\]

where \( I_0 = (I_1 + I_2)/2 \), and

\[
\alpha = \frac{\Delta u}{2I_0 \sqrt{RC}}, \quad \sqrt{\frac{L}{RR_2C}} \ll 1 \quad (50a)
\]

\[
\alpha = \frac{I_1}{I_0 \cos \phi_0} \frac{\Delta u}{2I_0 \sqrt{RR_2C}}, \quad \sqrt{\frac{L}{RR_2C}} \gg 1. \quad (50b)
\]

Consider now the case of \( R = 0, C_2 \gg L/R_2^2 \) (which corresponds to \( \gamma_2 \ll 1 \)). The results of integration of (44) in this case are presented on Figs. [8](#) and [9](#). The phase (current) in the shock wave oscillates, in strong contrast to monotonous change in the case of zero shunting capacitance, presented on Fig. [7](#).

![Fig. 7](#)

**FIG. 7.** Shock profile according to (48a) for \( I_1 = .5I_c \). Blue solid line corresponds to \( I_1 = .5I_c, I_2 = .95I_c \), red dot-dashed line - to \( I_1 = .2I_c, I_2 = .8I_c \), green dashed line - to \( I_1 = .3I_c, I_2 = .3I_c, T_{od} = RCL/I_1 \).

![Fig. 8](#)

**FIG. 8.** Shock profile according to (44); \( I_1 = .5I_c, \phi_1 = .3, \phi_2 = .5, \gamma_2 = .1, \gamma_1 = 0 \).

![Fig. 9](#)

**FIG. 9.** Shock profile according to (44); \( I_1 = .5I_c, \phi_1 = .3, \phi_2 = .5, \gamma_2 = .03, \gamma_1 = 0 \).

C. Weak damping: the method of time averaging

When the term with the third derivative in (41) is kept, the latter can be written as

\[
\beta \frac{d^3 \phi}{d\tau^3} + \frac{d^2 \phi}{d\tau^2} + \gamma(\phi) \frac{d\phi}{d\tau} + \frac{d\Pi(\phi)}{d\tau} = 0, \quad (51)
\]

where \( \beta = RCC_2L/T^3 \). Equation (51) describes jerky\(^{57,58}\) particle. Analysis of the local stability of the fixed point \( \phi = \phi_1 \) is exactly the same as it was in Section III.1. Global stability of the point is less obvious. In any case, in this Section we will consider the regime \( C_2 \gg L/R_2^2, R^2 C^2 / L \) (which corresponds to \( \beta, \gamma \ll 1 \)), where the situation with the global stability is clear (see [8](#) and the sentence immediately after it).
We will use the method of time averaging, which we formulate below. We assume that we know the undamped solution \( \varphi_{ud}(\tau; \delta') \), satisfying equation

\[
\frac{1}{2} \left( \frac{d\varphi_{ud}}{d\tau} \right)^2 + \Pi(\varphi_{ud}) = \delta',
\]

(52)

and express damped oscillations as

\[
\varphi(\tau) = \varphi_{ud}(\tau; \delta'(\tau)).
\]

(53)

To find \( \delta'(\tau) \), notice that from (44) follows

\[
\frac{d}{d\tau} \left[ \frac{1}{2} \left( \frac{d\varphi}{d\tau} \right)^2 + \Pi(\varphi) \right] = -\gamma(\varphi) \left( \frac{d\varphi}{d\tau} \right)^2 - \beta \frac{d\varphi}{d\tau} \frac{d^3\varphi}{d\tau^3}.
\]

(54)

Ignoring terms of the order of \( \beta \gamma \) and \( \beta^2 \), (54) can be written as

\[
\frac{d}{d\tau} \left[ \frac{1}{2} \left( \frac{d\varphi}{d\tau} \right)^2 + \Pi(\varphi) \right] = -\Gamma(\varphi) \left( \frac{d\varphi}{d\tau} \right)^2,
\]

(55)

where \( \Gamma(\varphi) = \gamma(\varphi) + \beta dM(\varphi)/d\varphi \). Note, that \( \Gamma(\varphi) \) is positive for any \( \varphi \). For example, when \( R = \infty \),

\[
\Gamma(\varphi) = \frac{RCC\gamma L}{T^3 I_L} \left( 1 - U^2 \right) \frac{(L_\varphi \cos \varphi + I_L \Delta \sin \varphi)}{I_L \Delta \sin \varphi + I_L \Delta \varphi}.
\]

(56)

We’ll assume that \( \delta'(\tau) \) satisfies equation

\[
\frac{d\delta'}{d\tau} = -\left( \Gamma(\varphi) \left( \frac{d\varphi}{d\tau} \right)^2 \right)_{ud} \equiv -\mathcal{A}(\delta'),
\]

(57)

where the averaging is with respect to the period of the undamped oscillation with the energy \( \delta' \). The averaging in (57) is performed as

\[
\frac{1}{T} \int_0^T \Gamma(\varphi) \left( \frac{d\varphi_{ud}}{dt} \right)^2 dt = \frac{1}{T} \int_0^T \left[ \frac{d\varphi(\varphi)}{d\varphi} \sqrt{\delta' - \Pi(\varphi)} \right] \left[ \frac{d\varphi}{\delta' - \Pi(\varphi)} \right] dt.
\]

(58)

the limits of integration in both integrals being found from the equation \( \delta' - \Pi(\varphi) = 0 \). Integrals defining \( \mathcal{A}(\delta') \) being calculated, the solution of (57)

\[
\tau = -\int \frac{d\delta'}{\mathcal{A}(\delta')},
\]

(59)

together with (53), gives parametric representation of the particle motion. In Appendix we’ll see how all this works for weak shocks.

D. The JTL with ohmic resistor in series with the JJ

Let us now introduce ohmic resistor in a way different from that considered previously, constructing the transmission line presented on Fig. 10. In this case (51) changes to

- \( \frac{\partial v}{\partial x} = -\frac{\partial I}{\partial x} \)

(60a)

- \( \frac{1}{L} \frac{\partial I}{\partial t} = -R I - I \frac{\partial I}{\partial t} \)

(60b)

The analysis of moving discontinuities presented in Section [11B] can be repeated verbatim, hence (i) the discontinuous solutions are allowed for (60), (ii) the velocity of their propagation is given by (12). Ohmic resistors in the present case neither lead to finite width of shocks, nor influence the velocity of their propagation. Notice, that in the presence of the higher order derivatives in the JTL equations, which is the case when ohmic dissipation is taken into account, the terms with \( \delta'(x - Ut) \) will appear if we substitute discontinuous functions of coordinates, and there are no other that singular term to balance it.

IV. THE SIMPLE WAVE APPROXIMATION

A. The dissipationless JTL

Let us start from the dissipationless transmission line, described by (5). The simple wave approximation for the equation may be obtained by changing by brute force (5) into two decoupled equations for right and left going waves

\[
\frac{\partial I}{\partial t} \pm \frac{1}{u(I)} \frac{\partial I}{\partial t} = 0.
\]

(61)

Equation (61), in distinction to (5), can be easily solved analytically.

Consider the signalling problem for \( x \geq 0 \), characterised by the initial and boundary conditions

\[
I(x,0) = I_2,
\]

(62a)

\[
I(0,t) = I_1.
\]

(62b)

The solution of (61) containing the shock is

\[
I(x,t) = \begin{cases} I_2, & \text{for } x > U(I_1,I_2) t, \\ I_1, & \text{for } 0 < x < U(I_1,I_2) t. \end{cases}
\]

(63)

However, the shock can exist only provided \( |I_1| < |I_2| \). For \( |I_1| > |I_2| \) the solution of (61) contains an expansion fan.
where the function \( \mathcal{S} \) is obtained by inverting \(60\)

\[
\mathcal{S}(\tau) = \left[ I^2_1 - \frac{I^2_1 \tau}{(1 - \tau^2)^2} \right]^{1/2}.
\]  

(65)

B. Shock formation in the JTL with ohmic dissipation

When ohmic resistor in series with the ground capacitor is additionally taken into account, \(5\) is modified to

\[
\frac{\partial^2}{\partial x^2} \left( I + R C \frac{\partial I}{\partial t} \right) = \frac{\partial}{\partial t} \left[ \frac{1}{u^2(I)} \frac{\partial I}{\partial t} \right].
\]  

(66)

Following the example of Section \(5\) we attempt to take the "square root" of the operator, acting upon \( I \) in the l.h.s. of \(66\), and postulate that right and left going waves satisfy decoupled equations

\[
\frac{\partial I}{\partial t} \pm u(I) \frac{\partial}{\partial x} \left( I + \nu \frac{\partial I}{\partial t} \right) = 0,
\]  

(67)

where \( \nu = RC/2 \). Equations \(67\) are the generalization of the simple wave approximation to the case of JTL with ohmic dissipation.

For the traveling right going wave, from \(67\) we obtain

\[
\frac{1}{U} \frac{d}{dt} \left( I + \nu \frac{\partial I}{\partial t} \right) - \frac{1}{u(I)} \frac{\partial I}{\partial t} = 0.
\]  

(68)

Integrating with respect to \( t \) from \(-\infty\) to \(+\infty\) and taking into account the boundary conditions \(39\), we obtain

\[
\frac{1}{U} = \frac{1}{\Delta I} \int_{I_1}^{I_2} \frac{dI}{u(I)}.
\]  

(69)

More explicitly, \(69\) is

\[
\frac{1}{U(I_1,I_2)} = \frac{1}{\Delta I} \int_{I_1}^{I_2} dI \left[ 1 + \frac{I_L}{(I_L^2 - I^2)^1/2} \right]^{1/2}.
\]  

(70)

Equation \(70\) is slightly different from the exact \(12\), but the results are very close. We didn’t plot the curve given by \(70\) on Fig. \(2\) because it would absolutely merge with the curve given by \(12\). Another argument, which convinces us in validity of \(67\), is the fact that the weak shock profile \(49\), with \( \alpha \) given by \(50\), is a solution of \(67\).

Equation \(67\) is able to describe the shock formation for the signalling problem. To make this task easier, we propose to additionally simplify \(67\) to

\[
\frac{\partial u}{\partial t} \pm u \frac{\partial}{\partial x} \left( u + \nu \frac{\partial u}{\partial t} \right) = 0.
\]  

(71)

Equation \(71\) may be called the modified Burgers equation (mBE). In Appendix \(E\) we study the symmetry of the equation.

Now let us consider the JTL with ohmic resistor in series with the JJ. From \(60\) follows

\[
\frac{\partial^2 I}{\partial x^2} - \frac{\partial}{\partial t} \left[ \frac{1}{u^2(I)} \frac{\partial I}{\partial t} + R_s C I \right] = 0.
\]  

(72)

The generalization of the simple wave approximation to this case is

\[
\frac{\partial I}{\partial t} + \mu u^2(I) I \pm u(I) \frac{\partial I}{\partial x} = 0,
\]  

(73)

where \( \mu = R_3 C/2 \). Discontinuities formation for the solutions of \(73\) is studied in Appendix \(E\).

V. DISCUSSION

We hope that the results obtained in the paper are applicable to kinetic inductance based traveling wave parametric amplifiers based on a coplanar waveguide architecture. Onset of shock-waves in such amplifiers is an undesirable phenomenon. Therefore, shock waves in various JTL should be further studied, which was one of motivations of the present work.

Recently, quantum mechanical description of JTL in general and parametric amplification in such lines in particular started to be developed, based on quantisation techniques in terms of discrete mode operators, continuous mode operators, a Hamiltonian approach in the Heisenberg and interaction picture, or the quantum Langevin method. It would be interesting to understand in what way the results of the present paper are changed by quantum mechanics. Particularly interesting looks studying of quantum ripples over a semi-classical shock and fate of quantum shock waves at late time.

VI. CONCLUSIONS

We have analytically calculated the velocity of propagation and structure of shock waves in the transmission line constructed from the JJ, linear inductors, capacitors and ohmic resistors. In the absence of ohmic dissipation the shocks are sharp. As such they remain when ohmic resistors are introduced in series with the JJ and linear inductors. When ohmic resistors shunt the JJ or are in series with the ground capacitors, the shocks are broadened. The shock width is inversely proportional to the resistance shunting JJ, or proportional to the resistance in series with the ground capacitor. In all the cases considered, ohmic resistors (and shunting capacitors) don’t influence the shock propagation velocity. We formulate the simple wave approximation for the JTL with ohmic dissipation and study an alternative to the shock wave - an expansion fan - in the framework of this approximation.
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Appendix A: The Lagrangian and the Hamiltonian of the JTL

Let us rederive (1) in the framework of Lagrange approach. The Lagrangian \( L \) is

\[
L = \frac{\ell}{2} \sum_n \left( \frac{dq_n}{dt} \right)^2 + \frac{c_2 \hbar^2}{8e^2} \sum_n \left( \frac{d\phi_n}{dt} \right)^2 - \frac{1}{2c} \sum_n (q_n - q_{n+1})^2 + \frac{\hbar}{2e} \sum_n \cos \phi_n + \frac{\hbar}{2e} \sum_n \frac{dq_n}{dt} \phi_n.
\]

Lagrange equations have the form

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{Q}} \right) - \frac{\partial L}{\partial Q} = 0,
\]

where \( Q \) is any of the dynamical variables. Lagrange equation corresponding to \( q_n \)

\[
\frac{\ell \, d^2 q_n}{dt^2} + \frac{\hbar}{2e} \frac{d}{dt} \phi_n + \frac{1}{c} (2q_n - q_{n+1} - q_{n-1}) = 0,
\]

reproduces (1a). Lagrange equation corresponding to \( \phi_n \)

\[
\frac{\hbar^2 c_2}{4e^2} \sum_n \frac{d^2 \phi_n}{dt^2} + \frac{\hbar}{2e} l_c \sin \phi_n - \frac{\hbar}{2e} \frac{dq_n}{dt} = 0,
\]

reproduces (1b).

In the continuum limit the Lagrangian (A1) is

\[
\mathcal{L} = \int dx \left[ \frac{L}{2} \left( \frac{d\phi}{dx} \right)^2 + \frac{c_2 E^2_j}{2} \left( \frac{d\theta}{dx} \right)^2 \right. \\
\left. - \frac{1}{2c} \left( \frac{d\theta}{dx} \right)^2 + E_J l_c \cos \phi + E_R \frac{d\theta}{dx} \phi \right].
\]

The Hamiltonian, corresponding to the Lagrangian (A5), contains two pairs of conjugate variables \((\pi, q)\) and \((p, \phi)\) and has the form

\[
\mathcal{H} = \int dx \left[ \frac{(p - E_J \phi)^2}{2L} + \frac{p^2}{2c^2 E_j^2} \right. \\
\left. + \frac{1}{2c} \left( \frac{d\phi}{dx} \right)^2 + E_J l_c \cos \phi \right].
\]

Hamilton equations have the form

\[
\frac{\partial Q}{\partial t} = \frac{\partial \mathcal{H}}{\partial P}, \quad \frac{\partial P}{\partial t} = \frac{\partial}{\partial x} \frac{\partial \mathcal{H}}{\partial \dot{Q}} - \frac{\partial \mathcal{H}}{\partial Q},
\]

where \((P, Q)\) is any pair of the conjugate variables. Hamilton equations corresponding to \((\pi, q)\)

\[
\frac{\partial q}{\partial t} = \frac{\pi - E_J \phi}{L}, \quad \frac{\partial \pi}{\partial t} = \frac{1}{c} \frac{d^2 q}{dx^2},
\]

reproduce (2a). Hamilton equations corresponding to \((p, \phi)\)

\[
\frac{\partial \phi}{\partial t} = \frac{p}{c^2 E_j}, \quad \frac{\partial p}{\partial t} = E_J l_c \left( \pi - E_J \phi - E_J l_c \sin \phi \right),
\]

reproduce (2b), if we take into account (A8a).

For \( c_2 = 0 \), taking into account (A4), we can write down the Lagrangian (A1) in the form which doesn’t contain \( \phi_n \)

\[
\mathcal{L} = \frac{\ell}{2} \sum_n \left( \frac{dq_n}{dt} \right)^2 - \frac{1}{2c} \sum_n (q_n - q_{n+1})^2 \\
+ \frac{\hbar}{2e} l_c \sum_n \sqrt{1 - \left( \frac{1}{L} \frac{dq_n}{dt} \right)^2} \\
+ \frac{\hbar}{2e} \sum_n \frac{dq_n}{dt} \sin^{-1} \left( \frac{1}{L} \frac{dq_n}{dt} \right).
\]

One can easily check up that (17) is the Lagrange equation corresponding to the Lagrangian (A10).

If we assume additionally that \( \ell = 0 \), the Hamiltonian, corresponding to the Lagrangian (A10), has a neat form

\[
\mathcal{H} = \frac{1}{2c} \sum_n (q_n - q_{n+1})^2 - \frac{\hbar}{2e} l_c \sum_n \cos \left( \frac{2ep_n}{\hbar} \right).
\]

Appendix B: Travelling wave in the discrete JTL

In the particular case \( c_2 = 0 \) we can eliminate \( q_n \) from (1) and obtain closed equation for \( \phi_n \) in the form

\[
\frac{L}{c} (\sin \phi_{n+1} + \sin \phi_{n-1} - 2 \sin \phi_n) \\
= l_c \frac{d^2 \sin \phi_n}{dt^2} + \frac{\hbar}{2e} \frac{d^2 \phi_n}{dt^2}.
\]

Travelling wave solution of (B1) has the form \( \phi_n(t) = \varphi(t - n \tau) \),

\[
\varphi(t) \text{ is some unknown functions, and } \tau \text{ is the parameter determining the velocity of the travelling wave. For such solution, (B1) takes the form}
\]

\[
\frac{L}{c} \left[ \sin \varphi(t + \tau) + \sin \varphi(t - \tau) - 2 \sin \varphi(t) \right] \\
= l_c \frac{d^2 \sin \varphi(t)}{dt^2} + \frac{\hbar}{2e} \frac{d^2 \varphi(t)}{dt^2}.
\]
We are interested in the solution of (B3) satisfying boundary conditions
\[ \lim_{t \to -\infty} \phi(t) = \varphi_2, \quad \lim_{t \to +\infty} \phi(t) = \varphi_1. \]  
(B4)

Note, that if we twice integrate (B3) with respect to \( t \), we obtain equation
\[ \frac{1}{c} \sqrt{\varepsilon} \Delta \sin \phi = I_c \varepsilon \Delta \sin \phi + \frac{\hbar}{2c} \Delta \phi, \]  
which, taking into account that \( U = \Lambda / \tau \), reproduces (12).

Appendix C: The method of time averaging: weak shocks

We want to show how the method of time averaging works on the simplest possible example, applying it to (44) and considering, in addition to weak damping, the case of weak shock. We make the change of variable
\[ \psi = \frac{2(\varphi - \varphi_0)}{\Delta \phi}, \]  
(C1)

where \( \varphi_0 = (\varphi_1 + \varphi_2)/2 \), so that \( t = -\infty \) state would correspond to \( \psi = 1 \), and \( t = +\infty \) state to \( \psi = -1 \). After we rescale in comparison to (43) \( \Phi = \tau, (\gamma_2 + \gamma_1 \cos \varphi_0) / \Phi = \gamma \) \( (\Phi = \sqrt{\varepsilon} \tan \varphi_0 \Delta \phi/24) \), (44) takes the form
\[ \frac{d^2 \psi}{dt^2} + \gamma \frac{d \psi}{dt} + 6(1 - \psi^2) = 0. \]  
(C2)

Equation (57) in our case becomes
\[ A(\varepsilon) = 2\gamma \int d\phi \frac{d \varepsilon}{\sqrt{\varepsilon - \Pi(\phi)}} = 2\gamma < \varepsilon_{kin} >. \]  
(C3)

The potential energy
\[ \Pi_w(\psi) = -2\psi^3 + 6\psi \]  
(C4)

is presented on Fig. 13. It has local minimum \( \Pi_w^{\text{min}} = -4 \) at \( \psi = -1 \) and local maximum \( \Pi_w^{\text{max}} = 4 \) at \( \psi = 1 \). Equation (52) in the present case,
\[ \left( \frac{d \psi_{ad}}{d \tau} \right)^2 = 4\psi_{ad}^3 - 12\psi_{ad} + 2\varepsilon, \]  
(C5)

defines Weierstrass elliptic function with \( g_2 = 12 \delta \)
\[ \psi_{ad}(\tau; \varepsilon) = \wp(\tau; 12, -2\varepsilon). \]  
(C6)

Thus the damped solution is
\[ \psi(\tau) = \wp(\tau; 12, -2\varepsilon(\tau)). \]  
(C7)

Let us make a short cut in the method of time averaging, by assuming (being inspired by the example of harmonic oscillator)
\[ < \varepsilon_{kin} > = \varepsilon - \Pi_w^{\text{min}}. \]  
(C8)

After that, (57) is easily solved
\[ \varepsilon' = \Pi_w^{\text{min}} + \left( \Pi_w^{\text{max}} - \Pi_w^{\text{min}} \right) e^{-2\varepsilon \tau}. \]  
(C9)

Now let us calculate \( \varepsilon_{kin} \) in earnest. The integrals entering into (C3) are elliptic:
\[ Y_0(\varepsilon) = \int_c^b \frac{d \psi}{\sqrt{P(\psi)}}, \quad \mathcal{N}(\varepsilon) = \int_c^b d \psi \sqrt{P(\psi)}, \]  
(C10a)
\[ P(\psi) = 2\psi^3 - 6\psi + \varepsilon, \]  
(C10b)

where \( a, b, c \) \( (a > b > c) \) are the roots of cubic equation \( P(\psi) = 0 \). The first integral in (C10a) is a table integral. The second integral has to be calculated.

For the theory of elliptic integrals one may turn to excellent book by E. Goursat. The book not only formulates the theorem which will be important for us: All integrals
\[ Y_m = \int \frac{\psi^m d \psi}{\sqrt{P(\psi)}}, \]  
(C11)

where \( m \) is an arbitrary natural number and \( P(\psi) \) is some polynomial of power \( p \), are expressed through the \( p - 1 \) first integrals \( Y_0, Y_1, \ldots, Y_{p-2} \) and algebraic quantities, but shows how the reduction should be made in practice.

So let’s turn to calculation of \( \mathcal{N} \). Integrating the identity
\[ \sqrt{P(\psi)} = \frac{\sqrt{6\psi^3 + 2\varepsilon^3}}{\sqrt{P(\psi)}} \]  
(C12)
we obtain
\[ \mathcal{N} = \varepsilon' Y_0 - 6Y_1 + 2Y_3. \]  
(C13)

\( Y_0 \) and \( Y_1 \) are table integrals.
\[ Y_0 = \frac{2}{\sqrt{a - c}} K(k), \]  
(C14a)
\[ Y_1 = \frac{2a}{\sqrt{a - c}} K(k) - 2\sqrt{a - c} E(k), \]  
(C14b)

where \( K \) and \( E \) are complete elliptic integrals of the first and second kind respectively, and \( k = \sqrt{(b - c)/(a - c)} \). \( Y_2 \) can be expressed through \( Y_0 \) and \( Y_1 \).

Integrating the identity
\[ \frac{d}{d \psi} \left[ \psi \sqrt{P(\psi)} \right] = \sqrt{P(\psi)} - \frac{3(\psi - \psi^3)}{\sqrt{P(\psi)}}, \]  
(C15)
we obtain
\[ \mathcal{N} - 3Y_1 + 3Y_3 = 0. \]  
(C16)

Combining (C13) and (C16) we obtain
\[ \mathcal{N} = \frac{3}{5}(\varepsilon' Y_0 - 4Y_1) \]  
(C17)
\[ = \frac{6}{5\sqrt{a - c}} \left[ (\varepsilon' - 4a) K(k) + 4(a - c) E(k) \right], \]
FIG. 11. Coordinate dependence of the fictitious particle coordinate according to Eqs. (C18), (C3), (59), and (C7).

and, finally,

$$\langle \mathcal{E}_{\text{kin}} \rangle = \frac{3}{5} \left( \mathcal{E} - 4a + 4(a-c) \frac{E(k)}{K(k)} \right).$$  \hspace{1cm} (C18)

(One should keep in mind that $a, c, k$ are functions of $\mathcal{E}$.)

Let us analyse the limiting cases of (C18). Obviously, averaged kinetic energy should go to zero both when $\mathcal{E} \to 4$, because the period of oscillations goes to infinity, and when $\mathcal{E} \to -4$, because the particle approaches the bottom of the well. Equation (C18) clearly demonstrates such behavior. To check it up it is enough to inspect Fig. 13 and keep in mind that

$$\lim_{k \to 0} K(k) = \lim_{k \to 0} E(k) = \frac{\pi}{2},$$  \hspace{1cm} (C19a)

$$\lim_{k \to 1} K(k) = \infty, \quad \lim_{k \to 1} E(k) = 1.$$  \hspace{1cm} (C19b)

Averaged kinetic energy being found, we can easily calculate integral (59) numerically. The solution obtained in the result of the approximation is presented on Fig. 11. The shock front was not presented on purpose. The method of averaging is meaningful, provided the time scale of the change of energy is much larger than the dynamical time scale (inverse frequency of oscillations). When the energy is close to $\Pi_w^{(\text{max})}$, the period of oscillation is very large, and the method ceases to be applicable.

Actually, when the method of averaging is applicable, the complicated result (C18) coincides with the naive approximation (C8). To show it, we plot both equations on Fig. 12. The results are close everywhere, apart from the vicinity of $\Pi_w^{(\text{max})}$. So (C7) and (C9) give good and simple analytic approximation to the profile of the shock wave valid everywhere, apart from the vicinity of the shock front.

Appendix D: The symmetry of the modified Burgers equation

By trivial change of variables we can transform (71) to

$$u_t + uu_x + uu_{tx} = 0.$$  \hspace{1cm} (D1)

To warm up, let us copy from Refs. 68,69 the symmetry analysis of Burgers equation

$$u_t + uu_x = u_{xx}.$$  \hspace{1cm} (D2)

The symmetry group of (D2) is generated by the vector field

$$\mathbf{v} = T(t,x,u) \frac{\partial}{\partial t} + X(t,x,u) \frac{\partial}{\partial x} + U(t,x,u) \frac{\partial}{\partial u}.$$  \hspace{1cm} (D3)

and its first and the second prolongations

$$\text{pr}^{(1)} \mathbf{v} = \mathbf{v} + U' \frac{\partial}{\partial u_t} + U'' \frac{\partial}{\partial u_x},$$  \hspace{1cm} (D4a)

$$\text{pr}^{(2)} \mathbf{v} = \text{pr}^{(1)} \mathbf{v} + U''' \frac{\partial}{\partial u_{tt}} + U'''' \frac{\partial}{\partial u_{tx}} + U''' \frac{\partial}{\partial u_{xx}}.$$  \hspace{1cm} (D4b)

To write down (D4) explicitly, we define total derivatives

$$D_t = \frac{\partial}{\partial t} + u_t \frac{\partial}{\partial u} + uu_t \frac{\partial}{\partial u_t} + uu_{tx} \frac{\partial}{\partial u_x} + \ldots,$$  \hspace{1cm} (D5a)

$$D_x = \frac{\partial}{\partial x} + u_x \frac{\partial}{\partial u} + uu_x \frac{\partial}{\partial u_x} + uu_{tx} \frac{\partial}{\partial u_{tx}} + \ldots.$$  \hspace{1cm} (D5b)
The coefficients of the first prolongation are
\[ U^t = D_t U - u_i D_t X - u_x D_t X, \]  
\[ U^x = D_x U - u_i D_x T - u_x D_x X. \]  
\[(D6a)\]  
\[(D6b)\]

The coefficients entering the second prolongation are
\[ U^{tt} = D_t U^t - u_i D_t X - u_x D_t X, \]  
\[ U^{tx} = D_x U^t - u_i D_x T - u_x D_x X, \]  
\[ U^{xx} = D_x U^x - u_i D_x T - u_x D_x X. \]  
\[(D7a)\]  
\[(D7b)\]  
\[(D7d)\]

Differentiating we obtain
\[ \frac{d}{dt} U^t = U_x + u_i U_a - u_i (T_x + u_x T_a) - u_x (X_a + u_x U_a), \]  
\[ U^x = U_x + u_i U_a - u_i (T_x + u_x T_a) - u_x (X_a + u_x U_a). \]  
\[(D8a)\]  
\[(D8b)\]

and
\[ U^{xx} = U_x + u_i T_x + u_x (2U_{ux} - X_x) - 2 u_x T_x + u_x U_x - u_x T_x - 3 u_x u_x U_a. \]  
\[(D9)\]

Applying the second prolongation \( p^2 v \) to \( (D2) \) we find that \( T, X, U \) must satisfy the symmetry condition
\[ U^t + u U^x + u_x U = U^{xx}. \]  
\[(D10)\]

Substituting \( (D6) \) and \( (D14) \) eventually leads to the following set of determining equations:
\[ T_x = 0, \ X_a = 0, \ X_i = 0, \ T_i = 0, \ U_{ua} = 0, \]  
\[ 2X_x - T_i = 0, \ U_i + u U_x - U_{xx} = 0, \]  
\[ X_a - X_{xx} = U_{xx} + U_{uu} = 0. \]  
\[(D11)\]

Solving the first 5 equations of \( (D11) \) gives
\[ X = \frac{1}{2} T'(t)x + A(t), \]  
\[ U = B(t, x)u + C(t, x), \]  
\[(D12a)\]  
\[(D12b)\]

where \( A(t), B(t, x) \) and \( C(t, x) \) are arbitrary functions. Substituting \( (D12) \) into the remaining two equations of \( (D11) \), isolating coefficients with respect to \( u \) and solving gives the infinitesimals:
\[ T = c_0 + 2c_1 t + c_2 t^2, \]  
\[ X = c_3 + c_4 + c_1 x + c_2 t x, \]  
\[ U = -(c_2 t + c_1)u + c_2 x + c_4. \]  
\[(D13a)\]  
\[(D13b)\]  
\[(D13c)\]

Now let us come to the symmetry analysis of \( (D1) \). Here we need
\[ U^{tx} = U_{tx} + u_i (U_{ux} - T_i) + u_x (U_{u_x} - X_x) + u_x u_1 (U_{ux} - T_x) - u_x T_i - u_x T_x - u_x T_x - u_x T_x - u_x X_x - u_x T_x - u_x T_x - u_x T_x - u_x T_x - u_x T_x. \]  
\[(D14)\]

Applying the second prolongation \( p^2 v \) to \( (D1) \) we find that \( T, X, U \) must satisfy the symmetry condition
\[ U^t + u U^x + u_x U + u U^{tx} = 0. \]  
\[(D15)\]

Substituting \( (D6) \) and \( (D14) \) eventually leads to the following set of determining equations:
\[ T_x = 0, \ X_a = 0, \ X_i = 0, \ T_i = 0, \ U_{ua} = 0, \]  
\[ U_{iu} + T_x = 0, \ U_i + u U_x + u U_x = 0, \]  
\[ U - u^2 U_{ua} - u X_x = 0. \]  
\[(D16)\]

Solving the first 5 equations of \( (D16) \) gives
\[ U = -T(t)u + A(x)u + B(x, t), \]  
\[ X = X(x). \]  
\[(D17a)\]  
\[(D17b)\]

Substituting \( (D17) \) into the remaining two equations of \( (D16) \) we obtain
\[ -T(t)u + A(x)u + B(x, t) - u^2 A' - u X' = 0. \]  
\[(D18a)\]  
\[(D18b)\]

Isolating coefficients with respect to \( u \) and solving gives the infinitesimals:
\[ T = c_0, \]  
\[ X = c_1 + c_2 x, \]  
\[ U = c_2 u. \]  
\[(D19a)\]  
\[(D19b)\]  
\[(D19c)\]

The symmetry of the mBE turned out to be rather low. Apart from time and space translations, the only symmetry of the equation is with respect to transformation
\[ u \rightarrow Cu, \ x \rightarrow Cx, \ t \rightarrow t. \]  
\[(D20)\]

This symmetry was obvious by inspection of the mBE. What was presented above, is the proof that the equation does not have any other classical symmetries. It would be interesting to check up mBE for the nonclassical symmetries.

Taking into account the symmetry of the modified Burgers equation, we may look for an exact solution of \( (D1) \) in the form
\[ u(x, t) = xv(t). \]  
\[(D21)\]

Substituting \( (D21) \) into \( (D1) \) we obtain ordinary differential equation for \( v(t) \)
\[ \frac{1}{v} \frac{dv}{dt} + v + v \frac{dv}{dt} = 0, \]  
\[(D22)\]

with the solution
\[ t = \frac{1}{v} - v \ln|v|. \]  
\[(D23)\]
Appendix E: Discontinuities in the JTL with ohmic resistors in series with the JJ

Consider again the simple wave approximation for the dissipationless JTL (61). The characteristic equations for the right going wave are:

\begin{align}
\frac{df}{dt} &= 0, \\
\frac{dx}{dt} &= u(I). 
\end{align}

The solution of (E1) for the Cauchy problem is

\begin{align}
I(x,t) &= I(\xi,0), \\
x &= \xi + u(I(\xi,0))t, 
\end{align}

where \( I(\xi,0) \) is given by the initial condition for the problem. Consider now the JTL with ohmic dissipation, described by (73). The characteristic equations for the right going wave are:

\begin{align}
\frac{df}{dt} &= -\mu u^2(I)f, \\
\frac{dx}{dt} &= u(I). 
\end{align}

(E3b)

Equation (E5) shows that the initial value of \( I(\xi,0) \) at a given point \( \xi \) is propagating along the characteristic given by equation

\[ x = \xi + \int_0^t u(I(\xi,t'))dt', \]

(E4)

decreasing in the process of propagation according to (E3a).

In (24), \( I(\xi,t) \) is the solution of (E3a) with the same initial condition as before. Equation (E4) (and its particular case (E2b)) allow us to understand why the discontinuities in \( I(x,t) \) are formed in the solution starting with the continuous initial condition \( I(x,0) \).

Values of current, corresponding to larger \( I^2 \) propagate slower than those corresponding to smaller \( I^2 \) (note that \( u(I)/dI^2 < 0 \) for all \( I \)), so if there are \( x \) intervals, where \( I^2(x,t) \) increases with \( x \), the characteristics diverge. The discontinuities in \( I(x,t) \) correspond to the crossing of the characteristic curves, that is to the existence of their envelopes, satisfying simultaneously (E4) and equation

\[ 0 = 1 + \int_0^t \left. \frac{du}{dI} \right|_{I(I(\xi,t'))} \frac{dI(\xi,t')}{d\xi} \, dt'. \]

(E5)

The discontinuities appear at minimal \( t \) for which (E5) has a solution.

In the absence of ohmic dissipation, \( I(\xi,t) \) is time independent, so if there are \( \xi \) intervals where \( I^2(\xi,0) \) increases with \( \xi \), (E5) has a solution for \( t \) large enough, however small \( dI^2(\xi,0)/d\xi > 0 \) is. In the presence of dissipation, the current decreases exponentially with time, so (E5) has a solution only for steep enough current rises in the initial condition. Geometrically, because in the presence of dissipation the system becomes more and more linear with time, the characteristics become more and more parallel, and don’t necessarily have to cross, in distinction to the case of no dissipation.
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