LISA parameter estimation and source localization with higher harmonics of the ringdown
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LISA can detect higher harmonics of the ringdown gravitational-wave signal from massive black-hole binary mergers with large signal-to-noise ratio. The most massive black-hole binaries are more likely to have electromagnetic counterparts, and the inspiral will contribute little to their signal-to-noise ratio. Here we address the following question: can we extract the binary parameters and localize the source using LISA observations of the ringdown only? Modulations of the amplitude and phase due to LISA’s motion around the Sun can be used to disentangle the source location and orientation when we detect the long-lived inspiral signal, but they can not be used for ringdown-dominated signals, which are very short-lived. We show that (i) we can still measure the mass ratio and inclination of high-mass binaries by carefully combining multiple ringdown harmonics, and (ii) we can constrain the sky location and luminosity distance by relying on the relative amplitudes and phases of various harmonics, as measured in different LISA channels.

I. INTRODUCTION

Gravitational waves are predominantly quadrupolar. For the black hole (BH) binaries detected by LIGO and Virgo, the fraction of energy radiated in subdominant multipoles increases with the mass ratio $q$ [1, 2] (we define $q \equiv m_1/m_2 \geq 1$, where $m_1$ is the mass of the primary and $m_2$ is the mass of the secondary). For BH binaries of total mass $M = m_1 + m_2$, gravitational-wave frequencies scale like $1/M$. Simple WKB arguments [3] suggest that the quasinormal mode frequencies of the remnant are roughly proportional to the harmonic index $\ell$ (see e.g. [4–6] for reviews). Since higher multipoles correspond to higher harmonics of the ringdown signal, which radiate at higher frequencies, high-$\ell$ modes become more important for high-mass binaries.

Interest in higher harmonics is growing as the sensitivity of interferometric detectors improves [7–12]. This is because (if detectable) subdominant multipoles and higher harmonics of the radiation add structure to the gravitational waveforms. Different harmonics have different dependence on inclination, mass ratio and spins, so their observation can break some of the degeneracies that currently haunt the parameter estimation.

One example is the distance-inclination degeneracy. Different multipoles correspond to different spherical harmonic indices and to a different angular dependence (and hence inclination dependence) of the radiation. Therefore higher multipoles allow us to distinguish between different binary orientations, and this can also lead to improvements in distance measurements. Degeneracy breaking can also occur because the excitation of each higher multipole depends in a characteristic way on the mass ratio $q$ and on the spins [13–19]. This can break the degeneracy between the mass ratio $q$ and the so-called “effective spin” parameter $\chi_{\text{eff}}$. For example, it was recently shown that higher harmonics allow us to better determine the mass ratio of the most massive BH binary detected to date (GW170729) [20], and this can also lead to improved effective spin estimates. Higher-order modes can also break the degeneracy between polarization and coalescence phase [21].

In this paper we will focus on the information carried by higher multipoles of the ringdown, as they may be detectable by the space-based interferometer LISA [22]. Several works have studied how LISA detectability and parameter estimation are affected by higher harmonics of the inspiral, finding that they can improve LISA’s angular resolution and (consequently) luminosity distance estimates by a factor $\sim 10^2$, especially for heavier binaries with $M \gtrsim 10^7M_\odot$ [23–26].

Ringdown is expected to be dominant over the inspiral for binaries with mass $M \gtrsim 10^6M_\odot$ [27–29]. Higher harmonics of the signal usually have low amplitudes during the inspiral, and become dominant only during merger and ringdown (see e.g. [30]). In general, higher harmonics are more important in the ringdown stage: during the inspiral the higher harmonics are always subdominant relative to the inspiral of the (2, 2) mode, while harmonics with $\ell = m > 2$ stand out in the frequency domain during the ringdown, because they have larger frequencies (and hence are not “buried” under the (2, 2) component of the signal).

Since higher multipoles typically correspond to higher frequencies and $f \sim 1/M$, when $M$ is large enough the dominant mode will fall out of the sensitivity band of LISA and become undetectable: higher harmonics could be our only means to observe otherwise undetectable high-mass sources. For systems with mass $M \gtrsim 10^6M_\odot$, high-frequency harmonics can lie closer to the noise “bucket” of LISA than the fundamental (low-frequency) modes, and therefore they can have relatively large SNR. This is particularly important for large-$q$ mergers, because then higher modes can have relatively large amplitudes relative to the (2, 2) mode [9, 15, 18]. In fact, the SNR in higher harmonics for massive binaries with large $q$ is comparable to (or greater than) the (2, 2) mode SNR.
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FIG. 1. Solid lines indicate ringdown horizons for (2, 2), (3, 3), (2, 1), (4, 4) modes for a binary with $q = 2$ (top) and $q = 10$ (bottom). Dashed and dash-dotted lines correspond to a low-frequency cutoff $f_{\text{cut}} = 10^{-4}$ Hz and $f_{\text{cut}} = 2 \times 10^{-5}$ Hz, respectively.

It is generally believed that it will be hard to control LISA’s noise below a low-frequency cut-off $f_{\text{cut}} \sim 10^{-4}$ Hz, or possibly $f_{\text{cut}} \sim 2 \times 10^{-5}$ Hz. A low-frequency cutoff implies that there is a maximum redshifted mass $M_{\text{cut}}^\ell m$ beyond which the $(\ell, m)$ mode goes out of band. This maximum mass can be written as

$$M_{\text{cut}}^\ell m = \mu_8^\ell m M_\odot \frac{10^{-4} \text{ Hz}}{f_{\text{cut}}} \frac{\hat{\omega}_{\ell m}^{q=1}}{\hat{\omega}_{\ell m}^{q=1}}.$$  

Here $\hat{\omega}_{\ell m}$ denotes dimensionless QNM frequencies scaled by their maximum value $\hat{\omega}_{\ell m}^{q=1}$, which for nonspinning BH binary mergers corresponds to $q = 1$ ($a = 0.686$). As shown in [6], these frequencies are well fitted by an expression of the form

$$\hat{\omega}_{\ell m} = f_1^{\ell m} + f_2^{\ell m} (1 - a) f_3^{\ell m}. \tag{2}$$

For mergers of nonspinning BHs, the remnant spin $a$ is a function of mass ratio $q$ only. It can be approximated as [31]

$$a(q) = \eta \left( 2 \sqrt{3} - 3.5171 \eta + 2.5763 \eta^2 \right), \tag{3}$$

where $\eta = q/(1 + q)^2$ is the symmetric mass ratio. In Table I we list $\mu_8^\ell m$, $\hat{\omega}_{\ell m}^{q=1}$, $f_1^{\ell m}$, $f_2^{\ell m}$ and $f_3^{\ell m}$ for the dominant modes.

The importance of the low-frequency cut-off can be appreciated by looking at Fig. 1, where we consider nonspinning binary mergers with $q = 2$ (top panel) and $q = 10$ (bottom panel). Low-frequency sensitivity is crucial to observe ringdown from the most massive BH mergers, so we also plot ringdown horizons obtained by truncating the LISA noise power spectral density at $f_{\text{cut}} = 10^{-4}$ Hz (dashed lines) and $f_{\text{cut}} = 2 \times 10^{-5}$ Hz (dash-dotted lines). LISA Pathfinder exceeded the LISA requirements at frequencies as low as $2 \times 10^{-5}$ Hz [32]. If the LISA constellation noise can be trusted at these same frequencies, the mass reach of the instrument would extend up to $\sim 10^9 M_\odot$, where the inspiral is not visible and most of the SNR will come from merger and ringdown.

| $(\ell, m)$ | $\mu_8^\ell m$ | $\hat{\omega}_{\ell m}^{q=1}$ | $f_1^{\ell m}$ | $f_2^{\ell m}$ | $f_3^{\ell m}$ |
|------------|----------------|-----------------|------------|------------|------------|
| (2, 2)     | $1.71 \times 10^8$ | 0.529 | 1.525 | -1.157 | 0.129 |
| (3, 3)     | $2.71 \times 10^8$ | 0.839 | 1.896 | -1.304 | 0.182 |
| (2, 1)     | $1.47 \times 10^8$ | 0.456 | 0.6 | -0.234 | 0.418 |
| (4, 4)     | $3.68 \times 10^8$ | 1.139 | 2.3 | -1.506 | 0.224 |
A. Plan of the paper

In this work we study LISA parameter estimation using only the ringdown. The various sections address the measurement of different parameters, as follows:

**Remnant mass and spin.** The spin and (redshifted) mass of the remnant can be found from measurements of the quasi-normal mode frequencies. In Sec. II we study how accurately LISA can measure the remnant mass and spin, and how higher harmonics can improve these measurements.

**Mass ratio and inclination.** The relative excitation of higher multipoles depends on the binary mass ratio $q$ and inclination angle $\iota$. In Sec. III we use estimates of the relative amplitudes of different $\ell = m$ modes to measure $q$ and $\iota$.

**Source location and luminosity distance.** LISA inspiral sources are long-lived, and LISA’s motion around the Sun modulates the amplitude and phase of the signal, which in turn can be used to disentangle the source location and orientation. On the contrary, the ringdown is very short-lived, and hence we cannot use the modulation of the antenna pattern for localization. Furthermore, the angular dependence of different modes with $\ell = m$ depends only on $\iota$, so we must rely on modes with $\ell \neq m$ to infer more information on the source location. In Secs. IV and V we show that we can constrain the sky location and luminosity distance by relying on the relative amplitudes and phases of the $(2, 2)$ and $(2, 1)$ modes, as measured in different LISA channels.

In Sec. VI we present a preliminary exploration of the dependence of the errors on mass ratio, inclination, and sky-location. In Sec. VII we summarize our results and discuss possible directions for future work.

In most of this paper we ignore the motion of LISA, because ringdown signals are typically much shorter than LISA’s observation time and orbital period. This assumption is justified in Appendix A, where we study the effect of first-order corrections to this approximation. We show that these corrections are negligible even for binaries with $M > 10^9 M_\odot$, when the ringdown can last for hours. Finally, in Appendix B we show that parameter estimation could improve dramatically for sources that can be associated with an electromagnetic counterpart.

II. REMNANT MASS AND SPIN

For our present purposes we can model the LISA detector in the low-frequency approximation as a combination of two independent LIGO-like detectors or “channels” (denoted by a superscript $i = \text{‘I’}$ or “II”) with antenna pattern functions $F_{\ell m}^{\text{I,II}}$ and sky-sensitivities $\Omega_{\ell m}^{\text{I,II}}$ [33, 34]. The ringdown signal from a BH with source-frame mass $M_\odot$, redshifted mass $M = M_\odot(1+z)$ and dimensionless spin $a$ measured by each detector can be written in the time domain as a superposition of damped sinusoids of the form

$$h_{\ell m}^{\text{I,II}}(t) = A_{\ell m}^{\text{I,II}} e^{-(t-t_0)/\tau_{\ell m}} \cos \left(2 \pi f_{\ell m} \tau + \Phi_{\ell m}^{\text{I,II}} \right),$$

where $f_{\ell m} = f_{\ell m}^{(s)}/(1+z)$ is the redshifted (detector-frame) frequency, $\tau_{\ell m} = \tau_{\ell m}^{(s)}(1+z)$ is the redshifted decay time, and for later convenience we also define the quality factor $Q_{\ell m} = \pi f_{\ell m} \tau_{\ell m}$.

The signal phase $\Phi_{\ell m}^{\text{I,II}}$ is given by

$$\Phi_{\ell m}^{\text{I,II}} = \phi_{\ell m} - 2 \pi f_{\ell m} t_0 + m \varphi + \tan^{-1} \left( \frac{F_{\ell m}^+ Y_{\ell m}^+}{F_{\ell m}^x Y_{\ell m}^x} \right),$$

where $t_0$ is the starting time of the signal.

The signal amplitude in the $i$-th detector is

$$A_{\ell m}^i = \frac{M \Omega_{\ell m}^i}{d_L} A_{\ell m}(q),$$

where $d_L = d_L(z)$ is the luminosity distance to the source (we use the standard cosmological parameters determined by Planck [35]).

$$\Omega_{\ell m}^i \equiv \sqrt{\left(F_{\ell m}^+ Y_{\ell m}^+\right)^2 + \left(F_{\ell m}^x Y_{\ell m}^x\right)^2}$$

is a “sky sensitivity” coefficient and $A_{\ell m}$ is a ringdown excitation amplitude, which depends on the mass ratio of the binary and on the spins of the progenitors [2, 15, 17, 19, 36]. We compute $A_{\ell m}$ as described in Ref. [19]. We consider only nonspinning binaries and we neglect precession (cf. [37–39] for a calculation of ringdown excitation amplitudes of more general trajectories in the extreme mass-ratio limit).

The antenna pattern functions $F_{\ell m}^{\pm,\times}$ depend on the source sky position angles $(\theta, \phi)$ and on the polarization angle $\psi$ [33]:

$$F_{\ell m}^+ (u, \phi, \psi) = \frac{1 + u^2}{2} \cos 2\psi \cos 2\phi - u \sin 2\psi \sin 2\phi,$$

$$F_{\ell m}^x (u, \phi, \psi) = \frac{1 + u^2}{2} \sin 2\psi \cos 2\phi + u \cos 2\psi \sin 2\phi,$$

$$F_{\ell m}^{\pm,\times} (u, \phi, \psi) = F_{\ell m}^{\text{I,II}} \left( u, \phi - \frac{\pi}{4}, \psi \right),$$

where $u = \cos \theta$. The harmonics $Y_{\ell m}^{\pm,\times}$ corresponding to the two ringdown polarizations can be found by summing over modes with positive and negative $+m$, as follows [15, 16, 20]:

$$Y_{\ell m}^+ (\iota) \equiv -2 Y_{\ell m}^+ (\iota, 0) + (-1)^\ell Y_{\ell m}^\times (\iota, 0),$$

$$Y_{\ell m}^\times (\iota) \equiv -2 Y_{\ell m}^\times (\iota, 0) - (-1)^\ell Y_{\ell m}^+ (\iota, 0).$$

Here $\iota$ is the angle between the spin axis of the remnant and the plane of the sky. For example, for $\ell = m = 2$ we get

$$Y_{\ell m}^{22} (\iota) = \frac{1}{4} \frac{\sqrt{5}}{\pi} \left[ 1 + \cos (\iota) \right],$$

$$Y_{\ell m}^{22} (\iota) = \frac{1}{2} \frac{\sqrt{5}}{\pi} \cos \iota.$$
Here $\rho_{\ell m}^i$ denotes the signal-to-noise ratio (SNR) in detector $i$ [19]:

$$\rho_{\ell m}^i = \rho_{\ell m}^0 w_{\ell m}^i(\varsigma, \theta, \phi, \psi),$$

(13)

where $\rho_{\ell m}^0$ is a detector-independent optimal SNR, while $w_{\ell m}^i(\varsigma, \theta, \phi, \psi) = \Omega_{\ell m}^i / \max(\Omega_{\ell m}) \leq 1$ is a “projection factor” that depends on the sky location, inclination and polarization angles.

Ref. [27] also showed that a quasinormal mode with signal-to-noise ratio (SNR) $\rho_{\ell m} = \left[ (\rho_{\ell m}^I)^2 + (\rho_{\ell m}^{II})^2 \right]^{1/2}$ can be used to measure the redshifted mass and spin of the remnant with accuracy

$$\delta a = \frac{1}{\rho_{\ell m}} \left| \frac{Q_{\ell m}^I}{Q_{\ell m}} \right|,$$

(14)

$$\delta M / M = \frac{1}{\rho_{\ell m}} \left| \frac{Q_{\ell m}^I f_{\ell m}^I}{Q_{\ell m} f_{\ell m}} \right|,$$

(15)

which is independent of the channel, since we are summing over $i = I, II$. In other words, the error $\sigma$ resulting from two-detector measurements is $\sigma^{-2} = \sigma_I^{-2} + \sigma_{II}^{-2}$, which is equivalent to replacing the SNR $\rho_{\ell m}^i$ in each detector by the total SNR $\rho_{\ell m}$. Therefore, in this section and in the next we will drop the subscript $i$.

Estimates of mode excitation based on numerical relativity simulations suggest that, in favorable cases, LISA may see all multipolar components of the radiation that have been computed in current numerical relativity simulations [19]. Parameter estimation errors could be further reduced for these “golden binaries”, as we show in Fig. 2. We consider a binary with $q = 2$ (left panels) and $q = 10$ (right panels) at $z = 1$ and we plot angle-averaged parameter estimation errors on redshifted mass and spin inferred from specific modes, as well as the (smaller) total error estimate when we consider all multipoles. We assume Gaussian distributions for the errors from each mode, and we estimate the total error as

$$\left( \frac{\delta M / M}_{\text{reduced}} \right)^{-2} = \sum_{\ell m} \left( \frac{\delta M / M}_{\ell m} \right)^{-2},$$

(16)

$$\left( \delta a_{\text{reduced}} \right)^{-2} = \sum_{\ell m} (\delta a_{\ell m})^{-2},$$

where $(\delta M / M)_{\ell m}$ is the relative error on the remnant’s redshifted mass and $\delta a_{\ell m}$ is the absolute error on its dimensionless spin computed using the $(\ell, m)$ mode. For small mass ratios most of the parameter estimation accuracy comes from the $(2, 2)$ mode, while higher multipoles make almost no contribution to the total error. The scenario changes drastically for $q = 10$: now all harmonics have SNR comparable to that of the $(2, 2)$ mode, the errors from the individual modes are comparable, and adding them in quadrature leads to a significant improvement in parameter estimation.

FIG. 2. Angle-averaged errors on the remnant’s redshifted mass (top panel) and dimensionless spin (bottom panel) as a function of the remnant’s total mass. We consider a binary merger of mass ratio $q = 2$ (left) and $q = 10$ (right) at $z = 1$. Each line corresponds to a different mode; the thick, solid black line corresponds to the total error obtained after combining all modes.
FIG. 3. Median relative error on the detector-frame mass (left) and median absolute error on the remnant spin (right) for binary mergers with $q = 2$ (top panels) and $q = 10$ (bottom panels). We also show the horizon of $(2, 2)$ mode and redshifted-mass cutoff at $f_{\text{cut}} = 10^{-4}$ Hz (in red) $f_{\text{cut}} = 2 \times 10^{-5}$ Hz (in green).

In Fig. 3 we show contour plots for the median relative error $\delta M / M$ on the redshifted mass (left) and for the median absolute error $\delta a$ on the dimensionless spin (right).

LISA can measure BH remnant spins for binaries with $q = 2$ (10) with an accuracy of $0.01$ up to redshift $z = 9.8$ (2.6) if $M \approx 10^6 M_\odot$, or up to redshift $z \approx 1.2 (0.5)$ if $M \approx 10^8 M_\odot$. LISA can also measure the redshifted mass of the remnant for binaries with $q = 2$ (10) with an accuracy of $1\%$ up to redshift $z = 12 (6)$ if $M \approx 10^6 M_\odot$, or up to redshift $z \approx 1.5 (0.8)$ if $M \approx 10^8 M_\odot$.

Interestingly, the remnant spins and redshifted masses for binaries with $q = 2$ (10) can be measured with an accuracy of $10\%$ even if the remnant has mass as large as $M \approx 10^9 M_\odot$, as long as the merger occurs at $z < 0.7 (0.3)$. Such binaries are usually thought to be observable only with Pulsar Timing Arrays (PTAs). It is possible that PTAs may observe the early inspiral of a few resolvable binaries with $z < 1$ [41], while LISA may observe their merger-ringdown.

III. MASS RATIO AND INCLINATION

In this section we will exploit the fact that the excitation of different modes with $\ell = m$ depends in a characteristic way on the mass ratio $q$ and on the inclination angle $\iota$ to infer $q$ and $\iota$. Let us focus first on one of the two independent LIGO-like detectors, dropping the superscripts $(I, II)$ for clarity.

For multipoles with $\ell = m$, the sky sensitivity appearing in Eq. (6) is of the form

$$\Omega_{\ell\ell} = r_\ell (\sin \iota)^{\ell - 2} \Omega_{22},$$

where the proportionality constant

$$r_\ell = \frac{(-1)^{\ell - 2 - \ell} \sqrt{5} \sqrt{(2\ell)!/(2\ell + 1)!}}{(\ell - 2)!/(\ell + 2)!}$$

is such that

$$Y_{\ell m, \iota}^\ell = r_\ell (\sin \iota)^{\ell - 2} Y_{22, \iota}^{\ell, \iota}.$$

The detector-amplitude ratio of two modes – which to simplify the notation we shall denote as, say, $A_{\ell i} = A_{\ell i m_i}$ with $\ell_i = m_i$ – depends only on $q$ and $\iota$, i.e.

$$\frac{A_{\ell_2}}{A_{\ell_1}} = (\sin \iota)^{\ell_2 - \ell_1} H_{\ell_1 \ell_2} (q),$$

where

$$H_{\ell_1 \ell_2} (q) = \frac{r_{\ell_2} A_{\ell_2} (q)}{r_{\ell_1} A_{\ell_1} (q)}.$$
By a simple extension, we can obtain a three-mode combination which depends only on $q$:

$$\frac{A_3^\lambda}{A_3^\lambda A_3^{-1}} = G_{\ell_1,\ell_2,\ell_3}(q),$$

(22)

where

$$G_{\ell_1,\ell_2,\ell_3}(q) \equiv \frac{r_2^\lambda}{r_2^\lambda r_3^{-1}} A_3^\lambda A_3^{-1}$$

(23)

and $\lambda \equiv (\ell_3 - \ell_1)/(\ell_2 - \ell_1)$. This function is plotted in Fig. 4 in two cases of interest: $(\ell_1, \ell_2, \ell_3) = (2, 3, 4)$ and $(\ell_1, \ell_2, \ell_3) = (2, 3, 5)$. Note that $G_{\ell_1,\ell_2,\ell_3}(q)$ has a local maximum for $q \sim 4$ in both cases. This observation will be useful later.

Note that $G_{\ell_1,\ell_2,\ell_3}(q)$ is obtained by fitting ringdown excitation amplitudes to numerical simulations. Higher harmonics are typically subdominant and contaminated by numerical noise. Since the errors are proportional to $G_{\ell_1,\ell_2,\ell_3}(q)/G_{\ell_1,\ell_2,\ell_3}(q)$, our results are very sensitive to the accuracy of these fits (and therefore, indirectly, to the accuracy of the numerical simulations). This is why we do not use modes with $\ell > 5$ to estimate $q$ and $\ell$, even though those modes were used to estimate $M$ and $a$.

The idea is now to infer $q$ and $\ell$ from the detector amplitudes $A_\ell$, of the three dominant modes. To estimate measurement errors on $q$ and $\ell$, we propagate errors from the basis $\{A_{\ell_1}, A_{\ell_2}, A_{\ell_3}\}$ to the basis $\{q, \ell\}$ as follows:

$$\text{cov}_{\ell_1,\ell_2,\ell_3}(q, \ell) = \frac{\partial(q, \ell)}{\partial A_{\ell_1,\ell_2,\ell_3}} \cdot \text{cov}(A) \cdot \left(\frac{\partial(q, \ell)}{\partial A_{\ell_1,\ell_2,\ell_3}}\right)^T,$$

(24)

where $\text{cov}(A)$ is the diagonal covariance matrix of detector amplitudes with elements $2\frac{A_i^2}{r_i^2}$, and $\frac{\partial(q, \ell)}{\partial A_{\ell_1,\ell_2,\ell_3}}$ denotes the Jacobian of the transformation between the two bases, obtained from Eqs. (20) and (22). We can also use multiple mode combinations to reduce the uncertainty:

$$\text{cov}(q, \ell)^{-1} = \sum_{\{\ell_1,\ell_2,\ell_3\}} \text{cov}_{\ell_1,\ell_2,\ell_3}(q, \ell)^{-1}.$$

(25)

The left panel of Fig. 5 shows contour plots of the median relative error on the mass ratio $\delta q/q$ (left) for sources uniformly distributed over the sky. To reduce the error we follow the procedure outlined above, using the following two combinations of modes: $(\ell_1, \ell_2, \ell_3) = (2, 3, 4)$ and $(3, 4, 5)$. The top panels show that for a binary with mass ratio $q = 2$, LISA can measure $q$ with an accuracy of $10\%$ up to redshift $z = 16(2.1)$ for BHs of mass $10^6 M_\odot (10^8 M_\odot)$. In the bottom panels we consider a binary with mass ratio $q = 10$, and we show that measuring the mass ratio is harder: in this case we can get $q$ with better than $10\%$ accuracy out to $z = 0.7$ for $M_s = 10^6 M_\odot$. The right panel of Fig. 5 shows median error contours for the inclination angle $\iota$. For $q = 2$ binary (top panel), LISA can measure $\iota$ within $10^5$ up to redshift $z \approx 18 (2.4)$ for BHs of mass $10^6 M_\odot (\sim 10^8 M_\odot)$. In the bottom panel we consider a $q = 10$ binary, for which $q$ is harder to measure, but the inclination can still be measured to a relatively good accuracy: we can measure $\iota$ within $10^5$ up to redshift $z \approx 11 (1.4)$ for BHs of mass $10^8 M_\odot (\sim 10^8 M_\odot)$. The dependence of the various errors on the binary parameters will be discussed in more detail in Sec. VI below.

### IV. SKY LOCALIZATION

In general, LISA can localize inspiraling sources and measure their distance by using amplitude and phase modulations due to the orbital motion of the constellation around the Sun [33, 34, 42–44]. This is not possible when we observe only the merger/ringdown, because then the signal duration is very short: even for remnant masses as large as $\sim 10^6 M_\odot$ the signal can last at most $\sim 17$ hours, compared to the LISA orbital time scale $T \sim 1$ yr.1 For this reason we will explore other ways of localizing the source, which are mainly based on comparing the amplitudes and phases of the harmonics measured in different channels.

#### A. Localization contours using the amplitudes and phases of the dominant mode in different channels

A first possibility to determine the sky location of a source is to take the ratio of the signal amplitudes in two channels

$$Q_A^{\ell m} = \left(\frac{A_{4\ell m}^1}{A_{4\ell m}^3}\right)^2 = \left(\frac{\Omega_{4\ell m}^{\iota, \theta, \phi, \psi}}{\Omega_{4\ell m}^{\iota, \theta, \phi, \psi}}\right)^2 = \left(F_{\iota}^1 + s_{\ell m}^2 \left(F_{\iota}^3\right)^2\right)^2 \left(F_{\iota}^3 + s_{\ell m}^2 \left(F_{\iota}^1\right)^2\right)^2$$

(26)

1 In principle, for such massive binaries we could still measure first-order corrections to the antenna pattern due to orbital modulations. However, in Appendix A we show that these modulations can be measured with a typical accuracy $\propto T/r_{22}$, which is not sufficient even for the most massive remnants.
Fig. 5. Median relative errors $\delta q/q$ for the mass ratio (left) and median error on the inclination angle $\iota$ (right) for nonspinning binary mergers with mass ratio $q = 2$ (top) and $q = 10$ (bottom). We also show the horizon of $(2, 2)$ mode and redshifted-mass cutoff at $f_{\text{cut}} = 10^{-4}$ Hz (in red) $f_{\text{cut}} = 2 \times 10^{-5}$ Hz (in green).

and the difference of the phases measured in the two channels

$$\tan^{-1} Q_{\Phi}^E = \Phi_{Em}^I - \Phi_{Em}^I$$

$$= \tan^{-1} \left( \frac{s_{Em,F}^{I}Y_{Em}^{r}}{F_{+}^{I}} \right) - \tan^{-1} \left( \frac{s_{Em,F}^{I}Y_{Em}^{r}}{F_{+}^{I}} \right).$$

(27)

where we have defined the function $s_{Em}(\iota) = Y_{Em}^{r}(\iota)/Y_{Em}^{r}(\iota)$, and we have omitted the inclination dependence for brevity. From Eqs. (10) and (19) it follows that

$$s = s_{\ell\ell} = s_{22} = \frac{2 \cos \iota}{1 + \cos^2 \iota}$$

(28)

for all modes with $\ell = m$. This function is plotted in Fig. 6 along with the corresponding function $s_{21}$.

The amplitude ratio $Q_A = Q_{\Phi}^{22}$ and phase difference $Q_\Phi = Q_{\Phi}^{22}$ of the dominant mode with $\ell = m = 2$ are the two main observable quantities. Let us assume that we have determined the inclination $\iota$ as described in Sec. III. Then the two observables $(Q_A, Q_\Phi)$ depend on three unknowns ($\theta, \phi$ and $\psi$). Since, at this stage, this system is underdetermined we cannot find the exact sky location ($\theta, \phi$), but we can infer contours of constant $(Q_A, Q_\Phi)$ in the sky.

For the moment we will ignore measurement errors on $Q_A$ and $Q_\Phi$, which scale like $1/\rho_{22}$. This assumption is justified: the limiting factor in the measurement is the inclination $\iota$, determined (as we discussed previously) from subdominant modes such as $(\ell, m) = (4, 4)$ or $(5, 5)$, which typically have smaller signal-to-noise ratio than the $(2, 2)$ mode.

By eliminating $\psi$ from Eqs. (26) and (27) we get contours
in the $(\theta, \phi)$ plane. These belong to two classes of solutions, as illustrated in Fig. 7:

- **Type I**: the contours form a set of 8 closed rings, and there can be anywhere from 0 to 4 solutions at a given $\phi$ (top panel of Fig. 7).
- **Type II**: the contours form two ring-like structures enclosing the north and south pole, and there are two solutions at any given $\phi$ (middle panel of Fig. 7).

These two classes of solution arise because the equations have a different number of solutions in different regions of the $(Q_A, Q_\psi)$ parameter space: ring-like solutions of Type II arise when

$$s^2 < Q_A < \frac{1}{s^2} \quad \text{and} \quad |Q_\psi| > \frac{(Q_A + 1) |s|}{\sqrt{(Q_A - s^2)(1 - Q_A s^2)}}.$$  \hspace{1cm} (29)

In the bottom panel of Fig. 7 we plot the “phase diagram” of solutions in the $(Q_A, Q_\psi)$ parameter space for a source at $\theta = \phi = \psi = 60^\circ$ and three fixed values of $\iota = 45^\circ$, $60^\circ$, $75^\circ$. Type II solutions are usually present for nearly edge-on binaries. Most of the solutions are of Type I, with only about $1/4$ of sources belonging to Type II if we assume that they are isotropically distributed. Notice also that the rings are symmetric under parity $(u \equiv \cos \theta \rightarrow -u, \phi \rightarrow 2\pi - \phi)$.

In practice, the rings will have finite “widths” which are mainly determined by the uncertainty in $\iota$.

The discussion above focused on modes with $\ell = m$, but it is also applicable to $\ell \neq m$ modes, with the $(2, 1)$ mode being the most relevant observationally. The main difference is that $s_{21} = \cos \iota$. The $(2, 1)$ mode also yields two families of solutions, with the “phase diagram” being determined by Eq. 29. The three Type II regions shown in Fig. 7 – which correspond to $\iota = 60^\circ$, $75^\circ$, $80^\circ$ for the $(2, 2)$ mode – would correspond to $\iota = 36.9^\circ$, $61^\circ$, $70.3^\circ$ for the $(2, 1)$ mode. In other words, Type II solutions are more likely for the $(2, 1)$ mode: about one third of the sky gives Type II solutions for the $(2, 1)$ mode, compared to about one fourth of the sky for the $(2, 2)$ mode.

### B. Localization contours using the amplitude of the $(2, 1)$ mode

In the previous section we inferred localization contours using the amplitude ratio $Q_A = Q_A^{22}$ and phase difference $Q_\psi = Q_\psi^{22}$ of the dominant mode with $\ell = m = 2$, assuming that the inclination has been measured as described in Sec. III. Unfortunately we cannot extract any more information from the remaining modes with $\ell = m$, because the sky sensitivity $\Omega_\delta \propto \sin(\iota)^{-2} \Omega_{22}$ for all of these modes: cf. Eq. (17).

More information on the pattern functions $F_{1, \psi}$ is encoded in modes with $\ell \neq m$. The excitation of these modes is generally harder to quantify through numerical relativity simulations, where subdominant modes are usually contaminated by dominant modes through a mixing of spherical and spheroidal harmonics with the same $m$ and lower $\ell$ [1, 2, 17, 45–47]. The $(2, 1)$ mode is an exception, because (i) it is not affected by mode mixing, and (ii) it can be excited to relatively large amplitudes, especially for spinning BH binaries [15–19, 48].

In this section we will focus on the localization information contained in the $(2, 1)$ mode. Let us assume that the inclination angle $\iota$ and the mass ratio $q$ are known. Then a possible strategy would be to think about the two sky sensitivities $(\Omega_{22}^{1}, \Omega_{21}^{1})$ (or more precisely, the corresponding measurable detector amplitudes $A_{\ell m}^{1} \propto \Omega_{\delta m}^{1} / d\iota$) as functions of the corresponding antenna pattern functions $(F_{1}^{\ell}, F_{\psi}^{\ell})$ in each channel [cf. Eq. (7)], and to solve these equations to determine $(F_{1}^{\ell}, F_{\psi}^{\ell})$ in each channel. A problem with this strategy is that we can never obtain the antenna pattern functions themselves,
but only the ratios $F_{+,X}/d_L$, which are degenerate with the luminosity distance. Following this line of reasoning, we consider instead two ratios of angular functions: the relative channel power $Q_C$ and the relative polarization power $Q_P$.

1. Relative channel power

We start by defining the relative channel power $Q_C$ between channels I and II:

$$Q_C = \frac{(F_{+}^I)^2 + (F_{X}^I)^2}{(F_{+}^{II})^2 + (F_{X}^{II})^2}. \quad (30)$$

This combination has some interesting properties. First of all, the numerator and the denominator (which can be thought of as the antenna power of each channel, or detector) are independent of the polarization angle $\psi$, and they are given by simple functions of $u = \cos \theta$ and $\phi$:

$$(F_{+}^I)^2 + (F_{X}^I)^2 = \frac{1}{8} \left[ 1 + 6u^2 + u^4 \pm (u^2 - 1)^2 \cos(4\phi) \right], \quad (31)$$

where the plus sign corresponds to the first channel ($i = I$), while the minus sign corresponds to the second channel ($i = II$). Because of this property, constant-$Q_C$ contours in the sky can be found from the analytic relation

$$\cos 4\phi = \frac{Q_C - 1}{Q_C + 1} \frac{1 + 6u^2 + u^4}{(u^2 - 1)^2}, \quad (32)$$

and they are shown in Fig. 8. The intersection of the constant-$Q_C$ contours of Fig. 8 with the localization contours of Fig. 7 corresponds (in the absence of measurement errors) to a finite set of points in the sky.

The relative channel power $Q_C$ can be computed from the detector amplitudes as follows. One possibility is to solve Eq. (6) to find $F_{+,X}^{II}/d_L$, and to use these quantities to compute $Q_C$. In alternative, we can use the relation

$$(\Omega_{21}^i)^2 - 4(\Omega_{22}^i)^2 \propto (F_{+}^i)^2 + (F_{X}^i)^2, \quad (33)$$

to show that

$$Q_C = Q_A \frac{4\hat{A}_{21}(q)^2 - (\hat{A}_I)^2}{4\hat{A}_{21}(q)^2 - (\hat{A}_{II})^2}, \quad (34)$$

where $\hat{A}_{21}(q) \equiv A_{21}(q)/A_{22}(q)$ is the relative mode amplitude, while $\hat{A}_i \equiv A_{i1}/A_{i2}$ is the relative detector amplitude.

2. Relative polarization power

A second useful combination is the relative polarization power

$$Q_P = \frac{(F_{+}^I)^2 + (F_{+}^{II})^2}{(F_{X}^I)^2 + (F_{X}^{II})^2}. \quad (35)$$

This quantity is complementary to $Q_C$, in the following sense. First of all, the numerator and the denominator are now independent of the polarization angle $\phi$, and they are given by simple functions of $u = \cos \theta$ and $\psi$:

$$(F_{+}^I)^2 + (F_{+}^{II})^2 = \frac{1}{8} \left[ 1 + 6u^2 + u^4 \pm (u^2 - 1)^2 \cos(4\psi) \right], \quad (36)$$

where the plus sign corresponds to the plus polarization, while the minus sign corresponds to the cross polarization. By the same reasoning outlined above we find that

$$\cos 4\psi = \frac{Q_P - 1}{Q_P + 1} \frac{(u^2 - 1)^2}{(1 + 6u^2 + u^4)}, \quad (37)$$

and therefore constant-$Q_P$ contours are completely identical to those shown in Fig. 8 for $Q_C$.

By solving Eq. (6) for $F_{+,X}^{II}/d_L$ and using these quantities to calculate $Q_P$ we get

$$Q_P = -\cos^2 \frac{\hat{A}_{21}(q)^2 - (\hat{A}_{(I+II)/s_{21}(\xi)}^2)}{\hat{A}_{21}(q)^2 - (\hat{A}_{(I+II)/s_{21}(\xi)}^2)} \frac{\hat{A}_{(I+II)/s_{21}(\xi)}^2}{\hat{A}_{(I+II)/s_{21}(\xi)}^2}, \quad (38)$$

where we have defined

$$\hat{A}_{(I+II)}^2 \equiv \frac{Q_A(\hat{A}_I)^2 + (\hat{A}_{II})^2}{Q_A + 1} = \frac{(\hat{A}_{21}^I)^2 + (\hat{A}_{21}^{II})^2}{(\hat{A}_{21}^I)^2 + (\hat{A}_{21}^{II})^2}, \quad (39)$$

as well as

$$s_{21}^+(\xi) \equiv \frac{Y_{21}(\xi)}{Y_{22}^+(\xi)} = \frac{2 \sin \xi}{1 + \cos^2 \xi},$$
$$s_{21}^X(\xi) \equiv \frac{Y_{21}(\xi)}{Y_{22}^X(\xi)} = \sin \xi. \quad (40)$$

Constant-$Q_C$ and constant-$Q_P$ contours are both bounded in latitude: for example $-u_m(Q_P) < u < u_m(Q_P)$, where

$$u_m(Q_P) = \sqrt{-1 + \frac{2}{Q_P} - \frac{2\sqrt{1 - Q_P}}{Q_P}}. \quad (41)$$
An identical relation holds for $Q_C$.

The intersection of constant-$Q_P$ contours with the localization contours of Fig. 7 also corresponds (at least in the absence of measurement errors) to a finite set of points in the sky. In both cases, when solving for sky position we inevitably end up with multiple solutions. The situation is not too dissimilar from sky localization with (say) three Earth-based interferometers: by using times of arrival for each two-detector combination we can identify a ring in the sky, and the intersection of two rings identifies two points in the sky.

Is there an optimal strategy to find “the” right solution in our case? One possibility to further localize the signal is to use the time delay between different spacecraft. Time-delay contributions appear as higher-order corrections to the phase which depend on the projected arm lengths $L_{ij} = L \{1 - \hat{n} \cdot \hat{r}_{ij}\}$, where $\hat{r}_{ij}$ denotes the unit separation vector between spacecraft $i$ and $j$, $L_{ij}$ is the corresponding arm length, and $\hat{n}$ is the unit vector pointing towards the source [49]. These projected arm lengths can be related to the sky location, and therefore an accurate phase measurement could (in principle) give more insight on sky location. This method is more effective for high-frequency signals.

Ref. [49] studied the localization of sine-Gaussian bursts by measuring time delays between different spacecraft, finding that bursts with short duration could be localized much better than bursts with longer duration due to a degeneracy between the central time of the burst wavelet and the sky localization: bursts with a longer duration yield poor constraints on the central time, and hence poor sky localization. Similar arguments should be applicable to ring-down signals. In the case of ringdown, the “starting time” $t_0$ in Eq. (4) – which is the analog of the central time in the burst analysis – can be determined with good accuracy from relative phase calculations. In principle it should be possible to use higher-order phase corrections to improve the sky-localization procedure based on relative amplitudes that we described above.

C. Errors

Now that we have outlined the general procedure, let us turn to estimating the sky localization errors using error propagation.

We have two independent ways of calculating the source position and polarization: we can use either $(Q_A, Q_\Phi, Q_C)$ or $(Q_A, Q_\Phi, Q_P)$. The unknowns $\Theta_j = \{\theta, \phi, \psi\}$ can be calculated from the three-vectors $Q_j = \{Q_A, Q_\Phi, Q_j\}$ (where $j = C, P$). In turn, these three-vectors depend on the mass ratio $q$, the inclination $i$, and the detector amplitudes, which we will collectively denote as $X_\Theta = \{q, i, A_{21}, A_{21}^H\}$. Therefore we need a mapping between three sets of variables:

$$X_\Theta \rightarrow Q_j \rightarrow \Theta_j.$$  \hspace{1cm} (42)

The covariance matrices for these sets of variables are related by Jacobian matrices as follows:

$$\text{cov}(\Theta) = \frac{\partial \Theta}{\partial Q_j} \cdot \text{cov}(X_\Theta) \cdot \frac{\partial Q_j^T}{\partial X_\Theta} \cdot \frac{\partial \Theta^T}{\partial Q_j}.$$  \hspace{1cm} (43)

where $T$ denotes the transpose.

We ignore errors on the amplitudes and phases of the $(2, 2)$ mode, which are typically very small compared to the errors associated with $q, i$ or the $(2, 1)$ amplitudes. Furthermore we can neglect correlations between $(q, i)$ and the $(2, 1)$ mode amplitudes, so the covariance matrix for $X_\Theta$ is block-diagonal:

$$\text{cov}(X_\Theta) = \begin{pmatrix} \text{cov}(q, i) & 0 & 0 \\ 0 & 2(A_{21}^2 / \rho_{21}^2) & 0 \\ 0 & 0 & 2(A_{21}^H / \rho_{21}^H)^2 \end{pmatrix}.$$  \hspace{1cm} (44)

The Jacobian $\frac{\partial Q_j}{\partial \Theta}$ can be calculated from Eqs. (34) and (38), while the Jacobian $\frac{\partial Q_j}{\partial x}$ can be computed from Eqs. (26), (27), (30) and (35).

It is possible to reduce the error by combining results from both $Q_C$ and $Q_P$:

$$\text{cov}(\Theta)^{-1} = \sum_j \text{cov}_j(\Theta)^{-1}.$$  \hspace{1cm} (45)

We define the sky-localization error as the determinant of the $(u, \phi)$-block of $\text{cov}(\Theta)$:

$$\delta \Omega = \{\det \{\text{cov}(u, \phi)\}\}^{1/2}.$$  \hspace{1cm} (46)

In the left panel of Fig. 9 we plot the median sky-localization errors for sources uniformly distributed over the sky. LISA can localize a $M_s = 10^8 M_\odot$ source with $q = 2 (10)$ within 100 deg$^2$ up to redshift $z \approx 13 (9.4)$. However sky localization relies on measurements of the $(2, 1)$ mode, which has lower frequency than the $(2, 2)$ mode (for fixed $M_s$) and gets out of band earlier as we increase the mass. Therefore sky-localization accuracy suffers at high masses: for example, we can localize a $M_s = 10^8 M_\odot$ source with $q = 2 (10)$ within 100 deg$^2$ only up to redshift $z \approx 1.7 (1.2)$. It may be possible to localize such high-mass sources using the time evolution of the antenna pattern. This is because, as we show in Appendix A, the time-evolution of the amplitude is known much better than the $(2, 1)$ amplitude for binaries with $M_s \gtrsim 5 \times 10^8 M_\odot$. In these cases, we may expect the errors to be significantly smaller.

In Fig. 9 we show the “reduced” error obtained by combining both $Q_C$ and $Q_P$, but using $Q_P$ alone gives better sky-localization accuracy than using $Q_C$ alone for most sources (approximately 77% of the sky). This can be understood as follows. The relative channel power $Q_C$ [Eq. (30)] and the amplitude ratio $Q_A$ [Eq. (26)] differ only by factors of $s_{22}$ multiplying $F_b^x$ in the numerator and in the denominator. From Fig. 6 we see that $s_{22} \approx 1$ unless $i \gtrsim 90$ deg (i.e., unless the binary inclination is close to edge-on). We conclude that
FIG. 9. Median errors on sky localization (left) and luminosity distance (right) for binaries with \( q = 2 \) (top) and \( q = 10 \) (bottom). We also show the horizon of \((2, 1)\) mode and redshifted-mass cutoff at \( f_{\text{cut}} = 10^{-4} \) Hz (in red) \( f_{\text{cut}} = 2 \times 10^{-5} \) Hz (in green).

\( Q_C \simeq Q_A \) in a large portion of the parameter space, and using \( Q_C \) does not necessarily lead to new information.

Note that we chose to consider \( Q_C \) and \( Q_P \) mainly because they are easy to understand and manipulate, but in data analysis applications other combinations may be easier to measure, and the particular combination that leads to the smallest errors will in general depend on the source position and orientation. Some examples of combinations that could be considered include \( F_{I} + F_{II} / F_{I} \times F_{II} \), etcetera.

**V. LUMINOSITY DISTANCE**

The strategy for sky localization in Sec. IV was to determine the ratios \( F_{I} / F_{II} \) between the antenna pattern functions and the luminosity distance. The antenna pattern functions depend on the angles \( (\theta, \phi, \psi) \), so we can (at least in principle) determine these angles from a knowledge of \( F_{I} / F_{II} \). At this point it would be straightforward to compute \( d_L \).

A simple way to determine \( d_L \) is to use the fact that the “total” antenna power depends only on \( u = \cos \theta \):

\[
\mathcal{P}(u) = \sum_i \left[ (F_{I}^i)^2 + (F_{II}^i)^2 \right] = \frac{1}{4} \left( 1 + 6u^2 + u^4 \right). \tag{47}
\]

Then we can compute the distance in terms of the detector amplitudes of the \((2, 2)\) and \((2, 1)\) modes as follows:

\[
\frac{\mathcal{P}(u)}{d_L^2} = \frac{\zeta(\iota)}{M^2} \sum_{i=1,II} \left( \frac{\hat{A}_{22}^i}{\hat{A}_{22}(q)} \right)^2 \left[ 4 - \left( \frac{\hat{A}_{21}^i}{\hat{A}_{21}(q)} \right)^2 \right], \tag{48}
\]

where

\[
\zeta(\iota) = \frac{4\pi}{5} \sec^2 \iota. \tag{49}
\]

Next we estimate errors on the luminosity distance by error propagation. The unknown luminosity distance \( d_L \) can be computed in the “basis” \( X_d = \{ u_j, q, \iota, \hat{A}_{22}^i, \hat{A}_{21}^i \} \), where \( u_j \) is the colatitude calculated using \( Q_j = (Q_C, Q_P) \). We will ignore once again the errors on the amplitude and phase of the \((2, 2)\) mode, which are much smaller than the errors associated with \( q, \iota \) or the \((2, 1)\) amplitudes. Then we have

\[
(\delta d_L)^{-1} = \sum_i \left( \frac{\partial d_L}{\partial X_d^i} \cdot \text{cov}(X_d) \cdot \frac{\partial d_L}{\partial X_d^T} \right)^{-1}. \tag{50}
\]

Since correlations between \( \{ q, \iota \} \) and the \((2, 1)\) mode amplitudes are negligible and we are ignoring the errors associated
with the (2, 2) mode, the covariance matrix for $X_d$ is simply

$$\text{cov}(X_d) = \left( \begin{array}{cc} \text{cov}(u, X_{\Theta})^T & \text{cov}(u, X_{\Theta}) \end{array} \right),$$  

or

$$\text{cov}(u, X_{\Theta}) = \frac{\partial u}{\partial Q_j} \cdot \frac{\partial Q_j}{\partial X_{\Theta}} \cdot \text{cov}(X_{\Theta}).$$

(52)

Even if we have no sky localization information, we can still compute an “effective distance” $d_*$ defined as follows:

$$d_* = \frac{d_L}{\sqrt{4 \sum_i [(F_i^\perp)^2 + (F_i^\parallel)^2]}}.$$

(53)

This quantity is very similar to the “effective distance” for LIGO-like Earth-based detectors, which is degenerate with the inclination angle $\iota$ [50].

Even in the worst-case scenario where $u$ is completely unconstrained, the allowed range for $d_*$ is relatively limited: $d_* \leq d_L < 2\sqrt{2}d_L$. However, in most cases the (2, 2) mode is dominant, so $Q_3$ and $Q_6$ can be determined very accurately. These quantities alone cannot determine the sky location, but they can be used to set bounds on $u$ which can be very narrow (especially when the inclination is not close to edge-on): see for example the $\iota = 45^\circ$ case in the top panel of Fig. 7, for which $0.47 < |u| < 0.58$, or $1.54d_* < d_L < 1.77d_*$.

In the right panel of Fig. 9 we plot the median luminosity distance errors for sources uniformly distributed and oriented over the sky. The top panels show that for a binary with $q = 2$, LISA could measure $d_L$ with an accuracy of 10% up to redshift $z = 3.6$ for BHs of mass $10^6 M_\odot$. In the bottom panels we consider a binary with $q = 10$, and we show that LISA could measure $d_L$ with better than 10% accuracy out to $z = 0.6$ for $M_*=10^6 M_\odot$.

Table II summarizes LISA’s parameter estimation capabilities by listing the redshift out to which various median errors are equal to specific thresholds (indicated in the top row) for selected values of the remnant’s source-frame mass $M_*$.

### VI. ERROR DEPENDENCE ON MASS RATIO, INCLINATION AND SKY POSITION

So far we have mostly estimated errors for specific binary systems. We now wish to explore more systematically the dependence of the errors on the mass ratio $q$, the inclination $\iota$, and the sky position of the source.

#### A. Mass-ratio and inclination dependence

Let us start by exploring the $q$-dependence of the errors. We consider a three-mode combination as in Eq. (22) and assume that $\ell_3$ is the least dominant mode. If we ignore the errors on the dominant modes and we also ignore correlations, we can show from Eq. (22) that the error on $q$ can be written as

$$\delta q = \frac{\sqrt{2} G_{\ell_1\ell_2\ell_3}}{\rho_{\ell_3} G'_{\ell_1\ell_2\ell_3}},$$

(54)

where a prime denotes a derivative with respect to $q$. Recall that according to Eq. (13) the SNR in a given mode can be factored as $\rho_{\ell m} = \rho_{\ell m}^0 \times w_{\ell m}$, where $\rho_{\ell m}^0$ is the SNR for an optimally oriented binary, and $w_{\ell m}(\iota, \theta, \phi, \psi)$ is a position, orientation and polarization-dependent “projection factor” such that $0 \leq w_{\ell m} \leq 1$ (see e.g. [51]).

For most binaries, the two strongest modes correspond to $\ell_1 = \ell = m = 2$ and $\ell_2 = \ell = m = 3$ (see e.g. [19]). In Fig. 10 we plot the errors on various quantities assuming that either $\ell_3 = 4$ or $\ell_3 = 5$. In both cases the fractional error $\delta q / q$ diverges at $q \approx 4$ because $G_{\ell_1\ell_2\ell_3}^\prime = 0$ there (cf. Fig. 4) and it saturates at large $q$, approaching the limit

$$\frac{\delta q}{q} \approx \frac{9.4}{\rho_{44}}, \quad \frac{\delta q}{q} \approx \frac{8.0}{\rho_{55}}.$$

(55)

For the inclination we find

$$\delta \iota = \frac{\tan \iota}{\ell_2 - \ell_1} \frac{\delta q}{H_{\ell_1\ell_2}}$$

(56)

$$\delta \iota = 1 \frac{\tan \iota}{\rho_{\ell_3} \ell_2 - \ell_1} \frac{H_{\ell_1\ell_2} G_{\ell_1\ell_2\ell_3}}{H_{\ell_1\ell_2} G'_{\ell_1\ell_2\ell_3}},$$

(57)
and the error diverges at $q \approx 4$ for the same reason.

Finding analytical scalings for the errors on $d_L$ and $\Omega$ is not as simple, mainly because the sky-position dependent terms are complex and we have to “change basis” twice, as explained above. In Fig. 11 we consider for definiteness a $M_s = 10^7 M_\odot$ remnant at $z = 1$ with $(i, u, \phi, \psi) = (45^\circ, 0.5, 30^\circ, 60^\circ)$, and we plot the $q$-dependence of various errors. Mass and spin errors depend on the remnant properties, which in turn depend on $q$. As expected, $\delta q / q$ and $\delta \iota$ diverge close to $q = 4$, and the errors are typically smallest for small values of $q$. Interestingly, the sky-localization errors have a weaker dependence on $q$ and they do not diverge at $q = 4$, but they do diverge for nearly equal-mass systems ($q \rightarrow 1$). Distance errors diverge at both $q \approx 1$ and $q \approx 4$.

Equation (54) for $\delta q$ depends on the inclination $\iota$ only through $\rho_{\ell_3}$. To single out the $\iota$ dependence, we average the projection factor $w_{\ell m}(i, \theta, \phi, \psi)$ over the remaining angles ($\theta$, $\phi$ and $\psi$) with the result

$$
\delta q \propto \frac{1}{\overline{w}_{\ell_3 \ell_3}(\iota)} \propto \frac{1}{(\sin \iota)^{\ell_3 - 2} \sqrt{1 + 6 \cos^2 \iota + \cos^4 \iota}},
$$

which diverges for face-on binaries. By proceeding in a similar way we find that, upon angle-averaging, $\delta \iota$ in Eq. (56) reduces to

$$
\delta \iota \propto \frac{\tan \iota}{\overline{w}_{\ell_3 \ell_3}(\iota)} \propto \frac{1}{(\sin \iota)^{\ell_3 - 3} \cos \iota \sqrt{1 + 6 \cos^2 \iota + \cos^4 \iota}},
$$

which diverges for both face-on and edge-on binaries (as...
shown in the bottom panel of Fig. 10). This can be understood as follows. The amplitude of \( \ell = m \) modes is proportional to \( \sin \ell \), so the amplitude of higher harmonics is very low for face-on binaries. On the other hand, for edge-on binaries \( \sin \ell \) is flat, and measuring \( \ell \) is hard.

Let us now look at the \( \iota \) dependence of various errors. In Fig. 12 (which is similar to Fig. 11) we consider for definiteness a \( M_s = 10^7 M_\odot \) remnant at \( z = 1 \) with \( (u, \phi, \psi) = (0.5, 30^\circ, 60^\circ) \) and \( q = 2 \) (thick lines) or \( q = 10 \) (thin lines).

Some remarks are in order. Spin and mass errors (\( \delta a_f \) and \( \delta M/M \)) depend on \( \iota \) only through the joint SNR \( (\rho^{I}_{\ell m})^2 + (\rho^{II}_{\ell m})^2 + (\Omega^{I}_{\ell m})^2 + (\Omega^{II}_{\ell m})^2 \). For moderate mass ratios \( q = 2 \) the \( (2, 2) \) mode is dominant, and higher harmonics do not contribute much to the measurement of \( a_f \) and \( M \). For the \( (2, 2) \) mode, \( (\Omega^{I}_{22})^2 + (\Omega^{II}_{22})^2 \) decreases with \( \iota \), leading to smaller SNRs and larger errors for edge-on binaries. The situation is different for larger mass ratios \( q = 10 \): higher harmonics are more prominent, and their contribution to the error budget is comparable to the \( (2, 2) \) mode (cf. Fig. 2). The higher harmonics vanish when the binary is face-on – i.e. when most of the SNR comes from \( (2, 2) \) mode – and have maxima when \( 0 < \iota < \pi/2 \), unlike the \( (2, 2) \), which decreases monotonically with \( \iota \). As a result, \( \delta a_f \) and \( \delta M/M \) have a minimum when \( q = 2 \).

We can also use Fig. 12 to better understand Fig. 11, in which we had fixed \( \iota = 45^\circ \). For example, from the bottom panel of Fig. 12 we see that face-on binaries \( (\iota \simeq 0^\circ) \) have similar inclination errors for \( q = 2 \) and \( q = 10 \), while for edge-on binaries \( (\iota \simeq 90^\circ) \) \( \delta \iota \) is larger for \( q = 10 \) than for \( q = 2 \). In Fig. 11, the mass ratio dependence would have been milder (stronger) had we considered \( \iota \simeq 0^\circ \) \( (\iota \simeq 90^\circ) \) rather than \( \iota = 45^\circ \). Inclination has a much milder effect on sky localization errors, whether \( q = 2 \) or \( q = 10 \).

**B. Sky-location dependence**

Figure 13 shows the dependence of the localization errors (top panel) and luminosity distance errors (bottom panel) for a remnant source mass \( M_s = 10^7 M_\odot \) with \( z = 1 \) and \( (q, \iota, \psi) = (2, 45^\circ, 60^\circ) \). In this case the best sky localization (top panel) and distance determination (bottom panel) are...
achieved when the binary is near the equator.

This is in contrast with errors on the remnant mass, remnant spin, mass ratio and inclination, which are smaller when the source is overhead. The reason is that sky localization and distance determination hinge on measuring the relative amplitudes or phases between two channels. For overhead binaries the SNR is close to optimal, but both channels have similar amplitudes and phases. Consequently, localization is much better when the binary is close to the equatorial plane, even though the SNR is not optimal.

VII. CONCLUSIONS

Massive BH binaries in the universe are expected to have a stronger influence on their astrophysical environment. Partly because of observational bias, there is by now strong observational evidence for BHs in the high-mass range, and mounting evidence that they may form binaries. For example, the Catalina Real-time Transient Survey (CRTS) identified 111 candidate SMBH binaries with periodic variability [52], more than 90% of which have masses $\gtrsim 10^8 M_\odot$. If even a small fraction of the high-mass BH binaries in the universe merge, higher modes of the ringdown may be detectable by LISA.

The ability to localize high-mass BH binaries is particularly important. If binary BH mergers are accompanied by electromagnetic signatures (like a “notch” in the IR/optical/UV spectrum, or periodically modulated hard X-rays), such signatures are most likely in massive binaries, with typical masses in the range $10^8 M_\odot \sim 10^9 M_\odot$ (see e.g. [53]). In particular, Athena should be able to detect X-ray emission from such sources at $z \lesssim 2$ [54, 55]. The coincident detection of gravitational and electromagnetic waves may allow us to use BH binaries as standard sirens at relatively large redshift [56, 57], potentially resolving the apparent discrepancy between cosmological observations at early and late cosmological time [58].

In this paper we have shown that higher modes of the merger and ringdown are a treasure trove of information on various properties of the binary, such as the mass ratio, inclination, sky location and luminosity distance. This is particularly remarkable because the source localization method we proposed here (while admittedly somewhat limited in scope) does not rely on modulations induced by LISA’s motion, and therefore it is independent of the observation time.

For the reader’s convenience, we conclude this paper with a short summary of our main results.

In Sec. II we use Fisher matrix estimates for the remnant mass and spin from past work [Eq. (15); see e.g. [27, 59, 60]], showing that the accuracy with which these parameters can be measured improves by combining several modes.

In Sec. III we present one of our central results: since we know how the ringdown amplitudes depend on mass ratio, we can obtain both the mass ratio and the inclination of the binary from the measurement of three modes. The key insight comes from Eq. (17), which implies that by taking appropriate ratios of the three dominant modes we can find both $q$ and $\iota$.

In Sec. IV we assume that $\ell$ has been determined as described in Sec. III, and we show that multi-mode detections allow us to determine the sky localization and luminosity distance without having to rely on modulations induced by LISA’s orbital motion. We define the ratio between the signal amplitudes in two LISA channels of detectors $Q_A^{\ell m}$ [Eq. (26)] and the difference between their phases $Q_{\Phi A}^{\ell m}$ [Eq. (27)]. The two $\ell = m = 2$ quantities $Q_A = Q_{\Phi A}^{22}$ and $Q_{\Phi} = Q_{\Phi A}^{22}$ should typically be measured with the highest SNR, and they depend on three angles: $(\theta, \phi, \psi)$. For constant values of $Q_A$ and $Q_{\Phi}$, we can eliminate $\psi$ and identify contours in the sky (Fig. 7). A similar procedure can be applied to the relative channel power $Q_C$ [Eq. (30)] and the relative polarization power $Q_P$ [Eq. (35)], leading to the identification of additional “rings in the sky” (Fig. 8). Finally, the intersection of these two sets of “rings in the sky” identifies finite sets of points where the source may be located. A similar strategy allows us to determine the luminosity distance (Sec. V). In Sec. VI we discuss how parameter estimation accuracy depends on the binary’s mass ratio, inclination and sky position.

Our analysis relies on several simplifying assumptions that should be relaxed in future work. For example, we neglect the effect of spins on the mode amplitudes, which is reasonably well understood (see e.g. [19] and references therein). Spins should not significantly affect the errors on mass ratio $q$ and inclination $\iota$; these quantities depend on the amplitude ratios of $\ell = m$ modes, which are only mildly dependent on spins, as first shown by [15, 16]. The situation is different for the $(2, 1)$ mode (crucial to estimate sky localization and luminosity distance), which is very sensitive to spins. In this case, correlations between the spins and other binary parameters could reduce the accuracy in sky localization and luminosity distance. However, by focusing on the ringdown we have significantly underestimated the information carried by the full inspiral-merger-ringdown signal, which should break some of these correlations.

For example, LIGO observations of the inspiral can most easily measure the “effective spin” combination $\chi_{\text{eff}} = (q \chi_1 + \chi_2) / (q + 1)$ [61, 62], while the $(2, 1)$ mode depends most sensitively on the combination $\chi = (q \chi_1 - \chi_2) / (q + 1)$ [18]. Combined measurement of the inspiral and of the ringdown could reduce the errors on the individual spin components. These qualitative arguments should be supported by explicit calculations using state-of-the-art inspiral/merger/ringdown models including higher harmonics [7–12], a task beyond the scope of this work.
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Appendix A: Localization from time evolution of antenna pattern

Most long-lived sources can be localized using the time variation of the LISA antenna pattern. This method cannot be used for ringdown waveforms, because they are short-lived: a typical ringdown decay time ranges from 1 minute for \( M_\odot \sim 10^6 M_\odot \) to \( \approx 17 \) hours for \( M_\odot \sim 10^8 M_\odot \). This is a problem for very massive BH mergers, where the inspiral occurs out of band and we may have to rely only on merger-ringdown to localize the source.

Let us assume that the source direction remains constant in the Solar System frame during the observation period. In the LISA frame, the position \( \mathbf{r} \) of a GW source which has fixed position \( \mathbf{r}_\odot \) in the Solar System is given by \( \mathbf{r} = \mathcal{R} \cdot \mathbf{r}_\odot \), where \( \mathcal{R}(t) = \mathcal{C} \cdot \mathcal{B} \cdot \mathcal{A} \) is a product of three rotation matrices:

\[
\mathcal{A} = \begin{pmatrix}
\cos \omega t & \sin \omega t & 0 \\
-\sin \omega t & \cos \omega t & 0 \\
0 & 0 & 1
\end{pmatrix},
\mathcal{B} = \begin{pmatrix}
1 & 0 & 0 \\
0 & \frac{1}{2} & \frac{\sqrt{3}}{2} \\
0 & -\frac{\sqrt{3}}{2} & \frac{1}{2}
\end{pmatrix},
\mathcal{C} = \begin{pmatrix}
\cos \omega t & -\sin \omega t & 0 \\
\sin \omega t & \cos \omega t & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Here \( \omega = 2\pi/T \) is the LISA orbital frequency, and \( T = 1 \) yr. The source direction in the barycentric frame can be written in polar coordinates as \( \hat{\mathbf{n}}_B = (\sin \theta_B \cos \phi_B, \sin \theta_B \sin \phi_B, \cos \theta_B) \), and the corresponding vector in the LISA frame is \( \hat{\mathbf{n}}_L = \mathcal{R}(t) \cdot \hat{\mathbf{n}}_B \).

In the LISA frame, the apparent change in position of the source is given by

\[
\hat{\mathbf{n}}(t) = \mathcal{R}(t) \cdot \mathcal{R}(0)^{-1} \cdot \hat{\mathbf{n}}(0).
\]

If we apply this transformation to the source position vector we get

\[
\cos \theta(t) = \cos \theta + \frac{\sqrt{3}}{2} \omega t \cos \phi |\sin \theta|,
\phi(t) = \phi + \frac{1}{2} \omega t \left(1 + \sqrt{3} \cot \theta \sin \phi\right).
\]

while if we apply it to the angular momentum vector of the binary \( \hat{\mathbf{L}}_B = (\sin \theta_B \cos \phi_B, \sin \theta_B \sin \phi_B, \cos \theta_B) \) we find that the inclination \( \iota = \cos^{-1}(\hat{\mathbf{L}}_B \cdot \hat{\mathbf{n}}_B) \) is constant, while the polarization angle, given in terms of \( z \) (the direction perpendicular to the LISA plane) by

\[
\tan \psi(t) = \frac{-\dot{z} \cdot (\hat{\mathbf{n}} \times (\hat{\mathbf{n}} \times \hat{\mathbf{L}}))}{\dot{\mathbf{L}} \cdot \hat{\mathbf{n}}}.
\]

changes at \( O((\omega t)^2) \). The waveform modes change as follows:

\[
h_{\ell m}(t) = \left[ A_{\ell m} + \omega t B_{\ell m}^1 + \frac{1}{2} (\omega t)^2 B_{\ell m}^2 \right] e^{-(t-t_0)/\tau_{\ell m}}
\times \cos \left[ 2\pi f_{\ell m} t + \Phi_{\ell m} + \omega t \left( \Psi_{\ell m}^1 + \frac{1}{2} (\omega t)^2 \Psi_{\ell m}^2 \right) \right],
\]

where the first-order corrections to the detector amplitude and phases are

\[
B_{\ell m}^1 = A_{\ell m} \frac{1}{\Omega_{\ell m}} \frac{d}{dt} \left( \sqrt{(F_+^m Y_+^m)^2 + (F_\times^m Y_\times^m)^2} \right),
\Psi_{\ell m}^1 = \frac{1}{\Omega_{\ell m}} \frac{d}{dt} \frac{F_\times^m(t) Y_\times^m(t)}{F_+(t) Y_+^m(t)},
\]

and the second-order corrections are

\[
B_{\ell m}^2 = A_{\ell m} \frac{1}{\Omega_{\ell m}} \frac{d^2}{dt^2} \left( \sqrt{(F_+^m Y_+^m)^2 + (F_\times^m Y_\times^m)^2} \right),
\Psi_{\ell m}^2 = \frac{1}{\Omega_{\ell m}} \frac{d^2}{dt^2} \frac{F_\times^m(t) Y_\times^m(t)}{F_+(t) Y_+^m(t)}.
\]

By computing Fisher matrices, we can show that the first-order corrections can be measured with accuracy

\[
\delta B_{\ell m}^1 = \frac{\sqrt{2}}{\pi} \frac{A_{\ell m}}{\rho_{\ell m} \tau_{\ell m}} T^2,
\delta \Psi_{\ell m}^1 = \frac{\sqrt{2}}{\pi} \frac{1}{\rho_{\ell m} \tau_{\ell m}} T,
\delta B_{\ell m}^2 = \frac{\sqrt{2}}{3 \pi^2} \frac{A_{\ell m}}{\rho_{\ell m} \tau_{\ell m}^2} \left( \frac{T}{\tau_{\ell m}} \right)^2,
\delta \Psi_{\ell m}^2 = \frac{\sqrt{2}}{3 \pi^2} \frac{1}{\rho_{\ell m} \tau_{\ell m}^2} \left( \frac{T}{\tau_{\ell m}} \right)^2.
\]

For long-lived sources, the evolution of antenna pattern can be used to find both the inclination and the sky position. Recall however that our strategy in this paper relies on first using the \( \ell = m = 2, 3, 4 \) modes to find the inclination, and then the \( (2,1) \) mode to find the sky position. The question is then whether first-order in \( \omega t \) corrections to the dominant mode amplitude \( \delta B_{22}^1 \), which could be used to find the source position and orientation, can be measured more or less accurately than the other subdominant amplitudes \( A_{\ell m} \), themselves. In Fig. 14 we plot the fractional error \( \delta B_{22}^1 / B_{22}^1 \) and we compare it to \( \delta A_{\ell m} / A_{\ell m} \) for some of the dominant \( (\ell, m) \) modes for sources of different mass at redshift \( z = 0.1 \). For \( q = 10 \) (bottom panel), \( \delta B_{22}^1 / B_{22}^1 \) is larger than either \( \delta A_{44} / A_{44} \) or
\[ \delta A_{21}/A_{21} \] for all binaries with \( M \leq 10^9 M_\odot \), so the time evolution of the signal amplitude should not play an important role in finding inclination. Furthermore, in this paper, for \( q = 2 \) (top panel), \( \delta A_{21}/A_{21} \) gets larger than \( \delta B_{22}/B_{22} \) when \( M \gtrsim 5 \times 10^9 M_\odot \) and slight improvements in source localization may be possible. Note however that these improvements would only be possible if we can control the low-frequency sensitivity down to \( f_{\text{cut}} = 2 \times 10^{-5} \) Hz. Solid markers in Fig. 14 show that, if \( f_{\text{cut}} = 10^{-4} \) Hz, the signal would get out of band before any improvement occurs.

**Appendix B: Parameter estimation for sources with electromagnetic counterparts**

In this section we consider parameter estimation errors in the ideal situation where we can associate an optical counterpart to the source, so that \( \theta, \phi \) and \( d_L \) are known.

A single-mode detection is enough to solve for the remaining unknowns \( (q, \iota, \psi) \). For example, from the knowledge of \( (\theta, \phi) \) we can use \( Q_{A}^{\ell m} \) and \( Q_{\Phi}^{\ell m} \) to measure \( \iota \) and \( \psi \), which can then be used to solve for \( q \). We need a Jacobian transformation from the basis \( \{Q_{A}^{\ell m}, Q_{\Phi}^{\ell m}\} \) to the basis \( \{\iota, \psi\} \), and we can propagate the uncertainty as usual:

\[
\text{cov}(\{\iota, \psi\}) = \left( \frac{\partial(\iota, \psi)}{\partial Q_{\ell m}} \right) \text{cov}(Q_{\ell m}) \left( \frac{\partial(\iota, \psi)}{\partial Q_{\ell m}} \right)^T, \tag{B1}
\]

where the covariance for \( Q_{\ell m} \) is

\[
\text{cov}(Q_{\ell m}) = \sum_{i=1,2} \frac{1}{(\rho_{\ell m}^i)^2} \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix}. \tag{B2}
\]

The Jacobian for \( Q_{\ell m} \rightarrow \{\iota, \psi\} \) is

\[
\frac{\partial(\iota, \psi)}{\partial Q_{\ell m}} = \left( \frac{\partial Q_{\ell m}}{\partial(\iota, \psi)} \right)^{-1}, \tag{B3}
\]

which can be calculated from Eq. (26) and Eq. (27).

We can then compute the reduced error as

\[
\text{cov}(\{\iota, \psi\}) = \left( \sum_{\ell m} \text{cov}(\{\iota, \psi\}_{\ell m}) \right)^{-1}. \tag{B4}
\]

Once \( \iota \) and \( \psi \) are known we can compute \( q \) from

\[
A_{\ell m}(q) = \frac{A_{\ell m}d_L}{\Omega_{\ell m}(\iota, \psi, M)}, \tag{B5}
\]

and error propagation gives

\[
\delta q^2 = \left( \frac{A_{\ell m}(q)}{A_{\ell m}(q)} \right)^2 \left[ \left( \frac{\delta M}{M} \right)^2 + 2 \rho_{\ell m}^2 + \left( \frac{\delta \Omega_{\ell m}}{\Omega_{\ell m}} \right)^2 \right], \tag{B6}
\]

where

\[
\Omega_{\ell m}^2 = (\Omega_{\ell m}^I)^2 + (\Omega_{\ell m}^I)^2,
\]

\[
\rho_{\ell m}^2 = (\rho_{\ell m}^I)^2 + (\rho_{\ell m}^I)^2, \tag{B7}
\]

and

\[
(\delta \Omega_{\ell m})^2 = \frac{\partial \Omega_{\ell m}}{\partial(\iota, \psi)} \cdot \text{cov}(\{\iota, \psi\}) \cdot \left( \frac{\partial \Omega_{\ell m}}{\partial(\iota, \psi)} \right)^T. \tag{B8}
\]

In Fig. 15 we plot the relative error on mass ratio \( \delta q/q \) and the inclination error \( \delta \iota \) for a source \( M_s = 10^7 M_\odot \) at \( z = 1 \), assuming that the position and distance of the source are known from an electromagnetic counterpart.

The upper panel of Fig. 15 shows that mass ratio errors coming from a measurement of the (2, 2) and (4, 4) modes diverge as \( q \rightarrow 1 \). This is because \( A'_{22}(q = 1) = A'_{44}(q = 1) = 0 \) and hence the denominator in Eq. (B6) diverges as \( q \rightarrow 1 \). The observed divergence of the errors for other modes and/or at other values of \( q \) are similarly due to the fact that \( A'_{\ell m}(q) \neq 0 \). However, the solid black line shows that we can always measure \( q \) at the sub-percent level (at least in principle) by combining information from all the modes.
FIG. 15. Errors on $q$ and $\iota$ for a source with counterpart and $M_\ast = 10^7 M_\odot$, $z = 1$, $u = 0.5$, $\phi = 30^\circ$, $\psi = 60^\circ$. In the upper panel we set $\iota = 45^\circ$ while in the lower panel we set $q = 2$ (solid lines) and $q = 10$ (dashed lines).

The bottom panel of Fig. 15 shows that the inclination is harder to measure for face-on binaries than for edge-on binaries. This could be explained from a closer look at Eq. (26) and Eq. (27). Note that $Q_A$ and $Q_\Phi$ depend on inclination through the function $s_{\ell m}$. As shown in Fig. 6, $s_{\ell m}$ has a weak (strong) dependence on $\iota$ for face-on (edge-on) binaries, leading to large (small) errors. These considerations also apply to modes with $\ell > 2$, which in addition have smaller SNRs, and therefore larger errors. The smaller SNR for edge-on binaries also leads to the observed turnover for $\iota > 80^\circ$.
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