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Abstract

Although several datasets annotated for anaphoric reference / coreference exist, even the largest such datasets have limitations in term of size, range of domains, coverage of anaphoric phenomena, and size of documents included. Yet, the approaches proposed to scale up anaphoric annotation haven’t so far resulted in datasets overcoming these limitations. In this paper, we introduce a new release of a corpus for anaphoric reference labelled via a game-with-a-purpose. This new release\textsuperscript{1} is comparable in size to the largest existing corpora for anaphoric reference due in part to substantial activity by the players, in part thanks to the use of a new resolve-and-aggregate paradigm to ‘complete’ markable annotations through the combination of an anaphoric resolver and an aggregation method for anaphoric reference. The proposed method could be adopted to greatly speed up annotation time in other projects involving games-with-a-purpose. In addition, the corpus covers genres for which no comparable size datasets exist (Fiction and Wikipedia); it covers singletons and non-referring expressions; and it includes a substantial number of long documents (\textgreater{} 2K in length).

1 Introduction

Many resources annotated for anaphoric reference / coreference exist; but even the largest such datasets, such as ONTONOTES (Pradhan et al., 2012), have limitations. The largest resources are still medium scale (e.g., ONTONOTES (Pradhan et al., 2012) is 1.5M tokens, as is CRAFT (Cohen et al., 2017)). They only cover a limited range of domains, primarily news (as in ONTONOTES) and scientific articles (as in CRAFT), and models trained on these datasets have been shown not to generalize well to other domains (Xia and Durme, 2021).\textsuperscript{2} The range of anaphoric phenomena covered is also narrow (Poesio et al., 2016).

Several proposals have been made to scale up anaphoric annotation in terms of size, range of domains, and phenomena covered proposed, including automatic data augmentation (Emami et al., 2019; Gessler et al., 2020; Aloraini and Poesio, 2021), and crowdsourcing combined with active learning (Laws et al., 2012; Li et al., 2020; Yuan et al., 2022) or through Games-With-A-Purpose (Chamberlain et al., 2008; Hladká et al., 2009; Bos et al., 2017; Kicikoglu et al., 2019). However, the largest existing anaphoric corpora created using Games-With-A-Purpose (e.g., (Poesio et al., 2019)) are still smaller than the largest resources created with traditional methods, and the corpora created using data augmentation techniques are focused on specific aspects of anaphoric reference. In order to use such approaches to create resources of the required scale in terms of size, variety and range of phenomena covered novel methods are required.

The first contribution of this paper is the Phrase Detectives 3.0 corpus of anaphoric reference annotated using a Game-With-A-Purpose. This corpus has a comparable size in tokens (1.37M) to the ONTONOTES corpus (Pradhan et al., 2012), but twice the number of markables\textsuperscript{3}. Its annotation scheme also covers singletons and non-referring expressions; it is focused on two genres - fiction and Wikipedia articles - not covered in ONTONOTES, and for which only much smaller datasets exist; and it includes a range of documents ranging from short to fairly long (14K tokens) enabling research on NLP in long documents (Beltagy et al., 2020). While ONTONOTES will remain a fundamental resource for the field in terms of size and languages it covers, we therefore hope that Phrase Detectives...
cies 3.0 will complement ONTONOTES, providing a comparable amount of data in genres so far less covered, while at the same time covering aspects of anaphoric interpretation not covered there, such as singletons and non-referring expressions.

The second contribution of the paper is a new iterative resolve-and-aggregate approach developed to ‘complete’ the corpus by combining crowdsourcing with automatic annotation. Only about 70% of documents in the corpus were completely annotated by the players. The proposed method (i) uses an anaphoric resolver to automatically annotate all mentions, including the few still unannotated; (ii) aggregates the resulting judgments using a probabilistic aggregation method for anaphora, and (iii) uses the resulting expanded dataset to retrain the anaphoric resolver. We show that the resolve-and-aggregate method results in models with higher accuracy than models trained using only the completely annotated data, or the full corpus not completed using the method.

2 Background

Anaphorically annotated corpora A number of anaphorically annotated datasets now exist, covering a number of languages (Hinrichs et al., 2005; Hendricks et al., 2008; Recasens and Martí, 2010; Pradhan et al., 2012; Landragin, 2016; Nedoluzhko et al., 2016; Cohen et al., 2017; Chen et al., 2018; Bamman et al., 2020; Uryupina et al., 2020; Zeldes, 2020) and turning anaphora / coreference in a very active area of research (Pradhan et al., 2012; Fernandes et al., 2014; Wiseman et al., 2015; Lee et al., 2017, 2018; Yu et al., 2020; Joshi et al., 2020). However, only a few of these are genuinely large in terms of markables (Pradhan et al., 2012; Cohen et al., 2017), and most are focused on news. Corpora of comparable size exist for scientific articles (e.g., CRAFT (Cohen et al., 2017)), and substantially smaller ones for fiction (e.g., LitBank (Bamman et al., 2020) and Phrase Detectives 2 (Poesio et al., 2019), and Wikipedia (e.g., WikiCoref (Ghaddar and Langlais, 2016) or again Phrase Detectives 2 (Poesio et al., 2019)). But important genres such as dialogue are barely covered (Muzerelle et al., 2014; Yu et al., 2022a). There is evidence that this concentration on a single genre, and on ONTONOTES in particular, results in model that do not generalize well (Xia and Durme, 2021).

Existing resources are also limited in terms of coverage. Most recent datasets are based on general purpose annotation schemes with a clear linguistic foundation, but especially the largest ones focus on the simplest cases of anaphora / coreference (e.g., singletons and non-referring expressions are not annotated in ONTONOTES). And the documents included in existing corpora tend to be short, with the exception of CRAFT: e.g., average document length is 329 in PRECO, 467 in ONTONOTES, 630 in ARAU, and 753 in Phrase Detectives.

Scaling up anaphoric annotation One approach to scale up anaphoric reference annotation is using fully automatic methods to either annotate a dataset, such as AMALGUM (Gessler et al., 2020), or create a benchmark from scratch, such as KNOWREF (Emami et al., 2019). While entirely automatic annotation may result in datasets of arbitrarily large size, such annotations cannot expand current models’ coverage to aspects of anaphoric reference do not already handle well. And creating from scratch large-scale benchmarks for specific issues hasn’t so far been shown to result in datasets reflecting the variety and richness of real texts.

Crowdsourcing has emerged as the dominant paradigm for annotation in NLP (Snow et al., 2008; Poesio et al., 2017) because of its reduced costs and increased speed in comparison with traditional annotation. But the costs for really large-scale annotation are still prohibitive even for crowdsourcing (Poesio et al., 2013, 2017). To address this issue, a number of approaches have been developed to optimize the use of crowdsourcing for coreference annotation. In particular, active learning has been used to reduce the amount of annotation work needed (Laws et al., 2012; Li et al., 2020; Yuan et al., 2022). Another issue is that anaphoric reference is a complex type of annotation whose most complex aspects require special quality control typically not available with microtask crowdsourcing.

Games-With-A-Purpose A form of crowdsourcing which has been widely used to address the issues of cost and quality is Games-With-A-Purpose (GWAP) (von Ahn, 2006; Cooper et al., 2010; Lafourcade et al., 2015). Games-With-A-Purpose is the version of crowdsourcing where labelling is created through a game, so that the reward for the workers is in terms of enjoyment rather than financial—were proposed as a solution for large-scale data labelling. A number of GWAPS were therefore developed for NLP, including Jeux de Mots (Lafourcade, 2007; Joubert et al., 2018),
Phrase Detectives (Chamberlain et al., 2008; Poesio et al., 2013), OntoGalaxy (Krause et al., 2010), the Wordrobe platform (Basile et al., 2012), Dr Detective (Dumitrache et al., 2013), Zombilingo (Fort et al., 2014), TileAttack! (Madge et al., 2017), Wormingo (Kicikoglu et al., 2019), Name That Language! (Cieri et al., 2021) or High School Superhero (Bonetti and Tonelli, 2021). GWAPs for coreference include Phrase Detectives (Chamberlain et al., 2008; Poesio et al., 2013), the Pointers game in WordRobe (Bos et al., 2017) and Wormingo (Kicikoglu et al., 2019), all deployed, and PlayCoref (Hladká et al., 2009), proposed but not tested.

However, whereas truly successful GWAPs such as FOLDIT have been developed in other areas of science (Cooper et al., 2010), even the most successful GWAPs for NLP only collected moderate amounts of data (Poesio et al., 2019; Joubert et al., 2018). In part, this is because the games used to actually collect NLP labels aren’t very entertaining, leading to efforts to develop engaging designs such as (Jurgens andNavigli, 2014; Dziedzic and Włodarczyk, 2017; Madge et al., 2019).

An interesting solution to this issue was proposed although not fully developed for Wordrobe (Bos et al., 2017). This solution is a hybrid between automatic annotation and crowdsourcing: a combination of crowd and automatically computed judgments is aggregated to ensure that every item has at least one label. This solution wasn’t properly tested in Wordrobe, which only collected very few judgments and for a small corpus; and anyway the approach followed could not be applied to anaphora/coreference, due to the lack of a suitable aggregation mechanism for anaphora/coreference. In this paper we present the first true test of the idea by proposing a method for aggregating crowd and automatic judgments inspired by this idea, but using an aggregation method for anaphora, and truly tested on a dataset containing a very large number of anaphoric judgments.

3 Phrase Detectives

The human judgments used in our corpus were collected using the Phrase Detectives Game-With-A-Purpose (Chamberlain et al., 2008; Poesio et al., 2013; Chamberlain, 2016; Poesio et al., 2019), designed to collect multiple judgments about anaphoric reference.

Game design 
Phrase Detectives doesn’t follow the design of some of the original von Ahn games (von Ahn and Dabbish, 2008), in that it is a one-person game, and not timed; both competition and timing were found to have orthogonal effects on the quality of the annotation (Chamberlain, 2016). Points are used as the main incentive, with weekly and monthly boards being displayed.

Players play two different games: one aiming at labelling new data, the other at validating judgments expressed by the other players. In the annotation game, Name the Culprit, the player provides an anaphoric judgment about a highlighted markable (the possible judgments according to the annotation scheme are discussed next). If different participants enter different interpretations for a markable then each interpretation is presented to other participants in the validation game, Detectives Conference, in which the participants have to agree or disagree with the interpretation.

Every item is annotated by at least 8 players (20 on average), and each distinct interpretation is validated by at least four players. Players get points for each label they produce, but especially when their interpretation is agreed upon by other players, thus rewarding accuracy. Initially, players play against gold data, and are periodically evaluated against the gold; when they achieve a sufficient level of accuracy, they start seeing incompletely annotated data. Extensive analyses of the data suggest that although there is a great number of noisy judgments, this simple training and validation method delivers extremely accurate aggregated labels (Poesio et al., 2013; Chamberlain, 2016; Poesio et al., 2019)

Annotation Scheme 
The annotation scheme used in Phrase Detectives is a simplified version of the ARRAU annotation scheme (Uryupina et al., 2020), covering all the main aspects of anaphoric annotation, including the distinction between referring and non-referring expressions (all noun phrases are annotated as either referring or non-referring, with two types of non-referring expressions being annotated: expletives and predicative NPs); the distinction between discourse-new and discourse-old referring expressions (Prince, 1992); and the annotation of all types of identity reference (including split antecedent plural anaphora). Only the most complex types of anaphoric reference (bridging references and discourse deixis) are not annotated. The main differences between the annotation scheme used in Phrase Detectives and those used in ARRAU, ONTONOTES, and PRECO are summarized in Table 1, modelled on a similar...
| Type | Example | ONTONOTES | PRECO | ARRAU | Phrase Detectives |
|------|---------|-----------|-------|-------|-------------------|
| predicative NPs | [John] is a teacher | Pred | Coref | Pred | Pred |
| | [John, a teacher] |  |  |  |  |
| singletons | It’s five o’clock | No | Yes | Year | ? |
| | [John] met [Mary] | No | No | Yes | Yes |
| split antecedent plurals | and they ... | No | No | Yes | Yes |
| | [Parents] are usually busy, | Only with | Yes | Yes | Yes |
| | Parents should get involved | pronouns |  |  |  |
| generic mentions | Sales [grew] 10%. | Yes | No | Yes | No |
| event anaphora | This growth is exciting | No | No | Explicit | Implicit |
| ambiguity | Hook up [the engine] |  |  |  |  |
| | to [the boxcar] and send it to Avon |  |  |  |  |

Table 1: Comparison between the annotation schemes in ONTONOTES, PRECO, ARRAU and Phrase Detectives.

Possibly the most distinctive feature of the annotation scheme is that disagreements among annotators are preserved, encoding a form of implicit ambiguity as opposed to the explicit ambiguity annotated in ARRAU.

The DEV and TEST subsets of the corpus (see next Section) have been annotated according to the full ARRAU scheme.

**Preliminary player statistics**  
At the time of writing (11th October, 2022), 61,391 players have registered on Phrase Detectives, of which more than 4,000 demonstrated sufficient linguistic understanding that they were graduated to allowed to provide judgments on partially labelled data. So far, the players provided about 3.7M annotations and 1.7M validations, for a total of over 5.4M judgments.

**Speed of annotation**  
Over the course of the project, the games has been collecting an average of 385,000 judgments a year, i.e., slightly over 1,000 judgments per day, every day. While this is an impressive number of judgments, it only translates in an average of around 10,000 new completely annotated markables per year, or 20 new completely annotated documents, for an average of 30,000 extra words. (Progress was faster in the early years of the project, when all short documents were annotated; but as discussed in the next Section, the corpus also contains a number of fairly long texts – these are the ones still being annotated.) The project discussed in this paper was motivated by the simple calculation that at this speed, it would take us 40 years to completely annotate all the documents already in the corpus, and 300 years to completely annotated a corpus of 10M words.

### Table 2: Summary of the current release. In parentheses the number of markables that are non-singletons.

| Type  | Docs | Tokens | Markables |
|-------|------|--------|-----------|
| **TRAIN COMPLETE** | | | |
| Gutenberg | 154 | 181142 | 48329 (29527) |
| Wikipedia | 359 | 244770 | 65050 (21803) |
| Other | 2 | 7294 | 2126 (1473) |
| Subtotal | 515 | 432006 | 115505 (52677) |
| **TRAIN FULL** | | | |
| Gutenberg | 194 | 372001 | 102354 (57387) |
| Wikipedia | 544 | 931752 | 258560 (92465) |
| Other | 2 | 7294 | 2128 (1347) |
| Subtotal | 740 | 1311047 | 363042 (151199) |
| **DEV** | | | |
| Gutenberg | 5 | 7536 | 2133 (1494) |
| Wikipedia | 35 | 15287 | 4423 (1669) |
| Other | 5 | 989 | 331 (126) |
| Subtotal | 45 | 23812 | 6887 (3289) |
| **TEST** | | | |
| Gutenberg | 7 | 20646 | 5925 (3332) |
| Wikipedia | 13 | 22098 | 7704 (3876) |
| Other | 20 | 43644 | 13629 (7208) |
| **Total** | 206 | 400183 | 110412 (62213) |

The new release  
The new release of the corpus, Phrase Detectives 3.0, is more than three times larger than the previous release of the Phrase Detectives corpus, Phrase Detectives 2, released in 2019 (Poesio et al., 2019).
Terms of the number of tokens (1.4M) and markables (383K). (See ‘All’ row in Table 2.) This makes the Phrase Detectives 3.0 corpus comparable in the number of tokens to ONTONOTES, but double the size of ONTONOTES in terms of markables, partly due to the singletons and non-referring expressions being included. 72% of the documents were completely annotated by the players (580 out of 805 documents), and the near totality of mentions have at least one crowd annotation (99.4%).

Genres The corpus covers mainly two genres. The Gutenberg domain consists of fiction texts from the Gutenberg Project: in part children fiction (e.g., Alice in Wonderland, Grimm brothers stories), in part classics (e.g., Sherlock Holmes stories). At 400K tokens, it is twice the size of the largest existing fiction corpus (Bamman et al., 2020). The Wikipedia domain consists of primarily the ‘Wikipedia Unusual’ documents. This subset is 1M tokens in size, substantially larger than WikiCoref (60K tokens) (Ghaddar and Langlais, 2016).

Organization The corpus is split into train, development, and test subsets, where the development and test sets are annotated by human experts (see below) and the training set is aggregated using the MPA anaphoric annotation model (Paun et al., 2018b) as described in Section 5. But crucially, two versions of the training set exists.

Train Complete is like the training sets released in previous versions of the corpus, in that it consists of documents that were completely annotated by the players: i.e., all markables in the documents have more than 8 judgments, and all interpretations have more than 4 validations.

The second training set, Train Full, additionally includes documents that have not yet been ‘completely’ annotated by the players. These documents are considerably longer, and as a result it is harder to have them completely annotated. So a state-of-the-art coreference model for this annotation scheme (Yu et al., 2020) was used in the resolve-and-aggregate setting discussed in Section 5 to augment the existing annotations by ensuring that every markable had at least one label, which would then be aggregated with the others. Train Full is three times larger than Train Complete, both in the number of tokens and of markables.

A New Gold The test set from the previous release of the corpus, consisting of 45 documents, is now available as Dev. Dev was fully revised by human experts for this release to correct previous labelling mistakes, and has now been annotated according to the full ARRAU guidelines, including ambiguity annotation, bridging references, and discourse deixis. In addition, a brand new Test set of 20 documents was also created, balanced between the two domains, double in size compared to the old test set, and also annotated according to the full ARRAU guidelines by the annotators that have been preparing the ARRAU 3 release.

Domain specific training With the new release, the corpus is now large enough to be used separately for domain-specific research. We demonstrate in Section 6 that models trained on the domain-specific portion of the training set achieve comparable results to those trained on Train Full. The results indicate that the domain-specific training data can be sufficient to be used separately for dedicated research in target domains.

Long and short documents An important characteristic of the corpus is that it was designed to contain both short documents (< 2K tokens) and long ones. 34.5% of the documents are longer than 2K tokens, and the longest document reaches 14K tokens. (In contrast, in ONTONOTES only 0.4% of the documents have more than 2K tokens.) This makes our corpus a suitable resource for research on long-distance anaphora and on long document training. To this end, we use our dataset to replicate the experiments by Beltagy et al. (2020) comparing the Longformer model with the Roberta model. In the original paper, which used the ONTONOTES corpus, no obvious differences were found between the two models, partly due to the lack of long documents. We discuss these experiments in Section 6.5. The only other corpus that we are aware of with a large portion of long documents is the CRAFT corpus (Cohen et al., 2017), which is however focused on biomedical texts.

5 Resolve-and-Aggregate

The challenge To create a reliable corpus using crowdsourcing, multiple judgments are required to ensure a good coverage of correct answers, together with sufficient evidence to enable an accurate aggregation method (Paun et al., 2018a, 2022) to distill the correct answers from the noisy ones. The problem of collecting such large number of judgments is even more serious for long documents. Annotating all anaphoric relations in long documents is chal-
lenging, partly due to the amount of time needed to complete the task, but also because the great number of entities makes it difficult for annotators to keep track of all the coreference chains. And indeed, the short documents in our corpus were completed much faster than the longer documents: the average length of the incomplete documents is 4K tokens, whereas for the complete documents is 850 tokens. Thus in our corpus the rate at which judgments are collected from players, while substantial (over 1,000 judgments per day) is not sufficient to extract reliable labels in a reasonable amount of time, as discussed in Section 3.

Possible solutions Clearly, part of the solution is to develop more engaging games, thus able to attract more players and keep them playing for longer (von Ahn and Dabbish, 2008; Jurgens andNavigli, 2014; Madge et al., 2019; Kicikoglu et al., 2019). A second ingredient is to use active learning-like approaches to minimize the number of labels required to complete the annotation (Laws et al., 2012; Li et al., 2020; Yuan et al., 2022). A number of proposals have been made in these two directions, and we are carrying out research in these areas as well (Madge et al., 2022). In this work however we investigate an approach that to our knowledge has been much less studied: combining crowdsourcing with automatic labelling. Specifically, we propose a new resolve-and-aggregate method that iteratively makes use of a coreference resolver to enhance the collected annotations. The approach is inspired, apart from Wordrobe (Bos et al., 2017), by previous work on Bayesian combination of classifiers (Kim and Ghamramani, 2012) which allows for aggregating predictions from classifiers and humans together with the help of a probabilistic annotation model. Both the iterative use of the coreference resolver and the application domain of the annotation model are however novel to this paper.

The coreference resolver As a coreference resolver, we use the system by Yu et al. (2020) which, to the best of our knowledge, is the only modern coreference resolver that also predicts singletons and non-referring expressions, both of which need to be annotated in our corpus. The system is an extension of (Lee et al., 2017, 2018), replacing their mention-ranking algorithm with a cluster-ranking algorithm to build the entity clusters incrementally. The system uses BERT (Devlin et al., 2019) for pre-trained contextual embeddings instead of the Elmo embeddings (Peters et al., 2018) used in (Lee et al., 2018).

Aggregation Standard aggregation methods for classification labels such as the (Dawid and Skene, 1979) model are not appropriate for coreference labels, whose class space is not fixed but depends on the document mentions. However, an aggregation model for coreference judgments is now available, the mention-pair annotation model (MPA) (Paun et al., 2018b). We used MPA to aggregate judgments by players and by the coreference resolver. MPA can capture the accuracy and bias of the players, and of the coreference resolver, respectively, and adjust the aggregated labels accordingly.

Resolve-and-aggregate resolve-and-aggregate is an iterative procedure which relies on the MPA aggregation model to label the corpus, which is in turn used to retrain the coreference resolver to get better system predictions. More specifically, in the first step of the procedure we aggregate the players’ annotations from the complete documents and build an initial training set, TRAIN COMPLETE. Then, we train the coreference resolver on this set, but in a gold mention setting to mimic the players who focus only on the resolution task. Having trained the system, we then use it to get predictions for the entire dataset. The resolver can be seen as a player who played all the documents in the corpus. Next, all the players’ annotations and the system’s predictions are aggregated using MPA, and an initial version of the entire corpus, TRAIN FULL, is built as a result. This procedure is repeated, taking TRAIN FULL as input and creating a new version every time. With each new version, the MPA-aggregated labels get refined, leading in turn to better predictions from the coreference resolver. The procedure is repeated until the performance of the resolver plateaus. The final version of the corpus contains the MPA-aggregated labels of the players’ annotations and the system’s best predictions. We show in the next Section that this approach results in substantial improvements in the quality of the labels produced by the coreference resolver, which translate in more accurate labels for the items not fully annotated by the players.

6 Resolving-and-Aggregating results

Experiment Setting For our experiments, we report the CoNLL F1 scores as defined in (Pradhan et al., 2012) in both singleton included and ex-
We first trained the system using the gold mention annotations from the coreference resolver. The second baseline is trained on the system Yu et al. (2020) with the same settings, but trained with different training sets. The first key result is that the system trained with the baseline trained on the TPLE (complete documents aggregated by MPA) always outperforms the baseline trained on the TULL (original) in different iterations with the additional labels changed. What is especially interesting is that the improvements on the singletons included setting are larger than those in the singletons included setting; this makes sense as all the models use gold mentions, hence the performance with singletons is inflated by the gold mentions. The system achieved the best performance on the third iteration with CoNLL F1 scores of 79% and 66.9% for singletons included and excluded settings respectively. This is 0.6% and 1.9% higher than the Train Complete baseline.

What is especially interesting is that the improvement is not just a matter of Train Full being larger than Train Complete: running the coreference resolver helps substantially. The system trained on Train Full original (i.e., without any automatic labels) is slightly worse than the Train Complete baseline, despite using the additional training data. One explanation would be that the MPA’s performance is affected by the lower number of judgments collected in the incomplete documents: the correct answer might not appear in the players annotations, or the players producing the annotations might not considered sufficiently reliable.

To quantify the contribution of the automatic coreference resolver, we calculate the percentage of MPA labels flipped due to the additional system annotations. We compare the labels of the Train Full (with Coref) in different iterations with the

| Train data          | CoNLL Avg. F1 |
|---------------------|---------------|
|                     | Sing. (inc)   | Sing. (exc) | NR F1 |
| Previous release    | 65.5          | 53.6        | 36.8  |
| Train complete      | 66.1          | 54.7        | 39.4  |
| Train Full (original) | 64.9      | 52.9        | 35.5  |
| Train Full (with Coref) | 66.8      | 56.1        | 40.1  |
| Joshi et al. (2020) | -             | 60.2        | -     |

Table 3: The CoNLL and non-referring scores for (Yu et al., 2020) trained on different training sets and tested on the TEST set in predicted mention setting.
Train Full (original) labels. We find that in the first iteration, 7% of the MPA labels (26K) were changed (see Figure 1). The percentages increased sharply until iteration 3 to 8.2% (31K) but slowed down for iteration 4. This might explain why performance starts dropping in the 4th iteration.

MPA works very well when the number of judgments is high, but performance might be affected when there are not enough annotations, e.g. for the incomplete documents. We suspected MPA might benefit more from system annotations when the document is incomplete. To assess our hypothesis, we took a closer look at MPA labels from our best iteration. We split the documents into two classes, complete and incomplete, according to our complete criterion (i.e., a document is considered complete when every markable has been annotated by at least 8 players, and each distinct interpretation has been validated by at least 4 players) and calculate a separate score for each class. We find that for the complete document only 3.3% of the MPA labels are changed as a result of the additional system annotations; in contrast, 10.8% of MPA labels are changed in the incomplete documents.

To assess the quality of these label changes, we checked the different MPA labels between iteration 3 and the original on the Dev set. Since all documents from the Dev set are complete documents, out of 7K mentions, only 201 have a different label. The Train Full (original) gets 70 of the labels correct with an accuracy of 34.8%, whereas after the 3rd iteration of resolve-and-aggregate, the number increased to 125 (62.2% accuracy). Although the sample is not large, it still gives a clear picture that even for complete documents the system annotations can improve the quality of the corpus.

6.2 Evaluation on the Test set

After finding the best setting as discussed in the previous Section, we evaluated the impact of resolve-and-aggregate on the Test set in the more realistic predicted mention setting. As shown in Table 3, our best model trained on the the Train Full aggregated by MPA with additional coreference annotation by the Yu et al. (2020) system (Train Full (with Coref)) outperforms all the baselines in both singletons included and excluded settings. Of the baselines trained on the complete documents only, the Train Complete baseline works better than the Previous Release baseline, most likely because the training set is larger while the quality of the annotation remains the same. But again, when training with the additional incomplete documents (Train Full (original without Coref)), the performance dropped substantially by 1%-2% when compared with the Train Complete baseline. This highlights again the importance of combining automatic and crowd annotations via resolve-and-aggregate: the model trained on this corpus significantly outperforms the Train Full (original) baseline by up to 3.2%. The story is the same for the models’ performance on non-reffing expressions (Table 3): again, the model trained on Train Full (with Coref) is top of the list.

Finally, we report the result by the Joshi et al. (2020) system on our corpus to give insight into the complexity of our corpus when compared with Ontonotes. The system was trained on the same Train Full (with Coref) corpus. Since the Joshi et al. (2020) system only output the non-singleton clusters, we report only the CoNLL F1 score in a singleton excluded setting. As expected the system has a better CoNLL F1 score when compared with our baselines, since SpanBERT has been shown to be more effective than BERT on coreference. The Joshi et al. (2020) result on our corpus is, however, 20% lower than on Ontonotes (79.6%), which indicates that our corpus is more complex than Ontonotes. We hypothesize this is partially due to the longer documents and more diverse domains included in our release.

6.3 Annotation speed-up

The results showed in the previous Sections show that using automatic annotations turns the complete documents into documents whose quality is enough to result in improved performance when training a coreference resolver, speeding up annotation. In this section, we try to estimate the amount of time potentially saved by the proposed method. For the complete documents, we have on average 20 judgements (annotations and validations) per markable, which seems sufficient to ensure the quality of the corpus, if not perhaps necessary. For incomplete documents, the average number of judgements is currently 7.7. If we do need 20 judgements to achieve the same quality as the complete documents, we still need to collect on average 12.3 more judgements for every markable. Multiplied by the number of markables in the incomplete documents (250K), this means we would need 3M more judgements to complete all docu-
Table 4: The CoNLL and non-referring scores for the system trained on different training sets and tested on the \textsc{test} set of different domains using predicted mention.

| Train data       | CoNLL Avg. F1 | Sing. (inc) | Sing. (exc) | NR F1 |
|------------------|----------------|-------------|-------------|-------|
| Gutenberg        |                |             |             |       |
| \textsc{domain}  | 70.4           | 61.8        | 43.8        |       |
| \textsc{full (with Coref)} | 71.5 | 62.1 | 44.9 |       |
| Wikipedia        |                |             |             |       |
| \textsc{domain}  | 61.9           | 50.9        | 36.1        |       |
| \textsc{full (with Coref)} | 62.3 | 50.6 | 36.0 |       |

Table 5: The CoNLL scores (exclude singletons) for \textsc{longformer} and \textsc{roberta} trained on \textsc{train full} and tested on the \textsc{test} set using gold mentions.

| Model       | Short Doc | Long Doc | All Doc |
|-------------|-----------|----------|---------|
| \textsc{longformer} | 61.0      | 67.2     | 64.7    |
| \textsc{roberta}    | 60.1      | 65.2     | 63.1    |

6.4 Domain-specific Training

Thanks to the resolve-and-aggregate method, this new release gives us datasets of a reasonable size for both the Gutenberg (fiction) and Wikipedia domains. We evaluated system performance on the domain-specific portion - e.g., for Fiction we trained our model on the Gutenberg section of \textsc{train full} (with Coref) and tested it on the Gutenberg section of the \textsc{test}. We then compared the performance of these domain-specific models with that of the best system trained on the entire corpus. As shown in Table 4, the \textsc{domain only} systems trained on the domain-specific subsections of the corpus achieve scores close to the system trained on the full corpus. This suggests each domain-specific part of the corpus is sufficiently large to be used for domain-specific research.

6.5 Long and short documents

As stated earlier, one of the emerging challenges for research on anaphora (and \textsc{nlp} in general) are longer documents (>2K tokens). Our corpus is unusual in that it includes a large number of documents more than 2K in length, with the longest document containing 14K tokens. \textsc{test} also balances short (55%) and long (45%) documents.

To test that the corpus can support research on anaphora in long documents, we used it to replicate the comparison in (Beltagy et al., 2020) between their new model designed specifically for longer documents, the \textsc{longformer}, with \textsc{roberta} (Liu et al., 2019). In that paper, the \textsc{longformer} is compared with \textsc{roberta} on the \textsc{ontonotes} corpus, without however finding a clear difference between the two systems. We suspected this might be because \textsc{ontonotes} does not contain enough long documents to observe improvements. We replicated the experiments by Beltagy et al. with our corpus, and report the CoNLL F1 score on full \textsc{test} as well as separate scores for long/short documents. (Since neither system predicts singletons and non-referring expressions, we report the CoNLL F1 scores in the singleton excluded setting.) We evaluated the systems with the gold mentions so that the system’s performance will not be affected by mention detection.

Table 5 shows the results for both systems on different test set. The \textsc{longformer} works better on all test sets, but with a much larger gain over \textsc{roberta} on long documents: the improvement over \textsc{roberta} is 0.9% and 2% on short and long documents respectively. This finding confirms that long documents benefit more from the \textsc{longformer} architecture, while also showing that our corpus can be used to differentiate systems designed to perform on long documents.

7 Conclusions

This research makes two main contributions. First of all, we proposed an iterative method for speeding up anaphoric annotation via \textsc{gwaps} by combining crowdsourced data with labels produced by an automatic coreference resolver, and aggregating the labels using a probabilistic annotation method; and showed that the resulting extension leads to quantifiable improvements in model performance. The method can be easily extended to other types of annotation. Second, we introduced a new corpus for anaphoric reference which, thanks to the use of resolve-and-aggregate, is of a comparable size to \textsc{ontonotes} in terms of tokens, but twice the size in terms of markables; it contains two substantial datasets for genres not covered in \textsc{ontonotes}; and it includes both short and long documents. The corpus will be made freely available with all judgements.
8 Limitations

The main limitation of this work is that the new release is still only twice the size of ONTONOTES in terms of markables. In ongoing work, we are developing a new platform to label a corpus twenty times the size of the current release. The new platform combines more engaging games with active-learning like methods for allocating work to players more efficiently and according to their linguistic understanding. We hope that the new platform, in combination with the methods proposed here, will allow us to label the new and larger dataset much more quickly.

A second limitation of the new release is that the markables in the corpus were automatically extracted; thus, the quality of the mentions is lower than in corpora in which they were hand-identified. The approach followed in these years has been to ask our players to signal issues; as a result, tens of thousands of markables were hand-corrected. However, this approach doesn’t really lend itself to scaling up. Thus, in our new platforms we are following a different strategy: asking our players to do the corrections themselves, by including also games to check other levels of linguistic interpretation.

A third limitation, in particular in comparison with ONTONOTES, is that this release of the corpus only contains English documents, although a small amount of Italian documents was uploaded in the game.
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Appendix

A  The previous release of the corpus

*Phrase Detectives* 2 consisted of a total of 542 documents containing 408K tokens and 108K markables from two main genres: Wikipedia articles and fiction from the Gutenberg collection. This version of the corpus was divided in two subsets. The subset referred to as PD\textsubscript{silver} consisted of 497 documents, for a total of 384K tokens and 101K markables, whose annotation was completed—i.e. 8 judgments per markable were collected, and 4 validations per interpretation—as of 12th of October 2018. In these documents, an aggregated (‘silver’) label obtained through MPA is also provided. 45 additional documents were also gold-annotated by two experts annotators. The subset of the corpus for which both gold and silver annotations are available was called PD\textsubscript{gold}, as it is intended to be used as test set.\footnote{PD\textsubscript{gold} is the dataset released in 2016 as *Phrase Detectives* corpus, Release 1 (Chamberlain et al., 2016).} The gold subset consists of a total of 23K tokens and 6K markables. The contents of the *Phrase Detectives* 2 corpus are summarized in Table 6.

| Docs | Tokens | Markables |
|------|--------|-----------|
| Gutenberg | 5 | 7536 | 1947 (1392) |
| Wikipedia | 35 | 15287 | 3957 (1355) |
| GNOME | 5 | 989 | 274 (96) |
| Subtotal | 45 | 23812 | 6178 (2843) |
| Gutenberg | 145 | 158739 | 41989 (26364) |
| Wikipedia | 350 | 218308 | 57678 (19444) |
| Other | 2 | 7294 | 2126 (1339) |
| Subtotal | 497 | 384341 | 101793 (47147) |
| All | Total | 542 | 408153 | 107971 (49990) |

Table 6: Summary of the contents of the 2019 release of the *Phrase Detectives* corpus. The numbers in parentheses indicate the total number of markables that are non-singletons.

B  Detailed Evaluation Results

This appendix section includes the detailed evaluation results for this paper. More specifically, Table 7 and Table 8 show the detailed scores for our experiments on predicted mentions (discussed in Section 6.2); Table 9 and Table 10 show the detailed scores of coreference and non-referring expressions for the domain specific training experiments set out in Section 6.4. Table 11 shows the detailed scores for the long/short documents experiments discussed in Section 6.5.

| Singletons | Train Data | MUC | BCUB | CEAFE | Avg. F1 |
|------------|------------|-----|------|-------|---------|
| Included   | PREVIOUS RELEASE | 83.2 | 60.6 | 70.1 | 73.9 | 72.4 | 54.8 | 62.9 | 59.7 | 67.5 | 63.4 | 65.5 |
|            | TRAIN COMPLETE | 83.1 | 62.1 | 71.1 | 74.7 | 54.5 | 63.0 | 62.4 | 66.2 | 64.3 | 66.1 |
|            | TRAIN FULL (original) | 84.2 | 58.6 | 69.1 | 76.0 | 52.5 | 62.1 | 60.2 | 66.8 | 63.4 | 64.9 |
|            | TRAIN FULL (with Coref) | 83.4 | 63.4 | 72.0 | 74.5 | 55.3 | 63.5 | 63.4 | 66.5 | 64.9 | 66.8 |
| Excluded   | PREVIOUS RELEASE | 83.2 | 60.6 | 70.1 | 72.4 | 36.6 | 48.6 | 52.8 | 34.9 | 42.0 | 53.6 |
|            | TRAIN COMPLETE | 83.1 | 62.1 | 71.1 | 71.6 | 37.6 | 49.3 | 53.6 | 36.8 | 43.6 | 54.7 |
|            | TRAIN FULL (original) | 84.2 | 58.6 | 69.1 | 73.4 | 33.4 | 46.0 | 55.1 | 36.1 | 43.7 | 52.9 |
|            | TRAIN FULL (with Coref) | 83.4 | 63.4 | 72.0 | 71.0 | 39.0 | 50.4 | 56.2 | 38.8 | 45.9 | 56.1 |
| SpanBERT-Large (Joshi et al.) | 89.0 | 65.5 | 75.5 | 79.7 | 43.2 | 56.0 | 60.9 | 41.4 | 49.2 | 60.2 |
| SpanBERT-Base (Joshi et al.) | 88.1 | 64.6 | 74.5 | 79.3 | 43.4 | 56.1 | 58.8 | 40.2 | 47.7 | 59.4 |

Table 7: The CoNLL scores for the Yu et al. (2020) and Joshi et al. (2020) systems trained on different training sets and tested on the TEST set in predicted mention setting.
### Table 8: Non-referring scores for Yu et al. (2020) system trained on different training sets and tested on the TEST set in predicted mention setting.

| Train data          | P   | R   | F1  |
|---------------------|-----|-----|-----|
| PREVIOUS RELEASE    | 73.8| 24.6| 36.8|
| TRAIN COMPLETE      | 71.1| 27.3| 39.4|
| TRAIN FULL (original) | 75.1| 23.3| 35.5|
| TRAIN FULL (with Coref) | 77.9| 27.0| 40.1|

### Table 9: The CoNLL scores for Yu et al. (2020) system trained on different training sets and tested on the TEST set of different domains in predicted mention setting.

| Singletons | Training Data          | MUC | BCUB | CEAFE | Avg. F1 |
|------------|------------------------|-----|------|-------|---------|
|            |                        | P   | R   | F1   | P   | R   | F1   | P   | R   | F1   | F1   |
|            |                        |     |     |      |     |     |      |     |     |      |      |
| Included   | **DOMAIN ONLY**        | 87.3| 75.2| 80.8 | 71.5| 57.6| 63.8 | 61.3| 73.4| 66.8 | 70.4 |
|            | **TRAIN FULL (with Coref)** | 87.6| 75.9| 81.3 | 73.2| 57.8| 64.6 | 65.0| 72.5| 68.5 | 71.5 |
| Excluded   | **DOMAIN ONLY**        | 87.3| 75.2| 80.8 | 70.2| 42.0| 52.5 | 56.3| 48.5| 52.1 | 61.8 |
|            | **TRAIN FULL (with Coref)** | 87.6| 75.9| 81.3 | 69.9| 42.7| 53.0 | 56.3| 48.2| 51.9 | 62.1 |

### Table 10: Non-referring scores for Yu et al. (2020) system trained on different training sets and tested on the TEST set of different domains in predicted mention setting.

|                  | Model          | MUC | BCUB | CEAFE | Avg. F1 |
|------------------|----------------|-----|------|-------|---------|
|                  |                | P   | R   | F1   | P   | R   | F1   | P   | R   | F1   | F1   |
|                  |                |     |     |      |     |     |      |     |     |      |      |
| Short Doc        | **LONGFORMER**  | 96.2| 61.5| 75.0 | 88.4| 45.9| 60.4 | 74.8| 34.7| 47.4 | 61.0 |
|                  | **ROBERTA**     | 96.3| 60.8| 74.5 | 89.3| 45.1| 59.9 | 71.1| 33.9| 45.9 | 60.1 |
| Long Doc         | **LONGFORMER**  | 94.2| 71.6| 81.3 | 77.6| 53.3| 63.1 | 73.2| 46.7| 57.0 | 67.2 |
|                  | **ROBERTA**     | 94.4| 71.1| 81.7 | 75.3| 49.4| 59.7 | 71.9| 43.8| 54.4 | 65.2 |
| All Doc          | **LONGFORMER**  | 94.9| 67.5| 78.9 | 81.6| 50.2| 62.2 | 73.8| 41.3| 52.9 | 64.7 |
|                  | **ROBERTA**     | 95.1| 66.9| 78.5 | 81.1| 47.6| 60.0 | 71.6| 39.3| 50.7 | 63.1 |

Table 11: The CoNLL scores for **LONGFORMER** and **ROBERTA** systems trained on **TRAIN FULL** and tested on the **TEST** set using gold mentions in a singleton excluded setting.