Deep progressive multi-scale attention for acoustic event classification
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Abstract— Convolutional neural network (CNN) is an indispensable building block for designing a state of the art system for acoustic event classification (AEC). By stacking multiple CNN layers, the model could explore long-range dependency of explored features in top layers with increasing of feature abstraction. However it is also possible that the discriminative features with short-range dependency which are distributed locally are smooth out in the final representation. In this paper, we propose a progressive multi-scale attention (MSA) model which explicitly integrates multi-scale features with short- and long-range dependency in feature extraction. Based on mathematic formulations, we revealed that the conventional residual CNN (ResCNN) model could be explained as a special case of the proposed MSA model, and the MSA model could use the ResCNN as a backbone with an attentive feature weighting in consecutive scales. The discriminative features in multi-scales are progressively propagated to top layers for the final representation. Therefore, the final representation encodes multi-scale features with local and global discriminative structures which are expected to improve the performance. We tested the proposed model on two AEC data corpora, one is for urban acoustic event classification task, the other is for acoustic event detection in smart car environments. Our results showed that the proposed MSA model effectively improved the performance on the current state-of-the-art deep learning algorithms.

I. INTRODUCTION

The task of acoustic event (or scene) classification (AEC) is to annotate given audio streams with their semantic categories. It is an important step for audio content analysis, audio information retrieval \cite{1, 2, 3}, and speech applications that integrate with automatic speech recognition (ASR). In ASR, acoustic and language models can be applied based on a clear hierarchical structure of speech (e.g., phone, syllable, word, etc.). However, acoustic events do not have phonelike or word-like units to connect low level acoustic features to high level semantic labels in modeling, successful model pipelines used in ASR are not suitable for AEC. Most of the conventional algorithms for AEC are based on a two-step process framework: feature extraction and classifier model design. In feature extraction, the idea of bag of frames (BoF) is often applied \cite{4, 5}. Based on the BoF, acoustic events are represented as a histogram distributions of basic frame features. In order to take long temporal information for event representation, the bag of acoustic word model (BoAW) has been proposed where the acoustic events are represented as a histogram distributions of basic temporal-frequency spectral patches or acoustic words \cite{6, 7}. Based on these representations, a Gaussian mixture model (GMM) or support vector machine (SVM) is designed for classification \cite{8, 9}. In order to take the temporal correlation between acoustic frames or words into consideration, the Hidden Markov Model (HMM) also has been proposed in modeling \cite{10}. In these conventional algorithms, feature extraction and classifier modelling are designed independently, and are not optimized in a joint learning framework.

With successful applications of supervised deep learning (SDL) frameworks in processing and recognition of image and speech, the SDL frameworks also have been applied in the AEC. The advantage of the SDL frameworks is that they can automatically learn discriminative features and classifiers in a joint learning framework. Many models with various types of network architectures have been proposed in the SDL frameworks. The convolutional neural network (CNN) model can explore temporal- and/or frequency-shift invariant features for AEC \cite{11, 12, 13}. The recurrent neural network (RNN) model can extract long temporal-context information in feature representation for classification. With long-short-term memory (LSTM) units \cite{14} or gated recurrent units (GRU) \cite{15}, the RNN can be efficiently trained for AEC. Models that combine the advantages of the CNN and RNN also have been proposed, e.g., convolutional recurrent neural network (CRNN) model, where the CNN is used to explore invariant features while the RNN is used to model the temporal structure in classification \cite{16, 17}.

Among these deep models, the CNN is an indispensable building block for designing a state of the art system. In a typical pipeline for AEC based on deep learning framework, multiple layers of CNNs are used for feature extraction. By stacking multiple CNN layers, hierarchical multi-scale features are explored. Features extracted from top layers encode long-range feature dependency since top layer convolutions correspond to large scales of receptive fields. Therefore, features in the final representation layer encode global and abstract features which are suitable for AEC. Although feature representations from top layers are robust or invariant to various of local variations, the local representations from bottom layers which are important in discriminating different acoustic events may be smoothed out in the final representations. Therefore, discriminative features from local regions should be efficiently propagated to the final representation for classification tasks. Based on this consideration, several classification models which integrate multi-scale features or multi-scale decisions scores have been proposed \cite{18, 19}. In most of their work, rather than utilizing the hierarchical scale features extracted
from stacked CNN layers, they used multi-scale spectral patches as input to stacked CNN layers to extract multi-scale features or multi-scale scores. In our opinion, it is not necessary to pass multi-scale spectral patches in the model repeatedly with redundant calculations which increases the computational complexity.

Besides taking advantage of integrating multi-scale hierarchical features for classification, attention modeling integrated in deep CNN (DCNN) models also have been proposed for AEC, for example, attention and localization based deep models [20], [21], [22], [23], attention pooling algorithm [24], [25], [26]. These studies were initially inspired by the success of attention model in machine translation and image processing [27], [28], [29]. However, most of their algorithms took either temporal attention or spatial attention to localize the important time or time-frequency regions, and pooling features along the temporal or frequency dimensions. The final feature representation which is used to the classifier is still based on features from the last convolutional block which is with a large size of receptive field. Several advantages of feature maps in deep neural networks have not been explored. For example, in a DCNN, the features are actually explored and represented in spatial (time-frequency), multi-channels (number of feature maps), and hierarchical structures (multi-scales), and these features represent different aspects of acoustic events.

In summary, semantic meanings of sound events may lay in different levels of abstractions, i.e., discriminative features of sound events are distributed in multi-scales with local and global dependency. In this paper, we propose a progressive multi-scale attention (MSA) model for AEC. The MSA model dynamically weights features in consecutive scales based on their importance, and aggregates multi-scale features for AEC. Although algorithms using multi-scale features and attentions have been proposed [30], [31], the multi-scale features were concatenated or as inputs to another network for discriminative feature extraction, in our model, the small scale features are progressively and adaptively propagated to top layers for discriminative feature extraction. In functional effect, our proposed MSA model is quite similar as the residual convolutional network (ResCNN) which progressively passes small scale features via skip connections from bottom to top layers [32], [33]. However, the ResCNN uses fixed and implicit scale feature weighting and their initial motivation with skip connections is to deal with the gradient vanish problem in training deep networks. In our MSA model, we explicitly use adaptive scale weighting for feature propagation from bottom to top layers, the final feature representation encodes local and global discriminative features with a wide range of scales which are expected to improve the performance for the AEC task. Our contributions are summarized as follows:

(1) We explicitly formulated the importance of features in consecutive scales from stacked CNN layers with an attention model, and adaptively propagate small-scale features to top layers. The final representation encodes discriminative features from a wide range of scales with consideration of their importance for AEC.

(2) We first time revealed the relationship between our MSA and ResCNN models based on mathematic formulations.

The ResCNN model can be regarded as a special case of implicit fixed scale feature propagation in feature extraction. In addition, based on the design of the scale attention function, temporal and spatial context-dependency can be taken into consideration. In this sense, conventional temporal and/or spatial attention models can be regarded as special cases of the proposed MSA model.

(3) We proposed a system for AEC based on the MSA model, and evaluated the performance of the system with exploring several factors which affect the performance.

The remainder of the paper is organized as follows. Section II introduces the proposed framework with attention models, and explains its connection to the ResCNN with mathematic formulations. Section III presents AEC experiments and results based on the proposed framework, and analyzes the contribution of the attention models in details. Discussion and conclusion are given in Section IV.

II. PROGRESSIVE SCALE ATTENTION FOR AEC

Since discriminative features of sound events are encoded in multi-scale patterns, we need to figure out two problems: (1) How to extract multi-scale features from acoustic signals; (2) how to weight and integrate these multi-scale features based on their importance for class discrimination. In this section, we first explain the multi-scale feature extraction in the DCNN, and then introduce our proposed MSA model, and the design of the AEC framework based on the MSA model.

A. Multi-scale feature representations in a deep convolutional network

Intuitively, the multi-scale patterns of acoustic events are distributed in various types of temporal-frequency patterns. Therefore, we define the temporal-frequency spectral patches as instances for acoustic events. Based on this definition, acoustic events can be described as bags of spectral patches. In addition, in order to take different size of instances in modelling, the bags can be composed of multi-scale of spectral patches. With this concept, we could explain the function of the DCNN based acoustic feature extraction as a process of multi-scale feature detections. For convenience of explanation of our proposed architecture, we first describe the formulations of the DCNN. The DCNN is composed of multiple processing blocks, and each block is consisted of an affine transform (convolution), nonlinear activation, and feature pooling as:

$$V^l = \text{Conv}(X^{l-1})$$
$$O^l = f_{\text{ReLU}}(V^l)$$
$$X^l = f_{\text{pool}}(O^l)$$

where $l$ is layer index, $\text{Conv}(\cdot)$ is a linear convolution process with 2-dimension (2D) kernels (convolution along both the time and frequency dimensions), $f_{\text{ReLU}}(\cdot)$ is a neural activation function (rectified linear unit (ReLU) is used in this study), and $f_{\text{pool}}(\cdot)$ is a max-pooling (MP) operation. The output of the $l$-th layer $X^l \in \mathbb{R}^{k_l \times F_l \times T_l}$ is a 3-dimension (3D) tensor, where $k_l$, $F_l$, $T_l$ are the number of CNN filters (or filter channels), dimensions of height and width of feature.
maps, respectively. Hierarchical feature structure corresponding to multi-scale spectral patches is encoded in these tensors. An explanation is shown in Fig. 1. In this figure, there are two layers of convolutional blocks (function modules) are defined as in Eq. 1. The first input layer “Scale 0” corresponds to the raw spectral space. The convolutional filters in each layer can be regarded as spectral patch detectors. Each “pixel” in the output space of convolutional blocks is a representation corresponding to different scales of spectral patch (with different sizes of receptive fields). For example, as shown in Fig. 1 each pixel in “Scale 1” or “Scale 2” is a representation of a 2 × 2 or 4 × 4 spectral patches corresponding to the original spectral space. These spectral patches can be regarded as instances for acoustic events, and classification frameworks based on bags of multiple instances could be applied. In most of the frameworks, an average feature representations obtained from the last top layer are used for classification [34], [35], [36], [37], [38], [39], [40]. It is possible that local small scale representations in other lower layers which encode class discriminative information are smoothed out. It is better to take advantage of rich representations in a DCNN model for class discrimination, i.e., propagating multi-scale representations from bottom to top layers for representation.

B. Scale attention in consecutive layers

In multi-layer CNNs, multi-scale features are extracted and propagated in consecutive layers, their importance can be measured by a scale attention model. A direct realization of this scale attention is to adaptively weight multi-scale features in consecutive layers as illustrated in Fig. 2. In this figure, the convolution block with “CNN (3 × 3) block”, each is composed of a linear convolutional operator and a nonlinear transform. The output of the layer with scale s + 1 has a larger receptive field than in the layer with scale s (output of the preceding layer). Each “pixel” in the layer with scale s + 1 can be regarded as a “smoothed” process from a “patch” (3 × 3) in the preceding layer with scale s. In order to keep discriminative structure in the consecutive layers, the output should be a weighted combination based on their importance (discrimination ability in classification tasks) from the two feature spaces. For convenience of illustration and explanation, we show the attentive weighting from the two consecutive scales only in one filter channel as in Fig. 2. In Fig. 2 the transform between the two consecutive scales s and s + 1 is defined as:

\[ x_i^{s+1} = h^{s,s+1}(x_i^s), \]  

where \( h^{s,s+1}(·) \) is the feature transform between scale s and scale s + 1. It is the transform function of the convolution block as showed in Fig. 2. In each “pixel” position, the attended output is represented as:

\[ \hat{x}_i^{s+1} = (1 - \alpha_i^{s,s+1}) \times_i^s + \alpha_i^{s,s+1} x_i^{s+1} \]  

where \( \alpha_i^{s,s+1} \) is the attention weight on the i-th position (in “pixel” level) between scale s and s + 1, and it is constrained as \( 0 \leq \alpha_i^{s,s+1} \leq 1 \). Eq. 3 shows that in two consecutive scales, the output in each position is a weighted summation based on their importance in the two scales. Eq. 3 is further cast to:

\[ x_i^{s+1} = x_i^s + \alpha_i^{s,s+1} (x_i^{s+1} - x_i^s) \]  

From Eq. 4 we can see that the term \((x_i^{s+1} - x_i^s)\) is exactly the same as the residual branch as used in Residual network (ResNet) [32], [33]. In the following, we illustrate our idea with a connection to the ResNet, which is one of the most widely used state-of-the-art model frameworks in deep learning.

C. Residual convolutional neural network (ResCNN)

The original purpose of using the ResNet architecture [32], [33] is to deal with gradient vanish problem when the deep network is optimized based on gradient back-propagation (BP) algorithms [41]. By using skip connections, the gradient which is used for model parameter updating can be efficiently back propagated to lower layers in a deep network. Therefore, model parameters for both top and bottom layers can be well trained. Besides the original motivation for the proposal of the ResNet, several studies have revealed that the benefit of ResNet is rather than making the training of a deep network efficient, it also can benefit to good model generalization due to the ensemble and stochastic depth properties of the model structure [42], [43]. When convolutional blocks are used in the ResNet, small scale features can be carried from bottom to top layers through skip connections. There are two types of ResNet blocks with convolution operators (ResCNN) as showed in Fig. 3 one is with identity connection (panel (a)), the other
is with convolutional connection to make the input and output compatible in feature dimensions (panel (b)). In this figure, the convolution block includes a batch normalization (BN) and a nonlinear activation function which are omitted for convenience of explanation. The transform in this ResCNN block is:

$$x^{s+1} = x^s + f^{s,s+1}_{\text{res}}(x^s),$$  \hspace{1cm} (5)$$

where $x^s$ is the input of the ResCNN block, and $x^{s+1}$ is the output, $f^{s,s+1}_{\text{res}}(\cdot)$ is a transform function of the residual branch.

D. Relationship between multi-scale attention and ResCNN

From Eq. 5 we can see that the ResCNN tries to learn the residual transform function as:

$$f^{s,s+1}_{\text{res}}(x^s) = x^{s+1} - x^s$$ \hspace{1cm} (6)$$

With substituting Eq. 6 in Eq. 4 we obtain the scale attention model as:

$$x^{s+1}_i = x^s_i + \alpha^{s,s+1}_i f^{s,s+1}_{\text{res}}(x^s_i)$$ \hspace{1cm} (7)$$

From this equation, we can see that the conventional ResCNN can be explained as one special case of the proposed multi-scale attention model with $\alpha^{s,s+1}_i = 1$, i.e., the conventional ResCNN is actually an implicit multi-scale feature processing by propagating small scale features through the skip connections. In the transform function of the residual branch, $f^{s,s+1}_{\text{res}}(\cdot)$ is with a $3 \times 3$ convolution operation, by directly adding features in scale $s$ to the output, the residual branch tries to learn more on large scale features in scale $s+1$. Based on this analysis, we assume that the benefit of using the ResCNN is to efficiently propagate multi-scale features in feature representation which helps to integrate local and global feature dependency for classification. Our multi-scale attention model can be implemented with the structure of ResCNN as a backbone by adding attention blocks on the residual branches (as shown in panel (b) of Fig. 4).

E. Design of the multi-scale attention function as a feed forward attention network

There are many strategies for the estimation of the attention weight $\alpha^{s,s+1}_i$ as used in Eq. 7 for example, feed forward attention, feed-back attention, and local and global attentions [27], [28], [45]. In our study, as a general form, a feed forward attention network is designed. The position-wise attention weight for features between scales $s$ and $s+1$ is defined as:

$$\alpha^{s,s+1}_i = \sigma \left( f^{s,s+1}_{\text{att}}(x^s_i, \text{context}(x^s_i), W^{s,s+1}_{\text{att}}) \right)$$ \hspace{1cm} (8)$$

In this equation, $f^{s,s+1}_{\text{att}}(\cdot)$ is a network function takes $x^s_i$ and its context $\text{context}(x^s_i)$ as inputs, $W^{s,s+1}_{\text{att}}$ is the attention network parameters. In our study, $f^{s,s+1}_{\text{att}}(\cdot)$ is implemented as a convolutional neural network, the context information of $x^s_i$ can be easily integrated via convolutional operators. $\sigma(\cdot)$ is the logistic sigmoid function to constrain the attention value in the range $[0,1]$. Considering the different scale resolution in attention weighting, two types of implementations are proposed, one is that the attention net keeps the same resolution as that of the residual branch (in panel (a) of Fig. 5), the other is that the attention network is with down- and up-sampling (in panel (b) of Fig. 5). In our experiments, we will investigate different down- and up-sampling methods. From Eq. 8 we can see that the scale attention in our proposal is an adaptive weighting process depending on current input and its context. It is different from ResCNN which uses a fixed scale feature summation in consecutive scales. In addition, this scale attention actually is a general and unified form of attention modeling since temporal and spatial information can be integrated in the calculation as context information.

F. The proposed framework for AEC based on multi-scale attention model

With the prepared definitions and explanations in sections II-B, II-C, II-D and II-E we propose a computational framework as shown in Fig. 6. This framework follows the state
of the art pipeline for AEC tasks where invariant feature extraction and temporal context integration are modeled with CNN and RNN [16], [17], respectively. There are two modules involved in the framework, one is concerned with hierarchical scale feature process, the other is related to temporal integration and score aggregation process. The feature process blocks in the first module can be realized by CNN blocks, Residual CNN blocks, or our proposed scale attention blocks. The explored features are aggregated to give classification scores in the final stage with a pooling operation. The design of the two modules are introduced in details in the following subsections.

1) Implementation of scale attention block: Based on our analysis, the scale attention can be formulated as a position-wise attention on residual branch where the ResCNN is used as a backbone. The implementation of the scale attention block is showed in Fig. 7. By stacking several scale attention blocks in feature process module (Fig. 6), we can obtain the refined multi-scale feature representation of spectral patches which will be used in the next stage for AEC.

Fig. 7. Implementation of scale attention block.

2) Temporal integration and score aggregation: After obtaining importance weighted features from the multi-scale attention model, the temporal integration and score aggregation module is designed as shown in Fig. 8 In this figure, the input $\mathbf{Z} = [\mathbf{z}_1, \mathbf{z}_2, ..., \mathbf{z}_{T_L}] \in \mathbb{R}^{k_L \times T_L}$ is the representation processed by the feature process module ($\mathbf{x}_{fut}^0$), the output of the last feature extraction module from (a) of Fig. 6 with an average pooling along frequency axis (as operator $\phi_{pool_{max}}$ in the figure). A bi-directional recurrent network (BGRU units are used) is applied to further process the sequence. A full connected (FC) layer with softmax activation is stacked in each output of the BGRU process. The output is a probability vector. The process in this block is formulated as follows:

$$\tilde{\mathbf{Z}} = \text{BGRU}(\mathbf{Z}) = [\tilde{\mathbf{z}}_1, \tilde{\mathbf{z}}_2, ..., \tilde{\mathbf{z}}_{T_L}] \in \mathbb{R}^{k_L \times T_L}$$

$$\mathbf{o}_i = \mathbf{W}_{cls} \tilde{\mathbf{z}}_i + \mathbf{b}_{cls} \in \mathbb{R}^c$$

$$p_{i,j} = \frac{\exp(o_{i,j})}{\sum_j \exp(o_{i,j})}$$

$$\mathbf{p}_i = [p_{i,1}, p_{i,2}, ..., p_{i,c}] \in \mathbb{R}^c$$

$$\mathbf{P} = [\mathbf{p}_1, \mathbf{p}_2, ..., \mathbf{p}_{T_L}] \in \mathbb{R}^{c \times T_L}$$

$$\hat{\mathbf{p}} = f_{aggregation}(\mathbf{P}) \in \mathbb{R}^c$$

where $\mathbf{W}_{cls}$ and $\mathbf{b}_{cls}$ are the weight matrix and bias of the FC layer, respectively, $\mathbf{o}_i$ is the output of the $i$-th step from the BGRU layer, $c$ is the number of classes. The final bag-level probability vector is obtained with an aggregation function $f_{aggregation}(\cdot)$. In this paper, an average pooling is used as the aggregation function.

Suppose the estimated class probability vector is a function of input acoustic spectrum and neural network parameters as $\hat{\mathbf{p}}_m = \hat{\mathbf{p}}_m(\mathbf{x}_{m}; \Theta)$ (estimated from Eq. 9), where $\mathbf{x}_{m}^0$ is an input acoustic sample (raw input spectrum at scale 0), $m$ is the sample index as $m = 1, 2, ..., N$ ($N$ is the total number of samples), $\Theta$ is the network parameter set vector. The learning is based on minimizing a loss function defined as the cross-entropy (CE) of the predicted and true targets as:

$$L_{CE} = -\frac{1}{N} \sum_{m=1}^{N} y^\prime_m \log \hat{\mathbf{p}}_m (\mathbf{x}_{m}^0; \Theta),$$

where $y^\prime_m$ is the transpose of the true target label vector $\mathbf{y}_k$.

In most studies, a parameter $L_{2}$ regularization ($\|\cdot\|_2^2$) defined as in Eq. (11) is added in the objective function with a trade-off weighting coefficient.

$$L_{2\text{-reg}} (\Theta) = \|\Theta\|_2^2.$$  

G. A further discussion on the implementation of the attention network

In subsections [16] and [17] we have explained the scale attention as a position-wise attention on the residual branch. In this subsection, we further look into its design details with regard to the temporal and spatial attentions in feature weighting. Intuitively, as a sequential perception problem, the perception importance can be allocated to some temporal
frames or segments, i.e., the attention variable is an 1D time-dependent variable. But in this study, we defined acoustic event patterns as representations of temporal-frequency patches. Therefore, the output of the attention function could be a 2D spatial-dependent variable. Furthermore, in the 2D CNN framework, the output of each layer is a 3D tensor, e.g., the \( l \)-th layer output \( X^l \in \mathbb{R}^{k \times F \times T} \) is with a feature channel index besides the two spatial dimensions. In this situation, the CNN filters are regarded as 2D instance detectors, and each feature channel can be associated with a 2D attention weight matrix. In this sense, output of the attention model should be a 3D channel-spatial-dependent variable. Theoretically, 1D (time) attention model can be regarded as a special case of a 2D (spatial) attention model with an average along the frequency dimension, while 2D attention model is a special case of a 3D (channel-spatial) attention model with an average along the channel dimension. Although models with high representation capacity should outperform those with low representation capacity, in real applications, we need to consider the effect of model complexity. In the followings, we show how to estimate the attention functions for each of these situations.

We suppose that an acoustic event is finally represented as a 3D tensor \( X^{3D} \in \mathbb{R}^{k \times F \times T} \) where \( k, F, T \) are the channel index, two spatial dimensions of height and width, respectively. In each channel (corresponding to index \( k \)), there is an attention matrix to weight each “pixel”. For a 3D attention model, i.e., cross-channel spatial attention model (CC\_SAM\_3D) as shown in Fig. 2, the attention map function for the \( i \)-th channel is designed as:

\[
A_i = \sigma (F_{\text{att}_n e t} \circ (\phi)),
\]

where \( A_i \in \mathbb{R}^{F \times T} \) is a 2D attention matrix (the consecutive scale indexes are omitted for easy explanation), \( F_{\text{att}_n e t} \circ (\phi) \) is an attention network transform (before sigmoid activation) for the \( i \)-th channel. Apparently, in the 3D attention model, it is possible that different filter channels might pay attention to the same local features of spectral patches. In order to constrain the output of each filter channel to focus on different local features, an attention map orthogonality constraint is added in optimization. Correspondingly, the attention orthogonality loss function is defined as:

\[
L_{\text{ortho}_{\text{reg}}} = \| M' M \otimes (I - I) \|_F^2,
\]

where \( \otimes \) is an element-wise multiply operator, \( \| \cdot \|_F^2 \) is the Frobenius norm, \( M' \) is the transpose of \( M \), while \( M \) is a square matrix, where each column is the flattened attention matrix of a filter channel \( A_i \), 1 is an all one square matrix, \( I \) is an identity matrix. The loss defined in Eq. (13) is an orthogonal constraint of the attention, i.e., each filter channel tries to catch uncorrelated attention components. The final optimization is based on minimizing the following objective function:

\[
L_{\text{net}} = L_{\text{CE}} + \frac{\lambda_1}{2} L_{\text{12-reg}} (\theta) + \frac{\lambda_2}{2} L_{\text{ortho-reg}},
\]

where \( L_{\text{12-reg}} (\theta) \) is defined as in Eq. (11) \( \lambda_1 \) and \( \lambda_2 \) are two regularization parameters. Based on this 3D attention model, special cases of attention models can be obtained as follows.

1) Channel-wise spatial attention model: Different from the cross-channel spatial attention model, a channel-wise 2D spatial attention matrix (pseudo 3D which is denoted as CW\_SAM\_2.5D in this paper) is estimated independently for each feature channel. There are two types of designs considering whether their model parameters are shared or not. The design is showed in Fig. 10 In this figure, there is no cross connections between different feature channels in attention network design. With different input from each channel, different attention map for each channel can be obtained.

2) Spatial attention model: As acoustic event patterns are encoded in time-frequency spectral patches, a 2D spatial attention model (SAM\_2D) could be applied naturally. In addition, different from the pseudo 3D attention model, all channels share the same one attention matrix. The design is showed in Fig. 11 In this design, each spectral patch extracted from spatial location \((i, t)\) (as a “pixel” in the output space of the CNN layer) is represented as \( X(i, t) \in \mathbb{R}^{F \times T} \) (for an input acoustic signal). It is represented as a collection of representations across all filter channels. If spatial context are taken into consideration, concatenation of features from spatial context are applied.

3) Temporal attention model: As a temporal sequence, spectral patches share the same importance if they are extracted from the same time stamp in the original spectral space. This is the most intuitive application of attention model in AEC. In the design, based on the CC\_SAM\_3D, CW\_SAM\_2.5D, and SAM\_2D attention models, in each temporal location, we obtain a temporal attention weight

Fig. 9. Cross-channel spatial attention model (CC\_SAM\_3D).

Fig. 10. Channel-wise spatial attention model (CW\_SAM\_2.5D).
by an average along the frequency dimension. Correspondingly, there are many types of designs for temporal attention model, for example, cross-channel temporal attention model (CC_TAM_1D), channel-wise temporal attention model (CW_TAM_1D), and one temporal attention map model (TAM_1D) shared by all channels. In this paper, only the TAM_1D is given.

The attention function can be implemented as a full connected (FC) neural network or a local-connected (LC) convolutional neural network. Due to the flexibility of the convolutional neural network, in this study, LC based convolutional neural network was implemented for attention network models. In attention model with independency assumption for spectral patches, $1 \times 1$ convolution kernel is used. And with independency assumption, the kernel size is set with a given spatial neighborhood size ($3 \times 3$ neighborhood size is used in this study), i.e., the attention for one patch is estimated based on the patches surrounding the focused patch in spatial locations.

From the analysis above, we can see that most studies using attention models for AEC, for example, the temporal attention model or multiple instance attention model [20], [22], [25], [24], their algorithms can be regarded as a special case of our scale attention model. To the best of our knowledge, we are the first to reveal the relationship between scale attention model and residual CNN, and generalize the multi-scale attention model for AEC.

III. EXPERIMENTS

Two data corpora are adopted to test the proposed framework, one is the UrbanSound8K corpus for acoustic event and scene classification [11], [46], and the other is the task 4 data set of DCASE 2017 (DCASE2017_T4) for large scale weak supervised acoustic event detection in smart car environments [48]. The UrbanSound8K consists of 8732 sound clips (less than 4 seconds) of 10 classes labeled on clip-level as: air conditioner (AC), car horn (horn), playing children (child), dog bark (dog), drilling (drill), engine idling (engine), gun shot (gun), jackhammer (hammer), siren, street music (music). All sounds were organized into 10 folds. In our study, each of the 10 folds is selected alternatively as the test set, and the remaining 9 folds as training and validation sets (validation set is selected from one of the 9 folds with the remaining as training set alternatively following [11]). The final evaluation is based on an average performance on the 10 test fold sets. Since the sounds were recorded and collected from crowd-sources, and labels were given only on clip-level without accurate start and ending time stamps, classification of these sounds is difficult and realistic. The DCASE2017_T4 data set is a subset of Google Audioset [47]. It consists of 17 types of sound events that occur in car or vehicle environments. Each sample is collected as a clip with duration around or less than 10 seconds. In total, there are 51172 clips for training, 488 clips for testing (used as validation set for selecting good models for the final evaluation), and 1103 clips for final evaluation [48]. As a weak-label classification task, only tag label information on clip-level is applied. In our study, we first take the UrbanSound8K corpus for detailed analysis and model comparisons since many studies carried out research work based on deep architectures to test their algorithms on this data set [11], [12], [46], and then we carry out experiments on the DCASE2017_T4 corpus to further verify the proposed framework.

A. Implementation details

The raw input feature to the model is log compressed Mel-spectrogram (MSP). In the MSP extraction, all sounds were down-sampled with a 16 kHz sampling rate. 512-point windowed FFT with 256-point shift was used for frame-based power spectrum extraction, and 60 Mel filter bands were used for the MSP representation. As our models take spectral patches in convolution for feature processing, a 2D MSP feature matrix for each event clip was used as input to the models.

Many models based on deep learning algorithms have been proposed to improve the performance for AEC tasks [11], [12], [49], [50], [51]. Among these models, the DCNN based models perform consistently well due to their strong power in temporal-frequency invariant feature extraction. With incorporation of temporal context modeling by an RNN layer (with either LSTM or GRU units), the CRNN always gives the state-of-the-art performance in most studies related to audio classification and detection [16], [17]. In our study, as a baseline model, we implemented the deep CRNN (DCRNN) model for comparisons. In addition, as an implicit multi-scale feature integration model, the ResCNN based model is also implemented. With the ResCNN as our backbone model, our scale attention models were built. Besides various selection of model architectures, many methods or techniques could be applied to improve the AEC performance, for example, data augmentation, optimization algorithms, transfer learning, cross-modal learning, or rover of many sub-systems. However, comparing the results with different methods sometimes are not fair or could not help to understand the problems inside since we need a lot of tricks to tune a model from many aspects. In our study, with a very typical architecture and learning algorithm, we only focus on whether integrating multi-scale attention model could improve the discriminative
feature extraction for improving the performance or not. For a fair comparison, all processing procedures follow the same pipeline as shown in Fig. 6. For testing different models, only the feature process blocks are replaced as plug and play. In the CNN blocks for local feature extraction, each block includes one linear CNN layer (with 256 of 3*3 filter kernels) followed by a BN operation (for improving convergence speed and model generalization), a nonlinear activation (ReLU was used in this study), and a max-pooling operation (with strides of 2*2) (as defined in Eq. 1). After feature extraction in the DCNN, a bi-directional RNN layer is applied on the output of the last CNN block for temporal context modelling, then followed by a fully connected layer and softmax layer for classification. In the RNN layer, 128 GRU nodes (to obtain 256-dimensional event feature vectors) were used (as shown in Fig. 8). In implementation of the ResCNN, the identity residual block showed in (a) of Fig. 3 is used. In the residual block, except the last CNN block, each CNN block is with a linear CNN layer, BN operation, and ReLU activation. The last CNN block is only with linear CNN layer, and the BN and nonlinear activation are applied after the identity addition. Moreover, in each residual block, the output dimension is 256, and bottleneck compression ratio as 4. Our scale attention model applied the ResCNN as a backbone with a modification and bottleneck compression ratio as 4. Our scale attention and nonlinear activation are applied after the identity addition. A mini-batch size 32 was set, and a stochastic optimization Adam algorithm with a learning rate 0.001 was applied [52] in model optimization learning.

B. Experiments on UrburnSound8K corpus

Before carrying out experiments for final evaluations, we first did experiments on the UrbanSound8K corpus to confirm several factors that affect the performance.

1) Baseline models: In order to select good baseline models, we have tried several configurations of “DCRNN” with different layers of CNN blocks, the results are shown in table I. The results in this table are classification accuracies and their standard deviations summarized on the 10 test folds. From this table, comparing the results on the test set, we can see that model with one convolutional block does not have enough model capacity which results in under fitting. With increasing of CNN processing blocks, the performance is consistently improved. However, adding more convolutional blocks beyond three has no further benefit on this AEC task. Comparing other studies on this data corpus, for example, the DCNN models in [12], the “DCRNN” model with three feature processing blocks is a reasonable baseline model.

In the baseline models with different layers of CNN blocks, their features for acoustic events discrimination can be regarded as from different scales. For a detailed analysis, we show the confusion matrix of acoustic events based on models with two and three CNN blocks in Fig. 12. From this confusion matrix, we can see that although the total performance with three CNN blocks (panel (b)) is improved on that of with two CNN blocks (panel (a)), the improvement is with the cost of performance degradation on some specific event categories. For example, as shown in Fig. 12 the accuracies of recognizing events “AC”, “hammer”, “engine”, and “drill” are decreased (from panel (b) to panel (a)). Moreover, although the confusion from “horn” to “music” is reduced when features are represented in a large scale, the confusion from “AC” to “music” is increased. For a further investigation, we showed the performance changes when number of layers of CNN blocks are changed in table III. In this table, the columns with

| Methods       | Valid | Test |
|---------------|-------|------|
| DCRNN (1 CNN block) | 72.1 (4.95) | 72.1 (4.95) |
| DCRNN (2 CNN blocks) | 74.8 (4.60) | 74.8 (4.60) |
| DCRNN (3 CNN blocks) | 75.1 (5.54) | 75.1 (5.54) |
| DCRNN (4 CNN blocks) | 75.1 (5.54) | 75.1 (5.54) |
| PizakCNN [11] | - | 73.7 (+) |
| SB-CNN [11] | - | 73.0 (+) |

“Corrected”, “Degraded”, and “Kept” are defined as:

Corrected (M1 ⇒ M2) = \# \{(Wrong[M1]) ∩ (Correct[M2])\}/\#Total

Degraded (M1 ⇒ M2) = \# \{(Correct[M1]) ∩ (Wrong[M2])\}/\#Total

Kept (M1 ⇒ M2) = \# \{(Correct[M1]) ∩ (Correct[M2])\}/\#Total

In this definition, \# \{(Wrong[M1]) ∩ (Correct[M2])\} means number of samples of correctly predicted by model M2 while wrongly predicted by model M1. Other definitions follow the similar meanings. Based on these definitions, we can know, when number of CNN layers are changed (e.g., from model M1 to model M2), how many percentage of clips are corrected, degraded and kept during recognition. From table III, we can see that in the baseline model, with increasing the number of CNN blocks, there is a tendency that the number of corrected clips is larger than that of degraded clips in recognition.

| Layers | Corrected | Degraded | Kept |
|--------|-----------|----------|------|
| 1 ⇒ 2  | 10.9      | 7.5      | 4.4  |
| 2 ⇒ 3  | 7.4       | 6.1      | 5.5  |
| 3 ⇒ 4  | 63.9      | 68.7     | 70.7 |

TABLE II

| Layers | Corrected | Degraded | Kept |
|--------|-----------|----------|------|
| 1 ⇒ 2  | 10.9      | 7.5      | 4.4  |
| 2 ⇒ 3  | 7.4       | 6.1      | 5.5  |
| 3 ⇒ 4  | 63.9      | 68.7     | 70.7 |

In this definition, \# \{(Wrong[M1]) ∩ (Correct[M2])\} means number of samples of correctly predicted by model M2 while wrongly predicted by model M1. Other definitions follow the similar meanings. Based on these definitions, we can know, when number of CNN layers are changed (e.g., from model M1 to model M2), how many percentage of clips are corrected, degraded and kept during recognition. From table III, we can see that in the baseline model, with increasing the number of CNN blocks, there is a tendency that the number of corrected clips is larger than that of degraded clips in recognition.
However, the tendency is reverse when model changes from with three CNN blocks to four blocks. In summary, most convention models by stacking several CNN layers try to find an optimal scale of feature representation based on which number of corrected patterns is larger than that of degraded patterns.

2) ResCNN and scale attention models: In this subsection, we test the performance of the ResCNN model and our scale attention models in which the ResCNN is used as a backbone. In all these models, three feature processing blocks are adopted based on the initial analysis of baseline models. According to the same processing pipeline in Fig. 6, we replace the CNN blocks with residual CNN blocks and scale attention CNN blocks in feature processing module. In a common usage of ResNet [32], [33], the number of neural nodes is increased from bottom to top layers, for example, the output nodes for residual blocks can be arranged as 64-256-512 in a ResNet with three residual blocks. However, as our empirical experiments showed that a plain usage of residual blocks with 256-256-256 obtained a little bit better results. Moreover, for a fair and consistent comparison with using CNN blocks for feature extraction, in our implementations, only the identity convolutional blocks were used. Our scale attention model also follows the same configuration based on the ResCNN, and attention map orthogonal regularization \( \lambda_2 = 0.1 \) (based on our empirical experiments in section II-C). In addition, in the implementation of the scale attention model, according to Fig. 5, attention networks without and with down-up sampling are designed. Three down sampling methods are examined, i.e., CNN stride convolution, average-pooling, and max-pooling. All of these down samplings are with strides 2 by 2. The bilinear interpolation was used in up-sampling. The performance with these models are shown in table III.

| Methods                     | Valid   | Test    |
|-----------------------------|---------|---------|
| ResCNN                      | 80.5 (5.56) | 77.5 (5.69) |
| CC_SAM_2D (No sampling)     | 81.9 (5.75) | 79.0 (6.01) |
| CC_SAM_3D (CNN down-up)     | 81.7 (4.76) | 79.2 (4.34) |
| CC_SAM_3D (AP down-up)      | 81.3 (5.34) | 78.8 (5.63) |
| CC_SAM_3D (MP down-up)      | 81.9 (5.19) | 79.4 (6.29) |

Comparing the results in tables II and III, we can see that the ResCNN significantly improved the performance compared with the model using CNN blocks without scale feature skip connections. Our scale attention models improved the performance on the ResCNN model. Moreover, attention models with down-up sampling improved the performance a little bit except with average-pooling based down sampling method. Based on these results, in later experiments and analysis, all scale attention models are implemented with the max-pooling based down sampling method.

As we discussed in section II-G with different definitions of attention, the 3D attention model can be generalized to pseudo 3D (channel-wise), 2D (spatial), and 1D (temporal) attention models with decreasing of model complexity. The results are showed in table IV. From the results we can see that applying different attention map for each feature channel is better than applying the same attention map to all feature channels. In case of channel-wise attention model CW_SAM_2.5D (implemented as depth-wise convolution [31]), there is a little decrease of the performance compared with the cross-channel attention model (3D), while the decrease is large when model parameters are shared in CW_SAM_2.5D (shared). Moreover, comparing results with CW_SAM_2.5D, SAM_2D and TAM_1D, we can conclude that both channel and spatial factors should be taken into considerations in attention weight estimation.

C. Effect of orthogonal regularization in attention map estimation

In estimation of attention maps for multi-channels, we added an orthogonal regularization in order to push the attention to focus on different discriminative features in learning. With variation of the regularization parameter \( \lambda_2 \), we carried out experiments to examine its effect. The results are showed in table V. From these results, we can see that adding orthogonal regularization for cross-channel attention map estimation is important for improving the performance. And setting \( \lambda_2 = 0.1 \) could obtain the best performance among the tried regularization parameters. These results also confirmed that constraining attention maps to focus on different features (channels) could help for improving discriminative feature extraction.

| \( \lambda_2 \) | Valid   | Test    |
|----------------|---------|---------|
| 0.0001         | 81.9 (5.86) | 78.1 (5.10) |
| 0.001          | 81.7 (5.75) | 78.9 (6.10) |
| 0.01           | 81.6 (5.70) | 79.0 (5.49) |
| 0.1            | 81.7 (5.19) | 79.4 (6.29) |
| 1              | 81.4 (4.86) | 79.0 (5.26) |
| 5              | 81.0 (5.82) | 78.4 (5.65) |

orthogonal regularization for cross-channel attention map estimation is important for improving the performance. And setting \( \lambda_2 = 0.1 \) could obtain the best performance among the tried regularization parameters. These results also confirmed that constraining attention maps to focus on different features (channels) could help for improving discriminative feature extraction.

D. Model complexity

In order to check complexity for different models, we showed the parameter size of each model in table VI. Checking the results in tables II and III with reference to the number of model parameter size, we can see that skip connections for propagating multi-scale features to top layers is important. Increasing model capacity does not always increase model...
TABLE VI
NUMBERS OF MODEL PARAMETERS (M: MILLIONS)

| Models                        | number of parameters |
|-------------------------------|----------------------|
| DCRNN (3 CNN blocks)         | 1.364 M              |
| DCRNN (4 CNN blocks)         | 3.075 M              |
| ResCNN                       | 0.510 M              |
| CC_SAM_3D                    | 1.692 M              |
| CW_SAM_2.5D (shared)         | 0.518 M              |
| SAM_2D                       | 0.515 M              |
| TAM_2D                       | 0.512 M              |

performance, but increases the performance significantly if the model is with scale attention modeling. This confirms that the performance improvement is due to the good model structure with attention models.

E. Experiments on DCASE2017-T4 corpus

In this section, we carried out experiments on DCASE2017-T4 data set, and focused on acoustic event tagging task (task A). Different from experiments on UrburnSound8K corpus, recall, precision, and F1 values are used as evaluation metrics which is defined in [48]. Based on the analysis of experimental settings for UrburnSound8K corpus, as well as with reference to models build in [23] (top-1 model on task A of DCASE2017_T4 data set), we made a little modification on the pipeline of framework in Fig. 6. Two BGRU layers were applied instead of one BGRU layer as used in UrburnSound8K corpus. In addition, in implementation of the ResCNN, we tried models with several residual blocks. The results are showed in table VII. From this table, we can see that propagating multi-scale features with skip connections is important in discriminative feature extraction. The proposed scale attention model with the ResCNN as a backbone further improved the performance and obtained state of the art results.

TABLE VII
PERFORMANCE WITH SCALE ATTENTION MODELS ON DCASE2017-T4 CORPUS

| Data-set  | Precision | Recall | F1   |
|-----------|-----------|--------|------|
| Dev-set   |           |        |      |
| DCASE2017 Baseline [48] | 7.8 | 7.5 | 10.9 |
| Gated_CRNN_LogMel [23] | 53.8 | 60.1 | 56.7 |
| Gated_CRNN_MFCC [23] | 51.7 | 52.5 | 52.1 |
| ResCNN (2 Blocks) | 52.0 | 56.4 | 54.1 |
| ResCNN (3 Blocks) | 54.2 | 57.3 | 55.7 |
| ResCNN (4 Blocks) | 53.7 | 60.2 | 56.8 |
| CC_SAM_3D (3 Blocks) | 56.7 | 60.1 | 58.3 |
| Eval-set  |           |        |      |
| DCASE2017 Baseline [48] | 15.0 | 23.1 | 18.2 |
| Gated_CRNN_LogMel [23] | 58.9 | 50.2 | 54.2 |
| Gated_CRNN_MFCC [23] | 51.7 | 52.5 | 52.1 |
| ResCNN (2 Blocks) | 54.1 | 58.3 | 56.1 |
| ResCNN (3 Blocks) | 58.0 | 60.7 | 59.3 |
| ResCNN (4 Blocks) | 56.2 | 62.1 | 59.0 |
| CC_SAM_3D (3 Blocks) | 58.1 | 62.9 | 60.4 |

IV. DISCUSSION AND CONCLUSION

The CNN is widely used as a feature processing block for robust and invariant feature extraction in AEC. With a preliminary analysis of the DCNN based model for AEC, we showed that conventional classification models actually are based on features from a certain large scale space where representations from such a scale space are suitable for improving discrimination of most acoustic patterns with the cost of degradation for some other acoustic patterns. It is better to explore multi-scale discriminative features from a wide range of scales. Although a direct link to multi-scale audio process is based on multi-scale time-frequency resolutions as used in [54], [55], the concept of multi-scale used in our paper is different. The multi-scale in this paper refers to multi-scale of spectral patches processed in a DCNN model. As acoustic event patterns are encoded in spectral patches, it is quite suitable for CNN to explore discriminative features from different size of spectral patches for AEC. By stacking multiple layers of CNNs in feature extraction, multi-scale features corresponding to multi-scale spectral patches are obtained. Different from conventional usage of the DCNN based model for AEC, we proposed a scale attention model for efficient propagation of multi-scale features from bottom to top layers. With an attentive weighting of features in consecutive layers, we could propagate discriminative features from different scales to the final feature representation. With formulations (Eqs. (4), (5), (6), (7)), we derived that the proposed multi-scale attention can be regarded as a scale attention on the residual block of the ResCNN. The conventional ResCNN can be regarded as a special case of the proposed multi-scale attention model. In addition, in the calculation of the attention weights, either temporal or spatial context information could be combined to estimate the attention weights. In this sense, the proposed multi-scale attention model can be regarded as a generalized attention model of either temporal or spatial attention model.

We carried out experiments to test the proposed framework based on scale attention model, and confirmed that adaptively incorporating multi-scale features with attention progressively performs better than only using a fixed scale propagation in feature extraction (as used in ResCNN). Moreover, as our experiments show that explicitly incorporating spatial attention performs better than incorporating only temporal attention, and weighting differently for each feature channel performs better than using the same attention to all feature channels. However, incorporating more feature information with large increase of model parameter size sometimes does not necessarily improve the performance. How to explicitly incorporate much more information with little increase of model parameter size is one of our future work. Moreover, we will further investigate the effective factors involved in the design of the multi-scale attention blocks, for example, how to design the residual branch as showed in panel (b) of Fig. 3 how to include context information either with local or global attentions remains as another one of our future work.
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