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Abstract

In this paper, we present a new bottom-up one-stage method for whole-body pose estimation, which we call “hierarchical point regression,” or HPRNet for short. In standard body pose estimation, the locations of ~17 major joints on the human body are estimated. Differently, in whole-body pose estimation, the locations of fine-grained keypoints (68 on face, 21 on each hand and 3 on each foot) are estimated as well, which creates a scale variance problem that needs to be addressed. To handle the scale variance among different body parts, we build a hierarchical point representation of body parts and jointly regress them. The relative locations of fine-grained keypoints in each part (e.g. face) are regressed in reference to the center of that part, whose location itself is estimated relative to the person center. In addition, unlike the existing two-stage methods, our method predicts whole-body pose in a constant time independent of the number of people in an image. On the COCO WholeBody dataset, HPRNet significantly outperforms all previous bottom-up methods on the keypoint detection of all whole-body parts (i.e. body, foot, face and hand); it also achieves state-of-the-art results on face (75.4 AP) and hand (50.4 AP) keypoint detection. Code and models are available at

https://github.com/nerminsamet/HPRNet

1. Introduction

As a challenging computer vision task, human pose estimation aims to localize human body keypoints in images and videos. Human pose estimation has an important role in several vision tasks and applications such as action recognition [12, 32, 56, 18, 35], human mesh recovery [9, 30, 22, 26], augmented/virtual reality [10, 14, 55], animation and gaming [2, 13, 3, 29]. Unlike the standard human pose estimation task, whole-body pose estimation aims to detect face, hand and foot keypoints in addition to the standard human body keypoints. The challenge in this problem is the extreme scale variance or imbalance among different whole-body parts. For example, the relatively small scale of face and hand keypoints make accurate localization of face and hand keypoints more difficult compared to the standard body keypoints such as elbow, knee and hip. Direct application of existing human pose estimation methods do not yield satisfactory results due to this scale variance problem.

Even though human pose estimation has been well studied for the past few decades, the whole-body pose estimation task has not been sufficiently explored, mainly due to the lack of large-scale fully annotated whole-body keypoint datasets. The previous few methods [6, 17], trained several deep networks separately on different face, hand and body datasets, and ensemble them during inference. These methods suffer from issues arising from datasets’ biases, variations of illumination, pose and scales, and complex training and inference pipelines.

Recently, in order to address the missing benchmark issue, Jin et al. [25] introduced a novel dataset for whole-body pose estimation, called COCO WholeBody. COCO WholeBody extends COCO keypoints dataset [34] by further annotating face, hand and foot keypoints. In addition to the standard, 17 human body keypoints from the COCO keypoints dataset; 68 facial landmarks, 42 hand keypoints and 6 foot keypoints are annotated (Figure 1). Along with these 133 whole-body keypoint annotations, the dataset also has face and hand bounding box annotations that were automatically computed from the extreme keypoints of the corresponding part. They also proposed a strong baseline, called ZoomNet, which has set the state of the art. ZoomNet is a top-down, two-stage method based on the human pose estimation model HRNet [50]. Given an image, ZoomNet first detects person instances using the FasterRCNN [45] person detector, then it predicts 17 body and 6 foot keypoints using a CNN model. Later, to overcome the scale variance between whole-body parts, ZoomNet crops the hand and face areas that it detected and transforms them to higher resolu-
tions using separate CNNs to further perform face and hand keypoint estimation.

There are two main approaches for human pose and whole-body pose estimation: bottom-up [7, 38, 36, 37, 28, 41, 4, 44, 17, 19, 20, 21, 23, 24] and top-down [8, 42, 16, 15, 50, 54]. Bottom-up methods directly detect human body keypoints and later group them to obtain final poses for each person in a given image. On the other hand, top-down methods (e.g. ZoomNet) first detect and extract person instances, then apply pose estimation on each instance separately. The grouping stage of bottom-up methods is more efficient than repeating pose estimation for each person instance. As a result, top-down methods slow down with the increasing number of people (Figure 5). However, compared to bottom-up methods, better accuracies are obtained by top-down approaches.

In this paper, we propose a new bottom-up method, HPRNet, that explicitly handles the hierarchical nature of whole-body pose estimation by regressing keypoints hierarchically. To this end, in addition to the estimation of standard body keypoints, we define the bounding box centers of relatively small body parts such as face and hands with offsets to the person instance center (Figure 3). Concurrently, we build another level of regression where we define each hand and face keypoints with an offset to their corresponding hand and face bounding box centers. We jointly train each level of regression hierarchy and regress all whole-body keypoints with respect to their defined center points. This hierarchical bottom-up approach brings two benefits. First, the scale variance among different body parts are handled naturally as the relative distances within each part are in a similar range and each part-type is processed by a separate sub-network. Second, being a bottom-up method, HPRNet’s inference speed is minimally affected by the number of persons in the input image. This is in contrast to the top-down methods such as ZoomNet, which significantly slows down with more person instances (65.7 ms for an image containing 1 person versus 668.2 ms for an image with 10 persons). Our method is based on the center-point based bottom-up object detection methods [60, 64, 13, 51]. These methods can easily be extended to the keypoint estimation task [60, 47].

We validated the effectiveness of our method through ablation experiments and comparisons with the state of the art (SOTA) on the COCO WholeBody dataset. Our method significantly outperforms all bottom-up methods. It also outperforms the SOTA top-down method ZoomNet in the detection of face and hand keypoints, while being significantly faster than ZoomNet.

Our major contribution in this paper is the proposal of a one-stage, bottom-up method to close the performance gap between the bottom-up and top-down methods. In contrast to top-down methods, our method runs almost in constant time, independent from the number of persons in the input image.

2. Related Work

2.1. Human Body Pose Estimation

We can categorize the current approaches for multi-person pose estimation into two: bottom-up and top-down. In the bottom-up methods [7, 38, 36, 37, 28, 41, 4, 44, 17, 19, 20, 21, 23, 24], given an image, body keypoints detected first, without knowing the number or location of person instances or to which person instances these keypoints belong. Later, detected keypoints are grouped and assigned to person instances. Recently, center-based object detection methods [60] have been extended to perform human pose estimation [60, 47]. These methods represent keypoints with an offset value to the center of the person box and directly regresses them during training. In order to improve localization of keypoints, they also estimate the heatmap of each keypoint as in other bottom-up methods [6, 36, 41, 28]. At inference, using center offsets, they group and assign keypoints to person instances. Since bottom-up methods detect all people keypoints at once, they are fast.

Top-down methods [8, 42, 16, 15, 50, 54] first detect person instances in the input image. Commonly, they use an off-the-shelf object detector (e.g. FasterRCNN [45]) to obtain person boxes. Next, top-down methods estimate a single person pose for each cropped person box. By cropping and resizing each person box, top-down methods have the advantage to zoom into the details of each person. Therefore, top-down approaches are more capable of handling scale variance issues. As a result, state-of-the-art results are obtained by top-down methods and there is an accuracy gap between top-down and bottom-up approaches. However, since a pose estimation model is run for each person instance, top-down methods tend to be slow on average, that is, they get significantly slower with increasing number of persons in an image (Figure 6).

One may think that using human body pose estimation methods on a whole-body pose estimation dataset (i.e. COCO WholeBody) could be a solution for whole-body pose estimation. However, as it is stated in the COCO WholeBody dataset paper [25], due to the large scale variance between whole body parts, applying these methods directly results in suboptimal accuracies.

2.2. Whole-body Pose Estimation

Whole-body pose estimation requires accurate localization of keypoints on body, face, hand and feet. Detection of keypoints is well studied for each of these body parts independently, under face alignment [5, 53, 52, 59], facial landmark detection [11, 58], hand pose estimation [40, 39], hand tracking [48, 49] and feet keypoint detection [6, 47].
Figure 1: Whole-body keypoints as defined in the COCO WholeBody dataset. There is a total of 133 keypoints. In addition to standard 17 human body keypoints (top-left) from the COCO keypoints dataset, there are 68 face (top-right), 42 hand (21 keypoints for each) (bottom-right) and 6 foot (3 for each) (bottom-left) keypoints are annotated. Image source: https://github.com/jin-s13/COCO-WholeBody

ics. However, there are not many works on the whole-body pose estimation mostly due to lack of a large-scale annotated dataset. Prior to the release of the COCO WholeBody dataset [25], OpenPose [6] attempted to detect the whole-body keypoints. For this purpose, OpenPose ensembles 5 separately trained models namely human body pose estimation, hand detection, face detection, hand pose estimation and face pose estimation. Due to these multiple models, training and inference of OpenPose are complex and costly. Our end-to-end trainable single network eliminates these drawbacks.

Hidalgo et al. presented a bottom-up method called SN [17]. Their model extends PAF [7] for whole-body pose estimation. Similar to PAF [7], they predict heatmaps for each keypoint and use part affinity maps for grouping. SN model is trained on a dataset that is sampled from different datasets. Both SN and our proposed model HPRNet are bottom-up methods. However, SN falls short of handling scale variations between whole-body parts whereas hierarchical point representation of HPRNet overcomes this issue.

The first step towards having a whole-body pose estimation benchmark is the release of the COCO WholeBody dataset [25]. Jin et al. extended the existing COCO keypoints [34] dataset by further annotating face, hands and feet keypoints (Figure 1). They also proposed a strong, two-stage, top-down model to perform whole-body pose estimation on the COCO WholeBody dataset. Similar to top-down human pose estimation methods, Jin et al. [25] first obtain candidate person boxes in an image using Faster-RCNN [45]. Next, using a single network called ZoomNet, detection of whole-body keypoints is performed on the person boxes. ZoomNet is composed of 4 sub CNN networks. First, FeatureNet processes input person boxes and extracts shared features at two scales. Next, using features from FeatureNet, BodyNet detects body and foot keypoints. BodyNet is also responsible for the prediction of the face and hand bounding box corner points to roughly extract face and hand areas. Later, cropped face and hand bounding boxes are fed to the FaceHead and HandHead networks to detect the keypoints on face and hands. They use HRNet-W32 [50] network for the BodyNet and HRNetV2p-W18 [51] network for the FaceHead and HandHead networks.

Even though bottom-up approaches are fast, they are not robust enough to handle the scale variance across the whole-body parts. However, we hypothesize that representing each
keypoint with an offset value to a carefully selected location can handle the scale variance. Based on this, we extend the center-based human pose estimation method [60] to perform whole-body pose estimation by introducing hierarchical regression of keypoints. We also show that hierarchical regression of keypoints for small scale whole-body parts (i.e. face and hand) is more effective than cropping and zooming into them.

3. Model

HPRNet is a one-stage end-to-end trainable network that learns regressing the whole-body keypoints. In HPRNet, the input image first passes through a backbone network and output of the backbone is fed to 8 separate branches, namely: Person Center Heatmap, Person Center Correction, Person Box W & H, Body Keypoint Offsets, Body Keypoint Heatmaps, Hand Keypoint Offsets, Face Keypoint Offsets and Face Box W & H. We show the network architecture of HPRNet in Figure 2.

3.1. Hierarchical Regression of Whole-Body Keypoints

In HPRNet, we build a hierarchical regression mechanism, where we define each of the whole-body keypoints with a relative location (i.e. offset) to a specific point on the person box.

We represent each of the (standard) 17 keypoints on the body with an offset to the center of the person bounding box. Unlike the body; face, hand and foot are small parts. Based on this, we define each of these parts with a relative location to their part center as follows: (i) each of 68 face keypoints is defined with an offset to the center of face bounding box, (ii) each of 21 left hand keypoints is defined with an offset to left hand bounding box center, (iii) each of 21 right hand keypoints is defined with an offset to right hand bounding box center, (iv) each of 3 left foot keypoints is defined with an offset to left foot bounding box center, (v) each of 3 right foot keypoints is defined with an offset to right foot bounding box center. Face, hand and foot bounding boxes are automatically extracted from the groundtruth keypoint annotations.

We treat the bounding box center of the face, left hand, right hand, left foot and right foot as a body part keypoint and define each of them with an offset value to the person box center (Figure 3). We illustrate the hierarchical regression of whole-body keypoints in Figure 4b.

At inference, after detecting all the keypoints in the input image, we group and assign them to person instances. To achieve this, we get predicted person centers from the output of Person Center Heatmap branch as in CenterNet [60]. Next, we obtain the offset values on the predicted person center locations of Body Keypoint Offsets branch output. After that, we add these offsets to person centers to obtain the regressed body keypoint locations. At the same time, we extract the detected body keypoints from the outputed heatmap of the Body Keypoint Heatmaps branch. At the last step, we match the detected and regressed keypoints based on L2 distance and only take the keypoints inside the predicted person bounding box.

Next, we group face and hand keypoints (and foot keypoints as well, if we are using the Hierarchical Model-I (Figure 4b). We obtain predicted part centers from the output of Body Keypoint Heatmaps branch. Then, we collect the offset values on the corresponding predicted part center locations of Hand Keypoint Offsets and Face Keypoint Offsets branch output. Finally, we add these offsets to the part centers to obtain the face and hand keypoints.
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Figure 3: All regressed keypoints in HPRNet. Blue keypoints are body keypoints as defined in COCO keypoints and COCO WholeBody datasets. Colored square points correspond to the face (18), left hand (19), right hand (20), left foot (21) and right foot (22) box centers. Blue keypoints (1-17) and colored square points are defined with an offset to the center of the person instance. For simplicity, face and hand keypoints are sparsely illustrated.

3.2. Regression of Foot Keypoints

Ideally, each labeled foot part in the COCO WholeBody dataset should have 3 keypoint annotations. However, more than 20% of annotated feet have missing annotations (i.e. they have one or two keypoints annotations, instead of three). These missing annotations present a challenge to HPRNet, since we automatically extract foot centers from the annotated extreme points. In the case of the missing foot keypoints, the obtained foot center point is not reliable. To deal with this issue, we treat the foot keypoints as body keypoints as shown in Figure 4c, and represent them by their offsets to the center of the person bounding box.

3.3. Network Architecture

Given an input image of size $4H \times 4W \times 3$, the backbone network outputs a feature map of size $H \times W \times D$. The backbone’s output is fed to the following subsequent branches. Each branch has one convolutional layer with $3 \times 3$ filters followed by a ReLU layer and another convolutional layer with $1 \times 1$ filters.

- **Person Center Heatmap** branch outputs $H \times W$ sized tensor for person center point predictions.
- **Person Center Correction** branch predicts $H \times W \times 2$ sized tensor for the local offsets of center locations across the spatial axes. These offsets help to recover the lost precision of the center points due to downsampling operations through the network.
- **Person Box W & H** branch outputs $H \times W \times 2$ sized tensor of widths and heights for each person instance center.
- **Body Keypoint Offsets** branch predicts offset values of 26 keypoints (17 body keypoints + 6 foot keypoints + Center of Face Box + Center of Left Hand Box + Center of Right Hand Box) to the person box center across the $x$ and $y$ axes.
- **Body Keypoint Heatmaps** branch outputs $H \times W \times 26$ sized heatmap tensor for the 26 keypoints.
- **Hand Keypoint Offsets** branch outputs $H \times W \times 84$ sized tensor of offset values between 21 left hand keypoints and left hand box center; and the offset values between the 21 right hand keypoints and right hand box center across the spatial axes.
- **Face Keypoint Offsets** branch outputs $H \times W \times 136$ sized tensor of offset values between 68 face keypoints and face box center across the spatial axes.
- **Face Box W & H** branch outputs $H \times W \times 2$ sized tensor of widths and heights for each face. It is an optional branch.

3.4. Objective Functions

For the optimization of the **Person Center Heatmap** ($PCH$) and **Body Keypoint Heatmap** ($BKH$) branches, we use the modified focal loss [33] as done in previous work [31, 61, 60, 46]. Modified focal loss (FL) is presented in Equation 1. $I \in R^{4W \times 4H \times 3}$ is our input image. In HPRNet, due to downsampling operations, the spatial output size of each branch is 4 times smaller resulting in $W \times H$. Therefore, $Y \in [0, 1]^{W \times H \times C}$ is the ground truth heatmap for person centers and keypoints. $C$ corresponds to class number and keypoint types. For instance, in the **Person Center Heatmap** branch, we have only person class, thus $C = 1$. $\hat{Y} \in [0, 1]^{W \times H \times C}$ is the predicted heatmap output by the branches where $\hat{Y}_{i,p,c} = 1$ indicates presence of a person center or keypoint at location $(x, y)$ for class $c$. In the following all equations, $N$ is the total number of ground truth person centers or keypoints in image $I$. $\alpha$ and $\beta$ are focal loss parameters and set as $\alpha = 2$ and $\beta = 4$ as in Corner-
Figure 4: Hierarchical representations of whole-body keypoints. (a) Each of 133 whole-body keypoints is defined with an offset to the person box center. (b) Body keypoints and other part centers (i.e. foot, face and hand) are defined with offsets to the person box center. Foot, face and hand keypoints are defined with offsets according to their corresponding part centers. (c) Considering the sparsity of foot keypoint annotations, we define them with their offset values to the person box center. In both Hierarchical Model-I and Hierarchical Model-II, body keypoints are defined with offset values to the person box center. Each face and hand keypoint is defined with an offset to face and hand bounding box centers, respectively.

Table 1: Comparison of Hierarchical Model-I (HM-I) and Hierarchical Model-II (HM-II) as in Figure 4. Training foot keypoints with offset values to the person box center outperforms the model when trained with offset values to the foot part centers. Both models are trained with DLA backbone.

| Method       | body APkp | body ARkp | foot APkp | foot ARkp | face APkp | face ARkp | hand APkp | hand ARkp | whole-body APkp | whole-body ARkp | all-mean APkp | all-mean ARkp |
|--------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|----------------|----------------|---------------|---------------|
| HM-I         | 55.5      | 63.4      | 33.5      | 55.3      | 74.6      | 83.5      | 44.1      | 57.8      | 28.0          | 40.5           | 47.1          | 60.1          |
| HM-II        | 55.2      | 63.1      | 49.1      | 60.9      | 74.6      | 83.7      | 47.0      | 60.8      | 31.5          | 44.6           | 51.5          | 62.6          |

Net [31].

\[
L_{FL} = \frac{-1}{N} \sum_{xyc} \begin{cases} 
(1 - \hat{Y}_{xyc})^\alpha \log(\hat{Y}_{xyc}) & \text{if } Y_{xyc} = 1 \\
(1 - \hat{Y}_{xyc})^\beta \log(1 - \hat{Y}_{xyc}) & \text{otherwise} 
\end{cases}
\]

(1)

To compensate for the discretization error of the person center points due to down-sampling operations through the network, we optimize the Person Center Correction according to the following L1 loss similar to the bottom-up object detectors [31, 61, 60, 46]. \( \hat{T} \in \mathbb{R}^{W \times H \times 2} \) is the predicted local offset by the network to recover the lost precision of person center points, \( p \in \mathbb{R}^2 \) is a ground truth keypoint and \( \hat{p} = \left[ \frac{p}{4} \right] \) is the corresponding ground keypoint location at low-resolution.

\[
L_{cor} = \frac{1}{N} \sum_p \left| \hat{T}_p - \left( \frac{p}{4} - \hat{p} \right) \right| 
\]

(2)

We optimize the Body Keypoint Offset, Hand Keypoint Offset and Face Keypoint Offset branches using the L1 loss. The generic formulation of keypoint regression is presented in Equation 3. In the equation, \( \hat{O} \in \mathbb{R}^{H \times W \times \kappa \times 2} \) is the regression output of keypoints \( k \) for a specific whole-body part (i.e. body, face, hand), and \( B_{part} \) is the ground truth center of that part’s bounding box.

\[
L_{offset} = \sum_k \left| \hat{O}_{[k]} - B_{part} \right| 
\]

(3)

Finally, for the Person Box H & W and Face Box H & W branches, we use L1 loss and scale it by 0.1 as in


Table 2: Comparing HPRNet with the baseline model. To obtain the baseline results, we regress all the 133 keypoints to the person instance box center during training as in Figure 4b. Both models are trained with DLA backbone.

| Method               | body  | foot  | face  | hand  | whole-body | all-mean |
|----------------------|-------|-------|-------|-------|------------|----------|
|                      | APkp | ARkp | APkp | ARkp | APkp | ARkp | APkp | ARkp | APkp | ARkp | APkp | ARkp |
| Baseline             | 46.7 | 55.5 | 33.6 | 48.9 | 52.0 | 60.2 | 26.4 | 39.1 | 33.3 | 43.4 | 38.4 | 49.4 |
| HPRNet               | **55.2** | **63.1** | **49.1** | **60.9** | **74.6** | **83.7** | **47.0** | **60.8** | **31.5** | **44.6** | **51.5** | **62.6** |

Table 3: Comparison with the state-of-the-art on COCO WholeBody validation set. The methods are divided into two groups: top-down and bottom-up. The best results and run times are boldfaced separately for each group. HPRNet performs best among the bottom-up methods. HPRNet also obtains state-of-the-art results on face and hand keypoint detection outperforming ZoomNet. Among all methods, HPRNet with DLA backbone is the fastest one. * indicates that run time linearly increases as the number of people in an image increases. HG is Hourglass-104. R. time is Running time.

| Method               | body  | foot  | face  | hand  | whole-body | all-mean |
|----------------------|-------|-------|-------|-------|------------|----------|
|                      | APkp | ARkp | APkp | ARkp | APkp | ARkp | APkp | ARkp | APkp | ARkp | APkp | ARkp |
| Top-down methods:    |       |       |       |       |            |          |
| OpenPose [6]         | 56.3 | 61.2 | 53.2 | 64.5 | 48.2 | 62.6 | 19.8 | 34.2 | 33.8 | 44.9 | 42.3 | 53.5 |
| HHRNet [50]         | 65.9 | 70.9 | 31.4 | 42.4 | 52.3 | 58.2 | 30.0 | 36.3 | 43.2 | 52.0 | 44.6 | 52.0 |
| ZoomNet [25]        | **74.3** | **80.2** | **79.8** | **86.9** | **62.3** | **70.1** | **40.1** | **49.8** | **54.1** | **65.8** | **62.1** | **70.6** | * |

| Bottom-up methods:   |       |       |       |       |            |          |
| PAF [7]             | 26.6 | 32.8 | 10.0 | 25.7 | 30.9 | 36.2 | 13.3 | 32.1 | 14.1 | 18.5 | 19.0 | 29.1 |
| SN [17]            | 28.0 | 33.6 | 12.1 | 27.7 | 38.2 | 44.0 | 13.8 | 33.6 | 16.1 | 20.9 | 21.6 | 32.0 |
| AE [36]             | 45.3 | 56.6 | 32.5 | 43.0 | 50.3 | 59.5 | 27.5 | 38.7 | 30.7 | 41.5 | 44.6 | 54.8 |
| Ours (HPRNet-DLA)   | 55.2 | 63.1 | 49.1 | 60.9 | 74.6 | 83.7 | 47.0 | 60.8 | 31.5 | 44.6 | 51.5 | 62.6 |
| Ours (HPRNet-HG)    | 59.4 | 68.3 | 53.0 | 65.4 | 75.4 | 86.8 | 50.4 | 64.2 | 34.8 | 49.2 | 54.6 | 66.8 |

CenterNet [60]. In the Equation 4, $s_n = (w, h)$ is the width and height values of the each object (or face) $n$ and $\hat{S} \in \mathcal{R}^{W \times H \times 2}$ is the predicted width and height values.

$$L_{\text{size}} = \frac{1}{N} \sum_{n=1}^{N} |\hat{S}_{p_n} - s_n|$$  \tag{4}$$

We obtain the overall loss by summing the losses from all branches as follows:

$$L_{\text{overall}} = L_{\text{FL}}^{PCH} + L_{\text{FL}}^{BKH} + L_{\text{corr}} + L_{\text{offset}}^{\text{body}} + L_{\text{offset}}^{\text{face}} + I_{\text{hand}} + 0.1I_{\text{person}} + 0.1I_{\text{face}}$$  \tag{5}$$

4. Experiments

This section describes the experiments we conducted to show the effectiveness of our proposed method. First, we present ablation experiments to compare hierarchical models I and II shown in Figure 4. Next, we compare our method with our baseline CenterNet [60] (Figure 4a). Finally, we provide performance comparison with the state of the art and a run-time analysis.

Implementation Details We use Deep Layer Aggregation (DLA) [57] backbone for ablation and baseline comparison experiments, and Hourglass-104 [31] as our backbone network for state of the art comparison. For all experiments, during training we resize the images to $512 \times 512$ pixels. At inference we use images with their original sizes without applying any scaling. We train all the models with a batch size of 32 for 140 epochs using the Adam optimizer [27]. We set the initial learning rate to $1.25 \times 10^{-4}$ and divided it by 10 at epochs 90 and 120. We trained all of the models on 4 Tesla V100 GPUs, and tested using a single GTX 1080 Ti GPU. We used PyTorch [43] to implement our models. All of our experiments are conducted on the COCO WholeBody Dataset [25] and results are presented in keypoint AP (APkp) and keypoint recall AR (ARkp) metrics without any test time augmentation. All results are obtained on the COCO WholeBody validation set.

4.1. Hierarchical Model-I vs Hierarchical Model-II

In Table 1 we compare Hierarchical Model-I and Hierarchical Model-II (see Figure 4). As it can be seen from the table, regressing foot keypoints as a part of the body keypoints, improves the foot APkp significantly by 15.6 points (33.5 vs. 49.1). Moreover, hand and whole-body APkps also improved about 3 points in this setup. Based on these results, for the rest of the experiments we use the Hierarchical Model-II.
4.2. Comparison with Baseline

To obtain the baseline results, we regress all the 133 keypoints to the person instance box center during training as in CenterNet [60] (see Figure 4b). In Table 2, we compare HPRNet with the baseline model in terms of accuracy and recall. Our proposed HPRNet significantly outperforms the baseline results for all AP$_{kp}$ and AR$_{kp}$ metrics except the whole-body AP$_{kp}$.

4.3. Comparison with the State-of-the-art

Table 3 presents the performance of our models and several established keypoint estimation models on the COCO WholeBody validation set. We also present average run times if available. **HPRNet performs best among the bottom-up methods.** Other bottom-up methods especially fail to accurately localize foot keypoints. The performance gap between the second best performing bottom-up method and our method is 40.9 AP$_{kp}$ points on the foot keypoint detection. Similarly, our method outperforms other bottom-up methods for the body, face, hand and whole-body keypoint detection by a large margin. Among the top-down methods, ZoomNet outperforms the well known OpenPose [6] and HRNet [50]. Here, ZoomNet is a two-stage framework where at the first stage person candidates are extracted with FasterRCNN and at the second stage ZoomNet is run on these candidate boxes. HRNet can be seen as a one-stage counterpart of ZoomNet and finally OpenPose is a multi-model which requires separate training for each whole-body part. HPRNet obtains state-of-the-art results on face and hand keypoint detection. Our model with Hourglass-104 backbone outperforms ZoomNet on the detection of face.
Table 4: Face detection results. The first group of results are obtained from extreme face keypoints for both ZoomNet and HPRNet. The HPRNet results in the second group are obtained with an extra face detection branch. HG is Hourglass-104.

| Method | AP  | AP50 | AP75 | AP_M | AP_L |
|--------|-----|------|------|------|------|
| When face boxes are extracted from extreme face keypoints: |     |      |      |      |      |
| ZoomNet | 37.7 | 64.5 | 41.1 | 25.8 | 44.9 |
| HPRNet (DLA) | 46.2 | 70.6 | 54.8 | 32.2 | 53.8 |
| HPRNet (HG) | 46.1 | 70.9 | 53.6 | 33.4 | 53.1 |
| Our model with an extra face detection branch |     |      |      |      |      |
| HPRNet (DLA) | 55.8 | 82.3 | 66.2 | 40.0 | 63.6 |
| HPRNet (HG) | 56.4 | 82.4 | 67.1 | 43.4 | 63.3 |

Figure 6: Runtime analysis of ZoomNet and our models with respect to number of people in an image. As the number of people in an image increases, the runtime of ZoomNet linearly increases. Whereas, our models almost have constant run time.

4.4. Face Detection from Keypoints

In this section, we studied the face detection task and compared HPRNet and ZoomNet. We first extracted face boxes using extreme face keypoints and calculated AP scores as in object detection. Our model outperformed ZoomNet in face detection (46.2 AP vs 37.7 AP). Later, using an additional branch for face detection we train another model (see Figure 2). Our model with an extra face detection branch further improved the performance of HPRNet for face detection achieving 55.8 AP and 56.4 AP with DLA and Hourglass-104 backbones respectively. Results are presented in Table 4.

5. Conclusion

In this work, we introduced HPRNet as a bottom-up, one-stage method for whole-body keypoint detection. HPRNet handles scale variance among whole-body parts by hierarchically regressing whole-body keypoints. We evaluated the effectiveness of our method through baseline comparison and ablation experiments on hierarchical structure of whole-body keypoints. Our method achieves state-of-the-art results in the detection of face and hand keypoints on the COCO WholeBody dataset; it also outperforms all other bottom-up methods in the detection of all whole-body parts. We conducted a run time analysis between HPRNet and ZoomNet and showed that in contrast to ZoomNet, HPRNet runs in constant time, independent of the number of persons in an image.
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