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ABSTRACT
It is well known that when IoT traffic is unencrypted it is possible to identify the active devices based on their TCP/IP headers. And when traffic is encrypted, packet-sizes and timings can still be used to do so. To defend against such fingerprinting, traffic padding and shaping were introduced. In this paper we demonstrate that the packet-sizes distribution can still be used to successfully fingerprint the active IoT devices when shaping and padding are used—as long as the adversary is aware that these mitigations are deployed, and even if the values of the padding and shaping parameters are unknown. The main tool we use in our analysis is the full distribution of packet-sizes—as opposed to commonly used statistics such as mean and variance. We further show how an external adversary who only sees the padded and shaped traffic as aggregated and hidden behind a NAT middlebox can accurately identify the subset of active devices with Recall and Precision of at least 96%. We also show that the adversary can distinguish time windows containing only bogus cover packets from windows with real device activity, at a granularity of 1sec time windows, with 81% accuracy. Using similar methodology, but now on the defender’s side, we are also able to detect anomalous activities in IoT traffic due to the Mirai worm.

1 INTRODUCTION
1.1 Motivation and Background
There is a rapid growth in the number of IoT devices [19], which leads to security risks regarding inference of user activities from IoT device fingerprinting [9, 30, 36]. It is already known that when the traffic is unencrypted it is possible to deduce the active devices in a network with connected smart devices by using features in the TCP/IP headers [28]. Moreover, as IoT vendors move to encrypted traffic, there is metadata that is still available: packet-sizes and timings can also be used in order to infer the identity and activity of IoT devices in a victim network [1, 3, 40, 41]. As a mitigation, prior research has suggested padding the emitted packets with additional bytes and shaping the packet transmission timings to obfuscate the traffic and make it harder for an adversary to identify the devices [3, 6, 15, 35]. Despite such defenses, we show in this paper that even with encryption, padding and shaping applied for the traffic, it is still possible to identify the devices and activities in an attacked network—as long as the adversary is aware that these mitigations are deployed, even if the values of the padding and shaping parameters are unknown. The main tool we use in our analysis is the full distribution of packet-sizes—as opposed to commonly used statistics such as mean and variance.

1.2 Related Work
Prior works [1, 3, 40, 41] have shown that identifying active IoT devices is possible even when all the traffic within the network is encrypted. Acar et al. [1] presented a multi-stage attack for inferring user activities in a smart home. They extracted many binary features related to the metadata and employed different machine learning algorithms for their classification process. Trimananda et al. [40] demonstrated a way to detect devices’ ON/OFF events using packet-sizes and directions based signatures. Stöber et al. [39] showed that it’s possible to identify a smartphone by deriving features like packet-sizes and timings from traffic associated with popular applications like Facebook and WhatsApp. Conti et al. [12] showed that the actions a user takes on social network and email service apps can be deduced from encrypted traffic on Android mobile devices.

Other papers [9, 36] showed that device type identification can be done by learning different features associated with behavioral patterns of the smart devices. Some authors [13, 42] utilized deep learning techniques such as Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) to identify devices and recognize specific user commands. Junges et al. [22] developed a signature for every activity and used it to identify the user activities in the network.

It has been suggested by several papers [14, 33, 43] that padding and traffic shaping can help hide the user activities in the network, as they change both the packet-sizes and their rates within the traffic. Such modifications to the packet-sizes and timings prevent most of the prior inference attacks that are based directly on these features. Alshehri et al. [3] suggested a method of random padding and showed its efficiency in protecting against packet-size based inference attacks. Pinheiro et al. [35] proposed another way to pad packets in the network and showed that it can reduce identification attacks based on packet-size signatures. Shaping the traffic to a predetermined rate shared by all the devices can also assist in hiding user activities in the network. Dziubinsky et al. [15] presented how different shaping techniques can significantly enhance the privacy of the network and decrease the adversary confidence in identifying user activities. In a sequence of papers Apthrope et al. [5–8] also demonstrated that traffic rates can be used to infer various device activities and proposed padding and shaping the traffic as a measure of defense against such attacks. However, none of these works examined the case where the adversary is aware that padding and
shaping are being applied. As we shall see, even if the adversary is just aware that some shaping and padding is occurring, and even without knowing the parameters—the adversary can identify the devices and activities.

On the anomaly detection side, it is already known that detecting suspicious behavior within the IoT traffic is possible even when the traffic is encrypted. Zhang et al. [44] have developed a Deterministic Finite Automaton (DFA) model for every smart device activity and used it to identify misbehavior in the traffic, similarly to the Goldenberg-Wool model [17] used on industrial control systems’ traffic. Other papers applied machine learning algorithms in order to identify anomalies in the traffic [18, 21, 38] using statistics such as mean and standard deviation of inter-arrival times as feature vectors. Sridharan et al. [38] implemented modules for both cases of unsupervised and supervised learning and demonstrated how they can identify different types of attacks. Several works [16, 23] have shown how deep learning might also help in discovering when malicious packets are injected into the traffic with techniques like Convolutional Neural Networks (CNN) and Auto Encoders (AE).

1.3 Contributions

We show in this paper that the packet-sizes distribution can be successfully used to identify the active devices from encrypted network traffic even when padding and shaping are applied, as long as the adversary is aware that these mitigations are being applied. We are able to do this either from an internal vantage point, where we can distinguish the device traffic based on Layer 2 data, or from an external vantage point, where we observe traffic that is hidden behind a middlebox (NAT).

While prior works have focused mostly on deriving metadata signatures [3, 40] and statistical metadata information [1] for modeling and identifying devices such as mean and standard deviation, we rely on the full distributions and use measures such as the Cosine distance [25, 26] and the Jensen-Shannon distance [11, 25] to compare them.

Specifically, we examined the packet-sizes and inter-arrival times distributions both separately and as a joint distribution, as measures to identify devices in the network. We show that the packet-sizes and inter-arrival times distributions are not independent, so using both simultaneously does not significantly enhance the adversary’s classification power. We found that the packet-sizes distributions alone is sufficient to identify the active devices within the network.

To evaluate our tests, we examined traffic from a broad number of state-of-the-art IoT devices, taken from available open sources [37, 40]. We obtained excellent results based on a learning time of 3 hours and with only 30 minutes of real-time recorded traffic from the attacked network.

We demonstrate how a local adversary that has only access to the Layer 2 data exchanged in the LAN can identify the active devices. We further show how an external adversary who only sees the padded and shaped traffic as aggregated by the middlebox can perfectly identify the dominating active devices, and can also infer the subset of active devices with exact identification rate of 75% and with Recall and Precision of at least 96%.

Next we show that the adversary does not need to know the exact padding and shaping parameters—fairly rough estimates suffice; and we present simple methods the adversary can use to estimate the parameters. We also show that the adversary can distinguish time windows containing only cover (i.e., bogus shaped) packets from windows with real device activity, at a granularity of 1sec time windows, with 81% accuracy.

Moreover, in the Appendix we present how the packet-sizes distribution can also be used in the defensive side for achieving novel anomaly detection methods against an active adversary that injects malicious packets into the traffic. To check our proposed anomaly detection methods, we inject real malicious Mirai attacks packets taken from [27] into the IoT traces. Unlike prior works, that relied upon distribution statistics, using the full distribution as a feature vector our methods do not suffer from false alarms, and have a Precision of 100% and a Recall of at least 89% for all the devices.

2 PRELIMINARIES

2.1 Padding And Shaping

Obfuscating LAN network traffic relies on two methods: shaping the traffic, i.e., changing transmission times of real packets and injecting cover packets at other times; and padding the emitted packets, meaning the original packet has additional bytes appended.

It was already discussed by Apthorpe et al. [6] that one can inject cover packets at a constant rate during the whole active time of the devices. Independent Link Padding (ILP) does exactly that. Specifically, it makes sure that all the traffic coming out of the devices is emitted in the same predetermined rate shared by all the devices (injecting cover packets if needed) and that all the packets are either padded to some constant large enough packet-size or their new padded size is drawn from some packet-sizes distribution. When ILP is used over all the devices it becomes impossible to distinguish between them. Hence, this kind of protection results in high privacy as no actual inference can take place. The only possible inference an external adversary might be able to make is the number of active devices.

However, besides providing high privacy against inference attacks, ILP produces a very high bandwidth overhead. Thus, it was suggested to use mitigations that balance between good privacy and reasonable overhead. For that purpose, we consider the Stochastic Padding (STP) method, first suggested by Apthorpe et al. [6] (see the pseudo code in Algorithm 1). In this kind of padding and shaping, the original traffic is shaped and additional packets are injected in order to create periods of same duration time \( T \) with constant predetermined packet rate \( R \). Some periods consist of real traffic of the device (mixed with additional possible cover packets) and other periods consist entirely of cover packets. Cover packets are injected stochastically using a predetermined probability \( q \). A unique bit flag is included inside the encrypted contents or header of the packet, indicating whether this packet is associated with real traffic or if it is a cover packet and thus should be ignored by the cloud servers and other devices.

Apthorpe et al. [6] did not specify how one should pad the original packets and how to choose the cover packet-sizes. Several padding methods were already reviewed in previous works such as [3, 35]. In our work we mainly follow the Random Padding method suggested by Alshehri et al. [3], which pads every packet...
we elected to draw the size (before padding) of the cover traffic. This makes it more difficult for the adversary to distinguish between privacy and bandwidth overhead against the adversary by Apthorpe et al. [6]. We also investigate the so called “Level-100” of padding suggested by Alshehri et al. [3] of \( \mathcal{W} = 80 \) and a shaping probability of \( q = 0.1 \) which was found to be an effective balance between privacy and bandwidth overhead against the adversary by Apthorpe et al. [6]. We also assume that the adversary is aware of the STP algorithm implementation. Combining this assumption with the “closed-world” model we get that the adversary is able to simulate the IoT traffic in its own lab, with or without shaping and padding (after estimating the shaping and padding parameters), and use resulting traffic to learn various possible traffic models.

We consider 3 kinds of adversaries: the local adversary, the external adversary [1, 6] and the active adversary [18, 21, 38].

The local adversary has a passive sniffer on the LAN. Examples for such an adversary are a compromised IoT device or a WiFi eavesdropper that can observe the network traffic devices in the LAN exchange between each other. Assuming that the packets in the attacked network are encrypted by both the WiFi encryption (WPA) and the network protocols (SSL/TLS), the only reliable information that the local adversary has access to are packet-sizes, timings and layer 2 data. Layer 2 data can be used to separate the traffic of IoT devices from each other - however it can be modified easily so we do not rely on it for device identification.

In contrast to the local adversary, an external adversary may be a malicious ISP: the adversary is not within the range of the LAN and cannot see the internal MAC addresses of devices, but only the MAC address of the middlebox. We assume that the middlebox is also performing NAT, so the external adversary sees the aggregated traffic of all the active devices rather than individual per-device traffic flows. Again, assuming that the traffic is encrypted, including layer 3&4 headers, the adversary only has access to the packet-sizes and timing of the aggregated traffic leaving the middlebox gateway.

The goal of both local and external adversaries is to identify the devices within the network and deduce when they are active, in order to infer user behaviors. Through this identification, they can infer user activity, such as “if the motion detector is active - then the user is at home and awake”.

Whereas the local and external adversaries are passive and try to infer device identity and activity by sniffing traffic, the active adversary injects malicious packets into the traffic. An example is an IoT device that is taken over by malware such as Mirai [4, 20, 31]. Similarly to the local adversary, the active adversary also sees the traffic exchanged by the devices in the LAN.

2.2 Adversary Model

We assume that the adversary knows which devices brands may possibly exist in the attacked network: i.e., we assume a “closed-world” model. This is a very realistic assumption as the number of common device manufacturers is not high, and the adversary may be able to discover the installed devices by physical observation or social engineering.

We also assume that the adversary is aware of the STP algorithm implementation. Combining this assumption with the “closed-world” model we get that the adversary is able to simulate the IoT traffic in its own lab, with or without shaping and padding (after estimating the shaping and padding parameters), and use resulting traffic to learn various possible traffic models.

2.3 Methodology

We assume that the adversary analyzes both the normal traffic and the shaped and padded traffic of all the possible IoT devices, under lab conditions. The adversary then extracts features on which to base the device identification in a real-time scenario at a given time in the victim network.

Algorithm 1: STP\((q, T, R, \mathcal{W}, \text{distribution})\)

\[
\text{injectStart} \leftarrow 0 \\
\text{injectEnd} \leftarrow 0 \\
\text{while } t \geq 0 \text{ do} \\
\quad \text{if } t \text{ mod } T == 0 \text{ and randomInjection}(q)==\text{True} \text{ then} \\
\quad \quad \text{injectOffset} \leftarrow \text{random}(0,T) \\
\quad \quad \text{if } t+\text{injectOffset} > \text{injectEnd} \text{ then} \\
\quad \quad \quad \text{injectStart} \leftarrow t+\text{injectOffset} \\
\quad \quad \quad \text{injectEnd} \leftarrow \text{injectStart}+T \\
\quad \quad \text{else} \\
\quad \quad \quad \text{injectEnd} \leftarrow \text{injectEnd}+T \\
\quad \text{end} \\
\text{end} \\
\text{if } \text{injectStart} < t < \text{injectEnd} \text{ then} \\
\quad \text{for } t' \text{ in range}(\text{injectStart},\text{injectEnd}) \text{ do} \\
\quad \quad \text{if } \text{userActivityOccurs}(t') \text{ then} \\
\quad \quad \quad \text{packetSize} \leftarrow \text{realPacketSizeAtTime}(t') \\
\quad \quad \text{else} \\
\quad \quad \quad \text{packetSize} \leftarrow \text{getRandom}(\text{distribution}) \\
\quad \quad \text{end} \\
\quad \text{paddedSize} \leftarrow \text{packetSize}+\text{random}(1,\mathcal{W}) \\
\quad \text{emitSize}(\text{roundUp}(t'/1/R),\text{paddedSize}) \\
\text{end} \\
\text{else} \\
\quad \text{if } \text{userActivityOccurs}(t) \text{ then} \\
\quad \quad \text{injectStart} \leftarrow t \\
\quad \text{injectEnd} \leftarrow t+T \\
\quad \text{for } t' \text{ in range}(\text{injectStart},\text{injectEnd}) \text{ do} \\
\quad \quad \text{if } \text{userActivityOccurs}(t') \text{ then} \\
\quad \quad \quad \text{packetSize} \leftarrow \text{realPacketSizeAtTime}(t') \\
\quad \quad \text{else} \\
\quad \quad \quad \text{packetSize} \leftarrow \text{getRandom}(\text{distribution}) \\
\quad \quad \text{end} \\
\quad \quad \text{paddedSize} \leftarrow \text{packetSize}+\text{random}(1,\mathcal{W}) \\
\quad \quad \text{emitSize}(\text{roundUp}(t'/1/R),\text{paddedSize}) \\
\text{end} \\
\text{end} \\
\text{end}
\]

by a random number of bytes between 1 and a parameter \( \mathcal{W} \). Random Padding is claimed to provide approximate differential privacy and is useful against attacks that use packet-sizes features [3, 34, 40]. Unless indicated otherwise, we follow the default parameter value suggested by Alshehri et al. [3] of \( \mathcal{W} = 80 \) and a shaping probability of \( q = 0.1 \) which was found to be an effective balance between privacy and bandwidth overhead against the adversary by Apthorpe et al. [6]. We also investigate the so called “Level-100” of padding suggested in [35].

Besides choosing the padding and shaping, in our version of STP we elected to draw the size (before padding) of the cover traffic packets from the device’s real activities packet-sizes distribution. This makes it more difficult for the adversary to distinguish between the cover packets and real packets.

To prevent STP from introducing latency we make sure that the shaped traffic rate \( R \) is higher than the rate of any IoT device’s real traffic, and that the time period \( T \) is longer than any device’s duration of real activity. For our tested devices we used \( T = 1 \sec, q = 0.1 \) and set the rate \( R \) to be 100 packets per second (pps).


Since the local and external adversaries’ goal is to classify the observed traffic among the possible device brands, similarly to [32], in our analysis we use confusion matrices to evaluate the performance. Each cell \((i, j)\) in the confusion matrix is associated with the adversary’s learnt model of device \(i\) compared to the actual observed traffic associated with device \(j\). The smaller the value in the cell, the more similar the two models are. When shown graphically, we shade the cells in the matrix so darker colors indicate larger values. Therefore, the ideal confusion matrix has the minimal value per column (with the lightest color) on the diagonal—which means that the device is most likely when comparing to its own learnt model than when comparing to all the other devices’ learnt models. We define a measure called \textit{diagonal-rate} of a confusion matrix which measures the fraction of columns that have the minimum value on the diagonal cell. We would like to get a high diagonal-rate, as close to 100% as possible.

Unlike most previous work, we do not rely on statistics like mean and variance in our model. Instead we use the whole distribution of packet-sizes as a feature vector \(v\). In other words, for each packet-size \(s\) the feature \(v(s)\) is the frequency of packets with size \(s\).

To compare a learnt model to a tested one we use the Cosine distance [25, 26], which is a measure bounded between 0 and 1. To begin with, we checked the classification power of the packet-sizes as a feature vector \(v\). In other words, for each packet-size \(s\) the feature \(v(s)\) is the frequency of packets with size \(s\).

\[
\text{cosine-distance}(u, v) = 1 - \cos(\theta) = 1 - \frac{u \cdot v}{\|u\|\|v\|}
\]

While the adversary can record lab traffic for as long as necessary to train the models, it is advantageous to limit the duration of time that the adversary would need to record from the victim network. During preliminary investigation we checked our analysis with different durations of real-time test recording, to achieve the desired classification results. We found that typically 30 minutes of recorded victim traffic suffice (details omitted). Therefore in all the following sections, unless otherwise specified, we use test recordings of 30 minutes.

2.4 The Data Corpora

For our testing we consider 14 different smart devices as displayed in Table 1. The devices’ traffic traces are from the open sources of Sivanathan et al. [37] and those of Trimananda et al. [40]. Every device has recorded network traces lasting many hours. We use separate parts of these traces for learning traffic models as the adversary and for testing against models of other devices.

In addition, we utilize the same traces to develop and evaluate anomaly detection models. To model injected malicious traffic, we use the data from [27] which provides captures from several state-of-the-art malicious attacks traffic, including the Mirai botnet attacks. Mirai malware, as presented in [4, 20, 31] detected and then compromised IoT devices over the internet by exploiting the fact that many users do not change the default device’s vendor credentials. In our work, we modeled 3 types of activities that Mirai exhibited: (1) the first stage of infecting a device and connecting to the C&C malicious server, (2) a SYN flood attack and (3) a DNS attack.

### Table 1: The IoT devices we classified and their data sources

| Device Number | Device Name                        | Origin Dataset        |
|---------------|------------------------------------|-----------------------|
| 1             | TP-Link Smart Plug                 | Sivanathan et al. [37]|
| 2             | Belkin Wemo Motion Sensor          | Sivanathan et al. [37]|
| 3             | Amazon Echo                        | Sivanathan et al. [37]|
| 4             | Netatmo Weather Station            | Sivanathan et al. [37]|
| 5             | Samsung SmartCam                   | Sivanathan et al. [37]|
| 6             | HP Printer                         | Sivanathan et al. [37]|
| 7             | TP-Link Day Night Cloud Camera     | Sivanathan et al. [37]|
| 8             | Amazon Plug                        | Trimananda et al. [40]|
| 9             | D-Link Plug                        | Trimananda et al. [40]|
| 10            | Rachio Sprinkler                   | Trimananda et al. [40]|
| 11            | Ring Alarm                         | Trimananda et al. [40]|
| 12            | Roomba Robot                       | Trimananda et al. [40]|
| 13            | TP-Link Light Bulb                 | Trimananda et al. [40]|
| 14            | Belkin Wemo Insight Plug           | Trimananda et al. [40]|

3 FEATURES THAT SURVIVE ENCRYPTION

3.1 The Selected Features

It is already known one can infer IoT device activities using machine learning techniques by extracting many meta-data features out of the tested recording, as shown in several works [1, 29, 40]. However, we are interested in a model that uses only features that allow us to identify active devices despite traffic encryption.

Following [1], we examined the packet-size and inter-arrival time features, as these features are accessible even when traffic is encrypted. However, unlike prior work rather than using distribution statistics such as mean, variance, kurtosis etc., we use the full distributions as feature vectors. Packet-sizes range between 54–1594 bytes across all of the examined IoT devices, so we did not need bins. Instead we used a feature vector of at most 1541 frequencies. For inter-arrival times we used bins of width 1 sec, starting from 1 sec up to 108 sec.

To begin with, we checked the classification power of the packet-sizes and inter-arrival times distributions separately and then also as a joint distribution. In our analysis we modeled the devices from Table 1 based on a learnt recording of 3 hours and tested them on random 30 minute recordings from a different day to evaluate how well we modeled the traffic. For the two-features joint distribution we created 2-dimensional bins where each bin is associated with a unique 1 second bin and a specific packet-size bin.

3.2 Feature Independence

To evaluate the features, we first tested whether the packet-sizes and inter-arrival times are statistically independent. To do so we used Pearson’s Chi-Squared test of Independence. We observed the contingency table of both packet-sizes and inter-arrival times frequency distribution. Each cell in the contingency table is associated
with a unique bin of packet-size and inter-arrival time. In order to use the Chi-Squared test one has to make sure that at least 80% of the expected values in the contingency table are at least 5 and that all of them are at least 1. To reach these conditions we needed to merge bins. We started by creating wider bins: for the inter-arrival times we used bins of 5 sec and for the packet-sizes we used bins of 50 bytes each. Then we iteratively increase the bins size each time with jumps of 5 sec and 50 bytes until they all met the criteria.

In Table 2 we see for example 5 of the tested devices, and their derived Chi-squared values for the distributions. The table shows that for all these devices the Chi-square value is greater than the critical values at significance level 95%. Thus, we conclude that the packet-sizes and inter-arrival times distributions are not independent: Each device has both a typical size distribution and a typical timing distribution, which implies that using both features has a limited advantage over the use of each separately.

3.3 Basic Classification Power

Next we evaluated the classification power of the features in the external adversary model in the scenario of one single dominating device when STP is applied (for $W = 80, q = 0.1$) in the attacked network. We computed the confusion matrix using each distribution separately (Figures 1, 2) and using the joint distribution (Figure 3).

As discussed in Section 2.3, a cell $(i, j)$ in the confusion matrix represents the cosine distance measure between the learnt distribution of device $i$ and tested distribution of device $j$. Figure 1 shows that the packet-sizes distribution is a good feature to differentiate devices with a diagonal-rate of 14/14. Each smart device has quite a unique set of packet-sizes associated with it, derived both from the brand of that device and from the activities it performing. On the other hand, using only the inter-arrival times distribution as seen in Figure 2 is less effective as the diagonal-rate is only 6/14 which means that this method would incorrectly classify 8 of our devices.

When comparing Figures 1 (packet-sizes distribution) and 3 (joint distribution) we see that both have a perfect diagonal-rate of 14/14, with a slight advantage for the joint distribution: it has darker (larger value) cells off the diagonal, which means that the devices there are distinguished more easily. However the difference between the power of the packet-size method and the joint size-and-time distribution method is small, thus to simplify our models in the following sections we focus only on the packet-sizes distributions.

4 THE LOCAL ADVERSARY MODEL

As discussed in Section 2, the local adversary can filter the observed padded and shaped traffic by the MAC addresses and attempt to identify which MAC address belongs to which suspected smart device. To evaluate the adversary’s ability to do so, we classify the devices based on the packet-sizes distribution. In this section we assume that the adversary knows the shaping and padding parameters - in Section 6 we explore whether the adversary needs to know them accurately.

As mentioned in Section 2 we use the parameters $W = 80, T = 1\text{sec}, R = 100\text{pps}, q = 0.1$ (recall Algorithm 1). The adversary trains his model based on 3 hours of recorded traffic that is shaped and padded with STP using those parameters, and then a shaped and padded sample (from another day) is classified. We repeated this experiment with 10 samples and 10 training traces. The confusion matrix in Figure 4 shows that the adversary can successfully determine which device is associated with which MAC address: the diagonal-rate is 14/14. Thus, even when shaping and padding take place in the LAN we are able to identify the devices based solely on the packet-sizes distribution.

5 THE EXTERNAL ADVERSARY MODEL

5.1 Identifying an Active Dominating Device

As discussed in Section 2 and in [1, 6], the external adversary has access to the metadata of the aggregated traffic coming out of the home gateway which acts as a NAT middlebox. We consider the same shaping and padding parameters as before $W = 80, T = $
### Table 2: Chi-Squared Test of Independence between the packet-sizes and inter-arrival times distributions

| Device Name       | Inter-arrival time bins | Packet-size bins | Percentage of expected values > 5 | Degrees of freedom | Critical value at significance level 95% | Chi-squared Value |
|-------------------|-------------------------|-----------------|-----------------------------------|--------------------|----------------------------------------|-------------------|
| TP-Link Plug      | 100                     | 250             | 83                                | 6                  | 12.59                                  | 16.21             |
| Belkin Motion     | 50                      | 1000            | 87                                | 1                  | 3.84                                   | 5.4               |
| Amazon Echo       | 10                      | 1000            | 100                               | 2                  | 5.99                                   | 8.37              |
| Netatmo Weather   | 100                     | 250             | 90                                | 4                  | 9.49                                   | 11.1              |
| Samsung Camera    | 5                       | 500             | 100                               | 15                 | 25.1                                   | 26.89             |

5.2 Identifying the Number of Active Devices

When multiple devices are simultaneously active in the victim network, a relatively basic goal for the external adversary is to determine their number. We suggest to do this based on the packet rate produced by each combination of active devices. The adversary can, in advance, try all possible combinations of learnt active devices and calculate the expected packet rate as a function of their number. When it has all the average packet rates for each possible number of active devices it can set thresholds between them to determine the number of active devices. Then, at attack time, it would record the victim’s traffic coming out of the middlebox gateway and measure the packet rate. By comparing it to the traffic thresholds, it can estimate the number of active devices.

To develop our model, we take 30 minutes recording of every combination of active devices and compute the average packet rate for each possible number of active devices (between 1 to 14). We set the thresholds to be the mid-points between averages. In Figure 5 we can see an example of the first 4 thresholds in a network of the 14 devices we evaluated.

To evaluate the model, we tested it on a different 30 minutes recording from the attacked network - each time of a different combination of active devices, for all the possible combinations - and compared the number estimated by the model to the actual number of active devices. We repeated this experiment 10 times, each time with a different trace for learning and testing.

Our results are that the estimated number is correct with accuracy of 63%, and that the classifier always estimates the number of active devices to be the actual number of active devices plus/minus 1.

5.3 Detecting Subset of Active Devices

#### 5.3.1 Methodology

The external adversary’s goal is to estimate the subset of active devices as closely as it can to the true subset. Analogous to the standard definitions of Precision and Recall, in the subset-detection scenario we define “Precision” to mean the fraction of truly active devices among the estimated set, and we define “Recall” to mean the fraction of estimated-to-be-active devices among the truly active devices. Our presented results in Table 3 refer to the average Precision and Recall over many tests. We also define the “Exact Identification” to mean the fraction of tests in which the analysis is identical to that of the local adversary, and the results of Figure 1 (see Section 3.3) show: similarly to the local adversary, the external adversary can also tell which dominating device emits packets at a specific time.
which the estimated subset was precisely the active set (i.e., tests in which Precision = Recall = 100%).

5.3.2 Full Comparison Check. The most naive approach is to compare the tested subset’s packet-sizes distribution to all possible subsets’ packet-sizes distributions. The one whose similarity to the tested subset is the highest would be the estimated subset of devices. With $n$ candidate devices this approach would require comparing to $2^n$ distributions, which makes it prohibitive for $n$ larger than a handful of possible devices.

However, in Section 5.2 we saw that the estimated size by the Number Of Active Devices Classifier is always at most off by 1 than the true subset’s size. We can use this observation to reduce the time complexity without losing accuracy: it’s enough to check only the subsets of devices whose size is at most off by 1 than the estimated size. With $n = 14$, using this optimization to only try $3$ possible sizes of subsets we reduced the average time of identifying the subset by a factor of 10: from 30sec down to 3sec.

Table 3 (right columns) shows the results for different number of candidate devices in the network. We see that we get Precision and Recall of at least 96% and Exact Identification of at least 75% for any number of devices in the network.

5.3.3 Fast Scores Based Check (FSBC). Despite the optimization of only testing subsets of the estimated number $\pm 1$, the Full Comparison Check still takes time that is exponential in $n$ at test time, so it is only effective for small values of $n$. In this section we suggest a faster, non-exponential test-time algorithm we call the Fast Scores Based Check (FSBC) - see Algorithm 2. This algorithm also relies on knowing the number of active devices $\pm 1$.

The basic building block of FSBC, given an aggregate packet-sizes distribution and the learnt packet-sizes distribution of a specific device $i$, is to give a score indicating how likely it is that $i$ is active in the aggregate distribution. Initially all the devices start with a default score, arbitrarily set to 1 (minimal score is 0).

FSBC first checks what packet-sizes are unique to device $i$, i.e., packet-sizes that device $i$ emits but other candidate devices do not (this check can be done in advance during the learning phase). Because it might happen that unique sizes with low frequencies of some device in the learnt recording would still occur in a different device’s distribution in the tested aggregated recording, for each device FSBC only considers the unique size with the top frequency. If the top-frequency unique size of device $i$ does not occur in the tested aggregated recording, this is a strong indication that $i$ is not active, thus its score is decreased.

Next, the adversary identifies for each device $i$ its common packet-sizes: these are the $f_1$ most frequent packet-sizes, for parameter $0 \leq f_1 \leq 100\%$. Then, for each common size with frequency $s$, FSBC checks whether there are at least $f_2 \cdot s$ packets with that size in the tested aggregated recording, for another parameter $0 \leq f_2 \leq 100\%$. If device $i$’s most common packet-sizes occur less frequently in the aggregated traffic this is another indication that $i$ is not active, and its score is decreased.

Algorithm 2 calculates the score as above for all $n$ candidate devices. At the end, it discards the devices with the lowest scores until it remain with only the top-scoring estimated number of devices by the Number Of Active Devices Classifier from Section 5.2.

To evaluate the Fast Scores Based classifier we tested it over all possible subsets of different devices, and repeated this 10 times, each time with a different trace of learning and testing. To set the values of $f_1$, $f_2$ we ranged their values from 0% to 100% with jump of 5% and compared the results of the 10-times experiments each time with a different value of $f_1$, $f_2$. We got the best results for $f_1 = 80\%$, $f_2 = 90\%$.

Table 3 (left columns) shows that the Precision, Recall and Exact Identification are all larger when the number of devices is smaller. We get Precision and Recall of at least 74% for any number of devices.

Comparing the results of FSBC to the Full Comparison Check in Table 3 we see that with 5 IoT devices, both methods have Precision and Recall of 97–98%, but FSBC has a low rate of Exact identification for subsets of 10 devices or more.

However, the Full Comparison Check comes at a cost: while the Fast Scores Based Check has an initialization time of about 5 seconds to learn the common and unique packet-sizes for network with 14 devices, the Full Comparison Check requires an initialization time of about 30. Also, the average time of identifying the subset (after the initialization is completed) is also much faster for the Fast Scores Based Check: about 10ms while it’s almost 3 seconds for the Full Comparison Check. This high ratio between the initialization and identification times of the Full Comparison and the Fast Scores Based checks remains the same for any number of devices in the network. Thus we conclude that FSBC gives the adversary a very good estimate of the subset of active devices at a fraction of the computational cost of the Full Comparison Check.

5.4 Results with Level-100 Padding

Another padding method, suggested by Pinheiro et al. [35], is Level-100 Padding (see Table 4). The motivation to use this padding is that it’s considered to have lower bandwidth overhead. In addition, Level-100 padding is considered to offer better privacy as more packets share the same packet-sizes. We used the same methods as in Sections 5.1–5.3 in order to estimate the efficiency of this measure of defense. As seen in Figure 6, in the case of a single dominating device we still manage to identify it correctly both in the case of local adversary and external adversary.
Algorithm 2: FSBC(distributions[], f₁, f₂, testedSubset)

scoresList ← []
for d in distributions do
    score ← 1
    uniqueSize ← extractTopUniqueSize(d, distributions)
    commonSizesList ← extractCommonSizes(d, f₁)
    total ← 1 + len(commonSizesList)
    if uniqueSize not in testedSubset then
        score ← score - 1/total
    end
    for packetSize in commonSizesList do
        if testedSubset[packetSize] < f₂·d[packetSize] then
            score ← score - 1/total
        end
    end
    scoresList.append(score)
end
estimatedSize ← numberOfActiveDevicesClassifier(testedSubset)
estimatedSubset ← takeTopScoresDevices(scoresList, estimatedSize)
return estimatedSubset

Table 3: Fast Scores Based + Full Comparison Checks

| Number of Devices | Fast Scores Based Check | Full Comparison Check |
|-------------------|------------------------|-----------------------|
|                   | Recall (%)             | Precision (%)         | Exact Identification (%) |
|                   | Recall (%)             | Precision (%)         | Exact Identification (%) |
| 5                 | 97                     | 97                    | 74                     |
| 10                | 99                     | 99                    | 98                     |
| 14                | 74                     | 76                    | 4                      |

We then tested the effect of Level-100 padding on the Number Of Active Devices Classifier (Section 5.2) and found out that it didn’t change the results: As expected, Level-100 padding changes the way we pad the packets but not the number of sent packets, hence it does not reduce the ability to infer how many devices are currently active at the victim’s network.

In addition, when trying to detect subsets of active devices as before, we found out that Level-100 padding has an effect mainly on the exact identifying of the active subset, but nonetheless we still managed to obtain quite high measures of Precision and Recall (about 76% - see Table 5), meaning that an adversary can still get high confidence of the active devices in the victim network. The only measure that is significantly impacted by Level-100 padding is the exact identification which dropped to about 10%: this makes sense as with this kind of padding many packets share the same size and thus detecting the exact subset of active devices becomes considerably more difficult.

6 ESTIMATING THE SHAPING AND PADDING PARAMETERS

6.1 Identifying Padding Parameter W

As mentioned in Section 2.1, we model a case which STP pads the traffic randomly, using the parameter W. In order for the adversary to model the devices and to identify them accurately, ideally it needs to know W. We evaluated what happens if there is a difference between the actual W and the value W estimated by the adversary. Figure 7 repeats the experiment of Section 5.1 when the adversary estimates W incorrectly. Figure 7a shows that the adversary can still identify correctly the dominating active devices when under-estimating W by 20 bytes. Figure 7b has a diagonal-rate of 10/14 and shows that a larger under-estimation (of 40) yields to incorrect classifications.

Now, in order to estimate W with reasonable accuracy, the adversary does the following: whenever there’s indication that only one device is active (e.g., a dominating device), the adversary compares the recorded trace with the models of all of the devices, for all the different values of W it modeled. As discussed earlier, we know that taking the modeled devices with W at most 20 bytes away from the actual value would yield a true classification of that device’s identity with high likelihood. Therefore it’s sufficient for us to find W which is at most 20 bytes off from the actual W.
To evaluate the adversary’s power, we simulate the padded traffic of every device for multiple possible values of the parameter $W$ (testing with jumps of 40 bytes to aim for ±20 accuracy). Then we model the learnt devices for the different values of $W$. Whenever there is an active dominating device whose identity is unknown to the adversary, it compares it to the different models for each value of $W$ we checked. Figure 8 shows an example of the derived models’ columns comparison (using cosine distance) to the tested device, when the true value is $W = 80$ and we simulate with $W = 50, 90, 130$ for one possible device (in this case, $W = 90$ has the best estimate of $W$ assuming device 3 is dominant).

The smallest value’s row index in each column indicates which device is estimated to be active when we simulate with the associated value of $W$, and the row index of the minimum of all minima indicate which device is the best candidate out of all columns. The column associated with this minimum has the closest value of $W$ to the real value used. In Figure 8 we choose $W = 90$, because its column has the minimum value 0.039. Since the jump between tested $W$ values is 40, we conclude that the true value is in the values $90 ± 20$.

### 6.2 Identifying Shaping Parameter $q$

Next the adversary would like to estimate the shaping probability $q$ used by the victim. We again assume that a single (dominating) device is active, build simulated models for multiple values of $q$ and compare them to the actual traffic with the unknown $q$. Figure 9 demonstrates that even when we model with value of $q$ that is very different from the real value used, we still achieve diagonal-rate of 14/14.

Nonetheless, we still wish to get a reasonable estimate of $q$. We observe that $q$ directly affects the traffic volume: the higher $q$ is, the higher the pps rate is.

Therefore we check the traffic volume emitted by the dominant device for different values of $q$, and set thresholds in the mid-points between them (similar to what we did for the Number Of Active Devices Classifier in Section 5.2). By checking the actual traffic volume recorded in real-time and comparing it to the determined thresholds we can estimate $q$. 

---

**Figure 7:** Detecting dominating device with different learnt and tested $W$

**Figure 8:** Detecting $W$ - Example when device 3 is the dominating device
To evaluate this estimation, we checked values of $q$ that range between 0 and 1 with jump of 0.05. Figure 10 shows the average estimated $q$ (over all the devices) as a function of the true $q$. The figure shows that in all cases the estimation is very close to the true value: we precisely estimate the value of $q$ with accuracy of 91%, and in all cases we estimate the value of $q$ to be at most 0.1 off from the actual value.

7 DETECTING PERIODS WITH REAL TRAFFIC

Suppose now that the external adversary, that knows that shaping and padding are being employed on the middlebox home gateway, wants to distinguish between real traffic and cover (false) traffic injected by the STP algorithm. As before, we focus on using the STP with $q = 0.1, W = 80, T = 1sec, R = 100pps$. Recall that STP breaks up time into periods of length $T$. If the device is active in period $j$ then STP shapes the traffic so the packets are emitted uniformly, at a rate of $R$ pps, with equal inter-packet-arrival times (and padded lengths). If the device is not active in period $j$, STP randomly (with probability $q$) emits exactly $R/T$ equally-spaced cover packets in period $j$.

We assume that the adversary knows $T$, but is not synchronized with the gateway. Thus, the adversary also splits time into time units of length $T$: for ease of exposition we call the adversary’s time units “time windows” to distinguish them from the STP’s “periods”. A time window overlaps two periods. Notice that time windows can be empty when both STP periods it overlaps contain no real traffic and STP randomly decided not to inject cover traffic in either.

Each non-empty window might contain real traffic, or it may contain only cover traffic. The adversary’s goal is to label the non-empty windows, as it splits them, into two classes: “only cover traffic” and “real traffic”.

Dividing the training-trace into time windows splits each period into two windows, so we get more non-empty time windows than non-empty periods, possible twice as many. With our devices and the STP parameters as before we observed that 72% of the non-empty periods contain real traffic, while 53% of non-empty windows contain real traffic. Therefore, the partition to windows instead of periods yields a more balanced training set, where about half of the windows are labeled as “real traffic” and the other half as “only cover traffic”.

For the purpose of classifying the non-empty windows between the two classes, we create a feature vector for each time window. Since STP shapes the traffic, each time window effectively has $T/R$ “slots” at which a packet is either emitted or not. Thus for a time window starting at time $t_{\text{start}}$ we define a feature vector of size of $T/R$ where the $i$th feature ($0 \leq i \leq T/R - 1$) represents the size of the packet in the $i$th slot (at time $t_{\text{start}} + i \cdot R$), or 0 if there is no packet in that slot. Note that, unlike the packet-sizes distributions we used before, this feature is sensitive to packet-size order, reminiscent of the DFA model [44].

The adversary uses the labeled windows as a classified training set for both classes of windows. Then the adversary divides the test trace into time windows in the same way and labels any non-empty tested window using its training set.

We tried different machine learning algorithms such as Random Forest (RF) and Support Vector Machine (SVM) but found that the most effective algorithm is the KNN algorithm. To set the value of $k$, we applied 10-fold cross validation on the training set, each time with a different value of $k$, for $k$ between 1 to 150, and chose the best value $k = 119$ that results in the highest accuracy of the model.

To evaluate the model, we tested it on a different trace and repeated this process for 10 times, each time with a different subset of active devices. The results in Table 6 demonstrate that we managed to obtain high measures of Precision and Recall (above 77%) and accuracy of 81%.

8 CONCLUSION

In this paper we demonstrated that the packet-sizes distribution can still be used to successfully fingerprint the active IoT devices.
when shaping and padding are used—as long as the adversary is aware that these mitigations are deployed, and even if the values of the padding and shaping parameters are unknown. The main tool we used in our analysis is the full distribution of packet-sizes—as opposed to commonly used statistics such as mean and variance. We further showed how an external adversary who only sees the padded and shaped traffic as aggregated and hidden behind a NAT middlebox can accurately identify the subset of active devices with Recall and Precision of at least 96%. We also showed that the adversary can distinguish time windows containing only bogo/ cover packets from windows with real device activity, at a granularity of 1sec time windows, with 81% accuracy. Using similar methodology, but now on the defender’s side, we were also able to detect anomalous activities in IoT traffic due to the Mirai worm.
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Table 6: Classifying The time windows Using KNN with k=119

| Recall (%) | Precision (%) | Accuracy (%) |
|------------|---------------|--------------|
| 78         | 77            | 81           |
A. THE ACTIVE ADVERSARY MODEL

A.1 Overview

We now change our viewpoint to that of the defender trying to detect abnormal behavior of a device taken over by an active adversary. For that, we again use the packet-sizes distributions.

Our goal is to detect whenever that happens. We used 3 different traces of 1 hour of traffic to develop and evaluate our methods - (1) normal-behavior-trace, (2) validation-trace and (3) test-trace. In the learning phase we only use the normal-behavior-trace and the validation-trace.

The normal-trace contains only normal-behavior traffic associated with the device. In order to check our anomaly detection methods, we use simulated Mirai traffic as captured from the real attack [27], categorised into the three stages in the Mirai attacks discussed in Section 2.4. For a given device trace and Mirai attack stage, we inject the attack packets into the regular traffic of the validation-trace of the device to simulate an active adversary exploiting the IoT network. We use both the normal-trace and validation-trace to set a threshold to differentiate between windows with normal behavior traffic to windows containing Mirai abnormal packets.

In the test phase, we inject the Mirai traffic into the test-trace, and evaluate our models success-rates in detecting the anomalies. We repeat this experiment 10 times for each device.

We divided our validation-trace and test-trace into time windows and injected the malicious attack packets into 50% of the windows in both traces. We set the length of the time window to be 2 minutes long, so we have 30 windows in each trace.

In this section we shall compare two detection methods: one based on the Local Outlier Factor (LOF) Algorithm, and the other one directly on the Jensen-Shannon distance (JSD) [11, 25] between packet-sizes distributions: basic experimentation indicated that using the JSD as distance measure for both methods gives better anomaly-detection results than the cosine distance. JSD is a metric that is bounded between 0 to 1, based on the Kullback-Leibler (KL) divergence between two normalized (i.e., with norm equal to 1) distributions’ feature vectors which are defined on the same packet-sizes set $X$:

$$KL(p||q) = \sum_{x \in X} p(x) \cdot \log \frac{p(x)}{q(x)}$$

JSD divergence is asymmetric and is not defined if there exists a packet-size $x \in X$ such that $q(x) = 0$, $p(x) \neq 0$. JSD distance which is a metric (in particular it’s symmetric) fixes this and is always well-defined.

A.2 The Local Outlier Factor (LOF) Method

The first anomaly detection method we used is the Local Outlier Factor (LOF) method, known for anomaly detection in many cases in the literature [2, 10]. We divide the normal-trace too into 30 time windows of 2 minutes long. The feature vector of a time window in each trace is its packet-sizes distribution.

To set the threshold we use the following process in the learning phase: we give a score to each validation-trace window, using the LOF algorithm as demonstrated in Figure 11a. Validation-trace windows that are further away from the normal behavior windows of the normal-trace will get higher scores. We used the python library [24] sklearn.neighbors.LocalOutlierFactor and specifically its attribute negative-outlier-factor. Taking its opposite number gives the score.

After doing this, we have a score for every validation window. We then plot the ROC Curve for the validation trace, based on setting each time a different score as a threshold. Windows with score higher than the threshold are considered as abnormal, while windows with lower score are considered to be normal. We then take as our threshold the value that yields the best accuracy of classification.

In our experimentation with this method of setting the threshold, we got a perfect ROC Curve with Area Under Curve (AUC) of 1 on the validation trace, and the chosen threshold also incurs Equal Error Rate (EER) of 0, which means that our method can...
differentiate perfectly between the two classes of windows in the validation trace.

Last, we use the chosen threshold: each test-trace window gets a score in a similar way and is classified as abnormal if its score is higher than the chosen threshold, and normal otherwise. We got Precision of 100% over all the devices, i.e., we didn’t have any false alarms. Table 7 shows that we have a Recall of at least 93% for each device.

A.3 The Jensen-Shannon (JS) Method

In this method we use directly our Jensen-Shannon distance metric to set the thresholds. This time we considered the whole learning day as a whole packet-sizes distribution rather than dividing it to time windows like in the LOF method. Similarly to the LOF method, we give a score to each validation-trace window. Figure 11b shows that each window gets as score the value of the jensen-shannon distance between it and the whole normal-trace. Validation-trace windows with higher distance from the whole normal-trace get higher score. Like before, we plot the ROC curve and choose the best threshold. We got again a ROC Curve with AUC of 1 and EER of 0, which means that this method can also distinguish perfectly between the two types of windows.

As before, we use the chosen threshold in order to classify each window from the test-trace. We got again Precision of 100% over all the devices, so we didn’t have any false alarms. Table 7 shows that we have a Recall of at least 89% for each device.

A.4 Comparing The Methods

Both methods did not have any false alarms caused by the detection method (i.e., never alerted about anomaly window when it wasn’t the case) and had Precision of 100% for all the devices. As displayed in Table 7, the LOF method has slightly better rates of Recall than the JS method, and both have at least 89% Recall over all the devices. Abnormal windows’ distributions are significantly different than normal windows’ distributions because the attack packets injected have common sizes of Mirai attacks that repeat themselves in a high rate (e.g. DNS attack). Thus, our methods managed to differentiate between the distributions associated with the normal and abnormal windows.