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Abstract

Traditional orthogonal range problems allow queries over a static set of points, each with some value. Dynamic variants allow points to be added or removed, one at a time. To support more powerful updates, we introduce the Grid Range class of data structure problems over arbitrarily large integer arrays in one or more dimensions. These problems allow range updates (such as filling all points in a range with a constant) and queries (such as finding the sum or maximum of values in a range). In this work, we consider these operations along with updates that replace each point in a range with the minimum, maximum, or sum of its existing value, and a constant. In one dimension, it is known that segment trees can be leveraged to facilitate any $n$ of these operations in $\tilde{O}(n)$ time overall. Other than a few specific cases, until now, higher dimensional variants have been largely unexplored.

Despite their tightly-knit complexity in one dimension, we show that variants induced by subsets of these operations exhibit polynomial separation in two dimensions. In particular, no truly subquadratic time algorithm can support certain pairs of these updates simultaneously without falsifying several popular conjectures. On the positive side, we show that truly subquadratic algorithms can be obtained for variants induced by other subsets.

We provide two general approaches to designing such algorithms that can be generalised to online and higher dimensional settings. First, we give almost-tight $\tilde{O}(n^{3/2})$ time algorithms for single-update variants where the update and query operations meet a set of natural conditions. Second, for other variants, we provide a general framework for reducing to instances with a special geometry. Using this, we show that $O(m^{3/2-\epsilon})$ time algorithms for counting paths and walks of length 2 and 3 between vertex pairs in sparse graphs imply truly subquadratic data structures for certain variants; to this end, we give an $\tilde{O}(m^{(4\omega-1)/(2\omega+1)}) = O(m^{1.478})$ time algorithm for counting simple 3-paths between vertex pairs.
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1 Introduction

Orthogonal range query problems are ubiquitous across various fields of Computer Science. In the simplest of these problems, a data set is modelled as a set of points in $\mathbb{Z}^d$, and the task is to design a data structure that can efficiently answer queries which ask: how many points lie within the (axis-aligned) orthogonal range $[l_1, r_1] \times \ldots \times [l_d, r_d]$? One can extend this definition by assigning a value to each point in the input, and having queries ask instead for some aggregate (e.g. the maximum value) of the values of the points within the query range.
This has been studied extensively \cite{8 16 5 13 19 22 30 12 2 29}. Along with models which ask to report all points in the range \cite{8 4 29}. Dynamic models, where a single point may be inserted or removed in a single operation, have also been studied \cite{21, 16, 15}. Corresponding to the addition or deletion of a single record. Queries may then be interspersed between these update operations, providing insight into the data set as it changes over time. Modelling data sets in this way has proven useful for Online Analytical Processing (OLAP) \cite{21, 32} of databases.

In practice, however, one may wish to employ more powerful updates. In this work, we examine data structures which support updating the values of all points that fall within a range in addition to range queries. This models updates to the records in a database table whose numerical field values fall within designated ranges. For instance, this could be giving all employees who have been employed between 5 to 10 years, and have KPIs between 80 and 90 an “A” rating. We formalise this as follows.

**Definition 1.1.** Let \( d \) be a positive integer constant, \((\mathbb{Z}, q)\) be a commutative semigroup, and \( U = \{u_i\} \) be a set of integer functions. The \((dD)\) Range \((q, U)\) problem gives as input a set \( P = \{x_1, \ldots, x_p\} \) of \( p \) points in \( \mathbb{Z}^d \). A corresponding integer value \( v_i \) is also given for each point \( x_i \), each initially 0. It requests a series of operations, each taking one of the following forms:

- \( \text{update}_i((l_1, r_1), \ldots, (l_d, r_d)) \): for each \( x_i \in [l_1, r_1] \times \ldots \times [l_d, r_d] \), set \( v_i := u_j(v_i) \)

- \( \text{query}((l_1, r_1), \ldots, (l_d, r_d)) \): compute and return \( q(P') \), where \( P' \) is the multiset \( \{v_i : x_i \in [l_1, r_1] \times \ldots \times [l_d, r_d]\} \).

Importantly, the operations may include updates of different types, and operations may occur in any order. All operations are given online and no information is known about them before the preceding operations are performed. There are \( n = n_u + n_q \) operations in all, with \( n_u \) and \( n_q \) of the first and second forms, respectively.

We are most interested in the case where update functions take the form \( \ast_c(x) = x \ast c \), where \( \ast \) is a binary operation over the integers, and \( c \) is an operation-specific constant. Through a slight abuse of notation, we also use \( \ast \) to denote the set of all functions of the form \( \ast_c \). We write \( \ast \) as a member of \( U \) as shorthand for \( \ast_c \) being a member of \( U \), for all \( c \). For example, Range \((+, \{+, \max\})\) allows updates of the form \( +_c \) (increasing values by \( c \)), \( \max_c \) (replacing values less than \( c \) with \( c \)), and queries which ask for the sum of values in a range. For a single update function or binary operation \( u \), we write Range \((q, u)\) for short.

The Grid Range variants are those whose point set is \( P = [s]^d \); \( P \) is not given explicitly, but rather, is described in the input by the positive integer \( s \). Hence, the size of input (and thus the running time) can be measured as a function of the number \( n \) of operations which occur, rather than the size of \( P \). Grid Range problems will form our primary focus, but we first describe the context surrounding Range problems as a whole.

### 1.1 Motivation

In one dimension, Range problems can be viewed as operating over an array. In this case, balanced binary trees (such as binary search trees or segment trees \cite{9}) over the array have been effective tools in solving Range problems. Such trees allow any range of the array to be canonically expressed as the disjoint union of \( O(\log p) \) subtrees of the tree.

---

\(^1\) A semigroup \((S, +)\) is a set \( S \) equipped with an associative binary operator \(+ : S \times S \to S\). A semigroup is commutative if \( x + y = y + x \) for all \( x, y \in S \).
When the functions in $U$ are closed under composition and each distributes over $q$, the folklore technique of lazy propagation over a binary tree solves 1D RANGE $(q, U)$ in $O(\log p)$ time in the worst case, per operation. Lazy propagation can be extended to support several types of updates: it can be applied to solve 1D RANGE $(\max, \{+\min, \set, \max\})$ in worst-case $O(\log p)$ time per operation, where set is the binary operation that returns its second operand. These techniques are described in more detail in Section 2. Ji [25] considered the 1D RANGE $(+, \max)$ problem, where the update operation does not distribute over the query operation, by introducing a technique known as a Ji-Driver Tree (informally “Segment Tree Beats”), generalising lazy propagation. Using this technique, he showed that 1D RANGE $(+, \{+\min, \set, \max\})$ can be solved in amortised $O(\log^2 p)$ time per operation.

Let $\mathcal{B}$ be the set of RANGE $(q, U)$ problems with $q \in \{+, \max\}$ and $U \subseteq \{+, \min, \set, \max\}$. Motivated by the one dimensional results for problems in $\mathcal{B}$, we seek general techniques addressing RANGE problems in two or more dimensions. This has been asked as an open question in the competitive programming community [26].

The RANGE problem on a $p$ element array can be generalised to multiple dimensions in two natural ways: either a set of $p$ points in $\mathbb{Z}^d$ is provided explicitly, or the point set is considered to be $[s]^d$. In the former case, one dimensional techniques can be generalised to higher dimensions with the aid of an orthogonal space partition tree (hereafter simply partition tree), such as a kd-tree [8].

**Lemma 1.2.** If 1D RANGE $(q, U)$ on $p$ points can be solved in time $T(p)$ per operation and $q$ is computable in $O(1)$ time, then $d$D RANGE $(q, U)$ can be solved in time $O(p^{1-1/d}T(p))$ per operation.

We prove this result and provide almost-tight $\Omega(p^{1/2-o(1)})$ time per-operation lower bounds conditioned on the Online-Matrix Vector (OMv) Conjecture of Henzinger et al. [23], for all RANGE problems in $\mathcal{B}$ when $d = 2$, in Section 7.

The latter case corresponds to the Grid RANGE class of problems, which is the subject of the remainder of this work. The same technique does not apply in these cases, as the number of points is $p = s^d$.

### 1.2 Prior work

Prior work on Grid RANGE problems has been limited to a few specific cases.

Since balanced binary trees have been rather effective in solving problems in one dimension, it is natural to ask whether they can be easily generalised to higher dimensions. Lueker [28] and Chazelle [10] generalised binary search trees and segment trees to higher dimensions to answer various $d$-dimensional range query problems (without updates) on sets of $n$ points in $O(\log^d n)$ time per query. This technique can be used to solve Grid RANGE problems in the special cases where all update ranges affect a single point, or when all query ranges contain a single point and the update functions are commutative. The latter can be seen as a generalisation of Rectangle Stabbing [14], which accepts a series of $d$-dimensional boxes and supports queries for the number of boxes covering a given point), a dual of traditional range queries. The same structure was used with scaling by Ibtehaz et al. [24] to solve Grid RANGE $(+, +)$ in worst-case $O(\log^d s)$ time per operation; without scaling, a straightforward solution for Grid RANGE $(\max, \max)$ can be obtained in the same time. These upper bounds contrast with the abovementioned $\Omega(p^{1/2-o(1)})$ time conditional lower bounds for

---

2 An integer function $u$ distributes over $q$ if $u(q(a, b)) = q(u(a), u(b))$
the corresponding 2D Range problems. For other problems in $\mathcal{B}$, the lazy propagation technique used in one dimension cannot be directly applied over this structure, as it requires a partition tree of the coordinate space.

In the Klee’s Measure problem, $n$ rectangles are given in $d$ dimensions, and one is asked to find the volume of their union. In Weighted Depth, the rectangles each have a weight, and one is asked to find the maximum sum of weights of rectangles that cover a single point. In Dynamic versions of these problems, a single rectangle can be added or removed in a single operation, and the new answer must be returned after each one. These can be seen as special cases of Grid Range problems.

When only additions are supported, Dynamic Klee’s Measure is a special case of Grid Range (+, set) or Grid Range (+, max). Overmars and Yap [31] gave a $O(n(d+1)/2 \log n)$ time solution over $n$ updates when the rectangles’ coordinates are known during preprocessing. Chan [10] gave a sublogarithmic time improvement over this method and showed that this is nearly tight in two dimensions, giving an $\Omega(\sqrt{n})$ time per update worst-case lower bound by reducing from Dynamic Matrix-Vector Multiplication.

Dynamic Weighted Depth is the special case of Grid Range (max, +), where the maximum value in the entire grid is queried after each update. It is closely related to Dynamic Klee’s Measure, in that every known algorithm for one has been adaptable to the other, with running times differing only by a sublogarithmic factor. Hence, with a slight modification of the result of Overmars and Yap [31], an $\tilde{O}(n(d+1)/2)$ time algorithm for Grid Range (max, +) can be obtained. Chan [10] showed that Dynamic Weighted Depth is solvable in time $O(n(d+1)/2 \log^{d/2} \log n)$, with sublogarithmic improvements specific to entire-grid queries.

When there are no updates, Klee’s Measure and Weighted Depth can be reduced to $O(n)$ updates on a $d-1$ dimensional Dynamic instance with a sweepline, however Chan [11] gave faster $O(n^{d/2-o(1)})$ time algorithms for these. Reductions by Chan [10] and Backurs et al. [7] showed that solving static variants of Klee’s Measure or Weighted Depth in time $o(n^{d+\omega/6})$ or $O(n^{d/2-\epsilon})$ for some $\epsilon > 0$, respectively, would improve longstanding upper bounds for Clique or Max Clique, respectively. It follows that these problems are W[1]-complete for parameter $d$. The same reductions can be appropriated for $d = 3$ to show that an $O(n^{3/2-\epsilon})$ time algorithm for 3D Weighted Depth implies an $O(n^{3-2\epsilon})$ time algorithm for Negative Triangle. A truly subcubic algorithm for Negative Triangle exists if and only if one exists for APSP [33], so an $O(n^{3/2-\epsilon})$ time algorithm for 2D Grid Range (max, +) for some $\epsilon > 0$ would falsify the APSP Conjecture.

1.3 Our contribution

Our main contributions are conditional lower bounds, which serve to elucidate and categorise the expressiveness of these data structures, and upper bounds in the form of general algorithms and frameworks for solving Grid Range problems (such as those in $\mathcal{B}$) in two or more dimensions. We do so on a Word RAM with $\Omega(\log n)$-bit words. In the sequel, we use $\mathcal{B}'$ to denote $\mathcal{B}$ without the problems Grid Range (+, +) and Grid Range (max, max), for which per-operation polylogarithmic time upper bounds are already known.

**Lower bounds.** First, we consider algorithms whose per-operation time complexity is a function of $s$, the side length of the grid. In two dimensions, we show that there is no algorithm running in time $O(s^{1-\epsilon})$ per-operation for any $\epsilon > 0$, for any problem in $\mathcal{B}'$, unless the OMv Conjecture is false. Further, for Grid Range (+, {+, max}) we obtain identical lower bounds, conditioned on the “extremely popular conjecture” of Abboud et al. [1] that at
Table 1 Lower and upper bounds for Grid Range problems in \( \mathcal{B} \), exhibiting polynomial separation. All results are in two dimensions where \( d \) is unspecified, and in \( d \) dimensions otherwise, where \( d \) is a constant. All lower bounds hold offline, except those for OMv, and all upper bounds hold in fully online settings.

| \( q \) | \( U \) | Lower bounds | Upper bound |
|---|---|---|---|
| max | max | \( O(n \log^d s) \) (extension of segment trees) | \( O(n \log^d s) \) \([24]\) |
| + | + | \( \Omega(n^{d+\omega/2}/\omega + 1) \) | \( O(n^{d+\omega/2}/\omega + 1) \) \([10,11]\) |
| max | min | \( \Omega(n^{3/2-\epsilon/2}) \) OMv | \( O(n^{(d+1)/2}) \) |
| max | set | \( \Omega(n^{2^{-\epsilon}}) \) OMv | \( \tilde{O}(n^{(d+1)/2}) \) |
| max | \{min, set, max\} | \( \tilde{O}(n^{(d^2+2d-1)/2d}) \) | \( \tilde{O}(n^{5/(4+\omega)}/\omega + 1)\) = \( O(n^{1.954}) \) |
| + | set | \( \tilde{O}(n^{5/(4+\omega)}/\omega + 1)\) = \( O(n^{1.954}) \) |
| + | \{+, set\} | \( \tilde{O}(n^{5/(4+\omega)}/\omega + 1)\) = \( O(n^{1.989}) \) |
| max | \{+, min\} | \( \tilde{O}(n^{d-\epsilon}) \) d-OV | \( \tilde{O}(n^d) \) |
| max | \{+, min, set, max\} | \( \tilde{O}(n^{d-1}) \) 3SUM | \( \tilde{O}(n^d) \) |
| + | \{+, max\} | \( \tilde{O}(n^{d-1}) \) 3SUM | \( \tilde{O}(n^d) \) |
| + | \{+, min, set, max\} | \( \tilde{O}(n^{d-1}) \) d-OV | \( \tilde{O}(n^d) \) |

least one of the APSP, 3SUM and 2-OV (Orthogonal Vectors) Conjectures are true (the latter of which is implied by the Strong Exponential Time Hypothesis \([35]\)). Hence, we cannot solve this variant in two dimensions in \( O(s^{1-\epsilon}) \) time per operation for any \( \epsilon > 0 \) without making a powerful breakthrough across several fields of Theoretical Computer Science. For Grid Range (max, \{+, min\}) and Grid Range (+, \{+, max\}), we generalise our results to \( d \) dimensions under the d-OV Conjecture to obtain an \( \Omega(s^{d-1}) \) time per-operation lower bound. All these lower bounds are almost-tight, as \( \tilde{O}(s^{d-1}) \) time per-operation upper bounds can be obtained by maintaining \( s^{d-1} \) one dimensional instances.

These results, however, do not preclude the existence of efficient and practical algorithms for Grid Range problems whose overall complexity is a function of the number of operations, \( n \) – the true size of the input – rather than \( s \). Our aforementioned lower bounds under the OMv and APSP Conjectures translate to conditional \( \Omega(n^{3/2-\epsilon}) \) lower bounds for all problems in \( \mathcal{B}' \), but our lower bound under the 3SUM Conjecture translates to conditional lower bounds of \( \Omega(n^{2-\epsilon}) \) for 2D Grid Range (+, \{+, max\}). In \( d \) dimensions, our lower bounds under the d-OV Conjecture translate to \( \Omega(n^{d-\epsilon}) \) time conditional lower bounds for Grid Range (max, \{+, min\}) and Grid Range (+, \{+, max\}). Our lower bounds are summarised in Table 1 and proven in Section 3.

Upper bounds. By reducing to algorithms in one dimension, \( \tilde{O}(n^d) \) time algorithms can be found for all these problems. Hence, we aim to determine which problems in \( \mathcal{B}' \) can be solved more efficiently, by seeking truly subquadratic time algorithms in two dimensions. To this end, we provide two general frameworks for developing such algorithms, both based on the approach of Overmars and Yap \([31]\) for Dynamic Klee’s Measure. Their algorithm
constructs a partition tree of the grid such that the rectangles intersecting each leaf region form a “trellis” pattern. This requires the coordinates of all rectangles to be known during precomputation.

First, we provide a fully-online generalisation of this approach, that does not require coordinates to be known ahead of time.

▶ Theorem 1.3. Suppose \( q \) and \( u \) are associative, commutative binary operations, computable in \( O(1) \) time, such that \( u \) distributes over \( q \), and \( 0 \) is an identity of \( u \). Then Grid Range \((q, u)\) can be solved in \( \tilde{O}(n^{(d+1)/2}) \) time.

This algorithm does not apply to problems such as the Range \((+, \text{set})\) problem described in the abstract, as set does not distribute over \(+\). Motivated by this, in Section 5 we show that in two dimensions, efficient solutions to static Grid Range \((q, U)\) instances where the update ranges form the same “trellis” pattern can be used to give fully-online, truly subquadratic time solutions to many Grid Range \((q, U)\) problems. We also extend these results to multiple dimensions.

As an application, we use this approach to give a truly subquadratic time algorithm for 2D Grid Range \((\max, \{\min, \text{set}, \max\})\). We do the same for 2D Grid Range \((+, \text{set})\) and 2D Grid Range \((+, \{+, \text{set}\})\) in Section 6 by drawing an equivalence and a reduction between the respective “Static Trellised” instances and counting the number of 2- and 3-edge paths between vertex pairs, respectively. To this end, we prove the following result.

▶ Theorem 1.4. Let \( G \) be a graph with \( m \) edges and \( O(m) \) vertices. The number of 3-edge walks between each of \( q \) vertex pairs in \( G \) can be found in \( O(m^{2\omega/(2\omega+1)}(m+q)^{(2\omega-1)/(2\omega+1)}) \) time.

In this way, queries on static graphs yield efficient, fully-online dynamic Grid Range

![Figure 1](image-url) Our results for 2D Grid Range. Questions left open that ask whether certain problems belong to certain complexity classes are marked with a ‘?’. See Section 9 for more details on open problems.
data structures. We find it somewhat surprising that, though all of the problems in \( \mathcal{B} \) can be solved in \( O(n) \) time in one dimension, our upper and lower bounds imply likely polynomial separation in two or more dimensions (see Table 1).

Lastly, we provide a fully-online algorithm for 2D Grid Range (max, +) that uses \( O(n \log^2 n) \) space, and runs in a time comparable to that of existing algorithms.

\[ \textbf{Theorem 1.5.} \text{ 2D Grid Range (max, +) can be solved in } \tilde{O}(n^{3/2}) \text{ time, and } O(n \log^2 n) \text{ space.} \]

This is proven in Section 8. While our complexity is slower than existing results by Chan [10] by a polylogarithmic factor, those require \( O(n^{3/2+o(1)}) \) space and are not fully-online. Overmars and Yap [31] also gave an \( O(n) \) space algorithm for static Klee’s Measure in \( d \) dimensions using a sweepline, but this does not apply in the dynamic case.

\section{Preliminaries}

\textbf{Model of computation.} All results are described for a Word RAM over \( l \)-bit words, with \( l = \Omega(\log n) \). We further assume that any coordinates or values given in the inputs can be represented in a constant number of words, and that basic arithmetic and the (binary) operations used in range problems can be performed on a constant number of words in constant time. In particular, \( s = O(n^c) \), for some constant \( c \).

\textbf{Notation.} We use the notation \( \tilde{O}(f(n)) = O(f(n)\text{poly } \log n) \) to hide polylogarithmic factors. Note that \( \log^c s = \log^c n \) for any constant \( c \). Where our algorithms and proofs use positive or negative \( \infty \) as a value, this can be replaced with a suitably large value, for a given input instance.

Where \( x \leq y \) are real numbers, we denote by \([x, y]\) the set of all integers between \( x \) and \( y \), inclusive. When \( y \geq 1 \), we write \([y]\) as shorthand for \([1, y]\).

The binary operation set is the operation whose value is its second operand. That is, set\((a, b) = b \).

\[ 2 \leq \omega < 2.37286 \] [5] is the exponent of multiplying two \( n \times n \) integer matrices. We also write \( \omega(a, b, c) \) for the time taken to multiply an \( a \times b \) matrix by a \( b \times c \) matrix.

\textbf{Ancillary problems and variants.} In RANGE problems, we say that the \( i \)th operation (update or query) occurs at \( \text{time } i \). In OFFLINE variants, all operations are provided together with the initial input, and in Static variants, it is guaranteed that all updates precede all queries.

We formalise and appropriate the “trellis” pattern observed by Overmars and Yap [31] for our use, as follows. Call a Grid Range instance \textsc{Trellised} if for each update, there is a dimension \( d^* \) such that \([d^*, r_{d^*}] = (-\infty, \infty) \) for all \( d' \in [d] \setminus \{d^*\} \). When \( d = 2 \), updates must either cover all points in a range of rows, or all points in a range of columns, which we call \textit{row updates} and \textit{column updates}, respectively.

\textbf{Segment trees and lazy propagation.} Let \( s \) be a power of two. A \textit{segment tree} over an array \( A \) containing \( s \) elements is a complete rooted binary tree of ranges over \([s]\). The root is \([1, s]\), and each node \([a, b]\) has two children: \([a, h]\), \([h + 1, b]\), where \( h = (a + b - 1)/2 \).

Hence, there are \( O(s) \) nodes in the tree, with a depth of \( \log s \). Given an integer interval \( I = [l, r][1 \leq l \leq r \leq s] \), we can write \( I \) as a canonical disjoint union of a set base(\( I \)) of \( O(\log s) \) nodes. These are defined as the nodes closest to the root that are fully contained in
I, and can be found recursively. We say that an integer interval \([l_1, l_2]\) decomposes to \(I\) if \(I \in \text{base}([l_1, l_2])\).

Segment trees can be used to prove the following folklore proposition.

\begin{proposition}[Lazy propagation] Suppose \(U\) is a set of update functions, and \(q\) is a query function, computable in \(O(1)\) time. If there is a set \(\bar{U}\) such that:
\begin{enumerate}
  \item \(U \subseteq \bar{U}\) are sets of functions that can be represented and composed in \(\bar{O}(1)\) space and time, such that the composition of any series of at most \(n\) (possibly non-distinct) functions of \(U\) results in a function in \(\bar{U}\); and
  \item For each \(u \in \bar{U}\), \(u\) distributes over \(q\)
\end{enumerate}

then \(1\text{D Grid Range} (q, U)\) is solvable in \(\bar{O}(n)\) time.
\end{proposition}

\begin{proof}
Without loss of generality, increase \(s\) so it is a power of two, and build a segment tree \(T\) over \([s]\). In each segment tree node \(a\), we will store an element \(u_a\) of \(\bar{U}\). We also store a “\(-\text{value}\)” at each node \(q_a\), each initially the value of \(q\) over an array of \(|a|\) 0s. If \(a\) has children \(b\) and \(c\), we keep the invariant \(q_a = u_a(q_b, q_c)\). Whenever we need to access node \(a\), for each ancestor \(a’\) from the root, we update \(u_a := u_a \circ u_{a’}\), \(q_a := q_a(q_{a’})\) for each child \(b’\) of \(a’\), then reset \(u_a := 0\). This “lazily propagates” the updates from a parent to a child.

To perform an update on an interval \(I\), we perform an update on each node \(a\) in base(\(I\)) separately. For each node, we first propagate as above, then modify \(u_a\) and \(q_a\), as above. We then consider the ancestors of \(a\) from \(a’\’s\) parent back to the root, and update their \(-\text{values}\) to maintain the invariant. To perform query, we perform a similar propagation on each node in base(\(I\)). The result can then be found by combining the \(-\text{values}\) of these nodes.

We note that the segment tree need not be constructed explicitly: we only create and store values for nodes which are required. Using binary exponentiation, we can find the \(-\text{value}\) of an untouched node in \(O(\log s) = O(\log n)\) time.
\end{proof}

\section*{Hardness conjectures}
We base hardness on the following popular conjectures. The first is a conjecture of Henzinger et al. \cite{Vassilevska}.\footnote{We refer the reader to the survey by Vassilevska Williams \cite{Vassilevska} for more details on the remaining conjectures.}

\begin{conjecture}[OMv Conjecture] No (randomized) algorithm can process a given \(m \times m\) boolean matrix \(M\), and then in an online way compute the \((\lor, \land)\)-product \(Mv\), for any \(m\) boolean vectors \(v_1, \ldots, v_m\) in total time \(O(m^{3-\epsilon})\), for any \(\epsilon > 0\).
\end{conjecture}

In the OuMv problem, the same matrix \(M\) is given during preprocessing, and \(m\) pairs of boolean query vectors \((u_1, v_1), \ldots, (u_m, v_m)\) are given online. For each, the value of the product \(u_i^T M v_i\) is requested. Note that the answer to each of these queries is a single bit. Henzinger et al. showed that if OuMv can be solved in \(O(m^{3-\epsilon})\) time, then OMv can be solved in \(O(m^{3-\epsilon/2})\) time, so these problems are subcubic equivalent.

We refer the reader to the survey by Vassilevska Williams \cite{Vassilevska} for more details on the remaining conjectures.

\begin{conjecture}[APSP Conjecture] No (randomized) algorithm can solve All-Pairs Shortest Paths (APSP) in \(O(|V|^{3-\epsilon})\) time for \(\epsilon > 0\), on graphs with vertex set \(|V|\), edge weights in \([-\epsilon, \ldots, \epsilon]\) and no negative cycles, for large enough \(c\).
\end{conjecture}

\begin{definition}[(k-OV) problem] Let \(k \geq 2\) be a constant, and \(z = \omega(\log n)\). Given \(k\) sets \(A_1, \ldots, A_k \subseteq \{0, 1\}^2\) with each \(|A_i| = m\), determine if there exist \(a_1 \in A_1, \ldots, a_k \in A_k\) such that \(a_1 \cdots a_k = 0\), where \(a_1 \cdots a_k := \sum_{i=1}^{k} \prod_{j=1}^{k} a_{ji}\).
\end{definition}

\begin{conjecture}[k-OV Conjecture] No (randomized) algorithm can solve \(k\)-OV in \(m^{k-\epsilon}\text{poly}(z)\) time, for any \(\epsilon > 0\).
\end{conjecture}
3 Conditional lower bounds

In this section, we establish conditional hardness for problems in $\mathcal{B}'$ under popular conjectures. We do so by considering per-operation time complexity in terms of $s$ (the side length of the grid), and overall complexity in terms of $n$ (the number of operations).

Backurs et al. [4] gave a reduction from MAX $k$-CLIQUE to $kD$ WEIGHTED DEPTH. When $k = 3$, MAX $k$-CLIQUE is equivalent to NEGATIVE TRIANGLE, which is subcubic equivalent to APSP [33]. Adapting this reduction with a sweepline implies conditional lower bounds for 2D GRID RANGE (max, +).

Proposition 3.1 (Slightly generalised from [7]). If OFFLINE 2D GRID RANGE (max, +) can be solved in amortised $O(s^{1/\epsilon})$ time per update and $O(s^{2/\epsilon})$ time per query, or in $O(n^{3/2-\epsilon})$ time overall, for any $\epsilon > 0$, then the [APSP Conjecture] is false.

Proof. We reduce from NEGATIVE TRIANGLE to the equivalent 2D GRID RANGE (min, +) problem by modifying the reductions of Chan [10] and Backurs et al. [4]. Let $G = (V,E)$ be a graph without self-loops, and with weighted edges: for each $ij \in E$, we let $w_{ij} = \infty$.

We start with an $|V| \times |V|$ grid $C$ containing entirely zeros. Using $O(|V|^2)$ additions, we can initialise this grid to match the adjacency matrix of $G$. That is, the point $(i,j)$ has value $w_{ij}$. Then, for each vertex $i$, we add $\infty$ to point $(i,i)$.

Next, we will iterate through each vertex $j$, in order, to test if $j$ is contained in a negative triangle. We iterate through each edge $ij$ in non-increasing order of $w_{ij}$. For each, we use two updates to add $w_{ij}$ to all points in row $i$ and column $i$ of $H$. At this stage, the point $(i,k)$ is equal to $w_{ik} + w_{ij} + w_{jk}$ if $i$, $j$, and $k$ are distinct vertices, and $\infty$ otherwise. Hence, in a single min query, we are able to determine if there is a negative triangle containing $j$. We then undo these row and column updates by subtracting these amounts, in the same order we added them. We then proceed to vertex $j+1$.

In all, we perform $O(|V|^2)$ updates, and $O(|V|)$ queries, completing the proof.

We now establish more general linear per-operation lower bounds for 2D GRID RANGE problems in terms of $s$, based on the OMv Conjecture.

Lemma 3.2. Suppose $(\mathbb{Z},+,0)$ is a monoid (resp. group) [3] and $(\mathbb{Z},\cdot)$ is a commutative semigroup such that $0r = r0 = 0$ for all $r \in \mathbb{Z}$ and that there exists $x \in \mathbb{Z}$ such that $0 \in \{xz, (x+x)z, (x+x+x)z\}$ if and only if $z = 0$. Then, 2D GRID RANGE $(\cdot, +)$ cannot be solved in worst-case (resp. amortised) $O(s^{1/\epsilon})$ time per update and $O(s^{2/\epsilon})$ time per query, for any $\epsilon > 0$, unless the [OMv Conjecture] is false. If $(\mathbb{Z},+,0)$ is a group, 2D GRID RANGE $(\cdot, +)$ also cannot be solved in $O(n^{3/2-\epsilon})$ time overall, for any $\epsilon > 0$, unless the [OMv Conjecture] is false.

Proof. We reduce OMv to an instance of 2D GRID RANGE $(\cdot, +)$ with $s = m$. Let $A_{(i,j)}$ denote the value of the point $(i,j)$. Initially, each $A_{(i,j)} = 0$. In preprocessing, for each $M_{ij} = 0$, add $x$ to $A_{(i,j)}$. We now say the data structure is in its ready state.

\[^3\] $(\mathbb{Z},+,0)$ is a monoid if $(\mathbb{Z},+)$ is a semigroup, and the identity of $+ 0$ is 0.

\[^4\] $(\mathbb{Z},+,0)$ is a group if it is a monoid and $+$ is invertible.
Let \((u, v)\) denote a pair of input vectors. For each \(u_i = 0\), add \(x\) to the value of all points in row \(i\), and for each \(v_j = 0\), add \(x\) to the value of all points in column \(j\). Every point now has a value in \(\{0, x, x + x, x + x + x\}\). Now some point has value 0 if and only if the answer to the OuMv query is 1, so we establish this with a single range query. We then restore the data structure to its ready state, either by keeping a journal of updates (semigroup) or by updating with additive inverses (group). The reduction uses \(O(m^2)\) updates and \(O(m)\) queries, implying the stated conditional lower bounds.

This gives a \(\Omega(q^{3/2-o(1)})\) time conditional lower bound on 2D Grid Range \((\max, +)\), matching that of Lemma 3.4. Through different reductions, we are able to obtain matching lower bounds for the other problems in \(\mathcal{B}'\), under the same conjecture.

\[\text{Lemma 3.3.} \text{ If any of 2D Grid Range} \ (+, \max), 2D Grid Range \ (+, \min) \text{ or 2D Grid Range} \ (\max, \min) \text{ can be solved in amortised } O(s^{1-\epsilon}) \text{ time per update and } O(s^{2-\epsilon}) \text{ time per query, or in } O(n^{3/2-\epsilon}) \text{ time overall, for some } \epsilon > 0, \text{ then the OMv Conjecture is false.}\]

**Proof.** We will prove this for 2D Grid Range \((+, \min)\) and 2D Grid Range \((\max, \min)\). The result for 2D Grid Range \((+, \max)\) directly follows from 2D Grid Range \((+, \min)\).

We reduce OuMv to an instance of 2D Grid Range \((q, \min)\), with \(q \in \{+, \max\}\) and \(s = m\). Let \(A_{i,j}\) denote the value of the point \((i, j)\). Initially, each \(A_{i,j} = 0\). In preprocessing, for each \(M_{ij} = 0\), we perform an update to set the value of \(A_{i,j}\) to \(-m\).

Before handling the \(k\)-th (1-indexed) pair of query vectors \((u, v)\), we maintain that \(A_{i,j} = -m\) if \(M_{ij} = 0\), and \(-k + 1\) otherwise. For each \(u_i = 0\), we perform a min update with value \(-k\) to all points in the \(i\)-th row. We perform similar updates to the \(j\)-th column if \(v_j = 0\). The answer to the query is 1 if and only if there is a point in \(A\) with value \(-k + 1\). This can be established with a single max query, or with a + query if we precompute the number of points where \(M_{ij} = 0\). We finish the query by performing a single min update with value \(-k\) to all points in \(A\).

Over \(m\) pairs of query vectors, our reduction performs \(O(m^2)\) updates and \(O(m)\) queries, implying the stated conditional lower bounds.

\[\text{Lemma 3.4.} \text{ If 2D Grid Range} \ (+, \set) \text{ or 2D Grid Range} \ (\max, \set) \text{ can be solved in } O(n^{3/2-\epsilon}) \text{ time overall, for some } \epsilon > 0, \text{ then the OMv Conjecture is false.}\]

**Proof.** We reduce OuMv to an instance of 2D Grid Range \((q, \set)\), with \(q \in \{+, \max\}\) and \(s = m^2\). We only utilise a \(m \times m^2\) area of the grid, and we restrict our updates and queries to this area. Let \(A_{i,j}\) denote the value of the point \((i, j)\). In preprocessing, we perform \(m^2\) updates so that all points in the \(j\)-th column have a value of \(\lfloor j - 1 \mod m \rfloor + 1\). Each \(M_{ij}\) is represented in \(A\) by a \(1 \times m\) section of points with values \([1, 2, 3, ..., m]\). For each \(M_{ij} = 0\), we perform an additional update to set its section of points to 0.

For the \(k\)-th (1-indexed) query, consider the columns that were assigned a value of \(m - k + 1\) during preprocessing. We refer to the \(j\)-th such column as the \(j\)-th relevant column. We maintain that at the beginning of each query, all points in relevant columns from previous queries have been set to 0. Hence, at the start of the \(k\)-th query, \(A_{i,j} \leq m - k + 1\) holds for all points \((i, j)\), and \(A_{i,j} = m - k + 1\) holds only for points in relevant columns. Let \((u, v)\) denote a pair of input vectors. For each \(v_j = 0\), we perform an update to set all values in the \(j\)-th relevant column to 0. The answer to the query is 1 if and only if there is a point with value \(m - k + 1\) in any row \(i\) where \(u_i = 1\). This can be established by performing a max or + query in each such row. After performing these queries, we set the value of the points in all relevant columns to 0.
Over $m$ pairs of query vectors, our reduction performs $O(m^2)$ updates and queries, implying the stated conditional lower bound.

Together, these give conditional lower bounds for each of the single-update variants in $2^B$.

**Corollary 3.5.** If $q \in \{+, \max\}$ and $u \in \{+, \setminus, \min, \max\}$ and $q \neq u$, then 2D GRID RANGE $(q, u)$ cannot be solved in worst-case $O(s^{1-\epsilon})$ time per update and $O(s^{2-\epsilon})$ time per query, or in $O(n^{3/2-\epsilon})$ time overall, for some $\epsilon > 0$, unless the $OMv$ Conjecture is false. If $u \neq \setminus$, then the lower bounds are amortised rather than worst-case.

When measuring complexity in terms of $s$, it appears difficult to improve upon the naive solution which maintains a 1D instance for each column of the grid, for these problems. However, when we measure complexity in terms of $n$, there is a polynomial gap between the $\Omega(n^{3/2-o(1)})$ time lower bound, and the $\tilde{O}(n^2)$ time naive algorithm. Indeed, Chan [10] gave a $\tilde{O}(n^{3/2})$ time solution for GRID RANGE $(\max, +)$. This might lead one to ask if there exists a general mechanism to adapt $\tilde{O}(n)$ time algorithms in one dimension to $O(n^{3/2})$ time algorithms in two dimensions, as there is for RANGE problems on a set of $n$ explicitly provided points. Alas, when we consider variants with two simultaneous types of updates, we can obtain stronger reductions from the d-OV and 3SUM Conjectures, suggesting that it is unlikely that such a mechanism exists.

**Lemma 3.6.** Let $d \geq 1$ be a constant. If Offline Static Trellised dD GRID RANGE $(+, \{+, \max\})$ or Offline Static Trellised dD GRID RANGE $(\max, \{+, \min\})$ can be solved in amortised $O(s^{(d-1)-\epsilon})$ time per update and amortised $O(s^{d-\epsilon})$ time per query, or in $O(n^{d-\epsilon})$ time overall, for any $\epsilon > 0$, then the d-OV Conjecture is false.

**Proof.** We first prove this for GRID RANGE $(+, \{+, \max\})$. We reduce from d-OV with $z = \log^2 n$ to an instance of dD GRID RANGE $(+, \{+, \max\})$ with $s = m$ and $n = \tilde{O}(m)$, over the points $[m]^d$. Consider the first entry in each vector. Let $v_{ji}$ be the $i$th entry in $A_j$. For each $j \in [d]$ and each vector $v_{ji} \in A_j$, using the data structure, add $(v_{ji})_1$ to all points with $x_j = i$. Now a point $x = (x_1, \ldots, x_d) \in [m]^d$ has value $d$ if and only if $(v_{jx_j})_1 = 1$ for every $j \in [d]$. We then undo these updates by repeating the operations with the negations of the added values, to restore every point to 0. We repeat this procedure for each of the $z$ entries in the vectors.

Now observe that $v_{1x_1} \cdot \ldots \cdot v_{dx_d} = 0$ if and only if $C_x$ never attained a value of $d$ throughout this process. Using a trick of Ji [25] for storing the “historic maximum”, we can use the data structure to represent an array $D$, such that at all times, $D_x$ stores the difference between $C_x$ and the maximum value attained by $C_x$ thus far. We can do this by translating each $+$ update to a range in $C$ to a $+$ and max update in $D$: whenever $c$ is added to $C_x$, we update $D_x := \max(D_x - c, 0)$. After all updates to $C$ have been performed, $C$ is entirely zeros, so $D_x$ stores the maximum value attained by $C_x$. Thus, we need to check if $D$ contains any value less than $d$. Since every value is at most $d$, it suffices to check whether the sum of all points’ values is $dm^d$. We note that this reduction can be done offline, uses $O(mdz) = \tilde{O}(m)$ updates (each of the form $x_j = i$) and a single query spanning the whole grid, giving the required lower bounds.

GRID RANGE $(\max, \{+, \min\})$ is equivalent to GRID RANGE $(\min, \{+, \max\})$ by negating all inputs and outputs, so $D$ can be constructed similarly. It then suffices to check if the minimum value in $D$ is less than $d$, which can be done in a single query.

**Lemma 3.7.** If Offline Trellised 2D GRID RANGE $(+, \{+, \max\})$ can be solved with amortised $O(s^{1-\epsilon})$ time per update and query, or in $O(n^{2-\epsilon})$ time overall, and any $\epsilon > 0$, then the 3SUM Conjecture is false.
Proof. We reduce from an instance of 3SUM on a sequence \( x_1, \ldots, x_m \) of \( m \) integers to an instance of 2D Grid Range \((+, \{+, \max\})\) with \( s = m \).

Construct an \( m \times m \) array \( A \), such that \( A_{ij} = x_i + x_j \), by using the data structure to add \( x_i \) to each row \( i \), and add \( x_j \) to each column \( j \). It suffices to check if \( x_i \) is present in \( A \), excluding row \( i \) and column \( i \), for any \( i \in [m] \). This can be done for the whole of \( A \) by counting the number of points in \( A \) with value at least \( x_i \), and value at least \( x_i + 1 \). We can count and exclude the number of points in row or column \( i \) with value \( x_i \), which is double the number of values in the array equal to 0, subtracting 1 for point \((i, i)\) if \( x_i = 0 \).

Suppose we would like to count the number of points \( A_{\geq c} \) in \( A \) with value at least \( c \). We can do so using a constant number of updates and queries to the data structure. First, request an update to replace each value \( A_{ij} \) with \( \max(A_{ij}, c - 1) \), then calculate the new sum \( \Sigma_{\geq c-1} \) of \( A \). We can repeat this to find \( \Sigma_{\geq c} \) of \( A \). All points with original value at most \( c - 1 \) are affected by the second update, and will increase in value by 1 between the first and the second update. The remaining points are unaffected by either the first or the second update. Thus, \( A_{\geq c} = m^2 - (\Sigma_{\geq c} - \Sigma_{\geq c-1}) \).

This process reduces the problem to a series of \( \max \) updates to \( A \), each immediately followed by a sum query over \( A \). To ensure these updates do not interfere with each other, we perform these update-query pairs in non-decreasing order of update value. Noting that this reduction uses \( O(m) \) updates and queries completes the proof. \( \blacktriangleleft \)

A trivial extension of Proposition 3.1, together with the results above imply strong conditional hardness for Offline 2D Grid Range \((+, \{+, \max\})\), when complexity is measured per-operation.

▶ Corollary 3.8. If Offline 2D Grid Range \((+, \{+, \max\})\) can be solved in amortised \( O(s^{1-\epsilon}) \) time per update and query, or in \( O(n^{3/2-\epsilon}) \) overall, for any \( \epsilon > 0 \), then the APSP, 2-OV and 3SUM Conjectures are all false.

Our lower bounds show that a general approach adapting almost-linear one dimensional algorithms for Grid Range problems to truly subquadratic solutions for two dimensional instances is unlikely to exist. However, these results do not preclude the existence of efficient and practical algorithms for specific problems, so we would like to classify which 2D Grid Range problems can (and can’t) be solved in truly subquadratic time. To this end, we now describe truly subquadratic algorithms to some of the as-of-yet unclassified problems in \( \mathcal{B}^\prime \), and generalise these to specific subclasses of 2D Grid Range problems.

4 Solving Grid Range problems with a Dynamic Partition

In this section, we describe an extension of the partition of Overmars and Yap\(^\text{[31]}\), and provide some applications. Notably, our data structure is fully-online in that it does not require the coordinates in the input to be known during preprocessing.

4.1 Dynamic Structure

First, we introduce some terminology to reason about orthogonal objects in \( d \) dimensions.

A box is a \( d \)-dimensional (orthogonal) range. If \( B = [l_1, r_1] \times \ldots \times [l_d, r_d] \) is a box and \( i \in [d] \) is a dimension, the \( i \)-boundaries of \( B \) are

\[
[l_1, r_1] \times \ldots \times [l_{i-1}, r_{i-1}] \times \{l_i\} \times [l_{i+1}, r_{i+1}] \times \ldots \times [l_d, r_d]
\]

and

\[
[l_1, r_1] \times \ldots \times [l_{i-1}, r_{i-1}] \times \{r_i\} \times [l_{i+1}, r_{i+1}] \times \ldots \times [l_d, r_d].
\]
The coordinate of an \( i \)-boundary is its only coordinate in the \( i \)th dimension. Hence, the coordinates of the 1-boundaries of \( B \) are \( l_i \) and \( r_i \). If \( V \) is a set of boxes, the \( i \)-boundaries of \( V \) are the \( i \)-boundaries of the boxes in \( V \).

For two boxes \( R_1 = \prod_{i=1}^{d} [l_i^1, r_i^1] \) and \( R_2 = \prod_{i=1}^{d} [l_i^2, r_i^2] \), we say that \( R_1 \) is an \( i \)-pile with respect to \( R_2 \) if \([l_i^2, r_i^2] \subseteq [l_i^1, r_i^1]\) for all dimensions \( j \in [d] \setminus \{i\} \). Separately, we say that \( R_1 \) partially covers \( R_2 \) if \( \emptyset \subseteq R_1 \cap R_2 \subseteq R_2 \). Similarly, \( R_1 \) completely covers \( R_2 \) if \( R_2 \subseteq R_1 \).

An \( i \)-slab \((i \in [d])\) is a box of the form \([l_1, r_1] \times \ldots \times [l_i, r_i] \times \mathbb{Z}^{d-i} \). We define \( \mathbb{Z}^d \) to be a 0-slab. A partition tree is a rooted tree where
1. All nodes are orthogonal ranges of \( \mathbb{Z}^d \)
2. The root is \( \mathbb{Z}^d \)
3. Every non-leaf node is the disjoint union of its immediate children.

A partition tree is a level partition tree if it has depth \( d \), and the nodes at depth \( i \) \((i \in [0, d])\) are \( i \)-slabs. Hence, a node at depth \( i \) in a level partition tree is a cut at a series of coordinates in dimension \( i + 1 \) to form its children.

We now describe a data structure that maintains a list of boxes, corresponding to updates for a Grid Range problem. It will maintain a level partition tree of the grid so that the only boxes intersecting each leaf node are piles with respect to that leaf. We will construct this in such a way that the number of children of each node, and number of boxes intersecting each leaf is not too large. To this end, we describe how to form our level partition tree. We start with a recursive function which constructs a level partition tree over a given \( i \)-slab.

**Algorithm 1** Partitioning an \( i \)-slab

```plaintext
function partitionSlab(i, I_1 \times \ldots \times I_i)
    s ← I_1 \times \ldots \times I_i \times \mathbb{Z}^{d-i}
    if i = d then
        return s
    let \( V' \) be the set of boxes in \( V \) which have a \( j \)-boundary intersecting \( s \) for some \( j \leq i \)
    let \( \{x_1, \ldots, x_b\} \) be the set of coordinates of \((i+1)\)-boundaries in \( V' \), sorted so that \( x_1 < \ldots < x_b \)
    let \( x_0 = -\infty \) and \( x_{b+1} = \infty \).
    for \( j = 0 \) to \( b \) do
        c ← partitionSlab(i + 1, I_1 \times \ldots \times I_i \times [x_j, x_{j+1}])
        Append \( c \) as a child of \( s \)
    return s
```

Suppose that \( v \) is a box in \( V \) and that \( s \) is a node returned by partitionSlab at level \( i \). Then, there is at most one dimension \( j \leq i \) where \( v \) has \( j \)-boundaries intersecting \( s \). In particular, if \( s \) is a leaf, then if \( v \) intersects \( s \), \( v \) is a pile with respect to \( s \).

**Inserting a box.** Suppose \( T \) is a level partition tree over a set \( V \) of boxes. We will describe how to add a box \( b \) to \( T \), while maintaining this condition.

First, find the (at most) 2 columns which contain the 1-boundaries of \( b \). If either of these columns \( C \) contains \( 2\sqrt{n} \) 1-boundaries of \( V \cup \{b\} \), we delete it, and partition it into two disjoint columns \( C_1 \) and \( C_2 \), each containing at most \( \sqrt{n} \) 1-boundaries of \( V \cup \{b\} \). We construct subtrees by calling partitionSlab on \( C_1 \) and \( C_2 \), which replace the subtrees of \( C \) as children of the root. Clearly, only \( O(\sqrt{n}) \) columns are created over the course of the algorithm.

Next, for each \( i \in [1, d-1] \), let \( S_i \) be the set of slabs \( s_i \) in \( T \), such that a \( j \)-boundary of \( b \) intersects \( s_i \) for some \( j \leq i \). To maintain the condition, we need to cut each \( s_i \) at the
coordinates of the \((i + 1)\)-boundaries of \(b\). This splits (up to) two children of \(s_i\) into two new slabs at depth \(i + 1\); we once again call \texttt{partitionSlab} on each of these new slabs and replace the subtree rooted at \(s_i\) with the returned trees.

**Balancing boxes.** The final ingredient in our algorithm is a mechanism for bounding the maximum number of children of a node. To do so, we strategically insert additional boxes, called balancing boxes. Let \(C\) be a column of \(T\), \(i\) be a dimension and \(x\) be a coordinate in dimension \(i\). A \((C, i, x)\)-balancing box has the following properties:

\begin{itemize}
  \item The box has both of its 1-boundaries inside the column \(C\).
  \item The \(i\)-boundaries of the box both have coordinate \(x\);
  \item The remaining \(j\)-boundaries \((j \notin \{1, i\})\) are chosen arbitrarily.
\end{itemize}

For each dimension \(i\), we keep a list \(X_i\) of the coordinates of \(i\)-boundaries of \(V\) in non-decreasing order. For each column \(C\), we maintain the invariant that for each consecutive range \(X_i[j, j + \sqrt{n} - 1]\) of \(\sqrt{n}\) \(i\)-boundaries in \(X_i\), there is at least one \((C, i, x)\)-balancing box with \(x \in [X_i[j], X_i[j + \sqrt{n} - 1]]\). If after the insertion of a box there exists a range where this condition is not met, we add a balancing box with \(x\) being the \(i\)-coordinate in the centre of the range. Hence, \(O(d\sqrt{n})\) balancing boxes are added for each column, and so \(O(n)\) balancing boxes are added overall, since \(d\) is a constant.

This concludes the description of the algorithm; we now analyse its time complexity. First, we make an observation about the impact of balancing boxes.

**Lemma 4.1.** When balancing boxes are used, the set \(V'\) described in \texttt{partitionSlab} will be of size \(O(\sqrt{n})\) for all nodes in the partition tree.

**Proof.** Let \(B_C\) be the set of balancing boxes with a column \(C\). By definition, all \(b \in B_C\) have a 1-boundary in \(C\). Consider all slabs \(s_i\) in the subtree of \(C\) at a depth \(i < d\). Since a cut is made at the \((i + 1)\)-boundaries of \(b \in B_C\), the children of \(s_i\) each contain at most \(O(\sqrt{n})\) \((i + 1)\)-boundaries, and so by induction, this is true for all nodes in the subtree rooted at \(s_i\). ▷

We now obtain the following generalisation of the result of Overmars and Yap.

**Theorem 4.2.** There is a data structure that maintains a set \(V\) of boxes, and supports \(n\) fully-online box insertions to \(V\). Throughout, it can maintain a level partition tree of \(\mathbb{Z}^d\) whose leaves partition \(\mathbb{Z}^d\) into a set of \(O(n^{d/2})\) axis-aligned regions (colloquially “t-regions”, short for “trellised-regions”) such that:

1. Every box in \(V\) does not intersect, completely covers or is a pile with respect to each t-region;
2. Each box partially covers \(O(n^{(d-1)/2})\) t-regions;
3. Each t-region is partially covered by at most \(O(\sqrt{n})\) boxes;
4. Any line parallel to a coordinate axis intersects at most \(O(n^{(d-1)/2})\) t-regions; and
5. A list of the boxes that partially cover each t-region is maintained.

This all can be done in amortised \(O(n^{(d-1)/2})\) time per insertion.

**Proof.** It follows from **Lemma 4.1** that in each execution of \texttt{partitionSlab}, \(|V'| = O(d\sqrt{n}) = O(\sqrt{n})\). Hence, each recursive call in \texttt{partitionSlab} creates \(O(\sqrt{n})\) children.

We will now prove the five conditions of **Theorem 4.2** are met. The first condition is true due to the method used to partition slabs. In particular, performing cuts for all boxes in \(V\) which have a \(j\)-boundary intersecting \(s\) for some \(j \leq i\) (that is, the set \(V'\)) ensures that only one \(j\)-boundary of a given box can intersect each t-region.
For the second condition, consider some box $b$. For $b$ to partially cover a t-region, it must have an $i$-boundary in the region for some dimension $i$. Consider all nodes $s$ in the tree with a depth $i - 1$. There are $O(n^{(i−1)/2})$ such nodes $s$, since the degree of all nodes in the tree is bounded by $O(\sqrt{n})$. At most 2 children of $s$ contain an $i$-boundary of $b$. There are $O(n^{(d−i)/2})$ leaves in the subtrees of these children. Hence, at most $O(n^{(i−1)/2} \times n^{(d−i)/2}) = O(n^{(d−1)/2})$ t-regions are partially covered by $b$ for each dimension $i$.

The third condition follows from Lemma 4.1.

The fourth condition can be proved in a similar way to the second. Consider a line parallel to the $i$-axis. For each node at a depth $i − 1$ in the partition tree, the line can only intersect one of its children.

For the fifth condition, each time a new t-region is created during partitionSlab, we create a list of the boxes which partially cover it. Additionally, each time a new box $b$ is inserted we append it to the lists of all pre-existing t-regions that it partially covers. Note that by the second condition, $b$ is added to $O(n^{(d−i)/2})$ lists. This can be done in $O(n^{(d−1)/2})$ time by iterating over all nodes at a depth of $d − 1$ in the tree, and finding which of their children are partially covered by $b$.

We will now consider the time complexity of partitionSlab. Since the returned tree has depth $d − i$, there are at most $O(n^{(d−i)/2})$ leaves in the partition. In each call to partitionSlab, we can find the set $V'$ in $\tilde{O}(|V'|) = \tilde{O}(\sqrt{n})$ time by keeping a sorted list of $i$-boundaries for each dimension $i$. We can create the list of boxes which cover a t-region in the same way. Hence, partitionSlab on an $i$-slab has a time complexity of $O(n^{(d−i+1)/2})$.

Now consider the complexity of producing the partition. Across all $n$ insertions, $O(\sqrt{n})$ columns are created, each in $\tilde{O}(n^{d/2})$ time. This takes $\tilde{O}(n^{(d+1)/2})$ time overall and hence amortised $\tilde{O}(n^{(d−1)/2})$ time per insertion.

When a box is inserted, up to two columns are split. Additionally, let $S$ be the union of the sets of slabs $S_i$ described in the inserting a box paragraph. We will now consider the contribution of splits made to slabs in $S$. If a slab is not in $S$, at most 2 of its children are in $S$. Hence, for each dimension $i$, there are at most $O(n^{(i−1)/2})$ slabs that are split. The overall cost of calling partitionSlab on these slabs is $O(n^{(d−1)/2})$.

Using this structure, we can reduce Grid Range problems to Trellised Grid Range problems when the update operation distributes over the query operation.

**Theorem 4.3.** Suppose $q$ and $u$ are associative operations, both computable in $O(1)$ time, such that $q$ is commutative, $u$ distributes over $q$, and $\theta$ is an identity of $u$. If Trellised dD Grid Range $(q, u)$ can be solved in $\tilde{O}(n)$ time, then Grid Range $(q, u)$ can be solved in $\tilde{O}(n^{(d+1)/2})$ time.

**Proof.** We use the structure given by a dynamic level partition tree $J$ from Theorem 4.2. Recall that there are $O(n^{(d−1)/2})$ $(d − 1)$-slabs in $J$, and each is a parent of $O(\sqrt{n})$ t-regions, which are leaves of $J$. For each $(d−1)$-slab, we maintain a data structure supporting range updates and queries within the slab. Conceptually, we maintain a 1D array over its children, in order of their $d$-coordinate, with each array entry containing a Trellised instance for the corresponding t-region. We support operations whose ranges completely cover multiple children by using a modified version of the 1D Grid Range $(q, u)$ structure (see Proposition 2.1), treating the $q$-value of entire regions as the array values. Operations affecting only part of a child are handled by the corresponding Trellised instance. In particular, when a box corresponding to an update (query) is inserted into the list of a $t$-region, we perform an update (query) on that $t$-region.
Operations are then performed by iterating over all \((d-1)\)-slabs, and updating and querying the respective data structures, as necessary. Our data structure is maintained in such a way that over its lifetime, there will be \(O(n^{d/2})\) TRELLISED instances, each facilitating \(O(\sqrt{n})\) operations, giving the required time complexity.

4.2 Applications

We apply \textbf{Theorem 4.3} to give \(\tilde{O}(n^{(d+1)/2})\) time algorithms for particular problems.

First, we show that TRELLISED variants can be solved as separate one dimensional instances, when the conditions of \textbf{Theorem 4.3} are met and \(u\) is also commutative.

\textbf{Lemma 4.4.} Suppose \(q\) and \(u\) are associative, commutative binary operations, computable in \(O(1)\) time, such that \(u\) distributes over \(q\), and \(0\) is an identity of \(u\). Then TRELLISED Grid Range \((q, u)\) is solvable in \(\tilde{O}(n)\) time.

\textbf{Proof.} For notational convenience we provide a proof for the case where \(q\) is max and \(u\) is +: other operations are proven identically. By the definition of TRELLISED, we can associate every update with a dimension \(i\) such that the update range is an \(i\)-pile with respect to \(\mathbb{Z}^d\); we call this an \(i\)-update for short. At any given point in time, let \(U_i(x)\) be the sum (with respect to \(u\)) of all \(i\)-updates with coordinate \(x\) in dimension \(i\).

Now consider a query over the range \(R = [l_1, r_1] \times \ldots \times [l_d, r_d]\). The answer to the query can be written as

\[
\max_{(x_1, \ldots, x_d) \in R} U_i(x_i) = \sum_{i \in [d]} \max_{(x_1, \ldots, x_d) \in R} U_i(x_i) = \sum_{i \in [d]} \max_{x_i \in [l_i, r_i]} U_i(x_i)
\]

by distributivity. Hence, we can reduce to \(d\) instances of 1D Range \((q, u)\), which each can be solved in \(\tilde{O}(n)\) time, by \textbf{Proposition 2.1}.

This proves \textbf{Theorem 1.3}, giving efficient fully-online algorithms in these cases.

\textbf{Corollary 4.5.} Grid Range \((\max, +)\) and Grid Range \((\max, \min)\) can be solved in \(\tilde{O}(n^{(d+1)/2})\) time.

There also exists some instances where \(u\) is not commutative for which an \(\tilde{O}(n)\) solution to TRELLISED Grid Range \((q, u)\) exists, giving us algorithms with the same time complexity.

\textbf{Lemma 4.6.} TRELLISED Grid Range \((\max, \text{set})\) can be solved in \(\tilde{O}(n)\) in \(d\) dimensions.

\textbf{Proof.} Consider only \(i\)-updates for some dimension \(i\). For each \(i\)-coordinate, we will store the latest set update which has been applied to it. We compress this by storing a structure \(R_i\) of non-intersecting segments, where each segment corresponds to contiguous \(i\)-coordinates which have had the same latest update applied to them. We can maintain this as new updates occur in \(\tilde{O}(n)\) across all updates.

Consider a query on a box \(b\). For each dimension \(i\), there will be a range of segments in \(R_i\) which lie within or intersect \(b\). Let \(t_i\) be the earliest update time of all such segments. Let \(t\) by the maximum among all \(t_i\).

Consider a segment in \(R_i\) (for any dimension \(i\)) which lies within or intersects \(b\). Its update is visible at some point in \(b\) if and only if its update occurred at or after time \(t\). The answer to the query is the maximum value among all such segments. This can be computed in \(\tilde{O}(1)\) using 2D segment trees that support point updates and range maximum queries.

\textbf{Corollary 4.7.} Grid Range \((\max, \text{set})\) can be solved in \(\tilde{O}(n^{(d+1)/2})\) time.
5 Reducing to Static Trellised instances

The technique from the previous section does not work on all variants. For instance, consider the 2D Grid Range \((\text{max}, \{\text{min}, \text{max}\})\) problem. While the update operations \((\text{min} \text{ and max})\) are individually associative, commutative and distribute over the query operation \((\text{max})\), they do not commute with each other. Given that the order of operations matters greatly, it is difficult to decompose this into separate one dimensional problems. As a means for solving such problems, in this section we present a general framework for reducing multidimensional range problems to \text{Static Trellised} instances.

5.1 A sketch in two dimensions

We will first give a high-level overview of our reduction framework, using 2D Grid Range \((\text{max}, \{\text{min}, \text{max}\})\) as an example. For simplicity, we assume these instances are \text{Offline} and in two dimensions. We formalise this framework in \text{Subsection 5.2}, also generalising our results to \text{Online} and higher dimensional settings, accompanied by full details and proofs.

General approach. Our algorithm operates by partitioning operations into chronologically contiguous batches of at most \(k\) operations, for some function \(k\) of \(n\). Each batch may contain both updates and queries. Let \(B\) be a particular batch, and let \(G_B\) be the state of the grid at the start of \(B\). We will show how to answer the queries within \(B\).

The \(k = O(k)\) coordinates of \(B\)'s operations partition the grid into a \(k \times k\) overlay grid of overlay regions. Any update or query will concern all points that fall within a 2D range of whole overlay regions. Since the update operations \(\text{min}_c\) and \(\text{max}_c\) are monotonically increasing functions for any constant \(c\), it suffices to know the maximum value within each overlay region according to \(G_B\), to answer the queries of \(B\). We use these maximums as initial values for a 2D Grid Range \((\text{max}, \{\text{min}, \text{max}\})\) instance over the overlay grid, which we solve by keeping \(k\) 1D Range instances, one for each column, and facilitating operations in \(\tilde{O}(k)\) time, by iterating over each one.

It remains to find the maximum value within each overlay region, according to \(G_B\). To do so, consider an alternate partition of the grid into t-regions according to \text{Theorem 4.2}. In each t-region \(Y\), we will form an instance of \text{Static Trellised} 2D Grid Range \((\text{max}, \{\text{min}, \text{max}\})\) with \(O(\sqrt{n})\) updates; we describe how to do so below. Then, to find the maximum value within an overlay region \(O\), we issue queries to the instances corresponding to the t-regions intersecting \(O\).

Forming \text{Static Trellised} instances. By construction, each t-region \(Y\) is affected by up to \(n\) whole updates which completely cover \(Y\), and up to \(\sqrt{n}\) partial updates which cover all points in a range of rows or range of columns of \(Y\). We can afford to include each partial update in our instance, but need to find a succinct way to represent whole updates.

To do so, we construct a segment tree \(T\) over time. Both \(\text{min}\) and \(\text{max}\) operations can be written as functions of the form \(f_{a,b}(x) = \text{min}(a, \text{max}(b, x))\), which are closed under composition. For each range of time \([t_1, t_2]\) in the tree, we will build a data structure which, given a t-region \(Y\), returns values \(a\) and \(b\) such that the composition of whole updates to \(Y\) occurring during \([t_1, t_2]\) is \(f_{a,b}\). Such a data structure can be built by performing lazy updates over the t-region tree. Each update affects \(O(\sqrt{n})\) nodes in the t-region tree, and each whole update is present in \(O(\log n)\) ranges of \(T\). \(T\) can then return an \(f_{a,b}\) for arbitrary ranges of time and t-regions.
Each t-region $Y$ has $\sqrt{n} + 1$ ranges of time before and after each of its partial updates. For each of these, we query $T$ and translate the returned $f_{a,b}$ into a min and max update spanning all of $Y$. Hence, we have formed an instance of Static Trellised 2D Grid Range (max, \{min, max\}) with $O(\sqrt{n})$ updates, as required. This concludes the description of our approach. We now turn our attention to analysing its time complexity.

**Lemma 5.1.** If there an algorithm for Static Trellised 2D Grid Range (max, \{min, max\}) running in $\tilde{O}(n^{c-\gamma}(n_k + q_k)^\gamma)$ time for some $c \geq 1$ and $\gamma \in [0, 1]$, then 2D Grid Range (max, \{min, max\}) can be solved in $\tilde{O}(n^{5/4+c/2})$ time.

**Proof.** We process each of the batches separately, and consider the time taken to answer the queries within a particular batch $B$.

Using the methods above, in $\tilde{O}(n^{3/2})$ time we form an instance of Static Trellised 2D Grid Range (max, \{min, max\}) with $n_k = O(\sqrt{n})$ updates in each of $O(n)$ t-regions. Next, we bound the number of queries made to such instances within $B$. Consider the partition $\mathcal{P}$ of the grid produced by refining each t-region by the overlay grid. A query to a Static Trellised instance is made for each region in $\mathcal{P}$, and the number of these regions and thus queries, is $O((k + \sqrt{n})^{2}) = O(k^{2} + n)$: this is the number of intersections found when the overlay grid is laid atop the t-regions.

For a given t-region $Y$, let the number of updates and queries made to the instance in $Y$ be $n_{uv}$ and $n_{qv}$, respectively. First, consider the regions $y$ where $n_{qv} < \sqrt{n}$. There are $O(n)$ regions in total, so we spend $\tilde{O}(n^{1+c/2})$ time answering queries for these regions.

Now consider the regions $T$ where $n_{qv} \geq \sqrt{n}$. Since $n_{qv} = \Omega(n_k)$, the running time of $T$’s Trellised instance is $\tilde{O}(n^{c-\gamma}n_k^{\gamma})$, which is subadditive with respect to $n_{qv}$. Thus, the total running time for these regions is maximised when the queries are distributed evenly amongst as many regions as possible. Subject to the constraint on these regions, this maximum is achieved, within a constant multiplicative factor, when there are at most $O((k^{2} + n)/\sqrt{n})$ regions, each with $\sqrt{n}$ queries. Hence, in this case, the total running time is bounded by $\tilde{O}((k^{2} + n)n^{(c-1)/2})$. We thus spend time $\tilde{O}(n^{3/2} + n^{1+c/2} + k^{2}n^{(c-1)/2})$ for each of $n/k$ batches. For balance, we choose $k = n^{3/4}$, giving a running time of $\tilde{O}(n^{5/4+c/2})$ overall. 

It remains to show that we can solve Static Trellised Grid Range (max, \{min, max\}) efficiently. To do so, we first describe the following ancillary data structure.

**Lemma 5.2.** If $S$ is a (multi)set of integers, let $L(S)$ denote the value in $S$ with largest absolute value.

Let $S_1, \ldots, S_n$ be multisets of integers. Then, there exists a data structure that can facilitate any $m$ of the operations:

- $\text{add}(l, r, x)$: for each $i \in [l, r]$, add a single copy of $x$ to $S_i$
- $\text{remove}(l, r, x)$: for each $i \in [l, r]$, remove a single copy of $x$ from $S_i$; it is guaranteed that a previous \text{add}(l, r, x) call has been made, and that a corresponding \text{remove} call has not yet been made
- $\text{query}(l, r, x)$: return $\max_{i \in [l, r]} L(S_i)$ in $O(\log n \log m)$ time for add and remove, and $O(\log n)$ time for query, in the worst case.

**Proof.** Construct a segment tree, and keep an ordered set $S_u$ (e.g. a self-balancing binary search tree) at each node $u$. We maintain a value $L^*_v$ at each node $v$, such that at all times, $L^*_v = L(\{L(S_v), \max(L^*(S_a), L^*(S_b))\})$, where $a$ and $b$ are the immediate children of $v$.

Recall (from Section 2) that any range $[l, r]$ can be written as the disjoint union of a set base($[l, r]$) of $O(\log n)$ segment tree ranges. For the \text{add} (\text{remove}) operation, add (remove) $x$ from the sets corresponding to the nodes in base($[l, r]$). Each addition or removal from a set
takes $O(\log m)$ time. Next, update the $L^*$ values of these nodes, and their ancestors. To answer a query, it suffices to consider the $L^*$ values of the nodes in base([l, r]), together with the $L$ values of their ancestors and use a recurrence identical to what is used to update the tree.

**Lemma 5.3.** Static Trellised 2D Grid Range ($\max$, \{\min, \max\}) can be solved in $O(u)$ time.

**Proof.** We describe how to preprocess a data structure that can answer queries of the form: “Is there a value in a given range $[l_1, r_1] \times [l_2, r_2]$, greater than or equal to a given value $x$?”

where the range and $x$ vary per query. Each query can then be answered with binary search.

Observe that for any fixed $x$, we need only to consider two types of updates: min updates with value less than $x$, and max updates with value at least $x$. If an update occurred at time $t$, we assign it a label of $-t$ if it is of the first kind, and $+t$ if it is of the second. We say that a label is later than another if its absolute value is larger.

Consider a row (column) labelled by the labels of all row (column) updates covering it. Let $L_r$ ($L_c$) be the latest label of row $r$ (column $c$). The answer to the query is then “Yes” if and only if there is a point $(r, c) \in [l_1, r_1] \times [l_2, r_2]$ such that either $L_r > 0$ and $|L_c| > |L_r|$, or $L_c > 0$ and $|L_c| > |L_r|$. However, this is precisely when $L_r + L_c > 0$. As $r$ and $c$ can be chosen independently, it suffices to find $\max_{r \in [l_1, r_1]} L_r$ and $\max_{c \in [l_2, r_2]} L_c$, and check if their sum is greater than 0.

We show how to find the former value: the same can then be done for the latter. First, create an instance of the Lemma 5.2 data structure with a multiset for each row. We start with $x = -\infty$, adding all max updates into the data structure, with their positive labels. Next, we sort all row updates (both min and max) into non-decreasing order by update value, and iterate through this sorted list. When we encounter a min update, we add its label to its corresponding range of rows, and conversely, when we encounter a max update, we remove its label from its corresponding range of rows. In this way, each update corresponds to an increase in $x$. By making this data structure persistent [17], we can facilitate online queries for any $x$ with only constant multiplicative overhead in running time.

By observing that $\tilde{z}_2 = \min_2 \circ \max_2$, we obtain the following result.

**Corollary 5.4.** 2D Grid Range ($\max$, \{\min, set, max\}) can be solved in $O(n^{7/4})$ time.

### 5.2 Online and higher dimensional settings

Most of the steps in the approach of the previous subsection are not specific to the update and query operations in our example. To generalise this approach to fully-online and multidimensional settings, we introduce the following “partial information” variant of 1D Range.

**Definition 5.5 (1D Partitioned Range ($q, U$)).** Let $A_0$ be an integer array of length $s$ and let $0 = a_0 < \cdots < a_p = s$ be a sequence of indices. Let $Q$ be a corresponding sequence of $r$ integers, denoting the values $q(A_0[a_0 + 1, a_1]), \ldots, q(A_0[a_{r-1} + 1, a_p])$. Initially, $\rho = 1$.

Let $J$ be a list of range updates applicable to $A_0$ in chronological order, initially empty. We write $A_J$ for the result of applying the updates of $J$ to $A_0$, in order.

Given an integer $s$, and the value of $q(A_0[1, s])$, support the following operations:

- **split($i, a_q, a_r$)**: given $i \in [0, \rho - 1]$ and $a_q < a < a_{r+1}$, add $a$ to the sequence of indices, and update $Q$ with the knowledge that $q(A_0[a_q + 1, a_r]) = q_r$ and $q(A_0[a_r + 1, a_{r+1}]) = q_r$.

- **update($i, a_q$)**: append to $J$, the update: “for each $i \in [a_q + 1, a_r]$, set $A[i] := u_j(A[i])$.”
It is guaranteed that every \( a_i \) or \( a_r \) provided as input will already be in the sequence.

Note that this problem is not solvable for all choices of \( q \) and \( U \): one may need to know the individual values of \( A_0 \), and not just the result of \( q \) over some ranges, to facilitate queries after certain types of updates. To see this, consider the case when \( q = + \) and \( U = \{ max \} \), and suppose that we know that \( q(A_0[1, s]) = A_0[1] + \ldots + A_0[s] = 3 \). After we perform \( \max_5 \) over the entire array, we do not have enough information to facilitate a query for the sum of the new array: for instance, we would need to know the number of elements with value at most 5, and the sum of elements greater than 5.

We use the 1D Partitioned Range problem to describe a more general result.

\textbf{Theorem 5.6.} Suppose \( U \) is a set of update functions, and \( q \) is a query function, computable in \( O(1) \) time. If there is a set \( \bar{U} \) such that:

1. \( U \subseteq \bar{U} \) are sets of functions that can be represented and composed in \( \bar{O}(1) \) space and time, such that the composition of any series of at most \( n \) (possibly non-distinct) functions of \( U \) results in a function in \( \bar{U} \);
2. There is an algorithm for 1D Partitioned Range \((q, U)\) that performs both updates and queries in \( \bar{O}(1) \) time;
3. There is an algorithm for Static Trellised \( dD \) Grid Range \((q, \bar{U})\) that runs in \( \bar{O}(n^{\gamma\delta}u(n + n_0^{\gamma})) \) time for some \( \gamma \in [0, 1] \)

then Grid Range \((q, U)\) can be solved in \( \bar{O}(n^{\gamma\delta+1}/4 + \gamma/2) \) time. When \( d = 2 \), this is \( \bar{O}(n^{5/4+\gamma/2}) \) time.

We dedicate the remainder of this section to proving this result, which will generalise Corollary 5.4.

To prove this, we adopt a batching approach once again, and precompute data structures at the start of every batch which allow us to facilitate the operations within the batch in and online manner. Throughout the batch, we partition the grid according to the overlay grid, whose construction is dependent on the operations in the batch. We formalise this as follows. At any given point in time, we maintain, for each each dimension \( i \), a sorted sequence \( C_i \) of distinct coordinates in dimension \( i \), with \( C_{i,0} = 0 < C_{i,1} < \ldots < C_{i,|C_i|} = s \).

This partitions the coordinates \( i \) into disjoint ranges \( \mathcal{R}_i = \{ C_{i,j} + 1, C_{i,j+1} : j \in [0, |C_i| - 1]\} \). In turn, these \( \mathcal{R}_i \)'s partition the grid into a set of disjoint overlay regions \( \mathcal{O} = \{ \mathcal{R}_1 \times \ldots \times \mathcal{R}_d : (\mathcal{R}_1, \ldots, \mathcal{R}_d) \in \mathcal{R}_1 \times \ldots \times \mathcal{R}_d \} \). We refer to this structure as an overlay grid. At the end of a batch, we have each \( C_i = \{ s \} \), each \( \mathcal{R}_i = \{ [1, s]\} \) and so \( \mathcal{O} = \{ [1, s]^d \} \).

When we receive an update or query for a range \([l_1, r_1] \times \ldots \times [l_d, r_d] \), for each dimension \( i \), we add \( l_i - 1 \) and \( r_i \) to \( C_i \). There are thus at most \( k = 2k + 1 \) ranges in each dimension per batch, and each added coordinate splits a range in \( \mathcal{R}_i \) thereby refining the partition \( \mathcal{O} \) according to a \( d-1 \) dimensional hyperplane. After these additions, the update or query at hand concerns precisely a range of overlay regions within the overlay grid.

Let the initial value of an overlay region \( R \) be \( q(R) \) at the start of the batch. Our algorithm consists of two parts: first, maintaining the initial value of each overlay region as \( \mathcal{O} \) changes; and using these values to support updates and queries within this batch.

\textbf{Maintaining the initial value of overlay regions.} We perform the following precomputation at the start of each batch. Let \( V \) be the set of update ranges appearing in prior batches. Separate to the overlay grid, we use the following result of Overmars and Yap \[31\] to construct
Whenever a fragment is created, we issue a query to the version of Theorem 4.2, so we also call these supporting updates and queries. Let finding the initial value of these fragments is using an identical argument to that in the proof of Lemma 5.1, the time complexity of query over the data structure takes \( \text{evaluated over points in a range. Such a data structure can be constructed with a } d\text{-dimensional segment tree. After we have determined the value of the new fragments formed by a split, we remove the point corresponding to the fragment being split from the fragment data structure, then add to it new points located arbitrarily within the newly created fragments, with values corresponding to the respective fragments. After the fragment data structure is updated, we can issue a range query over it to find the value of each newly created overlay region. Each point update and range query over the data structure takes } O(\log^d s) = O(\log^d n) \text{ time, since } d \text{ is a constant and } s \text{ is bounded by a polynomial in } n.

This concludes the description of the first part of the algorithm. Before proceeding, let us pause to consider the time complexity of the procedure thus far, for any given batch. There are initially \( O(n^{d/2}) \) t-regions, and thus, initial fragments. Whenever a new coordinate is added to \( C \), all fragments intersecting the hyperplane \( H \) corresponding to this coordinate are split in two. This creates a number of new fragments proportional to the number of such intersections, which in turn is proportional to the number of intersections between fragment boundaries and \( H \). This intersection can be either at a boundary of an initial fragment (at most \( O(n^{d-1}/2) \) of these, by the second property of Lemma 5.7), or a boundary of an overlay region (at most \( O(\bar{k}^{d-1}) \) of these, since \( H \) cannot intersect a boundary parallel to \( H \)). Hence, the total number of fragments created over the batch is \( f = O(n^{d/2} + \bar{k}^{d-1} + n^{d-1}/2) \). Using an identical argument to that in the proof of Lemma 5.1 the time complexity of finding the initial value of these fragments is \( O(n(c+1)d/2 + f n^{(c-1)/2}) \).

Supporting updates and queries. We now use the initial values of overlay regions to support updates and queries. Let \( \mathcal{O}' = \{ R_1 \times \ldots \times R_{d-1} : (R_1, \ldots, R_{d-1}) \in \mathcal{R}_1 \times \ldots \times \mathcal{R}_{d-1} \} \) be a separate partition \( \mathcal{Y} \) of the grid into t-regions according to \( V \). This theorem is a static version of Lemma 4.2 so we also call these t-regions, since they bear the same properties.

\[ \text{Lemma 5.7 (31). A partition of the grid into t-regions can be constructed from a collection } V \text{ of } n \text{ d-dimensional ranges in } O(n^{(d+1)/2}) \text{ time, with the following properties:} \]

1. There are \( O(n^{d/2}) \) t-regions;
2. Any hyperplane orthogonal to a coordinate axis intersects at most \( O(n^{(d-1)/2}) \) t-regions.
3. Each t-region only contains points (with respect to itself) in its interior; and
4. Each t-region has at most \( O(\sqrt{n}) \) ranges of \( V \) partially (but not completely) covering it.

Within each t-region \( Y \), we will construct an instance of Static Trellised dD Range (q, \( U \)), with \( O(\sqrt{n}) \) updates. We do so in the same way as in Subsection 5.1 each pile intersecting \( Y \) will translate to a trellised update. Updates completely covering \( Y \) can be summarised as \( O(\sqrt{n}) \) updates by building a segment tree over time. In each segment tree range, we will perform lazy propagation over the t-region tree. This takes \( \tilde{O}(n^{(d+1)/2}) \) time in total.

Next, define the set of fragments to be \( \mathcal{F} = \{ Y \cap O : Y \in \mathcal{Y} \text{ and } O \in \mathcal{O} \} \). \( \mathcal{F} \) can be seen as a refinement of our partitions \( \mathcal{Y} \) and \( \mathcal{O} \), and so is itself a partition of the grid into disjoint ranges. At the beginning of the batch, the set of initial fragments is \( \mathcal{Y} \). When a coordinate is added to \( C \), some fragments are split, with each split creating two (smaller) new fragments. We will maintain the initial value of each fragment throughout the batch. Whenever a fragment is created, we issue a query to the Static Trellised instance in its t-region, to determine its value. We associate the initial value of each fragment to an arbitrary point within the fragment, and store these values in a data structure (which we call the fragment data structure) that supports updates which add or remove a point in \( \mathbb{Z}^d \) and range queries which ask for the value of \( q \) evaluated over points in a range. Such a data structure can be constructed with a d-dimensional segment tree. After we have determined the value of the new fragments formed by a split, we remove the point corresponding to the fragment being split from the fragment data structure, then add to it new points located arbitrarily within the newly created fragments, with values corresponding to the respective fragments. After the fragment data structure is updated, we can issue a range query over it to find the value of each newly created overlay region. Each point update and range query over the data structure takes \( O(\log^d s) = O(\log^d n) \) time, since \( d \) is a constant and \( s \) is bounded by a polynomial in \( n \).
the overlay regions with respect to the first $d - 1$ dimensions. For each region in $O'$, we will maintain an instance of 1D Partitioned Range $(q, U)$, with $C_i$ as the sequence of indices. Recall that we add the coordinates of each update or query range to $C$, so we may assume each operation affects precisely a range of overlay regions. To answer a query, we iterate over each region in $O'$ in the query range, and query its corresponding Partitioned instance, combining results along the way.

When performing an update, we assume that the initial values of each of the current overlay regions have already been computed by the first part of the algorithm. Each coordinate added to $C_i$ through $C_{d-1}$ splits $O(k^{d-2})$ regions in $O'$ into two new regions. For each, we create a new instance of 1D Partitioned Range $(q, U)$ so after each, we have an instance for each region in the new $O'$. For each such region $O'$, we iterate through the updates, in order, in the batch so far (excluding the present update). For each such update, its range is necessarily either disjoint from $O' \times \mathbb{Z}$, or its intersection with $O'$ is of the form $O' \times R_d$ for some range $R_d$ of the $d$-th dimension. In the latter case, we apply the update to $R_d$. Next, for each coordinate $x_d$ that has been added to dimension $d$, we iterate through all $O(k^{d-1})$ Partitioned instances, splitting each with $x_d$. As a result, every range in every Partitioned instance once again corresponds one-to-one with an overlay region. For each newly created overlay region, we use its value to update the corresponding range on the corresponding Partitioned instance. Finally, we apply the present update to all Partitioned instances.

To complete our proof of Theorem 5.6 it remains to analyse the overall time complexity of our algorithm. Recall that the number of dimensions, $d \geq 1$, is a constant. We create $O(k^{d-1})$ overlay regions overall. Each is affected by $O(k)$ queries, updates, and splits, so we expend $O(k^d)$ time on this data structure over all queries and updates in a batch. Hence, the overall running time of the algorithm is dominated by the time taken to find the initial value of each fragment. For balance, we set $\tilde{k} = n^{(d+1)/2d}$, so $k = (\tilde{k} - 1)/2$ and $f = O(n^{(d+1)/2})$, since $d \geq 1$. This gives an overall running time of $O(n^{(d+4d-2)/d})$ over the $n/k$ batches, as required. This completes the proof of Theorem 5.6.

By extending the Static Trellised algorithm of Lemma 5.3 to multiple dimensions, we can apply this result to generalise our algorithm for 2D Grid Range (max, \{min, set, max\}) from Corollary 5.4 to higher dimensions.

**Theorem 5.8.** Grid Range (max, \{min, set, max\}) can be solved in $O(n^{(d^2+2d-1)/2d})$ time.

**Proof.** The first condition of Theorem 5.6 is met with $\bar{U} = \{f_{a,b} : |a|, |b| \leq g\}$, where $g$ is the largest absolute value in the input, and $f_{a,b}(x) = \min(a, \max(b, x))$ as described earlier, which is closed under composition. The second condition is met using a 1D RANGE (max, \{min, set, max\}) data structure. For each range of $A_0$, the data structure maintains a point placed arbitrarily within it. By using an ancillary lazy update data structure (as described in Subsection 5.1), we can determine the composition of all updates to a given point. When given the maximum value $v$ of a new range of $A_0$, we are able to set its corresponding point’s value to the value obtained after all updates have been applied to $v$. Updates can then proceed as usual. Finally, it remains to solve the D Static Trellised Grid Range (max, \{min, set, max\}) efficiently.

To do so, we extend the Static Trellised algorithm of Lemma 5.3 to multiple dimensions. Let $L_{i,j}$ be the latest label (as defined in Lemma 5.3) covering coordinate $j$ in dimension $i$. We seek a point $(x_1, \ldots, x_d)$ for which there is a dimension $j$ such that $L_{i,j} + L_{i',j} > 0$ for all $j' \neq j$. Hence, it suffices to find the latest label $L_{i,j}$ in every dimension $i$ and check if the sum of the latest and earliest among these is positive. This can be done in $O(1)$ time per
update and $O(d) = \tilde{O}(1)$ time per query, by keeping a data structure for each dimension. Hence, for constant $d$, Static Trellised Range (max, \{min, set, max\}) can be solved in $O(n)$ time, and the result follows.

In the next section, we give two additional applications of this theorem in two dimensions, which establish relationships between counting paths on graphs and Static Trellised problems with set updates and sum queries.

\section{Truly subquadratic set updates and + queries by counting paths}

In this section, we apply \textbf{Theorem 5.6} to give truly subquadratic algorithms for 2D Grid Range (+, set) and 2D Grid Range (+, \{+, set\}).

\subsection{2D Grid Range (+, set) by counting inversions}

The first condition of \textbf{Theorem 5.6} is met for $U = \bar{U} = \{\text{set}\}$, since $a \circ b = set_a$ for any $a$ and $b$. The second condition can be met solving 1D Partitioned Range (+, set) with a data structure for 1D Grid Range (+, set) over an array of size $n$. To initialise the structure, for each $a_i$, we use an update to set the value at $a_i$ to $q([a_i, a_i+1 - 1]) = A[a_i] + \ldots + A[a_i+1 - 1]$. All other values are set to 0. Subsequent updates and queries are then passed through to the underlying data structure, which each occur in $O(\log n) = \tilde{O}(1)$ time. Operations each occur in $O(\log n) = \tilde{O}(1)$ time.

Finally, we address the third condition by drawing an equivalence between Static Trellised 2D Grid Range (+, set) and a class of range query problems over arrays. The \textbf{RangeEqPairsQuery} accepts an array of size $n$ as input, and asks for the number of pairs of equal elements within each of $q$ given ranges. Duraj et al. \[15\] defined this weighted analogue for counting inversions between pairs of ranges.

\begin{definition}[\textbf{Weighted 2RangeInversionsQuery}]
Given an integer array $A$, an integer array of weights $W$, both of length $n$, and a sequence of $q$ pairs of non-overlapping ranges $([l'_1, r'_1], [l''_1, r''_1]), \ldots, ([l'_q, r'_q], [l''_q, r''_q])$, with $r'_i < l''_i$, compute for each pair $([l'_i, r'_i], [l''_i, r''_i])$ the quantity

$$\sum_{j \in [l'_i, r'_i]} \sum_{j \in [l''_i, r''_i]} A[j] \cdot W[i] \cdot W[j].$$

\textbf{2RangeInversionsQuery} is the problem with the added restriction that every weight is 1.
\end{definition}

They showed that \textbf{RangeEqPairsQuery} is equivalent, up to polylogarithmic factors, to \textbf{2RangeInversionsQuery}, even when the time complexity is expressed as a function of both $n$ and $q$. We extend this equivalence to \textbf{Static Trellised 2D Grid Range (+, set)}.

\begin{lemma}
\textbf{Static Trellised 2D Grid Range (+, set)}, \textbf{Weighted 2RangeInversionsQuery} and \textbf{2RangeInversionsQuery} all have the same complexity, up to polylogarithmic factors. This holds even when the queries are presented online, and with the complexity measured as a function of two variables, $n$ and $q$.
\end{lemma}

\begin{proof}
\textbf{Static Trellised 2D Grid Range (+, set) \rightarrow Weighted 2RangeInversionsQuery}. By adding a dummy update with value 0 covering the whole grid at time 1, we may assume – without loss of generality – that every row (column) is covered by at least one row (column) update. Now observe that the value of a given point (after all updates) is equal to the value of the later of the latest row update and the latest column update covering

\end{proof}
this point’s row and column, respectively. Thus, for each row (column), it suffices to keep
the latest row (column) update covering it. With a sort and sweep, we can process the row
updates into \( O(n) \) disjoint row updates which preserve this property. Hence, without loss
of generality, we may assume that the row updates are pairwise disjoint, as are the column
updates. This preprocessing takes \( O(n \log n) \) time.

Consider a query over the points \([l_1, r_1] \times [l_2, r_2]\). We will show how to compute the
contribution (sum of values) of those points whose value is determined by a row update: we
can treat the contribution from column updates identically, and the sum of these contributions
is the answer to the query. To do so, we form an instance of Weighted 2RangeInversionsQuery as follows. Create an array \( A \), whose values are equal to the update time of each row update in order, from top to bottom, concatenated with the update time of each
column update in order, from left to right. For the weights of our instance, let the weight
corresponding to a row update with value \( v \) be \( v \times (r_1 - l_1 + 1) \), and the
weight corresponding to a column update over columns \([l_2, r_2]\) be \((r_2 - l_2 + 1)\), irrespective
of its value. This describes our instance (see Figure 2). We will now describe the queries
made to this instance.

Since row (column) updates are disjoint, there is a contiguous range of row (column)
updates in this array which lie entirely inside \([l_1, r_1] \times [l_2, r_2]\), whose indices can be found
with binary search. The contribution of row updates to the points from these ranges is the
result of a query on our instance over the corresponding ranges. \( O(1) \) parts of the query
range may fall within part of a row or column update: the contribution from these can be
found by scaling the result of a similarly constructed query.

(Weighted 2RangeInversionsQuery \( \rightarrow \) 2RangeInversionsQuery). We apply the
same trick as Duraj et al. used to reduce multiedge instances of Triangle Counting to
single edge instances, with a multiplicative factor of \( O(\log^2 n) \). This is achieved by converting
each weight into a binary string of \( \log n \) bits, and considering each possible pair of bit
positions of the weights corresponding to the inverted elements. Formally, for an integer \( b \) in
\([0, \log n]\), let \( A_b \) be the array \( A \) containing only those \( A[i] \) such that \( W[i] \) has its \( b \)-th bit set. Then for each \((b_i, b_j)\) in \([0, \log n]^2\), we create an instance with \( A_{b_i} \) concatenated with \( A_{b_j} \). For each pair of query ranges \([l', r']\) and \([l'', r'']\), we query for \([l', r']\) in the first part of the array, and for \([l'', r'']\) in the second part of the array, adjusting the indices to account for the
elements removed from the array.

(2RangeInversionsQuery \( \rightarrow \) Static Trellised 2D Grid Range (+, set)). We produce an instance over an \( n \times n \) grid, and perform (trellised) updates to the grid as follows.
For each value \( v \) appearing in \( A \), in non-decreasing order: first, for each index \( i \) such that
\( A[i] = v \), set the values in row \( i \) to 1, then for each index \( j \) such that \( A[j] = v \), set the
values in column \( j \) to 0. The order guarantees that after these updates have been performed,
\( A[i][j] = 1 \) if and only if \( A[i] > A[j] \). Each pair of query ranges \([l', r']\) and \([l'', r'']\) corresponds
to a query over the range \([l', r'] \times [l'', r'']\) in our instance.

Duraj et al. \cite{Duraj2020} gave an \( \tilde{O}(n^{2\omega-2}/(\omega+1)(n+q)^{2/\omega+1}) \) time\(^5\) algorithm for RangeEqPair-
query, so we obtain the following truly subquadratic time algorithm for 2D Grid Range
(+, set).

\textbf{Theorem 6.3.} 2D Grid Range (+, set) can be solved in \( \tilde{O}(n^{5/4+\omega}/(\omega+1)) = O(n^{1.954}) \) time.

\(^5\) The multivariate running time given in \cite{Duraj2020} is slightly better than this when \( q \leq n \), but this simplified
form suffices our purposes.
6.2 2D Grid Range (+, \{+, \text{set}\}) by counting 3-paths

We will once again employ Theorem 5.6 to give a truly subquadratic time algorithm for 2D Grid Range (+, \{+, \text{set}\}). The first condition is met with \(\bar{U} = \{+_{c} : |c| \leq ng\} \cup \{\text{set}_{c} : |c| \leq ng\}\), where \(g\) is the largest value in the input, since \(+_{a} \circ \text{set}_{b} = \text{set}_{a+b}\). These can be represented in \(O(1)\) words. The second condition can be met with a 1D Grid Range (+, \text{set}) data structure, constructed similarly as in the previous section. Fulfilling the third condition is the subject of the remainder of this section.

We begin by defining the following graph problems.

▶ Definition 6.4. The k-WalkQuery (resp. Simplek-PathQuery) problem gives, as input, a simple graph with \(m\) edges and \(O(m)\) vertices, and poses \(q\) online queries, each asking for the number of \(k\)-edge walks (resp. simple \(k\)-edge paths) between a given pair of vertices.

Duraj et al. [18] proved an equivalence between RangeEqPairsQuery when \(n = q\), and EdgeTriangleCounting, which gives as input an \(n\)-edge, \(O(n)\)-vertex graph, and asks to count the number of triangles each edge is contained in. When the restriction \(n = q\) is relaxed, an equivalence can be drawn with 2WalkQuery instead. In the same vein, we reduce Static Trellised 2D Grid Range (+, \{+, \text{set}\}) to 3WalkQuery via a generalisation of RangeEqPairsQuery.

First, we define a class of problems that generalises 2RangeEqPairsQuery and 2RangeInversionsQuery.

▶ Definition 6.5. Let \(A\) and \(W_{A}\) be an integer arrays of length \(n\), and suppose \(L, R\) and \(W\) are arrays of length \(n\), such that \(1 \leq L[i] \leq R[i] \leq n\) for all \(i\). The Weighted-(0,1)-IndexedEqPairsQuery problem poses \(q\) queries, each accepting a pair of ranges \([l,r]\) and \([l',r']\) and asking for the sum

\[
\sum_{i \in [l,r]} \sum_{k \in [l',r']} \sum_{j \in [L[k'],R[k']]} 1_{A[i] = A[j]} \cdot W_{A}[i] \cdot W_{A}[j] \cdot W[k'].
\]

The Weighted-(0,1)-IndexedInversionsQuery problem poses \(q\) queries, each accepting a
pair of ranges \([l, r]\) and \([l', r']\) and asking for the sum

\[
\sum_{i \in [l, r]} \sum_{k' \in [l', r']} \sum_{j \in [l[k'], R[k']]} 1_{A[i] > A[j]} \cdot W_A[i] \cdot W_A[j] \cdot W[k'].
\]

The \((0, 1)\)-\text{IndexedEqPairsQuery} and \((0, 1)\)-\text{IndexedInversionsQuery} are the problems with the added restriction that every entry in \(W_A\) and \(W\) is 1.

These problems are so named as the first range in each query \([l, r]\) directly indexes the array \(A\), whereas the second range \([l', r']\) indexes an array of ranges (defined by \(L\) and \(R\)). Hence, the parameters undergo 0 and 1 levels of indirection, respectively. \(2\text{-RangeEqPairsQuery}\) and \(2\text{-RangeInversionsQuery}\) are thus \((0, 0)\)-\text{IndexedEqPairsQuery} and \((0, 0)\)-\text{IndexedInversionsQuery}, respectively.

Through reductions similar to Duraj et al. [18] and those in the previous subsection, these are equivalent, up to polylogarithmic factors.

\begin{lemma}
\((0, 1)\)-\text{IndexedEqPairsQuery}, \text{Weighted-(0, 1)-IndexedEqPairsQuery}, \(\text{(0, 1)-IndexedEqPairsQuery}\) and \(\text{Weighted-(0, 1)-IndexedEqPairsQuery}\) have the same running time, up to polylogarithmic factors, even when the running time is expressed as a function of \(n\) and \(q\).
\end{lemma}

\begin{proof}
\((0, 1)\)-\text{IndexedEqPairsQuery} \rightarrow (0, 1)\)-\text{IndexedInversionsQuery}) We can easily compute the number of pairs of entries using prefix sums: this takes time linear in the input, and any algorithm for \((0, 1)\)-\text{IndexedInversionsQuery} takes at least as long. For each query, count the number of inversions between the pair of query ranges. By maintaining a copy of \(A\) with all entries negated, we can also count the number of inversions in the opposite direction. Subtracting the answers to these two queries from the number of pairs in each query gives the answer.

\((0, 1)\)-\text{IndexedInversionsQuery} \rightarrow (0, 1)\)-\text{IndexedEqPairsQuery}) Suppose each of the entries of \(A\) are \(z\)-bit integers. If \(a > b\), then the \(i\)th bit of \(x\), from most significant, and let \(p_i(x) = \lfloor x / 2^{-i} \rfloor\) be the \(i\) most significant bits of \(x\). For each \(i = 1, \ldots, z\) we create an array \(A_i\) such that:

\[
A_i(j) = p_{i-1}(A[j]) \text{ if } v_i(A[j]) = 1 \text{ and } -\infty \text{ otherwise}
\]

\[
A_i(n + j) = p_{i-1}(A[j]) \text{ if } v_i(A[j]) = 0 \text{ and } \infty \text{ otherwise}
\]

The answer to a query over \(A\) is the sum of the answers to the queries over each \(A_i\).

Next, we reduce from \text{Static Trellised 2D Grid Range (+, \{+, set\})} to these problems.

\begin{lemma}
If \((0, 1)\)-\text{WeightedIndexedInversionsQuery} can be solved in \(T(n, q)\) time, then \text{Static Trellised 2D Grid Range (+, \{+, set\})} can be solved in \(\tilde{O}(T(n, q))\) time.
\end{lemma}

\begin{proof}
Observe that the value of any point is equal to its value at the time \(t\) of the latest set update covering it, plus the sum of all + updates covering it that occur after \(t\). Hence, we can consider the contributions of set and + updates separately. The contributions of set updates can be computed in the same way as for \text{Static Trellised 2D Grid Range (+, set)}: namely, by reducing to \text{2RangeInversionsQuery} which is the special case of \((0, 1)\)-\text{IndexedInversionsQuery} with all \(L[i] = R[i] = i\).
It remains to determine the contribution of the + updates. We will show how to determine the contributions of row + updates only: column + updates can be determined separately in the same way. We construct an instance of \textsc{Weighted \((0,1)\)-IndexedInversionsQuery}, over an array \(A = A_1 A_2\). By compressing the coordinates of the grid according to the coordinates present in + and set updates, we assume there are \(n' \leq 2n + 1\) compressed rows and columns, each with a certain width. Every update covers precisely a range of compressed rows and compressed columns.

Let \(t_R[i]\) be the time of the latest set row update covering compressed row \(i\), and let \(t_C[j]\) be the time of the latest set column update covering compressed column \(j\). \(A_1\) will have length \(n'\), with \(A_1[i] = t_C[j]\), and the weight of the \(i\)th entry will be the width of compressed column \(i\). Next, form a segment tree over compressed rows. For each range \([l, r]\), store a list of all row + updates that decompose to \([l, r]\) (as defined in Section 2), sorted in decreasing order of time. Formally, the updates in this list are precisely those of the form ‘\(+\varepsilon\) to \([l_1, r_1] \times \mathbb{Z}^m\)’, where \([l, r]\in \text{base}([l_1, r_1])\). Build an array of size \(O(n \log n)\) by concatenating these lists in any order, while preserving the order within each list, with the value of each entry equal to the time of the entry. The weight of each entry is equal to the value of the + update. This forms \(A_2\).

To build \(L\) and \(R\), we build two smaller lists, \(L_i\) and \(R_i\), for each compressed row \(i\), and concatenate them in order. For compressed row \(i\), for each segment tree range \(i\) is in, binary search to find the largest prefix of entries in that range that occur after \(t_R[i]\). We append entries in \(L_i\) and \(R_i\) corresponding to the range of \(A_2\) that these entries lie in. The weight of each entry is equal to the width of compressed row \(i\).

Each query corresponds to a range of rows and a range of columns. We decompose the range of rows into a range of whole compressed rows, and at most two fractions of compressed rows, and do the same for columns. Thus, we can write the query answer as the sum of ranges of entries in \(A_1\) and \(A_2\) that decompose to \([l', r']\) to be the range of entries in \(L\) and \(R\) corresponding to the range of compressed rows.

As a means to solve \((0,1)\)-\textsc{IndexedEqPairsQuery}, we prove an equivalence between it and \textsc{3WalkQuery}. Queries to \textsc{3WalkQuery} must be answered in an online fashion to give an online data structure for our \textsc{Static Trellised} problem.

\textbf{Lemma 6.8.} \((0,1)\)-\textsc{IndexedEqPairsQuery} is equivalent to \textsc{3WalkQuery}, up to polylogarithmic factors, even when the running time is expressed as a function of both \(n\) and \(q\).

\textbf{Proof.} \((0,1)\)-\textsc{IndexedEqPairsQuery} \(\rightarrow\) \textsc{3WalkQuery} We construct a graph whose vertex set is \(S \cup T_1 \cup U \cup T_2\), and define these four sets as follows. \(S\) is the set of nodes in a segment tree with \(n\) leaves, denoting the indices of \(L\) and \(R\). \(T_1\) and \(T_2\) are the set of nodes in a segment tree with \(n\) leaves, denoting the \(n\) indices of \(A\). \(U\) is the set of distinct values in \(A\). For the node \(s\) representing range \([l, r]\) in \(S\), for each \(i \in [l, r]\) and for each \(I \in \text{base}([L[i], R[i]])\), add an edge from \(s\) to the node in \(T_1\) corresponding to \(I\). There are \(O(n \log n)\) such \((s, i)\) pairs, and \(O(\log n)\) elements in base([\(L[i], R[i]\)]) interval, for \(O(n \log^2 n)\) edges added.

Next, for the node \(t\) representing range \([l, r]\) in \(T_1\), for each \(i \in [l, r]\) add an edge from \(t\) to the node in \(U\) representing the value \(A[i]\). Do likewise for \(T_2\).

In all, the graph contains \(O(n)\) vertices and \(O(n \log^2 n)\) edges. Every 3-edge walk from \(S\) to \(T_2\) passes through \(T_1\) and \(U\). To answer a query \([l, r]\) and \([l', r']\), for each pair of
ranges \((I, I') \in \text{base}([l, r]) \times \text{base}([l', r'])\), add the number of 3-edge walks between the vertex corresponding to \(I\) in \(S\) and the vertex corresponding to \(I'\) in \(T_2\).

\((3\text{WalkQuery} \rightarrow (0,1)-\text{INDEXED_EQ_PAIRS_QUERY})\) Let \(A\) be the concatenation of the adjacency lists of each vertex, in order. Let \(L[i]\) and \(R[i]\) correspond to the range in \(A\) where the \(i\)th vertex’s adjacency list is located. For each pair of query vertices \(s\) and \(t\), we add a query for the ranges \([L[s], R[s]]\) and \([L[t], R[t]]\). The equal elements correspond to vertices that can be reached in 1 edge from \(s\), and in 2 edges from \(t\).

The structure of \((0,1)-\text{INDEXED_EQ_PAIRS_QUERY}\) and \((0,1)-\text{INDEXED_INVERSIONS_QUERY}\) can be generalised by adding additional layers of “indexing” arrays \(L\) and \(R\) to both the first and second ranges in each query. Informally, we remark that if there are \(p\) layers of indexing applied to the first range, and \(q\) layers to the second range, then we obtain problems equivalent to \((p + q + 2)\text{-WalkQuery}\), up to polylogarithmic factors of order \(p + q + O(1)\).

**Theorem 6.9.** \(3\text{WalkQuery}\) can be solved in \(O(m^{2\omega}/(2^{\omega+1})(m + q)^{(2^{\omega+1})}/2^{(2\omega+1)})\) time.

**Proof.** Let \(\Delta > 0\) be a constant, and partition vertices into three disjoint sets \(H, M\), and \(L\) depending on their degree greater than \(\Delta\), greater than \(\sqrt{\Delta}\), and at most \(\sqrt{\Delta}\), respectively. Next, enumerate all 2-walks \(abc\) such that \(b \in M \cup L\), and store a count \(C(a, c)\) of the number of such walks for each \((a, c)\) pair (note that possibly \(a = c\)). There are at most \(m\Delta\) such walks. From this, we can construct matrices \(C_{H,H}, C_{H,M,M}\) and \(C_{M,L,H}\), which are the counts with the restrictions \(a, c \in H\); \(a \in H\) and \(b, c \in M\); and \(a \in M\), \(b \in L\) and \(c \in H\), respectively. This takes time \(O(m\Delta + |H||M|)\). We also compute the \(|H| \times |M|\) matrix \(D = G[H] \times G[H, M]\) in time \(O(\omega(2m/\Delta, 2m/\Delta, 2m/\sqrt{\Delta}))\), where \(\omega\) is an abuse of notation – we write \(G[H]\) for the adjacency matrix of the subgraph of \(G\) induced by the vertex set \(H\), and write \(G[H, M]\) for the adjacency matrix of the bipartite graph induced by the disjoint vertex sets \(H\) and \(M\) in \(G\).

We consider disjoint cases according to which set each of the four vertices in the 3-walk falls into. For ease of description, we describe them as if they formed a closed 4-walk, by imagining an edge joining the two endpoints (see Figure 3). For each, we describe any necessary precomputation, and how to answer each query. For each query between vertices \(u\) and \(v\), we consider the sets \(u\) and \(v\) are in, and sum the number of 3-walks in each case to obtain the result.

**Case 1: All vertices in \(H\).** We directly precompute the number of 3-walks between each pair of vertices in \(G[H]\), using matrix multiplication. This takes time \(O(|H|^2) = O((2m/\Delta)^2)\).

**Case 2: Two opposite vertices in \(M \cup L\).** Consider a pair of query vertices \(u\) and \(v\), with at least one in \(M \cup L\). Without loss of generality, if \(u \in M \cup L\) but \(v \notin M \cup L\) then the answer is \(P(u, v) = \sum_{a \in E} C(a, v)\). Otherwise, if both \(u\) and \(v\) are in \(M \cup L\), the answer is \(P(u, v) + P(v, u) - \sum_{a \in E, a \notin M \cup L} C(a, v)\). Each of these sums can be computed in \(O(\Delta)\) time, since \(d(u) \leq \Delta\) whenever \(u \in M \cup L\). Hence, this case takes \(O((m + q)\Delta)\) over all queries.

**Case 3: Three vertices in \(H\).** We can compute the number of walks of the form \(H \rightarrow M \cup L \rightarrow H \rightarrow H\) by multiplying \(C_{H,H}\) by the adjacency matrix of \(G[H]\) to give the matrix \(P_i\), taking time \(O((2m/\Delta)^2 + m\Delta)\). Let \(h_i\) be the \(i\)th vertex in \(H\). If \(u\) and \(v\) are both in \(H\), the answer is \(P_{uv} + P_{vu}\).

Otherwise, without loss of generality, assume \(u \in H\) and \(v \in M \cup L\). We can compute the number of 2-walks between pairs of vertices in \(H\) by squaring the adjacency matrix of \(G[H]\).
We may assume

We can then iterate over each vertex in \( H \) adjacent to \( u \), and add the number of 2-walks between \( u \) and \( h \). Hence, this case takes \( O((m/\Delta)^\omega + (m + q)\Delta) \) time over all queries.

**Case 4a:** Two adjacent vertices in \( H \), two adjacent vertices in \( M \). We multiply \( C_{H,M,M} \) by the adjacency matrix of \( G[M,H] \) to compute the number of walks of the form \( H \rightarrow M \rightarrow M \rightarrow H \) between all pairs of vertices in \( H \). This takes time \( O(\omega(2m/\Delta, 2m/\sqrt{\Delta}, 2m/\Delta)) \).

If \( u, v \in H \), we can read off the answer from the matrix.

Otherwise, at least one of \( u \) and \( v \) is in \( M \): suppose, without loss of generality, that \( u \) is. If \( v \in H \), then the answer can be computed as \( \sum_{u \in E; m \in M} D_{om} \). If \( v \in M \), we can find the answer as \( \sum_{u \in E; h \in H} D_{hv} \). Both cases can be computed in time \( O(q\Delta) \) over all queries, since \( d(u) \leq \Delta \).

**Case 4b:** Two adjacent vertices in \( H \), one vertex in \( M \), one vertex in \( L \). In precomputation, multiply \( G[H,M] \) by \( C_{M,L,H} \) in time \( O(\omega(2m/\Delta, 2m/\sqrt{\Delta}, 2m/\Delta)) \) to compute the number of walks of the form \( H \rightarrow M \rightarrow L \rightarrow H \) between all pairs of vertices in \( H \). If this forms a matrix \( F \), the answer when \( u, v \in H \) is \( F_{uv} \). We also precompute for the case when \( u \in M \) and \( v \in H \) by multiplying \( C_{M,L,H} \) by the adjacency matrix of \( G[H] \). In this case, the answer can be read off directly.

Otherwise, at least one of \( u \) and \( v \) is in \( L \): suppose, without loss of generality, that \( u \) is. If \( v \in H \), we can compute the answer as \( \sum_{u \in E; m \in M} D_{om} \). Otherwise, \( v \in M \) and we can compute the answer as \( \sum_{u \in E; h \in H} D_{hv} \). This runs in time \( O(q\sqrt{\Delta}) \) over all queries, since \( d(u) \leq \sqrt{\Delta} \).

**Case 4c:** Two adjacent vertices in \( H \), two adjacent vertices in \( L \). First, we precompute the answer for the case where \( u, v \in H \). For each \( u, v \in H \), initialise a count \( Q_{uv} \) to 0. For each edge \( ab \in L \), we iterate over each pair of edges \( ua \) and \( b v \), such that \( u, v \in H \), and increment \( Q_{uv} \). This takes time \( O(m\Delta) \) overall, since each \( d(a), d(b) \leq \sqrt{\Delta} \). We can then read the answer for each query off \( Q \).

Otherwise, at least one of \( u \) and \( v \) is in \( L \): suppose, without loss of generality, that \( u \) is. If \( v \in H \), then we can compute the answer as \( \sum_{u \in E; l \in L} |\{h \in E : h \in H, hv \in E\}| \) in time \( O(\Delta) \) per query, since \( d(u), d(l) \leq \sqrt{\Delta} \). Otherwise, \( v \in L \), and the answer can be computed as \( \sum_{a \in E; l \in L} |\{b \in E : b \in H, ab \in E\}| \) in time \( O(\Delta) \) per query, since \( d(u), d(v) \leq \sqrt{\Delta} \). Hence, both cases can be computed in time \( O(q\Delta) \) overall.

This concludes the description of our algorithm; we now analyse it. The time bottlenecks in our algorithm are the \( O((m + q)\Delta) \) steps, and the rectangular matrix multiplication steps. Let \( \Delta = m^\alpha \), for some \( \alpha \in (0, 1) \). Using the upper bound \( \omega(n^a, n^b, n^c) = O(n^{a+b+c-(3-\omega)\min(a,b,c)}) \), the latter steps run in time \( O(m^{3-5\alpha/2-(3-\omega)(1-\alpha)}) = O(m^{\alpha/2+\omega(1-\alpha)}) \). Hence, we obtain an overall time complexity of \( O((m + q)m^\alpha + m^{\alpha/2+\omega(1-\alpha)}) \).

When \( q \leq m \), we set \( \alpha = 2(\omega - 1)/(2\omega + 1) \) for a complexity of \( O(m^{(4\omega-1)/(2\omega+1)}) \) as obtained by Yuster and Zwick [37]. Otherwise, let \( \beta = \omega \log_q n \), and set \( \alpha = 2(\omega - \beta)/(2\omega + 1) \) for balance.

We may assume \( \beta \leq 2 \leq \omega \) if we cache the results to each query, since there are only \( O(m^2) \) distinct queries. This gives a running time of \( O(m^{\omega/2}/(2\omega+1)q^{(2\omega-1)/(2\omega+1)}) \) when \( q > m \), and thus an \( O(m^{2\omega/((2\omega+1)(m + q)^{(2\omega-1)/(2\omega+1)})}) \) time algorithm overall.

Finally, if the value of \( q \) is not known during precomputation, we run the algorithm with an initial guess of \( q = 1 \), and double our guess when more than \( q \) queries have been received. This increases the runtime by at most a constant multiplicative factor.
Figure 3: The cases in proving Theorem 6.9 in order of consideration. In each case, the top vertex is $u$, and the left vertex is $v$, with the vertex pair $(u, v)$ given in the query connected by a dashed line in the diagram, irrespective of whether they are joined by an edge in the input graph. We omit cases which are identical up to reflection.
This gives us an algorithm with the same running time (up to polylogarithmic factors) for Static Trellised 2D Grid Range (+, {+, set}), and thus the unrestricted problem, by Theorem 5.6.

Theorem 6.10. 2D Grid Range (+, {+, set}) can be solved in time \( \tilde{O}(n^{5/4} + (4\omega - 1)/(4\omega + 2)) \) = \( O(n^{1.989}) \).

To conclude this section, we also remark that our algorithm for 3WalkQuery can be used to solve the analogous problem for simple 3-edge paths, and thus count the number of 4-cycles each edge of a graph is included in.

Theorem 6.11. 3WalkQuery is equivalent to Simple3PathQuery, and both can be solved in \( O(m^{2\omega}/(2\omega + 1)(m + q)^{(2\omega - 1)/(2\omega + 1)}) \) time. Hence, Edge4CycleCounting (which asks to count the number of simple 4-cycles that each edge in an \( m \)-edge graph is contained in) can be solved in \( O(m^{(4\omega - 1)/(2\omega + 1)}) = O(m^{1.478}) \) time.

Proof. Let \( u \) and \( v \) be a pair of distinct query vertices, and denote by \( P_3(u, v) \) and \( W_3(u, v) \) the number of simple 3-edge paths, and the number of 3-edge walks between \( u \) and \( v \). Suppose \( uvb \) is a non-simple 3-edge walk. Since a simple graph contains no self-loops, \( a \neq u \), \( a \neq b \) and \( b \neq v \). But since \( uvb \) is non-simple, some vertex must be repeated, so either \( a = v \), \( b = u \), or both. Hence, if the edge \( uv \) exists in the graph, \( W_3(u, v) = P_3(u, v) + d(u) + d(v) - 1 \), where \( d(u) \) is the degree of \( u \). Otherwise, every 3-walk from \( u \) to \( v \) is also a simple 3-path, so \( W_3(u, v) = P_3(u, v) \).

Since the edge \( uv \), if it exists, cannot be part of any simple 3-path from \( u \) to \( v \) it follows that Edge4CycleCounting can be solved by counting the number of simple 3-paths between the endpoints of each edge.

Simple-kPathQuery is \( \#W[1] \)-hard for parameter \( k \) \cite{20}, meaning it is unlikely that an \( f(k)n^{O(1)} \) time algorithm exists for it. However, \( k \)-WalkQuery is solvable in \( O(n^\omega \log k) \) on \( n \)-vertex graphs by exponentiating the adjacency matrix, so it is unlikely that such an equivalence holds between the two problems for arbitrary \( k \).

7 Range problems over an explicit point set

Lemma 1.2. If 1D Range \((q, U)\) on \( p \) points can be solved in time \( T(p) \) per operation and \( q \) is computable in \( O(1) \) time, then dD Range \((q, U)\) can be solved in time \( O(p^{1-1/d}T(p)) \) per operation.

Proof. We construct a \( kd \)-tree \cite{8} \( T \) over the points in \( P \). There is a single point of \( P \) in each of the leaves of \( T \): we assign these labels from 1 to \( p \), according to the order of their appearance in a preorder traversal of \( T \).

We can represent the points in any orthogonal range as those in the disjoint union of \( O(p^{1-1/d}) \) subtrees of \( T \) \cite{27}. The labels of points within these subtrees correspond to disjoint ranges of \( [p] \). Hence, we can keep an instance of 1D Range \((q, U)\), and perform updates and queries on the corresponding ranges of labels using this data structure.

Theorem 7.1. If either 2D Range \((+, +)\) or 2D Range \((\text{max}, \text{max})\) can be solved in amortised \( O(p^{1/2-\epsilon}) \) time per update or query, for any \( \epsilon > 0 \), then the OMv Conjecture is false.

Proof. We reduce from OMv. For each \( M_{ij} = 1 \), create a point \((i, j)\) in our instance of the data structure.
(2D Range (+, +)) We maintain that at the beginning of each query, the value of each point is set to 0. We perform the following for each pair of query vectors \( u \) and \( v \). For each \( u_i = 1 \), add 1 to all points in row \( i \) in the data structure. After doing this, use the data structure to query the sum of all points in all columns \( j \) where \( v_j = 1 \). We observe that \( u^T M v = 1 \) if and only if at least one of these queries was nonzero. After performing these queries, we revert all of the updates by subtracting 1 from each row that we updated.

(2D Range (max, max)) We maintain that at the beginning of the \( i \)-th query, the value of each point is at most \( i - 1 \). We proceed similarly to 2D Range (+, +), performing updates with value \( i \) to rows and querying to check for the existence of \( i \) in columns.

In both cases, this uses \( O(m) \) updates and queries to our data structure in each OuMv query, and \( O(m^2) \) overall. Noticing that we create \( O(m^2) \) points overall completes the proof.

\[\textbf{Theorem 7.2.} \text{ If any of 2D Range (+, set), 2D Range (max, set), 2D Range (max, +), 2D Range (+, max) or 2D Range (max, min) can be solved in amortised } O(p^{1/2} - \epsilon) \text{ time per update and amortised } O(p^{1-\epsilon}) \text{ time per query, for any } \epsilon > 0, \text{ then the OuMv Conjecture is false.}\]

\[\textbf{Proof.} \text{ We reduce from OuMv. For each } M_{ij} = 1, \text{ create a point } (i, j) \text{ in our instance of the data structure.} \]

(2D Range (+, set) and 2D Range (max, set)) We maintain that at the beginning of each query, the value of each point is set to 0. We perform the following for each pair of query vectors \( u \) and \( v \). For each \( u_i = 0 \), set all points in row \( i \) of the data structure to \(-1\). Do the same for each column \( j \) where \( v_j = 0 \). We observe that \( u^T M v = 1 \) if and only if at least one point in the data structure has a value of 0. We can do a single sum or max query to determine if this is the case. After performing the query, do a single update to reset all the points’ values to 0 before receiving the next pair of input vectors.

(2D Range (max, +)) We proceed similarly to 2D Range (max, set) update, adding \(-1\) to all rows \( i \) where \( u_i = 0 \) and columns \( j \) where \( v_j = 0 \). In a single query we can determine if a 0 exists in the data structure. After performing the query, undo all the updates by adding 1 to the points in each row and column which had an update applied to them. (We also note that this proof is similar to that of Henzinger et al. [23] for the hardness of Erickson’s problem, which gives an \( m \times m \) matrix, and asks, in each operation, to permanently increment all entries in a specified row or column, and report the maximum value in the new matrix).

(2D Range (+, max)) We maintain that before processing the \( t \)-th pair of input vectors, the value of each point is at most \( t - 1 \). To handle this pair, we perform an update with value \( t \) to all rows \( i \) where \( u_i = 0 \) and columns \( j \) where \( v_j = 0 \). We observe that \( u^T M v = 1 \) if and only if at least one point in the data structure has a value less than \( t \). We can do a single sum query to determine if this is the case.

(2D Range (max, min)) We maintain that at the beginning of each query, the value of each point is at least \( -t + 1 \). We perform an update with value \( -t \) to all rows \( i \) where \( u_i = 0 \) and columns \( j \) where \( v_j = 0 \). We observe that \( u^T M v = 1 \) if and only if at least one point in the data structure has a value greater than \(-t\). We can do a single max query to determine if this is the case.

In all cases, our reduction uses \( O(m) \) updates and \( O(1) \) queries to our data structure for each OuMv query, and thus \( O(m^2) \) updates and \( O(m) \) queries overall. Finally, noticing that we create \( O(m^2) \) points overall gives the desired conditional lower bounds.
8 2D Grid Range (max, +) in $\tilde{O}(n^{3/2})$ time, and $\tilde{O}(n)$ space

In this section, we provide a fully-online algorithm for 2D Grid Range (max, +) that uses $O(n \log^2 n)$ space. While our complexity is slower than existing results by Chan [10] by a polylogarithmic factor, those results require $O(n^{3/2 + o(1)})$ space.

We first prove some useful results which are instrumental in the construction of our algorithm.

Lemma 8.1. Suppose there is an integer array $A$ of length $n$, containing some initial arbitrary values, and an oracle that supports range maximum queries over the initial $A$ in $O(t)$ time per query. There is a data structure which, with access to such an oracle, and with no preprocessing, supports online + and max updates to $A$, and max queries over $A$, in worst case $O(t \log n)$ time.

Proof. Define the class of functions $f_{a,b}(x) = \max(x + a, b)$, which are each monotonically increasing in $x$, and are closed under functional composition. As both types of updates can be written in this form, it suffices to only consider updates of this form. We use lazy propagation over a segment tree over the ranges of $A$, and at each node, store constants $a$ and $b$, representing $f_{a,b}$ which is the sequential composition of a consecutive range of updates that apply to the range represented by this node. At the “deepest” nodes we have created, we make calls to the oracle to determine the maximum value in the range, and use this to populate our internal segment tree values.

Recall that in Static (Grid) Range problems, all updates occur before all queries.

Lemma 8.2. There exists a data structure which solves Static 2D Grid Range (max, +) using $O(nu \log^2 n_\text{u})$ time in preprocessing and $O(\log^2 n_\text{u})$ time per query and $O(nu \log^2 n_\text{u})$ space.

Proof. By applying coordinate compression, it suffices to consider only $O(nu)$ interesting $x$ and $y$ coordinates.

We will build a kind of 2D segment tree, which is a segment tree over $x$ coordinates. Suppose there is a node in the tree representing the range $[x_1, x_2]$. For this node, we will build a data structure capable of answering queries of the form: given a range of $y$ coordinates $[y_1, y_2]$, what is the maximum value in $A[x_1, x_2][y_1, y_2]$ (after all updates have been applied)?

We will build these structures simultaneously, maintaining a sweepline over $x$, representing a column of $A$. Break down each range + update into two events: one which adds and another which subtracts a value from a range of $y$ coordinates in the sweepline. Using Lemma 8.1 the supporting of updates in the sweepline can be done in $O(\log n_\text{u})$ time, and range max queries at any point in the sweepline can be supported in $O(\log n_\text{u})$ time: the range max value of the initial array is always 0, so the oracle can always return in $O(1)$ time.

We construct the data structure for the range $[x_1, x_2]$ when the sweepline has processed all events ending at $x_1 - 1$, but before processing any events starting at $x_1$. Our data structure will represent an array $B$ such that $B[y] = \max(A[x_1, x_2][y, y])$, and support range queries over $B$. Equivalently, we can define $B$ by starting with an array equal to the value of the sweepline after $x = x_1 - 1$, applying all the events in the $[x_1, x_2]$ range, in order, and have $B[y]$ be the historical maximum value of the sweepline in row $y$, at any point in this range. This can be computed with a sweepline over the events in the range, and using Lemma 8.1 together the idea of [25], where the oracle is the sweepline at this point in time. If there are $n'_\text{u}$ events in $[x_1, x_2]$, this takes $O(n'_\text{u} \log n'_\text{u} \log n_\text{u})$ time. Each event appears in $O(\log n_\text{u})$ ranges $[x_1, x_2]$, so these data structures take $O(n_\text{u} \log^2 n_\text{u})$ time to construct, overall.
Queries are answered in the usual 2D segment tree manner, which takes $O(\log n_u)$ time, for $O(\log^2 n_u)$ time overall.

We are now ready to prove our result.

\textbf{Theorem 1.5.} 2D Grid Range (max, +) can be solved in $\tilde{O}(n^{3/2})$ time, and $O(n \log^2 n)$ space.

\textbf{Proof.} Let $k$ be a positive integer, and split the updates and queries into $n/k$ batches chronologically, such that each contains at most $k$ operations. At the beginning of each batch, we build a data structure $D$ according to Lemma 8.2 from all the updates appearing in previous batches.

As in Subsection 5.1, we split the grid into compressed-columns, based on interesting coordinates in the input so far. For each compressed-column $F$, spanning $[x_1, x_2]$, we maintain a data structure which, throughout the operations in this batch, supports queries for the maximum value of a point in $F$, among a given range of rows. Such a data structure can be constructed by applying Lemma 8.1 over the rows of $F$, using $D$ as the oracle. When we receive new coordinates, we split compressed-columns in the same way as in Subsection 5.2, reapplying updates. Each such query takes $O(1)$ time, so together, queries take $O(k^2)$ time over the batch.

Factoring in the construction time of $D$, the overall time complexity of this algorithm is $\tilde{O}(n/k)(n + k^2)$. Setting $k = \sqrt{n}$ gives the desired complexity.

\section{Open Problems}

We have shown that 2D Grid Range (max, \{min, set, max\}) and 2D Grid Range (max, +) can both be solved in truly subquadratic time, and found $\Omega(n^{2-o(1)})$ time conditional lower bounds for 2D Grid Range (max, \{+, min\}). We also observe that 2D Grid Range (max, \{+, set\}) reduces to 2D Grid Range (max, \{+, max\}), since $\text{set}_c = \text{max}_c \circ + \circ -\infty$. Hence, the remaining maximum query variants in $\mathcal{B}$ are each at least as hard as 2D Grid Range (max, \{+, set\}).

\textbf{Open Problem 9.1.} Can (Offline) 2D Grid Range (max, \{+, set\}) be solved in truly subquadratic time?

Among variants supporting sum queries, we gave $\Omega(n^{2-o(1)})$ time conditional lower bounds for 2D Grid Range (+, \{+, max\}). Using the identity $\text{set}_c = \max_c \circ + \circ -\infty$ once again, one can see that this is at least as hard as 2D Grid Range (+, \{+, set\}), which we solved in $O(n^{1.989})$ time, using Theorem 5.6. Another problem easier than 2D Grid Range (+, \{+, max\}) is simply 2D Grid Range (+, max), which does not support + updates. This is also the easiest among the remaining sum query variants in $\mathcal{B}$.

We make several comments regarding the hardness of 2D Grid Range (+, max). First, we observe that it is also at least as hard as its set “counterpart”, since any instance of Grid Range (+, set) can be simulated with two instances of Grid Range (+, max).

\textbf{Lemma 9.2.} Grid Range (+, set) can be solved in the same time as Grid Range (+, max).

We solved 2D Grid Range (+, set) in $O(n^{1.954})$ time using Theorem 5.6. However, it is easy to see that there is no solution to 1D Partitioned Range (+, max), which is required as a precondition of Theorem 5.6. It is simply not enough to know the sum of a range of points. One might instead determine for each overlay region $O$, query range $R$ and
max. update: the number of points in $O \� R$ with value at most $c$ and the sum of points in $O \� R$ with value greater than $c$. This requires $O(k^3)$ values returned per batch, limiting precomputation to $O(n^{3/2-\epsilon})$ time, for some $\epsilon > 0$, if a truly subquadratic time algorithm overall is desired. This cannot be achieved with a direct application of Theorem 5.6 since there are $O(n^{3/2})$ updates across the $t$-regions.

**Open Problem 9.3.** Can (Offline) 2D Grid Range (+, max) be solved in truly subquadratic time?

Finally, our $\Omega(n^{3/2-o(1)})$ conditional lower bounds do not match the upper bounds we gave for 2D Grid Range (+, {set, +}), 2D Grid Range (+, set) and 2D Grid Range (max, {min, set, max}). We ask if the gap can be closed for these problems to see if there exists an in-between complexity class of 2D Grid Range problems. In particular, this would be resolved in the affirmative if [Theorem 5.6](#) is a tight reduction for any of these problems.

**Open Problem 9.4.** Are there any 2D Grid Range problems solvable in $O(n^{2-\epsilon})$ time, for some $\epsilon > 0$, but require $\Omega(n^{3/2-o(1)})$ time?

We have studied just a small subset of RANGE and Grid RANGE problems in this work. Additional update or query operations, such as addition modulo a prime, can also be considered. Many existing variants of range searching (see [5](#)) can also be adapted to these problem classes. In particular, we have not investigated problems which deal with data points that have a “colour” or “category”, and ask for the number of distinct colours in a range. These may be of particular interest, as set updates could be used to facilitate changing the colour of several data points at the same time.

---
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