Validating x-ray line-profile defect analysis using atomistic models of deformed material
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Abstract

The population of dislocation defects in a crystalline material strongly influences its properties, so the ability to analyse this population in experimental samples is of great utility. As a complement to direct counting in the transmission electron microscope, quantitative analysis of x-ray diffraction line profiles is an important tool. This is an indirect approach to quantification and so requires careful validation of the physical models that underly the inferential process. Here we undertake to directly evaluate the ability of line profile analysis to quantify aspects of the dislocation and stacking fault populations by exploiting atomistic models of deformed copper single crystals. We directly analyse these models to determine exact details of the defect content (our “ground truth”). We then generate theoretical line profiles for the models and analyse them using the same procedures used in experimental analysis. This leads to inferred measures of the defect content which we are able to compare with the exact data. We show that line profile analysis is able to provide sound predictions of both dislocation density and stacking fault fraction across two orders of magnitude. We further show how the outer cut-off radius in the mean-square strain of a dislocation distribution invoked by Warren and Averbach corresponds to the cell size in an artificially constructed restrictedly-random distribution of dislocations according to the model of Wilkens. Overall, our results lend important new support to the use of line profile analysis for the quantification of line and planar defects in crystalline materials.
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I. INTRODUCTION

Dislocation defects are, of course, a hugely important feature of polycrystalline materials: via their motion they are the mediators of plastic deformation; their presence can change the basic properties of the material (e.g. via work-hardening); by raising the free energy of deformed material they provide a driving force for recrystallisation; they can provide a mechanism of failure (e.g. as when a dislocation pile-up gives rise to crack formation); and, they constitute ‘pipes’ for the more rapid distribution of solutes around a microstructure.

Hence a detailed understanding of the formation and evolution of populations of dislocations in poly-crystalline materials is needed when seeking to control their behaviour in processing and in service. This means that we need a way to ‘measure’ dislocations: an experimental means of determining what types of dislocations are present, how many of them there are and whereabouts in the microstructure they lie.

The most direct way of quantitatively analysing dislocations is to image them in a transmission electron microscope, and make measurements of the resulting micrographs, varying the diffraction conditions in order to determine the dislocation character through changes in contrast. This is a highly successful approach, but nevertheless has several potential drawbacks:

1. the process of preparing foils is time consuming and can be expensive (e.g. for active materials);

2. foil preparation can do considerable violence to the material, leading to changes in the dislocation distribution that we are seeking to measure, not least because the large amount of surface in a thin foil is an efficient sink for dislocation annihilation;

3. some dislocations that are important for the processes under investigation may be too small to resolve in the TEM;

4. beyond a certain density ($\rho \sim 10^{14} \text{ m}^{-2}$) individual dislocations become difficult to resolve and the presence of other defects, in the bulk and on the surface of the foil, can exacerbate this issue;

5. the total volume of material analysed in a TEM is typically rather small (a good usable area of $1 \mu\text{m}^2$ in a thickness of 100 nm would entail 10 billion foils for a volume of only
1 mm³) leading to sometimes poor counting statistics;

6. counting and measurement of the dislocations is usually a manual process, introducing subjectivity into the results.

An alternative way of quantifying dislocation content is provided by the practice of x-ray line profile analysis (LPA). In this approach the one-dimensional profile of the scattered intensity as a function of scattering angle is produced, as an integral around the Debye-Scherrer rings formed by diffraction of a highly mono-chromated beam of x-rays by the sample under study. Such profiles are most often derived from powder or polycrystalline samples, but with a sufficiently bright source, such as that provided by a synchrotron, the profiles for individual crystallites (grains) can also be produced. X-ray line-profiles are commonly used in determining crystal structures and macro-strains by analysing the positions of the Bragg peaks in the profile, each corresponding to the spacing of a particular set of crystallographic planes in the sample. LPA extends this approach by analysing the shapes of these peaks, which are determined by the distortion of those planes and so to the types of defect present in the material and causing non-uniform atomic displacement.

Though the LPA approach addresses, at least in part, all the issues with direct defect counting in the TEM, it has deficiencies of its own and should be regarded as a complementary technique, rather than a replacement. The most significant issue is that LPA is an indirect method of determining dislocation content. We will discuss the theory in more detail in Section III D but broadly speaking, LPA proceeds by using a physical model of the atomic displacement field caused by a particular defect type and calculating the effect that the corresponding lattice strain will have on the shapes of the Bragg peaks. We thus face an inverse problem of taking the peak shapes and attempting to infer the nature, quantity and arrangement of the defects that cause them. This would be a hopeless task if it were not for the fact that the response of the peak shape varies from peak to peak, with diffraction order and with the distance from the peak centre, in different ways as we consider dislocations with different burgers vectors, characters (screw versus edge) and arrangements. Nevertheless, the correspondence is neither simple nor one-to-one and we invariably need to know at least a little about the defects present before attempting a line profile analysis (hence its being a complement to TEM observations).

A second issue is the nature of the physical models describing the lattice strain due
to dislocations and the effect of a distribution of many dislocations on the peak shape. The distortion due to an individual dislocation is well described by theory at various levels of physics, including for the case of a general burgers vector and line direction, and for anisotropic elasticity \[2\]. But when many dislocations are present, the peak shape is rather sensitive to how those dislocations are arranged. Again, we will consider this in more detail in Section 11D, but for now we remark that the effect of dislocation arrangement is generally captured through an upper bound, \(R_e\), on the range of the strain field for each individual dislocation, related to the stored energy of dislocations. This has variously been interpreted as corresponding to the grain size \[3\], the characteristic spacing between dislocations \[4\] or, in the case of Wilkens’ restrictedly-random distribution \[5, 6\], to a length-scale associated with details of the dislocation distribution (via the \(M\) parameter, to be defined below). Unfortunately, the physical meaning of \(R_e\) (or, equivalently, of \(M\)) is clear only in a few highly idealised cases and so it is generally treated as an independent fitting parameter in the LPA process. A more general interpretation is a long-standing problem.

Despite the solid grounding in physical models of lattice distortion, the inverse nature of LPA and the residual uncertainties in the meaning of \(R_e\) mean that validation of inferred properties of the dislocation distributions is required. In the past, this has most often been performed via comparison with direct counts from the TEM. For example, dislocation densities in copper single crystals oriented for single slip and tensile deformed to different strain levels up to about 70 MPa have been determined by TEM \[7–9\] and X-ray line broadening \[4, 10\]. X-ray line broadening was evaluated using the Krivoglaz-Wilkens approach \[3–6, 10\] and the dislocation density values obtained by the two different methods were identical within experimental error. In Fig. 2 of Ref. \[4\] it was shown that in the low density range TEM gives reliable dislocation densities \[7, 8\], however, when the local dislocation density exceeds about \(10^{14} - 10^{15} \text{ m}^{-2}\) TEM counting becomes problematic while X-ray line broadening can still provide reliable values. Such comparisons have successfully established LPA as a valuable tool for studying defect populations. But as discussed above, TEM analysis itself is subject to limitations and a second, independent means of validating LPA would be a valuable addition.

Continual increases in computing power mean that atomistic simulation can now provide a direct means of validating LPA. Such a validation is what we attempt here. Classical molecular dynamics simulations of plastic deformation are now possible with even modest
computer hardware and can be used to generate in-silico samples of cold worked materials containing complex dislocation networks of varying densities. Analysis of these cells with well-established software tools \[11, 12\] can establish, without ambiguity, the dislocation content of the simulated material. Next, theoretical diffraction patterns and line profiles can be generated using the atomic coordinates and these can be analysed with existing LPA procedures. The inferred details of the dislocation content can then be compared with the “ground truth” from the atomistic analysis. This approach, which we describe in detail in the present paper, amounts to the use of simulation to test the validity of the analytical models of lattice strain and its effect on diffraction that are invoked in developing the LPA procedure. This is “simulation as a test of theory” \[13\]; an important role for atomistic simulation that has been somewhat eclipsed by its use as a direct predictive tool \[14\].

Though a direct validation of the type described above has not, to our knowledge, been attempted previously, simulations have found use in validating the results of LPA. Zhang et al. \[15\] compared estimates of the dislocation content of grain boundaries in nanocrystalline Pd with direct calculations of atomistic models of nanocrystals, finding encouraging agreement. It is important to note that the comparison in Zhang et al.’s work is between different systems: the experimental and the simulation. Kamminga and Delhez \[16\] used simulations to explore the validity of Wilkens’ analytical expressions for the Fourier coefficients of crystals containing a restrictedly-random dislocation distribution. They compared the analytical form with numerically calculated coefficients for the strain field due to a dislocation distribution calculated as a superposition of displacements according to the Nabarro model \[17\].

In Section \[II\] we describe in detail the various simulations we have performed and the nature of our analysis, including providing a brief overview of the LPA procedure. In Section \[III\] we present and discuss our results. The implications of the present work for LPA are presented in Section \[IV\] along with a discussion of probable productive avenues of future study.

II. METHODS

The process we go through in order to test the inferences in LPA is represented schematically in Figure \[II\] and is as follows:
1. we produce atomistic models of material containing representative distributions of dislocations;

2. we analyse these models to determine their precise defect content;

3. we also generate theoretical diffraction patterns from the models;

4. we apply line profile analysis to the diffraction profiles to infer a second measure of defect content.

We will then be able to compare the directly calculated defect content with that inferred from LPA. Each of the above steps is described in more detail below.

A. Creating dislocation distributions

We have created dislocation distributions in several ways, to ensure that we have a range of behaviour in the shapes of the peaks in the line profiles. In all cases we use a model of copper, represented by an existing embedded atom method (EAM) empirical potential \[18\]. We choose copper because there is abundant experimental data relating to the use of LPA (see for example Refs \[10\] [19] [21]). Dynamic simulations and static relaxations are carried out with the Lammmps software \[22\].

The defect production methods are discussed below, but we note now that, in general, it is not of critical importance that the dislocation distributions be strictly realistic. The approach we are taking to validating LPA compares the true defect statistics with the statistics inferred from the diffraction profiles for the same cells. Clearly we do not wish to study
systems that are too far removed from reality, but to the extent that our artificially produced
defective samples differ from those typically seen in experiment, then this perhaps represents
a stronger test of the ability of LPA to measure defect content, since the methodology will
tend to have been optimised for, and previously tested only on, experimental samples.

1. Plastically-deformed material

Our first class of test material is “cold-worked copper”. Our models consist of cubes
of face-centred cubic perfect crystal of side length 361 Å containing \( \sim 4 \) million atoms,
with periodic boundary conditions in all three dimensions, “seeded” with six \( 1/2(110) \)-type
dislocation loops of 12 Å radius at random locations. Following an initial 10 ps anneal
at 300 K (with a Nose-Hoover thermostat and anisotropic zero-pressure barostat), each of
these cells is deformed by first compressing uniaxially to a prescribed percentage reduction
in thickness and then compressing biaxially in the other two directions to return the sample
to an approximately cubic shape. The compressions are implemented by applying a fixed
engineering strain rate in the chosen direction (using the ‘deform’ fix in Lammmps) and
applying zero-pressure conditions in the other dimension(s) via Nose-Hoover barostats. A
final anisotropic relaxation of the size of the simulation cell and the atomic positions is then
carried out. The chosen compression fractions are 5%, 10%, 20%, 40%, 60% and 80%. The
two stages of the compression each last 0.5 ns and are carried out under the action of a Nose-
Hoover thermostat at 300 K. We have previously used this method to generate deformed
material for investigations of dislocation-driven grain boundary motion [23].

Clearly the strain rates applied here are colossally high \((2 \times 10^8 \text{ s}^{-1} - 1.6 \times 10^9 \text{ s}^{-1})\), and
are orders of magnitude beyond experimentally achievable strain rates. However, as pointed
out in [23], the sample size is very small and so the maximum strain rate implies a velocity of
\(~ 60 \text{ m s}^{-1}\) for an atom at the surface, which corresponds to an achievable, though high, rate
of strain in a macroscopic sample. The material produced by this process will be denoted
as “cold-worked” or “CW”.

We then carry out a process of “annealing”, by running further dynamics on the cold-
worked samples for a duration of 0.5–2.5 ns at a temperature of 800 K. Again, computational
constraints mean we can afford only short simulations, but as we show in Ref [23] this short
heat treatment is long enough for the early stage relaxation of the dislocation distributions
to take place. We will refer to this heat treated material as “annealed”.

2. Restrictedly-random dislocation distributions

In an effort to bring physical meaning to the outer cut-off radius $R_e$ invoked in line profile analysis, Wilkens introduced the idea of a restrictedly-random distribution of dislocations [5, 6]. Broadly speaking we consider that the overall sample of material is sub-divided into regions, which we term cells, each having the same dislocation density and in each of which the dislocations are randomly distributed in space. As the size of the cells is reduced, the dislocation distribution is forced to become more homogenous and more strongly correlated.

To explore the notion of $R_e$, and the equivalent parameter $M$ introduced by Wilkens [5, 6], we have created atomistic realisations of restrictedly-random distributions of dislocations with different cell sizes. We construct quasi-two-dimensional fully-periodic supercells containing edge dislocations of burgers vector $\mathbf{b} = \pm 1/2[110]$ with line direction [001]. These cells are constructed using a two-atom body-centred tetragonal unit cell defined by lattice vectors $1/2[110]$, $1/2[1\bar{1}0]$ and [001] in the conventional FCC lattice, such they are $\sim 300$ nm square, and $3.61 \text{ Å}$ in the third dimension, containing $\sim 3$ million atoms. These supercells are divided into square cells of side lengths varying from 12.8 nm (i.e. a grid of $24 \times 24$ cells) up to the size of the entire supercell (i.e. a single cell). Each cell is then populated with edge dislocations such that every cell, in every supercell, contains an equivalent dislocation density, corresponding to 1152 dislocations in the whole supercell. We also enforce equal numbers of dislocations with opposite burgers vectors in each cell, so that the smallest cell contains a single dislocation dipole.

To relax the as-constructed configurations we first relax the atomic coordinates using a conjugate gradient algorithm with a maximum force tolerance of $10^{-6}$ eV Å$^{-1}$, then anneal the supercell at 600 K with a Nose-Hoover thermostat for 4ps (2000 steps of 2 fs), before finally relaxing the atomic configuration and now also the supercell size (to zero external stress) with the same force tolerance as previously. We have optimised the annealing time to be as short as possible to allow good relaxation, but without allowing the dislocation distribution to evolve unduly. Nevertheless, significant movement of dislocations occurs in some cases, as discussed in Section III B.
B. Calculating defect content from atomistic data

To calculate the defect content of our simulated dislocation distributions we make use of the Dislocation Analysis tool (DXA) \cite{12} in the Ovito software \cite{11}. Ovito undertakes a comprehensive burgers circuit analysis of the set of atomic coordinates and returns a list of dislocation segments, giving position, line length and direction, and burgers vector for each. From this output we are then able to determine the densities of dislocations present for dislocations of various types and characters. We have tested the sensitivity of the calculated line density to the parameters of the DXA algorithm and found less than 10\% variation in the results for significant variation of the parameters about their default values.

C. Calculating diffraction patterns

We have adopted two approaches to calculating the diffraction patterns for our simulated distributions of defects and these will be defined below. In both cases we consider the scattering of an incoming x-ray beam with wavevector $k$ into an outgoing beam with wavevector $k'$ by an array of atoms with positions $\{r_i\}$ indexed by $i$. The relative phase difference for the scattered wave from the $i^{th}$ atom will be $\exp(-iQ \cdot r_i)$, where $Q = k' - k$ and $hQ$ is the momentum transfer. We then write the amplitude of the scattered wave in the direction of $k'$ (assuming a fixed $k$) as

$$\Psi(Q) = \sum_i e^{-iQ \cdot r_i},$$

where we have omitted a prefactor which will affect only the normalisation of the final diffraction patterns and we are assuming that all the atoms in our sample are of the same type and the angular variation in scattered amplitude can be neglected.

1. Real-space method

To calculate the full line profile we consider the scattered intensity corresponding to \cite{11}:

$$I(Q) = \Psi^*(Q)\Psi(Q) = \sum_{i,j} e^{-iQ \cdot r_{ij}},$$

where $r_{ij} = r_j - r_i$. To obtain the equivalent of a powder diffraction pattern (or a pattern from an untextured polycrystal) we must integrate
this expression over the full range of solid angle

\[ I(Q) = \int_0^{2\pi} d\phi \int_0^\pi d\theta \sin\theta \sum_{i,j} e^{-iQr_{ij}}, \]  

(2)

where we are assuming that for each atom pair the vector \( r_{ij} \) lies along the zenith direction \((\theta = 0)\) of the polar coordinates. Completion of the angular integrals leads to the Debye equation [24]

\[ I(Q) = 4\pi \sum_{i,j} \sin(Qr_{ij}) \frac{Qr_{ij}}{Q}, \]  

(3)

which allows us to calculate the whole line profile \( I(Q) \) from a set of atomic coordinates.

Because the dependence on the atomic coordinates is only through the interatomic separations \( r_{ij} = |r_{ij}| \), a practical approach to implementing a calculation using (3) is to first calculate a histogram of the interatomic separations for all pairs of atoms to arrive at a set of bin centres and frequencies \( \{(R_s, f_s)\} \). The diffraction profile is then given by

\[ I(Q) = 4\pi \sum_s f_s \frac{\sin(QR_s)}{QR_s} \sqrt{\sum_s f_s}. \]  

(4)

The best results are obtained by including only atoms within a sphere circumscribed within the full simulation supercell. If the full cuboidal supercell is considered then the diffraction peaks corresponding to reciprocal lattice vectors parallel to the supercell edges show prominent thickness fringes which complicate interpretation of the pattern. Considering a sphere of material largely eliminates these fringes.

Calculation of the histogram of interatomic separations scales as \( N^2 \) for an \( N \)-atom system and so can be time consuming. Fortunately the calculation is trivially parallelisable and so can be easily implemented on any available multi-processor system. We made use of idle cycles on a Condor pool of desktop computers in the University of Manchester’s teaching laboratories and a set of scripts suitable for this purpose is available [25].

2. Reciprocal-space method

In some cases we are unable to make use of the above real-space method (see Section III B) and instead calculate details of the scattered amplitude in reciprocal space in the vicinity of a particular lattice reflection. For the reflection from the \((hkl)\) planes corresponding to the
reciprocal lattice vector $\mathbf{G}_{hkl}$ Equation 1 can be written

$$\Psi_{hkl}(\mathbf{q}) = \sum_i e^{-i(\mathbf{G}_{hkl} + \mathbf{q}) \cdot \mathbf{r}_i},$$

(5)

where $\mathbf{q}$ is a small vector in reciprocal space defined by $\mathbf{Q} = \mathbf{G}_{hkl} + \mathbf{q}$. The one-dimensional profile in $Q$ can then be calculated by integrating $I_{hkl}(Q) = \int d\mathbf{q} (\Psi_{hkl})^*(\mathbf{q}) \Psi_{hkl}(\mathbf{q}) \delta(|\mathbf{G}_{hkl} + \mathbf{q}| - Q)$, where $\Omega$ is a volume of reciprocal space encompassing the diffraction spot, $\delta$ is the Dirac delta function and we are ignoring normalisation of the peak.

To implement this calculation practically we define a set of values $\{\mathbf{q}_\alpha\}$ around $\mathbf{q} = 0$ and carry out the sum over atoms in (5) for each point in reciprocal space $\mathbf{G}_{hkl} + \mathbf{q}_\alpha$. The computational cost of this process scales only linearly in the number of atoms $N$, but also scales linearly with $N_q$, the number of values of $\mathbf{q}_\alpha$. Because we are interested in details of the shape of the diffraction peaks, rather than just the peak positions and widths, a dense sampling of reciprocal space is required and $N_q$ is thus large. Again, calculation of (5) is trivially parallelisable over the values of $\mathbf{q}_\alpha$.

### D. Calculating defect content via line-profile analysis

X-ray diffraction line profile analysis relies on the fact that the diffraction peaks for a sample of crystalline material change shape when the crystallites are smaller and when they contain defects. Essentially, the scattered intensity for a given diffraction peak, indexed by $hkl$, as a function of the scattering wave-vector $Q$ can be considered as a convolution of the effects of size and strain broadening:

$$I_{hkl} = I_{hkl}^{\text{size}} \star I_{hkl}^{\text{strain}}.$$  

(6)

These two causes of broadening can be separately determined because they each have a different dependence on diffraction order [26]. The Williamson-Hall method [27] approaches this problem by considering the full width at half maximum and integral breadth of each diffraction peak. Whilst this approach is comparatively straight-forward to apply, it reduces the change in shape of the peaks to two parameters, with the result of significant information loss. An alternative approach, the Warren-Averbach method [28, 29], instead examines the Fourier coefficients of the peaks, retaining full information about peak shape. Writing the Fourier variable as $L$, (6) becomes

$$A_{hkl}(L) = A_{hkl}^{\text{size}}(L) A_{hkl}^{\text{strain}}(L),$$

(7)
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where $A$ denotes the Fourier coefficients. This decomposition of the broadening can be further extended to consider multiple types of defect as sources of lattice strain, writing, for example,

$$A_{hkl}^{\text{strain}}(L) = A_{hkl}^{\text{disl}}(L) A_{hkl}^{\text{SF}}(L),$$

(8)

where the terms on the right-hand side are contributions from dislocations and stacking faults, but other planar defects, inter-granular strains and instrumental effects can also be included. Successful decomposition of the contributions to the strain from multiple defect types relies on the corresponding Fourier coefficients having different patterns of variation from reflection to reflection ($hkl$-dependence) and with diffraction order.

1. Convolutional multiple whole profile (CMWP) approach

A number of groups have developed implementations of the Warren-Averbach method \[30–32\], but we will focus here on the convolutional multiple whole profile (CMWP) approach developed by Ungar and co-workers \[10, 33, 34\], which we apply as part of the present work. In essence, CMWP relies upon physical profile functions for the Fourier coefficients $A_{hkl}(L)$ for different defect types. These profile functions are parameterised in terms of the density and character of the defects in the material. It then remains to optimise the values of these parameters such that they give rise to a theoretical line profile that best matches the experimental data.

The above brief explanation neglects much complexity and subtlety in the approach and we refer the reader in particular to Ungar et al. \[33\] and Ribarik et al. \[35\] for more detailed accounts. For our purposes we need only consider some small details of the behaviour of the profile functions associated with dislocations.

Warren and Averbach \[28\] showed that the effect of strain gives rise to Fourier coefficients of the form

$$A_{hkl}^{\text{disl}}(L) \approx \exp(-G_{hkl}^2 L^2 \langle \varepsilon^2 \rangle_L / 2),$$

(9)

where $G_{hkl}$ is the centre of the diffraction peak and $\langle \varepsilon^2 \rangle_L$ is the mean-square strain measured between pairs of points in the material separated by a distance $L$ in a direction perpendicular to the $(hkl)$ planes. This form for $A_{hkl}^{\text{disl}}(L)$ also assumes that we consider only small values of $L$ and small strains. The derivation of \[9\] is rather involved and can be found in Ref \[28\] in which \[9\] appears as Equation 14.
Taking the logarithm of (7) then gives us a form for the Fourier coefficient of the diffraction peaks

$$\ln A_{hkl}(L) = \ln A_{hkl}^{\text{size}}(L) - \frac{1}{2} G_{hkl}^2 L^2 \langle \varepsilon^2 \rangle_L. \quad (10)$$

In the formal application of the Warren-Averbach approach [28–32] the mean-square strain is assumed to be a constant independent of $L$. All experiments show, however, that the mean-square strain is an $L$-dependent quantity in accordance with its being a correlation function showing the dislocation’s strain correlation in crystal space. In order to find the physically correct strain correlation a specific lattice defect needs to be considered. In the original work of Warren and Averbach [28] and Warren [29] defect-independent ‘general’ strain was invoked. With such an assumption it is difficult or almost impossible to derive the correct $L$ dependence of the mean-square strain. In [28] and [29] two extreme strain correlation functions were considered. In one a random uncorrelated strain distribution is assumed and in the other a hyperbolic $L$ dependence. Neither of these two assumptions are substantiated for any real lattice defect. Krivoglaz [3, 36] considered dislocations to derive the $L$ dependence of $\langle \varepsilon^2 \rangle_L$. He showed that for small $L$ values the strain correlation function decays logarithmically with $L$. The logarithmic function was given by two parameters: the dislocation density, $\rho$, and the crystal size, $D$. Later Groma [19] showed that the logarithmic $L$ dependence of the strain correlation function is the direct consequence of the invariance in the strain correlation of dislocations against linear stretching, see e.g. Equation 35 in Ref [19]. Wilkens [5, 6] recognised that the crystal size, $D$, in the strain correlation function causes a similar logarithmic singularity in line broadening to that in the elastically stored energy of dislocations.

In order to eliminate this logarithmic singularity, Wilkens [1] gives a form for the mean square strain for a restrictedly-random distribution of dislocations

$$\langle \varepsilon^2 \rangle_L \approx \frac{\rho C b^2}{4\pi} \ln \left( \frac{R_e}{L} \right), \quad (11)$$

where $\rho$ is the dislocation density, $b$ is the length of the burgers vector and $R_e$ is the size of the “cell” for the restrictedly-random distribution. $C$ is an average contrast factor, which quantifies the strength of the effect of a given dislocation type on the diffraction peak under study. The fundamental origins of the Krivoglaz-Wilkens strain function in (11) are detailed in Refs. [37, 39].
The $L$ dependence of the SCF in (11) is still only valid for small values of $L < R_e$. In practical terms this means that (11) only gives the tail regions of diffraction peaks correctly. Wilkens also calculated the SCF in the entire $L$ range using the restrictedly-random dislocation distribution concept and derived a general strain function $f(\eta)$ with $\eta = L/R_e$ so that (11) becomes

$$\langle \varepsilon^2 \rangle_L \approx \frac{\rho C \ell^2}{4\pi} f(\eta).$$

The first part of $f(\eta)$, for $\eta < 1$, is logarithmic, as in (11), whereas the second part, for $\eta > 1$, is hyperbolic. The full $f(\eta)$ function is given in eqs. (A.6)-(A.8) in [6]. The form given in (12) is used in the CMWP method to infer defect density. As mentioned in relation to (8), it is the fact that the contrast factors $C$ are a function of $hkl$ and that $C$ and $R_e$ also show different behaviour for different defects (including for dislocations on different slip systems) that allows the CMWP method to disentangle the contributions to lattice strain from multiple defect types. We make use of this in the analysis of our results.

In Section III B we will use (10) to understand the meaning of $R_e$ in the context of a restrictedly random distribution of dislocations. In doing so we will focus on a single Bragg reflection corresponding to a set of planes parallel with the edges of a crystal of square geometry. Warren and Averbach point out that the initial slope of the Fourier coefficients (at $L = 0$) will be equal to the reciprocal of the crystal size parallel to $G_{hkl}$ (the “mean column length” in their analysis). In the case of the crystal geometry that we will analyse, in which all the “columns” have the same length, the relationship is even stronger, enabling us to write

$$A_{hkl}^{\text{size}}(L) = 1 - \alpha L,$$  

in which $\alpha = 1/D$, for $D$ the size of the crystal in our simple geometry. The form of this relationship emerges from elementary diffraction theory. For our sample geometry and choice of diffraction peak in Section III B we can consider a single slit with a width corresponding to the crystal size. The Fourier transform of this “top hat” function is an amplitude that is a sinc function giving an intensity that varies as sinc$^2$. Transforming this intensity back into real-space gives a triangular peak, falling off linearly about $L = 0$.  
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This now allows us to write the general form of (10) as

\[ \ln A_{hkl}(L) = \ln(1 - \alpha L) - \beta \frac{\rho}{\rho_0} L^2 \ln \left( \frac{R_e}{L} \right), \]

\[ \alpha = \frac{1}{D}, \]

\[ \beta = \frac{G_{hkl}^2 \rho_0 C b^2}{8\pi} \]  \hspace{1cm} (14)

in which we have introduced a reference dislocation density \( \rho_0 \). We will make use of (14) in Section III B treating \( \alpha, \beta \) and \( R_e \) as fitting constants. We note that when \( \alpha L \) is small we can further approximate the first term of (14) as \( \ln(1 - \alpha L) \approx -\alpha L \).

The length-scale \( R_e \) in (11) has a clear physical interpretation in the context of Wilkens’ restrictedly-random distributions of dislocations. An alternative, dimensionless, parameter, also due to Wilkens, is often also quoted and is defined,

\[ M = R_e \sqrt{\rho}. \]  \hspace{1cm} (15)

This can be interpreted as measuring the “dipole character” of the dislocation distribution, with small values of \( M \) corresponding to highly correlated distributions of dislocations with strong dipole character. This interpretation of \( M \) is consistent with Wilkens’ definition of \( R_e \): as pairs of dislocations with opposing burgers vectors are brought into close proximity the range of their combined strain field is reduced. Conversely, an entirely uncorrelated distribution of dislocations (large \( M \)) corresponds to the case of large \( R_e \).

### III. RESULTS AND DISCUSSION

We will now consider our two types of artificial defective material in turn, analysing the defect content, exploring the diffraction patterns and comparing inferences from these patterns with the true defect densities.

#### A. Cold-worked and annealed material

1. **Defect content of simulation cells**

Figure 2 shows visualisations of the defect content for three of the strains explored in the cold-worked material after an initial relaxation. The dislocation densities as calculated
using the DXA algorithm in Ovito [11] are shown in Figure 3 and in Table I for each cold-work strain in the unrelaxed state (immediately following the biaxial strain), a relaxed state (following an initial relaxation of the atomic coordinates and the supercell shape) and after a 0.5 ns anneal at 800 K. 5% strain produced no significant multiplication of dislocations from the initially seeded dislocation loops. By 10% strain the cell already contains a significant density of $b = 1/6\langle 112 \rangle$ dislocations and several large-area stacking faults. The dislocation density is already significantly beyond that typical in real cold-worked materials, which we attribute to the high strain rate in our simulations, and continues to rise up to 80% strain. As shown in Table I, the dislocation structure is dominated by $1/6\langle 112 \rangle$ Shockley partial dislocations at all strains. We also find that a short anneal of 0.5 ns is sufficient for the initial relaxation of the dislocation structure to take place, with comparatively small changes taking place from that point up to 2.5 ns. We note that between 60% and 80% strains there is very little change in the dislocation density in the as-worked material and that a 0.5 ns anneal actually results in a lower density in the 80% case than for the 60%. We speculate that by 60% strain we have reached a sufficiently high dislocation density that defects self-annihilate as fast as they are formed on further strain, such that we have reached a steady state similar to that reported in high-strain-rate simulations by Zepeda-Ruiz et al. [40]. Evolution of the detailed defect distribution at constant density within this steady state then perhaps results in a defect distribution more amenable to rapid recovery in the subsequent anneal in the 80% case.

Figure 4 shows a portion of the pairwise separation histogram, around the nearest-neighbour separation, used to calculate the x-ray diffraction line profile in real space. There is rapid broadening of the distribution from the perfect crystal form up to 40% strain with comparatively little change thereafter, despite the doubling of dislocation density between 40% and 60% strain.

2. Calculation of line profiles

We now discuss the diffraction profiles for the cold-worked material. These are obtained using the real-space approach discussed in Section II C 1. Figure 5(a) shows the profiles for three of the applied strains across a moderate range of scattering vector $Q$. The case of 5% strain is essentially defect free, and so the peaks in this case are broadened only by the finite
size of the supercell (size broadening). Note that the broadening in the 80% case is rather extreme, with significant overlap between adjacent peaks.

Figure 5(b) shows two of the most prominent peaks for each of the applied strains. Here we can see that significant differences in (111) peak shape are visible between the 60% and 80% cases even though the dislocation density in these two cells is very similar.

Figure 5(c) confirms the data in Table I, which showed that the initial effect of annealing is realised within 0.5 ns, with very little further change in defect density in the next 2 ns. Here we see the same picture in the shape of the (200) peak which changes significantly early in annealing and then hardly at all.

3. CMWP analysis of defect content

We now have full line profiles for our cold-worked material, to which the process of line profile analysis, as implemented in the CMWP software package, can be applied. This is a direct equivalent of the process that would be used in analysing a profile from an experimental sample. With CMWP we obtain predictions for the dislocation line density and
FIG. 3. Dislocation content of the cold-worked cells as a function of strain for the as-worked (unrelaxed), relaxed and annealed (0.5 ns) cases.

FIG. 4. The distribution of pairwise atoms separations around the nearest-neighbour distance in cold-worked and relaxed simulation cells as a function of strain. Note that for the 5% case, the height of the peak is scaled down by a factor of 4.

stacking fault fraction in the material. In Section III A 4 we will compare these predictions with our “ground truth” derived from atom-by-atom analysis in Ovito III, but first of all we consider the results of applying the CMWP process in detail.

Figure 6 shows a comparison between the original diffraction profiles generated from the simulations cells and the theoretical profiles corresponding to the optimised values of the
FIG. 5. Examples of line profiles for the relaxed cold-worked material calculated using the real-space method. (a) Profiles over a wide range of $Q$ for three strains between the minimum and maximum explored. (b) Detail of two low-index reflections in the profile. (c) The changing shape of the (200) peak as a function of annealing time. A horizontal offset has been applied to aid readability.
TABLE I. Dislocation content of the cold-worked cells as a function of strain, broken down by dislocation character. An annealing time of 0.0 ns indicates the relaxed cold-worked state, prior to annealing. Data for unrelaxed cells are not shown as they differ little from the relaxed case (see Fig. 3).

| Annealing time (ns) | Strain (%) | 1/6⟨112⟩ | 1/6⟨110⟩ | 1/3⟨001⟩ | 1/2⟨110⟩ | 1/3⟨111⟩ |
|--------------------|------------|-----------|-----------|-----------|-----------|-----------|
| 0.0                | 5          | 0.0       | 0.0       | 0.0       | 0.0       | 0.0       |
| 0.0                | 10         | 3.3       | 0.7       | 0.1       | 0.1       | 0.1       |
| 0.0                | 20         | 5.0       | 0.7       | 0.2       | 0.3       | 0.2       |
| 0.0                | 40         | 22.2      | 2.0       | 1.3       | 1.5       | 0.6       |
| 0.0                | 60         | 43.2      | 2.8       | 3.0       | 3.7       | 1.0       |
| 0.0                | 80         | 41.0      | 4.6       | 3.1       | 3.8       | 0.8       |
| 0.5                | 10         | 1.4       | 1.0       | 0.0       | 0.0       | 0.1       |
| 0.5                | 20         | 2.6       | 0.8       | 0.1       | 0.1       | 0.0       |
| 0.5                | 40         | 11.4      | 0.9       | 0.5       | 0.5       | 0.2       |
| 0.5                | 60         | 30.3      | 1.2       | 1.5       | 2.1       | 0.4       |
| 0.5                | 80         | 19.9      | 1.0       | 0.7       | 1.8       | 0.3       |
| 0.5                | 20         | 2.6       | 0.8       | 0.1       | 0.1       | 0.0       |
| 1.0                | 20         | 2.5       | 0.9       | 0.1       | 0.1       | 0.0       |
| 1.5                | 20         | 2.3       | 0.8       | 0.1       | 0.1       | 0.0       |
| 2.0                | 20         | 2.4       | 0.8       | 0.1       | 0.1       | 0.0       |
| 2.5                | 20         | 2.2       | 0.8       | 0.1       | 0.1       | 0.0       |

parameters in the model employed in the CMWP process. In all cases, for a variety of strain and annealing conditions, these fits are very good, suggesting that there are no features peculiar to the profiles from the simulated material that will prevent successful analysis via the CMWP process.

Figure 7 shows the values of several key parameters in the CMWP physical model, optimised in the fitting of the diffraction profiles.
The CMWP analysis accounts for two dislocation types: the dominant Shockley partials with $\mathbf{b} = (1/6)(112)$, $b = 1.472$ Å and perfect dislocations with $\mathbf{b} = (1/2)(110)$, $b = 2.55$ Å. The dislocation density separated out into these two types is shown in Figure 7(b).

The stacking fault fraction (Figure 7(c)) is a measure of the fraction of planes intersected by a line through the crystal that contain a stacking fault at the point of intersection. The stacking fault spacing, $d_{SF}$ (Figure 7(d)), is then given by the reciprocal of this fraction multiplied by the interplanar spacing of the fault plane (in this case the \{111\} planes with spacing $a/\sqrt{3}$).

Figure 7(e) gives the values of the inferred outer cut-off radius $R_e$ in (12). We recall that
this parameter relates to the arrangement of the dislocations in the material.

Figure 7(f) shows the inferred subgrain size in the material. The true size is marked with a line and the good agreement (perfect at 5% strain) demonstrates how the CMWP approach can distinguish the role of size and strain in broadening the diffraction peaks.

Figures 8 shows Williamson-Hall and modified Williamson-Hall plots for a range of strains. Figure 9 compares similar plots for one of our simulated patterns to experimental data for ultrafine grained copper crystal, produced by equal-channel angular pressing [41] and a similarity in the variation in FWHM across the various peaks is clear. In Figure 9(b) the non-zero intercept of the modified Williamson-Hall plot for the pattern from the simulation suggests that a substantial fraction of the line broadening is due to size effects (in this case our simulation cell is only 36 nm across). This is in contrast to the experimental pattern, for which the intercept is zero and which comes from a sample with a grain size of ~200 nm.

4. Comparison of CMWP analysis and “ground truth”

We now come to the key point of this paper, a comparison between the defect content inferred via the CMWP method and the true values. Figure 10(a) shows a comparison between the CMWP dislocation densities and those from simulation cell analysis for the relaxed and annealed cold-worked material. Though quantitative agreement is not perfect, the true dislocation density varies over two orders of magnitude and CMWP does a good job of detecting this variation, generally being within a factor of 2 of the true value.

Figure 10(b) shows a comparison between the CMWP stacking fault fraction and the fraction of atoms classified as having local HCP coordination in a common neighbour analysis. We see excellent agreement across almost two orders of magnitude of stacking fault fraction, with large discrepancies only at fractions below a few tenths of a percent. In particular, agreement for the cells annealed for 0.5ns is excellent across the full range of strains.

These results offer strong support for the use of the CMWP approach for quantifying defects. It is particularly impressive that the method can simultaneously give a quantitative account of stacking faults and dislocations.
FIG. 7. Key parameters for the CMWP analysis, fitted to the x-ray diffraction profiles for the simulation cells. Data for the “annealed” case refers to a 0.5 ns annealing time. Lines are a guide to the eye, except for the horizontal dashed line in (f), which marks the true size of the grain in the simulated material, for reference.
FIG. 8. Williamson-Hall (a) and modified Williamson-Hall (b) plots for the simulation cells annealed for 0.5 ns as a function of strain.

B. Restrictedly-random dislocation distributions

We now consider our simulations of restrictedly random distributions of dislocations in order to shed light on the meaning of the outer cut-off radius $R_e$. Figure 11 shows examples of three of our artificially produced restrictedly-random distributions. In the case of the smallest cells (Fig. 11(a)) each cell contains a single dislocation dipole and the overall dislocation distribution is highly correlated and homogeneous. As the cell size increases, the distribution becomes less homogeneous and by Fig. 11(c) is approaching completely random
across the whole supercell.

Even with careful optimisation of the annealing time, it is impossible to fully preserve the statistical character of the original dislocation distribution. The dislocations interact strongly and can move significant distances, in some cases aligning to form obvious sub-grain boundaries. These, along with other features of the relaxed distributions, are shown in Figure 12. In the case of the supercell divided into $2 \times 2$ dislocation cells, the large dislocation content gives rise to small ribbon-shaped voids on relaxation (see Figure 13). As
we will see below, these give rise to anomalous diffraction behaviour for this sample. For each sample we use the DXA analysis \[12\] in Ovito to determine the true dislocation density after the relaxation and short anneal. The dislocation density increases somewhat in all cases but remains dominated (∼90%) by the 1/2[110] perfect dislocations inserted during construction.

1. Diffraction peaks

Because our simulations of restrictedly-random dislocation distributions are carried out in quasi-two-dimensional thin slabs, the real space method produces diffraction line profiles that are dominated by size broadening due to the short dimension. As we have constructed the simulations to contain dislocations of only one burgers vector (1/2[110]) we expect the dominant effect of strain broadening to appear in the (220) peak and so we have applied the reciprocal-space approach to calculate the three-dimensional diffraction spot for this peak. Determining the shape of the corresponding line profile peak requires sampling at a high resolution in reciprocal space and we have used a square grid of points, centred on the Bragg peak, with spacing of \(10^{-3} \text{Å}^{-1}\).

Figures 14(a-c) shows the projection of the spot into the plane of the slab for the case of three different sizes for the randomly distributed dislocation cells. Figures 14(d-f) show the corresponding line profile peaks calculated from the spot data. We see significant variation in the shape of the peaks as the character of the dislocation distribution is varied. Note also that the case of distribution cells of size 600 unit cells (153.2 nm) shows an unusual asymmetry that is also visible in the two-dimensional pattern (Figures 14(c) and (f)) and is, we assume, the result of the voids present in this sample.
2. The outer cut-off radius $R_e$

In Section II D 1 we gave the expected form for the Fourier coefficients of the diffraction peaks in (14), which we repeat here for convenience:

$$\ln A_{hkl}(L) = \ln(1 - \alpha L) - \beta \frac{\rho}{\rho_0} L^2 \ln\left(\frac{R_e}{L}\right),$$

$$\alpha = 1/D,$$

$$\beta = \frac{G_{hkl}^2 \rho_0 CB^2}{8\pi}. \quad (14)$$

We can test the validity of this expression by applying it to the diffraction peaks for our restrictedly-random distributions of dislocations.

We begin by taking the discrete Fourier transform of the diffraction peaks. The resulting Fourier coefficients are shown in Figure 15. We note immediately that the 600 unit cell case is once again an anomaly. We can now proceed to fit values for the coefficients $\alpha$ and $\beta$ and for $R_e$ in (14). The value of $\alpha$ depends only on the size broadening and should be the same for all cases. It is easily extracted by a linear fit to the data for the perfect crystal. We find $\alpha = 3.242 \times 10^{-4} \text{Å}^{-1}$ and we first fix this value. We note that the value expected from theory of $\alpha = 1/D$, where $D$ is the size of the crystal, is $\alpha = 3.265 \times 10^{-4} \text{Å}^{-1}$, extremely close to the value from a fit to the data.

$\beta$ depends on the burgers vector, the reciprocal lattice vector and contrast factor of the peak under study, and the reference dislocation density. In this case we set $\rho_0$ to the density of dislocations added to the cell by construction and use the relative dislocation density measured in the cell as an input to (14). Again, the value of $\beta$ should not vary between the simulations, and to find it we fit $\beta$ and $R_e$ independently for all eight curves in Fig. 15, calculating a universal value for $\beta$ as an average across seven of these fits (excluding the 600 unit cell case). We find $\beta = 2.048 \times 10^{-4} \text{Å}^{-2}$.

We can compare this to the theoretical value of $\beta$ in (14) in which, for a lattice parameter of $a = 3.61 \text{Å}$ we have $G_{220} = \sqrt{8(2\pi/a)} = 4.923 \text{Å}^{-1}$, $b = |(1/2)[110]| = 2.553 \text{Å}$ and $\rho_0 = 1.228 \times 10^{16} \text{m}^{-2}$. Wilkens [1] provides an estimate for the contrast factor in the case where the $b$, $G$ and the dislocation line are mutually perpendicular as

$$C = \frac{1 - 4\nu + 8\nu^2}{8(1 - \nu)^2}, \quad (16)$$
where $\nu$ is the Poisson ratio which we calculate from the elastic constants for our model of Cu given by Ackland et al. [18]. We find $C = 0.117$, which gives a value of $\beta = 0.9032 \times 10^{-4} \text{Å}^{-2}$. This is within a factor of $\sim 2$ of the value given by a fit to the data; rather good agreement given the approximations involved in deriving (14) and the values of $C$ in the expression for $\beta$.

Finally, having fixed both $\alpha$ and $\beta$, we refit a value of $R_e$ for each curve in the low $L$ limit. These final fits are shown in Figure 16 and are good.

In Figure 17 we compare the results for the fitting of $R_e$ with the sizes of the cells used to construct the restrictedly-random dislocation distributions. The correspondence is excellent (except for the anomalous 600 unit cell case) and provides strong validation for the analytical formulae given in Equations (9), (10), (11) and (14). Though in Figure 17 we have marked a line corresponding to $R_e = (1/2) \times$ cell size as a reference for agreement, we note that there is a difference between the infinite cylindrical regions invoked by Wilkens in discussion of $R_e$ [1] and the effectively infinitely long cuboidal cells used in our simulations. Furthermore, expecting perfect correspondence would be ambitious, given the approximations made in deriving (14) and the relaxations that take place in our simulations and shift the dislocation distribution away from the as-constructed form.

IV. CONCLUSIONS

We have built atomistic models of copper crystals containing cold-work defects and restrictedly-random dislocation distributions. By generating x-ray diffraction profiles for these model crystals and applying experimental procedures to their analysis we have been able to compare the inferences from line profile analysis to the “ground truth” of defect content measured directly from the atomistic structure. We have also been able to test interpretations of the outer cut-off radius $R_e$ (or, equivalently, Wilkens’ $M$ parameter) and the analytical expressions for their effect on line-profile peak shape. We found:

1. that the dislocation density for cold-worked material derived from CMWP line profile analysis agreed well with the known density across two orders of magnitude;

2. that the stacking fault density for cold-worked material derived from CMWP line profile analysis agreed very well with the known density across two orders of magnitude;
3. that interpretation of the meaning of $R_e$ (or the $M$ parameter) in terms of dipole character in a restrictedly-random dislocation distribution and its incorporation into analytical models for the Fourier coefficients for peak shape change was directly validated by our models.

Overall, our results represent an important verification of the ability of CMWP to quantitatively assess the concentrations of line (dislocations) and planar (stacking faults) in crystalline materials. More generally, our work demonstrates a productive approach to validating and benchmarking a powerful experimental analysis technique, which could be successfully applied to a broader class of defects and in other materials.
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FIG. 10. A comparison of (a) dislocation densities and (b) stacking fault fractions derived from line profile analysis with CMWP and the result of atom-by-atom analysis for the relaxed (blue circles) and 0.5 ns annealed (orange upright triangles) cells. Solid black lines join relaxed and annealed points corresponding to the same initial strain to aid reading. Data for the 20% strain case after a variety of annealing times are also shown (green upside-down triangles). The dashed black lines indicate perfect agreement between the atomistic analysis and CMWP, with dotted lines indicating agreement within a factor of 2.
FIG. 11. Examples of the initially generated restrictedly-random distributions of dislocations for three sizes of the cells of random distributions, indicated by grey lines. The cell sizes are given below each figure in units of the rotated body-centred tetragonal unit cell, of side length 2.5525 Å and in nm. The two different symbols indicate opposite senses of the burgers vectors, which are $\pm 1/2[110]$ aligned horizontally. The dislocation lines are along [001], into the page.
FIG. 12. Examples of some of the artefacts that form on relaxation of the restrictedly-random dislocation distributions. Green dots are atoms, and dislocation centres are indicated by blue ($1/2\langle110\rangle$) and red ($\langle100\rangle$) dots, with white arrows showing their burgers vectors. The numbered features are: (1) a $1/2[110]$ dislocation of the type inserted by construction; (2) a similar dislocation in a different orientation that has formed by dislocation reaction; (3) a sub-grain with a different orientation to the matrix (crystal orientation indicated by black crosses); (4) Alternative dislocations making up the sub-grain boundary; (5) A vacancy defect; (6) a red line following a $(110)$ lattice plane as an indicator of the distortion in the crystal compared with the straight black line.
FIG. 13. Voids formed during relaxation of the as-constructed restrictedly-random dislocation distribution for the 600 unit cell (153 nm) case. Symbols associated with other features are as in Figure 12.
FIG. 14. Diffraction patterns for the (220) reflections for three examples of the restrictedly random distributions. (a-c) show projections parallel to the short dimension of the simulation slab of the intensity of the diffraction spots. (d-f) show a reduction of these spots to peaks in the line profile. The green curves are best fits of pseudovoigt functions as a guide to the eye.
FIG. 15. The Fourier coefficients (points) for the (220) peaks for our restrictedly-random dislocation distributions. Lines are a guide for the eye.

FIG. 16. The Fourier coefficients (points) at small $L$ along with best fits (lines) of (14) according to the procedure detailed in the text.
FIG. 17. Comparison of the best-fit values for the $R_e$ parameter in (14) to the cell sizes in the as-constructed restrictedly-random distributions. The black dashed line marks $R_e = 0.5 \times$ cell size and the grey dotted lines are factors of two from this agreement. The point for the anomalous 600 unit cell case lies far beyond the upper bound of the chart.