introduce a new method that provides significantly better results on both clean and noisy maps.

Recent advances in the field of machine learning (ML) have led to new tools in weak-lensing data analysis to break the well-known degeneracy between standard parameters \( \sigma_8 \) and \( \Omega_m \). For example, a Convolutional Neural Network (CNN) trained on (noisy) convergence maps can discriminate models along this degeneracy better than skewness and kurtosis [18]. CNNs have also obtained tighter constraints on the \( \sigma_8-\Omega_m \) confidence contour than traditional Gaussian (e.g. power spectrum) and non-Gaussian (e.g. peak statistics) observables [19, 20]. An interpretation of the filters learned by such networks points to the steepness (as opposed to the height) of local peaks as carrying the most salient cosmological information [21]. Beyond the weak-lensing domain, ML algorithms have also been applied to investigate large-scale structure formation [22, 23] and the connection between baryonic and dark matter [24–26].

In light of P18 results, we aim to determine whether ML can discriminate better than peak counts between \( \Lambda \)CDM and MG models with massive neutrinos. We study weak-lensing maps as in P18 from a subset of the DUSTGRAIN-pathfinder simulations [27], which represent viable locations in the \( f_{R0} - M_\nu \) parameter space but are difficult to distinguish from \( \Lambda \)CDM via only second-order statistics. We consider one \( \Lambda \)CDM model without neutrinos and three \( f(R) \) modified gravity models with different neutrino mass sums \( M_\nu := \sum m_\nu \in \{0, 0.1, 0.15\} \) eV, where we fix the parameters \( n = 1 \) and \( f_{R0} = -10^{-5} \) in the Hu–Sawicki formulation [28]. These simulations have been used as well to forecast cosmological constraints using the dark matter halo mass function [29] and to compare more general map descriptors and ML classification schemes on the full set of nine available models [30].

Given the simulation parameters, we obtained 256 pseudo-independent convergence maps for each model us-
ing the MAPSim pipeline [31]. As the past light cones were produced by randomly reorienting the same particle fields, different lines of sight are not strictly independent; however, we do not expect this approximation to impact our analysis. Each map covers a 25 deg² square area of sky sampled at 2048 × 2048 pixels. Six maps were computed for each line of sight assuming source galaxy redshift planes at \( z_s \in \{0.5, 1.0, 1.5, 2.0, 3.0, 4.0\} \). We consider only the four redshifts up to \( z_s = 2.0 \) in order to compare with previous results [P18].

Using such large maps as direct inputs to a CNN represents a computational challenge given limited resources. We propose to alleviate this issue by reducing the dimensionality of our data before training, that is, by condensing each map’s information content. Our approach uses the probability distribution function (PDF) of map coefficients after a multi-scale wavelet transform.

**Wavelet PDF representation.**—Wavelet transforms have found numerous applications in astronomical image processing. In particular, the starlet (isotropic undecimated wavelet) transform provides a useful representation space for weak-lensing convergence maps [32–39]. This transform naturally facilitates a multi-scale analysis: an initial \( N \times N \) map is decomposed into \( j_{\text{max}} \) wavelet coefficient maps labeled as \( w_j, j \in \{1, ..., j_{\text{max}}\} \), plus a final coarse-scale map. Each \( N \times N \) \( w_j \) is equivalent to an aperture mass map [34] filtered at a scale of \( 2^j \) pixels.

Starting from a convergence map, we derive its condensed PDF representation as follows: (1) compute the starlet transform with \( j_{\text{max}} = 5 \), corresponding to a minimum (maximum) aperture smoothing of 0.293 (4.69) arcmin; (2) divide each \( w_j \) map by the standard deviation of all 1024 maps (256 per model) at the same redshift and scale; (3) bin the resulting pixels by value into arrays with 100 steps between \(-1.0\) and 1.0 per scale; (4) stack the arrays from each scale to produce a \( 5 \times 100 \) matrix; (5) stack the matrices from each redshift to produce a \( 4 \times 5 \times 100 \) datacube. The normalization in step (2) serves to standardize the data so that values across different redshifts can be meaningfully compared by the network. Although the natural domain for each PDF is scale-dependent, we have chosen bin values such that the full information at each scale is included.

The resulting PDF representation of an example ΛCDM map is shown in Fig. 1, separated along the redshift axis. The matrices amount to the combined PDFs across all wavelet scales of interest and reduce the input data dimensionality by a factor of \( \sim 8400 \). Moreover, they are concatenated in a way that should allow the CNN to learn trends reflecting the variation across scales as well as the evolution with redshift. We have also explored an alternative representation based on wavelet peak counts, but since it gives similar final results, we only present the PDF representation here.

**CNN architecture.**—We build a CNN to perform cosmological model classification based on the \( 4 \times 5 \times 100 \) inputs computed from each convergence map. The architecture is detailed in Table I. All activation functions are taken to be rectified linear units [i.e. ReLU, 40]. The first two convolution layers allow the network to extract features related to local variations in the datacube. Each convolution layer has eight output filters to store the different properties found, and the \( 2 \times 3 \times 10 \) size is to explore correlations in the PDFs both within a scale as well as across neighboring scales and redshifts.

A max-pooling operation follows the convolutions and reduces the number of parameters with a mask of size \( 1 \times 1 \times 5 \). This condenses local features into their most relevant pixels while preserving the spatial structure of the data. Another pair of convolution and max-pooling layers constitute the fourth and fifth layers. The same kernel as above is used for the convolution, but the max-pooling layer uses a smaller mask \( 1 \times 1 \times 2 \) to reduce the information now by a factor of two.

Before flattening the result into a one-dimensional array of size 1600, we perform a 30% dropout, which helps prevent over-fitting of the training data. The last three
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**TABLE I. Architecture of our CNN.**

| Layer type     | Output shape | # params |
|----------------|--------------|----------|
| Input layer    | 1 × 4 × 5 × 100 | 0        |
| Conv 3D [2 × 3 × 10] | 8 × 4 × 5 × 100 | 448      |
| Conv 3D [2 × 3 × 10] | 8 × 4 × 5 × 100 | 3848     |
| Max pooling [1 × 1 × 5] | 8 × 4 × 5 × 20 | 0        |
| Conv 3D [2 × 3 × 10] | 8 × 4 × 5 × 20 | 3848     |
| Max pooling [1 × 1 × 2] | 8 × 4 × 5 × 10 | 0        |
| Dropout [0.3]  | 8 × 4 × 5 × 10 | 0        |
| Flatten        | 1600         | 0        |
| Fully connected | 32           | 51232    |
| Fully connected | 16           | 528      |
| Fully connected | 4            | 68       |
layers are fully connected and end with a softmax function for the actual classification. The final output layer has four nodes corresponding to the four cosmological models that label our data.

Generating noisy data.—Convergence maps derived from real data (i.e. galaxy shape catalogs) are subject to many sources of noise, such as intrinsic galaxy shapes, masking and border effects during shear inversion, instrumental noise, and shape measurement errors. To assess the robustness of our network to noise, we generate noisy versions of each convergence map. Following P18 (cf. the Appendix), we add a random Gaussian noise component with standard deviation $\sigma = 0.7$ and zero mean—a conservative (pessimistic) scenario. For comparison, we also explore a more optimistic scenario with $\sigma = 0.35$, which could arise, for example, from a deeper galaxy survey with a larger number density of objects.

Noise is applied directly to the convergence maps before performing the wavelet transform in the dimensionality reduction scheme. In the noisy analysis, the PDF representations are computed the same way as before, meaning we do not include any additional de-noising step. The result for each map is a datacube of the same dimension as depicted in Fig. 1 but now blurred.

Training strategy.—Our cosmological model discrimination problem in the neural network framework becomes a probabilistic classification problem; we thus use the categorical cross-entropy as the CNN’s loss function to minimize. To train the network, we use the Adam [41] optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$ (default Keras1 parameters), and an initial learning rate of $\eta_0 = 0.001$. We add a decay parameter $\gamma = 0.001$ to mildly decrease the value of the learning rate throughout epochs according to $\eta(t) = \eta_0(1 + \gamma t)^{-1}$, where $t$ identifies the update step. One step corresponds to one update through a batch of chosen size, which we take to be 200.

We train the CNN on correctly labeled input data for 1000 epochs using 75% of each model’s full dataset, randomly selected. The remaining 25% is reserved for testing the network. Consequently, it takes four update steps to complete one epoch and 4000 steps to finish training. The learning rate is five times smaller at the end of training than at the beginning, which allows for smoother convergence towards the end. We record the loss function and validation accuracy after each epoch (see below), computed on the training and test data, respectively, to monitor the training progress.

Network performance measures.—Training can be monitored by the computation of several metrics. One is the loss (or cost) function, which measures the discrepancy between the targeted output and the prediction of the network. As mentioned above, the standard loss function for classification problems is based on the categorical cross-entropy. Given two discrete probability distributions $p$ and $q$ over the same set of events $\Omega$, cross-entropy $l$ is computed as

$$l(p, q) = -\sum_{\omega \in \Omega} p(\omega) \log q(\omega),$$

where $q$ denotes the predicted probability and $p$ the desired output. For our purposes, the set of events corresponds to the four model labels. After each epoch, the loss function is the sum of the cross-entropies over the training data:

$$\mathcal{L} = \sum_{i=1}^{n} l(p^{(i)}, q^{(i)}),$$

where $n = 768$ is the number of training datacubes.

The network’s learning procedure consists in changing its parameter values (i.e. weights) via stochastic gradi-
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ent descent and back-propagation in order to make predictions that better match the desired output (i.e. that minimize the loss function). The smaller the loss function, the better the network has learned the relationship between the training data and their corresponding labels. By tracking the loss function over epochs, as shown in Fig. 2 for the three noise levels, one can determine whether the network has trained sufficiently.

Another measure of a network’s performance is its validation accuracy, or the ratio of correct predictions to the total number of test observations. Validation accuracy is an indicator of the predictive power of the network and measures its ability to generalize to new data. Plotted in Fig. 3 is the evolution of the validation accuracy over 1000 epochs computed on the test data. The ratio of correct predictions decreases from about 92% to 48% as the noise standard deviation increases from 0 to 0.7.

Evaluation strategy.—The final assessment of the CNN is obtained with a confusion matrix, computed on the test data, which characterizes the ability of the network to classify each cosmological model. A confusion matrix is a square array whose rows correspond to the true model labels and whose columns represent the predictions. The values in a given row add up to unity and indicate the probability of the network to classify a map from the input model across each of the available output labels. The closer a confusion matrix is to the identity, the better is the classification power of our network.

Our final reported numbers represent the average confusion matrix calculated over the matrices obtained from 100 iterations of the complete training process, where each iteration used a different random selection of training and test maps. An iteration of 1000 epochs required about 13 minutes, so the entire training process took approximately 20 hours.

Results.—We present the final confusion matrices of our CNN in Fig. 4 along with a comparison to P18 results. In the noise-free case (upper plot), the CNN is able to discriminate between all four models with at least 83% accuracy, notably reaching 100% for the two most degenerate models using linear, Gaussian, and non-Gaussian statistics [P18]: ΛCDM and $f(R)$ with $M_\nu = 0.15$ eV. Classification accuracy is also high among the different $f(R)$ models, with the largest confusion (13%) arising between the $M_\nu = 0$ eV and $M_\nu = 0.1$ eV cases.

With noise added (middle and lower plots), confusion increases between many pairs of models, as indicated by the larger off-diagonal values. When $\sigma_{\text{noise}} = 0.35$, ΛCDM becomes somewhat confused with $f_0(R)$ with $M_\nu = 0.15$ eV, although less so with the other $f_0(R)$ models. The confusion between the 0 eV and 0.1 eV $f_0(R)$ cases increases as well, and these trends are further amplified at the highest noise level ($\sigma_{\text{noise}} = 0.7$).

In P18, the ability of different non-Gaussian statistics to distinguish between cosmological models was measured by the so-called discrimination efficiency $\mathcal{E}$. Reported as a percentage, 0% being indistinguishable and 100% being fully distinguishable, the discrimination efficiency was calculated via the False Discovery Rate (FDR) technique of Benjamini and Hochberg [42]. In this scheme, given a statistic, wavelet scale, and source redshift, one computes $\mathcal{E}$ for one model (prediction) taking another model as reference (truth), and the result need not be identical if the models are reversed.

We compare the CNN results of this work with peak counts from P18 by translating the latter into confusion values, shown in the lower right of each cell of Fig. 4, as follows. Given a true reference model, we compute $\mathcal{E}$ for peak counts at $z_\ast = 2.0$ across the same five wavelet scales used by the CNN for each test model. We have fixed $z_\ast = 2.0$ for simplicity and because higher source redshifts tended to yield better results, as the convergence maps incorporate more information about cosmological structure useful in identifying them. We record

| $\sigma_{\text{noise}} = 0$ | $f_0(R)$ | $f_1(R)$ | $f_2(R)$ | $f_3(R)$ |
|---------------------------|----------|----------|----------|----------|
| $\Lambda$CDM              | $M_\nu = 0$ eV | $M_\nu = 0.1$ eV | $M_\nu = 0.15$ eV |
| $f_0(R)$                   | 1.00     | 0.00     | 0.00     | 0.00     |
| $f_1(R)$                   | 0.00     | 0.88     | 0.12     | 0.00     |
| $f_2(R)$                   | 0.00     | 0.13     | 0.83     | 0.04     |
| $f_3(R)$                   | 0.00     | 0.00     | 0.09     | 0.96     |

FIG. 4. Confusion matrices from the trained CNN on test data. Without noise, the CNN is able to discriminate all four models from each other with at least 83% accuracy, including among the three $f(R)$ models with different neutrino masses. The rate of successful predictions decreases with increasing noise, but even for the pessimistic case ($\sigma_{\text{noise}} = 0.7$) the CNN retains non-negligible discrimination power. In the lower right of each cell is the best case value using the thresholded peak count statistics of P18 for $z_\ast = 2.0$. The CNN performs significantly better in every case (i.e. is closer to the identity matrix), and the predictive power of peaks approaches zero with increasing noise.
in the confusion matrix the highest value attained at any wavelet scale and then normalize each row to sum to one. The values therefore constitute the best case achievable by peak count statistics using the previous technique.

The CNN confusion matrices are closer to the identity in each noise case compared to peaks. Without noise, both the CNN and peaks are able to fully distinguish the three MG models from ΛCDM. Indeed, the result for peaks was one of the main conclusions of P18. However, among the three $f_5(R)$ models, the CNN is more sensitive to the value of $M_\odot$, as the correct model is identified with peaks only 44%–66% of the time. Furthermore, whereas the CNN retains non-negligible predictive power with rising noise, the prediction rate of peaks becomes consistent with random guessing (i.e. 25%).

Conclusions.—Weak-lensing convergence maps carry significant information that, if properly extracted and leveraged, can identify their underlying cosmology. To this end, we designed a CNN to distinguish among degenerate cosmological scenarios using the similar convergence maps they produce. We tested our method on four simulated models occupying positions in the joint parameter space of $f(R)$ models and massive neutrinos, designed to be difficult to discriminate based on their two-point and higher-order statistics. Breaking such degeneracies in observables with ΛCDM represents an important step toward better understanding the nature of cosmic acceleration.

To alleviate the computational cost of training on full maps, we reduced the dimensionality of the problem using a novel data representation based on multi-scale wavelet PDF coefficients. Compared to the state-of-the-art using peak counts [P18], our CNN performed significantly better in terms of the confusion matrix between models for three different noise levels. While peak counts significantly better in terms of the confusion matrix between art using peak counts [P18], our CNN performed significantly better in terms of the confusion matrix between art using peak counts [P18], our CNN performed significantly better in terms of the confusion matrix between

The Python code with instructions for reproducing our results is available at http://www.cosmostat.org/software/mgcnn.
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