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Abstract

For a second-order particle system in $\mathbb{R}^d$ subject to locally-in-space pairwise annihilation, we prove a scaling limit for its empirical measure on position and velocity towards a degenerate elliptic partial differential equation. Crucial ingredients are Green’s function estimates for the associated hypoelliptic operator and an Itô-Tanaka trick.

1 Introduction

Second-order particle systems comprising of dynamics of positions and velocities, in the spirit of Newtonian mechanics, give a more complete description of interacting particles. When the behavior of a first-order system of positions only is understood, or is insufficient for one’s purpose, it is natural to look at a second-order system. The technical difficulties associated with second-order systems are in general greater, some coming from the degeneracy of the associated operators. Here, we explore a simplest model of interacting particles with local interactions in $\mathbb{R}^d$ written in second-order, where the interaction occurs not in the equation of the motion but in pairwise annihilation. Besides being well-related to a large body of works on annihilating (or proliferating, coagulating, colliding etc) particle systems and their scaling limits (e.g. [21, 32, 25, 26, 22, 28, 16, 14, 12]) and generally relevant for reaction-diffusion phenomena, one motivation is also from the technical side, namely, we aim to derive a scaling limit when the interaction range between particles is truly local (see Condition 2).

Given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, for any positive integer $N \in \mathbb{N}$ and $d \geq 1$, consider a system of particles, whose cardinality at time $t = 0$ is $N(0) = N$, and with positions and velocities at any time $t \geq 0$ denoted by $x_i^N(t) \in \mathbb{R}^d$, $v_i^N(t) \in \mathbb{R}^d$, $i = 1, \ldots, N(t)$, and the interaction comes from the possibility of pairwise annihilation when spatial positions are close.

More specifically, the position and velocity of each particle, while active, obey the second-order dynamics

\[
\begin{aligned}
&x_i^N(t) = x_i(0) + \int_0^t v_i^N(s)ds, \\
v_i^N(t) = v_i(0) + B_i(t),
\end{aligned}
\quad t \geq 0, \quad i \in \mathcal{N}(t),
\]  

(1)

where $\mathcal{N}(t)$ denotes the set of indices of active particles at time $t$ whose cardinality $|\mathcal{N}(t)| = N(t) \leq N$, $\{B_i(t)\}_{i=1}^\infty$ is a collection of independent standard Brownian motions in $\mathbb{R}^d$, and the initial conditions $(x_i(0), v_i(0))_{i=1}^\infty$ are random chosen i.i.d. with some given probability density $f_0(x, v) : \mathbb{R}^{2d} \to \mathbb{R}_+$ satisfying the condition below, independent of the Brownian motions.

**Condition 1** For every $d \geq 1$, we assume that there exist some finite constants $\Gamma$ and $R$ such that $\|f_0(x, v)\|_{L^n(\mathbb{R}^{2d})} \leq \Gamma$ and $\text{supp}(f_0) \subset \overline{B}_R((0, 0), R)$, the closed Euclidean ball of radius $R$ centered at the origin in $\mathbb{R}^{2d}$.
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The probability space is endowed with the canonical filtration
\[ T_t := \sigma\{ B_t(s) : 0 \leq s \leq t \}_{s=1}^\infty, \quad t \geq 0. \]

Interaction between different particles comes by means of pairwise annihilation, informally described as follows. Let \( \theta(x) : \mathbb{R}^d \to \mathbb{R}_+ \) be given, nonnegative, of class \( C^\infty \), with \( \int \theta dx = 1 \), \( \theta(0) = 0 \), \( \theta(x) = \theta(-x) \) and compact support in \( B_2(0, 1) \). Then, for any \( \varepsilon \in (0, 1] \), denote by
\[ \theta^\varepsilon(x) := \varepsilon^{-d} \theta(\varepsilon^{-1} x). \]

(For the necessity of the condition \( \theta(0) = 0 \), see Remark 2.) A configuration of the particle system is given by
\[ \zeta = (x_1, v_1, x_2, v_2, \ldots, x_N, v_N) \in (\mathbb{R}^d \cup \emptyset)^{2N} \]

where we adopt the convention that if a particle \( i_0 \) has been annihilated, we set \( x_{i_0} = v_{i_0} = \emptyset \). It will no more participate in the dynamics of the system. Now suppose the current configuration is \( \zeta \), then for any pair of particles \( i, j \) with \( i \neq j \) (each ranging over the index set \( N(\zeta) \) of active particles), with an infinitesimal rate
\[ \frac{1}{N} \theta^\varepsilon(x_i - x_j) \]

we remove both particles \( i, j \) from the system (i.e. they annihilate with each other) and obtain a new configuration, denoted \( \zeta^{-ij} \) which is equal to \( \zeta \) in all other slots except for \( x_i, v_i, x_j, v_j \) which have been set to \( \emptyset \). Since the support of the function \( \theta^\varepsilon \) has radius \( \varepsilon \), interaction happens for the pair \( i, j \) only when their spatial distance is within the critical distance \( \varepsilon \). In fact, our interest is in the case where \( \varepsilon = \varepsilon(N) \) depends on \( N \) and converges to zero as \( N \to \infty \). An important case to cover is the regime of local interaction, corresponding to \( \varepsilon = N^{-1/d} \) in which case an individual particle typically interacts with a bounded number of others at any given time. Contrary to lattice models \( [6, 19] \) where nearest-neighbor or bounded-range interactions are standard, in our continuum case such local interaction has to be enforced by a potential (i.e. \( \theta^\varepsilon \)), which is a source of technical difficulty. One of the key techniques available to date to handle such local interaction, or sometimes even more stringently the mean-free path interaction, is due to Hammond and Rezakhanlou \( [16] \), see also \( [21, 32, 34, 33] \) for other techniques. On the other hand, mean-field type models correspond to choosing \( \varepsilon \) independent of \( N \), and in that setting techniques for proving scaling limits of (both first and second-order) particle systems have become very advanced, cf. the survey \( [18], [4] \), even when interactions are very singular and influence directly the stochastic differential equations. Clearly, there is a big technical gap between mean-field and more local cases, which serves as another motivation for this research.

**Condition 2** For any \( d \geq 1 \), we assume that \( \varepsilon = \varepsilon(N) \to 0 \) as \( N \to \infty \) and
\[ \limsup_{N \to \infty} \frac{\varepsilon^d}{N} \leq 1. \]

When the equality is achieved, we call the interaction local.

We now give formally the infinitesimal generator of the jointly Markov process \( (x^N_t, v^N_t)_{t=1}^\infty \):
\[ \mathcal{L}_N = \mathcal{L}_N^D + \mathcal{L}_N^J \]

where the diffusion and respectively, jump (i.e. annihilation) part of the generator are (acting on test functions \( F \))
\[ \mathcal{L}_N^D F(\zeta) := \sum_{i \in N(\zeta)} \left[ v_i \cdot \nabla_{x_i} F(\zeta) + \frac{1}{2} \Delta_{x_i} F(\zeta) \right] \]
\[ \mathcal{L}_N^J F(\zeta) := \sum_{i \in N(\zeta)} \sum_{j \neq i} \frac{1}{N} \theta^\varepsilon(x_i - x_j) \left[ F(\zeta^{-ij}) - F(\zeta) \right]. \]

For every \( N \) and \( T \), denote the process of joint empirical measure of positions and velocities of active particles
\[ \mu_t^N(dx, dv) := \frac{1}{N} \sum_{i \in N(\zeta)} \delta_{(x_i(t), v_i(t))}(dx, dv), \quad t \in [0, T]. \]

For each \( t \), \( \mu_t^N(dx, dv) \) is a subprobability measure on \( \mathbb{R}^{2d} \). Denote by \( \mathcal{M}_{a,1}(\mathbb{R}^{2d}) \) the space of subprobability measures on \( \mathbb{R}^{2d} \) endowed with the weak topology, and by
\[ D_T(\mathcal{M}_{a,1}) := D([0, T]; \mathcal{M}_{a,1}(\mathbb{R}^{2d})) \]
the space of càdlàg functions on \([0, T]\) taking values in \(\mathcal{M}_{4,1}(\mathbb{R}^{d})\) endowed with the Skorohod topology. Our goal is to prove that the \(N \to \infty\) limit of \((3)\) is given by the unique weak solution (see Definition 23) of the following degenerate elliptic partial differential equation (PDE)

\[
\begin{aligned}
\partial_t f(t, x, v) &= -v \cdot \nabla_x f + \frac{1}{2} \Delta_x f - 2 \int_{\mathbb{R}^d} f(t, x, v') f(t, x, v) dv' \\
0 &= f_0(x, v)
\end{aligned}
, \quad (t, x, v) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d.
\tag{5}
\]

**Theorem 3** Under Conditions 4 and 2 for any finite \(T\) and \(d \geq 1\), the sequence of empirical measures \(\{\mu^N_t : t \in [0, T]\}_{N \in \mathbb{N}}\) converges in probability in the space \(D_{\infty}(\mathcal{M}_{4,1})\) towards a limit \(\{\mathcal{P}_t : t \in [0, T]\}\). For every \(t \in [0, T]\), the measure \(\mathcal{P}_t(dx, dv)\) has a density \(f(t, x, v)\) with respect to Lebesgue measure and \(\{f(t, x, v) : t \in [0, T], x, v \in \mathbb{R}^d\}\) is the unique weak solution to the PDE in the sense of Definition 23.

**Remark 4** Our setting 1 of a second-order system is almost the simplest possible. The motivation and challenge is to handle the local interaction. One may notice that, if substituting the velocity into the first equation 1, then we get a closed expression for the dynamics of the position

\[
X^N(t) = x_0(0) + v_0(0)t + \int_0^t B(s)ds.
\tag{6}
\]

One may ask why not study directly a first-order system of \(N\) locally interacting particles with dynamics given by 5, especially if one is mainly interested in the limiting density of positions alone

\[
\rho(t, x) := \int_{\mathbb{R}^d} f(t, x, v) dv.
\]

However, it is not hard to check that \(t \mapsto \int_0^t B(s)ds\) is not a Markov process, hence working directly with the first-order dynamics is not necessarily easier. Consistent with that, if we integrate the PDE 5 formally in variable \(v\), we do not obtain a closed equation for \(\rho(t, x)\). It remains unclear what (if any) equation \(\rho\) should satisfy.

The rest of the article is organized as follows. In Section 2, we derive an identity satisfied by the empirical measure, and identity the nonlinear term whose convergence is the main issue. For this purpose, in Section 3 we set up the Itô-Tanaka trick which involves the solution of an auxiliary PDE with a degenerate Kolmogorov (or Fokker-Planck) operator, see that section for more on the meaning of this manoeuvre. It turns out that key to our proof are pointwise estimates of the Green’s function associated with this operator, which are recalled and developed in Section 4. In Section 5 we apply these estimates to show that various terms coming from the Itô-Tanaka trick are negligible. In Section 6 we check the tightness of the laws of our particle system, which together with previous sections completes the proof of subsequential convergence. In the last Section 7 we prove the uniqueness of the limit PDE. The techniques used here, which are very influenced by the paper of Hammond-Rezakhanlou 16 on particle approximation of the Smoluchowski coagulation equation, share elements with the author’s previous works 12 13, hence certain arguments are made more succinct.

## 2 Identity from the empirical measure

Fixing \(T < \infty\) and any \(\phi(x, v) = \phi(t, x, v) \in C_{c}^\infty([0, T] \times \mathbb{R}^d)\), we consider the process

\[
F_i(t, \zeta(t)) := \langle \phi_i, \mu^N_t \rangle = \frac{1}{N} \sum_{i \in N(t)} \phi(t, x^N_i(t), v^N_i(t)), \quad t \geq 0,
\tag{7}
\]

where \(\langle \cdot , \cdot \rangle := \int_{\mathbb{R}^{2d}} f(x, v) \mu(dx, dv)\). Applying Itô’s formula to 7, we obtain

\[
\begin{aligned}
\langle \phi_t, \mu^N_t \rangle &= F_i(T, \zeta(T)) = F_i(0, \zeta(0)) + \int_0^T \left( \partial_t + L^{D_0}_N + L^J_N \right) F_i(t, \zeta(t)) dt + M^{N, D}_T + M^{N, J}_T \\
&= \langle \phi_0, \mu^N_0 \rangle + \int_0^T \left( \partial_t \phi + v \cdot \nabla_x \phi + \frac{1}{2} \Delta_x \phi, \mu^N_t \right) dt \\
&\quad - \int_0^T \frac{1}{N^2} \sum_{i \in N(t)} \sum_{j \in N(t)} \theta^i \left( x^N_i(t) - x^N_j(t) \right) \left[ \phi(t, x^N_i(t), v^N_i(t)) + \phi(t, x^N_j(t), v^N_j(t)) \right] dt \\
&\quad + M^{N, D}_T + M^{N, J}_T.
\end{aligned}
\tag{8}
\]
More precisely, \( \mathcal{D} \) is a time-dependent functional of the particle configuration \( \zeta(t) \), hence we may act the Markov generator \( \mathcal{D} \) on \( \Phi \). The diffusion part of the generator acts individually on each \( \phi(t, x^n_i(t), v^n_i(t)) \) as

\[
\mathcal{D} \Phi \left( t, x^n(t), v^n(t) \right) = \left( v^n(t) \cdot \nabla_x + \frac{1}{2} \Delta_x \right) \phi(t, x^n(t), v^n(t)),
\]

hence

\[
(\partial_t + \mathcal{D} \Phi \left( t, x^n(t), v^n(t) \right)) = \frac{1}{N} \sum_{i \in \mathcal{N}(t)} \left( \partial_t + v^n_i(t) \cdot \nabla_x + \frac{1}{2} \Delta_x \right) \phi(t, x^n_i(t), v^n_i(t))
\]

\[
= \left( \partial_t \phi + v \cdot \nabla_x \phi + v \cdot \nabla_v \phi + \frac{1}{2} \Delta_x \phi, \mu^N \right).
\]

Turning to the jump part of the generator, for each distinct pair \( i \neq j \in \mathcal{N}(t) \), we know that at an exponential rate

\[
q^N(t) := \frac{1}{N} \theta^N(x^n_i(t) - x^n_j(t)),
\]

they annihilate and hence the sum (7) decreases by the amount

\[
F_i(t, x^{-i}(t)) = F_i(t, \zeta(t)) = -N^{-1} \left[ \phi(t, x^n_i(t), v^n_i(t)) + \phi(t, x^n_j(t), v^n_j(t)) \right].
\]

Therefore,

\[
\mathcal{D} F_i(t, \zeta(t)) = - \sum_{i \in \mathcal{N}(t)} \sum_{j \neq i} \frac{1}{N} \theta^N(x^n_i(t) - x^n_j(t)) \frac{1}{N} \left[ \phi(t, x^n_i(t), v^n_i(t)) + \phi(t, x^n_j(t), v^n_j(t)) \right].
\]

(From now on, for the ease of notation, all sums are only over active particles hence we sometimes drop \( \mathcal{N}(t) \).) Any inactive particle is assigned a cemetery state \( \emptyset \); it stays put and does not contribute to the dynamics. We note in passing that even though \( v \in \mathbb{R}^d \) is an unbounded variable, \( v \cdot \nabla_x \phi \) is bounded continuous since here \( v \) is in the compact support of \( \phi \), thus in the first line of (8), we have the form of \( \mu^N \) integrated against a bounded continuous test function.

To compensate for the action of the generator, \( M^N_{D, i} \), \( M^N_{J, i} \) are two martingales due to diffusion and jump (i.e. annihilation), respectively. We can bound the martingales via quadratic variation: indeed, 

\[
\mathbb{E}[\| M^N_{D, i} \|^2] = \mathbb{E} \left[ \left\| \frac{1}{N} \int_0^T \sum_{i \in \mathcal{N}(t)} \nabla_x \phi(t, x^n_i(t), v^n_i(t)) \cdot dB_i(t) \right\|^2 \right] = \frac{1}{N^2} \mathbb{E} \int_0^T \sum_{i \in \mathcal{N}(t)} \left\| \nabla_x \phi(t, x^n_i(t), v^n_i(t)) \right\|^2 dt 
\]

\[
\leq \frac{\| \phi \|^2_{C^1}}{N^2} \int_0^T \mathcal{N}(t) dt \leq \frac{\| \phi \|^2_{C^1} T}{N},
\]

and by (5) Proposition 8.7] (the quantity \( \alpha \) therein, so-called carré-du-champ, is the sum over all possible jumps of the particle configuration \( \zeta(t) \), of the squared change of the value of the functional \( F_i(t, \zeta(t)) \), weighted by the rate \( q^N(t) \) of such a change), see also [19 Appendix 1, Lemma 5.1],

\[
\mathbb{E}[\| M^N_{J, i} \|^2] \leq \mathbb{E} \int_0^T \sum_{i \in \mathcal{N}(t)} \sum_{j \neq i} \frac{1}{N} \theta^N(x^n_i(t) - x^n_j(t)) \left[ \frac{1}{N} \phi(t, x^n_i(t), v^n_i(t)) + \frac{1}{N} \phi(t, x^n_j(t), v^n_j(t)) \right]^2 dt
\]

\[
= \frac{\| \phi \|^2_{C^1}}{N^3} \int_0^T \sum_{i \in \mathcal{N}(t)} \sum_{j \neq i} \theta^N(x^n_i(t) - x^n_j(t)) dt.
\]

To bound the remaining quantity, applying Itô’s formula to \( \mathcal{N}(t) \) and then taking expectation, we obtain (cf. [16] Proof of Lemma 3.1) for a similar context

\[
\mathbb{E}\mathcal{N}(T) = \mathbb{E}\mathcal{N}(0) - \mathbb{E} \int_0^T \sum_{i \in \mathcal{N}(t)} \sum_{j \neq i} \frac{2}{N} \theta^N(x^n_i(t) - x^n_j(t)) dt
\]
hence we see that
\[
E \int_0^T \sum_{i \in \mathcal{N}(t) \cap J^i} \theta^e(x_i^N(t) - x_j^N(t)) dt \leq \frac{N^2}{2},
\]
whereby
\[
E[\| M_{ij}^T \|^2] \leq \frac{\| \phi \|^2_{L^\infty}}{2N}.
\]
To handle the nonlinearity, we first fix another test function \(\psi(x, v) \in C_c^\infty(\mathbb{R}^{2d})\) and consider
\[
\int_0^T \frac{1}{N^2} \sum_{i \in \mathcal{N}(t) \cap J^i} \theta^e(x_i^N(t) - x_j^N(t)) \psi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)) dt.
\]
Let us denote by \(K = K^{\phi, \psi}\) the maximal radius of the compact supports of \(\phi\) and \(\psi\), and by
\[
\chi^K(\xi) : \mathbb{R}^d \to [0, 1]
\]
a compactly-supported function of class \(C^\infty\) that is identically 1 for \(|\xi| \leq 2K\) and 0 for \(|\xi| \geq 4K\). Then, (13) is equal to
\[
\int_0^T \frac{1}{N^2} \sum_{i \in \mathcal{N}(t) \cap J^i} \theta^e(x_i^N(t) - x_j^N(t)) \chi^K(v_i^N(t) - v_j^N(t)) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)) dt
\]
Indeed, since \(v_i^N(t), v_j^N(t)\) are in the arguments of \(\phi, \psi\), their moduli are less than \(K\), whereby \(|v_i^N(t) - v_j^N(t)| \leq 2K\) otherwise one of \(\phi, \psi\) is zero. Hence, adding the function \(\chi^K\) to (13) does not change its value.

In the next two sections we concentrate on proving

**Proposition 5** For any finite \(T\) and \(d \geq 1\),
\[
\lim_{|z| \to 0} \limsup_{N \to \infty} \left| \frac{1}{N^2} \sum_{i \in \mathcal{N}(t) \cap J^i} \left[ \theta^e(x_i^N(t) - x_j^N(t) + z) - \theta^e(x_i^N(t) - x_j^N(t)) \right] \chi^K(v_i^N(t) - v_j^N(t)) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)) dt \right| = 0.
\]

This continuity claim should be seen as a form of local equilibrium (cf. (19)) for our continuum particle system at two macroscopically separated sites (here \(z\) is a macroscopic variable whereas \(e\) is microscopic or mesoscopic). Since for \(e\) small, the function \(\theta^e\) is very close to a Dirac delta function (hence singular), this continuity claim is difficult to prove directly. The main bulk of subsequent work is to apply the so-called Itô-Tanaka trick to (13), so that instead of working with the function \(\theta^e\), we work equivalently with a more regular function \(\theta^e\) more regular in the sense not for fixed \(e\) but for \(e\) tending to zero. Roughly speaking, it is given by a convolution of \(\theta^e\) with the Green’s function of a hypoelliptic operator, see (20). Since the Green’s function is not integrable at infinity and \(\theta^e\) is a function of \(x\) only, we seek additional localization in the variable \(v\). This is the reason we introduce the function \(\chi^K\), as it will be part of an auxiliary PDE (23) we set up for \(U^e\).

**Remark 6** By the assumption \(\theta(0) = 0\), we can have a version of Proposition 5 where the double sum is over all \(i, j\) (including repeated indices \(i = j\)). Indeed, there are at most \(N\) diagonal terms, and after bounding the test functions by constants, we would like their contributions, which is at most
\[
\lim_{|z| \to 0} \limsup_{N \to \infty} \frac{C}{N^2} Ne^{-d(|\theta(e^{-1}z) - \theta(0)|),}
\]
to be zero. Recall that at the local scaling, \(e^{-d} = N\) and if \(\theta(0) > 0\) the above quantity is not negligible. If \(\theta(0) = 0\), then since \(e = c(N) \to 0\) first and \(\theta\) has compact support, we have \(\theta(e^{-1}z) \to 0\) as \(e \to 0\) for any fixed \(z\). The above quantity is thus 0.
Given Proposition 5, one can argue as in [16, pp. 42-43] or [12, pp. 631-633] to derive the following Proposition 7 that is key to showing the convergence of the nonlinearity. Let \( \eta(x) : \mathbb{R}^d \to \mathbb{R}_+ \) be given, nonnegative, of class \( C^\infty \) with \( \int \eta dx = 1, \eta(x) = \eta(-x) \) and compactly supported in \( \mathbb{B}_r(0, 1) \). Then, for any \( \delta \in (0, 1] \), denote by

\[
\eta^\delta(x) := \delta^{-d} \eta(\delta^{-1} x).
\]

**Proposition 7** For any finite \( T \) and \( d \geq 1 \),

\[
\lim_{\delta \to 0} \limsup_{N \to \infty} \mathbb{E} \left| \int_0^T \frac{1}{N^2} \sum_{i \in \mathbb{N}(N)} \sum_{j \in \mathbb{N}(N)} \theta^\epsilon \left( x_i^N(t) - x_j^N(t) \right) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_i^N(t), v_i^N(t)) dt 
\right.
\]

\[
- \int_0^T d \omega \left\langle \eta^\delta(w - x_i) \eta^\delta(w - x_j) \phi(t, w, v_i) \psi(w, v_j), \mu_N^\epsilon(d x_1, d v_1) \mu_N^\epsilon(d x_2, d v_2) \right\rangle dt = 0.
\]

**Proof.** We shorten some parts of the proof as it is similar to arguments detailed in [16, 12, 13]. In the sequel, we use Err\((N, \delta)\) to denote a stochastic error that can change from line to line and which vanishes in the following limit

\[
\lim_{\delta \to 0} \limsup_{N \to \infty} \mathbb{E} |\text{Err}(N, \delta)| = 0.
\]

By the assumption \( \theta(0) = 0 \), Proposition 5 (we can remove the function \( X^K \) without changing the value, as explained near (13) and Remark 5) we firstly have that

\[
\int_0^T \frac{1}{N^2} \sum_{i \in \mathbb{N}(N)} \sum_{j \in \mathbb{N}(N)} \theta^\epsilon \left( x_i^N(t) - x_j^N(t) \right) \phi(x_i^N(t), v_i^N(t)) \psi(x_i^N(t), v_i^N(t)) dt
\]

\[
= \int_0^T \frac{1}{N^2} \sum_{i \in \mathbb{N}(N)} \theta^\epsilon \left( x_i^N(t) - x_j^N(t) \right) \phi(x_i^N(t), v_i^N(t)) \psi(x_i^N(t), v_i^N(t)) dt
\]

\[
= \int_0^T \int_{\mathbb{R}^d} \eta^\delta(z_1) \eta^\delta(z_2) d z_1 d z_2 \frac{1}{N^2} \sum_{i \in \mathbb{N}(N)} \theta^\epsilon \left( x_i^N(t) - x_j^N(t) \right) - z_1 + z_2
\]

\[
\cdot \phi(t, x_i^N(t), v_i^N(t)) \psi(x_i^N(t), v_i^N(t)) dt + \text{Err}(N, \delta).
\]

Indeed, any \( z_1, z_2 \) in the support of \( \eta^\delta \) in the last line have modulus less than \( \delta \), hence the stochastic error depends only on \( N \) and \( \delta \). Next, since \( \phi, \psi \) are test functions, shifting their \( x \)-slot by \( z_1, z_2 \) respectively causes a stochastic error on the order of \( \delta \) (here recall (11)), hence the preceding display is equal to

\[
\int_0^T \int_{\mathbb{R}^d} \eta^\delta(z_1) \eta^\delta(z_2) d z_1 d z_2 \frac{1}{N^2} \sum_{i \in \mathbb{N}(N)} \theta^\epsilon \left( x_i^N(t) - x_j^N(t) \right) - z_1 + z_2
\]

\[
\cdot \phi(t, x_i^N(t) - z_1, v_i^N(t)) \psi(x_i^N(t) - z_2, v_i^N(t)) dt + \text{Err}(N, \delta).
\]

By a change of variables \( w_1 = x_i^N(t) - z_1, w_2 = x_j^N(t) - z_2, \) we can rewrite the above as

\[
\int_0^T \int_{\mathbb{R}^d} \frac{1}{N^2} \sum_{i \in \mathbb{N}(N)} \eta^\delta \left( x_i^N(t) - w_1 \right) \eta^\delta \left( x_j^N(t) - w_2 \right) \theta^\epsilon \left( w_1 - w_2 \right)
\]

\[
\cdot \phi(t, w_1, v_i^N(t)) \psi(w_2, v_i^N(t)) d w_1 d w_2 dt + \text{Err}(N, \delta).
\]

Since \( |w_1 - w_2| < \epsilon \) in the support of \( \theta^\epsilon \), we shift the \( w_1 \) in \( \psi(w_2, v_i^N(t)) \) to \( w_1 \) causing an error on the order of \( \epsilon \delta^{-2d} \). Since in our claim \( \epsilon \to 0 \) before \( \delta \to 0 \), this error is negligible and can be combined into \( \text{Err}(N, \delta) \). Similar, shifting the \( w_2 \) in the argument of \( \eta^\delta \left( x_i^N(t) - w_2 \right) \) to \( w_1 \) causes an error of order \( \epsilon \delta^{-1-2d} \), also negligible. Thus the preceding display is equal to

\[
\int_0^T \int_{\mathbb{R}^d} \frac{1}{N^2} \sum_{i \in \mathbb{N}(N)} \eta^\delta \left( x_i^N(t) - w_1 \right) \eta^\delta \left( x_j^N(t) - w_1 \right) \theta^\epsilon \left( w_1 - w_2 \right)
\]

\[
\cdot \phi(t, w_1, v_i^N(t)) \psi(w_1, v_i^N(t)) d w_1 d w_2 dt + \text{Err}(N, \delta)
\]
related to Tanaka's formula in local time, see e.g. [11, pp. 4] for an account, nevertheless its use in a particle system

In this section, we apply the so-called Itô-Tanaka trick to (15). The trick itself is a classical one in stochastic analys,

applying inversely the Itô's formula.

\[
\begin{align*}
    &\int_0^T \int_{\mathbb{R}^d} \frac{1}{N^2} \sum_{i \in \mathcal{N}(t)} \sum_{j \neq \hat{i}} \eta^i (x^N_i(t) - w_i) \eta^j (x^N_j(t) - w_j) \phi(t, w_i, v^N_i(t)) \psi(w_i, v^N_i(t))
    \end{align*}
\]

where one of the integral in \(dw_2\) is removed using the property \(\int \theta' (w_1 - w_2) dw_2 = 1\) for any \(w_1\). The last equality is a rewriting in terms of the empirical measure \(\mu^N_t\).

3 The Itô-Tanaka trick

In this section, we apply the so-called Itô-Tanaka trick to (15). The trick itself is a classical one in stochastic analysis, related to Tanaka's formula in local time, see e.g. [11, pp. 4] for an account, nevertheless its use in a particle system context may be quite recent, which we learned from Hammond and Rezakhanlou [16]. Roughly speaking, its aim is to replace a term of low regularity equivalently by a series of other terms involving functions of better regularity, by applying inversely the Itô's formula.

For the above-fixed test functions \(\phi, \psi\), and for any fixed \(z \in \mathbb{R}^d\), consider the process

\[
\mathcal{Y}_t := \frac{1}{N} \sum_{i \in \mathcal{N}(t)} \sum_{j \neq \hat{i}} H^{\xi^2} (x^N_i(t) - x^N_j(t), v^N_i(t) - v^N_j(t)) \phi(t, x^N_i(t), v^N_i(t)) \psi(x^N_i(t), v^N_i(t)), \quad t \geq 0
\]

which is also a functional of the configuration \(\xi(t)\), where

\[
H^{\xi^2}(x, v) := U^\xi(x + z, v) - U^\xi(x, v)
\]

and \(U^\xi(x, v) : \mathbb{R}^{2d} \to \mathbb{R}\) is a function of class \(C^\infty\) to be defined in (38). Applying Itô's formula to \(\mathcal{Y}_t\), we obtain that

\[
\mathcal{Y}_T = \mathcal{Y}_0
\]

\[
= \int_0^T \int_{\mathbb{R}^d} \frac{1}{N^2} \sum_{i \in \mathcal{N}(t)} \sum_{j \neq \hat{i}} \Delta_i H^{\xi^2} (x^N_i(t) - x^N_j(t), v^N_i(t) - v^N_j(t)) \phi(t, x^N_i(t), v^N_i(t)) \psi(x^N_i(t), v^N_i(t))
\]

\[
+ \int_0^T \int_{\mathbb{R}^d} \frac{1}{N^2} \sum_{i \in \mathcal{N}(t)} \sum_{j \neq \hat{i}} \phi(t, x^N_i(s), v^N_i(s)) \psi(x^N_i(s), v^N_i(s)) H^{\xi^2} (x^N_i(t) - x^N_j(t), v^N_i(t) - v^N_j(t))
\]

\[
+ \int_0^T \int_{\mathbb{R}^d} \frac{1}{N^2} \sum_{i \in \mathcal{N}(t)} \sum_{j \neq \hat{i}} \Delta_i \phi(t, x^N_i(s), v^N_i(s)) \psi(x^N_i(s), v^N_i(s)) H^{\xi^2} (x^N_i(t) - x^N_j(t), v^N_i(t) - v^N_j(t))
\]

\[
- \int_0^T \int_{\mathbb{R}^d} \frac{2}{N^3} \sum_{i \in \mathcal{N}(t)} \sum_{j \neq \hat{i}} \theta (x^N_i(t) - x^N_j(t)) \sum_{j \neq \hat{i}} H^{\xi^2} (x^N_i(t) - x^N_j(t), v^N_i(t) - v^N_j(t)) \phi(t, x^N_i(t), v^N_i(t)) \psi(x^N_i(t), v^N_i(t))
\]

\[
- \int_0^T \int_{\mathbb{R}^d} \frac{2}{N^3} \sum_{i \in \mathcal{N}(t)} \sum_{j \neq \hat{i}} \theta (x^N_i(t) - x^N_j(t)) \sum_{j \neq \hat{i}} H^{\xi^2} (x^N_i(t) - x^N_j(t), v^N_i(t) - v^N_j(t)) \phi(t, x^N_i(t), v^N_i(t)) \psi(x^N_i(t), v^N_i(t))
\]

\[
+ \frac{\ell_t^D + \tilde{M}_{\ell}^J}{T^D}.
\]
where we omitted some arguments for brevity as they are self-evident. Specifically, in (23-26) we used the fact that {natively, in (23-26) we used the fact that a pair (i, k) of distinct particles coagulate at time \( t \) (which occurs at rate \( q_{ik}^N(t) \)), the double sum (16) decreases by an amount of

\[
\frac{1}{N^2} \sum_{j \neq k} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)) + \frac{1}{N} \sum_{j > k} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)) + \frac{1}{N^2} \sum_{j > k} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)) + \frac{1}{N^2} \sum_{j > k} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)) + \frac{1}{N^2} \sum_{j > k} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi(t, x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)).
\]

Since \( \theta \) is symmetric, hence \( \theta^a \left( x_i^N(t) - x_j^N(t) \right) = \theta^a \left( x_j^N(t) - x_i^N(t) \right) \), after summing over all distinct pairs \( (i, k) \) of the above six terms, we can switch the indices of \( i \) and \( k \) and regroup them into the claimed three sums.

The martingale associated with jumps is

\[
\tilde{M}_t^\theta := \frac{1}{N^2} \int_0^T \sum_{i \in \{N\} \setminus \{j \}} \left( \nabla_x H^{i,j} \phi \psi + H^{i,j} \psi \nabla_x \phi \right) d B_j(t) + \left( -\nabla_x H^{i,j} \phi \psi + H^{i,j} \phi \nabla_x \psi \right) d B_j(t),
\]

hence

\[
\frac{1}{2} \mathbb{E} \left[ |\tilde{M}_t^\theta|^2 \right] \leq \frac{1}{N^4} \int_0^T \sum_{i \in \{N\} \setminus \{j \}} \left( \nabla_x H^{i,j} \phi \psi + H^{i,j} \psi \nabla_x \phi \right)^2 dt + \frac{1}{N^4} \int_0^T \sum_{i \in \{N\} \setminus \{j \}} \left( -\nabla_x H^{i,j} \phi \psi + H^{i,j} \phi \nabla_x \psi \right)^2 dt.
\]

The martingale associated with jumps can be bounded via

\[
\frac{1}{4} \mathbb{E} \left[ |\tilde{M}_t^\theta|^2 \right] \leq \mathbb{E} \left[ \int_0^T \sum_{i \in \{N\} \setminus \{j \}} \frac{1}{N^2} \theta^a \left( x_i^N(t) - x_j^N(t) \right) \left[ \frac{1}{N} \sum_{j \neq k} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi \psi \right]^2 dt \right] + \mathbb{E} \left[ \int_0^T \sum_{i \in \{N\} \setminus \{j \}} \frac{1}{N^2} \theta^a \left( x_i^N(t) - x_j^N(t) \right) \left[ \frac{1}{N} \sum_{j \neq k} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi \psi \right]^2 dt \right]
\]

\[
+ \mathbb{E} \left[ \int_0^T \sum_{i \in \{N\} \setminus \{j \}} \frac{1}{N^2} \theta^a \left( x_i^N(t) - x_j^N(t) \right) \left[ \frac{1}{N^2} H^{i,j} \left( x_i^N(t) - x_j^N(t), v_i^N(t) - v_j^N(t) \right) \phi \psi \right]^2 dt \right].
\]

cf. [5] Proposition 8.7). The only term with second derivatives of \( H^{i,j} \) from the above development is (20). In order to substitute the highest derivative (also together with (19)), we set up the following subelliptic equation for \( U^\pm : \mathbb{R}^{2d} \to \mathbb{R} \):

\[
v \cdot \nabla_x U^\pm(x, v) + \Delta_x U^\pm(x, v) = -\theta^a(x) \chi^K(v).
\]

We will choose \( \chi^K \) a particular solution of (34), which is the convolution of the RHS with the subelliptic Green’s function. Recall in (19) we have defined

\[
H^{i,j}(x, v) := U^+(x + z, v) - U^-(x, v).
\]

\[33\] yields, by linearity, the equation satisfied by \( H^{i,j} : \mathbb{R}^{2d} \to \mathbb{R} \), for any fixed \( z \):

\[
v \cdot \nabla_x H^{i,j}(x, v) + \Delta_x H^{i,j}(x, v) = \left[ \theta^a(x) - \theta^a(x + z) \right] \chi^K(v).
\]
Consequently, we can substitute (19)-(20) as follows

\[ (19) + (20) = \int_0^T \frac{1}{N^2} \sum_{i \in \mathbb{N}(1)} \sum_{j \neq i} \partial_t \big( \theta^\epsilon (x_i^N(t) - x_j^N(t)) - \theta^\epsilon (x_i^N(t) - x_j^N(t) + z) \big) \chi^K(x_j^N(t) - x_j^N(t)) \psi(x_i^N(t), v_i^N(t)) \psi(x_j^N(t), v_j^N(t)). \]

The RHS is precisely the expression appearing in Proposition 5.

We remark at this stage that \( \nabla, H^{\epsilon,z} \) does not appear any more in the rest of terms coming from the Itô’s formula applied to \( \mathcal{Y} \), after it is absorbed into the operator on the LHS of (24). Its estimate is expected to be bad due to the degeneracy of the subelliptic operator in the direction of \( x \). What do appear in the rest of the terms are \( \nabla, H^{\epsilon,z} \) and \( H^{\epsilon,z} \) itself, whose estimates are nice enough. We will show in the next sections that all the other terms \( \langle 18, 21-27 \rangle \) (i.e. apart from \( \langle 18, 20 \rangle \)) are negligible in \( L^1(\Omega) \) in the order of limits \( N \to \infty \) followed by \( |z| \to 0 \), as required for Proposition 5.

We can thus summarise the use of Itô-Tanaka trick (33) in our context as follows. It allows to transfer proving a continuity claim Proposition 5 involving a nearly singular function \( \theta^\epsilon \) (for \( \epsilon \) small), into proving similar claims involving more regular functions \( \nabla, H^{\epsilon,z} \) and \( H^{\epsilon,z} \). The estimates for the latter can be equivalently obtained from estimates for \( U^\epsilon \), which is a convolution of \( \theta^\epsilon (x) \chi^K(v) \) with a subelliptic Green’s function. This convolution is a sort of regularization. Indeed, in the limit \( \epsilon \to 0 \), \( U^\epsilon \) does not tend to a singular object, but rather to a pointwise evaluation (in \( x \)) of the Green’s function (suitably integrated in \( v \)). This is the reason why pointwise estimates and gradient estimates (in \( v \)) of the associated Green’s function are key to our analysis.

### 4 The hypoelliptic Green’s function

Denote the operator

\[ L := v \cdot \nabla + \Delta, \]

acting on appropriate functions on \( \mathbb{R}^{2d} \), and we rewrite the PDE (33) more compactly as

\[ LU^\epsilon = -\theta^\epsilon (x) \chi^K(v). \]

It is well-known that \( L \) is an hypoelliptic operator in the sense of Hörmander [17], and its parabolic version (i.e. \( \partial_t \sim L \)) was earlier studied by Kolmogorov [20] who wrote down its kernel explicitly. Cf. [1] for a recent survey.

Crucial for our purpose are pointwise estimates for the Green’s function of \( -L \).

To briefly recall that \( L \) is hypoelliptic, let us write

\[ L = A_0 + \sum_{i=1}^d A_i^2, \]

where

\[ A_i = \partial_{x_i}, \quad i = 1, ..., d; \quad A_0 = \sum_{j=1}^d v_j \partial_{x_j}. \]

Since the commutators

\[ [A_0, A_i] = \sum_{j=1}^d v_j \partial_{x_j} (\partial_{x_i}) - \partial_{x_i} (\sum_{j=1}^d v_j \partial_{x_j}) = -\partial_{x_i}, \quad i = 1, ..., d, \]

we see that at every point in \( \mathbb{R}^{2d} \),

\[ \text{span} \{ A_i, [A_0, A_i], i = 1, ..., d \} = \mathbb{R}^{2d}. \]

Thus \( L \) satisfies Hörmander’s condition [17, Theorem 1.1], [24, pp. 128], implying that it is an hypoelliptic operator; that is, if \( u \) is a distribution such that \( Lu \) is \( C^\infty \), then \( u \) must be \( C^\infty \) as well, cf. [17, pp. 147], [24, pp. 129]. Since the RHS of (35) is of class \( C^\infty \) with compact support (for every fixed \( \epsilon > 0 \)), we can find a solution of the form

\[ U^\epsilon(x, v) = \int_{\mathbb{R}^{2d}} G((x, v), (y, w)) \theta^\epsilon(y) \chi^K(w) dy dw, \]
where \( G = G_L \) is a distribution of class \( C^\infty \) away from the diagonal, called the Green’s function of \(-L\), see e.g. [30] pp. 143, [10] pp. 247. The definition of hypoellipticity implies that \( U^c \) is of class \( C^\infty \) for every fixed \( \varepsilon \); in particular, this is the function that is used in Section 5 to define \( \mathcal{Y} \).

To state the classical results of \([23, 30, 10]\) on the estimates for the Green’s function of general hypoelliptic operators, we recall that they are expressed in terms of a control metric (or Carnot-Carathéodory metric) \( \rho_L(X,Y) \) canonically attached to \( L \) (to avoid confusion, we use capital letters \( X = (x,v), Y = (y,w), \ldots \) to denote variables in \( \mathbb{R}^{2d} \)). We also set here
\[
D := 2d.
\]
Let (in our case) \( q = 1 + 2d \) and \( \{V_j, j = 1, \ldots, q\} \) are an enumeration of
\[
V_1 := A_0, \ V_{i+1} := A_i, \ V_{i+d+1} := [A_i, A_j], \quad i = 1, \ldots, d.
\]
As explained in \([23, \text{pp.} 107], [29, \text{Section} \ 18]\), for operators of the form \([37]\) which are not just a sum-of-squares but with \( A_0 \), the degree of \( A_0 \) counts 2 while the degree of each \( A_i \), counts 1, and likewise for their commutators. Hence, in our case we have that
\[
d_i = 2, \ d_{i+1} = 1, \ d_{i+d+1} = 3, \quad i = 1, \ldots, d,
\]
where \( d_j \) is the degree of \( V_j \).

**Definition 8 ([23, Definition 1.1])** Let \( C(\delta) \) denote the class of absolutely continuous mappings \( \phi : [0, 1] \to \mathbb{R}^D \) which almost everywhere satisfy the differential equation
\[
\phi'(t) = \sum_{j=1}^q a_j(t)V_j(\phi(t))
\]
with \( |a_j(t)| \leq \delta^j \). Then define
\[
\rho_L(X,Y) := \inf \left\{ \delta > 0 : \exists \phi \in C(\delta), \phi(0) = X, \phi(1) = Y \right\}.
\]

**Remark 9** The geometric meaning of this definition is as follows. The ball of radius \( \delta \) around the point \( X \) in the control metric \( \rho_L \) consists of those points \( Y \) that can be reached at time \( t = 1 \) by a “particle” (whose trajectory is denoted \( \phi(t), t \in [0,1] \), that starts at \( t = 0 \) from \( X \) and travels with velocity the RHS of \([39]\)) at velocity at time \( t \) has direction controlled by the vector fields \( V_j \) evaluated at “particle” position, and modulus controlled together by the strength of the vector fields and the scalar multipliers \( a_j \).

It is known that \( \rho_L \) is a metric and in our case, it compares with the Euclidean distance \( | \cdot | \) in the following way \([23, \text{Proposition} \ 1.1]\): for any compact set \( \mathcal{K} \subseteq \mathbb{R}^D \), there are constants \( C_i = C_i(\mathcal{K}, d), i = 1, 2, \) such that for any \( X, Y \in \mathcal{K} \) we have that
\[
C_1 |X - Y| \leq \rho_L(X,Y) \leq C_2 |X - Y|^{1/3}.
\]

Given the control metric \( \rho_L \) we define balls in this metric of radius \( \delta > 0 \) by
\[
B_L(X, \delta) := \{ Y \in \mathbb{R}^D : \rho_L(X,Y) \leq \delta \}.
\]
These balls are locally volume doubling as proved in \([23]\).

**Theorem 10 ([23, Theorem 1, pp. 110])** For every compact set \( \mathcal{K} \subseteq \mathbb{R}^D \), there exist constants \( C_1, C_2 \) so that for all \( X \in \mathcal{K} \),
\[
0 < C_1 \leq \frac{|B_L(X, \delta)|}{\Lambda(X, \delta)} \leq C_2 < \infty,
\]
where
\[
\Lambda(X, \delta) := \sum_{1 \leq i_1, \ldots, i_d \leq q} \left| \det(V_{i_1}, \ldots, V_{i_d})(X) \right| \delta^{d_1 + \ldots + d_d}.
\]
Here, the differential operators $V_i, i = 1, \ldots, q$, are also viewed as vector fields, that is,

$$V_i(X) = (v_{i,1}, \ldots, v_{i,q}, 0, \ldots, 0), \quad V_{i,d+1}(X) = -e_i, \quad i = 1, \ldots, d,$$

where $\{e_i, i = 1, \ldots, D\}$ is the canonical basis of $\mathbb{R}^D$. Thus the above determinant for a $D \times D$ matrix. In our case, it is straightforward to check that we have

$$\Lambda(X, \delta) = \sum_{i=1}^{d} |v_i| \delta^{d_i - 1} + \delta^{d_i}, \quad X := (x_1, \ldots, x_d, v_1, \ldots, v_d).$$ (41)

It is then clear that

$$\frac{\|B_L(X, 2\delta)\|}{\|B_L(X, \delta)\|} \leq C_2 \Lambda(X, 2\delta) \leq \frac{C_2 \gamma^d}{C_1},$$ (42)

where the RHS is uniform for all $X \in \mathbb{K}$.

We can now state the pointwise estimates on Green’s function and its partial derivatives in $v$, in the case of our operator $L$. As already remarked before, we do not need estimates for partial derivatives in $x$, which are worse.

**Theorem 11** ([23, Corollary, pp. 114], see also [10, Theorem 1]) Suppose that $D = 2d \geq 2$. For any compact set $\mathbb{K} \subset \mathbb{R}^D$, there exist some finite constants $C_i = C_i(\mathbb{K}, d), i = 1, 2$, such that for any $X = (x, v), Y = (y, w) \in \mathbb{K}$, we have that

$$|G(X, Y)| \leq C_1 \frac{\rho_L(X, Y)^2}{\|B_L(X, \rho_L(X, Y))\|},$$ (43)

$$|\nabla_v G(X, Y)| \leq C_2 \frac{\rho_L(X, Y)}{\|B_L(X, \rho_L(X, Y))\|}.$$ (44)

We check that (43) and (44) are sufficiently integrable near its singularity.

**Proposition 12** Suppose that $D = 2d \geq 2$. There exists some $\eta = \eta(d) > 0$ such that for any compact set $\mathbb{K} \subset \mathbb{R}^D$, and any $X = (x, v) \in \mathbb{K}, \delta \in (0, \infty)$, there are finite constants $C_i(\delta, \mathbb{K}, d), i = 1, 2$ such that

$$\int_{B_L(X, \delta)} |G(X, Y)|^{1+\eta} dY \leq C_1,$$ (45)

$$\int_{B_L(X, \delta)} |\nabla_v G(X, Y)|^{1+\eta} dY \leq C_2.$$ (46)

**Proof.** We prove (45) while the proof of (46) is similar. For $X \in \mathbb{K} \subset \mathbb{R}^D$ compact and $Y \in B_L(X, \delta)$ with $\delta \in (0, \infty)$, they both belong to some other compact set $\mathbb{K}'$ depending only on $\mathbb{K}, \delta$. This fact can be inferred from the meaning of the control metric Definition 8 in the case of our operator $L$. By (44), there exists some $C = C(\mathbb{K}', d)$ such that for any $\eta > 0$,

$$\int_{B_L(X, \delta)} |\nabla_v G(X, Y)|^{1+\eta} dY \leq C \int_{B_L(X, \delta)} \frac{\rho_L(X, Y)^{1+\eta}}{\|B_L(X, \rho_L(X, Y))\|^{1+\eta}} dY \leq C \int_{\sum_{k=0}^{\infty} \int_{B_L(X, \delta^{2^{-k-1}}) \setminus B_L(X, \delta^{2^{-k-1}})} \frac{\rho_L(X, Y)^{1+\eta}}{\|B_L(X, \rho_L(X, Y))\|^{1+\eta}} dY$$

$$\leq \sum_{k=0}^{\infty} \int_{B_L(X, \delta^{2^{-k-1}})} |B_L(X, \delta^{2^{-k-1}})|^{1+\eta} dY \leq \sum_{k=0}^{\infty} \frac{\|B_L(X, \delta^{2^{-k-1}})\|}{\|B_L(X, \delta^{2^{-k-1}})\| \|B_L(X, \delta^{2^{-k-1}})\|} \leq \sum_{k=0}^{\infty} \frac{\|B_L(X, \delta^{2^{-k-1}})\|}{\|B_L(X, \delta^{2^{-k-1}})\| \|B_L(X, \delta^{2^{-k-1}})\|} \leq C_1(\mathbb{K}) \Lambda(X, \delta^{2^{-k-1}}) \geq C_1(\delta^{2^{-k-1}})^{1+\eta}.$$

By (44),

$$\|B_L(X, \delta^{2^{-k-1}})\| \geq C_1(\mathbb{K}) \Lambda(X, \delta^{2^{-k-1}}) \geq C_1(\delta^{2^{-k-1}})^{1+\eta}$$.
Combined with the local volume doubling property (42) of \( B_\delta(\cdot) \), we conclude that
\[
\int_{B_\delta(X,\epsilon)} |\nabla_x G(X,Y)|^{1+n} dY \leq C' \sum_{k=0}^{\infty} 2^{-k(1+\eta-4d\eta)},
\]
for some finite constant \( C' = C'(\delta, d, \delta) \). Choosing \( \eta > 0 \) small enough such that \( 1 + \eta - 4d\eta > 1/2 \), the sum on the RHS is convergent. \( \blacksquare \)

Another remark is that in the case of our operator \(-L\) (35), its Green’s function is translation invariant in \( x \) (but not in \( v \)). That is, we claim that
\[
G(x,v,(y,w)) = G((0,v),(y-x,w)). \tag{47}
\]
This can be seen starting from the explicit kernel \( P_t((x,v),(y,w)) \) associated with the parabolic operator \( \partial_t - L \). Since it is probabilistically linked to Gaussian processes, it can be explicitly calculated that, cf. \([20],[9, Eq. (3.24)-(3.25)]\), \([10, Eq. (1.4)]\),
\[
P_t((x,v),(y,w)) = \left(\frac{\sqrt{3}}{2\pi t}\right)^d \exp \left\{ -\frac{|v-w|^2}{t} - 3\frac{(v-w) \cdot (x-y-tw)}{t^2} - 3\frac{|x-y-tw|^2}{t^3} \right\}
\]
\[
= \left(\frac{\sqrt{3}}{2\pi t}\right)^d \exp \left\{ -3\frac{|v-w|}{2t^{1/2}} + \frac{x-y-tw}{t^{3/2}} \right\}.
\tag{48}
\]
which depends on \( x, y \) through \( y-x \) only. Since the Green’s function is the time-integral of the parabolic kernel (cf. \([35, pp. 109],[22, pp. 220],[11, pp. 276]):\n\[
G((x,v),(y,w)) = \int_0^\infty P_t((x,v),(y,w)) dt,
\]
the same translation invariance with respect to \( x \) transfers to \( G \) and thus we have (47).

5 The control of negligible terms

We proceed to bound all the terms coming out of Itô’s formula applied to \( Y_t \) in Section 3 that are expected to be negligible, thereby completing the proof of Proposition 5. By a slight abuse of notation, we define on the same probability space \( (\Omega,F,\mathbb{P}) \)
\[
X_\delta(t) := (x_\delta(t),v_\delta(t)) := (x_\delta(0) + v_\delta(0)t) + \int_0^t B_\delta(s) ds, \quad v_\delta(0) + B_\delta(t), \quad i \in \mathbb{N}, \quad t \geq 0. \tag{49}
\]
a countable collection of independent particles, with the same Brownian motions \( \{B_\delta(t)\}_{t \geq 0} \), as (1) and same initial condition for \( (x_\delta(0),v_\delta(0)) \), with density \( f_\delta(x,v) \) satisfying Condition (1). The only difference with (1) is that the particles in (49) are non-interacting (i.e. they do not annihilate), hence they are independent, each with infinite lifespan. Further, there is an obvious a.s. domination between (1) and (49) such that whenever \( (x_\delta^n(t),v_\delta^n(t)) \) is active, its trajectory coincides with that of \( (x_t(t),v_t(t)) \).

Lemma 13 Let \( d \geq 1 \). For any \( t \geq 0 \), the density of \( X_\delta(t) - X_\delta(0) \) is uniformly bounded by \( \Gamma \), the uniform bound on \( f_\delta \) in Condition (7). Further, the density \( p(t,x,v) \) of one particle \( X_\delta(t) \) satisfies for every \( t \in [0,T], x,v \in \mathbb{R}^d \), the bound
\[
p(t,x,v) \leq C e^{-|v|^2/C_1} 1_{|v|>C} + \Gamma 1_{|v|<C^2} . \tag{50}
\]
for some constant \( C = C(R,\Gamma,T,d) \), where \( R \) is the maximal radius of the compact support of \( f_\delta \) in Condition (7).

Proof. The Markov generator of a single-particle process \( X_\delta(t) \) is
\[
L := v \cdot \nabla_x + \frac{1}{2} \Delta_v.
\]
(Here we abuse notation and use the same letter $L$ even though the operator \([35]\) discussed in Section \([3]\) differs by $1/2$ in front of the Laplacian.) The hypoellipticity of $L$ implies that $X_t(t)$, $t > 0$, has a smooth density $p(t, x, v)$ with respect to Lebesgue measure of $\mathbb{R}^{d/2}$ \([24]\) Theorems 2.3.2, 2.3.3], and it is the unique solution of the Fokker-Planck equation

$$
\partial_t p(t, x, v) = L^* p(t, x, v)
$$

where $L^*$ is the adjoint of $L$

$$
L^* = -v \cdot \nabla_x + \frac{1}{2} \Delta v.
$$

One can write $p(t, x, v)$ explicitly as

$$
p(t, x, v) = \int f_0(x_0, v_0) P^*_t((x_0, v_0), (x, v)) dx_0 dv_0,
$$

where the kernel $P^*_t$ is given by a formula similar to \([48]\) but with certain sign and constants changes:

$$
P^*_t((x_0, v_0), (x, v)) := \left( \frac{\sqrt{3}}{\pi t^2} \right)^d \exp \left\{ -\frac{1}{2t} \frac{v - v_0}{2t^{1/2}} + \frac{x - x_0}{t^{3/2}} \right\} \left( 1 - \frac{\|v - v_0\|^2}{2t} \right). \tag{52}\]

It then follows (e.g. from probabilistic representation of the solution of \([51]\), cf. \([27]\) pp. 254, Eq. (21)), \([15]\) Lemma 2.4 (ii)) that

$$
\|p(t, \cdot)\|_{L^\infty} \leq \|f_0\|_{L^\infty} \leq \Gamma.
$$

Since the density of $X_t(t) - X_s(t)$ is a convolution between the respective densities of $X_t(t)$ and $-X_s(t)$, the two being independent, we conclude that it is also uniformly bounded by $\Gamma$.

Turning to a finer bound on $p(t, x, v)$ when $|v|$ is large compared to $T$ and $R$, we note that by \([52]\),

$$
p(t, x, v) = \int_{\mathbb{R}^{d/2}} f_0(x_0, v_0) P^*_t((x_0, v_0), (x, v)) dx_0 dv_0
$$

$$
\leq C(\Gamma) \int_{|x_0|, |v_0| \leq R} \frac{1}{t^{d/2}} \exp \left\{ -\frac{|v - v_0|^2}{4t} \right\} dx_0 dv_0.
$$

If $|v_0| \leq R$ and

$$
|v| \geq 2R + T \geq t,
$$

then $|v - v_0| \geq |v|/2$ and $\lambda := |v|^2/t \geq |v|$. Hence, for any such $v$ we have that

$$
p(t, x, v) \leq C(\Gamma) R^{d/2} \frac{|v|^d}{t^{d/2}} e^{-\frac{|v|^2}{4t}} \leq C(\Gamma, R, T, d) \lambda^{d/2} e^{-\lambda^2/16}.
$$

Since $\lambda \mapsto \lambda^{d/2} e^{-\lambda^2/16}$ is decreasing for $\lambda \geq |v| \geq \lambda_0$ for some $\lambda_0(d) < \infty$, we get the bound

$$
p(t, x, v) \leq C|v|^{2d} e^{-|v|/C},
$$

for any $|v| \geq C, x \in \mathbb{R}^d$ and $t \in [0, T]$, where $C = C(\Gamma, R, T, d)$ is a finite constant. Further adjusting the constant $C$ to absorb the polynomial factor, we get \([50]\).

The following proposition bounds \([22]\). We note at this stage that since the independent system \([49]\) dominates our true system \([11]\) in terms of lifespan, it suffices to prove all the following propositions for \([49]\).

**Proposition 14** For any finite $T$ and $d \geq 1$, we have that

$$
\lim_{|v| \to \infty} \limsup_{N \to \infty} \int_0^T dt \frac{1}{N} \sum_{i,j=1}^N \left| \nabla_x \psi(t, x_j(t), v_j(t)) \psi(t, v_j(t)) \frac{1}{H^{e_1}} \right| = 0.
$$
Proof. Recall that we have denoted by $K = K^\phi,\psi$ the maximal radius of the compact supports of $\phi, \psi$, and defined a compactly-supported function $\chi^K : \mathbb{R}^d \to [0, 1]$ \cite{14}. For the quantity in the thesis, it suffices to consider

$$|x_i(t), |x_j(t)|, |v_i(t)|, |v_j(t)| \leq K$$

(otherwise one of the arguments of $\phi$ and $\psi$ is zero). When this is the case, we have that

$$|x_i(t) - x_j(t)|, |v_i(t) - v_j(t)| \leq 2K.$$

We control each term of the double sum in the thesis, and by exchangeability it suffices to focus on the term containing the particles with index $1$ and $2$:

$$\mathbb{E} \int_0^T dt |v_1(t) - \nabla_x \phi(t, x_1(t), v_1(t)) \psi(x_2(t), v_2(t)) H^{c,z}(x_1(t) - x_2(t), v_1(t) - v_2(t))|$$

$$\leq K \|\phi\|_{L^1} \|\psi\|_{L^1} \mathbb{E} \int_0^T dt \left| H^{c,z}(x_1(t) - x_2(t), v_1(t) - v_2(t)) \right| \chi^K(x_1(t) - x_2(t)) \chi^K(v_1(t) - v_2(t)).$$

Denote by $p^{12}(t, x, v)$ the density of $(x_1(t) - x_2(t), v_1(t) - v_2(t))$, which by Lemma \cite{13} is uniformly bounded by $\Gamma$. We can write the expectation above explicitly as

$$\int_0^T dt \iint_{\mathbb{R}^{2d}} |H^{c,z}(x, v)| \chi^K(x) \chi^K(v) p^{12}(t, x, v)dxdv.$$  

By \cite{38, 41}, a change of variables $\tilde{y} = y - x$ and the symmetry of $\theta^e$, we have that

$$H^{c,z}(x, v) = \iint_{\mathbb{R}^{2d}} G((0, v), (y, w)) \left| \theta^e(y) - \theta^e(y + z) \right| \chi^K(w) dydw$$

$$= \iint_{\mathbb{R}^{2d}} G((0, v), (y - x, w)) \left| \theta^e(y) - \theta^e(y + x) \right| \chi^K(w) dydw$$

$$= \iint_{\mathbb{R}^{2d}} G((0, v), (\tilde{y}, w)) \left| \theta^e(\tilde{y} + x) - \theta^e(\tilde{y} + x + z) \right| \chi^K(w) d\tilde{y}dw$$

$$= \iint_{\mathbb{R}^{2d}} G((0, v), (\tilde{y}, w)) \left| \theta^e(-\tilde{y} - x) - \theta^e(-\tilde{y} - x - z) \right| \chi^K(w) d\tilde{y}dw$$

$$= \iint_{\mathbb{R}^{2d}} G((0, v), (\tilde{y}, w)) \left| \theta^e(-\tilde{y}) \right| \chi^K(w) d\tilde{y}dw.  \quad \text{(54)}$$

It yields that

$$\iint_{\mathbb{R}^{2d}} |H^{c,z}(x, v)| \chi^K(x) \chi^K(v) p^{12}(t, x, v) dxdv$$

$$\leq \iint_{\mathbb{R}^{2d}} G((0, v), (\tilde{y}, w)) - G((0, v), (\tilde{y} - z, w)) \chi^K(w) \left( \iint_{\mathbb{R}^d} \theta^e(-\tilde{y} - x) \chi^K(x) \chi^K(v) p^{12}(t, x, v)dxdv \right) d\tilde{y}dw$$

$$\xrightarrow{e \to 0} \iint_{\mathbb{R}^{2d}} G((0, v), (\tilde{y}, w)) - G((0, v), (\tilde{y} - z, w)) \chi^K(w) \chi^K(-\tilde{y}) \chi^K(v) p^{12}(t, -\tilde{y}, v) d\tilde{y}dw.$$  

Since the RHS no longer depends on $e$, and also $p^{12}$ is bounded uniformly by $\Gamma$, it suffices to prove that the following converges to 0 as $|z| \to 0$:

$$\iint_{\mathbb{R}^{2d}} G((0, v), (\tilde{y} - z, w)) \chi^K(w) \chi^K(-\tilde{y}) \chi^K(v) d\tilde{y}dw.$$

By the continuity of $G$, the integrand converges to 0 as $|z| \to 0$ Lebesgue a.e. Further, due to the compact support of $w, \tilde{y}, v$ we can apply the finite measure case of Vitali’s convergence theorem, if we can check uniform integrability. By the de la Vallée-Poussin theorem it is enough to check that there exists some $\eta = \eta(d) > 0$ and $C = C(K, d)$ finite such that

$$\sup_{|z| \leq \eta} \iint_{\mathbb{R}^{2d}} |G((0, v), (\tilde{y} - z, w))|^{1+\eta} \chi^K(w) \chi^K(-\tilde{y}) \chi^K(v) d\tilde{y}dw < C. \quad \text{(55)}$$
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Note that the support of $(0, v)$ is in a compact set, the Euclidean ball $B_{2d}((0, 0), 2K)$ in $\mathbb{R}^{2d}$. By (46) there exists a ball in the metric $\rho_{j}$ of some radius $K'$ (depending only on $K$ and $d$) such that for any $|z| \leq 1$ and $-\overline{y}, w$ in the compact support of $\chi^k$,

$$(\overline{y} - z, w) \in B_{2d}((0, 0), 16K) \cap B_{2d}((0, 0), 32K) \subset B_{L}((0, 0), K').$$

Hence, we are in the setting of Proposition 12. By (45) there exists some $\eta = \eta(d) > 0$ and constant $C = C(K, K', d)$ finite such that for any fixed $v$ with $|v| \leq 2K$ we have that

$$\int_{B_{L}((0,0),K')} \left| G((0, v), (\overline{y} - z, w)) \right|^1 d\overline{y} dw \leq C.$$

Integrating further in $|v| \leq 2K$ yields a different constant which proves (33), hence the whole thesis. □

**Remark 15** An analogous proof as in Proposition 14 can treat (18), (21) and (23) and prove their negligibility. Indeed, they are all of the form of an averaged (by $N^{-2}$) double sum over distinct pairs of particles $i \neq j$, of an expression that consists of $H^{e-2}(x_i - x_j, v_i - v_j)$ multiplied by two compact-supported smooth test functions localizing all four variables $x_i, x_j, v_i, v_j$. Since it is an averaged double sum, we can focus on controlling the term of a particular pair $i = 1, j = 2$. Despite the test functions slightly differ, we only use that they are bounded and that they make the variables compactly supported. Finally, the uniform boundedness of the particle joint density $p^{t \mid 0}$ suggests that the time-integral $\int_{0}^{T} \int_{\mathbb{R}^{2d}}$ is not important, and the same proof works for the terms (18), corresponding to the process $Y$, at initial and terminal times.

To prepare for the next proposition, we require a crude pointwise bound on $H^{e-2}$ and its partial derivative in $v$. It suffices to derive such for the function $U^e$.

**Lemma 16** Suppose that $D = 2d \geq 2$. For any compact set $K \subset \mathbb{R}^D$, there exists some finite constant $C = C(K, K, \theta, d)$ such that for any $(x, v) \in K$ we have that

$$|U^e(x, v)|, |\nabla_v U^e(x, v)| \leq Ce^{-d}.$$  \hspace{1cm} (56)

**Proof.** We prove the thesis for the gradient, the other part being similar. Recall (38), we have that

$$\nabla_v U^e(x, v) = \int_{\mathbb{R}^{2d}} \nabla_v G((x, v), (y, w)) \theta'(y) \chi^k(y) dy dw.$$

Note that, with the function $\chi^1$ defined in (14), we can write

$$\theta'(y) \leq e^{-d} ||\theta||_{L^\infty} \chi^1(y).$$

Hence, by (36) (with $\eta = 0$), there exists some finite constant $C = C(K, \theta, d)$ such that for any $(x, v) \in K$, we have

$$|\nabla_v U^e(x, v)| \leq e^{-d} ||\theta||_{L^\infty} \int_{\mathbb{R}^{2d}} |\nabla_v G((x, v), (y, w))| \chi^1(y) \chi^k(y) dy dw \leq e^{-d} C.$$

Indeed, the range of integration of $(y, w)$ is in $B_{2d}((0, 0), 8K)$, which is inside $B_{L}((x, v), K')$ for some $K' < \infty$ depending on $K, K$, uniformly for all $(x, v) \in K$. □

The following proposition bounds (25). An analogous proof can treat (29) and prove its negligibility. Indeed, note that the only difference between (28) and (29) are their test functions, i.e. instead of $\psi$ we have $\nabla_v U^e$ or instead of $U^e\phi$ we have $\phi$. The proof only used that they are smooth bounded and they localize the variables $x_i, x_j, v_i, v_j$ in compact sets.

**Proposition 17** For any finite $T$ and $d \geq 1$, we have that

$$\lim_{|v| \to 0} \limsup_{N \to \infty} \int_{0}^{T} dt \left\{ - \frac{1}{N} \sum_{i=1}^{N} \sum_{j \neq i} \nabla_v H^{e-2}(x_i(t) - x_j(t), v_i(t) - v_j(t)) \phi(t, x_i(t), v_i(t)) \psi(x_j(t), v_j(t)) \\
+ \sum_{j \neq i} H^{e-2}(x_i(t) - x_j(t), v_i(t) - v_j(t)) \nabla_v \phi(x_i(t), v_i(t)) ) \right\}^2 = 0.
\textbf{Proof.} First, using the elementary inequality \(| \sum_{k=1}^{M} a_k |^2 \leq M \sum_{k=1}^{M} |a_k|^2 \), it suffices to bound separately

\[ \mathbb{E} \int_0^T dt \frac{1}{N^2} \sum_{i,j=1}^N \left| \nabla_i H^{\epsilon,z}(x_i(t) - x_j(t), v_i(t) - v_j(t)) \phi(t, x_i(t), v_i(t)) \psi(x_j(t), v_j(t)) \right|^2 \quad (57) \]

and

\[ \mathbb{E} \int_0^T dt \frac{1}{N^2} \sum_{i,j=1}^N \left| H^{\epsilon,z}(x_i(t) - x_j(t), v_i(t) - v_j(t)) \psi(x_j(t), v_j(t)) \nabla_i \phi(t, x_i(t), v_i(t)) \right|^2. \quad (58) \]

With the arguments of \( H^{\epsilon,z} \) in a compact set, we can bound one term of the square in \((58)\) by the crude bound \((56)\) in Lemma\(^{15}\) then using the relation \( e^{-d} \leq N \) in Condition\(^2\) we get that

\[ (58) \leq C(K, d, \vartheta) \| \phi \|_{L^1} \| \psi \|_{L^\infty} \mathbb{E} \int_0^T dt \frac{1}{N^2} \sum_{i,j=1}^N \left| H^{\epsilon,z}(x_i(t) - x_j(t), v_i(t) - v_j(t)) \psi(x_j(t), v_j(t)) \nabla_i \phi(t, x_i(t), v_i(t)) \right|. \]

This expression is negligible which can be proved with the same argument as Proposition\(^{14}\) as it involves the same type of double sum. Only the text functions look different, but all we use of the text functions are their boundedness and that they localize the variable in a compact set.

Turning to \((57)\), again by \((56)\) and Condition\(^2\) it is sufficient to bound

\[ \mathbb{E} \int_0^T dt \frac{1}{N^2} \sum_{i,j=1}^N \left| \nabla_i H^{\epsilon,z}(x_i(t) - x_j(t), v_i(t) - v_j(t)) \psi(x_j(t), v_j(t)) \phi(t, x_i(t), v_i(t)) \right|. \]

The proof of the negligibility of the above quantity is analogous to the proof presented in Proposition\(^{14}\) just using the bound \((45)\) for the gradient instead of \((45)\), hence we only sketch the idea. Indeed, as in \((54)\), we have that

\[ \nabla_i H^{\epsilon,z}(x,v) = \int_{\mathbb{R}^d} \left[ \nabla_i G((0,v), (\tilde{y},w)) - \nabla_i G((0,v), (\tilde{y} - z, w)) \right] \theta^\epsilon(-\tilde{y} - x) \chi^K(w) \text{d}\tilde{y} \text{d}w. \]

One can now take \( \epsilon \to 0 \) to obtain

\[ \limsup_{\epsilon \to 0} \int_{\mathbb{R}^d} |\nabla_i H^{\epsilon,z}(x,v)| \chi^K(x) \chi^K(v) \text{p}^{12}(t, x, v) \text{d}x \text{d}v \leq \int_{\mathbb{R}^d} \left| \nabla_i G((0,v), (\tilde{y},w)) - \nabla_i G((0,v), (\tilde{y} - z, w)) \right| \chi^K(w) \chi^K(\tilde{y}) \chi^K(v) \text{p}^{12}(t, \tilde{y} - z, v) \text{d}\tilde{y} \text{d}w \text{d}v. \]

In order to use Vitali convergence theorem to take \(|z| \to 0\), we need to check uniform integrability similar to \((55)\). In this case, the estimate \((45)\) guarantees the existence of some \( \eta = \eta(d) > 0 \) and \( C = C(K,d) \) finite such that

\[ \sup_{|z| \leq \eta} \int_{\mathbb{R}^d} \left| \nabla_i G((0,v), (\tilde{y} - z, w)) \right| \chi^K(w) \chi^K(\tilde{y}) \chi^K(v) \text{d}\tilde{y} \text{d}w \text{d}v < C. \]

\[ \blacksquare \]

The following proposition bounds \((24)\). The same proof can treat \((25)\), indeed its structure is the same as \((24)\) except the roles of \( \phi \) and \( \psi \) are permuted. Since they are both smooth test functions, this fact does not alter the proof in an essential way. For \((26)\), note that upon bounding \( \| \theta^\epsilon \|_{L^\infty} \leq e^{-d} \| \theta \|_{L^\infty} \) and using \( e^{-d} \leq N \), it reduces to Proposition\(^{14}\)

\textbf{Proposition 18} For any finite \( T \) and \( d \geq 1 \), we have that

\[ \limsup_{|z| \to 0} \limsup_{N \to \infty} \mathbb{E} \int_0^T dt \frac{1}{N^3} \sum_{i \neq j \neq k=1}^N \theta^\epsilon(x_i(t) - x_k(t)) \cdot \left| H^{\epsilon,z}(x_i(t) - x_j(t), v_i(t) - v_j(t)) \phi(t, x_i(t), v_i(t)) \psi(x_j(t), v_j(t)) \right| = 0. \]
Proof. First, we note that for $j = k$, we can bound $\|\theta^j\|_{L^\infty} \leq e^{-d} \|\theta\|_{L^\infty}$ and with the condition $e^{-d} \leq N$, we have a contribution

$$E \int_0^T dt \frac{1}{N^3} \sum_{i \neq j} \theta^j(x_i(t) - x_j(t)) \left| H^{x^j}(x_i(t) - x_j(t), \nu_i(t) - \nu_j(t)) \phi(t, x_i(t), \nu_i(t)) \psi(x_i(t), \nu_i(t)) \right|$$

$$\leq E \int_0^T dt \frac{1}{N^3} \sum_{i \neq j} \left| H^{x^j}(x_i(t) - x_j(t), \nu_i(t) - \nu_j(t)) \phi(t, x_i(t), \nu_i(t)) \psi(x_i(t), \nu_i(t)) \right|,$$

whose negligibility follows from Proposition\textsuperscript{13}. Hence, it suffices to consider the contribution of $i \neq j \neq k$ all distinct. By similar considerations as in the beginning of the proof of Proposition\textsuperscript{13} it suffices to bound each term of the form

$$\int_0^T dt \theta^i(x_i(t) - x_j(t)) \left| H^{x^i}(x_i(t) - x_j(t), \nu_i(t) - \nu_j(t)) \right| \mathcal{X}^K(x_i(t)) \mathcal{X}^K(x_j(t)) \mathcal{X}^K(\nu_i(t)) \mathcal{X}^K(\nu_j(t)).$$

By independence, the joint density of $(x_i(t), \nu_i(t))_{i=1}^3$ is given by $\prod_{i=1}^3 \rho(t, x_i, \nu_i)$. We write the above expectation explicitly

$$\int_0^T dt \int_{R^d} \theta^i(x_i - x_j) \left| H^{x^i}(x_i - x_j, \nu_i - \nu_j) \right| \mathcal{X}^K(x_i) \mathcal{X}^K(x_j) \mathcal{X}^K(\nu_i) \mathcal{X}^K(\nu_j) \prod_{i=1}^3 \rho(t, x_i, \nu_i) dx_i d\nu_i.$$

By \textsuperscript{50} estimate for the one-particle density, we integrate first in $x_j, v_j$

$$\int_{R^d} \theta^i(x_i - x_j) \rho(t, x_i, \nu_i) dx_i d\nu_i \leq \int_{R^d} \theta^i(x_i - x_j) \left[ C e^{-|v|/C} \mathds{1}_{|v| \leq C} + \Gamma_1^{1+|v|} \right] dx_j d\nu_j \leq C'(\Gamma, R, T, d),$$

where we used that $\int \theta^i(x_i - x_j) dx_i = 1$ for any $x_i$. We are left to bound

$$\int_0^T dt \int_{R^d} \left| H^{x^i}(x_i - x_j, \nu_i - \nu_j) \right| \mathcal{X}^K(x_i) \mathcal{X}^K(x_j) \mathcal{X}^K(\nu_i) \mathcal{X}^K(\nu_j) \prod_{i=1}^3 \rho(t, x_i, \nu_i) dx_i d\nu_i.$$  

Recall the definition of $\mathcal{X}^K$\textsuperscript{14} that $x_i, x_j, \nu_i, \nu_j \in \text{supp}(\mathcal{X}^K)$ implies that $x_i - x_j, \nu_i - \nu_j \in \text{supp}(\mathcal{X}^K)$, and $\mathcal{X}^K(x_i - x_j) = \mathcal{X}^K(\nu_i - \nu_j) = 1$. Also $\rho(t, x_i, \nu_i) \leq \Gamma, i = 1, 2, \text{hence the preceding display can be bounded above by}$

$$TT^2 \int_{R^d} \left| H^{x^i}(x_i - x_j, \nu_i - \nu_j) \right| \mathcal{X}^K(x_i) \mathcal{X}^K(x_j) \mathcal{X}^K(\nu_i) \mathcal{X}^K(\nu_j) \prod_{i=1}^3 \rho(t, x_i, \nu_i) dx_i d\nu_i d\nu_i d\nu_i$$

$$\leq \mathcal{X}^K \int_{R^d} \left| H^{x^i}(\tilde{x}, \tilde{\nu}) \right| \mathcal{X}^K(\tilde{x}) \mathcal{X}^K(\tilde{\nu}) \mathcal{X}^K(\tilde{x} + x_j) \mathcal{X}^K(\tilde{\nu} + \nu_j) \mathcal{X}^K(\tilde{\nu} + \nu_j + \nu_j) \mathcal{X}^K(\nu_j) \mathcal{X}^K(\nu_j) \mathcal{X}^K(\nu_j) \mathcal{X}^K(\nu_j) \rho(t, x_j, \nu_j) \rho(t, x_j, \nu_j) \rho(t, x_j, \nu_j) \rho(t, x_j, \nu_j) dx_j d\nu_j d\nu_j d\nu_j$$

$$\leq C(K) TT^2 \int_{R^d} \left| H^{x^i}(\tilde{x}, \tilde{\nu}) \right| \mathcal{X}^K(\tilde{x}) \mathcal{X}^K(\tilde{\nu}) \mathcal{X}^K(\tilde{x}) \mathcal{X}^K(\tilde{\nu}) \rho(t, x_j, \nu_j) \rho(t, x_j, \nu_j) \rho(t, x_j, \nu_j) \rho(t, x_j, \nu_j) dx_j d\nu_j d\nu_j d\nu_j,$$

where the second line is due to a change of variable, the third line due to $\mathcal{X}^K \in [0, 1]$ and the last line is because the integration in variables $x_j, \nu_j$ is over the compact support of $\mathcal{X}^K$.

The resulting expression can be treated in the same way as \textsuperscript{53} in the proof of Proposition\textsuperscript{13} and its negligibility in the limit $N \to \infty$ followed by $|z| \to 0$ follows therefrom.

Finally, we remark that the control of \textsuperscript{50}, \textsuperscript{13}, \textsuperscript{2} reduces to Propositions\textsuperscript{13} and \textsuperscript{14}. Indeed, take \textsuperscript{50}, for instance, using the elementary inequality $|\sum_{i=1}^M t_i |^2 \leq M \sum_{i=1}^M |t_i|^2$ and the bound \textsuperscript{56}, we have that

$$\textsuperscript{50} = E \int_0^T dt \frac{1}{N^3} \sum_{i \neq j \neq k} \theta^i(x_i(t) - x_j(t)) \left| \sum_{i,j \neq i} H^{x^i}(x_i(t) - x_j(t), \nu_i(t) - \nu_j(t)) \phi(t, x_i(t), \nu_i(t)) \psi(t, x_i(t), \nu_i(t)) \right|^2$$
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\[
\leq E \int_0^T dt \sum_{i \neq j=1}^N \frac{1}{N^3} \theta^x (x^N_i(t) - x^N_j(t)) \left| H^{v,l}(x^N_i(t) - x^N_j(t), \nu^N_i(t) - \nu^N_j(t)) \psi \right|^2
\]

\[
\leq C \|\phi\|_{L^2} \|\psi\|_{L^2} E \int_0^T dt \sum_{i \neq j=1}^N \frac{1}{N^3} \theta^x (x^N_i(t) - x^N_j(t)) \left| H^{v,l}(x^N_i(t) - x^N_j(t), \nu^N_i(t) - \nu^N_j(t)) \psi \right|.
\]

It then reduces to Propositions \[18\], \[21\] and, by the discussions in Section \[5\], we have established Proposition \[5\].

6 Tightness and subsequential convergence

We show that for any finite \(T\), the laws of the sequence \(\{\mu^N_t(dx, dv) : t \in [0, T]\}_{N \in \mathbb{N}}\) of \(D_T(M_{a,1})\)-valued random variables is tight, hence weakly relatively compact by Prokhorov’s theorem, where \(D_T(M_{a,1}) = D([0, T]; M_{a,1}(\mathbb{R}^d))\) is the Skorohod space \[4\].

**Proposition 19** If (a), there exists constant finite \(C_1\) such that for any \(N \in \mathbb{N}\) and \(t \in [0, T]\) we have that

\[E \int_{\mathbb{R}^d} (|x| + |v|) \mu^N_t(dx, dv) \leq C_1; \tag{59}\]

and (b), there exists some \(\beta > 0\) such that for every \(\phi \in C_c^\infty(\mathbb{R}^d)\) there exists \(C(\phi) < \infty\) such that for all \(N\) and all stopping times \(\tau \leq T\), \(\gamma > 0\) small enough and \(0 < \alpha < \gamma\),

\[E \left| \langle \mu^N_{\tau + \gamma}, \phi \rangle - \langle \mu^N_\tau, \phi \rangle \right| \leq C(\phi) \gamma^\beta; \tag{60}\]

then the laws \(\{P_N\}_N\) of the sequence \(\{\mu^N_t : t \in [0, T]\}_{N \in \mathbb{N}}\) is tight.

**Proof.** Tightness of a collection of laws on a Skorohod space \(D([0, T]; E)\), where \(E\) is a complete separable metric space, is well-studied in the literature; it builds on the characterization of compact sets in these spaces, e.g. \[3\] Theorem 3.12.3, \[8\] Theorem 3.6.3, \[19\] Proposition 4.1.2.

Specializing to our case, \(E = M_{a,1}(\mathbb{R}^d)\), endowed with the following metric that metrizes weak convergence, cf. \[19\] pp. 49, Eq. (1.1), \[13\] Section 5.1

\[\delta(\mu, \nu) := \sup_{\phi \in C_c^\infty(\mathbb{R}^d)} \left| \langle \mu, \phi \rangle - \langle \nu, \phi \rangle \right|, \quad \mu, \nu \in M_{a,1}(\mathbb{R}^d), \tag{61}\]

where \(\{\phi_k\}_{k=1}^\infty\) is a fixed dense sequence in \(C_c^\infty(\mathbb{R}^d)\). Recall \[19\] Theorem 4.1.3, Proposition 4.1.6] that a sequence of probability law \(\{P_N\}_N\) on \(D_T(M_{a,1})\) is relatively compact if the following two conditions hold: (a'). For every \(t > 0\) and \(t_1 > 0\), there exists a compact set \(K(t, i) \subset M_{a,1}\) such that

\[\sup_N P_N (\mu_t \notin K(t, i)) < t. \tag{62}\]

(b'). For every \(t > 0\),

\[\lim_{t \to 0} \sup_{N \to \infty} \sup_{\tau \in T_T, \tau \leq t} P_N (\delta(\mu_\tau, \mu_{\tau + \gamma}) > t) = 0. \tag{63}\]

where \(T_T\) is the set of stopping times \(\leq T\).

Now recall that given \(R < \infty\), the set

\[K^R := \left\{ \mu \in M_{a,1}(\mathbb{R}^d) : \int_{\mathbb{R}^d} (|x| + |v|) \mu(dx, dv) \leq R \right\}\]

is relatively compact in \(M_{a,1}(\mathbb{R}^d)\), since it consists of a tight collection of subprobability measures on \(\mathbb{R}^d\). Indeed, for any \(A > 0\) we have that

\[\sup_{\mu \in K^R} \mu ((x, v) \in \mathbb{R}^d : |x| + |v| > A) \leq \sup_{\mu \in K^R} \frac{1}{A} \int_{\mathbb{R}^d} (|x| + |v|) \mu(dx, dv) \leq \frac{R}{A}. \]
Therefore, condition \((59)\) implies that
\[
P_N \left( \mu_i \notin \mathbb{R}^d \right) \leq P \left( \int_{\mathbb{R}^d} (|x| + |v|) \mu(dx, dv) > R \right) \leq \frac{1}{R} \int_{\mathbb{R}^d} (|x| + |v|) \mu(dx, dv) \leq \frac{C_i}{R},
\]
by Markov’s inequality, and the RHS can be made as small as one wants, uniformly in \(N\) (and \(i\)) upon choosing \(R\) large enough. This yields condition \((62)\).

Turning to consider \((60)\), let us denote \(c_1 = C(\phi_i)\) the constant on the RHS of \((60)\). Given any \(\tau > 0\), let \(k_0 = k_0(\tau)\) be the largest integer \(k'\) such that \(\sum_{k=0}^{k'} \frac{2^k}{2^k} \geq \tau/2\). By the definition of \((61)\), we have that
\[
\delta \left( \mu_1, \mu_{t+\tau} \right) \leq \sum_{k=1}^{k_0} \frac{1}{2^k} \left| \left( \mu_1, \phi_k \right) - \left( \mu_{t+\tau}, \phi_k \right) \right| + \frac{\tau}{2}.
\]
Hence,
\[
P_N \left( \delta \left( \mu_1, \mu_{t+\tau} \right) > \tau \right) \leq P_N \left( \sum_{k=1}^{k_0} \frac{1}{2^k} \left| \left( \mu_1, \phi_k \right) - \left( \mu_{t+\tau}, \phi_k \right) \right| > \frac{\tau}{2} \right)
\leq \sum_{k=1}^{k_0} P_N \left( \left| \left( \mu_1, \phi_k \right) - \left( \mu_{t+\tau}, \phi_k \right) \right| > \frac{\tau}{2} \right).
\]
By \((60)\) and Markov’s inequality, for every \(k \leq k_0\) and \(\tau \in T, \sigma \leq \gamma,\)
\[
P_N \left( \left| \left( \mu_1, \phi_k \right) - \left( \mu_{t+\tau}, \phi_k \right) \right| > \frac{\tau}{2} \right) \leq \frac{2}{\tau} \int_{\mathbb{R}^d} \left| \left( \mu_1, \phi_k \right) - \left( \mu_{t+\tau}, \phi_k \right) \right| \leq \frac{2c_2}{\tau}.
\]
Given any \(\lambda > 0\), there exists \(\gamma_0 = \gamma_0(\lambda, \mu, c_1, \ldots, c_{k_0}) > 0\) such that \(2c_2/\tau < \lambda / \tau^2\) for all \(k \leq k_0\) and \(\gamma \in (0, \gamma_0)\).
Thus, for all \(N\) and \(\tau \in T, \sigma \leq \gamma, \gamma < \gamma_0\), we have that
\[
P_N \left( \delta \left( \mu_1, \mu_{t+\tau} \right) > \tau \right) \leq \sum_{k=1}^{k_0} \frac{\lambda}{2k} < \lambda.
\]
Since \(\lambda > 0\) is arbitrary, we get \((63)\). This completes the proof that \((59)\)–\((60)\) is a sufficient condition for the sequence of laws \(P_N\) to be tight. \(\blacksquare\

Now we check the two conditions in our case. Despite that \((60)\) involves stopping times, with proper conditioning on the stopped filtration at \(\tau\) and using the strong Markov property, it is enough to write the proof for deterministic times \(s, t\).

For (a), by the exchangeability of independent particles \(\{x_i(t), v_i(t)\}_{i=1}^{\infty}\) \((69)\) whose trajectories coincide with the active particles in the true system \(\{x^N(t)\}_{i=1}^{\infty}\) \((1)\), we have that
\[
\mathbb{E} \int_{\mathbb{R}^d} (|x| + |v|) \mu_N^N(dx, dv) = \frac{1}{N} \sum_{i=1}^{N(0)} \mathbb{E}(|x^N_i(t)| + |v^N_i(t)|)
\leq \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}(|x_i(t)| + |v_i(t)|) = \mathbb{E}(|x_1(t)| + |v_1(t)|).
\]
Since
\[
(x_1(t), v_1(t)) = (x_1(0) + v_1(0)t + \int_0^t B_1(s)ds, v_1(0) + B_1(t))
\]
for any \(t \in [0, T]\) and \((x_1(0), v_1(0))\) is compactly supported in \([0, R] \times [0, R]\) by Condition \((1)\) we have that
\[
\mathbb{E}|v_1(t)| \leq R + \mathbb{E}|B_1(t)| \leq R + c_2 \sqrt{T}
\]
\[
\mathbb{E}|x_1(t)| \leq R + RT + \mathbb{E} \int_0^t |B_1(s)|ds \leq R(1 + T) + c_4 T^{3/2}.
\]
Fix any weak subsequential limit where, as in the analysis of Section 2 we can bound along the full sequence, we have that the pair converges weakly along system, by (50) we have that 

\[ \theta(x_i^n(u) - x_j^n(u))\phi(x_i^n(u), v_i^n(u)) + \phi(x_i^n(u), v_j^n(u)) \] 

Further, upon dominating by the independent system, by we have that 

\[ \mathbb{E}[M^\phi_s, \phi, \mu_x^n - M^\phi_s, \phi, \mu_x^n] \leq \frac{1}{N^2} \mathbb{E} \left[ \sum_{i \in \mathbb{N}} |\nabla_x \phi(x_i^n, v_i^n)|^2 \right] du \leq \frac{\|\phi\|_{L^2}^2}{N} |t - s|, \]

where, as in the analysis of Section 2 we can bound 

\[ \int \left[ v \cdot \nabla_x \phi + \frac{1}{2} \Delta_x \phi, \mu_x^n \right] du \leq (K^\phi \|\phi\|_{C^1} + \|\phi\|_{C^1}) |t - s|, \]

where \( K^\phi \) denotes the maximal radius of the compact support of \( \phi \). Further, upon dominating by the independent system, by we have that 

\[ \mathbb{E}[M^\phi_s, \phi, \mu_x^n - M^\phi_s, \phi, \mu_x^n] \leq \frac{1}{N^3} \mathbb{E} \left[ \sum_{i \in \mathbb{N}} \sum_{j \neq i} \theta(x_i^n(u) - x_j^n(u)) |\phi(x_i^n, v_i^n)| \right] du \]

\[ \leq \frac{e^{-\beta}}{\|\theta\|_{L^\infty}} \frac{\|\phi\|_{L^2}^2}{N} |t - s| \leq \|\theta\|_{L^\infty} \|\phi\|_{L^2}^2 |t - s|, \]

due to \( \theta(x_i - x_j)dx_2 = 1 \) for any \( x_i \) and then \( \phi(x_i, v_i) \) has compact support. Thus, we verified (b) with \( \beta = 1/2 \).

We now show that any weak subsequential limit of \{\mu_x^n : t \in [0, T]\} is supported on the subset of \( D_\nu(M_{x_1}) \) that are absolutely continuous with respect to Lebesgue measure of \( \mathbb{R}^{2d} \), for every \( t \in [0, T] \), and its density is dominated from above by \( p(t, x, v) \) of \( \nu_0 \). To this end, we consider also the empirical measure of the independent system \( \nu_0 \):

\[ \mu_x^{N, t}(dx, dv) := \frac{1}{N} \sum_{i=1}^N \delta_{(x_i^n(u), v_i^n)}(dx, dv), \quad t \in [0, T]. \]

Since the continuous paths \( (x_i(t), v_i(t), t \geq 0) \) are independent and identically distributed, by Varadarajan’s theorem (Theorem 11.4.1), a.s. for every \( t \in [0, T] \)

\[ \mu_x^{N, t}(dx, dv) \overset{N \to \infty}{\longrightarrow} \mu_\nu^{t}(dx, dv) := p(t, x, v)dx dv, \]

where \( p(t, x, v) \) is the one-particle density, and \( \mu_\nu^{t} \) is deterministic. Consider now the joint process of empirical measures

\[ \{ \mu_x^{N, t} : t \in [0, T] \}_{N \in \mathbb{N}}. \]

Fix any weak subsequential limit \( \mu_\nu^{t} \) of \{\mu_x^n \}_{n} along some subsequences \{N_k\}_k. Since \{\mu_x^{N, t} \}_{N \in \mathbb{N}} converges a.s. to \( \mu_\nu^{t} \) along the full sequence, we have that the pair converges weakly along \{N_k\}:

\[ (\mu_x^{N_k, t} : t \in [0, T]) \overset{k \to \infty}{\longrightarrow} (\mu_\nu^{t} : t \in [0, T]). \]
By Skorohod’s representation theorem, there exists an auxiliary probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\) and a sequence of random variables defined thereon with the same distributions as the ones in (54) (by an abuse of notation we denote hereafter by the same letters) such that the convergence in (54) is a.s. By the domination of paths between true and independent systems, a.s. for any open set \(A \subset \mathbb{R}^d\), \(t \geq 0\) and \(k \in \mathbb{N}\),

\[
0 \leq \mu_n^N(A) \leq \mu_n^{N,t}(A).
\]

As \(k \to \infty\), convergence in Skorohod topology implies that a.s. for any open set \(A\), \(t \in [0,T]\),

\[
0 \leq \mathbb{P}_i(A) \leq \mathbb{P}_i^t(A).
\]

Approximating a Borel set \(B \subset \mathbb{R}^d\) by a sequence of open sets \(A_j \downarrow B\), we have that a.s. for any Borel sets \(B\) and \(t \in [0,T]\),

\[
0 \leq \mathbb{P}_i(B) \leq \mathbb{P}_i^t(B).
\]

Since for every \(t\), \(\mathbb{P}_i^t\) is absolutely continuous with respect to Lebesgue measure, the same holds for \(\mathbb{P}_i\); a.s. Further, the density of \(\mathbb{P}_i^t\) is a.s. dominated by \(p(t, x, v)\), the density of \(\mathbb{P}_i\). Hence, we have proven the following proposition.

**Proposition 20** For any finite \(T\) and \(d \geq 1\), the sequence \(\{\mu_n^N(dx, dv) : t \in [0,T]\}_{N \in \mathbb{N}}\) of \(D_T(\mathcal{M}_{d+1})\)-valued random variables is weakly relatively compact, and any subsequential limit law is concentrated on absolutely continuous paths, with nonnegative densities bounded above by \(p(t, x, v)\) of (50).

Combining (8), (10), (12), Proposition 7 and Proposition 20, standard arguments can yield that any weak subsequential limit of \(\{\mu_n^N(dx, dv) : t \in [0,T]\}_{N \in \mathbb{N}}\) has a density \(\tilde{f}(t, x, v)\) which is a (possibly random) weak solution of the PDE (5), in the sense of Definition 23 provided we can remove the extra test function \(\psi\) from the statement of Proposition 7 which is not present in the equation (8) satisfied by the empirical measure. We will also show in Section 7 that weak solutions to (5) are unique hence all subsequential limits must coincide and be nonrandom.

To this end, consider a sequence \(\{\psi^\lambda(x, v)\}_{\lambda \in \mathbb{N}}\) of the form \(\psi^\lambda(x, v) = \psi_\lambda(x)\psi_\lambda^N(v)\), where for \(i = 1, 2\),

\[
\psi_\lambda^i : \mathbb{R}^d \to [0, 1]
\]

is of class \(C^\infty\) that is identically 1 in \(B_{\delta}(0, \Lambda)\) and identically 0 in \(B_{\delta}(0, 2\Lambda)^c\). For any \(i \neq j\), we have that

\[
\int_0^T \theta^i(x_j^N(t) - x_j^N(t))\phi(t, x_j^N(t), v_j^N(t)) \, dt - \int_0^T \theta^j(x_j^N(t) - x_j^N(t))\phi(t, x_j^N(t), v_j^N(t))\psi^\lambda(x_j^N(t), v_j^N(t)) \, dt
data = \int_0^T \theta^i(x_j^N(t) - x_j^N(t))\phi(t, x_j^N(t), v_j^N(t)) \left[1 - \psi_\lambda^i(x_j^N(t))\psi_\lambda^N(v_j^N(t))\right] \, dt.
\]

Since \(|x_j^N(t) - x_j^N(t)| \leq \epsilon\) in the support of \(\theta^i\) and \(x_j^N(t)\) is in the compact support of \(\phi\), for \(\Lambda\) large enough we have \(\psi_\lambda^i(x_j^N(t)) = 1\) and therefore

\[
\int_0^T \theta^i(x_j^N(t) - x_j^N(t))\phi(t, x_j^N(t), v_j^N(t)) \left[1 - \psi_\lambda^i(x_j^N(t))\right] \, dt = 0.
\]

Furthermore, we have that

**Lemma 21** For any finite \(T\) and \(d \geq 1\),

\[
\lim_{\Lambda \to \infty} \sup_{N \in \mathbb{N}} \mathbb{E} \left[ \int_0^T \frac{1}{N^2} \sum_{i,j=N(t) \cup \{\lambda\}} \theta^i(x_j(t) - x_j(t))\phi(t, x_j(t), v_j(t)) \left[1 - \psi_\lambda^j(v_j(t))\right] \right] \, dt = 0.
\]

**Proof.** We can upper bound by the independent system (49) and consider each term of the form

\[
\mathbb{E} \left[ \int_0^T \theta^i(x_j(t) - x_j(t))\phi(t, x_j(t), v_j(t)) \left[1 - \psi_\lambda^j(v_j(t))\right] \right] \, dt.
\]

Since \(1 - \psi_\lambda^j(v_j(t))\) is identically 0 in \(B_{\delta}(0, \Lambda)\) and bounded above by 1 elsewhere, utilizing (50) we have that

\[
\mathbb{E} \left[ \int_0^T \theta^i(x_j(t) - x_j(t))\phi(t, x_j(t), v_j(t)) \left[1 - \psi_\lambda^j(v_j(t))\right] \right] \, dt.
\]
\[
\leq C(\Gamma, R, T) \int_{\mathbb{R}^d} \theta^\prime(x_1 - x_2) 1_{[|x_1|, |x_2| \leq K^\delta]} e^{-\|x_2\|^2/C} 1_{[|x_2| \geq \Lambda]} \, dx_1 dx_2 dv_1 dv_2
\]
\[
\leq C(\Gamma, R, T, \phi) \int_{\mathbb{R}^d} e^{-|x_2|^2/C} 1_{[|x_2| \geq \Lambda]} \, dv_2
\]
\[
\leq C e^{-\Lambda/C},
\]
where \(K^\delta\) denotes the maximal radius of the compact support of \(\phi\), and \(\int \theta^\prime(x_1 - x_2) dx_2 = 1\) for every \(x_1\). Note also \(1/N^2\) cancels with the cardinality of the double sum, and the limit as \(N \to \infty\) of the above expression is 0, uniformly in \(N\).

Since Proposition 7 applies for \(\psi = \psi^\Lambda\) for each \(\Lambda > 0\), \(65\) and Lemma 21 yield a version of Proposition 7 without the extra test function.

**Proposition 22** For any finite \(T\) and \(d \geq 1\),

\[
\lim_{d \to 0} \limsup_{N \to \infty} E \left| \int_0^T \frac{1}{N^2} \sum_{i \in \mathcal{N}(t) \setminus j^i} \theta^\prime(x_i^N(t) - x_j^N(t)) \phi(t, x_i^N(t), v_i^N(t)) \, dt \right|
\]
\[
- \int_0^T \int_{\mathbb{R}^d} d\omega \langle \eta^\prime(w - x_i) \eta^\prime(w - x_j) \phi(t, w, v_i), \mu_i^N(dx_1, dv_1) \mu_j^N(dx_2, dv_2) \rangle \, dt = 0.
\]

Equipped with (3) and Proposition 20, we complete the proof of subsequential convergence of the empirical measures. Since the sequence of laws \(\{P_{N_k}\}_{k=1}^\infty\) is tight, we consider any weakly converging subsequence \(P_{N_k} \Rightarrow P^*\). Let us denote by \(\mu^*\) a random variable taking values in \(\mathcal{D}_r([0, T]; \mathcal{M}_{\text{loc}})\), having the law \(P^*\). By Proposition 20, we know that \(\mu_i^N(dx, dv) = f^*(t, x, v) dx dv\) for some density \(f^*(t, x, v)\) that is dominated from above by the function \(p(t, x, v)\) \(60\). Given any \(\delta > 0\) and for any \(\phi \in C_c^\infty([0, T] \times \mathbb{R}^{2d})\), we have that

\[
\mathbb{P} \left( \left| - \langle \phi_T, \mu_i^N \rangle + \left( \phi_0, \mu_i^N \right) + \int_0^T \left( \partial_t \phi + v \cdot \nabla_x \phi + \frac{1}{2} \Delta_x \phi, \mu_i^N \right) dt \right| > \delta \right)
\]
\[
\leq \lim \inf_{N \to \infty} \mathbb{P} \left( \left| - \langle \phi_T, \mu_i^N \rangle + \left( \phi_0, \mu_i^N \right) + \int_0^T \left( \partial_t \phi + v \cdot \nabla_x \phi + \frac{1}{2} \Delta_x \phi, \mu_i^N \right) dt \right| > \delta \right)
\]
\[
\leq \lim \inf_{N \to \infty} \mathbb{P} \left( \left| \int_0^T \frac{1}{N^2} \sum_{i \in \mathcal{N}(t) \setminus j^i} \theta^\prime(x_i^N(t) - x_j^N(t)) \phi(t, x_i^N(t), v_i^N(t)) \, dt \right| > \delta \right)
\]
\[
- \int_0^T \int_{\mathbb{R}^d} d\omega \langle \eta^\prime(w - x_i) \eta^\prime(w - x_j) \phi(t, w, v_i), \mu_i^N(dx_1, dv_1) \mu_j^N(dx_2, dv_2) \rangle \, dt > \delta, \quad (66)
\]
where we used the identity (3). The first two limits are zero by (10), (12). Upon taking another limit \(\delta \to 0\) the third term also is zero, by Proposition 22. It remains to show that as \(\delta \to 0\),

\[
\int_0^T \int_{\mathbb{R}^d} d\omega \langle \eta^\prime(w - x_i) \eta^\prime(w - x_j) \phi(t, w, v_i), \mu_i^N(dx_1, dv_1) \mu_j^N(dx_2, dv_2) \rangle \, dt
\]
\[
- \int_0^T \int_{\mathbb{R}^d} \phi(t, w, v_i) f^*(t, w, v_i) \, dw dv_1 dv_2 dt,
\]
which we will do by dominated convergence. We note that for any \(\delta > 0\) and \(w \in \mathbb{R}^d\),

\[
\left| \eta^\prime(w - x_i) \eta^\prime(w - x_j) \phi(t, w, v_i), \mu_i^N(dx_1, dv_1) \mu_j^N(dx_2, dv_2) \right|
\]
\[
\leq \int_{\mathbb{R}^d} \eta^\prime(w - x_i) \eta^\prime(w - x_j) \phi(t, w, v_i) f^*(t, x_i, v_i) f^*(t, x_j, v_j) \, dx_1 dv_1 dx_2 dv_2
\]
As in Lemma 13, we denote the operator is a weak solution to Proposition 24, for every finite \( \leq \) the sense of Definition 23, and set and by \( \mathbb{P} \) where we used that \( f^*(t, x, v) \leq p(t, x, v) \) which has exponential tail in \( [v] \), uniformly in \( x \). We also used that \( \int_{R^d} \eta^i(w-x_i) \) for every fixed \( w \). The RHS of the preceding display is integrable in \( dt \).

On the other hand, as \( \delta \to 0 \) the integrand of the LHS of (67) for every fixed \( t, w \), hence by the dominated convergence theorem we arrive at (67).

Taking the limit as \( \delta \to 0 \) on both sides of (66), we conclude that \( \mathbb{P} \)-a.s., \( f^*(t, x, v) \) satisfies \( \langle \phi_t, f^*(T, x, v) \rangle = \langle \phi_0, f^*(0, x, v) \rangle + \int_0^T \left( \partial_t \phi + v \cdot \nabla_x \phi + \frac{1}{2} \Delta_v \phi, f^*(t, x, v) \right) dt - \int_0^T \int_{R^d} \phi_t(t, x, v_1) f^*(t, x, v_1) f^*(t, x, v_2) dwdv_1 dv_2 dt \), which is the weak formulation of (5). The \( \mathbb{P} \)-null set can be taken to be independent of \( \phi \) by applying the above argument only to a countable dense subset of \( C^0 \).

7 Uniqueness of weak solution

**Definition 23** Assume \( f_0 \in L^1(\mathbb{R}^{2d}) \) (the space of nonnegative integrable functions) satisfies Condition 7, we say that \( f \in L^\infty([0, T], L^1(\mathbb{R}^{2d})) \) is a weak solution to (5) if for any \( \phi(t, x, v) \in C^\infty_0([0, T] \times \mathbb{R}^d) \) and \( t \in [0, T] \) we have that

\[
\int_{R^d} f(t, x, v) \phi(t, x, v) dxdv = \int_{R^d} f_0(x, v) \phi(0, x, v) dxdv + \int_0^t \int_{R^d} \left( \partial_t + v \cdot \nabla_x + \frac{1}{2} \Delta_v \right) \phi(s, x, v) f(s, x, v) dxdv ds - 2 \int_0^t \int_{R^d} f(s, x, v') \phi(s, x, v') dxdv' dt.
\]

**Proposition 24** For every finite \( T \) and \( d \geq 1 \), weak solutions to (5) are unique.

**Proof.** As in Lemma 13 we denote the operator

\( L^* = -v \cdot \nabla_x + \frac{1}{2} \Delta_v \),

and by \( \{ P(t) \}_{t \geq 0} \) the Markov semigroup associated with \( L^* \). It is a strongly continuous semigroup on \( L^p(\mathbb{R}^{2d}) \), for \( 1 \leq p < \infty \), see [13] Corollary 2.6], which we also denote by \( P(t) = e^{tL^*} \). Let \( f_1, f_2 \) be two weak solutions of (5) in the sense of Definition 23 and set

\( f := f_1 - f_2 \).

Then, \( f \) satisfies in weak form

\[
\begin{cases}
\left( \partial_t - L^* \right) f(t, x, v) = -2 \int_{R^d} f_1(t, x, v) f(t, x, v') dv' \leq 2 \int_{R^d} f(t, x, v) f_2(t, x, v') dv' \\
\lim_{t \to 0} f(t, x, v) = 0.
\end{cases}
\]
That is, for any $\phi(t, x, v) \in C_c^{\infty}([0, T] \times \mathbb{R}^d)$ and $t \in [0, T]$, we have that

$$
\int_{\mathbb{R}^d} \mathcal{T}(t, x, v) \phi(t, x, v) dx dv = \int_0^t \int_{\mathbb{R}^d} \left( \mathcal{T}_t + L \right) \phi(s, x, v) \mathcal{T}(s, x, v) dx dv ds
- 2 \int_0^t \int_{\mathbb{R}^d} \left[ f_1(s, x, v) \mathcal{T}(s, x, v') + f_2(s, x, v) \mathcal{T}(s, x, v') \right] \phi(s, x, v) dv' dx dv ds.
$$

A weak solution is also a mild solution. Indeed, for each $t$ taking $\phi(s, x, v) = \left( e^{(t-s)L} \tilde{\phi} \right)(x, v)$ for $\tilde{\phi}(x, v) \in C_c^{\infty}(\mathbb{R}^d)$, we obtain that

$$
\int_{\mathbb{R}^d} \mathcal{T}(t, x, v) \tilde{\phi}(x, v) dx dv = -2 \int_0^t \int_{\mathbb{R}^d} \left[ f_1(s, x, v) \mathcal{T}(s, x, v') + f_2(s, x, v) \mathcal{T}(s, x, v') \right] \left( e^{(t-s)L} \tilde{\phi} \right)(x, v) dx dv dv' ds
- 2 \int_0^t \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} f_1(s, \cdot, \cdot) \mathcal{T}(s, \cdot, v') dv' + \int_{\mathbb{R}^d} \mathcal{T}(s, \cdot, \cdot) f_2(s, \cdot, v') dv' \right) \tilde{\phi}(x, v) dx dv ds.
$$

By the arbitrariness of $\tilde{\phi}$, we see that $\mathcal{T}$ satisfies

$$
\int_{\mathbb{R}^d} \mathcal{T}(t, x, v) dx dv = -2 \int_0^t \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} f_1(s, \cdot, \cdot) \mathcal{T}(s, \cdot, v') dv' + \int_{\mathbb{R}^d} \mathcal{T}(s, \cdot, \cdot) f_2(s, \cdot, v') dv' \right) \tilde{\phi}(x, v) dx dv ds. \quad (69)
$$

Since $P(t) = e^{L t}$ is a contraction in $L^p(\mathbb{R}^d)$, $1 \leq p \leq \infty$, cf. [27, pp. 255, last line], [15, Lemma 2.4 (iv)], in particular when $p = 1$, we have by taking $L^1(\mathbb{R}^d)$-norm of (69) that for any $t \in [0, T]$, \begin{align*}
\int_{\mathbb{R}^d} \mathcal{T}(t, x, v) dx dv & \leq 2 \int_0^t \left\| e^{(t-s)L} \left( \int_{\mathbb{R}^d} f_1(s, \cdot, \cdot) \mathcal{T}(s, \cdot, v') dv' + \int_{\mathbb{R}^d} \mathcal{T}(s, \cdot, \cdot) f_2(s, \cdot, v') dv' \right) \right\|_{L_p(\mathbb{R}^d)} ds
\leq 2 \int_0^t \left\| \int_{\mathbb{R}^d} f_1(s, \cdot, \cdot) \mathcal{T}(s, \cdot, v') dv' + \int_{\mathbb{R}^d} \mathcal{T}(s, \cdot, \cdot) f_2(s, \cdot, v') dv' \right\|_{L_p(\mathbb{R}^d)} ds
\leq 2 \int_0^t \int_{\mathbb{R}^d} f_1(s, x, v) \mathcal{T}(s, x, v') dx dv dv' ds + 2 \int_0^t \int_{\mathbb{R}^d} \mathcal{T}(s, x, v) f_2(s, x, v') dx dv dv' ds.
\end{align*}
Therefore, we have that

$$
0 \leq f_i(t, x, v) \leq g(t, x, v), \quad i = 1, 2,
$$

where $g$ is the unique (weak) solution to

$$
(\partial_t - L^*) g(t, x, v) = 0,
$$

$\lim_{v \to 0} g = f_0(x, v)$.

Further, $g(t) = P(t)f_0$ is precisely the function $\rho(t, x, v)$ in [30] hence, since $f_0$ satisfies Condition [1], we have that for some finite constant $C(T, \Gamma, R, d)$ and uniformly for all $t \in [0, T]$ and $x \in \mathbb{R}^d$

$$
\int_{\mathbb{R}^d} f_0(t, x, v) dv \leq \int_{\mathbb{R}^d} g(t, x, v) dv \leq C(T, \Gamma, R, d), \quad i = 1, 2.
$$

Hence, we obtain by (70)–(71) that for any $t \in [0, T]$,

$$
\left\| \mathcal{T}(t) \right\|_{L_1(\mathbb{R}^d)} \leq C \int_0^t \left\| \mathcal{T}(s, x, v') \right\|_{L_1(\mathbb{R}^d)} ds + C \int_0^t \int_{\mathbb{R}^d} \mathcal{T}(s, x, v) dx dv ds
= C \int_0^t \left\| \mathcal{T}(s) \right\|_{L_1(\mathbb{R}^d)} ds.
$$

By Gronwall’s lemma, we have that $\mathcal{T} = f_1 - f_2 = 0$ in the class $[68]$. \hfill \blacksquare

Since any weak subsequential limit obtained in Proposition [20] is supported in the class $[68]$, by Proposition [24] we have uniqueness of subsequential limits hence convergence in law of the full sequence $\{\mu^n\}_{n \in \mathbb{N}}$ to the unique weak solution of the PDE, as stated in Theorem [3]. Since the limit is deterministic, we actually have convergence in probability.

**Acknowledgments.** The author thanks Prof. F. Flandoli for valuable discussions, corrections and pointers. The author thanks two anonymous referees whose constructive feedback significantly improved the presentation of the paper. This research was supported in part by a CRM-Pisa Junior Visiting Position 2020-22.
References

[1] F. Anceschi and S. Polidoro. A survey on the classical theory for Kolmogorov equation. Le Matematiche LXXV (2020), 221-258.

[2] G. Ben Arous and M. Gradinaru. Singularities of hypoelliptic Green functions. Potential Anal. 8 (1998), 217–258.

[3] P. Billingsley. Convergence of probability measures. Second Edition. John Wiley & Sons, Inc. 1999.

[4] D. Bresch, P.-E. Jabin and J. Soler. A new approach to the mean-field limit of Vlasov-Fokker-Planck equations. ArXiv:2203.15747.

[5] R.W.R. Darling and J.R. Norris. Differential equation approximations for Markov chains. Probab. Surveys 5 (2008), 37-79.

[6] A. De Masi and E. Presutti. Mathematical methods for hydrodynamic limits, volume 1501 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1991.

[7] R.M. Dudley. Real analysis and probability. Cambridge studies in advanced mathematics, Cambridge University Press, 2002.

[8] S.N. Ethier and T.G. Kurtz. Markov processes: characterization and convergence. John Wiley & Sons, 1986.

[9] E. Fedrizzi, F. Flandoli, E. Priola and J. Vovelle. Regularity of stochastic kinetic equations. Electron. J. Probab. 48 (2017), 1-42.

[10] C.L. Fefferman and A. Sánchez-Calle. Fundamental solutions for second order subelliptic operators. Ann. of Math. (2) 124 (1986) 247-272.

[11] F. Flandoli, M. Gubinelli and E. Priola. Well-posedness of the transport equation by stochastic perturbation. Invent. Math. 180 (2010), 1-53.

[12] F. Flandoli and R. Huang. The KPP equation as a scaling limit of locally interacting Brownian particles. J. Differ. Equations 303 (2021), 608-644.

[13] F. Flandoli and R. Huang. Coagulation dynamics under environmental noise: Scaling limit to SPDE. ALEA Lat. Am. J. Probab. Math. Stat. 19 (2022), 1241-1292.

[14] F. Flandoli, M. Leimbach and C. Olivera. Uniform convergence of proliferating particles to the FKPP equation. J. Math. Anal. Appl. 473 (2019), 27-52.

[15] N. Garofalo, G. Tralli. A class of nonlocal hypoelliptic operators and their extensions. Indiana Univ. Math. J. 70 (2021), 1717-1744.

[16] A. Hammond and F. Rezakhanlou. The kinetic limit of a system of coagulating Brownian particles. Arch. Rat. Mech. Anal. 185 (2007), 1-67.

[17] L. Hörmander. Hypoelliptic second order differential equations. Acta Math. 119 (1967), 147-171.

[18] P.-E. Jabin and Z. Wang. Mean field limit for stochastic particle systems. In: Active Particles, Volume 1, 379-402. Birkhäuser, Cham, 2017.

[19] C. Kipnis and C. Landim. Scaling limits of interacting particle systems, volume 320 of Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1999.

[20] A. Kolmogoroff. Zufällige Bewegungen (zur Theorie der Brownschen Bewegung). Ann. of Math. (2) 35 (1934), 116-117.

[21] R. Lang and X.-X. Nguyen. Smoluchowski’s theory of coagulation in colloids holds rigorously in the Boltzmann-Grad-limit. Z. Wahrsch. Verw. Gebiete 54 (1980), 227-280.

[22] S. Mélédard and S. Roelly-Coppoletta. A propagation of chaos result for a system of particles with moderate interaction. Stochastic Process. Appl. 26 (1987), 317-332.

[23] A. Nagel, E.M. Stein and S. Wainger. Balls and metrics defined by vector fields I: Basic properties. Acta Math. 155 (1985), 103-147.

[24] D. Nualart. The Malliavin Calculus and related topics. Second Edition. Probability and Its Applications. Springer-Verlag Berlin Heidelberg 2006.

[25] K. Oelschläger. A law of large numbers for moderately interacting diffusion processes. Z. Wahrsch. Verw. Gebiete 69 (1985), 279–322.
[26] K. Oelschläger. On the derivation of reaction-diffusion equations as limit dynamics of systems of moderately interacting stochastic processes. *Probab. Theory Related Fields* **82** (1989), 565-586.

[27] E. Priola. On weak uniqueness for some degenerate SDEs by global $L^p$ estimates. *Potential Anal.* **42** (2015), 247-281.

[28] F. Rezakhanlou. Boltzmann-Grad limits for stochastic hard sphere models. *Comm. Math. Phys.* **248** (2004), 553-637.

[29] L.P. Rothschild and E.M. Stein. Hypoelliptic differential operators and nilpotent groups. *Acta Math.* **137** (1977), 247-320.

[30] A. Sánchez-Calle. Fundamental solutions and geometry of the sum of squares of vector fields. *Invent. Math.* **78** (1984), 143-160.

[31] K.T. Sturm. Analysis on local Dirichlet spaces. II. Upper Gaussian estimates for the fundamental solutions of parabolic equations. *Osaka J. Math.* **32** (1995), 275-312.

[32] A.-S. Sznitman. Propagation of chaos for a system of annihilating Brownian spheres. *Comm. Pure Appl. Math.* **XL** (1987), 663-690.

[33] K. Uchiyama. Pressure in classical statistical mechanics and interacting Brownian particles in multi-dimensions. *Ann. Henri Poincaré* **1** (2000), 1159-1202

[34] S.R.S. Varadhan. Scaling limits for interacting diffusions. *Comm. Math. Phys.* **135** (1991), 313-353.

[35] N.Th. Varopoulos. Green’s functions on positively curved manifolds. *J. Funct. Anal.* **45** (1982), 109-118.