GENERALIZED JACOBIANS AND EXPLICIT DESCENTS
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Abstract. We develop a cohomological description of various explicit descents in terms of generalized Jacobians, generalizing the known description for hyperelliptic curves. Specifically, given an integer \( n \) dividing the degree of some reduced effective divisor \( m \) on a curve \( C \), we show that multiplication by \( n \) on the generalized Jacobian \( J_m \) factors through an isogeny \( \varphi : A_m \to J_m \) whose kernel is naturally the dual of the Galois module \((\text{Pic}(C_k)/m)[n]\). By geometric class field theory, this corresponds to an abelian covering of \( C_k := C \times_{\text{Spec}k} \text{Spec}(k) \) of exponent \( n \) unramified outside \( m \). The \( n \)-coverings of \( C \) parameterized by explicit descents are the maximal unramified subcoverings of the \( k \)-forms of this ramified covering.

1. Introduction

Suppose \( f(x, y) \) is a binary form of degree \( d \) over a field \( k \) of characteristic not equal to 2. Pencils of quadrics with discriminant form \( f(x, y) \) have been studied in \cite{BSD63, Cas62, Cre01, BG, Wan, BGW, BGWb}. When \( d \) is even, the \( \text{SL}_d(k)/\mu_2 \)-orbits of pairs \((A, B)\) with discriminant form \( f(x, y) \) correspond to a collection of 2-coverings of the hyperelliptic curve \( C : z^2 = f(x, y) \). When \( k = \mathbb{Q} \) these coverings are used in \cite{Bha} and \cite{BGWb} to compute the average size of the 2-Selmer set of \( C \), and of the torsor \( J^1 \) parameterizing divisor classes of degree 1, respectively, from which they deduce the fantastic result that most hyperelliptic curves over \( \mathbb{Q} \) have no rational points.

The same collection of coverings can also be described in terms of the \( k \)-algebra \( L := k[x]/f(x, 1) \). This description was used in \cite{BS09} and \cite{Cre13} to compute 2-Selmer sets of \( C \) and \( J^1 \), respectively, for individual hyperelliptic curves. A key step in both \cite{Cre13} and \cite{BGWb} is to check that this collection of coverings is large enough to contain the locally soluble 2-coverings (under suitable hypotheses on \( C \)). In \cite{BGWb} this is achieved by identifying the collection of coverings as the unramified subcoverings of \( k \)-forms of the maximal abelian covering of exponent 2 unramified outside the pair of points at infinity on the affine model of \( z^2 = f(x, y) \), a characterization that is quite natural in light of the use of generalized Jacobians in \cite{PS97}.

Meanwhile the theory of explicit descents has expanded to incorporate descriptions of Selmer sets for all curves (the case of non-hyperelliptic curves of genus at least 2 in \cite{BPS} and curves of genus 1 in \cite{Cre14}). In this paper we develop a cohomological description of these descents in terms of generalized Jacobians, generalizing the description for hyperelliptic curves given in \cite{PS97}. Specifically, given an integer \( n \) dividing the degree of some reduced effective divisor \( m \) on a curve \( C \), we show that multiplication by \( n \) on the generalized Jacobian \( J_m \) factors through an isogeny \( \varphi : A_m \to J_m \) whose kernel is naturally the dual of the Galois module \((\text{Pic}(C_k)/m)[n]\). By geometric class field theory, this corresponds to an abelian covering of \( C_k := C \times_{\text{Spec}k} \text{Spec}(k) \) of exponent \( n \) unramified outside \( m \). The \( n \)-coverings of \( C \) parameterized by the explicit descents mentioned above are the maximal unramified subcoverings of the \( k \)-forms of this ramified covering.
This description unifies the methods of explicit descent on curves (and/or their \( J^1 \)) described in \[MSS96, Sta05, BS09, Cre13, Cre14, BPS\], and provides new insights into the descents on the corresponding Jacobians (For example, Lemma 2.9, Corollary 2.11 and Remark 3.4). It also allows us to show that the corresponding collection of coverings of \( J^1 \) contains the locally solvable coverings and, in particular, that the ‘descent map’ in \[BPS\] could be used to compute 2-Selmer sets of \( J^1 \) for non-hyperelliptic curves of genus \( \geq 2 \).

We expect this will be of relevance to future efforts to compute these Selmer sets on average. Namely, it should be possible to identify this collection of coverings with the orbits in some coregular representation (as is done in \[BGWD\] for the hyperelliptic case). The results in Propositions 3.10 and 3.12 would then have implications for the structure of the space of orbits. Thorne has recently made progress understanding the situation for non-hyperelliptic genus 3 curves with a marked rational point \[Tho15, Tho\]. It is our hope that the results of this paper may shed light on the corresponding situation when there are no rational points.

1.1. Notation. Throughout this paper \( n \) is an integer and \( k \) is a field of characteristic not divisible by \( n \), with separable closure \( \overline{k} \) and absolute Galois group \( \Gal_k = \Gal(\overline{k}/k) \). We will use \( C \) to denote a nice curve over \( k \), i.e. a smooth, projective and geometrically integral \( k \)-variety of dimension 1. For a nonempty finite étale \( k \)-scheme \( \Delta = \Spec(L) \) we use \( \Res_{\Delta} = \Res_{L/k} \) to denote the restriction of scalars functor taking \( L \)-schemes to \( k \)-schemes.

## 2. The modulus setup

**Definition 2.1.** Let \( C \) be a nice curve over \( k \). A **modulus setup** for \( C \) is a pair \((n, m)\) consisting of a positive integer \( n \) not divisible by the characteristic of \( k \), and a reduced effective divisor \( m \in \text{Div}(C) \) of degree \( m \), with \( n \) dividing \( m \).

Given a modulus setup \((n, m)\) we define \( \ell := \deg(m)/n \). We are primarily interested in the following examples.

- **M.1** Suppose \( \pi : C \to \mathbb{P}^1 \) is a double cover which is not ramified over \( \infty \in \mathbb{P}^1 \). Let \( n = 2 \) and \( m = \pi^*\infty \).
- **M.2** Suppose \( C \) is a plane cubic curve. Let \( n = 3 \) and let \( m \) be any triple of distinct collinear points.
- **M.3** Generalizing the previous example, suppose \( C \) is a genus one curve of degree \( m \) in \( \mathbb{P}^{n-1} \). Take \( m \) to be any reduced hyperplane section and take \( n \) to be a divisor of \( m \).
- **M.4** Suppose \( C \) is a plane quartic curve. Let \( n = 2 \) and let \( m \) be any quadruple of distinct collinear points.
- **M.5** Generalizing the previous example, suppose \( C \) is any nice curve, \( n = 2 \) and \( m \) is a canonical divisor. Then \( m = 2g - 2 \) and \( \ell = g - 1 \).

We may view \( m \) as a finite étale subscheme \( m = \Spec M \subset C \), or as a modulus in the sense of geometric class field theory (see \[Ser88\]). Let \( C_m \) denote the singular curve associated to \( m \) as in \[Ser88\] IV.4. Let \( \Pic_C \) and \( \Pic_{C_m} \) be the commutative group schemes over \( k \) representing the Picard functors of \( C \) and \( C_m \). There is an exact sequence of commutative group schemes over \( k \),

\[
0 \to T \to \Pic_{C_m} \to \Pic_C \to 0,
\]
where $T$ is an algebraic torus. The restriction of (2.1) to the identity components is an exact sequence of semiabelian varieties,

\begin{equation}
1 \to T \to J_m \to J \to 0,
\end{equation}

where $J_m$ is the generalized Jacobian of $C$ associated to the modulus $m$ and $J$ is the usual Jacobian of $C$.

**Lemma 2.2.** $T = \text{Res}_m \mathbb{G}_m / \mathbb{G}_m$ is the quotient by the diagonal embedding of $\mathbb{G}_m$, and there is an exact sequence of finite group schemes

\begin{equation}
1 \to \text{Res}_m^1 \mu_n \to T[n] \to \mu_n \to 1,
\end{equation}

where the map $N$ is induced by the norm map $\text{Res}_m \mathbb{G}_m \to \mathbb{G}_m$ and $\text{Res}_m^1 \mu_n$ is the kernel of $N : \text{Res}_m \mu_n \to \mu_n$.

**Proof.** The first statement, that $T = \text{Res}_m \mathbb{G}_m / \mathbb{G}_m$, follows from well known results on the structure of generalized Jacobians (see [Ser88 §V Prop. 7]). The inclusion map $\text{Res}_1^1 \mu_n \mathbb{G}_m \to \text{Res}_m \mathbb{G}_m$ induces a surjective map onto $\text{Res}_m \mathbb{G}_m / \mathbb{G}_m$ with kernel $\mu_n$. This gives the middle rows of the following commutative and exact diagram.

\begin{center}
\begin{tikzcd}
\mu_n \arrow{r} \arrow{d} & \text{Res}_m^1 \mu_n \arrow{r} \arrow{d} & T[n] \arrow{d} \\
1 \arrow{r} \arrow{d} & \mu_m \arrow{r} \arrow{d}{n} & \text{Res}_m \mathbb{G}_m \arrow{r} \arrow{d}{n} & \text{Res}_m \mathbb{G}_m \arrow{r} \arrow{d}{n} & 1 \\
1 \arrow{r} \arrow{d} & \mu_m \arrow{r} \arrow{d}{m/n} & \text{Res}_m \mathbb{G}_m \arrow{r} \arrow{d}{n} & \text{Res}_m \mathbb{G}_m \arrow{r} \arrow{d}{n} & 1 \\
\mu_n \arrow{r} & 1
\end{tikzcd}
\end{center}

The exact sequence in the statement of the lemma follows by applying the snake lemma. \qed

2.1. The isogeny associated to a modulus setup.

**Lemma 2.3.** Given a modulus setup $(n, m)$ there is a commutative group scheme $\mathfrak{A}$ over $k$ and isogenies $\psi : \text{Pic}_{C_m} \to \mathfrak{A}$ and $\varphi : \mathfrak{A} \to \text{Pic}_{C_m}$ such that $\text{ker}(\psi) = \text{Res}_m^1 \mu_n \mathbb{G}_m \subset T[n]$ and $\varphi \circ \psi = [n]$. Moreover, we have a commutative and exact diagram

\begin{equation}
1 \to T' \to \mathfrak{A} \to \text{Pic}_{C_m} \to 0 \\
1 \to T \to \text{Pic}_{C_m} \to \text{Pic}_{C_m} \to 0
\end{equation}

where $T'$ is a torus and $T'[\varphi] \simeq \mu_n$.

**Proof.** By Lemma 2.2 Pic$_{C_m}$ contains a finite group scheme isomorphic to $\text{Res}_m^1 \mu_n$. The quotient of Pic$_{C_m}$ by this subgroup scheme yields an isogeny $\psi : \text{Pic}_{C_m} \to \mathfrak{A}$. The existence of $\varphi$ follows from the fact that ker$(\psi)$ is contained in the kernel of multiplication by $n$. Since
ker(ψ) ⊂ T, A is an extension of PicC. The rest of the assertions follow from the diagram in Lemma 2.3.

\[ \text{Remark 2.4. When } n = m = \text{deg}(m) = 2, \text{ we have that } T[n] \cong \mu_n. \text{ Hence } \psi \text{ is the identity map on } A = \text{Pic}_{C_m} \text{ and } \varphi \text{ is multiplication by } 2. \]

2.2. Description using divisor classes. A function \( f \in k(C) \setminus \{ 0 \} \) that is regular away from \( m \) gives, by evaluation, an element \( f(m) \in M = \text{Spec } m \). We use \( \text{Div}_m(C) \) to denote the divisors of \( C \) that have support disjoint from \( m \).

\[ \text{Lemma 2.5. Let } A \text{ as defined in Lemma 2.3. Then} \]
\[ \text{Pic}_C(k) = \text{Div}(C)/(\text{div}(f) : f \in k(C) \setminus \{ 0 \}), \]
\[ \text{Pic}_{C_m}(k) = \text{Div}_m(C)/(\text{div}(f) : f \in k(C) \setminus \{ 0 \}, f(m) = 1), \]
\[ A(k) = \text{Div}_m(C)/(\text{div}(f) : f \in k(C) \setminus \{ 0 \}, f(m) \in \text{Res}_m^1 \mu_n). \]

Moreover, \( \varphi : A \rightarrow \text{Pic}_{C_m} \) is induced by multiplication by \( n \) on \( \text{Div}_m(C) \).

\[ \text{Proof. The first two statements are well known (see [Ser88]; note that } f(m) = 1 \text{ if and only if } f \equiv 1 \mod m, \text{ since } m \text{ is reduced). The } k \text{-points of the subgroup } T = \text{Res}_m G_m G_m \subset \text{Pic}_{C_m} \text{ are represented by divisors of functions which do not vanish on } m, \]
\[ T(k) = \{ \text{div}(f) : f \in k(C), f(m) \in \overline{M} \setminus \{ 0 \}, f(m) = 1 \}. \]

The description of \( A(k) \) in the statement then follows from the fact that \( A \) is the quotient of \( \text{Pic}_{C_m} \) by the image of \( \text{Res}_m^1 \mu_n \) in \( T \). The final statement follows easily from the fact that \( \varphi \circ \psi \) is multiplication by \( n \) on \( \text{Pic}_{C_m} \). \qed

2.3. Component groups. The component groups of \( \text{Pic}_{C_m}, \text{Pic}_C \) and \( A \) are all isomorphic to \( \mathbb{Z} \), the isomorphism being given by the degree map on divisor classes. The degree 0 component of \( A \) is a semiabelian variety \( A_m \) fitting into an exact sequence,
\[ 1 \rightarrow T' \rightarrow A_m \rightarrow J \rightarrow 0. \]

In particular, \( A_m \) is geometrically connected.

We label the components
\[ \text{Pic}_C = \bigsqcup_{i \in \mathbb{Z}} J^i, \quad \text{Pic}_{C_m} = \bigsqcup_{i \in \mathbb{Z}} J^i_m, \quad A = \bigsqcup_{i \in \mathbb{Z}} A^i_m, \]
so that the superscripts denote the image under the degree map. To ease notation we also denote the degree 0 components by \( J = J^0, J_m = J^0_m \) and \( A_m = A^0_m \). For any \( i \in \mathbb{Z} \), \( J^i \) and \( J^i_m \) are torsors under \( J \) and \( J_m \), respectively.

Let \( m' \in \text{Div}_m(C) \) be an effective reduced \( k \)-rational divisor linearly equivalent to and with disjoint support from \( m \) (which exists by Bertini’s theorem, provided \( k \) has sufficiently many elements). Each of the quotient groups
\[ J := \frac{\text{Pic}_C}{\mathbb{Z}m'}, \quad J_m := \frac{\text{Pic}_{C_m}}{\mathbb{Z}m'}, \quad A_m := \frac{A}{\mathbb{Z}m'} = \bigsqcup_{i = 0}^{m-1} A^i_m. \]
Remark 2.8. The pairing in Lemma 2.6 induces nondegenerate Galois equivariant pairings.

Proof. We will show that the orthogonal complements of $\text{Res}_m\mu_n$ and $T[n]$ with respect to $e$ are $\mathcal{J}_m[n]$ and $J_m[n]$, respectively. This is enough to ensure that $e$ induces the pairings stated. The pairing induced on $J_m[n]$ is evidently the Weil pairing (see Appendix A.4 in the appendix), which is known to be nondegenerate. Nondegeneracy of the other pairings follows.

Let $D_1 \in T[n]$. Then $\mathcal{D}_1$ is represented by $D_1 = \text{div}(f)$ for some $f \in k(C_T)^\times$ with $f(m) \in \text{Res}_m\mu_n$. Since $nD_1 = \text{div}(f^n)$ and $f^n(m) = 1$ we must use $h_1 = f^n$ in the definition.

2.4. Extended Weil pairings. We now define a Galois equivariant and nondegenerate bilinear pairing $e : \mathcal{A}_m[\varphi] \times \mathcal{A}_m[\varphi] \to \mu_n$ that induces nondegenerate pairings on $\mathcal{A}_m[\varphi] \times \mathcal{J}_m[n]$ and $\mathcal{J}_m[n] \times \mathcal{J}_m[n]$ via the maps in (2.6).

To begin, define a pairing on $\mathcal{J}_m[n]$ as follows. Fix $f \in k(C)^\times$ such that $\text{div}(f) = m' - m$. Given $D_1, D_2 \in \mathcal{J}_m[n]$, choose representative divisors $D_1, D_2 \in \text{Div}_m(C_T)$, and let $d_i = \deg(D_i)/\ell$. There exist unique functions $h'_i \in k(C_T)^\times$ such that $nD_i = \text{div}(h_i) + d_i m'$ and $h'(m) = 1$. Set $h_i = f^{d_i}h'_i$, so that $nD_i = \text{div}(h_i) + d_i m$. Define:

$$e(D_1, D_2) = (-1)^{d_1d_2} \prod_{P \in C_T} (-1)^{n(\text{ord}_P D_1)(\text{ord}_P D_2)} \frac{h_2^{\text{ord}_P D_1}}{h_1^{\text{ord}_P D_2}}(P) \in k^\times.$$

Lemma 2.6. This gives a Galois equivariant bilinear pairing $e : \mathcal{J}_m[n] \times \mathcal{J}_m[n] \to \mu_n$.

Proof. This may be checked exactly as in [PS97, Section 7] (one need only replace the function $x$ there with the function $f$ in the definition above).

Lemma 2.7. The pairing in Lemma 2.6 induces nondegenerate Galois equivariant pairings,

$$e : \mathcal{A}_m[\varphi] \times \mathcal{A}_m[\varphi] \to \mu_n,$$

$$e : \mathcal{A}_m[\varphi] \times \mathcal{J}_m[n] \to \mu_n,$$

$$e : \mathcal{J}_m[n] \times \mathcal{J}_m[n] \to \mu_n.$$

The induced pairing on $\mathcal{J}_m[n] \times \mathcal{J}_m[n]$ coincides with the Weil pairing.

Remark 2.8. The definition of $e$ given above depends on the choice of $m'$ in (2.3) and the function $f$ with $\text{div}(f) = m' - m$. However, as shown in the proof below, the induced pairings on $\mathcal{A}_m[\varphi] \times \mathcal{J}_m[n]$ and $\mathcal{J}_m[n] \times \mathcal{J}_m[n]$ do not depend on these choices.

Proof. We will show that the orthogonal complements of $\text{Res}_m\mu_n$ and $T[n]$ with respect to $e$ are $\mathcal{J}_m[n]$ and $J_m[n]$, respectively. This is enough to ensure that $e$ induces the pairings stated. The pairing induced on $J_m[n]$ is evidently the Weil pairing (see Appendix A.4 in the appendix), which is known to be nondegenerate. Nondegeneracy of the other pairings follows.
of the pairing. Suppose $D_2 \in \mathcal{J}[n]$ and let $D_2, h_2, d_2$ be as in the definition of the pairing. Then we have

$$
eq \prod_{P \in C(\mathbb{K})} (-1)^{(\text{ord}_P f)(\text{ord}_P m)} \frac{h_2^{\text{ord}_P f}}{h_2^{\text{ord}_P h_2 + d_2 \text{ord}_P m}} (P) \quad \text{(since } nD_2 = \text{div}(h_2) + d_2m.)$$

where $N$ denotes the induced norm $\text{Res}_m \mathbb{G}_m \to \mathbb{G}_m$. From this one easily sees that $\text{Res}_m^1 \mu_n$ lies in the kernel of the pairing and that $T[n]$ pairs trivially with the degree 0 subgroup, $J_m[n] \subset \mathcal{J}[n]$. 

Taking Galois cohomology of (2.6) yields a commutative and exact diagram

\begin{equation}
\begin{array}{ccc}
\mathbb{Z}/n\mathbb{Z} & \xrightarrow{\delta'} & H^1(A_m[\varphi]) \\
\downarrow & & \downarrow \downarrow \\
\mathbb{Z}/n\mathbb{Z} & \xrightarrow{\delta} & H^1(J[n]) \\
\downarrow & & \downarrow \downarrow \\
\text{Br}(k)[n] & \xrightarrow{\vartheta'} & \text{Br}(k)[n]
\end{array}
\end{equation}

\textbf{Lemma 2.9.} The images of $\delta(1)$ and $\delta'(1)$ in $H^1(J)$ and $H^1(A_m)$ are the classes of $J^\ell$ and $A_m^\ell$, respectively. The maps $\vartheta$ and $\vartheta'$ are given by

$$\vartheta(\xi) = \xi \cup_{e} \delta(1)$$

$$\vartheta'(\xi) = \xi \cup_{e} \delta'(1),$$

where $\cup_{e}$ denotes the cup product induced by the pairing of Lemma 2.7.

\textbf{Proof.} The extensions

$$J_m^\ell : \quad 0 \to J[n] \to \mathcal{J}[n] \to \mathbb{Z}/n\mathbb{Z} \to 0,$$

$$J_{m,n}^\ell : \quad 0 \to A_m[\varphi] \to A_m[\varphi] \to \mathbb{Z}/n\mathbb{Z} \to 0$$

represent classes

$$[J_m] \in \text{Ext}^1_{\mathbb{Z}/n\mathbb{Z}[\text{Gal}_k]}(\mathbb{Z}/n\mathbb{Z}, J[n]) \cong H^1(J[n])$$

$$[J_{m,n}] \in \text{Ext}^1_{\mathbb{Z}/n\mathbb{Z}[\text{Gal}_k]}(\mathbb{Z}/n\mathbb{Z}, A_m[\varphi]) \cong H^1(A_m[\varphi]).$$
Let $\delta$ and $\delta'$ denote the coboundary maps in the Galois cohomology of $J_n^\ell$ and $J_{m,n}^\ell$, respectively. Then $\delta(1) = [J_n^\ell]$ and $\delta'(1) = [J_{m,n}^\ell]$. Let $\delta^\vee$ and $\delta'^\vee$ denote the coboundaries of the extensions $(J_n^\ell)^\vee$ and $(J_{m,n}^\ell)^\vee$ obtained by dualizing and let $\epsilon : J[n] \cong J[n]^\vee$ and $\epsilon' : J[n] \cong A_m[\varphi]^\vee$ be the isomorphisms induced by the $\epsilon$-pairings of Lemma 2.7.

By [NSW08 Corollary 1.4.6] the following diagrams are commutative.

\[
\begin{array}{cccc}
H^1(J[n]) & \xrightarrow{\epsilon^*} & H^1(J[n]^\vee) & \xrightarrow{\delta^\vee(\bullet)\cup 1} & H^2(\mu_m) \\
\downarrow \circ \delta(1) & & \downarrow \circ \delta(1) & & \downarrow (-1)^2 \\
H^2(J[n] \otimes J[n]) & \xrightarrow{(\epsilon \otimes \text{id})^*} & H^2(J[n]^\vee \otimes J[n]) & \xrightarrow{\text{eval}^*} & H^2(\mu_m) \\
H^1(J[n]) & \xrightarrow{\epsilon'^*} & H^1(A_m[\varphi]^\vee) & \xrightarrow{\delta'^\vee(\bullet)\cup 1} & H^2(\mu_m) \\
\downarrow \circ \delta'(1) & & \downarrow \circ \delta'(1) & & \downarrow (-1)^2 \\
H^2(J[n] \otimes A_m[\varphi]) & \xrightarrow{(\epsilon' \otimes \text{id})^*} & H^2(A_m[\varphi]^\vee \otimes A_m[\varphi]) & \xrightarrow{\text{eval}^*} & H^2(\mu_m)
\end{array}
\]

The composition along the top row is the map $\Upsilon$ (resp. $\Upsilon'$), while the path from the top-left to the bottom-right along the bottom row agrees with the description given in the statement of the lemma.

2.5. Brauer class of a $k$-rational divisor class. Given a nice curve $X$, there is a well known exact sequence

\[(2.9) 0 \to \text{Pic}(X) \longrightarrow \text{Pic}_X(k) \xrightarrow{\Theta_X} \text{Br}(k) \]

(see [Lic69]). The map $\Theta_X$ gives the obstruction to a $k$-rational divisor class being represented by a $k$-rational divisor.

Lemma 2.10. Let $d : J(k) \rightarrow H^1(k, J[n])$ denote the connecting homomorphism in the Kummer sequence. For any $x \in J(k)$ we have $\Upsilon \circ d(x) = \ell \cdot \Theta_C(x)$.

Proof. The image of $d$ is isotropic with respect to the Weil-pairing cup product $\cup_e$. This gives a commutative diagram of pairings

\[
\begin{array}{ccc}
\cup_e : & H^1(J[n]) & \times H^1(J[n]) \rightarrow \text{Br}(k) \\
d^\dagger & \downarrow \downarrow \| & \\
\langle , , \rangle : & J(k) & \times H^1(J) \rightarrow \text{Br}(k)
\end{array}
\]

By a result of Lichtenbaum (see the proof of [Lic69 Corollary 1]) we have that $\langle x, [J^1] \rangle = \Theta_C(x)$. By the previous lemma we have

$\Upsilon \circ d(x) = d(x) \cup \delta(1) = \langle x, [J_n^\ell] \rangle = \ell \cdot \langle x, [J^1] \rangle = \ell \cdot \Theta_C(x)$.

\[\square\]

Corollary 2.11. If

(1) the period of $C$ divides $\ell$, or

(2) \( k \) is a local or global field and \( \gcd(m, g - 1) \) divides \( \ell \), then \( \Upsilon \circ d = 0 \).

Proof. The image of \( \Theta_C : J(k) \to \text{Br}(k) \) is isomorphic to the cokernel of \( \text{Pic}^0(C) \to J(k) \), which is annihilated by the period of \( C \) \([PS97\text{, Prop. 3.2}]\). Over a local field, the period of \( C \) divides \( g - 1 \) \([PS97\text{, Prop. 3.4}]\). Since the period also divides \( m = \deg(m) \), (2) implies that \( \ell \) is divisible by the period locally. Hence \( \Upsilon \circ d = 0 \) locally. This must also be true globally by the local-global principle for \( \text{Br}(k) \). \( \square \)

3. The descent setup

We recall the following definition from \([BPS]\).

Defintion 3.1. A descent setup for \( C \) for a nice curve \( C \) is a triple \((n, \Delta, \beta)\) consisting of a positive integer \( n \) not divisible by the characteristic of \( k \), a nonempty finite étale \( k \)-scheme \( \Delta = \text{Spec} \, L \), and a divisor \( \beta \in \text{Div}(C \times \Delta) \) such that \( n\beta = m \times \Delta + \text{div}(f_m) \) for some \( m \in \text{Div}(C) \) and \( f_m \in k(C \times \Delta) \times \).

Suppose \((n, \Delta, \beta)\) is a descent setup for \( C \). If the divisor \( m \) appearing in the definition is reduced, then \((n, m)\) is a modulus setup, which we say is associated to \((n, \Delta, \beta)\). For each \( \delta \in \Delta(k) \), \( \beta_{\delta} \in \text{Div}(C_k) \) is a divisor such that \( n\beta_{\delta} - m \) principal. So the class of \( \beta_{\delta} \) in \( J \) lies in \( J[n] \). This gives rise to a commutative and exact diagram,

\[
\begin{array}{cccc}
\text{Res}_\Delta^0 \mathbb{Z}/n\mathbb{Z} & \longrightarrow & \text{Res}_\Delta \mathbb{Z}/n\mathbb{Z} & \text{deg} \\
\downarrow & & \downarrow & \\
J[n] & \longrightarrow & J[n] & \text{deg} \\
\text{deg} & & \text{deg} & \\
\end{array}
\]

Defintion 3.2. We say that \((n, \Delta, \beta)\) is an \( n \)-descent setup if the vertical maps in (3.1) are surjective.

The following examples show that all of the modulus setups in setups considered in Section 2 are associated to an \( n \)-descent setup. Details for Example D.1 and Example D.2 may be found in \([BPS\text{, Examples 6.9}]\), while Example D.3 is considered in \([Cre14]\).

**D.1** Suppose \( C \) is a double cover of \( \mathbb{P}^1 \) which is not ramified over \( \infty \). Let \( \Delta(k) \) be the set of ramification points and take \( \beta \) to be the diagonal embedding of \( \Delta \) in \( C \times \Delta \). Then \((2, \Delta, \beta)\) is a 2-descent setup. Taking \( m \) be the pullback of \( \infty \in \text{Div}(\mathbb{P}^1) \) we recover the modulus setup in Example M.1.

**D.2** Suppose \( C \) is any curve of genus \( \geq 2 \). We obtain a 2-descent setup for \( C \) by taking \( \Delta \) to be the \( \text{Gal}_k \)-set of odd theta characteristics. By \([BPS\text{, Proposition 5.8}]\) there is some \( \beta \in \text{Div}(C \times \Delta) \) such that \( [eta_{\delta}] = \delta \) for \( \delta \in \Delta(k) \). We can take \( m \) to be a canonical divisor and thus recover the modulus setup in Example M.5.

**D.3** Suppose \( C \) is a genus one curve of degree \( n \) in \( \mathbb{P}^{n-1} \) (or equivalently, a genus one curve together with the linear equivalence class of \( k \)-rational divisor of degree \( n \)). We obtain an \( n \)-descent setup by taking \( \Delta \) to be the set of \( n^2 \) flex points (i.e. points \( x \in C \) such that \( n.x \) is a hyperplane section) and \( \beta \) to be the diagonal embedding of \( \Delta \) in \( C \times \Delta \). Taking \( m \) to be a generic hyperplane section recovers the modulus setup in Example M.3.
D.4 More generally, suppose \( C \) is a genus one curve of degree \( m \) in \( \mathbb{P}^{m-1} \) and \( n \mid m \). There is a \( \text{Gal}_k \)-invariant subset of flexes of size \( n \ell^2 \) whose differences represent the \( n \)-torsion points. For any such flex \( x \), \( \ell x \) is linearly equivalent to a divisor \( D_x := P_1 + \cdots + P_\ell \) with \( P_i \in C \) such that \( nD_x \) is a hyperplane section. Furthermore, these \( D_x \) may be chosen so as to give a divisor \( \beta \in \text{Div}(C \times \Delta) \). This gives an \( n \)-descent setup with corresponding modulus setup \((n, m)\), where \( m \) is a generic hyperplane section. In the case \( n = 2, m = 4 \) this is done explicitly in \cite{Sta05}.

Remark 3.3. In \cite{BPS} Section 6 it is shown that a choice of \( m \) and \( f_m \in k(C \times \Delta)^{\times} \) yields a homomorphism

\[
f_m : \text{Pic}(C) \longrightarrow \frac{L^\times}{k^\times L^\times / n}
\]

related to the connecting homomorphism \( d : J(k) \rightarrow H^1(J[\mu_n]) \) by a commutative diagram

\[
\begin{array}{ccc}
\text{Pic}^0(C) & \xrightarrow{f_m} & \text{Pic}(C) \\
\downarrow & & \downarrow \\
J(k) & \xrightarrow{d} & H^1(J[\mu_n]) \\
\end{array}
\]

The injective map on the right comes from dualizing \eqref{3.1} and taking Galois cohomology to obtain a commutative and exact diagram,

\[
\begin{array}{cccccc}
H^1(T'[\varphi]) & \longrightarrow & H^1(A_m[\varphi]) & \longrightarrow & H^1(J[\mu_n]) & \longrightarrow & H^2(T'[\varphi]) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
k^\times / k^{\times n} & \longrightarrow & L^\times / L^{\times n} & \longrightarrow & H^1\left(\frac{\text{Res}_\Delta \mu_n}{\mu_n}\right) & \longrightarrow & \text{Br}(k)[n]
\end{array}
\]

From this we see that the isogeny \( \varphi : A_m \rightarrow J_m \) naturally arises in the context of explicit \( n \)-descent as its kernel is the Cartier dual of \( J[\mu_n] \).

Remark 3.4. Let \( J(k)^\bullet \subset J(k) \) be the subgroup which maps under \( \epsilon \circ d \) into the subgroup \( L^\times / k^\times L^{\times n} \). This is the largest subgroup of \( J(k) \) to which one can extend the \( f_m \) map to a map which is compatible with the connecting homomorphism and takes values in \( L^\times / k^\times L^{\times n} \). We can determine \( J(k)^\bullet \) using Lemma 2.10. For example, when \( C \) is a non-hyperelliptic curve of genus 3 over a global field with descent setup as in Example D.2, we see that \( J(k)^\bullet = J(k) \).

3.1. \( \varphi \) and \( n \)-coverings.

Definition 3.5. Suppose \( \phi : A \rightarrow B \) is an isogeny of semiabelian varieties over \( k \) and \( T \) is a \( B \)-torsor. We say \( \pi : T' \rightarrow T \) is a \( \phi \)-covering of \( T \) if there exist isomorphisms \( a, b \) of \( k \)-varieties fitting into a commutative diagram

\[
\begin{array}{ccc}
T' & \xrightarrow{b} & A \\
\downarrow{\pi} & & \downarrow{\phi} \\
T & \xrightarrow{a} & B
\end{array}
\]
Two \( \phi \)-coverings of \( T \) are isomorphic if they are isomorphic in the category of \( T \)-schemes.

Suppose \((n, m)\) is a modulus setup for a nice curve \( C \) over \( k \). The isogenies \( \varphi : A_m \to J_m \) and \( n : J \to J \) give rise to the notions of \( \varphi \)-coverings of \( J_m^1 \) and \( n \)-coverings of \( J^1 \). The pullback of a \( \varphi \)-covering \( T \to J_m^1 \) along the canonical map \((C - m) \to J_m^1\) sending a geometric point \( x \) to the class of the divisor \( x \) in \( J_m^1(k) \subset \text{Pic}_{C_m}(k) \) yields an unramified covering of \((C - m)\). Corresponding to this is a unique (up to isomorphism) morphism \( \pi : Y \to C \) of smooth projective curves over \( k \) which is unramified outside \( m \).

**Definition 3.6.** Suppose \((n, m)\) is a modulus setup for a nice curve \( C \) over \( k \). A morphism \( \pi : Y \to C \) of nice curves is a \( \varphi \)-\textbf{covering} of \( C \) if it is the unique extension of the pullback of a \( \varphi \)-covering of \( J_m^1 \) along the canonical map \((C - m) \to J_m^1\). A morphism \( \pi : X \to C \) is an \( n \)-\textbf{covering} of \( C \) if it is the pullback of an \( n \)-covering of \( J^1 \) along the canonical map \( C \to J^1 \).

By Galois theory, the field extension of \( \overline{k}(C_T) \) corresponding to a \( \varphi \)-covering is the compositum of the extensions corresponding to the index \( n \) subgroups of \( A_m[\varphi] \), or equivalently, to the points of order \( n \) in the Cartier dual \( J[n] \). If \( D \in \text{Div}(C_T) \) represents a point of order \( n \) in \( J[n] \), then there exists a function \( h_D \in \overline{k}(C_T)^\times \) such that \( \text{div}(h_D) = nD - dm \) for some \( d \in \mathbb{Z} \). The corresponding extension of \( \overline{k}(C_T) \) is obtained by adjoining an \( n \)-th root of \( h_D \). In particular, \( n \)-coverings of \( C \) are the \( k \)-forms of the maximal unramified abelian covering of \( C \) of exponent \( n \), while \( \varphi \)-coverings of \( C \) are (examples of) abelian coverings of exponent \( n \) and conductor \( m \).

For an isogeny, let \( \text{Cov}^\phi(V) \) denote the set of isomorphism classes of \( \phi \)-coverings of \( V \). When nonempty, \( \text{Cov}^\phi(V) \) is a principal homogeneous space for the group \( H^1(k, \ker(\phi)) \) acting by twisting. By geometric class field theory the canonical maps \( \text{Cov}^n(J^1) \to \text{Cov}^n(C) \) and \( \text{Cov}^\varphi(J_m^1) \to \text{Cov}^\varphi(C) \) are bijections that respect this action. There is also a canonical map \( \text{Cov}^\varphi(C) \to \text{Cov}^a(C) \), which associates to a \( \varphi \)-covering of \( C \) the maximal unramified intermediate covering of \( C \). Let \( \text{Cov}^a_0(C) \) denote the image of this map, and \( \text{Cov}^a_0(J^1) \) the corresponding subset of \( \text{Cov}^a(J^1) \). Thus, \( \text{Cov}^a_0 \) consists of isomorphism classes of \( n \)-coverings that may be lifted to a \( \varphi \)-covering.

**Remark 3.7.** Suppose \((2, m)\) is a modulus setup for \( C : z^2 = f(x, y) \), a double cover of \( \mathbb{P}^1 \) as in [Example D.1].

1. Given a pair of symmetric bilinear forms \((A, B)\) such that \( \text{disc}(Ax - By) = f(x, y) \) the Fano variety of maximal linear subspaces contained in the base locus of the pencil of quadrics generated by \((A, B)\) may be given the structure of a 2-covering of \( J^1 \). Theorem 22 and the discussion of Section 5 in [BGWb] shows that the isomorphism classes of 2-coverings of \( J^1 \) that arise in this way are precisely those in \( \text{Cov}^a_0(J^1) \).

2. Section 3 of [BS09] gives an explicit construction of a collection of 2-coverings of \( C \) from the set \( H_k \) (notation as in [BS09]). Comparing Lemma 3.4 below with the proof of [BS09] Theorem 3.4 shows that the collection of coverings they produce is precisely \( \text{Cov}^a_0(C) \). It follows from this that \( \text{Cov}^a_0(J^1) \) also coincides with the set \( \text{Cov}^a_{\text{good}}(J^1/k) \) defined in [Cre13] Section 6].

**Remark 3.8.** Suppose \((n, m)\) is a modulus setup for a genus one curve as in [Example D.3]. In Section 4 we show that the set \( \text{Cov}^a_0(C) \) defined in this paper coincides with that in [Cre14] Definition 3.3].
Lemma 3.9. Suppose \((n, m)\) is a modulus setup associated to an \(n\)-descent setup \((n, \Delta, \beta)\) and that \(\pi : X \to C\) is an \(n\)-covering. The class of \((X, \pi)\) in \(\text{Cov}^n(C)\) lies in \(\text{Cov}^0_n(C)\) if and only if \(\pi^* \beta_\delta\) is linearly equivalent to a \(k\)-rational divisor, for some \(\delta \in \Delta(k)\).

Proof. Suppose \(\pi : X \to C\) lifts to a \(\varphi\)-covering \(Y \to C\). The subfield \(k(X) \subset k(Y)\) corresponds to the subgroup \(\mu_n = T^n[\varphi] \subset A_m[\varphi]\). The extension \(k(X) \subset k(Y)\) is therefore obtained by adjoining to \(k(X)\) an \(n\)-th root of a function \(f\) such that \(\text{div}(f) = nD - \pi^* \delta m\), for some \(d \in \mathbb{Z}\) and \(f \in k(X)^\times\). Furthermore, we can arrange that \(d = 1\). Indeed, we must have \(\gcd(n, d) = 1\), otherwise there would be a proper unramified intermediate extension of \(k(X) \subset k(Y)\). Hence \(\pi^* m = nD + \text{div}(f)\) for some \(D \in \text{Div}(X)\) and \(f \in k(X)^\times\).

For the other direction, suppose \(D \in \text{Div}(X)\) is a \(k\)-rational divisor linearly equivalent to \(\pi^* \beta_\delta\). Then \(\text{div}(\pi^* f_{m, \delta}) = n \pi^* \beta_\delta - \pi^* m = nD - \pi^* m + \text{div}(f)\), for some \(f \in \overline{k}(X)^\times\). Thus, the divisor \(nD - \pi^* m \in \text{Div}(X)\) is principal and \(k\)-rational. By Hilbert’s Theorem 90 it is the divisor of some \(k\)-rational function \(g \in k(X)^\times\). The covering obtained by adjoining an \(n\)-th root of \(g\) to \(k(X)\). Over \(k\) we see that \(k(Y)\) is the compositum of \(k(X)^\times\) and \(\overline{k}(C^\gamma_{m, \delta})\), so \(Y \to C\) is a \(\varphi\)-covering of \(C\). \qed

Proposition 3.10. Suppose \((n, m)\) is a modulus setup for \(C\) associated to an \(n\)-descent setup \((n, \Delta, \beta)\). The following are equivalent.

1. The class of \(J^1_m\) in \(H^1(k, J^1_m)\) is divisible by \(\varphi\).
2. There exists a \(\varphi\)-covering of \(J^1_m\).
3. There exists a \(\varphi\)-covering of \(C\).
4. \(\text{Cov}^1_{\varphi}(C) \neq \emptyset\).
5. \(\text{Cov}^0_{\varphi}(C) \neq \emptyset\).
6. There exists an \(n\)-covering \(\pi : X \to C\) with the property that \(\pi^* \beta_\delta\) is linearly equivalent to a \(k\)-rational divisor, for some \(\delta \in \Delta(k)\).
7. The maximal unramified abelian covering of \(C^\gamma_{m, \delta}\) of exponent \(n\) descends to \(k\) and the image of the \(k\)-rational divisor class \(\pi^* \beta_\delta\) in \(\text{Br}(k)\) under the map \(\Theta_X\) of (2.9) lies in the image of the map \(\Upsilon\) of (2.8), for every maximal unramified abelian covering \(\pi : X \to C\) of exponent \(n\) and every \(\delta \in \Delta(k)\).

Proof. There exists a \(\varphi\)-covering of \((J^1_m)^\gamma_{m, \delta}\). The Galois descent obstruction to defining this over \(k\) is the image in \(H^2(k, A_m[\varphi])\) of the class of this covering under the map

\[
H^0\left(k, H^1\left((J^1_m)^\gamma_{m, \delta}, A_m[\varphi]\right)\right) \to H^2(k, A_m[\varphi])
\]

from the Hochschild-Serre spectral sequence (cf. [Sko01 Section 2.2]). This class coincides with the image of \([J^1_m]\) under the coboundary arising from the exact sequence

\[0 \to A_m[\varphi] \to A_m \to J^1_m \to 0\]

(see [Sko01, Lemma 2.4.5]). This proves the equivalence of (1) and (2), while the equivalence of (2) and (3) follows from geometric class field theory. The equivalences (3) \iff (4) \iff (5) follow immediately from the definitions, and (3) \iff (6) is given by Lemma 3.9.
It remains to prove (6) \iff (7). An \( n \)-covering \( \pi : X \to C \) is a \( k \)-form of the maximal unramified abelian covering of exponent \( n \), which we may assume exists. Then, for any \( \delta, \delta' \in \Delta(k) \) the divisors \( \pi^* \delta \) and \( \pi^* \delta' \) are linearly equivalent. Indeed \( \delta - \delta' \) represents a class in \( J[n] \). It follows that the class of \( \pi^* \delta \) in \( \text{Pic}(X) \) is fixed by \( \text{Gal}_k \). The image of this class in \( \text{Br}(k) \) is trivial if and only if the class can be represented by a \( k \)-rational divisor. Since the set of all isomorphism classes of \( n \)-coverings of \( C \) is a principal homogeneous space for \( H^1(k, J[n]) \) under the action of twisting, the equivalence of (6) and (7) follows from the next lemma.

Lemma 3.11. Suppose \( \pi : X \to C \) is an \( n \)-covering and \( \pi_\xi : X_\xi \to C \) is the twist by the cocycle \( \xi \in Z^1(J[n]) \). Then for any \( \delta \in \Delta(k) \),

\[ \Upsilon([\xi]) = \Theta_{X_\xi}(\pi^*_\delta \beta) - \Theta_X(\pi^* \beta). \]

Proof. There is an isomorphism of coverings \( \rho : \overline{X}_\xi \to \overline{X} \) with the property that \( \sigma \circ \rho^{-1} = T_{\xi} \in \text{Aut}(X/C_\pi) \) is translation by \( \xi_\sigma \in J[n] \), for every \( \sigma \in \text{Gal}_k \). Let \( W = \pi^*_\xi \beta \) and \( W' := \rho^*(W) = \pi^* \beta \). These represent Galois invariant divisor classes, hence, for any \( \sigma \in \text{Gal}_k \) there are functions \( f_\sigma \in \overline{k}(X_\xi)^\times \) and \( g_\sigma \in \overline{k}(X)^\times \) with \( \text{div}(f_\sigma) = \sigma W - W \) and \( \text{div}(g_\sigma) = \sigma W' - W' \). The classes in \( \text{Br}(k) \) of \( W \) and \( W' \) are given by the 2-cocycles

\[ a_{(\sigma, \tau)} = \frac{\sigma f_\tau \cdot f_\sigma}{f_{\sigma \tau}} \quad \text{and} \quad a'_{(\sigma, \tau)} = \frac{\sigma g_\tau \cdot g_\sigma}{g_{\sigma \tau}}, \]

both of which take values in \( \overline{k}^\times \). Since \( f_\sigma / \rho^* g_\sigma \in \overline{k}^\times \), the computation

\[ \frac{a_{(\sigma, \tau)}}{a'_{(\sigma, \tau)}} = \frac{a_{(\sigma, \tau)}}{\rho^*(a'_{(\sigma, \tau)})} = \frac{\sigma f_{\tau}}{\rho^* g_{\sigma \tau}} \cdot \frac{\sigma g_{\tau}}{\rho^* g_{\sigma \tau}} \cdot \frac{\sigma (\rho^* g_\tau)}{\rho^* (\sigma g_\tau)} \]

shows that \( \Theta_{X_\xi}(W) - \Theta_X(W') \) is represented by the 2-cocycle \( \eta \in Z^2(\text{Gal}_k, \overline{k}^\times) \) defined by

\[ \eta_{(\sigma, \tau)} = \frac{\sigma (\rho^* g_\tau)}{\rho^* (\sigma g_\tau)} = \frac{\sigma g_\tau \circ \sigma \rho}{\rho^* (\sigma g_\tau)} \cdot \rho^* \circ \rho. \]

Using that \( (\rho^{-1})^* \) is the identity on \( \overline{k} \subset \overline{k}(Y) \) and that \( \sigma \circ \rho^{-1} = T_{\xi} \), we have \( \eta_{(\sigma, \tau)} = \frac{\sigma g_\tau \circ T_{\xi}}{\rho^* (\sigma g_\tau)} \).

We recognize this as the Weil pairing \( \eta_{(\sigma, \tau)} = e_n(\sigma P_\tau, \xi_\sigma) \), where \( P_\tau \in J[n] \) is the class represented by the divisor \( \tau \beta - \beta \) (see (A.3)). The cocycle \( P_\tau \in Z^1(\text{Gal}_k, J[n]) \) represents \([J_n^\ell] \). So \( \eta_{(\sigma, \tau)} \) represents the \( e \)-pairing cup product \([J_n^\ell] \cup_e [\xi] = [\xi] \cup_e [J_n^\ell] \) which is equal to \( \Upsilon(\xi) \) by Lemma 2.3.

3.2. Soluble coverings. For an isogeny \( \phi \), let \( \text{Cov}_\phi^u(U) \) denote the set of isomorphism classes of \( \phi \)-coverings \( U \to V \) with \( U(k) \neq \emptyset \). When \( k \) is a global field, let \( \text{Sel}_\phi^u(V) \) denote the set of isomorphism classes of \( \phi \)-coverings of \( V \) that are soluble everywhere locally.

Proposition 3.12. The group \( H^1(k, J[n]) \) acts on the set \( \text{Cov}_\phi^u(J^1/k) \) by twisting. This gives rise to simply transitive actions of:

1. \( H^1(k, J[n]) \) on \( \text{Cov}_\phi^u(J^1) \), when \([J^1]\) is divisible by \( n \);
2. \( H^1(k, J[n]) \) on \( \text{Cov}_\phi^u(C) \), when \([J^1]\) is divisible by \( n \);
3. \( \ker(\Upsilon) \) on \( \text{Cov}_\phi^u(J^1) \), when \([J_m^1]\) is divisible by \( \varphi \);
4. \( \ker(\Upsilon) \) on \( \text{Cov}_\phi^u(C) \), when \([J_m^1]\) is divisible by \( \varphi \);
Corollary 3.13. Suppose $C(k) \neq \emptyset$, then $[J^1_m]$ is divisible by $\varphi$.

Proof. This follows from (6) since under our assumption $\text{Cov}_{\text{sol}}^n(J^1) \neq \emptyset$. □

Corollary 3.14. Suppose that $k$ is a global field and $C$ is everywhere locally solvable. Then $\text{Sel}^n(J^1) \subset \text{Cov}_{\text{sol}}^n(J^1)$.

Proof. If $\text{Sel}^n(J^1) = \emptyset$ there is nothing to prove. Otherwise, $[J^1] \in n\text{III}(J)$ in which the result follows from (7) and (8). □

Proof of Proposition 3.12

1. First note that $n$-coverings are $J[n]$-torsors. As in [Sko01, Section 2.2], the low degree terms of Hochschild-Serre spectral sequence give an exact sequence

$$0 \to H^1(k, J[n]) \to H^1_{\text{et}}(J^1, J[n]) \to H^0(k, H^1_{\text{et}}(k, J[n])) \xrightarrow{\partial} H^2(k, J[n]).$$

There exists an $n$-covering of $J^1_k$ and the image of its class under $\partial$ is the obstruction to the existence of an $n$-covering of $J^1$. This obstruction coincides with the coboundary of $[J^1]$ arising from the exact sequence $0 \to J[n] \to J \to J \to 0$ (see [Sko01, Lemma 2.4.5]). In particular, if $[J^1]$ is divisible by $n$, then $\text{Cov}_{\text{sol}}^n(J^1) \neq \emptyset$. In this case $H^1(k, J[n])$ acts simply transitively on $\text{Cov}_{\text{sol}}^n(J^1)$ by exactness of the sequence above.

2. It follows from geometric class field theory that the map $\text{Cov}_{\text{sol}}^n(J^1) \to \text{Cov}_{\text{sol}}^n(C)$ given by pullback is a bijection which respects the action of $H^1(k, J[n])$, so (1) $\Rightarrow$ (2).

3. This follows from Proposition 3.10 and Lemma 3.11.

4. This follows from (3) by pullback.

5. If $J^1(k) \neq \emptyset$, then $\text{Cov}_{\text{sol}}^n(J^1) \neq \emptyset$ (since in this case $[J^1] = 0$ in $H^1(k, J)$ is divisible by $n$). The difference of any two soluble $n$-coverings has trivial image in $H^1(k, J)$, hence must lie in the image of the Kummer map $J(k)/nJ(k) \to H^1(k, J[n])$.

6. This follows from (3) once we show that $\text{Cov}_{\text{sol}}^n(J^1)$ contains $\text{Cov}_{\text{sol}}^n(J^1)$. By assumption there is some $x \in C(k)$, and hence a lift of $x$ to a point $x' \in X(k)$ on some $n$-covering $\pi : X \to C$. This is the pullback of some $n$-covering $T \to J^1$, which is necessarily soluble. Since $X(k) \neq \emptyset$ we have $\text{Pic}(X) = \text{Pic}_X(k)$. Proposition 3.10 shows that $[T \to J^1] \in \text{Cov}_{\text{sol}}^n(J^1) \neq \emptyset$ and that $[J^1_m]$ is divisible by $\varphi$. By (3), $\text{Cov}_{\text{sol}}^n(J^1)$ is the orbit of $[T \to J^1]$ under $\ker(\Upsilon)$, and by (3) $\text{Cov}_{\text{sol}}^n(J^1)$ is the orbit of $[T \to J^1]$ under $J(k)/nJ(k)$. It thus suffices to prove that the image of $J(k)$ under the Kummer map is contained in the kernel of $\Upsilon$. This follows from Lemma 2.10 since our assumption that $C(k) \neq \emptyset$ implies that $\Theta_C$ is the zero map.

7. Since $[J^1] \in n\text{III}(J)$, we have that $\text{Sel}^n(J^1) \neq \emptyset$. One then argues as in (5) (everywhere locally) to see that the difference of two locally soluble $n$-coverings of $J^1$ gives an element of $\text{Sel}^n(J)$.

8. This follows from (7) once we show that $\text{Sel}^n(J^1) \subset \text{Cov}_{\text{sol}}^n(J^1)$. Suppose $T \to J^1$ is a locally soluble $n$-covering and $\pi : X \to C$ is the pullback. Applying (6) over the completions $k_v$ of $k$ we see that $\Theta_X(\pi^*\beta_0)$ has trivial image in $\text{Br}(k_v)$. But then
\( \Theta_X(\pi)/\beta_i \) must be trivial in \( \text{Br}(k) \) by the local-global principle for the Brauer group. Hence \( (X, \pi) \in \text{Cov}_0^n(C) \). Then \( T \to J^1 \) lies in \( \text{Cov}_0^n(J^1) \) as desired.

3.3. A descent map. Suppose \((n, m)\) is a modulus setup associated to a descent setup \((n, \Delta, \beta)\) for \(C\). Recall from Remark 3.3 that a choice for \( f_m \in k(C \times \Delta)^x \) induces a map \( f_m : \text{Pic}^n(C) \to L^x/k^xL^x_n \). The condition in Lemma 3.9 allows us to define a ‘descent map’ \( f_m : \text{Cov}_0^n(C) \to L^x/k^xL^x_n \) with the property that for any extension \( K/k \) and \( Q \in C(K) \),

\[
(3.3) \quad \tilde{f}_m(C', \pi) = f_m(\pi(Q)) \quad \text{in} \quad \frac{(L \otimes K)^x}{K^x(L \otimes K)^x}.
\]

This map is compatible with the action of \( \ker(\Upsilon) \) on \( \text{Cov}_0^n(C) \) and the image of \( \ker(\Upsilon) \) in \( L^x/k^xL^x_n \) under the map \( \epsilon \) in (3.2). In particular, the action of \( \text{Pic}^0(C) \) on \( \text{Cov}_0^n(C) \) via \( \text{Pic}^0(C) \subset J(k) \stackrel{d}{\to} \ker(\Upsilon) \) is compatible with the action of \( f_m (\text{Pic}^0(C)) \) on the image of \( \tilde{f}_m \) inside \( L^x/k^xL^x_n \). In the situations of Example D.1 and Example D.3, details of this construction can be found in [Cre13 Prop. 5.4] and [Cre14 Theorem 5.2], respectively. The general case can be carried out in the same way.

Composing \( f_m \) with the pullback map \( \text{Cov}_0^n(J^1) \to \text{Cov}_0^n(C) \) one obtains a map \( \tilde{g}_m : \text{Cov}_0^n(J^1) \to L^x/k^xL^x_n \).

If \( Q \in C(k) \neq \emptyset \), then Proposition 3.12(6) shows that \( \text{Cov}_0^\text{sol}(J^1) \subset \text{Cov}_0^n(J^1) \), and compatibility with the action of \( \ker(\Upsilon) \) shows that the image of \( \text{Cov}_0^\text{sol}(J^1) \) under \( \tilde{g}_m \) is the orbit under \( f_m \) of \( (J(k)/nJ(k)) \) of \( f_m(Q) \). Similarly if \( k \) is a global field and \( C \) is everywhere locally soluble, then Proposition 3.12(viii) shows \( \text{Sel}^n(J^1) \subset \text{Cov}_0^n(J^1) \); its image under \( \tilde{g}_m \) is contained in a set which can be computed from the local images of \( \text{Pic}^1(C_k) \). In [Cre13] one finds examples (in the case of hyperelliptic curves) where this is used to prove that \( \text{Sel}^n(J^1) = \emptyset \) thus concluding that \( |J^1| \neq n\text{III}(J) \). This illustrates the value of Proposition 3.12 from the perspective of explicit descents; namely it shows that the set of coverings \( \text{Cov}_0^n(J^1) \) is large enough to be of interest for such arithmetic applications.

In general, the map \( \text{Cov}_0^n(J^1) \to L^x/k^xL^x_n \) will not be injective, so the subset cut out by the local conditions may be larger than the image of \( \text{Sel}^n(J^1) \) (One says that we are computing a ‘fake Selmer set’ for \( J^1 \)). There are ways to deal with this (at least in principle; see Remark 3.20 below).

3.4. Norm conditions. When \( C : z^2 = f(x) \) is a hyperelliptic curve with \( m \) the divisor above \( \infty \in \text{Div}(\mathbb{P}^1) \), the 2-divisibility of \( |J_m^1| \) is equivalent to the vanishing of the class of the leading coefficient of \( f(x) \) in \( k^x/k^x\mathbb{N}_{L/k}(L^x) \). In this section we consider generalizations of this condition.

If the diagonal embedding \( \mathbb{Z}/n\mathbb{Z} \hookrightarrow \text{Res}_\Delta \mathbb{Z}/n\mathbb{Z} \) is contained in the kernel of the map \( \text{Res}_\Delta \mathbb{Z}/n\mathbb{Z} \to J[n] \), then \#\( \Delta = nr \) for some \( r \) and there exists a function \( g \in k(C)^x \) such that \( \text{div}(g) = \sum_{\delta \in \Delta} \delta - rm \). From the descent setup \((n, \Delta, \beta)\), we have a function \( f_m \in k(C \times \Delta)^x \) such that \( \text{div}(f_m) = n\beta - m \times \Delta \). Then \( \text{div}(N_{L/k}(f_m)) = n \sum_{\delta \in \Delta} -nr m = \text{div}(g^n) \). Hence \( N_{L/k}(f_m) = c g^n \) for some \( c \in k^x \). Different choices for \( f_m \) and \( g \) would modify \( c \) by an element of \( k^xN_{L/k}(L^x) \). Hence the class of \( c \) in \( k^x/k^x\mathbb{N}_{L/k}(L^x) \) is determined by the descent setup \((n, \Delta, \beta)\).
Proposition 3.15. Suppose that the diagonal embedding $\mathbb{Z}/n\mathbb{Z} \hookrightarrow \text{Res}_{\Delta} \mathbb{Z}/n\mathbb{Z}$ is contained in the kernel of the map $\text{Res}_{\Delta} \mathbb{Z}/n\mathbb{Z} \to \mathcal{J}[n]$ and let $c \in k^\times$ be as defined above. If $[J_{m}]^1$ is divisible by $\varphi$, then the class of $c$ in $k^\times/k^\times\text{N}_{L/k}(L^\times)$ is trivial.

Proof. Suppose $[J_{m}]^1$ is divisible by $\varphi$. By Proposition 3.10 there exists a $\varphi$-covering $\pi : C'' \to C$. There exists $\alpha \in L^\times$ and $f \in k(C'' \times \Delta)^\times$ such that $\alpha f^n = \pi^* f_m$. Taking norms we find $N_{L/k}(\alpha) N_{L/k}(f^n) = \pi^* g^n$, where $g \in k(C)^\times$ is the function involved in the definition of $c$. From this we see that $c \in k^\times N_{L/k}(L^\times)$. \hfill $\square$

When the diagonal embedding of $\mathbb{Z}/n\mathbb{Z}$ is equal to the kernel of the map $\text{Res}_{\Delta} \mathbb{Z}/n\mathbb{Z} \to \mathcal{J}[n]$, the norm condition in the proposition is also sufficient for $\varphi$-divisibility of $[J_{m}]^1$. Indeed, in this case, dualizing (3.1) one finds an exact sequence $0 \to A_m[\varphi] \to \text{Res}_{\Delta} \mu_n \to \mu_n \to 1$ which leads to an injective map $k^\times/N_{L/k}(L^\times) k^\times_n \hookrightarrow H^2(A_m[\varphi])$ and one can show that the class of $c$ maps to $\partial[J_{m}]^1$ [BGWB, Theorem 24].

In general, the kernel of $\text{Res}_{\Delta} \mathbb{Z}/n\mathbb{Z} \to \mathcal{J}[n]$ may be larger than (or fail to contain) the diagonal embedding of $\mathbb{Z}/n\mathbb{Z}$. As described in [BPS, Appendix] one can always find a finite étale $k$-scheme $\Delta' = \text{Spec}(L')$ and a correspondence $\tau : \Delta \dashrightarrow \Delta'$ which induces a surjection of $\text{Res}_{\Delta'} \mathbb{Z}/n\mathbb{Z}$ onto the kernel. We recall that a correspondence $\tau : E \dashrightarrow E'$ between finite $k$-schemes is a homomorphism $\text{Res}_E \mathbb{Z} \to \text{Res}_{E'} \mathbb{Z}$.

Lemma 3.16. There exist finite étale $k$-schemes $\Delta' = \text{Spec}(L')$, $\Delta'' = \text{Spec}(L'')$ and correspondences $\tau : \Delta \dashrightarrow \Delta'$, $\tau' : \Delta' \dashrightarrow \Delta''$ and $\tau'' : \Delta \dashrightarrow \Delta''$ with $\tau' \circ \tau = n \tau''$ that induce an exact sequence $0 \to A_m[\varphi] \to \text{Res}_{\Delta} \mu_n \xrightarrow{\tau} \text{Res}_{\Delta'} \mu_n \xrightarrow{\tau'} \text{Res}_{\Delta''} \mu_n$.

Proof. The map $A_m[\varphi] \to \text{Res}_{\Delta} \mu_n$ comes from dualizing $\text{Res}_{\Delta} \mathbb{Z}/n\mathbb{Z} \to \mathcal{J}[n]$. For the existence of $\tau$, $\tau'$, $\tau''$ we refer the reader to [BPS, §A.1, §A.2]. \hfill $\square$

Example 3.17. If $C$ is a hyperelliptic curve with $\Delta$ its set of Weierstrass points, we can take $\Delta' = \text{Spec}(k)$, $\Delta'' = \emptyset$ and $\tau$ to be the correspondence inducing the norm $N_{L/k} : \text{Res}_{\Delta} \mu_n \to \mu_n$.

Example 3.18. Suppose $C$ is a cubic curve with $\Delta$ the set of flex points. Take $\Delta'' = \Delta$ and take $\Delta'$ to be the Galois set consisting of the twelve lines passing through three distinct flexes. The incidence relations between flexes and lines define correspondences $\tau : \Delta \dashrightarrow \Delta'$ and $\sigma : \Delta' \dashrightarrow \Delta$. The compositions of the norm maps from $\text{Res}_{\Delta} \mu_n$ and $\text{Res}_{\Delta'} \mu_n$ to $\mu_n$ with the diagonal embedding $\mu_n \hookrightarrow \text{Res}_{\Delta} \mu_n$ are induced by correspondences $\rho : \Delta \dashrightarrow \Delta$ and $\rho' : \Delta' \dashrightarrow \Delta$. Set $\tau' = \sigma - \rho'$ and $\tau'' = 1 - \rho$. The proof of [Cre10, Lemma 5.3] shows that these correspondences satisfy the conditions of Lemma 3.16.

Let $\tau, \tau', \tau''$ be as in Lemma 3.16 and define maps

\[ v : \text{Res}_{\Delta} \mathbb{G}_m \to \text{Res}_{\Delta} \mathbb{G}_m \times \text{Res}_{\Delta'} \mathbb{G}_m ; \quad v(\ell) = (\ell^n, \tau_*(\ell)) , \]

\[ v' : \text{Res}_{\Delta} \mathbb{G}_m \times \text{Res}_{\Delta'} \mathbb{G}_m \to \text{Res}_{\Delta'} \mathbb{G}_m \times \text{Res}_{\Delta''} \mathbb{G}_m ; \quad v'(\ell, \ell') = \left( \frac{\ell^m}{\tau_*(\ell)}, \frac{\tau'_*(\ell')}{\tau''_*(\ell')} \right) . \]

By Lemma 3.16 there is an exact sequence

\[ 0 \to A_m[\varphi] \to \text{Res}_{\Delta} \mathbb{G}_m \xrightarrow{v} \text{Res}_{\Delta} \mathbb{G}_m \times \text{Res}_{\Delta'} \mathbb{G}_m \xrightarrow{v'} \text{Res}_{\Delta'} \mathbb{G}_m \times \text{Res}_{\Delta''} \mathbb{G}_m . \]

Proposition 3.19. With notation as above, let $U = \text{image}(v)$ and $U' = \text{image}(v')$.

1. $H^1(U) \simeq U'(k)/U'(L^\times \times L'^\times)$.
(2) There exists \( g \in k(C \times \Delta')^\times \) such that the functions \( c' = \tau_*(f_m)/g^n \) and \( c'' = \tau'_*(f_m)/\tau'_*(g) \) are constant and \( c = (c', c'') \in U'(k) \subset L'^\times \times L''^\times \).

(3) The class of \( c \) in \( H^1(U) \) depends only on \((n, \Delta, \beta)\).

(4) The class of \( c \) in \( H^1(U) \) is trivial if \([J_n^m]\) is divisible by \( \varphi \).

**Proof.** (1) This follows immediately from the definitions.

(2) One can check that \( \tau_*(f_m) \) is \( n \) times a principal divisor (see [BPS, Lemma A.9]). Hence there exist \( c' \in L'^\times \) and \( g \in k(C \times \Delta')^\times \) such that \( c' = g^n/\tau_*(f_m) \). Using that \( \tau' \circ \tau = n\tau \) we see that \( \tau''(f_m) \) and \( \tau'_*(g) \) have the same divisor, whence the existence of \( c'' = \tau'_*(g)/\tau'_*(f_m) \in L''^\times \). To see that \( c \in U'(k) \) simply note that \( c = \varphi(f_m(x), g(x)) \), for any \( x \in C(k) \).

(3) Modifying \( f_m \) or \( g \) by a scalar leaves the class of \( c \) modulo \( \varphi(L'^\times \times L''^\times) \) unchanged.

(4) This proved in the same way as in Proposition 3.15.

\[ \square \]

**Remark 3.20.**

(1) The exact sequence (3.4) yields an injective map \( H^1(U) \hookrightarrow H^2(A_m[\varphi]) \). We expect that this sends the class of \( c \) to \( \partial[J_n^m] \), where \( \partial \) denotes the coboundary coming from the exact sequence \( 0 \rightarrow A_m[\varphi] \rightarrow A_m \rightarrow J_m \rightarrow 0 \). In particular we expect the converse of Proposition 3.19(iv) holds.

(2) As described in the appendix to [BPS], one can extend the map \( f_m : \text{Pic}(C) \rightarrow L'^\times/k^\times L''^\times \) to a map \( \text{Pic}(C) \rightarrow U(k)/\nu(L'^\times) \). Using this one can extend the descent map described in Section 3.3 to an injective map \( \text{Cov}^n(J^1) \rightarrow U(k)/\nu(L'^\times) \), thus also allowing one to compute the (full) \( n \)-Selmer set of \( J^1 \). In the case of genus one curves this is described in detail in [Cre14].

### 4. INDEX AND DIVISIBILITY OF TORSORS UNDER ELLIPTIC CURVES

Let \( T \) be a torsor under an elliptic curve \( E \). We define the index of \( T \) to be the least positive degree of a \( k \)-rational divisor on \( T \). The index \( I \) of \( T \) and the order \( P \) of \( T \) in \( H^1(k, E) \) are known to satisfy \( P \mid I \mid P^2 \), and over number fields all pairs of integers \((P, I)\) satisfying these relations are known to occur [CSI10].

**Proposition 4.1.** Let \([C] \) be a torsor under an elliptic curve \( E \) with underlying curve \( C \). The following are equivalent.

(1) There exists a torsor \([C'] \) of index dividing \( n^2 \) such that \( n[C'] = [C] \).

(2) The curve \( C \) admits a modulus setup \((n, m)\) with \( n = \deg(m) \) such that \([J_n^m]\) is divisible by \( \varphi \) in \( H^1(k, J_m) \).

**Remark 4.2.** In [Cre] it is shown that condition (2) is satisfied when \( C \) is a locally solvable curve over a global field \( k \) and the action of \( \text{Gal}_k \) on \( J[n] \) is sufficiently generic. In particular, when \( k = \mathbb{Q} \), it holds when \( n = p^r \) is any prime power with \( p > 7 \).

Our proof of Proposition 4.1 will make use of the following interpretation of the elements of \( H^1(k, E[n]) \) taken from [CFO*08].

**Definition 4.3.** A **torsor divisor class pair** \((T, Z)\) consists of a \( J \)-torsor \( T \) and a \( k \)-rational divisor class \( Z \in \text{Pic}_T(k) \). Two torsor divisor class pairs \((T, Z)\) and \((T', Z')\) are isomorphic if there is an isomorphism of torsors \( s : T \rightarrow T' \) such that \( s^*Z' = Z \).
The automorphism group of the pair \((E, n.0_E)\) can be identified with \(E[n]\), and every pair \((T, Z)\) with \(\deg(Z) = n\) can be viewed as a twist of \((E, n.0_E)\) \([\text{CFO}+08\text{ Lemmas 1.7 and 1.8}]\). It follows that the torsor divisor class pairs of degree \(n\), viewed as twists of \((E, n.0_E)\), are parameterized by the group \(H^1(k, E[n])\).

**Lemma 4.4.** Suppose \((T', Z')\) is a torsor divisor class pair representing a lift of the class of \((T, Z)\) under the map \(n_+ : H^1(k, E[n^2]) \to H^1(k, E[n])\). The Brauer classes associated to the \(k\)-rational divisor classes \(Z'\) and \(Z\) satisfy \(n[Z'] = [Z]\) in \(Br(k)\). In particular, \(Z\) is represented by a \(k\)-rational divisor if \(Z'\) is.

**Proof.** Suppose the class of \((T', Z')\) is represented by a 1-cocycle \(\xi_\sigma \in Z^1(E[n^2])\). Let \(f_\sigma, g_\sigma \in \overline{k}(E)^\times\) be functions such that \(\text{div}(f_\sigma) = \tau_{\xi_\sigma}^* [n]^0_{E} - [n]^0_{E}\) and \(\text{div}(g_\sigma) = \tau_{\xi_\sigma}^* n.0_E - n.0_E\). Comparing divisors we see that we may scale by a constant to arrange that \(f_\sigma^n = g_\sigma \circ [n]\). Moreover, using that \(\xi_\sigma\) is a cocycle, we see that the coboundaries of the 1-cochains \((\sigma \mapsto f_\sigma)\) and \((\sigma \mapsto g_\sigma)\) give 2-cocycles \(F, G \in Z^2(\kappa)\) satisfying \(F^n = G\).

To prove the lemma one shows that \(F\) and \(G\) represent the Brauer classes corresponding to \(Z'\) and \(Z\), respectively. By \([\text{CFO}+08\text{ Prop. 1.32}]\), the pair \((g_\sigma, n\xi_\sigma)\) denotes a lift of \(n\xi_\sigma\) to the theta group corresponding to the torsor divisor class pair \((E, n.0_E)\). Then \([\text{CFO}+08\text{ Prop. 2.2}]\) shows that \([G] = [Z]\). In the same way we see that \((f_\sigma, \xi_\sigma)\) gives a lift of \(\xi_\sigma\) to the theta group corresponding to \((E, [n]^0_{E})\) and so \([F] = [Z']\). \(\square\)

**Proof of Proposition 4.4.** \(\Rightarrow\ 1\). Suppose \(\Rightarrow 2\) holds and let \((n, \Delta, \beta)\) be the \(n\)-descent setup corresponding to \(m\). By Proposition 3.10 there is an \(n\)-covering \(\pi : C' \to C\) such that \(\pi^* \beta_\delta\) is linearly equivalent to a \(k\)-rational divisor for some \(\delta \in \Delta(\overline{k})\). The genus one curve \(C'\) can be endowed with a torsor structure so that \(n[C'] = [C]\) in \(H^1(k, E)\). Moreover, the index of \([C']\) divides \(\deg(\pi^* \beta_\delta) = n^2\).

\(1\Rightarrow 2\). Suppose \(1\) holds and let \(Z' \in \text{Pic}^n(C')\). Consider the torsor divisor class pair \([(C'), Z']\). The image of this class under \(n_+ : H^1(k, E[n^2]) \to H^1(k, E[n])\) is represented by a pair \([(C), Z]\). By Lemma 1.4 \(Z \in \text{Pic}^n(C)\). By Riemann-Roch the divisor class \(Z\) contains a reduced and effective divisor \(m\) of degree \(n\). Then \((n, m)\) is a modulus setup for \(C\) with \(n = \deg(m)\). The divisor \(m\) determines a map \(C \to \mathbb{P}^{n-1}\) (which is an embedding for \(n > 2\)). Let \(\Delta := \{x \in C(\overline{k}) : n.x \sim m\}\) and take \(\beta\) to be the diagonal embedding of \(\Delta\) in \(C \times \Delta\). Then \((n, m)\) is associated to the \(n\)-descent setup \((n, \Delta, \beta)\).

The pair \((C', Z')\) corresponds to an \(n^2\)-covering of \(E\), which we may assume factors through the \(n\)-covering of \(E\) determined by \((C, Z)\). In particular, there is a commutative diagram

\[
\begin{array}{ccc}
C' & \xrightarrow{n'} & C & \xrightarrow{\pi} & E \\
\downarrow{s'} & & \downarrow{s} & & \downarrow{\;} \\
E & \xrightarrow{n} & E & \xrightarrow{n} & E
\end{array}
\]

where \(s\) and \(s'\) are isomorphisms defined over \(\overline{k}\) which determine the \(E\)-torsor structures on \(C\) and \(C'\). Now \([m] = Z = [s^* n.0_E]\), so we must have \(s^* 0_E = \beta_\delta\) for some \(\delta \in \Delta(\overline{k})\). On the other hand, \(Z'\) is the class of \(s^* n^2.0_E = s^* [n]^0_{E} = \pi^* s^* 0_E = \pi^* \beta_\delta\). As this class is represented by a \(k\)-rational divisor, Proposition 3.10 shows that \([J_m]\) is divisible by \(\varphi\). \(\square\)
A. Weil Pairings

In this appendix we recall the three equivalent definitions of the Weil pairing on the \(n\)-torsion of a Jacobian variety that have been used in the paper.

A.1. The Weil pairing via the principal polarization. Suppose \(\phi : A \to B\) is an isogeny of abelian varieties with dual isogeny \(\hat{\phi} : \hat{B} \to \hat{A}\). There is a canonical isomorphism \(\beta : \hat{B} \simeq A[\phi] : \Hom(A[\phi], \mathbb{G}_m)\), and thus a nondegenerate pairing \(e_\phi : A[\phi] \times \hat{B}[\hat{\phi}] \to \mathbb{G}_m\) defined by \(e_\phi(x, y) = \beta(y)(x)\) (see [Mum70, §15 Theorem 1]). Applying this in the case \(\phi = [n] : A \to A\) yields a pairing

\[
\tilde{e}_n : A[n] \times \hat{A}[n] \to \mathbb{G}_m.
\]

Now suppose \(C\) is a nice curve and let \(\lambda : J \to \hat{J}\) be the canonical principal polarization of its Jacobian \(J\). Using this one defines,

\[
e_n : J[n] \times J[n] \to \mathbb{G}_m ; \quad e_n(x, y) = \tilde{e}_n(x, \lambda(y)).
\]

A.2. The Weil pairing via Kummer theory. Let \(M\) be the maximal unramified abelian extension of \(K = \overline{K}(C_K)\) of exponent \(n\). Kummer theory gives a perfect pairing \(\kappa : \Gal(M/K) \times (K^\times \cap M^{\times n})/K^{\times n} \to \mu_n\).

There is an isomorphism \(r : J[n] \simeq \Gal(M/K)\) of \(\Gal_k\)-modules. Specifically, \(M\) is the function field of an étale covering \(\pi : Y \to C_K\) fitting into a cartesian diagram

\[
\begin{array}{ccc}
Y & \longrightarrow & J_K \\
\downarrow \pi & & \downarrow n \\
C_K & \longrightarrow & J_K.
\end{array}
\]

Translation by a point of \(J[n]\) on \(J_K\) pulls back to give an automorphism of \(Y\) over \(C_K\), and hence an element of \(\Gal(M/K)\). There is also an isomorphism \(s : J[n] \simeq (K^\times \cap M^{\times n})/K^{\times n}\).

Explicitly, if \(P \in J[n]\) is represented by a divisor \(D \in \Div(C_K)\) such that \(nD = \text{div}(f)\), then there exist \(g \in M^\times\) such that \(g^n = f\) and \(r(P) = gK^{\times n}\). From [Mil86b, Section 16] and [Mil86 Remark 6.10] one deduces that the pairing in (A.2) can be written as,

\[
e_n(x, y) = \kappa(r(x), s(y)).
\]

A.3. Weil’s definition of the pairing. Let \(D_1, D_2 \in \Div(C_K)\) be divisors representing \(P_1, P_2 \in J[n]\) and let \(h_1, h_2 \in \overline{K}(C_K)^\times\) be functions such that \(\text{div}(h_i) = nD_i\). Then

\[
e_n(P_1, P_2) = \prod_{x \in C_K(k)} (-1)^{m_{\ord_x(D)}(\ord_x(E))} \frac{g^{\ord_x(D)}}{\ord_x(E)}(x).
\]

In [How96] it is proved that this agrees with (A.2).
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