Abstract

Diarization partitions an audio stream into segments based on the voices of the speakers. Real-time diarization systems that include an enrollment step should limit enrollment training samples to reduce user interaction time. Although training on a small number of samples yields poor performance, we show that the accuracy can be improved dramatically using a chronological self-training approach. We studied the tradeoff between training time and classification performance and found that 1 second is sufficient to reach over 95% accuracy. We evaluated on 700 audio conversation files of about 10 minutes each from 6 different languages and demonstrated average diarization error rates as low as 10%.
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1. Introduction

Speaker diarization is the process of partitioning an input audio into segments that indicate “who spoke when.” It has a large range of applications such as speaker turn change detection, audio annotation, and speaker verification. Speaker diarization approaches can roughly be divided into two categories: real-time and offline. Real-time approaches continually assign audio frames to speakers while speech is ongoing, which is useful for applications such as video call captioning and real-time conversation transcription. Offline approaches are more restrictive in that they require the entire audio sequence to be available at once, and they are useful for scenarios such as transcribing voicemail and stored videos.

We employ real-time diarization to serve a practical purpose: to enable streaming diarization in a real-time conversation app developed by our team for research purposes. Dyadic conversations in the app begin on a screen with two buttons, one for each talker. Conversations proceed in 2 stages: in stage 1, each user speaks while they push their own button on the screen, collecting speech samples for model training. The embedding vectors collected during this period are the features, and the labels come from whichever button the respective user pressed. In stage 2, the app indicates to the speakers that it is ready to continue their conversation without the need to push buttons to take turns. Since button-pushing is tedious, prone to timing errors, and not a natural conversational interaction, we aim to limit the training phase as much as possible. Also, unlike many diarization approaches in the literature that have access to the audio and labels of the full conversation upfront, our app requires that all model inference be done on the device in a streaming fashion. To meet these needs, we developed an approach that performs highly accurate streaming diarization with as little training and user interactions as possible by utilizing a self-training approach that adapts over time. We call this approach chronological self-training.

Most diarization systems are composed of multiple components such as a voice activity detector (VAD) that partitions the audio into speech regions, an embedding model that embeds sliding windows of speech audio into a high-dimensional space, and a clustering stage that clusters the embeddings by speaker. Fully end-to-end neural diarizers such as [2] use a single system without separate embeddings. For embedding-based systems, some approaches also include an additional post-processing step where the clusters are further refined and combined. For example, Sell and Garcia-Romero [3] used probabilistic linear discriminant analysis (PLDA) to refine i-vectors [4, 5]. Popular choices of embeddings include i-vectors, d-vectors [6], or x-vectors [7]. Both x-vectors and d-vectors are DNN embeddings and have similar performance, and we prefer to use d-vectors.

2. Methods

Our approach builds upon prior work on d-vector embeddings that embed a speaker’s voice in a 256-dimensional hyper-sphere in such a way that the points of the same speaker are close and those of different speakers are separated [8, 9]. Each audio file of conversations is passed through the embedding pipeline, which first partitions the audio into speech regions using a VAD, extracts embeddings from sliding windows across the speech regions, averages the embeddings, and computes d-vectors. d-vectors are computed approximately every 200ms, which we found experimentally to be sufficiently frequent to capture changes in speaker turns while not being computationally intensive. More details such as architecture and training data are in [9].

The processing step yields sequences of d-vectors for the conversations, and the goal is to group these together into speaker turns. Each d-vector is associated with the ground truth speaker IDs by comparing with the timestamps from human-annotated files. Many diarization approaches use a separate enrollment file recorded with different channel conditions to com-
Figure 1: Visualization of training points and predictions using 2D t-SNE projection of the 256-dimensional d-vectors of a conversation. (a) Blue is one speaker, green another, magenta is overlapping speech, and cyan is when no one was speaking. (b) The large points are the first 10 samples of the conversation. These are used for training while the rest are used for testing. (c) Classification using Nearest Centroid with an accuracy of 49%. The yellow and red points are mis-classifications. (d) Classification using adaptive Nearest Centroid with an accuracy of 85%. Many of the mis-classified points are corrected.

To model our application use-case, our approach divides the d-vectors into training and testing sets chronologically by time. For each audio file, we train multiple classifiers on the d-vectors and their labels from the first $t$ seconds and test them on the remaining d-vectors. By training and testing on each file independently, each model learns its parameters during the enrollment stage. Although this ensures that the speaker and channel characteristics of the d-vector embeddings in the enrollment remain the same during testing, this is not an artificial setup because it perfectly emulates our scenario of the app being trained as users initially take turns. It would be convenient to use an enrollment protocol that guarantees an equal representation of the speakers, but that would also not meet our use case. To accurately represent our use-case, we designed our approach to use the first $t$ seconds of a user’s speech for training.

Since our application is constrained to operate in real-time, our experimentation is confined to algorithms that can be trained on partial data and updated over time. We used the following classifiers: 1) K-Nearest Neighbors (K-NN), which labels test points using the mode of the labels of the $K$ closest samples in the training set, 2) Gaussian Naive Bayes (GNB), which fits a Gaussian during training and computes the maximum likelihood estimate during testing, 3) and Nearest Centroid (NC), which computes the centroid for each class during training and measures the distance to those centroids during testing. We used the scikit-learn package [13] with the following settings: K-NN (metric=cosine, neighbors=3), GNB (var smoothing=0.1), and NC (metric=cosine). These algorithms rely on key assumptions of sample distributions that may not fully hold for d-vectors, but they perform well in practice as shown in Section 3.

2.1. Classification of embeddings

Each embedding vector represents a time window of about 200ms, and we can visualize the separability of these embeddings by running t-SNE [14] to project the points onto a 2D plane while roughly maintaining their relative distances. In Figure 1a, after the dimensionality reduction with t-SNE, each point in a single, sample conversation is colored by its human label: blue and green are different speakers. This is useful for visualizing the speaker points and the results of classification, but it cannot be used for classification itself because the projection cannot be re-used on new points once it has been computed. Thus the classification algorithms are run on the original 256-dimensional vectors.

In a real conversation, there is no control over which speaker will speak first and for how long, so the algorithm has to handle whatever audio it receives first. Thus, the classifiers only have access to the first set of samples of the conversation for training. In Figure 1b, the chronologically first 10 points (shown as large dots) from a sample audio conversation are the only points the classifiers can use for training. The remaining points (shown as smaller dots) are used for testing. In this example, only 2 of these samples come from the “green” speaker (2 large green dots), and these points lie on the far right border of the cloud of points and do not accurately represent the entire distribution. This can happen if the enrollment audio clips do
not accurately represent the full range of the speaker’s voice and can lead to misclassification of later points.

Such limited and poorly distributed training points have a dramatic impact on the classification performance as shown in Figure 1c, where a large swath of green points are mislabeled (shown in yellow). This is reflected in the accuracy, which is only 49% in this case. One solution is to collect more training data, but this would result in more user interaction time.

2.2. Chronological self-training

To achieve higher performance without changing the training data, we allow the algorithm to adapt over time after its initial training stage instead of training simply on the training window. We accomplish this with a self-training procedure [15, 16], where the model is continually updated with its predictions on new unlabeled samples as they arrive:

1. Train the model on the initial training points.
2. Predict the labels on the next set of \( B \) test points, where \( B \) represents a batch size (that we usually set to 10).
3. Retrain the model including the predicted labels, optionally ignoring points with low prediction score.
4. Return to step 2.

If the batch size is too high, the model will adapt slowly, and if too low, the model will have to re-train too often. Using hyper-parameter tuning [17], we found that 10 is a good tradeoff. We implemented this adaptive approach for both the NC and GNB algorithms, both of which have the flexibility to operate on a partial set of points. Since each prediction step yields a probability for each test point, we could optionally limit the model update to points whose probabilities exceed a desired threshold, but we found through experimentation that this led to only modest gains and that simply including all subsequent predicted labels to update the model yielded high-quality results. The model could drift if too few training samples are included such that noisy predictions dominate; we present some analysis of this tradeoff in Figure 2.

Running the adaptive NC algorithm increases the accuracy of Figure 1c from 49% to 85% even though the training samples are the same as shown in Figure 1b. This can be seen in Figure 1d, where many more points are classified correctly. Most of the remaining mistakes (yellow and red) fall on the border between the clusters, which is the most challenging region. It is promising that the algorithm can reach high accuracy with such limited training data, and this impact is studied in Section 3.

3. Experimental Results

We used 700 CALLHOME (https://catalog.ldc.upenn.edu) audio files, each with 10 minutes of manually annotated audio, from 6 different languages: English (LDC97S42), Spanish (LDC96S35), German (LDC97S43), Arabic (LDC97S45), Mandarin (LDC96S34), and Japanese (LDC96S37). This dataset consists of audio recordings of real phone conversations among 2 or more participants, and they closely match our scenario of real-time conversations. Each conversation includes a rich set of manually-generated diarization annotations, which enabled us to evaluate our approach on this large dataset that closely resembles our streaming diarization use case.

For each audio file, we merged multiple channels into a single channel as is typical in the literature [18, 5]. In each audio file, we use the un-partitioned evaluation map (UEM) files to determine the region of human annotation and do not process the parts that are before the first annotation or after the last annotation. DER is the main comparison metric and is calculated using the pyannote metrics library [19]. When computing the metrics, we exclude overlapped speech (multiple speakers speaking at the same time) and tolerate errors less than 250 ms (collar = 0.25) in locating segment boundaries as is the standard convention in the literature [18, 5, 20, 21, 22].

Since our experimental setup relies on the manual annotations provided in the CALLHOME data, there is no need for manual annotation of individual d-vectors. For the training data, our system selects the d-vectors in the first \( t \) seconds of each audio file along with the manual annotations. This enables us to avoid the problem of having to manually annotate the very short audio segments corresponding to the d-vectors, which are too short for humans to listen to and annotate in isolation.

3.1. Influence of training time on accuracy

Each speaker enrolls for a given number of seconds, and we aim to reduce this while retaining high accuracy. We measured the tradeoff between training time and performance by computing the performance while sweeping the training time per speaker in steps of 1 second from 1 to 10 (and one at 0.5 seconds). Users will realistically not train the system for more than 10 seconds, and all of the algorithms performed well with just a few seconds of training data. At each setting, the script accumulates the time spoken by each person in an audio file until the required time is reached, which marks the end of the training samples. For consistency, the testing samples were held fixed across all settings by starting at the first sample after the last training sample across tests.

Figure 2 shows plots of the mean accuracy of each algorithm over the 120 audio files of the English dataset as a function of training time. This plot shows that the adaptive NC and adaptive Naive Bayes methods saturate very early, which demonstrates the strength of the adaptive approach: it reaches peak performance with very little training data. The reason why adding more than 3 seconds does not provide additional gains is that there is human error in the annotations so that the classifiers cannot reach 100%; we estimated about a 3% error in the human annotations.

The accuracy metric is used because the speakers are mostly balanced in each conversation. The adaptive NC algorithm performs the best, reaching over 95% accuracy with just 0.5 seconds (2 to 3 d-vector samples) of training time. The adaptive GNB, NC, GNB, and K-NN classifiers require about 1, 3, 4, and 8 seconds, respectively, to reach this level of accuracy. The standard deviation of accuracy across audio files was also computed but is not shown so as not to clutter the plots. Adaptive
NC has the smallest standard deviation (for example, 3.2 at 1 second), and the variance decreases with training time for all of the algorithms.

### 3.2. Quantitative comparisons

We next computed the diarization error rate (DER) to compare the performance of the classification algorithms. Table 1 provides detailed scores for multiple algorithms on the 700 audio files, each about 10 minutes long from 6 languages: English (EN), Spanish (SP), German (DE), Arabic (AR), Mandarin (CN), and Japanese (JP). The scores for each language represent the average of all the audio files for that language. FA = False Alarm, Miss = missed detection. Bold text indicates the best DER per language. The processing pipeline and settings were kept constant across all experiments.

Table 1: Average error rates for CALLHOME audio ($n = 700$), grouped by language. FA = False Alarm, Miss = missed detection. Bold text indicates the best DER per language. The processing pipeline and settings were kept constant across all experiments.

| Method       | Confusion | FA   | Miss  | DER   |
|--------------|-----------|------|-------|-------|
| EN           |           |      |       |       |
| Naive        | 22.85     |      | 4.45  | 29.49 |
| Links        | 16.38     |      | 11.47 | 23.03 |
| Spectral     | 5.43      | 2.09 | 8.48  | 15.75 |
| K-NN         | 15.14     |      | 18.38 | 19.93 |
| GNB          | 5.78      |      | 21.78 | 22.85 |
| GNB(adapt)   | 4.78      |      | 11.42 | 22.85 |
| NC           | 6.81      |      | 13.35 | 19.93 |
| NC(adapt)    | 3.31      |      | 9.95  | 19.93 |
| SP           |           |      |       |       |
| Naive        | 26.75     | 0.84 | 16.32 | 35.79 |
| Links        | 20.31     |      | 24.43 | 35.79 |
| Spectral     | 7.28      |      | 26.43 | 35.79 |
| K-NN         | 15.39     | 0.84 | 18.06 | 35.79 |
| GNB          | 17.39     |      | 19.93 | 35.79 |
| GNB(adapt)   | 9.02      |      | 19.93 | 35.79 |
| NC           | 10.90     |      | 19.93 | 35.79 |
| NC(adapt)    | 8.48      |      | 17.51 | 35.79 |
| DE           |           |      |       |       |
| Naive        | 22.99     | 0.76 | 16.09 | 29.00 |
| Links        | 15.95     |      | 10.87 | 22.85 |
| Spectral     | 3.96      | 0.76 | 18.06 | 16.09 |
| K-NN         | 9.18      |      | 19.82 | 16.09 |
| GNB          | 12.91     |      | 11.63 | 16.09 |
| GNB(adapt)   | 4.73      |      | 12.86 | 16.09 |
| NC           | 5.96      |      | 10.73 | 16.09 |
| NC(adapt)    | 3.31      |      | 15.73 | 16.09 |
| AR           |           |      |       |       |
| Naive        | 28.69     | 0.65 | 28.41 | 35.73 |
| Links        | 21.37     | 0.65 | 28.41 | 35.73 |
| Spectral     | 8.71      |      | 26.18 | 35.73 |
| K-NN         | 16.79     | 0.65 | 26.18 | 35.73 |
| GNB          | 19.14     |      | 19.28 | 35.73 |
| GNB(adapt)   | 9.90      |      | 19.28 | 35.73 |
| NC           | 12.25     |      | 15.65 | 35.73 |
| NC(adapt)    | 8.61      |      | 15.65 | 35.73 |
| CN           |           |      |       |       |
| Naive        | 27.32     | 1.96 | 14.44 | 33.66 |
| Links        | 19.77     | 1.96 | 26.10 | 33.66 |
| Spectral     | 8.11      | 1.96 | 26.10 | 33.66 |
| K-NN         | 17.37     |      | 26.13 | 33.66 |
| GNB          | 19.80     |      | 26.13 | 33.66 |
| GNB(adapt)   | 9.90      |      | 16.23 | 33.66 |
| NC           | 11.91     |      | 18.24 | 33.66 |
| NC(adapt)    | 9.46      |      | 15.79 | 33.66 |
| JP           |           |      |       |       |
| Naive        | 25.79     | 1.07 | 17.09 | 35.62 |
| Links        | 20.03     | 1.07 | 24.17 | 35.62 |
| Spectral     | 6.06      | 1.07 | 24.17 | 35.62 |
| K-NN         | 13.14     | 1.07 | 26.47 | 35.62 |
| GNB          | 15.44     |      | 17.97 | 35.62 |
| GNB(adapt)   | 6.94      |      | 20.03 | 35.62 |
| NC           | 9.00      |      | 17.43 | 35.62 |
| NC(adapt)    | 6.40      |      | 17.43 | 35.62 |

The DER is composed of the confusion (mis-classified speakers), false alarm (FA: speaker detected when none present), and missed detection (Miss: true speech not detected). Within each language, the FA and Miss are the same for all algorithms since they depend only on the voice activity detector (VAD), whose settings are held constant across all experiments. Only the confusion is impacted by the algorithms.

Both classification and clustering algorithms are presented in the table. For each language, the first 3 algorithms are unsupervised clustering algorithms, and the last 5 are classifiers. The clustering algorithms are the Naive, Links, and Spectral algorithms from [9]. The Naive and Links algorithms run in real-time, updating their clusters as new points are added, but their DER is often too high to be usable in practice as shown in Table 1. The Spectral algorithm works off-line, requiring all points to be present, and thus it is not viable for real-time processing, but it does serve as an upper-bound on clustering performance. For all experiments, we used the same experimental settings, diarization metrics, and processing pipeline as those used in [9] for their CALLHOME results with the exception that we used a slightly updated embedding model and we evaluated on all audio files for each language instead of a subset. Thus, our results for the Naive, Links, and Spectral algorithms are comparable to the results in [9], which themselves were shown to outperform those in [5, 18, 20, 21, 22].

In all experiments, all the classifiers were trained with only 1 second of audio per speaker. The adaptive NC performs the best across the classification algorithms and performs on-par with the Spectral clusterer across all languages. This is true even though the classifier runs in real-time whereas the Spectral clusterer has access to all the data at once (although without any training labels). This demonstrates the effectiveness of enabling the model to chronologically self-train on test samples without providing it with the labels of those test samples.

### 4. Conclusions

Our goal is to build accurate real-time diarization algorithms requiring as little human input for enrollment as possible. Training on a small amount of initial audio from speakers is usually not enough to fully characterize their voice, but chronological self-training can adapt on test data and dramatically improve the performance. The adaptive NC classifier with only 1 second of training data per speaker yields the lowest DER rates of all classifiers on the CALLHOME datasets.

For future work, we plan to investigate the possibility of treating the clustering as a tracking problem as the embedding points move on the hyper-sphere. We also plan to investigate the distribution of the error over time to look for patterns such as whether the majority of errors come from the samples that are distant in time from the training examples.
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