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Abstract

Existing file linkage methods may produce sub-optimal results because they consider neither the interactions between different pairs of matched records nor relationships between variables that are exclusive to one of the files. In addition, many of the current methods fail to address the uncertainty in the linkage, which may result in overly precise estimates of relationships between variables that are exclusive to one of the files. Bayesian methods for record linkage can reduce the bias in the estimation of scientific relationships of interest and provide interval estimates that account for the uncertainty in the linkage; however, implementation of these methods can often be complex and computationally intensive. This article presents the gfs_sampler package for the Python programming language that utilizes a Bayesian approach for file linkage. The linking procedure implemented in gfs_sampler samples from the joint posterior distribution of model parameters and the linking permutations. The algorithm approaches file linkage as a missing data problem and generates multiple linked data sets. For computational efficiency, only the linkage permutations are stored and multiple analyses are performed using each of the permutations separately. This implementation reduces the computational complexity of the linking process and the expertise required of researchers analyzing linked data sets. We describe the algorithm implemented in the gfs_sampler package and its statistical basis, and demonstrate its use on a sample data set.
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1. Introduction

In health care and the social sciences, individual subjects’ characteristics and outcomes are often dispersed over multiple files. To investigate relationships between variables that appear in different data sources, researchers seek to link individuals across these data sources while adapting to privacy regulations. In some record linkage applications, such as fraud detection and law enforcement, identifying records that belong to the same individual is essential; however, in many record linkage applications in epidemiology, medicine, and biostatistics, it is the preservation of associations between variables that is crucial, while the identification of individuals across data sets is not (D’Orazio 2006).

The statistical literature describes two broad classes of methods to link different data sources: statistical matching and record linkage. The objective of statistical matching algorithms is to learn about relationships among variables that are not jointly observed in a single data source (Rässler 2012; Rodgers 1984). The data sources may comprise a disjoint set of units, and the linking variables will typically be scientifically relevant variables, as opposed to identifying labels. Associations mediated through the linking variables can be estimated, but associations conditional on the linking variables cannot (Rubin 1974).

In record linkage applications, the linked files represent overlapping units such that records in different files represent similar entities (Fellegi and Sunter 1969; Winkler 2002). Record linkage procedures can be classified into two main types of algorithms: deterministic and probabilistic. Deterministic record linkage methods identify records that belong to the same entity based on a deterministic agreement function applied to data elements that are common to both records. Probabilistic record linkage methods link records across data sets based on probabilities that pairs of records from the two different files represent the same unit. These probabilities are commonly estimated from the distribution of elements’ agreement in the observed data or from a previously identified subset of records.

Deterministic methods are widely used and can be as simple as establishing that records represent the same units when they match exactly on one or more common data elements, such as first and last names. Deterministic linking based on perfect agreements has been shown to have a higher rate of true links than probabilistic linking; however, when the underlying data elements are subject to error in recording, deterministic linking may have a high level of missed true links compared to probabilistic linking (Gomatam, Carter, Ariet, and Mitchell 2002; Campbell, Deck, and Krupski 2008).

We describe a Bayesian probabilistic linkage algorithm that views record linkage as a missing data problem. The algorithm accounts for relationships between pairs of records and relationships between variables exclusive to one of the files. The algorithm is implemented in the gfs sampler package for the Python programming language (Van Rossum and Drake 2009).

The paper proceeds as follows: Section 2 provides a brief review of existing record linkage procedures and their implementations. Section 3 describes the proposed Bayesian record linking procedure. Section 4 describes the Markov chain Monte Carlo (MCMC) sampling algorithm for the proposed Bayesian record linkage procedure. Section 5 provides an empirical example demonstrating the use of gfs sampler. Section 6 provides a summary and a discussion of future work.
2. Probabilistic linkage and related work

Probabilistic record linkage relies on a framework proposed by Fellegi and Sunter (1969). Let $\gamma_{ij} = (\gamma_{ij1}, \ldots, \gamma_{ijP})$ be an agreement vector between record $i$ in file A and record $j$ in file B, where $P$ is the number of covariates that appear in both files and $\gamma_{ijk} \in \{1, \ldots, L_k\}$ represents the level of agreement of the values of covariate $k$ in the two files. The Fellegi and Sunter model assumes that $\gamma_{ij}$ follows a mixture distribution, such that if $(i, j)$ is a true link, $\gamma_{ij} \sim f_M(\gamma_{ij} | \theta_M)$, and if $(i, j)$ is a non-link, $\gamma_{ij} \sim f_U(\gamma_{ij} | \theta_U)$. Formally, the mixture model is:

$$P(\gamma_{ij}) = \pi f_M(\gamma_{ij} | \theta_M) + (1 - \pi) f_U(\gamma_{ij} | \theta_U),$$

(1)

where $\pi$ is the probability that a pair of records is a true link.

Because in many applications $\pi, \theta_M$ and $\theta_U$ are unknown, the Expectation Maximization (EM) algorithm is commonly used to estimate these parameters (Belin and Rubin 1995; Larsen and Rubin 2001). Let $\hat{\pi}, \hat{\theta}_M$ and $\hat{\theta}_U$ be the estimates of $\pi, \theta_M$ and $\theta_U$, respectively. The Fellegi and Sunter algorithm calculates weights for each pair of records $(i, j)$,

$$w_{ij} = \frac{f_M(\gamma_{ij} | \hat{\theta}_M)}{f_U(\gamma_{ij} | \hat{\theta}_U)}.$$

These weights commonly inform a “greedy” algorithm that iteratively links and removes from the matching pool the pair of records with the highest probability of a match until a certain predefined probability threshold cannot be met by any remaining record pairs (Fellegi and Sunter 1969). These remaining record pairs with weights that are below the threshold are either clerically reviewed or declared non-links. Although the computational simplicity of the algorithm is considered a strength, it may produce a globally sub-optimal linkage, because it does not consider the relationships between distinct pairs of records. One possible solution to this issue is to rely on an optimization algorithm that forces one-to-one linkage after estimation of $w_{ij}$ (Jaro 1995).

Estimation of the probabilities that pairs of records represent the same entities can be computationally intensive. “Blocking” is a file linkage technique that reduces the number of possible links. Once the data sets are “blocked,” only pairs of records that agree on the blocking variables are considered for linking (Newcombe and Kennedy 1962; Newcombe 1988). This reduces computational complexity and increases the accuracy of the linkage at the same time. Murray (2015) described other possible indexing methods, and possible limitations of linkage error propagation when blocking is used.

Despite the popularity of the Fellegi and Sunter algorithm for linking records, it has a number of weaknesses. First, the mixture model will always identify two clusters regardless of whether the two files include records that represent the same entities (Winkler 2002). Moreover, the Fellegi and Sunter algorithm assumes that linkage identification of different record pairs are independent (Sadinle 2017), and thus may not be efficient in identifying accurate links even with the inclusion of the optimization step proposed by Jaro (Jaro 1995). Lastly, in many applications, the linkage process is not the final goal of the analysis, and adjustments for errors in the linkage process should be addressed when estimating relationships between variables that are exclusive to one of the files. To address this issue, estimation procedures that rely on the non-informative linkage assumption have been proposed (Lahiri and Larsen 2005; Chambers,
Chipperfield, Davis, and Kovacevic 2009). These procedures also assume that the probabilities that a pair \((i, j)\) is a true link, \(P((i, j) \in M|\gamma)\), or a false link, \(P((i, j) \in U|\gamma)\), are known or can be estimated accurately. The non-informative linking assumption asserts that associations between variables that are exclusive to one of the files do not inform the linkage. Based on this assumption, \(P((i, j) \in M|\gamma)\) and \(P((i, j) \in U|\gamma)\) can be used as weights in a regression model (Lahiri and Larsen 2005; Han and Lahiri 2019), or in generalized estimating equations (Chambers 2009). In many applications, the non-informative linkage assumption is violated (Gutman, Afendulis, and Zaslavsky 2013; Gutman, Sammartino, Green, and Montague 2016), which may lead to biased estimates. This violation is especially pronounced when the true links and the false links cannot be separated well using variables that appear in both files.

Bayesian procedures can address these shortcomings by introducing a latent linking structure that maps records in one file to records in another file (Gutman et al. 2013; Sadinle 2017; Steorts, Hall, and Fienberg 2016; Dalzell and Reiter 2018). These Bayesian models sample from the joint distribution of the latent linkage structure and model parameters. This sampling enables the future adjustments for error in the linking structure; however, sampling from this joint distribution can be computationally complex, especially when applied researchers are interested in examining multiple relationships between variables exclusive to one of the files. A possible solution is to treat the linkage structure as missing data, and use multiple imputation to propagate the linkage error to estimate these relationships (Rubin 2004). This approach demands less time and expertise on behalf of researchers and allows for flexibility in analysis of the linked data set. In this approach, a number of linked data sets are generated using samples from the posterior distribution of the linkage structure. These data sets can be analyzed separately and final results are obtained using standard multiple imputation rules (Rubin 2004; Barnard and Rubin 1999a). In addition, some Bayesian linkage algorithms relax the non-informative linkage assumption by modeling the associations between variables that are exclusive to one file (Gutman et al. 2013; Dalzell and Reiter 2018).

Existing software packages for record linkage are based on the Fellegi and Sunter algorithm and have similar limitations. One R package is fastLink, which links records based on the mixture model in Equation (1) (Enamorado, Fifield, and Imai 2019). The fastLink package estimates the parameters of the model using the EM algorithm, relying on efficient data structures to increase the speed of the estimation algorithm. To adjust for linkage error, it provides the probabilities that two records are a match, and these can be used as weights in regression models. An additional limitation of this package is that support for blocking is not well-integrated into the package, so its use may increase computation time. A different R package is RecordLinkage (De Bruin 2019). This package is slower than fastLink in terms of estimating the model parameters, but it can handle blocking in a simpler manner. Another R package is StatMatch. This package performs statistical matching, relying on predictive mean matching to impute variables that are not jointly observed in a single data source (D’Orazio 2015). This method implements the statistical matching procedure proposed by Little (1988), and it does not assume that both files include similar entities, unlike the other two packages.

A principal reason that Bayesian record linkage is under utilized in applied research is the lack of statistical software that implements it. We describe a software package called gfs_sampler that implements the Bayesian linkage algorithm described by Gutman et al. (2013). The package is implemented in Python, but a set or wrapper functions for R is also available, with more details provided in the Appendix (7).
3. The proposed method and notation

We assume that data on similar units is dispersed across two files, $A$ and $B$, comprised of $n_A$ and $n_B$ records, respectively. Let $X_i = (X_{i,1}, \ldots, X_{i,P})$, $i = 1, \ldots, n_A$, denote a vector of covariates for entity $i$ in complete data set $X$. The $P$ covariates are partitioned into three components of size $P_1$, $P_2$, and $P_3$, such that $P_1 + P_2 + P_3 = P$. The first component includes $P_1$ covariates that are exclusive to file $A$, $X_A = (X_{i,1}, \ldots, X_{i,P_1})$. The second component includes $P_2$ covariates exclusive to file $B$, $X_B = (X_{i,P_1+1}, \ldots, X_{i,P_1+P_2})$. The third component includes $P_3$ covariates that are recorded without error in both files. Let $Z_i = (X_{i,P_1+P_2+1}, \ldots, X_{i,P})$ denote the $P_3$ covariates in both files. The variables in $Z$ can be used to create blocks and restrict the number of possible record pairs that are considered as links.

Sampling from the posterior distribution of a linkage structure is computationally complex, and blocking is a practical technique to reduce computational complexity. We assume that records are partitioned into $J$ blocks defined by the values of $Z$. In file $A$, each block $j \in \{1, \ldots, J\}$ comprises $I_{A_j}$ records. Similarly, in file $B$, block $j$ comprises $I_{B_j}$ records. We denote records from file $A$ in block $j$ as $X_A^j$, and records from file $B$ in block $j$ as $X_B^j$.

We introduce a latent structure $C = \{C_j : j = 1, \ldots, J\}$, where $C_j$ represents the matching permutations in block $j$. For each record in file $A$, this structure indicates the matching record in file $B$, such that $C_j \in \{C_{jk} : k = 1, \ldots, K_j\}$, where $C_{jk}$ is one possible permutation for block $j$ and

$$K_j = \frac{(\max(I_{A_j}, I_{B_j}))!}{|I_{A_j} - I_{B_j}|!}.$$ 

In the $j$th block, $C_{jk}[i] \in \{1, \ldots, I_{B_j}\}$ is the index for the record in file $B$ that is matched to record $i \in \{1, \ldots, I_{A_j}\}$ in file $A$ according to permutation $k$. For a given matching permutation $k$ for block $j$, the linked data for record $i$ of file $A$ is $(X_A^j, X_B^{C_{jk}[i]}, Z_i)$. For example, $C_{j5}[2] = 4$ implies that in the fifth possible linking permutation for block $j$, the second record in file $A$ is linked to the fourth record in file $B$. The newly-linked record is $(X_A^2, X_B^4, Z_2)$.

When $I_{A_j} = I_{B_j}$, all records in block $j$ of files $A$ and $B$ are linked. When $I_{A_j} \neq I_{B_j}$ some records in either file $A$ or file $B$ are left unmatched. Let $UA_j$ be the set of indices of unmatched records in block $j$ of file $A$, and $UB_j$ be the set of indices of unmatched records in block $j$ of file $B$. Given $C_j = C_{jk}$ the density for one entity is:

$$L_{i,j}(\theta, C_j = C_{jk}) = \begin{cases} f_{AB}(X_A^j, X_B^{C_{jk}(i)} \mid \theta, Z_i)f_Z(Z_i \mid \theta), & i \not\in UA_j \\ f_A(X_A^j \mid Z_i, \theta)f_Z(Z_i \mid \theta), & i \in UA_j \\ f_B(X_B^l \mid Z_i, \theta)f_Z(Z_i \mid \theta), & l \in UB_j \end{cases}$$

(2)

where $\theta$ is a parameter vector, $f_A$, $f_B$, and $f_{AB}$ are, respectively, the marginal densities of $X_A^j$ and $X_B^j$, and their joint density conditional on $Z_i$, and $f_Z$ is the marginal density of
Multiplying over cases in a block, the likelihood for $\theta$ and $C_j$ for block $j$ is

$$ L_j(\theta, C_j) = f_Z(Z_i | \theta)^{\max(I_{A_j}, I_{B_j})} \times \left( \prod_{i \in U_{A_j}} f_A(XA^j_i | \theta, Z_i) \right) \times \left( \prod_{j \in U_{B_j}} f_B(XB^j_i | \theta, Z_i) \right) \times \left( \prod_{i \in U_{A_j}} f_{AB}(XA^j_i, XB^j_i | \theta, Z_i) \right) $$

The form of $f_{AB}$ is specific to an application, but it is often convenient to express it as a product of conditional distributions, for example

$$ f_{AB}(XA_i, XB_i | \theta, Z_i) = f_A(XA_i | Z_i, \theta_A) \cdot f_{B\mid A}(XB_i | Z_i, XA_i, \theta_{B\mid A}), $$

where $\theta = (\theta_A, \theta_{B\mid A})$. The densities $f_A$ and $f_{B\mid A}$ may represent models of scientific interest as well as models for relationships that are useful purely for identifying true links. An example of a model that is not of scientific interest may describe relationships between zipcode digits that appear in both files but are recorded inconsistently across files.

A possible formulation of $f_{B\mid A}$ is based on a combination of univariate generalized linear models. Formally,

$$ f_{B\mid A}(XB_i | Z_i, XA_i, \theta_{B\mid A}) = f_{B_1}(XB_{i,1} | Z_i, XA_i, \theta_1) \times f_{B_2}(XB_{i,2} | Z_i, XA_i, XB_{i,2}, \theta_2) \times \cdots \times f_{B_{P_2}}(XB_{i,P_2} | Z_i, XA_i, XB_{i,-P_2}, \theta_{P_2}), $$

where $XB_{i,-p} = (XB_{i,1}, \ldots, XB_{i,p-1})$ and $\theta_{B\mid A} = (\theta_1, \ldots, \theta_{P_2})$. In the gfs_sampler package, depending on the data type of $XB_{i,p}$, each univariate conditional density in Equation (5) can be modeled as either a Normal linear regression model, a Poisson regression model with log link model, or a logistic regression model.

Equation (2) shows that we need the marginal distributions $f_A$ and $f_B$ as well as the joint distribution $f_{AB}$, which is defined in Equation (4). In blocks where $I_{A_j} \leq I_{B_j}$, deriving the marginal distribution $f_B$ from Equation (4) requires integration over the $XA_i$, which is often analytically intractable. To overcome this issue, we impute $I_{B_j} - I_{A_j}$ unobserved $XA^j_i$ values in such blocks. This results in blocks with an identical number of records in both files, eliminating the need to define $f_B$ analytically. The unobserved $XA^j_i$ are imputed by sampling from a uniform distribution over the observed records in block $j$ of file $A$. This distribution assumes that the unobserved records in $A$ follow the same distribution as the observed records in that block. In blocks where $I_{A_j} > I_{B_j}$, we choose only $I_{B_j}$ observations from file $A$ to be linked, exploiting the monotone missing data pattern (Little and Rubin 2019).

To complete the Bayesian model we postulate a uniform independent prior distribution over the possible permutations $C_j$, which are independent of $\theta$. In addition, $\theta_1, \ldots, \theta_{P_2}$ are assumed to independently follow the default prior distributions in the pymc3 package for Python (Salvatier, Wiecki, and Fonnesbeck 2016). This results in a posterior distribution of

$$ P(\theta, C | XA, XB, Z) \propto \pi(\theta) \prod_{j=1}^{J} \sum_{k=1}^{K_j} L_j(\theta, C_{jk}), $$
where \( \pi(\theta) = \pi(\theta_A) \times \pi(\theta_1) \times \cdots \times \pi(\theta_{P2}) \) is the prior distribution of \( \theta \).

4. The three-step iterative sampling scheme

To sample from the joint posterior distribution of the parameters \( \theta \) and linking structure \( C \), the \texttt{gfs_sampler} package relies on a Gibbs Sampler with a Metropolis-Hastings step within each block (Gelman, Carlin, Stern, Dunson, Vehtari, and Rubin 2013). The starting values for all \( C_j \) are determined based on the initial order of records in the given files. Let \( C^{(t)} \) be the resultant permutation at the completion of iteration \( t \) and \( \theta^{(t)} \) the values of the regression parameters at the completion of iteration \( t \). Iteration \( t \in 1, \ldots, T \) of the Gibbs sampling algorithm is:

1. Given \( C^{(t-1)} \), sample the regression parameter \( \theta^{(t)} \) from Equation 6. Because \( \theta_1, \ldots, \theta_{P2} \) are independent given \( C^{(t-1)} \), each sub-model in Equation 5 is sampled separately using the No-U-Turn Sampler implemented in \texttt{pymc3} (Hoffman and Gelman 2014).

2. Given \( \theta^{(t)} \), sample from \( C_{jk}^{(t)} \) independently using the Metropolis-Hastings algorithm described by Wu (1995) and Gutman et al. (2013) for each block \( j \) to obtain \( C^{(t)} \).

3. For each block \( j \), if \( I_{B_j} > I_{A_j} \), sample \( I_{B_j} - I_{A_j} \) records from the \( I_{A_j} \) observed records from block \( j \) in file \( A \) to link with the remaining records from file \( B \) in block \( j \).

Below we expand on the three steps of the Gibbs sampling procedure for block \( j \).

Step 1: Regression sampling

We assume independent prior distributions for each conditional model in Equation 5, so the parameters of each generalized linear regression model, \( \theta_1, \ldots, \theta_{P2} \), can be sampled independently from their respective posterior distributions. For example, let \( XB_i = (XB_{i,1}, XB_{i,2}) \), such that \( XB_{i,1} \) is continuous and \( XB_{i,2} \) is binary. The following regression models would be used:

\[
\begin{align*}
  f_{B_1} : & \quad XB_{C_j[i],1} XA_i, \theta_1 \sim N(XA_i \cdot \beta_1, \sigma^2) \\
  f_{B_2} : & \quad XB_{C_j[i],2} XB_{C_j[i],1}, XA_i, \theta_2 \sim \text{Bernoulli}((XB_{C_j[i],1}, XA_i) \cdot \theta_2)),
\end{align*}
\]

where \( N \) is the Normal distribution, \( \theta_2 = (\beta_1, \sigma^2) \), and \( \logit^{-1}(p) = \exp(p)/(1 - \exp(p)) \). We will assume independent prior distributions for each regression parameter, \( \pi(\theta_2, \theta_1) \propto \pi_2(\theta_2)\pi_1(\theta_1) \).

\[
\begin{align*}
  \pi_1 : & \quad \beta_1 | \sigma \sim N(0, 10^3 \times I_{P_1}) , \quad P(\sigma) \propto 1 \\
  \pi_2 : & \quad \theta_2 \sim N(0, 10^3 \times I_{P_{t+1}}),
\end{align*}
\]

where \( I_p \) is a \( p \times p \) identity matrix. Based on this prior distributions and likelihoods, the posterior distributions for \( \theta_1 \) and \( \theta_2 \) are independent given \( C_j \), and can be sampled independently from their conditional posterior distributions at each iteration of the Gibbs sampler:

\[
\begin{align*}
P(\theta_1 | XA, XB, Z, C_j^{(t)}) & \propto f_{B_1}(\theta_1 | XA, XB, Z, C_j^{(t)}) \times \pi_1(\theta_1) \\
P(\theta_2 | XA, XB, Z, C_j^{(t)}) & \propto f_{B_2}(\theta_2 | XA, XB, Z, C_j^{(t)}) \times \pi_2(\theta_2)
\end{align*}
\]
Step 2: Metropolis-Hastings step

Sampling directly from the distribution of all possible linking permutations is computationally intensive and practically intractable, even within individual blocks, because it requires calculating the likelihood function over all possible permutations. To reduce the computational complexity of this process, we rely on a Metropolis-Hastings algorithm originally proposed by Wu (1995). In one iteration of the Metropolis-Hastings step in block $j$, two indices $i_1, i_2 \in \{1, \ldots, I_{A_j}\}$ are chosen at random. From permutation $C_j^{(t)}$ we obtain $C_j^{*}$ by interchanging the entries at indices $i_1$ and $i_2$ to obtain a new permutation. The ratio between the likelihood of $C_j^{*}$ and likelihood of $C_j^{(t)}$ is the Metropolis-Hastings acceptance ratio. Formally,

$$\text{Accept } C_j^{*} \text{ with probability } \min \left( \frac{L(\theta^{(t)}, C_j^{*} | X_A, X_B, Z)}{L(\theta^{(t)}, C_j^{(t)} | X_A, X_B, Z)}, 1 \right). \quad (10)$$

The number of iterations of the Metropolis-Hastings algorithm is set by the user and should be informed by the average block size.

Calculation of the likelihoods ratio in (10) can be simplified to only the terms that include $i_1$ and $i_2$, because the rest of the likelihood does not change under the swap. When $I_{A_j} > I_{B_j}$, some records in file $A$ will not be linked to records in file $B$, in which case terms corresponding to non-linked records cancel out in the computation of the acceptance ratio. Formally, for the Normal and logistic models described by Equation (7), for $i_1$ and $i_2$ in block $j$, assuming they have a link, the likelihood ratio in Equation (10) is

$$\frac{L(\theta^{(t)}, C_j^{*} | X_A, X_B, Z)}{L(\theta^{(t)}, C_j^{(t)} | X_A, X_B, Z)} =$$

$$= \frac{\min_{i_1, i_2} \prod_{i=1}^{\min(I_{A_j}, I_{B_j})} \phi(X_{B_{C_j(i)}^{*}}, i; \mu_{i}^{(t)}, \sigma^{(t)}) \times \left[ g_{i}^{(t)}(C_j^{*})_{X_{B_{C_j(i)}^{*}}^{*}} \left( 1 - g_{i}^{(t)}(C_j^{*})_{X_{B_{C_j(i)}^{*}}^{*}} \right) \right]^{1 - \sum_{i=1}^{\min(I_{A_j}, I_{B_j})} C_{j(i)}^{*}}}{\prod_{i \in \{i_1, i_2\}} \phi(X_{B_{C_j(i)}}, i; \mu_{i}^{(t)}, \sigma^{(t)}) \times \left[ g_{i}^{(t)}(C_j^{*})_{X_{B_{C_j(i)}}} \left( 1 - g_{i}^{(t)}(C_j^{*})_{X_{B_{C_j(i)}}} \right) \right]^{1 - \sum_{i=1}^{\min(I_{A_j}, I_{B_j})} C_{j(i)}}} \quad (11)$$

where $\phi(\cdot; \mu^{(t)}, \sigma^{(t)})$ is the density of a Normal distribution with mean $\mu$ and standard deviation $\sigma^{(t)}$, $\mu_{i}^{(t)} = X_{A_{i}^{*}}, \theta_{1}^{(t)}$ and $g_{i}^{(t)}(C_j^{*}) = \text{logit}^{-1}((X_{B_{C_j(i)}}, X_{A_{i}})^{T})\theta_{2}^{(t)}$.

Step 3: Imputing missing records in file $A$

When file $A$ contains fewer records than file $B$ in block $j$, we add $I_{B_j} - I_{A_j}$ records of $X_{A_{i}}$ by sampling with replacement from the $I_{A_j}$ observed $X_{A_{i}}$ values. This imputation step ensures that for all of the blocks $I_{A_j} \geq I_{B_j}$.
5. Empirical example

We present the functionality of the GFS (R) and gfs_sampler (Python) packages with an example based on real data.

5.1. The simulated data sets

The empirical example is based on a subset of 3,200 randomly selected participants from the 2001 Behavioral Risk Factor Surveillance System (BRFSS) data set (Centers for Disease Control (CDC) 2001). The participants were randomly selected only among those that had complete data on all of the variables used for the analysis.

The original data set is partitioned into two files, in order to mimic the input data that is commonly available in file linkage applications. From the available variables in BRFSS, we identify a set of variables that exists in both files and are recorded accurately and variables that are exclusive to each of the files. The variables that appear in both files were used to create blocks. The blocking variables are the individual’s sex, state of residence, geographic stratum, and the time of year the entry was recorded, with the year split into four 3-month periods. These chosen blocking variables represent generic measures that could plausibly be shared by two distinct data sets similar to the BRFSS data set. This blocking scheme results in 1725 blocks, 1073 of which contain a single one-to-one link. The remaining 652 blocks with more than 1 record in each file have an average of 3.26 records and a maximum of 24 records.

The data used can be found at https://github.com/edwinfarley/GFSdata/tree/main/brfss and loaded into Python with pandas:

```python
import pandas as pd
samples = pd.read_csv("https://raw.githubusercontent.com/edwinfarley/GFSdata/main/brfss/samples.csv")
samples1 = pd.read_csv("https://raw.githubusercontent.com/edwinfarley/GFSdata/main/brfss/samples1.csv")
samples2 = pd.read_csv("https://raw.githubusercontent.com/edwinfarley/GFSdata/main/brfss/samples2.csv")
```

The variables that were selected to be included in this analysis include individuals’ general health, physical health, mental health, age, alcohol consumption, weight, and whether they suffer from asthma. A summary of the data using Python is:

```plaintext
## GENHLTH PHYSHLTH MENTHLTH AGE ALCDAY WEIGHT ASTHMA block
## 0 3 10 20 36 215 202 1 1
## 1 3 15 6 57 207 260 1 2
## 2 3 2 5 24 102 175 0 3
## 3 4 20 20 63 204 275 0 4
## 4 3 2 10 37 101 161 1 5
## ... ... ... ... ... ... ... ... ...
## 3195 4 30 30 54 230 100 1 1721
## 3196 3 15 15 39 201 200 1 1722
```
The variables in the first file include the individuals’ weight, physical health, mental health, and age. A summary of the data in the first file is:

samples1

|   | WEIGHT | PHYSHLTH | MENTHLTH | AGE | block |
|---|--------|----------|----------|-----|-------|
| 0 | 202    | 10       | 20       | 36  | 1     |
| 1 | 260    | 15       | 6        | 57  | 2     |
| 2 | 175    | 2        | 5        | 24  | 3     |
| 3 | 275    | 20       | 20       | 63  | 4     |
| 4 | 161    | 2        | 10       | 37  | 5     |

The variables in the second file include the individuals’ general health, alcohol consumption, and an indicator for asthma. A summary of the data in the second file is:

samples2

|   | GENHLTH | ALCDAY | ASTHMA | block |
|---|---------|--------|--------|-------|
| 0 | 2       | 101    | 0      | 624   |
| 1 | 4       | 228    | 0      | 514   |
| 2 | 3       | 201    | 1      | 1120  |
| 3 | 4       | 201    | 1      | 272   |
| 4 | 2       | 103    | 0      | 145   |

The block column present in both files indicates the blocks to which each record belongs, with similar indexing in both data sets.

5.2. Linkage models
We applied the record linkage algorithm under three separate $f_{B|A}$ models. The first model was a linear regression model with the general health measure as the response variable ($\text{GENHLTH}$), and physical health ($\text{PHYSHLTH}$) and mental health ($\text{MENTHLTH}$) as explanatory variables. The second model was a logistic regression model with the asthma indicator, $\text{ASTHMA}$, as the response variable, and $\text{PHYSHLTH}$, $\text{WEIGHT}$, and $\text{AGE}$ as the explanatory variables. The third model relies on both models jointly to link records from both files.

5.3. Single generalized linear models

To sample from the joint posterior distribution of the linkage structure and the parameters in Python we use the `sample()` function from the `gfs_sampler` package. Its first two input parameters are the data sets to be linked. The third input (`formula_array`) is an array of string formulas. The format of each formula is similar to the expression of a formula in R. Specifically, the form is $y \sim model$, where $y$ is the response variable and linear predictors are specified symbolically by `model`. The format of `model` consists of a series of column names in either file $A$ or file $B$ separated by + operators. The fourth parameter (`family_array`) defines the type of regression associated with each formula, where possible values include "Normal" for a linear regression model, "Logistic" for a logistic regression model and "Poisson" for a log-linear model. The fifth parameter (M) defines the number of linkage permutations that will be produced by the sampling algorithm. The sixth parameter (I) defines the number of iterations used to sample the parameters, $\theta$, within each iteration of the sampling algorithm described in Section 4. The seventh parameter (t) defines the number of iterations of the Metropolis-Hastings step will be used to sample new permutations within each iteration of the sampling algorithm in Section 4. The total number of iterations is the product of this value and the number of records in each block. The eighth parameter (burnin) is the number of burn-in iterations of the sampling algorithm. The ninth parameter (interval) is the thinning interval, which is the number of iterations discarded between each saved sample of the sampling algorithm.

```python
# M: number of samples
M = 10
# I: number of iterations for sampling regression coefficients
I = 50
# t: Metropolis-Hastings samples multiplier
t = 5
# burnin: number of burn-in samples
burnin = 200
# interval: number of iterations between samples, after burn-in
interval = 20
```

The following Python command is used to link the two data sets using a linear regression model ("Normal"):

```python
import gfs_sampler as gfs

P_samples = gfs.sample(samples1, samples2,
                        ["GENHLTH∼PHYSHLTH+MENTHLTH"], ["Normal"],
```
The following Python command is used to link the two data sets using a logistic regression model ("Logistic"):

```python
P_log_samples = gfs.sample(samples1, samples2,
    "ASTHMA~PHYSHLTH+AGE+WEIGHT", "Logistic",
    M, I, t, burnin, interval
)
```

The return value of these calls is a data frame of size $3200 \times M$, where each column contains row indices defining a sampled permutation $C^{(m)}, m \in \{1, \ldots, M\}$. The permutation represents which rows from the second data set are linked to records of the first data set. This is an efficient manner to store the permutations without saving multiple copies of the two files. We provide a function to generate complete data sets from the two files and a given permutation. Point estimates can be obtained by computing the estimates of interest within each linked data set and averaging these values. Interval estimates for these quantities can be obtained using common multiple imputation combination rules (Rubin 2004).

### 5.4. Multiple generalized linear models

For bivariate Normal records that are partitioned across two files, it was shown that the expected gain in information using the proposed algorithm increases as the correlation between the variables increases (Gutman et al. 2013). One way to increase the correlation between records is to add more response and explanatory variables. Adding models with different response variables can improve the point and interval estimates of the parameters of interest, as well as increase the number of correctly identified links.

The `gfs_sampler` package supports the use of multiple linkage models to inform the linkage procedure. We consider combining the linear regression model and the logistic regression model described in Section 5.3. The Python command for running the two models jointly is:

```python
P_joint_samples = gfs.sample(samples1, samples2,
    "GENHLTH~PHYSHLTH+MENTHLTH", "ASTHMA~PHYSHLTH+AGE+WEIGHT+GENHLTH",
    "Normal", "Logistic",
    M, I, t, burnin, interval
)
```

### 5.5. Using linked data sets

To demonstrate possible analyses using the linked data sets, we describe regression analyses using variables that are exclusive to one of the two data sets. Our analysis consists of generalized linear models, in which the response variable is from one file and the explanatory variable is from the other file. To obtain a linked data set based on a sampled permutation, we create a copy of the second data set, where rows are reordered according to the indices in the permutation. This is implemented by indexing the records of `samples2` with an array...
corresponding to permutation \( m \), which is one of the columns obtained as output of the command `permute_inputs`. This results in records from file `samples2` that can be horizontally concatenated to records in file `samples1`. In Python this is implemented with the following command:

```python
def gfs.apply_permutation(samples1, samples2, m):
    samples_linked = gfs.apply_permutation(samples1, samples2, m)
```

Applying this function to each of the sampled permutations will result in multiple fully linked data sets. The statistic of interest can be calculated using each of these data sets separately. The individual results are then combined using the common multiple imputation combination rules to obtain point and interval estimates.

Because Python uses 0-based indexing, we add 1 to the results obtained from the gfs_samplers after loading the permutations to R.

```r
P_samples.to_csv("P.csv")
P_log_samples.to_csv("P_log.csv")
P_joint_samples.to_csv("P_joint.csv")
```

### 5.6. Results

We present the estimates for the slopes in generalized linear models with one explanatory variable using two linkage procedures. The first procedure samples permutations from a uniform distribution over all possible permutations. The second procedure is the proposed linking procedure. For the proposed procedure we examined three different models described in Sections 5.3 and 5.4. We compare the slope estimates from the two different linkage procedures to the slope estimates from a data set based on the true linkage.

To analyze the linked data set, we first load the two separate files into the R environment.

```r
> baseURL = "https://raw.githubusercontent.com/edwinfarley/GFSdata/
> samples1 = read.csv(paste(baseURL, "main/brfss/samples1.csv", sep = "))
> samples2 = read.csv(paste(baseURL, "main/brfss/samples2.csv", sep = "))
```

We provide the code for estimating the slope of linear regression model with GENHLTH as the dependent variable and PHYSHLTH as the independent variable. This code can be easily adjusted to obtain estimates for other generalized linear models.
# Confidence level for interval

\[ a = 0.95 \]

\[ \text{coeffs} = \text{numeric}(\text{ncol}(P)) \]

\[ \text{stderrs} = \text{numeric}(\text{ncol}(P)) \]

\[ Z = \text{qnorm}(a + ((1 - a) / 2)) \]

# Set model for to compute coefficient

\[ \text{model} = \text{"GENHLTH-PHYHLTH"} \]

# Apply each permutation

\[
\text{for}(i \text{ in } 1:\text{ncol}(P))\{
    p = \text{as.vector}(P[, i])
    \# There is a build_permutation function in the GFS R package,
    \# but in this case, because blocks are consistent sizes in both files,
    \# we can simply index by the permutation.
    \text{samples2_unshuffled} = \text{samples2}[p, ]
    \text{samples_i} = \text{cbind}(\text{samples1}, \text{samples2_unshuffled})
    \text{samples_i} = \text{samples_i}[\text{complete.cases}(\text{samples_i}), ]
    \text{linreg} = \text{summary}(\text{lm}(\text{model}, \text{data} = \text{samples_i})){\text{coefficients}}
    \text{coeffs}[i] = \text{linreg}[2, 1]
    \text{stderrs}[i] = \text{linreg}[2, 2]
\}
\]

# Use Multiple Imputation rules to obtain estimate and total variance

\[ \text{estimate} = \text{mean}($\text{coeffs}$) \]

\[ \text{total_var} = ((1 + (1 / \text{ncol}(P))) \ast \text{var}($\text{coeffs}$)) + \text{mean}($\text{stderrs}^2$) \]

# Confidence interval for estimate

\[ \text{interval} = \text{c}(\text{estimate} - Z \ast \text{sqrt}(\text{total_var}), \text{estimate} + Z \ast \text{sqrt}(\text{total_var})) \]

The Normal approximation used to calculate the interval estimates is based on large samples and when the number of imputation approaches infinity (Rubin 2004). Our sample is relatively large, but the number of imputation is finite. In large samples with finite number of imputations a reference t-distribution was proposed to calculate interval estimates. Barnard and Rubin (1999b) derived a reference t-distribution with degrees of freedom estimates that perform well moderate samples. The code below demonstrates interval estimates using the t-distributions with the degrees of freedom estimates proposed by Barnard and Rubin (1999b).

\[
\text{rd} = ((1 + (1 / \text{ncol}(P))) \ast \text{var}($\text{coeffs}$)) / \text{mean}($\text{stderrs}^2$)
\]

\[ \text{v} = (\text{ncol}(P) - 1) \ast (1 + \text{rd}^{-1})^{-2} \]

\[ \text{vcom} = \text{dim}(\text{samples1})[1] - 2 \]

\[ \text{vobs} = (1 - \text{rd}) \ast (((\text{vcom} + 1) / (\text{vcom} + 3)) \ast \text{vcom} \]

\[ \text{vstar} = (\text{v}^{-1} + \text{vobs}^{-1})^{-1} \]

\[ \text{t} = \text{qt}(a + ((1 - a) / 2), \text{vstar}) \]

# Confidence interval for estimate according to t-score

\[ \text{interval} = \text{c}(\text{estimate} - \text{t} \ast \text{sqrt}(\text{total_var}), \text{estimate} + \text{t} \ast \text{sqrt}(\text{total_var})) \]
Linear regression linkage model

Figure 1 shows the results of multiple generalized linear models with one covariate when linkage is implemented with a linear regression model. The title of each set of plots is the response variable, and the plots within each set show the point and interval estimates of the slopes for the covariate indicated on the y-axis. In each plot, the red line depicts the value of the slope calculated with the complete data set, the black and grey intervals show the 95% confidence intervals under linkage permutations sampled using the proposed method and those sampled under random permutations, respectively.

The proposed method generally reduces bias in point estimates compared to the randomly sampled permutations. This is most apparent when GENHLTH is the response variable. The proposed method results in significantly smaller sampling variance than is observed with randomly selected permutations. Moreover, the interval estimates of both methods display similar coverage of the true slope. This shows the gain in accuracy and precision using the proposed method.

Logistic regression linkage model

Figure 2 depicts the results for different generalized linear models with a single covariate when the linkage method is based on a logistic regression model. The linkage using the proposed method for the GENHLTH and the ALCDAY response variables are similar to the random permutations. For the response variable ASTHMA, we observe slightly lower bias with most explanatory variables and smaller sampling variance. An explanation for the worse performance of the logistic model compared to the regression model in the previous section is that there are 984 records that belong to blocks where the value of ASTHMA is identical for all records in the block. The coefficients of the logistic regression model are sampled at each MCMC iteration over the entire data set; however, when sampling a new permutation, if all the binary response values in a block are the same, all the block’s linkage permutations have identical likelihood. Therefore, in any block with identical binary response values the proposed procedure samples linkage permutations uniformly.

By excluding the blocks containing identical ASTHMA values we are left with 2216 records, of which 1073 records are single-record blocks and the remaining records are distributed among 263 blocks. Figure 3 shows the results for the blocks with dissimilar ASTHMA values. Without the blocks containing identical ASTHMA values, the bias and the sampling variance of coefficient estimates over the linked data set are reduced compared to when they were included and compared to the random permutations. Nonetheless, the improvement over the random permutations with the logistic model in either case is not as pronounced when compared to the results under the linkage that is generated using the linear regression linkage model.

Joint generalized linear linkage models

Figure 4 displays the results for different generalized linear models with one covariate, when permutations are generated using a combination of two models. The joint use of two linkage models results in similar or improved operating characteristics compared to each of the linkage models separately. Specifically, the bias and variability of the interval estimates were similar or smaller than those observed for either the linear regression or the logistic regression linkage models. The improvement over the linear regression model is not substantial in this case, because the associations in the linear regression model are more informative than those under
Figure 1: GENHLTH, ALCDAY, and ASTHMA under the Normal model.
the logistic regression model, as evidenced by our analysis of their individual results.

**Correct matches**

In this simulated example we know the 3,200 true links, so we can compare the number of true links under the proposed method and the number of correct links when rows are permuted at random. Table 1 shows the average number of correctly linked records and the standard deviation of correct links over 10 permutations for each model.

There is a significant improvement in the number of correct links under the linear regression model and the joint model compared to random permutation sampling. These results mimic the results for the bias and sampling variance of estimates for the slopes of the generalized linear models with a single covariate. Excluding the 1,073 blocks with only one record from each file, the random permutation selection approach yields on average 657 correct links in blocks with more than one record from each file. Using multiple linkage models resulted in
Figure 3: GENHLTH, ALCDAY, and ASTHMA under the Logistic model without uniform blocks.
806 correct links in blocks with more than one record from each file. This is an improvement of approximately 23%.

With the current data set, the number of correctly linked records using random samples is similar to the number of correctly linked records using the logistic regression linkage model. This result is a reminder that the aim of many file linkage applications is not necessarily to correctly link individual records, rather to allow for downstream analyses of the linked data set, and these goals are not necessarily equivalent. In blocks with non-uniform response values, the proposed method with the logistic regression model results in 1,335 correct matches on average, on par with the random permutations method (Table 2); however, compared to random permutation sampling, the proposed method using the logistic regression linkage model results in smaller sampling variability and some reduction in the bias of the slopes in the generalized linear models with a single covariate (Figures 2 and 3).
Table 1: All Blocks

| Model   | Correct Links | Correct Links excl. singleton blocks | Std. Deviation |
|---------|---------------|-------------------------------------|----------------|
| Random  | 1730          | 657                                 | 34             |
| Normal  | 1872          | 799                                 | 22             |
| Logistic| 1725          | 652                                 | 31             |
| Joint   | 1879          | 806                                 | 27             |

Table 2: Excluding Blocks with Identical values for ASTHMA

| Model   | Correct Links | Correct Links excl. singleton blocks | Std. Deviation |
|---------|---------------|-------------------------------------|----------------|
| Random  | 1338          | 265                                 | 17             |
| Logistic| 1335          | 262                                 | 22             |

6. Conclusions

Probabilistic record linkage methods are becoming increasingly relevant in epidemiology and the social sciences, because they allow researchers to perform complex analyses using granular information that is not available in one data set. The approach presented by Gutman et al. (2013) and implemented in the gfs_sampler package mitigates some of the limitations of other approaches to probabilistic record linkage. The gfs_sampler packages employs a Bayesian record linkage approach that incorporates data that is exclusive to one of the files as well as data common to both files.

We have presented an example to illustrate the improvements that can be achieved by using the proposed probabilistic linkage method. The analysis shows that the choice of model is important in improving the accuracy of the linkage as well as the accuracy and precision of estimates of the parameters of interest. It is important to note that the aim of the method is not necessarily to correctly link individual records, but rather to estimate associations between variables dispersed across two files. As shown in our example, in some cases there is little information from which to infer which record from one file is related to a record from the other file. If the association between a binary response variable and the explanatory variables is of interest, this is not a concern for inference, because when all the response variables within a certain block are similar, any set of linked records provides identical information; however, if other relationships in the data are of interest, they should be included during the linkage process. Moreover, our analysis shows that including scientifically important correlations, as well as those that are not, improves the linkage and the estimates of parameters of interest. This is similar to the concept of congeniality when implementing multiple imputation (Meng 1994).

In many applications of file linkage, adjustments for possible errors in the linkage are commonly neglected, but such errors arise regardless of which linkage procedure is applied (Shlomo 2013). A number of approaches have been proposed to measure and account for these errors in regression settings (Shlomo 2013). The proposed Bayesian approach enables the estimation of linkage errors by sampling from the posterior distribution of possible linkage permutations. This approach is not restricted to regression models, and it allows for propagation of linkage errors to estimate any statistic after the linkage is performed.
The implemented approach that is based on multiple imputation is computationally efficient. First, its underlying implementation is in Python, which enables efficient MCMC sampling. Second, the linkage structure is saved in an efficient data structure. Specifically, we only save permutations of indices so that the original files are not saved for every sampled linkage. Third, because in many applications, record linkage serves as a tool to investigate specific scientific questions, our program produces multiple linkage structures that can be used to estimate any parameters of interest. The more computationally expensive process of linkage can be performed once, after which researchers can perform multiple analyses and combine their results using common multiple imputations rules. Fourth, the method allows for unbalanced blocks in the files to be linked by relying on a monotone missing data pattern and imputing mismatched records in only one of the files as a part of the sampling process.

We have used blocking to increase efficiency and scalability; however, in cases when the blocking variables are recorded with errors, blocking may exclude true links and influence subsequent inferences. An area of improvement for the current method is to extend the sampling algorithm to allow for errors in blocking variables (Dalzell and Reiter 2018). While this could mitigate the potential of erroneous blocking to skew inferences, such an addition could increase the computational complexity of the sampling algorithm to the point where it would become computationally prohibitive for large data sets. Another area of improvement for the current implementation is support for additional regression models. Hierarchical regression models and two-part models, such as zero inflated models, are potential additions. The design of the code allows for modular addition of new distributions. Lastly, the use of parallel computing and targeted improvements to the MCMC sampling procedure akin to those proposed by Zanella (2020) may improve the performance of the algorithm on large data sets. Selection of models that should be used in the linkage process is another area for further inquiry and improvement. The best choice of response and explanatory variables are variables that are highly correlated; however, this correlation cannot be computed across the separate files. External data sources could inform selection, but incorporating this information in the modeling process is an area of further research. In addition, including more models has the potential to improve the linkage performance, but it may also increase computational complexity. Defining a way to measure the contributions of additional variables is another area for future research.

In conclusion, we describe a computationally efficient algorithm to perform file linkage with variables that are exclusive to one file or are recorded with errors in one of the files. The algorithm generates multiple linkage structures, allowing for the propagation of errors in linkage through multiple imputation. In addition, we illustrate the use of the gfs_sampler record linkage package on a real data set. This example can serve as a starting point for researchers interested in implementing a Bayesian procedure to link records across files in the absence of unique identifiers.
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7. Appendix

7.1. Installation and Getting Started Instructions

Python package

The `gfs_sampler` is available on the PyPI repository: https://pypi.org/project/gfs_sampler/.

The `gfs_sampler` is supported in Python versions 3.6 and 3.7 because our code relies on the `pymc3` and `theano` packages. These two packages are not supported in Python versions 3.8 and newer. We recommend using Anaconda for managing virtual environments and package versions in Python. The following command will create an environment named `<env_name>` with the required packages for the `gfs_sampler` package:

```
> conda create -n <env name> numpy pandas pymc3==3.6 + mkl mkl-service theano==1.0.4
```

Once the environment is created, it can be activated and the `gfs_sampler` package can be installed to the virtual environment with the following command using `pip`:

```
> source activate <env_name>
> pip install gfs_sampler
```

The `pymc3` sampling process produces warnings and logs that one may want to remove. Using the `warnings` and `logging` modules, these warnings and logs can be removed:

```python
import warnings
warnings.simplefilter("ignore", UserWarning)
import logging
# these commands should be just before running gfs.sample() command
logger = logging.getLogger("pymc3")
logger.setLevel(logging.ERROR)
```

R package

1. Installing GFS: With `devtools`, use `install_github` to fetch and install the package from https://github.com/edwinfarley/GFS:

```
> library("devtools")
> install_github("https://github.com/edwinfarley/GFS")
> library("GFS")
```
Alternatively, clone the repository yourself from the same link and then use `install_local`, passing the path to the local directory that contains the package. If you only intend to use the R package for analysis, then no further steps are required; however, it is also possible to run the sampling method directly from R and the remaining steps explain the process necessary to use this functionality.

2. Set up the Python environment: We recommend using an Anaconda distribution of Python 3.6 and 3.7 for managing environments. Use the included `create_python_environment()` function to set up a Conda environment with all the required packages. This function takes a single argument, `conda_envname`, the name of the environment to be created. The new environment will include the following packages: numpy, pandas, pymc3, mkl, theano, and mkl-service.

3. Installing Python components: The Python components will be installed automatically when the `permute_inputs` is called if no Python directory is found; however, the package does include a `py_setup()` function in R. This function call clones the repository at https://github.com/edwinfarley/GFSPython to a directory named “Python” in the GFS package directory.

4. Ready to go: These are the required steps for preparing to run the `permute_inputs` function to sample permutations. Take a look at the documentation with `?permute_inputs` in R to see information about the arguments and sampling parameters. Be sure to pass the name of your Conda environment to the `conda_env` parameter when using `permute_inputs`. If the Python components have not been installed manually with the provided function, they will be installed automatically when `?permute_inputs` is run for the first time.
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