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Abstract

In this paper, we propose an online multi-object tracking (MOT) method in a delta Generalized Labeled Multi-Bernoulli (δ-GLMB) filter framework to address occlusion and miss-detection issues, reduce false alarms, and recover identity switch (ID switch). To handle occlusion and miss-detection issues, we propose a measurement-to-disappeared track association method based on one-step δ-GLMB filter, so it is possible to manage these difficulties by jointly processing occluded or miss-detected objects. This part of proposed method is based on a proposed similarity metric which is responsible for defining the weight of hypothesized reappeared tracks. We also extend the δ-GLMB filter to efficiently recover switched IDs using the cardinality density, size and color features of the hypothesized tracks. We also propose a novel birth model to achieve more effective clutter removal performance. In both occlusion/miss-detection handler and newly-birthed object detector sections of the proposed method, unassigned measurements play a significant role, since they are used as the candidates for reappeared or birth objects. In addition, we perform an ablation study which confirms the effectiveness of our contributions in comparison with the baseline method. We evaluate the proposed method on well-known and publicly available MOT15 and MOT17 test datasets which are focused on pedestrian tracking. Experimental results show that the proposed tracker performs better or at least at the same level of the state-of-the-art online and offline MOT methods. It effectively handles the occlusion and ID switch issues and reduces false alarms as well.

Keywords
Multi-object tracking · Generalized Labeled Multi-Bernoulli filter · Occlusion handler · ID switch Handler

1 Introduction

Visual multi-object tracking has been a major topic in machine vision in the recent years. Its diverse applications such as autonomous driving and video surveillance has made visual MOT a necessary task and highly addressed problem. In literature, many methods are proposed to address this problem in order to solve its challenging issues [Song et al., 2019, Ong et al., 2020, Kim et al., 2019, Rathnavake et al., 2020]. Estimating the state of variable number of objects, continuously tracking objects over time and addressing occlusion and miss-detection are the main challenges of MOT. A common approach to perform visual MOT task is tracking-by-detection [Wu and Nevatia, 2007, Breitenstein et al., 2010, Yoon et al., 2015, Fu et al., 2019]. Methods, which apply this approach, are based on using detections as the inputs of the tracking module. Motion analysis using a set of detections that represent an image, is a key technique used in this approach. Although this representation leads to information loss, it has increased the method’s utility. On the other hand, track-before-detect (TBD) is a methodology that extracts spatio-temporal information from the image and not from the detections [Abbaspour et al., 2014, Davey et al., 2012, Isard and MacCormick, 2001, Papi et al., 2015]. The advantage of TBD approach is its prevention of information loss, while it is at the cost of accepting more computational load which has made it unpopular in real-time applications. Visual MOT methods which exploits tracking-by-detection approach can be accomplished in two ways: online and offline. In online MOT, it is possible to use only current and past measurements to estimate the current states of the objects [Fu et al., 2018, Xiang et al., 2015, Bae and Yoon, 2017, Yang et al., 2017, Yang and Jia, 2019], while in
offine MOT, whole measurements (past, current and future) are available to perform state estimation in each time [Xiang et al., 2020, Peng et al., 2020, Keuper et al., 2018, Zhang et al., 2020]. Online methods are faster because of less involved data, while offline methods are more accurate. In most of applications, such as autonomous vehicle systems [Wang et al., 2017, Sun et al., 2019], it is essential to perform the MOT task online. Due to the fact that future measurements cannot be utilized to address problems in online approaches, proposed methods are concentrated on somehow predicting the states of disappeared (miss-detected) tracks. In the view of handling MOT issues, RFS-based methods [Song et al., 2019, Fu et al., 2019, Feng et al., 2016, Dames, 2019, Granstrom et al., 2012] has shown better or at least the same level of performance in comparison with other state-of-the-art online methods, since they are completely adopted for MOT task. Considering birth and death of objects, miss-detections and clutters followed by participating label of objects in its framework, allow to handle challenging issues of MOT straightforwardly.

In this work, we apply online detection-based tracking while using visual features in specific situations in order to improve performance. Poor implementation of tracking submodules leads to severe performance drop in MOT task. However, drawbacks of the detection module are the main reason of facing challenging issues such as ID switch, track discontinuity, occlusion and miss-detection. As a general rule, using detections which are more trusted, results in a better final performance. So applying first-rate detectors such as FRCNN [Ren et al., 2015] and YOLO [Redmon et al., 2016] leads to better tracking performance. Thanks to considerable progress in detectors’ performance, false positive (clutter) is a rare issue in MOT, while because of the nature of the problem, false negative (miss-detection/occlusion) frequently happens.

In the last decade, many state-of-the-art methods are proposed to tackle the noted challenges. Despite recent improvements, online MOT task is still an open area of research. Hence, this paper proposes a novel MOT method to address existing challenges. Our method is based on an expansion of $\delta$-GLMB filter. So our main contributions are described as follows:

1) Providing a new method of detecting newly-borned objects in which we confront false positive birth candidates. Although false positives are rarely produced by detection module, data association driven in birth process creates amount of false positives. So we propose a new birth model based on $\delta$-GLMB filter which results in reducing false positives and removing clutters.

2) Expanding the $\delta$-GLMB filter in order to tackle ID switch problem. Track consistency is a major requirement in any visual MOT application. In this work, we propose a new method based on $\delta$-GLMB filter to handle this issue. We use visual features in order to detect ID switches. So we prune out hypotheses include ID switched objects and repeat state estimation task to achieve acceptable results according to a specific rule we will describe later.

3) Proposing an expansion of $\delta$-GLMB filter which strongly addresses the occlusion and miss-detection problems in separated but identical ways. We develop one-step time $\delta$-GLMB filters which are devised to handle occlusion and miss-detection efficiently based on Bayesian inference. In this work, we use unassigned measurements as reappeared objects’ candidates which are evaluated by incorporating a weighting system based on a new distance metric. Note that, we evaluated our method by comparing to other state-of-the-art algorithms on MOT15 [Leal-Taixé et al., 2015] and MOT17 [Milan et al., 2016] benchmarks. We also present an ablation study which shows superiority of our proposed method over the baseline method.

The rest of the paper is organized as follows: The related works are described is section[2] In section[3] the proposed method is elaborated, followed by performance evaluation of the method against other state-of-the-art methods in section[4]. Finally we conclude this paper in section[5].

2 Related Works

We briefly introduced different types of MOT methods in the section[1] Recently, TBD algorithms utilize first-rate detectors such as FRCNN [Ren et al., 2015] and YOLO [Redmon et al, 2016], which are based on deep neural networks (DNN). Although they have shown acceptable performance in multi-object detection task, due to illumination changes, miss-detection and occlusion issues they are imperfect in performing data association on their own. So many proposed algorithms utilize motion features along with visual features. Yoon et al. [2018] proposed historical appearance matching algorithm and adaptively defined detection confidence threshold in order to overcome problems created by false positives and false negatives returned by a DNN based detector. Chen et al. [2018] proposed a DNN based score function in order to perform optimal selection between detections and predicted tracks returned by motion analysis part. The method also includes a DNN based re-identification system to perform appearance matching Xiang et al. [2020] utilized end-to-end learning framework to learn a deep conditional random field network in order to tackle occlusion and ID switch issues. Their two-step training strategy is based on considering unary and pairwise cases along with using long short-term memory to efficiently handle exploiting dependencies for pairwise terms. In Zhang et al. [2020] an iterative clustering method is proposed in order to generate tracklets which are introduced as an effective way to overcome numerous ID switches in MOT task. A deep association method is introduced which associates tracklets based on motion and appearance features. Two separate networks are used to perform learning each type of features.
in order to associate tracklets and generate complete trajectories.

On the other hand, detection-based methods mostly relies on the motion features and not the visual ones. This type of methods work by picking the best path based on the past and present measurement sets consisting of noisy position of object(s) and clutter. It becomes an effortful process when the number of objects is uncertain and time-varying. Traditional algorithms such as Kalman filter and particle filter are geared for single object tracking. Moreover associating the corresponding measurements to the existing objects is another challenge of MOT task. Once the associations have been made, a single object tracker like that of the family of Kalman filter is used. Yoon et al. [2015] introduced a relative motion network in order to perform MOT in situation of arbitrary camera movements. The network considers relative movements between objects by providing multiple relative motion models. After data association is completed, it becomes an effortful process when the number of objects is uncertain and time-varying. Traditional MOT methods need to apply ad-hoc algorithms in order to solve problems such as non-Poisson clutter and state-dependent probabilities of surviving and detection but RFS based methods address such problems on their own.

In recent years, RFS theory has been utilized frequently to address MOT task. Using RFS, the objects’ states, the number of objects and their identity are integrated and treated as a random set. Defining MOT problem in this mathematical framework allows to estimate the number of objects and their states which are ordinary tasks of a tracking method. In addition to considering birth and death of objects, RFS tracking methods also allow us to incorporate clutter and missed detections (occlusions) in the mathematical framework. Mahler presented Finite set statistics (FISST) [Mahler, 1994a] and [Mahler, 1994b] as a mathematical tool to address the calculus and statistics of RFSs, resulting in derivation of multi-object Bayesian filter, a non-trivial extension of the single object Bayesian filter. The multi-object Bayesian filter generally is computationally intractable. Mahler, then, presented the first-moment approximation of the intractable multi-object Bayesian filter and dubbed it as probability hypothesis density (PHD) filter [Mahler, 2004]. Mahler also introduced cardinality PHD (CPHD) filter, which incorporates estimation of number of objects by propagating cardinality distribution [Mahler, 2006]. Although CPHD filter outperforms PHD filter, it is followed by increasing in computational load. PHD and CPHD filters do not address identity estimation and extra considerations is needed. Recently, a new RFS based MOT approach, Generalized Labeled Multi-Bernoulli (GLMB) filter [Vo and Vo, 2013] is introduced which includes the identity of the objects. In contrast with other RFS based filters, GLMB filter does not need to apply approximation to be tractable, while it is an efficient framework driven based on Bayesian inference. In the view of accuracy, GLMB filter outperforms other RFS based filters at the cost of more computational load. Remedies to reduce computational costs have been presented in [Vo et al., 2014] [Vo et al., 2016]. In this work we apply \( \delta \)-GLMB filter [Vo et al., 2016] to effectively address MOT issues. Note that one of our contributions is to reduce hypotheses in MOT task in order to decrease computational costs.

The literature review shows that there has been a gradual increase in the use of RFS based filters in proposed MOT methods due to advantages we discussed earlier. Fu et al. [2017] proposed an enhanced Gaussian mixture PHD (GM-PHD) filter in which a classification step is applied to distinguish false measurements using confidence score and a gating technique in order to improve tracking performance in crowded scenes. A pre-trained convolutional neural network (CNN) is also applied to extract human features used in their proposed track management method to overcome occlusion issue. Baisa [2019] applied GM-PHD filter and CNN representations learning in order to devise an occlusion-robust visual tracker. An adaptive threshold is defined to select confident detection for birth tracks in order to reduce false positives (clutter). Furthermore, the proposed method considers unassigned track predictions to overcome occlusion. Rathnayake et al. [2020] developed a visual multi-object tracker which applies GLMB filter in order to overcome occlusion and track discontinuity issues. A likelihood function, constructed based on appearance and motion features, is proposed which defines whether or not a birth track is a reappeared one. To do this, they applied an organized lookup table for disappeared tracks. Kim [2017] also selected GLMB filter paradigm and used appearance features returned form a pre-trained CNN to perform online MOT. Baisa and Wallace [2019] developed an extension of...
GM-PHD filter named N-type PHD filter to perform multiple object tracking by taking in to account multiple types of objects. Accordingly their method is able to deal with confused detections returning by multiple detectors. Kim et al. [2019] proposed a new measurement model for GLMB filter which considers both detections and image observations. The expanded GLMB filter distributions are shown to include conjugacy property with respect to new measurement model. Song et al. [2019] developed GM-PHD filter according to a new measurement-to-track and track-to-track association cost functions. They also introduced a new energy function to minimize occlusion group energy in order to handle occlusion issue. Fu et al. [2019] utilized GM-PHD filter along with a multi-level cooperative fusion approach to handle MOT task. Full-body and body-parts detections are provided by two detectors to effectively address track-to-track association. Two separate discriminative correlation filters are proposed to effectively discriminate between objects and background, so objects’ appearances are encoded and fused with spatio-temporal information in order to reduce wrong identity allocation. Finally a fusion center is devised to perform track management and track fusion using Generalized Correlation Intersection (GCI) rule.

Different from the above works, we use δ-GLMB filter to tackle MOT issues not by adding different modules to the baseline filter but by expanding the baseline filter in order to equip it based on addressing each issue. So we can benefit from the efficiency of the filter and its MOT-compatible nature.

3 Proposed Method

In this section, we introduce δ-GLMB filter in subsection 3.1. In subsections 3.2, 3.3 and 3.4 we present our proposed method including expanded δ-GLMB filter to address the existing MOT issues. Figure 1 illustrates overall flowchart of our proposed method. In subsection 3.2 we present our proposed birth model as a solution for detecting newly birthed objects without producing wrong birth candidates (false positive tracks). In subsection 3.3 we introduce our method to tackle the problem of ID switch in order to achieve track continuity. Finally, We introduce our proposed method to address miss-detection and occlusion problems in subsection 3.4.

3.1 GLMB Filter

As we mentioned earlier, in MOT, there exists uncertainty about the number of objects, because of a couple of probable births and deaths in each time step and unfavorable situations such as occlusion and miss-detection. Accordingly, trajectory consistency becomes a major problem and it is vital to be addressed. In this paper we extend the GLMB filter, a (FISST)-based filter, proposed in [Vo et al., 2016] to tackle the problem. The main reason we choose to use GLMB filter is that it remarkably fits to the MOT issue. In GLMB filter, MOT is well modeled by formulating a group of objects as a random finite set and can be extended to perform visual MOT and address the related problems.

The main advance of GLMB filter over the other (FISST)-based filters such as PHD and CPHD is that the labels of the objects are included in the formulations. So the GLMB filter propagates the labeled set densities. In the following, mathematical formulation of this filter along with used notations are introduced.

In this paper, single-object states are represented by lower-case letters (e.g. x and z) while multi-object states are denoted by upper-case letters (e.g. X and Z). We also use bolded letters for labeled states, while unlabeled ones are not bolded. Furthermore, spaces are denoted by blackboard letters (e.g. ℒ, X, B and N). The generalized Kroner delta is denoted by δY|[X] which is formulated as below:

\[
\delta_Y[X] = \begin{cases} 
1, & X = Y \\
0, & \text{otherwise}
\end{cases}
\]

The input argument takes any variable type such as set, vector or scalar. Consider S as a set, \(1_S(X)\), the indicator function, is given as below:

\[
1_S(X) = \begin{cases} 
1, & X \in S \\
0, & \text{otherwise}
\end{cases}
\]

In FISST, the product \(\prod_{x \in X} f(x)\) is denoted by \(f^X\) and \(f^0 = 1\). Throughout the paper, we use the notation \(\langle f, g \rangle\) for the inner product \(\int f(x)g(x)dx\). A labeled random finite set variable \((x, \ell)\) with the state \(x \in X\) (state space) and the label \(\ell \in \mathbb{L}\) (a discrete space), is a subset of the space \(X \times \mathbb{L}\). The projection \(\mathcal{L} : X \times \mathbb{L} \rightarrow \mathbb{L}\) gives the label of a labeled RFS, e.g., \(\mathcal{L}((x_1, \ell_1), (x_2, \ell_2)) = \{\ell_1, \ell_2\}\). Note that a labeled RFS process is a point process such that each realization has distinct labels, so \(X\) and \(\mathcal{L}(X)\) have the same cardinality. Accordingly, \(\Delta(X)\) is an indicator to show that whether or not labeled RFS members have distinct labels and is given as below:

\[
\Delta(X) = \delta_{|X|}[|\mathcal{L}(X)|]
\]
A GLMB density is defined as follow:

\[ \pi(X) = \Delta(X) \sum_{\xi \in \Xi} \omega^{(\xi)}(\mathcal{L}(X)) \left[ p^{(\xi)} \right]^X \]  

(4)

where \( \Xi \) is a discrete space and \( \omega^{(\xi)}(L) \) is a non-negative weight associated with discrete index \( \xi \) and \( X \) with \( \mathcal{L}(X) = L \), while \( \sum_{\xi \in \Xi} \sum_{L \in \mathcal{F}(L)} \omega^{(\xi)}(L) = 1 \). Moreover, \( p^{(\xi)} \) is a probability density function on \( X \) and connected with \( \xi \). It is shown that GLMB density function is closed under Bayesian inference for the standard multi-object transition and measurement models. So the recursive nature of Bayesian filtering keeps unchanged the mathematical form of the densities. The recently introduced compatible form of GLMB filter for multi-object tracking, \( \delta \)-GLMB filter, is also proven to be close under Bayesian inference. It is formulated as follow:

\[ \pi(X) = \Delta(X) \sum_{\xi \in \Xi} \sum_{I \in \mathcal{F}(L)} \omega^{(I,\xi)}(\mathcal{L}(X)) \left[ p^{(\xi)} \right]^X \]  

(5)

where \( \Xi \) is the set of association maps history and \( \mathcal{F}(L) \) is a finite subsets of \( L \), a discrete space including object labels. Each pair of \( I \) and \( \xi \) makes a component of the density which is the result of a track to measurement association and is described by \( \omega^{(I,\xi)} \) and \( p^{(\xi)} \).

Consider that the multi-object density at time \( k \) is \( \delta \)-GLMB, so as we mentioned earlier, the propagated density in the prediction step at time \( k + 1 \) is also \( \delta \)-GLMB, and is given as below:

\[ \pi_+(X) = \Delta(X) \sum_{\xi \in \Xi} \sum_{\{J,L_+\} \in \mathcal{F}(L) \cup \mathcal{F}(B)} \omega^{(J \cup L_+,\xi)}(\mathcal{L}(X)) \delta_{J \cup L_+} \left[ \mathcal{L}(X) \right] \left[ p^{(\xi)}_+ \right]^X \]  

(6)
where $\mathbb{B}$ is the discrete space of newly born objects’ labels. Furthermore, $J \in \mathcal{F}(\mathbb{L})$ is the set of survived objects labels and $L_+ \in \mathcal{F}(\mathbb{B})$ is the set of birthed objects labels. The predicted weights and probability densities are given as below:

$$
\omega^{{(J)}_{L+} (\xi)} = 1_{\mathcal{F}(\mathbb{B})}(L_+) \cdot r_{B}^{L_+} \left[ 1 - r_{B} \right]^{\mathbb{B}-L_+} \times \sum_{I \in \mathcal{F}(\mathbb{L})} 1_{\mathcal{F}(I)}(J) \left[ p_{S}^{(I)} \right] J \left[ 1 - p_{S}^{(I)} \right]^{I-J} \omega^{(I, \xi)} \quad (7)
$$

$$
P_{S}^{(\xi)}(\ell) = \left\langle p^{(\xi)} (., \ell), P_{S} (., \ell) \right\rangle \quad (8)
$$

$$
p_{c}^{(\xi)}(x_+, \ell_+) = 1_{\mathbb{L}}(\ell_+) \frac{\left\langle p(\xi) (., \ell_+), P_{S} (., \ell_+) f_{+} (x_+, ., \ell_+) \right\rangle}{P_{S}^{(\xi)}(\ell_+)} + 1_{\mathbb{B}}(\ell_+) \cdot p_{B}(x_+, \ell_+) \quad (9)
$$

where $P_{S}(x, \ell)$ is the probability that the object with label $\ell$ survives and $f_{+}(x_+, |x, \ell_+)$ is the transition density from state $(x, \ell)$ to state $(x_+, \ell_+)$ while $\ell_+ = \ell$. Moreover $r_{B}(\ell_+)$ is the probability of birth of a new object with label $\ell_+$ and $p_{B}(x_+, \ell_+)$ denotes its probability density on $\mathbb{X}$. Note that birth’s RFS follows GLMB density in general and is given as below:

$$
f_{B}(Y) = \Delta(Y) \omega_{B}(L(Y)) \left[ P_{B} \right] Y \quad (10)
$$

Labeled multi-Bernoulli is an example of GLMB density with

$$
\omega_{B}(J) = \prod_{(\ell) \in \mathbb{B}} (1 - r_{B}(\ell)) \prod_{(\ell') \in \mathbb{B} - J} \frac{r_{B}(\ell')}{1 - r_{B}(\ell')}, \quad \text{where } J \in \mathbb{B}. \quad (11)
$$

The posterior multi-object density at time $k + 1$ has also the mathematical form of $\delta$-GLMB density under the condition of the standard measurement model. Note that the new discrete space of the object labels is $L_+ = \mathbb{L} \cup \mathbb{B}$. The updated multi-object density is given as below:

$$
\pi_{Z}(X) \propto \Delta(X) \sum_{(\ell, \theta) \in \mathbb{B} \times \Theta} \sum_{I_+ \in \mathcal{F}(L_+)} \omega_{Z}^{(I_+ (\xi, \theta))} [\mathcal{L}(X)] \left[ p_{Z}^{(\xi, \theta)} \right] ^{X} \quad (12)
$$

where $Z = \{z_1, z_2, ..., z_{|Z|}\}$ is the set of measurements at time $k + 1$ and $\Theta$ is the track to measurement association map at the current time. The weight and the probability density of the posterior $\delta$-GLMB density is given as follow:

$$
\omega_{Z}^{(I_+ (\xi, \theta))} = 1_{\Theta(I_{+})}(\theta) \left[ \psi_{Z}^{(\xi, \theta)} \right] ^{I_+} \omega_{+}^{(I_+, \xi)} \quad (13)
$$

$$
\psi_{Z}^{(\xi, \theta)} (\ell) = \left\langle p_{+}^{(\xi)} (., \ell), \psi_{Z}^{(\theta(\ell))} (., \ell) \right\rangle \quad (14)
$$

$$
\psi_{Z}^{(j)} (x, \ell) = \begin{cases} 
\frac{P_{D}(x, \ell) g(z_j | x, \ell)}{p_{B}(z_j | x, \ell)}, & j \in \{1, ..., |Z|\} \\
1 - P_{D}(x, \ell), & j = 0
\end{cases} \quad (15)
$$

$$
p_{Z}^{(\xi, \theta)} (x, \ell) = \frac{p_{+}^{(\xi)} (x, \ell) \psi_{Z}^{(\theta(\ell))} (x, \ell)}{\psi_{Z}^{(\xi, \theta)} (\ell)} \quad (16)
$$

where $P_{D}(x, \ell)$ denotes the probability of detection of the object $(x, \ell)$ and $g(z | x, \ell)$, and $\kappa(z)$ are respectively the likelihood and clutter intensity functions. In this paper, as we explain in the following sections, we expand $\delta$-GLMB filter and utilize it in a new proposed model to effectively track multiple objects. Note that the implementation method we apply is introduce in [Vo and Vo, 2013]. We use Gaussian-mixture implementation for propagating multiple-object density through the time. In order to do this Vo et al. applied K-shortest path and ranked assignment problem solvers respectively in prediction and update steps. As hinted in [Vo et al, 2016], we put limitation on the number of acceptable hypotheses and also define a lower band for the weight of acceptable hypotheses. Given a posterior density function, we can apply several methods to estimate the states of the objects. The joint Multi-Object Estimator and the Marginal Multi-Object Estimator are Bayes optimal choices that are not tractable. Alternatives are (maximum a posteriori) MAP and (expected a posteriori) EAP methods.
3.2 Proposed Birth Model

In this section we introduce our proposed birth model. As we mentioned in [3, 1] birth RFS follows GLMB density in general [4] and in this paper, we use labeled multi-Bernoulli density to implement $\delta$-GLMB filter [5]. In literature, considering fixed points of the scene to be the places where new objects enter, is frequently chosen as the birth model. As a matter of fact, these points are the local maxima of the $p_B(x, \ell)$. Each specific point assigns a label to the new detected object. It worth to mention that each label, $(\ell_k, \ell_b)$, includes the stamps of time $(\ell_k)$ and place $(\ell_b)$ to make objects distinguishable. Thus, each measurement (as a birth candidate) will be weighted according to distance from the local maxima of the distribution. This model causes some major problems. In fact using a fixed distribution through the time, which is applied on all measurements, generates many false positives in prediction and update steps. In addition to the extra computation load induced, although most of these false positives are weak candidates, some of them possibly can cause disruption to track continuity. Also, predefined birth points (local maxima) may lead to miss birth tracks in successive frames if they are not sufficiently near the maxima. Additionally, predefined number of maxima restricts the number of detected birth tracks at the same time.

In this paper we introduce a new birth model to address the mentioned problems. To do this, we omit the restrictions (predefined and constant number of maxima) while the birth distribution generally follows the $\delta$-GLMB distribution. Note that we define the unassigned measurements of the preceding time step as the maxima of the distribution in the current frame. In fact unassigned measurements are candidates for birth points as they do not belong to the existing tracks. In order to apply this model, it is essential to wait a time step to select a preceding unassigned measurement as a birth point. So each newly born object will be recognized with a time step delay. At the cost of accepting a time step delay, reducing the computational load and applying more flexible birth model are the advantages we obtain. In fact, clutter removal is automatically performed by applying this model, since it is hardly possible that clutters continue to appear in a specific area in successive time steps. We also propose to apply a gating step in new measurement-to-birth point association part in order to weaken incorrect birth candidates. The proposed birth model is explained in Algorithm 1.

Algorithm 1 Pseudocode for our proposed birth model.

| INPUTS:          | Outputs:         |
|------------------|------------------|
| Unassigned  measurements at time $k-1$: $Z_{\text{unassigned},k-1}$ | Birth points at time $k$: $birth_points$ |
| Measurements at time $k$: $Z_k$ | Valid measurements at time $k$ for each birth point: $valid_{Z_k}$ |
| Overlapping Threshold: $T_{\text{overlapping}}$ | |

```
1: birth_points = \emptyset
2: for $z \in Z_{\text{unassigned},k-1}$ do
3:     valid_{Z_k} = \emptyset
4:     for $z' \in Z_k$ do
5:       if \text{INTERSECTIONOVER\textsc{Union}}(z, z') > $T_{\text{overlapping}}$ then
6:       birth_points = birth_points \cup \{z\}
7:     valid_{Z_k} = valid_{Z_k} \cup \{z'\}
8:   end if
9: end for
10: birth_points = \text{UNIQUE}(birth_points) // Here, we save valid_{Z_k}
11: end for
```

In fact each unassigned measurement at time $k-1$ ($z \in Z_{\text{unassigned},k-1}$) is defined as a birth point and subsequently as a predicted new track, if there is at least one current measurement ($z' \in Z_k$) which substantially overlaps it. Note that in order to calculate the overlapping area, we utilize IOU metric. A user-defined threshold ($T_{\text{overlapping}}$) is applied to evaluate whether or not the condition is satisfied (see line 5). Note that for each birth point, there is a subset of $Z_k$, named valid measurements ($valid_{Z_k}$), which satisfy the condition. In the update step, we propose to use ($valid_{Z_k}$), not all current measurements ($Z_k$), in order to perform measurement-to-track association for each predicted new track (birth point). This approach helps to reduce the computational load and weaken incorrect birth candidates.

Figure 2 illustrates that how using the general birth model leads to disruption in the tracking process. Obviously there is no problem when an existing object (Object 1) does not cross a predefined birth point. But it differs when it (Object 2) approaches one. In this case, strong object candidates can be generated in several subsequent frames which lead to
disruption in the tracking process. For instance, in Figure 2a, a new label is assigned to an existing object (Object 2). On the other hand, when we apply our proposed birth model, whether or not an object approaches a birth place, birth process is performed well. As it is shown in Figure 2b, birth distributions are not constant in number and location. Only a pair of sufficiently near measurements in two successive frames (the older one is unassigned), can generate a birth distribution. So the old measurement is defined as a strong temporary birth point.

3.3 ID Switch Handler

As it was mentioned earlier, ID switch is a main problem in visual MOT applications. It occurs, when a pre-labeled object is estimated as a new trajectory. Although it is more probable that ID switch occurs after reappearance of occluded and miss-detected objects, it may happen for existing objects in the crowded scenes or due to the drawback of the state estimation section of the method. Note that, this is the incorrect chosen hypothesis returned by the state estimation section that leads to ID switch. In the following, we express typical implementation of state estimation section in $\delta$-GLMB filter. MAP estimator is performed on the cardinality distribution to obtain $\hat{N}$ (estimated number of objects). Cardinality distribution is expressed as follow:

$$\rho(n) = \sum_{(\xi,\theta) \in \Xi \cup \Theta} \sum_{I_+ \in F(I_+)} \omega^{(I_+,(\xi,\theta))} \delta_n [ I_+]$$  \hspace{1cm} (17)

and

$$\hat{N} = \arg \max_n \rho(n)$$  \hspace{1cm} (18)

Now, among hypotheses which include $\hat{N}$ objects, hypothesis with the highest weight is chosen:

$$(\hat{I}_+,(\hat{\xi},\hat{\theta})) = \arg \max_{I_+ \in F(I_+)} \omega_{Z}^{(I_+,(\xi,\theta))} \delta_{\hat{N}} [ I_+]$$ \hspace{1cm} (19)

So the estimated objects are defined as follow:

$$\hat{X} = (\hat{x},\hat{\ell}) : \hat{\ell} \in \hat{I}_+, \hat{x} = \int x p_{Z}^{(\hat{\xi},\hat{\theta})}(x,\hat{\ell}) dx$$ \hspace{1cm} (20)
In this paper we propose to continue using this estimator with new considerations. Algorithm 2 illustrates the pseudo code of our proposed method. After defining \( N \) and \( X \), we apply the size and color similarity functions (SAME\_SIZE and SAME\_COLOR) in order to verify whether all of the estimated objects are correctly labeled or not. It is performed by using comparative user-defined thresholds \( T_{\text{size}} \) and \( T_{\text{color}} \). If incorrect labeling is detected then we remove the chosen hypothesis from the pool of hypotheses and step back to \( N \) estimation step. Note that elimination of a hypothesis changes the cardinality distribution and we also need to perform weight renormalization. So we continue repeating this process until all assigned labels are verified or the weight of the chosen hypothesis meets a user-defined threshold (\( T_{\text{w}} \)). In this case we keep the objects with verified labels as the estimated objects and the rest of objects will be categorized as miss-detected in the miss-detection handler section.

**Remark:** Note that, in SAME\_COLOR function, we apply color histogram as similarity feature, so we can check similarity between two bounding boxes in two successive time steps based on histogram distance. In this paper we utilize HSV color histogram. The main reason to apply this color space is its robustness to illumination changes [Ohba et al., 2000]. We also use Bhattacharyya distance [Lee et al., 2018, Comaniciu et al., 2003] as it is a proper choice to measure color distances.

### 3.4 Miss-Detection and Occlusion Handler

As we mentioned earlier, occlusion and miss-detection are the main issues in the online MOT task. In fact occlusion occurs when an object is hidden by other objects or an obstacle. It is hardly possible to track an occluded object since there is no responsible detection for it until it appears in front of the camera/cameras again. From this point of view, miss-detection is the same as occlusion since it also is associated with lack of responsible detection for a period of time. Despite the fact that miss-detection is completely the result of a drawback in the detection part, it can be treated the same as occlusion.

In this paper we propose a method to address occlusion and miss-detection. Applying separate specified GLMB filters for occluded and miss-detected objects (a GLMB filter for occlusion and a GLMB filter for miss-detection) is our solution to recover the disappeared tracks. Note that there are three main reasons why tracks disappear. Occlusion, miss-detection and leaving the scene. So disappeared tracks must be categorized into one of the three mentioned categories. Then a related task is performed accordingly.

Algorithm 3 explains how we categorize disappeared objects. Firstly we check if any disappeared object has left the scene. Note that, when an object leaves the scene, it can confidently be said that it has been near the borders with direction into the out of the scene for the last few time steps. So we use LOCATION and DIRECTION functions in order to check this possibility. If a disappeared object does not satisfy this condition, then we need to figure out if it is an occluded or miss-detected object. To do this, we use the intersection over area (IOA) metric. IOA is formulated as follow:

\[
\text{IOA}(A, B) = \frac{\text{area}(A) \cap \text{area}(B)}{\text{area}(A)}
\]  

Since we aim to calculate the overlapped area percentage for an object, we use IOA and not (for example) IOU. Note that, according to (21), by defining a threshold \( T_{\text{overlapping}} \), we can figure out whether the object \( A \) is occluded by the object \( B \) or not. Consider an object that is disappeared in the current time step. In order to define whether it is occluded or not, we check if it is overlapped with any currently existing object, while the disappeared object is presumed to be in its current predicted position. So we apply the PREDICTION function in which kinematic model is used to predict positions. Note that, if a disappeared object is not occluded and has not left the scene, we decide it is miss-detected.

In the situations of occlusion and miss-detection, it is possible for a disappeared object to reappear. So we need to make a lookup table containing its features in order to reuse it. Now, we can avoid a reappeared object to be recognized as a newly born one. Position, label and time of disappearance along with color properties are the main features we save. In Algorithm 3, we also apply \textsc{HypothesesRefinement} function that removes hypotheses containing disappeared objects. We do this as a part of our proposed method of occlusion and miss-detection handling.

As it is shown in Figure 11 after categorizing disappeared objects and creating lookup tables, we apply separate \( \delta \)-GLMB filters for occlusion and miss-detection. By this we aim to detect any reappeared object at time step \( k \) and add it to the group of estimated objects returned by the main \( \delta \)-GLMB filter at this time. To clarify the procedure, we need to describe different parts of the filters. Due to the similarity, it suffices to describe one of them.

Firstly, we propose to use unassigned measurements (returned by the main \( \delta \)-GLMB filter) as the input measurements of the \( \delta \)-GLMB filter for occlusion. The reason is that the main GLMB filter is not designed to handle occlusion and miss-detection. So measurements related to the reappeared objects remains unassigned before they are incorrectly assigned to newly born objects by main \( \delta \)-GLMB filter. Thanks to one time step delay in the process of detecting newly-birthed object in the main \( \delta \)-GLMB filter, we are allowed to claim that unassigned measurements are related to
Algorithm 2 Pseudocode for the ID switch handler and label recovery algorithm.

**INPUTS:**
- Hypotheses at time $k$: $H = \{(I(h), \xi(h), \omega(h), p(h))\}_{h=1}^{N_h}$
- Estimated hypothesis at time $k$: $\hat{h} = \{(I(h), \xi(h), \omega(h), p(h))\}$
- Estimated states at time $k-1$: $\hat{X}_{k-1} = \{(x, \ell) : \ell \in L(\hat{X}_{k-1})\}$
- Estimated states at time $k$: $\hat{X}_k = \{(x, \ell) : \ell \in L(\hat{X}_k)\}$
- Thresholds: $T_{size}, T_{color}, T_\omega$

**OUTPUTS:**
- Updated hypotheses at time $k$: $H^U = \{(I(h), \xi(h), \omega(h), p(h))\}_{h=1}^{N^U}$
- Updated estimated hypothesis at time $k$: $\hat{h}^U = \{(I(h^U), \xi(h^U), \omega(h^U), p(h^U))\}$
- Updated estimated states at time $k$: $\hat{X}_k^U = \{(x, \ell) : \ell \in L(\hat{X}_k)\}$

1: $\text{end\_while} = 0$
2: $\hat{h}^U = \hat{h}$
3: $H^U = H$
4: $\hat{X}_k^U = \hat{X}_k$
5: while $\text{end\_while} = 0$ do
6:   $\text{end\_while} = 1$
7:   for $\ell \in L(\hat{X}_k^U)$ do
8:       if $\ell \in L(\hat{X}_{k-1})$ and $\text{end\_while} = 1$ then
9:           $x = (x, \ell) : ((x, \ell) \in \hat{X}_k^U)$
10:          $x' = (x', \ell') : ((x', \ell') \in \hat{X}_{k-1})$
11:          if $\text{SAME\_SIZE}(x, x') < T_{size}$ or $\text{SAME\_COLOR}(x, x') < T_{color}$ then
12:              $\text{end\_while} = 0$
13:         end if
14:       end if
15:   end for
16:   if $\text{end\_while} = 0$ then
17:       $H^* = H^U - \hat{h}^U$
18:       $\hat{N} = \text{MAPE\_ESTIMATOR}(H^*)$
19:       $(\hat{h}^*, \hat{X}^*) = \text{ESTATE\_ESTIMATOR}(H^*, \hat{N})$
20:       if $\omega_h < T_\omega$ then
21:           $\text{end\_while} = 1$
22:       else
23:           $H^U = H^*$
24:           $\hat{h}^U = \hat{h}^*$
25:           $\hat{X}_k^U = \hat{X}_k^*$
26:       end if
27:   end if
28: end while
Algorithm 3 Pseudocode for Categorizing disappeared Tracks.

**Inputs:**
Hypotheses at time $k$ returned from the ID Switch Handling module:
$H = \{(I(h), \xi(h), \omega(h), p(h))\}_{h=1}^{N_h}$
Estimated states at time $k$ returned from the ID Switch Handling module:
$X_k = \{(x, \ell) : \ell \in \mathcal{L}(X_k)\}$
Estimated states at time $k - 1$:
$\hat{X}_{k-1} = \{(x, \ell) : \ell \in \mathcal{L}(\hat{X}_{k-1})\}$
Lookup table of occluded objects: $LUT_{\text{occ}}$
Lookup table of miss-detected objects: $LUT_{\text{miss}}$
Overlapping Threshold: $T_{\text{overlapping}}$

**Outputs:**
Updated hypotheses at time $k$:
$H^U = \{(I(h), \xi(h), \omega(h), p(h))\}_{h=1}^{N_h}$
Updated lookup table of occluded objects: $LUT_{\text{occ}}$
Updated lookup table of miss-detected objects: $LUT_{\text{miss}}$

for $\ell \in \mathcal{L}(\hat{X}_{k-1})$ do
    if $\ell \notin \mathcal{L}(\hat{X}_k)$ then
        $x = (x, \ell) : ((x, \ell) \in \hat{X}_{k-1})$
        if LOCATION($x$) $\in$ Border Zone & DIRECTION($x$) = out then
            $H^U = \text{HYPOTHESESREFINEMENT}(H, \ell)$
        else
            $\text{is}_\text{occluded} = 0$
            for $\ell' \in \mathcal{L}(\hat{X}_{k-1})$ & $\ell' \in \mathcal{L}(\hat{X}_k)$ do
                if $\text{is}_\text{occluded} = 0$ then
                    $x' = (x', \ell') : ((x', \ell') \in \hat{X}_k)$
                    $x_p = \text{PREDICTION}(x)$
                    if INTERSECTIONOVERAREA($x_p, x'$) $> T_{\text{overlapping}}$ then
                        $LUT_{\text{occ}} = LUT_{\text{occ}} \cup \{(x, \ell, k)\}$
                        $H^U = \text{HYPOTHESESREFINEMENT}(H, \ell)$
                        $\text{is}_\text{occluded} = 1$
                    end if
                end if
            end for
        end if
    end if
end for

function HYPOTHESESREFINEMENT($H, \ell$)
$H' = \emptyset$
for $h \in H$ do
    if $\ell \in I(h)$ then
        $H' = H' \cup h$
    end if
end for
$H^U = H - H'$
$H^U = \text{WEIGHTNORMALIZATION}(H^U)$
return $H^U$
end function
We also use color as a feature of similarity. In visual MOT we expect that an absent object does not change drastically. The birth model mentioned is section 3.2, since we do not need to accept a time step delay to detect a birth object. As a matter of fact, each estimated object (reappeared object) returned by the \( \delta \)-GLMB filter for occlusion, is a newly born object which takes the label of an occluded object. Suppose that \( \mathbb{L}_{\text{occ}} \) is the space of occluded objects labels which are currently present in the lookup table. Considering (10), we propose that birth RFS follows the density is given as below:

\[
f_B(Y) = \Delta(Y) \sum_{I \in \mathbb{L}_{\text{occ}}} \sum_{v \in \mathbb{T}} \omega_B^{(I,v)} \delta_t [\mathcal{L}(Y)] [\rho_B^{(v)}]_Y
\]

where \( I \) is a subset of \( \mathbb{L}_{\text{occ}} \), \( v \in \mathbb{T} \) is a subset of unassigned measurement-to-birth point association map and \( \rho_B^{(v)} \) is the kinematic state distribution of a birth point. In fact each unassigned measurement takes each label of occluded objects to create birth point candidates. Additionally \( \omega_B^{(I,v)} \) is a non-negative weight associated with label set \( I \) and discrete index \( v \), while

\[
\omega_B^{(I,v)} \propto \prod_{\{\ell \} \in \mathbb{L}_{\text{occ}}} \omega_{\ell 0} \prod_{\{\ell \} \in I \atop m \notin v(I)} \omega_{\ell m}
\]

where \( v(I) \in \{0, 1, \ldots, M\} \) and \( M \) is the number of unassigned measurements. Moreover

\[
\sum_{m=0}^{M} \omega_{\ell m} = 1
\]

and \( r^{(\ell)} \) is the probability of reappearing an occluded object with label \( \ell \). In order to define \( \omega_{\ell m} \), we suggest to consider similarities between the occluded object (with label \( \ell \)) and the observed measurement (with index \( m \)). Angle and magnitude of velocity vector along with color properties are the features we use to measure the similarity. To do this, we propose a new distance metric in which we use direction-aware distance, introduced in [Gu et al., 2017]. Gu et al. [2017] proposed a distance metric which is a combination of Euclidean distance and cosine similarity and includes both magnitude and angle of vectors. According to this metric, distance between vectors \( \vec{x} \) and \( \vec{y} \) is give as below:

\[
d_{DA}(\vec{x}, \vec{y}) = \sqrt{\lambda_1^2 \| \vec{x} - \vec{y} \|^2 + \lambda_2^2 (1 - \frac{\vec{x} \cdot \vec{y}}{\| \vec{x} \| \| \vec{y} \|})}
\]

where \( \lambda_1 \) and \( \lambda_2 \) are defined to adjust the importance allocated to each part of the metric. In fact we suggest to utilize the velocity vector similarity in order to perform directional search over the area in order to recover reappeared objects. We also use color as a feature of similarity. In visual MOT we expect that an absent object does not change drastically in its appearance in several frames. Accordingly we use color histogram so we can check similarity between two bounding boxes (before and after the occlusion or miss-detection) based on histogram distance. As mentioned in 3.3, we use HSV and Bhattacharyya distance respectively as color space and distance metric. Consequently, \( \omega_{\ell m} \) is expressed as:

\[
\omega_{\ell m} \propto \exp(-\alpha(k - k_0)) \exp(-\frac{d_{DA}(\vec{v}_{k_0}, \vec{v}_{k:0})}{2\sigma_v^2}) + \exp(-\frac{d_B^2(H_k - H_{k_0})}{2\sigma_H^2})
\]

where \( \vec{v}_{k_0} \) and \( \vec{v}_{k:0} \) are respectively the vector velocity at time step \( k_0 \) (occlusion start time step) and the average velocity vector over the period \( k_0 \) to \( k \). Also \( H_{k_0} \) and \( H_K \) denotes HSV color histograms. \( \sigma_v \) and \( \sigma_H \) are user-defined parameters that scale the distances. Note that, in the first term, \( \exp(-\alpha(k - k_0)) \) is a forgetting factor which allows to decrease the importance of velocity similarity over the time since we are not confident that the object keeps the same velocity.

In order to perform measurement-to-birth point association, we need to calculate \( \omega_y^{(I,v)} \) (23). Exhaustive enumeration is needed to calculate the normalization factor, so we suggest to apply ranked assignment method (similar to update...
Figure 3: Illustration of $\delta$-GLMB for occlusion. A modified one-step $\delta$-GLMB filter is used to perform measurement-to-track association by considering all occluded objects in a frame.

The $\delta$-GLMB filter for occlusion in a modular form. Unassigned measurements returned from the previous part are used by both birth initialization and update sections. Since the filter is a one-time step filter, there is no survived object and subsequently prediction concept. The rank assignment part accomplishes the task of creating strong hypotheses and the update step performs data association to update the hypotheses. Finally, the estimation section extracts the states of new objects (here occluded ones). The reason we suggest to use a GLMB filter-based module to recover the occluded objects is the advantage of considering multiple hypotheses in the situation of challenging occlusion scenarios such as adjacent occluded objects.

Remark: As we mentioned earlier, the $\delta$-GLMB filter for miss-detection works the same. As illustrated in Figure 3, it is applied after the $\delta$-GLMB filter for occlusion and uses the unassigned measurements returned from this filter as input measurements.

4 Experimental Results

In this section, we first elaborate on the motion and measurement models and explain the parameter settings in section 4.1. Also the quantitative and qualitative experimental results taken by applying our method to well-known test datasets are presented in section 4.2.

4.1 Motion and Measurement Models, Parameter Setting

The most applied method of representing an object in MOT field is based on using bounding boxes. So for each object, here we can say person since we are focused on pedestrian tracking, a bounding box is supposed to define the minimized area which completely includes the object. It is a proper choice since most of well-known test datasets follow this standard. So along with position and velocity, box dimensions (width and height) are other parameters which are necessary to be included in state equation. So the labeled single-object state is formulated as $X = (x, \ell) = ([x, y, v_x, v_y, w, h], \ell)$ where $w$ and $h$ are respectively width and height of the corresponding bounding box. Note that we apply Gaussian mixture implementation of $\delta$-GLMB filter so it is required to consider standard linear Gaussian model for a single object. Each object follows a linear dynamic model and measurement model also is a linear Gaussian one as given below:

$$f_{k|k-1}(x|x') = \mathcal{N}(x; F_{k-1}x', Q_{k-1})$$  \hspace{1cm} (28)

$$g_k(z|x) = \mathcal{N}(z; H_kx, R_k)$$  \hspace{1cm} (29)
where $F_{k-1}x$ and $H_kx$ are the mean and $Q_{k-1}$ and $R_k$ are the covariance of the densities. $F_{k-1}$ and $H_k$ are given by:

$$F_{k-1} = \begin{bmatrix} 1 & 0 & \Delta t & 0 & 0 & 0 \\ 0 & 1 & 0 & \Delta t & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \quad H_k = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

(30)

According to section 3, it is necessary to specify a number of user-defined parameters in order to fit the proposed method to a pedestrian tracking scenario. Although best choice for the parameters may be different scenario by scenario, they are chosen based on the best results acquired on the training datasets and are remained constant for all the test datasets since we are not to use extra environmental information. These parameters are shown in Table 1.

Table 1: Parameter setting for different parts of the proposed method.

| Parameter     | Possible interval | Value | 
|---------------|-------------------|-------|
| $T_{overlapping}$ | 0 - 1             | 0.85  |
| $T_{size}$ | 0 - $\infty$       | 0.1   |
| $T_{color}$ | 0 - 1             | 0.9   |
| $T_{color}$ | 0 - 1             | 0.7   |
| $\alpha$ | 0 - $\infty$       | 0.07  |
| $\sigma^2_t$ | 0 - $\infty$       | 2     |
| $\sigma^2_H$ | 0 - $\infty$       | 0.5   |

4.2 Qualitative and Quantitative Results

In this section the experimental results of the proposed method on well-known test datasets MOT15 [Leal-Taixé et al., 2015] and MOT17 [Milan et al., 2016] are presented. Before proceeding to show the results, we introduce metrics which are utilized in the evaluation process along with the aforementioned test datasets.

In order to effectively evaluate the proposed method against state-of-the-art methods, it is necessary that identical set of metrics be used. A wide range of metrics are introduced in literature which are applied in MOT [Bernardin and Stiefelhagen, 2008, Li et al., 2009]. Table 2 illustrates these metric and provides a brief definition for each of them.

Each metric should be interpreted according to its definition and the type of error which is intended to be measured.

Table 2: Evaluation metrics and their brief descriptions.

| Metric | Description |
|--------|-------------|
| MOTA   | Multi-object tracking accuracy which involves false positive, false negative and ID switch scores. |
| MOTP   | Multi-object tracking precision which is based on overlap between a ground truth box and its correctly covered track. |
| MT     | The ratio of ground truth tracks which are covered for at least 80% of their respective lifetime. |
| ML     | The ratio of ground truth tracks which are covered for at most 20% of their respective lifetime. |
| TP     | Total number of false alarms. |
| FN     | Total number of miss-detections. |
| Precision | Ratio of correctly covered tracks to total number of covered tracks. |
| IDsw   | Total number of identity switches. |
| Hz     | Processing speed (in frame per second). |

So based on the contributions of the proposed method some of these metrics are of more importance to be taken into consideration. As our proposed method is designed to address occlusion and miss-detection problems, and to reduce ID switches and false positives so MOTA, FP, FN, Precision and IDsw are metrics that we focus on.

We evaluated the proposed method on MOT17 and MOT15, two publicly available test datasets. These datasets contain video sequences filmed with both static and mobile cameras. Although there are common video sequences in both datasets, each of them has unique sequences. The main difference between them is originated from the provided detections. In MOT15, just one type of detection is provided, by using ACF [Dollár et al., 2014], while MOT17 has
used three types of detectors DPM [Felzenszwalb et al., 2009], FRCNN [Ren et al., 2015], and SDP [Yang et al., 2016] which have returned more accurate detections. So it is expected that MOT methods show better performance on MOT17, although it contains scenes with higher track to frame ratio than MOT 15.

Figure 4 and Figure 5 show the qualitative results of our proposed methods on some selected frames of MOT15 and MOT17 datasets respectively. The selected frames contain object occlusion, and the tracking results show the correct labeling task thanks to applying occlusion handling section. Taking into account occluded tracks in each frame as a group helps to effectively overcome the occlusion issue. Note that occlusion handling section is performed using a modified version of $\delta$-GLMB filter, so the solution is also an efficient one. It also should be noted that our method performs well from the point of view of ID switch. In fact, it is about a trade-offs between speed and accuracy, even in the situation that the ID switch handling section of our proposed method is not a post-processing section with high computation load, and is originally a modification in the $\delta$-GLMB filter.

The quantitative results on MOT15 and MOT17 are shown respectively in Table 3 and Table 4. The best and second-best scores are respectively indicated by red and blue colors. As it can be seen from the tables, our methods achieve the best MOTA, MOTP, FP, Precision and IDsw in MOT15. Our method also shows the best MOTA, MOTP, and the second-best in FP, FN, Precision and IDsw in MOT17. As it was aforementioned, our contributions are based on addressing occlusion and miss-detection problems, and on reducing ID switches and false positive. As it can be seen, along with achieving the best MOTA, acceptable FP, FN and IDsw scores confirm the effectiveness of our contributions. Hz scores show we have been so focused on accuracy, although speed can be improved by optimizing the code and implementing in C++.

In Table 3, online and offline methods are tagged. Generally offline methods perform better due to their access to whole detections at once while they are not suitable for online applications. Results show that our online MOT method shows better or at least the same level of results comparing with state-of-the-art offline MOT methods. Methods are also grouped according to be or not to be based on DNNs. Recently DNN-based methods have shown remarkable results in both detection and tracking parts of MOT task. The quantitative results indicates that our method shows better or at least the same level of results. Methods based on using RFS theory are also grouped in the colored rows. Our method performs as the best method among those of based on RFS theory – PHD or GLMB filters.

Table 3: Illustration of quantitative results on MOT15 dataset. Our proposed method, MOMOT, is compared with other state-of-the-art online and offline methods. RFS-based methods are highlighted in colored rows and we also group the results into online and offline methods. The best and the second-best results are highlighted in red and blue colors respectively. DNN-based methods are starred.

| Method       | Mode | MOTA ↑ | MOTP ↑ | MT ↑ | ML ↓ | FP ↓ | FN ↓ | Precision ↑ | IDsw ↓ | Hz ↑ |
|--------------|------|--------|--------|------|------|------|------|-------------|--------|------|
| CRF-Track* [Xiang et al., 2020] | offline | 40.0 ± 14.5 | 71.9 | 25.0 | 28.6 | 10.295 | 25.917 | 77.5 | 658 | 5.2 |
| TPM [Peng et al., 2020] | offline | 36.2 ± 12.8 | 71.5 | 15.4 | 42.6 | 5.650 | 33.102 | 83.4 | 420 | 0.8 |
| JointMC [Keuper et al., 2018] | offline | 35.6 ± 17.5 | 71.9 | 23.2 | 39.3 | 10.580 | 28.508 | 75.7 | 457 | 0.6 |
| HybridDAI [Yang et al., 2017] | online | 33.6 ± 13.8 | 72.6 | 11.4 | 42.2 | 8.455 | 31.140 | 78.2 | 358 | 4.6 |
| INARLA* [Wu et al., 2019] | online | 34.7 ± 13.2 | 70.7 | 12.5 | 30.0 | 9.855 | 29.158 | 76.6 | 1,112 | 2.6 |
| DCCRF* [Zhou et al., 2018] | online | 33.6 ± 10.9 | 70.9 | 10.4 | 37.6 | 5.917 | 34.002 | 82.3 | 866 | 0.1 |
| TDAM [Yang and Jia, 2016] | online | 33.0 ± 0.0 | 72.8 | 13.3 | 39.1 | 10.064 | 30.617 | 75.4 | 464 | 5.9 |
| GMPHD-OGM [Song et al., 2019] | online | 30.7 ± 12.6 | 71.6 | 11.5 | 38.1 | 6.502 | 35.030 | 80.2 | 1,034 | 169.5 |
| PHD-GSDL [Fu et al., 2018] | online | 30.5 ± 14.2 | 71.2 | 7.6 | 41.2 | 6.534 | 35.284 | 80.0 | 879 | 8.2 |
| MOMOT (Ours) | online | 40.0 ± 08.8 | 76.9 | 6.0 | 36.9 | 3.190 | 33.370 | 89.8 | 307 | 0.7 |

We also has performed an ablation study to show the effectiveness of proposed modules. The proposed method is based on $\delta$-GLMB filter, and birth object detection, ID switch handler and occlusion/miss-detection handler are the main added modules. They are respectively responsible for reducing FP and IDsw and preserving track consistency; however, they are directly and indirectly effective on MOTA, FN and Precision scores. Table 5 shows that by adding each module to the baseline method ($\delta$-GLMB filter), aforementioned scores are improved, while Hz is negatively affected. Note that ablation study is performed on training section of MOT17 dataset.

5 Conclusion and Future Works

This paper proposes an online MOT method which applies $\delta$-GLMB filter along with the proposed modules in order to handle occlusion and miss-detection, remove clutters and manage MOT task by reducing ID switches and recovering missed identities. To do this, we use provided detections whose accuracy is directly effective on final tracking performance. Besides using the detections, the proposed method exploits the visual features of detections to use in track management processes. Since the $\delta$-GLMB filter has linear complexity in the number of measurements and quadratic in the number hypothesized tracks, our proposed methods is the same in complexity and suitable for online
Figure 4: Illustration of qualitative results on MOT15 dataset. (a) Four sample frames of AVG-TownCentre sequence. (b) Four sample frames of ETH-Jelmoli sequence. In each part, (a) and (b), there is an occluded person that is correctly labeled after reappearance.
Figure 5: Illustration of qualitative results on MOT17 dataset. (a) Four sample frames of MOT17-08-FRCNN sequence. (b) Four sample frames of MOT17-12-SDP sequence. In each part, (a) and (b), there is an occluded person that is correctly labeled after reappearance.
applications. The proposed method is evaluated on well-known datasets, and the results confirm the effectiveness of our contributions. Our method achieves the best and the second-best in most scores not only in comparison with the other RFS-based methods, but also in comparison with state-of-the-art offline, online and DNN-based MOT methods. As a future work, exploiting ranked assignment algorithms with less complexity can be investigated. So the Hz score can be improved without missing accuracy. It also makes it possible to use the proposed method on datasets contains heavily crowded scenes while achieving acceptable results. Occlusion handling is naturally a difficult problem when we use a single camera. The alternative is to use multi-camera systems, so multi-sensor multi-object tracking based on δ-GLMB filter, as an efficient MOT algorithm, can be applied to improve the results. As the proposed method is a modified δ-GLMB filter, it can be expanded to handle MOT task in the situation of multi-camera mode.
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