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Abstract. We study the second-order boundary value problem
\[
\begin{cases}
-u'' = a_{\lambda, \mu}(t) u^2(1 - u), & t \in (0, 1), \\
u'(0) = 0, & u'(1) = 0,
\end{cases}
\]
where \(a_{\lambda, \mu}\) is a step-wise indefinite weight function, precisely \(a_{\lambda, \mu} \equiv \lambda\) in \([0, \sigma]\cup[1 - \sigma, 1]\) and \(a_{\lambda, \mu} \equiv -\mu\) in \((\sigma, 1 - \sigma)\), for some \(\sigma \in (0, \frac{1}{2})\), with \(\lambda\) and \(\mu\) positive real parameters. We investigate the topological structure of the set of positive solutions which lie in \((0, 1)\) as \(\lambda\) and \(\mu\) vary. Depending on \(\lambda\) and based on a phase-plane analysis and on time-mapping estimates, our findings lead to three different (from the topological point of view) global bifurcation diagrams of the solutions in terms of the parameter \(\mu\). Finally, for the first time in the literature, a qualitative bifurcation diagram concerning the number of solutions in the \((\lambda, \mu)\)-plane is depicted. The analyzed Neumann problem has an application in the analysis of stationary solutions to reaction-diffusion equations in population genetics driven by migration and selection.
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1. Introduction and main results

In this paper, we are concerned with the parameter-dependent Neumann problem

\[ \begin{cases} -u''(t) = a_{\lambda, \mu}(t) g(u(t)), & t \in (0, 1), \\ 0 \leq u(t) \leq 1, & t \in [0, 1], \\ u'(0) = 0, & u'(1) = 0, \end{cases} \]

(1.1)

where the nonlinear term \( g: [0, 1] \to \mathbb{R} \) is

\[ g(s) = s^2(1 - s), \quad s \in [0, 1], \]

(1.2)

and the weight \( a_{\lambda, \mu}: [0, 1] \to \mathbb{R} \) is a step-wise function defined as

\[ a_{\lambda, \mu}(t) = \begin{cases} \lambda, & \text{if } t \in [0, \sigma] \cup [1 - \sigma, 1], \\ -\mu, & \text{if } t \in (\sigma, 1 - \sigma), \end{cases} \]

(1.3)

with \( \lambda > 0 \), \( \mu > 0 \), and \( \sigma \in (0, \frac{1}{2}) \).

The presence of a sign-changing weight term \( a_{\lambda, \mu} \) is a necessary condition for the existence of non-constant positive solutions to (1.1) - it can be seen by integrating the differential equation in (0, 1) - and places (1.1) into the family of nonlinear problems with indefinite weight (cf., [3] for an extensive bibliography on the subject). The logistic-type nonlinear term \( g \) leads to the existence of two trivial solutions, namely \( u \equiv 0 \) and \( u \equiv 1 \). For this reason, we seek only non-constant positive solutions whose notion is made precise as follows.

**Definition.** A **solution** to problem (1.1) is a function \( u \in C^1([0, 1]) \) with \( u' \) absolutely continuous, \( 0 < u(t) < 1 \) for all \( t \in [0, 1] \), and such that \( u \) solves the equation in (1.1) for a.e. \( t \in (0, 1) \) and satisfies the Neumann boundary conditions.
The particular form of problem (1.1) is relevant in the field of population genetics to study stationary solutions of reaction-diffusion equations driven by migration and selection processes acting on a single diallelic locus, as firstly introduced in [16] (see also [2, 7, 8]). In this framework, \( u(t) \in [0, 1] \) denotes the frequency of one of the two alleles involved and \( t \) represents the spatial variable. Moreover, the term \( g(s) \) models the selection in case of complete dominance, and \( a_{\lambda, \mu}(t) \) represents the environmental diversity which is reflected by the sign-changing in the direction of selection.

From the mathematical point of view, the last decade has experienced a huge interest in indefinite weight problems with a logistic-type nonlinearity from different perspectives both in the ODE setting (e.g., [1, 4, 5, 6, 10, 17, 18, 20, 22, 24]) and in the PDE one (e.g., [9, 13, 14, 15, 18, 21, 23]). The main questions addressed were the existence, the uniqueness as well as the multiplicity of non-constant positive solutions. However, focusing on either a fixed number of sign-changes of the weight term or on the number of inflection points of the logistic term, no complete description of global bifurcation diagrams has yet been provided. We notice that some first steps in this direction are given in [5, 17, 24] through numerical investigations.

In the present work, we pursue the studies undertaken in [5, 6], where a general nonlinearity superlinear at \( u = 0 \) is considered in place of \( g \). Taking advantage of the precise expression of (1.1) and using the connection times approach (see [11, 12, 26]), we establish the shape of the bifurcation diagrams for the solutions of (1.1) by using \( \mu \) and \( \lambda \) as the main and the secondary bifurcation parameter, respectively. Moreover, we obtain general non-existence, existence, and multiplicity results, depending on the values of \( \mu \) and \( \lambda \). Our first result in this sense provides sufficient conditions for the non-existence of solutions.

**Theorem 1.1.** The following assertions hold:

(i) for all \( \lambda > 0 \), there exists \( \mu_0^*(\lambda) > 0 \) such that no solution to problem (1.1) exists for all \( \mu \in (0, \mu_0^*(\lambda)) \);

(ii) there exists \( \lambda^* > 0 \) such that for all \( \lambda \in (0, \lambda^*) \) there exists \( \mu_0^{**}(\lambda) > \mu_0^*(\lambda) \) such that no solution to problem (1.1) exists for all \( \mu > \mu_0^{**}(\lambda) \).

This result means, in particular, that no solution exists in a whole neighborhood of \((\lambda, \mu) = (\lambda, 0)\) and in a whole neighborhood of \((\lambda, \mu) = (0, \mu)\). Thus, we provide a positive answer to [5, Conjecture A] in this framework.

As a counterpart of Theorem 1.1, we obtain the following result of existence of solutions for problem (1.1), with high multiplicity for some ranges of the parameters \( \lambda \) and \( \mu \).

**Theorem 1.2.** With the quantities given in Theorem 1.1, the following assertions hold:

(i) for all \( \lambda \in (0, \lambda^*) \), there exist \( \mu_1^*(\lambda), \mu_2^*(\lambda), \mu_2^{**}(\lambda) \in (0, +\infty) \) satisfying

\[
\mu_0^*(\lambda) \leq \mu_1^*(\lambda) < \mu_2^*(\lambda) < \mu_2^{**}(\lambda) \leq \mu_0^{**}(\lambda),
\]

such that

(i.a) for all \( \mu \in (\mu_1^*(\lambda), \mu_2^{**}(\lambda)) \), problem (1.1) admits at least one solution;

(i.b) for all \( \mu \in (\mu_2^*(\lambda), \mu_2^{**}(\lambda)) \), problem (1.1) admits at least two solutions;
(ii) for all \( \lambda \in [\lambda^*, +\infty) \), there exist \( \mu_1^*(\lambda), \mu_2^*(\lambda), \mu_4^*(\lambda), \mu_8^*(\lambda) \in (0, +\infty) \) satisfying
\[
\mu_0^*(\lambda) \leq \mu_1^*(\lambda) < \mu_2^*(\lambda) \leq \mu_4^*(\lambda) \leq \mu_8^*(\lambda),
\]
such that
(iia) for all \( \mu > \mu_1^*(\lambda) \), problem (1.1) admits at least one solution;
(iib) for all \( \mu > \mu_2^*(\lambda) \), problem (1.1) admits at least two solutions;
(iic) for all \( \mu > \mu_4^*(\lambda) \), problem (1.1) admits at least four solutions;
(iid) for all \( \mu > \mu_8^*(\lambda) \), problem (1.1) admits at least eight solutions.

Accordingly, the above result provides a global description of the number of solutions of (1.1) as \( (\lambda, \mu) \) varies in \((0, +\infty) \times (\mu_1^*(\lambda), \mu_2^*(\lambda))\), where \( \mu_2^*(\lambda) \) is meant as \( +\infty \), for \( \lambda \in [\lambda^*, +\infty) \). We stress that Theorem 1.2 not only includes the high multiplicity for \( \lambda \in [\lambda^*, +\infty) \) and large \( \mu \), as stated in [5, Theorem 1.3], but, in addition, deals with the existence and multiplicity of the solutions of (1.1) in the whole \((\lambda, \mu)\)-plane by dividing \( \{ (\lambda, \mu) : \lambda > 0, \mu \in (\mu_1^*(\lambda), \mu_2^*(\lambda)) \} \) in sub-regions in terms of the minimal number of solutions of (1.1). As a consequence, apparently for the first time in the literature, we obtain the global bifurcation diagram in the \((\lambda, \mu)\)-plane depicted in Figure 1. Another novelty of our results is that the value \( \lambda^* \) is sharp in the sense that it divides the region of non-existence of solutions from that of high multiplicity when \( \mu \) is large. Moreover, as it will be apparent in Section 5, the same value \( \lambda^* \) discerns the behavior of the bifurcation diagrams with \( \mu \) as bifurcation parameter, by distinguishing between those made by bounded branches connecting 0 and 1 (for \( 0 < \lambda < \lambda^* \)), and those with unbounded connected components (for \( \lambda \in [\lambda^*, +\infty) \)).

**Figure 1.** Qualitative bifurcation diagram of the solutions to (1.1) in the \((\lambda, \mu)\)-plane. The curves \( \mu_0^*(\lambda) \) and \( \mu_0^{**}(\lambda) \) define the non-existence region (gray). The curves \( \mu_1^*(\lambda) \) and \( \mu_2^{**}(\lambda) \) mark out regions of existence: at least one solution in between \( \mu_1^*(\lambda) \) and \( \mu_2^{**}(\lambda) \) (red) and at least two solutions in between \( \mu_2^*(\lambda) \) and \( \mu_2^{**}(\lambda) \) (blue). For \( \lambda \in [\lambda^*, +\infty) \), at least four solutions in the region above \( \mu_4^*(\lambda) \) (yellow), and at least eight solutions in the one above \( \mu_8^*(\lambda) \) (green).

The indefinite weight problem (1.1) bears some similarities with the ones studied in the field of population genetics in [13, 15, 18, 19, 20, 21, 22] that include the
one-parameter Neumann problem

\[
\begin{aligned}
-u''(t) &= \lambda \tilde{a}(t) g(u(t)), \quad t \in (0, 1), \\
0 &\leq u(t) \leq 1, \quad t \in [0, 1], \\
u'(0) &= 0, \quad u'(1) = 0,
\end{aligned}
\]

(1.4)

where \(\tilde{a} : [0, 1] \to \mathbb{R}\) is a sign-changing function. Concerning problem (1.4), the main questions addressed have involved the uniqueness and the multiplicity of the solutions depending on the sign of \(\int_0^1 \tilde{a}(t) \, dt\) (see the conjectures contained in [13]). Indeed, when \(\int_0^1 \tilde{a}(t) \, dt < 0\), [21, Theorem 1.3] is a general result stated in a high dimensional setting which ensures the existence of at least two solutions to (1.4) for \(\lambda\) large enough. On the other hand, when \(\int_0^1 \tilde{a}(t) \, dt \geq 0\), the existence of at most one solution to (1.4) has been established in [18,19] under some additional assumptions on \(\tilde{a}\) and for \(\lambda\) large enough. Despite that, in both cases, high multiplicity of solutions for problem (1.4) has been proved for some specific symmetric weights \(\tilde{a}\) that change sign twice and \(\lambda\) large enough: when \(\int_0^1 \tilde{a}(t) \, dt < 0\), [20, Theorems 1.1, 1.2, and 1.3] ensure the existence of at least eight solutions to (1.4); when \(\int_0^1 \tilde{a}(t) \, dt \geq 0\), [22, Theorems 1.1 and 1.2] ensure the existence of at least three solutions to (1.4).

To pursue the study of these one-parameter Neumann problems, we reduce the number of parameters in problem (1.1) by taking \(\mu = \lambda K\) for some \(K > 0\). Thus, we consider (1.4) with

\[
\tilde{a}(t) = \tilde{a}_K(t) := \begin{cases}
1, & \text{if } t \in [0, \sigma] \cup [1 - \sigma, 1], \\
-K, & \text{if } t \in (\sigma, 1 - \sigma),
\end{cases}
\]

(1.5)

and we prove the following result.

**Theorem 1.3.** Let \(\tilde{a}\) be as in (1.5). Then, there exist \(K_1, K_8 \in (0, +\infty)\), with \(K_4 < K_8\), such that the following assertions hold:

(i) for all \(K > 0\), there exists \(\lambda_1^*(K) > 0\) such that problem (1.4) admits at least one solution for all \(\lambda > \lambda_1^*(K)\);

(ii) for all \(K > \frac{2\sigma}{1 - 2\sigma}\), problem (1.4) admits at least two solutions for all \(\lambda \in [\lambda^*, +\infty)\), where \(\lambda^*\) is as in Theorem 1.1;

(iii) for all \(K > K_4\), there exists \(\lambda_4^*(K) > 0\) such that problem (1.4) admits at least four solutions for all \(\lambda > \lambda_4^*(K)\);

(iv) for all \(K > K_8\), there exists \(\lambda_8^*(K) > 0\) such that problem (1.4) admits at least eight solutions for all \(\lambda > \lambda_8^*(K)\).

We notice that the inequality \(K > \frac{2\sigma}{1 - 2\sigma}\) in case (ii) implies that \(\int_0^1 \tilde{a}_K(t) \, dt < 0\) and so we enter in the framework treated in [20]. Compared with the results contained in [20], Theorem 1.3 produces another high multiplicity result with a different weight function. Moreover, our theorem enriches the analysis of problem (1.4) by establishing intermediate multiplicity results, with possibly four solutions. We also refer to Corollary 7.1 for an equivalent version of Theorem 1.3 in the spirit of [20], i.e., keeping \(K\) fixed and varying \(\sigma\) instead.

The paper is organized as follows. In Section 2 and in Section 3, we analyze the behavior of the solutions of the equations \(u'' = -\lambda g(u)\) and \(u'' = \mu g(u)\), respectively.
We also present some preliminary results about the time-maps associated with these two equations in the phase-plane \((u,u')\) that are further discussed in Appendices A and B. In Section 4, on the lines of [11, 12], we derive some technical time-map estimates to be exploited in Section 5 to prove Theorems 1.1 and 1.2. In Section 6, we discuss the shape of the global bifurcation diagrams of the solutions (with bifurcation parameter \(\mu\)), depending on \(\lambda\). At last, in Section 7, we study the one parameter problem (1.4)-(1.5) and, among other results, we give the proof of Theorem 1.3.

2. Phase-plane analysis in \([0, \sigma]\) and \([1 - \sigma, 1]\)

In this section, we analyze the equation in (1.1) in the intervals \([0, \sigma]\) and \([1 - \sigma, 1]\), that is where the weight function \(a_{\lambda, \mu} \equiv \lambda > 0\). Accordingly, we study

\[
   u'' = -\lambda g(u).
\]

Equivalently, we deal with the following planar system

\[
   \begin{cases}
   u' = v, \\
   v' = -\lambda g(u),
   \end{cases}
\]

whose associated energy is

\[
   H_\lambda(u, v) := v^2 + 2\lambda G(u),
\]

where \(G\) is the primitive of the function \(g\) defined in (1.2) vanishing at \(u = 0\), that is

\[
   G(u) = \int_0^u g(\xi) \, d\xi = \frac{u^3}{3} - \frac{u^4}{4}, \quad u \in [0, 1].
\]

We remark that, since we search solutions \((u, v)\) of (2.2) with \(u(t) \in (0, 1)\) for all \(t \in [0, 1]\), we have to consider only the strip \([0, 1] \times \mathbb{R}\) in the phase-plane \((u, v)\).

First, we focus our attention on the interval \([0, \sigma]\). The analysis in the interval \([1 - \sigma, 1]\) is analogous and we give the corresponding results at the end of this section. Since we are interested in solutions to the Neumann problem (1.1), for all \(s \in (0, 1)\), let us consider the initial value problem

\[
   \begin{cases}
   u' = v, \\
   v' = -\lambda g(u), \\
   u(0) = s, \\
   v(0) = 0,
   \end{cases}
\]

and let \((u_s, v_s)\) be the unique solution of (2.5), considered in its maximal interval of existence (contained in \(\mathbb{R}\)). For all \(s \in (0, 1)\), we denote by \(T_0(s)\) the time taken by \((u_s, v_s)\) to go from the point \((s, 0)\) to the line \(\{0\} \times (-\infty, 0)\) moving along the level line \(H_\lambda(u, v) = 2\lambda G(s)\) in the \((u, v)\)-plane. We observe that \(T_0(s)\) is well defined since \(u_s\) is concave, due to the sign of \(g\).

We set

\[
   \mathcal{T}_\lambda^0 = \{ s \in (0, 1) : T_0(s) > \sigma \}.
\]
We stress that $\mathcal{I}_\lambda^0$ is the set of initial values $s \in (0, 1)$ such that (2.5) has a positive solution defined in the whole interval $[0, \sigma]$. The following proposition characterises $\mathcal{I}_\lambda^0$ in dependence of $\lambda$.

**Proposition 2.1.** There exist $\lambda^* > 0$ and $s^* \in (0, 1)$ such that

(i) for all $0 < \lambda < \lambda^*$, $\mathcal{I}_\lambda^0 = (0, 1)$;

(ii) for $\lambda = \lambda^*$, $\mathcal{I}_\lambda^0 = (0, 1) \setminus \{s^*\}$;

(iii) for all $\lambda > \lambda^*$, there exist $s_0, s_1 \in (0, 1)$ with $s_0 < s^* < s_1$ such that $\mathcal{I}_\lambda^0 = (0, s_0) \cup (s_1, 1)$.

**Proof.** Preliminarily, we explicitly define the function $s \mapsto T_0(s)$. The equation of the level line associated with (2.3) passing through an arbitrary point $(s, 0) \in [0, 1] \times \{0\}$ is

$$v^2 + 2\lambda G(u) = 2\lambda G(s).$$

Since $g(u) \geq 0$ for all $u \in [0, 1]$, from (2.5) we infer that $v_s(t) \leq 0$ for all $t$. As a consequence, we have

$$v = -\sqrt{2\lambda(G(s) - G(u))}$$

and thus

$$T_0(s) = \int_0^{T_0(s)} 1 \, dt = -\int_0^{T_0(s)} \frac{u'(t) \, dt}{\sqrt{2\lambda(G(s) - G(u(t)))}}$$

$$= -\int_s^{u(T_0(s))} \frac{du}{\sqrt{2\lambda(G(s) - G(u))}}$$

$$= \frac{1}{\sqrt{2\lambda}} \int_0^s \frac{du}{\sqrt{\frac{u^4 - s^4}{4} - \frac{u^3 - s^3}{3}}}.$$ 

Performing the change of variable $u = s\xi$, we obtain

$$T_0(s) = \frac{1}{\sqrt{2\lambda}} \int_0^1 \frac{s \, d\xi}{\sqrt{\frac{s^3 - (s\xi)^3}{3} - \frac{s^4 - (s\xi)^4}{4}}} = \frac{1}{\sqrt{2\lambda s}} \int_0^1 \frac{d\xi}{\sqrt{s(1 - \xi^3) - s(1 - \xi^4)}}.$$ 

Therefore, we have

$$T_0(s) = \frac{1}{\sqrt{2\lambda s}} \hat{I}(s), \quad \text{for all} \ s \in (0, 1), \quad (2.6)$$

where

$$\hat{I}(s) = \int_0^1 \frac{d\xi}{\sqrt{s(1 - \xi^3) - s(1 - \xi^4)}}.$$ 

We study the limit of $T_0(s)$ as $s \to 0^+$ and $s \to 1^-$. As a consequence of the fact that $\hat{I}(0) \in (0, +\infty)$, we deduce

$$\lim_{s \to 0^+} T_0(s) = +\infty. \quad (2.7)$$
Moreover, observing that
\[
\sqrt{\frac{1 - \xi^3}{3} - \frac{1 - \xi^4}{4}} = \frac{1 - \xi}{2\sqrt{3}} \sqrt{3\xi^2 + 2\xi + 1}, \quad \text{in } [0, 1],
\] (2.8)
we immediately obtain that the improper integral \( \hat{I}(1) \) diverges and so
\[
\lim_{s \to 1^-} T_0(s) = +\infty.
\] (2.9)

Next, we analyze the monotonicity of the function \( T_0(s) \). Accordingly, by differentiating (2.6), we obtain
\[
T'_0(s) = -\frac{\lambda}{(2\lambda s)^{3/2}} \hat{I}(s) + \frac{1}{\sqrt{2\lambda s}} \hat{I}'(s) = \left( -\frac{1}{2s} + \frac{\hat{I}'(s)}{\hat{I}(s)} \right) T_0(s)
\] (2.10)
We compute
\[
\hat{I}'(s) = \frac{1}{2} \int_0^1 \frac{1 - \xi^4}{4} \left( \frac{1 - \xi^3}{3} - \frac{s(1 - \xi^4)}{4} \right)^{-3/2} d\xi > 0, \quad \text{for all } s \in (0, 1),
\]
and
\[
\hat{I}''(s) = \frac{3}{4} \int_0^1 \left( \frac{1 - \xi^4}{4} \right)^2 \left( \frac{1 - \xi^3}{3} - \frac{s(1 - \xi^4)}{4} \right)^{-5/2} d\xi > 0, \quad \text{for all } s \in (0, 1).
\]
The function \( \eta(s) := 2s \hat{I}'(s) - \hat{I}(s) \) is such that
\[
\eta'(s) = 2\hat{I}'(s) + 2s \hat{I}''(s) - \hat{I}'(s) = \hat{I}'(s) + 2s \hat{I}''(s) > 0, \quad \text{for all } s \in (0, 1),
\]
then \( \eta \) vanishes at most in a point (independent of \( \lambda \)). As a consequence, from (2.10), we deduce that the positive function \( T_0 \) has at most a critical point (independent of \( \lambda \)). From (2.7) and (2.9), we conclude that \( T_0 \) has a unique minimum point, which we denote by \( s^* \) (we stress again that it does not depend of \( \lambda \)). In Figure 2, we represent the graph of \( T_0 \).

**Figure 2.** Qualitative graph of the function \( T_0 \) when \( \lambda \in (0, \lambda^*) \) (left), \( \lambda = \lambda^* \) (center), and \( \lambda > \lambda^* \) (right). The points \( s^* \), \( s_0 \), and \( s_1 \) are defined in Proposition 2.1.
At last, for all fixed \( s \in (0, 1) \), from (2.6) we have that the function \( \lambda \mapsto T_0(s, \lambda) \) is strictly decreasing and it converges to \( +\infty \) as \( \lambda \to 0^+ \), and to 0 as \( \lambda \to +\infty \). Thus, there exists a unique value of \( \lambda \), that we denote by \( \lambda^* \), such that

\[
\min_{s \in (0, 1)} T_0(s, \lambda^*) = T_0(s^*, \lambda^*) = \sigma.
\]

With this position, properties (\( i \)), (\( ii \)), and (\( iii \)) immediately follow. We notice that the points \( s_0 = s_0(\lambda) \) and \( s_1 = s_1(\lambda) \) depend on \( \lambda \) and, by the properties of \( T_0 \), they satisfy \( 0 < s_0 < s^* < s_1 < 1 \) for all \( \lambda > \lambda^* \). The proof is complete. \( \square \)

For \( \lambda > 0 \), we introduce the following set in the \((u,v)\)-plane:

\[
\Gamma_0 = \Gamma_0(\lambda) = \{ (u_s(\sigma), v_s(\sigma)) : s \in I_0^\lambda \}.
\]  

(2.11)

Notice that \( \Gamma_0 \subseteq (0,1) \times (-\infty, 0) \) and it is a continuous curve parametrized by \( s \in I_0^\lambda \). Moreover, from Proposition 2.1 we have the following (see also Figure 3).

**Corollary 2.2.** There exists \( \lambda^* > 0 \) such that

- for \( \lambda \in (0, \lambda^*) \), \( \Gamma_0(\lambda) \cap \{0\} \times (-\infty, 0) = \emptyset \);
- for \( \lambda = \lambda^* \), \( \Gamma_0(\lambda) \cap \{0\} \times (-\infty, 0) = \{(0, -\xi^*)\} \) for some \( \xi^* \in (0, \infty) \);
- for \( \lambda > \lambda^* \), \( \Gamma_0(\lambda) \cap \{0\} \times (-\infty, 0) = \{(0, -\xi_0), (0, -\xi_1)\} \) for some \( 0 < \xi_0 < \xi_1 \);

where \( \Gamma_0(\lambda) \) denotes the closure of \( \Gamma_0(\lambda) \) in \( \mathbb{R}^2 \).

![Figure 3. Qualitative representation in the \((u,v)\)-plane of the curve \( \Gamma_0(\lambda) \) defined in (2.11) when \( \lambda \in (0, \lambda^*) \) (left), \( \lambda = \lambda^* \) (center), and \( \lambda > \lambda^* \) (right).](image)

With the notation of Corollary 2.2 we observe that

\[
v_{s_0}(\sigma) = -\xi_0 > -\xi_1 = v_{s_1}(\sigma).
\]  

(2.12)

Indeed, since the energy in (2.3) is conserved and \( G \) is increasing, we have

\[
(v_{s_0}(\sigma))^2 = 2\lambda G(s_0) < 2\lambda G(s_1) = (v_{s_1}(\sigma))^2,
\]

thus (2.12) follows, since \( v_{s_i}(\sigma) < 0, \ i = 0, 1 \).

The next result describes the behavior of the curve \( \Gamma_0 \) in the \((u,v)\)-plane near the points \((0,0)\) and \((1,0)\).

**Proposition 2.3.** Let \( \lambda > 0 \). The curve \( \Gamma_0 = \Gamma_0(\lambda) \) satisfies the following properties:
(i) there exists a neighborhood \( \mathcal{U}_0 = \mathcal{U}_0(\lambda) = [0, x_0(\lambda)) \times (-\varepsilon(\lambda), \varepsilon(\lambda)) \) of \((0,0)\) such that \( \Gamma_0 \cap \mathcal{U}_0 \) can be parametrized, in the \((u,v)\)-plane, as
\[
\{(x, -\lambda \sigma x^2) : x \in [0, x_0(\lambda))\};
\]
(ii) there exists a neighborhood \( \mathcal{U}_1 = \mathcal{U}_1(\lambda) = (x_1(\lambda), 1] \times (-\varepsilon(\lambda), \varepsilon(\lambda)) \) of \((1,0)\) such that \( \Gamma_0 \cap \mathcal{U}_1 \) can be parametrized, in the \((u,v)\)-plane, as
\[
\{(x, -\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma)(1-x)) : x \in (x_1(\lambda), 1)\}.
\]

Proof. Let \( s \in \mathbb{T}^0_\lambda \). Proceeding as in the proof of Proposition 2.1 for all \( t \in [0, \sigma] \), we have
\[
t = \frac{1}{\sqrt{2\lambda}} \int_{u_s(t)}^{s} \frac{du}{\sqrt{\frac{u^4 - s^4 - u^3 - s^3}{4} - \frac{3}{3}}} = \frac{1}{\sqrt{2\lambda s}} \int_{u_s(t)}^{1} \frac{d\xi}{\sqrt{\frac{1 - \xi^3}{3} - \frac{1}{4} s(1 - \xi^4)}}.
\]
(2.13)

Since \( t \) is finite and the integrand is positive, passing to the limit as \( s \to 0^+ \), we deduce that
\[
\lim_{s \to 0^+} \frac{u_s(t)}{s} = 1, \quad \text{uniformly in } t \in [0, \sigma].
\]
(2.14)

Integrating (2.1) in \([0, \sigma]\), we have
\[
u'_s(\sigma) = -\lambda \int_0^\sigma g(u_s(t)) \, dt
\]
and so
\[
\lim_{s \to 0^+} \frac{u'_s(\sigma)}{s^2} = -\lambda \lim_{s \to 0^+} \int_0^\sigma \frac{g(u_s(t))}{s^2} \, dt.
\]

Since \( u_s(t) \leq s \) for all \( t \in [0, \sigma] \) and \( g \) is strictly increasing in \([0, 2/3]\), we obtain that
\[
0 \leq \frac{g(u_s(t))}{s^2} \leq \frac{g(s)}{s^2} \leq 1, \quad \text{for all } t \in [0, \sigma] \text{ and } s \in [0, 2/3].
\]

The dominated convergence theorem implies that
\[
\lim_{s \to 0^+} \frac{u'_s(\sigma)}{s^2} = -\lambda \int_0^\sigma \lim_{s \to 0^+} \frac{g(u_s(t))}{s^2} \, dt
\]
\[
= -\lambda \int_0^\sigma \lim_{s \to 0^+} \frac{g(u_s(t)) (u_s(t))^2}{s^2} \, dt = -\lambda \sigma,
\]
where the last equality follows from (2.14) and the facts that \( \lim_{s \to 0^+} u_s(t) = 0 \) and \( g(u) = u^2 + o(u^2) \) for \( u \to 0 \). Finally, we conclude that
\[
\lim_{s \to 0^+} \frac{u'_s(\sigma)}{(u_s(\sigma))^2} = -\lambda \sigma,
\]
(2.15)
and so statement (i) is proved.

As for \( \Gamma_0 \) near \((1,0)\), since
\[
t = \frac{1}{\sqrt{2\lambda}} \int_{u_s(t)}^{s} \frac{du}{\sqrt{\frac{u^4 - s^4 - u^3 - s^3}{4} - \frac{3}{3}}}, \quad \text{for all } t \in [0, \sigma],
\]
(2.16)
from the fact that the integrand behaves like $1/(u - s)$ for $u$ near $s$ (cf., (2.8)), we deduce that
\[
\lim_{s \to 1^-} u_s(t) = 1, \quad \text{uniformly in } t \in [0, \sigma].
\] (2.17)

Performing the changes of variable $u = 1 - z$ and $z = (1 - s)\xi$ in (2.16), we obtain
\[
t = -\frac{1}{\sqrt{2\lambda}} \int_{1 - u_s(t)}^{1 - s} \frac{dz}{\sqrt{(1 - z)^4 - s^4} - (1 - z)^3 - s^3},
\] (2.18)
for all $t \in [0, \sigma]$. By De l’Hôpital’s rule, we have that
\[
\lim_{s \to 1^-} \frac{G(s) - G(1 - (1 - s)\xi)}{(1 - s)^2} = \lim_{s \to 1^-} \frac{g(s) - g(1 - (1 - s)\xi)\xi}{-2(1 - s)}
\]
\[
= \lim_{s \to 1^-} \frac{g'(s) - g'(1 - (1 - s)\xi)\xi^2}{2}
\]
\[
= \frac{g'(1)(1 - \xi^2)}{2} = \frac{\xi^2 - 1}{2},
\]
thus, for every $t \in [0, \sigma]$, letting
\[
\ell_t := \liminf_{s \to 1^-} \frac{1 - u_s(t)}{1 - s} \in [0, +\infty]
\]
and passing to the lim inf as $s \to 1^-$ in (2.18), we deduce
\[
t = \frac{1}{\sqrt{\lambda}} \int_{1}^{\ell_t} \frac{1}{\sqrt{\xi^2 - 1}} d\xi = \frac{1}{\sqrt{\lambda}} \log \left( \ell_t + \sqrt{\ell_t^2 - 1} \right) = \frac{1}{\sqrt{\lambda}} \cosh^{-1}(\ell_t).
\]

By inverting the above equality, we obtain that
\[
\ell_t = \cosh(\sqrt{\lambda}t) \in (1, \cosh(\sqrt{\lambda}\sigma)], \quad \text{for all } t \in [0, \sigma].
\]

Proceeding in the same way with the lim sup, we thus conclude that
\[
\lim_{s \to 1^-} \frac{1 - u_s(t)}{1 - s} = \cosh(\sqrt{\lambda}t), \quad \text{for all } t \in [0, \sigma].
\] (2.19)

Arguing as above, integrating equation (2.1) and using the dominated convergence theorem, we deduce that
\[
\lim_{s \to 1^-} \frac{u_s'(t)}{1 - s} = -\lambda \lim_{s \to 1^-} \int_{0}^{\sigma} \frac{g(u_s(\xi))}{1 - s} d\xi = -\sqrt{\lambda} \sinh(\sqrt{\lambda}\sigma),
\] (2.20)
where the last equality follows from (2.17), (2.19), and the fact that $g(u) = 1 - u + o(1 - u)$ for $u \to 1$. Finally, from (2.19) and (2.20), we have
\[
\lim_{s \to 1^-} \frac{u_s'(\sigma)}{1 - u_s(\sigma)} = -\sqrt{\lambda} \tanh(\sqrt{\lambda}\sigma).
\]

Then, statement $(ii)$ is proved. □
We conclude this section by stating the analogous results in the interval \([1-\sigma, 1]\).

As above, for every \(s \in (0, 1)\), we introduce the initial value problem
\[
\begin{aligned}
    u' &= v, \\
    v' &= -\lambda g(u), \\
    u(1) &= s, \\
    v(1) &= 0.
\end{aligned}
\]  
(2.21)

Let \((\hat{u}_s, \hat{v}_s)\) be the unique solution of (2.21), considered in its maximal interval of existence (contained in \(\mathbb{R}\)). For all \(s \in (0, 1)\), we denote by \(\hat{T}_0(s)\) the time taken by \((\hat{u}_s, \hat{v}_s)\) to go from the point \((s, 0)\) to the line \(\{0\} \times (0, +\infty)\) moving backwards along the level line \(H_\lambda(u, v) = 2\lambda G(s)\) in the \((u, v)\)-plane.

By setting
\[
I^1_\lambda = \{s \in (0, 1): \hat{T}_0(s) > \sigma\},
\]
we state the symmetric statement of Proposition 2.3 as follows.

**Proposition 2.4.** There exist \(\lambda^* > 0\) and \(s^* \in (0, 1)\) such that

(i) for all \(\lambda \in (0, \lambda^*)\), \(I^1_\lambda = (0, 1)\);

(ii) for \(\lambda = \lambda^*\), \(I^1_\lambda = (0, 1) \setminus \{s^*\}\);

(iii) for all \(\lambda > \lambda^*\), there exist \(s_0, s_1 \in (0, 1)\) with \(s_0 < s^* < s_1\) such that \(I^1_\lambda = (0, s_0) \cup (s_1, 1)\).

Similarly, setting
\[
\Gamma_1 = \Gamma_1(\lambda) = \{(\hat{u}_s(1-\sigma), \hat{v}_s(1-\sigma)): s \in I^1_\lambda\},
\]  
(2.22)
the following results correspond to Corollary 2.2 and Proposition 2.3.

**Corollary 2.5.** There exists \(\lambda^* > 0\) such that

- for \(\lambda \in (0, \lambda^*)\), \(\Gamma_1(\lambda) \cap \{(0) \times (0, +\infty)\} = \emptyset\);
- for \(\lambda = \lambda^*\), \(\Gamma_1(\lambda) \cap \{(0) \times (0, +\infty)\} = \{(0, \xi^*)\}\) for some \(\xi^* \in (0, +\infty)\);
- for \(\lambda > \lambda^*\), \(\Gamma_1(\lambda) \cap \{(0) \times (0, +\infty)\} = \{(0, \xi_0), (0, \xi_1)\}\) for some \(0 < \xi_0 < \xi_1\).

**Proposition 2.6.** Let \(\lambda > 0\). The curve \(\Gamma_1 = \Gamma_1(\lambda)\) satisfies the following properties:

(i) there exists a neighborhood \(U_0 = U_0(\lambda) = [0, x_0(\lambda)] \times (-\varepsilon(\lambda), \varepsilon(\lambda))\) of \((0, 0)\) such that \(\Gamma_1 \cap U_0\) can be parametrized, in the \((u, v)\)-plane, as
\[
\{(x, \lambda \sigma x^2): x \in [0, x_0(\lambda)]\};
\]

(ii) there exists a neighborhood \(U_1 = U_1(\lambda) = (x_1(\lambda), 1] \times (-\varepsilon(\lambda), \varepsilon(\lambda))\) of \((1, 0)\) such that \(\Gamma_1 \cap U_1\) can be parametrized, in the \((u, v)\)-plane, as
\[
\{(x, \sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma)(1-x)): x \in (x_1(\lambda), 1]\}.
\]

**Remark 2.7.** By the symmetry of the weight function \([1.3]\), we stress that \(\Gamma_1 = \{(u, -v): (u, v) \in \Gamma_0\}\) and thus the values \(\lambda^*, s^*, s_0, s_1, \xi^*, \xi_0, \xi_1\) in Corollaries 2.2 and 2.5 are exactly the same. Moreover, the neighborhoods \(U_0\) and \(U_1\) can be taken to coincide in Propositions 2.3 and 2.6.
3. Phase-plane analysis in \((\sigma, 1 - \sigma)\)

In this section, we analyze the equation in \((1.1)\) in the interval \((\sigma, 1 - \sigma)\), that is where the weight function \(a_{\lambda, \mu} \equiv -\mu < 0\). Accordingly, we study

\[
u''(t) = \mu g(u)
\]

and we consider its associated energy

\[
H_{\mu}(u, v) := v^2 - 2\mu G(u),
\]

where \(G\) is defined as in \((2.4)\). Let

\[
\mathcal{M}_{\mu} := \{(u, v) \in [0, 1] \times \mathbb{R} : v^2 = 2\mu G(u)\}
\]

be the level line of \(H_{\mu}\) passing through \((0, 0)\). We note that the curve \(\mathcal{M}_{\mu}\) divides the strip \([0, 1] \times \mathbb{R}\) into three connected open regions, which can be characterized by the sign of \(H_{\mu}\). More precisely, \(H_{\mu}(u, v) > 0\) when \((u, v)\) belongs to the two unbounded regions “outside” \(\mathcal{M}_{\mu}\), while \(H_{\mu}(u, v) < 0\) when \((u, v)\) belongs to the bounded region “inside” \(\mathcal{M}_{\mu}\) (containing the segment \((0, 1) \times \{0\}\)). Clearly, by definition \((3.3)\), \(H_{\mu}(u, v) = 0\) for all \((u, v) \in \mathcal{M}_{\mu}\).

First, since \(\Gamma_0\) and \(\Gamma_1\) behave like a parabola near \((0, 0)\) according to Proposition \((2.3)\) \((i)\) and Proposition \((2.6)\) \((i)\), we analyze the time \(T_p = T_p(x)\) taken to reach the \(u\)-axis for the first time starting from points on the parabola

\[
(x, y(x)) = (x, -kx^2), \quad x \in (0, 1), \quad k > 0,
\]

and moving along the level lines associated with \((3.2)\).

We observe that if \(k^2 \leq \frac{\mu}{6}\) the parabola \((3.4)\) does not intersect the manifold \(\mathcal{M}_{\mu}\) in the strip \((0, 1) \times \mathbb{R}\) of the \((u, v)\)-plane. On the contrary, if \(k^2 > \frac{\mu}{6}\) there is a unique intersection whose abscissa is denoted by \(x_p = x_p(\mu)\). We extend this definition in the case \(k^2 \leq \frac{\mu}{6}\) by setting \(x_p = 1\) so that \(T_p\) is defined in \((0, x_p)\) for every \(k > 0\).

For \(x \in (0, x_p)\), let \(m(x)\) be the abscissa of the intersection point between the level line of \((3.2)\) through \((x, y(x))\) and the segment \((0, 1) \times \{0\}\). From \((3.1)\) we have that \(u\) is strictly decreasing along the level lines associated with \((3.2)\) in \((0, 1) \times (-\infty, 0]\), as a consequence

\[
0 < m(x) < x < 1.
\]

Moreover, \(m(x)\) satisfies

\[
(y(x))^2 - 2\mu G(x) = -2\mu G(m(x)).
\]

Hence, from \((3.2)\) and \((3.6)\), the time \(T_p\) we are interested in is given by

\[
T_p(x) = \int_{m(x)}^{x} \frac{du}{\sqrt{(y(x))^2 + 2\mu(G(u) - G(x))}}
\]

\[
= \int_{m(x)}^{0} \frac{d\tilde{u}}{\sqrt{(y(x))^2 + 2\mu(G(x + \tilde{u}) - G(x))}}
\]

\[
= \int_{0}^{1} \frac{(x - m(x)) d\xi}{\sqrt{(y(x))^2 + 2\mu(G(x - (x - m(x))\xi) - G(x))}}, \quad (3.7)
\]

where we have performed the changes of variable \(u = x + \tilde{u}\) and \(\tilde{u} = -(x - m(x))\xi\).
In the following result, we collect some properties of $T_p$.

**Proposition 3.1.** The function $T_p: (0, x_p) \rightarrow (0, +\infty)$ is continuous, strictly increasing, and satisfies:

(i) $\lim_{x \to 0^+} T_p(x) = \frac{k}{\mu}$;

(ii) if $x_p < 1$, then $\lim_{x \rightarrow (x_p)^-} T_p(x) = +\infty$.

**Proof.** The continuity follows directly from expression (3.7). To prove the limit in (i), we first claim that the function $m(x)$ in a right neighborhood of 0 behaves as follows

$$m(x) = x - \frac{k^2}{2\mu} x^2 + o(x^2), \quad \text{as } x \to 0^+.$$  (3.8)

Indeed, (3.5) implies that $\lim_{x \to 0^+} m(x) = 0$.

Recalling (3.4), we rewrite (3.6) as

$$\left(\frac{m(x)}{x}\right)^3 \left(\frac{1}{3} - \frac{m(x)}{4}\right) = -\frac{k^2}{2\mu} x + \left(\frac{1}{3} - \frac{x}{4}\right).$$

Thus, by taking the lim inf and lim sup as $x \to 0^+$ in the previous relation, we obtain that $l := \liminf_{x \to 0^+} \frac{m(x)}{x}$ and $L := \limsup_{x \to 0^+} \frac{m(x)}{x}$ satisfy $l^3 = L^3 = 1$. Hence, it follows that

$$\lim_{x \to 0^+} \frac{m(x)}{x} = 1,$$  (3.9)

which verifies the first term in the expansion (3.8). From (3.6), we deduce that

$$\frac{m(x) - x}{x^2} \left(\frac{1 + \frac{m(x)}{3} + \frac{m(x)^2}{x^2}}{4} - \frac{x + m(x) + \frac{m(x)^2}{x^2}}{4} + \frac{m(x)^3}{x^2}\right) = -\frac{k^2}{2\mu},$$

which, thanks to (3.9), implies that

$$\lim_{x \to 0^+} \frac{m(x) - x}{x^2} = -\frac{k^2}{2\mu}$$

and concludes the proof of (3.8). By computing

$$G(x - (x - m(x))\xi) - G(x) =$$

$$= -3x^2(x - m(x))\xi + 3x(x - m(x))^2\xi^2 - (x - m(x))^3\xi^3$$

$$- \frac{3}{4} - 4x^3(x - m(x))\xi + 6x^2(x - m(x))^2\xi^2 - 4x(x - m(x))^3\xi^3 + (x - m(x))^4\xi^4,$$

from (3.8), we obtain

$$\lim_{x \to 0^+} \frac{G(x - (x - m(x))\xi) - G(x)}{x^4} = -\frac{k^2}{2\mu} \xi, \quad \text{for every } \xi \in (0, 1).$$
Hence, it follows from (3.7) that
\[
\lim_{x \to 0^+} T_p(x) = \lim_{x \to 0^+} \int_0^1 \frac{x - m(x)}{x^2} \frac{\sqrt{(y(x))^2 + 2\mu G(x - (x - m(x))\xi - G(x))}}{x^4} \, d\xi
\]
\[
= \frac{k^2}{2\mu} \int_0^1 \frac{d\xi}{\sqrt{k^2(1 - \xi)}} = \frac{k}{\mu}
\]
proving (i).

Statement (ii) directly follows by continuity, since the time taken to reach the u-axis on the manifold \(M_\mu\) is \(+\infty\) and, as \(x \to (x_p)^-\), the starting point approaches the intersection of the parabola and the manifold.

It remains to prove the monotonicity of \(T_p(x)\). By differentiating (3.7), we obtain
\[
T_p'(x) = \int_0^1 N(x, \xi)((y(x))^2 + 2\mu(G(x - (x - m(x))\xi - G(x)))^{3/2} \, d\xi,
\]
where we have set
\[
N(x, \xi) = (1 - m'(x))(y(x))^2 + 2\mu(G(x - (x - m(x))\xi - G(x)) - (x - m(x))(y(x)y'(x) + \mu(g(x - (x - m(x))\xi)(1 - (1 - m'(x))) - g(x))).
\]

We aim to show that \(N(x, \xi) > 0\) for all \(x \in (0, x_p)\) and \(\xi \in (0, 1)\). To this end, we observe that, by differentiating (3.6), we get
\[
y(x)y'(x) - \mu g(x) = -\mu g(m(x))m'(x),
\]
thus (3.10) and (3.11) give that
\[
N(x, 1) = (1 - m'(x))(y(x))^2 + 2\mu(G(m(x)) - G(x)) - (x - m(x))(y(x)y'(x) + \mu(g(m(x))m'(x) - g(x)))
\]
\[
= 0.
\]
Lemma A.1 in Appendix A shows that \(\partial_\xi N(x, \xi) < 0\) for all \(x \in (0, x_p)\) and \(\xi \in (0, 1)\). This concludes the proof.

Second, according to Proposition 2.3 (ii) and Proposition 2.6 (ii), we analyze the time \(T_l = T_l(x)\) taken to reach the u-axis for the first time starting from points on the line
\[
(x, y(x)) = (x, -k(1 - x)), \quad x \in (0, 1), \quad k > 0,
\]
and moving along the level lines associated with (3.2).

We denote by \(x_l = x_l(\mu)\) the abscissa of the unique intersection of such a line with the set \(M_\mu\). In analogy with the previous situation, for \(x \in (x_l, 1)\), with \(m(x)\) we still indicate the abscissa of the intersection point between the level line of (3.2) through \((x, y(x))\) and the segment \((0, 1) \times \{0\}\). With this notation, the time-map
\(T_l(x)\) is defined for every \(x \in (x_l, 1)\) and is given by
\[
T_l(x) = \int_{m(x)}^{x} \frac{du}{\sqrt{(y(x))^2 + 2\mu(G(u) - G(x))}} = \int_{1-x}^{1-m(x)} \frac{d\bar{u}}{\sqrt{(y(x))^2 + 2\mu(G(1-\bar{u}) - G(x))}} = \int_{1}^{1-m(x)} \frac{(1 - x) d\xi}{\sqrt{(y(x))^2 + 2\mu(G(1-(1-x)\xi) - G(x))}}. \tag{3.13}
\]

The properties of \(T_l\) are contained in the following result.

**Proposition 3.2.** The function \(T_l: (x_l, 1) \to (0, +\infty)\) is continuous, strictly decreasing, and satisfies:

(i) \(\lim_{x \to x_l^{-}} T_l(x) = \frac{1}{\sqrt{\mu}} \arctan \frac{k}{\sqrt{\mu}}\);

(ii) \(\lim_{x \to 1^{+}} T_l(x) = +\infty\).

**Proof.** The continuity and (ii) follow exactly as in Proposition 3.1. As for statement (i), we start by showing that
\[
m(x) = 1 - \sqrt{1 + \frac{k^2}{\mu}(1-x) + o(1-x)}, \quad \text{as } x \to 1^{-}. \tag{3.14}
\]
Indeed, from (3.11), we obtain that
\[
m'(x) = \frac{\mu g(x) - y(x)y'(x)}{\mu g(m(x))} > 0, \quad \text{for all } x \in (x_l, 1), \tag{3.15}
\]
since \(g\) is positive in \((0, 1)\), \(y\) is negative and \(y'\) is positive. Thus, \(\lim_{x \to 1^{-}} m(x)\) exists and, by taking the limit in (3.6), it belongs to \(G^{-1}(\{G(1)\})\). Since \(G\) is strictly increasing in \([0, 1]\), necessarily
\[
\lim_{x \to 1^{-}} m(x) = 1.
\]
If we denote
\[
l := \liminf_{x \to 1^{-}} m'(x), \quad L := \limsup_{x \to 1^{-}} m'(x),
\]
thanks to (3.15) and the generalized De l’Hôpital’s rule, we deduce
\[
\frac{\mu + k^2}{\mu l} = \frac{\mu g'(1) - k^2}{\mu g'(1)l} = \liminf_{x \to 1^{-}} \frac{\mu g'(x) - y'(x)^2 - y(x)y''(x)}{\mu g'(m(x))m'(x)} \leq l \\
\leq L \leq \limsup_{x \to 1^{-}} \frac{\mu g'(x) - y'(x)^2 - y(x)y''(x)}{\mu g'(m(x))m'(x)} = \frac{\mu g'(1) - k^2}{\mu g'(1)L} = \frac{\mu + k^2}{\mu L}.
\]
We thus have that all the inequalities in the previous relation are actually equalities and we conclude that
\[
\lim_{x \to 1^{-}} \frac{1 - m(x)}{1 - x} = \lim_{x \to 1^{-}} m'(x) = \sqrt{1 + \frac{k^2}{\mu}}.
\]
The proof of (3.14) is complete. From
\[
\lim_{x \to 1^-} \frac{G(1 - (1 - x)\xi) - G(x)}{(1 - x)^2} = \lim_{x \to 1^-} \frac{g(1 - (1 - x)\xi) - g(x)}{-2(1 - x)} = \\
\lim_{x \to 1^-} \frac{g'(1 - (1 - x)\xi)\xi^2 - g'(x)}{2} = \frac{1 - \xi^2}{2}, \quad \text{for every } \xi \in (0, 1),
\]
by passing to the limit as \( x \to 1^- \) in (3.13), we obtain
\[
\lim_{x \to 1^-} T_l(x) = \int_1^{\sqrt{1 + \frac{k^2}{\mu}}} \frac{d\xi}{\sqrt{k^2 + \mu(1 - \xi^2)}} = \frac{1}{\sqrt{\mu}} \arctan \frac{k}{\sqrt{\mu}},
\]
which proves (i).

To study the monotonicity of \( T_l \), we can repeat the computations of the proof of Proposition 3.1 and conclude by Lemma A.2. \( \Box \)

4. Analysis of connection times from \( \Gamma_0 \) to \( \Gamma_1 \)

This section is devoted to the study of the time necessary to “connect”, in the strip \([0, 1] \times \mathbb{R}\) of the \((u, v)\)-plane, the curve \( \Gamma_0 \) defined in (2.11) with the curve \( \Gamma_1 \) defined in (2.22) by moving along the level lines associated with (3.2). We observe that connections are possible only inside the region “embraced” by \( M_\mu \) (see Figures 4 and 7). A fundamental property that we repeatedly use throughout this section is that \( \Gamma_0 \) and \( \Gamma_1 \) are mutually symmetric with respect to the axis \( \{ v = 0 \} \) (see Remark 2.7).

Since the shapes of \( \Gamma_0 \) and \( \Gamma_1 \) depend on \( \lambda \) in accord with Corollaries 2.2 and 2.5, it is convenient to divide the analysis into two cases: \( \lambda \in [\lambda^*, +\infty) \) and \( \lambda \in (0, \lambda^*) \).

4.1. The case \( \lambda \in [\lambda^*, +\infty) \)

Let \( \lambda \in [\lambda^*, +\infty) \) be fixed. From the behavior near \((0, 0)\) of \( M_\mu \) defined in (3.3), which is given by
\[
|v| = \sqrt{2\mu G(u)} = \sqrt{\frac{2}{3} \mu u^3 + o(u^3)}, \quad \text{as } u \to 0^+, \quad (4.1)
\]
and the properties of \( \Gamma_0 \) described in Corollary 2.2 we can ensure the existence of at least two intersections between \( \Gamma_0 \) and \( M_\mu \) in \((0, 1) \times \mathbb{R}\). Accordingly, let \( s_0^M, s_1^M \in (0, 1) \) with \( s_0^M < s_1^M \) be such that
\[
(u_{s_0^M}(\sigma), v_{s_0^M}(\sigma)), (u_{s_1^M}(\sigma), v_{s_1^M}(\sigma)) \in M_\mu. \quad (4.2)
\]
In principle, there could be more than two values \( s \in (0, 1) \) giving intersections between \( \Gamma_0 \) and \( M_\mu \); if it is the case, we consider only the closest to 0 and to 1, respectively. This implies that
\[
u_{s_0^M}(\sigma) < u_{s_1^M}(\sigma). \quad (4.3)
\]
Indeed, thanks to our definition, we have that the points \((u_s(\sigma), v_s(\sigma)) \in \Gamma_0\) lie outside the region “embraced” by \( M_\mu \) for \( s \in (s_0^M, s_0) \cup (s_1, s_1^M) \), where \( s_0 \) and \( s_1 \)
are the ones given by Proposition 2.1 (iii). Therefore, if we assume by contradiction that (4.3) does not hold, by continuity and (2.12) we have
\[
\{(u_*(\sigma), v_*(\sigma)) : s \in [s_0^M, s_0]\} \cap \{(u_*(\sigma), v_*(\sigma)) : s \in (s_1, s_1^M]\} \neq \emptyset,
\]
against the uniqueness of solution for the initial value problems (2.5).

Recalling the expression of the energy \(H_\mu\) given in (3.2), we introduce the function
\[
h_\mu(s) = H_\mu(u_*(\sigma), v_*(\sigma)), \quad s \in (0, s_0^M] \cup [s_1^M, 1),
\]
and we extend it by continuity in \(s = 0\) and \(s = 1\). By the sign properties of \(H_\mu\) in the regions separated by \(\mathcal{M}_\mu\) (see the discussion in Section 3), we deduce that \(h_\mu(s) < 0\) for all \(s \in (0, s_0^M) \cup (s_1^M, 1]\) and, moreover, \(h_\mu\) vanishes in \(0, s_0^M\) and \(s_1^M\). Therefore, the function \(h_\mu\) has at least one local minimum in \((0, s_0^M)\). At last, it is easy to infer that \(s = 1\) is a global minimum point of \(h_\mu\). Indeed, by denoting \((m(u_*(\sigma)), 0)\) the intersection point between the level line of (3.2) passing through \((u_*(\sigma), v_*(\sigma))\) and the \(u\)-axis, we have \(\{h_\mu(s) : s \in (0, s_0^M) \cup (s_1^M, 1)\} = \{-G(m(u_*(\sigma)) : s \in (0, s_0^M) \cup (s_1^M, 1)\}, by energy conservation, and the monotonicity of \(G\) gives the assertion.

From now on, for sake of simplicity, we study the situation in which \(h_\mu\) has a unique local minimum point in \((0, s_0^M)\cup(s_1^M, 1)\). In this case, such a point belongs to \((0, s_0^M)\) and the qualitative graph of \(h_\mu\) is depicted in Figure 4 (left). The situation which includes multiple extrema points of \(h_\mu\) can be treated similarly and contains the minimal configuration we investigate here.

Let us call \(s_0^\tau\) the (local) minimum point of \(h_\mu\) in \((0, s_0^M)\), and \(s_1^\tau\) the point in \((s_1^M, 1)\) such that \(h_\mu(s_0^\tau) = h_\mu(s_1^\tau)\). We stress that
\[
0 < s_0^\tau < s_0^M < s_1^M < s_1^\tau < 1
\]
and that the level line \(H_\mu(u, v) = H_\mu(u_*(\sigma), v_*(\sigma))\) is tangent to the curve \(\Gamma_0\) in \((u_*(\sigma), v_*(\sigma))\). See Figure 4 (right) for a graphical representation.

**Figure 4.** For \(\lambda \in [\lambda^*, +\infty)\), qualitative representations of the graph of the function \(h_\mu\) defined in (4.4) (left) and of \(\Gamma_0\) (blue), \(\Gamma_1\) (violet), \(\mathcal{M}_\mu\) (pink) along with some level lines of (3.2) (gray) in the \((u, v)\)-plane (right). We set \(P(s) = (u_*(\sigma), v_*(\sigma))\).
Since we can parametrize the curve \( \Gamma_0 \cap \{(u,v) \in (0,1) \times \mathbb{R} : H(u,v) > 0\} \) using the parameter \( s \in (0,s_0^M) \cup (s_1^M,1) \), we divide the study of the connection times into four cases according to whether \( s \) belongs to one of the following intervals: \( (0,s_0^s),(s_0^s,s_0^M),(s_1^M,s_1^s) \), and \( (s_1^s,1) \). We treat \( s = s_0^s \) and \( s = s_1^s \) as limit cases. The graphs of these connection times are shown in Figure 5.

*Figure 5.* For \( \lambda \in [\lambda^*,+\infty) \), qualitative graphs of \( T_i \), with \( i = 1,2,3 \), which are the times necessary to connect \( \Gamma_0 \) to \( \Gamma_1 \), as functions of the initial data \( u(0) = s \) of (2.5): \( T_1 \) (green), \( T_2 \) (blue), and \( T_3 \) (pink).

**Case 1.** Let \( s \in (0,s_0^s) \). In this case, by the properties of \( h_\mu \), there are three solutions \( \xi_1^s, \xi_2^s, \) and \( \xi_3^s \) of \( h_\mu(s) = h_\mu(\xi) \) with

\[
0 < \xi_1^s = s < s_0^s < \xi_2^s < s_0^M < s_1^M < \xi_3^s < s_1^s < 1.
\]

Let \( x_i(s) = u_{\xi_i}(\sigma) \) and \( y_i(s) = -v_{\xi_i}(\sigma) \), so that the three points \( (x_i(s),y_i(s)) \), \( i = 1,2,3 \), belong to the intersection between \( \Gamma_1 \) and the level lines of (3.2) passing through \( (u_*(\sigma),v_*(\sigma)) \). We remark that, for all \( s \in (0,s_0^s) \),

\[
x_1(s) < x_2(s) < x_3(s).
\]

Indeed, let \( \bar{s} \in (0,s_0^s) \) be fixed and let \( O \) denote the level line of (3.2) passing through \( (u_*(\sigma),v_*(\sigma)) \). Thanks to our minimality assumption, by comparing the values of the energy (3.2) on the points of \( \Gamma_0 \) with the value of the energy on \( O \) (see Figure 4), we have that the points \( (u_*(\sigma),v_*(\sigma)) \in \Gamma_0 \) lie outside the region "embraced" by \( O \) for \( s \in (0,\bar{s}) \cup (\xi_2^s,s_0^M) \cup (s_1^M,\xi_3^s) \), while they lie inside for \( s \in (\xi_1^s,\xi_2^s) \cup (\xi_3^s,1) \). Therefore, if we assume by contradiction that \( x_2(s) \leq x_1(s) \), by continuity we have

\[
\{(u_*(\sigma),v_*(\sigma)): s \in (0,\bar{s})\} \cap \{(u_*(\sigma),v_*(\sigma)): s \in [\xi_2^s,s_0^M]\} \neq \emptyset,
\]

against the uniqueness of solution for the initial value problems (2.5). A similar reasoning, together with (4.3), shows that \( x_2(\bar{s}) < x_3(\bar{s}) \).
The time necessary for a point \((u_s(\sigma), v_s(\sigma))\) to reach \(\Gamma_0\) to reach \(\Gamma_1\) the first, the second, and the third time is defined as follows

\[
T_i(s) = \frac{\int_{m(u_s(\sigma))}^{u_s(\sigma)} du}{\sqrt{(v_s(\sigma))^2 + 2\mu(G(u) - G(u_s(\sigma)))}} + \int_{m(u_s(\sigma))}^{x_i(s)} \frac{du}{\sqrt{(v_s(\sigma))^2 + 2\mu(G(u) - G(u_s(\sigma)))}}, \quad i = 1, 2, 3.
\] (4.7)

Therefore, all the three connection times \(T_i\), \(i = 1, 2, 3\), are continuous since \(s \mapsto (u_s(\sigma), v_s(\sigma))\) is continuous. Moreover, due to (4.6), they satisfy, for all \(s \in (0, s_0^\tau)\),

\[
0 < T_1(s) < T_2(s) < T_3(s).
\] (4.8)

First, we claim that

\[
\lim_{s \to 0^+} T_1(s) = \frac{2\lambda\sigma}{\mu} =: L_0.
\] (4.9)

To prove the claim, for all \(k \in (0, +\infty)\), let us define

\[
\mathfrak{P}(k) := \{(x, -kx^2) : x \in [0, 1]\},
\]

and denote through \(T_{\mathfrak{P}(k)}(P)\) the time necessary for a point \(P = (x_P, y_P) \in \mathfrak{P}(k)\) to reach \((x_P, -y_P)\) by moving along the level lines of (3.2). By Proposition 2.3 (i), we have that \(\Gamma_0\) behaves like the parabola \(\mathfrak{P}(\lambda\sigma)\) in a neighborhood of \((0, 0)\). As a consequence, for every \(k_-, k_+ \in (0, +\infty)\) with \(k_- < \lambda\sigma < k_+\), there exist two neighborhoods \(\mathcal{U}_0(k_-)\) and \(\mathcal{U}_0(k_+)\) of \((0, 0)\) such that in \(\mathcal{U}_0(k_-) \cap \mathcal{U}_0(k_+)\) the curve \(\Gamma_0\) is between the two parabolas \(\mathfrak{P}(k_-)\) and \(\mathfrak{P}(k_+)\). Therefore, we have that

\[
T_{\mathfrak{P}(k_-)}(\zeta_s^-) < T_1(s) < T_{\mathfrak{P}(k_+)}(\zeta_s^+), \quad \text{for all } s \text{ sufficiently close to } 0,
\]

where \(\zeta_s^-, \zeta_s^+\) are the abscissas of the first intersection points between the level line of (3.2) passing through \((u_s(\sigma), v_s(\sigma))\) and the parabolas \(\mathfrak{P}(k_-)\) and \(\mathfrak{P}(k_+)\), respectively (for \(s\) small enough). Using the energy conservation, we have \(\zeta_s^+ \to 0\) as \(s \to 0^+\). Next, from Proposition 3.1 (i), we infer

\[
\frac{2k_-}{\mu} = \lim_{s \to 0^+} T_{\mathfrak{P}(k_-)}(\zeta_s^-) \leq \lim_{s \to 0^+} T_1(s) \leq \lim_{s \to 0^+} T_{\mathfrak{P}(k_+)}(\zeta_s^+) = \frac{2k_+}{\mu}.
\]

From the arbitrariness of \(k_-\) and \(k_+,\) (4.9) follows and the claim is proved.

Next, we claim that

\[
\lim_{s \to 0^+} T_2(s) = \lim_{s \to 0^+} T_3(s) = +\infty.
\]

Since \(0 < m(u_s(\sigma)) < u_s(\sigma) < s\) for all \(s \in (0, s_0^M) \cup (s_1^M, 1)\), we have that

\[
\lim_{s \to 0^+} (u_s(\sigma), v_s(\sigma)) = (0, 0), \quad \lim_{s \to 0^+} m(u_s(\sigma)) = 0.
\]

Recalling (4.5), the facts that \(h_\mu(s_0^M) = 0, h_\mu < 0\) in \((s_0^\tau, s_0^M)\), and \(h_\mu(s) \to 0\) as \(s \to 0^+\) (see also Figure 4), we deduce that \(\lim_{s \to 0^+} \xi_2^s = s_0^M\) and so

\[
\lim_{s \to 0^+} x_2(s) = u_{s_0^M}(\sigma) > 0.
\]
Consequently, we have
\[
\lim_{s \to 0^+} T_3(s) \geq \lim_{s \to 0^+} T_2(s) \geq \lim_{s \to 0^+} \int_{m(u_s(\sigma))}^{x_2(s)} \frac{du}{\sqrt{(v_s(\sigma))^2 + 2\mu(G(u) - G(u_s(\sigma)))}} = \int_{0}^{u_{M,s}^0(\sigma)} \frac{du}{\sqrt{2\mu G(u)}} = +\infty,
\]
since \(G(u) = u^3/3 + o(u^3)\) as \(u \to 0^+\). Then, the claim is proved.

Third, since \(\lim_{s \to (s_0^T)^+} \xi_1^\tau = \lim_{s \to (s_0^T)^-} \xi_2^\tau = s_0^\tau\), and \(\lim_{s \to (s_0^T)^-} \xi_3^\tau = s_1^\tau\), we have
\[
\lim_{s \to (s_0^T)^+} x_1(s) = \lim_{s \to (s_0^T)^-} x_2(s) = u_{s_0^\tau}(\sigma), \quad \lim_{s \to (s_0^T)^-} x_3(s) = u_{s_1^\tau}(\sigma).
\]
Therefore, we obtain
\[
\lim_{s \to (s_0^T)^-} T_1(s) = \lim_{s \to (s_0^T)^-} T_2(s) = \ell_{1,2}^0, \quad \lim_{s \to (s_0^T)^-} T_3(s) = \ell_3^0,
\]
where
\[
\ell_{1,2}^0 := 2 \int_{m(u_{s_0^\tau}(\sigma))}^{u_{s_0^\tau}(\sigma)} \frac{du}{\sqrt{(v_{s_0^\tau}(\sigma))^2 + 2\mu(G(u) - G(u_{s_0^\tau}(\sigma)))}}, \quad (4.10)
\]
\[
\ell_3^0 := \int_{m(u_{s_0^\tau}(\sigma))}^{u_{s_0^\tau}(\sigma)} \frac{du}{\sqrt{(v_{s_0^\tau}(\sigma))^2 + 2\mu(G(u) - G(u_{s_0^\tau}(\sigma)))}} + \int_{m(u_{s_0^\tau}(\sigma))}^{u_{s_1^\tau}(\sigma)} \frac{du}{\sqrt{(v_{s_0^\tau}(\sigma))^2 + 2\mu(G(u) - G(u_{s_1^\tau}(\sigma)))}}. \quad (4.11)
\]

We notice that \(0 < \ell_{1,2}^0 < \ell_3^0 < +\infty\) since \(u_{s_0^\tau}(\sigma) < u_{s_1^\tau}(\sigma)\).

*Case 2.* Let \(s \in (s_0^\tau, s_0^M)\). Here, by arguing as in Case 1, one can prove that there are three intersection points \((x_i(s), y_i(s)), i = 1, 2, 3\), between \(\Gamma_1\) and the level line of \((3.2)\) passing through \((u_s(\sigma), v_s(\sigma))\), and satisfying \((4.6)\). Therefore, we define the times \(T_i\), with \(i = 1, 2, 3\), as in \((4.7)\), which are continuous and satisfy \((4.8)\) for \(s \in \) the considered range. A simple argument shows that
\[
\lim_{s \to (s_0^\tau)^+} T_1(s) = \lim_{s \to (s_0^\tau)^+} T_2(s) = \ell_{1,2}^0, \quad \lim_{s \to (s_0^\tau)^+} T_3(s) = \ell_3^0.
\]
From
\[
\lim_{s \to (s_0^M)^-} (x_1(s), y_1(s)) = (0, 0),
\]
\[
\lim_{s \to (s_0^M)^-} (v_s(\sigma))^2 - 2\mu G(u_s(\sigma)) = \lim_{s \to (s_0^M)^-} (y_1(s))^2 - 2\mu G(x_1(s)) = 0,
\]
\[
\lim_{s \to (s_0^M)^-} u_s(\sigma) = u_{s_0^M}(\sigma) \in (0, 1),
\]
\[
\lim_{s \to (s_0^M)^-} m(u_s(\sigma)) = m(u_{s_0^M}(\sigma)) = 0,
\]
we have
\[
\lim_{s \to (s_0^M)^-} T_1(s) = \lim_{s \to (s_0^M)^-} T_2(s) = \lim_{s \to (s_0^M)^-} T_3(s) = +\infty.
\]
Case 3. Let $s \in (s_1^M, s_1^r)$. Here, by arguing as in Case 1, one can prove that there are three intersection points $(x_i(s), y_i(s))$, $i = 1, 2, 3$, between $\Gamma_1$ and the level line of (3.2) passing through $(u_s(\sigma), v_s(\sigma))$, and satisfying (4.6). Therefore, we define the times $T_i$, with $i = 1, 2, 3$, as in (4.7), which are continuous and satisfy (4.8) for $s$ in the considered range. From

\begin{align*}
\lim_{s \to (s_1^r)^+} (x_1(s), y_1(s)) &= (0, 0), \\
\lim_{s \to (s_1^r)^+} (v_s(\sigma))^2 - 2\mu G(u_s(\sigma)) &= \lim_{s \to (s_1^r)^+} (y_1(s))^2 - 2\mu G(x_1(s)) = 0, \\
m(u_s(\sigma)) &= m(u_{s_1^r}(\sigma)) = 0, \\
\lim_{s \to (s_1^r)^+} u_s(\sigma) &= u_{s_1^r}(\sigma) \in (0, 1),
\end{align*}

we have

\begin{align*}
\lim_{s \to (s_1^r)^+} T_1(s) = \lim_{s \to (s_1^r)^+} T_2(s) = \lim_{s \to (s_1^r)^+} T_3(s) = +\infty.
\end{align*}

A simple argument shows that

\begin{align*}
\lim_{s \to (s_1^r)^-} T_1(s) = \lim_{s \to (s_1^r)^-} T_2(s) = \ell_{1,2}^1, \\
\lim_{s \to (s_1^r)^-} T_3(s) = \ell_3^1,
\end{align*}

where

\begin{align*}
\ell_{1,2}^1 &:= 
\int_{m(u_{s_1^r}(\sigma))}^{u_{s_1^r}(\sigma)} \frac{du}{\sqrt{v_{s_1^r}(\sigma))^2 + 2\mu (G(u) - G(u_{s_1^r}(\sigma))}}, \\
&\quad + \int_{m(u_{s_1^r}(\sigma))}^{u_{s_1^r}(\sigma)} \frac{du}{\sqrt{(v_{s_1^r}(\sigma))^2 + 2\mu (G(u) - G(u_{s_1^r}(\sigma)))}}, \\
\ell_3^1 &:= 2 \int_{m(u_{s_1^r}(\sigma))}^{u_{s_1^r}(\sigma)} \frac{du}{\sqrt{(v_{s_1^r}(\sigma))^2 + 2\mu (G(u) - G(u_{s_1^r}(\sigma)))}}.
\end{align*}

We notice that $0 < \ell_{1,2}^1 < \ell_3^1 < +\infty$. Moreover, since $m(u_{s_1^r}(\sigma)) = m(u_{s_1^r}(\sigma))$ and $(v_{s_1^r}(\sigma))^2 - 2\mu G(u_{s_1^r}(\sigma)) = (v_{s_1^r}(\sigma))^2 - 2\mu G(u_{s_1^r}(\sigma))$, we have that

\begin{align*}
\ell_3^0 = \ell_{1,2}^1.
\end{align*}

Case 4. Let $s \in (s_1^r, 1)$. In this case, we have one intersection point between $\Gamma_1$ and the level line of (3.2) passing through $(u_s(\sigma), v_s(\sigma))$, that is $(x_1(s), y_1(s)) = (u_s(\sigma), -v_s(\sigma))$. Therefore, we define only $T_1$ as in (4.7), which is continuous and can be equivalently written as

\begin{align*}
T_1(s) = 2 \int_{m(u_1(\sigma))}^{u_1(\sigma)} \frac{du}{\sqrt{(v_1(\sigma))^2 + 2\mu (G(u) - G(u_1(\sigma)))}}. 
\end{align*}

(4.12)

By arguing as in Case 3, it is easy to prove that

\begin{align*}
\lim_{s \to (s_1^r)^+} T_1(s) = \ell_3^1
\end{align*}
and, using Proposition 2.6(ii) and Proposition 3.2(i), that
\[
\lim_{s \to 1^-} T_1(s) = \frac{2}{\sqrt{\mu}} \arctan \left( \frac{\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma)}{\sqrt{\mu}} \right) =: \mathcal{L}_1. \tag{4.13}
\]

We conclude the analysis of the case \( \lambda \in [\lambda^*, +\infty) \) by investigating further properties of the above time-maps \( T_i \), with \( i = 1, 2, 3 \), which will be crucial in the next section.

First, we prove that
\[
\lim_{s \to 0^+} T_1(s) = \mathcal{L}_0 > \mathcal{L}_1 = \lim_{s \to 1^-} T_1(s). \tag{4.14}
\]

Precisely, from (4.9) and (4.13), we show that
\[
\frac{\lambda \sigma}{\mu} > \frac{1}{\sqrt{\mu}} \arctan \left( \frac{\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma)}{\sqrt{\mu}} \right), \quad \text{for all } \mu, \lambda, \sigma \in (0, +\infty).
\]

Accordingly, we consider the function \( \eta: (0, +\infty) \to \mathbb{R} \) of class \( C^\infty \) defined as
\[
\eta(x) = x \arctan \left( \frac{\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma)}{x} \right).
\]

For all \( x \in (0, +\infty) \) we have
\[
\eta'(x) = \arctan \left( \frac{\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma)}{x} \right) - \frac{\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma) x}{\lambda \tanh^2(\sqrt{\lambda} \sigma) + x^2},
\]
\[
\eta''(x) = -\frac{2(\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma))^3}{(\lambda \tanh^2(\sqrt{\lambda} \sigma) + x^2)^2}.
\]

From \( \lim_{x \to +\infty} \eta'(x) = 0 \) and \( \eta''(x) < 0 \) for all \( x \in (0, +\infty) \), we infer that \( \eta \) is a strictly increasing function. Since \( \lim_{x \to +\infty} \eta(x) = \sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma) \), in order to conclude, we only need to prove that
\[
\sqrt{\lambda} \tanh(\sqrt{\lambda} \sigma) < \lambda \sigma.
\]

This is obvious from the fact that \( \tanh(z) < z \) for all \( z > 0 \).

To conclude the case \( \lambda \in [\lambda^*, +\infty) \), we extend the connection times \( T_i(s) \), \( i = 1, 2, 3 \), as follows. We set \( T_1(0) = \mathcal{L}_0 \), \( T_1(s_0^+) = \ell_1^0 \), \( T_1(s_1^+) = \ell_1^1 \), and \( T_1(1) = \mathcal{L}_1 \), so that \( T_1 \) is lower-semicontinuous in \( D_1 := [0, s_0^M] \cup (s_1^M, 1] \). Moreover, by setting \( T_2(s_0^+) = \ell_2^0 \), \( T_2(s_1^+) = \ell_2^1 \), \( T_3(s_0^+) = \ell_3^0 \), and \( T_3(s_1^+) = \ell_3^1 \), we have that \( T_i \) is continuous in \( D_i := (0, s_0^M] \cup (s_1^M, s_i^+) \), with \( i = 2, 3 \). In addition, we observe that
\[
T_1(s) \leq T_2(s) \leq T_3(s), \quad \text{for all } s \in [0, 1] \cap D_2, \tag{4.15}
\]
with strict inequalities for \( s \neq s_0^+ \) and \( s \neq s_1^+ \).

At last, by exploiting the symmetry of the problem (cf. Remark 2.7 and (4.7)), we have that
\[
\operatorname{Im}(T_2|_{(0, s_0^+)}) = \operatorname{Im}(T_1|_{(s_0^+, s_0^M)}),
\]
\[
\operatorname{Im}(T_3|_{(0, s_0^+)}) = \operatorname{Im}(T_1|_{(s_0^M, s_1^+)}) \tag{4.16},
\]
\[
\operatorname{Im}(T_3|_{(s_0^+, s_0^M)}) = \operatorname{Im}(T_2|_{(s_1^M, s_1^+)})\].
4.2. The case $\lambda \in (0, \lambda^*)$

Let $\lambda \in (0, \lambda^*)$ be fixed. The properties of $\Gamma_0$ described in Corollary 2.2, and the ones of $\Gamma_1$ described in Corollary 2.5, ensure the existence of $\tilde{\mu}(\lambda) > 0$ such that for $\mu = \tilde{\mu}(\lambda)$ the curve $M_\mu$ is tangent to $\Gamma_0$ and $\Gamma_1$.

If $\mu \in (0, \tilde{\mu}(\lambda))$, then there are at least two intersections between $\Gamma_0$ and $M_\mu$ in $(0, 1) \times \mathbb{R}$ (as in the case $\lambda \in [\lambda^*, +\infty)$). Accordingly, let $s_0^M, s_1^M \in (0, 1)$ with $s_0^M < s_1^M$ be such that (4.2) holds. In principle, there could be more than two values $s \in (0, 1)$ giving intersections between $\Gamma_0$ and $M_\mu$; if it is the case, we consider only the closest to 0 and to 1, respectively. As a consequence, when $\mu \in (0, \tilde{\mu}(\lambda))$, the situation is exactly that described in Section 4.1 (for $\mu \in [\lambda^*, +\infty)$) and represented in Figures 4 and 5.

If $\mu = \tilde{\mu}(\lambda)$, then $s_0^M = s_1^M =: s^M$ and the curve $\Gamma_0$ is tangent to $M_\mu$ at $(u_{s^M}(\sigma), v_{s^M}(\sigma))$. The behavior of the time-maps differs from the one described in Section 4.1 (for $\lambda \in [\lambda^*, +\infty)$) since the gap between the two vertical asymptotes $s = s_0^M$ and $s = s_1^M$ is dropped, thus producing a unique asymptote $s = s^M$.

The difference between the cases $\lambda \in (0, \lambda^*)$ and $\lambda \in [\lambda^*, +\infty)$ is evident when $\mu > \tilde{\mu}(\lambda)$, namely when there are no intersections between $\Gamma_0 \cup \Gamma_1$ and $M_\mu$ in $(0, 1) \times \mathbb{R}$. Recalling the definition of the function $h_\mu: [0, 1] \to \mathbb{R}$ given in (4.4) and its sign properties, we deduce that $h_\mu(s) < 0$ for all $s \in (0, 1)$ and, as before, $s = 1$ is a global minimum point (see Figure 7).

In general, since $h_\mu$ could be strictly decreasing in $[0, 1]$, for all $s \in (0, 1)$, we can only have one intersection between $\Gamma_1$ and the level line of (3.2) passing through $(u_s(\sigma), v_s(\sigma))$, that is $(u_s(\sigma), -v_s(\sigma))$. If that is the case, for all $s \in (0, 1)$, we define $T_1$ as in (4.12), whose graph is depicted in Figure 6. As in Section 4.1, we have (4.14).

![Figure 6](image-url) For $\lambda \in (0, \lambda^*)$ and $\mu > \tilde{\mu}(\lambda)$, qualitative graph of $T_1$, which is the time necessary to connect $\Gamma_0$ to $\Gamma_1$, as a function of the initial data $u(0) = s$ of (2.5).

We enhance the qualitative description of the case $\mu > \tilde{\mu}(\lambda)$ dealing with $\mu$ sufficiently close to $\tilde{\mu}(\lambda)$. Preliminarily, we observe that if $\mu = \tilde{\mu}(\lambda)$ the function $h_\mu$ vanishes for $s = 0$ and for $s = s_0^M = s_1^M = s^M$, and so $h_\mu|_{[0,s^M]}$ has a global
minimum point. Therefore, by continuity, if we slightly increase \( \mu \), \( h_\mu \) has a local maximum point \( s_0^\omega \in (0, 1) \) corresponding to a small perturbation of the point \( s_M^\omega \), and the function \( h_\mu|_{[0, s_1^\omega]} \) has a global minimum point \( s = s_0^\omega \). As in Section 4.1, we investigate the case in which \( s_0^\omega \) is the unique local minimum of \( h_\mu \) in \( (0, 1) \) (and so \( s^\omega \) is the unique local maximum point of \( h_\mu \)). More complicated situations can be investigated by adapting the analysis here performed. We call \( s_0^\omega \) the point in \( [0, s_1^\omega] \) such that

\[
h_\mu(s_0^\omega) = h_\mu(s_1^\omega).
\]

Since \( s = 1 \) is a global minimum point of \( h_\mu \), we define \( s_1^\tau \) the point in \( [s_1^\omega, 1] \) such that

\[
h_\mu(s_1^\tau) = h_\mu(s_1^\omega).
\]

We stress that

\[
0 < s_0^\omega < s_0^\tau < s_1^\omega < s_1^\tau < 1
\]

and also that the level line \( H_\mu(u, v) = H_\mu(u_\tau(\sigma), v_\tau(\sigma)) \) is tangent to the curve \( \Gamma_0 \) in \((u_{s_0^\omega}(\sigma), v_{s_0^\omega}(\sigma))\) and in \((u_{s_1^\omega}(\sigma), v_{s_1^\omega}(\sigma))\). See Figure 7 for a graphical representation.

![Figure 7](image-url)

We are in position to study the connection times in the case \( \mu > \tilde{\mu}(\lambda) \) with \( \mu \) sufficiently close to \( \tilde{\mu}(\lambda) \). If \( s \in (0, s_0^\omega) \cup (s_1^\tau, 1) \), we can define only the time \( T_1(s) \) to reach \( \Gamma_1 \) from \((u_s(\sigma), v_s(\sigma))\), exactly as in (4.12). It follows that \( T_1 \) satisfies (4.14) together with

\[
\lim_{s \to (s_0^\omega)^-} T_1(s) =: \kappa_0 \in (0, +\infty), \quad \lim_{s \to (s_1^\tau)^+} T_1(s) =: \kappa_1 \in (0, +\infty).
\]

If \( s \in (s_0^\omega, s_0^\tau) \cup (s_0^\tau, s_1^\omega) \cup (s_1^\omega, s_1^\tau) \), we can define the times \( T_i(s) \), for \( i = 1, 2, 3 \), exactly as in Cases 1, 2, 3 discussed in Section 4.1 (cf., (4.7)). We stress that they are bounded and some properties of symmetry, analogous to the ones in Section 4.1.
hold. The following properties can be proved straightforwardly

\[
\lim_{s \to 0^+} T_1(s) = L_0, \quad \lim_{s \to 1^-} T_1(s) = \kappa_0, \quad \lim_{s \to 1^-} T_2(s) = \lim_{s \to 1^-} T_3(s) =: \kappa_2, \\
\lim_{s \to s_0^+} T_1(s) = \lim_{s \to s_0^+} T_2(s) =: \kappa_3, \quad \lim_{s \to s_0^+} T_3(s) = \kappa_2, \\
\lim_{s \to s_0^-} T_1(s) = \kappa_2, \quad \lim_{s \to s_0^-} T_2(s) = \lim_{s \to s_0^-} T_3(s) =: \kappa_4, \\
\lim_{s \to (s_1^-)} T_1(s) = \lim_{s \to (s_1^-)} T_2(s) = \kappa_2, \quad \lim_{s \to (s_1^-)} T_3(s) = \kappa_1, 
\]

(4.17)

where \( \kappa_i \in (0, +\infty) \). Reasoning as in Section 4.1, we can deduce that \( \kappa_2 < \kappa_1 \). In Figure 8, we summarize the behavior of the time-maps \( T_i \), with \( i = 1, 2, 3 \), analyzed above. In particular, the case \( \mu \in (\bar{\mu}(\lambda), +\infty) \) with \( \mu \) sufficiently close to \( \bar{\mu}(\lambda) \) provides the presence of a loop in addition to the curve in Figure 5.

Also in the case \( \lambda \in (0, \lambda^*) \), we set \( T_1(0) = L_0, T_1(s_0^+) = \kappa_3, T_1(s_1^-) = \kappa_2, \) and \( T_1(1) = L_1 \), so that \( T_1 \) is lower-semicontinuous in \( D_1 := [0, 1] \). Moreover, we extend by continuity the connection times \( T_i(s), i = 2, 3 \), according to (4.17) and we define their domains \( D_i := [s_0^+, s_1^-], i = 2, 3 \). Therefore, (4.15) holds true also in this case. In addition, recalling that \( \kappa_2 < \kappa_1 \), we observe that, for every \( i = 1, 2, 3 \), \( T_i(D_i) \) is an interval in \( (0, +\infty) \). From (4.17), we can easily infer that \( \bigcup_{i=1,2,3} T_i(D_i) \) is an interval too.
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**Figure 8.** For \( \lambda \in (0, \lambda^*) \) and \( \mu > \bar{\mu}(\lambda) \), qualitative graphs of \( T_i \), with \( i = 1, 2, 3 \), which are the times necessary to connect \( \Gamma_0 \) to \( \Gamma_1 \), as functions of the initial data \( u(0) = s \) of (2.5): \( T_1 \) (green), \( T_2 \) (blue), and \( T_3 \) (pink). The existence of the loop is ensured only for \( \mu \) near \( \bar{\mu}(\lambda) \).
5. Proofs of Theorem 1.1 and Theorem 1.2

In this section, we prove Theorems 1.1 and 1.2. For the former, the strategy of the proof is to show that no connection from $\Gamma_0$ to $\Gamma_1$ along the level lines of $\Gamma$ is possible in time $1 - 2\sigma$, which is the length of the interval $(\sigma, 1 - \sigma)$. For the latter, instead, we prove that the connection times $T_i$, $i = 1, 2, 3$, defined in Section 4 allow us to connect $\Gamma_0$ to $\Gamma_1$ in several ways. For convenience, we point out explicitly the dependence on $\mu$ of the connection times and of all related quantities.

Before passing to the proofs, we need to introduce some “barriers”, $\mathcal{B}_-$ and $\mathcal{B}_+$, in the $(u, v)$-plane which will control the connection times (see Figure 9).
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**Figure 9.** For $\lambda \in (0, \lambda^*)$, qualitative representation in the $(u, v)$-plane of the curves $\Gamma_0$ and $\Gamma_1$, the manifold $\mathcal{M}_\mu$, and the curves $\mathcal{B}_-$ and $\mathcal{B}_+$.

Constructions of “interior barriers” for all $\lambda > 0$. Let $\lambda > 0$ be fixed. According to the behavior of $\Gamma_0$ near $(0, 0)$ and $(1, 0)$ described in Proposition 2.3, we fix $k_+ = k_+(\lambda) > 0$ sufficiently small such that the curve

$$\mathcal{B}_+ = \mathcal{B}_+ (\lambda) := \{(x, -k_+ (\lambda) \min \{x^2, 1 - x\}) : x \in [0, 1]\},$$

lies between the curve $\Gamma_0 = \Gamma_0 (\lambda)$ and the segment $[0, 1] \times \{0\}$. Observe that $\mathcal{B}_+$ is the graph of the maximum function between the parabola $\{(x, -k_+ x^2) : x \in [0, 1]\}$ and the line $\{(x, -k_+ (1 - x)) : x \in [0, 1]\}$ which intersect for $x = x^* := \sqrt{5} - 1$. In particular, $\mathcal{B}_+$ connects the points $(0, 0)$ and $(1, 0)$ in the $(u, v)$-plane.

Thanks to (3.3), for sufficiently small $\mu$ the curve $\mathcal{M}_\mu$ intersects $\mathcal{B}_+$ in two points in $(0, 1) \times (-\infty, 0)$, whose abscissas are denoted by $x_0^M = x_0^M (\mu)$ and $x_1^M = x_1^M (\mu)$, in such a way that $x_0^M < x^* < x_1^M$.

Let us define now, for all $x \in (0, x_0^M) \cup (x_1^M, 1)$, the time $T_+ (x, \mu)$ to connect the point $(x, -k_+ \min \{x^2, 1 - x\}) \in \mathcal{B}_+$ to $(x, k_+ \min \{x^2, 1 - x\})$, which is the symmetric point with respect to the $u$-axis, along the level lines of $\Gamma$. Thanks to Propositions 3.1 and 3.2, we have that $T_+ (\cdot, \mu)$ is strictly increasing in $(0, x_0^M)$ and strictly decreasing in $(x_1^M, 1)$. Moreover, we extend $T_+ (x, \mu)$ by continuity at $x = 0$ and $x = 1$. Now, by reasoning as in the proof of (4.14), one can prove that

$$\min_{x \in [0, x_0^M \cup (x_1^M, 1]} T_+ (x, \mu) = T_+ (1, \mu) = \frac{1}{\sqrt{\mu}} \arctan \frac{k_+}{\sqrt{\mu}},$$
Since the right-hand side converges to $+\infty$ as $\mu \to 0^+$, this implies that there exists $\mu_+ = \mu_+(\lambda) > 0$ such that

$$T_+(x, \mu) > 1 - 2\sigma, \quad \text{for all } \mu \in (0, \mu_+) \text{ and } x \in [0, x_0^M(\mu)) \cup (x_1^M(\mu), 1].$$

(5.1)

Next, we compare the connection times from $\Gamma_0$ to $\Gamma_1$ introduced in Section 4 with $T_+$. We observe that, for sufficiently small $\mu$, such connection times look like in Figure 9. Moreover, for all $s \in (0, s_0^M(\mu)) \cup (s_1^M(\mu), 1)$, we denote by $\zeta_s$ the smallest abscissa of the intersections of $\mathcal{B}_+$ with the level line of (3.2) passing through $(u_s(\sigma), v_s(\sigma))$. Since $\zeta_s < u_s(\sigma)$, we have

$$T_1(s, \mu) > T_+(\zeta_s, \mu), \quad \text{for all } s \in (0, s_0^M(\mu)) \cup (s_1^M(\mu), 1).$$

(5.2)

Finally, by combining (5.1), (5.2), and (4.15), we conclude that for all $\lambda > 0$, there exists $\mu_+ = \mu_+(\lambda) > 0$ such that

$$T_i(s, \mu) > 1 - 2\sigma, \quad \text{for all } \mu \in (0, \mu_+) \text{ and } s \in D_i(\mu),$$

(5.3)

for all $i = 1, 2, 3$, where we recall that $D_i(\mu)$ is the domain of $T_i$.

Construction of “exterior barriers” for $\lambda \in (0, \lambda^*)$. According to the behavior of $\Gamma_0$ near $(0, 0)$ and $(1, 0)$ described in Proposition 2.3, we fix $k_- = k_-(\lambda) > 0$ sufficiently large such that $\Gamma_0 = \Gamma_0(\lambda)$ lies between the curve

$$\mathcal{B}_- = \mathcal{B}_-(\lambda) := \{(x, -k_-(\lambda) \min\{x^2, 1 - x\}) : x \in [0, 1]\}$$

and the segment $[0, 1] \times \{0\}$. Observe that, similarly as before, $\mathcal{B}_-$ is the graph of the maximum function between the parabola $\{(x, -k_- x^2) : x \in [0, 1]\}$ and the line $\{(x, -k_-(1 - x)) : x \in [0, 1]\}$ which intersect at

$$(x^*, y^*) := \left(\frac{\sqrt{5} - 1}{2}, -k_- \frac{3 - \sqrt{5}}{2}\right).$$

In particular, $\mathcal{B}_-$ connects the points $(0, 0)$ and $(1, 0)$ in the $(u, v)$-plane (see Figure 9).

Recalling the definition of $\mathcal{M}_\mu$ given in (3.3) and property (4.1), by Proposition 2.3, for every $\mu > 0$ there exists a neighborhood $\mathcal{U}_0(\mu) = [0, x_0(\mu)) \times (-\varepsilon(\mu), \varepsilon(\mu))$ of $(0, 0)$ such that $\mathcal{B}_- \cap \mathcal{U}_0(\mu)$ lies in the region between $\mathcal{M}_\mu$ and $[0, 1] \times \{0\}$. We fix $\hat{\mu} > 0$ and we stress that the neighborhood $\mathcal{U}_0(\hat{\mu})$ satisfies the above property for every $\mu \geq \hat{\mu}$. At this stage, we fix $x_0(\hat{\mu})$ (which does not depend on $\mu$) and for every $\mu \geq \hat{\mu}$ and every $u \in [x_0(\hat{\mu}), 1]$, the corresponding points $(u, v_\mu) \in \mathcal{M}_\mu$ satisfy

$$|v_\mu| = \sqrt{2\mu G(u)} \to +\infty, \quad \text{as } \mu \to +\infty.$$  

From this discussion we deduce the existence of $\hat{\mu}(\lambda) > 0$ such that for every $\mu > \hat{\mu}(\lambda)$ the curves $\mathcal{M}_\mu$ and $\mathcal{B}_-$ do not intersect in $(0, 1] \times \mathbb{R}$. As a consequence, for the same range of $\mu$, $\mathcal{M}_\mu$ does not intersect $\Gamma_0$ and $\Gamma_1$ in $(0, 1] \times \mathbb{R}$ as well.

We consider such a configuration, and define, for all $x \in (0, 1)$, the time $T_-(x, \mu)$ to connect the point $(x, -k_- \min\{x^2, 1 - x\}) \in \mathcal{B}_-$ to the symmetric point $(x, k_- \min\{x^2, 1 - x\})$ along the level lines of (3.2). Thanks to Propositions 3.1 and 3.2, we have that $T_-(\cdot, \mu)$ is strictly increasing in $(0, x^*)$ and strictly decreasing
in \([x^*, 1]\). Moreover, we also extend \(T_-\) by continuity at \(x = 0\) and \(x = 1\). Thus, for all \(x \in [0, 1]\),

\[
T_-(x, \mu) \leq T_-(x^*, \mu) = 2 \int_{m(x^*)}^{x^*} \frac{du}{\sqrt{(y^*)^2 + 2 \mu(G(u) - G(x^*))}}.
\]

We observe that this integral converges to 0 as \(\mu \to +\infty\). Indeed, the integrand converges to 0 and, using the conservation of the energy \(H_\mu\) (cf., (3.2)), it is easy to see that the level line passing through \((x^*, y^*)\) approaches a vertical line as \(\mu \to +\infty\), thus \(m(x^*) \to x^*\) as \(\mu \to +\infty\). We conclude that

\[
\lim_{\mu \to +\infty} T_-(\cdot, \mu) = 0 \quad \text{uniformly in } [0, 1].
\]

Then, we define the maximal connection time from \(\Gamma_0\) to \(\Gamma_1\) (we refer to the constructions and notations of Section 4.2). If \(T_1\) is the unique connection time between \(\Gamma_0\) and \(\Gamma_1\) (cf., Figure 6), we set

\[
T_{\max}(s, \mu) := T_1(s, \mu), \quad \text{for all } s \in [0, 1].
\]

Otherwise, if more connection times are present, as in Figure 8, we set

\[
T_{\max}(s, \mu) := \begin{cases} 
T_1(s, \mu), & \text{if } s \in [0, s_0^*] \cup (s_1^*, 1], \\
T_3(s, \mu), & \text{if } s \in [s_0^*, s_1^*].
\end{cases}
\]

We observe that, in both cases, \(T_{\max}(\cdot, \mu)\) is upper semi-continuous in \([0, 1]\) and, moreover,

\[
T_i(s, \mu) \leq T_{\max}(s, \mu), \quad \text{for all } s \in [0, 1] \cap D_i(\mu).
\]

for all \(i = 1, 2, 3\).

Finally, we compare \(T_{\max}\) and \(T_-\): for all \(s \in (0, 1)\), we denote by \(\zeta_s\) the largest abscissa of the intersections of \(\mathcal{B}_-\) with the level line of (3.2) passing through \((u_s(\sigma), v_s(\sigma))\). Since \(\zeta_s > u_s(\sigma)\), we have

\[
T_{\max}(s, \mu) < T_-(\zeta_s, \mu), \quad \text{for all } s \in (0, 1).
\]

By combining (5.4), (5.5), and (5.6), we conclude that, for all \(\lambda \in (0, \lambda^*)\), there exists \(\mu_- = \mu_-(\lambda) > 0\) such that

\[
T_i(s, \mu) < 1 - 2\sigma, \quad \text{for all } \mu > \mu_- \text{ and } s \in [0, 1] \cap D_i(\mu),
\]

for all \(i = 1, 2, 3\).

Moreover, we can adapt the previous arguments to the case \(\lambda \in [\lambda^*, +\infty)\) as follows. First of all, by recalling the quantities \(s_0^*\) and \(s_1^*\) introduced in Proposition 2.1 (where for \(\lambda = \lambda^*\), \(s_0 = s_1 = s^*\)), we have

\[
\lim_{\mu \to +\infty} s_0^M(\mu) = s_0, \quad \lim_{\mu \to +\infty} s_1^M(\mu) = s_1,
\]

\[
\lim_{\mu \to +\infty} s_0^7(\mu) =: \bar{s}_0, \quad \lim_{\mu \to +\infty} s_1^7(\mu) =: \bar{s}_1,
\]

with \(\bar{s}_0 \in (0, s_0)\) and \(\bar{s}_1 \in (s_1, 1)\). Then, we consider the barrier \(\mathcal{B}_-\) as above, and, by taking \(k_-\) arbitrarily large, its intersection points with \(\Gamma_0\) can be made arbitrarily
close to \((-\xi_0, 0)\) and \((-\xi_1, 0)\) (cf., the notation introduced in Corollary 2.2). With these constructions, it is possible to show that, for \(\lambda \in [\lambda^*, +\infty)\),

\[
\lim_{\mu \to +\infty} T_i(\cdot, \mu) = 0 \quad \text{locally uniformly in } D_{i,\infty},
\]

for all \(i = 1, 2, 3\), where \(D_{1,\infty} := [0, s_0) \cup (s_1, 1]\) and \(D_{2,\infty} = D_{3,\infty} := (0, s_0) \cup (s_1, \bar{s}_1]\). Notice that \(D_{i,\infty}\) are the limiting domains of \(T_i(\cdot, \mu)\) as \(\mu \to +\infty\).

We are now ready to give the proofs of Theorems 1.1 and 1.2.

**Proof of Theorem 1.1.** (i) For all \(\lambda > 0\), we claim that

\[
\mu_0^*(\lambda) := \min \left\{ \mu > 0 : \min_s T_1(s, \mu) = 1 - 2\sigma \right\}
\]

is well-defined and positive. Indeed, the set \(\{ \mu > 0 : \min_s T_1(s, \mu) = 1 - 2\sigma \}\) is nonempty, bounded, bounded away from 0 and closed thanks to (5.3), (5.7), and the continuity of \(\mu \mapsto T_1(s, \mu)\) (notice that all the quantities in (4.7) depend continuously on \(\mu\)). Then, we show that

\[
\min_s T_1(s, \mu) > 1 - 2\sigma, \quad \text{for all } \mu \in (0, \mu_0^*(\lambda)),
\]

which, together with (4.15) implies that problem (1.1) has no solution, since no connection from \(\Gamma_0\) to \(\Gamma_1\) is possible in time \(1 - 2\sigma\). To show this, let \(\bar{\mu} \in (0, \mu_0^*(\lambda))\) be fixed and assume by contradiction that \(\min_s T_1(s, \bar{\mu}) \leq 1 - 2\sigma\). The equality cannot hold, because it would contradict the minimality of \(\mu_0^*(\lambda)\). If \(\min_s T_1(s, \bar{\mu}) < 1 - 2\sigma\), instead, thanks to (5.3) and the continuity in \(\mu\), there would be a value of \(\mu\) smaller than \(\bar{\mu}\) (and thus smaller than \(\mu_0^*(\lambda)\)) for which \(\min_s T_1(s, \mu) = 1 - 2\sigma\), against the minimality of \(\mu_0^*(\lambda)\) again.

(ii) For all \(\lambda \in (0, \lambda^*)\), we claim that

\[
\mu_{0**}^*(\lambda) := \max \left\{ \mu > 0 : \max_s T_{\max}(s, \mu) = 1 - 2\sigma \right\}
\]

is well-defined, finite and satisfies \(\mu_{0**}^*(\lambda) > \mu_0^*(\lambda)\). The existence follows as above, while (5.7) gives that \(\mu_{0**}^*(\lambda) \leq \mu_-(\lambda) < +\infty\). If we assume by contradiction that \(\mu_{0**}^*(\lambda) = \mu_0^*(\lambda)\), then \(T_{\max}(s, \mu_{0**}^*(\lambda)) = T_1(s, \mu_0^*(\lambda)) = 1 - 2\sigma\) for all \(s \in [0, 1]\), which contradicts (4.14). If, instead, it was \(\mu_{0**}^*(\lambda) < \mu_0^*(\lambda)\), by (5.10) we would have

\[
1 - 2\sigma < \min_s T_1(s, \mu_{0**}^*(\lambda)) \leq \max_s T_{\max}(s, \mu_{0**}^*(\lambda)) = 1 - 2\sigma,
\]

again a contradiction. Now, we claim that

\[
\max_s T_{\max}(s, \mu) < 1 - 2\sigma, \quad \text{for all } \mu > \mu_{0**}^*(\lambda),
\]

which, together with (5.5), implies that problem (1.1) has no solution, since no connection from \(\Gamma_0\) to \(\Gamma_1\) is possible in time \(1 - 2\sigma\). To show this, let \(\bar{\mu} > \mu_{0**}^*(\lambda)\) and assume that \(\max_s T_{\max}(s, \bar{\mu}) \geq 1 - 2\sigma\). Equality cannot hold, because it would contradict the maximality of \(\mu_{0**}^*(\lambda)\). If, instead, \(\max_s T_{\max}(s, \bar{\mu}) > 1 - 2\sigma\), thanks to (5.7) and the continuity in \(\mu\), there would be a value of \(\mu\) greater than \(\bar{\mu}\) (and thus greater than \(\mu_{0**}^*(\lambda)\)) for which \(\max_s T_{\max}(s, \mu) = 1 - 2\sigma\), against the maximality of \(\mu_{0**}^*(\lambda)\) again. □
Proof of Theorem 1.2. We start by setting, for all \( \lambda > 0 \),

\[
\mu_1^*(\lambda) := \max \left\{ \mu > 0 : \min_s T_1(s, \mu) = 1 - 2\sigma \right\},
\]

which immediately gives \( \mu_0^*(\lambda) \leq \mu_1^*(\lambda) \), and

\[
\mu_2^*(\lambda) := \frac{2\lambda \sigma}{1 - 2\sigma}.
\]

We observe that, with such a definition, (4.9) guarantees that

\[
\text{if by contradiction}
\]

which immediately gives

\[
\text{L is excluded by the maximality of } \mu
\]

Fix \( (T(s, \mu), \sigma) \) and assume by contradiction that

\[
\mu > \mu_1^*(\lambda)
\]

against the fact that \( \text{min}_s T_1(s, \mu) = 1 - 2\sigma \) for \( s \sim 1 \), against the fact that

\[
\text{max}_s T_1(s, \mu_1^*(\lambda)) = 1 - 2\sigma.
\]

Moreover, for all \( \lambda \in (0, \lambda^*) \), we set

\[
\mu_2^{**}(\lambda) := \min \left\{ \mu > 0 : \max_s T_{\text{max}}(s, \mu) = 1 - 2\sigma \right\},
\]

which immediately gives \( \mu_2^{**}(\lambda) \leq \mu_0^{**}(\lambda) \), and we show that \( \mu_2^{**}(\lambda) < \mu_2^{**}(\lambda) \). Indeed, if by contradiction \( \mu_2^{**}(\lambda) \geq \mu_2^{**}(\lambda) \) for some \( \lambda \in (0, \lambda^*) \), then (5.13) would give \( \mathcal{L}_1(\mu_1^*(\lambda)) < L_0(\mu_1^*(\lambda)) \leq 1 - 2\sigma \). Thus, \( T_1(s, \mu_1^*(\lambda)) < 1 - 2\sigma \) for \( s \sim 1 \), against the fact that \( \text{max}_s T_1(s, \mu_1^*(\lambda)) = 1 - 2\sigma \).

Once we have introduced the quantities above, we prove the statements of this theorem.

First, dealing with case (i), we consider a fixed \( \lambda \in (0, \lambda^*) \).

(i.a) We prove that

\[
\min_s T_1(s, \mu) < 1 - 2\sigma, \quad \text{for all } \mu > \mu_1^*(\lambda).
\]

Fix \( \bar{\mu} > \mu_1^*(\lambda) \) and assume by contradiction that \( \min_s T_1(s, \bar{\mu}) > 1 - 2\sigma \) (equality is excluded by the maximality of \( \mu_1^*(\lambda) \)). Thanks to (5.7) and the continuity in \( \mu \), there exists \( \mu > \bar{\mu} \) (thus \( \mu > \mu_1^*(\lambda) \)) such that \( \min_s T_1(s, \mu) = 1 - 2\sigma \), against the maximality of \( \mu_1^*(\lambda) \). Thus (5.15) is proved. Now, using (5.3), a similar contradiction argument allows us to show that

\[
\max_{s \in [0, 1]} T_{\text{max}}(s, \mu) > 1 - 2\sigma, \quad \text{for all } \mu \leq \mu_2^{**}(\lambda).
\]

By combining (5.15), (5.16), and since, in accord with Section 4.2

\[
\bigcup_{i=1,2,3} T_i(D_i(\mu), \mu) = \left[ \min_s T_1(s, \mu), \max_s T_{\text{max}}(s, \mu) \right].
\]

we infer, for all \( \mu \in (\mu_1^*(\lambda), \mu_2^{**}(\lambda)) \), the existence of at least one value \( \xi_i^\mu \in (0, 1) \) such that \( T_i(\xi_i^\mu, \mu) = 1 - 2\sigma \) for some \( i \in \{1, 2, 3\} \). Thus, problem (1.1) has a solution \( u \) such that \( u(0) = s \in \{ \xi_i^\mu \} \).
(i.b) Fix $\mu \in (\mu_2^{*}, \mu_2^{**})$. Since $\mu > \mu_2^{*}$, by (4.14) and (5.13), there exists $\bar{s} = \bar{s}(\mu) > 0$, with $\bar{s} \sim 0$, such that

$$T_1(s, \mu) < 1 - 2\sigma, \quad \text{for all } s \in (0, \bar{s}) \cup (1 - \bar{s}, 1). \quad (5.18)$$

This, together with (5.16) and (5.17), guarantees the existence of at least two values $\xi_{s,1}^{\mu}, \xi_{s,2}^{\mu}$ such that

$$0 < \xi_{s,1}^{\mu} < \xi_{s,2}^{\mu} < 1,$$

$$T_i(\xi_{s,1}^{\mu}, \mu) = T_j(\xi_{s,2}^{\mu}, \mu) = 1 - 2\sigma, \quad \text{for some } i, j \in \{1, 2, 3\}. \quad (5.19)$$

As a consequence, for $\mu \in (\mu_2^{*}(\lambda), \mu_2^{**}(\lambda))$, problem (1.1) has two solutions $u$ such that $u(0) = s \in (\xi_{s,1}^{\mu}, \xi_{s,2}^{\mu})$. The proof of (i.b) is complete.

Next, dealing with case (ii), we consider a fixed $\lambda \in [\lambda^*, +\infty)$.

(ii.a) We observe that (5.15) can be obtained in this case as above using (5.9). Moreover, since

$$\lim_{s \to (s_0^M)^-} T_1(s, \mu) = \lim_{s \to (s_1^M)^+} T_1(s, \mu) = +\infty \quad \text{and} \quad \ell_{1,2}(\mu) < \ell_3(\mu), \quad (5.20)$$

(cf., Figure 5), by continuity there exists, for all $\mu > \mu_1^{*}(\lambda)$, at least one value $\xi_1^{\mu} \in (0, s_0^M(\mu)) \cup (s_1^M(\mu), 1)$ such that $T_1(\xi_1^{\mu}, \mu) = 1 - 2\sigma$, and so problem (1.1) has a solution $u$ such that $u(0) = s \in (\xi_1^{\mu}, \xi_{s,2}^{\mu})$.

(ii.b) Take any $\mu > \mu_2^{*}$. Then, (5.18) holds as above and, thanks to (5.20), we obtain the existence of at least two values $\xi_{s,1}^{\mu}, \xi_{s,2}^{\mu}$ such that

$$0 < \xi_{s,1}^{\mu} < \xi_{s,2}^{\mu} < 1 \quad \text{and} \quad T_1(\xi_{s,2}^{\mu}, \mu) = 1 - 2\sigma, \quad j = 1, 2,$$

which completes the proof in this case.

(ii.c) Set

$$\mu_4^{*}(\lambda) := \max\{\mu_2^{*}(\lambda), \max\{\mu > 0 : \ell_{1,2}^{0}(\mu) = 1 - 2\sigma\}\}, \quad (5.21)$$

which is well-defined, finite, and obviously satisfies $\mu_2^{*}(\lambda) \leq \mu_4^{*}(\lambda)$. Observe that the finiteness is a consequence of

$$\lim_{\mu \to +\infty} \ell_{1,2}^{0}(\mu) = 0. \quad (5.22)$$

This follows from (5.9) and the fact that $s_0^0(\mu)$ is bounded away from 0 and $s_0$ as $\mu \to +\infty$, since the level lines of (3.2) approach vertical lines as $\mu \to +\infty$, thus $s_0^0(\mu)$ converges, as $\mu \to +\infty$, to the value of $s$ for which $\Gamma_0$ has a vertical tangent in the $(u, v)$-plane. Moreover, we have

$$\min_{s \in (0, s_0^M)} T_2(s, \mu) \leq \ell_{1,2}^{0}(\mu) < 1 - 2\sigma \quad \text{and} \quad \mathcal{L}_1(\mu) < \mathcal{L}_0(\mu) < 1 - 2\sigma, \quad \text{for all } \mu > \mu_4^{*}. \quad (5.23)$$

Indeed, the second relation follows since $\mu_4^{*} \geq \mu_2^{*}$, while the first one from (5.3) and (5.22). Then, recalling that

$$\lim_{s \to (s_0^M)^-} T_2(s, \mu) = \lim_{s \to (s_0^M)^+} T_2(s, \mu) = +\infty,$$

from the continuity of $T_2(s, \mu)$ in $(0, s_0^M)$, we obtain, for all $\mu > \mu_4^{*}$, the existence of two values $\xi_{1,1}^{\mu}, \xi_{1,2}^{\mu}$ such that

$$0 < \xi_{1,1}^{\mu} < s_0^0 < \xi_{1,2}^{\mu} < s_0^M \quad \text{and} \quad T_2(\xi_{1,1}^{\mu}, \mu) = T_2(\xi_{1,2}^{\mu}, \mu) = 1 - 2\sigma.$$
Moreover, since \( \mu_s^*(\lambda) \geq \mu_2^*(\lambda) \), arguing as in the proof of \((ii.b)\) and using the facts that \( T_1(\xi_{2,1}^\mu, \mu) < 1 - 2\sigma \) and \( \lim_{s \to (s_0^M)} T_1(s, \mu) = +\infty \), we have the existence of one value \( \xi_{4,1}^\mu \) such that
\[
0 < \xi_{4,1}^\mu < s_0 < \xi_{4,2}^\mu < \xi_{4,3}^\mu < s_0^M \quad \text{and} \quad T_1(\xi_{4,3}^\mu, \mu) = 1 - 2\sigma. \tag{5.23}
\]

Next, as in the proof of \((ii.a)\), i.e., using the facts that \( T_1(\{s_1^M, 1\}, \mu) \supseteq [L_1, +\infty) \) and \( L_1 < 1 - 2\sigma \) we have the existence of one value \( \xi_{4,4}^\mu \) such that
\[
s_1^M < \xi_{4,4}^\mu < 1 \quad \text{and} \quad T_1(\xi_{4,4}^\mu, \mu) = 1 - 2\sigma. \tag{5.24}
\]

As a consequence, for \( \mu > \mu_1^*(\lambda) \), problem \((1.1)\) has four solutions \( u \) such that \( u(0) = s \in \{\xi_{4,1}^\mu, \xi_{4,2}^\mu, \xi_{4,3}^\mu, \xi_{4,4}^\mu\} \). We notice that the values \( \xi_{4,1}^\mu, \xi_{4,4}^\mu \) can be taken to coincide with \( \xi_{2,1}^\mu, \xi_{2,2}^\mu \) defined in the proof of \((ii.b)\), respectively. The proof of \((ii.c)\) is thus complete.

\((ii.d)\) Set
\[
\mu_s^*(\lambda) := \max\left\{ \mu_2^*(\lambda), \max\{\mu > 0 : \ell_3^0(\mu) = 1 - 2\sigma\} \right\}, \tag{5.25}
\]
which is well-defined, finite, and satisfies \( \mu_2^*(\lambda) \leq \mu_s^*(\lambda) \) since \( \ell_1^0(\mu) < \ell_3^0(\mu) \). Observe that the finiteness is a consequence of
\[
\lim_{\mu \to +\infty} \ell_3^0(\mu) = 0,
\]
which can be proved by reasoning as for \((5.22)\).

For each \( \mu > \mu_s^*(\lambda) \), we can infer that
\[
\min_{s \in (0, s_0^M)} T_3(s, \mu) \leq \ell_3^0(\mu) < 1 - 2\sigma,
\]
\[
\min_{s \in (s_1^M, s_1^\mu]} T_1(s, \mu) \leq \min_{s \in (s_1^M, s_1^\mu]} T_2(s, \mu) \leq \ell_1^1(\mu) = \ell_3^0(\mu) < 1 - 2\sigma.
\]

Recalling that
\[
\lim_{s \to 0^+} T_3(s, \mu) = \lim_{s \to (s_0^M)^-} T_3(s, \mu) = \lim_{s \to (s_1^M)^+} T_1(s, \mu) = \lim_{s \to (s_1^M)^+} T_2(s, \mu) = +\infty,
\]
from the continuity of \( T_3(\cdot, \mu) \) in \( (0, s_0^M) \), of \( T_1(\cdot, \mu) \) in \( (s_1^M, s_1^\mu] \), and of \( T_2(\cdot, \mu) \) in \( (s_1^M, s_1^\mu] \), we immediately obtain that there exist four values \( \xi_{8,2}^\mu, \xi_{8,3}^\mu, \xi_{8,6}^\mu, \xi_{8,7}^\mu \) such that
\[
0 < \xi_{8,2}^\mu < s_0^\mu < \xi_{8,3}^\mu < s_0^M \quad \text{and} \quad T_3(\xi_{8,2}^\mu, \mu) = T_3(\xi_{8,3}^\mu, \mu) = 1 - 2\sigma,
\]
\[
s_1^M < \xi_{8,6}^\mu < \xi_{8,7}^\mu < s_1^\mu \quad \text{and} \quad T_1(\xi_{8,6}^\mu, \mu) = T_2(\xi_{8,7}^\mu, \mu) = 1 - 2\sigma.
\]

Moreover, since
\[
T_2(\xi_{8,2}^\mu, \mu) < 1 - 2\sigma, \quad T_1(\xi_{8,3}^\mu, \mu) < T_2(\xi_{8,3}^\mu, \mu) < 1 - 2\sigma < T_3(\xi_{8,7}^\mu, \mu)
\]
\[
\lim_{s \to 0^+} T_2(s, \mu) = \lim_{s \to (s_0^M)^-} T_1(s, \mu) = +\infty, \quad L_1(\mu) < L_0(\mu) < 1 - 2\sigma,
\]
arguing as in the proof of \((ii.c)\), we have, for all \( \mu > \mu_s^* \), the existence of four values \( \xi_{8,1}^\mu, \xi_{8,4}^\mu, \xi_{8,5}^\mu, \xi_{8,8}^\mu \) satisfying
\[
0 < \xi_{8,1}^\mu < \xi_{8,2}^\mu < s_0^\mu < \xi_{8,3}^\mu < \xi_{8,4}^\mu < \xi_{8,5}^\mu < s_0^M \leq s_1^M < \xi_{8,6}^\mu < \xi_{8,7}^\mu < \xi_{8,8}^\mu < 1,
\]
\[
T_2(\xi_{8,1}^\mu, \mu) = T_2(\xi_{8,4}^\mu, \mu) = T_1(\xi_{8,5}^\mu, \mu) = T_1(\xi_{8,8}^\mu, \mu) = 1 - 2\sigma,
\]
where \( i = 3 \), provided \( \xi^{\mu}_{8,8} \in (s^1, s^1] \), and \( i = 1 \), provided \( \xi^{\mu}_{8,8} \in (s^1, 1] \). In particular, they can be taken to coincide with \( \xi^{\mu}_{4,4}, \xi^{\mu}_{4,2}, \xi^{\mu}_{4,3}, \xi^{\mu}_{4,4} \) introduced in the proof of (ii.c), respectively. As a consequence, for \( u \) with respect to \( \mu \), Theorems 1.1 and 1.2 coincide with respectively. As a consequence, for \( u \) such that \( u(0) = s \in \{\xi^{\mu}_{8,1}, \xi^{\mu}_{8,2}, \xi^{\mu}_{8,3}, \xi^{\mu}_{8,4}, \xi^{\mu}_{8,5}, \xi^{\mu}_{8,6}, \xi^{\mu}_{8,7}, \xi^{\mu}_{8,8}\} \). The proof of (ii.d) is thus complete.

Remark 5.1 (Conjecture). We conjecture that the values \( \mu^*_1(\lambda) \) and \( \mu^*_2(\lambda) \) in Theorems 1.1 and 1.2 coincide with \( \mu^*_8(\lambda) \) and \( \mu^*_8(\lambda) \), respectively. To obtain such a result, it would be sufficient, for example, to prove some properties of monotonicity with respect to \( \mu \) for the connection times \( T_i \), with \( i = 1, 2, 3 \), introduced and analyzed in Section 4.

6. Bifurcation diagrams in the \((\mu, u(0))\)-plane

In this section, we provide a description of all possible bifurcation diagrams concerning the number of solutions of problem (1.1). We thus plot, for every fixed \( \lambda \in (0, +\infty) \), the initial data \( u(0) = s \) in (2.21), that identifies a solution of (1.1), against the main bifurcation parameter \( \mu \in (0, +\infty) \). To this purpose, we exploit the behavior of the connection times \( T_i \) defined in Section 4 and so we divide the discussion into two parts corresponding to the cases \( \lambda \in [\lambda^*, +\infty) \) and \( \lambda \in (0, \lambda^*) \). Overall, we will show that three different topological diagrams arise.

6.1. The case \( \lambda \in [\lambda^*, +\infty) \)

Let \( \lambda \in [\lambda^*, +\infty) \) be fixed. We aim to show that the minimal bifurcation diagram to problem (1.1) with respect to \( \mu \in (0, +\infty) \) behaves as in Figure 10. We therefore introduce the continuous functions

\[
\begin{align*}
  f^1_{1,2}(s, \mu) &:= \begin{cases} 
    T_1(s, \mu), & \text{if } s \in [0, s_0^0(\mu)], \\
    T_2(s, \mu), & \text{if } s \in [s_0^0(\mu), s_0^M(\mu)], 
  \end{cases} \\
  f^1_{2,1}(s, \mu) &:= \begin{cases} 
    T_2(s, \mu), & \text{if } s \in (0, s_0^0(\mu)], \\
    T_1(s, \mu), & \text{if } s \in [s_0^0(\mu), s_0^M(\mu)], 
  \end{cases} \\
  f^1_{3,3}(s, \mu) &:= T_3(s, \mu), \quad \text{if } s \in (0, s_0^M(\mu)), \\
  f^1_1(s, \mu) &:= T_1(s, \mu), \quad \text{if } s \in (s_1^M(\mu), s_1^1(\mu)), \\
  f^2_1(s, \mu) &:= T_2(s, \mu), \quad \text{if } s \in (s_1^M(\mu), s_1^1(\mu)), \\
  f^3_{3,1}(s, \mu) &:= \begin{cases} 
    T_3(s, \mu), & \text{if } s \in (s_1^M(\mu), s_1^1(\mu)), \\
    T_1(s, \mu), & \text{if } s \in (s_1^1(\mu), 1], 
  \end{cases}
\end{align*}
\]

(see Figure 5). Throughout this section, we also assume that:

the functions defined in (6.1) have at most one local extremum point in the s-variable.

This assumption is suggested by numerical computations of the graphs of the connection times \( T_i, i = 1, 2, 3 \). In particular, it implies that the functions \( f^1_{1,2}, f^2_1, \) and \( f^3_{3,1} \) are strictly monotone in \( s \). As we shall see, they also lead to a bifurcation diagram made of eight unbounded continuous branches \( b_i(\mu) \), with \( i = 1, \ldots, 8 \). If these
additional assumptions for the functions in (6.1) are dropped, there may be more turning points in the bifurcation diagrams compared to the minimal configuration we are going to discuss.

By exploiting the symmetry properties in (4.16), under this additional hypothesis we also deduce that $s^*_0(\mu)$ is the critical point of $f^\mu_{2,1}(\cdot, \mu)$ for all $\mu > 0$. By denoting the critical points of $f^\mu_{3,3}(\cdot, \mu)$ and $f^\mu_{1}(\cdot, \mu)$ through $s^*_0(\mu)$ and $s^*_1(\mu)$, respectively, thanks to (4.16), we obtain that $0 < s^*_0(\mu) \leq s^*_0(\mu)$ (by the strict monotonicity of $f^\mu_2(\cdot, \mu)$, $s^*_0(\mu) < s^*_1(\mu) \leq s^*_2(\mu)$, and $f^\mu_{3,3}(s^*_0(\mu), \mu) = f^\mu_{1}(s^*_1(\mu), \mu)$). Next, let us take $\mu^*_1 = \mu^*_1(\lambda)$, $\mu^*_2 = \mu^*_2(\lambda)$, and $\mu^*_4 = \mu^*_4(\lambda)$ as the values defined in (5.11), (5.12), and (5.21), respectively. We also define $\mu^*_8 = \mu^*_8(\lambda)$ similarly as in (5.25) where $\ell^*_3(\mu)$ is replaced by $f^\mu_{3,3}(s^*_0(\mu), \mu)$.

The additional assumptions considered here allow us to improve the results in Theorem 1.2 by proving in a similar way that $0 < \mu^*_1 < \mu^*_2 < \mu^*_4 < \mu^*_8$ and

- for every $\mu > \mu^*_1$, there is exactly one value $\xi^*_1(\mu) \in (0, 1)$ such that $f^\mu_{3,1}(\xi^*_1(\mu), \mu) = 1 - 2\sigma$;
- for every $\mu > \mu^*_2$, there are exactly two values $\xi^*_2, i \in (0, 1)$, $i = 1, 2$, ordered as in (5.19), and such that $f^\mu_{1,2}(\xi^*_2, \mu) = f^\mu_{3,1}(\xi^*_2, \mu) = 1 - 2\sigma$ $\xi^*_0 = \xi^*_1$;
- for every $\mu > \mu^*_4$, there are exactly four values $\xi^*_4, i \in (0, 1), i = 1, \ldots, 4$, ordered as in (5.23)-(5.24), and such that $f^\mu_{2,1}(\xi^*_4, \mu) = f^\mu_{3,1}(\xi^*_4, \mu) = f^\mu_{4,3}(\xi^*_4, \mu) = f^\mu_{3,1}(\xi^*_4, \mu) = 1 - 2\sigma$ with $\xi^*_4 = \xi^*_1$ and $\xi^*_4 = \xi^*_1$;
- for every $\mu > \mu^*_8$, there are exactly eight values $\xi^*_8, i \in (0, 1), i = 1, \ldots, 8$, with $0 < \xi^*_8 < \xi^*_8 < \xi^*_8 < \xi^*_8 < \xi^*_8 < \xi^*_8 < \xi^*_8 < \xi^*_8 < 1$, such that $f^\mu_{2,1}(\xi^*_8, \mu) = f^\mu_{3,1}(\xi^*_8, \mu) = f^\mu_{3,1}(\xi^*_8, \mu) = f^\mu_{3,1}(\xi^*_8, \mu) = f^\mu_{3,1}(\xi^*_8, \mu) = 1 - 2\sigma$, and $\xi^*_8 = 1$.

Taking into account the solutions $\xi^*_i, j \in (0, 1)$, with $i \in \{1, 2, 4, 8\}$ and $j \in \{1, \ldots, i\}$, we can univocally determine the solutions of (1.1) as $\mu$ varies. Hence, we define the branches $b_i(\mu)$, for $i = 1, \ldots, 8$, of the bifurcation diagram through the following functions:

\[
\begin{align*}
\quad b_1(\mu) & := \begin{cases} 
0, & \text{if } \mu \leq \mu^*_1, \\
\xi^*_0(\mu^*_1, \mu), & \text{if } \mu > \mu^*_1,
\end{cases} \\
\quad b_2(\mu) & := \begin{cases} 
\xi^*_0(\mu^*_1, \mu), & \text{if } \mu \leq \mu^*_2, \\
\xi^*_2(\mu^*_1, \mu), & \text{if } \mu > \mu^*_2,
\end{cases} \\
\quad b_3(\mu) & := \begin{cases} 
\xi^*_0(\mu^*_8, \mu), & \text{if } \mu \leq \mu^*_3, \\
\xi^*_8(\mu^*_3, \mu), & \text{if } \mu > \mu^*_3,
\end{cases} \\
\quad b_4(\mu) & := \begin{cases} 
0, & \text{if } \mu \leq \mu^*_4, \\
\xi^*_4(\mu^*_4, \mu), & \text{if } \mu > \mu^*_4,
\end{cases} \\
\quad b_5(\mu) & := \begin{cases} 
\xi^*_0(\mu^*_4, \mu), & \text{if } \mu \leq \mu^*_5, \\
\xi^*_8(\mu^*_4, \mu), & \text{if } \mu > \mu^*_5,
\end{cases} \\
\quad b_6(\mu) & := \begin{cases} 
\xi^*_0(\mu^*_8, \mu), & \text{if } \mu \leq \mu^*_6, \\
\xi^*_8(\mu^*_8, \mu), & \text{if } \mu > \mu^*_6,
\end{cases} \\
\quad b_7(\mu) & := \begin{cases} 
\xi^*_0(\mu^*_8, \mu), & \text{if } \mu \leq \mu^*_7, \\
\xi^*_8(\mu^*_8, \mu), & \text{if } \mu > \mu^*_7,
\end{cases} \\
\quad b_8(\mu) & := \begin{cases} 
1, & \text{if } \mu \leq \mu^*_1, \\
\xi^*_1(\mu^*_1, \mu), & \text{if } \mu > \mu^*_1.
\end{cases}
\end{align*}
\]
Thanks to the continuity of the functions in (6.1), we have that
\[
\lim_{\mu \to (\mu^*_1)^+} \xi_{1}^{\mu} = 1, \quad \lim_{\mu \to (\mu^*_2)^+} \xi_{2,1}^{\mu} = 0, \\
\lim_{\mu \to (\mu^*_3)^+} \xi_{2,1}^{\mu} = \lim_{\mu \to (\mu^*_4)^+} \xi_{4,1}^{\mu} = \lim_{\mu \to (\mu^*_4)^+} \xi_{4,3}^{\mu} = s_0^*(\mu^*_4), \\
\lim_{\mu \to (\mu^*_5)^+} \xi_{8,2}^{\mu} = \lim_{\mu \to (\mu^*_6)^+} \xi_{8,3}^{\mu} = s_0^*(\mu^*_6), \\
\lim_{\mu \to (\mu^*_7)^+} \xi_{8,6}^{\mu} = \lim_{\mu \to (\mu^*_8)^+} \xi_{8,7}^{\mu} = s_0^*(\mu^*_8),
\]
and so the branches \( b_i(\mu) \), for \( i = 1, \ldots, 8 \), are continuous functions in their domains.

We now investigate the behavior of \( b_i(\mu) \) as \( \mu \to +\infty \). To this purpose, by recalling (5.8) and (5.9), we deduce that \( \lim_{\mu \to +\infty} \xi_{8,i}^{\mu} \in \{0, s_0, s_1\} \) for \( i = 1, \ldots, 8 \). Moreover, from the order of the points \( \xi_{8,i}^{\mu} \), we obtain
\[
\lim_{\mu \to +\infty} \xi_{8,1}^{\mu} = \lim_{\mu \to +\infty} \xi_{8,2}^{\mu} = 0, \\
\lim_{\mu \to +\infty} \xi_{8,3}^{\mu} = \lim_{\mu \to +\infty} \xi_{8,4}^{\mu} = \lim_{\mu \to +\infty} \xi_{8,5}^{\mu} = s_0, \\
\lim_{\mu \to +\infty} \xi_{8,6}^{\mu} = \lim_{\mu \to +\infty} \xi_{8,7}^{\mu} = \lim_{\mu \to +\infty} \xi_{8,8}^{\mu} = s_1.
\]
Concerning the above limits, we clarify that for \( \xi_{8,3}^{\mu} \in [s_0^*(\mu), s_0^M(\mu)] \) since the other ones follow straightforwardly. If by contradiction we suppose that \( \liminf_{\mu \to +\infty} \xi_{8,3}^{\mu} =: \hat{s} < s_0 \), then, thanks to the monotonicity assumptions on \( f_{3,3} \), it would follow that \( T_3(s, \mu) \geq 1 - 2\sigma \) for all sufficiently large \( \mu \) and \( s \in [\hat{s}, s_0^M(\mu)] \); indeed, otherwise, \( f_{3,3}(\cdot, \mu) \) would have another local minimum point for a certain \( s > \xi_{8,3}^{\mu} > s_0^*(\mu) \). But this is impossible since \( T_3(\cdot, \mu) \to 0 \) as \( \mu \to +\infty \), locally uniformly in \((0, s_0)\).

As a consequence, it follows that: \( b_1(\mu), b_2(\mu) \to 0 \); \( b_3(\mu), b_4(\mu), b_5(\mu) \to s_0 \); and \( b_6(\mu), b_7(\mu), b_8(\mu) \to s_1 \), as \( \mu \to +\infty \).

**Figure 10.** For \( \lambda \in [\lambda^*, +\infty) \) fixed, a minimal qualitative bifurcation diagram for (1.1) with \( \mu \) as bifurcation parameter. The topological configuration involves: two unbounded branches bifurcating from 0 and 1 (black) and three unbounded branches (yellow, green) originating from a supercritical pitchfork bifurcation and two supercritical turning points, respectively.
At last, we notice that the branches $b_4$ and $b_8$ bifurcate supercritically from 0 at $\mu = \mu^*_2$ and from 1 at $\mu = \mu^*_1$, respectively. Instead, the branches $b_2$ and $b_3$ merge together at $\mu^*_8$, so that $(\mu^*_8, s^*_0(\mu^*_8))$ is a supercritical turning point by the definition of $\mu^*_8$. Analogously, the branches $b_6$ and $b_7$ merge together at $\mu^*_8$, and so $(\mu^*_8, s^*_1(\mu^*_8))$ is a supercritical turning point too. Concerning $b_1$, $b_4$, and $b_5$, we observe that these branches merge together at $\mu^*_4$ and one can easily show that $(\mu^*_4, s^*_0(\mu^*_4))$ is a supercritical pitchfork bifurcation point since $s^*_0(\mu^*_4)$ is the global minimum of the function $f^1_{2,1}(\cdot, \mu^*_4)$.

6.2. The case $\lambda \in (0, \lambda^*)$

Let $\lambda \in (0, \lambda^*)$ be fixed. Here, we aim to show that any minimal bifurcation diagram of problem \((1.1)\) with respect to $\mu \in (0, +\infty)$ has at least a bounded branch that joins 0 to 1 as in Figure \([11]\). Let us define the time needed to move, along the level lines associated with \((3.2)\), from a point $(u_s(\sigma), v_s(\sigma))$ of the curve $\Gamma_0$ to its symmetric with respect to the axis \(\{v = 0\}\):

$$T_{\text{sym}}(s, \mu) = 2 \int_{m(u_s(\sigma))}^{u_s(\sigma)} \frac{du}{\sqrt{(v_s(\sigma))^2 + 2\mu(G(u) - G(u_s(\sigma)))}}.$$  

We notice that this map is defined, respectively, for $s \in (0, s^M_0(\mu)) \cup (s^M_1(\mu), 1)$, if $\mu \in (0, \bar{\mu}(\lambda))$; for $s \in (0, 1) \setminus \{s^M(\mu)\}$, if $\mu = \bar{\mu}(\lambda)$; and for $s \in (0, 1)$, if $\mu \in (\bar{\mu}(\lambda), +\infty)$. As above, we extend by continuity $T_{\text{sym}}$ in $s = 0$ and $s = 1$. Furthermore, the map $T_{\text{sym}}(s, \mu)$ is continuous in $\mu$ for $s$ belonging to a compact set of its domain.
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**Figure 11.** For $\lambda \in (0, \lambda^*)$ fixed, minimal qualitative bifurcation diagrams of \((1.1)\) with $\mu$ as bifurcation parameter. Depending on $\lambda$, different topological configurations may appear: only a bounded connected branch (black) connecting 0 to 1 producing one to two solutions (left) or a connected branch crossed by a loop (magenta) which increases the number of solutions up to either four (center) or eight (right).

Next, when $\mu \in (0, \bar{\mu}(\lambda)]$, $T_{\text{sym}}$ is an unbounded function that coincides with $f^1_{1,2}$ in $[0, s^M_0(\mu)) \times (0, \bar{\mu}(\lambda)]$ and with $f^3_{3,1}$ in $(s^M_1(\mu), 1] \times (0, \bar{\mu}(\lambda)]$ (cf., \((6.1)\) and recall that, for $\mu = \bar{\mu}(\lambda)$, $s^M_0(\mu) = s^M_1(\mu) = s^M(\mu)$. On the other hand, when
\( \mu \in (\bar{\mu}(\lambda), +\infty) \), \( T_{sym}(s, \mu) \) coincides either with \( f_1(s, \mu) := T_1(s, \mu) \) when the configuration of the connection times is as in Figure 6 or with

\[
f_{1,2,3}(s, \mu) := \begin{cases} T_1(s, \mu), & \text{if } s \in [0, s_0^*(\mu)] \cup (s_1^*(\mu), 1], \\
T_2(s, \mu), & \text{if } s \in [s_0^*(\mu), s_1^*(\mu)], \\
T_3(s, \mu), & \text{if } s \in [s_1^*(\mu), s_1^*(\mu)], 
\end{cases}
\]

when the configuration is as in Figure 8. Accordingly, the map \( T_{sym} \) is a bounded function provided \( \mu > \bar{\mu}(\lambda) \). In order to explain the transition between an unbounded and bounded configuration, we recall, from Section 4, that \( s_1^*(\mu) \to s_{M}(\bar{\mu}(\lambda)) \) as \( \mu \to (\bar{\mu}(\lambda))^+ \). We thus have \( \kappa_2(\mu) \to +\infty \) as \( \mu \to (\bar{\mu}(\lambda))^+ \) which leads to a breakdown in continuity for the function \( T_{sym}(\cdot, \bar{\mu}(\lambda)) \) at \( s = s_{M}(\bar{\mu}(\lambda)) \).

Throughout this section, suggested as above by numerical computations, we also assume that:

*the functions \( f_1 \) and \( f_{1,2,3} \) have exactly one local maximum point in the \( s \)-variable.*

Next, let us take \( \mu_1^* = \mu_1^*(\lambda) \) and \( \mu_2^* = \mu_2^*(\lambda) \) as the values defined in (5.11) and (5.12), respectively. We define \( \mu_2^{**} = \mu_2^{**}(\lambda) \) similarly as in (5.14):

\[
\mu_2^{**}(\lambda) = \min\left\{ \mu > \bar{\mu}(\lambda) : \max_{s} T_{sym}(s, \mu) = 1 - 2\sigma \right\}.
\]

We notice that \( \mu_1^* < \mu_2^* < \mu_2^{**} \). Arguing as in Section 6.1, we can infer that:

- for every \( \mu \in (\mu_1^*, \mu_2^* \cup \{\mu_2^{**}\}) \), there is exactly one value \( \xi_1(\mu) \in (0, 1) \) such that \( T_{sym}(\xi_1(\mu), \mu) = 1 - 2\sigma \);
- for every \( \mu \in (\mu_2^*, \mu_2^{**}) \), there are exactly two values \( \xi_{2, i}(\mu) \in (0, 1), i = 1, 2 \), such that \( \xi_{2, 1} < \xi_{2, 2} := \xi_1(\mu) \) and \( T_{sym}(\xi_{2, i}(\mu), \mu) = 1 - 2\sigma \).

We stress that these values coincide with those in Section 6.1 provided that \( \mu \in (0, \bar{\mu}(\lambda)] \). We can thus ensure the existence of two branches:

\[
\bar{b}_1(\mu) := \begin{cases} 0, & \text{if } \mu = \mu_2^*, \\
\xi_{2, 1}, & \text{if } \mu \in (\mu_2^*, \mu_2^{**}), 
\end{cases}
\]
\[
\bar{b}_2(\mu) := \begin{cases} 1, & \text{if } \mu = \mu_1^*, \\
\xi_{1, 1}, & \text{if } \mu \in (\mu_1^*, \mu_2^{**}). 
\end{cases}
\]

These branches bifurcate supercritically from 0 at \( \mu = \mu_2^* \) and from 1 at \( \mu = \mu_1^* \), respectively. Since for every \( \mu > \bar{\mu}(\lambda) \) the function \( T_{sym} \) is a bounded continuous function in \([0, 1]\), then \( \bar{b}_1 \) and \( \bar{b}_2 \) merge together at \( \mu_2^{**} \), where a subcritical turning point arises. Thus, we have shown that, for \( \lambda \in (0, \lambda^*) \), the branches bifurcating from 0 and 1 belong to the same connected component.

**Remark 6.1.** As observed in Section 4, when \( \mu \in (\bar{\mu}(\lambda), +\infty) \) and it is sufficiently close to \( \bar{\mu}(\lambda) \), a loop in the connection times appears around \( T_{sym} \). If the level \( 1 - 2\sigma \) intersects such a loop, we obtain a topologically different configuration for the bifurcation diagrams to problem (1.1) which involves a corresponding loop surrounding the branches \( b_1 \) and \( b_2 \), see Figure 11 (center and right). Moreover, depending on the number of maxima and minima of the connection times forming the loop (see Figure 9), there might be some additional turning points on the loop in the bifurcation diagram, as shown in Figure 11 (right). Actually, by continuity, such a situation should occur for \( \lambda \in (0, \lambda^*) \) sufficiently close to \( \lambda^* \).
Remark 6.2. In this work, we have considered only a symmetric step-wise weight function. For completeness, we point out that our analysis can be adapted, in the spirit of the one done in [11], also for non-symmetric step-wise weights. The main differences in the results regard the structure of the bifurcation diagrams constructed in this section. Indeed, the secondary bifurcation points on the branches break and give rise to separate connected components (see also [25] for a similar behavior).

7. High multiplicity for $\mu = K\lambda$, with large $\lambda$: Proof of Theorem 1.3

In the previous sections, the positive parameters $\lambda$ and $\mu$, defining $a_{\lambda,\mu}$ in (1.3), have been taken independent of each other. In this section, instead, we take $\mu = K\lambda$, with $K > 0$, and deal with problem (1.4) where the weight $\tilde{a}$ is defined as in (1.5) in order to prove Theorem 1.3. For ease of notation, we do not explicitly write the dependence on $\lambda$ when it is clear from the context.

Proof of Theorem 1.3: Without loss of generality, we take $\lambda \in [\lambda^*, +\infty)$, since we aim to determine the asymptotic behavior, as $\lambda \to +\infty$, of the quantities introduced in the previous sections.

Proof of (i). Let $K > 0$. We recall that the continuous map $f_{3,1}^r$ in (6.1) satisfies

$$\lim_{s \to (s_0^M)^+} f_{3,1}^r(s, K\lambda) = +\infty, \quad \lim_{s \to 1^-} f_{3,1}^r(s, K\lambda) = L_1(\lambda),$$

(see also Figure 5). Thus, we conclude by noticing that, for $\mu = K\lambda$ and $\lambda \to +\infty$, (4.13) ensures that $L_1(\lambda) \to 0$.

Proof of (ii). Let $K > \frac{2\sigma}{1 - 2\sigma}$. From (4.9), with $\mu = K\lambda$, we have

$$\lim_{s \to 0^+} T_1(s) = L_0 = \frac{2\sigma}{K} < 1 - 2\sigma.$$

The properties of the connection times in Section 4.1 guarantee the existence of at least one solution of problem (1.4), corresponding to some $s \in (0, s_0^M)$, for all $\lambda \in [\lambda^*, +\infty)$. Moreover, thanks to (4.14), we have, again for all $\lambda \in [\lambda^*, +\infty)$, another solution corresponding to some $s \in (s_1^M, 1)$.

For the proof of (iii) and (iv), we need some intermediate technical results on the asymptotic behavior of $\Gamma_0(\lambda)$ and the connection times that we present through the following steps.

Step 1. Asymptotic behavior of $s_0(\lambda)$ and $s_1(\lambda)$. Let $s_0 = s_0(\lambda)$, $s_1 = s_1(\lambda)$, and $s^*$ be the points in the interval $(0, 1)$ introduced in Proposition 2.1. We stress that $s^*$ does not depend on $\lambda$ and $0 < s_0 < s^* < s_1 < 1$.

Given $\lambda \in [\lambda^*, +\infty)$, due to the monotonicity of the function $s \mapsto T_0(s, \lambda)$ defined in (2.6), we have that $s_0$ and $s_1$ are the unique values $s$ such that $T_0(s) = \sigma$ in $(0, s^*)$ and in $(s^*, 1)$, respectively. Since, for fixed $s \in (0, 1)$, the function $\lambda \mapsto T_0(s, \lambda)$ is strictly decreasing, we have that $s_0 = s_0(\lambda)$ is strictly decreasing and $s_1 = s_1(\lambda)$
is strictly increasing. Moreover, the function \( \lambda \mapsto T_0(s, \lambda) \) converges to 0 locally uniformly for \( s \in (0, 1) \) as \( \lambda \to +\infty \); therefore, we have
\[
\lim_{\lambda \to +\infty} s_0(\lambda) = 0 \quad \text{and} \quad \lim_{\lambda \to +\infty} s_1(\lambda) = 1. \tag*{(7.1)}
\]

**Step 2. Asymptotic behavior of \( s_0^M(\lambda) \) and of the corresponding solution \( u_{s_0^M}(\lambda) \).** We consider the point \( s_0^M = s_0^M(\lambda) \), defined as the first value of \( s \in (0, s_0) \) such that \((u_s(\sigma), v_s(\sigma)) \in \Gamma_0 \cap M_\mu \) (see Section 4.1). From the definition of \( M_\mu \) given in (3.3), we have
\[
(v_{s_0^M}(\sigma))^2 - 2K\lambda G(u_{s_0^M}(\sigma)) = 0,
\]
while the energy conservation in \([0, \sigma]\) (cf., (2.3)) implies
\[
(v_{s_0^M}(\sigma))^2 + 2\lambda G(u_{s_0^M}(\sigma)) = 2\lambda G(s_0^M).
\]
From the above equalities, we deduce that
\[
G(s_0^M) - (1 + K)G(u_{s_0^M}(\sigma)) = 0. \tag*{(7.2)}
\]
We stress the dependence of \( u_{s_0^M}(\sigma) \) on \( \lambda \) arising from (2.5) and \( s_0^M = s_0^M(\lambda) \) by writing \( u_{s_0^M}(\lambda)(\sigma, \lambda) \). From the fact that \( 0 < u_{s_0^M}(\sigma) < s_0^M < s_0 \) and thanks to (7.1), if we divide (7.2) by \((s_0^M)^3\), we get
\[
L_0^M := \lim_{\lambda \to +\infty} \frac{u_{s_0^M}(\lambda)(\sigma, \lambda)}{s_0^M(\lambda)} = \left(\frac{1}{1 + K}\right)^\frac{1}{3}. \tag*{(7.3)}
\]
Finally, from (2.13) with \( t = \sigma \) and \( s = s_0^M \), it follows
\[
l_0^M := \lim_{\lambda \to +\infty} \lambda s_0^M(\lambda) = \left(\frac{I(L_0^M)}{\sqrt{2}\sigma}\right)^2,
\]
where we have set
\[
I(r) := \sqrt{3} \int_r^1 \frac{d\xi}{\sqrt{1 - \xi^3}}. \tag*{(7.4)}
\]

**Step 3. Asymptotic behavior of the points \( \theta s_0^M(\lambda) \), with \( \theta \in (0, 1) \), and of the corresponding solutions \( u_{\theta s_0^M(\lambda)} \).** Let us now consider a generic point \( \tilde{s}(\theta, \lambda) := \theta s_0^M(\lambda) \), with \( \theta \in (0, 1) \) independent of \( \lambda \). From Step 2, we have
\[
\tilde{l}(\theta) := \lim_{\lambda \to +\infty} \lambda \tilde{s}(\theta, \lambda) = \theta l_0^M \in (0, l_0^M), \tag*{(7.5)}
\]
and, from (2.13) with \( t = \sigma \) and \( s = \tilde{s}(\theta, \lambda) \), it follows that
\[
\hat{L}(\theta) := \lim_{\lambda \to +\infty} \frac{u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda)}{\tilde{s}(\theta, \lambda)}
\]
satisfies
\[
\hat{l}(\theta) = \left(\frac{I(\hat{L}(\theta))}{\sqrt{2}\sigma}\right)^2. \tag*{(7.6)}
\]
The previous relation, together with the implicit function theorem and the properties of \( I(r) \), gives that the function \( \theta \mapsto \hat{L}(\theta) \) is \( C^1(0, 1) \), strictly decreasing, and satisfies
\[
\lim_{\theta \to 0^+} \hat{L}(\theta) = 1,
\]
\[
\lim_{\theta \to 1^-} \hat{L}(\theta) = L_0^M = \left(\frac{1}{1 + K}\right)^\frac{1}{3}. \tag*{(7.7)}
\]
Moreover, from (2.3) and (3.2), in $(\sigma, 1 - \sigma)$ the energy of the level line of (2.3) passing through $(u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda), \tilde{v}_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda))$

$$h_{KL}(\tilde{s}(\theta, \lambda)) = 2\lambda G(\tilde{s}(\theta, \lambda)) - 2\lambda(1 + K)G(u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda))$$

where $h_{KL}$ is defined as in (4.4), and it satisfies

$$\lim_{\lambda \to +\infty} \frac{3h_{KL}(\tilde{s}(\theta, \lambda))}{2\lambda(\tilde{s}(\theta, \lambda))^3} = 1 - (1 + K)(\tilde{L}(\theta))^3 < 1 - (1 + K)(L_0^M)^3 = 0. \quad (7.8)$$

Step 4. Characterization of the number of intersections between $\Gamma_0$ and the level lines of (3.2) for large $\lambda$. Let $\tilde{s}(\theta, \lambda) := \theta s_0^M(\lambda)$, with $\theta \in (0, 1)$, as in Step 3, and assume now that $\tilde{s}(\theta, \lambda) < s_0^\tau(\lambda)$. Then, there exists a point $\tilde{s}(\theta, \lambda) \in (s_0^\tau(\lambda), s_0^M(\lambda))$ such that $h_{KL}(\tilde{s}(\theta, \lambda)) = h_{KL}(\tilde{s}(\theta, \lambda))$, that is

$$G(\tilde{s}(\theta, \lambda)) - (1 + K)G(u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda)) = G(\tilde{s}(\theta, \lambda)) - (1 + K)G(u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda)). \quad (7.9)$$

The same discussion can be performed for $\tilde{s}(\theta, \lambda) \in (s_0^\tau(\lambda), s_0^M(\lambda))$, with the difference that, in such a case, $\tilde{s}(\theta, \lambda)$ lies in $(0, s_0^\tau(\lambda))$.

Again, from (2.13) with $t = \sigma$ and $s = \tilde{s}(\theta, \lambda)$, we have

$$\sigma = \frac{1}{\sqrt{2\lambda\tilde{s}(\theta, \lambda)\tilde{s}(\theta, \lambda)}} \int_{\tau(\sigma, \lambda)}^{1} \frac{d\xi}{\sqrt{1 - \tilde{s}(\theta, \lambda)^2}}. \quad (7.10)$$

Since the integral in (7.10) is bounded and (7.5) holds, it entails that $\liminf$ and $\limsup$ of $\tilde{s}(\theta, \lambda)/\tilde{s}(\theta, \lambda)$, as $\lambda \to +\infty$, are positive real numbers. As a consequence, by dividing (7.9) by $(\tilde{s}(\theta, \lambda))^3$, we also obtain that $\liminf$ and $\limsup$ of $u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda)/\tilde{s}(\theta, \lambda)$, as $\lambda \to +\infty$, are positive real numbers. Let us denote

$$\ell^-(\theta) := \liminf_{\lambda \to +\infty} \frac{\tilde{s}(\theta, \lambda)}{\tilde{s}(\theta, \lambda)}, \quad \ell^+(\theta) := \limsup_{\lambda \to +\infty} \frac{\tilde{s}(\theta, \lambda)}{\tilde{s}(\theta, \lambda)},$$

$$\tilde{L}^-(\theta) := \liminf_{\lambda \to +\infty} \frac{u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda)}{\tilde{s}(\theta, \lambda)}, \quad \tilde{L}^+(\theta) := \limsup_{\lambda \to +\infty} \frac{u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda)}{\tilde{s}(\theta, \lambda)}.$$

By taking the $\liminf$ and $\limsup$ in (7.10), we obtain

$$\frac{I(\tilde{L}^-(\theta))}{\sqrt{2\tilde{l}(\theta)\ell^-(\theta)}} = \sigma = \frac{I(\tilde{L}^+(\theta))}{\sqrt{2\tilde{l}(\theta)\ell^+(\theta)}}.$$

Suppose by contradiction that $\mathcal{\ell}^- (\theta) < \mathcal{\ell}^+ (\theta)$: this would imply that $I(\tilde{L}^+(\theta)) > I(\tilde{L}^-(\theta))$ and, since $I$ is strictly decreasing, that $\tilde{L}^+(\theta) < \tilde{L}^-(\theta)$, which is impossible. Then, $\ell^-(\theta) = \ell^+(\theta)$ and $\tilde{L}^+(\theta) = \tilde{L}^-(\theta)$, that is the quantities

$$\ell(\theta) := \lim_{\lambda \to +\infty} \frac{\tilde{s}(\theta, \lambda)}{\tilde{s}(\theta, \lambda)}, \quad \tilde{L}(\theta) := \lim_{\lambda \to +\infty} \frac{u_{\tilde{s}(\theta, \lambda)}(\sigma, \lambda)}{\tilde{s}(\theta, \lambda)}$$

exist and, by taking the limits in (7.9) divided by $(\tilde{s}(\theta, \lambda))^3$ and in (7.10), they satisfy

$$1 - (1 + K)(\tilde{L}(\theta))^3 = (\ell(\theta))^3 \left(1 - (1 + K)(\tilde{L}(\theta))^3\right), \quad \sigma = \frac{I(\tilde{L}(\theta))}{\sqrt{2\tilde{l}(\theta)\ell(\theta)}}.$$
From the second equality and \((\ref{7.6})\), we get
\[
\ell(\theta) = \left( \frac{I(\bar{L}(\theta))}{\sqrt{2\bar{l}(\theta)}} \right)^2 = \left( \frac{I(\bar{L}(\theta))}{I(\bar{L}(\theta))} \right)^2
\]
and, by substituting in the first one, we have
\[
(I(\bar{L}(\theta)))^6(1 - (1 + K)(\bar{L}(\theta))^3) = (I(\bar{L}(\theta)))^6(1 - (1 + K)(\bar{L}(\theta))^3) < 0,
\]
where the inequality comes from \((\ref{7.8})\).

We study now the differentiable function \(f_K : (L_0^M, 1) \to \mathbb{R}\), defined as
\[
f_K(r) := \left( I(r) \right)^6(1 - (1 + K)r^3).
\]
First, recalling \((\ref{7.3})\), we notice that \(f_K(r) < 0\) for all \(r \in (L_0^M, 1)\), and \(f_K(r) \to 0\) as \(r \to (L_0^M)^+\) and as \(r \to 1^-\). Therefore, \(f_K\) has a minimum point. We claim that it is unique. Indeed, since \(I(r) > 0\) for all \(r \in (0, 1)\), the zeros of
\[
f_K'(r) = 3(I(r))^5(2I'(r)(1 - (1 + K)r^3) - I(r)(1 + K)r^2)
\]
are the solutions of \(w_1(r) = w_2(r)\), where
\[
w_1(r) := 2 \frac{I'(r)}{I(r)}, \quad w_2(r) := \frac{(1 + K)r^2}{1 - (1 + K)r^3}.
\]
For all \(r \in (L_0^M, 1)\), since \(I''(r) = -\frac{r^3}{2}(\frac{1 - r^3}{3})^{-\frac{3}{2}} < 0\), we have
\[
w_1'(r) = 2 \frac{I''(r)I(r) - (I'(r))^2}{(I(r))^2} < 0,
\]
\[
w_2'(r) = \frac{(1 + K)(2 + (1 + K)r^3)r}{(1 - (1 + K)r^3)^2} > 0.
\]
(\ref{7.11})

Therefore, the negative differentiable function \(f_K\) has a unique critical point. Consequently, we deduce that the equation
\[
f_K(r) = \rho, \quad \text{with } M := \min\{f_K(r) : r \in (L_0^M, 1)\} < \rho < 0,
\]
has exactly two solutions. Finally, by exploiting the notation used in Step 3, the continuity of \(\theta \mapsto \bar{L}(\theta)\), the definition of \(f_K\), and \((\ref{7.7})\), we have that
\[
\{ f_K(\bar{L}(\theta)) : \theta \in (0, 1) \} = [M, 0].
\]
This analysis shows that, for \(\rho \in (M, 0)\), there exist, for sufficiently large \(\lambda\), two families of distinct points \(s^-(\lambda)\), \(s^+(\lambda)\) such that the corresponding (distinct) points on \(\Gamma_0(\lambda)\) lie on the same level line of \((\ref{3.2})\) and the limits for \(\lambda \to +\infty\) of \(u_{s^-}(\lambda)(\sigma, \lambda)/s^-(\lambda)\) and \(u_{s^+}(\lambda)(\sigma, \lambda)/s^+(\lambda)\) are the two solutions of \(f_K(r) = \rho\) lying in \((L_0^M, 1)\).

Step 5. Asymptotic behavior of \(s_0^+(\lambda)\) and of the corresponding solution. The analysis done in Step 4 guarantees that the point in \((L_0^M, 1)\) where \(f_K\) achieves its minimum, which will be denoted by \(L_0^\ast\), corresponds to the tangent level line of \((\ref{3.2})\), in the sense that
\[
L_0^\ast = \lim_{\lambda \to +\infty} \frac{u_{s_0^+}(\lambda)(\sigma, \lambda)}{s_0^-(\lambda)}.
\]
With the notation introduced in Step 4, we have that \( w_1(L_0^\ell) = w_2(L_0^\ell) \), that is
\[
\frac{2I'(L_0^\ell)}{I(L_0^\ell)} = \frac{(1 + K)(L_0^\ell)^2}{1 - (1 + K)(L_0^\ell)^3}.
\]
(7.13)

As above, we remark that \( 0 < u_{s_0^\ell}(\lambda)(\sigma, \lambda) < s_0^\ell(\lambda) < s_0(\lambda) \), thus all these quantities tend to 0 as \( \lambda \to +\infty \), and we have
\[
l_0^\ell := \lim_{\lambda \to +\infty} \lambda s_0^\ell(\lambda) = \left( \frac{I(L_0^\ell)}{\sqrt{2}\sigma} \right)^2.
\]
(7.14)

According to the notation introduced in Section 3, we now denote by \( m(u_{s_0^\ell}(\sigma)) \) the abscissa of the intersection point between the level line of \((3.2)\) through \((u_{s_0^\ell}(\sigma), u_{0^\ell}(\sigma))\) and the \(u\)-axis. We exploit the conservation of the energies (cf., (2.3) and (3.2)) to deduce
\[
G(s_0^\ell) - (1 + K)G(u_{s_0^\ell}(\sigma)) = -KG(m(u_{s_0^\ell}(\sigma))).
\]

By dividing this relation by \((s_0^\ell)^3\) and passing to the limit as \( \lambda \to +\infty \), we have
\[
M_0^\ell := \lim_{\lambda \to +\infty} \frac{m(u_{s_0^\ell}(\lambda)(\sigma, \lambda))}{s_0^\ell(\lambda)} = \left( \frac{(1 + K)(L_0^\ell)^3 - 1}{K} \right)^{1/4}.
\]
(7.15)

**Step 6. Asymptotic behavior of \( \ell_0^{1,2}(\lambda) \).** Recalling the definition \((4.10)\) of \( \ell_0^{1,2} \), that is the common limit of the connection times \( T_1 \) and \( T_2 \) as \( s \to s_0^\ell \), we investigate how \( \ell_0^{1,2} \) depends on \( \lambda \). Observing that, from the conservation of the energy \((3.2)\), we have
\[
(u_{s_0^\ell}(\sigma))^2 - 2K\lambda G(u_{s_0^\ell}(\sigma)) = -2K\lambda G(m(u_{s_0^\ell}(\sigma)));
\]
from \((4.10)\) we deduce
\[
\lim_{\lambda \to +\infty} \ell_0^{1,2} = \lim_{\lambda \to +\infty} \sqrt{2K\lambda} \int_{m(u_{s_0^\ell}(\sigma))}^{u_{s_0^\ell}(\sigma)} \frac{\mathrm{d}u}{\sqrt{G(u) - G(m(u_{s_0^\ell}(\sigma)))}}
\]
\[
= \lim_{\lambda \to +\infty} \sqrt{2K\lambda s_0^\ell} \int_{m(u_{s_0^\ell}(\sigma))}^{u_{s_0^\ell}(\sigma)} \frac{\mathrm{d}u}{\sqrt{G(s_0^\ell \bar{u}) - G(m(u_{s_0^\ell}(\sigma)))}}
\]
\[
= \frac{2}{\sqrt{2KL_0^\ell}} \int_{M_0^\ell}^{L_0^\ell} \frac{\mathrm{d}\bar{u}}{\sqrt{\bar{u}^3 - (M_0^\ell)^3}}
\]
\[
= \frac{2\sigma}{I(L_0^\ell)\sqrt{K}} \int_{M_0^\ell}^{L_0^\ell} \frac{\mathrm{d}\bar{u}}{\sqrt{\bar{u}^3 - (M_0^\ell)^3}} =: \Theta_1(K),
\]
(7.16)

where, to get the last equality, we have used \((7.14)\).

**Step 7. Asymptotic behavior of \( \ell_0^3(\lambda) \).** Recalling the definition \((4.11)\) of \( \ell_0^3 \), that is the limit of the connection time \( T_3 \) as \( s \to s_0^\ell \), we now investigate how \( \ell_0^3 \) depends
on $\lambda$. Arguing as above, we have

$$\ell^3_0 = \frac{2}{\sqrt{2KL}} \int_{m(u_{s_0}^\varsigma(\sigma))}^{u_{s_0}^\varsigma(\sigma)} \frac{du}{\sqrt{G(u) - G(m(u_{s_0}^\varsigma(\sigma)))}} + \frac{1}{\sqrt{2KL}} \int_{u_{s_0}^\varsigma(\sigma)}^{u_{s_1}^\varsigma(\sigma)} \frac{du}{\sqrt{G(u) - G(m(u_{s_0}^\varsigma(\sigma)))}},$$

(7.17)

where $s_1^\varsigma \in (s_1, 1)$ is the value of $s \in (0, 1)$ giving the other intersection between the level line $H_{\mu}(u, v) = H_{\mu}(u_{s_0}^\varsigma(\sigma), v_{s_0}^\varsigma(\sigma))$ and $\Gamma_0$, apart from $(u_{s_0}^\varsigma(\sigma), v_{s_0}^\varsigma(\sigma))$. First of all, thanks to (7.1), we observe that

$$\lim_{\lambda \to +\infty} s_1^\varsigma(\lambda) = 1.$$

(7.18)

Moreover, as in (7.9), the conservation of the energies implies that

$$G(s_0^\varsigma) - (1 + K)G(u_{s_0}^\varsigma(\sigma)) = G(s_1^\varsigma) - (1 + K)G(u_{s_1}^\varsigma(\sigma)),$$

thus (7.12), (7.14), and (7.18) give that $L_1^\varsigma := \lim_{\lambda \to +\infty} u_{s_1}^\varsigma(\lambda)(\sigma, \lambda)$ satisfies

$$G(L_1^\varsigma) = \frac{G(1)}{1 + K} \in (0, G(1)),$$

and, so, $L_1^\varsigma \in (0, 1)$. As a consequence, from (7.17) we have

$$\lim_{\lambda \to +\infty} \ell^3_0 = \lim_{\lambda \to +\infty} \frac{2}{\sqrt{2KLs_0^\varsigma}} \int_{m(u_{s_0}^\varsigma(\sigma))}^{u_{s_0}^\varsigma(\sigma)} \frac{d\tilde{u}}{\sqrt{G(s_0^\varsigma \tilde{u}) - G(m(u_{s_0}^\varsigma(\sigma)))}} + \lim_{\lambda \to +\infty} \frac{1}{\sqrt{2KLs_0^\varsigma}} \int_{u_{s_0}^\varsigma(\sigma)}^{u_{s_1}^\varsigma(\sigma)} \frac{d\tilde{u}}{\sqrt{G(s_0^\varsigma \tilde{u}) - G(m(u_{s_0}^\varsigma(\sigma)))}}$$

$$= \Theta_1(K) + \frac{\sigma}{I(L_0^\varsigma)\sqrt{K}} \int_{L_0^\varsigma}^{+\infty} \frac{d\tilde{u}}{\sqrt{\tilde{u}^3 - (M_0^\varsigma)^3}} =: \Theta_2(K).$$

(7.19)

Proof of (iii). We analyze the behavior of $\Theta_1(K)$ defined in (7.16) as $K \to +\infty$.

First of all, we rewrite (7.13) as

$$\frac{1}{1 + K} = (L_0^\varsigma(K))^2 \left( L_0^\varsigma(K) + \frac{I(L_0^\varsigma(K))}{2I'(L_0^\varsigma(K))} \right)$$

(7.20)

and assume by contradiction that $\liminf_{K \to +\infty} L_0^\varsigma(K) = 0$. Then, the liminf for $K \to +\infty$ of the last factor in (7.20) would be equal to $I(0)/(2I'(0)) < 0$. This would imply that, for some sequence of $K$ converging to $+\infty$, the right-hand side in (7.20) is negative, contradicting the positivity of the left-hand side. The same reasoning guarantees that $\limsup_{K \to +\infty} L_0^\varsigma(K) > 0$. Moreover, by letting $K \to +\infty$ in (7.20), we have that both lim inf and lim sup satisfy

$$\frac{2I'(r)}{I(r)} = -\frac{1}{r}. $$


This equation has a unique solution $\bar{L}$ thanks to (7.11). Thus $\lim_{K \to +\infty} L_0^\sigma(K) = \bar{L}$. Furthermore, thanks to (7.15), also $\lim_{K \to +\infty} M_0^\sigma(K) = \bar{L}$. From (7.16) we conclude that
\[
\lim_{K \to +\infty} \Theta_1(K) = 0.
\]
Next, we claim that
\[
\lim_{K \to 0^+} \Theta_1(K) = +\infty. \quad (7.21)
\]
Once this is proved, by the continuity of $\Theta_1(K)$, there exists $K_4 > 0$ such that
\[
\Theta_1(K_4) = 1 - 2\sigma \quad \text{and} \quad \Theta_1(K) < 1 - 2\sigma, \quad \text{for all } K > K_4. \quad (7.22)
\]
With this definition, we have that, for all $K > K_4$, $\lim_{K \to +\infty} \ell_{1,2}^0 < 1 - 2\sigma$, and the properties of the connection times shown in Section 4.1 guarantee the existence of at least four solutions of problem (1.4), once $K > K_4$ has been fixed and $\lambda$ is sufficiently large (depending on $K$).

To conclude this step, it only remains to prove (7.21). First of all, since, from Step 5, $L_0^\sigma(K) \in (L_0^M, 1)$, (7.3) implies that $\lim_{K \to 0^+} L_0^\sigma(K) = 1$. Then, thanks to the definition (7.16), since $I$ is continuous and $I(1) = 0$, it will be enough to show that
\[
\int_{M_0^\sigma(K)}^{L_0^\sigma(K)} \frac{d\tilde{u}}{\sqrt{\tilde{u}^3 - (\bar{M}_0^\sigma(K))^3}}
\]
is bounded away from zero, as $K \to 0^+$. This will follow if we prove that
\[
\lim_{K \to 0^+} M_0^\sigma(K) \in [0, 1). \quad (7.23)
\]
From (7.15) and L’Hôpital’s rule, we have
\[
\lim_{K \to 0^+} (M_0^\sigma(K))^3 = \lim_{K \to 0^+} \frac{(1 + K)(L_0^\sigma(K))^3 - 1}{K} = \lim_{K \to 0^+} (L_0^\sigma(K))^3 + 3(1 + K)(L_0^\sigma(K))^2(L_0^\sigma(K))',
\]
provided that the latter limit exists. Thus, to get (7.23), it will suffice to prove that $\lim_{K \to 0^+}(L_0^\sigma(K))'$ is a negative real number. Using (7.4), we rewrite (7.20) as
\[
\frac{1}{1 + K} = (L_0^\sigma(K))^3 - \frac{1}{2\sqrt{3}} I(L_0^\sigma(K))\sqrt{1 - (L_0^\sigma(K))^3(L_0^\sigma(K))^2},
\]
we differentiate with respect to $K$
\[
-\frac{1}{(1 + K)^2} = (L_0^\sigma(K))' \left(3(L_0^\sigma(K))^2 + \frac{1}{2}(L_0^\sigma(K))^2 + \frac{\sqrt{3}I(L_0^\sigma(K))(L_0^\sigma(K))^4}{4\sqrt{1 - (L_0^\sigma(K))^3}} \right)
- (L_0^\sigma(K))^3 \frac{L_0^\sigma(K)}{\sqrt{3}} I(L_0^\sigma(K))\sqrt{1 - (L_0^\sigma(K))^3},
\]
and, by taking the limit as $K \to 0^+$ and using that $\lim_{r \to 1^-} \frac{I(r)}{\sqrt{1 - r}} = 2$, we obtain that $\lim_{K \to 0^+}(L_0^\sigma(K))' = -\frac{1}{4}$, which concludes the proof of our claim.

Proof of (iv). We analyze the behavior of $\Theta_2(K)$ defined in (7.19) as $K \to +\infty$. By reasoning as in the proof of (iii), we have that
\[
\lim_{K \to +\infty} \Theta_2(K) = 0, \quad \lim_{K \to 0^+} \Theta_2(K) = +\infty,
\]
thus, by continuity, there exists $K_8$ such that
\[
\Theta_2(K_8) = 1 - 2\sigma \quad \text{and} \quad \Theta_2(K) < 1 - 2\sigma, \quad \text{for all } K > K_8. \tag{7.24}
\]

With this definition, we have that, for all $K > K_8$, $\lim_{\lambda \to +\infty} \Theta_2(\lambda) < 1 - 2\sigma$, and the properties of the connection times shown in Section 4.1 guarantee the existence of at least eight solutions of problem (1.4), once $K > K_8$ has been fixed and $\lambda$ is sufficiently large (depending on $K$).

In addition, from (7.19) and (7.22), we have that
\[
\Theta_2(K_4) > \Theta_1(K_4) = 1 - 2\sigma;
\]
hence, by (7.24), we conclude that $K_8 > K_4$.

We point out that $K_4$ and $K_8$ only depend on $\sigma$, as it is clear from their definition (cf., (7.16), (7.19), (7.22), and (7.24)).

We conclude this section by stating Theorem 1.3 under a dual viewpoint, which consists in fixing $K > 0$ and letting $\sigma \in (0, \frac{1}{2})$ vary to obtain our multiplicity results.

**Corollary 7.1.** Let $\tilde{a}$ be as in (1.5) with fixed $K > 0$. Then, there exist two values $\sigma_4(K), \sigma_8(K)$, with $0 < \sigma_8(K) < \sigma_4(K)$, such that the following assertions hold:

(i) for all $\sigma \in (0, \frac{1}{2})$, there exists $\lambda_1^*(\sigma) > 0$ such that problem (1.4) admits at least one solution for all $\lambda > \lambda_1^*(\sigma)$;

(ii) for all $\sigma \in \left(0, \frac{K}{2(1 + K)}\right)$, problem (1.4) admits at least two solutions for all $\lambda > \lambda^*$, where $\lambda^*$ is as in Theorem 7.1;

(iii) for all $\sigma \in (0, \sigma_4(K))$, there exists $\lambda_4^*(\sigma) > 0$ such that problem (1.4) admits at least four solutions for all $\lambda > \lambda_4^*(\sigma)$;

(iv) for all $\sigma \in (0, \sigma_8(K))$, there exists $\lambda_8^*(\sigma) > 0$ such that problem (1.4) admits at least eight solutions for all $\lambda > \lambda_8^*(\sigma)$.

**Proof.** Let $K > 0$ be fixed. It is enough to apply the procedure exploited for the proof of Theorem 1.3. Indeed, we consider the quantities $\mathcal{L}_0$ and $\mathcal{L}_1$ introduced in (4.9) and (4.13) respectively, which in this setting read as
\[
\mathcal{L}_0 = \frac{2\sigma}{K}, \quad \mathcal{L}_1 = \frac{2}{\sqrt{K\lambda}} \arctan \left( \frac{\tanh(\sqrt{K\lambda} \sigma)}{\sqrt{K}} \right).
\]

Our aim is to study how the previous quantities, as well as those in (7.16) and (7.19), vary with respect to $\sigma$ and if they are above or below the level $1 - 2\sigma$. For this reason, we explicitly denote here the dependence of all these quantities on $\sigma$.

For point (i), we observe that $\mathcal{L}_1$ is arbitrarily small for sufficiently large $\lambda$, while, for point (ii), we recall that $\mathcal{L}_0 > \mathcal{L}_1$, and observe that
\[
\mathcal{L}_0(\sigma) < 1 - 2\sigma \quad \text{if and only if} \quad \sigma < \frac{K}{2(1 + K)}.
\]

For points (iii) and (iv), we have that the functions $\Theta_1(\sigma)$ and $\Theta_2(\sigma)$ satisfy
\[
\Theta_1(0) = 0 = \Theta_2(0), \quad 0 < \Theta_1(\sigma) < \Theta_2(\sigma), \quad \text{for all } \sigma \in (0, 1/2).
On the other hand, $1 - 2\sigma$ decreases from 1 to 0 as $\sigma$ increases from 0 to 1/2. Hence, there exists a unique $\sigma_4$ and a unique $\sigma_8$ such that

$$
\Theta_1(\sigma_4) = 1 - 2\sigma_4 \quad \text{and} \quad \Theta_1(\sigma) < 1 - 2\sigma, \quad \text{for all } \sigma < \sigma_4,
$$

$$
\Theta_2(\sigma_8) = 1 - 2\sigma_8 \quad \text{and} \quad \Theta_2(\sigma) < 1 - 2\sigma, \quad \text{for all } \sigma < \sigma_8.
$$

At last, by reasoning as in the proof of Theorem 1.3 we notice that 0 < $\sigma_8 < \sigma_4$ and complete the proof of these statements using the behavior of the connection times shown in Section 4.1. □

**Remark 7.2.** Both Theorem 1.3 and Corollary 7.1 assert that problem (1.4) admits at least two solutions, for all $\lambda \in [\lambda^*, +\infty)$ provided that the mean value of the weight $\int_0^1 \tilde{a}(t) \, dt$ is negative. Moreover, there is a higher multiplicity, with at least four and eight solutions, provided that the mean is sufficiently negative and $\lambda$ is sufficiently large. These multiplicity results are compatible with those in [1, 5], where the existence of $3^m - 1$ solutions of (1.1) is obtained for a weight term $a_{\lambda, \mu}$ with $m$ intervals of positivity separated by intervals of negativity, a negative mean value, $\lambda > \lambda^*$ and $\mu$ sufficiently large. ◁

**Appendix A. Monotonicity of the time maps $T_p$ and $T_l$**

This appendix contains the omitted details in the proofs of Propositions 3.1 and 3.2 concerning the properties of the time maps $T_p$ and $T_l$. To this purpose we maintain the notation introduced in Section 3.

**Lemma A.1.** For every $x \in (0, x_p)$ and $\xi \in (0, 1)$, if $y(x) = -kx^2$, with $k > 0$, and $N(x, \xi)$ is as in (3.10), then $\partial_\xi N(x, \xi) < 0$.

**Proof.** From (3.10) we obtain that

$$
\frac{\partial_\xi N(x, \xi)}{\mu(x - m(x))} = - (1 - m'(x))g(x - (x - m(x))\xi) + (x - m(x))g'(x - (x - m(x))\xi)(1 - (1 - m'(x))\xi).
$$

(A.1)

By using (3.4) and (3.6), relation (3.11) becomes

$$
m'(x) = \frac{\mu g(x) - y(x)g'(x)}{\mu g(m(x))} = \frac{\mu g(x) - 2k^2x^3}{\mu g(m(x))} = \frac{xg(x) - 4(G(x) - G(m(x)))}{xg(m(x))}.
$$
and, by substituting in (A.1), we get

\[ xg(m(x)) \frac{\partial_x N(x, \xi)}{\mu(x - m(x))} = \]

\[ = \left(x(g(x) - g(m(x))) - 4(G(x) - G(m(x)))\right)g(x - (x - m(x))\xi) \]

\[ + (x - m(x))g'(x - (x - m(x))\xi) \left(xg(m(x)) + (x(g(x) - g(m(x))) \right) \]

\[ - 4(G(x) - G(m(x))))\xi \right) \]

By recalling that \(0 < m(x) < x < 1\) for all \(x \in (0, 1)\), the previous relation shows that, in order to prove that \(\partial_x N(x, \xi) < 0\) for all \(x \in (0, x_p)\) and \(\xi \in (0, 1)\), it is sufficient to show that

\[ \tilde{N}_p(x, m, \xi) < 0, \quad \text{for all } \xi \in (0, 1), x \in (0, 1) \text{ and } m \in (0, x), \]

where

\[ \tilde{N}_p(x, m, \xi) := \left(x(g(x) - g(m)) - 4(G(x) - G(m))\right)g(x - (x - m)\xi) \]

\[ + (x - m)g'(x - (x - m)\xi) \left(xg(m) + (x(g(x) - g(m)) - 4(G(x) - G(m))))\xi \right) \]

By using the expressions of \(g\) and \(G\), we have

\[ 3\tilde{N}_p(x, m, \xi) = (x - m)(x - (x - m)\xi)\tilde{N}_p(x, m, \xi), \quad (A.2) \]

where

\[ \tilde{N}_p(x, m, \xi) := a(x, m)\xi^2 + b(x, m)\xi + c(x, m), \quad (A.3) \]

\[ a(x, m) := 2(x - m)^2(3m^3 - 4m^2 - mx - x^2), \]

\[ b(x, m) := (x - m)(-4m^2 + 3m^3 - mx + 13m^2x - 12m^3x - x^2 + mx^2 + x^3), \quad (A.4) \]

\[ c(x, m) := x(2m^2 - 3m^3 - mx - 5m^2x + 6m^3x - x^2 + mx^2 + x^3). \]

The first two factors in the right-hand side of (A.2) are positive in the range of the variables that we are considering. We claim that the third one is negative, and, hence, conclude the proof.

As it is apparent from (A.3), \(\tilde{N}_p(x, m, \xi)\) is a parabola in the \(\xi\)-variable. We aim to show that:

\(i\) \(a(x, m) < 0,\)

\(ii\) \(c(x, m) < 0,\)

\(iii\) if \(b(x, m) > 0,\) then \(\Delta(x, m) < 0,\) where \(\Delta(x, m) := b(x, m)^2 - 4a(x, m)c(x, m)\)

is the discriminant of the parabola.

The first point says that the parabola is concave. The second one says that the parabola has a negative value for \(\xi = 0;\) thus, if the vertex has negative abscissa, the parabola is strictly decreasing and, hence, negative, for all \(\xi \in (0, 1).\) On the contrary, when the vertex has positive abscissa, the first and last points guarantee that the parabola lies always below the level \(0.\) As a consequence, if we show \(i,\)

\(ii\) and \(iii,\) our claim is proved.
To prove (i), we can equivalently show that $f_1(x, m) := 3m^3 - 4m^2 - mx - x^2 < 0$ in the region
\[ \mathcal{R} := \{(x, m) : 0 < m < x < 1\}. \]
Since $\frac{\partial f_1}{\partial x} = -m + 2x < 0$ in $\mathcal{R}$, the function $f_1$ does not have critical points in $\mathcal{R}$. On the boundary of $\mathcal{R}$, we have
- $f_1(x, 0) = -x^2 < 0$ for all $x \in (0, 1)$;
- $f_1(1, m) = 3m^3 - 4m^2 - m - 1$, which is negative for all $m \in (0, 1)$; indeed, it is a cubic with positive leading coefficient, it is negative for $m = 0$, and its derivative vanishes for $m = -1/9$ and $m = 1$, thus it is strictly decreasing for all $m \in (0, 1)$;
- $f_1(x, x) = 3x^2(x - 2) < 0$ for all $x \in (0, 1)$;

hence $f_1$ is negative in $\mathcal{R}$.

For point (ii), we consider
\[ f_2(x, m) := 2m^2 - 3m^3 - mx - 5mx^2 + 6m^3x - x^2 + mx^2 + x^3 \]
and, as above, we prove, first of all, that it does not have critical points in $\mathcal{R}$. Indeed, the relation $\frac{\partial f_2}{\partial x} = \frac{\partial f_2}{\partial m}$ has two roots
\[ x^\pm(m) := \frac{1}{4} \left( 1 - 12m + 18m^2 \pm \sqrt{\Delta_2(m)} \right), \]
where $\Delta_2(m) := 1 + 16m + 148m^2 - 480m^3 + 324m^4$. Moreover, $\Delta_2(m)$ has two zeros $m^\pm$ in $(0, 1)$ with $\frac{1}{2} < m^- < m^+ < 1$, and is positive in $(0, 1) \setminus [m^-, m^+]$. Observe that $x^-(m) < x^+(m)$, and, in addition, it is easy to show that:
- $x^-(m) < 0$ for every $0 < m < \frac{1}{2}$;
- $x^+(m) \leq \frac{1}{2}$ for every $\frac{1}{2} \leq m < m^-$;
- $x^-(m) > 1$ for every $m^+ \leq m < 1$.

Therefore, for $\frac{\partial f_2}{\partial x}(x, m) = \frac{\partial f_2}{\partial m}(x, m)$ to hold in $\mathcal{R}$, $m$ has to lie in $(0, \frac{1}{2})$, and $x$ has to be equal to $x^+(m)$. Moreover, the relation $\frac{\partial f_2}{\partial x} = 0$ has only one positive root for $0 < m < 1$, which is
\[ x_0(m) := \frac{1}{3} \left( 1 - m + \sqrt{1 + m + 16m^2 - 18m^3} \right), \]
and it holds that $x_0(m) > x^+(m)$ for all $0 < m < \frac{1}{2}$. This shows that $f_2$ cannot admit critical points in $\mathcal{R}$. As a second step, we study $f_2$ on the boundary of $\mathcal{R}$:
- $f_2(x, 0) = x^2(x - 1) < 0$ for all $x \in (0, 1)$;
- $f_2(1, m) = 3m^2(m - 1) < 0$ for all $m \in (0, 1)$;
- $f_2(x, x) = 6x^3(x - 1) < 0$ for all $x \in (0, 1)$.

This concludes the proof of point (ii).

We pass to (iii), thus we assume that $b(x, m) > 0$, and, from (A.4), we get
\[ f_3(x, m) := -4m^2 + 3m^3 - mx + 13m^2x - 12m^3x - x^2 + mx^2 + x^3 > 0. \]

Our goal is to prove that $\Delta(x, m) < 0$. Direct computations give
\[ \Delta(x, m) = (x - m)^2 \delta_1(x, m) \delta_2(x, m), \]
Lemma A.2. Therefore, the second relation in (A.5) follows, and the proof is complete. □

By using (3.12) and (3.6), relation (3.11) now gives

Proof. \( N \) and \( \delta \)

which is negative since

discriminant of the cubic equation

we have:

for all \( m \)

Indeed, for the first inequality, we recall that the discriminant of a cubic equation

where

thus we want to show that \( \delta_1 \) and \( \delta_2 \) have opposite sign. This follows since

\[
\delta_1(x, m) < 0 \quad \text{and} \quad 0 < f_3(x, m) < \delta_2(x, m) \quad \text{in} \quad \mathcal{R}. \tag{A.5}
\]

Indeed, for the first inequality, we recall that the discriminant of a cubic equation \( ax^3 + bx^2 + cx + d \) is given by \( 18abcd - 4b^3d + b^2c^2 - 4ac^3 - 27a^2d^2 \). Therefore, the discriminant of the cubic equation \( x \mapsto \delta_1(x, m) \) is

\[
-3m^2(5 + 4m + 108m^2 - 176m^3 + 68m^4),
\]

which is negative since

\[
108m^2 - 176m^3 + 68m^4 = m^2(108 - 176m + 68m^2) > 0,
\]

for all \( m \in (0, 1) \). This shows that the cubic \( x \mapsto \delta_1(x, m) \) has a unique real root, which is greater than 1, since \( \delta_1(1, m) = 3m^2(m - 1) < 0 \) and \( \delta_1(x, m) \rightarrow +\infty \) as \( x \rightarrow +\infty \). This shows the first relation of (A.5). The second relation is equivalent to

\[
4x(-m^2 + 3m^3 + 2mx + 2x^2) > 0.
\]

If we denote

\[
f_4(x, m) := -m^2 + 3m^3 + 2mx + 2x^2,
\]

we have that \( \frac{\partial f_4}{\partial x} = 4x + 2m > 0 \), thus \( f_4(x, m) \) has no critical points in \( \mathcal{R} \). Moreover, on the boundary of such a region we have:

- \( f_4(x, 0) = 2x^2 > 0 \) for all \( x \in (0, 1) \);
- \( f_4(1, m) = 2 + 2m - m^2 + 3m^3 > 2 - m^2 > 0 \) for all \( m \in (0, 1) \);
- \( f_4(x, x) = 3x^2(x + 1) > 0 \) for all \( x \in (0, 1) \).

Therefore, the second relation in (A.5) follows, and the proof is complete. □

Lemma A.2. For every \( x \in (x_1, 1) \) and \( \xi \in (0, 1) \), if \( y(x) = -k(1 - x) \), with \( k > 0 \), and \( N(x, \xi) \) is as in (3.10), then \( \partial_\xi N(x, \xi) > 0 \).

Proof. By using (3.12) and (3.6), relation (3.11) now gives

\[
m'(x) = \frac{\mu g(x) - y(x)g'(x)}{\mu g(m(x))} = \frac{\mu g(x) + k^2(1 - x)}{\mu g(m(x))} \frac{1 - x)g(x) + 2(G(x) - G(m(x)))}{(1 - x)g(m(x))}.
\]

and, by substituting in (A.1), we get

\[
(1 - x)g(m(x)) \frac{\partial_\xi N(x, \xi)}{\mu(x - m(x))} =
\]

\[
= g(x - (x - m(x))\xi)((1 - x)(g(x) - g(m(x))) + 2(G(x) - G(m(x))))
\]

\[
+ (x - m(x))g'(x - (x - m(x))\xi) \cdot \left( (1 - x)g(m(x)) + ((1 - x)(g(x) - g(m(x))) + 2(G(x) - G(m(x))))\xi \right).
\]
Thus, as in Lemma A.1 if we set
\[ \tilde{N}_1(x, m, \xi) := g(x - (x - m)\xi) \left( (1 - x)(g(x) - g(m)) + 2(G(x) - G(m)) \right) \]
\[ + (x - m)g'(x - (x - m)\xi). \]
\[ \cdot \left( (1 - x)g(m) + ((1 - x)(g(x) - g(m)) + 2(G(x) - G(m)))\xi, \right), \]

it is sufficient to show that \( \tilde{N}_1(x, m, \xi) > 0 \) for all \( \xi \in (0, 1) \), \( x \in (0, 1) \) and \( m \in (0, x) \). By using the expressions of \( g \) and \( G \), we have
\[ -6\tilde{N}_1(x, m, \xi) = (x - m)(x - (x - m)\xi)\tilde{N}_1(x, m, \xi), \quad (A.6) \]

where
\[ \tilde{N}_1(x, m, \xi) := a(x, m)\xi^2 + b(x, m)\xi + c(x, m), \]
\[ a(x, m) := 2(x - m)^2(-6m + 2m^2 + 3m^3 - 6x + 8mx - 3m^2x + 8x^2 \]
\[ - 3mx^2 - 3x^3), \]
\[ b(x, m) := (x - 1)(x - m)(6m + 16m^2 - 21m^3 + 6x - 8mx + 3m^2x - 8x^2 \]
\[ + 3mx^2 + 3x^3), \]
\[ c(x, m) := (x - 1)(12m^2 - 12m^3 + 6mx - 20m^2x + 15m^3x + 6x^2 - 8mx^2 \]
\[ + 3m^2x^2 - 8x^3 + 3mx^3 + 3x^4). \]

The first two factors in (A.6) are positive; the third one can be shown to be negative for the values of the parameters that we are considering with similar arguments as in the proof of Lemma A.1, i.e., by proving that \( a(x, m) \) and \( c(x, m) \) are negative and, here, that \( b(x, m) \) is negative too. \( \square \)

Appendix B. Behavior of \( T_1(s) \) near \( s = 0 \)

The purpose of this appendix is proving that the connection time \( T_1(s) \) defined in (4.12) is increasing in a right neighborhood of \( s = 0 \). To do so, we will show that
\[ \lim_{s \to 0^+} T_1'(s) > 0. \quad (B.1) \]

As a consequence, all the subsequent expansions are meant to be valid for \( s \to 0^+ \). Starting from (4.12), direct transformations give
\[ T_1(s) = 2 \int_0^{u_s(\sigma) - m(u_s(\sigma))} \frac{d\tilde{u}}{\sqrt{(v_s(\sigma))^2 + 2\mu(G(\tilde{u} + m(u_s(\sigma))) - G(u_s(\sigma)))}} \]
\[ = 2 \int_0^{1} \frac{d\xi}{\sqrt{(v_s(\sigma))^2 + 2\mu(G((u_s(\sigma) - m(u_s(\sigma))\xi + m(u_s(\sigma))) - G(u_s(\sigma)))) \cdot (u_s(\sigma) - m(u_s(\sigma)))^2}}. \quad (B.2) \]

To achieve our goal, we will establish some asymptotic expansions of the quantities appearing in expression (B.2). We start the investigation with the terms depending
only on the problem in the interval $[0, \sigma]$. We start by proving that
\[ u_s(t) = s - \frac{\lambda t^2}{2} s^2 + o(s^2), \quad \text{for all } t \in [0, \sigma]. \quad \text{(B.3)} \]
The first term in the development has already been proved in (2.14). Moreover, from (2.16), for all $t \in [0, \sigma]$, we deduce that
\[ \sqrt{2\lambda t} = \int_0^0 \frac{\text{d}\tilde{u}}{\sqrt{G(s) - G(\tilde{u} + s)}} \quad \text{and} \quad \int_0^0 \frac{\text{d}\xi}{\sqrt{G(s) - G(s^2 \xi + s)}}. \quad \text{(B.4)} \]

Since the radicand converges, for $\xi < 0$, to $-\xi$ as $s \to 0^+$, if we set
\[ l^{-2}_2 := \liminf_{s \to 0^+} \frac{u_s(t) - s}{s^2} \]
and take the $\liminf$ in (B.4), the dominated convergence theorem gives that $l_2^-$ satisfies
\[ \sqrt{2\lambda t} = \int_{l^{-2}_2}^0 \frac{\text{d}\xi}{\sqrt{-\xi}} = 2\sqrt{-l^{-2}_2}, \quad \text{for all } t \in [0, \sigma]. \]

Reasoning similarly with the $\limsup$, we obtain that
\[ \lim_{s \to 0^+} \frac{u_s(t) - s}{s^2} = -\frac{\lambda t^2}{2}, \quad \text{for all } t \in [0, \sigma]. \]

Therefore, (B.3) holds true.

The next step consists in proving that
\[ v_s(\sigma) = -\lambda \sigma s^2 + \frac{\lambda \sigma}{3} (3 + \lambda s^2) s^3 + o(s^3). \quad \text{(B.5)} \]

We notice that the first term in the development has already been proved in (2.15). Moreover, we observe that (B.5) is equivalent to
\[ \lim_{s \to 0^+} \frac{u_s'(\sigma) + \lambda \sigma s^2}{s^3} = \frac{\lambda \sigma}{3} (3 + \lambda s^2). \]

By integrating (2.5) in $[0, \sigma]$, we obtain
\[ \frac{u_s'(\sigma)}{s^3} + \frac{\lambda \sigma s^2}{s^3} = -\lambda \int_0^\sigma \frac{g(u_s(t)) - s^2}{s^3} \text{d}t, \]
and, thanks to (B.3), the integrand converges to $-1 - \frac{\lambda t^2}{2}$, as $s \to 0^+$. Thus, the dominated convergence theorem ensures that
\[ \lim_{s \to 0^+} \frac{u_s'(\sigma) + \lambda \sigma s^2}{s^3} = -\lambda \int_0^\sigma \left(-1 - \frac{\lambda t^2}{2}\right) \text{d}t = \lambda \left(\sigma + \frac{\lambda \sigma^3}{3}\right), \]
as desired. Finally, to conclude this analysis in $[0, \sigma]$, we will improve the expansion (B.3) of $u_s(\sigma)$ by computing the value of $\alpha_3$ such that
\[ u_s(\sigma) = s - \frac{\lambda \sigma^2}{2} s^2 + \alpha_3 s^3 + o(s^3). \quad \text{(B.6)} \]
First of all, we observe that such value $\alpha_3$ exists since the differentiable dependence theorem with respect to parameters ensures that the function $s \mapsto u_s(\sigma)$ is $C^\infty$. Then, we recall the energy conservation in $[0, \sigma]$, which reads

\[
(v_s(\sigma))^2 + 2\lambda G(u_s(\sigma)) = 2\lambda G(s) = 2\lambda\left(\frac{s^3}{3} - \frac{s^4}{4}\right),
\]

and, by considering (B.6) and (B.5), we compute the corresponding expansion up to the fifth order, and so

\[
\alpha_3 = \frac{\lambda \sigma^2}{12} \left(6 + \lambda \sigma^2\right).
\]

For notational convenience, we denote the coefficients in (B.6) and (B.5) as follows:

\[
\alpha_2 := -\frac{\lambda \sigma^2}{2}, \quad \beta_2 := -\lambda \sigma, \quad \beta_3 := \frac{\lambda \sigma}{3} \left(3 + \lambda \sigma^2\right). \tag{B.7}
\]

We pass to study $m(u_s(\sigma))$, which, due to the energy conservation in $[\sigma, 1 - \sigma]$, satisfies

\[
(v_s(\sigma))^2 - 2\mu G(u_s(\sigma)) = -2\mu G(m(u_s(\sigma))), \tag{B.8}
\]

and, again thanks to the differentiable dependence theorem with respect to parameters, it is a regular function of $s$; thus it can be written as

\[
m(u_s(\sigma)) = m_1 s + m_2 s^2 + m_3 s^3 + o(s^3),
\]

for some coefficients $m_1, m_2, m_3 \in \mathbb{R}$. By plugging this expansion in (B.8), using (B.6), (B.5), and (B.7) and equaling the coefficients of the same powers of $s$, we obtain

\[
m_1 = 1,
\]

\[
m_2 = \alpha_2 - \frac{\beta_2^2}{2\mu} = -\frac{\lambda(\lambda + \mu)\sigma^2}{2\mu}, \tag{B.9}
\]

\[
m_3 = m_2 - m_2^2 - \alpha_2 + \alpha_2^2 + \alpha_3 - \frac{\beta_2 \beta_3}{\mu}
\]

\[
= \frac{\lambda^2 \sigma^2}{12 \mu^2} \left(6\mu - 3\lambda^2 \sigma^2 - 2\lambda \mu \sigma^2\right) + \frac{\lambda \sigma^2}{12} \left(6 + \lambda \sigma^2\right).
\]

We now set $N(s, \xi)$ to be the numerator in the square root in (B.2), and $D(s)$ the denominator. Then, by differentiating (B.2) with respect to $s$, we obtain

\[
T_1'(s) = -\int_0^1 \left(\frac{N(s, \xi)}{D(s)}\right)^{-\frac{3}{2}} \frac{\partial_s N(s, \xi) D(s) - N(s, \xi) D'(s)}{(D(s))^2} \, d\xi. \tag{B.10}
\]

The expansions determined above give

\[
N(s, \xi) = n_4(\xi)s^4 + n_5(\xi)s^5 + o(s^5), \quad D(s) = d_4s^4 + d_5s^5 + o(s^5), \tag{B.11}
\]
where
\[ n_4(\xi) = \beta_2^2 + 2\mu((\alpha_2 - m_2)\xi + m_2 - \alpha_2) = 2\mu(\alpha_2 - m_2)\xi = \lambda^2\sigma^2\xi, \]
\[ n_5(\xi) = 2\beta_2\beta_3 + 2\mu\left( ((\alpha_2 - m_2)\xi + m_2)^2 - ((\alpha_2 - m_2)\xi + m_2) + (\alpha_3 - m_3)\xi + m_3 \right) - 2\mu(\alpha_2^2 - \alpha_2 + \alpha_3), \]
\[ d_4 = (\alpha_2 - m_2)^2, \]
\[ d_5 = 2(\alpha_2 - m_2)(\alpha_3 - m_3), \]

(in the computation for \( n_4(\xi) \) we have used (B.9)). Thus, the first factor in the integral of (B.10) satisfies
\[ \lim_{s \to 0^+} \left( \frac{N(s, \xi)}{D(s)} \right)^{-\frac{3}{2}} = \left( \frac{\lambda\sigma}{2\mu} \right)^{\frac{3}{2}} \xi^{-\frac{3}{2}}. \]

Regarding the second factor, by differentiating the expressions (B.11) with respect to \( s \), we see that the coefficient of \( s^7 \) in the numerator vanishes (it is equal to \( 4n_4(\xi)d_4 - 4n_4(\xi)d_4 \)), and the coefficient of \( s^8 \) is
\[ n_5(\xi)d_4 - n_4(\xi)d_5 = \frac{\lambda^7\xi\sigma^8(3\lambda(\xi - 3) - 8\mu)}{24\mu^3}. \]

As a consequence, by passing to the limit in (B.10), we obtain
\[ \lim_{s \to 0^+} T_1'(s) = -\left( \frac{\lambda\sigma}{2\mu} \right)^{\frac{3}{2}} \frac{\lambda^7\sigma^8}{24\mu^3} \frac{16\mu^4}{\lambda^8\sigma^8} \int_0^1 \xi^{-\frac{3}{2}} (3\lambda(\xi - 3) - 8\mu) \, d\xi \]
\[ = -\frac{\lambda^2\sigma^3}{12\mu^2} \left( 3\lambda \int_0^1 \sqrt{\xi} \, d\xi - (9\lambda + 8\mu) \int_0^1 \frac{d\xi}{\sqrt{\xi}} \right) \]
\[ = \frac{4\lambda^2(\lambda + \mu)\sigma^3}{3\mu^2} > 0, \]

as desired.

**Remark B.1.** We observe that, with the same asymptotic expansions, by passing to the limit in (B.2), we can recover the value of \( \lim_{s \to 0^+} T_1(s) \) obtained in (4.9).  
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