A Lightweight Attention-Based CNN Model for Efficient Gait Recognition with Wearable IMU Sensors
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Abstract: Wearable sensors-based gait recognition is an effective method to recognize people’s identity by recognizing the unique way they walk. Recently, the adoption of deep learning networks for gait recognition has achieved significant performance improvement and become a new promising trend. However, most of the existing studies mainly focused on improving the gait recognition accuracy while ignored model complexity, which make them unsuitable for wearable devices. In this study, we proposed a lightweight attention-based Convolutional Neural Networks (CNN) model for wearable gait recognition. Specifically, a four-layer lightweight CNN was first employed to extract gait features. Then, a novel attention module based on contextual encoding information and depthwise separable convolution was designed and integrated into the lightweight CNN to enhance the extracted gait features and simplify the complexity of the model. Finally, the Softmax classifier was used for classification to realize gait recognition. We conducted comprehensive experiments to evaluate the performance of the proposed model on whuGait and OU-ISIR datasets. The effect of the proposed attention mechanisms, different data segmentation methods, and different attention mechanisms on gait recognition performance were studied and analyzed. The comparison results with the existing similar researches in terms of recognition accuracy and number of model parameters shown that our proposed model not only achieved a higher recognition performance but also reduced the model complexity by 86.5% on average.
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1. Introduction

Recent years witnessed a remarkable growth in the variety and number of Wearable Intelligent Devices (WID). The application of WID becomes more and more pervasive, including mobile payment, instant messaging, social networking and entertainment, positioning and navigation, telecommuting and health monitoring etc. Along with the great convenience brought by the WID, comes the high privacy leakage risk. Due to the large amount of private information stored in or collected by the WID, the security of the WID is of great importance.

Nowadays, biometrics have become the most popular technology for access control of the WID [1]. Biometrics recognize individual identity through the distinctive, stable and measurable physiological or behavioral characteristics of human [2]. There are mainly two kinds of biometrics, namely physiological biometrics and behavioral biometrics. Physiological biometrics are related to the shape of the body, e.g. human face [3], fingerprint [4] and iris [5], etc.; while behavioral biometrics are related to the pattern of behavior of a person, including gait, keystroke, signature, etc.

Although physiological biometrics have been widely used, they have many insurmountable shortcomings. Firstly, the sensors for physiological features acquisition (e.g., fingerprint scanner, camera) are expensive and large in size, which make it impossible to
integrated them into the low-cost and small size WID. Secondly, physiological biometrics, like fingerprint, is easy to be copied and tampered [6]. Lastly, due to the static nature of physiological characteristics, physiological biometrics often require the user’s explicit interaction with the device, and cannot achieve active, real-time and continuous user identification [7], which would be a risk if the unlocked device gets lost [8].

Gait is a kind of behavior biometrics, which refers to the walking posture of a subject [9]. Previous studies have shown that the uniqueness of each person’s gait can hardly be imitated or copied [1–3]. Gait based identity recognition (gait recognition) is an active, real-time and continuous identity recognition method [7,8], which doesn’t need the explicit interaction of the users and has high security. Besides, with the development of the microelectronics technology, almost all WID have integrated with Inertial Measurement Unit (IMU) for their low cost, small size and low power consumption [10]. This makes it possible to acquire the gait information using the IMU that built-in WID to authenticate or recognize the users of the WID.

In this paper, we proposed a lightweight attention-based Convolutional Neural Networks (CNN) model for efficient gait recognition with the wearable IMU sensors. The outstanding ability of the CNN for biometric recognition have been proven in previous studies [1,3,5]. We improved the model by reducing the model complexity to make it suitable for WID and improving the gait recognition robustness to make it suitable for real-word scenarios. The main innovations and contributions of this study are summarized as follows:

(1) We proposed a new attention method that can reduce model parameters based on contextual encoding information [11] and depthwise separable convolution [12]. The lightweight CNN with the proposed attention mechanism can extract more distinctive gait features and improve recognition accuracy.

(2) We conducted comprehensive experiments on two public datasets: OU-ISIR dataset, which is the largest public gait dataset containing the maximum number (744) of participants, and whuGait dataset, the gait data which were collected in real-world unconstrained scenarios. The impact of different data segmentation methods and attention mechanisms on gait recognition performance were studied and analyzed.

The following structure of this paper is scheduled as follows: The related works on gait recognition are described and discussed in Section 2; the proposed lightweight attention-based CNN model for gait recognition is introduced in Section 3; then, the experiments on public gait datasets and corresponding performances are described in Section 4; and finally, conclusions and future works are given in Section 5.

2. Related Works

Existing studies on IMU-based gait recognition can be mainly categorized into two kinds: template matching methods and machine learning methods [13,14]. For template matching methods, the user’s identity is recognized by calculating and comparing the similarity between the gait templates stored in the WID with the gait cycle need to be detected [15]. If the similarity is higher than the predefined threshold the user is recognized as the legitimate user. Methods used for calculating similarity mainly include Dynamic Time Warping (DTW) [16], Pearson Correlation Coefficient (PCC) [17] and Cross-Correlation [18], etc. Various kinds of template matching methods have been studied by many previous works [19–25], and good performance has been achieved under laboratory conditions. However, the above mentioned gait template matching methods need to detect the gait cycles to construct the gait template and test samples. Gait cycle detection is a challenging work since it is sensitive to noise and device positions [26–28] and changes in pace, road conditions and device position are likely to cause gait cycle detection failures or inter-cycle phase misalignment [23,26], which will lead to wrong recognition decisions.

Machine learning methods realized gait recognition by extracting and classifying the unique features of gait signals into different classes [29–31]. Previous studies used support vector machines (SVM) [32–34], nearest neighbors (KNN) [35–37] and random
forests (RF) [32,33] for gait identification, and achieved more robust performance than template matching methods. However, the recognition accuracy of these models were greatly affected by the manually extracted features. At present, there is no standard on how to manually extract distinctive gait features [38]. Extracting features manually requires researchers to have rich professional knowledge and experience in related fields, and must go through data preprocessing, feature engineering and continuous experimental verification and improvement to obtain good results, which make it time-consuming and difficult [39].

Recent studies [13,14,27,38,40–42] indicate that the use of deep learning techniques to study gait recognition has become a new promising trend. Deep learning networks have strong nonlinear representation learning capabilities, and it can automatically extract data features for classification and other tasks [43]. The authors [13] was the first who used the Convolutional Neural Networks (CNN) for gait recognition in 2016. They designed a IDNet framework based on CNN and One-class SVM [44] for user identification and authentication using the accelerometers and gyroscopes data collected by smart phones. Gait features were first extracted through a three-layer CNN, then the PCA [45] algorithm was used to reduce the dimension of the features. Later, the features were input into the One-class SVM for user identification and authentication. Their results showed that CNN has learned more useful features automatically and achieved better performance when compared to manual feature extraction. Since then, a large number of deep learning-based gait recognition methods have been proposed in [14,27,38,40–42]. These methods have made extensive comparisons with traditional machine learning algorithms and template matching algorithms, and have achieved better and robust improvement in recognition accuracy. But there is an obvious problem with them, that is, the models have high complexity (large amount of model parameters), which is not suitable for wearable smart devices with limited computing power and capacity.

In order to solve the problem of high model complexity of the existing gait recognition network based on deep learning, we proposed a lightweight attention-based CNN model for gait-based identification using wearable IMU sensors in this research work. Specifically, a four-layer lightweight CNN was first employed to extract gait features. Then, an attention mechanism based on contextual encoding information [11] and depthwise separable convolution [12] was proposed to strengthen the gait features and reduce model parameters, the number of model parameters determines the model complexity and the size of the memory occupied by the model. Finally, the Softmax classifier was used for classification based on the enhanced features and output decision results. The experiments were conducted on two public datasets whuGait and OU-ISIR, and the recognition accuracy were improved by our lighter model on real scenarios and the largest population datasets compared with existing schemes [27,42].

3. Methods and Materials

3.1. Datasets

In this paper, two public gait datasets: OU-ISIR dataset and whuGait dataset were used. The OU-ISIR dataset is the largest public gait dataset containing the maximum number (744) of participants provided by Ngo et.al from Osaka University [46]. While, whuGait dataset provided by Zou et.al from Whuhan University was collected by the inertial sensors in smartphones in the wild under unconstrained conditions without knowing when, where, and how the users walk. Both of the datasets have been preprocessed and shared by Zou et.al in their studies [42] which was published in 2020. Detail information of the datasets used in our study was proposed as follows.

whuGait dataset: The whuGait dataset contains inertial data of 118 subjects collected by smart phones in a totally unconstrained condition without knowing when, where and how the participants walk. The sampling rate of the sensors is 50 Hz and each sample contains 3-axis accelerometer data and 3-axis gyroscope data. The whuGait dataset consists of 8 sub-datasets, the Datasets #1 to #4 are for person identification, the Datasets #5 and #6
are for authentication, the Datasets #7 and #8 are used for separating walking data from non-walking data [42]. So only Datasets #1 to #4 are used in this paper for gait identification. The main differences among the four datasets include the number of participants, data segmentation method, whether the samples overlap or not, samples size, etc. The detail information about Dataset #1 to #4 are listed in Table 1.

Table 1. Information of the datasets used in this paper [42].

| Dataset Name | Number of Subjects | Data Segmentation Method | Overlap of Samples | Samples for Training | Samples for Test |
|--------------|--------------------|--------------------------|--------------------|---------------------|-----------------|
| Dataset #1   | 118                | Gait cycle based         | 50%                | 33,104              | 3740            |
|              |                    | segmentation (two gait   |                    |                     |                 |
|              |                    | cycles as a sample)      |                    |                     |                 |
| Dataset #2   | 20                 | Gait cycle based         | 0                  | 44,339              | 4936            |
|              |                    | segmentation (two gait   |                    |                     |                 |
|              |                    | cycles as a sample)      |                    |                     |                 |
| Dataset #3   | 118                | Fixed length based      | 50%                | 26,283              | 2991            |
|              |                    | segmentation (sample     |                    |                     |                 |
|              |                    | length = 128)            |                    |                     |                 |
| Dataset #4   | 20                 | Fixed length based      | 0                  | 35,373              | 3941            |
|              |                    | segmentation (sample     |                    |                     |                 |
|              |                    | length = 128)            |                    |                     |                 |
| OU-ISIR      | 744                | Fixed length based      | 61%                | 13,212              | 1409            |
|              |                    | segmentation (sample     |                    |                     |                 |
|              |                    | length = 128)            |                    |                     |                 |

Note: (1) For gait cycle based segmentation, a single sample is interpolated into a fixed length of 128 (using Linear Interpolation function). (2) There is no overlap between the training set and test set. (3) The datasets used in this paper is available at https://github.com/qinnzou/ (accessed on 15 December 2020).

OU-ISIR dataset: The OU-ISIR dataset has been the largest inertial sensor-based gait database with the maximum number of participants. This dataset includes 744 subjects (389 males and 355 females) with wide range of ages from 2 to 78 years, making it a realistic scenario. The Gait signals are captured at 100 Hz from center IMU mounted on a waist belt. Each of the 744 persons walked for 9 meters on a flat surface, and there are few inertial gait data for any single subject (18.73 seconds at most and 5.61 seconds at least with a sensor frequency of 100 Hz) [42]. The details are listed in Table 1.

For the two datasets used in this paper, the 3-axis acceleration data and the 3-axis angular velocity data are combined into a matrix with the shape of 6x 128 as the input of the model. By treating the matrix as an image with one channel, the network can extract the gait features for classification. The visualization of one input sample is shown in Figure 1.
Figure 1. One input sample. $A_x, A_y, A_z$ are the 3-axis acceleration data, and $G_x, G_y, G_z$ are the 3-axis angular velocity data. The 6-axis sensor data are combined into a matrix with the shape of $6 \times 128$.

3.2. Methods

The architecture of our proposed gait recognition method is shown in Figure 2. The model includes a four-layer lightweight CNN and an attention module. The CNN was used to extract gait features at the forefront of the entire network. The attention module based on contextual encoding layer [11] and depthwise separable convolution [12] are used to enhance the gait features related to the identity category and reduce the model parameters. Finally, the enhanced features are flattened into a one-dimensional vector and fed to the Softmax classifier for identify recognition.

3.2.1. Lightweight CNN

The network structure and the parameters of the proposed lightweight CNN is shown in Table 2. As the main function of the proposed lightweight CNN is to automatically extract gait features and feature optimization task is left to the attention module, which is main focus in our method, we adopt the four layer CNN proposed by [42] and improved it by adding a BatchNormalization (BN) layer [47] and a ReLU layer [48] to accelerate the speed of network training and convergence, and prevent gradient disappearance and result overfitting.
Table 2. Structure and parameters of the lightweight CNN.

| Layer Name | Kernel Size | Kernel Num. | Feature Map   |
|------------|------------|-------------|--------------|
| Conv1      | 1 × 9      | 32          | 6 × 64 × 32  |
| Pool1      | 1 × 2      | /           | 6 × 32 × 32  |
| BN         | /          | /           | 6 × 32 × 32  |
| ReLU       | /          | /           | 6 × 32 × 32  |
| Conv2      | 1 × 3      | 64          | 6 × 32 × 64  |
| Conv3      | 1 × 3      | 128         | 6 × 32 × 128 |
| Pool2      | 1 × 2      | /           | 6 × 16 × 128 |
| BN         | /          | /           | 6 × 16 × 128 |
| ReLU       | /          | /           | 6 × 16 × 128 |
| Conv4      | 6 × 1      | 128         | 1 × 16 × 128 |
| BN         | /          | /           | 1 × 16 × 128 |
| ReLU       | /          | /           | 1 × 16 × 128 |

3.2.2. Attention Module

The outstanding performance of the attention mechanism in the application of image recognition, speech recognition, ECG signal processing and natural language processing, etc. has been proven by [49,50]. In this paper, we used the channel attention mechanism proposed by [51] to learn the correlations between channels, according to the learned correlations, the weights of different channels were computed and multiplied with the original feature maps to enhance the feature maps of important channels [52]. The correlations are usually realized by using a global average pooling layer [51] and a fully connected layer, however, this greatly increased the parameters of the network. To make the model lightweight, we proposed a new method to calculate the correlations between channels without increasing the network parameters.

Let the output of the lightweight CNN be \( w \in \mathbb{R}^{H \times W \times C} \), where \( H, W \) and \( C \) are height, width and channel dimension, and the weight of \( i \)-th channel is represented as Equation (1).

\[
    w_i = \frac{F_i}{\sum_{j=1}^{C} F_j} \tag{1}
\]

where \( i = 1, 2, \ldots, C \). \( F_i \) represents the contextual encoding information of the \( i \)-th channel. \( \sum_{j=1}^{C} F_j \) represents the sum of the contextual encoding information of all channels.

In our method, we used the context encoding layer (CEL) proposed by literature [11] to obtain the contextual encoding information. The CEL contains \( K \) encoding vectors that are \( D \)-dimensional, and the values of these encoding vectors are initialized as random decimals and gradually optimized during the network training process. The CEL will output \( K \) coded values for each channel and the number of the output coded values only related to \( K \). We can use the result of the sum of \( K \) coded values or the coded value obtained by setting \( K = 1 \) as the contextual encoding information of each corresponding channel. In our method, we set \( K = 1 \).

In addition to the CEL method proposed for computing the weights of channels, we also used depthwise separable convolution [12] to further remove the redundant features in the feature maps of the important channels. The channel attention mechanism can detect which channels are important and enhance their feature maps. However, the channel attention mechanism ignored that there may still be some redundant features in the feature maps of the important channels. To eliminate the redundant features, we further used the depthwise separable convolution to extract features from the feature map of each channel before multiplying the original feature maps with the weights of channels.

Depthwise separable convolution, proposed by [12], can make the CNNs more lightweight, it performs convolution operations within a single channel so that it doesn’t change the number of channels, i.e., doesn’t need a specific number of filters, which reduces the number of network parameters.
We further proposed a new channel attention method named CEDS based on the Equation (1), CEL and depthwise separable convolution module, which can be denoted as the Equation (2).

\[
Y_{(H',W',C)} = \delta_N \left( \delta_N \left( D_c \left( F_{(H,W,C)} \right) \right) \right) \otimes \gamma_{(1,1,C)}
\]

where \( D_c (\cdot) \) represents depthwise separable convolution operation, in this paper, the kernel size of depthwise separable convolution is set to 1x3; \( \delta_N (\cdot) \) is the BN+Sigmoid. \( \gamma_{(1,1,C)} \) represents the weights of channels calculated by Equation (1) and CEL. \( F_{(H,W,C)} \) is the output of the lightweight CNN. The structure of the proposed CEDS is shown in Figure 3.

![Figure 3. Structure of proposed attention mechanism.](image)

4. Experimental Results

4.1. Experimental Methods and Evaluation Metrics

In the model training process, the learning rate of the network was set to 0.0001 and the batch size was set to 512. Additionally, 20% of the training data is divided into the validation set, and the early stopping method [53] was used to control the times of iteration during training. The early stopping method can be used to end the network training when the performance, like accuracy and loss, of the network on the validation set has no improvement for \( N \) consecutive times. It can save the model with the best performance on the validation set during the training process. The best model can solve the network overfitting problem and improve the generalization performance, when using it to predict the test set.

In this paper we set \( N = 30 \). For comprehensive evaluations, we used four metrics, namely Accuracy, Recall, F1-score and AUC (Area under the ROC Curve). Higher scores of these metrics indicated better performance.

4.2. Experimental Results

In this part, we conducted multiple comparative experiments to prove the effectiveness of our method.

4.2.1. Performance Comparison of Model with and without Attention Mechanism

Our method proposed in this paper is a network based on the attention mechanism. In order to verify the effectiveness of the proposed attention method, we compared the performance of the gait recognition model with or without attention mechanism, and the experimental results are shown in Table 3.
Table 3. Comparison of the network with and without attention mechanism.

| Dataset Name | Classification Methods | Accuracy  | Recall   | F1-Score  | Parameters Num. |
|--------------|------------------------|-----------|----------|-----------|-----------------|
| Dataset #1   | CNN                    | 93.96%    | 93.95%   | 93.21%    | 372,598         |
|              | CNN+CEDS (Ours)        | 94.71%    | 94.67%   | 93.98%    | 344,055         |
| Dataset #2   | CNN                    | 97.21%    | 94.96%   | 94.89%    | 171,796         |
|              | CNN+CEDS (Ours)        | 97.67%    | 95.51%   | 95.37%    | 168,341         |
| Dataset #3   | CNN                    | 92.88%    | 92.02%   | 90.90%    | 327,598         |
|              | CNN+CEDS (Ours)        | 95.09%    | 95.26%   | 94.45%    | 343,543         |
| Dataset #4   | CNN                    | 97.97%    | 96.50%   | 96.87%    | 171,796         |
|              | CNN+CEDS (Ours)        | 98.58%    | 97.38%   | 97.81%    | 168,341         |
| OU-ISIR      | CNN                    | 59.62%    | 58.69%   | 53.40%    | 1,657,321       |
|              | CNN+CEDS (Ours)        | 97.16%    | 96.96%   | 96.20%    | 1,468,266       |

Firstly, it is obvious that the CNN with CEDS attention has achieved an improvement in Accuracy, Recall and F1-score with fewer network parameters, especially in OU-ISIR dataset, the average improvement of the three evaluation metrics is about 39.5%. Secondly, our method has a more significant performance improvement on these datasets (Dataset #3, Dataset #4 and OU-ISIR) using fixed length based gait segmentation method compared to the datasets (Dataset #1, Dataset #2) using gait cycle-based data segmentation method. As gait cycle detecting methods are noise-sensitive and position-dependent, it is still a challenging work to accurately detect the gait cycles. Fixed length based data segmentation method doesn’t need to detect gait cycles, which makes it a simple and efficient way for gait signal segmentation in practical applications.

4.2.2. Performance Comparison of Different Attention Mechanisms

In this part, we compared the performance of the CEDS attention proposed in this paper with the well-known Squeeze-and-Excitation (SE) attention proposed in [51] to further testify the effectiveness of the proposed algorithm. The test results are shown in Table 4, we can see that the recognition performance of the CEDS attention proposed in this paper is superior to the SE attention.

Table 4. Comparison of different attention mechanisms.

| Dataset Name | Methods         | Accuracy  | Recall   | F1-Score  |
|--------------|-----------------|-----------|----------|-----------|
| Dataset #1   | CNN+SE          | 94.20%    | 93.99%   | 93.13%    |
|              | CNN+CEDS (Ours) | 94.71%    | 94.67%   | 93.98%    |
| Dataset #2   | CNN+SE          | 97.24%    | 94.93%   | 94.76%    |
|              | CNN+CEDS (Ours) | 97.67%    | 95.51%   | 95.37%    |
| Dataset #3   | CNN+SE          | 93.38%    | 93.16%   | 92.10%    |
|              | CNN+CEDS (Ours) | 95.09%    | 95.26%   | 94.45%    |
| Dataset #4   | CNN+SE          | 98.05%    | 96.33%   | 96.78%    |
|              | CNN+CEDS (Ours) | 98.58%    | 97.38%   | 97.81%    |
| OU-ISIR      | CNN+SE          | 60.04%    | 58.65%   | 54.20%    |
|              | CNN+CEDS (Ours) | 97.16%    | 96.96%   | 96.20%    |
4.2.3. Performance Comparison with Existing Research Results

Our method was then compared with the existing similar works proposed in [42] and [27]. Tran, et.al [27] claimed that they have improved the gait recognition performance compared with literature [42]. Their method compared the template matching methods with traditional machine learning methods, and the results obtained got the best gait recognition performance on whuGAIT and OU-ISIR datasets by till now.

The results of the comparative experiments are shown in Table 5. Taking the performance of [42] as the baseline, we can see that our proposed method has a higher performance improvement than [27] on both Dataset #1 and OU-ISIR. Besides, our proposed model not only achieved the accuracy improvement, but also reduced the number of network parameters by 86.5% on average compared with that proposed by [42]. A lightweight model with higher recognition accuracy is important for wearable devices in real scene.

According to the above comparative analysis, our method outperformed the existing methods and has superior gait recognition performances.

Table 5. Comparative Analysis.

| Dataset Name | Classification Methods       | Accuracy | AUC     | Parameters Num. | Memory Size Needed |
|--------------|------------------------------|---------|---------|-----------------|--------------------|
| Dataset #1   | CNN+LSTM [42]                | 93.52%  | -       | 4,716,406       | 56.7 Mb            |
|              | LSTM & CNN [27]              | 94.15%  | -       | -               | -                  |
|              | CNN+CEDS (Ours)              | 94.71%  | 94.81%  | 344,055         | 4.24 Mb            |
| Dataset #2   | CNN+LSTM [42]                | 97.33%  | -       | 4,415,252       | 53.1 Mb            |
|              | CNN+CEDS (Ours)              | 97.67%  | 97.96%  | 168,341         | 2.13 Mb            |
| OU-ISIR      | LSTM [42]                    | 72.32%  | -       | 4,986,601       | 59.9 Mb            |
|              | LSTM & CNN [27]              | 89.79%  | -       | -               | -                  |
|              | CNN+CEDS (Ours)              | 97.16%  | 97.32%  | 1,468,266       | 17.7 Mb            |

Note: Since Tran, et al. [27] did not share their source codes, we did not compare the number of model parameters with them.

4.2.4. Discriminative Features Comparison of Different Methods

The method proposed in this paper improved the recognition performance on both whuGAIT and OU-ISIR datasets with a more lightweight model. This reflected that the features enhanced by CEDS attention method are more discriminative. In order to prove this point of view, we visualized the extracted gait features outputted by the last layer of the network proposed use the t-SNE [54] algorithm.

As the number of subjects in the other datasets are too large to do the visualization, we did the dimensionality reduction visualization experiment only on Dataset #2 of whuGAIT dataset which included 20 subjects. The experimental results are shown in Figure 4. The dots of different colors represent the extracted gait features from different subjects, one can see from the results that our proposed CNN+CEDS method decreased the intra-class distance as well as increased the inter-class distance compared with the CNN method. The gait feature visualization results testified the advantage of the proposed CNN+CEDS gait feature extraction method.
Figure 4. Gait features visualization of the 20 subjects in Dataset #2 (a) features extracted by CNN and (b) features extracted by our proposed CNN+CEDS. The dots of different colors represent the extracted gait features of different subjects.

5. Conclusions and Future Work

In this paper, a lightweight CNN model with attention mechanism was proposed for gait recognition using wearable sensors. Two public datasets containing gait signals collected in the wild and gait signals of the largest population were used to testify the robustness, accuracy and lightweight of the proposed methods. The proposed CEDS attention module enhanced the distinctness of the extracted gait features and reduced the network parameters.

The performance improvement of our method was obvious on OU-ISIR dataset. According to the four comparative experiments, the smallest performance improvement was 7.37% on accuracy shown in Table 5, and the largest performance improvement was 42.8% on F1-score shown in Table 3.

The proposed method also achieved a better performance compared with [42] and [27] on whuGAIT dataset. Although the performance improvement seems relatively small on the Dataset #1 and Dataset #2 that were collected in the wild, the number of network parameters of our proposed method was 86.5% less than that of [42], which was important for wearable devices in practical applications. Besides, it was worth to note that, our method has a more significant performance improvement on dataset #3 and dataset #4, which used fixed length based data segmentation method. Fixed length based data segmentation method avoids detecting gait cycles, which makes it simple and efficient in practical applications of wearable devices.

For the future work, we would further implement our gait recognition model on a smartphone and testify the gait recognition performance including response time, usage of mobile computing and storage resources, energy consumption, etc. in various real scenarios. Besides, using the gait information collected from different human positions, such as the wrist, gait recognition research is also a work point. We also consider gait recognition in case of injury or physical exhaustion.
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