Failures of homogeneous and isotropic cosmologies in extended quasidilaton massive gravity
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We analyze the extended quasidilaton massive gravity model around a Friedmann-Lemaître-Robertson-Walker cosmological background. We present a careful stability analysis of asymptotic fixed points. We find that the traditional fixed point cannot be approached dynamically, except from a perfectly fine-tuned initial condition involving both the quasidilaton and the Hubble parameter. A less-well examined fixed-point solution, where the time derivative of the zeroth Stückelberg field vanishes \( \dot{\phi}_0 = 0 \), encounters no such difficulty, and the fixed point is an attractor in some finite region of initial conditions. We examine the question of the presence of a Boulware-Deser ghost in the theory. We show that the additional constraint that generically allows for the elimination of the Boulware-Deser mode is only present under special initial conditions. We find that the only possibility corresponds to the traditional fixed point and the initial conditions are the same fine-tuned conditions that allow the fixed point to be approached dynamically.
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I. INTRODUCTION

In the standard cosmological model, the accelerated expansion of the Universe is attributed to the cosmological constant \( \Lambda \). However, to match the observed expansion, \( \Lambda \) must be of the order of \( 10^{-122} \) in Planck units, which raises a fine-tuning problem. A possible alternative is to modify general relativity (GR) at large distances or low momenta. A massive spin-2 field theory, known as the dRGT theory [1,2], is a theoretically well-motivated modification of GR. However, the dRGT theory does not admit a flat Friedmann-Lemaître-Robertson-Walker (FLRW) solution [3]. A modification to dRGT gravity, known as quasidilaton massive gravity (QDMG), was proposed in [4] and provides homogeneous and isotropic expanding solutions. It was later shown [5] that the parameters of QDMG have to be finely tuned in order to match the observed expansion history of the Universe. More disastrously, the results in [6,7] indicate that the scalar perturbations in QDMG acquire a wrong sign kinetic term at short scales. A further modification, extended QDMG (EQDMG), was proposed in [8] and has scalar perturbations that are thought to be stable at all momentum scales. The standard fixed-point cosmological solution of EQDMG has a de Sitter metric, and thus appears to be a good candidate for late-time cosmology.

EQDMG only differs from QDMG by the addition to the action of one operator involving the quasidilaton (QD) field and a new free parameter \( \alpha_\sigma \). Naively, in the limit \( \alpha_\sigma \to 0 \), EQDMG reduces to QDMG, but actually the limit is very subtle. Indeed, there are controversial results in the literature regarding whether EQDMG contains an unavoidable additional degree of freedom, which would correspond to the Boulware-Deser ghost (BD) [9–11].

In this paper, for the first time, we

(1) assess the stability of the standard fixed-point solutions (referred to as Case 1 in this paper) and show that this assessment requires a nonstandard approach;
(2) demonstrate that the Case 1 fixed points cannot be approached dynamically, due to an unavoidable singularity in the dynamical equations;
(3) perform a comprehensive study of a new branch of solutions (referred to as Case 2), first proposed by [12] but largely ignored in the literature, and show that it provides stable and dynamically attainable fixed-point solutions;
(4) show for a flat FLRW universe that the fact that the background equations are satisfied does not guarantee the presence of the additional constraint necessary to eliminate the BD mode (in agreement...
with the results of [9], but in disagreement with the computations in [11];
(5) find that the only branch of solutions for which the additional constant exists corresponds to Case 1;
(6) argue that, in order to avoid a BD ghost, the initial values of certain EQDMG dynamical variables must be extremely fine-tuned;
(7) verify that the same fine-tuned initial conditions also allow the fixed point to be approached dynamically.

The paper is organized as follows. In Secs. II and III, we summarize the theory of EQDMG.

In Sec. IV, we define the dynamical variables and provide the relevant background equations.

In Sec. V, we find the fixed-point and de Sitter solutions of the dynamical equations and show that they are equivalent to one another (provided the Hubble rate is positive). We identify four independent fixed-point cases, each of which is studied in greater detail in the sections that follow.

In Sec. VI, we introduce the standard procedure for analyzing the stability of the fixed-point solutions for the background. We discuss the inadequacy of this procedure for the Case 1 fixed points and provide an augmented framework.

In Sec. VII, we present the results of our numerical search for viable parameters for the EQDMG theory. We find that except for a very specific, precisely fine-tuned initial displacement away from the fixed-point values of Case 1 (explained in Sec. VIII), the fixed points cannot be reached in the asymptotic future.

In Sec. VIII, we further study the perturbative stability of the scalar sector of the theory, both in the vacuum case and with matter. We identify the conditions on the dynamical variables required to avoid the BD ghost and show that the fact the background equations are satisfied does not guarantee the validity of the conditions. Case 1 turns out to be the only case for which the additional constraint necessary to eliminate the BD mode can be obtained by an appropriate choice of initial conditions. However, those conditions appear to represent a difficult fine-tuning of all the degrees of freedom.

In Sec. IX we present our conclusions. We provide some detailed calculations and consider the special case of Minkowski solutions in the appendixes.

II. FORMALISM

We consider the action for the extended quasidilaton theory [8],

\[ S = S_{\text{EH}} + S_{\text{m}} + S_{\phi} = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left[ R - \frac{\alpha}{M_{Pl}^2} \partial_\mu \sigma \partial^\mu \sigma \right. \]
\[ + 2m_\phi^2 (L_2 + \alpha_3 L_3 + \alpha_4 L_4) \left. + S_{\text{m}}, \right] \quad (1) \]

where \( M_{Pl} \) is the Planck mass and, in addition to the Einstein-Hilbert action \( S_{\text{EH}} \), we have the contribution \( S_{\text{m}} \) of the matter sector and a quasidilaton contribution \( S_{\phi} \). Here

\[ L_2 \equiv \frac{1}{2} \left( [\mathcal{K}]^2 - [\mathcal{K}^2] \right), \quad \]
\[ L_3 \equiv \frac{1}{6} \left( [\mathcal{K}]^3 - 3[\mathcal{K}][\mathcal{K}^2] + 2[\mathcal{K}^3] \right), \quad \]
\[ L_4 \equiv \frac{1}{24} \left( [\mathcal{K}]^4 - 6[\mathcal{K}]^2[\mathcal{K}^2] + 3[\mathcal{K}^2]^2 \right. \]
\[ + 8[\mathcal{K}][\mathcal{K}^3] - 6[\mathcal{K}^4] \right), \quad (4) \]

with square brackets denoting a trace, and

\[ \mathcal{K}^\mu_\nu = \delta^\mu_\nu - e^{\sigma/M_{Pl}} \left( \sqrt{-f} \right)^\mu_\nu, \quad (5) \]
\[ f_{\mu\nu} \equiv \eta_{ib} \partial_\mu \phi^a \partial_\nu \phi^b - \frac{\alpha_3}{M_{Pl}^2 m_\phi^2} e^{-2\sigma/M_{Pl}} \partial_\mu \sigma \partial_\nu \sigma, \quad (6) \]

\( S_{\phi} \) includes five new fields: \( \sigma \) is the quasidilaton scalar field and \( \phi^a \) (\( a = 0, \ldots, 3 \)) are the four Stückelberg fields. It also depends on the coupling constants \( \alpha_1, \alpha_2, \) and \( \alpha_3 \), and on the graviton mass \( m_\phi \). For \( \alpha_3 = 0 \) one recovers the standard quasidilaton theory.

In the space of Stückelberg fields, the theory enjoys the Poincaré symmetry

\[ \phi^i \to \phi^i + c^i, \quad \phi^0 \to \Lambda^0_\mu \phi^\mu, \quad (7) \]

and a global symmetry given by

\[ \sigma \to \sigma + \sigma_0, \quad \phi^i \to e^{-\sigma_0/M_{Pl}} \phi^i, \quad (8) \]

with \( \sigma_0 \) an arbitrary constant.

III. BACKGROUND

We consider a spatially flat FLRW ansatz, for which

\[ ds^2 = -N(t)^2 dt^2 + a(t)^2 \delta_{ij} dx^i dx^j, \quad (9) \]
\[ \phi^0 = \phi^0(t), \quad (10) \]
\[ \phi^i = x^i, \quad (11) \]
\[ \sigma = \tilde{\sigma}(t). \quad (12) \]

The fiducial metric \( f_{\mu\nu} \) reduces to

\[ f_{00} = -n(t)^2, \quad f_{ij} = \delta_{ij}, \quad (13) \]

where
and we have defined
\[ n(t)^2 \equiv \left( \dot{\phi}^0 \right)^2 + \frac{a^3}{M_{\text{Pl}}^2 m_y^2} e^{-2\phi/M_{\text{Pl}}^2} \]  \hspace{1cm} (14)

The minisuperspace action for the background can be written as
\[
S/V = M_{\text{Pl}}^2 \int dt \left[ -\frac{3}{\mathcal{N}^2} \left( \frac{\dot{\alpha}}{a} \right)^2 + a^3 \frac{\dot{a}^2}{M_{\text{Pl}}^2 2\mathcal{N}^2} + \mathcal{N} a^3 m_y^4 (\mathcal{L}_2 + \alpha_3 \mathcal{L}_3 + \alpha_4 \mathcal{L}_4) \right],
\]  \hspace{1cm} (15)

where
\[
\mathcal{L}_2 = 3(X - 1)(-2 + X(1 + r)), \hspace{1cm} (16)
\]
\[
\mathcal{L}_3 = -(X - 1)^2(-4 + X(1 + 3r)), \hspace{1cm} (17)
\]
\[
\mathcal{L}_4 = (X - 1)^3(-1 + rX), \hspace{1cm} (18)
\]

and we have defined
\[
X \equiv \frac{e^{\dot{\phi}/M_{\text{Pl}}}}{a}, \hspace{1cm} (19)
\]
\[
r \equiv \frac{n}{\mathcal{N}} a. \hspace{1cm} (20)
\]

It is worth pointing out here that in (5),
\[
\left( \sqrt{g^{-1}} f \right)_\mu^\nu = \begin{bmatrix} \pm n/\mathcal{N} & 0 & 0 & 0 \\ 0 & \pm 1/a & 0 & 0 \\ 0 & 0 & \pm 1/a & 0 \\ 0 & 0 & 0 & \pm 1/a \end{bmatrix},
\]

and we make the (+, +, +, +) choice following [13]. This gives us
\[ r > 0. \]  \hspace{1cm} (21)

We next set out the dynamical variables describing the background and the dynamical equations describing their time evolution.

**IV. DYNAMICAL EQUATIONS AND VARIABLES**

We next set out the dynamical variables describing the background and the dynamical equations describing their time evolution.

Varying the action with respect to $\dot{\phi}$ leads to the constraint equation
\[
\partial_t \left[ \frac{\dot{\phi}}{n} a^4 G_2(X) \right] = 0,
\]  \hspace{1cm} (22)

where $G_2(X) = X(1 - X)J(X)$, with
\[
J(X) \equiv 3 + 3(1 - X)\alpha_3 + (1 - X)^2\alpha_4. \hspace{1cm} (23)
\]

This suggests that it will be useful to introduce as one of the dynamical variables
\[
y(t) \equiv \frac{\dot{\phi}(t)}{n} G_2(X). \hspace{1cm} (24)
\]

The solution of (22) is immediately
\[
y = \frac{C}{a^4}. \hspace{1cm} (25)
\]

We see that, in any reasonable cosmological context, $y \rightarrow 0$ in the asymptotic future, and that this can be achieved by one (or more) of four quantities approaching or equaling zero: $J(X(t))$, $\dot{\phi}(t)$, $X(t)$, or $X(t) - 1$. These four cases will drive our analysis.

Anticipating that it will be convenient to regard $X$ as a dynamical variable, we differentiate (19) with respect to time to get
\[
\dot{X} = X \left( \frac{\dot{\sigma}}{M_{\text{Pl}}^2} - H \right). \hspace{1cm} (26)
\]

$H(t) \equiv \dot{a}/a$ is the Hubble parameter.

Varying the action with respect to the lapse $\mathcal{N}(t)$ and using time reparametrization invariance to set $\mathcal{N}(t) = 1$, we obtain the Friedmann equation,
\[
3H^2 = \frac{\omega}{2} \left( \frac{\dot{\sigma}}{M_{\text{Pl}}^2} \right)^2 + 3m_y^2 G_1(X) + \frac{\rho_m}{M_{\text{Pl}}^2} + \frac{\rho_r}{M_{\text{Pl}}^2}, \hspace{1cm} (27)
\]

where
\[
G_1(X) \equiv \frac{1}{3} (X - 1)(J(X) + (X - 1)(\alpha_3(X - 1) - 3)). \hspace{1cm} (28)
\]

The form of the Friedman equation suggests regarding the first two terms on the right-hand side (RHS) of (27) as the dark energy density (divided by $M_{\text{Pl}}^2$). For future convenience, we represent them separately as
\[
\Omega_\Lambda \equiv \frac{m_y^2}{H^2} G_1(X) \hspace{1cm} (29)
\]
and
\[ \Omega_\sigma \equiv \frac{\omega}{6H^2} \left( \frac{\dot{\sigma}}{M_{pl}} \right)^2, \] (30)
and define \( \Omega_{DE} \equiv \Omega_m + \Omega_\sigma \).

From the conservation of the stress-energy tensor of matter and of radiation we get
\[ \rho_m' = -3H \rho_m, \] (31)
\[ \rho_r' = -4H \rho_r. \] (32)

From the conservation of the stress-energy tensor obtained from \( S_r \), we get
\[ (\dot{\sigma} + 3H \dot{\sigma})\omega \sigma + 3M_{pl}^2(\sigma - rHM_{pl})XG'(X) = 0, \] (33)
where a prime here stands for a derivative with respect to the argument \( X \) of the function.

We select \( y, X, \Omega_0 = \Omega_0h^2 (i = DE, m, r) \) as our dynamical variables, where \( h \equiv H/m_p \) is the dimensionless Hubble parameter. We can now express the background evolution equations in terms of \( N \equiv \log(a) \) (giving us \( dN = H dt \) assuming \( H \neq 0 \)).

(i) From (22), we have immediately
\[ \frac{dy}{dN} = -4y. \] (34)
(ii) The equations for \( \tilde{\Omega}_m \) and \( \tilde{\Omega}_r \) are similarly easily obtained from (31) and (32).
\[ \frac{d\tilde{\Omega}_m}{dN} = -3\tilde{\Omega}_m, \] (35)
\[ \frac{d\tilde{\Omega}_r}{dN} = -4\tilde{\Omega}_r. \] (36)
(iii) Equation (26) can be rewritten using (29), (30), and the definition of \( \tilde{\Omega}_{DE} \).
\[ \frac{dX}{dN} = X \left( \pm \sqrt{\frac{6(\tilde{\Omega}_{DE} - G_1(X))}{H^2\omega}} - 1 \right). \] (37)

The \( \pm \) represents the possibility that \( \dot{\sigma} \) can be positive or negative.\(^3\)

\(^3\)Note that, using the constraint equation (22), one can show that the equation obtained by taking the variation of \( S_r \) with respect to \( \sigma \) is not an independent equation.

\(^2\)The special case \( H = 0 \), i.e., Minkowski space, is discussed in Appendix C.

\(^3\)We will focus our attention below on the positive sign, because the negative sign leads to only an \( X = 0 \) fixed point.

\[ \frac{d\tilde{\Omega}_{DE}}{dN} = -6(\tilde{\Omega}_0 - G_1(X)) + XG'(X)(r - 1). \] (38)

In the above set of equations one must replace
(i) \( \dot{h}^2 \) by the Friedmann equation, which now takes the simple form
\[ \dot{h}^2 = \tilde{\Omega}_{DE} + \tilde{\Omega}_m + \tilde{\Omega}_r, \] (39)
(ii) and [combining (14), (20), and (25)] \( r \) with
\[ r = \frac{\sqrt{6(\tilde{\Omega}_{DE} - G_1(X))\sigma}}{\omega X^2(1 - \left(\frac{2}{G_2(X)}\right)^2)} \] (40)

The argument of the square root on the right-hand side of (40) must be positive for \( r \) to be real. The reality of \( r \) is a condition on the dynamical variables that must be checked, in case (as we find below) it is not automatically satisfied. In particular, we see that problems may arise if \( (y/G_2(X))^2 \rightarrow 1 \).

V. FIXED-POINT ANALYSIS

In this section, we evaluate the dynamical variables when their \( N \) derivatives vanish in (34)–(38). We term the values of the dynamical variables in this limit as fixed points.

In the fixed-point limit, the left-hand sides of Eqs. (34)–(36) vanish, giving us \( y_{FP} = 0 \), and also \( \Omega_m; FP = \Omega_r; FP = 0 \). From (39), we learn that \( \tilde{\Omega}_{DE; FP} = \dot{h}_{FP}^2 \).

The solutions to (34)–(36) are
\[ y = y_0 e^{-4N}, \quad \tilde{\Omega}_m = \tilde{\Omega}_{m0} e^{-3N}, \quad \tilde{\Omega}_r = \tilde{\Omega}_{r0} e^{-4N}, \] (41)
where \( y_0, \tilde{\Omega}_{m0}, \) and \( \tilde{\Omega}_{r0} \) are the corresponding initial values. Thus fixed points occur in the asymptotic future, i.e., as \( N \rightarrow \infty \) and so \( a \rightarrow \infty \).

The left-hand side of (37) vanishes at the fixed point, implying that \( X_{FP} \) is a constant. If \( X_{FP} \neq 0 \), the right-hand side of (37) [and if \( X_{FP} = 0 \), then the right-hand side of (38)] provides us with

\[ \frac{\sigma}{\sigma_0} = 0, \] r cannot be determined from (40), because (24) gets reduced to \( y = G_2(X) \). Thus, we can no longer use (38), and the above system of evolution equations is not well-equipped to handle this case. In fact, this limit gives us the quasidilaton theory, and the evolution of the dynamical variables have been previously studied by the authors of [5,15].
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\[
\hat{\Omega}_{\text{DE,FP}} = \hat{h}_{\text{FP}}^2 = \begin{cases} 
\frac{G_1(X_{\text{FP}})}{(1-\omega)} , & X_{\text{FP}} \neq 0, \\
G_1(0) , & X_{\text{FP}} = 0,
\end{cases}
\]  

(42)

at the fixed point. In arriving at (42), we take the “+” sign in (37), since the “−” sign leads to \( X = 0 \) as the only fixed-point solution.

Notice that, as for getting background fixed-point solutions, both \( 0 < \omega < 6 \) and \( \omega \geq 6 \) are in principle suitable regions in the parameter space, since \( G_1(X_{\text{FP}}) \) can be either positive or negative. A special value is \( \omega = 6 \), in which cases (37) and (42) demand \( G_1(X_{\text{FP}}) = 0 \).

Observing that \( \hat{h}^2 \) is also a constant at the fixed point, we conclude that the fixed points of the evolution equations are de Sitter.

We find that the converse is also true: the de Sitter solutions of the evolution equations are fixed points as we approach the asymptotic future. To prove this, we require that the dynamical variables attain the following de Sitter values in the future:

\[
(\hat{\Omega}_{\text{DE}}, \hat{\Omega}_m, \hat{\Omega}_r) = (\hat{h}_{\text{FP}}^2, 0, 0),
\]  

(43)

where \( \hat{h}_{\text{FP}}^2 \) is a constant different from zero. In this situation, the left-hand sides of (38), (35), and (36) become zero, meaning they are fixed points.

From (25), we learn that \( y = 0 \) in the asymptotic future, which means that the left-hand side of (34) is also zero. The only point left to establish is that \( X \) approaches a constant in the future.

From the definitions (14), (20), and (24), one can split the fixed-point solution into four cases:

(i) Case 1 (the standard case):

\[ J(X_{\text{FP}}) = 0, \]  

(44)

and hence the fixed-point solutions are

\[ X_{\text{FP}} = X_\pm = 1 + \frac{3}{2} \alpha_3 \pm \frac{9 \alpha_5^2}{4 \alpha_4^2} - \frac{3}{\alpha_4}. \]  

(45)

(ii) Case 2:

\[
\left[ \frac{q^0}{n} \right]_{\text{FP}} = \sqrt{1 - \frac{6}{\omega} \frac{(\hat{\Omega}_{\text{DE,FP}} - G_1(X_{\text{FP}}))}{\omega r_{\text{FP}}^2 X_{\text{FP}}^2}} = 0.
\]  

(46)

Since the left-hand side of (38) vanishes, (40) provides us with the following equation in \( X_{\text{FP}} \):

\[
6(\hat{h}_{\text{FP}}^2 - G_1(X_{\text{FP}})) + X_{\text{FP}} G_1'(X_{\text{FP}}) = G_1'(X_{\text{FP}}) \sqrt{\frac{6}{\omega}} \alpha_\sigma (\hat{h}_{\text{FP}}^2 - G_1(X_{\text{FP}})).
\]  

(47)

Squaring (47) gives us a polynomial equation for \( X_{\text{FP}} \). \( X_{\text{FP}} \) can be any of the roots of that polynomial.

(iii) Case 3:

\[ X_{\text{FP}} = 0. \]  

(48)

(iv) Case 4:

\[ X_{\text{FP}} = 1. \]  

(49)

For all cases, \( X \) approaches a constant, and thus the left-hand side of (37) vanishes in the asymptotic future proving it is a fixed point.

We analyze the fixed-point solutions in more detail below.

A. Case 1: \( J(X_{\text{FP}}) = 0 \)

As will become clear below, this case is very subtle. Note that these fixed points are the same as the ones analyzed in [5,15] for the QD theory (i.e., the EQD with \( \alpha_\sigma = 0 \)).

Requiring that \( X_\pm \) be real means

\[ \alpha_4 \leq \frac{3 \alpha_5^2}{4}. \]  

(51)

From (38) and (42), we get the same expression as in the QD theory for the fixed-point limit of \( r \) (assuming \( \omega \neq 6 \)),

\[ r_{\text{FP}} = 1 + \frac{\omega G_1(X_{\text{FP}})}{X_{\text{FP}} G_1'(X_{\text{FP}}) (1 - \omega/6)}. \]  

(52)

Note that this expression is valid for Cases 1, 2, and 4 (not \( X = 0 \)), provided \( \omega \neq 6 \) and \( G_1'(X) \neq 0 \).

Unlike QD theory, since \( \alpha_\sigma \neq 0 \) we can use (24) to obtain (40), which gives \( \hat{r} \) in terms of the dynamical variables. If the system is to evolve toward its expected fixed point, \( \hat{r} \) must approach \( r_{\text{FP}} \). Therefore, at the fixed point \( z^2 \equiv \frac{r}{G_1(X)} \) should approach

\[ z_{\text{FP}}^2 = \left( \frac{3 X_{\text{FP}}}{G_2(X_{\text{FP}})} \right)^2 = 1 - \alpha_\sigma \frac{G_1(X_{\text{FP}}) (1 - \omega/6) (G_1'(X_{\text{FP}}))^2}{X_{\text{FP}} G_1(X_{\text{FP}}) (1 - \omega/6) + \omega G_1(X_{\text{FP}}) X_{\text{FP}}^2}. \]  

(53)

\( \alpha_4 = \frac{2 \alpha_5^2}{3} \) is a special case when \( \alpha_4 = \frac{2 \alpha_5^2}{3} \), in which case \( G_1(X) = 0 = J(X) \). We are left with

\[ (X_{\text{FP}}, r_{\text{FP}}, \omega) = \left( 1 + \frac{3}{\alpha_4}, 1 + \frac{6 \hat{h}^2}{X_{\text{FP}}}, 6 \right). \]  

(50)

This solution for \( \omega = 6 \) and \( \hat{h}^2 \) is indeterminate because of simplifications occurring in (37). Therefore, on the \( \alpha_4 = \frac{2 \alpha_5^2}{3} \) hypersurface in the parameter space, the dynamical equations lose predictive power.
For this approach to be smooth, one also needs

\[
\frac{dz}{dN} = -\left[4 + \frac{G_2'(X)}{G_2(X)}\right] z \to 0. \tag{54}
\]

One possibility is that \( z \to 0 \), which requires a fine-tuned relation among the parameters of the model. Since this is subsumed in Case 2 anyway, we will not analyze this particular case any further. A second possibility is that the quantity in square brackets approaches zero in the fixed-point limit. This implies a constraint equation for the dynamical variables near the fixed point. We note that in previous literature this constraint equation has been assumed to hold for the full dynamics with no justification.\(^6\)

In such a case, the evolution of the dynamical system near the fixed point could be described in terms of 4 instead of 5 dynamical variables; i.e., near the fixed-point limit the evolution would be driven by the same dynamical equations as in the QD theory. However, \( \alpha \) a priori there is no reason to expect this condition to be valid for \( \alpha_\sigma \neq 0 \).

**B. Case 2: \( \phi_\sigma^0 |_{FP} = 0 \)**

For Case 2, one has to solve (46) to get the fixed-point value of \( X \). We must take care that, after solving for \( X_{FP} \), the sign of \( 6(\tilde{h}_{FP} - G_1(X_{FP})) + X_{FP} G_1'(X_{FP}) \) should be the same as the sign of \( G_1'(X_{FP}) \).\(^7\)

It is worthwhile noting that for Case 2, \( \alpha_\sigma > 0 \). (We omit the QD case, \( \alpha_\sigma = 0 \).) This can be seen by inspection of Eq. (46), recalling that

\[
\tilde{\Omega}_{DE} - G_1(X) = \frac{\alpha}{6} \left( \frac{\sigma}{m_\sigma M_{Pl}} \right)^2 \geq 0.
\]

**C. Case 3: \( X_{FP} = 0 \)**

From (42) and the definition of \( \tilde{\Omega}_{DE} \), (29) and (30), we get

\[
\dot{\sigma}_{FP} = 0. \tag{55}
\]

We find that \( r_{FP} \) is indeterminate from both (38) and (40).

Examining (19), we see that there are two ways to get \( X_{FP} = 0 \). The first possibility is that \( \sigma \to -\infty \), in which case we can draw no conclusion from (14) about the value of \( \frac{\phi_\sigma^0}{n} \) at the fixed point. The second possibility is that \( n^2 = (\phi_\sigma^0)^2 \) at the fixed point.

---

\(^6\)This constraint is Eq. (7) of [16].

\(^7\)There is a special solution of (47) where \( G_1(X) = G_1'(X) = 0 \). This is possible only when \( 3 + 2\alpha_1 + 3\alpha_2^2 - 4\alpha_4 = 0 \) and the common root of \( G_1(X) \) and \( G_1'(X) \) is \( X_{FP} = (3 + 5\alpha_1 + 2\alpha_4) / (2\alpha_2 + 2\alpha_3) \), which corresponds to \( \tilde{h}_{FP} = 0 \). Thus we return to the special case \( h = 0 \) discussed in Appendix C.
where $C_i$’s are integration constants. Multiplying the above equation by $P$ and thereby returning to the original basis, we get

$$\delta V_i = \sum_{j=1}^{5} P_{ij} e^{\lambda_j N} C_j.$$  \hfill (64)

Then, for the fixed points to be stable, we require $\delta V$ to approach zero as $N \to \infty$. It can be seen from (64) that if the eigenvalues of $M$ are either real and negative or imaginary with a negative real part, the fixed points will be stable or form a stable spiral, respectively. We find in Appendix A that to obtain attractor solutions, $\lambda_4$ and $\lambda_5$ must be real and negative or complex with negative real parts. This requires the elements of $M$ to satisfy the condition

$$0 \leq (3 + 2M_{22})^2 + 4M_{23}M_{32} < 9$$  \hfill (65)

for stable solutions or

$$(3 + 2M_{22})^2 + 4M_{23}M_{32} < 0$$  \hfill (66)

for stable spiral solutions.

**A. Case 1: $J(X_{FP}) = 0$**

The above-described standard method will not suffice to evaluate fixed-point stability in all cases. In particular, for $J(X_{FP}) = 0$ the stability matrix $M$ has divergent terms at the fixed point (see Appendix A for the exact expressions of its elements). This makes the evaluation of the matrix $P$ and its inverse indeterminate. One can thus no longer diagonalize the system of equations as in (60) and come up with solutions for (58) given by (64).

We devise the following scheme to assess stability: we introduce small perturbations $\delta V$ around an arbitrary point $V_0$; using (58) and diagonalizing $M$, we solve for $\delta V$. For the fixed point to be an attractor we require the following conditions to be satisfied. If $V_0$ is infinitesimally close to the fixed point $V_{FP}$, then, as $N \to \infty$:

(A) the perturbations $\delta V$ are infinitesimally close to zero, and therefore we require

$$\lim_{N \to \infty} V_0 \sim \text{V}_{FP} \quad \text{and} \quad \lim_{N \to \infty} \delta V \to 0;$$  \hfill (67)

(B) the derivatives of perturbations, $d\delta V/dN$, are infinitesimally close to zero, and therefore we must verify that

$$\lim_{N \to \infty} \frac{d}{dN} \delta V \to 0;$$  \hfill (68)

(C) $y/G_2(X)$ is infinitesimally close to its fixed-point limit (53)—in compact form this translates to

$$\lim_{N \to \infty} \left( \frac{y}{G_2(X)} \right)^2 \to 1 - \alpha_\sigma \frac{G_1(X_{FP})(1 - \omega/6)(G'_1(X_{FP}))^2}{[X_{FP}G'_1(X_{FP})(1 - \omega/6) + \omega G_1(X_{FP})]^2};$$  \hfill (69)

In more detail, after diagonalizing the matrix $M$, from (58) we obtain

$$\frac{d}{dN} \delta V = D \delta V + B,$$  \hfill (70)

where

$$B = P^{-1} f(V_0),$$  \hfill (71)

Solving (70), we are left with

$$\delta V = \text{Diag} \left( \frac{1}{\lambda_1}, \ldots, \frac{1}{\lambda_5} \right) B$$

$$+ \text{Diag}(e^{\lambda_1 N}, \ldots, e^{\lambda_5 N}) C,$$  \hfill (72)

where $C$ is the integration constant vector.

Upon returning to the original basis, we find

$$\delta V = P \text{Diag} \left( \frac{1}{\lambda_1}, \ldots, \frac{1}{\lambda_5} \right) P^{-1} f(V_0)$$

$$+ P \text{Diag}(e^{\lambda_1 N}, \ldots, e^{\lambda_5 N}) C.$$  \hfill (73)

In Appendix B we show that the requirement (A) could be satisfied if the eigenvalues $\lambda_j$’s are either real and negative or complex with a negative real part. It is also shown that if $X_0$ is a point infinitesimally close to its fixed-point value $X_{FP}$, it must satisfy the following relations$^8$:

(i) $\alpha_\sigma > 0$

$$G'_1(X_0)G_2(X_0)G'_2(X_0) > 0, \quad 0 < \omega < 6.$$  \hfill (74)

$$G'_1(X_0)G_2(X_0)G'_2(X_0) < 0, \quad \omega > 6.$$  \hfill (75)

(ii) $\alpha_\sigma < 0$

$$G'_1(X_0)G_2(X_0)G'_2(X_0) < 0, \quad 0 < \omega < 6.$$  \hfill (76)

$$G'_1(X_0)G_2(X_0)G'_2(X_0) > 0, \quad \omega > 6.$$  \hfill (77)

$^8$In special cases where $G_1(X_{FP}) = 0$, such as $\omega = 6$, or $2\alpha_\sigma = \alpha_\sigma$, the eigenvalues involve ratios of zeros that we are unable to resolve, so we cannot determine the stability.
In the numerical investigation performed in Sec. VII, we will take \( X_0 \) as the initial condition for the dynamical variable \( X \). Therefore, relations (74)–(77) provide the viable initial conditions needed to have linear stable solutions for the dynamical variables. We note here that (74)–(77) can only be satisfied for \( X_0 \) either greater or less than \( X_{FP} \) and never both.\(^9\)

For \( V_{FP} \) to be an attractor, we are required to verify under which conditions (B) and (C) are satisfied. However, as explained in more details in Appendix B, in linear perturbation theory, (B) and (C) cannot be determined. Therefore a numerical investigation on both (68) and (69) should be performed. In practice the analysis of \( (\frac{\partial}{\partial X})^2 \) is enough. Indeed, we find that, even though the dynamical variables approach their fixed-point values in the asymptotic future, \( (\frac{\partial}{\partial X})^2 \) oscillates with maxima that grow in time. Eventually, it reaches the critical value of 1, making \( r \) in Eq. (40) singular. We discuss this phenomenon in greater detail in Sec. VII.

### B. Case 2: \( \|\nabla V_{FP}\| = 0 \)

In this case, all elements of the stability matrix are well defined and finite in the fixed-point limit. Hence we use the standard approach of fixed-point analysis. The analytical form of the elements of \( \mathbf{M} \) around the fixed-point solutions are provided in Appendix A [Eqs. (A9)–(A15)]. For the fixed points to be attractors, the elements of \( \mathbf{M} \) must satisfy the conditions (65) for stable solutions and (66) for stable spiral solutions.

### C. Case 3: \( X_{FP} = 0 \)

Recalling (55), we find that the presence of terms \( \frac{X}{\Omega} \) and \( \frac{\partial}{\partial X} \) in the stability matrix make the elements (A1), (A2), (A5), (A6), and (A7) and consequently the eigenvalues (A16) indeterminate. Hence the stability of \( X_{FP} = 0 \) is unclear.

### VII. NUMERICAL INVESTIGATION OF FIXED-POINT STABILITY

As noted above, fixed-point linear stability conditions are necessary but not sufficient to guarantee that a fixed point can be reached by evolving from an initial configuration that is displaced from that fixed point. Moreover, as described above, for Case 1 and Case 3 some or all the relevant quantities that appear in the background equations cannot be analytically assessed in linear perturbation theory. Therefore we need to perform numerical tests of the fixed-points stability.

For suitable values of the parameters \( (\alpha_3, \alpha_4, \omega, \sigma_r) \), we check numerically that the five dynamical variables approach their fixed-point values if initially perturbed from them. Crucially, this includes verifying that \( z = y/G_z(X) \) approaches the value given by (53).

In our numerical investigations, we use the results of Sec. VI to guarantee linear stability. We look further for values of the parameters for which

(i) \( X_{FP} \geq 0 \);
(ii) \( \Phi_{FP} \) given by (42) is positive;
(iii) the fixed-point linear stability conditions [given by (74)–(77) for Case 1, and (65) or (66) for Case 2] are satisfied.

Note that we could further constrain the parameter space by selecting regions where the scalar, vector, and tensor perturbations are stable [8,11,12]. Although it is not necessary for the present analysis, to simplify our search, we use some of the necessary restrictions imposed by the stability of the perturbations, which we summarize in Appendix E.

As discussed below, we find that the traditional (Case 1) fixed points cannot be reached from any neighboring configuration because \( z \) does not approach the corresponding fixed-point value. The Case 2 fixed points behaved as expected from the linear stability analysis. The Case 3 fixed points always encounter a singularity before reaching the fixed-point values.

### A. Case 1: \( J(X_{FP}) = 0 \)

Our goal in this section is nominally to identify values of the parameters \( (\alpha_3, \omega, \sigma_r) \) such that (i)–(iii) hold true and verify that the dynamical variables approach their fixed-point values in the asymptotic future. One of the central results of this paper is that we fail to do so. We show that, for all the choices of parameters and initial conditions we consider, the dynamical variables never approach their fixed-point values if they do not start there to begin with.

We begin the discussion with an example by setting \( (\alpha_3, \omega, \sigma_r) = (3.1, 3.1, 5.5, 1.00) \). Solving (45), we find that \( X_+ \) satisfies the conditions (i) and (ii). This set of parameter values also satisfies the tensor, vector, and scalar stability at the \( X_+ \) fixed point (see Appendix E).

We remind the reader that since \( G_3(X) \) vanishes at the fixed point, the stability conditions (74)–(77) only hold true in the vicinity of the fixed point. In this example, since \( 0 < \omega < 6 \) and \( \sigma_r > 0 \), the initial value of \( X \) must be of the form \( X_0 = X_+ + \epsilon \), where \( 0 < \epsilon \ll 1 \) so that (74) is satisfied. To study the behavior of the dynamical variables close to the fixed point, we set \( \epsilon = 10^{-6} \) and the initial conditions to be \( \Omega_{DE,0} = \Omega_{DE,FP} + \epsilon, \Omega_{m,0} = \epsilon, \Omega_{r,0} = \epsilon \).

We recall that for Case 1, we cannot freely perturb \( y \), because the initial value of \( r \) from (40) would not then be close to its fixed-point value (52). Instead, we perturb \( r \) by \( \epsilon \) and initialize \( y \) using (B49). For a detailed discussion, we refer the reader to Appendix B. Notice that \( \Omega_{DE,0} = r_0, y_0 \)
could be either greater or less than the fixed-point values. In this example we chose the former.

After setting the initial conditions as described above, we study the behavior of the dynamical variables with time. Equations (34), (35), and (36) have simple solutions,

$$y = y_0 e^{-4N}, \quad \tilde{\Omega}_m = \tilde{\Omega}_{m,0} e^{-3N}, \quad \tilde{\Omega}_r = \tilde{\Omega}_{r,0} e^{-4N}. \quad (78)$$

The evolution equations for $X$ and $\tilde{\Omega}_{DE}$ have no analytical solutions. Therefore, we use (78) in (39) and (40), and we solve Eqs. (37) and (38) numerically. We find that (37) and (38) evolve until they reach a singularity. As shown in Fig. 1, the evolution of $X$ and $\tilde{\Omega}_{DE}$ before the singularity turns out to be exactly what we expect from perturbation theory: they oscillate around their fixed-point values with decaying amplitude and increasing frequency.

By inspecting the RHSs of (37) and (38) we can identify the possible sources of the singular behavior. The only possibilities are that, as the fixed point is approached, the square-root term $(\tilde{\Omega}_{DE} - G_1(X))$ in (37) or $(1 - (y / G_2(X))^2)$ in (38) approaches zero. From the top panel of Fig. 3 we see that $(\tilde{\Omega}_{DE} - G_1(X))$ does not vanish as the fixed point is approached. On the other hand in Fig. 2 we show that $z^2 = (y / G_2(X))^2$ exhibits an oscillating behavior where the peaks grow in time monotonically. Thus $z$ does not approach its expected fixed-point value. Moreover, as shown in the bottom panel of Fig. 3, it eventually approaches unity, causing a breakdown in the coupled dynamical equations for $X$ and $\tilde{\Omega}_{DE}$.

To ensure that the phenomenon described above is not a numerical artifact, we performed numerous numerical and analytic tests. Numerically, we confirmed that the $z^2 \to 1$ behavior was robust to increase in the numerical precision demanded from the integrator, increase in the order of the integrator, change in the integration scheme, and change in the initial conditions. Therefore, we have conclusive evidence that the evolution of the dynamical variables drives $z^2$ toward unity. We therefore conclude that for this value of the EQDMG parameters, in the neighborhood of a Case 1 fixed point the evolution equations (37) and (38) reach a singularity in the asymptotic future.

---

**FIG. 1.** $X(N)$ (top panel) and $\tilde{\Omega}_{DE}(N)$ (bottom panel) starting from initial values of dynamical variables $\epsilon = 10^{-6}$ away from their fixed-point values. The parameters are set to $(\alpha_3, \alpha_4, \omega, \alpha_\sigma) = (3.1, 3.1, 5.5, 10.0)$. $X$ and $\tilde{\Omega}_{DE}$ approach their fixed-point values until they hit singularities.

**FIG. 2.** $z^2(N)$ evaluated from solving the full equations (non-perturbative) and linear perturbation theory. Parameter values and initial conditions are the same as for Fig. 1.
To confirm that this conclusion holds true for all regions of the parameter space we would need to evolve the differential equations for a high number of different values of \( \alpha_3, \alpha_4, \omega, \sigma \) and initial conditions close to the fixed-point solutions. This is numerically too costly; therefore we solve the exact equations for a limited number of points in the parameter space (few thousands). For a more extensive scan (millions of points) we rely on a sensible approximation based on perturbation theory and on the following argument.

If the fixed point is an attractor, perturbation theory should be increasingly accurate the closer the initial conditions are to the fixed-point value; if the fixed point is not an attractor, then perturbation theory may or may not work. If in perturbation theory we were to find that \( z \) approached its fixed-point value, then we would want to verify that conclusion with the full nonperturbative solution. If \( z \) does not approach its fixed-point value in perturbation theory, then that may be because the initial perturbation away from the fixed point was too large—outside the basin of attraction—so one should decrease the magnitude of the perturbation as much as possible. The smaller the perturbation, the more one would expect to trust perturbation theory. If this still fails, it is always possible that the basin of attraction is extremely small and difficult to find numerically; but in any case, while we will not have arrived at a mathematical proof that this fixed point is not an attractor, we will certainly have shown that it is not a suitable candidate for a cosmological model.

We start by testing the prediction of \( z^2 \) from perturbation theory in the previously considered example. We rely on Eqs. (B25), (B26), (B27), (B28), and (B29) where the \( C_i \) coefficients are determined by requiring that \( \delta V(N_{\text{in}} = 0) = 0 \). In Fig. 2 we plot the behavior of \( z^2 \) for the first \( \sim 20 \) periods comparing the full and perturbation theory solutions. We verify a consistent growth in the peaks of \( z^2 \). Hence, in the subsequent analysis, we employ the following supporting argument: if in perturbation theory the first 20 peaks of \( z^2 \) grow monotonically with time, we conclude that \( z^2 \) does not approach its fixed-point value. We randomly selected \( \sim 10^7 \) values of the parameters in the following ranges:

\[
10^{-5} < |\alpha_3|, |\alpha_4|, \sigma < 10^5, \\
0 < \omega < 6 \text{ or } 6 < \omega < 10^5, \quad (79)
\]

and evaluate \( X_{\pm} \). We evaluate the first \( \sim 20 \) peaks of \( z^2 \) for all points that satisfied the conditions (i)–(iii) together with the pertinent ones in Appendix E using linear perturbation theory. We set the initial conditions of the dynamical variables to be from \( \epsilon = 10^{-8} \) to \( \epsilon = 10^{-12} \) away from their fixed-point values.\(^{10}\) We repeated the same procedure using the numerical solutions to the full (nonperturbative) equations with a few thousand randomly selected points. We find that the peaks of \( z^2 \) always grow monotonically with time, and eventually reach unity.

\(^{10}\)For simplicity we only consider \( \tilde{\Omega}_{\text{DE}}(0), \tau_0, \nu_0 \) larger than their fixed-point values. We numerically inspect a few examples with initial conditions smaller than the fixed-point values, and we find the same singular behavior.
Hence we come to the following conclusion: the standard (Case 1) fixed-point solutions of extended quasidilaton massive gravity are dynamically unattainable due to an unavoidable singularity while approaching them. Hence, we rule out the suitability of this fixed point as a cosmological model.

B. Case 2: \( \delta^s_{FP} = 0 \)

Recalling that \( a_n \) is positive, we randomly select points in the ranges (79).

To obtain the fixed-point values of \( X \), we use (47) and (42) to arrive at a seventh order polynomial in \( X \) with no analytical solutions. After numerically evaluating the roots of the polynomial, we demand that the fixed-point values satisfy (i)–(iii) and that the vector and tensor perturbations are stable\(^{11} \) (see Appendix E for details). We find parameter values for which both stable and spiral solutions are allowed. We selected a few points in the allowed parameter space to verify the attractor behavior of the fixed points. Starting from small perturbations (\( \epsilon = 10^{-6} \)) around the fixed-point values of the dynamical variables, we study the evolution of the differential equations with time by solving (34), (35), and (36) analytically and (37) and (38) numerically. As predicted from linear stability analysis (Sec. VI), we find that the dynamical variables reach their fixed-point values in the asymptotic future.

C. Case 3: \( X_{FP} = 0 \)

For the Case 3 fixed points we do not have indications from the linear stability analysis. We perform a random search selecting \( 64 \times 10^4 \) points in the parameter space. Starting from small perturbations (\( \epsilon = 10^{-6} \)) around the fixed-point values we find that the dynamical variables are approaching the fixed-point limit. However, we find that the quantity (\( \Omega_{DE} - G_1(X) \)) always approaches zero at finite time. We find numerically that this makes \( \epsilon \) vanish, which is not allowed in the theory.

VIII. PERTURBATIONS: AVOIDING THE BOULWARE-DESER GHOST

One of the outstanding concerns in any theory that adds a scalar degree of freedom to Einstein-Hilbert gravity is the possibility that the theory includes a Boulware-Deser ghost—a dynamical degree of freedom with a wrong-sign kinetic term.

Because of disagreements in the literature mentioned above (see [9–11]), in this section we reconsider the analysis of the scalar perturbations and determine under what conditions there is or not a necessary additional constraint equation that generically allows one to eliminate the Boulware-Deser mode.

We will show that such a constraint exists when \( J(X) = 0 \) (Case 1) or \( \dot{\sigma} = 0 \), giving the possibility of being ghost-free at the corresponding fixed points. In both cases, there is also a well-defined set of initial conditions of the dynamical variables for which this virtue extends beyond the fixed point. The first case is the only one potentially relevant for cosmology, and we explore the consequences of the initial conditions below. The second case \( \dot{\sigma} = 0 \) corresponds to a Minkowski background metric (provided \( X \neq 0 \)), which we consider only in Appendix C.

Given that in the previous section, for Case 3 we have shown \( X = 0 \) cannot be approached dynamically from any neighborhood, one might consider the possibility when \( X(N) = 0 \ \forall \ N > 0 \). This possibility can also be ruled out because \( X = 0 \) only makes sense as a fixed-point limit. Hence from now on, we will not consider Case 3 any further.

Following the standard treatment in this section only, we take the action of the matter sector to be\(^{12} \)

\[
S_m = \int d^4 x \sqrt{-g} P(Y, \chi), \tag{80}
\]

which corresponds to the addition of a scalar field \( \chi \) with a noncanonical kinetic term, given by the function \( P(Y, \chi) \), where

\[
Y = \frac{1}{2} \partial_{\mu} \chi \partial^{\mu} \chi. \tag{81}
\]

The fluid variables (pressure \( p \), energy density \( \rho \), and sound speed \( c_\epsilon \)) associated with \( \chi \) can be written as [18]

\[
p = P(Y, \chi), \quad \rho \equiv 2P(Y, \chi) - P, \quad c_\epsilon^2 \equiv \frac{P(Y, \chi)}{\rho(Y, \chi)}. \tag{82}
\]

To study the perturbations in \( \chi \), we replace \( \chi \) by \( \chi + M_{Pl} \delta \chi \).

To facilitate comparisons, we adopt notations as close as possible to those most used in the literature. We decompose the metric into tensor, vector, and scalar as

\[
\delta g_{00} = -2\Phi, \quad \delta g_{0i} = a(\partial_i B + B_i), \quad \delta g_{ij} = a^2 \left[ 2\delta_{ij} \psi + \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \partial_k \partial^k \right) \right] + \partial_i \partial_j \delta \epsilon + h_{ij}. \tag{83}
\]

where \( \delta^{ij} h_{ij} = \partial^i h_{ij} = \partial^i E_i = \partial^i B_i = 0 \) and Latin indices are raised with \( \delta^{ij} \). For the quasidilatation field we write the background plus perturbation by replacing \( \sigma \) by \( \sigma + M_{Pl} \delta \sigma \).

\(^{11}\) We keep this analysis agnostic to the stability conditions for scalar perturbations since, as we show below, the fact that \( \delta \phi^0 = 0 \) does not guarantee the absence of the BD ghost.

\(^{12}\) Clearly, the action (80) does not describe dustlike matter. However, we consider it only for simplicity because it will be enough for the purposes of this section.
show next, these results are robust to the addition of matter.

(ii) With matter: Proceeding as above, at leading order in the wave number $k$, after using the background equations to replace $\dot{H}$ and $H$ in terms of the other dynamical variables, the determinant of the now $4 \times 4$ matrix $Q$ can be written as

$$
\text{Det}(Q) = \frac{32 \omega}{r^4 X} \alpha_2 M_{Pl}^2 a^2 J(X) \phi_0^2 (X-1) P_{Y}(Y, \chi) \sigma^2 k^4 \\
\times \{ p + \rho (1 - 2c_s^2) - 2c_s^2 (X-1) m_0^2 M_{Pl}^2 \\
\times (J(X) + \alpha_3 (X-1)^2 - 3X + 3) \}^{-1} \\
+ O(k^6).
$$

(86)

Therefore, ignoring the particular cases for which $X = 0$, we see that the determinant vanishes in the infrared under the same conditions as in the vacuum case. Under those conditions, we also check that the determinant vanishes at all orders in $k$.

Of course, the determinant also vanishes in the case where the matter is just a cosmological constant, $P_Y = 0$.

Therefore, Det$(Q) = 0$ at the Case 1 fixed points. If we perturb $X$ away from that fixed-point value, then $J(X) \neq 0$, and Det$(Q) \neq 0$ either. However, from (22), we can conclude that if $J = J(X) = 0$ at some initial time $t_0$, then also $\dot{J} = 0$ at that time, and also $J$. Thus $J(X)$ remains zero at all times once $X = X_{FP}$. Consequently Det$(Q)$ also remains equal to zero. Therefore, to eliminate the BD ghost in both the vacuum and the matter contexts, we must impose special initial conditions on the dynamical variables, namely, that $X = X_{FP}$ is exactly satisfied. Setting $X$ to this fixed-point value, and thus setting $J(X) = 0$, $y = 0$, and $\dot{X} = 0$, we can solve (35) through (40) to obtain

$$
\tilde{\Omega}_{DE} = \frac{\omega}{6} (\tilde{\Omega}_{m0} e^{-3N} + \tilde{\Omega}_{\phi0} e^{-4N}) + G_1(X_{\pm}),
\frac{1 - \omega}{6}.
$$

(87)

This appears to be just a fine-tuning of the dynamical variable $X$ to some parameter-dependent value; however, $X$ is a function of both the quasidilaton and the scale factor given by (19). This thus appears to be an awkward fine-tuning, relating the initial values of many of the dynamical variables to one another. It also allows the fixed points to become stable attractors that can be approached dynamically. Furthermore, notice that in the asymptotic past, $N \to -\infty$, the matter and radiation terms will dominate over $G_1(X_{\pm})$. This restricts the values of $\omega$ to $0 < \omega < 6$ or it means that the theory is not valid arbitrarily far into the past.

---

13There are some disagreements in the literature regarding these results. In the appropriate limit, our results reduce to those of [12] rather than those of [11]. For more details see Appendix D.
As mentioned earlier, in the special case $\dot{\phi}^0 = 0$ (Case 2) we cannot use the unitary gauge. Assuming $H \neq 0$ we choose the gauge with $\psi = 0$ instead, while we keep $\dot{\phi} = x'$. In principle, as first noticed by [12], this case could also be interesting beyond the fixed-point limit. This corresponds to setting $\dot{\phi}_0^0(t_0) = 0$ at some initial time $t_0$, yielding $\dot{\phi}^0(t_0) = 0$ and $\dot{\phi}^0(t) = 0$ for all time. This enforces $y = 0$, but the other dynamical variables remain free to evolve.

The perturbations of the Stückelberg scalar degree of freedom $\delta \phi^0$ (since $\phi^0 = 0$ at the background level) only enter as a contribution to $f_{\mu\nu}$ that is quadratic in $\delta \phi^0$. Therefore, the quadratic action for this scalar decouples from the other parts, and the kinetic part can be immediately computed,

$$S^{(2)}_{\text{scalar}} = -\frac{M^2_{\text{Pl}}}{2} \int d^3k dt a^3 m^2_{\gamma} G_2(X) \alpha^2 |\delta \phi^0|^2.$$  \hspace{1cm} (88)

Now, to compute the determinant of the kinetic matrix corresponding to the other degrees of freedom we proceed as above. We integrate out $\Phi$ and $B$, we write the relevant part of the action as in (84), and we consider the vacuum case and the case with matter separately:

(i) Vacuum case: In this case $Z = \{\delta \sigma, E\}$, and

$$\text{Det}(Q) = G'_1(X) k^4 m^2_{\gamma} X \omega a^2 (6 \alpha_\sigma G_1(X) + r^2 X^2 \omega)$$

$$\times \{4(9 \alpha_\sigma G_1(X) G'_1(X) m^2_{\gamma} X a^2$$

$$+ k^2 (r + 1)(6 \alpha_\sigma G_1(X)$$

$$+ r^2 X^2 \omega))\}^{-1}.$$  \hspace{1cm} (89)

(ii) With matter: $Z = \{\sigma \delta, E, \delta \chi\}$, and

$$\text{Det}(Q) = -H^2 k^4 X a m^2_{\gamma} G'_1(X) M^2_{\text{Pl}}$$

$$\times \{X m^2_{\gamma} (r^2 X \omega - (r - 1) \alpha_\sigma G'_1(X)) + 2 H \alpha_\sigma \}$$

$$\times \{\chi^2 [a^2 X m^2_{\gamma} G'_1(X) (2 \alpha_\sigma (3 H^2 c^2 + H)$$

$$- r^2 X \omega (c^2 - 1) m^2_{\gamma})$$

$$- \alpha_\sigma (r - 1) X^2 \alpha_\sigma m^2_{\gamma} G'_1(X) X'$$

$$+ 4 H^2 k^2 (r + 1) \alpha_\sigma c^2 \}^{-1}.$$  \hspace{1cm} (90)

Hence, we conclude that the condition $\dot{\phi}^0 = 0$ is not sufficient to obtain the required additional constraint.

**IX. CONCLUSIONS**

In this paper we studied the fixed-point solutions of EQDMG in great detail after splitting them into four cases.

We performed a linear stability analysis of the background (homogeneous) fixed-point solutions. This stability analysis for the standard case (Case 1) required an unconventional approach. We derived necessary stability conditions for the dynamical variables. However, we verify numerically that the dynamical variables inevitably encounter a singularity while approaching their fixed-point values. This is because a function of two of the dynamical variables fails to approach its fixed-point limit, and instead oscillates, finally reaching a critical value at which the dynamical equations are no longer valid.

On the other hand, in Case 2, the dynamical variables smoothly asymptote toward their fixed-point values. However, in this case, the presence of the additional constraint that would allow one to eliminate the BD mode is not guaranteed. A numerical search of the Case 2 parameter space revealed many values of the parameters that have stable evolutions toward the fixed point.

We analyzed the conditions under which the constraint equation that generically allows for the elimination of the Boulware-Deser ghost can be obtained. We found that the constraint equation exists in Case 1 type of solutions, but not around a generic background. Moreover, in these solutions the fixed points are attractors. However, such solutions require the time derivative of the quasidilaton field must be exactly tuned against the Hubble parameter.

The conclusive result of our study indicates that the EQDMG theory shows pathological behaviors when a generic FLRW solution is assumed. Only an “awkward” fine-tuned solution is healthy. From our point of view this finding makes the EQDMG less appealing as a viable model to explain the evolution of our Universe.

The extensive analytical and numerical analysis presented for the EQDMG theory must be carried out for all the proposed massive gravity theories that provide flat Friedmann-Lemaître-Robertson-Walker solutions (a non-exhaustive list includes [9,19–22]).

As mentioned below (87), the condition $\omega < 6$ arises in EQDMG when the $J(X) = 0$ solution is taken to describe the past cosmological evolution, when matter and radiation dominated. In EQDMG this solution is imposed to avoid the presence of the BD ghost. However, since in QDMG the BD mode can be eliminated without setting $J(X) = 0$, the restriction $\omega < 6$ is in principle unnecessary. It would be worth exploring the parameter region $\omega > 6$ to see whether the simpler QDMG theory allows a proper description of the expansion history of the Universe. We propose to contribute to the understanding of this issue in the future.
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APPENDIX A: STABILITY MATRIX

This appendix complements the results presented in Sec. VI. In particular, we provide, in linear perturbation theory, the full expressions for the stability matrix and its eigenvalues. We then present the Case 2 fixed-point limit of the matrix elements and the conditions of stability.

1. General expression

The derivative/stability matrix $M$ defined in (59) takes the form

$$
M = \begin{bmatrix}
-4 & 0 & 0 & 0 & 0 \\
0 & M_{22} & M_{23} & M_{24} & M_{25} \\
M_{31} & M_{32} & M_{33} & 0 & 0 \\
0 & 0 & 0 & -3 & 0 \\
0 & 0 & 0 & 0 & -4
\end{bmatrix}
$$

where

$$
M_{22} = -1 \pm \sqrt{\frac{6\sigma_0}{\hbar^2 \omega}} \left( 1 - \frac{X G'_1(X)}{2\sigma_0} \right),
$$

(A1)

$$
M_{23} = \pm \frac{\sqrt{2}X \left( \hbar^2 - \sigma_0 \right)}{\sqrt{\sigma_0 \hbar^6 \omega}},
$$

(A2)

$$
M_{24} = \pm X \sqrt{\frac{3\sigma_0}{2\hbar^6 \omega}},
$$

(A3)

$$
M_{25} = M_{24},
$$

(A4)

$$
M_{31} = \sqrt{\frac{6\sigma_0 \bar{\omega}}{\omega(1 - \frac{y}{G'_2(X)})^2} G'_1(X)} \left( \frac{y}{G'_2(X)} \right)^2,
$$

(A5)

$$
M_{32} = -\sqrt{\frac{3}{2}} \frac{\sigma_0}{\omega(1 - \frac{y}{G'_2(X)})^2 \bar{\sigma}_0} \left( G'_1(X) \right)^2
$$

$$
+ \left( 5G'_1(X) - M_{31}G'_2(X) \left( \frac{y}{G'_2(X)} \right) \right)
$$

$$
+ XG''_1(X) \left( -1 + \sqrt{\frac{6\sigma_0 \bar{\omega}}{X^2 \omega(1 - \frac{y}{G'_2(X)})^2}} \right),
$$

(A6)

In the above equations, one must replace $\hbar^2$ by (39) and $\bar{\sigma}_0$ by $\bar{\sigma}_0 - G'_1(X)$.

2. Case 2

We evaluate $M$ for the Case 2 fixed point. Notice that $\bar{\sigma}_0$, when $X \neq 0$ [using (26)], is given by

$$
\bar{\sigma}_0 = \frac{\omega \hbar^2}{6}.
$$

(A8)

As explained in Sec. V, in Case 2 we must take the upper sign in (37); this implies that in (A1)–(A4) the sign is also positive. The elements of the $M$ matrix are given by

$$
M_{22} = -\frac{3X G'_1(X)}{\hbar^2 \omega},
$$

(A9)

$$
M_{23} = \frac{3X}{\hbar^2 \omega} \left( 1 - \frac{\omega}{6} \right),
$$

(A10)

$$
M_{24} = -\frac{X}{\hbar^2 \omega},
$$

(A11)

$$
M_{25} = M_{24},
$$

(A12)

$$
M_{31} = 0,
$$

(A13)

$$
M_{32} = -3 \frac{\alpha_0}{\omega^2 \hbar^2} \left( G'_1(X) \right)^2 + 5G'_1(X)
$$

$$
+ XG''_1(X) \left( -1 + \sqrt{\frac{\alpha_0 \hbar^2}{X^2}} \right),
$$

(A14)

$$
M_{33} = -6 + 3 \frac{\alpha_0}{\omega^2 \hbar^2} G'_1(X),
$$

(A15)

at the fixed point. In the above equations, one must\footnote{Except in the particular case where $\omega = 6$, in which case one must instead use a root of $(6\hbar^2 + XG'_1(X))^2 = (G'_1(X))^2 \alpha_0 \hbar^2$.} use (42) to replace $\hbar^2$ by $\frac{G'_1(X)}{(1 - \omega/6)}$.

The eigenvalues ($\lambda_i$'s) of the matrix are

$$
\lambda_i = -4, -4, -3,
$$

$$
\times 1/2 \left( M_{22} + M_{33} \right) \mp \sqrt{(M_{22} - M_{33})^2 + 4M_{23}M_{32}},
$$

$$
i = 1, \ldots, 5.
$$

(A16)
respectively. Using (47) we find that
\[ M_{22} + M_{33} = -3. \quad \text{(A17)} \]

We can thus impose the following conditions on elements (A9)–(A15) so that the fixed points become stable or stable spirals:

(i) Stable solutions
\[ 0 \leq (3 + 2M_{22})^2 + 4M_{23}M_{32} < 9; \quad \text{(A18)} \]

(ii) Stable spiral solutions
\[ (3 + 2M_{22})^2 + 4M_{23}M_{32} < 0. \quad \text{(A19)} \]

These are Eqs. (65) and (66) in Sec. VI.

APPENDIX B: NONSTANDARD STABILITY ANALYSIS FOR CASE 1

In this appendix we provide the detailed computations supporting the linear stability analysis presented in Sec. VII A and the numerical analysis explained in Sec. VII A for the Case 1 fixed points.

To compute \( \delta V \) from (73) and the limits (68) and (69), we split the analysis into two steps:

1. Matrix \( P \) and its inverse in the fixed-point limit

To analyze the fixed-point limit of \( \delta V \) we previously need to study the matrix \( P \) and its inverse.

The column vectors in the matrix \( P \) are composed of eigenvectors of \( M \). The matrix \( P \) reads

\[
P = \begin{bmatrix}
P_{11} & P_{12} & 0 & 0 & 0 \\
P_{21} & P_{22} & P_{23} & P_{24} & P_{25} \\
0 & 1 & P_{33} & 1 & 1 \\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

where
\[
P_{11} = \frac{M_{25}M_{32}}{(M_{22} + 4)M_{31}}, \quad \text{(B1)}
\]

\[
P_{12} = \frac{M_{23}M_{32}}{(M_{22} + 4)M_{31}} - \frac{4 + M_{33}}{M_{31}}, \quad \text{(B2)}
\]

\[
P_{21} = -\frac{M_{25}}{(M_{22} + 4)}, \quad \text{(B3)}
\]

\[
P_{22} = -\frac{M_{23}}{(M_{22} + 4)}, \quad \text{(B4)}
\]

\[
P_{23} = -M_{24}(M_{33} + 3) \times (M_{22}M_{33} + 3M_{22} - M_{23}M_{32} + 3M_{33} + 9)^{-1}, \quad \text{(B5)}
\]

\[
P_{24} = -2M_{23} \times \left( \sqrt{(M_{22} - M_{33})^2 + 4M_{23}M_{32} + M_{22} - M_{33}} \right)^{-1}, \quad \text{(B6)}
\]

\[
P_{25} = 2M_{23} \times \left( \sqrt{(M_{22} - M_{33})^2 + 4M_{23}M_{32} - M_{22} + M_{33}} \right)^{-1}, \quad \text{(B7)}
\]

\[
P_{33} = M_{24} \times (M_{22}M_{33} + 3M_{22} + 3M_{33} + 9)M_{32}^{-1} - M_{23} \right)^{-1}. \quad \text{(B8)}
\]

We first need to address the fixed-point limit of the matrix \( M \) elements. We recall that in Case 1, although both \( y \) and \( G_1(X) \) vanish, the ratio \( y/G_2(X) \) is finite and is given by (53). Therefore, one can see that the elements of the matrix, \( M_{31} \) and \( M_{32} \) [(A5) and (A6), respectively] are divergent in the fixed-point limit, \(^{15}\) since both of them scale as \( \sim 1/y \). All the other elements of \( M \) are finite.

The nonzero elements of \( P \) that have the terms \( M_{31} \) and \( M_{32} \) either depend on \( M_{31}^{-1} \), \( M_{32}^{-1} \) (both approaching 0) or contain the ratio \( M_{32}/M_{31} \) that tends to

\[
\frac{M_{32}}{M_{31}} \rightarrow -G'_2(X) \left( \frac{y}{G_2(X)} \right) \quad \text{(B9)}
\]

at the fixed point. Therefore the elements of \( P \) are convergent at the fixed point.

We now show that some of the elements of \( P^{-1} \) are divergent. The matrix \( P^{-1} \) reads

\(^{15}\)We use the phrase “fixed-point limit” loosely in this appendix, since, as we discuss in Sec. VII, the Case 1 fixed point cannot be approached dynamically.
\( P^{-1} = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & R_{25} \\
0 & 0 & 1 & 0 \\
R_{41} & R_{42} & R_{43} & R_{44} & R_{45} \\
R_{51} & -R_{42} & R_{53} & R_{54} & R_{55}
\end{bmatrix} \),

where

\[
R_{21} = \frac{-(M_{22} + 4)}{D_1},
\]

\[
R_{25} = \frac{M_{32}M_{32}}{D_1},
\]

\[
R_{41} = \frac{M_{31}(N_-(8 + N_+))}{4D_2D_3},
\]

\[
R_{42} = \frac{-M_{32}}{D_2},
\]

\[
R_{43} = \frac{N_-}{2D_2},
\]

\[
R_{44} = \frac{-M_{32}M_{32}(6 + N_+)}{2D_2D_3},
\]

\[
R_{51} = \frac{-M_{31}(-8 + N_- - 2M_{22})}{4D_2D_1} \times (N_+ - 2M_{22}),
\]

\[
R_{53} = \frac{N_- - 2M_{22}}{2D_2},
\]

\[
R_{54} = \frac{M_{24}M_{32}(6 - N_- + 2M_{22})}{2D_2D_3},
\]

\[
R_{55} = \frac{M_{35}M_{32}(8 - N_- + 2M_{22})}{2D_1D_2},
\]

where

\[
D_1 = M_{31}M_{22}(M_{33} + 4) - M_{23}M_{32} + 4(M_{33} + 4),
\]

\[
D_2 = \sqrt{(M_{22} - M_{33})^2 + 4M_{23}M_{32}},
\]

\[
D_3 = M_{22}(M_{33} + 3) - M_{23}M_{32} + 3M_{33} + 9,
\]

\[
N_- = \sqrt{(M_{22} - M_{33})^2 + 4M_{23}M_{32} + M_{22} - M_{33}},
\]

\[
N_+ = \sqrt{(M_{22} - M_{33})^2 + 4M_{23}M_{32} + M_{22} + M_{33}}.
\]

2. Analysis of perturbations in the fixed-point limit

The perturbations \( \delta V \) given by (73) are expanded to

\[
\delta y = \frac{f_1(V_0)}{4} + \left( \frac{e^{-4N}}{4 + M_{22}} \right) \times \left[ M_{25} \frac{M_{32}}{M_{31}} C_1 \
- \left( \frac{16}{M_{31}} - M_{23} \frac{M_{32}}{M_{31}} + 4 \frac{M_{33}}{M_{31}} + \frac{M_{22}}{M_{31}} (4 + M_{33}) \right) C_2 \right],
\]

\[
\delta X = \frac{1}{12(M_{22}M_{32}M_{32}M_{32})} \times \left[ -3M_{22} \left( \frac{M_{31}}{M_{32}} f_1(V_0) + \frac{4}{M_{32}} f_3(V_0) \right) \
+ M_{33} (12f_2(V_0) + 4M_{24}f_4(V_0) + 3M_{25}f_5(V_0)) \right] \
- \left( \frac{e^{-4N}}{4 + M_{22}} \right) (M_{25}C_1 + M_{23}C_2) \
- M_{24} \left( \frac{3 + M_{33}}{D_3} \right) C_3 e^{-3N} \
- \left( \frac{2M_{23}C_4 e^{4N}}{N_-} - 2M_{23}C_5 e^{6N} \right),
\]

\[
\delta \tilde{\Omega}_{DE} = \frac{1}{12(M_{22}M_{32}M_{32}M_{32})} \times \left[ -3M_{22} \left( \frac{M_{31}}{M_{32}} f_1(V_0) + \frac{4}{M_{32}} f_3(V_0) \right) \
+ (12f_2(V_0) + 4M_{24}f_4(V_0) + 3M_{25}f_5(V_0)) \right] \
+ C_2 e^{-4N} + \frac{M_{24}C_3 e^{-3N}}{D_3 M_{32}^{-1}} \
+ (C_4 e^{4N} + C_5 e^{6N}),
\]

\[
\delta \tilde{\Omega}_m = \frac{f_4(V_0)}{3} + C_3 e^{-3N},
\]

\[
\delta \tilde{\Omega}_e = \frac{f_5(V_0)}{4} + C_1 e^{-4N}.
\]

Since \( \delta X_0 \) and \( \delta \tilde{\Omega}_{DE} \) are real quantities, we must set the imaginary terms in (B26) and (B27) occurring in the last two terms to zero. From (B27), this amounts to \( C_4 = C_5 \). Additionally, it can be shown that this requirement also makes \( \delta X \) real automatically.

We now study the limit of \( \delta V \) for \( N \to +\infty \) and \( V_0 \to V_{FP} \). We identify two different possibilities.

(a) If and only if the eigenvalues \( \lambda_4 \) and \( \lambda_5 \) are either real and negative or complex with a negative real part, none of the two limits give rise to divergent terms. Thus the two limits commute and the final limit is well...
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defined. Recalling that \( f_i(V_0) \) vanish for \( V_0 \rightarrow V_{fp} \), we have

\[
\lim_{N \rightarrow \infty} \delta V \rightarrow 0. \tag{B30}
\]

We conclude that, under the above specified conditions for the eigenvalues, the perturbations approach zero near the fixed point.

(b) If the eigenvalues \( \lambda_4 \) and \( \lambda_5 \) are real and positive (or complex with a positive real part), the last term of \( (B27) \) diverges (or is indeterminate) for \( N \rightarrow \infty \) while the other terms remain finite. We conclude that \( \delta \Omega_{DE} \) is divergent (or indeterminate).

From a close inspection to \( \lambda_4, \lambda_5 \) given by \( (A16) \) we find that, using \( (53) \), \( M_{22} + M_{33} = -3 \) [as in \( (A17) \)]. Thus, being \( M_{32} \) divergent, condition (a) is realized only if \( M_{23}M_{32} < 0 \). We notice that

\[
M_{23} = \frac{3X(1 - \omega/6)}{a \omega h^2}. \tag{B31}
\]

at the fixed point that is positive if \( 0 < \omega < 6 \) and negative when \( \omega > 6 \). This means one must satisfy the following condition for stable attractors:

\[
M_{32} \rightarrow \begin{cases} 
-\infty, & 0 < \omega < 6 \\
+\infty, & \omega > 6
\end{cases}. \tag{B32}
\]

To satisfy the above conditions at the fixed point, we first evaluate \( M_{32} \) in \( (A6) \) at a point \( X_0 \) that is infinitesimally close to the fixed-point value of \( X \). Demanding that

\[
M_{32} \rightarrow \begin{cases} 
< 0, & 0 < \omega < 6 \\
> 0, & \omega > 6
\end{cases} \tag{B33}
\]

at the fixed-point limit, \( (B32) \) will automatically be satisfied. Evaluating \( (A6) \) at \( X_0 \), we find that the divergent, hence dominating term, is \( M_{32}^{div} \equiv -M_{31}G_2'(X_0)\left(\frac{y}{G_2(X)}\right) \).

As an illustration, consider the region \( 0 < \omega < 6 \) and \( \alpha_\sigma > 0 \). From \( (24) \) and \( (14) \), we see that

\[
1 - \left(\frac{y}{G_2(X)}\right)^2 > 0. \tag{B34}
\]

We can therefore write

\[
\text{Sign}(M_{31}) = \text{Sign}\left(\frac{G_1'(X_0)}{y}\right). \tag{B35}
\]

Plugging this expression in the divergent term of \( M_{32} \) gives

\[
\text{Sign}(M_{32}^{div}) = \text{Sign}\left(-\frac{G_1'(X_0)G_2'(X_0)}{G_2(X_0)}\right). \tag{B36}
\]

which must be negative. We arrive at the relation \( (74) \) in Sec. VI A

\[
G'_1(X_0)G_2(X_0)G'_2(X_0) > 0. \tag{B37}
\]

Similarly, we find that

(i) \( \alpha_\sigma > 0 \)

\[
G'_1(X_0)G_2(X_0)G'_2(X_0) < 0, \quad \omega > 6; \tag{B38}
\]

(ii) and \( \alpha_\sigma < 0 \)

\[
G'_1(X_0)G_2(X_0)G'_2(X_0) < 0, \quad 0 < \omega < 6, \tag{B39}
\]

\[
G'_1(X_0)G_2(X_0)G'_2(X_0) > 0, \quad \omega > 6, \tag{B40}
\]

which are \( (75), (76), \) and \( (77) \) in Sec. VI A. Therefore, since \( G_2(X) \) changes sign at \( X_{fp} \), in a neighborhood of a fixed point \( V_{fp} \), there are regions that satisfy (a) and regions that satisfy (b).

As emphasized in Sec. VI A, for \( V_{fp} \) to be an attractor we require that

\[
\lim_{N \rightarrow \infty} \frac{d}{dN} \delta V \rightarrow 0. \tag{B41}
\]

When condition (a) is satisfied, the last term of the \( d\delta \Omega_{DE}/dN \) [see \( (B27) \)] is indeterminate in the limit.

The last requirement for \( V_{fp} \) to be an attractor is that, in linear perturbation theory, the following limit

\[
\lim_{N \rightarrow \infty} \frac{1}{\delta V_{fp}} \left(\frac{y}{G_2(X)}\right)^2 \tag{B42}
\]

approaches dynamically its fixed-point limit given by \( (53) \). When condition (a) holds true, we can expand \( (B42) \) to

\[
\lim_{N \rightarrow \infty} \frac{1}{\delta V_{fp}} \left(\frac{y_0 + \delta y}{G_2(X_0) + G'_2(X_0)\delta X}\right)^2, \tag{B43}
\]

and substituting \( (B25) \) and \( (B26) \) we find that the limit is indeterminate.

3. Initial conditions for the numerical analysis

To numerically investigate whether a solution of the dynamical equations is approaching the fixed point, we need to set the initial conditions for the dynamical variables in a neighborhood close to the fixed-point value. In this regard we perturb the dynamical variables around their fixed-point values instead of around their values close to the fixed point, \( V_0 \). This is possible because any point in the neighborhood of a solution infinitesimally close to the fixed point can be treated as a perturbation around the fixed-point
value. We set the initial values \((X_i, \tilde{\Omega}_{DE}, \tilde{\Omega}_r, \tilde{\Omega}_m)\) as follows:

\[
X_i = X_\pm + \Delta X,
\]

\[
\tilde{\Omega}_{DE} = \frac{G_1(X_\pm)}{(1 - \omega/6)} + \Delta \tilde{\Omega}_{DE},
\]

\[
\tilde{\Omega}_m = \Delta \tilde{\Omega}_m,
\]

\[
\tilde{\Omega}_r = \Delta \tilde{\Omega}_r.
\]

We observe that, if we set \(y_i = \Delta y\), then the term \(\frac{y}{G_2(X)}\) in \((40)\) would not be close to its fixed-point value given by \((53)\). This happens because, on expanding \(z(y, X)\) around the fixed point, we obtain

\[
z(\Delta y, X_\pm + \Delta X) = z(0, X_\pm) + \frac{\Delta y}{G_2(X_\pm)} - z(0, X_\pm) \frac{G_2'(X_\pm)}{G_2(X_\pm)} \Delta X.
\]

The second and third terms in the above expansion have a divergent factor of \(\frac{1}{G_2(X)}\). Hence the initial value of \(r\) obtained from \((40)\) is not close to its fixed-point value \((52)\). We instead add a small perturbation to the fixed-point value of \(r\), \(r_i = (1 + \frac{\alpha G_1(X)}{G_2(X_\pm)(1 - \omega/6)}) + \Delta r\) and use this value in \((24)\) to set the initial value of \(y\) as

\[
y_i = \pm \sqrt{1 - \frac{\sigma}{\alpha}} \frac{6(\Omega_{DE} - G_1(X))}{\alpha r^2 X_i^2} G_2(X_i).
\]

**APPENDIX C: MINKOWSKI LIMIT**

During evolution of the dynamical variables, if we encounter \(H = 0\), then the infinitesimal \(dN\) is zero, making the standard evolution equations indeterminate. In such a case, we revert to equations written in cosmic time. For notational convenience, we define \(T = \frac{1}{m} \frac{1}{X} \frac{1}{X} \). The resulting background evolution equations are

\[
y' = -4y\tilde{h},
\]

\[
X' = X(\pm \sqrt{r} - \tilde{h}),
\]

\[
r' = -6 \left[ \tilde{h}X' + \frac{X G_1'(X)}{\omega} (\pm \sqrt{r} - \tilde{h}) \right],
\]

\[
\tilde{p}_m' = -3\tilde{h}\tilde{p}_m.
\]

Notice that using \(T\) as the independent variable rather than \(N\) provides us with a system of equations with no divergences as \(\tilde{h}\) approaches zero, making it suitable to study the special fixed-point case \(\tilde{h} = 0\). However, these equations are inconvenient for the general stability analysis, since the stability matrix has fewer diagonal terms.

**1. Fixed-point solutions**

We now focus on the \(\tilde{h} = 0\) fixed-point analysis. One can easily verify from \((1)\), \((4)\), and \((5)\) that the derivatives of \(y, \tilde{p}_m,\) and \(\tilde{p}_r\) approach zero. These variables therefore approach constant values (and not necessarily 0) at the fixed point.

From \((2)\), at least one of \(X\) and \(r\) must vanish. There are three cases:

(i) If \(\tau = 0\) and \(X \neq 0\), then \((3)\) is automatically satisfied and from the Friedmann equation \((7)\)

\[
G_1(X) + \frac{\tilde{p}_m}{3} + \frac{\tilde{p}_r}{3} = 0.
\]

From \((14)\), we get \(n(t)^2 = (\dot{\varphi}_0)^2\). From \((24)\), we get \((\frac{1}{g^2(X)})^2 = 1\), which makes \(r\) from \((6)\) indeterminate at the fixed point. \(r\) is also indeterminate from \((3)\).

A special case occurs when \(G_1(X) = 0\). From \((8)\), we get \(\tilde{p}_m = \tilde{p}_r = 0\). Since the initial values of matter and radiation density are not zero, we find that \(a \to \infty\).

(ii) If \(X = 0\) but \(\tau \neq 0\), then \((3)\) is automatically satisfied (meaning \(\tau\) is indeterminate) and \((7)\) gives us

\[
\frac{\alpha r}{6} + G_1(0) + \frac{\tilde{p}_m}{3} + \frac{\tilde{p}_r}{3} = 0.
\]

From \((19)\), either \(\sigma \to -\infty\) [in which case, from \((14)\) and \((20)\), \(n\) and \(r\) become divergent, respectively], or \(a \to \infty\) [in which case, from \((20)\), \(r\) becomes divergent].
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(iii) If $\tau = X = 0$, then (C7) gives us

$$G_1(0) + \tilde{\rho}_m + \tilde{\rho}_r = 0.$$  \hfill (C10)

From (19), either $\sigma \to -\infty$ [in which case, from (14), $\frac{\dot{\rho}}{\rho}$ is indeterminate], or $a \to \infty$ [in which case $n^2 = (\dot{\rho})^2$].

We then conclude that $\Omega_{ph}$ balances the sum of matter and radiation energy densities.

2. Fixed-point linear stability

To study the linear stability of the fixed points we follow (C1)–(C5) defining $V = [y, X, \tau, \tilde{\rho}_m, \tilde{\rho}_r]^T$ as the dynamical variables and $f(V)$ as the RHS of these evolution equations. The stability matrix $M$ at any time $T$ takes the form

$$M = \begin{bmatrix} M_{11} & M_{12} & M_{13} & M_{14} & M_{15} \\ 0 & M_{22} & M_{23} & M_{24} & M_{25} \\ M_{31} & M_{32} & M_{33} & M_{34} & M_{35} \\ 0 & M_{42} & M_{43} & M_{44} & M_{45} \\ 0 & M_{52} & M_{53} & M_{54} & M_{55} \end{bmatrix},$$

where

$$M_{11} = -4\ddot{\tau},$$ \hfill (C11)

$$M_{12} = \frac{-2yG'(X)}{\ddot{\tau}},$$ \hfill (C12)

$$M_{13} = \frac{-\dot{\rho}m}{3h},$$ \hfill (C13)

$$M_{14} = \frac{-2y}{3h},$$ \hfill (C14)

$$M_{15} = M_{14},$$ \hfill (C15)

$$M_{22} = \pm\sqrt{\tau - \ddot{\tau} - \frac{XG'(X)}{2h}},$$ \hfill (C16)

$$M_{23} = \frac{X}{2} \left( \pm \frac{1}{\sqrt{\tau}} - \frac{\omega}{6h} \right),$$ \hfill (C17)

$$M_{24} = \frac{-X}{6h},$$ \hfill (C18)

$$M_{25} = M_{24},$$ \hfill (C19)

$$M_{31} = \frac{6\ddot{\rho}_m^2}{\alpha \rho G'(X)} G'(X),$$ \hfill (C20)

$$M_{32} = \frac{6\sqrt{\tau}}{\alpha \rho G'(X)} \frac{\alpha \rho}{2h} \left( \pm\sqrt{\tau - \ddot{\tau} - \frac{XG'(X)}{2h}} \right),$$ \hfill (C21)

$$M_{33} = \frac{-\tau \omega}{2h} + \frac{\alpha \rho \tau}{2h} \frac{G'(X)}{1 - (\frac{y}{G_2(X)})^2},$$ \hfill (C22)

$$M_{34} = -\frac{\tau \omega}{2h} + \frac{\alpha \rho \tau}{2h} \frac{G'(X)}{1 - (\frac{y}{G_2(X)})^2},$$ \hfill (C23)

$$M_{35} = M_{34},$$ \hfill (C24)

$$M_{42} = \frac{-3\ddot{\rho}_m G'(X)}{2h},$$ \hfill (C25)

$$M_{43} = \frac{-\omega \dot{\rho}_m}{4h},$$ \hfill (C26)

$$M_{44} = -\frac{3}{h} \left( \frac{\ddot{\tau} + \ddot{\tau}}{6} \right),$$ \hfill (C27)

$$M_{45} = \frac{-\ddot{\rho}_m}{2h},$$ \hfill (C28)

$$M_{52} = \frac{-2\ddot{\rho}_r G'(X)}{h},$$ \hfill (C29)

$$M_{53} = \frac{-\omega \ddot{\rho}_r}{3h},$$ \hfill (C30)

$$M_{54} = \frac{-2\ddot{\rho}_r}{3h},$$ \hfill (C31)

$$M_{55} = \frac{-4}{h} \left( \frac{\ddot{\tau} + \ddot{\tau}}{6} \right).$$ \hfill (C32)

We cannot find the eigenvalues of $M$ analytically, because the characteristic polynomial is fifth order. Therefore we cannot apply the method described in Sec. VI A. We instead study the characteristic polynomial in the fixed-point limit. We find that in both fixed-point cases, $\tau = 0$ and $X = 0$, the polynomial has indeterminate coefficients [due to the presence of ratios of powers of $\ddot{\tau}$, $\tau$, or $1 - \frac{y}{G_2(X)}$] or divergent coefficients [due to inverses of powers of $\ddot{\tau}$, $\tau$, or $1 - \frac{y}{G_2(X)}$]. This makes the eigenvalues
and thus the stability of this special case indeterminate. Therefore, the stability of this fixed point can only be assessed by a numerical analysis. However, we consider such an analysis as out of the scope of our present work.

**APPENDIX D: SCALAR PERTURBATIONS**

Since there are certain disagreements between our equations for the perturbations and those in the literature, for the sake of completeness, here we present the pertinent equations.

Regarding scalar sector, the discrepancy we find can be noted by comparing the constraint equations obtained from the variation of the action quadratic in the perturbations, with respect to $\Phi$ and $B$, and we obtain (in Fourier space)

$$0 = 6H\dot{\psi} + \frac{2k^2}{a^2} \left( \psi + \frac{k^2E}{6} + aBH \right) - \frac{\omega \delta \dot{\sigma}}{M_{\text{Pl}}} \times \frac{-\delta \rho_x}{M_{\text{Pl}}} - \frac{3 \delta \dot{\sigma}}{M_{\text{Pl}}^2} \left( 3H^2 M_{\text{Pl}}^2 - \rho - \frac{\omega}{2} \dot{\sigma}^2 \right) + 3 \rho \left( J + \alpha_3 (X-1) (2X-1) + (X-6)X + 3 \right) + \frac{3 \Phi}{M_{\text{Pl}}} \left( \frac{p + \rho (1 + c_s^2)}{3 c_s^2} - 3H^2 M_{\text{Pl}}^2 + \frac{\omega}{2} \dot{\sigma}^2 \right) + \Phi (X-1) m_3^2 (J + \alpha_3 (X-1)^2 - 3X + 3) - 3X m_3^2 (J + \alpha_3 (X-1)X - 2X) \delta \sigma, \quad (D1)$$

In deriving these equations we have not made use of the background equations. One can show that using the assumed background evolution given in (28) and (29) of [12], these equations are equivalent to (48) of [12]. Even after using the background equations, one can show that our Eq. (D2) differs from Eq. (4.22) of [11] (we have an additional contribution proportional to $\alpha_3 \delta \sigma$), and (48) of [12] also differs from those in [11] in their regime of applicability. For this reason we believe our equations are correct.

**APPENDIX E: STABILITY OF PERTURBATIONS**

In this appendix we provide the conditions obtained from requiring the stability of the perturbations, which we used to restrict the values of the parameters of the theory in the numerical study of Sec. VII.

The mass of tensor perturbations is given by

$$m_{GW}^2 = m_{GW}^2 \left[ 3 + 3 \alpha_3 + \alpha_4 + r X^2 (\alpha_3 + \alpha_4) - (1 + r) X (1 + 2 \alpha_3 + \alpha_4) \right]. \quad (E1)$$

To avoid tachyonic instabilities, we require $m_{GW}^2 > -H^2$. For tensor perturbations, we do not reproduce Eq. (4.7) of [11], nor the underlying equation of motion for the $\sigma$ field, Eq. (3.13). Equation (E1) agrees with [8,11] at the Case 1 fixed point, but not elsewhere.

For vector perturbations, we confirm the expression [Eq. (4.17)] in [11], for the coefficient of the vector kinetic term, and rewrite it as

$$k_V^2 = \frac{2 m_{GW}^2 a^2 X G_1(X)}{(k^2 (1 + r) + 2m_{GW}^2 a^2 X G_1(X))}. \quad (E2)$$

For the perturbations to be stable, we must have $k_V^2 > 0$ and a vector mass squared that limits any tachyonic instability $m_V^2 = m_{GW}^2 = -H^2$. We see from (E2) that if we impose

$$G_1(X) > 0, \quad (E3)$$

the kinetic coefficient obeys $0 < k_V^2 < 1$. If $m_{GW}^2 > -H^2$, as imposed above, then this also ensures tachyonic stability for vector perturbations.

For Case 1, after integrating out the BD mode, we obtain the conditions for stability of the scalar perturbations. Our results for this case reproduce the ones in [12]. At this fixed point, (E1) reduces to

$$m_{GW}^2 = \frac{m_{GW}^2 (r-1)^2 X^2 + \omega H^2 (rX-1) - 2)}{(r-1)(X-1)}. \quad (E4)$$

Following [12], we arrive at the stability conditions for scalar perturbations,

$$X^2 < a_0 h^2 < r^2 X^2. \quad (E5)$$

It follows that

$$r > 1 \quad (E6)$$

and

$$\alpha_\sigma > 0. \quad (E7)$$

For simplicity, we will not evaluate the stability conditions for scalar perturbations in the region $\omega \geq 6$ for either $\alpha_\sigma > 0$ or $\alpha_\sigma < 0$.  
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