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ADVERTISEMENT

MPS-SL Mechanical-Bearing Ball-Screw Linear Stages
- Compact 50-75 mm width with travel up to 100 mm
- Precision ground ball-screw or lead-screw drive
- DC servo or stepper motor
- Crossed-roller bearings
- High resolution (0.1 µm), repeatability (±0.75 µm) and accuracy (±1.0 µm)
- High vacuum capable
- Compact multi-axis configurations
I. INTRODUCTION

Radiation plays an important role in the overall power balance of the plasma by cooling the plasma primarily at the edge. In early fusion experiments a single thermistor-backed metal foil bolometer with a 2π view was commonly used to estimate the total power radiated by the plasma.1,2 The need for a more durable sensor that can endure high temperature baking and is impervious to damage from neutrons and gamma rays led to the development of a metal thermoresistor bolometer.3–5 Miniaturization of these detectors has allowed them to be mounted in multiple arrays, which view the plasma in one poloidal cross section.6 Tomographic analysis of the resulting data could be performed which provides a two-dimensional view of the radiated power.7,8 The progress of magnetic fusion studies beyond the relatively simple axi-symmetric magnetic configurations of tokamaks to the more complex, fully three-dimensional geometries of helical devices calls for the development of two-dimensional diagnostics which by means of the use of multiple cameras and advanced tomography can provide the necessary three-dimensional data. This motivated the development of a two-dimensional bolometer which takes advantage of recent advances in infrared imaging technology to replace the resistive measurement of the metal foil’s temperature with an infrared measurement.9

II. INFRARED IMAGING BOLOMETRY

Infrared imaging bolometry originated with single detectors measuring the radiation from a single metal foil.10,11

The use of an infrared (IR) camera to measure the foil temperature was first proposed in an article investigating the relationship between operating temperature, wavelength, and signal-to-noise ratio.12 The concept of a two-dimensional IR imaging bolometer (IRIB) was introduced utilizing a two-dimensional segmented matrix of raised absorbers.9 This evolved into the segmented mask infrared imaging bolometer (SIB), a two-dimensional array of metal foil pixels,13 which was designed, constructed and tested on the compact helical system device14 and is described below.

By sandwiching a thin metal foil between two identical copper masks having a two-dimensional hole pattern, a two-dimensional array of foil pixels exposed to both sides is formed as shown in Fig. 1. On the front side the array is exposed to the plasma through a pinhole or slit aperture. Meanwhile, an IR camera views the blackened backside of the foil array through an IR transmitting vacuum window, measuring the temperature rise of the foil pixels resulting from the radiation incident on the front side as seen in Fig. 2. The copper masks form a heat sink for each pixel, the size, thickness and thermal properties of which determine the steady-state sensitivity, $K$ (in °C/W), and thermal diffusion time, $\tau$ of the pixel. Since the foil and mask are at high vacuum inside the vacuum vessel, there is no atmospheric cooling and the only cooling of the foil is from the mask. The mask should also thermally isolate the foil pixels from each other. The thickness of the foil, $t_f$ is chosen to be able to stop the highest energy photon expected. The diameter of the pixel should be chosen such that the thermal diffusion time of the pixel matches the frame interval $\Delta t$ of the camera. The relationship between the pixel diameter $d_{\text{pix}}$ and its thermal diffusion time is given by Eq. (1) where $\kappa$ is the thermal diffusivity of the foil material in m²/s:
If the pixel diameter is larger than this value the heat from this time slice will not dissipate before the next time slice, if it is smaller than this value the heat will dissipate too quickly. The spatial resolution is then determined by the aperture and camera geometry. Each pixel is calibrated by illuminating the blackened side with the chopped light of a helium-neon laser of known power and measuring the calibration parameters, \( \tau \) and \( K (\degree C/W) \). The power to each pixel is then given by

\[
P_{\text{rad}} = \frac{1}{K} \left( T + \tau \frac{dT}{dt} \right),
\]

with \( T \) the temperature of the foil with respect to the mask temperature, just as in the case of resistive metal film bolometers. Note that the calibration parameters, \( \tau \) and \( K \), can be written in terms of the heat capacity, \( c (J/\degree C) \), and thermal conductivity, \( k (W/m/\degree C) \), as \( \tau = c/ktf \) and \( K = 1/ktf \).

Some problems arise from the masks. First of all, dishing of the copper masks can result in poor contact of the copper heat sink to the foil at the pixel edge for some of the pixels resulting in “cross talk” due to heat flow between neighboring pixels. This may be partially solved by adding more clamping bolts between pixels at the expense of decreased pixel area. Another problem is shadowing of some portion of the pixels by the front side of the mask.

### III. INFRARED IMAGING VIDEO BOLOMETER

A search for a solution to the problems of the SIB has given rise to a new concept in imaging bolometry, the infrared imaging video bolometer (IRVB). The IRVB differs from the SIB by eliminating the mask and using one large copper frame to support the entire foil as shown in Fig. 3. This increases the usable area of the foil by approximately 40\% in the case of the designs shown in Figs. 1 and 3. The dishing problems of the masks mentioned above are avoided.
The stability criterion for the FTCS algorithm is given by

\[ \frac{kD}{l^2} \geq 2 \Delta t. \]

This stability criterion is numerically divided into square pixels of dimension \( l_\text{bol} \), (designated “bolometer pixels”). The length \( l_\text{bol} \) should be greater than or equal to the image size \( l_f \) of the IR camera’s pixels (designated “IR pixels”) as shown in Fig. 3. The change in temperature \( \Delta T \) of each bolometer pixel during \( \Delta t \) can be written as the sum of the temperature change due to diffusion, \( \Delta T_{\text{diff}} \), and the temperature change due to the incident power from the plasma radiation, \( \Delta T_{\text{rad}} \):

\[ \Delta T = \Delta T_{\text{diff}} + \Delta T_{\text{rad}}. \]  

The fundamental difference between the SIB and the IRVB is in how they deal with the thermal diffusion in the foil, which is described below. One disadvantage of the IRVB is the lack of support given to the foil by the SIB mask.

The temperature measurements of the IR pixels whose image makes up the bolometer pixel can be averaged to reduce the noise and improve the sensitivity. If necessary, depending on the signal level, the pixel size, \( l_\text{bol} \), can be increased above the minimum to improve the signal-to-noise ratio at the cost of spatial and time resolution. This makes the IRVB more flexible than the previous masked version having a fixed pixel size.

IV. CALIBRATION

Due to possible nonuniformity in \( t_\text{f} \) from fabrication and in \( \kappa \) and \( k \) due to the carbon coating needed on the IR camera side of the foil, calibration is necessary. Equation (8) can be written in the form of Eq. (2) with

\[ \tau = \frac{l_\text{bol}^2}{K} \quad \text{and} \quad K = \frac{1}{t_f k}. \]  

Therefore, calibration can be carried out by determining these two quantities for each bolometer pixel. This is most effectively done by determining \( K(x,y) \) and \( \tau(x,y) \) (that is, for each IR pixel) and then averaging those quantities over those IR pixels which make up the bolometer pixel. The thermal time \( \tau \) can be measured by quickly heating the foil, then removing the heat source and measuring each pixel’s temperature decay time. The sensitivity \( K \) of each IR pixel can be measured relatively by heating the foil with a uniform light source and measuring the temperature distribution at thermal equilibrium [\( \partial T_{\text{heat}}(x,y)/\partial t = 0 \)]. This distribution of the foil temperature with respect to the frame temperature is then compared with that of a perfectly uniform thin foil given by

\[ T_{\text{ref}}(x,y) = \frac{16 S_{\text{heat}} K}{\pi^2} \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \frac{\cos \lambda_l \cos \lambda_m y}{(2l+1)(2m+1)\lambda_{lm}^2}, \]

where

\[ \lambda_l = \frac{(2l+1) \pi}{a}, \quad \lambda_m = \frac{(2m+1) \pi}{b}, \quad \lambda_{lm} = \sqrt{\lambda_l^2 + \lambda_m^2} \]

and where the edge of the foil is at \( x = \pm a/2, y = \pm b/2 \), and \( S_{\text{heat}} \) is the unknown power density of the uniform heat source at the foil. Equation (11) was derived by analytically solving the heat diffusion equation in rectangular coordinates given by Eq. (4) using a uniform power distribution, \( S_{\text{heat}} \), divided by \( k \), as the boundary condition for the first derivative of the temperature in the \( z \) direction. Since \( S_{\text{heat}} \) is unknown, the ratio of the measured temperature to this temperature distribution is normalized to the center IR pixel of the foil giving the relative calibration of each pixel:

\[ K_{\text{rel}}(x,y) = \frac{T_{\text{heat}}(x,y)}{T_{\text{ref}}(x,y)}. \]  

The absolute calibration can be carried out by illuminating the center of the foil with a light source of a known
power distribution. For instance, if a helium–neon laser of a known power $P_{\text{laser}}$ with a Gaussian power distribution given by

$$S_{\text{laser}}(x,y) = \frac{P_{\text{laser}}}{\pi(\alpha^2 + \beta^2)} \exp\left[-(x^2/\alpha^2 + y^2/\beta^2)\right]. \quad (14)$$

with beam radii of $\alpha$ and $\beta$ in the $x$ and $y$ directions, respectively, is used to illuminate the center of the foil starting at $t=0$, the resulting temperature evolution near the center of the foil is given by

$$T_{\text{laser}}(x,y,t) = \frac{4\alpha\beta K(x,y)P_{\text{laser}}}{ab(\alpha^2 + \beta^2)} \times \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \cos \frac{\lambda_l x}{\lambda_{lm}} \cos \frac{\lambda_m y}{\lambda_{lm}}$$

$$\times e^{-(\alpha^2 \lambda_l^2 + \beta^2 \lambda_m^2)/4} \left(1 - e^{-\kappa \lambda_{lm}^2 t}\right)$$

(15)

for $\alpha, \beta \leq a, b$. This relation has been derived by analytically solving the heat diffusion equation in rectangular coordinates given by Eq. (4) using the Gaussian function given as Eq. 14 divided by $k$, as the boundary condition for the first derivative of the temperature in the $z$ direction. Taking the temporal limit of this as the foil reaches thermal equilibrium ($t = \infty$) and integrating this over the IR pixel and dividing by its area gives the temperature of the center IR pixel $T_{\text{center}}$:

$$T_{\text{center}} = \frac{4\alpha\beta K_{\text{center}}P_{\text{laser}}}{ab(\alpha^2 + \beta^2)} \times \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} \exp\left[-(\alpha^2 \lambda_l^2 + \beta^2 \lambda_m^2)/4\right]$$

$$\times \left\{ 1 - \frac{t^2_{\text{IR}} \lambda_l^2}{24} + \frac{t^2_{\text{IR}} \lambda_m^2}{24} \right\}.$$  

(16)

Solving Eq. (16) for $K_{\text{center}}$ one can determine the absolute calibration, $K(x,y)$:

$$K(x,y) = K_{\text{center}} K_{\text{rad}}(x,y).$$

(17)

V. THERMAL MODELING OF THE FOIL

Using the equations introduced above, modeling is carried out to investigate the accuracy of the FTCS algorithm in giving the incident power on the foil. First of all, the incident power on the foil is modeled as a Gaussian function as given by Eq. 14 and shown by the solid line in Fig. 4 with $P_{\text{laser}} = 20 \text{ mW}$ and $\alpha = \beta = 4 \text{ mm}$. This choice of a Gaussian function is arbitrary and chosen out of convenience. The power density level of the model is on the order of that expected from a typical fusion plasma ($10 \text{ mW/cm}^2$). Then the resulting foil temperature distribution evolution is calculated using Eq. (15) with 70 Fourier terms used in each dimension. For the purposes of this study a uniform gold foil is assumed ($a = b = 9 \text{ cm}$, $t_f = 1 \mu\text{m}$, $k = 3.16 \text{ W/cm} \cdot \text{K}$, $\kappa = 1.27 \text{ cm}^2/\text{s}$). An example of the temperature distribution evolution during the first ten time steps is shown in Fig. 5 for the case where $\Delta t = 4 \text{ ms}$. The temperature levels for this case are well above the sensitivity of current infrared cameras ($25\sim 100 \text{ m}^\circ\text{C}$). Finally, using this temperature distribution evolution the incident power distribution is calculated by the FTCS algorithm using Eq. (8) for $l_{\text{bol}} = 1 \text{ mm}$ as given by Eq. 9. The result is shown by the dashed line in Fig. 4. This calculated distribution varies from the original distribution (in this case Gaussian) by less than $6\%$ at its peak demonstrating the ability of the FTCS algorithm to accurately reproduce the incident power profile.

VI. NOISE EQUIVALENT POWER CALCULATIONS

In this section expressions for the noise equivalent power (NEP) for both the SIB and the IRVB are derived and compared. NEP is a figure of merit for bolometers indicating the signal power level when the signal to noise ratio, $S/N = 1$. Therefore, a lower NEP results in a more sensitive measurement.

Starting with the SIB we take Eq. (1) from Ref. 1 and let $S_f = P_{\text{rad}}/\pi b^2$, where $b$ is the pixel radius. Integrating this temperature equation over the pixel area and dividing by the area results in the average temperature over the pixel

$$T_{\text{avg}}(t) = \frac{4}{\pi b^2} \sum_{m=1}^{\infty} \frac{1}{k t_f} \exp\left[-\kappa \alpha_m^2 \beta_m^2 t\right].$$

(18)

FIG. 4. Plot of Gaussian model of incident power density profile (solid line) and result of FTCS algorithm calculation (broken line).

FIG. 5. Time evolution of foil temperature profile during the first ten time steps of the model. Temperature profile is initially zero and rises to the profile shown by the solid line at $t = 10\Delta t$. This data is used for the FTCS calculation whose result is shown in Fig. 4.
This can be rewritten in the form of \( \Delta t_{\text{IR}} \) assuming the same pixel size and foil material.

\[
T_{\text{avg}}(t) = K P_{\text{rad}} \left[ 1 - \exp\left( -t/\tau \right) \right].
\]

This can be rewritten in the form of Eq. (2) with \( K = 4/\pi \alpha_4^2 / l_1 f_{\text{IR}} \) and \( \alpha = b^2/2 \kappa \alpha_5^2 \). Expressing the error in \( T_{\text{avg}}^2 \), \( \sigma_{T} \), \( \alpha_{\text{IR}} \), and the number of IR pixels, \( N_{\text{IR}} \), composing one bolometer pixel as \( \sigma_{T} = \alpha_{\text{IR}} / \sqrt{N_{\text{IR}}} \) and applying standard error analysis, \( \alpha_{\text{IR}} \), the noise equivalent power \( \eta \) can be written in the form

\[
\eta_{\text{SIB}} = \frac{\pi \alpha_4^4}{4} k f_{\text{IR}} \alpha_{\text{IR}} \left( \frac{\sqrt{2}}{\alpha_5^2} \pi \frac{A_{\text{bol}}}{\kappa \Delta t_{\text{IR}} m} + 1 \right),
\]

where \( \Delta t_{\text{IR}} \) is the frame interval of the IR camera, \( m \) is the number of frames over which the signal is averaged (resulting in a time resolution for the diagnostic of \( \Delta t = m \Delta t_{\text{IR}} \)) and \( A_{\text{bol}} = \pi b^2 \) is the area of the bolometer pixel. This analysis assumes that there is no error in the measurement of the mask temperature. If one chooses to not make this assumption and averages over the same number of IR camera pixels to find the mask temperature as are used to find the pixel temperature, the NEP of the SIB will increase by a factor of \( \sqrt{2} \). For the IRVB, applying error analysis to Eq. (8) one arrives at a NEP of

\[
\eta_{\text{IRVB}} = 2 \sqrt{\Delta t_{\text{IR}} \frac{\alpha_{\text{IR}}}{\sqrt{m N_{\text{IR}}}} \left( \frac{1}{\alpha_5^2} \frac{A_{\text{bol}}}{\kappa \Delta t_{\text{IR}} m} + 1 \right)}.
\]

In order to compare the NEP values for the SIB and IRVB, the ratio of NEP values, \( \eta_{\text{SIB}} / \eta_{\text{IRVB}} \), is plotted in Fig. 6 as a function of \( A_{\text{bol}} / \kappa \Delta t_{\text{IR}} m \), a dimensionless quantity that is the ratio of the bolometer pixel area to the area through which heat will diffuse in the time \( \Delta t_{\text{IR}} m \). The lower limit of two for this ratio is given by the stability criterion for the FTC algorithm in Eq. (9). This shows that for any value of \( A_{\text{bol}} / \kappa \Delta t_{\text{IR}} m \) the IRVB is more sensitive than the SIB. For the range of practical interest (2 < \( A_{\text{bol}} / \kappa \Delta t_{\text{IR}} m < 20 \)) the IRVB is 5–2 times more sensitive than a SIB having the same pixel size (area). This improvement in sensitivity results because the mask cools the foil locally and therefore reduces the average temperature over the pixel and thus the signal level of the SIB. In addition to the improved sensitivity of the IRVB over the SIB of the same pixel size, the IRVB will also have better spatial resolution. This is due to the increase in the number of IR pixels viewing the foil area which was occupied by the mask in the case of the SIB. For example, taking the geometries shown in Figs. 1 and 3, the IRVB can fit 14% more pixels in each dimension than the SIB having the same pixel size and foil size. Therefore, regardless of the foil material and mask geometry, the IRVB is always more sensitive and has better spatial resolution than a SIB having the same pixel size.

### VII. DESIGN CONFIGURATION FLEXIBILITY

One of the features of the IRVB is the flexibility of the diagnostic to allow tradeoffs between sensitivity, spatial, and time resolution without the need to change the foil frame. This can be seen in Table I where the details of several experimental configurations are shown for three different infrared cameras using the same foil. The first entry shows that with a state of the art camera one can obtain tens of thousands of channels of data at millisecond resolutions with a

| IR camera parameters | Bolometer parameters | Noise reduction |
|----------------------|----------------------|-----------------|
| \( \Delta t_{\text{IR}} \) | \( l_{\text{IR}} \) pixel/side | \( \Delta t \) Pixel/side | \( \eta_{\text{IRVB}}/A_{\text{bol}} \) | Time | Pixel | Total |
| (ms) | (mm) | (ms) | (mm) | \( \mu W/\text{cm}^2 \) | \( \Delta S/N \) | \( S/N \) | \( S/N \) |
| 1 | 0.35 | 256 | 0.5 | 180 | 31.6 | 1 | 1.4 | 1.4 | 5.40 |
| 1 | 0.35 | 256 | 1.0 | 90 | 7.6 | 2 | 2.9 | 5.8 | 5.40 |
| 1 | 0.35 | 256 | 1.0 | 56 | 3.1 | 3 | 4.5 | 14.4 | 5.35 |
| 16.7 | 0.35 | 256 | 1.0 | 45 | 7.7 | 1 | 5.9 | 5.9 | 5.29 |
| 33.3 | 1.32 | 68 | 33.3 | 2.9 | 45 | 20.2 | 1 | 2.2 | 2.2 | 5.38 |
| 33.3 | 1.32 | 68 | 0.5 | 18 | 6.7 | 1.7 | 3.8 | 6.6 | 5.40 |
sensitivity of 30 \( \mu \text{W/cm}^2 \). The next two entries show the gains that can be made in sensitivity by noise reduction through sample and pixel averaging at the expense of temporal and spatial resolution using the same camera (the second entry is the case used in the previous section). The last three entries show that even for lower performance cameras hundreds of channels can be observed with reasonable sensitivity although at slower time resolutions. One can see that it is most advantageous to use a high speed camera with a large number of pixels in order to take advantage of time sample averaging and pixel averaging to improve the sensitivity through noise reduction. In the right hand column of Table I the ratio of NEP values are shown for each configuration for a gold foil. For each of the six configurations the IRVB is over 5 times more sensitive than a SI having the same pixel size.

VIII. DISCUSSION

In addition to the advantages mentioned above a possible disadvantage of the IRVB compared to the SIB is the relative lack of support for the foil that was previously provided by the mask. Therefore, care must be taken to avoid air pressure differences between the two sides of the foil through vents in the frame. If necessary, this may be compensated for by using a mylar backed foil. While this may have an effect on the thermal properties of the foil, they can be accounted for in the calibration scheme described above. Also, this support issue will become less important as thicker foils will be needed to stop the higher energy photons from a reactor-grade plasma. In addition to the two-dimensional absolute quantitative measurement of the radiated power using the algorithm described above, the IRVB also can provide a qualitative real-time video image of the radiated power from present and future steady-state fusion devices.
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