On the Use of Satellite Nightlights for Power Outages Prediction
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ABSTRACT

Hurricanes are a dominant disaster in the Caribbean, always causing serious power outages throughout the islands. Hurricane Maria was a prime example, causing unimaginable destruction of the power infrastructure of Puerto Rico (PR). Consequently, one month after the hurricane landfall, approximately 80% of the population was still without power. After an event of such massive destruction, the electric power restoration process progresses very slowly. This timeline can be improved using power outage (PO) forecast models that help identify the vulnerable places before the hurricane landfall. Generally, these models are trained with historical power outages records, associated data on weather conditions, and additional information about the natural and built environments. However, PO records are often difficult to acquire, and, in many instances, the power utility companies may not record them. This study utilizes a satellite-based Visible Infrared Imaging Radiometer Suite (VIIRS) night light data product as a surrogate for the power delivery to predict hurricane-induced PO in areas having limited to nonexistent historical data records. The processed satellite data is then used along with geographic variables, and simulated weather data to formulate machine learning-based algorithms to predict PO for future hurricane events. These models are applied and validated in the context of the PR catastrophic storm, Hurricane Maria.
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I. INTRODUCTION

Hurricanes cause significant damage to the electrical power infrastructure. A recent example is the passage of Hurricane Maria (H-Maria) in the Caribbean during September 2017, which reached a peak intensity of maximum sustained wind speeds of 175 mph (280 km/h), making it the tenth-most intense Atlantic hurricane on record. H-Maria made landfall in Puerto Rico on September 20th, causing unimaginable destruction. Almost all of the 2,400 miles of transmission lines, 30,000 miles of distribution lines, and 342 substations were damaged by the storm [1].

The recovery process of the Puerto Rico power grid was slow due to its near-complete destruction. After one month, less than 20% of the total power capacity had been restored [2]. The preparedness for such events can be improved by anticipating the likely location and timing of storm-induced damage to the power grid. Primarily, this will help the utility companies and emergency managers to direct restoration plans, allowing for a more efficient repair and recovery process after the extreme weather event.

Several studies have investigated the impact of extreme weather events on the power infrastructure. For instance, Reed et al. [3] used data on actual power outages experienced during Hurricane Rita along the Gulf of Mexico coast to study how they related to the observed wind gusts. They found a direct relationship between power outages and wind speed;
however, other meteorological and environmental variables were not considered in their study. Bjaradottir et al. [4] performed a risk assessment of the utility poles for the area of Miami and Florida, similarly considering the wind speed as the only explanatory weather variable. Yue et al. [5] developed a failure rate model with a Bayesian update for specific, different power grid components (such as transmission lines, transformers, substations), using high-resolution weather data from two National Weather Service Next-Generations Radars (NEXRADs). However, forecasted weather data was not considered in their study. Reed et al. [6] studied the energy system performance during Hurricane Katrina and concluded that damage to the utility infrastructure could also occur at relatively lower wind speeds, mainly by heavy inland rainfall. Zhu et al. [7] developed a power outage forecast model, making short-term predictions of one and five hours ahead of a storm. McRoberts et al. [8] developed a two-step procedure for power outage prediction using classification trees to help reduce the inflation of non-outage cases in the training data, also called the zero-inflation problem, leading to more accurate predictions. Yang et al. [9] studied power outage (PO) models for different storm magnitudes finding that the prediction accuracy increased dramatically when a greater number of storms were included in the training dataset, and when selectively training the model with a subset of events representative of the event type of interest.

As a result of anthropogenic climate change, future tropical storms are expected to have stronger winds and heavier rainfall [10]. These storms present a substantial risk to the power infrastructure. Wanik et al. [11] studied the impact of a future-climate Superstorm Sandy (the year 2100) on the Connecticut power grid, concluding that a storm of this magnitude will increase the outages by 42%-64%, compared to the already significant impact of superstorm sandy in 2012.

The aim of this study is the development of a PO forecast model that does not rely on the PO records provided by the utility. The experience of H-Maria along with Hurricane Irma (H-irma) (2017) is used as learning and training events. We used a machine learning based approach to model the complex non-linearity present in the extreme weather-induced PO.

One challenge that is often faced in the development of PO prediction models is the availability of reported PO records for the desired utility area. This data is often incomplete, difficult to acquire, proprietary, or may even be non-existent. Multiple techniques have been developed using NASA’s black marble nighttime lights (NTL) product suite (VNP46) [12], developed with the Visible Infrared Imaging Radiometer Suite (VIIRS) day/night band (DNB) onboard the SUOMI national polar-orbiting platform (SNPP). Román et al. [13] showed that this dataset can be used as a measure of the PO restoration process, and validated the results with actual restoration data from the utility. Azad and Ghandehari [14] used the NTL data product to estimate outage duration in Puerto Rico following H-Maria with high spatial granularity. Cole et al. [15] used the NTL along with population estimates, count of grid assets, and PO reports to train a neural network that was able to predict the count of power outages in extreme weather events. However, this technique fully relies on the availability of power outages reports for the training of the model. Wang et al. [16] found that the change in NTL after a natural disaster can be used to monitor PO approximate location and duration.

Developing new approaches that do not require actual PO records is relevant to the current state of the field. In this study, we aim to address this challenge, by developing a prediction model that relies on satellite-based NTL observations as a proxy for PO. Thereby, the model does not require any data from the utility, making it ideal for isolated regions or regions with limited PO records.

Researchers from different domains have used NTL for quantitative analysis of different complicated phenomena. These include economic activity [17], [18], population change [19], [20], power systems and disruptions [21], [22], and urban expansion [23], [24]. The defense meteorological satellite program’s operational line scanner (DMSP/OLS) was the first satellite system providing night-time light data since 1992. Six DMSP satellites (f10, f12, f14, f15, f16, and f18) equipped with OLS were of great value, despite the lack of full calibration, posing challenges to perform quantitative and time series analysis of radiance. Researchers often utilized the product by performing different inter-calibration methods, such as assuming constant light intensity throughout the time of interest [25]. DMSP was followed by the SNPP satellite with the VIIRS sensor in 2011. Many of the shortcomings of the DMSP night-time light products were addressed using an onboard solar diffuser calibration system [26], [27]. One of the VIIRS sensor’s bands is the DNB which detects light in a range of wavelengths from green to near-infrared. Using these bands, VIIRS is able to deliver high-quality information on night-time lights.

This paper is structured as follows: section II provides a description of the data along with the different methods used to process the data; section III contains details on the power outage prediction model and its initialization hyperparameters; section IV contains the results and a discussion on the sensitivity of the model to different spatial resolutions; limitations are given in section V, and our conclusions are presented in section VI.

II. DATA AND METHODOLOGY

Two storms were considered for the development of the PO prediction model: Hurricanes Irma and Maria. Multiple weather explanatory variables (Independent Variables) were used in the model to describe the destructive capabilities of a hurricane. Moreover, additional non-weather-related variables were also considered. These variables describe potential contributing risks, such as trees near the overhead lines, or provide information on the energy infrastructure. All the selected explanatory variables are explained in detail in section A. In this study satellite-based NTL observations are incorporated as a proxy for PO, which gives the possibility...
of developing prediction models for utility areas where PO records are limited or non-existent. The use of NTL as a response variable (Dependent Variable) will be discussed in section B.

A. EXPLANATORY VARIABLES
This study employs a single-layer urban canopy version of the Weather Research and Forecasting (WRF v 3.8.1) model [28], a numerical weather prediction system developed by the National Center for Atmospheric Research (NCAR) to simulate the meteorological variables used in this study. For domain configuration, three two-way nested domains were employed. The Mesoamerican and Caribbean regions are covered under the parent domain at a spatial resolution of 25 km (144 points by 100 points). The Caribbean Sea, Dominican Republic, and the island of Puerto Rico are included in the second domain, which has a spatial resolution of 5km (306 points by 191 points), while the entire island of Puerto Rico is included in the third domain, which has a spatial resolution of 1km (336 points by 156 points). This nested domain configuration is illustrated in the top panel of Figure 1, with the surface elevation contours within the smallest domain shown in the bottom panel. The center of the island contains the Cordillera Central mountain range with elevations as high as 1300 meters. For the 1 km domain, the cumulus parameterization was disabled because WRF can explicitly resolve convective processes at this resolution. The model has 50 vertical levels, 35 of which are below 2 km in height. Two simulations were conducted, from September 4th to 9th, and from September 19th to 22nd, 2017 that covered both H-Irma and H-Maria, respectively.

As part of this analysis, an ensemble of model simulations of H-Maria was considered that included variation in the resolution of the boundary and initial conditions, the PBL schemes and the cumulus parameterizations. We use the explanatory variables output by the ensemble member that best reproduced the observed storm track. H-Irma results were validated with ground station data from Luis Muñoz Marin International Airport (TJSJ) and Roosevelt Roads Naval Station (TJNR). More details of the WRF configuration for both storms, and H-Maria results are given in Pokhrel et al. [29].

For H-Irma, data from September 6th and 7th was used, with a resolution of 1km × 1km. The simulation provides the wind in its U and V components. Moreover, we determined the maximum wind speed magnitude in each grid cell over time. The center and northeast part of the island experienced the greatest maximum wind speeds during H-Irma, where the highest power loss occurred, Figure 2. Furthermore, the cumulative precipitation for each event is calculated as the sum of the hourly precipitation at each location over the lifecycle of the storm. Figure 3 shows that for H-Irma, highest rainfall totals occurred in the same regions as the greatest maximum wind speeds.
grid cell throughout the whole event. As shown in Figure 4, the wind speed in H-Maria was significantly higher than H-Irma, with speeds as high as 145 MPH. Furthermore, we determined the duration of high winds in the service area from the WRF simulated wind speed. Specifically, the duration of wind speed greater than 20, 30, and 40 MPH, resulting in a total of 4 wind-related variables in the training dataset. For H-Maria, model outputs from September 20th and 21st were used. The greatest precipitation in H-Maria was located around the center of the island, with a maximum value of 25 inches, Figure 5.

Besides the weather data, land surface elevation, population, and land cover were added as static geographic variables in the model. The land surface elevation was obtained from the United States Geological Survey [30]. The dataset has a horizontal resolution of 100m × 100m. The population data was obtained from the US Census, providing an estimation of the population by town. The land cover dataset was downloaded from the National Land Cover database [31], with a resolution of 30m × 30m, including 12 different land classes. Most of the island is covered by evergreen forest, which presents a significant risk to the overhead transmission and distribution lines, Figure 6.

After processing each variable individually, all the explanatory variables (e.g. weather, elevation) were interpolated to a common spatial resolution of 500m × 500m to better match the satellite NTL resolution. Additionally, two different datasets were created, one where all the variables were aggregated using the census tract into towns and the other where the variables were aggregated into towns subdivisions, using the most appropriate statistical method for each variable. Here, a town is the political boundary, and a town subdivision is a sub-region within the town also referred to as barrio. The selected aggregation method for each variable is listed in Table 1. Consequently, three training datasets were created by changing the spatial resolution of the variables (500m × 500m, Towns, and Towns Subdivisions).

### B. RESPONSE VARIABLE

Previous studies have already demonstrated the high efficacy of the NTL product to represent hurricane-induced power loss and recovery [13], [14]. The VIIRS satellite sensor is capable of capturing the upwelling visible and infrared radiance from the Earth at 500m × 500m resolution. In this study, we used the top-of-atmosphere, at-sensor nighttime radiance product (VNP46A1). First, we examined the cloud-mask layer of the VNP46A1 product to determine the cloud coverage. To quantify the pre-H-Irma and Maria baseline NTL distribution, we removed the pixels with clouds and aggregated

### TABLE 1. Explanatory variables.

| Explanatory Variable | Source          | Resolution | Units | Aggregation Method |
|----------------------|-----------------|------------|-------|--------------------|
| Maximum Wind Speed, (WS) | WRF            | 1km x 1km | MPH   | Maximum            |
| Duration of Wind Speed greater than 20 MPH, (WS 20) | WRF            | 1km x 1km | hours | Maximum            |
| Duration of Wind Speed greater than 30 MPH, (WS 30) | WRF            | 1km x 1km | hours | Maximum            |
| Duration of Wind Speed greater than 40 MPH, (WS 40) | WRF            | 1km x 1km | hours | Maximum            |
| Cumulative Rainfall, (CR) | WRF            | 1km x 1km | inches | Maximum           |
| Population by Municipios, (POP) | US Census     | Municipios | count | Maximum            |
| Elevation, (EL) | USGS            | 100m x 100m | feet  | Mean               |
| Land Cover, (LC) | USGS/NLCD      | 30m x 30m | categorical | Median          |
| Pre-Hurricane NTL intensity map, (NTL Base) | NASA/VIIRS   | 500m x 500m | radians | Mean              |

FIGURE 4. H-Maria WRF-simulated maximum wind speed, towns subdivisions spatial resolution.

FIGURE 5. H-Maria WRF-simulated cumulative rainfall, towns subdivisions spatial resolution.

FIGURE 6. Puerto Rico type of land cover, towns subdivisions spatial resolution.
the NTL data between August 20\textsuperscript{th} and August 24\textsuperscript{th}, 2017 to a complete, clear-sky mapping of the NTL over Puerto Rico. Since significant cloud cover is associated with hurricanes, it is not always possible to capture the immediate nighttime radiance following landfall. We aggregated images between September 8\textsuperscript{th} and September 11\textsuperscript{th} to quantify the H-Irma induced power loss. We found the power was completely recovered by September 17\textsuperscript{th}. The cloud cover remained longer for H-Maria with no cloud-free imagery in the first four days following landfall. To create the post-Maria NTL data, we aggregated the cloud-free part of the island captured in images between September 25\textsuperscript{th} and September 30\textsuperscript{th}, to construct a cloud-free image for the entire island. Due to this need for cloud-free observations of the NTL, the estimates of power loss will be impacted by power restoration during the time between outage occurrence and cloud-free observations. This will result in some underestimation of the total power outages from the derived algorithm. Figure 7, shows a box plot of log-transformed pixel-level NTL radiance for the entire island. The median log transformed NTL intensity before H-Irma, between 20 and 24 August, was 0.6 which dropped to 0.09 after H-Irma landfall. Again, between 17 and 19 September, the median radiance became 0.6 which is equal to the intensity prior to H-Irma. This indicates the power infrastructure of the Island completely recovered from the loss caused by H-Irma before the landfall of H-Maria. Therefore, using radiance values between August 20\textsuperscript{th} and 24\textsuperscript{th} as a baseline for both events would give an unbiased estimation of power loss.

**FIGURE 7.** Box plot showing log-transformed pixel-level NTL radiance for the Island. Radiance distribution before H-Irma is demonstrated by 20 Aug – 24 Aug. (Pre-Irma) where 8 Sep – 11 Sep (Post-Irma) shows the radiance immediately after the landfall H-Irma. Between 17 and 19 Sep (Pre-Maria), the power was fully recovered from the loss caused by H-Irma. 25 Sep – 30 Sep (Post-Maria) shows the distribution after the landfall of H-Maria.

The loss in power infrastructure can be formulized as,

\[
\text{Power Loss} = \frac{\text{NL}_{\text{Base}} - \text{NL}_{\text{After}}}{\text{NL}_{\text{Base}}} \times 100 \quad (1)
\]

where \( \text{NL}_{\text{Base}} \) is the night light radiance before and \( \text{NL}_{\text{After}} \) is the radiance after the hurricane. The \( \text{NL}_{\text{Base}} \) was used by itself as an independent variable. Note that in this context Power Loss (PL) represents the change of night light radiance and not the actual electricity power loss. Moreover, the PL metric could be interpreted as the probability of power outage (PO) within a given spatial boundary (i.e., 500m, Towns, and Towns Subdivisions). As such, we are relating PL to PO in this contribution. As shown in Figure 8, H-Irma had a notable impact on the power infrastructure, leaving a major power loss on the northeastern side of the island. In contrast, H-Maria severely damaged the power infrastructure, leaving major power loss throughout the island, Figure 9.

**III. POWER OUTAGE MODEL**

The model development is based upon machine learning tools widely used for power outage forecasting, specifically Bayesian Additive Regression Trees (BART), Random Forest (RF), and Extreme Gradient Boosting (XGBoost).

BART is a data mining, fully Bayesian probability model, with a prior and likelihood. The model is constructed with an ensemble of decision trees. The predictions are made by adding the resulting outputs from each tree together, helping to avoid overfitting in the model. The model can be described with the following equation [32],

\[
Y = \sum_{j=1}^{m} g \left( x, T_j, M_j \right) + \epsilon, \quad \epsilon \sim (0, \sigma^2) \quad (2)
\]

Here, \( T_j \) is a binary regression tree where \( M_j = \{ \mu_1, \mu_2, \ldots, \mu_b \} \) is its terminal node parameters. \( g \left( x, T_j, M_j \right) \) function assigns \( \mu_x \in M_j \) to \( x \). The expected value equals the sum of all the terminal node assigned to \( x \). \( \epsilon \) is the variance component, assumed to follow normal distribution with zero mean.
BART has been successfully used in different approaches to risk analysis and damage prediction in extreme weather events. Nateghi et al. [33] compared the BART model with survival models by predicting power outage duration in Hurricane Ivan (2004). BART was found to give better results than the traditional survival models. Guikema et al. [34] compared multiple models including generalized additive models, BART, generalized linear models, and classification and regression trees (CART), for the estimation of damage in the distribution poles during hurricane events. The authors concluded that nonparametric models perform better than parametric models for outage prediction in hurricanes. He et al. [35] compared two nonparametric tree-based models, BART, and quantile regression forest, concluding that BART was better for predicting the magnitude and spatial variation of outages. Moreover, BART was also found to perform better when the data was aggregated into larger service areas (e.g., Towns Subdivisions).

The RF [36] regression model is a non-parametric, supervised learning algorithm that averages over the outputs of an ensemble of decision trees to make the predictions. RF follows the bagging technique for training data creation by randomly resampling the original dataset with replacement [37]. From the total set, a small set of input variables is randomly selected for binary partitioning the nodes of a tree. The splitting of the non-terminal node of a regression tree is based on choosing the input variable with the lowest Gini Index.

\[
I_G(t_X(x_j)) = 1 - \sum_{j}^{m} f(t_X(x_j), j)^2 \quad (3)
\]

Here, \( f(t_X(x_j), j) \) is the proportion of samples with value \( x_j \) belonging to leave \( j \) as node \( t \) [38]. The final prediction of the model is done by averaging all trees.

Mukherjee et al. [39] developed a two-stage hybrid model to predict PO in the United States, by training a support vector machine model and a RF with publicly available data. Wanik et al. [40] created an ensemble model for storm-induced PO by combining RF, boosted gradient tree, and a decision tree. Li et al. [41] found that an RF-based model outperformed linear regression, support vector regression, and decision tree regression models for PO quantity predictions in typhoon events. Nateghi et al. [42] found that RF outperformed BART in the estimation of PO duration, by increasing the accuracy in predictions by 87%.

XGBoost is a scalable end-to-end tree boosting system that follows the principle of greedy function approximation of a gradient boosting algorithm [43]. The model utilizes additional regularized-model reinforcement to regulate overfitting to enhance the model performance [44]. XGBoost uses a tree ensemble technique which refers to the utilization of a set of CART, and the final prediction is the sum of each CART’s score [45]. For prediction, the model minimizes the following regularized objective function [46],

\[
L(\phi) = \sum_{i} l(\hat{y}_i, y_i) + \sum_{k} \Omega(f_k) \quad (4)
\]

Here, \( l \) is a convex loss function that measures the difference between predicted (\( \hat{y} \)) and true value (\( y_i \)). Moreover, \( \Omega \) is the regularization parameter that penalizes the complexity of the model to avoid overfitting, where \( T \) represents the number of leaves and \( ||\omega||^2 \) is the L2 norm of all leaf scores. The parameters \( \gamma \) and \( \lambda \) control the degree of conservatism when searching the tree [47]. The efficacy of this algorithm has been recognized widely, which made it a popular choice to model the failures in the power network [48], [49].

To implement the BART model we selected the R library “BartMachine” [50]. We choose this library over the BayesTree R package [32], mainly for its capability to run in parallel, giving higher efficiency in the training process. For the BART model, a 5 – fold cross-validation was used and a total of 50 trees were selected, the other hyperparameters were set to default, as recommended by Chipman et al. [32] in his model development. In the training process, 250 burn-in iterations were performed and discarded. Finally, another 1000 iterations were made to build the regression trees. Furthermore, using a random hyperparameter grid search with 150 replicates of the model and a 5 – fold cross-validation we found the optimal hyperparameters for the RF to be 100 trees, a maximum depth of 126 for each tree, a maximum of 4 features considered for splitting a node, a minimum of 5 data points placed in a node before the node is split and default for the remaining. Similarly, a 5 – fold cross validation random hyperparameter grid search with 150 replicates of the model was used for XGBoost. The selected hyperparameters were gbtree as the booster, a total of 100 decision trees, a maximum depth of the tree of 10, a learning rate of 0.3, and a minimum weight of 1 to create a new node in the tree.

PL was analyzed in each storm independently. The behavior of the PL was very different in each storm, Figure 10. H-Maria had very high winds and precipitation. As a result, it caused more severe damage throughout the island, leaving most of the island with 70% to 100% power loss. On the other hand, H-Irma was less destructive, leaving most of the island with minimum PL, Figure. 9. Consequently, both storms are used as training events, allowing the model to be sensitive to both types of events. To build the training dataset, 70% of the data were randomly selected from both H-Irma and H-Maria. The remaining 30% of both storms data was left out of the training process and used to test the model. Explanatory variables in Table 1 were used in conjunction with the PL as inputs in the training process of the model.

IV. RESULTS

To test the sensitivity of the models at different spatial granularities, we formulated them at three different spatial levels: (1) 500m × 500m, (2) towns subdivisions level, and (3) towns level. Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and R-Squared (R2) were used to compare the
prediction capabilities of the model at different resolutions. Moreover, a mean-only model was used as a benchmark for BART, RF, and XGBoost.

Table 2 reveals that the RF and XGBoost models have higher explained variance (R²) for the 500m × 500m resolution and the towns subdivisions aggregation. Mainly because the training dataset size was significantly reduced due to the larger areas of aggregation (towns). Pixel resolution, on the other hand, offers the model with a vast dataset to train on. Furthermore, the RMSE shows that the 500m resolution has errors of greater magnitude in all models. Owing to the pixel level daily NTL dataset being noisier and skewed. Most importantly, combining the pixels into a larger spatial resolution minimizes noise and aids in the removal of the skewed response variable distribution.

The towns subdivision aggregation had the smallest prediction error in most of the models as the training dataset remained large enough for a reliable training process. Furthermore, the models had a small variance in the predictions with minimal large residuals in all the resolutions, as indicated by the closeness of the RMSE to the MAE value.

All three models (BART, RF, and XGBoost) performed similarly well on the test dataset (Figure 11). However, The RF model at towns subdivisions resolution was chosen as the best configuration because it had fewer large residuals in the predictions and the explained variance outperformed the other models by a small margin.

After selecting the optimal configuration of the model, we proceeded to study the importance of each variable in the model as a predictor. In order to get a stable study in the test dataset, we used permutation features importance with 100 replicates of RF to generate variable inclusion proportions, Figure 12.

As expected, the first three variables with the most influence in the prediction are weather-related variables that quantify the magnitude of the hurricane. Moreover, the duration of winds over 40 MPH had a higher inclusion proportion than the wind speed magnitude, implying that longer times of high wind exposure can be more critical than maximum wind gusts for PL estimation. Among land cover types, the evergreen forest is detected as an important predictor for power outages. That is plausible as this land type has a high risk for overhead transmission and distribution lines due to falling trees.

To further investigate the influence of the explanatory variables with highest inclusion proportion, we created partial dependence plots (PDP; Figure 13). The PDP were created using 50 bootstrap resamples and a confidence interval of 95%. The PDP shows that a higher duration of wind over 40 MPH strongly influences the PL. Similarly, the maximum

| TABLE 2. Comparison of model resolutions performance, test dataset. |
|------------------|-----------------|---------------|-----------|--------------|
| Resolution | Metrics | Mean Only | BART | RF | XGBoost |
| 500m x 500m | RMSE | 31.81 | 18.46 | 13.16 | 15.16 |
| 500m | MAE | 27.8 | 14.48 | 9.10 | 11.16 |
| | R2 | NA | 0.67 | 0.82 | 0.77 |
| Towns | RMSE | 23.86 | 13.05 | 13.59 | 13.65 |
| | MAE | 19.65 | 9.71 | 10.45 | 10.27 |
| | R2 | NA | 0.70 | 0.66 | 0.66 |
| Subdivisions | RMSE | 29.32 | 13.76 | 12.51 | 12.84 |
| | MAE | 25.80 | 10.49 | 9.42 | 9.66 |
| | R2 | NA | 0.79 | 0.82 | 0.81 |
wind speed and rainfall influence the PL as they increase. However, the influence plateaus when the duration of wind over 40 MPH, maximum wind speed, and rainfall reaches 25 hours, 80 MPH, and 13 inches, respectively. Additionally, we can see an increase in the influence on PL when the NTL_Base increases from 0 to 5. This shows how the NTL_Base helped the model achieve a better distribution of the PL over the island, by giving information on service areas with low NTL radiance, such as rural areas with a small customer count. Finally, looking at the quantile-quantile plot (QQ-plot; Figure 14) we see that most of the residuals fall along the 45-degree red line, which indicates that the residuals follow a normal distribution. This shows that the RF model can capture the variability in our dataset.

V. LIMITATIONS

Prediction of the hurricane-induced PL with NTL data is particularly valuable where the traditional outage information cannot be retained. However, clouds associated with hurricanes can remain for several hours to days, obscuring the NTL and making it impossible for the satellite to capture the actual damage right after the hurricane landfall. The model developed in this study is not applicable if the hurricane-induced outages are restored before nighttime clear sky conditions occur. Again, the satellite captures the image once every night. It would not be possible to detect PL if the damage occurred during the daytime and the power gets restored before the satellite passes over the affected area. In this regard, the model is only appropriate to use if the hurricane-induced POs sustain until the satellite captures a clear NTL image of the affected area. Most importantly, the model is able to capture the PL in our area of study, Puerto Rico, where hurricane-induced PO usually lasts more than one day after the storm landfall.

VI. CONCLUSION

This study presented a new technique for PO prediction in service areas with limited or non-existent direct PO historical records, using the NTL PL as a proxy of PO. The model was built based on simulated data from H-Irma and Maria in the Caribbean during September 2017. Then, the out-of-sample prediction capability was validated with data from both tropical cyclones. Moreover, the three tested models prove to perform well on the test dataset. However, RF was found to outperform BART and XGBoost in PL predicting capabilities. Duration of wind speed greater than 40 MPH and maximum wind speed were found to highly influence the PL in both storms. Similarly, the rainfall had a major influence on the PL in the range of 0 to 13 inches. These variables are directly correlated with the magnitude of the hurricane and the damage it can cause to the infrastructure. Among the non-weather-related variables, elevation was detected as a significant factor. This is mainly because most of the population in Puerto Rico is located near the coast, in low elevations, giving this a higher influence in PL in those areas.

The model was tested using three different spatial granularities (500m, towns subdivisions, and towns) for the same set of explanatory variables. The 500m and towns subdivisions aggregation outperformed the towns aggregation in the prediction capabilities for RF and XGBoost. The towns aggregation was found to be a very coarse domain, decreasing the training dataset size dramatically. Consequently, the towns resolutions models were not able to correctly explain the variability in the data. Moreover, the RMSE indicates that all the 500m resolution models have errors of larger magnitude. Finally, the RF with towns subdivisions resolution was chosen as the optimal model, giving a good balance between the explained variability ($R^2$ 0.82) and the reduction of outliers in the predictions (RMSE of 12.51%).

A future expansion of this work may include outages duration estimation using NTL. Which allow us to better understand the behavior of the power grid in extreme weather conditions. Moreover, a study of the power loss in future H-Maria like scenarios will provide us with tools to properly design future grids in complex terrains, focusing on improving resilience.
The error metrics used for this study are listed below:

- The mean absolute error (MAE)

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)
\]  

(6)

- The root mean square error (RMSE)

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}
\]  

(7)

The MAE is used to determine how accurate the predictions are. Furthermore, the RMSE is used to penalize undesired large errors in the prediction. The variance in the sample’s prediction errors is then estimated using the difference between MAE and RMSE. Where a small difference between the metrics means there is small variation in the magnitude of errors.
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