An Active RBSE Framework to Generate Optimal Stimulus Sequences in a BCI for Spelling
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Abstract—A class of brain computer interfaces (BCIs) employs noninvasive recordings of electroencephalography (EEG) signals to enable users with severe speech and motor impairments to interact with their environment and social network. For example, EEG based BCIs for typing popularly utilize event related potentials (ERPs) for inference. Presentation paradigm design in current ERP-based letter by letter typing BCIs typically query the user with an arbitrary subset characters. However, the typing accuracy and also typing speed can potentially be enhanced with more informed subset selection and flash assignment. In this manuscript, we introduce the active recursive Bayesian state estimation (active-RBSE) framework for inference and sequence optimization. Prior to presentation in each iteration, rather than showing a subset of randomly selected characters, the developed framework optimally selects a subset based on a query function. Selected queries are made adaptively specialized for users during each intent detection. Through a simulation-based study, we assess the effect of active-RBSE on the performance of a language-model assisted typing BCI in terms of typing speed and accuracy. To provide a baseline for comparison, we also utilize standard presentation paradigms namely, row and column matrix presentation paradigm and also random rapid serial visual presentation paradigms. The results show that utilization of active-RBSE can enhance the online performance of the system, both in terms of typing accuracy and speed.
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I. INTRODUCTION

Noninvasive electroencephalography (EEG) based brain computer interfaces (BCIs) have shown promising results for establishing a safe alternative channel between the people with severe speech/muscle impairment and their environment \cite{1}. BCIs can be used for different applications such as communication, environment control and wheelchair navigation \cite{1, 2}. For communication, letter by letter typing BCIs have been the subject of extensive research and development in the field \cite{1, 2, 3, 4, 5}. For instance, P300-matrix speller, which was first introduced by Donchin and Farewell, typically uses a letter by letter typing BCI \cite{5}. Even though matrix-based presentation scheme is very commonly used and various paradigms for this scheme were developed to improve typing speed and accuracy \cite{6, 7, 8, 9, 10, 11, 12}. It has been shown the matrix-based presentation paradigms are highly gaze dependent and they cannot operate well for the population with covert attention \cite{14}. As a minimally gaze dependent alternative, rapid serial visual presentation (RSVP) paradigm has been offered in which all the symbols are presented in a pseudo-random order at a predefined location of the screen in a rapid serial manner \cite{15, 16, 5, 17}. Generally, the performance comparison of different users on typing with row and column presentation (RCP), single character presentation (SCP), and RSVP paradigms, have demonstrated that at least for healthy population, the best presentation paradigm should be defined separately for each individual \cite{19}.

We have developed a noninvasive EEG-based typing BCI which enables the user to choose among different matrix-based presentation paradigms and RSVP paradigm \cite{19}. This system detects the user intent in a recursive Bayesian state estimation (RBSE) in which the state represents the user target. To improve the detection performance, we have incorporated a 6-gram language model that provides context priors to be probabilistically fused with the EEG likelihoods. Our earlier studies demonstrated a great benefit in using the language model both in terms of typing speed and accuracy \cite{19, 5}. In our system, a user is presented with a sequence of symbols and an event related potential in response to the desired character, in the recorded EEG, can indicate the user intent. To achieve a confident decision, our system might query the user with one or multiple sequences until a predefined confidence threshold is attained or an upper-bound on the number of sequences is reached \cite{18, 19, 20}. In earlier versions of the system, each sequence contained the entire set of the symbols. However,
experimentally, we observed that this method is very inefficient and adaptive subset selection methods are necessary to further improve the typing speed and accuracy.

Here, we describe a sequence design strategy using the active learning concept. Active learning will be built upon RBSE for dynamic and time effective sequence optimization. The proposed query design and inference mechanism is denoted as active-RBSE framework. In this framework, we develop query strategies to actively choose a subset of stimuli for every presentation sequence. Specifically, in this manuscript, we propose to use a query function that employs the observed EEG evidence along with context information. According to this function, queries are adaptively specialized for the user, at every iteration, during each target detection step. We show that this query function is a modular and monotonic set function and accordingly the optimal solution for this function can be achieved with guaranteed convergence. We utilized real EEG data, to run Monte-Carlo simulation of our system when active-RBSE framework was utilized. The results show that, the proposed query function along with the time efficient optimization framework can improve the online typing performance in terms of speed and accuracy for both matrix-based presentation and RSVP paradigms.

II. GENERAL BCI SYSTEM SPECIFICATIONS

In a previous study, we have shown that popular matrix-based presentation paradigms (namely 1. row and column presentation (RCP) paradigm, 2. single character presentation (SCP) paradigm), and rapid serial visual presentation (RSVP) paradigm in general provide comparable performances and the optimal presentation paradigm is different for each user \[19\]. Based on our previous results, we have decided to include all three presentation paradigms in the current design of our letter by letter BCI typing interface.

We assume that the user intent is to select a character \( x \) from a finite vocabulary set \( V \). In a typical typing scenario we can define \( V = \{A, B, \ldots, Z\} \cup \{<, \_\} \) where \(<\) represents the backspace for error correction and \(\_\) is the space symbol. In a matrix presentation paradigm, one can propose to flash every arbitrary subset of vocabulary \( A \subseteq V \) in a “trial”. For example, in SCP the paradigm is such that, trials are singletons of the vocabulary set \( A \subseteq V, \ |A| = 1 \). Accordingly, we can record the EEG response to that trial \( e(A) \) for detection. A set of trials \( \Phi = \{A_1, A_2, \ldots, A_{|\Phi|}\} \) which is presented to the user in a rapid serial manner is called a “sequence”. After every sequence the system attempts to infer the target character intended by the user, but, due to low signal to noise ratio (SNR) of EEG usually the system need to query the user with more sequences to reach a decision with a predefined confidence level. On the other hand, in order to limit the time spent on typing each character the system will make a decision, regardless of confidence threshold, after a predefined number of sequences. In our system a set of sequences which lead to a decision is called an “epoch”.

A. Probabilistic Graphical Model

The proposed probabilistic graphical model (PGM) illustrated in Fig 1. In this figure, \( x_k \) represents the system state at epoch \( k \), \( \Phi_k^s \) is the set of trials selected (i.e. query set) to be flashed in the \( s \)th sequence, \( |\Phi_k^s| \) is the number of trials (i.e. the size of query set), \( C_k \) is the context information, which in a typing scenario can be provided by a language model, and \( e(A_j^s) \) is the EEG observation for the \( j \)th trial in sequence \( s \). In our model the label \( y_{x_k}(A_j^s) \) for trial \( A_j^s \) is a deterministic function of \( x_k \), i.e. \( y_{x_k}(A_j^s) := 1 \) if \( x_k \in A_j^s \) or \( y_{x_k}(A_j^s) = 0 \) otherwise. Finally, the maximum number of sequences allowed in an epoch is denoted as \( m_s \).

![Figure 1. Proposed probabilistic graphical model representing the \( k \)th epoch. Here, the dashed lines show a deterministic relation, the solid lines define a probabilistic correspondence, and red rectangles represent conditional independence.](image)

Active-RBSE is built upon this graphical model and Within this framework, a generic AL and maximum a-posteriori (MAP) inference loop will iterate by alternating between the following two steps:

Query: \( \hat{\Phi}_{k+1}^s = \arg\max_{\Phi_{k+1}^s} g(\Phi_{k+1}^s) \) s.t. \( \Phi_{k+1}^s \in F_k \subseteq 2^V \)

Inference: \( \hat{x}_k = \arg\max_x P(x_k = x|E^s, C, \{\Phi_k^i\}_{i=1}^s) \) \[2\]

Here, \( \Phi_{k+1}^s \) is a potential query set restricted to the set of feasible queries at time \( k \), \( F_k \), which is a subset of all possible queries, \( 2^V \), the power set of \( V \). The quality of a query from the perspective of AL is measured by the set function \( g \). Note that we focus on MAP inference in this manuscript. Next, we describe how to obtain the MAP the inference and then in Section III we will explain the query strategy.

1) Recursive Bayesian State Estimation and Intent Inference: Our systems employs the maximum a-posteriori (MAP) inference mechanism to detect the user intent. We use the well-known Bayes rule of ”posterior \( \propto \) prior \( \times \) likelihood” to estimate the posterior probability mass function (PMF) over the state space. For letter by letter typing, we use an n-gram language model (LM) to estimate the prior PMF over the character set, and the likelihood is obtained from EEG observations. Given the system state we assume, EEG
measurements for sequences are independent from each others (see Fig [1]). Based on this assumption we can update the posterior PMF recursively, after every sequence.

The prior PMF from the LM along with the EEG observation likelihood is used in our system to calculate the posterior PMF over the vocabulary set after each sequence. Assume \(1 \leq s \leq m_k\) sequences have been shown to the user and define \(E^s = \{E^j\}_{j=1}^s\), where \(E^j = \{e(A^j_i)\} \mid j = 1, \ldots, |\Phi_k^j|\).

Similarly, take \(Y^s_k = \{y_{xk}(A^j_i)\} \mid j = 1, \ldots, |\Phi_k^j|\) then define \(P(Y^s_k \mid E^s)\). The MAP framework estimates the user intent by solving the following optimization problem:

\[
\hat{x}_k = \arg \max \_{x} P(x_k = x | \mathcal{E}^s, C, \{\Phi_k^j\}_{j=1}^s)
\]  

The posterior probability defined in (3) can be factorized in terms of likelihood and context prior using the assumptions imposed in Figure [1]

\[
P(x_k = x | \mathcal{E}^s, C, \{\Phi_k^j\}_{j=1}^s) = \prod_{i=1}^s p(x_k = x | \mathcal{E}^i, C, \{\Phi_k^j\}_{j=1}^s) \cdot p(x_k = x | C)
\]  

But, for a given \(x_k\) the \(\mathcal{Y}^s_{xk}\) for \(\{\Phi_k^j\}_{j=1}^s\) is deterministically defined. Hence, according to the conditional independence of \(E^s\) and context information defined in PGM we obtain:

\[
\begin{align*}
\prod_{i=1}^s & p(e(A^j_i) | y_{xk}(A^j_i); \{\Phi_k^j\}_{j=1}^s) \cdot P(x_k = x | C) \\
& \prod_{i=1}^s p(e(A^j_i) | y_{xk}(A^j_i); \{\Phi_k^j\}_{j=1}^s) \cdot P(x_k = x | C)
\end{align*}
\]  

Then we can rewrite (3) as

\[
P(x_k = x | \mathcal{E}^s, C, \{\Phi_k^j\}_{j=1}^s) \propto \prod_{i=1}^s p(e(A^j_i) | y_{xk}(A^j_i); \{\Phi_k^j\}_{j=1}^s) \cdot P(x_k = x | C)
\]

In the next two subsections, we will describe how to obtain the context probability \(P(x_k = x | C)\) and the class conditional probabilities \(p(e(A^j_i) | y_{xk}(A^j_i); \{\Phi_k^j\}_{j=1}^s)\) and \(p(e(A^j_i) | y_{xk}(A^j_i)) = 0; \{\Phi_k^j\}_{j=1}^s\).

2) n-gram Language Model for Context-based Prior Estimation: In our system we utilize an n-gram language model (LM) to estimate the prior probabilities over the vocabulary set. The n-gram LM used in our system is essentially a Markov model of order \(n - 1\) which estimates a PMF over the state space for upcoming character, give the \(n - 1\) previously typed letters. Let us define \(C = \{x^*_i\}_{i=n-1, \ldots, 1}\) as the order set of \(n - 1\) preceding typed characters where \(x^*_i\) represents the character at lag \(i\). Then the probability of current character can be defined as follows:

\[
P(x | C) = \frac{P(x | x^*_n, \ldots, x^*_1)}{P(x | x^*_n, \ldots, x^*_1)}
\]

The LM used in our system, is trained on the NY Times portion of English Gigaword corpus [21]. This LM has shown to enhance the BCI typing performance in terms of typing accuracy and speed [18], [17].

3) Class Conditional Distributions for EEG observations: To estimate the class conditional distributions we collect labeled data in a “calibration session”. Typically, during a calibration session the user is presented with 100 sequences. Prior to presentation the user is asked to focus on a predefined target character during that sequence.

In our system, we record the signal from 16 EEG channels. To improve the SNR we apply a bandpass filter with the pass band of \([1.5, 42]\) Hz and a notch filter at 60 Hz to further attenuate the line noise. According to the pass band of the filter and data acquisition sampling rate (256 Hz), we down-sample the signal by a factor of 2 to eliminate non-informative time samples while avoiding aliasing. The preprocessed EEG in a time window of \([0, 500]\) ms from the onset of each stimulus is assigned to that trial as it’s EEG measurement at each channel. Subsequently, we eliminate directions with zero or negligible variances by applying principle component analysis (PCA) on these EEG measurements at each channel separately. Finally, we concatenate the measurements from every channel to form the EEG feature vector \(f^s_j\) for \(j\)th trial at sequence \(s\) in the \(k\)th epoch.

EEG is assumed to be a Gaussian process [22], [23], [19], hence, we could utilize quadratic discriminant analysis (QDA) to project the EEG feature vector onto a one dimensional space with minimum expected classification risk. But QDA requires a full rank class conditional covariance matrix estimation while for a typical setup of our system this is not feasible because the feature vector dimensionality is relatively higher than number of observations at each class. Instead, we utilize regularized discriminant analysis (RDA) which applies regularization and shrinkage on estimated class conditional covariance matrices and makes them invertible [24].

Assume \(f_i\) is an \(m\) dimensional feature vector and \(y_i \in \{0, 1\}\) is the binary label for \(f_i\), then the maximum likelihood estimator for class conditional covariance matrix for class \(k \in \{0, 1\}\) is:

\[
\begin{align*}
\mu_k &= \frac{1}{N_k} \sum_{i=1}^N f_i \delta(y_i, k) \\
\Sigma_k &= \frac{1}{N_k} \sum_{i=1}^N (f_i - \mu_k)(f_i - \mu_k)^T \delta(y_i, k)
\end{align*}
\]  

for which \(\delta(\cdot, \cdot)\) represents the Kronecker-\(\delta\) function and \(N_k\) is the number of observations in class \(k\). Then the regularization and shrinkage steps are applied as follows:

\[
\begin{align*}
\hat{\Sigma}_k(\lambda) &= \frac{(1 - \lambda)N_k \Sigma_k + (\lambda) \sum_{k=0}^{1} N_k \Sigma_k}{(1 - \lambda)N_k + (\lambda) \sum_{k=0}^{1} N_k} \\
\hat{\Sigma}_k(\lambda, \gamma) &= \frac{(1 - \gamma) \hat{\Sigma}_k(\lambda) + (\gamma) \frac{1}{m} tr(\hat{\Sigma}_k(\lambda)) \mathbf{I}_m}{(1 - \gamma) + (\gamma) \frac{1}{m} tr(\hat{\Sigma}_k(\lambda)) \mathbf{I}_m}
\end{align*}
\]  

where \(\lambda, \gamma \in [0, 1]\) are the shrinkage and regularization parameters, \(tr[\cdot]\) is the trace operator and \(\mathbf{I}_m\) is an identity matrix of size \(m \times m\). To optimize the values of \(\lambda\) and \(\gamma\), in our system we apply 10-fold cross validation to maximize the area under the receiver operating characteristics (ROC).
curve (AUC). In our system the “EEG evidence” for trial $A^i_j$ is computed as follows.

$$e(A^i_j) = \log \left( \frac{f_N(f_j; \mu_1, \Sigma)}{f_N(f_j; \mu_0, \Sigma)} \right)$$  (10)

Here, $f_j$ is the EEG feature vector for trial $A^i_j$, $f_N(f; \mu, \Sigma)$ is the Gaussian probability density function with mean $\mu$ and covariance $\Sigma$, and $\lambda, \gamma \in [0, 1]$ are the shrinkage and regularization parameters. To optimize the values of $\lambda$ and $\gamma$, in our system we apply 10-fold cross validation to maximize the area under the receiver operating characteristics (ROC) curve (AUC). To obtain the class conditional probability distributions $p(e(A^i_j)|y_{x_k}(A^i_j) = 1) \{ \Phi^s_{j,k} \}_{i=1}^s$ and $p(e(A^i_j)|y_{x_k}(A^i_j) = 0) \{ \Phi^s_{j,k} \}_{i=1}^s$ over the EEG evidence we further apply kernel density estimation (KDE) with a Gaussian kernel of a bandwidth which is computed using Silverman rule of thumb [25].

III. QUERY SET OPTIMIZATION USING ACTIVE LEARNING

In this section, we propose that optimizing the query set using the prior information from the language model and the EEG signal in response to earlier sequences in a specific epoch can improve the typing performance for that epoch. As a claim to this proposition in our earlier studies we have shown that for RSVP paradigm, it is inefficient to present the whole or randomly selected subsets of vocabulary at every sequence [20]. Here, we use active query selection inspired by the active learning concept to define a combinatorial optimization problem, which exploits previously acquired information to appoint the query set elements in a timely manner.

A. Objective Function

In this section, we will consider a specific selection of $g(\cdot)$ to use in active-RBSE framework, specifically in (1). Let us hypothesize that we know the actual user intent $x_k^U$ for current epoch (i.e. epoch $k$). Our objective is to define an optimal query set for sequence $s + 1$ while $s$ sequences have been already queried for inference of $x_k^U$ but the confidence threshold is not attained yet. Then, before presenting the $(s + 1)$th sequence, we can obtain a prediction of posterior PMF for a given $\Phi^s_k$ as follows. We define a function $g : \mathcal{V}, 2^{\mathcal{V}} \rightarrow \mathbb{R}$ as:

$$g(x, \Phi^s_k) = P(x_k = x|E^s, C, \{\Phi^s_{k,i}\}_{i=1}^s), x_k^U = x$$

$$= E^{E^{s+1}|\Phi^s_k, x_k^U} = P(x_k = x|E^{s+1}, E^s, C, \{\Phi^s_{k,i}\}_{i=1}^s, x_k^U = x)$$

$$= E^{E^{s+1}|\Phi^s_k, x_k^U} = P(x_k = x|E^{s+1}, E^s, C, \{\Phi^s_{k,i}\}_{i=1}^s)$$

$$= E^{E^{s+1}|\Phi^s_k, x_k^U} = \frac{P^{E^{s+1}}(x_k = x, \Phi^s_{k,i})}{\sum_{\forall \mathcal{V}} P^{E^{s+1}}(x_k = x, \Phi^s_{k,i})}$$  (11)

where $P^{E^{s+1}}(x_k = x, \Phi^s_{k,i})$ represents the prior probability of $x \in \mathcal{V}$ before observing sequence $s + 1$.

Moving from the third line to the fourth of (11), we use the following

$$P(x_k = x|E^{s+1}, E^s, C, \Phi^s_{k,i}) =$$

$$\frac{\Pi^{s+1}(x_k = x, \Phi^s_{k,i})}{\sum_{\forall \mathcal{V}} \Pi^{s+1}(x_k = x, \Phi^s_{k,i})}$$

where the denominator is the normalization constant.

Note that, $g(x, \Phi^s_k)$ computes the posterior probability of hypothesized target for a particular $\Phi^s_k$ given previously observed EEG and context. But during the current epoch, $x$ is yet to be estimated; and hence, we marginalize out the dependency on this unobserved random variable by computing the expected value of $g(x, \Phi^s_k)$ with respect to the most recent estimate of state space posterior PMF, $\Pi^{s+1}(x)$.

Accordingly, The objective function for query set selection is then defined as follows.

$$\hat{\Phi}^{s+1}_k = \arg\max_{\Phi^{s+1}_k} E_{\Pi^{s+1}}(x)[g(x, \Phi^{s+1}_k)]$$  (13)

B. Solution of the Optimization Problem

In equation (11), for fixed $x$ and $\Phi^{s+1}_k$, the argument inside the expectation is only a function of $E^{s+1}$. Accordingly, we define $\tilde{\sigma} = [\tilde{\sigma}(A^{s+1}_1), \ldots, \tilde{\sigma}(A^{s+1}_{\Phi^{s+1}})]$, where

$$\tilde{\sigma}(A^{s+1}) = \frac{p(e(A^{s+1}))}{p(e(A^{s}))}$$

and use (6), to specify $F : \mathbb{R}^{\Phi^{s+1}} \rightarrow \mathbb{R}$ such that,

$$F(\tilde{\sigma}) = \frac{\Pi^{s+1}(x) \cdot \Pi_{\{j\in E^{s+1} \mid y_{\Phi^{s+1}}(A^{s+1}_{j}) = 1\}}(\tilde{\sigma}(A^{s+1}_j))}{\sum_{\forall \mathcal{V}} \Pi^{s+1}(x) \cdot \Pi_{\{j\in E^{s+1} \mid y_{\Phi^{s+1}}(A^{s+1}_{j}) = 1\}}(\tilde{\sigma}(A^{s+1}_j))}$$  (14)

To simplify the optimization—the reason for the simplification is described later in this section—, we approximate the $g(x, \Phi^{s+1}_k)$ using the Taylor series expansion and the function defined in (14).

$$g(x, \Phi^{s+1}_k) \approx \tilde{g}(x, \Phi^{s+1}_k) = E^{E^{s+1}+\Phi^{s+1}, x_k^U}[F(\tilde{\sigma})] =$$

$$E^{E^{s+1}+\Phi^{s+1}, x_k^U}[F(\mu_\sigma) + (\tilde{\sigma} - \mu_\sigma) \cdot \nabla F(\mu_\sigma) + \cdots]$$  (15)

where $\mu_\sigma = E^{E^{s+1}+\Phi^{s+1}, x_k^U}[\tilde{\sigma}]$. We propose to substitute the original function $g(x, \Phi^{s+1}_k)$ with its locally suboptimal linear approximation around the $\mu_\sigma$. The proposed linear approximation is widely used in the field of signal processing [26], especially when higher order central moments of the distribution are negligible. Typically, in our system, the estimated class conditional distributions are unimodal with small variance hence we assume this approximation is justifiable.

Accordingly, we have:

$$g(x, \Phi^{s+1}_k) \approx \tilde{g}(x, \Phi^{s+1}_k) =$$

$$F(\mu_\sigma) + E^{E^{s+1}+\Phi^{s+1}, x_k^U}(\tilde{\sigma} - \mu_\sigma) \cdot \nabla F(\mu_\sigma) = F(\mu_\sigma)$$  (16)

Since we define $\mu_\sigma = E^{E^{s+1}+\Phi^{s+1}, x_k^U}[\tilde{\sigma}]$, the second term in equation (15) is equal to zero. The next step, in our approach is to compute $\mu_\sigma = E^{E^{s+1}+\Phi^{s+1}, x_k^U}[\tilde{\sigma}]$. Recall that according
to the proposed graphical model in Figure 1 for a given $\mathcal{Y}_k^{s+1}$ the EEG evidence for different symbols, $A_j^{s+1} \in \Phi_k^{s+1}$, are independent from each other. Hence, $\hat{\sigma}(A_j^{s+1})$ is independent from $\hat{\sigma}(A_j^{s+1})$ for all $i, j = 1, \ldots, |\Phi_k^{s+1}|$ such that $i \neq j$. $\hat{\sigma}(A_j^{s+1})$ is evaluated at samples from the following distributions:

$$
\begin{align*}
\hat{e}(A_j^{s+1}) &\sim p(e(.))1, \quad \text{if} \; x_k^{s+1} \in A_j^{s+1} \\
\hat{e}(A_j^{s+1}) &\sim p(e(.))0, \quad \text{if} \; x_k^{s+1} \notin A_j^{s+1}
\end{align*}
$$

Hence, by defining $\mu_s = [\hat{\sigma}(A_1^{s+1}), \ldots, \hat{\sigma}(A_{|\Phi_k^{s+1}|}^{s+1})]$, such that

$$
\begin{align*}
\hat{\sigma} &= \mathbb{E}_{\mathcal{Y}_k^{s+1}1} \left[ \frac{p(e(A_j^{s+1})1)}{p(e(A_j^{s+1})0)} \right], \quad \text{if} \; x_k^{s+1} \in A_j^{s+1} \\
\hat{\sigma} &= \mathbb{E}_{\mathcal{Y}_k^{s+1}0} \left[ \frac{p(e(A_j^{s+1})1)}{p(e(A_j^{s+1})0)} \right], \quad \text{if} \; x_k^{s+1} \notin A_j^{s+1}
\end{align*}
$$

we can estimate $\hat{\sigma}(x, \Phi_k^{s+1})$ as follows:

$$
\hat{\sigma}(x, \Phi_k^{s+1}) = \frac{\Pi^{s+1}(x) \cdot \hat{\sigma}^+ c_{\chi x}^+(\Phi_k^{s+1}) - \hat{\sigma}^- c_{\chi x}^-(\Phi_k^{s+1})}{\sum_{v \in V} \Pi^{s+1}(v) \cdot \hat{\sigma}^+ c_{\chi x}^+(\Phi_k^{s+1}) - \hat{\sigma}^- c_{\chi x}^-(\Phi_k^{s+1})}
$$

in which,

$$
c_{\chi x}^+(\Phi_k^{s+1}) = \sum_{j=1}^{|\Phi_k^{s+1}|} y_{s+1}(A_j^{s+1}) \cdot y_{s+1}(A_j^{s+1}) \quad \text{and} \quad c_{\chi x}^-(\Phi_k^{s+1}) = \sum_{j=1}^{|\Phi_k^{s+1}|} (1 - y_{s+1}(A_j^{s+1})) \cdot y_{s+1}(A_j^{s+1})
$$

where $y_{s+1}(A_j^{s+1}) \in \{0, 1\}$. We approximate $g(x, \Phi_k^{s+1})$ with $\hat{g}(x, \Phi_k^{s+1})$ and rewrite the optimization problem as follows:

$$
\begin{align*}
\hat{\Phi}_k^{s+1} &= \arg\max_{\Phi_k^{s+1}} \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \hat{g}(x, \Phi_k^{s+1}) \right] \\
&= \arg\max_{\Phi_k^{s+1}} \log \left( \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \hat{g}(x, \Phi_k^{s+1}) \right] \right)
\end{align*}
$$

Here since logarithm is a monotonically increasing function, taking the logarithm of the cost function does not change the solution. Then, to solve the optimization problem defined in (19), we define a lower-bound for the objective function using Jensen’s inequality as follows:

$$
\begin{align*}
\log \left( \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \hat{g}(x, \Phi_k^{s+1}) \right] \right) &\geq \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \log \left( \sum_{v \in V} \Pi^{s+1}(v) \cdot \hat{\sigma}^+ c_{\chi x}^+(\Phi_k^{s+1}) - \hat{\sigma}^- c_{\chi x}^-(\Phi_k^{s+1}) \right) \right] \\
&= \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \log (\Pi^{s+1}(x) + c_{\chi x}^+(\Phi_k^{s+1}) \log(\hat{\sigma}^+)) - c_{\chi x}^-(\Phi_k^{s+1}) \log(\hat{\sigma}^-) \right]
\end{align*}
$$

In our system we introduce an upper bound $|\Phi_k^{s+1}| \leq m_t$ to limit the number of trials in a sequence and provide a practical presentation paradigm. Then we get,

$$
\hat{\sigma}^+ c_{\chi x}^+(\Phi_k^{s+1}) = (\hat{\sigma}^+) m_t \quad \text{and} \quad \hat{\sigma}^- c_{\chi x}^-(\Phi_k^{s+1}) \leq (\hat{\sigma}^-) m_t.
$$

As a result $\hat{\sigma}^+ c_{\chi x}^+(\Phi_k^{s+1}) \cdot \hat{\sigma}^- c_{\chi x}^-(\Phi_k^{s+1}) \leq (\hat{\sigma}^- m_t)$. Hence,

$$
\begin{align*}
\mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \log (\Pi^{s+1}(x) + c_{\chi x}^+(\Phi_k^{s+1}) \log(\hat{\sigma}^+)) - c_{\chi x}^-(\Phi_k^{s+1}) \log(\hat{\sigma}^-) \right] &\geq \\
\mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \log \left( \sum_{v \in V} \Pi^{s+1}(v) \cdot \hat{\sigma}^+ c_{\chi x}^+(\Phi_k^{s+1}) - \hat{\sigma}^- c_{\chi x}^-(\Phi_k^{s+1}) \right) \right]
\end{align*}
$$

Note that in (21), the only term that is a function of $\Phi_k^{s+1}$ is $c_{\chi x}^+(\Phi_k^{s+1})$; therefore, from (19),

$$
\hat{\Phi}_k^{s+1} \approx \arg\max_{\Phi_k^{s+1}} Q = \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ \log (\hat{\sigma}^+) \right]
$$

C. Combinatorial Optimization

The approximated objective function defined in (22) is a modular and monotonic set function $Q : 2^V \rightarrow \mathbb{R}$; therefore the optimization defined in (23) has guaranteed convergence properties [27]. Here, we prove that $Q$ is a monotone modular set function.

**Definition 1.** (Discrete derivative [28])

Assume a set function $f : 2^W \rightarrow \mathbb{R}$, $B \subseteq W$, and $w \in W$, then $\Delta_f(w|B) := f(B \cup \{w\}) - f(B)$ is “discrete derivative” of $f$ at $B$ with respect to $w$.

**Definition 2.** (Modularity [28])

A function $f : 2^W \rightarrow \mathbb{R}$ is “modular” if for every $B_1 \subseteq B_2 \subseteq W$ and $w \in W \setminus B_2$,

$$
\Delta(w|B_1) = \Delta(w|B_2)
$$

or equivalently

$$
f(B_1 \cap B_2) + f(B_1 \cup B_2) = f(B_1) + f(B_2).
$$

**Lemma 1.**

Take $W = 2^V$, then the function $Q : 2^W \rightarrow \mathbb{R}$ as defined in (22) is a modular set function.

**Proof:** Assume $\Phi_1 \subseteq \Phi_2 \subseteq 2^V$ and $A \subseteq 2^V \setminus \Phi_2$, then

$$
\Delta_Q(A|\Phi_1) = \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ c_{\chi x}^+(\Phi_1 \cup \{A\}) \log(\hat{\sigma}^+ \right) - \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ c_{\chi x}^+(\Phi_1) \log(\hat{\sigma}^+) \right] = \mathbb{E}_{\mathcal{Y}_k^{s+1}} \left[ c_{\chi x}^+(\Phi_1 \cup \{A\}) \log(\hat{\sigma}^+) - c_{\chi x}^+(\Phi_1) \log(\hat{\sigma}^+) \right].
$$
Since \( A \notin \Phi_1 \), we use the definition of \( c_{x,k}^+(\cdot) \) to write
\[
c_{x,k}^+(\Phi_1 \cup \{A\}) = c_{x,k}^+(\Phi_1) + c_{k,x}^+(\{A\}) = \Delta Q(A|\Phi_1) =
\]
\[
E_{\Pi^{-1}(s)} \left[ (c_{x,k}^+(\Phi_1) + c_{k,x}^+(\{A\})) \log(\sigma^+) - c_{x,k}^+(\Phi_1) \log(\sigma^+) \right] =
\]
\[
E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\{A\}) \log(\sigma^+) \right]
\]
Similarly as \( A \notin \Phi_2 \), we have
\[
\Delta Q(A|\Phi_2) = E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\{A\}) \log(\sigma^+) \right] \Rightarrow 
\]
\[
\Delta Q(A|\Phi_1) = \Delta Q(A|\Phi_2)
\]

**Definition 3.** (Monotonicity [28])
A set function \( f : 2^\mathbb{W} \rightarrow \mathbb{R} \) is “monotone” if for every \( B_1 \subseteq B_2 \subseteq \mathbb{W} \), we get \( f(B_1) \leq f(B_2) \).

**Lemma 2.**
Take \( \mathbb{W} = 2^\mathbb{V} \), then the function \( Q : 2^\mathbb{W} \rightarrow \mathbb{R} \) as define in [22] is a monotone set function.

**Proof:** Assume \( \Phi_1 \subseteq \Phi_2 \subseteq 2^\mathbb{V} \), and define \( \Phi_3 = \Phi_2 \setminus \Phi_1 \), then \( \Phi_3 \cup \Phi_1 = \Phi_2 \) and we can write:
\[
Q(\Phi_2) = E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\Phi_1 \cup \Phi_3) \log(\sigma^+) \right]
\]
Moreover, \( \Phi_3 \cap \Phi_1 = \emptyset \) then according to the definition of \( c_{x,k}^+(\cdot) \) we have
\[
Q(\Phi_2) = E_{\Pi^{-1}(s)} \left[ (c_{x,k}^+(\Phi_1) + c_{x,k}^+(\Phi_3)) \log(\sigma^+) \right] =
\]
\[
E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\Phi_1) \log(\sigma^+) \right] + E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\Phi_3) \log(\sigma^+) \right] =
\]
\[
Q(\Phi_1) + E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\Phi_3) \log(\sigma^+) \right]
\]
Based on our assumption, \( \sigma^+ \geq 1 \Rightarrow \log(\sigma^+) \geq 0 \). Also due to definition, \( c_{x,k}^+(\cdot) \geq 0 \). Hence
\[
E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\Phi_3) \log(\sigma^+) \right] \geq 0 \Rightarrow 
\]
\[
E_{\Pi^{-1}(s)} \left[ c_{x,k}^+(\Phi_3) \log(\sigma^+) \right] + Q(\Phi_1) \geq 0 + Q(\Phi_1) \Rightarrow 
\]
\[
Q(\Phi_2) \geq Q(\Phi_1)
\]
It has previously been shown that a deterministic greedy algorithm can provide a good approximation of the optimal solution for an \( NP \)-hard optimization problem with submodular and monotone objective functions within a guaranty bound from the optimal solution. Moreover, the greedy algorithm attains the optimal solution when the objective function is a modular monotone set functions [27].

For a fixed number of trials, \( N_t \), in each sequence, deterministic greedy algorithm is described in Algorithm 1. This algorithm provides the global solution to the optimization problem defined in [22].

**IV. EXPERIMENTAL RESULTS**

In this study, we used EEG data collected from 12 healthy individuals according to an IRB approved protocol for an earlier study [19]. The data was acquired from 16 EEG locations: Fp1, Fp2, F3, F4, Fz, Fc1, Fc2, Cz, P1, P2, C1, C2, Cp3, Cp4, P5 and P6 according to the International 10/20 configuration. To record the data we utilized g.USBamp biosignal amplifier at the rate of 256Hz with active g.Butterfly electrodes. Each user performed three calibration sessions, one for each presentation paradigm i.e 1. RCP, 2.SCP and, 3. RSVP, at the presentation rate of 150ms inter-trial-interval (ITI). A calibration session of our system, consists of 100 sequences and prior to each sequence we ask the user to intent a predefined character during that sequence. These data sets were used to obtain a the system parameters to be used in Monte-Carlo simulations of our BCI.

For each calibration data set we first estimate class conditional distributions over the target and non-target EEG evidences. We use the samples drawn from these distributions to perform 20 Monte-Carlo simulations of the system. In each simulation, the system types missing words in 10 different phrases with different difficulty levels [2] from 1 (the easiest) to 5 (the most difficult). These phrases are selected uniformly across five difficulty levels. Here we report the results for simulated online performance of our system under proposed and baseline methods. One should note that the proposed method does not affect the calibration session as its goal is to enhance the system online performance by including the prior knowledge available in sequence design to avoid non-informative and irrelevant queries while obtaining most information about more probable choices.

We report the results in terms of: (I) total typing duration (TTD) for typing 10 phrases --which is inversely proportional to typing speed--, and (II) probability of phrase completion (PPC) --which is a measure of typing accuracy.

**A. RSVP Paradigm**

We used two sets of Monte-Carlo simulations (1) with random trial selection, and (2) with optimal query selection, to assess the effect active-RBSE on online system performance. The maximum number of sequences \( m_t = 8 \) and number of trials within a sequence \( \ell = 14 \), were selected based on our earlier experimental study [20, 19]. The TTD for

2Here the ITI is referred to the time between the onsets of two consecutive trials.

3Lower levels consist of copying phrases that have letters which are assigned high probabilities by the language model. As the level increases, the language model probabilities become increasingly adversarial. Level 3 is neutral on average.
active RSVP (ARSVP) vs. the random RSVP paradigm is presented in a scatter plot in Figure 2. In this figure, the horizontal axis represents TTD for random RSVP and the vertical axis shows the TTD for typing with ARSVP. The width and the height of the box around each data point in the scatter plot shows the standard deviation of TTD for random sequences and the width is the variance when sequences are optimized.

In Monte-Carlo simulations, a phrase is assumed to be successfully completed, if the system types the correct phrase in a predefined duration with no more than five consecutive mistakes; otherwise, that phrase is assumed to be incomplete. Using this setup, the PPC obtained from the simulation sets are presented in Figure 3. In this figure, the horizontal axis represents the AUC values for different participants. The green points represent the averaged PPC from simulations with random RSVP paradigm, the mean PPC value, the red “o”, and 90% standard deviations, the red bars, are computed.

The results in Figure 3 show that the optimal query strategy improves the typing accuracy. This effect is more clear for the AUCs∈[0.7,0.9], and usually this range includes most of the user in healthy population. We measured the consistency of this improvement for all participants by performing Wilcoxon signed-rank test on average PPCs. The result demonstrates statistically significant improvement in PPC with $P < 0.003$.

B. Matrix-based Presentation Paradigm with Overlapping Trials

Let us define a function $c : 2^V \rightarrow \{1,0\}^V$ such that $c(A_i) = [I\{v_1 \in A_i\}, \cdots, I\{v_{|V|} \in A_i\}]^T$. Accordingly, we define a $|V| \times k$ code matrix $C = [c(A_1), \cdots, c(A_k)]$. Then each row of the C matrix assigns a code word to each member of the vocabulary set which demonstrates its presence in trials of a sequence.

RCP is the most widely used matrix-based presentation paradigm in which the trials have overlaps with $A_i \cap A_j \leq 1$, $\forall i, j \in \{1, \cdots, |\Phi_k|\}$, $i \neq j$. If we define the number of rows and columns as $N_r$ and $N_c$ respectively, then the RCP paradigm offers unique codewords of length $N_r + N_c$ with two nonzero elements. In our experiments, we utilized a $4 \times 7$ background matrix of characters to efficiently distribute the 28 symbols of our vocabulary set over the space available in wide-screen layout. In this layout $N_r = 4$ and $N_c = 7$ and the codewords length is 11 for the RCP paradigm.

In this study, we propose to define the search space such that each letter is uniquely identifiable from each sequence. When considering matrix presentation paradigms for ERP-based BCIs, one needs to consider some conditions for sequence set design, to satisfy the requirements for eliciting ERP. Here note that, in oppose to RSVP-based paradigms, matrix-based BCIs, one needs to consider some conditions for sequence set design, to satisfy the requirements for eliciting ERP.

This can improve the typing speed by reducing the length of sequences. Accordingly, we propose to define the feasible set such that a unique code word is assigned to each symbol while,
each symbol is presented with a probability of less than 0.5 in each sequence.

We set the codeword length \(k = 6\), to get enough codewords with at most 3 non-zero elements. This setup offers \(\binom{6}{3} + \binom{6}{2} + \binom{6}{1} = 41\) unique code words to be assigned to each member of the vocabulary set. The TTD comparison of RCP and actively learnt presentation (ALP) paradigm are presented in Figure 4. The scatter plot suggests that the ALP can offer shorter TTD. The benefit of ALP is more visible for the lower AUCs which are demonstrated by the points concentrated in the center of the figure. Although the TTD improvement due to our proposed method is clear from this figure but, we performed Wilcoxon signed-rank test between average TTDs of ALP and RCP among all participants to demonstrate statistical evidence. Result confirms the statistical significant with \(P < 0.0005\).

C. Matrix-based Presentation Paradigm with Single Character Trials

In our earlier studies on optimal sequence length for RSVP paradigm, we have shown that the best typing performance can be achieved when not all letters but a subset of vocabulary is presented in each sequence [20]. The matrix SCP paradigm is closely related to RSVP paradigm in the sense that each trial consists of a single letter and each letter will presented at most once in each sequence. Hence, we assume here that the best typing performance for SCP can be achieved with sequences of length 14, similar to RSVP paradigm. Consequently, we assess the typing performance for optimizing the sequences of length \(k = 14\) where \(|A_i| = 1\), and compare it to typing performance obtained from the standard SCP paradigm in which all the vocabulary set would be flashed in every sequence.

The results are summarized in Figures 6 & 7. Figure 6 represents the scatter plot of TTD. The horizontal axis shows the TTD value for standard SCP paradigm and the vertical axis shows the TTD when the adaptive single character presentation (ASCP) paradigm is used for typing. This figure suggests that, the typing speed of a SCP paradigm can be significantly improved by optimally selecting smaller subset of characters (\(P < 0.01\)). More interestingly, the PPC comparison of ASCP and SCP as demonstrated in Figure 7 presents statistically significant improvements, with \(P < 0.008\), when an optimized subset of characters are used instead of full vocabulary set.

V. Discussion and Future Work

In this manuscript, we presented the active-RBSE framework which utilizes active-learning concept to optimize query sets in a noninvasive ERP-based BCIs. This framework is a mathematical establishment of our experimental observations in RSVP paradigm. Our goal was to demonstrate the usefulness of active-RBSE and providing a rough generalization to matrix-based presentation paradigms.

For that, we used 36 supervised data sets collected from...
Figure 6. Scatter plot of TTD of 10 phrases in terms of minutes. The horizontal axis shows the TTD when the sequences are selected based on SCP paradigm and the vertical axis represents the TTD for optimal sequence selection. The height of the box around every point shows the standard deviation of TTD for SCP paradigm and the width is the variance when sequences are optimized.

Figure 7. Average probability of phrase completion with 90% confidence intervals.

12 healthy participants who utilized a language-model-assisted letter-by-letter typing interface with three different presentation paradigms of: RSVP, SCP, and RCP. Initial assessment of active-RBSE framework through Monte-Carlo simulations demonstrated that this framework offers a significant improvement in terms of typing speed and accuracy over well known existing presentation paradigms. We aim to experimentally validate these results in our future work. Also, we believe that this framework needs further improvements and analysis at least in three different categories.

(I). The alternative bound on the original objective function used for solving optimizations problem does not factor-in overlaps between trials. This effect is mainly due to replacing the normalization factor with a fix upper-bound. In addition we need to provide the error introduced in the objective function value when the optimum point is estimated with this alternative bound.

(II). The objective function presented in this manuscript was a particular choice based on intuition. This also corresponds to minimizing the expected value of Rénny entropy of order infinity obtained from predicted posterior PMFs. In future we can optimize the queries based on well established information theoretic concepts such as Shannon and Rénny entropy for exploration and/or exploitation. Moreover, we can relax the fixed sequence length assumption by allowing the algorithm to decide on query set size in every decision cycle.

(III). This mathematical formulation allows us to consider human-in-the-loop effect both for decision making and query optimization by including physiological factors such as repetition blindness and effect of neighboring flashes which will be included in our future works.

In our vision active-RBSE framework is not limited to EEG-based typing BCIs, we expect to utilize this framework not only under different sensor modalities and BCI applications but also for many other systems which utilize recursive querying in a sticky state estimation scenario.
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