HIGH DIMENSIONAL REGIMES OF NON-STATIONARY GAUSSIAN CORRELATED WISHART MATRICES

SOLESNE BOURGUIN† AND THANH DANG†

Abstract. We study the high-dimensional asymptotic regimes of correlated Wishart matrices $d^{-1}YY^T$, where $Y$ is a $n \times d$ Gaussian random matrix with correlated and non-stationary entries. We prove that under different normalizations, two distinct regimes emerge as both $n$ and $d$ grow to infinity. The first regime is the one of central convergence, where the law of the properly renormalized Wishart matrices becomes close in Wasserstein distance to that of a Gaussian orthogonal ensemble matrix. In the second regime, a non-central convergence happens, and the law of the normalized Wishart matrices becomes close in Wasserstein distance to that of the so-called Rosenblatt-Wishart matrix recently introduced by Nourdin and Zheng. We then proceed to show that the convergences stated above also hold in a functional setting, namely as weak convergence in $C([a, b]; M_n(\mathbb{R}))$. As an application of our main result (in the central convergence regime), we show that it can be used to prove convergence in expectation of the empirical spectral distributions of the Wishart matrices to the semicircular law. Our findings complement and extend a rich collection of results on the study of the fluctuations of Gaussian Wishart matrices, and we provide explicit examples based on Gaussian entries given by normalized increments of a bi-fractional or a sub-fractional Brownian motion.

1. Introduction and main results

Random matrix theory plays a fundamental role in many areas of mathematics, either theoretical ones such as non-commutative algebra, combinatorics, geometry or spectral analysis, or applied ones such as statistical physics, signal processing or multivariate analysis and statistical theory. In the latter, one type of random matrices are particularly important as they are used to model, for example, sample covariance matrices (see e.g., the surveys [9, 18, 26]), which in the era of data driven analysis have now a growing importance in practice. This type of matrices are called Wishart matrices and have been introduced by the statistician John Wishart in [30]. Given an underlying $n \times d$ random matrix $Y$, the associated Wishart matrix is given by $d^{-1}YY^T$ and is hence a symmetric $n \times n$ random matrix. In this paper, we are interested in the asymptotic behaviour of such large Wishart matrices as both dimensions grow to infinity. The case where both dimensions are allowed to grow in our context is fundamental, especially when one interprets the growth of the dimensions as underlying data sets becoming very large over time if the Wishart matrices are seen as being sample covariance matrices for instance. The case where $n$ is taken to be fixed and only $d$ grows to infinity (called the one-dimensional regime) is well understood via standard probabilistic results such as the laws of large numbers, but this setting represents nowadays a drawback and is not realistic enough in applications when considering how common it has become to have increasingly bigger data sets that grow with
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time as one continuously collects new data. The high-dimensional regime, i.e., the case where both \( n \) and \( d \) grow to infinity, possibly at different paces, is much more difficult to apprehend and has triggered many different and complementary lines of work in the recent years (see e.g., [4, 5, 7, 8, 11, 15, 17, 20, 21, 24, 27]).

One particular setting that has received more attention than others is the one where the matrix \( Y \) has Gaussian entries, which is the most common case to arise in applications. More specifically, the case where the Gaussian entries are increments of Gaussian processes (such as a Brownian or fractional Brownian motion) is of particular interest when considering the modeling of systems that evolve in time. When all the entries of \( Y \) are considered to be independent and coming from a stationary Gaussian process, the fluctuations of the associated Wishart matrix have been studied in [7, 8]. The assumption of full independence of the entries has then been relaxed in [24] where the authors assume either row independence, with a possible correlation in each row separately, or overall correlation (depending on the setting), but keeping the assumption of stationarity of the underlying Gaussian process.

Our goal in this paper is to study the high-dimensional fluctuations of Wishart matrices based on Gaussian non-stationary entries with a self-similarity property, and hence relax the stationarity assumption made in [24] to allow for Gaussian entries coming from non-stationary Gaussian processes, such as bi-fractional or sub-fractional Brownian motions. We use the class of processes introduced in [16] and further studied in [10] characterized by the fact that the covariance function of the Gaussian processes that are members of this class satisfy hypotheses (H.1) and (H.2) stated below (the covariance function of the processes is a perturbation of the covariance function of a fractional Brownian motion, and includes among other important examples, bi-fractional Brownian motion, or sub-fractional Brownian motion).

We also address a question that has not been studied so far in this context to the best of our knowledge, namely that of functional convergence when the Wishart matrices are seen as matrix-valued processes. Deriving functional versions of limit theorems and convergence results is of utmost interest, especially when considering systems that naturally describe phenomena evolving in time, as illustrated by the fast-growing literature on this topic (see for instance [10, 22] for functional limit theorems related to the celebrated Breuer-Major theorem, [1, 3] for a quantitative approach based on Stein’s method in Banach spaces, among many other references). Our (non-functional) convergence results ensuring the convergence in the sense of finite-dimensional distributions, we prove that the sequences of Wishart matrices we consider are tight in \( C([a,b]; M_n(\mathbb{R})) \). We consider the indexing parameter of such matrix-valued processes to be part of the \( d \) dimension in the form of a dependency of this dimension on it by replacing \( d \) by \([dx]\), where \( x \) is the indexing parameter of the matrix process. An applied way of looking at this setting is to interpret \( x \) as time, and considering that the \( d \) dimension grows continuously with time, which is a very natural setting in many applications (such as financial time series or temperature readings for instance).

As an application of our results, we prove the convergence in expectation of the empirical spectral distributions of these Wishart matrices to the semicircular law (in the case where the Wishart matrices exhibit a central limit behavior), which is a central question in random matrix theory. Our methodology to derive this result complements the more classical methods such as the characteristic function approach, the method of moments or the Stieltjes transform.

Let us describe the class of processes we will be working with. Let \( X \) be a member of the
class of self-similar processes introduced in [16]. For reference, a stochastic process \( \{ X_s : s \geq 0 \} \) is called a self-similar process with self-similarity parameter \( H > 0 \) if for all \( c > 0 \),

\[
\{ X(cs) : s \geq 0 \} \overset{\text{dist}}{=} \{ c^H X(s) : s \geq 0 \},
\]

where \( \overset{\text{dist}}{=} \) denotes equality in distribution. In our case, \( \{ X_s : s \geq 0 \} \) is a centered, self-similar Gaussian process with self-similarity parameter \( \beta \in (0, 1) \). Define \( \phi : [1, \infty) \to \mathbb{R} \) by \( \phi(x) = \mathbb{E}[X_1 X_s] \), so that, for \( 0 < s \leq t \), we have

\[
\mathbb{E}[X_s X_t] = s^{2\beta} \mathbb{E}[X_1 X_\frac{t}{s}] = s^{2\beta} \phi \left( \frac{t}{s} \right).
\]

Hence, \( \phi \) characterizes the covariance function of \( X \). Moreover, the following two assumptions are assumed to hold for all members of this class of processes, and were both introduced in [16].

**\( (H.1) \)** There exists \( \alpha \in (0, 2\beta] \) such that \( \phi \) has the form

\[
\phi(x) = -\lambda (x - 1)^\alpha + \psi(x),
\]

where \( \lambda > 0 \) and \( \psi \) is twice-differentiable on an open set containing \( [1, \infty) \) and there exists a constant \( C > 0 \) such that, for any \( x \in (1, \infty) \),

(a) \( |\psi'(x)| \leq Cx^{\alpha-1} \)
(b) \( |\psi''(x)| \leq Cx^{-1}(x - 1)^{\alpha-1} \)
(c) \( \psi'(1) = \beta \psi(1) \) when \( \alpha \geq 1 \).

**\( (H.2) \)** There are constants \( C > 0 \) and \( 1 < \nu \leq 2 \) such that, for all \( x \geq 2 \),

(d) \( |\phi'(x)| = \begin{cases} C(x - 1)^{-\nu} & \alpha < 1, \\ C(x - 1)^{\alpha-2} & \alpha \geq 1. \end{cases} \)
(e) \( |\phi''(x)| = \begin{cases} C(x - 1)^{-\nu-1} & \alpha < 1, \\ C(x - 1)^{\alpha-3} & \alpha \geq 1. \end{cases} \)

The reader is referred to [16, Section 4] for worked out examples of Gaussian processes satisfying assumptions \( (H.1) \) and \( (H.2) \), among which, as pointed out earlier, the bi-fractional Brownian motion and the sub-fractional Brownian motion.

Now, for \( k \geq 0 \), define

\[
\Delta X_k = X_{k+1} - X_k \quad \text{and} \quad Y_k = \frac{\Delta X_k}{\|\Delta X_k\|_{L^2(\Omega)}}.
\]

We are now ready to introduce the Gaussian random matrices \( \mathcal{Y} \) our Wishart matrices will be built upon. Let \( \{ X^i : i \in \mathbb{N} \} \) be i.i.d. copies of \( X \) and write

\[
\Delta X^i_k = X^i_{k+1} - X^i_k \quad \text{and} \quad Y^i_k = \frac{\Delta X^i_k}{\|\Delta X^i_k\|_{L^2(\Omega)}}.
\]

For any \( x \in [a, b] \) where \( a < b \) are two positive constants, let \( \mathcal{Y} \) be a \( n \times \lfloor dx \rfloor \) matrix with entries given by \( Y^i_k, 1 \leq i \leq n, 1 \leq k \leq \lfloor dx \rfloor \). Whenever the parameter \( \alpha \) (appearing in \( (H.1) \)) of the process \( X \) is such that \( 0 < \alpha < \frac{3}{2} \), we define the Wishart matrix \( W_{n, \lfloor dx \rfloor} \) to be

\[
W_{n, \lfloor dx \rfloor} = \frac{\lfloor dx \rfloor}{\sqrt{d}} \left( \frac{1}{\lfloor dx \rfloor} \mathcal{Y} \mathcal{Y}^T - I \right).
\]

\( W_{n, \lfloor dx \rfloor} \) is a \( n \times n \) matrix with entries given by, for any \( 1 \leq i, j \leq n, \)

\[
W_{ij}(\lfloor dx \rfloor) = \frac{1}{\sqrt{d}} \sum_{k=1}^{\lfloor dx \rfloor} \left( Y^i_k Y^j_k - 1_{\{i=j\}} \right).
\]
Whenever \( \alpha = \frac{3}{2} \), we define the Wishart matrix \( \tilde{W}_{n,[dx]} \), which differs from \( W_{n,[dx]} \) by the normalization of its entries, by
\[
\tilde{W}_{n,[dx]} = \frac{|dx|}{\sqrt{d \ln \alpha}} \left( \frac{1}{|dx|} YY^T - I \right).
\]
Finally, whenever \( \alpha > \frac{3}{2} \), we define another version of the Wishart matrix (with yet another normalization of the entries) by
\[
\hat{W}_{n,[dx]} = \frac{|dx|}{d^{n-1}} \left( \frac{1}{|dx|} YY^T - I \right).
\]

**Remark 1.** The Wishart matrices introduced above, \( W_{n,[dx]} \), \( \tilde{W}_{n,[dx]} \) and \( \hat{W}_{n,[dx]} \) are essentially the same object, only differing by the normalization of their entries. The fact that several normalization are required depending on the value of the parameter \( \alpha \) corresponds to the different asymptotic regimes appearing depending on said values.

**Remark 2.** We let the parameter \( x \in [a,b] \) in order to study functional convergence of Wishart matrices as \( d \) grows to infinity. If functional convergence is not the topic of interest for applications, nothing prevents one from taking \( x = 1 \) to be fixed and recover a classical \( n \times d \) matrix. The assumption \( a > 0 \) allows us to sidestep the case \( x = 0 \) and ensure \( Y \) of size \( n \times |dx| \) is well-defined, as long as \( d \) is sufficiently large.

From now on, whenever \( x \) is considered to be fixed (Sections 3.1, 3.2 and 4), we will drop the \( x \) dependency in our notation and write, for example, \( W_{ij} \) in place of \( W_{ij}([dx]) \). Moreover, in what follows, \( C \) denotes a generic positive constant that may vary from line to line.

Our first main result establishes central convergence in the case where \( 0 < \alpha < \frac{3}{2} \). The notation \( d_W \) stands for the Wasserstein distance introduced and defined in Section 2.

**Theorem 1.** Let \( 0 < \alpha < \frac{3}{2} \). Then, the Wishart matrix \( W_{n,[dx]} \) is close to the Gaussian Orthogonal Ensemble matrix \( Z_n \) (in finite-dimensional distribution) defined to be a \( n \times n \) symmetric matrix with independent entries such that \( Z_{ii} \sim N(0,2\sigma^2) \) and \( Z_{ij} \sim N(0,\sigma^2) \) for \( i \neq j \), where \( \sigma^2 \) is defined in Lemma 5. Furthermore, the following quantitative bound holds
\[
d_W(W_{n,[dx]}, Z_n) \leq C \left( n^2r(\alpha, \nu) + nd^{2\alpha-3} + nd^{-1} \right),
\]
where
\[
r(\alpha, \nu) = \begin{cases} 
\frac{d^3(\alpha-3)}{2(\alpha-2\alpha)} & \text{if } \alpha < 1 \text{ and } \alpha + \nu < 2 \\
\frac{d^3}{2} & \text{if } \alpha < 1 \text{ and } \alpha + \nu \geq 2 \\
\frac{d^3}{4} & \text{if } 1 \leq \alpha < \frac{5}{4} \\
\frac{d^3}{2}(\ln d)^\frac{3}{2} & \text{if } \alpha = \frac{5}{4} \\
d^{2\alpha-3} & \text{if } \frac{5}{4} < \alpha < \frac{3}{2}
\end{cases}.
\]

**Remark 3.** Since we have \( -\frac{1}{2} < \frac{2\alpha-3}{2(\alpha-2\alpha)} < 0 \) for \( \alpha < 1 \), the above convergence rate in the case where \( \alpha < 1 \) and \( \alpha + \nu < 2 \) is weaker than the rate appearing in the stationary case treated in [24]. This comes from the fact that some estimates used in [24] are not valid in our increased generality, and other arguments are needed, giving rise to this different convergence rate. One can hence see our result as being complementary to those in [24] as their rate is better if the process \( X \) is stationary, but ours allows to cover the non-stationary case as well. It is not surprising that the fact that our result accommodates many more processes than the stationary ones comes at the price of a slightly less optimal rate. From a technical point of view, it comes from the fact that the estimates in Lemma 6 do not hold for all instances of \( \alpha \) and \( \beta \), and warrants new estimates.
Before going any further, we would like to illustrate the results of Theorem 1 on two interesting examples of processes that are not stationary (and hence not covered by, for instance, [24]), namely the bi-fractional Brownian motion and the sub-fractional Brownian motion.

**Example 1.** If $X$ is a bi-fractional Brownian motion, i.e., a centered Gaussian process with covariance function given by

$$E[X_t X_s] = 2^{-K} \left((t^{2H} + s^{2H})^K - |t - s|^{2HK}\right),$$

where $H \in (0, 1)$, $K \in [a, b]$, then it was derived in [16, Section 4.1] that $\alpha = 2\beta = 2HK$ and $\nu = (1 + 2H - 2HK) \land (2 - 2HK)$. Theorem 1 then yields

$$d_W (\mathcal{W}_{n,[dx]}, Z_n) \leq C \begin{cases} 
  n^2 d^{4HK - \frac{3}{2}} & \text{if } 2HK < 1 \text{ and } 2H < 1 \\
  n^2 d^{-\frac{1}{2}} & \text{if } 2HK < 1 \text{ and } 2H > 1 \\
  n^2 d^{-\frac{1}{2}} + nd^{4HK - 3} & \text{if } 1 \leq 2HK < \frac{5}{4} \\
  n^2 d^{-\frac{1}{2}} (\ln d)^{\frac{3}{2}} & \text{if } 2HK = \frac{5}{4} \\
  n^2 d^{4HK - 3} & \text{if } \frac{5}{4} < 2HK < \frac{3}{2}
\end{cases}.$$

If $X$ is a sub-fractional Brownian motion, i.e., a centered Gaussian process with covariance function given by

$$E[X_t X_s] = t^{2H} + s^{2H} - \frac{1}{2} \left((t + s)^{2H} + |t - s|^{2H}\right),$$

where $H \in (0, 1)$, then it was derived in [16, Section 4.2] that $\alpha = 2\beta = 2H$ and $\nu = 2 - 2H$. Theorem 1 then yields

$$d_W (\mathcal{W}_{n,[dx]}, Z_n) \leq C \begin{cases} 
  n^2 d^{-\frac{1}{2}} & \text{if } 0 \leq H < \frac{1}{2} \\
  n^2 d^{-\frac{1}{2}} + nd^{4H - 3} & \text{if } \frac{1}{2} \leq H < \frac{5}{8} \\
  n^2 d^{-\frac{1}{2}} (\ln d)^{\frac{3}{2}} & \text{if } H = \frac{5}{8} \\
  n^2 d^{4H - 3} & \text{if } \frac{5}{8} < H < \frac{3}{4}
\end{cases}$$

which are the same convergence rates obtained in [24] for fractional Brownian motion.

When $\alpha = \frac{3}{2}$, we still have central convergence, but under a different normalization of the entries of the Wishart matrix, hence giving rise to a different regime for central convergence when compared to the case $\alpha < \frac{3}{2}$.

**Theorem 2.** Let $\alpha = \frac{3}{2}$. Then, the Wishart matrix $\widetilde{\mathcal{W}}_{n,[dx]}$ is close to the Gaussian Orthogonal Ensemble matrix $\widetilde{Z}_n$ (in finite-dimensional distribution) defined to be a $n \times n$ symmetric matrix with independent entries such that $Z_{ij} \sim N(0, 2\rho^2)$ and $Z_{ij} \sim N(0, \rho^2)$ for $i \neq j$, where $\rho^2$ is defined in Lemma 8. Furthermore, the following quantitative bound holds

$$d_W \left(\widetilde{\mathcal{W}}_{n,[dx]}, \widetilde{Z}_n\right) \leq C n^{3/2} \frac{\ln n}{\ln d}.$$
The following theorem describes the non-central asymptotic regime where the above defined object appears as the limit.

**Theorem 3.** Let \( \frac{3}{2} < \alpha < 2 \). Then, the Wishart matrix \( \hat{W}_{n, [dx]} \) is close to the Rosenblatt-Wishart matrix \( R_n \) (in finite-dimensional distribution) defined in Definition 1. Furthermore, the following quantitative bound holds

\[
d_W(\hat{W}_{n, [dx]}, R_n) \leq C n d^\frac{3-2\alpha}{2}.
\]

**Example 2.** If \( X \) is a bi-fractional Brownian motion as defined in Example 1 with \( \frac{3}{4} < H K < 1 \), then \( \hat{W}_{n, [dx]} \) converges to a Rosenblatt-Wishart matrix at the rate \( nd^\frac{3-2\alpha}{2} \). The same limit distribution and convergence rate apply when \( X \) is a sub-fractional Brownian motion with \( \frac{3}{4} < H < 1 \).

Comparing our result to [24], Nourdin and Zheng obtain the same convergence rate when \( X \) is a fractional Brownian motion with \( \frac{3}{4} < H < 1 \). Here we note that \( \alpha = 2\beta = 2H \) for a fractional Brownian motion.

As functional limit theorems are taking an increasingly growing importance in the literature, it is a natural question to ask whether the convergence results we have obtained so far (regarding the finite dimensional distributions of the Wishart matrices under consideration) can be made functional under potentially additional assumptions. We have chosen to explore the case where the second dimension of the matrix \( Y \) grows continuously. One could think of the index \( x \) appearing in the second dimension as time for instance and consider the case where the second dimension of \( Y \) grows with time (because it is continuously being fed new data over time for example). Our next result strengthens and complements Theorems 1, 2 and 3 by settling the question of functional convergence in \( C([a, b]; M_n(\mathbb{R})) \).

**Theorem 4.** The convergences stated in Theorems 1, 2 and 3 hold in \( C([a, b]; M_n(\mathbb{R})) \).

We now present an application of Theorems 1 and 2 to proving that the empirical spectral distributions of the Wishart matrices \( \frac{1}{\sqrt{n}} W_{n, [dx]} \) and \( \frac{1}{\sqrt{n}} \hat{W}_{n, [dx]} \) converge in expectation to the semicircular distribution. Recall that for a \( n \times n \) symmetric matrix \( M_n \), the (normalized) empirical spectral distribution is defined as

\[
\mu_{\sqrt{n} M_n} = \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_i(M_n)} / \sqrt{n},
\]

where \( \lambda_1(M_n) \leq \cdots \leq \lambda_n(M_n) \) are the (real) eigenvalues of \( M_n \), counting multiplicity. Recall also that the semicircular distribution \( \nu_t \) with variance \( t > 0 \) is a probability distribution defined by

\[
\nu_t(dx) = \frac{1}{2\pi t} \sqrt{4t - x^2} \, dx.
\]

By Wigner’s semicircle law, we know that the empirical spectral distribution of the GOE matrices \( Z_n \) defined in Theorem 1 converges in expectation to \( \nu_{\sigma^2} \) (where \( \sigma^2 \) is the variance of the entries of the GOE matrices \( Z_n \) from Theorem 1). The following result is an application of Theorem 1 and highlights the spectral behavior of the class of Wishart matrices studied in this paper.
Theorem 5. The empirical spectral distribution of \( \frac{1}{\sqrt{n}} W_n,_{dx} \) converges in expectation to the semicircular distribution \( \nu_{\sigma^2} \). In other words, as \( n, d \to \infty \), it holds that

\[
\mathbb{E} \left[ \mu \frac{1}{\sqrt{n}} W_n,_{dx} \right] \longrightarrow \nu_{\sigma^2}.
\]

Remark 4. We emphasize that the above theorem is just one possible application of our main results, as it focuses on one particular statistic of the the Wishart matrices, namely the empirical spectral distribution. The link between the spectral statistics of Wishart and Wigner matrices, the latter being known as the Gaussian Orthogonal Ensemble if the entries are Gaussian, has been studied extensively. Tracy and Widom obtained the limiting distribution of the largest eigenvalue of Wigner matrices in \([28, 29]\), and it is now known as the Tracy-Widom law. Johnstone \([19]\) and El-Karoui \([14]\) obtained the same limit distribution for largest eigenvalues of real and complex Wishart matrices under the regime \( \frac{d}{n} \to c \in [0, \infty) \). More recent work on the transition from Wishart to Wigner matrices in the high dimensional setting and/or the corresponding transition of spectral statistics such as condition number, extremal eigenvalues and others includes \([7, 8, 12, 17, 27]\). In this context, Theorem 5 once again demonstrates how similar the spectrum of Wishart and Wigner matrices behave, even if the independence condition between the entries of \( Y \) is relaxed.

Proof of Theorem 5. We need to prove that for any fixed \( k \geq 1 \), the \( k \)-th moment

\[
\frac{1}{n} \mathbb{E} \left[ \text{Tr} \left( \left( \frac{1}{\sqrt{n}} W_n,_{dx} \right)^k \right) \right]
\]

converges to the \( k \)-th moment of the semicircular distribution \( \nu_{\sigma^2} \). By Theorem 1, we have, as \( d \to \infty \),

\[
\frac{1}{\sqrt{n}} W_n,_{dx} \longrightarrow \frac{1}{\sqrt{n}} Z_n,
\]

where the convergence holds in distribution. By the continuous mapping theorem, it follows that

\[
\frac{1}{n} \text{Tr} \left( \left( \frac{1}{\sqrt{n}} W_n,_{dx} \right)^k \right) \longrightarrow \frac{1}{n} \text{Tr} \left( \left( \frac{1}{\sqrt{n}} Z_n \right)^k \right),
\]

as \( d \to \infty \), where the convergence holds in distribution, due to the fact that the map \( M_n \mapsto \frac{1}{n} \text{Tr} (M_n^k) \) is continuous as a multivariate polynomial. Now, the fact that the sequence

\[
\left\{ \frac{1}{n} \text{Tr} \left( \left( \frac{1}{\sqrt{n}} W_n,_{dx} \right)^k \right) : d \geq 1 \right\}
\]

is uniformly integrable (by the hypercontractivity of the Wiener chaos and the fact that the entries of \( W_n,_{dx} \) have bounded variances – see Lemma 5) together with the convergence in distribution (2) yields

\[
\frac{1}{n} \mathbb{E} \left[ \text{Tr} \left( \left( \frac{1}{\sqrt{n}} W_n,_{dx} \right)^k \right) \right] \longrightarrow \frac{1}{n} \mathbb{E} \left[ \text{Tr} \left( \left( \frac{1}{\sqrt{n}} Z_n \right)^k \right) \right].
\]

Letting \( n \to \infty \) and invoking Wigner’s semicircle law now yields the desired fact that the \( k \)-th moment

\[
\frac{1}{n} \mathbb{E} \left[ \text{Tr} \left( \left( \frac{1}{\sqrt{n}} W_n,_{dx} \right)^k \right) \right]
\]

converges (as first \( d \), then \( n \) go to infinity) to the \( k \)-th moment of the semicircular distribution \( \nu_{\sigma^2} \), which concludes the proof. \( \square \)
Remark 5. Theorem 5 is stated for the matrices $W_{n,[dx]}$, but the same result holds for the matrices $\tilde{W}_{n,[dx]}$ appearing in Theorem 2 with no modifications of the proof, other than the limiting semicircular distribution being $\nu_{\rho^2}$ in this case (and invoking Theorem 2 instead of Theorem 1).

This paper is organized as follows. Section 2 provides the needed elements of Malliavin calculus, as well as some results related to Stein’s method. Section 3.1 is dedicated to the preparation of the proof and the proof of Theorem 1, Section 3.2 contains the proof of Theorem 2 while Section 4 addresses the proof of Theorem 3. The proof of the functional version of our results (Theorem 4) is given in Section 5.1. Section 6 gathers technical and auxiliary results needed for the proofs of the main results.

2. Preliminaries

2.1. Overview of Malliavin calculus. Let $\mathcal{H}$ be a real separable Hilbert space and $\{Z(h): h \in \mathcal{H}\}$ an isonormal Gaussian process indexed by it, that is, a centered Gaussian family of random variables such that $\mathbb{E}[Z(h)Z(g)] = \langle h, g \rangle_{\mathcal{H}}$. Denote by $I_n$ the multiple Wiener (or Wiener-Itô) stochastic integral of order $n \geq 0$ with respect to $Z$ (see [25, Section 1.1.2]). The mapping $I_n$ is an isometry between the Hilbert space $\mathcal{H} \otimes^n$ (symmetric tensor product) equipped with the scaled norm $\frac{1}{n!} \| \cdot \|_{\mathcal{H} \otimes^n}$ and the Wiener chaos of order $n$, which is defined as the closed linear span of the random variables

$$\{H_n(Z(h)): h \in \mathcal{H}, \|h\|_{\mathcal{H}} = 1\},$$

where $H_n$ is the $n$-th Hermite polynomial given by $H_0 = 1$ and for $n \geq 1$,

$$H_n(x) = \frac{(-1)^n}{n!} \exp\left(\frac{x^2}{2}\right) \frac{d^n}{dx^n} \left(\exp\left(-\frac{x^2}{2}\right)\right), \quad x \in \mathbb{R}.$$

Multiple Wiener integrals enjoy the following isometry property: for any integers $m,n \geq 1$,

$$\mathbb{E}[I_n(f)I_m(g)] = \mathbb{I}_{\{n=m\}} n! \langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H} \otimes^n},$$

where $\tilde{f}$ denotes the symmetrization of $f$ and we recall that $I_n(f) = I_n(\tilde{f})$.

Recall the multiplication formula satisfied by multiple Wiener integrals: for any $n,m \geq 1$, and any $f \in \mathcal{H} \otimes^n$ and $g \in \mathcal{H} \otimes^m$, it holds that

$$I_n(f)I_m(g) = \sum_{r=0}^{\min(n,m)} \binom{n}{r} \binom{m}{r} I_{n+m-2r}(f \otimes_r g),$$

where the $r$-th contraction of $f$ and $g$ is defined by, for $0 \leq r \leq m \wedge n$,

$$f \otimes_r g = \sum_{i_1,...,i_r=1}^{\infty} \langle f, e_{i_1} \otimes \cdots \otimes e_{i_r} \rangle_{\mathcal{H} \otimes^r} \otimes \langle g, e_{i_1} \otimes \cdots \otimes e_{i_r} \rangle_{\mathcal{H} \otimes^r},$$

with $\{e_i: i \geq 1\}$ denoting a complete orthonormal system in $\mathcal{H}$.

Recall that any square integrable random variable $F$ which is measurable with respect to the $\sigma$-algebra generated by $Z$ can be expanded into an orthogonal sum of multiple Wiener integrals:

$$F = \sum_{n=0}^{\infty} I_n(f_n),$$

where $f_n \in \mathcal{H} \otimes^n$ are (uniquely determined) symmetric functions and $I_0(f_0) = \mathbb{E}(F)$. 
Let $L$ denote the Ornstein-Uhlenbeck operator, whose action on a random variable $F$ with chaos decomposition (4) and such that $\sum_{n=1}^{\infty} n^2 n! \|f_n\|_{\mathbb{S}^{\otimes n}}^2 < \infty$ is given by

$$LF = - \sum_{n=1}^{\infty} n I_n(f_n).$$

A pseudoinverse $L^{-1}$ can be introduced via spectral calculus as follows:

$$L^{-1} F = - \sum_{n=1}^{\infty} \frac{1}{n} I_n(f_n).$$

It follows that

$$LL^{-1} F = F - E[F].$$

For $p > 1$ and $k \in \mathbb{R}$, the Sobolev-Watanabe spaces $\mathbb{D}^{k,p}$ are defined as the closure of the set of polynomial random variables with respect to the norm

$$\|F\|_{k,p} = \|(I - L)^{\frac{k}{2}} F\|_{L^p(\Omega)},$$

where $I$ denotes the identity operator. We denote by $D$ the Malliavin derivative that acts on smooth random variables of the form $F = g(Z(h_1), \ldots, Z(h_n))$, where $g$ is a smooth function with compact support and $h_i \in \mathcal{S}$, $1 \leq i \leq n$. Its action on such a random variable $F$ is given by

$$DF = \sum_{i=1}^{n} \frac{\partial g}{\partial x_i}(Z(h_1), \ldots, Z(h_n))h_i.$$ 

The operator $D$ is closable and continuous from $\mathbb{D}^{k,p}$ into $\mathbb{D}^{k-1,p}(\mathcal{S})$.

Denote by $\delta$ the adjoint of $D$, which is known as the divergence operator. An element $u \in L^2(\Omega, \mathcal{S})$ belongs to dom($\delta$) only if there exists a constant $C_u$ depending only on $u$ such that

$$\left|E\left[\langle DF, u \rangle_{\mathcal{S}}\right]\right| \leq C_u \|F\|_{L^2(\Omega)}$$

for any $F \in \mathbb{D}^{1,2}$. In this case, we have the following integration by parts formula (or duality relation)

$$E[F\delta(u)] = E[\langle DF, u \rangle_{\mathcal{S}}].$$

**Remark 6.** A random variable $F$ is an element of dom $L = \mathbb{D}^{2,2}$ if and only if $F \in$ dom($\delta D$) (that is $F \in \mathbb{D}^{1,2}$ and $DF \in$ dom($\delta$)), and in this case,

$$LF = -\delta DF.$$

An important result from Malliavin calculus we will make use of in the sequel are Meyer’s inequalities: for any $1 \leq p \leq k$ and $u \in \mathbb{D}^{k,q}(\mathcal{S}^{\otimes p})$, there exists a constant $C > 0$ such that

$$\|\delta^p(u)\|_{k-p,q} \leq C \|u\|_{\mathbb{D}^{k,q}(\mathcal{S}^{\otimes p})}.\tag{5}$$

For a more complete treatment of Meyer’s inequalities, we refer to [23, Theorem 2.5.5] or [25, Section 1.5], and related results therein.
2.2. Distances between random matrices. We will use the Wasserstein distance between two random matrices taking values in $\mathcal{M}_n(\mathbb{R})$, which denotes the space of $n \times n$ real matrices. Given two $\mathcal{M}_n(\mathbb{R})$-valued random matrices $\mathcal{X}$ and $\mathcal{Y}$, the Wasserstein distance between them is given by

$$d_W(\mathcal{X}, \mathcal{Y}) = \sup_{\|g\|_{\text{Lip}} \leq 1} \left| \mathbb{E}[g(\mathcal{X})] - \mathbb{E}[g(\mathcal{Y})] \right|,$$

where the Lipschitz norm $\|\cdot\|_{\text{Lip}}$ of $g: \mathcal{M}_n(\mathbb{R}) \to \mathbb{R}$ is defined by

$$\|g\|_{\text{Lip}} = \sup_{A \neq B \in \mathcal{M}_n(\mathbb{R})} \frac{|g(A) - g(B)|}{\|A - B\|_{\text{HS}}},$$

with $\|\cdot\|_{\text{HS}}$ denoting the Hilbert-Schmidt norm on $\mathcal{M}_n(\mathbb{R})$.

We will also make use of the Wasserstein distance between random vectors, defined analogously as in the matrix case. Namely, if $X, Y$ are two $n$-dimensional random vectors, then the Wasserstein distance between them is defined to be

$$d_W(X, Y) = \sup_{\|g\|_{\text{Lip}} \leq 1} |\mathbb{E}(g(X)) - \mathbb{E}(g(Y))|,$$

where the Lipschitz norm $\|\cdot\|_{\text{Lip}}$ of $g: \mathbb{R}^n \to \mathbb{R}$ is defined by

$$\|g\|_{\text{Lip}} = \sup_{x \neq y \in \mathbb{R}^n} \frac{|g(x) - g(y)|}{\|x - y\|_{\mathbb{R}^n}},$$

with $\|\cdot\|_{\mathbb{R}^n}$ denoting the Euclidean norm on $\mathbb{R}^n$.

If $\mathcal{X} = (X_{ij})_{1 \leq i, j \leq n}$ is an $n \times n$ symmetric random matrix, we associate to it its “half-matrix” defined to be the $(n(n + 1)/2)$-dimensional random vector

$$\mathcal{X}^{\text{half}} = (X_{11}, X_{12}, \ldots, X_{1n}, X_{22}, X_{23}, \ldots, X_{2n}, \ldots, X_{nn}).$$

It turns out that, in the case of two symmetric matrices, the Wasserstein distance between said matrices can be bounded from above by a constant multiple of the Wasserstein distance between their associated half-matrices. More specifically, we have the following Lemma (see [24, Lemma 2.2]).

**Lemma 1.** Let $\mathcal{X}, \mathcal{Y}$ be two symmetric random matrices with values in $\mathcal{M}_n(\mathbb{R})$. Then

$$d_W(\mathcal{X}, \mathcal{Y}) \leq \sqrt{2}d_W(\mathcal{X}^{\text{half}}, \mathcal{Y}^{\text{half}}),$$

where $\mathcal{X}^{\text{half}}, \mathcal{Y}^{\text{half}}$ are the associated half-matrices defined in (6).

This shows that assessing the Wasserstein distance between symmetric random matrices can be shifted to the problem of estimating the Wasserstein distance between associated random vectors (see Lemma 1). In our context, a helpful result in this direction is [23, Theorem 6.1.1], which we restate here for convenience.

**Proposition 1** (Theorem 6.1.1 in [23]). Fix $m \geq 2$, and let $F = (F_1, \ldots, F_m)$ be a centered $m$-dimensional random vector with $F_i \in \mathbb{D}^{1,4}$ for every $i = 1, \ldots, m$. Let $C \in \mathcal{M}_m(\mathbb{R})$ be a symmetric and positive definite matrix, and let $Z \sim N_m(0, C)$. Then,

$$d_W(F, Z) \leq \|C^{-1}\|_{\text{op}} \|C\|_{\text{op}}^{1/2} \sqrt{\sum_{i,j=1}^{m} \mathbb{E} \left[ (C_{ij} - (DF_i, -DL^{-1}F_j))_2^2 \right]},$$

where $\|\cdot\|_{\text{op}}$ denotes the operator norm on $\mathcal{M}_m(\mathbb{R})$. 
3. Proofs of main central convergence results

This section is dedicated to the proofs of the main central convergence results, namely Theorems 1 and 2. Throughout this section and for the rest of the paper, \( f(x) = o(g(x)) \) is taken to mean

\[
\lim_{x \to \infty} \frac{f(x)}{g(x)} = 0.
\]

3.1. Proof of Theorem 1. We start by embedding the covariance structure of \( (Y_{ik})_{i,k \in \mathbb{N}} \) in a Hilbert space \( \mathcal{H} \) such that for a collection of elements \( (e_{ik})_{i,k \in \mathbb{N}} \) in \( \mathcal{H} \), \( Y_{ik} = Z(e_{ik}) \) and \( \langle e_{ik}, e_{jl} \rangle_{\mathcal{H}} = \mathbb{E}[Y_{ik}Y_{jl}] \). Since the rows of \( Y_{n,\{dx\}} \) are independent and each entry of \( Y_{n,\{dx\}} \) is normalized, we have \( \langle e_{ik}, e_{jl} \rangle_{\mathcal{H}} = 0 \) for \( i \neq j \) and \( \|e_{ik}\|_{\mathcal{H}} = 1 \). For notational convenience, we will denote by \( \delta_{kj} = \langle e_{ik}, e_{ij} \rangle_{\mathcal{H}} \) in the sequel. With this structure handy, the entries of \( W_{n,\{dx\}} \) can be represented as

\[
W_{ij} = I_2(f_{ij})
\]

for any \( 1 \leq i, j \leq n \), where the kernel \( f_{ij} \) is defined by

\[
f_{ij} = \frac{1}{2\sqrt{d}} \sum_{k=1}^{[dx]} (e_{ik} \otimes e_{jk} + e_{jk} \otimes e_{ik}).
\]

Let \( \mathcal{G}_n \) denote a \( n \times n \) Gaussian matrix, having the same covariance structure as \( W_{n,\{dx\}} \). Using the notation introduced in (6), we write \( W_{\text{half}} \) to denote the half-matrix associated to \( W_{n,\{dx\}} \), that is

\[
W_{\text{half}} = (W_{11}, \ldots, W_{1n}, W_{2n}, \ldots, W_{2n}, \ldots, W_{nn}),
\]

and we define \( G_{\text{half}} \) in a similar way. As pointed out in Lemma 1, we have \( d_W(W_{n,\{dx\}}, \mathcal{G}_n) \leq \sqrt{2d_W(W_{\text{half}}, G_{\text{half}})} \) since the matrices \( W_{n,\{dx\}} \) and \( \mathcal{G}_n \) are symmetric.

**Remark 7.** Slightly abusing notation, we will continue to write \( W_{n,\{dx\}} \) and \( \mathcal{G}_n \) in place of \( W_{\text{half}} \) and \( G_{\text{half}} \), respectively.

Our goal being to estimate \( d_W(W_{n,\{dx\}}, \mathcal{Z}_n) \), we apply the triangle inequality to get

\[
d_W(W_{n,\{dx\}}, \mathcal{Z}_n) \leq d_W(W_{n,\{dx\}}, \mathcal{G}_n) + d_W(\mathcal{G}_n, \mathcal{Z}_n)
\]

and split the proof into two steps, the first one aiming at estimating \( d_W(W_{n,\{dx\}}, \mathcal{G}_n) \), and the second one dealing with the estimation of \( d_W(\mathcal{G}_n, \mathcal{Z}_n) \).

**Step 1: Estimation of** \( d_W(W_{n,\{dx\}}, \mathcal{G}_n) \).

According to Lemma 4, we can write

\[
\|f_{ij} \otimes f_{ik}\|_{\mathcal{H}^\otimes 2}^2 \leq \frac{1}{d^2} \sum_{k,l,m,p=1}^{[dx]} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp}.
\]

Based on Lemma 2, it holds that

\[
\|C^{-1}\|_{\text{op}} \|C\|_{\text{op}}^{1/2} = \sqrt{\frac{2d}{\sum_{k,l=1}^{[dx]} \delta_{kl}}}.
\]

where \( C \) denotes the covariance matrix of \( W_{n,\{dx\}}^{\text{half}} \). Applying Proposition 1 together with Lemmas 3 and 4, and observing that the cardinality of the set

\[
\{(i,j,k,l) \in \{1, \ldots, n\}^4 : i,j,k,l \text{ are not mutually distinct}\}
\]
is bounded by $6n^3$, yields

$$
d_W(W_n, |dx|, \mathcal{G}_n) \leq \sqrt{2} \left\| C^{-1} \right\|_{op} \left\| C \right\|_{op} \left( \sum_{i,j,k,l=1}^{n} \mathbb{E} \left[ \left( \mathbb{E}[W_{ij}W_{kl}] - \frac{1}{2} \langle DW_{ij}, DW_{kl} \rangle_{\mathcal{G}} \right)^2 \right] \right)^{\frac{1}{2}} \leq \sqrt{2} \left( \frac{2d}{\sum_{k,l=1}^{d} \delta_{kl}} \right)^{\frac{1}{2}} \left( \sum_{i,j,k,l=1}^{n} 8 \left\| f_{ij} \hat{\otimes} f_{lk} \right\|_{\mathcal{G}^2}^2 \right)^{\frac{1}{2}} \leq C \left( \frac{d}{\sum_{k,l=1}^{d} \delta_{kl}} \right)^{\frac{1}{2}} \left( \frac{n^3}{d^2} \sum_{k,l,m,p=1}^{d} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp} \right)^{\frac{1}{2}}.
$$

(10)

We now need to estimate the right hand side of (10). We divide this estimation into two cases, the first of which deals with the case where the process $X$ is such that $\alpha < 1$ and $\alpha + \nu < 2$, and the second one covering all other possibilities.

**Case 1** ($\alpha < 1$ and $\alpha + \nu < 2$). Lemma 5 implies that the first factor on the right hand side of (10) is bounded, so that it is sufficient to estimate the second factor. For $\frac{1}{2} < \alpha < \frac{3}{2}$, let $\theta$ be a constant in $(0, 1)$ and let $M_d = \lfloor (\alpha x)^{2} \rfloor$. Denote by $D_d$ the set of multi-indexes $\{1, \ldots, [dx]\}^4$ and decompose $D_d$ into $D_{1,M_d} \cup D_{2,M_d}$ according to

$$D_{1,M_d} = \{(k, l, m, p) \in D_d : |k - l| \leq M_d, |k - m| \leq M_d, |m - p| \leq M_d\}
$$

and

$$D_{2,M_d} = D_{3,M_d} \cup D_{4,M_d} \cup D_{5,M_d},
$$

where

$$\begin{cases}
D_{3,M_d} = \{(k, l, m, p) \in D_d : |k - l| > M_d\}, \\
D_{4,M_d} = \{(k, l, m, p) \in D_d : |k - m| > M_d\}, \\
D_{5,M_d} = \{(k, l, m, p) \in D_d : |m - p| > M_d\}.
\end{cases}
$$

Note that the cardinality of $D_{1,M_d}$ is bounded by $8dM_d^2$ since there are fewer than $d$ choices for $k$ and for each $k$, one has $2M_d$ choices for each $l, m, p$. Hence, we can write

$$\frac{n^3}{d^2} \sum_{k,l,m,p=1}^{d} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp} \leq \frac{n^3}{d^2} \sum_{(k,l,m,p) \in D_{1,M_d}} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp} + \frac{3n^3}{d^2} \sum_{(k,l,m,p) \in D_{3,M_d}} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp}$$

$$\leq 8n^3 M_d^2 \frac{d}{d^2} + \frac{3n^3}{d^2} \left( \sum_{(k,l,m,p) \in D_{3,M_d}} |\delta_{kl} \delta_{mp}|^2 \right)^{\frac{1}{2}} \left( \sum_{(k,l,m,p) \in D_{3,M_d}} |\delta_{km} |^2 \right)^{\frac{1}{2}}$$

$$\leq 8n^3 M_d^2 d^{-1} + 3n^3 \left( d^{-1} \sum_{1 \leq k,l \leq |dx| |k-l| > M_d} |\delta_{kl}|^2 \right)^{\frac{1}{2}} \left( d^{-1} \sum_{m,p=1}^{d} |\delta_{mp}|^2 \right)^{\frac{1}{2}}.$$
As Lemma 5 implies that \(d^{-1} \sum_{m,p=1}^{[dx]} |\delta_{mp}|^2 < \infty\), we get

\[
\frac{n^3}{d^2} \sum_{k,l,m,p=1}^{[dx]} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp} \leq C n^3 M_d^3 d^{-1} + 3 C n^3 \left( d^{-1} \sum_{1 \leq k,l \leq [dx]} \frac{|\delta_{kl}|^2}{|k-l|^M_d} \right)^{\frac{1}{2}}
\]

\[
\leq C n^3 d^{3\theta-1} + 3 C n^3 \left( d^{-1} \sum_{1 \leq k,l \leq [dx]} \frac{|\delta_{kl}|^2}{|k-l|^M_d} \right)^{\frac{1}{2}}.
\]

Now we use Remark 9 which states that the dominant part of \(d^{-1} \sum_{k,l=1}^{[dx]} \delta_{kl}\) is

\[
\frac{1}{d} \sum_{m=1}^{[dx]} \left( \frac{k}{k+m} \right)^{2\beta-\alpha} (|m+1|^{\alpha} + |m-1|^{\alpha} - 2|m|^{\alpha})^2 + \frac{x}{D},
\]

and the fact that

\[
|m+1|^{\alpha} + |m-1|^{\alpha} - 2|m|^{\alpha} = \frac{1}{2} \alpha(\alpha-1) |m|^{\alpha-2} + o(|m|^{\alpha-2})
\]

to get

\[
n^3 \left( d^{-1} \sum_{1 \leq k,l \leq [dx]} \frac{|\delta_{kl}|^2}{|k-l|^M_d} \right)^{\frac{1}{2}} \leq C n^3 \left( \sum_{m=|k-l|=M_d}^{[dx]-1} (|m+1|^{\alpha} + |m-1|^{\alpha} - 2|m|^{\alpha})^2 \right)^{\frac{1}{2}}
\]

\[
\leq C n^3 \left( \sum_{m=M_d}^{d-1} \alpha^2 (\alpha-1)^2 m^{2(\alpha-2)} \right)^{\frac{1}{2}}.
\]

This finally gives us

\[
n^3 \left( d^{-1} \sum_{1 \leq k,l \leq [dx]} \frac{|\delta_{kl}|^2}{|k-l|^M_d} \right)^{\frac{1}{2}} \leq C n^3 (M_d^{2\alpha-3})^{\frac{1}{2}} \leq C n^3 d^{\frac{1}{2}\theta(2\alpha-3)}.
\]

This gives us the convergence rate

\[
d_W (\mathcal{W}_{n,|dx|}, \mathcal{G}_n) \leq C \left( n^3 d^{-2} \sum_{k,l,m,p=1}^{[dx]} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp} \right)^{\frac{1}{2}} \leq C n^3 \left( d^{\frac{1}{2}(3\theta-1)} + d^{\frac{1}{2}\theta(2\alpha-3)} \right)
\]

\[
= C n^3 d^{\frac{1}{2}(3\theta-1) + \frac{1}{2}\theta(2\alpha-3)},
\]

which holds for any \(\theta \in (0, \frac{1}{3})\). Now, observe that for \(\theta \in (0, \frac{1}{3})\) and \(\alpha \in (0, \frac{3}{2})\), the function

\[
f(\theta) = \frac{1}{2}(3\theta - 1) + \frac{1}{4}\theta(2\alpha - 3) = \begin{cases} (1/4)\theta(2\alpha - 3) & \text{if } \theta \leq \frac{2}{9-2\alpha} \\ (1/2)(3\theta - 1) & \text{if } \theta > \frac{2}{9-2\alpha} \end{cases}
\]

attains its minimum \(\frac{2\alpha-3}{2(9-2\alpha)}\) at \(\theta = \frac{2}{9-2\alpha}\). This allows us to conclude that

\[
d_W (\mathcal{W}_{n,|dx|}, \mathcal{G}_n) \leq C n^3 d^{\frac{2\alpha-3}{2(9-2\alpha)}}.
\]
Remark 8. The above estimate works for all Wishart matrices such that $0 < \alpha < \frac{3}{2}$ and not just $\alpha < 1$ and $\alpha + \nu < 2$, but it turns out that we can obtain a better estimate for the other cases as the rest of the proof will show.

Case 2 ($1 \leq \alpha < \frac{3}{2}$ or $\alpha < 1$ and $\alpha + \nu \geq 2$). In this second case, we consider a process $X$ that satisfies any other assumptions appearing in Theorem 1 besides $\alpha < 1$ and $\alpha + \nu < 2$, and we obtain the same central convergence rate as the one appearing in [24] (recall that, as mentioned in the introduction, the results in [24] are only valid under the assumption of stationarity of $X$, which we do not impose here).

The fact that we get the rate $r(\alpha, \nu)$ in the case where $1 \leq \alpha < \frac{3}{2}$ or $\alpha < 1$ and $\alpha + \nu \geq 2$ follows directly from Lemma 6, the bound (10) and the fact that


d^{-1} \left( \sum_{m=-d+1}^{d-1} |a_\alpha(m)|^\frac{2}{3} \right)^3 \leq C \begin{cases} 
  d^{-1} & \text{if } 0 < \alpha < \frac{5}{4} \text{ and } 1 \geq \alpha < 2 \\
  d^{-1} \ln(d)^{\frac{3}{2}} & \text{if } \alpha = \frac{5}{4} \\
  d^{4\alpha - 6} & \text{if } \frac{5}{4} < \alpha < 2 
\end{cases}

Step 2: Estimation of $d_W(\mathcal{G}_n, \mathcal{Z}_n)$.

This step in concerned with bounding the Wasserstein distance between $\mathcal{G}_n$ and $\mathcal{Z}_n$. Applying Proposition 1 yields

\begin{align*}
  d_W(\mathcal{G}_n, \mathcal{Z}_n) & \leq \sqrt{2} \|C^{-1}_Z\|_{op} \|C_Z^\frac{1}{2}\| \left( \sum_{1 \leq i,j,l,k \leq n} \mathbb{E} \left( \left( \mathbb{E}[Z_{ij}Z_{lk}] - \langle DG_{ij}, DG_{lk}\rangle_0 \right)^2 \right) \right)^{\frac{1}{2}},
\end{align*}

where $C_Z$ denotes the covariance matrix of $\mathcal{Z}_n$. Recall that $Z_{ii} \sim N(0, 2\sigma^2)$, that $Z_{ij} \sim N(0, \sigma^2)$ for $i \neq j$ and that all the entries of $\mathcal{Z}_n$ are independent. Hence, Lemma 5 provides us with the exact values of $\mathbb{E}[Z_{ij}Z_{lk}]$. Lemma 5 also implies that $\sigma^2 \leq \|C_Z\|_{op} \leq 2\sigma^2$. Meanwhile, $G_{ij}$ and $G_{lk}$ are in the first Wiener chaos associated to $X$, so that $\langle DG_{ij}, DG_{lk}\rangle_0 = \mathbb{E}[G_{ij}G_{lk}]$. Thus, Lemma 2, Remark 9 and the fact that $\mathcal{G}_n$ and $\mathcal{W}_{n,|dx|}$ are identically distributed yield

\begin{align*}
  \mathbb{E}[G_{il}G_{il}] &= 2d^{-1} \sum_{k,j=1}^{[dx]} \delta^2_{kj} = 2d^{-1} \sum_{m=1}^{[dx]-1} \sum_{k=1}^{[dx]-m-1} \left( \frac{k}{k + m} \right) a^2_\alpha(m) + \frac{x^2}{4} + R_d, \\
  \mathbb{E}[G_{il}G_{il}] &= d^{-1} \sum_{k,j=1}^{[dx]} \delta^2_{kj} = 2d^{-1} \sum_{m=1}^{[dx]-1} \sum_{k=1}^{[dx]-m-1} \left( \frac{k}{k + m} \right) a^2_\alpha(m) + \frac{x^2}{4} + R_d,
\end{align*}

and for $i \neq l$,

\begin{align*}
  \mathbb{E}[G_{il}G_{il}] &= d^{-1} \sum_{k,j=1}^{[dx]} \delta^2_{kj} = 2d^{-1} \sum_{m=1}^{[dx]-1} \sum_{k=1}^{[dx]-m-1} \left( \frac{k}{k + m} \right) a^2_\alpha(m) + \frac{x}{4} + R_d,
\end{align*}

where $R_d = O(d^{2\alpha-3} + d^{-1})$.

Recalling that $a^2_\alpha(m) = \frac{1}{4}(|m + 1|^\alpha + |m - 1|^\alpha - 2|m|^\alpha)^2$, we are able to get

\begin{align*}
  d_W(\mathcal{G}_n, \mathcal{Z}_n) & \leq \sqrt{2} \frac{\sqrt{2\sigma^2}}{\sigma^2} \left( \frac{n(n + 1)}{2} \left( 2\sigma^2 - 2d^{-1} \sum_{k,j=1}^{[dx]} \delta^2_{kj} \right)^2 \right)^{\frac{1}{4}} \leq C \frac{\sqrt{n(n + 1)}}{\sigma} (A_1 + A_2 - R_d),
\end{align*}

where $A_1$ and $A_2$ are the constants from Lemma 5 and $R_d$ is the remainder term from the approximation of $\mathbb{E}[G_{il}G_{il}]$.
where
\[ A_1 = \frac{x}{2} \sum_{m \in \mathbb{Z}} a_3^2(m) - \frac{1}{d} \sum_{m=1}^{|dx| - 1} (|dx| - m - 1)a_3^2(m) - \frac{x}{2}a_3^2(0) \]
and
\[ A_2 = \frac{1}{d} \sum_{m=1}^{|dx| - 1} (|dx| - m - 1)a_3^2(m) - \frac{1}{d} \sum_{m=1}^{|dx| - 1} \sum_{k=1}^{|dx| - m - 1} \left( \frac{k}{k + m} \right)^{2\beta - \alpha} a_3^2(m). \]

As \( d \) gets sufficiently large, the term \( A_1 \) can be bounded by
\[ A_1 = \sum_{m=1}^{|dx| - 1} \frac{m + 1}{d} a_3^2(m) + x \sum_{m=|dx|}^\infty a_3^2(m) < Cd^{2\alpha - 3} \]
for \( \alpha < \frac{3}{2} \) and \( \alpha \neq 1 \). Meanwhile, to deal with the term \( A_2 \), we observe that as \( x \to \infty \), \( \ln |x| \leq |x|^\zeta \) for any positive value of \( \zeta \). We also know that \( a_\alpha(m) = \frac{1}{2}\alpha(\alpha - 1)m^{\alpha - 2} + o(m^{\alpha - 2}) \).
Thus, a Taylor expansion of \((1 - x)^p\) for \( p > 0 \) and \( 0 \leq x < 1 \) gives us
\[ A_2 = \frac{C}{d} \sum_{m=1}^{|dx| - 1} \int_1^{|dx| - m - 1} \frac{1}{y + m - 1} dy \]
\[ \leq \frac{C}{d} \sum_{m=1}^{|dx| - 1} \frac{m^{2\alpha - 3}}{m \ln |dx|} \]
\[ \leq \frac{C}{d} \sum_{m=1}^{|dx| - 1} m^{2\alpha - 3} (\frac{|dx|}{m})^\zeta \]
\[ \leq C d^{\zeta - 1} \sum_{m=1}^{|dx| - 1} m^{2\alpha - \zeta - 3} \leq C d^{2\alpha - 3}. \]

Earlier we have mentioned that \( Rd = o(d^{2\alpha - 3} + d^{-1}) \). This allows us to conclude that, for \( \alpha < \frac{3}{2} \) and \( \alpha \neq 1 \), we have
\[ d_W(G_n, Z_n) \leq C \sqrt{n(n + 1)} (d^{2\alpha - 3} + d^{-1}) \]
for any \( \zeta \in (0, 1) \). As for \( \alpha = 1 \), \( a_1(m) = 0 \) if \( m \neq 0 \) and \( a_1(0) = 1 \), so the estimate (11) becomes
\[ d_W(G_n, Z_n) \leq C \left( x - \frac{|dx|}{d} - \frac{1}{d} \right) \leq C \frac{d}{d}. \]

Finally the estimate in Theorem 1 follows immediately from (9). To conclude that \( W_{n, |dx|} \) is close to \( Z_n \) in the sense of finite-dimensional distributions, we refer to [23, Theorem 6.2.3] which states that for a sequence of vectors of multiple Wiener integrals, component-wise convergence to a Gaussian limit implies joint convergence.
3.2. Proof of Theorem 2. In the case $\alpha = \frac{3}{2}$, recall that we have to use a different normalization for the elements of the Wishart matrix (we hence adjust notation accordingly), namely for $i \leq j$,

$$
\widetilde{W}_{ij}(dx) = \frac{1}{\sqrt{d \ln d}} \sum_{k=1}^{\lfloor dx \rfloor} (Y^i_k Y^j_k - \mathbf{1}_{i=j}).
$$

Let $\widehat{G}_n$ be $n \times n$ Gaussian matrices with the same covariance structure as $\widetilde{W}_{n,\lfloor dx \rfloor}$, which as before denotes a half-matrix vector. In the same spirit as in the proof of Theorem 1, we will first estimate the Wasserstein distance from $\widehat{W}_{n,\lfloor dx \rfloor}$ to $\widehat{G}_n$ in Step 1 and the distance from $\widehat{G}_n$ to the G.O.E matrix $\widehat{Z}_n$ in Step 2. Theorem 2 then follows from the triangle inequality

$$
d_W(\widehat{W}_{n,\lfloor dx \rfloor}, \widehat{Z}_n) \leq d_W(\widehat{W}_{n,\lfloor dx \rfloor}, \widehat{G}_n) + d_W(\widehat{G}_n, \widehat{Z}_n).
$$

**Step 1: Estimation of $d_W(\widehat{W}_{n,\lfloor dx \rfloor}, \widehat{G}_n)$.**

We proceed in the same way as in the beginning of the proof of Theorem 1. Denote by $\widehat{C}$ the covariance matrix of $\widehat{W}_{n,\lfloor dx \rfloor}$ and $\widehat{G}_n$. Use Proposition 1 and observe that Lemmas 3 and 4 still hold for $\alpha = \frac{3}{2}$, modulo a change of normalizing factor. More precisely, we can write

$$
d_W(\widehat{W}_{n,\lfloor dx \rfloor}, \widehat{G}_n) \leq \sqrt{2} \|\widehat{C}^{-1}\|_{op} \|\widehat{C}\|_{op} \left( \sum_{i,j,k,l} \mathbb{E} \left[ \frac{1}{2} \left( D\widehat{W}_{ij}, D\widehat{W}_{kl} \right) \right] \right)^{1/2},
$$

at which point we can use Lemmas 7 and 8 to get

$$
d_W(\widehat{W}_{n,\lfloor dx \rfloor}, \widehat{G}_n) \leq C \left( \frac{n^3}{(d \ln d)^2} \sum_{k,l,m,p=1}^{\lfloor dx \rfloor} \delta_{kl}\delta_{mp}\delta_{kn}\delta_{lp} \right)^{1/2},
$$

where

$$
a_\frac{3}{2}(m) = \frac{1}{2} \left( |m + 1|^{\frac{3}{2}} + |m - 1|^{\frac{3}{2}} - 2 |m|^{\frac{3}{2}} \right) = \frac{3}{8} |m|^{-\frac{1}{2}} + o(|m|^{-\frac{1}{2}}).
$$

Combining with the fact that

$$
\sum_{m=1}^{\lfloor dx \rfloor} m^{-2/3} \leq \int_1^{\lfloor dx \rfloor} (y - 1)^{-2/3} dy \leq d^{1/3},
$$

we obtain

$$
d_W(\widehat{W}_{n,\lfloor dx \rfloor}, \widehat{G}_n) \leq C \left( \frac{n^3}{d(\ln d)^2} \sum_{m=-\lfloor dx \rfloor + 1}^{\lfloor dx \rfloor} |m|^{-2/3} + 1 \right)^{1/2} \leq C n^{3/2} \ln d.
$$

**Step 2: Estimation of $d_W(\widehat{G}_n, \widehat{Z}_n)$.** Denote by $\widehat{C}_\frac{2}{3}$ the covariance matrix of $\widehat{Z}_n$. Proposition
and all of the entries of $E$ done in Step 2 in the proof of Theorem 1). Now keep in mind that $a_1$ implies that $X$ first Wiener chaos associated to $\tilde{Z}$.

To estimate the above expression, we notice that since $\tilde{Z}_i \sim N(0, 2\rho^2)$, $\tilde{Z}_{ij} \sim N(0, \rho^2)$ for $i \neq j$ and all of the entries of $\tilde{Z}_n$ are independent, Lemma 8 provides us with the exact value of $\mathbb{E}[Z_{ij}Z_{lk}]$. Lemma 8 also implies that $\rho^2 \leq \|C_Z\|_{\text{op}} \leq 2\rho^2$. Meanwhile, $\tilde{G}_{ij}$ and $\tilde{G}_{ik}$ are in the first Wiener chaos associated to $X$, so that $\langle D\tilde{G}_{ij}, D\tilde{G}_{ik}\rangle_{\mathcal{B}} = \mathbb{E}[\tilde{G}_{ij}\tilde{G}_{ik}]$. Combined with the fact that $\tilde{G}_n$ and $\tilde{W}_{n,\lfloor dx \rfloor}$ are identically distributed, again an application of Lemma 8 yields

$$
\mathbb{E}[\tilde{G}_{ij}\tilde{G}_{ij}] = 2 \frac{1}{d \ln d} \sum_{k,j=1}^{\lfloor dx \rfloor} \delta_{kj}^2 = \frac{1}{d \ln d} \sum_{m=1}^{\lfloor dx \rfloor} \sum_{k=1}^{\lfloor dx \rfloor - m - 1} \left( \frac{k}{k + m} \right)^{2\beta - \frac{3}{2}} a_4(m)^2 + \tilde{R}_d
$$

and for $i \neq l$,

$$
\mathbb{E}[\tilde{G}_{il}\tilde{G}_{il}] = \frac{1}{d \ln d} \sum_{k,j=1}^{\lfloor dx \rfloor} \delta_{kj}^2 = \frac{1}{2 d \ln d} \sum_{m=1}^{\lfloor dx \rfloor - m - 1} \sum_{k=1}^{\lfloor dx \rfloor - m - 1} \left( \frac{k}{k + m} \right)^{2\beta - \frac{3}{2}} a_4(m)^2 + \tilde{R}_d,
$$

with $\tilde{R}_d = o(\frac{1}{d \ln d})$, which can be deduced from the proof of Lemma 8 (similarly to what was done in Step 2 in the proof of Theorem 1). Now keep in mind that $a_4(m)$ is defined in Lemma 7 and $a_4(m)^2 = \frac{9}{81} m^{-1} + o(m^{-1})$. This yields

$$
d_W(\tilde{G}_n, \tilde{Z}_n) \leq \sqrt{2} \sqrt{\frac{2\rho^2}{\rho^2}} \left( \frac{n(n + 1)}{2} \left( 2\rho^2 - 2d^{-1} \sum_{k,j=1}^{\lfloor dx \rfloor} \delta_{kj}^2 \right) \right)^{\frac{1}{2}} 
$$

$$
\leq C \frac{\sqrt{n(n + 1)}}{\rho} (A_3 + A_4 - \tilde{R}_d),
$$

where

$$
A_3 = x - \frac{1}{d \ln d} \sum_{m=1}^{\lfloor dx \rfloor - m - 1} (\lfloor dx \rfloor - m - 1) m^{-1}
$$

and

$$
A_4 = \frac{1}{d \ln d} \sum_{m=1}^{\lfloor dx \rfloor - m - 1} (\lfloor dx \rfloor - m - 1) m^{-1} - \frac{1}{d \ln d} \sum_{m=1}^{\lfloor dx \rfloor - m - 1} \sum_{k=1}^{\lfloor dx \rfloor - m - 1} \left( \frac{k}{k + m} \right)^{2\beta - \alpha} m^{-1}.
$$
For the term $A_3$, asymptotically, we can write

$$A_3 \leq C \left( x - \frac{1}{d \ln d} \int_1^{[dx]} \frac{|dx| - y - 1}{y} dy \right)$$

$$= C \left( x - \frac{1}{d \ln d} \int_1^{[dx]} \left( \frac{|dx|}{y} - 1 - \frac{1}{y} \right) dy \right)$$

$$= C \left( x - \frac{|dx| \ln (|dx| - 1)}{d \ln d} + \frac{1}{d \ln d} + \frac{\ln (|dx| - 1)}{d \ln d} \right)$$

$$\leq \frac{C}{\ln d}.$$

For the term $A_4$, observe that as $x \to \infty$, $\ln |x| \leq |x|^\zeta$ for any positive value of $\zeta$. Thus, a Taylor expansion of $(1 - x)^p$ for $p > 0$ and $0 \leq x < 1$ yields

$$A_4 = \frac{C}{d \ln d} \sum_{m=1}^{[dx]} \sum_{k=1}^{[dx]-1} \left( 1 - \left( 1 - \frac{m}{k + m} \right)^{2\beta - \alpha} \right) m^{-1}$$

$$\leq \frac{C}{d \ln d} \sum_{m=1}^{[dx]} \sum_{k=1}^{[dx]-1} \frac{m}{k + m} m^{-1}$$

$$\leq \frac{C}{d \ln d} \sum_{m=1}^{[dx]} \sum_{k=1}^{[dx]-1} \frac{1}{y + m - 1} dy$$

$$= \frac{C}{d \ln d} \sum_{m=1}^{[dx]} \ln \frac{|dx|}{m}$$

$$\leq \frac{C}{d \ln d} \sum_{m=1}^{[dx]} \left( \frac{|dx|}{m} \right)^\zeta \leq \frac{Cd^\zeta}{d \ln d} \sum_{m=1}^{[dx]} \left( 1 \right)^\zeta \leq \frac{C}{\ln d}.$$

Since $\tilde{R}_d = o\left( \frac{1}{\ln d} \right)$, the estimate (13) then becomes

$$d_W \left( \tilde{G}_n, \tilde{Z}_n \right) \leq C \sqrt{\frac{n(n + 1)}{\ln d}},$$

and the estimate in Theorem 2 follows from (12). Like for the proof of Theorem 1, the conclusion that $\tilde{W}_{n,\{dx\}}$ is close to the G.O.E matrix $\tilde{Z}_n$ in finite-dimensional distributions follows once again from [23, Theorem 6.2.3].

4. PROOF OF THE MAIN NON-CENTRAL CONVERGENCE RESULT

As pointed out in Theorem 3, the case where $\frac{3}{2} \leq \alpha < 2$ unveils a interesting phenomenon of non-central convergence, giving rise to a limiting object known as the Rosenblatt-Wishart matrix, introduced in [24]. This section is dedicated to the proof of this non-central convergence result.
4.1. Proof of Theorem 3. The self-similarity property of $X$ implies that the entries

$$\hat{Y}_k^i = \frac{X_k^{i+1} - X_k^i}{\|X_k^{i+1} - X_k^i\|_{L^2(\Omega)}}$$

of the $n \times d$ matrix $\hat{Y}$ are equal in distribution to the entries $Y_k^i$ of $\mathcal{Y}$. Given that the statement we aim to prove is distributional, we can work with (keeping the same denomination by a slight abuse of notation) the matrix

$$\tilde{W}_{n,[dx]} = \frac{|dx|}{d^{\alpha-1}} \left( \frac{1}{|dx|} \mathcal{Y} \mathcal{Y}^T - I \right)$$

with entries

$$\tilde{W}_{ij}([dx]) = d^{1-\alpha} \sum_{k=1}^{\lfloor dx \rfloor} \left( \hat{Y}_k^i \hat{Y}_k^j - 1_{\{i=j\}} \right)$$

in place of the original one given by (1). The existence of the limit (in the $L^2(\Omega)$ sense) of $\tilde{W}_{n,[dx]}$ as $d$ goes to infinity, called the Rosenblatt-Wishart matrix $R_n$, is ensured by Lemma 11. To estimate the Wasserstein distance between our Wishart matrix and the Rosenblatt-Wishart matrix, we need the following result from [6] applied to the half-matrices associated with $\tilde{W}_{n,[dx]}$ and $R_n$, which in our context, reads

$$d_W(\tilde{W}_{n,[dx]}, R_n) \leq \sqrt{2 \sum_{1 \leq i \leq j \leq n} \mathbb{E} \left[ (\tilde{W}_{ij}([dx]) - R_{ij})^2 \right]}.$$  \hspace{1cm} (14)

We hence need to evaluate, for all $1 \leq i \leq l \leq n$,

$$\mathbb{E} \left[ (\tilde{W}_{il}([dx]) - R_{il})^2 \right] = \mathbb{E} \left[ \tilde{W}_{il}([dx])^2 \right] - 2 \mathbb{E} \left[ \tilde{W}_{il}([dx]) R_{il} \right] + \mathbb{E} \left[ R_{il}^2 \right].$$  \hspace{1cm} (15)

[16, Lemma 3.2] states that $\mathbb{E} \left[ \left( X_k^{i+1} - X_k^i \right)^2 \right] = 2\lambda(\frac{k^2}{d})^{2\beta - \alpha}(\frac{1}{d})^\alpha (1 + \eta_{k,d})$ where $\eta_{k,d} = o(k^{\alpha-2})$. This fact combined with Lemma 9 allows us to estimate the first term on the right hand side of (15) as

$$\mathbb{E} \left[ \tilde{W}_{il}([dx])^2 \right] = \frac{1}{4\lambda^2} \sum_{1 \leq k, j \leq [dx]} d^{2(1-\alpha)} \left( \frac{k^2}{d} \right)^{2\beta - \alpha} \left( \frac{1}{d} \right)^\alpha (1 + \eta_{k,d})^{-1} \left( \int_{\frac{i}{d}}^{\frac{i+1}{d}} \int_{\frac{j}{d}}^{\frac{j+1}{d}} \partial_{s,t} \mathbb{E}[X_s X_t] ds dt \right)^2$$

$$= \frac{1}{4\lambda^2} \sum_{1 \leq k, j \leq [dx]} d^{2-2(\alpha-2\beta)} \left( \frac{k^2}{d} \right)^{\alpha-2\beta} + o \left( (kj)^{\alpha-2\beta} k^{\alpha-2} \right)$$

$$+ o \left( (kj)^{\alpha-2\beta} j^{\alpha-2} \right) \left( \int_{\frac{i}{d}}^{\frac{i+1}{d}} \int_{\frac{k}{d}}^{\frac{k+1}{d}} \partial_{s,t} \mathbb{E}[X_s X_t] ds dt \right)^2.$$
for which we have used \((1 + \eta_{k,d})^{-1} = 1 + o(k^{\alpha-2})\). Next, we use the substitution \(s = \frac{u + k}{d}, \quad t = \frac{v + j}{d}\) and apply the mean value theorem to get

\[
E\left[\hat{W}_{il}(\lfloor dx \rfloor)^2\right] = \frac{d^{2-2(\alpha-2\beta)}}{4\lambda^2} \sum_{1 \leq k, j \leq \lfloor dx \rfloor} \left((k \alpha-2\beta) + o\left((k \alpha-2\beta)k^{\alpha-2}\right)\right)
\]

\[
+ o\left((k \alpha-2\beta)j^{\alpha-2}\right) \partial_{u,v} E\left[X_{u+\frac{k}{d}} X_{v+\frac{j}{d}}\right]^{2} \bigg|_{u = u_0, v = v_0},
\]

with \(u_0, v_0 \in [a, b]\). For the second term on the right hand side of (15), an application of Lemmas 9 and 10 yields

\[
E\left[\hat{W}_{il}(\lfloor dx \rfloor) R_{il}\right] = \lim_{p \to \infty} E\left[\hat{W}_{il}(\lfloor dx \rfloor) \hat{W}_{il}(p)\right]
\]

\[
= \frac{1}{4\lambda^2} \sum_{1 \leq k, j \leq \lfloor dx \rfloor} d^{1-\alpha} \int_{0}^{1} \left(\left(\frac{k}{d}\right)^{2\beta-\alpha} \left(\frac{1}{d}\right)^{\alpha} \left(1 + \eta_{k,d}\right)\right)^{-1}
\]

\[
\times e^{\alpha-2\beta} \left(\int_{\frac{k}{d}}^{\frac{k+1}{d}} \partial_{s,t} E[X_{s} X_{t}] ds \right)^{2} dt
\]

\[
= \frac{1}{4\lambda^2} \sum_{1 \leq k, j \leq \lfloor dx \rfloor} d^{1-\alpha} \int_{\frac{k}{d}}^{\frac{k+1}{d}} \left(\left(\frac{k}{d}\right)^{2\beta-\alpha} \left(\frac{1}{d}\right)^{\alpha} \left(1 + \eta_{k,d}\right)\right)^{-1}
\]

\[
\times e^{\alpha-2\beta} \left(\int_{\frac{k}{d}}^{\frac{k+1}{d}} \partial_{s,t} E[X_{s} X_{t}] ds \right)^{2} dt
\]

\[
= \frac{d^{2-2(\alpha-2\beta)}}{4\lambda^2} \sum_{1 \leq k, j \leq \lfloor dx \rfloor} \int_{0}^{1} \left(k^{\alpha-2\beta} + k^{(\alpha-2\beta)+(\alpha-2)}\right)
\]

\[
(v + j)^{\alpha-2\beta} \left(\int_{0}^{1} \partial_{u,v} E[X_{u+\frac{k}{d}} X_{v+\frac{j}{d}}] du\right)^{2} dv
\]

\[
= \frac{d^{2-2(\alpha-2\beta)}}{4\lambda^2} \sum_{1 \leq k, j \leq \lfloor dx \rfloor} \left(k^{\alpha-2\beta} + k^{(\alpha-2\beta)+(\alpha-2)}\right)
\]

\[
(v_1 + j)^{\alpha-2\beta} \partial_{u,v} E[X_{u+\frac{k}{d}} X_{v_1+\frac{j}{d}}]^{2} \bigg|_{u = u_1, v = v_1},
\]
where $u_1, v_1 \in [a, b]$. To compute the last term of the right hand side of (15), we use Lemma 9 once more, which allows us to write

\[
\mathbb{E}[R_{ij}^2] = \lim_{d \to \infty} \mathbb{E}[\tilde{W}_{il}([dx])^2]
\]

\[
= \frac{1}{4\lambda^2} \int_0^1 \int_0^1 (st)^{\alpha - 2\beta} (\partial_{s,t}\mathbb{E}[X_sX_t])^2 dsdt
\]

\[
= \frac{1}{4\lambda^2} \sum_{1 \leq k,j \leq |dx|} \int_0^{\frac{k+1}{2}} \int_0^{\frac{j+1}{2}} (st)^{\alpha - 2\beta} (\partial_{s,t}\mathbb{E}[X_sX_t])^2 dsdt
\]

\[
= \frac{d^{2-2(\alpha - 2\beta)}}{4\lambda^2} \sum_{1 \leq k,j \leq |dx|} \int_0^1 \int_0^1 (u + k)^{\alpha - 2\beta} (v + j)^{\alpha - 2\beta} \left( \partial_{u,v}\mathbb{E}\left[X_{u+k}X_{v+j}\right] \right)^2 dudv
\]

\[
= \frac{d^{2-2(\alpha - 2\beta)}}{4\lambda^2} \sum_{1 \leq k,j \leq |dx|} (u_2 + k)^{\alpha - 2\beta} (v_2 + j)^{\alpha - 2\beta} \left( \partial_{u,v}\mathbb{E}\left[X_{u+k}X_{v+j}\right] \right)^2 |_{u = u_2, v = v_2},
\]

where $u_2, v_2 \in [a, b]$. Therefore, combining these estimates, we get

\[
\mathbb{E}\left[\left(\tilde{W}_{il}([dx]) - R_{il}\right)^2\right] \leq E_1 + E_2,
\]

where

\[
E_1 = Cd^{2-2(\alpha - 2\beta)} \sum_{1 \leq k,j \leq |dx|} \sup_{u_3, v_3 \in [a, b]} \left. \partial_{u,v}\mathbb{E}\left[X_{u+k}X_{v+j}\right]^2 \right|_{u = u_3, v = v_3} \left( (kj)^{\alpha - 2\beta} + (u_2 + k)^{\alpha - 2\beta} (v_2 + j)^{\alpha - 2\beta} - 2k^{\alpha - 2\beta} (v_1 + j)^{\alpha - 2\beta} \right)
\]

and

\[
E_2 = Cd^{2-2(\alpha - 2\beta)} \sum_{1 \leq k,j \leq |dx|} (kj)^{\alpha - 2\beta} \left( \left. \partial_{u,v}\mathbb{E}\left[X_{u+k}X_{v+j}\right]^2 \right|_{u = u_0, v = v_0} + \left. \partial_{u,v}\mathbb{E}\left[X_{u+k}X_{v+j}\right]^2 \right|_{u = u_2, v = v_2} - 2 \left. \partial_{u,v}\mathbb{E}\left[X_{u+k}X_{v+j}\right]^2 \right|_{u = u_1, v = v_1} \right).
\]

For $E_1$ we can use the estimate on $\partial_{s,t}\mathbb{E}[X_sX_t]$ in Lemma 9 and the symmetry of $j \leq k$ and $j \geq k$ to get

\[
E_1 \leq Cd^{2-2(\alpha - 2\beta)} \sum_{1 \leq j \leq k \leq |dx|} j^{2(\beta - \alpha)} k^{2(\alpha - 2)} d^{4\beta} \left( k^{\alpha - 2\beta} j^{\alpha - 2\beta - 1} \right)
\]

\[
\quad + Cd^{2-2(\alpha - 2\beta)} \sum_{1 \leq k \leq j \leq |dx|} j^{2(\beta - \alpha)} k^{2(\alpha - 2)} d^{4\beta} \left( k^{\alpha - 2\beta} j^{\alpha - 2\beta - 1} \right)
\]

\[
\leq Cd^{2-2\alpha} \sum_{k=1}^{|dx|} \frac{|dx|}{4} k^{2(\alpha - 2)} j^{-1} + Cd^{2-2\alpha} \sum_{j=1}^{|dx| - 1} \frac{|dx| - 1}{4} \sum_{k=j+1}^{2j} |k - j|^{2(\alpha - 2)} j^{-1}
\]

\[
\leq Cd^{2-2\alpha} \sum_{k=1}^{|dx|} \frac{k^{2(\alpha - 2)}}{4} \ln k + d^{2-2\alpha} \sum_{j=1}^{|dx| - 1} j^{2(\alpha - 2)}.
\]
As \( k \to \infty \), it holds that \( \ln k \leq k^\theta \) for any \( \theta \in (0, 1) \), so that
\[
E_1 \leq C d^{2 - 2\alpha} \sum_{k=1}^{[dx]} k^{2(\alpha - 2) + \theta} \leq C d^{\theta - 1},
\]
at which point we can take the infimum of this estimate over all \( \theta \in (0, 1) \) to get \( E_1 \leq \frac{C}{d} \). For \( E_2 \), in a similar fashion, we apply Lemma 9 to obtain \( E_2 \leq \frac{Cd^2}{2 - 2\alpha} \). Keeping in mind that \( \frac{3}{2} < \alpha < 2 \) is equivalent to \(-1 < 3 - 2\alpha < 0\), (14) implies that
\[
(16) \quad d_W\left(\hat{W}_{n,[dx]}, R_n\right) \leq C nd^\frac{3 - 2\alpha}{2}.
\]

Now to conclude that \( \hat{W}_{n,[dx]} \) and \( R_n \) are close with respect to finite-dimensional distributions, we need a slightly different version of (14), which can for example be found in [6]. Let \((x_1, \ldots, x_p)\) be a finite sequence in \([a,b]^p\), then we have
\[
d_W\left(\left(\hat{W}_{n,[dx_1]}, \ldots, \hat{W}_{n,[dx_p]}\right), (R_n, \ldots, R_n)\right) \leq \left( \sum_{1 \leq i \leq j \leq n} \sum_{1 \leq l \leq p} \mathbb{E} \left[ \left( \hat{W}_{ij}([dx_i]) - R_{ij} \right)^2 \right] \right)^{\frac{1}{2}},
\]
for which the same estimate as in (16) clearly holds.

5. Proof of the main functional convergence result

This section is dedicated to proving the main functional convergence result, Theorem 4, which provides a functional counterpart to Theorems 1, 2 and 3.

5.1. Proof of theorem 4. Our goal here is to show that our sequence of Wishart matrices converges in \( C([a,b]; M_n(\mathbb{R})) \) (without providing an estimate on the convergence rate). Recall from the introduction that \( a < b \) are positive constants. Joint convergence of a vector in \( C([a,b]; M_n(\mathbb{R})) \) is equivalent to marginal convergence of each component in \( C([a,b]; \mathbb{R}) \) per [13, Theorem 26.23], so that we only have to prove functional convergence of each entry of our matrix. Furthermore, it is a well-known fact that the condition
\[
||W_{ij}([dx]) - W_{ij}([dy])||_{L^p(\Omega)} \leq C_p |x - y|^\frac{1}{2}
\]
for some \( p > 2 \) and any \( x, y \in [a,b] \), combined with convergence of finite dimensional distributions is sufficient in order to guarantee tightness in \( C([a,b]; \mathbb{R}) \). Convergence in the sense of finite dimensional distributions has already been shown in Theorems 1, 2 and 3, so that we only need to verify the above condition ensuring tightness. In what follows, we reuse the notation and terminology introduced at the beginning of the proof of Theorem 1 in Subsection 3.1.

Case 1 (\( \alpha < 3/2 \)). Note that by definition of multiple Wiener integrals (see [23, Definition 2.7.1]),
\[
I_2(e_{ik} \otimes e_{jk}) = I_2(e_{ik} \otimes e_{jk}) = \frac{1}{2} \delta^2(e_{ik} \otimes e_{jk} + e_{jk} \otimes e_{ik}).
\]
Now, assume \( y \leq x \) (without loss of generality) for \( x, y \in [a, b] \). Apply the above transform together with Meyer’s inequality (5) to get

\[
\|W_{ij}([dx]) - W_{ij}([dy])\|_{L^p(\Omega)} = \left\| \delta^2 \left( \frac{1}{2 \sqrt{d}} \sum_{k=|dy|}^{dx} (e_{ik} \otimes e_{jk} + e_{ijk} \otimes e_{ik}) \right) \right\|_{L^p(\Omega)} \\
\leq C \sum_{m=0}^2 \left\| D^m \left( \frac{1}{2 \sqrt{d}} \sum_{k=|dy|}^{dx} (e_{ik} \otimes e_{jk} + e_{ijk} \otimes e_{ik}) \right) \right\|_{L^p(\Omega; S^{m+2})} \\
= C \left( d^{-1} \sum_{k=|dy|}^{dx} \delta_{kl}^2 \right)^{\frac{1}{2}}.
\]

By Remark 9 and the fact that \( a_\alpha(k - l) \leq C |k - l|^{\alpha - 2} \) as \( |k - l| \to \infty \), we have

\[
\|W_{ij}([dx]) - W_{ij}([dy])\|_{L^p(\Omega)} \leq C \left( d^{-1} \sum_{k,l=|dy|}^{dx} \left( \frac{k \land l}{k \lor l} \right)^{2\beta - \alpha} |k - l|^{2(\alpha - 2)} \right)^{\frac{1}{2}} \\
\leq C \left( d^{-1} \sum_{k,l=|dy|}^{dx} |k - l|^{2(\alpha - 2)} \right)^{\frac{1}{2}} \\
= C \left( d^{-1} \sum_{m=k-1}^{dx} (|dx| - |dy| - m) m^{2(\alpha - 2)} \right)^{\frac{1}{2}} \\
\leq C \left( \sum_{m \in \mathbb{Z}} |m|^{2(\alpha - 2)} \right)^{\frac{1}{2}} (x - y)^{\frac{1}{2}} \leq C (x - y)^{\frac{1}{2}},
\]

which is the desired estimate.

**Case 2 (\( \alpha = 3/2 \)).** The same procedure as in the previous case gives

\[
\left\| \hat{W}_{ij}([dx]) - \hat{W}_{ij}([dy]) \right\|_{L^p(\Omega)} \leq C \left( (\ln d)^{-1} \sum_{k,l=|dy|}^{dx} |k - l|^{-1} \right)^{\frac{1}{2}} \\
= C \left( (\ln d)^{-1} \sum_{m=1}^{y\lfloor - [dy] \rfloor} (|dx| - |dy| - m) m^{-1} \right)^{\frac{1}{2}} \\
\leq C \left( (\ln d)^{-1} \sum_{m=1}^{y\lfloor - [dy] \rfloor} |m|^{-1} \right)^{\frac{1}{2}} (x - y)^{\frac{1}{2}} \leq C (x - y)^{\frac{1}{2}},
\]

which gives the desired result.
Case 3 ($\alpha > 3/2$). For this final case, the above argument yields

$$
\left\| W_{ij}((dx)) - \hat{W}_{ij}((dy)) \right\|_{L^p(\Omega)} \leq C \left( d^{2-2\alpha} \sum_{k,l=|dy|} |k-l|^{2(\alpha-2)} \right)^{\frac{1}{2}}
$$

$$
= C \left( d^{2-2\alpha} \sum_{m=1}^{|dy|} (|dx| - |dy| - m)^{2(\alpha-2)} \right)^{\frac{1}{2}}
$$

$$
\leq C \left( \int_0^1 u^{2(\alpha-2)} du \right)^{\frac{1}{2}} (x-y)^{\frac{1}{2}} \leq C(x-y)^{\frac{1}{2}},
$$

which concludes the proof.

6. Technical Lemmas

This section gathers technical Lemmas used repeatedly in the proofs of our main results. For convenience, we group these auxiliary results by what proof they are related to. The notation used in all the results below is the one prevailing in Section 1.

6.1. Lemmas related to the proof of Theorem 1 in Subsection 3.1.

Lemma 2. The covariance structure of the half-matrix $W_{n,|dx|}^{\text{half}}$ is given by

$$
\begin{cases}
E[W_{il}W_{il}] = d^{-1} \sum_{k,j=1}^{|dx|} \delta_{kj}^2 & \text{for } i \neq l \\
E[W_{il}W_{il}] = 2d^{-1} \sum_{k,j=1}^{|dx|} \delta_{kj}^2 & \\
E[W_{il}W_{mn}] = 0 & \text{otherwise}
\end{cases}
$$

Thus, if we denote $C$ the covariance matrix of $W_{n,|dx|}^{\text{half}}$, then $C$ is diagonal with diagonal entries given by either $E[W_{il}W_{il}]$ or $E[W_{il}W_{il}]$.

Proof. For any $1 \leq i, l, m, n \leq n$, recalling the representation (7) of $W_{il}$, it holds that

$$
E[W_{il}W_{mn}] = E \left[ I_2 \left( \frac{1}{2\sqrt{d}} \sum_{k=1}^{|dx|} e_{ik} \otimes e_{ik} + e_{lk} \otimes e_{ik} \right) I_2 \left( \frac{1}{2\sqrt{d}} \sum_{j=1}^{|dx|} e_{mj} \otimes e_{nj} + e_{nj} \otimes e_{mj} \right) \right]
$$

$$
= 2! \left( \frac{1}{2\sqrt{d}} \sum_{k=1}^{|dx|} (e_{ik} \otimes e_{ik} + e_{lk} \otimes e_{ik}), \frac{1}{2\sqrt{d}} \sum_{j=1}^{|dx|} (e_{mj} \otimes e_{nj} + e_{nj} \otimes e_{mj}) \right)_{\mathcal{S}_2^{\otimes 2}}
$$

$$
= d^{-1} \sum_{k,j=1}^{|dx|} \langle e_{ik}, e_{mj} \rangle_{\mathcal{S}_2^{\otimes 2}} \langle e_{ik}, e_{nj} \rangle_{\mathcal{S}_2^{\otimes 2}} + d^{-1} \sum_{k,j=1}^{|dx|} \langle e_{ik}, e_{mj} \rangle_{\mathcal{S}_2^{\otimes 2}} \langle e_{lk}, e_{mj} \rangle_{\mathcal{S}_2^{\otimes 2}}.
$$

This shows that the only entries of the matrix $C$ that are non-zero are the ones for which $i = m$ and $l = n$ (note that we cannot encounter the case $i = n$ and $l = m$ as we are working with the half-matrix $W_{n,|dx|}^{\text{half}}$). This corresponds to entries of the form $E[W_{il}W_{il}]$. We hence only have
Lemma 3. For any $1 \leq i, j \leq n$, $W_{ij}$ belongs to the second Wiener chaos of the isonormal Gaussian process $X$ and has the representation (7) as a double Wiener integral, so that $W_{ij} = I_2(f_{ij})$, where $f_{ij} \in \mathcal{S}^{\otimes 2}$. Furthermore, for any $1 \leq i, j, m, n \leq n$, it holds that

$$E[W_{ij} W_{mn}] = E\left[\left(\frac{1}{2} \langle DW_{ij}, DW_{mn} \rangle^2 \right) \right] = 8 \| f_{ij} \otimes_1 f_{mn} \|_{\mathcal{S}^{\otimes 2}}^2.$$

Proof. Using the product formula (3) together the stochastic Fubini theorem, it is straightforward to check that $\langle DW_{ij}, DW_{mn} \rangle^2 = 4I_2(f_{ij} \otimes_1 f_{mn}) + 4 \langle f_{ij}, f_{mn} \rangle_{\mathcal{S}^{\otimes 2}}$, and hence deduce that $E[W_{ij} W_{mn}] = \frac{1}{4} E[\langle DW_{ij}, DW_{mn} \rangle^2]$, so that

$$E\left[\left(E[W_{ij} W_{mn}] - \frac{1}{2} \langle DW_{ij}, DW_{mn} \rangle^2 \right)^2 \right] = E\left[\frac{1}{2} E[\langle DW_{ij}, DW_{mn} \rangle^2] - \frac{1}{2} \langle DW_{ij}, DW_{mn} \rangle^2 \right]^2$$

$$= \frac{1}{4} \text{Var}(\langle DW_{ij}, DW_{mn} \rangle^2)$$

$$= 4\text{Var}(I_2(f_{ij} \otimes_1 f_{mn}) + \langle f_{ij}, f_{mn} \rangle_{\mathcal{S}^{\otimes 2}})$$

$$= 4E\left[I_2(f_{ij} \otimes_1 f_{mn})^2 \right]$$

$$= 8 \| f_{ij} \otimes_1 f_{mn} \|_{\mathcal{S}^{\otimes 2}}^2.$$

Lemma 4. For $f_{ij}$ and $f_{rs}$ as defined in (8), it holds that for any $1 \leq i, j, r, s \leq n$,

$$\| f_{ij} \otimes_1 f_{rs} \|_{\mathcal{S}^{\otimes 2}}^2 = \frac{1}{\tau d^2} \sum_{k,l,m,p=1}^{dx} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp},$$

where $\tau = 1$ if $i = j = r = s$, $\tau = 4$ if $i = j = r \neq s$ or $i = j = s \neq r$ or $i = r = s \neq j$ or $j = r = s \neq i$, $\tau = 8$ if $i = r \neq s$, $j = s \neq i$ or $i = s \neq j$, $j = r \neq s$ or $j = r \neq i$, $i = s \neq r$ and
and \( \tau = 16 \) if \( i = r, \ i \neq j, \ s \neq j, \ r \neq s \) or \( i = s, \ i \neq j, \ r \neq j \) or \( j = r, \ j \neq i, \ r \neq s \) or \( j = s, \ j \neq i, \ j \neq r, \ r \neq i \). In all other cases,
\[
\left\| f_{ij} \otimes_1 f_{rs} \right\|_{\mathcal{B}^2}^2 = 0.
\]

**Proof.** Recalling the definition of \( f_{ij} \) given in (8), we can write, for any \( 1 \leq i, j, r, s \leq n \),
\[
\left\| f_{ij} \otimes_1 f_{rs} \right\|_{\mathcal{B}^2}^2 = \left\| \frac{1}{2^n d} \sum_{k=1}^{[dx]} (e_{ik} \otimes e_{jk} + e_{jk} \otimes e_{ik}) \otimes_1 \frac{1}{2^n d} \sum_{t=1}^{[dx]} (e_{rl} \otimes e_{sl} + e_{sl} \otimes e_{rl}) \right\|_{\mathcal{B}^2}^2
\]
\[
= \frac{1}{16d^2} \sum_{k,l=1}^{[dx]} \left( e_{jk} \otimes e_{sl} \delta_{kl} \mathbb{I}_{\{i=r\}} + e_{jk} \otimes e_{rl} \delta_{kl} \mathbb{I}_{\{j=s\}} + e_{ik} \otimes e_{sl} \delta_{kl} \mathbb{I}_{\{i=r\}} + e_{ik} \otimes e_{rl} \delta_{kl} \mathbb{I}_{\{j=s\}} \right)
\]
\[
\left( e_{jk} \otimes e_{sl} \delta_{kl} \mathbb{I}_{\{i=r\}} + e_{jk} \otimes e_{rl} \delta_{kl} \mathbb{I}_{\{j=s\}} + e_{ik} \otimes e_{sl} \delta_{kl} \mathbb{I}_{\{i=r\}} + e_{ik} \otimes e_{rl} \delta_{kl} \mathbb{I}_{\{j=s\}} \right),
\]
from which the conclusion follows easily. \( \square \)

The following Lemma is borrowed from [16] and provides us with the asymptotic behaviour of the variance of the entries of \( \mathcal{W}_{n,[dx]} \).

**Lemma 5.** Denote by \( \sigma^2_{[dx]} \) the variance of the entries \( W_{ij}, i \neq j \) of \( \mathcal{W}_{n,[dx]} \). Let \( \alpha < \frac{3}{2} \) and define \( a_\alpha(m) = \frac{1}{2} (|m+1|^{\alpha} + |m-1|^{\alpha} - 2|m|^\alpha) \). Then,
\[
\sigma^2_{[dx]} = \frac{1}{d} \sum_{k,l=1}^{[dx]} |\delta_{kl}|^2
\]
and
\[
\sigma^2 = \lim_{d \to \infty} \sigma^2_{[dx]} = \frac{x}{2} \sum_{m \in \mathbb{Z}} a_\alpha(m)^2.
\]

**Proof.** Refer to the proof of [16, Lemma 5.1]. \( \square \)

**Remark 9.** An important observation coming from the proof of [16, Lemma 5.1] is that
\[
\sigma^2_{[dx]} = \left( \frac{1}{d} \sum_{m=1}^{[dx]-1} \sum_{k=1}^{m-1} \left( \frac{k}{k+m} \right)^{2\beta-\alpha} a_\alpha(m)^2 + \frac{x}{2} a_\alpha(0) + R_d, \right.
\]
where \( R_d \) is a remainder term with \( R_d = o(d^{2\alpha-3} + d^{-1}) \).

**Lemma 6.** Assume that \( \alpha < 1 \) and \( \alpha + \nu > 2 \), or that \( 1 \leq \alpha < \frac{3}{2} \). Then, it holds that
\[
\frac{1}{d^2} \sum_{k,l,m,p=1}^{[dx]} |\delta_{kl} | \delta_{km} | \delta_{lp} | ^2 \leq C \frac{1}{d^2} \sum_{k,l,m,p=1}^{[dx]} |a_\alpha(k-l) a_\alpha(m-p) a_\alpha(k-m) a_\alpha(l-p)|,
\]
where as in Lemma 5, \( a_\alpha(i) = \frac{1}{2}(|i + 1|^\alpha + |i - 1|^\alpha - 2|i|^\alpha) \). As a result, we have

\[
\frac{1}{d^2} \sum_{k,l,m,p=1}^{\lfloor dx \rfloor} \delta_{kl}\delta_{mp}\delta_{km}\delta_{lp} \leq \frac{C}{d} \left( \sum_{m=-\lfloor dx \rfloor+1}^{\lfloor dx \rfloor-1} |a_\alpha(m)|^{\frac{4}{d}} \right)^3.
\]

**Proof.** In order to obtain the first estimate, it is sufficient to show that \( |\delta_{kl}| \leq C |a_\alpha(k-l)| \) for any \( 1 \leq k \leq l \leq [dx] \). By symmetry, we also only need to examine the case where \( l \leq k \), which we separate into three separate cases. If \( \lfloor \frac{k}{2} \rfloor \leq l \leq k-2 \), which implies that \( k-l \leq 2l \), then \( [16, \text{Lemma 3.1, Lemma 3.2, Part (b)}] \) implies that there exist a constant \( a_\alpha \leq \frac{1}{2} \alpha \alpha-1 (k-l) \alpha-1 + \alpha 2 \alpha-2 \). Since \( a_\alpha(k-l) = \frac{1}{2} \alpha \alpha-1 (k-l) \alpha-2 + o((k-l) \alpha-2) \), it follows that for \( k-l \leq 2l \), \( l^{-1}(k-l) \alpha-1 \leq Ca_\alpha(k-l) \) and \( l^{\alpha-2} \leq Ca_\alpha(k-l) \). Thus,

\[
|\delta_{kl}| \leq C |a_\alpha(k-l)|.
\]

If \( 1 \leq l \leq \lfloor \frac{k}{2} \rfloor \), which implies that \( 2l \leq k-l+3 < C(k-l) \), then \( [16, \text{Lemma 3.1, Lemma 5.1}] \) yields, whenever \( \alpha + \nu > 2 \),

\[
|\delta_{kl}| \leq C(lk)^{\frac{\alpha}{2} - \beta} \left( l^{2\beta-\alpha} a_\alpha(k-l) + l^{2\beta-\alpha-1}(k-l) \alpha-1 + l^{2\beta-2} \right) \\
\leq C \left( (l^{\alpha+\nu-2}(k-l)^{-\nu}) \lor (k-l)^{\alpha-2} \right) \\
\leq C |a_\alpha(k-l)|.
\]

If \( k = l \), then \( \delta_{lk} = a_\alpha(l-k) = 1 \). Now, consider the case when \( l = k-1 \). Since \( a_\alpha(1) = 2^{\alpha-1} - 1 \), \( [16, \text{Lemma 3.1, Lemma 3.2, Part (a)}] \) implies that there exists a constant \( C > 0 \) such that for \( k \) large enough, one has

\[
|\delta_{(k-1)k}| \leq C \left( \frac{k}{k-1} \right)^{\beta - \frac{\alpha}{2}} \leq C |a_\alpha(1)|.
\]

Combining all three of these cases yields

\[
\frac{1}{d^2} \sum_{k,l,m,p=1}^{\lfloor dx \rfloor} |\delta_{kl}\delta_{mp}\delta_{km}\delta_{lp}| \leq \frac{1}{d^2} \sum_{k,l,m,p=1}^{\lfloor dx \rfloor} |\delta_{kl}\delta_{mp}\delta_{km}\delta_{lp}| \\
\leq \frac{C}{d^2} \sum_{k,l,m,p=1}^{\lfloor dx \rfloor} |a_\alpha(k-l)a_\alpha(m-p)a_\alpha(k-m)a_\alpha(l-p)|.
\]

The second estimate is due to a result in \([23, \text{Pages } 134–135]\), which states

\[
\frac{C}{d^2} \sum_{k,l,m,p=1}^{\lfloor dx \rfloor} a_\alpha(k-l)a_\alpha(m-p)a_\alpha(k-m)a_\alpha(l-p) \\
\leq \frac{C}{d^2} \sum_{k,l,m,p=1}^{\lfloor dx \rfloor} |a_\alpha(k-l)a_\alpha(m-p)a_\alpha(k-m)a_\alpha(l-p)| \leq \frac{C}{d^2} \left( \sum_{m=-\lfloor dx \rfloor+1}^{\lfloor dx \rfloor-1} |a_\alpha(m)|^{\frac{4}{d}} \right)^3.
\]

Finally, note that the fact that we impose \( \alpha < 1 \) and \( \alpha + \nu > 2 \), or that \( 1 \leq \alpha < \frac{3}{2} \) is due to our hypothesis that \( 1 < \nu \leq 2 \). \( \square \)
6.2. Lemmas related to the proof of Theorem 2 in Subsection 3.2.

Lemma 7. Assume that \( \alpha = \frac{3}{2} \). Let \( a_\alpha(m) = \frac{1}{2}(|m+1|^{\alpha} + |m-1|^{\alpha} - 2|m|^{\alpha}). \) Then,

\[
\frac{1}{(d \ln d)^2} \sum_{k,l,m,p=1}^{[dx]} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp} \leq \frac{C}{(d \ln d)^2} \sum_{k,l,m,p=1}^{[dx]} |a_\alpha(k-l)a_\alpha(m-p)a_\alpha(k-m)a_\alpha(l-p)|.
\]

As a result,

\[
\frac{1}{(d \ln d)^2} \sum_{k,l,m,p=1}^{[dx]} \delta_{kl} \delta_{mp} \delta_{km} \delta_{lp} \leq \frac{C}{d(d \ln d)^2} \left( \sum_{m=-[dx]+1}^{[dx]-1} \left| a_\alpha'(m) \right|^\frac{3}{2} \right)^3.
\]

Proof. The proof follows in the exact same way as the proof of Lemma 6. \( \square \)

Lemma 8. Denote by \( \rho^2_{[dx]} \) the variance of the non-diagonal entries of \( \tilde{W}_{\alpha, [dx]} \). Then,

\[
\rho^2_{[dx]} = \frac{1}{d \ln d} \sum_{k,l=1}^{[dx]} |\delta_{kl}|^2
\]

and

\[
\rho^2 = \lim_{d \to \infty} \rho^2_{[dx]} = \frac{9x}{32}.
\]

Proof. We adapt the ideas in [16, Proof of Lemma 5.1] which does not cover the case \( \alpha = \frac{3}{2} \).

Step 1. Define \( \xi_{j,d} = \left\| \Delta X_{\frac{j}{2}} \right\|_{L^2(\Omega)}. \) Choose \( \gamma \in (0, \frac{1}{2}) \) and let \( \tau = ([dx])^\gamma \). We will perform the decomposition

\[
\rho^2_{[dx]} = \frac{1}{d \ln d} \sum_{k,l=1}^{[dx]} |\delta_{kl}|^2 = A_{1,d} + A_{2,d} + A_{3,d} + A_{4,d},
\]

where

\[
A_{1,d} = \frac{1}{d \ln d} \sum_{j \in D_1, k \in D_1} \xi_{j,d,k,d}^{-2} \left( E \left[ \Delta X_{\frac{j}{2}} \Delta X_{\frac{k}{2}} \right] \right)^2,
\]

\[
A_{2,d} = \frac{1}{d \ln d} \sum_{j \in D_2, k \in D_2} \xi_{j,d,k,d}^{-2} \left( E \left[ \Delta X_{\frac{j}{2}} \Delta X_{\frac{k}{2}} \right] \right)^2,
\]

\[
A_{3,d} = \frac{1}{d \ln d} \sum_{j \in D_1, k \in D_2} \xi_{j,d,k,d}^{-2} \left( E \left[ \Delta X_{\frac{j}{2}} \Delta X_{\frac{k}{2}} \right] \right)^2,
\]

\[
A_{4,d} = \frac{1}{d \ln d} \sum_{j \in D_2, k \in D_1} \xi_{j,d,k,d}^{-2} \left( E \left[ \Delta X_{\frac{j}{2}} \Delta X_{\frac{k}{2}} \right] \right)^2,
\]

with

\[
D_1 = \{ l : 1 \leq l \leq \tau \land [dx] \}
\]

\[
D_2 = \{ l : \tau < l \leq [dx] \}.
\]

\( A_{1,d} \) is bounded by \( Cd^{2\gamma-1}(\ln d)^{-1} \) by the Cauchy-Schwarz inequality, so that it converges to zero as \( d \) goes to infinity.
Step 2. We further decompose and bound $A_{2,d}$ and $A_{4,d}$. $A_{3,d}$ can be bounded in the same way as $A_{4,d}$. We have

$$A_{2,d} = \frac{1}{d \ln d} \left( [dx] - \tau \right) + \frac{1}{d \ln d} \sum_{j,k \in \mathbb{D}_2: |j-k|=1} \xi_{j,k}^{-2} \left( \mathbb{E} \left[ \Delta X_{\frac{j}{d}} \Delta X_{\frac{k}{d}} \right] \right)^2$$

$$+ \frac{1}{d \ln d} \sum_{j,k \in \mathbb{D}_2: |j-k| \geq 2} \xi_{j,k}^{-2} \left( \mathbb{E} \left[ \Delta X_{\frac{j}{d}} \Delta X_{\frac{k}{d}} \right] \right)^2$$

$$= B_{1,d}^{(1)} + B_{2,d}^{(1)} + B_{3,d}^{(1)}$$

and

$$A_{4,d} = \frac{1}{d \ln d} s_{\tau,d}^{-2} \xi_{\tau,d}^{-2} \left( \mathbb{E} \left[ \Delta X_{\frac{1}{d}} \Delta X_{\frac{-1}{d}} \right] \right)^2$$

$$+ \frac{1}{d \ln d} \sum_{j \in \mathbb{D}_2, k \in \mathbb{D}_1: |j-k| \geq 2} \xi_{j,k}^{-2} \left( \mathbb{E} \left[ \Delta X_{\frac{j}{d}} \Delta X_{\frac{k}{d}} \right] \right)^2$$

$$= B_{1,d}^{(2)} + B_{2,d}^{(2)}.$$

$B_{1,d}^{(1)}$ clearly goes to 0 as $d \to \infty$. $B_{1,d}^{(2)}$ and $B_{2,d}^{(1)}$ also go to 0 by the Cauchy-Schwarz inequality. For $B_{2,d}^{(1)}$ in particular, we can write

$$\frac{1}{d \ln d} \sum_{j,k \in \mathbb{D}_2: |j-k|=1} \xi_{j,k}^{-2} \left( \mathbb{E} \left[ \Delta X_{\frac{j}{d}} \Delta X_{\frac{k}{d}} \right] \right)^2 \leq \frac{1}{d \ln d} \left( [dx] - \tau \right).$$

Step 3. In this step, we argue that all terms with $k < \left\lfloor \frac{j}{d} \right\rfloor$ have no contribution to $\rho^2$ as $d \to \infty$. The case $j \leq \left\lfloor \frac{k}{d} \right\rfloor$ can be treated similarly. [16, Lemma 5.1] gives the bound for $k < \left\lfloor \frac{j}{d} \right\rfloor$

$$\left( \mathbb{E} \left[ \Delta X_{\frac{j}{d}} \Delta X_{\frac{k}{d}} \right] \right)^2 \leq C d^{-4 \beta} k^{4 \beta - 3} (j - k)^{-1}.$$

Meanwhile, [16, Lemma 3.1] states that

$$\xi_{j,k}^2 = 2 \lambda j^{2 \beta - \frac{3}{d} d^{-2 \beta}} (1 + \eta_{j,d})$$

$$\xi_{j,k}^2 = 2 \lambda k^{2 \beta - \frac{3}{d} d^{-2 \beta}} (1 + \eta_{k,d}),$$

such that $\eta_{j,d} \leq C d^{-\gamma d}$ and $\eta_{k,d} \leq C d^{-\gamma d}$. Hence,

$$\frac{1}{d \ln d} \sum_{j=3}^{\left\lfloor \frac{k}{d} \right\rfloor} \sum_{k=1}^{\left\lfloor \frac{j}{d} \right\rfloor} \xi_{j,k}^{-2} \left( \mathbb{E} \left[ \Delta X_{\frac{j}{d}} \Delta X_{\frac{k}{d}} \right] \right)^2 \leq \frac{C}{d \ln d} \sum_{j=3}^{\left\lfloor \frac{k}{d} \right\rfloor} \sum_{k=1}^{\left\lfloor \frac{j}{d} \right\rfloor} (j - k)^{-1}$$

$$\leq \frac{C}{d \ln d} \sum_{j=3}^{\left\lfloor \frac{k}{d} \right\rfloor} \int_1^{\left\lfloor \frac{j}{d} \right\rfloor} (j - y)^{-1} dy$$

$$\leq \frac{C}{d \ln d} \sum_{j=3}^{\left\lfloor \frac{k}{d} \right\rfloor} \ln (1 - [1/3])$$

$$\leq \frac{C}{d \ln d}.$$

Step 4. In this step, we study those terms which belongs to $B_{3,d}^{(1)}$ and $B_{2,d}^{(2)}$ and were not considered in Step 3. In the case $k \leq j - 2$, we use the covariance representation from [16,
Lemma 3.1 and Lemma 3.2] in order to get
\[
C_d = \frac{1}{d \ln d} \sum_{j \in D_2, \lfloor \frac{j}{3} \rfloor \leq k \leq j-2} \xi_{j,d}^{-2} \xi_{k,d}^{-2} \left( E \left[ \Delta X_{j,d} \Delta X_{k,d} \right] \right)^2
\]
\[
= \frac{1}{d \ln d} \sum_{j \in D_2, \lfloor \frac{j}{3} \rfloor \leq k \leq j-2} \left( \left( \frac{k}{j} \right)^{\beta - 3/4} \alpha_{\frac{3}{2}} (j-k) + R_{j,k} \right)^2
\]
\[
= \frac{1}{d \ln d} \sum_{j \in D_2, \lfloor \frac{j}{3} \rfloor \leq k \leq j-2} \left( \left( \frac{k}{j} \right)^{2\beta - 3/2} \alpha_{\frac{3}{2}} (j-k) \right)
\]
\[
+ \left( \frac{2}{d \ln d} \sum_{j \in D_2, \lfloor \frac{j}{3} \rfloor \leq k \leq j-2} \left( \left( \frac{k}{j} \right)^{\beta - 3/4} \alpha_{\frac{3}{2}} (j-k) R_{j,k} + R_{j,k}^2 \right) \right)
\]
\[= D_d + O_d,
\]
where according to [16, Lemma 3.2] and the fact that \( \frac{1}{3} \leq k \leq j-2 \Rightarrow j-k \leq 2k, \)
\[R_{j,k} \leq C \left( \frac{k}{j} \right)^{\beta - 3/4} k^{-1}(j-k-1)^{\frac{2}{3}} + C \left( \frac{k}{j} \right)^{\beta - 3/4} k^{-\frac{2}{3}} \leq C k^{-\frac{2}{3}}.
\]
Now since \( a_o(m) = \frac{3}{8} m^{-1/2} + o(m^{-1/2}) \), \( O_d \) can be bounded via
\[
O_d \leq \frac{C}{d \ln d} \sum_{j=\lceil \frac{d \tau}{3} \rceil} \sum_{k=\lfloor \frac{j}{3} \rfloor} (j-k)^{-\frac{2}{3} k^{-1/2}}
\]
\[
\leq \frac{C}{d \ln d} \sum_{k=1} d\sum_{j=k+2} (j-k)^{-\frac{2}{3} k^{-1/2}} \leq \frac{C}{d},
\]
which vanishes as \( d \to \infty \).

**Step 5.** The last term \( D_d \) is the only one with a non-trivial contribution to \( \rho_{[dx]}^2 \) as \( d \to \infty \).

We will show that
\[
(17) \quad \lim_{d \to \infty} D_d = \lim_{d \to \infty} \frac{1}{d \ln d} \sum_{j=3}^{d} \sum_{k=1}^{j-2} \left( \frac{k}{j} \right)^{2\beta - 3} a_{\frac{3}{2}}^2 (j-k) = \frac{9x}{64}.
\]
Since \( a_o(m) = \frac{3}{8} m^{-\frac{1}{2}} + \delta_{\frac{3}{2}} (m) \), where \( \delta_{\frac{3}{2}} (m) = o(m^{-\frac{1}{2}}) \), it follows that
\[
D_d' = \lim_{d \to \infty} \frac{1}{d \ln d} \sum_{j=3}^{d} \sum_{k=1}^{j-2} a_{\frac{3}{2}}^2 (j-k) = \lim_{d \to \infty} \frac{1}{d \ln d} \sum_{m=1}^{d} \sum_{k=1}^{m-1} a_{\frac{3}{2}}^2 (m)
\]
\[
= \lim_{d \to \infty} \frac{1}{d \ln d} \sum_{m=1}^{d} \frac{[dx] - m - 1}{d} \left( \frac{9}{64} m^{-1} + \frac{3}{4} m^{-\frac{3}{2}} \delta_{\frac{3}{2}} (m) + \delta_{\frac{3}{2}}^2 (m) \right)
\]
\[
= \lim_{d \to \infty} \frac{9}{64 \ln d} \sum_{m=1}^{[dx]} \frac{[dx] - m - 1}{d} m^{-1} + E_d.
\]
The fact that \( \lim_{m \to \infty} \frac{\delta_{3/2}(m)}{m^{-1/2}} = 0 \) implies that for \( \epsilon < 1 \), there exists \( M_\epsilon \in \mathbb{N} \) such that \( \delta_{3/2}(m) \leq \epsilon m^{-1/2} \) for all \( m \geq M_\epsilon \). In addition, this means that \( \delta_{3/2}(m) \) is bounded by some constant \( C > 1 \). Hence,

\[
E_d = \lim_{d \to \infty} \frac{1}{\ln d} \sum_{m=1}^{\lfloor dx \rfloor} \frac{|dx| - m - 1}{d} \left( \frac{3}{4} m^{-\frac{3}{2}} \delta_{3/2}(m) + \delta_{3/2}^2(m) \right)
\]

\[
\leq \lim_{d \to \infty} \frac{1}{\ln d} \sum_{m=1}^{M_\epsilon - 1} \left( \frac{3}{4} m^{-\frac{3}{2}} \delta_{3/2}(m) + \delta_{3/2}^2(m) \right) + \lim_{d \to \infty} \frac{1}{\ln d} \sum_{m=M_\epsilon}^{\lfloor dx \rfloor - 1} \left( \frac{3}{4} m^{-\frac{3}{2}} \delta_{3/2}(m) + \delta_{3/2}^2(m) \right)
\]

\[
\leq \lim_{d \to \infty} \frac{1}{\ln d} \sum_{m=1}^{M_\epsilon - 1} \left( \frac{3}{4} m^{-\frac{3}{2}} \delta_{3/2}(m) + \delta_{3/2}^2(m) \right) + \lim_{d \to \infty} \frac{1}{\ln d} \sum_{m=M_\epsilon}^{\lfloor dx \rfloor - 1} \left( \frac{3}{4} \epsilon m^{-1} + \epsilon^2 m^{-1} \right)
\]

\[
\leq \lim_{d \to \infty} \frac{3CM_\epsilon}{\ln d} + \lim_{d \to \infty} \frac{2\epsilon}{\ln d} \sum_{m=M_\epsilon}^{\lfloor dx \rfloor - 1} m^{-1}.
\]

The first term in the above inequality is clearly 0. For the second term, observe that

\[
\lim_{d \to \infty} \frac{1}{\ln d} \sum_{m=1}^{\lfloor dx \rfloor - 1} m^{-1} = 1,
\]

so that \( \frac{1}{\ln d} \sum_{m=1}^{\lfloor dx \rfloor - 1} m^{-1} \) is uniformly bounded by some constant \( C_1 \) for all \( d \geq 1 \). We hence deduce that, for all \( d \geq 1 \), \( E_d \leq \epsilon C_1 \) which holds for all \( \epsilon < 1 \). This implies \( E_d = 0 \) and

\[
D_d^* = \lim_{d \to \infty} \frac{9}{64 \ln d} \sum_{m=1}^{\lfloor dx \rfloor} \frac{|dx| - m - 1}{m^{-1}}
\]

\[
= \frac{9x}{64} \lim_{d \to \infty} \frac{1}{\ln d} \sum_{m=1}^{\lfloor dx \rfloor} m^{-1} - \frac{9}{64} \lim_{d \to \infty} \frac{1}{d \ln d} \sum_{m=1}^{\lfloor dx \rfloor} (1 + m^{-1}) = \frac{9x}{64}.
\]

Now, if \( r_d = |D_d^* - D_d| \) and \( \lim_{d \to \infty} r_d = 0 \), then (17) holds. To this end we have

\[
r_d = \frac{1}{d \ln d} \sum_{j=3}^{\lfloor dx \rfloor - 2} \sum_{k=1}^{j-2} \left( 1 - \left( \frac{k}{j} \right)^{2 - \frac{3}{2}} \right) a_{3/2}^2(j-k)
\]

\[
\leq \frac{1}{d \ln d} \sum_{m=1}^{\lfloor dx \rfloor - 1} a_{3/2}^2(m) \sum_{k=1}^{\lfloor dx \rfloor - m - 1} \left( 1 - \left( \frac{m}{k + m} \right)^{2 - \frac{3}{2}} \right).
Note that as \( x \to \infty \), \( \ln |x| \leq |x|^\zeta \) for any positive value of \( \zeta \). Also, \( a_{2\zeta} (m) \leq \frac{4}{7} m^{-\frac{3}{7}} \) as \( m \to \infty \). Thus, a Taylor expansion of \((1 - x)^p\) for \( p > 0 \) and \( 0 \leq x < 1 \) yields

\[
rd \leq C \frac{d!}{d\ln d} \sum_{m=1}^{|dx|} \frac{|dx|-1}{m-1} \sum_{k=1}^{|dx|-m-1} \frac{m}{k+m} \int_a^b E[X_s X_t] dsdt.
\]

which implies \( \lim_{d \to \infty} r_d = 0 \). Finally, combining the cases \( k \leq j \) and \( j < k \) yields

\[
\lim_{d \to \infty} \rho^2 \left( \frac{C}{d} \ln d \right) \leq \frac{9x}{32}.
\]

6.3. Lemmas related to the proof of Theorem 3 in Subsection 4.1.

**Lemma 9.** The covariance structure of \( X \) can be written as a double integral as

\[
E[(X_a - X_{a-\epsilon})(X_b - X_{b-\delta})] = \int_b^a \int_{a-\epsilon}^b \partial_{s,t} E[X_s X_t] dsdt.
\]

Moreover, whenever \( \frac{a-t}{s-t} < \frac{1}{2} \), the following bound holds

\[
|\partial_{s,t} E[X_s X_t]| \leq C(s \wedge t)^{2\beta - \alpha} (s \vee t)^{\alpha - 2},
\]

and whenever \( \frac{1}{2} < \frac{a-t}{s-t} < 1 \), we have

\[
|\partial_{s,t} E[X_s X_t]| \leq C(s \wedge t)^{2\beta - \alpha} |s - t|^{\alpha - 2}.
\]

**Proof.** The first assertion can be deduced from writing

\[
E[(X_a - X_{a-\epsilon})(X_b - X_{b-\delta})] = E[X_a X_b] - E[X_{a-\epsilon} X_b] - E[X_a X_{b-\delta}] + E[X_{a-\epsilon} X_{b-\delta}]
\]

\[
= \int_b^a \int_{a-\epsilon}^b \partial_{s,t} E[X_s X_t] dsdt.
\]

The bounds on \( |\partial_{s,t} E[X_s X_t]| \) are consequences of hypotheses (H.1) and (H.2) as we will show next. Without loss of generality, let’s assume \( s \leq t \). In the case \( \frac{a-t}{s-t} < \frac{1}{2} \), (H.2) implies that

\[
\partial_{s,t} E[X_s X_t] = (2\beta - 1)s^{2\beta-2} \phi'(\frac{t}{s}) - s^{2\beta-3} \phi''(\frac{t}{s}) \leq Cs^{2\beta-2} \left( \frac{t}{s} \right)^{\alpha - 2} + Cs^{2\beta-3} \left( \frac{t}{s} \right)^{\alpha - 3} \leq Cs^{2\beta-\alpha} t^{\alpha - 2}.
\]
Meanwhile, whenever \( \frac{1}{2} < \frac{s}{t} \leq 1 \), (H.1) implies that

\[
\partial_{s,t} \mathbb{E}[X_s X_t] = (1 - 2\beta)\lambda \alpha x^{2\beta - 2} \left( \frac{t}{s} - 1 \right)^{\alpha - 1} + \lambda \alpha (\alpha - 1) s^{2\beta - 3} t \left( \frac{t}{s} - 1 \right)^{\alpha - 2} + (2\beta - 1) s^{2\beta - 2} \phi' \left( \frac{t}{s} \right) - x^{2\beta - 3} t \phi'' \left( \frac{t}{s} \right)
\]

\[
\leq C s^{2\beta - 2} \left( \frac{t}{s} - 1 \right)^{\alpha - 1} + C s^{2\beta - 3} t \left( \frac{t}{s} - 1 \right)^{\alpha - 2} + C s^{2\beta - 1} t^{\alpha - 1} + C s^{2\beta - 2} \left( \frac{t}{s} - 1 \right)^{\alpha - 1}
\]

\[
\leq C s^{2\beta - 3} t \left( \frac{t}{s} - 1 \right)^{\alpha - 2}
\]

\[
= C s^{\beta - 1} t (t - s)^{\alpha - 2}
\]

\[
\leq C (s \land t)^{\beta - \alpha} |s - t|^{\alpha - 2}.
\]

□

**Lemma 10.** Assuming the integrals appearing on the right hand sides of the equalities below are well defined, it holds that

\[
\lim_{d,p \to \infty} \mathbb{E} \left[ \hat{W}_{ij} \left( \lfloor dx \rfloor \right) \hat{W}_{ij} \left( \lfloor px \rfloor \right) \right] = \int_0^1 \int_0^1 g(u,v) f(u,v)^2 dudv
\]

as well as

\[
\lim_{p \to \infty} \mathbb{E} \left[ \hat{W}_{ij} \left( \lfloor dx \rfloor \right) \hat{W}_{ij} \left( \lfloor px \rfloor \right) \right] = d \sum_{k=0}^{d-1} \int_0^1 g \left( \frac{k}{d} v \right) \left( \int_{\frac{k}{d}}^{\frac{k+1}{d}} f(u,v) du \right)^2 dv.
\]

**Proof.** Both limits follow directly from the mean value theorem. □

**Lemma 11.** For any \( 1 \leq i,j \leq n \), the sequence \( \left\{ \hat{W}_{ij}(\lfloor dx \rfloor) \colon d \in \mathbb{N} \right\} \) is Cauchy in \( L^2(\Omega) \).

**Proof.** A sequence \( \{a_n \colon n \in \mathbb{N}\} \) in a Hilbert space \( K \) is Cauchy in \( K \) if and only if \( \langle a_n, a_m \rangle_K \to C \) as \( n, m \to \infty \), for some constant \( C \) as

\[
\|a_m - a_n\|_K^2 = \langle a_m, a_m \rangle_K + \langle a_n, a_n \rangle_K - 2 \langle a_m, a_n \rangle_K.
\]

Based on this observation, we only need to show that

\[
I = \lim_{d,p \to \infty} \mathbb{E} \left[ \hat{W}_{ij} \left( \lfloor dx \rfloor \right) \hat{W}_{ij} \left( \lfloor px \rfloor \right) \right] < \infty
\]
for any $1 \leq i, j \leq n$. Thus, we use the first part of Lemma 9 and [16, Lemma 3.1] to write

$$I = \lim_{d,p \to \infty} \sum_{1 \leq k \leq [dx]} \frac{\mathbb{E} \left[ (X_{i+1} - X_i) \left( X_{j+1} - X_j \right) \right]^2}{\mathbb{E} \left[ (X_{i+1} - X_i)^2 \right] \mathbb{E} \left[ (X_{j+1} - X_j)^2 \right]}$$

$$= \frac{1}{4\lambda^2} \lim_{d,p \to \infty} \sum_{1 \leq j \leq [dx]} \int_0^x \int_0^x (st)^{\alpha-2\beta} \left( \frac{s}{t} \right)^{\alpha-2\beta} \left( \int_0^{\frac{x}{t}} \int_0^{\frac{x}{s}} \partial_s \partial_t \mathbb{E}[X_s X_t] ds dt \right) ds dt$$

$$= \frac{1}{4\lambda^2} \int_0^x \int_0^x (st)^{\alpha-2\beta} \left( \frac{s}{t} \right)^{\alpha-2\beta} \mathbb{E}[X_s X_t] ds dt$$

$$= \frac{1}{2\lambda^2} \int_0^x \int_0^x (st)^{\alpha-2\beta} \left( \partial_s \mathbb{E}[X_s X_t] \right)^2 ds dt$$

$$= \frac{1}{2\lambda^2} \int_0^x \int_0^x \left( \partial_s \mathbb{E}[X_s X_t] \right)^2 ds dt + \frac{1}{2\lambda^2} \int_0^x \int_0^x (st)^{\alpha-2\beta} \left( \partial_s \mathbb{E}[X_s X_t] \right)^2 ds dt$$

$$= I_1 + I_2.$$ 

To handle $I_1$, we can use the second part of Lemma 9, which implies

$$I_1 \leq C \int_0^x \int_0^x \left( (s \wedge t)^{\alpha-2\beta} \left( s^{\alpha-\beta} \wedge t^{\alpha-\beta} \right)^2 \right) ds dt$$

$$= C \int_0^x \int_0^x \left( s^{2\beta-\alpha} t^{2\beta-\alpha} \right)^2 ds dt$$

$$= C \int_0^x \int_0^x s^{2\beta-\alpha} t^{2\beta-\alpha} ds dt$$

$$= C \int_0^x t^{2\alpha-3} ds dt,$$

which converges for $\alpha > \frac{3}{2}$. To deal with $I_2$, we appeal to Lemma 9 once more to get

$$I_2 = C \int_0^x \int_0^x \left( \partial_s \mathbb{E}[X_s X_t] \right)^2 ds dt$$

$$\leq C \int_0^x \int_0^x \left( s^{2\beta-\alpha} \left( t-s \right)^{\alpha-2} \right)^2 ds dt$$

$$\leq C \int_0^x \int_0^x \left( t-s \right)^{2(\alpha-2)} ds dt$$

$$= C \int_0^x t^{2\alpha-3} dt,$$

which is finite as well. \qed
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