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ABSTRACT With the tremendous growth of the Internet of Things (IoT), big data, and artificial intelligence (AI), the edge computing-based service paradigm has been introduced to meet the increasing demand of applications. To provide efficient computing services at the network edge, the algorithms and applications are generally deployed based on the container-based microservice strategy, which significantly impacts the system efficiency and QoS. Considering the fundamental system uncertainties, including the dynamic workload and service rate, we investigate how to minimize the long-term system cost through the elastic microservice deployment in this paper. To this end, we formulate the container-based microservice deployment as a stochastic optimization problem to minimize the system cost while maintaining the system QoS and stability. We develop a cost-aware elastic microservice deployment algorithm to solve the formulated problem, which balances the tradeoff between system cost and QoS. Our algorithm makes the real-time decisions based on current queue backlogs and system states without predicting the future knowledge. Finally, we conduct the theoretical analysis and extensive simulations based on data traces from the ResNet-50 model-based visual recognition application. The results demonstrate that our algorithm outperforms the baseline strategies with respect to the system cost, queue backlogs, and the number of Pod replicas.
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the host OS, and each virtual machine has an independent OS. The services are provided by deploying applications in the VM. Operating system-level virtualization technology is also known as container-based virtualization. It provides OS kernel to each container in the form of a process through the container engine, which is isolated from each other. The OS kernel manages the resource allocation of each container. Since VM-based virtualization isolates host machine resources at the hardware level and requires additional user OS for supporting application deployments, more resources will be occupied, and the longer time is required to create and launch the VM. Instead, new processes will be created directly in the host OS kernel by deploying a new container in container-based virtualization. Thus, considering the limited resource and strict latency requirement in edge computing, it is necessary to dynamically provide flexible services through the container-based virtualization to meet the computing requirements and efficient resource utilization [10]. Moreover, the microservice architecture is generally used to deploy services in container-based virtualization technology. Because the microservice architecture could decouple the complex applications into weak-linked, light components, with each component running a microservice that can be shared when the microservice overlap exists in applications, and each component can be replaced and updated without involving other components [11]. Therefore, container-based microservices not only meet the resource and latency requirements of service deployment in edge computing but also improves the elasticity and scalability of service performance [12].

In practice, the service deployment strategy can be divided into active and passive approaches [13]. In the former way, services are pre-deployed using excessive or sufficient resources to achieve a predictable deployment plan [12], [14]–[17]. For example, Calheiros et al. in [15] proposed the task load prediction and the active resources scheduling strategy based on the autoregressive integral sliding average model. Bhattacharjee et al. in [17] presented a containerized serviceless computing framework for deploying the pre-trained deep learning models in the cloud environment. The proposal predicted the resource requirements ahead of the incoming requests, and a forecast-aware scheduling mechanism, which improves resource utilization while preventing physical resource exhaustion. The latter way designs the deployment plans passively based on the system models constructed based on the application principles, historical data, or experts experiences [18]–[21]. For example, Zhu et al. in [19] proposed a dynamic resource supply algorithm based on a multi-input and multi-output feedback control model, in which the dynamic deployment adjustment under the constraints of resource budget and time-limit is realized for maximizing the service quality. Rossi et al. [21] proposed a reinforcement learning based strategy to dynamically control the container deployment and allocate the computing resource to the application. Moreover, this paper also solved the container placement problem in a geographically distributed environment through integer linear programming and network awareness.

Nonetheless, these existing deployment methods are not flexible enough in the face of random system workload, and cannot be flexibly deployed by adjusting resources in real time according to the dynamic system states. First, planning the service and resource deployment in advance will lead to redundant idle services and increase the resource waste and power consumption, because the workload and service deployment are independent of each other. Moreover, if the service and resources are adjusted actively by the prediction model, the efficiency may be limited by the accuracy of the prediction model, resulting in the redundancy or shortage of resources and finally affecting the Quality of Service (QoS).

In this paper, we propose a Cost-aware Microservice Elastic Deployment (CMED) algorithm, which dynamically adjusts the number of Pod replicas according to the real-time workload to minimize the system cost while ensuring the system stability, without predicting the value of any unpredictable system parameters. The main contributions of this paper are summarized as follows:

1) We established fine-grained system models to capture the characteristics of edge computing and service deployment in containers, and formulated the microservice deployment as an optimization problem mathematically. In particular, we first present the system architecture of container-based microservice deployment at the network edge. Then, the container-based microservice deployment is described as a stochastic optimization problem by controlling the number of Pod replicas to minimize the system cost while maintaining system stability.

2) A stochastic optimization method is proposed to solve the microservice elastic deployment problem. More specifically, the Lyapunov optimization framework is used to balance the system cost and QoS while achieving system stability. As a result, a cost-aware microservice elastic deployment (CMED) algorithm is developed to make the decision based on the measurable system parameters without qualifying the dynamic system states in advance.
3) The performance of the CMED algorithm was evaluated by theoretical analysis and extensive simulations. In particular, the performance bounds on system cost and queue backlogs are analyzed and proved theoretically. Meanwhile, a large number of simulations were conducted to verify the performance based on data traces, which are generated from the ResNet-50 model-based visual recognition application in a realistic physical environment. The results show that our proposal outperforms the baseline algorithms in balancing the system cost and QoS.

The rest of this paper is organized as follows. In Section II, we provide a brief overview of the related research. In Section III, we present the system model and describe the service deployment problem mathematically. In Section IV, we introduce the CMED algorithm to solve the optimization problem. In Section V, we evaluate the performance of the algorithm through experiments and comparisons. Finally, we summarize this paper in Section VI.

II. RELATED WORK

There has been a lot of research on the service deployment problem to provide efficient and reliable services. In the following, we conduct a literature review of the existing work related to our study. In general, existing service deployment strategies can be divided into active strategies based on predictable models and passive deployment strategies based on the dynamic system information [13].

The active deployment strategy generally uses the historical information about the system to train or build a prediction model, and make the deployment prediction based on the predicted system workload and dynamic parameters. Finally, the deployment plan is adjusted according to the prediction results to achieve the matching of resource and load requirements. For example, Wan et al. in [12] allocate resources to a set of microservice containers in the application, set idle microservices to sleep and wake up when needed, and migrated or amplified other physical machines for performance supplement when the deployed service performance could not meet the requirement. Alam et al. in [14] present the real-time task switching scheme for microservices at different network levels by pre-loading Docker image into nodes. Calheiros et al. in [15] proposed the strategy for improving the QoS of cloud service through dynamic resource provision. The strategy estimate the future resource requirement of applications and allocate them in advance, which is achieved by a cloud workload prediction module based on the autoregressive integrated moving average (ARIMA) model. Bhattacharjee et al. in [17] proposed a methodology to estimated the required resource based on the workload forecasting and latency bound, and then presented a mechanism using the serverless paradigm to allocate resources proactively based on the estimated resource requirement and current system states.

The passive deployment strategy generally conducts the real-time service deployment and resource allocation in combination with real-time system states. This type of approach generally combines the mathematical system model and certain optimization methods to achieve the matching of resources and workload requirements. For example, Lin et al. in [18] determined the deployment plan by establishing a model, and then dynamically adapted the number of active servers to match the current workload for power cost saving. Zhu et al. in [19] established a dynamic resource supply algorithm based on a multi-input and multi-output feedback control model to dynamically adjust the resource deployment under the constraints of resource budget and time-limit for maximizing the QoS. Zhao et al. in [20] studies the existing auto-scaling strategy of Kubernetes and proposes an auto-scaling capacity expansion strategy, which can optimize the response delay caused the time required for Pod initialization. This strategy uses a combination of empirical modal decomposition and ARIMA model to adjust the number of Pods in the Kubernetes cluster. Rossi et al. in [21] studied the container deployment problem in geo-distributed computing environments. In particular, a reinforcement learning based solution was proposed to control the horizontal and vertical deployment of the containers, and the container placement problem was also addressed by solving an integer linear programming or using a network-aware heuristic algorithm.

Different from the existing work, the microservice deployment algorithm proposed in this paper makes decisions based on the real-time system states without predicting the dynamic task arrival and service rate. In particular, the randomness caused by the system dynamics overtime can be well modeled by abstracting system resources and services into a queue. Finally, the problem of service deployment and resource allocation are combined into one algorithm for improving the overall efficiency.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first describe the functional system architecture of edge computing service for AI applications. Then, the system models are introduced to describe the system mathematically. Using these models, we finally formulate the problem of deploying microservices in a cost-efficient system way as a constrained optimization problem.

A. SYSTEM ARCHITECTURE

We consider a service paradigm for deploying various AI applications in a container-based edge computing service system. As shown in Figure 2, the system is composed of several computing devices at the network edge in different geographical locations. The system is re-divided into several computing nodes by uniformly integrating and scheduling the resources composed of geographically distributed infrastructures. The AI applications can be orchestrated by a set of microservices that are developed and deployed with containers on these nodes for providing services to users. In particular, Kubernetes can be used to cooperate with Docker as
We assume that the system consists of a computing system to optimize the number of deployed Pod replicas of the edge and resource utilization. In this article, we will focus on how the number of Pod replicas will become the key of affecting QoS and resource utilization. Thus, the appropriate adjustment of the replicas can be adjusted to provide the elastic service.

As we have introduced above, the user’s tasks are performed by the deployed multiple Pod replicas of the practical system. As we have introduced above, the user’s tasks are performed by the deployed multiple Pod replicas of the practical system. In order to match the dynamic workload and improve resource utilization, the number of deployed Pod replicas should be dynamically adjusted according to the real-time system states. Denote the number of replicas deployed in the system in time slot $t$ as $n(t)$. Due to the physical limitations of the entire system, there must exist a maximum number of deployable replicas, denoted as $n_{\text{max}}$. That is, $n(t)$ should satisfy $0 \leq n(t) \leq n_{\text{max}}$.

Here, we define the service rate of each replica as the number of tasks processed during each time slot. Denote the service rate of the $i_{\text{th}}$ replica in time slot $t$ by $r_i(t)$. Notice that $r_i(t)$ is a random parameter due to the dynamic system resource and the difference between each task. Nonetheless, there always exists a maximum amount of task processed by each replica (denoted as $r_{\text{max}}$) and satisfies the constraint of $1/T_{\text{max}} \leq r(t) \leq r_{\text{max}}$, where $T_{\text{max}}$ is the maximum response delay allowed by the task. Because when the number of replicas is sufficient, the system can directly process all arrived task requests, then the time required for processing the task in a single replica should also meet the requirement of maximum response delay.

According to the above description, we can get the number of requests processed by the system $\mu(t)$, the number of Pod replicas $n(t)$, and the number of requests processed by each replica $r_i(t)$, should satisfy the following constraints:

$$\mu(t) = \sum_{i=1}^{n(t)} r_i(t), \quad 0 \leq n(t) \leq n_{\text{max}}, \quad \frac{1}{T_{\text{max}}} \leq r(t) \leq r_{\text{max}}.$$

### 1) WORKLOAD MODEL

For simplicity, we consider only one type of task served by the system for massive users. Notice that the system model can be easily extended to the scenario of multiple services with different types. In time slot $t$, we suppose that $M$ users have initiated requests to the system, the number of tasks initiated by the $i_{\text{th}}$ user in the time slot is $\lambda_i(t)$, then the task arrival of all users can be expressed as $\lambda(t) = \sum_{i=1}^{M} \lambda_i(t)$. Accordingly, the average workload of the system (denoted as $\lambda$) can be defined as the time average task arrivals of all users. In practice, the number of randomly arrived tasks in any time slot cannot be infinite due to constraints on network bandwidth and client devices. Thus, we assume that there always exists an upper limit $\lambda_{\text{max}}$ that satisfies $0 \leq \lambda(t) \leq \lambda_{\text{max}}$ in all time slots, i.e., the following constraints must be held for any time slot $t$:

$$\lambda(t) = \sum_{i=1}^{M} \lambda_i(t), \quad 0 \leq \lambda(t) \leq \lambda_{\text{max}}.$$

### 2) COMPUTATION SERVICE MODEL

As we have introduced above, the user’s tasks are performed by the deployed multiple Pod replicas of the practical system. In order to match the dynamic workload and improve resource utilization, the number of deployed Pod replicas should be dynamically adjusted according to the real-time system states. Denote the number of replicas deployed in the system in time slot $t$ as $n(t)$. Due to the physical limitations of the entire system, there must exist a maximum number of deployable replicas, denoted as $n_{\text{max}}$. That is, $n(t)$ should satisfy $0 \leq n(t) \leq n_{\text{max}}$.

Under the service deployment with the QoS guarantee, if the resources for each microservice can be reasonably allocated, the unnecessary resource consumption will be avoided, and consequently reduce the system cost and improve the resource utilization. Thus, the appropriate adjustment of the number of Pod replicas will become the key of affecting QoS and resource utilization. In this article, we will focus on how to optimize the number of deployed Pod replicas of the edge computing system.

### B. SYSTEM MODEL

We assume that the system consists of $N$ edge computing devices, denoted as $D = \{D_1, D_2, \ldots, D_N\}$, where each computing device has fixed computing resources. The system’s operation is divided into multiple consecutive time slots, which is represented by $t$, and the length of each time slot matches the timescale for the system to perform a series of operations. The specific modeling of each component is introduced as follows.
3) DYNAMIC QUEUE MODEL

As shown in Figure 3, the service engine in our system is modeled as a dynamic queue, which maintains the unfinished task requests. Here, we denote the backlog of unprocessed tasks in the queue is $Q(t)$ at each time slot $t$. During any time slot $t$, users will generate some new service requests randomly (i.e., $\lambda(t)$), and a certain number of requests will be completed by the deployed microservices (i.e., $\mu(t)$). Then, the queue dynamics of $Q(t)$ and evolution obeys the following equation:

$$Q(t + 1) = \max\{Q(t) - \mu(t), 0\} + \lambda(t),$$  \hspace{1cm} (6)

where $Q(t + 1)$ is the queue backlog at the beginning of next time slot $t + 1$. We can find that if the number of processed tasks in time slot $t$ (i.e., service rate $\mu(t)$) is less than the number of arrived tasks $\lambda(t)$, new tasks will pile up in the queue; conversely, when the service rate is greater than the task arrival, the tasks in the queue will gradually decrease.

Theoretically, we don’t expect the queue will grow infinitely and cause the system to crash. In other words, the time average of backlog tasks in the queue will not be infinite. Then, the $Q(t)$ must satisfy the following relationship:

$$\overline{Q(t)} := \lim_{t \to \infty} \sup T \sum_{t=0}^{T-1} E[|Q(t)|] < \infty. \hspace{1cm} (7)$$

In fact, the relationship in (7) is just the most basic assumption for guaranteeing the system stability in theory, which is conducted based on the fundamental Lyapunov stability. In the practical system, the limitation of queue backlog $Q(t)$ should be restricted to some constant value due to the limited buffer capacity of edge devices.

4) SYSTEM COST MODEL

Now, we introduce the system cost caused in the process of deploying Pod replicas. Considering the limited system resource, the deployment of Pod replicas is always accompanied by the corresponding system cost. Generally speaking, the system cost can be divided into the following two parts:

a: Deployment Physical Cost

When an additional Pod replica is deployed, the system needs to allocate certain system resources to the replica, which will increase the system consumption and increase the physical cost in service providing. In practice, the physical cost can be considered as the monetary cost of buying the resource for deploying the replica, or the energy consumption of running the replica, etc. For any time slot $t$, we denote such physical cost as $c_p(t)$. For the case in this paper, because only one service is involved in the system and the replica is deployed in the system using container-based virtualization technology, it can be considered that the overall physical cost and the number of Pod replicas $n(t)$ have a linear relationship; that is, the following formula holds:

$$c_p(t) = \rho \cdot n(t), \hspace{1cm} (8)$$

where $\rho$ is the system cost required for each replica.

b: Deployment Operation Cost

For any time slot $t$, if the deployment plan decides to increase the number of replicas compared to the previous time slot $t - 1$, the system needs some additional cost to perform the operations of allocating the additional resources, constructing, configuring, and launching the new replicas. Generally speaking, such operation cost of adding additional replicas could include the cost of performing these operations and the delay cost before the new replicas are ready for providing services. Notice that the delay cost of deploying a new replica varies greatly from different specific applications, and may vary from a few seconds to several minutes [18]. Instead, when the number of replicas is reduced, there is no extra operation cost.

For any time slot $t$, we denote the operation cost as $c_o(t)$. Then, the relationship between the operation cost $c_o(t)$ and the corresponding number of replicas $n(t)$ satisfies the following relationship:

$$c_o(t) = \tau \cdot \max\{n(t) - n(t - 1), 0\}, \hspace{1cm} (9)$$

where $n(t - 1)$ is the number of Pod replicas in time slot $t - 1$; $\tau$ is the operation cost required for each new replica deployment.

To sum up, we define the overall system cost of deploying microservices during each time slot as a combination of the physical cost and the operation cost. Denote the overall system cost of service deployment in time slot $t$ as $C(t)$, then we have:

$$C(t) = \omega_1 \cdot c_p(t) + \omega_2 \cdot c_o(t), \hspace{1cm} (10)$$

where $\omega_1$ and $\omega_2$ are two non-negative weight parameters for the personalized tradeoff between the physical cost and the operation cost.

C. PROBLEM FORMULATION

In this paper, we consider minimizing the total system cost by dynamically controlling the number of Pod replicas while ensuring the service quality and system stability. In fact, fewer Pods mean smaller system cost. However, this does not mean that the number of deployed Pod replicas should be reduced, because because the processing capacity of the system will be weak and may cause a long queue backlog and the poor QoS when the number of Pod replicas is insufficient. If the number of Pods is kept at an average level, redundancy and insufficient computing power may occur at some
moments. When the number of Pod replicas is changed, if the number of Pod replicas is increased, the system will spend a certain amount of cost (i.e., delay) to deploy the Pod replicas. Therefore, we should make an optimal decision on service deployment by simultaneously considering the system cost and service quality based on the dynamic system states.

According to the system model mentioned above, we formulate the microservice deployment of edge computing as the following optimization problem of minimizing the total system cost subject to the constraints on request arrival, system capacity, stability. Mathematically, we have the following constrained optimization problem:

\[
\min_{C_{av}} \quad L(t+1) - L(t)
\]

s.t. (1), (2), (3), (4), (5), and (7).

The strategy which is feasible and can satisfy the optimization problem (11) is called a stable strategy, and \( C_{av} \) is used to represent the time average system cost. For this optimization problem, we need to find a relatively stable strategy and use this to control the deployment of Pod replicas. In practice, the minimum system cost can be achieved only in the system with delay-tolerant tasks. In reality, there always exists an acceptable response time (i.e., patience) for users. Response time violation may consequently dent the system’s appeal to clients, and thus reduce its competitiveness in the market. Therefore, the practical control objective is to achieve a tradeoff between the minimum system cost and QoS, while stabilizing the queues of the system.

IV. COST-AWARE MICROSERVICE ELASTIC DEPLOYMENT

To solve the optimization problem defined above under the system with unpredictable random parameters, we consider the concept of Lyapunov optimization theory, in which we can achieve optimal control of the system by using dynamic coefficients. In this paper, the Lyapunov optimization framework is used to describe the model of task queue backlogs, and the optimal decision is made by using the Lyapunov function based on the real-time system states. Because the elastic decision can be made greedily just based on the current system states without considering the future knowledge of stochastic factors. In the following, the elastic microservice deployment algorithm will be presented in detail.

A. LYAPUNOV OPTIMAL FRAMEWORK

In order to describe the current task queue backlog, the Lyapunov function \( L(t) \) is defined to represent the task accumulation at time slot \( t \), as follows:

\[
L(t) := \frac{1}{2} Q(t)^2.
\]

In addition, Lyapunov drift is used to represent the degree of the queue change in the adjacent time slot; that is, the difference between the value of the Lyapunov function in the next time slot and current time slot. Here, the Lyapunov drift is defined as follows:

\[
\Delta(t) := L(t+1) - L(t).
\]

To quantify the impact of the system cost on the queue stability, \( V \) is introduced as a control coefficient. The parameter \( V \) is a non-negative parameter that is chosen as the desired weight to affect the performance tradeoff. To stabilize the task queue while minimizing the time average system cost \( C_{av} \), the drift-plus-penalty expression \( f(t) \) is introduced by adding the Lyapunov drift and the system cost with the control coefficient \( V \). It’s not difficult to find that the algorithms can be designed to take control actions that greedily minimize a bound on the following drift-plus-penalty expression of each slot \( t \).

\[
f(t) = \Delta(t) + V \cdot C(t).
\]

The key of solving the above problem is to derive an upper bound on (14). Based on the constraints on task arrival, number of Pod replicas, etc., we can easily derive the following upper bound:

\[
\mathbb{E}[f(t)|Q(t)]
\]

\[
\leq B + \mathbb{E}[V \cdot C(t)|Q(t)] + \mathbb{E}[Q(t) \cdot \lambda(t)]|Q(t)\]

\[
\leq B + \mathbb{E}[Q(t) \cdot \lambda(t)|Q(t)] + \mathbb{E}[V \cdot C(t)]
\]

\[
+ \mathbb{E}\left[ \frac{1}{2} \mu(t)^2 - \mu(t) \cdot [Q(t) + \lambda(t)]|Q(t) \right].
\]

The detailed proof is presented as follows.

**Proof:** Considering the facts that \( \max\{Q(t)-\mu(t), 0\} \leq [Q(t)-\mu(t)]^2 \) and \( \max\{Q(t)-\mu(t), 0\} \leq Q(t) \), we can derive that (13) has the following bound:

\[
\Delta(t) \leq \frac{1}{2} \frac{1}{2} Q(t)^2 - \frac{1}{2} Q(t)^2
\]

\[
\leq B(t) + \frac{1}{2} \mu(t)^2 - \mu(t) \cdot [Q(t) + \lambda(t)] + \lambda(t) Q(t),
\]

where \( B(t) = \frac{1}{2} \lambda(t)^2 \). For \( B(t) \), it is easy to prove that the following relationship exists:

\[
B(t) \leq \frac{1}{2} \lambda_{max}^2 = B.
\]

Then, (16) and (17) can be used to derive that the Lyapunov drift function satisfies the following relationship:

\[
\Delta(t) \leq B(t) + \frac{1}{2} \mu(t)^2 - \mu(t) \cdot [Q(t) + \lambda(t)] + \lambda(t) Q(t).
\]

By adding the Lyapunov drift function and the penalty function, we can finally get the following expression:

\[
\Delta(t) + \mathbb{E}[V \cdot C(t)|Q(t)]
\]

\[
= \mathbb{E}[f(t)|Q(t)]
\]

\[
\leq B + \mathbb{E}[Q(t) \cdot \lambda(t)|Q(t)] + \mathbb{E}[V \cdot C(t)]
\]

\[
+ \mathbb{E}\left[ \frac{1}{2} \mu(t)^2 - \mu(t) \cdot [Q(t) + \lambda(t)]|Q(t) \right].
\]
the number of Pod replicas, so as to reach the previous bound of the drift-plus-penalty function to ensure its value is sufficiently small. More specifically, the system can just control the last two items to achieve the optimization object. The details of the algorithm will be presented in the next subsection.

B. ELASTIC MICROSERVICE DEPLOYMENT ALGORITHM

Based on the above theoretical analysis, the cost-aware microservices elastic deployment (CMED) algorithm is designed to schedule the service deployment by adjusting the number of replicas dynamically. For arbitrary control parameter $V$ and given system parameters (e.g., queue backlog $Q(t)$, the weights of cost $\omega_1$ and $\omega_2$, task arrival $\lambda(t)$, etc.), it is possible to design the optimized deployment strategy.

Because the operation cost only exists when the number of Pod replicas of current time slot $t$ is greater than that of the previous time slot $t-1$ (i.e., $n(t) \geq n(t-1)$), we first consider the situation that there is no operation cost (i.e., $c_o(t)$) in the problem, and then solve the corresponding optimization problem to get the optimal number of replicas. So, the optimization problem can be re-expressed as follows:

$$
\min_{n(t)} V_1 \cdot c_p(t) + \frac{1}{2} \mu(t)^2 - \mu(t)[Q(t) + \lambda(t)]
$$

s.t. $0 \leq n(t) \leq n_{\text{max}}$

$$
\mu(t) = \sum_{i=1}^{n(t)} r_i(t)
$$

$$
\frac{1}{T_{\text{max}}} \leq r(t) \leq r_{\text{max}}
$$

$$
c_p(t) = \rho \cdot n(t),
$$

where $V_1 = V \cdot \omega_1$.

If the optimal number of replicas $n(t)$ obtained by solving the problem in (20) is less than that of the previous time slot $n(t-1)$, i.e., $n(t) \leq n(t-1)$, then the system does not need to deploy additional new replicas in the incoming time slot $t$; as a result, the corresponding operation cost (i.e., $c_o(t)$) does not exist. In other words, $n(t)$ is the optimal solution. Conversely, we should consider the operation cost $c_o(t)$ in designing the service deployment algorithm. Thus, in the case of $n(t) > n(t-1)$, the optimization problem can be re-expressed as follows:

$$
\min_{n(t)} V_1 \cdot c_p(t) + V_2 \cdot c_o(t) + \frac{1}{2} \mu(t)^2 - \mu(t)[Q(t) + \lambda(t)]
$$

s.t. $0 \leq n(t) \leq n_{\text{max}}$

$$
\mu(t) = \sum_{i=1}^{n(t)} r_i(t)
$$

$$
\frac{1}{T_{\text{max}}} \leq r(t) \leq r_{\text{max}}
$$

$$
c_p(t) = \rho \cdot n(t)
$$

$$
c_o(t) = \tau \cdot [n(t) - n(t-1)],
$$

where $V_1 = V \cdot \omega_1$ and $V_2 = V \cdot \omega_2$.

By solving the above two optimization problems, the microservice deployment plan can be finally obtained. It can be found that the problems mentioned in (20) and (21) are both quadratic functions related to $n(t)$, which can be efficiently solved by taking the derivation of corresponding objective function. In the following, we introduce the details of the cost-aware microservice elastic deployment (CMED) algorithm based on the given system parameters, such as $V$, $\omega_1$, $\omega_2$, etc. Initially (i.e., $t = 0$), since there are no tasks arrival and the number of tasks backlog in the initialization queue is zero, the number of pod replicas deployed in the system $n(0)$ is initialized as zero as well. Then, the following operations are performed by the service deployment component in the system at every time slot $t$:

- **System States Observation**: The service deployment component observes the number of tasks arrived at the system $\lambda(t)$, current levels of queue backlog $Q(t)$, etc.

- **Microservice Deployment Plan Making**: Based on the given system parameters, the current system states, we first solve the optimization problem of (20) to get a temporary deployment plan, i.e., the number of replicas $n(t)$. If $n(t) \geq n(t-1)$, this temporary deployment plan is finally decided; otherwise, we solve the optimization problem of (21) to obtain the final deployment plan $n(t)$. Finally, the system deploys the corresponding Pod replica based on the final plan and serves the task requests.

- **Queue Backlog Updating**: According to the newly arrived tasks and processed tasks, the system updates its queue backlog.

The pseudocode of the CMED algorithm is presented in Algorithm (1). Obviously, the complexity of Algorithm (1) is $O(1)$. Notice that the performance of CMED is controlled by the parameter $V$, which could achieve the tradeoff between the average system cost and queue backlogs. The average queue backlog also reflects the system QoS in terms of latency. In the next section, we will conduct the theoretical analysis to derive the theoretical performance bound of the proposed CMED algorithm. Moreover, it is worth noting that although the system model and optimization problem are described based on the assumption of only one type of task, it can be easily extended to the scenario of providing services with different types. In particular, we just need to update the queue model by creating multiple queue backlogs for all service types, and then the replica number for each type of service can be determined after the simple algorithm extension.

C. THEORETICAL ANALYSIS AND DISCUSSION

According to the Lyapunov stability theorem, the value of the drift-plus-penalty function of the system should be within a threshold range for keeping the system in a stable state. Assuming the threshold value is $K$ when the system is stable, the following expression can be obtained according to the Lyapunov optimization theory:

$$
K = B + V_1 \cdot c_p^* + V_2 \cdot c_o^* - \epsilon \cdot Q(t),
$$
where $B$, $V_1$, $V_2$, and $\epsilon$ are the preset parameters. Assume that $c^e_p$ and $c^e_o$ are the average system cost and the average cost of replica deployment when the system achieves the target state, which means that for any time slot at this point, $\mathbb{E}[c_p(t)Q(t)] = c^e_p$ and $\mathbb{E}[c_o(t)Q(t)] = c^e_o$ are true under the condition of a stable system. In addition, it is easy to prove that there is a real number $\epsilon > 0$, which makes the formula $\mathbb{E}[\lambda(t) - \mu(t)|Q(t)|] \leq -\epsilon$ true.

Then, the system reaches the expected stable state when the value of the drift-plus-penalty function $f(t)$ is less than the threshold value $K$; that is, the following formula should be satisfied:

$$f(t)|Q(t)| \leq K. \quad (23)$$

Simultaneously, (14), (22) and (23), we have:

$$\mathbb{E}[\Delta(t) + V_1 \cdot c_p(t) + V_2 \cdot c_o(t)] \leq B + V_1 \cdot c^e_p + V_2 \cdot c^e_o - \epsilon \cdot Q(t). \quad (24)$$

By taking the expectation on both sides of (23) at the same time, we convert the conditional expectation into the expectation expression. Thereby, we have the following expression:

$$\mathbb{E}[\Delta(t) + V_1 \cdot c_p(t) + V_2 \cdot c_o(t)] \leq B + V_1 \cdot c^e_p + V_2 \cdot c^e_o - \epsilon \cdot \mathbb{E}[Q(t)]. \quad (25)$$

Substituting (13) into (25), we have:

$$\mathbb{E}[L(t) + 1 - L(t)] + \mathbb{E}[V_1 \cdot c_p(t) + V_2 \cdot c_o(t)] \leq B + V_1 \cdot c^e_p + V_2 \cdot c^e_o - \epsilon \cdot \mathbb{E}[Q(t)]. \quad (26)$$

By accumulating (26) over time slots $i \in [0, 1, \ldots, t - 1]$, the following relationship can be obtained:

$$\mathbb{E}[L(t)] - \mathbb{E}[L(0)] + V_1 \sum_{i=0}^{t-1} \mathbb{E}[c_p(i)] + V_2 \sum_{i=0}^{t-1} \mathbb{E}[c_o(i)] \leq B \cdot t + V_1 \cdot c^e_p \cdot t + V_2 \cdot c^e_o \cdot t - \epsilon \cdot \sum_{i=1}^{t-1} \mathbb{E}[Q(t)]. \quad (27)$$

According to (13), it can be known that for any time slot $t$, $L(t) \geq 0$ exists. In addition, according to (4), (8), and (9), it can be known that for any time slot $t$, $c_p(t) \geq 0$, $c_o(t) \geq 0$ exist. For the queue backlog $Q(t)$, the following equation can be obtained through the transformation of (27):

$$\frac{1}{t} \sum_{i=0}^{t-1} \mathbb{E}[Q(i)] \leq \frac{B + V_1 \cdot c^e_p + V_2 \cdot c^e_o}{\epsilon} + \frac{\mathbb{E}[L(0)]}{\epsilon \cdot t}. \quad (28)$$

From the relationship in (28), we can find that the practical limitation of queue backlog $Q(t)$ is restricted to some constant value. In particular, the upper bound of $Q(t)$ can be determined by the control coefficient $V$. The larger the value of $V$, the longer time average queue backlog will be created. Thus, the parameter $V$ can be chosen to control the upper bound of $Q(t)$ based on the buffer’s capacity in edge devices.

For the system cost, the following equation can be obtained through the transformation of (27):

$$\frac{1}{t} \sum_{i=0}^{t-1} \mathbb{E}[c_p(i)] \leq \frac{B}{V_1} + \frac{c^e_p}{\omega_1} + \frac{\mathbb{E}[L(0)]}{V_1 \cdot t}. \quad (29)$$

$$\frac{1}{t} \sum_{i=0}^{t-1} \mathbb{E}[c_o(i)] \leq \frac{B}{V_2} + \frac{c^e_o}{\omega_2} + \frac{\mathbb{E}[L(0)]}{V_2 \cdot t}. \quad (30)$$

$$\frac{1}{t} \sum_{i=0}^{t-1} \mathbb{E}[C(i)] \leq \frac{B}{V} + \frac{\omega_2 \cdot c^e_o}{\omega_1} + \frac{\omega_1 \cdot c^e_p}{\omega_2} + \frac{\mathbb{E}[L(0)]}{V \cdot t}. \quad (31)$$

When the system runs long enough, which means $t \to \infty$, it can be found from (29), (30), and (31) that $V_1$ and $V_2$ will increase correspondingly as the coefficient $V$ increases, which will lead to the reduction of system cost and the increasing of the task queue backlogs. Therefore, the coefficient $V$ can be used to make a trade-off between the system cost and the number of backlog tasks in the queue.

V. PERFORMANCE EVALUATION

In this section, extensive experiments have been conducted to evaluate the performance of our proposed algorithm. In the following, we first present the preliminary experiments to generate the practical data trace and system parameters used in the simulation. Then, we will present the evaluation setup and the corresponding results.

A. PRELIMINARY EXPERIMENTS

We consider deploying the Kubernetes cluster on the physical device, which contains a Master node (Ubuntu 18.04/12GB/8 Core) and three Worker nodes (Ubuntu 18.04/4GB/2 Core) with the same physical configuration and use the customized ResNet-50 model-based visual recognition application for task processing. Then, ImageNet is used as the data set to conduct the pre-experimental measurement, and we finally obtain the following basic parameters: for every single replica, the time required from the initialization to the successful service delivery is about 10ms, the average time required to complete a task is about 20ms, and the additional memory required is about 138Mb.
The simulation experiments will be carried out based on these parameters.

In order to simulate the dynamic task arrival and the different processing performance when the system is faced with individual tasks, the service rate of each replica and the task arrival in each time slot need to be randomized according to a certain distribution. In our simulation, workload traces in our experiments are generated based on the Poisson distribution model with a constant request arrival rate. The assumption of Poisson distribution-based job arrival is reasonable and has been demonstrated by the measurement study [22].

For the service rate of each Pod replica, we study the distribution of the service rate per time slot of each Pod through the preliminary experiments. In particular, we processed the 100,000 data samples in ImageNet through ResNet-50 model in the physical environment mentioned above. As shown in Figure 4, the experimental results show that the service rate distribution per time slot of each Pod obeys the exponential normal distribution approximately. Thus, the exponential normal distribution is adopted to generate the service rate of each Pod replica randomly.

**B. SIMULATION SETUP**

In our simulation, we set the duration of each time slot $t$ to 100 ms, and each simulation is conducted over 10,000 time slots. Limited by the physical resource, the maximum number of Pod replicas allowed by system $n_{\text{max}}$ is set to 10. For the physical cost coefficient $\omega_1$ and the operation cost coefficient $\omega_2$ in CMED, we simply set the ratio of $\omega_2$ to $\omega_1$ (i.e., $\frac{\omega_2}{\omega_1}$) to 1.

We compare the performance of CMED with the following three types of service deployment strategies:

- **RANDOM.** A random value is generated as the number of Pod replicas per time slot. The distribution of the number of Pod replicas is decided by the average system workload $\lambda_{\text{avg}}$ and the average service rate of each Pod $C_{\text{rate}}$, which is obtained through the preliminary experiments. Here, the number of Pod replicas $n(t)$ in the RANDOM obeys the normal distribution with $N(\frac{\lambda_{\text{avg}}}{C_{\text{rate}}}, \frac{\lambda_{\text{avg}}}{C_{\text{rate}}^2})$.

- **CONSTANT.** A constant value is adopted as the number of Pod replicas per time slot. This strategy selects the median value between the minimum number and the average number as the constant number of Pod replicas.

- **ARIMA.** The study in [15] proposed a microservice elastic deployment scheme by dynamically adjusting the number of Pod replicas according to the predicted workload, which is achieved based on the model ARIMA. Here, we establish the ARIMA model in advance based on the historical workload information to predict the future workload in a certain window, and updated the model with the real-time workload to ensure the reliability of the forecast.

Two experimental scenarios are conducted to investigate the performance of CMED: (1) Sensitivity to the parameter $V$. In this subset of experiments, we study the sensitivity performance of CMED by changing the value of control parameter $V$. In particular, the average workload $\lambda$ is fixed to 20 and the control parameter $V$ varies from $10^{-3}$ to $10^5$. (2) Sensitivity to the average workload. In this subset of experiments, we study the performance of CMED under different workloads. In particular, the control parameter $V$ is fixed to $10^3$ and the average workload $\lambda$ varies from 0 (not included) to 80.

To evaluate the performance of CMED with respect to the system cost, delay, and the tradeoff, we collected the average system cost, queue backlogs, and the number of Pod replicas per time slot as the evaluation metrics. The data points in the following results are averaged over 10,000 runs.

**C. EXPERIMENT RESULTS**

1) **SENSITIVITY TO PARAMETER V**

Figure 5 illustrates the performance versus different values of $V$. Since the performance of RANDOM, CONSTANT and ARIMA are not affected by the control coefficient $V$, the corresponding curve will retain the same value as $V$ increases (RANDOM curve will fluctuate slightly due to the randomness). As expected, we can see that the value of task queue backlogs stays on a high level for CONSTANT mostly, because its deployment policy keeps the number of Pod replicas at a fixed level and the system cannot provide enough services in most cases. On the contrary, RANDOM achieves lower task queue backlog which is close to zero, because we use the normal distribution of the number of Pod replicas of the historical workload to ensure the system QoS, which means the system can meet the requirement of workload in most cases. For ARIMA, we can observe from the figure that the number of Pod replicas deployed by the system decision is about 4, because the average arrival rate of tasks in the experiment is set to 20, and the average processing rate of tasks with a single replica is set to 5. However, this does not necessarily meet system requirements, because the predicted values are used for the decision on deployment and the predicted results may not match the actual arrival of the task. As a result, the system always has queue backlogs under ARIMA. For CMED, it’s obvious that the system cost is always below 2.5 and the average value of queue backlogs is zero, which are both lower than the values in RANDOM when $V < 10^4$. In fact, the system’s average queue backlog
is a reflection of the QoS of the system. In general, with the increase of $V$, the number of Pod replicas under CMED will decrease, resulting in a reduction in system cost and QoS.

2) SENSITIVITY TO WORKLOAD
Figure 6 illustrates the performance versus different workload. As expected, we can observe from Figure 6 that the system cost and queue backlogs of all approaches but not CONSTANT increase as the workload $\lambda$ increases, because the number of Pod replicas of CONSTANT is fixed. In addition, it can be observed that the cost and queue backlog of CMED is lower than RANDOM when the workload is at a moderate level ($15 < \lambda < 30$). At a lower level of workload ($\lambda < 15$), it’s allowed to have a queue backlog to achieve lower system cost in RANDOM because of the low weight of QoS. When the workload is not high ($\lambda < 40$), ARIMA shows a lower system cost than RANDOM and CMED, but there are different levels of queue backlogs at the same time. In addition to the reason that the predicted value does not accurately match the real-time situation of the system, the lower the workload, the easier it is to generate more NaN values when the data is differentially processed, which leads to a decrease in the prediction accuracy. Overall, CMED can be said to be able to effectively achieve performance goals in terms of system cost and QoS within a certain workload. However, it can be found that the number of queue backlogs in CMED is no longer regulated when the workload $\lambda > 55$. This is because the physical resource in the system cannot support more replica deployment, and the number of deployed replicas has reached the maximum limit of the system.

VI. FINAL REMARK
In this paper, we studied the issue of how to elastically deploy the container-based microservices with a cost-efficient way for the edge computing service system with unpredictable knowledge. In particular, we developed a cost-aware elastic microservice deployment algorithm, which is capable of minimizing the system cost caused by the microservice deployment, while achieving the QoS guarantee and system stability. Based on the Lyapunov optimization framework, the proposed algorithm makes the microservice deployment...
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Plan greedily without the future knowledge of the system and users. Simulation results demonstrate that CMED outperforms the baseline schemes, and provides an efficient tradeoff between user’s QoS and system cost. As ongoing research, an extension work is being conducted to study the issues of dynamic service deployment and service placement for the system with multiple service types in geographically distributed heterogeneous edge devices.
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