Enhancement of cerebrovascular 4D flow MRI velocity fields using machine learning and computational fluid dynamics simulation data
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Blood flow metrics obtained with four-dimensional (4D) flow phase contrast (PC) magnetic resonance imaging (MRI) can be of great value in clinical and experimental cerebrovascular analysis. However, limitations in both quantitative and qualitative analyses can result from errors inherent to PC MRI. One method that excels in creating low-error, physics-based, velocity fields is computational fluid dynamics (CFD). Augmentation of cerebral 4D flow MRI data with CFD-informed neural networks may provide a method to produce highly accurate physiological flow fields. In this preliminary study, the potential utility of such a method was demonstrated by using high resolution patient-specific CFD data to train a convolutional neural network, and then using the trained network to enhance MRI-derived velocity fields in cerebral blood vessel data sets. Through testing on simulated images, phantom data, and cerebrovascular 4D flow data from 20 patients, the trained network successfully de-noised flow images, decreased velocity error, and enhanced near-vessel-wall velocity quantification and visualization. Such image enhancement can improve experimental and clinical qualitative and quantitative cerebrovascular PC MRI analysis.

Hemodynamic metrics can be of great value in cerebrovascular disease diagnosis and treatment planning1–7. Such metrics can be derived or calculated with a variety of medical imaging and computational methods. One method that has emerged as a powerful, in-vivo technique is the direct measurement of blood velocities with four-dimensional flow (4D-flow) magnetic resonance imaging (MRI), which is a three-dimensional, time-resolved form of phase contrast (PC) MRI8,9. 4D-flow can be used to non-invasively visualize and quantify blood flow in complex cerebrovascular systems; however, flow analysis with MRI has some limitations when used as a stand-alone analysis method. For example, flow resolution limits can result from patient scan time restrictions and from imperfections that result from manipulation of a magnetic field (image noise, intravoxel dephasing, eddy currents, magnetic field non-linearity, etc.). Another widely available cerebral blood flow analysis method, which may help address some of these limitations, is computational fluid dynamics (CFD)10–12. CFD is a method that utilizes the governing equations of fluid flow to calculate a velocity field from input geometric data and flow conditions. Because CFD is computationally based, there is almost no limit to its flow resolution, given the appropriate computational resources. Furthermore, computational model conditions can be manipulated to match physiological or surgical variations of interest. However, standalone CFD can also be limited due to its high dependence on patient-specific input conditions (boundary conditions), and its need for appropriate verification and validation. Therefore, a method that utilizes the best of both MRI and CFD may allow for enhanced cerebrovascular flow analysis by leveraging the advantages of one method to fill the inherent gaps of the other.

A number of studies have been aimed at taking advantage of the synergistic strengths of PC MRI and computational simulation to address current flow characterization limitations in a variety of vascular territories. For example, computer simulations have been used to create divergence free velocity fields from PC MRI, to analyze the effect of 4D flow MRI velocity resolution on viscous dissipation quantification, to assess the accuracy of MRI wall shear stress, and to improve PC MRI velocity resolution and noise performance with innovative CFD-based...
reconstruction and velocity-field optimization techniques\textsuperscript{13-17}. Many studies have also used PC MRI data to improve computational simulation relevance by integrating PC MRI data as boundary conditions and even regularizing CFD by 3D PC MRI\textsuperscript{18-22}. Furthermore, data from CFD and PC MRI are often compared to move towards validation of quantitative and qualitative flow characterization\textsuperscript{23}. Building on these advancements, a more robust flow physics-based method that allows for retrospective correction of PC MRI could prove highly beneficial for experimental and clinical cardiovascular flow analysis with MRI. However, the large data sets produced by each of these time-resolved and three-dimensional methods, and the number of data sets required to create an extensive knowledge base of patient-specific flow regimes, have made the development of such a method challenging.

In addition to recent developments in medical imaging, machine learning has played an integral role in the advancement of cardiovascular analysis\textsuperscript{24}. Machine learning, and related neural network methods, can be used to learn input features of data and then use the features to generate useful output. Application of machine learning to cardiovascular MRI has led to a number of advancements, including improved image segmentation, reading and interpreting ECG tracings, improved image characterization, faster anatomical and pathological feature detection and measurement, and quicker cardiovascular disease prognosis and treatment\textsuperscript{24-29}. Physics-informed machine learning methods have also recently been applied to improve cardiovascular pressure predictions\textsuperscript{30}. More recently, machine learning techniques have been developed to improve the resolution of 4D-flow estimates in the aorta using CFD from three aortic geometries\textsuperscript{31}. Yet, application of machine learning methods to improve the velocity fields of phase contrast MRI has been limited outside of these recent studies, despite its potential for cerebrovascular flow quantification improvement. Therefore, the purpose of this work was to develop a robust machine learning paradigm which fuses information from 4D flow MRI and CFD using supervised learning, to provide high resolution, physics-based, patient-specific flow fields in cerebrovascular anatomy.

Methods
The following sections detail the process of fusing CFD and 4D flow MRI data with supervised neural network training. An overview of this process is depicted in Fig. 1. This HIPAA-compliant study was approved by the University of Wisconsin-Madison, Health Science Institutional Review Board. All human subject data was obtained with informed written consent.

Computational model generation. To generate a large number of realistic velocity field data sets on which a neural network could be trained, computational fluid dynamics simulations were prepared on vascular flow models. Five patient-specific cerebral aneurysm vessel flow path geometries were obtained from a data bank of de-identified high resolution digital-subtraction angiography images (Fig. 2a). These geometries were then virtually cut normal to the vessel flow path to make inlet and outlet boundaries, and smoothed to remove any artifact from the walls. To increase the amount of available flow geometries for CFD simulations, each of the original 5 patient-specific models was manually modified to create 5 additional iterations each. This resulted in 25 flow paths derived from the patient-specific data. Manual modification of these models involved alterations of vessel inlet angle, diameter increase or decrease, and change of aneurysm size and shape (Fig. 2b) in 3-matic (Materialise, Leuven, Belgium). Finally, to introduce additional variability in vessel flow path type, 5 fully synthetic flow path models were designed in Solidworks (Dessault Systemes). As shown in Fig. 2a, these idealized geometries did not include aneurysm sacs. In total, 30 vessel geometries were prepared for CFD simulation.

Computational fluid dynamics simulations. The 30 vascular flow path geometries were individually imported into CONVERGE Studio (Convergent Science, Madison, WI) to set up CFD cases. To do this, a computational hexahedral grid was first created for each geometry model, with cut-cells used at vessel walls to accommodate the curved surfaces. A grid refinement study was performed to determine an appropriate grid cell size to achieve a grid-independent solution. This resulted in an approximate cell side length to vessel diameter ratio of less than 0.05. Rigid walls were assumed for these simulations, and no-slip conditions were imposed at
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**Figure 1.** Method overview. Computational fluid dynamics (CFD) data was used to train a neural network. Network output was then applied to estimate high resolution, low noise flow fields from standard 4D flow MRI data.
the boundaries. A time-varying flow profile was set at the inlet boundary, and pressure values were set at each outlet. Blood properties were input for the simulation working fluid (density = 1060 kg/m³; viscosity = 0.004 Ns/m²). Reynold numbers ranged from about 100–800 across various geometric location and time-varying flow profiles. Finite volume simulations were run at a constant grid (no adaptive mesh refinement), and at a variable time step (the time step adapted with the simulation solution). A pressure implicit with splitting of operators (PISO) algorithm was used to solve the governing equations of fluid flow in CONVERGE CFD software (Convergent Science, Madison, WI). Rhie-Chow interpolation was used to maintain collocated variables, and a monotonic upstream-centered scheme for conservation laws (MUSCL) was used to provide second order spatial accuracy for convection terms. Time steps were limited by diffusive and convective CFL parameters. Solution results were exported every 0.02 s of simulated time. Simulations were repeated six times for each geometry, with six different inlet flow profiles, as displayed in Fig. 2c. This resulted in a total of 180 unique time-varying velocity fields to be used for neural network training. Each simulation took between 2 and 12 h, depending on availability of resources at a local high throughput computing center. Example CFD flow field results are displayed in Fig. 2d.

Data preparation. CFD velocity data was processed to create pairs consisting of high-resolution flow fields with and without corruption, representing errors introduced from the MRI measurement process. To do this, CFD data was first converted to a uniform Cartesian grid. This conversion placed out-flow and in-flow boundaries into free-space, resulting in unrealistic flow fields in these areas. Unrealistic boundary edge effects were accounted for during training, as described below. Cut-cells from the CFD grid were also accounted for in the data conversion by weighting the velocity values of each cell by the cell volume. The application of this fix ensured realistic velocities at the edge of the CFD-based MR simulated data.

After the high-resolution data had been converted to a Cartesian representation, simulated MRI data was generated for use in network training. MR images were simulated using a model that accounted for complex valued operations and data corruption from k-space sampling, noise, signal magnitude variations, and static background tissue. All MRI simulations were performed on full Cartesian volumes, prior to any block operations performed for training. Simulations were performed in real-time during training, with a new simulation performed every time a case was used. First, the velocity field was rotated in 3D space using a random rotation and cubic-spline interpolations. A synthetic background magnitude signal was then created by randomly generating complex k-space magnitude over a 5 × 5 × 5 grid using a standard normal distribution. These grids were Fourier transformed to image space and soft-thresholded to create spatially varying background signal with high resolution edges corresponding to tissue boundaries. Finally, this background signal was additively combined.

Figure 2. Computational fluid dynamics (CFD) simulations were performed on (a) 5 idealized blood vessel models, 5 patient-specific blood vessel models, and (b) 20 additional models that were manually modified from patient-derived models. (c) Six sets of unique inflow conditions were used with each geometry to create 180 total CFD simulations. (d) Example CFD results from representative models.
with vessel mask, with the background to vessel ratio ranging from 0 to 2. Next, the complex signal was created from the background magnitude signal and the velocity data using the standard PC-MRI model with a randomly selected $V_{enc}$ from 0.1 to 0.9 of the peak velocity. Finally, the complex data was Fourier transformed, corrupted with additive complex, white Gaussian noise corresponding to SNR ranging from 10 to 10,000, cropped to 0.25 of its original spatial resolution, and Fourier transformed back.

**Network and training.** The simulated flow fields were used to train a convolutional neural network (CNN) (see supplemental Fig. 1) [Medero, 2020, In Vitro Assessment of Flow Variability in an Intracranial Aneurysm Model Using 4D Flow MRI and Tomographic PIV]. Architecture and models were based on a block-wise residual architecture similar to those used in state-of-the-art super resolution approaches. After simulating the MRI acquisition, $32 \times 32 \times 32$ blocks were randomly extracted from the velocity field. To identify edges and segments with artifacts due to resampling, segments of data were checked for mass conservation by summing the flows in and out of a designated block of data. If the block had a non-zero source or sink, then it was not used and a new randomly selected block was selected. Through this process, any edges that did not satisfy continuity (conservation of mass) due to partial volumes of inlets and outlets in the CFD data were eliminated. Training was performed with a batch size of 8, with 32 randomly selected blocks used before a new MRI simulation was performed. On a block by block basis, augmentation was performed using random flips of the velocity image and its velocity. Training used a magnitude weighted least squares loss function to account for the inverse relationship between magnitude and velocity noise. All processing was performed in python with PyTorch for machine learning operations (Open Source, https://github.com/pytorch/pytorch) and SigPy for data augmentations (Open Source, https://github.com/mikgrroup/sigpy). Training was performed on a Titan RTX. An 80/20 split was used for training and validation with testing performed on newly acquired data not involved in the training.

**Evaluation.** *In-vitro phantom test case with high resolution 4D flow MRI.* To evaluate the network, high resolution 4D flow MRI imaging was performed on a physical, patient specific blood vessel phantom (see past work). The model was integrated into a cardiovascular flow loop in line with a pulsatile flow system (PD-1100, BDC Laboratory, Wheat Ridge, CO). The model was then placed on the bed of a 3 T MRI imaging system (Signa Premier, GE Healthcare, Waukesha, WI), where high resolution 4D flow MRI data was acquired with PC-VIPR. Imaging parameters included a 0.41 mm isotropic spatial resolution, 256 mm field of view, 9 ms repetition time, 100 cm/s velocity encoding, and 24-min scan time. The 4D flow data were reconstructed into 20 time frames per flow pump cycle. Phase offsets for Maxwell terms and eddy currents were corrected automatically during reconstruction. The eddy current correction was performed using 2nd order polynomial fitting of background tissue segmented based on thresholding of an angiogram. Velocity-weighted angiograms were calculated from the final velocity and magnitude data for all 20 time frames. The 24-min scan data was also sub-sampled into 12- and 6-min acquisitions, and reconstructed for each subsampling. The trained CNN was applied to the 6-, 12-, and 24-min velocity fields. The post-trained 6- and 12- minute velocity fields were compared to the 24-min scan as the high resolution standard. Comparisons were also made across all post-trained phantom scans (6- through 24-min). Quantitative analyses were performed in ImageJ (National Institutes for Health) and Matlab (Mathworks, Natick, MA), and qualitative analysis was performed in Ensight (CEI, Apex, NC). Images from each pre- and post- CNN enhanced data set were compared using a root-mean-square error metric (RMSE) as follows:

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{v}_i - v_i)^2}{n}}$$

where $\hat{v}_i$ is the observed velocity metric of the first image, $v_i$ is the velocity metric of the comparison image, and $n$ is the number of data points.

**Subjective Evaluation on Subject-Specific 4D Flow MRI Data.** To provide in-vivo evaluation, the network performance was evaluated in cerebral time-averaged 4D flow MRI data from 20 patients. Anonymized images were obtained from cerebral blood flow scans using PC-VIPR. Imaging parameters included a 0.6 mm isotropic spatial resolution, 100 cm/s velocity encoding, and 7 min and 32 s scan time. The trained network was applied to the reconstructed images, and noise and spatial resolution were compared to pre- and post- network application. PC-MR angiograms were also compared between the original subject data set and the post-applied network data set. To analyze flow quantification, vessel boundaries were manually segmented from each patient flow case, and flow metrics of both original (pre-trained) and enhanced (post-trained) data sets were measured in Ensight (CEI, Apex, NC, United States) and Matlab (Mathworks, Natick, MA). Flow metrics of interest included wall shear stress, blood flow kinetic energy, maximum velocity at cut planes in the internal carotid artery (ICA) and middle carotid artery (MCA), flow at planes in the ICA and MCA, vorticity at planes in the ICA and MCA, and the spatial distribution of velocity at ICA and MCA planes. Velocity vectors and streamlines were also plotted at select areas of the patient vascular tree to facilitate qualitative comparisons. Quantitative statistical comparisons were made with a Student's paired t-test ($\alpha = 0.05$, two-tailed), linear correlation, and Bland Altman analysis after checking for approximate normality of the velocity-based data.

**CFD “Test” case.** Although the physiological accuracy of patient-specific CFD simulations can be limited by the accuracy of the boundary conditions, the true and estimated velocity fields generated by CFD can be well
characterized because if its high resolution and basis in physics. Therefore, to analyze the difference between a CFD “truth” velocity field and the network “estimated” velocity field an additional CFD case was made and run through the network. For this CFD case, a new DSA-based vascular model (different than the geometries used for training) was segmented and set up for CFD, and a flow field was simulated using the same CFD setup parameters as used for the training data set. The flow field was converted to image format and run through the already-trained network. The velocity field mean square error was then compared with and without the CNN.

**Results**

The network was trained over 5 days with no sign of overfitting, likely due to the aggressive augmentation. Validation and test case results are plotted in Supplemental Figs. 3 and 4. Application of the trained neural network on a CFD test-case data produced a significant reduction in image noise (Fig. 3). When the trained network was applied to a corrupted velocity field, background noise was decreased by 64%. Furthermore, velocity error was reduced from 20% in the corrupted velocity field to 8% in the post-training velocity field when the original CFD velocity field was taken as the ground truth.

Application of the trained network to the experimental physical phantom data also produced a significant reduction in background noise (Fig. 4). When the high resolution 24-min 4D flow MRI raw velocity was taken as the reference data set, RMSE was reduced from 2.55 to 1.49 in the 12-min sub-sample scan data, and from 4.06 to 1.64 in the 6-min sub-sample scan. When the enhanced (post-trained) 24-min scan was used as the reference, the enhanced 12-min and 6-min scan data sets produced a RMSE of 0.16 and 0.24, respectively. The time-varying flow fields of the original and enhanced phantom cases can be seen in supplemental video 1.
As with the CFD test case and experimental model case, the application of the trained neural network improved image results in the 20 patient 4D flow MRI data sets. As shown in Fig. 5, the CNN-enhanced velocity images had lower noise and higher apparent spatial resolution than the raw velocity images. Additionally, as seen in Fig. 5, the CNN-enhanced PC-MRA had greater vessel boundary delineation. Accordingly, the velocity vector and streamline representation was also improved in CNN-cleaned images, particularly near the vessel walls (Figs. 5, 6, and 7). When the original (pre-trained) and enhanced (post-trained) ICA and MCA plane velocities were plotted vs each other (Fig. 8), a strong correlation could be observed. Velocity points that fell outside of the strong correlative trend tended to be located near the vessel walls, as these points were most affected by network enhancement. As shown in supplemental table 1, comparison of quantitative results revealed that the wall shear stress (Original = 3.15 ± 0.28 95% CI Pa; Enhanced = 2.25 ± 0.29 95% CI Pa; \( p < 0.001 \)) and kinetic energy (Original = 1.29E–04 ± 1.96E–04 95% CI mJ; Enhanced = 1.18E–04 ± 1.96E–04 95% CI; \( p < 0.001 \)) were significantly lower in the machine learning enhanced data than it was in the original pre-trained data. Maximum ICA velocity in both the left (\( p = 0.001 \)) and right (\( p = 0.001 \)) brain, ICA flow in the left brain (\( p = 0.018 \)), and MCA flow in both the left (\( p < 0.001 \)) and right (\( p = 0.029 \)) brain were all significantly lower in the enhanced flow data than they were in the original data [data in supplemental table 1]. MCA vorticity in the left brain was significantly higher in the enhanced flow data (\( p = 0.003 \)). There were no significant differences in the rest of the flow metrics that were analyzed.

**Discussion**

Augmentation of 4D flow MRI data with CFD-informed training networks can produce enhanced physiological flow fields. In this preliminary work, the potential utility of such a method was demonstrated by using high resolution patient-specific CFD data to train a neural network, and then using the trained network to enhance MRI-derived cerebrovascular velocity fields. Through testing on simulated images, phantom data, and in-vivo human subject data, the trained network successfully de-noised flow images and decreased velocity error, particularly near vessel walls. Such image enhancement has the potential to significantly improve experimental and clinical quantitative PC MRI analysis of cerebrovascular flow.

PC MRI has proven to be an immensely beneficial tool for cardiovascular flow analysis. By providing a method to assess time-varying blood flow in two or three-dimensions, PC MRI provides valuable visualization of complex blood flow that would otherwise be unavailable to clinicians and researchers. However, when using PC MRI as an analytical tool, it is important to ensure that the results being produced are representative of real physics-based, and physiologically representative, fluid flow. Much work has been put into this pursuit, resulting in advancements in image resolution and image error reduction though data acquisition and reconstruction improvements. And although it is important to keep making these improvements in PC MRI methods, flow characterization with MRI may be improved through other complementary tools and techniques as well. In this work, it was shown that both machine learning and computational simulation techniques can be leveraged to improve PC MRI data. The utilization of CFD methods created a foundational physics-based data set to which a neural network could be trained, in addition to a high resolution standard to which lower resolution PC MRI
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**Figure 5.** Patient cerebral flow MRI results. (a) Cerebral 4D flow MRI raw velocity images before and after trained network application. (b) Phase-contrast MR angiogram images before and after trained network application. (c) Near wall velocity contours displayed on cerebrovascular segmentations before and after network application. (d) Wall shear stress plots on a cerebral aneurysm wall. Arrows note key areas of image improvement.
Figure 6. Velocity vectors in select planes of patient cerebrovascular anatomy. (A) Near wall vector alignment and velocity gradients are improved with ML enhancement, as displayed on a transverse plane through an internal carotid artery (ICA) (B) Smoother velocity gradient transitions are observed in the ML enhanced data of a cerebral aneurysm and its surrounding vasculature structure (C) Unrealistic velocity fluctuations are removed during ML enhancement, as observed in the parent vessel surrounding a cerebral aneurysm (D) Near wall velocity characterization is cleaned in a tortuous ICA segment, which had a large impact on quantification of near-wall flow metrics, such as wall shear stress.

Figure 7. Velocity streamlines throughout select patient cerebrovascular anatomy. (A) A broad view of streamlines through the right and left ICA and MCA reveals no major difference in streamlines length or quality between original and enhanced flow fields, however a zoomed in view of an ICA vessel bend in (B) shows that streamlines from the original flow field tend to point and terminate outside of the vessel wall, while streamlines in the enhanced flow field tend to stay normal to the path of flow. (C) Streamlines in an ICA aneurysm (D) Streamlines in an MCA aneurysm.
data could be compared. Furthermore, the use of machine learning techniques allowed for the time-effective utilization of large and complex data sets.

In the training of the network, high resolution "ground truth" CFD data was used as a comparison standard for network output. Through this test, it was shown that manually corrupted velocity data could be largely corrected through application of a CFD-data-trained neural network. That is, the network can certainly learn to partially remove the corruption, although with substantial training time. And, although this test was limited in PC MRI applicability because it only entailed un-corrupting data that was previously manually corrupted, it provided a good check to how the network was adapting in the iterative phase of network development. Additionally, the high resolution CFD data provided a ground truth metric that is otherwise unavailable with in-vivo subject images.

In the first network test, involving high resolution 4D flow MRI on an anatomical-based phantom, the network was also successful in reducing image noise and decreasing velocity RMS error. In this case, the high resolution 24-min 4D flow MRI scan, which is prohibitively long for clinical use, provided a reference standard. Comparisons to this high resolution scan not only displayed the utility of image enhancement that the trained neural network provides, but also demonstrated the large potential for future error reduction over current clinically-used 4 to 12 min protocols. Such phantom studies will be continued for future development of this work, in addition to validation studies with gold-standard experimental techniques.

In addition to the development of PC MRI visualization for cardiovascular flow analysis, there have been many efforts to improve the quantitative capabilities of PC MRI. It is well known that errors in PC MRI velocity estimation can have a large influence on quantitative analysis metrics that are calculated through post-processing. In particular, noise errors, limitations in velocity range acquisition (velocity encoding settings), and near-wall velocity error can negatively affect quantification of metrics such as flow energy dissipation, vorticity, flow distribution, stasis, pressure loss, and wall shear stress, among others. Results of the final network test on the patient 4D flow MRI data demonstrated the potential utility of this proposed method in minimizing these errors. Through application of the trained network on cerebral flow images, a significant reduction in noise and apparent increase in spatial flow resolution were observed. Perhaps more importantly, velocity vector analysis revealed enhancement of near wall velocities, which influenced metrics that are based on near-wall velocity gradients, such as wall shear stress. In nearly every case, the post-enhancement velocity fields had lower near-wall velocities than the original, non-enhanced case. This is consistent with a previous experimental study that suggests standard 4D flow MRI may overestimate velocities in certain areas of cerebral vascular anatomy, such as in aneurysms. A careful review of the qualitative results of this study also supports this notion. A review of the velocity vector plots reveals that the original (pre-enhancement) data sets displayed areas of abrupt velocity transition and velocity "hotspots" near the vessel boundary. In contrast, the ML-enhanced data sets display a more physically realistic velocity gradient that approaches zero near the vessel boundary. Velocity profile

Figure 8. Velocity values from each voxel intersected by planes placed in the ICA and MCA were plotted for 20 pre- and post- enhanced patient cerebrovascular 4D flow MRI cases. (A) Representative ICA and MCA plane locations shown on a cerebrovascular mask. The original (SD for standard) and enhanced (ML for machine learned) 4D flow velocities from the 20 cases were correlated for both the (B) ICA z-direction velocities and the (C) MCA x-direction velocities. Bland Altman plots of these same velocity values were plotted for both the (D) ICA and (E) MCA planar data. Note that the data falling outside of the "normal" range represents near-wall velocity data, which was corrected through enhancement of the near wall velocity gradients through training. The near-wall velocity enhancements had a large impact on wall shear stress quantification.
improvement can be further observed in the quantitative plots of enhanced planar velocities vs original planar velocities. Note that data points that fell out of the "normal" range on correlation and Bland Altman plots were often representative of near-wall velocities. Correction of these points in particular had a large influence on wall shear stress quantification. Such quantification can be particularly important for analysis and treatment planning of pathological cerebral vasculature, such as in the case of cerebral aneurysms. Of additional importance, vorticity and kinetic energy metrics were observed to change in post-trained data. We presume that the bulk of vorticity and kinetic energy change was a result of the lower noise levels and improved near-wall velocity profiles in post-trained images. Lastly, as future work will explore, the CFD-trained network is independent of velocity encoding influence, and therefore may be used to correct areas of low or high velocity that were not fully characterized with in-vivo imaging.

There were a number of limitations in this preliminary study that warrant discussion. First of all, there are many PC MRI errors that were not considered in this work, such as aliasing and phase wrapping, intra-voxel dephasing, image artifacts, resolution limits, and more. It is acknowledged that these could have an influence on error in PC MRI, and they will be further investigated, in terms of their relation to the trained CNN, in future work. Second, the CFD training data set was intended to be preliminary, and therefore is somewhat limited. The data set used in this study was based on small cerebral vessels, with input conditions representative of cerebral flow. Additionally, the data set as a whole (180 simulations) is small relative to typical machine learning standards. Future work will expand the training data sets by introducing a wider variety of vessel types and flow regimes. Lastly, the human subject data application was also limited due to the preliminary nature of this work. Note, however, that ground truth CFD data and phantom data tend to work better with network testing and iteration, as we currently have no way of verifying which in-vivo velocity field (pre- or post-enhancement) is closer to the true velocity field. Accordingly, the network was tested on only twenty human data sets, which had relatively high image quality before enhancement. Future work will expand this human in-vivo data application with the intention of improving the quality of clinically-relevant flow results that can be obtained with 4D flow MRI.

Received: 3 July 2020; Accepted: 29 April 2021
Published online: 13 May 2021

References
1. Sengupta, P. P. et al. Emerging trends in CV flow visualization. JACC Cardiovasc. Imaging 5, 305–316. https://doi.org/10.1016/j.jcmg.2012.01.003 (2012).
2. Berman, S. E. et al. Intracranial Arterial 4D-Flow is Associated with Metrics of Brain Health and Alzheimer's Disease. Alzheimers Dement. (Amst) 1, 420–428. https://doi.org/10.1016/j.jamst.2015.09.005 (2015).
3. Sekine, T. et al. 4D flow MRI assessment of extracranial-intracranial arterial and quantitative evaluation of the hemodynamics. Neuroradiology 58, 237–244. https://doi.org/10.1007/s00234-015-1626-1 (2016).
4. Telischak, N. A., Detre, J. A. & Zaharchuk, G. Arterial spin labeling MRI: clinical applications in the brain. J. Magn. Reson. Imaging 41, 1165–1180. https://doi.org/10.1002/jmri.24751 (2015).
5. Donahue, M. J. & Hendrikse, J. Improved detection of cerebrovascular disease processes: introduction to the Journal of Cerebral Blood Flow and Metabolism special issue on cerebrovascular disease. J. Cereb. Blood Flow Metab. 38, 1387–1390. https://doi.org/10.1177/0271678x17739802 (2018).
6. Beishon, L., Haunt, V. I., Panerai, R. B. & Robinson, T. G. Cerebral hemodynamics in mild cognitive impairment: a systematic review. J. Alzheimers Dis. 59, 369–385. https://doi.org/10.3233/JAD-170181 (2017).
7. Munarriz, P. M. et al. Basic principles of hemodynamics and cerebral aneurysms. World Neurosurg. 88, 311–319. https://doi.org/10.1016/j.wneu.2016.01.031 (2016).
8. Markl, M., Frydrychowicz, A., Kozerke, S., Hope, M. & Wieben, O. 4D flow MRI. J. Magn. Reson. Imaging 36, 1015–1036. https://doi.org/10.1002/jmri.23632 (2012).
9. Johnson, K. M. et al. Improved 3D phase contrast MRI with off-resonance corrected dual echo VIPR. Magn. Reson. Med. 60, 1329–1336. https://doi.org/10.1002/mrm.21763 (2008).
10. Brodwin, M. C. et al. Multi-modality cerebral aneurysm hemodynamic analysis: in vivo 4D flow MRI, in vitro volumetric particle velocimetry and in silico computational fluid dynamics. J. R. Soc. Interface 16, 20190465. https://doi.org/10.1098/rsif.2019.0465 (2019).
11. Rayz, V. L. & Cohen-Gadol, A. A. Hemodynamics of cerebral aneurysms: connecting medical imaging and biomechanical analysis. Annu. Rev. Biomed. Eng. 22, 231–256. https://doi.org/10.1146/annurev-bioeng-092419-061429 (2020).
12. Liang, L. et al. Towards the Clinical utility of CFD for assessment of intracranial aneurysm rupture: a systematic review and novel parameter-ranking tool. J. Neurointerv. Surg. 11, 153–158. https://doi.org/10.1136/neurint-surg-2019-014219 (2020).
13. Busch, J., Giese, D., Wissmann, L. & Kozerke, S. Reconstruction of divergence-free velocity fields from cine 3D phase-contrast flow measurements. Magn. Reson. Med. 69, 200–210. https://doi.org/10.1002/mrm.24221 (2013).
14. Cibis, M. et al. The effect of resolution on viscous dissipation measured with 4D flow MRI in patients with Fontan circulation: Evaluation using computational fluid dynamics. J. Magn. Reson. Med. 80, 298–304. https://doi.org/10.1002/jmrm.25473 (2015).
15. Bakshshinejad, A. et al. Merging computational fluid dynamics and 4D Flow MRI using proper orthogonal decomposition and ridge regression. J. Biomech. 58, 162–173. https://doi.org/10.1016/j.jbiomech.2017.05.004 (2017).
16. Petersson, S., Dryerfeldt, P. & Ebbers, T. Assessment of the accuracy of MRI wall shear stress estimation using numerical simulations. J. Magn. Reson. Imaging 36, 128–138. https://doi.org/10.1002/jmri.23610 (2012).
17. Tager, I. et al. Blood flow imaging by optimal matching of computational fluid dynamics to 4D-flow data. Magn. Reson. Med. https://doi.org/10.1002/mrm.28269 (2020).
18. Rispoli, V. C., Nielsen, J. F., Nayak, K. S. & Carvalho, J. L. Computational fluid dynamics simulations of blood flow regularized by 3D phase contrast MRI. Biomed. Eng. Online 14, 110. https://doi.org/10.1186/s12938-015-0104-7 (2015).
19. Rutkowski, D. R., Medero, R., Garcia, F. J. & Roldán-Alzate, A. MRI-based modeling of spleno-mesenteric confluence flow. J. Biomech. 88, 95–103. https://doi.org/10.1016/j.jbiomech.2019.03.023 (2019).
20. Rutkowski, D. R., Reeder, S. B., Fernandez, L. A. & Roldán-Alzate, A. Surgical planning for living donor liver transplant using 4D flow MRI, computational fluid dynamics and in vitro experiments. Comput. Methods Biomech. Biomed. Eng. Imaging Vis. https://doi.org/10.1080/21681163.2017.1278619 (2017).
21. Nayak, K. S. et al. Cardiovascular magnetic resonance phase contrast imaging. J. Cardiovasc. Magn. Reson. 17, 71. https://doi.org/10.1186/s12968-015-0172-7 (2015).
25. Avendi, M. R., Kheradvar, A. & Jafarkhani, H. Automatic segmentation of the right ventricle from cardiac MRI using a learning-based approach. Magn. Reson. Med. 78, 2439–2448. https://doi.org/10.1002/mrm.26631 (2017).

26. Winther, H. B. et al. v-net: deep learning for generalised biventricular mass and function parameters using multicenter cardiac mri data. JACC Cardiovasc. Imaging 11, 1036–1038. https://doi.org/10.1016/j.jcmg.2017.11.013 (2018).

27. Tan, L. K., McLaughlin, R. A., Lim, E., Abdul Aziz, Y. F. & Liew, Y. M. Fully automated segmentation of the left ventricle in cine cardiac MRI using neural network regression. J. Magn. Reson. Imaging 48, 152–1522. https://doi.org/10.1002/jmri.25932 (2018).

28. Baessler, B. et al. Subacute and chronic left ventricular myocardial scar: accuracy of texture analysis on nonenhanced cine MR images. Radiology 286, 103–112. https://doi.org/10.1148/radiol.2017170213 (2018).

29. Dawes, T. J. W. et al. Machine learning of three-dimensional right ventricular motion enables outcome prediction in pulmonary hypertension: a cardiac MR imaging study. Radiology 283, 381–390. https://doi.org/10.1148/radiol.2016161315 (2017).

30. Kissas, G. et al. Machine learning in cardiovascular flows modeling: Predicting arterial blood pressure from non-invasive 4D flow MRI data using physics-informed neural networks. 358, 112623 (2020).

31. Ferdian, E. et al. 4DFlowNet: super-resolution 4D flow MRI using deep learning and computational fluid dynamics. Front. Phys. https://doi.org/10.3389/fphy.2020.00138 (2020).

32. Chen, H., He, X., Ren, C., Qng, L. & Teng, Q. CISRDCNN: super-resolution of compressed images using deep convolutional neural networks. Neurocomputing 285, 204–219. https://doi.org/10.1016/j.neucom.2018.01.043 (2018).

33. Li, Y., Hu, J., Zhao, X., Xie, W. & Li, J. Hyperspectral image super-resolution using deep convolutional neural network. Neurocomputing 266, 29–41. https://doi.org/10.1016/j.neucom.2017.05.024 (2017).

34. Ko, S. A. & A. S. Super-resolution of magnetic resonance images using deep convolutional neural networks. Ieee Int C Electr Ta (2017).

35. Liu, M. Image inpainting and super-resolution using non-local recursive deep convolutional network with skip connections. Proc Spie https://doi.org/10.1117/12.228220 (2017).

36. Yang, F., Xu, W. & Tian, Y. Image super-resolution using deep convolutional network based on topology aggregation structure. Aip Conf. Proc. https://doi.org/10.1063/1.4993002 (2017).

37. Dong, C., Loy, C. C., He, K. & Tang, X. Image super-resolution using deep convolutional networks. IEEE T. Pattern Anal. 38, 295–307. https://doi.org/10.1109/Tpipan.2015.2439281 (2016).

38. Kim, J., Lee, J. K. & Lee, K. M. Accurate image super-resolution using very deep convolutional networks. Proc. Cvppr IEEE https://doi.org/10.1109/Cvpr.2016.182 (2016).

39. Ren, H., El-Khamy, M. & Lee, J. CT-SRCNN: cascade trained and trimmed deep convolutional neural networks for image super resolution. IEEE West Conf. Appl. https://doi.org/10.1109/Wacr.2018.00160 (2018).

40. Cui, Z., Zhang, H., Shan, S. & Zhong, B. Chen X deep network cascade for image super-resolution. Lect. Not. Comput. Sci. 8693, 49–64 (2014).

41. Song, X., Dai, Y. & Qin, X. Deep depth super-resolution: learning depth super-resolution using deep convolutional neural network. Comput. Vis. Accv 10114, 360–376. https://doi.org/10.1007/978-3-319-54190-7_22 (2019).

42. CW, T., HR, S., SH, L. & IC, L. Depth image super-resolution via multi-frame registration and deep learning. Asia-Pacific Signal and Information Processing Association Annual Summit and Conference (Asip) (2016).

43. Ruedinger, K. L., Medero, R. & Roldán-Alzate, A. Fabrication of low-cost patient-specific vascular models for particle image velocimetry. Cardiovasc. Eng. Technol. 10, 500–507. https://doi.org/10.1007/s13239-019-00417-2 (2019).

44. Roldán-Alzate, A., Francois, C. J., Wieben, O. & Reeder, S. B. Emerging applications of abdominal 4D flow MRI. AJR Am. J. Roentgenol. 207, 58–66. https://doi.org/10.2214/AJR.15.15995 (2016).

45. Dyverfeldt, P. et al. 4D flow cardiovascular magnetic resonance consensus statement. J. Cardiovasc. Magn. Reson. 17, 72. https://doi.org/10.1186/s12968-015-0174-5 (2015).

46. Cibis, M. et al. The effect of spatial and temporal resolution of cine phase contrast mri on wall shear stress and oscillatory shear index assessment. PLoS ONE 11, e0163316. https://doi.org/10.1371/journal.pone.0163316 (2016).

47. Ziegler, M. et al. Visualizing and quantifying flow stasis in abdominal aortic aneurysms in men using 4D flow MRI. Magn. Reson. Imaging 57, 103–110. https://doi.org/10.1016/j.mri.2018.11.003 (2019).

48. Haraldson, H. et al. Assessment of Reynolds stress components and turbulent pressure loss using 4D flow MRI with extended motion encoding. Magn. Reson. Med. 79, 1962–1971. https://doi.org/10.1002/mrm.26853 (2018).

49. Jarvis, K. et al. Caval to pulmonary 3D flow distribution in patients with Fontan circulation and impact of potential 4D flow MRI error sources. Magn. Reson. Med. 81, 1205–1218. https://doi.org/10.1002/mrm.27455 (2019).

50. Watanabe, T. et al. Accuracy of the flow velocity and three-directional velocity profile measured with three-dimensional cine phase-contrast mr imaging: verification on scanners from different manufacturers. Magn. Reson. Med. Sci. https://doi.org/10.2463/mps.2018-0063 (2019).

51. Rutkowski, D. R. et al. Analysis of cavopulmonary and cardiac flow characteristics in fontan Patients: comparison with healthy volunteers. J. Magn. Reson. Imaging. https://doi.org/10.1002/jmri.26583 (2019).

52. Medero, R., Ruedinger, K., Rutkowski, D., Johnson, K. & Roldán-Alzate, A. In vitro assessment of flow variability in an intracranial aneurysm model using 4D flow mri and tomographic PIV. Ann. Biomed. Eng. https://doi.org/10.1007/s41598-021-89636-z (2020).

Acknowledgements
We acknowledge funding from the National Institutes of Health (NIH) R01 NS06698208 (KJ), the University of Wisconsin Cardiovascular Research Center training program funded by NIH T32 HL 007936 (DR), and funding from the machine learning for medical imaging initiative through the University of Wisconsin Departments of Radiology and Medical Physics and the Grainger Institute for Engineering.

Author contributions
K.J. and A.R. planned and provided oversight for the study of this manuscript. D.R. generated computational flow data, performed experiments, and processed and analyzed study results. K.J. developed and executed the MRI simulations and training network implementation. D.R., A.R., and K.J. wrote the main manuscript. All authors reviewed the manuscript.

Competing interests
The authors declare no competing interests.
Additional information
Supplementary information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-89636-z.

Correspondence and requests for materials should be addressed to K.M.J.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021