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Abstract

Generative Adversarial Networks (GANs) have achieved state-of-the-art performance for several image generation and manipulation tasks. Different works have improved the limited understanding of the latent space of GANs by embedding images into specific GAN architectures to reconstruct the original images. We present a novel StyleGAN-based autoencoder architecture, which can reconstruct images with very high quality across several data domains. We demonstrate a previously unknown grade of generalizability by training the encoder and decoder independently and on different datasets. Furthermore, we provide new insights about the significance and capabilities of noise inputs of the well-known StyleGAN architecture. Our proposed architecture can handle up to 40 images per second on a single GPU, which is approximately 28× faster than previous approaches. Finally, our model also shows promising results, when compared to the state-of-the-art on the image denoising task, although it was not explicitly designed for this task.

1. Introduction

Generative Adversarial Networks (GANs) are the current state-of-the-art models in the area of unconditional and conditional image generation. They are applied in various computer vision areas, e.g., image-to-image-translation [15, 45, 14, 34], image superresolution [22, 38, 33], or unconditional generation of various image types [9, 26, 4, 17]. Over time, image quality, resolution, and realism of synthesized images was improved by a large margin [9, 26, 17, 18]. The StyleGAN architecture [18, 19] is one of the current state-of-the-art models for unconditional image generation. The architecture of StyleGAN with its projection into a semantically meaningful latent space \( \mathcal{W} \) and the usage of noise inputs for stochastic variation not only allows to generate a diverse range of images but also enables meaningful image editing operations. Using recent GAN inversion techniques, it is also possible to perform similarly meaningful edit operations on embeddings of real images in the latent space \( \mathcal{W} \). We briefly analyze the related work in Section 2. However, to the best of our knowledge, previous work has not provided complete answers for the following open research questions in the domain of GAN inversion: (1) To what degree does the latent code influence the reconstruction result? (2) Can the stochastic noise provide more than stochastic variations of the generated image? (3) Can a generator model (i.e., StyleGAN) trained in one domain be used to effectively reconstruct images for a different domain? (4) Can an encoder model trained in one domain be effectively used reconstruct images for a different domain?
In this work, we provide answers to all of these questions. We introduce a novel conditional GAN that uses the StyleGAN generator architecture and a ResNet-based encoder model for image reconstruction and present strategies to maximize the semantic meaning of the latent code in Section 3. During the training of our model, we use an off-the-shelf, pre-trained StyleGAN generator as a decoder and train an encoder, while leaving the pre-trained weights of the generator untouched (see Figure 1). We show in Section 4 that our approach is not only able to faithfully reconstruct input images from the domain the generator was trained on, but also from other domains. For example, we show that a StyleGAN generator pre-trained on the FFHQ dataset and an encoder trained to reconstruct images from the FFHQ dataset is able to faithfully reconstruct images from several different LSUN datasets (churches, cats, or bedrooms). Furthermore, we provide in-depth insights into how a pre-trained StyleGAN generator is able to reconstruct images from other data distributions. We conclude our work in Section 5. Overall, our contributions can be summarized as follows: (1) The first approach for faithful cross-domain image reconstruction, based on a fixed generator model, tested on a large variety of images from several domains. (2) Novel insights about the capabilities of noise inputs in StyleGAN. (3) A training scheme that increases the semantic meaning of the latent codes. (4) A fast method that allows embedding of up to 40 images per second on a single GPU (NVIDIA RTX 2080 Ti), which is much faster than other recent GAN inversion models, e.g. by [11], which can process approximately 1.4 images per second. (5) A practical application of our model in the area of image denoising, where we match other state-of-the-art models. Our code and trained models are available online.

2. Related Work

GANs have first been proposed by Goodfellow et al. [9] in 2014. Since then, they have been improved through different measures, such as training at different scales [17], adding novel weight normalization techniques [26] or generating high-resolution images over a diverse set of classes [4].

A recent work by Karras et al. [18] proposes a novel architecture inspired by a work on neural style transfer [13]. They train their StyleGAN architecture on their collected FFHQ dataset containing images of human faces to generate high-quality, realistic images of human faces. Moreover, Karras et al. propose several improvements regarding architecture and normalization methods for StyleGAN in more recent work [19]. In the following, we describe the previous art related to the two tasks covered in our work, image reconstruction and image denoising.

2.1. Image Reconstruction (Embedding, Inversion)

Generative models usually operate on a latent code and/or random noise as an input to generate new images [9][18][19]. Previous work on GAN inversion attempts to understand and interpret the underlying mechanisms of GANs by embedding existing images into a GAN architecture. These works can be roughly divided into two categories.

On the one hand, a given image can be embedded into the latent space of a trained GAN on a per-image basis [2][11][41]. These methods achieve very faithful reconstructions, but require optimization or training a model for each image making image embeddings of large-scale datasets infeasible.

On the other hand, there are works similar to the idea of autoencoder architectures (e.g. [21]) which learn an encoder network for embedding an image. This approach is used e.g. in [28][3][11]. It is computationally efficient, since the learned encoder can retrieve an encoding for a given image. However, learning a code with semantic meaning proves to be a challenge as stated by Zhu et al. [43].

2.2. Image Denoising

A typical application area for image reconstruction is image denoising, where the task is to remove noise from a given noisy image, to restore the original image. Here, we focus on image denoising techniques based on deep neural networks, for more detailed information about image denoising research, please refer to the following survey papers [8][10].

Several neural-network-based image denoising systems have been proposed in the past [16][5][36][40][38][41][22][39]. Some works have been trained for image denoising at fixed noise level [5], while others are able to denoise noisy images with various noise levels. Over time, the most common approach shifted from directly predicting the denoised image to predicting residual/noise images which are then subtracted from the input image, returning the denoised image [27][39]. Based on this residual prediction strategy, further enhancements have been proposed. Zhang et al. propose multiple extensions, i.e. using multiple Convolutional Neural Networks (CNNs) based denoising networks and model based optimization [40], providing an extra noise level map as auxiliary input to the neural network [38][41], or creating specific network architectures for image denoising [38].

3. Method

In this section, we describe the method that we are using for the reconstruction of arbitrary input images (not limited to the training domain) by using a generative model that has only been trained for unconditional generation in a certain domain, e.g., face images (see Figure 1). In the following, we first introduce our overall architecture of the autoen-
Figure 2: An overview of the structure of our proposed autoencoder. The autoencoder consists of an encoder and a pre-trained StyleGAN 1 or 2 as decoder. Our encoder consists of multiple ResNet blocks, each followed by convolutional layers that predict part of the latent code or a noise map. Each output of the encoder is then used by the pre-trained StyleGAN to reconstruct the input image. As indicated in the figure, some parts of the model can be switched on or off, depending on the StyleGAN version or latent projection strategy we use.

The decoder that we use for image reconstruction (see Figure 2), split into the decoder (Section 3.1) and the encoder (Section 3.2). During our experiments, we discovered how the encoder uses the noise maps instead of the latent code for image reconstruction (more details in Section 4.2). Therefore, we further developed two methods to reduce this behavior and instead maximize the semantic meaning of the latent code (see Section 3.3). Finally, we describe the training details used in our experiments (see Section 3.4).

3.1. Decoder Architecture

For our experiments, we use generators based on StyleGAN [18] and the improved version of StyleGAN [19] as our decoder network. In the following we refer to the models based on the first version of StyleGAN [18] as “StyleGAN 1” and models based on the improved version of StyleGAN [19] as “StyleGAN 2”.

The StyleGAN architecture currently sets the state-of-the-art in unconditional high-resolution image generation for a multitude of different natural image categories such as faces, buildings, and animals. In order to generate high quality and high resolution images, StyleGAN 1 and StyleGAN 2 make use of a specialized generator architecture that is based on the idea of progressive growing for GANs [17].

All in all, the generator consists of three main components. The first component is the mapping network that converts a latent vector \( z \in \mathbb{Z} \) with \( \mathbb{Z} \in \mathbb{R}^n \) into an intermediate latent space \( w \in \mathbb{W} \) with \( \mathbb{W} \in \mathbb{R}^m \). The mapping network is implemented using a multilayer perceptron that typically consists of 8 layers with Leaky ReLU [24] as activation function. The resulting vector \( w \) in that intermediate latent space is then transformed using learned affine transformations and used as an input to a synthesis network.

The second important component is stochastic noise, which is another input to the generator network. Stochastic noise is added in the form of single channel images, where the value of each pixel is individually drawn from a normal distribution. We denote these noise images as noise maps in the remainder of this paper. In the original works [18, 19], the authors add these noise inputs in order to generate stochastic detail. However, in our experiments (see Section 4) we show that these noise maps can be used for even more than the generation of stochastic detail.

The third component is the synthesis network. It consists of multiple blocks that each take three inputs. First, they take a feature map that contains the current content information of the image that is to be generated. Second, each block takes a transformed representation of the vector \( w \) as an input to its style parts. These style parts are implemented differently in the two versions of StyleGAN. In StyleGAN 1 the Adaptive Instance Normalization (AdaIN) [13] is used to guide the normalization of the feature map. In StyleGAN 2 AdaIN is not used anymore, because AdaIN leads to characteristic artifacts in images generated by StyleGAN 1. The artifacts are mitigated by the introduction of novel modulation and demodulation operations. The noise input is
then added to the network after a normalization of the feature map. The resulting feature map is then fed to the next block, which performs the same steps again and includes an upsample operation in every second block.

We note that we use the proposed decoder architectures, StyleGAN 1 and StyleGAN 2, as is and without any changes.

3.2. Encoder Architecture

The second part of the autoencoder architecture is our encoder (see Figure 2). The encoder is a fully convolutional network, that predicts latent vectors either in \( \mathcal{Z} \) or in \( \mathcal{W} \) and noise maps for each resolution of the generated images. If we predict the latent vectors in \( \mathcal{W} \), we follow the notion of \( \mathcal{W}^- \) and name this space \( \mathcal{W}^+ \). Our fully convolutional network follows a residual structure \( [12] \) and predicts latent vectors and all noise vectors following the U-Net architecture \( [30] \) (see the supplementary material for further details). The predicted latent vectors and noise maps are then used as an input to a pre-trained StyleGAN 1 or StyleGAN 2 based generator, which is not updated during the training process of the encoder.

3.3. Maximizing the Semantic Meaning of the Latent Code

We use a two-stage training scheme to increase the semantic meaning of the latent code. The first stage disables learning (or usage) of the noise maps, forcing the model to only rely on the latent code for reconstruction. The second stage then fine-tunes (or extends) the model to further improve the reconstruction results by training the layers responsible for predicting the noise maps. We employ two different ways to achieve this goal.

Two Networks. On the one hand, we use two independent encoder networks \( L \) and \( N \), where \( L \) predicts the latent code and \( N \) predicts the noise maps. This allows us to train only \( L \) during the first stage, while disabling \( N \), thus forcing the model to use the latent code for the best result. In the second stage, we then use the pre-trained \( L \) and only train \( N \).

Learning Rate. On the other hand, we use only one encoder model. We adapt the learning rate or disable learning of the projection layers, \( P_{\text{latent}} \) and \( P_{\text{noise}} \), predicting the latent code and the noise maps, respectively (see Figure 2). During the first stage, we only train \( P_{\text{latent}} \) (projecting into \( \mathcal{Z} \) or \( \mathcal{W}^+ \)) and do not train the \( P_{\text{noise}} \) layers. In the second stage, we train all layers of our model, but we use different learning rates for different parts of the network. \( P_{\text{noise}} \) layers are trained with the regular learning rate, whereas the learning rate for the backbone and \( P_{\text{latent}} \) is reduced, e.g., multiplied by \( \frac{1}{100} \).

The second method is more efficient, since it only requires one encoder network. However, it is also susceptible to unlearn the usage of the latent code during stage two of the training if the learning rate is not tuned carefully. We discuss the effect and results of both training strategies in Section 4.3 and our supplementary material.

3.4. Training Details and Loss Function

We use two different loss functions for the training of our models. These loss functions are only used to update the weights of the encoder, the weights of the decoder (a pre-trained StyleGAN) are fixed. On the one hand, we use Mean Squared Error (MSE) between the pixels of the generated image and the reconstructed image. On the other hand, we utilize the Learned Perceptual Image Patch Similarity (LPIPS) \( [42] \) metric for judging the reconstruction quality. The resulting loss function is the following:

\[
L(x, y) = \mathcal{L}_{\text{mse}}(x, y) + \mathcal{L}_{\text{lpips}}(x, y).
\]

With \( x, y \in \mathbb{R}^{[H,W]} \) being the input image and desired output image with three channels, height \( H \) and width \( W \), respectively. \( \mathcal{L}_{\text{mse}} \) and \( \mathcal{L}_{\text{lpips}} \) denote MSE and LPIPS loss, respectively.

4. Results and Discussion

In this section, we show experimental results of our approach on different datasets and two different tasks, image reconstruction and image denoising. First, we show that we are able to faithfully reconstruct images with our presented autoencoder architecture with a StyleGAN decoder pretrained on the FFHQ dataset \( [18] \) and an encoder trained on the same dataset. Second, we show the results for cross-domain reconstruction, where the encoder is trained on a different dataset, but the same pre-trained StyleGAN decoder (trained on FFHQ) is used. Third, we investigate how high-quality reconstruction is possible in this setting by examining the role of the noise maps in StyleGAN. Afterwards, we present the results for our two-stage training method to increase the semantic meaning of the latent code. Finally, we show the capabilities of our model when applied for the task of image denoising.

4.1. Experimental Setup

We implement our model using PyTorch \( [27] \). We use the FFHQ dataset \( [18] \) for high-quality images of human faces, and three LSUN datasets \( [37] \), each of which contains only images of one type: churches, bedrooms, and cats. We use the following three metrics on the given validation sets to evaluate our models: (1) The FID \( [32] \) of reconstructed images with the original images (using a sample size of 50,000 images). Furthermore, we calculate (2) PSNR and (3) SSIM \( [35] \) between each input and its corresponding reconstructed image to measure the reconstruction quality. Further details, such as, system details, number of itera-
### 4.2. FFHQ-based Image Reconstruction

In our first set of experiments, we determined how well our autoencoder architecture (introduced in Section 3) is able to reconstruct images of the FFHQ dataset [18] when using a StyleGAN model pre-trained on the FFHQ dataset. In this line, we trained a range of different encoders, using both StyleGAN 1 and StyleGAN 2 decoders. Furthermore, we examined the influence of different latent code projection strategies. On the one hand, we project into $\mathbb{Z}$ and use the mapping network for creating a single vector in $\mathbb{W}$. On the other hand, we project into $\mathbb{W}^+$, using multiple latent vectors.

The quantitative results (see the highlighted first row in Table 1) show, that our autoencoder is able to perform reconstruction for different datasets with overall high quality. Note that even though both encoder and decoder were trained on FFHQ only, they show a high reconstruction quality when evaluated on other datasets, e.g., containing churches, bedrooms, or cats. The similarity metrics PSNR and SSIM also clearly show the advantages of using the projection strategy $\mathbb{W}^+$ over $\mathbb{Z}$.

The qualitative results also show nearly no perceptual differences (see first two columns of Figure 3). However, we can see that the models based on StyleGAN 1 exhibit the “bubble” artifacts typical for images produced by StyleGAN 1 [19]. The absence of these artifacts in the reconstructed images of the StyleGAN 2 based models is most likely the reason for the better quantitative results.

| Training Dataset, StyleGAN Version, Projection Target | FFHQ | Church | Bedroom | Cat |
|------------------------------------------------------|------|--------|---------|-----|
| FFHQ, 1, $\mathbb{Z}$                               | 9.85 | 25.03  | 0.91    |     |
| FFHQ, 1, $\mathbb{W}^+$                             | 0.64 | 25.54  | 0.94    |     |
| FFHQ, 2, $\mathbb{Z}$                               | 3.92 | 24.39  | 0.88    |     |
| FFHQ, 2, $\mathbb{W}^+$                             | 0.75 | 29.11  | 0.95    |     |
| Church, 1, $\mathbb{Z}$                             | 17.28| 19.83  | 0.86    |     |
| Church, 1, $\mathbb{W}^+$                           | 3.30 | 20.99  | 0.90    |     |
| Church, 2, $\mathbb{Z}$                             | 12.24| 20.92  | 0.83    |     |
| Church, 2, $\mathbb{W}^+$                           | 2.33 | 23.10  | 0.91    |     |
| Bedroom, 1, $\mathbb{Z}$                            | 5.82 | 23.14  | 0.91    |     |
| Bedroom, 1, $\mathbb{W}^+$                          | 1.60 | 24.10  | 0.91    |     |
| Bedroom, 2, $\mathbb{Z}$                            | 7.17 | 22.70  | 0.87    |     |
| Bedroom, 2, $\mathbb{W}^+$                          | 1.59 | 26.44  | 0.93    |     |
| Cat, 1, $\mathbb{Z}$                                | 39.65| 24.60  | 0.92    |     |
| Cat, 1, $\mathbb{W}^+$                              | 1.12 | 24.94  | 0.93    |     |
| Cat, 2, $\mathbb{Z}$                                | 5.31 | 23.61  | 0.90    |     |
| Cat, 2, $\mathbb{W}^+$                              | 1.34 | 28.38  | 0.95    |     |

Table 1: The results of our reconstruction experiments. We use a StyleGAN model for decoding, which was pre-trained on the FFHQ dataset [18] and is not updated during the training of the encoder. Only the first highlighted row uses an encoder which is also trained on FFHQ, the other encoders are trained on different LSUN datasets [37]. The first column shows the dataset, the version of StyleGAN (1, 2), and the projection target ($\mathbb{Z}, \mathbb{W}^+$). Each model is evaluated on different datasets and we report Frechet Inception Distance (FID), Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM).
The Significance of Noise for Image Reconstruction

To understand how our reconstruction model can produce such high quality results, we examined the latent code and the noise maps predicted by our model. First, we directly visualized the (normalized) noise maps predicted by our encoder (see Figure 4). It is clearly visible that the encoder learns to use the noise maps for retaining the content of the input image, especially in the noise maps of higher resolution. This is an interesting observation, since the work of Karras et al. shows that the latent code provides semantic meaning [18, 19] and the noise only provides semantically irrelevant details when used for a regular image generation task. During reconstruction the roles seem effectively reversed, the latent code is barely used to store information, instead the noise maps capture the information up to a pixel level.

To further analyze the meaning of the noise maps, we multiplied the value of each pixel in a noise map with a factor from the interval $[-2, 3]$ and examined the reconstructed image. The results (see Figure 5, an extended version is included in the supplementary material) show that the encoder uses the noise maps not only to capture the content of the image, but can also (at least to some degree) encode the colors of each pixel in these noise maps.

4.3. Semantic Image Reconstruction

Similarly, we examined the semantic meaningfulness of the latent code with sample interpolations between two images (see Figure 6) based on a StyleGAN 2 decoder trained on FFHQ. This visualization shows, that a model simply trained for reconstruction is not able to perform semantic interpolation. It is visually more similar to an alpha blending between two images. Thus, it seems the influence of the latent code is degraded in such a way that it is only used to provide some basic colors for the resulting image and the resulting reconstruction completely depends on the predicted noise maps.

However, we also tested our improved two-stage training strategy (introduced in Section 3.3) to find a more meaningful (semantic) latent code and perform more meaningful semantic interpolations. The results of the two network strategy (see Figure 6b) show that the semantic latent code captures the coarse structure of the content, but fine details are still added by the predicted noise maps. We also observe that the interpolations seem to be more reasonable, but the visual quality of images reconstructed by using only the latent code is still visibly lower than the original images. When incorporating the predicted noise maps on top of the semantic latent codes, the quality increases, but can not achieve the same level compared to our other experiments (the metrics and visualized interpolations for these models are included in the supplementary material). The results of the learning rate strategy can achieve similar results (see the supplementary material for details), however we found it can be tedious to find the optimal learning rates. Without careful tuning of the actual learning rate in stage 2, the model unlearns the previously learned semantic meaning of the latent code.

4.4. Reconstruction Speed

We reproduced the approach of Abdal et al. [2, 1] to measure its speed and found it needs approximately 7 minutes for a single image on a RTX 2080 Ti GPU. The approach of Guan et al. [11] is much faster, but still needs about 0.71 seconds per image on a Tesla V100 GPU, meaning they can process about 1.4 images per second. For comparison, our model can process approximately 40 images per second on a RTX 2080 Ti GPU, while still producing reconstructions with very high perceptual quality.

4.5. Image Denoising

As a second task, we tested the capabilities of our approach on the exemplary application of image denoising. As already introduced in Section 2, several deep learning based image denoising techniques have been proposed in the past. We note that our model was not specifically designed as an
image denoising network, unlike approaches from other related work. Compared to other works, our model harnesses the generative power of StyleGAN to directly predict the denoised image without the need for a residual image that is subtracted from the noisy input image.

For image denoising, we trained multiple models and compare them to the state-of-the-art in image denoising on the BSD68 [31] and the SET 12 [25] benchmark datasets. We trained models based on StyleGAN 1 and StyleGAN 2 (both pre-trained on the FFHQ dataset), with latent code embedding into $Z$ and $W^+$, and use the ImageNet dataset [7] for training the encoder. We report the average PSNR and SSIM of our model on different noise levels $\sigma = 15, 25, \text{ and } 50$ on the benchmark datasets in Table 2. The qualitative results can be seen in Figure 7. Our results show that our model is able to perform image denoising at a level close to the state-of-the-art, even though our network has not been designed with the application of image denoising in mind. Some ideas mentioned in related work (e.g., network design decisions, similar to [22] or [38]) could be used to boost the performance of our model, but such improvements are out of the scope of this work, since here we only want to show that such an application is possible.

The results are nonetheless quite interesting considering the generator of the network has never been trained for image reconstruction and also never for the creation of images apart from faces of the FFHQ dataset. Another observation based on the qualitative results of the denoised images is that our model not only removes noise from an image, but also performs a slight shift in colors similar to a color correction operation. Since changing the colors might be an unwanted result when removing noise from input images, the model might perform even better in the quantitative analysis, without this kind of color correction. This behavior is an interesting property of our overall model and opens up further application possibilities of our proposed network in future work.

5. Conclusion

In this work we showed a novel approach, which can achieve high-quality image reconstruction results. In contrast to previous work, our model is highly efficient and can be applied for cross-domain image reconstruction. We showed that a pre-trained StyleGAN generator can be used to reconstruct images from virtually any dataset. We pro-
Figure 6: Two images showcasing the behaviour of our models when interpolating latent code and noise maps between two reconstruction images based on two of our training strategies. Both encoders embed into $W^+$ of a StyleGAN 2 decoder pre-trained on the FFHQ dataset. The rows of each image show the following: The first row shows the interpolation between predicted latent code and noise at the same time. The second row shows the interpolation of only the latent code, using a fixed random noise. The third row shows the interpolation of only the noise maps, using the fixed latent code of the left image.

(a) Regular training approach.
(b) Two-stage training with two networks (see Section 3.3).

Table 2: Average PSNR/SSIM results of our model compared to state-of-the-art image denoising models. **Bold font** indicates the best performing result.

| Dataset | Set12 | BSD68 |
|---------|-------|-------|
|         | 15    | 25    | 50    | 15    | 25    | 50    |
| Liu et al. [22] | 33.15/0.90 | 30.79/0.87 | 27.74/0.81 | 31.86/0.90 | 29.41/0.84 | 26.53/0.74 |
| Zhang et al. [41] | 32.75/- | 30.43/- | 27.32/- | 31.63/- | 29.19/- | 26.29/- |
| Zhang et al. [38] | 33.25/- | 30.94/- | 27.90/- | 31.91/- | 29.48/- | 26.59/- |
| StyleGAN 1, $Z$ | 24.67/0.82 | 24.13/0.76 | 22.27/0.60 | 24.59/0.86 | 24.48/0.83 | 23.71/0.73 |
| StyleGAN 1, $W^+$ | 26.42/0.87 | 25.93/0.81 | 24.18/0.64 | 25.17/0.91 | 25.02/0.87 | 24.78/0.77 |
| StyleGAN 2, $Z$ | 26.02/0.84 | 25.58/0.80 | 23.88/0.67 | 24.70/0.85 | 24.76/0.83 | 24.30/0.75 |
| StyleGAN 2, $W^+$ | 27.46/0.88 | 27.08/0.85 | 24.94/0.71 | 27.57/0.92 | 27.46/0.89 | 26.22/0.81 |

Figure 7: Qualitative results of our model on the image denoising task. We show two examples. The example on the top is from the BSD68 dataset and the example on the bottom from the Set12 dataset. For denoising, we used an autoencoder trained for denoising with an encoder embedding into the $W^+$ space of a StyleGAN 2 pre-trained on FFHQ. For creating the noisy image, we used additive gaussian white noise with a standard deviation of 50.
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In future work, we would like to investigate further application possibilities of our proposed autoencoder architecture, e.g., applications in the area of image-to-image translation.

vided an in-depth analysis of the causes for this behavior and found that the stochastic noise inputs, which are only meant to produce stochastic variations, can be used to capture small details, and manipulate colors of images generated by StyleGAN without using the latent code. Since we can circumvent using the latent code, the latent code loses its semantic expressiveness. However, we proposed a two-stage training strategy for two slightly different architectures, which increases the semantic expressiveness of the computed latent code without decreasing the reconstruction quality by a large margin.

In future work, we would like to investigate further application possibilities of our proposed autoencoder architecture, e.g., applications in the area of image-to-image translation.
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A. Further Implementation Details

We implemented our model in PyTorch, as already stated in the main paper. We based our implementation of the StyleGAN 1 and StyleGAN 2 models on freely available re-implementations of StyleGAN 1 and StyleGAN 2. Our code is also available on Github and our training logs can be viewed online.

We perform our experiments on a range of different GPUs with at least 11 GB of GPU memory. For all of our experiments, we train a model for 100 000 iterations, using two GPUs with a batch size of 4 per GPU. We use the Adam optimizer with a cosine annealing learning rate schedule and an initial learning rate of 0.0001. During the preprocessing, all input images are resized to 256 x 256 pixels, disregarding aspect ratios.

Network Details Our encoder is based on the ResNet architecture, but does not follow the layout of other well-known ResNet feature extractors, e.g. ResNet-18, or ResNet-152. Instead, the number of convolutional layers in our feature extractors depends on the resolution of the input image. The number of necessary ResNet blocks can be calculated using the following formula:

\[
\text{number of blocks} = 2 + 2 \cdot (\log_2(\text{insize}) - \log_2(\text{outsize})).
\]

We first start with two "start blocks", then we use two ResNet blocks for each resolution from input size to output size of the encoder. The output size of the encoder is typically set to 4, whereas we use 256 as our input size. When using 256 and 4 as an input and output size, respectively, we get the following number of ResNet blocks:

\[
\begin{align*}
\text{number of blocks} &= 2 + 2 \cdot (8 - 2) \quad (3) \\
                      &= 2 + 2 \cdot 6 \quad (4) \\
                      &= 14. \quad (5)
\end{align*}
\]

Following each ResNet block, the network splits into three branches. If we use StyleGAN 1 as decoder, we only split after the first ResNet block of each resolution. The first split is followed by a global average pooling and a 1 x 1 convolution that predicts parts of the latent code. The second split is followed by a 1 x 1 convolution that is used to predict the noise map for the current feature map resolution. The third branch goes to the next ResNet block. Please see Figure 2 of the main paper for a structural overview.

B. Experimental Results on Further Pre-Trained StyleGAN Models

In order to show that reconstruction with StyleGAN does not only work with a generator pre-trained on the FFHQ dataset, we also performed experiments with generators pre-trained on the datasets LSUN church and LSUN cat. The results of these experiments show that our approach is also applicable to other pre-trained generators and reaches a very similar performance on a range of different datasets. Please note, that here we only experimented with models based on StyleGAN 2, since we were not able to get pre-trained models for the Pytorch implementation of StyleGAN 1 that we base our work on, but we are absolutely certain that we can reach the same results with models based on StyleGAN 1. We show the quantitative results of our experiments in Table 3 and Table 4. Furthermore, we also show more image reconstruction results in Figure 8a and Figure 8b.

Further Visualizations Explaining the Role of Noise

In Figures 9, 10, and 11 we show more detailed results of our noise shifting experiments. These experiments show that noise is used in several ways: (1) Noise can be used to control the content of the generated image. (2) Noise can be used to control the colors of individual pixels of the generated image. (3) A StyleGAN model trained on one dataset can make use of noise in a different way than a StyleGAN model trained on a different dataset, i.e. the color coding depends on the StyleGAN model and used dataset for training the StyleGAN model.

Further Visualizations Showing Interpolation Results

In Figure 12 we show further interpolation results. Again, we can observe that models trained with the two network approach provide more meaningful interpolations. We can also make the following observations: (1) If using a model trained on another domain than the input image, e.g. a model trained to reconstruct FFHQ using the two network strategy and using images from the LSUN church dataset (see Figure 12b), we can see that the encoder explicitly learns to embed the latent code into the regions where faces can be generated, regardless of the input image. We can hence conclude that the encoder does not learn anything about the content of the image when embedding into the latent code. (2) In Figure 12b and Figure 12d we can observe that the predicted noise maps are “rendered” on top of the results of the latent code. This might be because the two networks in our two network architecture are independent of each other. In the future it might be worthwhile to
achieve a closer coupling of noise and latent code in the two network approach. (3) Overall, we can observe that, when not training with the two network strategy, the latent code is only used to add color variations into the resulting images. This can, for instance, be observed in Figure 12a in the second-to-right image in the bottom-most row. Here, we can see that the latent code also influences the colors of the resulting image, since the image on the right is the reconstruction of the second image without any interpolation between the two input images.

Since, we also want to compare the two approaches for maximising the semantic meaning of the latent code, we provide a comparison of interpolations for the approaches based on the two network and the learning rate strategy in Figure 13. We can observe that the learning rate split strategy produces better qualitative results. However, it is very difficult to achieve these results for each StyleGAN version, since the learning rate has to be tuned specifically.

C. Quantitative Reconstruction Results of our Two Network Models

In Table 5 we show quantitative results for reconstruction on multiple datasets when using a model trained with the two network strategy. The results show that a model trained with the two network strategy is still able to provide meaningful reconstructions. However, the results also show that the resulting reconstructions are of worse quality than the reconstructions that nearly completely rely on the noise input. Furthermore, we can see that the resulting models are not well suited for cross domain reconstruction. We argue that this is because the latent code is specialized to a specific dataset/data distribution and is not able to handle inputs that are different, since the encoder has learned to project the input image into the regions of the latent space for the specific type of data it has been trained for. From these observations we conclude that our models, which are not trained to maximise the semantic meaning of the latent code, are so versatile, because they learn to encode the content of the image in the noise maps and to use the values of each pixel to further encode the color of the pixel, making them independent of the latent code in StyleGAN, which is adjusted for one distribution only. However, it would be interesting to investigate the latent projections of different encoders to learn more about the structure of the latent code in StyleGAN. We leave these experiments open for future work.
(a) Results for models based on StyleGAN models pre-trained on the LSUN Cat dataset.

(b) Results for models based on StyleGAN models pre-trained on the LSUN Church dataset.

Figure 8: Results of further Reconstruction experiments with StyleGAN models pre-trained on other datasets than FFHQ. Images in the first row are real images, images in the following rows are reconstructions where the naming is as follows: StyleGAN variant, latent projecting strategy. Best viewed in color.
Figure 9: Longer version of noise shifting experiments with a StyleGAN 2 generator pre-trained on the FFHQ dataset. Each column shows the results when “shifting” each pixel of the corresponding noise map shown in the first row of the column by multiplying the noise map with the factors indicated at the left side. It is clearly visible that the noise maps are not only used to encode the content of an image, but that noise can also be used to encode color and contrast of images. However, not all noise maps are necessary for this color coding, as the result does not change for some noise maps, regardless of the factor used.
Figure 10: Further results of noise shifting experiments. Here we show the results with a StyleGAN 2 generator pre-trained on the LSUN church dataset. The semantics are the same as in Figure 9. Here it is also clearly visible that the noise maps are not only used to encode the content of an image, but that noise is also used to encode color and contrast of images, but for this model different noise maps are used and the color model encoded is also different.
Figure 11: Further results of noise shifting experiments. Here we show the results with a StyleGAN 2 generator pre-trained on the LSUN cat dataset. The semantics are the same as in Figure 9 and Figure 10. Here it is also clearly visible that the noise maps are not only used to encode the content of an image, but that noise is also used to encode color and contrast of images, but for this model different noise maps are used and the color model encoded is again different.
Figure 12: Several images showcasing the behaviour of our models when interpolating latent code and noise maps between two input images. We can observe that models trained without the two network strategy do not make any "intelligent" use of the latent code. The latent code is only used to encode some colors, as can be seen in the second-to-right image in the bottom-most row in (a) and (c), since these images should show the target image, which is the right-most image in each row. For the other models, we can observe that our two network strategy can only be used to faithfully reconstruct images of the same data distribution. A semantically meaningful interpolation can be observed in (b), but since the base model was trained on the FFHQ dataset, the latent code can only directly be used to generate faces. The results in (d) are similar to the results in the main paper, but here we can also see that noise is only rendered on top of the image generated by the latent code.
| Training Dataset, StyleGAN Version, Projection Target | FFHQ | Dataset and Metric for Evaluation | Church | Bed | Bed | Cat |
|------------------------------------------------------|------|----------------------------------|--------|-----|-----|-----|
|                                                      | FID↑ | PSNR↑ | SSIM↑ | FID↑ | PSNR↑ | SSIM↑ | FID↑ | PSNR↑ | SSIM↑ | FID↑ | PSNR↑ | SSIM↑ |
| FFHQ, 2, Z                                          | 5.87 | 25.19 | 0.91 | 8.28 | 19.95 | 0.84 | 4.96 | 23.45 | 0.89 | 3.90 | 22.65 | 0.87 |
| FFHQ, 2, W+                                         | 0.37 | 29.48 | 0.96 | 1.21 | 23.99 | 0.93 | 0.48 | 27.96 | 0.96 | 0.83 | 25.95 | 0.93 |
| Church, 2, Z                                        | 13.31| 21.04 | 0.86 | 2.58 | 22.92 | 0.89 | 4.04 | 22.85 | 0.89 | 5.95 | 21.56 | 0.86 |
| Church, 2, W+                                       | 2.06 | 24.18 | 0.92 | 0.19 | 30.12 | 0.96 | 0.40 | 27.73 | 0.96 | 0.96 | 25.40 | 0.92 |
| Bedroom, 2, Z                                       | 8.05 | 24.07 | 0.90 | 3.05 | 22.45 | 0.88 | 2.28 | 26.17 | 0.92 | 2.85 | 23.70 | 0.89 |
| Bedroom, 2, W+                                      | 0.75 | 26.75 | 0.94 | 0.62 | 26.69 | 0.95 | 0.17 | 31.64 | 0.97 | 0.53 | 27.28 | 0.93 |
| Cat, 2, Z                                           | 10.72| 24.31 | 0.91 | 4.12 | 22.23 | 0.87 | 4.62 | 24.87 | 0.90 | 3.62 | 24.42 | 0.90 |
| Cat, 2, W+                                          | 0.92 | 28.06 | 0.95 | 0.48 | 28.15 | 0.96 | 0.25 | 30.55 | 0.97 | 0.48 | 28.60 | 0.94 |

Table 3: The results of further reconstruction experiments. We use a StyleGAN model for decoding, which was pre-trained on the LSUN cat dataset and not updated during the training of the encoder. We train the decoder of our models on different datasets (FFHQ and LSUN datasets), StyleGAN 2, and different projection targets (Z, W+) as shown in the first column. We evaluate each model on different datasets and report FID, PSNR, and SSIM.

| Training Dataset, StyleGAN Version, Projection Target | FFHQ | Dataset and Metric for Evaluation | Church | Bed | Bed | Cat |
|------------------------------------------------------|------|----------------------------------|--------|-----|-----|-----|
|                                                      | FID↑ | PSNR↑ | SSIM↑ | FID↑ | PSNR↑ | SSIM↑ | FID↑ | PSNR↑ | SSIM↑ | FID↑ | PSNR↑ | SSIM↑ |
| FFHQ, 2, Z                                          | 2.89 | 26.52 | 0.93 | 2.59 | 21.75 | 0.91 | 1.33 | 25.41 | 0.94 | 1.66 | 23.77 | 0.91 |
| FFHQ, 2, W+                                         | 0.33 | 29.32 | 0.96 | 0.87 | 24.29 | 0.94 | 0.41 | 27.77 | 0.96 | 0.67 | 25.88 | 0.93 |
| Church, 2, Z                                        | 6.75 | 21.82 | 0.89 | 0.85 | 25.69 | 0.92 | 1.92 | 23.77 | 0.92 | 2.52 | 22.49 | 0.89 |
| Church, 2, W+                                       | 2.05 | 24.34 | 0.92 | 0.18 | 29.62 | 0.95 | 0.44 | 27.74 | 0.96 | 0.88 | 25.36 | 0.92 |
| Bedroom, 2, Z                                       | 5.19 | 24.55 | 0.91 | 1.72 | 23.86 | 0.92 | 0.87 | 27.63 | 0.94 | 1.50 | 24.22 | 0.90 |
| Bedroom, 2, W+                                      | 0.83 | 26.84 | 0.94 | 0.72 | 26.59 | 0.95 | 0.16 | 31.58 | 0.97 | 0.53 | 27.25 | 0.93 |
| Cat, 2, Z                                           | 6.33 | 25.36 | 0.91 | 1.58 | 24.72 | 0.92 | 1.16 | 26.77 | 0.94 | 1.58 | 25.22 | 0.91 |
| Cat, 2, W+                                          | 0.56 | 28.25 | 0.95 | 0.36 | 28.28 | 0.96 | 0.17 | 30.72 | 0.97 | 0.38 | 28.63 | 0.94 |

Table 4: The results of further reconstruction experiments. Here, we use a StyleGAN model for decoding, which was pre-trained on the LSUN church dataset and not updated during the training of the encoder. We train the decoder of our models on different datasets (FFHQ and LSUN datasets), StyleGAN 2, and different projection targets (Z, W+) as shown in the first column. We evaluate each model on different datasets and report FID, PSNR, and SSIM.
Figure 13: Further images showcasing the behavior of our models when interpolating latent code and noise maps between two input images. Here, we used models trained on StyleGAN 1 that project into $\mathcal{W}^+$. We compare plain projection into $\mathcal{W}^+$, our two network strategy and our learning rate strategy to maximise the semantic meaning of the predicted latent code. We can observe that the results of the two network and the learning rate strategy (see a and b) are of similar visual quality. However, the reconstructions in a have a slightly better visual quality and also the interpolations seem to be more reasonable. We conclude that the learning rate strategy is superior to the two network strategy, but it is more difficult to find the correct learning rate ratio, as already discussed in the main paper.