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Abstract: In this paper, the available methods and procedures for creating equivalents for the analysis of electromagnetic transients in power systems are presented and discussed. General requirements of power system representation during simulation of electromagnetic transients are shown. The main available procedures are shown, along with an assessment of their advantages and disadvantages. Methods to search for the optimal replacement of structures in time and frequency domains are discussed. Optimization and direct methods in the frequency domain are presented. Each of these methods is discussed with respect to their possible use in determining the structure of the equivalent circuit for the study of electromagnetic phenomena. Methods to reduce a complex power system, as one of the approaches to determining the structure and parameters of the equivalent circuit, are also presented. Contraindications to the search for equivalents in the frequency domain to study electromagnetic transients are discussed. An analysis of methods for the identification of parameters of the equivalents is presented. The latest advances in the search for the structure and parameters of equivalents are presented, particularly the use of artificial neural networks in the process of replacing parts of systems. Finally, the analyses conducted in this study, together with recommendations regarding the choice of the procedure during the search for equivalents for the analysis of electromagnetic transient phenomena, are summarized.
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1. Introduction

Historical Review of Research

The currently operating interconnected power systems cover large geographic areas and millions of devices. For a large complex system, its complete mapping for the analysis of electromagnetic transients is neither necessary nor practically possible. When studying dynamic phenomena in a system, the main focus is on waveforms occurring only in a certain part of the system. Very often, this part is defined as the internal system, and the rest is defined as the external system. Static and dynamic reduction of the external system or its equivalent is a process of reducing the complexity of external models of the system while maintaining its influence on the obtained test results. In this way, complex system models can be significantly reduced with satisfactory accuracy with regard to a given phenomenon.

It should be noted that in some cases, the area of interest is limited to a network supplied by a single system, as in Figure 1a. When performing calculations (short-circuit or flow-through), only a small part of the entire large power grid is usually of interest. The question is whether it is correct to calculate the size in a small part of the network without taking into account the influence of the rest of the system. The reality, however, is more complex, as shown in Figure 1b,c. The situation in Figure 1c is particularly complicated but the most realistic. The examined object is in the middle of a system in which there are mutual connections and dependencies.
Figure 1. Investigated object supplied by (a) simple system, (b) double separated system, (c) double connected system.

The network model contains replacement elements corresponding to the reduced part of the power supply system. Mistakes are frequently made, typically by creating a model that is too precise or simplifying it too radically. Of course, the most reliable analysis results are obtained on the basis of measurements in a real power system (with the provision of appropriate measuring devices). Unfortunately, in the case of studying electromagnetic transient phenomena, which are most often a consequence of disturbances, conducting measurements is very rare for economic, technical and organizational reasons.

These measurements are carried out in two ways:

- Disturbances, for example, short-circuits in the line, are forced, and measurements are made at various points in the system, e.g., at the place where the protection system is installed;
- Measurement devices connected to selected nodes record waveforms during disturbances (for which they are “waiting”).

In the first case, it is possible to select a specific situation (type and place of disturbance); however, safety considerations require the introduction of many limitations in order to avoid consequences resulting from possible fault development. Constraints cause the disconnection of parts of the system, the shutdown of some loads, the need to carry out tests at certain times, etc. In the second case, measurements of real phenomena in the original system are registered without restrictions. However, these are “random” waveforms that, even over a dozen or so years, are not sufficient for a comprehensive analysis.

The advantage of computer simulations is that it is possible to force faults of various types anywhere in the power system without any risk to its further operation. Until recently, most of the research was carried out in complex systems by replacing a large part of the system with simple impedances calculated from the short-circuit power of these systems. This approach is only acceptable for very simplified transient analyses. The biggest problem in such cases is the determination—usually based on an experiment—of how much of the system needs to be modeled accurately when replacing the remainder with the equivalent circuit. For many years, attempts have been made to find a universal solution to this issue. According to [1], it is recommended to include elements in branches up to two nodes adjacent to the node to which the tested object is connected. However, such
a solution in the case of a very dense network containing many transmission lines does not guarantee the production of exactly the same results as in the real system.

Generally, therefore, a power system is represented by internal and external networks during analyses. Internal networks are modeled with an accurate mapping of all properties that are important in the analysis of a given phenomenon. The external system may be represented on the basis of a reduced substitute or a substitute structure determined on the basis of available time- or frequency-domain methods. For the analysis of phenomena in steady states, e.g., flow calculations, the external system frequently remains unreduced, which, however, due to the currently developed technology of computing machines, is not a major problem for very complex systems. However, there are limitations to using replacements of external systems: such a system can only be representative for a limited scope of research; it is not possible to account for changing conditions in this system. It is also impossible to take into account the influence of changes and phenomena occurring in the internal system on the structure and parameters of the substitute external system. This would require the use of a permanent update of the external replacement system parameters.

It is understandable that since there are fundamental differences in the mapping of system elements for different phenomena, the approach to creating substitute patterns for each of these phenomena will also be different. The need to create substitute diagrams for system analysis in various states has long been raised in many studies conducted around the world [2–7]. Historically, the equivalence of large power systems, including for steady states, resulted mainly from limited computational possibilities (limited computer memory and low speed of processors), which significantly slowed down the analysis in a complex power system.

The construction of equivalent diagrams for steady states (power flow and flow of steady short-circuit currents) was based on the reduction of the external system to a simple equivalent system. Methods for reducing complex systems for steady-state analysis are well developed in the literature. Ward’s method [8] has long been one of the most frequently used methods. This method has many disadvantages, including that it does not take into account the reactive power variability in the substitute system (created after the reduction of the external system), which is important in the case of power flow calculations. Attempts to remedy this inconvenience are reflected in methods developed later, such as REI [9], the Ward equation with buffer [10] or Ward’s extended method [11].

Equivalence methods for steady states were also used in older studies for stability calculations [12]. With technological development, and thus with the increased computing capabilities of computers (faster processors and increased memory), the so-called dynamic reduction of the power system was increasingly applied. An improved REI method was proposed [13] for the calculation of steady-circuit current flow and the stability of the power system. In more recent publications, one can find developed methods derived from REI for the equivalence of distribution networks [14]. The equivalence procedure used in the PSS/E [15] program is based on the REI method and is only useful for small disturbances and flow calculations.

During the analysis of electromagnetic phenomena (system stability studies), structures (equivalent diagrams) are most often created after the reduction of the system on the basis of:

- Modal analysis,
- Coherent grouping,
- Coherence–modal methods.

In modal analysis, an equivalent system is created for the part of the system that does not affect the results of the research. The process takes place in two stages: in the first, a matrix is constructed for a reduced external system, and in the second, matrix coordination (interface) is performed for stability calculations [16–19]. There are many conflicting opinions about this method in the literature. Some authors criticize the inaccuracy of the
results obtained in the equivalent systems obtained on the basis of the modal method, preferring the method of coherent grouping [20–22].

The method of coherent grouping is carried out in three stages: in the first, coherent generators are identified, and in the second, system reduction is carried out. The terminals for each group of coherent generators are represented by one replacement node. The generating units for each coherent group are connected in parallel to the substitute node. Load nodes are reduced (e.g., Gaussian elimination), and then the coherent generation units are combined into one or more replacement models. There are also many simplifications, including the assumption of model linearization and the omission of excitation and drive systems [21]. In later works [23], it was shown that the coherence criterion can take into account nonlinear equations without linearization. Because both methods have advantages, coherence–modal methods were created [2,24].

These methods and their combinations have found application in many known computer software programs, such as DYNRED [25], which was developed as an EPRI product for the dynamic reduction of systems and was later improved by Ontario Hydro [26]. The combination of a variant in the slow-coherence method and the multispacial selective modal method was used in the EUROSTAG [27] package.

Many known modern computer software programs allow for the dynamic reduction of circuits and thus the creation of structures of substitute diagrams. In the DIGSILENT [28] and NETOMAC [29] software, ready-made procedures are available to reduce a complex power system. It should be emphasized that these procedures can also be used for other phenomena (steady state and transient).

The use of any of the above-mentioned reduction methods, which are verified for the analysis of steady-state and transient electromechanical states, for the analysis of electromagnetic phenomena is practically impossible. The frequency dependence of the parameters of the power system elements (especially the distributed transmission line) during transient electromagnetic waveforms is very important. The substitute circuit must also take this relationship into account, and the reduction process of the primary circuit containing such elements would be very complex without any guarantee of obtaining reliable results.

For systems where electromagnetic transient studies are to be carried out, there is no generalized criterion on the basis of which the structure of the reduced substitute scheme can be predetermined. Despite many years of research, so far, no universal substitute system has been found that can faithfully reproduce the behavior of the power system during these phenomena.

The search for replacement circuits accounting for the influence of frequency started as early as the late 1960s. Pioneering works in this field [30,31] included attempts to analytically describe the equivalent patterns by means of Foster approximation or directly calculate them from the characteristics of the frequency response of the system. The dependence of system parameters on frequency in these schemes was very simplified. With technological progress creating faster and faster computers, there were publications with more precise mappings of the dependence of parameters on frequency in equivalent circuits [4,32]. In [33], the authors proposed determining equivalents in the frequency domain, with the simultaneous implementation of this method in the EMTP program [34].

Frequency-domain methods use the principle that any external system can be replaced with an appropriate equivalent circuit, the parameters of which can be determined from the amplitude-phase characteristics of the system. In many publications, one can find whole families of methods based on the search for equivalents in the frequency domain [35–39].

Such equivalent diagrams should reflect the properties of the system for the entire range of component frequencies that may also occur during electromagnetic transient phenomena in this system. Unfortunately, this requirement is not always met. As demonstrated in [40,41], the methods of searching for equivalents in the frequency domain do not apply to the analysis of transient phenomena during non-simultaneous disturbances, which are the most common primary cause of system failures.
Research has been and is being carried out in the frequency domain to look for the structure of the replacement circuit [42] and in the time domain to identify the parameters of the replacement circuit [43–45]. The solution that has produced the best results so far is a two-step procedure: first, the structure of the equivalent scheme is determined in the frequency domain, and then its parameters are identified in the time domain.

A novelty in the field of searching for equivalents for the analysis of transition states is the use of possibilities created by the structures of artificial neural networks (ANNs). Very good results of the analysis of electromechanical transients in replacement systems using ANN [44,46–51] contributed to the extension of the application of this method to electromagnetic transient phenomena [52].

Over the last dozen or so years, many interesting publications (reviews and research) containing innovative approaches to the problem of electromagnetic transients in power systems have been published [53,54].

This paper discusses the available methods and procedures for creating equivalents for the analysis of electromagnetic transient phenomena. The theoretical basis of the methods is described, and examples of practical applications of individual equivalents are presented. Finally, recommendations are given for the choice of structure and identification methods depending on the conditions and knowledge about the analyzed system. This information is important due to the fact that the observations of equivalence are quite often transferred to other areas of research. It is also important to clearly define the border between the internal and external systems. The suppression of electromagnetic waveforms is very fast and increases with the distance from the point of disturbance. Therefore, it is not advantageous to leave a large number of elements in the internal system, with the exception of transmission lines, which have a dominant influence on electromagnetic phenomena in the system.

2. Searching for Structure of Equivalent Network
2.1. Principles and Conditions

A very important problem in studying electromagnetic (but also electromechanical) phenomena during disturbances in the power system can be properly solved, provided that the results are obtained from:

- Measurements,
- Calculations in a layout with a complete and detailed representation of each element (without any simplifications),
- Calculations in an equivalent system.

The fulfillment of the first condition, although the most desirable one, is practically impossible for technical, economic and safety reasons. It is very rare to find publications with comparisons of theoretical and measurement results [55].

The second condition is also difficult to implement. Of course, at present, there is a whole range of computer software available, as well as very fast and “capacious” (large memory) computers. Obtaining the data required to accurately map the elements of the power system is problematic.

In this situation, calculations in the equivalent circuit are (in most cases) a necessity. The results of analyses in the substitute scheme will, however, depend on many factors, and, of course, the equivalent of the system itself to a specific system must be properly verified by comparing the results obtained in the real system (preferably by measurement).

Achieving the goal of determining a substitute diagram of a large power system is often very difficult, taking into account the complexity of the system, the nonlinear properties of individual objects, the spatial distribution of parameters in the line model and the frequency dependence of line parameters, transformers, generators and many other elements. In most cases, it is impossible to obtain a proper substitute schematic using traditional methods.
In many cases, the topology of the external system is not known, and the corresponding necessary parameters are determined from measurements or an estimate. Sometimes, expert systems are used for these purposes, but the larger the databases they contain, the better the assessment of equivalents. In order to minimize the errors resulting from the estimation of substitute structures, it is necessary to perform optimization in the next stage in order to identify the parameters occurring in these structures.

During the entire transition run, individual elements of the system have a different mathematical representation depending on the analyzed phenomenon. The time range of the phenomena is very wide—from microseconds to hours or even days. For each of these phenomena, there are separate models representing the individual elements of the power system.

Many studies of electromagnetic phenomena assume “double standards” in computer simulations. The tested object is modeled with all possible requirements, often paying attention to the influence of minor changes in the parameters of this object on the results of the analysis, leaving the rest of the system reduced to a simple system containing several elements.

The absurdity of this approach is further exacerbated by the fact that the same nodes to which the tested object is connected may be connected to other elements whose parameters are as important as the tested object.

Among the supporters of the use of such simple diagrams, there is a view that systems characterized by high short-circuit power do not significantly affect electromagnetic waveforms—primarily free components of higher frequencies. It is believed that due to the high short-circuit power, the free components quickly disappear and that the adjacent elements do not play a major role here.

Due to the lack of agreement of such results with measurement results, there were attempts to “improve” these schemes by adding lumped elements to improve the impedance matching of the equivalent circuit. It should be stated that this approach is not appropriate even for other test areas, such as power flow, stability tests, etc.

2.2. Methods of Searching for Optimal Structures

Searching for the optimal equivalent scheme for electromagnetic waveforms is the most difficult task among all of the analysis variations. During these phenomena, there appear free components of higher frequencies with a very wide spectrum, as well as low-frequency components in some cases and, of course, the nonperiodic component. For this reason, the substitute circuit must have frequency-dependent parameters. Figure 2 shows the division of methods of searching for optimal structures of equivalent schemes. As can be seen, it is possible to search for optimal structures in the time and frequency domains.

Some publications have proposed combining the advantages of time- and frequency-domain modeling. Such solutions include the hybrid system proposed in [33], where the equivalent external system was determined in the frequency domain, and the analysis of the tested object was performed in the time domain.

The methods of searching for structures in the time domain have a limited scope of application and can only be used for research in small power systems. Difficulties during calculations arise not only because of the number of equations to be solved (with current technological advancement, the problem is less important) but most of all because of the necessity to change the initial conditions during the calculations.
Methods in the frequency domain are much more common and classified as optimization and direct. The optimization approach is more flexible when selecting the topology of the equivalent circuit, but it leads to longer calculation times and greater errors in determining resonance frequencies.

The direct approach is simpler and more accurate compared to the optimization approach. For this reason, it is more popular, especially when determining parameters for equivalent diagrams.

Unfortunately, methods of searching for structures in the frequency domain have disadvantages, the most important of which are:

- There is no simple method to determine resonance frequencies for determining the parameters of the created equivalent diagrams;
- The location of the resonance frequencies is performed by approximation, and therefore, in order to increase the accuracy, the resolution of the characteristic should be increased;
- The frequency response for any external system is unpredictable for the selected frequency range;
- The calculation of the resistance in the equivalent diagrams is not accurate.

The aforementioned problems became the reason that other solutions were sought in the field of searching for structures of equivalent schemes and, above all, determining the parameters of the elements included in these equivalents.

### 2.3. Contraindications to the Search for Equivalents in the Frequency Domain for the Study of Electromagnetic States

Frequency-domain methods use the principle that any external system can be replaced with an appropriate equivalent circuit, the structure and parameters of which can be determined from the amplitude-phase characteristics of the system.

The system covered by the frequency domain must be linear and constant over time. This means that no switching and/or short-circuit operations are allowed in this part.

Such equivalent diagrams should reflect the properties of the system for the entire range of component frequencies, which may also occur during electromagnetic transient
phenomena in this system. Unfortunately, this requirement is not always met, because during each transient state (single-, two- or three-phase fault with earth), there are free components characterized by different—for each state and phase—frequencies of the dominant component.

Taking into account the fact that the basis for determining the equivalent diagrams is the frequency characteristics of the “replaced” systems, it should be stated that the methods in the frequency domain are not suitable for the determination of equivalent power system systems for the analysis of electromagnetic transient states. This would mean that, e.g., during the analysis of non-simultaneous disturbances, for each disturbance stage (also at the beginning for the steady state), a separate substitute scheme would have to be determined in terms of both structure and parameters. Ignoring the complexity of such a procedure, one should consider the possibilities of creating numerical oscillations (when switching entire topologies).

An additional difficulty would be the complicated identification of the system parameters, which would have to be carried out for each of the systems (corresponding to a given disturbance stage) separately.

Such schemes can be successfully used for the analysis of steady states or transients with free components of low frequency (electromechanical phenomena), but their use in studies of states with free components of higher frequencies is not recommended.

During non-simultaneous faults, the system properties are different for different operating states. An additional factor raising doubts is that the discussed characteristics during non-simultaneous short-circuits are different for the healthy phases and the phases affected by the disturbance.

It is very easy to see in Figure 3 that during non-simultaneous faults, different high-frequency components exist in every sequence of faults.

These are the transient voltages calculated at the beginning of the 10 km long line, but the three-phase to ground non-simultaneous short-circuit was simulated at the end of this line.

![Figure 3](image.png)

**Figure 3.** Transient voltages during non-simultaneous three-phase to ground fault.

The dominant frequency of the transient components is also different in the sound phase and in the faulted phase (or phases). As mentioned above, in frequency-domain techniques, the lumped parameters of the equivalent network are determined in such a
way that the system will have approximately the same frequency response as the external system in each situation. This assumption is, in the case of the non-simultaneous faults, unrealistic and unacceptable. Although the results can be in good agreement at low frequencies (steady state) and also for symmetrical faults, the transient voltages and/or currents during non-simultaneous faults can show substantial disparity.

It is very clear that the frequency response of the system has different peaks in each phase for each sequence of non-simultaneous faults. Figure 4 shows a comparison of phase-voltage–frequency diagrams for steady-state, one-phase to ground (L1 + G), two-phase to ground (L1 + L2 + G) and three-phase faults. These are the voltages calculated at the beginning of the 70 km long line with the fault simulated at the end of this line. Note that in the frequency-domain method, the equivalent networks should have different parameters for each kind of fault.

![Figure 4. Frequency response for different fault conditions.](image)

3. Identification of Equivalent System Parameters

3.1. Description of Methods

Regardless of how the structure of the equivalent scheme is determined (in the time or frequency domain or by reducing the original circuit), it is always necessary to identify the parameters included in this structure after its determination.

Choosing the identification method on the basis of literature assessments is very difficult. Most of the methods proposed in the literature were derived for strictly defined problems directly related to simulation programs adapted to this purpose; therefore, their generalization is very limited. In practice, to date, no universal identification method has been developed that would be accurate enough to solve every problem. All of the methods used so far have advantages and disadvantages, while the usefulness criteria are primarily the possibilities of achieving convergence of numerical solutions, the number of iterations, the required computation time and the number of objective functions. Figure 5 shows the conventional division of methods for identifying parameters in specific structures, and, as can be seen, they are optimization methods with all of the consequences of the procedure imposed by these methods.
Figure 5. Optimization methods for parameter identification.

Figure 6 shows an example of the identification of the parameters of equivalent diagrams carried out using the quasi-Newton method with the use of the NETOMAC program.

| Parameter | Iteration 1 | Iteration 9 |
|-----------|-------------|-------------|
| $R_{s1}$  | 0.500000    | 482.24750   |
| $X_{s1}$  | 2.500000    | 1.1202465   |
| $R_{s2}$  | 0.500000    | 365.42496   |
| $X_{s2}$  | 2.500000    | 2.9279180   |

Figure 6. Quasi-Newton parameter identification.
3.2. Discussion of the Parameter Identification Method Selection

It is very difficult to find an unambiguous opinion, even in terms of quality, on which of the methods discussed above enables a greater approximation of the waveforms in the original and reduced systems. Comparing the rate of change in parameter values during identification may give a false impression of the speed of a particular method compared to the other two.

Due to the fact that, despite many years of research, no universal substitute system has been found so far that can faithfully reproduce the behavior of the power system during electromagnetic transient states, it seems necessary to distinguish between the processes of searching for a structure and identifying parameters. Tests were carried out in the frequency domain to search for the structure of the equivalent circuit and in the time domain to identify the parameters of the equivalent circuit. The solution that produces the best results is a two-step procedure: first, the structure of the equivalent scheme is determined in the frequency domain, and then the parameters of this structure are identified in the time domain.

In the worst case, knowledge about the power supply system apart from general data, such as the short-circuit power of the system and the topology “in the vicinity” of the tested object. In such a case, one of the propositions of equivalent diagrams must be adopted, and then their parameters must be identified.

4. Application of ANN to Replace Complex System Structures

To date, few publications have reported attempts to use artificial neural networks (ANNs) to replace extensive and complex power systems [47,49–52]. The advantages of this approach are manifold: it is not necessary to know the topology of the external system, there are no restrictions on the parameters to be identified, and simulation calculations are not required for the entire external network. In [46], a new approach to the equivalence of a large network was proposed for the study of electromechanical phenomena.

The basis of the proposed method is the replacement of all active elements in a complex external system with dynamic artificial neural networks (ANNs) connected to specific points of the network, to which an equivalent system representing passive loads in the external area is connected at the same time.

The principles of the proposed dynamic equivalencing approach are explained in Figure 7 for one boundary bus [46]. Here, the ANN is an active element of the power system. During a disturbance, the ANN reacts to voltage changes by changing the currents flowing to the boundary nodes. The currents (and not, for example, power or voltage) in the output of the ANN were selected (real and imaginary currents) due to the better separation between the parameters in the input and output. A simple configuration of the system facilitates the implementation of this model within the power system simulation software. Simulation using modern computers is a very quick and simple task, even if the ANN structure consists of many parameters.

It seems that the search for methods to find the optimal structure during electromagnetic transient (stability) studies has been well established, as can be seen in many publications [56–58].

The success of the search for a universal equivalent for the study of transient electromechanical phenomena may, of course, also be the basis for starting the analysis of the search for such a system for electromagnetic waveforms. However, this is more complex than for the case examined above. As already stated in the previous analysis, when studying electromagnetic phenomena, it is not important to represent the mechanical elements in generators. There is no need to look for coherent generators, but it is important to model lines with frequency-dependent distributed parameters. It therefore seems necessary to extend the area of the internal system to include all adjacent transmission lines, especially if they are connected to the same nodes as the tested object, regardless of whether it is “behind” the measuring point or opposite terminals.
Figure 7. Principles of the proposed dynamic equivalencing approach.

One more significant problem remains: it is not possible to use an ANN if we do not have access to the source code of the software at our disposal. This is due to the fact that the calculations are constantly reverted after each change in the ANN structure. Therefore, if the ANN module is not included in the program for calculating transients, which can cooperate with the actuator during calculations, then such software is useless from this point of view.

5. Summary and Conclusions

The considerations discussed in this monograph allowed several conclusions to be drawn on the fundamental importance for the correctness of the equivalence of power systems for the purposes of simulating electromagnetic phenomena.

Performing a reduction of systems (static or dynamic) is not recommended for the analysis of electromagnetic phenomena. It is assumed that the parameters of the elements are linear and that they are independent of frequency. Moreover, the completely distributed nature of the transmission line parameters is ignored, which is of fundamental importance for the calculation of electromagnetic waveforms.

Methods for searching for equivalents in the frequency domain do not apply to the analysis of transient phenomena during non-simultaneous disturbances, which are most often the primary cause of system failures.

Regardless of the adopted or designated structure of the equivalent diagram, it is necessary to identify the parameters using one of the available optimization methods.

The speed and effectiveness of identification depend on:

- The complexity of the structure,
- The number of identified parameters,
- The number of minimum local objective functions that appear,
- The time (calculation) step.

If the identification process for a given structure fails (i.e. it is not possible to eliminate the difference between the signals measured in the real system and those calculated in an equivalent system) for the required accuracy of the analysis, the identification process should be carried out for a new, different structure. A change in the starting values
and/or the number of measuring points is irrelevant in this case, and before the given structure is finally rejected as unsuitable for a given analysis, identification must be repeated with the changed initial values of the parameters.

Table 1 lists the recommended procedures for searching for substitute patterns for the analysis of electromagnetic transient phenomena.

Table 1. Recommendations for equivalents when testing electromagnetic transients.

| Action | Structure Search in the Field | Parameter Identification | Reduction | Initial Structure |
|--------|-------------------------------|--------------------------|------------|------------------|
| **YES** | Single-sided power or unconnected systems | Frequency **s** w ** | Time **w** | Static | Unnecessary |
| Connected | Frequency **s** w ** | Time **w** | Necessary | Dynamic | Unnecessary |
| **NO** | Measurement results | Unnecessary | Unnecessary | ANN |
| Short-circuit power only (number of lines known) | Unnecessary | Unnecessary | ANN |

* s—only linear elements with frequency-independent lumped parameters are available. ** w—all layout elements available.
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