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Abstract

Point cloud registration is a key task in many computational fields. Previous correspondence matching based methods require the inputs to have distinctive geometric structures to fit a 3D rigid transformation according to point-wise sparse feature matches. However, the accuracy of transformation heavily relies on the quality of extracted features, which are prone to errors with respect to partiality and noise. In addition, they can not utilize the geometric knowledge of all the overlapping regions. On the other hand, previous global feature based approaches can utilize the entire point cloud for the registration, however they ignore the negative effect of non-overlapping points when aggregating global features. In this paper, we present OMNet, a global feature based iterative network for partial-to-partial point cloud registration. We learn overlapping masks to reject non-overlapping regions, which converts the partial-to-partial registration to the registration of the same shape. Moreover, the previously used data is sampled only once from the CAD models for each object, resulting in the same point clouds for the source and reference. We propose a more practical manner of data generation where a CAD model is sampled twice for the source and reference, avoiding the previously prevalent over-fitting issue. Experimental results show that our method achieves state-of-the-art performance compared to traditional and deep learning based methods. Code is available at https://github.com/megvii-research/OMNet.

1. Introduction

Point cloud registration is a fundamental task that has been widely used in various computational fields, e.g., augmented reality [2, 6, 4], 3D reconstruction [14, 19] and autonomous driving [38, 10]. It aims to predict a 3D rigid transformation aligning two point clouds, which may be potentially obscured by partiality and contaminated by noise.
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Iterative Closest Point (ICP) [3] is a well-known algorithm for the registration problem, where 3D transformations are estimated iteratively by singular value decomposition (SVD) given the correspondences obtained by the closest point search. However, ICP easily converges to local minima because of the non-convexity problem. For this reason, many methods [23, 9, 28, 5, 20, 35] are proposed to improve the matching or search larger transformation space, and one prominent work is the Go-ICP [35], which uses a branch-and-bound algorithm to cross the local minima. Unfortunately, it is much slower than the original ICP. All these methods are sensitive to the initial positions.

Recently, several deep learning (DL) based approaches are proposed [32, 1, 33, 27, 36, 13, 17, 37] to handle the large rotation angles. Roughly, they could be divided into two categories: correspondence matching based methods and global feature based methods. Deep Closest Point (DCP) [32] determines the correspondences from learned features. DeepGMR [37] integrates Gaussian Mixture Model (GMM) to learn pose-invariant point-to-GMM...
correspondences. However, they do not take the partiality of inputs into consideration. PRNet [33], RPMNet [36] and IDAM [17] are presented to mitigate this problem by using Gumbel–Softmax [15] with Sinkhorn normalization [31] or a convolutional neural network (CNN) to calculate matching matrix. However, these methods require the inputs to have distinctive local geometric structures to extract reliable sparse 3D feature points. As a result, they can not utilize the geometric knowledge of the entire overlapping point clouds. In contrast, global feature based methods overcome this issue by aggregating global features before estimating transformations, e.g., PointNetLK [1], PCRNet [27] and Feature-metric Registration (FMR) [13]. However, all of them ignore the negative effect of non-overlapping regions.

In this paper, we propose OMNet: an end-to-end iterative network that estimates 3D rigid transformations in a coarse-to-fine manner while preserving robustness to noise and partiality. To avoid the negative effect of non-overlapping points, we predict overlapping masks for the two inputs separately at each iteration. Given the accurate overlapping masks, the non-overlapping points are rejected during the aggregation of global features, which converts the partial-to-partial registration to the registration of the same shape. As such, regressing rigid transformation becomes easier given global features without interferes. This desensitizes the initial position of the inputs and enhances the robustness to noise and partiality. Fig. 1 shows the robustness of our method to the inputs with different overlapping ratios. Experiments show that our approach achieves state-of-the-art performance compared with previous algorithms.

Furthermore, ModelNet40 [34] dataset is adopted for the registration [32, 1, 33, 27, 36, 13, 17, 37], which has been originally applied to the task of classification and segmentation. Previous works follow the data processing of PointNet [21], which has two problems: (1) a CAD model is sampled only once during the point cloud generation, yielding the same source and the reference points, which often causes over-fitting issues; (2) ModelNet40 dataset involves some axisymmetrical categories where it is reasonable to obtain an arbitrary angle on the symmetrical axis. We propose a more suitable method to generate a pair of point clouds. Specifically, the source and reference point clouds are randomly sampled from the CAD model separately. Meanwhile, the data of axisymmetrical categories are removed. In summary, our main contributions are:

- We propose a global feature based registration network OMNet, which is robust to noise and different partial manners by learning masks to reject non-overlapping regions. Mask prediction and transformation estimation can be mutually reinforced during iteration.
- We expose the over-fitting issue and the axisymmetrical categories that existed in the ModelNet40 dataset when adopted to the registration task. In addition, we propose a more suitable method to generate data pairs for the registration task.
- We provide qualitative and quantitative comparisons with other works under clean, noisy and different partial datasets, showing state-of-the-art performance.

2. Related Works

Correspondence Matching based Methods. Most correspondence matching based methods solve the registration problem by alternating two steps: (1) set up correspondences between the source and reference point clouds; (2) compute the least-squares rigid transformation between the correspondences. ICP [3] estimates correspondences using spatial distances. Subsequent variants of ICP improve performance by detecting keypoints [11, 23] or weighting correspondences [12]. However, due to the non-convexity of the first step, they are often strapped into local minima. To address this, Go-ICP [35] uses a branch-and-bound strategy to search the transformation space at the cost of a much slower speed. Recently proposed Symmetric ICP [22] improves the original ICP by designing the objective function. Instead of using spatial distances, PFH [25] and FPFH [24] design rotation-invariant descriptors and establish correspondences from handcrafted features. To avoid computation of RANSAC [8] and nearest-neighbors, FGR [40] uses alternating optimization techniques to accelerate iterations.

More recent DL based method DCP [32] replaces the handcrafted feature descriptor with a CNN. Deep-GMR [37] further estimates the points-to-components correspondences in the latent GMM. In summary, the main problem is that they require the inputs to have distinctive geometric structures, so as to promote sparse matched points. However, not all regions are distinctive, resulting in a limited number of matches or poor distributions. In addition, the transformation is calculated only from matched sparse points and their local neighbors, leaving the rest of the points untouched. In contrast, our work can use the predicted overlapping regions to aggregate global features.

Global Feature based Methods. Different from correspondence matching based methods, the previous global feature based methods compute rigid transformation from the entire point clouds (including overlapping and non-overlapping regions) of the two inputs without correspondences. PointNetLK [1] pioneers these methods, which adapts PointNet [21] with the Lucas &Kanade (LK) algorithm [18] into a recurrent neural network. PCRNet [27] improves the robustness against the noise by alternating the LK algorithm with a regression network. Furthermore, FMR [13] adds a decoder branch and optimizes the global feature distance of the inputs. However, they all ignore the negative effect of the non-overlapping points and fail to register partial-to-partial inputs. Our network can deal with partiality and shows robustness to different partial manners.
Partial-to-partial Registration Methods. Registration of partial-to-partial point clouds is presented as a more realistic problem by recent works [33, 36, 17]. In particular, PRNet [33] extends DCP as an iterative pipeline and tackles the partiality by detecting keypoints. Moreover, the learnable Gumble-Softmax [15] is used to control the smoothness of the matching matrix. RPMNet [36] further utilizes Sinkhorn normalization [31] to encourage the bijectivity of the matching matrix. However, they suffer from the same problem as the correspondence matching based methods, i.e., they can only use sparse points. In contrast, our method can utilize information from the entire overlapping points.

3. Method

Our pipeline is illustrated in Fig. 2. We represent the 3D transformation in the form of quaternion q and translation t. At each iteration i, the source point cloud X is transformed by the rigid transformation \{q_i^{-1}, t_i^{-1}\} estimated from the previous step into the transformed point cloud \hat{X}_i. Then, the global features of two point clouds are extracted by the feature extraction module (Sec. C.1). Concurrently, the hybrid features from two point clouds are fused and fed to an overlapping mask prediction module (Sec. C.2) to segment the overlapping region. Meanwhile, a transformation regression module (Sec. C.3) takes the fused hybrid features as input and outputs the transformation \{q_i, t_i\} for the next iteration. Finally, the loss functions are detailed in Sec. C.4.

3.1. Global Feature Extraction

The feature extraction module aims to learn a function \( f(\cdot) \), which can generate distinctive global features \( F_X \) and \( F_Y \) from the source point cloud \( X \) and the reference point cloud \( Y \) respectively. An important requirement is that the orientation and the spatial coordinates of the original input should be maintained, so that the rigid transformation can be estimated from the difference between the two global features. Inspired by PointNet [21], at each iteration, the global features of input \( X \) and \( Y \) are given by:

\[
F_X^i = \max\{M_X^{i-1} \cdot f(\beta)\}, \quad \beta \in \{\bar{X}^i, Y\},
\]

where \( f(\cdot) \) denotes a multi-layer perceptron network (MLP), which is fed with \( \bar{X}^i \) and \( Y \) to generate point-wise features \( f_X^i \) and \( f_Y^i \). \( M_X^{i-1} \) and \( M_Y^{i-1} \) are the overlapping masks of \( \bar{X}^i \) and \( Y \), which are generated by the previous step and detailed in Sec. C.2. The point-wise features \( f_X^i \) and \( f_Y^i \) are aggregated by a max-pool operation \( \max\{\cdot\} \), which can deal with an arbitrary number of orderless points.

3.2. Overlapping Mask Prediction

In partial-to-partial scenes, especially those including the noise, there exists non-overlapping regions between the input point clouds \( X \) and \( Y \). However, not only does it have no contributions to the registration procedure, but it also interferes to the global feature extraction, as shown in Fig. 3. RANSAC [8] is widely adopted in traditional methods to find the inliers when solving the most approximate matrix for the scene alignment. Following a similar idea, we propose a mask prediction module to segment the overlapping region automatically. Refer to PointNet [21], point segmentation only takes one point cloud as input and requires a combination of local and global knowledge. However, overlapping region prediction requires additional geometric information from both two input point clouds \( X \) and \( Y \). We can achieve this in a simple yet highly effective manner.

Specifically, at each iteration, the global features \( F_X^i \) and \( F_Y^i \) are fed back to point-wise features by concatenating with each of the point features \( f_X^i \) and \( f_Y^i \) accordingly. Then, a MLP \( g(\cdot) \) is applied to fuse the above hybrid features, which are further used to segment overlapping regions and regress the rigid transformation. So we can obtain
two overlapping masks $M^i_X$ and $M^i_Y$ as,

$$M^i_X = h \left( g \left( f^i_X \oplus f^i_Y \oplus f^i_Y \right) \cdot M^{-1}_X \right), \quad (2)$$

$$M^i_Y = h \left( g \left( f^i_Y \oplus f^i_Y \oplus f^i_Y \right) \cdot M^{-1}_Y \right), \quad (3)$$

where $h(\cdot)$ denotes the overlapping prediction network, which consists of several convolutional layers followed by a softmax layer. We define the fused point-wise features of the inputs $X$ and $Y$ produced by $g(\cdot)$ as $g_X$ and $g_Y$. $\oplus$ denotes the concatenation operation.

### 3.3. Rigid Transformation Regression

Given the point-wise features $g_X^i$ and $g_Y^i$ at each iteration $i$, we concatenate them with the features outputting from intermediate layers of the overlapping mask prediction module. Therefore, the features used to regress transformation can be enhanced by the classification information in the mask prediction branch. Meanwhile, the features used to predict the masks benefit from the geometric knowledge in the transformation branch. Then, the concatenated features are fed to the rigid transformation regression network, which produces a 7D vector, with the first 3 values of the 7D vector we use to represent the translation vector $t \in \mathbb{R}^3$ and the last 4 values represent the 3D rotation in the form of quaternion $[29] q_0, q_1, q_2, q_3, q_4 \in \mathbb{R}, q^2 \cdot q = 1$. $r(\cdot)$ represents the whole process in every iteration $i$, i.e.

$$\{q^i, t^i\} = r \left( \max \{g_X^i \oplus h_X^i \cdot M^{-1}_X \oplus g_Y^i \oplus h_Y^i \cdot M^{-1}_Y \} \right), \quad (4)$$

where $h_X^i$ and $h_Y^i$ are the concatenated features from the mask prediction branch. $M^{-1}_X$ and $M^{-1}_Y$ are used to eliminate the interference of the non-overlapping points.

After $N$ iterations, we obtain the overall transformation between the two inputs by accumulating all the estimated transformations at each iteration.

---

**Figure 3.** We show 4 orderless points of each point cloud. The same subscript denotes the corresponding points. Yellow indicates the maximum of each channel in the features of overlapping points and green indicates the interference of non-overlapping points. The global features of $X$ and $Y$ are the same only when they are weighted by the masks $M_X$ and $M_Y$.

---

**Figure 4.** Example CAD models of 8 axisymmetrical categories.

### 3.4. Loss Functions

We simultaneously predict overlapping masks and estimate rigid transformations, so that two loss functions are proposed to supervise the above two procedures separately.

**Mask Prediction Loss.** The goal of mask prediction loss is to segment the overlapping region in the input point clouds $X$ and $Y$. To balance the contributions of positive and negative samples, the frequency weighted softmax cross-entropy loss is exploited at each iteration $i$, i.e.

$$L_{mask} = -\alpha M^i_p \log(M^i_p) - (1 - \alpha) (1 - M^i_p) \log(1 - M^i_p), \quad (5)$$

where $M_p$ denotes the probability of points belonging to the overlapping region, and $\alpha$ is the overlapping ratio of the inputs. We define the assumed mask label $M_g$ to represent the overlapping region of the two inputs, which is computed by setting fixed threshold (set to 0.1) for the closest point distances between the source that transformed by the ground-truth transformation and reference. Each element is

$$M_g = \begin{cases} 1 & \text{point } x_i \text{ corresponds to } y_k \\ 0 & \text{otherwise} \end{cases} \quad (6)$$

The current mask is estimated based on the previous mask, so the label needs to be recalculated for each iteration.

**Transformation Regression Loss.** Benefiting from the continuity of the quaternions, it is able to employ a fairly straightforward strategy for training, measuring the deviation of $\{q, t\}$ from ground truth for the generated point cloud pairs. So the transformation regression loss at iteration $i$ is

$$L_{reg} = ||q^i - q_g|| + \lambda ||t^i - t_g||_2 \quad (7)$$

where subscript $g$ denotes ground-truth. We notice that using the combination of $\ell^1$ and $\ell^2$ distance can marginally improve performance during the training and the inference. $\lambda$ is empirically set to 4.0 in most of our experiments.

The overall loss is the sum of the two losses:

$$L_{total} = L_{mask} + L_{reg}. \quad (8)$$

We compute the loss for every iteration, and they have equal contribution to the final loss during training.
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### 4. Experiments

In this section, we first describe the pre-processing for the datasets and the implementation details of our method in Sec. 4.1. Concurrently, the experimental settings of competitors are presented in Sec. 4.2. Moreover, we show the results for different experiments to demonstrate the effectiveness and robustness of our method in Sec. 4.3 and Sec. 4.4. Finally, we perform ablation studies in Sec. 4.5.

#### 4.1. Dataset and Implementation Details

**ModelNet40.** We use the ModelNet40 dataset to test the effectiveness following [1, 32, 27, 33, 13, 36, 17]. The ModelNet40 contains CAD models from 40 categories. Previous works use processed data from PointNet [21], which has two issues when adopted to registration task: (1) for each object, it only contains 2,048 points sampled from the CAD model. However, in realistic scenes, the points in X have no exact correspondences in Y. Training on this data cause over-fitting issue even adding noise or resampling, which is demonstrated by the experiment shown in our supplementary. (2) it involves some axisymmetrical categories, including bottle, bowl, cone, cup, flower pot, lamp, tent and vase, Fig. 4 shows some examples. However, giving fixed ground-truths to axisymmetrical data is illogical, since it is possible to obtain arbitrary angles on the symmetrical axis for accurate registration. Fixing the label on symmetrical axis makes no sense. In this paper, we propose a proper manner to generate data. Specifically, we uniformly sample 2,048 points from each CAD model 40 times with different random seeds, then randomly choose 2 of them as X and Y.

| Method | RMSE(R) | MAE(R) | RMSE(t) | MAE(t) | Error(R) | Error(t) |
|--------|---------|--------|---------|--------|----------|----------|
| ICP [3] | 21.043  | 21.246 | 8.464   | 9.431  | 0.0913   | 0.0975   |
| Go-ICP [35] | 13.548  | 11.296 | 3.176   | 3.480  | 0.0462   | 0.0571   |
| Symmetric ICP [22] | 5.333   | 6.875  | 4.787   | 6.069  | 0.0572   | 0.0745   |
| FGR [40] | 4.741   | 28.865 | 1.110   | 16.168 | 0.0269   | 0.1380   |
| PointNetLK [1] | 16.429  | 14.888 | 7.467   | 7.603  | 0.0832   | 0.0842   |
| DCP [32] | 4.291   | 5.786  | 3.006   | 3.872  | 0.0246   | 0.0602   |
| PRNet [33] | 1.588   | 3.677  | 0.976   | 2.201  | 0.0146   | 0.0307   |
| FMR [13] | 2.740   | 3.456  | 1.448   | 1.736  | 0.0250   | 0.0292   |
| IDAM [17] | 4.744   | 7.456  | 1.346   | 4.387  | 0.0395   | 0.0604   |
| DeepGMR [37] | 13.266  | 21.985 | 6.883   | 11.113 | 0.0748   | 0.0936   |

Table 1. Results on ModelNet40. For each metric, the left column OS denotes the results on the original once-sampled data, and the right column TS denotes the results on our twice-sampled data. Red indicates the best performance and blue indicates the second-best result.
the test split of the remaining 18 categories (tent and vase are removed) for test. This results in 4,196 training, 1,002 validation, and 1,146 test models. Following previous works [32, 33, 13, 36, 17], we randomly generate three Euler angle rotations within $[0^\circ, 45^\circ]$ and translations within $[-0.5, 0.5]$ on each axis as the rigid transformation.

**Implementation Details.** Our network architecture is illustrated in Fig. 2. We run $N = 4$ iterations during training and test. Nevertheless, the $\{q, t\}$ gradients are stopped at the beginning of each iteration to stabilize the training. Since the masks predicted by the first iteration may be inaccurate at the beginning of training, some overlapping points may be misclassified and affect the subsequent iterations, we apply the masks after the second iteration. We train our network with Adam [16] optimizer for 260k iterations. The initial learning rate is 0.0001 and is multiplied by 0.1 after 220k iterations. The batch size is set to 64.

**Baseline Methods**

We compare our method to traditional methods: ICP [3], Go-ICP [35], Symmetric ICP [22], FGR [40], as well as recent DL based works: PointNetLK [1], DCP [32], RPMNet [36], FMR [13], PRNet [33], IDAM [17] and DeepGMR [37]. We use implementations of ICP and FGR in Intel Open3D [41], Symmetric ICP in PCL [26] and the others released by their authors. Moreover, the test set is fixed by setting random seeds. Note that the normals used in FGR and RPMNet are calculated after data pre-processing, which is slightly different from the implementation in RPMNet. We use the supervised version of FMR.

Following [32, 36], we measure anisotropic errors: root mean squared error (RMSE) and mean absolute error (MAE) of rotation and translation, and isotropic errors:

$$\text{Error}(R) = \angle(R_{g}^{-1}R_{p}) , \quad \text{Error}(t) = \|t_{g} - t_{p}\|_2$$

where $R_{g}$ and $R_{p}$ denote the ground-truth and predicted rotation matrices converted from the quaternions $q_{g}$ and $q_{p}$ respectively. All metrics should be zero if the rigid alignment is perfect. The angular metrics are in units of degrees.

**Evaluation on ModelNet40**

To evaluate the effectiveness of different methods, we conduct several experiments in this section. The data pre-processing settings of the first 3 experiments are the same as PRNet [33] and IDAM [17]. In addition, the last experiment shows the robustness of our method to different partial manners, which is used in RPMNet [36].

**Unseen Shapes.** In this experiment, we train models on training set of the first 14 categories and evaluate on validation set of the same categories without noise. Note that all points in $X$ have exact correspondences in $Y$ for the OS data. We partial $X$ and $Y$ by randomly placing a point in space and computing its 768 nearest neighbors respectively, which is the same as used in [33, 17]. All DL based methods are trained independently on both OS and TS data. Table 1(a) shows the results.

We can find that ICP [3] performs poorly because of the large difference in initial positions. Go-ICP [35] and FGR [40] achieve better performances, which are comparable to some DL based methods [1, 32, 13, 17]. Note that the large performance gap of FGR on two different data is caused by the calculation manner of normals. We use normals that are computed after data pre-processing, so that normals of $X$ and $Y$ are different in our TS data. In addition, the results of IDAM [17] are marginally worse than PRNet [33] because of the fixing manner of the test data, which is used in other DL based methods. Our method achieves very accurate registration and ranks first in all metrics. Example results on TS data are shown in Fig. 6(a).

**Unseen Categories.** We evaluate the performance on unseen categories without noise in this experiment. Models are trained on the first 14 categories and tested on the other 18 categories. The data pre-processing is the same as the first experiment. The results are summarized in Table 1(b). We can find that the performances of all DL based methods become marginally worse without training on the same categories. Nevertheless, traditional algorithms are not affected so much because of the handcrafted features. Our approach outperforms all the other methods. A qualitative comparison of the registration results can be found in Fig. 6(b).

**Gaussian Noise.** In this experiment, we add noises that sampled from $\mathcal{N}(0, 0.01^2)$ and clipped to $[-0.05, 0.05]$, then repeat the first experiment (unseen shapes). Table 1(c) shows the results. FGR is sensitive to noise, so that it performs much worse than the noise-free case. All DL based methods get worse with noises injected on the OS data. The performances of correspondences matching based methods (DCP, PRNet and IDAM) show an opposite tendency on the TS data compared to the global feature based methods (PointNetLK, FMR and ours), since the robustness of local feature descriptor is improved by the noise augmentation during training. Our method achieves the best performance. Example results are shown in Fig. 6(c).
Different Partial Manners. We notice that the previous works [33, 36] use different partial manners. To evaluate the effectiveness on different partial data, we also test the performance of different algorithms on the test set used in [36]. We retrain all DL based methods and show the results of the most difficult situation (unseen categories with Gaussian noise) in Table 2. For details about the partial manners, please refer to our supplementary.

4.4. Evaluation on Real Data

To further evaluate the generalizability, we conduct experiments on the Stanford 3D Scan and 7Scenes datasets. Since the Stanford 3D Scan dataset only has 10 real scans, we directly use the model trained on the ModelNet40 without fine-tuning. Some qualitative examples are shown in Fig. 9. Furthermore, we evaluate our method on the 7Scenes indoor dataset. The point clouds are normalized into the unit sphere. Our model is trained on 6 categories (Chess, Fires, Heads, Office, Pumpkin and Stairs) and tested on the other category (Redkitchen). Fig. 10 shows some examples. For more results, please refer to our supplementary.

4.5. Ablation Studies

We perform ablation studies on the unseen shapes with noise TS data to show the effectiveness of our components and settings. As shown in Table 3, we denote our model that removes the following components as Baseline (B): Mask prediction module (M), Mask prediction Loss (ML), Fusion layers (F) before the regression module, and Connection (C) between mask prediction and regression modules. Besides, we only use top-k points based on the mask prediction probabilities to estimate rigid transformations. Moreover, we set different λ in the loss function.

We can see that without being supervised by the mask prediction loss, it has no improvement based on the baseline, which shows that the mask prediction can not be trained unsupervised. Comparing the third to the fifth lines of the baseline, we can find that all the components improve the performance. Since we do not estimate the matching candidates among the overlapping points, the top-k points from the source and reference may not be correspondent and distributed in the point clouds centrally, so that the results of top-k models are worse than using the entire masks. Furthermore, we adjust the λ in the loss function. Since the data generation manner of [33, 36] constrain the translation within $[-0.5, 0.5]$ as we use the $\ell^2$ loss for the translation, the translation loss is smaller than the quaternion, so that a large λ aims to form comparable terms.

5. Discussion

In this section, we conduct several experiments to better understand how various settings affect our algorithm.

5.1. Effects of Mask

To have a better intuition about the overlapping masks, we visualize the intermediate results in Fig. 5. We reshape the global feature vector of length 1.024 into a $32 \times 32$ square matrix and compute the error between the transformed source $X$ and reference $Y$. At the first few iterations, the global feature differences are large, and the inputs are poorly aligned given inaccurate overlapping masks. With continuous iterating, the global feature difference becomes extremely small, while the alignment and predicted overlapping masks are almost perfect.
5.2. Robustness Against Noise

To further demonstrate the robustness of our method, we train and test our models on ModelNet40 under different noise levels, as shown in Fig. 7. We add noise sampled from $N(0, \sigma^2)$ and clipped to $[-0.05, 0.05]$. The data is the same as the third experiment in Sec 4.3. Our method achieves comparable performance under various noise levels.

5.3. Different Overlapping Ratio

We test the best models of all methods from the first experiment in Sec. 4.3 on the ModelNet40 TS validation set with the overlapping ratio decreasing from 1.0 to 0.1. We first partial $X$, then randomly select two adjacent parts from overlapping and non-overlapping regions of $Y$. Fig. 8 shows the results. Unfortunately, DeepGMR fails to obtain sensible results. Our method shows the best performance.

6. Conclusion

We have presented the OMNet, a novel method for partial-to-partial point cloud registration. Previous global feature based methods pay less attention to partiality. They treat the input points equally, which are easily disturbed by the non-overlapping regions. Our method learns the overlapping masks to reject non-overlapping points for robust registration. Besides, we propose a practical data generation manner to solve the over-fitting issue and remove the ax-symmetrical categories in the ModelNet40 dataset. Experiments show the state-of-the-art performance of our method. Acknowledgements. This work is supported by the National Key R&D Plan of the Ministry of Science and Technology (Project No.2020AAA0104400) and the National Natural Science Foundation of China (NSFC) under Grants No.62071097, No.61872067, No.62031009 and No.61720106004.
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A. Overview

This supplementary material provides more details on experiments in the main paper and includes more experiments to validate and analyze our proposed method.

In Sec. B, we describe details in two data generation manners for point cloud registration, which are proposed by PRNet [33] and RPMNet [36] separately. In Sec. C, we show more experimental results including the performance on the validation and test sets, which are generated by the above two pre-processing manners.

B. Details in Experiments

In this section, we describe two data preparation manners for the partial-to-partial point cloud registration. One of the manners proposed by PRNet [33] is detailed in Sec. B.1, while the other used in RPMNet [36] is described in Sec. B.2. Fig. 11 illustrates some examples of the partial-to-partial data, which shows the difference between these two pre-processing manners.

B.1. Data Generation Manner of PRNet

We use this manner to generate data for the first three experiments on the ModelNet40 dataset in our main paper. Two point clouds are randomly chosen from 40 sampled point clouds as the source point cloud \( X \) and reference point cloud \( Y \) respectively, each of which contains 2,048 points. Along each axis, we randomly draw a rigid transformation: the rotation along each axis is sampled in \([0^\circ, 45^\circ]\) and the translation is in \([-0.5, 0.5]\). The rigid transformation is applied to \( Y \), leading to \( X \). After that, we simultaneously partial \( X \) and \( Y \) by randomly placing a point in space and computing its 768 nearest neighbors in \( X \) and \( Y \) respectively. The left column in Fig. 11 shows some examples. However, the point clouds \( X \) and \( Y \) are similar in most cases, which means that the overlapping ratio is large.

B.2. Data Generation Manner of RPMNet

We use this manner to generate data for the last experiment on the ModelNet40 dataset in our main paper. We use the same approach as which in RPMNet to obtain the source point cloud \( X \) and the reference point cloud \( Y \). For each point cloud, we sample a half-space with a random direction and shift it such that approximately 70% of the points are retained. Then, the point clouds are downsampled to 717 points to maintain a similar point density as the previous experiments. We sample rotations by sampling three Euler angle rotations in the range \([0^\circ, 45^\circ]\) and translations in the range \([-0.5, 0.5]\) on each axis. The rigid transformation is applied to \( X \), leading to \( Y \), which is opposite to PRNet. The right column in Fig. 11 shows some examples. The points in \( X \) and \( Y \) are more decentralized than those generated in the manner of PRNet, which means that the overlapping ratio is small in some cases. As a result, it is more difficult to register with this data.

C. More Experiments on ModelNet40

In this section, we provide more experimental results on ModelNet40 [34] dataset to validate the robustness and effectiveness of our method. First, we show the decrement of performances between evaluating on the once-sampled (OS) and the twice-sampled (TS) data in Sec. C.1, which demonstrates the over-fitting issue. Then, we show the results on the test set that generated in the manner of PRNet in Sec. C.2, and the results on the dataset that generated in the manner of RPMNet are shown in Sec. C.3. Besides, the comparison of speed shows the computational efficiency of our method in Sec. C.4. Finally, Sec. C.5 explores that how many iterations are needed.
C.1. Over-fitting Issue

In this experiment, we demonstrate that deep learning (DL) based methods can easily over-fit the original data distribution even with added noises, as shown in Table 4. Note that we train and evaluate on 8 axisymmetrical categories, where point clouds are only rotated at the z-axis. We can find that all partial-to-partial methods can achieve good performances on the OS data, however, performances are obviously decreasing when only changing the data sampling manner from OS to TS. As a result, all the methods can over-fit the distribution of OS data, while failing to register the axisymmetrical TS data.

C.2. Results on PRNet dataset

In our main paper, we only show the results on the validation set with Gaussian noise generated in the partial manner of PRNet [33]. To further demonstrate the robustness of our method, we show results on the unseen categories with Gaussian noise. We add noises sampled from $N(0,0.01^2)$ and clipped to $[−0.05,0.05]$ on each axis, then repeat the second experiment (unseen categories) in our main paper. Table 6 shows the performances of various methods. Our method achieves accurate registration and ranks first.

C.3. Results on RPMNet dataset

In this subsection, we show 4 experimental results on the ModelNet40 dataset with or without Gaussian noise that generated in the data partial manner of RPMNet [36].

Unseen Shapes. In this experiment, we train the models on the training set of the first 14 categories and evaluate the registration performances on the validation set of the same categories without noise. Table 7(a) shows the results.

We can find that all traditional methods and most DL based methods perform poorly because of the large difference in initial positions and partiality. Note that the normals are calculated after the data pre-processing, so that the normals of points in $X$ can be different from their correspondences in $Y$. Although Go-ICP [35] attempts to improve the performance of the original ICP [3] by adopting a brute-force branch-and-bound strategy, it may not suitable for this scene and brings negative implications. Our method outperforms all the traditional and DL based methods except 3 metrics on the OS data compared with RPMNet.

Unseen Categories. We evaluate the performance on unseen categories without noise in this experiment. The models are trained on the first 14 categories and tested on the other 18 categories. The results are summarized in Table 7(b). We can find that the performances of all DL based methods become worse without training on the same categories. Nevertheless, the traditional methods are not affected so much due to the handcrafted features. Our method outperforms all the traditional and DL based methods.

Gaussian Noise. To evaluate the capability of robustness to noise, we add noises sampled from $N(0,0.01^2)$ on each axis and clipped to $[−0.05,0.05]$, then repeat the first two experiments (unseen shapes and unseen categories). Table 7(c)(d) show the performances of different algorithms. FGR [40] is sensitive to noise, so that it performs much worse than the noise-free case. Almost all the DL based methods become worse with noise injected. Our method achieves the best performance compared to all competitors.

C.4. Efficiency

We profile the inference times in Table 5. We test DL based models on a NVIDIA RTX 2080Ti GPU and two 2.10 GHz Intel Xeon Gold 6130 CPUs for the other methods. For our approach, we provide the time of $N = 4$ iterations. The computational time is averaged over the entire test set. The speeds of traditional methods are variant under different settings. Note that ICP is accelerated using the k-D tree. We do not compare with Go-ICP because its obviously slow speed. Our method is faster especially with large inputs but is slower than the non-iterative DCP and DeepGMR.

C.5. Number of Iterations

The model is trained with different iterations to show that how many iterations are needed. The anisotropic and isotropic errors are calculated after each iteration, as illustrated in Fig. 12. We can find that most performance gains are in the first two iterations, and we choose $N = 4$ for the trade-off between the speed and the accuracy in all experiments.
| Method            | OS | TS | OS | TS | OS | TS | OS | TS | OS | TS | OS | TS | OS | TS |
|-------------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| ICP [3]           |    |    | 17.439 | 18.588 | 8.954 | 9.628 | 0.0848 | 0.0920 | 0.0460 | 0.0521 | 17.435 | 18.720 | 0.0905 | 0.1026 |
| Go-ICP [35]       |    |    | 13.081 | 15.214 | 3.617 | 4.650 | 0.0455 | 0.0566 | 0.0169 | 0.0223 | 7.184 | 9.002 | 0.0334 | 0.0445 |
| Symmetric ICP [22] |    |    | 6.447 | 7.096 | 5.790 | 6.280 | 0.0615 | 0.0688 | 0.0552 | 0.0617 | 11.340 | 12.531 | 0.1065 | 0.1191 |
| FGR [40]          |    |    | 19.027 | 33.723 | 8.383 | 19.268 | 0.1041 | 0.1593 | 0.0498 | 0.0914 | 15.902 | 35.971 | 0.0981 | 0.1828 |
| PointNetLK [1]    |    |    | 27.589 | 29.747 | 16.047 | 18.359 | 0.1516 | 0.1841 | 0.0955 | 0.1081 | 30.406 | 32.760 | 0.1907 | 0.1959 |
| DCP [32]          |    |    | 6.152 | 5.289 | 0.115 | 0.037 | 0.0181 | 0.0237 | 0.0915 | 0.0472 | 7.106 | 5.974 | 0.0254 | 0.0472 |
| DCP [32]          |    |    | 4.819 | 5.304 | 2.488 | 2.779 | 0.0345 | 0.0323 | 0.0158 | 0.0172 | 4.824 | 5.392 | 0.0313 | 0.0342 |
| IDAM [17]         |    |    | 5.188 | 8.008 | 3.114 | 4.599 | 0.0657 | 0.0389 | 0.0451 | 0.0272 | 9.624 | 8.853 | 0.0902 | 0.0539 |

Table 6. Results on point clouds of unseen categories with Gaussian noise in ModelNet40, which are generated in the manner of PRNet. Red indicates the best performance and blue indicates the second-best result.
Figure 13. Results on the Stanford 3D Scan dataset. The model is trained on the training set on ModelNet40, and no fine-tuning is done on Stanford 3D Scan. In each cell separated by the horizontal line, the top row shows the initial positions of the two point clouds, and the bottom row shows the results of registration. Anisotropic and isotropic errors of each result is shown bellow the point clouds.