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Abstract—How to train a machine learning model while keeping the data private and secure? We present CodedPrivateML, a fast and scalable approach to this critical problem. CodedPrivateML keeps both the data and the model information-theoretically private, while allowing efficient parallelization of training across distributed workers. We characterize CodedPrivateML’s privacy threshold and prove its convergence for logistic (and linear) regression. Furthermore, via extensive experiments on Amazon EC2, we demonstrate that CodedPrivateML provides significant speedup over cryptographic approaches based on multi-party computing (MPC).
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I. INTRODUCTION

M ODERN machine learning models are breaking new ground by achieving unprecedented performance in various application domains [1]. Training such models, however, is a challenging task. Due to the typically large volume of data and complexity of models, training is a compute and storage intensive task. Furthermore, training should often be done on sensitive data, such as healthcare records, browsing history, or financial transactions, which raises the issues of security and privacy of the dataset. This creates a challenging dilemma. On the one hand, due to its complexity, training is often desired to be outsourced to more capable computing platforms, such as the cloud. On the other hand, the training dataset is often sensitive and particular care should be taken to protect its privacy against potential breaches in such platforms. This dilemma gives rise to the main problem that we study here: How can we offload the training task to a distributed computing platform, while maintaining the privacy of the dataset?

Cloud environments often operate on a shared physical infrastructure, where multiple users share the same host machine, and are separated from each other by virtual machines that act as barriers to prevent information leakage. This shared environment provides significant benefits for scaling up cloud systems, but also introduces important security and privacy challenges that may result from potentially adversarial users. For instance, it has been shown that adversarial users can compromise the host machines by disguising themselves as regular users, and access the information of other users sharing the same host machines [2]–[7]. The focus of this article is on privacy protection against such adversaries that can access a portion of the physical host machines in the cloud, and use them to spy on other users’ datasets. We focus on the semi-honest adversary setup, where the adversaries follow the protocol but may leak information in an attempt to learn the training dataset. Our goal is to develop a privacy-preserving training strategy for the honest users that will protect the privacy of their datasets even if a portion of the compute machines in the cloud are controlled by adversaries.

More specifically, we consider a scenario in which a data-owner (e.g., a hospital) wishes to train a logistic regression model by offloading the large volume of data (e.g., healthcare records) and computationally-intensive training tasks (e.g., gradient computations) to \( N \) machines over a cloud platform, while ensuring that any collusions between \( T \) out of \( N \) workers do not leak information about the training dataset. We propose a new framework, CodedPrivateML (Coded Privacy-preserving Machine Learning), towards addressing this problem. CodedPrivateML has three salient features:

1) provides strong information-theoretic privacy guarantees for both the training dataset and model parameters in the presence of colluding workers.
2) enables fast training by distributing the computation load effectively across several workers.
3) leverages a new method for encoding the dataset and model parameters based on coding and information theory principles, which significantly reduces the communication overhead and the complexity for distributed training.

At a high level, CodedPrivateML can be described as follows. It secret shares the dataset and model parameters at each round of the training in two steps. First, it employs stochastic quantization to convert the dataset and the weight vector at each round into a finite domain. It then combines (or encodes) the quantized values with random matrices using Lagrange...
coding [8], to guarantee privacy (in an information-theoretic sense) while simultaneously distributing the workload among multiple workers. The challenge is however that Lagrange coding can only work for computations that are in the form of polynomial evaluations. The gradient computation for logistic regression, on the other hand, includes non-linearities that cannot be expressed as polynomials. CodedPrivateML handles this challenge through polynomial approximations of the non-linear sigmoid function in the training phase. Upon secret sharing of the encoded dataset and model parameters, each worker performs the gradient computations using the chosen polynomial approximation, and sends the result back to the master. The workers perform the computations over the quantized and encoded data as if they were computing over the uncoded dataset. That is, the structure of the computations are the same for computing over the uncoded dataset versus computing over the encoded dataset. Finally, the master collects the results from a subset of fastest workers and decodes the gradient over the finite field. It then converts the decoded gradients to the real domain, updates the weight vector, and secret shares it with the worker nodes for the next round.

We theoretically prove that CodedPrivateML guarantees the convergence of the model parameters, while providing information-theoretic privacy for the training dataset. Our theoretical analysis also identifies a trade-off between privacy and parallelization. More specifically, each additional worker can be utilized either for more privacy, by protecting against a larger number of collusions $T$, or more parallelization, by reducing the computation load at each worker. We characterize this trade-off for CodedPrivateML. Furthermore, we empirically demonstrate the impact of CodedPrivateML by comparing it with the cryptographic approach based on secure multi-party computing (MPC) [9]–[12], that can also be applied to enable privacy-preserving machine learning tasks (e.g., see [13]–[18]). In particular, we envision a master who secret shares its data and model among multiple workers who collectively perform the gradient computation using a multi-round MPC protocol. Given our focus on information-theoretic privacy, the most relevant MPC-based schemes for empirical comparison are the protocols from [10] and [11], [12] based on Shamir’s secret sharing [19]. While several more recent works design MPC-based learning setups with information-theoretic privacy, their constructions are limited to three or four parties [20], [21].

We run extensive experiments over the Amazon EC2 cloud platform to empirically demonstrate the performance of CodedPrivateML. We train a logistic regression model for image classification over the CIFAR-10 [22] and GISETTE [23] datasets, while the computation workload is distributed to up to $N = 50$ machines over the cloud. We demonstrate that CodedPrivateML can provide significant speedup in the training time against the state-of-the-art MPC baseline (up to $5.2 \times$), while guaranteeing comparable levels of accuracy. This is primarily due to conventional MPC protocols’ reliance on extensive communication and coordination between the workers for private computing, and not benefiting from parallelization. They can however guarantee a higher privacy threshold (i.e., larger $T$) compared with CodedPrivateML.

### A. Other Related Works

Apart from the MPC-based schemes, one can consider two other solutions to this problem. One is based on Homomorphic Encryption (HE) [24] which allows for computations to be performed on encrypted data, and has been used for privacy-preserving machine learning solutions [25]–[33]. The privacy guarantees of HE are based on computational assumptions, whereas CodedPrivateML provides strong information-theoretic privacy. Moreover, HE requires computations to be performed on encrypted data which leads to many orders of magnitude slow down in training. For example, for image classification on the simple MNIST dataset, HE takes 2 hours to learn a logistic regression model with 96% accuracy [33], whereas for the same training setup, CodedPrivateML takes only 37 seconds. This is due to the fact that, in CodedPrivateML there is no slow down in performing coded computations which allows for a faster implementation. As a trade-off, HE allows collisions between a larger number of workers whereas in CodedPrivateML this number is determined by other system parameters such as the number of workers and the computation load assigned per worker.

Another possible solution is based on differential privacy (DP), which is a noisy release mechanism that preserves the privacy of personally identifiable information, in that the removal of any single element from the dataset does not change the computation outcomes significantly [34]. In the context of machine learning, DP is mainly used for training when the model parameters are to be released for public use, to ensure that the individual data points from the dataset cannot be identified from the released model [35]–[41]. The main difference between these approaches and our work is that our focus is on ensuring strong information-theoretic privacy (that leaks no information about the dataset) during training, while preserving the accuracy of the model. We note, however, that if the intention is to publicly release the model after training, it is in principle possible to compose the techniques of CodedPrivateML with differential privacy to obtain the best of both worlds.

### II. System Model

We study the problem of training a logistic regression model. The training dataset is represented by a matrix $X \in \mathbb{R}^{m \times d}$ consisting of $m$ data points with $d$ features and a label vector $y \in \{0, 1\}^m$. The model parameters (weights) $w \in \mathbb{R}^d$ are obtained by minimizing the cross entropy function,

$$C(w) = \frac{1}{m} \sum_{i=1}^{m} (-y_i \log \hat{y}_i - (1 - y_i) \log (1 - \hat{y}_i)),$$  \hspace{1cm} (1)
where \( \hat{y}_i = s(x_i \cdot w) \in (0, 1) \) is the estimated probability of label \( i \) being equal to 1, \( x_i \) is the \( p \)th row of \( X \), and \( s(\cdot) \) is the sigmoid function \( s(z) = 1/(1 + e^{-z}) \). The problem in (1) can be solved via gradient descent, through an iterative process that updates the model parameters in the opposite direction of the gradient. The gradient for (1) is given by \( \nabla C(w) = \frac{1}{m}X^T (s(X \times w) - y) \). Accordingly, model parameters are updated as,

\[
 w^{(t+1)} = w^{(t)} - \frac{\eta}{m} X^T (s(X \times w^{(t)}) - y),
\]

where \( w^{(t)} \) holds the estimated parameters from iteration \( t \), \( \eta \) is the learning rate, and function \( s(\cdot) \) operates element-wise over the vector given by \( X \times w^{(t)} \).

We consider the master-worker distributed computing architecture shown in Figure 1, in which the master offloads the computationally-intensive operations to \( N \) workers. For the training problem, these operations correspond to gradient computations in (2).

In doing so, the master wishes to protect the privacy of the dataset \( X \) against any potential collisions between up to \( T \) workers, where \( T \) is the privacy parameter of the system.

In this work, we consider strong information-theoretic privacy, where any subset of \( T \) colluding workers can not learn any information about the original dataset \( X \). Formally, for every subset of workers \( T \subseteq [N] \) of size at most \( T \), we require \( I(X;Z_T) = 0 \) for any distribution on \( X \), where \( I \) is the mutual information, and \( Z_T \) represents the collection of all the information received by the workers in set \( T \) during training. The distribution of \( X \) may be known to the workers.

We refer to a protocol that guarantees privacy against \( T \) colluding workers as a \( T \)-private protocol. In the sequel, we present a novel protocol, CodedPrivateML, to solve (1) while preserving the information-theoretic privacy of the dataset against up to \( T \) colluding workers.

Remark 1: Although our presentation is based on logistic regression, CodedPrivateML can also be applied to the simpler linear regression model with minor modifications.

III. THE CodedPrivateML Protocol

CodedPrivateML consists of four main components: 1) quantization, 2) encoding, 3) polynomial approximation and gradient computation, and 4) decoding the gradient and model update. Figure 2 shows the flowchart of CodedPrivateML. In the first component, the master quantizes the dataset from the real domain to the domain of integers, and then embeds it in a finite field. In the second component, the master encodes the quantized dataset and sends them to the workers. At each iteration, the master also quantizes and encodes the model parameters. In the third component, given the encoded dataset and model parameters, each worker performs the gradient computations by using polynomial approximation to substitute the sigmoid function. In the last component, the master decodes the gradient computations and converts them from the finite field to real domain, and updates the model parameters in the real domain. This process is iterated until the model parameters converge.

We now provide the details of each component.

A. Quantization

In order to guarantee information-theoretic privacy, one has to mask the dataset and weights in a finite field\(^1\) \( \mathbb{F} \) using uniformly random matrices, so that the added randomness can make each data point appear equally likely. In contrast, the dataset and weights for the training task are defined in the domain of real numbers. Our solution to handle the conversion between the real and finite domains is through the use of stochastic quantization. Accordingly, in the first component of our system, master quantizes the dataset and weights from the real domain to the domain of integers, and then embeds them in a field \( \mathbb{F}_p \) of integers modulo a prime \( p \). The quantized version of the dataset \( X \) is given by \( \tilde{X} \). The quantization of the weight vector \( w^{(t)} \), on the other hand, is represented by a matrix \( \tilde{W}^{(t)} \), where each column holds an independent stochastic quantization of \( w^{(t)} \). This structure will be important for the convergence of the model.

We consider an element-wise lossy quantization scheme for the dataset and weights. For quantizing the dataset \( X \in \mathbb{R}^{m \times d} \), we use a simple deterministic rounding technique:

\[
 \text{Round}(x) = \begin{cases} 
 \lfloor x \rfloor & \text{if } x - \lfloor x \rfloor < 0.5, \\
 \lfloor x \rfloor + 1 & \text{otherwise}, 
\end{cases}
\]

where \( \lfloor x \rfloor \) is the largest integer less than or equal to \( x \). We define the quantized dataset as

\[
 \tilde{X} \triangleq \phi \left( \text{Round}(2^l \cdot X) \right),
\]

\(^1\text{We need a finite field instead of a ring as our encoding and decoding schemes based on Lagrange coding, which we explain in Sections III-B and III-D, require division (or inverse multiplication) which the ring does not have in general.}
where the rounding function from (3) is applied element-wise to the elements of matrix $X$ and $l_x$ is an integer parameter that controls the quantization loss. Function $\phi : \mathbb{R} \to \mathbb{F}_p$ is a mapping defined to represent a negative integer in the finite field by using two’s complement representation,

$$
\phi(x) = \begin{cases} 
  x & \text{if } x \geq 0 \\
  p + x & \text{if } x < 0 
\end{cases},
$$

(5)

Note that the domain of (4) is $[-\frac{p-1}{2}, \frac{p-1}{2}].$ To avoid a wrap-around which may lead to an overflow error, prime $p$ should be large enough, i.e., $p \geq 2^{l_x+1} \max(|X|_{ij}) + 1.$ The value of $p$ also depends on the bitwidth of the machine as well as the number of features $d.$ For instance, in our experiments presented in Section V, we select $p = 2^{35} - 37$ in a 64-bit implementation with the GISTETTE dataset whose number of features is $d = 5000.$ This is the largest prime to avoid an overflow on intermediate multiplications. More specifically, we do a modular operation after the inner product of vectors instead of doing a modular operation per product of each element in order to speed up the running time of matrix-matrix multiplication. To avoid an overflow on this, $p$ should satisfy $d(p - 1)^2 \leq 2^{64} - 1.$

At each iteration $t,$ master also quantizes the weight vector $w^{(t)}$ from real domain to the finite field. This proves to be a challenging task as it should be performed in a way to ensure the convergence of the model. Our solution to this is a quantization technique inspired by [42], [43]. Initially, we define a stochastic quantization function:

$$
Q(x; \ell_w) \triangleq \phi\left(\text{Round}_{stoc}\left(2^{\ell_w} \cdot x\right)\right),
$$

(6)

where $\ell_w$ is an integer parameter to control the quantization loss. $\text{Round}_{stoc} : \mathbb{R} \to \mathbb{R}$ is a stochastic rounding function:

$$
\text{Round}_{stoc}(x) = \begin{cases} 
  \lfloor x \rfloor & \text{with prob. } 1 - \left( 1 - \lfloor x \rfloor \right) \\
  \lfloor x \rfloor + 1 & \text{with prob. } x - \lfloor x \rfloor 
\end{cases}.
$$

The probability of rounding $x$ to $\lfloor x \rfloor$ is proportional to the proximity of $x$ to $\lfloor x \rfloor$ so that stochastic rounding is unbiased (i.e., $\mathbb{E}[\text{Round}_{stoc}(x)] = x$).

For quantizing the weight vector $w^{(t)}$, the master creates $r$ independent quantized vectors:

$$
\tilde{w}^{(t), j} \triangleq Q\left(w^{(t)}; \ell_w\right) \in \mathbb{F}_p^{d \times 1} \text{ for } j \in [r],
$$

(7)

where the quantization function (6) is applied element-wise to the vector $w^{(t)}$ and each $Q(\cdot; \cdot)$ denotes an independent realization of (6). To avoid a wrap-around which may lead to an overflow error, prime $p$ should be large enough, i.e., $p \geq 2^{l_x+1} \max(|w^{(t)}|) + 1.$ The number of quantized vectors $r$ is equal to the degree of the polynomial approximation for the sigmoid function, which we will describe later in Section III-C. The intuition behind creating $r$ independent quantizations is to ensure that the gradient computations performed using the quantized weights are unbiased estimators of the true gradients. As detailed in Section IV, this property is fundamental for the convergence analysis of our model. The specific values of parameters $l_x$ and $\ell_w$ provide a trade-off between the rounding error and overflow error. In particular, a larger value reduces the rounding error while increasing the chance of an overflow. We denote the quantization of the weight vector $w^{(t)}$ as

$$
\tilde{W}^{(t)} = [\tilde{w}^{(t), 1} \cdots \tilde{w}^{(t), r}],
$$

(8)

by arranging the quantized vectors from (7) in matrix form.

B. Encoding the Dataset and the Model

In the second component, the master partitions the quantized dataset $\tilde{X} \in \mathbb{F}_p^{m \times d}$ into $K$ submatrices and encodes them using Lagrange coding [8]. It then sends to worker $i \in [N]$ a coded submatrix $\tilde{X}_i \in \mathbb{F}_p^{\frac{m}{K} \times d}.$ This encoding enables two salient features of CodedPrivateML, parallelization and information-theoretic privacy guarantees. First, parameter $K$ is related to the computation load at each worker (i.e., what fraction of the dataset is processed at each worker) because the size of encoded dataset is $1/K$-th of the size of original dataset $X.$ As we will show later, we can increase the parameter $K$ as $N$ increases, which reduces the computation overhead of each worker and communication overhead between the master and workers. This property enables our approach to scale to a significantly larger number of workers than state-of-the-art privacy preserving machine learning approaches. Second, this encoding ensures that the coded matrices do not leak any information about the original dataset $X$ even if $T$ workers collude, which will be showed in Section IV. In addition, the master has to ensure the weight estimations sent to the workers at each iteration do not leak information about the dataset. This is because the weights updated via (2) carry information about the whole training set, and sending them directly to the workers may breach privacy. In order to prevent this, at iteration $t,$ the master also quantizes the current weight vector $w^{(t)}$ to the finite field and encodes it again using Lagrange coding.

We now state the details of our second component. The master first partitions the quantized dataset $\tilde{X}$ into $K$ submatrices $\tilde{X}_i = \left[\tilde{X}_i^1 \cdots \tilde{X}_i^{\frac{m}{K}}\right]^{T},$ where $\tilde{X}_i \in \mathbb{F}_p^{\frac{m}{K} \times d}$ for $i \in [K].$ We assume that $m$ is divisible by $K.$ Next, the master selects $K + T$ distinct elements $\beta_1, \ldots, \beta_{K+T}$ from $\mathbb{F}_p$ and employs Lagrange coding [8] to encode the dataset. To do so, the master forms a polynomial $u : \mathbb{F}_p \to \mathbb{F}_p^{\frac{m}{K} \times d}$ of degree at most $K + T - 1$ such that $u(\beta_i) = \tilde{X}_i,$ for $i \in [K],$ and $u(\beta_i) = \mathbf{R}_i$ for $i \in [K + 1, \ldots, K + T],$ where $\mathbf{R}_i$'s are chosen uniformly at random from $\mathbb{F}_p^{\frac{m}{K} \times d}$ (the role of $\mathbf{R}_i$'s is to mask the dataset and provide privacy against up to $T$ colluding workers). This can be accomplished by letting $u$ be the respective Lagrange interpolation polynomial,

$$
u(z) \triangleq \sum_{j \in [K]} \tilde{X}_j \cdot \prod_{k \in (K+T) \setminus \{j\}} \frac{z - \beta_k}{\beta_j - \beta_k} + \sum_{j = K+1}^{K+T} \mathbf{R}_j \cdot \prod_{k \in (K+T) \setminus \{j\}} \frac{z - \beta_k}{\beta_j - \beta_k},
$$

(9)

The master then selects $N$ distinct elements $\alpha_i \in [N]$ from $\mathbb{F}_p$ such that $\{\alpha_i\}_{i \in [N]} \cap \{\beta_i\}_{i \in [K]} = \emptyset,$ and encodes the dataset by letting $\tilde{X}_i = u(\alpha_i)$ for $i \in [N].$ By defining an encoding matrix $U = \left[u_1 \cdots u_N\right] \in \mathbb{F}_p^{K+T \times N}$ whose $(i, j)^{th}$ element is given by $u_{ij} = \prod_{\ell \in (K+T) \setminus \{j\}} \frac{\alpha_i - \beta_\ell}{\beta_j - \beta_\ell},$ one can also represent the
At iteration $t$, the quantized weights $\tilde{W}^{(t)}$ are also encoded using a Lagrange interpolation polynomial,

$$v(\alpha) = \sum_{j=0}^{r} \alpha^j c_j,$$

where $r$ and $c_j$ denote the degree and coefficients of the polynomial, respectively. The coefficients are obtained by fitting the sigmoid function via least squares estimation. Using this polynomial approximation we can rewrite (2) as

$$w^{(t+1)} = w^{(t)} - \frac{\eta}{m} \tilde{X}^T \hat{s}(\tilde{X} \times w^{(t)}) - y.$$

where $\tilde{X}$ is the quantized version of $X$, and $\hat{s}()$ operates element-wise over the vector $\tilde{X} \times w^{(t)}$.

CodedPrivateML guarantees the convergence to the optimal loss function $C(w^*)$ where $C$ is the cross entropy function defined in (1), even though we use the polynomial approximation to substitute the sigmoid function in the update equation (2), which will be demonstrated in Section IV.

Computations are then performed at each worker locally. At each iteration, worker $i \in [N]$ locally computes $f: \mathbb{F}_p^{d \times r} \rightarrow \mathbb{F}_p$, $f(\tilde{X}_i, \tilde{W}^{(t)}_i) = \tilde{X}_i^T \hat{s}(\tilde{X}_i, \tilde{W}^{(t)}_i)$, using $\tilde{X}_i$ and $\tilde{W}^{(t)}_i$ and sends the result back to the master.

D. Decoding the Gradient and Model Update

After receiving the evaluation results in (18) from a sufficient number of workers, master decodes $(f(\tilde{X}_i, \tilde{W}^{(t)}_i))_{i \in [K]}$ over the finite field. The minimum number of workers needed for the decoding operation to be successful, which we call the recovery threshold of the protocol, is equal to $(2r+1)(K+T-1)+1$ as we demonstrate in Section IV.

We now proceed to the details of decoding. By construction of the Lagrange polynomials in (9) and (11), one can define a univariate polynomial $h(z) = f(u(z), v(z))$ such that

$$h(\beta_i) = f(u(\beta_i), v(\beta_i)) = f(\tilde{X}_i, \tilde{W}^{(t)}_i) = \tilde{X}_i^T \hat{s}(\tilde{X}_i, \tilde{W}^{(t)}_i),$$

for $i \in [K]$. On the other hand, from (18), the computation result from worker $i$ equals to

$$h(\alpha_i) = f(u(\alpha_i), v(\alpha_i)) = f(\tilde{X}_i, \tilde{W}^{(t)}_i) = \tilde{X}_i^T \hat{s}(\tilde{X}_i, \tilde{W}^{(t)}_i).$$

The main intuition behind the decoding process is to use the computations from (20) as evaluation points $h(\alpha_i)$ to interpolate the polynomial $h(z)$. Specifically, the master can obtain all coefficients of $h(z)$ from $(2r+1)(K+T-1)+1$ evaluation results as the degree of the polynomial $h(z)$ is less than or equal to $(2r+1)(K+T-1)$. After $h(z)$ is recovered, the master can recover (19) by computing $h(\beta_i)$ for $i \in [K]$. To do so, the master performs polynomial interpolation in a finite field. Upon receiving the local computation $f(\tilde{X}_i, \tilde{W}^{(t)}_i)$ in (20) from at least $(2r+1)(K+T-1)+1$ workers, the master computes

$$f(\tilde{X}_k, \tilde{W}^{(t)}_k) \triangleq \sum_{i \in \mathcal{I}} f(\tilde{X}_i, \tilde{W}^{(t)}_i) \cdot \frac{\beta_i - \alpha_i}{\alpha_i - \alpha_j}$$

for $k \in [K]$, where $\mathcal{I} \subseteq [N]$ denotes the set of the first $(2r+1)(K+T-1)+1$ workers who send their local computations $f(\tilde{X}_i, \tilde{W}^{(t)}_i)$ to the master. The master then aggregates
Algorithm 1 CodedPrivateML

input Dataset X, y
output Model parameters w(J) where J is the number of iterations

Master:
1: Compute the quantized dataset \( \bar{X} \) using (4).
2: Form the encoded matrices \( \{X_i\}_{i \in [N]} \) in (10).
3: Send \( \bar{X} \) to worker \( i \in [N] \).
4: Initialize the weights \( w^{(0)} \in \mathbb{R}^{d \times 1} \).
5: for iteration \( t = 0, \ldots, J - 1 \) do
6: Find the quantized weights \( \tilde{W}^{(t)} \) from (8).
7: Encode \( \tilde{W}^{(t)} \) into \( \{\tilde{W}^{(t)}\}_{i \in [N]} \) using (12).
8: Send \( \tilde{W}^{(t)}_i \) to worker \( i \in [N] \).
9: for worker \( i = 1, \ldots, N \) do
10: Compute \( f(\tilde{X}_i, \tilde{W}^{(t)}_i) \) from (18) and send the result back to the master.
11: end for
12: if Results received from at least \((2r + 1)(K + T - 1) + 1\) workers then
13: Decode \( \{f(\tilde{X}_k, \tilde{W}^{(t)}_i)\}_{k \in [K]} \) via polynomial interpolation from the received results.
14: end if
15: Compute \( \sum_{k=1}^{K} f(\tilde{X}_k, \tilde{W}^{(t)}_i) \) in (22) and convert it from finite field to real domain using (23).
16: Update the weights via (17) to obtain \( w^{(t+1)} \).
17: end for
18: return \( w^{(J)} \)

the decoded computations \( f(\tilde{X}_k, \tilde{W}^{(t)}_i) \) to compute the desired gradient as,

\[
\sum_{k=1}^{K} f(\tilde{X}_k, \tilde{W}^{(t)}_i) = \sum_{k=1}^{K} X_k^T \bar{z}(\tilde{X}_k, \tilde{W}^{(t)}_i) = \bar{X}^T \bar{z}(\bar{X}, \tilde{W}^{(t)}_i). \tag{22}
\]

Lastly, master converts (22) from the finite field to the real domain and updates the weights according to (17) in the real domain. This conversion is attained by the function

\[
Q^{-1}_p(x; l) = 2^{-l} \cdot \phi^{-1}(x), \tag{23}
\]

where we let \( l = l_x + r(l_x + l_w) \), and \( \phi^{-1} : \mathbb{F}_p \rightarrow \mathbb{R} \) is defined as,

\[
\phi^{-1}(\bar{x}) = \begin{cases} x & \text{if } 0 \leq \bar{x} < \frac{p^l - 1}{2} \\ x - p & \text{if } \frac{p^l - 1}{2} \leq \bar{x} < p^l \end{cases}. \tag{24}
\]

The overall procedure of CodedPrivateML is given in Algorithm 1.

IV. THEORETICAL RESULTS

Consider the cost function (1) when the dataset \( X \) is replaced with the quantized dataset \( \bar{X} \). Also, denote \( w^* \) as the optimal weight vector that minimizes (1) when \( \tilde{y}_i = s(\bar{x}_i \cdot w) \), where \( \bar{x}_i \) is row \( i \) of \( \bar{X} \). In this section, we prove that CodedPrivateML guarantees convergence to the optimal model parameters (i.e., \( w^* \)) while maintaining the privacy of the dataset against colluding workers. Recall that the model update at the master follows from (17), which is

\[
w^{(t+1)} = w^{(t)} - \frac{\eta}{m} \bar{X}^T \left( s(\bar{X}, \tilde{W}^{(t)}) - y \right). \tag{25}
\]

We first state a lemma, which shows that the gradient estimation of CodedPrivateML is unbiased and variance bounded.

**Lemma 1:** Let \( p^{(t)} = \frac{1}{m} \bar{X}^T (s(\bar{X}, \tilde{W}^{(t)}) - y) \) denote the gradient computation using the quantized weights \( \tilde{W}^{(t)} \) in CodedPrivateML. Then, we have

- (Unbiasedness) Vector \( p^{(t)} \) is an asymptotically unbiased estimator of the true gradient. \( E[p^{(t)}] = \nabla C(w^{(t)}) + \epsilon(r) \), and \( \epsilon(r) \rightarrow 0 \) as \( r \rightarrow \infty \) where \( r \) is the degree of the polynomial in (13) and the expectation is taken with respect to the quantization errors,

- (Variance bound) \( \text{Var}[p^{(t)}] \leq \frac{1}{2 - 2^{1-m}} \|\bar{X}\|_F^2 \leq \sigma^2 \) where \( \|\cdot\|_2 \) and \( \|\cdot\|_F \) are the \( l_2 \) and Frobenius norms, respectively.

**Proof:** The proof of Lemma 1 is presented in Appendix A in the supplementary material.

We also need the following basic lemma, which describes the \( L \)-Lipschitz property of the gradient of the cost function.

**Lemma 2:** The gradient of the cost function from (1) evaluated on the quantized dataset \( \bar{X} \) is \( L \)-Lipschitz with \( L = \frac{1}{4} \|\bar{X}\|_F^2 \), that is, \( \|\nabla C(w) - \nabla C(w')\| \leq L \|w - w'\| \) for all \( w, w' \in \mathbb{R}^d \).

**Proof:** The proof of Lemma 2 is presented in Appendix B in the supplementary material.

We now state our main result for the theoretical performance guarantees of CodedPrivateML.

**Theorem 1:** Consider the training of a logistic regression model in a distributed system with \( N \) workers using CodedPrivateML with the dataset \( X = (X_1, \ldots, X_K) \), initial weight vector \( w^{(0)} \), and constant step size \( \eta = 1/L \) (where \( L \) is defined in Lemma 2). Then, CodedPrivateML guarantees,

- (Convergence) \( E[C(\sum_{j=0}^{J} w^{(j)})] - C(w^*) \leq \frac{\|w^{(0)} - w^*\|^2}{2J} + \eta \sigma^2 \) in \( J \) iterations, where \( \sigma^2 \) is given in Lemma 1,

- (Privacy) \( X \) remains information-theoretically private against any \( T \) colluding workers, i.e., \( I(\tilde{X}; \tilde{X}_T, \{\tilde{W}^{(j)}_i\}_{i \in [T]}) = 0 \) for any distribution on \( X \) and any set \( T \subset [N] \) with \( |T| \leq T \), for any \( N \geq (2r + 1)(K + T - 1) + 1 \), where \( r \) is the degree of the polynomial from (13).

**Remark 2:** Theorem 1 reveals an important trade-off between privacy and parallelization in CodedPrivateML. Parameter \( K \) reflects the amount of parallelization in CodedPrivateML, since the computation load at each worker node is proportional to \( 1/K \)-th of the dataset. Parameter \( T \) reflects the privacy threshold in CodedPrivateML. Theorem 1 shows that, in a cluster with \( N \) workers, we can achieve any \( K \) and \( T \) as long as \( N \geq (2r + 1)(K + T - 1) + 1 \). This condition further implies that, as the number of workers \( N \) increases, the parallelization \( (K) \) and privacy threshold \( (T) \) of CodedPrivateML can also increase linearly, leading to a scalable solution.

**Remark 3:** There are two terms in the bound on the distance between the loss function to the optimum in the first equation of Theorem 1, i.e., \( E[C(\sum_{j=0}^{J} w^{(j)})] - C(w^*) \leq \frac{\|w^{(0)} - w^*\|^2}{2J} + \eta \sigma^2 \).
encoding the dataset by using the master node can be broken into three parts: 1) encoding the weight vector by using \( h(\beta_i) \) and we require \( O(d) \) to send the local computation \( f(\tilde{X}_i, \tilde{W}_i^{(t)}) \) to the master for \( t \in [J] \). We summarize the asymptotic complexity of CodedPrivateML in Table I.

V. EXPERIMENTS

We now experimentally demonstrate the performance of CodedPrivateML compared to conventional MPC baselines. Our focus is on training a logistic regression model for image classification, while the computation load is distributed to multiple machines on the Amazon EC2 Cloud Platform.

Experiment Setup: We train the logistic regression model from (1) for binary image classification on the CIFAR-10 [22] and GISETTE [23] datasets to experimentally examine two things: the accuracy of CodedPrivateML and the performance gain in terms of training time. The size of the CIFAR-10 and GISETTE datasets are \((m, d) = (9019, 3073)^2\) and \((6000, 5000)\), respectively. We implement the communication phase using the MPI4Py [45] message passing interface on Python. Computations are performed in a distributed manner on Amazon EC2 clusters using m3.xlarge machine instances.

We then compare CodedPrivateML with two MPC-based benchmarks that we apply to our problem. In particular, we implement two MPC constructions. The first one is based on the well-known BGW protocol [10], whereas the second one is a more recent protocol from [11], [12] that trade-offs offline calculations for a more efficient implementation. Our choice of these MPC benchmarks is due to their ability to be applied to a large number of workers. While several more recent works exist that have developed MPC-based training protocols with information-theoretic privacy guarantees, their constructions are limited to three or four parties [15], [20], [21]. For instance, [15] is a two-party protocol that requires two non-colluding workers.

Both baselines utilize Shamir’s secret sharing scheme [19] where the dataset is secret shared among the \( N \) workers. For the (quantized) dataset \( \tilde{X}_i \), this is achieved by creating a random polynomial \( P(z) = \tilde{X}_i + z_1 \tilde{Z}_1 + \cdots + z_T \tilde{Z}_T \), where \( \tilde{Z}_j \) for \( j \in [T] \) are i.i.d. uniformly distributed random matrices. This guarantees privacy against \( \{ \tilde{X}_i \} \) colluding workers [10]–[12], but requires a computation load at each worker that is as large as processing the whole dataset at a single worker, leading to slow training. Hence, in order to provide a fair comparison with CodedPrivateML, we optimize (speed up) the benchmark protocols by partitioning the users into subgroups of size

\[
\frac{\|w^{(0)} - w^*\|^2}{2nJ} + \eta \sigma^2. \quad \text{When we use a constant learning rate } \eta = 1/L, \text{ the first term } \frac{\|w^{(t)} - w^*\|^2}{2nJ} \text{ goes to zero as the number of iterations } J \text{ increases, hence CodedPrivateML has the convergence rate of } O(1/J). \text{ The second term } \eta \sigma^2 = \frac{\sigma^2}{\eta} \text{ is a residual error in the training as it does not go to zero as } J \text{ increases. By using an adaptive (decreasing) learning rate, this term can be made arbitrarily small.}

\begin{table}[h]
\centering
\caption{COMPLEXITY SUMMARY OF CODED PRIVATEML}
\begin{tabular}{|c|c|c|}
\hline
 & Computation & Communication \\
\hline
Master & \( O\left( \frac{mdN(K+T)}{K} + drNJ(K+T) \right) \) & \( O\left( \frac{mdN}{K} + drNJ \right) \) \\
Worker & \( O\left( \frac{md^2}{K} \right) \) & \( O\left( \frac{md^2}{K} + drJ \right) \) \\
\hline
\end{tabular}
\end{table}

Remark 4: The convergence rate of CodedPrivateML is the same as that of conventional logistic regression. This follows from Theorem 1 where the convergence rate of CodedPrivateML is found as \( O(\frac{1}{J}) \) where \( J \) is the iteration index, which is the same as the convergence rate of conventional logistic regression, which follows from [44, Sec. 9.3] and [44, Sec. 7.1.1].

Remark 5: Theorem 1 applies also to (simpler) linear regression. The proof follows the same steps.

Proof: The proof of Theorem 1 is presented in Appendix C in the supplementary material.

A. Complexity Analysis

In this section, we analyze the asymptotic complexity of CodedPrivateML with respect to the number of workers \( N \), parallelization parameter \( K \), privacy parameter \( T \), number of samples \( m \), number of features \( d \), and number of iterations \( J \).

Complexity Analysis of the Master Node: Computation cost of the master node can be broken into three parts: 1) encoding the dataset by using \( \tilde{X}_i = u(\alpha_i) \) from (9) for \( i \in [N] \), 2) encoding the weight vector by using \( \tilde{W}_i^{(t)} = v(\alpha_i) \) from (11) for \( i \in [N], t \in [J] \), and 3) decoding the gradient by recovering \( h(\beta_i) \) in (19) for \( i \in [K] \). For the first part, the encoded dataset \( \tilde{X}_i \) from (9) is a weighted sum of \( K + T \) matrices where the size of each matrix is \( \frac{m}{K} \times d \). The Lagrangian coefficients can be calculated offline since the sets of \( \{\alpha_i\}_{i \in [N]} \) and \( \{\beta_i\}_{i \in [K]} \) are public. Each encoding requires \( O\left( \frac{mdN(K+T)}{K} \right) \) multiplications and we must perform \( N \) encodings, resulting in a total computational cost of \( O\left( \frac{mdN(K+T)}{K} \right) \). Decoding the gradient computations from (21) can be performed via a weighted sum of \( (2r+1)(K+T-1)+1 = O(N) \) vectors where the size of each vector is \( d \). Each decoding requires \( O(dN) \) multiplications and we require \( K \) decoded gradients, resulting in a total computational cost of \( O(dNJK) \). Communication cost of the master node to send the encoded dataset \( \tilde{X}_i \) and the encoded weight vector \( \tilde{W}_i^{(t)} \) to worker \( i \in [N] \) is \( O\left( \frac{mdN}{K} \right) \) and \( O(drNJ) \), respectively.

Communication cost of worker \( i \) to receive the encoded dataset \( \tilde{X}_i \) and the encoded weight vector \( \tilde{W}_i^{(t)} \) for \( t \in [J] \) is \( O\left( \frac{md^2}{K} \right) \) and \( O(drJ) \), respectively.

We select images with the label of “plane” and “car”, and the number of these images in 50000 training samples is 9019. For the number of features, we added a bias term, hence, we have 3072 + 1 = 3073 features.
2T + 1. Then, we let each group compute the gradient over the partitioned dataset \( \mathbf{X}_i \in \mathbb{R}^{p \times d} \), where \( \mathbf{X} = [\mathbf{X}_1^T \ldots \mathbf{X}_G^T]^T \) and \( G \) is the number of subgroups. For group \( i \in [G] \), each worker receives a share of the partitioned dataset by using a random polynomial \( P_i(z) = \mathbf{X}_i + z\mathbf{Z}_{i1} + \cdots + z^G \mathbf{Z}_{iT} \), where \( \mathbf{Z}_{ij} \) for \( j \in [T] \) and \( i \in [G] \) are i.i.d. uniformly distributed random matrices. Workers then proceed with a multiround protocol to compute the sub-gradient. We further incorporate our quantization and approximation techniques in our benchmark implementations as conventional MPC protocols are also bound to arithmetic operations over a finite field. In our experiments, we set \( G = 3 \), hence the total amount of data stored at each worker is one third of the size of the dataset \( \mathbf{X} \), which significantly reduces the total training time of the two benchmarks, while providing a privacy threshold of \( T = \lfloor \frac{N-3}{6} \rfloor \). The implementation details of the MPC operations are provided in Appendix D in the supplementary material.

**CodedPrivateML Parameters:** There are several system parameters in CodedPrivateML that should be set. Given that we have a 64-bit implementation, we select the field size to be \( p = 2^{52} - 37 \), which is the largest prime with 25 bits to avoid an overflow on intermediate multiplications. We then optimize the quantization parameters, \( l_x \) in (4) and \( l_w \) in (7), by taking into account the trade-off between the rounding and overflow error. In particular, we choose \( (l_x, l_w) = (2, 6) \) and (2, 5) for the CIFAR-10 and GISETTE datasets, respectively. We also need to set the parameter \( r \), the degree of the polynomial for approximating the sigmoid function. We consider both \( r = 1 \) and \( r = 2 \) and as shown later empirically we observe that the degree one approximation achieves good accuracy. We finally need to select \( T \) (privacy threshold) and \( K \) (amount of parallelization) in CodedPrivateML. As stated in Theorem 1, these parameters should satisfy \( N \geq (2r+1)(K+T-1)+1 \). Given our choice of \( r = 1 \), we consider two cases:

- **Case 1 (Maximum Parallelization):** All resources allocated for parallelization (faster training) by setting \( K = \lfloor \frac{N-3}{3} \rfloor \), \( T = 1 \).
- **Case 2 (Equal Parallelization & Privacy):** Resources split almost equally between parallelization & privacy, i.e., \( T = \lfloor \frac{N-3}{6} \rfloor \), \( K = \lfloor \frac{N+2}{3} \rfloor - T \).

**Training Time:** Initially, we measure the training time while increasing the number of workers \( N \) gradually. Our results are demonstrated in Figure 3, which shows the comparison of CodedPrivateML with the [BH08] protocol from [11], as we have found it to be the faster of the two benchmarks. In particular, we make the following observations:

- CodedPrivateML provides substantial speedup over the MPC baselines, in particular, up to 4.4× and 5.2× with the CIFAR-10 and GISETTE datasets, respectively, while providing the same privacy threshold as the benchmarks \( T = \lfloor \frac{N-3}{6} \rfloor \) for Case 2). Table II demonstrates the breakdown of the total runtime with the CIFAR-10 dataset for \( N = 50 \) workers. In this scenario, CodedPrivateML provides significant improvement in all three categories of dataset encoding and secret sharing; communication time between the workers and the master; and the computation time. Main reason for this is that, in the MPC baselines, the size of the data processed at each worker is one third of the original dataset, while in CodedPrivateML it is \( 1/K \)-th of the dataset. This reduces the computational overhead of each worker while computing matrix multiplications as well as the communication overhead between the master and workers. We also observe that a higher amount of speedup is achieved as the dimension of the dataset becomes larger (CIFAR-10 vs. GISETTE datasets), suggesting CodedPrivateML to be well-suited for data-intensive training tasks where parallelization is essential.

- The total runtime of CodedPrivateML decreases as the number of workers increases. This is again due to the parallelization gain of CodedPrivateML (i.e., increasing \( K \) while \( N \) increases). This is not achievable in conventional MPC baselines, since the size of data processed at each worker is constant for all \( N \).
Fig. 4. Comparison of the accuracy of CodedPrivateML (demonstrated for Case 2 and $N = 50$ workers) vs conventional logistic regression that uses the sigmoid function without quantization.

- Increasing $N$ in CodedPrivateML has two major impacts on the total training time. The first one is reducing the computation load per worker, as each new worker can be used to increase the parameter $K$. This in turn reduces the computation load per worker as the amount of work done by each worker is scaled with respect to $1/K$. The second one is that increasing the number of workers increases the encoding time at the master node. Hence, the gain from increasing the number of workers beyond a certain point may be minimal and the system may saturate. In those cases, increasing the number of workers cannot further reduce the training time, as the computation will be dominated by the encoding overhead.

- CodedPrivateML provides up to $22.5 \times$ speedup over the BGW protocol [10], as shown in Table II for the CIFAR-10 dataset with $N = 50$ workers. This is due to the fact that BGW requires additional communication between the workers to execute a degree reduction phase for every multiplication operation.

**Accuracy:** We also examine the accuracy and convergence of CodedPrivateML. Figure 4(a) illustrates the test accuracy of the binary classification problem between *plane* and *car* images for the CIFAR-10 dataset. With 50 iterations, the accuracy of CodedPrivateML with degree one polynomial approximation and conventional logistic regression are $81.35\%$ and $81.75\%$, respectively. Figure 4(b) shows the test accuracy for binary classification between digits 4 and 9 for the GISETTE dataset. With 50 iterations, the accuracy of CodedPrivateML with degree one polynomial approximation and conventional logistic regression has the same value of $97.5\%$. Hence, CodedPrivateML has comparable accuracy to conventional logistic regression while being privacy preserving.

Figure 5 presents the cross entropy loss for CodedPrivateML versus the conventional logistic regression model for the GISETTE dataset. The latter setup uses the sigmoid function and no polynomial approximation, in addition, no quantization is applied to the dataset or the weight vectors. We observe that CodedPrivateML achieves convergence with comparable rate to conventional logistic regression, while being privacy preserving.

VI. **CONCLUSION AND DISCUSSION**

In this article, we considered a distributed training scenario in which a data-owner wants to train a logistic regression model by off-loading the computationally-intensive gradient computations to multiple workers, while preserving the privacy of the dataset. We proposed a privacy-preserving training framework, CodedPrivateML, that distributes the computation load effectively across multiple workers, and reduces the per-worker computation load as more and more workers become available. We demonstrated the theoretical convergence guarantees and the fundamental trade-offs of our framework, in terms of the number of workers, privacy protection, and scalability. Our experiment results demonstrate significant speed-up in the training time compared to conventional baseline protocols.

This work focuses on a logistic regression model mainly with the goal of demonstrating how CodedPrivateML can be utilized to scale and speed up logistic regression training under privacy and convergence guarantees, which is a first step towards more complex models. To the best of our knowledge, even for this setup, no other system has been able to efficiently scale beyond 3–4 workers while achieving information-theoretic privacy. Our work is the first privacy-preserving machine learning approach that reduces the communication and computation load per worker as the number of workers increases, which we hope will open up further research. Future directions include extending CodedPrivateML to deeper neural networks by leveraging an MPC-friendly (i.e., polynomial) activation function or extending CodedPrivateML to collaborative learning setting such as [46].
In this article, in order to provide information-theoretic privacy, we utilize quantization to convert the dataset and model to the finite field $\mathbb{F}_p$. Doing so has two inherent challenges: 1) determining a proper value for $p$ and 2) potential performance degradation caused by quantization or overflow error. This has inspired a new line of works, such as analog coded computing [47], [48], which uses floating-point numbers instead of fixed-point numbers to represent the finite field and provides a fundamental trade-off between the accuracy and privacy level. Leveraging such techniques to address these challenges is another interesting future direction.
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