Abstract: The metabolic engineering of pathways has been used extensively to produce molecules of interest on an industrial scale. Methods like gene regulation or substrate channeling helped to improve the desired product yield. Cell-free systems are used to overcome the weaknesses of engineered strains. One of the challenges in a cell-free system is selecting the optimized enzyme concentration for optimal yield. Here, a machine learning approach is used to select the enzyme concentration for the upper part of glycolysis. The artificial neural network approach (ANN) is known to be inefficient in extrapolating predictions outside the box: high predicted values will bump into a sort of “glass ceiling”. In order to explore this “glass ceiling” space, we developed a new methodology named glass ceiling ANN (GC-ANN). Principal component analysis (PCA) and data classification methods are used to derive a rule for a high flux, and ANN to predict the flux through the pathway using the input data of 121 balances of four enzymes in the upper part of glycolysis. The outcomes of this study are i. in silico selection of optimum enzyme concentrations for a maximum flux through the pathway and ii. experimental in vitro validation of the “out-of-the-box” fluxes predicted using this new approach. Surprisingly, flux improvements of up to 63% were obtained. Gratifyingly, these improvements are coupled with a cost decrease of up to 25% for the assay.
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1. Introduction

Many chemical molecules like peptides, organic acids, etc., are synthesized by different methods such as chemical reactions [1–5] and fermentation process for their application in everyday life. Due to the depletion of non-renewable resources, synthesis of these molecules through a biological system is essential on an industrial scale [6,7]. For decades, scientists have been successful in producing different chemical molecules through microbial fermentation by optimizing the process [7–10]. The costs of microbial fermentation are low, for instance, in comparison to mammalian cell cultures. Microbial systems are easily scalable, use inexpensive synthetic media and have lower batch-to-batch variability [11]. However, microbial systems such as *Escherichia coli* or yeasts have no or only limited capacity for post-translational modifications. Microbial biosynthesis may show low productivity and the coproduction of by-products is possible, which make product recovery complex and protracted [12]. With the advancement of science and technology, there is a continuous effort to improve productivity through novel techniques like gene regulation, which helps to channel the pathway in particular directions, substrate channeling where reactants are directed to the active site of enzymes [13,14], quorum sensing [15], enzyme engineering, etc. However, even after numerous studies, synthesizing some molecules on an industrial scale through microbial fermentation is not cost-effective.

Nobel laureate Eduard Buchner laid the foundation for the cell-free system (CFS) of biomolecule production by converting sugar into ethanol in 1897. It has been successfully used in the synthesis of many products like bio-hydrogen [16,17], bio-ethanol [18,19], antibodies [20], vaccines [21], proteins [22], etc. The CFS is classified into two broad categories: i) cell-extract based: in which the host cells are lysed [23,24] and ii) purified-enzyme based: a mixture of purified enzymes and cofactors are in the system [25]. The CFS has high toxic tolerance, rapid development timeline, easy incorporation of unnatural amino acids and easy purification of the product. The disadvantages of CFS include poor scalability, and post-translation modification of proteins is challenging [22]. The selection of enzymes is crucial in metabolic engineering since low performing enzymes result in poor titer and yield. Homology based methodologies like Selenzyme [26] have been developed to select better performing enzymes. One of the main challenges of purified enzyme-based CFS is the selection of optimum enzyme concentrations for maximum product formation. The experimental selection of optimum enzyme concentrations is expensive and tedious.

Researchers became more interested in the mathematical modeling of biological systems due to the availability of data from omics studies [27]. The modeling helps to organize the system information, to simulate and hence optimize the experiment and to understand system characteristics. Out of many different kinds of modeling methods, constraints-based and statics-based models, as well as kinetics-based or dynamic models have been used extensively to study metabolic pathways. The constraints-based methods such as the flux balance analysis [28] depend on physicochemical constraints like mass and energy balance [29]. However, the constraint-based method does not provide information about the concentration of metabolites. Kinetic modeling depends on the kinetic parameters of the enzymes involved in the pathway and provides information about their concentrations [30]. Kinetic modeling of pathways helps to better understand their behavior and replicate the system. Since the kinetic parameters are essential for this kind of modeling, it is not always easy to replicate the system. Finding the kinetic parameters is expensive, tedious [31], and some parameters are difficult to estimate experimentally [32]. For example, phosphofructokinase requires more than ten parameters to model [33]. Hence, the development of a computational method for selecting optimum enzyme concentrations without detailed knowledge of their kinetic parameters, using other existing experimental data, is helpful.

Machine learning methods help to predict the outcome based on the existing experimental data. The artificial neural network (ANN) is one such method inspired by brain architecture [34]. The neural network consists of connections between three layers: input, hidden and output layer. An activation function for the hidden layer is used to define the output. The neural network has been widely used in different fields of science for system identification and control, pattern recognition, medical diagnosis,
weather prediction, etc. In particular, the ANN has been used for the selection of optimized medium components in the fermentation process for producing different molecules such as lipids from *Chlorella vulgaris* [35] and Spinosyns from *Saccharopolyspora spinosa* [36]. ANN was employed, for instance, for the prediction of the flux through mammalian gluconeogenesis, using the simulated data from metabolite isotopic labeling [37]. Glycolysis, one of the central carbon metabolism pathways, is not only important for organisms, but also in biotechnology for producing different biomolecules [38]. Many chemicals such as organic acids [39,40] and biofuels [41,42] have been successfully produced with high titer using engineered microorganisms including *Saccharomyces cerevisiae* or *Escherichia coli*. Glycolysis is widely studied from various perspectives. The availability of data from Fievet et al. [43] for flux prediction with different enzyme concentrations makes it a good candidate for developing a new approach to select optimum enzyme concentrations.

Previously, ANN was used to predict the flux through the upper part of glycolysis using enzyme concentrations, i.e., phosphogluco isomerase (PGI), phosphofructokinase (PFK), fructose biphosphate aldolase (FBA), and triosephosphate isomerase (TPI) as the input to the model [44]. The predicted flux has a root mean square error (RMSE) of 0.84 and an $R^2$ of 0.93, with 13 hidden units. Since the ANN is a training-based method, the new prediction depends on the training dataset. Since ANN is not efficient in extrapolating predictions [45,46], the new predictions will always lie in the range of the known output predictions; in other words, we could say that they will remain “in-the-box”. High predicted output values will bump into a sort of “glass ceiling”. Our working hypothesis was that, in reality, actual flux values could be higher than the predicted ones. So, in order to explore this “glass ceiling” space, we developed a new methodology (GC-ANN, for glass ceiling ANN) to predict the flux for the upper part of glycolysis, given enzyme concentrations using an artificial neural network. The outcomes of this study are i. in silico selection of optimum enzyme concentrations for maximum flux through the pathway and ii. experimental in vitro validation of the “out-of-the-box” flux predicted using this new approach. Initially, we expected to obtain slight improvements, i.e., improved flux values close to the highest one that we fed into the model. Surprisingly, improvements up to 63% were obtained. Moreover, these improvements are coupled with a cost decrease of up to 25% for the assay.

2. Methodology

2.1. Data for New Methodology

The data from Fievet et al. [43] were used to develop the new methodology for selecting optimum enzyme concentrations using ANN. The dataset consisted of 121 combinations of four enzymes (PGI, PFK, FBA and TPI) for the upper stage of glycolysis for a flux value of 0.74–12.9 µM/s. The total enzyme concentration was kept constant for four enzymes of 101.9 mg/L. The flux was measured as NADH consumption through G3PDH. For more details about the data, please refer to the experimental section of the research article by Fievet et al. [43].

2.2. ANN-Based Flux Prediction Workflow

The new GC-ANN methodology is explained in three steps: i.) the preparation stage: the data dimension is reduced to find the possibly correlated variable, the rule for obtaining higher flux (>12 µM/s) is derived from the data, and a neural network model is built to predict the flux using the enzyme concentrations; ii.) execution stage: new enzyme concentrations are generated using the rule obtained and the flux is predicted for the new concentration using ANN; and iii.) validation of the methodology: the new methodology of predicting flux using ANN is validated through simulation and experiment.
2.2.1. Preparation stage

Reduction of Data Dimensionality

Principal component analysis (PCA) is one of the methods for the reduction of dimensionality of the dataset [47,48]. For datasets with a high degree of freedom, PCA is very useful to find possible correlations between the variables. PCA is performed using the R (V 3.4.3; R Development Core Team (2008)) package FactoMineR [49].

Visualization of Data

Three-dimensional viewing of data could provide insight into the distribution of flux in the space. Therefore, the fluxes in the 3D space of concentrations PGI, PFK, and TPI were visualized using R statistical packages plot3D [50] and plot3Drgl [51].

Classification of Data for Higher Flux (> 12 µM/s)

Data classification is the process of categorizing data into various homogeneous groups or types based on common characteristics. Decision tree analysis is a method of data classification helping to search for possible associations within the dataset. The decision tree is a simple tree-like graph method to understand and interpret the observations. The discriminant analysis helps to discriminate between the groups of data. The classification is supported by a discriminant analysis.

The data were classified into 5 groups, i.e., flux value from 0.728–3.17, 3.17–5.6, 5.6–8.04, 8.04–10.5 and 10.5–12.9. Approximately, 40% of the data are in the final group, which consists of higher flux concentrations (greater than 10.5 µM/s). The R packages klaR [52] and rpart [53] were used for discriminant analysis and decision tree respectively. The results from the decision tree and discriminant analysis were used to derive the concentration rule for higher flux values (> 12 µM/s) through the pathway.

Neural Network Model

The artificial neural network for predicting the flux through the upper part of glycolysis is built using the data described earlier in the section “Data for new methodology”. The model predicts flux as an NADH consumption through the pathway. The model is built using the R package neuralnet [54], which gives us the freedom to choose two different activation functions: logistic and tanh [44].

2.2.2. Execution Stage

Generation of New Enzyme Concentration

The new enzyme concentrations were generated between the highest (PGI = 70, PFK = 70, FBA = 86.1, TPI = 66.1 mg/L) and lowest (PGI = 1, PFK = 1, FBA = 2, TPI = 1.66 mg/L) concentrations of the data from Fievet et al. [43], with a step size of 1 mg/L using R script. The total enzyme concentration of four enzymes was kept constant at 101.9 mg/L as in Fievet et al. [43]. The newly generated concentrations were used in the additional analysis.

Flux Prediction Using ANN

Newly generated enzyme concentrations were fed to the ANN model to predict the flux. The data consisted of flux values ranging from 0.74 to 12.9 µM/s. Since ANN is not good for extrapolation, these values limit the prediction to this range. Nevertheless, it is likely that new enzyme concentrations could provide higher flux. However, ANN prediction will remain in the glass ceiling space. Hence, we decided to explore this space with squeezed flux, i.e., the flux that lies in this particular space. Thus, for our study, fluxes > 12 µM/s predicted by ANN and the concentrations that obeyed the rule derived to obtain possible higher flux values from data classification were retained.
2.2.3. Validation of Methodology

The artificial neural network-based methodology for flux prediction was validated in two steps. In the first step of validation, the available kinetic parameters from Fievet et al. [43] helped us to build the model and replicate the experimental conditions. In the second step, the methodology was experimentally validated.

Simulation of Upper Part of Glycolysis

In CellDesigner (ver4.4) [55,56], the kinetic model of the upper part of glycolysis was built using the kinetic parameters from Fievet et al. [43] and the parameters for cofactors chosen from the BRENDA [57] database (Table 1). The model was built to replicate the experimental condition with the Michaelis-Menten equation (Table 1). ATP is regenerated using the creatine kinase system. The hexokinase concentration was kept constant at 0.1 µM and flux was measured as NADH consumption, as catalyzed by 1 µM of G3PDH. The concentrations of PGI, PFK, FBA and TPI were varied according to the selected balance from Section 2.2.2. (i.e., with concentrations that provide a flux ≥ 12 µM/s as predicted by the ANN model). The concentrations were converted from mg/L to µM using the molecular weight as suggested by Fievet et al.

The model was simulated for 120 s using COPASI [58] to measure NADH consumption. The slope of NADH decay between 60 and 120 s was estimated as flux through the pathway 182 enzyme balances yielding flux ≥ 15 µM/s from simulation using an in silico model were selected as the potential higher flux balances.

Experimental Validation

The upper part of glycolysis was reconstructed as described in Fievet et al. [43] (Figure 1). The in vitro system consisted of varied concentrations of PGI, PFK, FBA and TPI. The HK and G3PDH were kept constant and creatine kinases were used to regenerate ATP in the system. The NADH decay was measured as flux through the pathway. The slope of the linear NADH decay was used to calculate the flux in µM/s.

2.2.4. The Workflow of the Proposed Methodology

Based on the data listed in Fievet et al. [43], the ANN model was built to predict the flux using enzyme balances, and the rule for enzyme balance for higher flux was obtained by data classification. The fluxes for newly generated enzyme balances were predicted using the ANN model. The balances with a flux value > 12 µM/s (balances from the glass-ceiling) and the balances obeying the derived rule for higher flux were selected as potential higher flux balances. These selected balances were validated using the kinetic model and by experiments. The methodology that followed for exploring the glass-ceiling of ANN (GC-ANN) is represented diagrammatically in Figure 2.
Table 1. The kinetic equations and parameters used to build the kinetic model of the upper part of glycolysis. Glu: glucose; G6P: glucose-6-phosphate; F6P: fructose-6-phosphate; FBP: fructose bisphosphate; DHAP: dihydroxyacetone phosphate.

| Reaction catalyzed by                  | Kinetic Equation                                                                 | Kinetic Parameters |
|----------------------------------------|----------------------------------------------------------------------------------|--------------------|
| Hexokinase (HK)                        | \( v = \frac{k_{catHK} \times HK \times Glu \times ATP}{[Glu + Km_Glucose] \times [ATP + Km_ATP]} \) | \( k_{catHK} = 72 \text{ s}^{-1} \); \( Km_{Glucose} = 120 \mu M \); \( Km_{ATP} = 100 \mu M \) |
| Glucose-6-phosphate Isomerase (PGI)    | \( v = \frac{k_{catPGI} \times PGI \times G6P}{K_{mg6p}} - \frac{k_{catPGI} \times PGI \times F6P}{K_{mg6p} + K_{mg6p}} \) | \( k_{cat} = 41.7 \text{ s}^{-1} \); \( Km_{F6P} = 33 \mu M \); \( nH = 1.1 \); \( Km_{ATP} = 120 \mu M \) |
| Phosphofructokinase (PFK)              | \( v = \frac{k_{catPFK} \times PFK \times F6P^{pi}}{[K_{mf6p} + F6P^{pi}] \times [K_{mhp} + ATP]} \) | \( k_{catPFK} = 1410 \text{ s}^{-1} \); \( k_{cat} = 3270 \text{ s}^{-1} \); \( Km_{G6P} = 1650 \mu M \); \( Km_{f6p} = 4100 \mu M \); \( Keq_{PGI} = 31 \) |
| Aldolase (ALD)                         | \( v = \frac{k_{catALD} \times FBA \times FBP}{K_{mFba} + K_{mFba}} - \frac{k_{catALD} \times FBA \times glyc3pho \times DHAP}{K_{mFba} + K_{mFba}} \) | \( k_{catALD} = 7.59 \text{ s}^{-1} \); \( k_{catALD} = 1220 \text{ s}^{-1} \); \( Km_{F6P} = 12 \mu M \); \( Km_{ATP} = 2000 \mu M \); \( Km_{f6p} = 2400 \mu M \); \( Km_{ATP} = 1000 \mu M \) |
| Triose-phosphate Isomerase (TPI)       | \( v = \frac{k_{catTPI} \times TPI \times glyc3pho}{K_{mg3p} + glyc3pho} \) | \( k_{catTPI} = 6680 \text{ s}^{-1} \); \( Km_{glyc3p} = 2380 \mu M \) |
| Glycerol-3-phosphate dehydrogenase (G3PDH) | \( v = \frac{K_{mg6p} \times 3PDH \times DHAP}{K_{m3pdh} \times K_{mNAD}} \times \frac{[\text{G3P}]}{[\text{NAD}]} \times \frac{1}{1 + \frac{ADP}{K_{mADP}} + \frac{ATP}{K_{mATP}}} \) | \( k_{catG3PDH} = 189.1 \text{ s}^{-1} \); \( Km_{DHAP} = 75 \mu M \); \( Km_{G3P} = 909 \mu M \); \( Km_{NAD} = 22 \mu M \); \( Km_{NAD} = 83 \mu M \) |
| Creatine kinase (CK)                   | \( v = \frac{K_{mg6p} \times phosphocreatine \times phosphocreatine}{K_{mck} \times K_{mck}} \times \frac{Creatine}{K_{mck}} \times \frac{1}{1 + \frac{ADP}{K_{mADP}} + \frac{ATP}{K_{mATP}}} \) | \( k_{cat} = 148 \text{ s}^{-1} \); \( Km_{phosphocreatine} = 5000 \mu M \); \( Km_{Creatine} = 1600 \mu M \); \( Km_{ADP} = 800 \mu M \); \( Km_{ATP} = 500 \mu M \) |
Experimental Validation

The upper part of glycolysis was reconstructed as described in Fievet et al. [43] (Figure 1). The in vitro system consisted of varied concentrations of PGI, PFK, FBA and TPI. The HK and G3PDH were kept constant and creatine kinases were used to regenerate ATP in the system. The NADH decay was measured as flux through the pathway. The slope of the linear NADH decay was used to calculate the flux in µM/s.

Figure 1. CellDesigner diagram for the upper part of glycolysis, which replicates the experimental conditions described by Fievet et al. [41]. HK: hexokinase, PGI: glucose 6-phosphate isomerase, PFK: phosphofructokinase, FBA: aldolase, TPI: triose-phosphate Isomerase, G3PDH: glycerol-3-phosphate dehydrogenase, CK: creatine kinase, re: reaction.

2.2.4. The Workflow of the Proposed Methodology

Based on the data listed in Fievet et al. [43], the ANN model was built to predict the flux using enzyme balances, and the rule for enzyme balance for higher flux was obtained by data classification. The fluxes for newly generated enzyme balances were predicted using the ANN model. The balances with a flux value > 12 µM/s (balances from the glass-ceiling) and the balances obeying the derived rule for higher flux were selected as potential higher flux balances. These selected balances were validated using the kinetic model and by experiments. The methodology that followed for exploring the glass-ceiling of ANN (GC-ANN) is represented diagrammatically in Figure 2.

Figure 2. The methodology followed to obtain the new flux values from the generated enzyme concentration.

3. Application and Results

3.1. Preparation

3.1.1. Data Dimension Reduction

In our study, PCA did not provide much information regarding the data. The total four-enzyme concentration was constant in the system, which reduced the degree of freedom to limit the enzyme concentrations to three. If the total enzyme concentration is not constant or the dataset presents a high degree of freedom, PCA will be more useful for obtaining uncorrelated variables: this is why we mentioned PCA as a useful tool in the framework of this methodology.

3.1.2. Visualization of data

After the PCA, data was visualized in 3D (Figure 3). We could observe on the plot that the higher flux (red dots) was quite distinct. This is a good indication that a quantitative method could be applied and should provide good results. Indeed, this is verified in the section “Flux prediction using ANN” (Figure 3). In this methodology, we were exploring the space around those higher flux concentrations to obtain new concentrations of PGI, PFK and TPI.
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![Figure 3. Three-dimensional visualization of Fievet et al. enzyme balances after PCA (Dim1: 43.55%, Dim2: 23.78% and Dim 3: 17.56%). The change from blue to red indicates the gradient from low to high fluxes, respectively. Standard deviation of experimental flux is represented on the third-dimension.](image)

3.1.3. Enzyme Concentration Rule

Decision tree analysis was performed using the R package rpart by dividing the data into five groups; this provides the best compromise on the gain in inter-class inertia. The five groups were determined using kmeans clustering.

Figure 4 represents the classification of data where the percentage of data belongs to the branch of tree and fraction represents the distribution into different groups. For example, 89% of the data had FBA concentration > 11 and is distributed in five groups as a fraction of 0.01, 0.09, 0.17, 0.29 and 0.44 (Figure 4, node 3).
Figure 3. Three-dimensional visualization of Fievet et al. [43] enzyme balances after PCA (Dim1: 43.55%, Dim2: 23.78% and Dim 3: 17.56%). The change from blue to red indicates the gradient from low to high fluxes, respectively. Standard deviation of experimental flux is represented on the third-dimension.

3.1.3. Enzyme Concentration Rule

Decision tree analysis was performed using the R package rpart by dividing the data into five groups; this provides the best compromise on the gain in inter-class inertia. The five groups were determined using kmeans clustering.

Figure 4 represents the classification of data where the percentage of data belongs to the branch of tree and fraction represents the distribution in to different groups. For example, 89% of the data had FBA concentration > 11 and is distributed in five groups as a fraction of 0.01, 0.09, 0.17, 0.29 and 0.44 (Figure 4, node 3).

Among the different methods of discriminant analysis studied, rpart performed the best with an approximate error rate of 0.1. The different methods studied were LDA (linear discriminant analysis), QDA (quadratic discriminant analysis), SKNN (simple k nearest neighbors), RDA (regularized discriminant analysis) and naïve Bayes (under R package). For the SKNN method, the error rate was low but it led to an over-classification (data not shown). Figure 5 represents the discriminant analysis for the classification of data from Fievet et al. [43] using the rpart [53] method from R.
After using the decision tree (Figure 4) and discriminant analysis (Figure 5), the following rule was derived to obtain a flux $\geq 12$ $\mu$M/s:

$$\text{PGI} < 11; \ 10 < \text{PFK} < 16; \ 	ext{TPI} < 18; \ 59 > \text{FBA (mg/L)},$$

which corresponds to $\text{PGI} < 15.07$ U/mL; $0.7$ U/mL $< \text{PFK} < 1.12$ U/mL; $\text{TPI} < 264.42$ U/mL; $2.48$ U/mL $> \text{FBA}$.

The conversion from mg/L to U/mL is given in Methods S1 in Supplementary Materials. The derived rule is applied for the selection of the best concentrations of the enzymes PFK, PGI, TPI, and FBA to obtain a high flux through the pathway.

3.1.4. Neural Network Model

ANN is a training-based method, the structure of the neural network needs to be chosen carefully since it depends on the number of inputs, sampling in the training dataset and the outputs. The structure was determined based on our previous study [44]. The neuralnet package from R statistical tool with the logistic activation function was used. It has 13 hidden units in a single layer. The ANN model used has an RMSE value of 0.84 and an $R^2$ value of 0.93, using leave-one-out cross-validation [44].

3.2. Execution

3.2.1. Generation of New Enzyme Concentrations

The new concentrations of PFK, PGI, TPI and FBA were generated as explained in the methodology section. These new balances were used for further analysis to predict the flux.
3.2.2. Flux Prediction Using ANN

The new balances were fed into the previously built neural network to predict the flux. The ANN predicted flux from the newly generated data was visualized in 3-dimensions (Figure 6).

As expected, the new prediction remained in the box (see the maximum value of the color gradient bar in Figure 6) since ANN is a training-based method that depends on the training dataset. The high predicted values bump into the “glass ceiling”. Our hypothesis was that even though they remain in the roof of the “glass ceiling”, the experimental values could be higher than the predicted ones. By exploring this space, we could obtain new balances with higher flux values.

In order to explore the “glass ceiling” space, we developed this new methodology (named GC-ANN) using the artificial neural network to predict the flux through the upper part of glycolysis for given enzyme concentrations. In this study, we showed (see below in the section validation) that by careful selection of enzyme concentrations from the “glass-ceiling” space, it is possible to obtain higher flux values “out-of-the-box”.

For all the enzyme concentrations generated between minimum and maximum of experimental data, only flux values above 12 µM/s predicted by neural network, and only enzyme balances (total of 335 balances, a balance being defined as a mixture of the four enzymes PGI, PFK, FBA and TPI) obeying the enzyme concentration rule were selected as potential high-flux balances.

3.3. Validation

The methodology for exploring the glass-ceiling using ANN (GC-ANN) was validated in two steps: first using the kinetic model and second, in vitro.

3.3.1. Simulation of Upper Part of Glycolysis

The kinetic model is built using CellDesigner [55,56] (Figure 1) and validated with COPASI [58] using the 121 concentrations from Fievet et al. [43]. The model has an RMSE value of 1.58 and R^2 of 0.84 in a cross-validation procedure, compared to the experimentally determined flux (Figure 7). Figure 7 proves that the kinetic model was good and could be used for the validation of the new
approach. The highest flux predicted by the kinetic model of the reconstituted upper part of glycolysis was 14.93 µM/s, where the highest experimentally observed flux was 12.9 µM/s. The flux predicted by ANN for new enzyme balances from the section “Flux prediction using ANN” was compared with the simulated flux for each enzyme (Figure 8). Figure 8 shows that the balances that were predicted with higher flux through GC-ANN were also estimated to have higher flux using the kinetic model. This validates the good quality of the kinetic model.

![Figure 7. Relationship between experimental flux (J Fievet) estimated by Fievet et al. [43] and COPASI [58] estimated by the kinetic model.](image)

3.3.2. Experimental Validation of the Methodology

To validate this new approach to exploring the glass-ceiling (GC-ANN), the new enzyme balances generated were assayed in vitro. For the control experiment, 10 enzyme balances from previously used Fievet et al. [43] enzyme concentrations (Figure 9) were selected (Figure 10; Table S1). These selected balances have a correlation R² of 0.99 and an RMSE of 0.17 between the predicted flux from our kinetic model and the experimental flux assessed by Fievet et al. [43]. Figure 9 shows that balances selected for the control study are an appropriate choice. Two of these selected Fievet’s balances were tested experimentally. The resulting fluxes for these two balances were 0.59 (±0.10) µM/s and 8.03 (±0.56) µM/s (see Table S2 in the Supporting Information) while Fievet et al. had determined 1.22 (±0.08) µM/s and 11.05 (±0.29) µM/s, respectively.
Figure 8. The relationship between flux values predicted by ANN vs COPASI for newly generated enzyme balances. The enzymes considered are: upper, left (PGI), right (PFK), lower left (TPI), right (FBA). The color gradient from blue to red represents the particular enzyme concentration from low to high, respectively.

Figure 9. Correlation between Fievet et al. [43] experimental flux and Copasi predicted flux. The balances corresponding to these flux values are selected as experimental control.
Enzyme Assays for Measurement of Kinetic Parameters

HK activity was assessed using glucose-6-phosphate dehydrogenase (G6PDH) in a coupled reaction. The substrate glucose was converted to 6-phosphogluconate, the formation of NADPH was followed spectrophotometrically at 340 nm (Figure 11A).

We assessed the activities of PGI, PFK and FBA using a coupled NADH assay applied to the upper part of glycolysis (Figure 11B). To determine the activity of PGI, we started the assay with glucose-6-P (Figure 11B, reaction 1); for the measurement of the activities of PFK and FBA, fructose 6-P and fructose 1,6-bisP were used as the substrates (Figure 11B, reactions 2 and 3). All reactions were monitored by reading the absorbance of NADH at 340 nm and the initial rates were used to calculate the Michaelis constant $K_m$ and the maximal velocity $V_{max}$. The kinetic parameters $K_m$ for HK, PGI, PFK and FBA corresponded well to the values listed by the manufacturer (Sigma) or by the Enzyme Database Brenda (Table 2). Nevertheless, some enzymes, particularly HK and FBA, showed lower specific activity compared to the Sigma reference. The loss of activity could have occurred during delivery and/or storage of the enzymes or could be attributed to a different enzyme assay.
Figure 11. (A) Coupled HK/G6PDH assay to assess the HK activity. (B) Coupled NADH assay to assess the activities of PGI, PFK, and FBA. The individual reactions were started with substrates indicated by the numbers in circles.

Table 2. Summary of the kinetic parameters of HK, PGI, PFK, and FBA. The experimentally assessed values were deduced from Lineweaver-Burk and Eadie-Hofstee plots. Reference values for $K_m$ and $V_{max}$ from Brenda and Sigma’s product data sheets are indicated, respectively. Lot No., lot number; sp. act., specific activity.

| Enzyme | Lot No. | Reference Sigma | sp. act. (U/mg) | Lineweaver-Burk * | Eadie-Hofstee * |
|--------|---------|-----------------|----------------|------------------|----------------|
| HK     | SLBT5451| 472 163         | 0.12–0.5 [59]  | 0.28 225.5 299   | 0.30 248.7 330 |
| PGI    | SLBW8689| 618 556         | 0.084–1.5 [60] | 1.1 7409 1107    | 0.9 7685 1147  |
| PFK    | SLBW6641| 72 73           | 0.023–0.15 [61] | 0.13 196 166     | 0.11 206 175   |
| FBA    | SLBR7752V| 11.5 6.4       | 0.00084–2 [62] | 0.14 19.6 17     | 0.12 18.7 16   |

* measured in this study, n.d.: not determined in this study.

Flux Determinations

The reaction mixtures for the measurements of the flux through the upper part of glycolysis were based on Fievet et al. [43] (Table 3). In contrast to Fievet et al., we based our mixtures on relative enzyme activities rather than enzyme concentrations. Calculations are explained in Method S1, in the Supplementary Materials.
Table 3. Comparison of ANN predicted flux ($J_{\text{ANN}}$ in µM/s), simulated flux ($J_{\text{Copasi}}$ in µM/s) and experimentally assessed flux ($J_{\text{Exp}}$ in µM/s). The four enzymes PGI, PFK, FBA and TPI were used at the indicated concentrations for the experimental assessment of the flux with mean deviation (M.D) of triplicates.

| Index | U/mL | µM/s |
|-------|------|------|
|       | PGI  | PFK  | FBA  | TPI  | $J_{\text{ANN}}$ | $J_{\text{Copasi}}$ | $J_{\text{Exp}}$ | M.D  |
| 11    | 2.74 | 0.7  | 3.71 | 24.39| 12.24           | 15.63             | 15.7            | 2.5  |
| 12    | 2.74 | 0.7  | 3.62 | 53.77| 12.06           | 15.45             | 16.3            | 2.7  |
| 13    | 2.74 | 0.77 | 3.45 | 97.84| 12              | 15.21             | 12.1            | 4.2  |
| 14    | 2.74 | 0.84 | 3.37 | 112.53| 12.03           | 15.07             | 16.6            | 0.1  |
| 15    | 2.74 | 0.91 | 3.58 | 24.39| 12.7            | 15.87             | 13.9            | 3.9  |
| 16    | 2.74 | 0.98 | 3.54 | 24.39| 12.74           | 15.81             | 18.3            | 1.2  |
| 17    | 2.74 | 1.05 | 3.50 | 24.39| 12.72           | 15.72             | 17.1            | 0.2  |
| 18    | 2.74 | 1.12 | 3.29 | 83.15| 12.16           | 15.20             | 20.1            | 0.3  |
| 19    | 4.11 | 0.7  | 3.58 | 53.77| 12              | 15.61             | 14.4            | 0.1  |
| 20    | 4.11 | 0.84 | 3.58 | 24.39| 12.53           | 15.88             | 15.8            | 0.2  |
| 21    | 4.11 | 1.12 | 3.37 | 39.08| 12.44           | 15.5              | 20.6            | 0.2  |
| 22    | 5.48 | 0.77 | 3.58 | 24.39| 12.32           | 15.93             | 15.4            | 0.2  |
| 23    | 5.48 | 1.12 | 3.37 | 24.39| 12.49           | 15.54             | 16.1            | 2.3  |
| 24    | 5.48 | 1.12 | 3.33 | 39.08| 12.36           | 15.39             | 19.3            | 0.6  |
| 25    | 6.85 | 1.05 | 3.37 | 24.39| 12.48           | 15.54             | 18.5            | 0.6  |
| 26    | 6.85 | 1.12 | 3.33 | 24.39| 12.41           | 15.4              | 17.8            | 0.1  |
| 27    | 6.85 | 1.12 | 3.29 | 39.08| 12.29           | 15.25             | 16.3            | 0.3  |
| 28    | 6.85 | 1.12 | 3.24 | 53.77| 12.18           | 15.08             | 19.7            | 2.5  |
| 29    | 8.22 | 1.05 | 3.33 | 24.39| 12.41           | 15.39             | 17.8            | 1    |
| 30    | 8.22 | 1.05 | 3.29 | 39.08| 12.29           | 15.23             | 19              | 0.6  |
| 31    | 8.22 | 1.05 | 3.24 | 53.77| 12.19           | 15.07             | 21              | 0.6  |
| 32    | 8.22 | 1.12 | 3.29 | 24.39| 12.34           | 15.24             | 15.6            | 3.1  |
| 33    | 8.22 | 1.12 | 3.24 | 39.08| 12.23           | 15.09             | 17.8            | 2.2  |
| 34    | 9.59 | 0.84 | 3.29 | 68.46| 12              | 15.08             | 17.1            | 0.7  |
| 35    | 9.59 | 1.05 | 3.29 | 24.39| 12.33           | 15.22             | 17.7            | 1    |
| 36    | 9.59 | 1.05 | 3.24 | 39.08| 12.22           | 15.07             | 18.8            | 1.8  |
| 37    | 9.59 | 1.12 | 3.24 | 24.39| 12.27           | 15.08             | 20.4            | 0.6  |
| 38    | 10.96| 0.91 | 3.33 | 24.39| 12.26           | 15.3              | 15.9            | 0.9  |
| 39    | 10.96| 1.05 | 3.24 | 24.39| 12.26           | 15.06             | 17.9            | 0.8  |
| 40    | 12.33| 0.84 | 3.29 | 39.08| 12.04           | 15.08             | 15.8            | 0.9  |
| 41    | 13.7 | 0.84 | 3.29 | 24.39| 12.05           | 15.07             | 13.6            | 2.4  |

Out of 41 selected balances, 31 newly predicted enzyme concentrations were tested experimentally to estimate flux. All 31 new enzyme balances experimentally tested were estimated with flux values greater than 12 µM/s (Table 3). Table 3 shows that 28 out of 31, i.e., 90.3%, had a value above 15.0 µM/s, as expected according to the kinetic model. Moreover, 31 out of 31, i.e., 100%, had a value above 12.0 µM/s, as expected according to our methodology.

3.4. Application: Selection of Cost-Efficient Enzyme Balances

For industrial-scale production, the selection of best enzyme concentrations in terms of cost is essential. Therefore, we estimated the cost per µM of NADH consumed per second for all the enzyme balances generated (Figure 12) and for those selected balances from ANN prediction that obey the enzyme concentration rule (flux greater than 12 µM/s), i.e., 335 balances from the section “Flux prediction using ANN” (Figure 13). The calculations were described in Method S2 in the Supplementary Materials. The cost calculation for each reaction observed in the selection of enzymes could help to reduce cost. Figures 12 and 13 show the variation in cost according to each balance and its flux and allow the selection of balances with higher flux at low cost.
Figure 12. 3D-representation of cost estimated for all the enzyme concentrations generated. The color gradient is according to the cost required for each balance: blue is the lowest and red is the highest cost for a selected balance of the four enzymes PGI, PFK, FBA and TPI.

As an example: the enzyme balance (in mg/L) with PGI = 2, PFK = 12, FBA = 81.24 and TPI = 4.66 (index 13 in Table S6 of the Supporting Information) could give a flux of 12.1 µM/s with a cost of 3.79 EUR.

Figure 13. 3D-representation of the cost estimated for the enzyme concentration that obeys the rule obtained for higher flux values. The color gradient is according to the cost required for each balance, blue is the lowest and red is the highest cost for a selected balance of the four enzymes PGI, PFK, FBA and TPI.
As an example: the enzyme balance (in mg/L) with PGI = 2, PFK = 12, FBA = 81.24 and TPI = 4.66 (index 13 in Table S6 of the Supporting Information) could give a flux of 12.1 µM/s with a cost of 3.79 EUR.

4. Discussion

Traditionally, chemical molecules are synthesized by the chemical reaction of petroleum-based products. Due to the depletion of petroleum products, in-vivo biosynthesis has gained a lot of attention. Limitations of the cellular production system, such as low productivity, by-product formation, and low host cell tolerance to toxins moved the focus towards development of cell-free systems. Compared to cell systems, cell-free systems have high productivity and high toxin tolerance [22]. The selection of optimal enzyme concentrations for maximal productivity is a crucial step for industrial scale, cell-free production of biomolecules. The modeling of metabolic pathways helps to study and predict the behavior of the biological system. Constraint-based methods facilitate the understanding of the system but do not provide information about the concentration of the individual metabolites. In contrast, kinetic models provide information about individual metabolite concentrations but require kinetic parameters of enzymes, which are tedious and expensive to determine [32]. Design of experiment (DOE) is a systematic approach to optimize the conditions for biomolecule production in the field of biotechnology [63]. In DOE, multiple variables are studied to find the correlation between the variables and the final outcome. The main objective of DOE is to reduce the number of experiments, time and cost; our study has the same objective. The benefit of GC-ANN is that the objective optimum can be “out-of-the-box” but will nevertheless be found without additional experiments.

4.1. GC-ANN Approach Could be Used to Predict “Out-of-the-Box” Values

In this study, a new methodology, GC-ANN, to select the optimum enzyme balances for industrial biotechnology is devised. This approach aims to see beyond the “glass ceiling”, using an artificial neural network and different statistical methods like PCA and data classification. The method was designed and validated for the upper part of glycolysis but could be applied to any other natural or reconstituted biosynthesis pathway.

The workflow of the methodology used in the upper part of glycolysis is summarized in Figure 2. In the first step, for selecting the optimum concentrations of the four relevant enzymes PGI, PFK, FBA and TPI, a rule was devised for high flux values (supported by Figures 3–5). We generated all possible balances using a step of 1 mg/L in terms of variation for each enzyme concentration. The balances newly generated in the present study have higher and lower limits than those in Fievet et al. [43]. These new enzyme balances were used to predict the flux through the upper glycolysis using ANN, and the predicted fluxes were depicted in 3D representation (Figure 6); we observed a zone (Figure 6, brown zone) with predicted flux > 12 µM/s. To explore this space in order to obtain even higher fluxes, the high-flux-rule was applied, i.e., 10 < PFK < 16; PGI < 11; TPI < 18; 59 < FBA (in mg/L), and 335 enzyme balances were scrutinized. The main idea behind our approach is based on the fact that: i. ANN is known to be a good tool for predicting class and/or quantitative values inside the box (i.e., prediction close to training data), ii. the brown region in Figure 6 contains values that are all very close to 12 µM/s (from 12 to 12.9 µM/s) because ANN is not useful for extrapolation and new predictions remain inside the box; and iii. we postulate that among these flux values, in fact, some could be higher than predicted.

In the second step, to validate our hypothesis we conducted in silico and in vitro experiments.

4.1.1. In-Silico Validation

Due to the availability of kinetic parameters, to avoid unnecessary expenses linked to in vitro assays:

First, we built a kinetic model. Figure 7 shows good agreement (R² = 0.84) between the fluxes predicted by the kinetic model and all the flux values experimentally assessed by Fievet et al. [41]. Then, we selected 10 balances associated with experimental values between 0.74 and 12.9 µM/s of
Fievet’s data for the benchmark study. Figure 9 shows excellent correlation with $R^2$ of 0.99 and an RMSE of 0.17 between the predicted flux from our kinetic model and the experimental flux assessed by Fievet et al. Taken together, these first results were a good validation of our kinetic model.

Second, we intended to validate our in vitro assay by reproducing the results obtained by Fievet et al. [43]. We decided to carry out in vitro experiments for the balances that had a good correlation between simulated and experimental flux. The experimentally determined fluxes using the balances selected from the Fievet data were lower than those previously determined by these authors (Table S3). Nevertheless, the fold-increase was comparable (approximately 9-fold, this study vs. 13-fold, Fievet et al. [43]). The deviation of the absolute flux values could be attributed to experimental settings, i.e., NADH depletion assay in cuvettes at 390 nm (Fievet et al. [43]) vs. in 96 well plates at 365 nm, in this study; or to differences in the assays performed to measure kinetic parameters of the individual enzymes.

Finally, as our kinetic model has been validated, we used it to conduct the first verification, in silico, of our hypothesis. For 31 new balances selected according to the methodology described above (Section 3.3.2), Figure 10 shows how flux values predicted by the kinetic model fit with the simulated values. All the balances selected from the brown zone (Figure 6) were indeed superior to 12.0 µM/s. Moreover, the flux should be above 15.0 µM/s. So, this is a first, in silico, validation of our hypothesis, i.e., the ANN-based approach could be used to predict “out-of-the-box” values.

At this point, we had to keep in mind that this preliminary verification was conducted because the kinetic model was possible to establish, but this step is not mandatory in the proposed methodology. Indeed, the 31 balances were chosen first, based only on the outcome of GC-ANN methodology that combines ANN and different statistical methods like PCA and data classification.

### 4.1.2. In Vitro Validation

The 31 new enzyme balances were assessed experimentally. Table 3 proves our hypothesis: with careful selection of enzyme concentrations from the glass ceiling, it is possible to obtain higher flux values. For the 27 best enzyme balances, the improvement of flux ranged from 20% (observed flux: 15.4, original flux: 12.9) to 63% (observed flux: 21.0, original flux: 12.9). This clearly demonstrates that exploring the predicted values, which hit the “glass ceiling” using the GC-ANN approach is a good way to select the optimum enzyme concentration.

Since artificial neural networks do not require much information regarding experimental conditions, and particularly, in our case, kinetic parameters hard to obtain, they are easy to apply in different fields of science. Our GC-ANN approach could be applied to any pathway provided the experimental data are available. Currently, we are looking for other experimental datasets to which this methodology can be applied.

### 4.2. The Proposed Methodology Is Cost-Efficient

From an industrial perspective, production costs per quantity of product are very important. Choosing an enzyme balance that results in maximum flux at a very low cost per given quantity of product is essential. The ANN-based methodology makes it easy to estimate the total cost. The approximate price for each reaction was calculated using the details provided by the manufacturer, such as specific activity and units of enzyme in the sample. We could calculate the approximate cost required for 1 µM of product formation per second through the pathway. This would help us to decide which is the most suitable enzyme balance for maximum flux in terms of cost minimization, which is important for industrial-scale production. For example, to obtain a flux of 12.1 µM/s, the approximate cost should be 6.28 EUR, whereas we could achieve the same flux value with a cheaper rate of 3.79 EUR (40%). Figure 12 clearly shows how costs vary. Details are provided in Table S6 and Figure S1. Among the enzyme combinations selected for the validation of our methodology, PGI = 3, PFK = 16, FBA = 80.24 and TPI = 2.66 (mg/L) had an estimated flux value of 20.6 µM/s with the lowest cost of 0.197 EUR per µM of NADH consumed per second using GC-ANN methodology for the selection of
enzyme balances (Figure S2). In contrast, the lowest price in Fievet et al. [43] with the selected balance PGI = 7, PFK = 12, FBA = 66.23 and TPI = 16.66 (mg/L) was 0.349 EUR per μM/s with an experimentally estimated flux value of 12.35 μM/s (Figure S2). This method, therefore, makes it possible to identify the production costs of 1 μM of product from 0.197 to 6.28 € in order to choose the best compromise between the cost and speed of the reaction.

Lastly and interestingly, the validated kinetic model makes it possible to generate a huge amount of data so as to feed our ANN-based model with more flux values from the newly predicted enzyme balances. This should be explored in future studies.

5. Materials and Methods

All enzymes as well as phosphocreatine, glucose-6-phosphate, fructose-6-phosphate and fructose-1,6-bisphosphate were purchased from Sigma-Aldrich (St. Louis, MO, USA). D-Glucose, ATP, NADH, and NADP were obtained from Carl Roth GmbH (Karlsruhe, Germany). Hexokinase (HK), phosphoglucoisomerase (PGI), triose-phosphate isomerase (TPI), and glucose-6-phosphate dehydrogenase (G6PDH) originated from baker’s yeast; fructose biphosphate aldolase (FBA), glycerol-3-phosphate dehydrogenase (G3PDH), and creatine kinase (CK) were obtained from rabbit muscle and phosphofructokinase (PFK) originated from Bacillus stearothermophilus. The enzymes were obtained as lyophilized powder except for PGI and TPI, which were ammonium sulphate suspensions. Detailed information on the enzymes used is provided in Table S1 of Supplementary Materials.

5.1. Determination of Protein Concentration

Protein concentrations were determined using the Bradford protein assay [64] from Bio-Rad Laboratories (Hercules, CA). Of the protein solutions 10 μL was mixed with 200 μL of Bio-Rad Protein Assay Dye Reagent, incubated for 5 minutes at room temperature, and the absorbance was measured spectrophotometrically at 595 nm. A dilution series of 0.06–0.5 mg/mL BSA (Carl Roth GmbH) was used for calibration.

5.2. Enzyme Assays for the Determination of Kinetic Parameters

Enzyme assays were performed in 96-well UV-STAR® microplates (Greiner Bio-One GmbH, Kremsmünster, Austria) in a total volume of 100 μL at 25 ℃. The reaction buffer contained 50 mM PIPES (pH 7.5), 100 mM KCl, and 5 mM magnesium acetate. The cofactors for the reactions were 1 mM ATP and 1 mM NADH or NADP.

HK activity was measured with 0.05 U HK, 2.5 U G6PDH, and glucose concentrations from 10 to 0.01 mM. PGI activity was measured with 0.02–0.01 U PGI, 1–0.5 U PFK, 0.5 U FBA, 2 U G3PDH, 5 U TPI, and glucose 6-phosphate concentrations ranging from 30 to 0.03 mM. PFK activity was measured with 0.02 U PFK, 0.5 U FBA, 2 U G3PDH, 5 U TPI, and fructose 6-phosphate concentrations from 10 to 0.01 mM. FBA activity was measured with 0.01–0.05 U FBA, 2 U G3PDH, 5 U TPI, and fructose 1,6-phosphate concentrations from 10 to 0.01 mM. All reactions were monitored by recording the absorption at a wavelength of 340 nm (molar extinction coefficient ε340 nm, 25 ℃ 6.22 L mmol⁻¹ cm⁻¹). For calculation of the kinetic parameters Vmax, Km, and kcat we used Lineweaver-Burk as well as Eadie-Hofstee representations.

5.3. Flux Measurements

The total reaction volume of 100 μL contained fixed concentrations of 3 mM NADH, 20 mM phosphocreatine, 1 μM CK, 0.1 μM HK, and 1 μM G3PDH. The concentrations of PGI, PFK, FBA, and TPI were varied as indicated (Section 3.3.2). The reactions were started with 1 mM ATP and 100 mM glucose. Blank reactions contained all ingredients except ATP and glucose. Each condition was measured in triplicates. The NADH decay was monitored every 3 s at 365 nm using a SynergyMxSMATBLD(+) Gen5 SW plater reader (SZABO-SCANDIC, Vienna, Austria). The slope of NADH decay was measured as the flux through the pathway (molar extinction coefficient ε365 nm, 25 ℃ 3.4 L mmol⁻¹ cm⁻¹).
6. Conclusions

The selection of enzymes is an important step in the production of biomolecules. Methods based on homology are widely used to select the best performing enzymes. In addition, the selection of optimum enzyme balances is also crucial. Most methods use kinetic information for concentration selection via modeling. However, the determination of kinetic parameters is not always easy; therefore, developing new methodologies for selecting the optimum enzyme balances is of great interest.

In this study, we developed a new approach, GC-ANN, which uses an artificial neural network along with different statistical methods (PCA and data classification) to select enzyme balances that improve the flux as well as the costs. The selected balances might not be the balances with the highest flux, but they would be among the best. This approach allows cost-efficient selection of enzyme balances using a small existing dataset, and it opens the door for rapid optimization of cell-free systems in an industrial environment.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4344/10/3/291/s1, Figure S1: The cost predicted (in EUR) for the four-enzyme concentration (PGI, PFK, FBA, and TPI) selected for experimental validation. The blue is lowest, to highest in red; Figure S2: The cost predicted (in EUR) for the four-enzyme concentration (PGI, PFK, FBA, and TPI) selected by Fievet et al. (2006). The blue is lowest, to highest in red; Table S1: Enzymes used in this study for the upper part of glycolysis. All enzymes were from Sigma; Table S2: The measured enzyme activities for the enzymes involved in the upper part of glycolysis (see also Table 2 in the main text); Table S3: The enzyme concentrations (mg/L) predicted from ANN and in-silico modeling to have higher flux values. For the experimental validation, we used relative concentrations of enzymes obtained as explained in Method S1; Table S4: Specification of enzymes used for the calculation of cost for the preparatory stage of glycolysis from sigma. Specific activities are calculated by Fievet et al; Table S5: Comparison of flux predicted between Fievet et al. selected concentration (JFievet) and new estimation during current work (Jobs); Table S6: The calculated price for the µM of NADH consumed per second by the enzyme concentration selected for the experiment; Methods S1: concentration based on relative activity; Method S2: Cost Calculation.
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