Investigating the Importance of Student Location and Time Spent Online in Academic Performance and Self-regulation
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Abstract. The advent of a potential pandemic worldwide alerted educational institutions to take preventive measures in order to implement the best strategy. This investigation reports on a pilot study that intended to establish the benefits of transitioning to either an online or a blended-learning modes. To this end, we firstly analysed academic performance and time spent on a set of online activities completed by language learners at beginner and upper-intermediate levels. Secondly, student location was also examined, and it was found that it has a strong relationship with academic performance based on the average grades. Statistical analyses of variance and regression models were carried out, to analyse the importance of the factors in the outcome variable. In addition, a test was done to compare performance between the study groups. Based on student location in combination with the other variables, it was possible to monitor that the students performed academically better when off-campus.

This led us to the preliminary conclusion that moving to a fully online or blended-learning mode, either due to the pandemic or an independent decision, students would perform equally, if not better, than when on-campus.
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1 Introduction

Information and communication technologies (ICT) have introduced new strategies in higher education. Most of today’s universities offer study programs available online [1, 2]. As there was a risk to move most, if not all educational activities online, this study analysed the potential of a mode that combined face-to-face interaction with independent study. With a focus on this, some foundations on Blended Learning were used.

Blended learning (BL) is considered an educational strategy that supports students in terms of flexibility and accessibility. Some BL studies, e.g. [3, 4], refer to a combined
modality of 70% face-to-face and 30% online learning. Within BL, [5] indicate the need for research that allows understanding how students act on their own when faced with knowledge acquisition in online spaces. For it, [6] explains that self-regulated students are active in their own learning process. Self-regulated learning is known as the process focused on perseverance and motivation to achieve proposed personal academic goals [7]. Educational platforms for online learning have been enhanced based on teaching methodologies that include instructor-led meetings, seminars and more, which have made them as effective in terms of learning as face-to-face courses [8]. To achieve active participation, a challenging task from the teacher is required, which refers to the course or program being designed and centred on the students and responding to their specific needs [9].

Blended learning courses employ active learning strategies relying on various pedagogical approaches [10, 11], ranging from fully online curricula with face-to-face interaction to courses that integrate traditional face-to-face classroom instruction with online components that extend learning beyond the classroom [12, 13]. In other words, it is necessary to create an environment that encourages students and get involved in intense and fruitful interactions with the instructor, the material and the study partners, proposing activities that promote the development of critical thinking, collaborative learning and self-control [12, 14, 15]. Furthermore, guidance should be provided, which contributes to student engagement and learning [9].

Student accesses, online time and navigation captured within a LMS are key in the exploration of virtual learning [16, 17]. These factors have provided important data with potential information to be translated into actionable practices by BL instructors [18]. Admittedly, as noted by Allen & Seaman [19], students are substantially less likely to complete online courses and their dropout rates are higher compared to students who took the same course face-to-face [20, 21] and [22]. Thus, the lack of engagement and self-regulatory learning skills continue to be a serious impediment to learning success in the context of blended learning [22, 23].

1.1 Engagement

The concept of student engagement is widely used in educational contexts. Student engagement is defined as “the time and effort students devote to activities that are empirically linked to desired outcomes of college…” [24]. This definition draws on previous works that divides its components. For example, students engage behaviourally when they exhibit attendance or involvement, emotionally when they show interest, and cognitively when they seek opportunities for challenge [25]. So, behavioural and cognitive components are recognized as (strategic or) self-regulated behaviours.

1.2 Self-Regulated Learning (SRL) Behaviours

Zimmerman and Martinez-Pons [26] lay the foundations to measure SRL behaviours by pointing to, for example, time management (referred to as regularity of access) and environmental structuring (i.e. finding an adequate time and/or space to study). These are commonly known as structuring and activating type of SRL behaviours respectively. Students have access to different educational resources to learn at their own pace which
can foster team or collaborative work with their peers [27]. Another concept recurrent in SRL studies is the way in which students seek some kind of assistance, either from their instructor or from their peers. In this way, it is revealed that, contrary to common assumptions, SRL behaviours do not take place in isolation [28].

### 1.3 Learning Analytics (LA) Studies

Not all students engage or show self-regulated patterns in a similar way and not even the same student acts in a similar way over a given period of time. A study carried out by Kizilcec [29] on the Coursera platform found four patterns of engagement: *Completing* (completed most assessments), *auditing* (did assessments intermittently), *disengaging* (did assessments only at the beginning and then reduced in engagement) and *sampling* (did only one or two assessments).

Ferguson and Clow [30] later replicated the study on the FutureLearn platform and discovered how patterns of engagement changed over time. When classifying students according to their SRL behaviours, it was found that frequency of access to LMS was important for student success [31].

Despite these findings, there is still a perception that different platforms (having different designs) yield different results. Therefore, taking into account that design is key in an educational context, studies using Moodle are also described.

Some of these studies, e.g. [27] and later [32] detected which variables of the LMS are worth analysing to unveil student behaviours. Recently, it was found that the day of the week and frequency of access were key in determining clear SRL behaviours and enabling student success in a flipped classroom [2]. They classified the students’ regularity of access in “Not regular” (<100 times), “Moderately regular” (100–200 times), and “Highly regular” (>200 times).

These traits, which occur in all e-learning interactions and are linked to academic performance, were scrutinized throughout our study and constitute the framework of this research. Given that student behaviours had to be analysed in their real context, with regard to the time spent on activities and the location of access, the LMS captured the events in its logs. Therefore, the data analysis aimed to answer the following research questions:

**RQ1.** How do students spend their time on assessment-related tasks in an online course and how often do they do it?
**RQ2.** How do students’ average grades differ in relation to their visits in-class/out-class visits?
**RQ3.** To what extent do students’ average grades change in respect to their total number of visits?

### 2 Materials and Methods

#### 2.1 Study Context and Participants

This study uses a non-experimental observational design [33] as the variables to be observed in a Learning Management System (LMS) were not manipulated by the
researchers. In order to estimate the relationship among the variables observed (explained in the paragraphs below), regression analysis tests were performed.

The study population was 103 Ecuadorian university students of different university careers who studied English as a Foreign Language (EFL) course at the end of 2019. Students were divided into two groups according to their level of language proficiency: A1A2 (Beginners, n = 74) and B1B2 (Upper Intermediate, n = 36). Their face-to-face class ran two hours a day, from Monday to Thursday. Of these, one hour is allocated to the multimedia laboratory practice where they had the opportunity to access the online activities of this study, at their will.

2.2 Instruments

The learning activities were designed as an open course. That is, none of their assessments were tied to a formal grading system nor did students receive any extra academic credit. In doing so, these activities served as supplementary practice to reinforce their standard curriculum.

Although all tasks were based on institutional curricula, they were not mandatory. In the specific case of assessment items, they were presented in various styles: multiple choice, drag and drop, matching, true/false, random short-answer matching, select missing words, and gap fill. Those students who reached at least 70% of completion of the total number of activities received a certificate of participation.

2.3 Data Collection

After the course was completed, the system logs were extracted as a .csv file. These files contain each action recorded throughout the sessions along with several chains of information e.g. timestamp. The analysis of the extracted data was carried out in two stages. The first stage aimed to answer RQ1 to better understand the behaviour of students and how they used their time during the proposed course. While the second stage we answered RQ2 and RQ3. For this, a statistical analysis of variance was performed by regression models, to analyse the importance of the factors in the result variable. In addition, a test was done to compare performance between the study groups.

Time spent by students was a common factor in the behaviour patterns at stage 1, as well as in-class and out-of-class work at stage 2. Therefore, throughout the duration of the project, we computed the time each participant worked, in a daily basis, on the variables of the system selected for this study to have a common measurement factor. So, the factor time, regardless of its duration, will be hereinafter called “visits”.

Stage 1:

a) How did students spend their time on assessment-related tasks in an online course and how often did they do it?

Students’ visits to the platform can be classified in different ways. Taking as reference previous studies e.g. [29, 30] and [2], for the current study, these visits were classified as follows:
1. **Total number of visits by time intervals per day**

First, visits were classified into time intervals according to their duration in minutes. Based on the task design, a visit of 3–14 min was considered a reasonable access time, therefore this interval time was labelled “acceptable time”. This time interval was considered a guide to classify subsequent intervals. A lower interval of 0.001–2 min was labelled as “fast time” and there were two longer intervals, one of 15–180 min called “long” and the other >180 min called “exceeded time”. Although the latter emerged when dealing with data records, it is assumed that times >180 min were not specifically spent on completing the task, but most likely fiddling.

2. **Preferred day and hour of access**

To check the day that most students visited the platform, a simple count of visits per day was performed. Whereas to inspect their preferred hours of the day, their visits were classified from 0:00 a.m. to 06:59 as “before dawn”; “Morning” from 07:00 a.m. at 11:59 a.m. “Afternoon” from 12:00 pm to 5:59 pm; and “Night” from 18:00 to 23:59 (Figs. 2 and 3).

**Stage 2:**

a) How do students’ average grades differ in relation to their visits in and out of class?
b) To what extent do students’ average grades change in respect to their total number of visits?
To answer these questions, it is necessary to identify academic performance based on the average grades of students, given by the scores in the LMS. So, for this stage, the variables of each research question (RQ2 and RQ3) are the following:

a) Test scores (average grades) = f(time spent in-class, time spent out-class)

b) Test scores (average grades) = f(total time spent)

Each left side of the equation is the dependent variable, also known as the “outcome” and the right side of the equation are the independent variables, also known as “factors.”

To consider the location of access, each action in the LMS record is accompanied by an IP. The IPs that were in the range reported by the Universities’ IT departments were considered in class, while all the other unregistered IPs were considered out of class connections, whether from home, a café or a library.

3 Results and Discussion

Stage 1

3.1 Total Count of Visits, Classified by Intervals Per Day

Figures 1 and 2 show the difference between groups A1A2 and B1B2 regarding the total count of daily time intervals of visits. The differences are most notable in the time intervals labelled “acceptable time” and “fast time,” meaning that students did small activities, which are more manageable to complete as a short quiz or quiz review (Figs. 4 and 5).
3.2 Workload Per Day of the Week and Preferred Hours of the Day

Figures 6, 7, 8 and 9 show students’ preference of access to complete their assessment-related tasks. It is logical to obtain a good percentage of visits on Fridays since, on that day the students did not have face-to-face classes. Furthermore, it is clear that “morning” is important in both groups with respect to the preferred time of day, maybe because some authors argue that it is the most favourable time of the day to better academic performance (Newport, 2007).

As can be seen, there is a large percentage of visits on Fridays. While the visiting hours of preference are in the “morning”.

Stage 2

a) How did students’ average grades differ in relation to their in-class/out-class visits?
**Analysis of academic performance (average grades) based on location of access (in/out of class)**

For this analysis, students who registered at least one participation in the assessment tasks throughout the duration of the project were considered as subjects. Therefore, the average grades will work as the outcome (or dependent) variable, while *in-class* or *out-of-class* will become the factors (independent variables) linked to the (academic) outcome of groups A1A2 and B1B2.

Students who did not record any assessment were not considered for the analysis as this would substantially affect the overall performance of students who made an effort to measure their own performance through assessments. Table 1 shows the data of the two groups used for the regression analysis, as well as for the paired t-test. For the latter, a similar number of students in both groups is required as a prerequisite. Therefore, student number 22 from the A1A2 group was discarded due to low grade point average and low frequency of visits throughout the course.

The main statistical descriptors of the performance of the groups under study are shown in Table 2, with a confidence level of 95%. Using the data shown in Table 1, the analysis of variance (ANOVA) by fit linear regression models was performed separately for the study groups, as shown in Tables 3 and 4.

When the group means were analysed, apart from the factors (*in-class* and *out-class*), the *out-class* factor denotes a significant value, since its p-value is $<0.05$ (considering a confidence level of 95%).

Furthermore, according to Tables 3 and 4, the contribution of the “*out-class*” factor is 48.02% for group A1A2 and 44.19% for group B1B2, which means a slightly greater influence in group A1A2. This is the factor that will be further analysed below. What was described in previous paragraphs, and found in Tables 3 and 4, can be shown through surface graphs in Figs. 10 and 11, where the highest academic performances are in red and orange, while the lowest ones are in blue and light blue. In general, in Figs. 10 and 11, when groups are compared, for the case of A1A2, the *out-of-class* factor is more influential, with respect to group B1B2, as it leaned on the Y axis (*out-class* factor).

Therefore, for group A1A2 in Fig. 10, the highest academic performances are in the Y axis, where there are up to 14 out-of-class accesses, in contrast to the 7 in-class accesses in the X axis. This is also corroborated with $p = 0.489$ for the interaction between factors (in-class/out-class) and $p = 0.476$ for the *in-class* factor alone as shown in Table 3.

For the group B1B2 in Fig. 11, the “*out-class*” factor is significant too, although with less intensity than for group A1A2. That is, the best academic performances leaned to the axis Y, where there are between 8–12 accesses outside of class along with one access in class (red zone). The blue areas (which mean a low performance) are leaned towards axis X (*in-class* factor), which means that the lowest scores were obtained when students were in class. This fact is corroborated by the value $p = 0.372$ for the *in-class* factor and $p = 0.780$ for the interaction of the two factors as shown in Table 4.

Figure 12 below shows a fitted line plot for groups A1A2 and Fig. 13 for group B1B2 and how the data is scattered along the line. This allows for relations to be fitted to a linear model and include conditions that were not considered for this study, such as a higher number of out-of-class accesses.
Table 1. In-class and out-class access with average grades for groups A1A2 and B1B2

|       | Student Nº | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |
|-------|------------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|
| A1A2  | in class   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6  | 0  | 0  | 0  | 4  | 0  | 0  | 0  | 7  | 0  | 0  | 5  | 1  |
|       | out class  | 8 | 14| 12| 8 | 1  | 3 | 3 | 3 | 4  | 1  | 2  | 3  | 1  | 0  | 3  | 4  | 1  | 0  | 3  | 5  | 0  | 0  |
|       | Av. Grades | 8.11| 7.63| 7.71| 5.78| 5.87| 2.71| 3.63| 3.89| 4.51| 2.6 | 3.16| 3.31| 2.01| 1.73| 1.88| 2.50| 1.25| 0.42| 0.83| 1.04| 1.25| 1.25|
| B1B2  | in class   | 1 | 0 | 1 | 1 | 2 | 0 | 1 | 1 | 2 | 1  | 1  | 2  | 1  | 2  | 1  | 2  | 1  | 2  | 1  | 2  | 2  | 2  |
|       | out class  | 11| 9 | 9 | 12| 5  | 2  | 3 | 2 | 4  | 3  | 2  | 0  | 2  | 0  | 2  | 0  | 2  | 0  | 1  | 0  | 0  | 3  |
|       | Av. Grades | 9.77| 9.74| 9.36| 7.37| 7.33| 7.48| 7.17| 7.07| 5.13| 4.99| 3.19| 1.85| 0.66| 1.05| 3.19| 1.87| 0.66| 0.33| 0.26| 0.23| 0.33| 0.16|
Table 2. Main statistical descriptors of performance of the study groups

|                  | Mean | Standard Error | Median | Mode | Standard Deviation | Sample Variance | Minimum | Maximum | Sum | Count | Confidence Level (95.0%) |
|------------------|------|----------------|--------|------|--------------------|-----------------|---------|---------|-----|-------|--------------------------|
| Av. Grades A1A2  | 3.42 | 0.51           | 2.71   | 1.25 | 2.36               | 5.57            | 0.42    | 8.11    | 71.79 | 21    | 1.07                      |
| Av. Grades B1B2  | 4.04 | 0.8            | 3.19   | 0.66 | 3.66               | 13.41           | 0.16    | 9.77    | 84.83 | 21    | 1.67                      |

Table 3. Regression Analysis: Average Grades versus *in-class* and *out-class* for A1A2 group

Table 4. Regression Analysis: Average Grades versus *in-class* and *out-class* for B1B2 group

Fig. 10. *in-class* and *out-class* factors vs performance of group A1A2

Fig. 11. *in-class* and *out-class* factors vs. Performance of group B1B2

In addition, the respective equations are shown as well as the predictor coefficient of determination, R-squared. The R-squared is a statistical measure of how close the data is to the fitted regression line.
The R-squared value shown by the A1A2 group of 60.7% is more representative than 53.7% which is the value of group B1B2. This can be considered as a high-moderate value.

In addition, a correlation analysis was performed between the significant factor “out-class” (independent variable) and the outcome “average grades” (dependent variable) to confirm the strength and direction of the relation (either directly or inversely proportional) between both variables. Tables 5 and 6 show the Pearson correlation between the average grade and the out-class factor, once the p-value <0.05. For the case of group A1A2, the Pearson correlation (0.791) was shown to be slightly higher than for group B1B2 (0.748) as can be seen in Tables 5 and 6 respectively. In both cases, these values show a positive correlation (directly proportional) and strong (close to 1, perfect correlation).

**Table 5.** Correlation: in-class/out-class and average grades of group A1A2

| Correlation: in-class; out-class; Average Grades A1A2 | in-class | out-class |
|------------------------------------------------------|----------|----------|
| out-class                                            | −0.418   | 0.053    |
| Average Grades A1A2                                  | −0.386   | 0.791    |
|                                                     | 0.076    | 0.000    |

For the other correlation between in-class versus average grade, although previously known to be not significant, an inverse Pearson correlation is observed for both A1A2 (−0.418) and B1B2 (−0.242), which means that the more students logged in from an in-class setting, the lower the grade they obtained.

**Analysis of Academic Performance Based on the Factor “Total Access”**

**Answer to RQ3: To what extent did students’ average grades change in respect to their total number of visits?**

This analysis was carried out in a similar way to the previous case, with the difference that the total number of visits to the system, labelled here as “Total access” includes
Table 6. Correlation: in-class/out-class and average grades of group B1B2

| Correlation: in-class; out-class; Average Grades B1B2 | in-class | out-class |
|-----------------------------------------------------|---------|-----------|
| out-class                                           | -0.242  | 0.290     |
| Average Grades B1B2                                 | -0.426  | 0.748     |
|                                                     | 0.054   | 0.000     |

both in-class and out-class factors to review their influence on the performance of the classes as a whole see Table 1.

In Tables 7 and 8, the observed value for the analysed factor “Grand Total” is $p = 0.002$ for group A1A2, and $p = 0.001$ for group B1B2, which makes this factor significant for both groups.

Table 7. Regression analysis: average grades versus total access for group A1A2

| Analysis of Variance | DF | Seq SS | Contribution | Adj SS | Adj MS | F-Value | P-Value |
|----------------------|----|--------|--------------|--------|--------|---------|---------|
| Regression           | 1  | 43.35  | 37.42%       | 43.35  | 43     | 12      | 0.002   |
| Grand Total          | 1  | 43.35  | 37.42%       | 43.35  | 43     | 12      | 0.002   |
| Error                | 20 | 73     | 62.58%       | 73     | 4      |         |         |
| Lack-of-Fit          | 7  | 37     | 31.67%       | 37     | 5      | 2       | 0.15    |
| Pure Error           | 13 | 36     | 30.92%       | 36     | 3      |         |         |
| Total                | 21 | 115.85 | 100.00%      |        |        |         |         |

Table 8. Regression analysis: average grades versus total access for group B1B2

Figures 14 and 15 show a fitted line plot for the “total access” factor versus average grades for the two study groups. In this case, the R-squared shown by group A1A2 of 34.3% is worse than B1B2 of 42.6%. This confirms the previous analysis that by
including the factor “in class” within the total access class, this fitted line model is weakened.

The Pearson correlation of the total access class in this case was 0.612 for A1A2 and 0.674 for B1B2. To complement this stage of the study, the performance of the two groups was compared via the t-Student test. As the performance of the groups as a whole was considered, the average scores of the groups A1A2 and B1B2 are shown in Table 1. As a precondition for performing this test, it is necessary to verify whether the variations in the analysis groups are equal or not. Depending on this, if the t-Student analysis is for equal variances, it is required to apply the “two-tail” (variables) analysis, otherwise it would be done for “one-tail”.

In this sense, the t-Student test for equal variances was used to reveal if the means of group A1A2 are equal to the means of group B1B2, or if there are differences in performance between the two groups.

Hypothesis testing:

\[ H_0 : \mu_{A1A2} = \mu_{B1B2} \]
\[ H_1 : \mu_{A1A2} \neq \mu_{B1B2} \]

Where, \( H_0 \) is the null hypothesis, \( H_1 \) is the alternative hypothesis. In this case, a two-tailed analysis is proposed, that is, to analyse the two directions of the mean of the t-Student distribution. Using the Fisher’s statistical test regarding the study groups, it was verified that the variations of the two groups are equal, as shown below in Table 9.

**Table 9.** Fisher’s test

| F Statistics |
|--------------|
| \( F \) | Num.DF | Denom DF | Prob > F |
|-----------|--------|---------|---------|
| 0.41508   | 20     | 20      | 0.05586 |

Null Hypothesis: Variance1/Variance 2 = 1
alternative Hypothesis: Variance1/Variance 2 < 1

The result of the t-Student analysis is shown in Table 10. In this case, as \(|t_{stat}| \leq t_{critical}\), that is 0.65 < 2.02, \( H_0 \) is accepted and, therefore, it is concluded that the average
of A1A2 is equal to the average of B1B2. This means that there are no statistically significant differences in the performance (i.e. average grades) of the two study groups.

| Table 10. T-test of two groups of equal variances |
|-----------------------------------------------|
| Mean  | Variance | Observations | Pooled Variance | Hypothesized Mean Difference | df | t Stat | P(T ≤ t) two-tail | t Critical two-tail |
|-------|----------|--------------|-----------------|-------------------------------|----|--------|------------------|------------------|
| Av. Grades A1A2 | 3.42     | 5.57         | 21              | 9.49                         | 40 | -0.65  | 0.52             | 2.02             |
| Av. Grades B1B2 | 4.04     | 13.41        | 21              |                               |    |         |                  |                  |

Figure 16 shows the main statistical parameters calculated and compared for each study group, as well as the normal distribution of the analysed data, which graphically shows what was analysed in the previous paragraphs. The vertical axis indicates academic performance through average grades. This includes the maximum and minimum average grades, their means, medians and quartiles.

![Figure 16. Main statistical data and normal distribution performance groups.](image)

4 Conclusions

This study aimed to discover how time on task and academic performance (average grades represented by the testing component in the platform) differed based on whether students are in or out of the campus. Analyses of these variables allowed suggesting if students would be affected when transitioning to an online or blended-learning mode.

In a first stage, relying on the observation of the data, available on any analytics panel nowadays, it is evident how the participants of this study dedicated their time to tasks related to evaluation, mainly in time intervals that did not interfere with their face-to-face lessons. While the A1A2 (beginner) group preferred to work more during
the weekdays, the B1B2 (upper intermediate) group opted for a more balanced approach throughout the week (RQ1). This can be seen as a simple reminder of how and when to do online supplementary activities in a course, especially when a group of people have regular contact with each other.

Later in a second stage, the *out-of-class* factor was found to be determinant in higher academic performance (or higher average grades). Regression analysis showed that when students logged in from an off-campus location, they performed significantly better than when they logged in from an on-campus location (RQ2).

To some extent, being in class appears to be counterproductive for students to fully exercise a sense of self-regulation. This might be related to some perception of the classroom as a restricted environment.

Based on statistical procedures of regression analysis, the total number of visits (which included *in-class* and *out-class* visits to the learning activities in the platform) showed a lower impact on academic performance (RQ3) than when the factor *out-class* was analysed alone. This means that the factor “*in class*” contributed to reducing the statistical significance of the “*total number of visits*”, which reinforces the conclusion that when carrying out activities in class, a sense of self-regulation is not exercised and therefore, it impacts “negatively” ‘on academic performance’.

A limitation of the current analysis is the number of students. Another limitation is that the presence of an instructor was not analysed. This could be further achieved by cross-checking the records of a group of students accessing simultaneously on the same day, at the same time from a similar IP range which can be interpreted as everyone going to a lab class.
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