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Abstract: In this paper, a new method to manage the stabilization and control problems of n-dimensional linear systems plus dead time, which includes one, two, or three unstable poles, is proposed. The control methodology proposed in this work is an Observer-based Proportional-Integral-Derivative (PID) strategy, where an observer and a PID controller are used to relocate the original unstable open-loop poles to stabilize the resultant closed-loop system. The observer provides an adequate estimation of the delayed-free variables and the PID uses the delay-free variables estimated by the proposed observer. Also, step-tracking is achieved in the overall control scheme. Necessary and sufficient conditions are presented to ensure closed-loop stability based on the open loop parameters of the system. The observer-based PID strategy considers five to seven constant parameters to obtain a stable closed-loop system. A general procedure to implement the proposed control strategy is presented and its performance is evaluated by means of numerical simulations.
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1. Introduction

A dynamical system may be characterized by the existing relationship between its input and output signals. In any dynamical system, the appearance of a change in the output and its detection at the input to make a decision always occurs after a finite period of time. This period is called time delay or simply delay. When the size of the delay is not significant compared to the characteristics of the system, that is, with the dominant time constant, the analysis and control of such systems are not difficult to carry out, and the time delay can even be neglected. Conversely, when the magnitude of the delay approaches or exceeds the system time constant value, other techniques are necessary to design controllers that mitigate its effect. In general, time delay is an intrinsic attribute of several dynamical systems like financial systems [1], biological systems [2], chemical processes [3], thermal systems [4], tele-operation systems [5], mechanical systems [6], communications systems [7], electrical systems [8], hydraulic actuators [9], robotic systems [10], and many others [11]. Nevertheless, necessary and sufficient conditions to stabilize such systems have only been given for particular cases and several problems remain open, in particular, the case of observer-based controllers for delayed high order systems.

Observer-based strategies for systems with time-varying delays, or delays on input and output signals, still constitute open problems. The strategy commonly taken to handle
with delayed systems is mainly based on the classic Smith predictor [12], which is a method that tries to counteract the effect of the time delay using strategies to estimate the future value of the output signal on the design of a control feedback. This approach has the disadvantage of being restricted to open loop stable systems. Some modifications to the original Smith predictor for the case of unstable systems can be consulted in Refs. [13,14], also a few recent papers have been published using this approach [15].

Another approach to stabilize unstable systems with delay is the consideration of P, PI, PD, and PID control actions. In Ref. [16], the results for the stabilization of a delayed system with a single unstable real pole and several stable real poles using classical controllers are presented, while in Ref. [17] the stabilization of the same systems with possible complex conjugate stable poles is considered. It is worth mentioning that it is not possible to stabilize delayed systems with more than two unstable poles using a P, PI controller [18].

The observer-based control of high order systems with one or two unstable poles is discussed in Refs. [19,20]. In Ref. [19], the stability of linear delayed systems with two unstable real poles using an observer-based scheme is studied, a robustness analysis is presented, and a two degree of freedom PI control action is implemented to track step references and reject disturbances. In Ref. [20], the stabilization and control of linear delayed systems with two unstable real poles and n stable real poles using an Observer-PI scheme is considered, and the control scheme manages the problem of regulation and step disturbance rejection.

In Ref. [21], the stabilization and control of delayed systems containing minimum phase zeros is analyzed, sufficient conditions are provided with the objective to guarantee the stabilization of high-order delayed systems including m real left half-plane (LHP) zeros, by using proportional, derivative and integral controllers.

In Ref. [22], the case of high order systems with two unstable poles and and several real stable poles using a PD-observer scheme is presented. This proposal is extended in [23] by considering the case of complex conjugated stable poles. In particular, in [23] an observer scheme is proposed including a Proportional Derivative PD controller to stabilize systems with two unstable poles and several stable poles, the latter being able to be complex conjugates. The work [23] improves the result mentioned in Ref. [22], by increasing the size of the admissible delay in the plant and taking into account the possibility of conjugated complex poles in the plant.

In the literature, several strategies considering the use of observers have been applied to delayed systems, for instance [19], in this work, an observer-based controller is presented to achieve the stabilization and control of linear time invariant high order delayed systems with two unstable real poles. In [24], an infinite dimensional observer with an adaptive time delay estimation and a sliding mode controller is proposed.

Up to the best of our knowledge, the necessary and sufficient condition for the stabilization of high order delayed systems with three unstable poles has not been addressed in the literature. Motivated by this consideration, in this paper, a novel general scheme is proposed for the stabilization of delayed high order systems with one, two, and even three unstable poles. The main contributions of this paper can be summarized as follows: First, the ability to stabilize systems with three unstable poles. Second, the generalization of being able to also stabilize systems with one and two unstable poles. Third, the admissible delay is increased compared to previously presented strategies. Numerical examples illustrate the effectiveness of the proposed scheme.

The remainder of this paper is organized as follows. In Section 2, the problem statement is given, and some preliminary results already presented in the literature are provided. In Section 3, the main results of the work are presented. In Section 4, a numerical evaluation of the proposed strategy through some academic examples is given. Finally, the general conclusions of the work are stated in Section 5.
2. Problem Statement

It is considered a class of unstable delayed single-input single-output (SISO) linear systems with time-delay in the direct path. Furthermore, it is assumed that the system has one, two, or three unstable poles. The system is given by the transfer function,

$$
\frac{Y(s)}{U(s)} = G_{ui}(s)G_s(s)e^{-\tau s}
$$

(1)

where \( Y(s) \) is the output signal, \( U(s) \) the input signal, \( G_{ui}(s) \) is an unstable transfer function with \( j = 1, 2, 3 \) unstable poles, \( G_s(s) \) is a stable subsystem with \( n - j \) poles and \( \tau > 0 \) is the magnitude of dead time. In particular, the subsystem \( G_{ui}(s) \) can be defined as one of the following transfer functions,

$$
G_{ui}(s) = \prod_{i=1}^{j} G_{\alpha i}(s) \quad \text{for} \quad j = 1, 2, 3
$$

(2)

where

$$
G_{\alpha i}(s) = \frac{1}{(s - \alpha_i)}
$$

(3)

with \( \alpha_i \in \mathbb{R}^+ \), and without loss of generality, it will be assumed that \( \alpha_3 \leq \alpha_2 \leq \alpha_1 \).

The stable subsystem \( G_s(s) \), is defined as,

$$
G_s(s) = \frac{\rho}{\prod_{i=1}^{n-j}(s + \beta_i)}
$$

(4)

where \( \beta_i, i = 1, \cdots, n-j \) are real positive constants.

A PID control is defined as,

$$
C_{PID}(s) = k_p + \frac{k_i}{s} + k_ds
$$

(5)

where \( k_p, k_i \) and \( k_d \) are the proportional, integral, and derivative positive constant gains, respectively.

The main objective of this work is to propose an observer (predictor) based controller, including a PID action, in order to stabilize the system with up to three unstable poles, which could be difficult, for the cases of one or two unstable poles, and not possible for the case of three unstable poles with the direct use of a PID controller [25].

Preliminary Results

For the sake of completeness and well understanding of the main results, this section presents some preliminary results already presented in the literature.

Consider first the unstable transfer function (1) for the case \( j = 1 \), that is,

$$
\frac{Y(s)}{U(s)} = \frac{1}{(s - \alpha_1)}G_s(s)e^{-\tau s}.
$$

(6)

Lemma 1 ([16]). The unstable delayed system (6) can be stabilized by means of the proportional feedback,

$$
U(s) = K[R(s) - Y(s)]
$$

(7)

where \( R(s) \) is the new input reference and \( K \in \mathbb{R} \), if and only if,

$$
\tau < \frac{1}{\alpha_1} - \sum_{i=1}^{n-1} \frac{1}{\beta_i}
$$

(8)
Lemma 2 ([16]). The delayed unstable system (6) can be stabilized by means of the PID controller given by (5), and the feedback,

$$U(s) = C_{PID}(s)[R(s) - Y(s)]$$

(9)

if and only if,

$$\tau < \frac{2}{\alpha_1} - \sum_{i=1}^{n-1} \frac{2}{\beta_i}.$$  

Remark 1. Note that system (6) with $G_s(s) = 1$, can be stabilized by means of a proportional feedback if and only if $\tau < \frac{1}{\alpha_1}$. The same system, can be stabilized by using a PID controller under the necessary and sufficient condition $\tau < \frac{2}{\alpha_1}$.

For the case of two unstable poles $j = 2$, Equation (1) takes the form,

$$\frac{Y(s)}{U(s)} = \frac{1}{(s - \alpha_1)(s - \alpha_2)} G_s(s)e^{-\tau s}.$$  

(10)

Lemma 3 ([25]). The unstable delayed system (10) can be stabilized by means of the PID controller (9), if and only if,

$$\tau < \frac{1}{\alpha_1} + \frac{1}{\alpha_2} - \sum_{i=1}^{n-2} \frac{1}{\beta_i} - \sqrt{\frac{1}{\alpha_1^2} + \frac{1}{\alpha_2^2} + \sum_{i=1}^{n-2} \frac{1}{\beta_i^2}}.$$  

(11)

Remark 2. Note that system (10) with $G_s(s) = 1$, can be stabilized by means of the PID controller (9), if and only if,

$$\tau < \frac{1}{\alpha_1} + \frac{1}{\alpha_2} - \sqrt{\frac{1}{\alpha_1^2} + \frac{1}{\alpha_2^2}}.$$  

(12)

3. Main Results

In this section, the case of linear systems with delay and three unstable poles is presented. First of all, the case of three unstable poles is analyzed considering an ideal case where all the internal variables are available for measurement. To overcome this ideal problem, the proposed observer is presented, and the corresponding closed-loop system is analyzed, producing necessary and sufficient conditions. To end this section, the cases with one and two unstable poles are considered.

3.1. System with Three Unstable Poles

Consider the time-delay system (1) for the case of three unstable poles, i.e., $j = 3$,

$$\frac{Y(s)}{U(s)} = G_{a_1}(s)G(s)e^{-\tau s}.$$  

(13)

3.1.1. State Feedback Controller

In the case that all the states are available for measurement, the stabilization of system (13) by means of the PID controller (9) and the state feedback depicted in Figure 1 for a static gain $F = [f_1 \ f_2 \ \ldots \ f_{n-2}]$ can be stated in the following lemma.
Lemma 4. The system defined by (13) can be stabilized using the control strategy shown in Figure 1, if and only if,

\[ \tau < \frac{1}{a_2} + \frac{1}{a_3} - \frac{1}{a_2} + \frac{1}{a_3} + \sum_{i=1}^{n-2} \frac{1}{d_i}. \]  

(14)

Proof. Sufficiency. Consider the system (13) in closed-loop with the configuration shown in Figure 1 with \( F = [f_1 \ f_2 \ \ldots \ f_{n-2}] \). Assume that (14) is satisfied and define \( \delta_i > \frac{1}{d_i} \) and \( \gamma_i > \frac{1}{d_i^2} \) for \( i = 1, 2, \ldots, n - 2 \), with \( d_1, \ldots, d_{n-3} \) being the new closed-loop location of the \( i - th \) stable pole and \( d_{n-2} \) the new closed-loop location of the unstable pole \( a_1 \). Consider now that \( \delta_i \) and \( \gamma_i \) are small enough such that,

\[ \tau = \frac{1}{a_2} + \frac{1}{a_3} - \frac{1}{a_2} + \frac{1}{a_3} + \sum_{i=1}^{n-2} \delta_i. \]

(15)

Then, it is easy to verify that,

\[ \tau < \frac{1}{a_2} + \frac{1}{a_3} - \frac{1}{a_2} + \frac{1}{a_3} + \sum_{i=1}^{n-2} \frac{1}{d_i}. \]

(16)

Noting that \( d_i \) can be as large as desired, then by considering \( d_i \to \infty \), the terms \( \frac{1}{d_i} \) can be neglected and from Remark 2, system (13) can be stabilized by the control strategy given in Figure 1.

Necessity. Consider the delayed system (13) with the control strategy shown in Figure 1, with the feedback parameters \( F = [f_1 \ f_2 \ \ldots \ f_{n-2}] \) and a controller \( C_{PID}(s) \) that ensure the stability of the overall system. The closed loop transfer function can be written as,

\[ \frac{Y(s)}{E(s)} = C_{PID}(s) \frac{\rho e^{-\tau s}}{(s - a_2)(s - a_3)(s + d_1)(s + d_2)...(s + d_{n-2})} \]

(17)

where \( d_i, i = 1, ..., n - 2 \), are the new locations of the \( i - th \) poles.

From Lemma 3, system (17) with unitary feedback \( E(s) = R(s) - Y(s) \) is stable if and only if,

\[ \tau < \frac{1}{a_2} + \frac{1}{a_3} - \frac{1}{a_2} + \frac{1}{a_3} + \sum_{i=1}^{n-2} \frac{1}{d_i}. \]

(18)

then, from Remark 2, it is possible to compute \( F \) such that \( d_i \to \infty \), which allows to rewrite the previous condition as,

\[ \tau < \frac{1}{a_2} + \frac{1}{a_3} - \frac{1}{a_2} + \frac{1}{a_3}. \]

(19)

3.1.2. Auxiliary Output Injection Structure

Notice that the proposed control strategy in Figure 1, considers an ideal way to stabilize system (1) with \( j = 3 \), but the variables used for the state feedback (through vector \( F \) can
not be directly taken from the original system. This problem will be later overtaken by the design of an observer proposed to estimate the required variables for state feedback involved in the scheme of Figure 1.

Before presenting the observer-based control scheme for the case of three unstable poles system, the output injection structure shown in Figure 2 is analyzed. The result of this scheme will be used in the proof of the main result of the three unstable poles cases (in Section 3.1.3).

Figure 2. Proposed injection scheme. Three unstable poles case.

The following result deals with the closed-loop stability of system (13) with a feedback structure as proposed in the injection scheme given in Figure 2.

**Lemma 5.** The closed-loop transfer function $\frac{Y(s)}{U(s)}$ obtained from the proposed injection strategy of Figure 2 is stable if and only if,

$$\tau < \frac{1}{\alpha_1}.$$  

(20)

**Proof.** **Sufficiency.** Assume that $\tau < \frac{1}{\alpha_1}$ holds and define $\mu > \frac{1}{c_2} + \frac{1}{c_3} > 0$, with $c_2$ and $c_3$ the new closed-loop location of the poles $\alpha_2$ and $\alpha_3$ under the effect of the output injection gains $G = [g_2 \ g_3]^T$ given in Figure 2. First of all, consider that $\mu$ is small enough such that,

$$\tau = \frac{1}{\alpha_1} - \mu.$$  

(21)

Then, for suitable values of $c_2$ and $c_3$ it is possible to write,

$$\tau < \frac{1}{\alpha_1} - \frac{1}{c_2} - \frac{1}{c_3} < \frac{1}{\alpha_1}.$$  

(22)

Since the unstable poles $\alpha_2$ and $\alpha_3$ were move to stable positions, there is only one unstable pole in the closed-loop system. From Remark 1, there exists a feedback of the form (7) with gain $g_1$ such that the closed-loop system is stable.

**Necessity.** Consider the delayed system (13) with the injection scheme given in Figure 2, such that the overall process is stable. The closed-loop transfer function of $\frac{Y(s)}{W(s)}$ can be written as,

$$\frac{Y(s)}{W(s)} = \frac{g_1 e^{-\tau s}}{(s - \alpha_1)(s + c_2)(s + c_3) + g_1 e^{-\tau s}}.$$  

(23)

From Lemma 1, the transfer function (23) is stable, if and only if,

$$\tau < \frac{1}{\alpha_1} - \frac{1}{c_2} - \frac{1}{c_3}.$$  

(24)

then, from Remark 1, it is possible to consider $d_i \to \infty$, which allows to rewrite the previous condition as,

$$\tau < \frac{1}{\alpha_1}.$$  

(25)
3.1.3. Observer-Based PID Control Scheme

The general observer-based PID control scheme for high order unstable time delay system with up to three unstable poles is depicted in Figure 3 where the feedback gains $G = [g_1 \ g_2 \ g_3]$ and $F = [f_1 \ f_2 \ \ldots \ f_{n-2}]$ are considered.

$$\sum G(s)$$

$$\sum CPID(s)$$

$$\sum \text{Original System}$$

$$\sum \text{Observer}$$

$$\sum \text{Controller}$$

$$\sum$$

Figure 3. Observer-based PID control scheme.

It can be observed in Figure 3 how the control scheme shown in Figure 1 and the injection structure in Figure 2 are mixed to give the general control proposal. The next theorem gives the main result of the present work.

**Theorem 1.** Consider the transfer function (13) where, without loss of generality, $\alpha_3 \leq \alpha_2 \leq \alpha_1$, together with the observer-based PID control scheme shown in Figure 3. Then, there exist gains $G$, $F$, $k_p$, $k_i$ and $k_d$ such that the closed-loop system is stable, if and only if,

$$\tau < \min \left( \frac{1}{\alpha_1}, \frac{1}{\alpha_2} + \frac{1}{\alpha_3} - \sqrt{\frac{1}{\alpha_2^2} + \frac{1}{\alpha_3^2}} \right).$$  

(26)

**Proof.** A state space representation of the transfer function (13) is shown in Figure 4. Defining $x(t) = [x_1(t) \ x_2(t) \ \ldots \ x_{n-3}(t) \ z_1(t) \ z_2(t) \ z_3(t)]^T$ it is possible to write,

$$\dot{x}(t) = A_0 x(t) + A_1 x(t - \tau) + Bu(t)$$

$$y(t) = Cx(t)$$

(27)

where $x_i(t), i = 1, \ldots, n-3$ represent the stable subsystem; $z_j(t), j = 1, 2, 3$ are the unstable subsystem of the plant.

The parameters of system (27) are given by,

$$A_0 = \begin{bmatrix}
-\beta_1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
1 & -\beta_2 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 1 & \beta_3 & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ldots & -\beta_{n-4} & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 1 & -\beta_{n-3} & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 & \alpha_1 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \alpha_2 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & 0 & \alpha_3 \\
\end{bmatrix}$$
\[
A_1 = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
p & 0 & 0 & \cdots & 0 & 0 & 0 \\
\end{bmatrix}^T
\]

\[
C = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
\end{bmatrix}.
\]

Note that the state space representation characterized by (27) can be rewritten in its transfer function representation by,

\[
\frac{Y(s)}{U(s)} = C(sI - (A_0 + A_1e^{-\tau s}))^{-1}B.
\]  

(28)

Also, from Figure 3, the dynamics of the proposed observer can be described as,

\[
\dot{x}(t) = A_0\hat{x}(t) + A_1\hat{x}(t-\tau) + Bu(t) - G(C\hat{x}(t) - y(t))
\]  

(29)

with

\[
\overline{G} = \begin{bmatrix}
0 & 0 & \cdots & 0 & g_1 & g_2 & g_3 \\
\end{bmatrix}^T.
\]

The estimation error \(e(t) = x(t) - \hat{x}(t)\) produces,

\[
\dot{e}(t) = \dot{x}(t) - \dot{\hat{x}}(t) = (A_0 - \overline{G}C)e(t) + A_1e(t - \tau).
\]  

(30)

Now, consider the control feedback \(u(t) = -F\hat{x}(t) + k_p(r(t) - y(t)) + k_i \int (r(t) - y(t))dt + k_d \frac{d(r(t) - y(t))}{dt}\) with

\[
F = \begin{bmatrix}
f_1 & f_2 & \cdots & f_{n-2} & 0 & 0 \\
\end{bmatrix}
\]

produces the closed-loop system,

\[
\dot{x}(t) = A_0x(t) + A_1x(t-\tau) + B(-F\hat{x}(t) + k_p(r(t) - y(t)) + k_i \int (r(t) - y(t))dt + k_d \frac{d(r(t) - y(t))}{dt}) + B(\dot{c}(t) - \hat{c}(t)).
\]  

(31)

Considering the change of coordinates \(x_c = [x(t) \quad e(t)]^T\) and after simple manipulations, the following closed-loop system is obtained:

\[
\dot{x}_c(t) = \begin{bmatrix}
A_0 - BF & BF \\
0 & A_0 - \overline{G}C \\
\end{bmatrix} x_c(t) + \begin{bmatrix}
A_1 & 0 \\
0 & A_1 \\
\end{bmatrix} x_c(t-\tau) + \begin{bmatrix}
B(k_p(r(t) - y(t)) + k_i \int (r(t) - y(t))dt + k_d \frac{d(r(t) - y(t))}{dt}) \\
0 \\
\end{bmatrix}
\]

\[
y(t) = \begin{bmatrix}
C & 0 \\
\end{bmatrix} x_c(t).
\]  

(32)

The proposed observer-based controller satisfies the separation principle. From Lemma 4 (Figure 1) and Lemma 5 (Figure 2) it is easy to get a state space representation and verify that the stability of these two structures is equivalent to the stability in Equation (32). Hence, the stability of the proposed scheme is guaranteed if and only if the conditions in Lemma 4 and
Lemma 5 are satisfied. Therefore, there exist gains \( G, F, k_p, k_i \) and \( k_d \) such that the closed-loop system shown in Figure 3 is stable, if and only if,

\[
\tau < \min \left( \frac{1}{\alpha_1}, \frac{1}{\alpha_2}, \frac{1}{\alpha_3} - \sqrt{\frac{1}{\alpha_2^2} + \frac{1}{\alpha_3^2}} \right).
\]

(33)

\[
\begin{aligned}
& u(t) \\
& \quad \downarrow \\
& \quad \quad \uparrow x_1 \\
& \quad \quad \downarrow \beta_1 \\
& \quad \quad \uparrow x_1 \\
& \quad \quad \downarrow \dot{x}_{n-3} \\
& \quad \quad \uparrow \beta_{n-3} \\
& \quad \quad \downarrow \dot{z}_1 \\
& \quad \quad \uparrow \dot{z}_1 \\
& \quad \quad \downarrow \alpha_1 \\
& \quad \quad \uparrow \dot{z}_1 \\
& \quad \quad \downarrow \dot{z}_1 \\
& \quad \quad \uparrow \dot{z}_1 \\
& \quad \quad \downarrow \alpha_2 \\
& \quad \quad \uparrow \dot{z}_2 \\
& \quad \quad \downarrow \dot{z}_2 \\
& \quad \quad \uparrow \dot{z}_2 \\
& \quad \quad \downarrow \alpha_3 \\
& \quad \quad \uparrow \dot{z}_3 \\
& \quad \quad \downarrow \dot{z}_3 \\
& \quad \quad \uparrow \dot{z}_3 \\
& \quad \quad \downarrow \alpha_3 \\
& \quad \quad \uparrow y(t) \\
\end{aligned}
\]

Figure 4. System in state space.

3.1.4. Controller Parameters Selection

The following guide is proposed to tune up the PID controller and to select the \( F \) and \( G \) parameters. Once the conditions of Theorem 1 are satisfied, we proceed as follows.

(a) Consider Figure 1. For \( G_s(s) G_{\alpha_1}(s) \) we obtain a state space realization (matrices \( A \) and \( B \)), then chose \( F \) such that the eigenvalues of \( (A - BF) \) become \([d_1, d_2, \ldots, d_{n-2}]\) and relation (18) is satisfied, i.e., placing the new poles as far from the origin as required;

(b) Consider Figure 2. Select \( g_2 \) and \( g_3 \) to move poles \( \alpha_2 \) and \( \alpha_3 \) to positions \( c_2 \) and \( c_3 \), satisfying relation (24). Again the new poles should be placed far from the origin. Then, we use a Nyquist diagram to select \( g_1 \), stabilizing the new subsystem: \( \frac{Y(s)}{U(s)} = \frac{G_2(s) G_s(s) e^{-\tau s}}{(s - \alpha_1)(s - c_2)(s - c_3)} \). Parameter \( g_1 \) must be such that the Nyquist diagram encircle once the point \((-1, 0)\) in counter-clockwise direction;

(c) Consider Figure 1. The PID controller must stabilize the closed loop subsystem (17); a system with two unstable poles and \( n - 2 \) stable (relocated by \( F \)) poles. The existence of a PID controller is guarantee by relation (18) and the parameters can be selected by the methodology proposed in [25] or, in an alternative way, trough trail and error, by using again a Nyquist diagram, noting that a PID controller is equivalent to a pole at the origin, two free zeros and a free gain. The location of the two free zeros must be such that there exists a free gain value making the Nyquist diagram to encircle twice the point \((-1, 0)\) in counter-clockwise direction.

3.2. System with Two Unstable Poles

To take into account the observer-based PID stabilization of a system with two unstable poles, consider system (1) with \( j = 2 \), that is,

\[
\frac{Y(s)}{U(s)} = G_{w_2}(s) G_s(s) e^{-\tau s}.
\]

(34)

3.2.1. State Feedback Controller

The ideal stabilization case of system (34) by means of the PID control action together with the static state feedback parameters \( F = [f_1 \ f_2 \ \ldots \ f_{n-1}] \) as shown in Figure 1 can be stated from Lemma 4 as follows.
Corollary 1. Consider the system defined by (34) and the control structure shown in Figure 1. Then, the closed-loop system can be stabilized by a PID controller and a static state feedback as shown in Figure 1 ($G_{α_3}(s) = 1$), if and only if,

$$\tau < \frac{2}{α_2}. \quad (35)$$

**Proof.** To carry out the proof, the condition stated in Remark 1 using a PID controller should be applied instead of the condition in Remark 2. Then, the proof can be done in a similar way as Lemma 4. \(\square\)

3.2.2. Output Injection Structure

Consider system (34) together with the injection structure shown in the Figure 2. Then, directly from Lemma 5, the following result can be stated.

Corollary 2. Consider the system defined by (34) and the injection structure shown in Figure 2 with $G_{α_3}(s) = 1$ and $g_3 = 0$. Then, the closed-loop system can be stabilized if and only if,

$$\tau < \frac{1}{α_1}. \quad (36)$$

**Proof.** The proof can be done in a similar way as Lemma 5. \(\square\)

3.2.3. Observer-Based Control Scheme for the Case of Two Unstable Poles

Defining the gains parameters in Figure 3 as $G = [g_1 ~ g_2]$, $F = [f_1 ~ f_2 ~ \ldots ~ f_{n-1}]$, the following result can be given.

Theorem 2. Consider the system given by (34) with $α_2 ≤ α_1$, together with the proposed observer-based PID control structure shown in Figure 3 with $G_{α_3}(s) = 1$ and $g_3 = 0$. Then, there exist gains $G$, $F$, $k_p$, $k_i$ and $k_d$ such that the closed-loop system is stable, if and only if,

$$\tau < \min\left(\frac{2}{α_2}, \frac{1}{α_1}\right). \quad (37)$$

**Proof.** The proof can be done in a similar way as Theorem 1. \(\square\)

**Remark 3.** The guide to select the parameters in this case is similar to the one in Section 3.1 but considering now for step (a) that the relocation of the poles by $F$ must satisfy the relation:

$$\tau < \frac{1}{α_2} - \frac{1}{α_1} \frac{1}{d_1} - \frac{1}{α_1} \frac{1}{d_1^2} - \frac{1}{α_2} \frac{1}{d_1^2}. \quad (38)$$

For step (b), $g_2$ must satisfy: $\tau < \frac{1}{α_1} - \frac{1}{c_2}$. For the step (c) the PID controller must now stabilize a closed loop subsystem with one unstable pole and $n - 1$ stable poles (relocated by $F$). This can be carried out by following the methodology proposed in [16] or again by using a Nyquist diagram considering that the controller must encircle once the point $(-1, 0)$ in counter-clockwise direction.

3.3. System with One Unstable Pole

The stabilization of a system with a single unstable pole, follows the lines of the two previous cases.

The consideration of the observer-based PID control structure shown in Figure 3 is carried out by means of the transfer function,

$$\frac{Y(s)}{U(s)} = G_{n1}(s)G_3(s)e^{-τs} \quad (37)$$

with $G_{n1} = G_{n2} = 1$, $g_2 = g_3 = 0$ and $F = [f_1 ~ f_2 ~ \ldots ~ f_n]$. The stabilization can be stated as follows.
Theorem 3. Consider the system given by (37), together with the proposed observer-based PID control structure shown in Figure 3 with $G_{\alpha 3}(s) = 1$, $G_{\alpha 2}(s) = 1$, $g_3 = 0$ and $g_2 = 0$. Then, there exist gains $g_1$, $F$, $k_p$, $k_i$ and $k_d$ such that the closed-loop system is stable, if and only if,

$$\tau < \frac{1}{\alpha_1}.$$  \hfill (38)

Remark 4. The guide to select the parameters in this case is also similar to those in the previous subsection, but considering the selection of a stabilizing $F$ and a stabilizing gain $g_1$ (the Nyquist diagram must encircle the point $(-1, 0j)$ once in a counter-clockwise direction). Finally, the PID parameters must be such that it preserves the stability of the system (already stabilized by $F$).

Remark 5. It should be notice that a generalization to systems with complex conjugate poles is not an easy task, at least for the case of three unstable poles. In order to use the methodology presented in this work, a result considering the stabilization of a delayed system with two unstable poles and including complex conjugates stable poles by a PID controller is necessary, and, to the best of our knowledge, that result does not exist. It could be an interesting future work. The same comment can be applied for considering zeros in the system, which is an interesting extension of the work, but requires preliminary results that currently do not exist, as far as we know.

4. Numerical Experiments

To evaluate the performance of the observer-based PID control strategy proposed in this work, three simulation examples will now be shown.

4.1. Example 1: Delayed System with One Unstable Pole

This example is a modification of the system presented in Ref. [25], where an unstable pole has been removed. It is a second order system with delay and one unstable pole represented by the transfer function,

$$G(s) = \frac{17.8571e^{-0.25s}}{(s + 10)(s + 5)(s - 0.5)}.$$  \hfill (39)

From Theorem 3, $\tau < 4$ is obtained, therefore for $\tau = 0.25$, there exists an observer with gains $F = \begin{bmatrix} 0.392 & 1.96 \end{bmatrix}$, $g_1 = 20$ and a PID controller with $k_p = 10$, $k_i = 2$ and $k_d = 3$, such that the closed-loop system is stable.

Figure 5 shows the time evolution of the output signal $y(t)$, the control signal $u(t)$ and the signal error $e(t)$ of the controlled system (39) for a unit step reference under three different conditions. First, the evolution of the system for the original parameters and how to analyze the robustness properties of the system under parametric uncertainties was considered, and then we considered the variation of the system’s parameters 20% up of the nominal values,

$$G(s) = \frac{21.42852e^{-0.3s}}{(s + 12)(s + 6)(s - 0.6)}$$

and 20% down producing,

$$G(s) = \frac{14.28568e^{-0.2s}}{(s + 8)(s + 4)(s - 0.4)}.$$

From Figure 5, good performance of the system under the mentioned conditions is obvious.

As a second experiment, for system (39) a large time delay, i.e., $\tau = 2$, is considered. For this case, we obtained $k_p = 4.2$, $k_i = 0.2$ and $k_d = 4.6$ for the PID and $F = \begin{bmatrix} 0.392 & 1.96 \end{bmatrix}$, $g_1 = 20$. Figure 6, shows the time evolution of the signals $y(t)$, $u(t)$ and $e(t)$ where the adequate convergence is clearly stated.
Figure 5. Response for one unstable pole with parameters variations for $\tau = 0.25$.

Figure 6. Time evolution of the closed-loop system with one unstable pole for $\tau = 2$. 
4.2. Example 2: Fourth Order Linear System with Delay and Two Unstable Poles

The two unstable poles case is evaluated by means of the following system, which was taken from Ref. [25],

\[ G(s) = \frac{17.8571e^{-0.25s}}{(s + 10)(s + 5)(s - 0.7143)(s - 0.5)}. \]  

(40)

Following Ref. [25], it is possible stabilize the system (40) by means of a PD controller, if and only if, \( \tau < 0.6485 \). In addition, it is possible to observe that the conditions in Theorem 2 are fulfilled, obtaining the condition \( \tau < 2 \). Therefore, for \( \tau = 0.25 \) there exists a PID controller with \( k_p = 200, k_i = 30 \) and \( k_d = 40 \) and feedback gains \( F = [1.216, 16.5566, 112.2496], G = [20, 20] \) so that the closed-loop system from Figure 3 is stable. Figure 7 shows the output signal \( y(t) \), the control signal \( u(t) \) and the error signal \( e(t) \) and makes a comparison between the solution presented in this work and the PD proposed in Ref. [25] for \( k_p = -0.7 \) and \( k_d = 4.2 \).

Figure 7. Comparison of methodologies for \( \tau = 0.25 \).
In addition, to analyze the robustness of the two unstable poles case, the parameters of the original system (40) are perturbed 20% up and 20% down resulting the transfer functions,

\[
G(s) = \frac{21.42852e^{-0.3s}}{(s + 12)(s + 6)(s - 0.85716)(s - 0.6)}
\]

and

\[
G(s) = \frac{14.28568e^{-0.2s}}{(s + 8)(s + 4)(s - 0.57144)(s - 0.4)}.
\]

Figure 8 shows the time evolution of \(y(t), u(t)\) and \(e(t)\) where the appropriate convergence of the error signal is evident.

**Figure 8.** Response for two unstable poles with parameters variations.

### 4.3. Example 3: Three Unstable Poles

For the case of three unstable poles consider the system,

\[
G(s) = \frac{e^{-0.5s}}{(s + 0.1)(s - 0.1)(s - 0.2)(s - 0.3)}.
\]  

(41)
From Theorem 1, $\tau < \min(3.3333, 3.8197)$ is obtained, producing the bound $\tau < 3.3333$. Therefore, for $\tau = 0.5$ there exists an observer-based PID controller such that the closed-loop system is stable. The gains $F = [10.1, 1.1, 10.3]$, $G = [26, 10]$, $k_p = 1$, $k_i = 0.1$ and $k_d = 9.5$ are considered. Figure 9, shows the dynamic response of the output $y(t)$, the control $u(t)$, and the error signal $e(t)$ for a unit step reference considering the original system (41) and the corresponding transfer function obtained by parameters variation of 20% up and 20% down, given as,

$$G(s) = \frac{e^{-0.6s}}{(s + 0.12)(s - 0.12)(s - 0.24)(s - 0.36)}$$

and

$$G(s) = \frac{e^{-0.4s}}{(s + 0.08)(s - 0.08)(s - 0.16)(s - 0.24)}$$

Figure 9. Response for three unstable poles for $\tau = 0.5$.

5. Conclusions

In order to look for a general scheme that allows to stabilize unstable linear delayed systems of high order, we proposed in this work a general scheme that allows to deal with systems containing one, two, or three unstable poles. The proposed strategy is based on an observer (predictor) based PID controller that allows to achieve step tracking references. Necessary and sufficient conditions were stated depending on the parameters of the system and the delay size, to guarantee the existence of the stabilizing controller. Thanks to the proposed controller structure, the presented results are less restrictive than those reported in the literature dealing with one [16, 17], or two unstable poles [25], when using a PID
controller directly. Concerning delayed systems with three unstable poles, results reported in the literature concerning this situation do not exist, to the best of our best knowledge. It is important to note that the proposed controller structure is the same for the three considered situations. Finally, the use of the results is illustrated by three academic examples, showing adequate performance.
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