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ABSTRACT This paper proposes a curvature demodulation of Mach-Zehnder interferometer (MZI) sensors based on complete spectral information. An MZI sensor composed of two waist-enlarged single mode fibers (SMFs) was fabricated. To research the spectral characteristics of the sensor under different curvatures, an experimental system was built to load curvature and save spectra. By analyzing the influence of light intensity and wavelength on the curvature fitting accuracy, researchers have found that complete spectral information can express curvature accurately. This paper introduced the concept of orthogonal decomposition to extract complete spectral information. A group of Chebyshev polynomials was chosen as the basis to decompose the spectral curve into a vector (spectral curve decomposition coefficients). A support vector machine improved by a genetic algorithm (GA-SVM) was used to fit the relationship between the spectral curve decomposition coefficients and the curvature. This paper introduces a new accuracy estimation parameter ("equivalent absolute error"), which is used to measure the accuracy of demodulation. The equivalent absolute error of the method proposed in this paper is 0.0022494 m⁻¹, which is superior to other methods. The advantage of this demodulation method is that the curvature is demodulated independently of the spectral information about a particular peak (valley). The demodulation method is applicable to a demodulation process of multiple physical quantities based on spectral information.

INDEX TERMS Mach-Zehnder interferometer sensors, curvature demodulation, orthogonal decomposition, support vector machine.

I. INTRODUCTION
Optical fiber interferometer sensors have been developed over the past few decades, and have been widely used in temperature, strain, pressure and refractive index measurements [1]–[11]. They can be categorized into 4 types: Michelson interferometers, Mach-Zehnder interferometers, Fabry-Perot interferometers, and Sagnac interferometers. Mach-Zehnder interferometers have been widely used in diverse sensing applications due to their advantages [12]–[18]. MZI sensors have two independent light paths: the reference light path and the sensing light path. The variety of surrounding environmental physical quantities changes the propagation mode of the light in the sensing light path; therefore, the transmission spectrum information is changed. An important area of research on MZI sensors is curvature measurement [19]–[25]. Scholars have differing views on the curvature demodulation of MZI sensors. Several reports have shown that the curvature measured by MZI curvature sensors has a certain relationship with the light intensity of the interference spectrum [19], [22]. However, other researchers have found that the curvature has a certain relationship with the wavelength of the interference spectrum [23]–[33]. In view of all that has been mentioned above, researchers may assume that the curvature of MZI sensors is related to the light intensity and wavelength of the interference spectrum. Extracting the complete information in the spectrum and developing an accurate demodulation method...
is an important way to improve the performance of optical fiber interferometer sensors. The spectral information always contains multidimensional data. The general fitting algorithm has difficulty performing multidimensional data fitting. Support vector machines (SVMs) have significant advantages in solving high-dimensional, nonlinear, and other small-sample identification problems or fitting problems [34]–[45]. The purpose of this paper is to construct a curvature demodulation method that adopts complete spectral information. The curvature demodulation method is shown in Fig. 1. First, the spectral curve was decomposed into a vector by the orthogonal base. Then, the complete spectral information was extracted. Finally, the artificial intelligence algorithm was used to fit the spectral information and curvature. The main structure of the study takes the form of three parts, including ‘Experiment and Analysis’, ‘Curvature Demodulation Method’ and ‘Discussion’. In the first part, an MZI sensor formed by cascading two waist-enlarged single-mode fibers (SMFs) was fabricated. Then, a curvature loading experiment system was set up to obtain the spectral information of the sensor under different curvatures. By comparing the size of the coefficient of determination (R-square) of different fitting forms, the researchers predicted that the fit of combining the light intensity and the wavelength can reflect the spectral information completely. In the second part, the spectral curve was decomposed into a vector (spectral curve decomposition coefficients) based on a group of orthogonal Chebyshev polynomial bases. Next, the support vector machine improved by the genetic algorithm (GA-SVM) was used to fit the correspondence between the spectral curve vector and the curvature. In the third part, the similarities and differences between this study and other studies on the MZI sensor curvature demodulation method were compared. The paper also points out the shortcomings and future research plans of this study.

II. EXPERIMENT AND ANALYSIS
A. SENSOR FABRICATION
Mach-Zehnder interferometers include multiple forms. An MZI sensor that was formed by cascading two waist-enlarged single-mode fibers was fabricated. The detailed fabrication process is illustrated in Fig. 2. First, three single-mode fibers were cut, and their ends were cut flat by a cutter. Two of the fibers (long fiber) were 1 meter long and another (short fiber) was 50 mm long. One of the two long fibers and the short fiber were made of one of the waist-enlarged single-mode fibers. Then, one end of the long fiber was placed on a fusion splicer, and this end was placed beyond the position of the electrode, as shown in Fig. 2(a). Second, the electrode was discharged, and the fiber was melted into a small ball, as shown in Fig. 2(b). Third, one end of the short fiber was placed on the fusion splicer and was aligned to the small ball, as shown in Fig. 2(c). Fourth, the electrode was discharged to fuse the small ball and the short fiber, as shown in Fig. 2(d). The other waist-enlarged single-mode fiber was made as described above. The entire MZI sensor structure is shown in Fig. 3. The length (L) between the two spherical structures was 50 millimeters. The appropriate length (L) was chosen so that the spectrum in the band has the appropriate number of peaks (valleys) [45].

B. EXPERIMENTAL SYSTEM
The experimental system for analyzing the spectral characteristics of the sensor is shown in Fig. 4. The whole experimental system consists of a light source, a spectrum analyzer, single-mode fibers, a sensor, a steel sheet, a height Vernier caliper,
FIGURE 3. Sensor structure.

FIGURE 4. Curvature sensing experiment system.

and a loading station. The light source is a broadband light source. The band range is 1530 nm to 1570 nm. Its spectrum sampling interval is 0.01 nm. The sensor was placed in a yellow plastic tube for protection. The yellow plastic tube was attached to the steel sheet. Therefore, the yellow tube and the steel sheet have the same deformation. Additionally, the sensor in the yellow plastic tube was not subjected to the external force. The entire experimental system link sequence is shown in Fig. 4. Here, the steel sheet is a simple beam. When the height Vernier caliper exerts a downward displacement in the middle of the steel sheet, the deformation of the steel sheet is approximately circular. The curvature set by this experimental system can be calculated using:

$$K = \frac{1}{R} = \frac{8h}{len^2 + 4h^2} \quad (1)$$

where $K$ is the curvature, $R$ is the radius of the curvature, $len$ is the length of the loading station, and $h$ is the loading displacement of each experiment.

C. ANALYSIS OF EXPERIMENTS AND RESULTS

The steel sheet was horizontal before the start of the experiment. In this situation, the sensor curvature is 0. Next, the height Vernier caliper was used to exert a downward displacement in the middle of the steel sheet top surface. This displacement was 0.2 mm. Then, 100 experiments were performed. The displacement ($h$) of each experiment was incremented by 0.2 mm from the previous one. The experimental order with a curvature of zero was 1. During the experiment, the loading station was placed in a temperature control box to ensure that the sensor was not affected by temperature.

The noise affecting the experiment mainly includes: temperature noise, laser noise and circuit shot noise. Temperature noise is the main noise, and the effects of other noise sources can be ignored. Temperature can affect the optical path difference of the interferometer optical path. It can also affect the cavity length and detector in a laser. To obtain the relationship between the spectra and curvature, a series of studies was performed. First, to exclude noise data, this study performed a wavelet domain denoising on the spectral data of each experiment. Next, the experimental data were divided into 7 groups (the grouping is shown in Table 1) according to the shape of the spectral curve. The experimental results are shown in Fig. 5. The peaks are represented by red lines and the valleys are represented by blue lines.

From Fig. 5, it can be seen that each group has a similar shape. This phenomenon indicates that the spectral curves of each group are the result of similar light propagation mode coupling. This is also the reason for the aforementioned grouping. For the purpose of analysis, the following treatment was performed for each group of spectral curve data (the light intensity and the wavelength to each peak or valley). The curvature ($K$) of each spectral curve subtracts the curvature value of the first spectral curve. The same treatment was performed for the light intensity ($G$) and wavelength ($W$). Then, those relative quantities were fitted with a linear relationship ($\Delta K$ to $\Delta W$, $\Delta G$). The fitting formula is shown in Equation 2. Some abbreviations and their meanings are shown in Table 2. The coefficients of determination (R-square) of group 1 are shown in Table 3. The data trends of the other groups are similar to those of group 1.

$$\Delta K = \alpha \times \Delta W + \beta \times \Delta G + \gamma \quad (2)$$

From Table 3, it can be seen that the size relationship between the R-square of ‘Only $\alpha$’ and ‘Only $\beta$’ is uncertain. However, the R-square of ‘$\alpha$ and $\beta$’ is larger than the R-square of ‘Only $\alpha$’ and ‘Only $\beta$’, respectively. It is surprising that the R-square value of ‘$\alpha$ and $\beta$’ is high and stable. However, this result has not previously been described. This finding is unexpected and suggests that the curvature value of this MZI sensor is determined by the wavelength, light intensity or other quantities of their spectral curve. With further speculations,
III. CURVATURE DEMODULATION METHOD

The new method of curvature demodulation comprises two steps. These are the orthogonal decomposition of spectral curves and the fitting from spectral information to curvature.

A. ORTHOGONAL DECOMPOSITION OF SPECTRAL CURVES

To extract the complete information of a spectral curve, the spectral curve should be decomposed by a group of orthogonal bases. The coefficients of the orthogonal bases can reflect the complete information of the spectral curve. The Chebyshev polynomials are a group of orthogonal polynomials. The form of these orthogonal polynomials is simple. This advantage makes it the best orthogonal basis for spectral curve decomposition. The form of the Chebyshev polynomial is shown in Equation 3.

\[
T_1 = 1 \\
T_2 (x) = x \\
T_{n+1} (x) = 2xT_n (x) - T_{n-1} (x) \quad (x)
\]

The calculation method of the orthogonal basis order about the spectral curve is as follows. First, the wavelengths of each spectral curve in one group were compressed into the interval \([-1,1]\) while the light intensity was unchanged. The new data were equally spaced in the interval \([-1,1]\). Second, the processed data were fitted with Chebyshev polynomials as a basis, and the fitted coefficients of determination were calculated. The Chebyshev polynomial order to be fitted was sequentially increased, and the R-square of each fitting was calculated separately, where the fitting R-square of each spectral curve in one group is greater than 0.999, and the minimum Chebyshev polynomial fitting order is the order of the orthogonal bases to all the spectral curves in the group. The order of the orthogonal bases to all the spectral curves in each group is shown in Table 4.

| Group order | Fitting order |
|-------------|---------------|
| group 1     | 23            |
| group 2     | 26            |
| group 3     | 26            |
| group 4     | 22            |
| group 5     | 23            |
| group 6     | 23            |
| group 7     | 23            |

The specific steps of the spectral curve decomposition method are as follows. First, the wavelengths of each spectral curve in one group were compressed into the interval \([-1,1]\) while the light intensity was unchanged. Second, the researchers established a group of orthogonal bases \(E\) with best fitting order suitable for each spectral curve.

the curvature value measured by this MZI sensor is closely related to the complete information of its spectral curve.
curve about the corresponding group. Finally, each spectral curve was fitted using its respective orthogonal basis by least squares, and the coefficients \( F \) were calculated. These coefficients \( F \) are the vectors (the spectral curve decomposition coefficients) mentioned above. The form of each spectral curve \( S \) is shown in Equation 4:

\[
\begin{align*}
E &= (e_1 e_2 \cdots e_n)^T \\
F &= (f_1 f_2 \cdots f_n) \\
S &= FE
\end{align*}
\]

Each component \( e_i \) of \( E \) is the \( i \)-th order of the Chebyshev polynomial, and its independent variable range is \([-1, 1]\). Each component \( f_i \) of \( F \) is a coefficient corresponding to the basis \( e_i \). The coefficients \( F \) for each spectral curve contain the complete information for that spectrum, including wavelength and light intensity.

**B. THE FITTING FROM SPECTRAL INFORMATION TO CURVATURE**

From Equation 4, it can be seen that each spectral curve has many fit coefficients. The general fitting algorithm has difficulty performing multidimensional data fitting. Support vector machines (SVMs) have significant advantages in solving high-dimensional, nonlinear, and other small-sample identification problems or fitting problems. In this paper, the support vector machine uses the genetic algorithm to optimize related parameters, which is used to fit multidimensional data. The flow chart of the parameter optimization selection algorithm is shown in Fig. 6. The \( \varepsilon \)-SVR is used to fit the coefficients \( F \) and the curvature. The parameters optimized using genetic algorithms are the penalty factor \( (\varepsilon) \) and the loss function parameter of \( \varepsilon \)-SVR \( (p) \).

The kernel function \( (\kappa(x, x_i)) \) chosen in this paper is the linear kernel function. The fitting formula of the support vector machine can be expressed as:

\[
f(x) = \sum_{i=1}^{m} \alpha_i \kappa(x, x_i) + b
\]

where \( x \) is the vector (the spectral curve decomposition coefficients), \( m \) is the number of support vectors, \( x_i \) is the corresponding support vector, \( \alpha_i \) is the coefficient of the corresponding support vector, and \( b \) is the offset term. After a series of operations were performed, the final curvature fitting formula was calculated. The expression is:

\[
K(X) = \text{coef} (UX) + b
\]

where \( X \) is the vector of spectral curve coefficients \( (F) \), \( n \) is the dimension of \( X \), \( m \) is the number of support vectors, \( U \) is the support vector matrix, \( \text{coef} \) is the matrix of support vector coefficients, and \( b \) is the offset term. Equation 6 is rewritten as Equation 7. Equation 7 illustrates the fitting relationship from spectral information to curvature.

\[
K(X) = AX + b
\]

**C. ACCURACY OF THE METHOD**

After a series of operations were performed, the absolute error of each experiment (which is shown in Fig. 7) was calculated. The relative error distribution is shown in Fig. 8. The length of the separated relative error interval is 0.1%. The R-square and the average of the relative error absolute value of each group are shown in Fig. 9.

To compare the advantages and disadvantages of this method in similar studies, the author introduces the parameter \( M \) ("Equivalent Absolute Error"). The expression of \( M \) is:

\[
M = \frac{1}{n} \sum_{i=1}^{n} |m_i|
\]

where \( i \) is the experimental order and \( m_i \) is the absolute error in the \( i \)-th experiment. The authors calculated the parameters \( M \) of this article and reference [19], respectively: they are 0.0022494 m\(^{-1}\) and 0.0091923 m\(^{-1}\). The lower the value of this parameter, the higher the accuracy is.

It can be seen from the data in Fig. 8 that the relative error is mainly (70%) concentrated in the interval \([-0.35\%, 0.35\%]\). As seen from Fig. 9, the R-square value in the seven groups of data is greater than 0.998, except for the smallest group, group 3, whose value is 0.991634. The average of the relative error absolute value of each group decreases as the curvature felt by the sensor increases. The conclusion of the above analysis is that the accuracy of curvature demodulation of the MZI sensor is increased by the combination of orthogonal decomposition and the GA-SVM.

**IV. DISCUSSION**

Previous studies demodulating the curvature of Mach-Zehnder interferometer curvature sensors have presented differing views. Some reports have shown that the curvature is linear with light intensity [19], [22]. Other
scholars believe that the curvature is related to the wavelength variation of the interference spectrum [23]–[33]. Based on the above discrepancy, this study conducted detailed research. The comparison between the proposed curvature demodulation method and related research is listed in Table 5. The word ‘All’ in the table means a component that combines light intensity, wavelength and other quantities of their spectral curve. The table illustrates that the curvature demodulation method proposed in this paper extracts the complete spectral information. The main factor affecting the accuracy of this method is the demodulation accuracy of the demodulator. This method has a wide range of curvature measurements. Moreover, the method does not rely on the light intensity or wavelength of a particular point on the spectral curve to demodulate the curvature. Since the method extracts the complete information of the spectral curve, it can demodulate the curvature objectively. Finally, the method is simple in form and thus easy to implement in practical applications. These findings are unexpected and suggest that the curvature demodulation method has excellent performance and broad application prospects.

| Reference | Fitting physical quantity | Fitting type | Curvature ranges(m³) |
|-----------|--------------------------|--------------|---------------------|
| [19]      | Light intensity          | Linear equation | 0.387-1.285        |
| [20]      | Light intensity          | Linear equation | 0-0.4              |
| [22]      | Wavelength               | Linear equation | 0-0.3              |
| [25]      | Wavelength               | Linear equation | 0.2-0.55 and       |
| [26]      | Wavelength               | Linear equation | 2.5-3.0            |
| [27]      | Wavelength               | Linear equation | 0-0.732            |
| [29]      | Wavelength               | Linear equation | 0.533-0.843        |
| [30]      | Wavelength               | Linear equation | 4.29-4.98 and      |
| [31]      | Wavelength               | Linear equation | 4.98-5.59          |
| [32]      | Wavelength               | Linear equation | 0-1.484            |
| This paper | All                      | Matrix form   | 0-0.65             |

FIGURE 7. The absolute error of each experiment.

FIGURE 8. Relative error distribution.

FIGURE 9. The R-square value and the average of the relative error absolute value of each group.

TABLE 5. Comparison between the proposed curvature demodulation method and related research.
There are some explanations for these findings. The orthogonal decomposition of the spectral curve allows the complete spectral information to be retained in the fit coefficients \((F)\). Each term of the fit coefficients \((F)\) is the component of the spectral curve at the corresponding basis. This decomposition method maps spectral information to a multidimensional space. Multidimensional space reveals data information that cannot be characterized in low-dimensional space. The analysis of multidimensional spatial data using a multidimensional data processing method can keep information completely. The support vector machine has significant advantages in solving high-dimensional, nonlinear, and small-sample fitting problems. The support vector machine improved by the genetic algorithm is used to fit the multidimensional data, which greatly improves the fitting precision. The concept of orthogonal decomposition and the GA-SVM combination proposed in this paper can solve the problem of fiber sensing demodulation for various physical quantities based on spectral information.

The demodulation method proposed in this paper is a demodulation method based on the transmission spectrum curve of MZI sensors. This method can demodulate the modulation effect of the external physical quantity change on the transmission spectrum of MZI sensors. This method can be applied to the curvature demodulation process of MZI sensors with different structure types.

This paper has some deficiencies and limitations. Because this study is in its infancy, this paper only considered the curvature demodulation method of this particular sensor. The cross-effects of temperature and strain on the curvature of the sensor were not studied in this paper. Since the orthogonal bases for decomposing the spectral curve were infinite, only the main bases affecting the decomposition accuracy were selected for decomposition. In this paper, a simple linear kernel function was selected when using the support vector machine for fitting analysis. The linear kernel function is simple in structure but weak in fitting ability. This is also the reason that some experimental data have low fitting accuracy. For example, from the 23rd experiment to the 33rd experiment in Fig. 7, the fitting absolute error values were higher than others. Another reason for this phenomenon is that the spectral curve similarity of the above experiments is low. The readers can find this answer in Fig. 5(c).

Further studies that consider the above deficiencies will need to be undertaken. First, the researchers will examine the response of the sensor proposed in this paper to temperature or strain and the coupling law between them to curvature. Second, subsequent research will look for a set of orthogonal bases that are simple in structure, small in number, and suitable for most sensor spectral curves. Third, subsequent research will build a norm based on the orthogonal decomposition coefficients of the spectral curves. Subsequent research will look for an algorithm of this norm. The algorithm is used to characterize the relationship between curvature and relative changes in spectral information.

V. CONCLUSION

This study set out to construct a curvature demodulation method based on the complete spectral information of the MZI curvature sensor. The researchers chose some finite Chebyshev polynomials as the orthogonal bases to decompose the spectral curve. The coefficient of determination \((R\text{-square})\) after orthogonal decomposition of each spectral curve was greater than 0.999. The improved support vector machine by the genetic algorithm (GA-SVM) was used to fit the relationship between spectral curve decomposition coefficients and curvature. The average fitting accuracy of the demodulation method proposed in this paper reached 0.998342. The equivalent absolute error of the method proposed in this paper is 0.0022494 m\(^{-1}\), which is superior to other methods. The demodulation method proposed in this paper extracts complete information about the sensor’s full-band spectrum. Based on this advantage, the method can be used for the analysis and demodulation of spectral information for various optical sensors. The demodulation method proposed in this study has a broad range of applications. The important contribution of this research is to introduce the concept of orthogonal decomposition into the spectral information analysis of optical fiber sensing. The second innovation of this paper is that artificial intelligence algorithms (GA-SVMs) were used to fit and analyze multidimensional spectral information to improve the demodulation accuracy.
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