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Abstract: In this paper, we examine whether innovation and information and communication technology (ICT) contribute to reducing producer prices, thus promoting economic growth. We also check whether the contributions of ICT enhance environmental quality, leading to sustainable economic growth. To this end, we apply panel data techniques to the 27 EU countries over the period of recovery from the financial crisis. Our results suggest that technological progress leads to a significant reduction in producer prices. Moreover, controlling for some macroeconomics factors, ICT fosters per capita economic growth in the European countries. Finally, we found that the higher the ICT employment is, the lower greenhouse gas emissions are.
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1. Introduction

There have been a lot of studies assessing the impact of new technologies in many sectors, such as schools [1,2], trucking [3], or in emergency medical care ([4], among others). Nevertheless, the effect of information and communication technology (ICT; according to [5], ICT consists of hardware, software, networks and media for storage, collection, processing transmission and presentation of information in the form of data, text, images, and voice. They include phone, radio, television, and the Internet) on aggregate productivity and growth has been scarce.

As ref. [6] argued, productivity is not everything but is almost everything in the long-term. In fact, the national income per person, which is one the main indicators of well-being, is largely conditioned by the labour productivity growth. In recent decades, innovation and ICT have gained prominence as possible drivers of countries’ economic performance ([7–9], among others). Authors such as [10,11] or [12] concluded that ICT penetration (ICT penetration refers to the accessibility, security and efficiency of phones, computers, televisions, and radio sets and the several networks that associate them) is the key factor to promote innovation diffusion and therefore economic growth.

In addition, ICT has revolutionized the transfer of technology, knowledge, and information across countries [13]. It is considered as a crucial tool for promoting economic growth and sustainable development, due to the fact that it is a way to improve processes and products. ICT contributes to reducing costs, it helps to overcome distance, and it is a vehicle to achieve more efficiency in firms, industries, and countries ([14–16], among others). Some empirical evidence supports the idea that ICT influences economic performance not only at a micro level but also at a macro level (see for instance, [17–19], among others).

Added to that, some decades ago, governments and institutions became concerned with the effects of economic growth on environmental sustainability. In 1955, ref. [20]
identified what was a new phenomenon at the time—that is, that the environmental degradation increased with the increments in the Gross Domestic Product (GDP) per capita or income until a particular threshold, and after this point, the environmental degradation started to decrease. More recently, and according to the Fifth Assessment Report of the United Nations Intergovernmental Panel on Climate Change, greenhouse gas (GHG) emissions are considered one of the main causes of global warming since the middle of the last century. One of the most important agenda in the 21st century is to avoid climate change by reducing or replacing energy from fossil fuels, which are the main factor of GHG emissions. This proposal shows evidence on the danger that a non-environmentally friendly economic growth would cause.

The purpose of this paper is twofold. Firstly, we will try to clarify whether ICT favour economic growth. Secondly, we would also like to check whether the contributions of ICT enhance environmental quality, leading to a sustainable economic growth path. Our reasoning is as follows: we will try to test whether the positive impact of ICT on growth is compatible with a (presumable) reduction in GHG emissions. And from that we could infer that the increase in ICT in the production process would be a way to reduce pollution and make the economic growth path more sustainable.

For the empirical application in this study, we will use European Union (EU) data. According to [21], many European countries have undergone relevant economic growth, while others have been characterized by lower productivity and lower economic growth rates. For that reason, the EU would be an interesting case study.

To achieve our aim, the rest of the paper will be as follows. In the next section, we will give a literature review. Next, after relating the data, the used methodology will be explained. After that, we will discuss the empirical results, and finally, we will conclude with a summary and some remarks.

2. Literature Review

2.1. ICT and Economic Growth

Reference [22] claimed that economies which are characterized by easy access to communications network, and institutions that promote knowledge creation and dissemination, would have better economic opportunities. For that reason, developed countries showed more advantages with respect to developing economies. According to [23], there are three channels though which ICT affects economic growth: the adoption of ICT and its productive use in other sectors, the growth effect of the producer of ICT, and finally, innovation and fostering technology diffusion.

Regarding the effects of being a producer of technology, versus adopting technologies from another countries, ref. [24] detected an asymmetric effect. They studied the relationship between the real GDP per capita and the ICT use index for 159 economies throughout the world, and they found that the effects are asymmetric for different groups of countries, depending on whether the countries produce or adopt technologies. In the same line, ref. [25] tried to check whether there were statistically significant differences on the impact of ICT on economic growth, comparing developing, emerging, and developed countries. This author analyzed 59 economies over the period from 1995 to 2010, and he applied panel data regressions and compared their elasticities among these three groups of nations. His results show that emerging and developing countries do not obtain more from investments in ICT than that which is obtained by developed economies. In the same line, taking into account a panel of 123 countries and applying an ICT index from mobile Internet and fixed broadband, ref. [26] identified that ICT contributes to higher economic growth; nevertheless, middle-income and low-income economies tend to attain more from the ICT revolution.

The above empirical results can be supported by the economic theory on international trade. Among the numerous relevant contributions, we could mention [27–33], among others).
With respect the role of innovations, ref. [34] supported the hypothesis of positive causality between investment in telecommunication infrastructure and economic growth for 21 Organisation for Economic Co-operation and Development (OECD) economies. Applying broadband penetration as a proxy of ICT, ref. [35] found a positive causal nexus between the diffusion on innovation and economic growth. Later, ref. [36] identified that important economic growth occurred during the period 1996–2005 after applying improvements in ICT in a sample of 102 economies, and ref. [37] found that the penetration rates of telecommunication services contribute to a higher efficiency of production. Using a vector error-correction model, ref. [38] studied whether the direction of causality among the diffusion of innovation, penetration of ICT, and economic growth runs both ways, one way, or not at all. Even though, in the short run, the causal link between these variables is not very clear, because it depends on the proxies used, in the long run, innovation diffusion, as well as ICT penetration, significantly contribute to economic growth in European countries. In a more recent study, using the panel vector autoregressive model, ref. [39] showed that both the reinforcement of research and development and the increase in investment in ICT infrastructure contribute to long-term economic performance in the OECD economies during the period 1961–2018.

There are numerous studies analyzing the contributions of ICT to economic growth. A positive contribution of ICT to output was detected by [40], both for richer or less industrialized countries and proportionally to the information and technology (IT) capital. Reference [41] investigated the impact of high-tech equipment on economic growth for the US and for 15 countries of the EU between 1980 and 2004. He distinguished between three kinds of ICT assets (software, communication equipment, and finally computer and office machinery) and three non-ICT related (transport equipment, non-IT equipment, and non-residential buildings). His results support the growth account perspective, because the leading countries of the EU remain behind the US. He mentioned that a low specialization into innovative production and internal markets characterized by many rigidities can explain the fall in competitiveness.

In the same vein, ref. [42] identified the ICT capital as one of the most relevant explanatory variables explaining the widening productive gap both between EU countries and between the US and Europe. The ICT revolution was crucial to understand the acceleration in output and productivity in the US. According to [43] or [44], this can be explained through three transmission channels. First, the increase in Total Factor Productivity (TFP) in ICT manufacturing industries can be caused by rapid technological progress in the production of ICT goods. Second, the expansion of ICT investment is due to the drop in the ICT goods prices, generating more productive workers. Finally, in general, the ICT spreads with a time lag, becoming pervasive and what is called a general-purpose technology, which can facilitate the introduction of more efficient organizational forms [45].

According to [46], ICT can influence the TFP through several channels. In particular, they identified a direct impact on output, due to the productivity effect which is considered as a precursor for future innovation, and therefore this fact can generate knowledge spillovers. Moreover, authors such as [47–51] supported the idea that investment in ICT reduces communication and production costs, which is crucial to enhancing production procedures and techniques.

Following these lines, and the findings of [44], in this paper, we will study whether technological innovations reduce ICT goods’ producer prices, leading to greater productivity and fostering economic growth.

### 2.2. Environmental Quality and Economic Growth

According to the Fifth Assessment Report of the United Nations Intergovernmental Panel on Climate Change, greenhouse gas (GHG) emissions are one of the primary causes of global warming that has occurred since the middle of the last century. One of the most important agenda in the 21st century is to avoid climate change by reducing or replacing
energy from fossil fuels, which are the main factor of GHG emissions. However, according to [52], the economic and social structure must change to achieve sustainable development.

Reference [20] identified a new phenomenon in which environmental degradation increased with the increment in the GDP per capita or income until a particular threshold, and after this point the environmental degradation started to decrease. The environmental Kuznets curve (EKC) is widely implemented with the purpose of analyzing the nexus between income distribution and environmental population [53–55].

Following [56,57], there are three channels to determine whether environmental quality and economic performance show a linear, a U-, or inverted U-shaped nexus. In particular, they distinguished between the scale (volume) of production, composition or means of production, and uses of technology for production. Many studies corroborated that carbon emissions increase given the increasing scale of production (indexed by the GDP growth), keeping the composition of input and technology constant. Based on the composite effects, the EKC justifies that carbon emissions increase taking into account the composition of the production factor with an unchanging volume of technology and economic activities. On the contrary, the use of technology for production maintains that the carbon emissions depend on government regulations and legislation of energy prices.

There have been several authors who have validated the inverted U-shaped link between carbon emissions and economic performance, such as [58–62]. Nevertheless, there is not a consensus. The partial EKC or U-shaped hypothesis was achieved using different estimation techniques, different variables, and different time periods in [63,64].

On the contrary, the inverted U-shaped link was not validated in the USA during the period of 1960–2004 [65], and authors such as [66] did not detect an inverted U-shaped link between the CO₂ emissions per capita and economic growth per capita in Malaysia during the period 1970–2009. Other country-specific studies in which the authors did not find evidence of the EKC phenomenon include [67,68], among others.

The conclusion comparing multiple-country analysis is also not conclusive. In a study of 50 countries considering several development levels, ref. [69] identified different stages of the inverted U-shape curve. A quadratic link was detected by [70] between income and environment for 22 OECD countries applying the pooled mean group estimator. Using a dynamic causality procedure for BRIC countries, ref. [71] detected a short run one-way causality from CO₂ emissions to income between 1971 and 2005. In contrast, ref. [72] did not validate the EKC proposition.

According to [73], the divergence of GHG emissions and economic growth means that after an observed decrease in GHG emissions, the economy grows. It is worth mentioning that there are two different concepts; first, absolute decoupling, which corresponds to when GDP grows but GHG emissions fall, and second, relative decoupling, which it is characterized by higher emissions. Ref. [73] demonstrated that GHG emissions reduction can pose a threat to economic growth. On the other hand, there are several studies, for instance [74,75], in which the authors showed that Western European economies have undergone relevant economic growth, whereas, in contrast, these countries have experienced a decrease trend in their GHG emissions. Using panel data of EU countries and Ukraine for the 2000–2016 period, ref. [76] confirmed the EKC hypothesis.

In contrast to authors such as [77,78], who identified a very firmly coupled relationship between GDP and CO₂ emissions, ref. [79] claimed that the accepted convention in this nexus is ill-founded at the international comparative level. In other words, based on the environmental Kuznets curve, the economic growth and environmental emissions prove to be linked in advanced countries. Nevertheless, in economies with low carbon emissions, this relationship does not work if we compare the data at the international level, applying the fuzzy-set ideal type analysis.

Having those considerations in mind, we are also interested in analyzing the relationship between growth-promoting ICT and the environmental quality. In other words, we would like to study whether the use of ICT promotes growth while preserving the environment.
3. Research Questions and Data

To achieve the aim of this paper, we used EU data. The heterogeneity of the economies of the EU’s member states makes it an interesting region as a case study [21]. We used data on the 27 EU countries over the period of recovery from the financial crisis: from 2008–2018. All the variables were extracted from Eurostat.

In a first step, we checked whether technological innovations reduce producer prices, following the findings of [80] on the relevance of ICT in the USA’s productivity acceleration. Their most significant result is the higher impact on the IT producing sector, and this outcome is due to the fall in IT prices as the main factor.

In the second step, our dependent variable was the real growth rate of GDP. In this instance, our aim was to study the impact of innovations on economic growth.

The independent variables related to ICT, which presumably foster economic growth, were those that represent innovation and the evolution of IT prices. To consider proxies for the innovation indicator variables, we followed [81]. In particular, technological progress has been captured by high-technology products exports as a share of total exports; the high-technology sector’s employment as a percentage of total employment; knowledge-intensive high-technology services’ employment as a percentage of total employment, and employment in information and communication technology as a percentage of total employment. To capture the average change over time in the selling prices received by domestic producers for their output, we considered the producer price index in industry. Moreover, we considered different price level indices such as communication; audio-visual, photographic, and information processing equipment; machinery and equipment; software; electrical and optical equipment; durable goods; and capital goods prices. Additionally, we considered some macroeconomic variables as control variables, such as population growth rate, gross fixed capital formation, inflation rate, and degree of openness. These variables were taken from the World Development Indicators.

Finally, we tried to analyze the relationship among the variables that foster economic growth and environmental quality. In other words, we aimed to answer the question of whether the penetration and use of ICT contribute not only to promoting economic growth, but also to improving the environment. Given the relevance of GHG on global warming, as stated in the literature section, we will include the GHG emissions as an alternative variable of our data set. There are several studies in which the GHG have proven to play a crucial role in the economic growth performance, as can be seen, for instance, in [82–85] and [58], among others.

4. Methodology

Given the nature of our data set, we applied panel data techniques to perform our estimations following [86–88].

To answer our first research question, the first equation defines the producer prices as a function of innovation indicators.

\[
PP_{it} = \alpha + \beta_1 \text{Exp}_{hightech} + \beta_2 \text{Empl}_{xx} + \epsilon_{it}
\]

where \(PP_{it}\) is the producer prices and \(\text{Exp}_{hightech}\) represents the exports of high-technology products as a share of total exports. Aiming to check the robustness of our results, we used three alternative measures of employment (\(\text{Empl}_{xx}\)) such as the high-technology sector’s employment rate, the knowledge-intensive high-technology services, and the information and communication technology employment rate. These three variables are measured as a percentage of total employment.

Next, to study the contribution of ICT to growth, we will estimate the following extended economic growth equation based on the neoclassical growth model:

\[
g_{it} = \alpha + \sum_{j=1}^{n} \delta_{ij} X_{ij} + \beta_1 PP_{it} + \beta_2 \text{PLI}_{it} + \beta_3 \text{innov\_indicators}_{it} + \epsilon_{it}
\]
where $g_{it}$ is the per capita GDP, $PP_{it}$ is the producer prices, $PLI_{it}$ is the price level index, $innov_{indicators}_{it}$ represents the innovation indicators, and $\varepsilon_{it}$ denotes the error term. Regarding $X_{it}$, we consider a set of explanatory variables that have been shown to be consistently associated with growth in the literature (see [89] for a comprehensive account of the most important contributions and debates on growth): population growth rate as a percentage ($POPGR_{it}$); the ratio of gross fixed capital formation to GDP ($GKF_{it}$); openness to trade, measured by the sum of exports and imports over GDP ($OPEN_{it}$); and the GDP deflator inflation rate, a measure of macroeconomic instability and uncertainty ($INF_{it}$). The initial level of initial per capita GDP is also introduced in Equation (1) to capture the conditional convergence of the economy to its steady state.

Finally, to check whether the contributions of ICT to economic growth favor environmental quality, we analyze the relationship between some innovation indicators and the GHG emissions, as shown in Equation (3).

$$GHG_{it} = \alpha + \beta_1 Exp_{hightech_{it}} + \beta_2 Empl_{xx_{it}} + \varepsilon_{it}$$

(3)

where $GHG_{it}$ represents the greenhouse gas emissions and $Exp_{hightech_{it}}$ is the exports of high-technology products as a share of total exports. $Empl_{xx_{it}}$ focuses on the high-technology sector’s employment, the knowledge-intensive high-technology services, and the information and communication technology employment as a percentage of total employment. As in Equation (1), we use three different measures of employment in the innovation sector to check the robustness of our results.

When the explanatory variables in the regression model are not stationary, the standard assumptions for asymptotic analysis are not reliable. That means that we cannot apply the hypothesis tests, and consequently the panel unit root tests should be applied. Specifically, we use the [90–94] tests. According to Table 1, the results of these tests decisively reject the null hypothesis of a unit root for $emp_{hightech_{it}}, PP_{it}, GKF_{it}, INF_{it}, Elec\_prices_{it}$, and $Green\_emiss_{it}$ (indicating that they are stationary in levels, i.e., I(0)), while they do not reject the null for $exp_{hightech_{it}}$ and $OPEN_{it}$ (suggesting that these variables can be treated as first-difference stationary, i.e., I(1)).

In particular, we considered three basic panel regression methods: the fixed-effects (FE) method, the random effects (RE) model, and the pooled ordinary least square (POLS) method. To determine the empirical relevance of each of the potential methods for our panel data, we made use of several statistic tests. Specifically, we tested FE versus RE using the Hausman test statistic to test for non-correlation between the unobserved effect and the regressors. To choose between POLS and RE, we used Breusch and Pagan [95]’s Lagrange multiplier test to test for the presence of an unobserved effect. Finally, we used the F test for fixed effects to test whether all unobservable individual effects are zero, to discriminate between POLS and FE. Additionally, we treated the potential endogeneity in our estimations by applying the fixed effects two-step least squares (FE-2SLS) test, the so-called fixed effects instrumental variables (FE-IV) test and the random effects two-step least squares (RE-2SLS) test, or the so-called random effects instrumental variables (RE-IV) test.
Table 1. Panel unit root tests.

| Test Statistics | Economic Growth | Exports High Technology | Employment in High Technology | Employment in Knowledge-Intensive High-Technology | Employment in Information and Communication | PP | Greenhouse Gas Emissions | POPGROW | GKF | INF | OPEN |
|-----------------|-----------------|-------------------------|-------------------------------|-----------------------------------------------|---------------------------------------------|----|--------------------------|---------|-----|-----|------|
| LLC             |                 |                         |                               |                                               |                                             |    |                          |         |     |     |      |
| Level           |                 |                         | -15.1429 (0.0000)            | -9.0390 (0.0000)                              | -7.1451 (0.0000)                            |    | -8.9595 (0.0000)          | -12.2807 (0.0000) | -5.5727 (0.0000) | -3.9300 (0.0000) | -9.3934 (0.0000) | -8.9166 (0.0000) | -17.3962 (0.0000) |
| Trend           |                 |                         | -20.2548 (0.0000)           | -6.2019 (0.0000)                              | -9.6222 (0.0000)                            |    | -12.4290 (0.0000)         | -15.5713 (0.0000) | -10.3223 (0.0000) | -10.0201 (0.0000) | -14.8569 (0.0000) | -9.8176 (0.0000) | -11.1120 (0.0000) |
| HT              |                 |                         | 0.2904 (0.0000)             | 0.7887 (0.7858)                               | 0.4939 (0.0000)                             |    | 0.4426 (0.0000)           | -0.0987 (0.0000)  | 0.6609 (0.0340)  | 0.6519 (0.0000)  | 0.5718 (0.0000)  | 0.2429 (0.0000)  | 0.7620 (0.5971)  |
| Level           |                 |                         | -7.1897 (0.0000)           | 1.2878 (0.9011)                              | 2.9267 (0.9983)                             |    | 1.8119 (0.9650)           | 2.6465 (0.9959)  | 5.2659 (0.0000)  | 0.9662 (0.8404)  | 0.3131 (0.6229)  | 0.1078 (0.0081)  | -0.8109 (0.2087) |
| Trend           |                 |                         | -6.6495 (0.0000)           | -0.2685 (0.3942)                             | -2.1177 (0.0171)                            |    | -3.6308 (0.0001)          | -4.1080 (0.0000) | -2.2642 (0.0118) | -0.0290 (0.4883) | 3.0070 (0.9987)  | 1.4798 (0.2419)  | -0.7910 (0.2096) |
| Breitung        |                 |                         | -4.0086 (0.0000)           | -0.4050 (0.3427)                             | -2.0079 (0.0223)                            |    | -2.9535 (0.0119)          | -2.5063 (0.0061) | -6.5728 (0.0000) | -1.7695 (0.0084) | -0.3508 (0.3629) | -4.0077 (0.0000) | -6.0474 (0.3892) |
| Level           |                 |                         | -5.7496 (0.0000)           | -2.4858 (0.0065)                             | -3.423 (0.0008)                             |    | -3.6573 (0.0001)          | -3.5728 (0.0002) | -6.4491 (0.0000) | -3.8719 (0.0019) | -1.0454 (0.1479) | -2.7043 (0.0054) | -4.4589 (0.0003) |
| Trend           |                 |                         | 5.7487 (0.0000)            | -1.9772 (0.9760)                             | 15.282 (0.0000)                             |    | 30.7267 (0.0000)          | 14.8060 (0.0000) | 0.1391 (0.4447)  | -3.0959 (0.9990) | 2.2059 (0.0137)  | 4.1056 (0.0108)  | 1.2251 (0.0000)  |
| IPS             |                 |                         | 4.6334 (0.0000)            | 0.5795 (0.0216)                              | 12.7333 (0.0000)                            |    | 15.6291 (0.0000)          | 6.2934 (0.0000)  | 4.2036 (0.0000)  | -0.9832 (0.8372) | 1.4351 (0.0756)  | 8.1558 (0.0000)  | 6.1770 (0.0000)  |
| Fisher          |                 |                         | 5.7487 (0.0000)            | -1.9772 (0.9760)                             | 15.282 (0.0000)                             |    | 30.7267 (0.0000)          | 14.8060 (0.0000) | 0.1391 (0.4447)  | -3.0959 (0.9990) | 2.2059 (0.0137)  | 4.1056 (0.0108)  | 1.2251 (0.0000)  | 4.1012 (0.0000)  |
### Table 1. Cont.

| Test Statistic | Communication Prices | Audio Prices | Machinery Prices | Electrical Prices | Software Prices | Durable Goods Prices | Capital Goods Prices |
|----------------|----------------------|--------------|------------------|------------------|----------------|----------------------|----------------------|
| **LLC**        |                      |              |                  |                  |                |                      |                      |
| Level          | −7.6510 (0.0000)     | −4.9112 (0.0000) | −8.9885 (0.0000) | −8.1707 (0.0000) | −13.2777 (0.0000) | −5.7774 (0.0000)     | −4.4491 (0.0000)     |
| Trend          | −10.3705 (0.0000)    | −8.5856 (0.0000) | −15.4493 (0.0000) | −12.8485 (0.0000) | −16.2574 (0.0000) | −9.2569 (0.0000)     | −26.7447 (0.0000)    |
| **HT**         |                      |              |                  |                  |                |                      |                      |
| Level          | 0.7550 (0.5404)      | 0.0559 (0.0000) | 0.5461 (0.0000)  | 0.5473 (0.0000)  | 0.4833 (0.0000)  | 0.5092 (0.0000)      | 0.6547 (0.0255)      |
| Trend          | 0.3290 (0.0718)      | −0.1012 (0.0000) | 0.4862 (0.8369)  | 0.3577 (0.1546)  | 0.2563 (0.0048)  | 0.3753 (0.2288)      | 0.4066 (0.3986)      |
| **Breitung**   |                      |              |                  |                  |                |                      |                      |
| Level          | 1.6545 (0.9510)      | −4.3833 (0.0000) | −0.6653 (0.2529) | −1.5317 (0.0628) | −1.0480 (0.1473) | −1.1327 (0.1287)     | −1.0627 (0.1440)     |
| Trend          | −2.5060 (0.0061)     | −3.6541 (0.0001) | −0.4640 (0.3213) | −0.9592 (0.1687) | −0.7134 (0.2378) | −1.3460 (0.0891)     | −0.1944 (0.4229)     |
| **IPS**        |                      |              |                  |                  |                |                      |                      |
| Level          | 0.4692 (0.6805)      | −5.3416 (0.0000) | −1.3533 (0.0880) | −2.3055 (0.0106) | −1.9055 (0.0284) | −3.3831 (0.0044)     | −1.2972 (0.0973)     |
| Trend          | −3.4419 (0.0003)     | −6.0374 (0.0000) | −1.7958 (0.0363) | −3.5121 (0.0002) | −2.7901 (0.0026) | −4.2392 (0.0000)     | −3.7152 (0.0011)     |
| **Fisher**     |                      |              |                  |                  |                |                      |                      |
| Level          | 1.8167 (0.0346)      | −2.3352 (0.9902) | 1.9661 (0.0246)  | 0.3963 (0.3459)  | 0.0804 (0.4680)  | 0.4492 (0.3267)      | 1.5737 (0.0578)      |
| Trend          | 4.0839 (0.0000)      | −2.5861 (0.9951) | −0.9895 (0.8388) | 3.0246 (0.0012)  | 8.4653 (0.0000)  | −1.6632 (0.9519)     | 2.4129 (0.0079)      |

Note: Numbers in parenthesis are p-values.
5. Empirical Results

Table 2 offers the results of the estimated producer prices calculated by Equation (1) as a function of innovation indicators. This table offers the FE estimations because, according to the Breusch and Pagan test, the F test for fixed effects and the Hausman test, it is the best method of estimation (the results of RE and POLS estimations and tests are available from the authors upon request). However, as a robustness exercise, three different measures of employment in innovative sectors were used as displayed by the three estimated models.

Table 2. Producer prices as a function of innovation indicators: All European countries.

| KERRYPNX | Model 1       | Model 2       | Model 3       |
|----------|---------------|---------------|---------------|
| Exp_hightech_{it} | -0.1517 *  (0.0852) | -0.1473 *  (0.0853) | -0.1506 *  (0.0849) |
| Empl_hightech_{it} | -0.0991 **  (0.0446) |               |               |
| Empl_knowledge_{it} |               | -0.0793 **  (0.0412) |               |
| Empl_\text{ICT}_{it} |               |               | -0.0939 ***  (0.0391) |
| Constant | 7.3072 ***  (2.2546) | 6.9528 ***  (2.3631) | 7.5907 ***  (2.2247) |
| Country FE | Yes | Yes | Yes |
| Year FE | Yes | Yes | Yes |
| N | 297 | 297 | 297 |
| R^2 overall | 0.0106 | 0.0116 | 0.0141 |
| R^2 within | 0.0258 | 0.0215 | 0.0288 |
| R^2 between | 0.0106 | 0.0507 | 0.0399 |
| BIC | 1707.79 | 1709.12 | 1706.89 |
| AIC | 1696.71 | 1698.03 | 1695.81 |

Source: Authors’ own elaboration. Notes: In the ordinary brackets below the parameter estimates are the corresponding z-statistics, computed using [96] heteroskedasticity-robust standard errors. *, **, and *** indicate significance at 10%, 5%, and 1%, respectively. In this table, we provide the best method of estimation (which in our case is the fixed effects) after it was applied in the corresponding tests.

Clearly, the higher the high-technology exports are, the lower producer prices are. That is to say, technological progress contributes to decreasing producer prices. Moreover, regardless of the instrument used to measure the employment in high-technology sectors, there is a negative relationship between them. In other words, the producer prices will decrease with greater knowledge-intensive activities or employment in innovative sectors.

Once we showed that technological progress has contributed to lower prices of production, our next step was to analyze how producer prices and different price level indices can influence economic growth. Table 3 offers the estimation results of Equation (2) controlling for the usual economic factors considered in the economic growth literature such as gross fixed capital formation, inflation rate, or openness. The initial level of initial real per capita GDP is also introduced in Equation (2) to capture the conditional convergence of the economy to its steady state. This table shows the estimation results using the pooled OLS, RE, and FE methodologies. According to the Breusch and Pagan test, F-test for fixed effects, and the Hausman test, the best method of estimation is the FE method. Nevertheless, according to the endogeneity test’s result, we can clearly reject the null hypothesis, meaning that the regressors cannot be treated as exogenous. To overcome the endogeneity problem, the FE-2SLS and the RE-2SLS estimations are crucial. Based on the Hausman test between FE-2SLS and RE-2SLS, the former is the most appropriate.
### Table 3. Parameter estimates for the empirical model: All European countries in the sample.

| Explanatory Factors | FE          | RE           | POLS         | FE-2SLS      | RE-2SLS      |
|---------------------|-------------|--------------|--------------|--------------|--------------|
| $\Delta_{it-1}$    | 0.2015 ***  | 0.4146 ***   | 0.4146 ***   | 0.1360 **    | 0.3170 ***   |
|                     | (0.0608)    | (0.0525)     | (0.0525)     | (0.0620)     | (0.0554)     |
| $\Delta \exp_{hightech_{it}}$ | 0.1552 *    | 0.0581       | 0.0581       | 0.4147 *     | 0.6905       |
|                     | (0.0938)    | (0.0923)     | (0.0923)     | (0.2376)     | (0.6683)     |
| $\Delta \emp_{hightech_{it}}$ | 3.6204 ***  | 0.3920 ***   | 0.3920 ***   | 2.6285 ***   | 0.2959 *     |
|                     | (0.6258)    | (0.1484)     | (0.1484)     | (1.0045)     | (0.1655)     |
| $\Delta \PP_{it}$  | 0.2946 ***  | 0.2479 ***   | 0.2479 ***   | 0.1384 **    | 0.0994       |
|                     | (0.0631)    | (0.0640)     | (0.0640)     | (0.0712)     | (0.0802)     |
| $\Delta \GKF_{it}$ | 0.2278 ***  | 0.1023 *     | 0.1023 *     | 0.2179 ***   | 0.2505 ***   |
|                     | (0.0897)    | (0.0588)     | (0.0588)     | (0.0911)     | (0.0908)     |
| $\Delta \INF_{it}$ | −0.7897 *** | −0.7835 ***  | −0.7835 ***  | −0.7116 ***  | −0.7110 ***  |
|                     | (0.1520)    | (0.1489)     | (0.1489)     | (0.1712)     | (0.1905)     |
| $\Delta \OPEN_{it}$ | 0.1307 ***  | 0.1555 ***   | 0.1555 ***   | 0.0514 **    | 0.0579 **    |
|                     | (0.0236)    | (0.0236)     | (0.0236)     | (0.0268)     | (0.0293)     |
| $\Delta \Elec_{prices_{it}}$ | 0.1556 ***  | 0.0715 **    | 0.0715 **    | 0.1174 ***   | 0.0143       |
|                     | (0.0475)    | (0.0327)     | (0.0327)     | (0.0501)     | (0.0332)     |
| Constant            | −17.6796 ***| −2.2100 **   | −2.2100 *    | −5.6058      | −5.6058      |
|                     | (3.4449)    | (1.2017)     | (1.017)      | (3.7971)     | (3.7971)     |
| Country FE          | Yes         | Yes          | Yes          | Yes          | Yes          |
| Year FE             | Yes         | Yes          | Yes          | Yes          | Yes          |
| N                   | 270         | 270          | 270          | 243          | 243         |
| $R^2$ overall       | 0.2202      | 0.4300       | 0.4300       | 0.2709       | 0.2323       |
| $R^2$ within        | 0.4608      | 0.3901       | 0.1856       | 0.1308       | 0.1308       |
| $R^2$ between       | 0.3402      | 0.6490       | 0.5204       | 0.5488       | 0.5488       |
| BIC                 | 1322.72     | 1320.60      | 1382.92      | 1125.73      | 1235.68      |
| AIC                 | 1293.93     | 1300.85      | 1354.13      | 1097.79      | 1147.99      |
| Breusch and Pagan test (POLS vs. RE) | 0.00         | [1.0000]     | Endogeneity test of regressors | 8.184       | [0.0167]     |
| F test for fixed effects (POLS vs. FE) | 2.27         | [0.0007]     | Weak identification test (Cragg-Donald Wald F statistic) | 16.705      | 10%: 7.03 15%: 4.58 20%: 3.95 25%: 3.63 |
| Haussman test (FE vs. RE) | 97.38        | [0.0000]     | Haussman test (FE-2SLS vs. RE-2SLS) | 56.34       | [0.0000]     |
| Underidentification test (Sargan statistic) | 29.894      | [0.0000]     | Overidentification test (Sargan statistic) | [0.0000]    | [0.0000]     |

Source: Authors' own elaboration. In the ordinary brackets below the parameter estimates are the corresponding z-statistics, computed using [96] heteroskedasticity-robust standard errors. In the square brackets below the specification tests are the associated p-values. *, ** and *** indicate significance at 10%, 5%, and 1%, respectively.
As expected, and regardless of the applied method, the lagged economic growth positively influences the actual real growth rate. With respect to the innovation indicators, as can be seen, the high-technology exports promote economic growth. One of the factors which largely contribute to economic growth is the employment in high-technology sectors, at 1% significance level, and it is the most important factor in terms of marginal effects. It is very common that in the long run, more outward-oriented economies are associated with better economic growth (see, for instance, [97–101], among others), and our results support this statement. In the same line, gross fixed capital formation is positively linked to economic growth (as stressed by [102–104], among others). On the contrary, inflation rate deteriorates economic growth (the same conclusion was achieved by [105,106], among others). We also found that producer prices and price level indices such as electrical prices (as a measure of robustness, we introduced different price level indices, such as communication; audio-visual, photographic and information processing equipment; machinery and equipment; software; durable goods; and capital goods prices. However, only the electrical and optical equipment prices indices are statistically significant) reveal a negative nexus with real economic growth.

In addition, we offer the underidentification test, which is an LM test of analyzing if the equation is identified—this means that the excluded instruments are relevant. In particular, we have enough evidence to reject the null hypothesis in which the equation is underidentified, meaning that the model is identified. The weak identification test is very similar to the previous one; however, in this case, we test whether the excluded instruments are correlated with the endogenous regressors, but only weakly. In the table, we show the compiled critical values for the Cragg–Donald F statistic for instrumental variables by [107]. As this F statistic is greater than the critical values, this implies that our instruments have the explanatory power for explaining the endogenous variables. Finally, using the Sargan–Hansen test, which is a test of overidentifying restrictions, we reject the null hypothesis.

To complete our analysis, as previously mentioned, a topic of major concern worldwide is the growing trend of greenhouse gas emissions. Due to the relevant implications that they have on climate change, EU27 leaders agreed to reduce GHG emissions by at least 55% by 2030. Having those considerations in mind, Table 4 again offers the estimation of Equation (2), but now incorporating the GHG emissions to analyze their impact on real economic growth. According to the Hausman test, the best estimation method is the FE-2SLS (FE-IV) method after controlling for endogeneity, which reveals that there exists a negative and statistically significant effect of GHG emissions on economic performance. The employment in high-technology sectors still remains the most important explanatory variable for the real economic growth rate, followed by the exports of high-technology products. As expected, the gross capital formation rate highly contributes to higher economic activity. A positive relationship between producer prices, degree of openness, and electrical prices is detected with the economic growth. On the contrary, a statistically significant negative link is identified between inflation rate and economic performance.

Finally, to check whether the contributions of ICT to economic growth favour environmental quality, we will estimate the GHG emissions as a function of innovation indicators According to Equation (3). Table 5 shows the estimation results. This table offers only the FE estimations because, according to the Breusch and Pagan test, the F test for fixed effects and the Hausman test, this is the best method of estimation (the results of RE and POLS estimations and tests are available from the authors upon request). However, as a robustness exercise, three different measures of employment in innovative sectors has been used, as displayed by the three estimated models.
Table 4. Parameter estimates for the empirical model: all European countries in the sample (with greenhouse gas emissions).

| Explanatory Factors | FE       | RE       | POLS     | FE-2SLS   | RE-2SLS   |
|---------------------|----------|----------|----------|-----------|-----------|
| $g_{it-1}$          | 0.1744 *** (0.0627) | 0.4098 *** (0.0532) | 0.4098 *** (0.0532) | 0.1252 ** (0.0655) | 0.3161 *** (0.0555) |
| $\Delta \exp_{\text{hightech}it}$ | 0.1500 (0.0938) | 0.0563 (0.0925) | 0.0563 (0.0925) | 0.4250 * (0.2390) | 0.6896 (0.6676) |
| emp_{hightechit}   | 3.7678 *** (0.6296) | 0.4073 *** (0.1509) | 0.4073 *** (0.1509) | 2.7012 *** (1.0334) | 0.2992 * (0.1661) |
| PP_{it}            | 0.2448 *** (0.0629) | 0.2484 *** (0.0641) | 0.2484 *** (0.0641) | 0.1477 ** (0.0721) | 0.1002 (0.0799) |
| GKE_{it}           | 0.2668 *** (0.0923) | 0.1137 * (0.0620) | 0.1137 * (0.0620) | 0.2300 *** (0.0950) | 0.2529 *** (0.0968) |
| INF_{it}           | −0.6934 *** (0.1620) | −0.7711 *** (0.1506) | −0.7711 *** (0.1506) | −0.6862 *** (0.1781) | −0.7091 *** (0.1898) |
| $\Delta \text{OPEN}_{it}$ | 0.1273 *** (0.0236) | 0.1548 *** (0.0238) | 0.1548 *** (0.0238) | 0.0503 * (0.0269) | 0.0579 ** (0.0294) |
| Elec._prices_{it}  | 0.1513 *** (0.0475) | 0.0711 ** (0.0327) | 0.0711 ** (0.0327) | 0.1171 ** (0.0502) | 0.0143 (0.0333) |
| Green._emiss_{it}  | −0.0705 * (0.0422) | −0.0145 (0.0247) | −0.0145 (0.0247) | −0.0333 * (0.0478) | −0.0029 (0.0252) |
| Constant           | −12.6312 *** (4.5685) | −1.1793 (2.1326) | −1.1793 (2.1326) | −0.6862 *** (1.781) | −0.7091 *** (1.898) |
| Country FE         | Yes      | Yes      | Yes      | Yes       | Yes       |
| Year FE            | Yes      | Yes      | Yes      | Yes       | Yes       |
| N                  | 270      | 270      | 270      | 243       | 243       |
| $R^2$ overall      | 0.2164   | 0.4307   | 0.4307   | 0.1656    | 0.2325    |
| $R^2$ within       | 0.4672   | 0.3921   | 0.4321   | 0.1311    | 0.5493    |
| $R^2$ between      | 0.3250   | 0.6432   | 0.6432   | 0.1656    | 0.2325    |
| BIC                | 1325.13  | 1322.18  | 1388.16  | 1132.76   | 1256.81   |
| AIC                | 1292.74  | 1296.80  | 1355.77  | 1101.32   | 1186.52   |
| Breusch and Pagan  | 0.00     | [1.0000] | Endogeneity test of regressors | 8.235 | [0.0163] |
| test (POLS vs. RE) | 2.38     | [0.0004] | Weak identification test (Cragg-Donald Wald F statistic) | 16.483 | 10%: 7.03, 15%: 4.58, 20%: 3.95, 25%: 3.63 |
| F test for fixed   |          |          | Haussman test (FE-2SLS vs. RE-2SLS) | 56.07 | [0.0000] |
| effects (POLS vs. FE) |          |          | Haussman test (FE-2SLS vs. RE-2SLS) | 56.07 | [0.0000] |
| Haussman test (FE vs. RE) | 290.54  | [0.0000] | Underidentification test | 29.673 | [0.0000] |
| Underidentification test (Sargan statistic) |          |          |          |          |          |

Source: Authors’ own elaboration. In the ordinary brackets below the parameter estimates are the corresponding z-statistics, computed using [96] heteroskedasticity-robust standard errors. In the square brackets below the specification tests are the associated p-values. *, ** and *** indicate significance at 10%, 5%, and 1%, respectively.
Table 5. Greenhouse gas (GHG) emissions as a function of innovation indicators: All European countries.

| Explanatory Factors | Model 1                  | Model 2                  | Model 3                  |
|---------------------|--------------------------|--------------------------|--------------------------|
| Exp\_hightech\_it   | 0.4368 *** (0.1091)      | 0.4518 *** (0.1112)      | 0.4475 *** (0.1070)      |
| Empl\_hightech\_it  | −0.5530 *** (0.0572)     |                          |                          |
| Empl\_knowledge\_it | −0.4771 *** (0.0537)     |                          |                          |
| Empl\_ICT\_it       |                          | −0.5077 *** (0.0493)     |                          |
| Constant            | 103.5522 *** (2.8863)    | 103.3523 *** (3.0812)    | 104.3183 *** (2.8046)    |
| Country FE          | Yes                      | Yes                      | Yes                      |
| Year FE             | Yes                      | Yes                      | Yes                      |
| N                   | 297                      | 297                      | 297                      |
| R² overall          | 0.0537                   | 0.1372                   | 0.1309                   |
| R² within           | 0.3151                   | 0.2864                   | 0.3378                   |
| R² between          | 0.0373                   | 0.1404                   | 0.1265                   |
| BIC                 | 1854.51                  | 1866.72                  | 1844.50                  |
| AIC                 | 1843.43                  | 1855.63                  | 1833.42                  |

Source: Authors’ own elaboration. In the ordinary brackets below the parameter estimates are the corresponding z-statistics, computed using [96] heteroskedasticity-robust standard errors. *, **, and *** indicate significance at 10%, 5%, and 1%, respectively. In this table, we provide the best method of estimation (that in our case is the fixed effects) after it have been applied the corresponding tests.

On one hand, as can be seen, there exists a positive relationship between exports of high-technologies and the GHG emissions. On the other hand, and regardless of the model used, a consensus conclusion could be achieved: the higher the employment in high-technology sectors, and the greater the employment related to knowledge-intensive activities or employment in ICT sectors, the lower the environmental degradation. In other words, when the employment related to innovations increases, the GHG decreases, which presumably improves the environmental quality.

6. Conclusions

For the last few decades, governments and institutions have been concerned with the effects of economic growth on environmental sustainability. Pollution is one of the costs of economic growth, and GHG emissions are a product derived from industrialization and the massive production of goods. The growing concern relating to the danger that economic growth could pose to the environment has occurred in parallel with the development of new technologies. ICT enhances economic growth, but one might wonder whether ICT could represent a way of reducing pollution to sustainable levels.

Taking that into account, in this paper, we have tested whether the positive impact of ICT on growth is compatible with a reduction in GHG emissions. First, and following [80]’s proposal, we have analyzed the ways in which ICT contributes to growth—that is, reducing producer prices and favoring productivity. Applying panel data techniques on the 27 EU during the period from 2008 to 2018, the first step of our study tries to explain the relationship between innovation indicators and producer prices. In particular, the higher the exports of high-technology products, the lower the producer prices. In addition, considering three alternative measures of employment related to this sector (high-technology sector, high-technology services, or ICT employment), the conclusion is a very consensual. This that the more resources the economy allocates to investing in more ICT employment,
the lower the producer prices. Controlling for the usual explanatory variables such as gross capital formation, openness degree, and inflation rate, we extended the neoclassical growth model trying to analyze the effect of ICT on economic performance. The estimation results are very clear. ICT leads to higher per capita economic growth. In the second step of the analysis, we analyze the relationship between some innovation indicators and the GHG emissions. We found that GHG emissions can erode the economic growth, and, more precisely, that the exports of high-technology products can generate more GHG emissions in the European countries. However, greater ICT employment can significantly reduce the GHG emissions, leading to a better environmental quality.

With due caution, our results could suggest that ICT not only reduces costs and improves efficiency, fostering economic growth, but also the increase in activities related to ICT performance contributes to reducing GHG emissions. That is the case of employment in high-technology sectors, the employment related to knowledge-intensive activities or even direct employment in the ICT sector. Currently, the use of new technologies is revolutionizing the labor market, which represents an opportunity to reconvert the industrial and services sector towards more efficient production which is also less harmful to the environment.

A direct implication for economic policies would be the promotion of the research and the adoption of technology, mainly in readjusting jobs towards the ICT sector and encouraging and supporting the training of workers in technological skills.
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