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Abstract

We investigate the scenario where a perturbed nonlinear system transmits its output measurements to a remote observer via a packet-based communication network. The sensors are grouped into \( N \) nodes and each of these nodes decides when its measured data is transmitted over the network independently. The objective is to design both the observer and the local transmission policies in order to obtain accurate state estimates, while only sporadically using the communication network. In particular, given a general nonlinear observer designed in continuous-time satisfying an input-to-state stability property, we explain how to systematically design a dynamic event-triggering rule for each sensor node that avoids the use of a copy of the observer, thereby keeping local calculation simple. We prove the practical convergence property of the estimation error to the origin and we show that there exists a uniform strictly positive minimum inter-event time for each local triggering rule under mild conditions on the plant. The efficiency of the proposed techniques is illustrated on a numerical case study of a flexible robotic arm.

1. Introduction

While digital networks exhibit a range of benefits for control applications in terms of ease of installation, maintenance and reduced weight and volume, they also require adapted control theoretical tools to cope with the induced communication constraints (e.g., sampling, delays, packet drops, scheduling, quantization), see e.g., [1, 2]. In this work, we concentrate on the state estimation of nonlinear systems over a digital channel and we focus on the effect of sampling. In particular, we consider state estimation where the plant is nonlinear, perturbed and communicates its measurements over a digital network to a remote observer, whose goal is to estimate the plant state. The communication schedule is very important to guarantee good estimation performance. An option is to generate the transmission instants based on time, in which case we talk of time-triggered strategies for which various results are available in the literature, see, e.g., [3–7]. However, this paradigm may generate (significantly) more transmissions over the network than necessary to fulfill the estimation task, thereby leading to a waste of the network resources. As a potential and promising solution, one can use event-triggered transmissions to overcome this drawback, see e.g., [8] and the references therein. In this case, an event-based triggering rule monitors the plant measurement and/or the observer state and decides when an output transmission is needed.

Various event-triggered techniques are available in the literature for estimation, see, e.g., [9–24]. Numerous papers propose to implement a copy of the observer within the sensor and then use its information to define the transmission instants, see e.g., [9–15]. A possible drawback with this technique is that it may require significant computation capabilities on the sensors, especially in the case of large-scale systems, or highly nonlinear dynamics, which may be unavailable. Another solution is to follow an event-triggered strategy, which is only based on a static condition involving the measured output and its past transmitted value(s) see, e.g., [16–23]. Consequently, it is not necessary to implement a copy of the observer in the sensors and thus the sensors are not required to have significant computation capabilities. However, such static triggering rules may generate a lot of transmissions and the results in [16–23] only apply to specific classes of systems and a centralized scenario, where all sensors communicate simultaneously over the network, with the exception of [16, 19]. An alternative are self-triggering policies, see e.g., [25, 26], where the observer requests a new output measurement when it needs it to perform the estimation. However, the available results only apply to specific classes of systems. Moreover, self-triggering rules typically generate more transmissions than event-triggered ones.

In this paper, we adopt a dynamic event-triggered ap-
proach based only on the measured output and the last transmitted output value. This strategy keeps monitoring the plant output, and thereby may lead to less transmissions compared to a self-triggering approach. Moreover, it does not require a copy of the observer, which simplifies the implementation and requires less computation capability on the sensor. The main novelties are, first, the design of a new triggering rule, which involves an auxiliary scalar variable for each sensor node, that has several benefits as explained in the sequel. Second, the proposed results apply to general, perturbed nonlinear systems contrary to the vast majority of works in the literature, which concentrates on specific classes of systems, see e.g., [10–24]. Third, the triggering strategies are decentralized. Indeed, we consider the scenario with $N$ sensor nodes, where each node decides independently when to transmit its local data to the observer via a digital network. Consequently, each sensor node has its own triggering rule.

Our design is following an emulation-based approach in the sense that in the first step the observer is designed ignoring the effects of the communication network. In particular, we assume that the observer has been synthesized in continuous-time in such a way that it satisfies an input-to-state stability property, that holds for many observer design techniques of the literature, see e.g., [27, 28] and the references therein. In the second step, we take the network into account and propose a new hybrid model using the formalism of [29, 30]. We then design a dynamic triggering rule for each sensor node to approximately preserve the original properties of the observer. In particular, we ensure that the estimation error system satisfies a global practical stability property and we show that, in some particular cases, it is possible to recover the same decay rate for the Lyapunov function along the solutions as in the absence of the communication network. Note that, we do not guarantee an asymptotic stability property, but a practical one in general, which is a consequence of the absence of a copy of the observer in the triggering mechanism as we explain later (see Remark 4). As already stated, the triggering rules are dynamic in the sense that they involve a local scalar auxiliary variable, which essentially filters an absolute threshold type condition, see e.g., [20–23]. This is a new in the context of estimation, to the best of the authors’ knowledge, and is inspired by related event-triggering control techniques [31–33]. In addition, our design of the triggering rules rely on very mild knowledge of the observer properties; only some qualitative knowledge is needed on the gains appearing in the input-to-state stability dissipativity property, which is assumed to hold for the state estimation error system, as will be explained in more detail below.

Compared to [16–19], we do not consider a stochastic setting and discrete-time plants, but deterministic (nonlinear) continuous-time systems, which raise the issue of potential Zeno phenomena. Moreover, in our work we propose a new triggering rule, which filters the absolute threshold rule proposed in e.g., [20–23] and, as a result, typically leads to less transmissions, as illustrated on a numerical robot example in this paper. The closest work is [24] where a similar triggering rule is presented, but only for polynomial systems and for a centralized approach (one communication sensor node only). In contrary, our results essentially only rely on an input-to-state stability assumption of the estimation error system, which is commonly satisfied [27]. Moreover we consider the more challenging case of a decentralized set-up, we provide in-depth characterizations of the domains of the solutions and we provide various extensions for scenarios where the outputs are affected by additive noise, and where the plant input is also transmitted over the network (see Section 7). Compared to our preliminary version of this work [34], here we consider nonlinear systems, instead of linear time-invariant ones, and the transmission strategy is decentralized, and not centralized as in [34]. Moreover, the plant is affected by unknown disturbances and we prove the completeness of maximal solutions for the overall system.

The remainder of the paper is organized as follows. Preliminaries are stated in Section 2. The problem setting, the assumption on the observer and the problem statement are presented in Section 3. The proposed triggering rule and the overall hybrid system model are given in Section 4. In Section 5 we analyze the stability properties of the proposed event-triggered observer. In Section 6 we derive various properties of the solutions domains (completeness of maximal solutions and the existence of a minimum time between any two transmissions of each sensor node). Some generalizations and extensions are presented in Section 7 and a numerical case study on a flexible joint robotic arm is reported in Section 8. Finally, Section 9 concludes the paper. Two technical lemmas are given in the Appendix.

2. Preliminaries

The notation $\mathbb{R}$ stands for the set of real numbers and $\mathbb{R}_{\geq 0} := [0, +\infty)$. We use $\mathbb{N}$ to denote the natural numbers, $\mathbb{N} = \{0, 1, 2, \ldots\}$ and $\mathbb{N}_{> 0} := \{1, 2, \ldots\}$. For a vector $x \in \mathbb{R}^n$, $|x|$ denotes its Euclidean norm. For a matrix $A \in \mathbb{R}^{n \times m}$, $\|A\|$ stands for its 2-induced norm. For any signal $v : \mathbb{R}_{\geq 0} \to \mathbb{R}^n$, with $v_t \in \mathbb{N}_{\geq 0}$, $\|v\|_{[t_1, t_2]} := \text{ess sup}_{[t_1, t_2]} |v(t)|$. Given a real, symmetric matrix $P$, its maximum (minimum) eigenvalue is denoted $\lambda_{\text{max}}(P)$ ($\lambda_{\text{min}}(P)$). The notation $I_N$ stands for the identity matrix of dimension $N \in \mathbb{N}_{\geq 0}$, while $0_{N \times M}$ stands for the null matrix of dimension $N \times M$, with $N, M \in \mathbb{N}_{\geq 0}$. We consider class-$\mathcal{K}$, $\mathcal{K}_X$, $\mathcal{KL}$ functions as defined in [29]. We model hybrid systems in the formalism of [29, 30], namely

$$
\mathcal{H} : \begin{cases}
\dot{x} = F(x, u), & (x, u) \in \mathcal{C}, \\
x^+ \in G(x, u), & (x, u) \in \mathcal{D},
\end{cases}
$$

(1)

where $\mathcal{C} \subseteq \mathbb{R}^n \times \mathbb{R}^m$ is the flow set, $\mathcal{D} \subseteq \mathbb{R}^n \times \mathbb{R}^m$ is the jump set, $F$ is the flow map and $G$ is the jump map. Solutions to system (1) are defined on hybrid time domains. A set $E \subset \mathbb{R}_{\geq 0} \times \mathbb{N}$ is a compact hybrid time
domain if $E = \bigcup_{i=1}^{j}[t_j, t_{j+1}], j$ for some finite sequence of times $0 = t_0 < t_1 < \ldots < t_j$ and it is a hybrid time domain if for all $(T, J) \in E$, $E \cap \{[0, T] \times [0, 1, \ldots, J] \}$ is a compact hybrid time domain. Given a hybrid time domain $E$, sup, $E := \sup\{j \in \mathbb{N} : \exists t \in \mathbb{R}_{\geq 0} \text{ such that } (t, j) \in E\}$. A hybrid signal $u : \text{dom } x \to \mathbb{R}^{n_u}$ is called a hybrid arc if $x(t, j)$ is locally absolutely continuous for each $j$. Given a set $U \subseteq \mathbb{R}^{n_u}$, $U_{\text{hy}}$ is the set of all functions from $\mathbb{R}_{\geq 0}$ to $U$ that are Lebesgue measurable and locally essentially bounded. We consider the notion of solution proposed in [30]. Hence, a hybrid arc $x$ is a solution to $H$ for a given input $u \in L_{\text{hy}}$, if

- for all $j \in \mathbb{N}$ such that $I_j := \{(t, j) \mid (t, j) \in \text{dom } x\}$ has nonempty interior, $\dot{x}(t, j) \in F(x(t, j), u(t))$ and $(x(t, j), u(t)) \in C$ for almost all $t \in I_j$;
- for all $(t, j) \in \text{dom } x$ such that $(t, j + 1) \in \text{dom } x$, $(x(t, j), u(t)) \in D$ and $x(t, j + 1) \in G(x(t, j), u(t))$.

A solution $x$ to $H$ for a given input $u \in L_{\text{hy}}$ is maximal, if there does not exist another solution $\bar{x}$ to $H$ for the same input $u$ such that $x(t) = J(\bar{x}(t))$ for all $(t, j) \in \text{dom } x$. Moreover, a maximal solution $x$ to $H$ for a given input $u \in L_{\text{hy}}$ is complete, if dom $x$ is unbounded.

3. Problem statement

3.1. Setting

Consider the nonlinear system

\[ \dot{x} = f_p(x, u, v), \quad y = h(x), \]  

where $x(t) \in \mathbb{R}^{n_x}$ is the state to be estimated by the observer, $u(t) \in \mathbb{R}^{n_u}$ is the measured input, $y(t) \in \mathbb{R}^{n_y}$ is the output measured by sensors, and $v(t) \in \mathbb{R}^{n_v}$ is an unmeasured disturbance input at time $t \in \mathbb{R}_{\geq 0}$ with $n_x, n_y, n_u \in \mathbb{N}_{>0}$, and $n_v \in \mathbb{N}$. The inputs $u$ and $v$ to (2) are such that $u \in L_{\text{hy}}$ and $v \in L_{V'}$ for some sets $U \subseteq \mathbb{R}^{n_u}$ and $V \subseteq \mathbb{R}^{n_v}$. The vector field $f_p : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_v} \to \mathbb{R}^{n_x}$ is locally Lipschitz in its first argument and continuous in the others and $h : \mathbb{R}^{n_x} \to \mathbb{R}^{n_y}$ is continuously differentiable.

We follow an emulation-based design in the sense that a continuous-time observer for system (2) is first designed ignoring the packet-based nature of the communication network. Afterwards, we will consider the network and design a triggering rule to decide when the output data need to be transmitted to the observer in order to approximately preserve its original properties. In particular, we assume the availability of a continuous-time observer for system (2) of the form

\[ \dot{\hat{x}} = f_o(\hat{x}, u, y, \hat{y}), \quad \hat{y} = h(\hat{x}), \]  

where $z(t) \in \mathbb{R}^{n_z}$ is the observer state, with $n_z \geq n_x$, $\hat{x}(t) \in \mathbb{R}^{n_x}$ is the state estimate, $\hat{y}(t)$ is the output estimate at time $t \in \mathbb{R}_{\geq 0}$. The vector field $f_o : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_y} \to \mathbb{R}^{n_x}$ is continuous, and $\psi : \mathbb{R}^{n_z} \to \mathbb{R}^{n_z}$ admits a right inverse $\psi^{-R}$ of $\psi$, i.e., $x = \psi(\psi^{-R}(x))$ for any $x \in \mathbb{R}^{n_z}$. Often $z - \hat{x}$, but this does not necessary have to be the case, like in Kalman filters, which involve extra variables that can be stacked in vector $z$. Observer (3) has a general structure and can be designed using several observer design procedures, including Luenberger-like observers and Kalman filters, see e.g., [3, 27], [28, Section IV] and the references therein. The precise assumption we make on observer (3) is stated later in this section. For simplicity, we do not consider in this work the case of reduced-order observers (see e.g., [36]), but we believe that similar derivations could be developed in this scenario. We also adopt the following assumption.

Assumption 1. The plant and the observer have access to the input $u$ at any time instant.

Assumption 1 is reasonable in many control applications such as, for example, when the control input is jointly communicated to the observer and the plant, or when the input is generated at the observer node, which is collocated with the plant actuator node. It is worth noting that, when the plant and/or the observer do not know the input $u$, meaning that Assumption 1 is not satisfied, the input $u$ can be included in the unknown disturbance input $v$ in (2) and the results presented in the sequel apply, as long as Assumption 2 presented later holds. Furthermore, in the case where the input $u$ is transmitted from the plant to the observer via a digital network, we explain in Section 7.2 how to define a triggering rule for $u$ so that the forthcoming results hold mutatis mutandis.

We investigate the scenario where the output measurements of system (2) are transmitted to observer (3) via a digital channel, as depicted in Figure 1. In particular, we consider the setup where the sensors are grouped into $N$ nodes, where $N \in \{1, \ldots, n_s\}$ and we write, after re-ordering (if necessary), $y = (y_1, \ldots, y_N) = (h_1(x_1), \ldots, h_N(x))$ with $y_i \in \mathbb{R}^{n_y}$, $n_y \in \{1, \ldots, n_y\}$ and $n_y + \ldots + n_y_{N} = n_y$. Each sensor node decides when its output measurement needs to be transmitted to the observer over the network, independently of the other sensor nodes. Hence, several nodes are allowed to communicate at the same time instant. Note that this is not a strong assumption. Indeed, in practice, the sensors may use different channels to communicate over the network. On the other hand, if two or more sensors transmit their output data on the same channel at the same time instant, there could be some interference in the communication. These interference can be modeled as additive measurement noise and we explain in Section 7.1 how the proposed approach can be modified to account for measurement noise.

Considering a decentralized setup allows to cover the case where the sensors are spatially distributed, such as, for example, in the case of large-scale systems where different sensors are not collocated and transmit their data
We define the network-induced error for each sensor node 
\[
    e_i := \tilde{y}_i - y_i, \quad \text{with } \tilde{y}_i, y_i \in \mathbb{R}^{n_y},
\]
for all \( i \in \{1, \ldots, N\} \), and the concatenated vector 
\[
    e := (e_1, \ldots, e_N) - \bar{y} - y \in \mathbb{R}^{n_y}. 
\]
We obtain, in view of (2) and (7),
\[
    \dot{\bar{y}} = f_u(z, u, y + e, \bar{y}) - f_u(z, u, h(x) + e, h(\psi(z))). 
\]
The dynamics of variable \( e_i \), for \( i \in \{1, \ldots, N\} \), between two successive transmission instants is, in view of (2) and (4) and since \( h_i \) is (continuously) differentiable,
\[
    \dot{e}_i - \dot{\tilde{y}}_i = -\frac{\partial h_i(x)}{\partial x} f_p(x, u, v) =: g_i(x, u, v). 
\]
Furthermore, at each transmission instant of the \( i \)-th sensor node, we have
\[
    e_i^+ = 0, 
\]
in view of (5), while, for \( j \in \{1, \ldots, N\} \) with \( j \neq i \),
\[
    e_j^+ = e_j. 
\]

### 3.2 Assumption on the observer

Inspired by [27], we require observer (3) to satisfy the next input-to-state stability property.

**Assumption 2.** There exist \( \alpha, \alpha, \alpha, \gamma_1, \ldots, \gamma_N, \theta \in \mathcal{K}_\infty \), \( V : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \to \mathbb{R}_{\geq 0} \) continuously differentiable, such that for all \( x \in \mathbb{R}^{n_x}, z \in \mathbb{R}^{n_z}, u \in \mathcal{U}, v \in \mathcal{V}, e \in \mathbb{R}^{n_y}, \)
\[
    \alpha(|x - \psi(z)|) \leq V(x, z) \leq \alpha(|\psi^{-1}(x) - z|), 
\]
\[
    \langle \nabla V(x, z), (f_p(x, u, v), f_u(z, u, y + e, \bar{y})) \rangle \leq
    -\alpha(V(x, z)) \sum_{i=1}^{N} \gamma_i |e_i| + \theta(|e|). 
\]
Assumption 2 implies that (3) is a global asymptotic observer when \( v = 0 \) for system (2) in the sense that (12) and (13) guarantee that, in this case, for any initial condition \( x(0) \in \mathbb{R}^n \), \( z(0) \in \mathbb{R}^n \) and any input \( (u, v) \in \mathcal{L}_u \times \{0\} \), the corresponding (maximal) solution \( x(t) \) and \( z(t) \) to (2) and (3), if complete\(^1\), satisfy \( x(t) - \bar{x}(t) \to 0 \) as \( t \to +\infty \), where \( \bar{x}(t) = \psi(z(t)) \). More precisely, Assumption 2 implies that the estimation error system \( x - \bar{x} \) satisfies an input-to-state stability property [37] with respect to both the network-induced errors \( \varepsilon_i \), which act as additive measurement noises in (13), and to the unknown disturbance input \( v \). In other words, there exist \( \beta \in \mathcal{KL} \) and \( \gamma \in \mathcal{K}_\omega \) such that, for any input \( u \in \mathcal{L}_u \) and any disturbance \( v \in \mathcal{L}_\nu \) the corresponding solutions \( x(t) \) and \( z(t) \) to (2) and (3) respectively, for all \( t \geq 0 \) satisfy \( |z(t) - x(t)| \leq \beta(|\psi^{-1}(x(0)) - z(0)|, t) + \gamma(\sum_{i=1}^{N} ||e_i||_{[0,4]} + ||v||_{[0,4]}). \) Hence, Assumption 2 is a robustness property of the observer with respect to measurement noises, which is independent of the network.

In view of [27, Section VI], the class of observers in (3) satisfying Assumption 2 covers various observer designs in the literature, including Luenberger observers for linear systems, various observers for systems with globally Lipschitz vector fields, observers for input affine systems and extended Kalman filters, see [38] and references therein. See [28] for further results on input-to-state stability properties for observers. It is important to notice that for the design of the triggering rule, that will be presented in Section 4, \( \alpha \in \mathcal{K}_\omega \) and the Lyapunov function \( V \) in Assumption 2 are not needed to be known. Indeed, only \( \gamma_i \) is needed and, in addition, we have a lot of freedom regarding the definition of \( \gamma_i \), as explained later in Remark 1. Note that we work, for simplicity, with global assumption (see Assumption 2) but all the analysis could be done in a more local setting (i.e. semi-global, or regional).

3.3. Problem formulation

Our goal is to design the local triggering rules to decide when each node \( i \) needs to transmit its data to observer (3), while approximately preserving the properties of observer (3) in the absence of the network as stated in Assumption 2. We assume for this purpose that the \( N \) sensors are sufficient “smart” so that they have enough computation capabilities to run a local scalar filter, as detailed in the next section.

4. Design of the triggering rules

In the proposed architecture, each sensor node \( i \in \{1, \ldots, N\} \) has access to its local output measurement \( y_i \) and its last transmitted output value \( \bar{y}_i \). We also introduce a set of local scalar variables \( \eta_i \in \mathbb{R}_{\geq 0} \), with \( i \in \{1, \ldots, N\} \). The \( \eta_i \)-dynamics is, between two successive transmissions

\[ \dot{\eta}_i = -\alpha_i(\eta_i) + c_i \gamma_i(\|e_i\|) - : \ell_i(\eta_i, e_i) \]

\[ \eta_i^+ = b_i \eta_i, \quad \eta_j^+ = \eta_j, \quad j \in \{1, \ldots, N\} \text{ with } j \neq i, \]

where \( \gamma_i \in \mathcal{K}_\omega \) comes from Assumption 2, while \( \alpha_i \in \mathcal{K}_\omega \), \( c_i \geq 0 \), \( b_i \in [0,1] \) are design functions and parameters. In particular, equation (14) means that when node \( i \) transmits, with \( i \in \{1, \ldots, N\} \), the corresponding \( \eta_i \) is updated according to \( \eta_i^+ = b_i \eta_i \), while the auxiliary scalar variables \( \eta_j \), with \( j \in \{1, \ldots, N\} \), \( j \neq i \), associated to the other sensors are not updated. The auxiliary scalar variable \( \eta_i \) is used to define the triggering instants for sensor node \( i \). Indeed, sensor \( i \), with \( i \in \{1, \ldots, N\} \), transmits its output measurement only when the condition

\[ \gamma_i(\|e_i\|) \geq \sigma_i \alpha_i(\eta_i) + \varepsilon_i \]

is satisfied, where \( \sigma_i \geq 0 \) and \( \varepsilon_i > 0 \) are additional design parameters, as summarized in Figure 2. The variables \( \eta_i \) in (14), for \( i \in \{1, \ldots, N\} \), and the triggering rule in (15) are inspired by the dynamic event-triggered mechanism in [31] in the context of control. The proposed triggering rule is a filtered version of the absolute threshold triggering rule in e.g., [20–23], which we recover by letting \( \sigma_i \neq 0 \) for all \( i \in \{1, \ldots, N\} \) in (15). This dynamic rule is generally able to reduce the number of transmissions over the network, as illustrated on an example in Section 8.

The design functions and parameters \( \alpha_i, c_i, b_i, \sigma_i \) and \( \varepsilon_i \) in (14) and (15) can be selected differently for different \( i \in \{1, \ldots, N\} \). We can therefore design them to trigger more often the transmissions of more relevant output data and less frequently the ones whose information is less important. Note that the parameter \( \varepsilon_i \) is essential to avoid the Zeno phenomena. Indeed, we will show in Section 6.2, under mild extra conditions, that there exists a strictly positive minimum time between any two transmissions of the same sensor node, which vanishes when \( \varepsilon_i = 0 \).

Remark 1. To design the triggering mechanism it is not necessary to know \( \alpha \in \mathcal{K}_\omega \) and the Lyapunov function \( V \)
in Assumption 2 in view of (14)-(15): only $\gamma_i$ is needed, and, as a result, there is a lot of freedom regarding the definition of $\gamma_i$. Indeed, if Assumption 2 is satisfied with some $\gamma_1, \ldots, \gamma_N \in \mathbb{K}_x$, then Assumption 2 holds with any $\tilde{\gamma}_1, \ldots, \tilde{\gamma}_N \in \mathbb{K}_x$ verifying $\gamma_i(r) = O(\tilde{\gamma}_i(r))$ as $r \to +\infty$ with a different $V$ and a different $\alpha$ in view of Lemma 1 in the appendix. This implies for instance that, when Assumption 2 holds with $\gamma_i$ quadratic for all $i \in \{1, \ldots, N\}$, the $\gamma_i$’s can be replaced by any quadratic function in (14)-(15). We will exploit this property in the example in Section 8. Note that, in this case, the proposed technique will not necessarily approximately preserve the input-to-state stability property of observer (3), but it still ensures a desirable input-to-state stability property.

**Remark 2.** The $\eta_i$-system and the triggering rule in (14) and (15) are special cases of a more general setup. Indeed, we can design the auxiliary scalar variable $\eta_i, i \in \{1, \ldots, N\}$, with the dynamics $\dot{\eta}_i := -\alpha_i(\eta_i) + \gamma_i(e_i)$, instead of (14), with any $\alpha_i \in \mathbb{K}_x$ and any $\gamma_i \in \mathbb{K}_x$. The update $\eta_i, i \in \{1, \ldots, N\}$, is the same as in (14). Regarding the triggering rule, let $\Phi_i$ be any non-decreasing continuous function from $\mathbb{R}_{\geq 0}$ to $\mathbb{R}_{\geq 0}$, which can be equal to 0 only at 0. The triggering rule in (15) can then be replaced by $\gamma_i(\eta_i) + \frac{\Delta_i}{\beta_0}\eta_i(\eta_i) \leq \sigma_i \alpha_i(\eta_i) + \xi_i$, where $\Delta_i \in \mathbb{K}_x$ is defined as $\Delta_i(s) := \int_0^s \Phi_i(r)dr$ for all $s \geq 0$ and $\sigma_i \in (0, 1)$ for all $i \in \{1, \ldots, N\}$. The results in this paper hold mutatis mutandis using this more general dynamics for the $\eta_i, i \in \{1, \ldots, N\}$, and for the triggering rules. We do not consider this more general setup in the paper to not over-complicate the result and to not blur the main message of the work.

We write $\eta := (\eta_1, \ldots, \eta_N) \in \mathbb{R}^N$ and we define the overall state as $q := (x, z, e, \eta) \in \mathcal{Q} := \mathbb{R}^{n_x} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_e} \times \mathbb{R}_0$ and the overall input $w := (u, v) \in \mathcal{W} := \mathcal{U} \times \mathcal{V}$. We obtain the hybrid model

$$\begin{cases} \dot{q} = F(q, w), & q \in \mathcal{C} \\ q^+ = G(q), & q \in \mathcal{D}, \end{cases}$$

(16)

where the flow map $F$ is defined as, for any $q \in \mathcal{C}$ and any $w \in \mathcal{W}$,

$$F(q, w) := \left( f_p(x, w), f_s(z, u, h(x), h(\psi(z))), g(x, w), \ell(\eta, e) \right),$$

(17)

where $g(x, w) := (g_1(x, w), \ldots, g_N(x, w))$ with $g_i$ in (9) and $\ell(\eta, e) := (\ell_1(\eta_i, e_i), \ldots, \ell_N(\eta_N, e_N))$ with $\ell_i$ in (14). The flow set $\mathcal{C}$ is defined as

$$\mathcal{C} := \bigcap_{i=1}^N \mathcal{C}_i,$$

(18)

with $\mathcal{C}_i := \{ q \in \mathcal{Q} : \gamma_i(e_i) \leq \sigma_i \alpha_i(\eta_i) + \xi_i \}$

(19)

for any $i \in \{1, \ldots, N\}$. On the other hand, the jump set $\mathcal{D}$ is defined as

$$\mathcal{D} := \bigcup_{i=1}^N \mathcal{D}_i,$$

(20)

with

$$\mathcal{D}_i := \{ q \in \mathcal{Q} : \gamma_i(e_i) \geq \sigma_i \alpha_i(\eta_i) + \epsilon_i \},$$

(21)

for any $i \in \{1, \ldots, N\}$. Sets $\mathcal{C}$ and $\mathcal{D}$ in (18)-(21) are such that a transmission is triggered whenever one of the conditions $\gamma_i(e_i) \geq \sigma_i \alpha_i(\eta_i) + \epsilon_i$ is satisfied by at least one sensor node, as illustrated in Figure 2. These conditions may be verified simultaneously by different sensor nodes. In this case, several jumps may occur immediately one after the other, with no flow in between.

The set-valued jump map $G$ in (16) is defined as, for any $q \in \mathcal{D}$,

$$G(q) := \bigcup_{i=1}^N G_i(q),$$

(22)

with

$$G_i(q) := \begin{cases} x \\ z \\ \Lambda_i e \\ (b_i(I_N - \Gamma_i) + \Gamma_i)\eta \\ \emptyset & q \notin \mathcal{D}_i \end{cases}$$

(23)

where $\Lambda_i$ is the block diagonal matrix of dimension $n_y$ with $N$ blocks, where the $i$-th block is $b_{in_i} \times n_{y_i}$, while all the other blocks are $I_{n_{in_i}}$ for all $i \in \{1, \ldots, N\}$, $j \in \{1, \ldots, N\}$, with $j \neq i$. Moreover, $\Gamma_i$ is the diagonal matrix of dimension $N$ with all elements on the diagonal being equal to 1 except for the $i$-th element, which is 0, for $i \in \{1, \ldots, N\}$. The set $\mathcal{D}_i$ corresponds to the region of the state space where a triggering of node $i$ is allowed. Indeed, a jump in (16) corresponds to a transmission of one current output $y_i$ to the observer. In this case $x^+ = x$, $z^+ = z$, $e_i^+ - 0$, $e_j^+ - e_j$, $\eta_j^+ - b_j \eta_j$ and $\eta_j^+ - \eta_j$ for $j \in \{1, \ldots, N\}$ with $j \neq i$. The empty set in (23) essentially means that we consider the jump map $G_i$ only when its argument is in the jump set $\mathcal{D}_i$. Indeed, in our setting, each sensor performs its output transmission, according to $G_i$, independently of the other sensors and the transmission does not affect the other sensor nodes. However, this notation is useful because we also have to define $G_i(q)$ when $q \notin \mathcal{D}_i$ in view of the definition of the jump set $\mathcal{D}$ in (20)-(21). Note also that the empty set in (23) guarantees that the jump map $G$ in (22) is outer semicontinuous and locally bounded relative to the jump set $\mathcal{D}$, which is necessary to satisfy the hybrid basic conditions [29, Assumption 6.5].

We are ready to proceed with the design of $\alpha_i, \sigma_i, \epsilon_i, \xi_i$, $b_i$ in (14)-(15) and the stability analysis of system (16).

5. **Stability guarantees**

We first present Lyapunov properties in Sections 5.1, then we derive stability guarantees in Section 5.2. The corresponding proofs are provided in Section 5.3.
5.1. Lyapunov properties

The objective of this section is to prove that the proposed event-triggered observer satisfies a uniform global practical stability property, as defined below.

Definition 1. Observer (7) is uniform globally practically stable for system (2), if there exist $\beta^* \in \mathcal{K} \mathcal{L}$ and $\gamma^* \in \mathcal{K}_x$ such that, for any $\nu > 0$ there exist non-empty sets of values for parameters $\sigma_i$, $c_i$, $\varepsilon_i$ and $b_i$ such that for any input $w \in \mathcal{L}_W$, any corresponding solution $q$ to (16)-(23), for all $(t, j) \in \text{dom} q$, satisfies

$$[x(t, j) - \hat{x}(t, j)] \leq \beta^*(|\psi^R(x(0, 0)) - z(0, 0), \eta(0, 0)|),$$

where $\theta \in \mathcal{K}_x$ comes from Assumption 2.

For this purpose, we first prove a Lyapunov stability property for the overall system (16) in the next theorem.

Theorem 1. Suppose Assumptions 1-2 hold and consider the hybrid model (16)-(23). For any $\nu > 0$, select $\sigma_i^* > 0$, $c_i^* \geq 0$ such that $\sigma_i^* c_i^* < 1$ and $d_i > d_i^*$ where $d_i^* := \frac{\sigma_i^*}{1 - \sigma_i^* c_i^*} > 0$ and select $\varepsilon_i^* > 0$ such that $\sum_{i=1}^{N} (1 + d_i^* c_i^*) \varepsilon_i^* \leq \nu$, for all $i \in \{1, \ldots, N\}$. Define

$$U(q) := V(x, z) + \sum_{i=1}^{N} d_i \eta_i,$$

for any $q \in \mathcal{Q}$. Then, there exist $\alpha_U, \overline{\alpha}_U \in \mathcal{K}_x$ such that for any $\alpha_U \in \mathcal{K}_x$ in (14), $\sigma_i \in [0, \sigma_i^*]$, $c_i \in [0, c_i^*]$, $\varepsilon_i \in (0, \varepsilon_i^*]$ and $b_i \in [0, 1]$, for all $i \in \{1, \ldots, N\}$, the following properties hold.

(i) For any $q \in \mathcal{Q}$,

$$\alpha_U([x - \psi(z), \eta]) \leq U(q) \leq \overline{\alpha}_U([\psi^R(x) - z, \eta]).$$

(ii) For any $q \in \mathcal{Q}$ and any $w \in \mathcal{W}$,

$$\langle \nabla U(q), F(q, w) \rangle \leq -\alpha(V(x, z)) - \sum_{i=1}^{N} \delta_i \alpha_i(\eta_i) + \nu + \theta(|\|f||),$$

where $\alpha, \theta \in \mathcal{K}_x$, come from Assumption 2, and $\delta_i := d_i - \sigma_i^*(1 + d_i^* c_i^*) > 0$.

(iii) For any $q \in \mathcal{D}$, for any $g \in G(q)$,

$$U(g) \leq U(q).$$

Theorem 1 shows the existence of a Lyapunov function $U$ for system (16)-(23), which guarantees a uniform practical stability property, where the adjustable parameter is $\nu$. The conditions of Theorem 1 can always be ensured. Indeed, we just need to select $\sigma_i^*$ and $c_i^*$ such that $\sigma_i^* c_i^* < 1$, for all $i \in \{1, \ldots, N\}$, which is always possible and then all the other parameters can be selected such that conditions in Theorem 1 hold. Moreover, $\nu$ in (27) can be taken arbitrary small. However, typically the smaller $\nu$ is selected, the higher the number of transmissions required. In Theorem 1, we first fix $\nu$ and then we present how to select the design parameters in order to obtain the Lyapunov properties in (26)-(28). An alternative approach is to select $\sigma_i$ and $c_i$ such that $\sigma_i c_i < 1$ for all $i \in \{1, \ldots, N\}$, and then, by simply selecting $b_i \in [0, 1]$, and any positive value for $\varepsilon_i$, for any $\alpha_i \in \mathcal{K}_x$, for all $i \in \{1, \ldots, N\}$, (26)-(28) hold for some strictly positive $\nu$. The selection of the design parameters in the example in Section 8 is done exploiting this second strategy.

Remark 3. In absence of network, Lyapunov function $V$ decays with a rate $\alpha \in \mathcal{K}_x$ along the solutions to (2) and (3) according to Assumption 2. We can ensure any decay rate $\alpha_U \in \mathcal{K}_x$ such that $\alpha_U \leq \alpha$ on flows the Lyapunov function $U$ along the solutions to (16)-(23) on any given compact set by suitably selecting $\alpha_i$ in (14), for all $i \in \{1, \ldots, N\}$. The result is global in some special cases, like when $\alpha \in \mathcal{K}_x$ is subadditive, i.e. $\alpha(s_1) + \alpha(s_2) \geq \alpha(s_1 + s_2)$, for all $s_1, s_2 \geq 0$, or when $\alpha \in \mathcal{K}_x$ is uniformly continuous, see also Theorem 2 and Lemma 2 in the Appendix.

5.2. Uniform global practical stability property

Based on Theorem 1, we prove that the event-triggered observer satisfies a global practical stability property.

Proposition 1. Consider system (16)-(23) and suppose Assumptions 1-2 hold. For any $\nu > 0$, select $\alpha_i$, $\sigma_i$, $c_i$, $\varepsilon_i$, $d_i$ and $b_i$ as in Theorem 1 for all $i \in \{1, \ldots, N\}$. Then there exist $\beta^* \in \mathcal{K} \mathcal{L}$ and $\gamma^* \in \mathcal{K}_x$, all independent of $\nu$, such that, for any input $w \in \mathcal{L}_W$, any solution $q$ satisfies for all $(t, j) \in \text{dom} q$,

$$|x(t, j) - \hat{x}(t, j), \eta(t, j)| \leq \beta^*(|\psi^R(x(0, 0)) - z(0, 0), \eta(0, 0)|),$$

where $\sigma_i, \theta \in \mathcal{K}_x$ come from Assumption 2.

Proposition 1 guarantees that the estimation error $x - \hat{x}$ satisfies a uniform global practical stability property. Moreover, (29) also ensures that the $\eta_i$ components, with $i \in \{1, \ldots, N\}$, are bounded and converge to a neighborhood of the origin. Note that for general nonlinear systems it is difficult to analyze the impact of the parameters on $\beta^*$ and $\gamma^*$ in (29). However, this can be done in some specific cases, as we will show in Proposition 2 in the case when Assumption 2 is satisfied with a linear $\alpha \in \mathcal{K}_x$ as well as in our preliminary version of this work in [34, Theorem 1] in the context of linear systems in absence of disturbances.

Remark 4. To ensure an asymptotic stability property for the estimation error system, in the sense that (24) holds
with \( \nu - 0 \), as opposed to a practical one as in Proposition 1, we argue that a different set-up would be needed, which would require to implement a copy of the observer at each node. Indeed, a typical way to ensure an asymptotic stability property for the estimation error system when emulating an observer of the form of (3) is not to only hold the plant output \( y \) as we do in (8) but the output estimation error \( \hat{y} - y \) see e.g., [3, 39, 40]. In this case, the network-induced error associated to node \( i \) becomes \((\hat{y}_i - \hat{y}_i) - (y_i - \hat{y}_i)\). Hence, for the local triggering rule \( i \) to evaluate this network-induced error, it would need to know \( y_i \), which can only be done by implementing a local copy of the observer at node \( i \) to generate \( \hat{y}_i \). Because our goal is precisely not to rely on a copy of the observer at each node, as explained in the introduction, the triggering rules we present do not rely on \( \hat{y}_i \), but only on \( y_i \) (and \( \eta_i \)), which leads to a practical stability property.

As mentioned before, we do not need to know \( \alpha \in \mathcal{K}_\infty \) and \( V \) to design the triggering conditions such that the results in Theorem 1 and in Proposition 1 hold. However, the knowledge of \( \alpha \in \mathcal{K}_\infty \) is useful when we want to recover the decay rate \( \alpha \in \mathcal{K}_\infty \) of the Lyapunov function along solutions in absence of network, as formalized below for the case where Assumption 2 holds with \( \alpha \) linear, see also Remark 3.

**Theorem 2.** Consider system (16)-(23) and suppose Assumption 1 holds and Assumption 2 is satisfied with \( \alpha(s) = a \), for any \( s \geq 0 \) with \( a > 0 \). For any \( \alpha_U \subset (0, a] \) and \( \mu > 0 \) select \( \alpha_i, \epsilon_i, \sigma_i, \epsilon_i \) and \( b_i \) as follows for all \( i \in \{1, \ldots, N\} \).

(i) \( \alpha_i(s) - a \) for any \( s \geq 0 \) with \( \alpha_i > \alpha \) and \( \sigma_i > 0 \) such that \( \sigma_i^{*}c_i^{*} < 1 \), for all \( i \in \{1, \ldots, N\} \).

(ii) \( \alpha_i(s) - a \) for any \( s \geq 0 \) with \( \alpha_i > \alpha \) and \( \sigma_i > 0 \) such that \( \sigma_i^{*}c_i^{*} < 1 \), for all \( i \in \{1, \ldots, N\} \).

(iii) \( b_i \in (0,1) \), for all \( i \in \{1, \ldots, N\} \).

(iv) \( \epsilon_i \in (0, c_i^*] \) for all \( i \in \{1, \ldots, N\} \) and \( c_i^{*} + \ldots + c_N^{*} \leq 1 + \epsilon \), with \( \epsilon := \max(d_1c_1^{*}, \ldots, d_Nc_N^{*}) \), where \( d_i := \frac{c_i^{*}(1 - c_i^{*}c_i^{*} - \frac{2\alpha}{\epsilon})^{-1}}{1 + \epsilon} > 0 \), for all \( i \in \{1, \ldots, N\} \).

Then, for \( U \) defined in (25) with \( d_i \) selected as in item (iv), which satisfies the condition stated in Theorem 1, for all \( i \in \{1, \ldots, N\} \), for any solution \( q \) with input \( w \) in \( \mathcal{L}_{W} \) and any \( (t, j) \in \text{dom} q \), \( V(x(t, j), z(t, j)) + \sum_{i=1}^{N} d_i\eta_i(t, j) \leq e^{-\alpha_U(t)V(x(0, 0), z(0, 0)) + \sum_{i=1}^{N} d_i\eta_i(0, 0)} + \mu + \frac{1}{\alpha_U} \theta(\|v\|_{0, \eta}). \)

Theorem 2 guarantees that it is always possible to recover the same decay rate of the Lyapunov function along solutions in absence of network when the observer satisfies Assumption 2 with \( \alpha \) linear. In particular, with Theorem 2 we guarantee, in presence of network, a convergence rate \( a_U \in (0, a] \) for \( U(q) = V(x, z) + \sum_{i=1}^{N} d_i\eta_i \) along solutions to (16)-(23), which can therefore be equal to the decay rate \( \alpha \) of \( V \) in absence of network.

It is important to notice that many observers in the literature satisfy Assumption 2 with a linear \( \alpha \), see [27]. Moreover, it is always possible to ensure the conditions in Theorem 2, like in Theorem 1. Indeed, selecting \( \sigma_i \) and \( c_i \) such that \( \sigma_i^{*}c_i^{*} < 1 \) for all \( i \in \{1, \ldots, N\} \), which is always possible, we have that all the other parameters can be always chosen such that items (ii)-(iv) of Theorem 2 are satisfied.

5.3. Proofs

5.3.1. Proof of Theorem 1

Let all conditions of Theorem 1 hold.

Item (i) of Theorem 1 follows from (12) and (25) and the application of [41, Lemma 4]. In particular, it holds with \( \alpha(U(s)) := \min \{ \alpha(s) \} \) and \( \sigma_U(s) - \sigma(U(s)) + \sum_{i=1}^{N} d_i\eta_i(s) \) for any \( s \geq 0 \).

We now prove that item (ii) of Theorem 1 holds. Let \( \eta \in \mathcal{E} \) and \( w \in W \). In view of (13), (14) and (25), \( \langle \nabla U(q), F(q, w) \rangle \leq -\alpha(V(x, z)) - \sum_{i=1}^{N} d_i\eta_i(s) + \sum_{i=1}^{N} (1 + d_i)c_i \gamma_i(|\alpha_i(s)|) + \theta(|v|) \).

Due to the conditions \( \sigma_i \in [0, c_i^*] \) and \( \epsilon_i \in (0, c_i^*] \) in Theorem 1, \( \langle \nabla U(q), F(q, w) \rangle \leq -\alpha(V(x, z)) - \sum_{i=1}^{N} (1 + d_i)c_i \gamma_i(|\alpha_i(s)|) + \theta(|v|) \).

Using the definitions of \( d_i \) in item (ii) of Theorem 1 and the fact that \( \nu \geq \sum_{i=1}^{N} (1 + d_i)c_i \epsilon_i \), we obtain

\( \langle \nabla U(q), F(q, w) \rangle \leq -\alpha(V(x, z)) - \sum_{i=1}^{N} \delta_i \alpha_i(s) + \nu + \theta(|v|) \),

where \( \delta_i \) is strictly positive for any \( i \in \{1, \ldots, N\} \) as \( d_i > d_i^* \) and \( \sigma_i^*c_i^* < 1 \). The proof of item (ii) is complete.

We finally prove that item (iii) of Theorem 1 is satisfied. Let \( q \in \mathcal{D} \), in view of (14) and (23) and since \( b_i \in [0,1] \) for all \( i \in \{1, \ldots, N\} \), for any \( q \in G(q) \), there exists \( k \in \{1, \ldots, N\} \) such that \( q \in G_k(q) \), hence \( U(q) - V(x, z) + \sum_{i=1}^{N} d_i\eta_i + d_k b_k \eta_k \leq U(q), \)

which concludes the proof of item (iii).
5.3.2. Proof of Proposition 1

Consider the Lyapunov function \( U \) defined in (25). From item (ii) of Theorem 1 and [41, Lemma 4], we derive that for any \( q \in C \) and \( w \in \mathcal{W} \),
\[ \langle \nabla U(q), F(q, w) \rangle \leq -\alpha_U(U(q)) + \nu + \theta(|v|) \]
where \( \alpha_U(s) := \min \left\{ \alpha \left( \frac{s}{\theta} \right), \alpha \left( \frac{\delta \epsilon \epsilon}{\theta} \right) \right\} \) and \( \alpha \) is defined as in (23). Hence, given \( \epsilon \in (0, 1) \), when \( \epsilon + \theta(|v|) \leq (1 - \epsilon) \alpha_U(U(q)) \),
\[ \langle \nabla U(q), F(q, w) \rangle \leq -\epsilon \alpha_U(U(q)). \] (30)

We then follow similar steps as in [29, proof of Theorem 3.18]. Let \( w \in \mathcal{W} \) and \( q \) be a solution to system (16)-(23). Pick any \((t, j) \in \text{dom } q \) and let \( 0 = t_0 \leq t_1 \leq \cdots \leq t_{j+1} - t \) satisfy \( \text{dom } q \cap ([0, t] \times \{0, 1, \ldots, j\}) = \bigcup_{k=t_0}^{t_{j+1}} \{t_k, t_{k+1}\} \times \{k\} \). For each \( k \in \{0, \ldots, j\} \) and almost all \( \eta, \xi \in [t_k, t_{k+1}] \), \( q(s, k) \in C \). In view of (30), applying [42, pages 19-21], there exists \( \beta \in K \mathcal{L}, \gamma \in K \mathcal{X} \) such that \( U(q(s, k)) \leq \beta_U(U(q(t_k)), s - t_k) + \gamma_U(\nu + \theta(\|w\|_{[0, t_{k+1}]})) \) for all \( s \in [t_k, t_{k+1}] \), for all \( k \in \{0, \ldots, j\} \). Consequently, we have, for any \( k \in \{0, \ldots, j\} \),
\[ U(q(t_{k+1}, k)) \leq \beta_U(U(q(t_k), k), t_{k+1} - t_k) + \gamma_U(\nu + \theta(\|w\|_{[0, t_{k+1}]})) \] (31)

On the other hand, from item (iii) of Theorem 1, for each \( k \in \{0, \ldots, j\} \),
\[ U(q(t_k, k)) - U(q(t_k, k - 1)) \leq 0 \quad \forall k \in \{0, \ldots, j\}. \] (32)

From (31) and (32), we deduce that for any \((t, j) \in \text{dom } q \),
\[ U(q(t, j)) \leq \beta_U(U(q(0, 0), 0), t) + \gamma_U(\nu + \theta(\|w\|_{[0, 0]})). \] (33)

Using the \( U \) definition in (25), we obtain
\[ V(x(t, j), z(t, j)) + \sum_{i=1}^{N} d_i \eta_i(t_j, j) \leq \beta_U(V(x(0, 0), z(0, 0)) + \sum_{i=1}^{N} d_i \eta_i(0, 0), 0) + \gamma_U(\nu + \theta(\|w\|_{[0, 0]})). \] From the last inequality, by using (26), we derive (29) with \( \beta^*(s, t) := \tilde{\alpha}_U^{-1}(\beta_U(\mathcal{W}(s), t) \in K \mathcal{L} \) and \( \gamma^*(s) := \tilde{\alpha}_U^{-1}(\gamma_U(s)) \) for all \( s, t \geq 0 \). This concludes the proof.

5.3.3. Proof of Theorem 2

Let all conditions of Theorem 2 hold and consider the Lyapunov function \( U \) defined in (25) with \( d_i \) satisfying item (iv) of Theorem 2. Note that \( d_i \) satisfies the condition \( d_i > d_i^* \) in Theorem 1. As \( \alpha(s) = \alpha \) and \( \alpha(s) = \alpha \) for any \( s \geq 0 \), for all \( i \in \{1, \ldots, N\} \), by following the steps of the proof of Theorem 1, we derive that for any \( q \in C \) and \( w \in \mathcal{W} \),
\[ \langle \nabla U(q), F(q, w) \rangle \leq -\alpha_U(U(q)) + \sum_{i=1}^{N} d_i \eta_i + \sum_{i=1}^{N} (1 + d_i c_i^*) \epsilon_i^* + \theta(|v|) \]
Defining \( \alpha(U(q)) := \min \left\{ \frac{\delta_{\alpha}}{\epsilon}, \ldots, \frac{\delta_{\alpha N}}{\epsilon} \right\} > 0 \), we obtain
\[ \langle \nabla U(q), F(q, w) \rangle \]
\[ \leq -a_U(U(q)) + \sum_{i=1}^{N} (1 + d_i c_i^*) \epsilon_i^* + \theta(|v|) \]
\[ - \min \left\{ a, a \right\} (V(x, z) + \sum_{i=1}^{N} d_i \eta_i) \]
\[ + \sum_{i=1}^{N} (1 + d_i c_i^*) \epsilon_i^* + \theta(|v|) \]
\[ - \min \left\{ a, a \right\} U(q) + \sum_{i=1}^{N} (1 + d_i c_i^*) \epsilon_i^* + \theta(|v|) \]
\[ \leq -a_U(U(q)) + \sum_{i=1}^{N} (1 + d_i c_i^*) \epsilon_i^* + \theta(|v|), \] (34)

where the last inequality comes from the choice of parameters. Indeed, when \( \min \left\{ a, a \right\} - a \), then \( \min \left\{ a, a \right\} - a \). Conversely, when \( \min \left\{ a, a \right\} - a \), we have from the definition of \( \delta \), in item (ii) of Theorem 1, for all \( i \in \{1, \ldots, n\} \), \( -\delta_{\alpha} - (d_i - \sigma_i(1 + d_i c_i^*)) \delta_{\epsilon} \leq -\delta_{\alpha} - (1 - \sigma_i(1 + d_i c_i^*)) \delta_{\epsilon} \leq -\delta_{\alpha} - (1 - \sigma_i(1 + d_i c_i^*)) \delta_{\epsilon} \leq -\delta_{\alpha} - (1 - \sigma_i(1 + d_i c_i^*)) \delta_{\epsilon} \). Therefore (34) holds and since \( \sum_{i=1}^{N} \epsilon_i^* \leq \frac{\alpha U}{1 + \epsilon} \), with \( \epsilon \geq \max \{d_1 c_1^*, \ldots, d_N c_N^*\} \), we have
\[ \langle \nabla U(q), F(q, w) \rangle \leq -a_U(U(q)) + (1 + \epsilon) \sum_{i=1}^{N} \epsilon_i^* + \theta(|v|) \]
\[ \leq -a_U(U(q)) + a_U \mu + \theta(|v|). \] (35)
The desired result is obtained by following similar lines as in the proof of Proposition 1.

6. Properties of the solution domains

We present in this section the properties of the domain of the solutions to system (16)-(23). In Section 6.1, we show that maximal solutions are complete, while in Section 6.2 we prove that the time between any two consecutive transmissions of each sensor node is lower-bounded by a uniform strictly positive constant.

6.1. Completeness of maximal solutions

The results in Theorem 1, Proposition 1 and Theorem 2 are valid on the domain of the solutions, but we did not say anything yet about completeness of maximal solutions. Extra properties on the system plant and the observer are needed for this purpose. In particular, we assume that system (2) is forward complete and observer (8) has the unboundedness observability property with respect to output \( \hat{x} \) [43], as formalized in the next assumption.

Assumption 3. The following hold.

(i) For any initial condition \( x_0 \in \mathbb{R}^n \) and any input in \( \mathcal{L}_W \), the maximal solution to (2) is complete.
(ii) For any input $u \in \mathcal{L}_u$ and $y \in \mathcal{L}_{2^{-\omega}}$, any maximal solution $z$ to system (8) defined on $[0, t')$ with $t' := \sup_t \text{dom} q < \infty$ satisfies $\limsup_t \|z(t)\| = \infty$.

Note that Assumption 3 is needed to prove completeness of maximal solutions, but it is not needed for the stability results in Section 5 to hold. We are now ready to prove the completeness of maximal solutions of system (16)-(23).

**Theorem 3.** Under Assumptions 1, 2 and 3, any maximal solution to system (16)-(23) is complete.

**Proof:** We exploit [30, Proposition 6]. Let $w \in \mathcal{L}_w$ and $q$ be a maximal solution to (16)-(23) with $w$ as input. We denote, for the sake of convenience, $\xi := q(0, 0) \in \mathcal{Q}$. By definition of $\mathcal{C}$ and $\mathcal{D}$ in (18)-(21), $\xi \in \mathcal{C} \cup \mathcal{D}$. Suppose $\xi \in \mathcal{C} \cup \mathcal{D}$, we want to prove that $q$ is not trivial. Since $F$ is continuous and $w \in \mathcal{L}_w$, from [44, Proposition S1] there exist $\varepsilon > 0$ and an absolutely continuous function $\xi : [0, \varepsilon] \to \mathcal{Q}$ such that $\xi(0) = \xi$, $\xi(t) = F(\xi(t), w(t))$ for almost all $t \in [0, \varepsilon]$. We now write $\xi = (\xi_1, \xi_2, \xi_3, \xi_4)$ where $\xi_1 = (\xi_{11}, \ldots, \xi_{1m})$ and $\xi_2 = (\xi_{21}, \ldots, \xi_{2n})$. By the definition of $F$, $\xi(t)$ is non-trivial, which implies that $q$ is non-trivial.

To prove that $q$ is complete, we need to exclude items (b) and (c) in [30, Proposition 6]. Item (c) cannot occur because $G(\mathcal{D}) \subseteq \mathcal{C} \cup \mathcal{D}$ and the jump set imposes no condition on $w$. On the other hand, to exclude item (b), $q$ must not blow up in finite time. Hence, each component of $q$ must not blow up in finite time. Let $q = (x, z, e, \eta)$. By Assumption 3, we have that $x$ cannot blow up in finite time. Moreover, $z$ cannot do so as well in view of Proposition 1 and item (ii) of Assumption 3. In addition, $e$ cannot blow up in finite time by its definition and $\eta_i$ cannot in view of its dynamics (14) and because $e_i$ does not, for all $i \in \{1, \ldots, N\}$. Hence, item (b) in [30, Proposition 6] cannot occur. Consequently, we conclude that any maximal solution to (16)-(23) is complete. \[ \square \]

6.2. Minimum individual inter-event time

To exclude the Zeno phenomena, in this section we guarantee the existence of a strictly positive minimum time between any two transmissions of each sensor node, which is an important requirement that is needed in practical applications. For this purpose, we adopt a mild boundedness condition on plant (2). As this property is satisfied for each sensor node, and not for the overall system, it is an individual inter-event time property, as in [45, Definition 3]. Indeed, simultaneous or arbitrarily close in time transmissions performed by different sensors are allowed, which cannot be avoided due to the decentralized nature of the setting, see Fig. 1.

We define, like in [45], the set of hybrid times at which a jump occurs due to a transmission of sensor $i$ for $i \in \{1, \ldots, N\}$, as

$$T_i(q) := \{(t, j) \in \text{dom} q : q(t, j) \in \mathcal{D}_i, q(t, j + 1) \in \mathcal{G}_i(q(t, j))\}. \tag{36}$$

From the definition of $\mathcal{C}_i$ and $\mathcal{D}_i$ in (19) and (21), we see that the time between two consecutive transmissions of a specific sensor $i$ is lower-bounded by the time it takes for $|e_i|$ to grow from 0, which is the value after a jump due to sensor $i$, according to (23), to at least $\gamma_i^{-1}(e_i)$. To prove that this time is lower-bounded by a strictly positive constant, we want to exploit the fact that the time derivative of $e_i$ is bounded. For this purpose, recalling that from (9) we have $\dot{e}_i = g_i(x, u, v) - g_i(x, w) = -\frac{\partial h_i(x)}{\partial z} f_i(x, w)$, we define the following set, for any given $\mathcal{E} > 0$,

$$S_\mathcal{E} := \left\{(q, w) \in \mathcal{Q} \times \mathcal{W} : \left|\frac{\partial h_i(x)}{\partial z} f_i(x, w)\right| \leq \mathcal{E}, \text{ for all } i \in \{1, \ldots, N\}\right\}. \tag{37}$$

Note that, we can take the same $\mathcal{E}$ for all $i \in \{1, \ldots, N\}$. Indeed, if this is not the case and the set $S_\mathcal{E}$ in (37) is defined with arbitrarily (large) constants $\mathcal{E}_i$, which can be different for $i \in \{1, \ldots, N\}$, we can always take $\mathcal{E} := \max_{i\in\{1,\ldots,N\}} \mathcal{E}_i$ and obtain (37). We now restrict the flow and jump sets in (18)-(21) to obtain the following hybrid system

$$\dot{q} = F(q, w), \ (q, w) \in \mathcal{C}_\mathcal{E} := (\mathcal{C} \times \mathcal{W}) \cap S_\mathcal{E}, \tag{38}$$

$$q^+ = G(q), \ (q, w) \in \mathcal{D}_\mathcal{E} := (\mathcal{D} \times \mathcal{W}) \cap S_\mathcal{E}.$$ 

With the sets $\mathcal{C}_\mathcal{E}$ and $\mathcal{D}_\mathcal{E}$, we essentially only consider solutions to system (16) such that the norm of the derivative of $e_i$ is bounded. Hence, Theorem 1, Proposition 1 and Theorem 2 apply to system (38). It is important to notice that the constraint (37) does not need to be implemented in the triggering rule: it is only used here for analysis purposes. Moreover, this constraint is always verified as long as the solution to plant (2) evolves in a compact set, which is usually the case in practical applications.

In the next theorem we prove the existence of a strictly positive individual minimum inter-event time [45, Definition 3] between any two consecutive transmissions of any sensor node for system (38).

**Theorem 4.** Consider system (38) with $\mathcal{E} > 0$ under Assumptions 1-2. Then, for any input $w \in \mathcal{L}_w$, any solution $q$ has an individual minimum inter-event time, in the sense that for any $i \in \{1, \ldots, N\}$ and any $(t, j), (t', j') \in T_i(q)$,

$$t + \Delta < t' + \Delta \Rightarrow t' - t \geq \tau_i \tag{39}$$

with $\tau_i := \frac{\gamma_i^{-1}(e_i)}{\mathcal{E}}$, for all $i \in \{1, \ldots, N\}$. As a consequence, for any input $w \in \mathcal{L}_w$, any solution $q$ to (38) has
an average dwell-time, in the sense that, for any \((t, j), (t', j')\) in \(\dom q\) with \(t + j < t' + j'\), \(j - j' < \frac{1}{\tau}(t - t') + N\) holds with \(\tau := \frac{1}{N} \min\{\tau_1, \ldots, \tau_N\} \). Proof: Let \(w \in \mathcal{L}_W\) and \(q\) be a solution to system (38). Pick any \((t, j) \in \dom q\) and let \(0 = t_0 \leq t_1 \leq \cdots \leq t_{j+1} = t\) satisfy \(\dom q \cap \{(0, j) \times [0, 1) \} = \bigcup_{k=0}^{j+1} [t_k, t_{k+1}) \times \{k\}\). For each \(k \in \{0, \ldots, j\}\) and almost all \(s \in [t_k, t_{k+1})\), \((q(s, k), w(s, k)) \in \mathcal{C}_E\). Then, for almost all \(s \in [t_k, t_{k+1})\), from (9) and (38), \((q(s, k), w(s, k)) \in \mathcal{C}_E = (\mathcal{C} \times \mathcal{W}) \cap \mathcal{S}_E\) and, in view of (37),

\[
\frac{d}{ds}e_i(s, \cdot) - \left| \frac{\partial h_i(x)}{\partial x} f_p(x, w) \right| \leq \mathcal{E},
\]

for all \(i \in \{1, \ldots, N\}\), \(t_0 \in \{1, \ldots, N\}\), from (23), when \((t_k, k) \notin \mathcal{T}(q), e_i(t_k, k) + \gamma_i^{-1}(\tau_i)\) with \(k' \geq k\) such that \((t_k, k') \in \dom q\). Note that \(t_{k+1}'\) is not necessary the next time after \(t_k\) at which sensor node \(i\) generates a transmission, and that, between \(t_k\) and \(t_{k+1}\), only jumps, which are not due to sensor node \(i\), may occur. Consider that there are \(n \in \mathbb{N}\) of these jumps. Note that \(n\) is finite because of (40) and because the sampled induced errors \(e_i\) are reset to 0 after a jump, according to (23). From (40), we have that for all \(m \in [0, n - 1]\) and almost all \(s \in [t_{k+m}, t_{k+m+1})\),

\[
\frac{d}{ds}e_i(s, \cdot) \leq \mathcal{E}.
\]

Integrating this equation and applying the comparison principle [46, Lemma 3.4], we obtain, for all \(m \in [0, n - 1]\) and almost all \(s \in [t_{k+m}, t_{k+m} + 1]\), \(\gamma_i^{-1}(\tau_i)\) with \(k' \geq k\) such that \((t_k, k') \in \dom q\). Similarly, for all \(s \in [t_{k+n}, t_{k+n} + 1]\), \(\gamma_i^{-1}(\tau_i)\) with \(k' \geq k\) such that \((t_k, k') \in \dom q\). Moreover, recalling that when \((t_k, k) \notin \mathcal{T}(q), e_i(t_{k+1}, k + 1) - e_i(t_k, k),\) we obtain that, for all \(s \in [t_k, t_{k+1}]\),

\[
|e_i(s, k')| \leq |e_i(t_k, k) + \mathcal{E}(s - t_k)|, \quad (42)
\]

for \(k' \in [k, k + n]\), such that \((s, k') \in \dom q\). Moreover, since \((t_k, k) \in \mathcal{T}(q), e_i(t_k, k) = 0\) and \(\mathcal{E}(t - t_k)\) becomes

\[
|e_i(s, k)| \leq |e_i(s, k) + \mathcal{E}(s - t_k)|, \forall s \in [t_k, t_{k+1}]. \quad (43)
\]

As a consequence, the time it takes for \(s \mapsto \mathcal{E}(s - t_k)\) to grow from 0 to \(\gamma_i^{-1}(\tau_i)\) is \(\tau_i = \gamma_i^{-1}(\tau_i) > 0\), for all \(i \in \{1, \ldots, N\}\) and it lower-bounds \(t_k' - t_k\) in view of (43). Let \(w \in \mathcal{L}_W\) and \(q\) be a solution to system (38). Pick any \((t, j), (t', j')\) in \(\dom q\) such that \(t + j < t' + j'\). For any \(i \in \{1, \ldots, N\}\), denote with \(n_i(t, t')\) the number of transmission of node \(i\) that occur between \((t, j)\) and \((t', j')\). In view of the above developments, we have that \(n_i(t, t') \leq \frac{t - t'}{\tau_i} + 1\). Noting that \(\sum_{i=1}^{N} n_i(t, t') - j' - j\), we have \(j' - j \leq \sum_{i=1}^{N} \frac{t - t'}{\tau_i} + 1\). Using \(\tau = \frac{1}{N} \min\{\tau_1, \ldots, \tau_N\}\) and we obtain \(j' - j \leq \frac{1}{\tau}(t' - t) + N\), which concludes the proof.

The event-triggered observer presented in this paper guarantees a strictly positive individual minimum inter-event time between transmissions according to Theorem 4. Therefore, the time between any two consecutive transmissions of sensor \(i\) is always greater or equal than the strictly positive constant \(\tau_i\), which can be arbitrarily tuned using the design parameter \(\varepsilon_i\). However, the larger \(\tau_i\) is desired or needed for a practical application, the larger \(\varepsilon_i\) has to be chosen and consequently, \(\nu\) in Theorem 1 increases. Note that to guarantee the individual minimum inter-transmissions time we do not need Assumption 3.

Remark 5. The proposed triggering rules stop the transmissions of sensor \(i\), when the sampling-induced error \(e_i, i \in \{1, \ldots, N\}\), becomes and remains small enough, i.e., if there exists \((t, j) \in \dom q\) such that \(\epsilon_i(t' + j') < \gamma_i^{-1}(\tau_i)\) for all \((t', j') \in \dom q\) with \(t' + j' > t + j, i \in \{1, \ldots, N\}\), then \(\mathcal{T}_i(t) < \nu\). Moreover, if the sampling-induced errors of all sensors become and remain small enough, no transmissions occurs anymore, i.e., \(\sup_{\dom q} \mathcal{T}_i < \nu\). We believe that this is a clear advantage over time-triggered strategies, where output \(y_i\) is always transmitted, even if its information is not needed to perform the estimation, see [34, Figure 3] for an illustration.

7. Extensions

In this section, we discuss generalizations and extensions of the results presented so far. In Section 7.1 we discuss the modifications needed in presence of measurement noise, while in Section 7.2 we consider the case when the input \(u\) is sampled and transmitted to the observer via a digital network and we propose a triggering condition for \(u\), which is compatible with the previous results.

7.1. Additive measurement noise

In the case where the system output is affected by additive measurement noise, system (2) becomes

\[
\dot{x} = f_p(x, u, v) \quad \bar{y} = h(x) + m,
\]

with \(m \in \mathcal{L}_M\), where \(\mathcal{M} := \mathcal{M}_1 \times \cdots \times \mathcal{M}_N \subseteq \mathbb{R}^{n_u} \times \cdots \times \mathbb{R}^{n_y}\). The output measured by sensor \(i\), with \(i \in \{1, \ldots, N\}\) is

\[
\bar{y}_i = y_i + m_i
\]

where \(m_i \in \mathcal{L}_M\) is the measurement noise of sensor \(i\). We assume that we know a bound on the \(\mathcal{L}_\infty\)-norm of the measurement noise. Therefore, the set \(\mathcal{M}_i\) is defined as

\[
\mathcal{M}_i := \{ m_i \in \mathbb{R}^{n_y} : \|m_i\| \leq m_i \} \quad \text{(46)}
\]

for some \(m_i \in \mathbb{R}_{\geq 0}\). Consequently, the observer does not know the real output \(y_i\), but its sampled noisy version, due to the network, \(\bar{y}_i := y_i + m_i\), where \(m_i\) is the networked version of the measurement noise \(m_i\), with \(i \in \{1, \ldots, N\}\). Due to the measurement noise, sensor \(i\) does not know
the network-induced error $e_i$, but only $\bar{e}_i$, which is the network-induced error of sensor $i$ in presence of noise, which is defined following [45],

$$\bar{e}_i := \tilde{y}_i - \hat{y}_i - \hat{y}_i + \bar{m}_i - \bar{y}_i - \bar{m}_i - e_i + \bar{m}_i - \bar{m}_i$$  \hspace{1cm} (47)

for all $i \in \{1, \ldots, N\}$. As a consequence, the triggering rule cannot rely on $e_i$, and sensor $i$ needs to decide when the measured output $\tilde{y}_i$ has to be transmitted to the observer based on $\bar{e}_i$. We therefore replace the dynamic of $\eta_i$ in (14) by $\bar{y}_i - \bar{\eta}_i + c_i \gamma_i(\bar{e}_i)$ and the triggering rule in (15) by $\eta_i(\bar{e}_i) \geq \sigma_i \alpha_i(\bar{\eta}_i) + \epsilon_i$, for all $i \in \{1, \ldots, N\}$. We can then follow similar lines as in [45] to guarantee a practical input-to-state stability property for the estimation error system and a semi-global individual minimum inter-event time.

We just need to select $\epsilon_i > \gamma_i(2m_i)$, for all $i \in \{1, \ldots, N\}$ and then all the previous results hold. Note that, since, in presence of measurement noise we have a lower-bound on $\epsilon_i$, for all $i \in \{1, \ldots, N\}$, we cannot select $\nu$ arbitrary small, as in Theorem 1.

The measurement noise can be used to model possible interference in the communication channel due to the simultaneous transmission of two or more sensor nodes. In addition, the impact of possible delays in the received measurements packets can be modeled as additive measurement noise when the transmission delays smaller than the inter-transmission time. Indeed, denote with $t_k^i$, $k \in \mathbb{R}_{>0}$, the transmission instants of sensor $i$, with $i \in \{1, \ldots, N\}$ and with $t_k^i \in \mathbb{R}_{>0}$ the transmission delay at time $t_k^i$. Under the small delay assumption, see e.g., [47], we have that the delay $t_k^i$ is smaller than the inter-event time $t_{k+1}^i - t_k^i$, for all $i \in \{1, \ldots, N\}$, $k \in \mathbb{R}_{>0}$. Due to the delay, for all $t \in [t_k^i, t_k^i + t_k^i)$ the observer uses $\hat{y}_i(t_{k+1}^i)$ instead of $\hat{y}_i(t_k^i)$. When the transmission is triggered (at time $t_k^i$), from (5) and (15), we have $[\tilde{y}_i(t_{k+1}^i) - \hat{y}_i(t_k^i)] - [\hat{y}_i(t_{k+1}^i) - \hat{y}_i(t_k^i)] = \gamma_i^{-1}(\sigma_i \alpha_i(\eta_i(t_k^i))) + \epsilon_i := \Delta_k^i \in \mathbb{R}_{>0}$. Thus, for all $t \in [t_k^i, t_k^i + t_k^i]$ the observer uses $\hat{y}_i(t_k^i)$ with the error due to the delay, equal to $[\hat{y}_i(t_{k+1}^i) - \hat{y}_i(t_k^i)]$, whose norm is smaller than $\Delta_k^i$. As a consequence, $[\hat{y}_i(t_{k+1}^i) - \hat{y}_i(t_k^i)]$ can be modeled as measurement noise with bounded norm.

7.2. Triggering the input $u$

When the input $u$ to (2) is communicated to the observer over a digital network, Assumption 1 does not hold. We explain how to define a triggering rule for $u$ in this case so that the previous results apply \textit{mutatis mutandis}.

Let $\bar{u}$ be the networked version of $u$ available to the observer. Between two successive transmission instants, using zero-order-hold device we have $\dot{\bar{u}} = 0$, and when the input is sent, $u^+ = u$. We define the input network-induced error $e_u$ as $e_u := \bar{u} - u$ and the observer equations in (7) becomes

$$\dot{z} = f_0(z, u, \bar{y}, \bar{y}) - f_0(z, u + e_u, y + e, \bar{y}),$$

$$\dot{x} = \psi(z),$$

$$\bar{y} = h(\bar{x}).$$  \hspace{1cm} (48)

In this new setting, where also the input is sampled, Assumption 2 needs to be modified so that an input-to-state stability property holds also with respect to the input sampled-induced error $e_u$.

\textbf{Assumption 4}. There exist $\alpha, \bar{\sigma}, \alpha, \gamma_1, \ldots, \gamma_N, \theta, \gamma_u \in \mathcal{K}_\infty$, $V : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \to \mathbb{R}_{\geq 0}$ continuously differentiable, such that for all $x \in \mathbb{R}^{n_x}$, $z \in \mathbb{R}^{n_z}$, $u \in \mathbb{R}^{n_u}$, $e \in \mathbb{R}^{n_u}$, $\bar{y} \in \mathbb{R}^{n_y}$, $v \in \mathbb{R}^{n_v}$, $\epsilon_u \in \mathbb{R}_{>0}$, (12) holds and

$$\alpha_3(\|x - \psi(z)\|) \leq V(x, z) \leq \overline{\alpha_3}(\psi^{-1}(R) - z)$$

$$\langle \nabla V(x, z), (f_0(x, u, v), f_0(z, u + e_u, y + e, \bar{y})) \rangle \leq -\alpha(V(x, z)) + \sum_{i=1}^{N} \gamma_i(|e_i|) + \theta(|v|) + \gamma_u(|e_u|).$$  \hspace{1cm} (49)

For many classes of observers in the literature, if the observer is input-to-state stable with respect to $v$, then it is also input-to-state stable with respect to $e_u$, see [27] for more details.

Based on Assumption 4, we can design the triggering rule for the input similarly to the triggering rule designed in (15) for the output $y_i$, with $i \in \{1, \ldots, N\}$. In particular, let $\eta_u$ be an auxiliary scalar variable, whose equations during flows and jumps are, respectively,

$$\dot{\eta}_u = -\alpha_u(\eta_u) + c_u \gamma_u(\|e_u\|) - \ell_u(\eta_u, e_u)$$

$$\eta_u^+ = b_u \eta_u$$  \hspace{1cm} (50)

where $\gamma_u$ comes from Assumption 4 and $\alpha_u \in \mathcal{K}_\infty$, $c_u \geq 0$ and $b_u \in [0, 1]$ are design function and parameters. An input data is transmitted to the observer when the condition

$$\gamma_u(|e_u|) \geq \sigma_u \alpha_u(\eta_u) + \epsilon_u$$  \hspace{1cm} (52)

is satisfied, where $\sigma_u \geq 0$ and $\epsilon_u > 0$ are design parameters. As for the output triggering rule, parameter $\epsilon_u$ is needed to avoid the Zeno phenomena. In this new setting, all previous stability results apply similarly. Moreover, to have an individual minimum inter-event time a sufficient condition is that the input $u$ is continuously differentiable and $|\dot{u}| \leq \mathcal{E}_u$, where $\mathcal{E}_u$ is any positive constant.

8. Numerical case study

We design the event-triggered observer presented in this paper to a flexible joint robotic arm [48]. For this application, our framework is relevant in scenarios where the observer is not co-located with the robotic arm and communicates with it through a digital network. In this case study, we consider two sensor nodes, but the results would also be relevant if we would have only one node. The system model is described by

$$\dot{x} = Ax + Bu + G\sigma(Hx) + v$$

$$y = Cx + m,$$  \hspace{1cm} (53)

where the system state that need to be estimated is $x := (x_1, x_2, x_3, x_4)$, while the measured output $y$ is defined as
\[ y := (y_1, y_2) - (x_1, x_2). \] The system matrices are
\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-48.6 & -1.25 & 48.6 & 0 \\
0 & 0 & 0 & 1 \\
19.5 & 0 & -19.5 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
21.6 \\
0 \\
0
\end{bmatrix},
\]
\[
G = \begin{bmatrix}
0 \\
0 \\
-1
\end{bmatrix}, \quad H^T = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}, \quad C^T = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}.
\]

and \( \sigma(Hx) = 3.3 \sin(x_3) \) for any \( x \in \mathbb{R}^4 \). As in [48], we assume that the input is \( u(t) = \sin(t) \) for all \( t \in \mathbb{R}_{\geq 0} \). Moreover, we consider the disturbance input \( v(t) = 0.02(0, 1, 0, 1) \sin(0.4t) \) for all \( t \in \mathbb{R}_{\geq 0} \) and the measurement noise \( m(t) = 0.01(0, 1) \sin(0.3t) \) for all \( t \in \mathbb{R}_{\geq 0} \). We design a continuous-time observer
\[
\dot{x} = Ax + Bu + G\sigma(H\dot{x}) + L(y - \hat{y})
\]
\[
\dot{\hat{y}} = Cx,
\]
where \( L \in \mathbb{R}^{1 \times 2} \) is the observer gain that is designed following a polytopic approach [49]. To do so, we solve the linear matrix inequalities \( PA - WC + PGi + G_i^T P + A^T P - C^T W^T \leq -Q \), \( i \in \{1, 2\} \), with \( P \in \mathbb{R}^{4 \times 4} \) symmetric positive definite and \( W := PL \in \mathbb{R}^{4 \times 2} \), where
\[
G_1 := \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 3.3 & 0
\end{bmatrix}, \quad G_2 := \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad Q = I_4.
\]

We obtain \( L = \begin{bmatrix}
-4.67 \\
3.16 \\
28.39 \\
16.34
\end{bmatrix}, \quad \text{and,} \quad Q = I_4. \)

is in the form of (3) with \( z = \dot{x}. \) Defining the Lyapunov function \( V(\xi) := \xi^T P \xi \) for any \( \xi \in \mathbb{R}^4 \), where \( \xi := x - \dot{x} \) is the state estimation error, Assumption 2 is satisfied with \( \alpha(s) = \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} - \frac{c_0 - c_1 - c_2}{s} \), \( \theta(s) = \frac{1}{c_1} \|P\|^2 \|s\|^2 \), \( \gamma_1(s) = \frac{1}{c_1} \|PL\|^2 \|s\|^2 \) and \( \gamma_2(s) = \frac{1}{s c_2} \|PL\|^2 \|s\|^2 \), where \( c_0, c_1, c_2 \) are parameters chosen such that \( c_0 > 0, c_1 > 0, c_2 > 0 \) and \( \lambda_{\min}(Q) - c_0 - c_1 - c_2 > 0 \), while \( L_1 \) and \( L_2 \) are the first and the second column of the matrix gain \( L \), respectively.

We have first simulated the event-triggered observer (16)-(23) with \( \sigma_1 = 600, \sigma_2 = 800, c_1 = 0.001, c_2 = 0.001, b_1 = 11, b_2 = 1, a_1(s) = a_1 s, \) with \( a_1 = 2, \) \( a_2(s) = a_2 s, \) with \( a_2 = 3, \) \( \varepsilon_1 = 10 \) and \( \varepsilon_2 = 10. \) With this choice of parameters the conditions \( \sigma_1 c_1 < 1 \) and \( \sigma_2 c_2 < 1 \) are satisfied and Theorems 1 and 2 apply. Moreover, the condition \( \left| \frac{\partial \phi(x, w)}{\partial x} f_p(x, w) \right| \leq \mathcal{E} \) is satisfied for \( i \in \{1, 2\} \), for \( \mathcal{E} \) large enough and Theorem 4 applies. Thanks to the freedom on the choice of \( \gamma_1 \) in Remark 1, we do not need to use \( \gamma_1, \gamma_2 \) coming from Assumption 2, as explained in Section 4, but we can select any \( \gamma_1, \gamma_2 \) such that \( \gamma_1(s) - 1 s^2 \) and \( \gamma_2(s) - 1 s^2 \), with \( l_1 > 0 \) and \( l_2 > 0 \), which are thus additional design parameters. We select \( \gamma_1(s) = 5 s^2 \) and \( \gamma_2(s) = 5 s^2 \).

We have considered the following initial conditions \( x(0, 0) = (3, 2, 3, -2), \) \( \dot{x}(0, 0) = (0, 0, 0, 0), e(0, 0) = (0, 0) \) and \( \eta(0, 0) = (10, 10) \). In Figure 3, we provide the plots obtained for the plant states and its estimates, in Figure 4 the plot related to the norm of the estimation error is shown, while in Figure 5 the inter-transmissions time is reported. From these figures, it is clear that all state estimation error practically converge. Moreover, the minimum inter-event time measured is 0.201 s for sensor 1 and 0.112 s for sensor 2.

We have also analyzed the impact of the design parameters, in particular we focus on the effect of \( \sigma_1, \sigma_2, \varepsilon_1, \varepsilon_2, a_1, a_2, l_1 \) and \( l_2 \). We have run for this purpose simulations with different parameters configurations and 100 different initial conditions for each chosen parameters configuration. In particular, \( x_1(0, 0) \) and \( x_2(0, 0) \) were selected randomly in the interval \([0, 20]\), while \( x_3(0, 0) \) and \( x_4(0, 0) \) were chosen randomly in the interval \([0, 10]\). The initial conditions of the observer states \( \hat{x}_1(0, 0), \hat{x}_2(0, 0), \hat{x}_3(0, 0), \hat{x}_4(0, 0) \) and of the network-induced errors \( e_1(0, 0), e_2(0, 0) \) were always selected equal to 0, while \( \eta_1(0, 0) - \eta_2(0, 0) = 10 \) in all simulations. For all the choice of parameters, we have evaluated the number of transmissions in the (continuous) time interval \([0, 30]\) on average and the maximum ultimate bound on the state estimation error in the time interval \([20, 30]\) averaged over all simulations. The data collected are shown in Table 1. The same analysis was repeated also in the case where the system is not affected by the disturbance input \( v \) and the measurement noise \( m \). In Table 1 the data collected in this configuration are also reported.

Table 1 shows that choice of the design parameters im-
pacts the average number of transmissions both when the system is affected by the additional disturbance input \( v \) and measurement noise \( m \) and when it is not. Moreover, data shows that the ultimate bound of the estimation error is small in all the chosen configurations and that the obtained values are not significantly affected by the choice of the parameters in presence of noise \( m \) and disturbance \( v \), but this is no longer true when those are absent.

9. Conclusions

We have presented a decentralized event-triggered observer design for perturbed nonlinear systems. We have designed for this purpose new dynamic triggering rules for each sensor node to define the transmissions over the digital network. We have formally established a uniform global practical stability property for the estimation error and we guarantee the existence of a uniform, strictly positive time between any two transmissions of each sensor node. Moreover, the proposed triggering rule does not require significant computation capability on the smart sensor, as it only needs to run a local scalar filter. We have also shown how the triggering rule can be generalized and how to cope with measurement noise and or sampled input.

It would be interesting in future work to tailor the results to specific classes of systems and observers, as we did for linear time-invariant systems in [34]. Another relevant research direction would be to take into account other network effects such as delays and packet losses, by taking inspiration from e.g., [50, 51].

Appendix A. Technical lemmmas

We present two technical lemmas. The first one is about the change of the supply rates and generalizes [52, Theorem 1].

Lemma 1. Let \( f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_{u_1}} \times \cdots \times \mathbb{R}^{n_{u_N}} \to \mathbb{R}^{n_x} \), with \( n_x,n_{u_1},\ldots,n_{u_N} \in \mathbb{N} \). Suppose there exist \( V : \mathbb{R}^{n_x} \to \mathbb{R}_{\geq 0} \), with \( n_x \in \mathbb{N}_{\geq 0} \) continuously differentiable, \( \dot{\alpha}_V, \bar{\alpha}_V, \alpha, \gamma_1,\ldots,\gamma_N \in \mathcal{K}_\infty \) such that for all \( x \in \mathbb{R}^{n_x}, u_1 \in \mathbb{R}^{n_{u_1}}, \)

\[
\dot{\alpha}_V(|x|) \leq V(x) \leq \bar{\alpha}_V(|x|)
\]

\[
\langle \nabla V(x), (f(x,u_1,u_{i_2}) \rangle \leq -\alpha(|x|) + \sum_{i=1}^{N} \gamma_i(|u_i|). \tag{A.1}
\]

Then, for all \( i \in \{1,\ldots,N\} \) and any given \( \tilde{\gamma}_i \in \mathcal{K}_\infty \) verifying \( \gamma_i(r) - O(\tilde{\gamma}_i(r)) \) as \( r \to \infty \), there exist \( \alpha_W, \bar{\alpha}_W, \check{\alpha} \) and \( W : \mathbb{R}^{n_x} \to \mathbb{R}_{\geq 0} \) continuously differentiable such that for all \( x \in \mathbb{R}^{n_x}, u_i \in \mathbb{R}^{n_{u_i}}, \)

\[
\alpha_W(|x|) \leq W(x) \leq \bar{\alpha}_W(|x|) \tag{A.2}
\]

\[
\langle \nabla W(x), (f(x,u_1,u_{i_2}) \rangle \leq -\check{\alpha}(|x|) + \sum_{i=1}^{N} \tilde{\gamma}_i(|u_i|). \tag{A.3}
\]

Sketch of proof: The proof follows similar steps as the proof of [52, Theorem 1]. Let \( W := \rho \circ V \) where \( \rho \) is a \( \mathcal{K}_\infty \)-function defined as \( \rho(s) := \int_0^s q(t)dt \), where \( q \) is a suitably chosen smooth non-decreasing function from \( [0,\infty) \) to \( [0,\infty) \), which satisfies \( q(t) > 0 \) for \( t > 0 \). Hence, the function \( W \) is continuously differentiable and positive definite by properties of \( \rho \) and \( V \). As a consequence,
there exist $\varphi_W \in \mathcal{K}_x$ and $\pi_W \in \mathcal{K}_x$ such that (A.2) is satisfied. Following similar steps as in the proof of [52, Theorem 1] we obtain
\[
\langle \nabla W(x), f(x, u_1, \ldots, u_N) \rangle \leq \sum_{i=1}^N \left[ q(\theta([u_i])) \gamma_i([u_i]) - \frac{1}{q(2\theta([x]))} \alpha \gamma_i([u_i]) \right]
\]
instead of [52, Equation (4)] and
\[
\langle \nabla W(x), f(x, u_1, \ldots, u_N) \rangle \leq \sum_{i=1}^N \left[ q(\theta([u_i])) \gamma_i([u_i]) - \frac{1}{q(2\theta([x]))} \alpha \gamma_i([u_i]) \right] \tag{A.4}
\]
instead of [52, Equation (6)] with $\theta_i := \pi_W \circ \alpha^{-1}(2N\gamma_i) \in \mathcal{K}_x$, for any $i \in \{1, \ldots, N\}$. Since $\gamma_i([u_i]) = O(\gamma_i([u_i]))$ as $|u_i| \to \infty$, for all $i \in \{1, \ldots, N\}$, following the same arguments as in the proof of [52, Theorem 1] we obtain that, for all $i \in \{1, \ldots, N\}$, there exists $q_i$ smooth non-decreasing function such that $q_i(0) = 0$ and
\[
q_i(\theta([u_i])) \gamma_i([u_i]) \leq \gamma_i([u_i]). \tag{A.5}
\]
Note that the condition $q_i(0) = 0$ does not come from the proof of [52, Theorem 1], but the proof applies by adding this extra condition. We define $\tilde{q} := \min\{q_1, \ldots, q_N\}$. Note that $\tilde{q}$ is a positive definite, non-decreasing function. Using [53, Lemma 1] we have that there exists a function $\eta \in \mathcal{K}_x$, smooth on $\mathbb{R}_{>0}$, so that $q(s) \leq \tilde{q}(s) \leq q_i(s)$ for all $s \geq 0$, for all $i \in \{1, \ldots, N\}$. Combining the last inequality with (A.4), (A.5), and defining $\bar{\alpha} \in \mathcal{K}_x$, as in the proof of [52, Theorem 1] we obtain (A.3), which concludes the proof.

The next lemma is related to the decay rate of the Lyapunov function in Remark 3.

**Lemma 2.** Consider system (16)-(23) and suppose Assumptions 1-2 hold. For any $\alpha_U \in \mathcal{K}_x$ such that $\alpha_U \leq \alpha$, any compact set $\mathcal{M} \subset \mathcal{Q}$ and any $\nu > 0$, select $\sigma_i$, $c_i$, $\epsilon_i$, $d_i$, $b_i$ and $\delta_i$ as in Theorem 1 for all $i \in \{1, \ldots, N\}$ and define $\mathcal{A} := \max\{d_1, \ldots, d_N\}$. Select $\alpha_i \in \mathcal{K}_x$ such that $\alpha_i \leq \alpha(U)$ and
\[
\eta \left( \sum_{i=1}^N d_i \eta_i \right) + \nu + \theta(|\nu|) \leq -\alpha(U(x,z)) - \alpha(U(x,z)) + \eta \left( \sum_{i=1}^N d_i \eta_i \right) + \nu + \theta(|\nu|), \tag{A.7}
\]
where $\alpha_i(s) := \min\{\delta_{1,0}(\frac{\epsilon_i}{\pi_N}), \ldots, \delta_{N\infty}(\frac{\epsilon_i}{\pi_N})\} \in \mathcal{K}_x$, with $\mathcal{A} := \max\{d_1, \ldots, d_N\}$. Take any $\alpha_U \in \mathcal{K}_x$ such that $\alpha_U \leq \alpha \in \mathcal{M}$. From the Heine-Canton theorem, we have that $\alpha_U$ is uniformly continuous on $\mathcal{M}$. Applying [54, Proposition A.2.1] we have that, for all $q \subseteq \mathcal{M}$,
\[
\alpha_U(V(x,z) + \sum_{i=1}^N d_i \eta_i) - \alpha_U(V(x,z)) \leq \psi_M \left( \sum_{i=1}^N d_i \eta_i \right),
\]
where $\psi_M \in \mathcal{K}_x$ is the modulus of continuity of $\alpha_U$. Selecting $\alpha_i \in \mathcal{K}_x, i \in \{1, \ldots, N\}$ such that, for all $s \geq 0$, $\alpha_i(s) = \min\{\delta_{1,0}(\frac{\epsilon_i}{\pi_N}), \ldots, \delta_{N\infty}(\frac{\epsilon_i}{\pi_N})\} \geq \psi_M(s)$, we obtain from (A.7),
\[
\langle \nabla U(q), F(q,w) \rangle \leq -\alpha(U(x,z)) - \psi_M \left( \sum_{i=1}^N d_i \eta_i \right) + \alpha(U(x,z) + \sum_{i=1}^N d_i \eta_i) + \psi_M \left( \sum_{i=1}^N d_i \eta_i \right),
\]
and since $\alpha_U \leq \alpha$, $\langle \nabla U(q), F(q,w) \rangle \leq -\alpha(U(x,z)) + \nu + \theta(|\nu|)$. Moreover, when $\alpha \in \mathcal{K}_x$ is uniformly continuous the result is global for all $\alpha_U \in \mathcal{K}_x$ such that $\alpha_U \leq \alpha$ and $\alpha_U$ uniformly continuous. This comes directly from the first part of this proof.

We now prove the last part of the lemma, in particular we prove that (A.6) holds globally when $\alpha \in \mathcal{K}_x$ is subadditive, i.e. $\alpha(s_1) + \alpha(s_2) \geq \alpha(s_1 + s_2)$, for all $s_1, s_2 \geq 0$ and $\alpha \in \mathcal{K}_x$ with $i \in \{1, \ldots, N\}$ are selected such that $\alpha_i \left( \frac{\epsilon_i}{\pi_N} \right) \geq \frac{\alpha(s)}{s_i}$ for all $s \geq 0$. From (A.7) we have $\langle \nabla U(q), F(q,w) \rangle \leq -\alpha(U(x,z)) - \psi_M \left( \sum_{i=1}^N d_i \eta_i \right) + \nu + \theta(|\nu|)$. Since $\alpha$ is subadditive, we obtain $\langle \nabla U(q), F(q,w) \rangle \leq -\alpha(U(x,z) + \sum_{i=1}^N d_i \eta_i) + \nu + \theta(|\nu|)$ and since $\alpha_U \leq \alpha$, $\langle \nabla U(q), F(q,w) \rangle \leq -\alpha(U(q)) + \nu + \theta(|\nu|)$.

**References**

[1] J. P. Hespanha, P. Naghshtabiz, Y. Xu, A survey of recent results in networked control systems, Proceedings of the IEEE 95 (1) (2007) 138–162.

[2] W. P. M. H. Heemels, N. Van De Wouw, Stability and stabilization of networked control systems, in: Networked Control Systems, Springer, 2010, pp. 293–253.

[3] R. Postoyan, D. Nešić, A framework for the observer design for networked control systems, IEEE Transactions on Automatic Control 57 (5) (2012) 1309–1314.

[4] Y. Li, S. Phillips, R. G. Sanfelice, Robust distributed estimation for linear systems under intermittent information, IEEE Transactions on Automatic Control 63 (4) (2017) 973–988.
[5] F. Ferrante, F. Gouaisbaut, R. G. Sanfelice, S. Tarbouriech, State estimation of linear systems in the presence of sporadic measurements, Automatica 73 (2016) 101–109.

[6] F. Mazenc, V. Andrieu, M. Malisoff, Design of continuous–discrete observers for time-varying nonlinear systems, Automatica 57 (2015) 135–144.

[7] D. Dačić, D. Nešić, Observer design for wired networked control systems using matrix inequalities, Automatica 44 (11) (2008) 2840–2848.

[8] W. P. M. H. Heemels, K. H. Johansson, P. Tabuada, An introduction to event-triggered and self-triggered control, IEEE Conf. on Dec. and Control, Maui, USA (2012) 3270–3285.

[9] K. J. A. Scheres, M. S. T. Chong, R. Postoyan, W. P. M. H. Heemels, Event-triggered state estimation with multiple noisy sensor nodes, IEEE Conference on Decision and Control, Austin, TX, USA (2021) 558–563.

[10] L. Li, M. Lemmon, X. Wang, Event-triggered state estimation in vector linear processes, American Control Conference, Baltimore, USA (2010) 2138–2143.

[11] D. Shi, T. Chen, L. Shi, Event-triggered maximum likelihood state estimation, Automatica 50 (1) (2014) 247–254.

[12] L. Li, M. Lemmon, Performance and average sampling period of sub-optimal triggering event in event triggered state estimation, IEEE Conference on Decision and Control and European Control Conference, Orlando, USA (2011) 1656–1661.

[13] S. Tripe, Stability analysis of distributed event-based state estimation, IEEE Conference on Decision and Control, Florence, Italy (2014) 2013–2019.

[14] H. Yu, J. Shang, T. Chen, On stochastic and deterministic event-based state estimation, Automatica 123 (2021) 109514.

[15] C. Song, H. Wang, Y. Tian, G. Zheng, Event-triggered observer design for output-sampled systems, Nonlinear Analysis: Hybrid Systems 43 (2021) 101112.

[16] D. Shi, T. Chen, M. Darouach, Event-based state estimation of linear dynamic systems with unknown exogenous inputs, Automatica 69 (2016) 275–288.

[17] J. Huang, D. Shi, T. Chen, Robust event-triggered state estimation: A risk-sensitive approach, Automatica 99 (2019) 253–265.

[18] J. Sijs, M. Lazar, Event based state estimation with time synchronous updates, IEEE Transactions on Automatic Control 57 (10) (2012) 2650–2655.

[19] J. Hu, Z. Wang, G.-P. Liu, C. Jia, J. Williams, Event-triggered recursive state estimation for dynamical networks under randomly switching topologies and multiple missing measurements, Automatica 115 (2020).

[20] L. Etienne, S. Di Gennaro, J.-P. Barbot, Periodic event-triggered observation and control for nonlinear Lipschitz systems using impulsive observers, International Journal of Robust and Nonlinear Control 27 (18) (2017) 4363–4380.

[21] L. Etienne, S. Di Gennaro, Event-triggered observation of nonlinear Lipschitz systems via impulsive observers, IFAC-PapersOnLine 49 (18) (2016) 666–671.

[22] L. Etienne, Y. Khaled, S. Di Gennaro, J. Barbot, Asynchronous event-triggered observation and control of linear systems via impulsive observers, Journal of the Franklin Institute 354 (1) (2017) 372–391.

[23] Y. Tong, D. Tong, Q. Chen, W. Zhou, Finite-time state estimation for nonlinear systems based on event-triggered mechanism, Circuits, Systems, and Signal Processing (2020) 1–21.

[24] Y. Niu, L. Sheng, M. Gao, D. Zhou, Dynamic event-triggered state estimation for continuous-time polynomial nonlinear systems with external disturbances, IEEE Transactions on Industrial Informatics 17 (6) (2020) 3962–3970.

[25] V. Andrieu, M. Nadiri, U. Serres, J.-C. Vivalda, Self-triggered continuous–discrete observer with updated sampling period, Automatica 104 (2019) 106–113.

[26] D. Rabehi, N. Meslem, N. Ramdani, Finite-gain $L_1$ event-triggered interval observers design for continuous-time linear systems, International Journal of Robust and Nonlinear Control 31 (9) (2021) 4131–4153.

[27] D. Astolfi, A. Alessandri, L. Zaccarian, Stubborn and dead-zone redesign for nonlinear observers and filters, IEEE Transactions on Automatic Control 66 (2) (2021) 667–682.

[28] H. Shim, D. Liberzon, Nonlinear observers robust to measurement disturbances in an ISS sense, IEEE Transactions on Automatic Control 61 (1) (2015) 48–61.

[29] R. Goebel, R. G. Sanfelice, A. R. Teel, Hybrid Dynamical Systems: Modeling, Stability, and Robustness, Princeton University Press, New Jersey, U.S.A. 2012.

[30] W. P. M. H. Heemels, P. Bernard, K. J. A. Scheres, R. Postoyan, R. G. Sanfelice, Hybrid systems with continuous-time inputs: Subtleties in solution concepts and existence properties, IEEE Conf. on Dec. and Control, Austin, USA (2021) 5361–5366.

[31] A. Girard, Dynamic triggering mechanisms for event-triggered control, IEEE Trans. on Aut. Control 60 (7) (2014) 1992–1997.

[32] A. Tanwani, A. Teel, C. Prieur, On using norm estimators for event-triggered control with dynamic output feedback, IEEE Conf. on Dec. and Control, Osaka, Japan (2015) 5500–5505.

[33] P. Tabuada, Event-triggered real-time scheduling of stabilizing control tasks, IEEE Transactions on Automatic Control 52 (9) (2007) 1680–1685.

[34] E. Petri, R. Postoyan, D. Astolfi, D. Nešić, W. P. M. H. Heemels, Event-triggered observer design for linear systems, IEEE Conference on Decision and Control, Austin, USA (2021) 546–551.

[35] R. Postoyan, D. Nešić, On emulated nonlinear reduced-order observers for networked control systems, Automatica 48 (4) (2012) 645–652.

[36] J. Lunze, D. Lehmann, A state-feedback approach to event-based control, Automatica 46 (1) (2010) 211–215.

[37] E. D. Sontag, Input to state stability: Basic concepts and results, in: Nonlinear and optimal control theory, Springer, 2008, pp. 163–220.

[38] P. Bernard, V. Andrieu, D. Astolfi, Observer design for continuous-time dynamical systems, Annual Reviews in Control (2022).

[39] F. Ferrante, F. Gouaisbaut, R. G. Sanfelice, S. Tarbouriech, $L_2$ state estimation with guaranteed convergence speed in the presence of sporadic measurements, IEEE Transactions on Automatic Control 64 (8) (2018) 3362–3369.

[40] R. Postoyan, N. Van de Wouw, D. Nešić, W. M. H. Heemels, Tracking control for nonlinear networked control systems, IEEE Transactions on Automatic Control 59 (6) (2014) 1539–1554.

[41] W. Wang, R. Postoyan, D. Nešić, W. P. M. H. Heemels, Periodic event-triggered control for nonlinear networked control systems, IEEE Transactions on Automatic Control 65 (2) (2019) 620–635.

[42] A. Isidori, Nonlinear control systems II, Springer-Verlag, 1999.

[43] D. Angeli, E. D. Sontag, Forward completeness, unbounded observability, and their Lyapunov characterizations, System & Control Letters 38 (4-5) (1999) 209–217.

[44] J. Cortes, Discontinuous dynamical systems, IEEE Control Systems Magazine 28 (3) (2008) 36–73.

[45] K. J. A. Scheres, R. Postoyan, W. P. M. H. Heemels, Event-triggered control in presence of measurement noise: A space-regularization approach, IEEE Conference on Decision and Control, Jeju Island, Republic of Korea (2020) 6234–6239.

[46] H. K. Khalil, Nonlinear systems, Vol. 3, Prentice hall Upper Saddle River, NJ, 2002.

[47] W. Heemels, A. Teel, N. Van de Wouw, D. Nešić, Networked control systems with communication constraints: Tradeoffs between transmission intervals, delays and performance, IEEE Transactions on Automatic control 55 (8) (2010) 1781–1796.

[48] T. Raff, M. Kogel, F. Allgower, Observer with sample-and-hold updating for Lipschitz nonlinear systems with nonuniformly sampled measurements, American Control Conference (2008) 5254–5257.

[49] A. Zemouche, M. Boutayeb, G. I. Bara, Observers for a class of lipschitz systems with extension to h∞ performance analysis, Systems & Control Letters 57 (1) (2008) 18–27.

[50] V. S. Dolk, W. P. M. H. Heemels, Event-triggered control systems under packet losses, Automatica 50 (2017) 143–155.

[51] V. S. Dolk, D. P. Borgers, W. P. M. H. Heemels, Output-based...
and decentralized dynamic event-triggered control with guaranteed $\mathcal{L}_p$-gain performance and Zeno-freeness, IEEE Transactions on Automatic Control 62 (1) (2016) 34–49.

[52] E. Sontag, A. Teel, Changing supply functions in input/state stable systems, IEEE Transactions on Automatic Control 40 (8) (1995) 1476–1478.

[53] C. M. Kellett, A compendium of comparison function results, Mathematics of Control, Signals, and Systems 26 (3) (2014) 339–374.

[54] R. Postoyan, Commande et construction d’observateur pour des systèmes non linéaires incertains à données échantillonnées et en réseau, PhD thesis (in French), Université Paris-Sud (2009).