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Abstract

We study the structure of the Gelfand-Tsetlin subalgebras of a family of idempotent truncations of the generalized blob algebras. We obtain optimal presentations in terms of generators and relations, monomial basis and dimension formula.
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1 Introduction

Given a cellular algebra $A$ provided with a set $J$ of Jucys-Murphy elements, the Gelfand-Tsetlin subalgebra of $A$ is defined as the algebra generated by $J$ [27]. This is a commutative subalgebra of $A$, fundamental in the study of representation theory of $A$, as one can see, for example, in the work of Murphy [25], [23], Mathas [22], [21], [12], Okounkov and Vershik [27], [28] among others. In particular, due to the work of Mathas [22], we know that for a cellular algebra $A$, equipped with a family of Jucys-Murphy elements satisfying certain separation conditions, one can construct, from them, seminormal forms and explicitly compute Gram determinant of the irreducible modules. For not separated cases, we can obtain a decomposition of $A$, into a direct sum of cellular subalgebras, we can construct 'orthogonal by blocks' basis for the different cell modules of $A$ and then to obtain certain control on the set of the irreducible $A$-modules. Therefore, to have an optimal description of the Gelfand-Tsetlin subalgebra of $A$, is an important element, in order to understand how it interacts with the rest of the algebra and how we can use it to obtain relevant information on the representation theory of $A$.

Since their definition due to Martin and Saleur [18] and Martin and Woodcock [20] respectively, blob algebras and generalized blob algebras have received considerable amount of interest. It is known that their representation theory is strongly connected with Kazhdan-Lusztig polynomials in characteristic 0 and with $p$–Kazhdan-Lusztig polynomials in characteristic $p$ (see [11], [20], [29], [15], [3]), currently one of the central object of study in Representation Theory. Few years ago Ryom-Hansen and the author have explicitly built graded cellular basis for generalized blob algebras $B_m$, provided with a set of Jucys-Murphy elements [17]. What we are looking now, is a complete description of the Gelfand-Tsetlin subalgebras of the many idempotent truncations of the generalized blob algebra $B_m$. This is the first of a series of articles, where we progressively aboard this problem. In this case we work on a particular family of idempotent truncations $B_m(i)$ of $B_m$, that we call vertical idempotent truncations.

The main results of this article are: Theorem 5.30 and Corollary 5.31, where we describe a monomial basis and we provide an explicit formula for the dimension of the Gelfand-Tsetlin subalgebra $D$ of $B_m(i)$. Theorem 5.35 and Corollary 5.36 where we describe optimal presentations for $D$, that is, presentations, where the numbers of generators and relations are minimal.

This article is inspired by the work of Espinoza and Plaza [7] where, among other results, the authors developed an equivalent study for the case of level $l = 2$, that is the blob algebra instead of generalized blob algebras. This article can be seen as a partial generalization of their work.

The structure of this paper is given as follows: In section 2 we make a review on the general language that we use in this article (see section 2.1), particularly we recall the combinatorial elements related with the algebras of our interest (see section 2.2). In the last part of section 2 we introduce the concept of blob-possible (resp. blob-impossible) residue sequences, and we obtain a series of small results, that will be relevant for the rest of the article (see section 2.3).
Section 3 is devoted to the generalized blob algebras $B_m$. We review the well known diagrammatic presentation of this family of algebras (see section 3.1). We recall the graded cellular basis developed by Ryom-Hansen and the author in [17] (see section 3.2). Finally we recall the definition of idempotent truncations of generalized blob algebras (see section 3.3).

In section 4 we introduce the fundamental vertical truncation $B_m(\mathcal{I})$ of $B_m$ one of the main object of study of this article. We define particular combinatorial objects related as fundamental vertical sequence (section 4.1) and tableaux defined by blocks (section 4.2). At the end of section 4 we explicitly describe a set of relevant members of the cellular basis of this idempotent truncation (see section 4.3). Finally in section 5 we deeply study the Gelfand-Tsetlin subalgebra $D$, of $B_m(\mathcal{I})$. We start with a natural definition, that will be optimized throughout section 5. We first reduce the set of generators (see section 5.1) and then we find a series of fundamental relations that allow a better understanding of this algebra (see section 5.2). Later we study the vector space structure of $D$ providing a monomial basis and a dimension formula for this algebra (see section 5.3). We also provide an optimal presentation of $D$, where the number of generators and relations is strongly reduced (see section 5.4). Finally we obtain a series of direct generalizations of our results to a larger family of vertical and quasi-vertical idempotent truncations (see section 5.5).
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2 Generality

2.1 Fixing parameters and notations

For the whole article we fix positive integers $l$, $e > 2$, $m > 1$ and a prime number $p > 0$ such that $\gcd(e, p) = 1$. Let $F$ be a field of characteristic $p$ and suppose that $q \in F \setminus \{1\}$ is a primitive $e$’th root of unity. Let $I_e := \mathbb{Z}/e\mathbb{Z}$.

We call residue sequences modulo $e$ of length $m$ to any element $i = (i_1, \ldots, i_m)$ of $I_e^m$. Given two residue sequences (not necessarily with the same length) $i = (i_1, \ldots, i_m)$ and $j = (j_1, \ldots, j_m)$ we define the concatenation $i \otimes j \in I_e^m \otimes I_e^m$ as $i \otimes j = (i_1, \ldots, i_m, j_1, \ldots, j_m)$. Particularly if $j \in I_e$, we write: $i \otimes j = (i_1, \ldots, i_m, j).

Let us consider the well known Coxeter group structure of the Symmetric group $S_m$, that is, the pair $(\mathfrak{S}_m, S)$, where $S = \{s_1, \ldots, s_{m-1}\}$, and $s_j = (j, j+1)$, is the transposition between $j$ and $j + 1$. Let $\ell : \mathfrak{S}_m \to \mathbb{Z}_{\geq 0}$ be the length function on $(\mathfrak{S}_m, S)$.

It will be useful to use the notation $[a : b] = \{a, a + 1, \ldots, b\}$, for intervals of integral numbers $a < b$. We also denote by $s_{[a,b]} = s_as_{a+1} \cdots s_b$

More generally, for $a < b$ and $g \in \mathbb{Z}$ such that $b = a + ng$ for certain $n \in \mathbb{N}$, we define

$$[a : g : b] = \{a, a + g, a + 2g, \ldots, b\}, \quad s_{[a,g:b]} = \prod_{j=0}^{n} s_{a+jg}$$

We also consider the free monoid $\mathfrak{S}_m^*$ generated by $S$ (the set of words in the alphabet $S$ with concatenation as a product). Let $\ell^* : \mathfrak{S}_m^* \to \mathbb{Z}_{\geq 0}$ be the (natural) length function on $\mathfrak{S}_m^*$ and let $\mathfrak{S} : \mathfrak{S}_m^* \to \mathfrak{S}_m$ the natural projection of $\mathfrak{S}_m^*$ on $\mathfrak{S}_m$. For each element $x \in \mathfrak{S}_m$ let us define the set of reduced words of $x$ as: $\mathcal{R}(x) = \{w \in \mathfrak{S}_m^* : \mathfrak{S}(w) = x, \ell^*(w) = \ell(x)\}$. For the rest of the article we fix for each $x \in \mathfrak{S}_m$ an element $x \in \mathcal{R}(x)$. We call the element $x$ the official reduced word of $x$.

The Symmetric group acts by the left on $I_e^m$ via permutation of the coordinates, that is $s_j \cdot i := (i_1, \ldots, i_{j-1}, i_j, i_{j+1}, \ldots, i_m)$.
We call multicharge of level \( l \) to any element \( \kappa = (\kappa_1, \ldots, \kappa_l) \) of \( \mathbb{Z}^l \) and we call multicharge modulo \( e \) to its natural projection \( \kappa := (\kappa_1, \ldots, \kappa_l) \in I_e^l \). We shall throughout choose an interval of real numbers \( J \) of length equal to \( e \), and for each \( \kappa_i \), a representative \( \hat{\kappa}_i \in J \).

**Definition 2.1.** We say that \( \kappa \) is strongly adjacency-free if it satisfies

i) \( \kappa_{i+1} - \kappa_i \geq m \)

ii) \( \kappa_i - \kappa_j \neq 0, \pm 1 \mod e \) for all \( i \neq j \)

iii) \( \kappa_1 \neq 2 \mod e \)

iv) \( \hat{\kappa}_1 < \hat{\kappa}_2 < \ldots < \hat{\kappa}_l \).

We shall in the following always assume that \( \kappa \) is strongly adjacency-free. (in particular we have to assume that \( e > 2l \)).

**Remark 2.2.** The definition of strongly adjacency-freeness used in this article (definition 2.1) is a modification of the definition used in [17], where the interval \( J \) was always assumed to be equal to \([0, e - 1]\). In [17] there were crucial steps where the original strongly adjacency-freeness was used, but in all of them we can change it by this new version without affecting the conclusions obtained there. This new definition allows us to obtain more general results than with the original one.

Along this article, we understand algebra or \( \mathbb{F} \)-algebra, as an associative and unital algebra over the field \( \mathbb{F} \). If \( A \) is an algebra, and \( B \subset A \) is also an algebra, then we say that \( B \) is a subalgebra of \( A \) if the identity element of \( B \) is also the identity element of \( A \). In other case we only say that \( B \) is an algebra contained in \( A \).

### 2.2 General combinatorics

An \( l \)-multipartition of \( m \) is an \( l \)-tuple \( \lambda = (\lambda^{(1)}, \ldots, \lambda^{(l)}) \) of partitions \( \lambda^{(j)} = (\lambda_1^{(j)}, \ldots, \lambda_{r_j}^{(j)}) \) such that \( \sum_{j=1}^{l} |\lambda^{(j)}| = m \), where \( |\lambda^{(j)}| = \sum_{i=1}^{r_j} \lambda_i^{(j)} \) and \( \lambda_1^{(j)} \geq \cdots \geq \lambda_{r_j}^{(j)} \). Let \( \text{Par}_{l,m} \) the set of all \( l \)-multipartitions of \( m \).

The diagram of an \( l \)-multipartition \( \lambda \in \text{Par}_{l,m} \) is the set:

\[
[\lambda] = \left\{(r,c,h) : 1 \leq r \leq r_j, 1 \leq c \leq \lambda_i^{(j)}, 1 \leq h \leq l\right\}
\]

Each element of \( [\lambda] \) is called node of \( [\lambda] \). More specifically if \( \gamma = (r,c,h) \) is a node of \( [\lambda] \), then we say that \( \gamma \) is the node in the row \( r \), column \( c \) and component \( h \) of \( [\lambda] \). More generally we call node to each element \( \gamma = (r,c,h) \in \mathbb{N} \times \mathbb{N} \times \{1, 2, \ldots, l\} \).

A one-column partition is a partition \( \lambda = (\lambda_1, \ldots, \lambda_r) \) such that \( \lambda_j = 1 \) for each \( j = 1, \ldots, r \). We denote a one-column partition by \( \lambda = 1^{(r)} \).

A one-column \( l \)-multipartition of \( m \) is an \( l \)-multipartition such that, each of its components is a one-column partition. We denote by \( \text{Par}_{l,m} \) the set of all one-column \( l \)-multipartitions of \( m \).

A tableau \( t \) of shape \( \lambda \) (denoted by \( \text{shape}(t) = \lambda \)) is a bijection \( t : \{1, \ldots, k\} \rightarrow [\lambda] \). A tableau can be seen as a labeling of the boxes of the diagram \( [\lambda] \). We denote by Tab(\( \lambda \)) the set of all tableau of shape \( \lambda \). Sometimes we will be working with tableaux corresponding to multipartitions of different numbers \( m, n, \) etc. Then we will refer to \( m \)-tableau and \( n \)-tableau respectively, to make a difference between them.

In particular we say that a tableau is a one-column tableau, if its shape is a one-column \( l \)-multipartition of \( m \).

For a one-column \( l \)-multipartition \( \lambda = (1^{(a_1)}, \ldots, 1^{(a_l)}) \) we call blob-addable node of \( \lambda \) to any of the following nodes: \((a_1 + 1, 1, 1), (a_2 + 1, 1, 2), \ldots, (a_l + 1, 1, 1)\). If \( t \) is a one-column tableau with shape \( \lambda \), then we call blob-addable node of \( \lambda \).

An standard tableau is a tableau in which, in each component, the entries increase along each row and down each column. We denote by Std(\( \lambda \)) the set of all standard tableau of shape \( \lambda \).

We define for each node \( \gamma = (r,c,h) \) the residue of the node by

\[
\text{res}(\gamma) = \kappa_h + c - r \pmod{e}.
\]
A node of residue $i$ is called $i$–node. We say that two nodes are sisters if they have the same residue. We say that two nodes $\beta, \gamma$ are cousins if $\text{res}(\beta) = \text{res}(\gamma) \pm 1$. Two nodes are not relatives if they are not sisters nor cousins.

For each tableau $t$ we define the residue sequence $t^d = (i_1, \ldots, i_k) \in I^m_\alpha$, where $i_j = \text{res}(t(j))$.

Let us consider the following orders on nodes, multipartitions and tableaux respectively:

Given two nodes $\gamma_1 = (r_1, c_1, h_1)$ and $\gamma_2 = (r_2, c_2, h_2)$ we denote $\gamma_1 \triangleright \gamma_2$ if either $c_1 - r_1 > c_2 - r_2$ or if $c_1 - r_1 = c_2 - r_2$ and $h_1 < h_2$.

Given two $l$–multipartitions $\lambda, \mu$ we denote $\lambda \triangleright \mu$ if for each node $\gamma_0$ we have:

$$|\{\gamma \in [\lambda] : \gamma \triangleright \gamma_0\}| \geq |\{\gamma \in [\mu] : \gamma \triangleright \gamma_0\}|,$$

and at least for one node $\gamma_1$ we have

$$|\{\gamma \in [\lambda] : \gamma \triangleright \gamma_1\}| > |\{\gamma \in [\mu] : \gamma \triangleright \gamma_1\}|.$$

Finally given two tableaux $t$ and $s$ we denote $t \triangleright s$ if for each $1 \leq k \leq m$ we have $\text{shape}(t|_k) \triangleright \text{shape}(s|_k)$, and at least for some $k_0$ we have $\text{shape}(t|_{k_0}) \triangleright \text{shape}(s|_{k_0})$. Here $t|_k$ and $s|_k$ are the corresponding restriction of the function $t$ and $s$ to the set $\{1, \ldots, k\}$.

**Example 2.3.** Let

$$s = \begin{array}{ccc}
1 & 4 & 2 \\
3 & 5 & \\
6 & 7 & \\
8 & \\
\end{array} \quad \text{and} \quad t = \begin{array}{ccc}
1 & 5 & 2 \\
3 & 6 & \\
4 & 7 & \\
8 & \\
\end{array}$$

then $s \triangleright t$.

Let us concentrate in the case that we are interested in this article. For each $\lambda \in \text{Par}_l^1,m$ the set $\text{Std}(\lambda)$ has a unique maximal element denoted by $t^\lambda$. This element can be explicitly constructed by filling the nodes of $[\lambda]$ with the numbers $1, \ldots, m$ decreasingly with respect to the order $\triangleright$. (Details in [17]).

For each $\lambda$, there is a transitive action of the symmetric group $\mathfrak{S}_m$ on the right over $\text{Tab}(\lambda)$ via permutation of entries of each tableau. Particularly for each tableau $t \in \text{Std}(\lambda)$ we can associate a well defined element $d(t) \in \mathfrak{S}_m$, by $t^\lambda d(t) = t$.

**Definition 2.4.** Given an $l$–multipartition $\lambda$ and let $t : \{1, \ldots, m\} \rightarrow [\lambda]$ an standard tableaux with shape $\lambda$. We say that a number $a \in \{1, \ldots, m-1\}$ is liftable in $t$ if the tableau $s := ts_a$ satisfies $s \triangleright t$. We denote by $L(t)$ the set of all liftable numbers in $t$.

Note that $t = t^\lambda$ if and only if $L(t) = \emptyset$ (see [17] for details).

Fix $\lambda \in \text{Par}_l^1,m$. We define an element $W(t) \in \mathfrak{S}_m^*$ (notation in section 2.1) for any tableaux $t \in \text{Std}(\lambda)$ by reverse induction on the order $\triangleright$:

**Definition 2.5.** Let $t \in \text{Std}(\lambda)$, then

1. If $t = t^\lambda$, we define

$$W(t) = 1.$$  \hspace{1cm} (2.2.1)

2. If $t \neq t^\lambda$. Assume that we have already defined the element $W(s)$ for any $s \triangleright t$. Let $a = \max(L(t))$, the greatest liftable number in $t$. Let $s := ts_a$. We define

$$W(t) = W(s)s_a \in \mathfrak{S}_m^*.$$  \hspace{1cm} (2.2.2)

**Example 2.6.** Let

$$t = \begin{array}{cccc}
1 & 8 & 13 \\
2 & 9 & \\
3 & 10 & \\
4 & 11 & \\
5 & 12 & \\
6 & 7 & \\
\end{array}$$
Then we can check that:

\[ W(t) = s_3 s_2 s_5 s_{[5,-1:3]} s_{[7:-1:4]} s_{[9:-1:5]} s_{[11:-1:6]} s_{[12:-1:7]} s_{[9:12]} . \]

**Lemma 2.7.** Let \( t \) be a one-column standard tableau. The element \( W(t) \in \mathcal{S}_n^* \) is a reduced word of the element \( d(t) \in \mathcal{S}_n \).

**Proof.** To see that the projection \( \mathfrak{S}(W(t)) \in \mathcal{S}_n \) is equal to \( d(t) \) see \( \square \).

To see that \( W(t) \) is a reduced word see \( [1] \).

From here and so on, we define for this article as the **official reduced word** of \( d(t) \) the expression \( d(t) = W(t) \) obtained following the algorithm described in definition \( [25] \).

### 2.3 Possible and impossible residue sequences

Given a residue sequence \( i \in I^n_e \), \( n \in \mathbb{N} \) we say that \( i \) is \( \kappa \)-blob possible if there is a one column standard tableau \( t \), such as \( i = i^t \). In other case we say that \( i \) is \( \kappa \)-blob impossible.

**Example 2.8.** Since we are assuming that \( \kappa \) is strongly adjacency-free, then any residue sequence \( i = (i_1, \ldots, i_n) \) such that \( i_1 = i_2 \) is \( \kappa \)-blob impossible.

More generally \( i = (i_1, \ldots, i_n) \) is a residue sequence, and suppose that, there is a \( 1 \leq j \leq n - l \) such that \( i_j = i_{j+1} = \cdots = i_{j+l} \), then \( i \) is \( \kappa \)-blob impossible.

**Lemma 2.9.** If \( i = (i_1, \ldots, i_n) \in I^n_e \) is a \( \kappa \)-blob possible residue sequence, then for any \( k < n \) the restriction \( i_k = (i_1, \ldots, i_k) \in I^k_e \) is a \( \kappa \)-blob possible residue sequence.

**Proof.** Since \( i \) is a \( \kappa \)-blob possible residue sequence, then there is an standard \( n \)-tableau \( t \) such that \( i = i^t \). Since the restriction of \( s := t_k \) is an standard \( k \)-tableau and \( i_k = t^k \) then we conclude that \( i_k \) is a \( \kappa \)-blob possible residue sequence.

**Corollary 2.10.** If \( i = (i_1, \ldots, i_n) \in I^n_e \) is a \( \kappa \)-blob impossible residue sequence, then for any residue \( j \in I_n \), we have that \( j = i \otimes j \in I_{e+1} \) is a \( \kappa \)-blob impossible residue sequence.

The following lemma have several consequences with respect to the concept of \( \kappa \)-blob possible (impossible) residue sequences.

**Lemma 2.11.** If \( t, s \) are two one-column standard tableaux with the same residue sequence, then their blob-addable nodes have the same set of residues.

**Proof.** Let \( i = (i_1, \ldots, i_n) \) the residue sequence of both \( t \) and \( s \). Let \( \lambda = \text{shape}(t) \) and \( \mu = \text{shape}(s) \).

If \( n = 1 \), then by strong adjacency-freeness of \( \kappa \), we have that \( t = s \) and the assertion of the lemma is trivial.

If we assume that \( n > 1 \), \( t_{|n-1} = s_{|n-1} \), but \( t \neq s \). In this case take \( \gamma = (r, 1, h) = t(n) \) and \( \beta = (r', 1, h') = s(n) \). Since \( \text{res}(t) = \text{res}(s) \), then \( \text{res}(\gamma) = \text{res}(\beta) \) therefore the corresponding blob-addable nodes \( (r + 1, 1, h) \) and \( (r' + 1, 1, h') \) have the same residue. The other blob-addable nodes of \( t \) and \( s \) can be seen as blob-addable nodes of \( t_{|n-1} = s_{|n-1} \), then it is clear that the set of residues of them is the same for both \( t \) and \( s \).

Let’s we assume that \( n \) is large enough, \( t \neq s \). Again we can take \( \gamma = (r, 1, h) = t(n) \) and \( \beta = (r', 1, h') = s(n) \). Since \( \text{res}(t) = \text{res}(s) \), then \( \text{res}(\gamma) = \text{res}(\beta) \) therefore the corresponding blob-addable nodes \( (r + 1, 1, h) \) and \( (r' + 1, 1, h') \) have the same residue. The other addable nodes of \( t \) and \( s \) can be seen as addable nodes of \( t_{|n-1} = s_{|n-1} \), respectively, then by induction the set of residues of them is the same. Therefore we conclude the assertion for \( t \) and \( s \).

**Corollary 2.12.** Let \( i = (i_1, \ldots, i_n) \in I^n_e \) the residue sequence of a one-column standard tableau \( t \). If \( j \in I_n \) is not the residue of a blob-addable node of \( t \), then the extended residue sequence \( j = i \otimes j \in I_{e+1} \) is a \( \kappa \)-blob impossible residue sequence.

**Proof.** If we assume that \( j = (i_1, \ldots, i_n, j) \) is \( \kappa \)-blob possible, then there exist a one-column standard tableau (of \( n + 1 \)), \( s \) such that \( i = i^s \). But then \( t \) and \( s^t \) are two one-column standard tableaux (of \( n \)) with the same residue sequence \( i \). Then by lemma \( [25] \) they have the same set of residues for their corresponding addable nodes. Since \( s(n+1) \) is an addable node for \( s^t \), and it has residue \( j \) we obtain a contradiction.
The two next corollaries are very important for our purposes in the rest of this article:

**Corollary 2.13.** Let \( t \in \{1, \ldots, l\} \). If \( \bar{i} = (i_1, i_2, \ldots, i_n) \) is the residue sequence given by:

\[
i_r = \kappa_i - 1 - r \pmod{e},
\]

and \( j \in I_\epsilon \) is a residue such that \( j \neq i_n - 1 \land j \notin \{\kappa_s: s \neq t\} \), then \( j = \bar{i} \otimes j \) is a \( \kappa \)-blob impossible residue sequence.

**Proof.** We can assume that \( t = 1 \) without loss of generality.

Let define \( \lambda = (1^{(n)}, 1^{(0)}, \ldots, 1^{(0)}) \) and \( t \) the only possible standard tableau with shape \( \lambda \), that is

\[
t(t) = (r, 1, 1), \quad 1 \leq r \leq n.
\]

Is not difficult to see that the blob-addable nodes of \( t \) are \((n + 1, 1, 1), (1, 1, 2), (1, 1, 3), \ldots, (1, 1, l)\), then the set of residues for blob-addable nodes is given by \( \{i_n - 1, \kappa_2, \ldots, \kappa_l\} \). By our assumption on \( j \) we conclude that \( j \) is \( \kappa \)-blob impossible residue sequence.

(Note that corollary 2.12 implies that our argument is enough to conclude the assertion of this corollary.) \hfill \Box

**Corollary 2.14.** Let \( t \in \{1, \ldots, l\} \). If \( \bar{i} = (i_1, i_2, \ldots, i_n) \) is the residue sequence given by:

\[
i_r = \kappa_i - 1 - r \pmod{e},
\]

and \( j \in \{\kappa_s: s \neq t\} \) then \( j = (i_1, \ldots, i_n, j, j + 1, j + 1) \) is a \( \kappa \)-blob impossible residue sequence.

**Proof.** We can assume that \( t = 1 \) and \( j = \kappa_2 \) without loss of generality.

If \( j = i_n - 1 \), then define \( \lambda = (1^{(n+1)}, 1^{(1)}, 1^{(0)}, \ldots, 1^{(0)}) \), and \( t: \{1, \ldots, n + 2\} \to |\lambda| \) given by:

\[
t(k) = \begin{cases} (k, 1, 1) & \text{if } 1 \leq k \leq n \\ (1, 1, 2) & \text{if } k = n + 1 \\ (k + 1, 1, 1) & \text{if } k = n + 2 \end{cases}
\]

Then \( t \) is an standard \((n + 2)\)-tableau with shape \( \lambda \). Note that the blob-addable nodes of \( t \) are:

\((k + 2, 1, 1), (2, 1, 2), (1, 1, 3), \ldots, (1, 1, l)\)

and their corresponding residues are:

\(j, j - 1, \kappa_3, \ldots, \kappa_l\).

By strong adjacency-freeness of \( \kappa \) we have that \( j + 1 \) is not in the set of residues for blob-addable nodes of \( t \), then \( j \) is \( \kappa \)-blob impossible (corollary 2.12).

If \( j + 1 \neq i_n - 1 \) then let \( \lambda = (1^{(n)}, 1^{(1)}, 1^{(0)}, \ldots, 1^{(0)}) \), and \( t: \{1, \ldots, n + 1\} \to |\lambda| \), given by

\[
t(k) = \begin{cases} (k, 1, 1) & \text{if } 1 \leq k \leq n \\ (1, 1, 2) & \text{if } k = n + 1 \end{cases}
\]

Then \( t \) is an standard \((n + 1)\)-tableau with shape \( \lambda \). Note that the blob-addable nodes of \( t \) are in this case:

\((k + 1, 1, 1), (2, 1, 2), (1, 1, 3), \ldots, (1, 1, l)\)

and their corresponding residues are:

\(i_n - 1, j - 1, \kappa_3, \ldots, \kappa_l\).

By strong adjacency-freeness of \( \kappa \) we have that \( j + 1 \) is not in the set of residues for blob-addable nodes of \( t \), then \( j' = (i_1, \ldots, i_n, j, j + 1) \) is \( \kappa \)-blob impossible and so is \( j \). (corollary 2.12 and lemma 2.9). \hfill \Box
Corollary 2.15. Let \( s, t \in \{1, \ldots, l\} \) with \( s \neq t \) and \( \mathbf{j} = (j_1, j_2, \ldots, j_n) \), the residue sequence given by:

\[
    j_r = \begin{cases} 
    \kappa_s & \text{if } r = 1 \\
    \kappa_t - 2 - r & \text{if } r > 1 
    \end{cases}
\]

Then the residue sequence \( \mathbf{i} = (j_1, \ldots, j_n, \kappa_s - 1, \kappa_s, \kappa_s) \) is a \( \kappa \)-blob impossible residue sequence.

Proof. We can assume that \( t = 1 \) and \( s = 2 \), without loss of generality.

We have two cases:

1. If \( j_n = \kappa_2 + 1 \). In this case we define the standard \((n + 2)\)-tableau \( \mathbf{t} \) as follows:

\[
    \mathbf{t}(r) = \begin{cases} 
    (1, 1, 2) & \text{if } r = 1 \\
    (2, 1, 2) & \text{if } r = n + 1 \\
    (n, 1, 1) & \text{if } r = n + 2 \\
    (r - 1, 1, 1) & \text{if } 1 < r < n + 1 
    \end{cases}
\]

then the set of blob-addable node of \( \mathbf{t} \) is: \( (n + 1, 1, 1), (3, 1, 2), (1, 1, 3), \ldots, (1, 1, l) \), and the corresponding set of residues is: \( \kappa_3 - 1, \kappa_2 - 2, \kappa_3, \ldots, \kappa_l \). The strong adjacency-freeness of \( \kappa \) implies that the sequence \( \mathbf{j} \) is a \( \kappa \)-blob impossible residue sequence.

2. If \( j_n \neq \kappa_2 + 1 \). In this case we define the standard \((n + 1)\)-tableau \( \mathbf{t} \) as follows:

\[
    \mathbf{t}(r) = \begin{cases} 
    (1, 1, 2) & \text{if } r = 1 \\
    (2, 1, 2) & \text{if } r = n + 1 \\
    (r - 1, 1, 1) & \text{if } 1 < r < n + 1 
    \end{cases}
\]

then the set of blob-addable node of \( \mathbf{t} \) is: \( (n, 1, 1), (3, 1, 2), (1, 1, 3), \ldots, (1, 1, l) \), and the corresponding set of residues is: \( j_n - 1, \kappa_2 - 2, \kappa_3, \ldots, \kappa_l \). The strong adjacency-freeness of \( \kappa \) implies that the sequence \( \mathbf{j} \) is a \( \kappa \)-blob impossible residue sequence.

\( \square \)

3 Generalized Blob Algebras

3.1 Definition

A Khovanov-Lauda diagram \( D \), or simply a KL-diagram, on \( m \) strings consists of \( m \) points on each of two parallel edges (the top edge and the bottom edge) and \( m \) strings connecting the points of the top edge with the points of the bottom edge. Strings may intersect, but triple intersections are not allowed. Each string may be decorated with a finite number of dots, but dots cannot be located on the intersection of two strings. Finally, each string is labelled with an element of \( I_e \). This defines two residue sequences \( t(D), b(D) \in I_e^m \) (top and bottom) associated with the diagram \( D \) obtained by reading the residues of the extreme points from left to right.

In a KL-diagram we say that two strings are sisters if they have the same label or we say that they are cousins if their labels differ in one. We say that two strings are not relatives if they are not sisters nor cousins.

For example, let \( e = 5 \) and \( m = 9 \). Let \( D \) be the following KL-diagram:
then \( b(D) = (2, 1, 4, 1, 4, 0, 2, 3, 0) \) and \( t(D) = (1, 2, 0, 0, 4, 4, 2, 1, 3) \).

The generalized blob algebra \( B_m = B^F_{l,m}(\kappa, e) \) is the \( F \)-vector space consisting of all \( F \)-linear combinations of KL-diagrams on \( m \) strings, modulo planar isotopy and modulo the following relations:

1. 

\[
\begin{array}{|c|c|c|}
\hline
i_1 & i_2 & \cdots \\
\hline
\end{array} = 0 \quad \text{if} \quad i_1 \notin \{\kappa_1, \ldots, \kappa_l\}
\]  

(3.1.1)

2. 

\[
\begin{array}{|c|c|c|}
\hline
i_1 & i_2 & i_m \\
\hline
\end{array} = 0 \quad \text{if} \quad i_2 = i_1 + 1
\]

(3.1.2)

3. 

\[
\begin{array}{|c|c|c|}
\hline
i_1 & i_2 & \cdots \\
\hline
\end{array} = 0
\]

(3.1.3)

4. 

\[
\begin{array}{|c|c|c|}
\hline
i & j & i \\
\hline
\end{array} = -\delta_{ij} \begin{array}{|c|c|}
\hline
i & j \\
\hline
\end{array}
\]

(3.1.4)

5. 

\[
\begin{array}{|c|c|c|}
\hline
i & j & i \\
\hline
\end{array} = -\delta_{ij} \begin{array}{|c|c|}
\hline
i & j \\
\hline
\end{array}
\]

(3.1.5)

where \( \delta_{ij} \) is the usual Kronecker’s delta function.

6. 

\[
\begin{array}{|c|c|c|}
\hline
i & j & k \\
\hline
\end{array} = +\alpha \begin{array}{|c|c|}
\hline
i & j \\
\hline
\end{array}
\]

(3.1.6)

where

\[
\alpha = \begin{cases} 
-1 & \text{if } i = k = j - 1 \\
1 & \text{if } i = k = j + 1 \\
0 & \text{otherwise}
\end{cases}
\]
\begin{equation}
\beta_{i,j} = 1 \quad \text{if} \quad |i-j| > 1
\end{equation}

and

\begin{equation}
\gamma_{i,j} =
\begin{cases}
1 & \text{if} \quad j = i + 1 \\
-1 & \text{if} \quad j = i - 1 \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

Multiplication of two diagrams $D$ and $D'$ is defined by vertical concatenation with $D$ above of $D'$ if $b(D) = t(D')$. If $b(D) \neq t(D')$ the product is defined to be zero. The product is extended by linearity to the rest of elements.

There is an alternative definition for $B_m$, in terms of generators $e(i)$, $\psi_j$, $y_j$ and relations (see [15] for example). The connection between generators and diagrams is given as follows:

\begin{equation}
e(i) = \begin{array}{cccccccc}
i_1 & \cdots & i_m \\
i_1 & \cdots & i_m
\end{array}
\end{equation}

\begin{equation}
y_r e(i) = \begin{array}{cccccccc}
i_1 & \cdots & i_m \\
i_1 & \cdots & i_m
\end{array}
\end{equation}

\begin{equation}
\psi_r e(i) = \begin{array}{cccccccc}
i_1 & \cdots & i_m \\
i_1 & \cdots & i_m
\end{array}
\end{equation}

For the rest of this article we will refer to generators $e(i)$ as idempotents, generators $y_r$ as dots and generators $\psi_r$ as crosses.

We denote by $*$ the anti-involution of $B_m$, defined on diagrams as vertical flip and extended by linearity. We also have the following degree function on generators:

\begin{equation}
\deg e(i) = 0, \quad \deg y_r = 2, \quad \deg \psi_r e(i) =
\begin{cases}
1 & \text{if} \quad i_r \neq i_{r+1} \pm 1 \\
-2 & \text{if} \quad i_r = i_{r+1} \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

We next recall some useful relations that can be derived directly from the definitions (details in [17]):

\begin{equation}
\begin{array}{ccc}
i & \cdots & i_i \\
i & \cdots & i_i
\end{array}
= 1
\end{equation}

\begin{equation}
\begin{array}{ccc}
i & \cdots & i_i \\
i & \cdots & i_i
\end{array}
= 0
\end{equation}

where $|i-k| > 1$ and $|i-j| = 1$ (the positive sign appears when $j = i - 1$ and the negative sign when $j = i + 1$.)

\begin{equation}
\begin{array}{ccc}
i & \cdots & i_i \\
i & \cdots & i_i
\end{array}
= \pm
\end{equation}

\begin{equation}
\begin{array}{ccc}
i & \cdots & i_i \\
i & \cdots & i_i
\end{array}
= \pm
\end{equation}
If \( k = i + 1 \) and \( j = i - 1 \) then we have

\[
\begin{bmatrix}
  \cdots & i & i & k & i \\
  \cdots & i & k & i & i \\
  \cdots & i & j & i & i \\
  \cdots & i & j & i & i 
\end{bmatrix}
\]

The following definition will be very useful for the rest of the article:

**Definition 3.1.** For each \( 1 \leq r \leq m \) we define the element

\[
L_r = \begin{cases} 
  -y_1 & \text{if } r = 1 \\
  y_{r-1} - y_r & \text{if } r > 1.
\end{cases}
\]

(3.1.12)

### 3.2 A Graded Cellular basis for \( \mathcal{B}_m \).

In this section we shall refer to the concepts of Cellular basis defined by Graham and Lehrer (see [10]) and Graded Cellular basis defined by Hu and Mathas (see [12]).

The next lemma comes from [12], (this is indeed an adapted version for generalized blob algebras, see [17] for details):

**Lemma 3.2.** Given a residue sequence \( i \in \mathcal{I}_m \) such that the corresponding idempotent \( e(i) \in \mathcal{B}_m \) is not zero. Then \( i = i^t \) for some one-column standard tableau \( t \).

**Corollary 3.3.** If \( i \) is a \( \kappa \)-blob impossible residue sequence, then \( e(i) = 0 \) in \( \mathcal{B}_m \).

We can associate to each tableau \( t \) an element \( \Psi^\lambda_t \in \mathcal{B}_m \), as follows:

Let \( d(t) \in \mathcal{S}_m^\ast \) be the official reduced word of \( d(t) \) (see section 2.2). If \( d(t) = s_{j_1} \cdots s_{j_r} \), then we define:

\[
\Psi^\lambda_t = e_\lambda \psi_{j_1} \cdots \psi_{j_r}.
\]

(3.2.1)

Moreover given two tableaux \( s, t \in \text{Std}(\lambda) \), we define the element \( \Psi^\lambda_{s,t} \in \mathcal{B}_m \), as follows:

\[
\Psi^\lambda_{s,t} = (\Psi^\lambda_s)^* \Psi^\lambda_t.
\]

(3.2.2)

The following is the main result of [17]

**Theorem 3.4.** The set

\[
\{ \Psi^\lambda_{s,t} : s, t \in \text{Std}(\lambda), \lambda \in \text{Par}_{1,m} \}
\]

is a graded cellular basis of \( \mathcal{B}_m \) under the order \( \succ \) and the degree function defined by \( \text{deg}(t) = \text{deg}(\Psi^\lambda_t) \).

As was mentioned in remark 2.2 the construction of the cellular basis of [17] was obtained using the (original) concept of strong adjacency-freeness. Although in this article we are using a modified version of this concept, this new version is absolutely compatible with all the results of [17].

### 3.3 Idempotent truncations of \( \mathcal{B}_m \)

By lemma 3.2 we have that

\[
\mathcal{B}_m = \bigoplus_{i,j} c(i)\mathcal{B}_m c(j)
\]

where the direct sum runs over the set of all pairs \( i, j \) of \( \kappa \)-blob possible residue sequences, and

\[
c(i)\mathcal{B}_m c(j) = \{ c(i)ae(j) : a \in \mathcal{B}_m \}.
\]

In particular if \( i = j \), the subspace \( c(i)\mathcal{B}_m c(i) \) is indeed an algebra contained in \( \mathcal{B}_m \) (note that they do not share the same identity element).
For each $\kappa$-blob possible residue sequence $\mathbf{i} \in I_m^n$, we denote $B_m(\mathbf{i}) = e(\mathbf{i})B_m\epsilon(\mathbf{i})$. We say that $B_m(\mathbf{i})$ is an algebra obtained by an idempotent truncation from $B_m$ or simply an idempotent truncation of $B_m$. If we denote by $\text{Std}(\mathbf{i})$ the set of all standard tableaux $\mathbf{t}$ (any shape) such as $\mathbf{t}^i = \mathbf{i}$, and we denote $\text{Std}_\lambda(\mathbf{i}) = \text{Std}(\lambda) \cap \text{Std}(\mathbf{i})$. Then it comes directly from theorem 3.4 that:

Corollary 3.5. The set
\[
\{ \Psi^\lambda_{\mathbf{t}, \mathbf{s}} : \mathbf{t}, \mathbf{s} \in \text{Std}_\lambda(\mathbf{i}), \lambda \in \text{Par}_{1,m}^\lambda \}
\]
is a graded cellular basis for $B_m(\mathbf{i})$.

Proof. In [16] there is a proof for certain particular cases in level $l = 2$. The general case is obtained analogously. □

4 The fundamental vertical truncation of $B_m$

We are interested in the study of an idempotent truncation $B_m(\mathbf{i})$ of $B_m$, corresponding to a particular residue sequence $\mathbf{i}$ that we call the fundamental vertical sequence. More precisely we are interested in the study of a particular commutative subalgebra of $B_m(\mathbf{i})$. (later in section 5).

4.1 The fundamental vertical sequence

For the rest of the article, unless otherwise indicated, we will assume that $m = \epsilon + ke$ for certain positive integer $k > 1$.

If $\kappa = (\kappa_1, \ldots, \kappa_l)$, we define the fundamental vertical sequence as
\[
\mathbf{i} = (i_1, \ldots, i_m), \quad \text{where} \quad i_j = \kappa_1 - j + 1 \mod e.
\]

(4.1.1)

The fundamental vertical residue sequence $\mathbf{i}$ is $\kappa$-blob possible. To see this, note that $\mathbf{i} = \mathbf{i}^\epsilon$, where $\mathbf{t} = \mathbf{t}^\kappa$ and $\lambda = (1^{(im)}, 0, \ldots, 0)$.

We define the following numbers:
\[
\begin{align*}
\epsilon &= \hat{k}_1 - \hat{k}_l + e \\
b_j &= \hat{k}_{l-j} - \hat{k}_{l-j-1} & \quad \text{if} & \quad 0 \leq j \leq l - 3 \\
b_{l-2} &= \hat{k}_2 - \hat{k}_l + e
\end{align*}
\]

(4.1.2)

(Recall that the representatives $\hat{k}_1, \ldots, \hat{k}_l$ satisfy the following relation $\hat{k}_1 < \hat{k}_2 \cdots < \hat{k}_l < \hat{k}_1 + e$).

We also define recursively the following numbers:
\[
\begin{align*}
m_{(1,0)} &= \epsilon + 1 \\
m_{(1,j)} &= m_{(1,j-1)} + b_{j-1} & \quad 1 \leq j \leq l - 2
\end{align*}
\]

(4.1.3)

and more generally
\[
m_{(r,j)} = m_{(r-1,j)} + e & \quad 0 \leq j \leq l - 2, \quad 1 < r \leq k
\]

(4.1.4)

Now we define the following intervals of integer numbers, that we call blocks:
\[
\begin{align*}
N &= [1 : \epsilon] \\
B_{(r,j)} &= [m_{(r,j)} : m_{(r,j+1)} - 1] & \quad 0 \leq j \leq l - 2, \quad 1 \leq r \leq k \\
B_{(r,l-2)} &= [m_{(r,l-2)} : m_{(r+1,0)} - 1] & \quad 1 \leq r < k
\end{align*}
\]

(4.1.5)

The set of blocks $B_{(r,j)}$ is totally ordered by the relation $\succ$ given by:
\[
B_{(r,j)} \succ B_{(r',j')} \text{ if and only if } m_{(r,j)} > m_{(r',j')}
\]

The restriction of $\mathbf{i} = (i_1, \ldots, i_m)$ to the different blocks is given by:
By definition

\[ \mathbf{i} \mid N = (i_1, \ldots, i_e) \]

\[ \mathbf{i} \mid (B_{(r,j)}) = (i_a, \ldots, i_b) \quad \text{where} \quad B_{(r,j)} = [a : b] \]

It is not difficult to see that \( \mathbf{i} \mid (B_{(r,j)}) = \mathbf{i} \mid (B_{(r',j')}) \) if and only if \( j = j' \).

**Example 4.1.** If \( e = 13, l = 4, m = 32 \) and \( \kappa = (0, 2, 5, 7) \) then \( \epsilon = 6, b_0 = 2, b_1 = 3, b_2 = 8, m_{(1,0)} = 7, m_{(1,1)} = 12, m_{(1,2)} = 20, m_{(1,3)} = 20, m_{(1,4)} = 22, m_{(1,5)} = 25 \). Then blocks are \( N = [1 : 6], B_{(1,0)} = [7 : 8], B_{(1,1)} = [9 : 11], B_{(1,2)} = [12 : 19], B_{(2,0)} = [20 : 21], B_{(2,1)} = [22 : 24], B_{(2,2)} = [25 : 32] \).

It will be useful for small cases of \( l \) to add colors on residues in order to identify different blocks \( B_{(r,j)} \) with the same index \( j \). In this case \( \mathbf{i} \mid N = (0, 12, 11, 10, 9, 8), \mathbf{i} \mid B_{(1,0)} = \mathbf{i} \mid B_{(2,0)} = (7, 6), \mathbf{i} \mid B_{(1,1)} = \mathbf{i} \mid B_{(2,1)} = (5, 4, 3), \mathbf{i} \mid B_{(1,2)} = \mathbf{i} \mid B_{(2,2)} = (2, 1, 0, 12, 11, 10, 9, 8) \).

Therefore

\[ \mathbf{i} = (0, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0, 12, 11, 10, 9, 8) \]

**Lemma 4.2.**

\[ \sum_{j=0}^{l-2} b_j = e \]

**Proof.** It follows directly, applying a telescopic argument in the sum.

**Lemma 4.3.** Let \( \mathbf{i} = (i_1, \ldots, i_m) \), then:

1. \( i_s = \kappa_1 \) if and only if \( s = 1 + he \) for some \( 0 \leq h < k \).

2. \( i_s \in \{\kappa_2, \ldots, \kappa_l\} \) if and only if \( s = m_{(r,j)} \), for some pair \( (r, j) \) such that \( 1 \leq r \leq k \) and \( 0 \leq j \leq l - 2 \).

Moreover if \( s = m_{(r,j)} \), then \( i_s = \kappa_{l-j} \).

**Proof.** By definition \( i_s = \kappa_1 - s + 1 \mod e \), then \( \mathbf{i} \) is periodic with period \( e \), in the sense that \( i_{j + e} = i_j \mod e \), for all \( j \). Moreover \( i_s = i_{s'} \) if and only if \( s = s' \mod e \). Therefore we have

1. \( i_s = \kappa_1 \) if and only if \( s = 1 \mod e \), that is \( s = 1 + he \) for some \( 0 \leq h < k \).

2. If \( s = m_{(r,j)} \), then \( i_s = i_{m_{(1,j)}} \) (see equation 4.1.4).

If \( j = 0 \), then

\[ i_s = i_{s+1} = \kappa_1 - (\tilde{\kappa}_1 - \tilde{\kappa}_l + e + 1) + 1 = \kappa_l \mod e. \]

If \( 0 < j \leq l - 2 \) then \( i_s = i_{s'} \) where

\[ s' = m_{(1,j)} = m_{(1,0)} + \sum_{t=0}^{j-1} b_t = m_{(1,0)} + \sum_{t=0}^{j-1} (\tilde{\kappa}_{l-t} - \tilde{\kappa}_{l-t+1}) \]

by a telescopic argument we obtain:

\[ s' = \epsilon + 1 + \tilde{\kappa}_1 - \tilde{\kappa}_{l-j} = \kappa_1 - \kappa_l + e + 1 + \kappa_l - \kappa_{l-j}, \]

therefore

\[ i_s = \kappa_1 - s' + 1 = \kappa_{l-j} \mod e. \]
4.2 Tableaux defined by blocks

In this subsection we describe the set \( \text{Std}(\bar{\mathfrak{t}}) \). Recall that we are considering \( m \) with the form \( m = \epsilon + k\epsilon \), for some \( k \in \mathbb{Z}^+ \).

In the set of nodes \( \mathbb{N} \times \{1\} \times \{1,\ldots,l\} \) we define certain subsets that we call \textit{Blocks of nodes}:

We define the block of nodes \([N]\) as:

\[
[N] = \{(r, 1, 1) : 1 \leq r \leq \epsilon \}
\]  

(4.2.1)

For each \( 0 \leq j \leq l - 2 \), we define the blocks of type \( j \) as any set of nodes of the form:

\[
\{(r, 1, h) : x \leq r \leq x + b_j - 1; \text{res}(x, 1, h) = \kappa_{l-j}\}
\]  

(4.2.2)

We denote any of these blocks by \( B^{(j)} \).

Note that if \( \text{res}(B^{(j)}) \) denotes the sequences of residues of the nodes (ordered from top to bottom) in \( B^{(j)} \), then \( \text{res}(B^{(j)}) = \bar{\mathfrak{t}}|_{B(1,j)} \). We also have \( \text{res}([N]) = \bar{\mathfrak{t}}|_N \).

\[\text{Lemma 4.4.}\]

If \( \mathfrak{t} \in \text{Std}(\bar{\mathfrak{t}}) \), then:

1. \( \mathfrak{t}(N) = [N] \)
2. \( \mathfrak{t}(B_{(r,j)}) \) is a block of type \( j \).

\[\text{Proof.}\]

Recall that \( \kappa = (\kappa_1,\ldots,\kappa_l) \) is a strongly adjacency-free multicharge, and \( \bar{\mathfrak{t}}|_N = (\kappa_1,\kappa_1-1,\ldots,\kappa_l-1) \).

If \( \mathfrak{t} \in \text{Std}(\bar{\mathfrak{t}}) \) then:

1. \( \mathfrak{t}(1) = (1, 1, h) \), since \( \mathfrak{t} \) is standard. But \( \text{res}(1, 1, h) = \kappa_1 \) if and only if \( h = 1 \), then \( \mathfrak{t}(1) = (1, 1, 1) \).

Analogously \( \mathfrak{t}(2) = (2, 1, 1) \), since this is the only addable node \( \gamma \) of \( \mu_1 = (1^{(1)},1^{(0)},\ldots,1^{(0)}) \) with \( \text{res}(\gamma) = \kappa_1 - 1 \). Following in this way we can see that for each \( 1 \leq s \leq \epsilon \) there is only one possible node \( \gamma \) such that \( \mathfrak{t}(s) = \gamma \), that is \( \gamma = (s, 1, 1) \). Then we conclude that \( \mathfrak{t}(N) = [N] \).

2. Since \( \mathfrak{t} \in \text{Std}(\bar{\mathfrak{t}}) \), we have for \( s = m_{(r,j)} \) that \( i_s = \kappa_{l-j} \) (lemma 4.3) if \( \mathfrak{t}(s) = \gamma \) for some node \( \gamma \) such that \( \text{res}(\gamma) = \kappa_{l-j} \). By definition, \( \gamma \) is the first (highest) node on a block of type \( j \).

In particular for \( s = m_{(1,0)} \) there are exactly two possible addable nodes of \( \mu = (1^{(1)},1^{(0)},\ldots,1^{(0)}) \), with residue equal to \( i_s = \kappa_l \), they are \( \gamma_1 = (m_{(1,0)},1,1) \) and \( \gamma_2 = (1,1,l) \). If \( \mathfrak{t}(s) = \gamma_1 \) then the images (under \( \mathfrak{t} \)) of the elements of the block \( B_{(1,0)} \) are totally determined:

If \( a = s + \delta \in B_{(1,0)} \) then \( \mathfrak{t}(a) = (s+\delta,1,1) \), and:

\[
\mathfrak{t}(B_{(1,0)}) = \{(r,1,1) : r \in B_{(1,0)}\},
\]

and this is a block of type 0.

Analogously, if \( \mathfrak{t}(s) = \gamma_2 \) then the images (under \( \mathfrak{t} \)) of the elements of the block \( B_{(1,0)} \) are totally determined:

If \( a = s + \delta \in B_{(1,0)} \) then \( \mathfrak{t}(a) = \{(1+\delta,1,1)\} \), and:

\[
\mathfrak{t}(B_{(1,0)}) = \{(r,1,l) : 1 \leq r < m(1,1)\},
\]

and this is a block of type 0.

If \( s = m_{(1,j)} \) with \( j > 0 \) and we assume that for each \( 1 \leq j' < j \) we have that \( \mathfrak{t}(B_{(1,j')}) \) is a block of type \( j' \). Then there are exactly two addable nodes of \( \mu = \text{shape}(\mathfrak{t}|_{m_{(1,j-1)}}) \) with residue equal to \( \kappa_{l-j} \). They are, \( \gamma_1 \), the one below of the block \( B^{(j-1)} \) corresponding to \( \mathfrak{t}(B_{(1,j-1)}) \) and \( \gamma_2 = (1,1,l-j) \). Any other addable node of \( \mu \) has residue equal to \( \kappa_x \) with \( x \neq l-j \).

For any choice we take for \( \mathfrak{t}(s) \), the rest of the images for elements of the block \( B_{(1,j)} \) will be forced to complete the block of type \( j \) whose \textit{first} node is the chosen one for \( \mathfrak{t}(s) \). Then \( \mathfrak{t}(B_{(1,j)}) \) is a node of type \( j \).

Finally if \( s = m_{(r,j)} \) with \( r > 1 \) and \( 0 \leq j \leq l-2 \) and we assume that for any block \( B_{(r,j')} \) such that \( B_{(r,j)} > B_{(r,j')} \) we have that \( \mathfrak{t}(B_{(r,j')}) \) is a block of type \( j' \). Then for \( \mathfrak{t}(s) \) there are two possible addable nodes of \( \mu = \text{shape}(\mathfrak{t}|_{s-1}) \) with residue \( \kappa_{l-j} \). Let’s call them \( \gamma_1 \) and \( \gamma_2 \) respectively. They depend on the two following situations:
(a) If \( j = 0 \) we have that \( \gamma_1 \) is the addable node below to \( t(B_{(r-1,l-2)}) \) and \( \gamma_2 \) could be either, equal to \((m_{(1,0)},1,1)\) (if it haven't been used yet) or is an addable node below to some block \( B^{(l-2)} \) used by \( t(B_{(r',l-2)}) \) for some \( r' < r - 1 \).

(b) If \( j > 0 \) we have that \( \gamma_1 \) is the addable node below to \( t(B_{(r,j-1)}) \) and \( \gamma_2 \) could be either, equal to \((1,1,l-j)\) (if it haven't been used yet) or is an addable node below to some block \( B^{(j-1)} \) used by \( t(B_{(r',j-1)}) \) for some \( r' < r - 1 \).

In any case, given a choice for \( t(s) \) the rest of the block \( B_{(r,j)} \) will be totally determined as above. Then \( t(B_{(r,j)}) \) is a block of type \( j \).

\[ \square \]

**Corollary 4.5.** Let \( t \in \text{Std}(\tilde{\xi}) \), \( 1 \leq r \leq k, 0 \leq j \leq l - 2 \) and \( a = m_{(r,j)} - 1 \). Then the set of residues of the addable nodes for \( t|_a \) is equal to \( \{\kappa_2, \ldots, \kappa_l\} \). Moreover, there are exactly two addable nodes for \( t|_a \) with residue equal to \( \kappa_l \) and exactly one with residue \( \kappa_i \), for each \( i \neq 1, l - j \).

By corollary 4.5, in the process of building a tableau in \( \text{Std}(\tilde{\xi}) \) there are relevant steps where we have to chose between two nodes with the same residue. We can differentiate them as the highest and lowest with respect to the order \( \succ \). The other steps are totally determined by the residue sequence \( \tilde{\xi} \) and our previous choices. Therefore we introduce the following notation:

**Definition 4.6.** Let

\[ M = \{m_{(r,j)} : 1 \leq r \leq k; 0 \leq j \leq l - 2\}. \]

For any subset \( A \subset M \) we define the tableaux \( t(A) \) as follows:

1. If \( A = \emptyset \), we define \( t(A) \) as the only possible standard tableaux of shape \( \lambda = (1^{(m)},0,0,\ldots,0) \).
2. If \( A \neq \emptyset \), we define \( t(A) \) recursively:
   
   (a) \( t(A)(N) = [N]. \)
   
   (b) If \( a = m_{(r,j)} \in A \), then \( t(A)(a) \) is defined as the highest addable node of \( t(A)|_{a-1} \) with residue \( i_a \). Otherwise, if \( a = m_{(r,j)} \notin A \), then \( t(A)(a) \) is defined as the lowest addable node of \( t(A)|_{a-1} \) with residue \( i_a \).
   
   (c) If \( a > \epsilon \) and \( a \neq m_{(r,j)} \) for any pair \((r,j)\), then \( t(A)(a) \) is totally determined by the nodes \( t(A)(m_{(r,j)}) \) with \( m_{(r,j)} < a \).

We also introduce the following notation:

Let \( 1 \leq r \leq k, 0 \leq j \leq l - 2 \), let \( M_{m_{(r,j)}} = \{m_{(s,t)} : m_{(s,t)} \leq m_{(r,j)}\} \), then we define:

\[ t_{(r,j)} = \text{std}(M_{m_{(r,j)}}), \quad \lambda_{(r,j)} = \text{shape}(t_{(r,j)}), \quad t^{(r,j)} = t^{\lambda_{(r,j)}}. \]

**Example 4.7.** If \( e = 13, l = 4 \) \( \kappa = (0, 4, 6, 10) \) and \( m = 29 \) then:

\[ \begin{array}{cccccccc}
| & 10 & 4 & 21 & 6 & 4 & 10 \\
\hline
2 & 0 & 11 & 22 & 2 & 7 & 5 \\
3 & 12 & 23 & 6 & & & \\
7 & 14 & 25 & & & & \\
13 & 15 & 26 & & & & \\
19 & 20 & & & & & \\
29 & & & & & & & \\
\end{array} \]

\[ \begin{array}{cccccccc}
| & 10 & 4 & 21 & 6 & 4 & 10 \\
\hline
2 & 0 & 11 & 22 & 2 & 7 & 5 \\
3 & 12 & 23 & 6 & & & \\
7 & 14 & 25 & & & & \\
13 & 15 & 26 & & & & \\
19 & 20 & & & & & \\
29 & & & & & & & \\
\end{array} \]

**Corollary 4.8.** Let \( n = k(l - 1) \) then

\[ |\text{Std}(\tilde{\xi})| = 2^n. \]

**Proof.** By lemma 4.4 corollary 4.5 and definition 4.6 the assignment \( A \mapsto t(A) \) define a bijection between the power set of \( M = \{m_{(r,j)} : 1 \leq r \leq k, 0 \leq j \leq l - 2\} \) and \( \text{Std}(\tilde{\xi}) \). \( \square \)
4.3 The fundamental vertical truncation and its cellular basis

We define the fundamental vertical truncation of $B_m$ as the algebra $B_m(\hat{t})$ obtained by idempotent truncation with respect to the fundamental vertical sequence $\hat{t}$.

The following is a particular case of corollary \ref{corollary:dim_Bm}.

**Corollary 4.9.** The set

$$\{ \Psi^\lambda_{t,s} : t, s \in \text{Std}_\lambda(\hat{t}), \lambda \in \text{Par}^1_{i,m} \}$$

is a graded cellular basis for $B_m(\hat{t})$.

In particular we have

**Corollary 4.10.**

$$\dim(B_m(\hat{t})) = \sum_{\lambda \in \text{Par}^1_{i,m}} |\text{Std}_\lambda(\hat{t})|^2.$$ 

Following the notation introduced in definition \ref{definition:vertical_truncation} we define:

**Definition 4.11.** Let $1 \leq r \leq k$, $0 \leq j \leq l - 2$. For each pair $(s, t)$ such that $m_{(s,t)} \leq m_{(r,j)}$ we define the tableau $s_{(r,j)}^{(s,t)}$ as follows:

1. If $a = m_{(s,t)} - 1$, then
   $$s_{(r,j)}^{(s,t)}|_a = t_{(r,j)}|_a.$$

2. The restricted function $s_{(r,j)}^{(s,t)} : \{ m_{(s,t)}, \ldots, m \} \to [\lambda_{(r,j)}]$ is strictly decreasing with respect to the order $\triangleright$ on nodes in $[\lambda_{(r,j)}]$.

We also define the elements $H_{(r,j)}^{(s,t)} \in \mathfrak{S}_m$ and $T_{(r,j)}^{(s,t)} \in B_m$ respectively as follows:

$$H_{(r,j)}^{(s,t)} = d(s), \quad T_{(r,j)}^{(s,t)} = \Psi^\lambda_{s,t}, \quad \text{where } s = s_{(r,j)}^{(s,t)}.$$ 

Finally, if $m_{(s,t)} > m_{(1,0)}$, we define the elements $T_{(r,j)}^{(s,t)} \in \mathfrak{S}_m$ and $T_{(r,j)}^{(s,t)} \in B_m$ respectively by:

$$H_{(r,j)}^{(s,t)} = H_{(r,j)}^{(u,v)} T_{(r,j)}^{(s,t)}, \quad H_{(r,j)}^{(s,t)} = H_{(r,j)}^{(u,v)} T_{(r,j)}^{(s,t)},$$

where $m_{(u,v)}$ is the antecessor of $m_{(s,t)}$ in $M_{m_{(r,j)}}$.

By definition of the official reduced word of $d(t)$ for one-column tableaux, given in section \ref{section:reduced_word}, all the equations given in definition \ref{definition:vertical_truncation} are consistent.

By definition, it is clear that:

$$s_{(r,j)}^{(r,j)} = t_{(r,j)}, \quad H_{(r,j)}^{(r,j)} = d(t_{(r,j)}), \quad H_{(r,j)}^{(r,j)} = \Psi^\lambda_{t(r,j)},$$

**Lemma 4.12.** Let $1 \leq r \leq k$ and $0 \leq j \leq l - 2$. Then we have

$$d(t_{(r,j)}) = H_{(r,j)}^{(1,0)} \left( \prod_{m_{(1,0)} \leq m_{(s,t)} \leq m_{(r,t)}} T_{(r,j)}^{(s,t)} \right)$$

and

$$\Psi^\lambda_{t(r,j)} = H_{(r,j)}^{(1,0)} \left( \prod_{m_{(1,0)} \leq m_{(s,t)} \leq m_{(r,t)}} T_{(r,j)}^{(s,t)} \right).$$

**Proof.** It follows directly from definition \ref{definition:vertical_truncation}. \hfill \Box
Example 4.13. If $e = 13, i = 4, \kappa = (0, 4, 6, 10)$ and $m = 29$ and we take $(r, j) = (2, 2)$ (see equation ??), then with the help of the algorithm described in section 2.2 we can see:

We have added the color blue to highlight a cross between two cousins strings (we will use this convention for the rest of this section). One can check that

$$H^{(1,0)}_{(2,2)} = s_{[4]^{-1}:2} s_{[8:8]}^{-1} s_{[10:13]},$$

$$T^{(1,1)}_{(2,2)} = s_{[5]^{-1}:4} s_{[8:8]}^{-1} s_{[11:15]}^{-1} s_{[16:17]},$$

$$T^{(1,2)}_{(2,2)} = s_{8} s_{10}^{-1},$$

$$T^{(2,0)}_{(2,2)} = s_{[16]^{-1}:14} s_{[20:15]}^{-1} s_{[24:16]},$$

$$T^{(2,1)}_{(2,2)} = s_{17} s_{19} s_{18} s_{[22:21]}^{-1} s_{[25:20]}^{-1},$$

$$T^{(2,2)}_{(2,2)} = s_{[23]^{-1}:21} s_{[25:22]}^{-1}.$$

Lemma 4.14. In the diagrammatic representation of $\Psi_{t^{(r,j)}}$ there are no crosses between sisters strings.

Proof. Following the algorithm described in section 2.2 in each step of the transformation from $t^{(r,j)}$ to $t_{(r,j)}$, when we apply a simple reflection $s_a$ we always move the entry $a$ from a node to a lower node (with respect to the order $\triangleright$.)
By lemma 4.12 and by definition 4.11 we can make this process of transformation progressively locating first the lower entries in their final position and then working with the greater entries.

Let $1 \leq a < b \leq m$ two entries corresponding with two sister nodes in $t_{(r,j)}$. By definition of $t_{(r,j)}$ and $t_{(r,j)}$ we have

$$t_{(r,j)}(a) > t_{(r,j)}(b) \quad \text{and} \quad t_{(r,j)}(a) > t_{(r,j)}(b),$$

this implies that in the whole process, the entry $a$ will never be in a lower node than the entry $b$.

Finally this implies that in the diagrammatic representation of $\Psi_{t_{(r,j)}}^{\gamma}$ the strings corresponding with $a$ and $b$ will not cross each other.

\[ \square \]

**Lemma 4.15.** Let $1 \leq r \leq k$, $0 \leq j \leq l - 2$. Then

$$\Psi_{t_{(r,j)},t_{(r,j)}}^{\gamma} = e(i) \left( \prod_{m(s,t) \leq m_{(r,j)}} L_{m(s,t)} \right).$$

**Proof.** Let $i = t_{(r,j)}^{(s,t)}$.

We first prove the following assertion:

If $m_{(s,t)}, m_{(u,v)} \in M_{m_{(r,j)}}$ are such that $m_{(1,0)} \leq m_{(u,v)} < m_{(s,t)}$ and $m_{(u,v)}$ is the antecessor of $m_{(s,t)}$ in $M_{m_{(r,j)}}$, Then

$$\left( H_{(r,j)}^{(s,t)} \right)^* \left( H_{(r,j)}^{(s,t)} \right)^* = \left( T_{(r,j)}^{(s,t)} \right)^* \left( T_{(r,j)}^{(s,t)} \right)^* e(j) T_{(r,j)}^{(s,t)} \left( \prod_{m(w,x) \leq m_{(u,v)}} L_{m(w,x)} \right),$$

where $j = H_{(r,j)}^{(u,v)} \cdot i$.

We proceed by induction on the numbers $m_{(s,t)} \in M_{m_{(r,j)}}$.

Let $(s, t) = (1, 1)$. Let

$$s = t_{(r,j)}^{(1,1)} H_{(r,j)}^{(1,1)} = t_{(r,j)}^{(1,0)} T_{(r,j)}^{(1,1)} H_{(r,j)}^{(1,0)} T_{(r,j)}^{(1,1)}.$$

By definition of $H_{(r,j)}^{(1,0)}$, in some point of the process of transformation from $t_{(r,j)}$ to $t_{(r,j)}H_{(r,j)}^{(1,0)}$, it will be necessary to apply once a simple reflection between the entries of the cousin nodes $\beta = (\epsilon, 1, 1)$ and $\gamma = (1, 1, l)$ (note that res($\beta$) = res($\gamma$) = $-1 = k_0 - 1$). The rest of the permutations involved in this process will be between not related nodes (lemma 4.14). This implies in the context of the generalized blob algebra that, by relation 3.1.7 we will have:

$$\left( H_{(r,j)}^{(1,0)} \right)^* H_{(r,j)}^{(1,0)} = e(j) L_a$$

for an adequate $a \in \{1, \ldots, m\}$ and where $j = H_{(r,j)}^{(1,0)} \cdot i$.

Therefore, we have

$$\left( H_{(r,j)}^{(1,1)} \right)^* H_{(r,j)}^{(1,1)} = \left( T_{(r,j)}^{(1,1)} \right)^* \left( T_{(r,j)}^{(1,1)} \right)^* e(j) L_a T_{(r,j)}^{(1,1)}$$

By definition of $H_{(r,j)}^{(1,1)}$, we have that $s^{-1}(\gamma) = m_{(1,0)}$ and $s^{-1}(\beta) = m_{(1,0)} - 1$. This implies that

$$T_{(r,j)}^{(1,1)}(a - 1) = m_{(1,0)} - 1, \quad \text{and} \quad T_{(r,j)}^{(1,1)}(a) = m_{(1,0)}.$$

Therefore, by relations 3.1.4, 3.1.5 and 3.1.6 we have:

$$\left( H_{(r,j)}^{(1,1)} \right)^* H_{(r,j)}^{(1,1)} = \left( T_{(r,j)}^{(1,0)} \right)^* e(j) T_{(r,j)}^{(1,0)} L_{m_{(1,0)}}.$$

This is the base of our induction.

Let’s assume now that $m_{(s,t)} > m_{(1,1)}$.

Let

$$s = t_{(r,j)}^{(s,t)} H_{(r,j)}^{(s,t)} = t_{(r,j)}^{(r,j)} H_{(r,j)}^{(u,v)} T_{(r,j)}^{(s,t)}$$

and
By definition 4.11 and inductive hypothesis we have:

\[
(H_{r,j}^{(s,t)})^* H_{r,j}^{(s,t)} = \left(T_{r,j}^{(s,t)}\right)^* \left(T_{r,j}^{(u,v)}\right)^* e(h)T_{r,j}^{(u,v)} \left(\prod_{m(u,v) \leq m_{(u,v)}} L_{m_{(u,v)}}\right) T_{r,j}^{(s,t)},
\]

for an appropriate residue sequence \(h\).

Let \(m_{u,v}\) is the antecessor of \(m_{(u,v)}\) in \(M_{r,j}\).

By definition 4.11 we can see that \(T_{r,j}^{(s,t)}(a) = a\) for each \(a \leq m_{u,v}\). Therefore we have

\[
(H_{r,j}^{(s,t)})^* H_{r,j}^{(s,t)} = \left(T_{r,j}^{(s,t)}\right)^* \left(T_{r,j}^{(u,v)}\right)^* e(h)T_{r,j}^{(u,v)} \left(\prod_{m(u,v) \leq m_{(u,v)}} L_{m_{(u,v)}}\right).
\]

Let's denote by \(B^{(v)}\) and \(B^{(v')}\) the blocks of nodes in \([x_{r,j}]\) corresponding with \(t_{(r,j)}(B_{(u,v)})\) and \(t_{(r,j)}(B_{(u',v')})\) respectively. Let \(\beta\) the lowest node in \(B^{(v')}\) and \(\gamma\) the highest node in \(B^{(v)}\). Note that those nodes are cousins.

By definition 4.11 one can see that in some point of the process of transforming \(t_{(r,j)} H_{r,j}^{(s,t)}\) into \(t_{(r,j)} H_{r,j}^{(s,t)}\) we will be forced to permute once the entries of \(\beta\) and \(\gamma\). The rest of the permutations involved in this process will be between not related nodes (lemma 4.14). This implies that

\[
\left(T_{r,j}^{(u,v)}\right)^* e(h)T_{r,j}^{(u,v)} = e(k)L_a.
\]

where \(k = T_{r,j}^{(u,v)}\), \(h\) and \(a\) is certain number greater that \(m_{(u,v)}\).

Now by definition of \(H_{r,j}^{(s,t)}\) we have that \(s^{-1}(\beta) = m_{(u,v)} - 1\) and \(s^{-1}(\gamma) = m_{(u,v)}\). This implies that

\[
\left(T_{r,j}^{(s,t)}\right)^* e(k)L_a T_{r,j}^{(s,t)} = \left(T_{r,j}^{(s,t)}\right)^* e(k)T_{r,j}^{(s,t)} L_{m_{(u,v)}}.
\]

and therefore

\[
(H_{r,j}^{(s,t)})^* H_{r,j}^{(s,t)} = \left(T_{r,j}^{(s,t)}\right)^* e(k)T_{r,j}^{(s,t)} \left(\prod_{m(u,v) \leq m_{(u,v)}} L_{m_{(u,v)}}\right).
\]

Particularly we have:

\[
\Psi_{r,j}^{\lambda} = \left(H_{r,j}^{(r,j)}\right)^* H_{r,j}^{(r,j)} = \left(T_{r,j}^{(r,j)}\right)^* e(h)T_{r,j}^{(r,j)} \left(\prod_{m(s,t) \leq m_{(r,j)}} L_{m_{(s,t)}}\right),
\]

and under the same arguments as above, we can see that:

\[
\left(T_{r,j}^{(r,j)}\right)^* e(h)T_{r,j}^{(r,j)} \left(\prod_{m(u,v) \leq m_{(r,j)}} L_{m_{(r,j)}}\right) = e(i) \left(\prod_{m(s,t) \leq m_{(r,j)}} L_{m_{(s,t)}}\right).
\]

as desired.

\begin{example}
If \(e = 13, l = 4\) \(\kappa = (0, 4, 6, 10)\) and \(m = 29\) and we take \((r, j) = (2, 2)\), then
\end{example}
If we follow the proof of lemma 4.15, applying relations 3.1.4, 3.1.5, 3.1.6 and 3.1.7 we can see that

\[
(H^{(1,0)}(1,0) \cdot (2,2)) = (H^{(1,0)}(1,0) \cdot (2,2)) =
\]

The next step is:

\[
(H^{(1,1)}(1,1) \cdot (2,2)) = (H^{(1,1)}(1,1) \cdot (2,2)) =
\]

then

\[
(H^{(1,1)}(1,1) \cdot (2,2)) = (T^{(1,1)}(2,2)) = (e(j)T^{(1,1)}(2,2)L_{m(1,0)}).
\]

following in this way, we can see

\[
(H^{(1,2)}(1,2) \cdot (2,2)) = (H^{(1,2)}(1,2) \cdot (2,2)) =
\]

and so on

\[
(H^{(1,2)}(1,2) \cdot (2,2)) = (T^{(1,2)}(2,2)) = (e(h)T^{(1,2)}(2,2)L_{m(1,0)}L_{m(1,1)}).
\]

Then

\[
\Psi^{(1,2)}_{t_{(2,2)}, h_{(2,2)}} = e(\tilde{i})L_{m(1,0)}L_{m(1,1)}L_{m(1,2)}L_{m(2,0)}L_{m(2,1)}L_{m(2,2)}.
\]

5 Gelfand-Tsetlin subalgebra

Lets we denote by \( \mathcal{D} \) the subalgebra of \( \mathcal{B}_m(\tilde{i}) \), generated by the set \( \{y_j e(\tilde{i}) : j = 1, \ldots, m\} \).
By definition of $B_m$, we know that the algebra $D$ is a commutative subalgebra of $B_m(\text{i})$.

From [17] we know that the cellular basis of theorem 3.4 admits a family of Jucys-Murphy elements in the sense of Mathas (see [22]). Particularly if we project this family of elements into $B_m(\text{i})$ we obtain a family of Jucys-Murphy elements $\{J_j : 1 \leq j \leq m\}$, for the algebra $B_m(\text{i})$ with respect to the cellular basis of corollary 4.9. The elements $J_j$ have the form:

$$J_j = (c(j) - y_j)e(\text{i})$$  \hspace{1cm} (5.0.1)

for certain scalars $c(j) \in F$ (see [17]).

Is not difficult to see that the algebra $D$ is also generated by the set

$$\{J_j : j = 1, \ldots, m\}.$$

Following the notation of blocks given in section 4.1, we have:

5.1 An optimized set of generators

Following the notation of blocks given in section 4.1 we have:

**Lemma 5.1.** If $z \in N$ then

$$y_z e(\text{i}) = 0.$$

**Proof.** We proceed by induction on $z \in N = [1 : e]$.

If $z = 1$, then $y_1 e(\text{i}) = 0$ by relation 3.1.3.

If $z > 1$ and we assume that $y_r e(\text{i}) = 0$ for all $1 \leq r < z$, then by relations 3.1.10 we have:

$$y_z e(\text{i}) = y_{z-1} e(\text{i}) - \psi_{z-1} e(s_{z-1} \cdot \text{i}) \psi_{z-1},$$

that is

$$\begin{array}{cccccccc}
\cdots & \bullet & \cdots & \bullet & \cdots & \bullet & \cdots & \bullet \\
\hline
i_1 & i_z & i_1 & i_z & i_1 & i_z & i_1 & i_z
\end{array}$$

(5.1.1)

By definition of $\text{i}$ we can see that if $1 \leq r < z - 1$ then $i_r \neq i_z$, $i_z \pm 1$. Therefore, applying repeatedly relation 3.1.1 we have:

$$y_z e(\text{i}) = y_{z-1} e(\text{i}) - (\Psi_{[1:z-1]})^* e(s_{[1:z-1]} \cdot \text{i}) (\Psi_{[1:z-1]}),$$

where $\Psi_{[1:z-1]} = \psi_1 \psi_2 \cdots \psi_{z-1}$.

$$\begin{array}{cccccccc}
\cdots & \bullet & \cdots & \bullet & \cdots & \bullet & \cdots & \bullet \\
\hline
i_1 & i_z & i_1 & i_z & i_1 & i_z & i_1 & i_z
\end{array}$$

(5.1.2)

Note that by definition of $N$ we have that $i_z \notin \{\kappa_1, \ldots, \kappa_l\}$. Then we conclude the proof by combining relation 3.1.1 and our inductive hypothesis. \hfill \Box

For the rest of the article we adopt the following notation: If $z = m_{(r,j)}$ we denote the element $y_z e(\text{i})$ by $Y_{(r,j)}$.

**Lemma 5.2.** If $z \in B(r, j)$ then

$$y_z e(\text{i}) = Y_{(r,j)}.$$  \hspace{1cm} (5.1.3)

**Proof.** We only prove the case where $j \neq l - 2$. The other case is analogous.

If $r = 1$ then $B(1, j) = [m_{(1,j)} : m_{(1,j+1)} - 1]$, and $m_{(1,j)} \leq z < m_{(1,j+1)}$.

If $z = m_{(1,j)}$, equation 5.1.3 is trivial.

If $m_{(1,j)} < z < m_{(1,j+1)}$, then by relation 3.1.10 we have:

$$y_z e(\text{i}) = y_{z-1} e(\text{i}) - \psi_{z-1} e(s_{z-1} \cdot \text{i}) \psi_{z-1}.$$
(see equation \[5.1.1\])

Since \( r = 1 \) and \( z < m_{(1,j+1)} \) (defined above) we have that \( i_u \neq i_z, i_z \pm 1 \) for all \( u < z - 1 \) then

\[
y_z e(\hat{z}) = y_{z-1} e(\hat{z}) - (\Psi_{[1:z-1]}^*) e(s_{[1:z-1]} \cdot \hat{z}) (\Psi_{[1:z-1]})
\]

(see equation \[5.1.2\]) and since \( i_z \notin \{\kappa_1, \ldots, \kappa_l\} \) (lemma \[4.3\]), we have

\[
(\Psi_{[1:z-1]}^*) e(s_{[1:z-1]} \cdot \hat{z}) (\Psi_{[1:z-1]}) = 0.
\]

(by relation \[3.1.1\]).

Therefore

\[
y_z e(\hat{z}) = y_{z-1} e(\hat{z}).
\]

Now by induction on \( z \) we conclude the proof for this case:

\[
y_z e(\hat{z}) = \gamma_{(1,j)}.
\]

If \( r > 1 \) and \( z \in B(r,j) = [m_{(r,j)} : m_{(r,j+1)} - 1] \). Then we have two cases:

If \( z = m_{(r,j)} \) equation \[5.1.3\] is trivial.

If \( m_{(r,j)} < z < m_{(r,j+1)} \) then by relation \[3.1.10\] we have:

\[
y_z e(\hat{z}) = y_{z-1} e(\hat{z}) - \psi_{z-1} e(s_{z-1} \cdot \hat{z}) \psi_{z-1}.
\]

(see equation \[5.1.1\]).

By definition of \( \hat{z} \) we have that \( i_u \neq i_z, i_z \pm 1 \), for all \( u \) such that \( z - e + 1 < u < z - 1 \).

Therefore by relation \[3.1.7\] we have:

\[
y_z e(\hat{z}) = y_{z-1} e(\hat{z}) - (\Psi_{[x:z-1]}^*) e(j) \Psi_{[x:z-1]},
\]

where \( x = z - e + 2 \) and \( j = s_{[x:z-1]} \cdot \hat{z} \).

\[
y_z e(\hat{z}) = y_{z-1} e(\hat{z}) - \ldots - \ldots - \ldots - \ldots
\]

\[
i_1 \quad i_t \quad i_u \quad i_v \quad i_x \quad i_z
\]

(here \( u = z - e, t = u - 1, v = u + 1 \) then \( i_u = i_z, i_t = i_z + 1 \) and \( i_v = i_z - 1 \)).

Let \( A = (\Psi_{[x:z-1]}^*) e(j) \Psi_{[x:z-1]} \). If we apply relation \[3.1.11\] over strings corresponding with \( i_u, i_v \) and \( i_z \) we obtain \( A = A_1 - A_2 \), where

\[
A_1 = \ldots
\]

\[
i_1 \quad i_t \quad i_u \quad i_v \quad i_x \quad i_z
\]

and

\[
A_2 = \ldots
\]

\[
i_1 \quad i_t \quad i_u \quad i_v \quad i_x \quad i_z
\]

Note that \( A_1 \) belongs to the ideal generated by the idempotent \( e(j) \) where

\[
j = (i_1, i_2, \ldots, i_{u-1}, i_u - 1, i_u, \ldots)
\]

By definition of \( \hat{z} = (i_1, i_2, \ldots) \) we have that \( \hat{z} \) is a \( \kappa \)-blob impossible residue sequence (corollaries \[2.13 \] and \[2.14\]). Then \( A_1 = 0 \).

On the other hand if we apply relation \[3.1.10\] to the strings corresponding to \( i_t \) and \( i_z \) in \( A_2 \), then we obtain that \( A_2 = A_{21} - A_{22} \), where
Now by relation 3.1.7 we have that $A_{21} = 0$ (since $i_u = i_z$). On the other hand note that $A_{22}$ belongs to the ideal generated by $e(j) \in B_m$ where $j = (i_1, i_2, \ldots, i_{t-1}, i_z, \ldots)$ and since $i_z \neq i_t$ and by definition $i_z \notin \{\kappa_2, \ldots, \kappa_l\}$, we conclude that $j$ is a $\kappa$-blob impossible residue sequence (corollary 2.13), then $e(j) = 0$ and therefore $A_{22} = 0$.

Finally we have obtained that $y_z e(\hat{i}) = y_{z-1} e(\hat{i})$, then by induction on $z$ we conclude that $y_z e(\hat{i}) = \mathcal{Y}_{(r,j)}$.

**Corollary 5.3.** The subalgebra $\mathcal{D}$ is generated by the set

$$\{ \mathcal{Y}_{(r,j)} : 1 \leq r \leq k; \ 0 \leq j \leq l - 2 \}.$$  

**Proof.** It follows directly by definition of $\mathcal{D}$ and lemma 5.2.

In the diagrammatic version of $\mathcal{D}$, it will be useful to replace all the strings corresponding to the same block, simply by a box representing the corresponding block. Each element $\mathcal{Y}_{(r,j)}$ could be represented by a dot at the beginning of the corresponding box.

**Example 5.4.** For example we can represent:

$$e(\hat{i}) = \begin{array}{ccccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
N & B_{(1,0)} & B_{(1,1)} & B_{(1,2)} & B_{(2,0)} & B_{(2,1)} & B_{(2,2)}
\end{array}$$

$$\mathcal{Y}_{(1,1)} = \begin{array}{ccccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
N & B_{(1,0)} & B_{(1,1)} & B_{(1,2)} & B_{(2,0)} & B_{(2,1)} & B_{(2,2)}
\end{array}$$

$$\langle \mathcal{Y}_{(1,0)} \rangle^2 \mathcal{Y}_{(1,1)} \mathcal{Y}_{(2,2)} = \begin{array}{ccccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
N & B_{(1,0)} & B_{(1,1)} & B_{(1,2)} & B_{(2,0)} & B_{(2,1)} & B_{(2,2)}
\end{array}$$

and so on.

It will be very useful to define the following set of elements in $\mathcal{D}$.
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Lemma 5.6. Let $1 \leq r \leq k$ and $0 \leq j \leq l - 2$. Then
\[ L_{(r,j)} = L_m(r,j) e(1). \]

Proof. It follows directly from definitions 3.1, 5.5 and lemma 5.2.

Lemma 5.7. The algebra $\mathcal{D}$ is generated by
\[ \{ L_{(r,j)} : 1 \leq r \leq k; \ 0 \leq j \leq l - 2 \} \]

Proof. By definition each element $L_{(r,j)}$ belongs to $\mathcal{D}$. On the other hand by definition $Y_{(1,0)}$ belongs to the subalgebra generated by the elements $L_{(r,j)}$.

If $(r,j) \neq (1,0)$, we have
\[ Y_{(r,j)} = \begin{cases} Y_{(r,j-1)} - L_{(r,j)} & \text{if } j \neq 0 \\ Y_{(r-1,1-l-2)} - L_{(r,0)} & \text{if } j = 0 \end{cases} \]

then by an inductive argument on the set of numbers $m_{(r,j)}$ we obtain that $Y_{(r,j)}$ belongs to the algebra generated by the elements $L_{(r,j)}$. Finally by corollary 5.3 we obtain the desired result.

Corollary 5.8. Let $1 \leq r \leq k$ and $0 \leq j \leq l - 2$. Then
\[ \sum_{m_{(s,t)} \leq m_{(r,j)}} L_{(s,t)} = -Y_{(r,j)}. \]

Proof. It follows by definition of $L_{(r,j)}$ and telescopic arguments.

5.2 Fundamental relations

The next lemma provides a convenient diagrammatic representation for elements $L_{(r,j)}$

Lemma 5.9. Let $1 \leq r \leq k$, $0 \leq j \leq l - 2$ and $z = m_{(r,j)} - 1$. Then
\[ L_{(r,j)} = (\Psi_{[1:z]}^{*}) e(1) \Psi_{[1:z]}^{*} \quad \text{where} \quad j = s_{[1:z]} \cdot \hat{i}. \]

Proof. First we aboard the case where $r = 1$. Note that for every $1 \leq u < m_{(1,0)}$ we have $i_u \neq i_{m_{(1,0)}}, i_{m_{(1,0)} + 1}$. By relation 3.1.10 we have
\[ Y_{(1,0)} = y z e(1) - A \]

where $z = m_{(1,0)} - 1$, $A = (\Psi_{[1:z]}^{*}) e(1) \Psi_{[1:z]}^{*}$ and $j = s_{[1:z]} \cdot \hat{i}$

\[ A = \begin{array}{c} N \\ B_{(1,0)} \\ B_{(1,1)} \end{array} \]

Since $z = m_{(1,0)} - 1$ we have that $z \in N$ then $y z e(1) = 0$ (lemma 5.1). Then $L_{(1,0)} = -Y_{(1,0)} = A$. Similarly if $0 < j \leq l - 2$, we can apply relation 3.1.10 and relation 3.1.7 to obtain
\[ Y_{(1,j)} = y z e(1) - A \]

(5.2.1)
where $z = m_{(1,j)} - 1$, $A = (\Psi_{[1:z]}^*e(j)\Psi_{[1:z]}$ and $j = s_{[1:z]} \cdot i$.

By lemma 5.2 we have that $y_x e(i) = \gamma_{(1,j-1)}$ then by definition 5.5 and reorganizing equation 5.2.1 we conclude that $L_{(1,j)} = A$, as desired.

If $r > 1$ then by relations 3.1.10 and 3.1.7 we have:

$$\gamma_{(r,j)} = y_x e(i) - A,$$

where $A = (\Psi_{[x:z]}^*e(j)\Psi_{[x:z]}$, $j = s_{[x:z]} \cdot i$ and $x = m_{(r-1,j)} + 2$.

Then $A_1$ belongs to the ideal generated by $e(j)$, where $j = (i_1, \ldots, i_{u-1}, i_u-1, i_u, i_u, \ldots)$ and by corollary 2.13 we conclude that $A_1 = 0$.

On the other hand applying relation 3.1.10 lemma 5.2 and relation 3.1.7 in $A_2$, we obtain $A_2 = A_{21} - A_{22}$, where
By relation 3.1.7 we conclude that $A_{21} = 0$ since $i_u = i_z + 1$. Then

$$\mathcal{Y}(r,j) = y_z e(\mathcal{I}) - A_{22}. \tag{5.2.2}$$

Now by lemma 5.2 we obtain

$$\mathcal{Y}(r,j) = \mathcal{Y}(r,j - 1) - A_{22}.$$ 

Applying relation 3.1.7 we can pull the string corresponding with $i_{z+1}$ in $A_{22}$ to the first position or at least to the next block $B(s,j)$ ($1 \leq s \leq r - 1$)

then we can apply recursively the same arguments as above and cross throughout this block:

Since there are finite number of this type of blocks, in some point we will be able to pull the string to the first position. Therefore

$$A_{22} = (\Psi_{[1:z]}^* e(j) \Psi_{[1:z]}) \quad (j = s_{[1:z]} \cdot \mathcal{I}).$$

If we reorder equation 5.2.2 we obtain the desired result. \qed

**Lemma 5.10.**

$$\mathcal{(Y_{(1,0)})^2 = 0.}$$

**Proof.** By definition 5.5 and lemma 5.9 we have

$$-\mathcal{Y}_{(1,0)} = L_{(1,0)} = (\Psi_{[1:z]}^* e(j) \Psi_{[1:z]}),$$

where $j = s_{[1:z]} \cdot \mathcal{I}$, then

$$\mathcal{(Y_{(1,0)})^2 = -\mathcal{Y}_{(1,0)}(\Psi_{[1:z]}^* e(j) \Psi_{[1:z]})}.$$ 

Finally by relations 3.1.5, 3.1.3, we have

$$\mathcal{(Y_{(1,0)})^2 = -(\Psi_{[1:z]}^* y_1 e(j) \Psi_{[1:z]}) = 0}.$$
Corollary 5.11.

\[(L_{(1,0)})^2 = 0.\]

Proof. It follows directly from definition 5.5 and lemma 5.10.

Lemma 5.12. Let \( 0 < j \leq l - 2 \), then

\[\left(\mathcal{Y}_{(1,j)}\right)^2 = \mathcal{Y}_{(1,j-1)}\mathcal{Y}_{(1,j)}.\]

Proof. By definition 5.5 and lemma 5.9 we have:

\[
\mathcal{Y}_{(1,j-1)} - \mathcal{Y}_{(1,j)} = \mathcal{L}_{(1,j)} = (\Psi_{[1:z]})^* e(j) \Psi_{[1:z]},
\]

where \( z = m_{(1,j)} - 1 \) and \( j = s_{[1:z]} \cdot \mathbf{1}. \)

Therefore

\[\mathcal{Y}_{(1,j-1)}\mathcal{Y}_{(1,j)} - \left(\mathcal{Y}_{(1,j)}\right)^2 = \mathcal{Y}_{(1,j)}\mathcal{L}_{(1,j)} = (\Psi_{[1:z]})^* y_1 e(j) \Psi_{[1:z]},\]

the last equation is obtained applying relation 3.1.5.

By relation 3.1.3 we obtain

\[\mathcal{Y}_{(1,j-1)}\mathcal{Y}_{(1,j)} - \left(\mathcal{Y}_{(1,j)}\right)^2 = \mathcal{Y}_{(1,j)}\mathcal{L}_{(1,j)} = 0\]

and the desired result.

Corollary 5.13.

\[(L_{(1,j)})^2 = \sum_{0 \leq v \leq j-1} L_{(1,v)}L_{(1,j)}.\]

Proof. It follows directly from definition 5.5, corollary 5.8, and lemma 5.12.

The following definition provide a convenient extension of elements \( L_{(r,j)} \).

Definition 5.14. Let \( 1 < r \leq k \) and \( 0 \leq j \leq l - 2 \), and \( 1 \leq s < r \). We define the elements \( E^{(s)}(L_{(r,j)}) \) as follows:

\[E^{(s)}(L_{(r,j)}) = (\psi_1 \cdots \psi_{m_{(r,j)}} \cdots \psi_s)^* e(j) \Psi_{[1:z]},\]

where \( \psi_{m_{(r,j)}} \) means that the factor \( \psi_{m_{(r,j)}} \) was erased from the product \( \Psi_{[1:z]} = \psi_1 \cdots \psi_z \).

Analogously if \( 1 \leq s_1 < s_2 < r \) we define

\[E^{(s_1,s_2)}(L_{(r,j)}) = (\psi_1 \cdots \psi_{m_{(s_1,j)}} \cdots \psi_{m_{(s_2,j)}} \cdots \psi_{s_2})^* e(j) \Psi_{[1:z]},\]

and more generally we define (naturally) \( E^{(s_1,s_2,\ldots,s_g)}(L_{(r,j)}) \) for any \( 1 \leq s_1 < s_2 < \cdots < s_g < r \).
Diagrammatically, the elements $E^{(s_1,\ldots,s_g)}(\mathcal{L}_{(r,j)})$ look like:

\[
E^{(s)}(\mathcal{L}_{(r,j)}) = \begin{array}{cccc}
N & B_{(s,j)} & B_{(r,j)} \\
\vdots & \ddots & \ddots & \ddots \end{array}
\]

\[
E^{(s_1,s_2)}(\mathcal{L}_{(r,j)}) = \begin{array}{cccc}
N & B_{(s_1,j)} & B_{(s_2,j)} & B_{(r,j)} \\
\vdots & \ddots & \ddots & \ddots \end{array}
\]

and so on.

**Lemma 5.15.** Let $1 < s_2 < \cdots < s_g < r \leq k$ and $0 \leq j \leq l - 2$. Then

\[
\mathcal{Y}_{(1,j)}E^{(1,s_2,\ldots,s_g)}(\mathcal{L}_{(r,j)}) = 0.
\]

**Proof.** First note that

\[
\mathcal{Y}_{(1,j)}E^{(1)}(\mathcal{L}_{(r,j)}) = \begin{array}{cccc}
N & B_{(1,j)} & B_{(r,j)} \\
\vdots & \ddots & \ddots & \ddots \end{array}
\]

By definition of $m_{(1,j)}$, and by relation 3.1.5, we can transport the dot freely to the left (first position) and then we can apply relation 3.1.3 to obtain

\[
\mathcal{Y}_{(1,j)}E^{(1)}(\mathcal{L}_{(r,j)}) = 0.
\]

The general case is analogous. \(\square\)

**Lemma 5.16.** Let $1 < r \leq k$ and $0 \leq j \leq l - 2$. For each $1 \leq s < r$ we have

\[
\left(\prod_{1 \leq u \leq s} \mathcal{Y}_{(u,j)}\right)E^{(s)}(\mathcal{L}_{(r,j)}) = 0.
\]

**Proof.** Let us denote

\[
P_s = \prod_{1 \leq u \leq s} \mathcal{Y}_{(u,j)}.
\]

If $s = 1$ the result follows from lemma 5.15 (in this case $P_1 = \mathcal{Y}_{(1,j)}$). If $s > 1$, note that

\[
\mathcal{Y}_{(s,j)}E^{(s)}(\mathcal{L}_{(r,j)}) = \begin{array}{cccc}
N & B_{(u,j)} & B_{(s,j)} & B_{(r,j)} \\
\vdots & \ddots & \ddots & \ddots \end{array}
\]
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By relation 3.1.5 we can transport the dot from position \( m(s,j) \) to the first position throughout the corresponding string. Each time when the dot pass throughout a cross between sister strings, that is, strings corresponding to \( m(u,j) \) for \( u < s \), we have to subtract the element \( E^{(u,s)}(\mathcal{L}(r,j)) \). Therefore and using relation 3.1.3 we obtain

\[
\mathcal{Y}_{(s,j)} E^{(s)}(\mathcal{L}(r,j)) = - \sum_{1 \leq u < s} E^{(u,s)}(\mathcal{L}(r,j)).
\]

Analogously for each \( 1 < u < s \) we have

\[
\mathcal{Y}_{(u,j)} E^{(u,s)}(\mathcal{L}(r,j)) = \pm \sum_{1 \leq v < u} E^{(v,u,s)}(\mathcal{L}(r,j)).
\]

Following inductively we can see that

\[
\mathcal{Y}_{(u_1,j)} E^{(u_1,u_2,\ldots,u_g,s)}(\mathcal{L}(r,j)) = \pm \sum_{1 \leq v < u_1} E^{(v,u_1,u_2,\ldots,u_g,s)}(\mathcal{L}(r,j)).
\]

Therefore we have

\[
P_s E^{(s)}(\mathcal{L}(r,j)) = \mathcal{Y}_{(1,j)} \sum_g \left( \sum_{1 < u_2 < \ldots < u_g < s} \mathcal{P}(\mathcal{Y})_{(u_2,\ldots,u_g)} E^{(1,u_2,\ldots,u_g,s)}(\mathcal{L}(r,j)) \right),
\]

where in each case \( \mathcal{P}(\mathcal{Y})_{(u_2,\ldots,u_g)} \) is a polynomial in the variables \( \mathcal{Y}_{(2,j)}, \ldots, \mathcal{Y}_{(s-1,j)} \). By distributivity, commutativity and lemma 5.15 we obtain the desired result.

**Lemma 5.17.** Let \( 0 < r \leq k \) and \( 0 \leq j \leq l - 2 \), and \( 0 \leq s < r \). Then

\[
E^{(s)}(\mathcal{L}(r,j)) = -\mathcal{L}_{(s,j)}\mathcal{L}(r,j).
\]

**Proof.** Let \( z = m(r,j) - 1, v = m(s,j) + 1 \) and \( j = s(1:z) \cdot \frac{1}{2} \).

By relation 3.1.4 and lemma 5.9 we have that

\[
\mathcal{Y}_{(s,j)} \mathcal{L}(r,j) = (\Psi_{[1:z]}^\ast y_0 e(j) \Psi_{[1:z]} + E^{(s)}(\mathcal{L}(r,j)))
\]

\[
\mathcal{Y}_{(s,j)} \mathcal{L}(r,j) = \begin{array}{c}
\vdots \\
N \\
B_{(s,j)} \\
B_{(r,j)} \\
\vdots
\end{array}
\]

\[
\mathcal{Y}_{(s,j)} \mathcal{L}(r,j) = \begin{array}{c}
\vdots \\
N \\
B_{(s,j)} \\
B_{(r,j)} \\
\vdots
\end{array} + E^{(s)}(\mathcal{L}(r,j)).
\]

Let \( A = (\Psi_{[1:z]}^\ast y_0 e(j) \Psi_{[1:z]} \), then applying relation 3.1.10 and relation 3.1.7 we obtain a decomposition \( A = A_1 - A_2 \), where

\[
A_1 = \begin{array}{c}
\vdots \\
N \\
B_{(s,j)} \\
\vdots
\end{array}
\]
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Applying relation 3.1.4 and lemma 5.2 we obtain
\[ A_1 = Y(s,j - 1)L(r,j) \]

On the other hand, by applying similar arguments as we used in the proof of lemma 5.9 and using corollary 2.15, we can pull the string corresponding to \( i_m(s,j) \) to the left to the second position:

Therefore \( A_2 \) belongs to the ideal generated by some idempotent \( e(j) \) where \( j \) is a residue sequence with their first and second residues equal. As we mention in example 2.8 this is a \( \kappa \)-blob impossible residue sequence, and then \( A_2 = 0 \).

Therefore we have
\[ Y(s,j)L(r,j) = Y(s,j - 1)L(r,j) + E^{(s)}(L(r,j)) \]
The desired result follows reorganising the last equation.

(Nota that we have worked on the case where \( j \neq 0 \). The case \( j = 0 \) is analogous). \( \square \)

**Lemma 5.18.** Let \( 1 < r \leq k \) and \( 0 \leq j \leq l - 2 \). Then we have:
\[
(Y(r,j))^2 = \begin{cases} 
Y(r,j - 1)Y(r,j) - \sum_{1 \leq s < r} L(s,j)L(r,j) & \text{if } j \neq 0 \\
Y(r - 1, l - 2)Y(r,0) - \sum_{1 \leq s < r} L(s,0)L(r,0) & \text{if } j = 0 
\end{cases}
\]

**Proof.** We only prove the case \( j \neq 0 \), the other case is analogous. By lemma 5.9 we have
\[ Y(r,j)L(r,j) = Y(r,j)(\Psi_{[1:z]})^*e(j)\Psi_{[1,z]} \]

where \( z \) and \( j \) are as in the proof of the mentioned lemma:
Using relation 3.1.5 we can transport the dot to the left throughout the string corresponding with \( i_{m(r,j)} \), to obtain the element \( (\Psi[1:z])^*y_{l}e(j)\Psi[1:z] \), but each time we cross a string corresponding with \( i_{m(s,j)} \) we have to subtract the element \( E^{(s)}(L_{(r,j)}) \). Therefore:

\[ \gamma(r,j)L_{(r,j)} = (\Psi[1:z])^*y_{l}e(j)\Psi[1:z] - \sum_{1 \leq s < r} E^{(s)}(L_{(r,j)}). \]

By relation 3.1.3 and lemma 5.17 we obtain

\[ \gamma(r,j)L_{(r,j)} = \sum_{1 \leq s < r} L_{(s,j)}L_{(r,j)}. \]

By definition \( L_{(r,j)} = \gamma(r,j-1) - \gamma(r,j) \), then reorganizing the last equation we obtain the desired result.

**Corollary 5.19.** Let \( 1 < r \leq k \) and \( 0 \leq j \leq l - 2 \). Then we have:

\[ (L_{(r,j)})^2 = \sum_{m(s,t) \leq m(r,j)} C_{(s,t)}L_{(s,t)}L_{(r,j)} \]

where

\[ C_{(s,t)} = \begin{cases} 
-2 & \text{if } t = j \\
-1 & \text{otherwise}
\end{cases} \]

**Proof.** We only prove the case where \( j \neq 0 \). The other case is analogous.

By definition 5.5 and commutativity we have

\[ (L_{(r,j)})^2 = (\gamma(r,j-1))^2 - 2\gamma(r,j-1)\gamma(r,j) + (\gamma(r,j))^2 \]

Now by lemma 5.18 we have

\[ (L_{(r,j)})^2 = (\gamma(r,j-1))^2 - \gamma(r,j-1)\gamma(r,j) - \sum_{1 \leq s < r} L_{(s,j)}L_{(r,j)}. \]

or equivalently

\[ (L_{(r,j)})^2 = (\gamma(r,j-1))L_{(r,j)} - \sum_{1 \leq s < r} L_{(s,j)}L_{(r,j)}. \]

The result follows applying corollary 5.8.

**Lemma 5.20.** Let \( 1 < r \leq k \) and \( 0 \leq j \leq l - 2 \). Then we have

\[ \left( \prod_{1 \leq s < r} \gamma_{(s,j)} \right) (\gamma_{(r,j)})^2 = \begin{cases} 
\left( \prod_{1 \leq s < r} \gamma_{(s,j)} \right) \gamma_{(r,j-1)}\gamma_{(r,j)} & \text{if } j \neq 0 \\
\left( \prod_{1 \leq s < r} \gamma_{(s,0)} \right) \gamma_{(r-1,l-2)}\gamma_{(r,0)} & \text{if } j = 0
\end{cases} \]

**Proof.** We only prove the case where \( j \neq 0 \), the other case is analogous. We denote

\[ P = \prod_{1 \leq s < r} \gamma_{(s,j)}. \]

By lemma 5.18 and lemma 5.17 we have

\[ (\gamma_{(r,j)})^2 = \gamma_{(r,j-1)}\gamma_{(r,j)} + \sum_{1 \leq s < r} E^{(s)}(L_{(r,j)}) \]

therefore we have

\[ P(\gamma_{(r,j)})^2 = P\gamma_{(r,j-1)}\gamma_{(r,j)} + \sum_{1 \leq s < r} PE^{(s)}(L_{(r,j)}) \]

The assertion of the lemma follows if we prove that \( PE^{(s)}(L_{(r,j)}) = 0 \) for each \( 1 \leq s < r \). Let \( P_s \) as in lemma 5.16, then \( P_s \) divides \( P \), and by lemma 5.16 \( PE^{(s)}(L_{(r,j)}) = 0 \). Therefore we obtain the desired result.
Lemma 5.21. Let $1 \leq r \leq k$ and $0 \leq j \leq l - 2$. Then we have

$$\left( \prod_{m(s,t) < m(r,j)} \mathcal{V}_{(s,t)} \right) (\mathcal{V}_{(r,j)})^2 = 0.$$ 

Proof. We use induction on the set of numbers $m(r,j)$.

For $(r,j) = (1,0)$ we set

$$\prod_{m(s,t) < m(1,0)} \mathcal{V}_{(s,t)} = e(\mathcal{I}).$$

In this case the assertion of the lemma follows directly from lemma 5.10. This is the base of our induction.

For $(r,j) \neq (1,0)$ we use lemma 5.12 or lemma 5.20 (depending on $r$) to obtain

$$\left( \prod_{m(s,t) < m(r,j)} \mathcal{V}_{(s,t)} \right) (\mathcal{V}_{(r,j)})^2 = \left( \prod_{m(s,t) < m(r,j-1)} \mathcal{V}_{(s,t)} \right) (\mathcal{V}_{(r,j-1)})^2 \mathcal{V}_{(r,j)} = 0.$$ 

the last equation follows by induction. (We proved the case $j \neq 0$, the other case is analogous). \qed

5.3 Vector space structure

In this subsection we study the vector space structure of the algebra $\mathcal{D}$.

Lemma 5.22. As a vector space, the algebra $\mathcal{D}$ is generated by the set:

$$W_0 = \left\{ \prod_{(r,j)} (\mathcal{V}_{(r,j)})^{\alpha_{(r,j)}} : \alpha_{(r,j)} \in \{0, 1\} \right\}.$$ 

(The product $\prod_{(r,j)}$ is taken over all pairs $(r,j)$ with $1 \leq r \leq k$ and $0 \leq j \leq l - 2$.)

Proof. By corollary 5.3 we have that $\mathcal{D}$ is generated as a vector space by the set

$$W = \left\{ \prod_{(r,j)} (\mathcal{V}_{(r,j)})^{\alpha_{(r,j)}} : \alpha_{(r,j)} \geq 0 \right\}$$

(where $\prod_{(r,j)} (\mathcal{V}_{(r,j)})^{0}$ is defined as $e(\mathcal{I})$). Therefore it is enough to prove that each element in $W$ can be written as a linear combination of elements in $W_0$.

Let

$$W_1 = \left\{ \prod_{(r,j)} (\mathcal{V}_{(r,j)})^{\alpha_{(r,j)}} \in W : \alpha_{(s,t)} \geq 2 \text{ for some } (s,t) \right\},$$

then $W = W_0 \cup W_1$.

For each element $P = \prod_{(r,j)} (\mathcal{V}_{(r,j)})^{\alpha_{(r,j)}} \in W_1$ we define the number

$$m(P) = \min\{m(s,t) : \alpha_{(s,t)} \geq 2\},$$

and if $m(P) = m(s,t)$ we denote $h(P) = \alpha_{(s,t)}$.

We define a partial order on $W_1$ as follows:

$$P_1 \prec P_2 \text{ if and only if } \left( (m(P_1) < m(P_2)) \lor (m(P_1) = m(P_2) \land h(P_1) < h(P_2)) \right).$$

Let $P = \prod_{(r,j)} (\mathcal{V}_{(r,j)})^{\alpha_{(r,j)}} \in W_1$.

1. If $m(P) = m(1,0)$, then by lemma 5.10 we have that $P = 0$ and the assertion is trivial.
2. If $m(P) = m(s,t) > m(1,0)$ then by lemmas 5.12 and 5.18 we have that:

$$P = \left( \prod_{m(r,j) < m(s,t)} (\mathcal{Y}(r,j))^{a(r,j)} \right) H(\mathcal{Y}(s,t))^{h(P)-2} \left( \prod_{m(r,j) > m(s,t)} (\mathcal{Y}(r,j))^{a(r,j)} \right),$$

(5.3.1)

where

$$H = \mathcal{Y}(s,t)\mathcal{Y}(s,t) + (1 - \delta_{s,1}) \sum_{u < s} L(u,t) L(s,t)$$

(here $\delta_{s,1}$ is the usual Kronecker’s delta function).

Therefore reorganizing equation 5.3.1 and using definition 5.5 we can see that $P$ can be written as a linear combination of elements $Q \in W_1$ such that $Q < P$:

$$P = \sum_{Q < P} C_Q Q \quad (C_Q \in \mathbb{F}).$$

Applying induction on $<$ we obtain that $P$ can be written as linear combination of elements in $W_0$.

Therefore each element of $W$ can be written as a linear combination of elements in $W_0$ as desired.

**Corollary 5.23.**

$$\dim(\mathcal{D}) \leq 2^n, \quad \text{where} \quad n = k(l - 1).$$

**Proof.** It follows directly from lemma 5.22.

**Corollary 5.24.** If $h$ is an homogeneous element in $\mathcal{D}$, then

$$\deg(h) \leq 2n, \quad \text{where} \quad n = k(l - 1).$$

**Proof.** By lemma 5.22 $h$ can be written as a linear combination of elements in $W_0$ (all with the same degree). By definition, the maximal degree of an element in $W_0$ is equal to $2n$.

**Corollary 5.25.** If $h$ is an homogeneous element in $\mathcal{D}$, and

$$\deg(h) = 2n, \quad \text{where} \quad n = k(l - 1).$$

then

$$h = a \prod_{(r,j)} \mathcal{Y}(r,j), \quad (a \in \mathbb{F}).$$

where the product runs over all the pairs $(r,j)$.

**Proof.** By definition, $\prod_{(r,j)} \mathcal{Y}(r,j)$ is the unique homogeneous element of $W_0$ with degree equal to $2n$.

**Definition 5.26.** Let $1 \leq r \leq k$ and $0 \leq j \leq l - 2$. We define the element

$$P_{(r,j)} = \prod_{m(s,t) \leq m(r,j)} \mathcal{Y}(s,t).$$

**Lemma 5.27.** For each pair $(r,j)$ with $1 \leq r \leq k$ and $0 \leq j \leq l - 2$. We have

$$P_{(r,j)} = \pm \prod_{m(s,t) \leq m(r,j)} L(s,t).$$
Proof. Let us denote
\[ Q_{(r,j)} = \prod_{m(s,t) \leq m(r,j)} L(s,t). \]

We use induction on the set of numbers \( m(r,j) \).
If \((r,j) = (1,0)\) the assertion follows directly from definition 5.5 since
\[ P_{(1,0)} = Y_{(1,0)} = -L_{(1,0)}. \]

If \((r,j) \neq (1,0)\) then by definition 5.26 and corollary 5.8 we have
\[ P_{(r,j)} = P_{(r,j-1)} Y_{(r,j)} = P_{(r,j-1)} Y_{(r,j-1)} - P_{(r,j-1)} L_{(r,j)}. \]

By lemma 5.21 we have
\[ P_{(r,j-1)} Y_{(r,j-1)} = 0 \]
and by induction we obtain
\[ P_{(r,j)} = \pm Q_{(r,j-1)} L_{(r,j)} = \pm Q_{(r,j)} \]
as desired.
(We only proved the case where \( j \neq 0 \). The other case is analogous).

Lemma 5.28. The set
\[ \{ P_{(r,j)} : 1 \leq r \leq k, \ 0 \leq j \leq l-2 \} \]
is a linearly independent subset of \( D \).

Proof. Is a direct consequence of lemma 4.15, lemma 5.6 and lemma 5.27.

Corollary 5.29. Let \( 1 \leq r \leq k \) and \( 0 \leq j \leq l-2 \). Then
\[ P_{(r,j)} \neq 0 \]

Proof. Is a direct consequence of lemma 5.28.

Theorem 5.30. The set
\[ W_0 = \left\{ \prod_{(r,j)} (Y_{(r,j)})^{\alpha_{(r,j)}} : \alpha_{(r,j)} \in \{0,1\} \right\} \]
is a basis for \( D \).

Proof. By lemma 5.22 it is enough to prove that the set \( W_0 \) is linearly independent.

Following analogous arguments as in [7] we define for each element \( P = \prod_{(r,j)} (Y_{(r,j)})^{\alpha_{(r,j)}} \in W_0 \) the number
\[ f(P) = \min\{m_{(r,j)} : \alpha_{(r,j)} = 1\} \]
and the element
\[ F(P) = \prod_{(r,j)} (Y_{(r,j)})^{\bar{\alpha}_{(r,j)}} \in W_0 \]
where \( \bar{\alpha}_{(r,j)} = 1 - \alpha_{(r,j)} \). It is clear that
\[ \deg(F(P)) = 2n - \deg(P). \]

and
\[ PF(P) = P_{(k,l-2)}. \]

For \( P,Q \in W_0 \), we define
\[ P < Q \text{ if and only if } (\deg(P) < \deg(Q)) \lor (\deg(P) = \deg(Q) \land f(P) > f(Q)). \]

Note that under this order relation, \( W_0 \) has a minimum and a maximum, the elements
\[ e(\bar{\varnothing}) = \prod_{(r,j)} (Y_{(r,j)})^{0} \text{ and } P_{(k,l-2)} \]
respectively.

Now, consider the following equation

$$\sum_{P \in W_0} C_P P = 0 \quad (5.3.2)$$

where $C_P \in F$ are certain scalars.

1. If $P \in W_0$ with $P \neq e(i)$, and the element $h_P = P_{(k,l-2)}$ is different to 0, then it is an homogeneous element with

$$\deg(h_P) = 2n + \deg(P),$$

but this contradicts corollary 5.25. Therefore $h_P = 0$ whenever $P \neq e(i)$.

If we multiply by $P_{(k,l-2)}$ in equation 5.3.2 we obtain

$$C_{e(i)} P_{(k,l-2)} = 0,$$

and by corollary 5.29 we conclude that $C_{e(i)} = 0$.

2. Fix an element $Q \in W_0$ and assume that the coefficients $C_P$ in equation 5.3.2 are equal to zero, for each element $P \in W_0$ such that $P < Q$.

Then equation 5.3.2 can be written as

$$\sum_{P \geq Q} C_P P = 0. \quad (5.3.3)$$

If $P \in W_0$ is such that $\deg(P) > \deg(Q)$, then the element $P F(Q)$ is equal to zero or it is an homogeneous element of $D$, such that

$$\deg(P F(Q)) > 2n.$$

By lemma 5.25 we have

$$P F(Q) = 0.$$

On the other hand if $P \in W_0$ is such that $\deg(P) = \deg(Q)$, but $f(P) = m_{(r,j)} < f(Q)$, then the element $P F(Q)$ is divisible by

$$H = P_{(r,j)} Y_{(r,j)} = \left( \prod_{m(s,t) < m_{(r,j)}} Y_{(s,t)} \right) (Y_{(r,j)})^2,$$

but by lemma 5.21 $H = 0$. Therefore if we multiply by $F(Q)$ in equation 5.3.3 we obtain

$$C_Q Q F(Q) = 0.$$

Since $Q F(Q) = P_{(k,l-2)} \neq 0$, we conclude that $C_Q = 0$.

By the last analysis and induction on the order $< w W_0$, we conclude that the set $W_0$ is linearly independent.

**Corollary 5.31.**

$$\dim(D) = 2^n, \quad \text{where} \quad n = k(l - 1).$$

34
5.4 Optimal presentation

In this section we obtain an optimal presentation of \( D \) by generators and relations. We understand the concept of optimal presentation, as a presentation of the algebra but with a minimal set of generators and relations.

**Definition 5.32.** We define the algebra \( D = D_{k,l}(\mathbb{F}) \) as the commutative \( \mathbb{F} \)-algebra, generated by

\[
\{ Y_{(r,j)} : 1 \leq r \leq k; \quad 0 \leq j \leq l - 2 \}
\]

subject to the following relations:

1. \[(Y_{(1,0)})^2 = 0. \quad (5.4.1)\]

2. \[(Y_{(1,j)})^2 = Y_{(1,j-1)}Y_{(1,j)}, \quad \text{if} \quad j \neq 0. \quad (5.4.2)\]

3. If \( r > 1 \)

\[
(Y_{(r,j)})^2 = \begin{cases} 
Y_{(r-1,j-1)}Y_{(r,j)} - \sum_{1 \leq s < r} L_{(s,j)}L_{(r,j)} & \text{if} \quad j \neq 0 \\
Y_{(r-1,l-2)}Y_{(r,0)} - \sum_{1 \leq s < r} L_{(s,0)}L_{(r,0)} & \text{if} \quad j = 0 
\end{cases} \quad (5.4.3)
\]

where

\[
L_{(r,j)} = \begin{cases} 
- Y_{(r,0)} & \text{if} \quad r = 1 \wedge j = 0 \\
Y_{(r-1,j)} - Y_{(r,j)} & \text{if} \quad j \neq 0 \\
Y_{(r-1,l-2)} - Y_{(r,0)} & \text{if} \quad r > 1 \wedge j = 0 
\end{cases} \quad (5.4.4)
\]

**Lemma 5.33.** As a vector space, \( D \) is generated by the set

\[
W_0 = \left\{ \prod_{(r,j)} Y_{(r,j)}^{\alpha_{(r,j)}} : \alpha_{(r,j)} \in \{0, 1\} \right\}
\]

(the product runs over all pairs \((r,j)\)).

**Proof.** The proof is totally analogous to the proof of lemma 5.22, but we have to replace in the arguments, lemmas 5.10, 5.12 and 5.18 by relations 5.4.1, 5.4.2 and 5.4.3 respectively. \(\square\)

**Corollary 5.34.** \[\dim(D) \leq 2^n \quad \text{where} \quad n = k(l - 1).\]

**Theorem 5.35.** The algebras \( \mathcal{D} \) and \( D \) are isomorphic.

**Proof.** By lemmas 5.10, 5.12 and 5.18 there is an epimorphism of algebras \( \Gamma : \mathcal{D} \to D \) given by the assignment \( Y_{(r,j)} \mapsto Y_{(r,j)} \). In particular \( \dim(\mathcal{D}) \geq \dim(D) \). By corollaries 5.31 and 5.34 we conclude that \( \Gamma \) is indeed an isomorphism of algebras. \(\square\)

**Corollary 5.36.** The algebra \( \mathcal{D} \) is isomorphic to the algebra \( D \) generated by

\[
\{ L_{(r,j)} : 1 \leq r \leq k; \quad 0 \leq j \leq l - 2 \}
\]

subject to the following relations:

1. \[(L_{(1,0)})^2 = 0. \quad (5.4.5)\]
2. \[(I_{(r,j)})^2 = \sum_{m_{(s,t)} \leq m_{(r,j)}} C_{(s,t)} I_{(s,t)} I_{(r,j)}\] (5.4.6)

where:
\[
C_{(s,t)} = \begin{cases} 
-2 & \text{if } t = j \\
-1 & \text{otherwise}
\end{cases}
\] (5.4.7)

Proof. Theorem 5.35, lemma 5.7, corollary 5.8, corollary 5.13 and corollary 5.19 implies that the assignment $I_{(r,j)} \mapsto L_{(r,j)}$ defines an isomorphism of algebras between $D$ and $D'$. \hfill \square

5.5 Direct generalizations and final comments

Throughout this article we have assumed that $m = \epsilon + ke$. If we take an arbitrary $m > \epsilon$, say $m = \epsilon + ke + \delta$, for some $0 < \delta < e$, then we can consider the algebra $D$ as a subalgebra of $B_m(\hat{i})$, where $m = \epsilon + (k + 1)e$, and $\hat{i}$ is understood as the fundamental vertical sequence of length $m$. In the next corollary we obtain a presentation for the Gelfand-Tsetlin subalgebra of $B_m(\hat{i})$, based on the one given in definition 5.32.

Corollary 5.37. Let $1 \leq a \leq m$ and define $D_{\leq a}$ the subalgebra of $B_m(\hat{i})$ generated by the set:
\[
\{y_j e(\hat{i}) : 1 \leq j \leq a\}
\]
then $D_{\leq a}$ is isomorphic to the subalgebra $D_{\leq a}$ of $D = D_{(k+1),l}(\mathbb{F})$, generated by the set
\[
\{Y_{(r,j)} : m_{(r,j)} \leq a\}.
\]
In particular
\[
dim(D_{\leq a}) = 2^n \text{ where } n = |\{(r,j) : m_{(r,j)} \leq a\}|.
\]

Proof. It follows directly from theorem 5.35. \hfill \square

Remark 5.38. In corollary 5.37, if $a < m_{(1,0)}$ then the set $\{Y_{(r,j)} : m_{(r,j)} \leq a\}$ is empty. In this case we understood the subalgebra $D_{\leq a}$ as the one-dimensional subalgebra generated by the identity element of $D$.

From this point to the end of this article, we assume $m$ is an arbitrary positive number.

All of our analysis in this article were made using the fundamental vertical sequence $\hat{i}$. We would like to know more on how is the structure of the Gelfand-Tsetlin subalgebra of $B_m(\hat{i})$ for other residue sequences $i$. For this article, we only consider a family of residue sequences not too different to $\hat{i}$.

Let us call vertical residue sequence, to any residue sequence $\hat{j}$ of the form
\[
\hat{j} = (j_1, \ldots, j_m), \quad \text{where } j_i = \kappa t - i + 1 \mod e.
\] (5.5.1)

for some fixed $t \in \{1, \ldots, l\}$.

In particular the fundamental vertical sequence $\hat{i}$ is a vertical residue sequence.

If $\hat{j}$ is as in equation 5.5.1 then $\hat{j} = i^\mu$, where $i = \nu^\mu$ and $\mu$ is a multipartition of $m$ given by
\[
\mu = (1^{(0)}, \ldots, 1^{(0)}, 1^{(m)}, 1^{(0)}, \ldots, 1^{(0)}),
\]
that is, $[\mu]$ is a vertical Young diagram. In particular, a vertical residue sequence is a $\kappa$–blob possible residue sequence.

Lemma 5.39. If $\hat{j}$ is a vertical residue sequence, then the Gelfand-Tsetlin subalgebra of $B_m(\hat{j})$, is an algebra $D$ isomorphic to the one corresponding to the fundamental vertical sequence $\hat{i}$.

Proof. It is not difficult to see that each argument used along this article with respect to $\hat{i}$, has an analogous version for $\hat{j}$ (note that the numbers $\epsilon, b_j$ and $m_{(r,j)}$ will change in that case, but the presentation of $D$ will be the same). \hfill \square
Example 5.40. If $e = 13, l = 4, m = 29$ and we take the fundamental vertical sequence

\[ \mathbf{i} = (0, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0, 12, 11), \]

then we have

\[
\begin{align*}
\epsilon &= \hat{k}_1 - \hat{k}_4 + e = 3 \\
b_{0} &= \hat{k}_4 - \hat{k}_3 = 4 \\
b_{1} &= \hat{k}_3 - \hat{k}_2 = 2 \\
b_{2} &= \hat{k}_2 - \hat{k}_4 + e = 7
\end{align*}
\]

and

\[
\begin{align*}
m_{(1,0)} &= \epsilon + 1 = 4 \\
m_{(1,1)} &= m_{(1,0)} + b_{0} = 8 \\
m_{(1,2)} &= m_{(1,1)} + b_{1} = 10 \\
m_{(2,0)} &= m_{(1,0)} + e = 17 \\
m_{(2,1)} &= m_{(1,1)} + e = 21 \\
m_{(2,2)} &= m_{(1,2)} + e = 23
\end{align*}
\]

On the other hand, if we take

\[ \mathbf{j} = (6, 5, 4, 3, 2, 1, 0, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0, 12, 11, 10, 9, 8, 7, 6, 5, 4), \]

instead of $\mathbf{i}$, then the definition of numbers $\epsilon$ and $b_j$ is not the same as for $\mathbf{i}$. In this case it is given by

\[
\begin{align*}
\epsilon &= \hat{k}_3 - \hat{k}_2 = 2 \\
b_{0} &= \hat{k}_2 - \hat{k}_1 = 4 \\
b_{1} &= \hat{k}_1 - \hat{k}_4 + e = 3 \\
b_{2} &= \hat{k}_4 - \hat{k}_2 = 6
\end{align*}
\]

The numbers $m_{(r,j)}$ will change too. In this case are given by

\[
\begin{align*}
m_{(1,0)} &= \epsilon + 1 = 3 \\
m_{(1,1)} &= m_{(1,0)} + b_{0} = 7 \\
m_{(1,2)} &= m_{(1,1)} + b_{1} = 10 \\
m_{(2,0)} &= m_{(1,0)} + e = 16 \\
m_{(2,1)} &= m_{(1,1)} + e = 20 \\
m_{(2,2)} &= m_{(1,2)} + e = 23
\end{align*}
\]

Anyway, one can check that the Gelfand-Tsetlin subalgebra of $\mathbf{B}_m(\mathbf{i})$ and the Gelfand-Tsetlin subalgebra of $\mathbf{B}_m(\mathbf{j})$ are both isomorphic to the algebra $D = D_{2,4}(\mathbb{F})$ described in definition 5.32.
On the other extreme, we have the maximal residue sequence, \( i^{\text{max}} \), that is the residue sequence corresponding to the maximal tableau whose shape is \( \mu^{\text{max}} \), the maximal (with respect to \( \triangleright \)) \( l \)–multipartition of \( m \). Since [17], we know that \( \mathcal{B}_m(i^{\text{max}}) \) is a one-dimensional algebra (generated by \( e(i^{\text{max}}) \)), therefore any subalgebra (in particular the Gelfand-Tsetlin subalgebra) of \( \mathcal{B}_m(i^{\text{max}}) \) is \( \mathcal{B}_m(i^{\text{max}}) \) itself.

Finally we say that a residue sequence \( i \) is quasi-vertical if it has the form:

\[
i = i^{\text{max}}_h \otimes j, \tag{5.5.2}
\]

where \( h = r_0l < m \), for some \( r_0 > 0 \) and \( j = (j_1, \ldots, j_g) \) \( (g = m - h) \), is given by

\[
j_k = \kappa_t - r_0 - k + 1 \mod e. \tag{5.5.3}
\]

for some fixed \( t \in \{1, \ldots, l\} \).

If \( i \) is a quasi-vertical residue sequence, then \( i = i^t \), where \( t = t^\mu \) and

\[
\mu = (1^{(r_0)}, \ldots, 1^{(r_0)}), \tag{5.5.4}
\]

then a quasi-vertical residue sequence is \( \kappa \)–blob possible.

**Example 5.41.** If \( e = 13, l = 4, \kappa = (0, 4, 6, 10), m = 18 \).

Let \( i = (0, 4, 6, 10, 12, 3, 5, 9, 11, 2, 4, 8, 3, 2, 1, 0, 12, 11) \), then \( i \) is a quasi-vertical residue sequence.

In fact

\[
i = i^{\text{max}}_{12} \otimes (3, 2, 1, 0, 12, 11) = i^t \tag{5.5.5}
\]

where

\[
t = \begin{bmatrix}
0 & 2 & 4 & 6 & 4 & 10 \\
5 & 6 & 7 & 8 & 11 & 12 \\
9 & 10 & 13 & 14 & 15 & 16 \\
10 & 11 & 12 & 13 & 14 & 15 \\
17 & 18 & 19 & 20 & 21 & 22 \\
18 & 19 & 20 & 21 & 22 & 23
\end{bmatrix}
\]

that is, \( t = t^\mu \) for \( \mu = (1^{(3)}, 1^{(3)}, 1^{(9)}, 1^{(3)}) \).

Given a strong adjacency-free multicharge \( \kappa = (\kappa_1, \ldots, \kappa_l) \) and \( r_0 > 0 \), we define

\[
\kappa - r_0 = (\kappa_1 - r_0, \ldots, \kappa_l - r_0). \tag{5.5.6}
\]

Note that \( \kappa - r_0 \) is also a strong adjacency-free multicharge.

**Lemma 5.42.** Let \( i = i^{\text{max}}_h \otimes j \) be a quasi-vertical residue sequence of length \( m \) (as in equation \( 5.5.2 \)). Let \( h = r_0l \) and \( g = m - h \). Let \( \nu = \kappa - r_0 \). Let \( \mathcal{U} = \mathcal{B}_l^e(\kappa, e) \) and \( \mathcal{V} = \mathcal{B}_l^g(\nu, e) \). Let \( \mathcal{U}(i) \) (resp. \( \mathcal{V}(j) \)) the idempotent truncation of \( \mathcal{U} \) with respect to the residue sequence \( i \) (resp. \( \nu \) with respect to \( j \)). Then the Gelfand-Tsetlin subalgebras of \( \mathcal{U}(i) \) and \( \mathcal{V}(j) \) are isomorphic.

The lemma basically asserts that the quasi-vertical case, reduces to a vertical case.

**Proof.** Note that:

1. \( e(i) = 0 \), for all \( 1 \leq k \leq h + 1 \). (see [17])
2. If \( \hat{j} = i^{\text{max}}_h \otimes j \), where \( j \notin \{\kappa_1 - r_0, \ldots, \kappa_l - r_0\} \), then \( e(\hat{j}) = 0 \). (since \( \hat{j} \) is \( \kappa \)-blob impossible).
3. If \( \tilde{j} = i^{\text{max}}_h \otimes (j_1, j_2) \), where \( j_1 \in \{\kappa_1 - r_0, \ldots, \kappa_l - r_0\} \), and \( j_2 = j_1 + 1 \), then \( e(\tilde{j}) = 0 \). (since \( \tilde{j} \) is \( \kappa \)-blob impossible).

Conditions [12] and [13] imply that we can forget the first \( h \) components of \( i \) and work on \( \mathcal{V}(j) \) instead of \( \mathcal{U}(i) \), obtaining the same presentations for the corresponding Gelfand-Tsetlin subalgebras. \( \square \)
Following notation coming from [17], given two (different) residue sequences \( i, j \in I^n_e \), we write \( i \sim j \) if \( i = s_k j \) where \( i_k \neq 1 \) and we let \( \sim \) be the equivalence relation on \( I^n_e \) generated by all the \( \sim \)'s. It is not difficult to see that if \( i \) is a \( \kappa \)-blob possible residue sequence and \( i \sim j \), then \( j \) is also a \( \kappa \)-blob possible residue sequence. Moreover we have:

**Lemma 5.43.** Given two \( \kappa \)-blob possible residue sequences \( i, j \in I^n_e \) such as \( i \sim j \) then the corresponding idempotent truncations \( B_m(i) \) and \( B_m(j) \) are isomorphic.

**Proof.** By definition of \( \sim \), there is an element \( w = s_k \cdots s_m \) (reduced expression) in \( S \) such that \( j = w \cdot i \) with no permutation between relatives residues. If we write, \( W = \psi_{s_1} \cdots \psi_{s_k} \), then the assignment

\[
a \mapsto W^*aW, \quad (a \in B_m(i))
\]

defines an homomorphism of algebras \( \Delta : B_m(i) \to B_m(j) \). In fact we have:

1. By relation \(3.1.7\) \( W^*e(i)W = e(j) \) since there are no crosses between relatives strings in the diagrammatic representation of \( W^*e(i)W \).

2. If \( a_1, a_2 \in B_m(i) \), then by distributivity

\[
W^*(a_1 + a_2)W = W^*a_1W + W^*a_2W.
\]

3. If \( a_1, a_2 \in B_m(i) \), then by relation \(3.1.7\)

\[
W^*a_1WW^*a_2W = W^*(a_1a_2)W.
\]

Moreover, relation \(3.1.7\) implies that the assignment

\[
a \mapsto WaW^*, \quad (a \in B_m(j))
\]

defines an inverse for \( \Delta \). Therefore the algebras \( B_m(i), B_m(j) \) are isomorphic.

**Corollary 5.44.** Given two \( \kappa \)-blob possible residue sequences \( i, j \in I^n_e \) such as \( i \sim j \) then the corresponding Gelfand-Tsetlin subalgebras of \( B_m(i) \) and \( B_m(j) \) are isomorphic.

With the last corollary, we have covered a larger family of idempotent truncations of \( B_m \) where the Gelfand-Tsetlin subalgebra is basically given by definition 5.32. It is not difficult to see that if \( j \) is vertical residue sequence, then the class of \( j \) under \( \sim \) is indeed composed only by \( j \). The case quasi-vertical provide more examples of idempotent truncations with the same Gelfand-Tsetlin subalgebra.

The study of Gelfand-Tsetlin subalgebras of idempotent truncations produced by residue sequences neither vertical nor quasi-vertical nor equivalent (under \( \sim \)) to a quasi-vertical residue sequence, has been left open for future work.

An interesting phenomenon that we can observe in this article is a relation between the dimension of the Gelfand-Tsetlin subalgebra \( D \) of \( B_m(i) \) and the number of (one-column) standard tableaux with residue sequence equal to \( i \). One can easily check that for any vertical or quasi-vertical residue sequence \( i \), we have:

\[
dim(D) = |\text{Std}(i)|
\]

(see for example corollary 4.8 and corollary 5.31 for the fundamental case \( i = 1 \)).

This relation between dimension of Gelfand-Tsetlin subalgebras and number of standard tableaux is not new. One can see this phenomenon in the work of Murphy on semisimple Hecke algebras of type \( A \) (see [20]) or in the work of Mathas on semisimple Ariki-Koike algebras ([21]). Moreover, we know from the work of Mathas (see [22]), that if \( A \) is any cellular algebra with cell datum \( (\Lambda, T, C) \) and with a family of separating Jucys-Murphy elements (therefore \( A \) is semisimple), then the Gelfand-Tsetlin subalgebra (subalgebra generated by the JM-elements) of \( A \) admits a basis composed by a complete set of orthogonal primitive idempotents parameterized by the set \( T(\Lambda) \) (see [22] for notation). In this article we obtained not semisimple examples where the relation still works.

This opens the following question, that we expect, to be answered in future works:

**Q:** Is the dimension of the Gelfand-Tsetlin subalgebra of \( B_m(i) \) equal to the number of (one-column) standard tableaux with residue sequence \( i \)?
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