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Abstract—Network modularity is a key feature for efficient information processing in the human brain. This information processing is however dynamic and networks can reconfigure at very short time period (few hundreds of milliseconds). This requires neuroimaging techniques with sufficient time resolution. Here we use the dense electroencephalography (EEG) source connectivity methods to identify cortical networks with excellent time resolution (in the order of milliseconds). We identify functional networks during picture naming task. Two categories of visual stimuli were presented: meaningful (tools, animals…) and meaningless (scrambled) objects.

In this paper, we report the reconfiguration of brain network modularity for meaningful and meaningless objects. Results showed mainly that networks of meaningful objects were more modular than those of meaningless objects. Networks of the ventral visual pathway were activated in both cases; however a strong occipito-temporal functional connectivity appeared for meaningful object but not for meaningless object. We believe that this approach will give new insights into the dynamic behavior of the brain networks during fast information processing.

I. INTRODUCTION

The brain is organized into structurally and functionally interconnected regions. Brain functions require specific activation of dynamic neural network. In these ‘complex’ networks, information is continuously processed and integrated between spatially spread but functionally interconnected brain regions with strong temporal dynamics [1]. Common topological features of structural and functional brain networks such as a number of highly connected network hubs ‘rich club’ have been revealed at micro, meso and macro scale, see [2] for very recent review.

The information processing in the brain is however dynamic and networks can reconfigure at a very short time scale (few hundreds of milliseconds). To track this reconfiguration, neuroimaging techniques with sufficient temporal resolution are required, which is the case of Magnetoencephalography (MEG) and electroencephalography (EEG). In this context, dense EEG (256 electrodes) was used in our work.

A key feature in evaluating the information processing in the brain is its modular structure designs. This modularity was shown to support sustaining wiring cost and creating specialized information [3]. Modularity of brain networks forms how information is circulated and processed: functionally neighboring regions tend to share information are participating in the same module. Thus, modular networks allow for better information processing than nonmodular systems [3].

Methods for detecting modularity usually detect subnetworks that are densely interconnected but externally weakly connected [3], also called network communities which correspond to particular cognitive functions. Modularity was shown to be an essential property of many brain functions such as learning [4] and other various cognitive tasks [5]. Different methods have been developed to compute network modularity [6-10]. The modularity maximization is the widely applied algorithm aimed at partitioning the network into a number of nonoverlapping communities [4].

Here, we track the reconfiguration of brain network modularity during picture naming task including different categories of visual stimuli: meaningful vs. scrambled objects, using the modularity maximization index.

II. MATERIALS AND METHODS

A. EEG recordings and pre-processing

Twenty healthy volunteers with no neurological disease were involved in this study. 80 meaningful and 40 scrambled pictures were displayed and the participants were asked to name them. All pictures were shown as black drawings on a white background. Order of presentation was randomized across participants. Errors in naming were discarded for the subsequent analysis and the signals of one participant were eliminated as data were very noisy.

The brain activity was recorded using dense-EEG, 256 electrodes, system (EGI, Electrical Geodesic Inc.). EEG signals were collected with a 1 kHz sampling frequency providing a high temporal resolution and band-pass filtered...
between 3 and 45Hz. Each trial was visually inspected, and epochs contaminated by eye blinking, movements or any other noise source were rejected and excluded from the analysis performed using the EEGLAB [11] and Brainstorm [12] open source toolboxes.

B. Functional network

Functional connectivity matrices were calculated using method called ‘EEG source connectivity’ [13, 14]. It includes two main steps: i) solving the EEG inverse problem to reconstruct regional time series and ii) measuring the statistical couplings, functional connectivity, between these reconstructed regional time series. The weighted Minimum Norm Estimate (wMNE) was used to reconstruct the cortical sources. The functional connectivity was then computed using the phase locking value (PLV) method. This measure (range between 0 and 1) reflects interactions between oscillatory signals by quantifying their phase relationships. The PLVs were estimated at the gamma frequency band (30-45 Hz). The whole brain was parcellated into a set of 68 regions of interest identified by Desikan atlas [15].

C. Modularity analysis

Modularity maximization method was proposed to partition the network into nonoverlapping modules by maximizing the modularity index Q [7] defined as:

$$Q = \frac{1}{2m} \sum_{ij} [A_{ij} - \gamma P_{ij}] \delta(\sigma_i, \sigma_j)$$

where $A_{ij}$ represents the weight of the edge between nodes $i$ and $j$ assigned to communities $\sigma_i$ and $\sigma_j$ respectively. $\gamma$ is a structural resolution parameter. $P_{ij} = \frac{K_i K_j}{2m}$ is the expected weight of the edge connecting node $i$ and node $j$ under a specified null model where $K_i = \sum_j A_{ij}$ is the sum of the weights of the edges attached to vertex $i$. The $\delta$-function $\delta(u, v)$ is 1 if $u = v$ and 0 otherwise and $m = \frac{1}{2} \sum_j A_{ij}$.

$Q$ measures the difference between the observed connectivity within modules and its expected value for a random graph with the same degree sequence. Thus, a partition achieves a greater value of the modularity index $Q$ closer to unity if the communities are more internally dense than would be expected by chance [16].

D. Practical issues

The modularity maximization method was computed to every single matrix 100 times as $Q$ may vary from run to run, due to heuristic property of the algorithm. The value of the modularity index $Q$ was averaged over these 100 runs for each matrix. We compared the results of the $Q$ values computed for the two categories using Wilcoxon rank sum test (with $p < 0.01$ as significance level).

We also constructed randomized networks with the same strength distribution as the true brain weighted networks, called null model, to determine whether the value of $Q$ was greater or less than expected by chance. This null model was obtained by rewiring the edges of the real brain network $N$ times (here we used $N=5$). This procedure was repeated 100 times for each real brain network and Louvain modularity maximization was applied also to these randomized networks.

To solve the problem of the optimal community affiliation, we compute co-occurrence matrix, also called ‘co-classification matrix’ [17]. For each matrix, we calculate the ratio of each node to be in the same module with the other nodes among these 100 runs. This produces a 68x68 matrix where values represent the probability of each two nodes to be in the same module for all runs.

To investigate the consistency of the modules over time, we computed a second co-occurrence matrix by calculating the ratio of each node to be with the other nodes in the same module for a given time window. The modularity was computed using the Brain Connectivity Toolbox (BCT) [18] and the networks were visualized using EEGLAB [19].

III. RESULTS

A. Modularity index

We investigated the network organization of the brain during the cognitive task over the entire task using the modularity index as a measure of the amount of network modularity. We found that the $Q$ values of the real network ($0.12 < Q_{\text{real network}} < 0.14$) was significantly larger than expected in a random network ($0.01 < Q_{\text{null model}} < 0.03$). The modularity index $Q$ was significantly different between the two categories (scrambled vs. meaningful) at different time scales. Here we show only the results for the longest time period (177ms: 260ms) showing the significant difference (Wilcoxon, $p < 0.001$) (Fig. 1).

![Figure 1. Evolution of the modularity index $Q$ values with time for each category compared to null models. Horizontal red line represents the longest window with significant difference between the two categories.](image-url)
**B. Network segregation**

We then computed the co-occurrence matrices at this time period. For the meaningful objects, network was segregated into 3 modules (Fig. 2A) while the network of the scrambled pictures was partitioned into 4 modules (Fig. 2B).

In figure 2, we show also the networks corresponding to the identified modules. We showed the two modules with the highest occurrence ratio at the analyzed period. For the meaningful network (Fig. 2A), the first module was mainly located in the frontal lobe, the second module was found principally in the occipital and temporal lobes. For the scrambled network (Fig. 2B), the first module involved mainly the occipital regions and the second module was mainly involving a focal left temporal network.

Note that scrambled image generate separated occipital and temporal modules without functional connectivity within the occipito-temporal pathway. Inversely meaningful image induce functional connectivity between the primary visual cortex, lateral occipital cortex, temporal inferior cortex and the temporal pole.

**IV. DISCUSSION AND CONCLUSION**

Here we reported the results of characterizing the modular reconfiguration of functional brain networks during a task of naming meaningful and meaningless objects. We used EEG source connectivity method to identify functional networks at the cortical level from scalp EEG recordings. This method allowed us to track network at few hundreds millisecond time scale. Modularity index was used to track network reconfiguration. Our results showed a significant difference in brain network modularity when processing meaningless or meaningful objects.

Results showed that the brain network was partitioned into 3 modules for the meaningful network and 4 modules for the scrambled network. These results showed that the brain is more segregated (higher modularity) when naming meaningful objects than meaningless objects. Occipital module (related to the visual information processing) was observed in both conditions with an implication of the temporal lobe in the case of meaningful objects. This temporal lobe is well known to be related to the semantic processing [20]. Frontal module was observed in the case of meaningful objects. A module that involves solely the temporal regions was observed only in the case of the scrambled objects.
According to the “communication through coherence” theory [21], the brain dynamically associate and process information in distinct cortical areas via synchronized oscillations. This synchronization (associated with phase, frequency, duration and spatiotemporal features) between two neuronal groups produces rhythmic excitability variations that create temporal windows for communication. It was shown that synchronization between gamma oscillations represent essential process in cortical computation [22].

In this context, tracking brain oscillations at the level of cortical sources using dense-EEG source connectivity method in the gamma frequency band during a picture naming task provide appropriate conditions in order to detect such communication phenomena. Our results showed that functional connectivity appeared between the occipital and the inferior temporal cortex for meaningful objects but not for scrambled. These results can be explained by the fact that resonance between brain areas of visual detection and brain areas of categorization was only associated with meaningful objects.

Finally, here we show a new way of characterizing differences between the processing of meaningful and meaningless objects in the brain. The approach is based on the modularity of functional brain networks at very short time scale. We believe that this approach will give new insights into the dynamic behavior of the brain during information processing. Our approach might help to understand how connectivity, within and beyond the ventral visual pathway, dynamically changes over time during object recognition.
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