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Abstract

Novel deterministic and stochastic models are proposed in this paper for the within-host dynamics of cholera, with a focus on the bacterial-viral interaction. The deterministic model is a system of differential equations describing the interaction among the two types of vibrios and the viruses. The stochastic model is a system of Markov jump processes that is derived based on the dynamics of the deterministic model. The multitype branching process approximation is applied to estimate the extinction probability of bacteria and viruses within a human host during the early stage of the bacterial-viral infection. Accordingly, a closed-form expression is derived for the disease extinction probability, and analytic estimates are validated with numerical simulations. The local and global dynamics of the bacterial-viral interaction are analyzed using the deterministic model, and the result indicates that there is a sharp disease threshold characterized by the basic reproduction number $R_0$: if $R_0 < 1$, vibrios ingested from the environment into human body will not cause cholera infection; if $R_0 > 1$, vibrios will grow with increased toxicity and persist within the host, leading to human cholera. In contrast, the stochastic model indicates, more realistically, that there is always a positive probability of disease extinction within the human host.

1 Introduction

Cholera, an ancient disease, has re-emerged as a major health threat to developing countries and caused several major outbreaks in recent years, including those in Haiti from 2010 to 2012 and in Zimbabwe from 2008 to 2009, with wide-spread infections and high morbidity (and, in some cases, mortality) levels. Cholera is caused by the bacterium \textit{vibrio cholerae}; it can be transmitted from the environment to people ingesting the contaminated water, or between human hosts through direct/indirect contact with infected individuals (e.g., hugging, shaking hands, and eating food prepared by dirty hands).
Many mathematical epidemiological models have been published to investigate the transmission dynamics of cholera at the between-host level; see, e.g., [5, 6, 11, 16, 17, 19–21, 24, 27, 29]. These models generally incorporate an environmental pathogen component (typically, the concentration of the vibrios) into a SIR (susceptible-infected-recovered) epidemic framework. Some of these models only considered the environment-to-human transmission route (e.g., [11, 17]), whereas other models have included both the environment-to-human and human-to-human transmission pathways (e.g., [16, 20, 21, 24]). Models involving general incidence and environmental pathogen representations have also been proposed and analyzed [19, 22, 23, 26, 31, 32].

In contrast to the large number of between-host cholera models, very little effort has been devoted to the within-host dynamics of cholera, partly due to the complication of the biochemical and genetic interactions that occur within the human body. Recently, a coupled between-host and within-host cholera model was proposed [28], but the within-host dynamics in that work take a very simple form, represented by one single equation characterizing the increased toxicity of the vibrios inside the human body.

When the vibrios are ingested from the environment and reach the small intestine within the human body, complex biological interaction, chemical reaction, and genetic transduction take place that lead to human cholera [7, 9]. Among these the bacterial-viral interaction is of key importance. The virus (typically, the cholera-toxin phage) plays a critical role in the pathogenesis of the vibrios. Such a virus attaches itself to the surface of the bacteria and inject its DNA into the bacterial cells, causing lateral gene transfer of the vibrios and forming cholera toxin, the major virulence factor of cholera. The transduced vibrios have an infectivity much higher (up to 700-fold) than the original vibrios ingested from the environment [18]. These highly toxic vibrios then cause human cholera symptoms, most commonly seen as severe diarrhea. Subsequently, these vibrios are shed out of human body, but they remain at the highly infectious state for several hours, during which time they can be transmitted to other human hosts.

To make a distinction between the two types of vibrios involved in this study, we use the term ‘environmental vibrios’ to refer to those bacteria originated from the environment which usually have a low infectivity, and ‘human vibrios’ for those bacteria generated within the human body, typically through the interaction between the virus and the ingested environmental vibrios, which have a much higher infectivity.

The present paper aims to mathematically model and understand the within-host dynamics of cholera. To that end, we first construct a deterministic differential equation system to investigate the interaction between the environmental and human vibrios and the virus. We conduct careful equilibrium analysis on this model, with a focus on the disease threshold dynamics. The deterministic model, however, may not reflect the reality well in cases where the bacterial and viral population sizes are not sufficiently large and where the randomness plays a role. Thus, we also propose and analyze a stochastic Markov jump process model to complement the deterministic dynamics. In particular, we estimate the probability of disease extinction from our stochastic model using the branching process
approximations.

We organize the remainder of the paper as follows. In Section 2, we present the deterministic model, analyze the equilibria, and conduct both local and global stability analysis. In Section 3, we construct the stochastic model and derive the disease extinction probability. In Section 4, we conduct numerical simulation of both models and compare the results; we also numerically verify the disease extinction probability based on the stochastic model. Finally, we conclude the paper in Section 5 with some discussion.

2 Deterministic Model

2.1 Model Formulation

We consider the bacterial-viral interaction taking place in the small intestine, where the vibrios initially enter the human body from the contaminated environment by ingestion. Through the interaction with the virus (phage), the environmental vibrios are transformed into highly toxic human vibrios by phage transduction. We assume that the bacterial-viral interaction is subject to saturation in terms of the environmental vibrios. Our deterministic model representing the within-host cholera dynamics is formulated as the following system of ordinary differential equations:

\[
\begin{align*}
\frac{dB}{dt} &= \Lambda - \alpha \frac{B}{\kappa + B} V - \delta_1 B, \\
\frac{dZ}{dt} &= g(Z) + \theta_1 \alpha \frac{B}{\kappa + B} V - \delta_2 Z, \\
\frac{dV}{dt} &= h(V) + \theta_2 \alpha \frac{B}{\kappa + B} V - \delta_3 V.
\end{align*}
\] (2.1)

Here \( B \) and \( Z \) represent the concentrations of the environmental vibrios and human vibrios, respectively, and \( V \) refers to the concentration of the virus. \( \Lambda \) is the influx rate of the ingested environmental vibrios, \( \alpha \) is the contact rate between the environmental vibrios and the virus. \( \delta_i (i = 1, 2, 3) \) denotes the per capita death rate of each compartment. \( \theta_1 \) and \( \theta_2 \) are rescaled coefficients that capture the generation rates of \( Z \) and \( V \) through bacterial-viral interactions, respectively. Meanwhile, we introduce two functions \( g(Z) \) and \( h(V) \) to account for the intrinsic growth of \( Z \) and \( V \), respectively, in the course of the biochemical and genomic interactions.

We note that the intrinsic growth of microorganisms inside the human body may depend on several factors of the host such as the health condition and the immunity level, and may vary for different individuals. Thus, we intend to keep these functions as general as possible, subject to a few biologically feasible conditions. Specifically, we assume:

(H1) (a) \( g(0) = 0 \); (b) \( g'(Z_g) < \delta_2 \) for some \( Z_g \geq 0 \); (c) \( g''(Z) \leq 0 \);

(H2) (a) \( h(0) = 0 \); (b) \( h'(V_h) < \delta_3 \) for some \( V_h \geq 0 \); (c) \( h''(V) \leq 0 \).
The assumptions (H1) and (H2) state that the intrinsic growth is subject to saturation and when the bacterial/viral concentration is sufficiently high, the intrinsic growth will be outcompeted by the natural death/removal. We also note that in most cases, \( h(v) = 0 \) could be used in the representation of viral dynamics, though we intend to treat it as a special case of our general formulation.

### 2.2 Analysis of the Deterministic Model

#### 2.2.1 The Basic Reproduction Number

An important disease threshold is the basic reproduction number \( R_0 \) [3]. It is apparent that the model (2.1) always admits the invasion-free equilibrium (IFE), \( (B, Z, V) = (B_0, 0, 0) \), for which \( B_0 = \Lambda / \delta_1 \). Furthermore, the disease components in this model are \( Z \) and \( V \), and the new infection matrix \( \mathcal{F} \) and the transition matrix \( \mathcal{V} \) are

\[
\mathcal{F} = \begin{bmatrix}
g Z & \theta_1 \alpha B_0 / (B_0 + \kappa) \\
0 & h V + \theta_2 \alpha B_0 / (B_0 + \kappa)
\end{bmatrix},
\]

and

\[
\mathcal{V} = \begin{bmatrix}
\delta_2 & 0 \\
0 & \delta_3
\end{bmatrix},
\]

where

\[
g Z = g'(0), \quad h V = h'(0).
\]

By the next generation matrix method [25], the basic reproduction number is defined as the spectral radius of the next generation matrix \( \mathcal{K} = \mathcal{F} \mathcal{V}^{-1} \); i.e.,

\[
R_0 = \rho(\mathcal{K}) = \max \{ R_{0Z}, R_{0V} \},
\]

where

\[
R_{0Z} = \frac{g Z}{\delta_2}, \quad \text{and} \quad R_{0V} = \frac{h V}{\delta_3} + \frac{\theta_2 \alpha B_0}{\delta_3 (B_0 + \kappa)}.
\]

The terms \( R_{0Z} \) and \( R_{0V} \), respectively, correspond to the expected numbers of secondary infections caused by one human vibrio and one virus during its lifetime in the human host. The basic reproduction number \( R_0 \) here denotes the average number of secondary infections produced by one infectious microorganism over the course of its infectious period in an otherwise uninfected population. The expression (2.5) shows that \( R_0 \) is the maximum of \( R_{0V} \) and \( R_{0Z} \), indicating that the within-host cholera infection risk depends on the dynamics of both the human vibrios and the viruses.
2.2.2 Equilibrium Analysis

In this section, we will study the nontrivial equilibrium solution, \( X^* = (B^*, Z^*, V^*) \), of model (2.1), where by a nontrivial equilibrium, we mean an equilibrium that is not the IFE. Its components must satisfy

\[
\begin{align*}
\Lambda - \alpha \frac{B^*}{\kappa + B^*} V^* - \delta_1 B^* &= 0, \\
g(Z^*) + \theta_1 \frac{B^*}{\kappa + B^*} V^* - \delta_2 Z^* &= 0, \\
h(V^*) + \theta_2 \frac{B^*}{\kappa + B^*} V^* - \delta_3 V^* &= 0.
\end{align*}
\]

(2.6)

Solving (2.6) yields

\[
\begin{align*}
B^* &= \frac{1}{\delta_1} \left( \Lambda - \frac{\delta_2 Z^* - g(Z^*)}{\theta_1} \right), \\
B^* &= \phi(V^*), \\
V^* &= \psi(B^*),
\end{align*}
\]

(2.7)

with

\[
\begin{align*}
\phi(V) := \frac{1}{\delta_1} \left( \Lambda - \frac{\delta_2 V - h(V)}{\theta_2} \right), \\
\psi(B) := \frac{(\Lambda - \delta_1 B)(\kappa + B)}{\alpha B}.
\end{align*}
\]

(2.8)

First, let’s consider the intersection of the graphs \( B = \phi(V) \) and \( V = \psi(B) \) on \( V-B \) plane. Note that \( \psi'(B) = -\frac{\Lambda \kappa + B^2 \delta_1}{\alpha B^2} < 0 \), \( \psi''(B) = \frac{2\Lambda \kappa}{\alpha B^3} > 0 \), \( \phi'(V) = \frac{h'(V) - \delta_3}{\delta_1 \theta_2} \) and \( \phi''(V) = \frac{h''(V)}{\delta_1 \theta_2} \). By assumption (H2), \( \phi'(V) < 0 \) for \( V \geq V_h \) and \( \phi''(V) \leq 0 \). Hence, \( B = \phi(V) \) is always concave down and strictly decreasing when \( V \) is sufficiently large, whereas \( V = \psi(B) \) is strictly decreasing and concave up. Meanwhile, we notice that these two curves have a unique intersection \( (V, B) = (0, B_0) \) on the boundary of \( \mathbb{R}_2^+ \) and \( \lim_{B \to 0^+} \psi(B) = \infty \). This implies that these graphs admit at most two intersections in \( \mathbb{R}_2^+ \). Furthermore, the existence of the intersection \( (V_e, B_e) \) in the interior of \( \mathbb{R}_2^+ \) depends on the slopes of these curves at \( (V, B) = (0, B_0) \). Specifically, these two graphs intersect in the interior of \( \mathbb{R}_2^+ \iff \phi'(0) > \psi'(B_0)^{-1} \) (see Figure 1). One can verify by direct calculation that

\[
\phi'(0) > \psi'(B_0)^{-1} \iff R_{0V} = \frac{h_V + \theta_2 \alpha B_0/(B_0 + \kappa)}{\delta_3} > 1.
\]

(2.9)

Additionally, such an intersection point \( (V_e, B_e) \) if it exists must satisfy \( 0 < B_e < B_0 \) and \( V_e > 0 \).
Figure 1: The graphs of functions $B = \phi(v)$ and $V = \psi(B)$.

Second, we consider

$$B = \Pi(Z) := \frac{1}{\delta_1} \left( \Lambda - \frac{\delta_2 Z - g(Z)}{\theta_1} \right).$$

Since $\Pi'(Z) = \frac{g'(Z) - \delta_2}{\delta_1 \theta_1}$ and $\Pi''(Z) = \frac{g''(Z)}{\delta_1 \theta_1} \leq 0$, assumption (H1) implies that $\Pi'(Z) < 0$ for all $Z \geq Z_0$. Thus, for each $0 < B_e < B_0$, there always exists a unique $Z_e > 0$ such that $\Pi(Z_e) = B_e$; for $B = B_0$, $B_0 = \Pi(Z)$ always has a trivial solution $Z = 0$ and the unique positive solution $Z = Z_0 > 0$ exists provided $R_{0Z} > 1$ (see Figure 2). This shows that the IFE always exists. When $R_0 > 1$, the system (2.1) admits at most two feasible nontrivial equilibria which depends on the values of $R_{0Z}$ and $R_{0V}$. Specifically, the result for the nontrivial equilibrium solutions of the system (2.1) is summarized in the following theorem.

**Theorem 2.1.**

1. if $R_{0Z} > 1$ and $R_{0V} \leq 1$, the system has a unique nontrivial virus-free equilibrium (VFE) $(B_0, Z_0, 0)$;

2. if $R_{0Z} \leq 1$ and $R_{0V} > 1$, the system has a unique endemic equilibrium (EE) $(B_e, Z_e, V_e)$;

3. if $R_{0Z} > 1$ and $R_{0V} > 1$, two nontrivial equilibria coexist, the VFE and EE.

Theorem 2.1 implies that the system (2.1) has a unique EE if $R_{0V} > 1$, and there is no EE if $R_{0V} \leq 1$. 
The local stability of the IFE can be obtained by Theorem 2 of van Den Driessche and Watmough [25]: the IFE is locally asymptotically stable when $R_0 < 1$ and unstable when $R_0 > 1$. The following result establishes local asymptotic stability of the unique EE when it exists.

**Theorem 2.2.** If $R_{0V} > 1$, the EE of the system (2.1) is locally asymptotically stable.

**Proof.** The Jacobian matrix of the system (2.1) at EE, $(B, Z, V) = (B_e, Z_e, V_e)$, is given by

\[
J = \begin{bmatrix}
\alpha & 0 & b \\
\frac{\kappa}{(\kappa + B_e)^2} V_e & g'(Z_e) - \delta_2 & \frac{\theta_1 \alpha}{\kappa + B_e} \\
c & 0 & d
\end{bmatrix}
\]  

(2.11)

where

\[
a = -\alpha \frac{\kappa}{(\kappa + B_e)^2} V_e - \delta_1 \\
b = -\alpha \frac{B_e}{\kappa + B_e}, \\
c = \theta_2 \alpha \frac{V_e}{(\kappa + B_e)^2} \\
d = h'(V_e) + \theta_2 \alpha \frac{B_e}{\kappa + B_e} - \delta_3.
\]  

(2.12)

In view of $B_e > 0$, $Z_e > 0$ and $V_e \geq 0$, it is clear that $a < 0$, $b < 0$ and $c > 0$. By direct
calculation, we find that the eigenvalues of $J$ are

$$
\begin{align*}
\lambda_1 &= g'(Z_e) - \delta_2, \\
\lambda_2 &= \frac{1}{2} \left( a + d + \sqrt{(a - d)^2 + 4bc} \right), \\
\lambda_3 &= \frac{1}{2} \left( a + d - \sqrt{(a - d)^2 + 4bc} \right).
\end{align*}
$$

(2.13)

We now claim that (1) $g'(Z_e) - \delta_2 < 0$; (2) $d < 0$. If this claim holds, then $\lambda_1 < 0$, $\lambda_2 + \lambda_3 = a + d < 0$ and $\lambda_2 \lambda_3 = ad - bc > 0$, and hence all the eigenvalues are negative. Thus, to show that the EE is locally asymptotically stable, it suffices to prove the claim is satisfied. Consider

$$
\begin{align*}
&f(Z) := \Pi(Z) - B_e, \\
&\text{where } \Pi(Z) \text{ is defined in (2.10). By the properties of } \Pi \text{ and } Z_e, \text{ there exists } r > 0 \text{ such that (i) } f(Z) > 0 \text{ for } Z \in (Z_e - r, Z_e), \text{ (ii) } f(Z) < 0 \text{ for } Z \in (Z_e, Z_e + r), \text{ and (iii) } f''(Z) \leq 0. \text{ This implies that } f'(Z_e) < 0. \text{ Hence } g'(Z_e) - \delta_2 < 0.
\end{align*}
$$

Similarly, using another function $\phi(V) - \psi^{-1}(V)$ (where $\psi^{-1}$ is the inverse function of $V = \psi(B)$), one can verify that $\phi'(V_e) < (\psi^{-1})'(V_e)$, and this gives $d < 0$. This completes the proof.

By the similar argument as that in the proof of Theorem 2.2, one can obtain the result below regarding the local asymptotic stability of the VFE.

**Theorem 2.3.**

1. If $R_{0Z} > 1$ and $R_{0V} \leq 1$, the VFE of the system (2.1) is locally asymptotically stable.

2. If $R_{0Z} > 1$ and $R_{0V} > 1$, the VFE of the system (2.1) is unstable.

In what follows, we will focus on the global stability of the equilibrium solutions of model (2.1). By the first equation in (2.1),

$$
\frac{dB}{dt} \leq \Lambda - B \frac{B}{\delta_1}.
$$

(2.15)

Hence $\limsup_{t \to \infty} B(t) \leq B_0$. Thus, a biologically feasible region is given by

$$
\Omega = \{(B, Z, V) : 0 \leq B \leq B_0, Z \geq 0, V \geq 0\}.
$$

(2.14)

It is easy to verify that this region is positively invariant. The following result summarizes the global stability of the IFE.

**Theorem 2.4.** If $R_0 < 1$, the IFE is globally asymptotically stable in $\Omega$.

**Proof.** Since $\mathcal{V}^{-1}$ and $\mathcal{F}$ are nonnegative (see (2.2) and (2.3)), the Perron-Frobenius Theorem implies that the nonnegative matrix $\mathcal{V}^{-1} \mathcal{F}$ has a nonnegative left eigenvector $u$ corresponding to the eigenvalue $R_0 = \rho(\mathcal{F}\mathcal{V}^{-1}) = \rho(\mathcal{V}^{-1} \mathcal{F})$; that is, $u^T \mathcal{V}^{-1} \mathcal{F} = u^T R_0$. Write $\mathcal{X} = (Z, V)^T$. One can verify that

$$
\frac{d\mathcal{X}}{dt} \leq (\mathcal{F} - \mathcal{V})\mathcal{X}.
$$

(2.15)
Motivated by [22], we construct a Lyapunov function

\[ L = u^T V^{-1} \mathcal{X}. \]

Differentiating \( L \) along the solutions of (2.1) yields

\[ L' = u^T V^{-1} \mathcal{X}' \leq u^T V^{-1} (\mathcal{F} - \mathcal{V}) \mathcal{X} = u^T (R_0 - 1) \mathcal{X}. \] (2.16)

Thus, if \( R_0 < 1 \), \( L' = 0 \) implies \( u^T \mathcal{X} = 0 \). It gives \( Z = 0 \) or \( V = 0 \). When \( R_0 < 1 \), equations of (2.1) and assumption (H1) yield \( B = B_0 \) and \( V = Z = 0 \). Therefore, the invariant set on which \( L' = 0 \) contains only one point \((B_0, 0, 0)\). Applying the LaSalle’s invariant principle [15], we see that the IFE is globally asymptotically stable in \( \Omega \) if \( R_0 < 1 \).

**Theorem 2.5.** Assume that \( R_0 > 1 \).

1. If \( R_{0V} > 1 \), then the EE is globally asymptotically stable in \( \mathbb{R}^3_+ \).

2. If \( R_{0Z} > 1 \) and \( R_{0V} \leq 1 \), then the VFE is globally asymptotically stable in \( \mathbb{R}^3_+ \).

**Proof.** Note that model (2.1) can be decoupled as follows:

\[
\frac{dB}{dt} = \Lambda - \frac{B}{\kappa + B} V - \delta_1 B, \\
\frac{dV}{dt} = h(V) + \theta_2 \frac{B}{\kappa + B} V - \delta_3 V.
\] (2.17)

and

\[
\frac{dZ}{dt} = g(Z) + \theta_1 \frac{B}{\kappa + B} V - \delta_2 Z.
\] (2.18)

If \( R_0 > 1 \), there are two scenarios; that is, Case 1: \( R_{0V} > 1 \); Case 2: \( R_{0V} \leq 1 \) and \( R_{0Z} > 1 \).

For illustration, let us consider Case 1. Model (2.1) has two equilibria when \( R_{0Z} \leq 1 \) or three equilibria when \( R_{0Z} > 1 \). First, let us restrict our discussion to \( B-V \) plane and consider the two-dimensional system (2.17). When \( R_{0Z} \leq 1 \), the two equilibria of (2.17) are the \((B_0, 0)\) and \((B_e, V_e)\). The former is the projection of the IFE onto \( B-V \) plane, and the latter is that of the EE. We want to show that \( p_e := (B_e, V_e) \) is globally asymptotically stable in \( D = \{(B, V) : B \geq 0, V \geq 0\} \). Clearly, no closed orbit can touch the boundary \( B = 0 \) or \( V = 0 \). Moreover, one can rule out closed orbits enclosing \( p_e \) in \( D \). Let \( \hat{D} \) be the interior of \( D \), \( w(B, V) = \frac{1}{V} \in C^1(\hat{D}) \), and \( f = (f_1, f_2)^T \) denote the vector field of (2.17). The expression \( \text{div}(w \cdot f) := (w f_1)_B + (w f_2)_V = -\alpha \frac{B}{(\kappa + B)^2} - \frac{\delta_1}{V} + \frac{h'(V)V - h(V)}{V^2} < 0 \) is of one sign in \( \hat{D} \), for which \( h'(V)V - h(V) \leq 0 \) follows from the assumption (H2). So the Dulac criterion [30] implies that there is no closed orbit in \( D \). Additionally, we can rule
out homoclinic and heteroclinic orbits in $D$. Since $p_0 := (B_0, 0)$ is a saddle with stable manifold on the boundary of $D$ and unstable manifold in $D$, the subsystem (2.17) cannot allow any homoclinic and heteroclinic orbits. Besides, $p_e$ is locally asymptotically stable. By the Poincaré-Bendixson theorem, $p_e$ is globally asymptotically stable in $D$. To establish the global stability of the EE in $\mathbb{R}_+^3$, it suffices to consider (2.18) with $(B, V) = (B_e, V_e)$; namely,

$$\frac{dZ}{dt} = g(Z) + \theta_1 \alpha \frac{B_e}{\kappa + B_e} V_e - \delta_2 Z.$$  

In view of $R_{0Z} \leq 1$ and $0 < B_e < B_0$, based on our equilibrium analysis on the EE, we obtain $\lim_{t \to \infty} Z(t) = Z_e$. This proves that the EE is globally asymptotically stable in $\mathbb{R}_+^3$.

Using similar analysis, we can show the global stability of the EE in $\mathbb{R}_+^3$ when $R_{0V} > 1$ and $R_{0Z} > 1$, and the global stability of the VFE when $R_{0Z} > 1$ and $R_{0V} \leq 1$.

3 Stochastic Model

3.1 Markov Jump Process Model

If the number of human vibrios or virus is not sufficiently large, homogeneous mixing at the beginning of the disease epidemic usually is not an appropriate assumption and the randomness should be carefully accounted. So we use a Markov jump process (MJP), which is continuous in time and discrete in the state space, to model the bacterial-viral interaction in a more realistic way.

Let $B(t), Z(t)$ and $V(t)$ be discrete-valued random variables representing the number of environmental vibrios, human vibrios and virus, respectively. It is worth to mention that, in realistic bacterial-viral interaction, each cell after lysis will lead to multiple human vibrios and viruses generated and released. Thus, we will assume $\theta_1 > 1$ and $\theta_2 > 1$ in what follows. Following the definition of the events and transition rates summarized in Table 1, we obtain the following MJP model

$$B(t) = B(0) + N_1 \left( \int_0^t \Lambda du \right) - N_2 \left( \int_0^t \alpha \frac{B(u)}{\kappa + B(u)} V(u) du \right) - N_5 \left( \int_0^t \delta_1 B(u) du \right),$$

$$Z(t) = Z(0) + N_4 \left( \int_0^t g(Z(u)) du \right) + N_2 \left( \int_0^t \alpha \frac{B(u)}{\kappa + B(u)} V(u) du \right) + N_5 \left( \int_0^t (\theta_1 - 1) \alpha \frac{B(u)}{\kappa + B(u)} V(u) du \right) - N_6 \left( \int_0^t \delta_2 Z(u) du \right),$$

$$V(t) = V(0) + N_7 \left( \int_0^t h(V(u)) du \right) + N_2 \left( \int_0^t \alpha \frac{B(u)}{\kappa + B(u)} V(u) du \right) + N_8 \left( \int_0^t (\theta_2 - 1) \alpha \frac{B(u)}{\kappa + B(u)} V(u) du \right) - N_9 \left( \int_0^t \delta_3 V(u) du \right),$$

(3.1)
where \( \{ N_i \}_{i=1}^9 \) are a sequence of independent scalar Poisson process with rate 1.

### Table 1: Markov jump process model with Poisson rates \( r_i \Delta t + o(\Delta t) \).

| Event | Description | Change | Rate, \( r_i \) |
|-------|-------------|--------|----------------|
| 1     | Recruitment of \( B \) from the environment | \( B \to B + 1 \) | \( \Lambda \) |
| 2     | Bacterial-viral interaction | \( B \to B - 1 \), \( Z \to Z + 1 \), \( V \to V + 1 \) | \( \alpha \frac{B}{\kappa + B} V \) |
| 3     | Death of \( B \) | \( B \to B - 1 \) | \( \delta_1 B \) |
| 4     | Replication of \( Z \) | \( Z \to Z + 1 \) | \( g(Z) \) |
| 5     | Production of \( Z \) due to bacterial-viral interaction | \( Z \to Z + 1 \) | \( (\theta_1 - 1) \alpha \frac{B}{\kappa + B} V \) |
| 6     | Death of \( Z \) | \( Z \to Z - 1 \) | \( \delta_2 Z \) |
| 7     | Viral growth | \( V \to V + 1 \) | \( h(V) \) |
| 8     | Production of \( V \) due to bacterial-viral interaction | \( V \to V + 1 \) | \( (\theta_2 - 1) \alpha \frac{B}{\kappa + B} V \) |
| 9     | Death of \( V \) | \( V \to V - 1 \) | \( \delta_3 V \) |

### 3.2 Disease Extinction Probability

We will now approximate the dynamics of the nonlinear MJP (3.1) and estimate the extinction probability of the disease near the IFE by using a Galton-Watson multitype branching process (BGWbp) [1, 8, 10, 14]. Since the disease groups are human vibrios and virus, the branching process approximation is applied to these two groups at the IFE and the environmental vibrios are assumed to sufficiently close to \( B_0 = \Lambda / \delta_1 \).

In general, given \( x_i(0) = 1 \) and \( x_j(0) = 0 \) \( (j \neq i) \), the offspring probability generating function (pgf) \( f_i : [0,1]^n \to [0,1]^n \) is defined as

\[
f_i(x_1, x_2, \ldots, x_n) = \sum_{k_1=1}^{\infty} \cdots \sum_{k_n=1}^{\infty} P_i(k_1, \ldots, k_n) x_1^{k_1} \cdots x_n^{k_n},
\]

where \( P_i(k_1, \ldots, k_n) \) is the probability that one type \( i \) individual gives “birth” to \( k_j \) individuals of type \( j \). For our model, the offspring pgf for \( Z \), given \( Z(0) = 1 \) and \( V(0) = 0 \), is

\[
f_1(x_1, x_2) = \frac{g_Z x_1^2 + \delta_2}{g_Z + \delta_2};
\]

the offspring pgf for \( V \), given \( Z(0) = 0 \) and \( V(0) = 1 \), is

\[
f_2(x_1, x_2) = \frac{\left( h_V + \theta_2 \alpha \frac{B_0}{\kappa + B_0} \right) x_2^2 + \theta_1 \alpha \frac{B_0}{\kappa + B_0} x_1 x_2 + \delta_3}{h_V + (\theta_1 + \theta_2) \alpha \frac{B_0}{\kappa + B_0} + \delta_3},
\]
for which we have linearly approximated \( g(Z) \approx g_Z Z \) and \( h(V) \approx h_V V \), as \( Z \) and \( V \) are close to zero and \( g(0) = h(0) = 0 \). Hence, the expectation matrix \( M = (m_{ij}) \) can be written as

\[
M = \begin{bmatrix}
\frac{2g_Z}{g_Z + \delta_2} & 0 \\
\frac{\theta_1 \alpha \frac{B_0}{\alpha + B_0}}{h_V + (\theta_1 + \theta_2)\alpha \frac{B_0}{\alpha + B_0} + \delta_3} & \frac{2\left(h_V + \theta_2 \alpha \frac{B_0}{\alpha + B_0}\right)}{h_V + (\theta_1 + \theta_2)\alpha \frac{B_0}{\alpha + B_0} + \delta_3}
\end{bmatrix},
\]

for which \( m_{ij} = \frac{\partial f_i}{\partial x_j} \bigg|_{(x_1,x_2)=(1,1)} \) (1 \( \leq i, j \leq 2 \)). The branching process is supercritical (resp. critical, subcritical) when \( \rho(M) > 1 \) (resp. \( = 1, < 1 \)). It follows from direct calculation that

\[
\rho(M) = \max \{m_{11}, m_{22}\} = \max \left\{ \frac{2R_{0Z}}{R_{0Z} + 1}, \frac{2R_{0V} + c}{R_{0V} + 1 + c} \right\},
\]

where \( c = \left(\theta_1 \alpha \frac{B_0}{\alpha + B_0}\right) / \delta_3 \). Since \( M \) is reducible, one can not apply the Threshold Theorem in [2] to obtain the relationship between the stochastic threshold \( \rho(M) \) and the deterministic threshold \( R_0 \). Fortunately, by direct calculation, one can verify that the Threshold Theorem also holds for our case, i.e.,

\[
\rho(M) < 1 \iff R_0 < 1.
\]

The following theorem summarizes the result on the ultimate extinction probability of the BGWbp.

**Theorem 3.1.** Let \( P_0(z_0, v_0) = \lim_{t \to \infty} \mathbb{P}(Z(t) = V(t) = 0|Z(0) = z_0, V(0) = v_0) \) denote ultimate extinction probability within a human host. Let \( P_0^{ext} = P_0^{ext}(z_0, v_0) \) denote the branching process estimate of the extinction probability \( P_0(z_0, v_0) \).

1. If \( R_0 < 1 \), then \( P_0^{ext} = 1 \).
2. Assume \( R_0 > 1 \).
   
   (a) If \( R_{0Z} \leq 1 \) and \( R_{0V} > 1 \), then \( P_0^{ext} = \left(\frac{1}{R_{0V}}\right)^{v_0} \);
   
   (b) If \( R_{0Z} > 1 \) and \( R_{0V} \leq 1 \), then \( P_0^{ext} = \left(\frac{1}{R_{0Z}}\right)^{z_0} \);
   
   (c) If \( R_{0Z} > 1 \) and \( R_{0V} > 1 \), then \( P_0^{ext} = \frac{1}{(R_{0Z})^{z_0}} \left(\hat{q}_2^*\right)^{v_0} \).

where

\[
\hat{q}_2^* = \frac{1}{2}\left[\frac{1}{R_{0V}} + \frac{1}{R_E} + \sqrt{\left(1 - \frac{1}{R_{0V}} + \frac{1}{R_E}\right)^2 + 4\frac{1}{R_{0V}R_E}}\right]
\]

with \( R_E = \left[\frac{h_V}{\left(\alpha \frac{B_0}{\alpha + B_0}\right) + \theta_2}\right] / \left[\theta_1(1 - 1/R_{0V})\right] \).
Proof. The minimal fixed point \((q_1, q_2)\) of

\[
f_i(x_1, x_2) = x_i, \quad (i = 1, 2)
\]

on \([0, 1]^2\) determines the extinction probability of the infection; that is \(P_{0}^\text{ext} = q_1^{z_0} q_2^{v_0}\). By the theory of branching process [1, 4, 8, 10, 13] and the relationship in (3.7), part 1 follows immediately and it remains to prove part 2. Suppose \(R_0 > 1\). Note that \((1, 1)\) is always a fixed point and no fixed point satisfies \(q_1 q_2 = 0\). It suffices to show that (3.8) has a unique fixed point in \((0, 1)^2 - \{(1, 1)\}\). Since the matrix \(M\) is reducible, there is not necessarily a unique fixed point in \((0, 1)^2\) in the supercritical case [4, 10]. Solving (3.8), we find that indeed there are four fixed points \((1, 1), (q_1^*, 1), (1, q_2^*)\) and \((q_1^*, \hat{q}_2^*)\), where \(q_1^*, q_2^*\) and \(\hat{q}_2^*\) are defined as

\[
q_1^* = \frac{\delta_2}{g_Z} = \frac{1}{R_{0Z}}, \quad q_2^* = \frac{\delta_3}{h_V + \theta_2 \alpha \frac{B_0}{\kappa + B_0}} = \frac{1}{R_{0V}},
\]

\[
\hat{q}_2^* = \frac{1}{2} \left( 1 + \frac{1}{R_{0Z}} + \frac{1}{R_E} - \sqrt{\left( 1 - \frac{1}{R_{0V}} + \frac{1}{R_E} \right)^2 + 4 \frac{1}{R_{0V} R_E}} \right),
\]

with \(R_E = \frac{h_V / \left( \alpha \frac{B_0}{\kappa + B_0} \right) + \theta_2}{\theta_1 (1 - 1/R_{0V})} \).

Thus, when \(R_0 > 1\), we can conclude the existence of a unique fixed point \((q_1, q_2)\) in \((0, 1)^2 - \{(1, 1)\}\) by considering the following three cases: (a) if \(R_{0Z} \leq 1\) and \(R_{0V} > 1\), \((q_1, q_2) = (1, q_2^*)\); (b) if \(R_{0Z} > 1\) and \(R_{0V} \leq 1\), \((q_1, q_2) = (q_1^*, 1)\); (c) if \(\min\{R_{0Z}, R_{0V}\} > 1\), \((q_1, q_2) = (q_1^*, \hat{q}_2^*) \in (0, 1)^2\). By (3.9), the result follows.

Remark: Any event other than disease extinction can be loosely regarded as an infection outbreak [1, 2, 12]. Let \(P_{\text{out}}\) denote the branching process estimate of the probability of a disease outbreak. Thus, Theorem 3.1 implies that

(a) If \(R_{0Z} \leq 1\) and \(R_{0V} > 1\), then \(P_{\text{out}} = 1 - \left( \frac{1}{R_{0V}} \right)^{z_0} \);

(b) If \(R_{0Z} > 1\) and \(R_{0V} \leq 1\), then \(P_{\text{out}} = 1 - \left( \frac{1}{R_{0Z}} \right)^{z_0} \);

(c) If \(R_{0Z} > 1\) and \(R_{0V} > 1\), then \(P_{\text{out}} = 1 - \left( \frac{1}{R_{0Z}} \right)^{z_0} \left( \hat{q}_2^* \right)^{v_0} \).

This shows that the probability of a cholera infection outbreak depends not only on the initial numbers of bacteria and/or viruses, but also on the risk factors due to the intrinsic growth of human virbrios and/or the bacterial-viral interaction.
4 Numerical Simulations

In this section, we numerically solve the ODE model (2.1) and stochastic model (3.1), where the parameter values for the environmental vibrios are obtained from the literature.

Figure 3: A sample path of the stochastic model (3.1) (displayed in solid curves) vs. the associated solution of the ODE model (2.1) (displayed in dashed curves). In this example, we take the logistic growth to depict the intrinsic growth of $Z$ and $V$. More specifically, $g(Z) = g_0 Z(1 - Z/\kappa_Z)$ and $h(V) = h_0 V(1 - V/\kappa_V)$. The values of parameters are: $\lambda = 10^5$ cells·ml$^{-1}$·hour$^{-1}$, $\kappa = 10^6$ cells·ml$^{-1}$, $\kappa_Z = 2 \times 10^6$ cells·ml$^{-1}$, $\kappa_V = 10^8$ cells·ml$^{-1}$, $\delta_1 = \delta_2 = 7/30$ hour$^{-1}$, $\delta_3 = 7/3$ hour$^{-1}$, $\alpha = 1$ hour$^{-1}$, $\theta_1 = 1$; (a) $\theta_2 = 2$, $g_0 = 0.15$, $h_0 = 0.6$; (b) $\theta_2 = 2$, $g_0 = 0.5$ hour$^{-1}$, $h_0 = 0.6$ hour$^{-1}$; (c) $\theta_2 = 15$, $g_0 = 0.15$ hour$^{-1}$, $h_0 = 1$ hour$^{-1}$; (d) $\theta_2 = 2$, $g_0 = 0.3$ hour$^{-1}$, $h_0 = 2$ hour$^{-1}$.
Figure 4: Illustration of disease extinction by displaying a sample path of the stochastic model (3.1) as compared to the corresponding ODE solution of (2.1). Here the solid and dashed curves represent a sample path of the stochastic model and the associated ODE model, respectively. It shows that the ODE solution approaches the VFE (see the top panel) or EE (see the middle and bottom panels), whereas the corresponding sample path of the stochastic model can go to extinction (see the panel on the right). The parameter values are the same as that of Figure 3. Initial conditions: (a) \((B, Z, V)(0) = (2 \times 10^4, 8, 2)\); (b) and (c) \((B, Z, V)(0) = (2 \times 10^4, 5, 5)\).
On the other hand, we have not been able to find useful quantitative measurements regarding the bacterial-viral dynamics within the human body and, thus, the parameter values associated with the bacterial-viral interaction are assumed in our simulation. Our numerical results, presented below, could serve as a theoretical means to justify that our assumptions are biologically feasible. Figures 3-4 illustrate the dynamics of our ODE model (2.1) and stochastic model (3.1). In both figures, the dashed and solid curves represent the solution of the deterministic model and an associated stochastic sample path, respectively. Particularly, Figure 3 demonstrates that Monte Carlo simulation of stochastic model (3.1) can be close to the corresponding ODE solution in all of the four scenarios; Figure 4 illustrates the occurrence of disease extinction whereas the ODE model indicates global stability of the VFE/EE.

Case 1: $R_{0Z} < 1$ and $R_{0V} < 1$. This is illustrated in Figure 3 (a), and $R_{0Z} = 0.6$ and $R_{0V} = 0.5$ in the displayed example. It shows that sample paths of our stochastic model are very likely to be close to the associated deterministic solution, and both deterministic and stochastic models indicate the disease extinction. Moreover, in this case, for every set of parameter values within biologically feasible ranges, and for initial conditions that are near the IFE, we have numerically confirmed that the disease extinction probability is very close to one. Here, extinction probability is estimated by computing the proportion of 10,000 sample paths that hit zero. When initial conditions are not close to the IFE, for instance, $(B, Z, V)(0) = (6 \times 10^3, 10^5, 10^5)$, sample paths of stochastic model are still likely to fluctuate around the associated ODE solution. Meanwhile, we see from this example that the virus population decays exponentially and approaches to zero in about 5 hours, and human vibrios population decreases linearly and goes to zero after 66 hours or so. This sample path indicates that disease extinction within a human host occurs in about 66 hours.

Case 2: $R_{0Z} > 1$ and $R_{0V} < 1$. As one can see from Figure 3 (b), the ODE solution converges to the VFE and hence the deterministic model indicates the persistence of environmental and human bacteria. In contrast, the stochastic model shows bacterium populations can either persist (displayed in Figure 3 (b)), or go extinct (displayed in Figure 4 (a)-(b)). Case 3: $R_{0Z} < 1$ and $R_{0V} > 1$ and Case 4: $R_{0Z} > 1$ and $R_{0V} > 1$. In both scenarios, deterministic dynamics indicate the occurrence of an outbreak, which is illustrated in Figures 3 (c)-(d), and 4 (c)(e). However, the stochastic model, more realistically, shows that disease can go extinct within the human host (illustrated in Figure 4 (c)-(f)). Indeed, Theorem 3.1 demonstrates that this extinction has a positive probability.

Let $P_0^{ext}$ denote the probability of disease extinction computed from the branching process approximation. Let $P_0^{MC}$ be an estimate obtained from the fraction of sample paths (out of 10,000) in which both $Z(t)$ and $V(t)$ hit zero before reaching VFE/EE levels. Applying Theorem 3.1, we calculate explicit estimate $P_0^{ext}$ and then compare to the corresponding estimate $P_0^{MC}$ obtained from Monte Carlo simulation. A summary of results for various initial conditions in Cases 2-4 are displayed in Table 2. It shows that $P_0^{ext}$ is a good estimate of the disease extinction probability. For instance, in the
Table 2: Disease extinction probability estimated by using the branching process approximation, $P^\text{ext}_0$, vs. the associated estimate based on Monte Carlo simulations of 10,000 sample paths of (3.1), $P^\text{MC}_0$. The parameter values are the same as that of Figure 3.

| Scenario         | $z_0$ | $v_0$ | $P^\text{ext}_0$ | $P^\text{MC}_0$ |
|------------------|-------|-------|------------------|-----------------|
| $R_{0Z} = 0.64$, $R_{0V} = 2.36$ | 1     | 1     | 0.4242           | 0.4236          |
|                  | 1     | 2     | 0.1800           | 0.1782          |
|                  | 2     | 1     | 0.4242           | 0.4291          |
| $R_{0Z} = 2.14$, $R_{0V} = 0.51$ | 1     | 1     | 0.4667           | 0.4653          |
|                  | 1     | 2     | 0.4667           | 0.4601          |
|                  | 2     | 1     | 0.2178           | 0.2209          |
| $R_{0Z} = 1.29$, $R_{0V} = 1.29$ | 1     | 1     | 0.6508           | 0.6523          |
|                  | 1     | 2     | 0.5446           | 0.5429          |
|                  | 2     | 1     | 0.5062           | 0.5107          |

first example, $R_{0Z} = 0.64 < 1$, $R_{0V} = 2.36 > 1$, and $V(0) = v_0 = 1$. By Theorem 3.1, $P^\text{ext}_0 = (1/R_{0V})^{v_0} = 0.4242$. Comparing this with $P^\text{MC}_0 = 0.4236$, we see that the theoretical approximation $P^\text{ext}_0$ is very close to its numerical approximation $P^\text{MC}_0$ based on sample paths.

5 Discussion

We have proposed a new modeling framework for the within-host dynamics of cholera, using both deterministic and stochastic formulations. Our focus is the interaction of environmental vibrios (with low infectivity), human vibrios (with high infectivity), and the virus (which causes the transformation from environmental vibrios to human vibrios) within a human host. Such an interaction is critical in shaping the evolution of the pathogen within human body and directly contributes to the epidemiology of cholera at the population level, since the human vibrios shed out of human body will remain highly infectious for a certain period of time and can be transmitted among human hosts.

For our deterministic model, we have calculated the basic reproduction number, $R_0$, which consists of two components: one represents the intrinsic growth of the human vibrios and the other accounts for the viral-bacterial interaction. We have established the basic reproduction number as a sharp threshold for disease dynamics: when $R_0 < 1$, the highly infectious vibrios will not grow within the human host and the environmental vibrios ingested into human body will not cause cholera infection; when $R_0 > 1$, the human vibrios will grow and persist, leading to human cholera. We have found that while there is only one equilibrium (the IFE) when $R_0 < 1$, there can be two or three equilibria when $R_0 > 1$ that include the IFE and one or both of the VFE and EE. The existence and
stabilities of these equilibria characterize the essential dynamics of the model, and we have conducted both local and global stability analysis for each equilibrium.

For our stochastic model, based on the Markov jump process, we have focused our attention on the probability of disease extinction within a human host which provides an estimate of the disease risk under some realistic conditions (e.g., small amount of initial infection, small number of bacteria or virus). We have derived an explicit expression for the probability of disease extinction, and verified the result through careful numerical simulation involving a large number of sample paths. We have also carefully compared the numerical simulation results from the deterministic model and the stochastic model.

As can be expected, analysis of our deterministic model can provide more detailed information regarding the disease dynamics, and a single quantity, $R_0$, can be used as a disease threshold. Nevertheless, the stochastic model can provide an important estimate of the disease risk under situations where the assumption of homogeneous mixing of bacteria or virus does not hold and where the randomness should be taken into account. Hence, both models are useful in studying cholera and, together, they could give us a more complete picture toward understanding the within-host dynamics of cholera.

Our future plan is to couple this within-host modeling framework with an epidemiological cholera model, linking the within-host and between-host dynamics of cholera in a more biologically meaningful way. Using such an integrated model, we will carefully investigate the bacterial-viral interaction within human host, the human-human and human-environment interaction at the population level, and their impacts to each other toward shaping the complex, multi-scale dynamics of cholera. We will again explore both deterministic and stochastic formulations, and compare and integrate the findings from each approach.
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