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Abstract

Face Recognition (FR) is increasingly used in critical verification decisions and thus, there is a need for assessing the trustworthiness of such decisions. The confidence of a decision is often based on the overall performance of the model or on the image quality. We propose to propagate model uncertainties to scores and decisions in an effort to increase the transparency of verification decisions. This work presents two contributions. First, we propose an approach to estimate the uncertainty of face comparison scores. Second, we introduce a confidence measure of the system’s decision to provide insights into the verification decision. The suitability of the comparison scores uncertainties and the verification decision confidences have been experimentally proven on three face recognition models on two datasets.

1 Introduction

When human operators are asked if two face images show the same individual, they can intuitively state how sure they are about their decisions [32]. They may even conclude that they cannot make a meaningful, justifiable decision. The estimation of confidence and uncertainty regarding decision-making is important and common for humans [24, 26]. However, state-of-the-art face recognition models (FR) [2, 13, 21] do not offer these confidence or uncertainty estimates, even as they outperform humans in some cases [24]. In state-of-the-art FR systems, the similarity of two faces is determined by the similarity of their feature representations generated by the model. This similarity is known as a comparison score and is used to conclude a matching decision depending on a given threshold. Intuitively, the
distance of this score to the decision threshold can be interpreted as the confidence in the decision. This similarity, or rather its deviation from the decision threshold in either direction, can be perceived as an intuitive confidence in the decision. However, this intuitive confidence measure might not be optimal in all cases, especially when the decision threshold is optimized to low false match rates.

The importance of transparent decisions has a special significance in the field of FR. The importance of FR is growing in society and it is becoming ubiquitous and increasingly important in critical systems such as security, law enforcement, and access control [30]. In current automated FR systems, the decision of a match or non-match between two face images is commonly based on face templates extracted with deep learning networks, which makes creating a concrete notion of decision confidence rather a challenging one. This is further stressed by the fact that such verification decisions were shown to be biased towards a large set of factors [29], and thus their lack of confidence transparency might lead to subsequent ethically compromised actions.

This differentiation follows the definition of Peterson and Pitz [23] and refers to the uncertainty in the sense of the belief about the variability of possible outcomes and to the confidence in the sense of the belief that a given prediction is correct. Both terms are therefore not interchangeable. Consequently, for face verification, we can only determine the confidence for a verification decision or the uncertainty of a comparison score. The uncertainty of a comparison score describes the uncertainty in the score depending on the uncertainty of the data and the model. In contrast, the confidence of a model’s decisions describes the confidence in the made decision, with lower confidence the model is more unsure regarding its made decision. An example to illustrate the distinction between confidence and uncertainty is shown in Figure 1.

![Figure 1: Transparent Face Verification](image)

The first work that included uncertainty information in the FR process was done by Shi and Jain [26]. They proposed probabilistic face embeddings (PFEs), that estimate the uncertainty information of a single face image by a stage-wise learning process on top of a pre-trained FR model to incorporate the uncertainty of the facial features into the embedding. Chang et al. [3] enhanced the idea of PFEs and propose to simultaneously learn the feature and the uncertainty of the facial features. Related to the determination of the uncertainty and confidence of an FR model are the works on Face Image Quality (FIQ). The idea of FIQ is to assign each face a quality estimate in the sense of the utility of a face for FR purpose [25]. However, the interaction of two images during the comparison process is disregarded and FIQ can only be considered as an uncertainty or confidence estimate to a limited extent.

To the best of our knowledge, no work has investigated the uncertainty of a comparison score and the decision confidence in FR yet, besides interpreting the degree of similarity as
the intuitive confidence. The degree of uncertainty regarding a comparison score and the statement of decision confidence deepens the transparency of the used FR model regarding its decision and might prevent incorrect decisions e.g. in front of a court.

In this work, we propose two main contributions. First, we exploit the approximation of model uncertainty through dropout and propagate this uncertainty estimate to the scoring function to obtain a score uncertainty measure. Second, we use the obtained score uncertainty to formulate a function that allows us to determine the confidence of the model regarding its decision. In experiments, we evaluate the sanity of our proposed score uncertainty and compare our proposed decision confidence with the intuitive decision confidence. The comparison score uncertainties and the uncertainty-aware decision confidence can increase the transparency without the need for any further training or adjustment.

2 Related Work

In this section, we will look in more detail at PFES that include uncertainty information into the stored face image embedding and then look at the differences and related work in the area of FIQ since no work yet focused on the exploitation of the score uncertainty. Although we take the deterministic embedding as a basis, our approach can be considered as an expression of PFES, since we use the uncertainty of the embeddings to derive the score uncertainty. The topic of FIQ is related to the topic of FR uncertainty, as many FIQ approaches relate the utility of face images to model uncertainty.

2.1 Probabilistic Face Embeddings

PFES for a single face image were first introduced by Shi and Jain [26]. They represent each face image as Gaussian distribution with the feature as the mean and the uncertainty of the features as the variance. The variances were obtained by training a model on top of an existing FR model by utilizing the proposed mutual likelihood score. Chang et al. [6] extended the idea and proposed to train features and uncertainty simultaneously. Li et al. [18] proposed a new optimization objective to counter some drawbacks of the approach proposed by Shi and Jain [26]. Li et al. [19] proposed to learn probabilistic ordinal embeddings to be able to perform uncertainty-aware regression. Debnath et al. [5] investigated how uncertainty in face embeddings can be used to produce face clusters of higher quality and proposed an uncertainty-aware face clustering algorithm. Chen et al. [4] proposed to improve the robustness and speed of PFES by simplifying the matching function and using an output-constraint loss. None of the previous works exploited the calculated uncertainty to gain insights about the uncertainty of the scores or the confidence of the decision, which we propose in this work.

2.2 Uncertainty and Face Image Quality

The topic of uncertainty and FIQ are connected and not always clearly distinguishable as authors use the terms interchangeably [18, 31, 33]. Outside the face recognition community, Kendall and Gal [15] differentiate between two types of uncertainty: data uncertainty (aleatoric) that captures the noise in the input data (e.g. blurry face images) and model uncertainty (epistemic) that captures the uncertainty of the model. While FIQ assessment might be interpreted as estimating the data uncertainty independent from the model, approaches
exist that combine both uncertainties to get model-specific quality estimates. SER-FIQ \cite{27} utilized the Bayesian approximation of model uncertainty via dropout to calculate model-specific FIQ scores. MagFace \cite{21} even incorporates the quality as the magnitude into the created face embeddings. QMagFace \cite{28} goes even further and incorporates FIQ into the comparison process. In contrast, EQFace \cite{20} attached a quality-prediction network on an FR model to include FIQ scores in the training process.

It is important to note that FIQ always refers to a single image and does not consider the comparison itself. FIQ values estimate the overall utility of an image to be used in FR and not for a specific comparison pair which is in contrast to our approach. Our approach takes both images, reference and probe, into account to estimate the uncertainty. Some works utilized the comparison in different ways. In PCNet \cite{31}, the authors proposed to start from the confidence of mated pairs to derive an FIQ score for both involved images. Ou et al. \cite{22} utilize the similarities between intra- and inter-class samples to derive a quality pseudo-label and therefore also incorporate both, model and data uncertainty and Bhattacharya et al. \cite{1} interpreted the mean of the FIQ scores of a pair as a Face Quality Confidence Score.

3 Methodology

We propose two main contributions: 1) the score uncertainty methodology that allows the interpretation of the propagated error of the comparison score, 2) a decision confidence approach that allows the interpretation of the reliability of a decision. Since both of these contributions build on the model uncertainties on the feature-level, we will first introduce how these are estimated.

3.1 Embedding Uncertainty Estimation

Given a face image $I$ and an FR model $M$ that provides a face embedding function $\theta$, we use $\theta$ to create a deterministic feature representation $\theta(I)$. To estimate the model uncertainty, we apply $t = 100$ stochastic forward passes (as recommended by Terhörst et al. \cite{27}) with different dropout patterns being applied to $M$. This was mathematically proved by Gal and Ghahramani \cite{9} to estimate the model’s uncertainty. Doing this, we create a set of stochastic embeddings and calculate the uncertainty $\Delta_I$ of the feature representation for each feature dimension of the image $I$ as the standard deviation of this set. We obtain a probabilistic embedding consisting of the deterministic embedding and its uncertainty in each feature dimension. A visualization of the uncertainty estimation process of the embedding can be seen in Figure 2. The computational burden can be reduced by limiting the stochastic forward passes to the last layer.

3.2 Score Uncertainty

After the calculation of the uncertainty $\Delta_I$ for an embedding $\theta(I)$ of an image $I$, we obtain a probabilistic face embedding consisting of the actual deterministic embedding and the uncertainty in each feature dimension. To decide whether two embeddings represent the same identity or not, we need a decision measure. Typically, the cosine similarity is calculated to determine the similarity of two vectors that represent two face images \cite{6,13}, but theoretically the method can be applied to any differentiable comparison function. The cosine
Figure 2: **Visualization of the uncertainty estimation of the embedding:** The input image \( I \) is used to create the deterministic representation \( \theta(I) \). \( I \) is also propagated \( t \) times through different subnetworks of \( M \) to create a set of stochastic embeddings \( \theta_t(I) \). These stochastic embeddings are used to estimate the uncertainty of the embedding in form of the standard deviation \( \Delta_I = \sigma(\theta_t(I)) \).

Similarity \( S_C \) is defined as
\[
S_C(X, Y) = \frac{X \cdot Y}{\|X\| \|Y\|} \tag{1}
\]
where \( X \) and \( Y \) are face embeddings. Since the embeddings are often normalized before the comparisons, and thus mapped to a unit-sphere, the formula simplifies to:
\[
S_C(X, Y) = \sum_{n=1}^{N} x_n \cdot y_n \tag{2}
\]
as \( \|X\| \|Y\| = 1 \). \( N \) denotes the number of dimensions of the embeddings \( X, Y \). To obtain the uncertainty of the comparison score, we make use of the propagation of uncertainty formula, presented in [17], while neglecting cross-feature correlations and assuming independence of the dimensions:
\[
\Delta_E = \sqrt{\left(\frac{\partial f}{\partial x}\right)^2 \cdot \Delta^2} \tag{3}
\]
were \( \Delta_E \) denotes the propagated uncertainty. The assumption of independence and the neglecting of the correlations was for computational simplification. An investigation of the features and their correlations leads to the insight, that the dimensions are to some degree disentangled and ways to incorporate or estimate the cross-correlations are open for future research. We set \( f \) to the cosine similarity function and combine both embeddings, \( X \) and \( Y \) to \( Z = [X, Y] \). By this, we achieve:
\[
\Delta_{S_C} = \sqrt{\sum_{i=1}^{2n} \left(\frac{\partial f}{\partial z_i}\right)^2 \cdot \Delta_i^2}
= \sqrt{\sum_{i=1}^{n} \left(\frac{\partial f}{\partial x_i}\right)^2 \cdot \Delta_{x_i}^2} + \sqrt{\sum_{i=1}^{n} \left(\frac{\partial f}{\partial y_i}\right)^2 \cdot \Delta_{y_i}^2}
= \sqrt{\sum_{i=1}^{n} y_i^2 \cdot \Delta_{x_i}^2} + \sqrt{\sum_{i=1}^{n} x_i^2 \cdot \Delta_{y_i}^2} \tag{4}
\]
Δ_S\textsubscript{C}, therefore, estimates the uncertainty of the comparison score \(S_C\) based on the individual uncertainties of the feature of both embeddings of the comparison \(X, Y\). This estimation of the score uncertainty allows a deeper insight into the calculated similarity score as it additionally takes the uncertainty of the representation into account. If the uncertainty in the face image representation is larger, it also represents a higher uncertainty in the comparison score.

### 3.3 Decision Confidence

Since the score uncertainty \(\Delta_S\textsubscript{C}\) only indicates how certain the model is about the score and not how confident it is about a decision made, we also propose a decision confidence approach. Following the definition of confidence, which refers to a decision and the belief that the decision made is correct, we incorporate the decision threshold \(d\) into our approach. Since we propagate uncertainties to derive the decision confidence, a derivable decision function is needed. Therefore, we approximate the decision function, usually in the form of a step function, by a modified sigmoid function \(\delta\):

\[
\delta(S_C) = \frac{1}{1 + e^{-\alpha(S_C - d)}}
\]

where \(d\) denominates the given decision threshold, \(S_C\) the comparison score, and \(\alpha\) a scaling parameter to scale the range of the decision confidence. The \(\alpha\) value represents how sharp it resembles the decision step function and thus, it weights the trade-off between the importance of the uncertainty and the distance to the decision threshold. We now also apply the propagation of uncertainty formula \([17]\) to gain a confidence estimate of the decision made depending on the decision threshold and on the uncertainty of the embeddings. The confidence estimate is defined as:

\[
\Lambda_d(S_C) = 1 - \left[ \sum\limits_{n} \delta(S_C) \cdot (1 - \delta(S_C)) \cdot \alpha_{x_n} \cdot \Delta_{x_n}^2 + \sum\limits_{n} \delta(S_C) \cdot (1 - \delta(S_C)) \cdot \alpha_{y_n} \cdot \Delta_{y_n}^2 \right]^{\frac{1}{2}}
\]

where \(x_n\) and \(y_n\) refers to features of the embeddings \(X\) and \(Y\) and \(\Delta_{x_n}\) and \(\Delta_{y_n}\), to the corresponding feature uncertainties. To obtain the confidence, we subtract the propagated uncertainty from 1 to get the intuitive understanding from increasing and decreasing confidence in a natural sense.

### 4 Experimental Setup

#### 4.1 Face Recognition Models

To show the validity of our proposed uncertainty scores and decisions confidences, we use three different well-performing FR models as a basis. All models share the same ResNet-100 [11] architecture and have been trained with their specific loss function. The models were trained on the MS1M-V2 [6] dataset and were officially provided as pre-trained models by the authors. The used models are named ArcFace [6], CurricularFace [13], and MagFace [21]. We use these models to show that our proposed uncertainties and confidences are model-independent and can be transferred to a range of diverse models.
4.2 Datasets & Evaluation Benchmarks

To investigate the meaningfulness of our proposed uncertainty estimation approach and the proposed decision confidence, we evaluate on two difficult datasets with a higher variance in the quality of the images. We chose the Adience dataset [7] that consists of 26k images of over 2k different subjects as the images vary in a wide range of image quality, age, and pose. For the same reason, we also chose the XQLFW [16] dataset that is based on the LFW [12] dataset and consists of synthetically degraded images as well as unaltered ones. Originally, intended to evaluate performance on cross-quality images, we use it to show that our uncertainty can also handle low-quality pairs as well as high-quality pairs. For this, we do not limit ourselves to the defined pairs for the evaluation of the uncertainty and the confidence and consider additional pairs. Both datasets are used to evaluate the score uncertainty and the decision confidence.

4.3 Evaluation Metrics

To investigate the rationale of our estimated uncertainty and our decision confidence, we use Error-vs-Reject curves (ERC) [10]. ERCs were proposed as a measure for the performance of a biometric quality estimator and they show the verification error rate over the fraction of unconsidered face images, where the images with the lowest quality are removed. Starting from the whole set of pairs, we subsequently remove the pairs with the highest uncertainty/lowest confidence and evaluate the performance again. We adapt the ERC and use them to evaluate the expressiveness of our uncertainty and confidence. For the uncertainty, the accuracy should ideally increase if uncertain scores are removed. For the confidence, the accuracy should increase, if pairs with low decision confidence are removed. For the experiments, we take all genuine pairs and select 30 random imposter images for each image from all possible imposter images. For the investigation of the usefulness of the score uncertainty, we compare our proposed score uncertainty with the MagFace [21] FIQ values. Although FIQ is designed and intended to be used to estimate the quality of single images, some evaluation protocols do suggest rejecting the comparison pairs if one of the images in the pair is of low-quality [21]. Based on that, we provide a minimized evaluation to compare the performance of such a technique (despite its limitations). On all ERC, we report the verification performance in terms of false non-match rate (FNMR) at fixed false match rate (FMR) following the international standard [14]. We also follow the best practice for high-security scenarios, e.g. automatic border control systems proposed by the European Border and Coast Guard Agency (Frontex) [8] and evaluate at the operation point of fixed FMR < 0.1%.

For the investigation of our decision confidence, we compare our proposed decision confidence with an intuitive confidence. This intuitive confidence is derived from the comparison score and its distance to the decision threshold $D_{th}$. The decision threshold $D_{th}$ is also determined at the fixed FMR and does not change as comparisons are removed. The intuitive idea is, that the confidence of a correct decision increases with a higher or lower similarity, starting from the decision threshold that divides the similarity range into match and no match. The intuitive confidence $\Lambda_{Int}$ can therefore be defined as:

$$\Lambda_{Int}(s) = |s - D_{th}|$$

(7)

where $s$ is the given similarity score and $D_{th}$ is the decision threshold of the system. A visualization of the intuitive confidence is shown in Figure 6(a). It is important to keep in
Figure 3: **Transparent Face Verification:** For each pair not only the decision is reported, but also the score uncertainty and the decision confidence. In the upper row even though the intuitive confidence is almost the same, the proposed decision confidence shows that the confidence in the false no-match decision on the left is lower in comparison to the correct no-match decision on the right. In the bottom row, the decision confidence is higher if the score uncertainty is smaller and the images are less similar.

mind, that as the intuitive confidence only depends on the similarity score and its distance to the threshold all pairs with the same similarity score share the same confidence.

5 Results

In this section, we investigate the performance of our two contributions separately. We start with evaluating the estimated score uncertainty by looking at ERCs to investigate the sanity of the proposed approach. In a second evaluation, we compare our proposed decision confidence against the intuitive confidence on two datasets to show that a deeper interpretation of the system’s confidence in a decision is possible. An overview of all contributions combined can be seen in Figure 3.

5.1 Investigating Score Uncertainty

To evaluate the utility of our proposed score uncertainty we plot ERCs on two datasets, Adience [7] and XQLFW [16], at the operation point of FMR=0.001 and report the performance as the FNMR at this point. We compare our proposed score uncertainty in a minimized evaluation with the FIQ provided by the MagFace embeddings. The ERCs are shown in Figure 4. We can observe that performance improves, i.e. fewer errors are made, when those comparisons are removed where the score has the highest uncertainty. This can be observed on all three models on both utilized datasets. Even if the minimum quality is in some cases better than the proposed uncertainty, we emphasize the differences: while the minimum quality approach reduces the problem of the inaccuracy of the comparison to the lowest quality, our approach processes the inaccuracy of the mapping and considers both images.

5.2 Analysing Decision Confidence

For the evaluation of the decision confidence, we also investigate the performance by looking at ERCs and compare our proposed decision confidence with the intuitive decision confidence as defined above in Subsection 4.3. It is important to note that the decision confidence
Figure 4: **Score uncertainty evaluation using ERC:** The comparisons are unconsidered either based on their score uncertainty or on their minimum quality based on the MagFace \[21\] embedding quality score. With a higher uncertainty regarding the score, more wrong decisions arise, accordingly the error decreases when the comparisons with the highest uncertainty are removed. The steadily decrease indicating the strong usefulness of the estimated uncertainties. (AF = ArcFace \[6\], MF = MagFace \[21\], CF = CurricularFace \[13\])

Figure 5: **Evaluating Decision Confidence (FMR@0.001):** The intuitive and the proposed confidence are compared. Overall the proposed decision confidence estimated the reliability of the decision more accurate than the intuitive decision confidence.
is threshold dependent as it defines the confidence about a made decision. The results are presented in Figure 5 on the operational point of 0.1% FMR. For $\alpha$, we chose for the ArcFace model $\alpha = 2$ and for the other models, MagFace and CurricularFace $\alpha = 5$. Other values for $\alpha$ are shown in the supplementary material. With the $\alpha$-parameter the influence of the threshold can be scaled in relation to the uncertainty. On the Adience dataset, we observe that a minor improvement can be achieved using the proposed decision confidence in comparison to the intuitive confidence. Therefore, it is possible and useful to find more sophisticated ways of interpreting the confidence of a model’s decision besides the similarity of pairs and the distance to an operational threshold. A larger improvement can be observed in the experiments on the harder XQLFW dataset. As we do not limit the pairs to be cross-quality but also take high- and low-quality pairs into consideration, the decision confidence shows a higher increase in reliability of the made decision. For a deeper insight into our proposed decision confidence in comparison to the intuitive confidence, we show in Figure 6 the heatmaps of the confidences depending on the score. While for the intuitive solution the same comparison score leads to the same degree of confidence, in our proposed approach the uncertainty also is taken into consideration. This allows a more natural interpretation of confidence as it not only depends on the similarity but also on the uncertainty of the similarity.

6 Conclusion

In this work, we proposed 1) to estimate the uncertainty of the comparison score of FR models, 2) to provide decision confidence on the FR systems’ decision. After showing the meaningfulness of our proposed score uncertainty, we proposed to use the score uncertainty to derive decision confidence that is able to beat the intuitive confidence derived from the similarity of the embedded face images and the distance to the decision threshold. By introducing the new concepts of score uncertainty and decision confidence we highlight the need for transparency in the biometric decision-making process. This is necessary to increase the trust and reliability of FR systems and to draw attention to possible biases in form of lacking decision confidence, especially as FR becomes more ubiquitous and widespread in our society.
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