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Abstract—Semantic communication is a novel communication paradigm which draws inspiration from human communication focusing on the delivery of the meaning of a message to the intended users. It has attracted significant interest recently due to its potential to improve efficiency and reliability of communication, enhance users’ quality-of-experience (QoE), and achieve smoother cross-protocol/domain communication. Most existing works in semantic communication focus on identifying and transmitting explicit semantic meaning, e.g., labels of objects, that can be directly identified from the source signal. This paper investigates implicit semantic communication in which the hidden information, e.g., implicit causality and reasoning mechanisms of users, that cannot be directly observed from the source signal needs to be transported and delivered to the intended users. We propose a novel implicit semantic communication (ISC) architecture for representing, communicating, and interpreting the implicit semantic meaning. In particular, we first propose a graph-inspired structure to represent implicit meaning of message based on three key components: entity, relation, and reasoning mechanism. We then propose a generative adversarial imitation learning-based reasoning mechanism learning (GAML) solution for the destination user to learn and imitate the reasoning process of the source user. We prove that, by applying GAML, the destination user can accurately imitate the reasoning process of the users to generate reasoning paths that follow the same probability distribution as the expert paths. Numerical results suggest that our proposed architecture can achieve accurate implicit meaning interpretation at the destination user.

I. INTRODUCTION

Recent developments in communication networking systems have witnessed a growing interest in human-oriented services and applications such as VR/AR/XR and Tactile Internet, most of which are data-hungry and resource-consuming. The traditional content-agnostic data-driven communication architecture is now viewed as a major obstacle for delivering quality-of-experience (QoE)-demanding services to end-users. This motivates a novel paradigm, referred to as semantic communication, which allows the meaning of messages to be identified and utilized during communication. Compared to the existing data-oriented communication networks, semantic communication allows all the communication participants including both information source and destination users to exploit commonly-shared human knowledge and experience as well as syntax, semantics, and inference rules to assist the transportation and accurate delivery of the intended meaning. Recent observation suggests that semantic communication has the potential to significantly improve efficiency and reliability of communication, enhance users’ QoE, and achieve smoother cross-protocol/domain communication [1], [2].

Most existing works in semantic communication focused on transporting the explicit semantic information, e.g., the labels of objects that can be directly identified from the source signals (e.g., image, voice, and text signals) using mature AI algorithms. For example, in [3], the authors interpreted the semantics as each individual word identified from the message. Similarly, the authors in [4] defined the semantic of the source data as the meaning of a text. Explicit semantic information can be directly recognized from various forms of source signals (e.g., image, voice, text, etc.) by adopting mature machine learning approaches, such as regression and deep-learning-based classification and recognition solutions.

It is known that the information that can be communicated between users is much more than just explicit information. For example, an image showing “a kid is riding a bicycle” consists of explicit objects “a kid” and “a bicycle”. The relationship (“ride”) between these two objects however cannot be directly recognized from the image. In another example, a child sends a voice message asking her father “what is a Tweety”. The key semantic element of this message “Tweety” can have various interpretations including a smartphone App of a social media website, a canary bird, and a character in a cartoon TV show. To interpret the exact meaning of the message, the receiver (the father), in this case must be able to infer the implicit information from the context and background of the child.

From the above examples, we can observe that, in addition to explicit information, the content of communication often consists of rich implicit information that is very difficult to represent, recognize, or recover [1]. Most of the existing works in semantic communication ignore implicit semantic due to the following reasons. First of all, there is lacking a simple and comprehensive way to represent implicit semantic. Different from explicit semantic that can be directly recognized from the source signal based on the labels of objects, the implicit meaning often involves many unobservable relations and hidden concepts that cannot be directly identified from the source signal. Secondly, The implicit meaning is also difficult to infer and can be closely related to user-related information.
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In other words, when observing the same source signal, different users can have different interpretations due to the difference in users’ preference, personality, and background, e.g., when asking about the word “Tweety”, different kids may refer to different concepts (bird or cartoon character). Finally, accurately recovering and evaluating the implicit meaning at the destination user is also known to be a challenging task. Most existing works assume that the destination user can have a well-formulated analytic expression e.g., a reward or utility function, that can be directly optimized to maximize its understanding of semantic meaning of the source signal which is unrealistic in most practical scenarios.

In this paper, we propose a novel implicit semantic communication architecture, called iSC, for representing, modeling, and optimizing the delivery of implicit meaning of message. In particular, we first adopt a graph-based semantic representation, called semantic graph, which includes three key components: entity (objects and abstract concepts), relations (connections between entities), and reasoning mechanism (user’s reasoning and inference preference). Our proposed representation is comprehensive enough to include both common knowledge shared among users and the personal reasoning preference as well as some private knowledge terms of each individual user. We then introduce a novel generative imitation learning-based reasoning mechanism learning solution, called GAML, for supporting automatic encoding, transportation, and decoding/interpretation of implicit semantic. In this solution, the encoder (at the source user) will assist the decoder (at the destination user) to train a reasoning mechanism to automatically map explicit objects identified from the source signal to a set of possible hidden concepts and objects that are relevant to the semantic meaning. Motivated by the recent discovery that human users tend to reason hidden concepts and ideas by following their directly linked knowledge entities and relations, we approximate the reasoning process of each user as a Markov decision process (MDP) in which all the hidden entities and relations involved in implicit semantic are discovered sequentially from the explicit objects. To address the issue that, in most MDP-based problems, deriving the optimal policy often requires the reward functions to be analytically expressed, we employ a generative imitation learning-based approach for the decoder to learn and imitate the reasoning process of the source users without knowing nor modeling any specific reward function. We prove that by applying GAML, the decoder will learn a reasoning mechanism to generate reasoning paths from explicit objects that have the minimum statistic difference, i.e., semantic distance, to the expert paths observed by the source user.

We summarize main contributions of this paper as follows: New graphical representation of semantic meaning: a novel solution for representing implicit semantic is proposed. Our proposed representation consists of three key components: entities, relations, and reasoning mechanism. We have shown that the proposed three-component structure can provide a comprehensive way for representing implicit meaning taking into account both commonly shared knowledge as well as user-related private information such as personal preference in reasoning and inference.

Novel implicit semantic communication architecture: We propose a novel architecture, iSC, supporting automatic encoding and decoding of implicit semantic at the source and destination users, respectively. Our proposed architecture does not require the destination users to observe any expert reasoning results at the source user nor transmitting of any implicit semantic information from the source to the destination users. New reasoning mechanism learning solution: We introduce a novel generative adversarial imitation learning-based solution, GAML, for the decoder to learn the reasoning mechanism of the source user. We prove that by adopting GAML, the decoder can automatically generate implicit reasoning paths that follow the same probability distribution as the expert reasoning paths observed by the source user.

Extensive simulations: We conduct extensive experiments based on real-world dataset. Our results suggest that the proposed solution can accurately recover implicit reasoning results.

II. Primer

A. Representation of Semantic Knowledge

One of the key issues in semantic communication is to develop a general and comprehensive way to represent the meaning of message. In this paper, we propose a graph-based representation of semantic meaning that can cover both explicit and implicit meaning. Our proposed semantic representation consists of three key components:

Entities: correspond to real-world objects and concepts, such as “kid”; “bicycle”, “Tweety”, “social media website”, etc.

Relations: represent the relationship between entities, e.g. a kid “rides” a bicycle, a Tweety “is” a canary bird, and a Tweety “is” a cartoon character “in” a TV show.

Reasoning Mechanism: In addition to the entities and relations, the meaning of a message may also include a reasoning mechanism capturing possible relations and hidden entities that cannot be directly identified from the source signal. For example, in the previous example, the entity “Tweety” may also link to several other hidden entities such as “smart phone App”, “canary bird” and “cartoon character” with corresponding hidden relations. The receiver (the father) therefore needs to infer possible entities and the corresponding relations that link to entity “Tweety”. For example, if the kid recently reads some books about animal, the father would be able to infer the most appropriate meaning of the kid’s question by finding a path “Tweety is a canary bird that is highly likely to be shown in a book recently read by the kid”. It can be observed that the reasoning mechanism plays an essential role in inferring the appropriate meaning of the message. Generally speaking, the semantic of a source signal can involve at least one key entity and the reasoning paths associated with these key entities may not be unique and can be closely related to the user’s background, environment, and context of message.

To better interpret the meaning of these entities, the key issue is to learn the optimal reasoning mechanism that can output relevant reasoning paths based on the identified entities.
B. Semantic Knowledge Base

We refer to the collection of all the knowledge entities and relations that are accessible for each user as the semantic knowledge base. Generally speaking, the knowledge base of each user consists of both common knowledge shared among users as well as some private knowledge that is only available at each individual user.

Our proposed semantic knowledge base is closely related to the concept of knowledge graph (KG) with the following key differences. First, KG is built based on real-world facts and words with meanings carefully defined by the linguists while ignoring some private users’ personal preference, experience, and incorrect understanding of concepts. For example, WordNet [3], one of the most popular KGs, is built based on the meanings defined in a dictionary. Similarly, the relations in the KG is also defined based on the fact-based relationship, e.g., the synonymous and antonymous defined in thesaurus.

In this paper, we focus on the semantic communication from a source user to a destination user, labeled as $E$ and $D$, respectively. We use source user (or destination user) and encoder (or decoder), interchangeably. We assume the source and destination have already established their knowledge bases, denoted as $K^E = (E^E, R^E)$ and $K^D = (E^D, R^D)$. The knowledge base of the user can be located and cached in the user’s device memory or stored at the closest edge server.

C. Reasoning Mechanism Modeling and Learning

Understanding the implicit meaning that cannot be directly identified from the source signal is known to be a notoriously challenging task. In this paper, we propose a novel solution, GAML, based on imitation learning to infer the implicit relational path from the key entity towards the most probable hidden entities. Our proposed solutions are inspired by existing KG reasoning solutions focusing on learning and imitating the reasoning trajectories obtained from previous observations, known as the expert reasoning paths. Unfortunately, the existing KG reasoning solutions cannot be directly applied to the implicit semantic communication due to the following reasons:

1) Knowledge triplet commonly investigated in KG reasoning cannot always be identified from the source signal. In particular, Most existing multi-hop reasoning solutions focus on predicting the missing relation or entity of a carefully defined knowledge triplet. However, in semantic communication, it is generally impossible to identify the exact subject, predicate, or object from any message.

2) In many existing KG reasoning solutions, the rewards of successfully reasoning must be analytically expressed, which is unrealistic in many practical scenarios.

3) There is still lacking a commonly adopted metric for measuring the semantic distance between implicit semantic meanings of different signals in communication systems.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We focus on semantic communication between a single pair of source and destination users consisting of the following key functional components as shown in Fig. 1.
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1) Semantic Encoder: consists of the following key sub-components:

- (Explicit) Entity Detector: The encoder should be able to first identify one or more key entities, denoted as $e^0$, from various forms of the source signals. This can be achieved by pre-installing well-trained AI models such as YOLO [6] and WaveNet [7] to identify known labels of objects.

- Semantic Comparator: One of the key differences between semantic communication and traditional communication is that the delivered result of a message is generally not binary but can be characterized by the semantic distance, a continuous value characterizing how far the meaning interpreted by the receiver diverges from the original meaning of the source user. Let $\Gamma (\eta^E, \eta^D)$ be the semantic distance between the original meaning $\eta^E$ of source user and the meaning $\eta^D$ recovered by the destination user. In iSC, the semantic meaning should consist of a reasoning path including one or more sequences of entities and relations originated from the recognized key entities, i.e., $\eta^E = (e^0, r^1, e^1, r^2, e^2, \ldots)$.

2) Semantic Decoder: consists of the following key functional sub-component:

- Semantic Interpreter: The decoder can recover a reasoning path $\eta^D$ representing its interpretation of the implicit meaning associated with the key entities. The destination user can only receive a noisy version of key entities, denoted as $\tilde{e}^0$, sent from the source user and will be able to learn a reasoning mechanism to output the possible reasoning paths $\eta^D = (\tilde{e}^0, \tilde{r}^1, \tilde{e}^1, \tilde{r}^2, \tilde{e}^2, \ldots)$.

B. Problem Formulation

The main objective is to develop a novel solution for semantic decoder to automatically output a reasoning path $\eta^D$ that has the minimum semantic distance to the original meaning $\eta^E$ of the source signal, i.e., we try to solve the following problem

\[(P1) \quad \min_\theta \Gamma_\theta (\eta^E, \eta^D)\]

where $\theta$ represents the latent parameters of the semantic interpreter at the decoder.

As mentioned earlier, due to the complexity of knowledge base and rich meanings that can be represented in the communication messages, it is generally difficult to find a simple and comprehensive approach to solve (P1). In this paper, we propose an imitation learning-based framework in which the source and destination users can learn from a set of reasoning paths, called expert paths, that can only observed by the source user. We assume the reasoning mechanism of the
user can be approximated by an MDP process and then our proposed learning framework allows the destination user to train a semantic interpreter to automatically construct a policy network to generate reasoning paths that match the distribution of the expert paths.

IV. ISC ARCHITECTURE

A. Semantic Encoder

Semantic Distance: Finding a proper metric to characterize the difference in meaning of two reasoning paths is of critical importance for semantic communication systems. In existing semantic communication solutions, the semantic distance is often measured by word similarity (e.g., defined by WordNet) between the labels of objects. Implicit semantic distance however cannot adopt the similarity of objects (words) to measure semantic distance due to the following reasons. First, entities and relations play different roles in interpreting the meaning of each reasoning path. Also, the output of the neural networks is the probability distribution of all the possible paths, i.e., the likelihood of paths composed of different combinations of relations and entities, and is, therefore, difficult to have a single value metric to characterize the meaning difference between two reasoning paths.

One way to solve this issue is to project the complex relations into a low-dimensional space called the embedding space and then adopt a certain distance metric, e.g., Euclidean distance, to measure the difference in meaning. Let \( e \) and \( r \) be the embeddings of entity \( e \) and relation \( r \), respectively. In this paper, we adopt a commonly used graph embedding solution, called TransE [9], due to its simplicity. In this embedding model, the addition of an entity embedding \( e_0^i \) and a relation embedding \( r_1^i \) will be close to the embedding of the connected entity embedding \( e_1^i \), i.e., \( e_0^i + r_1^i \approx e_1^i \). We can then convert a reasoning path \( p = (e_0^0, r_1^1, e_1^1, r_2^2, e_2^2, \ldots) \) into the following path embedding \( p = \sum_i r_1^i \).

Let \( p^E \) and \( p^D \) be the expert path embedding and the generated path embedding by the decoder, respectively. Without loss of generality, we assume \( p^E \) and \( p^D \) have the same dimension size. We can then feed the path embedding into a neural network to obtain the extracted semantic feature of expert paths and generated paths as follows:

\[
\varpi_\phi(p^E) = \sigma_1(\omega_2, f(\omega_1, p^E))
\]

\[
\varpi_\phi(p^D) = \sigma_1(\omega_2, f(\omega_1, p^D))
\]

where \( f(\cdot) \), \( \sigma(\cdot) \) are activation functions (e.g., ReLU, softmax, sigmoid, etc.) at various layers of neural networks, i.e., in \([1]\) and \([2]\), we consider a two-layer neural network in which \( \omega_1 \) and \( \omega_2 \) are the weights of the first layer and second layer, respectively. Latent parameter \( \phi \) of the comparator \( \Gamma \) consists of all the parameters of these layers as well as the activation functions adopted at different layers. We then define the difference of extracted semantic features of two reasoning paths as their semantic distance, i.e., the semantic distance between meanings represented by two reasoning paths \( p^E \) and \( p^D \) is given by

\[
\Gamma(p^E, p^D) = \varpi_\phi(p^E) - \varpi_\phi(p^D)
\]

Semantic Comparator: During the training stage, the encoder can collect a set of expert paths \( T^E \). These expert paths \( T^E \) can be obtained by previous observations and/or sampling from the source user’s knowledge base. We follow a commonly adopted setting and assume the expert paths follow a certain distribution, denoted as \( \Delta^E \). During the training, the encoder will identify some key entities \( e^i \) from the expert paths \( T^E \) to be sent to the semantic interpreter at the decoder for generating some random paths \( T^D \) based on the destination user’s knowledge base \( K^D \). These generated reasoning paths \( T^D \) will be feedback to the semantic comparator at the encoder. The semantic comparator at the source user will calculate the semantic distance between the generated paths \( T^D \) and expert paths \( T^E \) to be sent to the decoder. In this way, the semantic interpreter and semantic comparator will be interactively trained by minimizing the semantic distance between the generated reasoning paths \( T^D \) and the expert paths \( T^E \). More formally, suppose \( p^E \) and \( p^D \) are two embeddings corresponding to expert paths and paths generated by the decoder. The semantic comparator will be trained to better differentiate the semantic meaning of expert paths and paths generated by the decoder, i.e., if we adopt a commonly used loss function, cross entropy, as our loss function, we can write the optimization problem for semantic comparator as follows:

\[
\max_{\varpi_\phi} \left( \mathbb{E} [\log \varpi_\phi(p^E)] - \mathbb{E} [1 - \log \varpi_\phi(p^D)] \right)
\]

B. Semantic Decoder

Semantic Interpreter: Due to the complexity and diversity of implicit reasoning results, it is unrealistic to assume the reasoning path generated from any key entity is unique and deterministic. In fact, the meaning represented by different reasoning paths can be very similar and therefore it is generally difficult to determine a single path that best interprets the meaning of the source signal. A more realistic and practical solution is to learn a reasoning mechanism based on reinforcement learning to map the received key entities into the probability distribution of multiple possible reasoning paths. In this paper, we follow a commonly adopted setting and assume the relational reasoning process from each entity in a given knowledge base can be formulated as an MDP process in which the main objective is to learn a policy that can specify the probability distribution of choosing a set of connected relations to extend the reasoning path when arriving at each entity. In this way, the semantic interpreter can output all the possible reasoning paths by extending the possible relations when arriving at each explicit or hidden entity originated from one or more key entities. More formally, we define the relational reasoning process as a MDP \((A, S, R, \Gamma)\) consisting of the following components:

(a) State: In an MDP-based reasoning, the reasoning path is generated by choosing one relation and entity pair at a time. As mentioned earlier, the encoder will convert the entities and relations into an embedding space in which the distance between entities extended from different paths of relations reflects the closeness of the represented meanings. In this case, the state includes the embedding of the current entity as well as the original key entity received from the encoder,
i.e., the state at the $t$-th iteration of path reasoning is given by $s_t = (e_t, e_0)$, where $s_t \in S$ and $S$ is the state space.

(b) **Action:** Action space $A$ is defined as the set of all the possible relations specified in the user’s knowledge base. More formally, given the current state $s_t$, the action of the user is to choose the possible relations to extend the paths.

(c) **Reward:** The main objective is to minimize the semantic distance between the expert paths observed by the encoder and the reasoning paths generated by the semantic interpreter at the decoder.

(d) **Policy:** We define the policy network as a neural network parameterized by $\theta$. Our policy network maps the current state $s_t$ into a probability distribution over all the possible relations to extend the path. For example, when adopting a three layer neural network, the output of policy network is given by

$$
\pi_\theta (s_t) = \sigma (\omega'_3, g (\omega'_2, f (\omega'_1, s_t)))
$$

where $\sigma (\cdot, \cdot), g (\cdot), f (\cdot)$ are activation functions and $\omega'_1, \omega'_2, \omega'_3$ are weights of the first, second, and third layers, respectively.

Note that the policy network only specifies the probability distribution of relations extended from a given entity. The decoder however needs to recover the full reasoning path consisting of a sequence of entities and relations. We therefore define a reasoning mechanism $\Pi_{(\pi_\theta, L)}$ which maps a policy network into a probability distribution of all the possible paths under a certain constraint $L$. The constraint $L$ can be closely related to the depth of meaning that can be expressed by the user. For example, a shorter reasoning path generally represents a relatively more straightforward meaning. As the length of the path continues to grow, the chance of disclosing some deep meaning increases. However, it will also increase the searching space and chance to misrepresent the real meaning of the source user. More formally, the main objective of the semantic interpreter can be written as follows:

$$
\min_{\pi_\theta} \mathbb{E}_{p^D \sim \Delta^E} [\log \varphi (p^E)] - \mathbb{E}_{p^D \sim \Pi_{(\pi_\theta, L)}} [1 - \log \varphi (p^D)]
$$

where $p^D$ is the embedding of path $\eta^D$ and $\varphi$ is the solution of (2).

C. **Theoretical Analysis**

We summarize the main training procedures in Algorithm 1. We can prove the following result.

**Theorem 1:** Suppose at each iteration of GAML Algorithm, the semantic comparator can achieve its optimal solution $\varphi^*$ of (1) under given $\pi_\theta$ and $\Pi_{(\pi_\theta, L)}$ is updated according to $\pi_\theta$. We can then prove that when $\pi_\theta$ converges to the optimal solution $\pi_\theta^*$ of (1), the distribution $\Pi_{(\pi_\theta^*, L)}$ of generated semantic paths at the decoder approaches to the distribution $\Delta^E$ of expert paths.

**Proof:** It can be observed that our proposed architecture is very similar to a modified generative adversarial networks (GANs) fitted into a semantic communication scenario. We omit the details due to the limit of space.

---

**Algorithm 1 GRML Algorithm**

**Input:** Key entity $e_0$, expert semantic paths set $\mathcal{T}^E$, initial policy network $\pi_0(s|\theta_0)$ and comparator network $\varphi(p|\phi)$ with initial parameters $\theta_0, \phi_0$, and max length of hops $L$

**Output** learned policy $\pi^*$

For number of training iterations do

- Generate semantic paths set $\mathcal{T}_t^D$ from policy $\pi_\theta$
- Update comparator parameters $\phi_t$ to $\phi_{t+1}$ with the following gradient:

$$
\mathbb{E}_{p^D \sim \Pi_{(\pi_\theta, L)}} [\nabla_\phi \log \varphi (p^D)] + \mathbb{E}_{p^D \sim \Delta^E} [\nabla_\phi (1 - \log \varphi (p^D))]
$$

- Update policy parameters $\theta_t$ to $\theta_{t+1}$ by minimizing the cost function with Monte Carlo Policy Gradient:

$$
\mathbb{E}_{p^D \sim \Pi_{(\pi_\theta, L)}} [\nabla_\theta \log ((\pi_\theta (a|s)Q(s,a))] - \alpha \nabla_\theta H(\pi_\theta),
$$

where $Q(s,a) = \log (\varphi_{s,a} (p^D))$.

End for

---

V. **Experiments**

A. **Dataset and Simulation Setup**

We use NELL-995, a large real-world knowledge dataset [9] to evaluate the performance of our proposed iSC architecture and the GAML algorithm. NELL-995 consists of 754, 920 unique entities and 200 types of relations. We sample a set of expert paths from NELL-995 dataset using a two-side breadth first search algorithm to simulate the source user who tends to express his/her meaning based on two-hop reasoning paths. We then adopt TransE [8] to convert these expert paths into a 100-dimensional continuous embedding space. We set the semantic interpreter as a fully-connected network consisting of two hidden layers, each followed by a Rectified Linear Unit (ReLU) and one output layer. The output of the interpreter is normalized using a softmax function. For the semantic comparator, we adopt a two-layer fully-connected network with one hidden layer and one output layer. The output layer is normalized by a sigmoid function while others are activated by ReLU. Our simulations are performed based on Tensorflow open source platform on a workstation with an Intel(R) Core(TM) i9-9900K CPU@3.60GHz, 128.0 GB RAM@2133 MHz, 2 TB HD, and two NVIDIA Corporation GP102 [TITAN X] GPUs.

B. **Numerical Results**

We first evaluate the potential communication performance that can be improve by using our proposed semantic reasoning mechanism in Fig. 2 where we present the data packet loss of an additive Gaussian noise channel when the packets corrupted by the physical channel can be recovered by using our proposed reasoning-based solutions. Since in our considered dataset, the number of relation types is much less than the number of entities, it is therefore unnecessary for the source user to always send all the embedding feature sets of each relation in each transmission. The source user can send the full embedding data of each type of relation once and then use a simple label to denote the type of relations during...
We compare our proposed GAML with genetic algorithm (GA)-based reasoning solution, a popular heuristic knowledge inference solution based on population evolution and competition [10] in Fig. 5. We compare the semantic path reasoning performance of our proposed GAML and GA under different SKGs. We can observe that both our proposed GAML and GA solution are influenced by the semantic diversity of entities and the rest of the communication. We therefore mainly focus on the entity recovery performance when a source user sends all the entities, each represented by a packet with size of 3800 bits, to the destination user. We can observe that our proposed reasoning-based solutions can achieve a significant error correction performance, compared to the traditional communication solution without semantic reasoning. As mentioned earlier, the accuracy of semantic reasoning is also closely related to the structural feature of the knowledge graph. For example, the density of connections among entities may reflect the similarity of meaning of these entities, i.e., the higher the density of connections, the closer the meaning among these entities. To investigate impact of meaning similarity of entities on the error correction performance, we consider 10 sub-knowledge graphs (SKG), each consists of an exclusive set of 75, 492 entities linked with different number of relations and reasoning paths. We then rank these 10 SKGs according to their connection densities from the highest to the lowest to simulate the communication involving entities with different levels of semantic meaning diversity, i.e., semantic diversities of SKGs 1 and 10 are the lowest and the highest, respectively. We present the packet error rate achieved by our proposed reasoning-based error recovery solution with different combinations of SKGs in Fig. 2. We can observe that our proposed solution achieves a higher error correction performance for entities with lower semantic diversity.

We compare our proposed GAML offers at least 20% of performance improvement over GA in all 5 considered SKGs.

To verify the convergence of our proposed mechanism learning solution, in Fig. 4 we present the loss values of semantic comparator and interpreter under different training rounds defined in (4) and (6), respectively. We can observe that the loss functions of both comparator and interpreter can approach relatively stationary values with only 50 rounds of training. This means that the communication overhead for training a relatively satisfactory model at the semantic interpreter is moderate.

In Fig. 5 we evaluate the convergence of our proposed reasoning mechanism learning solution in Algorithm 1 when the model has been trained with different numbers of expert paths. We can observe that when the number of expert paths is limited, the proposed algorithm cannot converge. The convergence performance improves when the number of observable expert paths increases. This is because, the overall semantic diversity of training paths decreases with the number of training paths, e.g., the chance of having semantic similar paths increases with the total number of training paths, which results in faster convergence rate especially when the number of training rounds increases.

VI. CONCLUSION

This paper proposed a comprehensive framework for representing, modeling, and interpreting implicit semantic meaning among users. We first introduced a novel graph-inspired structure to represent the implicit meaning of message and then developed a novel semantic communication architecture, iSC, in which a reasoning mechanism can be trained at the destination user with the help of the source user. A generative imitation learning-based framework was then introduced for the destination user to imitate the reasoning process observed by the source users. We proved that, by applying our proposed learning framework, the decoder will learn a reasoning mechanism to generate reasoning paths that follow the same probability distribution as the expert paths. Numerical results suggest that our proposed architecture achieves accurate implicit meaning interpretation at the destination user with limited communication overhead.
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