Flow-Guided Attention Networks for Video-Based Person Re-Identification

Madhu Kiran\textsuperscript{a}, Amran Bhuiyan\textsuperscript{a}, Louis-Antoine Blais-Morin\textsuperscript{b}, Mehrsan Javan\textsuperscript{c}, Ismail Ben Ayed\textsuperscript{a}, Eric Granger\textsuperscript{a}

\textsuperscript{a} Laboratoire d'imagerie, de vision et d'intelligence artificielle, École de technologie supérieure, Montreal, Canada
\textsuperscript{b} Genetec Inc., Montreal Canada
\textsuperscript{c} Sportlogiq Inc., Montreal Canada

mkiran@livia.etsmtl.ca, amran.apece@gmail.com
lablaismorn@genetec.com, mehrsan@gmail.com
Ismail.BenAyed@etsmtl.ca, eric.granger@etsmtl.ca

Abstract

Person Re-Identification (ReID) is an important problem in many video analytics and surveillance applications, where a person’s identity must be associated across a distributed network of cameras. Video-based person ReID has recently gained much interest because it can capture discriminant spatio-temporal information that is unavailable for image-based ReID. Despite recent advances, deep learning models for video ReID often fail to leverage this information to improve the robustness of feature representations. In this paper, the motion pattern of a person is explored as an additional cue for ReID. In particular, two different flow-guided attention networks are proposed for fusion with any 2D-CNN backbone, allowing to encode temporal information along with spatial appearance information.

1. Introduction

Person Re-Identification (ReID) refers to the problem of associating individuals over a set of non-overlapping camera views. It is one of the key object recognition tasks, that has recently drawn a significant attention due to its wide range of applications in monitoring and surveillance, e.g., multi-camera target tracking, pedestrian tracking in autonomous driving, access control in biometrics, search and retrieval in video surveillance, and human-computer interaction communities. Despite the recent progress with deep learning (DL) models, person re-identification remains a challenging task due to the non-rigid structure of the human body, the variability of capture conditions (e.g., illumination, blur), occlusions and background clutter.

ReID approaches can be applied in image-based and video-based settings. State-of-the-art\cite{1,2,40,29,41,11,3,4,27} approaches on image-based setting seek to associate still images of individuals over a set of non-overlapping cameras. More recently, the advances in computational resources have allowed researchers focus on addressing this problem in video-based setting, where input video tracklet\footnote{A tracklet correspond to a sequence of bounding boxes that were captured over time for a same person in a camera viewpoint, and are obtained using a person detector and tracker.} of an individual are matched against a gallery of tracklet representations, captured with different non-overlapping cameras. Compared to image data, video data provides richer source of information about persons’ appearance along with motion information that notably capture persons’ body layouts. Thus, video-based approaches allow to exploit spatio-temporal information (appearance and motion) for discriminative feature representation.

As illustrated in Figure\footnote{State-of-the-art approaches for video-based person ReID typically learn global features in an end-to-end fashion, through various temporal feature ag-} state-of-the-art approaches for video-based person ReID typically learn global features in an end-to-end fashion, through various temporal feature ag-
In this paper, we focus on using the image-level semantic information obtained from optical flow as a source of spatial attention for RGB images in a video clip. Since an optical flow map represents the change between two consecutive images of a moving object, it can serve as a cue for weighing instance-level image features for feature aggregation based on quality of semantic information in a given image. This has not been explored in the literature for video person-ReID, thereby undermining the global saliency in the feature representation by using optical flow for discriminative feature extraction. We focus on generating spatio-temporal attention based on optical flow such that the salient features from optical flow allow focusing on semantic information at the instance level (spatial attention), as well as feature aggregation at the sequence level (temporal attention), along with learning motion and appearance based matching cues for ReID.

Two new DL models for flow-guided attention are introduced in this paper – which we refer to as Gated Attention and Mutual Attention networks – for video-based person ReID with spatio-temporal attention, using any 2D-CNN backbone. They enabled to co-jointly learn a feature embedding that incorporates relevant spatial information from human appearance, along with their motion information, which we hereafter refer as Gated Attention and Mutual At-

### Figure 1
Block diagram of a generic DL model specialized for video-based person ReID. Each query video clip from a non-overlapping camera is input to a backbone CNN to produce a set of features embeddings, one per image. The features are then aggregated to produce a single feature representation for the clip, which is then matched against clip representations stored in the gallery.

### Figure 2
Example of sampling strategy for training or query a ReID system. Longer clips capture a wider range of variations, and while shorter clips are sensitive to issues like occlusion, lighting changes, poor bounding box alignment, etc.
2. Related Work

The section provides background on DL models for spatio-temporal recognition, optical flow, and attention networks.

The proposed Gated Attention network consists of two parallel streams, an appearance learning stream (backbone CNN) and a flow feature extractor CNN (Flow-CNN) which serves as an auxiliary supplement to the backbone net for robust person ReID. The Flow-CNN extracts features from optical flow to produce gated attention that attends the features of appearance learning stream which is in contrast with earlier works on optical flow discussed above. The Gated Attention network uses optical flow strictly for attention and to identify salient temporal features during aggregation. The Mutual Attention network includes both optical flow stream and image stream for ReID and leverages the joint information. We also demonstrate one feature aggregation method with each of the models.

Unlike prior work in literature where feature aggregation is achieved by pooling or temporal attention from image feature, the proposed Mutual Attention network relies on a weighted feature addition method over images in a sequence to produce a single feature descriptor using both optical flow and image feature information. During feature aggregation, a reference frame from each tracklet is selected based on maximum activation from both the streams, and weights are assigned for individual features using image and flow feature information. Attention is enabled from optical flow in both spatial and temporal domain to extract discriminant features for ReID.

Performance of the proposed flow-gated attention networks are evaluated and compared on the challenging MARS and Duke-MTMC datasets for video-based person ReID. Experimental results show that both improve accuracy and can outperform the state-of-the-art approaches. Results also indicate the capability for higher accurate predictions by using longer video clips to capture multiple appearance variations.

2. Related Work

The section provides background on DL models for spatio-temporal recognition, optical flow, and attention mechanisms as they relate to person ReID.

a) Image-Based Person-ReID: Person-ReID for still images has made significant strides in recent years, especially after the introduction of DL networks. The idea of using CNNs for re-ID stems from Siamese Network [5], which involves two sub-networks with shared weights, and is suitable for finding the pair-wise similarity between query and reference images. It has first been used in [46] that employs three Siamese sub-networks for deep feature learning. Since then many authors focus on designing various DL architectures to learn discriminative feature embedding. Most of these deep-architecture based ReID [1, 8, 43, 7, 23, 3] approaches introduce an end-to-end ReID framework, where both feature embedding and metric learning have been investigated as a joint learning problem. In [1, 43], a new layer is proposed to capture the local relationship between two images, which helps modeling pose and viewpoint variations in cross-view pedestrian images. Recent ReID approaches [36, 38, 50, 48, 28, 49, 31, 40] rely on incorporating contextual information into the base deep ReID model, where local and global feature representations are combined to improve accuracy. A few attention-based approaches for deep re-ID [19, 49, 36] address misalignment challenges by incorporating a regional attention sub-network into a base re-ID model. A thorough review of state-of-the-art on architecture-based approaches underscores the importance of considering local representations, e.g., by dividing the image into soft stripes [40] or by pose-based part representation [36, 38, 50, 48, 28, 49, 31]. Although these methods have have achieve considerable performance improvements, they fail to incorporate temporal information due to their image-based setting.

b) Video-Based Person-ReID: Video Person-ReID has become prevalent in practical applications, with the potential advantage of exploiting temporal information along with spatial information to improve performance. Video ReID has recently attracted some interest since temporal information allows dealing with ambiguities such as occlusion and background noise [12, 13, 37, 15, 25]. An important problem in video-based ReID is the task of aggregating the image level features to obtain one single composite feature or descriptor for a video sequence. [12] have approached this problem by frame level feature extraction and temporal fusion by using recurrent NNs (RNNs), average pooling, and temporal attention (based on image features). Average Pooling in temporal dimension can be viewed as summing the features of the sequence by giving equal normalised weights to them. Average pooling of image instance features from a given sequence have proved to be useful in most of the cases, even compared to other DL model based on RNNs or 3D-CNN [12]. 3DCNN has been experimented in [12, 20] but have not been very effective in summarising video sequence for reID. But there could be certain case of
individual image in a sequence such that they either have higher noise content or the appearance in the image does not contribute much to an individual’s identity, then these become the debatable cases for Average Pooling.

c) Attention Mechanisms: Attention can be interpreted as a means of biasing the allocation of available computational resources towards the most informative components of a signal [16]. Attention mechanisms for person ReID have been proposed for self-attention or guided by some additional information outside a network. A dual attention mechanism has also been proposed in [32] to perform intra-sequence feature refinement and inter-sequence feature pair alignment. This allows to exploit visual cues in intermediate frames. A mask guided attention mechanism has been proposed in [34], where a binary body mask is used in conjunction with the corresponding person image to reduce background clutter. Somewhat similar to [34], co-segmentation networks have achieved significant improvements in ReID accuracy over the baseline by connecting a new COSAM module between different layers of a deep feature extraction network [37]. Co-Segmentation allows extracting common saliency between images, and using this information for both spatial- and channel-wise attention.

Similar to co-segmentation, optical flow is another important cue for common saliency between objects in motion captured between two consecutive images in a sequence. Optical flow is defined as the apparent motion of individual pixels on the image plane. It often serves as a good approximation of the true physical motion projected onto the image plane [42]. Optical flow has been employed for temporal information fusion in [6, 20], in a two stream Siamese Network with a weighted cost function to combine the information from both the streams. It uses a CNN that accepts both optical flow and color channels as input, and a recurrent layer to exploit temporal relations. Its important to note that prior to [9, 33] have used two stream networks but for action recognition. Two stream networks on their own are useful in action recognition as impact of motion cues in action recognition are higher in action recognition than that of ReID [9]. Therefore there is a necessity to use optical flow in a way that it can be leveraged for appearance related task.

It can be summarised from the above that, as discussed in [37], [32], [34] and [12], various saliency feature enhancement methods have been attempted, and in most cases they have helped improve the overall performance. Optical flow typically encodes motion information in contrast to appearance information, and hence there is scope to explore enhancing appearance information from motion and vice-versa.

3. Proposed Methods

Given an input video clip (set of bounding boxes extracted from a tracklet) represented by \( I^1_c, I^2_c, ..., I^n_c \) and corresponding optical flow estimations \( F^1_c, F^2_c, ..., F^n_c \), where \( c \) indicates the Identity of the video clip of length \( n \), our objective is to extract a discriminative feature vector \( \phi_c \) for ReID.

Two new models are proposed for flow guided attention – the Gated Attention and Mutual Attention networks. They learn spatio-temporal attention from optical flow thereby focusing on common salient features of a given person during its motion across consecutive frames of a given video clip. For temporal attention, they perform weighted addition of features of individual image frames by using attention that is a generated based on image and flow features. The Gated Attention network is a simple gated attention model, where the optical flow stream is used strictly for attention, and not directly as an input streams for matching. The Mutual Attention network includes both optical flow and image streams to attend each other, and also to combine the features to yield a single feature representation per clip.

3.1. Gated Attention Network:

**Flow Guided Attention.** Given input images, \( I^1_c, I^2_c, ..., I^n_c \) and flow maps \( F^1_c, F^2_c, ..., F^n_c \) for images of a sequence, we extract the features \( \phi_c = (\phi^1_c, \phi^2_c, ..., \phi^n_c) \) and \( f_c = f^1_c, f^2_c, ..., f^n_c \) from the deep CNN and the Flow CNN respectively. Since deep CNNs have been effective in Person-ReID problems, it is used for feature extraction in the Gated Attention network. A shallow CNN (Flow CNN) has been used to extract features from optical flow maps. We rely on shallow CNN to retain spatial coherence in the flow features (see Fig. 4).

The saliency level of the image feature varies across dif-
determined by the spatial dimension. The features are then activated by an activation function to produce a spatial soft attention map.

\[ a^c_t = A(f^c_t) \]  

where \( A \) is the sigmoid activation function, and \( a^c_t \) is the output of the activation function of size \( N \times 1 \times I \times J \). Finally, attention is applied to the intermediate features \( \Psi \) at an intermediate layer to obtain activated features \( \psi^c_t \) by element-wise multiplication with the activation \( a^c_t \).

\[ \psi^c_t = \psi^c_t \odot a^c_t \]  

A sequence of flow estimations input into the network will produce a sequence of flow features of size \( N \times C \times I \times J \), representing sequence length, channels, width, height respectively. The features are then pooled in the channel dimension to produce \( N \times 1 \times I \times J \) feature for attention in the spatial dimension. The features are then activated by an activation function to produce a spatial soft attention map.

\[ \phi^c_t = H(I^c_t) \]  

where \( H \) is the sigmoid activation function, and \( \phi^c_t \) is the output of the activation function of size \( N \times 1 \times I \times J \). This is not a fair weighing strategy as it implies that the instance level features are weighted equally and summed. This is not a fair weighing strategy particularly if one of the instance is partially occluded or cluttered. Temporal attention strategy is similar to our proposed method where a set of network parameters generate attention weights to aggregate the features except that they rely on image features alone.

We propose to use feature weighing strategy proposed by [18] for attention based feature aggregation. By considering both flow feature \( f^c_t \) as well as image feature \( \phi^c_t \) for different layers of the CNN. The flow guided attention is fused at a specific layer in the deep CNN where the attention is maximum. Let \( l \) be the intermediate layer of the \( k \) layer deep CNN and let the deep CNN be represented by \( H \) with a total number of \( k \) layers. Let \( S \) denote the shallow flow feature extractor CNN with \( l = 1, 2, 3...n \) then,

\[ \phi^c_t = H(I^c_t) \]  

If features from layer \( l \) are expressed as \( \psi \), then

\[ \psi^c_t = H(I^c_t) \]  

A sequence of flow estimations input into the network will produce a sequence of flow features of size \( N \times C \times I \times J \), representing sequence length, channels, width, height respectively. The features are then pooled in the channel dimension to produce \( N \times 1 \times I \times J \) feature for attention in the spatial dimension. The features are then activated by an activation function to produce a spatial soft attention map.

\[ a^c_t = A(f^c_t) \]  

where \( A \) is the sigmoid activation function, and \( a^c_t \) is the output of the activation function of size \( N \times 1 \times I \times J \). Finally, attention is applied to the intermediate features \( \Psi \) at an intermediate layer to obtain activated features \( \psi^c_t \) by element-wise multiplication with the activation \( a^c_t \).

\[ \psi^c_t = \psi^c_t \odot a^c_t \]  

Weighted Feature Addition. To generate one single feature vector \( \phi^c_c \) for a sequence \( c \) from instances \( \phi^c_1, \phi^c_2, ..., \phi^c_n \), various methods have been described in [12] including methods based on RNNs, average pooling and temporal attention. As described earlier, average pooling would imply that the instance level features are weighed equally and summed. This is not a fair weighing strategy particularly if one of the instance is partially occluded or cluttered. Temporal attention strategy is similar to our proposed method where a set of network parameters generate attention weights to aggregate the features except that they rely on image features alone.

We propose to use feature weighing strategy proposed by [18] for attention based feature aggregation. By considering both flow feature \( f^c_t \) as well as image feature \( \phi^c_t \) for different layers of the CNN. The flow guided attention is fused at a specific layer in the deep CNN where the attention is maximum. Let \( l \) be the intermediate layer of the \( k \) layer deep CNN and let the deep CNN be represented by \( H \) with a total number of \( k \) layers. Let \( S \) denote the shallow flow feature extractor CNN with \( l = 1, 2, 3...n \) then,

\[ \phi^c_t = H(I^c_t) \]  

If features from layer \( l \) are expressed as \( \psi \), then

\[ \psi^c_t = H(I^c_t) \]  

A sequence of flow estimations input into the network will produce a sequence of flow features of size \( N \times C \times I \times J \), representing sequence length, channels, width, height respectively. The features are then pooled in the channel dimension to produce \( N \times 1 \times I \times J \) feature for attention in the spatial dimension. The features are then activated by an activation function to produce a spatial soft attention map.

\[ a^c_t = A(f^c_t) \]  

where \( A \) is the sigmoid activation function, and \( a^c_t \) is the output of the activation function of size \( N \times 1 \times I \times J \). Finally, attention is applied to the intermediate features \( \Psi \) at an intermediate layer to obtain activated features \( \psi^c_t \) by element-wise multiplication with the activation \( a^c_t \).

\[ \psi^c_t = \psi^c_t \odot a^c_t \]  

After gated attention of features at the intermediate CNN layers, the feature extraction process continues with the rest of the CNN layers. If \( \Psi^c_t \) is the output of attention, it is passed through the rest of the layers in the network. In Eqn. 5 \( l, k \) represents layers between intermediate layer \( l \) and last layer \( k \). Then, the output \( \phi^c_t \) of feature extraction is given by,

\[ \phi^c_t = H_{l,k}(\psi^c_t) \]  

In Eqn. 6, \( w \) has been generated by a function of both image feature and flow feature:

\[ w^c_t = \exp \left\{ \frac{Z^T \left( \tanh \left( V \phi^c_t \odot U f^c_t \right) \right)}{\sum_{t=1}^{n} \exp \left\{ Z^T \left( \tanh \left( V \phi^c_t \odot U f^c_t \right) \right) \right\}} \right\} \]
is illustrated in Fig. 5 where the network accepts a two stream input (optical flow and image sequences). At the last layer of the network, the features from the two streams are concatenated after feature aggregation in the temporal domain. While the image stream helps in ReID by focusing on the appearance of the person, optical flow stream helps by capturing motion pattern of a given person. We propose to achieve feature aggregation to produce a feature vector by weighted addition. Our proposed method handles generation of weights that indicate the importance of individual image feature in producing a single video feature leveraging upon mutual attention.

In contrast to the previous method for flow guided attention mentioned above, we propose to produce cross-stream attention or Mutual attention between the optical flow stream and image stream to boost areas in the feature space that have high activation across both the streams.

Given a video clip and corresponding flow maps, we extract the features $\phi_c$ and $f_c$ from the deep CNNs respectively. The expected output is a concatenated feature vector of both optical flow and image features to be used for ReID. Both the CNNs share common architecture but do not share the parameters. Let $l$ be the intermediate layer of the $k$ layer deep CNN and let appearance CNN be represented by $H_{\text{app}}$ and optical flow stream CNN by $H_{\text{flow}}$ with a total number of $k$ layers. With $t = 1, 2, 3...n$ we have:

$$
\phi_c^l = H_{\text{app}}(I_c^l), \quad f_c^l = H_{\text{flow}}(F_c^l) \quad (8)
$$

If features from layer $l$ are expressed as $\phi^l$, then

$$
\phi_c^{l, t} = H_{\text{app}}(I_c^l), \quad f_c^{l, t} = H_{\text{flow}}(F_c^l) \quad (9)
$$

Both the features at layer $l$ are of dimensions, $N \times C \times I \times J$, representing sequence length, channels, width, height respectively. The features are then passed through $1x1$ convolution with ReLU activation to produce a map of size $N \times 1 \times I \times J$ each. The correlation between the features is given by,

$$
correl = \zeta_{\text{app}}(\phi_c^{l, t}) \odot \zeta_{\text{flow}}(f_c^{l, t}) \quad (10)
$$

In the Eqn. 10 $\zeta_{\text{app}}$ and $\zeta_{\text{flow}}$ are the embeddings with $1x1$ convolution with ReLU discussed above. correl when activated by a sigmoid function forms the mutual attention map $M_c^l$ between both the streams of input.

$$
M_c^l = \text{Sigmoid}(\text{correl}) \quad (11)
$$

Finally, mutual attention is applied to the intermediate features $\phi_c^{l, t}$ and $f_c^{l, t}$ at the intermediate layer (by an element-wise multiplication of attention map with feature maps) to obtain mutually attended appearance features $\Psi_{\text{app}}$ and $\Psi_{\text{flow}}$ to continue feature extraction continues in the remaining layers of the deep CNN to obtain final output features $\phi_c^t$ and $f_c^t$ for image and flow stream, respectively:

$$
\Psi_{\text{app}, c}^t = \phi_c^{l, t} \odot M_c^l, \quad \Psi_{\text{flow}, c}^t = f_c^{l, t} \odot M_c^l \quad (12)
$$

**Weighted Feature Addition.** We consider another method to aggregate image level features to obtain a single feature vector for a given video sequence. The appearance features and optical flow features are then concatenated to for ReID during inference, and to learn a classifier during training.

The output from image and optical flow stream CNNs generate $\phi_c$ for a sequence $c$ from instances $\phi_{c, 1}, \phi_{c, 2}, ..., \phi_{c, n}$ and $f_c$ from $f_{c, 1}, f_{c, 2}, ..., f_{c, n}$. The first task is to identify salient feature from a given sequence of features. In our case we can define a salient feature as the one that has maximum activation in both image and flow stream. Since the features have been attended by mutual attention, given a sequence, a Max operation in the temporal domain for each of the sequence will identify the salient feature among the sequence. We hereafter will refer to this salient feature as reference frame denoted by $\phi_{c, \text{max}}$ and $f_{c, \text{max}}$. In the next step an adaptive weight is generated for each of the features in the sequence based on how close each feature is with the reference feature. This is achieved by applying a cosine similarity between the reference feature and rest of the features int he sequence. The cosine similarity function is not applied directly on the features $\phi_{c, n}$ and $f_{c, n}$. Instead a tiny embedding $\epsilon(\cdot)$ is applied on the $\phi_{c, n}^\text{app}, f_{c, n}^\text{flow}$ and reference feature $\phi_{c, \text{max}}^\text{app}, f_{c, \text{max}}^\text{flow}$ to obtain embeddings $\phi_{\text{app}}^\epsilon, f_{\text{flow}}^\epsilon$ which are aggregated video features for image and flow respectively. These two features are concatenated to form $\phi_c^\epsilon$ which is passed through a fully connected layer of size same as $\phi_c$ to produce the final feature for classification or re-identification.

$$
w_{\text{app}}^i = \exp \left( \frac{\phi_{c, i}^\text{app} \cdot \phi_{c, \text{max}}^\text{app}}{||\phi_{c, i}^\text{app}|| ||\phi_{c, \text{max}}^\text{app}||} \right) \quad (13)
$$

$$
w_{\text{flow}}^i = \exp \left( \frac{f_{c, i}^\text{flow} \cdot f_{c, \text{max}}^\text{flow}}{||f_{c, i}^\text{flow}|| ||f_{c, \text{max}}^\text{flow}||} \right) \quad (14)
$$

From Eqn. 13 and Eqn. 14 feature aggregation weights are calculated for both image features and flow features respectively. The features are aggregated as per weighted aggregation Eqn. 4 to form outputs $\phi_c$ and $f_c$ which are aggregated video features for image and flow respectively. These two features are concatenated to form $\phi_c^\epsilon$ which is passed through a fully connected layer of size same as $\phi_c$ to produce the final feature for classification or re-identification.

**4. Experimental Methodology**

In this section the experimental procedure is described to evaluate and compare the performance of proposed and reference feature aggregation methods. The implementation details describe the datasets, feature extraction models, parameters for flow feature estimation, optical flow estimation method, training and evaluation techniques.

**Datasets.** Experiment are performed on 2 challenging and widely-used datasets for video-based person reID. MARS [35] dataset is one of the largest datasets for video Person-ReID. It contains more than a 1000 identities and the capture conditions are close to practical applications.
The images are basically cropped bounding boxes. Another dataset commonly used in literature for evaluating video person ReID is Duke-MTMC [45, 30] dataset containing 702 identities and more than 2000 sequences for testing and training each.

**Deep Feature Extraction.** We follow the overall system architecture in [12] (Baseline) and [37] (COSAM). They achieved state-of-the-art results on several ReID datasets. They have used ResNet50 for feature extraction. We propose to use ResNet50 as our base network to learn features invariant to cluttered background by attending with saliency map obtained from optical flow estimations. The networks have been pre-trained on imagenet [10] dataset. We experiment at different layers of the ResNet50 to select the ideal location in the network to generate maximum attention with optical flow. To extract video level feature from instance level features, we compare our proposed weighted addition method with that of temporal Average Pooling (AP) and Temporal Attention (TA) based method as illustrated in [12] and [37].

**Optical Flow Estimation.** To estimate optical flow maps for a given sequence LiteFlowNet [17] model has been chosen as they are computationally efficient compared to other deep models along with obtaining state of the art performance. We have used the official implementation from the authors to produce flow maps for both MARS and Duke-MTMC dataset. Hence for a given sequence, we input pairs of image $I^{t-1}$, $I^{t}$ as input to the LiteFlowNet model to produce flow map $F^{t-1}$. Though the bounding boxes of these datasets are cropped and centered making it difficult to estimate accurate flow maps, we were able to produce visually acceptable flow maps with LiteFlowNet as shown the Figures earlier.

**Evaluation Measures.** During the training phase we learn the ReID task by training a classifier with identity labels from the single feature extracted for a sequence. The feature extractor produces a $2048 \times 1$ size feature vector per sequence. This is the input to train the ReID classifier. During the testing phase, we use the 2048 dimensional feature to measure distance between the test sequence and the sequence from the gallery. We use the Cumulative Matching Characteristic (CMC) and Mean Average Precision (mAP) to evaluate the performance. CMC represents the matching characteristics of the first n query results.

**Settings.** The network feature extractors have been pre-trained on Imagenet dataset. We follow common data augmentation such as random flips and random crops during training. We use ADAM optimizer to train our model with a batch size of 32. We use a sequence length of 4 to train our model. The flow guided attention has been applied at layer 4 of the ResNet50 and an empirical study of attention at different layers has been presented in the next section. Hence the training setting have mostly been kept similar to our baselines [12] and [37] for a fair comparison of results with baseline.

### 5. Results and Discussion

We start this section with some ablation study on contribution of different modules for the final result. We also include some empirical study on selecting the Deep Feature Extractor layer for for attention as well as sequence length selection. We then proceed to overall performance comparison with the baselines and finally a comparison with state-of-the-art methods. We do the ablation study on baseline ResNet50 architecture based system [12] with temporal pooling for feature aggregation on MARS dataset. We compare the overall performance on both MARS and Duke-MTMC dataset.

#### a) Flow Guided Attention Fusion.** The first part of our work consists of flow guided attention on the intermediate layer of the Deep CNN used for feature extraction in ReID. Different layers in the Deep CNN have different abstraction

| Method                  | Feat Aggregation | mAP  | Rank 1 |
|-------------------------|------------------|------|--------|
| Baseline                | Pooling          | 75.8 | 83.1   |
| COSAM                   | Pooling          | 77.2 | 83.7   |
| Gated Attention (Simple Atten) | Pooling         | 77.4 | 84.6   |
| Mutual Attention (Mutual Atten) | Pooling        | 79.1 | 85.4   |
| Baseline                | RNN              | 75.7 | 82.9   |
| Baseline                | Temporal Attention | 76.7 | 83.3   |
| COSAM                   | Temporal Attention | 76.9 | 83.6   |
| Gated Attention (Simple Atten) | Weighted Addition | 77.8 | 84.8   |
| Mutual Attention (Mutual Atten) | Weighted Addition | 80.0 | 86.6   |

Table 1. Comparison of performance of baseline(ResNet50 + Temporal Pooling (TP)) with that of Baseline + Gated Attention + TP (Ours) at different layers of ResNet50 evaluated on MARS dataset.

Table 2. An ablation study of contribution of different module i.e Gated Attention(ours) and our Mutual Attention on the baselines. This study was done on MARS dataset.
Table 3. Empirical study of video sequence length vs performance on our method with Gated Attention, Mutual Attention, and baselines with no attention, average pooling and RNN on MARS dataset

| N Frame Seq | Baseline | RNN | Ours | Ours |
|-------------|----------|-----|------|------|
|             | Average Pooling | No Attention | Gated Attention | Mutual Attention |
|             | MAP | Rank 1 | mAP | Rank 1 | mAP | Rank 1 | mAP | Rank 1 | mAP | Rank 1 |
| 2           | 61.0 | 81.8 | 73.9 | 84.5 | 74.8 | 82.5 | 73.9 | 84.5 | 72.7 | 85.3 |
| 4           | 74.1 | 83.2 | 75.7 | 82.9 | 77.8 | 84.9 | 77.7 | 85.9 | 72.7 | 85.9 |
| 6           | 74.4 | 82.7 | -    | 77.6 | 84.5 | 79.2 | 85.8 | -    | 77.6 | 85.8 |
| 8           | 74.3 | 82.0 | 76.2 | 82.5 | 77.3 | 84.2 | 79.3 | 85.4 | -    | 77.6 | 85.8 |
| 16          | -     | -    | -    | -    | 72.5 | 82.9 | 80.0 | 86.6 | -    | -    | -    |

level of salient features of the input person image. Hence an experiment was conducted by fusing the flow guided attention at different layers of the Depp CNN applied on the baseline [12] ReID system and evaluated on MARS dataset. From the Tab. [1] we conclude that the best performance was achieved by attending at layer 4 of the ResNet50 network. This is justifiable from the fact that the earlier layers have different abstraction level of the salient features, the abstraction level increases in the deeper layers but in the last layer the spatial coherence is lower than the previous layers.

b) Contribution of Different Modules to the Baseline.

In this subsection we compare our Gated Fusion and Mutual Attention methods to the baseline [12] and that of state-of-the-art [37](ICCV-2019) since they follow similar comparison strategy as ours. In Tab. [2] we compare the baseline and ours with different feature aggregation methods like Average Pooling, Temporal Attention and our weighted feature addition method described earlier. We can see that just Gated Attention on its own is [12] has improved the performances by a large margin compared to improvement by [37](COSAM-ICCV-2019) on MARS datasets. Our feature addition method introduced in Gated Attention method has further performed better than Average Pooling in [12]. Our Mutual Attention method further improved the results compared to Gated Attention showing the potential of Mutual Attention between both image and optical flow features. Out Feature addition method used with Mutual Attention improve the results for feature aggregation by a larger margin compared to both Average Pooling and aggregation method from Gated Attention.

c) Effect of Sequence Length. The length of the sequence has an effect on the representative power of final aggregated feature. This in-turn influences the performance of various feature aggregation methods. Therefore in this subsection we analyse the effect of sequence length on different feature aggregation methods such as Temporal Pooling. Flow guided weighted Addition applied on our method. Hence in Tab. [3] we have shown results of flow guided attention on ResNet50 architecture with both the feature aggregation methods. It can be seen that at the sequence length of 4 we obtain ideal results for most methods in the literature as well as for our gated attention method. But our Mutual Attention method demonstrate the ability to aggregate additional features and hence we could use a sequence of length 16 with Mutual Attention. This is a crucial result as we demonstrate ability to aggregate additional features and keep improving results until a sequence length of 16.

d) Comparison with State-of-the-Art. We report the performance of our method ResNet50 + Gated attention with our weighted addition feature aggregation method and also our system with Mutual Attention and weighted feature aggregation method on MARS and Duke-MTMC datasets in the Tab. [4] We also compare our results with some of the related state-of-the-art methods in the table. As mentioned earlier we have selected [12] as our baseline. It can be observed that from our baseline, we have improved by a large margin on both mAP and Rank1 metric. Our method has also performed most of the state-of-the-art methods including some of the best existing methods. We have also shown the advantage of our method compared to other optical flow base methods [47, 44, 6]. Although [22] have demonstrated State-Of-the-Art results, we do not compare with them as their evaluation strategy is different from that of the commonly followed method in literature. We attribute our performance gain compared to the baseline on both flow guided attention and our feature aggregation technique. It can also be observed that from our proposal Mutual Attention method performs best demonstrating that optimal flow and image stream can attend to the salient regions of each other.

6. Conclusion

In this work we present two novel frameworks for flow guided attention and temporal feature aggregation for Person-ReID. The sole purpose of the work has been to focus on common saliency in moving objects to reduce background clutter, encode motion information to learn motion patterns of person that enable to have the advantages of having longer frame sequences. Our feature aggregation method uses cues from both image and optical flow feature
to assign weights and aggregate image instance features to produce a single video feature representation unlike assigning equal weights to images instances as in temporal pooling. Our method outperforms the best recent state-of-the-art in Rank1 metric in addition to outperforming other methods on both mAP and Rank1 metrics, evaluated on MARS as well as Duke-MTMC dataset.
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