Bubble wall velocity beyond *leading-log* approximation in electroweak phase transition
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Abstract

The bubble wall velocity is essential for the phase transition dynamics in the early universe and its cosmological implications, such as the energy budget of phase transition gravitational wave and electroweak baryogenesis. One key factor to determine the wall velocity is the collision term that quantifies the interactions between the massive particles in the plasma and the bubble wall. We improve the calculations of the collision term beyond the *leading-log* approximation, and further obtain more precise bubble wall velocity for a representative effective model.
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I. INTRODUCTION

The bubble wall velocity plays the essential roles in the energy budget \cite{1-6} of the phase transition gravitational wave, electroweak baryogenesis \cite{7}, the properties of phase transition related dark matter \cite{8-10} and so on. Successful electroweak baryogenesis favors the deflagration hydrodynamical process where the bubble wall velocity is smaller than the sound speed. However, the strong phase transition gravitational wave signal prefers the supersonic bubble wall velocity which induces the detonation hydrodynamical process. The bubble wall velocity of a given new physics model is generally determined by the hydrodynamical and micro-physical processes which basically involve the particles scattering processes between the relevant particles of the new model at the vicinity of the bubble wall. It is complicated to quantify these processes precisely in the thermal plasma due to the thermal effects and the infrared behavior. This makes it difficult to precisely predict the bubble wall velocity. Most of previous studies on electroweak baryogenesis, phase transition gravitational wave, phase transition related dark matter just take the bubble wall velocity as an input parameter. Therefore, there exist large theoretical uncertainties for these predictions due to the model-dependent bubble wall velocity. However, some pioneering works \cite{11-16} show us how to calculate the wall velocity under certain assumptions. The bubble wall velocity depends on the friction force acting on the expanding bubbles, which is further determined by the deviation of the massive particle populations from thermal equilibrium. Basically, under semiclassical approximation, the bubble wall velocity can be obtained by simultaneously solving the equation of motion for the Higgs field (or the order-parameter scalar field for the phase transition process) and the Boltzmann equations of the massive particle species. To solve the Boltzmann equations, it is crucial to calculate the collision terms, which quantify the particle scattering processes in the vicinity of bubble wall. In Refs. \cite{14, 15}, various approximations are taken to simplify the calculation of the collision terms, including the leading-log approximation. However, these approximations are quite rough. Recently, there are some studies aiming to improve the calculations of the scattering process for more precise bubble wall velocity. Ref. \cite{17} resummed the logarithmic terms to all orders to include the infrared enhancement due to the emissions of soft gauge bosons in the leading-log approximation. And there are some new approaches to study the friction force, which can further determine the bubble wall velocity. In this work, we improve the calculations of the collision
term beyond the \textit{leading-log} approximation and include the contribution of Higgs boson to get more precise bubble wall velocity in a representative effective model.

This paper is organized as follows. We briefly review the standard method for the calculation of the bubble wall velocity in Sec. II. Then we derive the collision terms beyond \textit{leading-log} approximation in Sec. III. And for different species of heavy particle, the bubble wall velocity is calculated and the behavior of perturbations are also shown in Sec. IV. Conclusion is given in Sec. V.

\section{II. STANDARD METHOD}

To solve the bubble wall velocity, we firstly need to know the bubble dynamics which is quantified by the equation of motion (EOM) of the background field. Based on WKB approximation we can derive the EOM of the background field\cite{[1][14][15][18]}.

\begin{equation}
\Box \phi + \frac{\partial V_0(\phi)}{\partial \phi} + \sum dm^2 \frac{d^3p}{(2\pi)^32E} \int \frac{d^3p}{(2\pi)^32E} f(p, x) = 0 ,
\end{equation}

where \(\phi\) is the background field, \(V_0(\phi)\) is the zero-temperature part of effective potential \(V_{\text{eff}}(\phi, T)\) and the sum is over all massive particle species. Eq. (1) represents the energy momentum conservation of the scalar-plasma system. During a strong first-order phase transition, there exists an out-of-equilibrium regime around the expanding bubble wall. Hence the distribution function can be expressed as a thermal equilibrium part plus a perturbation, \(f \equiv f_0 + \delta f\). Here, a default assumption is that the departure from thermal equilibrium can be regarded as a small perturbation from the thermal equilibrium. If the deviation is large enough that is comparable with the equilibrium part, this perturbative approach might not work. And the equilibrium distribution function for fermions and bosons are given as \(f_0 = \frac{1}{\exp(E/T) \pm 1}\) respectively in the plasma frame. The integral of the equilibrium part of the distribution functions give the thermal correction part of the effective potential \(V_T(\phi, T)\).

Therefore, the EOM for the background field is

\begin{equation}
\Box \phi + \frac{\partial V_{\text{eff}}(\phi, T)}{\partial \phi} + \sum dm^2 \frac{d^3p}{(2\pi)^32E} \int \frac{d^3p}{(2\pi)^32E} \delta f(p, x) = 0 ,
\end{equation}

where \(V_{\text{eff}}(\phi, T)\) is the thermal effective potential from a given new physics model. The third term in Eq. (2) behaves as the friction force acting on the bubble wall. We can see that the friction force is the summation effect of the deviation of massive particle populations
from thermal equilibrium. Thus, in our following calculations, we should only consider
the contributions from massive particles. In the plasma frame, the EOM can be further
expressed as \[14, 15\]

\[- (1 - v_w^2)\phi'' + \frac{\partial V_{\text{eff}}(\phi, T)}{\partial \phi} + \sum dm^2 \frac{d^3 p}{d^3 \pi (2\pi)^3 2E} \delta f(p, x) = 0 , \tag{3}\]

where \(v_w\) is the bubble wall velocity that we aim to calculate in this work. And the prime
mean derivatives with respect to the position coordinate. For the stationary wall, all quan-
tities \(Q\) are functions of \(x = z + v_w t\), and hence \(\partial_t Q \rightarrow v_w \partial_z Q, \partial_z Q \rightarrow Q'\).

To proceed further, we need to know the deviation distribution part \(\delta f_i\) for each massive
particle population. In principle, the distribution deviation part for the fundamental parti-
cles are described by the quantum Liouville equation. Under semiclassical approximation, it
reduces to the Boltzmann equation. Namely, when the WKB condition \(p \gg 1/L_w\) (\(p\) is the
momentum of concerned particle and \(L_w\) is the bubble width) is satisfied, the background
field varies slowly and hence the distribution function for each particle can be approximated
by the following Boltzmann equation

\[
\frac{d}{dt} f = \left( \frac{\partial}{\partial t} + \hat{z} \frac{\partial}{\partial z} + \hat{p}_z \frac{\partial}{\partial p_z} \right) f = -C[f] , \tag{4}\]

where \(\hat{z} = p_z/E\) and \(\hat{p}_z = -(m^2)'/(2E)\). The distribution function \(f\), which deviates from
its equilibrium form, can be expressed as

\[
f = \frac{1}{e^{(E + \delta)/T} \pm 1} , \tag{5}\]

where + is for fermions, – is for bosons, and \(\delta\) is the perturbation. Note WKB condition
indicates that the Boltzmann equation only works appropriately for the particle with the
momentum larger than the inverse of bubble wall width (rough estimation gives \(p \gg 2\text{GeV}\n\text{in this work}). For infrared particles, it is not suitable. We also require that the scatter-
ing processes are not too frequent. Basically, one can use the fluid approximation where
several characteristic parameters are used to approximate each distribution to simplify this
integro–differential Boltzmann equation in Eq. (4). Namely, for each particle species, we
parameterize the perturbation as \[14, 15\]

\[
\delta = -\mu - \mu_{bg} - \frac{E}{T}(\delta T + \delta T_{bg}) - p_z(v + v_{bg}) . \tag{6}\]

And we take the background chemical potential perturbation as zero for simplicity. \(C[f]\) is
the collision term, we will discuss it in detail in next section. The collision term and the
EOM of the background field are model-dependent. Here we use the Higgs sextic effective model [19, 20] as a representative model to give a concrete model-dependent analysis. With the leading-order thermal corrections, the effective potential for this model can be expressed as

$$V_{\text{eff}}(\phi, T) \approx \mu^2 + cT^2\phi^2 + \lambda \frac{\phi^4}{4} + \kappa \frac{\phi^6}{8\Lambda^2}$$,  

(7)

where $\Lambda/\sqrt{\kappa}$ is the effective cutoff scale and $c$ is the thermal correction which can be expressed as

$$c = \frac{1}{16}(g' + 3g^2 + 4y_t^2 + 4\frac{m_h^2}{v^2} - 12\frac{\kappa v^2}{\Lambda^2})$$.

(8)

And $g'$, $g$, $y_t$, $v$ are the $U(1)$ gauge coupling, $SU(2)$ gauge coupling, top quark Yukawa coupling, and electroweak vacuum expectation value (VEV), respectively. Therefore, all interactions involved in this model are the same as the standard model except for the Higgs self interactions.

In this work we consider three heavy particle species: top quark, Higgs boson, W boson (i.e. we approximate the W and Z boson as the same species after taking weighted average). And we treat other massive species that obtain light field-dependent mass as background\(^1\).

Solving the full Boltzmann equation is complicated. Hence we truncate the full Boltzmann equation with three moments for an approximate solution. And the three moments are chosen as $\int d^3p/(2\pi)^3$, $\int Ed^3p/(2\pi)^2$, and $\int p_z d^3p/(2\pi)^3$ [14, 15]. These moments can give three coupled ordinary differential equations for the perturbations $[\mu, \delta T, v]$ of each particle species. Using this specific truncation scheme\(^2\), we can derive the fluid equation as the following compact matrix form

$$A\delta' + \Gamma\delta = F$$,  

(9)

where the vector of perturbations is

$$\delta = (\mu_t, \delta T_t, T v_t, \mu_H, \delta T_H, T v_H, \mu_W, \delta T_W, T v_W)$$.

(10)

and

$$F = \frac{v_w}{2T} (c_1'(m_t^2), c_2'(m_t^2), 0, c_1'(m_H^2), c_2'(m_H^2), 0, c_1'(m_W^2), c_2'(m_W^2), 0)$$.

(11)

\(^1\) However, this approximation may not be valid, the mass of a particle in thermal plasma include the thermal effective mass and the field-dependent mass. And the thermal mass of particles with light field-dependent mass could also be large.

\(^2\) This truncation scheme can cause unphysical behaviors of the perturbation for the bubble wall velocity is close to the sound speed of the plasma. Ref. [7, 21] choose another scheme to avoid this artifact. However, these two schemes show slight differences for subsonic wall velocity. We still use this scheme in this work.
Γ = Γ₀ + \frac{1}{\tilde{c}_4} \mathcal{M} \tag{12}

A = \begin{pmatrix} A_t & 0 & 0 \\ 0 & A_H & 0 \\ 0 & 0 & A_W \end{pmatrix}, \quad \text{where} \quad A_i = \begin{pmatrix} v_w c_i^2 & v_w c_i^3 & \frac{1}{3} c_i^3 \\ v_w c_i^2 & v_w c_i^3 & \frac{1}{3} c_i^4 \\ \frac{1}{3} c_i^3 & \frac{1}{3} c_i^4 & \frac{1}{3} v_w c_i^4 \end{pmatrix}, \tag{13}

\Gamma_0 = \begin{pmatrix} \Gamma_t & 0 & 0 \\ 0 & \Gamma_H & 0 \\ 0 & 0 & \Gamma_W \end{pmatrix}, \quad \text{where} \quad \Gamma_i = \begin{pmatrix} \Gamma_{\mu_1,i} & \Gamma_{T,1,i} & 0 \\ \Gamma_{\mu_2,i} & \Gamma_{T,2,i} & 0 \\ 0 & 0 & \Gamma_{v,i} \end{pmatrix}. \tag{14}

And \( \mathcal{M} \) is

\[
\begin{pmatrix}
M_{tt} & M_{tH} & M_{tW} \\
M_{Ht} & M_{HH} & M_{HW} \\
M_{Wt} & M_{WH} & M_{WW}
\end{pmatrix}
\]

\[
\text{where} \quad M_{ij} = N_j \begin{pmatrix}
c_i^4 \Gamma_{\mu_2,j} & c_i^4 \Gamma_{T_2,j} & 0 \\
c_i^4 \Gamma_{\mu_2,j} & c_i^4 \Gamma_{T_2,j} & 0 \\
0 & 0 & c_i^4 \Gamma_{v,j}
\end{pmatrix}.
\tag{15}
\]

One can further assume the collision between massive particle species and light particle species in the fluid equations with opposite sign. And the light particle species are treated as being at the same temperature and velocity. Therefore, the background fluid equations can be expressed as:

\[
\tilde{c}_4 \left( v_w \delta T'_{bg} + \frac{v_{bg}'}{3} T \right) = N_t (\mu_t \Gamma_{\mu_2,t} + \delta T_t \Gamma_{T,2,t}) + \sum_{\text{bosons}} N_b (\mu_b \Gamma_{\mu_2,b} + \delta T_b \Gamma_{T_2,b}),
\]

\[
\frac{\tilde{c}_4}{3} (\delta T'_{bg} + v_w T v_{bg}') = N_t v_t T \Gamma_{v,t} + \sum_{\text{bosons}} N_b v_b T \Gamma_{v,b}, \quad \mu_{bg} = 0.
\tag{15}
\]

Then the derivative of the background temperature and velocity can be written as:

\[
\delta T'_{bg} = \frac{v_w (A + B) - (C + D)}{\tilde{c}_4 \left( v_w^2 - \frac{1}{3} \right)},
\]

\[
v_{bg}' = \frac{3 v_w (C + D) - (A + B)}{T \tilde{c}_4 \left( v_w^2 - \frac{1}{3} \right)}, \tag{16}
\]

where

\[
A = N_t (\mu_t \Gamma_{\mu_2,t} + \delta T_t \Gamma_{T,2,t}),
\]

\[
B = \sum_{\text{bosons}} N_b (\mu_b \Gamma_{\mu_2,b} + \delta T_b \Gamma_{T_2,b}),
\]

\[
C = N_t v_t T \Gamma_{v,t}
\]

\[
D = \sum_{\text{bosons}} N_b v_b T \Gamma_{v,b}.
\tag{17}
\]
Here the heat capacity of the light degrees of freedom $\tilde{c}_4 = 78c_4^f + 18c_4^b$. And the constants $c_i^{b/f}$ are defined as

$$c_i^{b/f} T^{i+1} = \int E^{i-1}(-f'_0) \frac{d^3p}{(2\pi)^3}$$  \hspace{1cm} (18)

At lowest order in $m/T$, we have

$$c_1^b = \frac{\log(2T/m_b)}{2\pi^2}, \quad c_2^b = \frac{1}{6}, \quad c_3^b = \frac{3\zeta(3)}{\pi^2}, \quad c_4^b = \frac{2\pi^2}{15}, \hspace{1cm} (19)$$

for bosons, whereas

$$c_1^f = \frac{\log(2)}{2\pi^2}, \quad c_2^f = \frac{1}{12}, \quad c_3^f = \frac{9\zeta(3)}{4\pi^2}, \quad c_4^f = \frac{7\pi^2}{60}, \hspace{1cm} (20)$$

for fermions. Here $\zeta$ is the Riemann zeta function.

### III. COLLISION TERMS

According to the seminal works [11–16] on the calculation of the bubble wall velocity, various improved methods [17, 18, 21–34] to calculate the bubble wall velocity and the friction force are developed recently. However, there are only a few of works that focus on the improvement of the calculation of the collision process during the phase transition. These works perform the calculation of collision term based on the leading-log approximation. Under this assumption, only the $t$-channel scattering processes are considered, and only the logarithmic terms are counted in the squared scattering amplitude in the $t$-channel scattering processes. Besides these approximations, all the external particles are assumed to be massless and the thermal mass is only included in the denominator of the propagator in the $t$-channel process. In this work, we concentrate on improving the calculation of these collision processes, and we recalculate the collision terms beyond these approximations. We include the $t$-channel, $u$-channel and $s$-channel processes to derive the rigorous scattering amplitude. All the thermal masses are taken into account.

The collision term of the Boltzmann equation can be expressed as [14, 15]

$$C[f] = \sum_i \frac{1}{2E_p} \int \frac{d^3k d^3p d^3k'}{(2\pi)^9 2E_k 2E_{p'} 2E_{k'}} |M|^2 (2\pi)^4 \delta^4(p + k - p' - k') \mathcal{P}[f_i],$$

\[\mathcal{P}[f_i] = f_1 f_2 (1 \pm f_3) (1 \pm f_4) - f_3 f_4 (1 \pm f_1) (1 \pm f_2). \hspace{1cm} (21)\]

Hereafter, we use $\bar{\Sigma}|M|^2$ to represent the squared matrix elements. The color and spin are summed (averaged) over final states (initial states). $p$ is the momentum of the concerned
heavy particle species with distribution function $f_1$. $k$ represents the momentum of the other incoming particle with distribution function $f_2$. $p'$ and $k'$ denote the momenta of the outgoing particles and the corresponding distribution functions labeled as $f_3$, $f_4$ respectively. The Mandelstam variables $s$, $t$, $u$ are defined as $s = (p+k)^2 = (p'+k')^2$, $t = (p-p')^2 = (k-k')^2$, and $u = (p-k')^2 = (k-p')^2$. We now analyze the distribution function at first order. We can write $f_i = 1/(\exp a_i \pm 1)$, and $1 \pm f_i = f_i \exp a_i$. Then

$$P[f] = (e^{a_3+a_4} - e^{a_1+a_2})f_1f_2f_3f_4.$$  \hfill (22)

In the plasma frame, we set $a_i = (E_i - \delta_i)/T$, with small $\delta_i$; then we have

$$\exp(a_1 + a_2) = \exp \left( \sum_i E_i/T \right) \times \exp(-\delta_1/T - \delta_2/T)$$

$$\approx \exp \left( \sum_i E_i/T \right) \times (1 - \delta_1/T - \delta_2/T).$$  \hfill (23)

And to the first-order in $\delta$, we have

$$P[f_i] \approx \frac{\delta_1 + \delta_2 - \delta_3 - \delta_4}{T} f_1f_2(1 \pm f_3)(1 \pm f_4).$$  \hfill (24)

Then we need to consider the major scattering processes of the massive particles species. In most of the previous studies, only two massive species are considered, namely, the top quark and W boson. Here, in our work, we include an extra massive particle species, the Higgs boson.

![Schematic Feynmann diagrams for top quark scattering with the bubble wall.](image)

**FIG. 1.** Schematic Feynmann diagrams for top quark scattering with the bubble wall.

For the top quark, the dominant contributions are from the strong interaction and we consider the interactions of $\mathcal{O}(g_s^4)$. The schematic Feynman diagrams contributing to the
The averaged amplitude square for the $t\bar{t} \to gg$ at tree level can be derived as
\[
\Sigma |M|^2(t\bar{t} \to gg) = \frac{4g_s^4 (m_t^4 (3t^2 + 14tu + 3u^2) - m_d^2 (7t^2u + t^3 + 7tu^2 + u^3) - 6m_s^5 + tu (t^2 + u^2))}{27s^2 (t - m_t^2)^2} \\
\times \frac{(-18m_t^2(t + u) + 18m_t^4 - s^2 + 9(t^2 + u^2))}{(u - m_t^2)^2}
\]
(25)

The other channel $tg \to tg$ can be obtained by crossing symmetry. $tq \to tq$ channel is also included in the numerical calculations.

![FIG. 2. Schematic Feynmann diagrams for W boson scattering with the bubble wall.](image)

For the W bosons, the dominant contributions are from the interactions of $\mathcal{O}(g_s^2 g_w^2)$. The schematic Feynman diagrams for the collision term of W bosons are shown in Fig. [2]. The averaged amplitude square for the $Wu \to dg$ at tree level can be calculated as
\[
\Sigma |M|^2(Wu \to dg) = 2e^2 g_s^2(m_d^4(m_w^2(4tm_w^2 + 9m_w^4 + 7s^2 + 13st + 10su + 2t^2 + 8tu + u^2)) \\
+ t(-5m_{tw}^4 - 3s^2 - 5st - 6su + 2t^2 - 2tu - u^2) - 2m_d^4(4m_{tw}^2 + 5s + 5t + 2u) + 4m_u^4) \\
- m_d^2(-m_d^4(4sm_{tw}^2 + 9m_{tw}^4 + 2s^2 + 13st + 8su + 7t^2 + 10tu + u^2) + m_u^2(2m_{tw}^2(s^2 - s(6t + u) + t(t - u))) \\
+ 2m_{tw}^4(7s + 7t + 2u) + s^2(9t + 6u) + s^3 + s(9t^2 + 20tu + 2u^2) + t(t^2 + 6tu + 2u^2)) \\
+ t(-2m_{tw}^4(s - s(4t + u) + t(t - u))) + m_u^4(-(6s + 5t + 4u)) - s^2(5t + 4u) + s^3 - s(t^2 + 8tu + 2u^2) \\
+ t^3 - tu^2) + m_6^0(s + 5t + 4u)) + m_6^0(-m_d^2(5s + t + 4u) + 4m_u^4 + t(3s - t + 2u)) \\
+ s(m_d^4(-5m_{tw}^4 + 2s^2 - 5st - 2su - 3t^2 - 6tu - u^2) + m_u^2(2m_{tw}^2(s^2 - s(4t + u) + t(t - u))) \\
+ m_w^4(5s + 6t + 4u) + 2s - 3s + s(5t^2 + 8tu + u^2) + t(-t^2 + 4tu + 2u^2)) + t(-2m_{tw}^2(s^2 - s(2t + u) + t(t - u))) \\
+ m_w^4(-(s + t + 4u)) - s^2 + s^3 - s(t^2 + 4tu + u^2) + t^3 - tu^2) \\
+ m_6^0(-s + 3t + 2u))/((3m_{tw}^2(s - m_d^2)^2(t - m_u^2)^2)(\sin(\theta_W))^2)
The $Wq \rightarrow \bar{u}d$ can also been obtained by the crossing symmetry from the above expression. We also include the interaction of $O(g^4_u)$ in our numerical calculations, such as $WW \rightarrow q\bar{q}$ and $Wq \rightarrow Wq$.

For the Higgs boson, the schematic Feynman diagrams for the Higgs species are shown in Fig. 3. And the dominant contributions are from the interaction of $O(g^4_t)$. The averaged amplitude square for the $HH \rightarrow t\bar{t}$ at tree level can be calculated as

$$
\Sigma|\mathcal{M}|^2(HH \rightarrow t\bar{t}) = e^4 m_i^2 (m_{H}^2 (m_{t}^2 (3s^2(t - u)^2 + 2s(t + u)(t^2 - (12\delta_H + 17)tu + u^2) - tu((3\delta_H + 5)t^2 + 2(15\delta_H + 13)tu + (3\delta_H + 5)u^2)) - m_i^6 (2(18\delta_H + 35)s(t + u) + (63\delta_H + 113)t^2 + 18(13\delta_H + 19)tu + (63\delta_H + 113)u^2) + m_i^4 (s(35\delta_H + 7)t^2 + 20(3\delta_H + 5)tu + 3(5\delta_H + 7)u^2) + 3(t + u)((\delta_H + 3)t^2 + 2(15\delta_H + 17)tu + (\delta_H + 3)u^2)) + m_i^8 (7(3\delta_H + 7)s + 8(18\delta_H + 35)(t + u)) - 28(3\delta_H + 7)m_i^{10} + 9(\delta_H + 1)s^2 t^2 u^2) - sm_i^2 m_i^2 (-m_i^4 (2(9\delta_H + 34)s(t + u) + (27\delta_H + 100)t^2 + 18(5\delta_H + 12)tu + (27\delta_H + 100)u^2) + m_i^2 (3(3\delta_H + 3)t^2 + 2(6\delta_H + 17)tu + 3(\delta_H + 3)u^2) + 3(t + u)((\delta_H + 4)t^2 + 2(3\delta_H + 4)tu + (\delta_H + 4)u^2) + 4m_i^6 ((3\delta_H + 14)s + 2(9\delta_H + 34)(t + u)) - 16(3\delta_H + 14)m_i^8 + s^2 (t - u)^2 + s(t + u)(t^2 - 2(3\delta_H + 7)tu + u^2) - (3\delta_H + 14)tu(t - u)^2) - m_i^6 m_i^2 (t - u)^2 (-2m_i^2 + 3s + t + u) + m_i^8 m_i^2 (t - u)^2 + s^2 m_i^2 (-m_i^4 (16s(t + u) + 23t^2 + 18tu + 23u^2) + 16m_i^6 (s + 4(t + u)) + m_i^2 (t + u)(4s(t + u) + 3(t - u)^2) - 64m_i^8 + tu(t - u)^2))/288(t - m_i^2)^2 m_W^4 (s - m_W^2)^2 (u - m_i^2)^2 (\sin(\theta_W))^4)
$$

where $\delta_H \sim (0.6, 1.5)$ is the deviation of the triple Higgs coupling in the Higgs sextic model. $\delta_H = 0.76$ for $\Lambda/\sqrt{k} = 780$ GeV.

In the electroweak plasma, the thermal mass should also be taken into account. For quarks, the thermal mass is $m_{qT}^2 = g_q^2 T^2/6$. For gluons, the thermal mass is $m_{gT}^2 = 2g_g^2 T^2$. 

FIG. 3. Schematic Feynmann diagrams for Higgs boson scattering with the bubble wall.
For W bosons, the thermal mass is \( m^2_{WT} = 11 g_w^2 T^2 / 6 \). Based on the squared matrix elements obtained at zero temperature, we add the thermal mass to the zero-temperature mass as the total mass in the thermal bath. After replacing with the more appropriate mass term, we numerically calculate the collision term using the exact squared matrix elements and Monte-Carlo approach instead of the analytical method under leading-log approximation where a lot of terms are omitted. The Monte-Carlo package VEGAS is used in our integration calculations. We take an infrared cutoff \( p = 2 \) GeV to avoid the invalidity of the Boltzmann equation. And we can basically derive the following results

\[
\int \frac{d^3 p}{(2\pi)^3} C[f] = \mu \Gamma_{\mu 1} + \delta T \Gamma_{T 1} \\
\int \frac{d^3 p}{(2\pi)^3} EC[f] = \mu \Gamma_{\mu 2} + \delta T \Gamma_{T 2} \\
\int \frac{d^3 p}{(2\pi)^3} p_z C[f] = v T \Gamma_v ,
\]

for each particle species. Based on above squared matrix elements and definitions of the \( \Gamma \) matrix elements, we can obtain the following \( \Gamma \) matrix element at the nucleation temperature \( T_n \approx 100 \) GeV for \( \Lambda/\sqrt{\kappa} = 780 \) GeV. For the top quark, we have

\[
\begin{align*}
\Gamma_{\mu 1},t &= 4.5 \times 10^{-3} T, \\
\Gamma_{T 1},t &= 3.0 \times 10^{-2} T, \\
\Gamma_{\mu 2},t &= 8.5 \times 10^{-2} T, \\
\Gamma_{T 2},t &= 1.1 \times 10^{-1} T, \\
\Gamma_v,t &= 3.6 \times 10^{-2} T.
\end{align*}
\]

And for the W/Z gauge bosons:

\[
\begin{align*}
\Gamma_{\mu 1},W &= 2.3 \times 10^{-3} T, \\
\Gamma_{T 1},W &= 4.1 \times 10^{-2} T, \\
\Gamma_{\mu 2},W &= 6.9 \times 10^{-2} T, \\
\Gamma_{T 2},W &= 3.3 \times 10^{-2} T, \\
\Gamma_v,W &= 1.7 \times 10^{-2} T.
\end{align*}
\]

For the Higgs boson, we have

\[
\begin{align*}
\Gamma_{\mu 1},H &= 0.2 \times 10^{-3} T, \\
\Gamma_{T 1},H &= 0.5 \times 10^{-3} T, \\
\Gamma_{\mu 2},H &= 0.5 \times 10^{-3} T, \\
\Gamma_{T 2},H &= 0.9 \times 10^{-2} T, \\
\Gamma_v,H &= 0.9 \times 10^{-3} T.
\end{align*}
\]

\[
\text{IV. BUBBLE WALL VELOCITY}
\]

Substitute the results obtained from Boltzmann equation under semiclassical and fluid approximation into Eq. (3). At leading order of perturbations, the EOM of Higgs can be
approximated as

\[-(1 - v_w^2)\phi'' + \frac{\partial V_{\text{eff}}(\phi, T)}{\partial \phi} + \delta T_{\text{bg}} \frac{\partial^2 V_{\text{eff}}(\phi, T)}{\partial T \partial \phi} + \frac{N_i T}{2} \frac{d^2}{d\phi} \left( c_1' \mu_i + c_2' (\delta T_i + \delta T_{\text{bg}}) \right) + \frac{N_W T}{2} \frac{d^2}{d\phi} \left( c_1^W \mu_W + c_2^W (\delta T_W + \delta T_{\text{bg}}) \right) + \frac{N_H T}{2} \frac{d^2}{d\phi} \left( c_1^H \mu_H + c_2^H (\delta T_H + \delta T_{\text{bg}}) \right) = 0 \]  

(30)

where \( N_i \) the degree of freedom of particle \( i \), and the temperature \( T \) should actually be \( z \)-dependent, namely, \( T = T_+ + \delta T_{\text{bg}}(z) \). Here \( T_+ \) is temperature just in front of the bubble wall and can be solved with the hydrodynamical treatment\(^3\) of expanding bubble [1–6]. In this work, we take the approximation \( T_n = T_+ = T \) in Eq. (30) for simplicity. To proceed further, the wall shape ansatz is chosen as

\[ \phi(z) = \frac{\phi_0}{2} \left( 1 + \tanh \frac{z + v_w t}{L_w} \right), \]  

(31)

where \( \phi_0 \) and \( L_w \) are the VEV of the Higgs boson in the broken phase and the bubble wall width respectively. And this ansatz may only appropriate for the weak first-order phase transition, since the bubble profile is quite similar to Eq. (31) in that situation. However, this ansatz might not be suitable for the bubble profile of very strong first-order phase transition, such as the strong supercooling and the ultra supercooling cases mentioned in Ref. [35]. In this work, we consider a benchmark point with relatively weak first-order phase transition and we assume this shape in the following analysis.

For a given specific bubble wall shape in Eq. (31), it is still difficult to fully solve the EOM in Eq. (30). Hence, for an approximate solution, the following two constraints [14, 15] should be satisfied

\[ \int [\text{Eq. (30)}] \phi' dz = 0, \quad \int [\text{Eq. (30)}] \frac{z}{L_w} \phi' dz = 0. \]  

(32)

The first equation in Eq. (32) means the total pressure on the bubble wall vanishes in the steady velocity regime. And the second equation indicates the bubble wall width should not change, that means the asymmetry in the total pressure between the front and behind the bubble wall should be zero for the steady bubble wall velocity.

\(^3\)Previous studies [6, 23, 27] show the temperature profile can be derived from a specific equation of state.

However, the most appropriate approach to derive the temperature profile of a concrete particle physics model should begin with the effective potential as mentioned in Ref. [6].
From the above set-up and the collision term derived in the last section, we calculate the bubble velocity for different species of heavy particle that are counted in the Higgs sextic effective model. In Tab. I we show the bubble wall velocity, bubble width, wash-out parameter, and nucleation temperature for a benchmark point with $\Lambda/\sqrt{\kappa} = 780$ GeV. For the two-particle case which only considers top quark and W boson, we use the collision term derived in Ref. [14] to obtain the bubble wall velocity. And the bubble wall velocity for three-particles case is derived with our calculation of the collision term beyond the leading-log approximation. From Tab. I we can see the bubble wall velocity derived with our results of collision term is small than the velocity derived with the results of Ref. [14]. The lower bubble wall velocity originates from more rigorous scattering processes, which effectively increase the friction force similar to the behavior shown in Ref. [17].

For the bubble velocity of both cases, we show the perturbations of different particles in Fig. 4 and Fig. 5. The chemical potential perturbation, the temperature perturbation, and the velocity perturbation are denoted by blue, green, and red lines, respectively. The left panel of Fig. 4 shows the temperature normalized perturbations of top quark and W boson with solid and dashed line respectively, for two-particle species. And the perturbations of top quark and W bosons for three-particle species are depicted in the right panel of Fig. 4. According to this figure, we find the chemical potential perturbation and temperature perturbation of top quark and W boson are significantly changed. The chemical potential perturbations of three-particle case have opposite sign compared with the two-particle case for top quark and W boson. Especially, for the top quark, its chemical potential perturbation of three-particle case is about one order of magnitude smaller than its values of two-particle case. However, the values of chemical potential perturbation of both cases for W boson are basically at the same order of magnitude. In the three-particle case, the temperature perturbation of top quark is amplified. Instead for the W boson, the temperature perturbation

| $\Lambda/\sqrt{\kappa}$ [GeV] | $v_w$ | $L_wT$ | $v_c/T_c$ | $T_n$ [GeV] |
|-----------------------------|-------|--------|-----------|-------------|
| Two-particle 780            | 0.3382| 20.1863| 1.1044    | 100.977     |
| Three-particle 780          | 0.2499| 18.1759| 1.1044    | 100.977     |

TABLE I. Bubble velocity and phase transition parameters for benchmark point with different kinds of particle species counted in the EOM.
is reduced. The velocity perturbations of top quark and W boson are barely affected by
different heavy species that are counted in calculation. In Fig. 5, we show the perturbations
of Higgs boson in the left panel for three-particle case, and the result of background particle
species are plotted in the right panel. Here we use the solid and dashed line to represent
the background perturbation for two-particle and three-particle case respectively.

FIG. 4. An illustration of perturbations for top quark and W boson. Left: the perturbations of top
quark (solid line) and W boson (dashed line) for two-particle species. Right: the perturbations of
top quark (solid line) and W bosons (dashed line) for three-particle species.

FIG. 5. An illustration of perturbations for Higgs boson and background particle species. Left:
the perturbation of Higgs boson for three-particle species. Right: the background perturbations
for three-particle species (solid line) case and two-particle species (dashed line) case.
V. DISCUSSION AND CONCLUSION

The precise prediction of bubble wall velocity is crucial for our understanding of the phase transition dynamics and its cosmological implications. For example, the value of bubble wall velocity is strongly related to the hydrodynamical mode around the expanding bubble wall; for bubble wall velocity lower than the sound speed, it is the deflagration mode, which is favored by the electroweak baryogenesis; for the wall velocity much larger than the sound speed (basically, it should be larger than the Jouguet detonation velocity), it is called the detonation mode, which could produce much stronger phase transition gravitational wave compared to the deflagration case. Therefore, it is important to precisely calculate the bubble wall velocity. The main difficulty is the precise calculations of the collision terms, which represent the various particle scattering processes at the vicinity of the bubble wall. In previous studies, only the $t$-channel process and the logarithmic term of the $t$-channel are considered. All particle masses are assumed massless except for the propagator of the $t$-channel process.

In this work, we have considered the complete scattering amplitude of all the channels instead of only logarithmic terms of the $t$-channel. And all the thermal masses are included in our numerical calculations. The contribution of massive Higgs boson is also taken into account. Using Monte-Carlo algorithm, we have numerically calculated more precise collision term and hence obtained more reliable bubble wall velocity in the representative effective model. After considering more rigorous scattering processes and the corresponding collision terms, our bubble wall velocity is smaller than the previous result under the leading-log approximation. It could help us to improve the prediction on the baryogenesis and the gravitational wave spectra. Based on the recent studies [36, 39], more precise calculations including the resummation over the large logarithmic terms [17] are left for our future study.

ACKNOWLEDGMENTS

FPH is supported in part by the McDonnell Center for the Space Sciences. XW and XMZ are supported in part by the Ministry of Science and Technology of China (2016YFE0104700), the National Natural Science Foundation of China (Grant NO. 11653001),
the CAS pilot B project (XDB23020000).

[1] J. R. Espinosa, T. Konstandin, J. M. No and G. Servant, “Energy Budget of Cosmological First-order Phase Transitions,” JCAP 06, 028 (2010) [arXiv:1004.4187 [hep-ph]].

[2] L. Leitao and A. Megevand, “Spherical and non-spherical bubbles in cosmological phase transitions,” Nucl. Phys. B 844, 450-470 (2011) [arXiv:1010.2134 [astro-ph.CO]].

[3] L. Leitao and A. Megevand, “Hydrodynamics of phase transition fronts and the speed of sound in the plasma,” Nucl. Phys. B 891, 159-199 (2015) [arXiv:1410.3875 [hep-ph]].

[4] F. Giese, T. Konstandin and J. van de Vis, “Model-independent energy budget of cosmological first-order phase transitions—A sound argument to go beyond the bag model,” JCAP 07, no.07, 057 (2020) [arXiv:2004.06995 [astro-ph.CO]].

[5] F. Giese, T. Konstandin, K. Schmitz and J. Van De Vis, “Model-independent energy budget for LISA,” [arXiv:2010.09744 [astro-ph.CO]].

[6] X. Wang, F. P. Huang and X. Zhang, “The energy budget and the gravitational wave spectra beyond the bag model,” [arXiv:2010.13770 [astro-ph.CO]].

[7] J. M. Cline and K. Kainulainen, “Electroweak baryogenesis at high bubble wall velocities,” Phys. Rev. D 101, no.6, 063525 (2020) [arXiv:2001.00568 [hep-ph]].

[8] M. J. Baker, J. Kopp and A. J. Long, “Filtered Dark Matter at a First Order Phase Transition,” arXiv:1912.02830 [hep-ph].

[9] D. Chway, T. H. Jung and C. S. Shin, “Dark matter filtering-out effect during a first-order phase transition,” arXiv:1912.04238 [hep-ph].

[10] F. P. Huang and C. S. Li, “Probing the baryogenesis and dark matter relaxed in phase transition by gravitational waves and colliders,” Phys. Rev. D 96, no. 9, 095028 (2017) [arXiv:1709.09691 [hep-ph]].

[11] M. Dine, R. G. Leigh, P. Y. Huet, A. D. Linde and D. A. Linde, “Towards the theory of the electroweak phase transition,” Phys. Rev. D 46, 550-571 (1992) [arXiv:hep-ph/9203203 [hep-ph]].

[12] B. H. Liu, L. D. McLerran and N. Turok, “Bubble nucleation and growth at a baryon number producing electroweak phase transition,” Phys. Rev. D 46, 2668-2688 (1992)

[13] J. Ignatius, K. Kajantie, H. Kurki-Suonio and M. Laine, “The growth of bubbles in cosmolog-
cal phase transitions,” Phys. Rev. D 49, 3854-3868 (1994) [arXiv:astro-ph/9309059 [astro-ph]].

[14] G. D. Moore and T. Prokopec, “Bubble wall velocity in a first order electroweak phase transition,” Phys. Rev. Lett. 75, 777-780 (1995) [arXiv:hep-ph/9503296 [hep-ph]].

[15] G. D. Moore and T. Prokopec, “How fast can the wall move? A Study of the electroweak phase transition dynamics,” Phys. Rev. D 52, 7182-7204 (1995) [arXiv:hep-ph/9506475 [hep-ph]].

[16] G. D. Moore, “Electroweak bubble wall friction: Analytic results,” JHEP 03, 006 (2000) [arXiv:hep-ph/0001274 [hep-ph]].

[17] S. Höche, J. Kozaczuk, A. J. Long, J. Turner and Y. Wang, “Towards an all-orders calculation of the electroweak bubble wall velocity,” [arXiv:2007.10343 [hep-ph]].

[18] T. Konstandin, G. Nardini and I. Rues, “From Boltzmann equations to steady wall velocities,” JCAP 09, 028 (2014) [arXiv:1407.3132 [hep-ph]].

[19] X. m. Zhang, “Operators analysis for Higgs potential and cosmological bound on Higgs mass,” Phys. Rev. D 47, 3065-3067 (1993) [arXiv:hep-ph/9301277 [hep-ph]].

[20] C. Grojean, G. Servant and J. D. Wells, “First-order electroweak phase transition in the standard model with a low cutoff,” Phys. Rev. D 71, 036001 (2005) [arXiv:hep-ph/0407019 [hep-ph]].

[21] B. Laurent and J. M. Cline, “Fluid equations for fast-moving electroweak bubble walls,” Phys. Rev. D 102, no.6, 063516 (2020) [arXiv:2007.10935 [hep-ph]].

[22] P. John and M. G. Schmidt, “Do stops slow down electroweak bubble walls?,” Nucl. Phys. B 598, 291-305 (2001) [erratum: Nucl. Phys. B 648, 449-452 (2003)] [arXiv:hep-ph/0002050 [hep-ph]].

[23] S. J. Huber and M. Sopena, “An efficient approach to electroweak bubble velocities,” [arXiv:1302.1044 [hep-ph]].

[24] J. Kozaczuk, “Bubble Expansion and the Viability of Singlet-Driven Electroweak Baryogenesis,” JHEP 10, 135 (2015) [arXiv:1506.04741 [hep-ph]].

[25] G. C. Dorsch, S. J. Huber and T. Konstandin, “Bubble wall velocities in the Standard Model and beyond,” JCAP 12, 034 (2018) [arXiv:1809.04907 [hep-ph]].

[26] M. Barroso Mancha, T. Prokopec and B. Swiezewska, “Field theoretic derivation of bubble wall force,” [arXiv:2005.10875 [hep-th]].

[27] A. Friedlander, I. Banta, J. M. Cline and D. Tucker-Smith, “Wall speed and shape in singlet-assisted strong electroweak phase transitions,” [arXiv:2009.14295 [hep-ph]].
[28] A. Megevand and A. D. Sanchez, “Velocity of electroweak bubble walls,” Nucl. Phys. B 825, 151-176 (2010) [arXiv:0908.3663 [hep-ph]].

[29] S. J. Huber and M. Sopena, “The bubble wall velocity in the minimal supersymmetric light stop scenario,” Phys. Rev. D 85, 103507 (2012) [arXiv:1112.1888 [hep-ph]].

[30] A. Megevand and A. D. Sanchez, “Analytic approach to the motion of cosmological phase transition fronts,” Nucl. Phys. B 865, 217-237 (2012) [arXiv:1206.2339 [astro-ph.CO]].

[31] A. Mégevand, “Friction forces on phase transition fronts,” JCAP 07, 045 (2013) [arXiv:1303.4233 [astro-ph.CO]].

[32] R. G. Cai and S. J. Wang, “Effective picture of bubble expansion,” [arXiv:2011.11451 [astro-ph.CO]].

[33] A. Azatov and M. Vanvlasselaer, “Bubble wall velocity: heavy physics effects,” [arXiv:2010.02590 [hep-ph]].

[34] S. Balaji, M. Spannowsky and C. Tamarit, “Cosmological bubble friction in local equilibrium,” [arXiv:2010.08013 [hep-ph]].

[35] X. Wang, F. P. Huang and X. Zhang, “Phase transition dynamics and gravitational wave spectra of strong first-order phase transition in supercooled universe,” JCAP 05, 045 (2020) [arXiv:2003.08892 [hep-ph]].

[36] P. B. Arnold, G. D. Moore and L. G. Yaffe, “Transport coefficients in high temperature gauge theories. 1. Leading log results,” JHEP 11, 001 (2000) [arXiv:hep-ph/0010177 [hep-ph]].

[37] P. B. Arnold, G. D. Moore and L. G. Yaffe, “Effective kinetic theory for high temperature gauge theories,” JHEP 01, 030 (2003) [arXiv:hep-ph/0209353 [hep-ph]].

[38] P. B. Arnold, G. D. Moore and L. G. Yaffe, “Transport coefficients in high temperature gauge theories. 2. Beyond leading log,” JHEP 05, 051 (2003) [arXiv:hep-ph/0302165 [hep-ph]].

[39] D. Bodeker and G. D. Moore, “Electroweak Bubble Wall Speed Limit,” JCAP 05, 025 (2017) [arXiv:1703.08215 [hep-ph]].