Exact short-time height distribution in 1D KPZ equation with Brownian initial condition
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The early time regime of the Kardar-Parisi-Zhang (KPZ) equation in 1 + 1 dimension, starting from a Brownian initial condition with a drift \(w\), is studied using the exact Fredholm determinant representation. For large drift we recover the exact results for the droplet initial condition, whereas a vanishingly small drift describes the stationary KPZ case, recently studied by weak noise theory (WNT). We show that for short time \(t\), the probability distribution \(P(H, t)\) of the height \(H\) at a given point takes the large deviation form \(\exp\left(-\Phi(H)/\sqrt{t}\right)\). We obtain the exact expressions for the rate function \(\Phi(H)\) for \(H < H_0\). Our exact expression for \(H > H_0\) numerically coincides with the value at which WNT was found to exhibit a spontaneous reflection symmetry breaking. We propose two continuations for \(H > H_0\), which apparently correspond to the symmetric and asymmetric WNT solutions. The rate function \(\Phi(H)\) is Gaussian in the center, while it has asymmetric tails, \(|H|^{5/2}\) on the negative \(H\) side and \(H^{3/2}\) on the positive \(H\) side.

PACS numbers: 05.40.-a, 02.10.Yn, 02.50.-r

Many works have been devoted to studying the 1D continuum KPZ equation \([1,4]\), which describes the stochastic growth of an interface of height \(h(x, t)\) at point \(x\) and time \(t\) as

\[
\partial_t h = \nu \partial_x^2 h + \frac{\lambda_0}{2} (\partial_x h)^2 + \sqrt{D} \xi(x, t) .
\]

starting from a given initial condition \(h(x, t = 0) = 0\). Here \(\xi(x, t)\) is a centered Gaussian white noise with \(\langle \xi(x, t) \xi(x', t') \rangle = \delta(x-x')\delta(t-t')\), and we use from now on units of space, time and heights such that \(\lambda_0 = D = 2\) and \(\nu = 1\) \([5]\). A lot of the interest in \([1]\) is motivated by the broad universality class of models \([6,10]\) and experimental systems \([11,13]\), which share the same asymptotic scaling behavior of their height fluctuations. It has focused mainly on the limit of large time, for which the universal Tracy-Widom distributions \([14]\) have been found to emerge \([15,19]\).

Recently, the short time behaviour of the KPZ equation has been investigated \([15,20,24]\). It was found that the probability distribution function (PDF) of the height \(H\) at a given point, see below, takes the following large deviation form

\[
P(H, t) \sim \exp\left(-\frac{\Phi(H)}{\sqrt{t}}\right), \quad H \text{ fixed and } t \ll 1
\]

where the rate function \(\Phi(H)\) depends on the initial condition \([25]\). Three types of initial conditions (IC) have been studied so far, the droplet IC (also called sharp wedge or curved), the flat IC and the stationary IC. Universal features emerge: (i) the center of the distribution, associated to typical fluctuations, is Gaussian, i.e. \(\Phi(H) \simeq c_-(H - H_0)^2\) for \((H - H_0) \ll 1\) where here and below \(H_0 := \langle H \rangle\), and corresponds to the Edwards-Wilkinson \([20]\) scaling \(H \sim t^{1/4}\) (ii) the tails are asymmetric and exhibit power law exponents, \(\Phi(H) \simeq c_- |H|^{5/2}\) for \(H\) large negative, and \(\Phi(H) \simeq c_+ H^{3/2}\) for large \(H\) positive, where the exponents do not depend on the initial condition but the prefactors do.

Two methods have been used to obtain some properties of the rate function. The weak noise theory (WNT) uses a saddle point evaluation of the dynamical action associated to the KPZ equation \([1]\), using \(1/\sqrt{t}\) as a large parameter \([21,23,24,27]\). Until now these saddle point equations have been solved analytically only (i) near the center of the distribution (ii) in the two tails. This led to predictions for \(c_-, c_+\), while the complete shape of \(\Phi(H)\) could be obtained only numerically. The second method uses exact formula in terms of a Fredholm determinant for the moment generating function of \(e^H\), valid at any time \(t\). These formula however are available only for the three IC mentioned above, and until now led to the determination of \(\Phi(H)\) only for the droplet IC \([22]\), which we refer to as \(\Phi_{\text{drop}}(H)\), in agreement with earlier results \([15]\) for the three lowest cumulants of \(H\). Note that, contrary to the WNT, it yields an exact formula for \(\Phi_{\text{drop}}(H)\), recently confirmed in numerical simulations of lattice directed polymer models \([22,28]\). For droplet IC the two methods were found to agree, leading to \(c_- = \frac{4}{15\pi}, c_+ = \frac{4}{3}\) and \(c = \frac{1}{\sqrt{2\pi}}\). The flat IC was studied in \([21]\) using the WNT leading to \(c_- = \frac{8}{15\pi}, c_+ = \frac{4}{3}\) and \(c = \frac{x^2}{2\sqrt{2}}\), showing that the amplitude of the left tail depends on the initial condition.

Interesting connections seem to arise with the (a priori quite different) large deviation tails observed at large times. On the positive \(H\) side, the form \(P(H, t) \sim \exp(-\frac{4}{3}(H/t)^{3/2})\) was shown to hold both for droplet and flat IC, implying that the right tail is established at early times \([29]\). On the negative \(H\) side a similar feature was recently found in Ref. \([30]\) for droplet IC. It would be interesting to understand if these properties hold for a broader class of initial conditions.
Recently, Janas, Kamenev and Meerson [24] studied stationary initial conditions using the WNT. On the negative $H$ side they found $c_\ast = 1/2$. A surprising feature arises on the positive $H$ side, where for $H > H_{c_2}$ a spontaneous symmetry breaking of reflection invariance occurs, leading to the coexistence of symmetric and asymmetric solutions. The value $H_{c_2} \approx 1.85$ was obtained numerically in [24]. While the symmetric solution gives $c_+ = 4/3$ the asymmetric ones gives $c_+ = 2/3$, i.e. the same amplitude as the late time Baik-Rains distribution [7]. An outstanding question is whether similar results can be obtained using the exact solution.

The aim of this Letter is to use the available exact Fredholm determinant representation, valid for all times, to obtain the exact short time rate function $\Phi(H)$ for a broader class of initial conditions, which interpolate between the droplet and the stationary IC’s. We consider the Brownian IC in presence of a drift

$$h(x,0) = B(x) - w|x|$$

where $B(x)$ is the unit two-sided Brownian motion with $B(0) = 0$, and $w$ is the drift. The limit $w \to 0^+$ is called the stationary initial condition (the distribution of height differences at different points being time-independent) while the limit $w \to +\infty$ yields the droplet IC. We will show that the rate function $\Phi(H)$ depends only on the scaled drift variable $\tilde{w} = wt^{1/2}$. For $\tilde{w} \to +\infty$, we recover the result of [22] as a useful check. The limit $\tilde{w} \to 0$ continuously leads to the main result of our paper, namely the stationary case.

As in [22] we define the shifted height at a point $x$ as

$$H(x,t) = h(x,t) + \frac{x^2}{4t} + \frac{t}{12}.$$  

and for now we focus on the random variable $H = H(0,t)$. We show that its distribution $P(H,t)$ takes the form [2]. From the Fredholm determinant formula we obtain unambiguously the exact form of $\Phi(H)$ for $H \in ]-\infty, H_c(\tilde{w})]$ where $H_c(0) = 0$, see Eqs. (19), (154), which leads to exact formula for the cumulants $\langle H^p \rangle^*$, see Eq. (22). As in the droplet case, a first analytic continuation is required to obtain $\Phi(H)$ for $H > H_c(\tilde{w})$, and is given in (154). A new feature arises at the value $H = H_{c_2}(\tilde{w})$ where the validity of the first analytic continuations ends. We obtain $H_{c_2}(0) \approx 1.85316$ consistent with the numerical estimate of [24], which suggests that this is the same critical point. We propose two continuations for $\Phi(H)$ for $H > H_{c_2}(\tilde{w})$, given in (30), an analytic one which leads to $c_+ = 4/3$, apparently corresponding to the symmetric WNT solution and a non-analytic one which leads to $c_+ = 2/3$, corresponding to the asymmetric WNT solution. Our result for $\Phi(H)$ is plotted in Fig. 1 and the asymptotic behaviors of $\Phi(H)$ are for $\tilde{w} = 0$ obtained as

$$\Phi(H) \approx \begin{cases} 
\frac{4}{15\pi} H^{5/2}, & H \to -\infty \\
\sqrt{\frac{\pi}{4}} (H - H_0)^2, & |H - H_0| \ll 1 \\
c_+ H^{3/2}, & H \to +\infty.
\end{cases}$$

where $c_+ = 4/3$ for the analytic branch and $c_+ = 2/3$ for the non-analytic one. Our result for all continuations of $\Phi(H)$ are compared with the numerical determination given in [24] and we observe [5] a point to point correspondence between our rate function, the symmetric non-optimal action and asymmetric optimal action of [24].
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defined in terms of the weight function
\[ \sigma_{t,s}(u) := \sigma(t^{1/3}(u-s)) \quad \sigma(v) := \frac{1}{1 + e^{-v}} \quad (11) \]
and of the deformed Airy kernel
\[ K_{\text{Air}}(v,v') := \int_{0}^{+\infty} d\tau A^\tau_{\text{Air}}(r + v, r^{1/3}, w, w) \]
\[ A^\tau_{\text{Air}}(r + v', r^{1/3}, w, w) \]
(12)
itself is defined from the deformed Airy function
\[ A^\tau_{\text{Air}}(a, b, c, d) := \frac{1}{2\pi} \int_{-\infty + i\epsilon}^{+\infty + i\epsilon} \exp\left(\frac{\eta^3}{3} + ian\right) \frac{\Gamma(ib\eta + d)}{\Gamma(-ib\eta + c)} d\eta \]
where \( \epsilon \in [0, \text{Re}(d/b)] \) and \( \Gamma \) is the usual Gamma function.

In principle, the formula (8) allows us to obtain, via a Laplace inversion, the PDF of \( H \) for arbitrary \( t \). We now show how to extract the small time behavior directly from the generating function (8). We recall the trace formula for Fredholm determinants
\[ \ln \text{Det}[I - K_{t,s}] = \sum_{p=1}^{+\infty} \frac{-1}{p} \text{Tr} K^p_{t,s} \]
(14)
a convenient form to study the small \( t \) limit. Our strategy throughout will be to consider the small \( t \) limit at fixed \( \tilde{w} = wt^{1/2} \). To calculate the traces in the equation (14) we need the following asymptotic estimate, valid for fixed \( \tilde{v} < 0 \), \( t \to 0 \) and \( \kappa, \tilde{w} \) fixed (see [25])
\[ K_{\text{Air}} \left( \frac{\tilde{v}}{t^{1/3}}, \frac{\tilde{v} + t^{1/2}/\kappa}{t^{1/3}} \right) \approx \frac{1}{\pi t^{1/6}} \frac{\sin(\kappa f_\kappa(\tilde{v}))}{\kappa} \]
(15)
where \( \tilde{v} = \tilde{v} - \ln \tilde{w}^2 + \ln t \), and \( f_\kappa(\tilde{v}) = \sqrt{W_0(\tilde{w}^2 e^{-\tilde{v} + \tilde{w}^2}) - \tilde{w}^2} \) and \( W_0 \) is the first branch of the Lambert W function, i.e. \( y = W_0(x) \) is the solution of \( ye^y = x \), with \( y \in [-1, +\infty] \) and \( x \in [-e^{-1}, +\infty] \). For \( \tilde{w} \to +\infty \), \( f_\kappa(\tilde{v}) = -\tilde{v} \) and the deformed Airy kernel yields the standard one up to a shift, see [3], hence both sides of (15) identify with Eq. (18) in [22] (with \( \tilde{v} \to v \)).

Defining \( \hat{z} = st^{1/3} \), the series (14) can be summed up, extending the derivation in [22] to arbitrary \( \tilde{w} \), leading to [5]
\[ \ln Q_t(s) \simeq -\frac{1}{\sqrt{t}} \Psi(\epsilon^{-\hat{z}}) \]
(16)
\[ \Psi(z) := \frac{1}{\pi} \int_{0}^{+\infty} dy \left[ 1 + \frac{1}{y + \tilde{w}^2} \right] \sqrt{y} \ln \left( 1 + \frac{ze^{-y}}{y + \tilde{w}^2} \right) \]
where the integral \( \Psi(z) \) is defined for \( z > -\tilde{w}^2 \). Defining \( z = t\epsilon^{-\hat{z}} \), the exact formula for the generating function [5] takes the following form at small time
\[ \left\langle \exp \left( -\frac{z}{t} \right) \right\rangle \sim e^{-\frac{1}{t} \Psi(z)} \]
(17)
Note that the l.h.s. is finite only for \( z > 0 \) (for \( z < 0 \) it is infinite). We now want to extract from (17) information about the PDF of \( H \). To this aim, we now define \( \chi' = \chi - \ln(\sqrt{t}) \), inserting the assumed form (2) into (17) for any \( z > 0 \), we obtain \( \Phi_{\kappa}(H) \) by a saddle point analysis on \( z \) and \( \chi' \), the latter being exactly solved [5]. The range of optimization can be enlarged from \( z > 0 \) to \( z > -\tilde{w}^2 \) as the argument continuously extends on this domain. The rate function is then given as a generalized Legendre transform of \( \Psi \).
\[ \Phi(H) = \max_{z \in [-\tilde{w}^2, +\infty]} \left[ \Psi(z) + 2\tilde{w}\ln(\tilde{w} + \sqrt{\tilde{w}^2 + ze^H}) \right. \]
\[ - 2\sqrt{\tilde{w}^2 + ze^H} + 2\tilde{w} + 2\tilde{w}\ln(2\tilde{w}) \]
(18)
This yields a parametric system of equation
\[ \left\{ \begin{array}{l}
e^H = z\Psi'(z)^2 + 2\tilde{w}\Psi'(z) \equiv G(z) \\
\Phi'(H) = -z\Psi'(z) \end{array} \right. \]
(19)
to determine \( \Psi'(H) \), see Fig. [5]. Since \( G(z) \) is monotonically decreasing, the solution \( z(H) \) is unique. It is also possible to integrate this system to obtain a parametric equation on \( \Phi(H) \)
\[ \Phi(H) = \Psi(z) - 2z\Psi'(z) + 2\tilde{w}\ln \left| 1 + \frac{z\Psi'(z)}{2\tilde{w}} \right| \]
(20)
It is important to note that Eqs. (18), (19), (20) are valid for \( z \in [-\tilde{w}^2, +\infty] \), hence as now we have solved the problem only for \( H \in [-\infty, H_c(\tilde{w})] \) with \( H_c(\tilde{w}) = \ln(G(\tilde{w})) \). The extension is studied below. Note that from (19), \( 1 - G(-\tilde{w}^2) \) is a complete square, hence \( H_c(\tilde{w}) \leq 0 \) for any \( \tilde{w} \).

We now extract from this solution the cumulants of \( H \) and the left tail behavior. The most probable value is also the average \( H_0 = \langle H \rangle \) determined by \( \Phi(H_0) = 0 \). Noticing that \( \Psi(0) = 0 \) and that \( \Psi'(z) \) is bounded, (20) and (19) imply that \( e^{H_0} = 2\tilde{w}\Psi'(0) = \text{Erf}(\tilde{w})\tilde{w}\tilde{w} \) corresponding to \( z = 0 \). Recalling that \( G(z) \) is decreasing, it implies that \( H_0 \leq H_c(\tilde{w}) \leq 0 \). For \( \tilde{w} \to 0 \), \( \Psi'(0) \approx 1/(2\tilde{w}) \) which implies that the average \( H_0 = \langle H \rangle = 0 \) for the stationary case. Expanding (19) around \( H = H_0 \) and \( z = 0 \) we obtain iteratively the derivatives \( \Phi'^{(q)}(H_0) \)
and calculate the leading short time behavior of the cumulants of the height given by
\[ \langle H(t)^q \rangle \approx t^{\frac{q+1}{2}} \phi(q)(0) \]
(21)
where \( \phi(q) \) is the \( q \)-th derivative of the Legendre transform \( \phi(p) \) of \( \Phi(H) \). We display here the first three cumulants [24] for small \( \tilde{w} \) (see [5] for details)
\[ \langle H^2 \rangle^c = \left( \frac{2}{\sqrt{\pi}} + \frac{6}{\pi} - 2\right)\tilde{w} + O(\tilde{w}^2) \]
(22)
\[ \langle H^3 \rangle^c = \left( \frac{2}{\sqrt{\pi}} + \frac{8(5 - 3\pi + \sqrt{2\pi})}{\pi^{3/2}} - 2\right)\tilde{w} + O(\tilde{w}^2) \]
\[ \langle H^4 \rangle^c = \frac{8}{\pi^{3/2}}(5 + (\sqrt{2} - 3)\pi + O(\tilde{w}))\tilde{w}^{3/2} \]
in agreement with the result of [24] for the second cu-
mutant at $w = 0$. In addition we have checked the predictions for $(H^q)_e$, $q = 1, 2, 3$ for arbitrary $\tilde{w}$ by a direct small time expansion of the KPZ equation [5].

It is also possible to obtain the left tail of $\Phi(H)$ from [19]. For all $\tilde{w}$, $G(z)$ is decreasing and $\Psi(z) \simeq z \to +\infty$, which means that as $z$ increases to $+\infty$, $H$ decreases to $-\infty$. Inserting the asymptotics of $\Psi$ into [19], see [5], we obtain the left tail of the rate function $\Phi(H) \simeq H \to -\infty$, $\Gamma_{-1/2}(H^{1/2})$. This result is valid for all $\tilde{w}$, and so is in agreement both with the droplet result [22, 23] (for $\tilde{w} \to +\infty$) and the stationary result $w = 0$ [24].

An important check of our result [18] is that, for $\tilde{w} \to +\infty$, it recovers the exact formula [22] for the droplet IC. Indeed the function $\Psi(z)$ in [19] recovers the one of the droplet IC [5], $\lim_{\tilde{w} \to +\infty} \Phi(\tilde{w}^2 z) = -\sqrt{4\pi} \ln \nu_{3/2}(-z) = \Psi_{\text{drop}}(z)$. Performing the transformation $z = \tilde{z} \tilde{w}^2$ we rewrite [19], [20] to leading order in $O(1/\tilde{w})$, as

$$e^H = \frac{2}{\tilde{w}} \Psi'_{\text{drop}}(\tilde{z}), \quad \Phi' (H) = -\tilde{z} \Psi'_{\text{drop}}(\tilde{z}).$$

(23)

Defining $\tilde{H} = H + \ln(\tilde{w}/\sqrt{\pi})$, one finds $\lim_{\tilde{w} \to +\infty} \Phi(\tilde{H}) = \Phi(\tilde{w}^2 \tilde{H})$ and the value of $\tilde{H}$ at the branching point $\tilde{H}_c = \ln \tilde{\zeta}(3/2)$ as in [22].

We now find an extension of the rate function $\Phi(H)$ for $H > H_c(\tilde{w})$. Note that in the stationary limit $H_c(0^+) = 0$. The trick is to use the analytically continued partner of $\Psi(z)$ which is obtained by adding to $\Psi(z)$ the jump induced by changing the Riemann sheet on which $\Psi(z)$ is defined. We define this jump to be $\Delta_0(z) = \lim_{z \to 0} \Psi'(z - i\epsilon) - \Psi'(z + i\epsilon)$, its expression is given by [9]

$$\Delta_0(z) = \frac{4}{3} \tilde{w}^2 - W_0(-ze^{\tilde{w}^2})^{1/2} - 4[\tilde{w}^2 - W_0(-ze^{\tilde{w}^2})]^{1/2}$$

$$+ 2\tilde{w} \ln \left( \frac{\tilde{w} + [\tilde{w}^2 - W_0(-ze^{\tilde{w}^2})]^{1/2}}{[\tilde{w}^2 - W_0(-ze^{\tilde{w}^2})]^{1/2}} \right)$$

(24)

where $W_0$ is the first branch of the Lambert W function. Its derivative is given by

$$\Delta'_0(z) = -2 \frac{[\tilde{w}^2 - W_0(-ze^{\tilde{w}^2})]^{1/2}}{z}$$

(25)

We extend the parametric system [19] by imposing the minimal replacement $\Psi(z) \to \Psi(z) + \Delta_0(z)$ in both equations. This produces the natural extension of $\Phi(H)$. Despite the addition of the jump, $\Phi(H)$ is an analytic function at $H = H_c(\tilde{w})$, see [5]. As $\Delta_0(-\tilde{w}^2) = 0$, $H$ viewed as a function of $z$ is also continuous. Note that [5] in the limit $\tilde{w} \to +\infty$, $\Delta_0(z)$ converges towards the analytic jump obtained in [22] for the droplet IC $\Delta_0(z) \simeq \tilde{w} \to +\infty$, $\frac{2}{3} [-\ln(-z)]^{3/2}$, a consistency check on our method.

It turns out that this analytic partner of $\Psi(z)$ is defined only on a finite interval, $z \in [-\tilde{w}^2, e^{-1-\tilde{w}^2}]$ as $W_0$ is defined on $[-e^{-1}, +\infty]$. Here this implies the existence of a second branching point $H_{c2}(\tilde{w}) < +\infty$, as we now show.

Defining $G_0(z)$ the analytic partner of $G(z)$ obtained by doing the minimal replacement $\Psi(z) \to \Psi(z) + \Delta_0(z)$ in [19], we see [5] that $G_0(z)$ is increasing. Hence as $z$ increases from $-\tilde{w}^2$ to $e^{-1-\tilde{w}^2}$, $H$ increases from $H_c(\tilde{w})$ to $H_{c2}(\tilde{w}) = \ln G_0(e^{-1-\tilde{w}^2})$. In the stationary case, using [19], [25], $H_{c2}(0)$ is given by

$$H_{c2}(0) = 2 \ln[2e - \Psi'(0)] - 1 \approx 1.85316$$

(26)

hence $2H_{c2} \approx 3.70632$ to be compared with the value 3.7 in [24]. We also find that $\lim_{\tilde{w} \to +\infty} H_{c2}(\tilde{w}) = +\infty$, which means that for the droplet IC, only one continuation is needed, i.e. $H_{c2} = +\infty$, as found in [22].

However, for finite $\tilde{w}$ a second extension is needed to obtain $\Phi(H)$ for $H > H_{c2}(\tilde{w})$. We now investigate the fundamental reason for this point to be special. This leads us to identify two extensions, by defining two other real partners of $\Psi(z)$. We now study their properties, and compare below with the work of [24]. When $z = e^{-1-\tilde{w}^2}$ the Lambert function inside $\Delta_0(z)$ in Eq. 24 equals $W_0(-e^{-1})$ which is the point where it exhibits a second-order branch point separating three branches $W_0, W_{-1}$ and $W_1$ the only two being real valued (see Fig. 4 in [25]). For this reason, a natural continuation for $\Delta_0(z)$ is the function $\Delta_1(z)$ defined by replacing the first branch of the Lambert function $W_0$ by the second real valued one $W_{-1}$ in [21], leading to

$$\Delta_1(z) = \frac{4}{3} \tilde{w}^2 - W_1(-ze^{\tilde{w}^2})^{1/2} - 4[\tilde{w}^2 - W_{-1}(-ze^{\tilde{w}^2})]^{1/2}$$

$$+ 2\tilde{w} \ln \left( \frac{\tilde{w} + [\tilde{w}^2 - W_{-1}(-ze^{\tilde{w}^2})]^{1/2}}{[\tilde{w}^2 - W_{-1}(-ze^{\tilde{w}^2})]^{1/2}} \right)$$

(27)

As shown in [5], $\Psi(z)$ is then be continued by either of the following minimal replacements $\Psi(z) \to \Psi(z) + \Delta_1(z)$ and $\Psi(z) \to \Psi(z) + \Delta_2(z) + \Delta_3(z)$. We call the first replacement the symmetric continuation of $\Psi(z)$ and the second one the asymmetric continuation. They are defined on the interval $z \in [0, e^{-1-\tilde{w}^2}]$ as $W_{-1}$ is real valued on the interval $[-e^{-1}, 0]$. Similarly, we define $G_{-1}(z)$ and $G_{-1/2}(z)$ as the continuations of $G_0(z)$ replacing $\Delta_0(z)$ by $\Delta_1(z)$ and $\Delta_0(z) + \Delta_2(z)$. $G_{-1}(z)$ and $G_{-1/2}(z)$ are now decreasing functions, as $z$ decreases from $e^{-1-\tilde{w}^2}$ to $0^+$, $H$ increases from $H_{c2}(\tilde{w})$ to $+\infty$ for using both symmetric and asymmetric continuations, therefore completing the range of $\Phi(H)$ by two extensions above $H_{c2}(\tilde{w})$.

Note that this construction yields a function $\Phi(H)$ with a symmetric continuation analytic at $H_{c2}(\tilde{w})$ and an asymmetric continuation non-analytic at $H_{c2}(\tilde{w})$ inducing a discontinuity in the second derivative $\Phi''(H_{c2}(\tilde{w}))$ for any finite $\tilde{w}$, see [5].

We now determine the large positive $H$ tail associated to the symmetric and asymmetric extensions of $\Phi(H)$. As $z$ approaches $0^+$, $\Delta_{-1}(z)$ behaves as $\frac{4}{3} [-\ln(z)]^{3/2}$. Inserting this asymptotics in [19] we obtain the right tail
\( \Phi(H) \sim_{H \to +\infty} c_+ H^{3/2} \), with \( c_+ = \frac{4}{3} \) for the symmetric extension and \( c_+ = \frac{2}{3} \) for the asymmetric one. Both tails hold for any finite \( \tilde{w} \).

We now compare with the results of Ref. [24]. The fact that the value of \( H_{c2}(0) \) obtained there coincides, up to their numerical precision, with our exact result strongly suggests that this is the same point. In [24] the authors found that at this point \( \Phi(H) \) exhibits a second order phase transition, i.e. the second derivative \( \Phi''(H) \) has a jump. They observe that this is due to a spontaneous breaking of the spatial reflection symmetry \( x \to -x \) in the saddle point solutions of the dynamical action of the WNT. For \( H > H_{c2}(0) \) they find three solutions: (i) a symmetric solution, which leads to a positive \( H \) tail with \( c_+ = \frac{4}{3} \), (ii) a pair of asymmetric solutions with \( c_+ = \frac{2}{3} \), and they claim that the asymmetric solutions dominate the dynamical action. The two continuations that we have identified very likely correspond to the two solutions found numerically in Ref. [24]. Indeed, overlapping the plot of the exact expression of \( \Phi(H) \) with the numerical estimates of [24] provided by Janas, Kamenev and Meerson, we observe [5] that the non-analytic continuation of \( \Phi(H) \) coincides point to point [25] with the value of the action obtained there from the asymmetric solution, and the analytic continuation of \( \Phi(H) \) coincides with the symmetric one.

To summarize for the stationary limit, \( \tilde{w} = 0^+ \), we find the following parametric representation for \( \Phi(H) \), made of three branches, the last one being composed of an analytic one and a non-analytic one. We recall the intervals
\[
I_1 = [0, +\infty], \quad I_2 = [0, e^{-1}], \quad I_3 = [0, e^{-1}]
\]
\[
J_1 = [-\infty, H_{c}(0)], \quad J_2 = [H_{c}(0), H_{c2}(0)], \quad J_3 = [H_{c2}(0), +\infty]
\]
and the relation between \( H \) and \( z \) in these intervals
\[
e^H = z \Psi'(z)^2 \quad \text{for} \quad z \in I_1 \text{ and } H \in J_1
\]
\[
e^H = z[\Psi'(z) + \Delta_0(z)]^2 \quad \text{for} \quad z \in I_2 \text{ and } H \in J_2.
\]
For \( z \in I_3 \) and \( H \in J_3 \) there are two distinct relations
\[
e^H = z[\Psi'(z) + \Delta_{-1}(z)]^2 \quad \text{(analytic)}
\]
\[
e^H = z[\Psi'(z) + \frac{\Delta_{-1}(z) + \Delta_0(z)}{2}]^2 \quad \text{(non analytic)}.
\]
We then recall the relation between \( \Phi(H) \) and \( z \)
\[
\Phi(H) = \Psi(z) - 2z\Psi'(z) \quad \text{for} \quad z \in I_1
\]
\[
\Phi(H) = \Psi(z) - 2z\Psi'(z) + \frac{4}{3}[-W_0(\tilde{z})]^2 \quad \text{for} \quad z \in I_2.
\]
For \( z \in I_3 \) there exist two branches for \( \Phi(H) \), an analytic one and a non-analytic one with different asymptotics
\[
\Phi(H) = \Psi(z) - 2z\Psi'(z) + \frac{4}{3}[-W_0(\tilde{z})]^2 \quad \text{(analytic)}
\]
\[
\Phi(H) = \Psi(z) - 2z\Psi'(z) + \frac{2}{3}[-W_0(\tilde{z})]^2 + \frac{2}{3}[-W_{-1}(\tilde{z})]^2 \quad \text{(non analytic)}
\]
where \( \Delta_0(z) \) is given in [24] and \( \Delta_{-1}(z) \) in [27] (setting \( \tilde{w} = 0^+ \) which cancels the logarithmic terms). In addition, \( H_{c}(0) = 0 \) and \( H_{c2}(0) = 2 \ln(2e - \Psi_0'(e^{-1})) - 1 \simeq 1.85316 \), where \( \Psi_0 \) is the function \( \Psi \) in the limit \( \tilde{w} \to 0 \). From the parametric representation of \( \Phi(H) \) one obtains the asymptotic behaviors given in Eqs. [5,7,5].

In conclusion we studied the statistics of the height fluctuations for the continuum KPZ equation at short time with the Brownian initial condition with a drift. We obtained an exact determination of the rate function \( \Phi(H) \), which describes the stationary IC at zero drift, and recovers the droplet IC at large drift. It extends, through an exact solution, recent approaches using weak noise theory for the stationary geometry. We have obtained exactly the value \( H_{c2} \) at which a spontaneous symmetry breaking was found in WNT, showed that this phase transition should happen for any finite drift, and identified the symmetric and asymmetric solutions beyond that point. We hope it provides a further bridge between quite different methods to address large deviations in growth and particle transport problems.

We thank G. Schehr and S. Majumdar for very helpful discussions, and M. Janas, A. Kamenev and B. Meerson for providing their data from [24] and for their comments.
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SUPPLEMENTARY MATERIAL

We give the principal details of the calculations described in the manuscript of the Letter.

0. SOLUTION OF CONTINUUM KPZ EQUATION WITH BROWNIAN INITIAL CONDITION

In this paper we study the KPZ equation \[ \frac{\partial H}{\partial t} = \frac{\partial^2 H}{\partial x^2} + \langle \nu H \rangle \] using everywhere the following units of space, time and height

\[ x^* = (2\nu)^{-1/2}/(D\lambda_0^2), \quad t^* = 2(2\nu)^{-1/2}/(D^2\lambda_0^4), \quad h^* = \frac{2\nu}{\lambda_0} \]

which amounts to set \( \lambda_0 = D = 2 \) and \( \nu = 1 \) in \[ \[1\]. \] Let us recall the solution obtained in \[ \[21\] \[23\] \[24\] \] for the Brownian initial condition in its most general form, i.e. with two unequal drifts at an arbitrary point \( x \). The initial condition is

\[ h(x, t = 0) = B(x) + w_+ x \theta(-x) - w_- x \theta(x) \]

where \( \theta(x) \) is the Heaviside unit step function and \( B(x) \) a double-sided Brownian motion, with \( B(0) = 0 \). Defining now \( H = H(x, t) \) as in \[ \[1\] \], and \( \tilde{H} = H + \chi \) where \( \chi \in \mathbb{R} \) is a random variable, independent of \( H \), with a probability distribution \( p(\chi)d\chi = e^{-(w_++w_-)\chi-e^{-\chi}}d\chi/\Gamma(w_++w_-) \), it was shown in \[ \[21\] \[22\] \] that (in our units)

\[ \left\langle \exp\left( -e^{H - st^{1/3}} \right) \right\rangle = Q_t(s), \quad Q_t(s) := \text{Det}[I - P_0 K_{t,s} P_0] \]

where, as in the text, \( \langle \ldots \rangle \) denotes an average over the KPZ noise, the random initial condition and the random variable \( \chi \). Here \( Q_t(s) \) is a Fredholm determinant associated to the kernel

\[ K_{t,s}(v, v') := \int_{-\infty}^{t^*} dr \, A_{t}^r(r + v, t^{-1/3}, w_+ - \frac{x}{2t}, w_- + \frac{x}{2t}) A_{t}^r(r + v', t^{-1/3}, w_+ + \frac{x}{2t}, w_- - \frac{x}{2t}) \sigma_{t,s}(r) \]
where $\sigma_{t,s}(u)$ is defined in [11], and the deformed Airy functions are defined in [13]. Now one can rewrite

$$\text{Det}[I - P_0K_{t,s}] = \text{Det}[I - \tilde{K}_{t,s}]$$

in terms of the kernel $\tilde{K}_{t,s}(v, v') = K_{AI,Γ}(v, v')\sigma_{t,s}(v')$ with

$$K_{AI,Γ}(v, v') := \int_0^∞ dr \, Ai(r + v, t^{-\frac{1}{2}}, w_+ - \frac{x}{2t}, w_- + \frac{x}{2t})Ai(r + v', t^{-\frac{1}{2}}, w_+ + \frac{x}{2t}, w_- - \frac{x}{2t})$$

This can be seen e.g. by expanding in powers of $\ln(\vert z \vert)$ which yields (8), (9), (10) and (12) in the text.

1. THE LAMBERT FUNCTION $W$

We introduce the Lambert $W$ function [35] which we use extensively throughout the Letter. Consider the function defined on $\mathbb{C}$ by $f(z) = ze^z$, the $W$ function is composed of all inverse branches of $f$ so that $W(ze^z) = z$. It does have two real branches, $W_0$ and $W_{−1}$ defined respectively on $[−e^{−1}, +∞]$ and $[−e^{−1}, 0]$. On their respective domains, $W_0$ is strictly increasing and $W_{−1}$ is strictly decreasing. By differentiation of $W(z)e^{W(z)} = z$, one obtains a differential equation valid for all branches of $W(z)$

$$\frac{dW}{dz}(z) = \frac{W(z)}{z(1 + W(z))}$$

Concerning their asymptotics, $W_0$ behaves logarithmically for large argument $W_0(z) \approx z → +∞ \ln(z) − \ln(\ln(z))$ and is linear for small argument $W_0(z) \approx z → 0 z − z^3 + O(z^4)$. $W_{−1}$ behaves logarithmically for small argument $W_{−1}(z) \approx z → 0 − \ln(−z) − \ln(−\ln(−z))$. Both branches join smoothly at the point $z = −e^−1$ and have the value $W(−e^−1) = −1$. These remarks are summarized on Fig. 2. More details on the other branches, $W_k$ for integer $k$, can be found in [35].

![Figure 2. The Lambert function $W$. The dashed red line corresponds to the branch $W_0$ whereas the blue line corresponds to the branch $W_{−1}$.

2. DEFINITION AND ASYMPTOTICS OF THE DEFORMED AIRY FUNCTION AND KERNEL

2.1 Asymptotics of the Gamma function

We first recall the asymptotics of the Gamma function to will be used to study the asymptotics of the deformed Airy function and kernel. We define $z = x + iy = \rho e^{iθ}$. As $|z| → ∞$ and $|\arg(z)| < π$, we have

$$\Gamma(z) \sim 2\pi\rho^{x-1/2} e^{-\frac{1}{2}\rho e^{-x} e^{-iy} e^{-(x-\frac{1}{2})y} e^{-iy + iy(x-\frac{1}{2}) + iy \ln(\rho)}}$$

with $θ = 2\arctan\left(\frac{y}{x + \sqrt{x^2 + y^2}}\right)$ which is the natural extension of $\arctan(y/x)$ in case $θ$ exits $[−π/2, π/2]$. We notice that $Γ(\bar{z}) = \Gamma(z)$ which yields $Γ(z) = e^{2i \text{Arg}(Γ(z))}$. 
2.2 Asymptotics of the deformed Airy function

We are interested in the asymptotics of the deformed Airy function \( \text{Ai}_t^F(\tilde{a} t^{-1/3}, t^{-1/3}, \tilde{w} t^{-1/2}, \tilde{w} t^{-1/2}) \) with the arguments of \( \tilde{t} \) which correspond to the case \( w_+ = w_- = w \) and \( x = 0 \). We scale the arguments so that all terms share the same scaling in time, allowing to apply the steepest descent method. Since the scale of the first argument \( t^{-1/3} \) is imposed so that the weight function in Eq. \( [1] \) has an argument of order \( O(1) \), that leads to the rescaling of the drift \( \tilde{w} = \tilde{w} t^{-1/2} \), as mentioned in the text, and to a rescaling of the integration variable, i.e. we define \( \tilde{\eta} = \eta t^{1/6} \). We then obtain, using the asymptotics \( [39] \)

\[
\text{Ai}_t^F(\tilde{a} t^{-1/3}, t^{-1/3}, \tilde{w} t^{-1/2}, \tilde{w} t^{-1/2}) = \frac{1}{2\pi t^{1/6}} \int_{-\infty + i\epsilon}^{+\infty + i\epsilon} \exp\left(t^{-1/2}(\tilde{\eta} + i\tilde{\eta})\right) \Gamma(t^{-1/2}(i\tilde{\eta} + \tilde{\eta})) d\tilde{\eta}
\]

(40)

where \( \epsilon < \tilde{\omega} \) and where we have defined (dropping the tilde on \( \eta \) from now on for notational simplicity)

\[
\phi(\eta, \tilde{a}) := \frac{\eta^3}{6} + \frac{\eta}{2} (\tilde{a} - \ln t + \ln \tilde{\omega}^2) + \tilde{\omega} \left( \arctan \left( \frac{\eta}{\tilde{\omega}} \right) - \frac{\eta}{\tilde{\omega}} \right) + \frac{\eta}{2} \ln \left( 1 + \frac{\eta^2}{\tilde{\omega}^2} \right)
\]

(42)

Note that the explicit time dependent factor is harmless, as it can be absorbed by the redefinition \( \tilde{a} := \tilde{a} + \ln t - \ln \tilde{\omega}^2 \), and \( \tilde{a} \) fixed as \( t \to 0 \), see below. To apply the steepest descend method, we look for the zeros of the derivative of the phase, which are given by

\[
2\phi'(\eta_{bp}, \tilde{a}) = \frac{\eta_{bp}^3}{3} + \tilde{\omega} - \ln t + \ln \tilde{\omega}^2 + \ln(1 + \frac{\eta_{bp}^2}{\tilde{\omega}^2}) = 0 \quad \Rightarrow \quad \eta_{bp} = \pm \eta_0, \quad \eta_0 = \sqrt{W(\tilde{\omega}^2 e^{-\tilde{\omega}^2} - \tilde{\omega}^2)}
\]

(43)

where here and below primes denote derivatives w.r.t. the first argument, and \( W \) is the Lambert \( W \) function (see Section 1.). For the case of a real \( \tilde{a} \) studied here, the argument of \( W \) is positive hence one chooses the branch \( W_0 \). This leads to a pair of zeroes that are real for \( \tilde{a} < 0 \), vanish at \( \tilde{a} = 0 \) and become imaginary for \( \tilde{a} > 0 \). The latter case corresponds to fast decaying behavior which, as in \[22\] we claim contributes subdominantly in the calculation of the traces. Hence we focus on the case \( \tilde{a} < 0 \) which leads to oscillating behavior.

At the stationary points the phase and its second derivative w.r.t. \( \eta \) are given by

\[
\phi(\eta_{bp}, \tilde{a}) = -\frac{\eta_{bp}^3}{3} - \eta_{bp} + \tilde{\omega} \arctan \left( \frac{\eta_{bp}}{\tilde{\omega}} \right) \quad \phi''(\eta_{bp}, \tilde{a}) = \eta_{bp} + \frac{\eta_{bp}}{\tilde{\omega}^2 + \eta_{bp}^2}
\]

(44)

We now expand the integral around the two saddle points and sum their contribution.

\[
2\pi t^{\frac{1}{2}} \text{Ai}_t^F(\tilde{a} t^{-1/3}, t^{-1/3}, \tilde{w} t^{-1/2}, \tilde{w} t^{-1/2}) \approx \sum_{\pm} \int_{-\infty}^{+\infty} \exp\left(2it^{-\frac{1}{2}}[(\pm\phi(\eta_0, \tilde{a}) \pm \frac{1}{2}(\eta \mp \eta_0)^2\phi''(\eta_0, \tilde{a})] \mp i\arctan \frac{\eta_0}{\tilde{\omega}}\right) d\eta
\]

\[
\approx 2\sqrt{\pi t^{\frac{1}{2}}} \phi'(\eta_0, \tilde{a}) \cos(2it^{-\frac{1}{2}}\phi(\eta_0, \tilde{a}) - \arctan \frac{\eta_0}{\tilde{\omega}} + \frac{\pi}{4})
\]

(45)

Finally, combining \[44\] and \[45\], we obtain

\[
\text{Ai}_t^F(\tilde{a} t^{-1/3}, t^{-1/3}, \tilde{w} t^{-1/2}, \tilde{w} t^{-1/2}) \approx \sum_{\pm} t^{\frac{1}{2}} \sqrt{\pi} \left\{ \frac{\tilde{\omega}^2 + \eta_0^2}{\eta_0(1 + \tilde{\omega}^2 + \eta_0)} \cos(\pi t^{-\frac{1}{2}}\arctan \frac{\eta_0}{\tilde{\omega}} - 2t^{-\frac{1}{2}}(\frac{\eta_0^3}{3} + \eta_0 - \tilde{\omega} \arctan \frac{\eta_0}{\tilde{\omega}})) \right\}
\]

(46)

which, strictly speaking, is valid for \( \tilde{a} = \tilde{a} + \ln t - \ln \tilde{\omega}^2 \) at fixed \( \tilde{a} < 0 \) and \( \tilde{\omega} > 0 \), where \( \eta_0 = \sqrt{W(\tilde{\omega}^2 e^{-\tilde{\omega}^2} - \tilde{\omega}^2)} \). We have also tested this estimate numerically.
To calculate the deformed Airy kernel, we first rescale the arguments in exactly the same way as in the previous calculation for the deformed Airy function. We obtain

\[ K_{\text{Ai,Γ}}(v) = \frac{\hat{\nu}}{t^{1/3}}, \quad v' = \frac{\hat{\nu'}}{t^{1/3}} \]

\[ = \frac{i}{4\pi^2} \int_{-\infty-i\epsilon}^{+\infty+i\epsilon} \int_{-\infty-i\epsilon}^{+\infty+i\epsilon} \frac{\exp(\frac{i\nu}{3} + i\frac{\nu}{3} + iv\eta + iv'\eta')}{\eta + \eta'} \Gamma(\nu - \frac{1}{2} + \hat{\nu}t^{-1/2}) \Gamma(\nu - \frac{1}{2} + \hat{\nu}t^{-1/2}) \, d\eta d\eta' \]  

(47)

where in the last line we have redefined \( \eta \rightarrow \eta t^{-1/6}, \eta' \rightarrow \eta' t^{-1/6}, \) and used again the asymptotics (39) of the Gamma function.

The function \( \phi(\eta, \hat{\nu}) \) is defined in (42). Applying the steepest descent on \( \eta \) and \( \eta' \), as in (43) in the previous section, we obtain the saddle points

\[ \eta_{\text{sp}} = \pm \eta_0, \quad \eta_0 = \eta_0(\hat{\nu}) = \sqrt{W(\bar{\nu}^2 e^{-\bar{\nu} + \bar{\nu}^2})} - \bar{\nu}^2, \quad \eta_{\text{sp}}' = \pm \eta_0', \quad \eta_0' = \eta_0(\hat{\nu}') = \sqrt{W(\bar{\nu}^2 e^{-\bar{\nu} + \bar{\nu}^2})} - \bar{\nu}^2 \]  

(48)

where \( W \) is the Lambert W function. Here we choose the branch \( W_0 \) of the Lambert W function which is the only one leading to a real saddle point. We again defined \( \hat{\nu} = \hat{\nu} + \ln t - \ln \bar{\nu}^2 \) and \( \hat{\nu}' = \hat{\nu}' + \ln t - \ln \bar{\nu}^2 \) and study the case \( \hat{\nu}, \hat{\nu}' < 0 \) where the above saddle points are real. We now expand around the four saddle points and sum their contribution.

\[ K_{\text{Ai,Γ}}(v, v') \simeq \sum_{\pm_1} \sum_{\pm_2} \frac{i}{4\pi^2} \sqrt{\frac{1}{\phi''(\eta_0^0, \hat{\nu}')(\eta_0^0, \hat{\nu}')}} \exp(\pm_2 i 2t \frac{\hat{\nu}}{w}) \sin(2t \frac{\hat{\nu}}{w} [\phi(\eta_0^0, \hat{\nu}') - \phi(\eta_0^0, \hat{\nu})] + \arctan \frac{\nu}{w} - \arctan \frac{\nu'}{w}) \]  

\[ \frac{\eta_0'}{\eta_0} \]  

(49)

We are left with four terms and we drop the terms with same sign as they decay too quickly and are therefore subdominant, leading to

\[ K_{\text{Ai,Γ}}(v, v') \simeq -t \frac{1}{2\pi} \sqrt{\frac{1}{\phi''(\eta_0^0, \hat{\nu}')(\eta_0^0, \hat{\nu})}} \sin(2t \frac{\hat{\nu}}{w} [\phi(\eta_0^0, \hat{\nu}') - \phi(\eta_0^0, \hat{\nu})] + \arctan \frac{\nu}{w} - \arctan \frac{\nu'}{w}) \]  

\[ \eta_0'/\eta_0 \]  

(50)

where from (44), \( \phi(\eta_0^0, \hat{\nu}) = \frac{-\hat{\nu}}{3} - \eta_0 + \hat{\omega} \arctan(\frac{\nu}{w}) \) and \( \phi'(\eta_0^0, \hat{\nu}) = \eta_0 + \frac{\nu}{w^2 + \eta_0} \) and similarly for \( \eta_0' \) and \( \hat{\nu}' \). We now introduce \( \hat{\kappa} \) such that \( \hat{\nu}' = \hat{\nu} + \hat{\kappa} \) and study the limit \( \hat{\kappa} \rightarrow 0 \). Taking the derivative w.r.t. \( \hat{\nu} \) of \( \phi'(\eta_0^0(\hat{\nu}), \hat{\nu}) = 0 \) gives \( \frac{d\phi}{d\hat{\nu}} = -\eta_0/(2\phi''(\eta_0^0, \hat{\nu})) \): approximating \( \eta_0^0 - \eta_0 = \hat{\kappa} \frac{d\phi}{d\hat{\nu}} + \mathcal{O}(\hat{\kappa}^2) \) we see that to leading order in \( \hat{\kappa} \) in (50) the denominator cancels the second derivatives in the square root. Next, since \( \frac{d}{d\hat{\nu}} \phi(\eta_0(\hat{\nu}), \hat{\nu}) = \partial_\hat{\nu} \phi(\eta_0, \hat{\nu}) \) from the saddle point condition, one has \( \phi(\eta_0', \hat{\nu}') = \phi(\eta_0, \hat{\nu}) + \frac{\hat{\kappa} \nu}{2} + \mathcal{O}(\hat{\kappa}^2) \). Finally we use \( \arctan \frac{\nu}{w} = \arctan \frac{\nu}{w} - \frac{\hat{\kappa} \nu}{2(\nu^2 + \eta_0 + w^2)} + \mathcal{O}(\hat{\kappa}^2) \) and obtain

\[ K_{\text{Ai,Γ}}(v, v') \simeq \frac{t}{\pi} \frac{\sin(t \frac{\hat{\kappa} \nu}{w} + \frac{\hat{\kappa} \nu}{\eta_0 + w^2 + \eta_0})}{\hat{\kappa}} \]

(51)

We finally define \( \hat{\kappa} = \frac{\hat{\kappa} t}{2} \) and drop the second term in the sine which is subdominant. We obtain

\[ K_{\text{Ai,Γ}}(v) = \frac{\hat{\nu}}{t^{1/3}}, \quad v' = \frac{\hat{\nu}'}{t^{1/3}} \approx \frac{t}{\pi} \frac{\sin(t \frac{\hat{\kappa} \nu}{w} + \frac{\hat{\kappa} \nu}{\eta_0 + w^2 + \eta_0})}{\hat{\kappa}} \]

(52)

which is valid in the limit \( t \ll 1 \), provided we define \( \hat{\nu} = \hat{\nu} + \ln t - \ln \bar{\nu}^2 \), and keep \( \hat{\nu} < 0 \) and \( \hat{\nu} > 0 \) fixed in the limit. This leads to (15) in the text, with the branch \( W_0 \). Note that the asymptotics (52) involves only the value of the saddle point \( \eta_0 \), suggesting a more general asymptotic formula for kernels of a similar type.
3. SHORT TIME ESTIMATE OF THE FREDHOLM DETERMINANT $Q_t(s)$

3.1. Derivation of the function $\Psi(z)$

We start by deriving the formula for $Q_t(s)$ given in Eq. (16) in the Letter. The derivation follows very closely the one of Ref. [22]. From Eqs. (9) and (14) given in the Letter, one has

$$\ln Q_t(s) = - \sum_{p=1}^{\infty} \frac{1}{p} \text{Tr} \bar{K}_t^{p}, \quad \bar{K}_t(s, v, v') = K_{A1,\Gamma}(v, v')\sigma_{t,s}(v')$$

where $K_{A1,\Gamma}(v, v')$, the Airy kernel, and $\sigma_{t,s}$ are given in Eqs. (12) and (11) of the Letter (respectively). Hence one has

$$\text{Tr} \bar{K}_t^{p} = \int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{\infty} dv_2 \ldots \int_{-\infty}^{\infty} dv_p K_{A1,\Gamma}(v_1, v_2) \ldots K_{A1,\Gamma}(v_p, v_1) \sigma(v_1) \ldots \sigma(v_p)$$

(53)

The expression of $\sigma_{t,s}(v) = \sigma(t^{1/3}(v-s))$ suggests to perform the change of variable $v_i \rightarrow v_i/t^{1/3}$, which yields (setting $\bar{s} = st^{1/3}$),

$$\text{Tr} \bar{K}_t^{p} = t^{-p/3} \int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{\infty} dv_2 \ldots \int_{-\infty}^{\infty} dv_p K_{A1,\Gamma}\left(\frac{v_1}{t^{1/3}}, \frac{v_2}{t^{1/3}}\right) \ldots K_{A1,\Gamma}\left(\frac{v_p}{t^{1/3}}, \frac{v_1}{t^{1/3}}\right) \sigma(v_1 - \bar{s}) \ldots \sigma(v_p - \bar{s})$$

(54)

(55)

Let us now recall the representation of the deformed Airy kernel for the case $x = 0$ and $w_+ = w_- = w$

$$K_{A1,\Gamma}(v, v') := \int_{0}^{+\infty} dr A_{1,\Gamma}(r + v, r^{-\frac{1}{3}}, w, w)A_{1,\Gamma}(r + v', r^{-\frac{1}{3}}, w, w)$$

Recalling the short time asymptotics [52] of $K_{A1,\Gamma}$ we get

$$K_{A1,\Gamma}\left(\frac{v}{t^{1/3}}, \frac{v + t^{1/3}\kappa}{t^{1/3}}\right) \approx 1 \frac{1}{\pi t^{1/6}} \frac{\sin(\kappa f(v))}{\kappa}$$

(56)

(57)

where $f(\hat{v}) = \sqrt{W_0(\hat{w}^2e^{-\hat{v}}+\hat{w}^2)} - \hat{w}^2$, $v = \hat{v} + \ln t - \ln \hat{w}^2$ and $W_0$ is the first real branch of the Lambert W function (here we drop the subscript $\hat{w}$ on $f$ as compared to the text). In particular, we define $v_j = \hat{v}_j + \ln t - \ln \hat{w}^2$. We may now use the asymptotics of the deformed Airy kernel for $t \rightarrow 0$ and $\hat{v}_j < 0$ such that $W_0(\hat{w}^2e^{-\hat{v}_j+\hat{w}^2}) - \hat{w}^2 > 0$, otherwise the Kernel vanishes exponentially. Hence for $p \geq 2$, separating the center of mass coordinate (which we take as $v_1$) and the $p-1$ relative coordinates $v_j = v_{j-1} + t^{1/3}\kappa_j$ we obtain

$$\text{Tr} \bar{K}_t^{p} \approx t^{-p/3} \int_{-\infty}^{\infty} dv_1 \left(\frac{1}{\pi t^{1/6}}\right)^p [\sigma(v_1 - \bar{s})]^{p(t-1)/2}$$

$$\times \int_{-\infty}^{\infty} \kappa_1 \ldots \int_{-\infty}^{\infty} \kappa_p \frac{\sin(f(\hat{v}_1)\kappa_1)\sin(f(\hat{v}_2)\kappa_2)}{\kappa_1 \kappa_2} \ldots \frac{\sin(f(\hat{v}_1)\kappa_p)}{\kappa_p} \delta(\kappa_1 + \kappa_2 + \cdots + \kappa_p)$$

$$= \frac{1}{\pi^{p/2}} \int_{-\infty}^{\infty} dv_1 f(\hat{v}_1) [\sigma(v_1 - \bar{s})]^{(p-1)/2} I_p, \quad I_p = \int_{-\infty}^{\infty} \kappa_1 \ldots \int_{-\infty}^{\infty} \kappa_p \frac{\sin(\kappa_1)}{\kappa_1} \frac{\sin(\kappa_2)}{\kappa_2} \ldots \frac{\sin(\kappa_p)}{\kappa_p} \delta(\kappa_1 + \cdots + \kappa_p) = \pi^{p-1}$$

Combining the different results, and recalling that $v = \hat{v} + \ln t - \ln \hat{w}^2$, we obtain

$$\ln Q_t(s) \approx - \frac{1}{\sqrt[t]{\Psi(t^{-\bar{s}})}}$$

(58)

$$\Psi(z) = \frac{1}{\pi} \sum_{p=1}^{\infty} \frac{1}{p} \int_{-\infty}^{0} d\hat{v} f(\hat{v}) \left(\frac{e^{-\hat{v}}\hat{w}^2z^{-1}}{1 + \hat{w}^2e^{-\hat{v}}}\right)$$

It is then straightforward to perform the sum over $p$ for $z > -\hat{w}^2$, and upon the change $\hat{v} \rightarrow -\hat{v}$ we obtain

$$\Psi(z) = \frac{1}{\pi} \int_{0}^{+\infty} d\hat{v} \sqrt{W_0(\hat{w}^2e^{\hat{v}}+\hat{w}^2)} - \hat{w}^2 - \ln \left(1 + \frac{z}{\hat{w}^2}e^{-\hat{v}}\right)$$

(59)
Performing the change of variable $y = W_0(\tilde{w}^2 e^{\psi} + \tilde{w}^2) - \tilde{w}^2$, and using the definition and properties of the Lambert function and its derivative \[\text{hypergeom}(\cdot)\] we obtain an equivalent formula

$$
\Psi(z) = \frac{1}{\pi} \int_0^{+\infty} dy \left[ 1 + \frac{1}{y + \tilde{w}^2} \right] \sqrt{y} \ln \left( 1 + \frac{ze^{-y}}{y + \tilde{w}^2} \right)
$$

leading to (16) in the main text. Note the expression for the derivatives: for $q \geq 1$

$$
\Psi^{(q)}(z) = (q - 1)!(q + 1) \frac{1}{\pi} \int_0^{+\infty} dy (1 + \frac{1}{y + \tilde{w}^2}) \sqrt{y} \frac{1}{(y + \tilde{w}^2) e^y + z^q}
$$

3.2. The function $\Psi(z)$ for the stationary case $\tilde{w} = 0^+$

It is useful to study in details the function $\Psi(z)$ for $\tilde{w} = 0$. We now show that it is non analytic in $z$, but for $z > 0$ it can be expanded in a power series in $u = \sqrt{z}$ as follows

$$
\Psi(z) = \psi(u = \sqrt{z}) , \quad \psi(u) = \sum_{n \geq 1} \frac{u^n}{n!} \psi^{(n)}(0) , \quad \psi^{(n)}(0) = (-1)^{n-1} \frac{2^{n-1} \sqrt{n!}}{\sqrt{\pi}} \left( \frac{n}{2} \right) \left( \frac{n}{2} \right)^n
$$

i.e. $\psi(u)$ can be Taylor expanded for $u > 0$. To calculate these derivatives, one can start from the expression (61) for $q = 1$ setting $y = x^2$

$$
\frac{u}{\pi(u^2 + y^2)} \simeq \frac{\delta(y) + \ldots}{u \to 0^+} \quad \text{we obtain} \quad \psi'(0) = 2. \quad \text{To obtain the higher derivatives we note the formula, for any integer } q \geq 1
$$

$$
\partial_u^{2q} \frac{u}{u^2 + y^2} = (-1)^q \partial_y^{2q} \frac{u}{u^2 + y^2} , \quad \partial_u^{2q-1} \frac{u}{u^2 + y^2} = (-1)^q \partial_y^{2q-1} \frac{y}{u^2 + y^2}
$$

The odd derivatives are obtained using integration by parts

$$
\psi^{(2q+1)}(0) = (-1)^q \frac{2}{\pi} \lim_{u \to 0^+} \int_{-\infty}^{+\infty} dy h(y) \partial_y^{2q} \frac{u}{u^2 + y^2} = 2(-1)^q h^{(2q)}(0) = \frac{(2q)!}{q!} \left( q + \frac{1}{2} \right)^{q-1}
$$

where we have used that $h(y) = \sqrt{W(y^2)/y^2} = \frac{1}{2} \sum_{n=0}^{+\infty} \frac{(n+\frac{1}{2})^{n-1}}{n!} (-y^2)^n$. The even derivatives, after integration by part are given by

$$
\psi^{(2q)}(0) = (-1)^q \frac{2}{\pi} \int_{-\infty}^{+\infty} dy h^{(2q-1)}(y)
$$

One can further perform integrations by parts, noting that

$$
\psi^{(2q)}(0) = (-1)^q \frac{4(2q - 2)!}{\pi} \int_0^{+\infty} dy h_{\text{reg}}(y) \frac{1}{y^{2q-1}} = (-1)^q \frac{4(2q - 2)!}{\pi} \left[ \int_0^{1} dx \frac{x^{2q-1}}{-\ln(x^2)^{q-\frac{1}{2}}} \right]_{\text{reg}}
$$

$$
= \frac{2(-1)^q q^{q-\frac{3}{2}} (2q - 2)! \Gamma \left( \frac{3}{2} - q \right)}{\pi}
$$

where for $q = 1$ we use the change of variable $x = h(y)$ and note that $y = h^{-1}(x) = \sqrt{-\ln(x^2)/x^2}$ with $h(0) = 1$ and $h(+\infty) = 0$. This leads to a convergent integral. For $q \geq 2$ we define $h_{\text{reg}}(y) = h(y) - \sum_{n=1}^{2q-2} h^{(n)}(0) y^n/n!$ which leads to the "regularized version" of the (divergent) integral, given by analytic continuation. We have checked the correctness of the final formula. Putting all together we obtain the result given in (62).
4. Calculation of $\Psi(H)$ for $H \in \left] -\infty, H_c(\tilde{w}) \right]$

4.1. Saddle point equations

Defining $z = te^{-\tilde{t}}$, we start from Eq. [17] of the text which takes the following form at small time

$$\left\langle \exp \left( -\frac{z}{t} e^{\tilde{t} H} \right) \right\rangle \sim e^{-\frac{1}{\sqrt{t}} \Psi(z)}. \tag{70}$$

Recalling that $\tilde{H} = H + \chi$, where $\chi$ is a random variable independent from $H$, the difficulty is now to extract the leading small time behavior of the cumulants of $H$, equivalently the function $\Phi(H)$. One route is to observe that from (70) one easily obtains the cumulants of $\tilde{Z} = e^{\tilde{H}}$ from the derivatives of the known function $\Psi(z)$ as $\langle \tilde{Z}^q \rangle = (-1)^{q+1} \Psi^{(q)}(0) t^{q-\frac{1}{2}} + o(t^{q-\frac{1}{2}})$. In principle, to obtain the cumulants of $Z$ we can now use relations between the moments of $Z = e^H$ and of $\tilde{Z}$, i.e. $\langle Z^q \rangle = \langle \tilde{Z}^q \rangle / (\langle e^\chi \rangle) = (2w - q)_q \langle \tilde{Z}^q \rangle$, where $(x)_q = x(x + 1)\cdots(x + q - 1) = \Gamma(x + q)/\Gamma(x)$ is the Pochhammer symbol. We have performed that exercise up to $q = 3$. We checked that indeed the leading small time behavior of $\langle Z^q \rangle$ and then of $\langle H^q \rangle$, could be extracted in this manner, and that it agrees the small time expansion of the KPZ equation (see Section 10). We have then verified that the limit $\tilde{w} \to 0$ produces the correct cumulants for $w = 0$ (which is far from a priori obvious in the intermediate steps of the calculation).

A more powerful method, which as we checked reproduces these results and allows to obtain directly the function $\Phi(H)$ is as follows. We consider the leading behavior for fixed $\tilde{w}$, which implies that $w = \tilde{w}/\sqrt{t}$ is large. We define $\chi' = \chi - \ln(\sqrt{t})$, use Stirling’s formula for the $\Gamma(2w)$ factor in the PDF of $\chi$ given in the text and Section 0, and write

$$e^{-\frac{1}{\sqrt{t}} \Psi(z)} \sim \left\langle \exp \left( -\frac{z e^H \chi'}{t} \right) \right\rangle \sim \int_{-\infty}^{+\infty} d\chi' \left\langle \exp \left( -\frac{2\tilde{w} \chi' + e^{-\chi'} + z e^H \chi'}{\sqrt{t}} \right) \right\rangle \tag{71}$$

where here the second bracket denotes average only on the KPZ noise and initial condition.

We now define $R(z)$ to be the cumulant generating function of $e^H$,

$$\left\langle \exp \left( -\frac{X e^H}{\sqrt{t}} \right) \right\rangle \sim e^{-\frac{1}{\sqrt{t}} R(X)} \tag{72}$$

In [71] using $1/\sqrt{t}$ as a large parameter we perform a saddle point and obtain the following relation between the functions $R(X)$ and $\Psi(z)$

$$\Psi(z) = \min_{\chi'} (2\tilde{w} \chi' + e^{-\chi'} + R(ze^{\chi'})) - 2\tilde{w} + 2\tilde{w} \ln(2\tilde{w}) \tag{73}$$

Thus we have, with $X = z e^{\chi'}$

$$\Psi(z) = \min_{X} (2\tilde{w} \ln(X/z) + \frac{z}{X} + R(X)) - 2\tilde{w} + 2\tilde{w} \ln(2\tilde{w}) \tag{74}$$

which we invert as

$$R(X) = \max_{z} (\Psi(z) - 2\tilde{w} \ln(X/z) - \frac{z}{X}) + 2\tilde{w} - 2\tilde{w} \ln(2\tilde{w}) \tag{75}$$

On the other hand, by substituting the anticipated form, $P(H,t) \sim e^{-\frac{1}{\sqrt{t}} \Phi(H)}$ as $t \to 0$ we have

$$R(X) = \min_{\tilde{H}} (\Phi(H) + X e^{\tilde{H}}), \quad \Phi(H) = \max_{X} (R(X) - X e^{\tilde{H}}) \tag{76}$$

hence

$$\Phi(H) = \max_{z,X} (\Psi(z) - 2\tilde{w} \ln(X/z) - \frac{z}{X} - X e^{\tilde{H}}) + 2\tilde{w} - 2\tilde{w} \ln(2\tilde{w}) \tag{77}$$

we can perform the saddle point on the variable $X$

$$X = e^{-H} (\pm \sqrt{\tilde{w}^2 + z e^{\tilde{H}} - \tilde{w}}) \tag{78}$$
By consistency with the droplet case we must take the positive root. Indeed for \( \hat{w} \to +\infty \) (78) gives \( X \simeq z/(2\hat{w}) \) and since \( X = ze^x' = ze^x/\sqrt{1} = z/(2\hat{w}) \) this is consistent with the fact that for large \( w \), \( \chi \) becomes a deterministic variable equal to \(-\ln(2w)\) (see Section 9.2). Taking the positive root we obtain the expression of the rate function in terms of the solution of a maximization problem

\[
\Phi(H) = \max_{z \in [-\hat{w}^2, +\infty]} \left( \Psi(z) - 2\sqrt{w^2 + zeH} + 2\hat{w} - 2\hat{w}\ln(2\hat{w}) + 2\hat{w}\ln(\hat{w} + \sqrt{w^2 + zeH}) \right)
\]  

(79)

From the definition of \( z \) the maximization was to be done for \( z \geq 0 \), yet observing the domain of definition of \( \Psi(z) \) and the square root, we actually have weaker constraints

\[
\begin{cases}
  z \geq -\hat{w}^2 \\
  ze^H \geq -\hat{w}^2
\end{cases}
\]

(80)

As we will show the second constraint is always verified, and we thus have defined in (79) the range of optimization by the first constraint.

The maximization problem is equivalent to the parametric system of equations given in the text

\[
\begin{align*}
  e^H &= z\Psi'(z)^2 + 2\hat{w}\Psi(z) \\
  \Phi'(H) &= -z\Psi'(z)
\end{align*}
\]

(81)

For completeness, we also have the following parametric relation : \( \Phi'(H) = \hat{w} - \sqrt{w^2 + ze^H} \) (see below however for a modification of this relation in some range of values of \( H \)).

### 4.2 Analysis of the saddle point equations

Now that we solved the optimization problem exactly, we wish to know if it allows us to obtain all values of \( H \in \mathbb{R} \). We know that the optimization has to be done in the interval \( z \in [-\hat{w}^2, +\infty] \) so we first investigate the behavior of \( \Psi(z) \) and of \( G(z) \) on these boundaries, and then use the monotonicity of \( G(z) \) to extrapolate the range of \( H \).

#### 4.2.1 Behavior of \( \Psi(z) \) for \( z \to +\infty \)

We recall the definition (60) of \( \Psi \) for \( z \geq -\hat{w}^2 \) and look for its asymptotics for large positive \( z \) and fixed \( \hat{w} \). After an integration by part we obtain

\[
\Psi(z) = \frac{1}{\pi} \int_0^{+\infty} dy \left( \frac{2}{3} y^\frac{3}{2} + 2y^\frac{1}{2} - 2\hat{w}\arctan(\sqrt{y}/\hat{w}) \right) \left( 1 + \frac{1}{y + \hat{w}^2} \right) (y + \hat{w}^2) e^y + z
\]

(82)

In the limit of large \( z \) one can show that the fraction \( (y + \hat{w}^2) \arctan(\sqrt{y}/\hat{w}) \) can be replaced by either one or zero depending which term in the denominator is larger, the change occurring for \( (y + \hat{w}^2) e^y = z \) which is equivalent to \( y = W_0(ze^{\hat{w}^2}) - \hat{w}^2 \) (similarly to the computation of the asymptotics of the polylogarithm function (39)), leading to

\[
\Psi(z) \simeq \frac{1}{\pi} \int_0^{W_0(ze^{\hat{w}^2}) - \hat{w}^2} dy \left( \frac{2}{3} y^\frac{3}{2} + 2y^\frac{1}{2} - 2\hat{w}\arctan(\sqrt{y}/\hat{w}) \right) \left( 1 + \frac{1}{y + \hat{w}^2} \right)
\]

(83)

For a fixed \( \hat{w} \) one can further neglect the \( \arctan \) term in the integrand, which leads to

\[
\Psi(z) \simeq \frac{1}{\pi} \left( \frac{4}{15} [W_0(ze^{\hat{w}^2}) - \hat{w}^2]^{5/2} + \frac{16}{9} [W_0(ze^{\hat{w}^2}) - \hat{w}^2]^{3/2} \right)
\]

(84)

Recalling that \( W_0(z) \simeq z + \ln(z) - \ln(\ln(z)) \), and expanding at large \( z \) and fixed \( \hat{w} \) we finally find

\[
\Psi(z) \simeq \frac{4}{15\pi} [\ln(z)]^{5/2} - \frac{2}{3\pi} [\ln(z)]^{3/2} \ln(\ln(z)) + \frac{16}{9\pi} [\ln(z)]^{3/2}
\]

(85)

#### 4.2.2 Behavior of \( \Psi'(z) \) at \( z \to -\hat{w}^2 \)

From (60), the expression of \( \Psi'(z) \) at \( z = -\hat{w}^2 \) is given by

\[
\Psi'(-\hat{w}^2) = \frac{1}{\pi} \int_0^{+\infty} dy \left( 1 + \frac{1}{y + \hat{w}^2} \right) \sqrt{y} \left( y + \hat{w}^2 \right) e^y - \hat{w}^2
\]

(86)
In the small \( \tilde{w} \) limit, this integral can be computed and behaves as

\[
\Psi'(\tilde{w}^2) \sim \frac{1}{\tilde{w}} + \mathcal{O}(1)
\]  

(87)

### 4.2.3 Behavior of \( G(z) \)

\( G(z) \) is defined on \( z \in [-\tilde{w}^2, +\infty] \) as \( G(z) = z\Psi'(z)^2 + 2\tilde{w}\Psi'(z) \) and it can be seen that in that interval it is monotonically decreasing. One notes that \( G(\tilde{w}^2) = 1 - (1 - \tilde{w}\Psi'(\tilde{w}^2))^2 \leq 1 \) and that, using the previous estimates

\[
G(-\tilde{w}^2) \sim 1 \quad \text{and} \quad G(z) \sim \frac{4}{9\pi^2} \frac{[\ln z]^3}{z}
\]

(88)

Hence as one decreases \( z \) from \(+\infty\) to \( -\tilde{w}^2 \), \( G(z) \) increases monotonically from 0 to 0 < \( G(-\tilde{w}^2) \leq 1 \). Recalling that \( e^H = G(z) \), we find that for any given \( H \in [-\infty, H_c(\tilde{w})] \), there is a unique solution \( z(H) \), and that \( H_c(\tilde{w}) \leq 0 \) (which justifies our neglect of the condition (80)). In the small \( \tilde{w} \) limit, we find that \( H_c(0) = 0 \).

### 4.2.4 Derivatives of \( \Phi(H) \) at \( H = H_0 \)

Here we show how to identify the center of the distribution, \( H_0 = \langle H \rangle \), and to calculate iteratively the derivatives of \( \Phi(H) \) at \( H = H_0 \), in order to obtain the cumulants. From the equations (81), we obtain by integration

\[
\begin{cases}
\Phi(H) = \Psi(z) - 2z\Psi'(z) + 2\tilde{w}\ln \left| 1 + \frac{2\Psi'(z)}{2\tilde{w}} \right| \\
\Phi(H) - 2\Psi'(H) = \Psi(e^{-H}\Phi'(H)(\Phi'(H) - 2\tilde{w})) + 2\tilde{w}\ln \left| 1 - \frac{\Phi'(H)}{2\tilde{w}} \right|
\end{cases}
\]

(89)

where by definition of \( H_0 \), \( \Phi(H_0) = 0 \), and corresponds to the value \( z = 0 \), i.e. \( z(H_0) = 0 \), which implies \( \Phi'(H_0) = 0 \) since \( z\Psi'(z) \to 0 \) as \( z \to 0 \). Expanding the last equation into a series the first non-zero derivatives, we first recover \( e^{H_0} = 2\tilde{w}\Psi'(0) \), as given in the text, as well as

\[
\Phi^{(2)}(H_0) = -\frac{2\tilde{w}\Psi'(0)^2}{\Psi'(0)^2 + 2\tilde{w}\Psi''(0)}, \quad \Phi^{(3)}(H_0) = -\frac{2(\tilde{w}\Psi'(0)^6 + 12\tilde{w}^3\Psi'(0)^2\Psi''(0)^2 - 4\tilde{w}^3\Psi'(0)^3\Psi^{(3)}(0))}{(\Psi'(0)^2 + 2\tilde{w}\Psi''(0))^3}
\]

(90)

We can now calculate explicitly the derivatives \( \Psi^{(q)}(0) \) from (81) as

\[
\Psi^{(q)}(0) = (q - 1)!(-1)^{q+1}\frac{1}{\pi} \int_0^{+\infty} dy(1 + \frac{1}{y + \tilde{w}^2})\sqrt{y}e^{-qy} \frac{1}{(y + \tilde{w}^2)^q} = \frac{1}{2\sqrt{\pi}q}(-1)^{q+1} \left( q^{q-\frac{1}{2}q} \Gamma \left( q \right) \Gamma \left( q + \frac{1}{2}; q\tilde{w}^2 \right) + w^{1-2q} \Gamma \left( q - \frac{1}{2} \right) _1F_1 \left( \frac{1}{2}; \frac{3}{2} - q; w\tilde{w}^2 \right) \right)
\]

(91)

This leads to

\[
e^{H_0} = \text{Erfc}(\tilde{w})e^{\tilde{w}^2}, \quad \Phi^{(2)}(H_0) = \frac{-2\pi\tilde{w}\text{Erfc}(\tilde{w})^2e^{2\tilde{w}^2}}{-2\sqrt{2\pi}\tilde{w} + e^{2\tilde{w}^2}\pi\text{Erfc}(\tilde{w})^2 + e^{2\tilde{w}^2}\pi(4\tilde{w}^2 - 1)\text{Erfc}(\sqrt{2}\tilde{w})},
\]

(93)

while the third derivative is given by

\[
\Phi^{(3)}(H_0) = \frac{2e^{2\tilde{w}^2}\pi\tilde{w}\text{Erfc}(\tilde{w})^2}{(-2\sqrt{2\pi}\tilde{w} + e^{2\tilde{w}^2}\pi\text{Erfc}(\tilde{w})^2 + e^{2\tilde{w}^2}\pi(4\tilde{w}^2 - 1)\text{Erfc}(\sqrt{2}\tilde{w}))^3} [-4e^{2\tilde{w}^2}\pi\text{Erfc}(\tilde{w})^4 - 3(8\tilde{w}^2 - 4e^{2\tilde{w}^2}\sqrt{2\pi}\tilde{w}(4\tilde{w}^2 - 1)\text{Erfc}(\sqrt{2}\tilde{w}) + e^{4\tilde{w}^2}\pi(4\tilde{w}^2 - 1)^2\text{Erfc}(\sqrt{2}\tilde{w})^2 + 4e^{2\tilde{w}^2}\text{Erfc}(\tilde{w}) \left( 2\sqrt{3\pi}\tilde{w}(-1 - 2\tilde{w}^2) + e^{3\tilde{w}^2}\pi(1 - 4\tilde{w}^2 + 12\tilde{w}^4)\text{Erfc}(\sqrt{3}\tilde{w}) \right)]
\]

(94)
Expanding around $\hat{w} = +\infty$ we find
\[
e^{H_0} = \frac{1}{\sqrt{\pi \hat{w}}} - \frac{1}{2\sqrt{\pi \hat{w}^3}} + O\left(\frac{1}{\hat{w}^4}\right), \quad \Phi^{(2)}(H_0) = \sqrt{\frac{2}{\pi}} + \frac{1}{\pi \hat{w}} - \frac{\pi - 1}{\sqrt{2\pi^3/2\hat{w}^2}} + O\left(\frac{1}{\hat{w}^3}\right)
\]
\[
\Phi^{(3)}(H_0) = \frac{1}{9} \left(27 - 16\sqrt{3}\right) \sqrt{\frac{2}{\pi}} + \frac{27 - 16\sqrt{3}}{3\pi \hat{w}^3} + O\left(\frac{1}{\hat{w}^2}\right)
\]
\[
\Phi^{(4)}(H_0) = \frac{1}{9} \left(319 - 108\sqrt{2} - 96\sqrt{3}\right) \sqrt{\frac{2}{\pi}} + \frac{1775 - 432\sqrt{2} - 672\sqrt{3}}{9\pi \hat{w}^5} + O\left(\frac{1}{\hat{w}^4}\right)
\]
Expanding around $\hat{w} = 0$ we obtain up to first order
\[
e^{H_0} = 1 - \frac{2\hat{w}}{\sqrt{\pi}} + \hat{w}^2 + O(\hat{w}^3), \quad \Phi^{(2)}(H_0) = \sqrt{\frac{\pi}{2}} + \frac{\pi - 3}{2} \hat{w} + \frac{3 + \pi \left(-5 - 4\sqrt{2} + 3\pi\right)}{6\sqrt{\pi}} \hat{w}^2 + O(\hat{w}^3)
\]
\[
\Phi^{(3)}(H_0) = \frac{\sqrt{\pi}}{4} (3 - \pi) - \frac{7 + 6\pi + 4\sqrt{2\pi} - 3\pi^2}{4} \hat{w} + O(\hat{w}^2)
\]
\[
\Phi^{(4)}(H_0) = \frac{\sqrt{\pi}}{8} \left(7 - 6\pi - 4\sqrt{2\pi} + 3\pi^2\right) + \frac{5}{8} \left(3 + 5\pi + 8\sqrt{2\pi} - 3\pi^2 - 8\sqrt{2\pi} + 3\pi^3\right) \hat{w} + O(\hat{w}^2)
\]
with $H_0 = -\frac{2\hat{w}}{\sqrt{\pi}} + \left(1 - \frac{2}{\sqrt{\pi}}\right) \hat{w}^2 + O(\hat{w}^3)$. We see that all derivatives of $\Phi(H)$ have a finite limit as $\hat{w} = 0$ which coincides with the stationary IC.

### 4.2.5 Cumulants of the height

To compute the cumulants of the height $H$ at short times, we first define the cumulant generating function
\[
G(p,t) = \langle e^{\hat{p} H} \rangle = \int e^{\hat{p} H} P(H, t) dH,
\]
where $P(H, t)$ is the height PDF. Substituting the short time form, $P(H, t) \sim e^{-\hat{p} \Phi(H)}$, and performing the integral by the saddle point method as $t \to 0$ gives
\[
G(p,t) \simeq e^{\hat{p} \phi(p)}, \quad \text{where} \quad \phi(p) = \max_H \left[ pH - \Phi(H) \right],
\]
By definition, the logarithm of $G(p,t)$ generates the height cumulants as
\[
\ln G(p,t) = \sum_{q=1}^{\infty} \langle H(t)^q \rangle^c \left[ \frac{p}{\sqrt{t}} \right]^q.
\]
Hence, taking logarithm on both sides of Eq. (102), using (103) and matching powers of $p$ gives
\[
\langle H^q \rangle^c = t^{(q-1)/2} \phi^{(q)}(0),
\]
for all $q \geq 1$, where $\phi^{(q)}(0)$ is the $q$-th derivative of $\phi(p)$ evaluated at $p = 0$. The optimization problem (102) can be solved exactly and yields the implicit equation
\[
\phi(p) = p\phi'(p) - \Phi(\phi'(p))
\]
Expanding Eq. (105) into a series and using the explicit values of the derivatives of $\Phi$ at $H = 0$, one obtains $\phi^{(q)}(0)$ explicitly. For example, the first three non-trivial cumulants are given by
\[
\phi^{(2)}(0) = \frac{1}{\Phi^{(2)}(H_0)}, \quad \phi^{(3)}(0) = -\frac{\Phi^{(3)}(H_0)}{\Phi^{(2)}(H_0)^3}, \quad \phi^{(4)}(0) = \frac{3\Phi^{(3)}(H_0)^2 - \Phi^{(2)}(H_0)\Phi^{(4)}(H_0)}{\Phi^{(2)}(H_0)^5}
\]
This leads to the following cumulants, for any $\hat{w}$
\[
\langle H \rangle = \ln \left( \text{Erfc}(\hat{w}) e^{\hat{w}^2} \right) + O(t^{1/2})
\]
\[
\langle H^2 \rangle^c = \frac{2\sqrt{2\pi \hat{w}} - e^{2\hat{w}^2} \pi \text{Erfc}(\hat{w})^2 - e^{2\hat{w}^2} \pi (4\hat{w}^2 - 1) \text{Erfc}(\sqrt{2\hat{w}})}{2\pi \hat{w} \text{Erfc}(\hat{w})^2 e^{2\hat{w}^2}} t^{1/2} + O(t)
\]
and, for small \( \tilde{w} \)

\[
\langle H^2 \rangle^c = \left( \frac{2}{\sqrt{\pi}} + \left( \frac{6}{\pi} - 2 \right) \tilde{w} + \frac{2 (24 + (4\sqrt{2} - 13) \pi \tilde{w}^2)}{3\pi^{3/2}} \right) t^{1/2} + \mathcal{O} \left( \tilde{w}^3 t^{1/2}, t \right)
\]

\[
\langle H^3 \rangle^c = \left( \frac{2 - 6}{\pi} - \frac{8 (5 + (\sqrt{2} - 3) \pi \tilde{w} - 4 (45 + (16\sqrt{2} - 37) \pi \tilde{w}^2)}{\pi^{3/2}} \right) t + \mathcal{O} \left( \tilde{w}^3 t, t^{3/2} \right)
\]

\[
\langle H^4 \rangle^c = \left( \frac{8 (5 + (\sqrt{2} - 3) \pi)}{\pi^{3/2}} + \frac{20 (21 + 2 (4\sqrt{2} - 9) \pi \tilde{w} + 8 (1680 + 25 (36\sqrt{2} - 73) \pi + (95 - 122\sqrt{2} + 48\sqrt{3} \pi^2) \tilde{w}^2)}{5\pi^{5/2}} \right) t^{3/2} + \mathcal{O} \left( \tilde{w}^3 t^{3/2}, t^2 \right)
\]

For completeness we give a few higher cumulants at \( \tilde{w} = 0 \) obtained as described in Section 7.1.

\[
\langle H^5 \rangle^c = - \frac{20 (21 + 2 (4\sqrt{2} - 9) \pi) t^2}{\pi^2}
\]

\[
\langle H^6 \rangle^c = \frac{24 (252 + 140 (\sqrt{2} - 2) \pi + (15 - 20\sqrt{2} + 8\sqrt{3} \pi^2) t^5}{\pi^{5/2}}
\]

Finally for large \( \tilde{w} \) we find

\[
\langle H^2 \rangle^c = \left( \sqrt{\frac{\pi}{2}} - \frac{1}{2\tilde{w}^2} + \frac{\sqrt{\frac{\pi}{2}}}{2u^2} \right) t^{1/2} + \mathcal{O} \left( \frac{1}{u^3}, t^{1/2}, t \right)
\]

\[
\langle H^3 \rangle^c = \left( \frac{8\pi}{\sqrt{3} - 2} - \frac{3\pi}{2} \right) t + \frac{1}{u^2} \left( \frac{-3\pi}{3\sqrt{3} - 2} + \frac{8\pi}{3\sqrt{3}} t \right) + \mathcal{O} \left( \frac{1}{u^3}, t^{3/2} \right)
\]

\[
\langle H^4 \rangle^c = \left( \frac{18 + 15\sqrt{2} - 16\sqrt{6}}{3} \pi^{3/2} + \frac{18 + 15\sqrt{2} - 16\sqrt{6}}{2\tilde{w}^2} \right) t^{3/2} + \mathcal{O} \left( \frac{1}{u^3}, t^{3/2}, t^2 \right)
\]

and we recover the cumulants obtained in \cite{22}, and in addition obtain their leading corrections at large \( \tilde{w} \).

4.2.6 Variational problem at \( \tilde{w} = 0 \)

Let us note that the function \( \Psi(z) \) is well defined directly for \( \tilde{w} = 0 \), but is not analytic at \( z = 0 \), with the behavior at small \( z \) obtained in Eq. \cite{62}

\[
\Psi(z) = 2\sqrt{z} - \frac{1}{\sqrt{z}} + \mathcal{O}(z^{3/2})
\]

Nevertheless the variational problem \cite{79} is well defined and becomes, for \( H \leq H_0 = 0 \)

\[
\Phi(H) = \max_{z \in [0, +\infty]} \left( \Psi(z) - 2\sqrt{z e^H} \right)
\]

which corresponds to the parametric system \cite{81} setting \( \tilde{w} = 0 \). However since \( H_0 = H_0(0) = 0 \) one cannot take strictly the derivatives at \( H = H_0 \) (only the left derivatives are determined). However the limit \( \tilde{w} = 0^+ \) allows to recover the correct derivatives and cumulants, as we have checked these cumulants \( \langle H^q \rangle \) for arbitrary \( \tilde{w} \) for \( q = 1, 2 \) and for \( w = 0 \) from a direct small time expansion on the KPZ equation (see Section 10.).

Naturally, the question now arises: how do we find a solution for \( H > 0 \) ? The trick is to use the analytically continued partner of \( \Psi \) that we now investigate.
5. ANALYTIC CONTINUATION OF \( \Psi \)

Let us obtain an analytic continuation of \( \Psi \), we start with the following form of \( \Psi(z) \) obtained from (82) upon the change of variable \( b = (y + \bar{w}^2)e^y \), i.e. \( y = W_0(be^{\bar{w}^2}) - \bar{w}^2 \)

\[
\Psi(z) = \frac{1}{\pi} \int_{\bar{w}^2}^{+\infty} db \left( \frac{2}{3} [W_0(be^{\bar{w}^2}) - \bar{w}^2] [W_0(be^{\bar{w}^2}) - \bar{w}^2 + 3] - 2\bar{w} \arctan \left( \frac{\left[W_0(be^{\bar{w}^2}) - \bar{w}^2 + \frac{1}{2}\right]}{\bar{w}} \right) \right) \frac{z}{b} \frac{1}{b + z} \tag{120}
\]

We now make use of the following expression that makes sense in distribution theory.

\[
\lim_{\epsilon \to 0} \frac{1}{x + z \pm i\epsilon} = \mathcal{P}\left(\frac{1}{x + z}\right) \mp i\pi \delta(-z) \tag{121}
\]

We define \( \Delta_0(z) \) the jump of \( \Psi(z) \) across the branch cut \( z \in \mathbb{C}, -\bar{w}^2 \).

\[
\Delta_0(z) = \lim_{\epsilon \to 0} \left[ \Psi(z - i\epsilon) - \Psi(z + i\epsilon) \right]
\]

\[
= 4 \left[ \bar{w}^2 - W_0(-ze^{\bar{w}^2}) \right]^{3/2} - 4[\bar{w}^2 - W_0(-ze^{\bar{w}^2})]^{1/2} + 2\bar{w} \ln \left( \frac{\bar{w} + [\bar{w}^2 - W_0(-ze^{\bar{w}^2})]^{1/2}}{\bar{w}^2 - W_0(-ze^{\bar{w}^2})} \right) \tag{122}
\]

where we used the complex expression of \( \arctan \) in terms of logarithm. Besides, we have the derivative of the jump

\[
\Delta_0'(z) = -2 \frac{[\bar{w}^2 - W_0(-ze^{\bar{w}^2})]^{1/2}}{z} \tag{123}
\]

Note that we have introduced an absolute value in the logarithm of (122), since, as we will see, the argument can change sign on the interval that we will consider. This does not affect the value of the derivative.

From this, we define the analytic continuation of \( \Psi(z) \) to a multivalued function on \( z \in [-\bar{w}^2, e^{-1-\bar{w}^2}] \).

\[
\forall z \in [-\bar{w}^2, e^{-1-\bar{w}^2}], \quad \Psi_{\text{continued,0}}(z) := \Psi(z) + \Delta_0(z) \tag{124}
\]

The upper boundary \( e^{-1-\bar{w}^2} \) comes from the definition of the real branch \( W_0 \) of the Lambert function. Note that at the branching point \( z = -\bar{w}^2 \), both \( \Psi \) and \( \Psi + \Delta_0 \) are only once right-differentiable and since \( \Delta_0(-\bar{w}^2) = \Delta_0'(-\bar{w}^2) = 0 \) their first derivatives coincide. Higher derivatives are ill defined, i.e. \( \Delta_0^{(2)}(-\bar{w}^2) = +\infty \).

With some additional work, it is possible to find two other reals jumps that are the continuations of \( \Delta_0(z) \). For this aim, we generalize (122) by defining two complex numbers \( z_1 \) and \( z_2 \) and study the limit

\[
\Delta(z_1, z_2) = \lim_{\epsilon \to 0} \left[ \Psi(z_1 - i\epsilon) - \Psi(z_2 + i\epsilon) \right] \tag{125}
\]

There are two contributions in \( \Delta(z_1, z_2) \), the first one comes from the principal values which cancels when \( z_1 = z_2 \), the second one comes from the \( \delta \) functions \( \delta(-z_1) + \delta(-z_2) \) and yields a contribution \( \Delta_0(z_1) + \Delta_0(z_2) \). As \( z_1 - i\epsilon \) and \( z_2 + i\epsilon \) are independent complex numbers, \( \Delta_0(z_1) \) and \( \Delta_0(z_2) \) are independent functions. In particular, they might not be defined on the same Riemann sheet, meaning that they can be analytically continued independently one from the other.

We can define a second real jump called \( \Delta_{-1}(z) \) on \( z \in ]0, e^{-1-\bar{w}^2}] \) using the second branch of the Lambert function \( W_{-1} \), i.e replacing \( W_0 \) by \( W_{-1} \) in formula (122). The above remark about the independence of \( z_1 \) and \( z_2 \) leads us to define three possible continuations to \( \Delta_0(z_1) + \Delta_0(z_2) \).

\[
\Delta_0(z_1) + \Delta_0(z_2) \rightarrow \begin{cases} 
\Delta_{-1}(z_1) + \Delta_{0}(z_2) \\
\Delta_0(z_1) + \Delta_{-1}(z_2) \\
\Delta_{-1}(z_1) + \Delta_{-1}(z_2) 
\end{cases} \tag{126}
\]

To cancel the principal values, we require to have \( z_1 = z_2 = z \), which reduces the number of possible continuations

\[
\Delta_0(z) = \begin{cases} 
\frac{\Delta_{-1}(z) + \Delta_0(z)}{2} \\
\Delta_{-1}(z) 
\end{cases} \tag{127}
\]

We can then define a second and a third continuations of \( \Psi(z) \) on \( z \in ]0, e^{-1-\bar{w}^2}] \) as

\[
\forall z \in ]0, e^{-1-\bar{w}^2}], \quad \Psi_{\text{continued,-1}}(z) := \Psi(z) + \Delta_{-1}(z), \quad \Psi_{\text{continued,-1/2}}(z) := \Psi(z) + \frac{\Delta_{-1}(z) + \Delta_0(z)}{2} \tag{128}
\]
By analogy with [24], we call \( \Psi_{\text{continued},-1}(z) \) the symmetric second branch and \( \Psi_{\text{continued},-1/2}(z) \) the asymmetric second branch. Let us discuss the behavior at \( z \to 0^+ \). Since \( \Psi(0) = 0 \) it is dominated by the small \( z > 0 \) behavior of \( \Delta_{-1}(z) \). Recall the asymptotics of the second branch for small negative argument \( W_{-1}(-z) \sim z^{-3/2} \ln(z) \). Hence it is dominated by the first term in (122) with

\[
\Psi_{\text{continued},-1}(z) \sim \frac{4}{3} \ln z^{3/2} \quad \Psi_{\text{continued},-1/2}(z) \sim \frac{2}{3} \ln z^{3/2}
\]

(129)

We can also define the analytic partners of \( G \) with the analytic partners of \( \Psi \), we name them \( G_0, G_{-1/2} \) and \( G_{-1} \). We now wish to know if we can obtain all \( H \in \mathbb{R}^+ \) with these partners.

### 6. BEHAVIOR OF \( G_0, G_{-1/2} \) AND \( G_{-1} \)

#### 6.1 \( G_0 \)

\( G_0(z) \) is defined on \( z \in [-\tilde{w}^2, e^{1-\tilde{w}^2}] \) and can be written as \( G_0(z) = z[\Psi'(z) + \Delta_0'(z)]^2 + 2\tilde{w}[\Psi'(z) + \Delta_0(z)] \). Using \( \Delta_0'(-\tilde{w}^2) = 0 \), we have the continuity relation \( G(-\tilde{w}^2) = G_0(-\tilde{w}^2) \). Recalling the parametric relation \( e^H = G_0(z) \) and observing numerically that \( G_0(z) \) is monotonically increasing with \( z \), as \( z \) increases from \( -\tilde{w}^2 \) to \( e^{1-\tilde{w}^2} \), \( H \) increases from \( H_c(\tilde{w}) = \ln(-\tilde{w}^2) = \ln G_0(-\tilde{w}^2) \leq 0 \) to a second critical value \( H_{c2}(\tilde{w}) = \ln G_0(e^{1-\tilde{w}^2}) \). At this point

\[
\Delta_0(e^{-1-\tilde{w}^2}) = -2\sqrt{1 + \tilde{w}^2}e^{1+\tilde{w}^2} \sim -2e
\]

(130)

In the stationary limit \( \tilde{w} = 0 \) we can write more explicitly

\[
H_{c2}(0) = \ln[\Psi_0'(e^{-1}) + \Delta'_0(e^{-1})^2 e^{-1}] = 2\ln[2e - \Psi_0'(e^{-1})] - 1
\]

(131)

as given in the text, where \( \Psi_0'(e^{-1}) = \lim_{\tilde{w} \to 0} \Psi'(e^{-1-\tilde{w}^2}) = \frac{1}{\pi} \int_0^{\infty} dy [1 + \frac{1}{y}] e^{-y+\sqrt{y}} \). We do not have a closed form for this integral, but numerically, we find \( \Psi_0'(e^{-1}) \approx 1.27213 \), yielding the numerical estimate for \( H_{c2}(0) \)

\[
H_{c2}(0) \approx 1.85316
\]

(132)

In terms of the units of reference [24], this would yield a critical height \( \tilde{H}_{c2} = -2H_{c2} \approx -3.7 \) as predicted for the phase transition: we likely found an explicit exact expression for the critical height.

#### 6.2 \( G_{-1/2} \)

\( G_{-1/2}(z) \) is defined on \( z \in [0, e^{1-\tilde{w}^2}] \) and can be written as \( G_{-1/2}(z) = z[\Psi'(z) + \frac{\Delta_{-1}(z) + \Delta_0(z)}{2}]^2 + 2\tilde{w}[\Psi'(z) + \frac{\Delta_{-1}(z) + \Delta_0(z)}{2}] \). Using the regularity of the branching point of the Lambert function, we have the continuity relation \( G_{-1/2}(e^{-1-\tilde{w}^2}) = G_0(e^{1-\tilde{w}^2}) = e^{H_{c2}(\tilde{w})} \). On the other side of the interval, we have using (129)

\[
G_{-1/2}(z) \sim z^{-3/2} \ln z
\]

(133)

We see numerically that \( G_{-1/2} \) is monotonically decreasing, so as one decreases \( z \) from \( e^{-1-\tilde{w}^2} \) to 0, \( G_{-1/2}(z) \) increases from \( \exp(H_{c2}(\tilde{w})) \) to \( +\infty \). Hence, for any given \( H \in [H_{c2}, +\infty] \) there is a unique solution \( z(H) \) using \( G_{-1/2}(z) \).

#### 6.3 \( G_{-1} \)

\( G_{-1}(z) \) is defined on \( z \in [0, e^{1-\tilde{w}^2}] \) and can be written as \( G_{-1}(z) = z[\Psi'(z) + \Delta_{-1}(z)]^2 + 2\tilde{w}[\Psi'(z) + \Delta_{-1}(z)] \). Using the regularity of the branching point of the Lambert function, we have the continuity relation \( G_{-1}(e^{-1-\tilde{w}^2}) = G_0(e^{1-\tilde{w}^2}) = e^{H_{c2}(\tilde{w})} \). On the other side of the interval, we have using (129)

\[
G_{-1}(z) \sim z^{-3/2} - 4\ln z
\]

(134)
We observe that the regularity of both sides. This shows that \(z\) is analytic, we at least require (136) then allows to recover the results of (98) for \(H > H_c\). As discussed above since \(\Delta_0(z = -\bar{w}^2) = 0\), \(\Phi'(H)\) is continuous at \(H = H_c\), with value \(\Phi'(H_c(\bar{w})) = \bar{w}^2\Phi'(-\bar{w}^2)\). We now show continuity of the second derivative. Taking a derivative of (i) allows to express \(\bar{H} < \bar{H}\) of (i) allows to express \(\Phi''(z)\) to recover the results of (98) for \(H > H_c\). We first discuss analyticity at \(H = 0\), \(\Phi'(z)\), \(\Phi''(z)\). Taking a derivative of (ii), and using this relation, one obtains \(\Phi''(H)\) as a function of \(z\), \(\Phi'(z), \Phi''(z)\). As \(z \to -\bar{w}^2\), \(\Phi''(z)\) diverges, and the expression for \(\Phi''(H)\) has a finite limit depending only on \(z\), \(\Phi'(z)\) and one finds

\[
\Phi''(H_c) = \frac{\bar{w}^2 \Phi'(\bar{w}) (\bar{w} \Phi'(\bar{w}) - 2)}{2 \bar{w} \Phi'(\bar{w}) - 2} = \Phi'(H_c)(2\bar{w} - \Phi'(H_c))
\]

since the expression is the same upon replacing \(\Psi \to \Psi_{\text{continued},0}\) the second derivative is continuous \(\Phi''(H_c)\) at \(H_c\), and can be expressed from the first one. In principle this can be pushed to higher derivatives to show continuity of all by expanding the implicit relation (89) up to any order.

Let us now examine the stationary case \(\bar{w} = 0^+\), for which \(H_c = 0\). Let us recall the result (62)

\[
\Psi(z) = \psi(u = \sqrt{2}) \quad \psi(u) = \sum_{n \geq 1} \frac{u^n}{n!} \psi^{(n)}(0) \quad \psi^{(n)}(0) = (-1)^{n-1} \frac{2^{n-1}}{\sqrt{\pi}} \Gamma\left(\frac{n}{2}\right) \frac{n-1}{2} \n\]

We can now insert this expansion in the pairs of parametric equations

\[
e^H = z\Phi'(z)^2 \quad \Phi(H) = \Psi(z) - 2z\Phi'(z) \quad H < H_c = 0
\]

\[
e^H = z(\Phi'(z)^2 - 2) = \left[-W_0(-z)^{1/2}\right]^2 \quad \Phi(H) = \Psi(z) - 2z\Phi'(z) + \frac{4}{3}[-W_0(-z)]^{3/2} \quad H > H_c = 0
\]

Elimination of \(z\) leads to an expansion of \(\Phi(H)\) in powers of \(H\) around \(H = 0\) on both sides. One can check order by order that inserting the values for the odd derivatives \(\psi^{(2n-1)}(0)\) given in (136) yield identical Taylor series on both sides. This shows that \(\Phi(H)\) is analytic at \(H = 0\). Inserting the values for the even derivatives \(\psi^{(2n)}(0)\) given in (136) then allows to recover the results of (98) for \(\bar{w} = 0^+\), showing that the calculation at \(w = 0\) matches the one at \(\bar{w} = 0^+\).

### 7.2 Non-analyticity of \(\Phi(H)\) at \(H = H_{c2}(\bar{w})\)

Starting from the implicit representation for \(\Phi(H)\)

\[
\Phi(H) - 2\Phi'(H) = \Psi(e^{-H}\Phi'(H)(\Phi'(H) - 2\bar{w})) + 2\bar{w} \ln \left| 1 - \frac{\Phi'(H)}{2\bar{w}} \right|
\]

we observe that the regularity of \(\Phi(H)\) highly depends on the regularity of \(\Psi(z)\). To have continuations of \(\Phi(H)\) that are analytic, we at least require \(\Psi(z)\) to have the same regularity as its continuations at the branching points.

At \(H = H_{c2}(\bar{w})\), we have \(z = e^{-1-\bar{w}^2}\), and the corresponding values for \(\Delta_0(z), \Delta_{-1}(z)\) and their derivatives are

\[
\Delta_0(e^{-1-\bar{w}^2}) = \Delta_{-1}(e^{-1-\bar{w}^2}) = \frac{4}{3}[\bar{w}^2 + 1]^{3/2} - 4[\bar{w}^2 + 1]^{1/2} + 2\bar{w} \ln \left( \frac{\bar{w} + [\bar{w}^2 + 1]^{1/2}}{\bar{w} - [\bar{w}^2 + 1]^{1/2}} \right)
\]

\[
\Delta_0'(e^{-1-\bar{w}^2}) = \Delta_{-1}'(e^{-1-\bar{w}^2}) = -2\sqrt{1 + \bar{w}^2} e^{1+\bar{w}^2}
\]
The second derivatives are ill defined, so we define \( \epsilon \) close to 1 such that \( z = -\epsilon e^{-1-\tilde{u}^2} \), then we have for the second derivatives

\[
\Delta''_0(z) = \frac{W_0\left(-ze^{\tilde{u}^2}\right)}{z^2\sqrt{\tilde{u}^2 - W_0\left(-ze^{\tilde{u}^2}\right)} (W_0\left(-ze^{\tilde{u}^2}\right) + 1)} + \frac{2\sqrt{\tilde{u}^2 - W_0\left(-ze^{\tilde{u}^2}\right)}}{z^2}
\]

\[
\Delta''_{-1}(z) = \frac{W_0\left(-e^{-1}\right)}{e^{2e^{-2-2\tilde{u}^2}} \sqrt{\tilde{u}^2 - W_0\left(-e^{-1}\right)} (W_0\left(-e^{-1}\right) + 1)} + \frac{2\sqrt{\tilde{u}^2 - W_0\left(-e^{-1}\right)}}{e^{2e^{-2-2\tilde{u}^2}}}
\]

(141)

As \( W_0(-e^{-1}) = W_{-1}(-e^{-1}) = -1 \), we see that only the denominator of the first term diverges. Close to \( y = -e^{-1} \), we have \( W_0(y) = -1 + \sqrt{2(ey + 1)} \) and \( W_{-1}(y) = -1 - \sqrt{2(ey + 1)} \), so

\[
\Delta''_0(z) \approx \frac{-1}{e^{-2-2\tilde{u}^2} \sqrt{\tilde{u}^2 + 1} \sqrt{2(1 - \epsilon)}} + \frac{2\sqrt{\tilde{u}^2 + 1}}{e^{-2-2\tilde{u}^2}} \to -\infty
\]

\[
\Delta''_{-1}(z) \approx \frac{1}{e^{-2-2\tilde{u}^2} \sqrt{\tilde{u}^2 + 1} \sqrt{2(1 - \epsilon)}} + \frac{2\sqrt{\tilde{u}^2 + 1}}{e^{-2-2\tilde{u}^2}} \to +\infty
\]

(142)

As a consequence \( \Delta''_{-1} \) and \( \Delta''_0 \) are ill defined at \( z = e^{-1-\tilde{u}^2} \) but \( \frac{1}{2}(\Delta''_0 + \Delta''_{-1}) \) is not, in fact

\[
\frac{1}{2}(\Delta''_0 + \Delta''_{-1})(e^{-1-\tilde{u}^2}) = 2\sqrt{\tilde{u}^2 + 1}e^{2-2\tilde{u}^2}
\]

(143)

Therefore \( \Psi_{\text{continued},0}(z) \) and \( \Psi_{\text{continued},1}(z) \) are only once differentiable while \( \Psi_{\text{continued},-1/2}(z) \) is twice differentiable at \( z = e^{-1-\tilde{u}^2} \). This already shows that the regularity of \( \Phi(H) \) at \( H_{c2}(\tilde{w}) \) depends on the continuation chosen for \( \Psi(z) \).

Recalling the system of parametric equations \([81]\), as we have at \( z = e^{-1-\tilde{u}^2} \)

\[
\begin{align*}
\Psi_{\text{continued},0}(z) &= \Psi_{\text{continued},-1}(z) = \Psi_{\text{continued},-1/2}(z) \\
\Psi_{\text{continued},1}(z) &= \Psi_{\text{continued},-1}(z) = \Psi_{\text{continued},-1/2}(z)
\end{align*}
\]

(144)

we are ensured that \( \Phi(H) \) and \( \Phi'(H) \) are continuous at \( H = H_{c2}(\tilde{w}) \) whatever branch we choose.

We can also obtain the parametric representation for \( \Phi''(H) \)

\[
\Phi''(H) = -\frac{(\Psi''(z) + z\Psi''(z)z\Psi'(z) + 2\tilde{w}\Psi'(z))}{2\tilde{w}\Psi'(z)}
\]

(145)

If \( \Psi''(z) \) is infinite, then the expression gets simplified

\[
\Phi''(H) = -\frac{z(z\Psi'(z)^2 + 2\tilde{w}\Psi'(z))}{2\tilde{w} + 2z\Psi'(z)}
\]

(146)

where \( \Psi(z) \) stands for any branch of \( \Psi(z) \), meaning \( \Psi_{\text{continued},0,-\frac{1}{2},-1} \). We see that as \( \Delta''_0(z) \) and \( \Delta''_{-1}(z) \) are infinite, and \( \Psi_{\text{continued},0}(z) = \Psi_{\text{continued},-1}(z) \), \( \Phi''(H) \) will be continuous if we choose \( \Delta_{-1} \) to be the continuation of \( \Delta_0 \) but \( \Phi''(H) \) will have a discontinuity if we choose \( \frac{1}{2}(\Delta''_0 + \Delta''_{-1}) \) as seen in Fig.\( [9] \). We conjecture that this jump in the second derivative of \( \Phi(H) \) at \( H = H_{c2}(\tilde{w}) \) is the phase transition observed in \([21]\).

As in section 7.1, Taylor expanding the implicit equation for \( \Phi(H) \) given in \([89]\), it is possible to see that \( \Phi(H) \) is analytic at the branching point \( H_{c2}(\tilde{w}) \) if we do the replacement \( \Psi_{\text{continued},0} \to \Psi_{\text{continued},-1} \).

We can now give more specific values for the stationary case \( \tilde{w} = 0 \). Setting \( \tilde{w} = 0 \) in \( \Phi(H_{c2}(\tilde{w})) \), and inserting \( z = e^{-1} \), we find for all branches around \( H_{c2}(\tilde{w}) \)

\[
\Phi'(H_{c2}(0)) = -e^{-1}\Psi'(e^{-1}) + \Delta_{0,-1}(e^{-1}) = 2 - e^{-1}\Psi'(e^{-1}) = 1.53201
\]

(147)

\[
\Phi''(H_{c2}(0)) = \frac{1}{2} \Phi''(H_{c2}(0)) = 0.76601 \quad \text{(analytic)}
\]

(148)

\[
\Phi''(H_{c2}(0)) = -\frac{(\Psi'(z) + z\Psi''(z))(z\Psi'(z))}{\Psi'(z) + 2z\Psi''(z)} = 0.14997 \quad \text{(non analytic)}
\]

(149)

and we recall \( H_{c2}(0) = 2\ln(2e - \Psi'(e^{-1})) - 1 = 1.85316 \). The jump is then \( \Phi''_{\text{analytic}} - \Phi''_{\text{non analytic}} = 0.61603 \).
7.3 Summary

To summarize, for a given \( H \in [-\infty, \infty] \), the optimum \( z \) is determined from the equation

\[
e^H = G(z)
\]  

(150)

where the function \( G(z) \) is given by

\[
G(z) = z\Psi'(z)^2 + 2\tilde{\omega}\Psi'(z) \quad \text{for} \quad z \in [-\tilde{\omega}^2, +\infty] \quad \text{and} \quad H \leq H_c(\tilde{\omega})
\]

(151)

\[
G_0(z) = z[\Psi'(z) + \Delta'_0(z)]^2 + 2\tilde{\omega}[\Psi'(z) + \Delta_0'(z)] \quad \text{for} \quad z \in [\tilde{\omega}^2, e^{-1-\tilde{\omega}^2}] \quad \text{and} \quad H_c(\tilde{\omega}) \leq H \leq H_{c2}(\tilde{\omega}).
\]

For \( H > H_{c2}(\tilde{\omega}) \), there exist two solutions \( G_{-1/2}(z) \) and \( G_{-1}(z) \) given by

\[
G_{-1}(z) = z[\Psi'(z) + \Delta'_{-1}(z)]^2 + 2\tilde{\omega}[\Psi'(z) + \Delta'_{-1}(z)] \quad \text{for} \quad z \in [0, e^{-1-\tilde{\omega}^2}]
\]

(152)

\[
G_{-1/2}(z) = z[\Psi'(z) + \Delta'_{-1/2}(z)]^2 + 2\tilde{\omega}[\Psi'(z) + \frac{\Delta'_{-1}(z) + \Delta_0'(z)}{2}] \quad \text{for} \quad z \in [0, e^{-1-\tilde{\omega}^2}].
\]

The function \( \ln G(z) \) vs \( z \) is plotted in Fig. 3, with the four elements \( \ln G(z) \) (shown by solid blue line), \( \ln G_0(z) \) (shown by the dashed red line) \( \ln G_{-1/2}(z) \) (shown by the dot-dashed brown line) and \( \ln G_{-1}(z) \) (shown by the dot-dashed green line). Note that the branching \( G_0(z) \rightarrow G_{-1/2}(z) \) is continuous but not differentiable.

Figure 3. The function \( \ln[G(z)] \) vs \( z \) plotted in the range \( z \in [0, e^{-1}] \) for \( \tilde{\omega} = 0 \). We have plotted the four functions \( G, G_0, G_{-1/2}, G_{-1} \) defined in (151) and (152). When \( \tilde{\omega} > 0 \), the branching between \( G \) and \( G_0 \) appears at \( z = -\tilde{\omega}^2 \) and \( H_c(\tilde{\omega}) < 0 \) and the second branching at \( z = e^{-1-\tilde{\omega}^2} \) and \( H_{c2}(\tilde{\omega}) < H_{c2}(0) \). Having a non zero \( \tilde{\omega} \) is equivalent to shifting the figure, but does not change its behavior.

To obtain now the continuations of the rate function \( \Phi(H) \) for all \( H \) we use the first equation of (89) replacing \( \Psi \).
by $\Psi + \Delta_{-1}$ and $\Psi + \Delta_0$, $\Psi + \frac{1}{2}(\Delta_0 + \Delta_{-1})$ respectively. Using the above definitions of $\Delta_0$ and $\Delta_{-1}$, we find that the rate function $\Phi(H)$ is determined from the parametric equations

$$
\Phi(H) = \Psi(z) - 2z\Psi'(z) + 2\bar{w}\ln\left[1 + \frac{z\Psi'(z)}{2\bar{w}}\right] \quad \text{for } z \in [\bar{w}^2, +\infty]
$$

$$
\Phi(H) = \Psi(z) - 2z\Psi'(z) + \frac{4}{3}[\bar{w}^2 - W_0(-ze\bar{w}^2)]^\frac{3}{2} + 2\bar{w}\ln\left[1 + \frac{(\Psi'(0) + \Delta_{0}(0))\left(1 - \frac{z\Delta_{0}(z)}{2\bar{w}}\right)}{1 + \frac{z\Delta_{0}(z)}{2\bar{w}}}\right] \quad \text{for } z \in [\bar{w}^2, e^{-1-\bar{w}^2}].
$$

On the interval $z \in [0, e^{-1-\bar{w}^2}]$, $\Phi(H)$ finally has two extensions, the first one being analytic and the second one being non-analytic

$$
\Phi(H) = \Psi(z) - 2z\Psi'(z) + \frac{4}{3}[\bar{w}^2 - W_0(-ze\bar{w}^2)]^\frac{3}{2} + 2\bar{w}\ln\left[1 + \frac{(\Psi'(0) + \Delta_{0}(0))\left(1 - \frac{z\Delta_{0}(z)}{2\bar{w}}\right)}{1 + \frac{z\Delta_{0}(z)}{2\bar{w}}}\right] \quad (\text{analytic})
$$

$$
\Phi(H) = \Psi(z) - 2z\Psi'(z) + \frac{2}{3}[\bar{w}^2 - W_0(-ze\bar{w}^2)]^\frac{3}{2} + \frac{2}{3}[\bar{w}^2 - W_0(-ze\bar{w}^2)]^\frac{3}{2}
$$

$$
+ 2\bar{w}\ln\left(1 + \frac{z(\Psi'(0) + \Delta_{0}(0) + \Delta'_{-1}(z))}{4\bar{w}}\right) \left(1 - \frac{z\Delta_{0}(z)}{2\bar{w}}\right)\left(1 + \frac{z\Delta_{0}(z)}{2\bar{w}}\right) \quad (\text{non-analytic})
$$

where $z$ should be replaced by the corresponding solution $z(H)$ from (150)-(151). Note that the arguments of the logarithms are actually positive in each interval considered hence the absolute value could be removed. In the limit $\bar{w} = 0$, this system can be simplified by setting all $\bar{w}$'s in (153) to 0. The logarithmic factors smoothly vanish, as confirmed by numerics, and that way, we obtain the solution $\Phi(H)$ for $\bar{w} = 0$ which is the stationary case.

We represent in Fig. the function $\Phi'(H)$ vs $H$ at $\bar{w} = 0$ for the exact solutions and all extensions discussed above. One easily identifies the non-analyticity at the point $H = H_{c2}(0)$ where $\Phi'(H)$ is continuous but not differentiable.

It is also possible to obtain a variational representation of $\Phi(H)$ in the stationary case, at $\bar{w} = 0$, for all branches as follows

$$
\Phi(H) = \begin{cases} 
\max_{z \in [0, +\infty]} \left[\Psi(z) - 2\sqrt{ze^H}\right], & H \leq H_c(0) = 0 \\
\max_{z \in [0, e^{-1}]} \left[\Psi(z) + \frac{4}{3}[\bar{w}^2 - W_0(-z)]^\frac{3}{2} - 4[\bar{w}^2 - W_0(-z)]^\frac{3}{2} + 2\sqrt{ze^H}\right], & H_c(0) \leq H \leq H_{c2}(0) \\
\min_{z \in [0, e^{-1}]} \left[\Psi(z) + \frac{4}{3}[\bar{w}^2 - W_0(-z)]^\frac{3}{2} - 4[\bar{w}^2 - W_0(-z)]^\frac{3}{2} + 2\sqrt{ze^H}\right], & H \geq H_{c2}(0) \quad (\text{analytic}) \\
\min_{z \in [0, e^{-1}]} \left[\Psi(z) + \frac{2}{3}[\bar{w}^2 - W_0(-z)]^\frac{3}{2} + \frac{2}{3}[\bar{w}^2 - W_0(-z)]^\frac{3}{2} - 2[\bar{w}^2 - W_0(-z)]^\frac{3}{2} - 2[\bar{w}^2 - W_0(-z)]^\frac{3}{2} + 2\sqrt{ze^H}\right], & H \geq H_{c2}(0) \quad (\text{non-analytic})
\end{cases}
$$

(154)

where we have inserted the explicit expressions of $\Delta_{0,-1}(z)$ from (24), (27) setting $\bar{w} = 0$. In addition, $H_c(0) = 0$ and $H_{c2}(0) = 2\ln(2e - \Psi_0(e^{-1})) - 1 \approx 1.85316$, where $\Psi_0$ is the function $\Psi$ in the limit $\bar{w} \to 0$.

One can understand the change of sign in front of $2\sqrt{ze^H}$ as follows: we first decrease $z$ from $+\infty$ to 0 and then increase it to $e^{-1}$. In the complex $z$-plane, turning around 0 induces a branch change in the square root function $\sqrt{z} \to -\sqrt{z}$. The change from a maximum to a minimum can be seen from a change of concavity in the argument of the variational problem.

Note that there exist some version of this variational representation for $\bar{w} > 0$ but we have not attempted to write it explicitly. It is complicated by the fact that there is a new distinct field $H^*(\bar{w})$, with $H_c(\bar{w}) < H^*(\bar{w}) < H_{c2}(\bar{w})$, which is the unique field at which $\Phi'(H^*(\bar{w})) = \bar{w}$. The expression for $\Phi'(H)$ changes form at this value, i.e. one has for all $H$ that $\Phi'(H) = \bar{w} - \epsilon_H \sqrt{\bar{w}^2 + ze^H}$ with $\epsilon_H = \text{sgn}(H^*(\bar{w}) - H)$. The field $H^*(\bar{w})$ is thus also the unique field such that $ze^{H^*} = -\bar{w}^2$, while for all other fields one has $\bar{w}^2 + ze^H \geq 0$, and the square root changes sign there, very much as in Eq. (154).
Figure 4. The function $\Phi'(H)$ vs $H$ for $\bar{w} = 0$. The blue line corresponds to the exact solution for $H < 0$, the dashed red line corresponds to a first analytic continuation for $0 < H < H_{c2}$, the dot-dashed green line corresponds to a second symmetric analytic continuation for $H > H_{c2}$ and the dot-dashed brown line corresponds to a second asymmetric non-analytic continuation for $H > H_{c2}$, where $H_{c2} \approx 1.85316$. Note that at the point $H = H_{c2}$ the asymmetric continuation of $\Phi'(H)$ is continuous but not differentiable.

7.4 Comparison with the data of Janas, Kamenev and Meerson [24]

We compare in this section our exact expression for the rate function with the numerical estimates obtained by Janas, Kamenev and Meerson in [24]. The authors kindly provided us their numerical data enabling us to overlap our results with theirs in Fig. 5.

In our system of units, see [25], the comparison is possible for a range $H \in [0, 4]$ which comprises all continuations of $\Phi(H)$. The data were provided for both symmetric and asymmetric WNT solutions, allowing us to test our hypothesis whether our analytic and non-analytic branches match these solutions.

The interpretation of Fig. 5 is that our analytic branch matches point to point the symmetric WNT solution and that our non-analytic branch also matches point to point the asymmetric WNT solution for the interval considered $H \in [0, 4]$. Further numerics would be required to allow a comparison outside $H \in [0, 4]$ but according to the overlap of our exact result with numerical estimates, we are confident in saying that the branching point $H_{c2}$ is the critical field where a phase transition was observed in [24].

8. ASYMPTOTIC BEHAVIOR OF $\Phi(H)$

8.1 Left tail $H \to -\infty$

We are looking for a power law growth for the large deviation function at large negative $H$ of the form

$$
\Phi(H) \xrightarrow{H \to -\infty} c_-[-H]^{\beta_1},
$$

(155)
Figure 5. The exact rate function $\Phi(H)$ summarized in [154] is compared with the numerical estimates from [24]. The dashed red line corresponds to a first analytic continuation of $\Phi(H)$ for $0 < H < H_{c2}$, the dot-dashed green line corresponds to a second analytic continuation for $H > H_{c2}$ and the dot-dashed brown line corresponds to a second non-analytic continuation for $H > H_{c2}$, where $H_{c2} \approx 1.85316$. The blue squares represent the value of action obtained from the asymmetric WNT solution and the grey triangles represent the value of the action obtained from the symmetric WNT solution. The numerical estimates of [24] and our exact results match point to point for both branches.

with $\beta_1$ and $c_-$ positive reals. Using the fact that $\Psi$ has a logarithmic asymptotic for large positive arguments, $\Psi(z) \sim \frac{4}{15\pi} [\ln z]^{5/2}$ and that its derivative behaves as $\Psi'(z) \sim \frac{2}{3\pi} \frac{[\ln z]^{3/2}}{z}$ leads, using (81) and (89), to the parametric system of equations

\[
\begin{cases}
e^{-H} \sim \frac{4}{9\pi} \frac{[\ln z]^3}{z} \\
\left(-H\right)^{\beta_1} \sim \frac{4}{15\pi} [\ln z]^{5/2}
\end{cases}
\]

Combining these equations and identifying the coefficients we obtain the exponent and coefficient of the left tail.

\[
c_- = \frac{4}{15\pi} \quad \beta_1 = \frac{5}{2}
\]

This tail is valid for all $\tilde{w}$, in particular it is valid for the stationary and droplet IC’s. Using the asymptotics (85) for $\Psi(z)$ and the equations (81) we obtain the subleading corrections of the left tail valid for fixed finite $\tilde{w}$ as

\[
\Phi(H) \underset{H \to -\infty}{\sim} \frac{4}{15\pi} [-H]^{5/2} + \frac{4}{3\pi} [-H]^{3/2} \ln(-H) + \frac{4 + 6 \ln(\frac{4}{\pi^2})}{9\pi} [-H]^{3/2} + \mathcal{O}([-H]^{3/2} \ln(-H)^2)
\]
8.2 Right tail $H \to +\infty$ for the symmetric second branch

We are looking for a power law growth for the large deviation function at large positive $H$ of the form

$$\Phi(H) \underset{H \to +\infty}{\sim} c_+ H^{\beta_+}$$

with $\beta_+$ and $c_+$ positive reals. Using the fact that $\Psi_{\text{continued}, -1}$ has a logarithmic asymptotic for small positive argument, $\Psi_{\text{continued}, -1}(z) \sim_{z \to 0^+} \frac{4}{3} [-\ln z]^{3/2}$ (see above) and that its derivative behaves as $\Psi'_{\text{continued}, -1}(z) \sim_{z \to 0^+} \frac{2}{3} \frac{[-\ln z]^{3/2}}{z}$ leads to the parametric system of equation (using (153), or equivalently again (81), (89) with the replacement $\Psi \to \Psi + \Delta_{-1}$)

$$\begin{cases}
e H \sim -\frac{2 \ln z}{z} \\
c_+ [H]^{\beta_+} \sim \frac{4}{3} [-\ln z]^{3/2}
\end{cases}
$$

By identification, we obtain the exponent and coefficient of the right tail :

$$c_+ = \frac{4}{3} \quad \beta_+ = \frac{3}{2}$$

This tail is also valid for all $\tilde{w}$, in particular it is valid for the symmetric branch of the stationary IC and droplet. Using the asymptotics for $W_{-1}$ given in section 1, we obtain the subdominant corrections to the right tail of the symmetric branch valid at fixed finite $\tilde{w}$ as

$$\Phi(H) \underset{H \to +\infty}{\sim} \frac{4}{3} H^{\frac{3}{2}} - (4 \ln 2) H^{\frac{1}{2}} + O(\ln H)$$

8.3 Right tail $H \to +\infty$ for the asymmetric second branch

We are looking for a power law growth for the large deviation function at large positive $H$ of the form

$$\Phi(H) \underset{H \to +\infty}{\sim} c_+ H^{\beta_+}$$

with $\beta_+$ and $c_+$ positive reals. Using the fact that $\Psi_{\text{continued}, -1/2}$ has a logarithmic asymptotic for small positive argument, $\Psi_{\text{continued}, -1/2}(z) \sim_{z \to 0^+} \frac{2}{3} [-\ln z]^{3/2}$ (see above) and that its derivative behaves as $\Psi'_{\text{continued}, -1}(z) \sim_{z \to 0^+} \frac{2}{3} \frac{[-\ln z]^{3/2}}{z}$ leads to the parametric system of equation (using (153), or equivalently again (81), (89) with the replacement $\Psi \to \Psi + \Delta_{-1}\Delta_2$)

$$\begin{cases}
e H \sim -\frac{2 \ln z}{z} \\
c_+ [H]^{\beta_+} \sim \frac{4}{3} [-\ln z]^{3/2}
\end{cases}
$$

By identification, we obtain the exponent and coefficient of the right tail :

$$c_+ = \frac{2}{3} \quad \beta_+ = \frac{3}{2}$$

This tail is also valid for all finite $\tilde{w}$, in particular it is valid for the asymmetric branch of the stationary IC. Using the asymptotics for $W_{-1}$ given in section 1, we obtain the subdominant corrections to the right tail of the asymmetric branch as

$$\Phi(H) \underset{H \to +\infty}{\sim} \frac{2}{3} H^{\frac{3}{2}} + O\left(\frac{\ln H}{H^{\frac{1}{2}}}\right)$$

While the leading term is valid for any fixed $\tilde{w}$, we have indicated the subdominant one in the case $\tilde{w} = 0$.

9. USEFUL CHECK: THE DROPLET LIMIT

We present in this section useful checks that allow us to recover the droplet limit at each step of our reasoning.
9.1 The deformed Airy function

We start by re-introducing the deformed Airy function with the proper scaling of our problem.

\[
\tilde{\text{Ai}}^F_t(\tilde{a}t^{-1/3}, t^{-1/3}, w, w) = \frac{1}{2\pi} \int_{-\infty + i\epsilon}^{+\infty + i\epsilon} \frac{\exp(i\zeta^3/3 + i\tilde{a}t^{-1/3}z)}{\Gamma(it^{-1/3}z + w)} \frac{\Gamma(it^{-1/3}z + w)}{\Gamma(it^{-1/3}z + w)} dz \tag{167}
\]

For large \(w\) the ratio of Gamma functions converges towards a power law

\[
\frac{\Gamma(it^{-1/3}z + w)}{\Gamma(it^{-1/3}z + w)} \sim \exp\left(it^{-1/3}z \ln(w^2)\right) \tag{168}
\]

Inserting this asymptotics into the integrand of (167), we recognize the Airy function with argument \((\tilde{a} + \ln(w^2))^t^{-1/3}\).

\[
\tilde{\text{Ai}}^F_t(\tilde{a}t^{-1/3}, t^{-1/3}, w, w) \sim \frac{\text{Ai}\left((\tilde{a} + \ln(w^2))^t^{-1/3}\right)}{w \to \infty} \tag{169}
\]

The limit (169) also points out a misprint in Ref. [32], Eq. (2.15), where the shift \(\ln(w^2)\) is missing in the asymptotics of the deformed Airy function.

9.2 The deformed Airy kernel and exact Fredholm representation

As the kernel of the Fredholm determinant related to the droplet IC is the Airy kernel, the convergence of the deformed Airy function to the Airy function also gives the convergence of the kernels. Therefore, up to the shift \(\ln(w^2)\) that we can incorporate in the definition of \(H\), we are able to obtain the droplet IC in the limit of large \(w\).

Starting from the exact Fredholm representation at the point \(x = 0\) of the generating function of \(e^{\tilde{H}}\)

\[
\left\langle \exp\left(-e^{\tilde{H} - st^{1/3}}\right) \right\rangle = Q_t(s) , \quad Q_t(s) := \text{Det}[I - \tilde{K}_{t,s}] \tag{170}
\]

in terms of the kernel \(\tilde{K}_{t,s}(v, v') = K_{\text{Ai}, F}(v, v') \sigma_{t,s}(v')\) (see Section 0.) with

\[
K_{\text{Ai}, F}(v, v') := \int_0^{+\infty} dr \, \text{Ai}^F(r + v, t^{-1/3}, w, w) \text{Ai}^F(r + v', t^{-1/3}, w, w) \tag{171}
\]

Using (169), the asymptotics of the kernel for large \(w\) is

\[
K_{\text{Ai}, F}(v, v') \sim w \to \infty K_{\text{Ai}}(v + \ln(w^2)t^{-1/3}, v' + \ln(w^2)t^{-1/3}) \tag{172}
\]

where \(K_{\text{Ai}}\) is the Airy kernel entering in the Fredholm determinant giving the generating function of the droplet IC. Noting that \(\sigma_{t,s}(v') = \sigma_{t,s+\ln(w^2)t^{-1/3}}(v' + \ln(w^2)t^{-1/3})\), it yields

\[
\tilde{K}_{t,s}(v - \ln(w^2)t^{-1/3}, v' - \ln(w^2)t^{-1/3}) \sim w \to \infty K_{\text{Ai}}(v, v') \sigma_{t,s+\ln(w^2)t^{-1/3}}(v') \tag{173}
\]

Coming back to [22], and defining \(Q_t^{\text{drop}}(s) := \text{Det}[I - K_{t,s}^\text{drop}]\) the Fredholm determinant associated to the droplet IC with \(K_{t,s}^\text{drop}(v, v') = K_{\text{Ai}}(v, v') \sigma_{t,s}(v')\), we obtain

\[
Q_t(s) \sim w \to \infty Q_t^{\text{drop}}(s + \ln(w^2)t^{-1/3}) \tag{174}
\]

The moment generating function \(\left\langle \exp\left(-e^{\tilde{H} - st^{1/3}}\right) \right\rangle\) tell us that shifting \(s\) is equivalent to shifting \(\tilde{H}\), which is itself equivalent to shifting \(H\).

Furthermore, by a saddle point analysis, from the PDF of \(\chi\) or from [78], one sees that for large \(w\), \(\chi\) is almost surely a deterministic variable \(\chi = -\ln(2w)\). Combining this information with (174), we have

\[
\left\langle \exp\left(-\frac{w}{2^H} - st^{1/3}\right) \right\rangle \sim w \to \infty Q_t^{\text{drop}}(s) \tag{175}
\]

Defining \(H_{\text{droplet}} = H + \ln\left(\frac{w}{2}\right) + \ln\sqrt{4\pi t}\), we fully recover the result of [22], i.e. the droplet IC. This is perfectly consistent with the exact property that the solution \(h(x, t)\) of the KPZ equation with the initial condition [5] converges to the
droplet solution in the following sense

\[ \frac{w}{2} e^{h(x,t)} \to e^{B(x) \frac{w}{2}} e^{-w|x|} \sim_{w \to +\infty} \delta(x) \quad (176) \]

and from the difference of definitions of \( H \) here and \( H_{\text{drop}} \) in [22] by a term \( \frac{1}{2} \ln(4\pi t) \). Note that all the above considerations are valid for arbitrary time \( t > 0 \).

9.3 Convergence of the large deviation function \( \Psi(z) \) to its droplet limit

As claimed in the text, in the limit \( \bar{w} = +\infty \), it is also possible to find the short time estimate of the Fredholm determinant of the droplet IC by noticing the following limit, from (16),

\[ \lim_{\bar{w} \to +\infty} \Psi(\bar{w}^2 z) = \frac{1}{\pi} \int_0^{+\infty} dy \sqrt{y} \ln \left( 1 + \bar{w} e^{-y} \right) = -\frac{1}{\sqrt{4\pi}} \text{Li}_{5/2}(z) = \Psi_{\text{drop}}(z) \quad (177) \]

9.4 The analytic partner of the large deviation function \( \Psi(z) \)

The analytic partner of \( \Psi \) was obtained by adding the jump (122) following the change of Riemann sheet to the function \( \Psi \).

\[ \Delta_0(z) = \frac{4}{3} \left[ \bar{w}^2 - W_0(-z\bar{w}^2) \right]^{3/2} - 4[\bar{w}^2 - W_0(-z\bar{w}^2)]^{1/2} + 2\bar{w} \ln \left( \frac{\bar{w} + [\bar{w}^2 - W_0(-z\bar{w}^2)]^{1/2}}{\bar{w} - [\bar{w}^2 - W_0(-z\bar{w}^2)]^{1/2}} \right) \quad (178) \]

For negative \( z \), in the limit of large \( \bar{w} \) using the logarithmic asymptotics of \( W_0 \) for large positive argument, we find that \( \Delta_0(z) = \frac{4}{3} (-\ln(-z))^{3/2} \), which is the analytic continuation used for the droplet IC in [22].

10. SHORT TIME EXPANSION OF THE STOCHASTIC HEAT EQUATION

Here we sketch the calculation of the cumulants of \( Z = e^H \) at short time, which provides a useful test of our method, we provide more details at the end of the section. The KPZ equation (1) in our units (32) is equivalent to the stochastic heat equation (SHE)

\[ \partial_t Z(x,t) = \partial_x^2 Z(x,t) + \sqrt{2}\xi(x,t)Z(x,t) \quad (179) \]

with \( \langle \xi(x,t)\xi(x',t') \rangle = \delta(x-x')\delta(t-t') \), and the initial condition \( Z(x,t=0) = e^{B_w(x)} \) where \( B_w(x) := B(x) - w|x| \), and \( B(x) \) a two-sided unit Brownian motion.

Here we want to calculate the cumulants of \( Z(0,t) \). We will thus rescale time and space as \( t \to t\tau \) and \( x \to \sqrt{t}x \), and use scaling properties of the white noise and the Brownian to obtain

\[ \partial_x Z(x,\tau) = \partial_x^2 Z(x,\tau) + t^{1/4}\eta(x,\tau)Z(x,\tau) + \delta(\tau)e^{t^{1/4}B_\omega(x)} \quad (180) \]

where \( \langle \eta(x,\tau)\eta(x',\tau') \rangle = 2\delta(x-x')\delta(\tau-\tau') \), and \( B_\omega(x) := B(x) - \bar{w}|x| \) is another Brownian. We have incorporated the initial condition into the equation, with \( Z(x,\tau < 0) = 0 \). Now \( t \) appears explicitly as a small parameter and we want to calculate the cumulants of \( Z(0,\tau = 1) \). We now use schematic notations. Eq. (180) is solved as

\[ Z = G \cdot (t^{1/4}\eta Z + \delta e^{t^{1/4}B}) \quad (181) \]

where \( \cdot \) means convolution, \( (G \cdot f)(x,\tau) = \int_{x',\tau'} G_{x-x',\tau-\tau'} f(x',\tau') \), where \( \int_y = \int dy \), while multiplication is simple multiplication i.e. \( (\eta Z)(x,\tau) = \eta(x,\tau)Z(x,\tau) \). Here \( G_{x,\tau} := (4\pi\tau)^{-1/2} \exp(-x^2/(4\tau)) \theta(\tau) \) is the free propagator, \( \delta \) denotes the delta function in time \( \delta(\tau) \), and we dropped the index \( \bar{w} \) in \( B_\omega \). Eq (181) is solved perturbatively as

\[ Z_0 = G \cdot \delta e^{t^{1/4}B} \quad , \quad Z_1 = G \cdot (t^{1/4}\eta Z_0) = t^{1/4}G \cdot \eta G \cdot \delta e^{t^{1/4}B} \quad (182) \]

\[ Z_2 = G \cdot (t^{1/4}\eta Z_1) = \sqrt{t}G \cdot \eta G \cdot \eta G \cdot \delta e^{t^{1/4}B} \quad (183) \]
The first moment is thus - using the average of the geometric Brownian motion - (brackets now denote averages over both $\eta$ and $B$)

$$
(Z_{0,\tau=1}) = \langle G \cdot \delta e^{t^{1/4}B} \rangle = \int dy G_{y,1} e^{t^{1/2}(1-\bar{\omega})|y|} = 1 + O(t^{1/2}) \tag{184}
$$

Anticipating that the leading behavior of the second cumulant is $O(t^{1/2})$, we need only in the second moment

$$
Z_{0,\tau=1}^2 \simeq (Z_0 + Z_1)^2 = (G \cdot \delta e^{t^{1/4}B})^2 + 2t^{1/4}(G \cdot \eta G \cdot \delta e^{t^{1/4}B})(G \cdot \delta e^{t^{1/4}B}) + \sqrt{t}(G \cdot \eta G \cdot \delta e^{t^{1/4}B})^2 \tag{185}
$$

which leads to the second cumulant as

$$
\langle Z^2 \rangle^c = \langle Z_{x,\tau=1}^2 \rangle^c \simeq t^{1/2} \left( \langle (G \cdot \delta B)^2 \rangle + \langle (G \cdot \eta G \cdot \delta 1)^2 \rangle \right)
\approx \frac{2}{\bar{\omega}} \sqrt{t} \left( \int_{y>0, y'>0} G_{y,1} G_{y',1} \min(y, y') + \int_{0}^{1} d\tau G_{y,1}^2 \right) = \frac{2}{\sqrt{\pi}} \sqrt{t} \tag{186}
$$

where we have used that $\int dy G_{y',(1-\tau)} = 1$, i.e. $G \cdot \delta 1 = 1$ and that $B$ is a double-sided Brownian motion, meaning that $B(y)$ and $B(y')$ are independent if $y$ and $y'$ do not share the same sign. We give here only the result for $\bar{\omega} = 0$, but we have checked the result for all $\bar{\omega}$ against the method of the previous sections. The two integral contributions are represented by the two-point connected diagrams in Fig. 6.

Figure 6. Plot of the two-point connected diagrams contributing in the second connected moment $\langle Z^2 \rangle^c$. The solid black lines are the free propagators $G$, the blue curved line is the double-sided Brownian propagator $\langle BB \rangle$, the dashed black lines represent the relation $G \cdot \delta 1 = 1$ the red dot is the white noise propagator $\langle \eta \eta \rangle$ and the cross X is the final point of coordinate $(x = 0, \tau = 1)$. Note that the Brownian propagator lies on the axis of zero-time as it comes from the initial condition.

We now turn to the third cumulant $\langle Z^3 \rangle^c$ for which there are a priori 4 terms which are $O(t)$ and non-vanishing

$$
\langle Z^3 \rangle^c = \langle Z_0^3 \rangle^c + 3\langle Z_0 Z_1^2 \rangle^c + 3\langle Z_2 Z_0^2 \rangle^c + 3\langle Z_2 Z_1^2 \rangle^c \tag{187}
$$

Here the subscript $c$ means connected w.r.t. to 3 points, hence the term $3\langle Z_2 Z_0^2 \rangle^c = 3t\langle (G \cdot \eta G \cdot \eta)(G \cdot \delta B)^2 \rangle^c = 0$ vanishes. There are thus three non-zero terms, represented by three connected diagrams, see Fig. 7.

Figure 7. Plot of the three-point connected diagrams contributing in the second connected moment $\langle Z^2 \rangle^c$. (a) represents $I_1$, (b) $I_2$ and (c) $I_3$. The solid black lines are the free propagators $G$, the blue curved line is the double-sided Brownian propagator $\langle BB \rangle$, the dashed black lines represent the relation $G \cdot \delta 1 = 1$ the red dot is the white noise propagator $\langle \eta \eta \rangle$ and the cross X is the final point of coordinate $(x = 0, \tau = 1)$.
\[ I_1 = \langle Z^3 \rangle^c = \frac{3}{2} \int_{y_1,y_2,y_3} G_{y_1,1} G_{y_2,1} G_{y_3,1} \langle B(y_1)^2 B(y_2) B(y_3) \rangle^c \]
\[ = 3t \int_{y_1,y_2,y_3} G_{y_1,1} G_{y_2,1} G_{y_3,1} \langle B(y_1) B(y_2) \rangle^c \langle B(y_1) B(y_3) \rangle = 3t \left( \frac{1}{6} + \frac{1}{\pi} - \frac{2\sqrt{2}}{\pi} + \frac{\sqrt{3}}{\pi} \right) \] (188)

where \( c \) means connected w.r.t. the three points \( y_1, y_2, y_3 \), and

\[ I_2 = 3 \langle Z_0^2 Z_1^2 \rangle^c = 6t \langle (G \cdot \partial B)(G \cdot \eta G \cdot \partial B)(G \cdot \eta) \rangle^c \]
\[ = 12t \int_{x_1,x_2,x_3,0 < \tau_1, \tau_2, \tau_3} G_{x_1,1} G_{x_2,2} G_{x_3,3} \langle B(x_1) B(x_2) \rangle = 12t \left( \frac{1}{24} + \frac{1}{4\pi} + \frac{1}{\sqrt{2\pi}} - \frac{\sqrt{3}}{4\pi} \right) \] (189)

using again that \( G \cdot \partial 1 = 1 \) and that \( \langle (G \cdot \partial B)^2 (G \cdot \eta) (G \cdot \eta) \rangle = 0 \).

\[ I_3 = 3 \langle Z_2 Z_1^2 \rangle^c = 3t \int_{x_1,x_2,x_3,0 < \tau_1, \tau_2, \tau_3, \tau_4} \langle (G_{0x_1,1} \eta_{x_2,1} G_{x_1' - x_1, \tau_1', \tau_2, \tau_3}) \langle G_{0x_2,2} \eta_{x_3,2} \rangle \rangle^c \]
\[ = 24t \int_{x_1,x_2,0 < \tau_1, \tau_2} G_{x_1,1} G_{x_2,2} \langle \tau_1' - \tau_1 \rangle G_{x_2,2} = 2t \] (190)

where we have reversed time integrations, and used again that \( G \cdot \partial 1 = 1 \). Here the \( c \) means

\[ \langle \eta_{x_1,1} \eta_{x_2,1} \eta_{x_3,2} \eta_{x_3,2} \rangle^c = 4 \delta_{x_1,1} \delta_{x_2,2} \delta_{x_3,1} \]
\[ i.e. \text{ disconnected (w.r.t. 1, } 2, 3) \text{ subgraph when performing Wick's theorem are set to 0. This diagram is the only one appearing in the flat IC calculation. In total we find, after substantial cancellations, the third cumulant as} \]

\[ \langle Z^3 \rangle^c = I_1 + I_2 + I_4 = \left( 2 + \frac{6}{\pi} \right) t \] (192)

Having obtained here \( \langle Z^q \rangle^c \) for \( q = 1, 2, 3 \) by an independent method, we can check the consistency with our saddle point method. The cumulants of \( Z \) are encoded in the function \( R(z) \), defined in (172), as \( \langle Z^q \rangle^c = (-1)^{q-1} t^{(q-1)/2} R(q)(0) \). From (176) and (181) we see that \( R'(X) = e^H = G(z) \) and \( -z \Psi'(z) = \Psi(H) = -X e^H = -X R'(X) \) hence \( R(X) \) must satisfy

\[ R'(\frac{z}{2 \Psi'(z) + \bar{w}}) = G(z) = z \Psi'(z)^2 + 2 \bar{w} \Psi'(z) \] (193)

Expanding around \( z = 0 \) we obtain the derivatives \( R'(q)(0) \) as polynomials of the derivatives \( \Psi'(q)(0) \), \( q' \leq q \), for which we have an explicit expression (192). We then arrive at

\[ \langle Z \rangle = e^{\langle \bar{w} \rangle^2} \text{Erfc} \left( \frac{\bar{w}}{2} \right) + O(1^{1/2}) \]
\[ \langle Z^2 \rangle^c = -\frac{e^{2\bar{w}^2} \left( \text{Erfc} \left( \frac{\bar{w}}{2} \right)^2 + 4 \bar{w}^2 - 1 \right) \sqrt{2\bar{w}}}{2\bar{w}^2} t^{1/2} + O(t) \] (195)

as well as the first two terms at small \( \bar{w} \) (up to terms \( O(\bar{w}^2) \) and higher orders in \( t \))

\[ \langle Z \rangle \approx 1 - \frac{2\bar{w}}{\sqrt{\pi}} \right), \quad \langle Z^2 \rangle^c \approx \left( \frac{2}{\sqrt{\pi}} - \frac{2(1 + \pi)\bar{w}}{\pi} \right) t^{1/2} \]
\[ \langle Z^3 \rangle^c \approx \left( 2 + \frac{6}{\pi} \right) - \frac{4(1 + (3 + 2\sqrt{2})/\pi \bar{w})}{\pi^{3/2}} t, \quad \langle Z^4 \rangle^c \approx \left( 8 (3 + (3 + 2\sqrt{2})/\pi \bar{w}) t^{3/2} \right) \]

which agree with the above results (186), (192). We have also checked explicitly (195) for arbitrary \( \bar{w} \), but will not give details here.

Let us conclude by noting the general relation between the generating function \( R(X) \) of the cumulants of \( Z \) and the generating function \( \phi(p) \) of the cumulants of \( H \). Using relations given in the the previous sections we obtain

\[ e^{\phi(p)} = R'(X), \quad p = -X R'(X) \] (197)

Hence expanding \( e^{\phi(-X R'(X))} = R'(X) \) in powers of \( X \) around \( X = 0 \) we easily obtain the \( \phi(q)'(0) \) as rational fractions of the \( R'(q)(0) \) for \( q' \leq q \). Using \( \langle Z^q \rangle^c = (-1)^{q-1} t^{(q-1)/2} R(q)(0) \) and \( \langle H^q \rangle^c = t^{(q-1)/2} \phi(q)(0) \), we then obtain the desired relations. Note that these relations are general (independent of the form of \( \Psi(z) \)) : the present method is equivalent, but more powerful, than the one given in Appendix B of [20].