Fast robust peg-in-hole insertion with continuous visual servoing
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Abstract: This paper demonstrates a visual servoing method which is robust towards uncertainties related to system calibration and grasping, while significantly reducing the peg-in-hole time compared to classical methods and recent attempts based on deep learning. The proposed visual servoing method is based on peg and hole point estimates from a deep neural network in a multi-cam setup, where the model is trained on purely synthetic data. Empirical results show that the learnt model generalizes to the real world, allowing for higher success rates and lower cycle times than existing approaches.
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1 Introduction

Uncertainties in robotic systems accumulate from various system-parts, including robot kinematics, tools, object grasping, camera calibrations, etc. In high-precision tasks, some uncertainties between target objects may have to be reduced. One approach to reduce the uncertainty is better global calibration, but that is likely to be in conflict with other desired system features, like passive grippers, passive compliance, or modular tool systems which enable more agile systems, but also introduce further uncertainties. Another approach to reduce uncertainties which remedies the above limitations is to handle the uncertainty live and locally, e.g. with force and/or visual feedback, depending on the task.

While many high-precision tasks exist, we focus on a common industrial task, inserting pegs into holes (peg-in-hole). Compliant insertion based on force feedback is effective, when the uncertainty is low enough to enable rich peg-hole interaction. If the uncertainty is slightly larger, classical methods like random search and spiral search can effectively reduce the uncertainty to enable compliant insertion. When the uncertainty becomes larger, the classical search methods become slow, as they blindly search the uncertainty region. More importantly, they assume that the surface is flat around the hole within the uncertainty region, which is only a good assumption if the region is small, and are likely to fail otherwise. In addition, these methods can be harmful for the surface quality of both the peg and the hole-object, and they might result in dropping the peg, if the grasp-force is inadequate, which is not unlikely with passive grippers.

Visual feedback has the potential to effectively reduce larger uncertainties. Only detecting one of the target objects though, only reduces some of the uncertainties. E.g. in the peg-in-hole case, mounting in-hand cameras on the peg-robot to detect the hole in the robot’s tool-frame will ideally eliminate uncertainties from robot kinematics and the hole position relative to the peg-robot base, but it will not reduce the uncertainties from tooling and grasping but instead introduce new uncertainties from camera calibration. Classical vision methods tend to either be sensitive to lighting and background clutter or require visual markers.
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We propose learnt visual servoing for the initial peg-hole alignment which is robust to system calibration, grasping uncertainties, surface geometry and lighting conditions, while being significantly faster than spiral search, random search and recent methods based on deep learning. The servoing is based on peg and hole point estimates from a deep neural network in a multi-cam setup, where the model is trained on purely synthetic data.

Figure 1 shows our setup consisting of two cameras mounted on one robot (camera-robot), a peg mounted on another robot (peg-robot), and four holes. Our method also allows the cameras to be attached to the peg-robot or be fixed to the table, but having the cameras on a separate robot provides high flexibility, enabling visual servoing for multiple tools on multiple robots. To test generalization, the setup includes two peg types and four hole types, covering multiple materials, scales and tolerances, as well as different peg and hole surface geometries.

## 2 Related Work

A vast amount of robotic applications rely mainly on predefined and static movements, which do not account for dynamical changes of the environment or task. In contrast, visual servoing incorporates a visual feedback into the control loop, which enables the robot to deal with large deviations. A variety of different visual servoing methods exists including image-based visual servoing [1], pose-based visual servoing [2] and hybrid approaches [3] that use parts of both. Visual servoing opens up for a lot of possibilities by providing feedback without tactility, e.g. tracking and grasping objects with a robot [4, 5]. Classical visual servoing requires that the robot is accurately calibrated, while more recent methods have tried to address this problem with uncalibrated visual servoing methods [6, 7, 8], but these methods needs more time to converge, due to the omitted models of the kinematics and camera calibrations. Instead, we propose to make an initial calibration of the system, but to be robust towards uncertainties in the calibration, similar to [9]. This ensures that small changes to the setup do not affect the performance of the method, while still exploiting the advantages of a calibrated system.

In deep learning, domain randomization has enabled training models on synthetic data and successfully transferring them to the real world without further training in a variety of tasks, including object detection [10], using a robotic hand to manipulate a cube with reinforcement learning [11], car detection and pose estimation [12] and affordance learning [13]. [10, 12, 13] use synthetic 3D distractor objects to improve their model’s generalization. Instead, we overlay natural images on our synthetic images in order to improve generalization.

More closely related to our proposed method is [14], which applies visual servoing for peg-in-hole alignment assuming a full pose-estimation from classical methods, where peg and hole are clearly marked. Although the full pose enables the method to handle the rotational alignment of the peg,
the requirement of peg and hole markers make such methods undesirable in most use cases. Our method does not require visual markers.

Recently, [15] proposed image-based visual servoing for peg and hole alignment prior to insertion, which is similar to our approach. They fix two in-hand cameras to the peg-robot in a top-view configuration and train a deep neural network to classify if the robot should move in one of four directions, or whether they should start the insertion. Their visual servoing is step-wise, not continuous. While they outperform spiral search in their results, forming the problem as classification and using step-wise visual servoing makes the method too slow for practical use with insertion durations in the range of 20-70 seconds. Also, since they only detect the hole, their method does not handle grasping and tool uncertainties. In contrast, we estimate the positional error of the peg-robot based on both peg and hole point estimates, which handles grasping and tool uncertainties, and reduce the error continuously, enabling significantly faster insertions.

3 Methods

This section presents an overview of the alignment methods examined in this work, including the proposed visual servoing. Our visual servoing alignment is divided into two tasks: First, the hole and peg center points are estimated in images using a deep neural network. Secondly, based on the point estimates, the peg is aligned to the hole in the plane that is perpendicular to the insertion direction. After alignment, the peg is inserted with compliance using force-feedback.

3.1 Overview of peg-in-hole alignment

We examine three methods for peg-hole positional alignment: random search, spiral search and our proposed visual servoing alignment. The methods are illustrated in Figure 2. Note that all three methods only align the position, not the orientation. In random search, a point within the uncertainty boundary is sampled and an insertion is attempted at that point. This is repeated until the peg reaches below the hole-surface or a time limit is exceeded. In spiral search, the peg moves outwards in a spiral while pressing against the hole-surface. The peg is partially inserted in the hole when it moves over the hole within a success region based on the peg- and hole tolerances. Spiral search will continue until a force limit is reached, indicating that the peg is in contact with the hole, or until the peg exceeds the uncertainty boundary. In our proposed visual servoing, both peg and hole center points are continuously estimated in two or more cameras. An error vector is estimated based on the estimated points, and the error is attempted minimized in a servoing loop. Visual servoing will continue either until convergence, until a time limit is reached or until the peg exceeds the uncertainty boundary. At convergence, the peg is moved downward along the insertion direction until force-feedback indicates contact. To further increase robustness during alignment, visual servoing can be followed by spiral search or random search with a smaller uncertainty region where appropriate.

After successful positional alignment, there may still be small position uncertainties as well as orientation uncertainties. To remedy this, the peg is inserted with compliance using force-feedback.

3.2 Point estimation

We make point estimates based on heatmaps from deep neural networks, similar to [16, 17] which estimate human pose keypoints, but here adapted to pegs and holes. As shown by [18], outputting heatmaps allows for better spatial generalization than directly regressing point coordinates from a global, latent representation. Let \( p = (x, y)^T \) be the pixel coordinates of a point in an image, \( I \). Then a desired heatmap, \( \Phi \), from a desired point, \( p^* \), can be defined using a Gaussian kernel:

\[
\Phi_{p^*} = \exp \left( -\frac{||p - p^*||^2}{2\sigma^2} \right),
\]

where \( \sigma \) is a hyper parameter controlling the size of the active area of the heatmap. We set \( \sigma = 3 \) px and have separate heatmaps for the peg and hole points. Figure 4.f shows an example of target heatmaps.

A deep neural network, \( f \), with trainable parameters, \( \phi \), estimates the heatmap, \( \hat{\Phi} = f_\phi(I) \), with the same resolution as the input image. We choose a U-Net [19] architecture with an ImageNet pre-
trained ResNet18 [20] backbone for simplicity and to leverage transfer learning while keeping the inference time low. As will be apparent from the results in Section 4, this architecture is sufficient to model the problem at hand.

At inference, the point with the largest corresponding value in the estimated heatmap is chosen as the point estimate, \( \hat{p} \):

\[
\hat{p} = \arg\max_p \hat{\Phi}_p
\]  

(2)

3.2.1 Data generation

Our proposed model used in our real-world experiments is trained purely on synthetic data with no manual annotations, inspired by [10, 11, 12, 13]. The virtual scene consists of a camera, a cylinder and a surface with a hole in it. For each image, peg- and camera transforms are sampled, a high dynamic range image (HDRI) environment map is sampled, and a procedural material is sampled. We do not apply randomization to the geometry.

When synthesizing an image, the distance from the camera to the hole is sampled uniformly between 12 cm and 15 cm. The elevation (the angle between the hole plane and the optical axis) is sampled between 35° and 45°. The roll angle (the rotation around the optical axis) is sampled between -5° and 5°. The peg position is sampled from a disc centered around the hole with a radius of 15 mm and a height relative to the hole between 5 mm and 15 mm. The peg orientation error is sampled as an axis angle vector, where the axis is sampled from the surface of a unit sphere, and the angle is sampled between 0° and 5°.

We use an in-house developed framework [21] for synthetic image generation in Blender\(^1\) with procedural materials and HDRI environment maps from HDRI Haven\(^2\). Environment maps provide a large variety of natural lighting and reflections. We hypothesize that realistic, diverse lighting and reflections enable the model to learn features that generalize well to the real world. The sampled, procedural material is applied to both the hole-surface and the peg to discourage the model from learning to distinguish between different samples of the procedural material. We render 1000 images in about 10 minutes on an NVIDIA GeForce RTX 2080. Examples of the synthetic renders are shown in Figure 3.

If the images shown to the model during training only contain the peg and the hole-surface, the model will likely be sensitive to background clutter. One approach to remedy this is to use natural images as backgrounds as in [22], but this encourages the model to discriminate between the natural- and synthetic domain. [22] alleviates the problem by using somewhat realistic models and freezing a pre-trained backbone. [10, 12, 13] overcome the problem by using 3D distractor objects, such that both falses and positives are from the synthetic domain. Since it is not obvious how to obtain a diverse set of 3D distractor objects, we instead introduce distractors from natural images. We
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\(^1\)https://www.blender.org/
\(^2\)https://hdrihaven.com/
sample a natural image as an overlay image and another natural image, converted to grayscale, as the alpha channel of the overlay image. We sample the natural images from the MS COCO dataset [23]. The augmentation is illustrated in Figure 4(a-d). Since the overlay from the natural domain is imposed on the whole image, the model will not be able to simply distinguish between the synthetic- and natural domain. Also, natural overlays on peg and hole will effectively serve as extra randomization on peg and hole appearance, which can be hard to simulate. Since compositing is computationally efficient, the augmentation is done live during training with different overlays at each epoch, effectively reducing the amount of required renders.

To evaluate the model trained on synthetic images, we obtain natural datasets for the metal and plastic holes. To obtain the datasets, a rigid camera mount is attached to the camera-robot, the whole setup is calibrated, and robot movements between consecutive sampled peg and camera transforms are ensured to be safe. The peg and camera transforms are sampled like for the synthetic images. We do not attempt to add any variations to the natural environment, e.g. turning on and off lights or capturing images from multiple rooms, since it is impractical.
3.2.2 Training details

All images are resized to 224x224 before they are handed to the model. The loss is defined as the mean squared error between the desired and output heatmaps. Each of our datasets consists of 1000 images, where 100 of them are reserved for validation. We also trained on 10x more images on the synthetic domain while keeping the total amount of parameter updates, but with little to no effect. We conclude that the data augmentation provides enough variation within the domain. We train our models with the one-cycle [24] policy for 30 epochs with a maximum learning rate of 0.001 and weight decay set to 0.0001. During training, both synthetic and natural images are augmented with random crop, random horizontal flip and a 50% chance of box blur with a kernel size of either 3 or 5 px. The augmentation is illustrated for a synthetic image in Figure 4. One training takes about 8 minutes on an NVIDIA GeForce RTX 2080, and we obtain single-image inference at 150 Hz.

3.3 Visual servoing

Our method requires regions of interest (ROIs) in the images, providing crops as seen in Figure 5, as well as approximated depths (distance from cameras to peg and hole). ROIs and depths can either be calculated based on an approximate hole frame or by manually marking the ROIs in the full images once for a given setup. Our visual servoing alignment method is outlined in Algorithm 1.

Algorithm 1: Visual servo positional alignment

**Input:** Insertion direction, $l$. Estimated depths, $z_i$, in $n$ cameras. Target convergence threshold, $\phi_t$. Filter parameters $\alpha_{\tau}, \alpha_{\gamma}$ and $\alpha_{\phi}$.  

1. $\tau \leftarrow$ initial peg-robot position  // filtered target position  
2. $\phi \leftarrow 10 \phi_t$  // filtered error magnitude  

while $\phi > \phi_t$ do  

1. $q \leftarrow$ get position of peg-robot  
   2. for $i = 1, ..., n$ do  
      3. $I_i \leftarrow$ get image from camera $i$  
      4. $p_i^*, h_i^* \leftarrow$ estimate peg and hole points in $I_i$  
      5. $p_i, h_i \leftarrow$ estimate 3D points based on $p_i^*, h_i^*, z_i$ and the system state- and calibration  
      6. $c_i \leftarrow$ get position of camera $i$  
      7. $v_i \leftarrow (p_i + h_i)/2 - c_i$  // view direction  
      8. $u_i \leftarrow ||v_i \times l||$  // direction of error from this view  
      9. $b_i \leftarrow u_i \cdot (h_i - p_i)$  // magnitude of error from this view  
   end  

10. $(A, b) \leftarrow$ solve $(A, b)$ by least squares  // estimated error vector  
11. $\hat{e} \leftarrow$ solve $(A, b)$ by least squares  // estimated error vector  
12. $t \leftarrow q + \hat{e}$  // unfiltered target position  
13. $\tau \leftarrow \alpha_{\tau} \tau + (1 - \alpha_{\tau}) t$  // update filtered target position  
14. set peg-robot reference to $\tau$  // move robot towards $\tau$  
15. $\gamma \leftarrow \alpha_{\gamma} \gamma + (1 - \alpha_{\gamma}) \hat{e}$ if $\gamma$ is defined, else $\hat{e}$  // update filtered error vector  
16. $\phi \leftarrow \alpha_{\phi} \phi + (1 - \alpha_{\phi}) ||\gamma||$  // update filtered error magnitude  

end

While performing the alignment with visual servoing, the robot moves in a plane perpendicular to a provided insertion direction, $l$. Note that the insertion direction is the known direction in which the peg-robot will move when the positional alignment along the plane is done. It does thus not need to be exactly parallel to the axis of the peg or the hole. Because of depth-ambiguity, points from the images of the $i$’th camera provide information only along the direction, $u_i$, in the movement plane that is perpendicular to the view direction, $v_i$. The point estimates from the image are projected to 3D based on the system state, system calibration and constant depth estimates, $z_i$, used for both the peg- and hole point, $p_i, h_i$. Peg and hole estimates from multiple cameras then allow us to estimate the peg-robot error vector $\hat{e}$.  
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A target position, \( t \), for the peg-robot is found by adding the estimated error vector, \( \hat{e} \), to the current peg-robot position, similar to visual servoing algorithms that use the estimated image Jacobian for controlling the robot. The target position and the error magnitude are filtered as shown in Algorithm 1 with coefficients \( \alpha_\tau = \alpha_\gamma = \alpha_\phi = 0.9 \). Finally, we use the built-in servoing api from the UR5 robot to move towards the target position, and terminate the visual servoing when the filtered error magnitude is smaller than the threshold \( \phi_t \), which is set to be 1/20 of the peg-hole diameter.

4 Experiments

In this section, we empirically validate different aspects of our visual servoing system. We start with an accuracy test of the visual part, the point estimation, and then we go on to test the full system, including both alignment and insertion.

4.1 Point estimation accuracy

Three models are trained on images of plastic, images of metal (see Figure 1), and the synthetic images, respectively (900 images per dataset). Each model is evaluated on all validation datasets (100 images per dataset). The cross-performance is illustrated in Figure 6, showing detection success rates versus increasing distance tolerances. The models trained on the natural domains fail on the synthetic domain, and more importantly, the model trained on the metal domain fails to detect the plastic hole consistently. In contrast, the models trained on the synthetic domain perform consistently well in all three domains, indicating that the synthetic images force the models to learn more general features.

![Figure 6: Point detection success rates at different pixel thresholds. 10 models are trained for each of the three training datasets, and each model is evaluated on all of the validation datasets. Both mean performance per training dataset and the individual model performances are plotted. The individual performances are plotted in a lighter color for clarity. Note that the peg- and hole diameter is approximately 50 px in the images.](image)

4.2 Peg-in-hole performance

Using models trained on all three domains, we compare our visual servoing to random search and spiral search. The results are shown in Table 1

| Method   | Success Rate |
|----------|--------------|
| Random   | 0.2          |
| Spiral   | 0.8          |
| Visual   | 0.95         |

See supplementary material for a video of the methods.

The initial peg positions are sampled from a disc centered around the hole with a diameter of three times the peg diameter and a height relative to the hole between 5 mm and 15 mm (3 mm and 5 mm for cap). The peg-hole orientation error is sampled up to 2°. To show robustness towards calibration, camera extrinsic errors are sampled with up to 2° in orientation and 10 mm in position. Note that these are large calibration errors.

The peg used for bearing, plastic and wide is the 10 mm shaft with an h7 tolerance shown in Figure 1. The bearing hole is 10 mm with an H7 tolerance while the plastic and wide holes are 3D-printed with a measured diameter of 10.6 mm and 10.4 mm, respectively. The cap hole is 4.4 mm and the peg is an M4 bolt with a measured diameter of 3.9 mm.
Random search relies on detecting the peg reaching below the hole-surface. For this reason we do not apply randomization in peg height. It also means that random search requires a rather large tolerance compared to the uncertainty, which is why random search is not considered for metal with H7/h7 tolerance. Visual servoing is followed by spiral search as mentioned in Section 3.1 for metal, plastic and wide, but is avoided for cap to avoid damaging the hole surface with the M4 bolt. For the same reason, we do not attempt force-based insertion for cap.

In the plastic* experiment, a light source was placed pointing into the cameras, causing flares and hard reflections on the hole-surface (see Figure 7). All attempts were successful. The peg for the cap hole is threaded, and is thus far from any of the three examined domains. The models trained on the natural domains completely fail to generalize, while the model trained on the synthetic domain succeeds in all the attempts.

The attempts with our proposed visual servoing are consistently both faster and more robust than random search and spiral search. Furthermore, the model trained on the synthetic domain generalize to all the examined cases, in contrast to the models trained on natural domains. [15] also performs peg-in-hole visual servoing based on deep learning on synthetic images. They use a 10 mm peg and a 10.4 mm hole, similar to wide, and a similar but only positional error in the start positions. They achieve insertion times between 20 s and 70 s, while our average insertion time is 2.3 s.

5 Conclusion

We studied the use of deep learning based point estimation and continuous visual servoing for peg-in-hole positional alignment. We demonstrated that our method can significantly increase speed and robustness compared to classical methods like random search and spiral search. We also showed that our method is significantly faster than a previous attempt based on deep learning. Since visual servoing does not require peg-hole contact, our method is robust to hole surface geometry and gentle to the peg and hole surfaces. We trained point estimation models on both natural and synthetic domains. We demonstrated that synthetic domain randomization and using distractors from natural images introduces enough variation to enable the model to generalize to all the examined peg-in-hole cases. While compliant force insertion is likely not enough to account for larger angle errors in tight tolerances, integrating axis alignment in visual servoing could remedy this problem and is an area for future work. Finally, our method is focused on peg-in-hole tasks but we hypothesize that deep learning based visual servoing can be applied successfully in many assembly sub-tasks.
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