A Corpus for Suggestion Mining of German Peer Feedback

Dominik Pfütze, Eva Ritz, Julius Janda, Roman Rietsche
Institute of Information Management, University of St.Gallen
Müller-Friedberg-Str. 8, 9000 St.Gallen, Switzerland
{dominik.pfuetze, eva.ritz, julius.janda, roman.rietsche}@unisg.ch

Abstract
Peer feedback in online education becomes increasingly important to meet the demand for feedback in large scale classes, such as e.g. Massive Open Online Courses (MOOCs). However, students are often not experts in how to write helpful feedback to their fellow students. In this paper, we introduce a corpus compiled from university students’ peer feedback to be able to detect suggestions on how to improve the students’ work and therefore being able to capture peer feedback helpfulness. To the best of our knowledge, this corpus is the first student peer feedback corpus in German which additionally was labelled with a new annotation scheme. The corpus consists of more than 600 written feedback (about 7,500 sentences). The utilisation of the corpus is broadly ranged from Dependency Parsing to Sentiment Analysis to Suggestion Mining, etc. We applied the latter to empirically validate the utility of the new corpus. Suggestion Mining is the extraction of sentences that contain suggestions from unstructured text. In this paper, we present a new annotation scheme to label sentences for Suggestion Mining. Two independent annotators labelled the corpus and achieved an inter-annotator agreement of 0.71. With the help of an expert arbitrator a gold standard was created. An automatic classification using BERT achieved an accuracy of 75.3%.
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1. Introduction
In the educational domain, large scale lectures often lack the possibility of providing personalised feedback, which is caused by scarce resources (Rietsche & Soliner, 2019). Further, the recent rise of technology-mediated learning environments, i.e. MOOCs impedes the student-per-educator ratio and educators struggle to give individual feedback to their students. Recently, one phenomenon used to overcome this issue are peer-review processes between students (Pastor & Barufaldi, 2020). However, students are usually non experts in how to structure feedback, that it becomes most helpful for the feedback receivers to improve their work. Therefore, we introduced a feedback process for students within a master’s university course to develop our corpus to detect suggestions on how to improve ones work. In a peer feedback setting, students give each other feedback on lecture-based tasks in text form. By using the corpus every semester, we can continuously expand the source texts and feedback. More detailed, we aim to extract information from the feedback and apply suggestion mining based on the corpus.

In general, the relevance of suggestion mining from unstructured text increased due to the large availability of reviews and feedback in different forms online (Viswanathan et al., 2011). Recent work has been conducted on mining texts to extract user sentiments or opinions and analyse sentiments to see positive or negative emotions in feedback. However, suggestion mining goes one step further by not only extracting sentiments but also detecting suggestions for improvements from the feedback (i.e. new ideas or solutions based on the text) (Verma & Ramamurthy, 2016). This is done by extracting sentences from unstructured feedback data. Previously developed corpora often only incorporated a binary classification task, classifying each sentence in either a suggestion or a non-suggestion. We try to fill this gap with our research in which we created an annotation scheme including ten categories and in particular capture implicit and explicit suggestions. Two annotators labelled overall 7,488 sentences. Our corpora can be used by researchers and practitioners as training data e.g. to develop a machine learning model for capturing suggestions. The model could than be used in downstream applications to predict peer feedback helpfulness and provide advice on which kind of suggestions need to be added in order to make the feedback more helpful.

In the following, we will provide more detailed information about the corpus within the following structure: The second section presents relevant work and previous corpora on suggestion mining form feedback. Thus, the following sections presents our corpus: Section 3 describes the metadata used, section 4 specifies secondary data, section 5 provides detailed information on the corpus profile, section 6 the empirical evaluation is conducted and section 7 shows the results of machine learning experiments conducted on the corpus. After, section 8 provides discussion and section 9 a conclusion.

2. Related Work
Suggestion Mining is the extraction of sentences that contain suggestions from unstructured text (Negi et al., 2018). The Oxford dictionary defines a suggestion as an idea or a plan that you mention for somebody else to think about. Based on Negi (2019) two different types
Several corpora have been developed to automatically mine suggestions from reviews or feedbacks. In the last years, the mining of suggestions from unstructured data became a popular research interest of the computer linguistics community (Nicol & Macfarlane-Dick, 2006). However, previously developed corpora often only incorporated a binary classification task, classifying each sentence in either a suggestion or a non-suggestion. For

| Unigrams in German | English translation | Bigrams in German | English translation |
|--------------------|---------------------|-------------------|--------------------|
| EXP-1 eingenügen, ergänzen, hinzufügen, weglassen, loschen, noch, ergänzt | insert, supplement, add, omit, delete, still, supplements | ergänzt warden, würde ich, hinzugefügt werden, noch einen, noch hinzufügen, noch ergänzen, eine ebene | be supplemented, I would be added, another, still add, still supplement, a level |
| EXP-2 genauer, wurde, noch, mehr, detailierter, beschreiben, ausführen, etwas | more precise, would, still, detailed, describe, elaborate, something | noch etwas, noch genau, würde ich, etwas detaillierter, etwas genauer, mehr auf, ich würde | a little more, more detailed, I would, a little more detailed, a little more precise, more on, I would |
| EXP-3 überlegen, dir, überdenken, überlege, nochmals, schau, überprüfe | consider, you, reconsider, think, again, look, review | überlegen ob, überlege dir, du dir, dir überlegen, ob du, noch einmal, gedanken machen | consider whether, you consider, you consider, whether you, once again, give thought to |
| IMP-1 fehlt, fehlen, vergessen, zeilen, max, besucher, interface | misses, missing, forgotten, lines, max, visitor, interface | es fehlt, fehlt die, fehlt noch, fehlen die, fehlt mir, es fehlen, fehlt der | it is missing, misses the, still missing, missing the, missing me, missing the |
| IMP-2 ganz, verstehe, unklar, wer, nicht, warum, das | quite, understand, unclear, who, not, why, what | nicht ganz, ganz klar, was ist, ist mir, nicht klar, meinst du, verstehe nicht | nicht ganz klar, ist mir nicht, nicht mir, nicht ganz, ist nicht ganz, ich verstehe nicht, verstehe ich nicht, ganz klar |
| IMP-3 falsch, ob, sehe, kritisch, herausforderung, wären, schwäche | wrong, whether, see, critical, challenge, would, weak | sehe ich, sicher ob, nicht sicher, ganz korrekt, bin mir, bin der, ich sehe, sicher ob | sehe ich, sicher ob, mir nicht sicher, ganz korrekt, bin mir, schwäche der lösung, ich mir nicht, sicher ob |
| ILLU Beispiel, beispielweise, zum, beispielsweise, etc, vs, rabatt | example, exemplarily, for, example, etc, vs, discount | zum Beispiel, beispiel der, ein Beispiel, als Beispiel, eine Lösung, kooperationen mit, dies kann | zum Beispiel der, sich der kunde, die platformation, die auf der platformation, mit dem kunden, in meinem fall, zum Beispiel bei |
| JUST denn, ja, dadurch, so, dies, somit, heute | because, yet, thereby, so, this, thus, nowadays | denn wenn, ja nicht, denn ich, so kann, dies würde, ist ja, ja auch | because it, yet not, because I, so can, this would, is, yes also |
| SUMM oben, genannt, erwähnten, änderungen, anpasungen, umsetzen, überarbeitung | above, mentioned, changes, adaptations, implementation, revision | die oben, betiteln noch, oben genannt, der überarbeitung, nur noch, unter punkt, wie im | die oben, betiteln noch, überarbeitung, nur noch, unterpunkt, wie im |
| APPR gut, sehr, finde, verständlich, idee, gute, ausführlich | very good, very find, understandable, idea, good, detailed | sehr gut, finde ich, ist sehr, ich finde, und gut, gute arbeit, die idee | finde ich sehr, ist sehr gut, ich finde die, ich finde, ich sehr gut, gut dass du, sehr ausführlich und |

Table 1: Most frequent unigrams, bigrams and trigrams per label in the gold standard
instance, Brun & Hagege (2013) annotated and created a detection system to mine suggestions from product reviews in English language, performed an in-domain evaluation of the classifier models and reached a 77% precision. Moreover, Wambsganss et al. (2020) developed a corpus for argumentative writing support based on student-written feedback on business models in the German language, but also included only two labels, leading to a 70% accuracy. Negi (2016) advanced these mining corpora by performing a suggestion classification task in a domain-independent setting. Based on Negi’s previous work, we conducted the annotation. To the best of our knowledge, our corpora is the first one to automatically mine suggestions from unstructured feedback data with ten labels in German language.

3. Corpus Construction

3.1. Data Source

The corpus introduced here was compiled from university students’ peer feedback the students gave to each other via an online learning platform which contained the peer feedback process. The corpus covers a time period from 2017 to 2018, in which the students attended a master’s course of business information management. During the course, each student has to provide two separate writing assignments which belong to two tasks. The first task is to write a new business model or expand an existing business model of choice. Later in the course, the second task is to design a business process model and notation (BPMN) and to explain it. After the writing assignment each student becomes a reviewer and has to provide another assignment in the form of giving feedback to their peers. Three guiding questions were provided which the reviewer could use when writing the feedback assignment. First, which are the strengths of the solution of your peer? Second, what are the weaknesses of the solution and how can they be addressed? Third, what should be emphasised during the revision of the solution? The feedback is given back to the writer of the source text in order to improve the initial work. As a final third assignment, the student rewrites the initial solution with the feedback of her fellow student and submits the final solution as a revised assignment.

Students participating in the peer feedback process received points for their final grade. The corpus presented here is built upon the feedback assignment of the students.

We introduce our corpus with the following metadata available:

- **year**: the year in which the student attended the course (here: 2017 or 2018)
- **task**: the task on which the source text was based on (here: “Write a new business model or expand an existing business model of your choice.” and “Design a BPMN and explain it.”
- **pos**: sentence segmented part-of-speech tags generated with the Python library spaCy using the German language model de_core_news_sm (Honibal et al., 2020)
- **reader**: anonymised reader id
- **reviewer**: anonymised reviewer id
- **sents**: number of sentences
- **words**: number of words
- **tokens**: number of tokens

4. Annotation Scheme

For identifying suggestions we follow the work by Negi et al. (2018). In which suggestions are categorised into the two main categories explicit and implicit suggestions. Figure 1 shows an overview of our annotation scheme and the process of labeling sentences into the categories. If the feedback reader should add, remove, or move something in her work, the suggestion is of type EXP-1. If she should clarify, restructure, or redefine something, the suggestion is of type EXP-2. And if the reader should consider a new thought given by the reviewer, the suggestion is of type IMP-1.
EXP-3. If the reader has to infer those actions, the suggestion type is IMP-1, IMP-2, and IMP-3, respectively. For a better understanding of which characteristics a sentence must satisfy in order to be annotated with a specific label, we analyse the gold standard data in more detail. Therefore, we determined the most frequently occurring n-grams of the respective annotated sentences. Table 1 shows the seven most frequent unigrams, bigrams and trigrams per label in its original German form and in a translated English version in a descending order of frequency. For the sake of clarity, the first column of Table 1 is further explained and Table 2 depicts a sample sentence per label in an original and translated version.

### 4.0.1. Explicit Suggestions

The label EXP-1 is given when the reader is prompted to add, remove, or move something in her work. As can be seen in the first field of Table 1, the most frequently used words here are insert, supplement, add, omit, delete, still, and supplements. All words are directly addressed verbs to the reader as a request to add or remove something and thus this label is well reflected in the data. However, to “move” is not represented in the unigrams, since in our dataset a reviewer wants something added and removed more frequently than moved. If we look at the bigrams, though, one might suspect that the last entry indicates a “move”, since a level is mentioned as in “I would move this paragraph down a level”. The adverb still also has no direct relation to type EXP-1, yet, it can be put in front of any aforementioned verb in order to accentuate it. Suggestion type EXP-2 shows more precise, would, still, detailed, describe, elaborate, something as most frequently used words. The annotator gives label EXP-2 if the reader is asked to clarify, restructure, or redefine something. More precise, detailed, describe, elaborate are all words in which the reviewer requests for a clarification. A specific word connected to “restructure” or “redefine” cannot be found in these most common n-grams, since those sub-labels are underrepresented in our dataset. The underrepresentation means that the reviewers’ focus in their feedback texts was more on “clarifications” than on “restructures” and “redefinitions”. The words would, still, something are again filler words which can be put in front or after the aforementioned words. EXP-3 is annotated if the reviewer requests the reader to consider a new thought. In Table 1 consider, you, reconsider, think, again, look, review are the words connected to this label. All verbs give a good reflection of suggestion type EXP-3. However, you and again are more reasonable when considering the next column of bigrams in which both words appear once more.

### 4.0.2. Implicit Suggestions

The first implicit label is IMP-1, which is given when the reader has to infer an act of adding, removing, or moving some part in her text. As can be seen in the table, the words misses, missing, forgotten are indirectly addressed verbs to the reader to infer the act of adding more content. The high frequency of the word lines can be explained by a threshold given in the initial task of the writing process as in “The task did not allow
to write more than 10 lines”, whereby the reader has to infer the act of removing content. Words max, visitor, interface have no connection to suggestion type IMP-1, however seem to be highly represented in our dataset. The second implicit label is IMP-2, which is annotated if the reader has to infer the act of clarifying, restructuring, or redefining. The most frequent word connected to the label is quite which is more reasonable in the context of IMP-2 when considering the trigrams column. Understand, unclear, who, not, why, what are all expressions of a need for clarification on the reviewer side and thus give a good reflection of the label inside the data. The third implicit label, IMP-3, is given by the annotator when the reviewer asks the reader to infer the act of considering a new thought. IMP-3 is represented by the most frequent words of wrong, whether, see, critical, challenge, would, weakness. The annotators agreed to give this label also in case there were differences to common knowledge. The reviewer has therefore noticed that something has been understood wrong and asks the feedback reader to reconsider. Thus, the most frequent words in this category are more reasonable considering their general direction of meaning pointing all to a critical reconsideration of the reader’s ideas.

4.0.3. Enrichments
Since a reviewer can enrich his core suggestion with as much information as pleased, we have added an additional category to the existing implicit and explicit category, which we named enrichments. We separated this new category into the three following labels: Illustration (ILLU), Justification (JUST), and Summarisation (SUMM). The label ILLU is given by the annotator if the reviewer enriched the core suggestion by examples. Table 1 shows the most frequent words of the ILLU label including “for example” and “etc”, which we expected . The second enrichment, JUST, is annotated when the reviewer enriched the core suggestion by a justification. Words like because, yet, thereby, so, this, thus are all conjunctions introducing a justification, however the high frequency of nowadays might be explained by a justification made to accentuate the difference between the past and today as in “Nowadays, latest technology is used which outperforms your idea”. The SUMM label is used by the annotator if the reviewer summarises the suggestions that she already posed. SUMM is reflected very well by all most frequent words (above, mentioned, changes, adaptations, implement, revision) connected to the label in the data.

Since the reviewer not only gives suggestions, but also approves ideas of the source text, we added another label category we called Approval (APPR), which is of special importance when using our dataset for the task of Sentiment Analysis. The annotator gives the label APPR if the reviewer approves the ideas of the feedback reader. As can be seen in the last field of Table 1 the most frequently used words are good, very, find, understandable, idea, good, detailed. Most of these words are positive adjectives and thus this label is well reflected in the gold standard data.

4.1. Annotation Process
Two native German speakers annotated the students’ peer feedback independently from each other according to the annotation scheme specified in section 4.3. More than 600 feedback texts were annotated by two annotators, however, in case of disagreement an expert arbitrator was consulted in order to discuss the specific cases in detail and to reach an agreement between the two. The objective of these consultations were, on the one hand, that the annotators address questions and ambiguities to the arbitrator and, on the other hand, to jointly agree on a reasonable and proper annotation. Those consultations were held after 10, 20, 50, 100, and 200 labelled feedback texts. The remaining texts were annotated without consultation, resulting in an inter-annotator agreement (IAA) of 0.71. To create a single version of the gold standard, the arbitrator took the final decision in cases where the two annotators still disagreed. The specific links in-between labels, e.g. especially between suggestions and enrichments, have not been annotated in this study, however, this could be a useful addition in future research.

5. Structure of the Final Corpus
The resulting corpus profile can be seen in Table 3. The corpus consists of 617 documents, which corresponds to 7,488 sentences and 747,680 tokens. The number of sentences, words and tokens are 1, 27 and 187, respectively. The maximum number of sentences, words and tokens are 1, 202, 1,542 and 10,545, respectively. The average number of sentences per document, words per document, words per sentence and tokens per word are 12.14, 75.84, 14.49 and 6.89, respectively.

| Number of documents | 617 |
|---------------------|-----|
| Number of sentences | 7,488 |
| Number of tokens    | 747,680 |
| Number of words     | 108,496 |
| Avg. no. of sentences per document | 12.14 |
| Avg. no. of words per document | 175.84 |
| Avg. no. of words per sentence | 14.49 |
| Avg. no. of tokens per word | 6.89 |

Table 3: Corpus profile
Table 4: Comparison of different transformer-based pretrained language models for German and their accuracy on test data

| PLM | Architecture | Details | Corpora | Accuracy | Weighted F1-Score |
|-----|--------------|---------|---------|----------|-------------------|
| German BERT (bert-base-german-cased) | BERT | 12-layer, 768-hidden states, 12-attention heads, 110M parameters | German Wikipedia, OpenLegalData, News Articles | 66.36% | 65.88% |
| German BERT large (gbert-large) | BERT | 24-layer, 1024 hidden states, 16 attention heads, 335M parameters | German OSCAR corpus, OPUS project, German Wikipedia, OpenLegalData | 73.56% | 73.07% |
| distilbert-base-german-cased | DistilBERT | 6-layer, 768-hidden, 12-heads, 66M parameters | Wikipedia, EU Bookshop corpus, Open Subtitles, CommonCrawl, ParaCrawl, News Crawl | 62.08% | 60.13% |
| xlm-mlm-ende-1024 | XLM | 6-layer, 1024-hidden, 8-heads | English and German Wikipedia | 50.60% | 46.88% |

To provide a better overview of the textual data, the part-of-speech tags (POS) were generated using the spaCy language model de_core_news_sm and their relative frequencies were calculated and depicted in Figure 2. Punctuation, numerals, particles, determiners, and interjections are neglected in the pie chart since their frequency in the corpus is not representative and the informational relevance is low. Proper nouns and nouns are consolidated, as well as verbs and auxiliary verbs and conjunctions and subordinating conjunctions. As can be seen in Figure 2 the two detached frequencies of nouns (NOUN) and verbs (VERB) show the highest values of all seven POS analysed, followed by adjectives (ADJ), adverbs (ADV), adpositions (ADP), pronouns (PRON), and conjunctions (CONJ) in descending order.

Figure 2: Distribution of part-of-speech tags in the gold standard corpus

6. Empirical Experiments

The annotated data provides two primary benefits for suggestion mining of peer feedback. First, previous suggestion mining datasets have been primarily confined to customer reviews and product feedback. This corpus provides labelled data specific to student peer feedback and thus enables new analyses and insights in the domain of peer assessment research. Second, suggestions have been conventionally analyzed through binary classification (Dong et al., 2013; Jia et al., 2021; Li, 2019; Negi et al., 2019; Ramanand et al., 2010; Zingle et al., 2019). The comprehensive annotation scheme used for this corpus allows framing suggestion mining as a multi-class classification problem, facilitating more detailed analysis of suggestions in peer feedback. To empirically validate the utility of the corpus in providing these benefits to suggestion mining, we have applied a deep-learning-based text classification model.

6.1. Data

The training data for the model was directly derived from the corpus presented previously. Using all ten labelled class types, the following experiment validates the text classification accuracy using the annotated data, presupposing a comparatively fine-grained classification task. However, the annotation scheme also allows analyzing suggestions in more condensed setups. For example, depending on the use case, classes may be merged by implicit and explicit suggestions or by suggestions to add/remove/move, clarify/restructure/redefine, and consider/act. Thus, the following metrics provide a baseline assuming the most detailed analysis.
6.2. Methods

Neural networks have generally surpassed traditional machine learning methods for text classification tasks using architectures such as recurrent neural networks and Transformers (Minaee et al., 2021). The Transformer architecture solely relies on self-attention mechanisms and thus allows for parallel computation and more efficient training (Vaswani et al., 2017). This results in a wide variety of available pretrained language models (PLMs) that can be used for transfer learning. Transfer learning allows reusing the knowledge acquired by the model of a particular task, such as language modeling, on a different task, such as text classification (Ruder et al., 2017). In utilizing transfer learning, we have compared the performance of multiple transformer-based pretrained language models for German text data fine-tuned to our classification task, including BERT, DistilBERT, and XLM. BERT, which stands for Bidirectional Encoder Representations from Transformers, is a transformer model developed at Google (Devlin et al., 2018). DistilBERT is a reduced version of BERT, retaining 97% of its language understanding capacity but decreasing its size by 40% (Sanh et al., 2019). Finally, XLM is a cross-lingual language model developed for pretraining in different languages (Lample & Conneau, 2019). We found the BERT architecture in connection with the “German BERT large” pretraining initialized through the HuggingFace library to provide the best results (Chan et al., 2020; Devlin et al., 2018; Wolf et al., 2020). Thus, this setup, consisting of 24 layers and appended with additional linear layers to enable fine-tuning for sequence classification, was chosen as the architecture for the subsequent experiment. The model was further customized to allow for hyperparameter optimization of the number of hidden layers, layer size, dropout rate, and sequence length. Additionally, the batch size, number of epochs, and learning rate were optimized.

7. Results

Table 4 compares the performance of the different PLMs for German language data mentioned previously. Based on these results, the BERT architecture using German BERT large was selected and further optimized using automatic hyperparameter optimization, with the following configuration receiving the best results:

- Linear Layers: 1
- Learning Rate: 0.00002
- Sequence Length: 50
- Epochs: 12
- Batch Size: 28
- Optimizer: AdamW

As the configuration using no additional hidden linear layers performed best, the dropout rate and layer size could be neglected for the final model. Table 5 compares the initial BERT configuration, the optimized BERT configuration, and a baseline support vector machine (SVM) setup. The features used by the SVM are extracted by counting unigrams and bigrams and weighing the terms using Term Frequency-Inverse Document Frequency. N-grams appearing in over 70% of texts are disregarded. Thus, the SVM results provide a baseline for classifying the corpus sentences using only key unigrams and bigrams weighted by importance. Table 6 evaluates the precision and recall of all single classes, giving insight into how the proposed feedback classes differ in the model’s capability to classify them.

|               | Precision | Recall | F1  |
|---------------|-----------|--------|-----|
| EXP-1         | 75%       | 78%    | 77% |
| EXP-2         | 64%       | 77%    | 70% |
| EXP-3         | 69%       | 67%    | 68% |
| IMP-1         | 52%       | 46%    | 49% |
| IMP-2         | 78%       | 74%    | 76% |
| IMP-3         | 59%       | 58%    | 58% |
| ILLU          | 74%       | 68%    | 71% |
| JUST          | 60%       | 67%    | 64% |
| SUMM          | 56%       | 45%    | 50% |
| APPR          | 96%       | 94%    | 95% |

Table 6: Precision, recall, and F1-Score per label

This experiment provided baseline metrics for multi-class text classification using the presented corpus and feedback classes. To achieve accuracies comparable to state-of-the-art approaches, the experiment focused on neural network and transformer-based classifiers with pretrained language models for German text, substantially outperforming an approach based on SVMs. Furthermore, the experiment compared different PLMs that can be used with German text, of which BERT-based PLMs performed best. The final optimized BERT architecture achieved a 75.30% classification accuracy, validating the annotated data as per the ten proposed feedback classes. Future experiments may test neural network architectures beyond transformer-based approaches. Additionally, more PLMs may be assessed. In improving the transfer learning approach, unlabelled feedback data may be used to continue the
pretraining of a chosen PLM, increasing the language understanding for the current domain and, thus, improving downstream classification performance. Finally, the comparison of precision and recall metrics per class may be used to inform future annotation initiatives of feedback classes.

8. Conclusion

In this paper we introduced a corpus for Suggestion Mining of more than 600 German peer feedback texts (about 7,500 sentences) to be able to detect suggestions on how to improve the students’ work and to be able to capture peer feedback helpfulness. To the best of our knowledge, this corpus is the first student peer feedback corpus in German which additionally was labelled with a new annotation scheme. The annotation scheme involved ten annotation labels which are separated into explicit and implicit suggestions, enrichments and approvals. Two native German speakers annotated the corpus in consultation with an expert arbitrator and achieved an IAA of 0.71. To create a single version of the gold standard, the arbitrator took the final decision in cases where the two annotators disagreed. The labelled corpus was empirically validated by automatic multi-class classification using BERT. The best model of our automatic classification approach yielded an accuracy of 75.3%. The neural approach outperformed the feature-engineered baseline model, which was trained on a SVM.

Future work may address both elaborated and distilled annotation schemes. Specifically, sentences that fall into the implicit suggestions and enrichment categories may be subject to change, motivated by this paper’s investigation of their class precision and recall scores. The resulting training sets may be used in conducting further suggestion mining experiments.

As the corpus encompasses more than 10,000 feedback texts in total, it provides a high amount of unlabelled data. This unlabelled data may be used to improve future models through continuing the pre-training of the language model on tasks such as masked language modeling and next sentence prediction as used by BERT and thus improve down-stream classification tasks.

For researchers interested in the data, we will provide the annotated corpus and Python scripts for the purpose of implementation and progress on further experiments.
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