Forecasting of Water Consumptions Expenditure Using Holt-Winter’s and ARIMA
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Abstract. This study is carried out to forecast water consumption expenditure of Malaysian university specifically at University Tun Hussein Onn Malaysia (UTHM). The proposed Holt-Winter’s and Auto-Regressive Integrated Moving Average (ARIMA) models were applied to forecast the water consumption expenditure in Ringgit Malaysia from year 2006 until year 2014. The two models were compared and performance measurement of the Mean Absolute Percentage Error (MAPE) and Mean Absolute Deviation (MAD) were used. It is found that ARIMA model showed better results regarding the accuracy of forecast with lower values of MAPE and MAD. Analysis showed that ARIMA (2,1,4) model provided a reasonable forecasting tool for university campus water usage.

1. Introduction

Water is crucial to survival of everything on the earth. Water demand doubles for about every two decades, but the amount of water on earth remains the same [2]. Hence, it is obvious that the amount of water available per capita will decrease in the future. In other words, more people would have to share the same amount of water. If current trends continue, by 2025 the demand for the fresh water is expected to increase by 56 percent more than the amount of water that is currently available. The global supply is not circulated evenly around the planet, and water is not equally accessible at all times throughout the year.

Although Malaysia is blessed with rich of water resources such as abundant of rainfall, however, inefficient management and ill-treatment of water usage have resulted in water crisis that caused hardship. At this moment, Malaysia uses an average of 226 liters of water per person daily, which is higher than other South-East Asia neighbours [3]. Past years, Malaysia had encountered some crucial problem. Drought had occurred in 1977 and 1978, divesting the paddy crop in Northwest Peninsular Malaysia. In 1982 and 1991, drought resulted in drop of the water level of Muda and Pedu dams dropping to critical levels, resulting in cancellation of the off-season crop. In 1998, an El Nino related drought also caused severe water mainly in Kedah and Penang, but caused severe water rationing in Kuala Lumpur and Petaling Jaya for many months. In 2002, drought destroyed thousands of hectares of paddy in Perlis and many areas also suffered water stress [4].

A precise forecasting of water consumption is very essential component in water resources planning and management. Water demand forecasting can guide the decision maker to form the basis for forecasting in the water sector. The prediction of future water demand can help decision-makers to take necessary actions according to the possible crises and restrictions [5]. The daily water demand
forecasting performance of double seasonal univariate time series models can be examined based on multi-step ahead forecast mean squared errors (MSE). It is shown that all the univariate time series models quite useful for short-term forecasting [6]. Holt-Winter method which in ad hoc procedures, have a clear basis in statistical theory and could be considered special education cases of the general class of structural time series models [7]. The optimal combined forecasts of Holt-Winter’s, ARIMA and GARCH models can be quite useful especially for short-term forecasting. However, the forecasting performance of this approach is not consistent over the seven days of week [6].

The univariate time series techniques based on ARIMA models are known to be optimal among linear models for short–term forecasting [8]. The combination of hybrid approach to time series forecasting using ARIMA and Artificial Neural Network models is the useful way to increase forecasting accuracy achieved by either of the two models used separately [9]. Nevertheless ARIMA forecast is suitable if the number of consumers and consumption per consumer contained valuable information [8]. In terms of univariate and multivariate forecast error variance, ARIMA modelling is the better model [10-11]. The accuracy of the water demand forecast model is important, to avoid suboptimal control of the system, and to prevent that operators overrule the control settings (necessary or unnecessary) in order to meet all operational conditions [12, 13]. Forecasting can answer any questions, but the answers are not always right. The method with the smallest percentage error should be selected [14, 15].

This study had compared two forecasting methods, Holt-Winter’s and ARIMA to identify the most suitable forecasting method for water consumption expenditure in UTHM. The consumption of water at UTHM, Batu Pahat campus has been increasing rapidly throughout the years as its population increase year to year. This situation cause several problems such as financial problem for the university management to acquire and optimise their annual budget. Factors that contributed to water shortage problems are the increasing number of students, staffs, new academic buildings and new office buildings [1]. In order to help the university to better plan future water consumption expenditure and fully utilize the budget, this study aims to predict the water consumption for the next 24 periods.

2. Methodology
The monthly data of water bill amount in Ringgit Malaysia for the period from 2006 to 2014 was used. All the reference data were obtained from the Property Administration Office, UTHM. This study applied Holt-Winters and ARIMA methods to forecast the water consumption’s expenditure at UTHM. Minitab statistical software was used to conduct the analyses.

2.1 Holt-Winter’s
Holt-Winter’s model can continue to provide forecast with the same accuracy over time. The Holt-Winter’s has an additive and a multiplicative form. The difference between those forms is in the nature of the seasonal component. The additive model is preferred when the variation of seasonal component is almost stable through the series while the multiplicative is used when seasonal variations changes proportionally to the level of the series. Holt winter’s have three parts which is \( L_t \) is the level at time \( t \), \( T_t \) is the trend at time \( t \), \( S_t \) is the seasonal component at time \( t \). The additive model is represented by the model as in (1) [10];

\[
\hat{Y}_t = L_{t-1} + T_{t-1} + S_{t-p}
\] (1)

while, the multiplicative model is represented as in (2);

\[
\hat{Y}_t = (L_{t-1} + T_{t-1})S_{t-p}
\] (2)

where, the smoothing constants are represented by \( \alpha, \gamma \) and \( \delta \). \( Y_t \) is the value at time \( t \) and \( \hat{Y}_t \) is the fitted value or one-period ahead forecast, at time \( t \).

2.2. ARIMA
ARIMA consist of three parts: (i) AR, autoregressive part; (ii) I, differencing part, and (iii) MA, moving average part. The ARIMA \( (p,d,q) \) model is written in intercept form as in (3) [10]:

\[
\Delta^d y_t = \varphi_0 + \varphi_1 \Delta^d y_{t-1} + \ldots + \varphi_p \Delta^d y_{t-p} + \theta_1 a_{t-1} - \ldots - \theta_q a_{t-q}
\]

In the first step, examine the time series plot to see whether the data need to transform, to stabilize variance and use the differencing technique in order to obtain stationary series. When the stationary has been achieved, autocorrelation function (ACF) and partial autocorrelation function (PACF) are being used. The ACF and PACF plots are useful aids in identifying the appropriate ARIMA model series. The second step, after the model has been identified, tests the chosen model in checking ACF and PACF of residuals. If the residuals have no large spikes, model is adequate and ready for the third step. If large spikes remain, consider changing the model. The final step is application of the chosen model in forecasting [10].

3. Result
This section shows the result obtained using Holt-Winter’s and ARIMA techniques.

3.1 Holt-Winter’s

The Holt-Winter’s calibration assigned smoothing parameters of 0.15, 0.20 and 0.25. Different combination of these values had been experimented. The pattern in the data is not obvious since it contains both, constant seasonality pattern and some seasonal fluctuations as the time increase with the series level. Therefore, both methods, multiplicative and additive were applied and the one with smaller accuracy measures were selected. The lowest MAPE and MAD values are multiplicative model with smoothing parameters; \( \alpha = 0.25, \gamma = 0.15, \delta = 0.15 \). The MAPE value is 22 while MAD value is 23486. Figure 1 below shows the Minitab output when \( \alpha = 0.25, \gamma = 0.15, \delta = 0.15 \). The actual values are seemed quite different from fitted. However, it falls within the interval.

![Winters' Method Plot for Actual Multiplicative Method](image)

**Figure 1.** MINITAB Graphical Forecast when \( \alpha = 0.25, \gamma = 0.15, \delta = 0.15 \)
3.2 ARIMA
Firstly, the data characteristics have been emphasized to see whether any transformation is needed. The data trend is clearly shown in Figure 2 below.

![Figure 2. Time Series of Water Consumption’s Expenditure at UTHM.](image)

It is noticed that there is general increasing trend with no clear seasonal pattern. The random fluctuations in the data are roughly increased in size over time. This referred to non-stationary in the variance of the data and must be corrected. For that purpose, natural log transformation has been used; a Box-Cox transformation with zero value of \( \lambda \). Figure 3 below shows the time series transformation of data.

![Figure 3. Time Series of Natural Log Water Consumption’s Expenditure.](image)
It is seen that the value of the fluctuations does not vary with time. Therefore, the transformation has achieved a time series that are stationary in its variances. The next thing to do is to make the mean series stationary. Based on the Figure 3, the series seems non stationary as it increased over time. It requires differencing. The logged and differenced series are shown in Figure 4 below.

**Figure 4.** Time Series Plot of Differenced Natural Log Water Consumption’s Expenditure

As the graph appears to be stationary so it do not require more differencing. Next step is identifying the model of ARIMA by observing ACF and PACF plot. Figure 5 below shows ACF and PACF plot of logged and differenced series.

**Figure 5.** Autocorrelation Function and Partial Autocorrelation Function of Differenced Natural Log Water Consumption’s Expenditure

ACF and PACF shows exhibiting large spikes that gradually die out. Based on Figure 5, the model was probably (2,1,2) or (2,1,4). However, after examine the significant of parameters and the Box
Pierce (Ljung-Box) Chi Square statistics, the best model is ARIMA (2,1,4). After the models are estimated, their adequacy is needed to be checked. One way to check their adequacy is by verifying that there is no large spikes in the ACF of residuals.

Since there is no spike outside the insignificant zone, the fit are satisfied. Hence, the ARIMA (2,1,4) model is working fine. Forecasting with ARIMA(2,1,4) model has been used. The notation for ARIMA(2,1,4) model is:

\[ \Delta^1 y_t = \phi_0 + \phi_1 \Delta^1 y_{t-1} + \phi_2 \Delta^1 y_{t-2} + a_t - \theta_1 a_{t-1} - \theta_2 a_{t-2} - \theta_3 a_{t-3} - \theta_4 a_{t-4} \]

| MODEL          | MAPE | MAD   |
|----------------|------|-------|
| Holt-Winter’s  | 21.7830 | 23485.65 |
| ARIMA          | 19.7085 | 22694.42 |

Based on Table 1, the ARIMA model obtained better results and got a better performance comparing Holt-Winter’s model, according to MAPE and MAD. It has been chosen to forecast water expenditure at UTHM.

By using ARIMA(2,1,4) model, Table 2 illustrates monthly forecasting value with 95% confidence limits for water consumption’s expenditure in UTHM for 24 future values ahead.

| PERIOD       | FORECAST | LOWER | UPPER  |
|--------------|----------|-------|--------|
| January 2015 | 181652   | 118181| 245123 |
| February     | 215370   | 141637| 289103 |
| March        | 190198   | 112727| 267668 |
| April        | 190245   | 109348| 271143 |
4. Conclusion
Holt-Winter’s and ARIMA models were applied to demand forecasting of the water consumption’s expenditure. Then the models were compared using accuracy measurements of MAPE and MAD. The Holt-Winter’s was used when the data show both seasonality and trend. The two main Holt-Winter’s models are additive model for time series exhibiting additive seasonality and multiplicative model for time series exhibiting multiplicative seasonality. The Holt-Winter’s model is simple and can gives accurate forecasting results as those obtained with more complex and try and error techniques. This method is popular and easy to use in practical application.

The ARIMA forecasting model has many assumptions that usually cannot be fulfilled. However, if the model assumptions are true, an excellent forecast is obtained. Despite the constraint, many evidences show that ARIMA methodology is better in terms of accurateness. Therefore, this method is studied to give support for every assumptions. Overall, this paper concludes that ARIMA model is better than Holt-Winter’s model as the MAPE and MAD values is lower. ARIMA(2,1,4) model is the most suitable forecasting model for water consumption’s expenditure at UTHM.
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