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ABSTRACT: Designing highly selective molecules for a drug target protein is a challenging task in drug discovery. This task can be regarded as a multiobjective problem that simultaneously satisfies criteria for various objectives, such as selectivity for a target protein, pharmacokinetic endpoints, and drug-like indices. Recent breakthroughs in artificial intelligence have accelerated the development of molecular structure generation methods, and various researchers have applied them to computational drug designs and successfully proposed promising drug candidates. However, designing efficient selective inhibitors with releasing activities against various homologs of a target protein remains a difficult issue. In this study, we developed a de novo structure generator based on reinforcement learning that is capable of simultaneously optimizing multiobjective problems. Our structure generator successfully proposed selective inhibitors for tyrosine kinases while optimizing 18 objectives consisting of inhibitory activities against 9 tyrosine kinases, 3 pharmacokinetics endpoints, and 6 other important properties. These results show that our structure generator and optimization strategy for selective inhibitors will contribute to the further development of practical structure generators for drug designs.

INTRODUCTION

Identifying candidate compounds with high selectivity for a drug target protein is an essential factor for avoiding development failures related to pharmacokinetics and toxicity issues. For example, epidermal growth factor receptor (EGFR) inhibitors such as erlotinib and gefitinib were designed to be highly selective for EGFR and much less potent for other kinases in the EGFR family, such as receptor protein-tyrosine kinase erbB-2 (HER2/ERBB2) and erbB-4. Additionally, various properties, such as pharmacokinetic endpoints and drug-likeness indices, should be optimized to suitable criteria intended for lead compounds or clinical candidates. To be approved as a marketed drug, a drug candidate must simultaneously meet the criteria of multiple objectives, including the abovementioned properties.

Various molecular structure generation techniques have been developed with machine learning methods to address the multiobjective problem in drug discovery over the past few decades. These studies have regarded the problems as optimizing multiple objectives, including the inhibitory activity against target proteins, absorption–distribution–metabolism–excretion–toxicity (ADMET), and drug-likeness properties. For instance, Winter et al. prepared 10 objectives for designing EGFR- and/or β-secretase 1 (BACE1)-targeting drugs using a particle swarm optimization algorithm. To follow an actual drug discovery project, Perron et al. prepared 11 objectives, including 1 undisclosed primary target and 6 off-target activity assays: serotonin 2A and 2B, alpha 1, dopamine receptor D1, sodium voltage-gated channel alpha subunit 2 (Nav1.2), and human ether-à-go-go-related gene channel (hERG). As shown in the above studies, simultaneous optimization approaches for proteins in different families have been attempted. However, selectivity for a target protein among its homologs has not been fully considered in de novo structure generation methods.

In this study, we attempted to perform de novo generation of molecular structures with simultaneously high selectivity in kinases and desirable properties related to ADMET, synthesizability, and drug-likeness. As a structure generator, we employed ChemTS, which consists of a recurrent neural network (RNN)-based structure generator and a Monte Carlo tree search (MCTS)-based exploration system. ChemTS has been experimentally proven to generate molecular structures with target properties. To guide ChemTS to optimal solutions, Dscore, a strategy for...
multiobjective optimization, was incorporated into the reward calculation part of ChemTS. Here, we targeted tyrosine kinase-selective inhibitor designs while optimizing 18 objectives consisting of inhibitory activities against 9 tyrosine kinases, pharmacokinetic endpoints, and indices of synthesizability and drug-likeness. It should be noted that the values of the inhibitory activities and most of the other properties are based on prediction models, reported in previous study.\(^1\),\(^11\) Our method successfully designed highly optimized selective inhibitor candidates for six tyrosine kinases among the nine total kinases while optimizing most of the other nine desirable properties simultaneously. Our molecular structure generator is publicly available on GitHub at https://github.com/molecule-generator-collection/ChemTSv2.

**METHODS**

The workflow of our selective inhibitor design method is shown in Figure 1. Our system consists of two parts: the structure generator based on an MCTS and the evaluation strategy for multiobjective optimization. The details are as follows.

**Generative Model for the Molecular Structure.** For molecular structure generation, we used ChemTS, which consists of an RNN-based molecule generator and an MCTS-based search algorithm in chemical space. In ChemTS, a node in the MCTS corresponds to a single atom in SMILES format, and the MCTS builds a search tree by expanding nodes through four steps: selection, expansion, simulation, and backpropagation.\(^2\) In the selection step, the node that is considered to be the most promising leaf node is selected based on the evaluations of the generated structures. During the evaluation process of a generated structure, first, the objective values of the generated structure are predicted or calculated. Subsequently, reward values are calculated by the scoring function, $\text{Dscore}$, using the objective values and are fed back to the structure generator. By repeating the cycle of molecule generation and evaluation, generated molecules are gradually optimized to have high selectivity against a target protein, good pharmacokinetic properties, and decent drug-likeness.

![Figure 1. Workflow of multiobjective optimization for selective inhibitor design. This workflow consists of two parts: molecular structure generation and generated structure evaluation. In structure generation, a reinforcement learning-based structure generator, ChemTS, searches for promising structures based on the evaluations of the generated structures. During the evaluation process of a generated structure, first, the objective values of the generated structure are predicted or calculated. Subsequently, reward values are calculated by the scoring function, $\text{Dscore}$, using the objective values and are fed back to the structure generator. By repeating the cycle of molecule generation and evaluation, generated molecules are gradually optimized to have high selectivity against a target protein, good pharmacokinetic properties, and decent drug-likeness.](https://example.com/figure1.png)

| category | objective | prediction/calculation | weight |
|----------|-----------|------------------------|--------|
| inhibitory activity | target protein | LightGBM | 8 |
|  | eight off-target proteins | LightGBM | 0 |
| pharmacokinetics | solubility | LightGBM | 1 |
|  | permeability | LightGBM | 1 |
|  | metabolic stability | LightGBM | 1 |
| other property | SAScore | RDKit | 1 |
|  | QED | RDKit | 1 |
|  | MW | RDKit | 1 |
|  | toxicity | LightGBM | 1 |
|  | tox alert | RDKit | 1 |
|  | ChEMBL structure | RDKit | 1 |

\(^a\)In the selectivity pattern, the objective function and the weights for off-target proteins were designed to reduce their inhibitory activities.
Figure 2. Comparison of optimization progress in the design of selective EGFR inhibitors for three weight patterns: (a) using the reward function without eight off-target proteins (target-only pattern), (b) using the default reward function (selectivity pattern), and (c) using the reward function with the emphasized weight setting (emphasized selectivity pattern). Upper panels represent the moving averages of the predicted inhibitory activity against the nine kinase proteins. Thick blue lines correspond to the inhibitory activity against EGFR and the others for the off-target proteins. Lower panels represent the moving averages of the predicted pharmacokinetics and drug-likeness properties scaled from 0 to 1. Details are shown in Figure S2.

the RNN model is iteratively applied to the expanded partial SMILES strings until a terminal symbol is encountered. Subsequently, the generated SMILES strings are evaluated using a reward function. Designing an appropriate reward function is essential to the success of reasonable molecule generation. In the backpropagation step, the reward scores are backpropagated through the selected nodes to update their node states. During the search process, ChemTS generates compounds to maximize the reward value.

An RNN model was used as a policy network for SMILES string generation in both the expansion and simulation steps. The RNN model was trained to predict the probability distribution of the next atoms from a given partial SMILES string. Following a previous study,\textsuperscript{17} the RNN model was constructed based on a gated recurrent unit, and approximately 250,000 compounds from the ZINC database\textsuperscript{26} were used as the training dataset.

**Objectives of Selective Inhibitor Design.** To design highly selective tyrosine kinase-selective inhibitors, we focused on three categories: inhibitory activities against tyrosine kinases, pharmacokinetic endpoints, and other properties, as listed in Table 1. For inhibitory activities, nine representative tyrosine kinases, including kinases from the EGFR family, were selected: EGFR, ERBB2, Abelson tyrosine-protein kinase (ABL), proto-oncogene tyrosine-protein kinase (SRC), lymphocyte-specific tyrosine-protein kinase (LCK), platelet-derived growth factor receptor beta (PDGFRβ), vascular endothelial growth factor receptor 2 (VEGFR2), fibroblast growth factor receptor 1 (FGFR1), and ephrin type-B receptor 4 (EPHB4). The selection procedure was as follows: first, EGFR bioactivity information, which was also analyzed in a previous study,\textsuperscript{11} was collected. Then, the tyrosine kinases for which the bioactivity of more than 500 compounds was available in ChEMBL\textsuperscript{28} were selected. Finally, 8 tyrosine kinases whose more than 200 bioactive compounds overlapped with the EGFR dataset were selected as the target proteins to investigate selectivity in this study. For pharmacokinetic endpoints, three objectives were chosen: solubility, membrane permeability, and metabolic stability. For the other properties, six objectives were selected: the synthetic accessibility score (SAscore),\textsuperscript{28} quantitative estimate of drug-likeness (QED) score,\textsuperscript{29} molecular weight filter,\textsuperscript{11} oral rat acute toxicity,\textsuperscript{30} Tox alert filter,\textsuperscript{11,32} and ChEMBL structure filter.\textsuperscript{11} The objectives to be maximized were as follows: the inhibitory activity against the target protein, solubility, membrane permeability, metabolic stability, and QED. The objectives to be minimized were as follows: the inhibitory activities against the off-target proteins, acute toxicity, and SAscore. The objectives to be categorized in a binary manner (0 or 1) were as follows: a molecular weight filter, a Tox alert filter, and a ChEMBL structure filter. For the molecular weight filter, the objective value was set to 1 if the weight of a given molecule ranged from 200 to 600 and 0 if the weight was not in this range. The value of the Tox alert filter was set to 1 if the substructures in a given molecular structure were not included in the Tox alert and 0 otherwise. Penalties were applied to compounds with structures that matched the list of structures that are toxic or can cause side effects. For the ChEMBL structure filter, the value was set to 1 if the substructure in a given molecule was in any substructure set that appeared in at least five compounds in ChEMBL and 0 otherwise.

Due to the lack of coverage of actual kinase bioactivity data and the pharmacokinetic and toxicity properties of the generated structures, prediction models were needed to obtain each objective value. For the bioactivity data, the pChEMBL value, which is equivalent to the pIC50 value, was used. To collect training datasets, the compounds with pChEMBL, membrane permeability, and metabolic stability values were retrieved from ChEMBL\textsuperscript{28}. Those with solubility and acute toxicity values were retrieved from Therapeutics Data Commons.\textsuperscript{33} To prepare an input feature for the model, RDKit software\textsuperscript{34} was used to calculate the Morgan fingerprint,
whose radius and dimension were set to 2 and 2048, respectively. The light gradient boosting machine (LightGBM)35 was used as the prediction model. The performance of each model was assessed with 5-fold cross validation (Figure S1). In each fold, each dataset was split into two datasets: 80% for training and 20% for testing. When generating structures using ChemTS, each model was retrained using all the datasets.

**Multiobjective Optimization Strategy and Parameter Settings.** Appropriately designing the reward function is essential for obtaining well-optimized candidate structures, especially in multiobjective problems. In this study, we used Dscore24 to simultaneously contend with our 18 objectives, as shown in Table 1. Dscore is the weighted geometric mean of multiple values and is defined as

\[
Dscore = \left( \prod_{i=1}^{n} u_i^{w_i} \right)^{1/n} \sum_{i=1}^{n} w_i
\]

where \(n\) is the number of optimized items, \(w\) is the weight, and \(u\) is the objective value scaled from 0 to 1. Referring to a previous study,36 Gaussian modifiers were used to normalize each of the seven objectives: the inhibitory activities, solubility, membrane permeability, metabolic stability, QED, acute toxicity, and SAscore. Gaussian modifiers were defined for each objective such that the maximum value was returned when given the value that each objective was expected to take, as shown in Figure S2. Weights of each objective were set according to the importance levels of these objectives in a multiobjective problem. To verify the applicability of our method, we attempted to design nine weight patterns for selective inhibitors targeting each of the nine tyrosine kinases, as shown in Table 1. To account for selectivity, eight proteins other than the target protein were set as off-target proteins. The weight for each target protein in the reward function was set to 8 to maximize its inhibitory activity, while those for the other proteins were set to 0 (target-only pattern) or 1 (selectivity pattern). The threshold regarding the number of generated compounds was set to 200,000, and three values were used for the \(C\) parameter (0.2, 0.6, and 1.0) in the MCTS. Calculations were performed three times for each condition.

### RESULTS

**Selective EGFR Inhibitor Design.** Figure 2a,b shows the optimization processes for generating selective EGFR inhibitors using the proposed method with target-only and selectivity patterns. The details of the target-only and selectivity patterns are shown in Table 1. Dscore is the weighted geometric mean of multiple values and is defined as

\[
Dscore = \left( \prod_{i=1}^{n} u_i^{w_i} \right)^{1/n} \sum_{i=1}^{n} w_i
\]

where \(n\) is the number of optimized items, \(w\) is the weight, and \(u\) is the objective value scaled from 0 to 1. Referring to a previous study,36 Gaussian modifiers were used to normalize each of the seven objectives: the inhibitory activities, solubility, membrane permeability, metabolic stability, QED, acute toxicity, and SAscore. Gaussian modifiers were defined for each objective such that the maximum value was returned when given the value that each objective was expected to take, as shown in Figure S2. Weights of each objective were set according to the importance levels of these objectives in a multiobjective problem. To verify the applicability of our method, we attempted to design nine weight patterns for selective inhibitors targeting each of the nine tyrosine kinases, as shown in Table 1. To account for selectivity, eight proteins other than the target protein were set as off-target proteins. The weight for each target protein in the reward function was set to 8 to maximize its inhibitory activity, while those for the other proteins were set to 0 (target-only pattern) or 1 (selectivity pattern). The threshold regarding the number of generated compounds was set to 200,000, and three values were used for the \(C\) parameter (0.2, 0.6, and 1.0) in the MCTS. Calculations were performed three times for each condition.

**Table 2. Examples of the Generated Selective Inhibitors with High Dscores for Targeting EGFR and Their Predicted Properties**

| Generated molecule | Dscore | EGFR | \(\Delta_{BA}\) | Sol | Perm | Stab | Tox | SA | QED |
|--------------------|--------|------|---------------|----|------|------|-----|----|-----|
| ![Structure 1](image1) | 0.65   | 7.7  | 2.4           | -2.4 | 1.0  | 64   | 2.5 | 4.0 | 0.61 |
| ![Structure 2](image2) | 0.62   | 7.8  | 2.2           | -2.2 | 0.50 | 61   | 2.6 | 4.0 | 0.65 |
| ![Structure 3](image3) | 0.62   | 7.7  | 2.1           | -2.4 | 0.99 | 61   | 2.7 | 4.1 | 0.69 |
| ![Structure 4](image4) | 0.61   | 7.4  | 1.9           | -2.1 | 0.86 | 52   | 2.4 | 4.2 | 0.66 |
| ![Structure 5](image5) | 0.60   | 7.7  | 2.2           | -2.2 | 0.60 | 63   | 3.0 | 4.6 | 0.59 |

Generated structures with Dscores in the top 5% were divided into 20 clusters. Structures with the largest Dscores in each cluster were extracted, and top five structures and predicted properties are shown here. Predicted or calculated properties for each structure are as follows: Dscore, inhibitory activity against EGFR (EGFR) in pIC50, difference between the inhibitory activity against EGFR and the maximum inhibitory activity against the off-target proteins (delta bioactivity: \(\Delta_{BA}\)) in pIC50, solubility (Sol) in logS, Caco-2 permeability (Perm) in log(\(\mu\)cm/s), metabolic stability in human liver microsomes (Stab) in 1 h remaining (%), oral rat acute toxicity (Tox) in LD50, synthetic accessibility score (SA), and drug-likeness (QED).
Figure 3. Molecule generation processes of the proposed method for selective inhibitors targeting kinase homologs. (a–i) represent the results obtained when targeting EGFR, PDGFRβ, EPHB4, ABL, FGFR1, VEGFR2, LCK, SRC, and ERBB2, respectively. Upper panels represent the moving averages of the predicted inhibitory activity against the nine kinase proteins. Thick lines show the inhibitory activity against the main target and the other objectives for the off-target proteins. Lower panels represent the moving averages of the predicted pharmacokinetics and drug-likeness properties scaled from 0 to 1. Moving averages for each condition were calculated with a moving window size of 1000 using the average of the results of three runs. Here, the value of the exploration parameter $C$ was set to 0.2. Results obtained with other values of $C$ are shown in Figure S3.
EPHB4 from 1 to 2 (emphasized selectivity pattern), as shown in Figure 2c, because these three proteins showed higher inhibitory activities among the other proteins in the target-only and selectivity patterns. As a result, the selectivity here was higher than that in the selectivity pattern, as expected. However, the pharmacokinetics, toxicity, and drug-likeness properties were worse than those in the selectivity pattern. These results indicate that the multiobjective optimization process of our method worked well for generating the structures of selective inhibitors even with a considerably large number of objectives, and our method allowed us to control the strength of selectivity by changing the weight patterns. Since the selectivity pattern provided a relatively good balance between selectivity and the other properties, we analyzed the results generated by the selectivity pattern in the following.

Table 2 shows the representative molecules generated by the selectivity pattern. To select representative compounds with high Dscores, k-means clustering \((k = 20)\) was applied to the compounds with Dscores that were in the top 5% (10,000 compounds). Structures with the largest Dscores in each cluster were extracted, and the top five structures and their predicted properties are shown in Table 2. The Dscore values and the predicted or calculated objective properties of the 20 structures are shown in Table S1. Molecular structures shown in Table 2 had sufficiently high predicted activities for EGFR. The difference between EGFR activity and the largest activity against the off-target proteins, \(\Delta_{BA}\), was approximately 2, indicating that they had sufficient selectivity for EGFR.

Figure 4. Comparison among the numbers of unique scaffolds in the generated compounds for the three patterns of the parameter \(C\). (a−i) represent the results obtained when targeting EGFR, PDGFR\(\beta\), EPHB4, ABL, FGFR1, VEGFR2, LCK, SRC, and ERBB2, respectively. Blue and orange bars correspond to the generic Murcko scaffold and the Murcko scaffold, respectively.
Pharmacokinetics, toxicity, and drug-likeness properties were also within the overall acceptable ranges, although some molecules had lower permeability values and SAscores. This result demonstrates the validity of the proposed method, although it is based on the scores of the predicted and calculated results.

Selective Inhibitor Designs for Kinase Homologs. To check the applicability of the proposed method, selective inhibitor generations were attempted for eight kinases other than EGFR, as shown in Figure 3. Here, 200,000 molecules were generated for each kinase with the selectivity pattern and the $C$ parameter set to 0.2. For all targets, the proposed method succeeded in improving the activity compared to providing greater activity than the initial value for each main target. In terms of selectivity, the four results obtained for EGFR, PDGFRβ, EPHB4, and ABL showed that each activity against a target protein was higher than the inhibitory activity against the other eight off-targets by at least 10 times (Figure 3a–d). In addition, the two results obtained for FGFR1 and VEGFR2 showed 10 times higher inhibitory activity than that of the other off-target proteins (Figure 3e,f). However, there was no selectivity for LCK, SRC, or ERBB2 (Figure 3g–i). In terms of pharmacokinetics, acute toxicity, metabolic stability, solubility, and membrane permeability were successfully optimized in most target patterns. The acute toxicity, metabolic stability, solubility, and membrane permeability values fluctuated at approximately 1.0, 0.7, 0.7, and 0.9, respectively. In terms of other properties, the SAscore and QED values gradually decreased; nevertheless, the scaled SAscores remained high, ranging from 0.7 to 0.9 (3.5 and 4.5 in nonscaled values).

We also designed molecules with three different values of the $C$ parameter to evaluate the effect of $C$ on multiobjective optimization and molecular variety, as shown in Figure S3. Each objective value tended to converge faster as the $C$ value decreased. In most cases, the inhibitory activities against each target protein and selectivity were better when $C$ was set to 0.2.

To quantitatively assess the diversity of the generated molecular structures, the number of unique scaffolds was counted, as shown in Figure 4. Blue and orange bars indicate the generic Murcko scaffold and the Murcko scaffold, respectively. As expected, a larger variety of molecules were generated with larger values of $C$.

Discussion and Conclusions

In this study, we developed a molecular structure generation method in combination with the Dscore technique as a reward function to simultaneously optimize multiple properties. Our method successfully optimized most of the 18 objectives, including inhibitory activities against tyrosine kinases,
pharmacokinetics, toxicity, synthesizability, and drug-likeness properties, and successfully designed promising selective inhibitors for 6 kinases among the 9 total kinases based on the prediction models. The generated results showed that the proposed method could generate various selective inhibitors by adjusting the weight patterns and the exploration parameter $C$ (Figures 3 and S3).

To understand how the generated structures achieved selectivity with the proposed method, additional analyses were performed. As an example of a large selectivity change, we focused on a generation run targeting EGFR with the selectivity pattern (Figure 5). In this run, the inhibitory activity against EGFR increased from approximately 6.0 to over 7.0 at the 117,000th compound, although the other inhibitory activities tended to decrease. To confirm what changes happened at that point, we extracted the 2000 molecular structures before and after the 117,000th structure; we then removed the structures with pChEMBL values that were over 6.5 from the former group and the structures with pChEMBL values that were less than 7.5 from the latter group, resulting in 592 (group A) and 880 (group B) structures remaining, respectively. To obtain representative structures for each group, $k$-means clustering ($k = 6$) was applied to each group. Figure 5b,c shows the structures with the largest inhibitory activities in the two groups. Molecular structures in group A had a five-membered ring (blue circle) attached to the thieno[2,3-d]pyrimidine (highlighted in Figure 5b,c), whereas the structures in group B had a six-membered ring (orange circles) attached to it. The proposed method successfully discovered this critical structural change, although laboratory experiments are needed to confirm that the change actually improves the inhibitory activities of the molecules.

Furthermore, to compare our model with that developed in a previous study, we performed molecular structure generation to design the same selective inhibitors with the approach in a previous study.\textsuperscript{11} In the previous study, the following 10 objectives were optimized: inhibitory activity against BACE1 and EGFR; pharmacokinetics and toxicity properties; and other properties, such as synthesizability and drug-likeness indices. The authors attempted to design three patterns of selective inhibitors: (1) maximizing the inhibitory activity against EGFR while minimizing the inhibitory activity against BACE1, (2) maximizing the inhibitory activity against BACE1 while minimizing the inhibitory activity against EGFR, and (3) maximizing the inhibitory activity against both EGFR and BACE1. In addition, nine objectives related to pharmacokinetics, toxicity, and other properties described in the Methods section were included in the reward function. In this comparison, LightGBM models were used to predict the inhibitory activities against BACE1 and EGFR. The prediction model for BACE1 was trained using compound information provided by Subramanian et al.,\textsuperscript{37} and for EGFR the model prepared in this study was used. Our method generally optimized several properties under the three conditions, as shown in Figure S4. Courses of optimization under the three conditions were similar to those in the previous study. In particular, the inhibitory activities against the two proteins were significantly optimized when the MCTS parameter $C$ was set to 0.2. These results indicate that the performances achieved by our method under the setting of the previous study were comparable to those of the method in that study.\textsuperscript{11}

Although the proposed method successfully designed six kinase-selective inhibitors, it generated structures with insufficient selectivity for three kinases (LCK, SRC, and ERBB2). The correlation between the prediction models may be one of the reasons for the low-target-selectivity molecule generation results. For example, the correlation coefficients of the prediction models for LCK and SRC with each other model were higher than those of the other seven models (Figure S5), which may have resulted in the failure of the LCK and SRC selective inhibitor designs (Figure 5g,h). However, the ABL-selective inhibitor designs exhibited high selectivity despite their prediction model having relatively high correlations with the other models. Another reason could simply be that the number of structure generations was not sufficient for these tasks. A larger number of generations would enable the design of structures with higher selectivity.

It should be noted that the generated structures were optimized based on the objectives, including the prediction values output by the LightGBM models. Although the models achieved satisfactory prediction performances (with $R$ values of approximately 0.8 in most cases, as shown in Figure S1), the predicted values may differ from the experimental activity values. To confirm the reliability of the result obtained from predictions, we further evaluated the generated structures with high Dscores using other in silico software: AutoDock Vina\textsuperscript{39} and ADMETlab 2.0,\textsuperscript{10} as shown in Tables S2–S5. Results obtained by these software programs suggested that some generated structures are promising regardless of the $C$ values. In addition, the applicability domains of each prediction model were limited to each training dataset. Therefore, the reliabilities of each prediction model are expected to be lower for the generated structures that were not included in the training dataset. To overcome the abovementioned reliability problem, models that consider the applicability domain\textsuperscript{40} and the actual synthesis and evaluation of compounds are necessary.\textsuperscript{15,22}

## DATA AND SOFTWARE AVAILABILITY

Our implementation is publicly available on GitHub at https://github.com/molecule-generator-collection/ChemTSv2 under the MIT License. The README file at https://github.com/molecule-generator-collection/ChemTSv2/blob/master/doc/multiobjective_optimization_using_dscore.md provides information about how to set up and use the application. Training data and trained prediction models are stored at https://github.com/ycu-il/prediction_model_collection under the MIT License.
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