Entropy and the Tolman Parameter in Nucleation Theory
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Abstract: Thermodynamic aspects of the theory of nucleation are commonly considered employing Gibbs’ theory of interfacial phenomena and its generalizations. Utilizing Gibbs’ theory, the bulk parameters of the critical clusters governing nucleation can be uniquely determined for any metastable state of the ambient phase. As a rule, they turn out in such treatment to be widely similar to the properties of the newly-evolving macroscopic phases. Consequently, the major tool to resolve problems concerning the accuracy of theoretical predictions of nucleation rates and related characteristics of the nucleation process consists of an approach with the introduction of the size or curvature dependence of the surface tension. In the description of crystallization, this quantity has been expressed frequently via changes of entropy (or enthalpy) in crystallization, i.e., via the latent heat of melting or crystallization. Such a correlation between the capillarity phenomena and entropy changes was originally advanced by Stefan considering condensation and evaporation. It is known in the application to crystal nucleation as the Skapski–Turnbull relation. This relation, by mentioned reasons more correctly denoted as the Stefan–Skapski–Turnbull rule, was expanded by some of us quite recently to the description of the surface tension not only for phase equilibrium at planar interfaces, but to the description of the surface tension of critical clusters and its size or curvature dependence. This dependence is frequently expressed by a relation derived by Tolman. As shown by us, the Tolman equation can be employed for the description of the surface tension not only for condensation and boiling in one-component systems caused by variations of pressure (analyzed by Gibbs and Tolman), but generally also for phase formation caused by variations of temperature. Beyond this particular application, it can be utilized for multi-component systems provided the composition of the ambient phase is kept constant and variations of either pressure or temperature do not result in variations of the composition of the critical clusters. The latter requirement is one of the basic assumptions of classical nucleation theory. For this reason, it is only natural to use it also for the specification of the size dependence of the surface tension. Our method, relying on the Stefan–Skapski–Turnbull rule, allows one to determine the dependence of the surface tension on pressure and temperature or, alternatively, the Tolman parameter in his equation. In the present paper, we expand this approach and compare it with alternative methods of the description of the size-dependence of the surface tension and, as far as it is possible to use the Tolman equation, of the specification of the Tolman parameter. Applying these ideas to condensation and boiling, we derive a relation for the curvature dependence of the surface tension covering the whole range of metastable initial states from the binodal curve to the spinodal curve.
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1. Introduction

The classical theory of nucleation and growth processes (CNT) is in different forms till now one of the major tools in the interpretation of experimental data on the kinetics of first-order phase transitions. It is based in its thermodynamic ingredients on the thermodynamic description of interfacial phenomena as developed by Josiah W. Gibbs [1]. Gibbs’ method is utilized in CNT for two purposes, the determination of the thermodynamic driving force of phase formation and the account of interfacial terms in the specification of the work of critical cluster formation.

Utilizing Gibbs’ classical treatment in the description of thermodynamically-heterogeneous systems (for alternative approaches, see [2–7]), different methods can be employed for the computation of the thermodynamic driving force of the transformation. In terms of Gibbs’ theory, the thermodynamic driving force of nucleation can be determined with high accuracy provided sufficient information about the systems under consideration is available. Even in cases when such comprehensive information is not at one’s disposal and the driving force has to be estimated by approximative methods, it is supposed that the approximations are widely correct. For this reason, the major tool to resolve problems concerning the accuracy of theoretical predictions of nucleation rates and related characteristics of the nucleation process consists of the introduction of the size or curvature dependence of the surface tension.

Such an approach was originally suggested also already by Gibbs [1] and then followed and extended by many others. In such treatment, the dependence of the surface tension, \( \sigma \), on the radius, \( R \), of the critical clusters can be determined at certain conditions specified below by the differential equation [8–13]:

\[
\frac{d\sigma}{\sigma} = -\frac{2\delta}{1 + \frac{2\delta}{R}} d \left( \frac{1}{R} \right). \tag{1}
\]

For the case considered first by Gibbs [1] and elaborated in detail by Tolman [12] (isothermal condensation and boiling in one-component fluids caused by variations of pressure), the function \( \delta(R) \) is given by:

\[
\delta(R) = (R_e - R) \left[ 1 + \frac{(R_e - R)}{R} + \frac{1}{3} \left( \frac{(R_e - R)}{R} \right)^2 \right]. \tag{2}
\]

These relations are a direct consequence of Gibbs’ equilibrium conditions (equality of the temperature and chemical potentials of the different components, the Young–Laplace equation) and Gibbs’ adsorption equation. Some details of their derivation will be given below.

In the above equations, \( R \) is the radius of the critical cluster (assumed to be of a spherical shape, where the surface tension [1] is chosen as the dividing surface) and \( \sigma(R) \) is the surface tension for a cluster of critical size for this particular dividing surface. The radius of the equimolecular dividing surface [1] is denoted by \( R_e \). It is also located inside the inhomogeneous region between the coexisting phases. For this reason, the absolute value of \( \delta_\infty = \delta(R \to \infty) \) has to be less than the width of the inhomogeneous region in between them. The solution of Equation (1) depends on the function \( \delta(R) \). Its value, \( \delta_\infty = \delta(R \to \infty) \), i.e., in the limit of large critical cluster sizes, it is commonly denoted as the Tolman parameter.

Based on the above given general relations, a set of approximate expressions can be derived for the curvature dependence of the surface tension employing different assumptions concerning...
the function \( \delta = \delta(R) \) [8–13]. One of the equations widely utilized in the description of such size or curvature dependence of the surface tension is a relation suggested by Tolman [12],

\[
\sigma(R) = \frac{\sigma_\infty}{1 + \frac{2\delta}{R}}, \quad \sigma_\infty = \sigma_\infty(T_{eq}, p_{eq}), \quad \delta = \delta_\infty(T_{eq}, p_{eq}).
\]  

(3)

It results from Equation (1) when the assumption \( \delta = \delta_\infty \) = constant are introduced. In the above relation, \( \sigma_\infty \) is the value of the surface tension for an equilibrium coexistence of both phases at a planar interface with values of pressure and temperature specified by the subscript \( eq \). In the approximation described by Equation (3), the Tolman parameter, \( \delta_\infty \), is, consequently, the main parameter determining the curvature dependence of the surface tension. For this reason, a large number of studies have been devoted to its determination [14–22]. It is a quantity that has to be defined for the respective states of the equilibrium coexistence of both phases at a planar interface. In application to condensation and boiling, equilibrium is realized for states along the binodal curves [23] characterized by a temperature, \( T_b \) and a pressure, \( p_b \), i.e., \( \sigma_\infty = \sigma_\infty(T_b, p_b) \). The Tolman parameter is, in general, also a function of \( T_b \) and \( p_b \), i.e., \( \delta_\infty = \delta(R \rightarrow \infty) = \delta_\infty(T_b, p_b) \). For crystallization of liquids, we have similarly \( \delta_\infty = \delta(R \rightarrow \infty) = \delta_\infty(T_m, p_m) \), where \( T_m \) and \( p_m \) are the melting (liquidus) temperature and melting pressure for some selected equilibrium state.

The first of the main aims of the present paper consists of the further development of a thermodynamic method of the determination of the Tolman parameter relying on entropy concepts. The method results in equations requiring only directly-measurable data on the state parameters of the coexisting phases and its comparison with alternative methods of the specification of its value. For such purposes, we will employ the method of the derivation of expressions for the surface tension, \( \sigma(T, p) \), for the values of temperature, \( T \), and pressure, \( p \), different from the respective values along the melting or binodal curves derived by some of us in [24–26] in the application to crystallization. At such conditions, thermodynamic equilibrium can be also realized, but only for critical clusters (e.g., drops and bubbles or crystallites) of finite sizes provided that Gibbs’ equilibrium conditions can be fulfilled. In this analysis, we will go beyond Tolman’s approach considering not only phase formation caused by the variation of pressure, but also similar processes caused by the variation of temperature. In addition, we consider multi-component systems specifying the conditions at which the curvature dependence of the surface tension can be described by the differential equation, Equation (1), and consequently, the Tolman equation can be employed as an approximative description of this dependence.

As is evident from the above-given relations, the Tolman equation is an approximation valid, as a rule, for small deviations from thermodynamic equilibrium, only. For this reason, it may not be sufficiently accurate in order to describe nucleation proceeding with measurable rates only at sufficiently large supersaturations (see also [15]). An overview of the advantages and limitations of the Tolman equation in its application to condensation and boiling can be found in [12,13,16–18,27–29]. As demonstrated there, an appropriate description of the curvature dependence of the surface tension in the analysis of the nucleation of droplets and bubbles requires an expansion of the Tolman equation. Such a generalization can be written in the form (see [15,28,29] and the references cited therein):

\[
\sigma(R) = \frac{\sigma_\infty}{1 + \frac{2\delta_\infty}{R} + \left( \frac{1}{R} \right)^2 + \ldots}.
\]  

(4)

The second of the main aims of the present paper consists of the development of a thermodynamic method of determination of this second parameter, \( l_\infty \), employing, similarly to the specification of \( \delta_\infty \), only directly-measurable data on the bulk state parameters of the coexisting phases and its comparison with alternative methods of the specification of its value. In [15], such a procedure was performed in the application to crystal nucleation, and here, we extend the method to condensation and boiling,
advancing a new equation for the determination of the surface tension valid in the whole range of metastable initial states between the binodal and spinodal curves of the ambient fluid.

Generalizations of the Tolman equation, Equation (3), like Equation (4), can be rewritten in the alternative but equivalent way as:

$$\sigma(R) = \frac{\sigma_\infty}{1 + \frac{R}{2\delta_\infty}}, \quad \delta = \delta_\infty \left(1 + \frac{l_\infty^2}{2\delta_\infty R} + \ldots\right), \quad (5)$$

resulting in a relation formally identical to Equation (3), but with a quite different meaning of the parameter, $\delta$. In such a more general approach, the parameter $\delta$ in Equation (3) has to be treated as a function of the critical cluster size. It follows as a consequence that by utilizing the Tolman equation, Equation (3), for the interpretation of experimental data employing $\delta$ as a fit parameter and not setting it equal to $\delta_\infty$, actually not the Tolman equation, but its generalization given by Equations (4) or (5) is employed. This is the reason for the success of the application of the Tolman equation in the interpretation of data on the nucleation of drops and bubbles. In detail, this topic was addressed in [15,29]. It is also the origin of the fact that experimental data on crystal nucleation can be explained by introducing the Tolman equation into the description [2,30–34].

In the present paper, we extend the analysis of the applicability of the Tolman equation to the description of the curvature dependence of the surface tension in nucleation. First, we review some basic results on the application of the Tolman equation to crystallization in multi-component systems as discussed by us in [15] and extend them. In particular, we compare our results with the consequences from different approaches by molecular dynamics simulations and, in particular, the methods proposed in [20–22]. In our approach, essentially the Stefan–Skapski–Turnbull [24] rule is utilized for the specification of the Tolman parameter. It connects capillarity phenomena and entropy changes in the considered phase transition. Having in mind the outstanding rule of the entropy concepts in different related problems [35–41], such an approach can be considered already in advance as highly prospective. An extension of our method to ice-crystal nucleation in water will be presented in an accompanying paper [42]. The Stefan–Skapski–Turnbull rule was derived first by Stefan [43] in application to condensation and boiling. For this reason, we will also check here what are the results of the application of our generalization of this rule to nucleation in condensation and boiling. Here, we will employ as a model condensation and boiling in van der Waals gases. The results are compared and shown to be in agreement with density functional methods originally developed by van der Waals [44,45].

The paper is structured as follows. In Section 2, based on the theory of interfacial phenomena developed by Gibbs, different approaches in the determination of the thermodynamic driving force of a phase transformation are briefly reviewed and methods of the derivation of the temperature and pressure dependence of the surface tension both for one- and multi-component systems are outlined, advancing the analysis performed in [2,24–26]. The conditions are specified for which the curvature dependence of the surface tension can be described by the differential equation, Equation (1), and the resulting approximate solution, Equation (3), proposed by Tolman. In Section 3, specific features in the application of these methods to crystallization are discussed, and a comparison of the results with experimental data and computer simulations is performed. In Section 4, the method of the determination of the parameters $\delta_\infty$ and $l_\infty$, respectively, similar quantities, is outlined in application to condensation and boiling, advancing a more appropriate for this case relation for the curvature dependence of the surface tension as compared to Equations (4) and (5). A summary of the results and their discussion (Section 5) completes the paper.
2. Thermodynamic Aspects of Nucleation: Some General Considerations

2.1. Thermodynamic Driving Force in Nucleation

The properties of the critical clusters in nucleation theory are determined by the necessary thermodynamic equilibrium conditions. Employing Gibbs’ classical theory [1,2,46,47], for a spherical critical cluster (with a radius, $R$, referring to the surface tension), these conditions read:

$$ T_\alpha = T_\beta = T, \quad \mu_{ia} = \mu_{i\beta} = \mu_i, \quad p_a - p_\beta = \frac{2\sigma}{R}. \quad (6) $$

Here, $T$ is the temperature, $p$ the pressure, $\mu_i$ the chemical potentials of the different components, $i = 1, 2, \ldots, k$, where $k$ is the number of components in the system, the subscript $\alpha$ denotes the parameters of the clusters of the newly-evolving phase, and $\beta$ the parameters of the ambient phase where the clusters are formed. The bulk state parameters of the ambient phase are assumed to be known. The equality of the temperature and chemical potentials of the different components determine the bulk state parameters of the critical clusters. For this reason, in Equation (6), only two quantities, $\sigma$ and $R$, remain unspecified.

Utilizing the surface tension as the dividing surface, the work of critical cluster formation in nucleation can be written as:

$$ W = \frac{1}{3} \sigma A, \quad A = 4\pi R^2, \quad R = \frac{2\sigma}{p_a - p_\beta}. \quad (7) $$

Consequently, $\sigma$ is the only quantity one must have at one’s disposal in order to compute the size of the critical cluster, and once this quantity is specified, also the work of critical cluster formation can be determined. However, in most applications of the theory to crystal nucleation, the chemical potentials of the different components are not known, and alternative methods of computation of the pressure difference $(p_a - p_\beta)$ or, equivalently, of the thermodynamic driving force [2,47,48] have to be employed.

To be definite, we consider phase formation at given external pressure, $p$, and temperature, $T$ ($p = p_\beta, T = T_\beta$). The thermodynamic driving force of crystal nucleation can be expressed then as the change of the Gibbs free energy per unit volume of the newly-evolving phase generally as [2,25,47,48]:

$$ p_a - p_\beta = \Delta g \left( T_a, p_a, \{x_i\}; T_\beta, p_\beta, \{x_i\} \right). \quad (8) $$

Here, the equilibrium conditions, $T_\alpha = T_\beta = T$ (Equation (6)), have to be accounted for. These conditions eliminate in Equation (8) the temperature differences. Performing a Taylor expansion of the chemical potentials of the cluster phase in the vicinity of $p_a = p_\beta = p$, we obtain:

$$ p_a - p_\beta \approx \Delta g(T,p) = \sum_{i=1}^{k} \rho_{ia} \left( \mu_{i\beta}(T,p,\{x_i\}) - \mu_{ia}(T,p,\{x_i\}) \right). \quad (9) $$

This approximation is quite correct provided the density of the aggregates of the newly-evolving phase depends only slightly on pressure. In addition, in such an approach, it is assumed that the composition and structure of the critical cluster are not affected by variations of pressure and temperature. The possibility to proceed in such a manner is one of the main assumptions of classical nucleation theory [2,7]. This procedure has the advantages that the knowledge of the pressure in the critical cluster and deviations of its composition and structure from the respective parameters of the evolving macroscopic phase are not required for the computations of the thermodynamic driving force.

However, also in such a formulation, the problem concerning the knowledge of the chemical potentials of the different components remains an open issue. For this reason, in crystal nucleation, where the differences of the densities of both phases (liquid and solid) are relatively small, one can
replace $\Delta g$ by the difference between the Gibbs free energy per unit volume of liquid and crystalline phases. In such a treatment, the thermodynamic driving force of crystal nucleation can be represented in a relatively simple form via the relation:

$$
\Delta g(T, p) \equiv \Delta h_m \left( \frac{T_m - T}{T_m} \right) \left[ 1 - \gamma_T(T_m, p_m) \frac{(T_m - T)}{2T_m} \right] +
\frac{p_m \Delta v_m \left( \frac{p - p_m}{p_m} \right) \left[ 1 - \gamma_p(T_m, p_m) \frac{(p - p_m)}{2p_m} \right]}{V_{\text{crystal}(T, p, \{x_{ia}\})}} ,
$$

(10)

as discussed in detail in [7,25,26,48]. Specific properties of the system under consideration are reflected here by the melting entropy, $\Delta s_m$ (or the melting enthalpy, $\Delta h_m = T_m \Delta s(T_m, p_m) = T_m \Delta s_m$),

$$
\Delta s(T, p) = \frac{s_{\text{liquid}(T, p, \{x_{i\beta}\})} - s_{\text{crystal}(T, p, \{x_{ia}\})}}{V_{\text{crystal}(T, p, \{x_{ia}\})}} ,
$$

(11)

the difference of the volumes between liquid and crystal phases per unit volume of the crystal:

$$
\Delta v(T, p) = \frac{V_{\text{liquid}(T, p, \{x_{i\beta}\})} - V_{\text{crystal}(T, p, \{x_{ia}\})}}{V_{\text{crystal}(T, p, \{x_{ia}\})}} .
$$

(12)

and related quantities,

$$
\gamma_T(T_m, p_m) = \frac{\Delta c_p(T_m, p_m)}{\Delta s_m}, \quad \gamma_p(T_m, p_m) = \frac{p_m \Delta \kappa T(T_m, p_m)}{\Delta v_m} .
$$

(13)

Here, $c_p$ is the specific heat per unit volume and $\kappa_T$ is the isothermal compressibility [23] of the different phases, both taken at the melting or liquidus temperature, $T_m$, and the respective value of pressure, $p_m$,

$$
c_p = T \left( \frac{\partial s}{\partial T} \right)_p , \quad \Delta c_p(T_m, p_m) = c_p^{\text{(liquid)}}(T_m, p_m) - c_p^{\text{(crystal)}}(T_m, p_m) ,
$$

(14)

$$
\kappa_T = - \frac{1}{V} \left( \frac{\partial V}{\partial p} \right)_T , \quad \Delta \kappa_T(T_m, p_m) = \kappa_T^{\text{(liquid)}}(T_m, p_m) - \kappa_T^{\text{(crystal)}}(T_m, p_m) .
$$

In the present paper, we consider crystallization in the most frequently-occurring applications when $\Delta v_m > 0$ holds. As a rule, the inequality, $\Delta \kappa_T(T_m, p_m) > 0$, can also to be expected to hold [2,25,49,50]. As a consequence, we obtain $\gamma_p(T_m, p_m) > 0$. This approach, utilizing Equations (10)–(14), will be employed here in the description of crystal nucleation in multi-component systems. It is important to note that it allows one by the mentioned argumentation to describe the nucleation both for stoichiometric and non-stoichiometric crystallization. The opposite case, when $\gamma_p(T_m, p_m) < 0$ holds, and the specific peculiarities arising from it will be studied in detail in an accompanying paper in an application to ice-crystal nucleation [42].

In the latter cited paper, we will treat phase formation in one-component systems. For such cases, we can avoid one of the above-mentioned approximations (replacement of $\Delta g$ by the difference of the Gibbs free energy per unit volume of both phases) and directly utilize Equation (9). We get, again, in application to the crystallization of liquids:

$$
\Delta g(T, p) = \rho_{\text{crystal}(T, p)} \Delta g(T, p) , \quad \Delta g(T, p) = \mu_{\text{liquid}(T, p)} - \mu_{\text{crystal}(T, p)} .
$$

(15)

Here, $\rho_{\text{crystal}}$ is the volume density of particles in the crystal phase and $\mu$ the chemical potential per particle in the both considered phases. It is evident that in such a more correct treatment (possible only for one-component systems), the thermodynamic driving force of the transformation is essentially determined by the changes of the Gibbs free energy per particle, $\Delta g(T, p)$. Two methods can be
employed now for further transforming Equation (15) relying on the chemical potential per particle in both phases and their pressure and temperature dependencies.

Performing a Taylor expansion of the chemical potential and accounting for:

\[ d\mu(T, p) = -\tilde{s}dT + \tilde{\phi}dp , \]  

we get:

\[
\mu(T, p) = \mu(T_m, p_m) + \frac{\partial \mu}{\partial T} \bigg|_{T_m, p_m} (T - T_m) + \frac{\partial \mu}{\partial p} \bigg|_{T_m, p_m} (p - p_m) 
\]

\[ + \frac{1}{2} \left( \frac{\partial^2 \mu}{\partial T^2} \bigg|_{T_m, p_m} (T - T_m)^2 + 2 \frac{\partial^2 \mu}{\partial T \partial p} \bigg|_{T_m, p_m} (T - T_m)(p - p_m) + \frac{\partial^2 \mu}{\partial p^2} \bigg|_{T_m, p_m} (p - p_m)^2 \right) \]

or:

\[
\mu(T, p) = \mu(T_m, p_m) - \tilde{s}(T_m, p_m)(T - T_m) + \tilde{\phi}(T_m, p_m)(p - p_m) 
\]

\[ + \frac{1}{2} \left( - \frac{\partial \tilde{s}}{\partial T} \bigg|_{T_m, p_m} (T - T_m)^2 + 2 \frac{\partial \tilde{\phi}}{\partial T} \bigg|_{T_m, p_m} (T - T_m)(p - p_m) + \frac{\partial \tilde{\phi}}{\partial p} \bigg|_{T_m, p_m} (p - p_m)^2 \right) . \]

Here, \( \tilde{s} \) is the entropy and \( \tilde{\phi} \) the volume per particle. For the further transformation, we utilize the relations:

\[ \tilde{c}_p = T \left( \frac{\partial \tilde{s}}{\partial T} \right)_p , \quad \tilde{k}_T = - \frac{1}{\tilde{v}} \left( \frac{\partial \tilde{v}}{\partial p} \right)_T , \quad \tilde{\alpha}_p = \frac{1}{\tilde{v}} \left( \frac{\partial \tilde{v}}{\partial T} \right)_p , \]

for the specific heat, \( \tilde{c}_p \), the isothermal compressibility, \( \tilde{k}_T \), and the isobaric thermal expansion coefficient, \( \tilde{\alpha}_p \), per particle. Similar to Equation (10), we get:

\[
\frac{\Delta g(T, p)}{\rho_{\text{crystal}}} = \Delta \tilde{h}_m \left( T_m - T \right) \left[ 1 - \frac{\tilde{\gamma}_T (T_m - T)}{2T_m} \right] + p_m \Delta \tilde{\alpha}_m \left( \frac{p - p_m}{p_m} \right) \left[ 1 - \frac{\tilde{\gamma}_T (p - p_m)}{2p_m} \right] 
\]

\[ + \left( (\tilde{\alpha}_p)_{\text{liquid}} - (\tilde{\alpha}_p)_{\text{crystal}} \right) \bigg|_{T_m, p_m} (T - T_m)(p - p_m) \]

with:

\[ \tilde{\gamma}_T(T_m, p_m) = \frac{\Delta \tilde{c}_p(T_m, p_m)}{\Delta \tilde{s}_m} , \quad \tilde{\gamma}_T(T_m, p_m) = \frac{p_m \left( (\tilde{\alpha}_T)_{\text{liquid}} - (\tilde{\alpha}_T)_{\text{crystal}} \right)}{\Delta \tilde{\alpha}_m} \]

and:

\[ \Delta \tilde{s}_m = \tilde{s}_{\text{liquid}}(T_m, p_m) - \tilde{s}_{\text{crystal}}(T_m, p_m) , \quad \Delta \tilde{\alpha}_m = \tilde{\alpha}_{\text{liquid}}(T_m, p_m) - \tilde{\alpha}_{\text{crystal}}(T_m, p_m) . \]

The terms containing the product of pressure and temperature differences vanish if the volumes per particle in the melt and the crystal are assumed to be equal, as done in the derivation of Equation (10).

Alternatively, starting directly with Equation (16), we may write:

\[
\mu(T, p) = \mu(T_m, p_m) - \int_{T_m}^{T} \tilde{s}(T, p_m) dT + \int_{p_m}^{p} \tilde{\phi}(T, p) dp 
\]

resulting in:

\[
\mu_{\text{liquid}}(T, p) - \mu_{\text{crystal}}(T, p) = - \int_{T_m}^{T} \Delta \tilde{s}(T, p_m) dT + \int_{p_m}^{p} \Delta \tilde{\phi}(T_m, p) dp . \]
Here, $\Delta s$ and $\Delta v$ are defined by Equation (22), again. We introduced here in addition the approximation $\Delta \tilde{\sigma}(T, p) \cong \Delta \tilde{\sigma}(T_m, p)$. With a truncated Taylor expansion of $\Delta \tilde{s}(T, p_m)$ and $\Delta \tilde{\sigma}(T, p_m)$:

$$
\Delta \tilde{s}(T, p_m) \cong \Delta \tilde{s}(T_m, p_m) + \left. \frac{\partial \Delta \tilde{s}}{\partial T} \right|_{T_m, p_m} (T - T_m) = \Delta \tilde{s}_m + \Delta \tilde{\sigma}_p(T_m, p_m) \frac{(T - T_m)}{T_m},
$$

(25)

$$
\Delta \tilde{\sigma}_m(T_m, p) \cong \Delta \tilde{\sigma}_m + \left( (\tilde{\sigma}_m)_{\text{liquid}} - (\tilde{\sigma}_m)_{\text{crystal}} \right) (p - p_m),
$$

(26)

Equation (24) yields:

$$
\Delta \tilde{g}(T, p) = \Delta \tilde{h}_m \left( \frac{T_m - T}{T_m} \right) \left[ 1 - \gamma_T \frac{(T_m - T)}{2T_m} \right] + p_m \Delta \tilde{\sigma}_m \left( \frac{p - p_m}{p_m} \right) \left[ 1 - \gamma_T \frac{(p - p_m)}{2p_m} \right],
$$

(27)

again. Note that the absence of terms proportional to the product of pressure and temperature differences occurring in Equation (20) is due to the approximation $\Delta \tilde{\sigma}(T, p) \cong \Delta \tilde{\sigma}(T_m, p)$ utilized here in the derivations.

### 2.2. Temperature and Pressure Dependence of the Surface Tension

As is evident from the Gibbs adsorption equation in its general form ([1], see Equation (43) somewhat later) and its consequences, the superficial (or surface) entropy is one of the basic parameters determining the dependence of the surface tension on the thermodynamic state parameters of two phases in thermodynamic equilibrium. A comprehensive analysis of this circle of problems was performed, for example, by Rusanov [46], correlating the superficial quantities with directly-measurable changes of the surface properties including the surface tension. However, the values of the superficial quantities cannot be determined from purely thermodynamic considerations, and additional model assumptions have to be introduced in order to arrive at quantitative results.

Advancing particular models of the solid–liquid interface, Spaepen [51–53] developed several approaches for the determination of the surface tension and its effect on crystal nucleation and growth. He underlined in his studies the entropic origin of the surface tension correlating its value with the entropy loss in the ordering of the liquid, suggested as a possible explanation already earlier by Turnbull [54]. In the present paper, we will outline basic relations for the temperature and pressure dependence of the surface tension for both one- and multi-component systems, determining it exclusively via the change of the bulk contributions of the entropy, the melting entropy, in the respective phase transformations. Since melting is essentially characterized by the loss of ordering, these ideas are also reflected in the treatment presented here. Our approach allows us to obtain the dependencies of the surface tension of planar interfaces and critical clusters on pressure and temperature, correlating it with directly-measurable thermodynamic quantities. The results will be employed then for the determination of the Tolman parameter and related quantities.

For the first time, the relation between surface tension and the change of entropy in phase transformations was intensively analyzed by Josef Stefan [43] in the application to vapor condensation. Stefan noted in his study that a certain work is required to transfer a particle (atom, molecule) from the bulk to the surface of a liquid. The same work he supposed has to be performed in order to transfer it from the surface to the vapor phase (in German: “Die Vergrößerung der Oberfläche der Flüssigkeit um den Querschnitt eines Moleküls erfordert denselben Aufwand an Energie, wie die Verdampfung eines Moleküls.” [43]). This statement clearly reflects his point of view concerning the intrinsic correlation between capillarity and the heat of evaporation. Stefan also noted already that the work one has to perform in such processes is different for planar, concave, and convex interfaces expressing implicitly already the ideas of a curvature dependence of the specific surface energy. In addition, he discussed different requirements for which the relation between specific surface energy and entropy of the phase transition can be expected to hold. In particular, he underlined the necessity that the particles have to
interact via short-range interaction forces and that the density of the liquid has to be the same in the bulk and near the surface. Assuming a continuous change of density from the liquid bulk values to the vapor, then he believed these considerations to be no longer valid. Further, it is required according to Stefan that the molecules of the vapor be of the same kind as the molecules of the liquid and not undergo during the phase formation process any kind of transformation.

In application to crystal nucleation, these ideas have been advanced, in particular, by Skapski [55,56] and Turnbull [14,54]. The resulting expression for the surface tension is conventionally denoted as the Skapski–Turnbull relation and expressed as [2,24]:

\[ \sigma(T_m, p_m) = \xi \frac{q_m(T_m, p_m)}{N_A^{1/3} v_m^* (T_m, p_m)} \]  \hspace{0.5cm} (28)

or:

\[ \sigma(T_m, p_m) = \xi \frac{\tilde{q}(T_m, p_m)}{\tilde{\beta}^{2/3}(T_m, p_m)} . \]  \hspace{0.5cm} (29)

Here, \( q_m \) and \( v_m \) are the molar heat of melting and the molar volume and \( \tilde{q} \) and \( \tilde{\beta} \) are the respective values per particle of the liquid (in condensation and boiling), respectively, the crystal (in crystallization), and \( N_A \) is the Avogadro number. This relation is frequently applied to the specification of the surface tension for crystal-liquid equilibrium at planar interfaces.

In order to generalize this relation to non-equilibrium states and to the description of critical clusters, we replaced the heat of melting by the change of enthalpy. In terms of the generalized Gibbs’ approach [2–4,7], then expressions for the change of enthalpy in cluster formation have been developed for clusters not being in equilibrium with the ambient phase. As shown by us in [24,25], in general, the change of the enthalpy, \( \Delta \tilde{h} \), if one particle in a one-component system is transferred from the cluster (specified by \( \alpha \)) to the surrounding ambient phase (specified by \( \beta \)), is given by:

\[ \Delta \tilde{h} = T_\beta \tilde{s}_\beta(T_\beta, p_\beta) - T_\alpha \tilde{s}_\alpha(T_\alpha, p_\alpha) + [\mu_\beta(T_\beta, p_\beta) - \mu_\alpha(T_\alpha, p_\alpha)] . \]  \hspace{0.5cm} (30)

Utilizing the Gibbs equilibrium conditions (equality of temperature, \( T_\alpha = T_\beta = T \), and of chemical potentials, \( \mu_\alpha = \mu_\beta \)) and omitting the subscript \( \beta \) for the pressure of the ambient phase \( (p_\beta = p) \), the change of enthalpy is reduced to differences of entropy per particle, \( \tilde{s} \), in the different phases, i.e.:

\[ \Delta \tilde{h} = T(\tilde{s}_\beta(T, p) - \tilde{s}_\alpha(T, p_\alpha)) . \]  \hspace{0.5cm} (31)

The latter relation holds both for equilibrium phase coexistence at planar interfaces (with a value of the surface tension equal to \( \sigma = \sigma_{\infty} \)) and for critical clusters (with a value of the surface tension equal to \( \sigma \)). In the application to one-component systems, we may write, consequently,

\[ \frac{\sigma(T, p)}{\sigma(T_m, p_m)} = \frac{T \Delta \tilde{s}(T, p)}{T_m \Delta \tilde{s}(T_m, p_m)} . \]  \hspace{0.5cm} (32)

In the latter relation, we made again the approximation \( p_\alpha \cong p \) conventionally utilized in CNT. Note that considering here the ratio \( \sigma(T, p)/\sigma(T_m, p_m) \), we avoid uncertainties connected with the specification of the value of the fit parameter \( \xi \) in Equations (28) and (29). It is assumed here further that this parameter only slightly depends on the degree of supersaturation (see [24] for a more detailed discussion).

Performing a Taylor expansion of \( \Delta \tilde{s}(T, p) \) in the vicinity of \( (T_m, p_m) \), we arrive at:

\[ \Delta \tilde{s}(T, p) = \Delta \tilde{s}(T_m, p_m) + \left( \frac{\partial \Delta \tilde{s}(T, p)}{\partial T} \right)_{T_m, p_m} \Delta T + \left( \frac{\partial \Delta \tilde{s}(T, p)}{\partial p} \right)_{T_m, p_m} \Delta p + \ldots \]  \hspace{0.5cm} (33)
With:
\[ e_p = T \left( \frac{\partial s}{\partial T} \right)_p, \quad \left( \frac{\partial s}{\partial p} \right)_T = - \left( \frac{\partial \theta}{\partial T} \right)_p, \quad \tilde{\alpha}_p = \frac{1}{\tilde{\beta}} \left( \frac{\partial \tilde{\beta}}{\partial T} \right)_p, \]
we obtain:
\[ \frac{\sigma(T, p)}{\sigma(T_m, p_m)} \cong \frac{T}{T_m} \left( 1 - \frac{\Delta \tilde{e}_p(T_m, p_m)}{\Delta s_m} \frac{T_m - T}{T_m} - \frac{\Delta \tilde{\beta}(T_m, p_m) \tilde{\alpha}_p(T_m, p_m)}{\Delta s_m} (p - p_m) \right), \]
where:
\[ \Delta \tilde{\beta}(T_m, p_m) \tilde{\alpha}_p(T_m, p_m) = \tilde{\beta}^{(\text{liquid})}(T_m, p_m) \tilde{\alpha}_p^{(\text{liquid})}(T_m, p_m) - \tilde{\beta}^{(\text{crystal})}(T_m, p_m) \tilde{\alpha}_p^{(\text{crystal})}(T_m, p_m). \]

Here, \( \tilde{\alpha}_p \) is the isobaric thermal expansion coefficient. Assuming near identity of the volume per particle in the liquid and the crystal (\( \tilde{\alpha}_p^{(\text{crystal})} \approx \tilde{\alpha}_p^{(\text{liquid})} \approx \tilde{\alpha}_p \)), we obtain approximately:
\[ \frac{\sigma(T, p)}{\sigma(T_m, p_m)} \cong \frac{T}{T_m} \left( 1 - \frac{\Delta \tilde{e}_p(T_m, p_m) T_m - T}{T_m} - \frac{\Delta \tilde{\beta}(T_m, p_m) \tilde{\alpha}_p(T_m, p_m)}{\Delta s_m} (p - p_m) \tilde{\beta}(T_m, p_m) \right). \]

In order to extend these relations to multi-component systems, we replace in Equation (32) entropy changes per particle via enthalpy, respectively entropy changes per unit volume. Generally, the entropy of a certain amount of a given phase can be expressed as a function of temperature, pressure, and the number of particles of the different components:
\[ S = S(T, p, n_1, n_2, \ldots, n_k). \]

Using Euler’s homogeneous function theorem, we obtain:
\[ S = S(T, p, n_1, n_2, \ldots, n_k) = \sum_{i=1}^{k} s_i n_i, \quad s_i = \left( \frac{\partial S}{\partial n_i} \right)_{T, p, n_{i \neq 1}}. \]

In line with the basic assumption of classical nucleation theory commonly employed in the determination of the thermodynamic driving force (see Equations (10)–(14)), we assume that the change of temperature and/or pressure does not affect the composition and/or structure of the critical clusters. The difference of the entropy per unit volume of the newly-evolving phase between liquid and crystal is given then in analogy to Equation (9) as:
\[ \Delta s(T, p) = \sum_{i=1}^{k} \rho_{ia} (s_{i\beta}(T, p, \{x_{i\beta}\}) - s_{ia}(T, p, \{x_{ia}\})). \]

Similar as in the determination of the thermodynamic driving force in crystal nucleation, where the differences of the densities of the both phases (liquid and solid) are relatively small, we replace in this way \( \Delta s \) by the difference between the entropies per unit volume of liquid and crystalline phases. The dependence of the surface tension on pressure and temperature as derived in [24–26] can be expressed then in the form:
\[ \frac{\sigma(T, p)}{\sigma(T_m, p_m)} \cong \frac{T}{T_m} \left( 1 - \gamma_T(T_m, p_m) \frac{T_m - T}{T_m} - \frac{\Delta \tilde{\alpha}_p(T_m, p_m)}{\Delta s_m} (p - p_m) \right), \]
where:
\[ \tilde{\alpha}_p = \frac{1}{\tilde{\beta}} \left( \frac{\partial \tilde{\beta}}{\partial T} \right)_p, \quad \Delta \tilde{\alpha}_p(T_m, p_m) = \tilde{\alpha}_p^{(\text{liquid})}(T_m, p_m) - \tilde{\alpha}_p^{(\text{crystal})}(T_m, p_m), \]
again. In Equation (41), $\Delta s$ and $\Delta c_p$ are the differences between the entropy and the specific heat per unit volume of the liquid and the crystal, again, and $\Delta \alpha_p$ the difference between the isobaric thermal expansion coefficients of both phases. Having in mind the differences in the meaning of the entropy differences in Equations (37) and (41), both relations are widely equivalent.

2.3. Tolman Equation and Tolman Parameter

For the derivation of the Tolman equation and the specification of the Tolman parameter, in addition to the equilibrium conditions, the Gibbs adsorption equation is required. It reads in the general form [1,8,46,47]:

$$ S_\sigma dT + Ad\sigma + \sum_{i=1}^{k} n_{i\sigma} d\mu_i = 0 . $$ (43)

Here, $A$ is the surface area of a given surface element, and $S_\sigma$ and $n_{i\sigma}$ are the respective values of the so-called superficial entropy and particle numbers assigned in the framework of Gibbs’ theory of surface phenomena formally to the interface treated to be of zero thickness.

Gibbs [1] and also Tolman [11] considered phase formation in one-component fluids at some given temperature changing the degree of deviation from equilibrium by variations of the pressure, $p = p_\beta$, of the ambient phase. At such conditions, Equations (6) and (43) yield:

$$ \mu_a(T, p_a) = \mu_\beta(T, p_\beta), \quad p_a - p_\beta = \frac{2\sigma}{R} , $$ (44)

$$ Ad\sigma + n_{i\sigma} d\mu_\beta = 0 \quad \text{or} \quad Ad\sigma + (n_{i\sigma} \tilde{\alpha}_\beta) dp_\beta = 0 . $$ (45)

Taking the differential of the two relations in Equation (44) accounting for the constancy of temperature, we get:

$$ \tilde{\sigma}_a dp_a = \tilde{\sigma}_\beta dp_\beta , \quad dp_a - dp_\beta = d \left( \frac{2\sigma}{R} \right) . $$ (46)

After some straightforward transformations of Equations (45) and (46), we obtain Equation (1) with the parameter $\delta$ given by:

$$ \delta = \delta^{(p)}_{k=1} = \frac{\Gamma}{p_a - p_\beta} , \quad \Gamma = \frac{n_{i\sigma}}{A} . $$ (47)

In the above relations, $\tilde{\sigma}$ is the volume per particle, and $\rho = 1/\tilde{\sigma}$ is the volume density of particles. This expression for $\delta$ can then be reformulated in the form of Equation (2) as done by Tolman in [11]. The indices in $\delta^{(p)}_{k=1}$ specify that this value of the Tolman parameter is obtained for phase formation in one-component systems ($k = 1$) at isothermal conditions, when the pressure, $p = p_\beta$, is varied.

Alternatively, we may vary the temperature ($T = T_a = T_\beta$), leaving the pressure of the ambient phase, $p_\beta$, unchanged. For this case, Equations (6) and (43) lead to the following relations:

$$ \tilde{\sigma}_a dp_a = (\tilde{s}_a - \tilde{s}_\beta) dT , \quad dp_a = d \left( \frac{2\sigma}{R} \right) , $$ (48)

and:

$$ S_\sigma dT + Ad\sigma + n_{i\sigma} d\mu_\beta(T, p_\beta) = 0 $$ (49)

or:

$$ [(S_\sigma/A) - (n_{i\sigma}/A) \tilde{s}_\beta] dT + d\sigma = 0 , $$ (50)
respectively. Here, $\tilde{s}$ is the entropy per particle in the bulk of both phases, correspondingly. A combination of Equations (48) and (50) results in Equation (1), again, but this time with the value of $\delta$ equal to:

$$\delta = \delta^{(T)}_{k=1} = \frac{\tilde{s}_a \left[ (S_c / A) - (n_c / A) \tilde{s}_\beta \right]}{\tilde{s}_a - \tilde{s}_\beta}.$$  \hspace{1cm} (51)

The indices in $\delta^{(T)}_{k=1}$ specify, again, that this value of the Tolman parameter is obtained for phase formation in one-component systems ($k = 1$) at isobaric conditions, when the temperature, $T$, is varied. Taking $\delta = \delta (R \rightarrow \infty) = \delta_\infty$ as constant, for both cases of either temperature or pressure-induced phase formation in one-component systems, the curvature dependence of the surface tension is described by Tolman’s approximative relation, Equation (3), but with different values of the parameter $\delta_\infty$, $\delta_\infty = \lim_{R \rightarrow \infty} \delta^{(p)}_{k=1}$ (Equation (47)) and $\delta_\infty = \lim_{R \rightarrow \infty} \delta^{(T)}_{k=1}$ (Equation (51)), for the both considered methods of the variation of the degree of deviation from thermodynamic equilibrium.

Allowing for variations of both pressure of the ambient phase, $p_\beta$, and temperature, $T$ (accounting for $T_a = T_\beta = T$), we obtain the following set of equations:

$$\tilde{s}_a dp_a - \tilde{s}_a dT = \tilde{s}_\beta dp_\beta - \tilde{s}_\beta dT, \quad dp_a - dp_\beta = \frac{2\sigma}{R},$$

$$\left[ (S_c / A) - (n_c / A) \tilde{s}_\beta \right] dT + (\Gamma \tilde{s}_\beta) dp_\beta + d\sigma = 0.$$ \hspace{1cm} (53)

Eliminating the pressure of the critical cluster via Equations (52), we obtain a relation correlating infinitesimal changes of $\sigma$, $p_\beta$, $T$, and $R$. Accounting in addition for Equation (53), the surface tension can be considered in such a case as a function of pressure and temperature ($\sigma = \sigma(p_\beta, T)$), pressure and critical cluster size ($\sigma = \sigma(p_\beta, R)$), or temperature and critical cluster size ($\sigma = \sigma(T, R)$). A reduction to Equation (1) and a Tolman-like expression, $\sigma = \sigma(R)$, is impossible at such conditions.

Varying only pressure or temperature and keeping the composition of the ambient phase fixed, similar results as derived here for one-component systems can be obtained also for multi-component systems. Indeed, for a $k$-component system, the conditions of the equality of temperature and chemical potentials yield:

$$\mu_{ia}(T, p_a, x_{1,a}, x_{2,a}, \ldots, x_{k-1,a}) = \mu_{i\beta}(T, p_\beta, x_{1,\beta}, x_{2,\beta}, \ldots, x_{k-1,\beta}), \quad i = 1, 2, \ldots, k.$$ \hspace{1cm} (54)

At fixed values of temperature, this set of equations determines the bulk state parameters of the cluster ($p_a, x_{1,a}, x_{2,a}, \ldots, x_{k-1,a}$) as a function of the state parameters of the ambient phase. We assume here first that, at fixed values of temperature, the degree of deviation from equilibrium is determined by variations of pressure keeping the composition of the melt unchanged. In classical nucleation theory in the application to crystal nucleation, it is supposed that such changes do not affect the composition of the critical clusters. Utilizing also the latter assumption, Equation (54) supplies us with a linear relation $dp_a = \gamma_1^{(p)} dp_\beta$ similar to the first term in Equation (46). With $\mu_i = \mu_{i\beta}$ (as always employed also in the analysis of the one-component case), the Gibbs adsorption isotherm (Equation (43)) with $T =$ constant yields:

$$d\sigma + dp_\beta \sum_{i=1}^{k} \left( \frac{n_{ic}}{A} \right) \frac{\partial \mu_{i\beta}}{\partial p_\beta} = 0$$ \hspace{1cm} (55)

or, similar to Equation (45), $d\sigma + \gamma_2^{(p)} dp_\beta = 0$. A substitution of the relations $dp_a = \gamma_1^{(p)} dp_\beta$ and $d\sigma + \gamma_2^{(p)} dp_\beta = 0$ into the relation for pressure equilibrium in the differential form (the second relation in Equation (46)) results in Equation (1), again, with:

$$\delta = \delta^{(p)}_k = \frac{\gamma_2^{(p)}}{\gamma_1^{(p)} - 1}.$$ \hspace{1cm} (56)
Keeping now, again, the pressure constant and varying the temperature, the equilibrium conditions, Equation (54), determine the bulk state parameters of the cluster phase in dependence on the temperature and molar fractions of the liquid. Since the latter parameters are fixed and once the composition of the newly-evolving phase is assumed again to be not affected by such variations, we obtain \( dp_\alpha = \gamma_1^{(T)} dT \). The Gibbs adsorption equation, Equation (43), yields then:

\[
\left( \frac{S_\sigma}{A} \right) dT + d\sigma + dT \sum_{i=1}^{k} \left( \frac{n_i}{A} \right) \frac{\partial \mu_i}{\partial T} = 0 . \tag{57}
\]

This relation can be abbreviated as \( d\sigma + \gamma_2^{(T)} dT = 0 \). With the conditions for pressure equilibrium in differential form (the second relation in Equation (48)), we obtain Equation (1), again, this time with:

\[
\delta = \delta_k^{(T)} = \frac{\gamma_2^{(T)}}{\gamma_1^{(T)}} . \tag{58}
\]

In cases when both the temperature \((T = T_\alpha = T_\beta)\) and pressure, \(p_\beta\), of the liquid are varied, the curvature dependence of the surface tension is determined by a combination of the above derived equations. We obtain then:

\[
dp_\alpha = \gamma_1^{(p)} dp_\beta + \gamma_1^{(T)} dT , \tag{59}
\]

\[
dp_\alpha - dp_\beta = d \left( \frac{2\sigma}{R} \right) . \tag{60}
\]

\[
d\sigma + \gamma_2^{(p)} dp_\beta + \left( \left( \frac{S_\sigma}{A} \right) + \gamma_2^{(T)} \right) dT = 0 , \tag{61}
\]

Equations (59) and (60) result similarly to the one-component case in a relation correlating infinitesimal changes of \(\sigma, p_\beta, T,\) and \(R\). Consequently, Equations (59)–(61) cannot be reduced, again, to Tolman-type expressions for the curvature dependence of the surface tension (see also [15]) even if, as done here, the composition of the newly-evolving phase is assumed to be not affected by variations of external pressure and temperature. The situation becomes even more complex if a possible variation of the composition and/or structure of the critical cluster phase in response to variations of pressure and temperature is accounted for. Consequently, we may conclude that the curvature dependence of the surface tension of critical clusters in multi-component systems can be reduced to Tolman-like expressions only in cases when either the temperature or pressure of the ambient phase is varied, provided that the composition of both the ambient and the newly-evolving phases is unchanged.

3. Application to Crystal Nucleation

3.1. Peculiarities of the Application of the Tolman Equation to Crystal Nucleation

The theoretical description of the thermodynamic aspects of crystal nucleation is confronted with several serious problems. One of them consists of the specification of the thermodynamic driving force of crystal nucleation [2,7,48]. Here, it is commonly assumed that the thermodynamic driving force for crystal nucleation can be determined as the difference of the Gibbs free energies of macroscopic samples of liquid and crystal at the same values of pressure and temperature. This is, as already discussed here, a good approximation as far as density, composition, and structure of the critical crystal clusters are not affected by variations of external pressure or temperature [7,48]. The second main problem is that the surface tension even for the planar equilibrium coexistence of liquid and crystal cannot be measured as a rule with the accuracy required for the description of nucleation. For this reason, the surface tension is taken commonly as a fit parameter [2,30,57]. Utilizing, in such a treatment, the capillarity approximation, such an approach results in serious problems in the theoretical description of nucleation in terms of CNT as discussed in detail in [32,57]. An account of the size
dependence of the surface tension is, consequently, absolutely necessary in classical nucleation theory
in order to avoid this.

Employing classical nucleation theory, one more complication occurs. Following the basic
assumptions of CNT (critical crystallites governing nucleation are treated as small objects having
widely the same properties as the respective macroscopic samples), critical crystal clusters are not
spheres, but have a shape determined by the Gibbs–Curie–Wulff theorem [1,58–61]. Utilizing such a
more correct description would lead to a considerable increase of the number of unknown parameters
remove in advance, the values of the surface tension for the different crystal faces. For this reason,
in most applications of CNT to the interpretation of experimental data, a simplified description is used
assuming a spherical shape of the critical clusters with a radius, \( R \) [2,57]. In order to proceed in such a
way, a theoretical foundation is required. Here, we demonstrate by two different methods how such a
simplification of the description can be theoretically founded (see also [15]).

As advanced in detail in [1,58–63], accounting for the Gibbs–Curie–Wulff theorem, the work of
critical crystal cluster formation, \( W \), can be expressed, in general, as:

\[
W = \frac{1}{3} \int \sigma(A) dA = \frac{1}{3} \sum \sigma_i A_i . \tag{62}
\]

In the first term in the above equation, the integration has to be performed over the surface of the
crystallite with values of the surface tension depending on the point of the surface considered. In the
second term, \( \sigma_i \) are the values of the surface tension for the different crystal faces with the surface areas
\( A_i \). The above relation can be simplified by introducing an effective surface energy, \( \sigma \), defining it as:

\[
\sigma = \frac{1}{4\pi R^2} \int \sigma(A) dA = \frac{1}{4\pi R^2} \sum \sigma_i A_i . \tag{63}
\]

Here, \( R \) is the radius of a sphere having the same volume as the equilibrium crystallite with a
shape determined by the Gibbs–Curie–Wulff theorem. The work of critical cluster formation for a
critical cluster of spherical shape where the radius is defined via the surface tension is then given by:

\[
W = \frac{1}{3} \sigma A , \quad A = 4\pi R^2 . \tag{64}
\]

Similar conclusions one can be derived even in a simpler way not relying on the
Gibbs–Curie–Wulff theorem. We only employ the properties of the critical clusters determined by
Gibbs’ equilibrium conditions, Equation (6), assuming the critical clusters to be of a spherical shape.
For any given value of the work of critical cluster formation governing nucleation in the system under
consideration, Equation (64) supplies us with an additional equation for the determination of \( \sigma \) and
\( R \) in terms of the simplified model. Consequently, knowing the value of the work of critical cluster
formation, \( W \), the Young–Laplace equation, \( p_a - p_b = 2\sigma / R \), determines uniquely both the size of the
critical cluster and the value of its surface tension. Consequently, whatever the shape of a real critical
Crystal cluster is, one can always describe it by a simplified model of a sphere with the well-defined
above considerations, values of the radius, and the surface tension.

The above considerations are closely connected with another problem in applying the
Gibbs–Tolman approach to the curvature dependence of critical clusters to small crystallites.
The Gibbs–Tolman approach is developed for fluid–fluid interfaces. The basic equations for the
description of small crystallites are more complex, and also, the equilibrium conditions have to be
modified [1,64], involving a variety of additional and even partly-unresolved questions. For example,
in the Young–Laplace equation, the surface tension has to be replaced at certain conditions by
the surface stress [64]. These more advanced relations result in Equation (62) as shown first by
Gibbs [1]. However, in the overwhelming majority of theoretical interpretations of crystal nucleation
experiments [2,5,14,30,31,61–63,65], Equations (6)–(9) are taken as the basis of the analysis. For this
reason, it is also of great interest to analyze how curvature effects on the surface properties of small crystallites can be incorporated in such a treatment. This approach is also followed in the applications of the Gibbs–Tolman approach to crystallization, as we will discuss below. Going over from the Gibbs–Curie–Wulff construction to a description in terms of a critical cluster of radius $R$ with an effective average value of the surface tension, one can assume that for this simplified description, Gibbs' basic relations for fluid–fluid interfaces hold. Utilizing these relations, we will analyze here the problem of how the curvature dependence of the surface tension can be described in such a model approach in the application to crystallization provided only one specific property of the critical crystallites is accounted for, the dependence of the work of their formation on pressure and/or temperature.

Having given the foundation in this way of such a simplified treatment in crystal nucleation, we can employ directly the results obtained for the description of the curvature dependence of the surface tension as derived in Section 2. In this section, the conditions are specified at which conditions the Tolman equation can be employed for the description of the curvature dependence of the surface tension. Crystallization has been mainly studied so far by varying the temperature at constant external pressure [2,57]. However, this is not the case studied by Tolman. Indeed, Tolman noted in his paper [11]: "We shall be concerned with the effect of changes in radius on surface tension in the case of droplets and vapor composed of a single substance maintained at some given constant temperature". Consequently, any reference to Tolman in applying his relation to the study of crystal nucleation at constant pressure varying temperature is, without performing a check of its validity, incorrect. Anyway, it can be done, as demonstrated by us first in [15] and reviewed briefly here in Section 2, since also for this case, the curvature dependence of the surface tension can be described by identical relations, however with another definition of the Tolman parameter. As shown there as well, the Tolman equation can by utilized for the description of such dependence even for phase formation in multi-component systems provided the composition of both the liquid and the crystal phases does not change when either external pressure or temperature are varied.

3.2. Tolman Equation and Its Generalization in the Application to Crystallization: The Tolman Parameter

A method to determine the Tolman parameter to describe the curvature dependence of the surface tension for critical crystals in multi-component liquids for crystallization caused by variations of either temperature or pressure was developed first in [15]. It involves basically Equation (41) derived here earlier. Moreover, the radius, $R$, of the critical cluster (referring to the surface tension, again) can be expressed at the mentioned conditions in a good approximation as [2,7,25]:

$$R = \frac{2\sigma}{\Delta g(T,p)}.$$  \hspace{1cm} (65)

Here, $\Delta g$ is the difference of Gibbs' free energy per unit volume between liquid and crystal, both taken at the same pressure and temperature, and $\sigma$ is the surface tension for the chosen dividing surface. For the considered case of small deviations from equilibrium, the thermodynamic driving force as a function of undercooling is given by the Tammann–Meissner–Rie equation [6,48]:

$$\Delta g(T) \approx \Delta h_m \left( \frac{T_m - T}{T_m} \right), \quad \Delta h_m = \Delta h(T_m,p_m) = T_m \Delta s_m.$$  \hspace{1cm} (66)

Here, $\Delta h_m > 0$ is the melting enthalpy per unit volume of the crystal phase and $\Delta s_m$ the respective melting entropy. Similarly, we can write for pressure-induced nucleation [25]:

$$\Delta g(p) \approx p_m \Delta v_m \left( \frac{p - p_m}{p_m} \right),$$  \hspace{1cm} (67)

$$\Delta v_m = \Delta v(T_m,p_m), \quad \Delta v(T,p) = \frac{V_l(T,p,\{x_{il}\}) - V_c(T,p,\{x_{ic}\})}{V_c(T,p,\{x_{ic}\})}.$$
where $V_l$ and $V_c$ are the volumes of a certain amount of the material in the liquid (l) and crystalline (c) states.

To determine the Tolman parameter, $\delta = \delta_\infty = \delta(R \to \infty)$, we rewrite Equation (3) in the form:

$$\delta_\infty = \lim_{R \to \infty} \frac{R}{2} \left( \frac{\sigma_\infty}{\sigma} - 1 \right) = \lim_{R \to \infty} \frac{R}{2\sigma} \sigma_\infty \left( 1 - \frac{\sigma}{\sigma_\infty} \right) = \lim_{R \to \infty} \frac{\sigma_\infty}{\Delta h^m} \left( 1 - \frac{\sigma}{\sigma_\infty} \right),$$

(68)

and employ Equations (41)–(67) for the further transformations. At a decrease of temperature, $T$, at constant pressure, $p = p_m$, we arrive at:

$$\delta^{(T)}_\infty \cong \sigma_\infty \frac{1 + \Delta T(T_m, p_m)}{\Delta h_m} \text{ at } p = p_m. \quad (69)$$

Varying pressure, $p$, at constant temperature, $T = T_m$, we obtain instead the relation:

$$\delta^{(p)}_\infty \cong \sigma_\infty \frac{\Delta \alpha_p(T_m, p_m)}{\Delta \nu_m \Delta \nu_m} = \sigma_\infty \frac{T_m \Delta \alpha_p(T_m, p_m)}{\Delta \nu_m \Delta h_m} \text{ at } T = T_m. \quad (70)$$

In both cases, the Tolman parameter is determined by the surface tension for a planar equilibrium liquid–crystal interface and a combination of bulk properties of liquid and crystal in such states.

The specification of the Tolman parameter can be further advanced by determining the parameter $\delta_\infty$ in Equations (4) and (5). The starting point is the following: As shown by Skripov and Baidakov based on a thorough analysis of experimental data first in [66] and reconfirmed in [67], there does not exist a spinodal in one-component molten crystallization in undercooled liquids. In [26], some of us showed that both in pressure- and temperature-induced crystallization, a spinodal does not occur also in multi-component liquids as far as the basic assumption of CNT is fulfilled, i.e., that the composition and/or structure of the critical clusters are not affected by the variations of pressure and temperature.

For this reason, in the application to melt crystallization, correction terms to the Tolman parameter cannot be advanced relying on specific properties of the spinodal curve, as will be done here later in the application to condensation and boiling. However, for both temperature- and pressure-induced crystallization, there exists a well-defined maximum of the steady-state nucleation rate in dependence on either temperature or pressure. This basic feature can be employed to advance a more precise specification of the Tolman parameter, treating it in a more general manner as compared to its original meaning (see Equation (5) and its analysis). Details of such an approach are given in [15].

Finally, we would like to remind that for large degrees of undercooling, additional terms have to be accounted for in our relations, modifying possibly the above derived general conclusions for that range of supersaturations (see also [24]). One of these factors is the effect of different values of the pressure in the cluster phase as compared to the surrounding liquid; other factors which may affect the value of the surface tension are connected with possible changes of the composition and/or structure of the critical clusters in dependence on the variations of pressure and temperature. In line with the basic assumptions of CNT, the latter effects are completely neglected here. We will return briefly to this topic comparing our theoretical results with experimental data.

### 3.3. Brief Comparison with Experimental Data and Computer Simulation Studies

In our approach, the increase of the degree of deviation from equilibrium (both via the decrease of temperature, $(d\sigma/dT)_p > 0$, and the increase of pressure, $(d\sigma/dp)_T < 0$) results as a rule in a decrease of the surface tension. Such dependence can be interpreted as a particular realization of the principle of Le Chatelier–Braun [23] according to which the reaction of a system to external changes (increase of degree of metastability) causes a response (change of the interfacial energy favoring nucleation) counteracting it. This result is in line with the majority of theoretical and experimental investigations proving the decrease of the melting entropy with the size of a crystallite [68–70]. Note, however, that also alternative results have been reported [71], and they can be interpreted by specific features.
of the nanoclusters like clusters “having geometries that are substantially different from the bulk material”, as formulated as an explanation in the latter cited paper. In order to explain such effects in terms of Gibbs’ theory, we have, however, to go beyond Gibbs’ standard treatment employed in CNT as discussed in the Introduction to the present paper. As mentioned there, this is a topic beyond the scope of the present analysis. Experimental data on crystal nucleation rates and the dependence on temperature [57,72–81] supply us with an additional confirmation of our theoretical results, showing that the mentioned additional effects can be actually neglected in a variety of applications.

A detailed molecular dynamics (MD) analysis of the mechanism of crystal nucleation in one-component systems and the basic thermodynamic parameters affecting it was performed by one of us and colleagues in [63,82–86]. The respective analysis was devoted to MD simulations modeling of the kinetics of spontaneous crystal nucleation in under-cooled one-component Lennard–Jones liquids and a detailed comparison with the basic assumptions and results of CNT. In particular, the interfacial energy density of the critical crystal nucleus was determined. Simultaneously, the interfacial energy density was computed by MD methods for the planar liquid–crystal interface [85]. It was found that for typical sizes of the critical nuclei in the range of 0.7–1.0 nm, the value of the effective specific interfacial energy differed from that of the planar interface by less than 15%. A comparison of the MD-results with the classical nucleation theory shows that for the considered case of crystallization of one-component liquids, they are in good agreement not only with respect to the final result, the nucleation rate, but also with respect to the parameters entering it. Consequently, the results of MD simulations of crystallization in such simple one-component liquids demonstrate the validity of the basic assumptions and the final results of CNT for this particular case of phase formation. It is shown there that an increase of temperature leads to a monotonic increase of the interfacial free energy of the different orientations of the crystal phase at liquid–crystal equilibrium coexistence [85]. Similarly, the surface energy of the crystal-nucleus interface increases with increasing temperature. Both findings are in line with our analytical results. The effective surface energy of crystal-phase critical nuclei decreases linearly with increasing pressure in cases when pressure increase results in an increase of the degree of metastability. These results have been reconfirmed and further advanced in [87]. A linear increase of the surface tension with temperature was obtained by MD simulations of Ni and Al recently in [88]. A detailed comparison with estimates of the pressure and temperature dependence of the surface tension in application to ice-crystallization (see, e.g., [89–92]), being also in line with our results, will be presented in an accompanying paper [42]. Note that due to the specific properties of water, an increase of the degree of metastability is connected there with a decrease of pressure.

In [32–34], experimental data on the steady-state nucleation rate,

$$J = J_0 \exp \left( \frac{-W_c}{k_B T} \right)$$  \hspace{1cm} (71)

for different glass-forming systems were interpreted in terms of CNT utilizing the Tolman equation, Equation (3), for the description of the curvature dependence of the surface tension. In this approach, $\sigma_\infty$ and $\delta$ were taken as fit parameters. The results are shown in Figure 1. It is evident that the Tolman equation allows us to interpret the experimental data with dependence on temperature with high accuracy down to values of temperature corresponding to the maximum of the steady-state nucleation rate.
Figure 1. Steady-state nucleation rates of several glass-forming melts and their interpretation via Equation (71) utilizing the Tolman equation with parameters as given in Table 1 (see also the text and the caption to Table 1 for more details). As is evident, the Tolman equation with appropriate values of $\sigma_\infty$ and $\delta$ allows a good description of the experimental data down to temperatures corresponding to the maximum of the steady-state nucleation rate. For lower temperatures, additional factors affecting nucleation have to be accounted for going beyond CNT (for details, see [6,7,32–34]).

Table 1. Values of the parameters determining the crystal nucleation rates obtained in different ways as described in the text and in more detail in [15]. $\sigma_\infty$ and $\delta$ given in the second and fourth columns of the table were obtained in [32–34] as fit parameters in order to achieve the best fit of experimental data on steady-state nucleation rates to theoretical predictions utilizing Equation (3) for the description of the curvature dependence of the surface tension. In the approach employed here, $\delta_\infty$ is determined via Equation (69). The respective data are given in the sixth column of the table. The parameters are computed for 22.4Na$_2$O · 28.0CaO · 49.6SiO$_2$ (1N1C2S) [93], Na$_2$O · 2CaO · 3SiO$_2$ (1N2C3S) [94–96], 2Na$_2$O · 1CaO · 3SiO$_2$ (2N1C3S) [97], Li$_2$O · 2SiO$_2$ (L2S) [98], and BaO · 2SiO$_2$ (B2S) [99]. The data required for the calculations are taken from cited papers.

| Glass     | $\sigma_\infty$ [J m$^{-2}$] | $d_0$ (nm) | $\delta$ / $d_0$ | $d_0 / \sigma_\infty$ | $\sigma_\infty$ [J m$^{-2}$] | $d_0 / \sigma_\infty$ | $\sigma_\infty$ [J m$^{-2}$] |
|-----------|-----------------------------|-------------|------------------|------------------------|-----------------------------|------------------------|-----------------------------|
| 1N1C2S    | 0.243                       | 0.588       | 1.15             | 0.21                   | 0.21                        | 0.21                   | 0.17                        |
| 1N2C3S    | 0.235                       | 0.588       | 1.1              | 0.214                  | 0.214                       | 0.214                  | 0.17                        |
| 2N1C3S    | 0.225                       | 0.599       | 1.7              | 0.133                  | 0.133                       | 0.133                  | 0.118                       |
| L2S       | 0.238                       | 0.480       | 0.455            | 0.524                  | 0.24                        | 0.24                   | 0.24                        |
| B2S       | 0.197                       | 0.496       | 1.04             | 0.189                  | 0.112                       | 0.112                  | 0.112                       |

On the other hand, we can now try to describe the experimental data by determining $\delta$ via Equation (69). This relation allows one to determine the combination $(d_0 / \delta)\sigma_\infty$ via directly-measurable properties of both phases. The results are shown for several glass-forming melts in Table 1. As it turns out, the values of this combination obtained via the mentioned fit procedure and via Equation (69) are quite near each other. As a consequence, by utilizing Equation (69), we can describe the nucleation rate and related data in a first approximation with only one fit parameter, $\sigma_\infty$, but account via the mentioned approach also for the curvature dependence of the surface tension. Note that the theoretical estimates have been computed for real systems utilizing only directly-measurable parameters of the substances under consideration. In Table 1, the data are given for crystallization caused by variations of temperature. We expect a similar coincidence for crystallization caused by variations of pressure. A detailed analysis of the latter problems is considered as highly interesting.
However, although the values of the terms \((d_\sigma \sigma_\infty / \delta)\) obtained from experiment and by theoretical computations in application to crystallization are quite near to each other, the resulting curves for the steady-state nucleation rate differ partly significantly from the fitting curves shown in Figure 1. By choosing an appropriate value of \(\sigma_\infty\), one can bring the results to coincidence for the range of the maximum nucleation rates, but then, the results differ for higher values of temperature or vice versa. Consequently, in the further development of the theory outlined here, by utilizing appropriate generalizations of the Tolman equation as partly described here earlier, one can try to advance a more precise description. More details concerning this procedure can be found in [15] (Unfortunately, in the latter cited paper, the number one in one of the equations (Equation (69) here) was incorrectly omitted, and the respective procedure has to be repeated. This task is planned to be performed in a forthcoming study).

As already discussed in the Introduction and elaborated in more detail in Section 4, the situation with the curvature dependence of the surface tension is quite different in the description of condensation and boiling. Here, correction terms are absolutely essential in order to arrive at an at least qualitatively correct description of the curvature dependence of the surface tension in application to nucleation processes. This difference is caused by the existence of a spinodal and the resulting from it consequences for the dependence of the surface tension on the pressure or temperature for metastable states of the ambient fluid. Its dependence on cluster size for condensation and boiling can, as will be shown, appropriately be described by a generalization of Equations (4) or (5). Prior to that, we would like to draw attention to some problematic, from our point of view, statements concerning the Tolman equation and the Tolman parameter in crystal nucleation published quite recently.

3.4. Critical Analysis of Some Alternative Approaches

In [20], Gunawardana and Xueyu Song discussed the applicability of the Tolman equation to the description of crystal nucleation at fixed pressure and varying temperature. Their aim was formulated as follows: “In this paper, a theoretical model is developed and tested to calculate the curvature dependence of \(\gamma\) at a crystal-liquid interface. The first order correction to the \(\gamma_0\) due to the curvature \((1/R, R\) is the radius of the crystallite) can be expressed as

\[
\gamma(R, T) = \gamma_0(T) \left( 1 + \frac{2\delta}{R} \right),
\]

where \(\delta\) is called the Tolman length [11] in analogous to the liquid-vapor interface. To the lowest order, we assume that the temperature dependence of \(\delta\) is negligible. As the main result of this paper, an analytical expression for the constant \(\delta\) is derived from an equilibrium thermodynamic approach. Then the value of \(\delta\) is calculated using a spherical shape crystalline cluster which coexists with its liquid in atomistic simulations”. In our comments, we retain here their notations for the surface tension, \(\gamma\), and its value for a planar equilibrium coexistence of liquid and crystal, \(\gamma_0\), in order to compare their with our results using for that purposes the introduced earlier notations \(\sigma\) and \(\sigma_\infty\).

The mentioned authors (i) did not clarify in their paper why the reduction of the description of critical crystallites to a simplified model with a radius \(R\) is possible at all. Only performing in advance such an analysis, all questions concerning the uniqueness of the definition of the parameter \(\delta\) discussed by them in the final part of their paper could be excluded from the very beginning. Moreover, (ii) they did not derive one of their basic equations, here reproduced as Equation (72), but postulated it, referring to Tolman’s analysis. As noted here earlier, Tolman analyzed phase formation caused by the variation of pressure at constant temperature. For this reason, in their analysis, the questions remain open whether Tolman’s equation is applicable at all to crystallization initiated by variations of temperature and which parameters have actually to be determined. As shown by us, Tolman’s
approach can be employed resulting for the process considered by the authors into the following relations (see Equations (3) and (51)):

\[
\sigma(R) = \frac{\sigma_0}{1 + \frac{\delta}{R}}, \quad \sigma_\infty = \sigma_\infty(T_{eq}, p_{eq}), \quad \delta = \delta_\infty(T_{eq}, p_{eq}), \quad (73)
\]

\[
\delta_\infty(T_{eq}, p_{eq}) = \lim_{R \to \infty} \frac{\tilde{v}_a[(S_\sigma/A) - (n_\sigma/A)\tilde{\sigma}_p]}{\tilde{v}_a - \tilde{\sigma}_p}. \quad (74)
\]

The authors refer to Tolman’s original paper (here, [11]) and set \( \Gamma = 0 \) anyway. Such an approach is highly questionable since in such a case, in Tolman’s work, \( \delta(R) \) is equal to zero (see Equations (2) and (47)). At least, in the correct description, Equation (74), one substantial contribution is omitted. (iii) According to Equations (52) and (53), at constant temperature, the surface tension is a function either of pressure or of radius, allowing Tolman to formulate his dependence \( \sigma = \sigma(R) \). Similarly, at constant pressure, the surface tension is either a function of radius or temperature, but not of both parameters, as suggested by the authors in their equation, here given as Equation (72). Moreover, (iv) \( \sigma_\infty \) (or \( \gamma_0 \)) has (at constant pressure) one and only one value and cannot be treated as a function of temperature. Treating the dependence of the surface tension on radius, as stated by the authors, in the lowest order of \( 1/R \), then (v) \( \delta \) is by definition of the Tolman parameter independent of temperature, and this does not have to be proposed artificially. (vi) This limiting value of the parameter \( \delta = \delta_\infty(T_{eq}, p_{eq}) \) has to be computed for a planar equilibrium coexistence of liquid and crystal and not, as done by the authors, for a crystallite of finite size in the liquid. Provided the values of \( \delta \), given by Equation (47) or (51), could be computed for all values of cluster size in the interval of cluster size, \( (R, \infty) \), these values cannot be employed for the specification of the parameter \( \delta \) in Equation (3) or (5). Instead, it has to be utilized to solve the differential equation, Equation (1). Its solution would lead, in general, to results quite different from the Tolman equation (see, e.g., [12,13]). Of course, in an alternative approach as discussed by us, the Tolman equation can be generalized as expressed by Equations (4) and (5). However, in such a case, (vii) the generalized Tolman parameter is a function of the temperature or cluster radius and cannot be constant. Finally, the original form of the Tolman equation is Equation (73). Utilizing instead the approximation Equation (72), (viii) the Tolman parameter \( \delta \) employed by the authors is actually the Tolman parameter multiplied by minus one.

In their analysis, Gunawardana and Xueyu Song tried to formulate a differential equation for the change of the surface tension with temperature or critical cluster size, computing the derivative of \( \gamma \) in Equation (72) with respect to temperature. They obtained (assuming \( \delta \) to be independent of and \( \gamma_0 \) to be dependent on temperature):

\[
\frac{d\gamma}{dT} = \frac{d\gamma_0}{dT} \left( 1 + \frac{2\delta}{R} \right) - \frac{2\gamma_0 \delta}{R^2} \frac{dR}{dT}. \quad (75)
\]

The change of the surface area and, consequently, of the radius with temperature they estimated from the respective density variations of the bulk solid along the coexistence path (Equation (23) in [20]). Even provided Equation (75) would be true, (ix) such an approach is not correct. \( R \) is the critical cluster radius and has to be determined correctly via the equilibrium conditions. In general, the variation of the radius of the critical crystallite may be caused by both variations of the density, but also by changes of the number of particles in the critical clusters. Moreover, how can one seriously assume in the derivation the parameter \( \delta \) to be independent of temperature, obtaining as a consequence of such an assumption a result (Equation (22) in [20]) where \( \delta \) depends significantly on temperature? However, (x) even more serious problems exist with the herein discussed approach. Generally, it is always highly questionable to try to establish the differential equation describing a certain dependence having at one’s disposal only a very approximate solution. Moreover, as discussed in connection with Equations (73) and (74), \( \sigma_\infty = \sigma_\infty(T_{eq}, p_{eq}) \) and (since \( \gamma_0 \) is in their notation identical to \( \sigma_\infty(T_{eq}, p_{eq}) \) as
denoted by us) in Equation (75), the authors had to set \( \langle d\gamma_0/dT \rangle = 0 \). The solution of Equation (75) corrected in such way is quite different from Equation (72) with which the authors started. Finally, there is no need to try to establish in an artificial way the differential equation for the description of the curvature dependence of the surface tension. Employing Gibbs’ theory, for crystallization caused by the variation of temperature, it is given by an equation formulated already by Gibbs and then by Tolman, Equation (1), however as shown here with a value of \( \delta \) given by Equation (51). Consequently, the approach followed by the authors and their main result (as formulated by them) were incorrect.

Some other problematical aspects of the paper also have to be noted: (xi) The Tolman parameter in both its traditional definition as formulated by Tolman (Equation (3) or, in the application considered here, Equations (73) and (74)) is a function of pressure and temperature for the respective states of equilibrium coexistence of liquid and crystal. It is a function of temperature or cluster size in the generalization given by Equation (5). The statement in the abstract “The correction parameter (\( \delta \)), which is analogous to the Tolman length at a liquid-vapor interface, is found to be 0.48 ± 0.05 for a Lennard-Jones (LJ) fluid” should have been supplemented by the clarification “for the only one considered by us temperature”. The assumption followed by them in the analysis that it always has the same value is not correct. (xii) Assuming that for their simulation with 99,159 particles, macroscopic equilibrium is reached (Figure 1 in [20]), the surface tension for the equilibrium coexistence of crystal and liquid at a planar interface is estimated in reduced Lennard–Jones units as \( \gamma_0 = 0.368 \) at \( T_0 = 0.64 \). This is the value one has to use then in the expression for the work of critical cluster formation and not its value at a temperature below \( T_0 \), i.e., taking \( \gamma_0 = 0.340 \) at the temperature \( T = 0.58 \). This incorrect approach they had to compensate by curvature corrections to the surface tension, resulting in an increase of the surface tension with decreasing temperature or decreasing critical cluster size in order to arrive at an agreement between theory and simulation. This result is in contradiction with experimental data, molecular dynamics simulations, and theoretical predictions as summarized above and reconfirmed quite recently in [80,87]. (xii) Finally, being able to describe nucleation rate data by reaching an agreement between theory and experiment for only one selected temperature is commonly not considered as a convincing proof of the validity of the theoretical approach. Some more critical comments on the paper by Gunawardana and Xueyu Song [20] were given in [100].

In [21], B. Cheng and M. Ceriotti advanced an alternative approach to the determination of the Tolman length. They motivated their analysis by the importance of curvature corrections to the understanding of nucleation and coarsening. While the first statement is true, (i) in Ostwald ripening, curvature corrections to the surface tension do not play any significant role due to the relatively large average size of the clusters [101]. Further, they stated that in addition to the surface tension, the equimolecular dividing surface was introduced by Gibbs. The authors specified it by the condition that no surface excess of volume had to be accounted for if this particular dividing surface was chosen. However, (ii) for any dividing surface, the interface has a zero volume in the Gibbs approach. Moreover, they noted that the equimolecular dividing surface is commonly used when analyzing nucleation. This statement is also not correct. (iii) Almost all attempts to interpret nucleation data in terms of CNT utilize the surface of tension. In particular, the Gibbs–Tolman approach to the description of the curvature dependence of the surface tension also employs the surface of tension as the dividing surface and not the equimolecular dividing surface. With reference to Tolman [11], the authors stated that, for planar interfaces, the Tolman length is the difference between the location of the surface of tension and the equimolecular dividing surface. Again, (iv) this is true only for cases when the supersaturation is varied by changes of external pressure and not generally (see Equation (74)). It does not hold for phase formation caused by variations of temperature studied by the authors (see their Figure 1 in [21]).

Similar problems can be found also in the determination of the Tolman parameter in application to condensation and boiling. For example, in [22], the authors estimated the liquid–vapor surface tension from simulations of TIP4P/2005 water nano-droplets of sizes \( N = 100–2880 \) molecules over a temperature range \( T \approx 180–300 \) K. In their “thermodynamic route” of computations, they assumed \( \delta \) to be determined via \( \delta = (R_e - R_s) \) (their Equation (3)). The equimolecular dividing surface was not
correctly defined, but this was not the main problem; the main problem was that for the case of phase formation they considered (change of the degree of metastability by variation of temperature), $\delta$ is not given by their Equation (3), but by Equation (51) of the present paper. The way how our method can be applied to condensation and boiling processes will be addressed in the next section.

4. Application to Condensation and Boiling

4.1. Bulk Properties of Ambient and Newly-Evolving Phases, Binodal and Spinodal Curves

The correlation between capillarity and the entropy of the phase transformation has been so far widely discussed preferentially in application to crystal nucleation. This interest was caused by the absence of experimental data for the surface tension governing crystal nucleation. For this reason, estimates of the value of the surface tension for the equilibrium coexistence of liquid and crystal at planar interfaces have been advanced via the Stefan–Skapski–Turnbull relation, Equations (28) or (29).

In the present paper, we would like to analyze to what extent it can be of use also for the description of critical cluster formation in condensation and boiling.

As an example, we consider here one-component fluids described by the van der Waals equation of state. In dimensionless variables, this equation has the form [23,102]:

$$\Pi(\omega, \theta) = \frac{8\theta}{3\omega - 1} - \frac{3}{\omega^2}, \quad \Pi \equiv \frac{p}{p_c}, \quad \omega \equiv \frac{\vartheta}{\vartheta_c}, \quad \theta \equiv \frac{T}{T_c},$$

where $\vartheta$, $p$, and $T$ are the volume per particle, pressure, and temperature and by $\vartheta_c$, $p_c$, and $T_c$, the values of the same parameters in the critical point are denoted. As far as required in the computations, we will assign to the critical parameters the values $T_c = 647.1$ K, $p_c = 22.064 \times 10^6$ N/m$^2$, and $\vartheta_c = 9.3 \times 10^{-29}$ m$^3$, referring to water.

The chemical potential of the van der Waals fluid can be written as [103,104]:

$$\frac{\mu(\theta, \omega)}{p_c \vartheta_c} = -\frac{8\theta}{3} \ln(3\omega - 1) + \frac{8\theta \omega}{3\omega - 1} - \frac{6}{\omega} + \chi(\theta).$$

Here, $\chi(\theta)$ is some function of temperature, its form is irrelevant for the subsequent analysis. By reformulating Equation (16) in reduced variables defined via Equation (77), we obtain:

$$d\left(\frac{\mu(\theta, \Pi)}{p_c \vartheta_c}\right) = -\left(\frac{T_c}{p_c \vartheta_c}\right) \vartheta d\theta + \omega d\Pi,$$

$$g = -\left(\frac{p_c \vartheta_c}{T_c}\right) \frac{\partial}{\partial \theta} \left(\frac{\mu(\theta, \Pi)}{p_c \vartheta_c}\right) \bigg|_{\Pi}.$$

In order to obtain expressions for the entropy per particle of a van der Waals fluid, we have to express $\omega$ in Equation (78) as a function of $(\theta, \Pi)$ as given by Equation (76) and then perform the respective computations. Accounting in Equation (78) for the dependence $\mu = \mu(\theta, \omega(\theta, \Pi))$, we may write directly:

$$\frac{\partial \tilde{\mu}(\theta, \omega(\theta, \Pi))}{\partial \theta} \bigg|_{\Pi} = \frac{\partial \tilde{\mu}}{\partial \theta} \bigg|_{\omega} + \frac{\partial \tilde{\mu}}{\partial \omega} \bigg|_{\theta} \frac{\partial \omega}{\partial \theta} \bigg|_{\Pi}, \quad \tilde{\mu} = \frac{\mu(\theta, \omega)}{p_c \vartheta_c}.$$

A combination of Equations (76) and (78) yields:

$$\frac{\mu(\theta, \omega)}{p_c \vartheta_c} = -\frac{8\theta}{3} \ln(3\omega - 1) + \omega \Pi - \frac{3}{\omega} + \chi(\theta).$$
Equations (80)–(82) result in:
\[ \tilde{s} = - \left( \frac{p_c \varphi_c}{T_c} \right) \left\{ \frac{8}{3} \ln(3\omega - 1) + \frac{d\chi(\theta)}{d\theta} \right\} + \left[ \frac{8\theta}{3\omega - 1} + \Pi + \frac{3}{\omega^2} \frac{\partial \omega}{\partial \theta} \right] \bigg|_{\Pi} \right\} . \] (83)

Accounting for Equation (76), we finally obtain:
\[ \tilde{s} = - \left( \frac{p_c \varphi_c}{T_c} \right) \left\{ - \frac{8}{3} \ln(3\omega - 1) + \frac{d\chi(\theta)}{d\theta} \right\} . \] (84)

Utilizing the same procedure, we can then obtain the expression for the specific heat per particle of a van der Waals fluid via:
\[ \tilde{c}_p = T \left( \frac{\partial \tilde{s}}{\partial T} \right)_p = \theta \left( \frac{\partial \tilde{s}}{\partial T} \right)_\Pi = \theta \left( \frac{\partial \tilde{s}}{\partial \omega} \right)_\omega + \frac{3 \omega^2}{\partial \omega} \left| \Pi \right. \frac{\partial \omega}{\partial \theta} \right|_{\Pi} \right) . \] (85)

Employing Equation (84), Equation (85) leads to:
\[ \tilde{c}_p = \theta \left( \frac{p_c \varphi_c}{T_c} \right) \left( \frac{8}{3\omega - 1} \frac{\partial \omega}{\partial \theta} \right)_\Pi - \frac{d^2 \chi(\theta)}{d\theta^2} \right) . \] (86)

with:
\[ \frac{\partial \omega}{\partial \theta} \bigg|_{\Pi} = \frac{4\omega^3(3\omega - 1)}{3[4\theta\omega^3 - (3\omega - 1)^2]} . \] (87)

Finally, we obtain:
\[ \tilde{c}_p = \left( \frac{p_c \varphi_c}{T_c} \right) \left( \frac{32\theta\omega^3}{3[4\theta\omega^3 - (3\omega - 1)^2]} - \theta \frac{d^2 \chi(\theta)}{d\theta^2} \right) . \] (88)

The position of the spinodal, the border between the thermodynamically-metastable and -unstable states in the absence of heterogeneous nucleation centers, is given by the equation:
\[ \frac{d}{d\omega} \Pi(\theta, \omega) = 0 . \] (89)

For any value of temperature below the critical temperature (\( \theta < \theta_c = 1 \)), Equation (89) yields two solutions, which coincide at the critical point. The location of the binodal curve is determined by the conditions of thermodynamic equilibrium of vapor (gas) and liquid at a planar interface (equality of pressure and chemical potential), that is by the solution of the system of equations:
\[ \Pi(\theta, \omega_{gas}) = \Pi(\theta, \omega_{liq}) , \quad \mu(\theta, \omega_{gas}) = \mu(\theta, \omega_{liq}) . \] (90)

Similar to the above-discussed case, for any value of temperature in the range \( 0 < \theta < \theta_c = 1 \), Equation (90) yields one solution for \( \omega_g \) and one for \( \omega_l \). These two solutions coincide at the critical point, again. The binodal and spinodal curves are given in terms of reduced density, \( \rho = 1/\omega \), in Figure 2.

Numerical computations are frequently performed here assuming the reduced temperature to be equal to \( \theta = 0.7 \). In such a case, the values of the reduced volume at the binodal (\( \omega_b \)) and spinodal (\( \omega_{sp} \)) curves are given by:
\[ \omega_{b}^{(left)} = 0.467 , \quad \omega_{b}^{(right)} = 7.811 , \] (91)
\[ \omega_{sp}^{(left)} = 0.579 , \quad \omega_{sp}^{(right)} = 2.376 . \] (92)
Accordingly, the reduced equilibrium densities, $\rho = 1/\omega$, of liquid ($\rho_{l,0}$) and vapor ($\rho_{g,0}$) are:

$$\rho_{l,0} = \left(\omega_b^{(\text{left})}\right)^{-1} = 2.14, \quad \rho_{g,0} = \left(\omega_b^{(\text{right})}\right)^{-1} = 0.128,$$

and the densities at the liquid ($\rho_{l,sp}$) and vapor branches ($\rho_{g,sp}$) of the spinodal curve are:

$$\rho_{l,sp} = \left(\omega_b^{(\text{left})_{\text{sp}}}\right)^{-1} = 1.727, \quad \rho_{g,sp} = \left(\omega_b^{(\text{right})_{\text{sp}}}\right)^{-1} = 0.421 .$$

The non-equilibrium values of density of liquid and vapor will be denoted as $\rho_l$ and $\rho_g$, respectively. An illustration of these notations and results is given in Figure 2.

### Figure 2. Location of the binodal and spinodal curves for a van der Waals fluid (see also the text).

#### 4.2. Surface Tension

##### 4.2.1. Dependence of the Surface Tension on Pressure and Temperature

The Tolman parameter $\delta$ we determine here first in its original meaning for the limit of large critical cluster sizes ($\delta(R \to \infty) = \delta_\infty$) considering small deviations from thermodynamic equilibrium specified by the temperature, $T_b$, and the pressure, $p_b$, corresponding to states along the binodal curve. In such cases, the basic assumptions of CNT are fulfilled [3,4,103–105], the intensive state parameters of the critical clusters are widely identical to the state parameters of the newly-evolving macroscopic phase, and the parameters of the critical clusters are obtained by the equilibrium conditions as advanced by Gibbs in his classical treatment of interfacial phenomena [1].

For the determination of the dependence of the surface tension of droplets and bubbles of critical size on pressure and temperature, we employ here the approach developed by us in the application to crystal nucleation in [24–26] and advanced here. We arrive, again, at:

$$\frac{\sigma(T, p)}{\sigma(\infty, T, p_b)} \cong \frac{T}{T_b} \left( \frac{\bar{s}_b(T, p) - \bar{s}_a(T, p)}{\bar{s}_b(T, p_b) - \bar{s}_a(T, p_b)} \right),$$

and, similar to Equation (35), at:

$$\frac{\sigma(T, p)}{\sigma(T_b, p_b)} \cong \frac{T}{T_b} \left( 1 - \frac{\Delta \bar{s}_b(T_b, p_b)}{\Delta \bar{s}(T_b, p_b)} \frac{T_b}{T} - \frac{p_b}{T_b} \frac{\partial \bar{s}_b(T, p) \Delta \bar{s}(T_b, p_b)}{\Delta \bar{s}(T_b, p_b)} \right) \left( \frac{p - p_b}{p_b} \right).$$

(96)
with:

\[ 
\Delta \tilde{s}(T, p) = \tilde{s}_\beta(T, p) - \tilde{s}_\alpha(T, p), 
\]

\[ 
\tilde{\varepsilon}_p(T, p) = T \left( \frac{\partial \tilde{s}}{\partial T} \right)_p, \quad \Delta \tilde{\varepsilon}_p(T, p) = \tilde{\varepsilon}_{p\beta}(T, p) - \tilde{\varepsilon}_{p\alpha}(T, p), 
\]

\[ 
\tilde{\alpha}_p(T, p) = \frac{1}{\tilde{\beta}_\alpha} \left( \frac{\partial \tilde{s}}{\partial T} \right)_p, \quad \Delta [\tilde{\varphi}(T, p)\tilde{\alpha}_p(T, p)] = \varphi_{p\beta}(T, p)\tilde{\alpha}_{p\beta}(T, p) - \varphi_{p\alpha}(T, p)\tilde{\alpha}_{p\alpha}(T, p). 
\]

The ratios of the coefficients \((\Delta \tilde{\alpha}_p(T_b, p_b)/\Delta \tilde{s}(T_b, p_b))\) and \((p_b\Delta [\tilde{\varphi}(T, p)\tilde{\alpha}_p(T, p)])/\Delta \tilde{s}(T_b, p_b))\) in Equation (96) can be determined employing Equations (76), (84) and (88). The results are shown for different values of the reduced temperature \(\theta = \theta_b\) in Figure 3. For any value of \(\theta = \theta_b\), the pressure \(p_b\) is computed via Equation (90), determining the binodal curve of the van der Waals fluid.

\[ 
\begin{figure}
\centering
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figure3a}
\caption{(a) Parameters \((\Delta \tilde{c}_p(T_b, p_b)/\Delta \tilde{s}(T_b, p_b))\) with dependence on the reduced temperature \(\theta = \theta_b\).}
\end{subfigure}
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figure3b}
\caption{(b) \((p_b\Delta [\tilde{\varphi}(T, p)\tilde{\alpha}_p(T, p)])/\Delta \tilde{s}(T_b, p_b)\) with dependence on the reduced temperature \(\theta = \theta_b\).}
\end{subfigure}
\caption{Parameters \((\Delta \tilde{c}_p(T_b, p_b)/\Delta \tilde{s}(T_b, p_b))\) (a) and \((p_b\Delta [\tilde{\varphi}(T, p)\tilde{\alpha}_p(T, p)])/\Delta \tilde{s}(T_b, p_b)\) (b) with dependence on the reduced temperature \(\theta = \theta_b\). For any value of \(\theta = \theta_b\), the pressure \(p_b\) is computed via Equation (90), determining the binodal curve of the van der Waals fluid.}
\end{figure}

Having at one’s disposal these ratios, we can determine via Equation (96) the surface tension of critical clusters in dependence on pressure and temperature. In particular, we can also predict how the surface tension is changed along the binodal curve. For such purposes, we select a particular reference state, \((T^\text{ref}_b, p^\text{ref}_b)\), along the binodal curve and determine then the ratio of the values of the surface tension for different values of temperature and pressure along the binodal. For an illustration, in Figure 4, we take as the reference state \(T = 0.7T_c\) and the respective value of pressure and compute the ratio \(\sigma(T_b, p_b)/\sigma^\text{ref}\) in dependence on temperature and pressure along the binodal curve.

\[ 
\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure4}
\caption{Change of the surface tension along the binodal curve computed via Equation (96). As the reference state, the temperature \(T^\text{ref}_b = 0.7T_c\) and the corresponding value of pressure, \(p^\text{ref}_b\), along the binodal curve were chosen.}
\end{figure} \]
4.2.2. Determination of the Tolman Parameter

In order to determine the Tolman parameter, \( \delta = \delta_{\infty} = \delta(R \to \infty) \), in Equation (3), we rewrite this equation in the form:

\[
\delta_{\infty}(T_b, p_b) = \lim_{R \to \infty} \left\{ \frac{R}{2} \left( \frac{\sigma_{\infty}(T_b, p_b)}{\sigma(R)} - 1 \right) \right\} = \lim_{R \to \infty} \left\{ \frac{R}{2\sigma} \sigma_{\infty}(T_b, p_b) \left( 1 - \frac{\sigma}{\sigma_{\infty}(T_b, p_b)} \right) \right\} .
\] (98)

In addition to Equation (96), we employ the equilibrium conditions:

\[
p_{\alpha} - p = \frac{2\sigma}{R}, \quad \mu_{\alpha}(T, p_{\alpha}) = \mu_{\beta}(T, p) .
\] (99)

Let us consider first condensation and boiling at \( T = T_b \) caused by variation of pressure, i.e., moving along the respective isotherm (see Figure 5). In such a case, we may replace the pressure difference via:

\[
\mu_{\alpha}(T_b, p_{\alpha}) = \mu_{\alpha}(T_b, p_b) + \delta_{\alpha}(T_b, p_b)(p_{\alpha} - p_b),
\] (100)

\[
\mu_{\beta}(T_b, p) = \mu_{\beta}(T_b, p_b) + \delta_{\beta}(T_b, p_b)(p - p_b),
\] (101)

resulting in:

\[
\delta_{\alpha}(T_b, p_b)(p_{\alpha} - p_b) = \delta_{\beta}(T_b, p_b)(p - p_b),
\] (102)

or:

\[
p_{\alpha} - p = (p_b - p)\left( 1 - \frac{\delta_{\beta}(T_b, p_b)}{\delta_{\alpha}(T_b, p_b)} \right).
\] (103)

Equations (96), (98) and (99) yield:

\[
\delta_{\infty}(T_b, p_b) = \frac{\sigma_{\infty}(T_b, p_b)\delta_{\alpha}(T_b, p_b)}{p_b[\delta_{\beta}(T_b, p_b) - \delta_{\alpha}(T_b, p_b)]} \left( \frac{p_b\Delta[\delta(T_b, p_b)]}{\Delta s(T_b, p_b)} \right) .
\] (104)

Figure 5. Four possible paths (two for boiling and two for condensation) to generate metastable initial states caused by either variation of pressure at constant temperature or variation of temperature at constant pressure analyzed in the present paper. (a) Different isotherms of the van der Waals fluid, (b) Illustration of the different ways to generate metastable states.

Similarly, we may proceed considering condensation and boiling at \( p = p_b \) caused by variations of temperature (see, again, Figure 5 for an illustration). Here, we may write:

\[
\mu_{\alpha}(T, p_{\alpha}) = \mu_{\alpha}(T_b, p_b) + \delta_{\alpha}(T_b, p_b)(p_{\alpha} - p_b) - \delta_{\alpha}(T_b, p_b)(T - T_b),
\] (105)

\[
\mu_{\beta}(T, p_b) = \mu_{\beta}(T_b, p_b) - \delta_{\beta}(T_b, p_b)(T - T_b),
\] (106)
resulting in
\[ p_a - p_b = \frac{-\bar{s}_b(T_b, p_b) - \bar{s}_a(T_b, p_b)}{\bar{a}_a(T_b, p_b)} (T - T_b). \] (107)

Equations (96), (98) and (99) yield in the limit \( T \to T_b \):
\[ \delta_{\infty}^{(T)}(T_b, p_b) = \frac{\sigma_\infty(T_b, p_b)}{T_b} \left[ \bar{a}_a(T_b, p_b) - \bar{a}_a(T_b, p_b) \right] \left( 1 + \frac{\Delta \bar{c}_p(T_b, p_b)}{\Delta \bar{s}(T_b, p_b)} \right). \] (108)

The differences \( \Delta \bar{c}_p, \Delta \bar{s} \) and \( \Delta (\bar{c} \bar{s}_p) \) have to be taken at a pressure and a temperature corresponding to the respective equilibrium state \((T_b, p_b)\).

Following Stefan’s considerations (see Section 2.2) and the implementation as given here, we obtain for the Tolman parameter in application to condensation:
\[ \delta_{\infty}^{(p)}(T_b, p_b) = \frac{\sigma_\infty(T_b, p_b)}{p_b} \left[ \bar{a}_a(T_b, p_b) - \bar{a}_a(T_b, p_b) \right] \left( 1 + \frac{\Delta \bar{c}_p(T_b, p_b)}{\Delta \bar{s}(T_b, p_b)} \right) \] for droplets, (109)
\[ \delta_{\infty}^{(T)}(T_b, p_b) = \frac{\sigma_\infty(T_b, p_b)}{T_b} \left[ \bar{a}_a(T_b, p_b) - \bar{a}_a(T_b, p_b) \right] \left( 1 + \frac{\Delta \bar{c}_p(T_b, p_b)}{\Delta \bar{s}(T_b, p_b)} \right) \] (110)
for both considered cases. As evident from Equations (109) and (110), the Tolman parameters are determined both via the bulk properties of the fluid under consideration and the value of the surface tension, all of them taken for pressure and temperature along the binodal curve. Their dependence on temperature and pressure along the binodal curve is illustrated in Figure 6. In the respective computations, the dependence of surface tension on temperature and pressure along the binodal curve is computed via Equation (96), again (see also Figure 4).

Figure 6. Change of the Tolman parameters in dependence on temperature and pressure along the binodal curve. As the reference state, the temperature \( T_{\text{ref}} = 0.7 T_c \) and the corresponding value of pressure \( p_{\text{ref}} \) along the binodal curve has been chosen. The value of the surface tension at this reference state is taken equal to \( \sigma_{\text{ref}} = 0.1 \text{ J/m}^2 \). The Tolman parameter is expressed in dimensionless units, \( \tilde{\delta}_{\infty}(T_b, p_b) = \delta_{\infty}(T_b, p_b) / \sqrt{\bar{a}_a(T_{\text{ref}}, p_{\text{ref}})} \).
According to Gibbs’ theory of surface phenomena, the Tolman parameters for the description of the formation of critical droplets and bubbles are given by Equations (47) and (51). Equation (47) immediately yields \( \delta^{(p)}_\infty (\text{bubbles}) = -\delta^{(p)}_\infty (\text{droplets}) \) or:

\[
\delta^{(p)}_\infty (T_{b}, p_b) = -\frac{\sigma_\infty (T_{b}, p_b) \bar{\delta}_l (T_{b}, p_b)}{p_b [\bar{\delta}_l (T_{b}, p_b) - \bar{\delta}_l (T_{b}, p_b)]} \left( \frac{p_b \Delta (\bar{\delta}_p)}{\Delta \bar{\delta}} (T_{b}, p_b) \right)
\]

for bubbles . \( (111) \)

Setting in Equation (51) \( S_\sigma \cong n_\sigma \delta_\sigma \) (the superficial entropy per particle is assumed to be equal to the respective value of the cluster phase), we obtain with Equation (47) in the application to bubble formation:

\[
\delta^{(T)}_\infty \cong \delta^{(p)}_\infty \left(1 - \frac{\bar{\delta}_l}{\bar{\delta}_l} \right),
\]

\[
\delta^{(T)}_\infty (T_{b}, p_b) = \sigma_\infty (T_{b}, p_b) \left( \frac{\Delta (\bar{\delta}_p)}{\Delta \bar{\delta}} (T_{b}, p_b) \right)
\]

for bubbles . \( (113) \)

The dependencies of the Tolman parameter on temperature for the case of the formation of bubbles are also shown in Figure 6. For the phase formation caused by the variation of pressure, the absolute value of the Tolman parameter is identical for condensation and boiling, in the alternative case, in general not. We will return to a discussion of this topic later.

4.2.3. Generalization of the Tolman Equation in the Application to Condensation and Boiling: Account of the Existence of the Spinodal Curve

Utilizing Gibbs’ method of the description of surface phenomena [1], it can be shown that the surface tension (referring to the surface tension) approaches zero at the spinodal as:

\[
\sigma(R) \to 0 , \quad R \to 0 , \quad \sigma \propto R ,
\]

i.e., the surface tension approaches zero linearly with the radius of the critical bubble, respectively the critical drop. This result was obtained first by Rusanov [46] using his modification of Gibbs’ theory. This conclusion is essentially based on the following argumentation: (i) For any state \((T_{sp}, p_{sp})\) of the ambient fluid approaching the spinodal curve, the work of critical cluster formation, \( W = (1/3)\sigma A, A = 4\pi R^2 \) (Equation (7)), approaches zero [1]. For this reason, either the surface tension, or the radius of the critical cluster, or both have to approach zero. (ii) Utilizing Gibbs’ method for the determination of the properties of the critical clusters (drops or bubbles), even for such particular states along the spinodal curve, the thermodynamic driving force, \( (p_a - p_{sp}) \) (see e.g., Equations (8), (9) and (99)), remains finite. (iii) As the only consequence, it follows that both the surface tension and the radius of the critical cluster have to approach zero in approaching the spinodal, but their ratio has to be finite, as expressed by Equation (114).

The type of behavior as described by Equation (114) is reflected correctly by the original version of the Tolman equation, Equation (3), but not by its extension, Equation (4). On the other hand, Equation (3) supplies us with the description of the curvature dependence of the surface tension in the limit \( R \to \infty \) and not in the limit \( R \to 0 \). For this reason, another approximation for the curvature dependence of the surface tension in condensation and boiling is required if one wants to include in the description both limiting cases of behavior near a planar interface and in the approach to the spinodal curve. Such an equation can be derived based on the results outlined in [12,13].

In these papers [12,13], it was shown that a variety of equations proposed for the description of the curvature dependence of the surface tension can be described by the following ansatz for the function \( \delta = \delta(R) \) in Equations (1) and (2):

\[
\delta(R) = \delta_\infty \left( \frac{R + b}{R + a} \right),
\]

\( (115) \)
where $a$ and $b$ are parameters reflecting specific properties of the fluid under consideration. Such an ansatz results in dependencies $\sigma = \sigma(R)$, which can be approximated by the relation:

$$\sigma(R) = \frac{\sigma_\infty}{\sqrt{1 + \frac{4\delta_\infty}{R} + \left(\frac{L_\infty}{R}\right)^2}}, \quad (116)$$

For the limiting cases, $R \to \infty$ and $R \to 0$, this relation yields:

$$\sigma(R) \cong \sigma_\infty \left(1 - \frac{2\delta_\infty}{R}\right) \quad \text{for} \quad R \to \infty, \quad (117)$$

$$\sigma(R) \cong \left(\frac{\sigma_\infty}{L_\infty}\right) R \quad \text{for} \quad R \to 0, \quad (118)$$

in line with Equations (3) and (114). Utilizing the equilibrium conditions, Equation (99), we obtain the following estimate for the values of the parameter $L_\infty(p_{sp}, T_{sp})$ along the spinodal curves:

$$L_{\infty} = \frac{2\sigma_\infty}{p_a - p_{sp}}, \quad \mu_a(T_{sp}, p_a) = \mu_\beta(T_{sp}, p_{sp}), \quad (119)$$

For any set of values $(T_{sp}, p_{sp})$, Equation (119) allows us to determine the appropriate value of the pressure in the critical cluster, $p_a$, and as a consequence, the value of $L_\infty$. In its determination, we will follow here an approximative approach involving a Taylor expansion of the chemical potentials.

Going over to the determination of the parameter $L_{\infty}$ for the different cases analyzed, let us consider first, again, condensation and boiling at $T = T_b$ caused by variations of pressure, i.e., via a process characterized by the horizontal line in Figure 2 starting at the binodal and approaching the spinodal from one of both sides (see, again, also Figure 5 for an illustration). For such cases, we arrive at:

$$L_{\infty}^{(p)} = \frac{2\sigma_\infty(T_b, p_b)}{p_a - p_{sp}}, \quad \mu_a(T_b, p_a) = \mu_\beta(T_b, p_{sp}), \quad T = T_b. \quad (120)$$

Here, the superscript $p$ in $L_{\infty}^{(p)}$ specifies again that the metastable state is created by the variation of pressure. By a Taylor expansion of the chemical potentials with respect to pressure in the vicinity of $p_b$, we get (with $\mu_a(T_b, p_b) = \mu_\beta(T_b, p_{sp})$) approximately:

$$p_a - p_{sp} \cong (p_b - p_{sp}) \left(1 - \frac{\delta_\beta}{\delta_a}\right) \quad (121)$$

and:

$$L_{\infty}^{(p)} \cong \frac{2\sigma_\infty(T_b, p_b)}{p_a - p_{sp}} \frac{\delta_a(T_b, p_b)}{\delta_\beta(T_b, p_b)} - \frac{\delta_\beta(T_b, p_b)}{\delta_\beta(T_b, p_b)}, \quad T = T_b. \quad (122)$$

For condensation and boiling at constant external pressure $p = p_\beta = p_b$ caused by the variation of temperature, we get instead (see, again, Figure 5 for an illustration):

$$L_{\infty}^{(T)} = \frac{2\sigma_\infty(T_b, p_b)}{p_a - p_b}, \quad \mu_a(T_{sp}, p_a) = \mu_\beta(T_{sp}, p_b), \quad p_\beta = p_b. \quad (123)$$

Here, the superscript $T$ in $L_{\infty}^{(T)}$ specifies again that the metastable state is created by the variation of temperature. Employing the same method as in the derivation of Equation (122), we obtain instead:

$$p_a - p_b \cong (T_{sp} - T_b) \left(\frac{\delta_\beta}{\delta_a}\right) \quad (124)$$
and:

$$L^{(T)}_{\infty} \approx \frac{2 \sigma_0 (T_b, p_b)}{(T_{sp} - T_b)} \left( \frac{\vartheta_\alpha(T_b, p_b)}{\vartheta_\alpha(T_b, p_b)} \right)$$

\(\vartheta_\beta(T_b, p_b) = \vartheta_\beta(p_b)\).

In analogy to Equations (109) and (111), we obtain:

$$L^{(p)}_{\infty} \approx \frac{2 \sigma_0 (T_b, p_b)}{(p_b - p_{sp})} \left( \frac{\vartheta_\beta(T_b, p_b)}{\vartheta_\beta(T_b, p_b)} \right)$$

for droplets and:

$$L^{(p)}_{\infty} \approx \frac{2 \sigma_0 (T_b, p_b)}{(p_b - p_{sp})} \left( \frac{\vartheta_\beta(T_b, p_b)}{\vartheta_\beta(T_b, p_b)} \right)$$

for bubbles. The dependence of these parameters on temperature involving Equations (120)–(127) is illustrated in Figure 7.
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**Figure 7.** Correction parameters, \(L_{\infty}\), in the expression for the curvature dependence of the surface tension, of critical droplets and bubbles, Equation (116), as defined by Equations (126) and (127). As the reference state, the temperature \(T_{ref}^b = 0.7 T_c\) and the corresponding value of pressure, \(p_{ref}^b\), along the binodal curve were chosen. The value of the surface tension at this reference state is taken equal to \(\sigma_{ref} = 0.1 J/m^2\), again. The correction parameter is expressed in dimensionless units, \(\tilde{L}_{\infty} = \frac{L_{\infty} (T_b, p_b)}{\sqrt[3]{\vartheta_\beta(T_b, p_b)}}\), and since it enters Equation (103) as \(L_{\infty}^{2}\), its absolute value is shown.

The four different situations are illustrated at Figure 5. Note that the values of \(T_{sp}\) and \(p_{sp}\), entering Equations (126) and (127), are different for the different modes of the generation of metastable states.

Once we have determined \(\delta_{\infty}\) and \(L_{\infty}\), we can arrive at the dependencies for \(\sigma(R)\) on \(R\) as described via Equation (116) for the possible different paths of the generation of metastable states. As an example, we consider condensation and boiling for one reference state \(T = 0.7 T_c\) and the respective value of pressure and consider the dependence \(\sigma = \sigma(R)\) for boiling and condensation.
both if pressure and temperature are changed. The results are illustrated in Figure 8. In contrast to crystallization, here, the correction term in the expression for the curvature dependence of the surface tension is essential to arrive at a correct description in the whole range of metastable states. In the application to the experiment, the method has, similarly to crystallization, the huge advantage that for the determination of the parameters $\delta_\infty$ and $L_\infty$, only directly-measurable parameters of both fluid phases are required. This feature results in huge advantages in the application to the interpretation of experimental data, in particular, on nucleation.
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Figure 8. $\sigma(R)/\sigma_\infty(T_b, p_b)$ for four different cases of phase formation. Here, we consider one reference state $T = 0.7T_c$ and the respective value of pressure, $p_b$, and compute the dependence $\sigma(R)$ for boiling and condensation both if pressure or temperature is changed. The reference value of the surface tension is taken equal to $\sigma_{\text{ref}} = \sigma_\infty(T_b = 0.7T_c, p_b = p_b(0.7T_c)) = 0.1 \text{ J/m}^2$, again. The radius is shown in dimensionless units $\tilde{R} = R/d$ with $d = \sqrt[3]{\bar{v}(T_b, p_b)} = 3.515 \cdot 10^{-10} \text{ m}$. Note that the same method can be employed always if a spinodal exists for the system under consideration, like, e.g., in segregation processes in solutions [106,107] or crystallization in multi-component systems provided the composition of the newly-formed crystalline aggregates depend on pressure and/or temperature, and/or the size of the crystal clusters (as noted, if, at least, one of these conditions is not fulfilled, then there does not exist a spinodal in melt crystallization [7,25,26]).

4.3. Comparison with Density Functional Studies: The van der Waals Approach

4.3.1. Some Introductory Comments

In the preceding sections, we employed the classical Gibbs’ theory of surface phenomena and their consequences in order to arrive at a new general relation for the curvature dependence of the surface tension of drops and bubbles covering metastable initial states in the whole range from the binodal to the spinodal curves. It involves a well-founded assumption, formulated already by Gibbs [1], that the work of critical cluster formation tends to zero at the spinodal curve.

Reinventing the van der Waals approach [44,45] in the description of inhomogeneous systems, Cahn and Hilliard [108] reconfirmed this result and developed an alternative method of description of the properties of critical clusters and their properties. These results were somewhat later advanced by Lifshitz and Kagan [109]. The van der Waals approach and more advanced density functional computations lead to different predictions concerning the properties of critical clusters and their
sizes in dependence on supersaturation as compared with Gibbs’ classical method. These differences could be reconciled by us advancing a generalization of Gibbs’ classical treatment first in application to segregation processes in solutions [106,107] and then to the description of condensation and boiling [103–105]. In agreement with density functional approaches, the work of critical cluster formation is shown to approach zero at the spinodal, but the size of the critical clusters tends to infinity. Furthermore, the bulk state parameters of the critical clusters are different when compared with the predictions of Gibbs’ classical approach: the bulk state parameters of the critical clusters approach the respective values of the ambient phase. As a consequence, both thermodynamic driving force and surface tension tend to zero. A detailed discussion is given in the cited papers.

In the present paper, we will concentrate on only one topic. We analyze the question whether the work of critical cluster formation obtained via density functional computations can be described appropriately in terms of Gibbs’ classical theory utilizing the new equation advanced by us for the curvature dependence of the surface tension of critical droplets and bubbles, Equation (116). In more detail, the procedure is the same as described in Section 3.1. We compute the dependence of the work of critical cluster formation on the degree of supersaturation and check whether it can be interpreted, determining the bulk properties of the critical clusters via Gibbs’ theory and the surface tension via Equation (116).

4.3.2. Planar Interfaces

The Gibbs or Helmholtz free energies of an inhomogeneous system with a planar interface can be written in terms of van der Waals’ theory of capillarity as a functional [44,45]:

\[
F = A \int_{-\infty}^{+\infty} \left[ f(\rho) + \kappa \left( \frac{d\rho}{dz} \right)^2 \right] dz .
\] (128)

Here, we employ a system of coordinates where the \((x, y)\)-plane is located in the interfacial zone and the \(z\)-axis is located perpendicular to the interface; with an increase of \(z\), we go over from the liquid to the vapor. In Equation (128), \(A\) is the surface area, \(f(\rho)\) the volume density of Gibbs’ free energy, and \(\kappa\) a coefficient determining the magnitude of interfacial effects. For the bulk density of the Gibbs’ free energy, we have:

\[
f(\rho) = -\frac{3}{2} \rho k_B T \ln \left( \frac{2\pi m k_B T}{h^2} \right) - \rho k_B T \ln \left( \frac{1 - b \rho}{\rho} \right) - \rho k_B T - a \rho^2 ,
\] (129)

where the parameters \(a\) and \(b\) are determined by the interaction potential of the particles. In a system of hard spheres with the Katz potential:

\[
\varphi(\bar{r}) = \begin{cases} 
\infty, & \bar{r} \leq d \\
-\varepsilon \exp \left( -\frac{\bar{r}}{d} \right), & \bar{r} > d, 
\end{cases}
\] (130)

we obtain:

\[
b = 2/3\pi d^3 , \quad (131)
\]

\[
a = -2\pi \int \varphi(\bar{r}) \bar{r}^2 d\bar{r} = 15b \varepsilon \varepsilon . \quad (132)
\]

Here, \(d\) is a parameter determining the size of the hard spheres. In the mean-field approach utilized in the derivation of Equation (129), the coefficient \(\kappa\) does not depend on thermodynamic parameters and can be computed via the interaction potential, resulting in:

\[
\kappa = -\frac{\pi}{3} \int \varphi(\bar{r}) \bar{r}^3 d\bar{r} = \frac{13}{6} a \left( \frac{3b}{2\pi} \right)^{2/3} . \quad (133)
\]
For the surface tension at a planar interface, we may write generally:

\[
\sigma_{\infty} = \frac{(F - F' - F'')}{A} = f - f' - f'' = \int_{-\infty}^{+\infty} \left[ \Delta f + \kappa \left( \frac{d\rho}{dz} \right)^2 \right] dz ,
\]

(134)

\[
\Delta f = f - f' - (\rho - \rho'') \frac{\partial f}{\partial \rho} \bigg|_{\rho=\rho''} .
\]

(135)

Here, \( F' \) and \( F'' \) are the Gibbs free energies of the liquid and gas phases in the condition that the respective phases remain homogeneous up to the dividing surface. By minimization of the functional, Equation (134), we obtain the density profile in the interfacial region:

\[
z = \int_{\rho''}^{\rho} \left( \frac{\kappa}{\Delta f} \right)^{1/2} d\rho
\]

(136)

and the surface tension in the form:

\[
\sigma_{\infty} = 2 \int_{-\infty}^{+\infty} \frac{\Delta f \, dz}{\rho''} = 2 \int_{\rho''}^{\rho} \left( \kappa \Delta f \right)^{1/2} d\rho .
\]

(137)

Similarly to Equation (77), we will now utilize reduced thermodynamic parameters:

\[
\Pi \equiv \frac{p}{p_c} , \quad \theta \equiv \frac{T}{T_c} , \quad \psi \equiv \frac{\rho}{\rho_c} ,
\]

\[
\phi = \frac{f}{f_c} , \quad \gamma = \frac{\sigma}{\rho_c^{1/3} k_B T_c} , \quad \xi = 2\rho_c^{1/3} , \quad \lambda = \frac{\kappa}{\left( 3k_B T_c / 8\rho_c^{5/3} \right)} .
\]

(138)

(139)

The critical values of the respective quantities are defined as:

\[
T_c = \frac{8a}{27k_Bb} , \quad p_c = f_c = \frac{a}{27b} , \quad \rho_c = \frac{1}{3b} .
\]

(140)

In such reduced parameters, we obtain the following expression for the surface tension:

\[
\gamma = \left( \frac{3}{4} \right)^{1/2} \int_{\phi''}^{\phi'} \frac{\chi}{\phi''} (\Delta \phi)^{1/2} d\phi ,
\]

(141)

where:

\[
\Delta \phi = \frac{8}{3} \psi \theta \ln \left( \frac{\psi (3 - \psi''')}{\psi'' (3 - \psi)} \right) + 8\theta \frac{\psi'' - 3 (\psi'' - \psi)}{3 - \psi''} - 3 (\psi'' - \psi)^2 .
\]

(142)

The results of the computations of the pressure, the densities, and the surface tension are given in Table 2 and are illustrated in Figures 9 and 10.
Table 2. Results of the computations of the pressure, $\Pi$, the densities, $\psi'$ and $\psi''$, in the liquid and vapor phases, and of the surface tension, $\gamma$.

| $\theta$ | $\Pi$  | $\psi'$ | $\psi''$ | $\gamma$ |
|----------|--------|---------|----------|----------|
| 0.66     | 0.147  | 2.212   | 0.096    | 1.26     |
| 0.70     | 0.200  | 2.140   | 0.128    | 1.06     |
| 0.75     | 0.283  | 2.042   | 0.177    | 0.81     |
| 0.80     | 0.383  | 1.933   | 0.240    | 0.58     |
| 0.85     | 0.504  | 1.807   | 0.320    | 0.38     |
| 0.90     | 0.647  | 1.657   | 0.426    | 0.21     |
| 0.95     | 0.812  | 1.462   | 0.579    | 0.075    |

Figure 9. Results of the computations (see the text). By $a$, $a_1$, and $a_2$, the surface area is denoted as indicated in the figure.
Figure 10. Illustration of the results given in Table 2. The dependence of the surface tension on temperature for states along the binodal is shown in Figure 9b in a form similar to the results shown in Figure 4. Again, $T = 0.7$ is taken as the reference state, and the surface tension is shown as $\gamma(T_b, p_b) / \gamma(T_{ref}^{ref}, p_{ref}^{ref})$ versus temperature using the results given in the table.

4.3.3. Determination of the Tolman Parameter in van der Waals’ Theory of Capillarity

According to its definition, Equation (2), the value of the Tolman parameter for a planar interface in the chosen system of coordinates is given by:

$$\delta_{no} = z_c - z_t . \quad (143)$$

Here, $z_c$ describes the location of the equimolecular dividing surface and $z_t$ the location of the surface tension. Utilizing the notations outlined in Section 4.3.2, Equation (136) may be written as:

$$\xi_t = \lambda^{1/2} \int_{\psi''}^{\psi'} (\Delta \phi)^{-1/2} d\psi. \quad (144)$$

For the Katz potential, the parameter $\kappa$ is given by Equation (133) and can be written in a reduced form as:

$$\lambda = \frac{13}{2(2\pi)^{2/3}}. \quad (145)$$

Utilizing Equation (144), we determine the density profile in the planar interfacial zone at temperatures $\theta = 0.7, 0.8,$ and $0.9$. For such a purpose, we separate the integral into two terms as:

$$I = \int_{\psi''}^{\psi'} (\Delta \phi)^{-1/2} d\psi + \int_{\psi_0}^{\psi'} (\Delta \phi)^{-1/2} d\psi = I_1 + I_2, \quad (146)$$

where as a first approximation, we may write $\psi_0 = (\psi' + \psi'') / 2$. By varying the value of $\psi_0$, we may reach the equality of the values of both integrals, $I_1 = I_2$. The value of $\psi_0$, at which this equation holds, determines the location of equimolecular dividing surface. We now move the origin of the system of coordinates into the equimolecular dividing surface. With such a choice of the reference system, we get $z_c = 0$. The location of the surface tension, $z_t$, is given then by:

$$\xi_t = \frac{2}{\gamma_{\infty}} \int_{-\infty}^{+\infty} \xi \Delta \phi \, d\xi \quad (147)$$

and the value of the Tolman parameter is obtained as:

$$\delta_{no} \rho^{1/3} = -\xi_t. \quad (148)$$
The results of the computations are given in Table 3. Utilizing Equation (3) for the description of the surface tension, it results in a negative value of the Tolman parameter for droplets and a positive value of this parameter for bubbles, both of critical sizes.

Table 3. Results of computations (see the text).

| θ  | ψ'  | ψ'' | γ   | δ_∞ |
|----|------|------|-----|------|
| 0.7| 2.14035 | 0.12802 | 1.06 | -0.1335 |
| 0.8| 1.93334 | 0.239667 | 0.58 | -0.13108 |
| 0.9| 1.657 | 0.426 | 0.21 | -0.123235 |

4.3.4. Dependence of the Surface Tension of Bubbles and Droplets on the Radius of the Dividing Surface

As already discussed earlier (Equations (6) and (44)), the equilibrium conditions can be written in the framework of Gibbs’ theory as:

$$\mu_\alpha(p_\alpha, T) = \mu_\beta(p_\beta, T), \quad p_\alpha - p_\beta = \frac{2\sigma}{R}.$$ (149)

Here, the subscript $\alpha$ specifies the parameters of the newly-evolving phase and $\beta$ the parameters of the ambient phase where the clusters of the newly-evolving phase are formed. In the framework of van der Waals’ theory of capillarity, the condition of the equilibrium of a bubble or a droplet is given by [44,45]:

$$2\kappa \left( \frac{d^2 \rho}{dr^2} \right) + \frac{4\kappa}{r} \left( \frac{d\rho}{dr} \right) = \mu(\rho) - \mu_\beta,$$ (150)

where the boundary conditions:

$$\rho \rightarrow \rho_\beta \quad \text{at} \quad r \rightarrow \infty$$
$$\frac{d\rho}{dr} \rightarrow 0 \quad \text{at} \quad r \rightarrow \infty$$ (151)

have to be fulfilled. Here, $\rho(r)$ is the local density and $\rho_\beta$ the density of the ambient phase. The coefficient $\kappa$ we consider as independent of density, $\rho$, and $r$.

The work of critical cluster formation is given in this case by:

$$W = \min \max \Delta F \{\rho\},$$ (152)

where $\Delta F$ is the change of the Helmholtz free energy caused by the formation of the critical bubble or droplet:

$$\Delta F \{\rho\} = \int_V \left[ \Delta f + \kappa (\nabla \rho)^2 \right] dV,$$ (153)

$$\Delta f = f - f_\beta - (\rho - \rho_\beta) \frac{\partial f}{\partial \rho} \bigg|_{\rho=\rho_\beta}.$$ (154)

In contrast to Gibbs’ approach (cf. Equation (7)), in the determination of the work of critical cluster formation, no assumption concerning the homogeneity of the cluster phase is made here. Employing Equations (152)–(154) and Gibbs’ result, Equation (7), we can compute the value of the surface tension via the relation:

$$\sigma = \left( \frac{3}{16\pi} \right)^{1/3} \left( p_\alpha - p_\beta \right)^{2/3} W^{1/3}.$$ (155)
Here, for any value of the pressure in the ambient phase, the pressure in the critical cluster is determined via Equation (149). Its radius is given by:

\[ R = \frac{2\sigma}{p_a - p_\beta}. \] (156)

Using the reduced parameters \( \theta, \Pi, \psi, \gamma \), and \( \lambda \) introduced with Equations (138) and (139) and, in addition,

\[ x = r\rho_1^{1/3}, \quad F = f/p_c, \quad w = W/(3k_BT_c/8), \] (157)

the basic equation employed in the computations can be written as:

\[ \gamma = \left( \frac{3}{16\pi} \right)^{1/3} \frac{3}{8} w^{1/3} (\Pi_a - \Pi_\beta)^{2/3}, \] (158)

\[ x = \frac{16\gamma}{3(\Pi_a - \Pi_\beta)}, \quad \lambda = \frac{13}{2} (2\pi)^{-2/3}, \] (159)

\[ \frac{d^2\psi}{dx^2} + \frac{2}{\chi} \frac{d\psi}{d\chi} - \frac{1}{2\lambda} \frac{\partial\Delta F}{\partial\psi} = 0, \] (160)

\[ \frac{\partial\Delta F}{\partial\psi} = 8\theta \left( \frac{1}{3} - \frac{1}{\psi} - \frac{1}{3 - \psi_\beta} \right) + 6 (\psi - \psi_\beta) + \frac{8}{3} \theta \ln \left[ \frac{3 - \psi_\beta}{\psi_\beta} \cdot \psi - \psi \right]. \] (161)

By a Taylor expansion of the right-hand side of Equation (160) in the vicinity of the density of the ambient phase, \( \psi_\beta \), we may obtain a solution of this relation valid for sufficiently large distances from the center of the critical cluster as:

\[ \psi - \psi_\beta \approx a_1 \exp \left( -a_2 x \right). \] (162)

In the general case, Equation (160) can be solved numerically only. For this purpose, we used the Runge–Kutta method. The integration was performed with a step \( \delta x = 0.05 \) starting from the center of the critical cluster. The initial distribution \( \psi_0 \) was selected arbitrarily, and the derivative \( d\psi/dx|_{x=0} \) was taken equal to zero, in line with Equation (151). At large values of \( x \), when the density in the critical cluster should approach \( \psi_\beta \), the solution of Equation (160) was demanded to be described by Equation (162). If this condition was not fulfilled, another initial distribution was selected. The procedure of the selection of appropriate initial distributions was terminated if the solutions did not differ from each other by less than 0.01% of the initial density.

Results of the computations are given on Figures 11 and 12. In Figure 11, the ratio \( \gamma/\gamma_\infty \) is shown with dependence on the inverse of the radius for the surface tension for large radii of the critical bubbles. The full curves are the results of the numerical computations, and the dashed curve is obtained from equation:

\[ \gamma = \frac{\gamma_\infty}{1 + \frac{\delta_T}{x} + \frac{l}{x^2}}. \] (163)

In Figure 12, similar results are shown for the state near the spinodal curve, being in line with the predictions of Equation (114).

In Figure 13, the dependence of the surface tension, \( \gamma \), of (a) bubbles and (b) droplets on curvature is shown for three different values of temperature. Triangles and circles show the results of computations by van der Waals square density functional computations. The full curves, based on Equation (116), result in an excellent fit of the data. By dashed curves, the limiting behavior of this dependence is shown to be in line with Equation (118) and the results presented in Figure 12. In the specification of the parameters in Equation (116), the Tolman parameter, \( \delta_\infty \), was taken from Table 3 determined via van der Waals square gradient computations. The parameter \( l \) was chosen as a fit
parameter of the results obtained for the surface tension via the van der Waals method. The fit was performed for bubbles at values $x = 2.3, x = 3.23, x = 3.38$ and for droplets at $x = 2.28, x = 3.18, x = 3.12$ for the reduced temperatures, (1) $\theta = 0.7$, (2) $\theta = 0.8$, and (3) $\theta = 0.9$, correspondingly.

**Figure 11.** Dependence of the surface tension of critical bubbles on the inverse of the radius (in reduced units) in a superheated liquid at temperatures (1) $\theta = 0.7$, (2) $\theta = 0.8$, and (3) $\theta = 0.9$. Full curves are the results of numerical computations via the van der Waals method, and dashed curves are approximations as described via Equation (163).

**Figure 12.** Dependence of the surface tension of critical bubbles on the radius (in reduced units) in a superheated liquid at temperatures (1) $\theta = 0.7$, (2) $\theta = 0.8$, and (3) $\theta = 0.9$ near the spinodal curve. Full curves are the results of numerical computations via the van der Waals method, and dashed curves are approximations as described via Equation (114).

Comparing the results obtained via application of the Stefan–Skapski–Turnbull relation and the van der Waals approach, we can conclude: (i) The theoretical predictions for the dependence of the surface tension on temperature and pressure along the binodal curve are qualitatively and even quantitatively widely identical (Figures 4 and 10). (ii) The predictions for the Tolman parameter yield values with similar orders of magnitude. The sign is, however, different, at least, for some of the cases considered. Such differences of the sign of the Tolman parameter obtained by different methods of computation are known and widely discussed in the literature (e.g., [8–13,16–18,22,27,28]). We will not repeat them here, but draw attention to another consequence of the studies performed by us: (iii) The dependencies of the surface tension on cluster size in the whole range of metastable states are widely similar for droplets and bubbles and show the same behavior for both methods of computations,
as described here (see Figures 8 and 13). They are well-described by Equation (116) proposed in the present paper. For applications to nucleation theory, this is the major consequence, and in this respect, both methods are widely equivalent in their results. Anyway, nucleation proceeds at sufficiently large supersaturation where the particular value of the Tolman parameter is already not the dominating factor for the dependence of the surface tension on curvature in the application to condensation and boiling. The method based on the Stefan–Skapski–Turnbull relation has, however, the major advantage already mentioned that in the determination of the dependence $\sigma = \sigma(R)$, only directly-measurable properties of the fluids under consideration are required. This feature considerably simplifies its application in the interpretation of experimental data.

**Figure 13.** Dependence of the surface tension, $\gamma$, of (a) bubbles and (b) droplets on curvature for three different values of temperature, (1) $\theta = 0.7$, (2) $\theta = 0.8$, and (3) $\theta = 0.9$. Triangles and circles show results of computations by van der Waals square density functional computations. The full curves, based on Equation (116), result in an excellent fit of the data. By dashed curves, the limiting behavior of this dependence is shown to be in line with Equation (118) and the results presented in Figure 12.

5. Results and Discussion

The main results of the present analysis can be summarized in the following way: (i) Based on the approach utilized in [2], in previous papers [7,25,26,48], expressions for the thermodynamic driving force of crystal nucleation in multi-component systems in dependence on pressure and temperature were derived involving only directly-measurable thermodynamic parameters of both phases under consideration (Equation (10)). In the analysis, two approximations were made: the composition and/or structure of the newly-evolving crystal phase is assumed to be independent of pressure and temperature, and the volume of the crystal phase is supposed to be nearly equal to the volume of the liquid undergoing crystallization and to depend only weakly on composition. The latter assumption was made in all cases, except when differences of these quantities were considered. The first assumption is an essential ingredient of CNT. The second assumption gives the possibility to arrive at such general relations valid for the description of both stoichiometric and non-stoichiometric crystallization. The second assumption can be omitted for the analysis of crystallization in one-component systems. Employing the same approach as in the cited papers, we formulated here these more precise relations for the thermodynamic driving force in one-component systems (Equations (15) and (27)). (ii) Relying on the Stefan–Skapski–Turnbull relation and utilizing the same method as in the determination of the thermodynamic driving force, expressions for the dependence of the surface tension on pressure and temperature for crystal nucleation in multi-component systems, Equation (44), were derived in [24–26]. This method was advanced here to a more precise formulation of the pressure and temperature dependence of the surface tension for phase formation in one-component systems, Equation (35), proceeding in a similar way as in the analysis of the thermodynamic driving force of phase formation. (iii) It was shown that the size or curvature dependence of the surface tension
can be described by the Gibbs–Tolman relations, Equations (1) and (3), when either pressure or temperature was changed and the composition and/or structure of the ambient and crystalline phases does not depend on the variations of these external control parameters. The Tolman parameter has different values in dependence on whether either temperature (Equations (51) and (58)) or pressure (Equations (47) and (56)) was varied. If the mentioned conditions are not fulfilled, the Tolman approach cannot be employed, in general, for the description of the size dependence of the surface tension of critical clusters (e.g., Equations (53), (59)–(61)). (iv) Critical crystal clusters are, in general, not spheres, but have a shape determined by the Gibbs–Curie–Wulff theorem. Despite that, as demonstrated here in two different ways, they can be described in terms of Gibbs’ theory by a model assuming a spherical cluster with a radius, \( R \), and a (average) value of the surface tension, \( \sigma \). This is the basis for applying the Gibbs–Tolman approach to the description of the size or curvature dependence of the surface tension for crystallites of critical sizes. (v) Critical crystal clusters are, in general, not spheres, but have a shape determined by the Gibbs–Curie–Wulff theorem. Despite that, as demonstrated here in two different ways, they can be described in terms of Gibbs’ theory by a model assuming a spherical cluster with a radius, \( R \), and a (average) value of the surface tension, \( \sigma \). This is the basis for applying the Gibbs–Tolman approach to the description of the size or curvature dependence of the surface tension for crystallites of critical sizes. (v) Utilizing such a model approach and the relations for the dependence of thermodynamic driving force and surface tension on pressure and temperature, expressions for the Tolman parameter for crystallization in multi-component systems were formulated for the cases when either temperature (Equation (69)) or pressure (Equation (70)) are varied. The results were shown to be in good agreement with experimental data on crystallization in both one- and multi-component systems. Consequently, the Stefan–Skapski–Turnbull relation allows one to arrive at an estimate for the Tolman parameter for the description of crystallization in multi-component liquids (Table 1). It resulted in the possibility to interpret experimental data for crystallization in real multi-component systems employing only one fit parameter (the value of the surface tension for a planar equilibrium coexistence of liquid and crystal), but accounting for a size or curvature dependence of the surface tension. As noted, the account of such dependence is a necessary requirement for an appropriate description of crystal nucleation [6,15,32,57,72]. (vi) The Stefan–Skapski–Turnbull relation was further employed here in the description of the surface tension of droplets and bubbles in condensation and boiling (Equation (96)). It allowed us to determine the value of the surface tension along the binodal curve, provided its value for one of the states along this curve is known (Figure 4). (vii) In application to the description of the properties of critical clusters, the Tolman parameters were determined for both cases of phase formation caused by either variation of pressure or temperature (Equations (109) and (110), respectively, Equations (111) and (113)). (viii) Based on a suggestion formulated by one of us earlier [12,13], a generalization of the Tolman equation was proposed (Equation (116)) allowing one to describe the curvature dependence of the surface tension in the whole range of metastable state from the binodal to the spinodal curves. It yielded the theoretically-expected asymptotic behavior near the binodal and the spinodal curves (Equations (114), (117) and (118)). (ix) Analytical estimates were formulated also for the second parameter, \( L_\infty \), entering Equation (116), and its value was determined for different cases of condensation and boiling. Having at one’s disposal the values of both parameters, \( \delta_\infty \) and \( L_\infty \), a new tool was developed for the interpretation of nucleation processes in condensation and boiling. (x) The results for the description of condensation and boiling were compared with square gradient density functional computations. In particular, we would like to note that the application of the Stefan–Skapski–Turnbull relation led to widely-equivalent results for the dependence of the surface tension on temperature along the binodal curve (Figures 4 and 9) and for the dependencies \( \sigma = \sigma(R) \) in the whole range of metastable states (Figures 8 and 13). The Stefan–Skapski–Turnbull approach may be employed consequently, at least, as a first estimate for such a dependence, not only for crystallization, but also for condensation and boiling. (xi) The method for the determination of the curvature dependence of the surface tension for condensation and boiling is closely connected with the existence of a spinodal curve. Consequently, it can be employed similarly to segregation processes in solutions and in processes of crystallization when, beyond the basic assumptions employed in CNT, the properties of the critical clusters depend significantly on pressure and temperature. The implementation of our approach to the analysis of this circle of problems will be discussed in detail in a forthcoming contribution.
Author Contributions: The authors equally contributed to the present paper. J.W.P.S. wrote the paper. All three authors have read and approved the final manuscript.

Funding: This research received no external funding.

Acknowledgments: J.W.P.S. would like to express his sincere thanks to Olaf Hellmuth (Leipzig, Germany), Rainer Feistel (Rostock, Germany), Vladimir M. Fokin (São Carlos, Brazil, and St. Petersburg, Russia), Azat O. Tipeev (São Carlos, Brazil, and Yekaterinburg, Russia), and Grey Sh. Boltachev (Yekaterinburg, Russia) for stimulating discussions.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Gibbs, J.W. On the Equilibrium of Heterogeneous Substances. Trans. Conn. Acad. Arts Sci. 1875–1878, 108, 343. [CrossRef]
2. Gutzow, I.S.; Schmelzer, J.W.P. The Vitreous State: Thermodynamics, Structure, Rheology, and Crystallization, 1st ed.; Springer: Berlin, Germany, 1995. (Second enlarged edition, Springer, Heidelberg, 2013)
3. Schmelzer, J.W.P.; Boltachev, G.S.; Baidakov, V.G. Is Gibbs’ Thermodynamic Theory of Heterogeneous Systems Really Perfect? In Nucleation Theory and Applications; Schmelzer, J.W.P., Ed.; WILEY-VCH: Berlin/Weinheim, Germany, 2005; pp. 418–446.
4. Schmelzer, J.W.P.; Boltachev, G.S.; Baidakov, V.G. Classical and Generalized Gibbs’ Approaches and the Work of Critical Cluster Formation in Nucleation Theory. J. Chem. Phys. 2006, 124, 194503. [CrossRef] [PubMed]
5. Schmelzer, J.W.P.; Fokin, V.M.; Abyzov, A.S.; Zanotto, E.D.; Gutzow, I. How do crystals form and grow in glass-forming liquids: Ostwald’s rule of stages and beyond. Int. J. Appl. Glass Sci. 2010, 1, 16–26. [CrossRef]
6. Schmelzer, J.W.P.; Abyzov, A.S.; Fokin, V.M. Crystallization of glass: What we know, what we need to know. Int. J. Appl. Glass Sci. 2016, 7, 253–261. [CrossRef]
7. Schmelzer, J.W.P.; Abyzov, A.S. Crystallization of glass-forming melts: New answers to old questions. J. Non-Crystalline Solids 2018, 501, 11–20. [CrossRef]
8. Bakker, G. Kapillarität und Oberflächenspannung. In Handbuch der Experimentalphysik; Wien, W., Harms, F., Lenz, H., Eds.; Akademische Verlagsgesellschaft: Leipzig, Germany, 1928; Volume 6.
9. Ono, S.; Kondo, S. Molecular theory of surface tension in liquids. In Handbuch der Physik; Flügge, S., Ed.; Springer: Berlin/Göttingen/Heidelberg, Germany, 1960; Volume 10.
10. Rowlinson, J.S.; Widom, B. Molecular Theory of Capillarity; Clarendon Press: Oxford, UK, 1982.
11. Tolman, R. The Effect of Droplet Size on Surface Tension. J. Chem. Phys. 1949, 17, 333–337. [CrossRef]
12. Schmelzer, J.W.P.; Mahnke, R. General Formulae for the Curvature Dependence of Droplets and Bubbles. J. Chem. Soc. Faraday Trans. 1 1986, 82, 1413–1420. [CrossRef]
13. Schmelzer, J.W.P. The Curvature Dependence of Surface Tension of Small Droplets. J. Chem. Soc. Faraday Trans. 1 1986, 82, 1421–1428. [CrossRef]
14. Hollomon, J.H.; Turnbull, D. Nucleation. Prog. Metal Phys. 1953, 4, 333–388. [CrossRef]
15. Schmelzer, J.W.P.; Abyzov, A.S.; Ferreira, E.B.; Fokin, V.M. Curvature dependence of the surface tension and crystal nucleation in liquids. Int. J. Appl. Glass Sci. 2019, 10, 57–68. [CrossRef]
16. Baidakov, V.G.; Boltachev, G.S. Curvature dependence of the surface tension of liquid and vapor nuclei. Phys. Rev. E 1999, 59, 469–475. [CrossRef]
17. Baidakov, V.G.; Boltachev, G.S. Extended version of the van der Waals theory of capillarity. J. Chem. Phys. 2004, 121, 8594–8601. [CrossRef] [PubMed]
18. Van Giessen, A.E.; Blokhuis, E.M. Direct determination of the Tolman length from the bulk pressures of liquid drops via molecular dynamics simulations. J. Chem. Phys. 2009, 131, 164705. [CrossRef] [PubMed]
19. Joswiak, M.N.; Do, R.; Doherty, M.F.; Peters, B. Energetic and entropic components of the Tolman length for mW and TIP4P/2005 water nanodroplets. J. Chem. Phys. 2016, 145, 204703. [CrossRef] [PubMed]
20. Gunawardana, K.G.S.H.; Song, X. Theoretical prediction of crystallization kinetics of a supercooled Lennard-Jones fluid. J. Chem. Phys. 2018, 148, 204506. [CrossRef] [PubMed]
21. Cheng, B.; Ceriotti, M. Computing the Tolman length for solid-liquid interfaces. J. Chem. Phys. 2018, 148, 231102. [CrossRef] [PubMed]
22. Malek, M.A.; Poole, P.H.; Saika-Voivod, I. Surface tension of supercooled water nanodroplets from computer simulations. J. Chem. Phys. 2019, 150, 234507. [CrossRef] [PubMed]
49. Kauzmann, W. The Nature of the Glassy State and the Behavior of Liquids at Low Temperatures. *Chem. Rev.* 1948, 43, 219–256. [CrossRef]
50. Schmelzer, J.W.P.; Gutzow, I.S. *Glasses and the Glass Transition*; WILEY-VCH: Berlin/Weinheim, Germany, 2011.
51. Spaepen, F. A structural model for the solid-liquid interface in monatomic systems. *Acta Metall.* 1975, 23, 729–743. [CrossRef]
52. Spaepen, F. Homogeneous Nucleation and the Temperature Dependence of the Crystal-Melt Interfacial Tension. *Solid State Phys.* 1994, 23, 1–32. [CrossRef]
53. Spaepen, F.; Fransaer, J. Advances in Modeling of Crystal Nucleation from the Melt. *Adv. Eng. Mater.* 1994, 2, 593–596. [CrossRef]
54. Turnbull, D. Thermodynamics and Kinetics of Formation of the Glassy State and Initial Devitrification. In *Physics of Non-Crystalline Solids, Proceedings of the International Conference, Boston, MA, USA 27–30 September 1964*; Prins, J.A., Ed.; North-Holland Publisher: Amsterdam, The Netherlands, 1965; pp. 41–56.
55. Skapski, A.S. The Surface Tension of Liquid Metals. *J. Chem. Phys.* 1948, 16, 389–393. [CrossRef]
56. Skapski, A.S. A next neighbors theory of maximum undercooling. *Acta Metall.* 1956, 4, 583–585. [CrossRef]
57. Fokin, V.M.; Yuritsyn, N.S.; Zanotto, E.D.; Schmelzer, J.W.P. Homogeneous crystal nucleation in silicate glasses: A 40 years perspective. *J. Non-Crystalline Solids* 2006, 352, 2681–2714. [CrossRef]
58. Wulff, G.V. Zur Frage der Geschwindigkeit des Wachstums und der Auflösung der Krystallflächen (Translation: On the question of speed of growth and dissolution of crystal surfaces). *Zeitschrift für Kristallographie und Mineralogie* 1901, 34, 449–530.
59. van Laue, M. Der Wulffsche Satz für die Gleichgewichtsform von Kristallen (Translation: Wulff’s theorem for the equilibrium shape of crystals). *Zeitschrift für Kristallographie* 1943, 105, 124–133. [CrossRef]
60. Dirksen, J.A.; Ring, T.A. Fundamentals of crystallization: Kinetic effects on particle size distributions and morphology. *Chem. Eng. Sci.* 1991, 46, 2389–2427. [CrossRef]
61. Markov, I. *Crystal Growth for Beginners: Fundamentals of Nucleation, Crystal Growth, and Epitaxy*; World Scientific: Singapore, 2002.
62. Skripov, V.P.; Koverda, V.P. Spontaneous Crystallization of Undercooled Liquids; Nauka: Moscow, Russia, 1984.
63. Baidakov, V.G. Crystal Nucleation in Silicate Glasses: The Temperature and Size Dependence of Crystal-Liquid-Gas Phase Transitions and Thermodynamic Similarity; Wiley: Weinheim, Germany, 2006.
64. Schmidt, M.; Kutsche, R.; von Issendorff, B.; Haberland, H. Irregular variations in the melting point of size-selected atomic clusters. *Nature* 1998, 939, 238–240. [CrossRef]
65. Kutsche, R.; Hippler, T.; Schmidt, M.; von Issendorff, B.; Haberland, H. Melting of free sodium clusters. *Eur. Phys. J. D* 1999, 9, 1–4. [CrossRef]
66. Samsonov, V.M.; Sdobnyakov, N.Y.; Vasilyev, S.A.; Sokolov, D.N. On the Size Dependence of the Heats of Melting of Metal Nanoclusters. *Bull. Russ. Acad. Sci. Phys.* 2016, 80, 494–496. [CrossRef]
67. Breaux, G.A.; Benirschke, R.C.; Sugai, T.; Kinneer, B.S.; Jarrold, M.F. Hot and Solid Gallium Clusters: Too Small to Melt. *Phys. Rev. Lett.* 2003, 91, 215508. [CrossRef] [PubMed]
68. Fokin, V.M.; Zanotto, E.D. Crystal Nucleation in Silicate Glasses: The Temperature and Size Dependence of Crystal-Liquid Surface Energy. *J. Non-Cryst. Solids* 2000, 256, 105–112. [CrossRef]
69. James, P.F. Kinetics of Crystal Nucleation in Silicate Glasses. *J. Non-Cryst. Solids* 1985, 73, 517–540. [CrossRef]
70. Turnbull, D. Kinetics of Solidification of Supercooled Liquid Mercury Droplets. *J. Chem. Phys.* 1952, 20, 411–424. [CrossRef]
71. Miyazawa, Y.; Pound, G.M. Homogeneous Nucleation of Crystalline Gallium from Liquid Gallium. *J. Cryst. Growth* 1974, 23, 45–57. [CrossRef]
76. Rowlands, E.G.; James, P.F. Analysis of Steady-State Crystal Nucleation Rates in Glasses. Part 1: Methods of Analysis and Application to Lithium Disilicate Glass. *Phys. Chem. Glass* **1979**, *20*, 1–8.

77. Rowlands, E.G.; James, P.F. Analysis of Steady-State Crystal Nucleation Rates in Glasses. Part 2: Further Comparison between Theory and Experiment for Lithium Disilicate Glass. *Phys. Chem. Glass* **1979**, *20*, 9–14.

78. Fokin, V.M.; Kalinina, A.M.; Filipovich, V.N. Nucleation in Silicate Glasses and Effect of Preliminary Heat Treatment on It. *J. Cryst. Growth* **1981**, *52*, 115–121. [CrossRef]

79. Potapov, O.V.; Fokin, V.M.; Filipovich, V.N. Nucleation and Crystal Growth in Water Containing Soda-Lime-Silica Glasses. *J. Non-Cryst. Solids* **1999**, *247*, 74–78. [CrossRef]

80. Abyzov, A.S.; Fokin, V.M.; Zanotto, E.D. Predicting homogeneous nucleation rates in silicate glass-formers. *J. Non-Cryst. Solids* **2018**, *500*, 231–234. [CrossRef]

81. Tanaka, K.K.; Kimura, Y. Theoretical Analysis of Crystallization by Homogeneous Nucleation of Water Droplets. *Phys. Chem. Chem. Phys.* **2019**, *21*, 2410–2418. [CrossRef] [PubMed]

82. Baidakov, V.G.; Protsenko, S.F. Computer simulation of nucleation under tension. *Dokl. Akad. Nauk Russ. Fed. Phys.* **2004**, *49*, 69–72. [CrossRef]

83. Baidakov, V.G.; Tipeev, A.O.; Bobrov, K.S.; Ionov, G.V. Crystal nucleation rate isotherms in Lennard-Jones liquids. *J. Chem. Phys.* **2010**, *132*, 234505. [CrossRef] [PubMed]

84. Baidakov, V.G.; Tipeev, A.O. Crystal Nucleation and the Solid-Liquid Interfacial Free Energy. *Phys. Chem. Lett.* **2012**, *136*, 074510. [CrossRef]

85. Baidakov, V.G.; Protsenko, S.P.; Tipeev, A.O. Temperature dependence of the crystal-liquid interfacial free energy and the endpoint of the melting line. *J. Chem. Phys.* **2013**, *139*, 224703. [CrossRef]

86. Tipeev, A.O. Crystallization of Undercooled Liquids in Molecular-Dynamics Models. Ph.D. Thesis, Russian Academy of Sciences, Yekaterinburg, Russia, 2016. (In Russian)

87. Tipeev, A.O.; Zanotto, E.D.; Rino, J.P. Diffusivity, Interfacial Free Energy, and Crystal Nucleation in a Supercooled Lennard-Jones Liquid. *J. Chem. Phys.* **2018**, *141*, 074510. [CrossRef]

88. Espinosa, J.R.; Soria, G.D.; Ramirez, J.; Valeriani, C.; Vega, C.; Sanz, E. Interfacial Free Energy as the Key to the Pressure-Induced Deceleration of Ice Nucleation. *Phys. Rev. Lett.* **2016**, *117*, 135702. [CrossRef]

89. Espinosa, J.R.; Sanz, E.; Valeriani, C.; Vega, C. Homogeneous Ice Nucleation Evaluated for Several Water Models. *J. Chem. Phys.* **2014**, *141*, 18C529. [CrossRef]

90. Espinosa, J.R.; Zaragoza, A.; Rosales-Pelaez, P.; Navarro, C.; Valeriani, C.; Vega, C.; Sanz, E. Interfacial Free Energy and the Endpoint of the Melting Line. *J. Phys. Chem. C* **2012**, *116*, 174002. [CrossRef] [PubMed]

91. Espinosa, J.R.; Soria, G.D.; Ramirez, J.; Valeriani, C.; Vega, C.; Sanz, A.E. Role of Salt, Pressure, and Water Activity on Homogeneous Ice Nucleation. *Phys. Chem. Lett.* **2017**, *8*, 4486–4491. [CrossRef] [PubMed]

92. Zaragoza, A.; Espinosa, J.R.; Ramos, R.; Cobos, J.A.; Aragones, J.L.; Vega, C.; Sanz, E.; Ramirez, J.; Valeriani, C. Phase boundaries, nucleation rates, and speed of crystal growth of the water-to-ice transition under an electric field: A simulation study. *J. Phys. Condens. Matter* **2018**, *30*, 174002. [CrossRef] [PubMed]

93. Yuritsyn, N.S. Influence of preformed nuclei on crystal nucleation kinetics in soda-lime-silica glass. *J. Non-Crystalline Solids* **2015**, *427*, 139–145. [CrossRef]

94. Potapov, O.V.; Fokin, V.M.; Ugolkov, V.L.; Suslova, L.Y.; Filipovich, V.N. Influence of Na2O content on the nucleation kinetics in glasses of compositions close to the Na2O · 2CaO · 3SiO2 stoichiometry. *Glass Phys. Chem.* **2000**, *26*, 27–32.

95. Yuritsyn, N.S. Nucleation of crystals in sodium-calcium-silicate glasses of the metasilicate section. *Glass Phys. Chem.* **2015**, *41*, 112–115. [CrossRef]

96. Gonzalez-Oliver, C.J.R.; James, P.F. Crystal nucleation and growth in a Na2O · 2CaO · 3SiO2 glass. *J. Non-Crystalline Solids* **1980**, *38*, 699–704. [CrossRef]

97. Kalinina, A.M.; Filipovich, V.N.; Fokin, V.M. Stationary and non-stationary crystal nucleation rate in a glass of 2Na2O · CaO · 3SiO2 stoichiometric composition. *J. Non-Crystalline Solids* **1980**, *38*, 723–728. [CrossRef]

98. Nascimento, M.L.F.; Fokin, V.M.; Zanotto, E.D.; Abyzov, A.S. Dynamic processes in a silicate liquid from two Na content stoichiometry. *Phys. Chem. Glass* **1999**, *20*, 1–8. [CrossRef]

99. Rodrigues, A.M. Diffusion Processes, Crystallization, and Viscous Flow in Barium Disilicate Glass. Ph.D. Thesis, Federal University of São Carlos, São Carlos, Brazil, 2014.
100. Tipeev, A.O. Comment on “Theoretical prediction of crystallization kinetics of a supercooled Lennard-Jones fluid” [J. Chem. Phys. 2018, 148, 204506]. J. Chem. Phys. 2019, 151, 017101. [CrossRef]

101. Slezov, V.V. Kinetics of First-Order Phase Transitions; WILEY-VCH: Weinheim, Germany, 2009.

102. Van der Waals, J. D. Sijthoff, Leiden 1873; German translation: Die Kontinuität des gasförmigen und flüssigen Zustandes (Engl.: On the Continuity of the Gaseous and Liquid States). Ph.D. Thesis, Johann-Ambrosius Barth Publishers, Leipzig, Germany, 1881.

103. Schmelzer, J.W.P.; Schmelzer, J., Jr. Kinetics of condensation of gases: A new approach. J. Chem. Phys. 2001, 114, 5181–5193. [CrossRef]

104. Schmelzer, J.W.P.; Schmelzer, J., Jr. Kinetics of bubble formation and the tensile strength of liquids. Atmos. Res. 2003, 65, 303–324. [CrossRef]

105. Schmelzer, J.W.P.; Baidakov, V.G. Kinetics of Condensation and Boiling: Comparison of Different Approaches. J. Phys. Chem. B 2001, 105, 11595–11604. [CrossRef]

106. Schmelzer, J.W.P.; Schmelzer, J., Jr.; Gutzow, I. Reconciling Gibbs and van der Waals: A New Approach to Nucleation Theory. J. Chem. Phys. 2000, 112, 3820–3831. [CrossRef]

107. Schmelzer, J.W.P.; Abyzov, A.S. How do crystals nucleate and grow: Ostwald’s rule of stages and beyond. In Thermal Physics and Thermal Analysis: From Macro to Micro Highlighting Thermodynamics, Kinetics, and Nano-Materials; Sestak, J., Hubik, P., Mares, J.J., Eds.; Springer: Cham, Switzerland, 2017; pp. 195–211.

108. Cahn, J.W.; Hilliard, J.E. Free energy of a non-uniform system: III. Nucleation in a two-component incompressible fluid. J. Chem. Phys. 1959, 31, 688–699. [CrossRef]

109. Lifshitz, I.M.; Kagan, Y. Quantum kinetics of phase transitions at temperatures near to the absolute zero. Soviet J. Exp. Theor. Phys. 1972, 62, 385–402. (In Russian)

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).