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Abstract—Self-supervised Learning (SSL) has recently gained much attention due to the high cost and data limitation in the training of supervised learning models. The current paradigm in the SSL is to utilize data augmentation at the input space to create different views of the same images and train a model to maximize the representations between similar images and minimize them for different ones. While this approach achieves state-of-the-art (SOTA) results in various downstream tasks, it still lacks the opportunity to investigate the latent space augmentation. This paper proposes TriMix, a novel concept for SSL that generates virtual embeddings through linear interpolation of the data, thus providing the model with novel representations. Our strategy focuses on training the model to extract the original embeddings from virtual ones, hence, better representation learning. Additionally, we propose a self-consistency term that improves the consistency between the virtual and actual embeddings. We validate TriMix on eight benchmark datasets consisting of natural and medical images with an improvement of 2.71% and 0.41% better than the second-best models for both data types. Further, our approach outperformed the current methods in semi-supervised learning, particularly in low data regimes. Besides, our pre-trained models showed better transfer to other datasets.

Index Terms—Self-supervised learning, Virtual embeddings, Embeddings decomposition, Mixed augmentation, Self-consistency.

I. INTRODUCTION

The scarcity of labeled data is one of the most challenging problems in achieving reliable performance in deep learning methods. Yet, current self-supervised learning (SSL) approaches have shown remarkable advances in downstream tasks such as computer vision [1]–[13], natural language processing [14], [15], and speech recognition [16], [17]. SSL methods do not rely on a massive amount of annotated data. Instead, they train a model to produce good representations of the unsupervised data, a.k.a pretext task that help in a supervised task such as image classification and segmentation, a.k.a downstream task. An evolving direction in SSL methods known as contrastive learning utilizes siamese networks [18] to maximize agreement between different views of the same image, known as positive samples while decreasing it with other images, i.e. the negative examples as proposed in SimCLR [3] and MoCo [9]. One drawback of the previous works requires expensive computations to find the negative images from a memory bank [9] or a large batch size [5]. SwAV [4] overcomes this limitation by clustering the samples based on the similarities of their features while forcing a consistency between cluster assignments produced for the positive examples. Yet, BYOL [8] and SimSiam [7] relax the necessity for negative samples by employing asymmetric network tricks to avoid model failure while achieving state-of-the-art results. Recent methods were proposed based on information maximization to avoid features collapse via (i) whitening approaches; W-MSE [3], (ii) redundancy reduction; Barlow Twins [13], (iii) features decorrelation and normalization; Shuffled-DBN [19], and (iv) variance-preservation term; VICReg [2]. While the previous methods work properly on highly curated datasets for pretraining such as ImagNet [20], DnC [11] alternates between the contrastive learning and clustering-based methods to improve the performance on less curated datasets.

So far, the above methods utilize augmentation at the input space to create different views of the same image to learn better representations. However, a couple of non-self-supervised works have shown a boost in performance in image classification [21], [22] or medical image segmentation [23]–[27] via the augmentation at the input space [21], [24], [25], [27], the hidden representations [22], or randomly at the input and hidden layers [23], [26]. Although the latter process provides virtual data points that are beneficial to the model during the training, none of the former self-supervised learning methods has investigated that. Therefore, we propose our method that provides the model with virtual embeddings created at the hidden layers to learn better representations.

In this paper, we propose TriMix, a novel concept for self-supervised learning that leverages the virtual data augmentation at the input and hidden embeddings, at the same time forcing the model to predict the percentage of such compositions in the virtual data from its original ones. Our method performs a linear interpolation on the input images and their corresponding hidden embeddings. Likewise, the mixed samples are fed to the model to generate virtual features. During the training, the model learns to decompose the mixed-up augmented features to their original components through our virtual embeddings loss. Note that the virtual embeddings are generated from a series of non-linear operations of the mixed-up data at the network. At the same time, the mixed-up data is produced from the linear process of the input images. Thus, matching the mixed-up data with its virtual embeddings might not be straightforward. To resolve this issue, we propose our self-consistency loss which ensures the linearity and forces both embeddings to be consistent.
end, our contributions are:

- We propose **TriMix**, a novel method for self-supervised learning that leverages the augmentation at hidden embeddings in training and guides the model to decompose the mixed data to its original components through our **virtual embeddings loss**. Furthermore, the newly generated representations are fine-tuned via redundancy reduction techniques to learn better discriminative features.
- We propose **self-consistency loss** to force the linearity and consistency between virtual embeddings and mixed-up embeddings for better training.
- We compare **TriMix** with recent self-supervised learning methods on eight benchmark datasets of natural and medical datasets while showing superior performance.

## II. RELATED WORK

### A. Contrastive learning methods

These methods, e.g. [5], [9], [15], [28]–[30], learn valuable representations by minimizing the distance between similar views, a.k.a positive samples, generated from the same input while maximizing it with not alike ones, a.k.a negative examples. The views can be generated, for instance, using data augmentation methods such as color decomposition, random cropping (with flip and resize), Gaussian blur, and color distortion. However, these methods depend on InfoNCE loss [16], siamese networks [18], and many negative examples to perform well. Although these approaches have reduced the gap with supervised learning, finding the negative examples is an expensive procedure.

### B. Clustering methods

Clustering-based methods overcome the necessity of distinguishing between individual samples by differentiating between groups of images clustered based on their likenesses [4], [31]–[33]. For instance, DeepCluster [32] utilized K-mean assignments as priors to cluster the learned representations. On the other hand, SwAV [4] applied an online clustering approach while forcing agreement between the representations from several views of the same image. Nonetheless, these methods require a lot of negative samples to produce reliable predictions.

### C. Asymmetric architectures methods

In a different work direction, [7], [8] trained self-supervised models without relying on the negative examples. The idea is to have a siamese architecture and online and target networks. The online network, with learnable parameters, is trained to predict the presentations for the target network. BYOL [8], for example, sets the parameters of the target network as moving average parameters of the online network. However, the parameters in SimSiam [7] are shared between both networks, while backpropagation and stop-gradient trick are applied to online and target networks, respectively. Despite that these tricks avoid the collapse solutions, they lack the explainability [2].

### D. Information maximization methods

An elegant method, Barlow Twins [13], utilizes the redundancy-reduction principle to make the cross-correlation matrix, produced from two siamese features, close to the identity matrix. W-MSE [3] achieves this by whitening feature representations within each batch via Cholesky decomposition. To prevent a dimensional collapse, [19] proposed shuffled de-correlated batch normalization (DBN) [34]. VicReg [2] proposed another method free from the normalization step via employing Variance-Invariance-Covariance regularization terms.

## III. TriMix

Our method has the same architecture employed in the recent self-supervised learning methods [2], [3], [7], [9], [13], [19] where a siamese network [18] is trained on joint embedding on distorted images. In addition, our strategy proposes a mutual training of redundancy reductions and latent space augmentation approaches. Thus, we build upon information maximization approaches to include our contributions. Specifically, we borrow the redundancy-reduction principle from Barlow Twins [13] before combining it with augmented embeddings and self-consistency methods.

### A. Background

Given a batch of input images \( I \) sampled from a dataset \( D \), two different views \( (X, X') \) are generated by applying two transformations \( t \) and \( t' \) on \( I \), where \( X = t(I) \) and \( X' = t'(I) \). Then, \( X \) and \( X' \) are encoded into a deep neural network with trainable parameters \( f_\theta \) to produce the hidden representations \( Y = f_\theta(X) \) and \( Y' = f_\theta(X') \), respectively. Next, these representations are fed to projector \( h_\phi \) to create the embeddings \( Z \) and \( Z' \), where \( Z = h_\phi(Y) \) and \( Z' = h_\phi(Y') \). The embeddings are then normalized along the batch dimension to produce unit vectors with 0 mean.

The training loss appeared in Barlow Twins [13], consists of two terms; invariance \( L_{inv} \) and redundancy reduction \( L_{rr} \) terms as follows.

\[
L_{BT} = L_{inv} + \alpha L_{rr},
\]

where \( \alpha \) is a hyperparameter, and \( L_{inv} \), and \( L_{rr} \) are given by [2] and [5], respectively.

\[
L_{inv} = \sum_i (1 - C_{ii})^2,
\]

\[
L_{rr} = \sum_i \sum_{i \neq j} \frac{C_{ij}^2}{d},
\]

where \( C \) is the cross-coloration matrix between the two outputs of the network and given by

\[
C_{ij} = \frac{\sum_b z_{b,i} z'_{b,j}}{\sqrt{\sum_b (z_{b,i})^2 \sum_b (z'_{b,j})^2}},
\]

where \( i, j \) index to the vector dimension of the networks’ outputs, and \( b \) indexes to the batch samples. Note that \( C \in \mathbb{R}^{d \times d} \) is a square matrix with a size equal to the output dimension, with
Fig. 1. **TriMix** mainly consists of virtual embeddings and self-consistency. Virtual embeddings: First, virtual data $X^{vrt}$ is created by linear interpolation of the input images. $X^{vrt}$ is then fed to the network to create the virtual embeddings $Z^{vrt}$. The model is trained to decompose the virtual data to the original ones using $L_{vrt}$ loss, see Eq. (8). Self-consistency: to force the consistency between the virtual embeddings $Z^{vrt}$ and augmented embeddings $Z$, we propose $L_{con}$, see Eq. (10), where $\tilde{Z}$ is created using Eq. (6).

entries between (1) for perfect correlation and (−1) for perfect anti-correlation. Barlow Twins’ objective function tries to find the best representations that preserve as much information about the samples. At the same time, it is agnostic or less informative about the distortions applied to these samples.

**B. Augmented Embeddings**

To augment the model with new data points, our method, shown in Fig. 1, takes one view of the input, i.e. $X$, and flips it to create a reversed version $X^r$, where $X^r = \text{flip}(X)$. Then, virtual data is generated by applying linear interpolation, i.e. Mixup [35], between the original and the reversed versions $(1)$.

$$X^{vrt} = \lambda \ast X + (1 - \lambda) \ast X^r,$$

where the mixup factor $\lambda$ is randomly sampled from the Uniform distribution; i.e. $\lambda \in [0, 1]$. Note that the Mixup is performed on one arm of the siamese network with its reversed version to guarantee that no sample is mixed-up with itself. Once we generate the mixed-up data, we pass it to the model to produce virtual embeddings: $Z^{vrt} = h_\phi(f_\theta(X^{vrt}))$. Then, $Z^{vrt}$ is normalized along the features dimension and batch size to produce unit vectors with 0 mean.

**C. Embeddings Decomposition**

We train the model to decompose the virtual embeddings to their original components to learn useful representations from the new virtual data points and their embeddings. In other words, we train the model to predict the values of the mixup factor $\lambda$. To achieve this, first, we create a cross-correlation matrix computed between the original embeddings of the input $X$ and virtual embeddings, i.e. $(Z, Z^{vrt})$.

$$M_{mn} \triangleq \frac{\sum_a z_{a,m} z_{a,n}^{\text{vrt}}}{\sqrt{\sum_a (z_{a,m})^2} \sqrt{\sum_a (z_{a,n}^{\text{vrt}})^2}},$$

where $m, n$ index to the batch samples, and $a$ indexes the embeddings’ vector dimension. Note that $M \in \mathbb{R}^{B \times B}$ is a square matrix with a size equal to the batch size $B$. To this end, each row represents the similarities between an image $m$ in the original batch and all the images in the virtual batch. Then, $M$ is normalized using softmax operation to generate distributions with probabilities between $[0, 1]$ along its rows.

$$M_{mn} = \text{softmax}(M_{mn}/\tau),$$

where $m$ indexes the batch sample, and $\tau$ is the temperature hyperparameter.

**Virtual embeddings loss.** To enforce the model to regress the percentage of mixed-up data composition, we propose our virtual embeddings loss as the absolute mean difference between the matrix $M$ and our ground truth matrix $\mathcal{G}T$, and given by

$$L_{vrt} = ||M - \mathcal{G}T||$$

where $\mathcal{G}T = \lambda I + (1 - \lambda)(I \ast R)$, $\mathcal{G}T \in \mathbb{R}^{B \times B}$, where $I \in \mathbb{R}^{B \times B}$ is a square identity matrix with a size equal to the batch size $B$, and $R$ is a transformation matrix that rotates $I$ counterclockwise by 90 degree, see $\mathcal{G}T$ in Fig. 1.

**D. Self Consistency**

Thus far, we train the model to decompose the virtual embeddings to their original components. However, the mixed-up data $X^{vrt}$ are generated from linear interpolation of the input images $(X, X^r)$. In contrast, the virtual embeddings $Z^{vrt}$ are generated from a series of non-linear operations of $X^{vrt}$ at the network. Thus, training the model to predict this linear operation of the mixed-up data from non-linear virtual embeddings might be challenging. To resolve this issue, we force the linearity and consistency between the virtual embeddings $Z^{vrt}$ and mixed-up embeddings $\hat{Z}$. Such that we define $\hat{Z}$ as the result of linear interpolation of the original
inputs embeddings and their reversed version \( (Z, Z^r) \), and given by
\[
\tilde{Z} = \lambda * Z + (1 - \lambda) * Z^r,
\]
where \( Z^r = \text{flip}(Z) \), and \( \lambda \) is the same one used in Eq.(5).

**Self-consistency loss.** Consequently, we propose our loss as the mean absolute difference between the two embeddings and the mixed-up embeddings to force the linearity and consistency between the virtual embeddings.
\[
L_{\text{con}} = \|\tilde{Z} - Z^\text{vr}t\|. \tag{10}
\]

**E. Overall objective**

The overall objective function is the sum of Barlow Twins, virtual embeddings, and self-consistency losses, and given by
\[
L = L_{BT} + \beta L_{\text{vr}t} + \gamma L_{\text{con}} \tag{11}
\]
where \( \beta \) and \( \gamma \) are hyperparameters.

**IV. EXPERIMENTS**

**A. Experiments Setup**

**Datasets.** We conduct our experiments on 8 public benchmarks. (i) CIFAR-10 [36] and (ii) CIFAR-100 [36]. Both datasets consist of 32 \times 32 images with 10 and 100 classes, respectively. (iii) STL10 [57], consists of 96 \times 96 images with 10 classes. (iv) Tiny ImageNet [38], consists of 64 \times 64 images with 200 classes. Four medical datasets from MedMNIST [39], [40]. MedMNIST provides an MNIST-like set of standardized biomedical images consisting of 18 datasets with different scales and tasks. In this work, we randomly opt for four 2D multi-class datasets as follow. (i) PathMNIST: 107,180 colon pathology images of 9 classes. (ii) DermaMNIST: 10,015 dermatoscopic images of 7 classes. (iii) OCTMNIST: 109,309 retinal OCT images of 4 classes. (iv) BloodMNIST: 17,092 blood cell microscopic images of 8 classes. All the medical images are provided with the size of 28 \times 28.

**Image augmentations.** To produce the two views of the images, we follow the standard data augmentations used in the community. Specifically, random cropping, color jittering, horizontal flipping, and grayscaling were applied.

**Implementation Details.** Adam optimizer [41] is utilized for training the models for 200 epochs, with a learning rate of \( 1 \times 10^{-3} \), weight decay of \( 1 \times 10^{-5} \), and batch size of 256. We adopt ResNet-18 [42] as back-bone encoder with 512 output units. A 3-layer MLP with hidden layers of the size of 1024 is used as a projector. All hidden layers are followed by the batch normalization layer and ReLU activation. We set \( \alpha = 5 \times 10^{-3} \) as in Barlow Twins [13], and perform grid search for \( \beta \) and \( \gamma \) where it found best at 1000 and 200, respectively. \( \tau \) set to 2 as widely adopted in the literature. We opt for the PyTorch framework as an implementation environment hosted on a standalone NVIDIA Tesla V100 (Volta) with a 32 GB machine. The average training time takes around 7 – 8 hours for each approach.

**Algorithm 1 PyTorch-style pseudocode for TriMix**

```python
1: # net: f(\theta_\theta())
2: # \alpha, \beta, \gamma: hyperparameters
3: # uniform: uniform distribution
4: # B: batch size
5: # D: embeddings dimensionality
6: # mm: matrix-matrix multiplication
7: # eye: identity matrix
8: for tuple in dataloader:
9:   x, x' = tuple  # sample two augmented views
10:  z, z' = net(x), net(x')  # produce embeddings
11:  # Barlow Twins
12:  z = (z - z.mean(0))/z.std(0) #BxD
13:  z' = (z' - z'.mean(0))/z'.std(0) #BxD
14:  # BxD cross-correlation matrix
15:  c = mm(z.T, z')/B
16:  # loss calculation for Barlow Twins
17:  c_diff = (c-eye(D)).pow(2)
18:  off_diagonal(c_diff).mul_(2)
19:  L_BT = c_diff.sum()
20:  # TriMix: 1. Augmented Embeddings
21:  x' = flip(x)  # reversed version
22:  z' = flip(z)  # reversed embeddings
23:  x'rt = lambda*x + (1-lambda)*x'  # mixed-up/virtual data
24:  z'rt = net(x'rt)  # virtual embeddings
25:  z = lambda*z + (1-lambda)*z'  # mixed-up embeddings
26:  # TriMix: 2. Features Decomposition
27:  # Normalization along D and B
28:  z'rt = c_diff = (z'rt - z'rt.mean(0))/z'rt.std(0)
29:  z'rt = ((z'rt.T - z'rt.std(1))/z'rt.std(1)).T
30:  m = mm(z, z'rt.T)/D  # BxB matrix
31:  m = softmax(m(0)/gamma)  # softmax normalization
32:  # Create our ground truth
33:  gt = lambda*eye(B)+(1-lambda)*rotation90(eye(B))
34:  # Virtual embeddings loss
35:  L_vrt = L1Loss(gt-m)
36:  # TriMix: 3. Self Consistency
37:  L_con = L1Loss(z-z'rt)
38:  # Over all loss #
39:  loss = L_BT + beta*L_vrt + gamma*L_con
40:  loss.backward()
41:  optimizer.step()
```

**B. Results**

**KNN and Linear Evaluations (Natural images).** We evaluate the pre-trained representations using a supervised linear classifier on the frozen representations following the standard procedures. Specifically, after an unsupervised pre-training on the training sets for 200 epochs, the features were frozen, then a supervised linear classifier, consisting of a fully-connected layer followed by a softmax layer, was trained on the extracted features for 100 epochs. We use a learning rate of \( 1 \times 10^{-3} \), weight decay of \( 1 \times 10^{-6} \), a momentum of 0.9, and a batch size of 256. The results are reported in Table II. Our method obtains the best top-1 accuracy of 88.39%, 63.37%,
and 87.06% for the linear evaluation on CIFAR10, CIFAR100, and STL10 datasets, respectively, which are better than all baseline methods. Note that the KNN results reveal the same superiority of our approach over the baselines. On the other hand, TriMix achieves the second-best results and is on par with the Barlow Twins in the linear evaluation for the Tiny ImageNet dataset. For more illustration, we draw the losses during the training of our method on TinyImage in Fig. 2. The curves show that our losses (virtual embeddings and consistency) are beneficial and contribute significantly to the training. Despite that, we notice negligible oscillations in the consistency loss, which is attributed to the complexity of its task. However, its overall curve decreases during the training. The above results demonstrate the importance of utilizing the manifold embeddings augmentations and the self-consistency tasks to achieve outstanding results in self-supervised learning.

Semi-supervised Evaluation (Natural images). In this experiment, our method and the baselines were fine-tuned on subsets of 1%, 10%, and 100% of the benchmark datasets for semi-supervised learning. We use a learning rate of $1 \times 10^{-3}$, weight decay of $1 \times 10^{-6}$, a momentum of 0.9, and a batch size of 256 for 100 epochs. The obtained semi-supervised results are reported in Table II. Our approach achieves the best results for the data splits at 1% and 10% on 3 out of 4 datasets. Yet, our method gets the second-best results for the 100% of the data split. This experiment shows the effectiveness of our strategy in a lower data regime.

KNN and Linear Evaluations (Medical images). Thus far, we have shown the performance of TriMix in four natural datasets. In the following experiments, we validate our method on four publicly available medical datasets from MedMNIST. Note that we kept the same setup from previous experiments. In addition, we evaluated the pre-trained representations using a supervised linear classifier on the frozen representations from the pre-training step on the medical data. The results are reported in Table III. Starting with the KNN results, TriMix outperforms all other methods in the four medical data with a classification accuracy of 91.92, 72.07, 72.30, and 89.92 for PathMNIST, DermaMNIST, OCTMNIST, and BloodMNIST, respectively, with improvement between 0.2% and 1.1% better than the second-best models, confirming the results in the previous experiments. The same superiority also is found in the results of the linear evaluation. For example, except for OCT images, our approach outperforms all methods with

| Method      | CIFAR10 | CIFAR100 | STL10 | Tiny ImageNet | CIFAR10 | CIFAR100 | STL10 | TinyImageNet |
|-------------|---------|----------|-------|---------------|---------|----------|-------|---------------|
| SimCLR      | 82.17   | 48.06    | 79.47 | 30.33         | 86.14   | 59.27    | 86.35 | 42.74         |
| BYOL        | 81.13   | 45.73    | 81.19 | 30.75         | 85.43   | 57.31    | 86.33 | 41.94         |
| Barlow Twins| 84.37   | 52.47    | 80.98 | 36.70         | 86.93   | 60.66    | 86.29 | 45.50         |
| VICReg      | 77.73   | 44.58    | 74.06 | 26.20         | 81.38   | 53.46    | 77.45 | 34.17         |
| TriMix(ours)| 86.35   | 54.01    | 81.59 | 34.66         | 88.39   | 63.37    | 87.06 | 45.15         |

| Method      | CIFAR10 | CIFAR100 | STL10 | Tiny ImageNet | CIFAR10 | CIFAR100 | STL10 | TinyImageNet |
|-------------|---------|----------|-------|---------------|---------|----------|-------|---------------|
| SimCLR      | 79.03   | 28.04    | 61.05 | 15.68         | 86.16   | 51.65    | 78.98 | 35.5          |
| BYOL        | 77.27   | 28.04    | 61.05 | 15.68         | 85.01   | 50.36    | 79.03 | 34.13         |
| Barlow Twins| 79.19   | 33.14    | 63.82 | 20.28         | 86.55   | 54.86    | 80.15 | 39.83         |
| VICReg      | 70.07   | 22.51    | 53.79 | 12.23         | 81.94   | 45.93    | 71.93 | 31.35         |
| TriMix(ours)| 81.03   | 34.08    | 66.80 | 19.32         | 87.56   | 56.23    | 81.08 | 39.52         |

![Fig. 2](image-url)
accuracy reaching 93.16 in blood cell microscopic images.

Semi-supervised Evaluation (Medical images). The semi-supervised learning for the medical data is presented in Table IV As in the previous setting, we fine-tune the pre-trained models on subsets of 1%, 10%, and 100% of datasets. The table clearly shows that our method achieves the best results in all datasets at all data splits. Exception from that is the results of OCT and Blood datasets at 100% of the data. For instance, the accuracy of our approach at 1%, 10%, and 100% of the data are 90.81, 92.15, and 93.50 in PathMNIST, 67.23, 71.37, and 76.21 in DermaMNIST, 78.80, 80.78, and 81.90 in OCTMNIST, and 84.89, 92.15, and 95.73 in BloodMNIST, respectively. These experiments in both medical and natural datasets reveal the generalizability and applicability of our method to various types of images in self/semi-supervised settings. Nearly in all these experiments, TriMix has superiority over others. Still, another critical issue is to investigate our method in a transfer learning setting.

Transfer learning from natural to medical data. This experiment aims to build linear classifiers on top of fixed representations of the pre-trained models on the natural images. Then, we fine-tune these models on the four medical datasets simulating the transfer learning setting as in the literature, which resulted in 80 models shown in Table V. One can notice that our approach generalizes better when using a pre-trained model on CIFAR10 and TinyImageNet. Yet, Barlow Twins works better using CIFAR100, and BYOL outperforms others using STL10. Generally, TriMix is among the best models regardless of the used dataset. This experiment reveals that our learned representations capture more beneficial information and generalize better than the remaining approaches.

C. Comprehensive analysis of TriMix

Clustering the learned representations. To gain more insights into the effect of our approach on the learned representations and realize the differences between ours and the baselines, we visualize the learned representations using UMAP [43], an open-source library for dimensionality reduction. As an illustration, we cluster the learned representations for the CIFAR10 testing dataset in Figure 3. It is noticed that our method clusters the ten classes
more precisely than the others. For example, the classes of "truck" and "automobile" are more compact by ours than the others, while the classes of "ship" and "airplane" are less overlapped with each other. On the other hand, the animals’ classes (i.e. bird, cat, deer, dog, frog, and horse) represent a challenge to all models; nevertheless, our method clusters them with lower noises.

**Objective function components analysis.** This experiment investigates the effect of our main contributions. We train different versions of TriMix with(out) virtual embeddings and self-consistency terms on the CIFAR10 dataset for 200 epochs. Then, we conduct a linear evaluation for 100 epochs and register the results in Table VI. First, it is shown that utilizing either of our contributions enhances total accuracy with 87.16 and 87.32 when using the virtual and self-consistency losses, respectively. While combining both terms adds more enhancements up to 87.74. Finally, joining all contributions, including the features normalization, plays a significant role in the overall performance at 88.39.

**Batch and projector sizes analysis.** Further, we test the effect of changing the batch size and projector dimension on TriMix. Specifically, we investigate batches of size \{32, 64, 128, 256, 512\}, with features dimensions of \{128, 256, 512, 1024, 2048\} on CIFAR10/100, STL10, and TinyImage. The results are curves for 100 models, presented in Fig.4. In general, the accuracy curves show that for fixed batch size, using more extensive features achieves better results, which agrees with the literature. Also, for most models, no significant difference in the accuracy for dimensions 1024 and 2048. Further, for fixed feature size, the smaller batches work better with smaller dimensions, while bigger batches favor bigger dimensions.

**Virtual data analysis.** This experiment aims to realize how our method decomposes and regresses the augmented data from its mixture. In Fig.5, we present sample images from the STL10 dataset. Fig.5(A) shows a sample ground truth matrix \((GT)\), which is created at each epoch, see Eq.(8). To illustrate, we also show the corresponding batch in the above raw. To the left of the matrix, we display the augmented images. For example, the one in the red rectangle is generated by mixing the two images from the original batch, i.e., the images in green rectangles in the above raw, using \(\lambda\) and \(1 − \lambda\) (0.51 and 0.49, respectively in this sample). Figures 5(B) and 5(C), on the other hand, show the predicted matrix before and after softmax operation, which are corresponding to Eq.(6) and Eq.(7), respectively. Our method attempts to anticipate the ground truth matrix and decomposes the mixed images into the original parts, as shown in Fig.5(B). Thus, by training on this auxiliary task, our method learns to distinguish between different images and gains more information, which boosts performance. Notice that the predicted matrix, in Fig.5(B), contains some noises, i.e., negative values. Yet, after applying the softmax operation, Eq.(7), the model produces more stable predictions and hence better results.
Fig. 5. Mixed data analysis. (A) sample ground truth matrix. We depict the corresponding batch in the above raw. To the left of the matrix, we display the virtual images. For example, the image in the red rectangle is generated from the images in the green rectangles. (B) and (C) show the predicted matrix before and after softmax operation, respectively. By raining on this task, our method gains more information from the images, and hence, better performance.

### TABLE VII

| Configuration | Accuracy |
|---------------|----------|
| Virtual embeddings loss on $Y$ + self-consistency loss on $Y$ | 86.32 |
| Virtual embeddings loss on $Z$ + self-consistency loss on $Y$ | 85.37 |
| Virtual embeddings loss on $Z$ + self-consistency loss on $Z$ (Baseline) | 88.39 |

**TriMix variants analysis.** Our initial setting depends on $Z$ to train the model. While in this experiment, we explore alternative ways of implementing our loss functions. Specifically, we attempt to use the hidden feature representation $Y$ in our objective functions. The first alternative is to define virtual embeddings loss and self-consistency loss on feature representation $Y$. The second choice is to optimize virtual embeddings loss on embeddings $Z$ and self-consistency loss on hidden feature $Y$. Eventually, we compared both experiments with our baseline model and reported the results in Table VII. In short, our initial choice for the overall loss function that depends on $Y$ is still the most reasonable approach. However, using our losses on different data types, i.e., virtual embeddings loss on embeddings $Z$ and self-consistency loss on hidden feature $Y$ achieve the lowest accuracy. That is related to the fact that each term works on incompatible features (i.e., $Y$ and $Z$), which is confusing our objective function.

### V. DISCUSSION

Our method; TriMix, proposed i) virtual embeddings loss: first, we augment the network with novel embeddings generated from the original ones, then we train the model to decompose these virtual embeddings to their original components, 2) self-consistency term that enforces the consistency between the virtual and the original data. When compared with the other approaches, TriMix showed the best results in the vast majority of our experiments.

**Applicability and Transferability.** Our method has shown to be effective in all experiments beating recent SSL methods in the majority of the tasks. First, we have demonstrated the applicability of our approach to eight public datasets, including natural and medical images. Also, our strategy was found very beneficial in semi-supervised learning settings, especially at lower data regimes i.e. 1% and 10%, where the models suffer from scarcity in the labeled data. That corresponds to the need, in this particular setting, for additional and novel representations to augment the model with new training data. Even though no specific approach was dominated in the transfer learning experiments, due to the complexity of transferring the pre-trained models, using any natural dataset, to all medical data and achieving SOTA performance. Still, among all pre-trained models, ours were the most successful. The above results shed light on manifold augmentation and self-consistency in self-supervised learning.

**Manifold and Hidden Embeddings Augmentation.** The current self-supervised learning methods heavily depend on two views or augmentations of the input data to train the network. While this is an essential step for any successful self-supervised approach, none of the previous efforts have investigated the augmentation at the manifold or hidden representations. We have shown in this work that attaching the manifold augmentation to the training boosts performance. Our augmentation methodology depends on mixing the original embeddings with random percentages while training the model to predict these percentages and decompose the augmented data to the original elements. Analyzing the hidden representations shows that our method is better at clustering the classes with fewer noises, which justifies its top performance over other baselines. Still, an important question we have addressed in the paper was where to inject this function. We have shown that placing the two losses at the hidden embeddings, i.e. $Z$, achieved the best results. That is attributed to the homogeneity of used data in both terms. On the other hand, placing the two losses at different
locations, *i.e.* embedding \( Z \) or hidden representations \( Y \), might confuse the model and reduce its performance. While we kept our augmentation methodology simple, one can investigate more sophisticated augmentation approaches or inject more than extra tasks. Anyway, model failure is one of the most challenging tasks in that situation.

**Interpretability.** TriMix performance is related to the training strategy we introduced. Our auxiliary task serves two purposes. First, augment the model with novel data generated from the mixup operation at the manifold layers. It is known that data augmentation plays a fundamental role in the performance of any deep learning method. Second, train the model to distinguish between the images by predicting the mixing ratio used to generate the new data. For illustration, consider a case when mixing a malignant sample with a benign one. Now, when we train our model to decompose the combined image to the original ones. The model implicitly learns the characteristic of each class. Thus, more information is being realized by achieving this task.

**VI. Conclusion**

In this paper, we have proposed TriMix, a self-supervised learning method that introduces virtual embeddings and self-consistency in training. While the current works depend on data augmentations at the input space in Siamese-based architectures, our approach proposed an auxiliary task that generates new virtual data through linear interpolation of hidden embeddings. Besides providing new data, our training strategy is to learn the model to predict the mixing factor used in generating the data such that the model can distinguish between the images and decompose the mixed data to the original components. Further, we propose a loss term to force self-consistency in the data. We have shown the applicability of our method on eight public datasets consisting of natural and medical images with improvements reaching 2.71% and 0.41% better than the second-best models for both data types, respectively. Moreover, TriMix demonstrated superior performance in the low amount of data, *i.e.* 1% and 10%, of the semi-supervised learning setting while on par with best models when using 100% of the data. Although none of the methods excels in all transfer learning experiments, our pre-trained models showed the best accuracy. Our strategy highlights the importance of the embeddings augmentations and the additional tasks to achieve leading results. We opt for a simple augmentation methodology to avoid any potential model collapsing, yet, studying different ones, including sophisticated methods, could be a future research direction. Additionally, we build a ground truth matrix based on random \( \lambda \) at the beginning of each epoch. However, we could investigate a more intelligent and adaptive way that evolved during the training.
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